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Abstract
In this paper, we consider two cases of rolling of one smooth connected com-
plete Riemannian manifold (M,g) onto another one (Mˆ, gˆ) of equal dimension
n ≥ 2. The rolling problem (NS) corresponds to the situation where there is no
relative spin (or twist) of one manifold with respect to the other one. As for the
rolling problem (R), there is no relative spin and also no relative slip. Since the
manifolds are not assumed to be embedded into an Euclidean space, we provide
an intrinsic description of the two constraints ”without spinning” and ”without
slipping” in terms of the Levi-Civita connections ∇g and ∇gˆ. For that purpose,
we recast the two rolling problems within the framework of geometric control and
associate to each of them a distribution and a control system. We then investi-
gate the relationships between the two control systems and we address for both
of them the issue of complete controllability. For the rolling (NS), the reachable
set (from any point) can be described exactly in terms of the holonomy groups
of (M,g) and (Mˆ , gˆ) respectively, and thus we achieve a complete understanding
of the controllability properties of the corresponding control system. As for the
rolling (R), the problem turns out to be more delicate. We first provide basic
global properties for the reachable set and investigate the associated Lie bracket
structure. In particular, we point out the role played by a curvature tensor de-
fined on the state space, that we call the rolling curvature. In the case where one
of the manifolds is a space form (let say (Mˆ, gˆ)), we show that it is enough to
roll along loops of (M,g) and the resulting orbits carry a structure of principal
bundle which preserves the rolling (R) distribution. In the zero curvature case,
we deduce that the rolling (R) is completely controllable if and only if the holon-
omy group of (M,g) is equal to SO(n). In the nonzero curvature case, we prove
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that the structure group of the principal bundle can be realized as the holonomy
group of a connection on TM ⊕ R, that we call the rolling connection. We also
show, in the case of positive (constant) curvature, that if the rolling connection is
reducible, then (M,g) admits, as Riemannian covering, the unit sphere with the
metric induced from the Euclidean metric of Rn+1. When the two manifolds are
three-dimensional, we provide a complete local characterization of the reachable
sets when the two manifolds are three-dimensional and, in particular, we identify
necessary and sufficient conditions for the existence of a non open orbit. Besides
the trivial case where the manifolds (M,g) and (Mˆ, gˆ) are (locally) isometric, we
show that (local) non controllability occurs if and only if (M,g) and (Mˆ, gˆ) are
either warped products or contact manifolds with additional restrictions that we
precisely describe. Finally, we extend the two types of rolling to the case where
the manifolds have different dimensions.
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1 Introduction
In this paper, we study the rolling of a manifold over another one. Unless otherwise
precised, manifolds are smooth, connected, oriented, of finite dimension n ≥ 2, en-
dowed with a complete Riemannian metric. The rolling is assumed to be either without
spinning (NS) or without spinning nor slipping (R). When both manifolds are isomet-
rically embedded into an Euclidean space, the rolling problem is classical in differential
geometry (see [30]), through the notions of ”development of a manifold” and ”rolling
maps”. To get an intuitive grasp of the problem, consider the rolling problem (R) of a
2D convex surface S1 onto another one S2 in the euclidean space R
3, for instance the
plate-ball problem, i.e., a sphere rolling onto a plane in R3, (cf. [14] and [22]). The
two surfaces are in contact i.e., they have a common tangent plane at the contact point
and, equivalently, their exterior normal vectors are opposite at the contact point. If
γ : [0, T ]→ S1 is a C1 regular curve on S1, one says that S1 rolls onto S2 along γ with-
out spinning nor slipping if the following holds. The curve traced on S1 by the contact
point is equal to γ and let γˆ : [0, T ] → S2 be the curve traced on S2 by the contact
point. At time t ∈ [0, T ], the relative orientation of S2 with respect to S1 is measured by
the angle θ(t) between γ˙(t) and ˙ˆγ(t) in the common tangent plane at the contact point.
The state space Q of the rolling problem is therefore five dimensional since a point in
Q is defined by fixing a point on S1, a point on S2 and an angle in S
1, the unit circle.
The no-slipping condition says that ˙ˆγ(t) is equal to γ˙(t) rotated by the angle θ(t) and
the no-spinning condition characterizes θ˙(t) in term of the surface elements at γ(t) and
γˆ(t) respectively. Then, once a point on S2 and an angle are chosen at time t = 0, the
curves γˆ and θ are uniquely determined. For the rolling (NS), one must choose two C1
regular curves γ and γˆ on S1 and S2 respectively, and an angle θ0 so that one says that
S1 rolls onto S2 along γ and γˆ without spinning if (a) the curves traced on S1 and S2 by
the contact point are equal to γ and γˆ respectively; (b) the no-spin constraint and the
initial condition θ0 determine a unique curve θ which measures the relative orientation
of S2 with respect to S1 along the rolling. The most basic issue linked to the rolling
problems is that of controllability i.e., to determine, for two given points qinit and qfinal
in the state space Q, if there exists a curve γ so that the rolling of S1 onto S2 along γ
steers the system from qinit to qfinal. If this is the case for every points qinit and qfinal in
Q, then the rolling of S1 onto S2 is said to be completely controllable.
If the manifolds rolling on each other are two-dimensional, then the controllability
issue is well-understood thanks to the work of [3], [6] and [18] especially. For instance,
in the simply connected case, the rolling (R) is completely controllable if and only if
the manifolds are not isometric. In the case where the manifolds are isometric, [3] also
provides a description of the reachable sets in terms of isometries between the manifolds.
In particular, these reachable sets are immersed submanifolds of Q of dimension
either 2 or 5. In case the manifolds rolling on each other are isometric convex surfaces,
[18] provides a beautiful description of a two dimensional reachable set: consider the
initial configuration given by two (isometric) surfaces in contact so that one is the
image of the other one by the symmetry with respect to the (common) tangent plane
at the contact point. Then, this symmetry property (chirality) is preserved along the
rolling (R). Note that if the (isometric) convex surfaces are not spheres nor planes, the
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reachable set starting at a contact point where the Gaussian curvatures are distinct, is
open (and thus of dimension 5).
From a robotics point of view, once the controllability is well-understood, the next
issue to address is that of motion planning, i.e., defining an effective procedure that
produces, for every pair of points (qinit, qfinal) in the state space Q, a curve γqinit,qfinal
so that the rolling of S1 onto S2 along γqinit,qfinal steers the system from qinit to qfinal.
In [8], an algorithm based on the continuation method was proposed to tackle the
rolling problem (R) of a strictly convex compact surface onto an Euclidean plane. That
algorithm was also proved in [8] to be convergent and it was numerically implemented
in [1] (see also [19] for another algorithm).
To the best of our knowledge, only the rolling (R) was considered in the litterature,
eventhough it is the more delicate, as explained below. The rolling problem (R) is
traditionally presented by isometrically embedding the rolling manifolds M and Mˆ in
an Euclidean space (cf. [30], [12]) since it is the most intuitive way to provide a rigorous
meaning to the notions of relative spin (or twist) and relative slip of one manifold with
respect to the other one. However, the rolling model will depend in general on the
embedding. For instance, rolling two 2D spheres of different radii on each other can be
isometrically embedded in (at least) two ways in R3: the smaller sphere can roll onto
the bigger one either inside of it or outside. Then one should be able to define rolling
without having to resort to any isometric embedding into an Euclidean space. To be
satisfactory, that intrinsic formulation of the rolling should also allow one to address
at least the controllability issue.
The first step towards an intrinsic formulation of the rolling starts with an intrinsic
definition of the state space Q. For n ≥ 3, the relative orientation betwen two manifolds
is deined (in coordinates) by an element of SO(n). Therefore the state space Q is
of dimension 2n + n(n − 1)/2 since it is locally diffeomorphic to neighborhoods of
M × Mˆ × SO(n). There are two main approaches for an intrinsic formulation of the
rolling problem (R), first considered by [3] and [6] respectively. Note that the two
references only deal with the two dimensional case but it is not hard to generalize them
to higher dimensions. In [3], the state space Q is given by
Q = {A : T |xM → T |xˆMˆ | A o-isometry, x ∈M, xˆ ∈ Mˆ},
where ”o-isometry” means positively oriented isometry, (see Definition 3.1 below) while
in [6], one has equivalently
Q = (FOON(M)× FOON(Mˆ))/∆,
where FOON(M), FOON(Mˆ) be the oriented orthonormal frame bundles of (M, g), (Mˆ, gˆ)
respectively, and ∆ is the diagonal right SO(n)-action (see Proposition 3.9 below) .
The next step towards an intrinsic formulation consists of using either the paral-
lel transports with respect to ∇g and ∇gˆ (Agrachev-Sachkov’s approach) or alterna-
tively, orthonormal moving frames and the structure equations (Bryant-Hsu’s approach)
to translate the constraints of no-spinning and no-slipping and derive the admissible
curves, i.e., the curves of Q describing the rolling (R), cf. Eq. (14). Finally, one
defines either a distribution or a codistribution depending which approach is chosen.
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In the present paper, we adopt the Agrachev-Sachkov’s approach and we construct an
n-dimensional distribution DR on Q so that the locally absolutely continuous curves
tangent to DR are exactly the admissible curves for the rolling problem, cf. Definition
3.26. The construction of DR comes along with the construction of (local) basis of
vector fields, which allow one to compute the Lie algebraic structure associated to DR.
One should mention the recent work [9] dealing with an intrinsic formulation of
the rolling problem (R) (see Definition 4 page 18 in the reference therein). However,
that definition does not allow one to parameterize the admissible curves using a control
system and a fortiori to construct a distribution (or a codistribution) associated to the
rolling. Therefore, the computations in that paper related to controllability issues are
all performed by embedding the rolling into an Euclidean space.
We now describe precisely the results of the present paper. In Section 2, are gathered
the notations used throughout the paper. After that, the control systems associated
to the rolling problems (NS) and (R) are introduced in Section 3. Besides the state
space Q, one must define the set of admissible controls. For (NS), it is the set of
locally absolutely continuous (l.a.c.) curves on M × Mˆ while, for (R), it is the set of
locally absolutely continuous (l.a.c.) curves on M only. As control systems, we obtain
two driftless control systems affine in the control (Σ)NS and (Σ)R for (NS) and (R)
respectively. We also provide, in Appendix A, expressions in local coordinates for these
control systems.
The study of the rolling problem (NS) is the objet of Section 4. We first construct
the distribution DNS of rank 2n in Q so that its tangent curves coincide with the
admissible curves of (Σ)NS and we provide (local) basis of vector fields for DNS. The
controllability issue is completely addressed since we can describe exactly the reachable
sets of (Σ)NS in terms ofH
∇g and Hˆ∇
gˆ
, the holonomy groups of ∇g and∇gˆ respectively.
We thus derive a necessary and sufficient condition for complete controllability of (NS)
in terms of the Lie algebras of H∇
g
and Hˆ∇
gˆ
. For instance, if both manifoldsM and Mˆ
are simply connected and non symmetric, then the rolling problem (NS) is completely
controllable in dimension n 6= 8 if and only if H∇
g
or Hˆ∇
gˆ
is equal to SO(n). We
conclude that section by computing Lie brackets of vector fields tangent to DNS.
In Section 5, we start the study of the rolling problem (R). As done for (NS),
we construct the rolling distribution DR as a sub-distribution of rank n of DNS so
that its tangent curves coincide with the admissible curves of (Σ)R and we provide
(local) basis of vector fields for DR. We show that the rolling (R) of M over Mˆ is
symmetric to that of Mˆ over M i.e., the reachable sets are diffeomorphic. Already
from these computations, one can see why we considered the rolling problem (NS):
from a technical point of view, it is much easier to perform Lie brackets computations
first with vector fields spanning DNS and then specify these computations to vector
fields spanning DR. Moreover, the complete controllability of (NS) being a necessary
condition for the complete controllability of (R), one can derive at once that, for simply
connected and non symmetric rolling manifolds, if the rolling problem (R) is completely
controllable in dimension n 6= 8 then H∇
g
or Hˆ∇
gˆ
must be equal to SO(n).
The controllability issue for (R) turns out to be much more delicate than that for
(NS). One reason is that, in general, there is no ”natural” principal bundle structure on
πQ,M : Q→ M which leaves invariant the rolling distribution DR. Indeed, if it were the
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case, then all the reachable sets would be diffeomorphic and this is not true in general
(cf. the description of reachable sets of the rolling problem (R) for two-dimensional
isometric manifolds). Despite this fact, we prove that the reachable sets are smooth
bundles over M (cf. Proposition 5.2).
We also have an equivariance property of the reachable sets of DR with respect to the
(global) isometries of the manifolds M and Mˆ , as well as an interesting result linking
the rolling problem (R) for a pair of manifolds M and Mˆ and the rolling problem (R)
associated to Riemannian coverings of M and Mˆ respectively. As a consequence, we
have that the complete controllability for the rolling problem (R) associated to a pair of
manifolds M and Mˆ is equivalent to that of the rolling problem (R) associated to their
universal Riemannian coverings. This implies that, as far as complete controllability
is concerned, one can assume without loss of generality that M and Mˆ are simply
connected. We then compute the first order Lie brackets of the vector fields generating
DR and find that they are (essentially) equal to the vector fields given by the vertical
lifts of
Rol(X, Y )(A) := AR(X, Y )− Rˆ(AX,AY )A, (1)
where X, Y are smooth vector fields of M , q = (x, xˆ;A) ∈ Q and R(·, ·), Rˆ(·, ·) are the
curvature tensors of g and gˆ respectively. We call the vertical vector field defined in Eq.
(1) the Rolling Curvature, cf Definition 5.10 below. Higher order Lie brackets can now
be expressed as linear combinations of covariant derivatives of the Rolling Curvature
for the vertical part and evaluations on Mˆ of the images of the Rolling Curvature and
its covariant derivatives.
In dimension two, the Rolling Curvature is (essentially) equal to KM(x)−KMˆ(xˆ),
where KM(·), KMˆ(·) are the Gaussian curvatures of M and Mˆ respectively. At some
point q ∈ Q where KM (x)−KMˆ(xˆ) 6= 0, one immediately deduces that the dimension
of the evaluation at q of the Lie algebra of the vector fields spanning DR is equal to five,
(the dimension of Q) and thus the reachable set from q is open in Q. From that fact,
one has the following alternative: (a) there exists q0 ∈ Q so that KM −KMˆ ≡ 0 over
the reachable set from q0, yielding easily that M and Mˆ have the same Riemannian
covering space (cf. [3] and [6]); (b) all the reachable sets are open and then the rolling
problem (R) is completely controllable. In dimension n ≥ 3, the Rolling Curvature
cannot be reduced to a scalar and it is seems difficult compute in general the rank of
the evaluations of the Lie algebra of the vector fields spanning DR.
We however propose several characterizations of isometry between two Riemannian
manifolds based on the rolling perspective. The first one refers to a ”rolling against
loops” property which assumes that there is a q0 = (x0, xˆ0;A0) ∈ Q such that for every
loop γ onM based at x0, the corresponding rolling curve γˆDR(γ, q0) on Mˆ starting from
q0 is a loop based xˆ0. Then we prove that, under the previous condition (M, g) and
(Mˆ, gˆ) have the same universal Riemannian covering, cf. Theorem 5.28.
The second characterization consists of revisiting the classical Ambrose theorem (see
[28] Theorem III.5.1) and showing how the standard argument actually gets simplified
when recast in the rolling context. We also prove a version of the Cartan-Ambrose-
Hicks theorem, Proposition 8.15, by using the rolling model. In this version, we also
also include a condition for certain submersions to exist, not only (local) geodesic
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embeddings. Our proofs are in parallel to those presented in [5], [26].
In Section 6, we present controllability results when one of the manifolds, let say
(Mˆ, gˆ), is a space form i.e., a simply connected complete Riemannian manifold of con-
stant curvature. Our results are actually preliminary and we hope to complete them in
a future version of the present draft. Let us summarize them. The main feature of this
particular case is that there is a principal bundle structure on the bundle πQ,M : Q→M ,
which is compatible with the rolling distribution DR. In the case Mˆ has non-zero con-
stant curvature, this allows us to reduce the problem to a study of a vector bundle
connection ∇Rol of the vector bundle πTM⊕R : TM ⊕ R→ M and its holonomy group,
which is a subgroup of SO(n + 1) or SO(n, 1) depending whether the curvature of Mˆ
is positive or negative, respectively. If Mˆ has zero curvature i.e., it is the Euclidean
plane, the problem reduces to the study of an affine connection and its holonomy group,
a subgroup of SE(n), in the sense of [15]. In all the cases, the fibers over M of the
DR-orbits are all diffeomorphic to the holonomy group of the connection in question.
In the zero curvature case, we prove that the rolling (R) is completely controllable
if and only if the (Riemannian) holonomy group of ∇g is equal to SO(n). This result
is actually similar to Theorem IV.7.1, p. 193 and Theorem IV.7.2, p. 194 in [15]. In
the non-zero curvature case, we only study the rolling onto an n-dimensional sphere.
We prove that if the holonomy group of the rolling connection ∇Rol is reducible, then
the sphere endowed with the metric induced by the Euclidean metric of Rn+1 must be
a Riemannian covering space of (M, g).
Section 7 collects our results for the rolling (R) of three-dimensional Riemannian
manifolds. We are able to provide a complete classification of the possible local struc-
tures of a non open orbit, and to each of them, to characterize precisely the manifolds
(M, g) and (Mˆ, gˆ) giving rise to such orbits.
Roughly speaking, what we will prove is that the rolling problem (R) is not com-
pletely controllable i.e. ODR(q0) if and only if the Riemannian manifolds (M, g) and
(Mˆ, gˆ) are locally of the following types (i.e., in open dense sets):
(i) isometric,
(ii) both are warped products with the same warping functions or
(iii) both are of class Mβ with the same β > 0.
Here, the manifolds of classMβ are defined as three-dimensional Riemannian manifolds
carrying a contact structure of particular type, as described in [2] and that we recall
in Appendix D.1. The possible values of the orbit dimension d of a non open orbit
ODR(q0) (i.e. d = dimODR(q0)) are correspondingly in (i) d = 3, (ii) d = 6 or d = 8
where the latter corresponds to the case where the initial orientation A0 is "generic"
and finally (iii) we have d = 7 or d = 8 where again the latter case corresponds to a
"generic" initial orientation A0.
Consequently, it follows that the possible orbit dimensions for the rolling of 3D
manifolds are
dimODR(q0) ∈ {3, 6, 7, 8, 9}
8
where dimension d = 9 corresponds to an open orbit (in Q).
We do not answer here to the question of global structure of (M, g), (Mˆ, gˆ) when
the rolling problem (R) is not completely controllable and leave it to a future work.
In Section 8, we show how to extend the formalism developed previously to the
case where the rolling manifolds have different dimensions. In that case, we show that
the rolling of M over Mˆ is not anymore symmetric with that of Mˆ over M , which is
reasonable. We also provide basic controllability results.
We finally gather in a series of appendices several results either used in the text or
directly related to it. In particular, we show how the DNS relates to the Sasaki-metric
on the tensor space T ∗(M)⊗ T (Mˆ). In the final appendix, we provide, for the sake of
completeness, the classical formulation of the rolling problem (R) as embedded in an
Euclidean space.
Acknowledgements. The authors want to thank P. Pansu and E. Falbel for helpful
comments as well as L. Rifford for having organized the conference "New Trends in Sub-
Riemannian Geometry" in Nice and where this work was first presented in April 2010.
2 Notations
For any sets A,B,C and U ⊂ A×B and any map F : U → C, we write Ua and U b for
the sets defined by {b ∈ B | (a, b) ∈ U} and {a ∈ A | (a, b) ∈ U} respectively. Similarly,
let Fa : Ua → C and F b : U b → C be defined by Fa(b) := F (a, b) and F b(a) := F (a, b)
respectively. For any sets V1, . . . , Vn the map pri : V1 × · · · × Vn → Vi denotes the
projection onto the i-th factor.
For a real matrix A, we use Aij to denote the real number on the i-th row and j-th
column and the matrix A can then be denoted by [Aij]. If, for example, one has A
i
j = aij
for all i, j, then one uses the notation Aij = (aij)
i
j and thus A = [(aij)
i
j ]. The matrix
multiplication of A = [Aij ] and B = [B
i
j ] is therefore given by AB =
[(∑
k A
i
kB
k
j
)i
j
]
.
Suppose V,W are finite dimensional R-linear spaces, L : V →W is an R-linear map
and F = (vi)
dimV
i=1 , G = (wi)
dimW
i=1 are bases of V , W respectively. The dimW × dimV -
real matrix corresponding to L w.r.t. the bases F and G is denoted by MF,G(L). In
other words, L(vi) =
∑
jMF,G(L)
j
iwj (corresponding to the right multiplication by a
matrix of a row vector). Notice that, if K : W → U is yet another R-linear map to a
finite dimensional linear space U with basis H = (ui)
dimU
i=1 , then
MF,H(K ◦ L) =MG,H(K)MF,G(L).
If (V, g), (W,h) are inner product spaces with inner products g and h, one defines
LTg,h : W → V as the transpose (adjoint) of A w.r.t g and h i.e., g(LTg,hw, v) = h(w,Lv).
With bases F and G as above, one has MF,G(L)T =MG,F (LTg,h), where T on the left
is the usual transpose of a real matrix i.e., the transpose w.r.t standard Euclidean inner
products in RN , N ∈ N.
In this paper, by a smooth manifold, one means a smooth finite-dimensional, second
countable, Hausdorff manifold (see e.g. [17]). A smooth manifold N ⊂ M is an im-
mersed submanifold of M if the inclusion map i : N → M is a smooth immersion. We
call N embedded submanifold if the topology on N induced by the inclusion i coincides
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with the manifold topology of N . By a smooth submanifold of M , we always mean a
smooth embedded submanifold.
A smooth bundle (over M) is a smooth map π : E → M between two smooth
manifolds E and M together with a prescribed smooth manifold F (unique up to
diffeomorphism), called the typical fiber of π, such that, for each x ∈ M , there is a
neighbourhood U of x inM and a smooth diffeomorphism τ : π−1(U)→ U×F with the
property that pr1 ◦ τ = π|π−1(U). Such maps τ are called (smooth) local trivializations
of π.
For any smooth map π : E → M between smooth manifolds E and M , the set
π−1({x}) =: π−1(x) is called the π-fiber over x and it is sometimes denoted by E|x,
when π is clear from the context. A smooth section of a smooth map π : E → M
is a smooth map s : M → E such that π ◦ s = idM . The set of smooth sections of
π is denoted by Γ(π). Local sections of π are sections defined only on open (possibly
proper) subsets of M . The value s(x) of a section s at x is usually denoted by s|x.
A smooth manifold M is oriented if there exists a smooth (or continuous) section,
defined on all of M , of the bundle of n-forms π∧n(M) :
∧n(M)→M where n = dimM .
Otherwise mentioned, the smooth manifolds considered in this paper are connected and
oriented.
A smooth vector bundle is a smooth bundle where the typical fiber F is a finite
dimensional R-linear space together with a collection of local trivializations so that
there is a well defined vector space structure on each π-fiber (see [17] for the precise
definition). Some important vector bundles for us over a manifold M are the tangent
bundle πT (M) : T (M) → M and different (k,m)-tensor bundles πT km(N) : T
k
m(M) → M .
We will many times write TM := T (M) etc. to ease the notation.
If G is a smooth Lie-group, a smooth bundle π : E →M is called a right principal G-
bundle if there exists a smooth right action µ : E×G→ E ofG on E (i.e., µ(µ(y, g), h) =
µ(y, gh) where the product gh is computed in G) such that π ◦ µ = π ◦ pr1 and µ is
free (i.e., µ(y, g) = y for a y ∈ E implies g = e the identity of G) and transitive on
π-fibers (i.e., for every y, z ∈ π−1(x) there is a g ∈ G such that µ(y, g) = z). It follows
from the definition that this bundle has G as the typical fiber. Similarly, using a left
action one defines a left principal G-bundle. For short, by a principal bundle we mean
a left or right principal bundle (the side of the action being clear from context). There
is no difference between left and right principal bundles since a right principal bundle
πE with action µ : E × G → E can be identified with a left principal bundle πE with
action λ : G×E → E; λ(g, y) = µ(y, g−1) and vice versa.
For a smooth map π : E → M and y ∈ E, let V |y(π) be the set of all Y ∈ T |yE
such that π∗(Y ) = 0. If π is a smooth bundle, the collection of spaces V |y(π), y ∈ E,
defines a smooth submanifold V (π) of T (E) and the restriction πT (E) : T (E) → E to
V (π) is denoted by πV (π). In this case πV (π) is a vector subbundle of πT (E) over E.
For a smooth manifold M , one uses VF(M) to denote the set of smooth vector
fields on M i.e., the set of smooth sections of the tangent bundle πT (M) : T (M) → M .
The flow of a vector field Y ∈ VF(M) is a smooth onto map ΦY : D → M defined
on an open subset D of R ×M containing {0} ×M such that ∂
∂t
ΦY (t, y) = Y |ΦY (t,y)
for (t, y) ∈ D and ΦY (0, y) = y for all y ∈ M . As a default, we will take D to be the
maximal flow domain of X.
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A subset D ⊂ T (M) of the tangent bundle of M is called a smooth distribution on
M if πT (M)|D is a smooth vector subbundle of πT (M) over M . For x ∈ M , the fiber
πT (M)|
−1
D ({x}) is denoted by D|x and the common dimension of the spaces D|x, x ∈M ,
is called the rank of the distribution D.
For any distribution D on a manifold M , we use VFD to denote the set of vector
fieldsX ∈ VF(M) tangent to D (i.e., X|x ∈ D|x for all x ∈M) and we define inductively
for k ≥ 2
VFkD = VF
k−1
D + [VFD,VF
k−1
D ],
where VF1D := VFD. The Lie algebra generated by VFD is denoted by Lie(D) and it
equals
⋃
k VF
k
D.
For any maps γ : [a, b] → X, ω : [c, d] → X into a set X such that γ(b) = ω(c) we
define
ω ⊔ γ : [a, b+ d− c]→ X ; (ω ⊔ γ)(t) =
{
γ(t), t ∈ [a, b]
ω(t− b+ c), t ∈ [b, b+ d− c].
A map γ : [a, b]→ X is a loop in X based at x0 ∈ X if γ(a) = γ(b) = x0. In the space
of loops [0, 1] → X based at some given point x0, one defines a group operation ” .”,
concatenation, by
ω.γ := (t 7→ γ( t
2
)) ⊔ (t 7→ ω( t
2
)).
This operation gives a group structure on the set of loops of X based at a given point
x0. If N is a smooth manifold and y ∈ N , we use Ωy(N) to denote the set of all
piecewise C1-loops [0, 1]→ N of N based at y. In particular, (Ωy(N), .) is a group.
A continuous map c : I →M from a real compact interval I into a smooth manifold
M is called absolutely continuous, or a.c. for short if, for every t0 ∈ I, there is a
smooth coordinate chart (φ, U) of M such that c(t0) ∈ U and φ ◦ c|c−1(U) is absolutely
continuous.
Given a smooth distribution D on a smooth manifold M , we call an absolutely
continuous curve c : I → M , I ⊂ R, D-admissible if c it is tangent to D almost
everywhere (a.e.) i.e., if for almost all t ∈ I it holds that c˙(t) ∈ D|c(t). For x0 ∈M , the
endpoints of all the D-admissible curves of M starting at x0 form the set called D-orbit
through x0 and denoted OD(x0). More precisely,
OD(x0) = {c(1) | c : [0, 1]→ M, D−admissible, c(0) = x0}. (2)
By the Orbit Theorem (see [4]), it follows that OD(x0) is an immersed smooth subman-
ifold of M containing x0. It is also known that one may restrict to piecewise smooth
curves in the description of the orbit i.e.,
OD(x0) = {c(1) | c : [0, 1]→M piecewise smooth and D−admissible, c(0) = x0}.
We call a smooth distribution D′ onM a subdistribution of D if D′ ⊂ D. An immediate
consequence of the definition of the orbit shows that in this case
OD′(x0) ⊂ OD(x0), ∀x0 ∈M.
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If π : E → M , η : F →M are two smooth maps (e.g. bundles), let C∞(π, η) be the
set of all bundle maps π → η i.e., smooth maps g : E → F such that η ◦ g = π. For a
manifoldM , let πMR : M×R→ M be the projection onto the first factor i.e., (x, t) 7→ x
(i.e., πMR = pr1). Recall that there is a canonical bijection between the set C
∞(M) of
smooth functions on M and the set C∞(idM , πMR) given by f 7→ fR := (x 7→ (x, f(x))).
If π : E → M , η : F → M are any smooth vector bundles over a smooth manifold
M , f ∈ C∞(π, η) and u, w ∈ π−1(x), one defines the vertical derivative f at u in the
direction w by
ν(w)|u(f) := (Dνf)(u)(w) :=
d
dt
∣∣
0
f(u+ tw). (3)
Here w 7→ (Dνf)(u)(w) = ν(w)|u(f) is an R-linear map between fibers π−1(x) →
η−1(x).
In a similar way, in the case of f ∈ C∞(E) and u, w ∈ π−1(x), one defines the
π-vertical derivative ν(w)|u(f) := Dνf(u)(w) :=
d
dt
|0f(u + tw) at u in the direction
w. This definition agrees with the above one modulo the canonical bijection C∞(E) ∼=
C∞(idE, πER). This latter definition means that ν(w)|u can be viewed as an element of
V |u(π) and the mapping w 7→ ν(w)|u gives a (natural) R-linear isomorphism between
π−1(x) and V |u(π) where π(u) = x. If u˜ ∈ Γ(π) is a smooth π-section, let ν(w˜) be the
π-vertical vector field on E defined by ν(w˜)|u(f) = ν(w˜|x)|u(f), where π(u) = x and
f ∈ C∞(E). The same remark holds also locally.
In the case of smooth manifolds M and Mˆ , x ∈ M , xˆ ∈ Mˆ , we will use freely
and without mention the natural inclusions (⊂) and isomorphisms (∼=): T |xM,T |xˆMˆ ⊂
T |(x,xˆ)(M×Mˆ ) ∼= T |xM⊕T |xˆMˆ , T
∗|xM,T ∗|xˆMˆ ⊂ T ∗|(x,xˆ)(M×Mˆ) ∼= T ∗|xM⊕T ∗|xˆMˆ .
An element of T |(x,xˆ)(M × Mˆ) ∼= T |x(M) ⊕ T |xˆ(Mˆ) with respect to the direct sum
splitting is denoted usually by (X, Xˆ), where X ∈ T |xM , Xˆ ∈ T |xˆMˆ . Sometimes it
is even more convenient to write X + Xˆ := (X, Xˆ) when we make the identifications
(X, 0) = X, (0, Xˆ) = Xˆ.
Let (M, g), (Mˆ, gˆ) be smooth Riemannian manifolds. A map f :M → Mˆ is a local
isometry if it is smooth, surjective and for all x ∈ M , f∗|x : T |xM → T |f(x)Mˆ is an
isometric linear map. A bijective local isometry f : M → Mˆ is called an isometry and
then (M, g), (Mˆ, gˆ) are said to be isometric.
In this text we say that two Riemannian manifolds (M, g), (Mˆ, gˆ) are locally iso-
metric, if there is a Riemannian manifold (N, h) and local isometries F : N → M and
G : N → Mˆ which are also covering maps i.e. if they are Riemannian covering maps.
One calls (N, h) a common Riemannian covering space of (M, g) and (Mˆ, gˆ). Notice
that being locally isometric is an equivalence relation in the class of smooth Riemannian
manifolds (the fact that we assume F,G to be Riemannian covering maps, and not only
local isometries, implies the transitivity of this relation).
The space M = M × Mˆ is a Riemannian manifold, called the Riemannian product
manifold of (M, g), (Mˆ, gˆ), when endowed with the product metric g := g ⊕ gˆ. One
often writes this as (M, g)× (Mˆ, gˆ).
Let ∇, ∇ˆ,∇ (resp. R, Rˆ, R) denote the Levi-Civita connections (resp. the Rieman-
nian curvature tensors) of (M, g), (Mˆ, gˆ), (M =M × Mˆ, g = g ⊕ gˆ) respectively. From
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Koszul’s formula (cf. [17]), one has
∇(X,Xˆ)(Y, Yˆ ) = (∇XY, ∇ˆXˆ Yˆ ), (4)
when X, Y ∈ VF(M), Xˆ, Yˆ ∈ VF(Mˆ) and hence from the definition of the Riemannian
curvature tensor
R((X, Xˆ), (Y, Yˆ ))(Z, Zˆ) = (R(X, Y )Z, Rˆ(Xˆ, Yˆ )Zˆ), (5)
where X, Y, Z ∈ T |xM , Xˆ, Yˆ , Zˆ ∈ T |xˆMˆ .
For any (k,m)-tensor field T on M we define ∇T to be the (k,m + 1)-tensor field
such that (see [28], p. 30)
(∇T )(X1, . . . , Xm, X) = (∇XT )(X1, . . . , Xm), (6)
X1, . . . , Xm, X ∈ T |xM .
Let x : I → M and X : I → TM be a smooth curve and a smooth vector field
along x respectively i.e., a smooth map such that X(t) ∈ T |x(t)M for all t ∈ I. A
local extension of X around t0 is a vector field X˜ ∈ VF(M) such that there is an open
interval J with t0 ∈ J ⊂ I and X˜|x(t) = X(t) for all t ∈ J . Then one defines ∇x˙(t0)X as
∇x˙(t0)X˜ and it is easily seen that this vector does not depend on the choice of a local
extension of X around t0. The same construction holds true for tensor fields along the
path x(·).
The parallel transport of a tensor T0 ∈ T km|x(0)(M) from x(0) to x(t) along an
absolutely continuous curve x : I → M (with 0 ∈ I) and with respect to the Levi-
Civita connection of (M, g) is denoted by (P∇
g
)t0(x)T0. In the notation of the Levi-
Civita connection ∇g (resp. parallel transport P∇
g
), the upper index g (resp. ∇g)
referring to the Riemannian metric g (resp. the connection ∇g) is omitted if it is clear
from the context. We also recall the following basic observation.
Proposition 2.1 Let (M, g) be a smooth Riemannian manifold and t 7→ x(t) an abso-
lutely continuous (a.c. for short) curve on M defined on an open interval I ∋ 0. Then
the parallel transport T (t) = (P∇
g
)t0(x)T0 along t 7→ x(t) w.r.t g of any (k,m)-tensor
T0 ∈ T
k
m|x(0)(M) uniquely exists and is absolutely continuous.
Let (x, xˆ) : I → M × Mˆ be a smooth curve on M × Mˆ defined on an open real
interval I containing 0. If (X(t), Xˆ(t)) : I → T (M × Mˆ) is a smooth vector field on
M × Mˆ along (x, xˆ) i.e., (X(t), Xˆ(t)) ∈ T |(x(t),xˆ(t))(M × Mˆ) then one has
∇(x˙(t), ˙ˆx(t))(X, Xˆ) = (∇x˙(t)X, ∇ˆ ˙ˆx(t)Xˆ) (7)
only if the covariant derivatives on the right-hand side are well defined (see the next
remark).
Remark 2.2 Let M = R, Mˆ = R and (c(t), cˆ(t)) = (t, 0), (X(t), Xˆ(t)) = (1, t) and
equip M and Mˆ with the Euclidean metrics: g(Y, Z) = Y Z, gˆ(Yˆ , Zˆ) = Yˆ Zˆ. Then the
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left hand side of (7) is defined and equals (0, 1) but on the right hand side the covariant
derivative ∇ˆ ˙ˆc(t)Xˆ = ∇ˆ0t is not defined: if Yˆ ∈ VF(Mˆ) were a local extension of Xˆ around
t = 0 then t = Xˆ(t) = Yˆ |cˆ(t) = Yˆ (0) for all t in some open interval containing 0. This is a
contradiction. Note that an extension of (X(t), Xˆ(t)) = (1, t) around t = 0 is provided for
example by (x, xˆ) 7→ (1, x).
If (N, h) is a Riemannian manifold we define Iso(N, h) to be the (smooth Lie)
group of isometries of (N, h) i.e., the set of diffeomorphisms F : N → N such that
F∗|y : T |yN → T |F (y)N is an isometry for all y ∈ N , cf. [28], Lemma III.6.4, p. 118.
It is clear that the isometries respect parallel transport in the sense that for any
absolutely continuous γ : [a, b] → N and F ∈ Iso(N, g) one has (cf. [28], p. 41, Eq.
(3.5))
F∗|γ(t) ◦ (P
∇h)ta(γ) = (P
∇h)ta(F ◦ γ) ◦ F∗|γ(a). (8)
The following result is standard.
Theorem 2.3 Let (N, h) be a Riemannian manifold and for any absolutely continuous
γ : [0, 1]→ M , γ(0) = y0, define
Λ∇
h
y0
(γ)(t) =
∫ t
0
(P∇
h
)0s(γ)γ˙(s)ds ∈ T |y0N, t ∈ [0, 1].
Then the map Λ∇
h
y0
: γ 7→ Λ∇
h
y0
(γ)(·) is an injection from the set of absolutely continuous
curves [0, 1] → N starting at y0 onto an open subset of the Banach space of absolutely
continuous curves [0, 1]→ T |y0N starting at 0.
Moreover, the map Λ∇
h
y0
is a bijection onto the latter Banach space if (and only if)
(N, h) is a complete Riemannian manifold.
Remark 2.4 (i) For example, in the case where γ is the geodesic t 7→ expy0(tY ) for
Y ∈ T |y0N , one has
Λ∇
h
y0
(γ)(t) = tY.
(ii) It is directly seen from the definition of Λ∇
h
y0
that it maps injectively (piecewise) Ck-
curves, k = 1, . . . ,∞, starting at y0 to (piecewise) Ck-curves starting at 0. Moreover,
these correspondences are bijective if (N, h) is complete.
(iii) The map Λ∇
h
y0
could be used to give the space of absolutely continuous curves [0, 1]→
N starting at y0 a structure of a Banach space if (N, h) is complete or an open subset
of a Banach space in the case (N, h) is not complete.
3 State Space, Distributions and Computational Tools
3.1 State Space
3.1.1 Definition of the state space
After [3], [4] we make the following definition.
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Definition 3.1 The state space Q = Q(M, Mˆ) for the rolling of two n-dimensional
connected, oriented smooth Riemannian manifolds (M, g), (Mˆ, gˆ) is defined as
Q = {A : T |xM → T |xˆMˆ | A o-isometry, x ∈M, xˆ ∈ Mˆ},
where “o-isometry” stands for “orientation preserving isometry” i.e., if (Xi)
n
i=1 is a positively
oriented g-orthonormal frame ofM at x then (AXi)
n
i=1 is a positively oriented gˆ-orthonormal
frame of Mˆ at xˆ.
The linear space of R-linear map A : T |xM → T |xˆMˆ is canonically isomorphic to the
tensor product T ∗|xM ⊗ T |xˆMˆ . On the other hand, by using the canonical inclusions
T ∗|xM ⊂ T ∗|(x,xˆ)(M × Mˆ), T |xˆMˆ ⊂ T |(x,xˆ)(M × Mˆ), the space T ∗|xM ⊗ T |xˆMˆ is
canonically included in the space T 11 (M × Mˆ)|(x,xˆ) of (1, 1)-tensors of M × Mˆ at (x, xˆ).
These inclusions make T ∗M⊗TMˆ :=
⋃
(x,xˆ)∈M×Mˆ T
∗|xM⊗T |xˆMˆ a subset of T 11 (M×Mˆ)
such that πT ∗M⊗TMˆ := πT 11 (M×Mˆ)|T ∗M⊗TMˆ : T
∗M ⊗ TMˆ → M × Mˆ is a smooth vector
subbundle of the bundle of (1, 1)-tensors πT 11 (M×Mˆ) on M × Mˆ .
The state space Q = Q(M, Mˆ ) can now be described as a subset of T ∗M ⊗ TMˆ as
Q = {A ∈ T ∗(M)⊗ T (Mˆ)|(x,xˆ) | (x, xˆ) ∈M × Mˆ,
‖AX‖gˆ = ‖X‖g , ∀X ∈ T |xM, det(A) = 1}.
In the next subsection, we will show that πQ := πT ∗M⊗TMˆ |Q is moreover a smooth
subbundle of πT ∗M⊗TMˆ though it is not a vector subbundle.
It is also convenient to consider the manifold T ∗M ⊗ TMˆ and we will refer to it as
the extended state space for the rolling. This concept of extended state space naturally
makes sense also in the case where M and Mˆ are not assumed to be oriented (or
connected).
A point A ∈ T ∗M⊗TMˆ with πT ∗M⊗TMˆ(A) = (x, xˆ) (or A ∈ Q with πQ(A) = (x, xˆ))
will be sometimes denoted by (x, xˆ;A) to emphasize the fact that A : T |xM → T |xˆMˆ .
Thus the notation q = (x, xˆ;A) simply means that q = A.
3.1.2 The Bundle Structure of Q
In this subsection, it is shown that πQ is a bundle with typical fiber SO(n). We will
also argue that, even though SO(n) is a Lie-group, the bundle πQ cannot in general be
given a natural (or useful) SO(n)-principal bundle if n > 2 (see also Theorem 4.6). We
will now present the local trivializations of πQ.
Definition 3.2 Suppose the vector fields Xi ∈ VF(M) (resp. Xˆi ∈ VF(Mˆ)), i =
1, . . . , n form a g-orthonormal (resp. gˆ-orthonormal) frame of vector fields on an open
subset U of M (resp. Uˆ of Mˆ). We denote F = (Xi)
n
i=1, Fˆ = (Xˆi)
n
i=1 and for x ∈ U ,
xˆ ∈ Uˆ we let F |x = (Xi|x)ni=1, Fˆ |xˆ = (Xˆi|xˆ)
n
i=1 Then a local trivialization τ = τF,Fˆ of Q
over U × Uˆ induced by F, Fˆ is given by
τ : π−1Q (U × Uˆ)→ (U × Uˆ)× SO(n)
(x, xˆ;A) 7→
(
(x, xˆ),MF |x,Fˆ |xˆ(A)
)
,
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where MF |x,Fˆ |xˆ(A)
j
i = gˆ(AXi, Xˆj) since AXi|x =
∑
j gˆ(AXi|x, Xˆj |xˆ)Xˆj |xˆ.
For the sake of clarity, we shall writeMF |x,Fˆ |xˆ(A) asMF,Fˆ (A). Obviously ‖AX‖gˆ =
‖X‖g for all X ∈ T |xM is equivalent to A
Tg,gˆA = idT |xM and thus we get
MF,Fˆ (A)
TMF,Fˆ (A) =MFˆ ,F (A
Tg,gˆ)MF,Fˆ (A) =MF,F (idT |xM) = idRn ,
where T denotes the usual transpose in gl(n), the set of Lie algebra of n × n-real
matrices. Since detMF,Fˆ (A) = det(A) = +1, one finally has MF,Fˆ (A) ∈ SO(n).
Remark 3.3 Notice that the above local trivializations τF,Fˆ of πQ are just the restrictions
of the vector bundle local trivializations
(πT ∗(M)⊗T (Mˆ ))
−1(U × Uˆ)→ (U × Uˆ)× gl(n)
of the bundle πT ∗(M)⊗T (Mˆ ) induced by F, Fˆ and defined by the same formula as τF,Fˆ . In
this setting, one does not even have to assume that the local frames F , Fˆ are g- or gˆ-
orthonormal. Hence πQ is a smooth subbundle of πT ∗M⊗TMˆ with Q a smooth submanifold
of T ∗M ⊗ TMˆ .
We next spell out the transition functions of the above defined local trivializations of
πQ (and also of πT ∗M⊗TMˆ by the above remark). If F
′ = ((X ′i), U
′),Fˆ ′ = ((Xˆ ′i), Uˆ
′) are
other g-, gˆ-orthonormal frames (with U ∩ U ′ 6= ∅, Uˆ ∩ Uˆ ′ 6= ∅) and A = [Aji ] ∈ SO(n),
then
(τF ′,Fˆ ′ ◦ τ
−1
F,Fˆ
)((x, xˆ), A) = τF ′,Fˆ ′
(
x, xˆ;
∑
i,j
Ajig(Xi, ·)Xˆj
)
=
(
(x, xˆ),
[(∑
i,j
Ajig(Xi, X
′
k)gˆ(Xˆj , Xˆ
′
l))
)l
k
])
=
(
(x, xˆ), [(gˆ(Xˆj, Xˆ
′
l))
l
j]A[(g(Xi, X
′
k))
k
i ]
T
)
=
(
(x, xˆ),MFˆ ,Fˆ ′(idT |xˆMˆ)AMF,F ′(idT |xM)
T
)
for x ∈ U ∩ U ′, xˆ ∈ Uˆ ∩ Uˆ ′.
Any local trivialization τ : π−1Q (U) → U × SO(n) of πQ defined on an open set
U ⊂M × Mˆ would define a principal SO(n)-bundle structure on π−1Q (U) (or rather for
πQ|π−1
Q
(U)) by the formula (see [31], p. 307)
µ((x, xˆ;A), B) = τ−1((x, xˆ), (pr2 ◦ τ)(x, xˆ;A)B), (9)
with µ : π−1Q (U) × SO(n) → π
−1
Q (U) the right SO(n)-action of this principal bundle
structure. However, we will show that if we take for the local trivializations τ the ones
induced by local orthonormal frames τ = τF,Fˆ as above, then the (local) actions µF,Fˆ
defined by the above formula by these different local trivializations τF,Fˆ do not glue up
to form a global principal bundle structure for πQ if the dimension n of M and Mˆ is
greater than 2. We state this in the following proposition.
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Proposition 3.4 The local actions (9) do not render the bundle πQ to a principal SO(n)-
bundle except when n ≤ 2.
Proof. If πQ were a principal SO(n)-bundle w.r.t local trivializations induced by the
orthonormal frames of M and Mˆ , then the right action µ : Q × SO(n) → Q of SO(n)
on Q of this principal bundle structure would be given (locally) by (see above)
µ((x, xˆ;A), B) = τ−1((x, xˆ), (pr2 ◦ τ)(x, xˆ;A)B),
for any of the local trivializations τ = τF,Fˆ induced by orthonormal local frames F, Fˆ of
M , Mˆ and any (x, xˆ;A) with x, xˆ in these domains and any B ∈ SO(n). Equivalently,
the above condition could be written as
(pr2 ◦ τ)(µ(q, B)) = (pr2 ◦ τ)(q)B,
for any q ∈ Q in the domain of definition of τ and B ∈ SO(n).
The formula for the transition maps of these local trivializations as expressed before
this proposition shows that the action µ is not well defined if n ≥ 3. In fact we would
be led to an equation of the type
(pr2 ◦ τF ′,Fˆ ′)(x, xˆ;A)B = (pr2 ◦ τF ′,Fˆ ′ ◦ τ
−1
F,Fˆ
)
(
(x, xˆ), (pr2 ◦ τF,Fˆ )(x, xˆ;A)B
)
,
i.e.,
MF ′,Fˆ ′(A)B =MFˆ ,Fˆ ′(idT |xˆMˆ)
(
MF,Fˆ (A)B
)
MF,F ′(idT |xM)
−1
=MF,Fˆ ′(A)BMF ′,F (idT |xM)
which, by multiplying by MF,Fˆ ′(A)
−1 from the left, is equivalent to
MF ′,F (idT |xM)B = BMF ′,F (idT |xM) (10)
Since SO(n) is not commutative for n ≥ 3, the left and right hand sides are not equal
in general: they are equal for all B,F, F ′ if and only if SO(n) is commutative i.e. if
and only if n ∈ {1, 2}. Hence πQ is not a principal SO(n)-bundle, at least w.r.t the
trivializations that we used, if n ≥ 3.
Remark 3.5 If M and Mˆ are parallelizable (e.g. if M and Mˆ are Lie groups) i.e., if
there are global frames and hence global orthonormal frames F , Fˆ , then one can introduce
a principal SO(n)-bundle structure for πQ by Eq. (9) even for n > 2. However, this principal
bundle structure then depends on the choice of the global frames F , Fˆ i.e., we might (and
could if n > 2) get a different principal bundle structure by the choosing the orthonormal
frames differently. We will define on Q a distribution DR (see Definition 3.26) that models
the natural constraints for the rolling problem and by simple computations one can check
that in general for n ≥ 3 the distribution DR is not invariant with respect to this principal
bundle action for πQ.
Hence the principal bundle structure on parallelizable manifolds (or, in the general case,
the local principal bundle structures defined by (9)) is (in general) not useful for the study
of the rolling model.
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We will also study briefly a less restrictive model of rolling (rolling with spinning allowed)
where one considers a distribution DNS on Q. In this case, it will be shown in Theorem 4.6
below that in general there cannot be a principal bundle structure for πQ which leaves DNS
invariant.
Remark 3.6 Clearly the fact that we chose SO(n) to act on the right in (9) does not
affect the conclusion of the previous Proposition: Left local actions (in an obvious manner)
lead to the same conclusion i.e., they don’t glue up correctly to give a "natural" global
SO(n)-action.
Indeed, if instead of (9) we tried to define the left SO(n)-action on Q by demanding
that locally
λ(B, (x, xˆ;A)) = τ−1
(
(x, xˆ), B(pr2 ◦ τ)(x, xˆ;A)
)
,
we still could not define the action globally. Indeed, it is enough to notice that instead of
(10) we would get
BMF ′,Fˆ ′(A) =MFˆ ,Fˆ ′(idT |xˆMˆ)
(
BMF,Fˆ (A)
)
MF,F ′(idT |xM)
−1
=MFˆ ,Fˆ ′(idT |xˆMˆ)BMF ′,Fˆ (A)
i.e.
BMFˆ ,Fˆ ′(idT |xˆMˆ) =MFˆ ,Fˆ ′(idT |xˆMˆ)B
which, again, is only true for all B, Fˆ , Fˆ ′ if and only if n ∈ {1, 2}.
Despite the lack of a "natural" principal bundle structure for πQ when n ≥ 3, we
may still make use of the vector bundle structure of the ambient bundle πT ∗(M)⊗T (Mˆ )
(the extended state space).
Notice that any πQ-vertical tangent vector (i.e., an element of V |q(πQ)) is of the
form ν(B)|q for a unique B ∈ T ∗M ⊗ TMˆ |(x,xˆ) where q = (x, xˆ;A) ∈ Q. The following
simple proposition gives the condition when, for a B ∈ T ∗M ⊗ TMˆ |(x,xˆ), the vector
ν(B)|q ∈ V |q(πT ∗M⊗TMˆ) is actually tangent to Q i.e., an element of V |q(πQ).
Proposition 3.7 Let q = (x, xˆ;A) ∈ Q and B ∈ T ∗(M)⊗ T (Mˆ)|(x,xˆ). Then ν(B)|q is
tangent to Q (i.e., is an element of V |q(πQ)) if and only if
gˆ(AX,BY ) + gˆ(BX,AY ) = 0
for all X, Y ∈ T |xM . Denoting T = Tg,gˆ, this latter condition can be stated equivalently
as ATB +BTA = 0 or more compactly as B ∈ A(so(T |xM))
We will be denoting the (g, gˆ)-transpose operation Tg,gˆ by T also in the sequel. The
proposition says that V |(x,xˆ;A)(πQ) is naturally R-linearly isomorphic to A(so(T |xM)).
18
Remark 3.8 We may reformulate the fact given by the previous proposition as follows.
Define so(M) =
⋃
x∈M so(T |xM) (with M a Riemannian manifold) i.e.,
so(M) = {B ∈ T 11 (M) | B
Tg +B = 0}.
One sees that so(M) is a closed embedded submanifold of T 11 (M) = T
∗M⊗TM . Moreover,
the map πso(M) := πT 11 (M)|so(M) clearly defines a smooth vector bundle with typical fiber
so(n), where n = dim(M).
We may pull back πso(M) with a map πQ,M := pr1 ◦ πQ : Q → M to a smooth bundle
(πQ,M)
∗(πso(M)) : (πQ,M)∗(so(M))→ Q over Q. Its elements are all pairs ((x, xˆ;A), B) ∈
Q×so(M) where x = πso(M)(B) and the bundle map is defined by (πQ,M)
∗(πso(M))((x, xˆ;A), B) =
(x, xˆ;A).
Proposition 3.7 shows that the bundle map L : (πQ,M)
∗(πso(M)) → V (πQ) defined by
L((x, xˆ;A), B) = ν(AB)|(x,xˆ;A) is a diffeomorphism.
3.1.3 The State Space as a Quotient
In this subsection, we will show that (the n-dimensional version of) the construction of
the state space for rolling that has been used e.g. in [6] in dimension two is actually
isomorphic to the state space Q.
Proposition 3.9 Let FOON(M), FOON(Mˆ) be the oriented orthonormal frame bundles
of (M, g), (Mˆ, gˆ) (resp. let F (M), F (Mˆ) be the frame bundles of M and Mˆ). Denote
by µ, µˆ the right SO(n)-actions (resp. right GL(n)-actions) defining the usual principal
bundle structures on these spaces i.e., µ((Xk)
n
k=1, [A
i
j ]) = (
∑
k A
k
iXk)
n
i=1 and similarly for
µˆ. Define a diagonal right SO(n)-action
∆ : (FOON(M)× FOON(Mˆ))× SO(n)→ FOON(M)× FOON(Mˆ),
by (resp. right GL(n)-action ∆ : (F (M)× F (Mˆ))×GL(n)→ F (M)× F (Mˆ)))
∆(((Xi), (Xˆj)), A) = (µ((Xi), A), µˆ((Xˆi), A)).
The map ξ : FOON(M)×FOON(Mˆ)→ Q(M, Mˆ) (resp. ξ : F (M)×F (Mˆ )→ T ∗M⊗TMˆ)
such that
ξ((Xi), (Xˆj)) :=
(∑
i
aiXi 7→
∑
i
aiXˆi)
is a smooth surjective submersion. Moreover, for each q ∈ Q(M, Mˆ) (resp. q ∈ T ∗M ⊗
TMˆ) the inverse image ξ−1(q) coincides with an orbit of∆. Thus ξ induces a diffeomorphism
ξ : (FOON(M) × FOON(Mˆ))/∆ → Q(M, Mˆ). (resp. ξ : (F (M) × F (Mˆ))/∆ → {A ∈
T ∗M ⊗ TMˆ | A is invertible}).
Proof. The smoothness and surjectivity of ξ are obvious and it is also easy to see that
ξ is a submersion. Thus it is enough to show that ξ−1(q) coincides with an orbit of ∆.
First suppose that
µ((Xi), A)i =
∑
j
AjiXj , µˆ((Xˆi), A)i =
∑
j
Aji Xˆj.
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Then, for any real numbers a1, · · · , an, one has
ξ
(
∆
(
((Xi), (Xˆi)), A
))
(
∑
k
akXk) = ξ(µ((Xi), A), µˆ((Xˆi), A))(
∑
k
akXk)
=ξ(µ((Xi), A), µˆ((Xˆi), A))(
∑
k,i
ak(A
−1)ikµ((Xj), A)i)
=
∑
k,i
ak(A
−1)ikµˆ((Xˆj), A)i =
∑
k,i,j
ak(A
−1)ikA
j
i Xˆj =
∑
k
akXˆk = ξ((Xi), (Xˆi))(
∑
k
akXk).
This shows that
∆
(
{((Xi), (Xˆi))} ×G
)
⊂ ξ−1(ξ((Xi), (Xˆi))),
with G = SO(n) (resp. G = GL(n)). The orbits of ∆ all have the same dimension as
SO(n), i.e., n(n−1)
2
(resp. dimGL(n) = n2) and since
dim ξ−1(q) = dim(FOON(M)× FOON(Mˆ))− dimQ(M, Mˆ) = dim SO(n),
for any q ∈ Q(M, Mˆ ) (resp.
dim ξ−1(q) = dim(F (M)× F (Mˆ))− dimT ∗M ⊗ TMˆ = dimGL(n)),
we have that this inclusion is actually an equality. This proves the proposition.
Remark 3.10 In the above proposition we implicitly assumed that (FOON(M)×FOON(Mˆ))/∆
(resp. (F (M) × F (Mˆ))/∆) already has a natural structure of a smooth manifold namely
that of a quotient manifold. But it is easily seen that the action ∆ is free and proper and
hence by a well known result (see [17] Theorem 9.16) it follows that unique smooth quotient
manifold structures for the above quotient sets exist. Hence the facts established in the
above proof guarantee that ξ is a diffeomorphism.
Remark 3.11 Here is the product right action
µ× µˆ : (FOON(M)× FOON(Mˆ))× (SO(n)× SO(n))→ FOON(M)× FOON(Mˆ)
of SO(n)× SO(n) on FOON(M)× FOON(Mˆ) given by
µ× µˆ
(
((Xi), (Xˆi)), (A, Aˆ)) = (µ((Xi), A), µˆ((Xˆi), Aˆ)).
As it is easily seen, it is unfortunately not true that the action µ×µˆ maps a∆-orbit into a∆-
orbit, unless the dimension n is equal to two (in which case SO(n) = SO(2) is commutative)
and hence, in the case n > 2, the map µ × µˆ does not induce a map Q × SO(n) → Q
(where Q ∼= (FOON(M)×FOON(Mˆ))/∆ by the above proposition). This is yet another way
of seeing that Q = Q(M, Mˆ) cannot be given a "natural" SO(n)-principal bundle structure
for n ≥ 3 i.e., we cannot induce on Q the principal bundle structures of the frame bundles
FOON(M) and FOON(Mˆ) if n > 2.
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Remark 3.12 Notice that on F (M) (resp. on FOON(M))one may also consider the
left GL(n) (resp. SO(n)) action λ given by λ(A, (Xi))i =
∑
j A
i
jXj. Since A
i
j = (A
T )ji
it is trivial that this is related to the above right action by λ(A, (Xi)) = µ((Xi), A
T ).
Notice that µ(λ(A, (Xi)), B) = µ(µ((Xi), A
T ), B) = µ((Xi), A
TB) which, if n ≥ 3 and
ATB 6= BAT , is different from λ(A, µ((Xi)), B)) = µ(µ((Xi), B), AT ) = µ((Xi), BAT ).
This means that the left and right actions λ and µ do not "commute".
Another way to define naturally a left actions is to use instead of above λ the in-
verse right-action λI(A, (Xi)) := µ((Xi), A
−1). Also in this case, µ(λI(A, (Xi)), B) =
µ(µ((Xi), A
−1), B) = µ((Xi), A−1B) is not equal, if n ≥ 3 and AB 6= BA, to λI(A, µ((Xi)), B)) =
µ(µ((Xi), B), A
−1) = µ((Xi), BA−1). On FOON(M) it is clear that the actions λ and λI
coincide.
It was proposed in [9] that one could use the inverse left action on FOON(M) and the
left action on FOON(Mˆ) to induce, respectively, left and right actions on Q. However this
is not possible for the following reason (which basically is a repetition of what has been
said above). Suppose q = (x, xˆ;A) ∈ Q and let F, F ′ ∈ FOON(M), Fˆ , Fˆ ′ ∈ FOON(Mˆ)
are such that ξ(F, Fˆ ) = q and ξ(F ′, Fˆ ′) = q. Then there is a B ∈ SO(n) such that
µ(F,B) = F ′, µˆ(Fˆ , B) = Fˆ ′. By using, for example, the left SO(n)-action λ on FOON(M)
we get λ(C, F ′) = λ(C, µ(F,B)) = µ(F,BCT ) and also µ(λ(C, F ), B) = µ(F,CTB).
But ξ(λ(C, F ′), Fˆ ′) = ξ(λ(C, F ), Fˆ ) if and only if µ(λ(C, F ), B) = λ(C, F ′) which thus is
not true unless CTB = BCT . The case of the inverse left action (which is just the right
action µˆ) on FOON(Mˆ) leads to the same conclusion.
3.2 Distribution and the Control Problems
3.2.1 From Rolling to Distributions
Each point (x, xˆ;A) of the state space Q = Q(M, Mˆ) can be viewed as describing a
contact point of the two manifolds which is given by the points x and xˆ of M and Mˆ ,
respectively, and an isometry A of the tangent spaces T |xM , T |xˆMˆ at this contact point.
The isometry A can be viewed as measuring the relative orientation of these tangent
spaces relative to each other in the sense that rotation of, say, T |xˆMˆ corresponds to a
unique change of the isometry A from T |xM to T |xˆMˆ . A curve t 7→ (x(t), xˆ(t);A(t)) in
Q can then be seen as a motion ofM against Mˆ such that at an instant t, x(t) and xˆ(t)
represent the common point of contact in M and Mˆ , respectively, and A(t) measures
the relative orientation of coinciding tangent spaces T |x(t)M , T |xˆ(t)Mˆ at this point of
contact.
In order to call this motion rolling, there are two kinematic constraints that will be
demanded (see e.g. [3], [4] Chapter 24, [8]) namely
(i) the no-spinning condition;
(ii) the no-slipping condition.
In this section, these conditions will be defined explicitly and it will turn out that
they are modeled by certain smooth distributions on the state space Q. The subsequent
sections are then devoted to the detailed definitions and analysis of the distribution DNS
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and DR on the state space Q, the former capturing the no-spinning condition (i) while
the latter capturing both of the conditions (i) and (ii).
The first restriction (i) for the motion is that the relative orientation of the two
manifolds should not change along motion. This no-spinning condition (also known as
the no-twisting condition) can be formulated as follows.
Definition 3.13 An absolutely continuous (a.c.) curve
q : I → Q,
t 7→ (x(t), xˆ(t);A(t)),
defined on some real interval I = [a, b], is said to describe a motion without spinning of M
against Mˆ if, for every a.c. curve [a, b] → TM ; t 7→ X(t) of vectors along t 7→ x(t), we
have
∇x˙(t)X(t) = 0 =⇒ ∇ˆ ˙ˆx(t)(A(t)X(t)) = 0 for a.e. t ∈ [a, b]. (11)
(See also [9] for a similar definition.) Notice that Condition (11) is equivalent to the
following: for almost every t and all parallel vector fields X(·) along x(·), one has
(∇(x˙(t), ˙ˆx(t))A(t))X(t) = 0.
(This is well defined as mentioned in the paragraph immediately below Eq. (6).)
Since the parallel translation P t0(x) : T |x(0)M → T |x(t)M along x(·) is an (isometric)
isomorphism (here X(t) = P t0(x)X(0)), this shows that (11) is equivalent to
∇(x˙(t), ˙ˆx(t))A(t) = 0 for a.e. t ∈ [a, b]. (12)
The second restriction (ii) is that the manifolds should not slip along each other as
they move i.e., the velocity of the contact point should be the same w.r.t both manifolds.
This no-slipping condition can be formulated as follows.
Definition 3.14 An a.c. curve I → Q; t 7→ (x(t), xˆ(t);A(t)), defined on some real
interval I = [a, b], is said to describe a motion without slipping of M against Mˆ if
A(t)x˙(t) = ˙ˆx(t) for a.e. t ∈ [a, b]. (13)
Definition 3.15 An a.c. curve I → Q; t 7→ (x(t), xˆ(t);A(t)), defined on some real
interval I = [a, b], is said to describe a rolling motion i.e., a motion without slipping or
spinning of M against Mˆ if it satisfied both of the conditions (11),(13) (or equivalently
(12),(13)). The corresponding curve t 7→ (x(t), xˆ(t);A(t)) that satisfies these conditions is
called a rolling curve.
It is easily seen that t 7→ q(t) = (x(t), xˆ(t);A(t)), t ∈ [a, b], is a rolling curve if and
only if it satisfies the following driftless control affine system
(Σ)R

x˙(t) = u(t),
˙ˆx(t) = A(t)u(t),
∇(u(t),A(t)u(t))A(t) = 0,
for a.e. t ∈ [a, b]. (14)
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where the control u belongs to U(M), the set of measurable TM-valued functions u
defined on some interval I = [a, b] such that there exists a.c. y : [a, b] → M verifying
u = y˙ a.e. on [a, b]. Conversely, given any control u ∈ U(M) and q0 = (x0, xˆ0;A0) ∈ Q,
a solution q(·) to this control system exists on a subinterval [a, b′], a < b′ ≤ b satisfying
the initial condition q(a) = q0. The fact that System (14) is driftless and control affine
can be seen from its representation in local coordinates (see (106) in Appendix A).
We end up this subsection by the following simple remark.
Remark 3.16 In many cases, it is more convenient to work in the extended state space
T ∗(M)⊗T (Mˆ ) rather than in (its submanifold) Q because πT ∗(M)⊗T (Mˆ ) is a vector bundle.
Since the above constraints of motion (11) and (13) can also be formulated in this space
in verbatim, we will sometimes take this more general approach and then restrict to Q.
3.2.2 The No-Spinning Distribution DNS
In this section, we build a smooth distribution DNS on the spaces Q and T ∗M ⊗ TMˆ
which plays the role of modelling the no-spinning condition for the rolling, see (11). We
will also study the geometry related to this distribution. For more general constructions
and some more general results than the ones in this section, see [13], [15].
We begin by recalling some basic observations on parallel transport. As noted in
Proposition 2.1, if one starts with a (1, 1)-tensor A0 ∈ T 11 |(x0,xˆ0)(M×Mˆ) and has an a.c.
curve t 7→ (x(t), xˆ(t)) on M×Mˆ with x(0) = x0, xˆ(0) = xˆ0, defined on an open interval
I ∋ 0, then the parallel transport A(t) = P t0(x, xˆ)A0 exists on I and determines an a.c.
curve. But now, if A0 rather belongs to the subspace T
∗M ⊗ TMˆ or Q of T 11 (M × Mˆ),
it will actually happen that the parallel translate A(t) belongs to this subspace as well
for all t ∈ I. This is the content of the next proposition.
Proposition 3.17 Let t 7→ (x(t), xˆ(t)) be an absolutely continuous curve in M × Mˆ
defined on some real interval I ∋ 0. Then we have
A0 ∈ T
∗M ⊗ TM =⇒ A(t) = P t0(x, xˆ)A0 ∈ T
∗M ⊗ TMˆ ∀t ∈ I,
A0 ∈ Q =⇒ A(t) = P
t
0(x, xˆ)A0 ∈ Q ∀t ∈ I,
and
P t0(x, xˆ)A0 = P
t
0(xˆ) ◦ A0 ◦ P
0
t (x) ∀t ∈ I. (15)
Proof. Let Y ∈ T |x(0)M , Yˆ ∈ T |xˆ(0)Mˆ and let Y (t) = P
t
0(x)Y , Yˆ (t) = P
t
0(xˆ)Yˆ be
their parallel translates along t 7→ x(t) and t 7→ xˆ(t) respectively. Similarly, choose
ω ∈ T ∗|x(0)M and denote ω(t) = P t0(x)ω its parallel translate. Then Y (t), Yˆ (t) and
ω(t) can be viewed as a curves in T (M × Mˆ) and T ∗(M × Mˆ) using the canonical
inclusions T |x(t)M,T |xˆ(t)Mˆ ⊂ T |(x(t),xˆ(t))(M × Mˆ), T
∗|x(t)M ⊂ T ∗|(x(t),xˆ(t))(M × Mˆ).
With A0 ∈ T ∗M ⊗ TMˆ |(x(0),xˆ(0)) ⊂ T 11 (M × Mˆ)|(x(0),xˆ(0)) and A(t) = P
t
0(x, xˆ)A0 ∈
T 11 (M × Mˆ)|(x(t),xˆ(t)), we have, for a.e. t (the contractions that use are obvious),
∇(x˙(t), ˙ˆx(t))(A(·)ω(·)) = (∇(x˙(t), ˙ˆx(t))A(·))ω(t) + A(t)(∇x˙(t)ω(·)) = 0,
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and similarly ∇(x˙(t), ˙ˆx(t))(A(·)Yˆ (·)) = 0. It implies that A(t)ω(t), A(t)Yˆ (t) (as elements
of T 11 (M × Mˆ)) are parallel to t 7→ (x˙(t), ˙ˆx(t)) with initial conditions A0ω = 0 and
A0Yˆ = 0 since A0 ∈ T
∗M ⊗ TMˆ . By the uniqueness of solutions of ODEs, this
shows that A(t)ω(t) = 0 and A(t)Yˆ (t) = 0 for all t ∈ I i.e., since Yˆ , ω were arbitrary,
A(t) ∈ T ∗M ⊗ TMˆ for all t ∈ I.
Suppose next that A0 ∈ Q|(x(0),xˆ(0)) and denote A(t) = P t0(x, xˆ)A0. Then A0 ∈
T ∗M ⊗ TMˆ and, by what we just proved, A(t) ∈ T ∗M ⊗ TMˆ for all t ∈ I. It follows
that A(t)Y (t) ∈ T |xˆ(t)Mˆ and thus taking its norm w.r.t gˆ allows us to compute a.e.
d
dt
‖A(t)Y (t)‖2gˆ = 2gˆ
(
(∇(x˙(t), ˙ˆx(t))A(·))Y (t) + A(t)∇x˙(t)Y (·), A(t)Y (t)
)
= 0.
The initial condition for ‖(A(t)Y (t)‖2g at t = 0 is ‖(A(0)Y (0)‖
2
g = ‖Y ‖
2
g, since A0 = A(0)
is an isometry (and Y (0) = Y ). Since ‖Y (t)‖2g also satisfies
d
dt
‖Y (t)‖2g = 0 and the
initial condition ‖Y (0)‖2g = ‖Y ‖
2
g, we see that ‖A(t)Y (t)‖
2
g = ‖Y (t)‖
2
gˆ for all t ∈ I
(since the maps t 7→ ‖A(t)Y (t)‖2g, t 7→ ‖Y (t)‖
2
gˆ were a.c.). Since the parallel translation
P t0(x) : T |x(0)M → T |x(t)M is a linear (isometric) isomorphism for every t, this proves
that A(t) : T |x(t)M → T |xˆ(t)Mˆ is an isometry for every t. Because t 7→ det(A(t))
is a continuous map I → {−1,+1} and det(A(0)) = det(A0) = +1, it follows that
det(A(t)) = +1 for all t. Hence A(t) ∈ Q for all t.
Finally Eq. (15) is proved as follows. Consider B(t) := P t0(xˆ) ◦ A0 ◦ P
0
t (x), which
is an a.c. curve in T ∗M ⊗ TMˆ(or even in Q if A0 ∈ Q) along t 7→ (x(t), xˆ(t)). Now
B(0) = A0 and, for X0 ∈ T |x(0)M , X(t) := P
t
0(x)X0, we have
0 =∇ˆx˙(t)(P
t
0(xˆ)(A0X0)) = ∇ˆ ˙ˆx(t)(B(t)X(t))
=
(
∇(x˙, ˙ˆx)(t)B(t)
)
X(t) +B(t)∇x˙(t)X(t) =
(
∇(x˙, ˙ˆx)(t)B(t)
)
X(t),
from which it follows, since X0 was arbitrary, that ∇(x˙, ˙ˆx)(t)B(t) = 0 for a.e. t ∈ I. Thus
t 7→ A(t) and t 7→ B(t) solve the same initial value problem and hence (being a.c.) are
equal A(t) = B(t) i.e.,
P t0(x, xˆ)A0 = P
t
0(xˆ) ◦ A0 ◦ P
0
t (x), ∀t ∈ I,
which is what we wished to prove.
Let T (M × Mˆ) ×M×Mˆ (T
∗(M) ⊗ T (Mˆ)) be the total space of the product vector
bundle πT (M×Mˆ)×M×Mˆ πT ∗(M)⊗T (Mˆ ) over M × Mˆ . We will define certain lift operations
corresponding to parallel translation of elements of T ∗M ⊗ TMˆ .
Definition 3.18 The No-Spinning lift is defined to be the map
LNS : T (M × Mˆ)×M×Mˆ
(
T ∗(M)⊗ T (Mˆ)
)
→ T
(
T ∗(M)⊗ T (Mˆ)
)
,
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such that, if q = (x, xˆ;A) ∈ T ∗(M)⊗T (Mˆ), X ∈ T |xM , Xˆ ∈ T |xˆMˆ and t 7→ (x(t), xˆ(t))
is a smooth curve on inM×Mˆ defined on an open interval I ∋ 0 s.t. x˙(0) = X, ˙ˆx(0) = Xˆ,
then one has
LNS((X, Xˆ), q) =
d
dt
∣∣
0
P t0(x, xˆ)A ∈ T |q
(
T ∗(M)⊗ T (Mˆ)
)
. (16)
The smoothness of the map LNS can be easily seen by using fiber or local coordinates
(see Appendix A). We will usually use a notation LNS(X)|q for LNS(X, q) when X ∈
T |(x,xˆ)(M × Mˆ) and q = (x, xˆ;A) ∈ T
∗(M)⊗ T (Mˆ). In particular, when X ∈ VF(M ×
Mˆ), we get a lifted vector field on T ∗(M) ⊗ T (Mˆ) given by q 7→ LNS(X)|q. The
smoothness of LNS(X) for X ∈ VF(M × Mˆ) follows immediately from the smoothness
of the map LNS. Notice that, by Proposition 3.17, the No-Spinning lift map LNS
restricts to
LNS : T (M × Mˆ)×M×Mˆ Q→ TQ,
where T (M × Mˆ)×M×Mˆ Q is the total space of the fiber product πT (M×Mˆ) ×M×Mˆ πQ.
We now define the distribution DNS on T ∗(M) ⊗ T (Mˆ) and Q capturing the no-
spinning condition (see Eq. (11)).
Definition 3.19 The No-Spinning (NS) distribution DNS on T ∗(M) ⊗ T (Mˆ) is a 2n-
dimensional smooth distribution defined pointwise by
DNS|(x,xˆ;A) = LNS(T |(x,xˆ)(M × Mˆ))|(x,xˆ;A), (17)
with (x, xˆ;A) ∈ T ∗(M)⊗T (Mˆ ). Since DNS|Q ⊂ T (Q) (by Proposition 3.17) this distribu-
tion restricts to a 2n-dimensional smooth distribution on Q which we also denote by DNS
(instead of DNS|Q).
The No-Spinning lift LNS will also be called DNS-lift since it maps vectors ofM×Mˆ
to vectors in DNS.
The distribution DNS is smooth since LNS(X) is smooth for any smooth vector field
X ∈ VF(M × Mˆ). Also, the fact that the rank of DNS exactly is 2n follows from the
next proposition, which itself follows immediately from Eq. (16).
Proposition 3.20 For every q = (x, xˆ;A) ∈ T ∗M ⊗ TMˆ and X ∈ T |(x,xˆ)M × Mˆ , one
has
(πT ∗M⊗TMˆ)∗(LNS(X)|q) = X,
and in particular (πQ)∗(LNS(X)|q) = X if q ∈ Q.
Thus (πT ∗M⊗TMˆ)∗ (resp. πQ) maps DNS|(x,xˆ;A) isomorphically onto T |(x,xˆ)(M × Mˆ)
for every (x, xˆ;A) ∈ T ∗M ⊗ TMˆ (resp. (x, xˆ;A) ∈ Q) and the inverse map of
(πT ∗M⊗TMˆ)∗|DNS|q (resp. (πQ)∗|DNS|q) is X 7→ LNS(X)|q.
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Remark 3.21 It should now be clear that an a.c. map t 7→ q(t) = (x(t), xˆ(t);A(t)) in
T ∗M ⊗TMˆ or Q satisfies (11) if and only if q is tangent a.e. to DNS i.e., for a.e. t it holds
that q˙(t) ∈ DNS|q(t).
The following basic formula for the lift LNS will be useful.
Theorem 3.22 For X ∈ T |(x,xˆ)(M × Mˆ) and A ∈ Γ(πT ∗M⊗TMˆ), we have
LNS(X)|A|(x,xˆ) = A∗(X)− ν
(
∇XA
)
|A|(x,xˆ), (18)
where ν denotes the vertical derivative in the vector bundle πT ∗M⊗TMˆ and A∗ is the map
T (M × Mˆ)→ T (T ∗M ⊗ TMˆ).
Proof. Choose smooth paths c : [−1, 1] → M , cˆ : [−1, 1] → Mˆ such that (c˙(0), ˙ˆc(0)) =
X and take an arbitrary f ∈ C∞(T ∗M ⊗ TMˆ). Define A˜(t) = P t0(c, cˆ)A|(x,xˆ). Then
LNS(X)|A|(x,xˆ) =
˙˜A(0) = A˜∗(
∂
∂t
).
Also, it is known that (see e.g. [28], p.29)
P 0t (c, cˆ)(A|(c(t),cˆ(t)) = A|(x,xˆ) + t∇XA+ t
2F (t), (19)
with t 7→ F (t) a C∞-function ]− 1, 1[→ T ∗|xM ⊗ T |xˆMˆ . On the other hand, one has(
A∗(X)− A˜∗(
∂
∂t
)
)
f = lim
t→0
f(A|(c(t),cˆ(t)))− f(P
t
0(c, cˆ)A|(x,xˆ))
t
= lim
t→0
f(P t0(c, cˆ)A|(x,xˆ) + tP
t
0(c, cˆ)∇XA + t
2P t0(c, cˆ)F (t))− f(P
t
0(c, cˆ)A|(x,xˆ))
t
= lim
t→0
1
t
∫ t
0
d
ds
f
(
P t0(c, cˆ)A|(x,xˆ) + sP
t
0(c, cˆ)∇XA+ s
2P t0(c, cˆ)F (t)
)
ds
=
d
ds
∣∣∣
s=0
f
(
A|(x,xˆ) + s∇XA + s
2F (0)
)
= ν(∇XA)|Af.
We shall write Eq. (18) from now on with a compressed notation
LNS(X)|A = A∗(X)− ν(∇XA)|A.
Remark 3.23 If A ∈ Γ(πT ∗(M)⊗T (Mˆ)) and q := A|(x,xˆ) ∈ Q (e.g. if A ∈ Γ(πQ)), then on
the right hand side of (18), both terms are elements of T |q(T
∗M⊗TMˆ) but their difference
is actually an element of T |qQ.
Also, it is clear that Eq. (18) only indicates the decomposition of the map A∗ w.r.t to
the direct sum decomposition
T
(
T ∗M ⊗ TMˆ
)
= DNS ⊕T ∗M⊗TMˆ V (πT ∗M⊗TMˆ), (20)
when A ∈ Γ(πT ∗(M)⊗T (Mˆ )) and
TQ = DNS ⊕Q V (πQ), (21)
when A ∈ Γ(πQ) respectively.
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As a trivial corollary of the theorem, one gets the following.
Corollary 3.24 Suppose t 7→ (x(t), xˆ(t);A(t)) is an a.c. curve on T ∗M ⊗ TMˆ or Q
defined on an open real interval I. Then, for a.e. t ∈ I,
LNS
(
x˙(t), ˙ˆx(t)
)∣∣
(x(t),xˆ(t);A(t))
= A˙(t)− ν(∇(x˙(t), ˙ˆx(t))A)|(x(t),xˆ(t);A(t)).
Hence t 7→ (x(t), xˆ(t);A(t)) is tangent to DNS at t0 ∈ I if and only if ∇(x˙(t0), ˙ˆx(t0))A = 0.
3.2.3 The Rolling Distribution DR
We next define a subdistribution of DNS which will correspond to the rolling with
neither slipping nor spinning. Recall that the no-spinning distribution DNS defined on
Q models the fact that the admissible curves t 7→ q(t) = (x(t), xˆ(t);A(t)) inscribed on
Q, i.e., the curves describing the motion of M against Mˆ , must verify the no-spinning
condition (11). The latter is equivalent to the condition that t 7→ q(t) is tangent (a.e.)
to DNS, q˙(t) = LNS
(
x˙(t), ˙ˆx(t)
)∣∣
q(t)
for a.e. t. As regards the rolling of one manifold
onto another one, the admissible curve q(·) must also verify the no-slipping condition
(13) that we recall next. Since q(·) is tangent to DNS, we have A(t) = P
t
0(x, xˆ)A(0),
and hence the no-slipping condition (13) writes A(t)x˙(t) = ˙ˆx(t). It forces one to have,
for a.e. t,
q˙(t) = LNS
(
x˙(t), A(t)x˙(t)
)∣∣
q(t)
.
Evaluating at t = 0 and noticing that if q0 := q(0), with q0 = (x0, xˆ0;A0) ∈ Q and
x˙(0) =: X ∈ T |x0M are arbitrary, we get
q˙(0) = LNS(X,A0X)|q0.
This motivates the following definition.
Definition 3.25 For q = (x, xˆ;A) ∈ Q, we define the Rolling lift or DR-lift as a bijective
linear map
LR : T |xM ×Q|(x,xˆ) → T |qQ,
given by
LR(X, q) = LNS(X,AX)|q. (22)
This map naturally induces LR : VF(M)→ VF(Q) as follows. For X ∈ VF(M) we
define LR(X), the Rolling lifted vector field associated to X, by
LR(X) : Q→ T (Q),
q 7→ LR(X)|q,
where LR(X)|q := LR(X, q).
The Rolling lift map LR allows one to construct a distribution on Q (see [7]) re-
flecting both of the rolling restrictions of motion defined by the no-spinning condition,
Eq. (11), and the no-slipping condition, Eq. (13).
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Definition 3.26 The rolling distribution DR on Q is the n-dimensional smooth distribu-
tion defined pointwise by
DR|(x,xˆ;A) = LR(T |xM)|(x,xˆ;A), (23)
for (x, xˆ;A) ∈ Q.
The Rolling lift LR will also be called DR-lift since it maps vectors of M to vectors
in DR. Thus an absolutely continuous curve t 7→ q(t) = (x(t), xˆ(t);A(t)) in Q is a
rolling curve if and only if it is a.e. tangent to DR i.e., q˙(t) ∈ DR|q(t) for a.e. t or,
equivalently, if q˙(t) = LR(x˙(t))|q(t) for a.e. t.
Define πQ,M = pr1 ◦ πQ : Q → M and notice that its differential (πQ,M)∗ maps
each DR|(x,xˆ;A), (x, xˆ;A) ∈ Q, isomorphically onto T |xM . This implies the following
standard result.
Proposition 3.27 For any q0 = (x0, xˆ0;A0) ∈ Q and absolutely continuous γ : [0, a]→
M , a > 0, such that c(0) = x0, there exists a unique absolutely continuous q : [0, a
′]→ Q,
q(t) = (γ(t), γˆ(t);A(t)), with 0 < a′ ≤ a (and a′ maximal with the latter property), which
is tangent to DR a.e. and q(0) = q0. We denote this unique curve q by
t 7→ qDR(γ, q0)(t) = (γ(t), γˆDR(γ, q0)(t);ADR(γ, q0)(t)),
and refer to it as the rolling curve with initial conditions (γ, q0) or along γ with initial
position q0. In the case that Mˆ is a complete manifold one has a
′ = a.
Conversely, any absolutely continuous curve q : [0, a] → Q, which is a.e. tangent to
DR, is a rolling curve along γ = πQ,M ◦ q i.e., has the form qDR(γ, q(0)).
Proof. We need to show only that completeness of (Mˆ, gˆ) implies that a′ = a. In fact,
Xˆ(t) := A0
∫ t
0
P 0s (γ)γ˙(s)ds defines an a.c. curve t 7→ Xˆ(t) in T |xˆ0Mˆ defined on [0, a]
and the completeness of Mˆ implies that there is a unique a.c. curve γˆ on Mˆ defined on
[0, a] such that Xˆ(t) =
∫ t
0
P 0s (γˆ)
˙ˆγ(s)ds for all t ∈ [0, a] (see also Remark 3.29 below).
Defining A(t) = P t0(γˆ) ◦ A0 ◦ P
0
t (γ), t ∈ [0, a] (parallel transports are always defined
on the same interval as the a.c. curve along which the parallel transport takes place)
we notice that t 7→ (γ(t), γˆ(t);A(t)) is the rolling curve along γ starting at q0 that is
defined on the interval [0, a]. Hence a′ = a.
Of course, it is not important in the previous result that we start the parametrization
of the curve γ at t = 0.
Remark 3.28 It follows immediately from the uniqueness statement of the previous
theorem that, if γ : [a, b] → M and ω : [c, d] → M are two a.c. curves with γ(b) = ω(c)
and q0 ∈ Q, then
qDR(ω ⊔ γ, q0) = qDR(ω, qDR(γ, q0)(b)) ⊔ qDR(γ, q0). (24)
On the group Ωx0(M) of piecewise differentiable loops of M based at x0 one has
qDR(ω.γ, q0) = qDR(ω, qDR(γ, q0)(1)).qDR(γ, q0),
where γ, ω ∈ Ωx0(M).
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Specializing to (M, g) and (Mˆ, gˆ), we will write in the sequel Λx0 and Λˆxˆ0 for Λ
∇
x0
and Λˆ∇ˆxˆ0 respectively, where x0 ∈M , xˆ0 ∈ Mˆ .
Remark 3.29 It follows from Proposition 3.17 that, for q0 = (x0, xˆ0;A0) and an a.c.
curve γ starting from x0, the corresponding rolling curve is given by
qDR(γ, q0)(t) = (γ(t), Λˆ
−1
xˆ0
(A0 ◦ Λx0(γ))(t);P
t
0
(
Λˆ−1xˆ0 (A0 ◦ Λx0(γ))
)
◦ A0 ◦ P
0
t (γ)
)
. (25)
In the case where the curve γ on M is a geodesic, we can give a more precise form
of the rolling curve along γ with a given initial position.
Proposition 3.30 Consider q0 = (x0, xˆ0;A0) ∈ Q, X ∈ T |x0M and γ : [0, a] → M ;
γ(t) = expx0(tX), a geodesic of (M, g) with γ(0) = x0, γ˙(0) = X. Then the rolling curve
qDR(γ, q0) = (γ, γˆDR(γ, q0);ADR(γ, q0)) : [0, a
′] → Q, 0 < a′ ≤ a, along γ with initial
position q0 is given by
γˆDR(γ, q0)(t) = êxpxˆ0(tA0X), ADR(γ, q0)(t) = P
t
0(γˆDR(γ, q0)) ◦ A0 ◦ P
0
t (γ).
Of course, a′ = a if Mˆ is complete.
Proof. Let 0 < a′ ≤ a such that γˆ(t) := êxpxˆ0(tA0X) is defined on [0, a
′]. Then, by
proposition 3.17, q(t) := (γ(t), γˆ(t);A(t)) with A(t) := P t0(γˆ)◦A0◦P
0
t (γ), t ∈ [0, a
′], is a
curve on Q and A(t) is parallel to (γ, γˆ) inM×Mˆ . Therefore t 7→ q(t) is tangent to DNS
on [0, a′] and thus q˙(t) = LNS(γ˙(t), ˙ˆγ(t))|q(t). Moreover, since γ and γˆ are geodesics,
A(t)γ˙(t) = (P t0(γˆ) ◦ A0)(P
0
t (γ)γ˙(t)) = P
t
0(γˆ)(A0X) =
˙ˆγ(t),
which shows that for t ∈ [0, a′],
q˙(t) = LNS(γ˙(t), A(t)γ˙(t))|q(t)
= LR(γ˙(t))
∣∣
q(t)
.
Hence t 7→ q(t) is tangent to DR i.e., it is a rolling curve along γ with initial position
q(0) = (γ(0), γˆ(0);A(0)) = (x0, xˆ0;A0) = q0.
Remark 3.31 If γ(t) = expx0(tA0X) and q0 = (x0, xˆ0;A0), the statement of the propo-
sition can be written in a compact form as
ADR(γ, q0)(t) = P
t
0
(
s 7→ exp(x0,xˆ0)(s(X,A0X))
)
A0,
for all t where defined.
The next proposition describes the symmetry of the study of the rolling problem of
(M, g) rolling against (Mˆ, gˆ) to the problem of (Mˆ, gˆ) rolling against (M, g).
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Proposition 3.32 Let D̂R be the rolling distribution in Qˆ := Q(Mˆ,M). Then the map
ι : Q→ Qˆ; ι(x, xˆ;A) = (xˆ, x;A−1)
is a diffeomorphism of Q onto Qˆ and
ι∗DR = D̂R.
In particular, ι(ODR(q)) = OD̂R(ι(q)).
Proof. It is obvious that ι is a diffeomorphism (with the obvious inverse map) and for
an a.c. path q(t) = (γ(t), γˆ(t);A(t)) in Q, (ι ◦ q)(t) = (γˆ(t), γ(t);A(t)−1) is a.c. in Qˆ
and for a.e. t,{
˙ˆγ(t) = A(t)γ˙(t)
A(t) = P t0(γˆ) ◦ A(0) ◦ P
0
t (γ)
⇐⇒
{
γ˙(t) = A(t)−1 ˙ˆγ(t)
A(t)−1 = P t0(γ) ◦ A(0)
−1 ◦ P 0t (γˆ)
.
These simple remarks prove the claims.
Remark 3.33 Notice that Definitions 3.25 and 3.26 make sense not only in Q but also
in the space T ∗M ⊗ TMˆ . It is easily seen that DR defined on T ∗M ⊗ TMˆ by Eq. (23)
is actually tangent to Q so its restriction to Q gives exactly DR on Q as defined above.
Similarly, Propositions 3.27, 3.30 and 3.32 still hold if we replace Q by T ∗M ⊗ TMˆ and Qˆ
by T ∗Mˆ ⊗ TM everywhere in their statements.
3.3 Lie brackets of vector fields on Q
In this section, we compute commutators of the vectors fields of T ∗M⊗TMˆ and Q with
respect to the splitting of T (T ∗M⊗TMˆ ) (resp. TQ) as a direct sum DNS⊕V (πT ∗M⊗TMˆ)
(resp. DNS⊕V (πQ)) as given in Remark 3.23 above. The main results are Propositions
3.45, 3.45 and 3.47. These computations will serve as preliminaries for the Lie bracket
computations relative to the rolling distribution DR studied in the next section. It is
convenient to make the computations in T ∗M ⊗ TMˆ and then to simply restrict the
results to Q.
3.3.1 Computational tools
The next lemmas will be useful in the subsequent calculations.
Lemma 3.34 Let (x, xˆ;A) ∈ T ∗M ⊗ TMˆ (resp. (x, xˆ;A) ∈ Q). Then there exists
a local πT ∗M⊗TMˆ -section (resp. πQ-section) A˜ around (x, xˆ) such that A˜|(x,xˆ) = A and
∇XA˜ = 0 for all X ∈ T |(x,xˆ)(M × Mˆ).
Proof. Let U be an open neighborhood of the origin of T |(x,xˆ)(M × Mˆ), where the
g-exponential map exp : U → M × Mˆ is a diffeomorphism onto its image. Parallel
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translate A along geodesics t 7→ exp(tX), X ∈ U , to get a local section A˜ of T ∗(M) ⊗
T (Mˆ) in a neighborhood of x = (x, xˆ). More explicitly, one has
A˜|y = P
1
0
(
t 7→ exp
(
t(expx)
−1(y)
))
A,
for y ∈ U . If (x, xˆ;A) ∈ Q, this actually provides a local πQ-section. Moreover, we
clearly have ∇XA˜ = 0 for all X ∈ T |(x,xˆ)(M × Mˆ).
Notice that the choice of A˜ corresponding to (x, xˆ;A) is, of course, not unique.
Lemma 3.35 Let A˜ be a smooth local πT ∗M⊗TMˆ -section and A˜|(x,xˆ) = A. Then, for any
vector fields X, Y ∈ VF(M × Mˆ) such that X|(x,xˆ) = (X, Xˆ), Y |(x,xˆ) = (Y, Yˆ ), one has
([∇X ,∇Y ]A˜)|(x,xˆ) = −AR(X, Y ) + Rˆ(Xˆ, Yˆ )A+ (∇[X,Y ]A˜)|(x,xˆ). (26)
Here [∇X ,∇Y ] is given by ∇X ◦∇Y −∇Y ◦∇X and is an R-linear map on the set of local
sections of πT ∗M⊗TMˆ around (x, xˆ).
Proof. For an arbitrary Z ∈ VF(M), which we may interpret as a vector field onM×Mˆ
as usual, we calculate
([∇X ,∇Y ]A˜)Z = ∇X((∇Y A˜)Z)− (∇Y A˜)(∇XZ)−∇Y ((∇XA˜)Z) + (∇XA˜)(∇Y Z)
=∇X(∇Y (A˜Z)− A˜∇Y Z)− (∇Y A˜)(∇XZ)
−∇Y (∇X(A˜Z)− A˜∇XZ) + (∇XA˜)(∇YZ)
=[∇X ,∇Y ](A˜Z)− (∇XA˜)(∇Y Z)− A˜∇X(∇Y Z)− (∇Y A˜)(∇XZ)
+ (∇Y A˜)(∇XZ) + A˜∇Y (∇XZ) + (∇XA˜)(∇Y Z)
=[∇X ,∇Y ](A˜Z) + A˜[∇Y ,∇X ]Z
=R(X, Y )(A˜Z) +∇[X,Y ](A˜Z) + A˜(R(Y ,X)Z) + A˜∇[Y ,X]Z
=− A˜(R(X, Y )Z) +R(X, Y )(A˜Z) + (∇[X,Y ]A˜)Z,
and evaluating the above quantity at (x, xˆ), we get
([∇X ,∇Y ]A˜)Z|(x,xˆ) = −A(R(X, Y )Z) + Rˆ(Xˆ, Yˆ )(AZ) + (∇[X,Y ]A˜)Z|(x,xˆ).
Since the value Z|x can be chosen arbitrarily in T |xM , the claim follows.
We next define the actions of vectors LNS(X)|q ∈ T |q(T ∗M⊗TMˆ), X ∈ T |(x,xˆ)(M×
Mˆ), and ν(B)|q ∈ V |q(πT ∗M⊗TMˆ), B ∈ T |
∗
xM ⊗ T |xˆMˆ , on certain bundle maps instead
of just functions (e.g. from C∞(T ∗M ⊗ TMˆ)). Recall that if η : E → N is a vector
bundle and y ∈ N , u ∈ E|y = η−1(y), we have defined the isomorphism
νη|u : E|y → V |u(η); νη|u(v)(f) =
d
dt
∣∣
0
f(u+ tv), ∀f ∈ C∞(E).
We normally omit the index η in νη, when it is clear from the context, and simply write
ν instead of νη and it is sometimes more convenient to write ν(v)|u for ν|u(v). By using
this we make the following definition.
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Definition 3.36 Suppose B is a smooth manifold, η : E → N a vector bundle, τ : B →
N and F : B → E smooth maps such that η ◦ F = τ . Then, for b ∈ B and V ∈ V |b(τ),
we define the vertical derivative of F as
VF := ν|−1F (b)(F∗V) ∈ E|τ(b).
This is well defined since F∗V ∈ V |F (b)(η). In this matter, we will show the following
simple lemma that will be used later on.
Lemma 3.37 Let N be a smooth manifold, η : E → N a vector bundle, τ : B → N a
smooth map, O ⊂ B an immersed submanifold and F : O → E a smooth map such that
η ◦ F = τ |O.
(i) Then for every b0 ∈ O, there exists an open neighbourhood V of b0 in O, an open
neighbourhood V˜ of b0 in B such that V ⊂ V˜ and a smooth map F˜ : V˜ → E such
that η ◦ F˜ = τ |V˜ and F˜ |V = F |V . We call F˜ a local extension of F around b0.
(ii) Suppose τ : B → N is also a vector bundle and F˜ is any local extension of F around
b0 as in case (i). Then if v ∈ B|τ(b0) is such that ν|b0(v) ∈ T |b0O, one has
ν|b0(v)(F ) =
d
dt
∣∣
0
F˜ (b0 + tv) ∈ E|τ(b0),
where on the right hand side one views t 7→ F˜ (b0 + tv) as a map into a fixed
(i.e. independent of t) vector space E|F (b0) and the derivative
d
dt
is just the classical
derivative of a vector valued map (and not a tangent vector).
Proof. (i) For a given b0 ∈ O, take a neighbourhood W of y0 := τ(b0) in N such that
there exists a local frame v1, . . . , vk of η defined on W (here k = dimE−dimN). Since
η ◦ F = τ |O, it follows that
F (b) =
k∑
i=1
fi(b)vi|τ(b), ∀b ∈ τ
−1(W ) ∩ O,
for some smooth functions fi : τ
−1(W ) ∩ O → R, i = 1, . . . , k. Now one can choose
a small open neighbourhood V of b0 in O and an open neigbourhood V˜ of b0 in B
such that V ⊂ V˜ ⊂ τ−1(W ) and there exist smooth f˜1, . . . , f˜k : V˜ → R extending the
functions fi|V i.e. f˜i|V = fi|V , i = 1, . . . , k. To finish the proof of case (i), it suffices to
define F˜ : V˜ → E by
F˜ (b) =
k∑
i=1
f˜i(b)vi|τ(b), ∀b ∈ V˜ .
(ii) The fact that t 7→ F˜ (b0 + tv) is a map into a fixed vector space E|F (b0) is
clear since F˜ (b0 + tv) ∈ E|η(F˜ (b0+tv)) = E|τ(b0+tv) = E|τ(b0). Since F |V = F˜ |V and
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ν|b0(v) ∈ T |b0V , we have F∗ν|b0(v) = F˜∗ν|b0(v). Also, t 7→ b0 + tv is a curve in E|τ(b0),
and hence in E, whose tangent vector at t = 0 is exactly ν|b0(v). Hence
ν|F (b0)(ν|b0(v)F ) = F∗ν|b0(v) = F˜∗ν|b0(v) =
d
dt
∣∣
0
F˜ (b0 + tv).
Here on the rightmost side, the derivative =: T is still viewed as a tangent vector of
E at F˜ (b0) i.e. t 7→ F˜ (b0 + tv) is thought of as a map into E. On the other hand, if
one views t 7→ F˜ (b0 + tv) as a map into a fixed linear space E|τ(b0), its derivative =: D
at t = 0, as the usual derivative of vector valued maps, is just D = ν−1F (b0)(T ). In the
statement, it is exactly D whose expression we wrote as d
dt
∣∣
0
F˜ (b0+ tv). This completes
the proof.
Remark 3.38 The advantage of the formula in case (ii) of the above lemma is that it
simplifies in many cases the computations of τ -vertical derivatives because t 7→ F˜ (b0 + tv)
is a map from a real interval into a fixed vector space E|F (b0) and hence we may use certain
computational tools (e.g. Leibniz rule) coming from the ordinary vector calculus.
Let O be an immersed submanifold of T ∗M ⊗ TMˆ and write πO := πT ∗M⊗TMˆ |O.
Then if T : O → T km(M × Mˆ) with πT km(M×Mˆ) ◦ T = πO (i.e. T ∈ C
∞(πO, πT km(M×Mˆ)))
and if q = (x, xˆ;A) ∈ O and X ∈ T |(x,xˆ)(M × Mˆ) are such that LNS(X)|q ∈ T |qO,
we next want to define what it means to take the derivative LNS(X)|qT . Our main
interest will be the case where k = 1, m = 0 i.e. T km(M × Mˆ) = T (M × Mˆ), but some
arguments below require this slightly more general setting.
First, for a moment, we take O = T ∗M ⊗TMˆ . Choose some local πT ∗M⊗TMˆ -section
A˜ defined on a neighbourhood of (x, xˆ) such that A˜|(x,xˆ) = A and define
LNS(X)|qT := ∇X(T (A˜))− ν(∇XA˜)|qT ∈ T
k
m|(x,xˆ)(M × Mˆ), (27)
which is inspired by Eq. (18). Here as usual, T˜ (A˜) = T˜ ◦ A˜ is a locally defined
(k,m)-tensor field on M × Mˆ .
Notice that this does not depend on the choice of A˜ since if ω ∈ Γ(πTm
k
(M×Mˆ)) and
if we write (Tω)(q) := T (q)ω|(x,xˆ) as a full contraction for q = (x, xˆ;A) ∈ T
∗M ⊗ TMˆ ,
whence Tω ∈ C∞(T ∗M ⊗ TMˆ), we may compute (where all the contractions are full)
(LNS(X)|qT )ω =
(
∇X(T (A˜))
)
ω −
( d
dt
∣∣
0
T (A+ t∇XA˜)
)
ω
=∇X(T (A˜)ω)− T (q)∇Xω −
d
dt
∣∣
0
(
T (A+ t∇XA˜)ω
)
=∇X((Tω))(A˜)
)
−
d
dt
∣∣
0
(Tω)(A + t∇XA˜)− T (q)∇Xω
i.e.
(LNS(X)|qT )ω =LNS(X)|q(Tω)− T (q)∇Xω, (28)
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for all ω ∈ Γ(πTm
k
(M×Mˆ)) and where LNS(X)|q on the right hand side acts as a tangent
vector to a function Tω ∈ C∞(T ∗M ⊗ TMˆ) as defined in subsection 3.2.2.
Now the right hand side is know to be independent of any choice of local extension
A˜ of A (i.e. A˜|(x,xˆ) = A), it follows that the definition of LNS(X)|qT is independent
of this choice as well. Alternatively, we could have taken Eq. (28) as the definition of
LNS(X)|qT .
Now if O ⊂ T ∗M ⊗ TMˆ is just an immersed submanifold, we take the formula (28)
as the definition of LNS(X)|qT .
Definition 3.39 Let O ⊂ T ∗M ⊗TMˆ be an immersed submanifold and q = (x, xˆ;A) ∈
O, X ∈ T |(x,xˆ)(M × Mˆ) be such that LNS(X)|q ∈ T |qO. Then for T : O → T
k
m(M ×
Mˆ) such that πT km(M×Mˆ) ◦ T = πO, we define LNS(X)|qT to be the unique element in
T km|(x,xˆ)(M × Mˆ) such that Eq. (28) holds for every ω ∈ Γ(πTm
k
(M×Mˆ)), and call it the
derivative of T with respect to LNS(X)|q.
We now to provide the (unique) decomposition of any vector field of T ∗M ⊗ TMˆ
defined over O (not necessarily tangent to it) according to the direct sum (20) i.e.
T (T ∗M ⊗ TMˆ) = DNS ⊕ V (πT ∗M⊗TMˆ).
Proposition 3.40 Let X ∈ C∞(πO, πT (T ∗M⊗TMˆ)) be a smooth bundle map (i.e. a
vector field of T ∗M ⊗ TMˆ along O) where O ⊂ T ∗M ⊗ TMˆ is a smooth immersed
submanifold. Then there are unique smooth bundle maps T ∈ C∞(πO, πT (M×Mˆ)), U ∈
C∞(πO, πT ∗M⊗TMˆ) such that
X |q = LNS(T (q))|q + ν(U(q))|q, q ∈ O. (29)
Proof. First of all, there are unique smooth vector fields
X h,X v ∈ C∞(πO, πT (T ∗M⊗TMˆ)),
of T ∗M ⊗ TMˆ along O such that
X h|q ∈ DNS|q, X
v|q ∈ V |q(πT ∗M⊗TMˆ),
for all q ∈ O and X = X h + X v. Then, we define
T (q) = (πT ∗M⊗TMˆ)∗X
h|q, U(q) = ν|
−1
q (X
v|q),
where q = (x, xˆ;A) ∈ O and ν|q is the isomorphism
T ∗|xM ⊗ T |xˆMˆ → V |q(πT ∗M⊗TMˆ); B 7→ ν(B)|q.
This clearly proves the claims.
Remark 3.41 The previous results shows that to know how to compute the Lie brackets
of two vector fields X ,Y ∈ VF(O) whereO ⊂ T ∗M⊗TMˆ is an immersed submanifold (e.g.
O = Q), one needs, in practice, just to know how to compute the Lie brackets between
vectors fields of the form q 7→ LNS(T (q))|q,LNS(S(q)) and q 7→ ν(U(q))|q, ν(V (q))|q
where X |q = LNS(T (q))|q + ν(U(q))|q and Y|q = LNS(S(q))|q + ν(V (q))|q as above.
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Remark 3.42 Notice that if O ⊂ T ∗M ⊗ TMˆ is an immersed submanifold, q =
(x, xˆ;A) ∈ O, X ∈ T |qO and T ∈ C
∞(πO, πT km(M×Mˆ )), then we may define the deriva-
tive XT ∈ T km(M × Mˆ) by decomposing X = LNS(X)|q + ν(U)|q for the unique X ∈
T |(x,xˆ)(M × Mˆ) and U ∈ (T ∗M ⊗ TMˆ)|(x,xˆ).
We finish this subsection with some obvious but useful rules of calculation, that will
be useful in the computations of Lie brackets on O ⊂ T ∗M ⊗ TMˆ and we will make
use of them especially in section 7.
Lemma 3.43 Let O ⊂ T ∗M ⊗ TMˆ be an immersed submanifold, q = (x, xˆ;A) ∈ O,
T ∈ C∞(πO, πT km(M×Mˆ)), F ∈ C
∞(O), h ∈ C∞(R), X ∈ T |(x,xˆ)(M × Mˆ) such that
LNS(X)|q ∈ T |qO and finally U ∈ (T ∗M × TMˆ)|(x,xˆ) such that ν(U)|q ∈ T |qO Then
(i) LNS(X)|q(FT ) = (LNS(X)|qF )T (q) + F (q)LNS(X)|qT
(ii) LNS(X)|q(h ◦ F ) = h′(F (q))LNS(X)|qF
(iii) ν(U)|q(FT ) = (ν(U)|qF )T (q) + F (q)ν(U)|qT
(iv) ν(U)|q(h ◦ F ) = h′(F (q))ν(U)|qF
If T : O → TM ⊂ T (M × Mˆ) such that T (q) ∈ T |xM for all q = (x, xˆ;A) ∈ O and
one writes (see Remark 3.44 below)
(·)T (·) : O → TMˆ ⊂ T (M × Mˆ); q = (x, xˆ;A) 7→ AT (q),
then
(v) LNS(X)|q
(
(·)T (·)
)
= ALNS(X)|qT ∈ T |xˆMˆ
(vi) ν(U)|q
(
(·)T (·)
)
= UT (q) + Aν(U)|qT ∈ T |xˆMˆ ,
where LNS(X)|qT, ν(U)|qT ∈ T |xM .
Finally, if Y ∈ VF(M) is considered as a map O → TM ; (x′, xˆ′;A′) 7→ Y |x′ and if we
write X = (X, Xˆ) ∈ T |xM ⊕ T |xˆMˆ , then
(vii) LNS(X)|qY = ∇XY .
Remark 3.44 (a) In the cases (v) and (vii) we think of T : O → TM , to adapt to
our previous notations, as a map T : O → pr∗1(TM) where pr1 : M × Mˆ → M is
the projection onto the first factor. Here pr∗1(πTM) is a vector subbundle of πT (M×Mˆ )
which we wrote, slightly imprecisely, as TM ⊂ T (M × Mˆ) in the statement of the
proposition. Thus T (q′) ∈ T |x′M for all q′ = (x′, xˆ′;A′) ∈ O just means that
pr∗1(πTM) ◦ T = πO.
(b) We could write a more extensive list of rules of computation by noticing that LNS(X)|q
and ν(U)|q act by Leibniz-rule to any contraction of T and S where T ∈ C∞(πO, πT km(M×Mˆ)),
S ∈ C∞(πO, πT k′
m′
(M×Mˆ)). The rules (i)-(vii) are, though, sufficient for our needs.
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Proof. In what follows, we choose a small open neighbourhood V of q in O, a small open
neighbourhood V˜ of q in T ∗M ⊗ TMˆ such that V ⊂ V˜ a smooth T˜ : V˜ → T (M × Mˆ)
such that T˜ |V = T |V and πT (M×Mˆ) ◦ T˜ = πT ∗M⊗TMˆ |V˜ and a smooth map F˜ : V˜ → R
such that F˜ |V = F |V . These are provided by Lemma 3.37.
For the case (i) we take some ω ∈ Γ(Tmk (M × Mˆ)) and compute
(LNS(X)|q(FT ))ω = LNS(X)|q(FTω)− F (q)T (q)∇Xω
=LNS(X)|q(F )T (q)ω|(x,xˆ) + F (q)LNS(X)|q(Tω)− F (q)T (q)∇Xω
=
(
LNS(X)|q(F )T (q) + F (q)LNS(X)|qT
)
ω|(x,xˆ).
For (ii), take t 7→ Γ(t) = (γ(t), γˆ(t);A(t)) be any curve in O with Γ(0) = q, Γ˙(0) =
LNS(X)|q. Since LNS(X)|q ∈ T |qO = T |qV , we may compute that
LNS(X)|q(h ◦ F ) = LNS(X)|q(h ◦ F˜ )
=
d
dt
∣∣
0
(h ◦ F˜ )(A(t))−
d
dt
∣∣
0
(h ◦ F˜ )
(
A + t∇XA(·)
)
=h′(F˜ (q))
d
dt
∣∣
0
F˜ (A(t))− h′(F˜ (q))
d
dt
∣∣
0
F˜
(
A + t∇XA(·)
)
=h′(F˜ (q))LNS(X)|q(F˜ ) = h′(F (q))LNS(X)|q(F ).
To prove (iii), notice that (F˜ T˜ )|V = (FT )|V and hence
ν(U)|q(FT ) = ν(U)|q(F˜ T˜ ) =
d
dt
∣∣
0
F˜ (A+ tU)T˜ (A+ tU)
=
( d
dt
∣∣
0
F˜ (A + tU)
)
T˜ (q) + F˜ (q)
d
dt
∣∣
0
T˜ (A+ tU)
=(ν(U)|qF˜ )T (q) + F (q)ν(U)|qT˜ = (ν(U)|qF )T (q) + F (q)ν(U)|qT .
To prove (iv), take a curve Γ in O with Γ(0) = q, Γ˙(0) = ν(U)|q and compute
ν(U)|q(h ◦ F ) =
d
dt
∣∣
0
h(F (Γ(t))) = h′(F (q))
d
dt
∣∣
0
F (Γ(t)) = h′(F (q))ν(U)|q(F ).
Let us prove (v) and (vi). We take a small open neighbourhood V of q in O, a small
open neighbourhood V˜ of q in T ∗M ⊗ TMˆ such that V ⊂ V˜ a smooth T˜ : V˜ → TM
such that T˜ |V = T |V and T˜ (q′) ∈ T |x′M for all q′ = (x′, xˆ′;A′) ∈ V˜ . Such an extension
T˜ of T is provided by Lemma 3.37 by taking b0 = q, τ = πT ∗M⊗TMˆ , η = pr
∗
1(πTM)
with pr1 : M × Mˆ = M the projection onto the first factor (see also Remark 3.44
above). Then taking t 7→ Γ(t) = (γ(t), γˆ(t);A(t)) to be any curve in O with Γ(0) = q,
Γ˙(0) = LNS(X)|q, we have
LNS(X)|q((·)T (·)) = LNS(X)|q((·)T˜ (·))
=∇X(A(·)T˜ (A(·)))−
d
dt
∣∣
0
(A+ t∇XA(·))T˜ (A+ t∇XA(·))
=(∇XA(·))T˜ (q) + A∇X(T˜ (A(·)))− (∇XA(·))T˜ (q)− A
d
dt
∣∣
0
T˜ (A+ t∇XA(·))
=ALNS(X)|qT˜ = ALNS(X)|qT
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where the first and the last steps follow from the facts that ((·)T˜ (·))|V = ((·)T (·))|V
and T˜ |V = T |V . This gives (v).
To prove (vi) we observe that (·)T˜ (·) : V˜ → TMˆ satisfies ((·)T˜ (·))|V = ((·)T (·))|V
which allows us to compute
ν(U)|q
(
(·)T (·)
)
= ν(U)|q
(
(·)T˜ (·)
)
=
d
dt
∣∣
0
(A+ tU)T˜ (A + tU)
=
( d
dt
∣∣
0
(A+ tU)
)
T˜ (q) + A
d
dt
∣∣
0
T˜ (A+ tU) = UT (q) + Aν(U)|qT˜
=UT (q) + Aν(U)|qT.
Finally, we prove (vii). Suppose that Y ∈ VF(M). Then the mapO → TM ; (x′, xˆ′;A′) 7→
Y |x′ is nothing more than Y ◦ pr1 ◦ πO where pr1 : M × Mˆ → M is the projection
onto the first factor. Take a local πT ∗M⊗TMˆ -section A˜ with A˜|(x,xˆ) = A. Then since
Y ◦ pr1 ◦ πO = Y ◦ pr1 ◦ πT ∗M⊗TMˆ |O, we have
LNS(X)|q(Y ◦ pr1 ◦ πO) = LNS(X)|q(Y ◦ pr1 ◦ πT ∗M⊗TMˆ)
=∇(X,Xˆ)(Y ◦ pr1 ◦ πT ∗M⊗TMˆ ◦ A˜)−
d
dt
∣∣
0
(Y ◦ pr1 ◦ πT ∗M⊗TMˆ)(A+ t∇XA˜).
But (Y ◦ pr1 ◦ πT ∗M⊗TMˆ ◦ A˜)|(x′,xˆ′) = Y |x′ = (Y, 0)|(x,xˆ) for all (x
′, xˆ′) and (Y ◦ pr1 ◦
πT ∗M⊗TMˆ)(A + t∇XA˜) = Y |x for all t and hence
LNS(X)|q(Y ◦ pr1 ◦ πO) = ∇(X,Xˆ)(Y, 0)− 0 = ∇XY.
3.3.2 Computation of Lie brackets
We now embark into the computation of Lie brackets.
Proposition 3.45 Let O ⊂ T ∗M ⊗ TMˆ be an immersed submanifold, T = (T, Tˆ ), S =
(S, Sˆ) ∈ C∞(πO, πT (M×Mˆ)) with LNS(T (q))|q,LNS(S(q))|q ∈ T |qO for all q = (x, xˆ;A) ∈
O. Then, for every q ∈ O, one has
[LNS(T (·)),LNS(S(·))]|q =LNS
(
LNS(T (q))|qS −LNS(S(q))|qT
)∣∣
q
+ ν
(
AR(T (q), S(q))− Rˆ(Tˆ (q), Sˆ(q))A
)∣∣
q
, (30)
with both sides tangent to O.
Proof. We will deal first with the case where O is an open subset of T ∗M⊗TMˆ . Take a
local πT ∗M⊗TMˆ ] section A˜ around (x, xˆ) such that A˜|(x,xˆ) = A, ∇A˜|(x,xˆ) = 0; see Lemma
3.34. In some expressions we will write q = A for clarity.
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Let f ∈ C∞(T ∗M ⊗ TMˆ). By using the definition of LNS and ν, one obtains
LNS(T (A))|q(LNS(S(·)(f)))
= T (A)(LNS(S(A˜))|A˜(f))−
d
dt
∣∣
0
LNS(S(A+ t∇T (A)A˜))|A+t∇
T (A)A˜
(f)
= T (A)
(
S(A˜)(f(A˜))−
d
dt
∣∣
0
f(A˜+ t∇S(A˜)A˜)
)
−
d
dt
∣∣
0
S(A+ t∇T (A)A˜)(f(A˜+ t∇T (A˜)A˜))
+
∂2
∂t∂s
∣∣
0
f
(
A + t∇T (A)A˜+ s∇S(A+t∇
T (A)A˜)
(A˜+ t∇T (A˜)A˜))
)
.
Here, we use the fact that ∇XA˜ = 0 for all X ∈ T |(x,xˆ)(M × Mˆ) and the fact that
∂
∂t
and T (A˜) commute (as the obvious vector fields on M × Mˆ × R with points (x, xˆ, t))
to write the last expression in the form
T (A)(S(A˜)(f(A˜))
)
−
d
dt
∣∣
0
T (A)(f(A˜+ t∇S(A˜)A˜))−
d
dt
∣∣
0
S(A)(f(A˜+ t∇T (A˜)A˜))
+
∂2
∂t∂s
∣∣
0
f
(
A + st∇S(A)(∇T (A˜)A˜))
)
.
By interchanging the roles of T and S and using the definition of commutator of vector
fields, we get from this
[LNS(T (·)),LNS(S(·))]|q(f)
=[T (A˜), S(A˜)]|q(f(A˜)) +
∂2
∂t∂s
∣∣
0
f
(
A+ st∇S(A)(∇T (A˜)A˜))
)
−
∂2
∂t∂s
∣∣
0
f
(
A+ st∇T (A)(∇S(A˜)A˜))
)
=[T (A˜), S(A˜)]|q(f(A˜)) +
d
dt
∣∣
0
ν(t∇S(A)(∇T (A˜)A˜))|q(f)
−
d
dt
∣∣
0
ν(t∇T (A)(∇S(A˜)A˜))|q(f)
=[T (A˜), S(A˜)]|q(f(A˜)) + ν(∇S(A)(∇T (A˜)A˜))|q(f)− ν(∇T (A)(∇S(A˜)A˜))|q(f)
=[T (A˜), S(A˜)]|q(f(A˜))− ν([∇T (A˜),∇S(A˜)]A˜))|q(f).
Using Lemma 3.35, we get that the last line is equal to
[T (A˜), S(A˜)]|(x,xˆ)(f(A˜))
− ν(∇[T (A˜),S(A˜)]|(x,xˆ)A˜− AR(T (A), S(A)) + Rˆ(Tˆ (A), Sˆ(A))A)|q(f),
from which, by using the definition of LNS, linearity of ν(·)|q and arbitrariness of
f ∈ C∞(T ∗M ⊗ TMˆ), we get
[LNS(T (·)),LNS(S(·))]|q = LNS([T (A˜), S(A˜)])|q
− ν(AR(T (A), S(A))− Rˆ(Tˆ (A), Sˆ(A))A)|q.
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Finally,
d
dt
∣∣
0
S(A+ t∇T (q)A˜︸ ︷︷ ︸
=0
) =
d
dt
∣∣
0
S(A) = 0,
d
dt
∣∣
0
T (A+ t∇S(q)A˜︸ ︷︷ ︸
=0
) =
d
dt
∣∣
0
T (A) = 0,
since T (q), S(q) ∈ T |(x,xˆ)(M × Mˆ) and hence by Eq. (??),
[T (A˜), S(A˜)] = ∇T (q)(S(A˜))−∇S(q)(T (A˜)) = LNS(T (q))|qS −LNS(S(q))|qT .
The claim thus holds in this case (i.e. when O is an open subset of T ∗M ⊗ TMˆ).
Now we let O ⊂ T ∗M ⊗ TMˆ to be an immersed submanifold and T , S : O →
T (M × Mˆ) are such that, for all q = (x, xˆ;A) ∈ O, T (x, xˆ;A), S(x, xˆ;A) belong to
T |(x,xˆ)(M × Mˆ) and LNS(T (q))|q, LNS(S(q))|q belong to T |qO.
For a fixed q = (x, xˆ;A) ∈ O, we may, thanks to Lemma 3.37 (taking τ = πT ∗M⊗TMˆ ,
η = πT (M×Mˆ ), b0 = q and F = T or F = S there) take a small open neighbourhood V
of q in O, a neighbourhood V˜ of q in Q such that V ⊂ V˜ and some extensions T˜ , S˜ :
V˜ → T (M × Mˆ) of T |V , S|V with T˜ (x′, xˆ′;A′), S˜(x′, xˆ′;A′) ∈ T |(x′,xˆ′)(M × Mˆ) for all
(x′, xˆ′;A′) ∈ V˜ . Then since LNS(T (·))|V = LNS(T˜ (·))|V , LNS(S(·))|V = LNS(S˜(·))|V ,
we may compute, because of what has been shown already,
[LNS(T ),LNS(S)]|q = [LNS(T˜ )|V ,LNS(S˜)|V ]|q = ([LNS(T˜ ),LNS(S˜)]|V )|q
=LNS
(
LNS(T (q))|qS˜ −LNS(S(q))|qT˜
)∣∣
q
+ ν
(
AR(T (q), S(q))− Rˆ(Tˆ (q), Sˆ(q))A
)∣∣
q
,
where in the last line we used that T˜ (q) = T (q) = (T (q), Tˆ (q)), S˜(q) = S(q) =
(S(q), Sˆ(q)).
Take any ω ∈ Γ(πTm
k
(M×Mˆ)). Since LNS(T (q))|q ∈ T |qO = T |qV by assumption and
since (Sω)|V = (S˜ω)|V , we have LNS(T (q))|q(Sω) = LNS(T (q))|q(S˜ω)|V . But then Eq.
(28) i.e. the definition of LNS(T (q))|qS implies that
(LNS(T (q))|qS)ω = LNS(T (q))|q(Sω)− S(q)∇T (q)ω
=LNS(T (q))|q(S˜ω)− S˜(q)∇T (q)ω = (LNS(T (q))|qS˜)ω
i.e. LNS(T (q))|qS = LNS(T (q))|qS˜ and similarly LNS(S(q))|qT = LNS(S(q))|qT˜ . This
shows that on O we have the formula
[LNS(T ),LNS(S)]|q =LNS
(
LNS(T (q))|qS −LNS(S(q))|qT
)∣∣
q
+ ν
(
AR(T (q), S(q))− Rˆ(Tˆ (q), Sˆ(q))A
)∣∣
q
,
where both sides belong to T |qO (since the left hand side obviously belongs to T |qO).
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Proposition 3.46 Let O ⊂ T ∗M ⊗ TMˆ be an immersed submanifold, T = (T, Tˆ ) ∈
C∞(πO, πT (M×Mˆ)), U ∈ C
∞(πO, πT ∗M⊗TMˆ) be such that, for all q = (x, xˆ;A) ∈ O,
LNS(T (q))|q ∈ T |qO, ν(U(q))|q ∈ T |qO.
Then
[LNS(T (·)), ν(U(·))]|q = −LNS(ν(U(q))|qT )|q + ν(LNS(T (q))|qU)|q,
with both sides tangent to O.
Proof. As in the proof of Proposition 3.45, we will deal first with the case where O is an
open subset of T ∗M ⊗ TMˆ . Take a local πT ∗M⊗TMˆ ] section A˜ around (x, xˆ) such that
A˜|(x,xˆ) = A, ∇A˜|(x,xˆ) = 0; see Lemma 3.34. In some expressions we will write q = A for
clarity.
Let f ∈ C∞(T ∗M ⊗ TMˆ). Then LNS(T (A))|q
(
ν(U(·))(f)
)
is equal to
T (A)
(
ν(U(A˜))
∣∣
A˜
(f)
)
−
d
dt
∣∣
0
ν(U(A + t∇T (A)A˜))
∣∣
A+t∇
T (A)A˜
(f),
which is equal to T (A)
(
ν(U(A˜))
∣∣
A˜
(f)
)
once we recall that ∇T (A)A˜ = 0. In addition,
one has
ν(U(A))|q
(
LNS(T (·))(f)
)
=
d
dt
∣∣
0
LNS(T (A + tU(A))
∣∣
A+tU(A)
(f)
=
d
dt
∣∣
0
T (A+ tU(A))
(
f(A˜+ tU(A˜))
)
−
∂2
∂s∂t
∣∣
0
f
(
A+ tU(A) + s∇T (A+tU(A))(A˜+ tU(A˜))
)
=
d
dt
∣∣
0
T (A+ tU(A))
(
f(A˜+ tU(A˜))
)
−
∂2
∂s∂t
∣∣
0
f
(
A+ tU(A) + st∇T (A+tU(A))(U(A˜))
)
,
since ∇T (A+tU(A))A˜ = 0.
We next simplify the first term on the last line to get
d
dt
∣∣
0
T (A+ tU(A))
(
f(A˜+ tU(A˜))
)
=(ν(U(q))|qT )
(
f(A˜)
)
+ T (A)
(
ν(U(A˜))|A˜(f)
)
and then, for the second term, one obtains
∂2
∂s∂t
∣∣
0
f
(
A+ tU(A) + st∇T (A+tU(A))(U(A˜))
)
=
d
ds
∣∣
0
f∗|qν
( d
dt
∣∣
0
(
tU(A) + st∇T (A+tU(A))(U(A˜))
))∣∣∣
q
=
d
ds
∣∣
0
f∗|qν
(
U(A) + s∇T (A)(U(A˜))
))∣∣
q
=
d
ds
∣∣
0
(
f∗|qν(U(A))|q + sf∗|qν
(
∇T (A)(U(A˜))
)
|q
)
=f∗ν
(
∇T (A)(U(A˜))
)
|q = ν(∇T (A)(U(A˜)))|qf.
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Therefore one deduces
[LNS(T (·)), ν(U(·))]|q(f) = −(ν(U(q))|qT )
(
f(A˜)
)
+ ν(∇T (A)(U(A˜)))|qf
=− A˜∗(ν(U(A))|qT )(f) + ν
(
∇T (A)(U(A˜))
)∣∣
q
(f)
=−LNS(ν(U(A))|qT )|q(f) + ν
(
∇T (A)(U(A˜))
)∣∣
q
(f),
where the last line follows from the definition of LNS and the fact that
∇ν(U(A))|qT A˜ = 0. Finally, Eq. (27) implies
∇T (q)(U(A˜)) = ∇T (q)(U(A˜))− ν(∇T (q)A˜︸ ︷︷ ︸
=0
)|qU = LNS(T (A))|qU.
Thus the claimed formula holds in the special case where O is an open subset of T ∗M⊗
TMˆ .
More generally, let O ⊂ T ∗M ⊗TMˆ be an immersed submanifold, and T = (T, Tˆ ) :
O → T (M × Mˆ) = TM × TMˆ , U : O → T ∗M × TMˆ as in the statement of this
proposition.
For a fixed q = (x, xˆ;A) ∈ O, Lemma 3.37 implies the existence of a neighbourhood
V of q in O, a neighbourhood V˜ of q in T ∗M⊗TMˆ and smooth T˜ : V˜ → T (M×Mˆ), U˜ :
V˜ → T ∗M⊗TMˆ such that T˜ (x, xˆ;A) ∈ T |(x,xˆ)(M×Mˆ ), U˜(x, xˆ;A) ∈ (T ∗M⊗TMˆ )|(x,xˆ)
and T˜ |V = T |V , U˜ |V = U |V (for the case of an extension U˜ of U , take in Lemma 3.37,
τ = πT ∗M⊗TMˆ , η = πT 11 (M×Mˆ), F = U , b0 = q).
In the same way as in the proof of Proposition ??, we have [LNS(T ), ν(U)]|q =
[LNS(T˜ ), ν(U˜)]q and LNS(T˜ (q))|qU˜ = LNS(T (q))|qU . Hence by what was already shown
above,
[LNS(T ), ν(U)]|q = −LNS(ν(U(q))|qT˜ )|q + ν(LNS(T (q))|qU)|q.
We are left to show that ν(U(q))|qT˜ = ν(U(q))|qT and for that, it suffices to show
that ν(ν(U(q))|qT˜ )|T (q) = ν(ν(U(q))|qT )|T (q). Indeed, if f ∈ C
∞(T (M × Mˆ)), then
ν(ν(U(q))|qT˜ )|T (q)f =
(
T˜ ∗ν(U(q))|q
)
f = ν(U(q))|q(f ◦ T˜ ) = ν(U(q))|q(f ◦ T )
=
(
T ∗ν(U(q))|q
)
f = ν(ν(U(q))|qT )|T (q)f,
where at the 3rd equality we used the fact that (f ◦ T˜ )|V = (f ◦ T )|V and ν(U(q))|q ∈
T |qO = T |qV . This completes the proof.
Finally, we derive a formula for the commutators of two vertical vector fields.
Proposition 3.47 Let O ⊂ T ∗M ⊗ TMˆ be an immersed submanifold and U, V ∈
C∞(πO, πT ∗M⊗TMˆ) be such that ν(U(q))|q, ν(V (q))|q ∈ T |qO for all q ∈ O. Then
[ν(U(·)), ν(V (·))]|q =ν
(
ν(U(q))|qV − ν(V (q))|qU
)
|q. (31)
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Proof. Again we begin with the case where O is an open subset of T ∗M ⊗ TMˆ and
write q = (x, xˆ;A) ∈ O simply as A. Let f ∈ C∞(T ∗M ⊗ TMˆ). Then,
ν(U(A))|q
(
ν(V (·))(f)
)
=
d
dt
∣∣
0
ν(V (A+ tU(A))|A+tU(A)(f)
=
∂2
∂t∂s
∣∣
0
f(A+ tU(A) + sV (A+ tU(A)))
=
d
ds
∣∣
0
f∗|qν
( d
dt
∣∣
0
(
tU(A) + sV (A+ tU(A))
))∣∣∣
q
=
d
ds
∣∣
0
f∗ν
(
U(A) + sν(U(A))|qV
)
|q
=f∗ν
(
ν(U(A))|qV
)
|q = ν(ν(U(A))|qV )|qf.
from which the result follows in the case that O is an open subset of T ∗M ⊗ TMˆ .
The case where O is only an immersed submanifold of T ∗M ⊗ TMˆ can be treated
by using Lemma 3.37 in the same way as in the proofs of Propositions 3.45, 3.46.
As a corollary to the previous three propositions, we have the following.
Corollary 3.48 Let O ⊂ T ∗M ⊗TMˆ be an immersed submanifold and X ,Y ∈ VF(O).
Letting for q ∈ O,
X |q = LNS(T (q))|q + ν(U(q))|q, Y|q = LNS(S(q))|q + ν(V (q))|q,
to be the unique decompositions given by Proposition 3.40. Writing T = (T, Tˆ ), S = (S, Sˆ)
corresponding to T (M × Mˆ) = TM × TMˆ , we get
[X ,Y ]|q =
(
LNS(X |qS)|q + ν(X |qV )|q
)
−
(
LNS(Y|qT )|q + ν(Y|qU)|q
)
+ ν
(
AR(T (q), S(q))− Rˆ(Tˆ (q), Sˆ(q))A
)
|q
(for the notation, see the second remark after Proposition 3.40).
Proof. We will assume that T , S, U, V are, temporarily in the course of computations
below, extended by Lemma 3.37 to an open neighbourhood O˜ of q in T ∗M ⊗ TMˆ . By
abuse of notation, we don’t give new names for them. Then Propositions 3.45, 3.46 and
3.47 we obtain
[X ,Y ]|q =[LNS(T (·)),LNS(S(·))]|q + [LNS(T (·)), ν(V (·))]|q
+ [ν(U(·)),LNS(S(·))]|q + [ν(U(·)), ν(V (·))]|q
=LNS(LNS(T (q))S −LNS(S(q))T )|q
+ ν(AR(T (q), S(q))− Rˆ(Tˆ (q), Sˆ(q))A)|q
−LNS(ν(V (q))|qT )|q + ν(LNS(T (q))|qV )|q
+ LNS(ν(U(q))|qS)|q − ν(LNS(S(q))|qU)|q
+ ν(ν(U(q))|qV − ν(V (q))|qU)|q
=LNS(X |qS −Y|qT )|q + ν(X |qV − Y|qU)|q
+ ν(AR(T (q), S(q))− Rˆ(Tˆ (q), Sˆ(q))A)|q.
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4 Study of the Rolling problem (NS)
We next parameterize the set of all absolutely continuous curves which are tangent to
the distribution DNS as a driftless control affine system.
An a.c. curve t 7→ q(t) = (x(t), xˆ(t);A(t)) in Q describes a rolling motion of M
against Mˆ without spinning if and only if q˙(t) = LNS(x˙(t), ˙ˆx(t))|q(t) for a.e. t. This can
be expressed equivalently by saying that q(·) is a solution of a control affine driftless
system
(Σ)NS

x˙(t) = u(t),
˙ˆx(t) = uˆ(t),
∇(u(t),uˆ(t))A(·) = 0
, for a.e. t ∈ [a, b], (32)
where the control (u, uˆ) belongs to the set U([a, b],M) × U([a, b], Mˆ ). The fact that
System (32) is driftless and control affine can also be seen from its representation in
local coordinates; see (106) in Appendix A.
In the rest of the section, we investigate the structure of the reachable sets associated
to (Σ)NS and relate them to the holonomy groups of the Riemannian manifolds (M, g)
and (Mˆ, gˆ).
4.1 Description of the Orbits of (Σ)NS
We begin this section by recalling some standard definitions and introducing some
notation concerning the subsequent subsections. If (N, h) is a Riemannian manifold,
then the holonomy group H∇
h
|y of it at y is defined by
H∇
h
|y = {(P
∇h)10(γ) | γ ∈ Ωy(N)},
and it is a subgroup O(T |yN) of all h-orthogonal transformations of T |yN . If N is
oriented, then one can easily prove that H∇
h
|y is actually a subgroup of SO(T |yN). If
F = (Yi)
n
i=1, n = dimN , is an orthonormal frame of N at y we write
H∇
h
|F = {MF,F (A) | A ∈ H
∇h|y}.
This is a subgroup of SO(n), isomorphic (as Lie group) to H∇
h
|y. Lie algebra of the
holonomy group H∇
h
|y (resp. H∇
h
|F ) will be denoted by h∇
h
|y (resp. h∇
h
|F ). The Lie
algebra h∇
h
|y is a Lie subalgebra of the Lie algebra so(T |yN) of h-antisymmetric linear
maps T |yN → T |yN while h∇
h
|F is a Lie subalgebra of so(n).
In this setting, we will be using the notations H|x = H
∇|x and Hˆ|xˆ = H∇ˆ|xˆ respec-
tively for the holonomy groups of (M, g) and (Mˆ, gˆ) at x ∈ M and xˆ ∈ Mˆ . If F and
Fˆ are respectively orthonormal frames of M and Mˆ we use H|F and Hˆ|Fˆ respectively
to denote H∇|F and H∇ˆ|Fˆ . The corresponding Lie algebras will be written as h|x, hˆ|xˆ,
h|F , hˆ|Fˆ .
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We now describe the structure of the orbit ODNS(A0) of DNS through a point
(x0, xˆ0;A0) ∈ Q as follows.
Theorem 4.1 Let q0 = (x0, xˆ0;A0) ∈ Q. Then the part of the orbit ODNS(q0) of DNS
through q0 that lies in the πQ-fiber over (x0, xˆ0) is given by
ODNS(q0) ∩Q|(x0,xˆ0) = {hˆ ◦ A0 ◦ h | hˆ ∈ Hˆ|xˆ0, h ∈ H|
−1
x0 } (33)
=: Hˆ|xˆ0 ◦ A0 ◦H|
−1
x0
,
and is an immersed submanifold of the fiber Q|(x0,xˆ0) = π
−1
Q (x0, xˆ0).
Moreover, if F , Fˆ are orthonormal frames at x0, xˆ0, as above, then there is a diffeo-
morphism (depending on F and Fˆ )
ODNS(q0) ∩Q|(x0,xˆ0) ∼= Hˆ|FˆMF,Fˆ (A0)H|
−1
F , (34)
where the groups on the right hand side are Lie subgroups of SO(n).
In the previous statement, we have used the following notation. If G is a group and
S is a subset of G, then S−1 := {g−1 | g ∈ S}. Of course G−1 = G but, in Eq. (33), it
is somewhat more convenient to leave H|−1x0 and not to replace it by H|x0.
Proof. Notice that q1 = (x0, xˆ0;A1) ∈ ODNS(q0) ∩ π
−1
Q (x0, xˆ0) if and only if there is a
piecewise C1 path t 7→ q(t) = (x(t), xˆ(t);A(t)), t ∈ [0, 1], with q(0) = q0, q(1) = q1 and
tangent to DNS. This is, on the other hand, equivalent, by the definiton of DNS, to the
fact that A(t) = P t0(x, xˆ)A0. It is also clear that t 7→ (x(t), xˆ(t)) is a piecewise C
1 loop
of M × Mˆ based at (x0, xˆ0) i.e., it belongs to Ω(x0,xˆ0)(M × Mˆ) which can be identified,
in a natural way, with Ωx0(M) × Ωxˆ0(Mˆ). By these remarks, Eq. (15) and the above
definition of the holonomy groups, we get
ODNS(q0) ∩ π
−1
Q (x0, xˆ0) = {P
1
0 (x)A0 | x ∈ Ω(x0,xˆ0)(M × Mˆ)}
={P 10 (x, xˆ)A0 | x ∈ Ωx0(M), xˆ ∈ Ωxˆ0(Mˆ)}
={P 10 (xˆ) ◦ A0 ◦ P
0
1 (x) | x ∈ Ωx0(M), xˆ ∈ Ωxˆ0(Mˆ)} = Hˆ|xˆ0 ◦ A0 ◦H|
−1
x0 .
We next prove that Hˆ|xˆ0 ◦ A0 ◦H|
−1
x0
is an immersed submanifold of Q|(x0,xˆ0). Let
f : Hˆ|xˆ0 × H|x0 → Q|(x0,xˆ0) be a map given by f(hˆ, h) := hˆ ◦ A0 ◦ h
−1. The map f is
clearly smooth, when we consider H|x0 (resp. Hˆ|xˆ0) as a Lie subgroup of SO(T |x0M)
(resp. SO(T |xˆ0Mˆ)). Moreover, denote G = Hˆ|xˆ0 ×H|x0 and consider the smooth (left)
group actions µ : G × Q|(x0,xˆ0) → Q|(x0,xˆ0) and m : G × G → G of G on Q|(x0,xˆ0) and
itself given by µ((hˆ, h), A) = hˆ ◦A ◦ h−1, m((hˆ, h), (kˆ, k)) = (hˆkˆ, hk). Then we see that
µ((hˆ, h), f(kˆ, k)) = hˆ ◦
(
kˆ ◦ A0 ◦ k
−1) ◦ h−1
=(hˆkˆ) ◦ A0 ◦ (hk)
−1 = f(hˆkˆ, hk) = f
(
m((hˆ, h), (kˆ, k))
)
,
which shows that f is G-equivariant map. Since G acts transitively (by the action m)
on itself, it follows that f has constant rank (see [17] Theorem 9.7).
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Unfortunately f is not injective but there is an easy solution to this obstacle. Notice
that K := f−1(A0) is a closed subgroup of G, hence G/K (the right coset space) is
a smooth manifold and f induces a smooth map f : G/K → Q|(x0,xˆ0), which is still
G-equivariant, when one uses the (left) G-action m on G/K induced by m. Now f is
injective and constant rank, hence an injective immersion (see [17] Theorem 7.14) into
Q|(x0,xˆ0). But the image of f is exactly Hˆ|xˆ0 ◦ A0 ◦H|
−1
x0
.
Moreover, given orthonormal frames F and Fˆ , we clearly see that
hˆ ◦ A0 ◦ h 7→ MFˆ ,Fˆ (hˆ)MF,Fˆ (A0)MF,F (h)
gives the desired diffeomorphism
Hˆ|xˆ0 ◦ A0 ◦H|
−1
x0 → Hˆ|FˆMF,Fˆ (A0)H|
−1
F .
Corollary 4.2 If M and Mˆ are simply-connected, then each πQ-fiber ODNS(q0)∩Q|(x,xˆ),
with (x, xˆ) ∈ M × Mˆ , of any orbit ODNS(q0), q0 = (x0, xˆ0;A0), is a compact connected
embedded smooth submanifold Q. In particular, if a DNS-orbit is open in Q then it is equal
to Q.
Proof. Without loss of generality we may assume that (x, xˆ) = (x0, xˆ0). By Theorem
3.2.8 in [13] (in this relation, see also Appendix 5 in [15]), the simply connectedness
assumption implies that H|x0 and Hˆ|xˆ0 are respectively (closed and hence) compact
connected Lie-subgroups of SO(T |x0M) and SO(T |xˆ0Mˆ).
Now ODNS(q0) ∩ Q|(x0,xˆ0) is compact (as a subset of Q) and connected since it is a
continuous image (by the map f in the proof of Theorem 4.1) of the compact connected
set Hˆ|xˆ0 ×H|x0, Finally notice that a compact immersed submanifold is embedded.
The last claim follows from the fact that an open orbit ODNS(q0) has a open fiber
ODNS(q0) ∩Q|(x0,xˆ0) in Q|(x0,xˆ0). This fiber is also compact by what we just proved and
hence ODNS(q0)∩Q|(x0,xˆ0) = Q|(x0,xˆ0) by connectedness of Q|(x0,xˆ0). This clearly implies
that Q = ODNS(q0).
The next corollary gives the infinitesimal version of Theorem 4.1.
Corollary 4.3 Let q0 = (x0, xˆ0;A0) ∈ Q. Then
T |q0ODNS(q0) ∩ V |q0(πQ) = ν({kˆ ◦ A0 − A0 ◦ k | k ∈ h|x0, kˆ ∈ hˆ|xˆ0})|q0 (35)
=: ν(hˆ|xˆ0 ◦A0 − A0 ◦ h|x0)|q0,
where h|x0, hˆ|xˆ0 are the Lie algebras of the holonomy groups H|x0, Hˆ|xˆ0 of M, Mˆ .
Proof. As in the previous proof, consider the map
f : Hˆ|xˆ0 ×H|x0 → ODNS(q0) ∩ π
−1
Q (x0, xˆ0),
(hˆ, h) 7→ hˆ ◦ A0 ◦ h
−1,
45
which is known to be a submersion by the previous considerations. We deduce that
f∗(hˆ× h) = T |q0(ODNS(A0) ∩ π
−1
Q (x0, xˆ0)) = T |q0ODNS(q0) ∩ V |q0(πQ).
But it is obvious that f∗|hˆ×h(kˆ, k) = ν(kˆ ◦A0 −A0 ◦ k)|q0, which then proves the claim.
Remark 4.4 By the previous corollary and the Ambrose-Singer holonomy theorem (see
[13], [15]), we have for q0 = (x0, xˆ0;A0) ∈ Q,
T |q0ODNS(q0) ∩ V |q0(πQ) =
{
P 01 (cˆ)Rˆ|xˆ(Xˆ, Yˆ )P
1
0 (cˆ)A0 −A0P
0
1 (c)R|x(X, Y )P
1
0 (c)
∣∣
x ∈M, xˆ ∈ Mˆ, X, Y ∈ T |xM, Xˆ, Yˆ ∈ T |xˆMˆ,
c ∈ C1pw([0, 1],M), c(0) = x0, c(1) = x,
cˆ ∈ C1pw([0, 1], Mˆ), cˆ(0) = xˆ0, cˆ(1) = xˆ
}
,
where C1pw([0, 1],M) (resp. C
1
pw([0, 1], Mˆ)) is the set of piecewise continuously differen-
tiable maps [0, 1]→M (resp. [0, 1]→ Mˆ).
Theorem 4.1 shows that, sinceM, Mˆ are connected, all the πQ-fibers of the reachable
set ODNS(q0) are diffeomorphic i.e.,
ODNS(q0) ∩ π
−1
Q (x0, xˆ0)
∼= ODNS(q0) ∩ π
−1
Q (x1, xˆ1),
for every (x1, xˆ1) ∈ M × Mˆ . This follows from the fact that if points x, y ∈ M , then
(since M is connected) H|x and H|y are isomorphic, the same observation holding in
Mˆ . We will now prove that the reachable set ODNS(q0) has actually a bundle structure
over M × Mˆ .
Proposition 4.5 For q0 = (x0, xˆ0;A0) ∈ Q, denote πODNS (q0) := πQ|ODNS (q0). Then
πODNS(q0) : ODNS(q0)→M × Mˆ is a smooth subbundle of πQ with typical fiber Hˆ|xˆ0 ◦A0 ◦
H|−1x0 and ODNS(q0) is a smooth immersed submanifold of Q.
Proof. The surjectivity of πODNS (q0) onto M × Mˆ follows immediately from the connec-
tivity of M , Mˆ .
Choose local charts (φ, U) and (φˆ, Uˆ) of M and Mˆ around x0, xˆ0 centered at x0, xˆ0
(i.e., φ(x0) = 0, φˆ(xˆ0) = 0) and so that φ(U) and φˆ(Uˆ) are convex. Then, define
τ(φ,φˆ) : π
−1
ODNS(q0)
(U × Uˆ)→ (U × Uˆ)×
(
Hˆ|xˆ0 ◦ A0 ◦H|
−1
x0
)
(x, xˆ;A) 7→
(
(x, xˆ), P 01
(
t 7→ (φ−1(tφ(x)), φˆ−1(tφˆ(xˆ)))
)
A
)
,
where we notice that, since A = P 10 (c, cˆ)A0 = P
1
0 (cˆ) ◦A0 ◦ P
0
1 (c) for some piecewise C
1
paths c : [0, 1]→ M and cˆ : [0, 1]→ Mˆ with c(0) = x0, cˆ(0) = xˆ0, one has
P 01
(
t 7→ (φ−1(tφ(x)), φˆ−1(tφˆ(xˆ)))
)
A
= P 10
(
t 7→ φˆ−1(tφˆ(xˆ))
)
◦ A ◦ P 01
(
t 7→ φ−1(tφ(x)))
)
= P 10
(
t 7→ φˆ−1(tφˆ(xˆ))
)
◦ P 10 (cˆ) ◦ A0 ◦ P
0
1 (c) ◦ P
0
1
(
t 7→ φ−1(tφ(x)))
)
.
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The concatenation of the path c and t 7→ φ−1(tφ(x)) is a piecewise C1 loop of M based
at x0 and the concatenation of cˆ and t 7→ φˆ
−1(tφˆ(xˆ)) is a piecewise C1 loop based of Mˆ
at xˆ0. Thus P
0
1
(
t 7→ (φ−1(tφ(x)), φˆ−1(tφˆ(xˆ)))
)
A is an element of Hˆ|xˆ0 ◦ A0 ◦H|
−1
x0
.
It is clear that τ(φ,φˆ) is a smooth bijection onto (U × Uˆ) ×
(
Hˆ|xˆ0 ◦ A0 ◦H|
−1
x0
)
. Its
inverse map is given by ψ(φ,φˆ),
ψ(φ,φˆ)((x, xˆ), B) =
(
x, xˆ;P 10
(
t 7→ (φ−1(tφ(x)), φˆ−1(tφˆ(xˆ)))
)
B
)
,
which is clearly smooth into Q with image contained in ODNS(q0) and hence it is smooth
into ODNS(q0) by the basic properties of an orbit. This shows that ODNS(q0) is a smooth
bundle.
Since the maps τ (φ,φˆ) defined on π
−1
Q (U × Uˆ) by the same formula as τ(φ,φˆ) are
diffeomorphisms (by an identical argument as above) onto (U × Uˆ) × π−1Q (x0, xˆ0), we
see that πODNS(q0) is a smooth (immersed) subbundle of πQ.
We may now also prove that πQ : Q→M × Mˆ cannot be equipped with a principal
bundle structure leaving the distribution DNS invariant except in special cases.
Theorem 4.6 Generically, in dimension n ≥ 3, πQ cannot be equipped with a principal
bundle structure which leaves DNS invariant.
More precisely, if n ≥ 3 and F, Fˆ are oriented orthonormal frames of M and Mˆ at x0
and xˆ0, respectively, and if H|F ⊂ SO(n), Hˆ|Fˆ ⊂ SO(n) are the holonomy groups with
respect to these frames, then H|F ∩ Hˆ|Fˆ 6= {idRn} implies that there is no principal bundle
structure on πQ which leaves DNS invariant.
Especially this holds if M (resp. Mˆ) has full holonomy SO(n) and Mˆ (resp. M) is not
flat.
Proof. Suppose µ : G × Q → Q is a left principal bundle structure for πQ leaving
DNS invariant. Notice that G is diffeomorphic to the πQ-fibers i.e., to SO(n) (but,
of course, does not need to be isomorphic to it as a Lie group). The fact that for
all g ∈ G we have (µg)∗DNS ⊂ DNS is clearly equivalent to (µg)∗LNS(X, Xˆ)|q =
LNS(X, Xˆ)|µ(g,q) for all q = (x, xˆ;A) ∈ Q and X ∈ T |xM , Xˆ ∈ T |xˆMˆ . But this
means that for all g ∈ G, (x, xˆ;A) ∈ Q and a.c. paths γ, γˆ starting at x, xˆ respec-
tively, we have µ(g, qDNS(q)(t)) = qDNS(µ(g, q))(t) where qDNS(q) is the unique solution
to q˙(t) = LNS(γ˙(t), ˆ˙γ(t))|q(t), q(0) = q. Since we know that if q = (x, xˆ;A) ∈ Q, then
qDNS(q)(t) = (γ(t), γˆ(t);P
t
0(γˆ) ◦ A ◦ P
0
t (γ)) for all t, we get that
µ
(
g, P t0(γˆ) ◦ A ◦ P
0
t (γ)
)
= P t0(γˆ) ◦ µ(g, A) ◦ P
0
t (γ).
Let F , Fˆ be chosen as in the statement above. Define (x0, xˆ0;A0) ∈ Q by A0 =∑
i g(Xi, ·)Xˆi and choose B ∈ H|F ∩ Hˆ|Fˆ , B 6= idRn . Choose loops γ, γˆ based at x0,
xˆ0 such that MF,F (P 10 (γ)) = B, MFˆ ,Fˆ (P
1
0 (γˆ)) = B. Since MF,Fˆ (A0) = idRn by the
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definition of A0, we have
MF,Fˆ (A0) =idRn = BidRnB
−1 =MFˆ ,Fˆ (P
1
0 (γˆ))MF,Fˆ (A0)MF,F (P
1
0 (γ))
−1︸ ︷︷ ︸
=MF,F (P 01 (γ))
=MF,Fˆ (P
1
0 (γˆ) ◦ A0 ◦ P
0
1 (γ))
i.e.,
A0 = P
1
0 (γˆ) ◦ A0 ◦ P
0
1 (γ).
Applying to this what was done above, we get
µ(g, A0) = µ(g, P
1
0 (γˆ) ◦ A0 ◦ P
0
1 (γ)) = P
1
0 (γˆ) ◦ µ(g, A0) ◦ P
0
1 (γ), ∀g ∈ G
i.e.,
MF,Fˆ (µ(g, A0)) = BMF,Fˆ (µ(g, A0))B
−1, g ∈ G.
But µ(G,A0) = π
−1
Q (x0, xˆ0) whence MF,Fˆ (µ(G,A0)) = SO(n) and thus we have found
a B ∈ SO(n) which is not the identity idRn such that C = BCB−1 for all C ∈ SO(n)
i.e., B belongs to the center of SO(n). But in dimension n ≥ 3 the center of SO(n)
is {idRn}, contradicting the fact that B 6= idRn. This contradiction shows that the
existence of a principal bundle structure µ on πQ that preserves DNS is impossible in
this case.
4.2 Consequences for Controllability
From the previous characterizations of the reachable set of (Σ)NS, we now derive con-
sequences for the controllability of the control system (Σ)NS .
We start with the following remark.
Remark 4.7 All the results, except Theorem 4.6, of the previous section can obviously
be formulated in verbatim in the space T ∗M ⊗TMˆ instead of Q (i.e., we may replace Q by
T ∗M ⊗ TMˆ everywhere) and the statements hold true in this setting. However, Theorem
4.1 (formulated in T ∗M ⊗ TMˆ) then implies each orbit ODNS(q0) of DNS in T
∗M ⊗ TMˆ ,
q0 = (x0, xˆ;A0) ∈ T ∗M⊗TMˆ , can have dimension of at most 2n+dimH|x0+dim Hˆ|xˆ0 ≤
n2+n. Since the dimension of T ∗M⊗TMˆ is n2+2n, the orbit ODNS(q0) has a codimension
of at least n. This shows that DNS (or the related control problem) is never completely
controllable in T ∗M ⊗ TMˆ .
Theorem 4.1 states that the controllability of DNS is completely determined by the
holonomy groups of M and Mˆ . The next theorem highlights that fact at the Lie
algebraic level.
Theorem 4.8 The control system (Σ)NS is completely controllable if and only if, for
every A ∈ SO(n), the following holds:
h+ A−1hˆA = so(n), (36)
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where h and hˆ are respectively the Lie subalgebras of so(n) isomorphic (as Lie algebras) to
the holonomy Lie algebras of ∇ and ∇ˆ.
Proof. Clearly, an orbit ODNS(q0) = Q, where (x0, xˆ0;A0) = q0 ∈ Q, is an open subset
of Q if and only if T |qODNS(q0) = T |qQ for some (and hence every) q ∈ ODNS(q0). Thus
the decomposition given by Eq. (21) implies that an orbit ODNS(q0) is open in Q if and
only if V |q(πQ) ⊂ T |qODNS(q0) for some q ∈ ODNS(q0).
By connectedness of Q, we get that DNS is controllable i.e., ODNS(q0) = Q for
some (and hence every) (x0; xˆ0;A0) = q0 ∈ Q if and only if every orbit ODNS(q),
(x, xˆ;A) = q ∈ Q is open in Q.
From now on, fix (x0, xˆ0) ∈ M × Mˆ . Proposition 4.5 implies that every DNS orbit
intersects every πQ-fiber. Hence DNS is controllable if and only if V |q(πQ) ⊂ T |qODNS(q)
for every q = (x0, xˆ0;A) ∈ Q|(x0,xˆ0). By Corollary 4.3, this condition is equivalent to
the condition that, for every q = (x0, xˆ0;A) ∈ Q|(x0,xˆ0),
ν(hˆ|xˆ0 ◦ A−A ◦ h|x0) = V |q(πQ).
Next, by Proposition 3.7, one deduces that, for every q ∈ Q,
V |q(πQ) = ν(A(so(T |xM)))|q
and thus we conclude that DNS is controllable if and only if, for all q = (x0, xˆ0;A) ∈
Q|(x0,xˆ0),
A−1 ◦ hˆ|xˆ0 ◦ A− h|x0 = so(T |xM).
Choosing arbitrary orthonormal local frames F and Fˆ of M and Mˆ at x0 and xˆ0,
respectively, we see that the above condition is equivalent to
MF,Fˆ (A)
−1hˆ|FˆMF,Fˆ (A)− h|F = so(n), ∀A ∈ Q|(x0,xˆ0),
where
h|F = {MF (k) | k ∈ h}, hˆ|Fˆ = {MFˆ (kˆ) | kˆ ∈ hˆ},
are the holonomy Lie algebras as subalgebras of so(n) w.r.t. the frames F and Fˆ
respectively.
The proof is finished by noticing that {MF,Fˆ (A) | A ∈ Q|(x0,xˆ0)} = SO(n) and that
the orthonormal frames F , Fˆ were arbitrary chosen.
Theorem 4.9 Suppose M, Mˆ are simply connected. Then (Σ)NS is completely control-
lable if and only if
h+ hˆ = so(n) (37)
where h,hˆ are the Lie subalgebra of so(n) isomorphic (as Lie algebras) to the holonomy Lie
algebras of ∇ and ∇ˆ respectively.
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Proof. By Theorem 4.8, necessity of the condition is obvious.
Conversely suppose that the condition in Eq. (37) holds. This condition implies
that for (x0, xˆ0) ∈M × Mˆ there is an q0 = (x0, xˆ0;A0) ∈ Q|(x0,xˆ0) such that
A−10 ◦ hˆ|xˆ0 ◦ A0 − h|x0 = so(T |x0M).
By Proposition 3.7 and Corollary 4.3 this means that T |q0ODNS(q0) ∩ V |q0(πQ) =
V |q0(πQ) and hence T |q0ODNS(q0) = T |q0Q by Eq. (21) which implies that ODNS(q0)
is open in Q. Corollary 4.2 then implies that ODNS(q0) = Q i.e., (Σ)NS is completely
controllable.
There is a complete classification of holonomy groups of Riemannian manifolds by
Cartan (for symmetric spaces, see [10]) and Berger (for non-symmetric spaces, see [13]).
Hence the above theorems reduce the question of complete controllability of (Σ)NS to
an essentially linear algebraic problem.
For instance, in the case where both manifolds are non-symmetric, simply connected
and irreducible, we get the following proposition.
Theorem 4.10 Assume that the manifoldsM and Mˆ are complete non-symmetric, simply
connected, irreducible and n 6= 8. Then, the control system (Σ)NS is completely controllable
if and only if either H or Hˆ is equal to SO(n) (w.r.t some orthonormal frames).
Proof. Suppose first that H|F = SO(n). Choose any q0 = (x0, xˆ0;A0) ∈ Q and define
Fˆ = A0F (which is an orthonormal frame of Mˆ at xˆ0 since A0 ∈ Q) and compute,
noticing that MF,Fˆ (A0) = idRn ,
π−1Q (x0, xˆ0) ∩ ODNS(q0) ∼= Hˆ|FˆH|F = H|FˆSO(n) = SO(n),
where the first diffeomorphism comes from Theorem 4.1. But the πQ-fibers of Q are dif-
feomorphic to SO(n) and hence π−1Q (x0, xˆ0)∩ODNS(q0) = π
−1
Q (x0, xˆ0). By connectedness
of M, Mˆ it follows that Q = ODNS(q0).
Assume now that both holonomy groups are different from SO(n). We also remark
that if one holonomy group is included in the other one, then complete controllability
cannot hold according to Eq. (36). Using Berger’s list, see [13], and taking into account
that
Sp(m) ⊂ SU(2m) ⊂ U(2m) ⊂ SO(4m)
where n = 4m, it only remains to study the following case: n = 4m with m ≥ 2, one
group is equal to U(2m) and the other one to Sp(m) · Sp(1). Recall that
dim
(
U(2m)
(
Sp(m) · Sp(1)
)︸ ︷︷ ︸
U(2m)·Sp(1)
)
≤ dimU(2m) + dimSp(1) = 4m2 + 3.
On the other hand dimSO(4m) = 8m2−2m which is always strictly larger than 4m2+3
for all m ≥ 2.
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Remark 4.11 If n = 8, one is left with the study of the case where one of the holonomy
groups is equal to Spin(7) and the other one is either equal to U(4) or to Sp(2) · Sp(1).
As a corollary to Theorem 4.1 and Theorem 4.8, we get the following result of non
controllability in the case where both manifolds are reducible.
Proposition 4.12 Suppose that both (M, g) and (Mˆ, gˆ) are reducible Riemannian man-
ifolds. Then (Σ)NS is not completely controllable.
Proof. We need to show that, under the assumptions, there exists q0 = (x0; xˆ0;A0) ∈ Q
so that the orbit ODNS(q0) is a proper subset of Q.
Fix x0 ∈ M and xˆ0 ∈ Mˆ . Since (M, g) and (Mˆ, gˆ) are reducible, there exist
subspaces V1, V2 ⊂ T |x0M and Vˆ1, Vˆ2 ⊂ T |xˆ0Mˆ , with ni = dim(Vi) ≥ 1, nˆi = dim(Vˆi) ≥
1 and such that H|x0(Vi) ⊂ Vi, Hˆ|xˆ0(Vˆi) ⊂ Vˆi, for i = 1, 2.
Let X11 , . . . , X
1
n1 and X
2
1 , . . . , X
2
n2 be an orthonormal basis of V1 and an orthonormal
basis of V2 respectively and, similarly, let Xˆ
1
1 , . . . , Xˆ
1
nˆ1
and Xˆ21 , . . . , Xˆ
2
nˆ2
be an orthonor-
mal basis of Vˆ1 and an orthonormal basis of Vˆ2 respectively . Here, Vi and Vˆi, i = 1, 2,
are equipped with the metrics induced by g|x0 and gˆ|xˆ0 respectively. These vectors form
orthonormal frames F and Fˆ of M and Mˆ at x0 and xˆ0 respectively.
It follows from the Ambrose-Singer Holonomy Theorem (cf. [13] Theorem 2.4.3, [15]
Theorem 8.1) that the Lie algebras h|F and hˆ|Fˆ of H|F and Hˆ|Fˆ respectively split into
direct sums of Lie-subalgebras,
h|F = h1 ⊕ h2 ⊂ so(n1)⊕ so(n2),
hˆ|Fˆ = hˆ1 ⊕ hˆ2 ⊂ so(nˆ1)⊕ so(nˆ2).
Without loss of generality, we assume that nˆ1 ≥ n1.
Finally, we define the linear map A0 : T |x0M → T |xˆ0Mˆ by
A0(X
1
j ) = Xˆ
1
j , j = 1, . . . , n1, A0(X
2
j ) = Xˆ
1
n1+j
, j = 1, . . . , nˆ1 − n1,
and
A0(X
2
j ) = Xˆ
2
j−(nˆ1−n1), j = nˆ1 − n1 + 1, . . . , n2.
Thus, we have MF,Fˆ (A0) = idRn and hence
h|F +MF,Fˆ (A0)
−1hˆ|FˆMF,Fˆ (A0) = h1 ⊕ h2 + hˆ1 ⊕ hˆ2.
The latter linear vector space is necessarily a proper subset of so(n). In fact, if Eij
is the n × n-matrix with 1 at the i-th row, j-th column and zero otherwise, then the
above linear space does not contain En1 − E1n ∈ so(n). Therefore, the claim follows
from Theorem 4.8.
Corollary 4.13 Suppose that (M, g) and (Mˆ, gˆ) are equal to the Riemannian products
(M1 × M2, g1 ⊕ g2) and (Mˆ1 × Mˆ2, gˆ1 ⊕ gˆ2), with dimMi ≥ 1, dim Mˆi ≥ 1, i = 1, 2
respectively. Then, (Σ)NS is not controllable on Q.
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Proof. From the basic result on holonomy groups, we get the following decomposition
H|x = H
∇g1 |x1 × H
∇g2 |x2, where x = (x1, x2) ∈ M , and Hˆ|x = H
∇gˆ1 |xˆ1 × H
∇gˆ2 |xˆ2,
where xˆ = (xˆ1, xˆ2) ∈ Mˆ . This shows that the actions of H and Hˆ on T |xM , T |xˆMˆ ,
respectively, are both reducible. Thus, the claim follows from the previous proposition.
5 Study of the Rolling problem (R)
In this section, we investigate the rolling problem as a control system (Σ)R associated
to a subdistribution DR of DNS defined as follows.
5.1 Global properties of a DR-orbit
We begin with the following remark.
Remark 5.1 Notice that the map πQ,M : Q → M is in fact a bundle. Indeed, let
F = (Xi)
n
i=1 be a local oriented orthonormal frame of M defined on an open set U . Then
the local trivialization of πQ,M induced by F is
τF : π
−1
Q,M(U)→ U × FOON(Mˆ); τF (x, xˆ;A) = (x, (AXi|x)
n
i=1),
is a diffeomorphism.
We also notice that since πQ,M -fibers are diffeomorphic to FOON(Mˆ), in order that there
would be a principal G-bundle structure for πQ,M , it is necessary (but not sufficient) that
FOON(Mˆ) is diffeomorphic to the Lie-group G. In section 6 we consider special cases where
there is indeed a principal bundle structure on πQ,M which moreover leaves DR invariant.
From Proposition 3.30, we deduce that each DR-orbit is a smooth bundle over M .
This is given in the next proposition (the proof being similar to that of Proposition
4.5).
Proposition 5.2 Let q0 = (x0, xˆ0;A0) ∈ Q and suppose that Mˆ is complete. Then
πODR(q0),M := πQ,M |ODR(q0) : ODR(q0)→ M,
is a smooth subbundle of πQ,M .
Proof. We first show that πODR(q0),M is surjective. If x ∈ M , there is a piecewise
smooth path γ : [a, b] → M from x0 to x such that each smooth piece is a g-geodesic.
By Proposition 3.30 and completeness of Mˆ it follows that there is a rolling path
qDR(γ, q0) : [a, b] → Q along γ with initial position q0 defined on the whole interval
[a, b]. But then πODR(q0),M (qDR(γ, q0)(b)) = x which proves the claimed surjectivity.
Since DR|q ⊂ T |qODR(A0) for every q ∈ ODR(q0) and (πQ,M)∗ maps DR|q isomorphi-
cally onto T |πQ,M (q)M , one immediately deduces that πODR (q0),M is also a submersion.
This implies that each fiber (πODR(q0),M)
−1(x) = ODR(q0)∩π
−1
Q,M (x), x ∈M , is a smooth
closed submanifold of ODR(q0).
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Choose next, for each x ∈ M , an open convex Ux ⊂ T |xM such that expx |Ux is a
diffeomorphism onto its image and 0 ∈ U . Define
τx : π
−1
Q,M(Ux)→ Ux × π
−1
Q,M(x),
q = (y, yˆ;A) 7→
(
y,
(
x, γˆDR(γy,x, q)(1);ADR(γy,x, q)(1)
))
,
where γy,x : [0, 1]→M ; γy,x(t) = expx((1− t) exp
−1
x (y)) is a geodesic from y to x. It is
obvious that τx is a smooth bijection. Moreover, restricting τx to ODR(q0) clearly gives
a smooth bijection
ODR(q0) ∩ π
−1
Q,M(Ux)→ Ux × (ODR(q0) ∩ π
−1
Q,M(x)).
The inverse of τx, τ
−1
x : Ux×π
−1
Q,M(x)→ π
−1
Q,M(Ux) is constructed with a formula similar
to that of τx and is seen, in the same way, to be smooth. This inverse restricted to
Ux × (ODR(q0) ∩ π
−1
Q,M(x)) maps bijectively onto ODR(q0) ∩ π
−1
Q,M(Ux) and thus τx is a
smooth local trivialization of ODR(q0). This completes the proof.
Remark 5.3 In the case where Mˆ is not complete, the result of Proposition 5.2 remains
valid if we just claim that πODR(q0),M is a bundle over its image M
◦ := πQ,M(ODR(q0)),
which is an open connected subset of M .
Write Mˆ◦ := πQ,Mˆ(ODR(q0)). Then using the diffeomorphism ι : Q := Q(M, Mˆ) →
Qˆ := Q(Mˆ,M); (x, xˆ;A) 7→ (xˆ, x;A−1) (Proposition 3.32) one gets
πODR(q0),Mˆ
=πQ,Mˆ |ODR(q0) = πQ,Mˆ ◦ ι
−1|O
D̂R
(ι(q0)) ◦ ι|ODR(q0)
=πQˆ,Mˆ |OD̂R(ι(q0))
◦ ι|ODR (q0) = πOD̂R(ι(q0)),Mˆ
◦ ι|ODR(q0),
from which we see that πODR (q0),Mˆ
is also a bundle over its image Mˆ◦ since ι|ODR(q0) :
ODR(q0) → OD̂R(ι(q0)) is a diffeomorphism and since by the previous proposition and the
above remark πO
D̂R
(ι(q0)),Mˆ
is a bundle over its image, which necessarily is Mˆ◦. Notice also
that if M is complete, then Mˆ◦ = Mˆ .
The next remark illustrates this point.
Remark 5.4 In the previous proposition, the assumption of completeness of Mˆ cannot
be removed. In fact, choose M = R2, Mˆ = {xˆ ∈ R2 | ‖xˆ‖ < 1} (with ‖·‖ the Euclidean
norm). Then
Q ∼= M × Mˆ × SO(2), T (Q) ∼= Q× R2 × R2 × so(2)
and DR is given by
DR|(x,xˆ;A) = {(v, Av, 0) | v ∈ R
2},
as a subspace of T |(x,xˆ;A)Q ∼= R
2 × R2 × so(2). If x0 = 0, xˆ0 = 0 and A0 = idR2 is
the identity map T |0M ∼= R2 → T |0Mˆ ∼= R2, we have that the orbit is equal to the
2-dimensional submanifold of Q given by {(x,A0x,A0) | ‖x‖ < 1} and its image under
the projection on the first factor, πQ,M is a proper open subset {x ∈ R2 | ‖x‖ < 1} of M .
Thus πQ,M |ODR(x0,xˆ0;A0) is not a bundle over M , since this map is not surjective.
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Proposition 5.5 For any Riemannian isometries F ∈ Iso(M, g) and Fˆ ∈ Iso(Mˆ, gˆ) of
(M, g), (Mˆ, gˆ) respectively, one defines smooth free right and left actions of Iso(M, g),
Iso(Mˆ, gˆ) on Q by
q0 · F := (F
−1(x0), xˆ0;A0 ◦ F∗|F−1(x0)), Fˆ · q0 := (x0, Fˆ (xˆ0); Fˆ∗|xˆ0 ◦ A0),
where q0 = (x0, xˆ0;A0) ∈ Q. We also set
Fˆ · q0 · F := (Fˆ · q0) · F = Fˆ · (q0 · F ).
Then for any q0 = (x0, xˆ0;A0) ∈ Q, a.c. γ : [0, 1]→ M , γ(0) = x0, and F ∈ Iso(M, g),
Fˆ ∈ Iso(Mˆ, gˆ), one has
Fˆ · qDR(γ, q0)(t) · F = qDR(F
−1 ◦ γ, Fˆ · q0 · F )(t), (38)
for all t ∈ [0, 1]. In particular,
Fˆ · ODR(q0) · F = ODR(Fˆ · q0 · F ).
Proof. The fact that the group actions are well defined is clear and the smoothness of
these actions can be proven by writing out the Lie-group structures of the isometry
groups (using e.g. Lemma III.6.4 in [28]). If q0 · F = q0 · F ′ for some F, F ′ ∈ Iso(M, g)
and q0 ∈ Q, then F
−1(x0) = F ′
−1(x0), F∗|x0 = F
′
∗|x0 and hence F = F
′ since M is
connected (see [28], p. 43). This proves the freeness of the right Iso(M, g)-action. The
same argument proves the freeness of the left Iso(Mˆ, gˆ)-action.
Finally, Eq. (38) follows from a simple application of Eq. (8). In fact, by Re-
mark 3.29 the rolling curve qDR(γ, q0) = (γ, γˆDR(γ, q0);ADR(γ, q0)) is defined by
P 0t (γˆDR(γ, q0)) ˙ˆγDR(γ, q0)(t) = A0P
0
t (γ)γ˙(t),
ADR(γ, q0)(t) = P
t
0(γˆDR(γ, q0)) ◦ A0 ◦ P
0
t (γ).
First, by using (8), we get
P 0t (Fˆ ◦ γˆDR(γ, q0))
d
dt
(Fˆ ◦ γˆDR(γ, q0))(t) = Fˆ∗P
0
t (γˆDR(γ, q0))Fˆ
−1
∗ (Fˆ∗ ˙ˆγDR(γ, q0)(t))
=Fˆ∗A0P 0t (γ)γ˙(t) = (Fˆ∗A0F∗)(F
−1
∗ P
0
t (γ)F∗)F
−1
∗ γ˙(t)
=(Fˆ∗A0F∗)P 0t (F
−1 ◦ γ)
d
dt
(F−1 ◦ γ)(t),
and since by definition one has
P 0t (γˆDR(F
−1 ◦ γ, Fˆ · q0 · F )) ˙ˆγDR(F
−1 ◦ γ, Fˆ · q0 · F )
=(Fˆ∗A0F∗)P 0t (F
−1 ◦ γ)
d
dt
(F−1 ◦ γ)(t),
the uniqueness of solutions of a system of ODEs gives that
Fˆ ◦ γˆDR(γ, q0) = γˆDR(F
−1 ◦ γ, Fˆ · q0 · F ).
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Hence
Fˆ∗ADR(γ, q0)F∗ = Fˆ∗(P
t
0(γˆDR(γ, q0)) ◦ A0 ◦ P
0
t (γ))F∗
=P t0(Fˆ ◦ γˆDR(γ, q0)) ◦ (Fˆ∗A0F∗) ◦ P
0
t (F
−1 ◦ γ)
=P t0(γˆDR(F
−1 ◦ γ, Fˆ · q0 · F )) ◦ (Fˆ∗A0F∗) ◦ P 0t (F
−1 ◦ γ) = ADR(F
−1 ◦ γ, Fˆ · q0 · F )
which proves (38).
Corollary 5.6 Let q0 = (x0, xˆ0;A0) ∈ Q and γ, ω : [0, 1]→M be absolutely continuous
such that γ(0) = ω(0) = x0, γ(1) = ω(1). Then assuming that qDR(γ, q0), qDR(ω, q0),
qDR(ω
−1.γ, q0) exist and if there exists Fˆ ∈ Iso(Mˆ, gˆ) such that
Fˆ · q0 = qDR(ω
−1.γ, q0)(1),
then
Fˆ · qDR(ω, q0)(1) = qDR(γ, q0)(1).
Proof.
qDR(γ, q0)(1) = qDR(ω.ω
−1.γ, q0)(1) =
(
qDR(ω, qDR(ω
−1.γ, q0)(1)).qDR(ω
−1.γ, q0)
)
(1)
=
(
qDR(ω, Fˆ · q0).qDR(ω
−1.γ, q0)
)
(1) = qDR(ω, Fˆ · q0)(1) = Fˆ · qDR(ω, q0)(1).
Proposition 5.7 Let π1 : (M1, g1)→ (M, g) and πˆ : (Mˆ1, gˆ1)→ (Mˆ, gˆ) be Riemannian
coverings. Write Q1 = Q(M1, Mˆ1) and (DR)1 for the rolling distribution in Q1. Then the
map
Π : Q1 → Q; Π(x1, xˆ1;A1) =
(
π(x1), πˆ(xˆ1); πˆ∗|xˆ1 ◦ A1 ◦ (π∗|x1)
−1)
is a covering map of Q1 over Q and
Π∗(DR)1 = DR.
Moreover, for every q1 ∈ Q1 the restriction onto O(DR)1(q1) of Π is a covering map
O(DR)1(q1) → ODR(Π(q1)). Then, for every q1 ∈ Q1, Π(O(DR)1(q1)) = ODR(Π(q1)) and
one has O(DR)1(q1) = Q1 if and only if ODR(Π(q1)) = Q.
As an immediate corollary of the above proposition, we obtain the following result
regarding the complete controllability of (DR).
Corollary 5.8 Let π1 : (M1, g1) → (M, g) and πˆ : (Mˆ1, gˆ1) → (Mˆ, gˆ) be Riemannian
coverings. Write Q = Q(M, Mˆ), DR andQ1 = Q(M1, Mˆ1), (DR)1 respectively for the state
space and for the rolling distribution in the respective state space. Then the control system
associated to DR is completely controllable if and only if the control system associated
to (DR)1 is completely controllable. As a consequence, when one addresses the complete
controllability issue for the rolling distribution DR, one can assume with no loss of generality
that both manifolds M and Mˆ are simply connected.
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We now proceed with the proof of Proposition 5.7.
Proof. It is clear that Π is a local diffeomorphism onto Q. To show that it is a covering
map, let q1 = (x1, xˆ1;A1) and choose evenly covered w.r.t π, πˆ open sets U and Uˆ ofM ,
Mˆ containing π(x1), πˆ(xˆ1), respectively. Thus π
−1(U) =
⋃
i∈I Ui and πˆ
−1(Uˆ) =
⋃
i∈Iˆ Uˆi
where Ui, i ∈ I (resp. Uˆi, i ∈ Iˆ) are mutually disjoint connected open subsets of M1
(resp. Mˆ1) such that π (resp. πˆ) maps each Ui (resp. Uˆi) diffeomorphically onto U
(resp. Uˆ). Then
Π−1(π−1Q (U × Uˆ)) = π
−1
Q1
((π × πˆ)−1(U × Uˆ)) =
⋃
i∈I,j∈Iˆ
π−1Q1 (Ui × Uˆj),
where π−1Q1 (Ui × Uˆj) for (i, j) ∈ I × Iˆ are clearly mutually disjoint and connected. Now
if for a given (i, j) ∈ I × Iˆ we have (y1, yˆ1, B1), (z1, zˆ1;C1) ∈ π
−1
Q1
(Ui × Uˆj) such that
Π(y1, yˆ1;B1) = Π(z1, zˆ1, C1), then y1 = z1, yˆ1 = zˆ1 and hence B1 = C1, which shows that
Π restricted to π−1Q1 (Ui× Uˆj) is injective. It is also a local diffeomorphism, as mentioned
above, and clearly surjective onto π−1Q (U × Uˆ), which proves that π
−1
Q (U × Uˆ) is evenly
covered with respect to Π. This finishes the proof that Π is a covering map.
Suppose next that q1(t) = (γ1(t), γˆ1(t);A1(t)) is a smooth path on Q1 tangent to
(DR)1 and defined on an interval containing 0 ∈ R. Define q(t) = (γ(t), γˆ(t);A(t)) :=
(Π ◦ q1)(t). Then
˙ˆγ(t) =πˆ∗ ˙ˆγ1(t) = πˆ∗A1(t)γ˙1(t) = A(t)π∗γ˙1(t) = A(t)γ˙(t)
A(t) =πˆ∗|γˆ1(t) ◦ P
t
0(γˆ1(t)) ◦ A1(0) ◦ P
0
t (γ1) ◦ (π∗|γ1(t))
−1
=P t0(γˆ(t)) ◦ πˆ∗|γˆ1(t) ◦ A1(0) ◦ (π∗|γ1(t))
−1 ◦ P 0t (γ)
=P t0(γˆ(t)) ◦ A(0) ◦ P
0
t (γ),
which shows that q(t) is tangent to DR. This shows that Π∗(DR)1 ⊂ DR and the
equality follows from the fact that Π is a local diffeomorphism and the ranks of (DR)1
and DR are the same i.e., = n.
Let q1 = (x1, xˆ1;A1). We proceed to show that the restriction of Π gives a covering
O(DR)1(q1) → ODR(Π(q1)). First, since Π∗(DR)1 = DR and Π : Q1 → Q is a covering
map, it follows that Π(O(DR)1(q1)) = ODR(Π(q1)).
Let q := Π(q1) and let U ⊂ Q be an evenly covered neighbourhood of q w.r.t. Π.
By the Orbit Theorem, there exists vector fields Y1, . . . , Yd ∈ VF(Q) tangent to DR
and (u1, . . . , ud) ∈ (L1([0, 1]))d and a connected open neighbourhood W of (u1, . . . , ud)
in (L1([0, 1]))d such that the image of the end point map end(Y1,...,Yd)(q,W ) is an open
subset of the orbit ODR(q) containing q and included in the Π-evenly covered set U .
Let (Yi)1, i = 1, . . . , d, be the unique vector fields on Q1 defined by Π∗(Yi)1 = Yi,
i = 1, . . . , d. Since Π∗(DR)1 = DR, it follows that (Yi)1 are tangent to (DR)1 and also,
Π ◦ end((Y1)1,...,(Yd)1) = end(Y1,...,Yd) ◦ (Π× id). It follows that end((Y1)1,...,(Yd)1)(q
′
1,W ) is an
open subset of O(DR)1(q1) contained in Π
−1(U) for every q′1 ∈ (Π|O(DR)1(q1))
−1(q).
Since end((Y1)1,...,(Yd)1) is continuous and W is connected, it thus follows that for
each q′1 ∈ (Π|O(DR)1 (q1))
−1(q), the connected set end((Y1)1,...,(Yd)1)(q
′
1,W ) is contained in a
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single component of Π−1(U) which, since U was evenly covered, is mapped diffeomor-
phically by Π onto U . But then Π maps end((Y1)1,...,(Yd)1)(q
′
1,W ) diffeomorphically onto
end(Y1,...,Yd)(q,W ). Since it is also obvious that
(Π|O(DR)1 (q1))
−1(end(Y1,...,Yd)(q,W )) = ⋃
q′1∈(Π|O(DR)1 (q1))
−1(q)
end((Y1)1,...,(Yd)1)(q
′
1,W ),
we have proved that end(Y1,...,Yd)(q,W ) is an evenly covered neighbourhood of q in
ODR(q) w.r.t Π|O(DR)1(q1).
Finally, let us prove that for every q1 ∈ Q1, the following implication holds true,
ODR(Π(q1)) = Q =⇒ O(DR)1(q1) = Q1,
(the converse statement being trivial). Indeed, if ODR(Π(q1)) = Q, then, for every
q ∈ Q, ODR(q) = Q and, on the other hand, the fact that Π restricts to a covering map
O(DR)1(q
′
1) → ODR(Π(q
′
1)) = Q for any q
′
1 ∈ Q1 implies that all the orbits O(DR)1(q
′
1),
q′1 ∈ Q1, are open on Q1. But Q1 is connected (and orbits are non-empty) and hence
there cannot be but one orbit. In particular, O(DR)1(q1) = Q1.
5.2 Rolling Curvature and Lie Algebraic Structure of DR
5.2.1 Rolling Curvature
We compute some commutators of the vector fields of the form LR(X) with X ∈
VF(M). The formulas obtained hold both in Q and T ∗M ⊗ TMˆ and thus we do them
in the latter space.
The first commutators of the DR-lifted fields are given in the following theorem.
Proposition 5.9 If X, Y ∈ VF(M), q = (x0, xˆ0;A) ∈ T
∗(M) ⊗ T (Mˆ), then the
commutator of the lifts LR(X) and LR(Y ) at q is given by
[LR(X),LR(Y )]|q = LR([X, Y ])|q + ν(AR(X, Y )− Rˆ(AX,AY )A)|q. (39)
Proof. Choosing T (B) = (X,BX), S(B) = (Y,BY ) for B ∈ T ∗(M)⊗ T (Mˆ) in propo-
sition 3.45 we have
[LR(X),LR(Y )]|q = LNS([X + A˜X, Y + A˜Y ])|q + ν(AR(X, Y )− Rˆ(AX,AY )A)|q,
where [
(X, A˜X), (Y, A˜Y )
]∣∣
(x0,xˆ0)
= ∇(X,A˜X)(Y, A˜Y )−∇(Y,A˜Y )(X, A˜X)
=
(
∇XY −∇YX, ∇ˆAX(A˜Y )− ∇ˆAX(A˜Y )
)∣∣
(x0,xˆ0)
+∇(0,AX)Y −∇(0,AY )X
+∇(X,0)(A˜Y )|(x0,xˆ0) −∇(Y,0)(A˜X)|(x0,xˆ0),
in which e.g.
∇ˆAX(A˜Y )|xˆ0 = (∇(0,AX)A˜)|(x0,xˆ0)Y˜ |xˆ0 + A˜|(x0,xˆ0)(∇0Y )|x0 = 0,
∇(0,AX)Y = 0,
∇(X,0)(A˜Y )|(x0,xˆ0) = (∇(X,0)A˜)|(x0,xˆ0)Y |x0 + A∇XY |x0 = A∇XY |x0.
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Therefore
[LR(X),LR(Y )]|q =LNS
((
∇XY −∇YX, 0
)
+ 0 +
(
0, A∇XY −A∇YX
))∣∣∣
q
+ ν(AR(X, Y )− Rˆ(AX,AY )A)|q,
which proves the claim after noticing that, by torsion freeness of ∇, one has ∇XY −
∇YX = [X, Y ].
Proposition 5.9 justifies the next definition.
Definition 5.10 Given vector fields X, Y, Z1, . . . , Zk ∈ VF(M), we define the Rolling
Curvature of the rolling of M against Mˆ as the smooth mapping
Rol(X, Y ) : πT ∗M⊗TMˆ → πT ∗M⊗TMˆ ,
by
Rol(X, Y )(A) := AR(X, Y )− Rˆ(AX,AY )A, . (40)
Moreover, we use Rolq to denote the linear map ∧2T |xM → T ∗|xM ∧ T |xˆMˆ defined on
pure elements of ∧2T |xM by
Rolq(X ∧ Y ) = Rol(X, Y )(A). (41)
Similarly, for k ≥ 0, the smooth mapping
∇
k
Rol(X, Y, Z1, . . . , Zk) : πT ∗M⊗TMˆ → πT ∗M⊗TMˆ ,
by
∇
k
Rol(X, Y, Z1, . . . , Zk)(A) := A∇
kR(X, Y, (·), Z1, . . . , Zk)
− ∇ˆkRˆ(AX,AY,A(·), AZ1, . . . , AZk). (42)
Restricting to Q, we have
Rol(X, Y ),∇
k
Rol(X, Y, Z1, . . . , Zk)(A) ∈ C
∞(πQ, πT ∗M⊗TMˆ),
such that, for all (x, xˆ;A) ∈ Q,
Rol(X, Y )(A),∇
k
Rol(X, Y, Z1, . . . , Zk)(A) ∈ A(so(T |xM)).
Remark 5.11 With this notation, Eq. (39) of Proposition 5.9 can be written as
[LR(X),LR(Y )]|q = LR([X, Y ])|q + ν(Rol(X, Y )(A))|q.
Remark 5.12 Recall that both R|x, Rˆ|xˆ are (real) symmetric endomorphisms on ∧2T |xM
and ∧2T |xˆMˆ respectively. Since A : T |xM → T |xˆMˆ is an isometry, it follows that Rolq,
defined in (??), is a (real) symmetric map ∧2T |xM → ∧2T |xˆMˆ . Here of course, we
understand that ∧2T |xM and ∧2T |xˆMˆ are endowed with the metrics induced in a natural
way from g|x and gˆ|xˆ.
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In order to take advantage of the spectral properties of a (real) symmetric endo-
morphism, we introduce the following operator associated to the rolling curvature.
Recall that using the metric g, one may identify T ∗|xM ∧ T |xM = so(T |xM) with
∧2T |xM as we usually do without mention. Given this, we make the following definition.
Definition 5.13 If q = (x, xˆ;A) ∈ Q, let R˜olq : ∧
2T |xM → ∧
2T |xM be the (real)
symmetric endomorphism defined by
R˜olq := A
T
Rolq. (43)
In particular, eigenvalues of R|x, Rˆ|xˆ and R˜olq are real and the eigenspaces corresponding
to distinct eigenvalues are orthogonal one to the other.
Recall that, on a Riemannian manifold (N, h), a smooth vector field t 7→ Y (t) along
a smooth curve t 7→ γ(t) is a Jacobi field if Y satisfies the following second order ODE:
∇hγ˙(t)∇
h
γ˙(·)Y (·) = R
h(γ˙(t), Y (t))γ˙(t).
The next lemma relates the rolling curvature Rol to the Jacobi fields of M and Mˆ .
Lemma 5.14 Suppose that q0 = (x0, xˆ0;A0) ∈ T ∗M ⊗TMˆ , γ : [a, b]→M is a smooth
curve with γ(a) = x0 and that the rolling problem along γ has a solution qDR(γ, q0) =
(γ, γˆDR(γ, q0);ADR(γ, q0)) on the interval [a, b]. If t 7→ Y (t) is a Jacobi field of (M, g)
along γ, then Yˆ (t) = ADR(γ, q0)(t)Y (t) is a vector field along γˆDR(γ, q0) and, for all
t ∈ [a, b],
∇ˆ ˙ˆγDR (γ,q0)(t)
∇ˆ ˙ˆγDR (γ,q0)(·)Yˆ (·) =Rˆ
(
˙ˆγDR(γ, q0)(t), Yˆ (t)
)
˙ˆγDR(γ, q0)(t)
+ Rol(γ˙(t), Y (t))(ADR(γ, q0)(t))γ˙(t).
Proof. Since ∇(γ˙(t), ˙ˆγDR (γ,q0)(t))
ADR(γ, q0)(·) = 0 and Y is a Jacobi field, one has
∇ˆ ˙ˆγDR (γ,q0)(t)
∇ˆ ˙ˆγDR (γ,q0)(·)Yˆ (·)
=ADR(γ, q0)(t)∇γ˙(t)∇γ˙(·)Y (·) = ADR(γ, q0)(t)R(γ˙(t), Y (t))γ˙(t)
=Rol(γ˙(t), Y (t))(ADR(γ, q0)(t))γ˙(t)
+ Rˆ(ADR(γ, q0)(t)γ˙(t), ADR(γ, q0)(t)Y (t))ADR(γ, q0)(t)γ˙(t)
from which the claim follows by using the facts that
ADR(γ, q0)(t)γ˙(t) = ˙ˆγDR(γ, q0)(t) and ADR(γ, q0)(t)Y (t) = Yˆ (t).
We will use Lemma 5.14 to prove Theorem 5.40.
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Remark 5.15 Notice that if, in Lemma 5.14, it held that
Rol(Y (t), γ˙(t))(ADR(γ, q0)(t))γ˙(t) = 0,
for all t ∈ [a, b], then Yˆ defined there would be a Jacobi field along γˆDR(γ, q0). Hence, Rol
measures the obstruction for Yˆ = ADR(γ, q0)(t)Y (t) to be a Jacobi field of Mˆ , if Y (t) is a
Jacobi field on M along γ.
Before proceeding with the computations of higher order brackets of the vector fields
LR(X), we prove the following lemma.
Lemma 5.16 Let A˜ ∈ Γ(πT ∗M⊗TMˆ) and (x, xˆ;A) ∈ T
∗M ⊗ TMˆ such that A˜|(x,xˆ) = A
and ∇XA˜ = 0 for all X ∈ T |(x,xˆ)(M × Mˆ). Then, for X1, . . . , Xk+2, Y ∈ VF(M),
∇(Y,AY )
(
∇
k
Rol(X1, X2, X3, . . . , Xk+2)(A˜)
)
(44)
=∇
k+1
Rol(X1, . . . , Xk+2, Y )(A) +
k+2∑
i=1
∇
k
Rol(X1, . . . ,∇YXi . . . , Xk+2)(A) (45)
Proof. If k = 0, we have ∇
0
Rol(X1, X2)(A˜) = Rol(X1, X2)(A˜) and since ∇(Y,AY )A˜ = 0,
one gets
∇(Y,AY )Rol(X1, X2)(A˜) = ∇(Y,AY )
(
A˜R(X1, X2)− Rˆ(A˜X1, A˜X2)A˜
)
=A∇Y (R(X1, X2))− (∇(Y,AY )Rˆ(A˜X1, A˜X2))A˜
=A∇R(X1, X2, (·), Y ) + AR(∇YX1, X2) + AR(X1,∇YX2)
− ∇ˆRˆ(AX1, AX2, A(·), AY )− Rˆ(A∇YX1, AX2)A− Rˆ(AX1, A∇YX2),
where on the last line we have computed ∇(Y,AY )(A˜Xi) = A∇YXi. The case k > 0 is
proved by induction and similar computations.
5.2.2 Computation of more Lie brackets
Proposition 5.17 Let X, Y, Z ∈ VF(M). Then, for q = (x, xˆ;A) ∈ T ∗M ⊗ TMˆ , one
has
[LR(Z), ν(Rol(X, Y )(·))]|q =−LNS(Rol(X, Y )(A)Z)|q + ν
(
∇
1
Rol(X, Y, Z)(A)
)∣∣
q
+ ν
(
Rol(∇ZX, Y )(A)
)∣∣
q
+ ν
(
Rol(X,∇ZY )(A)
)∣∣
q
.
Proof. Taking T (B) = (Z,BZ) and U = Rol(X, Y ) for B ∈ T ∗M ⊗ TMˆ in Proposition
3.46, we get
[LR(Z), ν(Rol(X, Y )(·))]|q
=−LNS(ν(Rol(X, Y )(A))|q(Z + (·)Z))|q + ν(∇Z+AZ(Rol(X, Y )(A˜)))|q.
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From here, one easily computes that
ν(Rol(X, Y )(A))|q(Z + (·)Z) =
d
dt
|0
(
Z + (A+ tRol(X, Y )(A))Z
)
= Rol(X, Y )(A)Z,
and by Lemma 5.16, one gets
∇Z+AZ(Rol(X, Y )(A˜)) = ∇
1
Rol(X, Y, Z)(A) + Rol(∇ZX, Y )(A) + Rol(X,∇ZY )(A).
By Proposition 5.9, the last two terms (when considered as vector fields on T ∗M ⊗
TMˆ) on the right hand side belong to VF2DR.
Since for X, Y ∈ VF(M) and q = (x, xˆ;A) ∈ Q we have ν(Rol(X, Y )(A))|q ∈ ODR(q)
by Proposition 5.9, it is reasonable to compute the Lie-bracket of two elements of this
type. This is given in the following proposition.
Proposition 5.18 For any q = (x, xˆ;A) ∈ Q and X, Y, Z,W ∈ VF(M) we have[
ν(Rol(X, Y )(·)), ν(Rol(Z,W )(·))
]∣∣
q
=ν
(
Rol(X, Y )(A)R(Z,W )− Rˆ(Rol(X, Y )(A)Z,AW )A− Rˆ(AZ,Rol(X, Y )(A)W )A
− Rˆ(AZ,AW )Rol(X, Y )(A)− Rol(Z,W )(A)R(X, Y ) + Rˆ(Rol(Z,W )(A)X,AY )A
+ Rˆ(AX,Rol(Z,W )(A)Y )A + Rˆ(AX,AY )Rol(Z,W )(A)
)∣∣
q
.
Proof. We use Proposition 3.47 where for U, V we take U(A) = Rol(X, Y )(A) and
V (A) = Rol(Z,W )(A). First compute for B such that ν(B)|q ∈ V |q(Q) that
ν(B)|qU =ν(B)|q
(
A˜ 7→ A˜R(X, Y )− Rˆ(A˜X, A˜Y )A˜
)
=
d
dt
∣∣
0
(
(A+ tB)R(X, Y )− Rˆ((A+ tB)X, (A + tB)Y )(A + tB)
)
=BR(X, Y )− Rˆ(BX,AY )A− Rˆ(AX,BY )A− Rˆ(AX,AY )B
So by taking B = V (A) we get
ν(V (A))|qU =Rol(Z,W )(A)R(X, Y )− Rˆ(Rol(Z,W )(A)X,AY )A
− Rˆ(AX,Rol(Z,W )(A)Y )A− Rˆ(AX,AY )Rol(Z,W )(A)
and similarly for ν(U(A))|qV .
For later use, we find it convenient to provide another expression for Proposition
5.18 and, for that purpose, we recall the following notation. For A,B ∈ so(T |xM), we
define
[A,B]so := A ◦B − B ◦ A ∈ so(T |xM).
Then, one has the following corollary.
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Corollary 5.19 For any q = (x, xˆ;A) ∈ Q and X, Y, Z,W ∈ VF(M) we have
ν|−1q
[
ν(Rol(X, Y )(·)), ν(Rol(Z,W )(·))
]∣∣
q
=A
[
R(X, Y ), R(Z,W )
]
so
−
[
Rˆ(AX,AY ), Rˆ(AZ,AW )
]
so
A
− Rˆ(Rol(X, Y )(A)Z,AW )A− Rˆ(AZ,Rol(X, Y )(A)W )A
+ Rˆ(AX,Rol(Z,W )(A)Y )A + Rˆ(Rol(Z,W )(A)X,AY )A. (46)
Proof. This is immediate by standard computations and the definition of Rol.
From Proposition 3.46 we get the following proposition.
Proposition 5.20 Let q0 = (x0, xˆ0;A0) ∈ Q. Suppose that, for some X ∈ VF(M) and
a real sequence (tn)
∞
n=1 s.t. tn 6= 0 for all n, limn→∞ tn = 0, we have
V |ΦLR(X)(tn,q0)(πQ) ⊂ T (ODR(q0)), ∀n. (47)
Then LNS(Y, Yˆ )
∣∣
q0
∈ T |q0ODR(q0) for every Y ∈ T |x0M that is g-orthogonal to X|x0 and
every Yˆ ∈ T |xˆ0Mˆ that is gˆ-orthogonal to A0X|x0. Hence the orbitODR(q0) has codimension
at most 1 inside Q.
Proof. Letting n tend to infinity, it follows from (47) that V |q0(πQ) ⊂ T |q0ODR(q0).
Recall, from Proposition 3.7, that every element of V |q0(πQ) is of the form ν(B)|q0,
with a unique B ∈ Q|(x0,xˆ0) satisfying A
T
0B ∈ so(T |x0M). Fix such a B and define a
smooth local section S˜ of so(TM)→ M defined on an open set W ∋ x0 by
S˜|x = P
1
0
(
t 7→ expx0(t exp
−1
x0 (x))
)
(AT0B).
Then clearly, S˜|x0 = A
T
0B and ∇Y S˜ = 0 for all Y ∈ T |x0M and it is easy to verify that
S˜|x ∈ so(T |xM) for all x ∈ W .
We next define a smooth map U : π−1Q (W×Mˆ)→ T
∗M⊗TMˆ by U(x, xˆ;A) = AS˜|x.
Obviously ν(U(x, xˆ;A)) ∈ V |(x,xˆ;A)(πQ) for all (x, xˆ;A). Then, choosing in Proposition
3.46, T = X + (·)X (and the above U) and noticing that
ν(U(A0))|q0T = U(A0)X = BX,
one gets
[LR(X), ν(U(·))]|q0 = −LNS(BX)|q0 + ν(∇(X,A0X)(U(A˜)))|q0 (48)
where A˜|(x0,xˆ0) = A0. By the choice of S˜ and A˜, we have, for all Y = (Y, Yˆ ) ∈
T |(x0,xˆ0)M × Mˆ ,
∇Y (U(A˜)) = ∇Y (A˜S˜) = (∇Y A˜)S˜|(x0,xˆ0) + A˜|(x0,xˆ0)∇Y S˜ = 0,
and hence the last term on the right hand side of (48) actually vanishes.
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By definition, the vector field q 7→ LR(X)|q is tangent to the orbit ODR(q0) and,
by the assumption of Equation (47), the values of the map q = (x, xˆ;A) 7→ ν(U(A))|q are
also tangent toODR(q0) at the points ΦLR(X)(tn, q0), n ∈ N. Hence
(
(ΦLR(X))−tn
)
∗ν(U(·))|ΦLR(X)(tn,q0) ∈
T |q0ODR(q0) and therefore,
[LR(X), ν(U(·))]|q0
= lim
n→∞
(
(ΦLR(X))−tn
)
∗ν(U(·))|ΦLR(X)(tn,q0) − ν(B)|q0
tn
∈ T |q0ODR(q0),
i.e., the left hand side of (48) must belong to T |q0ODR(q0). But this implies that
LNS(BX)|q0 ∈ T |q0ODR(q0), ∀B s.t. ν(B) ∈ V |q0(πQ)
i.e.,
LNS(A0so(T |x0M)X)|q0 ⊂ T |q0ODR(q0).
Notice next that so(T |x0M)X is exactly the set X|
⊥
x0 of vectors of T |x0M that are g-
perpendicular to X|x0. Since A0 ∈ Q, it follows that the set A0so(T |x0M)X is equal to
A0X|⊥x0 which is the set of vectors of T |xˆ0Mˆ that are gˆ-perpendicular to A0X|x0. We
conclude that LNS(Y )|q0 = LR(Y )|q0 −LNS(A0Y )|q0 ∈ T |q0ODR(q0) for all Y ∈ X|
⊥
x0.
Finally notice that since the subspaces X⊥×{0}, R(X,A0X) and {0}× (A0X)⊥ of
T |(x0,xˆ0)(M × Mˆ) are linearly independent, their LNS-lifts at q0 are that also and hence
these lifts span a (n− 1) + 1 + (n− 1) = 2n− 1 dimensional subspace of T |q0ODR(q0).
This combined with the fact that V |q0(πQ) ⊂ T |q0ODR(q0) shows dimODR(q0) ≥ 2n −
1+ dim V |q0(πQ) = dim(Q)− 1 i.e., the orbit ODR(q0) has codimension at most 1 in Q.
This finishes the proof.
Corollary 5.21 Suppose there is a point q0 = (x0, xˆ0;A0) ∈ Q and ǫ > 0 such that for
every X ∈ VF(M) with ‖X‖g < ǫ on M one has
V |ΦLR(X)(t,q0)(πQ) ⊂ T
(
ODR(q0)
)
, |t| < ǫ.
Then the orbit ODR(q0) is open in Q.
As a consequence, we have the following characterization of complete controllability:
the control system (Σ)R is completely controllable if and only if
∀q ∈ Q, V |q(πQ) ⊂ T |qODR(q). (49)
Proof. For the first part of the corollary, the assumptions and the previous proposition
imply that for every X ∈ T |x0M we have LNS(Y, Yˆ )|q0 ∈ T |q0ODR(q0) for every Y ∈ X
⊥,
Yˆ ∈ A0X⊥. But since X is an arbitrary element of T |x0M , this means that DNS|q0 ⊂
T |q0ODR(q0) and because T |q0Q = DNS|q0 ⊕ V |q0(πQ), we get T |q0Q = T |q0
(
ODR(q0)
)
.
This implies that ODR(q0) is open in Q. The last part of the corollary is an immediate
consequence of this and the fact that Q is connected.
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Remark 5.22 The above corollary is intuitively obvious. Assumption given by Eq. (49)
simply means that there is complete freedom for infinitesimal spinning, i.e., for reorienting
one manifold with respect to the other one without moving in M×Mˆ . In that case, proving
complete controllability is easy, by using a crab-like motion.
5.3 Controllability Properties of DR
5.3.1 First Results
Proposition 5.9 has the following simple consequence.
Corollary 5.23 The following cases are equivalent:
(i) The rolling distribution DR on Q is involutive.
(ii) For all X, Y, Z ∈ T |xM and (x, xˆ;A) ∈ T ∗(M)⊗ T (Mˆ)
Rol(X, Y )(A) = 0.
(iii) (M, g) and (Mˆ, gˆ) both have constant and equal curvature.
The same result holds when one replaces Q by T ∗M ⊗ TMˆ .
Proof. (i)⇐⇒ (ii) follows from Proposition 5.9.
For the rest of the proof, we use
σ(X,Y ) = g(R(X, Y )Y,X), and σ(Xˆ,Yˆ ) = gˆ(Rˆ(Xˆ, Yˆ )Yˆ , Xˆ),
to denote the sectional curvature of M w.r.t orthonormal vectors X, Y ∈ T |xM and
the sectional curvature of Mˆ w.r.t. orthonormal vectors Xˆ, Yˆ ∈ T |xˆMˆ respectively. We
have seen that the involutivity of DR is equivalent to the condition in (ii) which is again
equivalent (since sectional curvatures completely determine Riemannian curvatures) to
the equation
σ(X,Y ) = σˆ(AX,AY ), ∀(x, xˆ;A) ∈ Q, X, Y ∈ T |xM. (50)
(ii)⇒(iii) If we fix x ∈ M and g-orthonormal vectors X, Y ∈ T |xM , then, for any
xˆ ∈ Mˆ and any gˆ-orthonormal vectors Xˆ, Yˆ ∈ T |xˆMˆ , we may choose A ∈ Q|(x,xˆ) such
that AX = Xˆ, AY = Yˆ (in the case n = 2 we may have to replace, say, Xˆ by −Xˆ but
this does not change anything in the argument below). Hence the above equation (50)
shows that the sectional curvatures at every point xˆ ∈ Mˆ and w.r.t every orthonormal
pair Xˆ, Yˆ are all the same i.e., σ(X,Y ). Thus (Mˆ, gˆ) has constant sectional curvatures
i.e., it has a constant curvature. Changing the roles of M and Mˆ we see that (M, g)
also has constant curvature and the constants of curvatures are the same.
(iii)⇒(ii) Suppose that M, Mˆ have constant and equal curvatures. By a standard
result (see [28] Lemma II.3.3), this is equivalent to the fact that there exists k ∈ R such
that
R(X, Y )Z = k
(
g(Y, Z)X − g(X,Z)Y
)
, X, Y, Z ∈ T |xM, x ∈M,
Rˆ(Xˆ, Yˆ )Zˆ = k
(
gˆ(Yˆ , Zˆ)Xˆ − gˆ(Xˆ, Zˆ)Yˆ
)
, Xˆ, Yˆ , Zˆ ∈ T |xˆMˆ, xˆ ∈ Mˆ.
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On the other hand, if A ∈ Q, X, Y, Z ∈ T |xM , we would then have
Rˆ(AX,AY )(AZ) = k(gˆ(AY,AZ)AX − gˆ(AX,AZ)(AY ))
=A(k(g(Y, Z)X − g(X,Z)Y ) = A(R(X, Y )Z).
This implies that Rol(X, Y )(A) = 0 since Z was arbitrary.
In the situation of the previous corollary, the control system (Σ)R is as far away
from being controllable as possible: all the orbits ODR(q), q ∈ Q, are integral manifolds
of DR.
The next consequence of Proposition 5.9 can be seen as a (partial) generalization of
the previous corollary and a special case of the Ambrose’s theorem 5.38. The corollary
gives a necessary and sufficient condition describing the case in which at least one
DR-orbit is an integral manifold of DR. It will be used in the proof of Theorem 5.28
below.
Corollary 5.24 Suppose that (M, g) and (Mˆ, gˆ) are complete. The following cases are
equivalent:
(i) There exists a q0 = (x0, xˆ0;A0) ∈ Q such that the orbit ODR(q0) is an integral
manifold of DR.
(ii) There exists a q0 = (x0, xˆ0;A0) ∈ Q such that
Rol(X, Y )(A) = 0, ∀(x, xˆ;A) ∈ ODR(q0), X, Y ∈ T |xM.
(iii) There is a complete Riemannian manifold (N, h) and Riemannian covering maps
F : N →M , G : N → Mˆ . In particular, (M, g) and (Mˆ, gˆ) are locally isometric.
Proof. (i) ⇒ (ii): Notice that the restrictions of vector fields LR(X), X ∈ VF(M),
to the orbit ODR(q0) are smooth vector fields of that orbit. Thus [LR(X),LR(Y )] is
also tangent to this orbit for any X, Y ∈ VF(M) and hence Proposition 5.9 implies the
claim.
(ii) ⇒ (i): It follows, from Proposition 5.9, that DR|ODR(q0), the restriction of DR
to the manifold ODR(q0), is involutive. Since maximal connected integral manifolds of
an involutive distribution are exactly its orbits, it follows that ODR(q0) is an integral
manifold of DR.
(i) ⇒ (iii): Let N := ODR(q0) and h := (πQ,M |N)
∗(g) i.e., for q = (x, xˆ;A) ∈ N and
X, Y ∈ T |xM , define
h(LR(X)|q,LR(Y )|q) = g(X, Y ).
If F := πQ,M |N and G := πQ,Mˆ |N , we immediately see that F is a local isometry (note
that dim(N) = n) and the fact that G is a local isometry follows from the following
computation: for q = (x, xˆ;A) ∈ N , X, Y ∈ T |xM , one has
gˆ(G∗(LR(X)|q), G∗(LR(Y )|q)) = gˆ(AX,AY ) = g(X, Y ) = h(LR(X)|q,LR(Y )|q).
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The completeness of (N, h) can be easily deduced from the completeness of M and Mˆ
together with Proposition 3.30. Proposition II.1.1 in [28] proves that the maps F,G are
in fact (surjective and) Riemannian coverings.
(iii) ⇒ (ii): Let x0 ∈ M and choose z0 ∈ N such that F (z0) = x0. Define xˆ0 =
G(z0) ∈ Mˆ and A0 := G∗|z0 ◦ (F∗|z0)
−1 which is an element of Q|(x0,xˆ0) since F,G were
local isometries. Write q0 = (x0, xˆ0;A0) ∈ Q.
Let γ : [0, 1] → M be an a.c. curve with γ(0) = x0. Since F is a smooth covering
map, there is a unique a.c. curve Γ : [0, 1]→ N with γ = F ◦ Γ and Γ(0) = z0. Define
γˆ = G ◦ Γ and A(t) = G∗|Γ(t) ◦ (F∗|Γ(t))−1 ∈ Q, t ∈ [0, 1]. It follows that, for a.e.
t ∈ [0, 1],
˙ˆγ(t) = G∗|Γ(t)Γ˙(t) = A(t)γ˙(t).
Since F,G are local isometries, ∇(γ˙(t), ˙ˆγ(t))A(·) = 0 for a.e. t ∈ [0, 1]. Thus t 7→
(γ(t), γˆ(t);A(t)) is the unique rolling curve along γ starting at q0 and defined on [0, 1]
and therefore curves of Q formed in this fashion fill up the orbit ODR(q0). Moreover,
since F,G are local isometries, it follows that for every z ∈ N and X, Y ∈ T |F (z)M ,
Rol(X, Y )(G∗|z ◦ (F∗|z)−1) = 0. These facts prove that the condition in (ii) holds and
the proof is therefore finished.
Remark 5.25 If one does not assume that (M, g) and (Mˆ, gˆ) are complete in Corollary
5.24, then (iii) in the above corollary must be replaced by the following:
(iii)’ There is a connected Riemannian manifold (N, h) (not necessarily complete) and
Riemannian covering maps F : N → M◦, G : N → Mˆ◦ where M◦, Mˆ◦ are open
sets of M and Mˆ and there is a z0 ∈ N such that if q0 = (x0, xˆ0;A0) ∈ Q is defined
by A0 := G∗|z0 ◦ (F∗|z0)
−1, then M◦ = πQ,M(ODR(q0)) and Mˆ
◦ = πQ,Mˆ(ODR(q0)).
In particular, M◦, Mˆ◦ are connected and (M◦, g), (Mˆ◦, gˆ) are locally isometric.
Indeed, the argument in the implication (i) ⇒ (iii) goes through except for the com-
pleteness of (N, h), where N = ODR(q0) (connected). Proposition 5.2 and Remark 5.2
show that F = πQ,M |N : N → M◦, G = πQ,Mˆ |N : N → Mˆ
◦ are bundles with discrete
fibers. Now it is a standard (easy) fact that a bundle π : X → Y with connected total
space X and discrete fibers is a covering map (this could have been used in the above proof
instead of referring to [28]).
On the other hand, in the argument of the implication (iii) ⇒ (ii) we did not even use
completeness of (N, h) but only the fact that F : N → M is a covering map to lift a curve γ
inM to the curve Γ in Q. In this non-complete setting, we just have to consider using curves
γ in M◦ and lift them to N by using F : N → M◦. Indeed, if q = (x, xˆ;A) ∈ ODR(q0),
there is a curve γ : [0, 1]→M such that qDR(γ, q0)(1) = q. But for all t one has
γ(t) = πQ,M(qDR(γ, q0)(t)) ∈ πQ,M(ODR(q0)) =M
◦,
so γ is actually a curve in M◦.
Finally, notice that the assumption in (iii)’ that Mˆ◦ = πQ,Mˆ(ODR(q0)) follows from the
others. Indeed, making only the other assumptions, it is first of all clear that if q and γ are
as above, then
πQ,Mˆ(q) = πQ,Mˆ(qDR(γ, q0)(1)) = G(Γ(1)) ∈ Mˆ
◦,
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so πQ,Mˆ(ODR(q0)) ⊂ Mˆ
◦. Then if xˆ ∈ Mˆ◦, one may take a path γˆ : [0, 1] → Mˆ◦ such
that γˆ(0) = xˆ0, γˆ(1) = xˆ and lift it by the covering map G to a curve Γˆ(t) in N starting
from z0. Then if γ(t) := F (Γˆ(t)), t ∈ [0, 1], we easily see that γˆ = γˆDR(γ, q0), whence
xˆ = γˆ(1) ∈ πQ,Mˆ(ODR(q0)).
We conclude this subsection with a necessary condition for complete controllability,
which is an immediate consequence of Theorem 4.10.
Proposition 5.26 Assume that the manifolds M and Mˆ are complete non-symmetric,
simply connected, irreducible and n 6= 8. If the control system (Σ)R is completely con-
trollable, then one of the holonomy groups of M or Mˆ is equal to SO(n) (w.r.t some
orthonormal frames).
5.3.2 A ”Rolling Along Loops” Characterization of Isometry
In this paragraph, we provide a general non-controllability result that will be used later
on. It will be the converse of the following simple proposition.
Proposition 5.27 Suppose (M, g) and (Mˆ, gˆ) have a common Riemannian covering
space (N, h) with projections (local isometries) F : N → M and G : N → Mˆ . Then if
there exist x0 ∈M , xˆ0 ∈ Mˆ such that
F−1(x0) ⊂ G−1(xˆ0),
then for q0 = (x0, xˆ0;A0) ∈ Q with A0 = G∗ ◦ (F∗|q0)
−1 one has that for every loop
γ ∈ Ωx0(M) based at x0 the corresponding curve γˆDR(γ, q0) on Mˆ determined by the
rolling curve starting from q0 (exists and) is a loop based xˆ0 i.e.,
γ ∈ Ωx0(M) =⇒ γˆDR(γ, q0) ∈ Ωxˆ0(Mˆ).
Proof. If γ ∈ Ωx0(M), let Γ be the unique lift of γ to N such that Γ(0) = q0 and
define γˆ = F ◦Γ, A(t) = G∗ ◦ (F∗|Γ(t))−1. Then q(t) = (γ(t), γˆ(t);A(t)) is an element of
Q|(γ(t),γˆ(t)), since F,G are local isometries and moreover, q0 = q(0),
˙ˆγ(t) =
d
dt
(G ◦ Γ)(t) = G∗Γ˙(t) = (G∗ ◦ (F∗|Γ(t))−1)(F∗Γ˙(t)) = A(t)γ˙(t)
∇ˆ ˙ˆγ(t)(A(t)P
t
0(γ)X) =∇ˆG∗Γ˙(t)(G∗(F∗|Γ(t))
−1P t0(γ)X)
=G∗∇h(F∗|Γ(t))−1γ˙(t)((F∗|Γ(t))
−1P t0(γ)X)
=(G∗ ◦ (F∗|Γ(t))−1)∇γ˙(t)(P t0(γ)X) = 0,
for every t ∈ [0, 1] and every X ∈ T |x0M . This proves that q(t) = qDR(γ, q0)(t)
and since γ is a loop based at x0, F (Γ(1)) = γ(1) = x0, which means that Γ(1) ∈
F−1(x0) ⊂ G−1(xˆ0) and thus γˆDR(γ, q0)(1) = γˆ(1) = G(Γ(1)) = xˆ0. By definition,
γˆDR(γ, q0)(0) = xˆ0 and hence γˆDR(γ, q0) ∈ Ωxˆ0(Mˆ). This completes the proof.
Conversely, we have the following theorem which is the main result of this subsection.
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Theorem 5.28 Let (M, g), (Mˆ, gˆ) be complete Riemannian manifolds and suppose that
there is a q0 = (x0, xˆ0;A0) ∈ Q such that for every loop γ ∈ Ωx0(M) based at x0 the
corresponding curve γˆDR(γ, q0) on Mˆ determined by the rolling curve starting from q0 is a
loop based xˆ0 i.e.,
γ ∈ Ωx0(M) =⇒ γˆDR(γ, q0) ∈ Ωxˆ0(Mˆ). (51)
Then (M, g) and (Mˆ, gˆ) have a common Riemannian covering space (N, h) such that if
F : N →M , G : N → Mˆ are the corresponding covering maps, then
F−1(x0) ⊂ G−1(xˆ0).
Proof. For u, v ∈ T |x0M , a Jacobi field along the geodesic t 7→ expx0(tu) =: γu(t) is
given by
Yu,v(t) =
∂
∂s
∣∣
s=0
expx0(t(u+ sv)) = t(expx0)∗|tu(v),
together with the initial conditions: Yu,v(0) = 0, ∇γ˙u(0)Yu,v = v. Define a function
ωˆu,v : [0, 1]× [−1, 1]→ Mˆ by
ωˆu,v(t, s) :=
γˆDR
(
τ 7→ expx0
(
(1− τ)(u+ sv)
)
, qDR
(
σ 7→ expx0(u+ σv), qDR(γu, q0)(1)
)
(s)
)
(t).
It is clear from Proposition 3.30 that for every s ∈ [−1, 1] the map t 7→ ωˆu,v(t, s) is a
geodesic and moreover it is clear that ωˆ(t, 0) = γˆDR(γu, q0)(1− t). This implies that
Yˆu,v(t) :=
∂
∂s
∣∣∣
s=0
ωˆu,v(1− t, s), t ∈ [0, 1],
defines a Jacobi field of (Mˆ, gˆ) along the geodesic γˆDR(γu, q0). We now derive some
properties of this Jacobi field.
We first observe that
Yˆu,v(1) =
∂
∂s
∣∣
s=0
γˆDR
(
σ 7→ expx0(u+ σv), qDR(γu, q0)(1)
)
(s)
=ADR(γu, q0)(1)
∂
∂s
∣∣
0
expx0(u+ sv)
=ADR(γu, q0)(1)Yu,v(1). (52)
We now claim that ωˆu,v(1, s) = xˆ0 for all s. Indeed, we may write ωˆu,v(1, s) as
ωˆu,v(1, s) = γˆDR
( (
τ 7→ expx0((1− τ)(u+ sv))
)
.
(
σ 7→ expx0(u+ σsv)
)
.γu︸ ︷︷ ︸
=:(⋆)∈Ωx0 (M)
, q0
)
(1) = xˆ0
and since the expression (⋆) is a loop on M based at x0, it follows from the assumption
that the path defined on right of the first equality sign is a loop on Mˆ based at xˆ0,
hence its value at t = 1 is xˆ0. From this follows the second property of Yˆu,v, namely
Yˆu,v(0) = 0, (53)
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since Yˆu,v(0) =
∂
∂s
∣∣
s=0
ωˆu,v(1, s) =
∂
∂s
∣∣
0
(s 7→ x0) = 0.
This is a key property since it implies that Yˆu,v has the form
Yˆu,v(t) =
∂
∂s
∣∣
0
êxpxˆ0
(
t(A0u+ svˆ(u, v))
)
= t(êxpxˆ0)∗|tA0u(vˆ(u, v)), (54)
where vˆ(u, v) := ∇ˆ d
dt
êxpxˆ0(tA0u)
Yˆu,v
∣∣
t=0
. It is clear that (u, v) 7→ vˆ(u, v) is a smooth map
(T |x0M)
2 → T |xˆ0Mˆ . We also observed that γˆu(t) := γˆDR(γu, q0) = êxpxˆ0(tA0u).
We next show the following relation.
Lemma 5.29 With the above notations,
∇ˆ ˙ˆγu(t)Yˆu,v|t=1 = ADR(γu, q0)(1)∇γ˙u(t)Yu,v|t=1. (55)
Proof. Writing ∂t :=
∂
∂t
expx0(t(u + sv)), ∂s :=
∂
∂s
expx0(t(u + sv)) ∂ˆt :=
∂
∂t
ωˆ(1 − t, s),
∂ˆs :=
∂
∂s
ωˆ(1− t, s) and ∂s = (∂s, ∂ˆs), we have
∇ˆ ˙ˆγu(t)Yˆu,v|t=1 = ∇ˆ∂ˆt
∂
∂s
∣∣∣
0
ωˆ(1− t, s)
∣∣∣
t=1
= ∇ˆ∂ˆs
∂
∂t
∣∣∣
1
ωˆ(1− t, s)
∣∣∣
s=0
=∇ˆ∂ˆs
∂
∂t
∣∣∣
1
γˆDR
(
τ 7→ expx0((1− τ)(u+ sv)),
qDR
((
σ 7→ expx0(u+ σsv)
)
.γu, q0
)
(1)
)
(1− t)
∣∣∣
s=0
=∇ˆ∂ˆs
(
ADR
((
σ 7→ expx0(u+ σsv)
)
.γu, q0
)
(1)
∂
∂t
∣∣
1
expx0(t(u+ sv))
)∣∣∣
s=0
=∇ˆ∂ˆs
(
ADR
(
σ 7→ expx0(u+ σv), qDR(γu, q0)(1)
)
(s)
∂
∂t
∣∣
1
expx0(t(u+ sv))
)∣∣∣
s=0
=
(
∇∂sADR
(
σ 7→ expx0(u+ σv), qDR(γu, q0)(1)
)
(s)
)∣∣∣
s=0︸ ︷︷ ︸
=0
∂
∂t
∣∣
1
expx0(t(u+ sv))
+ ADR
(
σ 7→ expx0(u+ σv), qDR(γu, q0)(1)
)
(0)
(
∇∂s
∂
∂t
∣∣
1
expx0(t(u+ sv))
)∣∣∣
s=0
=ADR(γu, q0)(1)∇∂t
∂
∂s
∣∣
0
expx0(t(u+ sv))︸ ︷︷ ︸
=Yu,v(t)
∣∣
t=1
=ADR(γu, q0)(1)∇γ˙u(t)Yu,v|t=1,
which gives (55).
The next technical result goes as follows.
Lemma 5.30 Consider vˆ(u, v) defined by (54). Then,
vˆ(u, v) = A0v, ∀u, v ∈ T |x0M. (56)
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Proof. Notice first that for any τ ∈ R,
Yτu,v(t) =
∂
∂s
∣∣
0
expx0(t(τu + sv)) =
1
τ
∂
∂σ
∣∣
0
expx0(tτ(u + σv)) =
1
τ
Yu,v(tτ),
where, in the first equality, we substituted σ := s
τ
. Therefore (52) implies that
Yˆτu,v(1) = ADR(γτu, q0)(1)Yτu,v(1) =
1
τ
ADR(γu, q0)(τ)Yu,v(τ),
i.e.,
ADR(γu, q0)(τ)Yu,v(τ) = τ Yˆτu,v(1). (57)
On one hand, from (55), (57) and (54) one has (recall that γˆu(t) = γDR(γu, q0)(t) =
êxpxˆ0(tA0u))
∇ˆ ˙ˆγu(t)Yˆu,v
∣∣
t=1
=ADR(γu, q0)(1)∇γ˙u(t)Yu,v|t=1 = ∇ˆ ˙ˆγu(t)
(
ADR(γu, q0)(t)Yu,v(t)
)
|t=1
=∇ˆ ˙ˆγu(t)(tYˆtu,v(1))
∣∣
t=1
= Yˆu,v(1) + ∇ˆ ˙ˆγu(t)Yˆtu,v(1)
∣∣
t=1
=Yˆu,v(1) + ∇ˆ ˙ˆγu(t)
∂
∂s
∣∣
0
êxpxˆ0
(
tA0u+ svˆ(tu, v))
)∣∣
t=1
=Yˆu,v(1) + ∇ˆ ˙ˆγu(t)
(
(êxpxˆ0)∗|tA0u(vˆ(tu, v)
)∣∣
t=1
.
On the other hand, using only (54) one has
∇ˆ ˙ˆγu(t)Yˆu,v
∣∣
t=1
=∇ˆ ˙ˆγu(t)
∂
∂s
∣∣
0
êxpxˆ0
(
t(A0u+ svˆ(u, v))
)∣∣
t=1
=∇ˆ ˙ˆγu(t)
(
t(êxpxˆ0)∗|tA0u(vˆ(u, v))
)∣∣
t=1
=(êxpxˆ0)∗|A0u(vˆ(u, v)) + ∇ˆ ˙ˆγu(t)
(
(êxpxˆ0)∗|tA0u(vˆ(u, v))
)∣∣
t=1
=
∂
∂s
∣∣
0
êxpxˆ0(A0u+ svˆ(u, v)) + ∇ˆ ˙ˆγu(t)
(
(êxpxˆ0)∗|tA0u(vˆ(u, v))
)∣∣
t=1
=Yˆu,v(1) + ∇ˆ ˙ˆγu(t)
(
(êxpxˆ0)∗|tA0u(vˆ(u, v))
)∣∣
t=1
.
Combining these two formulas, whose left hand sides are equal, and canceling the
common terms Yˆu,v(1) we end up with
∇ˆ ˙ˆγu(t)
(
(êxpxˆ0)∗|tA0u(vˆ(tu, v))
)∣∣
t=1
= ∇ˆ ˙ˆγu(t)
(
(êxpxˆ0)∗|tA0u(vˆ(u, v))
)∣∣
t=1
.
Here we can simplify the left hand side by the following computation: With the notation
Ds :=
∂
∂s
êxpxˆ0
(
tA0u+ svˆ(tu, v))
)
, Dt :=
∂
∂t
êxpxˆ0
(
tA0u+ svˆ(tu, v))
)
,
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(notice also that Dt|s=0 = ˙ˆγu(t)) we get
∇ˆ ˙ˆγu(t)
(
(êxpxˆ0)∗|tA0u(vˆ(tu, v))
)∣∣
t=1
= ∇ˆDt
∂
∂s
∣∣
0
êxpxˆ0
(
tA0u+ svˆ(tu, v))
)∣∣
t=1
=∇ˆDs
∂
∂t
∣∣
1
êxpxˆ0
(
tA0u+ svˆ(tu, v))
)∣∣
s=0
=∇ˆDs(êxpxˆ0)∗|A0u+svˆ(u,v)
(
A0u+ s∂1vˆ(u, v)(u))
)∣∣
s=0
=∇ˆDs(êxpxˆ0)∗|A0u+svˆ(u,v)
(
A0u
)
|s=0 + ∇ˆDs(êxpxˆ0)∗|A0u+svˆ(u,v)
(
s∂1vˆ(u, v)(u)
)∣∣
s=0
=∇ˆDs
∂
∂t
∣∣
1
êxpxˆ0(tA0u+ svˆ(u, v))
∣∣
s=0
− ∇ˆDs
∂
∂t
∣∣
1
êxpxˆ0
(
A0u+ svˆ(u, v) + (1− t)s∂1vˆ(u, v)(u)
)∣∣
s=0
=∇ˆDt
∂
∂s
∣∣
0
êxpxˆ0
(
tA0u+ svˆ(u, v))
)∣∣
t=1
− ∇ˆDt
∂
∂s
∣∣
0
êxpxˆ0
(
A0u+ svˆ(u, v) + (1− t)s∂1vˆ(u, v)(u)
)∣∣
t=1
=∇ˆ ˙ˆγu(t)
(
(êxpxˆ0)∗|tA0u(vˆ(u, v))
)∣∣
t=1
− ∇ˆDt(êxpxˆ0)∗|A0u
(
vˆ(u, v) + (1− t)∂1vˆ(u, v)(u)
)∣∣
t=1
,
where ∂1vˆ(u, v)(w) for u, v, w ∈ T |x0M denotes the directional derivative of vˆ at (u, v)
in the direction w. The last term on the right of the previous formula simplifies to
∇ˆDt(êxpxˆ0)∗|A0u
(
vˆ(u, v) + (1− t)∂1vˆ(u, v)(u)
)∣∣
t=1
=∇ˆDt
(
(êxpxˆ0)∗|A0u
(
vˆ(u, v)
)
+ (1− t)(êxpxˆ0)∗|A0u
(
∂1vˆ(u, v)(u)
))∣∣∣
t=1
=− (êxpxˆ0)∗|A0u
(
∂1vˆ(u, v)(u)
)
.
Combining the last three formulas, one obtains
(êxpxˆ0)∗|A0u
(
∂1vˆ(u, v)(u)
)
= 0.
Thus for all u such that A0u is not in the tangent conjugate locus Qˆxˆ0 of êxpxˆ0 one has
∂1vˆ(u, v)(u) = 0. Moreover, since the complement of Qˆxˆ0 is a dense subset of T |xˆ0Mˆ ,
the continuity of (u, v) 7→ ∂1vˆ(u, v)(u) implies that
∂1vˆ(u, v)(u) = 0, ∀u, v ∈ T |xˆ0M.
But this implies that
vˆ(u, v)− vˆ(0, v) =
∫ 1
0
d
dt
vˆ(tu, v)dt =
∫ 1
0
1
t
∂1vˆ(tu, v)(tu)︸ ︷︷ ︸
=0
dt = 0,
and hence we need only to know the values of vˆ(0, v) to know all values of vˆ(u, v). By
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the definition of ωˆu,v(t) one sees that
ωˆ0,v(t, s) =γˆDR
(
τ 7→ expx0
(
(1− τ)sv
)
, qDR
(
σ 7→ expx0(σv), qDR(γ0, q0)(1)︸ ︷︷ ︸
=q0
)
(s)
)
(t)
=γˆDR
(
τ 7→ expx0
(
(1− τ)sv
)
, qDR
(
σ 7→ expx0(σsv), q0
)
(1)
)
(t)
=γˆDR
(
τ 7→ expx0
(
τsv
)
, q0
)
(1− t) = êxpxˆ0((1− t)sA0v),
which implies that
Yˆ0,v(t) =
∂
∂s
∣∣
0
ωˆ0,v(1− t, s) =
∂
∂s
∣∣
0
êxpxˆ0
(
t(0 + sA0v)
)
,
and therefore, comparing to (54), one obtains
vˆ(0, v) = A0v.
This finally proves (56) since by the above considerations, vˆ(u, v) = vˆ(0, v) = A0v.
Equations (52), (54) and (56) show that (take t = 1)
(êxpxˆ0)∗|A0u(A0v) = ADR(γu, q0)(1)
(
(expx0)∗|u(v)
)
, ∀u, v ∈ T |x0M. (58)
We now show that (51) holds with q0 replaced by any element of the fiber ODR(q0)∩
π−1Q,M(x0) of the orbit above x0.
Lemma 5.31 Write Fx0 := ODR(q0) ∩ π
−1
Q,M(x0). Then
q ∈ Fx0 , γ ∈ Ωx0(M) =⇒ γˆDR(γ, q) ∈ Ωxˆ0(Mˆ). (59)
Remark: πQ(Fx0) = (x0, xˆ0).
Proof. Let q ∈ Fx0 . Then there is a ω ∈ Ωx0(M) such that q = qDR(ω, q0)(1). Then if
γ ∈ Ωx0(M),
γˆDR(γ, q)(1) = γˆDR(γ, qDR(ω, q0)(1))(1) = γˆDR(γ.ω, q0)(1) = xˆ0,
where the last equality follows from (51) since γ.ω ∈ Ωx0(M). Since γˆDR(γ, q)(0) =
πQ,Mˆ(q) = xˆ0 as remarked just before the proof, we have γˆDR(γ, q) ∈ Ωxˆ0(Mˆ).
Define U to be the subset of T |x0M of points before the cut time i.e., if for X ∈
T |x0M , ‖X‖g = 1 we let τ(X) ∈]0,∞] denote the time such that the geodesic γX is
optimal on [0, τ(X)] but not after, then
U = {sX | X ∈ T |x0M, ‖X‖g = 1, 0 ≤ s < τ(X)}.
Since (M, g) is complete, U˜ := expx0(U) is dense in M and expx0 : U → U˜ is a
diffeomorphism.
We now have the following result.
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Lemma 5.32 For each q ∈ Fx0 let
φq : U˜ → Mˆ ; φq = êxpxˆ0 ◦ A ◦ (expx0 |U)
−1
where q = (x0, xˆ0;A). Then each mapping φq is a local isometry (U˜ , g|U˜) → (Mˆ, gˆ) and
(φq)∗|T |x0M = A.
Proof. Since q = (x0, xˆ0;A) ∈ Fx0 , the previous lemma implies that (58) holds with
q0 = (x0, xˆ0;A0) replaced by q. Therefore, if x ∈ U˜ and X ∈ T |xM write u =
(expx0 |U)
−1(x) ∈ T |x0M and v = ((expx0 |U)
−1)∗(X) ∈ T |u(T |x0M) = T |x0M and
(58) with q0 replaced by q implies
‖(φq)∗(X)‖gˆ =
∥∥((êxpxˆ0)∗ ◦ A ◦ ((expx0 |U)−1)∗)(X)∥∥gˆ
=
∥∥(êxpxˆ0)∗|Au(Av)∥∥gˆ = ∥∥ADR(γu, q)(1)(expx0)∗|u(v)∥∥gˆ
=
∥∥(expx0)∗|u(v)∥∥g = ∥∥(expx0)∗|u(((expx0 |U)−1)∗(X))∥∥g
= ‖X‖g ,
where the 4. equality follows from the fact that A ∈ T |x0M → T |xˆ0Mˆ is an isometry.
The claim (φq)∗|T |x0M = A is obviously true.
We will now start proving that Rol(·, ·)(ADR(γ, q0)(t)) = 0 for every piecewise C
1-
path (not necessarily a loop) γ on M such that γ(0) = x0 and for all t. First we prove
a special case of this (but with q0 replaced by any q ∈ Fx0).
Lemma 5.33 Let q ∈ Fx0 , u ∈ T |x0M be a unit vector and let γu be the geodesic
t 7→ expx0(tu), Then
Rol(·, ·)(ADR(γu, q)(t)) = 0, ∀t ∈ [0, τ(u)].
Proof. Write q = (x0, xˆ0;A) and notice that by definition of U we have tu ∈ U for all
t ∈ [0, τ(u)[.
Since φq of the previous lemma is a local isometry, it follows that
P t0(φq(γu)) ◦ A = (φq)∗ ◦ P
t
0(γu), ∀0 ≤ t < τ(u).
Also, d
dt
φq(γu)(t) = (φq)∗γ˙u(t) for all t so we may conclude that
qDR(γu, q)(t) =
(
γu(t), (φq ◦ γu)(t); (φq)∗|γu(t)
)
, ∀0 ≤ t < τ(u).
Again, since φq is a local isometry, for allX, Y, Z ∈ T |xM , x ∈ U˜ we have (φq)∗(R(X, Y )Z) =
Rˆ((φq)∗X, (φq)∗Y )((φq)∗Z) i.e., Rol(·, ·)((φq)∗|x) = 0 for all x ∈ U˜ . But then
Rol(·, ·)(ADR(γu, q)(t)) = Rol(·, ·)
(
(φq)∗|γu(t)
)
= 0, 0 ≤ t < τ(u).
Continuity of Rol and qDR(γu, q) now allows us to conclude that the above equation
holds for all 0 ≤ t ≤ τ(u).
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Now we may prove the claim that was asserted before the previous lemma.
Lemma 5.34 Let γ : [0, 1]→M a piecewise C1-path on M such that γ(0) = x0. Then
Rol(·, ·)(ADR(γ, q0)(t)) = 0, ∀t ∈ [0, 1].
Proof. It is clearly enough to prove the claim in the case t = 1. Choose any vector
u ∈ T |x0M such that γu : [0, 1] → M is the minimal geodesic from x0 to γ(1). Define
q := qDR(γ
−1
u .γ, q0)(1) and notice that since γ
−1
u .γ ∈ Ωx0(M), we have q ∈ Fx0. Thus
by the previous lemma,
Rol(·, ·)(ADR(γu, q)(1)) = Rol(·, ·)(ADR(γ u‖u‖g
, q)(‖u‖g)) = 0,
since τ( u‖u‖g ) = ‖u‖g. But
qDR(γu, q)(1) = qDR(γu, qDR(γ
−1
u .γ, q0)(1))(1) = qDR(γu.γ
−1
u .γ, q0)(1) = qDR(γ, q0)(1)
and hence
0 = Rol(·, ·)(ADR(γu, q)(1)) = Rol(·, ·)(ADR(γ, q0)(1))
which concludes the proof.
Finally we may proceed to the proof of the theorem itself. Indeed, since ODR(q0) is
the set of all qDR(γ, q0)(1) with all the possible piecewise C
1-curves γ : [0, 1]→ M such
that γ(0) = x0, the previous lemma implies that the condition (ii) of Corollary 5.24 is
satisfied. Thus there is a Riemannian manifold (N, h) and Riemannian covering maps
F : N →M , G : N → Mˆ i.e., (M, g) and (Mˆ, gˆ) have a common Riemannian covering
space.
Actually, by Corollary 5.24, we may take N = ODR(q0), F = πQ,M |N , G = πQ,Mˆ |N
and hence if q ∈ F−1(x0), then there exists a γ ∈ Ωx0(M) such that q = qDR(γ, q0)(1)
and hence G(q) = γˆDR(γ, q0)(1) = xˆ0 since γˆDR(γ, q0) ∈ Ωxˆ0(Mˆ) by the assumption.
This shows that F−1(x0) ⊂ G−1(xˆ0) and concludes the proof.
Remark 5.35 The difficulty in the proof of the previous theorem is due to the fact that
the contact points x0, xˆ0 are fixed i.e., we only assume that loops that are based at x0
generate, by rolling, loops that are based at xˆ0.
If we were allowed to have an open neighbourhood of points on M with the property
that loops based at these points generate loops on Mˆ , one could prove that (M, g) and
(Mˆ, gˆ) have the same universal Riemannian covering by an easier argument than above.
More precisely, suppose there is a q0 = (x0, xˆ0;A0) ∈ Q and a neighbourhood U of
x0 which consists of points x such that whenever one rolls along a geodesic from x0 to x
followed by any loop at x, then the corresponding curve on Mˆ , generated by rolling, is a
geodesic followed by a loop based at the end point of this geodesic.
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This means that there is a (possibly smaller) normal neighbourhood U of x0 such that
defining a local πQ,M -section q˜ on U by
q˜(x) = (x, fˆ(x); A˜|x) := qDR
(
(t 7→ expx0(t exp
−1
x0 (x))), q0
)
(1),
then it holds that
∀x ∈ U, γ ∈ Ωx(M) =⇒ γˆDR(γ, q˜(x)) ∈ Ωfˆ(x)(Mˆ).
Notice that q0 = q˜(x0). (In the case of the previous theorem, we had U = {x0}, which is
not open.)
We will now sketch an easy argument to reach the conclusion of the theorem under this
stronger assumption.
Write πODR (q0) = πQ,M |ODR(q0) as usual. We show that the vertical bundle V (πODR(q0))
is actually trivial in the sense that all its fibers consist of one point only (the origin).
From this one concludes that ODR(q0) is an integral manifold of DR an hence πODR(q0) is
(complete and) a Riemannian covering map once the manifold ODR(q0) is equipped with
the Riemannian metric pulled back from that of M (or Mˆ).
Take x ∈ U and v ∈ V |q˜(x)(πODR (q0)). This means that there is a smooth curve
s 7→ Γ(s), s ∈ [0, 1], in ODR(q0) such that πQ,M(Γ(s)) = x for all s and Γ˙(0) = v.
One may then choose for each s a smooth path γs in M starting at x and defined on
[0, 1] such that qDR(γs, q˜(x))(1) = Γ(s). We have γs ∈ Ωx(M) since
γs(1) = πQ,M
(
qDR(γs, q˜(x))(1)
)
= πQ,M(Γ(s)) = x.
Thus by assumption,
γˆDR(γs, q˜(x)) ∈ Ωf˜(x)(Mˆ)
from which
(πQ,Mˆ)∗v =
d
ds
∣∣
0
πQ,Mˆ(Γ(s)) =
d
ds
∣∣
0
γˆDR(γs, q˜(x))(1) =
d
ds
∣∣
0
(s 7→ f˜(x)) = 0.
This proves that every element of V |q˜(x)(πODR(q0)), x ∈ U , is of the form ν(B)|q˜(x)
where B ∈ T ∗|xM ⊗ T |f˜(x)Mˆ and gˆ(BX, A˜|xY ) + gˆ(A˜|xX,BY ) = 0, ∀X, Y ∈ T |xM .
Take a vector field of the form q 7→ ν(B|q)|q on ODR(q0) defined along the image of q˜.
Arguing as in Proposition 5.20 and using Eq. (48), we conclude that for every X ∈ T |x0M
we have
−LNS(B|q0X)|q0 + ν
(
∇(X,A0X)B|q˜(·)
)
∈ T |q0ODR(q0)
and hence, by what we just proved above, the image of this vector under (πQ,Mˆ)∗ must be
zero i.e., B|q0X = 0. Since this holds for all X ∈ T |x0M , it means that B|q0 = 0 and
hence we have that V |q0(πODR(q0)) = {0}. Thus the vertical bundle V (πODR (q0)) has rank
= 0 since its fiber is = {0} at one point.
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Remark 5.36 The assumption given by Formula (51) is a special case of a more general
one: There is q0 = (x0, xˆ0;A0) ∈ Q and points x1 ∈M , xˆ1 ∈ Mˆ such that
γ ∈ Ωx0,x1(M) =⇒ γˆDR(γ, q0) ∈ Ωxˆ0,xˆ1(Mˆ), (60)
where Ωx0,x1(M) is used to denote the set of piecewise C
1-curves from x0 to x1 in M with
Ωxˆ0,xˆ1(Mˆ) defined similarly for Mˆ .
We actually reduce this setting to the one given in Theorem 5.28 as follows. Fix once
and for all a curve ω : [0, 1]→M s.t. ω(0) = x0, ω(1) = x1 and write q1 = qDR(ω, q0)(1).
Then q1 = (x1, xˆ1;A1) by assumption given by Eq. (60), with A1 : T |x1M → T |xˆ1Mˆ .
Then if γ ∈ Ωx1(M) is any loop in M based at x1, one gets that γ.ω ∈ Ωx0,x1(M) is a
path from x0 and x1. By assumption in Eq. (60) again, one has
γˆDR(γ, q1)(1) = γˆDR(γ.ω, q0)(1) = xˆ1,
and since γˆDR(γ, q1)(0) = xˆ1, we have obtained
γ ∈ Ωx1(M) =⇒ γˆDR(γ, q1) ∈ Ωxˆ1(Mˆ).
Therefore any result obtained under Assumption (51) will also hold true under the assump-
tion given by Formula (60).
5.3.3 The Ambrose’s Theorem Revisited
The results developed so far allow us to somewhat simplify the proof of the Ambrose’s
theorem (see [28] Theorem III.5.1). In fact, the elaborate construction of the covering
space X (of the manifold M) is no longer needed since we build this space by simple
integrating the distribution DR. Actually, as in [28], we will first prove (a version of)
the Cartan’s theorem ([28] Theorem II.3.2) by using the rolling framework and then use
that result and some “patching” to obtain the Ambrose’s theorem. The considerations
are in parallel to those found in [5], [26].
Definition 5.37 A continuous curve γ : [0, a] → M on a Riemannian manifold (M, g)
is called once broken geodesic, broken at t0, if there is a t0 ∈ [0, a] such that γ|[0,t0], γ|[t0,a]
are geodesics of (M, g).
Notice that if q = (x, xˆ;A) ∈ Q and γ is a once broken geodesic on M starting at x
broken at t0, then γˆDR(γ, q) is a once broken geodesic on Mˆ broken at t0.
Ambrose’s theorem can now be stated as follows.
Theorem 5.38 (Ambrose) Let (M, g), (Mˆ, gˆ) be complete n-dimensional Riemannian
manifolds and let q0 = (x0, xˆ0;A0) ∈ Q. Suppose that M is simply connected and that, for
any once broken geodesic γ : [0, a]→ M starting from x0, we have
ADR(γ, q0)(t)(R(X, Y )Z) = Rˆ(ADR(γ, q0)(t)X,ADR(γ, q0)(t)Y )(ADR(γ, q0)(t)Z),
(61)
for all X, Y, Z ∈ T |γ(t)M and t ∈ [0, a]. Then, if for any minimal geodesic γ : [0, a]→ M
starting from x0, one defines Φ(γ(t)) = êxpxˆ0(tA0γ˙(0)), t ∈ [0, a], it follows that the map
Φ : M → Mˆ is a well-defined Riemannian covering.
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Remark 5.39 The assumption of Ambrose’s theorem is equivalent to the following: For
any once broken geodesic γ : [0, a] → M starting from x0 and for all X, Y ∈ VF(M),
t ∈ [0, a],
Rol(X, Y )(ADR(γ, q0)(t)) = 0,
which by Proposition 5.9 is equivalent to
[LR(X),LR(Y )]|qDR(γ,q0)(t) = LR([X, Y ])|qDR(γ,q0)(t).
i.e., that the distribution DR is involutive at each point of Q of the form qDR(γ, q0)(t). This
should suggest that it is worthwhile to study the integrability of DR near the point q0 ∈ Q,
although we are not allowed to use Frobenius theorem.
On a Riemannian manifold (N, h), we use dh to denote the distance function (metric)
on N induced by h and, for y ∈ N , X ∈ T |yN , r > 0, we use Bdh(y, r) ⊂ N (resp.
Bh(X, r) ⊂ T |yN) to denote the open ball of radius r on N (resp. T |yN) centered at y
(resp. X) w.r.t dh (resp. h).
The next result provides a local integral manifold of DR under milder assumptions
than those given in the statement of Ambrose’s theorem.
Theorem 5.40 (Cartan) Let (M, g) and (Mˆ, gˆ) be (not necessarily complete) Rieman-
nian manifolds. Consider q = (x, xˆ;A) ∈ Q and ǫ > 0 such that the exponential maps
expx : Bg(0x, ǫ) ⊂ T |xM → Bdg(x, ǫ) and êxpxˆ : B(0xˆ, ǫ) ⊂ T |xˆMˆ → Bdgˆ(xˆ, ǫ) are
(defined and) diffeomorphisms. Then the following are equivalent:
(i) For every (non-broken) geodesic γ : [0, 1]→ Bdg(x, ǫ) starting from x, we have
ADR(γ, q)(t)(R(X, Y )Z)
=Rˆ(ADR(γ, q)(t)X,ADR(γ, q)(t)Y )(ADR(γ, q)(t)Z) (62)
i.e., Rol(X, Y )(ADR(γ, q)(t))Z = 0 for every X, Y, Z ∈ T |γ(t)M and t ∈ [0, 1].
(ii) For every (non-broken) geodesic γ : [0, 1]→ Bdg(x, ǫ) starting from x, we have
ADR(γ, q)(t)(R(X, γ˙(t))γ˙(t))
=Rˆ(ADR(γ, q)(t)X, ˙ˆγDR(γ, q)(t)) ˙ˆγDR(γ, q)(t) (63)
i.e., Rol(X, γ˙(t))(ADR(γ, q)(t))γ˙(t) = 0 for every X ∈ T |γ(t)M and t ∈ [0, 1] (except
the break point of γ).
(iii) There is a connected integral manifoldN ofDR passing through q such that πQ,M |N →
Bdg(x, ǫ) (or πQ,Mˆ |N → Bdgˆ(xˆ, ǫ)) is a bijection.
(iv) The map Φ := êxpxˆ◦A◦exp
−1
x |Bdg (x,ǫ) is an isometric diffeomorphism (ontoBdgˆ(xˆ, ǫ)).
Moreover, if any of the above cases holds, then, for every X ∈ Bg(0x, ǫ), it holds that
Φ∗|expx(X) = P
1
0 (s 7→ êxpxˆ(sAX)) ◦ A ◦ P
0
1 (s 7→ expx(sX))
= P 10
(
s 7→ exp(x,xˆ)
(
s(X,AX)
))
. (64)
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Proof. (i) ⇒ (iii): By taking Y = Z = γ˙, one has
ADR(γ, q)(t)Y = ADR(γ, q)(t)Z = ˙ˆγDR(γ, q)(t),
for all t ∈ [0, 1].
(ii) ⇒ (iv): Let u, v ∈ T |xM , ‖u‖g < ǫ and define for t ∈ [0, 1]
Yu,v(t) :=
d
ds
∣∣
0
expx(t(u+ sv)) = t(expx)∗|tuv.
It is the Jacobi field onM along the geodesic γu(t) := expx(tu), t ∈ [0, 1], with Yu,v(0) =
0, ∇uYu,v = v.
Proposition 3.30 implies that the rolling curve qDR(γu, q) along γu is given as
γˆDR(γu, q)(t) = êxpxˆ(tAu), ADR(γu, q)(t) = P
t
0(γˆDR(γu, q)) ◦ A ◦ P
0
t (γu).
On the other hand, the assumption implies that
Rol(Yu,v(t), γ˙u(t))(ADR(γu, q)(t))γ˙u(t) = 0, t ∈ [0, 1]
and Proposition 5.14 imply that Yˆu,v := ADR(γu, q)Yu,v is a Jacobi field on Mˆ along the
geodesic γˆDR(γu, q).
Clearly, Yˆu,v(0) = 0 and ∇ˆAuYˆu,v = A∇uYu,v = Av, from which it follows (by the
uniqueness of solutions of second order ODEs) that Yˆu,v must be the Jacobi field given
by
Yˆu,v(t) =
d
ds
∣∣
0
êxpxˆ(tA(u+ sv)) = t(êxpxˆ)∗|tAu(Av).
Setting t = 1, we see that
ADR(γu, q)(1)(expx)∗|uv = (êxpxˆ)∗|Au(Av),
for all u, v ∈ T |xM with ‖u‖g < ǫ. In other words, this means that
Φ∗|y = (êxpxˆ)∗|Au ◦ A ◦ (exp
−1
x )∗|y = ADR(γexp−1x (y), q)(1),
for every y ∈ Bdg(x, ǫ), where Bdg(x, ǫ) is also equal to {expx(u) ∈ T |xM | ‖u‖g < ǫ}.
Since ADR(γexp−1x (y), q)(1) ∈ Q, this means that Φ∗|y is an isometry T |yM → T |Φ(y)Mˆ
i.e., Φ is an isometry.
(iv) ⇒ (iii): This follows from Lemma 5.41 below.
(iii) ⇒ (i): Proposition 5.9 implies that Rol(X, Y )(A′) = 0 for all (x′, xˆ′;A′) ∈ N
and X, Y ∈ T |x′M .
On the other hand, the assumption implies that f := (πQ,M)|
−1
N is a smooth local
section of πQ,M defined on Bdg(x, ǫ) whose image is the integral manifold N of DR.
Let γ(t) = expx(tu), t ∈ [0, 1], be a geodesic of M with ‖u‖g < ǫ. Then, since f ◦ γ
is an integral curve of DR and f(γ(0)) = q, the rolling curve qDR(γ, q) is defined on [0, 1]
and is given by qDR(γ, q)(t) = f(γ(t)) for all t ∈ [0, 1]. Hence qDR(γ, q)(t) ∈ N for all
t ∈ [0, 1], which implies that Rol(X, Y )(ADR(γ, q)(t))Z = 0 for all X, Y, Z ∈ T |γ(t)M .
This completes the proof.
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Lemma 5.41 Let x0 ∈ M and xˆ0 ∈ Mˆ with corresponding open neighborhoods U and
Uˆ . Then there is a isometry onto Φ : U → Uˆ if and only if there is a smooth local πQ,M -
section f : U → Q, whose image is an integral manifold of DR and projects bijectively by
πQ,Mˆ onto Uˆ .
Moreover, the correspondence Φ↔ f is given by
fΦ(x) = (x,Φ(x); Φ∗|x),
Φf(x) = πQ,Mˆ ◦ f.
Proof. Let Φ be an isometry onto U → Uˆ and define fΦ as above. For every x ∈ U
and u ∈ T |xM , let γu(t) := expx(tX). Since Φ is an isometry, Φ ◦ γu is a gˆ-geodesic
starting at Φ(x). Moreover, defining A(t) = Φ∗|γu(t) ∈ Q and taking any X0 ∈ T |xM ,
X(t) = P t0(γu)X0, we have A(t)X(t) = P
t
0(Φ ◦ γu)(Φ∗(X0)) and hence(
∇(γ˙u(t), ddt (Φ◦γu)(t))A(t)
)
X(t) = ∇ˆΦ∗γ˙u(t)(A(t)X(t))− A(t)∇γ˙u(t)X(t) = 0,
which proves that t 7→ (γu(t), (Φ◦γu)(t);A(t)) =: q(t) is an integral curve of DR through
q(0) = (x,Φ(x); Φ∗|x). On the other hand, q(t) = fΦ(γu(t)) and thus it follows that
(fΦ)∗(u) = q˙(0) ∈ DR|q(0).
Hence the image of fΦ is an integral manifold of DR and it clearly projects bijectively
onto Uˆ by πQ,Mˆ .
Conversely, suppose that f : U → Q is a local πQ-section whose image is an integral
manifold of DR and which projects onto Uˆ . Define Φf as above. Then Φf : U → Uˆ
and, for every x ∈ U and X ∈ T |xM , we have f∗(X) = LR(X)|f(x) and thus
‖(Φf )∗X‖gˆ =
∥∥∥(πQ,Mˆ)∗(f∗(X))∥∥∥
gˆ
=
∥∥∥(πQ,Mˆ)∗(LR(X)|f(x))∥∥∥
gˆ
= ‖f(x)X‖gˆ = ‖X‖g ,
where the final equality follows from the fact that f(x) ∈ Q. The fact that Φ is a
bijection U → Uˆ is clear. Hence the conclusion.
We can now provide an argument for Theorem 5.38. According to the assumptions
done in the statement, Theorem 5.40 implies that there is an integral manifold of
DR passing through q0 = (x0, xˆ0;A0). Hence, we may choose the maximal connected
integral manifold N of DR passing throught q0 (where N is the union of all connected
integral manifold of DR passing through q0, see e.g. Lemma 3.19 in [16]).
Endow N with a Riemannian metric h given by: h(LR(X)|q,LR(Y )|q) = g(X, Y )
for q = (x, xˆ;A) ∈ N and X, Y ∈ T |xM . It is then clear that
F := pr1 ◦ πQ|N : N →M, and G := pr2 ◦ πQ|N : N → Mˆ,
are local isometries onto open subsets of M and Mˆ (see also the proof of Corollary
5.24).
We next intend to prove that (N, h) is a complete Riemannian manifold. Here, we
have to be more careful than in the proof of "(i) ⇒ (iii)" in Corollary 5.24 since we
cannot assume that N is the whole orbit ODR(q0).
79
First of all, the facts that N is an integral manifold of DR and F is a local isometry
imply that, for any q = (x, xˆ;A) ∈ N and any g-geodesic t 7→ γ(t) = expx(tX) on M
starting at x, the rolling curve t 7→ qDR(γ, q)(t) stays in N is a h-geodesic on N for t in
a small interval containing 0.
Let us assume that N is not complete. Then there exists a h-geodesic Γ : [0, T [→ N
starting from q0 where [0, T [ is the maximal non-negative interval of definition and
T < ∞. Since F is a local isometry, F ◦ Γ is a g-geodesic on M and since Γ is
an integral curve of DR, it follows that there is a unique X ∈ T |x0M such that, for
t ∈ [0, T [, one has
Γ(t) = qDR
(
(s 7→ expx0(sX)), q0
)
(t)
=
(
expx0(tX), êxpx0(tA0X);P
t
0(s 7→ êxpxˆ0(sA0X)) ◦ A0 ◦ P
0
t (s 7→ expx0(sX))
)
.
We write (γ(t), γˆ(t);A(t)) := Γ(t). Since M and Mˆ are complete, the right hand side of
the above equation makes sense for all t ≥ 0 and we define Γ on [T,∞[ by this formula.
We emphasize that we assume Γ to be a geodesic on N only for [0, T [.
Write qT = (xT , xˆT ;AT ) := Γ(T ). Choose ǫ > 0 such that expxT and êxpxˆT are
diffeomorphisms B(0, ǫ)→ Bdg(xT , ǫ), B(0, ǫ)→ Bdgˆ(xˆT , ǫ) respectively.
If ω is any geodesic [0, 1] → Bdg(xT , ǫ) starting from xT , then the concatenation
ω ⊔ γ of ω and γ is a once broken geodesic starting from x0 and therefore, Eq. (61)
implies that the assumptions of Theorem 5.40, Case (i), are satisfied (with (ω, qT ) in
place of (γ, q)). Indeed, for every X, Y ∈ T |ω(t)M and t,
Rol(X, Y )(ADR(ω, qT )(t)) = Rol(X, Y )(ADR(ω, qDR(γ, q0)(T ))(t))
=Rol(X, Y )(ADR(ω ⊔ γ, q0)(t+ T )) = 0.
Therefore, Case (iii) there implies the existence of a connected integral manifold N˜ of
DR passing through qT = Γ(T ).
Since N˜ is an integral manifold of DR and Γ is an integral curve of DR and since
Γ(T ) ∈ N˜ , it follows that Γ(t) ∈ N˜ for all t in an open interval ]T −η, T +η[ containing
T . Since Γ(t) ∈ N for t ∈ [0, T [, it follows that, for some t0 ∈]T − η, T [, we have
Γ(t0) ∈ N ∩ N˜ .
Thus N ∩ N˜ 6= ∅ and hence N ∪ N˜ is a connected integral manifold of DR passing
through q0 which, because of the maximality of N , implies that N˜ ⊂ N . This implies
that Γ is a geodesic of N (since F ◦Γ = γ is a geodesic of M and F is a local isometry)
on the interval [0, T + η[, contradicting the choice of the finite time T . Thus (N, h) is
complete.
Since F = pr1 ◦πQ|N and G = pr2 ◦πQ|N are local Riemannian isometries, it follows
from Proposition II.1.1 in [28] that they are covering maps. Taking finally into account
that M is simply connected, one gets that F is an isometric diffeomorphism N → M
and hence G ◦ F−1 : M → Mˆ is a Riemannian covering map.
Finally notice that if γ : [0, a] → M is a minimal geodesic starting from x0, then
(G ◦ F−1)(γ(t)) = êxpxˆ0(tA0γ˙(0)) and hence Φ = G ◦ F
−1.
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6 Rolling Against a Space Form
This section is devoted to the special case of the rolling problem (R) with one of
the Riemannian manifolds, usually (Mˆ, gˆ), being equal to a space form i.e., a simply
connected complete Riemannian manifold of constant curvature. The possible cases
are: (i) Euclidean space with Euclidean metric (zero curvature), (ii) Sphere (positive
curvature) and (iii) Hyperbolic space (negative curvature), cf. e.g. [28].
As mentioned in the introduction, the rolling problem against a space form actually
presents a fundamental feature: on the bundle πQ,M : Q→M one can define a principal
bundle structure that preserves the rolling distribution DR, and this renders the study
of controllability of (Σ)R easier to handle.
We will first provide a detailed study for the rolling against an Euclidean space and
then proceed to the case of space forms with non-zero curvature.
6.1 Rolling Against an Euclidean Space
In this section, we give a necessary and sufficient condition for the controllability of
(Σ)R in the case that Mˆ = R
n equipped with the Euclidean metric gˆ = sn.
Recall that if V is a finite dimensional inner product space with h the inner product,
the special Euclidean group of (V, h) also denoted SE(V ) is equal to V × SO(V ), and
is equipped with the group operation ⋆ given by
(v, L) ⋆ (u,K) := (Lu+ v, L ◦K).
Here SO(V ) is defined with respect to the inner product h of V . In particular, we write
SE(n) for SE(Rn) with Rn equipped with the standard inner product.
Now fix a point q0 of Q = Q(M,R
n) of the form q0 = (x0, 0;A0) i.e., the initial
contact point on M is equal to x0 and, on R
n, it is the origin. Since (Rn, sn) is flat,
for any a.c. curve t 7→ xˆ(t) in Rn and Xˆ ∈ Rn we have P t0(xˆ(t))Xˆ = Xˆ, where we
understand the canonical isomorphisms T |xˆ(0)Rn ∼= Rn ∼= T |xˆ(t)Rn. It follows that we
parameterize the rolling curves explicitly in the form:
qDR(γ, (x0, xˆ;A))(t) =
(
γ(t), xˆ+ A
∫ t
0
P 0s (γ)γ˙(s)ds;AP
0
t (γ)
)
, (65)
where γ ∈ Ωx0(M).
From this it follows that for any (x0, 0;A0), (x0, xˆ;A) ∈ Q and γ ∈ Ωx0(M), the
point qDR(γ, (x0, xˆ;A))(1) is equal to(
x0, xˆ+ AA
−1
0 γˆDR(γ, (x0, 0;A0))(1);AA
−1
0 ADR(γ, (x0, 0;A0))(1)
)
.
Let γ ∈ Ωx0(M) be a piecewise C
1-loop of M based at x0. We define a map
ρ = ρq0 : Ωx0(M)→ SE(n);
ρ(γ) =
(
γˆDR(γ, q0)(1), ADR(γ, q0)(1)A
−1
0
)
,
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where q0 = (x0, 0;A0) ∈ Q. Hence by Remark 3.28 and the above formulas we have
ρ(ω.γ) =
(
γˆDR
(
ω, qDR(γ, q0)(1)
)
(1), ADR
(
ω, qDR(γ, q0)(1)
)
(1)A−10
)
=
(
γˆDR(γ, q0)(1) + ADR(γ, q0)(1)A
−1
0 γˆDR(ω, q0)(1),
ADR(γ, q0)(1)A
−1
0 ADR(ω, q0)(1)A
−1
0
)
=
(
γˆDR(γ, q0)(1), ADR(γ, q0)(1)A
−1
0
)
⋆
(
γˆDR(ω, q0)(1), ADR(ω, q0)(1)A
−1
0
)
=ρ(γ) ⋆ ρ(ω).
Thus ρ is a group anti-homomorphism (Ωx0(M), .) → (SE(n), ⋆). This proves that the
elements of the form ρ(ω), ω ∈ Ωx0(M), form a subgroup of SE(n). We also see that
(γˆDR(γ, q)(1), ADR(γ, q)(1)) = (xˆ, A) ⋆ (0, A0)
−1 ⋆ ρq0(γ) ⋆ (0, A0),
where q = (x0, xˆ;A), q0 = (x0, 0;A0) ∈ Q and γ ∈ Ωx0(M).
We also make the simple observation from Eq. (65) that the image of pr2 ◦ ρ :
Ωx0(M)→ SO(n) is exactly A0H|x0A
−1
0 , where H|x0 is the holonomy group of (M, g) at
x0. Here A0H|x0A
−1
0 = H|F with respect to the orthonormal frame F = (A
−1
0 e1, . . . , A
−1
0 en)
where e1, . . . , en is the standard basis of R
n.
From these remarks the next proposition follows easily.
Proposition 6.1 Let Q = Q(M,Rn) and q0 = (x0, xˆ0;A0) ∈ Q. Then the map
Kq0 : π
−1
Q,M(x0)→ SE(n);
(x0, xˆ;A) 7→ (xˆ− xˆ0, AA
−1
0 )
is a diffeomorphism which carries the fiber π−1ODR (q0),M
(x0) of the orbit ODR(q0) to a sub-
manifold of SE(n). In particular, if xˆ0 = 0 we have that
Kq0(π
−1
ODR (q0),M
(x0)) = ρq0(Ωx0(M))
which is a Lie subgroup of SE(n).
We will make some standard observations of subgroups G of an Euclidean group
SE(V ), where (V, h) is a finite dimensional inner product space. Call an element of
G of the form (v, idV ) a pure translation of G and write T = T (G) for the set that
they form. Clearly T is a subgroup of G. As before, pr1, pr2 denote the projections
SE(V )→ V and SE(V )→ SO(V ). The natural action, also written by ⋆, of SO(V ) on
V is defined as
(u,K) ⋆ v := Kv + u, (u,K) ∈ SO(V ), v ∈ V.
Proposition 6.2 Let G be a Lie subgroup of SE(V ) with pr2(G) = SO(V ). Then either
of the following cases hold:
(i) G = SE(V ) or
(ii) there exists v∗ ∈ V which is a fixed point of G.
82
Proof. Suppose first that T = T (G) is non-trivial i.e., there exists a pure translation
(v, idV ) ∈ T , v 6= 0. Then for any (w,A) ∈ G it holds that
G ∋(w,A)−1 ⋆ (v, idV ) ⋆ (w,A) = (−A−1w,A−1) ⋆ (v + w,A)
= (A−1(v + w)−A−1w, idV ) = (A−1v, idV )
which implies that
T ⊃ {(A−1v, idV ) | (w,A) ∈ G} ={(A−1v, idV ) | A ∈ pr2(G) = SO(V )}
=Sn−1(0, ‖v‖)× {idV }
where Sn−1(w, r), w ∈ Rn, r > 0 is the sphere of radius r centered at w ∈ V and
‖·‖ = h(·, ·)1/2. If w ∈ V such that ‖w‖ ≤ ‖v‖ then it is clear that there are u, u′ ∈
Sn−1(0, ‖v‖) such that u + u′ = w (choose u ∈ Sn−1(0, ‖v‖) ∩ Sn−1(w, ‖v‖) and u′ =
w − u). Therefore
(w, idV ) = (u, idV ) ⋆ (u
′, idV ) ∈ T
i.e., B(0, ‖v‖) ⊂ T where B(w, r) is the closed ball of radius r centered at w. Thus for
all k ∈ N,
{B(0, ‖v‖) + · · ·+B(0, ‖v‖)︸ ︷︷ ︸
k times
} × {idV }
=(B(0, ‖v‖)× {idV }) ⋆ · · · ⋆ (B(0, ‖v‖)× {idV })︸ ︷︷ ︸
k times
⊂ T.
From this we conclude that V × {idV } = T .
Therefore we get the case (i) since
G =T ⋆ G = {(u, idV ) ⋆ (w,A) | u ∈ V, (w,A) ∈ G}
={(u+ w,A) | u ∈ V, (w,A) ∈ G}
={(u,A) | u ∈ V, A ∈ pr2(G) = SO(V )}
=V × SO(V ) = SE(V ).
The case that is left to investigate is the one where T is trivial i.e., T = {(0, idV )}.
In this case the smooth surjective Lie group homomorphism pr2|G : G→ SO(V ) is also
injective. In fact, if A = pr2(v, A) = pr2(w,A) for (v, A), (w,A) ∈ G and v 6= w, then
G ∋ (w,A) ⋆ (v, A)−1 = (w,A) ⋆ (−A−1v, A−1) = (w − v, idV ) ∈ T
and since (w−v, idV ) 6= (0, idV ), this contradicts the triviality of T . It follows that pr2|G
is a Lie group isomorphism onto SO(V ) and hence a diffeomorphism. In particular, G
is compact since SO(V ) is compact.
We next show that there exists v∗ ∈ V which is a fixed point of G. Indeed, taking
arbitrary v ∈ V and writing µH for the (right- and) left-invariant normalized (to 1)
Haar measure of the compact group G, then we may define
v∗ :=
∫
G
(B ⋆ v)dµH(B).
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Thus for (w,A) ∈ G,
(w,A) ⋆ v∗ =w + Av∗ =
∫
G
(
w + A(B ⋆ v)
)
dµH(B) =
∫
G
(
((w,A) ⋆ B) ⋆ v
)
dµH(B)
=
∫
G
(B ⋆ v)dµH(B) = v
∗,
where, in the second equality, we have used the linearity of the integral and normality
of the Haar measure and in the last phase the left invariance of the Haar measure. This
proves that v∗ is a fixed point of G and completes the proof.
Remark 6.3 With a slight modification, the previous proof actually gives the following
generalisation of the last proposition: If G is a connected subgroup of SE(V ) such that
the subgroup pr2(G) of SO(V ) acts transitively on the unit sphere of V then either (i)
G = V × pr2(G) or (ii) there is a fixed point v
∗ of G.
The previous proposition allows us prove the main theorem of this section.
Theorem 6.4 Suppose (M, g) is a complete Riemannian n-manifold and (Mˆ, gˆ) =
(Rn, sn) is the Euclidean n-space. Then the rolling problem (Σ)R is completely controllable
if and only if the holonomy group of (M, g) is SO(n) (w.r.t. an orthonormal frame).
Proof. Suppose first that (Σ)R is completely controllable. Then for any given q0 =
(x0, xˆ0;A0) ∈ Q we have that π
−1
Q,M(x0) = π
−1
ODR (q0),M
(x0). In particular, taking any
q0 ∈ Q of the form q0 = (x0, 0;A0) (i.e., xˆ0 = 0), we have by Proposition 6.1 that
SE(n) = Kq0(π
−1
Q,M(x0)) = Kq0(π
−1
ODR(q0),M
(x0)) = ρq0(Ωx0(M)).
Hence the image of pr2 ◦ ρq0 is SO(n) and, on the other hand, this image is also
A0H|x0A
−1
0 as noted previously. This proves the necessity of the condition.
Assume now that the holonomy group ofM is SO(n) or, more precisely, that for any
x ∈M we have H|x = SO(T |xM). Let q = (x, 0;A) ∈ Q and letGq := Kq(π
−1
ODR (q),M
(x))
(see Proposition 6.1) which is a subgroup of SE(n). Since
SO(n) = AH|xA
−1 = (pr2 ◦ ρ)(Ωx(M)) = pr2(Kq(π
−1
ODR(q),M
(x))) = pr2(Gq),
by Proposition 6.2, either (i) Gq = SE(n) or (ii) there exists a fixed point w
∗
q ∈ R
n of
Gq.
If (i) is the case for some q0 = (x0, 0;A0) ∈ Q, then, since Kq0 maps π
−1
Q,M(q0) ∩
ODR(q0) diffeomorphically onto Gq = SE(n), it follows that π
−1
Q,M(q0) ∩ ODR(q0) =
π−1Q,M(q0) and hence ODR(q0) = Q (since πODR(q0),M is a subbundle of πQ,M) i.e., (Σ)R is
completely controllable.
Therefore suppose that (ii) holds i.e., for every q ∈ Q of the form q = (x, 0;A) there
is a fixed point w∗q ∈ R
n of Gq. We will prove that this implies that (M, g) is flat which
is a contradiction since (M, g) does not have a trivial holonomy group.
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Thus for any point of Q of the form q = (x, 0;A) we have for all loops γ ∈ Ωx(M)
that
AP 01 (γ)A
−1w∗q + A
∫ 1
0
P 0s (γ)γ˙(s)ds = w
∗
q ,
since ρq is a bijection onto Gq and w
∗
q is a fixed point of Gq. In other words we have
(P 01 (γ)− id)A
−1w∗q +
∫ 1
0
P 0s (γ)γ˙(s)ds = 0.
Thus if q = (x, 0;A) and q′ = (x, 0;A′) are on the same πQ fiber over (x, 0), then
(P 01 (γ)− id)(A
−1w∗q −A
′−1w∗q′) = 0
for every γ ∈ Ωx(M). On the other hand, since M has full holonomy i.e., H|x =
SO(T |xM), and H|x = {P 01 (γ) | γ ∈ Ωx(M)}, it follows from the above equation that
A−1w∗q = A
′−1w∗q′.
This means that for every x ∈M there is a unique vector V |x ∈ T |xM such that
V |x = A
−1w∗q , ∀q ∈ π
−1
Q (x, 0).
Moreover, the map V :M → TM ; x 7→ V |x is a vector field on M satisfying
P 01 (γ)V |x − V |x = −
∫ 1
0
P 0s (γ)γ˙(s)ds, ∀γ ∈ Ωx(M). (66)
It follows from this that, for any piecewise C1 path γ ∈ C1pw([0, 1],M), we have
V |γ(1) = P
1
0 (γ)
(
V |γ(0) −
∫ 1
0
P 0s (γ)γ˙(s)ds
)
. (67)
Indeed, if ω ∈ Ωγ(1)(M), then γ−1.ω.γ ∈ Ωγ(0)(M) and therefore
P 01 (γ)P
0
1 (ω)P
1
0 (γ)V |γ(0) − V |γ(0) = P
0
1 (γ
−1.ω.γ)V |γ(0) − V |γ(0)
=−
∫ 1
0
P 0s (γ
−1.ω.γ)
d
ds
(γ−1.ω.γ)(s)ds
=−
∫ 1
0
P 0s (γ)γ˙(s)ds− P
0
1 (γ)
∫ 1
0
P 0s (ω)ω˙(s)ds− P
0
1 (γ)P
0
1 (ω)
∫ 1
0
P 0s (γ
−1)
d
ds
γ−1(s)ds
=−
∫ 1
0
P 0s (γ)γ˙(s)ds+ P
0
1 (γ)(P
0
1 (ω)V |γ(1) − V |γ(1))
+ P 01 (γ)P
0
1 (ω)P
1
0 (γ)
∫ 1
0
P 0s (γ)γ˙(s)ds,
that is (
P 01 (ω)− id
)
P 10 (γ)
(
V |γ(0) −
∫ 1
0
P 0s (γ)γ˙(s)ds
)
=
(
P 01 (ω)− id
)
V |γ(1).
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Equation (67) then follows from this since {P 01 (ω) | ω ∈ Ωγ(1)(M)} = H|γ(1) =
SO(T |γ(1)M).
Since (M, g) is complete, the geodesic γX(t) = expx(tX) is defined for all t ∈ [0, 1].
Inserting this to Eq. (67) and noticing that P 0s (γX)γ˙X(s) = X in this case for all
s ∈ [0, 1], we get
V |γX(1) = P
1
0 (γX)(V |x −X),
Therefore, if X = V |x and z := γX(1) = expx(V |x), we get
V |z = 0. (68)
Inserting this fact into Eq. (66), one gets∫ 1
0
P 0s (γ)γ˙(s)ds = 0, ∀γ ∈ Ωz(M).
Fix q∗ = (z, 0;A0) ∈ Q (for any isometry A0 : T |zM → T |0Rn). Eq. (65) implies that
γˆDR(γ, (x0, 0;A0))(1) = 0, ∀γ ∈ Ωz(M).
We now apply Theorem 5.28 to conclude that (M, g) has (Rn, sn) as a Riemannian
covering (i.e., (M, g) is flat) and hence reach the desired contradiction mentioned above.
Even though this allows to conclude the proof, we will also give below a direct argument
showing this.
Equation (67) is trivially equivalent to
P 0t (γ)V |γ(t) = V |γ(0) −
∫ t
0
P 0s (γ)γ˙(s)ds
where γ ∈ C1pw([a, b],M), a < b, is arbitrary. Taking γ to be smooth and differentiating
the above equation w.r.t to t (notice that both sides of the equation are in T |γ(0)M for
all t), we get
P 0t (γ)∇γ˙(t)V |γ(·) = −P
0
t (γ)γ˙(t),
that is
∇γ˙(t)V |γ(·) = −γ˙(t).
Since γ was an arbitrary smooth curve, this implies that V is a smooth vector field on
M and
∇XV = −X, ∀X ∈ VF(M). (69)
For any X ∈ VF(M), the special curvature R(X, V )V can be seen to vanish every-
where since
R(X, V )V =∇X∇V V −∇V∇XV −∇[X,V ]V = −∇XV +∇VX + [X, V ]
=[V,X ] + [X, V ] = 0,
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where, in the second equality, we used (69).
For any X ∈ T |zM , we write γX(t) = expz(tX) for the geodesic through z in the
direction of X. It follows that
V |γX(t) =P
t
0(γX)(V |z −
∫ t
0
P 0s (γX)γ˙X(s)ds)
=P t0(γX)(−
∫ t
0
Xds) = P t0(γX)(−tX) = −tγ˙X(t). (70)
Now for given X, v ∈ T |zM let Y (t) =
∂
∂s
∣∣
0
expz(t(X + sv)) be the Jacobi field along
γX such that Y (0) = 0, ∇γ˙X(t)Y |t=0 = v. Then one has
∇γ˙X(t)∇γ˙XY = R(γ˙X(t), Y (t))γ˙X(t) =
1
t2
R(V |γX(t), Y (t))V |γX(t) = 0,
for t 6= 0 which means that t 7→ ∇γ˙X (t)Y is parallel along γX i.e.,
∇γ˙X(t)Y = P
t
0(γX)∇γ˙X(0)Y = P
t
0(γX)v.
This allows us to compute
d2
dt2
‖Y (t)‖2g =2
d
dt
g(∇γ˙X(t)Y, Y (t))
=2g(∇γ˙X(t)∇γ˙XY︸ ︷︷ ︸
=0
, Y (t)) + 2g(∇γ˙X(t)Y,∇γ˙X(t)Y )
=2g(P t0(γX)v, P
t
0(γX)v) = 2 ‖v‖
2
g
and hence for any t
d
dt
‖Y (t)‖2g = 2 ‖v‖
2
g t+
d
dt
∣∣
0
‖Y (t)‖2g = 2 ‖v‖
2
g t,
because d
dt
∣∣
0
‖Y (t)‖2g = 2g(∇γ˙X(0)Y, Y (0)) = 0 since Y (0) = 0. Again, since Y (0) = 0,
‖Y (t)‖2g = ‖v‖
2
g t
2 + ‖Y (0)‖2g = ‖v‖
2
g t
2
which, when spelled out, means that ‖t(expz)∗|tX(v)‖g = ‖tv‖g and hence, when t = 1,
‖(expz)∗|X(v)‖g = ‖v‖g , ∀X, v ∈ T |zM. (71)
This proves that expz is a local isometry (T |zM, g|z)→ (M, g) and hence a Rieman-
nian covering. Thus (M, g) is flat and the proof if finished.
Remark 6.5 For results and proofs in similar lines to those of the above Proposition and
Theorem, see Theorem IV.7.1, p. 193 and Theorem IV.7.2, p. 194 in [15].
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6.2 Rolling Against a Non-Flat Space Form
In this subsection, we study the controllability problem of (Σ)R in the case where Mˆ is
a simply connected n-dimensional manifold with non zero constant curvature equal to
1
k
, with k 6= 0.
6.2.1 Standard Results on Space Forms
Following section V.3 of [15], we define the space form Mˆk of curvature
1
k
as a subset
of Rn+1, n ∈ N, given by
Mˆk :=
{
(x1, . . . , xn+1) ∈ R
n+1 | x21 + · · ·+ x
2
n + kx
2
n+1 = k, xn+1 +
k
|k|
≥ 0
}
.
Equip Mˆk with a Riemannian metric gˆk defined as the restriction to Mˆk of the non-
degenerate symmetric (0, 2)-tensor
sn,k := (dx1)
2 + · · ·+ (dxn)
2 + k(dxn+1)
2.
The condition xn+1+
k
|k| ≥ 0 in the definition Mˆk guarantees that Mˆk is connected also
when k < 0. If the dimension n is not clear from context, we write (Mˆn,k, gˆn,k) for the
above Riemannian manifolds.
Remark 6.6 (i) If k = 1 then Mˆ1 = S
n (the usual Euclidean unit sphere in Rn+1) and
sn,1 is the usual Euclidean metric sn+1 on R
n+1. For a fixed n ∈ N, the spaces Mˆk for
k > 0 are all diffeomorphic: the map φk : (x1, . . . , xn, xn+1) 7→ (
x1√
k
, . . . , xn√
k
, xn+1)
gives a diffeomorphism from Mˆk onto Mˆ1. Moreover, φk is a homothety since φ
∗
kgˆ1 =
1
k
gˆk.
(ii) If k = −1 then sn,−1 is the usual Minkowski "metric" on Rn+1. For a fixed n ∈ N,
the spaces Mˆk for k < 0 are all diffeomorphic: the map φk : (x1, . . . , xn, xn+1) 7→
( x1√−k , . . . ,
xn√−k , xn+1) gives a diffeomorphism from Mˆk onto Mˆ−1. Moreover, φk is a
homothety since φ∗kgˆ1 = −
1
k
gˆk.
Let G(n, k) be the Lie group of linear maps Rn+1 → Rn+1 that leave invariant the
bilinear form
〈x, y〉n,k :=
n∑
i=1
xiyi + kxn+1yn+1,
for x = (x1, . . . , xn+1), y = (y1, . . . , yn+1) and having determinant +1. In other words,
a linear map B : Rn+1 → Rn+1 belongs to G(n, k) if and only if det(B) = +1 and
〈Bx,By〉n,k = 〈x, y〉n,k , ∀x, y ∈ R
n+1,
or, equivalently,
BT In,kB = In,k, det(B) = +1,
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where In,k = diag(1, 1, . . . , 1, k). In particular, G(n, 1) = SO(n + 1) and G(n,−1) =
SO(n, 1).
The Lie algebra of the Lie group G(n, k) will be denoted by g(n, k). Notice that an
(n+ 1)× (n + 1) real matrix B belongs to g(n, k) if and only if
BT In,k + In,kB = 0,
where In,k was introduced above.
Sometimes we identify the form sn,k on R
n+1 with 〈·, ·〉n,k using the canonical
identification of the tangent spaces T |vR
n+1 with Rn+1. Notice that if xˆ ∈ Mˆk and
V ∈ T |xˆRn+1, then
V ∈ T |xˆMˆk ⇐⇒ sn,k(V, xˆ) = 0.
In fact, if we identify V as a vector (V1, . . . , Vn+1) in R
n+1, then the condition for V to
be tangent to the hypersurface Mˆk is
0 =
〈
V, grad (x21 + · · ·+ x
2
n + kxn+1)
〉
n+1
= 〈V, (x1, . . . , xn, kxn+1)〉n+1
=
n∑
i=1
xiVi + kxn+1Vn+1
=sn,k(V, xˆ),
with 〈·, ·〉n+1 the standard Euclidean inner product of R
n+1.
Remark 6.7 By using the bilinear form 〈·, ·〉n,k one may restate the definition of Mˆk by
Mˆk =
{
xˆ ∈ Rn+1 | 〈xˆ, xˆ〉n,k = k, xn+1 +
k
|k|
≥ 0
}
.
Remark 6.8 For convenience we recall a standard result ([15], Theorem V.3.1): The
Riemannian manifold (Mˆk, gˆk) has constant sectional curvature
1
k
and the isometry group
Iso(Mˆk, gˆk) is equal to G(n, k).
We understand without mention that when considering the action of G(n, k) on Mˆk
we consider the restriction of the maps of G(n, k) onto the set Mˆk.
6.2.2 Orbit Structure
Proposition 6.9 The bundle πQ,M : Q → M is a principal G(n, k)-bundle with a left
action µ : G(n, k)×Q→ Q defined by
µ(B, q) = (x,Bxˆ;B ◦ A),
where q = (x, xˆ;A) and in B ◦ A we understand the range T |xˆMˆk of A to be identified
with a linear subspace of Rn+1 in the canonical way.
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Moreover, the action µ preserves the distributionDR i.e., for any q ∈ Q andB ∈ G(n, k),
(µB)∗DR|q = DR|µ(B,q)
where µB : Q→ Q; q 7→ µ(B, q).
Proof. Let us first check that for (x, xˆ;A) ∈ Q, B ◦ A : T |xM → Rn+1 can be viewed
as an orientation preserving map T |xM → T |BxˆMˆk and that really (x,Bxˆ;B ◦A) is an
element of Q. First of all, Bxˆ ∈ Mˆk when xˆ ∈ Mˆk as remarked above. Moreover, for
X ∈ T |xM ,
sn,k((B ◦ A)(X), Bxˆ) = sn,k(AX, xˆ) = 0,
since AX ∈ T |xˆMˆk. Hence B ◦ A : T |xM → T |BxˆMˆ . Similarly, for X, Y ∈ T |xM ,
gˆk((B ◦ A)(X), (B ◦ A)(Y )) = sn,k((B ◦ A)(X), (B ◦ A)(Y ))
=sn,k(AX,AY ) = gˆk(AX,AY ) = g(X, Y ),
and clearly B ◦ A preserves orientation (since G(n, k) is connected). Thus (x,Bxˆ;B ◦
A) ∈ Q.
It is clear that µ is a well defined left G(n, k)-action on Q, that it is free, maps each
πQ,M -fiber to itself (πQ,M ◦ µ(B, q) = πQ,M(q)) and that it is transitive fiberwise (for
each q, q′ ∈ π−1Q,M(x), µ(B, q) = q
′ for some B ∈ G(n, k)). It remains to check the claim
that this action preserves DR in the sense stated above.
Let B ∈ G(n, k) and q0 = (x0, xˆ0;A0). The fact that Iso(Mˆk, gˆ) = G(n, k) means
that defining F : Mˆk → Mˆk; F = B|Mˆk then F ∈ Iso(Mˆk, gˆ). Clearly F (xˆ0) = Bxˆ0 and
Fˆ∗|xˆ0 = B|T |xˆ0Mˆk and hence by Proposition 5.5
µ(B, qDR(γ, q0)(t)) = Fˆ · qDR(γ, q0)(t) = qDR(γ, Fˆ · q0)(t) = qDR(γ, µ(B, q0))(t),
for any smooth curve γ : [0, 1] → M , γ(0) = x0 and t ∈ [0, 1]. Taking derivative with
respect to t at t = 0 and using the fact that, by definition, qDR(γ, q0) is tangent to DR,
we find that
(µB)∗LR(γ˙(0))|q0 =(µB)∗
d
dt
∣∣
0
qDR(γ, q0)(t) =
d
dt
∣∣
0
µ(B, qDR(γ, q0)(t))
=
d
dt
∣∣
0
qDR(γ, µ(B, q0))(t) = LR(γ˙(0))|µ(B,q0).
This allows us to conclude.
We will denote the left action of B ∈ G(n, k) on q ∈ Q usually by B · q = µ(B, q).
Proposition 6.10 For any given q = (x, xˆ;A) ∈ Q there is a unique subgroup Gq of
G(n, k), called the holonomy group of DR, such that
Gq · q = ODR(q) ∩ π
−1
Q,M(x).
Also, if q′ = (x, xˆ′;A′) ∈ Q is in the same πQ,M -fiber as q, then Gq and Gq′ are conjugate
in G(n, k) and all conjugacy classes of Gq in G(n, k) are of the form Gq′ . This conjugacy
class will be denoted by G.
Moreover, πODR(q),M : ODR(q)→ M is a principal G-bundle over M .
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Proof. These results follow from the general theory of principal bundle connections (cf.
[13], [15]) but the argument is reproduced here for convenience.
Let q′ ∈ ODR(q) ∩ π
−1
Q,M(x) and choose a γ ∈ Ωx(M) such that q
′ = qDR(γ, q)(1).
Since the G(n, k) action is free and transitive on π−1Q,M(x), it follows that there is a
unique Bq(γ) ∈ G(n, k) such that Bq(γ) · q = q
′. We define Gq = {Bq(γ) | γ ∈ Ωx(M)}
and note that for γ, ω ∈ Ωx(M) one has
(Bq(γ)Bq(ω)) · q = Bq(γ) · (Bq(ω) · q) = Bq(γ) · qDR(ω, q)(1) = qDR(ω,Bq(γ) · q)(1)
=qDR(ω, qDR(γ, q)(1))(1) = qDR(ω.γ, q)(1) ∈ ODR(q) ∩ π
−1
Q,M(x),
which proves that Bq(γ)Bq(ω) = Bq(ω.γ) ∈ Gq. Next if γ−1 : [0, 1] → M denotes the
inverse path of γ i.e., γ−1(t) = γ(1− t) for t ∈ [0, 1], it follow that
(Bq(γ)Bq(γ
−1)) · q = qDR(γ
−1.γ, q)(1) = q,
i.e., Bq(γ)
−1 = Bq(γ−1) ∈ Gq. This shows that Gq is indeed a subgroup of G(n, k).
Moreover, it is clear that
Gq · q = ODR(q) ∩ π
−1
Q,M(x),
where the left hand side is {B · q | B ∈ Gq}.
Let us prove the statement about the conjugacy class of Gq. Take q
′ = (x, xˆ′;A′) ∈
Q. Because G(n, k) acts transitively on the fibers, there exists a B ∈ G(n, k) such that
q′ = B · q. Therefore for any γ ∈ Ωx(M),
(B−1Bq′(γ)B) · q =(B−1Bq′(γ)) · q′ = B−1 · qDR(γ, q
′)
=qDR(γ, B
−1 · q′) = qDR(γ, q) = Bq(γ) · q,
i.e., B−1Bq′(γ)B = Bq(γ) since the G(n, k) action is free. This proves that B−1Gq′B =
Gq. Moreover, if there is a B ∈ G(n, k) and a subgroup G′ of G(n, k) such that
B−1G′B = Gq, then defining q′ := B · q one gets that G′ = Gq′ .
By Proposition 5.2, πODR(q),M is a smooth bundle and, by what has been said already,
it is clear that Gq preserves the fibers π
−1
ODR(q),M
(x) = π−1Q,M(x)∩ODR(q) and the action
is free. Recall that, if a map from some manifold to the ambient manifold is smooth
and its image is contained in the orbit (as a set), then this map is also smooth as a
map into the orbit (as a manifold) (cf. [16], Theorem 3.22 and Lemma 2.17). As a
consequence, the action of Gq is also smooth. From this, one concludes that πODR(q),M
is a Gq-bundle and hence a G-bundle since the Lie groups in the conjugacy class are all
isomorphic.
6.2.3 The Rolling Connection
Let πTM⊕R : TM⊕R→M be the vector bundle overM where πTM⊕R(X, r) = πTM (X).
In this section we will prove the following result.
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Theorem 6.11 There exists a vector bundle connection ∇Rol of the vector bundle πTM⊕R
that we call the rolling connection, and which we define as follows: for every x ∈ M ,
Y ∈ T |xM , X ∈ VF(M), r ∈ C∞(M),
∇RolY (X, r) =
(
∇YX + r(x)Y, Y (r)−
1
k
g
(
X|x, Y )
)
, (72)
such that in the case of M rolling against the space form Mˆk, k 6= 0, the holonomy group
G of DR is isomorphic to the holonomy group H∇
Rol
of ∇Rol.
Moreover, if one defines a fiber inner product hk on TM ⊕ R by
hk((X, r), (Y, s)) = g(X, Y ) + krs,
where X, Y ∈ T |xM , r, s ∈ R, then ∇Rol is a metric connection in the sense that for every
X, Y, Z ∈ VF(M), r, s ∈ C∞(M),
Z
(
hk((X, r), (Y, s))
)
= hk(∇
Rol
Z (X, r), (Y, s)) + hk((X, r),∇
Rol
Z (Y, s)).
Before providing the proof of the theorem, we present the equations of parallel
transport w.r.t ∇Rol along a general curve and along a geodesic of M and also the
curvature of ∇Rol. Let γ : [0, 1] → M be an a.c. curve on M , γ(0) = x and let
(X0, r0) ∈ T |xM ⊕ R. Then the parallel transport (X(t), r(t)) = (P∇
Rol
)t0(γ)(X0, r0) of
(X0, r0) is determined from the equations∇γ˙(t)X + r(t)γ˙(t) = 0,r˙(t)− 1
k
g(γ˙(t), X(t)) = 0,
(73)
for a.e. t ∈ [0, 1]. In particular, if γ is a geodesic on (M, g), one may derive the following
uncoupled second order differential equations for X and r,
∇γ˙(t)∇γ˙(t)X +
1
k
g(X(t), γ˙(t))γ˙(t) = 0,
r¨(t) +
‖γ˙(t)‖2g
k
r(t) = 0,
(74)
for all t.
One easily checks by direct computation that the connection ∇Rol on πTM⊕R has the
curvature,
R∇
Rol
(X, Y )(Z, r) =
(
R(X, Y )Z −
1
k
(g(Y, Z)X − g(X,Z)Y ), 0
)
, (75)
where X, Y, Z ∈ VF(M), r ∈ C∞(M).
We will devote the rest of the subsection to prove Theorem 6.11.
Proof. The rolling distribution DR is a principal bundle connection for the principal
G(n, k)-bundle πQ,M : Q→M and hence there is a vector bundle ξ : E →M with fibers
isomorphic toRn+1 and a unique linear vector bundle connection∇Rol : Γ(ξ)×VF(M)→
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Γ(ξ) which induces the distribution DR on Q. This clearly implies that the holonomy
group G of DR and H
∇Rol of ∇Rol are isomorphic. We will eventually show that ξ is
further isomorphic to πTM⊕R and give the explicit expression (72) for the connection of
πTM⊕R induced by this isomorphims from ∇Rol on ξ.
There is a canonical non-degenerate metric hk : E ⊙ E → M on the vector bundle
ξ (positive definite when k > 0 and indefinite of Minkowskian type if k < 0) and
the connection ∇Rol is a metric connection w.r.t. to hk i.e., for any Y ∈ VF(M) and
s, σ ∈ Γ(ν),
Y
(
hk(s, σ)
)
= hk(∇
Rol
Y s, σ) + hk(s,∇
Rol
Y σ). (76)
The construction of ξ goes as follows (see [13], section 2.1.3). Define a left G(n, k)-
group action β on Q× Rn+1 by
β(B, (q, v)) = (B · q, Bv),
where q ∈ Q, v ∈ Rn+1, B ∈ G(n, k). The action β is clearly smooth, free and proper.
Hence E := (Q × Rn+1)/β is a smooth manifold of dimension n + (n + 1) = 2n + 1.
The β-equivalence classe (i.e., β-orbit) of (q, v) ∈ Q×Rn+1 is denoted by [(q, v)]. Then
one defines ξ
(
[(q, v)]
)
= πQ,M(q) which is well defined since the β-action preserves the
fibers of Q × Rn+1 → M ; (q, v) 7→ πQ,M(q). We prove now that ξ is isomorphic, as a
vector bundle over M , to
πTM⊕R : TM ⊕ R→M,
(X, t) 7→ πTM(X).
Indeed, let f ∈ Γ(ξ) and notice that for any q ∈ Q there exists a unique f(q) ∈ Rn+1
such that [(q, f(q))] = f(πQ,M(q))) by the definition of the action β. Then f : Q→ Rn+1
is well defined and, for each q = (x, xˆ;A), there are unique X|q ∈ T |xM , r(q) ∈ R such
that
f(q) = AX|q + r(q)xˆ.
The maps q 7→ X|q and q 7→ r(q) are smooth. We show that the vector X|q and the real
number r(q) depend only on x and hence define a vector field and a function onM . One
has [((x, xˆ;A), v)] = [((x, yˆ;B), w)] if and only if there is C ∈ G(n, k) such that Cxˆ = yˆ,
CA = B and Cv = w. This means that C|imA = BA−1|imA : T |xˆMˆk → T |yˆMˆk (with
imA denoting the image of A) and this defines C uniquely as an element of G(n, k) and
also, by the definition of f , Cf(x, xˆ, A) = f(x, yˆ, B). Therefore,
BX|(x,yˆ;B) + r(x, yˆ;B)yˆ = C(AX|(x,xˆ;A) + r(x, xˆ;A)xˆ) = BX|(x,xˆ;A) + r(x, xˆ;A)yˆ,
which shows that X|(x,yˆ;B) = X|(x,xˆ;A), r(x, yˆ;B) = r(x, xˆ;A) and proves the claim.
Hence for each f ∈ Γ(ξ) there are unique Xf ∈ VF(M) and rf ∈ C∞(M) such that
f(x) =
[(
(x, xˆ;A), AXf |x + rf(x)xˆ
)]
,
(here the right hand side does not depend on the choice of (x, xˆ;A) ∈ π−1Q,M(x)).
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Conversely, given X ∈ VF(M), r ∈ C∞(M) we may define f(X,r) ∈ Γ(ξ) by
f(X,r)(x) =
[(
(x, xˆ;A), AX|x + r(x)xˆ
)]
,
where the right hand side does not depend on the choice of (x, xˆ;A) ∈ π−1Q,M(x).
Clearly, for f ∈ Γ(ξ), one has f(Xf ,rf ) = f and, for (X, r) ∈ VF(M) × C
∞(M), one
has (Xf(X,r), rf(X,r)) = (X, r). This proves that the map defined by
Γ(ξ)→ VF(M)× C∞(M)
f 7→ (Xf , rf)
is a bijection. It is easy to see that it is actually a C∞(M)-module homomorphism. Since
C∞(M)-modules Γ(ξ) and VF(M)×C∞(M) are isomorphic and since VF(M)×C∞(M)
is obviously isomorphic, as a C∞(M)-module, to Γ(πTM⊕R), it follows that ξ and πTM⊕R
are isomorphic vector bundles over M .
We now describe the connection ∇Rol and the inner product structure hk on ξ and
we determine to which objects they correspond to in the isomorphic bundle πTM⊕R.
By Section 2.1.3 in [13] and the above notation, one defines for f ∈ Γ(ξ), Y ∈ T |xM ,
x ∈M
∇RolY f |x :=
[(
(x, xˆ;A),LR(Y )|(x,xˆ;A)f
)]
,
where f : Q→ Rn+1 is defined above and LR(Y )|(x,xˆ;A)f is defined componentwise (i.e.,
we let LR(Y )|(x,xˆ;A) to operate separately to each of the n + 1 component functions of
f). The definition does not depend on (x, xˆ;A) ∈ π−1Q,M(x) as should be evident from
the above discussions. The inner product on ξ, on the other hand, is defined by
hk([((x, xˆ;A), v)], [((x, yˆ;B), w)]) = g(X, Y ) + krt,
where v = AX + rxˆ, w = BY + tyˆ. It is clear that hk is well defined.
We slightly work out the expression for ∇Rol. Let f ∈ Γ(ξ), Y ∈ T |xM , x ∈ M .
Then f(y, yˆ, B) = BXf |y + rf(y)yˆ where Xf ∈ VF(M), rf ∈ C∞(M),
LR(Y )|(x,xˆ;A)f = LR(Y )|(x,xˆ;A)
(
(y, yˆ;B) 7→ BXf |y
)
+ Y (rf)xˆ+ rf(x)AY
and choosing some path γ on M such that γ˙(0) = Y , then q˙DR(γ, q)(0) = LR(Y )|q,
where q = (x, xˆ;A) and therefore
sn,k
(
LR(Y )|(x,xˆ;A)
(
(y, yˆ;B) 7→ BXf |y
)
, xˆ
)
= sn,k
( d
dt
∣∣
0
(ADR(γ, q)(t)Xf |γ(t)), xˆ
)
=
d
dt
∣∣
0
sn,k
(
ADR(γ, q)(t)Xf |γ(t), γˆDR(γ, q)(t)
)
− sn,k
(
AXf |x, AY )
=− gˆk(AXf |x, AY ) = −g
(
Xf |x, Y ) = sn,k(−
1
k
g
(
Xf |x, Y )xˆ, xˆ).
Therefore,
LR(Y )|(x,xˆ;A)
(
(y, yˆ;B) 7→ BXf |y
)
+
1
k
g
(
Xf |x, Y )xˆ ∈ T |xˆMˆk,
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and we write
LR(Y )|(x,xˆ;A)f =
(
LR(Y )|(x,xˆ;A)
(
(y, yˆ;B) 7→ BXf |y
)
+
1
k
g
(
Xf |x, Y )xˆ+ rf(x)AY
)
+ (Y (rf )−
1
k
g(Xf |x, Y ))xˆ.
Correspondingly, using the isomorphism of ξ and πTM⊕R, to the connection ∇Rol
and the non-degenerate metric hk on ξ, there is a connection ∇Rol and an indefinite
metric hk (with the same names as the ones on ξ) on πTM⊕R such that for X ∈ VF(M),
r ∈ C∞(M) and Y ∈ T |xM ,
∇RolY (X, r) =
(
A−1
(
LR(Y )|(x,xˆ;A)
(
(y, yˆ;B) 7→ BX|y
)
+
1
k
g
(
X|x, Y )xˆ
)
+ r(x)Y,
Y (r)−
1
k
g
(
X|x, Y )
)
, (77)
where (x, xˆ;A) ∈ Q is arbitrary point of Q over x and
hk((X, r), (Y, s)) = g(X, Y ) + krs,
for X, Y ∈ T |xM , r, s ∈ R.
We will now prove the metric property (76) of the connection ∇Rol. This will be
done in the case of the bundle πTM⊕R but it gives the equivalent result on ξ.
If (X, r), (Y, s) ∈ Γ(πTM⊕R) and Z ∈ T |xM then
Z(hk((X, r), (Y, s))) =Z(g(X, Y ) + krs)
=g(∇ZX, Y |x) + g(X|x,∇ZY ) + kZ(r)s(x) + kr(x)Z(s).
On the other hand,
hk(∇
Rol
Z (X, r), (Y, s)) =sn,k
(
LR(Z)|(x,xˆ;A)
(
(y, yˆ;B) 7→ BX|y
)
+
1
k
g(X|x, Z)xˆ+ r(x)AZ,AY
)
+ k
(
Z(r)−
1
k
g(X|x, Z)
)
s(x),
for any q = (x, xˆ;A) ∈ π−1Q,M(x) and choosing a path γ s.t. γ˙(0) = Z we get
h(∇RolZ (X, r), (Y, s)) =sn,k(
d
dt
∣∣
0
(
ADR(γ, q)(t)X|γ(t)
)
, AY )
+ r(x)g(Z, Y |x) +
(
kZ(r)− g(X|x, Z)
)
s(x),
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from which we finally get
hk(∇
Rol
Z (X, r), (Y, s)) + hk((X, r),∇
Rol
Z (Y, s))
=sn+1(
d
dt
∣∣
0
(
ADR(γ, q)(t)X|γ(t)
)
, AY ) + sn+1(AX,
d
dt
∣∣
0
(
ADR(γ, q)(t)Y |γ(t)
)
)
+ r(x)g(Z, Y |x) +
(
kZ(r)− g(X|x, Z)
)
s(x) + s(x)g(Z,X|x)
+
(
kZ(s)− g(Y |x, Z)
)
r(x)
=
d
dt
∣∣
0
sn+1(ADR(γ, q)(t)X|γ(t), ADR(γ, q)(t)Y |γ(t)) + kZ(r)s(x) + kr(x)Z(s)
=
d
dt
∣∣
0
g(X|γ(t), Y |γ(t)) + kZ(r)s(x) + kr(x)Z(s)
=g(∇ZX, Y |x) + g(X|x,∇ZY ) + kZ(r)s(x) + kr(x)Z(s),
which is exactly Z
(
hk((X, r), (Y, s))
)
.
Motivated by Eq. (77), we make the following definition. If Y ∈ T |xM and X ∈
VF(M) then define
∇˜RolY X := A
−1(
LR(Y )|(x,xˆ;A)
(
(y, yˆ;B) 7→ BX|y
)
+
1
k
g
(
X|x, Y )xˆ
)
,
where (x, xˆ;A) is an arbitrary point on the fiber π−1Q,M(x) over x. It is easily seen that
it is R-linear in X and Y and, for f ∈ C∞(M),
∇˜RolY (fX) = Y (f)X|x + f(x)∇˜
Rol
Y X,
so ∇˜Rol is a connection on M . Moreover, from the above computations, we see that
∇˜Rol is a metric connection with respect to g i.e., for X, Y ∈ VF(M) and Z ∈ T |xM ,
Z(g(X, Y )) = g(∇˜RolZ X, Y ) + g(X, ∇˜
Rol
Z Y ).
We will prove that ∇˜Rol = ∇ i.e., that ∇˜Rol is the Levi-Civita connection of g. To
do this, we show that the connection ∇˜Rol is torsion-free.
Let X, Y ∈ VF(M), x ∈M . Then taking any q = (x, xˆ;A) ∈ π−1Q,M(x) and any local
smooth πQ-section A˜ such that A˜|x = A and ∇A˜|x = 0, we compute
(∇˜RolX Y − ∇˜
Rol
Y X)|x =A
−1(
LR(X)|(x,xˆ;A)((y, yˆ;B) 7→ BY |y) + g(X|x, Y |x)xˆ
)
− A−1
(
LR(Y )|(x,xˆ;A)((y, yˆ;B) 7→ BX|y) + g(X|x, Y |x)xˆ
)
=A−1
(
∇(X,AX)(A˜Y )−∇(Y,AY )(A˜X)
)
=(∇XY −∇YX)|x = [X, Y ]|x.
Since ∇˜Rol is a torsion-free metric connection w.r.t. g onM , it follows by uniqueness
of Levi-Civita connection that
∇˜Rol = ∇.
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Thus if X ∈ VF(M), r ∈ C∞(M) and Y ∈ T |xM ,
∇RolY (X, r) =
(
∇YX + r(x)Y, Y (r)−
1
k
g
(
X|x, Y )
)
.
This concludes the proof of Theorem 6.11.
Remark 6.12 Define a number δkij for i, j = 1, . . . , n+ 1 as follows,
δkij :=

0, i 6= j,
1, i = j = 1, . . . , n,
k, i = j = n + 1.
We say that a frame (Xi, ti)
n+1
i=1 of T |xM⊕R is hk-orthonormal if hk((Xi, ti), (Xj, tj)) = δ
k
ij .
We may build the manifold F hkOON(πTM⊕R) of hk-orthonormal frames in the standard way.
Now we will prove that the bundle F hkOON(πTM⊕R) of hk-orthonormal frames of πTM⊕R
is isomorphic to πQ,M as a bundle over M . The isomorphism Φk : πQ,M → F
hk
OON(πTM⊕R)
can be described as follows. Let (x, xˆ;A) ∈ Q. Then there are unique (Xi, ti) ∈ T |xM⊕R,
i = 1, . . . , n+ 1 such that ei = AXi + tixˆ where ei, i = 1, . . . , n+ 1, is the standard basis
of Rn+1. One easily computes that
hk((Xi, ti), (Xj, tj)) = g(Xi, Xj) + ktitj = sn,k(AXi, AXj) + sn,k(tixˆ, tjxˆ)
=sn,k(ei, ej) = δ
k
ij ,
since sn,k(AXi, tj xˆ) = 0, sn,k(tixˆ, AXj) = 0. Thus define Φ(x, xˆ;A) := (Xi, ti)
n+1
i=1 .
We will give a description the inverse map Φ−1. Let (Xi, ti)n+1i=1 ∈ F
hk
OON(πTM⊕R). Then
there are unique ai ∈ R such that
∑n+1
i=1 ai(Xi, ti) = (0, 1). We notice that ai = kti for all
i = 1, . . . , n and an+1 = tn+1, since
0 = g(
n+1∑
i=1
aiXi, Xj) =
n+1∑
i=1
ai(δ
k
ij − ktitj),
and because
∑n+1
i=1 aiti = 1. Hence k
∑n
i=1 t
2
i + t
2
n+1 = 1. Define xˆ :=
∑n
i=1(kti)ei +
tn+1en+1 for which sn,k(xˆ, xˆ) = k(k
∑n
i=1 t
2
i+t
2
n+1) = k i.e., xˆ ∈ Mˆk. Moreover, it is easy to
see that each ei− tixˆ is sn,k-orthogonal to xˆ and hence we may define A : T |xM → T |xˆMˆk
by requiring that AXi = ei − tixˆ, i = 1, . . . , n + 1. It can be shown that A is well
defined by this formula and an orthogonal linear map i.e., (x, xˆ;A) ∈ Q. Also, evidently
Φ(x, xˆ;A) = (Xi, ti)
n+1
i=1 .
6.3 Controllability Results for Rolling Against a Non-Flat Space
Form
It is now clear, thanks to Theorem 6.11, that the controllability of the rolling problem
of a manifold M against a space form Mˆk amounts to checking whether the connection
∇Rol of πTM⊕R has full holonomy or not i.e., whether H∇
Rol
= G(n, k) or not.
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For the rest of the section, we assume that k only takes the values 1 and −1, and
for notational purposes, we use the letter ”c” instead of ”k” and thus c ∈ {+1,−1}.
In Riemannian geometry, the reducibility of the Riemannian holonomy group is
characterized (in the complete simply connected case) by the de Rham Theorem (see
[28]). We aim at giving an analog of this result w.r.t. ∇Rol in Theorem 6.14 below.
Before doing so, we first prove a simpler result showing that the conclusion of Theorem
6.14 below is not trivial.
Proposition 6.13 Suppose that (M, g) is a space form of constant curvature equal to
c ∈ {+1,−1}. Then the rolling connection ∇Rol defined by the rolling problem(R) of (M, g)
against (Mˆc, sn,c) (i.e., we roll (M, g) against itself) is reducible and, for each x ∈ M , the
irreducible subspaces of the action of the holonomy group H∇
Rol
|x on T |xM ⊕ R are all
1-dimensional.
Proof. Let (p1, . . . , pn+1) be the canonical chart of Rn+1 where pj is the projection onto
the j-th factor and write h = hc for the inner product in TM ⊕R. We will assume that
the space form M is the subset Mˆc of R
n+1 as defined previously. Define a vector field
Z :=
∑n+1
i=1 p
i ∂
∂pi
i.e., Z is equal to the half of the gradient in (Rn+1, sn,c) of the function
(p1)2 + · · · + (pn)2 + c(pn+1)2. Notice that Z is sn,c-orthogonal to the submanifold
M = Mˆc of R
n+1 and hence T |xM is the sn,c-orthogonal complement of Z|x for x ∈M .
Moreover, sn,c(Z,Z) = c.
Next we define, for j = 1, . . . , n+ 1, the vector fields
Yj :=
∂
∂pj
− csn,c
( ∂
∂pj
, Z)Z
and functions
rj(x) = csn,c(
∂
∂pj
, Z|x).
The restrictions of Z, Yj, r
j onto M will be denoted by the same letters. Notice that
(Yj, r
j), j = 1, . . . , n + 1 are h-orthogonal at each point of M and hence they form a
global orthogonal frame of πTM⊕R.
Denote, as usual, by ∇ the Levi-Civita connection of (M, g). Take any vector fields
X =
∑n+1
i=1 X
i ∂
∂pi
∈ VF(M) and U =
∑n+1
i=1 U
i ∂
∂pi
∈ VF(M) and let U˜ be some extension
of U onto a neighbourhood of M in Rn+1 with corresponding components U˜ i. Then we
have for x ∈M ,
∇XU |x = U˜∗(X|x)− csn,c(U˜∗(X|x), Z|x)Z|x.
where we understand U˜∗ as a map TRn+1 → TRn+1 using the obvious isomorphisms
T |X(TRn+1)→ T |xRn+1 for each X ∈ T |xRn+1.
Then we compute for any x ∈M and X =
∑n+1
i=1 X
i ∂
∂pi
∈ T |xM
Z∗(X) =
n+1∑
i=1
X iZ∗
( ∂
∂pi
)
=
n+1∑
i=1
X i
∂
∂pi
= X,
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and (notice that ( ∂
∂pj
)
∗ = 0)
(Yj)∗(X) =
n+1∑
i=1
X i(Yj)∗
( ∂
∂pi
)
= −csn,c(
∂
∂pj
, Z∗(X))Z|x − csn,c(
∂
∂pj
, Z|x)Z∗(X)
=− csn,c(
∂
∂pj
, X)Z|x − csn,c(
∂
∂pj
, Z|x)X,
from which we get
∇XYj = (Yj)∗(X|x)− csn,c((Yj)∗(X|x), Z|x)Z|x
=− csn,c(
∂
∂pj
, X)Z|x − csn,c(
∂
∂pj
, Z|x)X + csn,c(
∂
∂pj
, X)Z|x
+sn,c(
∂
∂pj
, Z|x) sn,c(X,Z|x)︸ ︷︷ ︸
=0
Z|x = −csn,c(
∂
∂pj
, Z|x)X.
Moreover,
X(rj) =csn,c(
∂
∂pj
, Z∗(X)) = csn,c(
∂
∂pj
, X)
sn,c(X, Yj) =sn,c
(
X,
∂
∂pj
)
− c sn,c
(
X,Z|x
)︸ ︷︷ ︸
=0
sn,c
(
Z,
∂
∂pj
)
= sn,c
(
X,
∂
∂pj
)
,
and thus
∇RolX (Yj, r
j) =
(
∇XYj + r
j(x)X,X(rj)−
1
c
sn,c(X, Yj|x)
)
=
(
− csn,c(
∂
∂pj
, Z|x)X + csn,c(
∂
∂pj
, Z|x)X, csn,c(
∂
∂pj
, X)− csn,c
(
X,
∂
∂pj
))
=(0, 0).
This means that all the πTM⊕R-sections (Yj, rj), j = 1, . . . , n + 1 are ∇Rol-parallel
globally. In particular, for any x ∈M and loop γ ∈ Ωx(M),
d
dt
(P∇
Rol
)0t (γ)
(
(Yj, p
j)|γ(t)
)
= (P∇
Rol
)0t (γ)∇γ˙(t)(Yj, p
j) = 0,
which means that (x = γ(0))
(Yj , p
j)|γ(t) = (P
∇Rol)t0(γ)(Yj, p
j)|x, ∀t,
and hence
(P∇
Rol
)t0(γ)(Yj, p
j)|x = (Yj, p
j)|γ(1) = (Yj, p
j)|x,
i.e., that the 1-dimensional subbundles spanned by each (Yj, r
j) are invariant under the
holonomy group of ∇Rol. Thus we have proved what we claimed.
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Below we will only consider the case of positive curvature c = +1 i.e., rolling against
the unit sphere.
Theorem 6.14 Let (M, g) be a complete Riemannian manifold and (Mˆ1, sn+1) be the
unit sphere with the metric induced from the Euclidean metric of Rn+1. If the rolling
connection∇Rol (see (72)) corresponding to rolling of (M, g) against (Mˆ1, sn+1) is reducible,
then (Mˆ1, sn+1) is a Riemannian covering of (M, g) .
Recall that the reducibility of the connection ∇Rol means that its holonomy group,
which is a subgroup of G(n, c), is reducible i.e., there exists two nontrivial invariant
subspaces V1, V2 /∈ {{0},Rn+1} of Rn+1 which are invariant by the action of this group.
Proof. In this case we have c = +1 (corresponding to the sphere space form) and we
will write h = h1 for the inner product on TM ⊕ R.
Fix once and for all a point x0 ∈ M . The assumption that ∇Rol is reducible means
that there are two subspaces V1, V2 ⊂ T |x0M ⊕ R which are nontrivial (i.e., V1, V2 /∈
{{0}, T |x0M ⊕ R}) and invariant by the action of the holonomy group of ∇
Rol at x0.
Since the holonomy group of∇Rol acts h-orthogonally on T |x0M , it follows that V1 ⊥ V2.
Define subbundles πDj : Dj → M , j = 1, 2 of πTM⊕R such that for any x ∈ M one
chooses a piecewise C1 curve γ : [0, 1]→ M from x0 to x and defines
Dj|x = (P
∇Rol)10(γ)Vj, j = 1, 2.
These definitions are independent of the chosen path γ since if ω is another such curve,
then ω−1.γ ∈ Ωx0(M) is a loop based at x0 and hence by the invariance of Vj , j = 1, 2
under the holonomy of ∇Rol,
(P∇
Rol
)10(γ)Vj = (P
∇Rol)10(ω) (P
∇Rol)10(ω
−1.γ)Vj︸ ︷︷ ︸
=Vj
= (P∇
Rol
)10(ω)Vj.
Moreover, since parallel transport (P∇
Rol
)10(γ) is an h-orthogonal map, it follows that
D1 ⊥ D2 w.r.t the vector bundle metric h.
It is a standard fact that Dj, j = 1, 2, are smooth embedded submanifolds of TM⊕R
and that the restriction of πTM⊕R to Dj defines a smooth subbundle πDj as claimed.
Moreover, it is clear that
πD1 ⊕ πD2 = πTM⊕R,
and this sum is h-orthogonal.
We will now assume that both Dj , j = 1, 2, have dimension at least 2. The case
where one of them has dimension = 1 can be treated in a similar fashion and will be
omitted. So we let m+1 = dimD1 where m ≥ 1 and then n−m = (n+1)− (m+1) =
dimD2 ≥ 2 i.e., 1 ≤ m ≤ n− 2. Define for j = 1, 2
DMj = pr1(Dj) =
{
X | (X, r) ∈ Dj} ⊂ TM,
and
Nj = {x ∈M | (0, 1) ∈ Dj|x} ⊂M.
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Trivially, N1 ∩ N2 = ∅. Also, Nj, j = 1, 2, are closed subsets of M since they can be
written as Nj = {x ∈M | p
⊥
j (T |x) = T |x} where p
⊥
j : TM⊕R→ Dj is the h-orthogonal
projection onto Dj and T is the (smooth) constant section x 7→ (0, 1) of πTM⊕R.
We next briefly sketch the rest of proof. We will show that Nj are nonempty totally
geodesic submanifolds of M and, for any given xj ∈ Nj, j = 1, 2, that (M, g) is locally
isometric to the sphere
S = {(X1, X2) ∈ T |
⊥
x1
N1 ⊕ T |
⊥
x2
N2 | ‖X1‖
2
g + ‖X2‖
2
g = 1},
with the metric G := (g|T |⊥x1N1⊕g|T |⊥x2N2)|S. Here ⊥ denotes the orthogonal complement
inside T |xM w.r.t. g. Since (S,G) is isometric to the Euclidean sphere (Mˆ1, sn,1) this
would finish the argument. The latter is rather long and we decompose it in a sequence
of ten lemmas and we start with the first one.
Lemma 6.15 The sets Nj, j = 1, 2, are non-empty.
Proof. Note first that N1 ∪ N2 6= M since otherwise N1 = M\N2 would be open and
closed and similarly for N2. But then if, say, N1 6= ∅ we have N1 =M by connectedness
of M i.e., the point (0, 1) ∈ D1|x for all x ∈ M . Then for all x ∈ M , X ∈ VF(M) one
has, by the invariance of D1 by the holonomy of ∇Rol and by (72),
D1|x ∋ ∇
Rol
X|x(0, 1) = (X|x, 0),
which implies that D1 = TM ⊕ R, a contradiction.
Let x′ ∈ M\(N1 ∪ N2) be arbitrary. Choose a basis (X0, r0), . . . (Xm, rm) of D1|x′.
Then at least one of the numbers r0, . . . , rm is non-zero, since otherwise one would have
(Xi, ri) = (Xi, 0) ⊥ (0, 1) for all i and thus D1|x′ ⊥ (0, 1) i.e., (0, 1) ∈ D2|x′ i.e., x
′ ∈ N2
which is absurd. We assume that it is r0 which is non-zero. By taking appropriate
linear combinations of (Xi, ri), i = 0, . . . , m (and by Gram-Schmidt’s process), one
may change the basis (Xi, ri), i = 0, . . . , m, of D1|x so that r1, . . . , rm = 0, r0 6= 0 and
that (X0, r0), (X1, 0) . . . , (Xm, 0) are h-orthonormal. Also, X0, . . . , Xm are non-zero:
for X1, . . . , Xm this is evident, and for X0 it follows from the fact that if X0 = 0, then
r0 = 1 and hence x
′ ∈ N1, which contradicts our choice of x′.
Now let γ : R → M be the unit speed geodesic with γ(0) = x′, γ˙(0) = X0‖X0‖g .
Parallel translate (Xi, ri) along γ by ∇
Rol to get πD1-sections (Xi(t), ri(t)) along γ. In
particular, from (74) one gets
r¨i(t) + ri(t) = 0,
with r0(0) 6= 0, r1(0) = · · · = rm(0) = 0. From the second equation in (73) one obtains
r˙i(0) = g(γ˙(0), Xi(0)) = ‖X0‖
−1
g g(X0, Xi) and thus r˙i(0) = 0 for i = 1, . . . , m since
(Xi, 0) is h-orthogonal to (X0, r0). Moreover, r˙0(0) = ‖X0‖g. Hence ri(t) = 0 for
all t and i = 1, . . . , m and r0(t) = ‖X0‖g sin(t) + r0 cos(t). In particular, at t = t0 :=
arctan(− r0‖X0‖g ) one has ri(t0) = 0 for all i = 0, . . . , m which implies thatD1|γ(t0) ⊥ (0, 1)
i.e., γ(t0) ∈ N2. This proves that N2 is non-empty. The same argument with D1 and
D2 interchanged shows that N1 is non-empty.
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Lemma 6.16 For any x ∈M and any unit vector u ∈ T |xM ,
(P∇
Rol
)t0(γu)(0, 1) = (− sin(t)γ˙u(t), cos(t)). (78)
Proof. Here and in what follows, γu(t) := expx(tu). Write
(X0(t), r0(t)) := (P
∇Rol)t0(γu)(0, 1).
The second equation in (73) implies that r˙0(0) = g(γ˙u(0), X0(0)) = g(u, 0) = 0 and,
since r0(0) = 1, the second equation in (74) gives
r0(t) = cos(t).
Notice that, for all t ∈ R,
∇γ˙u(t)(− sin(t)γ˙u(t)) + r0(t)γ˙u(t)
=∇γ˙u(t)(− sin(t))γ˙u(t)− sin(t)∇γ˙u(t)γ˙u(t) + cos(t)γ˙u(t)
=− cos(t)γ˙u(t)− 0 + cos(t)γ˙u(t) = 0,
i.e., − sin(t)γ˙u(t) solves the same first order ODE asX0(t), namely∇γ˙u(t)X0+r0(t)γ˙u(t) =
0 for all t by the first equation in (73). Moreover, since(
− sin(t)γ˙u(t)
)
|t=0 = 0 = X0(0),
it follows that X0(t) = − sin(t)γ˙u(t), which, combined with the fact that r0(t) = cos(t)
proven above, gives (78).
Lemma 6.17 The sets Nj , j = 1, 2, are complete, totally geodesic submanifolds of
(M, g) and DMj |x = T |xNj , ∀x ∈ Nj , j = 1, 2.
Proof. We show this for N1. The same argument then proves the claim for N2. Let
x ∈ N1 and u ∈ DM1 |x a unit vector. Since (0, 1) ∈ D1|x, Eq. (78) implies that
D1|γu(t) ∋ (P
∇Rol)t0(γu)(0, 1) = (− sin(t)γ˙u(t), cos(t))
Next notice that
∇Rolγ˙u(t)
(
cos(t)γ˙u(t), sin(t)
)
=
(
− sin(t)γ˙u(t) + sin(t)γ˙u(t), cos(t)− g(γ˙u(t), cos(t)γ˙u(t))
)
=(0, 0),
and hence, since
(
cos(t)γ˙u(t), sin(t)
)
|t=0 = (u, 0) ∈ D1|x (this is so because u ∈ DM1 |x,
hence there is some r ∈ R such that (u, r) ∈ D1|x and since (0, 1) ∈ D1|x because
x ∈ N1, then D1|x ∋ (u, r)− r(0, 1) = (u, 0)), we have, for all t ∈ R,(
cos(t)γ˙u(t), sin(t)
)
= (P∇
Rol
)t0(u, 0) ∈ D1|γu(t).
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Hence for all t ∈ R,
D1|γu(t) ∋ sin(t)
(
cos(t)γ˙u(t), sin(t)
)
+ cos(t)
(
− sin(t)γ˙u(t), cos(t)
)
= (0, 1).
This proves that any geodesic starting from a point of N1 with the initial direction
from DM1 stays in N1 forever. Hence, once it has been shown that N1 is a submanifold
ofM with tangent space T |xN1 = DM1 |x for all x ∈ N1, then automatically N1 is totally
geodesic and complete.
Let x ∈ N1. If one takes an open neighbourhood U of x and local πD2-sections
(Xm+1, rm+1), . . . , (Xn, rn) which form a basis ofD2 over U , then it is clear thatN1∩U =
{x ∈ U | rm+1(x) = · · · = rn(x) = 0}
Thus let (Xm+1, rm+1), . . . , (Xn, rn) ∈ D2|x be a basis of D2|x. Choose ǫ > 0 such
that expx is a diffeomorphism from Bg(0, ǫ) onto its image Uǫ and define for y ∈ Uǫ,
j = m+ 1, . . . , n,
(Xj , rj)|y = (P
∇Rol)10
(
τ 7→ expx(τ exp
−1
x (y))
)
(Xj , rj).
Then (Xj , rj) are local πD2-sections and it is clear that
N1 ∩ Uǫ = {y ∈ Uǫ | rm+1(y) = · · · = rn(y) = 0}.
Moreover, from (73),
∇rj |x = Xj |x, j = m+ 1, . . . , n,
which are linearly independent. Hence, by taking ǫ > 0 possibly smaller, we may
assume that the local vector fields ∇rj, j = m + 1, . . . , n, are linearly independent on
Uǫ. But this means that N1 ∩ Uǫ = {y ∈ Uǫ | rm+1(y) = · · · = rn(y) = 0} is a smooth
embedded submanifold of Uǫ with tangent space
T |xN1 ={X ∈ T |xM | g(∇rj, X) = 0, j = m+ 1, . . . , n}
={X ∈ T |xM | g(Xj, X) = 0, j = m+ 1, . . . , n}
=DM1 |x.
Since x ∈ N1 was arbitrary, this proves that N1 is indeed an embedded submanifold
of M and T |xN1 = DM1 |x for all x ∈ N1.
Lemma 6.18 Let di(x) := dg(Ni, x), x ∈ M . Then in the set where di is smooth,
(∇ cos(di(·)), cos(di(·))) ∈ D
M
i , (79)
where ∇ is the gradient w.r.t g.
Proof. Let x ∈ M\N1. Choose y ∈ N1, u ∈ (T |yN1)
⊥ such that γu : [0, di(x)] → M
is the minimal normal unit speed geodesic from N1 to x. Since (0, 1) ∈ D1|y (because
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y ∈ N1), it follows that the parallel translate of (0, 1) along γu stays in D1 which, in
view of (78), gives
D1|x ∋ (P
∇Rol)d1(x)0 (γu)(0, 1) =
(
− sin(d1(x))γ˙u(d1(x)), cos(d1(x))
)
=
(
− sin(d1(x))∇(d1(·))|x, cos(d1(x))
)
=
(
∇ cos(d1(·))|x, cos(d1(x))
)
,
where the last two equalities hold true if x is not in the cut nor the conjugate locus of
N1 (nor is x in N1, by assumption). Working in the complement of these points, which
is a dense subset of M and using a continuity argument, we may assure that the result
holds true everywhere where di is smooth. The same argument proves the formula (79)
for d2 as well.
Lemma 6.19 For every Y ∈ VF(M), one has
g
(
R(Y,∇d1(·))∇d1(·), Y
)
= g(Y, Y )−
(
∇Y (d1(·))
)2
, (80)
wherever d1(·) is smooth.
Proof. It is known (see [27]) that for any Y, Z ∈ VF(M), d1(·) satisfies a PDE
−g(R(Y |y,∇d1(y))∇d1(y), Z|y) =Hess
2(d1(·))(Y |y, Z|y)
+
(
∇∇d1(y)Hess(d1(·))
)
(Y |y, Z|y),
for every y ∈ M such that d1 is smooth at y (and this is true in a dense subset of M).
In particular, y /∈ N1. Also, since the set of points y ∈ M where cos(d1(y)) = 0 or
sin(d1(y)) = 0 is clearly Lebesgue zero-measurable, we may assume that cos(d1(y)) 6= 0
and sin(d1(y)) 6= 0.
Notice that (X0, r0) := (∇ cos(d1(·)), cos(d1(·))) belongs to D1 and has h-norm equal
to 1. We may choose in a neighbourhood U of y vector fields X1, . . . , Xm ∈ VF(U) such
that (X0, r0), (X1, 0), . . . , (Xm, 0) is an h-orthonormal basis of D1 over U . Assume
also that (X0, r0) is smooth on U . This implies that there are smooth one-forms ω
i
j,
i, j = 0, . . . , m defined by (set here r1 = · · · = rm = 0)
∇RolY (Xi, ri) =
m∑
i=0
ωji (Y )(Xj, rj), Y ∈ VF(M),
or, more explicitly, 
∇YXj + rjY =
m∑
i=0
ωij(Y )Xi
Y (rj)− g(Y,Xj) =
m∑
i=0
ωij(Y )ri,
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Since (X0, r0), . . . , (Xm, rm) are h-orthonormal, it follows that ω
i
j = −ω
j
i . The fact that
r1 = · · · = rm = 0 implies that
−g(Y,Xj) = ω
0
j (Y )r0, j = 1, . . . , m
i.e.,
ωj0(Y ) =
g(Y,Xj)
cos(d1(·))
.
But then one has that (notice that ω00 = 0)
∇YX0 + r0Y =
m∑
j=1
ωj0(Y )Xj ,
which simplifies to
− sin(d1(·))∇Y∇d1(·)− cos(d1(·))∇Y (d1(·))∇d1(·)
=− cos(d1(·))Y +
1
cos(d1(·))
m∑
j=1
g(Xj, Y )Xj ,
or
∇Y∇d1(·) =− cot(d1(·))∇Y (d1(·))∇d1(·) + cot(d1(·))Y
−
1
sin(d1(·)) cos(d1(·))
m∑
j=1
g(Xj, Y )Xj.
Writing S(Y ) := ∇Y∇d1(·) = Hess(d1(·))(Y, ·), one obtains
(∇∇d1(·)S)(Y ) = ∇∇d1(·)(S(Y ))− S(∇∇d1(·)Y )
=
1
sin2(d1(·))
∇Y (d1(·))∇d1(·)− cot(d1(·))g(∇∇d1(·)Y,∇d1(·))∇d1(·)
−
1
sin2(d1(·))
Y −
( 1
cos2(d1(·))
−
1
sin2(d1(·))
) m∑
j=1
g(Y,Xj)Xj
−
1
sin(d1(·)) cos(d1(·))
m∑
j=1
(
g(Y,∇∇d1(·)Xj)Xj + g(Y,Xj)∇∇d1(·)Xj
)
+ cot(d1(·))∇∇∇d1(·)Y (d1(·))︸ ︷︷ ︸
=g(∇d1(·),∇∇d1(·)Y )
∇d1(·),
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where we used that ∇∇d1(·)(d1(·)) = g(∇d1(·),∇d1(·)) = 1. On the other hand,
Hess2(d1(·))(Y, ·) = S
2(Y ) = S(S(Y ))
=S
(
− cot(d1(·))∇Y (d1(·))∇d1(·) + cot(d1(·))Y
−
1
sin(d1(·)) cos(d1(·))
m∑
j=1
g(Xj, Y )Xj
)
=− cot2(d1(·))∇Y (d1(·))∇d1(·) + cot
2(d1(·))Y −
2
sin2(d1(·))
m∑
j=1
g(Xj, Y )Xj
+
1
sin2(d1(·)) cos2(d1(·))
m∑
j=1
g(Xj, Y )Xj ,
where we used that ∇d1(·), X1, . . . , Xm are g-orthonormal (recall that
X0 = − sin(d1(·))∇d1(·).)
Thus, for any Y, Z ∈ VF(M), one has on U that
− g(R(Y,∇d1(·))∇d1(·), Z)
=− g(Y, Z) +
( 1
sin2(d1(·))
− cot2(d1(·))
)
∇Y (d1(·))∇Z(d1(·))
−
1
sin(d1(·)) cos(d1(·))
m∑
j=1
(
g(Y,∇∇d1(·)Xj)g(Xj, Z) + g(Y,Xj)g(∇∇d1(·)Xj, Z)
)
.
We also set Z = Y and hence get
−g(R(Y,∇d1(·))∇d1(·), Y ) =− g(Y, Y ) +∇Y (d1(·))∇Y (d1(·))
−
2
sin(d1(·)) cos(d1(·))
m∑
j=1
g(Y,∇∇d1(·)Xj)g(Xj, Y ).
Here
m∑
j=1
g(Y,∇∇d1(·)Xj)g(Xj, Y ) = −
1
sin(d1(·))
m∑
j=1
g(Y,∇X0Xj)g(Xj, Y )
=−
1
sin(d1(·))
m∑
j=1
g(Y,
m∑
i=1
ωij(X0)Xig(Xj, Y )
=−
1
sin(d1(·))
m∑
i,j=1
ωij(X0)︸ ︷︷ ︸
(⋆)1
g(Y,Xi)g(Xj, Y )︸ ︷︷ ︸
(⋆)2
= 0,
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where expression (⋆)1 is skew-symmetric in (i, j) while (⋆)2 is symmetric on (i, j). Hence
the sum is zero. We finally obtain
g(R(Y,∇d1(·))∇d1(·), Y ) = g(Y, Y )−
(
∇Y (d1(·))
)2
,
as claimed. It is clear that this formula now holds at every point of M where d1(·) is
smooth and for any Y ∈ VF(M). In particular, if Y is a unit vector g-perpendicular to
∇d1(·) at a point y of M , then ∇Y d1(·)|y = g(∇d1(·)|y, Y |y) = 0 and hence
sec(Y, d1(·))|y = +1.
Lemma 6.20 For every x ∈ N1, a unit vector u ∈ (T |xN1)⊥ and v ∈ T |xM with v ⊥ u,
‖(expx)∗|tu(v)‖g =
∣∣sin(t)
t
∣∣ ‖v‖g , t ∈ R. (81)
In particular, for all unit vectors u1, u2 ∈ (T |xN1)⊥ one has
expx(πu1) = expx(πu2).
Proof. Let Yu,v(t) =
∂
∂s
|0 expx(t(u+sv)) be the Jacobi field along γu(t) = expx(tu) such
that Yu,v(0) = 0, ∇γ˙u(0)Yu,v = v. Since v ⊥ u, it follows from the Gauss lemma (see
[28]) that Yu,v(t) ⊥ γ˙u(t) for all t. Moreover, the assumption u ∈ (T |xN1)⊥ implies that
∇d1(·)|γu(t) = γ˙u(t) and thus ∇Yu,v(t)(d1(·)) = g(γ˙u(t), Yu,v(t)) = 0.
By polarization, one may write (80) into the form
R(Z(t), γ˙u(t))γ˙u(t) = Z(t)− g(Z(t), γ˙u(t))γ˙u(t),
for any vector field Z along γu. In particular,
∇γ˙u∇γ˙uYu,v = −R(Yu,v, γ˙u)γ˙u = −Yu,v,
since g(Yu,v(t), γ˙u(t)) = 0 for all t. On the other hand, the vector field Z(t) =
sin(t)P t0(γu)v satisfies along γu
∇γ˙u(t)∇γ˙uZ = −Z(t), ∀t
Z(0) = 0, ∇γ˙uZ|t=0 = v,
i.e., the same initial value problem as Yu,v. This implies that
Yu,v(t) = sin(t)P
t
0(γu)v, (82)
from which we obtain (81) because Yu,v(t) = t(expx)∗|tu(v).
The last claim follows from the fact that the map expx |S : S → M where S = {u ∈
(T |xN1)⊥ | ‖u‖ = π} is a constant map. Indeed, if u ∈ S, v ∈ T |uS and we identify v as
an element of T |xM as usual, then by what we have just proved (note that u = π
u
‖u‖g),
‖(expx)∗|u(v)‖g =
sin(π)
π
‖v‖g = 0.
Hence expx |S has zero differential on all over S which is connected, since its dimension
is n−m− 1 ≥ 1 by assumption. Hence expx |S is a constant map.
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Lemma 6.21 For every x ∈ N1 and unit normal vector u ∈ (T |xN1)⊥, the geodesic
t 7→ γu(t) meets N2 exactly at t ∈ (Z+
1
2
)π. The same holds with the roles of N1 and N2
interchanged.
Proof. Let x ∈ N1 and u ∈ (T |xN1)⊥ be a unit vector normal vector to N1. For
(X, r) ∈ D1|x define (X(t), r(t)) = (P∇
Rol
)t0(γu)(X, r). Then by (73), (74) we have
(notice that g(u,X) = 0 since u ∈ (T |xN1)⊥ = (DM1 |x)
⊥ and X ∈ DM1 |x)
r(t) = r(0) cos(t).
Hence, (X(t), r(t)) is h-orthogonal to (0, 1) if and only of r(t) = 0 i.e., r(0) cos(t) = 0.
This proves that (0, 1) ⊥ D1|γu(t) i.e., (0, 1) ∈ D2|γu(t) i.e., γu(t) ∈ N2 if and only if
t ∈ (1
2
+ Z)π (obviously, there is a vector (X, r) ∈ D1|x with r 6= 0).
Lemma 6.22 The submanifolds N1, N2 are isometrically covered by Euclidean spheres
of dimensions m and n − m, respectively, and the fundamental groups of N1 and N2 are
finite and have the same number of elements. More precisely, for any x ∈ N1 define
Sx = {u ∈ (T |xN1)
⊥ | ‖u‖g = 1},
equipped with the restriction of the metric g|x of T |xM . Then
Sx → N2; u 7→ expx(
π
2
u),
is a Riemannian covering. The same claim holds with N1 and N2 interchanged.
Proof. Denote by C1 the component ofN1 containing x. We will show first that C1 = N1
i.e., N1 is connected.
Let y1 ∈ N1. Since C1 is a closed subset of M , there is a minimal geodesic γv in
M from C1 to y1 with γ˙v(0) = v a unit vector, x1 := γv(0) ∈ C1 and γv(d) = y1, with
d := dg(y1, C1). By minimality, v ∈ (T |x1C1)
⊥ = (T |x1N1)
⊥. Hence by Lemma 6.21 the
point x2 := expx1(
π
2
v) = γv(
π
2
) belongs to N2. Since the set
Sx2 = {u ∈ (T |x2N2)
⊥ | ‖u‖g = 1}.
is connected (its dimension is m ≥ 1, by assumption that we made before), Lemma
6.21 implies that expx2
(
π
2
Sx2
)
is contained in a single component C ′1 of N1. Writing
u := γ˙v(
π
2
), we have ±u ∈ Sx2 so
C ′1 ∋ expx2(−
π
2
u) = expx2
(
−
π
2
d
dt
∣∣
pi
2
expx1(tv)
)
= expx1((
π
2
− t)v)|t=pi
2
= x1,
and since also x1 ∈ C1, it follow that C ′1 = C1. But this implies that
γv(π) = expx1(πv) = expx2
(π
2
d
dt
∣∣
pi
2
expx1(tv)
)
= expx2(
π
2
u) ∈ C1.
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It also follows from u ∈ (T |x2N2)
⊥ that γ˙v(π) = ddt
∣∣
pi
2
expx2(tu) ∈ (T |γv(π)N1)
⊥. Since
expx2((d −
π
2
)u) = y1 ∈ N1, Lemma 6.21 implies that d −
π
2
∈ (1
2
+ Z)π, from which,
since d ≥ 0, we get d ∈ N0π, where N0 = {0, 1, 2, . . . }.
By taking x′2 = γv(
3
2
π) ∈ N2 we may show similarly that γv(2π) ∈ C1 and by
induction we get γv(kπ) ∈ C1 for every k ∈ N0. In particular, since d ∈ N0π, we get
y1 = γv(d) ∈ C1. Since y1 ∈ N1 was arbitrary, we get N1 ⊂ C1 which proves the claim.
By repeating the argument with N1 and N2 interchanged, we see that N2 is con-
nected.
Eq. (81) shows that, taking u ∈ Sx and v ∈ T |uSx, i.e., v ⊥ u, v ⊥ T |xN1,∥∥∥∥ ddt ∣∣0 expx (π2 (u+ tv))
∥∥∥∥
g
=
∥∥∥(expx)∗|pi2 u(π2 v)∥∥∥g = ‖v‖g .
This shows that u 7→ expx(
π
2
u) is a local isometry Sx → N2. In particular, the image is
open and closed in N2, which is connected, hence u 7→ expx(
π
2
u) is onto N2. According
to Proposition II.1.1 in [28], u 7→ expx(
π
2
u) is a covering Sx → N2.
Similarly, for any y ∈ N2 the map Sy → N1; u 7→ expy(
π
2
u) is a Riemannian covering.
Finally, let us prove the statement about fundamental groups. Fix a point xi ∈ Ni
and write φi(u) = expxi(
π
2
u), i = 1, 2, for maps φ1 : Sx1 → N2, φ2 : Sx2 → N1. The
fundamental groups π1(N1), π1(N2) of N1, N2 are finite since their universal coverings
are the (normal) spheres Sx2, Sx1 which are compact. Also, φ
−1
1 (x2) and φ
−1
2 (x1) are in
one-to-one correspondence with π1(N2) and π1(N1) respectively.
Define Φ1 : φ
−1
1 (x2) → Sx2 ; Φ1(u) = −
d
dt
∣∣
pi
2
expx1(tu) ∈ Sx2 and similarly Φ2 :
φ−12 (x1)→ Sx1 ; Φ2(u) = −
d
dt
∣∣
pi
2
expx2(tu) ∈ Sx1. Clearly, for u ∈ φ
−1
1 (x2),
φ2(Φ1(u)) = expx2
(
−
π
2
d
dt
∣∣
pi
2
expx1(tu)
)
= expx1((
π
2
− t)u)|t=pi
2
= x1,
i.e., Φ1 maps φ
−1
1 (x2) → φ
−1
2 (x1). Similarly Φ2 maps φ
−1
2 (x1) → φ
−1
1 (x2). Finally, Φ1
and Φ2 are inverse maps to each other since for u ∈ φ
−1
1 (x2),
Φ2(Φ1(u)) = −
d
dt
∣∣
pi
2
expx2
(
− t
d
ds
∣∣
pi
2
expx1(su)
)
= −
d
dt
∣∣
pi
2
expx1((
π
2
− t)u) = u,
and similarly Φ1(Φ2(u)) = u for u ∈ φ
−1
2 (x1).
For the sake of simplicity, we will finish the proof of Theorem 6.14 under the as-
sumption that N2 is simply connected and indicate in Remark 6.25 following the proof
how to handle the general case.
The fact that N2 is simply connected is clearly equivalent to saying that
Sx → N2; u 7→ expx(
π
2
u),
defined in Lemma 6.22 is an isometry for some (and hence every) x ∈ N1. It then
follows from Lemma 6.22 that N1 is (simply connected and) isometric to a sphere as
well.
We next get the following.
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Lemma 6.23 Fix xi ∈ Nj , j = 1, 2 and let
Sx1 = {u ∈ (T |x1N1)
⊥ | ‖u‖g = 1}, Sx2 = {u ∈ (T |x2N2)
⊥ | ‖u‖g = 1},
the unit normal spheres to N1, N2 at x1, x2 respectively. Consider first the maps
f1 : Sx1 → N2 f2 : Sx2 → N1 (83)
f1(u) = expx1(
π
2
u) f2(v) = expx2(
π
2
v),
and the map w which associates to (u, v) ∈ Sx1 × Sx2 the unique element of Sf2(v) such
that expf2(v)(
π
2
w(u, v)) = f1(u). Finally let
Ψ :]0,
π
2
[× Sx1 × Sx2 →M (84)
Ψ(t, u, v) = expf2(v)(tw(u, v)).
Suppose that S˜ :=]0, π
2
[×Sx1 × Sx2 is endowed with the metric g˜ such that
g˜|(t,u,v) = dt
2 + sin2(t)g|T |uSx1 + cos
2(t)g|T |vSx2 .
Then Ψ is a local isometry.
Proof. We use G to denote the geodesic vector field on TM i.e., for u ∈ TM we have
G|u := γ¨u(0) =
d2
dt2
∣∣
0
expπTM (u)(tu).
Then the projections on M by πTM of its integral curves are geodesics. Indeed, first we
notice that
G|γ˙u(t) =
d2
ds2
∣∣
0
expγu(t)(sγ˙u(t)) =
d2
ds2
∣∣
0
γu(t+ s) = γ¨u(t),
and hence, if Γ be a curve on TM defined by Γ(t) = γ˙u(t), then
Γ˙(t) = γ¨u(t) = G|γ˙u(t) = G|Γ(t),
and Γ(0) = u. Hence Γ satisfies the same initial value problem as t 7→ ΦG(t, u), which
implies that
ΦG(t, u) = γ˙u(t), ∀t ∈ R, u ∈ TM,
and in particular,
(πTM ◦ ΦG)(t, u) = γu(t), ∀t ∈ R, u ∈ TM.
For every u ∈ TM there is a direct sum decomposition Hu ⊕ Vu of T |uTM where
Vu = V |u(πTM) is the πTM -vertical fiber over u and Hu is defined as
Hu = {
d
dt
∣∣
0
P t0(γX)u | X ∈ T |πTM(u)M}.
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We write the elements of T |uTM w.r.t. this direct sum decomposition as (A,B) where
A ∈ Hu, B ∈ Vu. It can now be shown that (see [28] Lemma 4.3, Chapter II)
((ΦG)t)∗|u(A,B) = (Z(A,B)(t),∇γ˙u(t)Z(A,B)), (A,B) ∈ T |uTM, u ∈ TM,
where Z(A,B) is the unique Jacobi field along geodesic γu such that Z(A,B)(0) = A,
∇γ˙u(0)Z(A,B) = B.
We are now ready to prove the claim. First observe that
Ψ(t, u, v) = (πTM ◦ ΦG)(t, w(u, v))
and hence, for ( ∂
∂t
, X1, X2) ∈ T S˜,
Ψ∗(
∂
∂t
,X1, X2) =(πTM)∗
( ∂
∂t
ΦG(t, w(u, v)) + ((ΦG)t)∗|w(u,v)w∗(X1, X2)
)
=(πTM)∗
(
G|ΦG(t,w(u,v)) +
(
Zw∗(X1,X2)(t),∇ ∂
∂t
(πTM◦ΦG)(t,w(u,v))Zw∗(X1,X2)
))
=γ˙w(u,v)(t) + Zw∗(X1,X2)(t).
On the other hand,
(πTM ◦ ΦG)
(π
2
, w(u, v)
)
= f1(u),
from where
(f1)∗|u(X1) = Zw∗(X1,X2)
(π
2
)
.
Similarly, since
(πTM ◦ ΦG)
(
0, w(u, v)
)
= πTM(w(u, v)) = f2(v),
we get
(f2)∗|v(X2) = Zw∗(X1,X2)(0).
As in the proof of Lemma 6.20, we see that the Jacobi equation that Zw∗(X1,X2)
satisfies is ∇γ˙w(u,v)(t)∇γ˙w(u,v)Zw∗(X1,X2) = −Zw∗(X1,X2)(t). It is clear that this implies
that Zw∗(X1,X2) has the form
Zw∗(X1,X2)(t) = sin(t)P
t
0(γw(u,v))V1 + cos(t)P
t
0(γw(u,v))V2,
for some V1, V2 ∈ T |f2(u)M . Now, taking into account the boundary values of Zw∗(X1,X2)(t)
at t = 0 and t = π
2
as derived above, we get
V1 =P
0
pi
2
(γw(u,v))((f1)∗|u(X1)),
V2 =(f2)∗|v(X2).
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Define
Y1(t) = sin(t)P
t
0(γw(u,v))V1 = sin(t)P
t
pi
2
(γw(u,v))((f1)∗|u(X1)),
Y2(t) = cos(t)P
t
0(γw(u,v))V2 = cos(t)P
t
0(γw(u,v))((f2)∗|v(X2)),
which means that
Z = Y1 + Y2.
Notice that Y1 and Y2 are Jacobi fields along γw(u,v).
Since w(u, v) ∈ (T |f2(v)N1)
⊥ and γ˙w(u,v)(π2 ) ∈ (T |f1(u)N2)
⊥ and
Y1(
π
2
) = (f1)∗|u(X1) ∈ T |f1(u)N2, Y2(0) = (f2)∗|v(X2) ∈ T |f2(v)N1,
it follows that
Y1, Y2 ⊥ γw(u,v).
We claim that moreover
Y1 ⊥ Y2.
Indeed, since (f2)∗|v(X2) ∈ T |f2(v)N1 and (0, 1) ∈ D1|f2(v) (by definition of N1), we have
((f2)∗|v(X2), 0) ∈ D1|f2(v) and hence, for all t,
(Z1(t), r1(t)) := (P
∇Rol)t0(γw(u,v))((f2)∗|v(X2), 0) ∈ D1.
On the other hand, r1 satisfies r¨1+ r1 = 0 with initial conditions r1(0) = 0 and r˙1(0) =
g(γ˙w(u,v)(0), Z1(0)) = g(w(u, v), (f2)∗|v(X2)) = 0 so r1(t) = 0 for all t. Thus Z1(t)
satisfies ∇γ˙w(u,v)(t)Z1 = 0 i.e., Z1(t) = P
t
0(γw(u,v))((f2)∗|v(X2)). Similarly, if w
′(u, v) :=
− d
dt
∣∣
pi
2
expf2(v)(tw(u, v)) = −γ˙w(u,v)(
π
2
),
(Z2(
π
2
− t), r2(
π
2
− t)) := (P∇
Rol
)t0(γw′(u,v))((f1)∗|u(X1), 0) ∈ D2,
and we have r2(
π
2
− t) = 0 and Z2(
π
2
− t) = P t0(γw′(u,v))((f1)∗|v(X1)) i.e., Z2(t) =
P tpi
2
(γw(u,v))((f1)∗|v(X1)). But since D1 ⊥ D2 w.r.t. h, we have that (Z1, r1) ⊥ (Z2, r2)
w.r.t. h i.e., g(Z1(t), Z2(t)) = 0 for all t (since r1(t) = r2(t) = 0). Thus,
g(Y1(t), Y2(t)) = sin(t) cos(t)g
(
P tpi
2
(γw(u,v))((f1)∗|u(X1)), P
t
0(γw(u,v))((f2)∗|v(X1))
)
= sin(t) cos(t)g(Z2(t), Z1(t)) = 0
This proves the claim, i.e., Y1 ⊥ Y2.
Since ‖w(u, v)‖g = 1, one has∥∥∥∥Ψ∗( ∂∂t ,X1, X2)
∥∥∥∥2
g
=
∥∥γ˙w(u,v)(t) + Y1(t) + Y2(t)∥∥2g
=
∥∥γ˙w(u,v)(t)∥∥2g + ‖Y1(t)‖2g + ‖Y2(t)‖2g
=1 + sin2(t)2 ‖(f1)∗|u(X1)‖
2
g + cos
2(t) ‖(f2)∗|v(X2)‖g .
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Finally, since
(f1)∗|u(X1) = (expx1)∗|pi2 u(
π
2
X1) and (f2)∗|v(X2) = (expx2)∗|pi2 v(
π
2
X2),
Eq. (81) implies that
‖(f1)∗|u(X1)‖g = | sin(
π
2
)| ‖X1‖g = ‖X1‖g ,
‖(f2)∗|v(X2)‖g = | sin(
π
2
)| ‖X2‖g = ‖X2‖g ,
and therefore ∥∥∥∥Ψ∗( ∂∂t ,X1, X2)
∥∥∥∥2
g
=1 + sin2(t) ‖X2‖
2
g + cos
2(t) ‖X1‖
2
g
=g˜|(t,u,v)
( ∂
∂t
,X1, X2
)
,
i.e., Ψ is a local isometry S˜ →M .
We next need one extra lemma.
Lemma 6.24 The manifold M has constant constant curvature equal to 1.
Proof. By Lemma 6.23, we know that Ψ : S˜ → M is a local isometry. Now (S˜, g˜) has
constant curvature = 1 since it is isometric to an open subset of the unit sphere (cf. [27]
Chapter 1, Section 4.2). The image Ψ(S˜) of Ψ is clearly a dense subset of M (indeed,
Ψ(S˜) =M\(N1 ∪N2)), which implies that M has constant curvature = 1.
This completes the proof the theorem in the case 1 ≤ m ≤ n− 2, since a complete
Riemannian manifold (M, g) with constant curvature = 1 is covered, in a Riemannian
sense, by the unit sphere i.e., Mˆ1. The cases m = 0 and m = n − 1 i.e., dimD1 = 1
and dimD2 = 1, respectively, are treated exactly in the same way as above, but in this
case N1 is a discrete set which might not be connected.
Remark 6.25 The argument can easily be modified to deal with the case where N2 (nor
N1) is not simply-connected. The simplifying assumption of simply connectedness of N1
and N2 made previously just serves to render the map w(·, ·) globally defined on Sx1 ×Sx2.
Otherwise we must define w only locally and, in its definition, make a choice corresponding
to different sheets (of which there is a finite number).
Remark 6.26 As mentioned in the introduction, the following issue to address is that of
an irreducible holonomy group of the rolling connection ∇Rol i.e., for a given x ∈ M , the
only non-trivial subspace of T |xM ⊕ R left invariant by parallel transport w.r.t ∇Rol along
loops based at x ∈M is T |xM ⊕ R.
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7 Rolling Problem (R) in 3D
As mentioned in introduction, the goal of this chapter is to provide a local structure
theorem of the orbitsODR(q0) whenM and Mˆ are 3-dimensional Riemannian manifolds.
Recall that complete controllability of (Σ)R is equivalent to openess of all the orbits
of (Σ)R, thanks to the fact that Q is connected and (Σ)R is driftless. In case there is
no complete controllability, then there exists a non open orbit which is an immersed
manifold in Q of dimension at most eigth. Moreover, as a fiber bundle over M , the
fiber has dimension at most five.
7.1 Statement of the Results and Proof Strategy
Our first theorem provides all the possibilities for the local structure of a non open
orbit for the rolling (R) of two 3D Riemannian manifolds.
Theorem 7.1 Let (M, g), (Mˆ, gˆ) be 3-dimensional Riemannian manifolds. Assume that
(Σ)R is not completely controllable and let ODR(q0), for some q0 ∈ Q, be a non open
orbit. Then, there exists an open and dense subset O of ODR(q0) so that, for every q1 =
(x1, xˆ1;A1) ∈ O, there are neighbourhoods U of x1 and Uˆ of xˆ1 such that one of the
following holds:
(a) (U, g|U) and (Uˆ , gˆ|Uˆ) are (locally) isometric;
(b) (U, g|U) and (Uˆ , gˆ|Uˆ) are both of class Mβ for some β > 0;
(c) (U, g|U) and (Uˆ , gˆ|Uˆ) are both isometric to warped products (I×N, hf), (I× Nˆ , hˆfˆ)
for some open interval I ⊂ R and warping functions f, fˆ which moreover satisfy either
(A)
f ′(t)
f(t)
=
fˆ ′(t)
fˆ(t)
for all t ∈ I or
(B) there is a constant K ∈ R such that
f ′′(t)
f(t)
= −K =
fˆ ′′(t)
fˆ(t)
for all t ∈ I.
For the definition and results on warped products and class Mβ, we refer to Ap-
pendix D.2.
Note that we do not address here to the issue of the global structure of a non open
orbit for the rolling (R) of two 3D Riemmanian manifolds. For that, one would have
to ”glue” together the local information provided by Theorem 7.1. Instead, our second
theorem below shows, in some sense, that the list of possibilities established in Theorem
7.1 is complete. We will exclude the case where ODR(q0) is an integral manifold since
in this case this orbit has dimension 3 and (M, g), (Mˆ, gˆ) are locally isometric, see
Corollary 5.24 and Remark 5.25.
Theorem 7.2 Let (M, g), (Mˆ, gˆ) be 3D Riemannian manifolds, q0 = (x0, xˆ0;A0) ∈ Q
and supposeODR(q0) is not an integral manifold ofDR. If one writesM
◦ := πQ,M(ODR(q0)),
Mˆ◦ := πQ,Mˆ(ODR(q0)), then the following holds true.
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(a) If (M, g), (Mˆ, gˆ) are both of class Mβ and if E1, E2, E3 and Eˆ1, Eˆ2, Eˆ3 are adapted
frames of (M, g) and (Mˆ, gˆ), respectively, then one has:
(A) If A0E2|x0 = ±Eˆ2|xˆ0, then dimODR(q0) = 7;
(B) If A0E2|x0 6= ±Eˆ2|xˆ0 and if (only) one of (M
◦, g) or (Mˆ◦, gˆ) has constant
curvature, then dimODR(q0) = 7;
(C) Otherwise, dimODR(q0) = 8.
(b) If (M, g) = (I ×N, hf ), (Mˆ, gˆ) = (Iˆ × Nˆ , hˆfˆ) are warped products, where I, Iˆ ⊂ R
are open intervals, and if x0 = (r0, y0), xˆ0 = (rˆ0, yˆ0), then one has
(A) If A0
∂
∂r
|(r0,y0) =
∂
∂r
|(rˆ0,yˆ0) and if for every t s.t. (t+ r0, t+ rˆ0) ∈ I × Iˆ it holds
f ′(t + r0)
f(t+ r0)
=
fˆ ′(t + rˆ0)
fˆ(t+ rˆ0)
,
then dimODR(q0) = 6;
(B) Suppose there is a constant K ∈ R such that
f ′′(r)
f(r)
= −K =
fˆ ′′(rˆ)
fˆ(rˆ)
for all
(r, rˆ) ∈ I × Iˆ.
(B1) If A0
∂
∂r
|(r0,y0) = ±
∂
∂r
|(rˆ0,yˆ0) and
f ′(r0)
f(r0)
= ±
fˆ ′(rˆ0)
fˆ(rˆ0)
, with ±-cases corre-
spondingly on both cases, then dimODR(q0) = 6;
(B2) If (only) one of (M◦, g), (Mˆ◦, gˆ) has constant curvature, then one has
dimODR(q0) = 6;
(B3) Otherwise dimODR(q0) = 8.
Here (r, y) 7→ ∂
∂r
|(r,y), (rˆ, yˆ) 7→
∂
∂r
|(rˆ,yˆ), are the vector fields in I × N and Iˆ × Nˆ
induced by the canonical, positively oriented vector field r 7→ ∂
∂r
∣∣
r
on I, Iˆ ⊂ R.
From now on(M, g), (Mˆ, gˆ) will be connected, oriented 3-dimensional Riemannian
manifolds. The Hodge-duals of (M, g), (Mˆ, gˆ) are denoted by ⋆ := ⋆M and ⋆ˆ := ⋆Mˆ .
As a reminder, for q0 = (x0, xˆ0;A0) ∈ Q, we will write
πODR(q0) :=πQ|ODR(q0) : ODR(q0)→M × Mˆ
πODR (q0),M :=pr1 ◦ πODR(q0) : ODR(q0)→ M
πODR (q0),Mˆ
:=pr2 ◦ πODR(q0) : ODR(q0)→ Mˆ
where pr1 : M × Mˆ →M , pr2 : M × Mˆ → Mˆ are projections onto the first and second
factor, respectively.
Before we start the arguments for Theorems 7.1 and 7.2, we give next two proposi-
tions which are both instrumental in these arguments and also of independant interest.
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Proposition 7.3 Let (M, g), (Mˆ, gˆ) be two Riemannian manifolds of dimension 3, q0 =
(x0, xˆ0;A0) ∈ Q and suppose there is an open subset O of ODR(q0) and a smooth unit
vector field E2 ∈ VF(πQ,M(O)) such that ν(A ⋆E2)|q is tangent to ODR(q0) for all q ∈ O.
If the orbit ODR(q0) is not open in Q, then for any x ∈ πQ,M(O) and any unit vector fields
E1, E3 such that E1, E2, E3 is an orthonormal frame in some neighbourhood U of x in M ,
then the connection table associated to E1, E2, E3 is given by
Γ =
Γ1(2,3) 0 −Γ1(1,2)Γ1(3,1) Γ2(3,1) Γ3(3,1)
Γ1(1,2) 0 Γ
1
(2,3)
 ,
and
V (Γ1(2,3)) = 0, V (Γ
1
(1,2)) = 0, ∀V ∈ E2|
⊥
y , y ∈ U,
where Γ = [(Γj⋆i)
i
j], Γ
j
(i,k) = g(∇EjEi, Ek) and ⋆1 = (2, 3), ⋆2 = (3, 1) and ⋆3 = (1, 2)
Remark 7.4 In particular, this means that the assumptions of the previous propositions
imply that the assumptions of Proposition D.19 are fulfilled.
Proof. Notice that πQ,M(O) is open in M since πODR(q0),M = πQ,M |ODR(q0) is a submer-
sion. Without loss of generality, we may assume that there exist E1, E3 ∈ VF(πQ,M(O))
such that E1, E2, E3 form an orthonormal basis.
We begin by computing in O,
[LR(E2), ν((·) ⋆ E2)]|q =−LNS(A(⋆E2)E2)|q + ν(A ⋆∇E2E2)|q
=ν(A ⋆ (−Γ2(1,2)E1 + Γ
2
(2,3)E3)|q =: V2|q
whence V2 is a vector field in O and furthermore
[V2, ν((·) ⋆ E2)]|q =ν(A[⋆(−Γ
2
(1,2)E1 + Γ
2
(2,3)E3), ⋆E2]so)|q
=ν(A ⋆ (−Γ2(1,2)E3 − Γ
2
(2,3)E1))|q =: M2|q
where M2 is a vector field in O as well. Now if there were an open subset O
′ of O the
πODR(q0)-vertical vector fields where ν(A⋆E2)|q, V2|q,M2|q were linearly independent for
all q ∈ O′, it would follow that they form a basis of V |q(πQ) for q ∈ O′ and hence
V |q(πQ) ⊂ T |q(ODR(q0)) for q ∈ O
′. Then Corollary 5.21 would imply that ODR(q0)
is open, which is a contradiction. Hence in a dense subset Od of O one has that
ν(A ⋆ E2)|q, V2|q,M2|q are linearly dependent which implies
0 = det
 0 1 0−Γ2(1,2) 0 Γ2(2,3)
−Γ2(2,3) 0 −Γ
2
(1,2)
 = −((Γ2(1,2))2 + (Γ2(2,3))2)
i.e.
Γ2(1,2) = 0, Γ
2
(2,3) = 0
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on πODR (q0),M(Od). It is clear that πODR(q0),M(Od) is dense in πODR(q0),M(O) so the above
relation holds on the open subset πODR(q0),M(O) of M .
Next compute
[LR(E1), ν((·) ⋆ E2)]|q =LNS(AE3)|q + ν(A ⋆ (−Γ
1
(1,2)E1 + Γ
1
(2,3)E3))|q = LR(E3)|q − L3|q,
[LR(E3), ν((·) ⋆ E2)]|q =−LNS(AE1)|q − ν(A ⋆ (−Γ
3
(1,2)E1 + Γ
3
(2,3)E3))|q
=−LR(E1)|q + L1|q,
where L1, L3 ∈ VF(O′) such that
L1|q :=LNS(E1)|q + ν(A ⋆ (−Γ
3
(1,2)E1 + Γ
3
(2,3)E3))|q,
L3|q :=LNS(E3)|q − ν(A ⋆ (−Γ
1
(1,2)E1 + Γ
1
(2,3)E3))|q.
Continuing by taking brackets of these against ν(A ⋆ E2)|q gives
[L1, ν((·) ⋆ E2)]|q =ν(A ⋆ (−Γ
1
(1,2)E1 + Γ
1
(2,3)E3))|q + ν(A[⋆(−Γ
3
(1,2)E1 + Γ
3
(2,3)E3), ⋆E2]so)|q
=ν(A ⋆ (−(Γ1(1,2) + Γ
3
(2,3))E1 + (Γ
1
(2,3) − Γ
3
(1,2))E3)|q =: M3
[L3, ν((·) ⋆ E2)]|q =ν(A ⋆ (−Γ
3
(1,2)E1 + Γ
3
(2,3)E3))|q − ν(A[⋆(−Γ
1
(1,2)E1 + Γ
1
(2,3)E3), ⋆E2]so)|q
=ν(A ⋆ ((−Γ3(1,2) + Γ
1
(2,3))E1 + (Γ
3
(2,3) + Γ
1
(1,2))E3)|q =:M1.
Since ν(A ⋆ E2)|q,M1|q,M3|q are smooth πODR(q0)-vertical vector fields defined on O
′,
we may again resort to Corollary 5.21 to deduce that
0 = det
 0 1 0−(Γ1(1,2) + Γ3(2,3)) 0 Γ1(2,3) − Γ3(1,2)
−Γ3(1,2) + Γ
1
(2,3) 0 Γ
3
(2,3) + Γ
1
(1,2)
 = −((Γ1(1,2) + Γ3(2,3))2 + (Γ1(2,3) − Γ3(1,2))2)
i.e.
Γ3(2,3) = −Γ
1
(1,2), Γ
3
(1,2) = Γ
1
(2,3)
on πODR (q0),M(O).
We will now prove that derivatives of Γ1(2,3) and Γ
1
(1,2) in the E
⊥
2 -directions vanish
on πODR (q0),M(O). To reach this we first notice that
L1|q = LNS(E1)|q − ν(A ⋆ (Γ
1
(2,3)E1 + Γ
1
(1,2)E3))|q
and then compute
[LR(E1), L1]|q =LNS(Γ
1
(1,2)E2 − Γ
1
(3,1)E3)|q −LR(∇E1E1)|q
+ ν(AR(E1 ∧ E1)− Rˆ(AE1 ∧ 0)A)|q
+ Γ1(1,2)LNS(AE2)|q − ν
(
A ⋆ (E1(Γ
1
(2,3))E1 + E1(Γ
1
(1,2))E3)
)
|q
− ν
(
A ⋆ (Γ1(2,3)(Γ
1
(1,2)E2 − Γ
1
(3,1)E3) + Γ
1
(1,2)(Γ
1
(3,1)E1 − Γ
1
(2,3)E2))
)
|q
=Γ1(1,2)LR(E2)|q − Γ
1
(3,1)L3|q −LR(∇E1E1)|q
− ν
(
A ⋆ (E1(Γ
1
(2,3))E1 + E1(Γ
1
(1,2))E3)
)
|q.
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So if one define J1|q := ν
(
A⋆(E1(Γ
1
(2,3))E1+E1(Γ
1
(1,2))E3)
)
|q, then J1 is a smooth vector
field in O (tangent to ODR(q0)) and
[J1, ν((·) ⋆ E2]|q = ν
(
A ⋆ (E1(Γ
1
(2,3))E3 −E1(Γ
1
(1,2))E1)
)
|q.
Since ν(A ⋆ E1)|q, J1|q and [J1, ν((·) ⋆ E2]|q are πODR(q0) vertical vector fields in O and
ODR(q0) is not open, we again deduce that
E1(Γ
1
(2,3)) = 0, E1(Γ
1
(1,2)) = 0.
In a similar way,
[LR(E3), L3]|q =LNS(Γ
3
(3,1)E1 + Γ
1
(1,2)E2)|q −LR(∇E3E3)|q
+ ν(AR(E3 ∧ E3)− Rˆ(AE3 ∧ 0)A)|q
+ Γ1(1,2)LNS(AE2)|q − ν
(
A ⋆ (−E3(Γ
1
(1,2))E1 + E3(Γ
1
(2,3))E3)
)
|q
− ν
(
A ⋆ (−Γ1(1,2)(Γ
1
(2,3)E2 − Γ
3
(3,1)E3) + Γ
1
(2,3)(Γ
3
(3,1)E1 + Γ
1
(1,2)E2)
)
|q
=Γ3(3,1)L1|q + Γ
1
(1,2)LR(E2)|q −LR(∇E3E3)|q
− ν
(
A ⋆ (−E3(Γ
1
(1,2))E1 + E3(Γ
1
(2,3))E3)
)
|q
so J3|q := ν
(
A ⋆ (−E3(Γ1(1,2))E1 + E3(Γ
1
(2,3))E3)
)
|q defines a smooth vector field on O
and
[J3, ν((·) ⋆ E2)]|q = ν
(
A ⋆ (−E3(Γ
1
(1,2))E3 − E3(Γ
1
(2,3))E1)
)
|q.
The same argument as before implies that
E3(Γ
1
(1,2)) = 0, E3(Γ
1
(2,3)) = 0.
Since E⊥2 is spanned by E1, E3, the claim follows. This completes the proof.
We next provide a completary result to Proposition 7.3 which will be fundamental
for the proof of Theorem 7.2.
Proposition 7.5 Let (M, g), (Mˆ, gˆ) be two Riemannian manifolds of dimension 3, q0 =
(x0, xˆ0;A0) ∈ Q. Assume that there is an open subset O of ODR(q0) and a smooth
orthonormal local frame E1, E2, E3 ∈ VF(U) defined on the open subset U := πQ,M(O) of
M with respect to which the connection table has the form
Γ =
Γ1(2,3) 0 −Γ1(1,2)Γ1(3,1) Γ2(3,1) Γ3(3,1)
Γ1(1,2) 0 Γ
1
(2,3)
 ,
and that moreover
V (Γ1(2,3)) = 0, V (Γ
1
(1,2)) = 0, ∀V ∈ E2|
⊥
y , y ∈ U.
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Define smooth vector fields L1, L2, L3 on the open subset O˜ := π
−1
Q,M(U) of Q by
L1|q =LNS(E1)|q − ν(A ⋆ (Γ
1
(2,3)E1 + Γ
1
(1,2)E3))|q
L2|q =Γ
1
(2,3)(x)LNS(E2)|q
L3|q =LNS(E3)|q − ν(A ⋆ (−Γ
1
(1,2)E1 + Γ
1
(2,3)E3))|q.
Then we have the following:
(i) If ν(A ⋆E2)|q is tangent to the orbit ODR(q0) at every point q ∈ O, then the vectors
LR(E1)|q, LR(E2)|q, LR(E3)|q, ν(A ⋆ E2)|q, L1|q, L2|q, L3|q
are all tangent to ODR(q0) for every q ∈ O.
(ii) On O˜ we have the following Lie-bracket formulas
[LR(E1), ν((·) ⋆ E2)]|q = LR(E3)|q − L3|q
[LR(E2), ν((·) ⋆ E2)]|q = 0
[LR(E3), ν((·) ⋆ E2)]|q = −LR(E1)|q + L1|q
[L1, ν((·) ⋆ E2)]|q = 0
[L3, ν((·) ⋆ E2)]|q = 0
[LR(E1), L1]|q = −Γ
1
(3,1)L3|q + Γ
1
(3,1)LR(E3)|q
[LR(E3), L3]|q = Γ
3
(3,1)L1|q − Γ
3
(3,1)LR(E1)|q
[LR(E2), L1]|q =Γ
1
(1,2)L1|q − (Γ
1
(2,3) + Γ
2
(3,1))L3|q
[LR(E2), L3]|q =(Γ
1
(2,3) + Γ
2
(3,1))L1|q + Γ
1
(1,2)L3|q
[LR(E3), L1]|q =2L2|q − Γ
3
(3,1)L3|q −LR(∇E1E3)|q − Γ
1
(2,3)LR(E2)|q
− (K2 + (Γ
1
(2,3))
2 + (Γ1(1,2))
2)ν(A ⋆ E2)|q
[LR(E1), L3]|q =− 2L2|q + Γ
1
(3,1)L1|q −LR(∇E3E1)|q + Γ
1
(3,1)LR(E2)|q
+ (K2 + (Γ
1
(1,2))
2 + (Γ1(2,3))
2)ν(A ⋆ E2)|q
[L3, L1]|q =2L2|q − Γ
1
(3,1)L1|q − Γ
3
(3,1)L3|q
− (K2 + (Γ
1
(2,3))
2 + (Γ1(1,2))
2)ν(A ⋆ E2)|q.
Proof. It has been already shown in the course of the proof of Proposition 7.3 that
the vectors LR(E1)|q,LR(E2)|q,LR(E3)|q, ν(A⋆E2)|q, L1|q, L3|q are tangent to ODR(q0)
for q ∈ O. Moreover, the first 7 brackets appearing in the statement of this corol-
lary are immediately established from the computations done explicitly in the proof of
Proposition 7.3.
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We compute,
[LR(E2), L1]|q
=−LR(∇E1E2)|q + LNS(−Γ
2
(3,1)E3)|q + ν(AR(E2 ∧ E1)− Rˆ(AE2 ∧ 0)A)
+ LNS(A(⋆(Γ
1
(2,3)E1 + Γ
1
(1,2)E3))E2)|q
− ν
(
A ⋆ (Γ1(2,3)(−Γ
2
(3,1)E3) + Γ
1
(1,2)(Γ
2
(3,1)E1))
)∣∣
q
− ν
(
A ⋆ (E2(Γ
1
(2,3))E1 + E2(Γ
1
(1,2))E3))|q
=−LR(∇E1E2)|q − Γ
2
(3,1)L3|q +Kν(A ⋆ E3)|q + LNS(A(Γ
1
(2,3)E3 − Γ
1
(1,2)E1))|q
− ν
(
A ⋆ (E2(Γ
1
(2,3))E1 + E2(Γ
1
(1,2))E3))|q
=−LR(∇E1E2)|q − Γ
2
(3,1)L3|q + LR(Γ
1
(2,3)E3 − Γ
1
(1,2)E1)|q − Γ
1
(2,3)L3 + Γ
1
(1,2)L1
+ (2Γ1(2,3)Γ
1
(1,2) −E2(Γ
1
(2,3)))ν(A ⋆ E1)|q
+ (−E2(Γ
1
(1,2)) +K − (Γ
1
(2,3))
2 + (Γ1(1,2))
2)ν(A ⋆ E3)|q
But one knows from Eq. (116) that −K = −E2(Γ
1
(1,2)) + (Γ
1
(1,2))
2 − (Γ1(2,3))
2 and
−E2(Γ1(2,3))+2Γ
1
(1,2)Γ
1
(2,3) = 0 and since also∇E1E2 = −Γ
1
(1,2)E1+Γ
1
(2,3)E3, this simplifies
to
[LR(E2), L1]q = −Γ
2
(3,1)L3|q − Γ
1
(2,3)L3 + Γ
1
(1,2)L1
Bracket [LR(E2), L3]q can be found by similar computations.
We compute [LR(E3), L1]|q. We have, recalling that Ei(Γ1(2,3)) = 0, Ei(Γ
1
(2,3)) = 0
for i = 1, 3,
[LR(E3), L1]|q
=−LR(∇E1E3)|q + LNS(Γ
1
(2,3)E2 − Γ
3
(3,1)E3)|q
+ ν(AR(E3 ∧ E1)|q − Rˆ(AE3 ∧ 0)|q
+ LNS(A(⋆(Γ
1
(2,3)E1 + Γ
1
(1,2)E3))E3)|q
− ν
(
A ⋆ (Γ1(2,3)(Γ
1
(2,3)E2 − Γ
3
(3,1)E3) + Γ
1
(1,2)(Γ
3
(3,1)E1 + Γ
1
(1,2)E2)
)∣∣
q
=−LR(∇E1E3)|q + (−K2 − (Γ
1
(2,3))
2 − (Γ1(1,2))
2)ν(A ⋆ E2)|q
− Γ3(3,1)L3|q − Γ
1
(2,3)LR(E2)|q + 2L2|q.
The computation of [LR(E1), L3]|q is similar.
We compute [L3, L1] with the following 4 steps:
[LNS(E3),LNS(E1)]|q =LNS(−Γ
1
(3,1)E1 + 2Γ
1
(2,3)E2 − Γ
3
(3,1)E3)|q
+ ν(AR(E3 ∧ E1)− Rˆ(0 ∧ 0)A)|q
[
LNS(E3), ν
(
(·) ⋆ (Γ1(2,3)E1 + Γ
1
(1,2)E3)
)]
|q
=ν
(
A ⋆ (Γ1(2,3)(Γ
1
(2,3)E2 − Γ
3
(3,1)E3) + Γ
1
(1,2)(Γ
3
(3,1)E1 + Γ
1
(1,2)E2))
)∣∣
q
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[
ν
(
(·) ⋆ (−Γ1(1,2)E1 + Γ
1
(2,3)E3)
)
,LNS(E1)
]
|q
=− ν
(
A ⋆ (−Γ1(1,2)(Γ
1
(1,2)E2 − Γ
1
(3,1)E3) + Γ
1
(2,3)(Γ
1
(3,1)E1 − Γ
1
(2,3)E2))
)∣∣
q
[
ν
(
(·) ⋆ (−Γ1(1,2)E1 + Γ
1
(2,3)E3)
)
, ν
(
(·) ⋆ (Γ1(2,3)E1 + Γ
1
(1,2)E3)
)]
|q
=ν
(
A
[
⋆ (−Γ1(1,2)E1 + Γ
1
(2,3)E3), ⋆(Γ
1
(2,3)E1 + Γ
1
(1,2)E3)
]
so
)∣∣
q
=((Γ1(1,2))
2 + (Γ1(2,3))
2)ν(A ⋆ E2)|q.
Collecting these gives,
[L3, L1]|q =− Γ
1
(3,1)L1|q − Γ
3
(3,1)L3|q + 2Γ
1
(2,3)LNS(E2)|q
− (K2 + (Γ
1
(2,3))
2 + (Γ1(1,2))
2)ν(A ⋆ E2)|q.
7.2 Proof of Theorem 7.1
In this subsection we will prove Theorem 7.1. We therefore fix for the rest of the
paragraph a non open orbit ODR(q0), for some q0 ∈ Q. By Proposition 5.2, one has
that dimODR(q0) < 9 = dimQ and, by Corollary 5.19, one knows that the rank of Rolq
is less than or equal to two, for every q ∈ ODR(q0).
For j = 0, 1, 2, we define Oj as the set of points of ODR(q0) where rank Rolq is locally
equal to j, i.e.,
Oj = {q = (x, xˆ;A) ∈ ODR(q0) | there exists an open neighbourhood O
of q in ODR(q0) such that rank Rolq′ = j, ∀q
′ ∈ O}.
Notice that the union of the Oj’s, when j = 0, 1, 2, is an open and dense in ODR(q0)
since each Oj is open in ODR(q0) (but might be empty).
Clearly, Item (a) in Theorem 7.1 describes the local structures of (M, g) and (Mˆ, gˆ)
at a point q ∈ O0. The rest of the argument consists in addressing the same issue, first
for q ∈ O2 and then q ∈ O1.
7.2.1 Local Structures for the Manifolds Around q ∈ O2
Throughout the subsection, we assume, if not otherwise stated, that the orbit ODR(q0)
is not open in Q (i.e., dimODR(q0) < 9 = dimQ) and, in the statements involving O2,
the latter is non empty. Note that O2 could have been defined simply as the set of
points of ODR(q0) where rank Rolq is equal to 2.
Proposition 7.6 Let q0 = (x0, xˆ0;A0) ∈ Q and assume that the orbit ODR(q0) is not
open in Q. Then for every q = (x, xˆ;A) ∈ O2 there exist an orthonormal pair XA, YA ∈
T |xM such that if ZA := ⋆(XA ∧ YA) then XA, YA, ZA is a positively oriented orthonormal
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pair with respect to which R and R˜ol may be written as
R(XA ∧ YA) =
 0 K(x) 0−K(x) 0 0
0 0 0
 , ⋆R(XA ∧ YA) =
 00
−K(x)

R(YA ∧ ZA) =
0 0 00 0 K1(x)
0 −K1(x) 0
 , ⋆R(YA ∧ ZA) =
−K1(x)0
0

R(ZA ∧XA) =
 0 0 −K2(x)0 0 0
K2(x) 0 0
 , ⋆R(ZA ∧XA) =
 0−K2(x)
0

R˜olq(XA ∧ YA) = 0,
R˜olq(YA ∧ ZA) =
 0 0 −α(q)0 0 KRol1 (q)
α(q) −KRol1 (q) 0
 , ⋆R˜olq(YA ∧ ZA) =
−KRol1 (q)−α(q)
0
 ,
R˜olq(ZA ∧XA) =
 0 0 −KRol2 (q)0 0 α(q)
KRol2 (q) −α(q) 0
 , ⋆R˜olq(ZA ∧XA) =
 −α(q)−KRol2 (q)
0
 ,
where K,K1, K2 : M → R.
Consequently, we see that with respect to the orthonormal oriented basis XA, YA, ZA
of T |xˆMˆ given by the proposition, we have
⋆AT Rˆ(AXA ∧AYA)A =
 00
−K(x)

⋆AT Rˆ(AYA ∧AZA)A =
−K1(x) +KRol1 (q)α(q)
0

⋆AT Rˆ(AZA ∧ AXA)A =
 α(q)−K2(x) +KRol2 (q)
0
 . (85)
Before pursuing to the proof, we want to fix some additional notations and so we
make the following remark.
Remark 7.7 By the last proposition −K1(x),−K2(x),−K(x) are the eigenvalues of R|x
corresponding to eigenvectors ⋆XA, ⋆YA, ⋆ZA given by Proposition 7.6, for q = (x, xˆ;A) ∈
O2.
Recall that Q(M, Mˆ) → Q(Mˆ,M) such that q = (x, xˆ;A) 7→ qˆ = (xˆ, x;AT ) is
an diffeomorphism which maps DR to D̂R, where the latter is the rolling distribution on
Q(Mˆ,M). Hence this map maps DR-orbits ODR(q) to D̂R-orbits OD̂R(qˆ), for all q ∈ Q. So
the rolling problem (R) is completely symmetric w.r.t. the changing of the roles of (M, g)
and (Mˆ, gˆ).
122
Hence Proposition 7.6 gives, when the roles of (M, g), (Mˆ, gˆ) are changed, for every q =
(x, xˆ;A) ∈ O2 vectors XˆA, YˆA, ZˆA ∈ T |xˆMˆ such that R˜olq((ATXA)∧(AT YˆA)) = 0 and that
⋆ˆXˆA, ⋆ˆZˆA, ⋆ˆZˆA are eigenbasis of Rˆ|xˆ with eigenvalues which we call−Kˆ1(xˆ),−Kˆ2(xˆ),−Kˆ(xˆ),
respectively.
The condition R˜olq(XA ∧ YA) = 0 implies that K(x) = Kˆ(xˆ) for every q = (x, xˆ;A) ∈
O2 and also that AZA = ZˆA, since ⋆(XA ∧ YA) = ZA, ⋆ˆ(XˆA ∧ YˆA) = ZˆA.
We divide the proof of Proposition 7.6 into several lemmas.
Lemma 7.8 For every q = (x, xˆ;A) ∈ O2 and any orthonormal pair (which exists)
XA, YA ∈ T |xM such that Rol(XA∧YA) = 0 and XA, YA, ZA := ⋆(XA∧YA) is an oriented
orthonormal basis of T |xM , one has with respect to the basis XA, YA, ZA,
R(XA ∧ YA) =
 0 KA ηA−KA 0 −βA
−ηA βA 0
 , ⋆R(XA ∧ YA) =
 βAηA
−KA

R(YA ∧ ZA) =
 0 −βA ξAβA 0 K1A
−ξA −K1A 0
 , ⋆R(YA ∧ ZA) =
−K1AξA
βA

R(ZA ∧XA) =
 0 −ηA −K2AηA 0 −ξA
K2A ξA 0
 , ⋆R(ZA ∧XA) =
 ξA−K2A
ηA

R˜olq(XA ∧ YA) = 0,
R˜olq(YA ∧ ZA) =
0 0 −α0 0 KRol1
α −KRol1 0
 , ⋆R˜olq(YA ∧ ZA) =
−KRol1−α
0
 ,
R˜olq(ZA ∧XA) =
 0 0 −KRol20 0 α
KRol2 −α 0
 , ⋆R˜olq(ZA ∧XA) =
 −α−KRol2
0
 .
Here ηA, βA, ξA, α,K
Rol
1 , K
Rol
2 depend a priori on the basis XA, YA, ZA and on the point q.
Moreover, the choice of the above quantities can be made locally smoothly on O2 i.e.
every q ∈ O2 admits an open neighbourhood O′2 in O2 such that the selection of these
quantities can be performed smoothly on O′2.
Proof. Since rank Rolq = 2 < 3 for q ∈ O2, it follows that there is a unit vector
ωA ∈ ∧2T |xM such that Rolq(ωA) = 0. But in dimension 3, as mentioned in Appendix,
one then has an orthonormal pair XA, YA ∈ T |xM such that ωA = XA ∧ YA. Moreover,
the assignments q 7→ ωA, XA, YA can be made locally smoothly. Then defining ZA =
⋆(XA ∧ YA), the fact that R˜olq is a symmetric map implies that
g(R˜olq(YA ∧ ZA), XA ∧ YA) =g(R˜olq(XA ∧ YA), YA ∧ ZA) = 0
g(R˜olq(ZA ∧XA), XA ∧ YA) =g(R˜olq(XA ∧ YA), ZA ∧XA) = 0.
This finishes the proof.
123
As a consequence of the previous result and because, for X, Y ∈ T |xM , one gets
AT Rˆ(AX ∧ AY )A = R(X ∧ Y )− R˜olq(X ∧ Y )
then we have that, w.r.t. the oriented orthonormal basis AXA, AYZ , AZA of T |xˆMˆ ,
⋆ˆAT Rˆ(AXA ∧ AYA)A =
 βAηA
−KA

⋆ˆAT Rˆ(AYA ∧AZA)A =
−K1A +KRol1ξA + α
βA

⋆ˆAT Rˆ(AZA ∧AXA)A =
 ξA + α−K2A +KRol2
ηA
 . (86)
Notice that the assumption that rank Rolq = 2 on O2 is equivalent to the fact that
for any choice of XA, YA, ZA as above, R˜olq(YA ∧ ZA) and R˜olq(ZA ∧ XA) are linearly
independent for every q = (x, xˆ;A) ∈ O2 i.e.
KRol1 (q)K
Rol
2 (q)− α(q)
2 6= 0. (87)
We will now show that, with any (non-unique) choice of XA, YA as in Lemma 7.8,
one has that ηA = βA = 0.
Lemma 7.9 Choose any XA, YA, ZA = ⋆(XA ∧ YA) as in Lemma 7.8. Then for every
q = (x, xˆ;A) ∈ O2 and any vector fields X, Y, Z,W ∈ VF(M) one has[
ν(Rol(X ∧ Y )(·)), ν(Rol(Z ∧W )(·))
]∣∣
q
∈ ν(span{⋆XA, ⋆YA})|q ⊂ T |qODR(q0). (88)
Moreover, πQ|O2 is an submersion (onto an open subset of M×Mˆ), dimV |q(ODR(q0)) = 2
for all q ∈ O2 and dimODR(q0) = 8.
Proof. First notice that by Lemma 7.8(
Rolq(⋆XA)
Rolq(⋆YA)
)
=
(
−KRol1 −α
−α −KRol2
)(
⋆XA
⋆YA
)
for q = (x, xˆ;A) ∈ O2 and since the determinant of the matrix on the right hand side
is, at q ∈ O2, KRol1 (q)K
Rol
2 (q)− α(q)
2 6= 0, as noticed in (87) above, it follows that
⋆XA, ⋆YA ∈ span{Rolq(⋆XA),Rolq(⋆YA)}.
Next, from Proposition 5.9 we know that, for every q = (x, xˆ;A) ∈ ODR(q0) and every
Z,W ∈ T |xM
ν(Rolq(Z ∧W ))|q ∈ V |q(πODR(q0)) ⊂ T |qODR(q0).
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Hence, ν(Rolq(⋆XA)), ν(Rolq(⋆YA)) ∈ V |q(πODR(q0)) for every q ∈ O2 and it follows from
the above that
ν(A ⋆ XA), ν(A ⋆ YA) ∈ V |q(πODR (q0)), (89)
for all q = (x, xˆ;A) ∈ O2.
We claim that πODR (q0)|O2 is a submersion (onto an open subset ofM ×Mˆ ). Indeed,
for any vector field W ∈ VF(M) one has LR(W )|q ∈ T |qODR(q0) for q = (x, xˆ;A) ∈
O2 and since the assignments q 7→ XA, YA can be made locally smoothly, then also
[LR(W ), ν(A ⋆ XA)]|q ∈ T |qODR(q0). But then Proposition 3.46 implies that
(πODR (q0))∗([LR(W ), ν(A ⋆ XA)]|q)
=(πODR (q0))∗
(
−LNS(A(⋆XA)W )|q + ν(A ⋆LR(W )|qX(·))|q
)
=(0,−A(⋆XA)W )
where we wrote X(·) as for the map q 7→ XA. Similarly,
(πODR (q0))∗([LR(W ), ν(A ⋆ YA)]|q) = (0,−A(⋆YA)W ).
This shows that for all q = (x, xˆ;A) ∈ O2 and Z,W ∈ T |xM , we have
(0,−A(⋆XA)W ), (0,−A(⋆YA)W ) ∈ (πODR (q0))∗T |qODR(q0) ⊂ T |xM × T |xˆMˆ.
Because ⋆XA, ⋆YA are linearly independent, this implies that
{0} × T |xˆMˆ ⊂ (πODR(q0))∗T |qODR(q0).
Finally, because LR(W )|q ∈ T |qODR(q0) for any q = (x, xˆ;A) ∈ ODR(q0) and any
W ∈ T |xM , and (πODR (q0))∗LR(W )|q = (W,AW ), one also has
(W, 0) = (W,AW )− (0, AW ) ∈ (πODR(q0))∗T |qODR(q0),
which implies
T |xM × {0} ⊂ (πODR(q0))∗T |qODR(q0).
This proves that πODR(q0)|O2 = πQ|O2 is indeed a submersion.
Because O2 is not open in Q (otherwise ODR(q0) would be an open subset of Q),
it follows that dimO2 ≤ 8 and since πODR (q0)|O2 has rank 6, being a submersion, we
deduce that for all q ∈ O2,
dimV |q(πODR(q0)) = dimO2 − 6 ≤ 2.
But because of (89) we see that dimV |q(πODR (q0)) ≥ 2 i.e.
dimV |q(πODR(q0)) = 2,
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which shows that dimO2 = 8, hence dimODR(q0) = 8 and
span{ν(A ⋆ XA)|q, ν(A ⋆ YA)|q} = V |q(ODR(q0)), ∀q = (x, xˆ;A) ∈ O2.
To conclude the proof, it is enough to notice that since for any X, Y, Z,W ∈ VF(M),
ν(Rol(X ∧ Y )(A))|q, ν(Rol(Z ∧W )(A))|q ∈ V |q(ODR(q0)), then
[ν(Rol(X ∧ Y )(·)), ν(Rol(Z ∧W )(·))]|q ∈ V |q(ODR(q0)).
Lemma 7.10 If one chooses any XA, YA, ZA = ⋆(XA ∧ YA) as in Lemma 7.8, then
ηA = βA = 0, ∀q = (x, xˆ;A) ∈ O2.
Proof. Fix q = (x, xˆ;A) ∈ O2. Choosing in Corollary 5.19 X, Y ∈ VF(M) such that
X|x = XA, Y |x = YA, we get, since Rolq(XA ∧ YA) = 0,
ν|−1q
[
ν(Rol(X ∧ Y )(·)), ν(Rol(Z ∧W )(·))
]∣∣
q
=A
[
R(XA ∧ YA), R(Z|x ∧W |x)
]
so
−
[
Rˆ(AXA ∧ AYA), Rˆ(AZ|x ∧ AW |x)
]
so
A
+ Rˆ(AXA, AR˜olq(Z|x ∧W |x)YA)A+ Rˆ(AR˜olq(Z|x ∧W |x)XA, AYA)A.
We compute the right hand side of this formula in in two special cases (a)-(b) below.
(a) Take Z,W ∈ VF(M) such that Z|x = YA, W |x = ZA.
In this case, computing the matrices in the basis ⋆XA, ⋆YA, ⋆ZA,
ATν|−1q
[
ν(Rol(X ∧ Y )(·)), ν(Rol(Z ∧W )(·))
]∣∣
q
=
[
R(XA ∧ YA), R(YA ∧ ZA)
]
so
− AT
[
Rˆ(AXA ∧ AYA), Rˆ(AYA ∧AZA)
]
so
A
+ AT Rˆ(AXA, AR˜olq(YA ∧ ZA)YA)A+ A
T Rˆ(AR˜olq(YA ∧ ZA)XA, AYA)A
=
 βAηA
−KA
 ∧
−K1AξA
βA
−
 βAηA
−KA
 ∧
−K1A +KRol1ξA + α
βA

+ AT Rˆ(AXA,−K
Rol
1 AZA)A+ A
T Rˆ(αAZA, AYA)A
=−
 βAηA
−KA
 ∧
KRol1α
0
+KRol1
 ξA + α−K2A +KRol2
ηA
− α
−K1A +KRol1ξA + α
βA

=
 −αKA +KRol1 (ξA + α)− α(−K1A +KRol1 )KAKRol1 +KRol1 (−K2A +KRol2 )− α(ξA + α)
−αβA +KRol1 αA +K
Rol
1 αA − αβA
 =
 ⋆⋆
2(KRol1 ηA − αβA)
 .
By Lemma 7.9 the right hand side should belong to the span of ⋆XA, ⋆YA which implies
KRol1 ηA − αβA = 0. (90)
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(b) Take Z,W ∈ VF(M) such that Z|x = ZA, W |x = XA.
Again, computing w.r.t. the basis ⋆XA, ⋆YA, ⋆ZA, yields
AT ν|−1q
[
ν(Rol(X, Y )(·)), ν(Rol(Z,W )(·))
]∣∣
q
=
[
R(XA, YA), R(ZA, XA)
]
so
− AT
[
Rˆ(AXA, AYA), Rˆ(AZA, AXA)
]
so
A
+ AT Rˆ(AXA, AR˜olq(ZA, XA)YA)A+ A
T Rˆ(AR˜olq(ZA, XA)XA, AYA)A
=
( βAαA
−KA
 ∧
 ξA−K2A
ηA
−
 βAηA
−KA
 ∧
 ξA + α−K2A +KRol2
ηA

+ AT Rˆ(AXA,−αAZA)A+ A
T Rˆ(KRol2 AZA, AYA)A
=−
 βAηA
−KA
 ∧
 αKRol2
0
+ α
 ξA + α−K2A +KRol2
ηA
−KRol2
−K1A +KRol1ξA + α
βA

=
−KAKRol2 + α(ξA + α)−KRol2 (−K1A +KRol1 )αKA + α(−K2A +KRol2 )−KRol2 (ξA + α)
−βAKRol2 + αηA + αηA −K
Rol
2 βA
 =
 ⋆⋆
2(αηA − βAKRol2 )

Since the right hand side belongs to the span of ⋆XA, ⋆YA, by Lemma 7.9, we obtain
αηA −K
Rol
2 βA = 0. (91)
Combining Equations (90) and (91) we get(
KRol1 α
α KRol2
)(
ηA
βA
)
=
(
0
0
)
.
But by Eq. (87) the determinant of the 2 × 2-matrix on the left hand side does not
vanish, which implies that ηA = βA = 0. The proof is finished.
Lemma 7.11 For every q = (x, xˆ;A) ∈ O2 there are orthonormal XA, YA ∈ T |xM such
that XA, YA, ZA = ⋆(XA ∧ YA) is an oriented orthonormal basis of T |xM with respect to
which in Lemma 7.8 one has
ηA = βA = ξA = 0
i.e. ⋆XA, ⋆YA, ⋆ZA are eigenvectors of R|x.
Proof. Fix q = (x, xˆ;A) ∈ O2, choose any XA, YA, ZA = ⋆(XA ∧ YA) as in Lemma 7.8
and suppose ξA 6= 0 (otherwise we are done). Notice that by Lemma 7.10, we have
ηA = βA = 0 which means that ⋆ZA is an eigenvector of R|x.
We let t ∈ R, (
XA(t)
YA(t)
)
:=
(
cos(t) sin(t)
− sin(t) cos(t)
)(
XA
YA
)
.
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Then clearly ZA(t) := ⋆(XA(t) ∧ YA(t)) = ⋆(XA ∧ YA) = ZA, and XA(t), YA(t), ZA(t) is
an orthonormal positively oriented basis of T |xM . Since
Rolq(⋆ZA(t)) = Rolq(⋆ZA) = 0,
Lemma 7.10 implies that ηA(t), βA(t) = 0 if one writes ηA(t), βA(t), ξA(t) for the coef-
ficients of matrices in Lemma 7.8 w.r.t XA(t), YA(t), ZA(t). Our goal is to show that
ξA(t) = 0 for some t ∈ R.
First of all ⋆ZA(t) = ⋆ZA is a unit eigenvector of R|x which does not depend on
t. On the other hand, R|x is a symmetric map ∧
2T |xM → ∧
2T |xM , so it has two
orthogonal unit eigenvectors, say, u1, u2 in (⋆ZA)
⊥ = ⋆(Z⊥A ). Thus u1, u2, ⋆ZA forms an
orthonormal basis of ∧2T |xM , which we may assume to be oriented (otherwise swap
u1, u2). But then span{u1, u2} = ⋆Z⊥A = span{⋆XA, ⋆YA} so there is definitely t0 ∈ R
such that ⋆XA(t0) = u1, ⋆YA(t0) = u2 (in this order, by the assumption on orientation
of u1, u2, ⋆ZA and XA, YA, ZA). Since R|x(⋆XA(t0)) = −K1 ⋆ XA(t0), R|x(⋆YA(t0)) =
−K2 ⋆ YA(t0), we have ξA(t0) = 0 as well as ηA(t0) = βA(t0) = 0 This allows us to
conclude.
Remark 7.12 Notice that the choice of ZA can be made locally smoothly on O2 but, at
this stage of the argument, it is not clear that one can choose XA, YA, with ξA = 0, locally
smoothly on O2. However, it will be the case cf. Corollary 7.16.
We now aim to prove, roughly speaking, that the eigenvalue −K has to be double
for both spaces (M, g), (Mˆ, gˆ) if neither one of them has constant curvature.
Lemma 7.13 If the eigenspace at x1 ∈ πODR(q0),M(O2) corresponding to the eigenvalue
−K(x1) of the curvature operator R has multiplicity 1, then (Mˆ, gˆ) has constant curvature
K(x1) on the open set πODR (q0),Mˆ(π
−1
ODR (q0),M
(x1)) of Mˆ .
The claim also holds with the roles of (M, g) and (Mˆ, gˆ) interchanged.
Proof. So suppose that at x1 ∈ πODR(q0),M(O2) the eigenspace of R|x1 corresponding to
the eigenvalue −K(x1) has multiplicity 1. By continuity then, the −K(·)-eigenspace
of R is of multiplicity 1 on an open neighbourhood U of x1. Since this eigenspace
depends smoothly on a point of M , we may choose, taking U smaller around x1 if
needed, positively oriented orthonormal smooth vector fields X˜, Y˜ , Z˜ on U such that
⋆Z˜ = X˜ ∧ Y˜ spans the −K(·)-eigenspace of R at each point of U .
Taking arbitrary q′ = (x′, xˆ′;A′) ∈ (πODR (q0),M)
−1(U) ∩ O2 and letting XA′ , YA′, ZA′
be the vectors provided by Theorem 7.8 at q, we have that the −K(x′)-eigenspace of
R|x′ is also spanned by XA′ ∧YA′. By the orthonormality and orientability, XA′ ∧YA′ =
X˜|x′ ∧ Y˜ |x′ from which Z˜|x′ = ZA′ and Rol(X˜|x′ ∧ Y˜ |x′)(A′) = Rol(XA′ ∧ YA′)(A′) = 0.
Now fix, for a moment, q = (x, xˆ;A) ∈ (πODR(q0),M)
−1(U) ∩ O2. By replacing X˜ by
cos(t)X˜+sin(t)Y˜ and Y˜ by − sin(t)X˜+cos(t)Y˜ on U for a certain constant t = tx ∈ R,
we may assume that X˜|x = XA, Y˜ |x = YA.
Since, as we just proved, for all (x′, xˆ′;A′) ∈ (πODR (q0),M)
−1(U) ∩ O2, one has
Rol(X˜|x′ ∧ Y˜ |x′)(A
′) = 0,
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then the vector field ν(Rol(X˜∧Y˜ )(·)) ∈ VF(πODR(q0),M) vanishes identically i.e. ν(Rol(X˜∧
Y˜ )(·)) = 0 on (πODR (q0),M)
−1(U) ∩ O2.
Therefore, the computation in part (a) of the proof of Lemma 7.10 (replace X → X˜,
Y → Y˜ , Z → Y˜ , W → Z˜ there; recall also that ξA = 0 by the choice of XA, YA, ZA)
gives, by noticing also that here KA = K(x), K
1
A = K1(x) and K
2
A = K2(x),
0 =ATν|−1q
[
ν(Rol(X˜, Y˜ )(·)), ν(Rol(Y˜ , Z˜)(·))
]∣∣
q
=
−αKA + αKRol1 − α(−K1A +KRol1 )KAKRol1 +KRol1 (−K2A +KRol2 )− α2
0
 =
 α(−K +K1)KRol1 (K −K2 +KRol2 )− α2
0
 .
Similarly, the computation in part (b) of the proof of Lemma 7.10 (now replace X → X˜,
Y → Y˜ , Z → Z˜, W → X˜ there) gives,
0 =ATν|−1q
[
ν(Rol(X˜, Y˜ )(·)), ν(Rol(Z˜, X˜)(·))
]∣∣
q
=
−KAKRol2 + α2 −KRol2 (−K1A +KRol1 )αKA + α(−K2A +KRol2 )−KRol2 α
0
 =
KRol2 (−K +K1 −KRol1 ) + α2α(K −K2)
0
 .
By assumption, −K(·) is an eigenvalue of R distinct from the other eigenvalues
−K1(·), −K2(·) on U , and hence we must have α(q) = 0. Since 0 6= KRol1 (q)K
Rol
2 (q)−
α(q)2 = KRol1 (q)K
Rol
2 (q), we haveK
Rol
1 (q) 6= 0 andK
Rol
2 (q) 6= 0 and henceK(x)−K1(x)+
KRol1 (q) = 0 and K(x)−K2(x)+K
Rol
2 (q) = 0 for q = (x, xˆ;A) ∈ (πODR(q0),M)
−1(U)∩O2.
Since q = (x, xˆ;A) ∈ (πODR(q0),M)
−1(U) ∩O2 was arbitrary, we have proven that
α(q) = 0,
−K1(x) +K
Rol
1 (q) = −K(x),
−K2(x) +K
Rol
2 (q) = −K(x),
for all q = (x, xˆ;A) ∈ (πODR (q0),M)
−1(U) ∩ O2.
Looking at (85) now reveals that for every q = (x, xˆ;A) ∈ (πODR (q0),M)
−1(U) ∩ O2,
the three 2-vectors AXA∧AYA, AYA∧AZA and AZA∧AXA are mutually orthonormal
eigenvectors of Rˆ|xˆ corresponding all to the eigenvalue −K(x) which means that (Mˆ, gˆ)
has constant curvature −K(x) at xˆ.
In particular, since x1 ∈ U , the Riemannian space (Mˆ, gˆ) has constant curvature
−K(x1) at all points xˆ1 ∈ πODR(q0),Mˆ
(
(πODR(q0),M)
−1(x1) ∩O2
)
.
Finally, we argue that Sˆ := πODR(q0),Mˆ
(
(πODR(q0),M )
−1(x1) ∩ O2
)
is an open subset
of Mˆ . It is enough to show that πQ,Mˆ |Oˆx1 : Oˆx1 → Mˆ is a submersion where Oˆx1 :=
(πODR(q0),M)
−1(x1) ∩O2 is a submanifold of O2.
To begin with, recall that πQ|O2 is an submersion from onto an open subset ofM×Mˆ
by Lemma 7.9. Let q ∈ Oˆx1 and write q = (x1, xˆ;A). Choose any frame Xˆ1, Xˆ2, Xˆ3
of T |xˆMˆ . Then there are Wˆi ∈ T |q(ODR(q0)), i = 1, 2, 3, such that (πQ)∗(Wˆi) =
(0, Xˆi). In particular, (πQ,M)∗(Wˆi) = 0, so Wˆi ∈ V |q(πODR (q0),M). But since T |qOˆx1 =
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V |q(πODR(q0),M), we have Wˆi ∈ T |qOˆx1 and thus Xˆi = (πQ,Mˆ)∗Wˆi ∈ im(πQ,Mˆ |Oˆx1 )∗,
which proves the claim and finishes the proof.
Remark 7.14 It is actually obvious that the eigenvalue −K(·) of R of (M, g) is constant,
equal toK(x1) say, in a some neighbourhood of x1 inM , if −K(x1) were a single eigenvalue
of R|x1.
Even more is true: One could show, even without questioning whether −K(·) is a
single eigenvalue for R and/or Rˆ or not, that on πQ,M(O2) and πQ,Mˆ(O2) this eigenvalue
is actually locally constant (i.e. the function K(·) is locally constant). This is fact will be
observed e.g. in Lemma 7.17 below.
Lemma 7.15 The following hold:
(1) For any q1 = (x1, xˆ1;A1) ∈ O2, the space (Mˆ, gˆ) cannot have constant curvature at
xˆ1.
(2) There does not exist a q1 = (x1, xˆ1;A1) ∈ O2 such that −K(x1) is a single eigenvalue
of R|x1.
This also holds with the roles of (M, g) and (Mˆ, gˆ) interchanged.
Proof. (1) Suppose (Mˆ, gˆ) has a constant curvature Kˆ at xˆ1. Let E1, E2, E3 be an
oriented orthonormal frame on a neighbourhood U of x1 such that ⋆E1|x1, ⋆E2|x1, ⋆E3|x1
are eigenvectors of R at x1 with eigenvalues −K1(x1), −K2(x1), −K(x1), respectively,
where these eigenvalues are as in Proposition 7.6. As we have noticed, Kˆ = K(x1).
Because Rˆ|xˆ1 = −Kˆid∧2T |xˆ1Mˆ , one has
R˜olq1(⋆E1) =(−K1(x1) + Kˆ) ⋆ E1|x1
R˜olq1(⋆E2) =(−K2(x1) + Kˆ) ⋆ E2|x1
R˜olq1(⋆E3) =(−K(x1) + Kˆ) ⋆ E3|x1 = 0.
Since rank R˜olq1 = 2, we have −K1(x1) + Kˆ 6= 0, −K2(x1) + Kˆ 6= 0.
Because the vector fields ν(Rol(⋆E1)(·)), ν(Rol(⋆E2)(·)) are tangent to the orbit
ODR(q0) on O
′
2 := O2∩π
−1
Q,M(U), so is their Lie bracket. According to Proposition 3.47,
the value of this bracket at q1 is equal to
[ν(Rol(⋆E1)(·)), ν(Rol(⋆E2)(·))]|q1 = (−K1(x1) + Kˆ)(−K2(x1) + Kˆ)ν(A ⋆ E3)|q1.
Hence ν(Rol(⋆E1)(·), ν(Rol(⋆E2)(·), [ν(Rol(⋆E1)(·)), ν(Rol(⋆E2)(·))] are tangent toODR(q0)
and since they are linearly independent at q1, hence they are linearly independent on
an open neighbourhood of q1 in ODR(q0). Therefore, from Corollary 5.21 it follows that
the orbit ODR(q0) is open in Q, which is a contradiction.
(2) Suppose −K(x1) is a single eigenvector of R|x1 , where q1 = (x1, xˆ1;A1) ∈ O2.
Then by Lemma 7.13, the space (Mˆ, gˆ) would have a constant curvature in an open set
which is a neighbourhood of xˆ1. By the case (1), this leads to a contradiction.
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By the last two lemmas, we may thus assume that for every q = (x, xˆ;A) ∈ O2
the common eigenvalue −K(x) = −Kˆ(xˆ) of R|x, Rˆ|xˆ has multiplicity two. It has the
following consequence.
Corollary 7.16 The assignments q 7→ XA, YA, ZA and q 7→ KRol1 (q), K
Rol
2 (q), α(q) as in
Proposition 7.6 can be made locally smoothly on O2.
Proof. Let q1 = (x1, xˆ1;A1) ∈ O2. By Lemma ?? there are open neighbourhoods U ∋ x1
and Uˆ ∋ xˆ1 such that the eigenvalue −K2(x) of R|x and −Kˆ2(xˆ) of Rˆ|xˆ are both simple.
Therefore the assignment q 7→ YA can be made locally smoothly on O2. Moreover, recall
that the assignment q 7→ ZA can be made locally smoothly since it corresponds to the
1-dimensional kernel of R˜olq and XA = ⋆(YA ∧ ZA).
Lemma 7.17 For every q1 = (x1, xˆ1;A1) ∈ O2, there is are open neighbourhoods U, Uˆ
of x1, xˆ1 and oriented orthonormal frames E1, E2, E3 on M , Eˆ1, Eˆ2, Eˆ3 on Mˆ with respect
to which the connections tables are of the form
Γ =
Γ1(2,3) 0 −Γ1(1,2)Γ1(3,1) Γ2(3,1) Γ3(3,1)
Γ1(1,2) 0 Γ
1
(2,3)
 , Γˆ =
Γˆ
1
(2,3) 0 −Γˆ
1
(1,2)
Γˆ1(3,1) Γˆ
2
(3,1) Γˆ
3
(3,1)
Γˆ1(1,2) 0 Γˆ
1
(2,3)
 ,
and
V (Γ1(2,3)) = 0, V (Γ
1
(1,2)) = 0, ∀V ∈ E2|
⊥
x , x ∈ U,
Vˆ (Γˆ1(2,3)) = 0, Vˆ (Γˆ
1
(1,2)) = 0, ∀Vˆ ∈ Eˆ2|
⊥
xˆ , xˆ ∈ Uˆ .
Moreover, ⋆E1, ⋆E2, ⋆E3 are eigenvectors of R with eigenvalues −K,−K2(·),−K on U
and similarly ⋆ˆEˆ1, ⋆ˆEˆ2, ⋆ˆEˆ3 are eigenvectors of Rˆ with eigenvalues −K,−Kˆ2(·),−K on Uˆ ,
where K ∈ R is constant.
Proof. As we just noticed, for every q = (x, xˆ;A) ∈ O2, the common eigenvalue
−K(x) = −Kˆ(xˆ) of R|x and Rˆ|xˆ has multiplicity equal to two.
Fix q1 = (x1, xˆ1;A1) ∈ O2 and let E1, E2, E3 (resp. Eˆ1, Eˆ2, Eˆ3) be an orthonormal
oriented frame of (M, g) defined on an open set U ∋ x1 (resp. Uˆ ∋ xˆ1) such that U×Uˆ ⊂
πQ(O2) and that ⋆E1, ⋆E2, ⋆E3 (resp. ⋆ˆEˆ1, ⋆ˆEˆ2, ⋆ˆEˆ3) are eigenvectors with eigenvalues
−K1(·),−K2(·),−K(·) (resp. −Kˆ1(·),−Kˆ2(·),−Kˆ3(·)) on U (resp. Uˆ) as given by
Proposition 7.6. Since −K is double on U (resp. −Kˆ is double on Uˆ), we assume
that K1(·) = K(·) 6= K2(·) everywhere on U , (resp. Kˆ1(·) = Kˆ(·) 6= Kˆ2(·) everywhere
on Uˆ) without loss of generality. Recall that K(x) = Kˆ(xˆ) for all q = (x, xˆ;A) ∈ O2
by Proposition 7.6 (and the remark that follows it) and hence for all x ∈ U , xˆ ∈ Uˆ ,
K(x) = Kˆ(xˆ). Taking U, Uˆ to be connected, this immediately imples that both K and
Kˆ are constant functions on U and Uˆ . We denote the common constant value simply
by K.
Let XA, YA, ZA be chosen as in Proposition 7.6 for every q = (x, xˆ;A) ∈ O2. Then
as ⋆YA is a unit eigenvector of R|x corresponding to the single eigenvalue −K2(x), we
must have E2|x = ±YA and since ν(A⋆YA)|q is tangent to the orbit ODR(q0), by Lemma
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7.9, it follows that for every q = (x, xˆ;A) ∈ O2, the vector ν(A ⋆ E2|x)|q is tangent to
ODR(q0). This with Proposition 7.3 proves the claim for (M, g). Symmetrically (working
in Q(Mˆ,M)) the claim also holds for (Mˆ, gˆ). The proof is complete.
We will now aim at proving that, using the notations of the previous lemma,
Γ1(2,3)(x) = Γˆ
1
(2,3)(xˆ) for all (x, xˆ) ∈ πQ(O
′
2), where O
′
2 = π
−1
Q (U × Uˆ) ∩ O2 and U, Uˆ
are the domains of definition of orthonormal frames E1, E2, E3 and Eˆ1, Eˆ2, Eˆ3 as given
by Lemma 7.17 above. That will then allow us, as will be seen, to conclude the study
of the case where orbit is not open and rank of Rol is equal to 2.
To this end, we define θ : O′2 → R (restricting to smaller sets U , Uˆ if necessary) to
be a smooth function such that for all q = (x, xˆ;A) ∈ O′2,
XA =cos(θ(q))E1 + sin(θ(q))E3
ZA =− sin(θ(q))E1 + cos(θ(q))E3
whereXA, ZA (and also YA) are chosen using Proposition 7.6. Indeed, this is well defined
since XA, ZA lie in the plane Y
⊥
A = E2|
⊥
x as do also E1|x, E3|x, for all q = (x, xˆ;A) ∈ O
′
2.
To simplify the notation, we write cθ := cos(θ(q)) and sθ := sin(θ(q)) as well as
Γi(j,k) = Γ
i
(j,k)(x), when there is no room for confusion. We will be always working on
O′2 if not mentioned otherwise. Moreover, it is convenient to denote the vector field E2
of M by Y in the computations that follow (since E2|x is parallel to YA for all q ∈ O′2,
this notation is justified). We will do computations on the "side of M" but the results
are, by symmetry, always valid for Mˆ as well.
We will make use of the following formulas which are easily verified (see Lemma
3.43),
LR(XA)|qX(·) = (LR(XA)|qθ − cθΓ1(3,1) − sθΓ
3
(3,1))ZA + Γ
1
(1,2)Y
LR(Y )|qX(·) = (LR(Y )|qθ − Γ2(3,1))ZA
LR(ZA)|qX(·) = (LR(ZA)|qθ + sθΓ
1
(3,1) − cθΓ
3
(3,1))ZA + Γ
1
(2,3)Y
LR(XA)|qY = −Γ
1
(1,2)XA + Γ
1
(2,3)ZA
LR(Y )|qY = 0
LR(ZA)|qY = −Γ
1
(2,3)XA − Γ
1
(1,2)ZA
LR(XA)|qZ(·) = (−LR(XA)|qθ + cθΓ1(3,1) + sθΓ
3
(3,1))XA − Γ
1
(2,3)Y
LR(Y )|qZ(·) = (−LR(Y )|qθ + Γ
2
(3,1))XA
LR(ZA)|qZ(·) = (−LR(ZA)|qθ − sθΓ
1
(3,1) + cθΓ
3
(3,1))XA + Γ
1
(1,2)Y. (92)
Remark 7.18 Notice that ν(A ⋆ ZA)|q is not tangent to the orbit ODR(q0) for any
q = (x, xˆ;A) ∈ O′2. Indeed, otherwise there would be an open neighbourhood O ⊂ O
′
2 of q
such that for all q′ = (x′, xˆ′;A′) the vectors ν(A′ ⋆XA′)|q′, ν(A′ ⋆Y )|q′, ν(A′ ⋆ZA′)|q′ would
span V |q′(πQ) while being tangent to T |q′ODR(q0), which implies V |q′(πQ) ⊂ T |q′ODR(q0).
Then Corollary 5.21 would imply that ODR(q0) is open, which is not the case. We will use
this fact frequently in what follows.
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Taking U , Uˆ smaller if necessary, we may also assume that θ is actually defined on
only on O′2 but on an open neighbourhood O˜
′
2 of O2 in Q. We will make this technical
assumption to be able to write e.g. ν(A ⋆ ZA)|qθ whenever needed.
Lemma 7.19 For every q = (x, xˆ;A) ∈ O′2 we have
ν(A ⋆ Y )|qθ = 1,
LR(XA)|qθ = cθΓ
1
(3,1) + sθΓ
3
(3,1),
LR(Y )|qθ = Γ
2
(3,1) − Γ
1
(2,3).
Moreover, if one defines for q = (x, xˆ;A) ∈ O′2,
FX |q :=LNS(XA)|q − Γ
1
(1,2)ν(A ⋆ ZA)|q
FZ |q :=LNS(ZA)|q − Γ
1
(2,3)ν(A ⋆ ZA)|q,
then FX , FZ are smooth vector fields on O
′
2 tangent to the orbit ODR(q0).
Proof. We begin by showing that ν(A ⋆ Y )|qθ = 1. Indeed, we have for every q =
(x, xˆ;A) ∈ O′2 that gˆ(AZA, Eˆ2) = 0. Differentiating this w.r.t. ν(A ⋆ Y )|q yields
0 = gˆ(A(⋆Y )ZA, Eˆ2)− ν(A ⋆ Y )|qθgˆ(AXA, Eˆ2) = gˆ(AXA, Eˆ2)(1− ν(A ⋆ Y )|qθ).
We show that gˆ(AXA, Eˆ2) 6= 0, whence ν(A ⋆ Y )|qθ = 1. Indeed, if it were that
gˆ(AXA, Eˆ2) = 0, then AXA ∈ E⊥2 and hence ⋆ˆ(AXA) would be an eigenvector of Rˆ|xˆ
with eigenvalue −K. But this would then imply that
R˜olq(⋆XA) = R(⋆XA)− A
T Rˆ(⋆ˆ(AXA))A = −K ⋆ XA +KA
T (⋆ˆ(AXA)A = 0.
Because, R˜olq(XA ∧Y ) = 0 as well, we see that R˜olq has rank ≤ 1 as a map ∧2T |xM →
∧2T |xM , which is a contradiction since q ∈ O′2 ⊂ O2 and O2 is, by definition, the set
of points of the orbit where R˜olq has rank 2. This contradiction establishes the above
claim.
Next we may compute the Lie brackets
[LR(Y ), ν((·) ⋆ X(·)]|q =−LNS(A(⋆XA)Y )|q + ν(A ⋆LR(Y )|qX(·))|q
=−LNS(AZA)|q + (LR(Y )|qθ − Γ
2
(3,1))ν(A ⋆ ZA)|q
[LR(X(·)), ν((·) ⋆ Y )]|q =−LR(ν(A ⋆ Y )|qX(·))|q − ν(A ⋆ Y )|qθLNS(A(⋆Y )XA)|q
+ ν(A ⋆ (cθ(−Γ
1
(1,2)E1 + Γ
1
(2,3)E3) + sθ(−Γ
1
(2,3)E1 − Γ
1
(1,2)E3)))|q
=−LR(ν(A ⋆ Y )|qX(·))|q + LNS(AZA)|q
− Γ1(1,2)ν(A ⋆ XA)|q + Γ
1
(2,3)ν(A ⋆ ZA)|q,
from where by adding we get
[LR(Y ), ν((·) ⋆ X(·)]|q + [LR(X(·)), ν((·) ⋆ Y )]|q
=(LR(Y )|qθ − Γ
2
(3,1) + Γ
1
(2,3))ν(A ⋆ ZA)|q −LR(ν(A ⋆ Y )|qX(·))|q
− Γ1(1,2)ν(A ⋆ XA)|q.
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Since this has to be tangent to ODR(q0), we get that the ν(A⋆ZA)|q-component vanished
i.e.,
LR(Y )|qθ = Γ
2
(3,1) − Γ
1
(2,3).
Next compute
[LR(X(·)), ν((·) ⋆ X(·)]|q =− ν(A ⋆ XA)|qθLR(ZA)|q −LNS(A (⋆XA)XA︸ ︷︷ ︸
=0
)|q
+ ν
(
A ⋆
(
(LR(XA)|qθ − cθΓ
1
(3,1) − sθΓ
3
(3,1))ZA) + Γ
1
(1,2)Y
)∣∣
q
and so we must have again that the ν(A ⋆ ZA)|q-component is zero i.e.,
LR(XA)|qθ = cθΓ
1
(3,1) + sθΓ
3
(3,1).
Notice that [LR(X(·)), ν((·) ⋆ Y )]|q can be written, since LNS(AZA)|q = LR(ZA)|q−
LNS(ZA)|q, as
[LR(X(·)), ν((·) ⋆ Y )]|q =− FZ |q + LR(ZA)|q −LR(ν(A ⋆ Y )|qX(·))|q − Γ
1
(1,2)ν(A ⋆ XA)|q
=− FZ |q − Γ
1
(1,2)ν(A ⋆ XA)|q,
which proves that FZ , as defined in the statement, is indeed tangent to the orbit on O
′
2.
To show that FX is also tangent to the orbit we compute
[LR(Z(·)), ν((·) ⋆ Y )]|q =−LR(ν(A ⋆ Y )|qZ(·))|q − ν(A ⋆ Y )|qθLNS(A(⋆Y )ZA)|q
+ ν(A ⋆ (−sθ(−Γ
1
(1,2)E1 + Γ
1
(2,3)E3) + cθ(−Γ
1
(2,3)E1 − Γ
1
(1,2)E3)))|q
=−LR(ν(A ⋆ Y )|qZ(·))|q −LNS(AXA)|q
− Γ1(1,2)ν(A ⋆ ZA)|q − Γ
1
(2,3)ν(A ⋆ XA)|q
=FX |q −LR(XA)|q −LR(ν(A ⋆ Y )|qZ(·))|q − Γ1(2,3)ν(A ⋆ XA)|q
=FX |q − Γ
1
(2,3)ν(A ⋆ XA)|q,
which finishes the proof.
Lemma 7.20 For all (x, xˆ) ∈ πQ(O′2) one has
Γ1(2,3)(x) = Γˆ
1
(2,3)(xˆ).
Proof. We begin by observing that for all q = (x, xˆ;A) ∈ O′2 one has
gˆ(AZA, Eˆ2) = 0.
Indeed, AZA and Eˆ2|xˆ are eigenvectors of Rˆ|xˆ corresponding to non-equal eigenvalues
−K and −Kˆ2(xˆ), hence they must be orthogonal.
Since AZA ∈ Eˆ2|⊥xˆ , there is a θˆ = θˆ(q), for all q = (x, xˆ;A) ∈ O
′
2, such that
AZA = −sθˆEˆ1 + cθˆEˆ3.
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Because AXA, AY ∈ (AZA)⊥, there exits also a φˆ = φˆ(q) such that
AXA =cφˆ(cθˆEˆ1 + sθˆEˆ3) + sφˆEˆ2
AY =− sφˆ(cθˆEˆ1 + sθˆEˆ3) + cφˆEˆ2.
Moreover, Lemma 7.19 along with Eq. (92) implies that LR(Y )|qZ(·) simplifies to
LR(Y )|qZ(·) = Γ1(2,3)(x)XA.
Therefore, differentiating gˆ(AZA, Eˆ2) = 0 with respect to LR(XA)|q, one obtains
0 =LR(Y )|qgˆ((·)Z(·), Eˆ2) = gˆ(ALR(Y )|qZ(·), Eˆ2) + gˆ(AZA, ∇ˆAY Eˆ2)
=Γ1(2,3)gˆ(AXA, Eˆ2) + gˆ
(
AZA,−sφˆcθˆ(−Γˆ
1
(1,2)Eˆ1 + Γˆ
1
(2,3)Eˆ3)− sφˆsθˆ(−Γˆ
1
(2,3)Eˆ1 − Γˆ
1
(1,2)Eˆ3)
)
=sφˆΓ
1
(2,3) − sφˆgˆ
(
AZA, Γˆ
1
(2,3)AZA − Γˆ
1
(1,2)(cθˆEˆ1 + sθˆEˆ3)
)
=sφˆ(Γ
1
(2,3)(x)− Γˆ
1
(2,3)(xˆ)).
We claim that sin(φˆ(q)) 6= 0 for q = (x, xˆ;A) ∈ O′2, which would then imply that
Γ1(2,3)(x)− Γˆ
1
(2,3)(xˆ) = 0 and finish the proof.
Indeed, sin(φˆ(q)) = 0 would mean that AXA = ±(cθˆEˆ1 + sθˆEˆ3), thus AXA ∈
Eˆ⊥2 . By the argument at the beginning of the proof of Lemma 7.19, this would be a
contradiction.
Corollary 7.21 (i) If for some (x1, xˆ1) ∈ πQ(O′2), one has Γ
1
(2,3)(x1) 6= 0 (or Γˆ
1
(2,3)(xˆ1) 6=
0), there are open neighbourhoods U ′ ∋ x1, Uˆ ′ ∋ xˆ1 such that (U ′, g), (Uˆ ′, gˆ) are
both of class Mβ for β = Γ1(2,3)(x1) (or β = Γˆ
1
(2,3)(xˆ1)).
(ii) If for some (x1, xˆ1) ∈ πQ(O′2), one has Γ
1
(2,3)(x1) = 0 (or Γˆ
1
(2,3)(xˆ1) = 0), there are
open neighbourhoods U ′ ∋ x1, Uˆ ′ ∋ xˆ1 such that U ′ × Uˆ ′ ⊂ πQ(O′2) and isometries
F : (I×N, hf )→ (U, g), Fˆ : (I×Nˆ , hˆfˆ)→ (Uˆ , gˆ), where I ⊂ R is an open interval,
such that
f ′′(t)
f(t)
= −K =
fˆ ′′(t)
fˆ(t)
, ∀t ∈ I.
Proof. Let U ′, Uˆ ′ be connected neighbourhoods of x1, xˆ1 such that U ′ × Uˆ ′ ⊂ πQ(O′2)
(recall that by Lemma 7.9, πQ(O
′
2) is open in M × Mˆ).
(i) Set β = Γ1(2,3)(x1) 6= 0. By Lemma 7.20, one has for every x ∈ U
′, xˆ ∈ Uˆ ′ that
Γˆ1(2,3)(xˆ) = Γ
1
(2,3)(x1) = β,
Γ1(2,3)(x) = Γˆ
1
(2,3)(xˆ1) = β.
By Proposition D.19 case (ii), it follows that (after shrinking U ′, Uˆ ′) (U, g) and (Uˆ , gˆ)
are both of class Mβ This gives (i).
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(ii) By Lemma 7.20, one has for every x ∈ U ′, xˆ ∈ Uˆ ′ that
Γˆ1(2,3)(xˆ) = Γ
1
(2,3)(x1) = 0
Γ1(2,3)(x) = Γˆ
1
(2,3)(xˆ1) = 0,
i.e. Γ1(2,3) and Γˆ
1
(2,3) vanish on U
′, Uˆ ′, respectively.
Then Proposition D.19 case (iii) gives (after shrinking U ′, Uˆ ′) the desired isometries
F, Fˆ . Moreover, Eq. (116) in that proposition gives, since E2 =
∂
∂r
, Eˆ2 =
∂
∂r
,
−K =
d
dr
f ′(r)
f(r)
+
(
−
f ′(r)
f(r)
)
− 02 =
f ′′(r)
f(r)
−K =
d
dr
fˆ ′(r)
fˆ(r)
+
(
−
fˆ ′(r)
fˆ(r)
)
− 02 =
fˆ ′′(r)
fˆ(r)
,
where r ∈ I. This proves (ii).
7.2.2 Local Structures for the Manifolds Around q ∈ O1
In analogy to Proposition (7.6) we will first prove the following result. In the results
below that concern O1, we always assume that O1 6= ∅.
For the next proposition, contrary to an analogous Proposition 7.6 of Subsubsection
7.2.1, we do not need to assume that ODR(q0) is not open. The subsequent result only
relies on the fact that O1 is not empty.
Proposition 7.22 Let q0 = (x0, xˆ0;A0) ∈ Q. Then for every q = (x, xˆ;A) ∈ O1 there
exist an orthonormal pair XA, YA ∈ T |xM such that if ZA := ⋆(XA ∧YA) then XA, YA, ZA
is a positively oriented orthonormal pair with respect to which R and R˜ol may be written as
R(XA ∧ YA) =
 0 K(x) 0−K(x) 0 0
0 0 0
 , ⋆R(XA ∧ YA) =
 00
−K(x)

R(YA ∧ ZA) =
0 0 00 0 K(x)
0 −K(x) 0
 , ⋆R(YA ∧ ZA) =
−K(x)0
0

R(ZA ∧XA) =
 0 0 −K2(x)0 0 0
K2(x) 0 0
 , ⋆R(ZA ∧XA) =
 0−K2(x)
0

R˜olq(XA ∧ YA) = 0,
R˜olq(YA ∧ ZA) = 0,
R˜olq(ZA ∧XA) =
 0 0 −KRol2 (q)0 0 0
KRol2 (q) 0 0
 , ⋆R˜olq(ZA ∧XA) =
 0−KRol2 (q)
0
 ,
(93)
where K,K2 : M → R.
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With respect to XA, YA, ZA given by the theorem, we also have
⋆AT Rˆ(AXA ∧AYA)A =
 00
−K(x)

⋆AT Rˆ(AYA ∧AZA)A =
−K(x)0
0

⋆AT Rˆ(AZA ∧ AXA)A =
 0−K2(x) +KRol2 (q)
0
 . (94)
We collect some important observations concerning the previous proposition into
the following remark.
Remark 7.23 (a) The last proposition says that ⋆XA, ⋆YA, ⋆ZA are eigenvectors of
R|x, for every q = (x, xˆ;A) ∈ O1, with the corresponding eigenvalues −K(x),
−K2(x) and −K(x).
Changing the roles of (M, g) and (Mˆ, gˆ), the proposition gives, for every q =
(x, xˆ;A) ∈ O1, eigenvectors ⋆ˆXˆA, ⋆ˆYˆA, ⋆ˆZˆA are eigenvectors of Rˆ|x, with the cor-
responding eigenvalues −Kˆ(xˆ),−Kˆ2(xˆ),−Kˆ(x).
(b) Moreover, the eigenvalues K and Kˆ coincide on the set of points that can be reached,
locally, by the rolling. More precisely, Proposition 7.22 tells us that
−Kˆ(xˆ) = −K(x), ∀(x, xˆ) ∈ πQ(O1)
and that this eigenvalue is at least a double eigenvalue for both R|x and Rˆ|xˆ.
(c) It is also seen that the above at-least-double eigenvalue cannot be a triple eigenvalue
for both R|x and Rˆ|xˆ at the same time, for (x, xˆ) ∈ πQ(O1). Indeed, ifK2(x) = K(x)
and Kˆ2(xˆ) = Kˆ(xˆ), then clearly this would imply that Rolq = 0, which contradicts
the fact that q ∈ O1 implies rank Rolq = 1.
(d) Finally, notice that it is not clear that the assignments q 7→ XA, ZA can be made
locally smoothly on O1. However, it is the case for the assignment q 7→ YA. In
addition, for every q = (x, xˆ;A) ∈ O1, the choice of YA and YˆA are uniquely deter-
mined up to multiplication by −1. Indeed, ⋆YA = ZA ∧XA is a unit eigenvector of
R˜olq corresponding to the simple non-zero eigenvalue −KRol2 (q) (it is non-zero since
rank Rolq = 1, q ∈ O1). By symmetry, the same claim holds of YˆA as well. Moreover,
this implies that
AYA = ±YˆA, ∀q = (x, xˆ;A) ∈ O1.
We begin by the following simple lemma.
137
Lemma 7.24 For every q = (x, xˆ;A) ∈ O1 and any orthonormal pair (which exists)
XA, YA ∈ T |xM such that XA, YA, ZA := ⋆(XA ∧ YA) is an oriented orthonormal basis
of T |xM and Rolq(XA ∧ YA) = 0, Rolq(YA ∧ ZA) = 0, one has with respect to the basis
XA, YA, ZA,
R(XA ∧ YA) =
 0 KA αA−KA 0 −βA
−αA βA 0
 , ⋆R(XA ∧ YA) =
 βAαA
−KA

R(YA ∧ ZA) =
 0 −βA ξAβA 0 K1A
−ξA −K1A 0
 , ⋆R(YA ∧ ZA) =
−K1AξA
βA

R(ZA ∧XA) =
 0 −αA −K2AαA 0 −ξA
K2A ξA 0
 , ⋆R(ZA ∧XA) =
 ξA−K2A
αA

R˜olq(XA ∧ YA) = 0,
R˜olq(YA ∧ ZA) = 0,
R˜olq(ZA ∧XA) =
 0 0 −KRol20 0 0
KRol2 0 0
 , ⋆R˜olq(ZA ∧XA) =
 0−KRol2
0
 .
Moreover, the choice of the above quantities can be made locally smoothly on O1.
Proof. We only need to prove the existence of an oriented orthonormal basis XA, YA
and ZA such that Rolq(XA ∧ YA) = 0, Rolq(YA ∧ ZA) = 0. Indeed, when this has been
established, one may use Lemma 7.8, where we now have KRol1 (q) = 0, α(q) = 0 because
Rolq(YA ∧ ZA) = 0, to conclude.
Since for a given q = (x, xˆ;A) ∈ O1, R˜olq : ∧
2T |xM → ∧
2T |xM is symmetric linear
map that has rank 1, it follows that its eigenspaces are orthogonal and its kernel has
dimension exactly 2. Thus there is an orthonormal basis ω1, ω2, λ of ∧2T |xM such that
R˜olq(ωi) = 0, i = 1, 2. Taking XA = ⋆ω1, ZA = ⋆ω2 and YA = ⋆λ we get, up to
replacing XA with −XA if necessary, an oriented orthonormal basis of T |xM such that
Rol(XA ∧ YA) = 0, Rol(YA ∧ ZA) = 0.
As a consequence of the lemma and because AT Rˆ(AX,AY )A = R(X, Y )−R˜olq(X, Y )
for X, Y ∈ T |xM , we have that w.r.t. the oriented orthonormal basis XA, YA, ZA,
⋆AT Rˆ(AXA, AYA)A =
 βAαA
−KA

⋆AT Rˆ(AYA, AZA)A =
−K1AξA
βA

⋆AT Rˆ(AZA, AXA)A =
 ξA−K2A +KRol2
αA
 . (95)
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Notice that the assumption that rank Rolq = 1 is equivalent to the fact that for
every q = (x, xˆ;A) ∈ O1,
KRol2 (q) 6= 0. (96)
This implies that YA is uniquely determined up to multiplication by−1 (see also Remark
7.23 above). Hence, in particular, for every q = (x, xˆ;A) ∈ O1,
Rolq(∧
2TM)(A) = span{ν(A(ZA ∧XA))|q} = span{ν(A ⋆ YA)|q}.
We will now show that, with any (non-unique) choice of a pair XA, YA as in Lemma
7.24, one has that αA = 0 and KA = K
1
A.
Lemma 7.25 If one chooses any XA, YA, ZA = ⋆(XA ∧ YA) as in Lemma 7.24, then
βA = 0, KA = K
1
A, ∀q = (x, xˆ;A) ∈ ODR(q0).
Proof. Fix q = (x, xˆ;A) ∈ O1. Choosing in Corollary 5.19 X, Y ∈ VF(M) such that
X|x = XA, Y |x = YA, we get, since Rolq(XA ∧ YA) = 0,
ν|−1q
[
ν(Rol(X, Y )(·)), ν(Rol(Z,W )(·))
]∣∣
q
=A
[
R(XA ∧ YA), R(Z|x ∧W |x)
]
so
−
[
Rˆ(AXA ∧ AYA), Rˆ(AZ|x ∧ AW |x)
]
so
A
+ Rˆ(AXA ∧AR˜olq(Z|x ∧W |x)YA)A+ Rˆ(AR˜olq(Z|x ∧W |x)XA, AYA)A.
Since q′ = (x′, xˆ′;A′) 7→ ν(Rol(∧2T |x′M)(A′))|q′ = span{ν(A′ ⋆ YA′)} is a smooth
rank 1 distribution on O1, it follows that it is involutive and hence for all X, Y, Z,W ∈
VF(M), [
ν(Rol(X ∧ Y )(·)), ν(Rol(Z ∧W )(·))
]∣∣
q
∈ span{ν(A ⋆ YA)|q},
where we used that Rol(∧2TM)(A) = span{A ⋆ YA} as observed above.
We compute the right hand side of this formula in different cases. We begin by
taking any smooth vector fields X, Y, Z,W with X|x = XA, Y |x = YA, Z|x = ZA,
W |x = XA. One gets
ATν|−1q
[
ν(Rol(X, Y )(·)), ν(Rol(Z,W )(·))
]∣∣
q
=
[
R(XA ∧ YA), R(ZA ∧XA)
]
so
−
[
AT Rˆ(AXA ∧ AYA)A,A
T Rˆ(AZA ∧ AXA)A
]
so
+ AT Rˆ(AXA ∧ Rol(ZA ∧XA)(A)YA)A+ A
T Rˆ(Rol(ZA ∧XA)(A)XA ∧AYA)A
=
 βAαA
−KA
 ∧
 0−KRol2
0
+ AT Rˆ(AXA ∧ 0)A+ AT Rˆ(KRol2 AZA ∧ AYA)A
=
−KAKRol20
−βAKRol2
−KRol2
−K1AξA
βA
 =
KRol2 (−KA +K1A)KRol2 ξA
−2βAKRol2
 ∈ span{ν(A ⋆ YA)|q}.
Because KRol2 (q) 6= 0, this immediately implies that
−KA +K
1
A = 0, βA = 0.
This completes the proof.
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We will now rotate XA, YA, ZA in such a way that we may also set αA equal to zero.
Lemma 7.26 For every q = (x, xˆ;A) ∈ O1 there are orthonormal XA, YA ∈ T |xM such
that XA, YA, ZA = ⋆(XA ∧ YA) is an oriented orthonormal basis of T |xM with respect to
which in Lemma 7.24 one has αA = 0.
Proof. Fix q = (x, xˆ;A) ∈ O1, choose any XA, YA, ZA = ⋆(XA ∧ YA) as in Lemma 7.24
and suppose αA 6= 0 (otherwise we are done). We let t ∈ R,(
XA(t)
ZA(t)
)
=
(
cos(t) sin(t)
− sin(t) cos(t)
)(
XA
ZA
)
.
Then clearly YA(t) := ⋆(XA(t) ∧ ZA(t)) = ⋆(XA ∧ ZA) = YA and XA(t), YA(t), ZA(t)
is an orthonormal positively oriented basis of T |xM . Since R˜olq is a symmetric map
∧2T |xM → ∧2T |xM and since ⋆XA, ⋆ZA are its eigenvectors corresponding to the
eigenvalue 0, it follows that ⋆XA(t), ⋆ZA(t), which are just rotated ⋆XA, ⋆ZA in the plane
that the form, are eigenvectors of Rolq corresponding to eigenvalue 0, i.e. Rolq(XA(t) ∧
YA) = 0, Rolq(YA ∧ ZA(t)) = 0 for all t ∈ R.
Hence the conclusion of Lemma 7.24 holds for basis XA(t), YA, ZA(t) and we write
ξA(t), αA(t), βA(t), KA(t), K
1
A(t), K
2
A(t) for the coefficients of the matrices of R given
there w.r.t. XA(t), YA, ZA(t). Then Lemma 7.25 implies that βA(t) = 0, KA(t) = K
1
A(t)
for all t ∈ R. Computing now
αA(t) =g(R(XA(t) ∧ YA)ZA(t), XA(t)) = g(R(ZA(t) ∧XA(t))XA(t), YA(t))
=− g(R(ZA ∧XA)YA, XA(t))
=− g(−αAXA + ξAZA, cos(t)XA + sin(t)ZA)
=− αA cos(t) + ξA sin(t).
Thus choosing t0 ∈ R such that
cot(t0) =
ξA
αA
,
we get that αA(t0) = 0. As already observed, we also have βA(t0) = 0, K
1
A(t0) = KA(t0)
and Rolq(XA(t0) ∧ YA) = 0, Rolq(YA ∧ ZA(t0)) = 0.
Since αA and βA vanish w.r.t XA, YA, ZA, as chosen by the previous lemma, we have
that −KA is an eigenvalue of R|x with eigenvector XA ∧ YA, where q = (x, xˆ;A) ∈ O1.
Knowing this, we may prove that even ξA is zero as well and that (automatically) −KA
is a at least a double eigenvalue of R|x. This is given in the lemma that follows.
Lemma 7.27 If q = (x, xˆ;A) ∈ O1 and XA, YA, ZA as in Lemma 7.26, then ξA = 0.
Proof. Since for any q = (x, xˆ;A) ∈ O1, −KA is an eigenvalue of R|x, we know that its
value only depends on the point x of M and hence we consider it as a smooth function
−K(x) on M .
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We claim that that −K(x) is at least a double eigenvalue of R|x. Suppose it is not.
Then in a neighbourhood U of x we have that −K(y) is a simple eigenvalue of R|y
for all y ∈ U . In that case, we may choose smooth vector fields X, Y on U , taking U
smaller if necessary, such that X|y∧Y |y is a (non-zero) eigenvector of R|y corresponding
to −K(y) and X|x = XA, Y |x = YA. Write O := π
−1
Q,M(U) ∩ O1.
But for any (y, yˆ;B) ∈ O, we know that XB ∧ YB is a unit eigenvector of R|y
corresponding to −K(y) and hence, modulo replacing X by −X, we have XB ∧ YB =
X|y ∧ Y |y.
Then for all (y, yˆ;B) ∈ O with y ∈ U , one has
ν(Rol(X|y ∧ Y |y)(B))|(y,yˆ;B) = ν(Rol(XB ∧ YB)(B))|(y,yˆ;B) = 0
i.e. ν(Rol(X ∧ Y )(·)) is a zero vector field on the open subset O of the orbit.
If we also take some smooth vector fields Z,W such that Z|x = ZA, W |x = XA, we
get by the fact that ν(Rol(X ∧ Y )(·)) = 0 and from the computations in the proof of
Lemma 7.25 that
0 = ν|−1q
[
ν(Rol(X, Y )(·)), ν(Rol(Z,W )(·))
]∣∣
q
=
KRol2 (−KA +K1A)KRol2 ξA
−2βAKRol2
 =
 0KRol2 ξA
0
 .
Since KRol2 (q) 6= 0 we get ξA = 0. But this implies, along with the results obtained in
the previous lemma (i.e. K = K1A, βA = αA = 0) that w.r.t. the basis XA, YA, ZA,
⋆R(XA ∧ YA) =
 00
−KA
 , ⋆R(YA ∧ ZA) =
−KA0
0
 ,
which means that XA ∧ YA and YA ∧ ZA are linearly independent eigenvectors of R|x
corresponding to the eigenvalue −KA = −K(x). This in contradiction to what we
assumed in the beginning of the proof.
Hence we have that −KA is, for every q = (x, xˆ;A) ∈ O1, and eigenvalue of R|x of
multiplicity at least 2.
Finally, since we know that w.r.t. XA, YA, ZA,
⋆R(XA ∧ YA) =
 00
−KA
 , ⋆R(YA ∧ ZA) =
−KAξA
0
 , ⋆R(ZA ∧XA) =
 ξA−K2A
0
 ,
and since R|x is a symmetric linear map having double eigenvalue −KA, we know that
there is a unit eigenvector ω of R|x corresponding to −KA which lies in the plane
orthogonal to XA ∧ YA (in ∧
2T |xM). Hence, ω = cos(t)YA ∧ ZA + sin(t)ZA ∧ XA for
some t ∈ R and
−KA
cos(t)sin(t)
0
 =−KA ⋆ ω = ⋆R(ω) = cos(t) ⋆ R(YA ∧ ZA) + sin(t) ⋆ R(ZA ∧XA)
= cos(t)
−KAξA
0
+ sin(t)
 ξA−K2A
0
 =
−KA cos(t) + ξA sin(t)ξA cos(t)−K2A sin(t)
0
 ,
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where the matrices are again formed w.r.t. XA, YA, ZA. From the first row we get
ξA sin(t) = 0. So either ξA = 0 and we are done or sin(t) = 0 which implies that
ω = 1±YA ∧ ZA with 1± ∈ {−1,+1} and hence−KAξA
0
 = ⋆ R(YA ∧ ZA) = 1± ⋆ R(ω) = −KA(1± ⋆ ω)
=−KA ⋆ (YA ∧ ZA) =
−KA0
0
 ,
which gives ξA = 0 anyway.
The previous lemma implies Proposition 7.22, since now −KA = −K1A, −K
2
A are
eigenvalues of R|x for every (x, xˆ;A) ∈ O1 and hence, defining K(x) := KA, K2(x) :=
K2A, we obtain well defined functions K,K2 : M → R.
The following Proposition is the last result of this subsection. Notice that it does
need the assumption that ODR(q0) is not open while the previous results do not need
this assumption.
Proposition 7.28 Suppose ODR(q0) is not open in Q. Then there is an open dense
subset O◦1 of O1 such that for every q1 = (x1, xˆ1;A1) ∈ O
◦
1 there are neighbourhoods U
and Uˆ of x1 and xˆ1, respectively, such that either
(i) both (U, g|U), (Uˆ , gˆ|Uˆ) are of class Mβ or
(ii) both (U, g|U), (Uˆ , gˆ|Uˆ) are isometric to warped products (I × N, hf), (I × Nˆ, hˆfˆ)
and f
′(r)
f(r)
= fˆ
′(r)
fˆ(r)
, for all r ∈ I.
Moreover, there is an oriented orthonormal frame E1, E2, E3 (resp. Eˆ1, Eˆ2, Eˆ3) defined
on U (resp. on Uˆ) respectively, such that ⋆E1, ⋆E3 (resp. ⋆Eˆ1, ⋆Eˆ3) are eigenvectors of Rˆ
with common eigenvalue −K(·) (resp. −Kˆ(·)) and one has
A1E2|x1 = Eˆ2|xˆ1.
Proof. Let q1 = (x1, xˆ1;A1) ∈ O1. Notice that, as observed in Remark 7.23, either R|x1
or Rˆ|xˆ1 has −K2(x1) or −Kˆ2(xˆ1), respectively, as a single eigenvalue. By symmetry of
the problem in (M, g), (Mˆ, gˆ), we may assume that this is the case for R|x1. Hence
there is a neighbourhood U of x1 such that K2(x) 6= K(x) for all x ∈ U .
It is easy to see that there is an open dense subset O′1 of O1 ∩ π
−1
Q,M(U) such that,
for every q = (x, xˆ;A) ∈ O′1, there exists an open neighbourhood Vˆ of xˆ where either
Kˆ2 = Kˆ on Vˆ or Kˆ2(yˆ) 6= Kˆ(yˆ) for yˆ ∈ Vˆ . For the rest of the argument, we assume
that q1 belongs to O
′
1.
By shrinking U around x1 and taking a small enough neighbourhood Uˆ of xˆ1, we
may assume there are oriented orthonormal frames E1, E2, E3 on U (resp. Eˆ1, Eˆ2, Eˆ3
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on Uˆ) such that ⋆E1, ⋆E2, ⋆E3 (resp. Eˆ1, Eˆ2, Eˆ3) are eigenvectors of R (resp. Rˆ) with
eigenvalues −K(·),−K2(·),−K(·) (resp. −Kˆ(·),−Kˆ2(·),−Kˆ(·)), where these eigenval-
ues correspond to those in Proposition 7.22.
Taking U , Uˆ smaller if necessary, we may take XA, YA, ZA as given by Proposition
7.22 for M and XˆA, YˆA, ZˆA for Mˆ on π
−1
Q (U × Uˆ) ∩O
′
1, which we still denote by O
′
1.
Since ⋆YA and ⋆E2|x are both eigenvalues of R|x, for q = (x, xˆ;A) ∈ O′1, cor-
responding to single eigenvalue −K2(x), we may moreover assume that YA = E2|x,
∀q = (x, xˆ;A) ∈ O′1.
Then because ν(Rolq(ZA ∧ XA))|q = −KRol2 (q)ν(A ⋆ E2)|q is tangent to the orbit
ODR(q0) at the points q = (x, xˆ;A) ∈ O
′
1, we may conclude from Proposition 7.3 that
Γ =
Γ1(2,3) 0 −Γ1(1,2)Γ1(3,1) Γ2(3,1) Γ3(3,1)
Γ1(1,2) 0 Γ
1
(2,3)
 ,
where Γ and Γi(j,k) are as defined there.
We will now divide the proof in two parts (cases I and II below), depending whether
(Mˆ, gˆ) has, in certain areas, constant curvature or not.
Case I: Suppose, after shrinking Uˆ around x1, that Kˆ2(xˆ) = Kˆ(xˆ) for all xˆ ∈ Uˆ . We
also assume that Uˆ is connected. This implies by Schur Lemma (see [28], Proposition
II.3.6) that Kˆ2 = Kˆ is constant on Uˆ and we write simply Kˆ for this constant. Again
shrinking Uˆ , we may assume that (Uˆ , gˆ|Uˆ) is isometric to an open subset of a 3-sphere
of curvature Kˆ.
Assume first that Γ1(2,3) 6= 0 on U . Then Proposition D.19, case (ii), implies that
Γ1(1,2) = 0 on U and (Γ
1
(2,3))
2 = K(x) is constant on U , which must be Kˆ. Hence if
β := Γ1(2,3), which is constant on U , then (U, g|U) is of class Mβ as is (Uˆ , gˆ|Uˆ) and we
are done (recall that M−β =Mβ) i.e. this is case (i).
On the other hand, if Γ1(2,3) = 0 on U , then we have that (U, g|U), after possibly
shrinking U , is isometric, by some F , to a warped product (I × N, hf) by Proposition
D.19 case (iii). At the same time, the space of constant curvature (Uˆ , gˆ|Uˆ), again after
shrinking Uˆ if necessary, can be presented, isometrically by certain Fˆ , as a warped
product (Iˆ × Nˆ , hˆfˆ) as shown in Example D.15, where Nˆ is a 2-dimensional space of
constant curvature.
Because for all x ∈ U we have K(x) = Kˆ, we get that for all (r, y) ∈ I ×N , rˆ ∈ Iˆ,
−
f ′′(r)
f(r)
= K(F (r, y)) = Kˆ = −
fˆ ′′(rˆ)
fˆ(rˆ)
.
Example D.15 shows that we may choose fˆ such that fˆ(0) = f(0) and fˆ ′(0) = f ′(0),
which then implies that fˆ(r) = f(r), for all r ∈ I. This leads us to case (ii)
Case II: We assume here that Kˆ2(xˆ) 6= Kˆ(xˆ) for all xˆ ∈ Uˆ . The same way as
for (M, g) above, this implies that YˆA = Eˆ2|xˆ and that w.r.t. the frame Eˆ1, Eˆ2, Eˆ3,
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Proposition 7.3 yields
Γˆ =
Γˆ
1
(2,3) 0 −Γˆ
1
(1,2)
Γˆ1(3,1) Γˆ
2
(3,1) Γˆ
3
(3,1)
Γˆ1(1,2) 0 Γˆ
1
(2,3)
 ,
where Γˆi(j,k) = gˆ(∇ˆEˆiEˆj, Eˆk) etc.
We will now claim that for all (x, xˆ) ∈ πQ(O′1), we have
Γ1(2,3)(x) = Γˆ
1
(2,3)(xˆ)
Γ1(1,2)(x) = Γˆ
1
(1,2)(xˆ).
By Remark 7.23, we have AYA = ±YˆA for q = (x, xˆ;A) ∈ O′1, and so we get
AE2|x = ±Eˆ2|xˆ. Without loss of generality, we assume that the ’+’ -case holds here. In
particular, if X ∈ VF(M), one may differentiate the identity AE2 = Eˆ2 w.r.t. LR(X)|q
to obtain
A∇XE2 = ∇ˆAXEˆ2, ∀q = (x, xˆ;A) ∈ O
′
1.
Since AE1, AE2, Eˆ1, Eˆ2 ∈ (AE2)⊥ = Eˆ⊥2 , there is for every q ∈ O
′
1, a ϕ = ϕ(q) ∈ R
such that
AE1|x = cos(ϕ(q))Eˆ1|xˆ + sin(ϕ(q))Eˆ3|xˆ
AE3|x = − sin(ϕ(q))Eˆ1|xˆ + cos(ϕ(q))Eˆ3|xˆ.
As usual, we write below cos(ϕ(q)) = cϕ, sin(ϕ(q)) = sϕ Having these, we compute
A∇E1E2 =A(−Γ
1
(1,2)E1 + Γ
1
(2,3)E3)
=(−cϕΓ
1
(1,2) − sϕΓ
1
(2,3))Eˆ1 + (−sϕΓ
1
(1,2) + cϕΓ
1
(2,3))Eˆ3
and, on the other hand,
∇ˆAE1Eˆ2 =cϕ(−Γˆ
1
(1,2)Eˆ1 + Γˆ
1
(2,3)Eˆ3) + sϕ(−Γˆ
1
(2,3)Eˆ1 − Γˆ
1
(1,2)Eˆ3)
=(−cϕΓˆ
1
(1,2) − sϕΓˆ
1
(2,3))Eˆ1 + (cϕΓˆ
1
(2,3) − sϕΓˆ
1
(1,2))Eˆ3.
Taking X = E1 above and using the last two formulas, we get
(−cϕΓ
1
(1,2) − sϕΓ
1
(2,3))Eˆ1 + (−sϕΓ
1
(1,2) + cϕΓ
1
(2,3))Eˆ3 = A∇E1E2
=∇ˆAE1Eˆ2 = (−cϕΓˆ
1
(1,2) − sϕΓˆ
1
(2,3))Eˆ1 + (cϕΓˆ
1
(2,3) − sϕΓˆ
1
(1,2))Eˆ3
from which
cϕ(−Γ
1
(1,2) + Γˆ
1
(1,2)) + sϕ(Γ
1
(2,3) − Γˆ
1
(2,3)) = 0.
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Next we notice that differentiating the identity AE1 = cϕEˆ1 + sϕEˆ3 with respect to
ν(A ⋆ E2)|q gives
A(⋆E2)E1 = (ν(A ⋆ E2)|qϕ)(−sϕEˆ1 + cϕEˆ3)
which simplifies to
−AE3 = (ν(A ⋆ E2)|qϕ)AE3
and hence yields
ν(A ⋆ E2)|qϕ = −1, ∀q = (x, xˆ;A) ∈ O
′
1.
Thus, if (t, q) 7→ Φ(t, q) is the flow of ν((·) ⋆ E2) in O′2 with initial position at t = 0
at q ∈ O′1, the above implies that ϕ(Φ(t, q)) = ϕ(q) + t for all t such that |t| is small
enough. Since sin and cos are linearly independent functions on any non-empty open
real interval, the above relation implies that
−Γ1(1,2)(x) + Γˆ
1
(1,2)(xˆ) = 0
Γ1(2,3)(x)− Γˆ
1
(2,3)(xˆ) = 0,
which establishes the claim.
We may now finish the proof of the proposition. Indeed, if Γ1(2,3) 6= 0 on U , Propo-
sition D.19 implies that Γ1(2,3) =: β is constant and Γ
1
(1,2) = 0 on U . If xˆ belongs to the
set πQ,Mˆ(O
′
1), which is open in Mˆ , there is a q = (x, xˆ;A) ∈ O
′
1 where (x, xˆ) ∈ U × Uˆ ,
by the definition of O′1. Then what was shown above implies
Γˆ1(1,2)(xˆ) = Γ
1
(1,2)(x) = 0, Γˆ
1
(2,3)(xˆ) = Γ
1
(2,3)(x) = β.
Thus shrinking Uˆ if necessary, this shows that Γˆ1(1,2) vanishes on Uˆ and Γˆ
1
(2,3) is constant
= β on Uˆ . We conclude that (U, g|U) and (Uˆ , gˆ|Uˆ) both belong to class Mβ and we are
in case (i).
Similarly, if Γ1(2,3) = 0 on U , the above argument implies that, after taking smaller
Uˆ , Γˆ1(2,3) = 0 on Uˆ . Proposition D.19 implies that there is, taking smaller U, Uˆ if needed,
open interval I = Iˆ ⊂ R, smooth functions f, fˆ : I = Iˆ → R, 2-dimensional Riemannian
manifolds (N, h), (Nˆ, hˆ) and isometries F : (I×N, hf )→ (U, g|U), Fˆ : (Iˆ×Nˆ , hˆfˆ)→ Uˆ
such that
f ′(r)
f(r)
= Γ1(1,2)(F (r, y)), ∀(r, y) ∈ I ×N
fˆ ′(rˆ)
fˆ(rˆ)
= Γˆ1(1,2)(Fˆ (rˆ, yˆ)), ∀(rˆ, yˆ) ∈ Iˆ × Nˆ .
Clearly we may assume that 0 ∈ I = Iˆ and F (0, y1) = x1, Fˆ (0, yˆ1) = xˆ1 for some
y1 ∈ N , yˆ1 ∈ Nˆ .
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Since t 7→ (t, y1) and t 7→ (t, yˆ1) are geodesics in (I×N, hf ), (Iˆ×Nˆ , hˆfˆ), respectively,
γ(t) := F (t, y1) and γˆ(t) = Fˆ (t, yˆ1) are geodesics on M and Mˆ . In addition,
γˆ′(0) = Eˆ2|xˆ1 = A1E2|x1 = A1γ
′(0),
so γˆ(t) = γˆDR(γ, q1)(t) for all t. This means that
(F (t, y1), Fˆ (t, yˆ1)) = (γ(t), γˆ(t)) ∈ πQ(O
′
1)
and therefore
f ′(t)
f(t)
= Γ1(1,2)(F (t, y1)) = Γˆ
1
(1,2)(Fˆ (t, yˆ1)) =
fˆ ′(t)
fˆ(t)
,
for all t ∈ I = Iˆ. This shows that we belong to case (ii) and allows us to conclude the
proof of the proposition.
We have studied the case where q belongs to O1 ∪O2. As for the points of O0, one
uses Corollary 5.24 and Remark 5.25 to conclude that for every q0 = (x0, xˆ0;A0) ∈ O0,
there are open neighbourhoods U ∋ x0 and Uˆ ∋ xˆ0 such that (U, g|U) and (Uˆ , gˆ|Uˆ) are
locally isometric. With the choice of the set O as the union of O0∪O◦1 ∪O2, (where O
◦
1
was introduced in Proposition 7.28), one concludes the proof of Theorem 7.1.
7.3 Proof of Theorem 7.2
The proof of the theorem only concerns Items (b) and (c), which are treated separately
in two subsubsections.
7.3.1 Case where both Manifolds are of Class Mβ
Consider two manifolds (M, g) and (Mˆ, gˆ) of classMβ, β ≥ 0 and oriented orthonormal
frames E1, E2, E3 and Eˆ1, Eˆ2, Eˆ3 which are adapted frames for of (M, g) and (Mˆ, gˆ)
respectively. We will prove that in this situation, the rolling problem is not completely
controllable.
We define on Q two subsets
Q0 :={q = (x, xˆ;A) ∈ Q | AE2 6= ±Eˆ2}
Q1 :={q = (x, xˆ;A) ∈ Q | AE2 = ±Eˆ2}.
Proposition 7.29 Let (M, g), (Mˆ, gˆ) be of class Mβ for β ∈ R. Then for any
q0 = (x0, xˆ0;A0) ∈ Q1 one has ODR(q0) ⊂ Q1. Moreover, Q1 is a closed 7-dimensional
submanifold of Q and hence in particular dimODR(q0) ≤ 7.
Proof. Define h1, h2 : Q→ R by
h1(q) = gˆ(AE1, Eˆ2), h2(q) = gˆ(AE3, Eˆ2),
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when q = (x, xˆ;A) ∈ Q. It is clear that if h = (h1, h2) : Q → R2, then Q1 = h−1(0).
We will first show that h is regular at the points of Q1, which then implies that Q1 is
a closed submanifold of Q of codimension 2 i.e. dimQ1 = 7 as claimed.
Before proceeding, we divide Q1 into two disjoint subsets
Q+1 ={q = (x, xˆ;A) ∈ Q | AE2 = +Eˆ2}
Q−1 ={q = (x, xˆ;A) ∈ Q | AE2 = −Eˆ2},
whence Q = Q+1 ∪ Q
−
1 . These are the components of Q and we prove the claims only
for Q+1 , the considerations for Q
−
1 being completely similar.
First, since for every q = (x, xˆ;A) ∈ Q+1 one has AE2 = Eˆ2, it follows that
AE1, AE3 ∈ Eˆ⊥2 and hence there is a smooth φ : Q
+
1 → R such that
AE1 = cos(φ)Eˆ1 + sin(φ)Eˆ3 =: XˆA
AE3 = − sin(φ)Eˆ1 + cos(φ)Eˆ3 =: ZˆA.
In the subsequent computations we shorten the notation as cφ = cos(φ(q)), sφ =
sin(φ(q)).
We have for q = (x, xˆ;A) ∈ Q+1 ,
ν(A ⋆ E3)|qh1 = gˆ(A(⋆E3)E1, Eˆ2) = gˆ(AE2, Eˆ2) = 1
ν(A ⋆ E1)|qh1 = gˆ(A(⋆E1)E1, Eˆ2) = 0
ν(A ⋆ E3)|qh2 = gˆ(A(⋆E3)E3, Eˆ2) = 0
ν(A ⋆ E1)|qh2 = gˆ(A(⋆E1)E3, Eˆ2) = −gˆ(AE2, Eˆ2) = −1,
which shows that indeed h is regular on Q+1 .
Next we show that the vectors LR(E1)|q,LR(E2)|q,LR(E3)|q are all tangent to Q
+
1
and hence to Q1. This is equivalent to the fact that LR(Ei)|qh = 0 for i = 1, 2, 3.
We compute for q = (x, xˆ;A) ∈ Q+1 , recalling that AE1 = XˆA, AE2 = ±Eˆ2,
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AE3 = ZˆA,
LR(E1)|qh1 =gˆ(A∇E1E1, Eˆ2) + gˆ(AE1, ∇ˆXˆAEˆ2)
=− Γ1(3,1)gˆ(AE3, Eˆ2) + gˆ(XˆA, βcφEˆ3 − βsφEˆ1)
=− Γ1(3,1)gˆ(ZˆA, Eˆ2) + gˆ(XˆA, βZˆA) = 0
LR(E1)|qh2 =gˆ(A∇E1E3, Eˆ2) + gˆ(AE3, ∇ˆXˆAEˆ2)
=gˆ(A(Γ1(3,1)E1 − βE2), Eˆ2) + gˆ(ZˆA, βZˆA)
=gˆ(Γ1(3,1)XˆA − βEˆ2, Eˆ2) + β = 0
LR(E2)|qh1 =gˆ(A∇E2E1, Eˆ2) + gˆ(AE1, ∇ˆEˆ2Eˆ2) = −Γ
2
(3,1)gˆ(ZˆA, Eˆ2) + 0 = 0
LR(E2)|qh2 =gˆ(A∇E2E3, Eˆ2) + gˆ(AE3, ∇ˆEˆ2Eˆ2) = Γ
2
(3,1)gˆ(XˆA, Eˆ2) + 0 = 0
LR(E3)|qh1 =gˆ(A∇E3E1, Eˆ2) + gˆ(AE1, ∇ˆZˆAEˆ2)
=gˆ(A(βE2 − Γ
3
(3,1)E3), Eˆ2) + gˆ(XˆA,−βsφEˆ3 − βcφEˆ1)
=gˆ(βEˆ2 − Γ
3
(3,1)ZˆA), Eˆ2)− βgˆ(XˆA, XˆA) = β − β = 0
LR(E3)|qh2 =gˆ(A∇E3E3, Eˆ2) + gˆ(AE3, ∇ˆZˆAEˆ2)
=Γ3(3,1)gˆ(AE1, Eˆ2) + gˆ(ZˆA,−βXˆA) = Γ
3
(3,1)gˆ(XˆA, Eˆ2) + 0 = 0.
Thus LR(E1)|q,LR(E2)|q,LR(E3)|q and hence DR is tangent to Q
+
1 , which implies
that any orbit ODR(q) through a point q ∈ Q
+
1 is also a subset of Q
+
1 . The same
observation obviously holds for Q−1 and therefore the proof is complete.
Next we will show that if (M, g) and (Mˆ, gˆ) are of class Mβ with the same β ∈ R,
then the rolling problem of M against Mˆ is not controllable.
We begin by completing the proposition in the sense that we show that the orbit
can be of dimension exactly 7, if (M, g), (Mˆ, gˆ) are not locally isometric.
Proposition 7.30 Let (M, g), (Mˆ, gˆ) be Riemannian manifolds of class Mβ, β 6= 0,
and let q0 = (x0, xˆ0;A0) ∈ Q1. Then if ODR(q0) is not an integral manifold of DR, one has
dimODR(q0) = 7.
Proof. Without loss of generality, we may assume that A0E2|x0 = Eˆ2|xˆ0. Then Propo-
sition 7.29 and continuity imply that AE2|x = Eˆ2|xˆ for all q = (x, xˆ;A) ∈ ODR(q0) and
hence that AE1|x, AE3|x ∈ span{Eˆ1|xˆ, Eˆ3|xˆ}. This combined with Lemma D.8 implies
R˜olq(⋆E1) = 0, R˜olq(⋆E2) = (−K2(x) + Kˆ2(xˆ))(⋆E2), R˜olq(⋆E3) = 0,
for q = (x, xˆ;A) ∈ ODR(q0), where −K2(x),−Kˆ2(xˆ) are eigenvalues of R|x, Rˆ|xˆ corre-
sponding to eigenvectors ⋆E2|x, ⋆ˆEˆ2|xˆ, respectively.
Since ODR(q0) is not an integral manifold of DR there is a point q1 = (x1, xˆ1;A1) ∈
ODR(q0) such that −K2(x1) + Kˆ2(xˆ1) 6= 0 (see Corollary 5.24 and Remark 5.25). Then
there are open neighbourhoods U and Uˆ of x1 and xˆ1 in M and Mˆ , respectively, such
that −K2(x) + Kˆ2(xˆ) 6= 0 for all x ∈ U, xˆ ∈ Uˆ .
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Define O := π−1Q (U×Uˆ)∩ODR(q0), which is an open subset of ODR(q0) containing q0.
Because for all q = (x, xˆ;A) ∈ O one has ν(Rolq(⋆E2))|q ∈ T |qODR(q0) and −K2(x) +
Kˆ2(xˆ) 6= 0, it follows that
ν(A ⋆ E2)|q ∈ T |qODR(q0), ∀q = (x, xˆ;A) ∈ O.
Moreover, Γ1(1,2) = 0 and Γ
1
(2,3) = β is constant and hence one may use Proposition 7.5,
case (i), to conclude that the vector fields defined by
L1|q =LNS(E1)|q − βν(A ⋆ E1)|q
L2|q =βLNS(E2)|q
L3|q =LNS(E3)|q − βν(A ⋆ E2)|q
are tangent to the orbit ODR(q0). Therefore the linearly independent vectors
LR(E1)|q,LR(E2)|q,LR(E3)|q, ν(A ⋆ E2)|q, L1|q, L2|q, L3|q
are tangent to ODR(q0) for all q ∈ O, which implies that dimODR(q0) ≥ 7. By Propo-
sition 7.29 we conclude that dimODR(q0) = 7
By the previous proposition, we are left to study the case of an DR-orbit which
passes through a point q0 ∈ Q0.
Proposition 7.31 Let (M, g) and (Mˆ, gˆ) be two Riemannian manifolds of classMβ, β 6=
0, and let q0 = (x0, xˆ0;A0) ∈ Q0. Write M◦ := πQ,M(ODR(q0)), Mˆ
◦ := πQ,Mˆ(ODR(q0)),
which are open connected subsets of M , Mˆ . Then we have:
(i) If only one of (M◦, g) or (Mˆ◦, gˆ) has constant curvature, then dimODR(q0) = 7.
(ii) Otherwise dimODR(q0) = 8.
Proof. As before, we let E1, E2, E3 and Eˆ1, Eˆ2, Eˆ3 to be some adapted frames of (M, g)
and (Mˆ, gˆ) respectively. We will not fix the choice of q0 in Q0 (and hence do not define
M◦, Mˆ◦) until the last half of the proof (where we introduce the sets M0,M1, Mˆ0, Mˆ1
below). Notice that Proposition 7.29 implies that ODR(q0) ⊂ Q0, for every q0 ∈ Q0.
The fact that AE2|x 6= ±Eˆ2|xˆ for q = (x, xˆ;A) ∈ Q0 is equivalent to the fact that
the intersection (AE⊥2 |x) ∩ Eˆ
⊥
2 |xˆ is non-trivial for all q = (x, xˆ;A) ∈ Q0. Therefore, for
a small enough open neighbourhood O˜ of q0 inside Q0, we may find a smooth functions
θ, θˆ : O˜ → R such that this intersection is spanned by AZA = ZˆA, where
ZA :=− sin(θ(q))E1|x + cos(θ(q))E3|x
ZˆA :=− sin(θˆ(q))Eˆ1|xˆ + cos(θˆ(q))Eˆ3|xˆ.
We also define
XA := cos(θ(q))E1|x + sin(θ(q))E3|x
XˆA := cos(θˆ(q))Eˆ1|xˆ + sin(θˆ(q))Eˆ3|xˆ.
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To unburden the formulas, we write from now on usually sτ := sin(τ(q)), cτ :=
cos(τ(q)) if τ : O˜ → R is some function and the point q ∈ O˜ is clear from the context.
Since XA, E2|x, ZA (resp. XˆA, Eˆ2|xˆ, ZˆA) form an orthonormal frame for every q =
(x, xˆ;A) ∈ O˜ and because A(Z⊥A ) = Zˆ
⊥
A , it follows that there is a smooth φ : O
′ → R
such that
AXA =cφˆXˆA + sφˆEˆ2 = cφˆ(cθˆEˆ1 + sθˆEˆ3) + sφˆEˆ2
AE2 =− sφˆXˆA + cφˆEˆ2 = −sφˆ(cθˆEˆ1 + sθˆEˆ3) + cφˆEˆ2
AZA =ZˆA.
In particular,
gˆ(AZA, Eˆ2) = 0,
for all q = (x, xˆ;A) ∈ O˜.
Notice that for all q = (x, xˆ;A) ∈ O˜, since A ⋆ ZA = ⋆ˆZˆAA,
R˜olq(⋆ZA) = R(⋆ZA)−A
T Rˆ(⋆ˆZˆA)A = −K ⋆ ZA +KA
T ⋆ˆZˆAA = 0
and hence, since R˜olq : ∧2T |xM → ∧2T |xM is a symmetric map,
R˜olq(⋆XA) =−K
Rol
1 (q) ⋆ XA − α ⋆ E2
R˜olq(⋆E2) =− α ⋆ XA −K
Rol
2 (q) ⋆ E2,
for some smooth functions KRol1 , K
Rol
2 , α : O˜ → R.
We begin by considering the smooth 5-dimensional distribution∆ on the open subset
O˜ of Q0 spanned by
LR(E1)|q,LR(E2)|q,LR(E3)|q, ν(A ⋆ E2)|q, ν(A ⋆ XA)|q.
What will be shown is that Lie(∆) spans at every point q ∈ O a smooth distribu-
tion Lie(∆)|q of dimension 8 which, by construction, is then involutive. We consider
VFkDR,VF
k
∆,Lie(∆) as C
∞(O˜)-modules.
Since XA = cθE1 + sθE3, in order to compute brackets of the first 4 vector fields
above against ν(A ⋆ XA)|q, we need to know some derivatives of θ. This will be done
next. We begin by computing
LR(XA)|qZ(·) =(−LR(XA)|qθ + cθΓ1(3,1) + sθΓ
3
(3,1))XA − βE2
LR(E2)|qZ(·) =(−LR(E2)|qθ + Γ
2
(3,1))XA
LR(ZA)|qZ(·) =(−LR(ZA)|qθ − sθΓ
1
(3,1) + cθΓ
3
(3,1))XA.
Differentiating gˆ(AZA, Eˆ2) = 0 with respect to LR(XA)|q gives,
0 =gˆ(ALR(XA)|qZ(·), Yˆ ) + gˆ(AZA, ∇ˆAXAEˆ2)
=gˆ(A(−LR(XA)|qθ + cθΓ
1
(3,1) + sθΓ
3
(3,1))XA − βE2), Eˆ2)
+ gˆ(AZA, cφˆcθˆβEˆ3 − cφˆsθˆβEˆ1)
=sφˆ(−LR(XA)|qθ + cθΓ
1
(3,1) + sθΓ
3
(3,1))− βcφˆ + cφˆs
2
θˆ
β + cφˆc
2
θˆ
β
=sφˆ(−LR(XA)|qθ + cθΓ
1
(3,1) + sθΓ
3
(3,1)).
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Since sφˆ 6= 0 (because otherwise AE2 = ±Eˆ2), we get
LR(XA)|qθ = cθΓ
1
(3,1) + sθΓ
3
(3,1).
In a similar way, differentiating gˆ(AZA, Eˆ2) = 0 with respect to LR(ZA)|q, LR(E2)|q,
one finds
LR(ZA)|qθ = −sθΓ
1
(3,1) + cθΓ
3
(3,1)
LR(E2)|qθ = −β + Γ
2
(3,1).
Finally, applying ν(A ⋆ E2)|q on the equation gˆ(AZA, Eˆ2) = 0 gives,
0 =gˆ(ν(A ⋆ E2)|q((·)Z(·), Eˆ2) = gˆ(A(⋆E2)ZA − (ν(A ⋆ E2)|qθ)AXA, Eˆ2)
=(1− ν(A ⋆ E2)|qθ)gˆ(AXA, Eˆ2)
and since gˆ(AXA, Eˆ2) = sφˆ 6= 0,
ν(A ⋆ E2)|qθ = 1.
Using the definition of XA and ZA, we may now summarize
LR(E1)|qθ = Γ
1
(3,1), LR(E2)|qθ = −β + Γ
2
(3,1)
LR(E3)|qθ = Γ
3
(3,1), ν(A ⋆ E2)|qθ = 1.
By Proposition 7.5 and the fact that β 6= 0, we see that VF2∆ contains the vector
fields given by
L1|q =LNS(E1)|q − βν(A ⋆ E1)|q
L˜2|q =LNS(E2)|q
L3|q =LNS(E3)|q − βν(A ⋆ E3)|q
i.e. L˜2 =
1
β
L2. Computing
[LR(E1), ν((·) ⋆ X(·))]|q =− sθLR(E2)|q + sθL˜2|q − sθβν(A ⋆ E2)|q
[LR(E2), ν((·) ⋆ X(·))]|q =−LR(ZA)|q − sθL1|q + cθL3|q
[LR(E3), ν((·) ⋆ X(·))]|q =cθLR(E2)|q − cθL˜2|q − cθβν(A ⋆ E2)|q
[ν((·) ⋆ E2), ν((·) ⋆ X(·))]|q =0
and since one also has
[LR(E1),LR(E2)]|q =LR([E1, E2])|q − sθK
Rol
1 ν(A ⋆ XA)|q − sθαν(A ⋆ E2)|q
[LR(E2),LR(E3)]|q =LR([E2, E3])|q − cθK
Rol
1 ν(A ⋆ XA)|q − cθαν(A ⋆ E2)|q
[LR(E3),LR(E1)]|q =LR([E3, E1])|q − αν(A ⋆ XA)|q −K
Rol
2 ν(A ⋆ E2)|q,
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we see using in addition Proposition 7.5, case (ii) (the first three Lie brackets there),
that VF2∆ is generated by the following 8 linearly independent vector fields defined on
O˜ by
LR(E1)|q,LR(E2)|q,LR(E3)|q, ν(A ⋆ E2)|q, ν(A ⋆ XA)|q, L1|q, L˜2|q, L3|q.
We now proceed to show that Lie(∆) = VF2∆. According to Proposition 7.5
case (ii) and previous computations, we know that all the brackets between LR(E1),
LR(E2), LR(E3), ν((·) ⋆ E2) and L1, L3 and also [L1, L3] belong to VF
2
∆, so we are
left to compute the bracket of ν((·) ⋆ X(·)), L˜2 against L1, L3 and also L˜2 against
LR(E1)|q,LR(E2)|q,LR(E3)|q, ν(A ⋆ E2)|q, ν((·) ⋆ X(·))|q.
To do that, we need to know more derivatives of θ. Since [LR(E1), ν((·) ⋆ E2)] =
LR(E3)|q − L3|q, we get
L3|qθ =LR(E3)|qθ −LR(E1)|q
(
ν((·) ⋆ E2)θ︸ ︷︷ ︸
=1
)
+ ν(A ⋆ E2)|q
(
LR(E1)θ︸ ︷︷ ︸
=Γ1
(3,1)
)
= Γ3(3,1)
and similarly, by using [LR(E3), ν((·) ⋆ E2)] = −LR(E1)|q + L1|q,
L1|qθ = Γ
1
(3,1).
On the other hand
LNS(E2)|qZ(·) =(−LNS(E2)|qθ + Γ2(3,1))XA,
and to compute L˜2|qθ = LNS(E2)|qθ, operate by LNS(E2)|q onto equation gˆ(AZA, Eˆ2) =
0 to get
L˜2|qθ = Γ
2
(3,1).
With these derivatives of θ being available, we easily see that
[L1, ν((·) ⋆ X(·))]|q =0
[L1, L˜2]|q =(Γ
2
(3,1) + β)L3|q
[L3, ν((·) ⋆ X(·))]|q =0
[L3, L˜2]|q =− (Γ
2
(3,1) + β)L1|q
[LR(E1), L˜2]|q =βL3|q −LR(∇E2E1)|q
[LR(E2), L˜2]|q =0
[LR(E3), L˜2]|q =− βL1|q −LR(∇E2E3)|q
[ν((·) ⋆ E2), L˜2]|q =0
[ν((·) ⋆ X(·)), L˜2]|q =0.
Hence we have proved that VF2∆ is involutive and hence
Lie(∆) = VF2∆.
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There being 8 linearly independent generators for Lie(∆) = VF2∆, we conclude that
the distribution D spanned pointwise on O˜ by Lie(∆) is integrable by the theorem of
Frobenius.
The choice of q0 ∈ Q0 was arbitrary and we see that we may build an 8-dimensional
smooth involutive distribution D by the above construction on the whole Q0. Since
DR ⊂ ∆ ⊂ D, we have ODR(q0) ⊂ OD(q0) for all q0 ∈ Q0 and thus dimODR(q0) ≤ 8.
We will show when the equality holds here and show when actually dimODR(q0) = 7.
Define
M0 ={x ∈M | β
2 6= K2(x)}
M1 ={x ∈M | ∃ open V ∋ x s.t. ∀x
′ ∈ V, β2 = K2(x′)}
Mˆ0 ={xˆ ∈ Mˆ | β
2 6= Kˆ2(xˆ)}
Mˆ1 ={xˆ ∈ Mˆ | ∃ open Vˆ ∋ xˆ s.t. ∀xˆ
′ ∈ Vˆ , β2 = Kˆ2(xˆ′)},
and notice that M0 ∪M1 (resp. Mˆ0 ∪ Mˆ1) is an open dense subset of M (resp. Mˆ). At
this point we also fix q0 ∈ Q0 and write M
◦ = πQ,M(ODR(q0)), Mˆ
◦ = πQ,Mˆ(ODR(q0)) as
in the statement of this proposition.
Let q1 = (x1, xˆ1;A1) ∈ π
−1
Q (M0 × Mˆ0) ∩ Q0. Take an open neighbourhood O˜ of q1
in Q0 as above (now for q1 instead of q0 which we fixed) such that πQ(O˜) ⊂ M0 × Mˆ0,
and introduce on O˜ the vectors XA, ZA, XˆA, ZˆA along with the angles θ, θˆ, φˆ, again as
above. Then one computes for q ∈ O˜,(
R˜olq(⋆XA)
R˜olq(⋆E2)
)
=
(
s2
φˆ
(−β2 + Kˆ2) cφˆsφˆ(−β
2 + Kˆ2)
(−β2 + Kˆ2)sφˆcφˆ −K2 + s
2
φˆ
β2 + c2
φˆ
Kˆ2
)(
⋆XA
⋆E2
)
R˜olq(⋆ZA) =0.
The determinant d(q) of the above matrix equals
d(q) = −s2
φˆ
(−K2 + β
2)(−Kˆ2 + β
2),
so d(q) 6= 0 since q ∈ O˜ ⊂ π−1Q (M0× Mˆ0)∩Q0. Since ν(Rol(⋆E2)(A))|q1 ∈ T |q1ODR(q1),
we obtain that ν(A1 ⋆ E2)|q1 ∈ T |q1ODR(q1).
If q1 = (x1, xˆ1;A1) ∈ π
−1
Q (M0 × Mˆ0) ∩ Q0, then one can take a sequence q
′
n =
(x′n, xˆ
′
n;A
′
n) ∈ ODR(q1) such that q
′
n → q1 while xˆ
′
n ∈ Mˆ0. SinceM0 and Q0 are open, we
have for large enough n that q′n ∈ π
−1
Q (M0×Mˆ0)∩Q0, hence ν(A
′
n⋆E2)|q′n ∈ T |q′nODR(q1)
and by taking the limit as n→∞, we have ν(A1 ⋆ E2)|q1 ∈ T |q1ODR(q1).
Next suppose q1 = (x1, xˆ1;A1) ∈ π
−1
Q (M0×Mˆ1)∩Q0. Then R˜olq1(⋆E1) = R˜olq1(⋆E3) =
0, R˜olq1(⋆E2) = (−K2(x1) + β
2) ⋆ E2 with K2(x1) 6= β2 and hence ν(A ⋆ E2)|q1 ∈
T |q1ODR(q1). Thus we have proven that
ν(A ⋆ E2)|q ∈ T |qODR(q), ∀q ∈ Q0 ∩ π
−1
Q (M0 × Mˆ).
Changing the roles of M and Mˆ we also have
ν((⋆ˆEˆ2)A)|q ∈ T |qODR(q), ∀q ∈ Q0 ∩ π
−1
Q (M × Mˆ0).
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We define on Q two 3-dimensional distributions D, Dˆ: for q ∈ Q one defines Dˆ|q to
be the span of
Kˆ1|q = LNS(AE1)|q + βν(A ⋆ E1)|q
Kˆ2|q = LNS(AE2)|q
Kˆ3|q = LNS(AE3)|q + βν(A ⋆ E3)|q
and D|q to be the span of
K1|q = LNS(A
T Eˆ1)|q − βν((⋆ˆEˆ1)A)|q
K2|q = LNS(A
T Eˆ2)|q
K3|q = LNS(A
T Eˆ3)|q − βν((⋆ˆEˆ3)A)|q
We claim that for any q1 = (x1, xˆ1;A1) ∈ Q and any smooth paths γ : [0, 1] → M ,
γˆ : [0, 1] → Mˆ with γ(0) = x1, γˆ(0) = xˆ1 there are unique curves Γ, Γˆ : [0, 1] → Q of
the same regularity as γ, γˆ such that Γ is tangent to D, Γ(0) = q1 and πQ,M(Γ(t)) = γ
and similarly Γˆ is tangent to Dˆ, Γˆ(0) = q1 and πQ,Mˆ(Γˆ(t)) = γˆ. The key point here
is that Γ, Γˆ are defined on [0, 1] and not only on a smaller interval [0, T ] with T ≤ 1.
We write these curves as Γ = Γ(γ, q1) and Γˆ = Γˆ(γˆ, q1), respectively. Notice that since
(πQ,Mˆ)∗D = 0 and (πQ,M)∗Dˆ = 0, one has
πQ,Mˆ(Γ(γ, q1)(t)) = xˆ1, πQ,M(Γˆ(γˆ, q1)(t)) = x1, ∀t ∈ [0, 1].
We prove the above claim for D only since the proof for Dˆ is similar. Uniqueness
and local existence are clear. Take some extension of γ to an interval ] − ǫ, 1 + ǫ[=: I
and write Γ1 := Γ(γ, q1). Consider a trivialization (which is global since we assumed
the frames Ei, Eˆi, i = 1, 2, 3 to be global) of πQ given by
Φ : Q→M × Mˆ × SO(n); (x, xˆ;A) 7→ (x, xˆ,MF,Fˆ (A)),
where F = (E1, E2, E3), Fˆ = (Eˆ1, Eˆ2, Eˆ3).
Clearly for every (s, C) ∈ I × SO(n) one has
Φ(Γ(γ(s+ ·),Φ−1(γ(s), xˆ1;C))(t)) = (γ(s+ t), xˆ1, B(s,C)(t)),
where B(s,C)(t) ∈ SO(n) and t in some small open interval containing 0. On I × SO(n)
we define a vector field
X |(s,C) = (
∂
∂t
, B˙(s,C)(0)).
If Φ(Γ(γ, q1)(t)) = (γ(t), xˆ1;C1(t)), then since
d
ds
Φ(Γ1(s)) =
d
dt
∣∣
0
Φ(Γ(γ, q1)(t+ s)) =
d
dt
∣∣
0
Φ
(
Γ(γ(s+ ·),Γ(γ, q1)(s))(t)
)
=
d
dt
∣∣
0
(γ(t+ s), xˆ1, B(s,C1(s))(t)) = (γ˙(s), 0, (pr2)∗X |(s,C1(s))),
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we see that s 7→ (s, (pr3 ◦ Φ ◦ Γ1)(s)) = (s, C1(s)) is the integral curve of X starting
from (0, C1(0)). Conversely, if Λ1(t) = (t, C(t)) is the integral curve of X starting from
(0, C1(0)), then Γ˜1(t) := Φ
−1(γ(t), xˆ1, C(t)) gives an integral curve of D starting from
q1 and πQ,M(Γ˜1(t)) = γ(t).
Hence the maximal positive interval of definition of Γ1 is the same as that of the
integral curve Λ1 of X starting from (0, C1). If it is of the form [0, t0[ for some t0 < 1+ǫ,
then, because [0, 1] × SO(n) is a compact subset of I × SO(n), there is a t1 ∈ [0, t0[
with Λ1(t1) /∈ [0, 1] × SO(n) i.e. t1 /∈ [0, 1] which is only possible if t1 > 1, and thus
t0 > 1. We have shown that the existence of Γ1(t) = Γ(γ, q1)(t) is guaranteed on the
whole interval [0, 1].
Since for all q ∈ Q0∩π
−1
Q (M0×Mˆ ), which is an open subset ofQ, one has ν(A⋆E2)|q ∈
T |qODR(q), it follows from Proposition 7.5 that
L1|q = LNS(E1)|q − βν(A ⋆ E1)|q
L˜2|q = LNS(E2)|q
L3|q = LNS(E3)|q − βν(A ⋆ E3)|q
are tangent to the orbit ODR(q) and hence so are LR(E1)|q − L1|q = Kˆ1|q, LR(E2)|q −
L˜2 = Kˆ2|q and LR(E3)|q − L3|q = Kˆ3|q i.e.
Dˆ|q ⊂ T |qODR(q), ∀q ∈ Q0 ∩ π
−1
Q (M0 × Mˆ).
Similar argument shows that
D|q ⊂ T |qODR(q), ∀q ∈ Q0 ∩ π
−1
Q (M × Mˆ0).
Assume now that (M1× Mˆ0)∩πQ(ODR(q0)) 6= ∅ and that M0 6= ∅. Choose any q1 =
(x1, xˆ1;A1) ∈ ODR(q0) with (x1, xˆ1) ∈M1 × Mˆ0 and take any curve γ : [0, 1]→M with
γ(0) = x1, γ(1) ∈ M0. Then since πQ,Mˆ(Γ(γ, q1)(t)) = xˆ1, we have πQ(Γ(γ, q1)(t)) ∈
M×Mˆ0 for all t ∈ [0, 1] and since also D|q ⊂ T |qODR(q0) for all q ∈ ODR(q0)∩π
−1
Q (M×
Mˆ0), we have that Γ(γ, q1)(t) ∈ ODR(q0) for all t ∈ [0, 1].
Indeed, suppose there is a 0 ≤ t < 1 with Γ(γ, q1)(t) /∈ ODR(q0) and define t1 =
inf{t ∈ [0, 1] | Γ(γ, q1)(t) /∈ ODR(q0)}. Clearly t1 > 0. Because q2 := Γ(γ, q1)(t1) ∈
π−1Q (M × Mˆ0), it follows that for |t| small one has Γ(γ, q1)(t1 + t) ∈ ODR(q2), whence if
t < 0 small, Γ(γ, q1)(t1 + t) ∈ ODR(q2) ∩ ODR(q0), which means that q2 ∈ ODR(q0) and
thus for t ≥ 0 small Γ(γ, q1)(t1 + t) ∈ ODR(q0), a contradiction.
Hence one has πQ(Γ(γ, q1)(1)) ∈ (M0× Mˆ0)∩ πQ(ODR(q0)). In other words we have
the implication:
(M1 × Mˆ0) ∩ πQ(ODR(q0)) 6= ∅, M0 6= ∅ =⇒ (M0 × Mˆ0) ∩ πQ(ODR(q0)) 6= ∅.
By a similar argument, using Dˆ instead of D, one has that
(M0 × Mˆ1) ∩ πQ(ODR(q0)) 6= ∅, Mˆ0 6= ∅ =⇒ (M0 × Mˆ0) ∩ πQ(ODR(q0)) 6= ∅.
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Suppose now that there exists q1 = (x1, xˆ1;A1) ∈ π
−1
Q (M0 × Mˆ0) ∩ ODR(q0). We
already know that T |q1ODR(q0) contains vectors
LR(E1)|q1,LR(E2)|q1,LR(E3)|q1,
ν(A ⋆ E2)|q1, ν((⋆ˆEˆ2)A)|q1
L1|q1, L˜2|q1, L3|q1
which are linearly independent since q1 ∈ (M0 × Mˆ0) ∩ πQ(ODR(q0)). Indeed, if one
introduces XA, ZA and an angle φ as before, we have sin(φ(q1)) 6= 0 as q1 ∈ Q0 and
ν((⋆ˆEˆ2)A1)|q1 = ν(A1 ⋆ (A
T
1 Eˆ2))|q1 = sin(φ(q1))ν(A1 ⋆ XA1)|q1 + cos(φ(q1))ν(A1 ⋆ E2)|q1.
Therefore dimODR(q0) ≥ 8 and since we have also shown that dimODR(q0) ≤ 8, we
have that
(M0 × Mˆ0) ∩ πQ(ODR(q0)) 6= ∅ =⇒ dimODR(q0) = 8
Write Q◦ := π−1Q (M
◦×Mˆ◦), which is an open subset of Q and clearly ODR(q0) ⊂ Q
◦.
To finish the proof, we proceed case by case.
a) Suppose (Mˆ◦, gˆ) has constant curvature i.e. Mˆ0 ∩ Mˆ◦ = ∅. By assumption then,
(M◦, g) does not have constant curvature, which means that M0 ∩M◦ 6= ∅.
At every q = (x, xˆ;A) ∈ Q◦, one has R˜olq(⋆E1) = R˜olq(⋆E3) = 0 and R˜olq(⋆E2) =
(−K2(x) + β2) ⋆ E2 and therefore
[LR(E1),LR(E2)]|q = LR([E1, E2])|q, [LR(E2),LR(E3)]|q = LR([E2, E3])|q
[LR(E3),LR(E1)]|q = LR([E3, E1])|q + (−K2(x) + β
2)ν(A ⋆ E2)|q.
From these, Proposition 7.5 case (ii) and from the brackets (as above)
[LR(E1), L˜2]|q =βL3|q −LR(∇E2E1)|q
[LR(E3), L˜2]|q =− βL1|q −LR(∇E2E3)|q
[LR(E2), L˜2]|q =0
[ν((·) ⋆ E2), L˜2]|q =0
[L1, L˜2]|q =(Γ
2
(3,1) + β)L3|q
[L3, L˜2]|q =− (Γ
2
(3,1) + β)L1|q,
we see that the distribution D˜on Q◦ spanned by the 7 linearly independent vector
fields
LR(E1),LR(E2),LR(E3), ν((·) ⋆ E2), L1, L˜2, L3
with L1, L˜2, L3 as above, is involutive. Moreover D˜ contains DR|Q◦, which implies
ODR(q0) = ODR|Q◦ (q0) ⊂ OD˜(q0) and hence dimODR(q0) ≤ 7.
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To show the equality here, notice that since M0 ∩M◦ 6= ∅, one has that O :=
π−1Q,M(M0)∩ODR(q0) is an open non-empty subset of ODR(q0). Moreover, because
K2(x) 6= β2 on M0∩M◦, we get that ν(A⋆E2)|q ∈ T |qODR(q0) for all q ∈ O, from
which one deduces by Proposition 7.5, case (i) that D˜|q ⊂ T |qODR(q0), which then
implies dimODR(q0) ≥ 7. This proves one half of case (i) in the statement of this
proposition.
b) If (M◦, g) has constant curvature, one proves as in case a), by simply changing
the roles of M and Mˆ , that dimODR(q0) = 7. This finishes the proof of case (i)
of this proposition.
For the last case, we assume that neither (M◦, g) nor (Mˆ◦, gˆ) have constant curvature
i.e. we have M◦ ∩M0 6= ∅ and Mˆ◦ ∩ Mˆ0 6= ∅.
c) Since M◦ ∩M0 6= ∅, there is a q1 = (x1, xˆ1;A1) ∈ ODR(q0) such that x1 ∈ M0. If
xˆ1 ∈ Mˆ0, we have (M0 × Mˆ0) ∩ πQ(ODR(q0)) 6= ∅ and which implies, as we have
shown, that dimODR(q0) = 8.
Suppose then that xˆ1 ∈ Mˆ1. Then one may choose a sequence q′n = (x
′
n, xˆ
′
n;A
′
n) ∈
ODR(q0) such that q
′
n → q1 and xˆ
′
n ∈ Mˆ1. Because M0 is open, for n large enough
one has (x′n, xˆ
′
n) ∈ (M0×Mˆ1)∩πQ(ODR(q0)). Hence (M0×Mˆ1)∩πQ(ODR(q0)) 6= ∅
and ∅ 6= Mˆ◦ ∩ Mˆ0 ⊂ Mˆ0, which has been shown to imply that (M0 × Mˆ0) ∩
πQ(ODR(q0)) 6= ∅ and again dimODR(q0) = 8.
The proof is complete.
Remark 7.32 One could adapt the proofs of Propositions 7.29, 7.30 and 7.31 to deal
also with the case β = 0. For example, Proposition 7.29 as formulated already is valid
in this case, but the conclusion when β = 0 could be strengthened to dimODR(q0) ≤ 6.
However, since a Riemannian manifold of class M0 is also locally a Riemannian product,
and hence locally a warped product, we prefer to view this special case β = 0 as part of the
subject of subsection 7.3.2.
7.3.2 Case where both manifolds are Warped Products
Suppose (M, g) = (I × N, hf) and (Mˆ, gˆ) = (Iˆ × Nˆ , hˆfˆ), where I, Iˆ ⊂ R are open in-
tervals, (N, h) and (Nˆ , hˆ) are connected, oriented 2-dimensional Riemannian manifolds
and the warping functions f, fˆ are smooth and positive everywhere. We write ∂
∂r
for
the canonical, positively directed unit vector field on (R, s1) and consider it as a vector
field on (M, g) and (Mˆ, gˆ) as is usual in direct products. Notice that then ∂
∂r
is a g-unit
(resp. gˆ-unit) vector field on M (resp. Mˆ) which is orthogonal to T |yN (resp. T |yˆNˆ)
for every (r, y) ∈M (resp. (rˆ, yˆ) ∈ Nˆ).
We will prove that starting from any point point q0 ∈ Q = Q(M, Mˆ) and if the
warping functions f, fˆ satisfy extra conditions relative to each other, then the orbit
ODR(q0) is either 6- or 8-dimensional. The first case is formulated in the following
proposition.
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Proposition 7.33 Let (M, g) = (I ×N, hf ), (Mˆ, gˆ) = (Iˆ × Nˆ , hˆfˆ) be warped products
of dimension 3, with I, Iˆ ⊂ R open intervals. Also, let q0 = (x0, xˆ0;A0) ∈ Q be such that
if one writes x0 = (r0, y0), xˆ0 = (rˆ0, yˆ0), then
A0
∂
∂r
∣∣
(r0,y0)
=
∂
∂r
∣∣
(rˆ0,y0)
. (97)
holds and
f ′(t + r0)
f(t+ r0)
=
fˆ ′(t+ rˆ0)
fˆ(t + rˆ0)
, ∀t ∈ (I − r0) ∩ (Iˆ − rˆ0). (98)
Then if ODR(q0) is not an integral manifold of DR, one has dimODR(q0) = 6.
Proof. For convenience we write κ(r) := f
′(r+r0)
f(r+r0)
= fˆ
′(r+rˆ0)
fˆ(r+rˆ0)
, r ∈ (I − r0)∩ (Iˆ − rˆ0) =: J .
Let γ be a smooth curve in M defined on some interval containing 0 and such that
γ(0) = x0 and let (γ(t), γˆ(t);A(t)) = qDR(γ, q0)(t) be the rolling curve generated by γ
starting at q0 and defined on some (possible smaller) maximal interval containing 0.
Write γ(t) = (r(t), γ1(t)) and γˆ(t) = (rˆ(t), γˆ1(t)) corresponding to the direct products
M = I ×N and Mˆ = Iˆ × Nˆ . Define also,
ζ(t) := r(t)− r0, S(t) :=
∂
∂r
∣∣
γ(t)
ζˆ(t) := rˆ(t)− rˆ0, Sˆ(t) :=A(t)
−1 ∂
∂r
∣∣
γˆ(t)
which are vector fields on M along γ.
Notice that
ζ˙(t) = r˙(t) =g
(
γ˙(t),
∂
∂r
∣∣
γ(t)
)
= g(γ˙(t), S(t)),
˙ˆ
ζ(t) = ˙ˆr(t) =gˆ
(
˙ˆγ(t),
∂
∂r
∣∣
γˆ(t)
)
= gˆ
(
A(t)γ˙(t),
∂
∂r
∣∣
γˆ(t)
)
= g(γ˙(t), Sˆ(t)).
By Proposition 35, Chapter 7, p. 206 in [24], we have
∇γ˙(t)
∂
∂r
=
f ′(r(t))
f(r(t))
(
γ˙(t)− r˙(t)
∂
∂r
∣∣
γ(t)
)
=κ(ζ(t))
(
γ˙(t)− ζ˙(t)
∂
∂r
∣∣
γ(t)
)
∇ˆ ˙ˆγ(t)
∂
∂r
=
fˆ ′
(
rˆ(t))
fˆ(rˆ(t))
(
˙ˆγ(t)− ˙ˆr(t)
∂
∂r
∣∣
γˆ(t)
)
=κ(ζˆ(t))
(
˙ˆγ(t)−
˙ˆ
ζ(t)
∂
∂r
∣∣
γˆ(t)
)
,
i.e.
∇γ˙(t)S(t) =κ(ζ(t))(γ˙(t)− ζ˙(t)S(t))
∇γ˙(t)Sˆ(t) =A(t)
−1∇ˆ ˙ˆγ(t)
∂
∂r
= κ(ζˆ(t))
(
A(t)−1 ˙ˆγ(t)− ˙ˆζ(t)A(t)−1
∂
∂r
∣∣
γˆ(t)
)
=κ(ζˆ(t))(γ˙(t)−
˙ˆ
ζ(t)Sˆ(t))
158
Let ρ ∈ C∞(R) and t 7→ X(t) be a vector field along γ and consider a first order
ODE {
ρ˙(t) = g(γ˙(t), X(t))
∇γ˙(t)X = κ(ρ(t))(γ˙(t)− ρ˙(t)X(t)).
By the above we see that the pairs (ρ,X) = (ζ, S) and (ρ,X) = (ζˆ , Sˆ) both solve this
ODE. Moreover, by assumption ζ(0) = 0 = ζˆ(0) and Sˆ(0) = A(0)−1 ∂
∂r
∣∣
xˆ0
= ∂
∂r
∣∣
x0
= S(0)
so these pairs have the same initial conditions and hence (ζ, S) = (ζˆ , Sˆ) on the interval
where they are both defined. In other words,
r(t)− r0 =rˆ(t)− rˆ0
A(t)
∂
∂r
∣∣
γ(t)
=
∂
∂r
∣∣
γˆ(t)
for all t in the interval where the rolling curve qDR(γ, q0) is defined.
Define
Q∗+ =
{
q = (x, xˆ;A) = ((r, y), (rˆ, yˆ);A) ∈ Q | r − r0 = rˆ − rˆ0, A
∂
∂r
∣∣
x
=
∂
∂r
∣∣
xˆ
}
.
By the above considerations,
qDR(γ, q0)(t) ∈ Q
∗
+, ∀t
which implies that ODR(q0) ⊂ Q
∗
+.
We show that Q∗+ is a 6-dimensional submanifold of Q. Let q = (x, xˆ;A) =
((r, y), (rˆ, yˆ);A) ∈ Q such that A ∂
∂r
∣∣
x
= ∂
∂r
∣∣
xˆ
. Then for all α ∈ R, X ′ ∈ T |yN one
has
‖X ′‖2g + α
2 =
∥∥∥∥X ′ + α ∂∂r ∣∣x
∥∥∥∥2
g
=
∥∥∥∥A(X ′ + α ∂∂r ∣∣x)
∥∥∥∥2
gˆ
= ‖AX ′‖2gˆ + 2gˆ
(
AX ′, α
∂
∂r
∣∣
xˆ
)
+ α2.
This implies that
‖X ′‖2g = ‖AX
′‖2gˆ
gˆ
(
AX ′,
∂
∂r
∣∣
xˆ
)
= 0
for all X ′ ∈ T |yN . Thus AT |yN ⊥ ∂∂r
∣∣
xˆ
and also A ∂
∂r
∣∣
x
⊥ T |yˆNˆ by assumption. Define
Q+1 =
{
q = (x, xˆ;A) = ((r, y), (rˆ, yˆ);A) ∈ Q | A
∂
∂r
∣∣
x
=
∂
∂r
∣∣
xˆ
}
and let q1 = (x1, xˆ1;A1) = ((r1, y1), (rˆ1, yˆ1);A1) ∈ Q
+
1 . Choose a local oriented h- and
hˆ-orthonormal frames X ′1, X
′
2 in N around y1 and Xˆ
′
1, Xˆ
′
2 in Nˆ around yˆ1. Let the
corresponding domains be U ′ and Uˆ ′. Writing E1 = ∂∂r , E2 =
1
f
X ′1, E3 =
1
f
X ′2 on M
159
and Eˆ1 =
∂
∂r
, Eˆ2 =
1
fˆ
Xˆ ′1, Eˆ3 =
1
fˆ
Xˆ ′2 on Mˆ , we see that E1, E2, E3 and Eˆ1, Eˆ2, Eˆ3 are g-
and gˆ-orthonormal oriented frames and we define
Ψ : V := π−1Q ((R× U
′)× (R× Uˆ ′))→ SO(3);
Ψ(x, xˆ;A) = [(gˆ(AEi, Eˆj))
j
i ].
This is a chart of Q and clearly
Ψ(V ∩Q+1 ) = (R× U
′)× (R× Uˆ ′)×
{(
1 0
0 A′
)
| A′ ∈ SO(2)
}
.
This shows that Q+1 ∩ V is a 7-dimensional submanifold of Q and hence Q
+
1 is a closed
7-dimensional submanifold of Q.
Defining F : Q+1 → R by F ((r, y), (rˆ, yˆ);A) = (r − r0) − (rˆ − rˆ0), we see that
Q∗+ = F
−1(0). Once we show that F is a submersion, it follows that Q∗+ is a closed
codimension 1 submanifold of Q+1 (i.e. dimQ
∗
+ = 7 − 1 = 6) and thus it is a 6-
dimensional submanifold of Q.
Indeed, let q = (x, xˆ;A) ∈ Q+1 and let γ(t) be an integral curve of
∂
∂r
starting from
x and γˆ(t) = xˆ a constant path. Let q(t) = (γ(t), γˆ(t);A(t)) be the DNS-lift of (γ, γˆ)
starting from q. Then γ˙(t) = ∂
∂r
∣∣
γ(t)
, ˙ˆγ(t) = 0 and since ∂
∂r
is a unit geodesic field on
M , one has
d
dt
gˆ
(
A(t)
∂
∂r
∣∣
γ(t)
,
∂
∂r
∣∣
γˆ(t)
)
= gˆ
(
A(t)∇γ˙(t)
∂
∂r
,
∂
∂r
∣∣
γˆ(t)
)
+ gˆ
(
A(t)
∂
∂r
, ∇ˆ0
∂
∂r
∣∣
γˆ(t)
)
= 0.
This shows that q(t) ∈ Q+1 for all t and in particular, LNS(
∂
∂r
∣∣
x
)|q = q˙(0) ∈ T |qQ
+
1 .
Then if one writes γ(t) = (r(t), γ1(t)), γˆ(t) = xˆ = (rˆ, yˆ)=constant, one has r˙(t) = 1
and therefore
d
dt
∣∣
0
F (q(t)) =
d
dt
∣∣
0
(
(r(t)− r0)− (rˆ − rˆ0)
)
= 1,
i.e. F∗LNS( ∂∂r
∣∣
x
)|q = 1, which shows that F is submersive. (Alternatively, one could
have uses the charts Ψ as above to prove this fact.)
Since we have shown that dimQ∗+ = 6 and ODR(q0) ⊂ Q
∗
+, it follows that ODR(q0) ≤
6. To prove the equality here, we will use the assumption that ODR(q0) is not an integral
manifold of DR.
Take local frames Ei, Eˆi as above near x1 and xˆ1, where q1 = (x1, xˆ1;A1) =
((r1, y1), (rˆ1, yˆ1);A1) ∈ ODR(q0). The assumption that
f ′(t+r0)
f(t+r0)
= fˆ
′(t+rˆ0)
fˆ(t+rˆ0)
for all t ∈ J
easily imply that f
′′(t+r0)
f(t+r0)
= fˆ
′′(t+rˆ0)
fˆ(t+rˆ0)
=: κ2(t) for all t ∈ J as well. Respect to the frames
⋆E1, ⋆E2, ⋆E3 and ⋆ˆEˆ1, ⋆ˆEˆ2, ⋆ˆE3 one has (see Proposition 42, Chapter 7, p. 210 of [24])
R|(r,y) =
− σ(y)f(r)2 + κ(r − r0)2 0 00 κ2(r − r0) 0
0 0 κ2(r − r0)
 ,
Rˆ|(rˆ,yˆ) =
− σˆ(yˆ)fˆ(rˆ)2 + κ(rˆ − rˆ0)2 0 00 κ2(rˆ − rˆ0) 0
0 0 κ2(rˆ − rˆ0)
 ,
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where σ(y) and σˆ(yˆ) are the unique sectional (or Gaussian) curvatures of (N, h) and
(Nˆ, hˆ) at points y, yˆ. Write
−K2(r, y) = −
σ(y)
f(r)2
+ κ(r − r0), −Kˆ2(rˆ, yˆ) = −
σˆ(yˆ)
fˆ(rˆ)2
+ κ(rˆ − rˆ0).
Since A1
∂
∂r
∣∣
x1
= ∂
∂r
∣∣
xˆ1
, we already know that A1E2|x1 and A1E3|x1 are in the plane
span{Eˆ2|xˆ1, Eˆ3|xˆ1}. This and the fact that r1 − r0 = rˆ1 − rˆ0 imply
R˜olq1 =
−K2(x1) + Kˆ2(xˆ1) 0 00 0 0
0 0 0

w.r.t. ⋆E1|x1, ⋆E2|x1, ⋆E3|x1.
Since ODR(q0) is not an integral manifold of DR, it follows from Corollary 5.24
and Remark 5.25 that there is a q1 ∈ ODR(q0), where R˜olq1 6= 0. Hence there is a
neighbourhood O of q1 in ODR(q0) such that R˜olq 6= 0. With respect to local frames
Ei, Eˆi as above (taking O smaller if necessary), this means that K2(x) 6= Kˆ2(xˆ) for all
q = (x, xˆ;A) ∈ O and since ν(Rolq(⋆E1))|q = (−K2(x) + Kˆ2(xˆ))ν(A ⋆ E1)|q, we have
ν(A ⋆ E1)|q ∈ T |qODR(q0), ∀q ∈ O.
Hence applying Proposition 7.5 case (i) to the frame F1 := E2, F2 := E1, F3 := E3
implies that the 6 linearly independent vectors (notice that we have Γ1(2,3) = 0 in that
proposition)
LR(F1)|q,LR(F2)|q,LR(F3)|q, ν(A ⋆ F2)|q, L1|q, L3|q
are tangent to ODR(q0) at q ∈ O, where
L1 = LNS(F1)|q − Γ
1
(1,2)(x)ν(A ⋆ F3)|q
L3 = LNS(F3)|q + Γ
1
(1,2)(x)ν(A ⋆ F1)|q,
where Γ1(1,2)(x) = g(∇F1F1F2) = g(∇E2E2, E1) = −
f ′(r)
f(r)
if x = (r, y). This proves that
dimODR(q0) ≥ 6. End of the proof.
Remark 7.34 The condition Rolq1 6= 0 in the proof of the previous proposition was
equivalent to the condition K2(x1) 6= Kˆ2(xˆ1) which again means that if x1 = (r1, y1),
xˆ1 = (xˆ1, yˆ1),
σ(y1)
f(r1)2
6=
σˆ(yˆ1)
fˆ(r1)2
.
where σ(y) (resp. σˆ(yˆ)) is the sectional curvature of (N, h) at y ∈ N (resp. of (Nˆ, hˆ) at
yˆ ∈ Nˆ).
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Remark 7.35 To show that dimODR(q0) ≤ 6 under the assumptions of the proposition,
we showed that if q = (x, xˆ;A) ∈ Q∗+, then qDR(γ, q)(t) ∈ Q
∗
+ for any path γ starting from
x. For this we basically used the uniqueness of the solutions of an ODE.
Alternatively, one could have proceeded exactly in the same way as in the proof of
Proposition 7.29. To this end, one defines as there h1, h1 : Q→ R and also F : Q→ R as
above as
h1(q) = gˆ(AE1, Eˆ2), h2(q) = gˆ(AE3, Eˆ2), F (q) = (r − r0)− (rˆ − rˆ0).
Now write H = (h1, h2, F ) : Q→ R3, Q∗ := H−1(0) and Q = Q∗+ ∪Q
∗
− where Q
∗
+ (resp.
Q∗−) consists of all q = (x, xˆ;A) ∈ Q
∗ where A ∂
∂r
= + ∂
∂r
(resp. A ∂
∂r
= − ∂
∂r
).
Now for all q ∈ Q∗+,
H∗ν(A ⋆ E1)|q = (0,−1, 0), H∗ν(A ⋆ E3)|q = (1, 0, 0), H∗LNS(
∂
∂r
, 0)|q = (0, 0, 1),
which shows (again) that Q∗+ is a 6-dimensional closed submanifold of Q (and so is Q
∗)
while w.r.t. orthonormal bases E1, E2, E3, Eˆ1, Eˆ2, Eˆ3, where E2 =
∂
∂r
, Eˆ2 =
∂
∂r
, one has
for q = (x, xˆ;A) ∈ Q∗+, since x = (r, y), xˆ = (rˆ, yˆ) with r − r0 = rˆ − rˆ0 =: t
LR(E1)|qh1 = gˆ(A(Γ
1
(1,2)E2 − Γ
1
(3,1)E3), Eˆ2) + gˆ(AE1,−Γˆ
1
(1,2)AE1)
= −
f ′(r)
f(r)
+
fˆ ′(rˆ)
fˆ(rˆ)
= −
f ′(t + r0)
f(t+ r0)
+
fˆ ′(t+ rˆ0)
fˆ(t + rˆ0)
= 0
LR(E1)|qh2 = Γ
1
(3,1)gˆ(AE1, Eˆ2) + gˆ(AE3,−Γˆ
1
(1,2)AE1) = 0
LR(E2)|qh1 = −Γ
2
(3,1)gˆ(AE3, Eˆ2) = 0
LR(E2)|qh2 = Γ
2
(3,1)gˆ(AE1, Eˆ2) = 0
LR(E3)|qh1 = LR(E3)|qh2 = 0
LR(E1)|qF = LR(E2)|qF = LR(E3)|qF = 0,
hence DR|q ⊂ T |qQ∗+ for all q ∈ Q
∗
+. This obviously implies that ODR(q) ⊂ Q
∗
+ for all
q ∈ Q∗+ and thus dimODR(q) ≤ dimQ
∗
+ = 6.
For the following proposition we introduce some notation,
Q0 :={q = ((r, y), (rˆ, yˆ);A) ∈ Q | A
∂
∂r
∣∣
(r,y)
6= ±
∂
∂r
∣∣
(rˆ,yˆ)
}
Q+1 :=Q\Q0 = {q = (x, xˆ;A) ∈ Q | A
∂
∂r
∣∣
(r,y)
= +
∂
∂r
∣∣
(rˆ,yˆ)
}
Q−1 :=Q\Q0 = {q = (x, xˆ;A) ∈ Q | A
∂
∂r
∣∣
(r,y)
= −
∂
∂r
∣∣
(rˆ,yˆ)
}
Q1 :=Q
+
1 ∪Q
−
1
S+1 :=
{
q = ((r, y), (rˆ, yˆ);A) ∈ Q+1 |
f ′(r)
f(r)
= +
fˆ ′(rˆ)
fˆ(rˆ)
}
S−1 :=
{
q = ((r, y), (rˆ, yˆ);A) ∈ Q−1 |
f ′(r)
f(r)
= −
fˆ ′(rˆ)
fˆ(rˆ)
}
S1 :=S
+
1 ∪ S
−
1 .
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We have that Q decomposes into a disjoint unions
Q = S1 ∪ (Q\S1) = S1 ∪ (Q1\S1) ∪Q0.
Proposition 7.36 Let (M, g) = (I × N, hf) and (Mˆ, gˆ) = (Iˆ × Nˆ , hˆfˆ), be warped
products with I, Iˆ ⊂ R open intervals and suppose that there is a constant K ∈ R such
that
f ′′(r)
f(r)
= −K =
fˆ ′′(rˆ)
fˆ(rˆ)
, ∀(r, rˆ) ∈ I × Iˆ .
Let q0 = (x0, xˆ0;A0) ∈ Q and write M◦ := πQ,M(ODR(q0)), Mˆ
◦ := πQ,Mˆ(ODR(q0)).
Assuming that ODR(q0) is not an integral manifold of DR, we have the following cases:
(i) If q0 ∈ S1, then dimODR(q0) = 6;
(ii) If q0 ∈ Q\S1 and if only one of (M◦, g) or (Mˆ◦, gˆ) has constant curvature, then
dimODR(q0) = 6;
(iii) Otherwise dimODR(q0) = 8.
Proof. As in the proof of Proposition 7.33 (see also Remark 7.35) it is clear that Q1
is a closed 7-dimensional closed submanifolds of Q and Q−1 , Q
+
1 are disjoint open and
closed submanifolds of Q1. Also, S1, S
+
1 , S
−
1 are closed subsets of Q1.
Let us begin with the case where q0 ∈ S
+
1 . Writing x0 = (r0, y0), xˆ0 = (rˆ0, yˆ0) and
defining w(t) := f
′(t+r0)
f(t+r0)
− fˆ
′(t+rˆ0)
fˆ(t+rˆ0)
, we see that for all t ∈ (I − r0) ∩ (Iˆ − rˆ0),
w′(t) =
f ′′(t + r0)
f(t+ r0)︸ ︷︷ ︸
=−K
−
(f ′(t + r0)
f(t+ r0)
)2
−
fˆ ′′(t+ rˆ0)
fˆ(t+ rˆ0)︸ ︷︷ ︸
=−K
+
( fˆ ′(t + rˆ0)
fˆ(t+ rˆ0)
)2
i.e.
w′(t) = −w(t)
(f ′(t+ r0)
f(t+ r0)
+
fˆ ′(t+ rˆ0)
fˆ(t + rˆ0)
)
, w(0) = 0.
This shows that w(t) = 0 for all t ∈ (I − r0) ∩ (Iˆ − rˆ0) and hence the assumptions of
Proposition 7.33 have been met. Thus dimODR(q0) = 6.
On the other hand, if q0 = (x0, xˆ0;A0) ∈ S
−
1 and x0 = (r0, y0), xˆ0 = (rˆ0, yˆ0),
define fˆ∨(t) := fˆ(−t), Iˆ∨ := −Iˆ and notice that ϕ : (Iˆ × Nˆ , hˆfˆ) → (Iˆ
∨ × Nˆ , hˆfˆ∨) =:
(Mˆ∨, gˆ∨) given by (yˆ, rˆ) 7→ (yˆ,−rˆ) is an isometry, which induces a diffeomorphism
Φ : Q → Q(M, Mˆ∨) by (x, xˆ;A) 7→ (x, ϕ(xˆ);ϕ∗|xˆ ◦ A) which preserves the respective
rolling distributions and orbits: Φ∗(DR|q) = D∨R|Φ(q), Φ(ODR(q)) = OD∨R(Φ(q)), the
notation being clear here. But now Φ(A0) = ϕ∗(A0 ∂∂r ) = −ϕ∗
∂
∂r
= ∂
∂r
and since
q∨0 := Φ(q0) = ((r0, y0), (−rˆ0, yˆ0);ϕ∗ ◦ A0),
(f∨)′(−rˆ0)
f∨(−rˆ0)
=
d
dt
∣∣
0
f∨(t− rˆ0)
fˆ(rˆ0)
=
d
dt
∣∣
0
f(rˆ0 − t)
fˆ(rˆ0)
= −
f ′(rˆ0)
fˆ(rˆ0)
=
f ′(r0)
f(r0)
.
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Thus Φ(q0) belongs to the set S
+
1 of Q(M, Mˆ
∨) (which corresponds by Φ to S−1 of Q) and
thus the above argument implies that dimOD∨R(Φ(q0)) = 6 and therefore ODR(q0) = 6.
Hence we have proven (i).
Now we deal with the case where q0 ∈ Q\S1. Up until the second half of the proof,
where we introduce the sets M0,M1, Mˆ0, Mˆ1, we assume that the choice of q0 ∈ Q\S1
is not fixed (and hence M◦, Mˆ◦ are not defined yet).
So let q0 = (x0, xˆ0;A0) = ((r0, y0), (rˆ0, yˆ0);A0) ∈ Q\S1 and choose some orthonormal
frame X1, X3 (resp. Xˆ1, Xˆ3) on N (resp. Nˆ) defined on an open neighbourhood U
′ of y0
(resp. Uˆ ′ of yˆ0) and consider them, in the natural way, as vector fields onM (resp. Mˆ).
Moreover, assume that X1,
∂
∂r
, X3 (resp. Xˆ1,
∂
∂r
, Xˆ3) is oriented. Writing E1 =
1
f
X1,
E2 =
∂
∂r
, E3 =
1
f
X3, and Eˆ1 =
1
fˆ
Xˆ1, Eˆ2 =
∂
∂r
, Eˆ3 =
1
fˆ
Xˆ3, we get positively oriented
orthonormal frames of M and Mˆ , defined on U := I × U ′, Uˆ := Iˆ × Uˆ ′, respectively.
Then we have, by [24], Chapter 7, Proposition 42 (one should pay attention that
there the definition of the curvature tensor differs by sign to the definition used here)
that with respect to the frames ⋆E1, ⋆E2, ⋆E3 and ⋆ˆEˆ1, ⋆ˆEˆ2, ⋆ˆE3,
R =
−K 0 00 −σ+(f ′)2
f2
0
0 0 −K
 , Rˆ =
−K 0 00 −σˆ+(fˆ ′)2
fˆ2
0
0 0 −K
 ,
where σ(y) and σˆ(yˆ) are the unique sectional (or Gaussian) curvatures of (N, h) and
(Nˆ, hˆ) at points y, yˆ. Write −K2 :=
−σ+(f ′)2
f2
and −Kˆ2 :=
−σˆ+(fˆ ′)2
fˆ2
.
We now take an open neighbourhood O˜ of q0 in Q according to the following cases:
(a) If q0 ∈ Q0, we assume that O˜ ⊂ Q0 ∩ π
−1
Q (U × Uˆ).
(b) If q0 ∈ Q
+
1 \S1 (resp. q0 ∈ Q
−
1 \S1) we assume that O˜ ⊂ π
−1
Q (U × Uˆ)\(S1 ∪ Q
−
1 )
(resp. O˜ ⊂ π−1Q (U × Uˆ)\(S1 ∪Q
+
1 )).
Write O˜0 := O˜ ∩ Q0. Thus in case (a) one has O˜ = O˜0 ∋ q0 while in case (b) one has
O˜ = O˜0 ∪ (O˜ ∩ (Q
±
1 \S1)), as a disjoint union, and q0 /∈ O˜0, the "±" depending on the
respective situation. Moreover, if the case (b) occurs, we assume that q0 ∈ Q
+
1 \S1 since
the case where q0 ∈ Q
−
1 \S1 is handled in a similar way.
We will still shrink O˜ around q0 whenever convenient and always keep in mind that
O˜0 = O˜ ∩ Q0 even after the shrinking. Notice that this shrinking does not change the
properties in (a) and (b) above.
Moreover, [24], Chapter 7, Proposition 35 implies that if Γ, Γˆ are connection tables
w.r.t. E1, E2, E3 and Eˆ1, Eˆ2, Eˆ3, respectively,
Γ =
 0 0 −Γ1(1,2)Γ1(3,1) Γ2(3,1) Γ3(3,1)
Γ1(1,2) 0 0
 , Γˆ =
 0 0 −Γˆ
1
(1,2)
Γˆ1(3,1) Γˆ
2
(3,1) Γˆ
3
(3,1)
Γˆ1(1,2) 0 0

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and
W (Γ1(1,2)) =0, ∀W ∈ E
⊥
2 ,
Wˆ (Γˆ1(1,2)) =0, ∀Wˆ ∈ Eˆ
⊥
2 ,
since Γ1(1,2)(r, y) = −
f ′(r)
f(r)
and Γˆ1(1,2)(rˆ, yˆ) = −
fˆ ′(rˆ)
fˆ(rˆ)
. Actually one even has Γ2(3,1) = 0 and
Γˆ2(3,1) = 0, but we don’t use this fact; one could for example rotate E1, E3 (resp. Eˆ1, Eˆ3)
between them, in a non-constant way, to destroy this property.
The fact that AE2|x 6= ±Eˆ2|xˆ for q = (x, xˆ;A) ∈ Q0 is equivalent to the fact that
the intersection (AE⊥2 |x) ∩ Eˆ
⊥
2 |xˆ is non-trivial for all q = (x, xˆ;A) ∈ Q0. Therefore, by
shrinking O˜ around q0 if necessary, we may find a smooth functions θ, θˆ : O˜0 → R such
that this intersection is spanned by AZA = ZˆA, where
ZA :=− sin(θ(q))E1|x + cos(θ(q))E3|x
ZˆA :=− sin(θˆ(q))Eˆ1|xˆ + cos(θˆ(q))Eˆ3|xˆ.
We also define
XA := cos(θ(q))E1|x + sin(θ(q))E3|x
XˆA := cos(θˆ(q))Eˆ1|xˆ + sin(θˆ(q))Eˆ3|xˆ.
To unburden the formulas, we write from now on usually sτ := sin(τ(q)), cτ :=
cos(τ(q)) if τ : V˜ → R is some function, V˜ ⊂ Q, and the point q ∈ V˜ is clear from the
context.
Since XA, E2|x, ZA (resp. XˆA, Eˆ2|xˆ, ZˆA) form an orthonormal frame for every q =
(x, xˆ;A) ∈ O˜0 and because A(Z⊥A ) = Zˆ
⊥
A , it follows that there is a smooth φ : O˜0 → R
such that
AXA =cφXˆA + sφEˆ2 = cφ(cθˆEˆ1 + sθˆEˆ3) + sφEˆ2
AE2 =− sφXˆA + cφEˆ2 = −sφ(cθˆEˆ1 + sθˆEˆ3) + cφEˆ2
AZA =ZˆA.
In particular,
gˆ(AZA, Eˆ2) = 0,
for all q = (x, xˆ;A) ∈ O˜0.
It is clear that formulas in Eq. (92) on page 132 hold with Γ1(2,3) = 0 and Y = Eˆ2.
Since they are very useful in computations, we will now derive three relations, two of
which simplify Eq. (92), and all of which play an important role later on in the proof.
Differentiating the identity gˆ(AZA, Eˆ2) = 0 with respect to LR(XA)|q, LR(E2)|q
165
and LR(ZA)|q, one at a time, yields on O˜0,
0 =gˆ(ALR(XA)Z(·), Eˆ2) + gˆ(AZA, ∇ˆAXAEˆ2)
=(−LR(XA)|qθ + cθΓ
1
(3,1) + sθΓ
3
(3,1))gˆ(AXA, Eˆ2) + gˆ(ZˆA,−cφΓˆ
1
(1,2)XˆA)
=sφ(−LR(XA)|qθ + cθΓ
1
(3,1) + sθΓ
3
(3,1))
0 =gˆ(ALR(E2)Z(·), Eˆ2) + gˆ(AZA, ∇ˆAE2Eˆ2)
=(−LR(Y )|qθ + Γ
2
(3,1))gˆ(AXA, Eˆ2) + gˆ(ZˆA, sφΓˆ
1
(1,2)XˆA)
=sθ(−LR(Y )|qθ + Γ
2
(3,1))
0 =gˆ(ALR(ZA)Z(·), Eˆ2) + gˆ(AZA, ∇ˆAZAEˆ2)
=(−LR(ZA)|qθ − sθΓ
1
(3,1) + cθΓ
3
(3,1))gˆ(AXA, Eˆ2)
+ Γ1(1,2)gˆ(AE2, Eˆ2) + gˆ(ZˆA,−Γˆ
1
(1,2)ZˆA)
=sφ(−LR(ZA)|qθ − sθΓ
1
(3,1) + cθΓ
3
(3,1)) + cφΓ
1
(1,2) − Γˆ
1
(1,2).
Define
λ(q) := LR(ZA)|qθ + sθΓ
1
(3,1) − cθΓ
3
(3,1), q ∈ O˜0,
which is a smooth function on O˜0. Since sin(φ(q)) = 0 would imply that AE2 = ±Eˆ2,
we have sin(φ(q)) 6= 0 on O˜0 ⊂ Q0 and hence we get
LR(XA)|qθ = cθΓ
1
(3,1) + sθΓ
3
(3,1)
LR(E2)|qθ = Γ
2
(3,1)
sφλ = cφΓ
1
(1,2) − Γˆ
1
(1,2).
These formulas, along with Γ1(2,3) = 0, simplify Eq. (92) to
LR(XA)|qX(·) = Γ1(1,2)E2, LR(E2)|qX(·) = 0, LR(ZA)|qX(·) = λZA
LR(XA)|qE2 = −Γ
1
(1,2)XA, LR(E2)|qE2 = 0, LR(ZA)|qE2 = −Γ
1
(1,2)ZA
LR(XA)|qZ(·) = 0, LR(E2)|qZ(·) = 0, LR(ZA)|qZ(·) = −λXA + Γ
1
(1,2)E2, (99)
at q ∈ O˜0. We use these in the rest of the proof without further mention.
We make an interesting remark on the behaviour of λ in the case where q0 ∈ Q
+
1 \S1.
For any q = (x, xˆ;A) ∈ (Q+1 \S1) ∩ O˜, and any sequence (which exist as Q1 ∩ O˜ is a
nowhere dense subset of O˜) qn ∈ O˜0, qn → q, we have cos(φ(qn)) → cos(φ(q)) = 1,
hence 0 6= sin(φ(qn))→ 0. Because
lim
n→∞
(cφΓ
1
(1,2) − Γˆ
1
(1,2))(qn) = (cφΓ
1
(1,2) − Γˆ
1
(1,2))(q) = Γ
1
(1,2)(x)− Γˆ
1
(1,2)(xˆ) 6= 0
as q ∈ Q+1 \S1, we get
lim
n→∞
(
sin(φ(qn))λ(qn)
)
6= 0, lim
n→∞
sin(φ(qn)) = 0,
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which implies that the sequence λ(qn) is unbounded,
lim
n→∞
λ(qn) = ±∞.
In particular, we see that, even after shrinking O˜, one cannot extend the definition of θ
in a smooth, or even C1, way onto O˜, since if this were possible, the definition of λ above
would imply that λ is continuous on O˜ and hence the above sequences λ(qn) would be
bounded. This fact about the unboudedness of λ(q) as q approaches (Q+1 \S1) ∩ O˜ will
be used later. To get around this problem, we will be working for a while uniquely on
O˜0.
Define on O˜0 a 5-dimensional smooth distribution ∆ spanned by
LR(E1)|q,LR(E2)|q,LR(E3)|q, ν(A ⋆ E2)|q, ν(A ⋆ XA)|q, q ∈ O˜0.
We will proceed to show that the Lie algebra Lie(∆) spans at every point of q ∈ O˜0
a 8-dimensional distribution Lie(∆)|q which is then necessarily involutive. Notice that
we consider VFk∆, k = 1, 2, . . . and Lie(∆) as C
∞(O˜0)-modules.
Since LR(X(·)),LR(E2),LR(Z(·)) span DR on O˜0, they generate the module VFDR|O˜0
and hence Lie(DR|O˜0). Moreover, the brackets
[LR(X(·)),LR(E2)]|q =− Γ
1
(1,2)LR(XA)|q
[LR(E2),LR(Z(·))]|q =Γ
1
(1,2)LR(ZA)|q −K
Rol
1 ν(A ⋆ XA)|q − αν(A ⋆ E2)|q
[LR(Z(·)),LR(X(·))]|q =λLR(ZA)|q − αν(A ⋆ XA)|q −KRol2 ν(A ⋆ E2)|q,
along with the definition of XA, ZA, show that VF
2
DR|O˜0
⊂ VF∆.
The first three Lie brackets in Proposition 7.5 case (ii) show that VF2∆ contains
vector fields L1, L3 given by L1|q = LNS(E1)|q − Γ1(1,2)ν(A ⋆ E3)|q, L3|q = LNS(E3)|q +
Γ1(1,2)ν(A ⋆E1)|q, and also L2|q, which in this setting is just the zero-vector field on O˜0.
We define FX |q := cθL1|q + sθL3|q and FZ |q := −sθL1|q + cθL3|q − Γ
1
(1,2)ν(A ⋆XA)|q,
hence FX , FX ∈ VF
2
∆ and one easily sees that they simplify to
FX |q =LNS(XA)|q − Γ
1
(1,2)ν(A ⋆ ZA)|q
FZ |q =LNS(ZA)|q.
It is clear that the vector fields
LR(X(·)),LR(E2),LR(Z(·)), ν((·) ⋆ E2), ν((·) ⋆ X(·)), FX , FZ
span the same C∞(O˜0)-submodule of VF2∆ as do
LR(E1),LR(E2),LR(E3), ν((·) ⋆ E2), ν((·) ⋆ X(·)), L1, L3.
We now want to find generators of VF2∆. By what we have already done and said, it
remains us to compute need to prove that the Lie-brackets between the 4 vector fields
LR(XA)|q,LR(E2)|q,LR(ZA)|q, ν(A ⋆ E2)|q
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and ν((·) ⋆ X(·))|q.
Since we will have to derivate XA, it follows that the derivatives of θ will also appear.
That is why we first compute with respect to all the (pointwise linearly independent)
vectors that appear above. As a first step, compute
FX |qZ(·) =(−FX |qθ + cθΓ
1
(3,1) + sθΓ
3
(3,1))XA
FZ |qZ(·) =LNS(ZA)|qZ(·) = (−FZ |qθ − sθΓ
1
(3,1) + cθΓ
3
(3,1))XA + Γ
1
(1,2)E2.
Knowing already LR(XA)|qθ,LR(Y )|qθ,LR(ZA)|qθ, we derivate the identity
gˆ(AZA, Eˆ2) = 0
with respect to ν(A⋆E2)|q, ν(A⋆XA)|q, FX |q, FZ|q which gives (notice that the derivative
of Eˆ2 with respect to these vanishes)
0 =gˆ(A(⋆E2)ZA − ν(A ⋆ E2)|qθAXA, Eˆ2)
=(1− ν(A ⋆ E2))gˆ(AXA, Eˆ2) = sφ(1− ν(A ⋆ E2))
0 =gˆ(A(⋆XA)ZA − ν(A ⋆ XA)|qθAXA, Eˆ2)
=− gˆ(AE2, Eˆ2)− ν(A ⋆ XA)|qθgˆ(AXA, Eˆ2)
=− cφ − sφν(A ⋆ XA)|qθ
0 =gˆ(−Γ1(1,2)A(⋆ZA)ZA, Eˆ2) + (−FX |qθ + cθΓ
1
(3,1) + sθΓ
3
(3,1))gˆ(AXA, Eˆ2)
=sφ(−FX |qθ + cθΓ
1
(3,1) + sθΓ
3
(3,1))
0 =(−FZ |qθ − sθΓ
1
(3,1) + cθΓ
3
(3,1))gˆ(AXA, E2) + Γ
1
(1,2)gˆ(AE2, Eˆ2)
=sφ(−FZ |qθ − sθΓ
1
(3,1) + cθΓ
3
(3,1)) + cφΓ
1
(1,2)
and since sφ 6= 0 on O˜0,
ν(A ⋆ E2)|qθ =1
ν(A ⋆ XA)|qθ =− cot(φˆ)
FX |qθ =cθΓ
1
(3,1) + sθΓ
3
(3,1)
FZ |qθ =− sθΓ
1
(3,1) + cθΓ
3
(3,1) + cot(φ)Γ
1
(1,2).
These simplify the above formulas to
FX |qZ(·) =0
FZ|qZ(·) =LNS(ZA)|qZ(·) = − cot(φ)XA + Γ
1
(1,2)E2
and moreover it is now easy to see that for q ∈ O˜0,
FX |qX(·) =Γ
1
(1,2)E2, FX |qE2 = −Γ
1
(1,2)XA
FZ |qX(·) =cot(φ)Γ1(1,2)ZA, FZ |qE2 = −Γ
1
(1,2)ZA.
168
The brackets
[LR(X(·)), ν((·) ⋆ X(·))]|q =cot(φ)LR(ZA)|q −LNS(A ⋆ (⋆XA)XA)|q + Γ
1
(1,2)ν(A ⋆ E2)|q
=cos(φ)LR(ZA)|q + Γ
1
(1,2)ν(A ⋆ E2)|q
[LR(E2), ν((·) ⋆ X(·))]|q =−LNS(A(⋆XA)E2)|q + ν(A ⋆ 0)|q = FZ |q −LR(ZA)|q
[LR(Z(·)), ν((·) ⋆ X(·))]|q =− cot(φ)LR(XA)|q −LNS(A ⋆ (⋆XA)ZA)|q + ν(A ⋆ (λZA))
=− cot(φ)LR(XA)|q + LR(E2)|q − (LNS(E2)|q − λν(A ⋆ ZA)|q)
[ν(A ⋆ E2), ν((·) ⋆ X(·))]|q =ν(A[⋆E2, ⋆XA]so)|q + ν(A ⋆ ZA)|q = 0,
show that if on defines
FY |q := LNS(E2)|q − λν(A ⋆ ZA)|q,
then one may write
[LR(Z(·)), ν((·) ⋆ X(·))]|q = − cot(φ)LR(XA)|q + LR(E2)|q − FY |q
and hence we have shown that VF2∆ is generated by vector fields
LR(X(·)),LR(E2),LR(Z(·)), ν((·) ⋆ E2), ν((·) ⋆ X(·)), FX , FY , FZ
which are all pointwise linearly independent on O˜0.
Next we will proceed to show that the VF2∆ generated by the above 8 vector fields
is in fact involutive, which then establishes that Lie(∆) = VF2∆.
At first, the last 9 brackets in Proposition 7.5 (recall that we have Γ1(2,3) = 0) show
that [FZ , FX ] and the brackets of LR(X(·)), LR(E2), LR(Z(·)), ν((·) ⋆E2), with FX and
FZ all belong to VF
2
∆ as well as do
[FX , ν((·) ⋆ X(·))]|q =−LNS(− cot(φ)ZA)|q + ν(A ⋆ (LNS(XA)|qX(·)))|q
− Γ1(1,2)ν(A[⋆ZA, ⋆XA]so + ν(A ⋆ ZA)|qX(·) − cot(φ)A ⋆ XA)|q
=cot(φ)LNS(ZA)|q + ν(A ⋆ FX |qX(·))|q
− Γ1(1,2)ν(A ⋆ E2)|q + Γ
1
(1,2) cot(φ)ν(A ⋆ XA)|q
=cot(φ)FZ|q + Γ
1
(1,2) cot(φ)ν(A ⋆ XA)|q
[FZ , ν((·) ⋆ X(·))]|q =−LNS(cot(φ)XA)|q + cot(φ)Γ
1
(1,2)ν(A ⋆ ZA)|q
=− cot(φ)FX |q.
Therefore, it remains to us to prove that the brackets of FY with all the other 7 gener-
ators of VF2∆, as listed above, also belong to VF
2
∆.
Now it is clear that since the expression of FY involves λ, which was defined earlier,
we need to know its derivatives in all the possible directions (except in FY -direction)
as well as the expression for FY |qθ. We begin by computing this latter derivative.
As usual, the way to proceed is to derivate 0 = gˆ(AZA, Eˆ2) w.r.t. FY |q, for which,
we first compute
FY |qZ(·) = (−FY |qθ + Γ
2
(3,1))XA
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and hence (notice that FY |qEˆ2 = 0)
0 = gˆ(−λA(⋆ZA)ZA, Eˆ2) + (−FY |qθ + Γ
2
(3,1))gˆ(AXA, Eˆ2) = sφ(−FY |qθ + Γ
2
(3,1)),
from where
FY |qθ = Γ
2
(3,1).
One then easily computes that on O˜0,
FY |qX(·) = 0, FY |qE2 = 0, FY |qZ(·) = 0.
To compute the derivatives of λ, we differentiate the identity sφλ = cφΓ
1
(1,2) − Γˆ
1
(1,2)
proved above. Obviously, this will require the knowledge of derivatives of φ, so we begin
there.
To do that, one will differentiate the identity cφ = gˆ(AE2, Eˆ2) in different directions.
First it is clear that
∇ˆAXAEˆ2 = −cφΓˆ
1
(1,2)XˆA
∇ˆAE2Eˆ2 = sφΓˆ
1
(1,2)XˆA
∇ˆAZAEˆ2 = −Γˆ
1
(1,2)ZˆA,
and hence
−sφLR(XA)|qφ =gˆ(−Γ
1
(1,2)AXA, Eˆ2) + gˆ(AE2, ∇ˆAXAEˆ2)
=− sφΓ
1
(1,2) + gˆ(AE2,−cφΓˆ
1
(1,2)XˆA)
=− sφΓ
1
(1,2) + sφcφΓˆ
1
(1,2)
−sφLR(E2)|qφ =gˆ(ALR(E2)|qE2, Eˆ2) + gˆ(AE2, ∇ˆAE2Eˆ2)
=0 + gˆ(AE2, sφΓˆ
1
(1,2)XˆA) = −s
2
φΓˆ
1
(1,2)
−sφLR(ZA)|qφ =gˆ(−Γ
1
(1,2)AZA, Eˆ2) + gˆ(AE2,−Γˆ
1
(1,2)ZˆA) = 0
−sφν(A ⋆ E2)|qφ =gˆ(A(⋆E2)E2, Eˆ2) = 0
−sφν(A ⋆ XA)|qφ =gˆ(A(⋆XA)E2, Eˆ2) = gˆ(AZA, Eˆ2) = 0
−sφFX |qφ =gˆ(−Γ
1
(1,2)A(⋆ZA)E2 − Γ
1
(1,2)AXA, Eˆ2) = 0
−sφFZ |qφ =gˆ(−Γ
1
(1,2)AZA, Eˆ2) = 0
−sφFY |qφ =gˆ(−λA(⋆ZA)E2 + 0, Eˆ2) = λgˆ(AXA, Eˆ2) = sφλ.
Because sφ 6= 0 on O˜0, these yield
LR(XA)|qφ =Γ
1
(1,2) − cφΓˆ
1
(1,2)
LR(E2)|qφ =sφΓˆ
1
(1,2)
FY |qφ =− λ
LR(ZA)|qφ =ν(A ⋆ E2)|qφ = ν(A ⋆ XA)|qφ = FX |qφ = FZ |qφ = 0.
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Next notice that
LR(XA)|qΓ
1
(1,2) = FX |qΓ
1
(1,2) = XA(Γ
1
(1,2)) = 0
LR(E2)|qΓ
1
(1,2) = FY |qΓ
1
(1,2) = E2(Γ
1
(1,2))
LR(ZA)|qΓ
1
(1,2) = FZ |qΓ
1
(1,2) = ZA(Γ
1
(1,2)) = 0,
because XA, ZA ∈ E⊥2 and similarly, since XˆA, ZˆA ∈ Eˆ
⊥
2 ,
LR(XA)|qΓˆ
1
(1,2) = AXA(Γˆ
1
(1,2)) = sφEˆ2(Γˆ
1
(1,2))
LR(E2)|qΓˆ
1
(1,2) = AE2(Γˆ
1
(1,2)) = cφEˆ2(Γˆ
1
(1,2))
LR(ZA)|qΓˆ
1
(1,2) = AZA(Γˆ
1
(1,2)) = 0
FX |qΓˆ
1
(1,2) = FY |qΓˆ
1
(1,2) = FZ|qΓˆ
1
(1,2) = 0.
Finally, derivating the identity sφλ = cφΓ
1
(1,2)−Γˆ
1
(1,2) and using the previously derived
rules,
cφ(Γ
1
(1,2) − cφΓˆ
1
(1,2))λ+ sφLR(XA)|qλ = −sφΓ
1
(1,2)(Γ
1
(1,2) − cφΓˆ
1
(1,2))− sφEˆ2(Γˆ
1
(1,2))
sφcφΓˆ
1
(1,2)λ+ sφLR(E2)|qλ = −s
2
φΓˆ
1
(1,2)Γ
1
(1,2) + cφE2(Γ
1
(1,2))− cφEˆ2(Γˆ
1
(1,2))
sφLR(ZA)|qλ = 0
sφν(A ⋆ E2)|qλ = 0
sφν(A ⋆ XA)|qλ = 0
sφFX |qλ = 0
− cφλ
2 + sφFY |qλ = sφΓ
1
(1,2)λ+ cφE2(Γ
1
(1,2))
sφFZ |qλ = 0
from which the last 6 simplify immediately to
LR(ZA)|qλ =ν(A ⋆ E2)|qλ = ν(A ⋆ XA)|qλ = FX |qλ = FZ|qλ = 0
FY |qλ =cot(φ)(E2(Γ
1
(1,2)) + λ
2) + Γ1(1,2)λ.
Next simplify LR(E2)|qλ by using first sφλ = cφΓ1(1,2) − Γˆ
1
(1,2),
sφLR(E2)|qλ =− sφcφΓˆ
1
(1,2)λ− s
2
φΓˆ
1
(1,2)Γ
1
(1,2) + cφE2(Γ
1
(1,2))− cφEˆ2(Γˆ
1
(1,2))
=− cφΓˆ
1
(1,2)(cφΓ
1
(1,2) − Γˆ
1
(1,2))− s
2
φΓˆ
1
(1,2)Γ
1
(1,2) + cφE2(Γ
1
(1,2))− cφEˆ2(Γˆ
1
(1,2))
=− Γ1(1,2)Γˆ
1
(1,2) + cφE2(Γ
1
(1,2)) + cφ(−Eˆ2(Γˆ
1
(1,2)) + (Γˆ
1
(1,2))
2)
and then using −K = −Eˆ2(Γˆ1(1,2)) + (Γˆ
1
(1,2))
2, to obtain
sφLR(E2)|qλ =− Γ
1
(1,2)Γˆ
1
(1,2) + cφE2(Γ
1
(1,2))− cφK,
once more Γˆ1(1,2) = cφΓ
1
(1,2) − sφλ,
sφLR(E2)|qλ =− Γ
1
(1,2)(cφΓ
1
(1,2) − sφλ) + cφE2(Γ
1
(1,2))− cφK
=cφ(−K − (Γ
1
(1,2))
2 + E2(Γ
1
(1,2))) + sφΓ
1
(1,2)λ,
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which finally simplifies, thanks to −K = −E2(Γ1(1,2)) + (Γ
1
(1,2))
2 and sφ 6= 0,
LR(E2)|qλ = λΓ
1
(1,2).
Next we simplify LR(XA)|qλ by using the same identities as above when simplifying
LR(E2)|qλ:
sφLR(XA)|qλ =− cφ(Γ
1
(1,2) − cφΓˆ
1
(1,2))λ− sφΓ
1
(1,2)(Γ
1
(1,2) − cφΓˆ
1
(1,2))− sφEˆ2(Γˆ
1
(1,2))
=− λ(sφλ+ Γˆ
1
(1,2)) + c
2
φΓˆ
1
(1,2)λ
− sφ(Γ
1
(1,2))
2 + sφΓˆ
1
(1,2)(sφλ+ Γˆ
1
(1,2))− sφ(K + (Γˆ
1
(1,2))
2)
=− sφ(λ
2 + (Γ1(1,2))
2 +K)− λΓˆ1(1,2) + c
2
φλΓˆ
1
(1,2) + s
2
φΓˆ
1
(1,2)λ
=− sφ(λ
2 + (Γ1(1,2))
2 +K),
which implies, at last,
LR(XA)|qλ = −(λ
2 + (Γ1(1,2))
2 +K).
Finally, on O˜0, we compute the brackets
[LR(XA), FY ]|q =LNS(−Γ
1
(1,2)XA)|q −LR(LNS(E2)|qX(·))|q
+ ν(AR(XA ∧ E2)− Rˆ(AXA ∧ 0)A)|q −LR(XA)|qλν(A ⋆ ZA)|q
− λ
(
−LNS(A(⋆ZA)XA)−LR(ν(A ⋆ ZA)|qX(·)) + ν(A ⋆ 0)|q
)
=− Γ1(1,2)FX |q −LR(FY |qX(·))|q + λLR(E2)|q − λFY |q
+ (−(Γ1(1,2))
2 −K −LR(XA)|qλ− λ
2)︸ ︷︷ ︸
=0
ν(A ⋆ ZA)|q
[LR(E2), FY ]|q =−LR(E2)|qλν(A ⋆ ZA)|q − λ(−LNS(A(⋆ZA)E2)|q + ν(A ⋆ 0)|q)
=− λLR(XA)|q + λFX |q + (λΓ
1
(1,2) −LR(E2)|qλ)︸ ︷︷ ︸
=0
ν(A ⋆ ZA)|q
[LR(ZA), FY ]|q =LNS(−Γ
1
(1,2)ZA)|q + LR(LNS(E2)|qZ(·))
+ ν(AR(ZA ∧ E2)− Rˆ(AZA ∧ 0)A)|q −LR(ZA)|qλν(A ⋆ ZA)|q
− λ
(
−LNS(A(⋆ZA)ZA)|q + LR(ν(A ⋆ ZA)|qZ(·))|q)
− λν(A ⋆ (−λXA + Γ
1
(1,2)E2)|q
=− Γ1(1,2)FZ |q + LR(FY |qZ(·))|q +Kν(A ⋆ XA)|q
−LR(ZA)|qλ︸ ︷︷ ︸
=0
ν(A ⋆ ZA)|q − λν(A ⋆ (−λXA + Γ
1
(1,2)E2)|q
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[ν((·) ⋆ E2), FY ]|q =− ν(A ⋆ E2)|qλν(A ⋆ ZA)|q
− λν(A[⋆E2, ⋆ZA]so − ν(A ⋆ E2)|qθA ⋆ XA)|q
=− ν(A ⋆ E2)|qλν(A ⋆ ZA)|q = 0
[ν((·) ⋆ X(·), FY ]|q =− ν(A ⋆LNS(E2)|qX(·))|q − ν(A ⋆ XA)|qλν(A ⋆ ZA)|q
− λν(A[⋆XA, ⋆ZA]so − ν(A ⋆ XA)|qθA ⋆ XA)|q
− λν(−A ⋆ ν(A ⋆ ZA)|qX(·)))|q
=− ν(A ⋆ FY |qX(·)︸ ︷︷ ︸
=0
)|q − ν(A ⋆ XA)|qλ︸ ︷︷ ︸
=0
ν(A ⋆ ZA)|q
− λ(A ⋆ (−E2 + cot(φ)XA))|q
[FZ , FY ]|q =LNS(−Γ
1
(1,2)ZA −LNS(E2)|qZ(·))|q + ν(AR(ZA ∧ E2))|q
− FZ |qλν(A ⋆ ZA)|q − λ(−LNS(ν(A ⋆ ZA)|qZ(·)) + ν(A ⋆ FZ |qZ(·))|q)
=− Γ1(1,2)FZ |q −LNS(FY |qZ(·)︸ ︷︷ ︸
=0
)|q +Kν(A ⋆ XA)|q
− FZ |qλ︸ ︷︷ ︸
=0
ν(A ⋆ ZA)|q − λν(A ⋆ (− cot(φ)XA + Γ
1
(1,2)E2))|q
and finally, noticing that −λFX |q + Γ1(1,2)FY |q = −λLNS(XA)|q + Γ
1
(1,2)LNS(E2)|q,
[FX , FY ]|q =LNS(LNS(XA)|qE2 −LNS(E2)|qX(·))|q + ν(AR(XA ∧ E2))|q
−LR(XA)|qλν(A ⋆ ZA)|q + E2(Γ
1
(1,2))ν(A ⋆ ZA)|q
− λ(−LNS(ν(A ⋆ ZA)|qX(·)) + ν(A ⋆LNS(XA)|qZ(·))|q)
+ Γ1(1,2)ν(A ⋆LNS(E2)|qZ(·))|q + Γ
1
(1,2)ν(A ⋆ ZA)|qλν(A ⋆ ZA)|q
=− Γ1(1,2)LNS(XA)|q −LNS(FY |qX(·)︸ ︷︷ ︸
=0
)|q
+ ν(A ⋆ (−λFX |q + Γ
1
(1,2)FY |q)Z(·)︸ ︷︷ ︸
=0
)|q
+ (−K − FX |qλ+ E2(Γ
1
(1,2)))ν(A ⋆ ZA)|q
=− Γ1(1,2)FX |q + (−K − FX |qλ+ E2(Γ
1
(1,2))− (Γ
1
(1,2))
2)ν(A ⋆ ZA)|q,
which, after using FX |qλ = 0 and Eq. (116), simplifies to [FX , FY ]|q = −Γ1(1,2)FX |q.
Since all these Lie brackets also belong to VF2∆, we may finally conclude that VF
2
∆
is involutive and therefore
Lie(∆) = VF2∆.
Therefore the span of Lie(∆) at each point O˜0 is 8-dimensional subspace of T |qQ, since
VF2∆ is generated by 8 pointwise linearly independent vector fields.
Since q0 ∈ Q\S1 was arbitrary and since the choice of XA, E2, ZA in O˜0 are unique
up to multiplication by −1, we have shown that on Q0 there is a smooth 5-dimensional
distribution ∆ containing DR|Q0 such that Lie(∆) = VF
2
∆ spans an 8-dimensional dis-
tribution D and which is then, by construction, involutive.
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We already know from the beginning of the proof that q ∈ S1 implies that ODR(q) ⊂
S1 so, equivalently, q ∈ Q\S1 implies that ODR(q) ⊂ Q\S1. Hence we are interested to
see how D can be extended on all over Q\S1 i.e. we have to see how to define it on
Q1\S1.
For this purpose, we define the Sasaki metric G on Q by
X = LNS(X, Xˆ)|q + ν(A ⋆ Z)|q, Y = LNS(Y, Yˆ )|q + ν(A ⋆W )|q
G(X ,Y) = g(X, Y ) + gˆ(Xˆ, Yˆ ) + g(Z,W ),
for q = (x, xˆ;A) ∈ Q, X, Y, Z,W ∈ T |xM , Xˆ, Yˆ ∈ T |xˆMˆ . Notice that any vector
X ∈ T |qQ can be written in the form LNS(X, Xˆ)|q + ν(A ⋆ Z)|q for some X, Xˆ, Z as
above.
Since D is a smooth codimension 1 distribution on Q0, it has a smooth normal line
bundle D⊥ w.r.t. G defined on Q0 which uniquely determines D. We will use the Sasaki
metric G to determine a smooth vector field N near a point q0 ∈ Q1\S1 spanning D⊥.
So let q0 ∈ Q1\S1 and assume, as before, that q0 ∈ Q
+
1 \S1 the case of Q
−
1 \S1
being handled similarly. Take the frames E1, E2, E3, Eˆ1, Eˆ2, Eˆ3 and O˜, O˜0, XA, ZA
as done above (the case (b)). Because cos(φ(q0))Γ
1
(1,2)(x0) − Γˆ
1
(1,2)(xˆ0) 6= 0, one may
assume after shrinking O˜ around q0 that we have cos(φ(q))Γ
1
(1,2)(x) − Γˆ
1
(1,2)(xˆ) 6= 0 for
all q = (x, xˆ;A) ∈ O˜, which then implies that λ(q) 6= 0 on O˜0. Here to say what is the
value of cos(φ(q)) even at q ∈ Q1\S1, we use the fact that cos(φ(q)) = g(AE2, Eˆ2) for
all q ∈ O˜ (though φ(q) is not a priori defined).
To determine a smooth vector field N ∈ D⊥ on O˜0, we write
N|q =a1LNS(XA)|q + a2 + LNS(E2)|q + a3LNS(ZA)|q
+ b1LNS(AXA)|q + b2 + LNS(AE2)|q + b3LNS(AZA)|q
+ v1ν(A ⋆ XA)|q + v2ν(A ⋆ E2)|q + v3ν(A ⋆ ZA)|q
and since this must be G-orthogonal to D, we get
0 =G(N ,LR(XA)) = a1 + b1, 0 = G(N ,LR(E2)) = a2 + b2, 0 = G(N ,LR(ZA)) = a3 + b3
0 =G(N , ν(A ⋆ XA)) = v1, 0 = G(N , ν(A ⋆ E2)) = v2
0 =G(N , FX) = a1 − Γ
1
(1,2)v3, 0 = G(N , FY ) = a2 − λv3, 0 = G(N , FZ) = a3.
So if we set v3 =
1
λ
and introduce the notation
L
⊥
R(X)|q := LNS(X,−AX) ∈ DNS|q, q = (x, xˆ;A) ∈ Q, X ∈ T |xM
we get a smooth vector field N on O˜0 which is G-perpendicular to D and is given by
N|q =
1
λ(q)
Γ1(1,2)(x)L
⊥
R(XA)|q + L
⊥
R(E2) +
1
λ(q)
ν(A ⋆ ZA)|q, q ∈ O˜0
=
cθ
λ(q)
(Γ1(1,2)L
⊥
R(E1)|q + ν(A ⋆ E3)|q) + L
⊥
R(E2)|q
+
sθ
λ(q)
(Γ1(1,2)L
⊥
R(E3)|q − ν(A ⋆ E1)|q).
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i.e.
N|q = H1(q)X1|q + X2|q +H3(q)X3|q,
where X1,X2,X3 are pointwise linearly independent smooth vector fields on O˜ (and not
only O˜0)
X1|q =Γ
1
(1,2)L
⊥
R(E1)|q + ν(A ⋆ E3)|q,
X2|q =L
⊥
R(E2)|q,
X3|q =Γ
1
(1,2)L
⊥
R(E3)|q − ν(A ⋆ E1)|q,
while H1, H3 are smooth functions on O˜0 defined by
H1 =
cos(θ)
λ
, H3 =
sin(θ)
λ
.
Notice that θ and λ cannot be extended in a smooth or even C1-way from O˜0 to O˜, but
as we will show, one can extend H1, H3 in at least C
1-way onto O˜.
First, since λ(q) → ±∞ while cos(θ(q)), sin(θ(q)) stay bounded, it follows that
H1, H3 extend uniquely to O˜ ∩Q1 by declaring H1(q) = H3(q) = 0 for all q ∈ O˜ ∩ Q1.
Of course, these extensions, which we still denote by H1, H3, are continuous functions
on O˜.
Next objective is to show that H1, H3 are at least C
1 on O˜. For this, let X ∈ VF(O˜)
and decompose it uniquely as
X =
3∑
i=1
aiLR(Ei) +
3∑
i=1
biLNS(Ei) +
3∑
i=1
viν((·) ⋆ Ei),
with ai, bi, vi ∈ C∞(O˜).
We will need to know the derivatives of θ and λ in all the directions on O˜0. These
have been computed above by using the frame XA, E2, ZA instead of E1, E2, E3 except
in the direction of ν(A ⋆ ZA)|q. As before, one computes (using that sφ 6= 0 on O˜0 as
usual),
ν(A ⋆ ZA)|qθ = 0, ν(A ⋆ ZA)|qφ = 1,
ν(A ⋆ ZA)|qλ = −Γ
1
(1,2)(x)− λ(q) cot(φ(q)).
One now easily computes that on O˜0,
X (θ) =(−a1sθ + a3cθ)λ+ (−b1sθΓ
1
(1,2) + b3cθΓ
1
(1,2) − v1cθ − v3sθ) cot(φ) +B1(q)
X (λ) =(−a1cθ − a3sθ)λ
2 + (−b1cθΓ
1
(1,2) − b3sθΓ
1
(1,2) + v1sθ − v3cθ)λ cot(φ)
+ a2Γ
1
(1,2)λ + b2 cot(φ)E2(Γ
1
(1,2)) +B2(q),
where
B1(q) = (a1 + b1)Γ
1
(3,1) + (a2 + b2)Γ
2
(3,1) + (a3 + b3)Γ
3
(3,1) + v2
B2(q) = (−a1cθ − a3sθ)((Γ
1
(1,2))
2 +K) + (−b1cθ − b3sθ)(Γ
1
(1,2))
2 + (v1sθ − v3cθ)Γ
1
(1,2).
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Then
X (H1) =− sθ
X (θ)
λ
− cθ
X (λ)
λ2
=a1 + (b1Γ
1
(1,2) + v3)
cot(φ)
λ
−
a2cθΓ
1
(1,2)
λ
−
b2cθE2(Γ
1
(1,2))
λ
cot(φ)
λ
−
sθB1
λ
−
cθB2
λ2
X (H3) =cθ
X (θ)
λ
− sθ
X (λ)
λ2
=a3 + (b3Γ
1
(1,2) − v1)
cot(φ)
λ
−
a2sθΓ
1
(1,2)
λ
−
b3sθE2(Γ
1
(1,2))
λ
cot(φ)
λ
+
cθB1
λ
−
sθB2
λ2
.
Since sθλ = cθΓ
1
(1,2) − Γˆ
1
(1,2), one has
cot(φ)
λ
=
cφ
cφΓ
1
(1,2) − Γˆ
1
(1,2)
and therefore as q tends to a point q1 of Q
+
1 ∩ O˜, we have
lim
q→q1
cot(φ)
λ
=
1
Γ1(1,2) − Γˆ
1
(1,2)
.
Since B1, B2 stay bounded as q approaches a point of Q
+
1 ∩ O˜, we get for every q1 =
(x1, xˆ1;A1) ∈ Q
+
1 ∩ O˜ that
lim
q→q1
X (H1) = a1(q1) +
b1(q1)Γ
1
(1,2)(x1) + v3(q1)
Γ1(1,2)(x1)− Γˆ
1
(1,2)(xˆ1)
=: DXH1(q1),
lim
q→q1
X (H3) = a3(q1) +
b3(q1)Γ
1
(1,2)(x1)− v1(q1)
Γ1(1,2)(x1)− Γˆ
1
(1,2)(xˆ1)
=: DXH3(q1).
From these, it is now readily seen that H1, H3 are differentiable on O˜ ∩ Q
+
1 with
X |q1(H1) = DXH1(q1), X |q1(H3) = DXH3(q1) and that H1, H3 are C
1-functions on
O˜.
Now that we have extended H1, H3, we have that N is a well defined C1-vector
field on O˜ and since D = N⊥ w.r.t. G on O˜0, it follows that D extends in C1-sense
on O˜. Since q0 ∈ Q
+
1 \S1 was arbitrary and because the case q0 ∈ Q
−
1 \S1 is handled
similarly, we see that D can be extended onto the open subset Q\S1 of Q as a (at
least) C1-distribution, which is C∞ on Q0. Since DR|Q\S1 ⊂ D and because q ∈ Q\S1
implies that ODR(q) ⊂ Q\S1 as we have seen, it follows that for every q0 ∈ Q\S1
we have ODR(q0) ⊂ OD(q0) where the orbit on the right is a priori an immersed C
1-
submanifold of Q\S1. However, since D is involutive and dimD = 8 on Q\S1, we get
by the C1-version of the Frobenius theorem that dimOD(q0) = 8 and hence
dimODR(q0) ≤ dimOD(q0) = 8,
for every q0 ∈ Q\S1.
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We will now investigate when the equality holds here. Define
M0 = {x ∈M | K2(x) 6= K}
M1 = {x ∈M | ∃ open V ∋ x s.t. K2(x
′) = K ∀x′ ∈ V }
Mˆ0 = {xˆ ∈ Mˆ | Kˆ2(xˆ) 6= K}
Mˆ1 = {xˆ ∈ Mˆ | ∃ open Vˆ ∋ xˆ s.t. K2(xˆ
′) = K ∀xˆ′ ∈ Vˆ }
and notice that M0 ∪M1 (resp. Mˆ0 ∪ Mˆ1) is a dense subset of M (resp. Mˆ). Here
we also fix the choice of q0 = (x0, xˆ0;A0) ∈ Q\S1 and define M
◦ = πQ,M(ODR(q0)),
Mˆ◦ = πQ,Mˆ(ODR(q0)) as in the statement. Write also Q
◦ := π−1Q (M
◦ × Mˆ◦) and notice
that ODR(q0) ⊂ Q
◦.
We define onQ two 2-dimensional distributionsD and Dˆ. For every q1 = (x1, xˆ1;A1) ∈
Q, take orthonormal frames E1, E2, E3, Eˆ1, Eˆ2, Eˆ3 of M, Mˆ defined on open neighbour-
hoods U, Uˆ of x1, xˆ1 with E2 =
∂
∂r
, Eˆ2 =
∂
∂r
. Then for q ∈ π−1Q (U × Uˆ) ∩ Q, the
2-dimensional plane D|q is spanned by
K1|q = LNS(A
T Eˆ1)|q − Γˆ
1
(1,2)(x)ν((⋆ˆEˆ3)A)|q
K3|q = LNS(A
T Eˆ3)|q + Γˆ
1
(1,2)(x)ν((⋆ˆEˆ1)A)|q,
and Dˆ|q is spanned by
Kˆ1|q = LNS(AE1)|q + Γ
1
(1,2)(x)ν(A ⋆ E3)|q
Kˆ3|q = LNS(AE3)|q − Γ
1
(1,2)(x)ν(A ⋆ E1)|q.
Obviously different choices of frames Ei, Eˆi, i = 1, 2, 3, give K1, K3, Kˆ1, Kˆ3 that span
the same planes D, Dˆ, since we have fixed the choice of E2 =
∂
∂r
, Eˆ2 =
∂
∂r
.
Exactly as in proof of Proposition 7.31, one can show that for every q1 = ((r1, y1), (rˆ1, yˆ1);A1) ∈
Q and smooth paths γ : [0, 1]→ N , γˆ : [0, 1]→ Nˆ with γ(0) = y1, γˆ(0) = yˆ1 there are
unique smooth paths Γ, Γˆ : [0, 1]→ Q such that for all t ∈ [0, 1],
Γ˙(t) ∈ D|Γ(t), Γ(0) = q1, (πQ,M ◦ Γ)(t) = (r1, γ(t))
˙ˆ
Γ(t) ∈ Dˆ|Γˆ(t), Γˆ(0) = q1, (πQ,Mˆ ◦ Γˆ)(t) = (rˆ1, γˆ(t)).
Notice that since (πQ,Mˆ)∗D = 0 (resp. (πQ,M)∗Dˆ = 0), one has πQ,Mˆ(Γ(t)) = xˆ1 (resp.
πQ,M(Γˆ(t)) = x1) for all t ∈ [0, 1]. We write these as Γ = Γ(γ, q1), Γˆ = Γˆ(γˆ, q1).
If E2 =
∂
∂r
, Eˆ2 =
∂
∂r
, then by exactly the same arguments as in the proof of
Proposition 7.31 we have
ν(A ⋆ E2)|q ∈ T |qODR(q), ∀q ∈ Q0 ∩ π
−1
Q (M0 × Mˆ)
ν((⋆ˆEˆ2)A)|q ∈ T |qODR(q), ∀q ∈ Q0 ∩ π
−1
Q (M × Mˆ0).
We will see that here one may replace Q0 by Q\S1.
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Take frames Ei, Eˆi, i = 1, 2, 3, as above when definingD, Dˆ for some q1 ∈ Q1\S1. We
may assume here without loss of generality that q1 ∈ Q
+
1 \S1 since the case q1 ∈ Q
−
1 \S1
can be dealt with in a similar way.
If h1, h2 : π
−1
Q (U × Uˆ)→ R are defined as h1(q) = gˆ(AE1, Eˆ2), h2(q) = gˆ(AE3, Eˆ2),
we have Q1 ∩ π
−1
Q (U × Uˆ) = (h1, h2)
−1(0) and (h1, h2) : π−1Q (U × Uˆ) → R
2 is a regular
map at the points of Q1 (see e.g. Remark 7.35 or the proof of Proposition 7.29).
Since q1 ∈ Q
+
1 \S1, then LR(E1)|q1h1 = Γ
1
(1,2)(x1)−Γˆ
1
(1,2)(xˆ1) 6= 0 and LR(E3)|q1h2 =
Γ1(1,2)(x1) − Γˆ
1
(1,2)(xˆ1) 6= 0, which shows that ODR(q1) intersects Q
+
1 transversally at
q1 (hence at every point q ∈ ODR(q1)), by dimensional reasons (because dimQ1 =
7, dimQ = 9). From this we may conclude that ODR(q1) ∩ Q1 is a smooth closed
submanifold of ODR(q1) and that there is a sequence q
′
n = (x
′
n, xˆ
′
n;A
′
n) ∈ ODR(q1) ∩Q0
such that q′n → q1.
Now if q1 ∈ π
−1
Q (M0 × Mˆ) ∩ Q1\S1, then we know that for n large enough, q
′
n ∈
π−1Q (M0 × Mˆ) ∩ Q0 and hence ν(A ⋆ E2)|q′n ∈ T |q′nODR(q
′
n) = T |q′nODR(q1). Taking the
limit implies that ν(A ⋆E2)|q1 ∈ T |q1ODR(q1). Similarly, if q1 ∈ π
−1
Q (M × Mˆ0)∩Q1\S1,
one has ν((⋆ˆEˆ2)A)|q1 ∈ T |q1ODR(q1).
Hence we have that if E2 =
∂
∂r
, Eˆ2 =
∂
∂r
, then
ν(A ⋆ E2)|q ∈ T |qODR(q), ∀q ∈ (Q\S1) ∩ π
−1
Q (M0 × Mˆ)
ν((⋆ˆEˆ2)A)|q ∈ T |qODR(q), ∀q ∈ (Q\S1) ∩ π
−1
Q (M × Mˆ0).
For every q ∈ (Q\S1) ∩ π
−1
Q (M0 × Mˆ), which is an open subset of Q, one has
ν(A⋆E2)|q ∈ T |qODR(q) with E2 =
∂
∂r
and hence by Proposition 7.5, case (i), it follows
that
L1|q = LNS(E1)|q − Γ
1
(1,2)(x)ν(A ⋆ E3)|q
L3|q = LNS(E3)|q + Γ
1
(1,2)(x)ν(A ⋆ E1)|q,
are tangent to ODR(q), where E1, E2 =
∂
∂r
, E3 is an orthonormal frame in an open
neighbourhood of x1. But because Kˆ1|q = LR(E1)|q − L1|q, Kˆ3|q = LR(E3)|q − L3|q,
we get that
Dˆ|q ⊂ T |qODR(q), ∀q ∈ (Q\S1) ∩ π
−1
Q (M0 × Mˆ).
Moreover, if q = (x, (rˆ, yˆ);A) ∈ (Q\S1) ∩ π
−1
Q (M0 × Mˆ) and if γˆ : [0, 1] → Nˆ is any
curve with γˆ(0) = yˆ, then one shows with exactly the same argument as in the proof
of Proposition 7.31 that
Γˆ(γˆ, q)(t) ∈ ODR(q) ∩ π
−1
Q (M0 × Mˆ), ∀t ∈ [0, 1].
In particular,
∃q = (x, (rˆ, yˆ);A) ∈ (Q\S1) ∩ π
−1
Q (M0 × Mˆ) =⇒ {x} × ({rˆ} × Nˆ) ⊂ πQ(ODR(q)).
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A similar argument shows that
D|q ⊂ T |qODR(q), ∀q ∈ (Q\S1) ∩ π
−1
Q (M × Mˆ0)
and that for all q = ((r, y), xˆ;A) ∈ (Q\S1) ∩ π
−1
Q (M × Mˆ0) and γ : [0, 1] → N with
γ(0) = y,
Γ(γ, q)(t) ∈ ODR(q) ∩ π
−1
Q (M × Mˆ0), ∀t ∈ [0, 1].
In particular,
∃q = ((r, y), xˆ;A) ∈ (Q\S1) ∩ π
−1
Q (M × Mˆ0) =⇒ ({r} ×N)× {xˆ} ⊂ πQ(ODR(q)).
Everything so far has been very much the same as in the proof of Proposition 7.31
and continues to be so, with few minor changes (notably, here dimD = dim Dˆ = 2
instead of 3).
Suppose that (M1 × Mˆ0) ∩ πQ(ODR(q0)) 6= ∅. Take q1 = (x1, xˆ1;A1) ∈ π
−1
Q (M1 ×
Mˆ0) ∩ ODR(q0), with x1 = (r1, y1). If σ(y) is the unique sectional curvature of N at y,
we have
K2(r1, y1) =
σ(y1)− (f ′(r1))2
f(r1)2
= K.
We go from here case by case.
(I) Suppose N does not have a constant curvature. Then there is a y2 ∈ N with
σ(y2) 6= σ(y1) and hence
K2(r1, y2) =
σ(y2)− (f
′(r1))2
f(r1)2
6= K,
i.e. (r1, y2) ∈M0.
Since q1 ∈ ODR(q0) ⊂ Q\S1, we have by the above that
((r1, y2), xˆ1) ∈ ({r1} ×N)× {xˆ1} ⊂ πQ(ODR(q1)) = πQ(ODR(q0))
and since ((r1, y2), xˆ1) ∈ M0 × Mˆ0, we get that which implies that (M0 × Mˆ0) ∩
πQ(ODR(q0)) 6= ∅.
(II) Suppose that (N, h) has constant curvature C i.e. σ(y) = C for all y ∈ N . We
write K2(r, y) = K2(r) on M since its value only depends on r ∈ I and notice
that for all r ∈ I,
dK2
dr
= −2
f ′(r)
f(r)
(K2(r)−K).
But K2(r1) = K, so by the uniqueness of solutions of ODEs, we get K2(r) = K
for all r ∈ I and hence (M, g) has constant curvature K.
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Of course, regarding case (II), it is clear that if (M, g) has constant curvature K,
then (N, h) has a constant curvature.
Hence we have proved that if (M, g) does not have a constant curvature and if
(M1 × Mˆ0) ∩ πQ(ODR(q0)) 6= ∅, then also (M0 × Mˆ0) ∩ πQ(ODR(q0)) 6= ∅.
The argument being symmetric in (M, g), (Mˆ, gˆ), we also have that if (Mˆ, gˆ) does
not have a constant curvature and if (M0 × Mˆ1) ∩ πQ(ODR(q0)) 6= ∅, then also (M0 ×
Mˆ0) ∩ πQ(ODR(q0)) 6= ∅.
Notice that (M◦, g) and (Mˆ◦, gˆ) cannot both have constant curvature, since this
violates the assumption that ODR(q0) is not an integral manifold of DR (see Corollary
5.24 and Remark 5.25). We can now finish the proof by considering, again, different
cases.
a) Assume that (Mˆ◦, gˆ) has a constant curvature, which must then be K. We have
Mˆ0 ∩ Mˆ◦ = ∅. If E2 = ∂∂r , then Hence, R˜olq(⋆X) = 0 for all q ∈ Q
◦ = π−1Q (M
◦ ×
Mˆ◦), X ∈ E⊥2 while R˜olq(⋆E2) = (−K2(x) +K) ⋆ E2.
At q1 = (x1, xˆ1;A1) ∈ Q◦, take an open neighbourhood U of x1 and an ortonormal
basis E1, E2, E3 with E2 =
∂
∂r
and let D1 be a distribution on π
−1
Q,M(U) spanned
by
LR(E1),LR(E2),LR(E3), ν((·) ⋆ E2), L1, L3
where L1, L3 are as in Proposition 7.5. Obviously, one defines in this way a 6-
dimensional smooth distribution D1 on the whole Q
◦ and the above from of R˜olq,
q ∈ Q◦, along with Proposition 7.5, case (ii), reveal that it is involutive (recall
that Γ1(2,3) = 0 there). Clearly, DR ⊂ D1 on Q
◦ and since ODR(q0) ⊂ Q
◦, we have
ODR(q0) ⊂ OD1(q0) and hence dimODR(q0) ≤ 6.
Because (M◦, g) does not have constant curvature (as noticed previously), we have
M0 ∩M
◦ 6= ∅ and thus O := ODR(q0) ∩ π
−1
Q,M(M0) is a non-empty open subset of
ODR(q0). For every q = (x, xˆ;A) ∈ O, one has R˜olq(⋆E2) = (−K2(x)+K)⋆E2 6= 0
and hence that ν(A ⋆ E2)|q ∈ T |qODR(q0). Therefore, Proposition 7.5, case (i),
implies that D1|O is tangent to ODR(q0). This gives dimODR(q0) ≥ 6 and hence
dimODR(q0) = 6.
b) If (M◦, g) has constant curvature, then the argument of case a) with the roles of
(M, g), (Mˆ, gˆ) interchanged, shows that dimODR(q0) = 6.
Hence we have proven (ii). For the rest of the cases, we may assume that neither
(M◦, g) nor (Mˆ◦, gˆ) has constant curvature i.e. M◦ ∩M0 6= ∅, Mˆ◦ ∩ Mˆ0 6= ∅.
c) Suppose (M0×Mˆ0)∩πQ(ODR(q0)) 6= ∅ and let q1 = (x1, xˆ1;A1) ∈ π
−1
Q (M0×Mˆ0)∩
ODR(q0). We already know that T |q1ODR(q0) contains vectors
LR(E1)|q1,LR(E2)|q1,LR(E3)|q1,
ν(A ⋆ E2)|q1, ν((⋆ˆEˆ2)A)|q1
L1|q1, L3|q1, Lˆ1|q1, Lˆ3|q1,
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where
Lˆ1|q1 = LNS(Eˆ1)|q1 + Γˆ
1
(1,2)(xˆ1)ν((⋆ˆEˆ3)A1)|q1
Lˆ3|q1 = LNS(Eˆ3)|q1 − Γˆ
1
(1,2)(xˆ1)ν((⋆ˆEˆ1)A1)|q1.
Moreover, these span an 8-dimensional subspace of T |q1ODR(q0), at least if q1 ∈
Q0.
Indeed, if q1 ∈ Q0, one introduces XA1, ZA1, XˆA1 , ZˆA1 and an angles φ, θ, θˆ as
before, we have sin(φ(q1)) 6= 0 and
ν((⋆ˆEˆ2)A1)|q1 =ν(A1 ⋆ (A
T
1 Eˆ2))|q1
= sin(φ(q1))ν(A1 ⋆ XA1)|q1 + cos(φ(q1))ν(A1 ⋆ E2)|q1,
cθL1|q1 + sθL3|q1 =LNS(XA1)|q1 − Γ
1
(1,2)(x1)ν(A1 ⋆ ZA1)|q1
−sθL1|q1 + cθL3|q1 =LNS(ZA1)|q1 + Γ
1
(1,2)(x1)ν(A1 ⋆ XA1)|q1
cθˆLˆ1|q1 + sθˆLˆ3|q1 =LNS(XˆA1)|q1 + Γˆ
1
(1,2)(x1)ν(A1 ⋆ ZA1)|q1
=cφLNS(A1XA1)|q1 − sφLNS(A1E2)|q1 + Γˆ
1
(1,2)(x1)ν(A1 ⋆ ZA1)|q1
−sθˆLˆ1|q1 + cθˆLˆ3|q1 =LNS(A1ZA1)|q1 − Γˆ
1
(1,2)(x1)ν(A1 ⋆ (A
T XˆA1))|q1
=LNS(A1ZA1)|q1 − Γˆ
1
(1,2)(x1)
(
cφν(A1 ⋆ XA1)|q1 − sφν(A1 ⋆ E2)|q1
)
.
On the other hand, if q1 ∈ Q1, then since Q1 is transversal to ODR(q0) at q1, we
can replace q1 by a nearby q
′
1 ∈ π
−1
Q (M0×Mˆ0)∩ODR(q0)∩Q0 and the above holds
at q′1.
Therefore dimODR(q0) ≥ 8 and since we have also shown that dimODR(q0) ≤ 8,
we have the equality.
d) Since M◦ ∩M0 6= ∅, there is a q1 = (x1, xˆ1;A1) ∈ ODR(q0) such that x1 ∈ M0. If
xˆ1 ∈ Mˆ0, one has that (M0 × Mˆ0) ∩ πQ(ODR(q0)) 6= ∅ and hence case c) implies
that dimODR(q0) ≤ 8.
But if xˆ1 /∈ Mˆ0, then xˆ1 ∈ Mˆ1. Therefore, we may find a sequence q′n =
(x′n, xˆ
′
n;A
′
n) ∈ ODR(q0) such that q
′
n → q1 and xˆ
′
n ∈ Mˆ1. So for n large enough,
we have (x′n, xˆ
′
n) ∈ (M0 × Mˆ1) ∩ πQ(ODR(q0)).
Thus (Mˆ, gˆ) does not have constant curvature and (M0× Mˆ1)∩πQ(ODR(q0)) 6= ∅
which we have shown to imply that (M0 × Mˆ0) ∩ πQ(ODR(q0)) 6= ∅ from which
the above case c) implies that dimODR(q0) ≤ 8.
The cases c) and d) above give (iii) and therefore the proof is complete.
Remark 7.37 It is not difficult to see that Proposition 7.33 generalizes to higher di-
mension as follows. Keeping the same notations as before, let (M, g) = (I, s1) ×f (N, h)
and (Mˆ, gˆ) = (Iˆ , s1) ×fˆ (Nˆ , hˆ), I, Iˆ ⊂ R, be warped products where (N, h) and (Nˆ , hˆ)
are now connected, oriented (n − 1)-dimensional Riemannian manifolds. As before, let
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q0 = (x0, xˆ0;A0) ∈ Q be such that if we write x0 = (r0, y0), xˆ0 = (rˆ0, yˆ0), then (97) and
(98) hold true. Then, the exact argument of Proposition 7.33 yields that the orbit ODR(q0)
has dimension at most equal to n(n+ 1)/2.
Note that one can have equality, if the (n−1)-dimensional manifolds (N, h) and (Nˆ , hˆ)
are such that that the corresponding R˜olq′0 operator (in (n − 1)-dimensional setting) is
invertible at q′0 = (y0, yˆ0;A
′
0) ∈ Q(N, Nˆ), where A
′
0 :
∂
∂r
∣∣⊥
x0
→ ∂
∂r
∣∣⊥
xˆ0
is the restriction of
A0 and if we also assume that f(r0) = 1, fˆ(r0) = 1, an assumption that can always be
satisfied after rescaling the metrics of (N, h) and (Nˆ, hˆ).
Remark 7.38 Notice that in the particular situation where the warped products are in
fact Riemannian products (M, g) = (I ×N, s1 ⊕ h), (Mˆ, gˆ) = (Iˆ × Nˆ, s1 ⊕ hˆ), i.e. where
f = fˆ = 1, then the fact that for every q0 = (x0, xˆ0;A0) ∈ Q the orbit ODR(q0) is at most
of dimension 8, can be deduced more easily by using Theorem 4.1.
Indeed, Theorem 4.1 tells us that π−1ODNS(q0)
(x0, xˆ0) = Hˆ|xˆ0A0H|x0 Since M and Mˆ
are Riemannian products and because the holonomy group of (R, s1) is trivial, one has
H|x0 = H
h|y0 and Hˆ|xˆ0 = H
hˆ|yˆ0, isomorphically, where x0 = (r0, y0), xˆ0 = (rˆ0, yˆ0). But
dimHh|y0 ≤ dim SO(2) = 1 and dimH
hˆ|yˆ0 ≤ 1, so
dim π−1ODNS(q0)
(x0, xˆ0) = dim(Hˆ|xˆ0A0H|x0) ≤ dim Hˆ|xˆ0 + dimH|x0 ≤ 2
which implies that dimODNS(q0) ≤ 3+ 3+ 2 = 8. Because dimODR(q0) ⊂ dimODNS(q0),
we also have dimODR(q0) ≤ 8.
8 Rolling of Spaces of Different Dimensions
8.1 Definitions of the State Space and the Rolling Distributions
Definition 8.1 Let (M, g), (Mˆ, gˆ) be Riemannian manifolds of dimensions n = dim(M) ≥
2 and nˆ = dim(Mˆ) ≥ 2, not necessarily equal. Then one defines:
(i) if n ≤ nˆ,
Q(M, Mˆ) := {A ∈ T ∗M ⊗ TMˆ | gˆ(AX,AY ) = g(X, Y ), X, Y ∈ T |xM, x ∈M},
the set of isometric infinitesimal immersions. This defines a smooth manifold of
T ∗M ⊗ TMˆ of dimension
dim(Q) := n+ nˆ+ n(nˆ− n) +
n(n− 1)
2
= n+ nˆ + nnˆ−
n(n+ 1)
2
.
(ii) If n ≥ nˆ,
Q(M, Mˆ) = {A ∈ T ∗M ⊗ TMˆ | gˆ(AX,AY ) = g(X, Y ), X, Y ∈ (kerA)⊥,
x ∈M, A is onto a tangent space of Mˆ},
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where L⊥ is the orthogonal subspace of L ⊂ T |xM w.r.t. g. This defines a smooth
submanifold of T ∗M ⊗ TMˆ of dimension
dim(Q) = n + nˆ+ nˆ(n− nˆ) +
nˆ(nˆ− 1)
2
= n + nˆ+ nnˆ−
nˆ(nˆ+ 1)
2
.
If n = nˆ and M, Mˆ are oriented we also demand in (i) and (ii) that the elements of Q
to preserve the orientations. Hence we recover the definition used before.
One defines distributions DNS, DR on Q and the lifts LNS, LR as before. In both
cases the dimension of DNS is n + nˆ and that of DR is n. Notice that by the above
definition the dimension of Q(M, Mˆ) is the same as that of Q(Mˆ,M). These manifolds
are actually diffeomorphic as the next proposition shows.
Before proceeding, we introduce some notations. Given (M, g) and (Mˆ, gˆ) as before,
we write Q = Q(M, Mˆ) and Qˆ = Q(Mˆ,M). We write DNS, DR, LNS and LR on Q
as before but on Qˆ we write the corresponding objects as D̂NS, D̂R, L̂NS and L̂R.
Thus dimDR = n but dim D̂R = nˆ. As before, for q = (x, xˆ;A) ∈ Q we write AT :
T |xˆMˆ → T |xM the (g, gˆ)-transpose of A i.e., g(X,AT Yˆ ) = gˆ(AX, Yˆ ) for all X ∈ T |xM ,
Yˆ ∈ T |xˆMˆ .
Proposition 8.2 For every (x, xˆ;A) ∈ Q, one has (xˆ, x;AT ) ∈ Qˆ and the application
T : Q→ Qˆ; T (x, xˆ;A) = (xˆ, x;AT ),
is a diffeomorphism. Moreover, this diffeomorphism T is an isometry of fiber bundles
πQ → πQ̂ that preserves the no-spinning distributions on these manifolds i.e.,
T ∗DNS = D̂NS.
Proof. Suppose w.l.o.g. that n ≤ nˆ. It is clear that ATA = idT |xM for every (x, xˆ;A) ∈
Q and ker(AT ) = im(A)⊥ and thus if Xˆ, Yˆ ∈ ker(AT )⊥ = im(A), one gets
g(AT Xˆ, AT Yˆ ) = g(ATAX,ATAY ) = g(X, Y ) = gˆ(AX,AY ) = gˆ(Xˆ, Yˆ ),
where X, Y ∈ T |xM were such that AX = Xˆ, AY = Yˆ . This proves that T (x, xˆ;A) is
actually an element of Qˆ.
Let then qˆ = (xˆ, x;B) ∈ Qˆ and define
S(qˆ) = (x, xˆ;BT ) ∈ T ∗M ⊗ TMˆ.
Since im(BT ) = ker(B)⊥, we have for X, Y ∈ T |xM ,
g(BTX,BTY ) = gˆ(BBTX,BBTY ) = gˆ(X, Y ),
directly from the definition of Qˆ and since BBT = idT |xM (since n ≤ nˆ). This shows
that S : Qˆ→ Q.
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Moreover, one clearly has that T and S are maps inverse to each other. They are
obviously smooth, hence Q and Qˆ are diffeomorphic. Also, T is actually a bundle
isomorphism πQ → πQˆ whose inverse as a bundle isomorphism is S.
Finally, observe that if γ, γˆ are smooth paths inM , Mˆ starting at x0, xˆ0, respectively,
at t = 0, and if q0 = (x0, xˆ0;A0) ∈ Q(M, Mˆ) then
(P t0(γˆ) ◦ A0 ◦ P
0
t (γ))
T = P t0(γ) ◦ A
T
0 ◦ P
0
t (γˆ),
so
T
(
γ(t), γˆ(t);P t0(γˆ) ◦ A0 ◦ P
t
0(γ)
)
=
(
γˆ(t), γ(t);P t0(γ) ◦ T (x0, xˆ0;A0) ◦ P
0
t (γˆ)
)
,
which immediately shows, by differentiating d
dt
∣∣
0
and using the definition of LNS, that
T ∗|q0LNS(X, Xˆ)
∣∣∣
q0
= L̂NS(Xˆ,X)
∣∣∣
T (q0)
where X = γ˙(0), Xˆ = ˙ˆγ(0). This proves in particular that T ∗ maps DNS isomorphically
onto D̂NS. This completes the proof.
Corollary 8.3 In the case n ≤ nˆ, one has for q0 = (x0, xˆ0;A0) ∈ Q(M, Mˆ ) and
X ∈ T |xM ,
T ∗|q0LR(X)|q0 = L̂R(A0X)|Φ(q0).
In particular, T ∗DR ⊂ D̂R.
Proof. Indeed, for X ∈ T |x0M and q0 = (x0, xˆ0;A0) one has
T ∗|q0LR(X)|q0 = T ∗|q0LNS(X,A0X)
∣∣∣
q0
= L̂NS(A0X,X)
∣∣∣
T (q0)
= L̂R(A0X)|T (q0),
since X = (AT0 )(A0X) = T (q0)(A0X). Hence T maps DR of Q(M, Mˆ) into D̂R of
Q(Mˆ,M).
Remark 8.4 Recall that the distribution DR on Q(M, Mˆ) has dimension n and D̂R on
Q(Mˆ,M) has dimension nˆ. Hence the inclusion T ∗DR ⊂ D̂R is strict whenever n < nˆ.
This shows that the model of rolling of manifolds of different dimensions against each other
is not symmetric with respect to the order of the manifolds M and Mˆ .
We can now provide a description of the vertical fiber V |q(πQ) for a point q =
(x, xˆ;A) ∈ Q.
Proposition 8.5 If q = (x, xˆ;A) ∈ Q, then the vertical fiber V |q(πQ) is given by
V |q(πQ) =
{
ν
({
B ∈ T ∗|xM ⊗ T |xˆMˆ | ATB ∈ so(T |xM)
})∣∣
q
, if n ≤ nˆ,
ν
({
B ∈ T ∗|xM ⊗ T |xˆMˆ | BAT ∈ so(T |xˆMˆ)
})∣∣
q
, if n ≥ nˆ.
.
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Proof. Let q = (x, xˆ;A) ∈ Q and B ∈ T ∗|xM⊗T |xˆMˆ . Proving the proposition amounts
to show that ν(B)|q (which is a priori only an element of V |q(πT ∗M⊗TMˆ)) belongs to
V |q(πQ) if and only if
(i) ATB ∈ so(n), if n ≤ nˆ,
(ii) BAT ∈ so(nˆ), if n ≥ nˆ.
Choose first a πQ-vertical curve q(t) = (x, xˆ;A(t)) inside Q such that A(0) = A i.e.,
q(t) ∈ π−1Q (x, xˆ) ⊂ T
∗|xM ⊗ T |xˆMˆ .
In the case (i), we have gˆ(A(t)X,A(t)Y ) = g(X, Y ) for all X, Y ∈ T |xM so by
differentiating, at t = 0, g(AX,BY ) + g(BX,AY ) = 0 for all X, Y ∈ T |xM , where
B ∈ T ∗|xM ⊗ T |xˆMˆ is such that A′(0) = ν(B)|q. This condition can be written
as g(BTAX, Y ) + g(ATBX, Y ) = 0 for all X, Y and hence BTA + ATB = 0. The
result follows, since for a given (x, xˆ;A) ∈ Q, the set of B ∈ T ∗|xM ⊗ T |xˆMˆ s.t.
ATB ∈ so(T |xM) has dimension equal to dim π
−1
Q (x, xˆ).
In the case (ii), we have g(A(t)X,A(t)Y ) = g(X, Y ) for all X, Y ∈ (kerA(t))⊥ =
im(A(t)T ). Choose Xˆ, Yˆ ∈ T |xˆM . Then g(A(t)T Xˆ, A(t)T Yˆ ) = gˆ(Xˆ, Yˆ ), since A(t)A(t)T =
idT |xˆMˆ , and so by differentiating at t = 0, we get g(A
T Xˆ, BT Yˆ ) + g(BT Xˆ, AT Yˆ ) = 0,
where B ∈ T ∗|xM ⊗ T |xˆMˆ is such that A′(0) = ν(B)|q. This clearly means that
BAT + ABT = idT |xˆMˆ and the result follows.
Remark 8.6 The case (ii) considered above could be handled by using the diffeomorphism
T : Q → Qˆ introduced in Proposition 8.2. Indeed, if n ≥ nˆ, we may apply (i) on Qˆ to
obtain that for q′ = (xˆ, x;A′) ∈ Qˆ, we have that V |q′(πQˆ) consists of B
′ ∈ T ∗|xˆMˆ ⊗T |xM
such that A′TB ∈ so(T |xˆMˆ). But taking q = (x, xˆ;A), q′ = T (q), B ∈ T ∗|xM ⊗ T |xˆMˆ
and B′ = BT , this means ABT ∈ so(T |xˆMˆ) i.e., BAT ∈ so(T |xˆMˆ).
As an interesting special cases of rolling with different dimension, we next consider
the cases where n = nˆ+ 1 or nˆ = n+ 1.
Proposition 8.7 Let (M, g), (Mˆ, gˆ) be oriented Riemannian manifolds of dimensions n
and nˆ = n−1, with n ≥ 2. Define (Mˆ (1), gˆ(1)) to be the Riemannian product (R×Mˆ, s1⊕gˆ),
with the obvious orientation, and write Q(1) = Q(M, Mˆ (1)) and let L
(1)
R , D
(1)
R to be the
rolling lift and the rolling distribution on Q(1). We define for every a ∈ R,
ιa : Q→ Q
(1); ιa(x, xˆ;A) = (x, (a, xˆ);A
(1)),
where A(1) : T |xM → T |(a,xˆ)(R× Mˆ) is defined as follows: A
(1) ∈ Q(1) and
A(1)|(kerA)⊥ =(0, A|(kerA)⊥)
A(1)(kerA) =R
∂
∂r
∣∣
(a,xˆ)
× {0},
185
where ∂
∂r
is the canonical vector field on R in the positive direction, which we consider to
be a vector field on Mˆ (1) in the usual way.
Then for every a ∈ R the map ιa is an embedding and for every q0 = (x0, xˆ0;A0) ∈ Q,
a0 ∈ R and X ∈ T |xM one has
LR(X)|q0 =Π∗L
(1)
R (X)|ιa0(q0)
ODR(q0) =Π(O
(1)
DR(ιa0(q0))).
where
Π : Q(1) → Q; Π(x, (a, xˆ), A(1)) = (x, xˆ; (pr2)∗ ◦ A
(1)),
is a surjective submersion and pr2 : R×M → M is the projection onto the second factor.
Proof. Let γ be a path in M starting at x0 and q(t) = (γ(t), γˆ(t);A(t)) := qDR(γ, q0)(t).
We define a path on q(1)(t) = (γ(t), γˆ(1)(t);A(1)(t)) on Q(1) as follows:
γˆ(1)(t) :=
(
a0 +
∫ t
0
ιa0(A0)p
T (A0)P
0
s (γ)γ˙(s)ds, γˆ(t)
)
A(1)(t) :=P t0(γˆ
(1)) ◦ ιa0(A0) ◦ P
0
t (γ),
where for every q = (x, xˆ;A) ∈ Q one defines
p⊥(A) : T |xM → (kerA)⊥
pT (A) : T |xM → kerA,
as the g-orthogonal projections.
We will show that q(1) is the rolling curve on Q(1) starting from ιa0(q0). Indeed,
clearly q(1)(0) = (γ(0), (a0, γˆ(0)); ιa0(A0)) = ιa0(q0) and A
(1)(t) ∈ Q(1) for all t. Also, on
one hand
˙ˆγ(1)(t) =
(
b(t)
∂
∂r
∣∣
γˆ(1)(t)
, ˙ˆγ(t)
)
,
where b(t) is defined by ιa0(A0)p
T (A0)P
0
t (γ)γ˙(t) =: (b(t)
∂
∂r
|(xˆ0,a0), 0), while on the other
hand
A(1)(t)γ˙(t) =P t0(γˆ
(1))ιa0(A0)P
0
t (γ)γ˙(t)
=P t0(γˆ
(1))ιa0(A0)(p
T (A0) + p
⊥(A0))P 0t (γ)γ˙(t).
Now since A0X = A0p
⊥(A0)X for every X ∈ T |x0M , we have
A(t)γ˙(t) =P t0(γˆ)A0P
0
t (γ)γ˙(t)
=P t0(γˆ)A0p
⊥(A0)P 0t (γ)γ˙(t)
and also
ιa0(A0)p
T (A0)X = (ιa0(A0)p
T (A0)X, 0).
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Since M (1) is a Riemannian product, we have for every Xˆ ∈ T |xˆ0Mˆ ⊂ T |(a0,xˆ0)(R× Mˆ)
P t0(γˆ
(1))Xˆ =(0, P t0(γˆ)Xˆ)
P t0(γˆ
(1))
∂
∂r
|ιa0 (q0) =
∂
∂r
∣∣
γ(1)(t)
where the latter implies that since ιa0(A0)p
T (A0)P
0
t (γ)γ˙(t) = (b(t)
∂
∂r
∣∣
(xˆ0,a0)
, 0), then
P t0(γˆ
(1))ιa0(A0)p
T (A0)P
0
t (γ)γ˙(t) = (b(t)P
t
0(γ
(1))
∂
∂r
∣∣
(xˆ0,a0)
, 0) = (b(t)
∂
∂r
∣∣
γ(1)(t)
, 0).
Therefore,
A(1)(t)γ˙(t) =
(
b(t)
∂
∂r
∣∣
γ(1)(t)
, P t0(γˆ)ιa0(A0)p
⊥(A0)P 0t (γ)γ˙(t)
)
=
(
b(t)
∂
∂r
∣∣
γ(1)(t)
, P t0(γˆ)A0P
0
t (γ)γ˙(t)
)
= (b(t)
∂
∂r
∣∣
γ(1)(t)
, A(t)γ˙(t))
=(b(t)
∂
∂r
∣∣
γ(1)(t)
, ˙ˆγ(t)) = ˙ˆγ(1)(t).
This and the definition of A(1)(t) show that q(1)(t) = qD(1)R
(γ, ιa0(q0))(t) for all t.
Finally, since A(1)(t) = P t0(γˆ
(1))ιa0(A0)(p
T (A0) + p
⊥(A0))P 0t (γ) and by what was
said above about parallel transport in Riemannian product, it follows that
(pr1)∗A
(1)(t) = P t0(γˆ
(1))ιa0(A0)p
⊥(A0)P 0t (γ) = P
t
0(γ)ιa0(A0)P
0
t (γ),
which proves that
Π
(
qD(1)R
(γ, ιa0(q0))(t)
)
= qDR(γ, q0)(t)
and hence ODR(q0) ⊂ Π
(
OD(1)R
(ιa0(q0))
)
as well as
Π∗L
(1)
R (γ˙(0))|ιa0(q0)) = Π∗q˙D(1)R
(γ, ιa0(q0))(0) = q˙DR(γ, q0)(0) = LR(γ˙(0))|q0.
Finally, if q(1) = (x, (a, xˆ);A(1)) ∈ OD(1)R
(ιa0(q0)), take a path γ in M starting
from x0 such that q
(1) = qD(1)R
(γ, q0)(1). By what was done above, it follows that
Π
(
qD(1)R
(γ, ιa0(q0))(t)
)
= qDR(γ, q0)(t) and thus, evaluating this at t = 1 gives Π(q
(1)) ∈
ODR(q0), whence Π
(
OD(1)R
(ιa0(q0))
)
⊂ ODR(q0).
The claim that ιa is an embedding for every a ∈ R is obvious. We still want to
prove that Π is a surjective submersion. This follows trivially from Π ◦ ιa = idQ. End
of the proof.
Corollary 8.8 With the assumptions and notations of Proposition 8.7, if the orbit
ODR(q0) is not open in Q for some q0 ∈ Q, then OD(1)R
(ιa0(q0)) is not open in Q
(1).
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Proof. Suppose OD(1)R
(ιa0(q0)) were open in Q
(1), then since Π : Q(1) → Q is a smooth
submersion, it is an open map and hence its image Π(OD(1)R
(ιa0(q0))) = ODR(q0) is open.
End of the proof.
As a consequence of this corollary and Theorem 7.1 we get the following theorem
concerning non-controllability in the case n = 3, nˆ = 2, whence dimQ = 8. Recall that
Q = Q(M, Mˆ) is connected and thus the rolling problem (R) is non-controllable if and
only if there exists a q0 ∈ Q such that ODR(q0) is not open in Q.
Theorem 8.9 Let n = dimM = 3, nˆ = dim Mˆ = 2 and q0 = (x0, xˆ0;A0) ∈ Q.
If the orbit ODR(q0) is not open in Q, then there exists an open dense subset O of
ODR(q0) such that for every q1 = (x1, xˆ1;A1) ∈ O there is an open neighbourhood U of
x1 for which it holds that (U, g|U) is isometric to some warped product (I ×N, hf), where
I ⊂ R is an open interval and the warping function f satisfying f ′′ = 0.
Proof. Let (Mˆ (1), gˆ(1)) be the Riemannian product (R× Mˆ, s1 ⊕ gˆ) and let a0 ∈ R.
Since the orbit ODR(q0) is not open in Q, it follows from Corollary 8.8 that the orbit
OD(1)R
(ιa0(q0)) is not open in Q
(1). But then Theorem 7.1 provides an open dense subset
O(1) of OD(1)R
(ιa0(q0)) such that one of (a)-(c) there holds. Then O := Π(O
(1)) is open an
dense in ODR(q0). Let q1 = (x1, xˆ1;A1) ∈ O, choose q
(1)
1 ∈ O
(1) such that Π(q(1)) = q1,
whence q(1) = ιa1(q1) for some a1 ∈ R.
Let U, Uˆ (1) be the neighbourhoods of x1, (a1, xˆ1) as in Theorem 7.1 corresponding
to q
(1)
1 . We choose Uˆ
(1) to be of the form Uˆ × I for I ⊂ R an open interval and Uˆ ⊂ Mˆ
open.
If (a) there holds, it means that (U, g|U) is (locally) isometric to the Riemannian
product I × Uˆ (hence we have f = 1).
The case (b) cannot occur, since (Uˆ (1), gˆ(1)|Uˆ (1)), as a Riemannian product, cannot
be of class Mβ for β > 0.
Suppose therefore that (c) holds. Let F : (I × N, hf) → U and Fˆ : (Iˆ × Nˆ, hˆfˆ) →
Uˆ be the isomorphisms. The eigenvalues of the curvature tensor Rˆ(1)|(a1,xˆ) being
0,−σˆ(xˆ), 0, with σˆ(xˆ) the sectional curvature of (Mˆ, gˆ) at xˆ, we see that the warp-
ing function f must satisfy f ′′ = 0.
Proposition 8.10 Let (M, g), (Mˆ, gˆ) be oriented Riemannian manifolds of dimensions
n = nˆ − 1 and nˆ, with nˆ ≥ 2. Define (M (1), g(1)) to be the Riemannian product (R ×
M, s1 ⊕ g), with the obvious orientation, and write Q(1) = Q(M (1), Mˆ) and let L
(1)
R , D
(1)
R
to be the rolling lift and the rolling distribution on Q(1). We define for every a ∈ R,
ιa : Q→ Q
(1); ιa(x, xˆ;A) = ((a, x), xˆ;A
(1)),
where A(1) : T |(a,x)(M × R)→ T |xˆMˆ is defined as follows: A
(1) ∈ Q(1) and
A(1)|T |xM =A
A(1)
∂
∂r
∣∣
(a,x)
∈(imA)⊥,
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where ∂
∂r
is the canonical vector field on R in the positive direction, which we consider to
be a vector field on M (1) in the usual way.
Then for every a ∈ R the map ιa is an embedding and for every q0 = (x0, xˆ0;A0) ∈ Q,
a0 ∈ R and X ∈ T |xM ⊂ T |(a,x)(R×M) one has
(ιa0)∗LR(X)|q0 =L
(1)
R (X)|ιa0(q0).
Moreover, if one defines
Π : Q(1) → Q; Π((x, a), xˆ;A(1)) = (x, xˆ;A ◦ (ia)∗),
where ia : M → R×M ; x 7→ (a, x) and if ∆R is the subdistribution of D
(1)
R defined by
∆R|q(1) = (ιa)∗DR|Π(q(1)), ∀q
(1) = ((a, x), xˆ;A(1)) ∈ Q(1),
then
ιa0(ODR(q0)) =O∆R(ιa0(q0)) ⊂ OD(1)R
(ιa0(q0)).
Proof. The claim that ιa is an embedding is obvious and since Π ◦ ιa = idQ, it follows
that Π is a submersion.
Let γ be a path in M starting from x0 and q(t) = (γ(t), γˆ(t);A(t)) = qDR(γ, q0)(t).
We define a path q(1)(t) = (γ(1)(t), γˆ(t);A(1)(t)) on Q(1) by
γ(1)(t) =(a0, γ(t))
A(1)(t) =P t0(γˆ) ◦ ιa0(A0) ◦ P
t
0(γ
(1)).
Since M (1) is a Riemannian product,
P t0(γ
(1))γ˙(1)(t) = P t0(γ
(1))(0, γ˙(t)) = (0, P t0(γ)γ˙(t))
and so
A(1)(t)γ˙(1)(t) = P t0(γˆ)ιa0(A0)(P
t
0(γ)γ˙(t), 0) = P
t
0(γˆ)A0P
t
0(γ)γ˙(t) = A(t)γ˙(t) =
˙ˆγ(t).
Since also q(1)(0) = ιa0(q0), this proves that q
(1)(t) = qD(1)R
(γ(1), ιa0(q0))(t) for all t.
Next notice that
πQ(1)(ιa0(q(t))) = ((a0, γ(t)), γˆ(t)) = (γ
(1)(t), γˆ(t)) = πQ(1)(q
(1)(t))
and if X ∈ T |xM ⊂ T |(a0,x)(R×M),
A(1)(t)(0, X) = A(t)X = ιa0(A(t))X
and since A(1)(t)T |γ(t)M ⊥ A(1)(t)
∂
∂r
∣∣
(γ(1)(t)
, and (ιa0 ◦A(t))T |xM ⊥ (ιa0 ◦A(t))
∂
∂r
∣∣
(γ(1)(t)
,
we must have, by orientation,
A(1)(t)
∂
∂r
∣∣
(γ(1)(t)
= (ιa0 ◦ A(t))
∂
∂r
∣∣
(γ(1)(t)
.
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This proves that ιa0(q(t)) = q
(1)(t) and therefore
L
(1)
R ((γ˙(0), 0))|ιa0(q0) = L
(1)
R (γ˙
(1)(0))|ιa0(q0) = q˙
(1)(0) = (ιa0)∗q˙(t) = (ιa0)∗LR(γ˙(0))|q0,
which shows that for every X ∈ T |x0M ⊂ T |(a0,x0)(R×M) one has
L
(1)
R (X)|ιa0(q0) = (ιa0)∗LR(X)|q0.
Notice also that since we proved that ιa0(qDR(γ, q0)(t)) = qD(1)R
(γ, q0)(t), we have
shown that
ιa0(ODR(q0)) ⊂ OD(1)R
(ιa0(q0)).
Also, for every q ∈ ODR(q0) we have (recall that Π ◦ ιa0 = idQ)
∆R|ιa0(q) = (ιa0)∗DR|q ⊂ T |ιa0(q0)(ιa0(ODR(q0))).
Finally, because ιa0 |ODR(q0) is an immersion into Q
(1) and
∆R|ιa0(ODR (q0)) = (ιa0)∗DR|ODR(q0),
we have
O∆R(ιa0(q0)) = ιa0(ODR(q0)).
The proof is finished.
Corollary 8.11 With the assumptions and notations of Proposition 8.10, if the orbit
ODR(q0) is open in Q for some q0 ∈ Q, then OD(1)R
(ιa0(q0)) has codimension at most 1 in
Q(1).
Proof. The dimensions of Q and Q(1) are dimQ = 2nˆ− 1 + nˆ(nˆ−1)
2
= dimQ(1) − 1, so if
ODR(q0) is open in Q, one has dimODR(q0) = dimQ and thus,
dimOD(1)R
(ιa0(q0)) ≥ dimO∆R(ιa0(q0)) = dim ιa0(ODR(q0)) = dimQ = dimQ
(1) − 1.
8.2 Controllability Results
8.2.1 Rolling Problem (NS)
Since Theorem 4.1 and Corollary 4.3 evidently hold as such in the case of non-equal
dimensions (i.e., n 6= nˆ), we will be more interested to see how Theorem 4.8 could be
formulated. We first need a definition.
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Definition 8.12 For n, nˆ ≥ 2, we define
SO(n; nˆ) :=

{A ∈ (Rn)∗ ⊗ Rnˆ | ATA = idRn}, if n < nˆ,
{A ∈ (Rn)∗ ⊗ Rnˆ | AAT = idRnˆ}, if n > nˆ,
SO(n), if n = nˆ,
where (Rn)∗ ⊗ Rnˆ is the set of n× nˆ real matrices and AT denotes the usual transpose of
matrices.
Theorem 8.13 Fix some orthonormal frames F , Fˆ of M , Mˆ at x ∈M , xˆ ∈ Mˆ and let
h = h|F ⊂ so(n), hˆ = hˆ|Fˆ ⊂ so(nˆ) be the holonomy Lie-algebras of M , Mˆ w.r.t to these
frames. Then the control system (Σ)NS is completely controllable if and only if for every
A ∈ SO(n; nˆ),
Ah− hˆA =
{{
B ∈ (Rn)∗ ⊗ Rn | ATB ∈ so(n)
}
, if n ≤ nˆ,{
B ∈ (Rn)∗ ⊗ Rn | BAT ∈ so(nˆ)
}
, if n ≥ nˆ.
8.2.2 Rolling Problem (R)
Notice that Proposition 5.9 still holds when n = dimM is not equal to nˆ = dim Mˆ .
The rolling curvature of DR on Q is denoted as before but that of D̂R on Qˆ is written
as R̂ol i.e.,
R̂ol(Xˆ, Yˆ )(B) = BRˆ(Xˆ, Yˆ )− R(BXˆ,BYˆ )B,
for (xˆ, x;B) ∈ Qˆ and Xˆ, Yˆ ∈ T |xˆMˆ .
As a consequence, we have a generalization of Corollary 5.23.
Corollary 8.14 Use the notations introduced previously and assume that n ≤ nˆ. Then
the following two cases are equivalent:
(i) DR is involutive,
(ii) (M, g) and (Mˆ, gˆ) have constant and equal curvature.
Also, if n < nˆ, then there is an equivalence between the two cases below:
(1) D̂R is involutive,
(2) (M, g) and (Mˆ, gˆ) are both flat.
Proof. For some of the notations, see the proof of Corollary 5.23.
(i) =⇒ (ii): Assume that DR is involutive. This is equivalent to the vanishing of Rol
i.e.,
A(R(X, Y )Z) = Rˆ(AX,AY )(AZ), ∀(x, xˆ;A) ∈ Q, X, Y, Z ∈ T |xM,
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which implies
σ(X,Y ) =g(R(X, Y )Y,X) = gˆ(A(R(X, Y )Y ), AX)
=gˆ(Rˆ(AX,AY )(AY ), AX) = σˆ(AX,AY ),
for every X, Y orthonormal in T |xM and (x, xˆ;A) ∈ Q.
Let x ∈ M , xˆ ∈ Mˆ be arbitrary points and X, Xˆ ∈ T |xM and Xˆ, Yˆ ∈ T |xˆMˆ be
arbitrary pairs of orthonormal vectors.
Choose any vectorsX3, . . . , Xn ∈ T |xM and Xˆ3, . . . , Xˆnˆ ∈ T |xˆMˆ such thatX, Y,X3, . . . , Xn
and Xˆ, Yˆ , Xˆ3, . . . , Xˆnˆ are positively oriented orthonormal frames.
Since n ≤ nˆ, we may define q = (x, xˆ;A) ∈ Q by
AX = Xˆ, AY = Yˆ , AXi = Xˆi, i = 3, . . . , n,
to obtain that σ(X,Y ) = σˆ(Xˆ,Yˆ ). Thus (M, g) and (Mˆ, gˆ) have equal and constant
curvature, since the orthonormal pairs X, Y and Xˆ, Yˆ were arbitrary and chosen inde-
pendently from one another.
(ii) =⇒ (i): Since (M, g), (Mˆ, gˆ) both have equal constant curvature, say k ∈ R, we
have
R(X, Y )Z = k
(
g(Y, Z)X − g(X,Z)Y
)
, X, Y, Z ∈ T |xM, x ∈M,
Rˆ(Xˆ, Yˆ )Zˆ = k
(
gˆ(Yˆ , Zˆ)Xˆ − gˆ(Xˆ, Zˆ)Yˆ
)
, Xˆ, Yˆ , Zˆ ∈ T |xˆMˆ, xˆ ∈ Mˆ.
On the other hand, if (x, xˆ;A) ∈ Q, X, Y, Z ∈ T |xM we get
Rˆ(AX,AY )(AZ) = k(gˆ(AY,AZ)(AX)− gˆ(AX,AZ)(AY ))
=A(k(g(Y, Z)X − g(X,Z)Y ) = A(R(X, Y )Z).
This implies that Rol(X, Y )(A) = 0 since Z was arbitrary. Hence DR is involutive.
(2) =⇒ (1): In this case R = 0 and Rˆ = 0 so that clearly R̂ol(Xˆ, Yˆ )(B)Zˆ =
B(Rˆ(Xˆ, Yˆ )Zˆ)−R(BXˆ,BYˆ )(BZˆ) = 0 for all Xˆ, Yˆ , Zˆ ∈ T |xˆMˆ and (xˆ, x;B) ∈ Qˆ. This
proves that D̂R is involutive.
(1) =⇒ (2): Assume that D̂R is involutive i.e.,
B(Rˆ(Xˆ, Yˆ )Zˆ) = R(BXˆ,BYˆ )(BZˆ), ∀(xˆ, x;B) ∈ Qˆ, Xˆ, Yˆ , Zˆ ∈ T |xˆMˆ.
Then
σ(BXˆ,BYˆ ) = g(B(Rˆ(Xˆ, Yˆ )Yˆ ), BXˆ),
or
σ(X,Y ) = g(B(Rˆ(B
TX,BTY )(BTY ), X) = σˆ(BTX,BT Y ).
Given any x ∈ M , xˆ ∈ Mˆ , X, Y ∈ T |xM and Xˆ, Yˆ ∈ T |xˆM , choose some
X3, . . . , Xn ∈ T |xM , Xˆ3, . . . , Xˆnˆ ∈ T |xˆMˆ such that
X, Y,X3, . . . , Xn and Xˆ, Yˆ , Xˆ3, . . . , Xˆnˆ,
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are positively oriented orthonormal frames. We define
BXˆ = X, BYˆ = Y, BXˆi = Xi, i = 3, . . . , n,
BXˆi = 0, i = n+ 1, . . . , nˆ
so that q = (xˆ, x;B) ∈ Qˆ, BTX = Xˆ, BTY = Yˆ and hence σ(X,Y ) = σˆ(Xˆ,Yˆ ). Thus
(M, g), (Mˆ, gˆ) have constant and equal curvature.
Suppose that the common constant curvature of (M, g), (Mˆ, gˆ) is k ∈ R. We need
to show that k = 0. Choose any (xˆ, x;B) ∈ Qˆ. Since n < nˆ, we may choose non-zero
vectors Xˆ ∈ kerB and Yˆ ∈ (kerB)⊥. Then
0 =R̂ol(Xˆ, Yˆ )(B)Xˆ = k
(
gˆ(Yˆ , Xˆ)BXˆ − gˆ(Xˆ, Xˆ)BYˆ
)
− R(BXˆ,BYˆ )(BXˆ)
=k(0−
∥∥∥Xˆ∥∥∥2
gˆ
BYˆ )− 0 = −k
∥∥∥Xˆ∥∥∥2
gˆ
BYˆ
and since
∥∥∥Xˆ∥∥∥
gˆ
6= 0 and BYˆ 6= 0 (since 0 6= Yˆ ∈ (kerB)⊥), it follows that k = 0. This
completes the proof.
We may also easily generalize Corollary 5.24. The use will be made of Gauss-formula,
which relates the curvature of a submanifold to that of the ambient Riemannian man-
ifold and O’Neill-formulas, which relate the various curvatures related to Riemannian
submersions (see [28], Propositions 3.8, 6.1, 6.2 and Corollary 6.3, Chapter II). Since
the proof is slightly less trivial, we state this as a proposition.
Proposition 8.15 Suppose that (M, g) and (Mˆ, gˆ) are complete with dimM = n,
dim Mˆ = nˆ. The following cases are equivalent:
(i) There exists a q0 = (x0, xˆ0;A0) ∈ Q such that ODR(q0) is an integral manifold of
DR.
(ii) There exists a q0 = (x0, xˆ0;A0) ∈ Q such that
Rol(X, Y )(A) = 0, ∀(x, xˆ;A) ∈ ODR(q0), X, Y ∈ T |xM.
(iii) There is a complete Riemannian manifold (N, h), a Riemannian covering map F :
N →M and a smooth map G : N → Mˆ such that:
(1) If n ≤ nˆ, G is a Riemannian immersion that maps h-geodesics to gˆ-geodesics.
(2) If n ≥ nˆ, G is a Riemannian submersion such that the co-kernel distribution
(kerG∗)⊥ ⊂ TN is involutive and the fibers G−1(xˆ), xˆ ∈ Mˆ , are totally geodesic
submanifolds of (N, h).
Moreover, in the case (iii)-(2), we may choose N to be simply connected and then
(N, h) is a Riemannian product of (N1, h1), (N2, h2), where dimN1 = nˆ, dimN2 = n− nˆ,
the space (N1, h1) is the universal Riemannian covering of (Mˆ, gˆ) and G is given by
G : N = N1 ×N2 → Mˆ ; G(y1, y2) = πˆ(y1)
where πˆ : N1 → Mˆ is a Riemannian covering map.
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Proof. (i) ⇐⇒ (ii): This is proved with exactly the same argument that was used in
the proof of Corollary 5.24.
(i) ⇒ (iii): Let N := ODR(q0) and h := (πQ,M |N)
∗(g) i.e., for q = (x, xˆ;A) ∈ N and
X, Y ∈ T |xM , define
h(LR(X)|q,LR(Y )|q) = g(X, Y ).
If F := πQ,M |N and G := πQ,Mˆ |N , we immediately see that F is a local isometry (note
that dim(N) = n). The completeness of (N, h) follows from the completeness of M and
Mˆ using Proposition 3.30 which holds in verbatim also in the case where n 6= nˆ. Hence
by Proposition II.1.1 in [28], F is a (surjective) Riemannian covering.
Suppose then that n ≤ nˆ. Then for q = (x, xˆ;A) ∈ N , X, Y ∈ T |xM , one has
gˆ(G∗(LR(X)|q), G∗(LR(Y )|q)) = gˆ(AX,AY ) = g(X, Y ) = h(LR(X)|q,LR(Y )|q),
i.e., G is a Riemannian immersion. Moreover, if Γ : [0, 1] → N is an h-geodesic, it
is tangent to DR and since it projects by F to a g-geodesic γ, it follows that Γ =
qDR(γ,Γ(0)) and Proposition 3.30 shows that G◦Γ = γˆDR(γ,Γ(0)) is a gˆ-geodesic. This
proves (iii)-(1).
On the other hand, if n ≥ nˆ, then for q = (x, xˆ;A) ∈ N , any X ∈ T |xM s.t.
LR(X)|q ∈ (kerG∗|q)⊥ and Z ∈ kerA, we have G∗(LR(Z)|q) = AZ = 0 i.e., LR(Z)|q ∈
ker(G∗|q) from which g(X,Z) = h(LR(X)|q,LR(Z)|q) = 0. This shows that X ∈
(kerA)⊥ and therefore, for all X, Y ∈ T |xM such that LR(X)|q,LR(Y )|q ∈ (kerG∗|q)⊥,
we get gˆ(G∗(LR(X)|q), G∗(LR(Y )|q)) = h(LR(X)|q,LR(Y )|q) as above. This proves
that G : N → Mˆ is a Riemannian submersion.
For any X, Y ∈ VF(N) orthonormal and tangent to (kerG∗)⊥ around a point q ∈ N ,
we have σh
(X,Y )
= σˆ(G∗X,G∗Y ) (σ
h is the sectional curvature on N) in that neighbourhood
because F is a Riemannian covering map and because
σˆ(G∗X,G∗Y ) = gˆ(Rˆ(G∗X,G∗Y )(G∗Y ), G∗X)) = gˆ(Rˆ(AF∗X,AF∗Y )(AF∗Y ), AF∗X))
=gˆ(AR(F∗X,F∗Y )F∗Y ,AF∗X)) = g(R(F∗X,F∗Y )F∗Y ,ATAF∗X))
=g(R(F∗X,F∗Y )F∗Y , F∗X) = σ(F∗X,F∗Y ),
since Rol = 0, F∗X ∈ (kerA)⊥ on N and where we wrote A = G∗ ◦ (F∗|q)−1 for
q = (x, xˆ;A) in the chosen neighbourhood. By Corollary 6.3, Chapter II in [28], it
follows that for any X, Y ∈ VF(N) tangent to (kerG∗)⊥ in an open set, [X, Y ] is
tangent to (kerG∗)⊥ in that open set. Thus (kerG∗)⊥ is involutive.
We still need to prove that the G-fibers are totally geodesic. Let q = (x, xˆ;A) ∈ Q,
V ∈ kerG∗|q = T |q(G−1(xˆ)). Then V = LR(u)|q for some u ∈ T |xM and if γ is the g-
geodesic starting from x with the initial velocity u, then Γ := qDR(γ, q) is the h-geodesic
with initial velocity V (since F is a Riemannian covering) and also γˆ := γˆDR(γ, q) is a
gˆ-geodesic by Proposition 3.30 with initial velocity ˙ˆγ(0) = Aγ˙(0) = Au = G∗V = 0, by
the choice of V . But this means that γˆ is a constant curve, γˆ(·) ≡ xˆ for all t, which
implies that G(Γ(t)) = γˆ(t) = xˆ for all t i.e., Γ(t) ∈ G−1(xˆ). This proves that every
fiber G−1(xˆ), xˆ ∈ Mˆ , is a totally geodesic submanifold of (N, h) and so we have finally
proved (iii)-(2).
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(iii) ⇒ (ii): Let x0 ∈ M and choose z0 ∈ N such that F (z0) = x0. Define xˆ0 =
G(z0) ∈ Mˆ and A0 := G∗|z0 ◦ (F∗|z0)
−1 : T |x0M → T |xˆ0Mˆ .
The fact that q0 = (x0, xˆ0;A0) belongs to Q can be seen as follows: if (iii)-(1) holds,
we have
gˆ(A0X,A0Y ) = gˆ
(
G∗|z0((F∗|z0)
−1X), G∗|z0((F∗|z0)
−1Y )
)
=h((F∗|z0)
−1X), (F∗|z0)
−1Y ) = g(X, Y ),
where we used that G is a Riemannian immersion and that F is a Riemannian cov-
ering map. On the other hand, if (iii)-(2) holds and if X, Y ∈ (kerA0)⊥, clearly
(F∗|z0)
−1X, (F∗|z0)
−1Y ∈ (kerG∗|z0)
⊥ and hence also gˆ(A0X,A0Y ) = g(X, Y ) since
G is a Riemannian submersion.
Let γ : [0, 1]→M be a smooth curve with γ(0) = x0. Since F is a smooth covering
map, there is a unique smooth curve Γ : [0, 1]→ N with γ = F ◦ Γ. Define γˆ = G ◦ Γ
and A(t) = G∗|Γ(t) ◦ (F∗|Γ(t))−1, t ∈ [0, 1]. As before, it follows that A(t) ∈ Q for all
t ∈ [0, 1] and
˙ˆγ(t) = G∗|Γ(t)Γ˙(t) = A(t)γ˙(t). (100)
We claim that, for all t ∈ [0, 1],
∇(γ˙(t), ˙ˆγ(t))A(·) = 0, (101)
and
Rol(·, ·)(A(t)) = 0. (102)
Indeed, suppose now that (iii)-(1) holds. This means that, for every z ∈ N , there
is a neighbourhood U of z in N such that G(U) is a totally geodesic submanifold of
(Mˆ, gˆ) and G : U → Mˆ is an isometric embedding. Now if X is a vector field parallel
along γ in M , then since F is a Riemannian covering, there is a unique vector field X
parallel along Γ in (N, h) such that F∗X = X. For any t0 ∈ [0, 1], choose U as above
around Γ(t0). Then near t0 we have that G∗X is parallel to γˆ in (Mˆ, gˆ). This proves
that
0 = ∇ˆ ˙ˆγ(t)(G∗X(t)) = ∇ˆ ˙ˆγ(t)(A(·)X(·)) =
(
∇(γ˙(t), ˙ˆγ(t))A(·)
)
X(t),
and since X(t) was an arbitrary field parallel along γ, we have ∇(γ˙(t), ˙ˆγ(t))A(·) = 0 i.e.,
(101).
Since, locally, the shape operator of G(N) w.r.t (Mˆ, gˆ) vanishes and G(N) is lo-
cally Riemannian embedded submanifold of (Mˆ, gˆ), we also have G∗(Rh(X, Y )Z) =
Rˆ(G∗X,G∗Y )(G∗Z) for all X, Y , Z ∈ T |zN , z ∈ N (see [28], Proposition 3.8, Chapter
II) and hence for all X, Y, Z ∈ T |γ(t)M ,
A(t)(R(X, Y )Z) = G∗(F∗|Γ(t))−1(R(X, Y )Z) = G∗(Rh(X, Y )Z)
=Rˆ(G∗X,G∗Y )(G∗Z) = Rˆ(A(t)X,A(t)Y )(A(t)Z),
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where X = (F∗|Γ(t))−1X etc. This proves (102).
On the other hand, suppose (iii)-(2) holds. First we see that Eq. (102) follows from
[28], Proposition 6.2, Chapter II (the operators A and T there vanish, by assumptions
on N and G) and the fact that F is a Riemannian covering.
To prove (101) we proceed as follows. Taking the simply connected covering of N ,
lifting the metric h and composing G and F with the projection from this covering
to N , we see that the conditions (iii)-(2) still hold and thus we may assume that N
was simply connected in the first place. Take any piecewise C1 curve ω on N and let
V0 ∈ kerG∗|ω(0), X0 ∈ (kerG∗)⊥|ω(0). If Z(t) is the parallel translate of X0 + V0 along
ω, we get from [28], Proposition 6.1, Chapter II (again, the operators A and T there
vanish by assumptions) that
0 =∇hω˙(t)Z(t) = (∇
h
ω˙(t)Z(t)
⊥)⊥ + (∇hω˙(t)Z(t)
T )T ,
where for Y ∈ TN we wrote Y T and Y ⊥ for the components of Y in the distributions
(kerG∗)⊥ and kerG∗, respectively (this notation is in accordance with the notation in
the referred result of [28] and is not completely compatible with ours). This proves that
Z(t)T and Z(t)⊥ are fields parallel to ω and since Z(0)T = X0, Z(0)⊥ = V0, we have
that Z(t)T and Z(t)⊥ are the parallel translates of X0 and V0, respectively. But this
implies that
(P∇
h
)t0(ω)(kerG∗|ω(0)) = kerG∗|ω(t), (P
∇h)t0(ω)
(
(kerG∗|ω(0))
⊥) = (kerG∗|ω(t))⊥,
i.e., TN = kerG∗⊕(kerG∗)⊥ is a splitting to TN into two subbundles that are invariant
under ∇h-parallel transport.
Since N is simply connected and complete, it follows from de Rham’s Theorem
(see [28], Theorem 6.11, Chapter II) that (N, h) = (N1, h1) × (N2, h2), a Riemannian
product, where (N1, h1) and (N2, h2) are both complete and simply connected and
TN1 = (kerG∗)⊥, TN2 = kerG∗.
To see now that Eq. (101) holds, let X be a vector field parallel along γ in M , write
Γ = (Γ1,Γ2), take X = (X1, X2) (w.r.t TN = TN1 ⊕ TN2) to be the unique lift of X
onto a vector field along Γ in N and compute
0 =A(t)∇γ˙(t)X(·) = G∗∇
h
(Γ˙1(t),Γ˙2(t))
X(·) = G∗∇hΓ˙1(t)X1 +G∗∇
h
Γ˙2(t)
X2 = G∗∇hΓ˙1(t)X1,
since ∇h
Γ˙2(t)
X2 ∈ TN2 = kerG∗. On the other hand, Gy2 : N1 → Mˆ ; y1 7→ G(y1, y2) is
a local isometry for any y2 ∈ N2 and hence
0 =G∗∇hΓ˙1(t)X1 = (G
Γ2(t))∗∇hΓ˙1(t)X1 = ∇ˆ(GΓ2(t))∗Γ˙1(t)((G
Γ2(t))∗X1)
=∇ˆ ˙ˆγ(t)(G∗X) = ∇ˆ ˙ˆγ(t)(A(·)X(·)),
since ˙ˆγ(t) = G∗Γ˙(t) = G∗Γ˙1(t) = (GΓ2(t))∗Γ˙1(t) and G∗X = G∗X1 = (GΓ2(t))∗X1. Thus
(101) holds and this finishes the proof of (101)-(102) in the case that (iii)-(2) holds.
Thus we have shown, because of (100) and (101), that t 7→ (γ(t), γˆ(t);A(t)) is the
unique rolling curve along γ starting at q0 = (x0, xˆ0;A0) and defined on [0, 1] and
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therefore curves of Q formed in this fashion fill up the orbit ODR(q0). Therefore, Eq.
(102) implies that Rol vanishes on ODR(q0) which means that we are in case (ii).
To prove the last claim in the statement of the proposition, we continue the de-
duction done above in the case that condition (iii)-(2) holds. Since for any y2 ∈ N2,
Gy2 : N1 → Mˆ is a local Riemannian isometry and N1 is simply connected and com-
plete, it follows that Gy2 is a universal Riemannian covering of Mˆ . We show that
the map Gy2 is independent of the choice of y2 ∈ N2 i.e., that G(y1, y2) = G(y1, y′2)
for all y1 ∈ N1 and y2, y′2 ∈ N2. Indeed, take any smooth path Γ2 in N2 from
Γ2(0) = y2 to Γ2(1) = y
′
2. Then,
d
dt
(Gy1 ◦ Γ2(t)) = G∗Γ˙2(t) = 0 for all t since
Γ˙2(t) ∈ TN2 = kerG∗. This shows that Gy1 ◦ Γ2 is a constant curve in Mˆ and thus
G(y1, y2) = Gy1(Γ2(0)) = Gy1(Γ2(1)) = G(y1, y
′
2).
We fix y′2 ∈ N2 and define πˆ := G
y′2 : N1 → Mˆ which is a universal Riemannian
covering. By what we just proved, it holds that G(y1, y2) = G(y1, y
′
2) = πˆ(y1) which
establishes the claim.
A Fiber and Local Coordinates Point of View
Let F = (Xi), Fˆ = (Xˆi) be (not necessarily orthonormal) local frames of M and
Mˆ defined on the open subsets U, Uˆ , respectively. We have local frames of 1-forms
F ∗ = ((θi), U), Fˆ ∗ = ((θˆj), Uˆ) dual to these frames i.e., defined by θj(Xi) = δ
j
i , θˆ
j(Xˆi) =
δji . The Christoffel symbols Γ
k
ij = (ΓF )
k
ij , Γˆ
k
ij = (ΓˆFˆ )
k
ij of ∇, ∇ˆ w.r.t the frames F ,
Fˆ are defined by (see [31], p. 266) ∇XiXj =
∑
k Γ
k
ijXk, ∇ˆXˆiXˆj =
∑
k Γˆ
k
ijXˆk. Any
(x, xˆ;A) ∈ T ∗|x(M)⊗ T |xˆ(Mˆ) with (x, xˆ) ∈ U × Uˆ can be written in the form
A =
∑
i,j
Aijθ
j |x ⊗ Xˆi|xˆ,
i.e., (pr2 ◦τF,Fˆ )(A) = [A
i
j] (see section 3.1.2). Moreover, if F, Fˆ are orthonormal frames,
then A ∈ Q if and only if [Aij ] ∈ SO(n).
Let t 7→ γ(t), t 7→ γˆ(t), t ∈ I, be smooth curves in U , Uˆ , respectively, such that
γ(0) = x0, γˆ(0) = xˆ0, where I is a compact interval containing 0. Moreover, take
q0 = (x0, xˆ0;A0) ∈ T ∗M ⊗ TMˆ . The no-spinning condition (12) (i.e., the parallel
translation equation) for the curve t 7→ q(t) = (γ(t), γˆ(t);A(t)) (i.e., A(t) = P t0(γ, γˆ)A)
starting at q can be written as
dAij
dt
(t)−
∑
k,m
Γkm,j(γ(t))A
i
k(t)v
m(t) +
∑
k,m
Γˆim,k(γˆ(t))A
k
j (t)vˆ
m(t) = 0, (103)
where t ∈ I and
γ˙(t) =
∑
i
vi(t)Xi|γ(t), ˙ˆγ(t) =
∑
i
vˆi(t)Xˆi|γˆ(t).
This shows immediately that the equation for no-spinning is a linear ODE in Aij and
thus the solution with the initial condition A(0) = A0 exists for the whole interval I
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where γ, γˆ are defined. The control system (Σ)NS can now be written locally in the
form 
γ˙(t) =
∑
i
vi(t)Xi|γ(t),
˙ˆγ(t) =
∑
i
vˆi(t)Xˆi|γˆ(t),
dAij
dt
(t) =
∑
k,m
Γkm,j(γ(t))A
i
k(t)v
m(t)−
∑
k,m
Γˆim,k(γˆ(t))A
k
j (t)vˆ
m(t)
, t ∈ I,
or 
γ˙(t) =
∑
i
vi(t)Xi|γ(t),
˙ˆγ(t) =
∑
i
vˆi(t)Xˆi|γˆ(t),
A˙(t) =
∑
i
viLNS(Xi, 0)|A(t) +
∑
i
vˆiLNS(0, Xˆi)|A(t),
t ∈ I,
where the controls v = (v1, . . . , vn), vˆ = (vˆ1, . . . , vˆn) are elements of L1loc(I,R
n) (actually
an open subset of it since the images of γ, γˆ should belong to U, Uˆ , respectively). From
this local form, we see that (Σ)NS is a driftless control affine system.
The curve t 7→ q(t) = (γ(t), γˆ(t);A(t)) is a rolling curve i.e., satisfies conditions (11)
and (13) if and only if
vˆi(t) =
∑
k
Aik(t)v
k(t), (104)
dAij
dt
(t)−
∑
m
(∑
k
Γkm,j(γ(t))A
i
k(t)−
∑
k,l
Γˆil,k(γˆ(t))A
k
j (t)A
l
m(t)
)
vm(t) = 0, (105)
where γ˙(t) =
∑
i v
i(t)Xi|γ(t), ˙ˆγ(t) =
∑
i vˆ
i(t)Xˆi|γˆ(t). Supposing that Uˆ is a domain of a
coordinate chart φˆ = (xˆ1, . . . , xˆn) of Mˆ and taking as the frame Fˆ the coordinate fields
Xˆi =
∂
∂xˆi
, the previous equation can be written as
dγˆi
dt
(t) =
∑
k
Aik(t)v
k(t), (106)
dAij
dt
(t) =
∑
m
(∑
k
Γkm,j(γ(t))A
i
k(t)−
∑
k,l
Γˆil,k(γˆ(t))A
k
j (t)A
l
m(t)
)
vm(t), (107)
where γˆi = xˆi ◦ γˆ and t ∈ I. This system is nonlinear in γˆi, Aij and thus the existence
of solutions, for a given initial condition γˆ(0) = xˆ0, A(0) = A0 cannot be guaranteed
on a given compact interval I ∋ 0 where γ is defined (even in a case where one is able
to get Uˆ = Mˆ).
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Moving back to a general frame Fˆ (i.e., we are not assuming that it consists of
coordinate vector fields), the local form of the control system (Σ)R can be written as
γ˙(t) =
∑
i
vi(t)Xi|γ(t),
˙ˆγ(t) =
∑
i
vi(t)A(t)Xi|γ(t),
dAij
dt
(t) =
∑
m
(∑
k
Γkm,j(γ(t))A
i
k(t)−
∑
k,l
Γˆil,k(γˆ(t))A
k
j (t)A
l
m(t)
)
vm(t),
t ∈ I,
or 
γ˙(t) =
∑
i
vi(t)Xi|γ(t),
˙ˆγ(t) =
∑
i
vi(t)A(t)Xi|γ(t),
A˙(t) =
∑
i
vi(t)LR(Xi)|A(t),
t ∈ I,
where the controls v = (v1, . . . , vn) are elements of L1loc(I,R
n) as above. From this local
form, we see that (Σ)R is a driftless control affine system.
B Sasaki-metric on T ∗M ⊗ TMˆ and Q
The no-spinning distribution DNS can be given a natural sub-Riemannian structure (see
e.g. [21]) with the sub-Riemannian metric hNSD := (π
∗
Q(g))|DNS since (πQ)∗|DNS|(x,xˆ;A) is
a linear isomorphism T |(x,xˆ;A)Q→ T |(x,xˆ)(M × Mˆ) at each point q = (x, xˆ;A) ∈ Q and
(πQ)∗(LNS(X, Xˆ)|q) = (X, Xˆ), for every q = (x, xˆ;A) ∈ Q and X ∈ T |xM , Xˆ ∈ T |xˆMˆ .
Actually, we have more since there is a Sasaki-metric g11 on the whole tensor space
T ∗(M)⊗ T (Mˆ) given in the following.
Definition B.1 The Sasaki-metric g11 on T
∗(M)⊗ T (Mˆ) is defined by
g11(ξ, η) =g
(
LNS|
−1
q (pr1(ξ)),LNS|
−1
q (pr1(η))
)
+ ((g∗ ⊗ gˆ) ◦ τ)
(
ν|−1q (pr2(ξ)), ν|
−1
q (pr2(η))
)
, (108)
where
q = (x, xˆ;A) ∈ T ∗(M)⊗ T (Mˆ), ξ, η ∈ T |q(T
∗(M)⊗ T (Mˆ)),
pr1, pr2 are projections of the decomposition
T (T ∗(M)⊗ T (Mˆ)) = DNS ⊕ V (πT ∗(M)⊗T (Mˆ )),
(see (20)) onto the first and second factors, LNS|−1q , ν|
−1
q are the inverse maps of
T |(x,xˆ)(M × Mˆ)→ T |q(T
∗(M)⊗ T (Mˆ))
X 7→ LNS(X)|q, (109)
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and
(T ∗(M)⊗ T (Mˆ))|(x,xˆ) → V |q(πT ∗(M)⊗T (Mˆ ))
B 7→ ν(B)|q. (110)
Note that g∗ : T ∗(M) ⊗ T ∗(M) → R is the dual metric induced by g and finally τ is the
R-linear isomorphism
(T ∗M ⊗ TMˆ)⊗ (T ∗M ⊗ TMˆ)→ (T ∗M ⊗ T ∗M)⊗ (TMˆ ⊗ TMˆ)
uniquely determined by
τ
(
(ω ⊗ Xˆ)⊗ (θ ⊗ Yˆ )
)
= (ω ⊗ θ)⊗ (Xˆ ⊗ Yˆ ).
Denote by gQ the restriction (i.e., the pull-back) of the metric g
1
1 onto Q.
Let us now use the local frames and notation as in Appendix A. Writing ξ, η ∈
T |q(T ∗M ⊗ TMˆ), q = (x, xˆ;A), as
ξ =
∑
i
(
ξiXi|x + ξˆ
iXˆi|xˆ
)
+
∑
i,j
ξν
i
jθ
j|x ⊗ Xˆi|xˆ,
η =
∑
i
(
ηiXi|x + ηξ
iXˆi|xˆ
)
+
∑
i,j
ην
i
jθ
j |x ⊗ Xˆi|xˆ,
one gets
pr2(ξ) = ξ −LNS
∑
i
(
ξiXi|x + ξˆ
iXˆi|xˆ
)∣∣
q
=
∑
i,j
(
ξν
i
j −
∑
k,m
Γkm,jA
i
kξ
m + Γˆim,kA
k
j ξˆ
m
)
θi|x ⊗ Xˆj |xˆ,
the similar formula holding for pr2(η) and hence
g11 =
∑
i,j
ξiηjg(Xi|x, Xj|x) +
∑
i,j
ξˆiηˆjg(Xˆi|xˆ, Xˆj|xˆ)
+
∑
i,j,α,β
(
ξν
i
j −
∑
k,m
Γkm,jA
i
kξ
m + Γˆim,kA
k
j ξˆ
m
)
·
(
ην
α
β −
∑
k,m
Γkm,βA
α
kξ
m + Γˆαm,kA
k
β ξˆ
m
)
g∗(θi, θα)gˆ(Xˆj, Xˆβ).
Moreover, with this choice of the Riemannian metric on T ∗M ⊗TMˆ and Q we have
the following result.
Proposition B.2 Let U, V ∈ C∞(πT ∗M⊗TMˆ , πT ∗M⊗TMˆ), X ∈ T |(x0,xˆ0)(M × Mˆ) and
q0 = (x0, xˆ0;A0). Then the Sasaki-metric g
1
1 has the following properties:
(i) Letting tr = trT |∗x0M⊗T |x0M denote the trace of linear maps T |x0M → T |x0M and T
the (g, gˆ)-transpose of the linear maps T |x0M → T |xˆ0Mˆ , one has
g11|q0
(
ν(U(A0))|q0, ν(V (A0))|q0
)
= tr
(
U(A0)
TV (A0)
)
(111)
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(ii) Choosing a smooth local πT ∗M⊗TMˆ -section A˜ s.t. A˜|(x0,xˆ0) = A0 and ∇Y A˜ = 0 for
all Y ∈ T |(x0,xˆ0)(M × Mˆ),
LNS(X)|q0
(
g11
(
ν(U(·)), ν(V (·))
))
(112)
=g11(ν(∇XU(A˜))|q0, ν(V (A0))|q0) + g
1
1(ν(U(A0))|q0, ν(∇XV (A˜))|q0).
The same result holds if we throughout replace T ∗M ⊗ TMˆ by Q and g11 by gQ with
the exception that U, V ∈ C∞(πQ, πT ∗M⊗TMˆ) s.t. U(A), V (A) ∈ Aso(T |xM) for all
(x, xˆ;A) ∈ Q.
Proof. Let (Xi), (Xˆi) be smooth g,gˆ-orthonormal frames of vector fields M , Mˆ defined
on the neighborhoods U , Uˆ of x0, xˆ0. Denote by (θ
i), (θˆi) the corresponding dual
frames. Then there are unique functions aij, b
i
j ∈ C
∞(π−1
T ∗M⊗TMˆ(U × Uˆ)) s.t.
U(A) =
∑
i,j
aij(x, xˆ;A)θ
j |x ⊗ Xˆi|xˆ, V (A) =
∑
i,j
bij(x, xˆ;A)θ
j|x ⊗ Xˆi|xˆ,
and thus (below we will denote aij(x0, xˆ0;A0), b
i
j(x0, xˆ0;A0) simply by a
i
j , b
i
j)
g11|q0
(
ν(U(A0))|q0, ν(V (A0))|q0
)
=((g∗ ⊗ gˆ) ◦ τ)
( ∑
i,j,k,l
aijb
k
l (θ
j|x0 ⊗ Xˆi|xˆ0)⊗ (θ
l|x0 ⊗ Xˆk|xˆ0)
)
=
∑
i,j,k,l
aijb
k
l g
∗(θj|x0 ⊗ θ
l|x0)⊗ gˆ(Xˆj|xˆ0 ⊗ Xˆk|xˆ0) =
∑
i,j,k,l
aijb
k
l δ
jlδjk
=
∑
i,j
aijb
i
j =
∑
i
gˆ(U(A0)Xi, V (A0)Xi) = tr(U(A0)
TV (A0)).
This proves (i).
Next, by the definition of LNS and the choice of A˜, we have
LNS(X)|q0
(
g11
(
ν(U(·)), ν(V (·))
))
= Xg11
(
ν(U(A˜))|A˜, ν(V (A˜)|A˜)
)
=X
(∑
i,j
aij(A˜)b
i
j(A˜)
)
=
∑
i,j
X(aij(A˜))b
i
j(q0) +
∑
i,j
aij(q0)X(b
i
j(A˜)).
Assuming for simplicity that (Xi), (Xˆi) were chosen so that ∇YXi = 0, ∇ˆYˆ Xˆi = 0 for
all i and Y ∈ T |x0M , Yˆ ∈ T |xˆ0Mˆ (and hence ∇Y θ
i = 0 for all i and Y ∈ T |x0M), we
get
∇X(U(A˜)) = LNS(X)|q0(a
i
j)θ
j |x0 ⊗ Xˆi|xˆ0, ∇X(V (A˜)) = LNS(X)|q0(b
i
j)θ
j |x0 ⊗ Xˆi|xˆ0.
This shows that∑
i,j
LNS(X)|q0(a
i
j)b
i
j(q0) +
∑
i,j
aij(q0)LNS(X)|q0(b
i
j)
=tr
(
(∇X(U(A˜)))
TV (A0)
)
+ tr
(
U(A0)
T (∇X(V (A˜))
)
=g11(ν(∇XU(A˜))|q0, ν(V (A0))|q0) + g
1
1(ν(U(A0))|q0, ν(∇XV (A˜))|q0).
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Proposition B.3 The maps πT ∗(M)⊗T (Mˆ ) and πQ are surjective Riemannian submersions
onto M ×Mˆ . Hence the restrictions of the Levi-Civita connection ∇g
1
1 and the Riemannian
curvature Rg
1
1 on the DNS-horizontal fields are respectively given by
∇
g11
LNS(X)
LNS(Y )|q = LNS(∇XY )|q +
1
2
ν(AR(X, Y )− Rˆ(Xˆ, Yˆ )A)|q,
and
g11
(
Rg
1
1(LNS(X),LNS(Y ))LNS(X),LNS(Y )
)
=g(R(X, Y )X, Y ) +
3
4
∥∥∥ν(AR(X, Y )− Rˆ(Xˆ, Yˆ )A)|q∥∥∥
g11
,
with q = (x, xˆ;A) ∈ T ∗M ⊗ TMˆ , X = (X, Xˆ) where X ∈ VF(M), Xˆ ∈ VF(Mˆ) and
similarly for Y . The same formulas hold if one replaces g11 with gQ.
Proof. The first statement is obvious by construction. For the statement about the
connection, we use Koszul’s formula (cf. [17]), to notice that
∇
g11
LNS(X)
LNS(Y ) = LNS(∇XY ) +
1
2
[LNS(X),LNS(Y )]
v,
where for Z ∈ T (T ∗M ⊗ TMˆ) we denote Z = Zh + Zv with Zh ∈ DNS and Zv ∈
V (πT ∗M⊗TMˆ). The fact about the Riemannian curvature is deduced similarly (see [17]).
Theorem B.4 Suppose t 7→ q(t) = (x(t), xˆ(t);A(t)) is a smooth curve on T ∗(M) ⊗
T (Mˆ) that is DNS-horizontal i.e., q˙(t) ∈ DNS for all t. Then the following are equivalent:
(i) t 7→ q(t) = (x(t), xˆ(t);A(t)) is a geodesic of (T ∗(M)⊗ T (Mˆ), g11)
(ii) t 7→ x(t) and t 7→ xˆ(t) are geodesics of (M, g) and (Mˆ, gˆ) respectively.
Moreover, in this case t 7→ A(t) is given by parallel transport as follows:
A(t) = P t0(xˆ) ◦ A(0) ◦ P
0
t (x) = P
t
0(x, xˆ)A(0). (113)
The same facts hold if (T ∗M ⊗ TMˆ, g11) is replaced by (Q, gQ).
Notice that the claim of the theorem can also be written more compactly as follows:
For any q = (x, xˆ;A) ∈ T ∗M ⊗ TMˆ ,
πT ∗M⊗TMˆ ◦ exp
g11
q ◦LNS|q = exp(x,xˆ), (114)
with a similar formula holding when T ∗M ⊗ TMˆ is replaced by Q.
Proof. This follows from the fact that πT ∗M⊗TMˆ (resp. πQ) is a Riemannian submersion.
Nevertheless, for the sake of convenience we outline the easy proof here.
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The fact that t 7→ q(t) = (x(t), xˆ(t);A(t)) is DNS-horizontal implies that q˙(t) =
LNS(x˙(t), ˙ˆx(t))|q(t) for all t. Thus, by Proposition B.3, we get
∇
g11
q˙(t)q˙ = LNS
(
∇x˙(t)x˙, ∇ˆ ˙ˆx(t)
˙ˆx
)∣∣
q(t)
,
since R(x˙(t), x˙(t)) = 0, Rˆ( ˙ˆx(t), ˙ˆx(t)) = 0. The claim follows from this since LNS(·)|q(t)
is a linear isomorphism for each t. Also, Eq. (113) follows easily from the definition of
DNS and Eq. (15).
Corollary B.5 The DNS-horizontal curve on Q is a geodesic of (Q, gQ) if and only if it
is a geodesic of (T ∗(M)⊗ T (Mˆ), g11).
Theorem B.6 The Riemannian manifolds (M, g), (Mˆ, gˆ) are complete Riemannian man-
ifolds if and only if (T ∗(M)⊗ T (Mˆ), g11) or (Q, gQ) is complete.
Proof. The completeness of (T ∗(M)⊗ T (Mˆ), g11) (resp. (Q, gQ)) implies the complete-
ness of (M, g), (Mˆ, gˆ) since πT ∗(M)⊗T (Mˆ ) (resp. πQ) is a Riemannian submersion onto
(M × Mˆ, g) and pr1, pr2 are Riemannian submersions from M × Mˆ onto M and Mˆ ,
respectively (recall that Riemannian submersions map geodesics to geodesics). This
proves the direction “⇐”.
Thus assume that (M, g), (Mˆ, gˆ) are complete, which is equivalent to the com-
pleteness of (M × Mˆ, g). Let (xn, xˆn;An) ∈ T ∗(M) ⊗ T (Mˆ) be a Cauchy-sequence.
Then (xn, xˆn) is a Cauchy sequence in M × Mˆ and hence converges to a point (y, yˆ) ∈
M × Mˆ since M × Mˆ is a complete (metric) space. Choose a local trivialization
τ : π−1
T ∗(M)×T (Mˆ )(U × Uˆ)→ (U × Uˆ)× gl(n) of T
∗(M)× T (Mˆ) induced by some coordi-
nate charts ((xi), U), ((xˆi), Uˆ) (see Appendix A) of M , Mˆ around y, yˆ respectively. By
Proposition II.1.1 in [28], the metric dg11 induced by g
1
1 on T
∗(M) ⊗ T (Mˆ), and hence
on (U × Uˆ) × gl(n) through τ , gives the original manifold topology. Choose an open
neighbourhood V × Vˆ of (y, yˆ) such that V × Vˆ is a compact subset of U × Uˆ . Then
(V × Vˆ ) × gl(n) is a complete space that contains a Cauchy-sequence ((xn, xˆn), an) =
τ(xn, xˆn;An) for n large enough. Hence it converges to (y, yˆ, a) ∈ (V × Vˆ )× gl(n) and
thus (xn, xˆn;An) converges to τ
−1(y, yˆ, a) = (y, yˆ;A). This proves the completeness of
T ∗(M)⊗ T (M). We thus get the completeness of Q since Q is a closed submanifold of
T ∗(M)⊗ T (M).
Remark B.7 More generally, suppose π : E → N is a smooth bundle, (E,G), (N, g) are
Riemannian manifolds, π is a Riemannian submersion and the typical fiber of π is complete
(i.e., all the fibers π−1(x) are complete subsets of E). Then the argument of the previous
proof applies and shows that E is a complete Riemannian manifold if and only if M is a
complete Riemannian manifold.
We record the following result.
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Proposition B.8 Let N be an integral manifold of DR and equip it with the Riemannian
metric gN := g
1
1|N . Then (N, gN) is a totally geodesic submanifold of (T
∗(M)⊗T (Mˆ), g11).
The same claim holds if one replaces (T ∗M ⊗ TMˆ, g11) by (Q, gQ) and assumes that
N ⊂ Q.
Proof. The assumptions immediately imply that the projection
πN := pr1 ◦ πT ∗(M)⊗T (Mˆ)|N ,
is a local isometric diffeomorphism from (N, gN) into (M, g) since pr1 ◦ πT ∗(M)⊗T (Mˆ )
maps DR isometrically onto TM by the definition of g11 and DR.
Now if t 7→ (x(t), xˆ(t);A(t)), t ∈]a, b[, is a geodesic of N then (since it is tangent to
DR) we have ˙ˆx(t) = A(t)x˙(t) and t 7→ x(t) = πN(x(t), xˆ(t);A(t)), t ∈]a, b[, is a geodesic
of (M, g). We have
∇ˆ ˙ˆx(t)
˙ˆx(t) = ∇ˆ ˙ˆx(t)(A(·)x˙) = (∇(x˙(t), ˙ˆx(t))A)x˙(t) + A(t)∇x˙(t)x˙,
and once we use the facts that∇x˙(t)x˙ = 0 (since x is a geodesic onM) and∇(x˙(t), ˙ˆx(t))A =
0 (by the definition of DNS) to conclude that ∇ˆ ˙ˆx(t)
˙ˆx(t) = 0 i.e., t 7→ xˆ(t), t ∈]a, b[, is
a geodesic of Mˆ . Thus Theorem B.4 implies that t 7→ (x(t), xˆ(t);A(t)) is a (DR-
horizontal) geodesic of (T ∗(M)⊗ T (Mˆ), g11). The proof is complete.
C The Rolling Problem Embedded in RN
In this section, we compare the rolling model defined by the state space Q = Q(M, Mˆ),
whose dynamics is governed by the conditions (12)-(13) (or, equivalently, by DR), with
the rolling model of two n-dimensional manifolds embedded in RN as given in [30]
(Appendix B). See also [9], [12].
Let us first fix N ∈ N and introduce some notations. The special Euclidean group
of RN is the set SE(N) := SO(N)× RN equipped with the group operation ⋆ given by
(p, A) ⋆ (q, B) = (Aq + p, AB), (p, A), (q, B) ∈ SE(N).
We identify SO(N) with the subgroup {0} × SO(N) of SE(N), while RN is identified
with the normal subgroup RN×{idRN} of SE(N). With these identifications, the action
⋆ of the subgroup SO(N) on the normal subgroup RN is given by
(p, A) ⋆ q = Aq + p, (p, A) ∈ SE(N), p ∈ RN .
Let M and Mˆ ⊂ RN be two (embedded) submanifolds of dimension n. For every
z ∈M, we identify T |zM with a subspace of RN (the same holding in the case of Mˆ)
i.e., elements of T |zM are derivatives σ˙(0) of curves σ : I →M with σ(0) = z (I ∋ 0 a
nontrivial real interval).
The rolling of M against Mˆ without slipping or twisting in the sense of [30] is
realized by a smooth curves G : I → SE(N); G(t) = (p(t), U(t)) (I a nontrivial real
interval) called the rolling map and σ : I →M called the development curve such that
the following conditions (1)-(3) hold for every t ∈ I:
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(1) (a) σˆ(t) := G(t) ⋆ σ(t) ∈ Mˆ and
(b) T |σˆ(t)(G(t) ⋆M) = T |σˆ(t)Mˆ.
(2) No-slip: G˙(t) ⋆ σ(t) = 0.
(3) No-twist: (a) U˙(t)U(t)−1T |σˆ(t)Mˆ ⊂ (T |σˆ(t)Mˆ)⊥ (tangential no-twist),
(b) U˙(t)U(t)−1(T |σˆ(t)Mˆ)⊥ ⊂ T |σˆ(t)Mˆ (normal no-twist).
The orthogonal complements are taken w.r.t. the Euclidean inner product of RN . In
condition (2) we define the action ’⋆’ of G˙(t) = (U˙(t), p˙(t)) on RN by the same formula
as for the action ’⋆’ of SE(N) on RN .
The two manifolds M and Mˆ are embedded inside RN by embeddings ι :M → RN
and ιˆ : Mˆ → RN and their metrics g and gˆ are induced from the Euclidean metric sN
of RN i.e., g = ι∗sN and gˆ = ιˆ∗sN . In the above setting, we take now M = ι(M),
Mˆ = ιˆ(Mˆ).
For z ∈M and zˆ ∈ Mˆ, consider the linear orthogonal projections
P T : T |zR
N → T |zM and P
⊥ : T |zRN → T |zM⊥,
and
Pˆ T : T |zˆR
N → T |zˆMˆ and Pˆ
⊥ : T |zˆR
N → T |zˆMˆ
⊥,
respectively.
For X ∈ T |zRN and Y ∈ Γ(πTRN |M) (here πTRN |M is the pull-back bundle of
TRN over M), we use ∇⊥XY to denote P
⊥(∇sNX Y ) and one proceeds similarly ∇ˆ
⊥
Xˆ
Yˆ =
Pˆ⊥(∇sN
Xˆ
Yˆ ) for Xˆ ∈ T |zˆRN and Y ∈ Γ(πTRN |Mˆ). We notice that, for any z ∈ M,
X ∈ T |zM and Y ∈ VF(M), we have
∇sNX Y = ι∗(∇ι−1∗ (X)ι
−1
∗ (Y )) +∇
⊥
XY,
and similarly on Mˆ.
Notice that ∇⊥ and ∇ˆ⊥ determine (by restriction) connections of vector bundles
πTM⊥ : TM⊥ →M and πTMˆ⊥ : TMˆ
⊥ → Mˆ. These connections can then be used in
an obvious way to determine a connection ∇
⊥
on the vector bundle
π(TM⊥)∗⊗TM⊥ : (TM
⊥)∗ ⊗ TM⊥ →M×Mˆ.
Let us take any rolling map G : I → SE(N), G(t) = (p(t), U(t)) and development
curve σ : I →M and define x = ι−1 ◦ σ. We will go throught the meaning of each of
the above conditions (1)-(3).
(1) (a) Since σˆ(t) ∈ Mˆ, we may define a smooth curve xˆ := ιˆ−1 ◦ σˆ.
(b) One easily sees that
U(t)T |σˆ(t)M = T |σˆ(t)(G(t) ⋆M) = T |σˆ(t)Mˆ.
Thus A(t) := ιˆ−1∗ ◦ U(t) ◦ ι∗|T |x(t)M defines a map T |x(t)M → T |xˆ(t)Mˆ , which is
also orthogonal i.e., A(t) ∈ Q|(x(t),xˆ(t)) for all t. Moreover, if B(t) := U(t)|T |σ(t)M⊥,
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then B(t) is a map T |σ(t)M
⊥ → T |σˆ(t)Mˆ⊥ and, by a slight abuse of notation, we
can write U(t) = A(t)⊕ B(t).
Thus Condition (1) just determines a smooth curve t 7→ (x(t), xˆ(t);A(t)) inside
the state space Q = Q(M, Mˆ).
(2) We compute
0 =G˙(t) ⋆ σ(t) = U˙(t)σ(t) + p˙(t)
=
d
dt
(G(t) ⋆ σ(t))− U(t)σ˙(t) = ˙ˆσ(t)− U(t) ◦ ι∗ ◦ ι−1∗ ◦ σ˙(t),
which, once composed with ιˆ−1∗ from the left, gives 0 = ˙ˆx(t) − A(t)x˙(t). This is
exactly the no-slip condition, Eq. (13).
(3) Notice that, on RN × RN = R2N , the sum metric sN ⊕ sN is just s2N . Moreover,
if γ : I → RN is a smooth curve, then smooth vector fields X : I → T (RN) along
γ can be identified with smooth maps X : I → RN and with this observation one
has: X˙(t) = ∇sNγ˙(t)X.
(a) Since U(t) = A(t)⊕B(t), we get, for t 7→ Xˆ(t) ∈ T |σˆ(t)Mˆ, that
U˙(t)U(t)−1Xˆ(t) = ∇s2N
(σ˙, ˙ˆσ)(t)
Xˆ(·)− U(t)∇s2N
(σ˙, ˙ˆσ)(t)
(U(·)−1Xˆ(·))
=P T
(
∇ˆsN˙ˆσ(t)Xˆ(·)
)
+ ∇ˆ⊥˙ˆσ(t)Xˆ(·)
− U(t)
(
P T
(
∇sNσ˙(t)(A(·)
−1Xˆ(·))
)
+∇⊥σ˙(t)(A(·)
−1Xˆ(·))
)
=
(
∇(x˙, ˙ˆx)(t)A(·)
)
A(t)−1(ιˆ−1∗ Xˆ(t)) +
(
∇ˆ⊥˙ˆσ(t)Xˆ(·)− B(t)∇
⊥
σ˙(t)(A(·)
−1Xˆ(·))
)
,
from which it is clear that the tangential no-twist condition corresponds to the
condition that ∇(x˙(t), ˙ˆx(t))A(·) = 0. This means exactly that t 7→ (x(t), xˆ(t);A(t))
is tangent to DNS for all t ∈ I. Thus, the tangential no-twist condition (3)-(a) is
equivalent to the no-spinning condition, Eq. (11).
(b) Choose t 7→ Xˆ⊥(t) ∈ T |σˆ(t)Mˆ⊥ and calculate as above
U˙(t)U(t)−1Xˆ⊥(t) = P T (∇sN˙ˆσ(t)Xˆ
⊥(·)) + ∇ˆ⊥ ˙ˆσ(t)
− U(t)
(
P T
(
∇sNσ˙(t)(B(·)
−1Xˆ(·))
)
+∇⊥σ˙(t)(B(·)
−1Xˆ(·))
)
=
(
P T (∇sN˙ˆσ(t)Xˆ
⊥(·)−A(t)P T
(
∇sNσ˙(t)(B(·)
−1Xˆ(·))
))
+
(
∇
⊥
(σ˙(t), ˙ˆσ(t))B(·)
)
B(t)−1Xˆ(t),
and hence we see that the normal no-twist condition (3)-(b) corresponds to the
condition that
∇
⊥
(σ(t),σˆ(t))B(·) = 0, ∀t.
In a similar spirit to how Definition 3.13 was given, one easily sees that this
condition just amounts to say that B maps parallel translated normal vectors to
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M to parallel translated normal vectors to Mˆ. More precisely, if X0 ∈ TM⊥ and
X(t) = (P∇
⊥
)t0(σ)X0 is a parallel translate of X0 along σ w.r.t. to the connection
∇⊥ (notice that X(t) ∈ T |σ(t)M⊥ for all t), then the normal no-twist condition
(3)-(b) requires that t 7→ B(t)X(t) (which is the same as U(t)X(t)) is parallel to
t 7→ σˆ(t) w.r.t the connection ∇ˆ⊥ i.e., for all t,
B(t)((P∇
⊥
)t0(σ)X0) = (P
∇ˆ⊥)t0(σˆ)(B(0)X0).
We formulate the preceding remarks to a proposition.
Proposition C.1 Let ι : M → RN and ιˆ : Mˆ → RN be smooth embeddings and
let g = ι∗(sN) and gˆ = ιˆ∗(sN). Fix points x0 ∈ M , xˆ0 ∈ Mˆ and an element B0 ∈
SO(T |ι(x0)M
⊥, T |ιˆ(xˆ0)Mˆ
⊥). Then, there is a bijective correspondence between the smooth
curves t 7→ (x(t), xˆ(t);A(t)) of Q tangent to DNS (resp. DR), satisfying (x(0), xˆ(0)) =
(x0, xˆ0) and the pairs of smooth curves t 7→ G(t) = (p(t), U(t)) of SE(N) and t 7→
σ(t) of M which satisfy the conditions (1), (3) (resp. (1),(2),(3) i.e., rolling maps) and
U(0)|T |σ(0)M⊥ = B0.
Proof. Let t 7→ q(t) = (x(t), xˆ(t);A(t)) to be a smooth curve inQ such that (x(0), xˆ(0)) =
(x0, xˆ0). Denote σ = ι ◦ x, σˆ = ιˆ ◦ xˆ and let B(t) = (P∇
⊥
)t0((σ, σˆ))B0 be the parallel
translate of B0 along t 7→ (σ(t), σˆ(t)) w.r.t the connection ∇
⊥
. We define
U(t) := (ιˆ∗ ◦ A(t) ◦ ι−1∗ )⊕ B(t) : T |σ(t)M→ T |σˆ(t)Mˆ,
and p(t) = σˆ(t)−U(t)σ(t). Then, by the above remarks, the smooth curve t 7→ G(t) =
(p(t), U(t)) satisfies Conditions (1),(3) (resp. (1),(2),(3)) if t 7→ q(t) is tangent to DNS
(resp. DR). This clearly gives the claimed bijective correspondence.
D Special Manifolds in 3D Riemanniann Geometry
D.1 Preliminaries
On an oriented Riemannian manifold (M, g) one defines the Hodge-dual ⋆M as the
linear map uniquely defined by
⋆M : ∧
kT |xM → ∧
n−kT |xM ; ⋆M(X1 ∧ · · · ∧Xk) = Xk+1 ∧ · · · ∧Xn,
with x ∈M , k = 0, . . . , n = dimM and X1, . . . , Xn ∈ T |xM any oriented basis.
For an oriented Riemannian manifold (M, g) and x ∈ M , one defines so(T |xM) as
the set of g-antisymmetric linear maps T |xM → T |xM . Moreover, we write so(M) as
disjoint union of so(T |xM), x ∈M . If A,B ∈ so(T |xM), we define
[A,B]so := A ◦B − B ◦ A ∈ so(T |xM).
Also, we define the following natural isomorphism φ by
φ : ∧2TM → so(M); φ(X ∧ Y ) := g(·, X)Y − g(·, Y )X.
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Using this isomorphism, we may consider, for each x ∈ M , the curvature tensor R of
(M, g) as a linear map,
R : ∧2T |xM → ∧
2T |xM ; R(X ∧ Y ) := φ
−1(R(X, Y )),
where X, Y ∈ T |xM . Here of course R(X, Y ), as an element of T
∗|xM ⊗T |xM , belongs
to so(T |xM). It is a standard fact thatR is a symmetric map when ∧2T |xM is endowed
with the inner product, also written as g,
g(X ∧ Y, Z ∧W ) := g(X,Z)g(Y,W )− g(X,W )g(Y, Z).
Notice also that for A,B ∈ so(T |xM),
tr(AB) = g(φ−1(A), φ−1(B)).
The map R is usually called the curvature operator and we will, with a slight abuse of
notation, write it simply as R.
In dimension dimM = 3 one has ⋆2M = id when ⋆M is the map ∧
2TM → TM and
TM → ∧2TM .
Let X, Y, Z ∈ T |xM be an orthonormal positively oriented basis. Then
⋆M(X ∧ Y ) = Z, ⋆M(Y ∧ Z) = X, ⋆M(Z ∧X) = Y.
In terms of this basis X, Y, Z one has
⋆Mφ
−1
 0 −α βα 0 −γ
−β γ 0
 =
γβ
α
 .
Indeed, since X, Y, Z ∈ T |xM form an orthonormal positively oriented basis, then
φ
(
⋆M
γβ
α
) =φ(γ(⋆MX) + β(⋆MY ) + γ(⋆MZ)) = φ(γY ∧ Z + βZ ∧X + αX ∧ Y )
=
 0 −α βα 0 −γ
−β γ 0
 .
Lemma D.1 If (M, g) is a 3-dimensional oriented Riemannian manifold and x ∈M .
(i) Then each 2-vector ξ ∈ ∧2T |xM is pure i.e. there exist X, Y ∈ T |xM such that
ξ = X ∧ Y .
(ii) For every X, Y ∈ T |xM one has
[φ(⋆MX), φ(⋆MY )]so = φ(X ∧ Y ).
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Proof. (i) To see this, it is enough to take X, Y such that X, Y, ⋆Mξ are orthonormal in
T |xM and form a positively oriented basis and that ‖X‖g = ‖⋆Mξ‖g, ‖Y ‖g = 1. Then
g(⋆M(X ∧ Y ), X) = ⋆M(X ∧ Y ∧X) = 0, g(⋆M(X ∧ Y ), Y ) = ⋆M(X ∧ Y ∧ Y ) = 0,
so X, Y are orthogonal to ⋆M(X ∧ Y ) and to ⋆Mξ, hence ⋆M(X ∧ Y ) is parallel to
⋆Mξ i.e., X ∧ Y is parallel to ξ. Since ‖X ∧ Y ‖g = ‖X‖g ‖Y ‖g = ‖ξ‖g and taking into
account the assumption that X, Y, ⋆Mξ and X, Y, ⋆M(X ∧Y ) are oriented basis (in that
order), it follows that X ∧ Y = ξ.
(ii) If X, Y, Z ∈ T |xM form an orthonormal basis and if U, V ∈ T |xM , then with
respect to the basis X, Y, Z,
U =αX + βY + γZ =
γβ
α
 , V = aX + bY + cZ =
cb
a

U ∧ V =
γβ
α
 ∧
cb
a
 = ⋆M
 βa− αb−γa + αc
γb− βc

=φ−1
 0 −γb+ βc −γa + αcγb− βc 0 −βa + αb
γa− αc βa− αb 0

[φ(⋆MU), φ(⋆MV )]so =
[ 0 −α βα 0 −γ
−β γ 0
 ,
 0 −a ba 0 −c
−b c 0
]
so
=
 0 βc− γb αc− γa−(βc− γb) 0 αb− βa
−(αc− γa) −(αb− βa) 0
 .
D.2 Manifolds of class Mβ
In this subsection, we define and investigate some properties of special type of 3-
dimensional manifolds.
Following the paper [2] we make the following definition.
Definition D.2 A 3-dimensional manifold M is called a contact manifold of type (κ, 0)
where κ ∈ C∞(M) if there are everywhere linearly independent vector fields F1, F2, F3 ∈
VF(M) and smooth functions c, γ1, γ3 ∈ C∞(M) such that
[F1, F2] =cF3
[F2, F3] =cF1
[F3, F1] =− γ1F1 + F2 − γ3F3
and
−κ = F3(γ1)− F1(γ3) + (γ1)
2 + (γ3)
2 − c.
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We call the frame F1, F2, F3 an (normalized) adapted frame of M and c, γ1, γ2 the corre-
sponding structure functions.
Remark D.3 (i) If (M, g) is as above, then defining λ ∈ Γ(πT ∗M) by
λ(F1) = λ(F3) = 0, λ(F2) = 1
one sees that λ is a contact form on (M, g) and F2 is its Reeb vector field. Indeed,
if X ∈ VF(M), write X = a1F1 + a2F2 + a3F3 and compute
dλ(F2, X) =X(λ(F2))− F2(λ(X))− λ([F2, X ])
=0− F2(a2)−
(
F2(a2) + λ(a1[F2, F1] + a3[F2, F3])
)
= 0.
(ii) Contact manifolds in 3D are essentially classified by two functions κ, χ defined on
these manifolds. Thus one could say in general that a contact manifold is of class
(κ, χ). We are interested here only in the case where χ = 0. For information on the
classification of contact manifolds, definition of χ and references, see [2].
One may define on such a manifold a Riemannian metric in a natural way by declar-
ing F1, F2, F3 orthogonal. The structure of connections coefficients and the eigenvalues
of the corresponding curvature tensor are given in the following lemma.
Lemma D.4 Let M be a contact manifold of type (κ, 0) with adapted frame F1, F2, F3
and structure functions c, γ1, γ2. If g is the unique Riemannian metric which makes F1, F2, F3
orthonormal, then the connection table w.r.t. F1, F2, F3 is
Γ =
 12 0 0γ1 c− 12 γ3
0 0 1
2
 ,
Moreover, at each point, ⋆F1, ⋆F2, ⋆F3 (with ⋆ the Hodge dual) are eigenvectors of the
curvature tensor R with eigenvalues −K,−K2(·),−K, respectively, where
K =
1
4
, (constant)
K2(x) =κ(x)−
3
4
, x ∈ M.
Proof. Since F1, F2, F3 are g-orthonormal, the Koszul formula simplifies to
2Γi(j,k) = 2g(∇FiFj, Fk) = g([Fi, Fj], Fk)− g([Fi, Fk], Fj)− g([Fj, Fk], Fi).
With this we have
2Γ1(2,3) = c+ 1− c = −1, 2Γ
1
(3,1) = γ1 − 0 + γ1 = 2γ1, 2Γ
1
(1,2) = 0
2Γ2(2,3) = 0, 2Γ
2
(3,1) = c+ c− 1 = 2c− 1, 2Γ
2
(1,2) = 0
2Γ3(2,3) =0, 2Γ
3
(3,1) = 0− 2(−γ3) = 2γ3, 2Γ
3
(1,2) = 1 + c− c = 1.
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Since Γ1(2,3) = Γ
3
(1,2) =
1
2
and Γ1(1,2) = 0 = −Γ
3
(2,3) and they are constants, the
conditions of Proposition D.19 are fulfilled and hence ⋆F1, ⋆F2, ⋆F3 are eigenvectors of
R with eigenvalues −K,−K2,−K where
−K =F2(0) + 0−
(1
2
)2
= −
1
4
−K2 =
(1
2
)2
+ F3(γ1)− F1(γ3) + (γ1)
2 − 2 ·
1
2
· (c−
1
2
) + (γ3)
2 = −κ +
3
4
To justify somewhat our next definition, we make the following remark.
Remark D.5 Notice that if β ∈ R, β 6= 0 and gβ := β−2g then the Koszul-formula
gives,
2gβ(∇
gβ
Fi
Fj , Fk) =β
−2g([Fi, Fj ], Fk)− β−2g([Fi, Fk], Fj)− β−2g([Fj, Fk], Fi)
=2β−2Γi(j,k),
because gβ(Fi, Fj) = β
−2δij. Then, Ei := βFi, i = 1, 2, 3, is a gβ-orthonormal basis and if
(Γβ)
i
(j,k) = gβ(∇EiEj, Ek), then for every i, j, k.
β−3(Γβ)i(j,k) = β
−3gβ(∇
gβ
Ei
Ej, Ek) = gβ(∇
gβ
Fi
Fj , Fk) = β
−2Γi(j,k)
i.e. (Γβ)
i
(j,k) = βΓ
i
(j,k).
Definition D.6 A 3-dimensional Riemannian manifold (M, g) is said to belong to class
Mβ, for β ∈ R, if there exists an orthonormal frame E1, E2, E3 ∈ VF(M) with respect to
which the connection table is of the form
Γ =
 β 0 0Γ1(3,1) Γ2(3,1) Γ3(3,1)
0 0 β
 .
In this case the frame E1, E2, E3 is called an adapted frame of (M, g).
Remark D.7 For a given β ∈ R, one can say that a Riemannian space (M, g) is locally
of class Mβ, if every x ∈ M has an open neighbourhood U such that (U, g|U) is of class
Mβ. Since we are interested in local results, we usually speak of manifolds of (globally)
class Mβ.
Lemma D.8 If β 6= 0 and (M, g) is of classMβ with an adapted frame, then ⋆E1, ⋆E2, ⋆E3
are eigenvectors of R with eigenvalues −β2,−K2(·),−β2, where
−K2(x) = β
2 + E3(Γ
1
(3,1))−E1(Γ
3
(3,1)) + (Γ
1
(3,1))
2 + (Γ3(3,1))
2 − 2βΓ2(3,1), x ∈M.
Proof. Immediate from Proposition D.19, Eq. (117).
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Next lemma is the converse of what has been done before the above definition.
Lemma D.9 Let (M, g) be of class Mβ, β 6= 0, with an adapted frame E1, E2, E3.
Then M is a contact manifold of type (κ, 0) with (normalized) adapted frame Fi :=
1
2β
Ei,
i = 1, 2, 3. Moreover, κ and the structure functions c, γ1, γ3 are given by
c =
β + Γ2(3,1)
2β
, γ1 =
Γ1(3,1)
2β
, γ3 = −
Γ3(3,1)
2β
κ(x) =
K2(x)
4β2
+
3
4
, x ∈M.
Proof. From the torsion freeness of the Levi-Civita connection on (M, g) and from the
connection table w.r.t. E1, E2, E3, we get
[E1, E2] =(β + Γ
2
(3,1))E3
[E2, E3] =(β + Γ
2
(3,1))E1
[E3, E1] =− Γ
1
(3,1)E1 + 2βE2 − Γ
3
(3,1)E3.
From this and the fact that β 6= 0, the claims are immediate.
Remark D.10 (i) We notice that the classes Mβ and M−β are the same. Indeed, if
(M, g) is of class Mβ and E1, E2, E3 is an adapted orthonormal frame, then (M, g)
is of class M−β with a adapted frame F1, F2, F3 where F1 = E3, F3 = E1 (i.e. the
change of orientation of E1, E3 plane moves from Mβ to M−β). So in this sense it
would be better to speak of Riemannian manifolds of classMβ with β ≥ 0 or of class
M|β|.
(ii) If one has a Riemannian manifold (M, g) of class Mβ, then scaling the metric by
λ 6= 0 one gets a Riemannian manifold (M,λ2g) of class Mβ/λ. This follows from
Remark D.5 above.
Remark D.11 If (M, g) is of class M0, then since β = 0 and Γ
1
(1,2) = 0, one deduces
e.g. from Theorem D.14 that (M, g) is locally a warped product. Converse is easily seen
to be true i.e. that a Riemannian product manifold is locally of class M0. Hence there are
many non-isometric spaces of class M0.
To conclude this subsection, we will show that that for every β ∈ R there exist
3-dimensional Riemannian manifolds of class Mβ which are not all isometric. See also
[2].
Example D.12 (i) LetM be SO(3). There one has left-invariant vector fields E1, E2, E3
such that
[E1, E2] =E3
[E2, E3] =E1
[E3, E1] =E2
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Hence with the metric g rendering E1, E2, E3 orthonormal, we get a space (M, g) of
class M1/2. By the definition of κ and Lemma D.9 we have κ = 1 and K2 =
1
4
.
(ii) LetM be the Heisenberg groupH3. Here one has left-invariant vector fields E1, E2, E3
which satisfy
[E1, E2] =0
[E2, E3] =0
[E3, E1] =E2.
Hence M with the metric for which E1, E2, E3 are orthonormal, is of class M1/2 and
κ = 0, K2 = −
3
4
.
(iii) Take M to be SL(2). Then on M there are left-invariant vector fields with commu-
tators
[E1, E2] =−E3
[E2, E3] =−E1
[E3, E1] =E2.
If g is a metric with respect to which E1, E2, E3 are orthonormal, it follows that M
is of class M1/2, Here κ = −1, so K2 = −
7
4
.
Notice that if one takes the "usual" basis of sl(2) as a, b, c satisfying,
[c, a] = 2a, [c, b] = −2b, [a, b] = c,
then one may define e1 =
a+b
2
, e2 =
a−b
2
, e3 =
c
2
to obtain
[e1, e2] = −e3, [e2, e3] = −e1, [e3, e1] = e2.
None of the examples in (i)-(iii) of Riemannian manifolds of class Mβ with β =
1
2
are
(locally) isometric one to the other. This fact is immediately read from the different values
of K2 (constant).
Hence by Remarks D.10 and , we see that for every β ∈ R there are non-isometric
Riemannian manifolds of the same class Mβ.
D.3 Warped Products
Definition D.13 Let (M, g), (N, h) be Riemannian manifolds and f ∈ C∞(M). Define
a metric hf on M ×N
hf = pr
∗
1(g) + (f ◦ pr1)
2pr∗2(h),
where pr1, pr2 are projections onto the first and second factor ofM×N , respectively. Then
the Riemannian manifold (M×N, hf ) is called a warped product of (M, g) and (N, h) with
the warping function f .
One may write (M ×N, hf) as (M, g)×f (N, h) for short and hf as g ⊕f h if there is
a risk of ambiguity.
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We are mainly interested in the case where (M, g) = (I, s1), where I ⊂ R is an open
non-empty interval and s1 is the standard Euclidean metric on R. By convention, we
write ∂
∂r
for the natural positively directed unit (w.r.t. s1) vector field on R and identify
it in the canonical way as a vector field on the product I ×N and notice that it is also
a unit vector field w.r.t. hf .
Since needed in section 7, we formulate, and proof, (a local version of) the main
result of [11] in 3-dimensional case. The general result allows one to detect Riemannian
spaces which are locally warped products. In our setting we use it (in the below form)
to detect when a 3-dimensional Riemannian manifold (M, g) is, around a given point,
a warped product of the form (I × N, hf ), with I ⊂ R, f ∈ C
∞(I), and (N, h) a
2-dimensional Riemannian manifold.
Theorem D.14 ([11]) Let (M, g) be a Riemannian manifold of dimension 3. Suppose
that at every point x0 ∈ M there is an orthonormal frame E1, E2, E3 defined in a neigh-
bourhood of x0 such that the connection table w.r.t. E1, E2, E3 on this neighbourhood is
of the form
Γ =
 0 0 −Γ1(1,2)Γ1(3,1) Γ2(3,1) Γ3(3,1)
Γ1(1,2) 0 0

and moreover
X(Γ1(1,2)) = 0, ∀X ∈ E
⊥
2 .
Then there is a neighbourhood U of x, an interval I ⊂ R, f ∈ C∞(I) and a 2-
dimensional Riemannian manifold (N, h) such that (U, g|U) is isometric to the warped
product (I × N, hf ). If F : (I × N, hf) → (U, g|U) is the isometry in question, then
for all (r, y) ∈ I ×N ,
f ′(r)
f(r)
=− Γ1(1,2)(F (r, y))
F∗
∂
∂r
∣∣
(r,y)
=E2|φ(r,y).
Proof. Write O for the domain of E1, E2, E3. According to the main result in [11], whose
proof in our special case will be outlined below, it is enough to prove the following:
(i) E2 is a geodesic vector field and the 2-dimensional distribution E
⊥
2 is integrable.
(ii) There exists a function η ∈ C∞(O) such that for all U,W ∈ E⊥2 ,
g(∇UW,E2) = ηg(U,W )
and
g(∇U(ηE2), E2) = 0.
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(i) Since 0 = Γ2(1,2) = −g(∇E2E2, E1) and 0 = Γ
2
(3,1) = −g(∇E2E2, E3) by assumption
and since by normality 0 = Γ2(2,2) = g(∇E2E2, E2), we see that E2 is a geodesic vector
field.
As for the integrability of E2, observe that since E
⊥
2 is spanned by E1, E3 and by
assumption and torsion freeness of the Levi-Civita connection,
g([E1, E3], E2) = g(∇E1E3 −∇E3E1, E2) = Γ
1
(3,2) − Γ
2
(1,2) = 0− 0 = 0 = 0.
which shows that [E1, E3] is tangent to E
⊥
2 . This shows that condition (i) holds.
As for (ii), we see that
g(∇E1E3, E2) = Γ
1
(3,2) = 0, g(∇E3E1, E2) = Γ
3
(1,2) = 0
g(∇E1E1, E2) = Γ
1
(1,2) = −Γ
3
(2,3) = g(∇E3E3, E2).
Thus defining η := Γ1(1,2), we see that if U,W ∈ VF(M) are tangent to E
⊥
2 and hence
we may write U = aE1 + bE3, W = cE1 + dE3 for some a, b, c, d ∈ VF(M),
g(∇UW,E2) =acΓ
1
(1,2)︸ ︷︷ ︸
=η
+adΓ1(3,2)︸ ︷︷ ︸
=0
+bcΓ3(1,2)︸ ︷︷ ︸
=0
+bd Γ3(3,2)︸ ︷︷ ︸
=−Γ3
(2,3)
=η
=η(ac+ bd) = ηg(U,W ).
Finally, if U = aE1 + bE3,
g(∇U(ηE2), E2) = U(η) + η g(∇UE2, E2)︸ ︷︷ ︸
=
1
2
Ug(E2,E2)=0
= U(η) = 0.
This proves that (ii) holds.
We will now show how to construct f , (I×N, hf ) and F . First notice that a simple
computation of e.g. R(E1 ∧ E2) with respect to the frame E1, E2, E3 yields
−K = −E2(Γ
1
(1,2)) + (Γ
1
(1,2))
2.
Since E⊥2 is integrable, there is an integral manifold N of E
⊥
2 through x0. Let
r(x) = dg(N, x) be the geodesic distance from x to N . By shrinking N (such that
it still contains x0) if necessary, we may find real numbers a < 0 < b such that on
V := r−1(]a, b[) the function r is smooth. Write I =]a, b[ and define F : I ×N →M by
F (t, y) = expy(tE2|y),
which is smooth, has image actually in V and has a smooth inverse H : V → I × N
defined by
H(x) = (r(x), expx(−r(x)E2|x)).
Thus F is a diffeomorphism I ×N → V .
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Define f by an ODE
f ′(t) = −η(F (t, x0))f(t), f(0) = 1,
where η = Γ1(1,2) as above. We take I =]a, b[ a smaller interval containing 0 if necessary,
so that f(t) > 0 for all t ∈ I. Also, define the metric h on N by
h(X,Z) =
1
f(H(x))2
g(X,Z), X, Z ∈ E⊥2 |x = T |xN, x ∈ N.
Finally, we will prove that F is an isometry between (I × N, hf ) and (V, g|V ). At
first we notice that ∥∥∥∥F∗ ∂∂t ∣∣(t,y)
∥∥∥∥
g
=
∥∥E2|F (t,y)∥∥g = 1 = ∥∥∥∥ ∂∂t ∣∣(t,y)
∥∥∥∥
hf
.
Let X ∈ T |yN ⊂ T |(t,y)(I ×N). Since
F (t, y) = (πTM ◦ ΦG)(t, E2|y),
where G ∈ VF(M) is the geodesic vector field and ΦG its flow, we get that
F∗X = J(E2|y,X,∇XE2)(t),
where for u,A,B ∈ T |xM , J(u,A,B)(t) is the Jacobi field of (M, g) along t 7→ expx(tu)
with initial conditions J(u,A,B)(0) = A, ∇ ∂
∂t
∣∣
0
J(u,A,B)(t) = B. One easily computes that
∇XE2 = −η(y)X.
Because ∇E2E1 = −Γ
2
(3,1)E3, ∇E2E3 = Γ
2
(3,1)E1, we have that for any vector field U
perpendicular to E2, the covariant derivative ∇E2U is also perpendicular to E2. This
implies that if we set γ(t) := F (t, y) = expy(tE2|y), then P
t
0(γ)X is perpendicular to
E2, whose integral curve γ is (since E2 is a geodesic vector field).
With this noticed, we take as an ansatz for the Jacobi field J(E2|y,X,∇XE2)(t) a vector
field J(t) along γ of the form
J(t) = λ(t)P t0(γ)X.
This satisfies
R(γ˙(t), J(t))γ˙(t) = −K(γ(t))(γ˙(t) ∧ J(t))γ˙(t) = −K(γ(t))J(t).
Moreover, J(0) = λ(0)X,
∇γ˙(t)J = λ
′(t)P t0(γ)X,
so ∇γ˙(t)J(0) = λ
′(0)X and
∇γ˙(t)∇γ˙J = λ
′′(t)P t0(γ)X =
λ′′(t)
λ(t)
J(t)
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and thus we see that, in order to make J(t) a Jacobi field with the same initial conditions
as for J(u,A,B)(t), we should choose λ as a solution to
λ′′(t) = −K(γ(t))λ(t), λ(0) = 1, λ′(0) = −η(y).
By uniqueness of solutions to 2nd order ODE, we hence have J(E2|y,X,∇XE2)(t) = J(t)
i.e.
F∗X = λ(t)P t0(γ)X.
Now one also has
−K(γ(t)) = −E2|γ(t)(η) + η(γ(t))
2 =
d
dt
(f ′(t)
f(t)
) +
(f ′(t)
f(t)
)2
=
f ′′(t)
f(t)
,
Since f(0) = 1 = λ(0), f ′(0) = −η(y)f(0) = −η(y) = λ′(0), we see that λ(t) = f(t) for
all t ∈ I and hence
F∗X = f(t)P t0(γ)X.
Thus we finally have
‖F∗X‖
2
g = f(t)
2 ‖X‖2g = ‖X‖
2
hf
which establishes the fact that F is an isometry (I ×N, hf)→ (V, g|V ). Notice that by
definition of F ,
F∗
∂
∂r
∣∣
(r,y)
=
d
dt
∣∣
r
F (t, y) =
d
dt
∣∣
r
expy(tE2|y) = E2|F (t,y),
since E2 is a geodesic vector field.
We still need to prove first of the formulas at the end of the statement of the
theorem. Let (r, y) ∈ I × N . Choose a path γ in N from x0 ∈ N to y ∈ N . Since
t 7→ (r, γ(t)) is perpendicular to ∂
∂r
|(r,γ(t)) in I×N , it follows that, since F is an isometry,
t 7→ F (r, γ(t)) is perpendicular to E⊥2 . Hence
d
dt
Γ1(1,2)(F (r, γ(t))) = 0, which implies
that Γ1(1,2)(F (r, x0)) = Γ
1
(1,2)(F (r, y)). On the other hand, by the definition of f and η,
one has f
′(r)
f(r)
= −Γ1(1,2)(F (r, x0)). This completes the proof.
Following example shows how to build constant curvature spaces from other constant
curvature spaces as a warped product illustrates the concept. The example will also be
used in the proof of Proposition 7.28.
Example D.15 In this example we show how one can locally write a 3-dimensional
Riemannian manifold (M, g) of constant curvature K as a warped product (I × N, hf),
where I is an open real interval containing 0 and (N, h) is a 2-dimensional space of constant
curvature.
Let σ,K ∈ R and take any 2-dimensional Riemannian space (N, h) of constant curvature
σ, let a, b ∈ R, a > 0, and take f to be the solution to
f ′′(t) = −Kf(t), f(0) = a, f ′(0) = b.
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This solution is positive for at least some open interval I ⊂ R containing 0. Since
d
dt
(Kf(t)2 + f ′(t)2) = 2Kf(t)f ′(t) + 2f ′(t)f ′′(t) = 2f(t)f ′(t)− 2Kf ′(t)f(t) = 0,
we have
Kf(t)2 + f ′(t)2 = Kf(0)2 + f ′(0)2 = Ka2 + b2.
Compute also
d
dt
(−σ + f ′(t)2
f(t)2
)
=
2f ′(t)f ′′(t)f(t)2 − 2f(t)f ′(t)(−σ + f ′(t)2)
f(t)4
=
−2f ′(t)f(t)(Kf(t)2 + f ′(t)2) + 2σf(t)f ′(t)
f(t)4
=
−2f ′(t)f(t)(Ka2 + b2) + 2σf(t)f ′(t)
f(t)4
=− 2(Ka2 + b2 − σ)
f ′(t)
f(t)4
and define
SK := {(a, b, σ) ∈ R
3 | a > 0, Ka2 + b2 = σ}.
If (a, b, σ) ∈ SK , it follows that
d
dt
(−σ+f ′(t)2
f(t)2
)
= 0 and hence
−σ + f ′(t)2
f(t)2
=
−σ + b2
a2
= −K.
Suppose y ∈ N , t ∈ R and that X,Z,∈ T |yN are h-orthonormal. We consider X,Z
and T := ∂
∂t
|t, where
∂
∂t
is the canonical positively directed vector field on I ⊂ R, as vectors
in T |(t,y)(I ×N) in the usual way. Then by [24], Chapter 7, Proposition 42, we get (notice
that there the definition of the curvature tensor differs by sign from ours),
Rhf (X, T )T =KX
Rhf (X,Z)T =0
Rhf (T,X)Z =0
Rhf (T,X)X =Kf(t)2T
Rhf (X,Z)X =(−σ + f ′(t)2)Z.
Thus ifX,Z is an h-orthonormal frame onN , it follows that E1 :=
1
f
X, E2 := T , E3 :=
1
f
Z
is an g-orthonormal frame on I ×N and
Rhf (E1 ∧ E2) = −KE1 ∧ E2
Rhf (E2 ∧ E3) = −KE2 ∧ E3
Rhf (E3 ∧ E1) =
−σ + f ′(t)2
f(t)2
E3 ∧ E1.
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Hence for every choice (a, b, σ) ∈ SK we get also that Rhf (E3 ∧ E1) = −KE3 ∧ E1
which then allows us to conclude that (I ×N, hf) is a space of constant curvature K.
For any (a, b) ∈ R2 with a > 0, one may define as σ(a, b) = Ka2+b2, which then implies
that (a, b, σ(a, b)) ∈ SK and hence the set {(a, b) ∈ R2 | ∃σ ∈ R s.t. (a, b, σ) ∈ SK} is the
open right half-plane of R2.
The conclusion here is that for every K ∈ R and a, b ∈ R with a > 0, one can construct
a warped product (I × N, hf) which has constant curvature K and where N is a space
of constant curvature (with curvature Ka2 + b2) and that the warping function satisfies:
f(0) = a, f ′(0) = b. This will be used in the proof of Proposition D.12.
Here we will make a remark about the intersection of the classes Mβ and the class
of warped products of the form (I, s1)×f (N, h) with (N, h) two-dimensional.
Remark D.16 Suppose that a Riemannian 3-manifold (M, g) is at the same time a
warped product (I×N, hf) and belongs to classMβ, with E1, E2, E3 an adapted frame. As
a warped product, the curvature tensorR has eigenvalues (functions)−K(·),−K2(·),−K(·)
(with some eigenvector fields) where −K(r, y) = f
′′(r)
f(r)
. Since as aMβ, the operator R has
eigenvalues −β2,−K ′2(·),−β
2, we must have (taking any combination) that K = β2 is a
constant and K ′2 = K2 everywhere on M . Let us now consider three different cases:
(i) If β = 0, then it immediately follows that (M, g) is a Riemannian product, since f is
constant.
(ii) Suppose that β 6= 0 and K2(r0, y0) 6= β2 at some point (r0, y0) ∈ M . Then there is
a neighbourhood U of (r0, y0) where K2 6= β2. It follows that E2|(r,y) = ±
∂
∂r
∣∣
(r,y)
for
(r, y) ∈ U , from which it follows that in the connection table w.r.t. E1, E2, E3 one
must have also Γ1(1,2)(r, y) = 0 and β = Γ
1
(2,3)(r, y) = 0 for all (r, y) ∈ U . Therefore
−f
′′(r)
f(r)
= K = β2 = 0 for all r ∈ I, which implies that f ′(r) is a constant function.
But Γ1(1,2)(r, y) = −
f ′(r)
f(r)
vanishes on U , hence f ′(r) vanishes for some r and hence
f ′(r) = 0 for all r ∈ I. This implies that (M, g) is a Riemannian product.
(iii) If β 6= 0 and K2(r, y) = β
2, then (M, g) has a constant curvature β2 and hence is
locally isometric to a sphere of curvature β2.
As a conclusion, if a warped product (M, g) = (I × N, hf) belongs to class Mβ, then
either it is (a) a Riemannian product (β = 0, f constant) or (b) a space of constant
curvature β2. Both (a) and (b) occur if and only if (M, g) is flat.
D.4 Technical propositions
Since we will be dealing frequently with orthonormal frames and connection coefficients,
it is convenient to define the following concept.
Definition D.17 Let (M, g) be a 3-dimensional Riemannian manifold. If E1, E2, E3 is
an orthonormal frame of M defined on an open set U , then Γj(i,k) = g(∇EjEi, Ek), we call
219
the matrix
Γ =
Γ1(2,3) Γ2(2,3) Γ3(2,3)Γ1(3,1) Γ2(3,1) Γ3(3,1)
Γ1(1,2) Γ
2
(1,2) Γ
3
(1,2)
 ,
the connection table w.r.t. E1, E2, E3. To emphasize the frame, we may write Γ =
Γ(E1,E2,E3).
Remark D.18 (i) Since E1, E2, E3 is orhonormal, one has Γ
i
(j,k) = −Γ
i
(k,j) for all
i, j, k. These relations mean that to know all the connection coefficients (of an
orthonormal frame), it is enough to know exactly 9 of them. It is these 9 coefficients,
that appear in the connection table.
(ii) Here it is important that the frame E1, E2, E3 is ordered and hence one should speak
of the connection table w.r.t. (E1, E2, E3) (as in the notation Γ = Γ(E1,E2,E3)), but
since we always list the frame in the correct order, there will be no room for confusion.
(iii) Notice that the above connection table could be written as Γ = [(Γj⋆i)
i
j], if one writes
⋆1 = (2, 3), ⋆2 = (3, 1) and ⋆3 = (1, 2) i.e.
Γ =
Γ1⋆1 Γ2⋆1 Γ3⋆1Γ1⋆2 Γ2⋆2 Γ3⋆2
Γ1⋆3 Γ
2
⋆3 Γ
3
⋆3
 .
Proposition D.19 Suppose (M, g) is a 3-dimensional Riemannian manifold and in some
neighbourhood of x ∈M there is an orthonormal frame E1, E2, E3 defined on an open set
U with respect to which the connection table is of the form
Γ =
Γ1(2,3) 0 −Γ1(1,2)Γ1(3,1) Γ2(3,1) Γ3(3,1)
Γ1(1,2) 0 Γ
1
(2,3)
 ,
on U , and moreover it holds that
V (Γ1(2,3)) = 0, V (Γ
1
(1,2)) = 0, ∀V ∈ E2|
⊥
y , y ∈ U,
Then the following are true:
(i) For every y ∈ U , ⋆E1|y, ⋆E2|y, ⋆E3|y are eigenvectors of R with eigenvalues−K(y),−K2(y),−K(y),
respectively (i.e. the eigenvalues of ⋆E1|y and ⋆E3|y coincide).
(ii) If Γ1(2,3) 6= 0 on U and if U is connected, it follows that on U the coefficient Γ
1
(2,3) is
constant, Γ1(1,2) = 0 and K(y) = (Γ
1
(2,3))
2 (constant). Hence (U, g|U) is of class Mβ,
for β = Γ1(2,3).
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(iii) If Γ1(2,3) = 0 in the open set U , then every y ∈ U has a neighbourhood U
′ ⊂ U such
that (U ′, g|U ′) is isometric to a warped product (I ×N, hf) where I ⊂ R is an open
interval. Moreover, if F : I ×f N → (U ′, g|U ′) is the isometry in question, then
f ′(r)
f(r)
=− Γ1(1,2)(F (r, y)), ∀(r, y) ∈ I ×N
F∗
∂
∂r
∣∣
(r,y)
=E2|F (r,y).
Moreover, one has
0 =−E2(Γ
1
(2,3)) + 2Γ
1
(1,2)Γ
1
(2,3) (115)
−K =−E2(Γ
1
(1,2)) + (Γ
1
(1,2))
2 − (Γ1(2,3))
2 (116)
−K2 =E3(Γ
1
(3,1))− E1(Γ
3
(3,1)) + (Γ
1
(3,1))
2 + (Γ3(3,1))
2 (117)
− 2Γ1(2,3)Γ
2
(3,1) + (Γ
1
(1,2))
2 + (Γ1(2,3))
2
Proof. (i) We begin by computing in the basis ⋆E1, ⋆E2, ⋆E3 that
R(E3 ∧ E1) =
−Γ1(1,2)Γ3(3,1)
Γ1(2,3)
 ∧
Γ1(2,3)Γ1(3,1)
Γ1(1,2)
 +
E3(Γ1(2,3))E3(Γ1(3,1))
E3(Γ
1
(1,2))
−
−E1(Γ1(1,2))E1(Γ3(3,1))
E1(Γ
1
(2,3))

+ Γ1(3,1)
Γ1(2,3)Γ1(3,1)
Γ1(1,2)
− 2Γ1(2,3)
 0Γ2(3,1)
0
+ Γ3(3,1)
−Γ1(1,2)Γ3(3,1)
Γ1(2,3)
 =
 0−K2
0
 ,
where we omitted the further computation of row 2 and wrote it simply as −K2 and use
the fact that Ei(Γ
1
(1,2)) = 0, Ei(Γ
1
(2,3)) = 0 for i ∈ {1, 3}. Thus ⋆E2|y is an eigenvector
of R|y for all y.
Now fix y ∈ U . Since R|y is a symmetric linear map ∧2T |yM to itself and since
⋆E2|y is an eigenvector for R|y, we know that the other eigenvectors lie in ⋆E2|y, which is
spanned by ⋆E1|y, ⋆E3|y. By rotating E1, E3 among themselves by a constant matrix, we
may well assume that ⋆E1|y, ⋆E3|y are eigenvectors of R|y corresponding to eigenvalues,
say, −K1(y),−K3(y). We want to show that K1(y) = K3(y).
Computing R|y(E1∧E2) in the basis ⋆E1|y, ⋆E2|y, ⋆E3|y gives (we write simply Γ
i
(j,k)
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for Γi(j,k)(y) etc.) 00
−K3(y)
 =R|y(⋆E3) = R|y(E1 ∧ E2)
=
Γ1(2,3)Γ1(3,1)
Γ1(1,2)
 ∧
 0Γ2(3,1)
0
 +
 0E1(Γ2(3,1))
0
−
E2(Γ1(2,3))E2(Γ1(3,1))
E2(Γ
1
(1,2))

+ Γ1(1,2)
Γ1(2,3)Γ1(3,1)
Γ1(1,2)
− (Γ1(2,3) + Γ2(3,1))
−Γ1(1,2)Γ3(3,1)
Γ1(2,3)

=
 −E2(Γ1(2,3)) + 2Γ1(1,2)Γ1(2,3)E1(Γ2(3,1))−E2(Γ1(3,1)) + Γ1(1,2)Γ1(3,1) − (Γ1(2,3) + Γ2(3,1))Γ3(3,1)
−E2(Γ1(1,2)) + (Γ
1
(1,2))
2 − (Γ1(2,3))
2
 ,
from where
−K3(y) =− E2|y(Γ
1
(1,2)) + (Γ
1
(1,2)(y))
2 − (Γ1(2,3)(y))
2.
Similarly, computing R|y(E2 ∧ E3) in basis ⋆E1|y, ⋆E2|y, ⋆E3|y,−K1(y)0
0
 =R|y(⋆E1) = R|y(E2 ∧ E3)
=
 0Γ2(3,1)
0
 ∧
−Γ1(1,2)Γ3(3,1)
Γ1(2,3)
+
−E2(Γ1(1,2))E2(Γ3(3,1))
E2(Γ
1
(2,3))
−
 0E3(Γ2(3,1))
0

− (Γ2(3,1) + Γ
1
(2,3))
Γ1(2,3)Γ1(3,1)
Γ1(1,2)
− Γ1(1,2)
−Γ1(1,2)Γ3(3,1)
Γ1(2,3)

=
 −E2(Γ1(1,2))− (Γ1(2,3))2 + (Γ1(1,2))2E2(Γ3(3,1))−E3(Γ2(3,1))− (Γ2(3,1) + Γ1(2,3))Γ1(3,1) − Γ1(1,2)Γ3(3,1)
E2(Γ
1
(2,3))− 2Γ
1
(1,2)Γ
1
(2,3)

leads us to
−K1(y) = −E2|y(Γ
1
(1,2))− (Γ
1
(2,3)(y))
2 + (Γ1(1,2)(y))
2.
By comparing to the result of the computations of R|y(E1 ∧ E2) and R|y(E2 ∧ E3)
implies that K1(y) = K3(y). In other words, if one writes K(y) for this common value
K1(y) = K3(y), one sees that E2|⊥y is contained in the eigenspace of R|y corresponding
to the eigenvalue −K(y). This finishes the proof of (i).
(ii) Suppose now that Γ1(2,3) 6= 0 on an open connected subset U of πODR (q0),M(O).
Then since E1(Γ
1
(2,3)) = 0, E3(Γ
1
(2,3)) = 0 on U , one has, on U ,
[E3, E1](Γ
1
(2,3)) = E3(E1(Γ
1
(2,3)))E1(E3(Γ
1
(2,3))) = 0.
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On the other hand,
[E3, E1] = −Γ
1
(3,1)E1 + 2Γ
1
(2,3)E2 − Γ
3
(3,1)E3,
so
0 =[E3, E1](Γ
1
(2,3)) = −Γ
1
(3,1)E1(Γ
1
(2,3)) + 2Γ
1
(2,3)E2(Γ
1
(2,3))− Γ
3
(3,1)E3(Γ
1
(2,3))
=2Γ1(2,3)E2(Γ
1
(2,3)).
Since Γ1(2,3) 6= 0 everywhere on U , one has E2(Γ
1
(2,3)) = 0 on U . Because E1, E2, E3 span
TM on U , we have that all the derivatives of Γ1(2,3) vanish on U and thus it is constant.
From first row of the computation of R(E1 ∧ E2) in the case (ii) above, one gets
0 = −E2(Γ
1
(2,3)) + 2Γ
1
(1,2)Γ
1
(2,3) = 2Γ
1
(1,2)Γ
1
(2,3),
which implies Γ1(1,2) = 0 on U . Finally from the last row computation of R(E1 ∧ E2)
(recall that K1(y) = K3(y) =: K(y))
−K(y) = −E2(Γ
1
(1,2)) + (Γ
1
(1,2))
2 − (Γ1(2,3))
2 = −(Γ1(2,3))
2.
This concludes the proof of (ii).
(iii) This case follows from Theorem D.14.
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