We prove a new lower bound for the number of distinct languages accepted by binary symmetric difference automata (⊕-NFAs), and compare that to Domaratzki's results (J. Automata Languages Combin. 7(4) (2002) 469) for (traditional) binary nondeterministic finite automata (NFAs). We also show that there are certain regular languages which are accepted by succinct ⊕-NFAs, but for which no succinct traditional NFA exists.
Introduction
It is a well-known theoretical fact that nondeterministic finite automata (NFAs) are exponentially more succinct than deterministic finite automata (DFAs) [7] , where we take the number of states as our measure of succinctness. However, this advantage of NFAs can often not be exploited in practical applications, as the theoretical bound is only achieved in quite specific situations. The question that interests us is not so much whether an NFA provides a succinct representation, but rather when (for which languages), and how often, it provides a succinct representation. Or, more formally, we are interested in the number E k (n, r) of distinct regular languages over k alphabet symbols, accepted by n-state NFAs, for which the equivalent minimal DFA has r states (0 r 2 n ). Little is known about E k (n, r), even for traditional NFAs. Domaratzki [3] investigated the specific case of E 2 (n, 2 n ) for traditional NFAs.
Symmetric difference automata (⊕-NFAs) have interesting succinctness properties. In particular, n-state unary ⊕-NFAs can have equivalent minimal DFAs with 2 n − 1 states, which is not possible in the case of traditional NFAs [10] . Experimental results in [10] also indicate that ⊕-NFAs are more often succinct than traditional NFAs. In [12] we therefore considered E 2 (n, 2 n ) for ⊕-NFAs, and showed a lower bound for this value which is comparable to the lower bound for traditional NFAs. In this paper, we improve upon that result to give a new lower bound for E 2 (n, 2 n ) for ⊕-NFAs.
Note that for unary ⊕-NFAs, E 1 (n, 2 n ) was fully characterized in [13] , to the extent that the precise unary regular languages, for which the ⊕-NFAs offer succinct descriptions, were given. Many of these results for unary ⊕-NFAs followed by showing an equivalence between unary ⊕-NFAs and linear feedback shift registers (LFSRs) [5] , used in electrical engineering and circuit design. 1 The rest of this paper is organized as follows: We first define the generalization of NFAs known as -NFAs in Section 2. Then, in Section 3, we investigate E 2 (n, 2 n ) for ⊕-NFAs in more detail. Finally, in Section 4, we look at the relationship between the set of regular languages which have succinct descriptions with ⊕-NFAs, and the set of regular languages which have succinct descriptions with traditional NFAs.
Definitions
In [11] , -NFAs were defined; we briefly recap these definitions below. We assume that the reader has a basic knowledge of automata theory and formal languages, as for example in [8] .
Definition of -NFAs
, where Q is the finite nonempty set of states, is the finite non-empty input alphabet, q 0 ⊆ Q is the set of start states and F ⊆ Q is the set of final states. The transition function is given by , such that : Q × → 2 Q , and is any associative commutative binary operation on sets.
The transition function can be extended to :
for any a ∈ and A ∈ 2 Q . Also, can be extended to * : 2 Q × * → 2 Q as follows:
The correspondence between unary ⊕-NFAs and LFSRs implies that all the known applications of LFSRs can be implemented using a variant of traditional nondeterminism. These include random number generation [11] , cryptology [1] , hashing, and others. for any a ∈ , w ∈ * and A ∈ 2 Q . To obtain a ⊕-NFA, every occurrence of is replaced by ⊕ in Definition 1 and in the extension of the transition function :
for any a ∈ and A ∈ 2 Q .
, and let w be a word in
Other possible definitions of acceptance were discussed in more detail in [10] . Proof. By the well-known subset construction [8] , but use (1) to calculate the transition table of the DFA. See [10] for more details.
We also make use of the following terminology in the rest of this paper.
Definition 4.
Let M be a ⊕-NFA, and let M be the DFA obtained by applying the subset construction to M. Then we refer to M as a ⊕-DFA.
In the rest of this paper, we loosely refer to a succinct ⊕-NFA to indicate an instance of an n-state ⊕-NFA for which the minimal equivalent DFA has (f (n)) states, where f (n) is exponential in n.
with given by (see also Fig. 1 ) If is taken as union, M is a traditional NFA, and its equivalent DFA M = {Q , {a, b}, , [q 1 ], F } can be obtained by the subset construction, with given by
If M were a ⊕-NFA, the subset construction must be applied using symmetric difference instead of union, and then the transition function of its equivalent DFA M is given by
We digress slightly to summarize the known results about the succinctness of unary ⊕-NFAs, as we use these results again in Section 3.
Unary ⊕-NFAs
It was shown in [13] that a unary n-state ⊕-NFA can be encoded as an n × n binary matrix A over the Galois field GF(2): 2 For every state q i ∈ Q, let
With each such matrix A can be associated a characteristic polynomial c(X) in GF (2), where c(X) = det(A − XI). The properties of c(X) determine the cycle structure of the DFA equivalent to the unary ⊕-NFA (the ⊕-DFA). In particular, if an n-state unary ⊕-NFA M is encoded as a binary matrix A with characteristic polynomial c(X), and c(X) is primitive and irreducible over GF (2) , then the equivalent unary ⊕-DFA has 2 n − 1 states in a single cycle. Moreover, if the matrix A is nonsingular, then all the states of the ⊕-DFA lie on a number of cycles of calculable length. On the other hand, if the matrix A is singular, the ⊕-DFA shows transient behaviour. In this case, various sequences of states are attached to the states in the cycles in a tree-like fashion (see [13] for more detail). We illustrate these situations in the example below.
Example 6. Case 1: A nonsingular, c(X) primitive and irreducible: Let M be a unary ⊕-NFA defined by
with given by
The equivalent DFA has a cyclic structure with 7 = 2 3 − 1 states in the cycle:
This follows from the fact that the corresponding matrix A for M is given by Note that this DFA has three cycles, of lengths four, two and one (and the trivial cycle on the empty set, which we did not show). This follows from the fact that c(X) = (X − 1) 3 is not primitive and irreducible. However, the matrix A is still nonsingular, and therefore the DFA does not show any transient behaviour.
Case 3: A singular:
The equivalent DFA is given (in diagrammatic form) by . By counting the number of primitive irreducible polynomials in GF(2), one can set a lower bound for the number of succinct unary ⊕-NFAs: Proof. The above theorem has been proved in [13] .
A lower bound for E 2 (n, 2 n ) for ⊕-NFAs
We are interested in a lower bound for the number of distinct languages accepted by binary n-state ⊕-NFAs. Domaratzki et al. [3] showed that, in the case of traditional NFAs, there are at least 2 n−2 different languages accepted by an n-state binary NFA, for which the minimal equivalent DFA has 2 n states. In this section, we give a better lower bound for the binary ⊕-NFAs.
The next theorem shows that, for some n, there are at least 2 n different languages accepted by succinct binary n-state ⊕-NFAs. Let S be any subset of {q 0 , q 1 , . . . , q n−1 }, and define as
Since S is an arbitrary subset of Q, this gives rise to 2 n different ⊕-NFAs. Each of the ⊕-DFAs has 2 n − 1 reachable states, since the transition function over the alphabet symbol a generates a cycle of length 2 n − 1 [4, 13] .
Each of the ⊕-DFAs is minimal. To see this, note that the only final state in M is q n−1 , so that there are exactly f = 2 n−1 final states in the ⊕-DFA, and 2 n−1 − 1 non-final states. The ⊕-DFA contains a cycle of length 2 n − 1 (on the word a 2 n −1 ), and hence any two given states can be equivalent only if this cycle contains a repeating pattern of final and nonfinal states. If the cycle is the repetition p times of a pattern, then p divides both f and f − 1. Hence, p = 1. Each ⊕-DFA is therefore minimal.
It remains to show that each of the ⊕-NFAs accepts a unique language. Consider any two of the ⊕-NFAs, say M S and M S , so that M S (q n−1 , b) = S and M S (q n−1 , b) = S .
On the word a n−1 b, the corresponding ⊕-DFAs are in the states [S] and [S ], respectively. If q n−1 ∈ S and q n−1 ∈ S , then M S accepts the word a n−1 b, but M S does not.
On the other hand, suppose that both S and S contains the final state q n−1 . Then there must exist some k, 1 k 2 n − 1, such that a n−1 ba k is accepted by M S , but not by M S (otherwise, the cycle on the alphabet symbol a would contain a repeating pattern).
The same argument holds if neither one of S and S contains the final state.
It is known that a primitive irreducible polynomial over GF(2) exists for any n [5] , and hence we put the following corollary:
Corollary 9. For any n, it holds that there are at least 2 n distinct languages accepted by an n-state binary ⊕-NFA, for which the minimal DFA accepting the language has 2 n − 1 states.
Proof.
To prove the corollary, construct a ⊕-NFA as in Theorem 8 above. The transition function on alphabet symbol b will be as above, but the transition function on alphabet symbol a may correspond to any irreducible primitive polynomial. Each of the ⊕-DFAs will then have 2 n − 1 reachable states, each would be minimal and each would accept a unique language by the same arguments as in the proof above.
Recalling from Section 2 the number of primitive irreducible polynomials over GF (2), we give the improved lower bound for E 2 (n, 2 n ). Proof. Directly from Theorem 7 and Corollary 9.
In the next section, we consider the relationship between regular languages having a succinct description using traditional NFAs on the one hand, and ⊕-NFAs on the other hand.
The relationship between
Let S k (n, m, ) denote the set of all regular languages accepted by any -NFA with n states over an alphabet with cardinality k, such that the equivalent minimal DFA has exactly m states. We are interested in the relationship between S k (n, 2 n , ∪) and S k (n, 2 n , ⊕).
We first show that there are certain languages which have succinct descriptions with ⊕-NFAs, but for which there is no succinct description with traditional NFAs.
Theorem 11. For any n > 2, there exists some language L n such that L n has a succinct description with a unary ⊕-NFA, but there is no succinct description with a unary (traditional) NFA.
Proof. For unary -NFAs, Chrobak showed that |S 1 (n, 2 n , ∪)| = 0 [2] , while |S 1 (n, 2 n , ⊕)| = 1 n (2 n − 1) [13] , where (t) is the Euler -function as before. In particular, any of the languages L = k∈A {a i(2 n−1 −1)+k |i 0}, where A ⊆ {0, 1, 2, . . . , 2 n − 3}, is accepted by a unary ⊕-NFA with n states [10] . By Chrobak's result, there are no traditional n-state NFAs which accept any of these languages for n > 2. Hence, there are regular languages which have succinct descriptions with ⊕-NFAs, but for which there is no succinct description with traditional NFAs.
We now show that S k (n, 2 n , ∪) ∩ S k (n, 2 n , ⊕) = ∅. Proof. Define a ∪-NFA M n = ({0, . . . , n − 1}, {a, b, c}, , 0, F, ∪), with F = {0} and given by
Now, for any subset A of {0, . . . , n − 1} it holds that j ∈A (A, ) = ∅ for any ∈ . Hence M n generates exactly the same DFA either as a ∪-NFA or as a ⊕-NFA.
For the ∪-NFA case Leiss [6] proved succinctness. Since the DFAs corresponding to the ⊕-NFA and the ∪-NFA are identical, and F contains only one final state, the result also holds for the ⊕-NFA.
Corollary 13.
Suppose that M is any n-state co-deterministic -NFA. Then there is a family of languages {L n } n>0 such that L n is recognized by the n-state ∪-NFA M which, when interpreted as a ⊕-NFA, also recognizes L n .
Proof. If M is co-deterministic, then for any subset A of {0, . . . , n − 1} it holds that j ∈A (A, ) = ∅, for any ∈ . It is still an open question whether there exist any languages which can be succinctly represented by traditional NFAs but not by ⊕-NFAs.
Conclusion
We compared traditional NFAs and ⊕-NFAs, and proved a new lower bound on the number of distinct regular languages succinctly accepted by binary ⊕-NFAs. This lower bound is better than the bound known for traditional binary NFAs. We proved the existence of a family of languages which can be accepted succinctly by both traditional NFAs and ⊕-NFAs, and showed that there are languages which have succinct descriptions with ⊕-NFAs but not with traditional NFAs.
