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Abstract 
Climate change is a significant issue in today’s society as countries work towards 
decarbonising the economic sectors that contribute to significant greenhouse gas 
emissions. The electric vehicle (EV) is proposed as a solution to reduce the level of 
emissions in the transport sector. However, if an EV is powered by an electrical fossil 
fuelled source, their penetration into the UK market will have minimal mitigating 
effects, as emissions will simply shift from the transport sector to the energy production 
sector. 
Limited research has evaluated the loss of propulsion energy as a result of operating on-
board climate control systems, and has focused more on traction energy. Unlike 
conventional fossil fuelled vehicles, EVs do not produce waste heat to warm the interior 
space of the vehicle. The present research found that up to 30% of a vehicle’s total 
energy consumed per trip is allocated to heating requirements, thus the present research 
developed a temperature predicting numerical algorithm to compute indoor cabin 
temperatures. The vehicle was exposed to ambient climate conditions with an auxiliary 
heating or cooling system to evaluate this thermal model. The numerical algorithm 
could predict the temperature of a cabin space under solar space heating conditions with 
62% more accuracy than previously developed models when comparing the Root Mean 
Square Error performance indicator. The presently developed temperature prediction 
algorithm may be applied to a route planning application, thus indicating the electrical 
energy required by the vehicle’s battery for users to increase or decrease the desired 
temperature level. 
Additionally, this study investigated the ability of a renewable energy resource to 
decarbonise the vehicle’s built-in climate control system. Integrating solar panels on the 
roof and bonnet of an EV to power an auxiliary climate control system reduced the 
electrical loading required to reach the occupant’s thermal comfort. By installing an 
auxiliary heating system to increase cabin temperature by 2 or 5°C, the present research 
found that energy consumption of the built-in climate control system was reduced by 
22% or 57%, respectively. This illuminates the potential an auxiliary climate control 
system has in improving the thermal performance of EVs.  
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Chapter 1 Introduction 
1.1 Introduction  
Automobiles are a valued commodity in many people’s lives, but there are many topical 
issues facing the transport sector as a result of the growth in automobile ownership and 
the environmental impact this has. Governments have intervened to tackle many of 
these environmental issues by setting targets to reduce emissions from fossil fuel 
dependant vehicles. The electric vehicle (EV) is a popular solution to many of these 
environmental issues that governments, stakeholders, and individuals face today. Due to 
the increase in popularity, research has focused on EV’s traction energy consumption 
and how to extend vehicle range. The present research focuses on the heating and 
cooling system of the EV and how it can be optimised to allow a larger quantity of 
energy to be diverted to traction energy. This chapter presents background information 
on where the EV stands in the current automobile market and its role in working 
towards a sustainable transport network. Additionally, this chapter highlights the gaps in 
knowledge that the present research aims to target and justifies why this research is 
appropriate and contributes to current knowledge. 
1.2 Background 
1.2.1 Energy summary of the transport sector  
The automobile has become crucial in our daily lives, mainly in developed countries, 
for commuting, business, and recreational purposes. At the end of the first quarter of 
2017, the Department for Transport (2017a) reported that there were over 32 million 
cars on UK roads. The growth of the automobile market continues to rise, as can be 
seen in Figure 1.1, which also shows that in 1950, few people had access to passenger 
vehicles. Vehicle ownership has increased over the decades and there has been an 
increasing trend in recent years in households that have access to two or more vehicles. 
As a result of this increasing culture of owning more than one vehicle, the EV may find 
its place as an appropriate secondary vehicle. The EV may demote the internal 
combustion engine vehicle (ICEV) to the household’s second vehicle and the EV could 
act as the primary vehicle. In September, 2017, the Scottish Government announced a 
commitment to phase out new fossil fuelled vehicles by 2032, eight years before the UK 
government’s target (SNP, 2017). Thus, this commitment forecasts that EVs will play a 
dominant role in Scottish and UK households in the coming years by phasing out 
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conventional vehicles. The ICEV may be used when the vehicle range and limited 
availability of supporting infrastructure prohibits the use of the EVs, while the EV can 
be used predominantly for short daily commuting and recreational journeys. At the end 
of the first quarter in 2017, there were 91,714 plug-in EVs in the UK (DfT, 2017b). 
Though it is encouraging to see a positive trend in EV uptake, this still only represents 
0.29% of the total number of vehicles on UK roads, thus further work is required to 
incentivise drivers to move towards purchasing an EV. 
 
Figure 1.1 Percentage of households in the UK with access to no vehicle, one and two or more vehicles (DfT, 2016) 
The Fifth Assessment Report of the Intergovernmental Panel on Climate Change has 
stated that to prevent a global temperature increase by 2°C, developing countries must 
reduce greenhouse gas emissions by 80% or more by 2050, using 1990 emission values 
as the baseline figure (IPCC, 2014). The Department of Energy and Climate Change 
published a report stating that the energy supply and transport sectors respectively 
released 163.8 and 117.9 million tonnes of CO2 equivalent into the atmosphere in 2014 
(DECC, 2016). Figure 1.2 shows the UK’s greenhouse gas emission by sector with a 
23% contribution from the transport sector, making it the second largest contributor. 
Thus, EVs are being proposed as a solution to mitigate the emission of these harmful 
gasses. UK emissions fell by 1.1% in 2013 as a result of improved vehicle fuel 
efficiency (UK Committee on Climate Change, 2016). However, in 2014, as a result of 
the fall in fuel prices, usage and transport emissions increased by 1%. To reduce 
harmful emissions in the transport sector, it is vital to ensure that the introduction of 
transport modes, like EVs, do not shift the emissions from the transport sector to the 
energy supply sector, so there will be no impact on total global emissions. Therefore, 
-
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the integrity of this ‘green’ mode of transport depends on the nature of the energy 
source that recharges EV batteries.  
  
Figure 1.2 United Kingdom’s greenhouse gas emissions by sector for 2014 (DECC, 2016) 
1.2.2 Reintroducing the electric vehicle 
Many perceive the EV as a new technology one that is restricted to limited, short-range 
applications (e.g. milk floats). However, this automobile existed prior to the discovery 
of the ICEV. Serra (2012) reviews the evolution of the automobile industry, including 
the first steam powered carriage by Richard Trevithick in 1801, to the first direct-
current electric motor by Thomas Davenport in 1834, to the introduction of the ICEV’s 
mass production lines by Henry Ford in 1911.  
The vehicle was and is a statement of one’s social class; this has not changed from post 
horse-powered transport times when only the elite in society could afford a battery 
powered vehicle. The introduction of the ICEV production line or mass production by 
Ford allowed an item once seen as a luxury to become affordable to all, regardless of 
social status. Henry Ford’s production line was one of the game changers that 
contributed to the fall of the EV. Another reason for the failure in this technology was 
the inflexibility of EV technology as it could not be adapted to mass production. Battery 
technology at the time remained underdeveloped and so range was an issue for drivers, 
especially in rural regions. The final element that hindered further penetration of the EV 
in the automobile market was the invention of the ICEV starter motor by Charles 
Kettering in the 1930’s. Previously, a crank shaft was used to start the ICEV’s motor, a 
factor that made the EV more attractive in comparison. However, with the invention of 
the starter motor, those not strong enough to start the engine manually could now enjoy 
the luxury of the automobile. 
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In reviewing the challenges that faced the EV from inception to now, it is clear that 
similar barriers still exist. Hannan et al. (2017) provide a thorough review of the various 
energy storage systems that can presently be used to operate EVs, including battery 
cells, fuel cells, and ultra-capacitors, and explore the existing EV powertrain 
characteristics in terms of energy, power, efficiency, longevity, and cost. The main 
issues surrounding the research and development sector in the EV industry include 
accessibility to raw materials, adequate material disposal methods, energy management, 
sizing, safety measures, and cost (Hannan et al., 2017). The initial investment of an EV 
can be 5-10% more expensive than conventional vehicles and has a payback period of 
up to 9 to 12 years (Faria et al., 2013). However, operational costs are lower than the 
cost of conventional fuel (Sharma et al., 2012). The lithium-ion battery, commonly 
found in EV technology, has a high specific energy and energy density capacity. 
Lithium-ion batteries are lighter and smaller in comparison to alternative batteries and 
have a longer life span. However, they can also be the most expensive choice, as they 
are sensitive to deep discharges that can impact the longevity of the battery. Lithium-ion 
batteries can be affected by extreme temperature conditions and require management to 
avoid excessive charging and discharging. Range anxiety continues to be a concern for 
EV drivers, similar to concerns back in the 1800’s with the first EV (King et al., 2015). 
However, recharging times have improved with rapid supportive recharging 
infrastructures (Wang et al., 2016).   
1.2.3 Environmental impacts of the electric vehicle 
As previously mentioned, the transport sector is the second highest contributor of CO2 
emissions in the UK, though these have steadily improved since 2007 after a boom in 
economic activity (DECC, 2016). Improvements can be seen from 2012 figures where 
the transport sector represented 31% of total emissions (133MtCO2e), compared to 
2014’s figure of 23% (118MtCO2e) of total emissions (DECC, 2014). One concern is 
the limited understanding of electromagnetic emissions associated with electric 
propulsion vehicles and their effect on the environment and its inhabitants (King et al., 
2015). Muneer et al. (2015) discusses the links between population growth, increases in 
greenhouse gas emissions, increases in ambient temperatures and the growth in the 
transport sector. The transport sector, industry, and government bodies need to work 
towards mitigating CO2 from the environment and prevent the continuation of 
increasing emission trends. The factors in transport that influence the rate at which the 
transport sector is decarbonised has little impact on the implementation of policies, 
despite recommendations by researchers (Jochem & Rothengatter, 2010). A lack of 
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supporting policies will result in futile attempts to build a sustainable transport network. 
Four factors that influence policy makers’ efforts to reduce the emission of harmful 
gasses include reducing the frequency and distance people travel, changing from 
manufactured vehicles to fuel efficient transport modes, improving and implementing 
the most current technology, and appropriating the funding to incentivise renewable 
energy uptake (Tiwari et al., 2011).  
There are various analyses to assess the efficiency and environmental impacts of a new 
technology when it is introduced into the market. Stasinopoulos et al. (2016) analysed 
the life cycle of an EV in terms of its Greenhouse Gas (GHG) emissions in comparison 
to an ICEV. This study assumed that the average life span of a vehicle is 15 years, 
regardless of its fuel source. The carbon intensity of the Australian electricity mix, 
analysed in their study, is double that of the UK’s electricity composition (Sharma et al., 
2013). Black and brown coal makes up 61% of the country’s 85% fossil fuelled energy 
source, with 15% of energy supplied by renewable means (Department of Industry and 
Science, 2015). EVs will have an adverse impact on countries that have carbon 
intensive electricity generation, which will mitigate GHG emissions into the 
atmosphere. Figure 1.3 illustrates the cumulative GHG emissions of an EV charged on 
the current Australian electricity mix when compared to ICEV emissions from the first 
day of use. The figure begins at year 0. These initial emission figures demonstrate that 
before the vehicle is in use, the EV has a higher carbon footprint as a result of vehicle 
manufacturing due to the energy intensive process required to extract the materials used 
in battery production and an underdeveloped mass production process. A hump in the 
EV profile in Figure 1.3 is observed around year 7, which demonstrates the increase in 
emissions as a result of battery replacement. The analysis demonstrates that near the end 
of the vehicle’s 15 year life span, Australian EVs emit marginally less emissions when 
compared to the life cycle of an ICEV. Overall, when a vehicle on GHG emission 
intensive energy sources is recharged, the EV has similar emission levels to that of an 
ICEV. Thus, it is essential that energy consumption of the EV is sustainable to have an 
effective impact in reducing harmful emissions.  
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Figure 1.3 The cumulative greenhouse gas emissions of EVs and ICEVs used in Australia (Stasinopoulos et al., 2016) 
A well-to-wheel (W2W) analysis is a holistic evaluation of a product that provides 
consumers with a true and fair picture of the product’s environmental impacts. Acha et 
al. (2011) examined the environmental impacts of vehicles but also considered the 
impacts of the fuel extraction processes (oil, coal, etc.) that are used to power the 
vehicle’s engine. In the case of the EV, the W2W analysis incorporates the fuel used in 
power stations required to recharge the battery, should it be a coal, nuclear, or a 
renewable based station. This analysis illuminates the advantages and restrictions EVs 
have over conventional vehicles. Advertising an EV as a ‘zero’ emission vehicle when 
recharged on the current UK’s electricity mix would be misleading to the buyer. No 
vehicle has a true green value when recharged with fossil fuelled electricity. When 
analysing the difference between an ICEV (Honda Civic) and an EV (Renault Zoe), 
2.27km/kWh and 6.48km/kWh was obtained for the vehicle-to-wheel performance 
(PV2W) of each vehicle, respectively (Acha et al., 2011; Muneer et al., 2015). The PV2W 
indicator assesses a vehicle’s operating energy performance and how efficiently its fuel 
source provides energy for propulsion purposes. W2W analysis is broken into two parts: 
the first calculates the energy efficiency of the vehicle. The conventional ICEVs, such 
as with the Honda Civic energy performance, is 1.86km/kWh (Acha et al., 2011). The 
electricity power stations in the UK operate at 36% electrical efficiency 
(EURELECTRIC, 2003). National Grid Electricity Transmission (2016) reported an 
electricity transmission loss of 1.77% in the UK’s electricity supply in 2016. Thus, an 
overall electricity network efficiency of 35% was obtained as a well-to-vehicle energy 
efficiency figure for the Renault Zoe EV when charged on the current electricity mix. 
The well-to-wheel performance (PW2W) of the EV was 2.27km/kWh (see Table 1.1).  
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The performance of the vehicle is given as:  
                                                              (1.1) 
where ηW2V is the well-to-vehicle efficiency (dimensionless), Pv2w is the vehicle-to-
wheel performance (km/kWh), and PW2W is the well-to-wheel performance (km/kWh). 
Table 1.1 Well-to-Wheel Energy Efficiency of various Automobile Models (Acha et al., 2011) 
Technology Model Fuel ηW2V PV2W PW2W 
ICEV Honda Civic Crude Oil 0.82 2.27 1.86 
EV Renault Zoe Electricity 0.35 6.48 2.27 
The second part of the W2W analysis examines a vehicle’s CO2 performance. The 
Honda Civic’s CO2 emission was 0.157kg/km (with a fuel carbon content of 
0.292kg/kWh for petrol) (Acha et al., 2011). Using the UK’s electricity grid 
composition figure of 0.412kgCO2e/kWh for the year 2016 (DEFRA, 2016), the 
Renault Zoe had a CO2 emission of 0.935kg/km (Table 1.2). While the EV’s energy 
performance supersedes that of the ICEV, their carbon emission performance over 15% 
higher than the ICEV when recharged using the current UK’s electricity mix. This 
analysis highlights how EVs are dependent on the nature of the recharging energy 
source to determine their sustainable integrity. For an EV to compete with the petrol 
based ICEV in the present analysis, in terms of carbon emission performance, the 
electricity supporting the recharging of the EV must be less than 0.356 kg/kWh. No 
vehicle can be considered ‘green’ if their supporting infrastructure is powered by fossil 
fuels. Unlike fossil fuel dependent vehicles, the EV has the capacity to be charged using 
renewable energy sources in a move away from carbon intensive electricity. The CO2 
performance (kgCO2/km) of a vehicle is obtained as follows: 
       
   
    
                                            (1.2) 
where CO2 is the carbon content of the fuel (kg/kWh) and W2WCO2 is the carbon 
emitted per vehicle (kgCO2/km). 
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Table 1.2 Well-to-Wheel CO2 Efficiency of various Automobile Models (Acha et al., 2011) *Department Of Energy 
and Climate Change figures (DEFRA, 2016)  
Technology Model Fuel CO2 PW2W W2WCO2 
ICE Honda Civic Petrol 0.292 1.86 0.157 
EV Renault Zoe Coal based Electricity  0.870 2.27 0.383 
EV Renault Zoe Electricity UK* 0.412 2.27 0.181 
Emissions include ozone, sulphate, nitrate, black carbon, organic carbon, aerosol 
indirect effect, methane, nitrous oxide, as well as carbon dioxide, and a symbiotic 
relationship exists between greenhouse gases and aerosols; greenhouse gases contribute 
to global warming, while aerosols have a cooling effect (Unger et al., 2009). These 
findings are based on emission values recorded in 2000 and can aid policy makers when 
implementing measures to mitigate harmful gases to meet 2020 targets. Unger et al. 
(2009) acknowledged the impacts potential policies have on emission reduction and on 
mitigating such emissions. It may take decades until the benefits of such policies are 
evident due to the long-life span of various gases. The data presented in Figure 1.4 is in 
relation to each sector’s net value for predicted radiative forcing for 2020. Radiative 
forcing measures the amount of gas or any other forcing agent that unbalances energy in 
the atmosphere and thus contributes to climate change. The figure is in chronological 
order showing the ratio of GHGs to aerosols. A surplus of net aerosol emissions is 
indicated with a negative sign and a surplus of GHG emissions is indicated with a 
positive value.     
 
Figure 1.4 2020 radiative forcing by sector (Unger et al., 2010) Note: negative sign indicates surplus aerosol 
emission, positive values indicates surplus GHG emissions  
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Unger et al.’s (2009) study does not solely focus on carbon dioxide, the dominant 
contributor to climate change and the focus of most environmental impact studies. It 
includes all factors that contribute to increasing and decreasing the Earth’s ambient 
temperature. Figure 1.4 illustrates that although the power sector emits the most 
greenhouse gases, its cooling aerosol production is reasonably high to counteract the 
harmful effects of greenhouse gases alone. Unger et al. (2010) predict that the power 
sector will emit 79mWm
-2
 of radiative force production in 2020, turning into the sixth 
main contributor to radiative forcing. This demonstrates how cooling and warming 
agents must be considered when determining the key players contributing to harmful 
emissions in policy making. On-road pollution requires the most attention to mitigate 
the emissions of harmful gases as a result of the forecasted 2020 radiative forcing values 
that have a ratio of 1:4 in terms of cooling and warming agents, respectively, while the 
power sector’s warming agents are only 1.2 times greater than its cooling agents (Unger 
et al., 2010). One might say that the EV is shifting emissions from the transport sector 
to the energy production or power sector. However, the potential that the power sector 
has to produce aerosols to counteract the warming effects is far greater than that of the 
current transport sector. That being said, it is vital that the power sector continues to 
make strides towards reducing harmful emissions.  
 
Figure 1.5 The future evolution of radiative forcing in the economic sectors; Power, On-road and Industry (Unger et 
al., 2010) 
Figure 1.5 provides a projection of how three major economic sectors’ radiative forces–
energy, road transport, and industry–are trending towards the year 2100 and how these 
forces change with time for each sector. Since 2000, on-road emissions have always had 
a surplus of warming agents over aerosols. By 2020, the power sector will move out of 
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the negative (or predominately aerosol production) into a surplus of warming agents. 
Similar trends are seen in the industry sector, which moves into increasing levels of 
warming forces, though the on-road sector is predicted to have the highest radiative 
force value of any other economic sector by 2020. The energy production sector is 
forecast to surpass road transport and become the most dominant radiative forcing 
contributor by 2050 (Unger et al., 2010).  
1.2.4 Air quality  
It is estimated that 9,500 people in London die each year from health disorders caused 
by significant exposure to low quality air (Gregory et al., 2016). This study by Imperial 
College London explores factors influencing air quality in the UK, focussing on 
emissions such as particulate matter (PM) with diameters of 2.5 to 10 micrometres that 
can be ingested by the lungs causing health issues and NOx poisoning (NOx is a generic 
term given to nitric oxide (NO) and nitrogen dioxide (NO2)) with poorer health, 
increased sick days, increased strains on public health resources, reduced crop yields, 
and increased water pollution in the UK (Gregory et al., 2016). This contributes to an 
estimated economic loss of £23 billion annually (McGrath, 2014). The National 
Atmospheric Emissions Inventory’s (NAEI, 2017) data states that the UK’s road 
transport sector is the primary contributor of NOx emissions, followed by the energy 
and industrial sectors. Figure 1.6 illustrates the anthropogenic emission trend of the road 
transport sector between 1996 and 2014 (NAEI, 2017). 
 
Figure 1.6 Greenhouse gas (GHG) emissions for the road transport sector LPG vehicles (NAEI, 2017) 
0
50
100
150
200
250
300
350
400
0
2
4
6
8
10
12
14
16
18
1996 1998 2000 2002 2004 2006 2008 2010 2012 2014
T
o
ta
l 
G
H
G
s 
em
is
si
o
n
s 
(u
n
it
=
1
0
6
 k
g
) 
N
it
ro
u
s 
O
x
id
e 
em
is
si
o
n
s 
(u
n
it
=
1
0
3
k
g
) 
Nitrous Oxide Total GHGs (in CO2 equivalent)
 11 
 
Recent concerns surround the environmental impact of 20mph driving zones and 
whether these traffic safety measures will increase the quantity of NOx emissions in 
urban areas as a result of slower drivers, and thus longer travel times. The City of 
Edinburgh Council (2016) has introduced a 20mph scheme in Scotland and is expected 
to finalise these implementations by January 2018. However, this may not be impactful 
according to a study by Imperial College London (ICL, 2013) that used an 
instantaneous emission model to evaluate six 20mph drive cycles and six 30mph drive 
cycles. They showed that petrol vehicles emitted +7.9, -8.3 and +2.1% of NOx, PM10, 
and CO2, respectively when 20mph zones are introduced compared to 30mph zones 
(note: positive (+) values represent an increase in emissions and negative (-) values 
indicates a reduction in emissions). Diesel vehicles emitted -8.2, -8.3 and -0.9% of NOx, 
PM10, and CO2, respectively. A reduction in all anthropogenic gases emitted was 
observed for diesel vehicles under the 20mph speed limit when compared to emissions 
under 30mph (ICL, 2013). There was also a higher variation in speeds and a larger 
portion of time spent accelerating and decelerating when the vehicles travelled at 30mph 
speed limits compared to 20mph. This suggests that the implementation of such 20mph 
traffic management measures are unlikely to have a negative impact on air quality as a 
result of vehicles driving slower and longer journey times. The EV is a solution to this 
problem as it has zero tail pipe emissions. Policy implementation to reduce emissions in 
the transport sector is required to hinder continuing emissions of harmful anthropogenic 
gases, and such policies should concentrate on three objectives: encouraging cycling as 
an attractive mode of transport, a move towards an electrified public transport system, 
and encouraging EV uptake as an alternative private vehicle option (Gregory et al., 
2016).   
1.2.5 Renewable energy supporting the electric vehicle 
To ensure the EV is successful as a sustainable transport mode, it is important that the 
electricity supporting the recharging of the vehicle’s battery is sustainable. A study by 
Amponsah et al. (2014) reviewed a number of renewable technology power plants and 
their greenhouse gas emissions in Germany, Italy, the UK, the USA, and Australia. 
Thirteen onshore wind and twelve photovoltaic (PV) plants were studied with an 
average of each technology’s emission values of 0.0195 and 0.077 kgCO2/kWh for 
wind and solar electricity supply, respectively. The emissions ranged from 0.005 to 
0.046 kgCO2/kWh for wind and 0.031 to 0.106 kgCO2/kWh for solar PV. A well-to-
wheel CO2 performance analysis of an EV can be significantly reduced if renewable 
energy is considered as a power source. The W2W analysis presented in Section 1.2.3 
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when EVs are charged on the current UK electricity mix of 0.412 kg/kWh obtained a 
CO2 performance of 0.181 kgCO2e/km (DEFRA, 2016). Thus, moving towards an 
electrified UK fleet should encourage the decarbonisation of the distribution network 
system.  
Many studies use the country’s average electricity mix composition for analysis, but this 
does not reflect energy consumption or emission levels in reality as it will differ from 
day to day, season to season, year to year, and from region to region. The intermittent 
nature of renewable technologies when introduced to the distribution network system 
results in electricity production with a varying GHG emission value. In autumn or 
winter, wind energy might contribute more energy production than in summer, when 
solar energy may be the dominant contributor. To assume a constant energy 
performance value is not realistic, though a constant is used to simplify calculations. A 
well-to-vehicle analysis by Faria et al. (2013) investigated three different regions with 
varying GHG intensities in their electricity mix, which illustrated how efficient the 
process of extracting fuel from its natural state to delivering it to a vehicle’s ‘tank’ is. 
The study indicated Poland’s electricity mix represented high GHG emission values due 
to coal being the primary energy source. France was an example of a low carbon 
intensive electricity mix, as nuclear power dominates the electricity sector. Portugal 
represented an electricity mix with a share of renewable energy on the electrical 
distribution systems. The results of this study shows that in regions with electricity 
mixes heavily dependent on fossil fuelled energy sources, such as Poland, the operation 
phase of EVs will account for 70-80% of the vehicle’s life time emissions. The contrary 
was seen in countries with less GHG intensive electricity mix, such as in France where 
70-75% of the EV’s overall life time emissions were experienced in the vehicle’s 
production stage. Less than 10% of emissions emerge during the maintenance and 
disposal phase of the vehicle’s life time (Faria et al., 2013). Vehicles should not be 
promoted in regions where there is an increase in carbon intensive electricity demand, 
thus energy production emissions used for recharging must be considered before 
introducing EV policies in specific regions (Hawkins et al., 2013). 
An Australian study analysed the improvement in ICEV and EV technology in three 
different scenarios (Sharma et al., 2013). The first scenario investigated the impact of an 
alteration in the electricity composition by introducing more renewable energy sources 
on to the grid. The study adopted the energy composition of Tasmania, where 
hydroelectric energy is the primary source. The second scenario analysed improvements 
in technology. The electricity composition remained constant with the current national 
 13 
 
electricity benchmark, and improvements in vehicle technology to reduce energy 
consumption and ICEV tailpipe emissions by 20% were implemented. The source of 
this reduction in energy consumption was a result of vehicle downsizing, optimising 
power source efficiency, improving aerodynamics of the vehicle’s body, and reduced 
tyre friction. The final analysis evaluated the both scenario combinations with an energy 
mix similar to that in Tasmania and improvements in vehicle properties. Table 1.3 
shows the figures obtained for these scenarios compared with the benchmark level for 
carbon emissions in the ICEV and EV.  
Table 1.3 Life cycle analysis of a vehicle with lower carbon intensity electricity mix, altered vehicle technology 
properties and combined improvements to the benchmark scenarios in Australia (Sharma et al., 2013) 
Unit: tonnes 
CO2e Benchmark 
Lower 
Carbon 
Improved 
Technology 
Low Carbon and 
Improved Technology 
ICEV 26.6 21.8 23.2 18.4 
EV 31.1 12.2 27.5 11.1 
Table 1.3 illustrates that switching to a lower carbon electricity mix and fuel reduces a 
vehicle’s life-cycle emissions. As expected, the impact of changing the electricity mix 
in the low carbon scenario has a greater effect on the EV with a 61% reduction in 
emissions (ICEV has an 18% reduction). Additionally, the low carbon scenario affects 
the EV at the production stage in reducing carbon insensitivity processes. The opposite 
was observed when analysing the life-cycle emissions with an improved technology 
scenario, which increased ICEV fuel efficiency by 13% compared with the benchmark. 
The EV has a 12% reduction in emission levels with improved technology. The 
combined scenario provides a 30% and 64% reduction in life-cycle emissions for the 
ICEV and EV, respectively. The analysis also acknowledges that when these figures are 
compared with larger vehicles, both vehicles outperform emissions, thus downsizing 
vehicles is an appropriate way to lower life-cycle carbon emissions.  
1.2.6 Is lithium becoming the new fossil fuel?  
There is more awareness of the damaging effects fossil fuels have on the environment. 
It is inevitable that finite resources will become exhausted as the world’s industry, 
transport, residential, and other sectors depend on these depleting materials as a primary 
energy source. Previously, electronic appliances were the main industry using lithium. 
Lithium has now taken its place as an energy source in automobiles, energy storage, and 
consumer devices markets and is predicted to take the place of fossil fuels in the 
transport sector. The cost of purchasing an EV is one of the hindrances to its successful 
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penetration into the automobile market. The production time and cost to produce 
batteries largely results in this high EV cost. Lithium-ion battery production for the 
transport sector commenced in 2003, but did not reach the market until 2008 (Wilburn, 
2009). However, with electric propulsion making its way into the automobile sector, 
more efficient ways on how to implement efficient battery production for a mass 
production line will emerge. Battery costs have declined rapidly as a result of the 
reintroduction of battery powered vehicles and increases in other new appliance 
markets. The costs and GHG emissions in the EV production stage could be improved 
by using recyclable material (Faria et al., 2013). Lithium-ion battery costs have reduced 
by 14% annually for the last 15 years with a 20-30% compound annual growth rate in 
the transport sector (Albemarle Corporation, 2016).  
The Scottish Government set new targets to phase out dependence on new petrol and 
diesel vehicles by 2032 (Scottish Government, 2017). Other governments following 
such ambitious targets to increase EV uptake globally will increase lithium extraction. 
While the recharging nature of the lithium-ion battery reduces the exploitation of this 
mineral if managed correctly, it is important it does not become the next exhausted 
natural energy resource. Lithium is a soft, silvery-white alkali metal and is very reactive 
with water. It is not found in its elemental state naturally, so energy intensive processes 
are required for extraction. To evaluate the world’s lithium resources, it is important to 
consider the supply of raw material compared to demand and its potential for use as a 
high quality recyclable resource.  
Table 1.4 Lithium world reserve base (tonnes)(Gaines & Nelson, 2014) 
Country  Lithium Reserve (tonnes)  
Bolivia 5,400,000 
Chile 3,000,000 
China 1,100,000 
Brazil 910,000 
USA 410,000 
Canada 360,000 
Australia 220,000 
Zimbabwe 27,000 
  
Table 1.4 shows the global resources of lithium. Industrial processes are required to 
extract lithium found in brine pools (large area of dense water on ocean basins 
containing salt deposits) or from spodumene (a translucent, typically greyish-white 
aluminosilicate mineral). Lithium extracted from brine requires less energy intensive 
activities and is therefore cheaper to produce than spodumene-sourced lithium. The 
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largest producer of lithium is Chile, followed by Argentina, Bolivia, Australia, China 
and the USA. Chile leads in brine sourced lithium, whereas Australia is the largest 
producer of spodumene-sourced lithium.   
In a US evaluation of the possible material demand issues for lithium-ion batteries and 
whether it should be extensively extracted to supply energy to the automobile industry, 
they found that 13kg of material was required for a single battery, which represents less 
than 3% of the battery’s mass (Dunn et al., 2012). The Argonne National Laboratory 
showed the recyclable nature of lithium-ion batteries will reduce the US’s material 
demand in 2050 from over 50,000 tonnes to about 12,000 tonnes (Gaines & Nelson, 
2014). Recycling the battery is a valuable property when considering the sustainability 
of lithium as an energy source. It is predicted that lithium-ion battery production will 
rise to over 20 times its current level should electric propulsion vehicles dominate the 
automobile market in the future (Gaines & Nelson, 2014). The latter study also predicts 
that by 2050, the material demand would then be reduced due to the availability of 
recycled materials and would be four times today’s current demand levels. Lithium 
reserves will not be dangerously depleted and will meet the world’s demands for 2050 
in the foreseeable future (Gaines & Nelson, 2014). Concerns that lithium reserves will 
be exhausted are thus immature.  
The EV industry is moving at a rapid pace and these predictions may soon be outdated 
as battery technology and additional exploration for lithium will extend material supply. 
EVs have no tail pipe emissions but the production of the vehicle’s battery and various 
components require energy in the production stage and thus creates GHGs. Dunn et al. 
(2012) analysed the excavation processes of lithium from Chile or Nevada for battery 
assembly and found that transportation from Chile or Nevada accounts for 13% and 6% 
of the total energy consumption for Chile and Nevada, respectively (Dunn et al., 2012). 
Though the higher transportation impact occurred with materials harvested in Chile, this 
is still 40% less energy intensive than material from Nevada lithium reservoirs, as 
Nevada’s lithium is seven times more diluted in its natural state of lithium brine and 
more processes are required for extraction. Emission levels during the production stage 
of the EV are twice as high as emission levels at the production stage of the ICEV 
(Faria et al., 2013). This is because of the high energy required for the vehicle’s battery 
production, so it is important to consider how the material is extracted.  
Eason (2010) calculated the quantity of lithium required for battery production for a 
3861Ah/kg charge capacity. Considering a voltage of 3.6V and an efficiency factor of 
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73%, the maximum realistic energy capacity for the lithium-ion battery was computed 
as 10kWh/kg. In other words, 1kg of lithium is required for every 10kWh of battery-
stored energy. A 24kWh battery powered electric vehicle requires 2.4kg of lithium, 
which is the energy capacity of a Nissan Leaf EV. Additionally, the aforementioned 
study analysed a scenario where there is one vehicle for every two people. Assuming a 
Northern American standard of living across the globe, this would result in the 
production of 3.4 billion vehicles and would require 32% of currently identified lithium 
resources. This means that 10.6 billion 24kWh vehicles could be produced using all the 
known lithium resources globally (Eason, 2010). 
1.3 Project aim and objectives 
1.3.1 Research Aim 
The aim of this research is to determine if a numerical algorithm can be developed to 
predict indoor cabin temperature of an EV.  
1.3.2 Project Objectives 
The objectives of this research are summarised as follows: 
1. To evaluate how climate impacts vehicle cabin temperature. 
2. To develop a solar model that incorporates the movements of the sun in relation 
to a stationary vehicle and varying solar intensities. 
3. To measure the thermal properties of the test vehicle as opposed to obtaining 
values through literature review. The objective of obtaining experimental 
thermal properties of the vehicle is to improve the overall accuracy of the 
temperature predicting model.  
4. To test an auxiliary heating and cooling system with the view that the system 
will optimise the thermal profile of a cabin space. Optimising cabin temperature 
reduces the thermal loading on the built-in climate control system, thus reducing 
the electrical demand on the primary lithium-ion battery.  
5. To develop a greater understanding on how energy (including traction, 
regeneration and climate control energy) is consumed in an EV in comparison to 
the ICEV.  
6. To carry out tests to determine if solar modules can support the proposed 
auxiliary climate control system independent of the vehicle’s primary lithium-
ion battery.  
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7. To determine energy consumption, economic and environmental projections of 
operating the in-built climate control system with and without an auxiliary 
heating and cooling system.  
8. To validate the developed temperature predicting algorithm to be used as a tool 
in forecasting range constraint of an EV as a result of operating the climate 
control system.  
1.4 Knowledge gaps targeted 
This study focuses on the thermal characteristics of the Renault Zoe EV and develops a 
numerical algorithm to predict the indoor cabin temperature. The research also explores 
the use of auxiliary heating and cooling systems to improve the thermal performance of 
the EV. This study aims to address the following knowledge gaps in evaluating the 
thermal performance of the EV: 
 Energy consumption breakdown in the ICEV is widely researched. However, 
knowledge of the breakdown of energy consumption of the EV is limited. 
Additionally, the use of regenerative braking is unique to the EV. The present 
study uses real-world data to evaluate energy recapturing contributions to the 
EV’s energy capacity when compared with the energy consumption of 
conventional ICEVs.  
 Obtaining solar geometry and irradiance details is an important heat transfer 
method to include in a space where the body’s glazing to fascia ratio is high. 
This study expands on a solar model that computed incident solar irradiance on a 
single sloped surface (Muneer et al., 2000) by computing solar incidence values 
for four various sloped glazing surfaces at different geographical locations.  
 Much of the current thermal space analysis focuses on radiation and convection 
heat transfer models. This study develops a thermal algorithm to include 
conduction heat transfer. A ten-node model to analyse how conduction heat 
transfers through the vehicle’s material influences the surrounding material and 
the environmental temperature is underdeveloped.   
 In this study, the use of an auxiliary heating and cooling system is proposed to 
acclimatise the vehicle’s cabin space prior to the driver entering the vehicle. 
This system uses a lead-acid battery independent of the vehicle’s energy source 
to operate the auxiliary system. The lead-acid battery is recharged using solar 
energy to ensure a sustainable energy source. This study proposes the 
installation of solar panels on the roof and bonnet of the EV. Previous studies 
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have explored the improvements of adopted auxiliary systems and their impact 
on a vehicle’s thermal profile, but a limited number of studies have modelled 
these auxiliary systems to predict temperate outcomes. Additionally, few studies 
focus on providing heat energy to a space, as this is free in conventional ICEVs.  
 Previous studies have not investigated a complete energy, economic, and 
environmental performance of the EV’s built-in climate control system and the 
impact an auxiliary climate control system may have on these factors as a result 
of the system being charged by the electricity mains.   
1.5 Thesis structure  
Chapter 2 reviews the existing literature regarding thermal comfort analyses of vehicles’ 
internal spaces. The chapter explores studies investigating the energy consumption of 
the ICEV and EV. Previous work optimising cabin space temperature using passive 
techniques as well as auxiliary systems are presented. Additionally, this chapter reviews 
work utilising renewable infrastructures to support EV recharging.  
Chapter 3 presents the governing laws and equations that are embedded into the 
development of the present thermal algorithm. This chapter also investigates the various 
methods used in measuring the thermal properties of the test vehicle and discusses the 
operating principles of the equipment used in the present study.    
Chapter 4 presents the methodology and field tests carried out in the present research. 
The experimental set-up for each field test is presented. This chapter investigates the 
thermal properties specific to the test vehicle that were obtained prior to modelling the 
vehicle’s cabin space temperature. 
Chapter 5 presents the development of the thermal algorithms and an expansion of 
previous solar models. The various test conditions including heating and cooling loads 
are also discussed. The heating algorithm is applied to two cases; the first case predicts 
the temperature of the cabin space when solar irradiance is the primary heat source and 
the second case is applied to a cabin space under nocturnal conditions to eliminate the 
contribution of solar irradiance to space heating and using two 200W auxiliary fan 
heaters as the primary heat source. Additionally, the cooling system is applied in two 
experimental scenarios; firstly, the space is installed with four 5.3W auxiliary extractor 
fans and second, the predicted temperature of the cabin space is maintained with two 
21W auxiliary extractor fans. 
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Chapter 6 investigates the performance of the thermal algorithms developed and the 
obtained results. Additionally, relevant statistics are presented to validate the reliability 
of the developed model.  
Chapter 7 investigates the use of solar panels integrated onto the roof and bonnet of the 
vehicle as an energy source to power the auxiliary climate control systems proposed in 
this study. Chapter 7 presents an energy, economic, and environmental analysis of the 
EV’s newly installed built-in climate control system.  
Finally, in Chapter 8, the conclusions of the present work and recommendations for 
future research are presented.  
1.6 Contribution to knowledge 
1.6.1 Books 
Muneer, T., Lal Kolhe, M. & Doyle, A. (2017). Electric Vehicles: Prospects and 
Challenges. Elsevier 
1.6.2 Conference Articles 
Doyle, A., Muneer, T. & Smith, I. (2015) A review of the thermal performance of 
Electric Vehicles. IEEE International Transportation Electrification Conference (ITEC), 
Chennai, India 
Doyle, A. & Muneer T. (2016) Thermal performance of the Heating system of the 
Electric Vehicle. 23rd ITS World Congress, Melbourne, Australia, 10–14 October 2016  
Summary  
This chapter introduced the background to the transport sector and where it stands in 
terms of harmful emissions. The EV was one of the first passenger vehicles available, 
but the introduction of the ICEV production line in the 1900’s saw a decline in EV 
popularity. This chapter provided a brief history of EVs and the barriers to market entry 
that are repeating history today. Replacing fossil fuels with reusable lithium-ion 
batteries could mean lithium-ion will become the next exhausted energy source of the 
future, but this is not the case and the world’s lithium-ion resources are sustainable with 
proper management regardless of the increased demands in battery production.    
This chapter presented gaps in knowledge that the present research targets and justified 
and highlighted the motivation of the present work to benefit future EV drivers, policy 
makers, space planners, and government stakeholders. The structure of this thesis and 
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the content of each chapter were presented, as were the book and papers this work has 
contributed to knowledge.   
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Chapter 2 Literature Review  
2.1 Introduction 
Automobiles are a commodity in everyday life and increases in car ownership have led 
to the exploration of new ways to attain a sustainable transport network. The transport 
sector is a significant contributor to environmental issues that face society today and 
electric vehicles (EVs) have found a place once again as a solution to many of these 
environmental issues. However, the penetration of EVs into the market has been slow, 
indicating barriers that should be addressed to ensure successful uptake. The energy 
distribution of the vehicle must be explored to highlight the potential energy demands 
that can be improved to ensure optimum use of the vehicle’s fuel source. The energy 
used to heat and cool the vehicle’s cabin space plays a significant role in the depletion 
of the EV’s fuel source. Previous research focuses on the temperature profile of an 
occupant’s space to achieve their thermal comfort. Methods used to evaluate the 
temperature of a space, discussed in the proceeding chapter, can be used to analyse the 
energy consumption of the EV’s battery to determine human thermal comfort.    
2.2 Energy demand 
Previous work has determined the breakdown of energy consumption in the 
conventional internal combustion engine vehicle (ICEV). This section will compare the 
energy demands of the EV with the ICEV and discusses the present understanding of 
how energy is dissipated in vehicles and how the efficiency of vehicles is evaluated.  
2.2.1 Energy consumption of the ICEV  
The conventional ICEV consists of numerous moving parts. As a result, a significant 
amount of energy is lost to many mechanical processes in the ICEV’s technology. 
Figure 2.1 illustrates that 33% of fuel is lost to exhaust emissions, 29% to cooling, and 
the remaining 38% to fuel energy is used from the ICEV’s total fuel capacity to 
mechanically power the vehicle while only 21.5% of the total fuel energy of an ICEV is 
used to move the vehicle (Holmberg et al., 2012; see Figure 2.1). The conventional 
vehicle uses waste heat from the combustion engine to heat the vehicle’s cabin space. 
Previous studies report that when fuel is being consumed in the ICEV, approximately 
85% of total fuel energy is converted to heat (Tie & Tan, 2013; Li et al., 2014b). Thus, 
heating energy required for cabin thermal comfort is not represented in the energy 
consumption graph in Figure 2.1.  
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Figure 2.1 Energy consumption of the ICEV (Holmberg et al., 2012) 
Alahmer et al. (2012b) states that currently 0.3 miles per gallon (MPG) of a vehicle’s 
fuel is consumed by the air conditioning system in an ICEV. The fast transient 
behaviour of the in-cabin environment is a challenge when developing a thermal 
algorithm to predict the optimum setting to achieve thermal comfort. In the USA, 85% 
of trips undertaken on a daily basis are less than 18km and range from 15-20 minutes in 
duration (Alahmer et al., 2012b). Therefore, the time to achieve thermal comfort for the 
majority of vehicle users is limited, so the energy percentage figures presented in Figure 
2.1 will vary for each trip. 
2.2.2 Energy consumption of the EV 
The EV industry predominantly uses lithium-ion batteries as its preliminary energy 
source. A battery powered vehicle has less moving parts in comparison to the ICEV and 
is thus more energy efficient (Chan & Chau, 2002; Hannan et al., 2014). EVs generally 
do not require a gearbox as its powertrain is electric and it has high torque values at 
various ranges of speed (Hannan et al., 2017). However, a unique technique in EV 
technology is the use of regenerative braking, which does not appear in the conventional 
vehicle energy consumption diagram. Drivers can avail of regenerative braking while 
decelerating or on descending topography, thus allowing the battery the opportunity to 
extend its propulsion range.  
Lohse-Busch et al. (2013) investigated the effect operating the vehicle’s cooling and 
heating system has on a trip’s overall energy consumption and found that a Nissan Leaf 
EV’s cooling system consumes 18% of the vehicle’s total energy capacity when tested 
in laboratory conditions of 35°C external ambient temperature and a solar radiation 
intensity of 850W/m
2
. Additionally, when the vehicle was subjected to extremely cold 
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climates, i.e. when the test chamber’s ambient temperature was -7°C, the EV’s heating 
system used 48% of the vehicle’s total energy consumption. Both experiments were 
tested under the Environmental Protection Agency’s (EPA) Urban Dynamic Driving 
Schedule test (Lohse-Busch et al., 2013).  
Previous work has found that the EV technology’s efficiency range is between 74-85% 
when compared with 28-30% efficiency for the ICEV (Larminie & Lowry, 2003). 
Indeed, propulsion efficiency may vary from 53.5% to 89.6% depending on the 
battery’s thermal condition and a round trip regenerative efficiency of 70% was found 
for a Nissan Leaf (Boretti, 2013). This study involved various experiments to determine 
a robust understanding of the performance of the regenerative braking system and found 
that it varies under different temperature conditions. A ‘cold’ cycle refers to 
measurements taken when the battery is operated from rest. A ‘hot’ cycle is when 
values are recorded after the battery has been in use for a period of time prior to 
recording values. When a vehicle is exposed to outside ambient temperature conditions 
of -7°C (20°F), the regenerative braking efficiency was 16% and 26.6% for a cold and 
hot cycle, respectively. A second test condition was run when the vehicle was exposed 
to an outside ambient temperature of approximately 20°C (70°F) and found a 
recapturing energy efficiency of 61.1% and 70.8% for cold and hot cycles, respectively. 
This study shows similar results to ICEVs in that energy consumption is not fixed and 
will vary for each trip depending on the driving conditions (Boretti, 2013).  
The EV’s primary lithium-ion battery is used for propulsion energy and operating the 
climate control system. An additional 12V lead-acid battery powers the accessories, 
such as the lights and audio system (Renault, 2014). It has been reported in previous 
studies that the heating and cooling system of a vehicle’s built-in climate control system 
reached up to 50% and 16.7% of the total trip’s energy consumption, respectively (Lee 
et al., 2013). Other studies report that an EV’s driving range is reduced by 8% in cold 
ambient conditions as a result of operating the vehicle’s built-in heat pump (Clodic et 
al., 2011; Torregrosa et al., 2011).  
Clarke et al. (2010) and Faria et al. (2013) discussed the potential energy savings and 
the energy consumption when a vehicle is in different driving modes. Energy 
consumption in the EV increased by 47% when driven in an aggressive style, which 
limited the vehicle’s range by up to 90km. This analysis included the energy 
consumption of the EV’s battery by the cooling and heating system. When the vehicle 
was driven in economical (ECO) mode to optimise energy efficiency, the energy 
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consumption of a Nissan Leaf was increased by 24% when the cooling system was in 
operation and 61% when the heating system was operating (Faria et al., 2013). Other 
studies explored the impact of the vehicle’s physical parameters, such as its glazing 
transmissivity value, on energy consumption. In the USA, all vehicle glazing standards 
must have a minimum 70% transmissivity, but transmissivity is evaluated perpendicular 
to the glazing and this evaluation should be carried out in parallel with the road, thus at 
the same height as the driver’s optical level (Farrington & Rugh, 2000). Additionally, 
the latter study explored the use of solar reflective glazing to mitigate temperature build 
up of a cabin space and found a 3.4% improvement in fuel economy. Various 
temperature optimising measures are being explored to improve the energy performance 
of the EV, which will be discussed later in the chapter.  
Energy consumption: China case study 
As previously mentioned, an EV’s energy distribution is dependent on various factors 
for every trip. Zhang et al. (2017) presents the total annual energy consumption of the 
EVs cooling system for 30 different cities in China, including factors such as climatic 
conditions, frequency of vehicle use, speed of vehicle, and the energy performance of 
the climate control system. Zhang et al. (2017) investigated the distribution of travel 
occurring every hour per day using data from Wang et al. (2015), which analysed the 
driving profile of over 2,000 trips for commuting, weekend, and holiday driving 
purposes. However, Zhang et al.'s (2017) work aimed to determine the energy 
consumption of EVs under real-world conditions as opposed to simulated conditions of 
a test chamber and under EPA drive cycles previously undertaken by Lohse-Busch et al. 
(2013). This study used a formula developed by Guo & Li (2014) to calculate the 
vehicle-use intensity of drivers and illustrates how, in China, the journey travel time 
varies from region to region. Figure 2.2 shows a sample of seven of the 30 cities 
analysed in the aforementioned study in chronological order from the longest to the 
shortest daily journey time for each city. It is clear that heating is significantly higher 
than cooling energy consumption annually in China and that journey travel times varied 
from 0.7 to over 1.8 hours daily from a sample of the 30 cities evaluated, illustrating 
how the climate control system in one region operates over an hour longer daily than in 
other cities. Thus, the annual energy consumption of the climate control system varies 
with location. While Beijing and Shijiazhuang are geographically at similar latitudes, 
the data shows that the heating requirements of vehicles in Shijiazhuang are 55% lower 
than in Beijing. This is due to a 58% decrease in driving time in Shijiazhuang compared 
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to Beijing. Shanghai and Guangzhou have similar driving time profiles with 
approximately 5% difference in driving time, but the energy consumption of the heating 
and cooling system does not follow a similar trend. This is as a result of the various 
ambient conditions as a result of the two cities being situated in different geographical 
locations and highlights how annual energy demands vary from one region to the next.     
 
Figure 2.2 Annual energy consumption of EV’s climate control system and daily driving time for different cities in 
China (Zhang et al., 2017) 
EV research is heavily weighted on extending the traction energy capacity of the 
primary battery. The previous study illustrated that over 800 kWh of energy was used 
annually by the climate control system in China towns, but limited work has been 
carried out on the demands of the heating and cooling system of the EV as these values 
were considered as negligible. Zhang et al. (2017) illustrates that, in the case of EV 
usage, where energy capacity is limited in comparison to the ICEV, bespoke 
information is critical for EV users to be aware of the approximate energy usage of the 
vehicle in a specific region. This information will vary with the topography, 
geographical location, and the frequency of the vehicle’s use in the region it services. 
The present research aims to bridge this understanding of the energy demands and the 
thermal performance for an Edinburgh based EV to provide a comprehensive 
illustration of how energy is dissipated throughout the EV.  
2.2.3 How the industry determines EV energy consumption 
The EPA carries out various tests on vehicles to measure their energy consumption and 
performance in the USA (EPA, 2017a) to estimate the range of the EV. The New 
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European Driving Cycle (NEDC) is the European standard that analyses the 
performance of vehicles in terms of emissions and fuel consumption. The evaluation is 
based on identical tests of all types of vehicles regardless of the nature of their 
powertrain. These tests are simulated in a laboratory and involve two conditions 
(Renault, 2014). Firstly, the vehicles are placed on dynamometers and remain stationary 
while the vehicle is accelerated and decelerated according to the requirements of the 
driving cycle. The vehicle simulates four urban drive cycles, which reach a maximum 
speed of 50km/h. These urban drive cycles are followed by a single extra-urban cycle 
that reaches a maximum speed of 120km/h. The vehicle’s NEDC range is taken as the 
average of these cycles. The Renault Zoe EV’s official NEDC range from testing is 121 
miles with 17-inch wheels. However, this test does not represent real-world drive cycles 
when a vehicle is exposed to environmental elements such as climate, air drag, or 
varying road conditions. Similarly, the EPA tests vehicle performance in a laboratory or 
a similar environment under controlled speed and load conditions (EPA, 2014). Figure 
2.3 illustrates the Urban Dynamometer Driving Schedule (UDDS) representing a city 
drive cycle to test light duty vehicle emissions. The test is 1,369 seconds long with an 
average speed of 19.6mph covering a distance of 7.5 miles. 
 
Figure 2.3 The EPA's Urban Dynamometer Driving Schedule (UDDS) drive cycle (EPA, 2014) 
The EPA’s rating standards were updated in 2008 as a result of improved technology 
and infrastructure in energy and emission performance (EPA, 2014). These updates 
included the incorporation of faster speeds and acceleration, the operation of the air 
conditioning cooling unit, and colder outside ambient temperatures when testing 
vehicles. In 2017 upgrades in methods developed by the EPA determine the rating of 
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vehicles (EPA, 2017b). These changes account for developments in technology, driving 
conditions, driver behaviour, and updating how fuel economy is calculated.  
Such laboratory tests are carried out with no climate control system in operation to 
obtain information on the vehicle’s optimum performance (Gis et al., 2012). Thus, when 
range is limited for EVs more than conventional vehicles due to the energy capacity of 
its powertrain, an EV’s range and fuel economy may not be based on real-world data 
and will result in vehicles underperforming compared to manufacturer’s specifications, 
which ultimately results in a loss in driver confidence in the technology and a negative 
public perception. Previous models have been altered for the use of alternatively fuelled 
vehicles. Sharma et al. (2012) stated that there is no EV equivalent energy consumption 
model in the market place, thus ICEV models are predominantly used to assess vehicle 
performance. Models that highlight the advantages and limitations of the technology 
require further exploration. Boundary conditions regarding the total distance travelled 
spanning its expected lifetime, battery price, electricity price, and vehicle range must all 
be included in future simulations.  
2.2.4 Principles of the heat pump technology  
To apply energy performance models to EVs, as discussed in the previous section, it is 
critical that the heating and cooling system is considered. Unlike conventional vehicles, 
EVs do not produce waste heat to warm the cabin space. Thus, energy demands have an 
impact on performance and must be considered in the vehicle’s energy performance 
analysis. New technology to improve the thermal efficiency of the EV has emerged, one 
of which will be discussed in this section. Heat pumps are used in EVs as an efficient 
method to acclimatise cabin environments as they require less operational power than 
conventional electric fan heaters used in the ICEV (Nissan, 2015). The Nissan Leaf EV 
was the first mass produced vehicle to use the heat pump system (Nissan, 2015). The 
working principles of the EV’s installed heat pump technology are based on the 
expansion and compression of a refrigerant that moves through the system via 
evaporation, compression, condensation, expansion, and reverse processes to provide 
heating and cooling. The system is dependent on the temperature and pressure of the 
refrigerant.    
Heat transfer of the heat pump 
The heat pump system uses the condensing temperature difference between the 
refrigerant and the outside ambient temperature to heat the cabin space. The heat pump 
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extracts heat from the surrounding environment and transfers it to the cabin space. The 
refrigerant fluid changes from a liquid to a vapour state and back to a liquid state 
throughout the system. To provide heat to the cabin space, heat is collected from the 
atmosphere by the external evaporator (see Figure 2.4) and the refrigerant changes to 
vapour form and moves to the compressor. The refrigerant is then compressed into high 
temperature heat and moves to the condenser where the air of the low temperature area 
is heated.  
The efficiency of the heat pump is dependent on outdoor ambient temperatures and the 
indoor cabin space temperature. The efficiency of a system is indicated by the 
coefficient of performance. For example, systems with a coefficient of performance 
value of 3 indicates that with every unit of electricity (1kWh) supplied to the heat pump, 
3kWh of heat energy is supplied to a space (NRC, 2004). The coefficient of 
performance value for a heat pump is not a constant and will vary with temperature. An 
approximate coefficient of performance value for a heat pump’s heating system is 
around 2.3 with outside ambient air temperature conditions of -8.3°C. With an increase 
in ambient air temperature to 10°C, the coefficient of performance of the heat pump’s 
heating system increases to 3.3 (NRC, 2004). This shows that a decrease in efficiency of 
the heat pump heating system is experienced with a decrease in outdoor ambient 
temperatures. Although the coefficient of performance value falls with temperature, the 
heat pump still acts favourably in comparison to electric resistance heaters with a 
coefficient of performance value of 1 (NRC, 2004).  
 
 Figure 2.4 Components of a heat pump heating system 
Cooling system: heat pump reversed 
The Second Law of Thermodynamics states that heat cannot be transferred from a body 
of low temperature to one of high temperature. However, when cooling is required in a 
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space, work is done to ensure this law of physics is in agreement. This is observed in the 
case of a heat pump system working in reverse. Cooling the vehicle to a temperature 
below outside ambient air temperature requires the transfer of heat from a colder to a 
hotter body, which defies the Law of Thermodynamics as it indicates that potentially 
more energy is required to cool than to heat a space. The air-conditioning system used 
in an EV works under the same principles as a refrigerator, extracting warm air from 
within the cabin to cool the occupant’s space.  
Efficiency of the heat pump technology 
A Carnot cycle is the most efficient cycle to convert heat to work, as seen in the case of 
a heat pump. The Carnot cycle is reversible and is comprised of isothermal and 
adiabatic processes. An isothermal process has no change in temperature, while an 
adiabatic process involves no transfer of heat or matter between the system and the 
surroundings. The coefficient of performance (β) value of a Carnot cycle operating as a 
refrigerator or heat pump can be calculated by the following formula:  
      
  
     
                                                     (2.1) 
  
   
  
     
                                                      (2.2) 
where βRef is the refrigerator cycle coefficient of performance, TL is temperature of the 
lower body, TH is temperature of the higher temperature body, and   
  is the heating 
cycle coefficient of performance. For a given cycle, it follows (Borgnakke & Sonntag, 
2014): 
  
                                                            (2.3) 
The above equation confirms the coefficient of performance for a heating system is 
always higher than the cooling system as the heating system is not required to overcome 
the direction in which heat is transferred. 
Materials used in the heat pump system 
Qi (2014) presented a comprehensive review of refrigerant substances commonly used 
in heat pump systems and the operational properties of the refrigerant material R134a, 
an efficient hydrofluorocarbon thermal substance used in heat pump technology for 
vehicle climate control systems (Peng & Du, 2016). Li et al. (2014) states that when 
R134a is compressed, the heat pump can release up to 120°C, even when outside 
ambient temperatures are below 10°C. The European Union passed regulation No 
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517/2014 to restrict the use of fluorinated greenhouse gases, an amendment to the 2006 
regulation. This regulation states that non-CO2 emissions, including the fluorinated 
greenhouse gases, should be reduced by 72-73% by 2030 and by 70-78% by 2050. 
These targets could put a restriction on the quantity of refrigerant that can be used 
should a large number of EVs penetrate the automobile market in the future. R134a is 
also known as HFC-134a and has a Global Warming Potential (GWP) of 1300 (IPCC, 
2014). The European Union’s regulation states that for a product or equipment that 
contains fluorinated greenhouse gases with a GWP of 150 or more, they must label the 
application with details of the product’s GWP content (European Parliament, 2014). 
This figure is obtained using the equivalent weight fraction of the substance multiplied 
by the GWP value for that substance. These figures indicate the potential environmental 
issues systems like heat pumps may have during their operational lifetime. Additionally, 
this may be a factor for policy makers to be aware of when implementing measures for 
the future waste disposal management of EVs at their end of life stage. Should 
restrictions on refrigerants be enforced, it is important that alternative methods are 
explored to achieve cabin thermal comfort.     
2.3 Measures to optimise thermal conditions of a vehicle 
Thermal analysis of a cabin space is an important area of research; due to the increase in 
car ownership, people are spending an increasing amount of time in vehicles. Thermal 
studies aim to optimise thermal comfort with minimised energy use. However, this is a 
very qualitative area as thermal comfort varies from one individual to another. For 
example, Wyon et al. (1996) evaluated the driving styles of 83 drivers between the ages 
of 25 to 65 for one hour on public roads. Drivers were randomly assigned one of two 
indoor driving conditions, with the cabin temperature set at either 21 or 27°C, 
representing the temperature within and outside an occupant’s thermal comfort range, 
respectively. Occupants driving under the 27°C test condition missed 50% more signals 
than those travelling in a vehicle set at 21°C. Additionally, drivers’ response times to 
signals in the high temperature driving conditions was 22% longer than those within the 
thermal comfort range. A vehicle’s cabin space has several factors that influence 
thermal comfort in comparison to the thermal evaluation of a building: exposure to solar 
radiation, poor insulation characteristics of the vehicle’s body, the thermal stratification 
of the cabin’s environment, and a short period of time required to achieve thermal 
comfort are the deciding factors that determine the energy consumption to achieve space 
thermal comfort (Danca et al., 2016).  
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Studies have also shown the impact operating a cooling and heating system has on the 
EV’s fuel economy, which include optimising the vehicle’s cabin space temperature as 
this reduces the need to operate the climate control system and thus increases the 
vehicle’s energy performance.  
2.3.1 Passive methods applied to cabin space to improve ambient environment 
Glazing covering 
Chakroun and Al-Fahed (1997) analysed the indoor cabin air temperature when a 
vehicle was exposed to solar irradiation in hot desert climate conditions in Kuwait 
where outside ambient air temperature can reach up to and exceed 50°C during the 
summer season and subsequently indoor cabin temperature may reach 75°C. This study 
proposes a number of solutions to reduce temperature build up inside the cabin space by 
installing passive temperature reduction measures. Three techniques were evaluated: 
covering the front windshield, covering the front and side windows, and covering all 
glazing. Retro fitting on the north-west facing stationary vehicle with the 
aforementioned measures resulted in a reduction of indoor cabin temperature. Figure 2.5 
illustrates the temperature difference between the inside cabin temperature and outside 
ambient temperature and how the various techniques perform in reducing this 
temperature difference.  
 
Figure 2.5 The difference between indoor cabin space and outside ambient temperature conditions with various 
coverings and temperature reduction techniques when exposed to solar irradiation in Kuwait (Chakroun & Al-Fahed, 
1997). Note: Ti -To represents the temperature difference between internal and external temperature   
Chakroun and Al-Fahed’s (1997) study also presents temperature difference data for a 
stationary vehicle when exposed to solar irradiance and in shaded conditions to 
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establish a baseline to determine the most efficient technique to reduce indoor cabin 
temperature (see Figure 2.6). They additionally carried out an indoor cabin thermal 
comfort analysis of the vehicle during a driving cycle with the air-conditioning system 
in operation after a vehicle was allowed a certain solar soak period. This thermal 
comfort analysis examined the initial cooling rate of the air-conditioning system while 
driving. This analysis illustrates that the geographical orientation of a stationary vehicle 
and the temperature reduction measure in place prior to driving have a significant effect 
on the time it takes for the cooling system to achieve satisfactory thermal comfort 
levels. 
 
Figure 2.6 The difference between internal and external cabin temperature of a stationary vehicle exposed to the sun 
in a hot desert climate with no coverings in place (Chakroun & Al-Fahed, 1997). Note: Ti -To represents the 
temperature difference between internal and external temperature   
The data shows that the difference between outside and inside cabin temperatures for 
various days are comparable, but this does not include the variation in solar irradiance 
values from one day to the next, so field conditions are not accurately replicated. 
Chakroun & Al-Fahed (1997) conclude that parking in shaded areas is the optimum 
solution to reduce temperature build up in a vehicle, and where shade is not available, 
covering the windshields and side windows is effective in minimising temperature build 
up. Similar studies, such as Al-Kayiem et al. (2010), showed that a sunshade installed 
on the front windshield of the vehicle reduced the air temperature build up by 27% and 
there was a 20% drop in the cabin space temperature when the vehicle’s front and back 
passenger windows were opened by 20mm.  
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Adaption to vehicle glazing’s transmissivity 
In a Bangkok study, Srisilpsophon et al. (2007) installed 40, 60, and 80% solar 
irradiation cut-off films (with the exception of the front windscreen) to analyse the 
potential such passive methods have in reducing indoor cabin temperature to values 
closer to outside ambient temperature. The results showed that with 40, 60, and 80% 
anti-solar films installed in the vehicle and outside ambient temperature conditions over 
25°C, the solar irradiance heat load was reduced by 14, 18, and 20%, respectively. The 
energy consumption of the built-in cooling system was also reduced by 11.7, 14.4, and 
18%, respectively.  
Jasni & Nasir (2012) evaluated the use of three passive methods to reduce temperature 
increasing in a vehicle exposed to high levels of solar irradiance by using sunshades, 
ventilation systems, and tinted glazing. The temperature inside a Sedan was collected 
under four different test conditions of exposure to solar irradiance for a period of five 
hours. The vehicle was initially placed in the shade to obtain an ambient temperature 
baseline and then moved to an open space and exposed to solar radiation between 10:00 
and 15:15. This was repeated five times for four various test conditions. The test 
conditions included: (1) a baseline; where the vehicle had no temperature reducing 
techniques in place, (2) the test vehicle was installed with sunshades on all glazing 
surfaces, (3) a solar powered ventilation system was installed in the cabin space, which 
consisted of a 5W solar panel powered extractor fan with an air removal rate of 
9.44kg/s, and (4) solar reflective film was applied to the vehicle’s glazing, giving a 
tinted effect with 0.85 and 0.65 rejection ration of infrared light for the front windshield 
and other (side and rear) glazing, respectively. Sunshades installed on the front 
dashboard of the vehicle had a cooling effect of 22% when compared with the baseline. 
Glazing tint was the most influential method for other areas (front ambient zone, 
steering and rear ambient zone). The solar powered ventilation system increased the 
temperature at the dashboard and steering wheel areas when compared with baseline 
temperature, while the ventilation system had no cooling effect on temperatures 
recorded at the front dashboard and steering wheel. The ambient air temperature 
reduction potential of the ventilation system was approximately 3°C. However, the 
experiments did not report outside ambient temperatures and solar radiation, so the 
results presented may not be comparable as tests were repeated on different days (Jasni 
& Nasir, 2012). 
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2.3.2 Auxiliary climate control systems 
Chakroun and Al-Fahed (1997) also investigated the potential a 12V solar extractor fan 
integrated into a rear side glazing to reduce indoor cabin temperatures to assess the 
performance of passive temperature reduction techniques in a vehicle’s cabin space, as 
seen in Figure 2.5. The fan was powered by the vehicle’s built-in battery and exchanged 
inside hot air with cooler air from outside the vehicle. A solar battery charger was 
connected to the vehicle’s battery for charging while the auxiliary cooling system was 
in operation. Figure 2.7 illustrates that a solar powered extractor fan outperforms 
passive temperature reduction methods such as glazing covers for their effect on internal 
vehicle cabin temperature when exposed to strong solar irradiation levels of a hot desert 
climate in Kuwait. Figure 2.5 illustrates that when all glazing is covered, the 
temperature was reduced by 8°C compared to when no temperature reduction 
techniques were installed, but a temperature reduction of nearly 10°C was observed 
when the solar powered fan system was operating, as seen in Figure 2.7 (Chakroun & 
Al-Fahed, 1997). A solar fan may be implemented by manufacturers at low costs, as 
existing technologies can be installed in a vehicle’s cabin space with little additional 
adaptation. 
 
Figure 2.7 The difference between indoor cabin and outdoor temperature with the installation of a solar powered 
extractor fan system for a stationary vehicle in Kuwait (Chakroun & Al-Fahed, 1997)  
According to Jasni & Nasir's (2012) previously mentioned study, a ventilation system 
operating over a five hour soak period is most effective in reducing temperature in the 
first two hours. After this period, there was evidence of temperature reductions for a 
stationary vehicle exposed to climatic conditions in Malaysia. The temperature initially 
reduced by 80% compared to baseline temperature values, but two hours into the five 
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hour operational period, a 40% temperature reduction was obtained by the ventilation 
system. The remaining temperature reduction profile neared baseline values indicating 
that temperature reductions due to the operating ventilation system are negligible after a 
certain period. They concluded the impractical use of an auxiliary ventilation system 
and indicated tinted glazing was the most effective and practical method to reduce 
temperature in a cabin space as well as being the most economically efficient of the 
three temperature reduction methods (Jasni & Nasir, 2012). However, this study failed 
to address the longevity of the auxilary ventilation system’s temperature reduction 
ability as the cabin space was exposed to solar radiation for a limited time, which could 
influence their statement that this is a high preforming ventilation system. Presenting 
results as a percentage of temperature reduction indicates that the ventilation system’s 
ability to mitigate temperature build up reduces with time. However, in reality, as the 
difference between the internal and external temperature increases, the percentage 
temperature reduction may not proportionally translate to degree celsius reduction. 
Nevertheless, this study confirms that solar irradiation is the governing factor that 
influences temperature build up in warm climate locations.    
Similarly, Vishweshwara et al. (2013) investigated the potential installing a cooling 
system has on optimising the vehicle’s internal thermal environment. The auxiliary 
system consisted of a set of fans: one to mitigate the heat build up and the second to 
introduce cooler external air into the cabin space to reduce indoor cabin temperature. 
This system was powered by a solar module so the ventilation system was completely 
independent of the vehicle’s primary energy source. On sunny days, internal cabin 
temperature levels reached up to 22°C higher than the external ambient temperature. 
The temperature difference was reduced by approximately 50% with the installation of 
the two fan ventilation system, as seen in Figure 2.8. However, this study does not 
record the incident solar irradiation on the cabin space, which could explain why the 
cabin space is not being cooled to temperatures closer to external ambient values. It is 
suspected, from observing Figure 2.8, that the heat gain by solar irradiance is greater 
than the heat removed by the installed ventilation system.  
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Figure 2.8 Measured temperature at the front of vehicle cabin for two consecutive days (Vishweshwara et al., 2013) 
Saidur et al. (2009) investigated the potential a solar powered ventilation system had on 
reducing the energy requirements from a Nissan Sunny vehicle’s climate control system 
by increasing the existing ventilation system’s air flow rate from 9.44 to 52.16 kg/s. 
This Malaysian study states that the temperature of a vehicle’s internal cabin space can 
reach up to 60°C during sunny weather conditions and 55°C in cloudy conditions and 
that 80% of the indoor cabin temperature rise will occur in the first half hour. Increasing 
the rate at which air is removed from the cabin space reduced the cabin temperature by a 
further 11%. The ventilation system was powered by a 50 W solar panel and could also 
be powered by the vehicle’s 12V battery if solar irradiance was low. Data was collected 
for three cases: (1) data with no ventilation system, (2) data for the existing ventilation 
system (9.44 kg/s) and, (3) data for an optimised ventilation system (52.16 kg/s). When 
compared to no ventilation, the existing and improved ventilation system reduced the 
cabin temperature at 13:00 (peak temperature time) by 9 and 19%, respectively. 
However, the existing ventilation system required additional cooling as the cooling 
effect of the system was not sufficient for occupant thermal comfort.  
2.3.3 Overview of previously installed thermal optimisation measures 
The US Department of Energy’s National Renewable Energy Laboratory’s aim is to 
reduce the fuel economy of the built-in cooling system by 50 and 75%, representing 
short- and long-term goals, respectively (Farrington & Rugh, 2000). Temperature 
reduction techniques will help achieve this fuel economy target as shown by the fact 
that an ICEV installed with a 400 W cooling system increased fuel consumption by 0.4 
km/L (Farrington & Rugh, 2000). The study highlights that optimising the fuel 
economy of a vehicle has significant financial benefits over installing auxiliary cooling 
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methods in light passenger vehicles. The improvement in fuel economy converts to over 
$6 billion annually for the US economy. Not only does operating an auxiliary cooling 
system in an ICEV have an energy and economic impact, it has environmental 
implications as a result of reduced fuel consumption required to operate the vehicle’s 
built-in cooling system. Farrington & Rugh (2000) evaluated the average energy 
consumption of seven popular passenger-sized ICEVs when the vehicles were tested 
with the cooling system in operation in comparison to when it was off. When operating 
the cooling system, carbon dioxide and nitrogen oxide emissions increased by 71 and 
81%, respectively. Overall, the fuel economy of the seven vehicles decreased by 22% 
on average, similar to results found by Holmberg et al. (2012) who showed that 21.5% 
of the vehicle’s total fuel energy capacity was used to propel the vehicle.   
The studies in the present section discuss a variety of techniques implemented in 
previous automobile research and their ability to optimise the cabin space temperature 
by focussing on cooling mechanisms to reduce temperature build up as a result of 
incident solar irradiance. However, limited research addresses the heating requirements 
of a cabin space. The conventional vehicle avails of recyclable heat from the vehicle’s 
engine that has no impact on the energy performance of the vehicle and this has not 
been the focus of many studies. However, the EV must provide energy to a heating 
system for space heating. Thus, the present research acknowledges a gap in published 
work that focuses on heating alternatives for cabin spaces from the existing built-in 
system. The following section discusses the previous methods used to evaluate the cabin 
space temperature. 
2.4 Methods to analyse the thermal characteristics of a vehicle 
As previously mentioned, it is important that the thermal properties of a vehicle’s cabin 
space are at optimum levels so that it does not have a negative impact on a driver’s 
ability to safely operate the vehicle. The previous section discussed a variety of 
measures installed in a cabin space to optimise occupant thermal comfort. This section 
will examine the methods and tools previous studies have used to analyse the thermal 
characteristics of a space. These approaches include ways to determine human thermal 
comfort to understand what occupants perceive as a comfortable space. Other studies 
have used computer programs to analyse how heat is distributed throughout the cabin 
space. This section describes a variety of these analyses previously used in thermal 
studies for various applications.  
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2.4.1 Occupant thermal comfort analysis 
One of the earliest studies developed to determine the thermal comfort of an occupant’s 
space was by Fanger (1967), who developed the Predicted Mean Vote (PMV) index 
where occupants were asked to rate their level of perceived thermal comfort of the space 
they were exposed to on a scale from -3 (extremely cold) to 3 (extremely warm). The 
study also incorporated the dissatisfaction of individual’s perception of thermal comfort 
using the Predicted Percentage Dissatisfaction (PPD) Index. Thermal comfort is a state 
of mind when one is satisfied with their environmental surroundings, but this state 
differs for each individual and depends on a number of external physical parameters.   
Alahmer et al. (2012a) analysed and modelled the thermal comfort of a vehicle’s cabin 
space using thermography measurements to set experimental boundary conditions by 
integrating a 3-D Berkeley model with Fanger’s thermal comfort indices to analyse 
occupant thermal comfort in a heated and cooled space (Alahmer et al., 2012a). The 
Berkeley model, developed by Zhang et al. (2004), simulates the sensation and response 
of various segments of the human body to an environment. Occupants were asked if the 
space is too hot or too cold in a climate controlled chamber as well as their overall 
perceived thermal comfort satisfaction, which was measured on a scale from very 
uncomfortable (-4) to very comfortable (4). Thermal imaging was used to evaluate 
surface temperature distribution throughout the vehicle’s cabin. This infrared 
thermography is used to evaluate the thermal comfort of the vehicle when exposed to 
various controlled parameters, such as relative humidity. Very few studies prior to 
Alahmer et al. (2012a) considered using infrared technology in thermal analysis. The 
study found that relative humidity has a greater impact at the beginning of the cooling 
period and is less pronounced at the end. The study was validated by using infrared and 
Berkeley’s model, with measured values to high levels of agreement.     
2.4.2 Finite element analysis of a vehicle’s thermal profile 
Han et al. (2001) analysed a cabin’s thermal environment using Computational Fluid 
Dynamics (CFD) analysis to measure the thermal characteristic of the non-homogenous 
thermal space. The model considered a 16 body segment model, the human body blood 
flow model, clothing model, contact with surfaces and the surrounding environment, 
and a consideration of the physiological variations in the human body in terms of the 
body mass index of individual occupants. Computed temperatures were compared with 
the measured temperatures showing high level of confidence in the Virtual Thermal 
Comfort Engineering (VTCE) model. Han et al. (2001) illustrated the effects of solar 
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irradiation on the thermal comfort of an occupant and showed that the solar incident 
angle (45° and 90°) has a significant impact on a passenger’s thermal comfort. There 
was a considerable increase in occupant thermal discomfort in the upper section of the 
human body, especially at a 45° angle of incidence where the optimum exposure of 
solar load is experienced. Similar studies, such as Roy et al. (2003), concluded that solar 
irradiance is the most significant contribution to the build up of heat in vehicles and thus 
leads to passenger discomfort. This model is part of the Berkley thermal comfort model 
and incorporates the thermal comfort index (PMV) to determine if adjusting parameters 
such as solar angle can have an effect on the occupant’s thermal comfort perception. 
Many studies (Kaynakli & Kilic, 2005; Martinho et al., 2004) further improved 
mathematical models to predict temperatures towards achieving an adequate 
understanding of thermal comfort. However, few studies present information on how 
solar radiation heat load can be experienced by vehicle owners in colder climates to 
improve thermal comfort by availing of solar space heating. As heating requirements in 
EVs are more energy demanding than in the ICEV, availing of such sources may 
optimise the overall energy performance of the EV by reducing the requirements for 
space heating. 
Cooling evaluation 
Huang et al. (2005) investigated the impact an auxiliary solar powered airflow 
management system has in reducing temperature build up inside a vehicle’s cabin space. 
When the vehicle was stationary for a significant period of time, the auxiliary system 
was in operation to reduce temperature increasing. This study developed a numerical 
model based on Computer Aided Design (CAD) and Computer Aided Engineering to 
evaluate and design the optimum system to achieve thermal comfort. A solar module 
was installed on the roof of the vehicle to act as a layer of insulation, which hinders 
solar radiation heat transfer through the roof’s surface area to the cabin space and is 
alternatively absorbed by the solar module to provide power to the auxiliary cooling 
system. A monitoring system recorded external and internal ambient conditions to 
determine when the auxiliary cooling system should be activated. If the vehicle’s engine 
is powered off and temperature inside the vehicle exceeds the external temperature, the 
system will be activated. When the ventilation system is in operation and temperature 
reaches external ambient temperatures, the monitoring system closes the system’s inlet 
valve and the ventilation system is inactivated. Huang et al. (2005) used two programs 
to build the numerical model: the Pro-E software measured the dimensions of the 
vehicle. This program is used in the modelling and assembly of a design for analysis 
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and has the ability to perform structural and thermal analysis. The second software, 
GAMBIT, was used to generate a mesh that will use Computational Fluid Dynamics 
(CFD) to analyse the temperature flow within a space. Input data considered in this 
model include solar irradiation, heat flux through glazing, and vehicle material 
properties as a result of a heat flux value through the glazing of 23.2 W/m
2
 for 
conduction heat transfer modes (Huang et al., 2005). Additionally, an air flow pressure 
test determined the rate of flow at which the ventilation system extracts hot air from the 
cabin space. Huang (2005) presented a visual temperature flow profile when the source 
of cooling was placed at different areas of the cabin. The CFD study identified the front 
area of the vehicle near the steering wheel as the zone that reaches the highest 
temperatures. The air flow pressure test resulted in different values depending on the 
location of the ventilation system. The pressure difference between internal and external 
environments when the system was operating ranged from -6 to -10 Pa depending on 
the location of the air inlet. Maximum pressure differences were experienced when the 
air inlet was placed at the highest temperature zone. However, Huang et al. (2005) 
provided limited details on the data input into the developed thermal model, nor was the 
numerical model validated with experimental measurements. However, the study aids in 
the understanding of how the air in the cabin space is stratified and in understanding 
how the air moves when cool air is introduced into the cabin space. 
Heating evaluation 
Sevilgen and Kilic (2010) analysed the air flow in an ICEV vehicle cabin as a result of 
operating the heating system through the CFD software, FLUENT. A mannequin was 
used as part of the experiment to predict the response and characteristics of the human 
body’s temperature and to evaluate heat flow between the occupant and a non-
homogeneous thermal environment. The 1.7 meter mannequin was divided into 17 
segments distributed from the head to the feet. The cabin was drawn in CAD and 
analysed by FLUENT software. Boundary conditions were applied and the mesh for the 
analysis was designed to obtain results that were compared with measured values 
throughout the experiment. The obtained results demonstrated that a 3-D transient CFD 
analysis, assuming a constant heat flux boundary condition, provides a good indicator of 
predicting air flow (Sevilgen & Kilic, 2010). Al-Kayiem et al. (2010) used a CFD 
analysis in FLUENT to illustrate the areas where the temperature in a vehicle’s cabin 
space is highest. These areas were found near the front and rear windshields as a result 
of higher exposure to solar radiation. The vehicle’s dashboard produced the most 
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amount of heat. As expected, the highest air temperatures were recorded at the roof of 
the cabin.  
Danca et al. (2017) used CFD analysis to model the impact climate conditions and 
ventilation systems have on the thermal comfort of a cabin space. The study compared 
computed air velocity and temperature to measured data with corresponding indices to 
determine thermal comfort. Where prior studies adjust parameters to maintain thermal 
comfort levels, this study focused on predicting the temperature of the cabin space 
regardless of whether thermal comfort was achieved and validated the developed model 
with measured data. The study evaluated 12 data sets with an experimental time 
duration of 50 minutes and three different ventilation strategies (where the air inlet was 
injected at ‘dashboard’ or body level, ‘feet’ level, or both ‘dashboard and feet’ level). 
Boundary conditions used an air flow rate of 0.042 and 0.039 kg/s mass flow rate for 
the centre and side grills, respectively, the temperature at the inlet grills was set at 23°C, 
turbulence intensity was 4.11%, and the Reynolds number was 17,763 and 13,924 for 
the central and side grills exit orifices (Danca et al., 2017).   
When compared with measured data, the model performed with high accuracy, as seen 
in Table 2.1, with the exception of values close to feet level, where the CFD model 
underestimated values. PMV and PPD incidences were also computed with the obtained 
CFD data and compared with measured values showing strong alignment. Higher 
discrepancies in PMV values were observed when the air velocity was high, but the air 
velocity levels were under predicted. The study highlighted the inadequacy of the PMV 
index for use as a reliable evaluation tool in classifying thermal comfort environments.  
Table 2.1 Results obtained for experimental or measured data (Exp*) and CFD values (Danca et al., 2017) 
  v, m/s   T, °C   PMV   PPD 
 
Exp* CFD   Exp* CFD   Exp* CFD   Exp* CFD 
Passenger head 0.10 0.11 
 
23.62 23.30 
 
-0.38 -0.48 
 
8.11 9.80 
Driver chest 0.13 0.15 
 
23.30 23.07 
 
-0.54 -0.65 
 
11.24 13.91 
Passenger chest 0.11 0.14 
 
23.61 23.04 
 
-0.42 -0.63 
 
8.73 13.26 
Driver knee 0.08 0.07 
 
22.41 22.89 
 
-0.58 -0.48 
 
12.03 9.91 
Passenger knee 0.07 0.09 
 
22.94 23.05 
 
-0.47 -0.45 
 
9.71 9.29 
Back knee 0.10 0.11 
 
23.53 22.88 
 
-0.40 -0.55 
 
8.37 11.43 
Driver foot 0.17 0.03 
 
22.20 23.05 
 
-0.88 -0.45 
 
21.51 9.29 
Passenger foot 0.10 0.06 
 
22.57 22.97 
 
-0.57 -0.47 
 
11.79 9.59 
Back foot 0.20 0.18  23.44 22.76  -0.70 -0.79  15.29 18.40 
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2.4.3 Numerical algorithms to predict the indoor temperature of a cabin space 
Studies have used numerical analysis approaches to evaluate the thermal properties of a 
space. As previously discussed in Section 2.3.1 Srisilpsophon et al. (2007) evaluated 
how solar reflective films installed in vehicle glazing reduced the effect of temperature 
build up in a cabin space, and developed a numerical algorithm model to predict values 
such as indoor cabin temperature under various ambient conditions, using various 
thermal properties as an input, but details of how solar irradiance, vehicle thermal 
properties, and the overall performance of the model is determined were limited. 
Average monthly values for temperature, solar radiation, and wind speed were used to 
develop the model, but the model is restricted to limited data as experiments were 
replicated on days with similar ambient temperatures and solar radiation conditions.  
Gado (2006) developed a thermal model to determine the performance of the built-in 
cooling system in a vehicle’s cabin space by testing the refrigerant fluid R134a 
independent of the vehicle in laboratory conditions using a numerical model to predict 
the cabin space temperature. They assumed a fixed solar radiation load and stated that 
this was an acceptable assumption for a short period of time and considered its effects to 
be negligible on a vehicle’s interior mass. However, as the cooling system was tested 
over a period of two hours, the cabin temperature was likely to be affected by 
temperature build up as a result of exposure to various solar irradiance intensities as the 
vehicle’s interior mass interacts with the environment and could influence cabin 
temperature. Thus, solar radiation should not be considered as a constant as it will incur 
errors in temperature predictions.  
Dadour et al. (2011) developed a temperature predicting model for forensic science 
purposes to determine the temperature inside a vehicle and its effect on the human body 
to analyse the time of death of a person exposed to high temperature values when a 
vehicle is exposed to high levels of solar irradiance. They stated that there is no model 
available to predict solar radiation energy and its effect on cabin space temperature. 
Additionally, the study considered the colour of the vehicle and if windows with various 
opening distances have an effect on cabin temperature. The analysis evaluated three 
data sets collected over three summer days and considered the geographical aspect the 
vehicle was facing. Two Ford Sedan vehicles varying in colour (white and black) with 
closed windows and a similar orientation were analysed to determine the effect of 
colour on internal cabin temperature. Another test used two white Sedans with a similar 
orientation exposed to ambient conditions where one vehicle’s windows were closed 
and the other had one passenger window opened by 2.5 cm and then repeated when 
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window was opened by 5 cm. Both vehicles’ cabin temperatures reached outside 
ambient temperatures during nocturnal conditions, though they acknowledged that the 
model was used with limited data available from meteorological data sources recorded 
at a distance from the vehicles and thus expect to incur an error. For such forensic 
applications, an algorithm to predict the temperature of a stationary vehicle exposed to 
solar radiation has an acceptable error of 1°C (Dadour et al., 2011). The developed 
model concentrated on the thermal capacitance of the vehicle to determine the time 
delay effect of temperature build up. Results show that the outside ambient temperature 
did not correlate with solar radiation levels and that it takes approximately two hours for 
temperatures to respond to high levels of solar irradiance. They concluded that white 
coloured vehicles experience significantly lower cabin temperatures than black vehicles. 
Additionally, a window open by 2.5 cm can reduce cabin temperatures by 3°C and a 
reduction of up to 7°C was observed with a window opening of 5 cm. A Pearson 
correlation method validated the developed algorithm for the linear steady state and the 
time delay model had r values of 0.895 and 0.978, respectively. These statistical 
indicators demonstrate a high confidence level in the model, but more details about the 
solar model used in this temperature predicting algorithm may further improve the 
performance of the algorithm.  
A study by Torregrosa-Jaime et al. (2015) developed a transient thermal model to 
predict the indoor cabin temperature of a minibus in a warm climate in Italy and 
concluded that solar irradiance has a significant impact on heating the internal mass of 
the cabin space. This internal mass in turn heats the cabin air. Results showed that 18-
31% of the cooling capacity demand is required to counteract the heat gain due to 
exposure to solar irradiance than any other heat gain source and they claim that a 
decrease in glazing transmissivity will reduce cooling demands. Cloudy and sunny 
conditions with solar irradiance varying from 200 to 923 Wm
-2 
were analysed and a 
difference of 2.8 kW in energy demand on the cooling system was found between the 
two climate conditions. Torregrosa-Jaime et al. (2015) considered the vehicle’s overall 
heat transfer coefficient and the thermal capacity of the internal mass and cabin walls. 
These values were obtained from the literature and manufacturer’s specifications.  
Previous studies have failed to include the aforementioned parameters, and simply 
simulate tests over various times of the day and varying weather conditions to evaluate 
best and worst case scenarios. However, as a result of limited data availability for 
thermal properties, Torregrosa-Jaime et al. (2015) adjusted the aforementioned 
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parameters in the algorithm to minimise the deviation in error between measured and 
computed values. Thus, adjusting inputs to optimise results may result in inaccurate 
information on the performance of the developed algorithm. Additionally, the nascent 
simulation fails to integrate a comprehensive solar analysis into the transient model and 
is limited in calculating solar irradiance at various angles of incidence. The implication 
of this is that predicted temperatures in the passenger compartment of the minibus are 
slightly over predicted as a result of the limited solar model (Torregrosa-Jaime et al., 
2015). Zhang et al. (2017) analysed the contribution of radiating heat transfer on cabin 
temperatures in a thermal model, with a solar algorithm that uses a solar radiation 
intensity value per hour with no consideration of the varying angle of incidence as the 
sun moves throughout the day in respect to the vehicle. However, when evaluating 
energy consumption of the built-in heating systems, Zhang et al. (2017) failed to include 
solar space heating. Thus, the study evaluated the worst case scenario with the aim to 
determine the energy used by the heat pump per 100km (WHP-100km) as a function of the 
geographical latitudes and altitudes and found as follows: 
                       
                                   (2.4) 
where LAT is the latitude of the city, and f is the correction factor of the altitude of the 
city. They conclude that the energy consumption of the built-in climate control system 
depends on the climate in a given location and the duration of the vehicle’s system 
operation. 
A Spanish study by Marcos et al. (2014) acknowledged the importance of energy 
management of the cooling system in modern vehicles, such as the EV and hybrid 
vehicles (HVs). They developed and validated a simple and dynamic thermal model for 
a vehicle’s cabin space to design and test a vehicle’s heating, ventilation, and air-
conditioning (HVAC) system and its overall effects on the performance and fuel 
consumption of EVs and HVs by calculating the vehicle’s heat flow. The model was 
tested under varying vehicle environmental conditions, where computed and actual 
temperatures were compared. Indoor air temperature variation was computed with the 
following equation: 
    𝑐                                                     (2.5) 
where      is the mass of the indoor air, 𝑐    is the heat capacity of indoor air,    is 
change in temperature of indoor air, Qwindow, Qceiling and Qfloor denotes the heat transfer 
between the cabin space air and window, ceiling and floor surfaces, and Qhuman is the 
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sensible heat supplied by the human occupant. Heat transfer from the door panels was 
considered negligible in comparison to heat transfer through windows. This detailed 
model measured both horizontal and beam irradiance, broken down into reflected, 
absorbed, and transmitted solar irradiance tested in three different conditions. The first 
tested an unoccupied stationary vehicle exposed to ambient air temperatures with solar 
irradiance as the primary heat source. The second test evaluated an unoccupied 
stationary vehicle in shaded conditions following exposure to the sun for a period of 
time and exposed only to ambient air conditions. The third experiment tested a moving 
vehicle with one occupant. All three test conditions illustrated how solar irradiance and 
air temperature influence cabin space temperature. For the first, second, and third 
experiments, results showed a maximum error of 1.89, 0.82, and 4.61°C in temperature 
prediction and a root mean square error (RMSE)  of 1.53, 0.44, and 3.71°C, respectively 
(Marcos et al. 2014). The third test showed that when the vehicle was in motion, the 
computed temperature was much higher than the measured temperature. It is evident 
that with only one variable (outside ambient air temperature when the vehicle was 
stationary in a shaded area), the model performed better with a lower maximum error 
and RMSE value. This is why the third test, when the vehicle is in motion, 
underperforms in comparison to the other two tests as variables for occupant heat 
transfer, wind velocity, and a constantly changing orientation add additional factors to 
consider. A detailed solar model is required to consider a changing incident angle of 
solar irradiance for a moving vehicle.  
Wu et al. (2017) developed a transient thermal model with the ability to simulate the 
indoor cabin temperature of a vehicle within an error of 5% when compared to 
measured data. The algorithm was used to indicate what thermal properties can be 
optimised to improve the thermal performance of the vehicle. The optimisation of 
material’s thickness, thermal conductivity, and the specific heat capacity were explored. 
An increase in material thickness resulted in the most favourable option to improve a 
vehicle’s thermal performance, but this incurs additional weight and so may result in 
additional traction energy consumption. Such numerical algorithms indicate that new 
materials with smaller thermal conductivity and larger specific heat capacity properties 
than conventional materials used in automobile production are the most favourable 
options to explore. Wu et al. (2017) applied the developed model to a moving vehicle, 
so any analysis of a frequently changing incident solar irradiance angle is limited as 
solar incident radiation is considered by identifying shaded areas of the cabin space as 
the vehicle moves as opposed to a detailed solar algorithm.   
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Numerical nodal modelling  
Mezrhab & Bouzidi (2006) provided the first numerical thermal model to include a 
nodal analysis where the vehicle composites were divided into solid and fluid nodes to 
observe the thermal behaviour of a cabin space. Outside ambient temperature, indoor 
temperature, sky temperature, and incident solar irradiance on the vehicle’s surface are 
considered as inputs to the developed model. They state that at least ten minutes is 
required for temperatures to reach occupant thermal comfort levels in cooler months 
(Mezrhab & Bouzidi, 2006), but do not state whether a fixed solar irradiance value was 
chosen for the analysis or if the algorithm considered the movement of the sun in 
respect to the stationary vehicle. Additionally, the algorithm was applied to determine 
the temperature profile of the vehicle when an on-board cooling system was in 
operation. The model evaluated the performance of passive temperature reduction 
techniques such as tinted glazing and over predicts the temperature by 2°C and under 
predicts the temperature by 1°C when double glazing was installed in a vehicle. While 
the algorithm shows good agreement with measured results, it has some limitations 
when predicting instantaneous temperature and has limited considerations of the cabin’s 
thermal profile over a longer period of time. The study focuses more on the theoretical 
development of the algorithm with limited details on the measurement of inputs.   
2.4.4 Overview of methods used to analyse the thermal profile of a cabin space 
This section reviews a variety of methods used to analyse the thermal profile of a cabin 
space and the applications they are applied to. The aforementioned studies discuss the 
importance of analysing factors such as solar radiation, occupant metabolic heat transfer 
rate, ventilation, mechanical, convection, and conduction thermal heat loadings in a 
cabin space. How the load distribution of each factor varies throughout a cabin space 
daily can be seen in the thermal loading mix profile shown in Figure 2.9.  
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Figure 2.9 Proportion of thermal load sources in a cabin space varying throughout the time of day (Wu et al., 2017) 
Previous methods have been developed to understand how heat moves through a cabin 
space to achieve occupant thermal comfort. Other methods predict temperatures to 
validate the benefit of installing auxiliary systems, such as heat extractor fans. 
Temperature predicting algorithms have also aided forensic purposes. However, a 
model has not been developed to accurately analyse how the heating and cooling of an 
EV’s cabin space will impact the energy consumption of the vehicle’s battery. The 
present study adopts many of the factors considered in previous research to develop an 
accurate temperature predicting model that can be used to aid predictions of how much 
energy the vehicle’s battery will consume to operate the climate control system. The 
present research aims to develop a detailed solar model to incorporate the movement of 
the sun in relation to the vehicle, unlike many studies simulating solar irradiance in test 
chambers or assuming a fixed value. Additionally, the present research investigates 
whether nodal modelling can improve temperature predicting algorithms of a cabin 
space, a field that remained unexplored for cabin space applications until Mezrhab & 
Bouzidi's (2006) work.  
The section that follows explores the role that renewable technology has to support 
EVs. As previously mentioned, conventional ICEVs use recyclable heat to warm the 
cabin space and studies have explored how solar energy can provide power to a climate 
control system, a variety of which are explored in the following section.   
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2.5 Solar energy as supporting infrastructure 
The previous sections in this chapter discussed the energy distribution of the EV’s 
battery and the energy consumed by the climate control system. Other studies have 
investigated how auxiliary cooling techniques can improve the thermal performance of 
the vehicle and how the thermal profile of a cabin space is analysed. The EV is a 
solution to many environmental issues that face the transport sector, but the heating and 
cooling requirements demand electrical energy from the battery, which creates energy, 
economic, and environmental costs previously considered as negligible in the ICEV 
energy consumption profile. Renewable energy supporting EVs ensures harmful 
emissions released to the environment are minimised. Studies have investigated the 
potential solar energy has to support the vehicle’s primary battery and extend driving 
propulsion. This section explores work that has illuminated how solar technologies have 
previously been implemented to improve the EV’s fuel and thermal efficiency.  
2.5.1 Solar recharging methods introduced into the automobile market 
The first generation Toyota Prius was introduced into the market in 1997 as the world’s 
most popular hybrid vehicle (HV) followed by the second generation in 2004 and the 
third in 2009 (Autoevolution, 2010). This vehicle promised improved mileage ratings, 
performance, aerodynamics, and other design features. The vehicle’s ‘moonroof’ had 
integrated solar panels on the roof’s surface area to power the vehicle’s ventilation 
system when stationary. The new climate control system is independent of the vehicle’s 
engine and primary battery pack. This system was the first system of its kind to be 
powered remotely to acclimatise a cabin space before the driver enters the vehicle 
(Electreck, 2016). The Japanese manufacturer reintroduced the solar panelled roof 
feature into the 2017 model, the Prius Prime. The new model has an 8.8 kWh lithium-
ion battery with an estimated 35 kilometre electrical range. The Prius Prime’s solar 
panels are integrated into the charging system of the primary battery to support range 
extension and is said to increase the vehicle’s fuel efficiency by 10% (Electreck, 2016).  
A Chinese study examining how photovoltaic cells integrated onto the roof of a vehicle 
can generate 225W of electrical power showed that the installation of solar modules 
improves the refrigerating capacity of the heat pump by about 8% (Guoyuan et al., 
2001). This system significantly reduced the cooling load of a vehicle when exposed to 
high levels of solar irradiance. Other interesting solar vehicles exist such as the Stella 
Lux built by a team in the University of Eindhoven, Netherlands demonstrating the 
 49 
 
potential of solar energy to be an adequate source of propulsion energy, but are not for 
commercial use (Electreck, 2015).  
2.5.2 Efficiency of solar recharging methods 
Gibson and Kelly (2010) determined the feasibility of solar assisted charging when 
integrated into an electric powertrain and showed that high system efficiency can be 
reached by limiting the amount of electronics in the system. The photovoltaic (PV) 
charging system reached nearly 15% efficiency, the lithium-ion battery was assumed to 
have a 100% charging efficiency, the inverter had an efficiency of 93-97%, and a charge 
controller or rectifier had 97%. As a whole, the system’s efficiency was 13.5% 
improved when all accessories was accounted for. This calculation illuminates a 
hindrance in the use of solar energy with other technologies, such as electrolyses for the 
production of hydrogen to power fuel cells as a result of the low efficiency value. The 
overall solar charging system’s performance is jeopardised with efficiencies that vary 
dramatically for every process.  
2.5.3 Recharging the vehicle’s primary battery by solar means 
Birnie (2009) introduced the concept of a solar-to-vehicle (S2V) recharging 
infrastructure. For the S2V application to be successful, they acknowledged the system 
depends on (1) the availability of solar radiation in a given region, and (2) the energy 
demand of the vehicle’s owner upon use. If the second component (energy demand), 
overweighed the first (the availability of solar energy), the system would not be 
worthwhile. A later study by Birnie (2016) analysed the performance of a solar roofed 
vehicle and its potential to capture solar energy to recharge the vehicle’s battery. 
Vehicle recharging times reduced dramatically; from slow to fast and rapid charging. It 
has been suggested that the EV can assist with other applications such as smoothing out 
the peaks and troughs of the electricity demand curve allowing more renewables to be 
introduced into the electricity network and interact with the grid to support the 
distribution network system (Ma et al., 2012a; Liu et al., 2013; UK Power Networks, 
2014). Birnie (2016) analysed various recharging behaviours, including recharging at 
work and at home, recharging at work only, and recharging at home only and found that 
the majority of solar recharging potential is observed when the vehicle is charged at 
home only. This allows the vehicle to be recharged by solar means during periods when 
the majority of solar radiation is available. Recharging an EV with the electrical mains 
at work and home means the battery reaches its full capacity faster with a 75% 
reduction in solar recharging potential. EV drivers want to charge their vehicles faster, 
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yet lose up to 50% of solar recharging potential when a rapid charger is used (Birnie, 
2016).  
At times when wind energy production is high and electrical demand is low, the 
distribution network system cannot allow for surplus energy in the electricity system. 
This constraint and a lack of energy storage technology result in a significant amount of 
energy being wasted. In 2016, over £59 million was paid to UK wind farmers to stop 
producing wind energy (REF, 2016). This leads to the public losing confidence in 
alternative sources of energy and futile attempts to introduce further renewable 
technologies into the electrical distribution network. The EV is being proposed as the 
answer to this alternatively wasted or excess energy. At times when there is low energy 
production and a high energy demand, a vehicle-to-grid (V2G) system through a smart 
grid will allow the EV to support the electricity grid with the battery’s stored energy. 
Thus, the EV can be used to compliment the grid network and smooth the energy 
demand curve. However, the potential the EV has to assist in such applications 
ultimately depends on its state of charge. To avail of potentially more solar and wind 
energy being introduced into the distribution network, the vehicle should be discharged 
to store energy when demand is low. However, to interact with the grid in a V2G 
application, and in terms of vehicle usage, the battery should be at full capacity. These 
conflicting interests in the battery’s ideal state of charge may result in the perception 
that the vehicle is unreliable as an energy storage or energy production solution.   
Solar radiation intensities vary hourly and seasonally. For solar energy to be seen as an 
appropriate energy source to recharge vehicles, Li et al. (2009) investigated the 
importance of sizing the PV system and its effect on the quantity of energy supplied to 
the vehicle’s battery. Additionally, their study aimed to illustrate the potential energy to 
be injected to or ejected from the grid. Injecting surplus energy into the grid aids in 
terms of grid stability and potentially as an opportunity cost. Additionally, the study 
addressed the economic benefits of PV systems by comparing a smaller system of 20m
2 
PV array to a larger installed system of 78m
2
 in terms of the capital costs of the PV 
systems and extra support from the grid. This economical assessment was compared 
with the financial costs of fossil fuel based vehicles. The operating costs of each 
recharging system are shown in Table 2.2. The capital cost to install the PV system 
should be considered to determine the overall financial benefits of solar assisted 
infrastructures over its life cycle. Li et al. (2009) illustrated the importance of sizing a 
vehicle’s solar supporting infrastructure to reduce its dependence on mains recharging.  
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Table 2.2 Summary of the economic operating costs of the various fuel based systems for vehicles (Li et al., 2009) 
  Fuel base Price $/mile 
ICEV Fossil fuel  0.13 
EV Grid only 0.04 
EV Small (20m
2
) PV system 0.02 
EV Large (78m
2
) PV system 0.00 
Chandra Mouli et al. (2016) similarly investigated the potential of solar charging car 
parks in a work place in the Netherlands. A developed solar model determined the 
optimum array was a south facing, 28° angle of inclination 10kW solar module array 
(producing 10.89MWh of solar energy annually). They also considered a two-axis solar 
tracker device to increase solar harvesting by 17%. However, this increase was only 
experienced in the summer months with the installation of a solar tracker, with little 
increase in solar energy yield in winter months. Thus, the solar tracker was disregarded 
as the implied capital costs of the device outweighed the increase in energy production. 
The results showed that by integrating renewable solar energy recharging, EVs could 
replenish their battery by 25% independently from the grid with the introduction of 
solar assisted recharging. 
2.5.4 Solar recharging infrastructures in car parks 
As previously mentioned, the size of a solar recharging infrastructure is important in 
working towards the decarbonisation of EVs. Chukwu & Mahajan (2014) investigated 
the contribution of photovoltaic recharging infrastructures on car park rooftops to 
recharge the EV batteries. They developed a mathematical model to estimate an 
improved power balance of a V2G car park system with and without an installed solar 
roofed canopy. Additionally, the model estimates the energy gain factor exported to the 
grid due to the surplus of energy produced by the 50kW PV system. The V2G system 
used a mathematical algorithm to model the energy demand, supply, and the arrival and 
departure times of vehicles. The results showed that the demand for grid electricity 
supply decreased as the PV system supplied part of the battery’s energy demand. When 
fast charging was provided (240V, 70A), a uniform Leaf fleet resulted in a surplus of 
energy production, whereas the Tesla fleet resulted in a negative energy balance as a 
result of its larger battery energy capacity that required more energy from the grid. With 
no PV system installed, the power demands for the Nissan Leaf and Tesla Roadster 
were 31.54 and 66.23kW, respectively. The grid received 18.46kW of power when the 
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system supported the charge of Nissan Leafs and the grid was required to supply 
16.23kW of power to charge the Tesla. The installation of solar rooftop car parks 
resulted in a 60% energy gain factor (Chukwu & Mahajan, 2014).  
Fazelpour et al. (2014) analysed the energy optimisation of a hybrid recharging energy 
source car park with the capacity to hold 1,000 vehicles. The optimal hybrid system 
consisted of 190kW of solar PV, 30kW of wind, and 520kW of diesel energy sources. 
Assuming a vehicle parks for a period of four hours, they tried to maximise the number 
of EVs that could be charged simultaneously while minimising charging periods and 
optimising the charging rate. Work has also been carried out by Ma et al. (2012b) and 
Mohamed et al. (2014) investigating the optimal recharging system for EVs by 
developing an energy management algorithm. This algorithm allows the vehicles to 
communicate and prioritise those to be recharged. This energy management tool will 
allow vehicles parked for a long period of time to participate in V2G or vehicle-to-
vehicle (V2V) activities when energy demands are high. V2V is a connected vehicle 
system where vehicles can share information. When electricity prices are high, the latter 
algorithm can communicate with the system to inject energy into the grid and sell 
electricity while recharging the priority vehicles on the stored energy in other EVs that 
will be parked for a longer period of time. Ma et al. (2012b) showed improved 
recharging efficiency and grid stability when smart controlled recharging mechanisms 
were implemented. Additionally, the use of such algorithms reduced charging costs by 
12-16% and reduced power losses in the grid (Mohamed et al., 2014). Tulpule et al. 
(2013) discussed the environmental impacts of installing PV charging with and without 
smart charging and found that there was a 55 and 85% reduction in CO2 emissions when 
EVs were charged during the day with uncontrolled and controlled PV charging, 
respectively in comparison to nocturnal recharging conditions utilising fossil fuel based 
electricity. However, solar roofed car parks are not widely available, so the following 
section explores how solar energy has been integrated onto the vehicle’s surface area 
itself.  
2.5.5 Solar recharging methods integrated into the vehicle body 
Nguyen et al. (2013) integrated PV cells onto the vehicle’s roof to support an auxiliary 
climate control system. The study stated that while a stationary vehicle is exposed to 
solar irradiance, the solar array may produce electric energy to power a ventilation 
system to cool down the indoor environment. However, this study acknowledged the 
high fabrication costs of solar modules, long energy conversion efficiency, and slow 
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charging times as a barrier when adopting this technology. The study introduced a 
maximum power point tracking (MPPT) device to the solar charging system to simplify 
the circuit and achieve a faster recharging time in comparison to other solar charging 
devices. Nguyen et al. (2013) used the MPPT to charge a 12V 40Ah lead-acid battery 
that powers an auxiliary battery. The MPPT controls the output current from the PV 
array and eliminates the need for sensing the current and voltage from the solar module. 
The deployment of this equipment reduced the cost of the overall system and illustrated 
that the use of devices such as an MPPT can reduce recharging times by 15% and 7.6%, 
under sunny and overcast conditions, respectively. 
Pan et al. (2017) developed a portable solar powered cooling system to reduce 
temperature build up in a vehicle’s cabin space. High temperature levels are not only 
unbearable for the occupant but significantly damage the internal material, like plastic, 
and increase the rate of ageing of the vehicle’s materials as well as the release of 
harmful gases. This ‘M-shaped’ portable mechanism was folded out to an angle that 
optimised energy absorption. The system transferred energy from the PV to the wireless 
power transfer unit and the energy is stored in a super capacitor transmitted by a 
wireless power transfer. The cabin temperature build up in a stationary vehicle was 
monitored using a thermal sensor that activated the unfolding of the solar modules and 
operated the cooling system if the temperature exceeded external ambient temperatures. 
The data was simulated in GAMBIT demonstrating that installing the portable wireless 
solar powered cooling system can reduce indoor cabin temperature by 4.2°C on average 
(Pan et al., 2017). 
2.6 Implications of a vehicle’s thermal profile on the environment 
Kilic & Akyol (2012) evaluated the temperature and CO2 values of a vehicle’s cabin 
space when exposed to high solar irradiance values in Turkey. Values were recorded 
when a space was cooled under two difference test conditions: cool external air and 
recirculated air cooling methods. The initial use of the climate control system to cool 
the space in cool external air mode should reduce cooling requirements and improve 
fuel economy. The cool external air mode was found to be a more favourable cooling 
method for the first 450 and 640 seconds at the front and rear of the cabin, respectively. 
They indicated that applying such auxiliary cooling methods to an ICEV’s cabin space 
can reduce energy consumption by nearly 140Wh in the first one hour of cooling 
demands. The CO2 levels in the vehicle were significantly reduced by cool external air 
cooling when compared to the recirculation mode. The optimum CO2 levels 
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recommended for human exposure vary from 1,000 to 1,500 ppm as a general guideline 
(Constantin et al., 2016). Experiments by Kilic & Akyol (2012) illustrate that CO2 
levels of a stationary vehicle exceeded these guidelines within the first five minutes of 
testing, and reached values up to 3,200 ppm within one hour of data collection. These 
figures are considerably higher than outside ambient CO2 levels that range between 350 
and 450 ppm in a non-industrial area (Kilic & Akyol, 2012). The recirculation mode 
experienced no reduction in carbon levels in the cabin space, but levels were reduced to 
500 ppm, nearing the average external ambient carbon levels, when cool external air 
cooling was activated. Occupants showed negative responses to their environment in the 
first 25 minutes of the experiment, thus the replacement of air in a vehicle is essential to 
ensure the safety of all road users when exposed to warm weather conditions. These 
levels can be further intensified depending on the number of occupants in the vehicle 
and if the vehicle is in motion.  
2.7 Justification for the methodology chosen 
Following a comprehensive review of previous work, it is clear that there is a 
requirement for a standard method to evaluate the thermal performance of EVs as they 
penetrate the automobile market. Many of the aforementioned studies use techniques 
such as thermal indices, numerical, or CFD analysis, but each analysis is applied 
differently and used for various applications. Many thermal analysis studies of cabin 
spaces focus primarily on how to achieve and measure thermal comfort for an occupant. 
For the present study, thermal analysis predicts indoor cabin temperature under various 
ambient conditions to determine how much energy the vehicle’s primary battery will 
use to heat and cool the cabin space as opposed to achieving levels of thermal comfort. 
The methodology considers radiation, convection, and conduction heat transfer 
computations within the cabin space. Previous studies included solar radiation in the 
thermal analysis, but this parameter was assumed as one constant value, simulated 
values from a controlled climate chamber, or by assuming a change in the incident angle 
at large time intervals. This study aims to bridge this gap to accurately predict 
temperature with solar irradiance as the primary heat source as the sun angle changes 
constantly. Additionally, it was important that the present study’s field tests were 
carried out in real-world conditions and not used in ideal or laboratory conditions to 
produce realistic data. The current study uses measured data to validate the developed 
thermal algorithms.  
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The thermal nodal model, similar to the algorithm developed by Mezrhab & Bouzidi 
(2006), is used to evaluate the thermal interaction within a cabin space between the 
interior mass and air. However, instead of dividing the space into two fluid and solid 
nodes, the present study divides seat and fascia material into ten nodes for analysis. The 
present study analyses the embedded thermal energy of each layer of material and how 
it contributes to space heating.  
The EV cannot avail of recycled heat to the same extent as the ICEV, thus heating 
demands previously considered as negligible in the automobile design have to be 
considered. This climate control energy demand may limit a vehicle’s range, thus the 
present study explores the use of auxiliary heating and cooling systems as a solution to 
reduce the electrical loading on the primary battery. A thermal algorithm can be used to 
validate these auxiliary systems. Many studies replicate experiments on days with 
similar environmental conditions or utilise two vehicles to validate an improvement in 
thermal performance. In doing so, high performing thermal model alterations to the 
vehicle’s cabin space as a result of the installation of such temperature increasing or 
decreasing methods can be accurately validated.  
With the introduction of EVs into the market, it is important that emissions are not 
shifted from the transport sector to the electricity production sector. Given that current 
climate control systems use a considerable amount of energy to heat and cool the 
vehicle, the present study examines the efficiency of solar panels integrated on the 
bonnet and roof of a vehicle to power such systems in a cool climate region. Using solar 
powered heating systems to improve the thermal profile of the cabin space reduces the 
demand on the built-in heating system’s operation. Thus, emissions from electricity 
production used to charge the battery and to heat the vehicle are reduced. The objective 
of this analysis is to develop a method to evaluate whether the proposed auxiliary 
systems can improve vehicle performance in terms of energy, economic, and 
environmental factors.  
Summary 
In this chapter, the dissipation of fuel energy in the ICEV shows that as little as 21% of 
the vehicle’s total fuel energy is used to propel the vehicle. The EV’s energy efficiency 
is expected to be much higher due to less friction and mechanical loss as a result of 
fewer moving parts in the vehicle’s powertrain. The EV’s battery is used for propulsion 
and climate control energy requirements. Much research concentrates on traction energy 
consumption of the battery with limited studies concentrating on optimising the climate 
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control system. This chapter introduced the main studies investigating the thermal 
characteristics of a vehicle’s cabin space. Previous numerical, CFD, and infrared 
methods used to measure occupant thermal comfort and cabin temperature in a vehicle 
were presented. Current studies that implement solar assisted recharging infrastructure 
were also described to explore a potential experimental set-up for the present study. 
Some of the key gaps in knowledge concluded from this review chapter were: 
 The distribution of energy consumption in an ICEV is known. However, there is 
a lack of knowledge about the overall energy dissipation in an EV.  
 Much of the research focuses on cooling measures to reduce the energy demand 
on the built-in cooling system. However, though heating systems in 
conventional vehicles use recyclable heat, little information is available on 
techniques to increase cabin space temperature.  
 Solar radiation has been considered as a major contributor to cabin heat gains, 
though limited models are available to accurately compute the quantity of solar 
energy entering a vehicle with a constantly changing angle of incidence.  
 Limited data is available on the specific materials used in a vehicle’s cabin 
space, thus many studies assume figures for the thermal physical parameters of 
the vehicle. Information on how the thermal properties of the vehicle’s body as a 
whole can be measured is insufficient.   
 To date, a model has yet to be developed to predict energy usage of a vehicle’s 
built-in climate control system as a result of predicting temperature.  
 Previous experiments obtain a change in energy usage by repeating experiments 
and comparing energy usage when the system is in operation compared to a 
baseline figure. This present study seeks to develop a model to alleviate the need 
to repeat experiments.  
 No previous thermal studies have developed a Visual Basic Application 
numerical algorithm to obtain the temperature of a vehicle’s occupant space.  
 The link between the temperature prediction of the cabin space and energy 
consumption could be developed into a route planning application to inform 
drivers when an additional recharging stop should be considered as a result of 
operating the climate control system.  
In the following chapter, the governing laws and theories relevant for the development 
of the present methodology are presented along with the equipment used in field tests to 
collect data.   
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Chapter 3 The mathematical and physical formulation of 
the thermal model  
3.1 Introduction 
In any given engineering programme of research, such as the present thermal work, it is 
logical to present the physical laws and principles that underpin such developments so 
this chapter will discuss the relevant physics and laws that have influenced the 
development of the present work. This author firmly believes that for any theoretical 
development to be accepted by the scientific community, validations based on precisely 
measured experimental data is essential. As such, a detailed set of essential data were 
collected. In the following sections, the equipment used in experimental work is 
presented and the principles behind the operation of the equipment are discussed.  
3.2 Governing equations and theories 
This section will discuss the relevant laws and equations to consider when developing a 
thermal algorithm for cabin space temperature predictions under various climate 
conditions and heat loads and the potential renewable energy has in supporting an 
auxiliary heating and cooling system. Thus, methods to measure the battery charge state 
are presented to analyse the potential this has for recharging a lead-acid battery.   
3.2.1 Newton’s Law of Cooling 
Developing a thermal algorithm requires a detailed understanding of how a body heats 
and cools. Heating and cooling profiles show how effectively a vehicle retains or 
dissipates heat over time. How a vehicle’s cabin space cools can be mathematically 
understood using Newton’s Law of Cooling assuming a lumped capacitance method, 
where the body’s thermal properties are considered as a whole. Newton’s law states that 
the rate of temperature change in a heated body undergoing cooling is proportional to 
the difference between its temperature and the ambient temperature, as follows:  
           𝑐
  
  
                                             (3.1) 
Rearranging and deriving the equation between time 1 and 2 results in, 
𝑒  
  
  
   
       
       
                (3.2) 
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) 𝜏                        (3.3) 
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where U is the heat transfer coefficient (W/m
2
K), A is the surface area of the body (m
2
), 
t is the temperature of the body at any given time, to is the temperature of the low 
temperature body (i.e. the outside environment that a warm cabin space is exposed to), 
t1 is the initial temperature of the subject’s body (the subject’s temperature at the 
instance of recording), t2 is the next time step temperature of the subject’s body, m is 
the body’s mass (kg), c is the specific heat of the body’s material (J/K), and τ is the time 
interval (s). The term 
  
  
 is the time constant (𝜏 ) of a particular body, which is a 
measure of the rate of thermal decay from its original temperature. A body’s time 
constant is the time it takes to change the difference between the initial and final 
temperature by 63.2%. The time constant ratio is found by 1 – e-1.   
3.2.2 Second Law of Thermodynamics 
The Second Law of thermodynamics governs the development of the present thermal 
model. The Second Law places a restriction on the direction of heat transfer. Two 
bodies of different temperature, when in agreement with the laws of thermodynamics, 
will transfer heat from a body of higher temperature to a body of lower temperature, but 
not in reverse. An example of this is observed when a vehicle exposed to a warm 
environment will naturally heat up; i.e., heat is transferred from the hotter environment 
to a cooler cabin space as opposed to the vehicle cooling down, and heat is transferred 
from the cool cabin to the warmer environment. Work is required for heat to be 
transferred from a lower temperature to a higher one. The Second Law of 
Thermodynamics is expressed below through the Clausius statement; 
“It is impossible to construct a device that operates in a cycle and produces no effect 
other than the transfer of heat from a cooler body to a warmer body.”  
This statement may be applied to applications such as a refrigerator or a heat pump 
system as an example of a source for both heating and cooling requirements of a 
passenger vehicle. The coefficient of performance indicating the efficiency of a 
technology such as the heat pump (β’) can be expressed as: 
    
  
 
                                                          (3.4) 
where W is the work input and QH is the heat transferred to the high-temperature body. 
The coefficient of performance of a Carnot heat pump is the highest that can be 
achieved. Further details of the Carnot cycle are presented in Section 2.2.4.   
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3.2.3 Solar geometry and models 
To evaluate how a vehicle is influenced by its environment, it is important that all heat 
gains and losses are considered. Thermal properties of a space with a high glazing to 
fascia ratio, such as a passenger vehicle, are strongly influenced by the environmental 
conditions the body is exposed to. Solar radiation is an environmental condition 
considered in the present research. To determine the temperature of a space at various 
time intervals, the present research requires an accurate solar model to incorporate solar 
irradiance contributions to space heating.  
The position of the sun in the sky relative to the stationary vehicle or body is vital for 
the development of any solar model. The sun’s position is determined by two angles. 
Solar altitude (SOLALT) indicates the angle of elevation the sun is positioned above the 
horizon. The solar Azimuth angle (SOLAZM) gives the location of the sun’s beam 
projected onto the earth’s plane due North, moving clockwise (90° indicates the sun’s 
beam is located East and 270° indicates a location of exactly West).  
Inputs required to calculate the two solar geometry angles include the angle of 
declination (DEC) and the solar hour angle (SHA). The DEC angle is the angle at any 
point seen on the earth’s surface between the sun-earth vector and the equatorial plane. 
This angle varies with time and seasons. The summer (longest day) and winter (shortest 
day) solstices are represented by the maximum and minimum DEC values for that 
hemisphere, respectively. If a positive DEC value represents a northern hemisphere 
location, the opposite is obtained for the southern hemisphere on the same day. Yallop 
(1992) developed an algorithm to determine the noon angle of declination for a specific 
day using universal time (UT) to obtain DEC. Universal time is the time at 0° longitude 
(also known as the Greenwich Meridian) for a given year (y), month (m), day (d), hour 
(h), minute (min), and second (sec):  
        (
 
  
)                                               (3.5) 
where,      ℎ  
   
  
 
   
    
 is the solar time of day in decimal hours and λ is the 
longitudinal position of the body. Note: If UT > 2 (i.e. March onwards in a leap year), 
then y = y and min = (min-3); otherwise y = (y-1) and m = (m+9).  
The time variable, T, is the centuries elapsed from the starting reference time and is 
represented as: 
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This time variable is used to calculate the obliquity of eccentricity (ε) and quantity, G, 
respectively as follows: 
                                                          (3.7) 
                                                          (3.8) 
From the aforementioned variables, C, L ɑ and Greenwich hour angle (GHA) are found 
as (all in degrees): 
                                                        (3.9) 
                                                    (3.10) 
                                                     (3.11) 
                                                (3.12) 
If the computed values for G, L, and GHA lie outside the range between 0 and 360°, a 
multiple of 360 should be subtracted or added to the aforementioned variables. DEC can 
be obtained by the following: 
      𝑎     𝑎                                          (3.13) 
The conversion of local mean time to apparent time is required for further analysis of 
solar time. The local mean time is the time at a location that does not vary throughout 
the year; i.e., 24 hours in one day. Apparent time is the time in relation to the angle of 
the sun and will vary from day to day. These conversion figures allow solar data to be 
comparable for similar times across the globe in relation to time in Greenwich. The 
Equation of Time (EOT) at Greenwich is the difference between time at longitude 0° at 
noon and Greenwich Mean Time (GMT) at 12:00, as is found by the following equation 
(in hours): 
    
     
  
                                              (3.14) 
The solar hour angle of the sun is dependent on the earth’s orbit around the sun. With 
one total rotation a day, the sun moves 15° per hour. The angle of incidence (θ) is the 
angle the incident beam makes with a sloped surface. To calculate this angle, the sun’s 
location must be obtained. Figure 3.1 illustrates the properties required to calculate the 
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sun’s position in relation to an object and the measurements necessary to build a solar 
algorithm.  
 
Figure 3.1 Solar geometry in comparison to a sloped surface 
The coordinates required to determine the sun’s position include the latitude of the 
positioned vehicle (LAT), the angle of solar declination (DEC), and the solar hour angle 
(SHA). The value for SOLALT and SOLAZM can thus be computed from the 
aforementioned calculations.   
                         𝑐     𝑐     𝑐                (3.15) 
             
                                 
           
                    (3.16) 
Verifying appropriate diffuse radiation calculation methods 
Muneer et al. (2000) presented a Visual Basic Application (VBA) to compute solar 
geometry by assembling the aforementioned equations into a usable solar program. 
Inputs required for this model include details of the time, geographical coordinates, and 
the global horizontal irradiance (IG). Diffuse radiation is scattered light that has been 
reflected off objects or surroundings before it reaches a body. In the UK, 93 
meteorological stations record global irradiance data with 9 of these stations recording 
diffuse radiation (Clarke et al., 2007). The calculation of diffuse energy has been the 
focus of many studies in solar research (Orgill & Hollands, 1977; Erbs et al., 1982; 
Spencer, 1982; Reindl et al., 1990; Chandrasekaran & Kumar, 1994; De Miguel et al., 
2001; Oliveira et al., 2002; Soares et al., 2004). Muneer & Saluja (1986) developed a 
solar model to calculate diffuse radiation (ID) should only horizontal global irradiation 
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be available and no specific model is available for the specific location. Values for 
extra-terrestrial radiation (IERAD) and the clearness index (kt) are required to determine 
diffuse irradiation. IERAD is computed as follows: 
          [                        ]         ,             (3.17) 
where DN is the day number (a DN of 1 indicates the 1st of January and 365 indicates 
the 31st of December).   
 
For IG > 0 and IERAD > 0 
    
  
     
                                                    (3.18) 
where IG is global irradiance. For either IG or IERAD ≤ 0 
      
The latter calculations are used to obtain diffuse irradiation (ID) as: 
If IERAD > IG 
                            
           
          
            (3.19) 
Otherwise; ID = IG. 
Clarke et al. (2007) developed an alternative method to calculate diffuse irradiance with 
an annual, seasonal, and monthly regression model between diffuse and global 
horizontal (IG) sub-hourly solar irradiation. Clarke et al. (2007) provided limits and 
parameters for their regression model, as seen in Table 3.2. Clarke’s method gives the 
ratio (Ck) between diffuse and beam irradiation as a fraction of global irradiance. This 
method uses values for kt, similarly calculated by Muneer & Saluja (1986), and 
calculates the diffuse to beam radiation ratio as follows; 
For kt < the lower limit (see Table 3.2), Ck = a0 
For kt ≥ lower limit and kt < upper limit  
   𝑎  𝑎     𝑎   
   𝑎   
                                (3.20) 
For kt ≥ upper limit, Ck = a5, 
 
To determine the most appropriate method to adopt for the calculation of diffuse 
radiation in the present study, a frequency analysis was carried out in the statistical 
package, SPSS. This analysis compared measured and simulated diffuse radiation 
values from the two methods using sample data collected by CIBSE between the years 
1989 and 1992. Additionally, the analysis determines the quantity of data that deviates 
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from the actual recorded data into error bands. For Clarke’s annual regression method, 
61% of the simulated diffuse radiation value lies within a 5% error band that deviates 
from the actual recording, as seen in Table 3.1. Muneer & Saluja's (1986) method was 
chosen to determine diffuse irradiation in the present study as it represents more diffuse 
radiation from the 20% error band onwards in comparison to the work by Clarke, 
though both methods show satisfactory accuracy in calculating diffuse radiation when 
validated.  
Table 3.1 Frequency analysis of Clark (2007) and Muneer & Saluja (1986) methods to calculate diffuse irradiance 
  Data Inclusion 
% Error Bands 
Clarke annual 
regression  
Clarke 
seasonal  
regression 
Muneer & 
Saluja annual 
regression 
5 61% 57% 58% 
10 73% 72% 73% 
15 80% 79% 80% 
20 83% 84% 85% 
25 87% 88% 89% 
30 89% 91% 92% 
35 91% 94% 95% 
40 93% 96% 97% 
45 94% 96% 98% 
50 95% 97% 99% 
More 100% 100% 100% 
  
 
6
4
 
 
Table 3.2 Monthly, seasonal, and yearly regression parameters for determining diffuse radiation (Clarke et al., 2007) 
  Clarke's Regression Coefficients         
 
a1 a2 a3 a4 kt lower limit a0 kt upper limit a5 
January 0.8379 2.3590 -8.5929 6.0447 0.20 0.98 0.65 0.40 
February 0.8234 2.5252 -8.6825 6.2551 0.20 0.98 0.72 0.47 
March 0.8420 2.1475 -7.7183 5.2648 0.20 0.98 0.80 0.33 
April 0.8788 1.7551 -6.7321 4.5419 0.20 0.98 0.83 0.33 
May 0.8925 1.4524 -4.8990 2.7294 0.20 0.98 0.85 0.25 
June 0.8798 1.7195 -6.1193 3.8769 0.20 0.98 0.88 0.30 
July 0.8656 1.8013 -6.3287 4.0520 0.20 0.98 0.85 0.31 
August 0.8600 1.8965 -6.9659 4.7367 0.20 0.98 0.82 0.32 
September 0.8533 1.9973 -7.4200 5.0490 0.20 0.98 0.80 0.32 
October 0.7895 2.8158 -10.0520 7.4404 0.20 0.98 0.75 0.38 
November 0.8469 2.4528 -9.7624 7.5419 0.20 0.98 0.64 0.38 
December 0.8168 2.3577 -9.2841 7.3998 0.20 0.98 0.70 0.46 
Summer 0.8721 1.7619 -6.2135 3.9467 0.25 1.00 0.80 0.30 
Spring/Autumn 0.8575 2.0130 -7.4985 5.1848 0.20 1.00 0.70 0.43 
Winter 0.8163 2.7525 -10.3700 8.0630 0.25 1.00 0.85 0.32 
Year 0.8721 1.7619 -6.2135 3.9467 0.20 0.98 0.85 0.30 
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Determining slope beam irradiation 
Once the position of the sun in the sky is accurately located, the position of the body in 
question in respect to the sun can be calculated. Sloped beam irradiation is the beam of 
the incident ray of light directly on the glazing and entering the cabin space. The angle 
between the incident ray and a sloped surface (TLT) of a known angle and geographical 
orientation (ASPECT) is known as the angle of incidence (θ). A vehicle with an aspect 
of 0° demonstrates a north facing surface and 180° represents a south facing surface. 
The angle of incidence can be calculated as follows: 
   𝑐    [      𝑐                        𝑐              ]  (3.21) 
Sloped beam irradiation (IB,TLT) developed in the solar program by Muneer et al. (2000) 
is computed as follows: 
                                                               (3.22) 
    
      
           
                                                  (3.23) 
                                                                 (3.24) 
where IB is the direct beam irradiance, and rB is the solar variable for any given time.  
Determining slope diffuse irradiation 
Slope diffuse irradiation is the incident rays of light that have been scattered or reflected 
from other surfaces onto the sloped surface. Sloped diffuse irradiance (ID,TLT) for 
various weather conditions is determined as follows: 
  { 𝑐   
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)}      (3.25) 
                                                             (3.26) 
For an analysis situated in Europe, the value for b is as follows; 
 If θ > 90°; b = 5.73 i.e. for shaded surface (2b[π(3+2b)]-1 = 0.252) 
 If IG –ID < 5 Whm
-2;  b = 1.68 i.e. for overcast conditions (2b[π(3+2b)]-1 = 0.168) 
For sunlit, non-overcast conditions in Northern Europe;  
  [       ]                   –                            (3.27) 
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          [          ]                                      (3.29) 
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Determining slope ground reflectance 
The nature of surface material determines how incident solar radiation is reflected onto 
objects. The incident solar radiation that has been reflected from the ground is known as 
the sloped ground reflectance (IGr,TLT), obtained by the following equation: 
              (
   
 
)
 
                                        (3.30) 
where G is the ground reflective coefficient of the ground’s surface. Table 3.3 presents 
the reflective coefficient ratios for various surface materials (Thevenard & Haddad, 
2006). A vehicle parked on grass, concrete, or dry ground will vary in reflectivity and 
will affect the quantity of incident ground reflectance entering the vehicle’s cabin space.  
Table 3.3 Reflectivity coefficients of surface materials (Thevenard & Haddad, 2006) 
Surface material Reflectivity 
Water 0.07 
Dry bare ground  0.20 
Weathered concrete  0.22 
Grass 0.26 
Desert sand  0.40 
Light building surfaces  0.60 
Determining global sloped irradiance 
Global sloped irradiance (IG,TLT) is the summation of the incident beam, diffuse, and 
ground reflected irradiance on a surface and calculated as follows: 
                                                              (3.31) 
The expansion of the aforementioned solar model will be discussed in Chapter 5 with 
the development of the solar model for a vehicle to include four surfaces at various 
geographical aspects.   
3.2.4 Window transmissivity 
Glazing transmissivity is an important factor to consider in the thermal design of a 
space, especially for a body with a high glazing to fascia ratio. Beam, diffuse, and 
ground sloped irradiance enter a space through glazing, thus the properties of the 
glazing must be known to determine the amount of irradiance entering the space. The 
level of solar transmissivity through glazing has a significant effect on the quantity of 
heat transferred to a space. These properties will vary depending on the glazing’s 
structure. For example, a 4mm thick single-glazed window will have a transmission 
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value of approximately 0.82, a clear double-glazed window has a reduced value of 
approximately 0.67, and a clear triple-glazed window’s transmission value is further 
reduced to 0.56 (Muneer et al., 2000). The thermal resistance of a window is improved 
using a triple-glazed configuration that restricts the flow of heat from a warm space to 
the cooler outside environment or surroundings. However, the installation of optimum 
glazing limits the ability to avail of optimum levels of ‘free’ solar space heating by the 
transmission of solar radiation as a result of lower transmission values. Low 
transmissivity in warm climate conditions will reduce temperature build up and keep the 
cabin space cool, but high glazing transmissivity is more favourable in cooler months as 
it will allow the space to heat up naturally and reduces the need for additional space 
heating. However, it can be also argued that increasing transmissivity by using single-
glazed windows will reduce the insulation properties of the space.  
The angle of incidence impacts the quantity of solar energy transmitted (τ) to the 
vehicle’s cabin space and can be determined by the following  (Hopkinson et al., 1966); 
𝜏   𝜏           
      )                                           (3.32) 
where τn is the normal incidence transmission ratio and θ is the solar angle of incidence. 
Figure 3.2 illustrates the two transmission curves corresponding to a vehicle’s glazing 
of 4 and 5 mms in thickness for a single pane of glass.    
 
Figure 3.2 Glazing solar radiation transmission characteristics for a 4 and 5mm thick single glazing (Hopkinson et 
al., 1966). 
3.2.5 Thermal comfort 
Human thermal comfort is a complex area of research that is not completely understood. 
Occupant thermal comfort is one’s satisfaction with their physical thermal environment. 
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The human body’s thermal satisfaction is dependent on environmental and personal 
parameters (Muneer et al., 2000). Environmental parameters include air temperature, 
radiant temperature, humidity, and air movement. Personal factors include a person’s 
metabolic rate and their clothing factor. Often thermal comfort is assessed in terms of 
air temperature alone, but it is important to consider the additional aforementioned 
factors. One’s productivity is affected when dissatisfied with one’s thermal 
environment, thus thermal comfort is an important factor to consider for occupants 
operating machines, such as a vehicle, to avoid safety risks to oneself, other passengers, 
road users, or pedestrians.  
A space may be naturally ventilated or have a heating ventilating and air-conditioning 
system (HVAC) and thermal comfort levels will vary depending on the ventilation 
system in place. A study by de Dear & Brager (2002) compared the comfort levels of 
naturally ventilated and HVAC spaces. Naturally ventilated spaces are heavily 
dependent on outdoor ambient air temperature, while occupants have less tolerance or a 
narrower range of thermal comfort temperatures in a space that has a mechanical 
climate controller in place (de Dear & Brager, 2002). Thermal comfort indices such as 
the Predictive Mean Vote (PMV) are recognised by the American Society of Heating 
Refrigerating and Air Conditioning Engineers (ASHRAE).  
Predictive Mean Value index (PMV)  
The amount of time that people spend in an automobile is significant and therefore 
passenger thermal comfort is an essential consideration. Research and analysis of 
occupant thermal comfort has led to the development of indices like the PMV model by 
Professor Ole Fanger. Fanger's (1967) hypothesis was that when an occupant achieves 
thermal comfort, heat is transferred and consumed by the surrounding environment. 
With this index, an analysis of the thermal performance of the vehicle can be carried out 
to achieve optimum energy efficiency and performance. PMV has helped in the 
development of efficient climate control systems with lower costs by developing a 
model that will predict whether occupants will be comfortable in the controlled 
environment of a laboratory or climate chamber (Castilla et al., 2011; Alahmer et al., 
2012a; Danca et al., 2016). In the PMV model, occupants with standard dress were 
exposed to various conditions and asked to note their thermal sensation on a seven point 
psycho-physical ASHRAE standard scale that varied from cold to hot. Fanger’s 
empirical model provides a choice of a value between -3 to +3, where -3 was cold, 0 
neutral (neither hot nor cold), and +3 hot. Another element of Fanger’s PMV 
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experiments allowed the subject to individually control their climate conditions to a 
desired 0 or neutral value on the ASHRAE scale (Charles, 2003). This internationally 
accepted standard evaluates human observation of their personal thermal comfort for a 
large group of people who are exposed to the same environmental conditions (Alahmer 
et al., 2011). The PMV takes into account four physical variables (air temperature, air 
velocity, mean radiant temperature, and relative humidity) and two personal variables 
(clothing insulation and activity level of the occupant). It is claimed that discrepancies 
between the predicted and actual occupant thermal comfort level arise from inaccurate 
measurements of the personal variables (Charles, 2003). This heat transfer and human 
sensation index is represented by the following equation: 
    [     𝑒             ]                           (3.33) 
where M is the metabolic energy of the human body (Wm
-2
), and L is the difference in a 
human body’s internal heat production and heat lost to the environment (Wm-2). The 
value of one’s metabolic energy varies in different studies from 52.8 W m-2 (Martinho et 
al. 2004), 58 W m
-2 
(Chakroun & Al-Fahed, 1997) to 60 W m
-2
 (Chien et al., 2008)
 
for 
an occupant sitting in a vehicle. Alahmer et al. (2011) state that when used in vehicular 
cabin analysis results from the PMV index showed poor results to indicate passenger 
thermal comfort. 
Predicted Percentage Dissatisfaction index (PPD)  
The Predicted Percentage Dissatisfaction (PPD) is an accepted index that calculates and 
predicts the number of people who are thermally dissatisfied in a particular space. This 
index was created to bridge the gap in the PMV model to analyse the mean thermal 
comfort level of a group of people. Fanger (1973) acknowledges thermal satisfaction 
varies on an individual basis and as well are variations in a large group of people. The 
percentage of dissatisfaction is determined by the following equation and derived using 
a value for PMV in a particular environment:  
              [                               ]          (3.34) 
As stated by Charles (2003), the PMV and PPD relationship has a U-shaped profile (see 
Figure 3.3), where the number of people thermally dissatisfied increases when the PMV 
values vary above or below 0 or a neutral thermal sensation. As a rule of thumb, to 
achieve indoor thermal comfort, the PMV will lie between -0.5 to +0.5 corresponding to 
a value of 10% for PPD (Chakroun & Al-Fahed, 1997). 
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Figure 3.3 The relationship between PMV and PPD (Charles, 2003) 
The aforementioned thermal indices (Fanger, 1967; Fanger & Christensen, 1986) 
continue to be used nearly 50 years on and are the basis for present thermal comfort 
studies (Croitoru et al., 2015) that are heavily imbedded in standards such as ASHRAE 
(2013), which are widely used in the HVAC industry.  
It is important to note that Fanger’s theory has undergone criticism of late. ASHRAE 
has developed a standard for thermal comfort as a function of outside ambient 
temperature. This is an adaptive theory for thermal comfort. For naturally ventilated 
spaces, ASHRAE’s Standard 55 has accepted the following equation to predict 
optimum thermal comfort temperatures (ASHRAE, 2012): 
                                                         (3.35) 
where Tcomf is the optimum thermal comfort temperature and Ta,out is the outdoor 
ambient temperature. Figure 3.4 illustrates the relationship between occupant optimum 
thermal comfort temperatures and outdoor ambient temperatures. The outside ambient 
temperature in Edinburgh normally ranges from 4 to 15°C, giving an occupant thermal 
comfort range between 18 to 23°C (YR, 2016).  
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Figure 3.4 Thermal comfort range stated by ASHRAE Standard 55 (for minimum and maximum ambient variations 
from 5 to 35°C, respectively)   
3.2.6 Weighted temperature in cabin space 
As previously stated, temperature is an important factor when determining thermal 
comfort. Olesen (2007) developed a method to measure the mean equivalent 
temperature (teq (mean)) by calculating the weighted average temperature of a thermally 
stratified environment. Temperature was measured at three different points on the 
human body and a value for the weighted mean temperature equivalent is computed as 
follows: 
             𝑒𝑎          ℎ𝑒𝑎𝑑          𝑎 𝑑  𝑒            𝑒𝑒        (3.36) 
where teq (head) is the temperature measured at the head level of the vehicle, teq 
(abdomen) is the temperature measured at the abdomen level, and teq (feet) is the 
temperature measured at feet level.  
3.2.7 Heat transfer 
To understand how various conditions influence cabin temperature, it is important to be 
aware of the various forms of heat transfer a vehicle may be subject to. The various 
components influencing thermal space loads presented by ASHRAE (2013) are shown 
in a schematic diagram in Figure 3.5. The figure illustrates heat gain for two various 
methods. Convectional heat gain is an example of when the space is directly heated 
through a heat source such as a fan heater. The diagram also shows the impact of 
radiation heat sources. When a space is exposed to radiation heat gain, the body’s 
material stores the heat. After a period of time, due to a time delay effect, the vehicle’s 
fabric heats the space through convection heat from material surfaces.   
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Figure 3.5 Heat gain and cooling load schematic diagram (ASHRAE, 2013) 
This time delay effect is illustrated in Figure 3.6. Heat energy is absorbed by doors, 
walls, flooring, seat material, and other furnishings of a space and so thermal fabric 
stores heat energy while heat is applied to a space. The temperature of the space 
continues to rise although the heat source is powered off as a result of radiation heat 
from the space’s contents that contributes to space warmth through convection heat as 
indicated by the broken line in the aforementioned figure. The time delay effect must be 
incorporated into any thermal comfort design. To accommodate for this time delay 
affect, the body’s thermal conductivity and heat capacity must be accurately considered. 
Heat load requirements may be much lower than expected as a result of the thermal 
capacitance of the vehicle’s fabric that reduces the thermal load required by the built-in 
heating or cooling system.  
 
Figure 3.6 Thermal storage of a body (ASHRAE, 2013) 
3.2.8 Pressure air flow test 
This research focuses on the electrical demands of the EV’s built-in climate control 
system. To reduce these demands, an auxiliary cooling system is installed into the 
vehicle. This research examines the impact the proposed cooling system has on a 
vehicle’s cabin space temperature prior to the driver entering the vehicle. The 
installation of extractor fans into a vehicle’s glazing reduces temperature build up when 
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exposed to long periods of solar radiation heat gain. The auxiliary system has potential 
energy saving costs. To determine these energy savings, the rate at which the auxiliary 
cooling system removes air must be determined.   
A pressure air flow test can be used to obtain the rate at which air is extracted from a 
space when ventilation fans are operating. A manometer is used to measure the pressure 
difference between the vehicle’s interior environment and the exterior ambient 
environment when the fans are operating. The manometer works under the principle of 
the pressure difference between two outlets – one is exposed to the atmosphere and the 
other is placed inside the cabin space. When the fans are not operating, the cabin space 
pressure is equal to atmospheric pressure. This is indicated with no height difference in 
the manometer fluid. When the extractor fans are in operation, and if air is being 
removed from the cabin space, a height difference will be observed in the manometer 
fluid. The equation used to measure the pressure difference (Δp) is defined as:  
    𝜌 ℎ                    (3.37) 
where 𝜌 is the density of the manometer fluid (827kg.m-3), g is acceleration due to 
gravity (9.81m.s
-2
), and h is the difference in height between the two vertical manometer 
columns. The manufacturer, Ebm-Papst, published the performance curves of the 
extractor fans used in the present study and are shown in Figure 3.7 and Figure 3.8 for 
5.3 and 21W extractor fans, respectively (Ebm-Papst, 2011). These graphs are used to 
determine the rate at which these fans can remove air from a space. These figures thus 
show that the rate at which a fan removes air is not a constant and will vary depending 
on the dimension of the vehicle or space characteristics (e.g. volume). Thus, an 
extractor fan operating in various spaces will result in various pressure differences and 
thus the volume of air removed by the fan (m
3
/h) can be obtained using the graphs 
below. Assuming the density of air is 1.225kg/m
3
, the rate of extracted air (ṁ, unit = 
kg/s) can be calculated for any given extractor fan in a particular space.   
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Figure 3.7 Performance curve for a 5.3W extractor fan (Ebm-Papst, 2011) 
 
Figure 3.8 Performance curve for a 21W extractor fan (Ebm-Papst, 2011) 
3.2.9 Measuring the state of charge in a lead-acid battery 
The proposed auxiliary heating and cooling system in the present research is 
independent from the vehicle’s primary battery. A lead-acid battery is used as the 
auxiliary system’s primary energy source and is supported by a solar recharging system. 
The lead-acid battery is connected to the auxiliary system to ensure that the system will 
be powered by a battery during periods when demand for heat or cooling energy is high 
and available solar energy is low. The additional lead-acid battery is recharged using 
solar energy. Thus, to determine if the implementation of solar panels on the roof and 
bonnet of an EV can provide recharging energy to an auxiliary system, a method to 
determine the lead-acid battery’s state of charge is required. The most common and 
accepted way to estimate a battery’s state of charge is to take a voltage reading across 
the two positive and negative terminals of the battery. Table 3.4 shows the various 
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voltages that correspond with the various approximate state of charge levels. Previous 
methods have been developed to measure the state of charge of a battery and the 
principles under which they operate are reviewed to determine the most appropriate 
method to adopt for the present study. Such methods include the voltage, hydrometer, 
coulomb counting, impedance spectroscopy, and quantum magnetism, and are 
summarised in Table 3.5.    
Table 3.4 BCI standard for state of charge (SoC) estimation for a lead-acid battery (Event Horizon Solar and Wind 
Inc, 2015) 
SoC, % 
12 V DC 
System 
24 V DC 
System 
48 V DC 
System 
100% 12.7 25.4 50.8 
90% 12.6 25.2 50.4 
80% 12.5 25.0 50.0 
70% 12.3 24.6 49.2 
60% 12.2 24.4 48.8 
50% 12.1 24.2 48.4 
40% 12.0 24.0 48.0 
30% 11.8 23.6 47.2 
20% 11.7 23.4 46.8 
10% 11.6 23.2 46.4 
0% <11.6 <23.2 <46.4 
Temperature affects the voltage readings across positive and negative terminals of the 
battery. If the battery is measured at lower than the optimum temperature value (25°C), 
larger voltage readings would be expected and vice versa – higher temperatures will 
result in a misrepresentation of the battery’s state of charge. Readings should be taken 
when the battery is in a settled state and not while charging or discharging. The voltage 
method can be inaccurate as cell types have different chemical compositions and 
therefore will have varied voltage profiles. The voltage reading should be recorded three 
to four hours after being in an agitated state. Manufacturers recommend allowing the 
battery to settle for 24 hours to get the most accurate reading (Buchmann, 2011), which 
works well for lead-acid batteries, though Buchmann (2011) states that this method is 
impractical for nickel and lithium-based batteries. Chemicals, such as calcium, 
introduced into the lead-acid battery to give it its maintenance free properties, cause a 
rise in the battery’s voltage by approximately 5-8%. The voltage-based state of charge 
method is the most popular because it is simple and non-invasive compared to other 
expensive alternatives. Due to its non-invasive nature, the present study adopts this 
method to record the battery’s state of charge and its ability to power the auxiliary 
system.   
  
 
7
6
 
Table 3.5 Summary of various state of charge methods (Buchmann, 2011) 
Method Governing Principles of method   Accuracy   Comments 
Voltage 
 
 
 
The voltage method takes a voltage reading across 
the battery's positive and negative terminals. State of 
charge is indicated with corresponding voltage 
readings. 
  For accuracy, ensure the battery has been at rest for a 
period of time after recharging. Also, a brief discharge 
after a period or recharging is used as a method to ensure 
accuracy of state of charge readings.  
  Temperature affects the voltage values. This 
method is not appropriate to obtain the state of 
charge for nickel and lithium based batteries, 
but is commonly used in lead-acid batteries.  
Hydrometer 
 
 
 
 
 
 
The battery's electrolyte, consisting of sulphuric acid, 
gets heavier as the battery recharges. The specific 
gravity (SG) of the electrolyte increases with charge. 
State of charge is indicated with corresponding 
specific gravity readings.  
 Reduced fluid levels in the battery will result in a higher 
concentration of the electrolyte and will not give a true 
representation of the state of charge. Alternatively, 
should the battery be overfilled, the concentration of cell 
agents will be reduced and give a lower SG reading. 
Readings will vary with temperature as a result of acid 
stratification.  
 Not applicable in sealed batteries where there 
is no access to the electrolyte. Applied in lead-
acid and flooded nickel-cadmium based 
batteries. 
Coulomb 
Counting 
 
 
 
 
 
 
Many appliances such as laptops and portable devices 
use coulomb counting to calculate the state of charge 
by measuring current flowing in and out of the 
battery. 
 It is important to note that it is not assumed that all 
charge entering the battery is accepted, especially in the 
later stages when charging is much slower and will 
require more current. Manufacturers claim that this 
method will give readings with a 1% error although this 
may only be the case for new batteries. Temperature, 
surface charge, and acid stratification will not have 
notable discrepancies in the state of charge readings. 
 Commonly applied to measure the state of 
charge of a lithium-ion battery.  
Impedance 
spectroscopy 
 
 
The impedance spectroscopy method to measure state 
of charge is based on measuring the impedance 
values of batteries. Impedance is the term given to 
the sum of all resisting forces in an AC circuit. 
 Unlike previously mentioned methods, the battery does 
not need to be at a state of rest to take a state of charge 
measurement, as parasitic loads will not affect the 
measurement.  
 Commonly applied to measure the state of 
charge of flooded and sealed lead-acid 
batteries. 
Quantum 
magnetism 
 
 
 
 
 
Quantum magnetism is the newest method to 
measure the state of charge. While discharging, a 
battery’s plate undergoes a chemical change; the 
battery changes from lead to lead sulphate, which 
have different magnetic properties. This change in 
magnetism can be measured using a sensor and can 
give a state of charge reading.   
  This method is not affected by voltage distortion as a 
result of battery loading. The measurement is reliable 
because it is independent of the characteristics of the 
battery’s voltage. 
  Commonly applied to measure the state of 
charge of a lead-acid battery but works 
particularly well with lithium-ion batteries. 
 77 
 
3.3 Experimental equipment used in the present study 
This section presents the equipment used for data collection and details of accuracy in 
recordings, principles of operation, and calibration of apparatus, if appropriate.  
3.3.1 Thermocouples 
Thermocouples are the most complied used method to measure temperature and are 
made by connecting two wires of different material together by welding, soldering, or 
twisting. A nickel-chromium and nickel-aluminium alloyed thermocouple are the base 
metals materials used in the present study. This combination is internationally 
recognised as a K-type thermocouple and its electromotive force (e.m.f.) characteristics 
are shown in Figure 3.9, along with the corresponding temperature values.  
The physics supporting the use of a thermocouple to measure temperature states that 
when two different metals are connected, a voltage (or e.m.f.), which is a function of 
temperature, is generated at their connection point. A chromel-alumel thermocouple has 
a measurement sensitivity of 45 μV/°C and has a measurement accuracy of 0.75%. 
Additionally, these K-type thermocouples measure the temperature within the range 
appropriate for the present temperature readings. 
 
Figure 3.9 Temperature e.m.f. characteristics for a chromel-alumel thermocouple. Note: the voltage produced by the 
two material types corresponds with a temperature (Morris, 1993) 
Calibrating K-type thermocouples 
The validation of the present study’s temperature predicting ability is dependent on 
accurate temperature readings. The thermocouples are calibrated using an ice and 
boiling test. The thermocouples were placed in ice for five minutes, as seen in Figure 
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3.10. The temperatures of the thermocouples are recorded by a type 2F8 Grant 
Instrument Squirrel 2020 series data logger. Once the temperature stabilised, the 
temperature readings were analysed. Likewise, the thermocouples were placed in a 
boiling flask and exposed to high temperatures over 45 minutes, as seen in Figure 3.11. 
When the temperature stabilised, the readings were analysed to evaluate the accuracy of 
the equipment. The thermocouples had a discrepancy in measurements of 0.5C, 
which was considered a satisfactory deviation.  
 
Figure 3.10 Calibration of thermocouples; ice test 
 
Figure 3.11 Calibration of thermocouples; boiling test 
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3.3.2 Data logger 
A type 2F8 Grant Instrument Squirrel 2020 series data logger is used to record multiple 
data. The data logger has a voltage accuracy reading of 0.05% (at 25°C) with the 
ability to record temperatures between the range of -200 to 1372°C for K-type 
thermocouples (Grant, 2011). As explained in Section 3.3.1, the voltage between the 
thermocouple’s materials is measured and the data logger converts this reading to an 
equivalent temperature value. The data logger can be set to record data at various time 
intervals for long periods of time.  
 
Figure 3.12 Grant data logger (Grant, 2011) 
3.3.3 Radiation measurement 
Solar radiation measurements are recorded using an instrument called a pyranometer. 
The CM11 Kipp and Zonan uses a thermal detector to interpolate solar radiation values. 
Solar radiation falls on a black disk and heat is absorbed and transmitted to a heat sink. 
The temperature difference across this black disk is converted to a voltage and recorded. 
The pyranometer’s sensitivity is between 4 to 6 μVm-2 and has an expected error of 3% 
for the calculation of total diurnal radiation values, as stated by the manufacturer’s 
specifications. Figure 3.13 shows a sensitivity factor of 4.67x10
-6
 V/Wm
-2
 that is used 
to convert the recorded voltage to measured solar radiation (W/m
2
). To ensure the 
temperature does not fluctuate and incur an error in measurement, the device is 
manufactured with a domed double glass design.  
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Figure 3.13 CM11 Kipp & Zonen pyranometer 
Pyranometer limitations 
Muneer (2004) explained some of the errors that may result in the use of a pyranometer: 
 A Cosine response error occurs with the sensor’s response to varying angles of 
beam radiation. Acute angles that occur at sunrise and sunset experience the 
highest levels of measurement error as a result of the Cosine effect.  
 The Azimuth response error occurs as a result of the angular light reflectance 
due to imperfections in the dome-shaped glass.  
 The temperature response error is also a result of the instruments shape, thus two 
glass layers are used to minimise temperature fluctuations.  
 Operational errors of the instrument include poor management of debris 
collecting on the dome surface that will affect readings, the instrument not being 
level, and insufficient supporting cables, equipment, the recording device. 
3.3.4 Solar modules and supporting equipment 
A monocrystalline solar panel was chosen for the present study. The monocrystalline 
panel has a higher efficiency observed as over 15% in comparison to a polycrystalline 
panel reaching an efficiency of nearly 13% (Mirzaei & Mohiabadi, 2017). Both panels 
are manufactured from silicon. The monocrystalline panel is constructed of one single 
crystal silicon component and electrons move easier in the panel in comparison to the 
polycrystalline panel which is constructed from a number of silicon fragments, thus 
higher efficiencies are obtained in the monocrystalline panels.    
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An SSP-150M solar panel, manufactured by Sunshine Solar (see Figure 3.14), is used to 
assess the efficiency of using solar energy as an energy source to recharge a 12V lead-
acid battery. The 150W panel has a maximum power voltage of 18.1V. Manufacturers 
determined specifications with standard test conditions of 1,000W/m
2
 of solar irradiance 
at a temperature of 25°C.  
 
 
Figure 3.14 SSP-150M solar panel and equipment 
A Maximum Power Point Tracking (MPPT) device is connected between the solar 
module and load. Solar irradiance will vary in frequency, especially in cloudy or 
overcast conditions, thus the power supplied to the load or appliance will vary due to 
weather conditions. This device works under an advanced confidential algorithm 
provided by the manufacturers. The MPPT solar charge controller controls the voltage 
at which the solar module operates, allowing the module to operate at an ideal voltage to 
supply maximum power to the appliance (see Figure 3.15). The manufacturer states that 
the device increases solar charging efficiency by up to 30% (EP Solar, 2012). 
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Figure 3.15 MPPT solar control charger (EP Solar, 2012) 
A monitoring instrument, as seen in Figure 3.16, is used in the present study so that the 
voltage and current supplied by the solar module to the 12V lead-acid battery could be 
recorded for further analysis. The 12V lead-acid battery is manufactured by Rolls 
Battery Engineering. With this connecting junction, the power flowing to the battery 
could be measured with the solar irradiation available to the panel, thus the efficiency of 
the solar recharging system can be measured. It should be noted that expected power 
losses can occur with this connection. Two resistors are placed across the circuit 
junction to measure the electrical energy flowing across the solar and battery junction 
separately. Thus, the current in the recharging network and the efficiency of the solar 
recharging system can be measured. These losses were kept to a minimum by placing a 
small (0.1Ω) resistor across the circuit to measure the current (see Figure 3.16). The 
current flowing through the connection was represented by a voltage ten times smaller 
than the actual current in the circuit. Recorded voltage figures were multiplied by a 
factor of ten to obtain the actual current being drawn in the electrical circuit. The 
electrical power lost through this connection is assumed to be negligible in the present 
study. The electrical wiring of this connection box is illustrated in Figure 3.17. The 
MPPT connects the solar and battery to complete the circuit.  
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Figure 3.16 Connection box and 0.1Ω resistor 
 
Figure 3.17 Connection box wiring 
A Tenma Digital Multimeter model number 72-7720 was used to monitor the accuracy 
of the voltage readings (see Figure 3.18). The latter multimeter has a direct current (DC) 
voltage and current accuracy of (0.5%+1) and (0.8%+1), respectively. After a 24 
hour rest period, after every solar recharge, the multimeter seen in Figure 3.18 was used 
to measure the voltage across the battery’s positive and negative terminal to obtain a 
value for the battery’s state of charge.  
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Figure 3.18 Tenma multimeter 
3.3.5 Measuring current and voltage 
To measure the energy required to operate the electrical auxiliary fan heaters, the 
current supplied to the heaters are measured by a TENMA 72-9180, AC-DC clamp 
meter digital multimeter. This meter can measure electrical currents up to 400 Amps 
AC/DC of frequency between 50 and 60 Hertz with an output of 1mV/A and an 
accuracy of 2.8% and 0.03A. This equipment is non-invasive to the electrical network 
and the current can be measured without breaking the circuit. The DC zero knob on the 
clamp is used to calibrate the equipment to zero before taking readings. The equipment 
is clamped around the current carrying conductor and a voltage is obtained for current. 
The voltage value is then converted to current by using the sensitivity value supplied by 
the manufacturer’s specifications for a given setting, as highlighted in Figure 3.19.   
 
Figure 3.19 TENMA AC-DC clamp meter and sensitivity value to convert voltage to current 
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3.3.6 Measuring the thickness of glazing 
The thickness of the windows is measured with a Merlin Light Amplification by 
Stimulated Emission of Radiation (laser) (Figure 3.20). This equipment has the ability 
to measure window thickness at the air gap thickness in windows for single, double, and 
triple-glazed windows in situ. A laser is reflected onto the glass and the thickness of 
glass can be measured. This tool works under the principle of light refracting as it 
changes from one medium to another and thus can measure thickness of glazing. 
 
Figure 3.20 Merlin laser measuring the thickness of vehicle glazing 
3.3.7 Auxiliary climate control units 
Heating system 
The proposed auxiliary heating system consists of two 12V 200W ceramic fan heaters 
(HBA09T model). These heaters are used to contribute to the optimisation of thermal 
comfort in the front and rear of the vehicle’s cabin space (see Figure 3.21). These fans 
are supported by a 12V lead-acid battery manufactured by Rolls Engineering.  
 
Figure 3.21 Ceramic fan heater installed in vehicle cabin 
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Cooling System 
Four 5.3W DC axial fans (4412F model, manufactured by Ebm-Papst) are installed into 
vehicle glazing to mitigate heat build up in a cabin space as a result of solar irradiance. 
Celotex’s multi purpose insulation board is used to seal the fan securely into the 
vehicle’s glazing. This material was chosen because it is light and flexible in nature and 
will not alter the current structure of the vehicle’s glazing or jeopridise the 
manufacturer’s warranty. The four fans are placed in all four windows of the vehicle. As 
a result of the non-transparent nature of this material and the fans’ potential as safety 
hazards, a second ventilation system is installed. This system was a two 21W DC axial 
fans (Model 5212). These two fans are installed in the rear passenger windows to avoid 
any optical obstruction for passengers seated in the front of the vehicle.  
As previously stated optimising the current heat pump system may jeopridise the EV’s 
waranty. Therefore auxiliary heaters and extractor fans are chosen to optimise cabin 
temperature in the present study. Additionally the auxiliary system is an inexpensive 
and safe method adopted while carrying out thermal experiments due to the financial 
limitations of the present project. However due to alterations in the vehicle’s glazing the 
roadworthiness of the vehicle was questioned, thus, the experimental work took place 
when the vehicle was stationary.  
 
 
Figure 3.22 Installed ventilation extractor fan 
3.4 Relevant statistics used in the present study 
Once temperature is modelled using many of the data collected by the aforementioned 
apparatus, the computed temperature is compared to measured values. To evaluate the 
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developed thermal algorithm, statistical indicators are used to indicate the model’s 
performance. These statistical indicators used are: 
The slope of the best fit line indicates the variation in the values obtained for computed 
and measured values. A slope equal to 1 shows exact similarity of values. A slope 
exceeding this will indicate an over estimation of the computed temperature value and a 
slope less than 1 indicates an underestimation of values.  
The coefficient of determination, represented by R
2
, indicates the deviation or variation 
of unexplained data in the data set. This indicator ranges from 0 to +1. A value close to 
+1 shows limited unexplained data by the developed model.  
    
∑       
 
∑        
                                                 (3.38)  
where VC is the computed value, VM is the mean value of all measured data, and VA is 
the measured value.  
Mean Bias Error (MBE) indicates the direction of error when the computed and 
measured values are compared. A positive MBE value indicates an underestimation in 
computed values, and negative values indicated an over estimation of the model’s 
predicted temperature. 
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                                              (3.39) 
where n is the number of data points and i indicates the data point being analysed at any 
one time.  
Root Mean Square Error (RMSE) gives an indication of the magnitude of the error 
incurred by the model. This measure considers absolute deviation, thus it is always 
positive in value. A RMSE approaching zero indicates a high performing model.  
√
∑         
 
   
 
                                             (3.40) 
Summary 
This chapter was divided into three sections. The first section introduced the governing 
equations and formulas that contribute to the present research and theories such as the 
Second Law of Thermodynamics and Newton’s Law of Cooling. This chapter also 
presented a detailed solar model developed by previous researchers to determine the 
solar geometry of the sun’s position in relation to an object. This model will be used and 
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adopted for further analysis in Chapter 5. We also discussed an individual’s thermal 
comfort state and how it varies from one individual to another for different 
environmental conditions. How temperature is measured in a thermally stratified 
environment and how heat is transferred was also discussed. To determine the impact 
extractor fans have on reducing temperature, the pressure air flow rate determines how 
pressure changes in the cabin space when the fans are operating, which can also 
determine the rate at which air is removed. The auxiliary heating and cooling system 
suggested by the present research operates independent of the vehicle’s primary battery, 
hence an independent lead-acid battery is the system’s primary energy source. To 
determine the feasibility of the system, it is essential to determine the state of charge of 
the lead-acid battery and various methods to do so are also discussed. 
The second section of this chapter describes the equipment used in the present study for 
the measurement of temperature, solar radiation, glazing thickness, voltage and current. 
The principles behind the operation of the equipment and their accuracy were discussed. 
The final section of this chapter provided details of the statistical indicators that will be 
used to analyse the performance of the thermal model. The chapter that follows will 
discuss the experimental set up and present preliminary test results. The experimental 
set-up of the equipment discussed in this chapter will be presented.   
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Chapter 4 Laboratory and field experiments 
4.1 Introduction 
Many parameters influence the rate at which a body’s temperature fluctuates, including 
external influences, as defined by Newton’s Law of Cooling that states that heat is 
transferred between a body and its surrounding environment if there is a difference in 
temperature. Additionally, the physical properties of the body, in terms of the capacity 
of the body to retain heat and the rate at which heat is transferred through the body’s 
material, contributes to the thermal characteristic of the space. Both external and 
embedded properties of a body are required to develop an accurate temperature 
predicting algorithm. The previous chapter discussed many of the theories and 
governing equations used in the present study as well as the equipment used for data 
collection. This chapter will discuss the field experiments undertaken to obtain the 
physical thermal parameters of the test vehicle for modelling purposes. The methods 
used to obtain the required data for modelling purposes are discussed in detail in this 
chapter. Data for thermal properties is obtained through experimental measurements in 
comparison to existing data from the literature to reduce computational error. The 
preliminary field tests presented in this chapter determine properties, such as incident 
solar irradiance on the four sides of a stationary vehicle, the thermal capacitance of the 
vehicle’s material, and heat gains and losses by auxiliary heating or cooling systems in 
place. A temperature frequency analysis of Edinburgh over a five-year period is 
presented. An EV driver was asked to keep a driving diary to estimate the energy 
consumed by the climate control system and its impact on the total energy consumption 
for each trip. This analysis will bridge the gap in the literature review that shows that 
data on real-world energy consumption in the EV is limited. Finally, this chapter 
discusses the methodology and experimental set-up of the present study to measure the 
physical parameters of the vehicle used to validate the developed algorithm.     
4.2 Temperature frequency  
As previously mentioned in Chapter 2, temperature influences occupant thermal 
comfort. To model the temperature of a cabin space, the ambient environment the 
vehicle is exposed to must be known. Thus, the amount of energy required to heat or 
cool a cabin space is dependent on the climate conditions of the geographical location 
where a vehicle is located. An ambient temperature frequency analysis is carried out on 
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a detailed meteorological data set available from CIBSE from 1988 to 1995 for an 
Edinburgh based weather station. This five-year commercial data set is used in the 
following analysis as it is the largest and most detailed data set available. Detailed data 
sets are valuable to researchers and can be very expensive to obtain. Temperature and 
solar information was collected on an hourly basis for this five-year period and input 
into the statistical software program SPSS to obtain a temperature frequency analysis. 
The frequency analysis presents the amount of time, over a five year period, during 
which the ambient air temperature is below a certain temperature and this is represented 
in Figure 4.1 for the Edinburgh based information. As discussed in the previous chapter, 
ASHRAE’s equation 3.35 computes the thermal comfort range for an occupant, using 
maximum and minimum ambient temperatures, and is found to lie between 18-23°C in 
Edinburgh. The temperature frequency analysis illustrates that 96% of the time in 
Edinburgh, ambient air temperature is below 18°C (as indicated in Figure 4.1 with a red 
marker) and thus falls below the occupant thermal comfort range. This frequency 
analysis indicates that the present research expects a higher energy demand for heating 
purposes when compared to cooling requirements per annum. This assumption is based 
on the latter observation should outside ambient temperature conditions be the only 
external thermal influence on cabin space temperature.  
 
Figure 4.1 Edinburgh ambient air temperature analysis from 1988 to 1992. Note: The red point indicated on the 
frequency curve indicates how frequently temperature is 18°C or below  
4.3 Energy consumption of the EV climate control system 
It is important to understand the extent to which energy is used to operate the climate 
control system and how this impacts the battery’s capacity to overcome barriers that 
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prohibit the successful penetration of EVs into the automobile market. A preliminary 
energy consumption study is carried out by the present research to determine this energy 
consumption relationship, thus defining a clear validation research gap and the value of 
this work. This evaluation requires an EV driver (Renault Zoe EV driver) to keep a 
drive cycle diary and note when the heating and cooling system was in operation. The 
driver was asked not to alter their driving pattern or style so that realistic data could be 
collected for further analysis. The driver recorded the journey start time, the temperature 
recorded by the vehicle’s display board (indicating outside ambient temperature), and 
the journey end time. At the end of the trip, the driver recorded the vehicle’s traction, 
the regenerative and climate control energy consumption obtained by the vehicle’s trip 
summary report displayed by the built-in algorithm. The data collected varied according 
to distance, journey time, route, climate, and ambient temperature conditions.   
4.3.1 Energy consumption from the heating system 
The data collected by the diary was divided into diurnal driving, as seen in Figure 4.2 
and nocturnal driving, as seen in Figure 4.3 for climate conditions when heating was 
required. The desired inside cabin temperature was set at 24°C on the vehicle’s on-
board control panel (represented as Ti). Inside desired temperature was set at the 
aforementioned temperature to represent the maximum possible temperature setting in 
the test vehicle thus testing thermal properties at maximum or worst case scenario 
energy consumption. The lower the outside ambient temperature (To), the greater the 
temperature difference between the outside and desired temperature, and the greater the 
value for Ti-To. As illustrated in Figure 4.2 and Figure 4.3, the value for the temperature 
difference is higher during nocturnal driving conditions. To ensure that data for various 
journey lengths were comparable, the energy consumed for the total trip journey per 
duration of the trip was compared (Wh/min).   
The dispersion of data indicates that the relationship between temperature and the 
electrical energy used by the vehicle’s battery is not clearly linear and may involve 
other influential factors when determining the energy consumption of the built-in 
climate control system. However, it can be seen that an increase in temperature 
difference inside and outside the cabin space requires more energy. Additional variables 
must be considered to have an effect on this relationship. For this reason, nocturnal data 
is separated from the data set (Figure 4.3) as it eliminates solar contributions to space 
heating and illustrates that energy consumed under nocturnal conditions can be higher 
than during diurnal driving. The maximum energy consumption recorded for diurnal 
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drive cycles reached nearly 40 Wh/min. When compared to the energy consumption of 
nocturnal driving cycles, the energy consumption reached a maximum of over 55 
Wh/min. Figure 4.2 illustrates various energy consumption figures for a single 
temperature difference values. This dispersion is statistically represented by a low value 
for R
2
 of 0.26. For example examining the latter figure at a temperature difference value 
of 24°C energy consumption varies from 13 to 38 Wh/min. This wide range of energy 
consumption indicates that addition variables other than outside temperature determines 
energy consumed by the inbuilt climate control system suggesting solar irradiance and 
wind speed have an impact on cabin temperature. 
 
Figure 4.2 Energy used for various temperature differences between outdoor and indoor cabin air temperatures: 
diurnal driving. Note: Ti-To is the difference between indoor desired cabin temperature, Ti (24°C), and the outside 
ambient temperature, To  
When the vehicle is stationary, there is no consumption of traction energy. Thus, the 
journey time is not considered when computing traction energy consumption. However, 
if no traction energy is consumed in a vehicle, e.g. at a traffic management stop signal, 
the operating climate control system will continue to consume energy. Thus, the length 
of time travelled with the climate control system in operation will contribute to energy 
consumption, regardless of whether or not the vehicle is moving. The nocturnal drive 
cycle durations varied from 7 to 31 minutes. Figure 4.3 illustrates nocturnal drive cycle 
data and an increasing energy consumption trend is observed with an increasing 
temperature difference between the inside of the cabin and the ambient temperature 
outside. However, at approximately 22°C of a temperature difference, a data point 
shows an energy consumption of more than 55Wh/min, which indicates that although 
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there is an absence of solar radiation, other properties may affect the energy 
consumption of the climate control system. This data point can be explained by the fact 
that the vehicle could be moving at high speeds and is exposed to high wind velocities 
that have an impact on cabin temperature. Additionally, the journey time is expected to 
be shorter than other drive cycles and, potentially, the cabin space may not have reached 
thermal steady state. As expected, this point represented a seven minute commuter drive 
cycle – one of the shortest journey times in the data set. Heat transfer methods were 
discussed in Section 3.2.7. ASHRAE’s diagram displayed a visual representation of the 
time delay effect of a space. Figure 3.6 illustrates how temperature initially increases 
sharply and the temperature increase gradually slows as the space reaches thermal 
steady state. This profile may be loosely tied to the consideration that a body initially 
requires a considerable amount of energy to heat up a space and a smaller quantity of 
energy is required to maintain space temperature at the desired value once is reached in 
comparison to the initial energy intensive period (ASHRAE, 2013). The aforementioned 
data point experienced high climate control energy consumption, which may have been 
the result of the short journey time when the climate control system operates in this 
energy intensive period and did not reach thermal steady state.   
 
Figure 4.3 Energy consumed in relation to the difference between indoor cabin (Ti) and outdoor (To) air temperature: 
nocturnal periods. Note: Ti-To is the initial difference between the indoor desired cabin temperature (24°C) and the 
ambient temperature outside 
The EV’s drive cycle data was analysed to show how much energy the built-in heating 
system consumes for a city commute in Edinburgh in comparison to the total energy 
comsumed per trip under both diurnal and noctornal driving conditions. The nocturnal 
trips varied in duration, ranging from 4 to 37 minutes. The data collected demonstrates 
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that the percentage of energy used by the heating system is up to 30% of the overall 
energy consumption for a trip, as seen in Figure 4.4. This preliminary study indicates 
that further research is required to study more drive cycle properties and that data 
should be categorised in terms of journey travel time as well as environmental 
conditions (nocturnal and diurnal). Further categorising the data may illustrate a true 
comparative between the energy consumption of the climate control system and 
illustrate the impact the energy intensive period has on the total energy consumption of 
a trip with heating requirements.    
 
Figure 4.4 Energy consumption of the EV's heating system in comparison to the vehicle's total trip energy 
consumption recorded from October 2014 to December 2015 
The data collected from the EV driver’s diary was used to determine the average energy 
consumption breakdown of the EV when the heating system is in operation. Figure 4.5 
can be read alongside Figure 2.1 in Chapter 2 where Holmberg et al. (2012) illustrated 
the energy consumption of the internal combustion engine vehicle (ICEV). The unique 
component that appears in the EV’s energy consumption diagram is the use of 
regenerative braking technology, which provides the EV’s battery with an additional 
21% energy capacity. Heating requirements of 18% appear on the EV’s energy 
consumption diagram, unlike the IECV, which uses ‘waste energy’ to heat the vehicle’s 
cabin space, thus heating requirements are not represented in the energy consumption 
diagram. Though heating requires energy in the EV, a larger proportion of the energy 
source is allocated to vehicle propulsion, in comparison to the ICEV’s 21.5% of energy 
provided by the fuel source to propel the vehicle (Holmberg et al., 2012). Traction 
energy is further divided into friction, drag, potential energy, and kinetic energy 
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consumption. The latter energy figures are computed by analysing of 16 EV drive 
cycles presented by Muneer et al. (2015) who developed a numerical algorithm to 
predict traction and regenerative energy of the EV battery for 16 predetermined routes 
around Edinburgh using the following equation: 
  [   𝑐           
 
 
   𝜌(  
    
 )]  𝑑  
 
 
 (  
    
 )       (4.1) 
where E is the energy consumed, μ is the ground friction coefficient, m is the mass of 
the vehicle, g is the acceleration due to gravity, θ is the gradient of the road, Cd is the 
drag coefficient, A is the frontal cross-sectional area of the vehicle, ρ is the density of 
air, vf is the final speed of the vehicle, vi is the initial speed of the vehicle, and Δd is the 
distance travelled between time i and f. The gradient of the route can be represented by 
a positive or negative value depending on an incline or decline in topography, 
respectively. This will indicate a positive or negative kinetic energy consumption value. 
Negative energy consumption indicates that kinetic energy is available for regeneration.  
The present study obtained the drive cycle data collected from the 16 routes and 
calculated the percentage of energy contribution allocated to friction, drag, kinetic and 
potential energy, and the average energy consumption (Figure 4.5). The detailed figures 
for the 16 routes and the breakdown of energy is presented in Appendix A.  
 
Figure 4.5 Energy consumption of an electric vehicle’s urban drive cycle in Edinburgh while the heating mode is in 
operation 
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Figure 4.5 illustrates how 18% of the battery’s full energy capacity is consumed by the 
built-in heating system on average. This is an average of a 78 trip data set and is 
presented in full in Appendix B. In reality, energy consumption by the vehicle’s built-in 
heating system is not a fixed amount and varies for every trip depending on ambient and 
vehicle thermal properties. Propulsion energy consumption is dependent on speed, 
topography, and the driver’s behaviour (Muneer et al., 2015). The climate control 
system’s energy consumption will vary depending on outside ambient temperature, 
exposure of the vehicle to solar radiation, and the duration the system is operating for, 
regardless of what route is chosen. When the vehicle is stationary as a result of traffic 
management, no propulsion energy is consumed but energy is consumed when the 
stationary vehicle’s climate control system is in operation. A typical heating profile of 
the EV, as seen in Figure 4.6, shows that at the beginning of a trip, temperature initially 
increases rapidly. Measured outside temperature was measured and subject to 
convective influences. Once the vehicle reaches a thermal steady state, the rate at which 
temperature increases slows and stabilises. The energy required to maintain the space at 
a steady temperature equates to the heat being lost through the space’s fabric or through 
the fascia to the environment.  
 
Figure 4.6 Inside cabin temperature provided by the built-in heat pump on the 23rd February, 2015 
The thermal profile presented in Figure 4.6 can be read alongside the cumulative energy 
consumption by the climate control system profile in Figure 4.7, which shows the time 
and energy required for the vehicle to reach thermal steady state. This point is measured 
by observing the reduction in electrical energy used by the climate control system. 
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These five data points are experimentally collected using the Renault Zoe’s on-board 
display summarising energy consumption of a stationary vehicle with the heating 
system in operation. These values are measured by observing the energy consumption 
displayed by the vehicle on a minute by minute time interval. The point at which energy 
is reduced indicates the cabin space is nearing steady state and the remaining energy is 
used to maintain the vehicle at a desired temperature, and this is known as the state at 
which the temperature is ‘hunting’. These figures show similar results to ASHRAE’s 
data presented in Figure 3.6 which shows that the electrical energy consumed by the 
vehicle’s battery stabilises when steady state is reached. Figure 4.7 illustrates how 
external ambient temperature influences, such as solar irradiance heating, effects the 
rate at which thermal steady state is reached and will vary under different ambient 
conditions. Additionally, it can be seen that ambient temperature at 3 and 4°C uses the 
same amount of energy in the two cases presented. This may be a result of solar space 
heating being more dominant on days when the ambient temperature is 3°C in 
comparison to 4°C. However, it must be noted that the on-board display shows data to 
the nearest 0.1kWh every minute, which will incur an error and must be read as an 
approximate.   
 
Figure 4.7 Initial energy intensive period of the vehicle cabin space due to space heating 
Due to the range limitations of the EV’s battery, the EV has been proposed as a suitable 
second household vehicle, a city driving vehicle, or for shorter commute purposes. 
Shorter trip durations could result in the EV travelling within this energy intensive 
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period and thus result in the climate control system consuming a higher energy 
percentage over the total energy consumed per trip than for longer vehicle journeys. It 
can be argued from the data presented in Figure 4.7 that the EV is more thermally 
efficient for longer drive cycles compared to shorter trips.  
4.3.2 Energy consumption from the cooling system 
The energy consumed by the vehicle’s battery is analysed in relation to the energy 
demands of the built-in cooling system. Similar to the ICEV, the EV requires energy to 
cool the vehicle’s cabin space. Thus, the energy consumption values when cooling is 
required in an EV are comparable with the data presented in Figure 2.1 (Holmberg et 
al., 2012). An EV driver was asked to keep a diary for a period of time with no 
alterations to their driving style. When cooling is required, the driver sets the built-in 
cooling system to 17°C. Inside desired temperature was set at the aforementioned 
temperature to represent the minimum possible temperature setting in the test vehicle 
thus testing thermal properties at maximum or worst case scenario energy consumption. 
This temperature is near the lowest acceptable temperature range for an occupant in a 
naturally ventilated space in Edinburgh. The driver took note of the outside temperature, 
journey duration, and the energy consumption summary of the elapsed trip. Figure 4.8 
shows the results of the driver’s collected data, presenting the energy consumed plotted 
against the temperature difference between the outside temperature (To) and the desired 
indoor cabin temperature (Tdes). The data displayed is very scattered as a result of 
various trip characteristics undertaken around Edinburgh and the fact that this 
experiment collected field data in comparison to studies that simulate tests in a 
laboratory. Although laboratory tests have their advantages in terms of being able to 
control variables the present study chooses to collect data under field conditions to 
represent realistic thermal profiles a vehicle will be exposed to in terms of temperature 
and solar variables constantly fluctuating. However drawbacks to field tests include the 
influence of external variables not considered or measured while collecting data which 
include the influence of ambient humidity and wind speed on a body’s thermal profile. 
This scattered profile is a result of varying environmental conditions. On days with 
similar ambient air temperatures, energy consumption data continues to show 
discrepancies in recordings. An explanation for this energy consumption variation can 
be explained as a result of varying solar irradiance contributing to cabin space 
temperature increases.  
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The coefficient of performance of the heat pump’s cooling system will always be less 
favourable compared to its heating system. This is because work is required to transfer 
heat from a cold to a high temperature body to be in agreement with the Second Law of 
Thermodynamics. Thus, it is expected that more energy is required for cooling in 
comparison to heating requirements. However, the present preliminary study observed a 
maximum energy consumption by the cooling system at nearly 30 Wh/min. Section 
4.3.1 illustrated that the maximum energy consumption for the heating system under 
diurnal and nocturnal drive cycle conditions was 40 and 55 Wh/min, respectively. 
Although the cooling system is operating in an ‘unnatural’ direction and has a lower 
coefficient of performance value, the difference in outside and ambient temperatures are 
considerably lower for the cooling system in Edinburgh when compared to the 
temperature difference experienced when heating is required. In the present 
experiments, the maximum temperature difference when analysing the energy 
consumption of the cooling system is observed as 10°C and the aforementioned heating 
observations recorded 10°C as the minimum temperature difference between the outside 
and desired internal temperature. Thus, despite the vehicle’s built-in cooling system 
having a lower coefficient of performance value to that of the heating system, the 
energy consumed by the vehicle’s cooling system is lower as a result of a lower 
temperature difference between the external and internal temperature.  
 
Figure 4.8 Energy consumption for various temperature differences between the outside temperature and the desired 
indoor cabin temperature (set at 17°C) 
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Figure 4.9 Energy consumption of the electric vehicle; cooling mode in operation 
Figure 4.9 illustrates the energy consumption of the EV when the cooling system is in 
operation as a percentage of the overall battery energy capacity. On average, the cooling 
system uses 14% of the total battery capacity – 4% less energy than that of the heating 
system (See Appendix C for full data set). When comparing the latter to the energy 
consumption of the EV in heating mode (see Figure 4.5), the cooling system harnesses 
more regenerative energy. This is because less energy is required for cooling compared 
to the heating system, thus more energy is allocated to traction. Increasing traction 
energy allows for an increase in the opportunity to recapture kinetic energy. Figure 4.10 
illustrates both heating and cooling energy consumption values where the heating 
energy consumption values lie between 10 and 24°C, but the temperature differences 
range from 2 to 10°C in the cooling experiments. In Edinburgh, the temperature 
difference between the outside and desired cabin temperature in colder conditions is 
greater than the temperature difference experienced during warmer periods, thus 
confirming that more heat energy is required to overcome the higher temperature 
difference during periods when heating is necessary. The ICEV uses 29% of its total 
energy capacity for cooling requirements (see Figure 2.1). Thus, the EV’s cooling 
energy demands outperform the energy demands of the ICEV as a percentage of the 
total energy capacity of the fuel source. The 89 trips analysed from the driver’s diary are 
illustrated in Figure 4.10. It is clear from the graph that cooling requirements occur in 
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areas with lower temperature differences between the outside and desired cabin 
temperature, as previously discussed.  
 
Figure 4.10 Energy consumption per trip for cooling: nocturnal heating and diurnal heating conditions 
4.4 Methodology 
This section presents the materials and equipment used in the preliminary field tests. 
The methodology to obtain thermal characteristics to build a thermal algorithm is also 
presented. The methodology in the present study is based primarily on experimental 
work to ensure an accurate determination of thermal properties of the test vehicle to 
increase the accuracy of the developed model.  
4.4.1 Positioning of equipment 
This experimental based methodology requires the measurement of various variables, 
such as outdoor ambient temperature, indoor cabin temperature, and solar radiation. 
Accurate temperature measurement is essential for preliminary experiments and for 
modelling purposes to obtain the thermal properties of the vehicle and to validate the 
computed cabin temperature. Figure 4.11 indicates the positioning of the thermocouples 
and the pyranometer placed on the roof of the vehicle. Small bamboo rods were placed 
in the vehicle and the thermocouples were placed at the feet, abdomen, and head level 
on the rods at the front and back of the cabin space. To represent the thermal 
stratification of a vehicle’s cabin space as one temperature, thermocouples were placed 
at various levels to obtain the space’s average weighted temperature. The supporting 
bamboo apparatus shown in Figure 4.12 was chosen because of its small size and 
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surface area to ensure minimal interference between the material and the cabin 
temperature. The thermocouples where shaded to avoid solar irradiance heating the 
thermocouple material as otherwise this would interfere with an accurate representation 
of air temperature. The cover that shaded the thermocouples was open to allow natural 
air flow around the thermocouples and to prevent heat build up from giving inaccurate 
readings. Three thermocouples were placed in the front of the cabin and three in the rear 
of the cabin. Two thermocouples were placed in the outside environment of the vehicle 
and subject to convection influences outside. A pyranometer was placed on the roof of 
the vehicle to measure global horizontal solar irradiance. As discussed in Chapter 3, one 
temperature is used for the further analysis of the space. The weighted temperature of a 
cabin space is obtained by incorporating temperatures at the head, abdomen, and feet 
level as stated in equation 3.36.   
 
Figure 4.11 Positioning of thermocouples and pyranometer 
 
Figure 4.12 Bamboo holding thermocouples in place 
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4.4.2 Obtaining vehicle glazing properties  
Radiation heat transfer is an important property to consider in the thermal analysis of a 
vehicle, as it has a high glazing to fascia ratio. It cannot be assumed that the entire 
quantity of incident solar radiation enters the cabin space. The properties of the glazing 
such as transmissivity values and single or double glazed structure determines the 
quantity of energy entering the cabin space. The thickness of the vehicle glazing can be 
measured with a Merlin laser-measuring device (as discussed in Chapter 3). By 
determining the thickness of the vehicle’s glazing, the solar energy transmissivity ratio 
of incident solar radiation to the norm of a sloped body can be determined. The 
dimensions of the vehicle’s glazing are presented in Table 4.1. The front windshield 
(thickness of 5mm) and side and rear windows (thickness of 4mm) have a transmissivity 
value to the norm of 0.8 and 0.82, respectively (Muneer et al., 2000). A study by 
Hopkinson et al. (1966) established an equation to calculate the transmission of solar 
irradiance through clear glazing, as seen in equation 3.32 in the previous chapter. This 
continues to be used in solar modelling nearly five decades later (Baker et al., 1993; 
Garnier et al., 2015) and is used in the present study.  
Table 4.1 Glazing geometry inputs to model 
  Area, m
2
 Thickness, mm 
Windshield 0.48 5 
Front side glazing 0.23 4 
Rear side glazing 0.22 4 
Rear windshield glazing 0.24 4 
 
Equation 3.32 is important to include in the present developed model as it gives the 
ratio of incident solar energy entering the vehicle’s cabin space as the sun moves in 
relation to a stationary vehicle. This equation provides detailed input data for further 
analysis and will reduce the algorithm’s calculation error as opposed to assuming the 
total amount of solar radiation enters the cabin space.  
4.4.3 Determining the thermal properties of a vehicle 
The rate at which heat is transmitted from a vehicle’s cabin space to the environment is 
important to obtain an accurate thermal analysis. The developed model considers both 
heat gain and heat loss of a cabin space. When the vehicle reaches thermal steady state, 
indicated at the point where the heat of a space stabilises, the heat lost to the vehicle’s 
environmental surroundings is equal to the quantity of heat provided to the space. To 
determine the thermal conductivity of a vehicle, the present research firstly obtained a 
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theoretical value for the vehicle’s thermal properties by investigating the thermal 
characteristics of the vehicle’s material from published work. The theoretical figure is 
used as a preliminary result to verify the experimental results. The experimental value 
obtained for the rate at which temperature is transferred from one body to another is 
used for further analysis of the test vehicle.  
Theoretical analysis of the thermal conductivity or heat transfer rate of a cabin space 
The vehicle’s material composition was obtained through the literature review to 
determine the thermal conductivity of the cabin’s interior materials. The vehicle’s 
dimensions were measured. Torregrosa-Jaime et al. (2015) stated that limited data is 
available from manufacturers of the exact material and quantity used in automobiles. 
Thus, limited data for heat transfer coefficients of the vehicle’s material composition is 
available, so the assumptions obtained for the thermal transmissivity coefficients of 
each compartment in a vehicle are shown in Table 4.2. Window and fascia thermal 
conductivity values were adapted from previous studies by Muneer et al. (2000) and 
Khayyam et al. (2011), respectively.  
Table 4.2 Thermal conductivity properties of material to obtain an overall thermal transmissivity value for the cabin 
space (Muneer et al., 2000; Khayyam et al., 2011) 
  Material 
Thermal transmissivity, 
W/m
2
K 
Window glazing 5 
Door material polypropylene 4 
Roof material polypropylene 4 
Floor material polypropylene 4 
The measured vehicle dimensions shown in Table 4.3 along with the thermal 
transmissivity values presented in Table 4.2 determine the rate at which heat is 
transferred or heat loss index (UA) through the various vehicle compartments. A 
theoretical value of 41.1W/K was obtained for the theoretical UA value. Torregrosa-
Jaime et al. (2015) developed a thermal model to predict the temperature for a mini-bus 
people carrier and found the thermal conductivity values by obtaining the optimum heat 
transfer coefficients that minimised the mean square deviation between the experimental 
and simulated tests of the developed model. The present research acknowledges the 
importance of accurately obtaining physical parameters specific to the test vehicle to 
limit errors in the developed algorithms. Measured data is not readily available to input 
into the present algorithm, thus the methodology includes experimental data as opposed 
to adjusting the algorithm for optimisation purposes to avoid an unrealistic 
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computational analysis. The experimental calculation of UA used the theoretical value 
of 41.1W/K as a guideline figure.  
Table 4.3 Cabin space dimensions of indoor surface area and determined UA value 
  Total Area, m
2
 UA, W/K 
Door panels 2.08 8.3 
Roof surface area 2.02 8.1 
Floor surface area 2.40 9.6 
Back window space 0.19 0.8 
Front windshield and dashboard area 1.35 6.8 
Back windshield area and seat 0.51 2.6 
Front cabin windows to roof area 0.50 2.5 
Rear windows to roof area 0.49 2.5 
Total UA   41.1 
Experimental analysis of the thermal conductivity or heat transfer rate of a cabin 
space 
As previously mentioned, for the point at which the cabin space reaches thermal steady 
state, the energy supplied to the cabin space is equal to the quantity of heat energy being 
lost to the cooler outside environment. The current and voltage supplied to the heaters 
was measured at the point of thermal steady state onwards. To determine the thermal 
steady state, the temperature of the cabin space was monitored on the data logger’s 
visual data display. When the temperature stabilises, the cabin space has reached 
thermal steady state and the power supplied to the heaters is measured. A value for UA 
of the vehicle’s cabin space was obtained as follows: 
                         (
  
     
)   (W/K)                                           (4.2)        
where U is the thermal conductivity of the vehicle, A is the surface area of the cabin 
space, V is the voltage supplied to the auxiliary heat source from the lead-acid battery, I 
is the current from the auxiliary heat source, Ti is the inside temperature, and To is the 
outside ambient temperature. Figure 4.13 to Figure 4.15 illustrate the results from the 
latter experiment to determine a value for UA. The vehicle’s cabin space temperature 
increased using the auxiliary heaters. In all three figures below (see Figure 4.13 to 
Figure 4.15), the temperature increased rapidly at the beginning of all three profiles and 
then all thermal profiles presented began to stabilise. The point at which the temperature 
inside the cabin space stabilised demonstrates that the vehicle’s interior has reached 
total thermal capacity. Any temperature added by the auxiliary heaters supplied the 
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energy to maintain the space at that temperature as a result of thermal losses. Heat 
power provided to the cabin space was obtained by measuring the current and voltage 
provided to the electrical fan heaters. The temperature inside and outside the cabin was 
measured and used to determine the heat transfer rate per unit temperature difference 
between the vehicle’s body and its surroundings (value for UA). Table 4.4 shows the 
results of the three experiments carried out to obtain values for the thermal conductivity 
of the cabin space. An average value of 36W/K was obtained for further analysis.  
Table 4.4 Experimental values to determine the value for the thermal heat loss index of a body (UA) 
Test #   UA, W/K 
1 03/01/2016 42 
2 05/01/2016 35 
3 14/01/2016 30 
Average   36 
 
 
Figure 4.13 Temperatures obtained for a cabin space, 3rd January, 2016 
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Figure 4.14 Temperatures obtained for a cabin space, 5th January, 2016 
 
Figure 4.15 Temperatures obtained for a cabin space, 14th January, 2016 
4.4.4 Determining the vehicle’s thermal time constant  
Another characteristic required for thermal modelling is the rate at which the vehicle 
naturally cools determined through an experimental investigation. The vehicle was 
allowed to heat up by either natural solar irradiance entering through the glazing or with 
additional heat supplied by the built-in heating system. Under nocturnal conditions, the 
vehicle was allowed to cool naturally. The experiment recorded both outside ambient 
and indoor cabin air temperature. The cooling profile of the vehicle determines the 
thermal time constant of a body. As discussed in section 3.2.1, the thermal time constant 
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of a body is the time it takes for a body’s temperature to decay from its original 
temperature. Figure 4.16 demonstrates the cooling profile of a vehicle’s cabin space 
during nocturnal conditions to eliminate any heat contribution by solar means. In 
accordance with Newton’s Law of Cooling, the thermal profile illustrated in Figure 4.16 
presents a visual representation of the vehicle’s thermal properties. The circle on the 
figure indicates the section of the cooling profile used for analysis.  
The area highlighted on this graph was chosen for analysis as outside ambient 
temperature remained stable and did not rise or fall significantly as the cabin space 
cooled. Additionally, this section of the cooling profile was chosen because the cabin 
space continued to cool steadily as it neared outside ambient temperatures. The 
  
  
 
parameter was thus obtained from the slope of the line for the relationship between the 
natural log of ta (actual cabin temperature) and to (outside temperature) against time 
(refer to Figure 4.17). The inverse of the slope of the line of best fit represents the 
body’s thermal time constant. Seven cooling profiles were analysed and the average 
value was found to be 2.5x10
-4
s
-1
 (see Table 4.5). Thus, the thermal time constant of the 
vehicle’s cabin space was 4,000 seconds. Once a known value was obtained for the time 
constant and for the thermal capacity of the vehicle (discussed in Section 4.4.3), a value 
for mc representing the thermal capacity of the vehicles was found to be 143 kJ/K. 
 
Figure 4.16 Cooling Profile of the Renault Zoe EV for 12th April, 2016 
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Figure 4.17 Cooling profile of test vehicle-Renault Zoe to obtain UA/mc for 12th April, 2016. Note: the vehicle is 
considered as one body, thus a lumped capacitance approach is assumed  
Figure 4.17 is based on Newton’s Law of Cooling using equation 3.3. The difference 
between the initial cabin and outside temperature remained a constant, thus the linear 
relationship between the natural log of the difference between the outside and varying 
cabin space temperature over a period of time determines a body’s thermal time 
constant.  
Table 4.5 Experimental values obtained for UA/mc parameter 
Experiment # UA/mc (s
-1
) 
1 -2.3 x10
-4
 
2 -2.8 x10
-4
 
3 -3.0 x10
-4
 
4 -2.1 x10
-4
 
5 -2.7 x10
-4
 
6 -2.2 x10
-4
 
7 -2.4 x10
-4
 
Average -2.5 x10
-4
 
4.4.5 Material thermal properties for the nodal model 
To develop a thermal algorithm, the inputs required include the specific thermal 
properties of the cabin’s furniture material. Some materials will conduct heat better than 
others, thus the characteristics governing such properties should be included to ensure 
the development of a holistic algorithm. From ASHRAE (2013) in Chapter 3 (Figure 
3.6), heat continues to be transferred to a body even after the power source has been 
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switched off as a result of the thermal properties of the embedded energy in the space’s 
furnishings. For development of the present thermal algorithm, the interior was divided 
into two compartments: the seat and fascia material. The thermal properties of the 
vehicle’s cabin seats and structural material (fascia) has previously been reviewed by 
research teams to gain a better understanding of their thermal performance (Wilhelm, 
1993; Abu-isa et al., 1996; Sarda et al., 2004; Jankowski & McCluskey, 2014). The 
specific thermal properties applicable to the Renault Zoe’s cabin material are not 
determined by the present study as an invasive exploration of the vehicle’s materials 
would affect the manufacturing warrantee. The literature review determined the 
materials used in the manufacturing of seats and external material used in the doors, 
flooring, roof, and the dashboard of the average passenger cabin space. The research 
assumes two separate material types: polypropylene for the fascia and polyurethane for 
the seats as mentioned by Strumberger et al. (2005). Thermal properties and measured 
dimensions are shown in Table 4.6.    
Table 4.6 Thermal properties used for the nodal analysis of a vehicle's cabin space 
  
Fascia material,  
Polypropylene (PP) 
Seat material, 
Polyurethane (PUR)   
Density, 𝜌 900a 46b kg/m3 
Conductivity, λ 0.16c 0.29c W/mK 
Specific Heat, cp 1800
d
 1500
e
 J/kgK 
Thickness 0.0155 0.18 m 
Area 7.38 4 m
2
 
Note: 
a
 Carvill (2003), 
b 
Zhang et al. (2015), 
c 
Lasance (2001),
d 
Professional Plastics (1900), 
e 
BING 
(2006). 
4.4.6 Pressure air flow test 
A manometer was used to test the pressure difference in the vehicle when the installed 
extractor fans were in operation. Two systems were installed and analysed. The first 
tested four 5.3W extractor fans in four of the vehicle’s windows and the second case 
was two 21W fans installed in the rear windows of the cabin. The manometer showed 
that when the cooling system was not in operation, the cabin space was exposed to 
atmospheric pressure. This was shown with no difference in fluid height (Δh) in the 
apparatus (Figure 4.18). For the pressure test, the auxiliary fans were operating and the 
difference in height was noted. Thus, the pressure can be obtained using equation 3.37 
and the density of the manometer fluid is 827 kg/m
3
 (Dwyer, 2017) and acceleration due 
to gravity is 9.81 m/s
2
 and the difference in height of the two vertical manometer 
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columns are 3 mm and 8 mm for the four 5.3W and two 21W extractor fans, 
respectively.  
    
Figure 4.18 Manometer test: (left) experimental set up, (right) height difference in fluid as a result of pressure 
differences  
The pressure calculated was 24.33- and 64.88 Pascals when two 5.3W and four 21W 
extractor fans were in operation, respectively. The manufacturing catalogue provided by 
Ebm-Papst (2011) provided the performance curves of the extractor fans used in the 
experiment. Figure 4.19 shows the manufacture’s details of the used fans. Figure 4.20 
and Figure 4.21 illustrate the performance curves used to obtain the volume of air being 
removed by the vehicle by the four and two fan system respectively. These figures also 
indicate the operating points of the extractor fans used in the present experiments as 
calculated by the aforementioned pressure values. The operating points indicate the 
volume of air being removed by the installed ventilation system. The mass air flow rate 
is calculated by: 
  𝜌                                                             (4.3) 
where ṁ is the mass flow rate of the air (kg/s), ρair is the density of air (assumed as 
1.225 kg/m
3
), and V is the volume flow rate (m
3
/s). As mentioned previously, the 
volume flow rate was obtained by reading the manufacture’s performance curves and 
identifying the fans’ operation points as 112 and 235 m3/h, respectively. The density of 
air is taken as 1.225 kg/m
3
, the mass flow rate for the 5.3 and 21 W extractor fan 
systems was found as 0.0382 and 0.0801 kg/s, respectively. 
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Figure 4.19 Extractor fan manufacturing details (left) 5.3W and (right) 21W fans 
 
 
Figure 4.20 Performance curve for 4412 F extractor fan, Curve 4; four 5.3W fan scenario (Ebm-Papst, 2011) 
 
Figure 4.21 Performance curve for DV 5212 N extractor fan, Curve 1; two 21W fan scenario (Ebm-Papst 2011) 
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4.5 Overview of model  
This chapter presents the field experiments undertaken in the present research. The flow 
diagram in Figure 4.22 illustrates a systematic diagram of the methodology used to 
determine the inputs required for further modelling of the indoor cabin temperature. The 
diagram is divided into three categories that determine the methods a vehicle uses to 
transfer heat through (solar irradiance); the physical parameters of the vehicle and the 
thermal properties of the body and its interaction with its surrounding environment; and 
finally, the auxiliary climate control system detailing either heat gain from heaters or 
heat extraction by extractor fans. These categories can be linked to the various methods 
of heat transfer discussed in the previous chapter. Solar irradiance, physical material 
parameters of the vehicle, and the use of auxiliary systems represent radiation, 
conduction, and convection heat transfer methods. Figure 4.22 is divided into three 
sections. The input section shows the data available or measured. This data was used as 
input properties in the second section or processes of the present research’s 
methodology. The process section illustrates the structure of the field experiments for 
each heat transfer category. The developed experiments obtain outputs detailing heat 
transfer characteristics in the EV for further modelling.  
Figure 4.22 summarises the methodology undertaken in the present study to develop the 
temperature predicting model. These experiments are specific to the test vehicle Renault 
Zoe EV. Thus, these experiments need to be repeated for thermal modelling other 
vehicles.  
  
 
1
1
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Figure 4.22 Flow diagram of experimental work
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Summary 
This chapter presented governing laws and equations to be considered for the thermal 
analysis of a body. The present chapter follows on from the theories discussed and 
presents the methods used in the current study. This study’s methodology includes field 
experiments to determine the thermal properties and constants required as inputs for the 
thermal model developed by this research. The trends in outside ambient temperature in 
Edinburgh with a temperature frequency analysis over a five-year period are explored. 
This analysis gives an idea of the thermal demands of a space if a body follows similar 
trends to the outside temperature as stated by Newton’s Law of Cooling. An occupant’s 
thermal comfort level in Edinburgh ranges between 18 to 23°C, while the outside 
ambient temperature lies below this thermal comfort range 96% of the time in this city. 
This local temperature frequency analysis indicates that heating is required the majority 
of the time in Edinburgh if the ambient temperature is the only influence on a space’s 
thermal characteristics. Preliminary data was collected to assess whether there could be 
a relationship between the energy consumed by the climate control system and the 
outside ambient temperature. The energy consumption data from 89 EV trips was 
analysed for various climate conditions and journey lengths, considering both heating 
and cooling requirements. The present research concluded that 18% of the battery’s 
total capacity is consumed by the heating system and 14% of energy consumption is 
allocated to cooling demands. A reduction in the amount of moving components in an 
EV reduces energy losses allowing more energy to be allocated to traction energy in 
comparison to the ICEV. However, the IECV does not require heating as the vehicle 
avails of the engine’s recyclable waste heat. Thus, the heating requirements of an EV 
are a restraint on fuel consumption not previously considered in the conventional ICEV.  
A value of 35W/K was obtained for the thermal conductivity of the EV’s body and a 
time constant of 4,000 seconds. An auxiliary climate control system independent to the 
EV’s primary lithium-ion battery was installed. The cooling system includes extractor 
fans installed into the vehicle’s glazing. To determine the efficiency of the extractor 
fans, a pressure air flow test determined the rate at which the fans extract heat from the 
space: the air removal rate of four 5.3W and two 21W was 0.0382 and 0.0801kg/s, 
respectively. The chapter that follows describes the thermal algorithm developed to 
predict indoor cabin temperatures using the experimental values presented in this 
chapter as important inputs to the model.   
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Chapter 5 Modelling 
5.1 Introduction 
In the previous chapter, the preliminary field tests and thermal properties of the vehicle 
such as the thermal time constant and thermal capacity of the vehicle were 
experimentally measured. To develop a thermal model to accurately predict the indoor 
air temperature of a cabin space, it is important that the specific thermal properties of 
the body in question are established. This chapter will discuss the numerical thermal 
model developed using the thermal properties previously found. The developed 
temperature prediction algorithm has the ability to evaluate heating and cooling loads 
when appropriate. To accurately predict radiation heat loads, the present research 
expands a previously developed solar model to locate the sun’s position in the sky in 
relation to the stationary vehicle to calculate the effect of solar irradiance on cabin space 
temperature. The temperature prediction model under heating conditions includes two 
cases: predicting the temperature when the vehicle is exposed to solar radiation, and 
predicting the temperature when two 200W auxiliary fan heaters are installed inside the 
cabin space. Additionally, the cooling model is applied to two scenarios: when (1) four 
5.3W extractor fans are installed in the vehicle’s glazing and (2) when two 21W 
extractor fans are installed in the vehicle’s glazing.  
5.2 Purpose of the thermal model 
The focus of previous models has been to predict temperature and physical parameters 
such as solar radiation, convective heat transfer, and other cabin space parameters in 
order to predict the thermal comfort for an occupant. The present study predicts the 
temperature of a cabin space with an underlying aim to understand the energy 
consumption of an EV’s built-in climate control system and thus how energy 
consumption may be optimised. Thermal modelling of a vehicle’s cabin space is a 
useful analysis for designers and policy makers to understand and estimate the energy 
required to reach thermal comfort in an occupied space. The developed model can also 
be used to validate the efficiency of auxiliary systems and their impact on a vehicle’s 
thermal performance. In present conventional ICEV designs, heating requirements 
recycle waste heat from the engine and heat the vehicle at no expense to the operation of 
the vehicle. However, with an increase in EV penetration in the automobile market, 
energy that was previously ‘free’ now has an economic, energy, and environmental 
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consideration when an EV is recharged using the UK’s national electricity mix. This 
model can be used to predict the heating and cooling requirements for an EV under 
specific climate conditions using measured data to validate the developed algorithm’s 
accuracy. The algorithm is written in a Visual Basic Application (VBA) format.  
The model computes indoor cabin temperatures with a consideration of solar irradiance, 
ambient temperature, and the presence of an auxiliary climate control system. The 
purpose of this model is to potentially incorporate the algorithm into a route choice-
making tool for future EV users. This application may indicate to the user that when 
undertaking a certain trip, the battery capacity may be limited with the operation of the 
heating and cooling system, and an additional recharging stop will have to be 
considered for the driver to successfully reach their destination comfortably and safely.  
5.3 Assumptions of the presently developed model 
When computing indoor cabin temperatures, the present research assumes the 
following: 
1. Latent and sensible heat from the passenger is negligible. Latent heat is the heat 
added to the space by its occupant to change the state of the air or substance in 
question without changing air temperature, e.g. via evaporation or sweating. 
Sensible heat is the heat added to the space that contributes to a temperature rise.  
2. Air temperature and heat flow are homogeneous throughout the cabin space, as 
accepted by several studies (Kojima et al., 1999; Ding & Zito, 2001; Rugh et al., 
2001). 
3. Humidity has a negligible impact on occupant thermal comfort in Edinburgh and 
thus is not considered in the present study.   
4. It would jeopardise the vehicle’s warrantee if its interior material was tampered 
with to obtain accurate thermal properties. The vehicle is divided into two 
material zones: seats and fascia. It is assumed that these two zones are 
represented by one heat transfer coefficient for the materials used in the area.  
5. Air density and specific heat capacity are assumed as constants. The cabin space 
is considered as relatively small, thus a variation in these properties are assumed 
to remain constant.  
6. The colour or texture of the interior and exterior material of the vehicle has a 
negligible impact on temperature.  
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7. It is assumed that vehicle glazing is uniform in shape and thus the coefficient of 
transmissivity is constant at all areas of the glazing.  
8. The temperature of the surface area of the vehicle seats and fascia represents air 
temperature. Vehicle seats are considered as soft furnishing.  
9. Seat materials are assumed as soft finished material. 
10. The coefficient of performance of the built-in climate control system is assumed 
as a constant for any given temperature. As discussed previously, the coefficient 
of performance of the built-in climate control system is influenced by the 
temperature of the environment the refrigerant is exposed to. Thus, in reality, a 
varying temperature has a proportional effect on the efficiency of the system. 
11. Wind speed is assumed as negligible as the vehicle is stationary for data 
collection. 
Inputs required for the developed model include; 
a) Time of day 
b) Horizontal solar radiation  
c) Outdoor ambient temperature 
d) Initial cabin temperature at beginning of analysis 
e) Aspect or geographical orientation of the vehicle 
f) Inclination angle of the vehicle’s glazing 
g) Vehicle dimensions 
h) Thermal properties of the vehicle, as discussed in Chapter 4, i.e. the thermal 
capacitance and the thermal time constant.  
5.4. Vehicle solar irradiance model 
Muneer et al. (2000) developed a solar model to calculate the incident solar irradiance 
on a sloped surface. The present research extends this model to calculate the solar 
irradiation of a sloped surface with various sides, as seen in the case of a vehicle. 
Previously, the model has been used for a single sloped body. A vehicle has four sides 
of glazing exposed to solar radiation, so four sloped surfaces must be considered when 
evaluating the quantity of solar irradiance entering a vehicle’s cabin space, as seen in 
Table 5.1, where ASP is the aspect at which the windshield or driver is facing. A north 
facing vehicle is indicated as 0° and south facing is represented as 180°. The tilt of the 
vehicle’s glazing is taken from the manufacturer’s technical specification and sides are 
labelled in Figure 5.1 (Renault, 2014). Extrapolating the model developed by Muneer et 
al. (2000), the incident solar irradiance on each surface of the vehicle’s glazing (i.e. 
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slope beam, sky diffuse irradiance, and ground reflected irradiance) for each of the four 
sides of the vehicle is shown.    
Table 5.1 Properties of vehicle for use in the present model. *ASP is the geographical aspect of the vehicle’s position 
  Aspect of glazing Tilt of glazing 
Aspect of vehicle ASP* 
 Windshield glazing ASP 26° 
Side 1 glazing  ASP-90° 77° 
Rear glazing ASP-180° 50° 
Side 2 glazing ASP+90° 77° 
 
Figure 5.1 Vehicle sides labelled 
5.4.1 Calculating solar transmissivity 
The radiation entering the vehicle’s glazing is a combination of beam, ground 
reflectance, and sky diffuse radiation, all of which are considered in the present model. 
To calculate beam transmittance, the angle of incidence from the supporting solar model 
(Muneer et al., 2000) was used from equation 3.32. However, incident sky diffuse and 
ground radiation reach surfaces at various angles and thus the angle of incidence for 
beam irradiance will not be applicable to determine these. An angle of incidence of 
approximately 60° is commonly assumed and provides satisfactory results in the 
computation of sky diffuse and ground irradiation (Duffie et al., 2003). Using equation 
3.32 (Hopkinson et al., 1966) and an incident angle of 60°, the sky diffuse (τd) and 
ground (τg) transmittance was found to be 0.676 and 0.660 for a 4mm and 5mm single 
clear glazing, respectively. The quantity of incident solar energy on glazing is found by 
the following:  
   𝑎    𝑒    ∑ 𝜏  T                                         (5.1) 
where τ is transmissivity of the glazing, I is the solar irradiance, A is the area of the 
glazing, and T is the time interval. Expanding the above equation, the summation of the 
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beam, sky diffuse, and ground slope irradiance will give the total solar power entering 
through the vehicle glazing with the following equation: 
   𝑎     𝑒  ∑  𝜏         𝜏         𝜏          
              
                 (5.2)     
where τb is the beam transmittance, IB,TLT is the beam slope irradiance, τd is the diffuse 
transmittance, ID,TLT is the diffuse slope irradiance, τg is the ground transmittance, IGr,TLT 
is the ground reflected slope irradiance, and A is the glazing area. Solar energy entering 
the vehicle can thus be computed for a specific time interval.  
5.5 Heat transfer methods 
Heat can be transferred from one body to another through different methods. This 
section will discuss radiation, convection, and conduction heat transfer methods that 
occur in a vehicle’s cabin space and how they contribute to cabin space temperature.  
5.5.1 Radiation heat transfer computations 
Radiation heat transfer contributes to space heating as a result of exposure to solar 
radiation. Previous studies on thermal comfort and thermal modelling have considered 
solar radiation contributions to space heating (Fanger, 1973; Marcos et al., 2014; 
Torregrosa-Jaime et al., 2015). However, these studies are limited in tracking the sun’s 
movement in relation to the vehicle and focus more on the development of convection 
heat gains and losses rather than expanding a thermal radiation model. The calculation 
of solar radiation is discussed in depth in Section 5.4.  
5.5.2 Convection heating loads 
Convection heat loads in the present study are concerned with the convection heat 
transferred between outside ambient and inside temperatures. A body or system’s 
temperature is affected by its environment, thus convection heat transfer must be 
considered when analysing the thermal performance of a vehicle. The relationship 
between outdoor ambient and indoor cabin space temperatures is represented by 
convection heat transfer and is found by the following: 
                                                           (5.3) 
where Qconv is the convection heat flow (W), U is the thermal conductivity of the 
vehicle body (W/m
2
K), A is the area of the cabin space (m
2
), Ti is the inside cabin 
temperature, and Tamb is the outside ambient temperature. Note: the model assumes one 
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temperature value to represent cabin space temperature in the developed thermal 
algorithm.  
5.5.3 Heating load from auxiliary electrical system 
An auxiliary heating system was installed in the vehicle’s cabin space. This additional 
system was independent of the built-in EV’s heating system. The selected heating 
system was obtained using the following equation: 
          𝑐                                                  (5.4) 
where Qheaters is the required energy of the auxiliary heaters (J), m is the mass of the 
vehicle (kg), c is the specific heat of the vehicle’s body (J/kgK), and ΔT is the desired 
temperature increase (assumed as 10°C). The above equation includes the thermal 
properties obtained by the field tests discussed in Section 4.4 and determines a 
requirement of 397Wh of energy to increase cabin temperatures by 10°C. An auxiliary 
system of 400W was chosen and two 200W fan heaters were installed in the vehicle’s 
cabin, one at the front and one in the back of the cabin (see Figure 5.2).  
  
Figure 5.2 Installed fan heater and experimental set up. Left: front of cabin, Right: rear of cabin                                                                                                                                                                                                                                                                                                                                                                             
Previous work by Torregrosa-Jaime et al. (2015) evaluated an auxiliary cooling system 
in a minibus and considered the electrical loads to the fans as a constant. However, the 
present research assumed that the maximum heat energy or a constant heat energy value 
provided to a cabin space will incur a computational error. The coefficient of 
performance of the installed auxiliary system is assumed as one. Therefore, heat energy 
is equal to electrical energy supplied by the auxiliary fan heaters. This determines that 
assuming 400W of heat energy is applied to a space when the heaters are in operation is 
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incorrect. Therefore, a Tenma 72-9180 AC/DC current clamp and a multimeter were 
used to monitor the power supplied by the two 200W fan heaters. Experimentally, the 
fan’s power was found to be approximately 260W on average. Data values for fan heat 
loadings were collected every minute and input into the developed numerical algorithm.  
5.5.4 Cooling load from the auxiliary electrical system 
In the present study, a ventilation system was installed in the vehicle’s glazing. The 
ventilation energy associated with the transfer of warm air from the inside cabin to the 
outside environment (Qvent) is found by the following equation: 
  𝑒  =ṁcp(  −  )          (5.5) 
where ṁ is the rate at which air is extracted (kg/s) (see calculations in Section 4.4.6 for 
the results of the pressure air flow test), cp is the specific heat of air (assumed as 1,005 
J/kgK (CIBSE, 2016)), Ti is the average inside cabin temperature, and To is the average 
outside ambient air temperature. 
5.6 Thermal modelling of the heating system 
The heating thermal model was applied under two experimental conditions: first, the 
model was applied when the test vehicle, Renault Zoe EV, was stationary and exposed 
to solar radiation and real world outside ambient conditions; and second, two 200W 
auxiliary fan heaters were installed into the cabin space under nocturnal conditions. This 
real world data collection simulates realistic temperatures of a cabin environment under 
various weather conditions. This section will present an algorithm to predict 
temperature when solar irradiance is the primary heat source and when an auxiliary 
heating system is considered as the cabin’s primary heat source.  
5.6.1 Scenario 1: Solar space heating model 
Process of heating  
A thermal algorithm was developed to predict the temperature of a cabin space when 
exposed to solar radiation. A stationary vehicle was exposed to solar radiation and the 
space is heated with a computed solar angle of incidence. The algorithm was developed 
to predict this transient thermal profile as it nears steady state by considering heat gains 
and losses through radiation and convection heat transfer modes. Convection heat 
transfer is the transfer of heat between the vehicle and its surroundings. It is assumed 
that the heat gain by solar irradiation is uniform throughout the cabin as it heats the 
interior material and an increase in cabin air temperature is subsequently observed.   
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Development of thermal algorithm 
The developed algorithm calculates the indoor cabin temperature of the test vehicle 
considering outdoor ambient temperature and solar irradiance as the dependent variables 
of space heating. The predicted temperature (ti+1) is found by the following: 
        
  (       (         ))
  
                 (5.6) 
where ti is initial indoor cabin temperature, τ is the time interval, Qsolar is the heat gain 
from solar means (as described in Section 5.4), U is the thermal conductivity of the 
vehicle’s body, A is the area of the cabin space, to is the outside ambient air 
temperature, m is the mass of the vehicle, and c is the specific heat of the cabin space.  
The developed algorithm was validated using six sets of experimental data. Measured 
temperatures were recorded and compared with computed temperatures to validate the 
accuracy of the numerical algorithm.  
5.6.2 Scenario 2: Auxiliary heaters thermal model 
Process of heating  
The second heating process considered in the present study uses two 200W fan heaters 
operating under nocturnal conditions. In comparison to the latter heating process where 
incident solar irradiation was considered as a uniform heat gain, the auxiliary heaters 
were introduced as point loads. Thus, it is expected that the thermal algorithm 
developed to predict cabin temperatures under auxiliary heating conditions will 
underperform in comparison to the solar irradiance algorithm due to the thermal 
stratification of the vehicle’s cabin space. The thermal stratification of the cabin space 
and non-uniform heat gain by the auxiliary heaters prompted the further exploration of a 
nodal model similar to Mezrhab & Bouzidi (2006). The present study explores the 
development of a ten-nodal model to evaluate how the embedded layers of the vehicle’s 
material influences cabin air temperatures.   
Development of the thermal nodal algorithm 
To evaluate the proposed auxiliary climate control system, it is important that the 
developed thermal model considers the thermal properties obtained from the field tests 
and the material properties from the literature. The accuracy of the thermal property 
inputs are vital to ensure the accurate modelling of cabin space temperature. In the cabin 
space heating model, when auxiliary heaters are used as the primary energy source, it is 
important to consider how the heat is slowly absorbed by the materials’ embedded 
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layers. This absorption period translates as the lag time observed in many space’s 
thermal profiles. The present thermal study chose an analytical method that considered 
how each layer interacted with each other. These individual layers, or nodes, consider 
how the vehicle’s material contributes towards space heating through conduction heat 
transfer. Previous models, as mentioned in the literature review chapter, have developed 
methods to predict temperature, but no studies have developed a nodal model that 
considers multiple layers of vehicle material. The vehicle’s cabin space was divided into 
two categories: seat and fascia (the fascia includes the door panels and dashboard area).  
 
Figure 5.3 Illustration of the ten-nodal model developed to predict indoor cabin temperature 
Figure 5.3 illustrates how the layers were divided into five seat nodes and five fascia 
nodes, which considers four layers of material being analysed for a ten-node analysis. 
Figure 5.4 illustrates the thermal network of the proposed system and the nodal model. 
The network shows the vehicle’s material divided into two sections: the seat and fascia 
and the connecting nodes that influence each other. The sections are divided into five 
nodes for analysis illustrating the ten-nodal thermal network of a vehicle.  
Additionally, the schematic network illustrates the nodes that are exposed to solar 
energy (Qsolar), auxiliary system heat transfer (Qaux), and convection heat gain from 
ambient conditions (Qamb). The network diagram shows how the internal seat and fascia 
nodes are affected by solar and auxiliary heat gains similarly. However, ambient 
conditions are thought to only influence external fascia node temperature as the seat is 
completely enclosed in the cabin space. The thermal network shows that the thermal 
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capacity of material is also considered in the presently developed model when 
calculating cabin space temperatures. The thermal model considers heat losses through 
the vehicle fabric (Qfab) and losses as a result of ventilation energy (Qvent), as seen in 
Figure 5.4. This network diagram illustrates the need to obtain fascia and seat 
parameters such as dimensions, material density, specific heat and thermal conductivity 
properties for the developed nodal analysis. The ten-nodal model considers conduction 
heat transfer throughout material layers and the influence the material’s interaction 
between one another has on cabin space temperature.      
 
Figure 5.4 Thermal network of the system. Note: Determining solar energy contribution is complex as solar 
irradiance includes both point load energy gain and diffuse energy gain components. However, solar irradiance is 
assumed as a uniform or diffused heat gain contribution to exposed areas. Auxiliary heating and cooling are assumed 
as point loads  
For the purpose of nodal modelling, the thermal conductivity for the materials fascia 
and seat layers (mclayer) is determined by:  
 𝑐       
                             
                 
                            (4.4) 
The thermal resistance (Res) of the seats and fascia material for each layer is required 
for a detailed nodal analysis as follows: 
     
                  
                 
                                           (4.5) 
 𝑒   
  
                     
                  (4.6) 
where m is the mass of the material, clayer is the specific heat of the material, ρ is the 
density of the material, λ is the thermal conductivity of material, and Δx is the distance 
between the nodes of the material. The vehicle’s area dimensions were measured 
manually and a ratio of seat material to fascia material was recorded as 0.35:0.65. 
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The first temperature prediction in the analysis is dependent on measured outdoor 
ambient and indoor cabin temperatures. This temperature is interpolated throughout the 
layers of the material. This initial temperature assumed a linear relationship between 
temperature from the outside environment, throughout the layers, to the inside 
temperature of the vehicle’s cabin space. This is as a result of the cabin space following 
similar temperature trends to the environment the vehicle is exposed to. Predicted cabin 
air temperature was found by the following set of equations: 
         
 
 
[
 
       
 (
       
   
)   ], for external node                 (5.7) 
                                                     (5.8) 
where Ti+1 is the predicted temperature, Ti is the present temperature, Res is the thermal 
resistance of the material in question, Ti-1 is the previous temperature, Q is the thermal 
energy available to the node by the auxiliary heaters and incorporating convection heat 
transfer, W is the heat power supplied by the auxiliary heaters, ti is the initial indoor 
cabin temperature, and to is the outside ambient air temperature.  
Equation 5.7 was used in the numerical algorithm to predict the temperature for external 
nodes, which are the surface nodes of the material exposed to the cabin or environment 
being analysed. This equation indicates that the external seat or fascia node is subject to 
the thermal energy available (Q) from the auxiliary heaters and heat transfer as a result 
of convectional loads. Figure 5.5 illustrates the layers and node distances for either the 
seat or fascia compartments. As seen in equation 5.7, the thermal properties of the 
external node is halved; this distance is represented in Figure 5.7 as the node exposed to 
material on one side and ambient conditions on the other side, thus only half of the 
material properties are considered as an influence on temperature at all external nodes.  
 
Figure 5.5 Nodal model layers and node distances 
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The internal nodes as shown in Figure 5.5 consider the full nodal distance. Internal node 
temperatures are not influenced by auxiliary heaters, solar irradiance, or convection heat 
loads and are only influenced by the surrounding layers. Thus, a value for Q does not 
appear in the internal node temperature computation as seen in the following equation: 
                [
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)], for internal nodes              (5.9) 
Figure 5.6 illustrates the positioning of the external and internal node network for the 
present study and the heat transfer sources each node is exposed to. The external node 
refers to the indoor surface area of the vehicle’s material or the node exposed to outside 
environmental conditions. An internal node refers to the temperature at a point in the 
embedded layers of the cabin seat or fascia material. The VBA program of the 
developed numerical algorithm is presented in Appendix D.            
 
Figure 5.6 Positioning of internal and external nodes 
5.7 Thermal modelling of the cooling system 
The present study installed an auxiliary cooling system to reduce the temperature of the 
cabin space. A numerical algorithm was developed to predict the temperature of a space 
when exposed to solar radiation while air is being removed from a vehicle’s cabin. The 
study validates the model with two different extractor fan configurations; a four 5.3W 
extractor fan system and a two 21W extractor fans installed into the vehicle’s glazing.  
Process of cooling  
The cabin space was allowed to heat up for a period of time. This period is commonly 
known as the soak period. When the interior material has reached thermal steady state, 
the excess heat is released into the cabin environment to ensure a thermal balance, thus 
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the cabin temperature increases and exceeds outside ambient temperature values. 
Extractor fan systems were placed at the top of the vehicle glazing to remove the hottest 
air in the cabin space in exchange with outside ambient air. Similar to heat gain as a 
result of incident solar irradiance, heat is assumed to be removed as a uniform value in 
the developed thermal algorithm.  
5.7.1 Scenario 1: Cooling thermal model with four 5.3W fans 
The rate at which air is removed from the cabin space will vary for the two systems. As 
discussed in Section 4.4.6, an air pressure test determined the rate at which air was 
extracted (ṁ5.3W) by the 5.3W extractor fan system was 0.0382kg/s. Ventilation energy 
can thus be calculated as follows: 
                𝑐                                                (5.10) 
where ṁ5.3W is the rate at which air is extracted for a four fan system (kg/s), cp is the 
specific heat of air (assumed as 1005 J/kgK), Ti is the weighted average temperature of 
inside cabin space, and To is the average outside ambient air temperature.   
The numerical algorithm used to predict the indoor cabin temperature (ti+1) of a 
ventilated space using four 5.3W extractor fans is shown as follows: 
        
  (                   (         ))
  
                              (5.11) 
where ti is the current inside cabin space temperature, QSolar is solar irradiance entering 
the vehicle’s glazing (W), as discussed in Section 5.4, U is the heat transfer coefficient 
(W/m
2
K) of the vehicle, A is the surface area of the vehicle body (m
2
), ti-to is the 
temperature difference at any given time between the inside and outside temperature, m 
is the body mass (kg), and c is the specific heat of the body (J/K). 
5.7.2 Scenario 2: Cooling thermal model with two 21W fans 
The air pressure test presented in Section 4.4.6 determined a two 21W extractor fan 
system’s air removal rate (ṁ21W) as 0.0801kg/s. Ventilation energy can thus be 
calculated as the following: 
               𝑐                                                (5.12) 
The numerical algorithm used to determine the indoor cabin temperature of a ventilated 
space is shown as follows: 
        
  (                  (         ))
  
                              (5.13) 
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5.8 Limitations of the developed model 
The limitations of the present work are as follows; 
1. Errors incurred in the model as a result of equipment calibration error. 
2. The analysis is restricted to thermal modelling a stationary vehicle, and further 
development is required to include the analysis of a moving vehicle. The vehicle 
was tested under stationary conditions because the amendments made to the 
vehicle’s glazing and experimental set up meant the vehicle was not road 
worthy. 
3. Errors in the supporting programs adopted by the present research will transfer 
error to the presently developed model. 
4. There was limited information on the actual thermal properties of the vehicle’s 
embedded material.  
5. There were limitations in the VBA program supporting Excel, which can 
support up to 65,000 rows of data. However, this does not affect the current 
analysis. Should the software be used to analyse more data, an alternative 
program will have to support the developed program.  
Summary 
The development of the present algorithm requires numerous assumptions and inputs, as 
mentioned in the present chapter. Additionally, the limitations of the work are 
highlighted in this section and will be discussed at a later stage as potential areas for 
further research. This chapter presents the adaption to a solar model used in the present 
study and discusses how the model is expanded and used for a vehicle with four 
different surface areas exposed to solar irradiance at various geographical orientations.  
The thermal algorithm developed in the present research considers convection, 
conduction, and thermal radiation modes in an occupant’s cabin space. Additionally, a 
numerical thermal model was developed to accurately predict the indoor cabin 
temperature when a climate control system is operating, allowing for both heating and 
cooling loads. The algorithms developed were divided into either heating or cooling 
load applications. Within the heating algorithm, two scenarios were considered. The 
first determined the cabin temperature when the vehicle’s primary heat source is solar 
radiation. When an auxiliary 400W fan heating system was installed into a vehicle, the 
interior fabric such as the vehicle’s seats and fascia absorbed heat. A ten-nodal model 
was developed in this chapter to predict the temperature of a cabin space when 
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conduction heat transfer between cabin air and the vehicle fabric is present. To date, a 
ten-nodal thermal model has not been used to predict indoor cabin space temperatures. 
The numerical algorithm developed includes an internal and external node evaluation.  
The second application looked at developing a model when cooling methods are 
installed in the vehicle’s cabin space. Two cooling algorithms were developed to predict 
the temperature of a vehicle’s cabin space when four 5.3W and two 21W extractor fans 
were installed into the vehicle’s glazing. The chapter that follows will present the 
results of these algorithms and introduce their potential applications. 
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Chapter 6 Thermal model results and potential 
applications  
6.1 Introduction 
As mentioned in the preceding chapter, the developed numerical algorithms were 
applied to predict the temperature when heating and cooling loads were applied to an 
EV’s cabin space. This chapter will present the results and findings of the present 
research to predict the temperature of a cabin space in different climatic conditions. 
Solar radiation has a significant influence on the cabin space temperature, but previous 
research has not incorporated an accurate solar model to compliment a vehicle’s thermal 
model. This section illustrates how details such as a vehicle’s geographical aspect 
impact the quantity of solar irradiance entering a vehicle. The temperature prediction 
models are experimentally validated with measured data. This chapter also provides 
some examples of how the developed thermal algorithms can be used for various 
applications. A case study is presented to predict temperature in a vehicle in a hot 
climate and to determine the thermal benefits of installing an auxiliary climate control 
system on the vehicle’s thermal performance. This chapter also presents the relevant 
statistics used to analyse and validate the performance of the developed models.   
6.2 Solar irradiance expanded model 
Muneer et al. (2000) developed a solar model to determine the sloped incident solar 
irradiance on a single sloped surface. The present study expands this model to 
incorporate the vehicle’s four sloped surfaces at various aspects. This model was 
applied at various geographical angles to show how irradiance entering the vehicle 
varies at different locations, thus affecting the availability of solar space heating.    
6.2.1 Introduction to experimental set-up 
The stationary vehicle was analysed at two various aspects and at various diurnal times 
to illustrate how the quantity of incident solar energy varied throughout the day and is 
dependent on the aspect the vehicle is facing. The vehicle was parked in real world 
conditions in residential and working car parking facilities. Thus, the optimum angle 
was not measured for the positioning of the vehicle. However, the aspect of the vehicle 
was manually measured using online maps of the location. The vehicle was equipped 
with six thermocouples to measure the inside temperature and two thermocouples to 
measure the outside temperature. Additionally, horizontal solar radiation was measured 
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using a pyranometer on the roof of the vehicle. The horizontal solar radiation was input 
into the developed solar model to obtain the computed solar energy available to a cabin 
space for heating. Two data sets were analysed in the latter study. Data was collected in 
the morning and early afternoon between 10:45 and 13:10 to represent the period at 
which solar radiation is high and the second data set represented evening data collected 
between 15:00 and 17:30.   
6.2.2 Computed incident solar energy at various aspects 
Solar contribution to space heating is more influential on a vehicle than a building with 
a lower glazing to fascia ratio. Previous studies, such as Marcos et al. (2014) and 
Torregrosa-Jaime et al. (2015), have developed thermal models to predict the indoor 
cabin temperature of a passenger vehicle and a passenger minibus, respectively. 
However, these studies (as discussed in Chapter 2) do not take into account a solar 
model in predicting the movement of the sun’s angle of inclination in relation to the 
vehicle. To develop a thermal model that can accurately predict indoor cabin 
temperatures, it is essential that complementary models, such as the solar model 
developed in this study, are adopted as a supplementary model.  
A data set of global horizontal solar radiation for 14th March, 2016 was input into the 
expanded solar model developed in the present study. The experiment ran from 10:45 
until 13:10 and recorded global horizontal radiation. The total solar energy recorded by 
a pyranometer for this period was 1.03kWh/m
2
. The vehicle was placed at an aspect of 
212° due north (where a north facing vehicle is represented as 0° and south facing is 
180°) to represent a residential parking spot. The expanded solar model developed by 
the present study computes solar irradiance for the actual aspect the vehicle is placed in 
and assumes a 0°, 90°, 180° and 270° aspect to evaluate the deviation in solar irradiance 
entering the vehicle’s glazing at various geographical aspects. Table 6.1 and Figure 6.1 
show the results and the deviation in computed solar irradiance energy entering the 
cabin of a vehicle when placed at various aspects. The model indicates a decrease in 
solar energy entering the vehicle at a 0° and 180° with a 30% and 15% respective 
difference in solar energy available to the cabin space compared to solar energy 
computed at the vehicle’s actual position. The opposite was experienced when the 
model considered the vehicle’s positioning at 90° and 270°. Computed solar energy 
available to the cabin space increased by 6 and 5%, respectively when compared to the 
actual geographical orientation of the vehicle. During warm periods when heat build up 
is undesirable, the vehicle could be placed in the shade to reduce the rate at which 
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temperature increases by mitigating solar irradiance entering the cabin space. 
Additionally, the vehicle could be parked at an angle or orientation to reduce the 
transmission of solar energy entering the cabin space while the vehicle is stationary.  
In cooler climates, such as in the UK, the EV will benefit from exposure to solar energy 
to avail of free space heating in winter months to reduce the requirement of heat energy 
to be produced by the vehicle’s built-in heat pump. The reduction in electrical demand 
from the heat pump will lead to an energy demand reduction on the vehicle’s primary 
battery so more energy is available for propulsion energy requirements, which extends 
the vehicle’s battery range. From Table 6.1, the optimum angle for the vehicle to be 
facing to optimise incident solar energy on a cabin space, when stationary from 10:45 
until 13:10, was approximately 90° due North. In warmer periods, for this specific time 
interval to reduce the effect of solar space heating, placing the vehicle at 0° will reduce 
the solar energy entering the cabin space, thus potentially reducing the energy 
consumption of the on-board cooling system.   
Table 6.1 Variation in solar energy predictions depending on vehicle aspect on data collected on 14th March, 2016 
Note: an aspect angle of 212° is the actual positioning of the vehicle; solar energy is shown should the vehicle be 
placed at a different geographical location   
Aspect of vehicle 
Computed solar 
energy through 
vehicle glazing, Wh 
% reduction or gain 
in solar energy 
212° (actual position) 971 
 0° 680 -30% 
90° 1027 6% 
180° 828 -15% 
270° 1020 5% 
 
Figure 6.1 Computed solar energy entering vehicle glazing variations depending on the vehicle’s geographical 
aspect, 14th March, 2016 
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
10.5 11 11.5 12 12.5 13 13.5
S
o
la
r 
E
n
er
g
y,
 W
h
 
Time 
212°
0°
90°
180°
270°
 134 
 
Figure 6.2 illustrates the total solar energy entering the vehicle’s cabin space at various 
geographical orientations for the experiment on the 14th of March, 2016. The solar 
model simulates the total solar energy available to a cabin space at different aspects to 
give the profile seen in this figure. It is widely accepted that south facing bodies receive 
the optimum quantity of solar radiation throughout a day. However, if a vehicle is 
stationary for a short period of time, a south facing vehicle may not always receive the 
optimum amount of solar irradiance, as seen in Figure 6.2. The total quantity of solar 
energy for an east or southeast facing vehicle (90 to 135°) superseded that of a south-
facing vehicle (180°). Thus, the optimum position to avail of free solar space heating 
will vary depending on the position of the sun in relation to the vehicle for that period of 
time. Table 6.2 shows the total solar energy entering the vehicle’s cabin space and the 
potential solar energy available to the cabin space should the vehicle be positioned at 
different aspects from 10:45 until 13:10 on the 14th of March, 2016. The table shows 
the ratio of the total solar energy being transmitted through the various glazing. The 
table highlights in bold the predominant glazing at each aspect that transmits the 
majority of solar energy and illustrates the impact vehicle positioning has on total 
energy transmitted into the cabin space. A vehicle positioned at 0 and 180° shows that 
the majority of energy will enter either the rear or front windshield respectively and at 
the side windows transmit the majority of the solar energy 90° and 270°.  
 
Figure 6.2 Total computed solar energy entering the vehicle's cabin space at various angles for 14th March, 2016 
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Table 6.2 Total quantity of solar energy entering the cabin space positioned at various aspects and the ratio of total 
energy transmitted through the vehicle’s glazing. (i.e. a ratio of 0.5 for the windshield indicates 50% of the total 
solar energy enters through the windshield).   
  
Total energy, 
Wh   
Front 
windshield 
Side 
window 1 
Side 
window 2 
Rear 
window 
212°(actual) 971 
 
0.50 0.35 0.09 0.06 
0° 680 
 
0.17 0.18 0.20 0.45 
90° 1027 
 
0.30 0.08 0.52 0.10 
180° 828 
 
0.63 0.16 0.14 0.07 
270° 1020   0.28 0.52 0.08 0.11 
Note: Figures highlighted in bold indicate the glazing transmitting the majority of the solar irradiance as a 
result of positioning the vehicle in relation to the sun.  
The model considers the varying angles of inclination of the sun’s incident beam on the 
vehicle’s glazing surface at regular time intervals. Previous work (see Chapter 2) has 
given limited consideration to the variation in the angle of solar inclination in the 
thermal analysis of an occupant’s cabin space. Table 6.3 illustrates the angle of 
inclination at the beginning of the analysis. As the sun moves 15° an hour, assuming a 
constant angle will incur an error in a thermal program. Table 6.4 illustrates the angle of 
inclination at the end of the experiment. These tables confirm that the presently 
expanded solar model considers the variation in the angle of inclination at every side of 
the vehicle when considering the contribution of solar radiation to the cabin 
temperature.  
Table 6.3 Angle of inclination of solar irradiance (°) entering the cabin space at 10:45am (beginning of experiment) 
for various glazing  
  Windshield Side window 1 Side window 2 Rear window 
212° (actual position) 50 36 127 94 
0° 86 103 63 22 
90° 54 133 27 88 
180° 39 63 103 108 
270° 74 27 133 55 
Table 6.4 Angle of inclination of solar irradiance (°) entering the cabin space at 1:10pm (end of experiment) for 
various glazing  
  Windshield Side window 1 Side window 2 Rear window 
212°(actual position) 34 72 94 108 
0° 84 67 99 18 
90° 70 132 25 57 
180° 35 99 67 107 
270° 54 25 132 83 
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The analysis was repeated to illustrate the computed solar energy entering a stationary 
vehicle’s glazing positioned at a 238° aspect, corresponding to a vehicle availing of 
work parking facilities. Global horizontal radiation was collected from 15:00 to 17:30 
and input into the solar model to illustrate the solar energy entering the vehicle’s 
glazing at various aspects for an evening period. In comparison to the latter morning to 
early afternoon data set, Table 6.5 illustrates that the vehicle positioned at 0° and 180° 
in the evening received the optimum amount of solar energy to avail of space heating. 
Table 6.5 Variation in computed solar energy predictions depending on vehicle aspect on data collected 13th August, 
2015 Note: an aspect angle of 238° is the actual positioning of the vehicle; total solar energy is shown should the 
vehicle be placed at a different geographical location between 15:00 and 17:30  
Aspect of vehicle 
Computed solar energy 
through vehicle 
glazing, Wh 
% reduction or gain in 
solar energy 
238° (actual position) 659 
 0° 750 14% 
90° 541 -28% 
180° 772 43% 
270° 646 -16% 
 
Figure 6.3 Total computed solar energy entering the vehicle's cabin space at various angles for 13th August, 2015 
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180°. This analysis illustrates how the incident solar radiation model is sensitive to the 
aspect at which the vehicle is placed.  
This developed model could be used in town planning when considering EV penetration 
in the automobile market and encourage harnessing solar space heating opportunities by 
carefully planning the position of a stationary vehicle for a certain period of time. This 
model is used in the present research to determine the computed quantity of radiation 
entering a vehicle and its contribution to space heating for a given period of time.   
6.3 Results of the heating model 
The previous section illustrated how the expanded solar model considered the constant 
change in the angle of incidence. Accepting this as a supplementary model, this section 
presents a sample from six data sets for the temperature prediction algorithm when solar 
irradiance is the primary heat source. Additionally, a sample from four data sets is 
presented for the temperature prediction algorithm developed to model temperature with 
the installation of an auxiliary heating system. These data sets are modelled and 
experimentally validated. A statistical analysis is presented to illustrate the deviation 
between measured and computed temperatures, thus indicating the reliability and 
accuracy of the developed algorithm. The full set of results is presented in Appendix F.   
6.3.1 Scenario 1: Results for the solar space heating thermal model 
The results of the solar space heating model are shown in Figure 6.4 to Figure 6.7. This 
data used the computed solar irradiance by the expanded solar model and inputting 
outside ambient temperature data, collected every 10 seconds, into the thermal 
algorithm developed in Section 5.6.1. The relationship between the outdoor ambient 
temperature and solar power transmitted through the vehicle glazing and cabin 
temperature are illustrated throughout these figures. In Figure 6.4, the data collected on 
the 8th of March, 2015, clearly displays the impact that solar radiation has on cabin 
space heating. It can be seen that a gradual reduction in cabin temperature is a result of 
low solar irradiance intensities available in the cabin space. The temperature does not 
immediately drop and this lag is a result of the vehicle’s thermal properties. This data 
set shows that computed temperature fluctuates in a similar trend to the measured 
temperature. The computed temperature trend line illustrates that the model has the 
ability to determine temperature drops when appropriate, thus providing a realistic 
representation of a vehicle’s thermal properties. Figure 6.4 shows that there is an over 
prediction of computed temperature in comparison to measured data. This over 
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prediction is further represented in Figure 6.5 when the computed and measured data are 
plotted against each other, illustrating their like for like relationship. A slope for the best 
line fit of 1.04 statistically confirms that the temperature over prediction observation is 
applicable to this data set. However, overall, the computed and measured temperature 
values are in good agreement with one another and further statistical analysis in Section 
6.4 indicates the reliability of this algorithm to predict the temperature for the whole 
data set. A complete set of results to predict the temperature of a cabin space under 
incident solar irradiance conditions is illustrated in Appendix F.1. 
 
Figure 6.4 Solar space heating; 8th March, 2015 
 
Figure 6.5 Validation of thermal model; 8th March, 2015 
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Similarly, Figure 6.6 demonstrates the influence of high levels of solar irradiance in 
terms of its impact on cabin space temperature and demonstrates that although there is a 
decrease in solar heating, a rise in outdoor ambient temperature results in an increase in 
cabin space temperature. Computed and measured temperatures follow similar trends 
and are both impacted accordingly by the outside ambient temperature and the presence 
of solar irradiance. Unlike the previous case, the model under predicts computed 
temperature, which is validated in Figure 6.7, showing that the like for like relationship 
between computed and measured temperatures gives a slope less than 1. This figure has 
a non-uniform distribution and represents a ‘ribbon’ like shape. From 14-17°C, the 
measured temperature was recorded in this area on two separate occasions illustrated by 
the ribbon-like figure. This can be explained by examining both Figure 6.6 and Figure 
6.7 together. Computed and measured temperatures at the beginning of the experiment 
are similar in value, although the computed temperature is slightly higher. As the 
thermal profile continues, the computed temperature nears the measured temperature 
and then the computed temperature is slightly lower before the temperature peaks, after 
which both decrease, though the measured temperature drops quicker. This is 
represented in Figure 6.7 in the upper temperature profile between 14-17°C. This 
gradual reduction could be the result of a slight underestimation of the thermal 
conductivity or other thermal properties of the vehicle.  
In Figure 6.7, between 9-14°C, the computed temperature is initially higher than 
measured values. This over prediction is represented by the temperature values observed 
above the line of best fit. After the temperature peaks, the thermal profile shows a trend 
of gradually decreasing temperature. The computed temperature is lower than the 
measured temperature. This under prediction of temperature values is seen in Figure 6.7 
correlating to data points lying under the line of best fit and confirming a temperature 
under prediction, as seen in Figure 6.6. The VBA code to predict indoor cabin 
temperatures under solar space heating conditions is presented in Appendix E.1. 
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Figure 6.6 Solar space heating; 22nd March, 2016 
 
Figure 6.7 Validation of the thermal model; 22nd March, 2016 
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model, thus determining the algorithm’s ability to predict indoor cabin temperature. 
Figure 6.8 illustrates the results of the measured and computed temperatures, whereby, 
the cabin space temperature stabilised and then slightly decreased in the initial period of 
the experiment. The temperature increased as expected when the heat source was in 
operation. The computed temperature follows a similar increasing trend as the measured 
temperature when the heating system was in operation. The computed temperature did 
not fluctuate similarly to the results seen in Section 6.3.1 when solar radiation was the 
primary heat source. The nodal model was tested under nocturnal conditions to mitigate 
the influence of solar irradiance’s contribution to space heating. Eliminating solar 
irradiance as a heat source resulted in a smooth increase and decrease of cabin 
temperature. Fluctuations in the measured temperature may be a result of the vehicle’s 
exposure to external climatic conditions, such as wind speed, that the developed model 
does not consider. Alternatively, these fluctuations may be as a result of warmer air 
from the fan heaters mixing with cooler air, which causes air movement in the cabin 
space. The thermal stratification of the cabin space is not considered in the developed 
thermal algorithm as one value represents cabin space temperature, thus further 
consideration may be required to accommodate for air movement in the cabin space as a 
result of installing fan heaters.  
 
Figure 6.8 Auxiliary heating; 10th December, 2015 
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Figure 6.9 Validation of thermal model; 10th December, 2015 
Overall, an increase in the measured temperature is reflected with an increase in the 
computed temperature. However, the nodal algorithm under predicts cabin temperature 
values and this is reflected in Figure 6.9 where the validation of the model gives a slope 
of 0.89 for the line of best fit. A slope value below 1 confirms the results seen in Figure 
6.6 that the model under predicts temperature. Figure 6.8 illustrates a considerable 
difference between the measured and computed temperature when the auxiliary fan 
heaters were in operation. As mentioned, the present analysis assumes one temperature 
to represent a thermally stratified cabin space. In reality, measured temperature is 
represented by the average weighted temperature of the cabin using equation 3.36, 
where the temperature recorded at abdomen level is the most heavily weighted value. 
The auxiliary heaters were placed in the cabin space near the abdomen and head level, 
thus influencing an increase in cabin space temperature when in operation. However, 
the nodal analysis assumes that the heat is distributed uniformly in the cabin space as 
opposed to two point loads, thus a gradual increase in temperature is observed to 
explain the differences between computed and measured temperatures once the heaters 
are activated.  
The developed numerical temperature prediction algorithms were applied under two 
different test conditions. The latter test condition, where heat gain was provided by an 
auxiliary heating system, under performed in comparison to results obtained where solar 
irradiance was the primary heat gain source. Incident solar radiation on a vehicle occurs 
over a larger area, but the auxiliary fan heaters introduce heat at two points, one in the 
front and one in the rear of the vehicle. As expected, the temperature prediction 
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algorithm will underperform when applied under auxiliary heating conditions in 
comparison to the solar space heating algorithm where heat is applied uniformly 
through vehicle glazing area.   
6.4 Relevant statistical analysis for the heating model  
6.4.1 Statistical indicators for the solar space heating temperature algorithm 
Table 6.6 presents the statistical indicators used to validate the solar space heating 
numerical algorithm. The solar space heating model uses solar irradiance as the primary 
source of space heating. Statistically, when measured and computed temperature were 
compared, the model obtained a value for the slope of best line fits and R
2 
as 0.99 and 
0.93, respectively, on an average of a six day data set (Table 6.6). These statistics 
illustrate the tendency of the model to slightly under predict temperature values and has 
few unexplained errors when predicting the indoor cabin temperature. A positive value 
for the Mean Bias Error (MBE) indicates the under prediction of the computed 
temperature. Alternatively, a negative MBE indicates an over prediction of the cabin 
space temperature. The average MBE illustrates temperature values are under predicted 
by 0.26°C, confirming the outcome indicated by the slope of the best line fit less than 1. 
The R
2
 value indicates that 93% of the data is explained by this algorithm and there is 
little dispersion in the data. Additionally, a low value of 0.57°C for the Root Mean 
Square Error (RMSE) suggests a good statistical confidence level for a low deviation in 
the algorithm’s computed data. 
Table 6.6 Statistical indicators for the solar space heating model 
  Date Time, hours Slope R
2
 MBE, °C RMSE,°C 
1 08/03/2015 4.16 1.04 0.92 -0.47 0.76 
2 11/06/2015 1.66 1.00 0.94 0.09 0.47 
3 16/07/2015 4.81 0.96 0.95 1.15 1.32 
4 23/10/2015 1.80 0.99 0.94 0.20 0.21 
5 19/11/2015 0.41 0.99 0.94 0.08 0.14 
6 22/03/2016 12.84 0.96 0.92 0.53 0.51 
Average     0.99 0.93 0.26 0.57 
As previously stated, Marcos et al. (2014) developed a numerical model to predict the 
temperature of an indoor vehicle’s cabin space. As discussed in Section 2.4.3, the 
temperature was predicted under three different test conditions: a stationary vehicle 
exposed to solar radiation, a stationary vehicle in shaded conditions, and while the 
vehicle is moving. Marcos et al. (2014) found that when the vehicle was exposed to 
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solar irradiation, the developed thermal model preformed with an RMSE of 1.53°C. The 
present study shows that on the 16/07/2015 the model obtained an RMSE of 1.32°C, 
representing the most inaccurate temperature prediction of all six experiments. 
However, the present algorithm’s results outperform the numerical algorithm developed 
by Marcos et al. (2014) by over 62% when comparing RMSE values. An improvement 
in the RMSE value may be attributed to the improved solar model developed in the 
present study. The previous study assumed a constant solar irradiance value in 
comparison to real world solar irradiance data. Additionally the present study measured 
thermal properties of the test vehicle whereas the previous study altered thermal 
properties in the model to obtain optimum results. 
6.4.2 Statistical indicators for the auxiliary heating temperature algorithm 
A nodal analysis was developed to determine the indoor cabin temperature with 
auxiliary heaters as the primary heat source. A value of 0.97 and 0.93 for slope and R
2
, 
respectively was obtained, as seen in Table 6.7, thus validating the ten-node analysis. 
The statistical analysis indicates the nodal model under predicts indoor cabin 
temperature values and an R
2
 nearing +1 indicates statistical confidence in the accuracy 
of the model as limited dispersion in the data is presented. On average, the model shows 
an under prediction confirmed with a positive MBE value of 0.35°C. The algorithm was 
applied a second time to evaluate the temperature of the cabin space when no auxiliary 
heaters were installed. This analysis used outdoor ambient temperature as the only 
influential variable to indoor cabin temperature for nocturnal conditions. This analysis 
compared the data with the computed temperature when the heaters were in operation to 
evaluate the impact the heaters on optimising the cabin space temperature. The heaters 
increased the cabin temperature by 3°C on average.  
Table 6.7 Statistical indicators for the auxiliary heating system model 
    Time, mins Slope R
2
 MBE,°C RMSE,°C 
Temperature 
difference, °C 
1 04/12/2015 36.5 1.04 0.95 -0.58 0.68 2.6 
2 10/12/2015 26.3 0.89 0.81 1.22 1.41 4.5 
3 13/01/2016 44.9 0.93 0.96 0.76 0.77 3.2 
4 13/04/2016 21.5 1.00 0.99 -0.01 0.08 2.5 
Average     0.97 0.93 0.35 0.74 3.2 
The analysis was carried out for an 8, 10 and 12 node analyses to determine the most 
suitable quantity of nodes to set the model at to determine the indoor cabin temperature. 
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The statistics obtained when using an 8 and 12 node analysis can be seen in Table 6.8. It 
is assumed that fewer nodes are required for the analysis due to thin layers of the 
vehicle’s material. However, this analysis can be applied to other occupant spaces such 
as buildings that require numerous nodes due their larger size. The number of nodes 
applied in an analysis can be easily altered in the developed VBA program for future 
applications. 
Table 6.8 Nodal model analysis for 8 and 12 Node analysis 
    8 Nodes   12 Nodes 
  
Slope R
2
 MBE RMSE 
 
Slope R
2
 MBE RMSE 
04/12/2015 1 1.03 0.98 -0.15 0.21 
 
1.44 0.98 -0.88 1.02 
10/12/2015 2 0.76 0.79 1.70 1.83 
 
1.18 0.84 0.87 1.19 
13/01/2016 3 0.80 0.95 1.09 1.11 
 
1.05 0.97 0.55 0.57 
13/04/2016 4 0.76 0.99 0.38 0.43   1.20 0.99 -0.33 0.37 
Average   0.84 0.93 0.76 0.89   1.22 0.95 0.05 0.79 
6.5 Results of the cooling mode  
This section presents the results of a sample from a seven data set analysis with a four 
5.3W extractor fan system and a sample from a three day data set analysis with a 21W 
extractor fan set-up. The numerical model to predict the cabin space temperature was 
compared with the measured temperature. As a result of the good performance of the 
solar space heating model, presented in section 6.3.1, the potential the proposed 
auxiliary ventilation system has for optimising the thermal performance of a vehicle can 
be determined. The solar space heating algorithm predicts the temperature of the cabin 
space if the ventilation system is not installed. This analysis is used to illustrate the 
benefits of installing an auxiliary ventilation system. The VBA code to predict the cabin 
temperature when the ventilation system is operation is presented in Appendix E.2. 
6.5.1 Scenario 1: Results for the auxiliary cooling system; four 5.3W extractor 
fans 
Figure 6.10 is a sample from a seven day data set collected from a vehicle with four 
5.3W fans installed into the vehicle’s glazing. A complete set of results to predict the 
temperature of a cabin space using a four 5.3W extractor fan system is illustrated in 
Appendix F.3. The vehicle was allowed to heat up with solar irradiance. The 
temperature and solar radiation values were collected every 10 seconds. Figure 6.10 
illustrates the temperature decreases when the ventilation system was in operation. A 
switch was added to the electrical circuit of the ventilation system so that the auxiliary 
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system could be activated externally to avoid opening the vehicle’s door, which would 
release heat and result in misleading information for determining the performance of the 
ventilation system. Figure 6.10 illustrates a dramatic drop in measured temperature 
when the fan is in operation. The computed temperature follows a similar decreasing 
trend, but the drop in temperature is not as significant as the measured temperature. 
Figure 6.11 illustrates the like for like relationship between the computed and measured 
data. At the beginning of the experiment, the model slightly over predicts temperature 
outcomes between 27-37°C illustrated by the like for like data lying over the line of best 
fit. In the concluding section of the thermal profile, the algorithm under predicts the 
temperature with data lying under the line of best fit, similar to trends presented in 
Figure 6.10. The computed temperature tends to plateau between 7,000 and 13,000 
seconds, while the measured temperature continues to rise. During this period, solar 
power entering the vehicle’s glazing and outdoor ambient temperature has not increased 
significantly, thus the measured temperature must be subject to the solar ‘lag time’ 
effect where the vehicle’s interior continues to emit heat although the heat source has 
stabilised. Additionally, a cover shading the thermocouples from incident solar 
irradiance is installed, thus the temperature of air is recorded rather than temperature of 
the thermocouple’s material when exposed to direct radiation. The algorithm under 
predicts indoor temperature and thus over estimates the performance of the installed 
cooling system as a result.  
 
Figure 6.10 Four 5.3W cooling system; 12th June, 2016 
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Measured temperature (Figure 6.10) significantly decreases once the cooling system is 
activated. However, this is not translated to the computed temperature. In reality, the 
temperature is removed from the top of the cabin space by the ventilator and ambient air 
is introduced to the cabin space. Hot air must move towards this space to be ejected into 
the atmosphere, thus the temperature reduction slows after activation of the initial 
cooling period. However, the computed temperature assumes a constant removal of air 
from the cabin space and is thus limited in considering air movement in the cabin space. 
Statistically this variation between measured and computed temperature is translated to 
a low R
2
 value of 0.69 (Figure 6.11). 
 
Figure 6.11 Validation of the thermal model; 12th June, 2016 
Although a ventilation system was installed to cool the cabin space, Figure 6.12 
illustrates the influence that outside ambient temperature conditions and solar irradiance 
had on the thermal profile of the cabin space. This is shown when temperature increases 
despite the application of temperature reduction methods. However, the ventilation 
system is expected to reduce temperature build up in the cabin space and reduce cooling 
energy demands.  
Slope = 0.9719 
R² = 0.6854 
25
27
29
31
33
35
37
39
41
43
25 30 35 40 45
C
o
m
p
u
te
d
 t
em
p
er
at
u
re
 
Measured temperature 
 148 
 
 
Figure 6.12 Four 5.3W cooling system; 3rd July, 2016 
Figure 6.13 illustrates the relationship between the computed and measured 
temperature, presenting a like for like profile with a slope of best line fit of 1.023, 
demonstrating that the algorithm has a tendency to over predict the indoor cabin 
temperature. Relevant statistical analysis will be presented in Section 6.6.   
 
Figure 6.13 Validation of thermal model; 3rd July, 2016 
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6.5.2 Scenario 2: Results for the auxiliary cooling system; two 21W extractor 
fans 
The following section discusses two out of the three sets of data collected for a vehicle 
with two 21W extractor fans installed in the vehicle’s rear passenger windows (see 
Figure 6.14 to Figure 6.18). A complete set of results to predict the temperature in a 
cabin space is illustrated in Appendix F.4. The data collected showed that the measured 
and predicted temperatures follow similar thermal trends. Additionally, the data sets are 
followed by graphs validating the accuracy of the temperature predicting algorithm 
when compared to measured temperature values. Figure 6.14 illustrates the computed 
and measured temperature for the two-fan ventilation system in operation for a period of 
time and continues to predict the temperature when the system is powered off. When 
solar irradiance decreases and the outside temperature is the predominant thermal 
influencer, the error incurred in the model is reduced with a reduction or elimination of 
solar irradiation as a dependant variable to cabin temperature (Figure 6.14). Figure 6.15 
illustrates the accuracy of the model. Computed temperatures between 17-25°C at the 
beginning and the end of the experiment are in good agreement with the measured 
temperature.  
 
Figure 6.14 Two 21W cooling system; 12th August, 2016 
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Figure 6.15 Validation of the thermal model; 12th August, 2016 
Figure 6.14 and Figure 6.15 show an area where significant dispersion occurs between 
25-30°C. This could be a result of an over estimation in the performance of the 
ventilation system or that the cooling system does not sufficiently remove heat from the 
vehicle at a constant rate. This suggests that it may not be enough to assume a constant 
air removal rate (ṁ) for each system as it could result in the computed temperature 
being lower than the measured temperature. Thus, more data deviates from the line of 
best fit for temperature lying between 17-25°C showing an increase in model error that 
will lower the value for R
2
. Although the rate of air removal is higher for two 21W 
extractor fans, this may not translate as a significantly higher temperature reduction 
when compared to the four 5.3W extractor fan system as a result of the thermally 
stratified nature of the air in a cabin space. To ensure uniform air removal in a cabin 
when two 21W extractor fans are installed in the rear of the cabin space, air must move 
to the rear of the cabin or near an area where the extractor fans are installed.  
Figure 6.16 is the second sample presented for the cooling algorithm applied when a 
two-fan system was installed in a vehicle. It shows the computed temperature follows 
similar trends to the measured temperature, but the model under predicts the 
temperature at the beginning of the experiment and then over predicts temperatures 
when the fans are in operation.  
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Figure 6.16 Two 21W cooling system; 15th August, 2016 
 
Figure 6.17 Temperature at head abdomen and feet level; 15th August, 2016 
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6.17), perhaps as a result of the ventilation system creating air movement throughout the 
whole cabin space resulting in warmer air moving to cooler areas at this level. The 
figure illustrates that at head and abdomen levels when the ventilation system was in 
operation, the temperature at the front of the cabin space slightly superseded 
temperature recorded at the back. This highlights an uneven distribution of cabin space 
air removal at various cabin compartments and shows the difficulty the present research 
has in determining one temperature of a cabin space with an auxiliary climate control 
system.  
Figure 6.18 shows the corresponding validation of the thermal algorithm when 
analysing data collected the 15th of August, 2016. This figure shows measured and 
computed temperatures are in good agreement with one another, but an overestimation 
of the computed temperature is displayed between approximately 19-22°C when the 
ventilation system was in operation, as seen in Figure 6.16. The statistical analysis will 
be further discussed in Section 6.6.   
 
Figure 6.18 Validation of thermal model; 15th August, 2016 
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As shown in the preceding graphs, measured and computed values show similar 
temperature profiles. Statistical indicators evaluating the accuracy of the model are 
illustrated in Table 6.9 for the four 5.3W extractor fan system and Table 6.10 illustrates 
the statistical indicators for the two 21W fan system. Seven data sets were statistically 
analysed for the four 5.3W extractor fan system and three data sets were analysed for 
the two 21W fan system.  
The four 5.3W cooling algorithm showed statistical significance with a slope of 1.01 
and an R
2 
value of 0.82. A slope greater than +1 indicates that the developed thermal 
model tends to over predict the temperature. This observation is confirmed with a 
negative MBE value of 0.2°C, indicating the developed model over predicts the 
temperature values by approximately 0.2°C on average. The R
2
 value indicated that the 
model explains 82% of the data analysed. The statistical analysis obtained an RMSE of 
1.41°C showing the distance between measured and computed temperature values. 
The statistical indicators obtained for the two 21W cooling algorithm result in a slope 
value of 0.94. This indicator shows that the model tends to under predict temperature 
values. This is confirmed with a positive MBE value of 1.3°C, indicating that the model 
under predicts temperature by 1.3°C on average. An R
2
 value of 0.85 indicates that the 
model can explain 85% of the analysed data. An RMSE of nearly 2°C indicates the 
distance between the measured and computed temperatures. To demonstrate the 
performance of the ventilation system, the solar space heating temperature predicting 
algorithm developed in section 5.6.1 was used to predict cabin temperature when no 
cooling system was in place. The temperature recorded at the end of the fans’ operation 
period was compared with computed temperature if the fans were not in operation to 
determine if the fans can reduce the temperature independent of the vehicle’s built-in 
cooling system. Both systems have a reduction potential of 4°C. 
Table 6.9 Statistical indicators for the four 5.3W extractor fans system 
  Date Slope R
2
 MBE, °C RMSE,  °C 
With 
fan, °C  
No Fan, 
°C ΔT, °C 
1 12/06/2015 0.97 0.69 0.92 1.92 32 38 6 
2 03/07/2015 1.02 0.74 -0.72 1.37 30 33 3 
3 07/07/2015 1.03 0.97 -0.69 0.90 19 22 3 
4 08/07/2015 1.04 0.88 -0.70 0.84 19 22 3 
5 09/07/2015 1.01 0.70 -0.19 1.52 22 26 4 
6 09/07/2015 1.06 0.85 -1.31 1.92 18 21 3 
7 16/07/2015 0.96 0.94 1.23 1.39 24 29 5 
Average   1.01 0.82 -0.21 1.41      4 
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Table 6.10 Statistical indicators for the two 21W extractor fans system 
 
Date Slope R
2
 MBE, °C RMSE, °C 
With 
fan, °C  
No 
Fan, °C 
ΔT, 
°C 
1 12/08/2015 0.94 0.87 1.28 1.73 23 27 4 
2 13/08/2015 0.93 0.91 1.64 2.58 25 30 5 
3 15/08/2015 0.95 0.76 0.98 1.68 19 22 3 
Average   0.94 0.85 1.30 1.99      4 
Figure 6.19 displays computed temperatures with and without the auxiliary extractor 
fans in operation on the 12th of June, 2015. Under the measured outside ambient 
temperature and solar irradiance conditions, the four 5.3W and two 21W extractor fans 
can reduce the cabin temperature by up to 6 and 5°C, respectively. Reduced 
temperatures result in reduced electrical loading on the vehicle’s battery as a result of a 
reduced energy demands to operate the built-in cooling system. Thus, more energy is 
available for traction energy. The full comprehensive set of graphs determining the 
temperature with no system in operation is presented in Appendix G. 
 
Figure 6.19 Thermal algorithm applied to predict outcome of temperature with no cooling system; 12th June, 2015 
When comparing the statistical results of the temperature predicting algorithm for the 
two fan systems, it is noted that the latter experimental set-up under performs compared 
to the four fans. However, this is as a result of assuming the air in the cabin space is 
thermally uniform, while the cabin space is thermally stratified in reality. Temperature 
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is reduced uniformly in the front and rear of the cabin with four fans installed. This is 
not experienced when two extractor fans are installed in the rear of the cabin. Thus, 
assuming one temperature incurs an immediate error and is represented in the statistical 
indicators when the algorithms are compared.    
6.7 Practical applications of the developed models 
6.7.1 Predicting energy use by the climate control system 
The data recorded by the driver’s diary entries presented in Section 4.3 noted the 
temperature displayed by the on-board thermometer and the total energy used for the 
trip. With no additional equipment, the data available to the driver can be used to 
determine the energy consumption by the climate control system. Previous cooling 
profiles have shown that cabin space temperatures approach outside ambient 
temperatures during cooling periods when all heat sources are removed. During cooler 
periods when heating is required, it is assumed that the cabin space temperature is equal 
to the outside temperature displayed to the driver prior to the vehicle’s journey. The 
driver’s diary data is used to evaluate the quantity of energy the climate control system 
uses as a percentage of the overall vehicle trip. However, this data can also predict how 
much heat energy is supplied to the cabin space. Heat energy (Qheat) is computed using 
the equation as follows: 
          𝜏                                                    (6.1) 
where UA is the heat transfer rate between two bodies (measured as 36W/K), ΔT is the 
temperature difference between the cabin temperature and the desired temperature (set 
as 24°C), and τ is the time interval. Assuming the desired temperature is reached for 
every trip, heat energy was plotted against the measured electrical energy consumed by 
the battery (Figure 6.20). 
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Figure 6.20 Energy consumption of the climate control system 
It must be noted that there are limitations to this analysis. When computing heat energy 
provided to the cabin space, temperature readings displayed by the on-board 
thermometer may not accurately represent the indoor cabin temperature as a result of 
external influences such as solar irradiance contributing to space heating. Additionally, 
the value for temperature difference will change frequently in reality as opposed to this 
simplistic analysis that chooses two temperature values. Furthermore, the energy 
consumed by the battery is measured by the on-board computer algorithm and displayed 
in the trip summary’s energy consumption figure. This figure shows an electrical energy 
consumption value to one decimal place in kWh thus, an exact energy consumption 
figure is not represented in this analysis.  
Heat energy required to increase the cabin temperature for a specific trip duration can be 
obtained with temperature predicting algorithms such as the ones presented in the 
present study and the amount of electrical energy consumption from the primary 
lithium-ion battery can be obtained using Figure 6.20. This can then be incorporated 
into a route planning tool or mobile phone application for EV drivers undertaking 
longer route journeys to reduce ‘range anxiety’. For example, in cold driving conditions, 
the energy required to operate the climate control system will limit the propulsion 
energy available from the vehicle’s primary battery. Thus, a further charging stop may 
be required to reach the destination as indicated by the developed model, which 
previously has not been incorporated into energy consumption drive cycle analysis.  
An auxiliary heating system is proposed by the present study to improve the thermal 
performance of the EV. The two 200W fan heating system increase the cabin space 
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temperature prior to vehicle use, thus reducing the electrical load on the battery as a 
result of reduced energy being utilised by the built-in heating system. On average, this 
auxiliary system increased the cabin temperature by over 3°C. If the cabin temperature 
is 5°C when entering the vehicle and the built-in heat pump system takes 15 minutes to 
achieve satisfactory thermal comfort levels (~is 18°C, i.e. the lower range of the thermal 
comfort band), the heat pump requires 117Wh of heat energy to achieve a cabin space 
temperature of 18°C. The heat energy required is reduced to 90Wh (a 23% reduction) 
with the installation of an auxiliary heating system to increase the cabin air temperature 
by 3°C. Using the equation of the line presented in Figure 6.20, assuming a linear 
relationship between the heat energy produced and the electrical energy consumed by 
the battery, the electrical energy consumption by the climate control system can be 
estimated. Assuming a cabin space temperature of 5°C and 8°C at the point where the 
climate control system operates, the electrical energy consumed by the primary battery 
is estimated to be 0.15 and 0.12 kWh for each temperature, respectively.    
The heating system consumes 18% of the battery’s total energy capacity (Figure 4.5). 
With the introduction of an auxiliary heating system reducing heat energy requirements 
by 23%, this figure has the potential to drop to 14% allowing for an extra 4% of the 
battery’s energy capacity to be allocated to propulsion energy. Manufacturer’s data 
states that the Renault Zoe’s 22kWh battery has a New European Driving Cycle 
(NEDC) range of 195km (Renault, 2014). With a reduction in energy required for 
heating the cabin space due to the installation of an auxiliary heating system, almost 
8km per battery charge is allocated to propulsion energy when this energy would have 
conventionally been allocated to heating demands.  
6.7.2 Case study applying the developed algorithm to a stationary vehicle in 
Kuwait 
To demonstrate the applicability of the present work, the developed model was applied 
to a case study in Kuwait city. Following the study by Chakroun and Al-Fahed (1997), 
the model was applied to predict the temperature of a vehicle’s cabin space in hot 
climate conditions. Outdoor temperature data in Kuwait city was obtained for the 5th of 
July, 2016 and an average daily solar radiation value of 7.89kWh/m
2
/day for the month 
of July in the city were input into the thermal algorithm (timeanddate.com, 2016; 
NASA, 2016). Average daily diffuse radiation, and the hourly global and diffuse 
radiation for the month of July was obtained using software developed by Muneer 
(2014) to determine hourly global and diffuse radiation, as seen in Table 6.11 in column 
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3 and 4. Once these were calculated, solar irradiance entering the EV’s glazing was 
obtained using the solar model developed by the present study, as seen in column 5 of 
Table 6.11. 
Table 6.11 Data used for 5th July, 2016; a case study for Kuwait city  
Time 
Outside 
Temperature
a
, °C 
Global Radiation
b
, 
kW/m
2
 
Diffuse Radiation, 
kW/m
2
 
Sum of all Solar 
Irradiance on vehicle 
glazing, Wh 
06:00 31 45 14 3 
07:00 34 202 57 11 
08:00 37 386 98 21 
09:00 40 578 134 447 
10:00 43 753 164 582 
11:00 44 887 186 686 
12:00 45 960 197 742 
13:00 45 887 186 691 
14:00 45 753 164 540 
15:00 46 578 134 437 
16:00 45 386 98 316 
17:00 45 202 57 156 
18:00 45 45 14 35 
Source: a http://www.timeanddate.com/weather/kuwait/kuwait-city/historic  
 b https://eosweb.larc.nasa.gov/cgi-bin/sse/retscreen.cgi?email=rets@nrcan.gc.ca. 
Meteorological data was input into the developed model to predict the cabin 
temperature for a stationary south-facing EV in hot climate conditions between 06:00 
and 18:00. Chakroun and Al-Fahed (1997) reported that temperatures can reach up to 
75°C in a vehicle’s cabin space. The developed thermal algorithm predicts that with 
outdoor temperatures reaching a maximum of 46°C (recorded on 5th July, 2016), the 
vehicle’s cabin space will reach up to 64°C using the available average data. Computed 
temperature and irradiance values are shown in Figure 6.21. Operating auxiliary 
ventilation fans mitigates the build up of heat and allows the cabin space to reach 
temperature values closer to outside ambient temperature. This will reduce the electrical 
load on the vehicle’s battery to operate the cooling system and thus less energy is 
required to achieve occupant thermal comfort. The cabin space temperature depends on 
the outside temperature and duration of time the vehicle is exposed to solar radiation. 
The vehicle’s cabin space reached temperatures close to outside ambient air 
temperatures at the end of the experiment due to the low levels of solar irradiance. The 
decrease in cabin temperature was not instantaneous due to the thermal capacitance of 
the vehicle’s fabric, thus the cabin temperature decreased slowly (Figure 6.21) as the 
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indoor cabin temperature profile is not symmetrical. Solar irradiance was low at the start 
and the only influence on cabin space temperature was outdoor ambient temperature. At 
this time the vehicle’s cabin space experienced temperatures lower than that of outside 
ambient temperatures. The reason for this lag time is due to the insulating effect of the 
cabin’s thermal envelope. The outside air has to heat the fascia or opaque surfaces of the 
vehicle and the indoor cabin space air. As seen in the thermal profile presented in Figure 
6.21, the increase in solar irradiance results in an increase of cabin temperature.  
 
Figure 6.21 Thermal profile of an EV from 6am to 6pm on the 5th July, 2016- A Kuwait city case study 
The ASHRAE thermal comfort equation provided in Section 3.2.5 shows that the 
comfort band lies between 21-30°C in Kuwait city throughout the year (for Ta,out 
ranging between 12.5- 37.6°C (NASA, 2016)). The occupant may be acclimatised to 
outdoor ambient temperatures, but the model shows that during diurnal periods when 
the driver enters the vehicle’s cabin, the temperature has reached intolerable levels of up 
to 64°C. The mathematical model was applied to this hot and sunny climate case study 
to predict temperatures in the cabin with the installation of four 5.3W or two 21W 
extractor fans to determine whether the ‘thermal shock’ for the occupant can be 
reduced. The model predicts that when fans are set to operate from 11am to 3pm 
(between 18,000 to 32,400s in Figure 6.22), the temperature decreases from 61°C to 
53°C using four 5.3W and to 50°C with two 21W extractor fans, as seen in Figure 6.22. 
Assuming optimum power is consumed by the ventilation system, the four 5.3W 
(21.2W) and two 21W (42W) systems will use 0.35Wh/min and 0.7Wh/min, 
respectively, to cool the cabin space in this four-hour time period. Prior to operating the 
auxiliary ventilation system, temperatures for both ventilation systems follow the same 
trends to values obtained when no temperature reduction measures are in place. These 
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temperatures are superimposed in Figure 6.22 and thus discrepancies for each method 
are not visible until the 18,000
th
 second.   
 
Figure 6.22 Thermal profile of an EV when proposed four-5.3W and two-21W fans in operation from 11am till 6pm- 
A Kuwait city case study 
To compare energy used by the built-in cooling system under an ambient temperature of 
15°C, the present study found that the EV uses 12.5Wh/min when the cooling air-
conditioning system blows air at a temperature of 9.8°C into the cabin space. As seen in 
Figure 6.22, the vehicle cabin temperature approaches outside ambient temperatures 
with the proposed auxiliary ventilation system. A reduction in temperature, as a result of 
operating a ventilation system when the vehicle is stationary, requires less energy from 
the built-in cooling system.  
Summary  
This chapter presented the results of the developed thermal algorithm. The expanded 
solar algorithm allows the vehicle owner or space planners to manipulate the amount of 
solar energy entering a vehicle, to either enhance or avoid solar space heating 
opportunities. The thermal algorithms to predict temperature of a cabin space under 
heating and cooling conditions showed a satisfactory agreement with the measured data. 
The algorithm developed to predict the temperature of a cabin space when exposed to 
solar space heating gives an RMSE of 0.57°C in comparison to a previous study by 
Marcos et al. (2014) that obtained a value for RMSE of 1.53°C. The present study’s 
algorithm outperforms that of Marcos et al. (2014) as a result of its inclusion of a 
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developed solar model and the measurement of thermal properties for a specific test 
vehicle.  
The thermal algorithm developed was applied to a Kuwait city case study with limited 
data available. The temperature predicting algorithm showed the temperature of a cabin 
space exposed to high levels of solar radiation can reach intolerable values for a human 
occupant. The study illustrates the benefits of an auxiliary cooling system in a hot 
climate similar to Kuwait city. The algorithm shows that auxiliary cooling systems, 
such as the four 5.3W and two 21W fan systems proposed in this study, can reduce 
temperatures from 64°C to 53°C and 50°C, respectively.  
The algorithm can be used to educate the future EV driver of the energy capacity and 
limitations of their vehicle’s primary battery. This research can be developed into a 
route planning application to indicate to drivers if any additional recharging stops are 
required as a result of operating the built-in climate control system.  
The following chapter will introduce a sustainable system to support the operation of an 
auxiliary climate control system and will forecast the impact an auxiliary system, 
supported by renewable energy, has on future automobiles. The subsequent energy, 
economic, and environmental impacts of the current on-board climate control system is 
explored under the assumption that the EV will successfully penetrate the automobile 
market to meet government environmental targets.    
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Chapter 7 An analysis of the supporting infrastructure for 
the proposed auxiliary climate control system 
7.1 Introduction  
The previous chapter introduced the use of an auxiliary climate control system installed 
in an EV cabin space to improve cabin space temperatures. As previously mentioned, 
conventional fossil fuelled vehicles use waste heat from the vehicle’s engine to heat the 
cabin space. However, this recyclable heat is not available in EVs, thus energy 
consumption by the climate control system must be considered as a range limiting 
energy demand. The proposed auxiliary system operates when the vehicle is stationary 
prior to the driver entering the vehicle and is independent of the primary lithium-ion 
battery so more energy can be allocated to propulsion energy, thus minimising heating 
and cooling demands. However, an additional climate control system has energy, 
economic, and environmental benefits that are explored further in this chapter. This 
chapter will discuss the efficiency of utilising solar energy as a source to support the 
proposed auxiliary heating and cooling system. Temperature and solar radiation 
recorded for a year in Edinburgh is analysed to determine the ability renewable energy 
sources have to be integrated in the EV’s supporting recharging infrastructure. The 
auxiliary system is a concept and is not at a commercial or implementation stage at 
present, thus the following evaluation forecasts the potential such systems have to 
optimise EV performance. Until there is successful EV penetration into the automobile 
market, data will not be available to accurately predict the energy, economic, and 
environmental benefits of renewable energy systems such as the proposed auxiliary 
system. 
7.2 Justification for a solar supported auxiliary system 
To operate the proposed auxiliary heating and cooling system, the present study 
evaluated the use of a solar energy source so that the environmentally friendly nature of 
the EV is not jeopardised. This system was independent of the primary battery of the 
EV. ‘Range anxiety’ is a factor that currently jeopardises the EV driver’s experience as 
the vehicle requires more driver awareness of the vehicle’s limitations. The reintroduced 
environmentally friendly vehicle must provide climate control energy in addition to 
traction energy. To reduce these anxieties, the auxiliary climate control system is 
powered by 12 volt lead-acid battery. Presently, EVs have a secondary 12 volt battery to 
 163 
 
power vehicle accessories, such as the lights, wipers, anti-lock braking system, and 
audio systems (Renault, 2013). Thus, the current 12 volt batteries may be adapted to 
operate an auxiliary system that can be recharged through solar means. However, the 
present study used an independent lead-acid battery to evaluate the system due to 
manufacturer’s warrantee being jeopardised if the vehicle’s electric system is 
manipulated for experimental purposes. The lead-acid battery was recharged using solar 
energy from a 150W solar panel compatible with charging a 12 volt battery.  
This analysis was carried out to assess whether solar panels integrated onto a vehicle’s 
roof and bonnet area can supply sufficient energy to recharge a 12 volt lead-acid 
battery, as seen in Figure 7.1. By supplying heat or ventilation requirements through 
solar or renewable means allows more energy to be allocated to propulsion. With the 
penetration of EVs onto the market, the use of the vehicle’s built-in heating system has 
an adverse effect economically, energetically, and environmentally, which previously 
was not an issue for conventional vehicles. The conventional internal combustion 
engine vehicle (ICEV) uses recyclable heat from the vehicle’s engine to heat the cabin 
space. In addition, vehicle range limitations is not a concern for ICEV, thus climate 
control energy consumption does not affect the performance of the vehicle as 
significantly as the EV. The existing heating and cooling system’s energy source is the 
primary lithium-ion battery that powers the built-in heat pump. Thus, the energy source 
recharging the primary battery determines the energy, economic, and environmental 
impacts of the EV’s climate control system.  
 
Figure 7.1 The integration of solar modules onto an EV's roof and bonnet surface area 
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The conventional ICEV’s heating system has no energy, economic, or environmental 
impact on the vehicle’s performance as it utilises recyclable heat from the combustion 
engine and these costs previously have not been considered as a vehicle’s energy 
consumption as a result. Switching the cabin’s climate control system from being 
powered by a battery supported by fossil-fuelled based electricity to a solar energy 
supported battery can minimise the new energy, economic, and environmental costs of 
the EV’s on-board system. Figure 7.2 illustrates the schematic network of the solar 
recharging experiment. The network uses a connection box to allow the power available 
from the solar panel and power delivered to the battery to be recorded by a data logger. 
The solar panel and battery are connected through the Maximum Power Point Tracking 
(MPPT) device operating the recharging system at the optimum voltage. As discussed in 
Section 3.3.4, the connection box uses a 0.1Ω resistor to measure the load current of the 
battery being recharged. Figure 7.3 illustrates a horizontal solar panel recharging 
experimental set up and the highlighted apparatus used in the experiment. The present 
study suggests that an integrated solar panel on a vehicle’s roof and bonnet may be set 
up similarly to the latter set up with the current vehicle’s 12 volt battery being recharged 
at optimum voltage supplied through an installed MPPT.   
 
Figure 7.2 The climate control system's solar supporting infrastructure network 
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Figure 7.3 Solar recharging experimental set-up 
7.3 Supporting infrastructure components 
Kolhe et al. (2015) used a solar powered auxiliary system to optimise the cabin space 
temperature. However, the solar module is directly connected with the system, thus 
solar power may be intermittent as a result of cloud cover or shading of the panel. The 
present study introduces a battery into the solar supported auxiliary climate controlled 
system to mitigate this potential power fluctuation. To evaluate the use of solar energy 
to power a heating and cooling system, the rate at which the battery recharges must be 
analysed. As previously discussed in Chapter 3, the state of charge of the battery is 
measured through the voltage method. This method measures the voltage of the battery 
across its positive and negative terminals. The measured voltage has a corresponding 
value indicating the battery’s state of charge. Table 7.1 illustrates the measured charging 
profile of a 12 volt lead-acid battery through solar means. The battery was charged by a 
150W solar panel over a period of five days. The voltages for the equivalent state of 
charge values are measured the day after the experiment took place to ensure a period of 
time was given for the battery to settle and record an accurate voltage reading, as 
discussed in Chapter 3. Due to access limitations to equipment in the university, 
measurements could not be taken on consecutive days, but since the battery was not 
discharged during this period, the readings can be used as a continuous recharging 
profile. The voltage ranged from 11.88 volts indicating a 30% capacity to 12.72 volts 
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representing a full battery capacity at the end of the experiment. The solar incident 
radiation on the solar panel was measured using a pyranometer. The charge going to the 
battery could be measured using a connection box, as discussed in Chapter 3, which 
allowed the voltage and current going to the battery to be measured and recorded by a 
data logger. Solar radiation available to the solar panel was obtained by calculating the 
incident solar radiation recorded by the pyranometer and computing the solar energy 
available to the panel. The experimental network shown in Figure 7.2 allowed the 
energy supplied to the battery to be recorded. Thus, the efficiency of recharging a lead-
acid battery through solar means could be computed.  
Table 7.1 Charging profile of a lead-acid battery from Solar Energy. Note: Vi is the voltage value at the beginning of 
the experiment and Vf is the final voltage value after recharging.  
State of 
Charge, 
% 
Vi Vf 
Time, 
mins  
Solar Radiation 
available to 
Solar panel, Wh 
Energy 
supplied to 
battery, Wh  
Efficiency of 
solar charging 
system 
30% 
 
11.88 
    40% 11.88 12.06 141 1153 166 14.40% 
70% 12.06 12.3 137 1152 165 14.30% 
80% 12.3 12.48 199 1574 223 14.10% 
90% 12.48 12.64 184 1271 182 14.30% 
100% 12.64 12.72 222 933 108 11.50% 
 Total     883 6082 843   
 
Figure 7.4 Efficiency of Solar charging system, 2nd October, 2015 
Table 7.1 presents a charging profile of a lead-acid battery. The efficiency of the present 
solar charging system used was 14%, as shown in the following table above. As the 
battery nears saturation, the efficiency dropped to 11.5%, which can be explained by a 
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‘mating analogy’, as discussed by Serra (2012). As the battery nears saturation, it takes 
longer to find suitable electrolytes and electrodes to react with because initially there are 
many electrons to pair with as the elements of the battery move from one cell to the 
other, thus the charging efficiency of a battery is effected as the saturation point 
approaches. Experiments were carried out over an eight day testing period to evaluate 
the efficiency of solar panels to be used in the field experiments. Five of these tests are 
shown in detail in Table 7.1. Figure 7.4 shows an experiment resulting in a slope of 
0.135, indicating a charging efficiency of 13.5%.  
Using the results from Table 7.1, the present experiments measured 12 Wh of solar 
energy, which represents a 1% state of charge of the lead-acid battery. This figure is 
computed using the energy received by the battery through solar means to charge the 
battery from 30-70% energy capacity. Thus, a fully charged battery requires 
approximately 1204 Wh of energy to reach full capacity. The rated amp hours of the 12 
volt battery is 125 Ah giving a rated battery energy capacity of 1500 Wh, whereas the 
present study assumes the battery’s full energy capacity is 1204 Wh. The discrepancy 
between the computed and specified energy capacity may be a result of the age of the 
battery.   
 
Figure 7.5 Manufacturer’s specifications of 12V lead-acid battery 
Table 7.2 evaluates the solar energy available to a 12 volt lead-acid battery when 
recharged using solar modules. The table shows the quantity of measured solar energy 
available to solar modules installed on the bonnet and roof of a vehicle. The solar data 
analysed was provided by Herriot Watt University’s Energy Engineering Department 
and will be further explained in Section 7.4.  
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Table 7.2 Annual data of computed solar energy available to support a lead-acid battery charging using integrated 
solar panels on the roof and bonnet of a vehicle.  
    
Total incident 
solar energy 
on panel kWh 
Energy 
available to 
battery, kWh 
Energy 
delivered to 
battery, kWh 
Number of times 
battery can be fully 
charged per month  * 
1 May-15 411 58 55 45.4 A 
2 Jun-15 400 56 53 44.2 A 
3 Jul-15 356 50 47 39.3 A 
4 Aug-15 374 52 50 41.3 A 
5 Sep-15 257 36 34 28.4 A 
6 Oct-15 135 19 18 14.9 A 
7 Nov-15 56 8 7 6.2 B 
8 Dec-15 28 4 4 3.1 B 
9 Jan-16 35 5 5 3.8 B 
10 Feb-16 94 13 13 10.4 A 
11 Mar-16 189 26 25 20.9 A 
12 Apr-16 290 41 39 32.0 A 
*A- indicates that there is sufficient solar energy to recharge a lead-acid battery to supply energy to the 
auxiliary climate control system for the whole month; B- indicates there is insufficient solar energy to 
recharge the auxiliary battery, thus additional energy will be required to meet energy demands of the 
auxiliary climate control system for this month. This is an Edinburgh based analysis. 
Table 7.2 shows the energy available to the battery with integrated solar modules on the 
roof and bonnet of a vehicle with 14% recharging efficiency. The energy delivered to 
the battery considers a recharging efficiency of 95% (Stevens & Corey, 1996). The 
analysis evaluates solar data from May, 2015 to April, 2016 for an Edinburgh location.  
From the field experiments discussed in section 5.6.2, two 200W auxiliary heaters 
reached on average a power of 250W, which is used as the maximum power of the 
auxiliary system for the present analysis. The analysis presents the energy required to 
power the heaters for half an hour in the morning at 8:00 and half an hour in the evening 
at 16:30. This represents a commuter’s day starting at 8:30 and a return trip starting at 
17:00. The analysis assumes that the auxiliary heaters operate half an hour prior to the 
driver entering the vehicle. Thus, for an average month of 30 days and the heaters 
operating for an hour a day, the auxiliary heaters require 7.5kWh of energy per month. 
Each month, the battery should be recharged a minimum of 6.23 times to operate an 
auxiliary system for an hour every day. The results show that for three months of the 
year when the vehicle’s solar panels are exposed to the computed levels of solar energy 
from the obtained data, the battery will not be sufficiently charged to power the 
auxiliary heaters. If there is enough solar energy to support the auxiliary system, it is 
indicated in the table by an ‘A’ (see February to October, Table 7.2). If there is 
insufficient energy supplied (see November, December and January), this is indicated in 
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the table as ‘B’. Case B requires an additional energy source to support the auxiliary 
system. November 2015, December 2015, and January 2016 do not have sufficient solar 
radiation levels to recharge the battery to power the auxiliary system, thus the built-in 
heat pump will supply the total heating requirements for some for the days during this 
month with no support from an auxiliary heating system.  
7.4 Analysis based on measured annual data 
An annual meteorological data set was provided by Herriot Watt University’s Energy 
Engineering Department to analyse detailed weather data. The annual data collects 
temperature and global radiation on a minute by minute time interval between May 
2015 and April 2016 from an Edinburgh based meteorological station. The data set 
shows comprehensive annual readings with the exception of four days in January, not 
represented (3rd, 4th, 9th, and 12th January, 2016). The reason for a gap in the data set 
could have resulted from a failure in the Internet connection transmitting results to the 
database, equipment error, human error, or a maintenance requirement that disrupted the 
equipment recording values.  
Table 7.3 Monthly average horizontal daily global irradiation (a) Windows in Buildings (Muneer et al., 2000, p. 96) 
 
Month 
Daily horizontal 
global irradiation, 
kWh/m
2
  
Daily horizontal 
global irradiation, 
kWh/m
2
 (a) 
1 May-15 4.6 4.1 
2 Jun-15 4.7 4.5 
3 Jul-15 4.0 4.1 
4 Aug-15 4.2 3.3 
5 Sep-15 3.0 2.4 
6 Oct-15 1.5 1.3 
7 Nov-15 0.7 0.6 
8 Dec-15 0.3 0.3 
9 Jan-16 0.4 0.4 
10 Feb-16 1.1 1.0 
11 Mar-16 2.1 1.8 
12 Apr-16 3.4 3.2 
To ensure the recorded global radiation data is appropriate data to use for further 
evaluation, and if the missing data significantly impacts results, an analysis was carried 
out on the data to compare the obtained data set with previously reported solar radiation 
values recorded for an Edinburgh area. Table 7.3 illustrates the monthly average 
horizontal daily global radiation obtained by the data compared with data published by 
Muneer et al. (2000). The data is in firm alignment with published data for the area and 
so is high quality data to be used in the present study.  
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These data sets were used for a number of analysis, including forecasting cabin 
temperature when the vehicle is exposed to solar radiation by using the developed 
temperature predicting algorithm presented in this study (see Chapter 5). Additionally, 
these data are used to predict the annual energy, economic, and environmental impacts 
of using an auxiliary system in EVs and to evaluate the benefits and efficiency of 
implementing a solar roof and bonnet with EV technology in Edinburgh.   
7.4.1 Applying the numerical algorithm to the annual data set  
The obtained ambient temperature and solar radiation data from Herriot Watt 
University’s meteorological station was input into the numerical algorithm developed 
by the present study (Chapter 5) to predict the cabin space temperature of a south-facing 
stationary vehicle between May and April from 2015/2016 in Edinburgh. The analysis 
evaluated monthly solar data to predict the quantity of solar energy entering the 
vehicle’s glazing. A VBA program was coded to rapidly compute temperatures and is 
presented in Appendix H. Table 7.4 illustrates the maximum and minimum 
temperatures predicted by the algorithm and the measured outside ambient temperature. 
For June, the highest measured outdoor and computed indoor temperatures in 
Edinburgh were 26°C and 42°C, respectively, and that the computed cabin temperature 
could reach up to 16°C higher than the outside ambient temperature. It is important to 
note that detailed data for solar radiation is required to predict accurate temperature 
values. The data used for this recorded solar radiation for one minute intervals. 
However, solar radiation varies in frequency rapidly within a one minute period 
depending on weather conditions thus a small time interval is preferred when measuring 
solar radiation.  
December was the coolest month recorded, with the minimum outdoor temperature 
recorded as -2.4°C and -1.8°C for the cabin space, a 0.6°C temperature difference in 
comparison to the 16°C difference for the warmest month. This demonstrates the 
influence of solar radiation as a contributor to space heating of a body with a high 
glazing to fascia ratio. The vehicle’s thermal performance follows temperatures close to 
ambient temperature when the availability of solar radiation is limited.   
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Table 7.4 Maximum and minimum ambient measured temperatures and computed cabin temperatures  
  
Ambient Temperature 
measured, °C 
 
Cabin Temperature 
computed, °C 
Month Year Max Min 
 
Max Min 
May 2015 19.7 -0.7 
 
34.5 -0.2 
June 2015 26.3 3.4 
 
42.1 4.1 
July 2015 24.8 5.8 
 
35.3 6.6 
August 2015 23.3 6.9 
 
38.9 7.6 
September 2015 22.0 6.1 
 
36.3 6.7 
October 2015 20.2 2.7 
 
34.5 3.1 
November 2015 16.0 0.7 
 
26.5 1.0 
December 2015 15.1 -2.4 
 
17.7 -1.8 
January 2016 14.4 -2.0 
 
17.4 -1.3 
February 2016 11.3 -2.3 
 
17.9 -1.9 
March 2016 14.1 -2.2 
 
27.0 -1.8 
April 2016 17.3 0.1 
 
34.0 0.4 
Figure 7.6 presents the measured outside and computed inside cabin space temperature 
for June 2015, the warmest month recorded in the obtained annual data set (as seen in 
Table 7.4). Cabin space temperatures exceeded daily outdoor ambient temperature 
without exception. Day 18 and 23 in Figure 7.6 show recorded outside ambient 
temperatures of below 15°C (below ASHRAE’s occupant thermal comfort level) and 
indoor cabin space never exceeded 20°C (within ASHRAE’s occupant thermal comfort 
level). The data suggests that without the presence of solar radiation, the vehicle would 
require heating to increase the cabin temperature to within the thermal comfort range. 
As a result of exposure to solar radiation, the cabin reaches occupant thermal comfort 
demands with no heat energy provided by the built-in climate control system and thus 
thermal requirements are met through solar energy alone.  
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Figure 7.6 June, 2015, ambient (measured) and cabin temperature (computed) for an Edinburgh location. Note: 
computed cabin space temperature exceeds measured outdoor ambient temperature as a result of exposure to solar 
irradiance  
Although the cabin temperature reached intolerable levels for an occupant in warmer 
months, Figure 7.7 illustrates that solar space heating is a valuable heat source to 
harness and improve thermal efficiency of the occupant’s space. In December, the 
vehicle was exposed to limited amounts of solar radiation in Edinburgh as a result of 
shorter daylight hours and cloudy conditions, so the cabin space temperature follows 
similar trends to the outside ambient temperature. Table 7.4 shows that in December, 
2015, both measured outside ambient and computed inside temperature lie below the 
occupant thermal comfort range for someone based in Edinburgh and heating is required 
for the entire month. Although the cabin temperature follows a similar thermal profile to 
outside ambient temperature, the computed inside cabin temperature rarely fell below 
the outside ambient temperature (Figure 7.7) as a result of the vehicle’s thermal 
capacitance. If the outside ambient temperature increases, the cabin space temperature 
may be lower until the vehicle’s body is heated by convection heat transfer, since the 
outside ambient air temperature interacts with the vehicle’s body.   
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Figure 7.7 December, 2015, ambient (measured) and cabin temperature (computed) for an Edinburgh location. Note: 
computed cabin temperature follows a similar temperature to outdoor ambient temperature as a result of low levels 
of solar irradiance   
7.5 Three-E analysis of the installed auxiliary system and supporting 
infrastructure 
Three-E analysis evaluates the energy, economic, and environmental impacts of 
operating an EV’s built-in climate control system to determine its holistic performance. 
As heating is not a concern to the performance of the ICEV, this study focuses mostly 
on EVs. The energy required to heat the vehicle was analysed under three conditions: 
when the heating requirements of the cabin space were provided by the built-in heat-
pump system completely; when the energy consumed by the heat pump after the cabin 
space temperature increased by 2°C by an auxiliary heating system; when the energy 
used by the built-in heat-pump after the cabin space temperature increased by 5°C by an 
auxiliary heating system. The economics considers the cost of electricity to recharge the 
vehicle’s battery for the climate control’s energy requirements. The environmental 
analysis considers the harmful emissions released by the electricity grid’s energy 
production due to recharging the vehicle’s battery for heating and cooling purposes.  
7.5.1 Details of daily trip journey analysed 
The following analysis assumes that the EV is used as a city commuter vehicle and 
undertakes a typical drive cycle. The duration of the daily drive cycle is taken as 835 
seconds – a journey length that covers 44% of trips undertaken in Scotland (Esteves-
Booth et al., 2001) – as an example of an Edinburgh urban drive cycle. Most journeys 
undertaken in Scotland are under 10 minutes (Transport Scotland, 2012). The analysis 
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assumes that two trips were taken daily, at 08:30 and a return trip at 17:00. The 
corresponding daily temperature and solar radiation values obtained from the 
meteorological station at Herriot Watt University were used for the analysis to obtain 
accurate daily heating and cooling requirements predicted by the thermal model. The 
coefficient of performance for the built-in climate control system, reported by 
manufacturers, is 2kW of cooling energy and 3kW of heating energy for 1kW of 
electrical energy fed to the electric motor (Renault, 2014). The present study adopted a 
coefficient of performance value for the built-in heat pump system as 3.33 for heating 
and 2.33 for the cooling air-conditioning unit (Farrington & Rugh, 2000). ASHRAE’s 
thermal comfort range for occupants in Edinburgh lies between 18- 23°C, which was 
used as the boundary conditions for the following analysis. 
7.5.2 Limitations of analysis  
The three-E analysis considers the following as limitations to the study; 
 It is assumed that the commuter journey is undertaken daily. This evaluation 
does not include recreational journeys and limits daily EV travel times to 1,670 
seconds (167 hours of driving annually as four days are not represented).  
 The study cannot estimate the percentage of energy used by the climate control 
system over the trip’s total energy consumption and does not consider traction 
energy demands.  
 Error incurred in the results is due to data collected on a minute by minute time 
interval. Solar irradiance fluctuates significantly within short time intervals, 
which will affect the accuracy of computed indoor cabin space temperatures.  
 It is assumed that solar radiation does not contribute to solar space heating when 
a vehicle is in motion as the constant change in aspect is not considered in the 
present solar model. So, solar space heating when the occupant enters the 
vehicle is assumed to be negligible. 
 The coefficient of performance of the heat pump and refrigeration system is 
assumed as a constant whereas, in reality, the coefficient of performance will 
vary with changing outdoor ambient temperatures. Additionally, the heating and 
cooling systems coefficient of performance is assumed as 3.33 and 2.33, 
respectively. However, in reality, the latter values could vary from 
manufacturers’ specifications when installed in various cabin space 
environments.    
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7.5.3 Energetic analysis 
It is important to determine the amount of energy required to operate the climate control 
system to evaluate any impact on the vehicle’s range. If the amount of energy used for 
heating and cooling purposes is known, the energy saved by using an auxiliary climate 
control system can be estimated by assessing the amount of heating and cooling energy 
required by the climate control system per day for the daily trips undertaken. The heat 
energy required by the built-in climate control system is calculated as follows: 
      𝜏                                                          (6.1)           
where Q is the amount of heat or cooling energy required by the climate control system, 
U is the heat transfer coefficient of the vehicle’s body (W/m2K), A is the surface area of 
the body (m
2), ΔT is the temperature difference between cabin temperature and desired 
temperature (ASHRAE, 2012), and τ is the duration of climate control operation. The 
coefficient of performance determines the ratio of electrical energy required by the 
built-in system to provide heating and cooling energy demands to the cabin space. It is 
assumed that thermal comfort is met within the drive cycle detailed in Section 7.5.1. 
Table 7.5 illustrates the results of an energy analysis assuming the EV travels for two 
daily urban trips and the monthly electrical energy required to heat or cool the vehicle to 
reach a temperature within ASHRAE’s comfort range. The table shows the annual 
energy consumed by the built-in climate control system is 11.4 kWh and 0.9kWh for 
heating and cooling requirements, respectively.  
Table 7.5 Monthly energy consumption of the electric vehicle for heating and cooling requirements 
    
Heating Energy 
Requirements, Wh 
  
Cooling Energy 
Requirements, Wh 
    
  Month morning evening   morning evening Totalheating, kWh Totalcooling, kWh 
1 May-15 461 74 
 
0 86 0.54 0.09 
2 Jun-15 176 25 
 
0 208 0.20 0.21 
3 Jul-15 199 7 
 
0 114 0.21 0.11 
4 Aug-15 147 0 
 
0 310 0.15 0.31 
5 Sep-15 484 18 
 
0 128 0.50 0.13 
6 Oct-15 669 182 
 
0 9 0.85 0.01 
7 Nov-15 822 631 
 
0 0 1.45 0 
8 Dec-15 842 756 
 
0 0 1.60 0 
9 Jan-16 946 818 
 
0 0 1.76 0 
10 Feb-16 1102 759 
 
0 0 1.86 0 
11 Mar-16 1014 310 
 
0 0 1.32 0 
12 Apr-16 774 216 
 
0 29 0.99 0.03 
  Total 7636 3796   0 884 11.43 0.89 
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Figure 7.8 illustrates the monthly electrical energy requirements for heating and cooling 
an EV’s cabin space in Edinburgh during two daily urban trips (see Table 7.5). Heating 
is required the majority of the year with the exception of June and August when cooling 
requirements supersede heating demands. No cooling is required from October to 
March in Edinburgh’s winter and spring months. 
 
Figure 7.8 Monthly energy requirements for heating and cooling of the EV's cabin space in Edinburgh 
Traction energy is not considered when comparing the percentage of electrical energy 
consumed by the built-in climate control system to the total energy consumed per trip. 
However, the impact an installed auxiliary climate control system has on traction energy 
must be fully explored to determine if such systems have a positive impact on the 
overall performance of an EV. The present study considers the additional traction 
energy consumed by the EV as a result of the additional weight of the installed auxiliary 
systems. An analysis of the energy consumption for 16 routes, varying in distances from 
4-16 kilometres was reported by Muneer et al. (2015) for the Renault Zoe EV. Table 7.6 
shows the results of each route and how much energy was used by the vehicle per 
kilometre. Energy consumption varies from 160-244 Wh/km and this range of deviation 
is due to the various routes taken, driving styles, and speeds allowed on these 
predetermined routes. Traction energy consumption varies with topography, speed 
ranges, and driver’s driving style. The manufacturers’ technical specifications published 
a standard energy consumption figure of 146 Wh/km (Renault, 2014). However, the 
drive cycle’s lowest energy consumption was 10% more than manufacturer’s 
specifications (Table 7.6) and uses 38% more energy than the manufacturer’s 
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predictions on average. For the present study, the analysis will assume the EV consumes 
an average of 202 Wh/km. The Renault Zoe’s 22kWh lithium-ion battery has a range of 
99 kilometres in cold climates and up to 145 kilometres in warmer climates for 
suburban drive cycles (Renault, 2014). With an average energy consumption of 
202Wh/km from the 16-route experimental data, vehicle range was computed as ~109 
kms for a full battery capacity in Edinburgh (Muneer et al., 2015). This 16-route 
experimental data can be accessed by the following electronic Appendix link:   
https://www.dropbox.com/sh/petaxszh3k1t6ff/AADpZFsW6Sz8XsWv_jAWovE8a?dl=0 
Table 7.6 EV’s propulsion energy consumption for current EV and with installed auxiliary system * (Muneer et al., 
2015) 
  
Current EV energy 
consumption, Wh/km*   
Energy consumption with 
weight of auxiliary system 
installed, Wh/km 
Trip 1 181.6 
 
186.6 
Trip 2 244.4 
 
251.1 
Trip 3 204.0 
 
209.1 
Trip 4 204.3 
 
208.3 
Trip 5 197.9 
 
202.8 
Trip 6 196.4 
 
201.4 
Trip 7 239.9 
 
245.9 
Trip 8 159.0 
 
163.0 
Trip 9 185.5 
 
190.0 
Trip 10 205.0 
 
210.0 
Trip 11 236.6 
 
242.2 
Trip 12 162.8 
 
167.0 
Trip 13 183.8 
 
188.6 
Trip 14 228.6 
 
234.5 
Trip 15 204.8 
 
210.2 
Trip 16 199.5 
 
204.5 
Average 202.1   207.2 
To reduce the thermal demands on the vehicle’s built-in heat pump, an auxiliary system 
was installed to regulate the cabin temperature prior to the driver entering the cabin, 
allowing for more energy to be allocated to traction energy. It is important to consider 
the additional weight of the auxiliary system to assess if the heating and cooling energy 
is being shifted to traction energy and whether there is an overall benefit to decreasing 
climate control energy demands. The VBA program (Muneer et al., 2015) allows a 
vehicle’s properties to be adjusted and an additional weight of 46 kg for the solar 
modules, battery, and MPPT equipment was considered. The computed energy 
consumed by the 22kWh battery with additional weight increased the energy demand to 
 178 
 
propel the vehicle to 207 Wh/km (Table 7.6), which decreases the vehicle’s range to 
106 km per charge. When analysing the benefits of installing an auxiliary climate 
control system to the EV, it is important that the improvement in thermal performance 
of the vehicle results in a range extension of more than 3km per battery capacity. 
However, it can be argued that the additional weight from the solar modules integrated 
into the vehicle’s structure will require less material and the current built-in 12V battery 
may be used in the proposed electrical network so the additional weight is an 
approximate. As previously mentioned in Chapter 3, heating is required in Edinburgh 
96% of the time and this can be loosely tied to the analysis shown in Table 7.5 with the 
majority of climate control energy allocated to heating energy. Three scenarios are 
presented in the energy analysis (Table 7.7): (1) the energy consumed by the built-in 
heat pump with no assistance from an auxiliary heating system; (2) the energy 
consumed by the heat pump system after an auxiliary system increases the cabin 
temperature by 2°C prior to the driver entering the vehicle; (3) the energy consumed 
after the cabin space temperature is increased by 5°C as a result of operating the 
auxiliary heating system. An increase of 2°C or 5°C in cabin space temperature would 
reduce the annual thermal energy consumption required by the built-in heat pump by 
22% and 57%, respectively. This energy can then be relocated to propulsion energy 
demands and extend the vehicle’s range. 
Table 7.7 Energy consumption of the heating system in the EV and energy usage of the vehicle’s built-in heating 
system as a result of an auxiliary heating system 
      
Auxiliary system in operation prior to driver entering 
vehicle  
  Month 
No Auxiliary 
System, kWh 
 Cabin Temperature 
Increased (by 2°C), kWh 
Cabin Temperature 
Increased (by 5°C), kWh 
1 May-15 0.54 0.36 0.16 
2 Jun-15 0.20 0.10 0.02 
3 Jul-15 0.21 0.11 0.01 
4 Aug-15 0.15 0.05 0.01 
5 Sep-15 0.50 0.34 0.12 
6 Oct-15 0.85 0.60 0.30 
7 Nov-15 1.45 1.16 0.63 
8 Dec-15 1.60 1.29 0.70 
9 Jan-16 1.76 1.48 0.94 
10 Feb-16 1.86 1.57 0.99 
11 Mar-16 1.32 1.06 0.66 
12 Apr-16 0.99 0.76 0.43 
 
Total 11.43 8.88 4.95 
% reduction in 
energy consumption  - 22% 57% 
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Figure 7.9 shows a visual representation of energy consumption by the built-in heat 
pump for the three scenarios. The auxiliary cooling system mitigated heat in the cabin 
space during warmer climate conditions and acclimatised the cabin space to 
temperatures close to outside ambient temperatures. Results presented in Table 7.4 
illustrates that outdoor maximum ambient temperature recorded lies between 
ASHRAE’s occupant thermal comfort range. The operation of an auxiliary cooling 
system eliminates the requirement to operate the built-in air-conditioning cooling 
system, assuming that solar irradiance is negligible to the increase of cabin space 
temperature once the vehicle is in motion (as mentioned in Section 7.5.2). Thus, the 
annual cooling energy demand of 0.9 kWh can be completely allocated to propulsion 
energy. Operating an auxiliary heating system transfers 2.55 kWh and 6.48 kWh of 
energy to propulsion energy when cabin temperature is increased by 2°C and 5°C, 
respectively. The electrical energy reduction more than doubled when comparing 
energy consumption by the built-in heat-pump after the cabin space temperature was 
increased by 2°C and 5°C. It is apparent that the auxiliary system can, on some days, 
provide the total energy required to meet desired cabin temperatures without the use of 
the built-in heat pump. This is shown by the non-linear relationship between energy 
savings and temperature changes.   
 
Figure 7.9 Energy consumption of the built-in heating system of the EV and resulting energy reduction as a result of 
a 2°C and 5°C increase in cabin space temperature 
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Development of a solar factor 
As mentioned previously, infrequently heating from the built-in heat pump or other 
auxiliary heating systems is not required even though Edinburgh’s outside ambient 
temperature may be below the thermal comfort range. This is as a result of the vehicle 
being exposed to solar irradiance. The solar factor calculated in the present study and 
represented in Table 7.8 gives the ratio of solar energy available to achieve thermal 
comfort temperature levels to the proportion of heat energy required by an additional 
heat source throughout the year. A factor of 1 indicates that all of the energy demands to 
achieve an acceptable level of thermal comfort heating for that month is achievable 
completely through solar means. A factor of 0 would indicate no energy is provided 
from solar space heating and thus an alternative heat source is required. The developed 
solar factor highlights the potential for EV drivers to utilise solar radiation as a free 
source of heating to optimise the driving range. Additionally, this factor could be used 
in space planning of parking areas so drivers can park where optimum levels of solar 
radiation are available.  
Table 7.8 Energy used by the sun for annual cabin space heating represented as the solar factor 
 
Month 
Solar 
Factor 
1 May-15 0.984 
2 Jun-15 0.994 
3 Jul-15 0.992 
4 Aug-15 0.995 
5 Sep-15 0.978 
6 Oct-15 0.939 
7 Nov-15 0.793 
8 Dec-15 0.630 
9 Jan-16 0.660 
10 Feb-16 0.754 
11 Mar-16 0.929 
12 Apr-16 0.964 
 
7.5.4 Economic analysis  
The EV’s heating system has an economic cost previously negligible in the ICEV as the 
latter uses recyclable heat for space heating. The energy required to heat and cool the 
vehicle results in a constraint in vehicle range. The economic analysis also includes the 
financial cost to operate the heating and cooling systems. This cost considers the 
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financial cost of the electricity used to recharge the vehicle’s battery and the cost 
attributed to operating the built-in heat pump.  
The energy performance figure of the EV was 202Wh/km (see Table 7.6) from a 16-
route evaluation. The amount the vehicle’s range (in kilometres) is constrained by the 
operation of the built-in heating system (Table 7.9) for a vehicle making two 835 second 
daily trips annually. The heating requirements, which are conventionally ‘free’, limit the 
vehicle by 57 kilometres per year. The average urban trip length in a passenger vehicle 
in Scotland is 12.1 kilometres (Transport Scotland, 2013), thus for two daily urban trips, 
it is estimated that the EV will have a loss of nearly five trips annually by operating the 
built-in climate control system. However, with the suggested auxiliary heating system 
increasing cabin temperatures by 2 and 5°C, annual trips lost to heating requirements 
are reduced to 4 and 2 trips, respectively.  
Table 7.9 Vehicle range lost due to the vehicle's built-in heat pump in operation and reduction of kilometres due to 
the installation of an auxiliary system for 835 second daily trips per year 
    
Auxiliary system in operation prior to driver 
entering vehicle  
Month 
No Auxiliary 
System, km 
 Cabin Temperature 
Increased (by 2°C), km 
Cabin Temperature 
Increased (by 5°C), km 
May-15 2.6 1.8 0.8 
Jun-15 1.0 0.5 0.1 
Jul-15 1.0 0.5 0.1 
Aug-15 0.7 0.3 0.0 
Sep-15 2.5 1.7 0.6 
Oct-15 4.2 3.0 1.5 
Nov-15 7.2 5.7 3.1 
Dec-15 7.9 6.4 3.5 
Jan-16 8.7 7.3 4.6 
Feb-16 9.2 7.8 4.9 
Mar-16 6.5 5.2 3.3 
Apr-16 4.9 3.8 2.2 
Annual Total 56.6 43.9 24.5 
 
Table 7.6 gives the propulsion energy consumption of 207Wh/km by the EV with the 
additional weight of the auxiliary heating system. This figure is used to calculate the 
amount the range of the vehicle is limited by using the calculated monthly energy 
required by the climate control system to operate. Table 7.10 shows the range constraint 
as a result of operating the heating system with the system’s additional weight is 
constrained by 55 kilometres, a similar value to a vehicle with no additional weight.  
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This range constraint must be holistically evaluated over the total energy consumption 
for a trip and must include both traction and climate control energy effects. The impact 
the additional weight of the auxiliary system has on propulsion energy also requires 
further research. The implementation of an auxiliary heating system reduced the range 
constraint by 22% and 57% when the temperature was increased by 2°C and 5°C, 
respectively.  
Table 7.10 The vehicle range lost due to the vehicle's built-in heat pump in operation and reduction of kilometres due 
to the installation of an auxiliary system for 835 second daily trips per year with the extra weight of an auxiliary 
heating system 
    
Auxiliary system in operation prior to driver 
entering vehicle  
Month 
No Auxiliary 
System, km 
 Cabin Temperature 
Increased (by 2°C), km 
Cabin Temperature 
Increased (by 5°C), km 
May-15 2.6 1.7 0.8 
Jun-15 1.0 0.5 0.1 
Jul-15 1.0 0.5 0.1 
Aug-15 0.7 0.3 0.0 
Sep-15 2.4 1.6 0.6 
Oct-15 4.1 2.9 1.4 
Nov-15 7.0 5.6 3.0 
Dec-15 7.7 6.2 3.4 
Jan-16 8.5 7.2 4.5 
Feb-16 9.0 7.6 4.8 
Mar-16 6.4 5.1 3.2 
Apr-16 4.8 3.7 2.1 
Annual 
Total 55.2 42.9 23.9 
 
Operational cost evaluation of the EV’s heating system 
This analysis focuses on the operational cost of the EV’s built-in heating system as 
conventionally heating energy costs are assumed to be negligible. The capital cost of the 
heat pump and auxiliary system is not included in the present cost evaluation. The cost 
analysis considers the electricity used to recharge the vehicle’s battery to power the 
built-in heat pump. The auxiliary system’s operational cost is considered negligible as 
the system is operated by renewable energy. The cost to heat the vehicle can be 
estimated by taking £0.12 as the price per unit of electrical energy and the transmission 
energy efficiency of the lithium-ion battery as 85% (US Department of Energy, 2001; 
UKPower, 2017). The estimated cost to heat a vehicle travelling two 835 second trips a 
day for a whole year is £1.61 per annum (See Table 7.11 for cost evaluation).  
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In September, 2017, the Scottish Government announced that Scotland would phase out 
new fossil fuelled based passenger vehicles by 2032 (SNP, 2017). This target is eight 
years prior to the UK’s 2040 target. The Scottish Government aims to have 50% of the 
passenger vehicle fleet switched to electric propulsion by 2030. Figure 7.10 illustrates 
two vehicle ownership scenarios in England and shows that it is expected to rise moving 
towards these target deadlines. The figure shows the two most extreme predictions of 
the five scenarios analysed. Scenario 2 predicts car ownership increasing as a result of 
population growth, and assuming the population moving into higher income bands has 
no influence of vehicle ownership growth (DfT, 2015). Scenario 5 predicts the vehicle 
ownership profile when considering an increase in the central Growth Domestic 
Produce of the economy. In 2016, there are over 31 million passenger vehicles on UK 
roads. Assuming a positive trend in vehicle ownership up to 2030, it will cost the UK 
economy over £25 million to heat the EVs on UK roads using 2016 figures under the 
drive cycle conditions mentioned in Section 7.5.1, and assuming similar heating 
demands to that of Edinburgh. This figure is reduced with the implementation of 
auxiliary climate control systems. Assuming 50% of 2016’s road vehicles are electric, 
figures show that with an auxiliary climate control system increasing temperatures by 
2°C or 5°C prior to operating the built-in heat pump, the economy’s operational costs 
will be reduced to £19.9 million or £11 million annually. The heating system is only 
considered in the present economic analysis. Both the EV and ICEV require energy to 
cool the occupant’s space, thus heating costs must be considered as an additional cost, 
and this is why only heating costs are examined in the present analysis.  
Table 7.11 Cost analysis of the heating system of the EV 
 
No Auxiliary 
System 
Cabin Temperature 
Increased (by 2°C) 
Cabin Temperature 
Increased (by 5°C) 
Annual energy used to heat 
vehicle, kWh 11.43 8.88 4.95 
Energy required from battery, 
kWh  13.45 10.45 5.83 
Price to heat vehicle annually 
per vehicle, £ 1.61 1.25 0.70 
Predicting EV penetration of 
50% using 2016 UK figures*, 
£ Million  25.6 19.9 11.1 
* Source: Number of passenger vehicles on UK roads was 31,813,947 in 2016 (DfT, 2017) 
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Figure 7.10 Forecast of the number of vehicles in England (DfT, 2015) 
7.5.5 Environmental analysis 
The EV has been proposed as a solution to mitigate harmful emissions from the 
transport sector. However, a zero emission vehicle is dependent on the ‘green’ integrity 
of the energy source recharging the vehicle’s battery. To investigate the environmental 
benefits of adding an auxiliary heating and cooling system to an EV, an environmental 
assessment of the EV’s battery being charged on the current UK’s electricity mix is 
presented. The UK’s current electricity grid composition of 0.412kg/kWh of CO2 
(DEFRA, 2016) is used for the present analysis. To ensure a holistic analysis, it is not 
assumed that solar recharging emissions are negligible and that the solar technology 
emission factor of the system is 0.077kgCO2/kWh as stated by Amponsah et al. (2014). 
Table 7.12 shows that for two daily trips in Edinburgh, the annual heating and cooling 
requirements emit 4.7kgCO2 and 0.4kgCO2 per annum, respectively. These figures may 
appear to be negligible or acceptable, but should EV’s penetrate the automobile market 
successfully, this figure then becomes significant. The emission figure when operating 
the climate control system in an ICEV has not been considered as an environmental cost 
to the climate control system (rather as a by-product of the mechanical engine) as it uses 
‘waste energy’. However, this environmental cost amounts to 150 million kgCO2 per 
annum in EVs. This figure represents emission levels should all vehicles on UK roads in 
2016 be electric and travel no more than 30 minutes a day. The impact of an alternative 
heating system is evident when 27 and 69 million kgCO2 of harmful emissions are 
mitigated from the atmosphere as a result of an increase in cabin temperature by 2 or 
5°C, respectively prior to the driver entering the vehicle. The proposed auxiliary cooling 
system extracts the built up temperature in the cabin space using extractor fans in the 
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vehicle’s glazing to reduce the cabin temperature to outdoor ambient temperatures. 
During months when cooling is required, outdoor ambient air temperatures in 
Edinburgh do not exceed the occupant thermal comfort range as stated by ASHRAE. 
Thus, the vehicle’s built-in cooling system is not required with the installation of 
auxiliary cooling fans. The built-in cooling system emits 0.4kgCO2 per vehicle or 12 
million kgCO2 with a full EV penetration of the UK automobile market. These operating 
emissions can be reduced significantly with the use of an auxiliary system. The 
auxiliary system is required to produce 0.9kWh of cooling energy and reduces 
emissions to under 0.07kgCO2 when operated with solar energy: an 82% emission 
reduction. It should be noted that this analysis assumes that vehicles across the UK have 
similar heating and cooling requirements to vehicles based in Edinburgh.   
Table 7.12 Environmental analysis to mitigate emissions by the EV by introducing an auxiliary heating system 
      
Auxiliary system in operation prior to 
driver entering vehicle  
 
No Auxiliary 
Heating 
System 
No Auxiliary 
Cooling 
System 
 Cabin 
Temperature 
Increased (by 2°C) 
Cabin Temperature 
Increased (by 5°C) 
Annual Energy 
Consumption, kWh 11.4 0.9 8.9 5.0 
Energy gain, kWh 
  
2.6 6.5 
CO2 emissions, kgCO2 4.7 0.4 3.9 2.5 
Number of vehicles on 
UK roads, 2016 31813947* 
   Million kgCO2 released 
from heating 150 12 123 81 
Million kgCO2 
mitigated     27 69 
*Source (DfT, 2017) 
It is important that government, stakeholders, and policy makers consider future EV 
uptake projections when implementing policies and their effect on the environment. A 
study by Ferrero et al. (2016) showed the effect that replacing ICEV’s with EVs has on 
air quality: there was a significant reduction in air pollution, so EVs must replace 
ICEVs by 50%. The Scottish Government’s 2030 target states that 50% of vehicles on 
Scottish roads will be independent from fossil fuels (Transport Scotland, 2013). Thus, 
the increase in car ownership nationally combined with a fossil fuelled dependant 
electricity mix must be at the forefront of future polices as requirements previously 
considered to be free have a significant environmental impact when considered 
holistically.  
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Summary 
The present research discusses the impact the energy consumption of the EV’s heating 
and cooling system has on the vehicle’s performance. The driver’s experience must not 
be jeopardised if the EV is to compete with conventional ICEVs. Today’s EV requires a 
change in driver’s behaviour to be more conscious of the vehicle’s limitations in regards 
to vehicle range, supporting infrastructures, and energy consumption. As previously 
discussed, the heating and cooling system requires energy from the primary lithium-ion 
battery, thus contributing to range limitations. This chapter discussed the potential an 
auxiliary system has to reduce these energy demands on the primary battery and allow 
more energy to be allocated to traction energy. However, it is important that the energy 
supplied to the auxiliary systems still has an energy, economic, and environmental 
benefit for the system to be worthwhile for integration into future vehicles.  
This chapter analysed meteorological data collected over one year in Edinburgh. Using 
the thermal algorithm developed in Chapter 5 to predict indoor cabin temperature for 
specific ambient conditions, this chapter presents an energy, economic, and 
environmental analysis vehicle’s built-in climate control system. The energy required to 
reach occupant thermal comfort temperatures can be predicted with a known indoor 
cabin temperature. The analysis evaluates two daily commuter trips taken throughout a 
year and the energy required to heat or cool the space. The energy analysis shows that 
an auxiliary system running for half an hour prior to the occupant entering the vehicle 
can be supported by solar energy for nine months of the year. In November, December, 
and January, there is insufficient solar energy available to recharge the battery powering 
the auxiliary system. From the computed cabin temperature and the vehicle undertaking 
two 835 second trips daily, the electrical energy required was 11.4 and 0.9kWh for 
heating and cooling demands, respectively. Additionally, this chapter analyses the solar 
recharging efficiency of the experimental system should it be integrated onto the roof 
and bonnet of the vehicle. This analysis provides preliminary estimations of the benefits 
renewable energy has in supporting the climate control system of a vehicle.    
An economic analysis included an evaluation of the vehicle range constraints as a result 
of operating the climate control system and the cost of electricity when operating the 
cooling and heating system. The vehicle range limitation, as a result of operating the 
built-in climate control system, was investigated under three cases: with no heat or 
cooling contribution from an auxiliary system; when the cabin temperature has been 
increased by 2°C prior to operating the heat pump; and when the cabin temperature has 
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been increased by 5°C prior to operating the heat pump. The results show that to obtain 
occupant thermal comfort levels, the vehicle’s range is limited by 55.2, 42.9, and 23.9 
kilometres for the three cases, respectively. Assuming £0.12 per unit of electricity, it 
costs £1.61, £1.25 and £0.70 to heat and cool an EV annually when no auxiliary system 
is in place, when cabin temperature is increased by 2°C and when temperature is 
increased by 5°C, respectively. Assuming targets to penetrate the UK’s fleet with EVs 
by 50% is achieved, it will cost the UK economy nearly £26 million to heat the 
vehicle’s cabin space using 2016 vehicle ownership figures.  
The environmental analysis focused on the harmful emissions released to the 
environment as a result of the energy source used to recharge the vehicle’s battery. For 
an EV travelling two short daily commuter trips, 4.7 and 0.4kg/CO2 is emitted per 
annum as a result of heating and cooling system energy demands, respectively. If the 32 
million vehicles on UK roads in 2016 were electric, 150 million and 12 million kg/CO2 
would be emitted to operate the heating and cooling system respectively per annum. 
These emissions are significant considering the ICEV uses ‘waste’ heat and emits no 
additional harmful gases to the atmosphere as a result of operating a climate control 
system. 
The chapter that follows concludes the main findings in the present research, presents 
recommendations for further research, and highlights the wider implications of the 
present study.   
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Chapter 8 Conclusions and Recommendations 
8.1 Introduction  
In moving towards more sustainable living, governments, scientists, and individual 
stakeholders are investigating the potential the electric vehicle (EV) has to reduce 
harmful emissions in the transport sector. The transport sector is the second largest 
contributor to greenhouse gas (GHG) emissions in the UK. Barriers such as vehicle 
range and the supporting infrastructure are hindering the penetration of battery-powered 
vehicles into the automobile market. For a successful uptake of EVs, it is important that 
the driver’s experience is not jeopardised or that the driver is forced to adapt driving 
behaviours that are perceived as an inconvenience. In internal combustion engine 
vehicles (ICEVs), the cabin space is heated using recycled heat from the vehicle’s 
engine and the energy demand for this is negligible with no impact on the vehicle’s 
traction energy. However, to ensure a similar driving experience in EVs, heat must be 
provided to the cabin space. This energy demand to operate the climate control system 
has an impact on the total energy consumed per trip by the vehicle. This chapter will 
summarise the findings of the present research and discuss its contribution to current 
knowledge. This chapter will also recommend work that may be considered in the 
future as a result of this research.  
8.2 Contribution to knowledge 
In this study, two thermal algorithms were developed to predict the indoor cabin 
temperature of the Renault Zoe’s EV cabin space when heating and cooling are 
required. Each model was tested under two different conditions. The heating algorithm 
was applied first to predict the temperature of a cabin space when heated naturally by 
solar irradiance. Secondly, under nocturnal conditions, the algorithm was applied to 
predict the temperature when the cabin space was heated by two 200W ceramic fan 
heaters. The cooling algorithm was applied to two cooling scenarios: firstly with four 
3.5W extractor fans installed into vehicle glazing, and secondly with two 21W extractor 
fans.  
Additionally, this study proposed that a lead-acid battery could power these auxiliary 
systems independent of the primary battery. The concept of introducing a battery is to 
use renewable energy methods to recharge the additional battery. An analysis evaluated 
the energy, economic, and environmental impact of operating the vehicle’s built-in 
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climate control system and illustrated the impact an auxiliary system has on the factors 
previously mentioned.  
This study developed a solar model previously not used in an application to predict the 
temperature of a cabin space. Previous studies have considered a fixed value for solar 
irradiance or artificially simulated solar intensity levels to determine temperature 
increases in a cabin space. This study considered the position of the sun in the sky in 
relation to a vehicle and thus computes solar irradiance transmitted through the 
vehicle’s glazing. Additionally, this study presented a novel ten-nodal thermal 
algorithm to predict the temperature of a cabin space when heated using an auxiliary 
heat source. Previous studies have considered solid and fluid nodes in evaluations, but 
this study evaluated the layers of embedded material and how these different layers 
interact with one another to increase the cabin temperature through conduction heat 
transfer methods.  
8.3 Conclusions 
The main conclusions from the present study are as follows:  
Impact of climate on temperature and EV energy consumption 
 A five-year temperature analysis of Edinburgh shows that the outside ambient 
temperature is under 18°C for 96% of the time. According to ASHRAE’s 
equation to determine occupant thermal comfort, and considering the maximum 
and minimum outside ambient temperature, the thermal comfort range in 
Edinburgh lies between 18-23°C. This evaluation demonstrates that heating is 
required the majority of the time to achieve thermal comfort in Edinburgh.  
 The present study collected data from an EV driver’s real time drive cycle 
information. The driver did not alter their driving and noted the traction, 
regenerative, and climate control energy consumption for each trip as well as the 
on-board temperature records displayed. This data concluded that when heating 
is required, 18% of the vehicle’s battery capacity was used for various trips 
around Edinburgh.  
 Additionally, this study collected similar data for EV driving during conditions 
when cooling is required. The results show that 14% of the battery capacity was 
used for cooling purposes. Traction energy in the EV required 79% and 77% of 
the battery’s energy capacity when heating and cooling is required, respectively, 
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in comparison to the ICEV that uses 21.5% of fuel energy for vehicle propulsion 
(Holmberg et al., 2012). 
Development of a solar model 
  In this study, the development of a solar algorithm to locate the position of the 
sun in the sky was vital to determine the quantity of heat transfer through 
radiation methods. The present research expands on a pre-existing solar model 
to accommodate the four varying geographical aspects of a vehicle’s glazing. 
This study showed that limited consideration of the vehicle’s geographical 
location can result in a solar irradiance contribution error of over 30% from that 
of the actual solar radiation transmitted into the vehicle’s cabin space.   
Measuring the thermal properties of the EV 
 This study determined the thermal conductivity of a body through experimental 
measurements in comparison to a desk study of the individual components of the 
vehicle’s body. Through the concept of thermal balance, the heat energy applied 
to a space after the point of thermal steady state was equal to the heat lost by the 
vehicle’s fabric. A desk study computed a thermal conductance value for the 
vehicle body as 41.1W/K. Experimental values obtained a figure of 36W/K.  
 The cooling profile of the vehicle was observed to obtain the time constant, 
which indicates the rate at which temperature decays. The present study obtained 
a value of 4,000 seconds.  
The use of an auxiliary climate control system 
 To determine the ability of extractor fans to remove air from the cabin space, an 
air pressure test was carried out. The rate of air removal was found as 0.0382 
and 0.0801kg/s for a four 5.3W and a two 21W extractor fan system, 
respectively. 
Development of a temperature predicting algorithm 
 When predicting the temperature of an occupant’s space with a high glazing to 
fascia ratio, radiant heat transfer contributes to space heating and convection 
heat transfer was considered in the present study. The developed thermal 
algorithm was applied to a Renault Zoe EV when solar irradiance is the primary 
heat source. The statistical indicators used to evaluate the performance of the 
model gave a slope for the best line of fit as 0.98 and a coefficient of 
determination (R
2
) of 0.95. The latter algorithm has an RMSE of 0.57°C, 
outperforming previous thermal algorithms by 62%.  
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 A ten-nodal thermal algorithm was developed and presented as a VBA program 
to include conduction heat transfer between the vehicle’s materials or fabric and 
the effect conduction heat transfer has on space heating. This ten-nodal 
algorithm was applied under nocturnal conditions to eliminate radiation heat 
transfer. The nodal model analyses how interior material layers interact with one 
another. Two heat sources at two fixed points influenced temperature differently 
when compared to the uniform heat distribution by solar radiation, resulting in 
higher discrepancies in cabin temperature and thus more detailed analysis is 
required. The statistical indicators obtained 1.07 and 0.94 for the slope of the 
best line fit and the coefficient of determination, respectively.  
 Statistical indicators to illustrate the performance of a temperature prediction 
algorithm with an installed auxiliary cooling system resulted in a slope of the 
best line fit of 0.98 and a coefficient of determination of 0.85 for a four 5.3W 
extractor fan system. The numerical algorithm was applied to a two 21W 
extractor fan system and a slope of best line fit and coefficient of performance 
were both determined as 0.88 when statistically analysed. Both auxiliary cooling 
systems installed into the test vehicle reduced the cabin temperature by 4°C on 
average.  
Analysis of how solar modules can be used to support the auxiliary climate control 
system and future projections 
 In this study, the auxiliary heating and cooling system was supported by a lead-
acid battery independent of the vehicle’s primary lithium-ion battery. The 
battery is supported by solar modules integrated onto the vehicle’s roof and 
bonnet. An energy, economic, and environmental analysis evaluated the 
performance of the existing climate control system with and without the 
contribution of an auxiliary climate control system to optimise cabin space 
temperatures.   
o The energy analysis determined that the solar modules would not provide 
sufficient amounts of energy to support the operation of the auxiliary 
heating system in the months of November, December, and January (in 
Edinburgh).  
o Conventional vehicles use recyclable heat from the vehicle’s engine to 
heat the cabin space, but an EV on two daily commuting trips annually 
will incur an economic cost that has not been previously considered. 
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Assuming 50% of all vehicles in the UK are electric in 2016, it would 
cost the economy almost £26 million to heat their vehicles per annum. 
o Assuming all vehicles in the UK in 2016 are electric and recharged on 
the existing electricity mix in the UK, 150 million and 12 million kg/CO2 
emissions are released by the current energy production section to heat 
and cool the vehicles, respectively, if all vehicles in the UK are exposed 
to similar weather to the data obtained for Edinburgh for 2015/2016 and 
undertaking two daily urban drive cycles. However, this figure can be 
reduced with the installation of an auxiliary heating and cooling system 
powered by solar energy.  
8.4 Implications of the present study 
As the world and governments become more aware of the importance of energy security 
and environmental issues, the EV is becoming more attractive as a solution to tackle 
many of these complex problems. However, barriers in EV technology must be 
addressed for successful uptake and to ensure the EV is a competent competitor in the 
automobile market. The wider implication of this study is to highlight the impact that 
operating the built-in heating and cooling system has on the vehicle’s battery energy 
consumption. This study may be utilised as a planning tool application for local 
governments when designing supporting infrastructures for future EV drivers. It is 
important that there are enough infrastructures to accommodate EV drivers when 
recharging is required. However, underutilisation of infrastructures may be 
counterproductive in building future EV driver confidence if services are not being used 
efficiently. This numerical algorithm may be used to indicate to planners when and 
where it is appropriate for charging stations to be installed. Additionally, local planning 
authorities could use the developed solar algorithm in planning designs so that vehicles 
have the opportunity to avail of ‘free’ solar space heating.  
In this study, an auxiliary system was evaluated to determine its performance in 
increasing or decreasing cabin space temperatures. This algorithm may be used by 
future designers to evaluate whether it is appropriate to install an auxiliary system to 
achieve the energy, economic, and environmental factors they desire.  
This study helps bridge the gap to present a holistic evaluation of the EV’s performance. 
The heating and cooling system’s energy demands are currently not considered when 
determining vehicle energy consumption and vehicle ranges. These thermal algorithms 
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can be incorporated into route-planning tools to predict the amount of energy used by a 
vehicle for traction and the necessary climate control energy for a predetermined trip. 
An application including the climate control energy demands may indicate to the driver 
that an additional recharging stop is required and thus their departure time may be 
altered to reach their destination on time. Any application that reduces ‘range anxiety’ 
and improves public perceptions of the EV is undoubtedly a step in the right direction in 
building a sustainable transport network system.  
Additionally, extreme temperature build up can accelerate the ageing of the vehicle’s 
interior components, thus this algorithm may be incorporated into a tool to determine 
the aging of material over an extensive period of time if exposed to real-world weather 
conditions. This may help determine the depreciation value of vehicles in hot climates. 
8.5 Recommendations for future work 
 Further research should include an investigation into how energy consumption 
of the climate control system performs in relation to the total energy consumed 
per trip. Thus, the present work should be extended to consider traction and 
regenerated energy, as well as climate control system demands per trip. This 
could result in the development of a route planning mobile application.  
 The present study showed that the cabin temperature can be predicted for 
stationary vehicles with a known geographical location. Future work should 
consider temperature predictions for moving vehicles with varying geographical 
locations when the solar angle of incidence is constantly varying and the vehicle 
is affected by wind speed.  
 Further research may consider applying the thermal algorithm to a vehicle in 
different climate conditions to evaluate the flexibility of the numerical model to 
adapt to warmer climates in contrast to the cooler climate in Edinburgh. A 
database for various climates and vehicle models would be valuable to future 
EV drivers.  
 The auxiliary heating system used in the present study observed a limited level 
of temperature increase. Future work may consider applying the thermal 
algorithm to a space with a more effective heat source.  
 The present study used measured data with short time intervals to develop the 
numerical algorithms. Future work could investigate the performance of the 
algorithm to predict temperatures with limited available data. Further work 
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could potentially categorise climatic conditions into sunny, overcast, and rainy 
conditions, as well as forecasting ambient temperatures to illustrate if this 
numerical model can be used to predict temperatures to use in route planning 
applications.  
 The temperature difference between the head and feet can vary greatly as a 
result of the thermally stratified cabin space. Thus, further research could divide 
the cabin into various zones and apply the developed algorithms at each level to 
validate the accuracy of the model by analysing one zone at a time.  
 It is recommended that the analysis to predict electrical energy consumption by 
the built-in climate control system considers a varying coefficient of 
performance value. In reality, the coefficient of performance value will vary 
with the ambient temperature the system is exposed to. Additionally, validating 
the coefficient of performance of the built-in heat pump in various cabin space 
environments should be determined in comparison to the manufacturers’ rated 
values.  
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Appendix A  
Table A.1 Computing the proportion of Friction, Potential, Kinetic and Drag energy as a percentage of the overall traction energy for EV routes 
Route Friction, Wh Potential, Wh Kinetic, Wh Drag, Wh Total, kWh 
1 243.1 67.4 788.5 42.2 1.1 
2 248.2 430.9 681.5 50.8 1.4 
3 460.9 192.9 1310.7 158.7 2.1 
4 792.7 354.6 1238.9 928.4 3.3 
5 305.4 38.1 894.1 93.1 1.3 
6 264.7 69.6 748.2 65.2 1.1 
7 350.3 419.5 774.5 128.4 1.7 
10 335.1 134.3 737.7 125.0 1.3 
11 564.0 206.2 1971.5 217.2 3.0 
12 165.7 89.2 340.1 55.6 0.7 
13 228.0 540.0 239.5 69.5 1.1 
14 213.9 449.3 551.9 99.4 1.3 
15 210.5 224.1 418.5 58.0 0.9 
16 554.4 401.9 1283.8 263.1 2.5 
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Table A.2 Percentage of Friction, Potential, Kinetic and Drag energy as a total of the overall trip and traction energy  
 
 
 
 
 
 
 
% Route Friction Potential Kinetic Drag 
 1 21% 6% 69% 4% 
 2 18% 31% 48% 4% 
 3 22% 9% 62% 7% 
 4 24% 11% 37% 28% 
 5 23% 3% 67% 7% 
 6 23% 6% 65% 6% 
 7 21% 25% 46% 8% 
 10 25% 10% 55% 9% 
 11 19% 7% 67% 7% 
 12 25% 14% 52% 9% 
 13 21% 50% 22% 6% 
 14 16% 34% 42% 8% 
 15 23% 25% 46% 6% 
 16 22% 16% 51% 11% 
 
Average 22% 18% 52% 9% 
Percentage of 82% traction energy 18% 14% 43% 7% 
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Appendix B  
Table B.1 Empirical data collected illustrating energy consumption when the heating system on an EV is operating 
Experiment # 
Duration of 
trip, seconds 
Energy traction, 
kWh 
Energy 
regen, kWh 
Energy 
heat, kWh 
Climate energy 
consumption, % 
Regenerative 
energy 
consumption, % 
Total energy 
losses, kWh 
Net energy, 
kWh  
ratio 
regen/tract 
1 1260 1.2 0.3 0.5 29% 18% 1.7 1.4 0.3 
2 
 
0.3 0.1 0 
 
33% 0.3 0.2 0.3 
3 
 
0.7 0 0 
  
0.7 0.7 0.0 
4 
 
0.3 0.1 0 
 
33% 0.3 0.2 0.3 
5 300 0.1 0 0.1 50% 
 
0.2 0.2 0.0 
6 540 0.1 0.2 0 
 
200% 0.1 -0.1 2.0 
7 480 0.6 0 0.1 14% 
 
0.7 0.7 0.0 
8 780 1.1 0.2 0.2 15% 15% 1.3 1.1 0.2 
9 
 
1.2 0.3 0 
 
25% 1.2 0.9 0.3 
10 660 1.2 0.3 0.2 14% 21% 1.4 1.1 0.3 
11 600 0.9 0.2 0.1 10% 20% 1 0.8 0.2 
12 480 0.6 0 0.2 25% 
 
0.8 0.8 0.0 
13 2520 4.9 0.8 0.3 6% 15% 5.2 4.4 0.2 
14 2520 4.1 0.8 0.2 5% 19% 4.3 3.5 0.2 
15 1080 1.6 0.3 0.2 11% 17% 1.8 1.5 0.2 
16 480 0.6 0.2 0.1 14% 29% 0.7 0.5 0.3 
17 1020 1.2 0.3 0.2 14% 21% 1.4 1.1 0.3 
18 1320 1.3 0.4 0.1 7% 29% 1.4 1 0.3 
19 420 0.8 0.1 0.1 11% 11% 0.9 0.8 0.1 
20 
 
2.3 0.7 0 
 
30% 2.3 1.6 0.3 
21 
 
1.5 0.4 0 
 
27% 1.5 1.1 0.3 
22 
 
0.4 0 0 
  
0.4 0.4 0.0 
23 
 
1 0.2 0 
 
20% 1 0.8 0.2 
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24 960 1.3 0.3 0.2 13% 20% 1.5 1.2 0.2 
25 720 1.1 0.3 0.1 8% 25% 1.2 0.9 0.3 
26 900 1.2 0.3 0.1 8% 23% 1.3 1 0.3 
27 480 0.4 0.1 0.1 20% 20% 0.5 0.4 0.3 
28 480 0.7 0.1 0 
 
14% 0.7 0.6 0.1 
29 1020 1.4 0.4 0.2 13% 25% 1.6 1.2 0.3 
30 900 1.4 0.4 0.1 7% 27% 1.5 1.1 0.3 
31 600 0.8 0.1 0.2 20% 10% 1 0.9 0.1 
32 900 1.3 0.4 0.2 13% 27% 1.5 1.1 0.3 
33 480 0.9 0.2 0.1 10% 20% 1 0.8 0.2 
34 780 0.5 0.1 0.2 29% 14% 0.7 0.6 0.2 
35 660 0.7 0.1 0.1 13% 13% 0.8 0.7 0.1 
36 720 0.5 0.2 0.1 17% 33% 0.6 0.4 0.4 
37 1800 2 0.4 0 
 
20% 2 1.6 0.2 
38 1020 0.6 0.1 0.2 25% 13% 0.8 0.7 0.2 
39 600 0.4 0 0.1 20% 
 
0.5 0.5 0.0 
40 720 0.4 0.1 0.1 20% 20% 0.5 0.4 0.3 
41 600 0.7 0.1 0.2 22% 11% 0.9 0.8 0.1 
42 840 1.3 0.3 0.3 19% 19% 1.6 1.3 0.2 
43 660 0.9 0.2 0.2 18% 18% 1.1 0.9 0.2 
44 420 0.5 0.1 0.2 29% 14% 0.7 0.6 0.2 
45 1500 1.4 0.4 0.6 30% 20% 2 1.6 0.3 
46 480 0.7 0.1 0.1 13% 13% 0.8 0.7 0.1 
47 660 0.4 0.1 0.1 20% 20% 0.5 0.4 0.3 
48 540 0.9 0.1 0.2 18% 9% 1.1 1 0.1 
49 420 0.7 0.3 0.1 13% 38% 0.8 0.5 0.4 
50 1320 1.3 0.3 0.4 24% 18% 1.7 1.4 0.2 
51 540 0.8 0.1 0.1 11% 11% 0.9 0.8 0.1 
52 540 0.8 0.1 0.2 20% 10% 1 0.9 0.1 
53 480 0.6 0.2 0.1 14% 29% 0.7 0.5 0.3 
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54 1200 1.5 0.3 0.3 17% 17% 1.8 1.5 0.2 
55 1140 1.3 0.4 0.3 19% 25% 1.6 1.2 0.3 
56 420 0.8 0.2 0 
 
25% 0.8 0.6 0.3 
57 1800 3.5 0.7 0.2 5% 19% 3.7 3 0.2 
58 840 1.5 0.5 0.1 6% 31% 1.6 1.1 0.3 
59 540 0.7 0.1 0.1 13% 13% 0.8 0.7 0.1 
60 420 1.2 0.2 0.1 8% 15% 1.3 1.1 0.2 
61 1080 1.2 0.2 0.3 20% 13% 1.5 1.3 0.2 
62 420 0.7 0.1 0.1 13% 13% 0.8 0.7 0.1 
63 420 0.4 0.1 0.1 20% 20% 0.5 0.4 0.3 
64 1260 1.6 0.4 0.3 16% 21% 1.9 1.5 0.3 
65 780 1.2 0.2 0.5 29% 12% 1.7 1.5 0.2 
66 2220 1.3 0.3 0.4 24% 18% 1.7 1.4 0.2 
67 780 1 0.1 0.3 23% 8% 1.3 1.2 0.1 
68 1500 1.4 0.3 0.4 22% 17% 1.8 1.5 0.2 
69 840 1 0.2 0.3 23% 15% 1.3 1.1 0.2 
70 480 0.9 0.2 0.1 10% 20% 1 0.8 0.2 
71 1260 1.1 0.3 0.4 27% 20% 1.5 1.2 0.3 
72 1140 1.3 0.2 0.2 13% 13% 1.5 1.3 0.2 
73 420 0.8 0.1 0.4 33% 8% 1.2 1.1 0.1 
74 420 0.5 0.1 0.2 29% 14% 0.7 0.6 0.2 
75 1620 1.4 0.3 0.5 26% 16% 1.9 1.6 0.2 
76 
 
0.8 0.1 0.2 20% 10% 1 0.9 0.1 
77 1500 1.8 0.4 0.4 18% 18% 2.2 1.8 0.2 
78 
 
0.5 0 0.1 17% 
 
0.6 0.6 0.0 
79 
 
0.4 0 0 
  
0.4 0.4 0.0 
80 
 
0.6 0.2 0.2 25% 25% 0.8 0.6 0.3 
81 1020 1.2 0.3 0.3 20% 20% 1.5 1.2 0.3 
82 960 1.2 0.2 0.3 20% 13% 1.5 1.3 0.2 
83 480 0.7 0.1 0.1 13% 13% 0.8 0.7 0.1 
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84 540 0.5 0.2 0.1 17% 33% 0.6 0.4 0.4 
85 900 0.7 0.2 0.3 30% 20% 1 0.8 0.3 
86 1320 1.6 0.2 0.3 16% 11% 1.9 1.7 0.1 
87 
 
0.4 0.1 0.2 33% 17% 0.6 0.5 0.3 
88 
 
0.8 0.1 0 
 
13% 0.8 0.7 0.1 
89 
 
0.4 0.1 0.2 33% 17% 0.6 0.5 0.3 
90 
 
0.8 0.1 0 
 
13% 0.8 0.7 0.1 
91 1140 1.5 0.3 0.4 21% 16% 1.9 1.6 0.2 
92 
 
0.3 0.1 0.1 25% 25% 0.4 0.3 0.3 
93 900 1.3 0.3 0.1 7% 21% 1.4 1.1 0.2 
    Average consumption 18% 21%       
 
 
 
 
 
 
 
 
  
 
2
1
7
 
Appendix C  
Table C.1 Empirical data collected illustrating EV energy demand when the cooling system is in operation 
Experiment # 
Duration of 
trip, seconds 
Energy traction, 
kWh 
Energy 
regen, kWh 
Energy 
cooling, kWh 
Traction energy 
consumption, % 
Regenerative energy 
consumption, % 
Cooling energy 
consumption, % 
1 1860 2.4 0.7 0.1 96% 28% 4% 
2 2520 3.8 0.9 0.2 95% 23% 5% 
3 960 0.4 0.2 0.4 50% 25% 50% 
4 521 0.6 0 0.1 86% 0% 14% 
5 600 1.3 0.4 0.1 93% 29% 7% 
6 540 0.6 0.2 0.1 86% 29% 14% 
7 1380 1.6 0.5 0.2 89% 28% 11% 
8 660 0.7 0.1 0.1 88% 13% 13% 
9 1260 1.3 0.4 0.2 87% 27% 13% 
10 540 1.4 0.4 0.1 93% 27% 7% 
        Average 86% 23% 14% 
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Appendix D  
VBA numerical model developed for predicting temperature in a cabin space; Nodal 
analysis 
Public timeint As Double 
Public mcEXT As Double 
Public exRes As Double 
Public UA As Double 
Dim Q(3000) As Double 
Dim Nextrnl(20) As Double 
Dim seat(20) As Double 
Dim datarow As Integer 
 
Sub Cabin_Temperature() 
datarow = Sheets("Macro Model").Cells(6, 2).Value 
 
StartRow = Sheets("Macro Model").Cells(datarow, 1).Value 
EndRow = Sheets("Macro Model").Cells(datarow, 2).Value 
Tempin = Sheets("Macro Model").Cells(datarow, 3).Value 
Tempout = Sheets("Macro Model").Cells(datarow, 4).Value 
UA = Sheets("Macro Model").Cells(2, 2).Value 
mc = Sheets("Macro Model").Cells(3, 2).Value 
timeint = Sheets("Macro Model").Cells(5, 2).Value 
 
'First read external material value' 
ExDen = Sheets("Macro Model").Cells(8, 2).Value 
ExCon = Sheets("Macro Model").Cells(9, 2).Value 
ExCp = Sheets("Macro Model").Cells(10, 2).Value 
EXthick = Sheets("Macro Model").Cells(11, 2).Value 
ExArea = Sheets("Macro Model").Cells(12, 2).Value 
ExNON = Sheets("Macro Model").Cells(13, 2).Value 
 
'Read Seat value' 
sDen = Sheets("Macro Model").Cells(8, 3).Value 
sCon = Sheets("Macro Model").Cells(9, 3).Value 
sCp = Sheets("Macro Model").Cells(10, 3).Value 
sthick = Sheets("Macro Model").Cells(11, 3).Value 
sArea = Sheets("Macro Model").Cells(12, 3).Value 
sNON = Sheets("Macro Model").Cells(13, 3).Value 
 
'1st Level calcs' 
 
EXDeltaX = EXthick / (ExNON - 1) 
sDeltaX = sthick / (sNON - 1) 
exRes = EXDeltaX / ExCon 
sRes = sDeltaX / sCon 
 
Sheets("Macro Model").Cells(16, 2).Value = EXDeltaX 
Sheets("Macro Model").Cells(16, 3).Value = sDeltaX 
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Sheets("Macro Model").Cells(17, 2).Value = exRes 
Sheets("Macro Model").Cells(17, 3).Value = sRes 
 
mcEXT = ExDen * ExCp * EXthick * ExArea 
mcS = sDen * sCp * sthick * sArea 
Sheets("Macro Model").Cells(18, 2).Value = mcEXT 
Sheets("Macro Model").Cells(18, 3).Value = mcS 
 
mcEXTLay = mcEXT / (ExNON - 2) 
mcSLAY = mcS / (sNON - 2) 
 
Sheets("Macro Model").Cells(19, 2).Value = mcEXTLay 
Sheets("Macro Model").Cells(19, 3).Value = mcSLAY 
 
EXDelmcpercent = ((mcEXT + mcS) - mc) / mc 
Sheets("Macro Model").Cells(20, 2).Value = EXDelmcpercent 
  
'Headings depending on Nodes 
TitleNoEx = Sheets("Macro Model").Cells(13, 2).Value 
For i = 1 To TitleNoEx 
Sheets("Macro Model").Cells(1, 8 + i).Value = "F" & i + 1 
Next i 
 
For j = 1 To Int(0.5 * sNON + 1) 
x = TitleNoEx + 7 
Sheets("Macro Model").Cells(1, x + j).Value = "S" & j 
Next j 
  
'%Area for model 
ExRatio = (ExArea / (ExArea + sArea)) 
SRatio = (sArea / (ExArea + sArea)) 
Sheets("Macro Model").Cells(26, 2).Value = ExRatio 
Sheets("Macro Model").Cells(26, 3).Value = SRatio 
 
'Prediction heat Model 
'1st lines 
For i = 1 To ExNON - 1 
Line1temp = (Tempin - Tempout) / (ExNON - 1) 
Sheets("Macro Model").Cells(StartRow, 8 + i).Value = Cells(StartRow, 7 + i) + Line1temp 
abcd = -999 
Next i 
 
x = ExNON + 7 
For a = 1 To Int(0.5 * sNON + 1) 
h = Tempin 
Sheets("Macro Model").Cells(StartRow, x + a).Value = h 
Next a 
'Predict model 
For niter = 1 To ExNON 
Nextrnl(niter) = Sheets("Macro Model").Cells(StartRow, 7 + niter).Value 
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abcd = -999 
Next niter 
 
For miter = 1 To Int(0.5 * sNON + 1) 
seat(miter) = Sheets("Macro Model").Cells(StartRow, 7 + ExNON + miter).Value 
abcd = -999 
Next miter 
     
For k = StartRow + 1 To EndRow 
Q(k) = Sheets("Macro Model").Cells(k, 7).Value - UA * (Tempin - Tempout) 
 
For niter = 2 To ExNON 
If (niter = ExNON) Then 
Nextrnl(niter) = Nextrnl(niter) + (timeint / mcEXTLay) * ((Nextrnl(niter - 1) - Nextrnl(niter)) / 
exRes + ExRatio * Q(k)) 
GoTo 101 
End If 
 
abcd = -999 
 
Nextrnl(niter) = Nextrnl(niter) + (timeint / mcEXTLay) * ((Nextrnl(niter - 1) - Nextrnl(niter)) / 
exRes + (Nextrnl(niter + 1) - Nextrnl(niter)) / exRes) 
101 
Sheets("Macro Model").Cells(k, niter + 7).Value = Nextrnl(niter) 
Next niter 
 
For miter = 1 To Int(0.5 * sNON + 1) 
If (miter = 1) Then 
seat(miter) = seat(miter) + (timeint / mcSLAY) * ((seat(miter + 1) - seat(miter)) / sRes + SRatio * 
Q(k)) 
GoTo 102 
End If 
 
If (miter = Int(0.5 * sNON + 1)) Then 
seat(miter) = seat(miter) + 2 * (timeint / mcSLAY) * ((seat(miter - 1) - seat(miter)) / sRes) 
GoTo 102 
End If 
 
seat(miter) = seat(miter) + (timeint / mcSLAY) * ((seat(miter - 1) - seat(miter)) / sRes + 
(seat(miter + 1) - seat(miter)) / sRes) 
102 
Sheets("Macro Model").Cells(k, 7 + ExNON + miter).Value = seat(miter) 
abcd = -999 
Next miter 
Next k 
End Sub 
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Appendix E  
E.1 VBA for space heating no ventilation operating; Solar space 
heating 
Public UA As Double 
Public mc As Double 
Public cp As Double 
Public TempOut(12000) As Double 
Public Q(12000) As Double 
Public x As Double 
Public TimeInt As Integer 
Public DataRow As Integer 
Public StartRow As Integer 
Public EndRow As Integer 
 
Sub Temp_NoVent() 
Dim CabinTemp(12000) As Double 
 
UA = Sheets("cooling model").Cells(3, 8).Value 
mc = Sheets("cooling model").Cells(4, 8).Value 
cp = Sheets("cooling model").Cells(5, 8).Value 
SysUsed = Sheets("cooling model").Cells(6, 8).Value 
TimeInt = Sheets("cooling model").Cells(7, 8).Value 
 
DataRow = Sheets("cooling model").Cells(8, 8) 
StartRow = Sheets("cooling model").Cells(DataRow, 11).Value 
EndRow = Sheets("cooling model").Cells(DataRow, 12).Value 
 
'First temp 
x = Sheets("cooling model").Cells(StartRow, 3).Value 
Sheets("cooling model").Cells(StartRow, 5) = x 
 
For i = StartRow + 1 To EndRow 
Q(i) = Sheets("cooling model").Cells(i, 4).Value 
TempOut(i) = Sheets("cooling model").Cells(i - 1, 2).Value 
CabinTemp(i) = Sheets("cooling model").Cells(i - 1, 5).Value + TimeInt * ((Q(i) - UA * 
(Sheets("cooling model").Cells(i - 1, 5).Value - TempOut(i))) / mc) 
Sheets("cooling model").Cells(i, 5) = CabinTemp(i) 
Next i 
End Sub 
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E.2 VBA for ventilation system in operation 
Sub Temp_Vent() 
Dim FanOn As Integer 
Dim FanOff As Integer 
Dim CabinTempVent(12000) As Double 
Dim CabinTempHeat(12000) As Double 
Dim Qvent(12000) As Double 
Dim mc As Double 
 
UA = Sheets("cooling model").Cells(3, 8).Value 
mc = Sheets("cooling model").Cells(4, 8).Value 
cp = Sheets("cooling model").Cells(5, 8).Value 
SysUsed = Sheets("cooling model").Cells(6, 8).Value 
TimeInt = Sheets("cooling model").Cells(7, 8).Value 
m4 = Sheets("cooling model").Cells(13, 8).Value 
m2 = Sheets("cooling model").Cells(13, 9).Value 
 
DataRow = Sheets("cooling model").Cells(8, 8) 
StartRow = Sheets("cooling model").Cells(DataRow, 11).Value 
EndRow = Sheets("cooling model").Cells(DataRow, 12).Value 
FanOn = Sheets("cooling model").Cells(DataRow, 13).Value 
FanOff = Sheets("cooling model").Cells(DataRow, 14).Value 
mc = Sheets("cooling model").Cells(4, 8).Value 
 
x = Sheets("cooling model").Cells(StartRow, 3).Value 
Sheets("cooling model").Cells(StartRow, 6) = x 
 
For a = StartRow + 1 To FanOn - 1 
Q(a) = Sheets("cooling model").Cells(a, 4).Value 
TempOut(a) = Sheets("cooling model").Cells(a - 1, 2).Value 
CabinTempHeat(a) = Sheets("cooling model").Cells(a - 1, 6).Value + TimeInt * ((Q(a) - UA * 
(Sheets("cooling model").Cells(a - 1, 6).Value - TempOut(a))) / mc) 
Sheets("cooling model").Cells(a, 6) = CabinTempHeat(a) 
Next a 
 
For b = FanOn To FanOff 
If SysUsed = 5.3 Then 
m = m4 
GoTo 102 
End If 
 
If SysUsed = 21 Then 
m = m2 
End If 
 
102 
Q(b) = Sheets("cooling model").Cells(b, 4).Value 
TempOut(b) = Sheets("cooling model").Cells(b - 1, 2).Value 
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Qvent(b) = m * cp * (Sheets("cooling model").Cells(b - 1, 6).Value - TempOut(b)) 
CabinTempVent(b) = Sheets("cooling model").Cells(b - 1, 6).Value + TimeInt * ((Q(b) - Qvent(b) 
- UA * (Sheets("cooling model").Cells(b - 1, 6).Value - TempOut(b))) / mc) 
Sheets("cooling model").Cells(b, 6) = CabinTempVent(b) 
Next b 
 
abc = 999 
 
For c = FanOff + 1 To EndRow 
Q(c) = Sheets("cooling model").Cells(c, 4).Value 
TempOut(c) = Sheets("cooling model").Cells(c - 1, 2).Value 
CabinTempHeat(c) = Sheets("cooling model").Cells(c - 1, 6).Value + TimeInt * ((Q(c) - UA * 
(Sheets("cooling model").Cells(c - 1, 6).Value - TempOut(c))) / mc) 
Sheets("cooling model").Cells(c, 6) = CabinTempHeat(c) 
Next c 
End Sub 
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Appendix F  
F.1 Thermal model results for solar space heating temperature 
prediction model.  
 
Figure F.1 Solar space heating; 11th June, 2015 
 
Figure F.2 Validation of thermal model; 11th June, 2015 
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Figure F.3 Solar space heating; 16th July, 2015 
 
Figure F.4 Validation of the thermal model; 16th July, 2015 
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Figure F.5 Solar space heating; 23rd October, 2015 
 
Figure F.6 Validation of thermal model; 23rd October, 2015 
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Figure F.7 Solar space heating; 19th November, 2015 
 
Figure F.8 Validation of thermal model; 19th November, 2015 
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F.2 Thermal model results for auxiliary heating temperature prediction 
model 
 
Figure F.9 Auxiliary heating; 4th December, 2015 
 
Figure F.10 Validation of thermal model; 4th December, 2015 
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Figure F.11 Auxiliary heating; 13th January, 2016 
 
Figure F.12 Validation of thermal model; 13th January, 2016 
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Figure F.13 Auxiliary heating; 13th April, 2016 
 
Figure F.14 Validation of thermal model; 13th April, 2016 
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F.3 Thermal model results for four 5.3W temperature prediction 
model 
 
Figure F.15 Four 5.3W cooling system; 7th July, 2016 
 
Figure F.16 Validation of thermal model; 7th July, 2016 
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Figure F.17 Four 5.3W cooling system; 8th July, 2016 
 
Figure F.18 Validation of thermal model; 8th July, 2016 
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Figure F.19 Four 5.3W cooling system; 9th July, 2016 (morning) 
 
Figure F.20 Validation of thermal model; 9th July, 2016 (morning) 
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Figure F.21 Four 5.3W cooling system; 9th July, 2016 (afternoon) 
 
Figure F.22 Validation of thermal model; 9th July, 2016 (afternoon) 
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Figure F.23 Four 5.3W cooling system; 16th July, 2016 
 
Figure F.24 Validation of thermal model; 16th July, 2016 
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F.4 Thermal model results for two 21W temperature prediction model 
 
Figure F.25 Two 21W cooling system; 13th August, 2016 
 
Figure F.26 Validation of thermal model; 13th August, 2016 
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Appendix G   
Thermal algorithm used to predict the indoor cabin temperature should the extractor 
fans not be in use. Thus, the validation of the proposed system is illustrated in the 
following figures.  
Four 5.3W extractor fan system 
 
Figure G.1 Thermal algorithm applied to predict the outcome of temperature with no cooling system; 12th June, 
2015 
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Figure G.2 Thermal algorithm applied to predict the outcome of temperature with no cooling system; 3rd July, 2015 
 
Figure G.3 Thermal algorithm applied to predict the outcome of temperature with no cooling system; 7th July, 2015 
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Figure G.4 Thermal algorithm applied to predict the outcome of temperature with no cooling system; 8th July, 2015 
 
Figure G.5 Thermal algorithm applied to predict the outcome of temperature with no cooling system; 9th July, 2015 
(morning) 
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Figure G.6 Thermal algorithm applied to predict the outcome of temperature with no cooling system; 9th July, 2015 
(afternoon) 
 
Figure G.7 Thermal algorithm applied to predict the outcome of temperature with no cooling system; 16th July, 2015 
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Two 21W fan system 
 
Figure G.8 Thermal algorithm applied to predict the outcome of temperature with no cooling system; 12th August, 
2015 
 
Figure G.9 Thermal algorithm applied to predict the outcome of temperature with no cooling system; 13th August, 
2015 
0
100
200
300
400
500
600
700
800
900
0
5
10
15
20
25
30
35
0 5000 10000 15000 20000 25000 30000 35000 40000
S
o
la
r 
p
o
w
er
, 
W
 
T
em
p
er
at
u
re
, 
°C
 
Time, s 
Measured inside temperature, °C Outside ambient temperature, °C
Computed temperature inside vehicle (fans off), °C Computed temperature inside vehicle (fans on), °C
Computed temperature inside vehicle (fans off), °C Predicted temperature (fans off), °C
Solar power, W
0
100
200
300
400
500
600
700
800
0
5
10
15
20
25
30
35
40
0 5000 10000 15000 20000 25000 30000 35000 40000 45000 50000
P
o
w
er
, 
W
 
T
em
p
er
at
u
re
, 
°C
 
Time, s 
Measured inside temperature, °C Outside ambient temperature, °C
Computed temperature inside vehicle (fans off), °C Computed temperature inside vehicle (fans on), °C
Computed temperature inside vehicle (fans off), °C Predicted temperature (fans off), °C
Solar power, W
 242 
 
 
Figure G.10 Thermal algorithm applied to predict the outcome of temperature with no cooling system; 15th August, 
2015 
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Appendix H  
Macros used to analyse the monthly cabin temperature for obtained annual solar 
radiation and temperature data 
Sub HeatAnalysis() 
Dim Q(1 To 100000) As Double 
Dim tout(1 To 100000) As Double 
  
UA = Sheets("Sheet1").Cells(3, 2).Value 
mc = Sheets("Sheet1").Cells(4, 2).Value 
DataRows = Sheets("Sheet1").Cells(7, 2).Value 
timeint = Sheets("Sheet1").Cells(8, 2).Value 
 
For i = 1 To DataRows - 1 
x = daynum + 1 
daynum = Sheets("Sheet1").Cells(i + 1, 6).Value 
If daynum = x Then 
 
    temp = Sheets("Sheet1").Cells(i + 1, 12).Value 
    Sheets("Sheet1").Cells(i + 1, 13).Value = temp 
 
Else 
Q(i) = Sheets("Sheet1").Cells(1 + i, 11).Value 
tout(i) = Sheets("Sheet1").Cells(1 + i, 12).Value 
     
    temp = temp + timeint * (Q(i) - (UA * (temp - tout(i)))) / mc 
    Sheets("Sheet1").Cells(i + 1, 13).Value = temp 
 
End If 
Next i 
temp = Sheets("Sheet1").Cells(i, 13).Value + 1 
Sheets("Sheet1").Cells(i + 1, 13).Value = temp 
End Sub 
 
