Abstract. Let {Xn} n≥1 be either a sequence of arbitrary random variables, or a martingale difference sequence, or a centered sequence with a suitable level of negative dependence. We prove Baum-Katz type theorems by only assuming that the variables Xn satisfy a uniform moment bound condition. We also prove that this condition is best possible even for sequences of centered, independent random variables. This leads to Marcinkiewicz-Zygmund type strong laws of large numbers with estimate for the rate of convergence.
1. Introduction 1.1. Motivation and related results. Let {X n } n≥1 be a sequence of random variables, we always assume that they are defined on the same probability space. For all n ∈ N + let S n = n i=1 X i and M n = max 1≤i≤n |S i |. n p/r−2 P(|S n | > εn 1/r ) < ∞ for all ε > 0.
The main goal of the paper is to prove (M) or (S) under different conditions. We may assume that 0 < r < 2 and p ≥ r. Indeed, if p < r then (M) trivially holds. If p ≥ r ≥ 2 then by the central limit theorem the sum in (S) is divergent for all ε > 0 even if {X n } n≥1 is an i.i.d. sequence with mean zero and finite variance. We cite the known results in this subsection, for the new ones see Subsection 1.2. First consider the classical results for i.i.d. random variables. Following Hsu and Robbins [13] we say that a sequence {X n } n≥1 converges completely to 0 if The equivalence of (1) and (2) in the case r = p = 1 is due to Spitzer [24] , the case r = 1, p = 2 is the Hsu-Robbins-Erdős strong law, while the general case is due to Baum and Katz [2] . For the equivalence of (1) and (3) see Chow [5] .
The next theorem is the Marcinkiewicz-Zygmund strong law of large numbers, see [20] . Note that the case p = 1 dates back to Kolmogorov [15] and includes the classical strong law of large numbers. The following statement explains the connection between Theorem 1.2 and the Marcinkiewicz-Zygmund strong law of large numbers and its rate of convergence. It is formulated for arbitrary sequences of random variables, see [7, Remarks 1 and 2] and see also [17, Lemma 4] for the proof of part (ii). Statement 1.4. Let {X n } n≥1 be an arbitrary sequence of random variables, let 0 < r < 2 and let p ≥ r. Assume that (M) holds.
(i) If p = r then for all ε > 0 we have
n/p ) < ∞, which implies that lim n→∞ n −1/p S n = 0 almost surely. (ii) If p > r then for all ε > 0 we have ∞ n=1 n p/r−2 P sup k≥n k −1/r |S k | > ε < ∞.
Since the above probabilities are non-increasing, we obtain that P sup k≥n k −1/r |S k | > ε = o(n 1−p/r ) as n → ∞.
In contrast to Theorems 1.2 and 1.3, we will not assume independence or identical distributions in the following. Now we summarize the known results in this direction, which requires some technical definitions.
The following theorem partly generalizes the Marcinkiewicz-Zygmund strong law of large numbers, see Stout [27, Theorem 3.3.9] and [27, Corollary 3.3.5] . It is based on Chung [6] in the case of independent variables and is implicitly contained in Loève [19] . Its proof uses a conditional three series theorem [27, Theorem 2.8.8].
Theorem 1.5 (Stout) . Let f : [0, ∞) → R + be a non-decreasing function with
Let 0 < p < 2. Let {X n } n≥1 be (i) an arbitrary sequence of random variables if 0 < p < 1 and suppose that x → x p−1 f (x) is non-increasing, (ii) a martingale difference sequence if 1 ≤ p < 2 and assume that x → x p−2 f (x) is non-increasing.
Definition 1.6. We say that the sequence {X n } n≥1 is weakly dominated by a random variable X if there is a constant C ∈ R + such that for all n ∈ N + and x > 0 we have
and weakly mean dominated if
for some C ∈ R + and for all n ∈ N + and x > 0.
The following definition was introduced by Alam and Saxena [1] and Joag-Dev and Proschan [14] . Definition 1.7. A finite family of random variables {X i : 1 ≤ i ≤ n} is called negatively associated (NA) if for every pair of disjoint subsets
for all coordinatewise non-decreasing functions f 1 and f 2 for which the covariance exists. An infinite family of random variables is NA if every finite subfamily is NA.
The following definition is due to Lehmann [18] . Definition 1.8. Two random variables X and Y are called negatively quadrant dependent (NQD) if for all x, y ∈ R we have
Every independent sequence is NA, and each pairwise independent sequence is pairwise NQD. It is proved in [14] Note that it is strongly based on the pioneering work of Wu [29] . Theorem 1.11 (Wu, Tan-Wang-Zhang, Gan-Chen). Let 0 < r ≤ p and 1 ≤ p < 2. Let {X n } n≥1 be a centered, pairwise NQD sequence which is weakly dominated by a random variable X with E(|X| p ) < ∞. Then (S) holds. If r = p then (M) holds. (Miao-Yang-Stoica) . Assume that 0 < r ≤ p < 2. Let {X n } n≥1 be a MDS which is weakly mean dominated by X.
Remark 1.13. Note that (i) is optimal: Elton [9] proved that if X is a centered random variable with E(|X| log + |X|) = ∞ then there is a martingale difference sequence {X n } n≥1 such that X n and X have the same distribution for all n and S n /n → ∞ as n → ∞ almost surely. Thus (M) cannot hold by Statement 1.4 (i).
The above theorem generalizes a result of Dedecker and Merlevéde [7, Theorem 5] for real valued random variables. In the case p ≥ 2 a new phenomenon emerges. For the following theorem see the proofs of [21, Theorems 2.2, 2.4 (3)]. Theorem 1.14 (Miao-Yang-Stoica). Assume that 0 < r < 2 ≤ p and q(r, p) = 2(p − r)/(2 − r). Let {X n } n≥1 be a MDS such that sup n≥1 E(|X n | q ) < ∞.
(ii) If q = q(p, r) then there is a MDS {X n } n≥1 which is weakly dominated by a random variable X satisfying E(|X| q ) < ∞ such that (S) does not hold.
1.2.
The results of the paper. The goal of the paper is to investigate statements (M) and (S) for arbitrary random variables, martingale difference sequences, and centered sequences with a certain level of negative dependence. We will deduce (M) by assuming only a uniform moment condition sup n≥1 E(|X n | q f (|X n |)) < ∞, so in contrast to Theorems 1.9, 1.11, and 1.12 properties (WD) and (WMD) will not be assumed. We will find the smallest possible suitable constant q = q(p, r) which we call the critical exponent. In particular, we generalize Theorems 1.14 and 1.5. We will be also able to determine the precise smaller order term f . Similarly to Theorem 1.5 the function f : [0, ∞) → R + might be any non-decreasing function satisfying ∞ n=1 1/f (2 n ) < ∞, and the finiteness of the sum is really necessary even for (S). By Corollary 3.2 we may assume that f (n) = n o(1) as n → ∞, see also Remark 1.18 for the least possible order of magnitude of f . Stoica claimed similar theorems for martingale difference sequences in [25] and [26] , but those results are incorrect. He stated in [25] that if 0 < r < 2 < p and {X n } n≥1 is a MDS with sup n≥1 E(|X n | p ) < ∞ then (S) holds. This was disproved in [24] , see Theorem 1.14. Theorems 1 and 2 in [26] state that if 1 ≤ r ≤ p < 2 and {X n } n≥1 is a MDS with sup n≥1 E(|X n | p log + |X n |) < ∞ then (S) holds. Theorem 6.5 below witnesses that this is not true even for independent, centered sequences of random variables.
The following theorem is one of the most important results in the paper.
Let 0 < r < 2 and let p ≥ r. Let {X n } n≥1 be a (i) sequence of arbitrary random variables if 0 < r ≤ p ≤ 1 and r < 1, (ii) martingale difference sequence if 1 < p ≤ 2 or r = p = 1, (iii) centered, negatively associated sequence of random variables if p ≥ 2.
We will prove the above theorem in several steps. 
The following theorem shows that the moment conditions above are sharp even for independent, centered random variables, even if r = p and we want to obtain only lim n→∞ n −1/p S n = 0 almost surely, recall Statement 1.4 (i).
Let 0 < r < 2 and let p ≥ r. Then there exists a sequence of independent, centered random variables
Moreover, if r = p then lim sup n→∞ n −1/p S n ≥ 1 almost surely.
First consider Theorem 1.15 (i). In the case of arbitrary random variables we need to suppose that r < 1. Indeed, for 1 ≤ r ≤ p let X n ≡ 1 for all n. Then sup n≥1 E(|X n | q ) = 1 for all q > 0 but
Theorem 1.15 (i) easily follows from the following, more general theorem.
Let 0 < r < 1 and let p ≥ r, and define q = q(r, p) = max{p, (p−r)/(1−r)}. Assume that {X n } n≥1 is a sequence of random variables with
We prove that the above theorem is sharp. By Theorem 6.5 it is enough to consider the case p ≥ 1.
Let 0 < r < 1 ≤ p and let q = q(r, p) = (p − r)/(1 − r). Then there is a sequence of random variables {X n } n≥1 such that sup n≥1 E(|X n | q f (|X n |)) < ∞ and
We prove Theorem 1.15 (ii) for p < 2 as Theorem 5.1. We follow the strategy of the proof of [7, Appendix A.1] . Theorem 4.2 yields that Theorem 1.15 (ii) does not remain true for arbitrary random variables.
The following theorems handle martingale difference sequences in the case p ≥ 2. In particular, the next theorem proves Theorem 1.15 (ii) for p = 2.
The following theorem witnesses that the above result is best possible.
Let 0 < r < 2 ≤ p and let q = q(r, p) = 2(p − r)/(2 − r). Then there is a martingale difference sequence
Miao, Yang, and Stoica proved that the threshold in Theorems 5.2 and 5.4 is at q(r, p) = 2(p − r)/(2 − r), recall Theorem 1.14. We will improve their methods in order to find the precise smaller order term. Theorem 1.15 (iii) is stated as Theorem 6.1, which will simply follow from an inequality of Shao [23] . If 0 < r < 1 then we can remove the assumption that {X n } n≥1 is centered from Theorems 1.16 and 6.1.
Let 0 < r < 1 ≤ p, and let {X n } n≥1 be a sequence of
negatively associated random variables if p ≥ 2.
The above theorems witness that if 0 < r < 2 < p then the critical exponents for independent centered sequences and martingale difference sequences are different, since p < 2(p − r)/(2 − r). See Table 1 for the values of the critical exponents. Table 1 . The critical exponents for different intervals of p and types of sequences. ICS and MDS denote independent, centered sequences, and martingale difference sequences, respectively.
ICS

MDS Arbitrary Sequences
We do not know much about pairwise independent random variables if p ≥ 2.
Problem 1.17. Let 0 < r < 2 ≤ p and let k ≥ 2 be an integer. Let {X n } n≥1 be a sequence of k-wise independent, centered random variables. Do there exist results similar to Theorem 5.2 (replace M n by |S n | if necessary) and Theorem 5.4 with some q = q(r, p, k)? If yes, is it true that q(r, p, k) = p for all r, p, k?
In fact, for some values of r, p, k we can show that q(r, p, k) = p is the critical exponent for (S). The following remark is about the least possible order of magnitude of f in the above theorems.
Remark 1.18. Let log
+ (x) = max{1, log x} for x > 0 and log
It is easy to see that for all m ∈ N + and ε > 0 we have
In Section 2 we recall some definitions and easy facts. In Section 3 we prove a number of technical lemmas. Section 4 is devoted to arbitrary random variables. In Section 5 we prove our theorems about martingale difference sequences. Finally, in Section 6 we verify Theorems 6.1 and 6.5, and Corollary 6.3. Note that the proofs after Section 3 can be read independently of each other.
Preliminaries
Let {X n } n≥1 be a sequence of random variables defined on the probability space (Ω, F , P). It is a martingale difference sequence if there is a filtration {F n } n≥0 such that F 0 = {∅, Ω}, X n is measurable with respect to F n , and E(X n | F n−1 ) = 0 for all n ∈ N + . We may assume without loss of generality that F n = σ(X 1 , . . . , X n ) is the σ-algebra generated by X 1 , . . . , X n for all n ∈ N + . A random variable is called centered if E(X) = 0.
Let E ⊂ R and let f : E → R. We say that f is non-decreasing (or increasing) if for all x, y ∈ E, x < y we have f (x) ≤ f (y) (or f (x) < f (y)). We can similarly define the notions non-increasing and decreasing, and if E = N + then our definitions extend to sequences as well. Let I(A) denote the indicator function of an event A. We use the notation a b if a ≤ cb with some c ∈ R + , where c depends only on earlier fixed constants. The notation a n = o(b n ) as n → ∞ means that lim n→∞ a n /b n = 0. We need the following facts.
+ be a non-decreasing function. Then the following statements are equivalent:
The equivalence (i) ⇔ (iii) above follows from the equiconvergence of the series ∞ n=1 a n and ∞ n=1 2 n a 2 n for any non-increasing, positive sequence {a n } n≥1 . Easy comparison implies the equivalences (i) ⇔ (ii) and (iii) ⇔ (iv). < ∞.
The concept of martingale and the following inequality are due to J. L. Doob, see e.g. [ 
Theorem 2.3 (Doob's inequality). Let {X i : 1 ≤ i ≤ n} be a finite martingale difference sequence and let p ≥ 1. Then for all t > 0 we have
Technical lemmas
Lemma 3.1. Let {a n } n≥1 be a positive, non-increasing sequence such that
Then there is a non-increasing sequence {b n } n≥1 such that (1) b n ≥ a n for all n ≥ 1,
∞ n=1 b n < ∞. Proof. Fix a positive sequence {c k } k≥1 such that c k ր 1. We can choose an increasing sequence of positive integers {n k } k≥1 such that for all k ∈ N + we have
We will construct b n recursively. Let b n = a n if n ≤ n 1 . For every k ∈ N + and n k < n ≤ n k+1 define b n = max{a n , c k b n−1 }.
Then clearly (1) holds and b n ≤ b n−1 for all n ≤ n 1 . Assume n k < n ≤ n k+1 for some k. Then a n ≤ a n−1 ≤ b n−1 and our definition imply that
so b n is non-increasing. Now we show (2) . Assume that n > n k . Let n m < n ≤ n m+1 for some m ≥ k. As the sequence c k is monotone increasing, we have
Finally, we prove (3). For all n ≥ n 1 define d n,n = a n and for i ≥ n+1 recursively define
Let ℓ ≥ n 1 be fixed. Let n = n(ℓ) be the largest integer such that n 1 ≤ n ≤ ℓ and b n = a n . As b n1 = a n1 , we obtain that n exists. Then b ℓ = d n,ℓ by our definitions. As the map ℓ → d n(ℓ),ℓ is clearly one-to-one, we have
.
For each j ≥ 2 the definition of d n,i and (3.2) imply that
By (3.4) and (3.5) for all n ≥ n 1 we obtain
Therefore (3.3), (3.6), and (3.1) imply that
Thus (3) holds, and the proof is complete.
Then there is a non-decreasing function f : [0, ∞) → R + such that
Proof. First we define f (2 n ) for all n ∈ N + . We apply Lemma 3.1 for the sequence a n = 1/g(2 n ), let {b n } n≥1 be a sequence satisfying properties (1)-(3) in Lemma 3.1. Define f (2 n ) = 1/b n for all n ∈ N + . Then (i) holds by (3), and by (2) for all n we have
so (ii) is satisfied. Since b n is non-increasing, the sequence {f (2 n )} n≥1 is nondecreasing. Let f : [0, ∞) → R + be any non-decreasing function extending the sequence {f (2 n )} n≥1 . Clearly for all n ∈ N + we have
Thus monotonicity, (3.8), and (3.7) imply that for all n ∈ N + and 2
as n → ∞. The proof is complete.
Proof. By Corollary 3.2 we may assume that
Let f (2 n ) = g(2 n ) for all n ∈ N + , then clearly (i) and (ii) hold. Each non-decreasing function f : [0, ∞) → R + extending the sequence {f (2 n )} n≥1 satisfies (iii). Indeed, monotonicity, f (2 n+1 ) = g(2 n+1 ), and (3.9) imply that for every n ∈ N + and 2 n ≤ x ≤ 2 n+1 we have
and let us define
Then clearly
Since r n (x) ≥ 0 for all n ∈ N + and 0 ≤ x ≤ 2 n , the function f is non-decreasing. As r n (0) = r n (2 n ) = 0, we obtain that f is continuously differentiable such that f ′ (x) = 0 if 0 < x ≤ 2 and f ′ (2 n + x) = r n (x) for all n ∈ N + . It is easy to see that f ′′ (2 n ) = 0 for all n ∈ N + , so the formula of f ′ (x) implies that f ′ is continuously differentiable, thus (iv) holds. Let n ∈ N + and 0 ≤ x ≤ 2 n . Then r n (x) ≤ 2q n , (3.10), and (ii) yield that
as n → ∞, so (vi) holds. The proof is complete.
for all q > 1 there is a convex increasing function g q : [0, ∞) → R + and N q > 0 such that g q is affine on [0, N q ] and g q (x) = x q f (x) for all x ≥ N q .
Proof. Let us choose a non-decreasing function f : [0, ∞) → R + for which properties (i)-(vi) of Lemma 3.3 hold. Then clearly f satisfies (1), (2), and (3). First we prove property (4). By (v) of Lemma 3.3 we have
if x ≥ R c with some constant R c > 0, which proves (4). Now we show (5). Let f p (x) = x p f (x), using (v) and (vi) of Lemma 3.3 we obtain that f 11) we have f ′′ p (x) < 0 for x ≥ N p , so g p is increasing and concave. We only need to show that g p (0) > 0. Indeed, by (3.12) we obtain that
Finally, we prove (6). Let f q (x) = x q f (x), similarly to (3.11) we obtain that
with slope ε q . Clearly g q is increasing and convex, so we only need to show that g q (0) > 0. Indeed, we have
Hence (6) holds, and the proof is complete.
Then there is a non-decreasing function
is piecewise linear, increasing, and convex on [0, ∞).
Define a n = g(2 n ) for all n ∈ N + . Define the sequence {b n } n≥1 for all n ∈ N + such that b 1 = a 1 , b 2 = a 2 , and for all n ∈ N + we recursively define (3.14)
The definition clearly implies that for all n ∈ N + we have
First we show that b n is non-decreasing. Indeed, b 2 ≥ b 1 and assume by induction that b n+1 ≥ b n for some n ≥ 1, then b n+2 ≥ (3/2)b n+1 − (1/2)b n ≥ b n+1 . Now we prove that for all n ∈ N + we have (3.16) b n a n ≤ 2.
Fix an arbitrary integer m ≥ 3 and let k be the largest integer such that 2 ≤ k ≤ m and b k = a k . As b 2 = a 2 , we obtain that k exists. Let us define {c n } n≥0 such that c 0 = b k−1 , c 1 = b k , and for all n ∈ N let
Then clearly b m = c m−k+1 . Solving the linear recursion for c n and using that 0 < c 0 ≤ c 1 we obtain for all n ∈ N that c n = 2c 1 − c 0 + c 0 − c 1 2 n−1 < 2c 1 . Thus b m = c m−k+1 < 2c 1 = 2b k = 2a k . Therefore the monotonicity of the sequence {a n } n≥1 implies that
so (3.16) holds. Let us define f : [0, ∞) → R + as follows. Let f (2 n ) = b n for all n ∈ N + , and let
Since {b n } n≥1 is non-decreasing, it is easy to see that f is non-decreasing and continuous. Then b n ≥ a n and ∞ n=1 1/a n < ∞ yield that (i) holds. Let us define e n = b n+1 /b n for all n ∈ N + and let E = lim sup n→∞ e n . Clearly e n ≥ 1 for all n, so it is enough to show for (ii) that E ≤ 1. By b n+1 ≥ a n+1 and (3.13) we obtain that (3.18) lim sup
For all n ∈ N + we have
Then (3.14), (3.18) , and (3.19) yield that
Solving the above inequality implies that E ≤ 1, so (ii) is satisfied. Monotonicity, (3.17) , and (3.13) imply that for all n ∈ N + and 2
, and for all n ∈ N + and 0 ≤ x ≤ 2 n we have
Clearly h is continuous and increasing. We obtain that h is affine on [0, 2] with slope d 0 := b 1 , and for each n ∈ N + it is also affine on [2 n , 2 n+1 ] with slope d n := 2b n+1 − b n , so h is piecewise linear. In order to prove that h is convex, we need to prove that the sequence {d n } n≥0 is non-decreasing. Clearly d 1 ≥ d 0 and by (3.15) for all n ∈ N + we have
Thus {d n } n≥0 is non-decreasing, so (iv) holds. The proof is complete.
Lemma 3.6. Let g : [0, ∞) → R + be a non-decreasing function such that
Let q ≥ 1. Then there is a non-decreasing function f : [0, ∞) → R + such that (1)
. By (1) we have
thus (ii) is satisfied. The definitions and (3) yield that
, then (4) yields that f q is an increasing convex function which is affine on [0, N q ] and for all x ≥ N q we have
hence (iv) holds. The proof is complete.
Sequences of arbitrary random variables
The main goal of this section is to prove Theorems 4.1 and 4.2.
Theorem 4.1. Let f : [0, ∞) → R + be a non-decreasing function such that
Let 0 < r < 1 and let r ≤ p, and define q = q(r, p) = max{p, (p−r)/(1−r)}. Assume that {X n } n≥1 is a sequence of random variables with sup n≥1 E(|X n | q f (|X n |)) < ∞. Then for all ε > 0 we have
Proof. Let ε > 0 be arbitrarily fixed. We may assume that X i ≥ 0 for all i, otherwise we can replace X i by |X i |. Thus M n = S n for all n ∈ N + . First suppose that p < 1, then q = p. We may assume by Corollary 3.4 (5) and Fact 2.2 that there exists an N p > 0 and a concave increasing function
As g p is concave with g p (0) = 0, it is subadditive. Fix an integer n 0 ≥ (N p /ε) r . Markov's inequality, the fact that g p is increasing and subadditive, and (4.1) imply that for each ε > 0 and n ≥ n 0 we have
Therefore by Fact 2.1 we have
which completes the proof for p < 1. Now assume that p ≥ 1, then q = (p − r)/(1 − r) ≥ 1. We may assume by Corollary 3.4 (6), Lemma 3.5, and Fact 2.2 that there is an N q > 0 and an increasing convex function
Fix an integer n 1 ≥ (N q /ε) r/(1−r) . Markov's inequality, the fact that g q is increasing and Jensen's inequality holds for the convex g q , and (4.2) imply that for each ε > 0 and n ≥ n 1 we have
Thus the above inequality and Fact 2.1 yields that
This concludes the proof.
Let 0 < r < 1 ≤ p and let q = q(r, p) = (p − r)/(1 − r). Then there is a sequence of random variables
f (4 1+k(1/r−1) ) .
The above inequality and Fact 2.1 imply that
The proof is complete.
Martingale difference sequences
5.1. The cases 1 < p < 2 and r = p = 1. The main goal of this subsection is to prove Theorem 5.1.
Let 1 < p < 2 and 0 < r ≤ p or let r = p = 1. Let {X n } n≥1 be a martingale difference sequence such that sup n≥1 E(|X n | p f (|X n |)) < ∞. Then for all ε > 0 we have
Proof. Let ε > 0 be arbitrarily fixed and assume
be the cumulative distribution function of |X k |. Define q = (2 − p)/r > 0 and c = 2 − p > 0. By Corollary 3.4 (4) and Fact 2.2 we may assume that there exists an R c > 0 such that the function x → x −c f (x) is decreasing for x ≥ R c . For all n ∈ N + and for all k ∈ {1, . . . , n} define
Clearly for all n ∈ N + and 1 ≤ k ≤ n we have
so {S * k,n } 1≤k≤n and {S * * k,n } 1≤k≤n are martingales. For all n ∈ N + and 1 ≤ k ≤ n we have
so for all n ∈ N + we have
By (5.1) we have E(Y k,n Y ℓ,n ) = 0 for all 1 ≤ k < ℓ ≤ n, so applying Doob's inequality for the martingale {S
where
Using that x −c f (x) is non-increasing if x ≥ R c , and x r f (x) is nondecreasing, we obtain that
By Fact 2.2 we have
< ∞ for all k, so the above inequality with (5.3) and Fact 2.1 imply that
Applying Doob's inequality for the martingale {S * * k,n } 1≤k≤n , the triangle inequality, Jensen's inequality (for the conditional expectation as well), and the law of total expectation in this order implies that
The above inequality and Fact 2.1 yield that
Finally, (5.2), (5.4), and (5.5) imply that
5.2.
The case p ≥ 2. The goal of the subsection is to prove Theorems 5.2 and 5.4.
Let 0 < r < 2 ≤ p and let q = q(r, p) = 2(p − r)/(2 − r). Let {X n } n≥1 be a martingale difference sequence such that sup n≥1 E(|X n | q f (|X n |)) < ∞. Then for all ε > 0 we have
Before proving the above theorem we need the next inequality due to Burkholder, Davis, and Gundy, see Then there exists a constant C ∈ R + depending only on c such that for every martingale difference sequence {X i } i≥1 for all n ∈ N + we have
Proof of Theorem 5.2. Let ε > 0 be arbitrarily fixed. As q ≥ 2, by Lemma 3.6 and Fact 2.2 we may assume that
and there is an increasing convex function f q/2 : [0, ∞) → [0, ∞) and N, a ∈ R + such that f q/2 (0) = 0 and f q/2 is linear on [0, N ], and for all x ≥ N we have
. Since g q is a composition of convex increasing functions, it is increasing and convex. Clearly we have g q (0) = 0. Moreover, g q (x) = bx 2 for x ∈ [0, √ N ] with some constant b > 0, and for x ≥ N we obtain
Fact 2.2 yields that
Let h q : (0, ∞) → R + be defined as
As g q (x) > 0 for all x > 0, the function h q is well defined, and the continuity of g q implies that h q is continuous, too. Since g q (x) = bx 2 for x ∈ [0, √ N ], we have h q (x) = 4 for x ∈ (0, √ N /2). By (5.7) we obtain that lim sup x→∞ h q (x) < ∞, so the continuity of h q implies that h q is bounded. Therefore g q satisfies the growth condition (5.6).
Let us choose K ∈ R + such that ε q f (εn
Applying that g q is increasing, Markov's inequality, Theorem 5.3 for g q and the finite martingale {S i / √ n} 1≤i≤n , Jensen's inequality for f q/2 , and (5.8) implies that for all n ≥ L we have
Therefore the above inequality and Fact 2.1 imply that
Let 0 < r < 2 ≤ p and let q = q(r, p) = 2(p − r)/(2 − r). Then there is a martingale difference sequence {X n } n≥1 such that sup n≥1 E(|X n | q f (|X n |)) < ∞ and
Proof. Let {Y n , Z k } n,k≥1 be independent random variables such that for all n ∈ N + we have
For all k ∈ N + and 4 k−1 ≤ n < 4 k let us define X n = Y n Z k . Clearly we have sup n≥1 E(|X n | q f (|X n |) = 1. Assume that X i : Ω → R are random variables on the probability space (Ω, F , P). Let F 0 = {∅, Ω} and let F n = σ(X 1 , . . . , X n ) for all n ∈ N + . We show that {X n } n≥1 is a martingale difference sequence with respect to the natural filtration {F n } n≥1 . Fix n, k ∈ N + with 4 k−1 ≤ n < 4 k . Indeed, as Y n is independent of {Z 1 , . . . , Z k , Y 1 , . . . Y n−1 }, it is independent of σ(Z k , F n−1 ), so a property of conditional expectation implies that for all n ∈ N + we have
so {X n } n≥1 is really a martingale difference sequence. By the central limit theorem there is an absolute constant c > 0 such that for all k > k 0 and 2
We will prove that for all fixed k > k 0 and 2 · 4 k−1 ≤ n < 4 k we have
Let us use the notation S = S 4 k−1 −1 and fix an arbitrary x ∈ R with P(S = x) > 0. By the law of total probability in order to prove (5.10) it is enough to show that
As 4 k/r > n 1/r , either x + 4 k/r > n 1/r or x − 4 k/r < −n 1/r . We may assume by symmetry that x + 4 k/r > n 1/r . It is clear from the definition that S and S n − S are independent, and the independence of Z k and {Y 4 k−1 , . . . , Y n }, and (5.9) yield that
This implies (5. The proof is complete.
6. Independent, negatively associated, and pairwise NQD random variables
The main goal of this section is to prove Theorems 6.1 and 6.5.
Theorem 6.1. Let f : [0, ∞) → R + be a non-decreasing function such that
Let 0 < r < 2 ≤ p and let {X n } n≥1 be a sequence of negatively associated, centered random variables such that sup n≥1 E(|X n | p f (|X n |)) < ∞. For all ε > 0 we have ∞ n=1 n p/r−2 P(M n > εn 1/r ) < ∞.
First we need the following inequality of Shao [23, Theorem 3] . Proof of Theorem 6.1. Fix ε > 0. By Fact 2.2 we have sup n≥1 E(X 2 n ) = C < ∞. Thus B n = n i=1 E(X 2 i ) ≤ Cn for all n. Let N = 8p/(2−r). Applying Theorem 6.2 for n ∈ N + , x = εn 1/r , a = x/N , and α = 1/2 we obtain that (6.1) P(M n > εn 1/r ) ≤ a n + b n , where a n = 2 P max Clearly (6.1), (6.2), and (6.3) complete the proof.
P(M n > εn 1/r ) = P(S n > εn 1/r ) ≤ P(T n > εn 1/r − Kn)
≤ P(T n > (ε/2)n 1/r ) ≤ P(|T n | > (ε/2)n 1/r ). The following lemma is due to Nash [22] , which gives a necessary and sufficient condition for P(lim sup n→∞ A n ) = 1 in terms of conditional probabilities. Repeating the argument of the proof of (6.7) for fixed values of X 1 , . . . , X 4 k−1 −1 and using the law of total probability for conditional probabilities we obtain that
Fact 2.1 implies that k>k0 1/f (4 k/p ) = ∞, so (6.8) and Lemma 6.4 yield that P(lim sup k→∞ A k ) = 1. Thus lim sup n→∞ n −1/p S n ≥ 1 almost surely. The proof is complete.
