Abstract Docking methodology aims to predict the experimental binding modes and affinities of small molecules within the binding site of particular receptor targets and is currently used as a standard computational tool in drug design for lead compound optimisation and in virtual screening studies to find novel biologically active molecules. The basic tools of a docking methodology include a search algorithm and an energy scoring function for generating and evaluating ligand poses. In this review, we present the search algorithms and scoring functions most commonly used in current molecular docking methods that focus on protein-ligand applications. We summarise the main topics and recent computational and methodological advances in protein-ligand docking. Protein flexibility, multiple ligand binding modes and the free-energy landscape profile for binding affinity prediction are important and interconnected challenges to be overcome by further methodological developments in the docking field.
Introduction
Molecular docking methodologies are of great importance in the planning and design of new drugs. These methods aim to predict the experimental binding mode and affinity of a small molecule within the binding site of the receptor target of interest.
Molecular docking consists of three main connected goals: pose prediction, virtual screening and binding affinity estimation (Jain and Nicholls 2008) . A successful docking methodology must be able to correctly predict the native ligand pose within the receptor binding site (i.e. to find the experimental ligand geometry within a certain tolerance limit) and the associated physical-chemical molecular interactions. Furthermore, when investigating large compound libraries, the method must be able to successfully distinguish binding from nonbinding molecules and to correctly rank these ligands among the best compounds in the database (Kolb and Irwin 2009) .
A search algorithm and an energy scoring function are the basic tools of a docking methodology for generating and evaluating the ligand conformations. The ability to successfully handle the intrinsic molecular flexibility of a system and to correctly describe the energetics of receptor-ligand interactions is critical to the development of predictive docking methodologies that are useful in prospective drug design studies.
In this review, we present the search algorithms and scoring functions most commonly used in current molecular docking methods that focus on protein-ligand applications. We attempt to summarise the main topics and recent computational and methodological advances in protein-ligand docking. We also consider approaches used to include protein flexibility and strategies that aim to improve binding affinity prediction in the context of a docking-based investigation.
Search algorithms
In molecular docking, search algorithms are used to explore the free energy landscape to find the best ligand poses. If the thermodynamics of the system, i.e. the enthalpic and entropic effects, are correctly modelled by the energy function, the global minimum of the energy landscape will correspond to the experimental receptor-ligand conformation, i.e. the native binding mode, and local minima will correspond to alternative Special Issue: Advances in Biophysics in Latin America I. A. Guedes : L. E. Dardenne (*) Laboratório Nacional de Computação Científica (LNCC/MCT), Quitandinha, Petrópolis, RJ 25651-075, Brazil e-mail: dardenne@lncc.br binding modes. Unfortunately, considering the entropic effects is not straightforward, and current docking methods employ rough approximations. Therefore, is not guaranteed that the global minimum associated with the energy landscape investigated by a docking methodology will correspond to the native binding mode.
Three main strategies regarding protein and ligand flexibility are employed by docking methods: (1) the protein is considered to be rigid, and only translational and rotational degrees of freedom of the ligand are explored (i.e. the ligand is considered as a rigid body with no internal degrees of freedom), (2) the protein is considered rigid, and all degrees of freedom of the ligand are explored (i.e. translational, rotational and conformational), and (3) the protein is considered totally or partially flexible, and all degrees of freedom of the ligand are also investigated. Most algorithms consider the protein as a rigid entity while the ligand is considered flexible, i.e. sp3 bonds are able to rotate, but bond lengths and bond angles are kept fixed. In this work, we review the main strategies associated with approaches (2) and (3).
Ligand sampling
Search algorithms are classified into the following three main groups according to the methodology employed to explore ligand flexibility: systematic, stochastic and deterministic searches (Brooijmans and Kuntz 2003) . Furthermore, some algorithms implement a hybrid approach combining two or all three of these strategies.
Systematic algorithms explore all ligand degrees of freedom during the search. The methods that employ this approach can be further classified as exhaustive, incremental construction and conformational ensemble. Exhaustive searches systematically explore the values of each degree of freedom in a combinatorial manner, rotating all dihedral angles of the ligand according to a predetermined range of values and a set of initial restraints, e.g. geometrical and chemical constraints (Huang and Zou 2010) . Evidently, more flexible ligands will have a greater number of rotatable bonds, thereby increasing the complexity of the optimisation problem significantly. The programs Glide (Friesner et al. 2004 ) and eHiTS (Zsoldos et al. 2007 ) employ an exhaustive systematic search algorithm. Incremental construction (Kuhl et al. 1984; Smellie et al. 1991 ) is a fragmentation approach based on the separation of the ligand into smaller fragments, followed by the selection and docking of a base fragment into the receptor binding site. The ligand is then reconstructed incrementally by covalently linking the other fragments to the base group. This strategy is widely employed in de novo ligand design, which aims to discover novel compounds by linking the best fragments docked within the receptor binding site Itai 1991, 1993; Böhm 1992; Schlosser and Rarey 2009; Lang et al. 2009; Pearce et al. 2009 ). Docking programs that implement the fragmentation approach include FlexX (Rarey et al. 1995 (Rarey et al. , 1996 (Rarey et al. , 1997 and Hammerhead (Welch et al. 1996) . To address the combinatorial explosion problem faced by these approaches, some programs employ the conformational ensemble strategy, which rigidly docks a set of previously generated ligand conformations into the binding site. FLOG (Miller et al. 1994 ) and DOCK 4.0 (Ewing et al. 2001 ) are examples of docking programs that use this strategy.
Stochastic methods randomly change all ligand degrees of freedom (translational, rotational and conformational) at each step, generating a great diversity of solutions. These ligand poses are evaluated according to a probabilistic criterion to decide whether or not each will be rejected. Monte Carlo (MC), Evolutionary Algorithms (EAs), Tabu Search (TS) and Swarm Optimisation (SO) are classes of stochastic algorithms (Huang and Zou 2010) . The main disadvantage of these heuristic methods is that there is no guarantee of convergence to the optimal solution, and multiple and independent runs of the algorithm are required to maximise the probability of finding the global energy minimum. MCbased methods make random changes in all the ligand degrees of freedom, and energy minimisation is usually carried out for each generated conformation. The poses are then accepted or rejected according to the Boltzmann factor, which considers the energies of the solutions before and after the random changes and the absolute temperature. An important variation of this method, known as Simulated Annealing (Goodsell and Olson 1990) , applies temperature variations to increase the probability of finding the global minimum because increasing the temperature may allow some energy barriers to be overcome. EAs are optimisation methods based on the theory of the evolution of biological populations by means of natural selection to obtain optimal solutions for a particular problem (Clark and Westhead 1996; Clark 2000) . These methods are divided into three main classes: genetic algorithms, evolutionary programming and evolution strategies. The main advantages of these methods are the ease with which they allow escape from local minima and the possibility of identifying a wide diversity of low energy solutions. The TS strategy explores the search space, making random changes in the ligand degrees of freedom. In addition to maintaining the lowest energy solution, this strategy analyses the similarity of a recently generated, non-lowest energy pose using a "Tabu list", which contains the lowest energy solutions previously found (Baxter et al. 1998) . A pose is only maintained if it is distinct from all solutions previously listed. This approach prevents the algorithm from visiting regions already explored. The SO approach, also known as swarm intelligence, is inspired by the collective behaviour of agents such as birds and ants. According to this algorithm, the changes performed in a current solution are directed to follow the best pose of the population. Particle Swarm Optimisation and Ant Colony Optimisation are two variations of the SO approach. Examples of docking software that implement stochastic algorithms include Prodock (Trosset and Scheraga 1999) and ICM (Abagyan et al. 1994 ) (MC methods), GOLD (Jones et al. 1995 (Jones et al. , 1997 and DockThor (de Magalhães et al. 2004a, b) (EA), PRO_LEADS (Baxter et al. 1998 ) and PSI-DOCK (Pei et al. 2006 ) (TS methods) and PLANTS (Korb et al. 2006) (SO method) . In deterministic methods, the actual state of the system determines the modifications to be made, leading to its next state. The final result is highly dependent on the initial input structure because, given exactly the same initial system configuration and a particular set of parameters, the final state will always be the same. Energy minimisation (EM) and molecular dynamics (MD) are examples of deterministic methods. EM aims to explore the energy landscape using the direction associated with the potential energy gradient, driving the system to the nearest local minimum. The main problem associated with this strategy is its inability to overcome energy barriers to achieve other local minima, thereby exploring the energy landscape more efficiently. EM is frequently associated, as a local search method, with other docking search strategies, e.g. the energy minimisation of docking solutions obtained using a fragment-based method. MD methods simulate the movements of a system over time by considering some thermodynamic state variables, e.g. temperature and pressure. The main advantages of this strategy are as follows: (1) an explicit solvent can be included in a more natural way and (2) all degrees of freedom of both ligand and protein can be considered during the simulation. The major disadvantages of this approach are its high computational cost and the propensity of the system to become trapped in a local minimum. Some adaptations have been made to address the latter problem, e.g. the use of simulated annealing, soft potentials and an initial set of ligand conformations. MD strategies, similar to EM methods, are employed in conjunction with other docking strategies to improve the predictions. CDOCKER is an example of a docking algorithm that implements MD in association with simulated annealing (Wu et al. 2003) .
Protein flexibility
The inclusion of protein flexibility during the search remains a challenge in the field of molecular docking. Proteins in solution experience small to large conformational variations upon ligand binding due to induced fit effects. Moreover, it is now widely accepted that proteins exist as an ensemble of preexisting conformational states rather than as a unique native state (Changeux and Edelstein 2011) . According to this theory, the ligand binds to one of these conformations from the ensemble, shifting the population equilibrium towards a particular ligand-bound conformation (Tsai et al. 1999; Ma et al. 1999; Kar et al. 2010; Changeux and Edelstein 2011; Petukh et al. 2013) . The development of search algorithms and sampling strategies that deal effectively with the several degrees of freedom associated with protein flexibility is therefore very challenging. Diverse methodologies have been developed to account for protein flexibility, and these can be divided into five main classes (Teodoro and Kavraki 2003) : soft docking, side-chain flexibility, molecular relaxation, ensemble docking and collective degrees of freedom.
Subtle protein movements can have a significant influence on molecular docking results. Rearrangement of the side chain of a single amino acid residue is capable of changing the binding site profile, thereby decreasing the docking accuracy during both pose prediction and binding affinity estimation. The soft docking approach (Jiang and Kim 1991) has been employed to address these small conformational changes (i.e. atomic variations up to 1 Å). In a general way, this strategy softens the repulsive term of the Lennard-Jones potential, allowing small overlaps between the protein and the ligand atoms. Further variations have been developed, including energy minimisation, Monte Carlo simulations and specific treatment of van der Waals interactions (Apostolakis et al. 1998; Mizutani et al. 2006) . The main advantage of this method is its speed, but it should only be employed to consider local receptor motions. Ferrari et al. (2004) applied softdocking in virtual screening studies of potential ligands of the T4 lysozyme and an aldol reductase and obtained better results than using regular docking strategies.
When the induced fit effect is considerable and exceeds the soft-docking limits (but remains a local effect), the side-chain flexibility approach can be employed. In this strategy, the protein backbone is kept fixed while the side-chain conformations are explored by varying their essential torsional degrees of freedom. Since the development of early methods to include side-chain flexibility in docking algorithms, e.g. though the use of a rotamer library to predict the discrete and lowenergy conformations of side-chain residues (Leach 1994) , several improved variations of this strategy have been developed, including the continuous approach (Abagyan et al. 1994; Desmet et al. 1997; Schaffer and Verkhivker 1998; Schnecke and Kuhn 2000; Frimurer et al. 2003; Meiler and Baker 2006; Nabuurs et al. 2007) .
The third strategy consists of molecular relaxation to optimise the protein-ligand complex conformations; this is obtained using rigid-protein docking methods and considers both backbone and side-chain movements of the protein as well as all ligand degrees of freedom. These methods are usually adapted to treat receptor flexibility during docking, and the methods usually employed are energy minimisation, Monte Carlo methods and molecular dynamics (Huang and Zou 2010) . Some adjustments to the MD method have been implemented to decrease the search space, thereby making the simulations computationally viable and, at the same time, more efficient. The use of implicit solvent models and the application of geometric constraints to the amino acid residues outside the binding site are some examples (Luty et al. 1995; Mangoni et al. 1999; Huang et al. 2008 ). Molecular relaxation methods are usually applied during post-processing steps, e.g. to evaluate the stability of docked complexes and as a refinement tool for docking poses (Armen et al. 2009; Sokkar et al. 2011; Maghsoudi et al. 2011; Hao et al. 2011; Nowosielski et al. 2013) .
Ensemble docking implicitly considers the receptor flexibility by docking the ligand on a set of protein conformations instead of a single conformation (Fig. 1) . Distinct receptor states can be obtained from experimental data (e.g. NMR and X-ray crystallographic structures) or derived from computational techniques, such as comparative modelling (Novoa et al. 2010) , normal mode analysis (Sperandio et al. 2010) and molecular dynamics-derived frames (Nichols et al. 2011) . Ensemble docking strategies also differ in the way in which the docking results obtained from multiple structures are analysed, e.g. the rescoring process and binding affinity prediction (Carlson 2002; Rueda et al. 2009; Beier and Zacharias 2010; Dietzen et al. 2012; Venkatraman and Ritchie 2012) .
Whether the ensemble docking strategy leads to real improvements in docking studies remains under debate; successful cases remain restricted to specific cases/targets. Some studies indicate that the improved docking accuracy obtained using the ensemble strategy is not general, and worse performance might be obtained in some cases (Rueda et al. 2010; Craig et al. 2010; Li et al. 2010; Haider et al. 2011 ). Nevertheless, specific target studies have obtained great improvement in docking accuracy using the ensemble docking strategy (Brooijmans and Humblet 2010; Park et al. 2010; Takaya et al. 2011; Li et al. 2011b ). Korb et al. (2011) constructed a metric to evaluate the quality of the ensemble structures (the ensemble performance index, EPI), which may be useful for receptor conformation selection. Regardless of the difficulty in deciding the ideal number of representative protein conformers to be used in an ensemble docking experiment, several studies have found that the use of three structures is generally sufficient to provide more accurate results; increasing the ensemble size to more than four members usually yields lower accuracy (Rueda et al. 2010; Brooijmans and Humblet 2010) . Furthermore, the computational cost increases according to the size of the ensemble, and the docking is always biased towards the classes of ligands originally complexed with the representative protein conformations that are considered for the ensemble. Nevertheless, ensemble docking is considered the most promising strategy for incorporating protein flexibility into molecular docking studies (Korb et al. 2012) .
The methods based on collective degrees of freedom consider the full protein flexibility. Generally speaking, these methods attempt to reduce the original high-dimensional representation of the protein motion to a lesser representation that captures only the dominant motion modes (Teodoro et al. 2003) . Several implementations employ this approach to account for protein flexibility, e.g. normal mode analysis (Zacharias and Sklenar 1999; Kolossváry and Guida 1999; Kolossváry and Keserû 2001; Keserû and Kolossváry 2001) and principal component analysis -PCA (García 1992; Teodoro et al. 2003) . The main problem with these methods is that the degrees of freedom considered are not the native ones but rather the collective movements derived from them, which can lead to inaccuracies in binding mode prediction (Teodoro and Kavraki 2003) . Fig. 1 Scheme of an ensemble docking experiment for the target MAPKp38α with three distinct protein conformations Detailed reviews and studies on the development of methods that include protein flexibility during or after docking and a comparative analysis of these methods can be found in the literature (B-Rao et al. 2009; Kokh et al. 2011; Lill 2011; Asses et al. 2012; Flick et al. 2012) .
Scoring functions
During the docking process, search algorithms investigate a great number (usually millions) of ligand conformations. The scoring functions used evaluate the quality of these docking poses, guiding the search methods towards relevant ligand conformations. A scoring function must be able to distinguish the experimentally observed binding modes-associating them with the lowest energy values of the energy landscape-from all the other poses explored by the search algorithm (pose prediction). The second goal of the scoring functions is to properly classify active and inactive ligands (virtual screening). The third and most critical issue is that they predict the affinity constants and correctly rank several compounds according to their potency (binding affinity estimation).
Current docking methods exhibit good performance in identifying experimental binding modes when flexibility does not play a very relevant role for a particular protein. However, the detection of active compounds among a decoy set of ligands and the accurate prediction of binding affinity remain challenging tasks, even when induced fit effects are not important for binding (Yuriev and Ramsland 2013; Damm-Ganamet et al. 2013) .
Several methods with various levels of complexity have been developed to predict the free energy of binding (Kim and Skolnick 2008; De Azevedo and Dias 2008; Söderhjelm et al. 2010; Ballester and Mitchell 2010; Stjernschantz and Oostenbrink 2010; Gallicchio et al. 2010; Teramoto and Kashima 2010) . The most accurate methods often entail high computational cost, rendering their use unviable in realistic virtual screening experiments in which hundreds or thousands of small molecules are evaluated.
The use of scoring functions remains the main low computational cost alternative for predicting binding affinity in virtual screening experiments. Although no universal scoring function exists that has significant reliability for all molecular systems, some important strategies have improved binding affinity predictions, e.g. the development of target-specific scoring functions. Here, we review the main scoring functions employed during the early stages of the docking process and for binding affinity prediction.
Scoring functions can be divided into three main classes (Wang et al. 2003; Huang et al. 2010 ): force field-based, empirical and knowledge-based.
Force field-based functions are derived from a classical force field and consist of a sum of energy terms. This type of scoring function usually considers the interaction energies of the protein-ligand complex (non-bonded terms) and the internal ligand energy (bonded and non-bonded terms). The main problems regarding the use of force field-based scoring functions relate to atomic clashes arising from strong repulsion at short distances resulting from the Lennard-Jones potential and the overestimation of interactions between charged atoms. Some variations have been developed to address these undesirable effects, and additional terms have been included to compute other properties, e.g. the solvation effect (Zhang et al. 1997; Shoichet et al. 1999) . Examples of docking programs that have implemented force field-based scoring functions include GOLD (GoldScore; Verdonk et al. 2003) , AutoDock (Morris et al. 1998 ) and DockThor (de Magalhães et al. 2004b) , which implements dihedral and non-bonded terms using the MMFF94S force field (Halgren 1996) .
Empirical scoring functions have been developed to reproduce experimental binding affinity data with high accuracy. These functions are based on the idea that it is possible to correlate the free energy of binding to a weighted sum of nonrelated variables. The coefficients associated with the functional terms can be obtained through a regression analysis using known binding affinity data of experimentally determined structures. An empirical scoring function may be decomposed into several terms that are related to specific properties of interest, e.g. van der Waals interactions, hydrogen bonds and entropy (De Azevedo and Dias 2008), and can be written as:
where the c i terms are the weighting coefficients obtained from the respective ΔG term. The empirical functions mainly differ with respect to the number and type of terms considered and to the protein-igand complexes of the training set used during the parameterisation process. Examples of empirical scoring functions include ChemScore (Eldridge et al. 1997 ), ID-Score (Li et al. 2013 ), PLANTS CHEMPLP (Korb et al. 2009 ) and GlideScore (Friesner et al. 2004 (Friesner et al. , 2006 . Knowledge-based functions have been developed based on the statistical analysis of interacting atom pairs from proteinligand complexes with available three-dimensional structures. These pairwise-atom data are converted into a pseudopotential, also known as a mean-force potential, that describes the preferred geometries of the protein-ligand pairwise atoms (Wallqvist and Covell 1996) . This strategy tends to capture the physical-chemical complexity of binding effects that are more specific. However, this approach is highly dependent on the number and diversity of the experimental structures used. The use of these functions can be as rapid as the use of empirical functions due to the simplicity of their terms. Examples of knowledge-based scoring functions include DrugScore (Velec et al. 2005) 
and PMF (Muegge 2006).
It is important to note that no universal scoring function exists that can be successfully applied to all molecular docking studies. To increase the efficiency and reliability of molecular docking experiments, the strategy indicated most often is to identify and use the scoring function that is best adapted to the problem under investigation. It is necessary to know whether all atom types of both ligand and protein are set in the scoring function chosen. The best choice is to use a function that has been parameterised and tested for the particular protein family and ligand class under study; e.g. for the study of carbohydrates, a scoring function should be used that has included this ligand class in its training set during the parameterisation process.
In this context, the consensus scoring approach has been employed to overcome the deficiencies of individual scoring functions (Charifson et al. 1999) . The goal of this strategy is to use more than one evaluation function through a consensus scheme to increase the performance of both pose prediction and binding affinity estimation. Various studies and strategies exist concerning consensus scoring that provide notable improvements in docking accuracy (Feher 2006) . Consensus scoring is a distinct strategy from the rescoring approach, which aims to evaluate docking poses with different scoring functions in the same docking program. The consensus scoring approach makes use of diverse scoring functions to evaluate the ligands using results obtained from distinct experiments performed using different docking software. Several studies have investigated the consensus efficiency for evaluating ligand poses generated by search methods and have reported significant improvements in pose prediction and affinity estimation when various scoring schemes are used in a consensus manner (Verdonk et al. 2003; Jacobsson et al. 2003; Vigers and Rizzi 2004; Oda et al. 2006; Feher 2006; Cheng et al. 2009; Chang et al. 2010; Kukol 2011; Houston and Walkinshaw 2013) . In an interesting study, eight different scoring functions were combined to predict the experimental binding conformation and affinity for 40 matrix metalloproteinase (MMP) inhibitors using PCA (Principal Component Analysis) and PLS (Partial Least-Squares Projections onto Latent Structures), respectively (Terp et al. 2001 ).
Target-specific scoring functions
Target-specific scoring functions have emerged as an alternative approach to improving the prediction of experimental binding affinity. This type of scoring function has been developed and parameterised by focusing on a specific target family. Hence, it is expected that this scoring function type will be more efficient in accounting for specific interactions and particular binding characteristics associated with a target class of interest.
Several studies have reported improvements in both pose prediction and binding affinity accuracy when employing a target-specific scoring function rather than a universal, nonspecific scoring function (Seifert 2009; Li et al. 2011a; Lu and Wang 2012) . For instance, Logean et al. (2001) adapted the Fresno empirical scoring function to the class I MHC HLA-B*2705 protein with a significant improvement in affinity prediction over six different traditional scoring functions. Xue et al. (2010) developed a kinase family-specific PMF scoring function that achieved better affinity prediction of diverse ATP-competitive inhibitors compared to eight standard evaluation functions (the rescoring tool is freely available at http://202.127.30.184:8080/scoring/index.jsp). The GOLD program also implements a modified version of the ChemScore function, with an additional term that accounts for weak hydrogen bonds that are important for some kinaseinhibitor binding events (Pierce et al. 2002; Verdonk et al. 2004) .
Estimating binding affinity with scoring functions Some scoring functions have been developed especially to identify native and near-native binding modes. For such functions, affinity data are not considered during the parameterisation process, and it is important to bear this feature in mind prior to a docking study. The GoldScore scoring function (Verdonk et al. 2003) , which is implemented in the GOLD software, and the MMFF94S-based function, used by the DockThor program (de Magalhães et al. 2004b) , are examples of scoring functions used with the aim of pose prediction because no experimental affinity data were considered during the parameterisation process. When this type of function is used, ideally the top-ranked poses of each ligand are selected, and another scoring function is applied to obtain a more reliable binding affinity prediction.
In addition to predicting the native binding mode of the ligand, a scoring function must also be capable of discriminating active from inactive compounds and of ranking them according to their affinity. The scoring functions developed to date have shown a weak correlation with experimental affinity data (Plewczynski et al. 2011) , whereas more sophisticated methods for predicting binding free energies (e.g. free energy perturbation methods, FEP, linear interaction energy, LIE, Aqvist et al. 1994; de Amorim et al. 2008; Gutiérrez-de-Terán and Aqvist 2012; MM-PBSA, ollman et al. 2000; and MM-GBSA, Wang et al. 2001 ) are computationally too expensive to be applied in virtual screening studies. Recent reviews in the literature have emphasised the importance of developing non-linear scoring functions derived through machinelearning methods and the use of consensus-scoring approaches (Plewczynski et al. 2011; Wang and Lin 2013; Yuriev and Ramsland 2013) .
Exploring the energy landscape in docking
Similar to protein folding, the binding process of a ligand to a protein can be associated with an energy landscape in which the different binding modes correspond to energy wells, which are separated by energetic barriers (Rejto and Verkhivker 1996; Miller and Dill 1997; Wang and Verkhivker 2003; Mobley and Dill 2009; Yan and Wang 2012) . The native binding mode is represented as the lowest energy pose, and non-native conformations are the local minimum energy poses.
Usually, docking studies are conducted to obtain a single lowest-energy ligand pose (the native binding mode). However, some ligands might assume multiple binding modes in the active site, e.g. due to ligand or protein symmetry, as with some HIV-1 protease inhibitors (Hong et al. 1998; Stoll et al. 2002; Weber et al. 2002) and in cases where the symmetry is less important, e.g. the thiocamphor substrate of cytochrome P450cam (Paulsen and Ornstein 1993) . In addition to pose prediction, some studies have shown that the consideration of multiple binding modes significantly improves affinity prediction (Wang et al. 2005; Stjernschantz and Oostenbrink 2010; Yan and Wang 2012) . Stjernschantz and Oostenbrink (2010) developed an iterative scheme for automatic pose selection for use in multiple molecular dynamics simulations that generates weighted ensembles used in the LIE affinity prediction method. This strategy was applied to a set of 12 thioureas, which bind to cytochrome P450 2C9 with known affinity but with unknown experimental binding modes. The authors found significant improvement in the affinity prediction with a RMS error of 2.9 kJ/mol and a Spearman rank of 0.69 when using a model containing only the ensembles derived from molecular docking experiments. Yan and Wang (2012) developed a knowledge-based scoring function and an optimisation method for simultaneously maximising the specificity and affinity of some COX-2 inhibitors (named SPA; Specificity and Affinity). The study was guided by their specific funnelled energy landscape theory; this theory considers the native binding mode as the lowest energy conformation while non-native poses are represented by a statistical Gaussian distribution. This approach was developed to improve the native binding mode and affinity prediction to distinguish selective from non-selective compounds more accurately. For the purpose of specificity, the authors considered selective inhibitors to be more potent than non-selective inhibitors, making an analogy with the native pose (selective ligand) and non-native poses (non-selective ligands). The traditional virtual screening goals were achieved with a success rate of 84.7 % (RMSD criterion = 2.0 Å) for the native binding mode and a Spearman rank of 0.733 for the affinity prediction. The ability to detect selective compounds was also successfully validated for a COX-2 target based on a set of 37 selective and 20 non-selective inhibitors using the Kolmogorov-Smirnov statistical discrimination test.
Protein flexibility and binding affinity prediction Despite achieving satisfactory results with respect to pose prediction and virtual screening, affinity prediction remains a challenging task in the docking field (Kolb and Irwin 2009; Kokh et al. 2011; Forrey et al. 2012) . As mentioned previously, most docking methods consider the protein as a rigid body; i.e. they do not consider receptor flexibility during docking. Due to the great importance of protein motions for binding, several studies indicate that considering both ligand and protein flexibility in the search process and in the pose evaluation steps is a promising strategy for improving affinity prediction (Yang et al. 2006 (Yang et al. , 2009 Cavasotto and Singh 2008; Moitessier et al. 2009; Kinnings and Jackson 2009; Tuffery and Derreumaux 2011; Forrey et al. 2012) . The treatment of protein flexibility with scoring functions has been addressed by using a wide range of distinct strategies with slight to significant improvements in both pose and affinity predictions (Abagyan et al. 1994; Knegtel et al. 1997; Sotriffer and Dramburg 2005; Sherman et al. 2006; Yang et al. 2006; Meiler and Baker 2006; Morris et al. 2009; Craig et al. 2010; Neves et al. 2012; Shin and Seok 2012) .
Despite the encouraging results obtained for binding affinity prediction by considering both ligand and protein as flexible entities, great efforts are necessary to improve the treatment of the enthalpic and entropic contributions during docking to obtain a more realistic and successful estimation of the binding free energies using scoring functions (Beier and Zacharias 2010) .
Virtual screening
Pharmaceutical companies and research groups engaged in the discovery of new drug candidates are increasingly looking for faster, more effective and more reliable docking methodologies. The virtual screening (VS) strategy has emerged as an important tool in the search for lead compounds. VS is used to computationally analyse a very large number of compounds to select the most probable active compounds for a particular molecular target according to some pre-defined criteria. This approach can be used to complement the results obtained by experimental high-throughput screening studies (Doman et al. 2002) .
The search for ligands in virtual screening studies can be performed using diverse compound libraries that are available online, e.g. the ZINC database (Irwin et al. 2012) , BindingDB (Liu et al. 2007 ), PubChem (Bolton et al. 2008) , SuperNatural (Dunkel 2006) and ChEMBL (Gaulton et al. 2011) . At these w e b po r t al s , se a r c he s ca n be c on d uc t e d us i n g physicochemical properties defined by the user, e.g. the number of rotatable bonds and logP, or by drawing a desired fragment common to all molecules. These filters are frequently used to reduce the number of compounds to be analysed computationally and to specify a particular profile for the compounds. After selecting the list of molecules to be extracted, these web servers usually provide a summary table with the main chemical properties of the ligands. If necessary, as when building an in-house library of compounds, it is possible to use tools that filter and quantify physical-chemical properties, such as FAF-Drugs (Lagorce et al. 2008) . Furthermore, the correct assignment of both protein and ligand tautomeric and protonation states, as well as accounting for important water molecules and metal ions, is crucial for virtual screening accuracy and requires careful inspection (Kolb and Irwin 2009; Martin 2009; Kalliokoski et al. 2009; Petukh et al. 2013; Madhavi Sastry et al. 2013) .
Several virtual screening approaches are available, which can be broadly classified according to the methodology employed: (1) based on the receptor structure (structurebased virtual screening, SBVS) and (2) based on only the ligand structure (ligand-based virtual screening, LBVS) (Krüger and Evers 2010; Ripphausen et al. 2011; Cheng et al. 2012) . Method (1) is most commonly used when a high-quality three-dimensional structure of the receptor is available or when it is possible to obtain such a structure computationally, e.g. by comparative modelling. In this strategy, a molecular docking study is performed for all previously selected compounds. It is also possible, as in traditional molecular docking studies, to consider receptor flexibility through one of the several currently available methods described above. However, the computational cost significantly increases when protein flexibility is considered in virtual screening studies.
Although virtual screening is a widely used technique, the protocol chosen needs to be validated to increase the reliability of the experiments. First, it is important to evaluate whether the search method and the scoring function are able to reproduce the experimental binding mode of the ligand originally complexed with the target. The ability of the protocol to differentiate active from inactive molecules must also be verified. This validation is of great importance in virtual screening because it helps to reduce the number of inactive molecules to be forwarded to experimental tests, which are more expensive and time consuming. The proportion of active and inactive molecules present in a set of compounds with known experimental affinities can be evaluated through enrichment factor (EF) measurements. Molecules that are presumably inactive (decoys) can exhibit similar physical properties to active compounds, e.g. logP, molecular weight and the number of rings present, while being topologically distinct (Huang et al. 2006 ). Molecular docking is usually carried out with a test set containing both active and decoy ligands; then, the EF can be used to measure the ability of the function to rank a determined fraction of the active ligands at the top positions. The performance of different virtual screening protocols varies significantly according to the validation studies performed and is directly influenced by the methodology used as well as by the test set composition (the class of receptors covered and the ligand profiles included) (Bissantz et al. 2000) . Furthermore, when the numbers of active and inactive compounds are similar, the AUC method (area under the ROC curve) is more appropriate for evaluating the performance of virtual screening protocols (Jain 2000) .
The selected compounds (known as hits) are then subjected to the experimental step, e.g. chemical synthesis (in the case of theoretical compounds or compounds not available for purchase) and in vitro and in vivo studies of enzymatic and pharmacological activity. Based on these results, the most promising compounds are usually returned to the theoretical phase for optimisation to adjust their potency and/or selectivity as well as their physicochemical properties to improve the pharmacokinetics.
Conclusions
Currently, molecular docking is a standard computational tool that has been successfully employed in drug design and discovery studies. Nonetheless, some theoretical and computational challenges remain to be overcome; doing so would increase the predictive power and widen the applications of this important computational tool.
Satisfactory docking results can be obtained when relatively small ligands with few rotatable bonds are docked against protein binding pockets in which flexibility does not play an important role. However, it is worth noting that even when dealing with relatively simple docking problems, some factors related to ligand and protein preparation can lead to a non-successful docking prediction. Furthermore, current docking predictions for highly flexible ligands are less reliable, and more sophisticated search strategies may be necessary.
Protein flexibility and the fact that protein behaviour is not always related to a single conformation but rather to an ensemble of conformations, are important challenges to be overcome by further docking methodological developments. Moreover, the free energy landscape profile, i.e. multiple ligand binding modes associated with multiple minima with distinct shapes and energy barriers, must be addressed in further scoring function developments to improve binding affinity estimation (Mobley and Dill 2009; Marsh et al. 2012) . Thus, the inclusion of the protein flexibility, the identification of multiple ligand binding modes and binding affinity prediction remain as three major, interconnecting docking challenges that require continuous effort to develop more reliable docking methods.
