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Abstract
In the paper, by using of the Limit Index, we prove a theorem applying to get multiple critical values of
some strongly indefinite nonsmooth functionals, and then we apply it to a system of equations involving the
p-Laplacian.
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1. Introduction
In this paper, we study the existence of multiple critical points of strongly indefinite non-
smooth functionals. There are many indefinite functionals which correspond to some Hamil-
tonian systems, nonlinear wave equations coming from physical situations. Some of them have
symmetries with respect to the action of some Lie group, such as Z2, S1, and the corresponding
variational problems are expected to have multiple solutions. There are some papers concerned
with the topic. For example, see [1,6,10–12,15].
In [1], Benci assumed X is a Hilbert space, f satisfies (PS)c and has the form
f (u) = 1
2
〈Lu,u〉 +Φ(u),
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Theory, and applied it to estimate the number of solutions of the boundary value problem{
div
(|∇u|p−2∇u)= Fu(x,u, v), in Ω, u|∂Ω = 0,
−div(|∇v|p−2∇v)= Fv(x,u, v), in Ω, v|∂Ω = 0, (1.1)
where u,v ∈ W 1,p0 (Ω), Ω is a bounded domain in RN , 1 < p < N . In [10], the authors applied
Limit Index Theory to get solutions of a strongly indefinite functional in RN . However, in those
papers, functionals are of class C1 at least. For the nonsmooth functionals, Chang [3] consid-
ered locally Lipschitz continuous functionals in Banach spaces, and it was done in some other
papers [5,7,8].
This paper is devoted to deal with the corresponding functional of (1.1) which may not locally
Lipschitz continuous in Banach spaces.
The paper is organized as follows.
In Section 2, we recall some facts concerning Limit Index. In Section 3, first we introduce
weak slope and the corresponding (PS)c and (PS)∗c , then we prove a deformation lemma for
continuous functionals satisfying (PS)c and (PS)∗c . In Section 4, we establish some abstract crit-
ical point theorems which are applied to continuous functionals. In Section 5, we get solutions
of (1.1). Although a similar result may be found in [12], the assumptions we put on F(x, s, t)
here are different.
Notation. Ω ⊂ RN is a bounded domain with smooth boundary. | · |Lp is the usual norm in
Lp(Ω), L
p
2 (Ω) = Lp(Ω) × Lp(Ω) with the norm ‖(u, v)‖p := (|u|pLp + |v|pLp)1/p . Weak (re-
spectively, strong) convergence is denoted by ⇀ (respectively, →). C will denote constant and C
may be different in different places.
2. Some facts concerning the Limit Index
Definition 2.1. (See [10, Definition 2.1].) Let G be a compact Lie group, X be a Banach space.
The action of a topological group G on a normed space X is a continuous map
G×X → X : [g,x] → gx
such that
1 · x = x, (gh)x = g(hx), x → gx is linear for every g,h ∈ G.
The action is isometric if
‖gz‖ = ‖z‖.
Denote the fixed point set of G by
FixG := {x ∈ X; gx = x, ∀g ∈ G}.
A set A ⊂ X is invariant if gA = A for every g ∈ G. A function ϕ : X → R is invariant if
ϕ(g(x)) = ϕ(x) for every g ∈ G, x ∈ X. A map f : X → X is equivariant if f (g(x)) = g(f (x))
for every g ∈ G, x ∈ X.
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Σ = {A ⊂ X; A is closed and gA = A, ∀g ∈ G}
be the family of all G-invariant closed subsets of X. Let
Γ = {h ∈ C0(X,X); h(gx) = g(h(x)), ∀g ∈ G}
be the class of all G-equivariant mappings of X.
Definition 2.2. (See [13, p. 207].) An index for (G,Σ,Γ ) is a mapping i : Σ → Z+ ∪ {+∞}
(where Z+ is the set of all nonnegative integers), such that for all A,B ∈ Σ , h ∈ Γ the following
conditions are satisfied:
(a) i(A) = 0 ⇔ A = ∅,
(b) (Monotonicity) A ⊂ B ⇒ i(A) i(B), ∀A,B ∈ Σ ,
(c) (Subadditivity) i(A∪B) i(A)+ i(B), ∀A,B ∈ Σ ,
(d) (Supervariance) i(A) i(h(A)),
(e) (Continuity) if A is compact and A∩ FixG = ∅, then i(A) < +∞ and there is a G-invariant
neighborhood N of A such that i(N) = i(A).
Definition 2.3. (See [1, Definition 2.1].) An index i is said to satisfy the d-dimension property if
there is a positive integer d such that
i
(
V dk ∩ S1
)= k,
for all dk-dimensional subspaces V dk ∈ Σ such that V dk ∩ FixG = {0} (recall that S1 is the unit
sphere in X).
Now we recall the Limit Index introduced in [12].
Assume U,V ∈ Σ such that X = U ⊕V , where V is infinite-dimensional and V =⋃∞j=1 Vj ,
where Vj is a dnj -dimensional G-invariant subspace of V , j = 1,2, . . . , and V1 ⊂ V2 ⊂ · · · .
Let Xj = U ⊕ Vj and ∀A ∈ Σ , let Aj = A∩Xj .
Definition 2.4. (See [12, Definition 2.4].) Let i be an index satisfying the d-dimension property.
A limit index with respect to (Xj ) induced by i is a mapping
i∞ : Σ → Z∪ {−∞,+∞}
given by i∞(A) = lim sup
j→∞
(i(Aj )− nj ).
i∞ has the following properties:
Proposition 2.5. (See [12, Proposition 2.5].) Let A,B ∈ Σ , then i∞ satisfies
(a) A = ∅ ⇒ i∞(A) = −∞,
(b) (Monotonicity) if A ⊂ B , then i∞(A) i∞(B),
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(d) if V ∩ FixG = {0}, then i∞(Sρ ∩ V ) = 0, where Sρ = {x ∈ X; ‖x‖ = ρ},
(e) if Y0 and Y˜0 are G-invariant closed subspaces of V such that V = Y0 ⊕ Y˜0, Y˜0 ⊂ Vj0 for
some j0 and dim Y˜0 = dm, then i∞(Y0 ∩ Sρ)−m.
3. Deformation properties for continuous functionals
X is a Banach space, which has the decomposition X =⋃∞n=1 Xn, where X1 ⊂ X2 ⊂ · · · , and
Xn (n = 1,2, . . .) are closed subspaces of X. So Xn (n = 1,2, . . .) is also Banach space. ‖ · ‖ is
denoted the norm of X.
Set D(f ) = {u ∈ X;f (u) < +∞}. Let fn = f |Xn .
In the following, we recall from [5,7] some basic facts concerning the notion of the weak
slope and the deformation properties for continuous functionals.
Definition 3.1. (See [5, Definition 2.1].) Let f : X → R be a continuous function and u ∈ X.
We denote by |df |(u) the supremum of the σ ’s in [0,+∞] such that there exist δ > 0 and
H : Bδ(u)× [0, δ] → X continuous with
∀v ∈ Bδ(u), ∀t ∈ [0, δ]:
∥∥H(v, t)− v∥∥ t, (3.1)
∀v ∈ Bδ(u), ∀t ∈ [0, δ]: f
(
H(v, t)
)
 f (v)− σ t. (3.2)
The extended real number |df |(u) is called the weak slope of f at u.
Remark 3.2. When we replace Bδ(u) in Definition 3.1 by Bδ(u)∩Xn and replace X by Xn, we
can get the weak slope of fn at u ∈ Xn, denoted by |dfn|(u).
Definition 3.3. (See [8, Definition 2.1].) We say that u ∈ D(f ) is a critical point of f , if
|df |(u) = 0. We say that c ∈ R is a critical value of f , if there exists a critical point u ∈D(f )
of f with f (u) = c.
Then we let
Kc =
{
u ∈D(f ); f (u) = c, |df |(u) = 0},
K
(n)
c =
{
u ∈D(fn)∩Xn; fn(u) = c, |dfn|(u) = 0
}
.
Definition 3.4. (See [7, Definition 2.2].) Let f : X → R ∪ {+∞} be a lower semicontinuous
function. We define the function
Gf : epi(f ) → R
putting
epi(f ) = {(u, ξ) ∈ X ×R: f (u) ξ} and Gf (u, ξ) = ξ.
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d
(
(u, ξ), (v,μ)
)= (‖u− v‖2 + (ξ −μ)2)1/2.
From [7, p. 75] we can see epi(f ) is closed in X × R and Gf is Lipschitz continuous with
constant 1, |dGf |(u, ξ) 1 for every (u, ξ) ∈ epi(f ).
Then we present the relationship between |df | and |dGf |.
Proposition 3.5. (See [7, Proposition 2.3].) Let f : X → R be a continuous function and let
(u, ξ) ∈ epi(f ). Then
|dGf |(u, ξ) =
{ |df |(u)√
1+|df |(u)2 , if f (u) = ξ and |df |(u) < +∞,
1, if f (u) < ξ or |df |(u) = +∞.
Definition 3.6. (See [8, Definition 2.3].) The functional f ∈ C(X,R) is said to satisfy the
Palais–Smale condition at level c ∈ R ((PS)c for short) if every sequence {un} ⊂ X, satisfying
f (un) → c, |df |(un) → 0, n → ∞, possesses a subsequence which converges in X.
Definition 3.7. The functional f ∈ C(X,R) is said to satisfy Palais–Smale condition with respect
to (Xn) at level c ∈ R ((PS)∗c with respect to Xn) if every sequence {unk } satisfying unk ∈ Xnk ,
f (unk ) → c, |dfnk |(unk ) → 0 and nk → ∞ as k → ∞ possesses a subsequence which converges
in X to a critical point of f .
A condition similar to (PS)∗c above may be found in [4,9], in fact, it is a particular case of [4].
Next we recall some properties of the weak slope.
Proposition 3.8. (See [7, Proposition 2.6].) Let f : X → R ∪ {+∞} be a lower semicontinuous
function. Then, for every sequence {un} in D(f ) converging to u with f (un) converging to f (u),
we have |df |(u) lim infn |df |(un).
If f satisfies (PS)c and f is continuous, then we can see Kc are compact. In fact, for any
{un} ⊂ Kc , f (un) = c, |df |(un) = 0. Since f satisfies (PS)c , {un} has a subsequence converging
in X. Let un → u after passing to a subsequence, so by f is continuous we have f (un) → f (u)
and f (u) = c. Then by Proposition 3.8, |df |(u)  lim infn |df |(un) → 0. So u ∈ Kc and Kc is
compact.
Lemma 3.9. (See [7, Theorem 2.11].) Let f : X → R be a continuous function, M a closed
subset of X and δ, σ > 0 such that
dist(u,M) δ ⇒ |df |(u) > σ.
Then there exists a continuous map η : X × [0, δ] → X such that
∥∥η(u, t)− u∥∥ t,
f
(
η(u, t)
)
 f (u),
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u ∈ M ⇒ f (η(u, t)) f (u)− σ t.
Proposition 3.10. Let f : X → R be a continuous function, and let c ∈ R. Assume f satisfies
(PS)∗c and (PS)c . Then, given  > 0,N a neighborhood of Kc and λ > 0, there exist 0 > 0,
n0 > 0 and ηn : Xn × [0,1] → Xn, for any 0 <  < 0, n > n0, ηn continuous having properties
(a) ‖ηn(u, t)− u‖ λt ,
(b) fn(ηn(u, t)) fn(u),
(c) fn(u) /∈ [c − , c + ] ⇒ ηn(u, t) = u,
(d) ηn(f c+n \N,1) ⊆ f c−n .
Proof. First, we suppose that f is Lipschitz continuous with constant 1.
Since f satisfies (PS)c , Kc is compact, so we can find δ > 0 and N2δ = {u ∈ X,
dist(x,Kc) < 2δ} such that N2δ ⊂ N .
Let Ucn,σ = {u ∈ Xn; |fn(u)− c| 2σ, |dfn|(u) σ }. It is clear that Kc ⊂ Ucn,σ .
There exist 0 < σ0 < /2 and n0 > 0 such that whenever n > n0, then Ucn,σ0 ⊂ Nδ . In fact, if
this does not hold, then for every k > 0 there exists nk  k and
unk ∈ Ucnk,1/k, unk /∈ Nδ. (3.3)
It follows that f (unk ) → c and |dfnk |(unk ) → 0 as k → ∞. By (PS)∗c , after passing to a subse-
quence, we have
unk → u¯ ∈ Kc.
This contradicts (3.3). Choose δ0 = min{σ0, δ}, such that there exists m 1, mδ0 = δ, therefore,
Ucn,σ0 ⊂ Nmδ0 .
In the following we assume n > n0.
Let
Mn =
{
u ∈ Xn, c − σ0  fn(u) c + σ0, u /∈ N2δ
}
.
It is easy to see that Mn is the closed subsequence of Xn.
Since f is Lipschitz continuous with constant 1, we have
dist(u,Mn) δ0 ⇒ |dfn|(u) σ0.
Let η′n : Xn × [0, δ0] → Xn be a continuous map as in Lemma 3.9. We can assume, without loss
of generality, λ δ0 and define ηn : Xn × [0,1] → Xn by ηn(u, t) = η′n(u,λt).
Properties (a) and (b) are obvious. Because f is Lipschitz with constant 1, ∀u ∈ Xn, fn(u) /∈
[c − , c + ] implies dist(u,Mn)  δ0, hence ηn(u, t) = u. Finally, set 0 = min{σ0λ/2, σ0},
whenever, 0 <  < 0, if u ∈ f c+n \N and fn(u) c −   c − σ0, it follows u ∈ Mn, hence
fn
(
ηn(u,1)
)= fn(η′n(u,λ)) fn(u)− σ0λ c +  − σ0λ c − .
If u ∈ f c+ \N and fn(u) c − , we deduce from (b) that fn(ηn(u,1)) c − .n
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note by K˜c the set of critical points of Gf at level c. By Proposition 3.5, the function Gf satisfies
(PS)c and (PS)∗c with respect to (epi(fn)). Moreover, (N ×R)∩ epi(f ) is a neighborhood of K˜c
and Gf is Lipschitz continuous with constant 1.
By the previous step, we can find 0 > 0, n0 > 0, when 0 <  < 0 and n > n0, there exist
continuous maps
η˜n =
(
η˜(1)n , η˜
(2)
n
) : epi(fn)× [0,1] → epi(fn)
such that
d
(
η˜n
(
(u, ξ), t
)
, (u, ξ)
)
 λt,
η˜(2)n
(
(u, ξ), t
)
 ξ,
ξ /∈ [c − , c + ] ⇒ η˜n
(
(u, ξ), t
)= (u, ξ),
ξ  c + , u /∈ N ⇒ η˜(2)n
(
(u, ξ),1
)
 c − .
Let us define ηn : Xn ×[0,1] → Xn by ηn(u, t) = η˜(1)n ((u,fn(u)), t). Since η˜n takes its values
in epi(fn), we have
fn
(
η˜(1)n
((
u,fn(u)
)
, t
))
 η˜(2)n
((
u,fn(u)
)
, t
)
.
Then (a), (b), (c) and (d) easily follow. 
Now we define a group action of G = {1, τ1} ∼= Z2 by setting τ1(u, v) = (−u,−v). Then we
have the following deformation property.
Proposition 3.11. Suppose that all the assumptions of Proposition 3.10 hold, f is G-invariant
and |dfn|(0) = 0. Then, given  > 0, N a neighborhood of Kc and λ > 0, there exist 0 > 0,
n0 > 0, ηn : Xn × [0,1] → Xn continuous, such that whenever 0 <  < 0 and n > n0, having
properties (a) to (d) of Proposition 3.10 and
(e) ηn(·, t) : Xn → Xn is G-equivariant for each t ∈ [0,1].
Proof. Since f is G-invariant, fn is also G-invariant. So |dfn|(−u) = |dfn|(u), for all u ∈ Xn.
For any n ∈ N, if |dfn|(u) > σ , let δn > 0 and Hn : Bδn(u) × [0, δn] → Xn be a continuous
map satisfying (3.1) and (3.2). Since |dfn|(0) = 0, we can suppose δn < ‖u‖.
Then
H˜n :
((
Bδn(u)∩Xn
)∪ (Bδn(−u)∩Xn))× [0, δn] → Xn
defined by
H˜n(v, t) =
{
H(v, t), if v ∈ Bδn(u)∩Xn,
−H(−v, t), if v ∈ Bδn(−u)∩Xn,
is continuous, G-invariant with respect to the first variable and satisfies (3.1) and (3.2).
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Proposition 3.12. Let X and Xn (n = 1,2, . . .) be G-spaces. Suppose f ∈ C(X,R), satisfies
(PS)c and (PS)∗c with respect to (Xn) and |dfn|(0) = 0. Assume that f is G-invariant and N is
a G-invariant closed neighborhood of Kc . Then there exists 0 > 0 such that for any  ∈ (0, 0),
i∞
(
f c+
)
 i∞
(
f c−
)+ i(N).
Proof. From Proposition 3.11, ∃0 > 0, ∃n0 > 0, for ∀ ∈ (0, 0) and ∀n > n0, there exist ηn
satisfying
ηn
(
f c+n \N,1
)⊂ f c−n and ηn(·,1) is G-equivariant.
By Definition 2.2(b), (d), we have
i
(
f c+n \N
)
 i
(
ηn
(
f c+n \N,1
))
 i
(
f c−n
)
.
Therefore, by the definition of the Limit Index, we get
i∞
(
f c+n \N
)
 i∞
(
f c−n
)
.
According to the subadditivity of the Limit Index,
i∞
(
f c+
)
 i∞
(
f c−
)+ i(N). 
4. Abstract critical point theorem
In this section, by using the Limit Index, we present critical point theorems. First we make
the following assumptions, where (f2)–(f4) and (f6)–(f8) appeared in [12]:
(f1) f ∈ C(X,R) is G-invariant,
(f2) there are G-invariant closed subspaces U and V such that V is infinite-dimensional and
X = U ⊕ V ,
(f3) there is a sequence of G-invariant finite-dimensional subspaces V1 ⊂ V2 ⊂ · · · ⊂ Vj ⊂ · · · ,
dimVj = dnj , such that V =⋃∞j=1 Vj ,
(f4) there is an index i on X satisfying the d-dimension property,
(f5) let Xn = U ⊕ Vn, fn = f |Xn , such that |dfn|(0) = 0,
(f6) there are G-invariant subspaces Y0, Y˜0, Y1 of V such that V = Y0 ⊕ Y˜0, Y1, Y˜0 ⊂ Vj0 for
some j0 and md = dim Y˜0 < kd = dimY1,
(f7) there are ξ1 and ξ2, ξ1 < ξ2 such that f satisfies (PS)c and (PS)∗c with respect to (Xn),
∀c ∈ [ξ1, ξ2],
(f8)
{ (a) FixG ⊂ U ⊕ Y1 or FixG∩ V = {0},
(b) there is ρ > 0 such that f (x) ξ1, ∀x ∈ Y0 ∩ Sρ,
(c) f (x) ξ2, ∀x ∈ U ⊕ Y1.
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and 4.2 in [12].
Theorem 4.1. Assume (f1)–(f5), let i∞ be a Limit Index corresponding to i. Set
ck = inf
i∞(A)k
sup
x∈A
f (x),
where A ∈ Σ . Suppose f satisfies (PS)∗c with respect to (Xn) and (PS)c . If c = ck is finite, it is a
critical value of f . Moreover, if c = ck = · · · = ck+p , for some p  0, then i(Kc) p + 1.
The proof is similar to that of Theorem 4.1 in [12]. So we omit it.
Theorem 4.2. Assume (f1)–(f8). If i∞ is a limit index corresponding to i, then the numbers
cj = inf
i∞(A)j
sup
x∈A
f (x), −k + 1 j −m,
are critical values of f and ξ1  c−k+1  · · ·  c−m  ξ2. Moreover, if c = cl = · · · = cl+r ,
r  0, then i(Kc) p + 1.
The proof is the same as [12, Theorem 4.2] and we omit it.
5. An application
Let Z = W 1,p0 (Ω), p > 1, the usual Sobolev space (of real-valued functions) with the norm
‖u‖ = (∫
Ω
|∇u|p dx)1/p .
In this section we consider the system of equations
(S)
{
pu = Fs(x,u, v) in Ω, u|∂Ω = 0,
−pv = Ft (x,u, v) in Ω, v|∂Ω = 0
(where F = F(x, s, t), Fs = ∂F/∂s, Ft = ∂F/∂t , pu = div(|∇u|p−2∇u)). Assume
(F1) F ∈ C(Ω × R2, R), Fs , Ft exist, Fs(x, s, t) is continuous with respect to (s, t), Ft(x, s, t)
is continuous with respect to t ,
(F2) F(x, s, t) is convex with respect to (s, t),
(F3) there exist a1, a2 ∈ R+, such that∣∣Fs(x, s, t)∣∣+ ∣∣Ft(x, s, t)∣∣ a1(|s|r + |t |r)+ a2,
where 1 r < Np/(2(N − p)) if N > p, 1 r < ∞, otherwise.
(F4) ∃M > 0 and μ> p such that
0 <μF(x, s, t) sFs(x, s, t)+ tFt (x, s, t), ∀(x, s, t) ∈ Ω ×R2 with s2 + t2 M2,
(F5) F(x,−s,−t) = F(x, s, t).
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F(x, s, t) b1
(|s|μ + |t |μ)− b2, (5.1)
where b1 > 0. And from (F3)–(F4) we can get when s2 + t2 M2, without loss of generality, we
can assume |s| 1, |t | 1,
F(x, s, t) 1
μ
(sFs + tFt )
 1
μ
(|s| + |t |)(Fs + Ft )
 1
μ
a
(|s|r + |t |r)(|s| + |t |)
 C
(|s|r+1 + |t |r+1).
When s2 + t2 M2, because F(x, s, t) is continuous, we have
F(x, s, t) C.
In a word, for all (s, t), there exists C > 0, such that
F(x, s, t) C
(|s|r+1 + |t |r+1 + 1). (5.2)
Define
I (u, v) = − 1
p
∫
Ω
|∇u|p dx + 1
p
∫
Ω
|∇v|p dx −
∫
Ω
F(x,u, v) dx
= I1(u, v)+ I2(u, v),
where
I1(u, v) = − 1
p
∫
Ω
|∇u|p dx + 1
p
∫
Ω
|∇v|p dx,
I2(u, v) = −
∫
Ω
F(x,u, v) dx.
From (F2) we can see I2 is convex with respect to (u, v).
Lemma 5.1. Assume that 1  m,n < ∞, f ∈ C(Ω × R2) and f (x,u, v)  C(|u|m/n +
|v|m/n + 1). Then, for every (u, v) ∈ Lm2 (Ω) the operator T1 : (u, v) → f (x,u, v) is continu-
ous from Lm2 (Ω) to Ln2(Ω).
The proof is similar to [17, Theorem A.2]. We omit it.
According to Lemma 5.1 and (5.2), we can see that I2(u, v) ∈ C(Z ×Z,R).
Now we recall some definitions and their properties.
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int(D(f )), α ∈ X∗ is called a subgradient of f at u0 if
f (u0)+ 〈α,u− u0〉 f (u), ∀u ∈ X.
The set of all subgradients at u0 is called the subdifferential of f at u0 and is denoted by ∂f (u0).
Proposition 5.3. (See [8, Proposition 3.1].) Let f1 : X → R ∪ {+∞} be a convex and lower
semicontinuous function, f2 : X → R a function of class C1 and let f = f1 + f2. Then for every
u ∈D(f ),
|df |(u) =
{
min{‖f ∗1 + f ′2(u)‖: f ∗1 ∈ ∂f1(u)}, if ∂f1(u) = ∅,+∞, if ∂f1(u) = ∅.
Proposition 5.4. (See [2, pp. 84–85].)
(1) If u0 ∈ int(D(f )), then ∂f (u0) = ∅.
(2) If f : X → R ∪ {+∞} is convex and is G-differentiable at a point u0 ∈ int(D(f )), then
∂f (u0) is a single point α satisfying 〈α, h〉 = df (u0, h).
Then we have the following proposition.
Proposition 5.5. Assume F satisfies (F1)–(F5). Set D(I ) = {(u, v) ∈ E; I (u, v) < +∞}. Then
for ∀(u, v) ∈ int(D(I )), ∀(u˜, v˜) ∈ Z×Z, |dI |(u, v) = ‖α(u, v)‖ = ‖I ′1(u, v)+α2(u, v)‖, where〈α2(u, v), (u˜, v˜)〉 = −
∫
Ω
Fs(x,u, v)u˜ dx −
∫
Ω
Ft (x,u, v)v˜ dx.
Proof. I1(u, v) is Fréchet differentiable at (u, v) and for any u˜, v˜ ∈ Z,
〈
I ′1(u, v), (u˜, v˜)
〉= −∫
Ω
|∇u|p−2∇u∇u˜ dx +
∫
Ω
|∇v|p−2∇v∇v˜ dx.
From [18, Proposition 26.12] we have I ′1(u, v) is continuous.
(1) First we want to prove that the Gâteaux differential of I2(u, v) at (u˜, v˜) exists:
dI2
(
(u, v), (u˜, v˜)
) = lim
λ→0
I2(u+ λu˜, v + λv˜)− I2(u, v)
λ
= lim
λ→0−
∫
Ω
[F(x,u+ λu˜, v + λv˜)− F(x,u, v)]dx
λ
θ1,θ2∈(0,1)= − lim
λ→0
[∫
Ω
(
Fs(x,u+ λθ1u˜, v + λv˜)u˜+ Ft(x,u, v + λθ2v˜)v˜
)
dx
]
.
If λ is small enough, from (F3) we have
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 a
[(|u| + |u˜|)r + (|v| + |v˜|)r]|u˜| + a[|u|r + (|v| + |v˜|)r]|v˜| +C
 C1|u|r |u˜| +C2|u˜|r+1 +C3|v|r |u˜| +C4|v˜|r |u˜| +C5|u|r |v˜|
+C6|v|r |v˜| +C7|v˜|r+1 +C8.
Since r < Np2(N−p) , by Hölder’s inequality, the right-hand side above is of class L
1
, so it follows
from Lebesgue dominated convergence theorem that
dI2
(
(u, v), (u˜, v˜)
)= −∫
Ω
[
Fs(x,u, v)u˜+ Ft(x,u, v)v˜
]
dx.
Then by Proposition 5.4,
∂I2(u, v) =
{
α2(u, v)
}
,
where 〈α2(u, v), (u˜, v˜)〉 = −
∫
Ω
[Fs(x,u, v)u˜+ Ft(x,u, v)v˜]dx.
(2) Because I2 is a convex continuous function and I1 is of class C1, from Proposition 5.5,
∀(u, v) ∈ int(D(I )),
|dI |(u, v) = min{∥∥I ′1(u, v)+ α2(u, v)∥∥: α2(u, v) ∈ ∂I2(u, v)}
= ∥∥I ′1(u, v)+ α2(u, v)∥∥. 
Now in order to prove that I satisfies (PS)∗c and (PS)c , we recall some properties of the Banach
space Z. According to [16, Section 4.9.4] there exists a Schauder basis {en}∞n=1. Denote
Zn = span{e1, . . . , en}, Z⊥n = span{en+1, . . .}.
Let Pn : Z → Zn be the projector corresponding to the decomposition Z = Zn ⊕ Z⊥n . Then we
set E = Z ×Z, En = Z ×Zn.
Note that En is a closed subspace of E, so En (n = 1,2, . . .) is a Banach space. Set D(In) =
{(u, v) ∈ En; I (u, v) < +∞}. Then it is easy to see that for every (u, v) ∈D(In), |dIn|(u, v) =
‖αn(u, v)‖ = ‖I (1)n ′(u, v) + α(2)n (u, v)‖, where I (1)n (u, v) = − 1p
∫
Ω
|∇u|p dx + 1
p
∫
Ω
|∇v|p dx
and 〈α(2)n (u, v), (u˜, v˜)〉 = −
∫
Ω
Fs(x,u, v)u˜ dx −
∫
Ω
Ft(x,u, v)v˜ dx, where (u˜, v˜) ∈ En.
Let Σ = {A ⊂ E;A is closed and (u, v) ∈ A ⇒ (−u,−v) ∈ A}.
Define an index γ on Σ by:
γ (A) =
{
min{n ∈ Z+; ∃h ∈ C(A,Rn \ {0}) such that h(−u,−v) = h(u, v)},
0, if A = ∅,
∞, if such h does not exist.
The index γ satisfies the one-dimension property. γ∞ is well defined with respect to En
from γ [10, Remark 3.7].
Next we will prove I (u, v) satisfies (PS)c and (PS)∗.c
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I (un, vn) → c, |dI |(un, vn) → 0, n → ∞, then {(un, vn)} has a convergence subsequence.
Proof. First we shall prove {(un, vn)} is bounded in E.
Because I (un, vn) → c, without loss of generality, we can assume (un, vn) ∈ int(D(I )).
By |dI |(un, vn) → 0 and |dI |(un, vn) = ‖α(un, vn)‖ = ‖I ′1(un, vn)+α2(un, vn)‖, we can see
α(un, vn) = I ′1(un, vn)+ α2(un, vn) → 0.
(F3)–(F4) imply that
C + ‖un‖ + ‖vn‖ I (un, vn)− 1
p
〈
α(un, vn), (un, vn)
〉
= 1
p
∫
Ω
Fs(x,un, vn)un dx + 1
p
∫
Ω
Ft (x,un, vn)vn dx
− 1
p
∫
Ω
F(x,un, vn) dx

(
μ
p
− 1
)∫
Ω
F(x,un, vn) dx

(
μ
p
− 1
)
b1
∫
Ω
(|un|μ + |vn|μ)dx +C
=
(
μ
p
− 1
)
b1
(‖un‖μLμ + ‖vn‖μLμ)+C. (5.3)
On the other hand,
‖un‖
〈−α(un, vn), (un,0)〉= ‖un‖p +
∫
Ω
Fs(x,un, vn)un dx,
‖vn‖
〈
α(un, vn), (0, vn)
〉= ‖vn‖p −
∫
Ω
Ft(x,un, vn)vn dx.
Using (F3), we obtain
‖un‖p + ‖vn‖p 
∫
Ω
(−Fs(x,un, vn)un + Ft (x,un, vn)vn)dx + ‖un‖ + ‖vn‖
 C1
∫
Ω
(|un|r+1 + |vn|r+1)dx + ‖un‖ + ‖vn‖ +C2
= C1
(‖un‖r+1Lr+1 + ‖un‖r+1Lr+1)+ ‖un‖ + ‖vn‖ +C2
 C1
(‖un‖r+1μ + ‖vn‖r+1μ )+ ‖un‖ + ‖vn‖ +C2. (5.4)L L
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‖un‖p + ‖vn‖p C1
(‖un‖ + ‖vn‖)+C2.
And so {‖un‖ + ‖vn‖} is bounded because p > 1.
Going if necessary to a subsequence, we can assume un ⇀ u, vn ⇀ v in W 1,p0 (Ω). Then we
need to prove un → u, vn → v in W 1,p0 (Ω).
According to Sobolev embedding theorem, we have
un → u, in Lq(Ω),
vn → v, in Lq(Ω), 1 q Np/(N − p).
From (F3), |Fs(x,u, v)| a1(|u|r + |v|r )+ a2 = a1(|u|2r/2 + |v|2r/2)+ a2.
Since 1 r < Np/(2(N − p)), by Lemma 5.1, we can see
Fs(x,un, vn) → Fs(x,u, v) in L2(Ω).
And therefore,
∣∣∣∣
∫
Ω
Fs(x,un, vn)(un − u)dx
∣∣∣∣

(∫
Ω
(
Fs(x,un, vn)
)2
dx
)1/2(∫
Ω
|un − u|2 dx
)1/2
→ 0,
∣∣∣∣
∫
Ω
Ft(x,un, vn)(vn − v)dx
∣∣∣∣

(∫
Ω
(
Fs(x,un, vn)
)2
dx
)1/2(∫
Ω
|vn − v|2 dx
)1/2
→ 0.
Note that
〈−α(un, vn), (un − u,0)〉 =
∫
Ω
|∇un|p−2∇un(∇un − ∇u)dx
+
∫
Ω
Fs(x,un, vn)(un − u)dx
= o(1).
So
〈−pun,un − u〉 = −
∫
Fs(x,un, vn)(un − u)dx + o(1) → 0. (5.5)
Ω
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p
∫
Ω
|∇u|p dx, u ∈ W 1,p0 (Ω). Observe that
ϕ′(un) = −pun ∈ W−1,p′(Ω).
ϕ(u) being convex on W 1,p0 (Ω), we have
ϕ(u)− ϕ(un)
〈
ϕ′(un), u− un
〉= 〈−pun,u− un〉.
Combining this inequality and (5.5), one refers
lim inf
n→∞
(
ϕ(u)− ϕ(un)
)
 0. (5.6)
On the other hand, the convexity of ϕ and un ⇀ u imply
lim inf
n→∞ ϕ(un) ϕ(u). (5.7)
Then (5.6), (5.7) force ϕ(u) = limn→∞ ϕ(un), as it is, |∇un|Lp → |∇u|Lp .
Finally, since the norm on W 1,p0 (Ω) is uniformly convex, we deduce from un ⇀ u in
W
1,p
0 (Ω) and |∇un|Lp → |∇u|Lp that un → u in W 1,p0 (Ω).
The same argument can be took to show vn → v in W 1,p0 (Ω). 
Proposition 5.7. Assume that F satisfies (F1)–(F4) with μ = r +1. For every (unk , vnk ) ∈ Enk , if
I (unk , vnk ) → c, |dInk |(unk , vnk ) → 0, nk → ∞ as k → ∞, then {(unk , vnk )} has a convergence
subsequence.
Proof. From the same way as Proposition 5.6, we can get {(unk , vnk )} is bounded in E. Then
going if necessary to a subsequence, we can assume unk ⇀ u, vnk ⇀ v in W
1,p
0 (Ω).
Note that
〈
αnk (unk , vnk ), (0, vnk − v)
〉= 〈αnk (unk , vnk ), (0, vnk − Pnkv)〉
+ 〈αnk (unk , vnk ), (0,Pnkv − v)〉
and Pnkv → v as nk → ∞.
Since αnk (unk , vnk ) → 0, {αnk (unk , vnk )} is a bounded set. And so〈
αnk (unk , vnk ), (0,Pnkv − v)
〉→ 0.
Finally, we can obtain unk → u, vnk → v in W 1,p0 (Ω) by the same argument as Proposi-
tion 5.6. 
The main result of this section is the following.
Theorem 5.8. Suppose that F satisfies (F1)–(F4) with μ = r + 1, then the equations (S) possess
an unbounded (in E and L∞(Ω)×L∞(Ω)) sequence of weak solutions.
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(f1) It is obviously that I is invariant with respect to the action of G.
(f2) Set
E = U ⊕ V, U = X × {0}, V = {0} ×X,
U and V are G-invariant closed subspaces.
(f3) Z =⋃∞n=1 Zn, V =⋃∞n=1({0} ×Zn), {0} × Zn (n = 1,2, . . .) is G-invariant closed sub-
spaces.
(f4) γ satisfies one-dimension property.
(f5) The weak slope of I |En at (0,0) is 0, that is, |dIn|(0,0) = 0.
(f6) Set
Y0 = {0} ×Z⊥m, Y1 = {0} ×Zk,
where m and k are to be determined. It is clear that Y0, Y1 are G-invariant and codimV Y0 = m,
dimY1 = k.
(f7) According to Propositions 5.6 and 5.7, we can see I satisfies (PS)c and (PS)∗c with respect
to (En).
(f8) (a) FixG = {0}, FixG∩ V = {0}.
(b) Note that
I (u,0) = − 1
p
‖u‖p −
∫
Ω
F(x,u,0) dx
− 1
p
‖u‖p − b1
∫
Ω
|u|μ dx +C from (F4).
Therefore, supu∈Z I (u,0) < +∞. Choose ξ1 such that ξ1 > supu∈Z I (u,0).
If (0,0) ∈ Y0 ∩ Sρ (where ρ is to be determined), then
I (u,0) = 1
p
‖v‖p −
∫
Ω
F(x,0, v) dx
= 1
p
ρp −
∫
Ω
F(x,0, v) dx
 1
p
ρp −C1
∫
Ω
|v|r+1 dx +C2. (5.8)
For each ρ fixed, ∀(0, v) ∈ Sρ ∩ V we have (id − Pm)v → 0, as m → ∞ by the properties of
Schauder bases.
Since the embedding Z ↪→ Lr+1 is compact, Sρ ∩ V is a compact set in the Lr+1-topology
and |(id − Pm)v|Lr+1 → 0 uniformly in v ∈ Sρ ∩ V .
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∣∣(id − Pm)v∣∣Lr+1 < .
Thus we can choose first ρ and then m such that
∫
Ω
|v|r+1 dx in (5.8) is small enough and
I |Y0∩Sρ  ξ1.
(c) For each (u, v) ∈ U ⊕ Y1,
I (u, v) 1
p
‖u‖p + 1
p
‖v‖p − b1
∫
Ω
(|u|μ + |v|μ)dx +C
 1
p
‖v‖p − b1
∫
Ω
|v|μ dx +C.
Since all norms are equivalent in the finite-dimensional space Y1, we obtain
I (u, v) 1
p
‖v‖p −C1‖v‖μ +C2, where C1 > 0.
Since μ > p, we have sup I |U⊕Y1 < +∞. Thus we can choose k > m and ξ2 > ξ1 such that
f |U⊕Y1  ξ2. According to Theorem 4.2, set
cj = inf
γ∞(A)j
sup
(u,v)∈A
I (u, v), −k + 1 j −m,
and ξ1  cj  ξ2, we obtain a critical value cj  ξ1.
Because ξ1 can be chosen arbitrarily large, I has a sequence of critical values cn → ∞. Fi-
nally, let (un, vn) be a critical point corresponding to cn, then
cn = I (un, vn)− 1
p
〈
α(un, vn), (un, vn)
〉
.
Furthermore, it follows from (5.2) that F is bounded below, so we have
cn 
1
p
∫
Ω
(
Fs(x,un, vn)un + Ft (x,un, vn)vn
)
dx +C
 C1
∫
Ω
(|un|r+1 + |vn|r+1)dx +C2
= C1
(|un|r+1Lr+1 + |vn|r+1Lr+1)+C2, where C1 > 0.
Therefore, {(un, vn)} is unbounded in E and in L∞(Ω) × L∞(Ω). Since each of the critical
points of I is a weak solution of (S), the conclusion follows. 
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