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Abstract
An alternative derivation of the known action-angle map of the standard open Toda
lattice is presented based on its identification as the natural map between two gauge slices in
the relevant symplectic reduction of the cotangent bundle of GL(n,R). This then permits to
interpret Ruijsenaars’ action-angle duality for the Toda system in the same group-theoretic
framework which was established previously for Calogero type systems.
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1
1 Introduction
It is common knowledge that Liouville integrable systems admit action-angle variables which
trivialize the flows of the commuting Hamiltonians. There exist powerful methods (see e.g. [1])
to construct action-angle variables from the original variables, but then one still has to face
the difficult and relevant problem of reconstructing the original variables from the action-angle
variables. For purely scattering systems, one can in principle use the asymptotic momenta and
their conjugates to obtain globally well-defined action-angle variables. However, even among
such topologically trivial systems it is very exceptional that one can describe the map from the
action-angle variables to the original variables explicitly.
A beautiful example is provided by the standard open Toda lattice encoded as a Hamiltonian
system by (M,ω,H), where M := Rn × Rn with the Darboux form ω =
∑n
i=1 dpi ∧ dqi and
H(q, p) =
1
2
n∑
i=1
p2i +
n−1∑
i=1
eqi−qi+1. (1.1)
The phase space of the corresponding action-angle variables, here denoted by pˆ and qˆ, is
Mˆ := {(pˆ, qˆ) ∈ Rn × Rn | pˆ1 > pˆ2 > · · · > pˆn} (1.2)
equipped with the symplectic form ωˆ =
∑n
i=1 dqˆi ∧ dpˆi. One can find the explicit action-angle
map, R : Mˆ → M , in the paper [2] by Ruijsenaars1. The map R operates according to the
following formula:
qj = ln(σn+1−j/σn−j), pj = σ˙n+1−j/σn+1−j − σ˙n−j/σn−j, ∀j = 1, . . . , n, (1.3)
where σ0 := 1 and
σk :=
∑
|I|=k
e
∑
l∈I qˆl
∏
i∈I,j /∈I
|pˆi − pˆj |
−1, ∀k = 1, . . . , n. (1.4)
The sum is taken over the subsets I ⊂ {1, 2, . . . , n} of cardinality |I| = k and σ˙k is defined
by σ˙k := {σk,
1
2
∑n
i=1 pˆ
2
i }Mˆ . This map R converts H into the free form H ◦ R =
1
2
∑n
i=1 pˆ
2
i .
Ruijsenaars’ derivation [2] relied on scattering theory and careful analysis of the Toda dynamics
both for obtaining the map R and for proving that it is a symplectomorphism. His construction
was inspired by the pioneering work of Moser [3] and formulas from the papers of Kostant [4] and
Olshanetsky-Perelomov [5] dealing with the explicit solution of the open Toda systems attached
to all simple root systems [6]. For reviews of Toda systems, see e.g. [1, 7, 8, 9].
The first goal of this Letter is to present an alternative derivation of the Toda action-angle
map. We recall [5] (or [1, 7, 9]) that the system (1.1) results from Hamiltonian reduction of the
free geodesic motion on the symmetric space GL(n,R)/O(n), and thus it can be also viewed as
a reduction of free motion on the larger configuration space GL(n,R). We shall explain how this
basic fact leads readily to the map R and all its pertinent properties.
The second (and main) goal is to demonstrate that the action-angle dual of the Toda system,
introduced in [2], can be interpreted in the same manner as is now well-known (see e.g. [10,
11]) regarding Ruijsenaars’ duality relations [12, 13] between Calogero type systems. Recall
1Our variables (pˆ, qˆ) correspond to (−θˆ, qˆ) as used in [2].
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that two integrable many-body systems form a dual pair if their phase spaces are related by a
symplectomorphism that converts the particle-positions and the action-variables of one system,
respectively, into the action-variables and the particle-positions of the other system. The usual
group-theoretic picture behind this kind of duality (called action-angle duality or Ruijsenaars
duality) is as follows. There exists a “big phase space” equipped with two distinguished Abelian
Poisson algebras which descend to particle-positions and action-variables of integrable many-
body systems upon a suitable reduction. The key point is that the single reduced phase space
admits two alternative models, typically given by two gauge slices, which are identified with the
phase spaces of the many-body systems in duality. In particular, the roles of the two reduced
Abelian Poisson algebras as positions and actions are interchanged in the two models.
In fact, we shall identify the phase spaces (M,ω) and (Mˆ, ωˆ) with two gauge slices in the
relevant symplectic reduction of T ∗GL(n,R). The Toda system lives on M , while Mˆ supports
the dual many-body Hamiltonian defined by
Hˆ(pˆ, qˆ) := σ1(pˆ, qˆ) =
n∑
i=1
eqˆi
n∏
j=1
j 6=i
1
|pˆi − pˆj |
. (1.5)
We shall then explain that the geometrically engendered symplectomorphism between the two
slices yields the action-angle map R, and confirm that the above sketched interpretation of the
duality relation holds in the Toda case. Conceptually, the whole picture is the same as for
Calogero type systems. The special feature is that now the map from Mˆ to M can be described
fully explicitly.
The description of the reduction picture of the Toda duality is the principal achievement of
this Letter. This represents a step forward in the research program aimed at understanding all
action-angle dualities in group-theoretic terms based on Hamiltonian reduction. As for the action-
angle map itself, it must be stressed that several other alternative derivations are possible. For
example, derivations of the Toda action-angle variables can be found in [14, 15, 16, 17], although
the author is not aware of any reference other than [2] where the reconstruction of the original
variables is given in as explicit form as displayed in equations (1.3), (1.4) above.
The rest of this text is organized as follows. In subsections 2.1 and 2.2, we present two
models of the reduced phase space: one is the standard Toda slice [5, 7] and the other is a new
one, which we shall term “Moser gauge”. In subsection 2.3, we derive the explicit action-angle
symplectomorphism R as the map from the Moser gauge to the Toda gauge. In section 3, we
explain the duality issues and conclude with comments on open problems.
2 Two descriptions of the reduced phase space
In what follows we denote G := GL(n,R) and let g stand for the corresponding Lie algebra
gl(n,R). We consider the maximal compact subgroup K := O(n,R), the group A of positive
diagonal matrices and the group N+ of upper triangular matrices having 1 along the diagonal.
We are going to reduce the cotangent bundle of G, which we realize as
T ∗G ≃ G× g = {(g,J )}, (2.1)
where left-translations are used for trivializing T ∗G and g∗ is identified with g by means of the
invariant bilinear form of g provided by the matrix trace. The Hamiltonian of the free particle
3
moving on G is the k = 2 member of the Poisson commuting family
Hk(g,J ) :=
1
k
tr(J k), k = 1, . . . , n. (2.2)
The symmetry group whereby we reduce is the direct product N+ × K. An arbitrary element
(η+, ηK) from this group acts on T
∗G by the map Ψ(η+,ηK) defined by
Ψ(η+,ηK)(g,J ) := (η+gη
−1
K , ηKJ η
−1
K ). (2.3)
We equip T ∗G with the symplectic form
Ω := 2dtr(J g−1dg), (2.4)
which is invariant under Ψ(η+,ηK). The action of N+ ×K is generated by a moment map, Φ. To
describe the moment map, we use the vector space decompositions
g = g+ + g0 + g− and g = K+ K
⊥, (2.5)
where the first one refers to strictly upper-triangular, diagonal and lower-triangular matrices,
while K and K⊥ consist of antisymmetric and symmetric matrices, respectively. Accordingly, we
can decompose any X ∈ g as
X = X+ +X0 +X− and X = XK +XK⊥ . (2.6)
By using the trace scalar product, the duals of the Lie algebras of N+ and K can be identified
with g− and with K itself. Applying these conventions, the moment map
Φ: T ∗G→ (g+)
∗ × K∗ ≃ g− × K (2.7)
operates as
Φ(g,J ) = ((gJ g−1)−,−JK). (2.8)
The relevant moment map constraint then reads
Φ(g,J ) = µ0 := (I−, 0), (2.9)
where the matrix I− :=
∑n−1
i=1 Ei+1,i contains 1 in its entries just below the diagonal. It is easily
seen that the constraint surface Φ−1(µ0) is preserved by the full symmetry group N+ × K. In
other words, the constraints
(gJ g−1)− − I− = 0 and JK = 0 (2.10)
are of first class in Dirac’s sense. The corresponding reduced phase space,
(T ∗G)red := Φ
−1(µ0)/(N+ ×K), (2.11)
is guaranteed to be a smooth manifold since the action of N+×K is free and proper. This follows
from the Iwasawa decomposition whereby any g ∈ G can be uniquely represented in the form
g = g+gAgK , (g+, gA, gK) ∈ N+ × A×K. (2.12)
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2.1 Toda gauge
Taking arbitrary (q, p) ∈ Rn × Rn, we now parametrize gA in (2.12) as
gA = e
Q(q)/2 with Q(q) := −
n∑
i=1
qn+1−iEi,i, (2.13)
and introduce the Jacobi matrix L(q, p) by
L(q, p) := P (p) + e−Q(q)/2I−e
Q(q)/2 + eQ(q)/2I+e
−Q(q)/2 (2.14)
with P (p) := −
∑n
i=1 pn+1−iEi,i and I+ := (I−)
t. (The usage of Q(q) and P (p) is justified by later
convenience.) The Iwasawa decomposition implies that every orbit of N+×K in T
∗G contains a
unique representative of the form (eQ(q)/2,J ). If g = eQ(q)/2, then the constraint (2.10) is solved
by J = L(q, p). This means that the manifold
S := {(eQ(q)/2, L(q, p)) | (q, p) ∈M}, M = Rn × Rn, (2.15)
is a global cross-section (“gauge slice”) of the orbits of the symmetry group in the constraint
surface Φ−1(µ0). If we identify the reduced phase space (T
∗G)red with the gauge slice S, then
the reduced symplectic form, Ωred, turns into the pull-back ι
∗
S(Ω), where ιS : S → T
∗G is the
tautological inclusion. One immediately finds that
ι∗S(Ω) =
n∑
i=1
dpi ∧ dqi ≡ ω, (2.16)
which is the Darboux form on M . These observations are summarized by the identifications
((T ∗G)red,Ωred) ≃ (S, ι
∗
S(Ω)) ≃ (M,ω). (2.17)
The equality
H(q, p) =
1
2
tr(L(q, p)2) (2.18)
shows that the Toda Hamiltonian (1.1) is the reduction of the free one, H2 in (2.2). The matrix
L(q, p) appearing in the slice S (2.15) is the standard Toda Lax matrix, and for this reason S
can be called the “Toda gauge”. Of course, all the above are very standard results [7, 9].
2.2 Moser gauge
Let Rn> denote the set of vectors pˆ ∈ R
n subject to the condition pˆ1 > pˆ2 > · · · > pˆn, and R
n
+ the
set of vectors with positive components. For any (pˆ, w) ∈ Rn> × R
n
+ define the matrices
Λ(pˆ) := diag(pˆ1, pˆ2, . . . , pˆn), (2.19)
Γ(pˆ, w) := [w,Λ(pˆ)w,Λ(pˆ)2w, . . . ,Λ(pˆ)n−1w] = WV (pˆ). (2.20)
Here w is represented as a column vector, W and V are invertible diagonal and Vandermonde
matrices
W := diag(w1, . . . , wn) and V (pˆ)i,j := (pˆi)
j−1. (2.21)
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The Toda gauge was defined by bringing g ∈ G to diagonal form by the action of N+ ×K.
Now we introduce another gauge, in which the component J of the pair (g,J ) ∈ Φ−1(µ0) is
diagonalized. In fact, we claim that the manifold
Sˆ := {(Γ(pˆ, w)−1,Λ(pˆ)) | (pˆ, w) ∈ Rn> × R
n
+} (2.22)
is a global cross-section of the orbits of N+ ×K in the constraint surface Φ
−1(µ0).
Note first that Sˆ indeed lies in the constraint surface Φ−1(µ0). This can be seen, for example,
from the identity ΛΓ − ΓI− = [0, . . . , 0,Λ
nw], which implies that (Γ−1ΛΓ)− = I− holds. To
proceed, consider the Iwasawa decomposition
Γ(pˆ, w)−1 = η+(pˆ, w)ρ(pˆ, w)ηK(pˆ, w) (2.23)
with unique matrices η+(pˆ, w) ∈ N+, ηK(pˆ, w) ∈ K and diagonal positive matrix
ρ(pˆ, w) = diag(ρ1(pˆ, w), . . . , ρn(pˆ, w)). (2.24)
The factors of Γ−1 enjoy the scaling properties
ρ(pˆ, λw) = λ−1ρ(pˆ, w), η+(pˆ, λw) = η+(pˆ, w), ηK(pˆ, λw) = ηK(pˆ, w), ∀λ ∈ R+. (2.25)
Acting by (η+(pˆ, w)
−1, ηK(pˆ, w)) ∈ N+ ×K, we obtain
Ψ(η+(pˆ,w)−1,ηK(pˆ,w))(Γ(pˆ, w)
−1,Λ(pˆ)) = (ρ(pˆ, w),J (pˆ, w)), (2.26)
J (pˆ, w) = ηK(pˆ, w)Λ(pˆ)ηK(pˆ, w)
−1. (2.27)
Then (ρ(pˆ, w),J (pˆ, w)) belongs to the Toda gauge slice S (2.15), because ρ(pˆ, w) ∈ A and the
moment map constraint (2.10) holds. Therefore we have the equalities
J (pˆ, w) = L(q, p) and ρ(pˆ, w) = eQ(q)/2 (2.28)
with uniquely determined (q, p) ∈ M . Now we quote (see e.g. [8, 18]) the following well-known
result: every Jacobi matrix L(q, p) can be written in the form (2.27) and this yields a one-to-one
parametrization of the set of Jacobi matrices after one fixes the norm of the vector w. Combining
this result with the scaling properties (2.25), we see that every element of the Toda gauge S is
obtained as a gauge transform (2.26) of a unique element of Sˆ. Since we know that S is a global
cross-section, the claim that Sˆ is global cross-section follows.
We call Sˆ “Moser gauge” since the variables (pˆ, w) were first introduced in Moser’s seminal
work [3] on the Toda system. The reduced symplectic form is easily calculated2 in Moser’s
variables. One finds that
ι∗
Sˆ
(Ω) = 2
n∑
i=1
d lnwi ∧ dpˆi +
n∑
j,k=1
j 6=k
dpˆj ∧ dpˆk
pˆj − pˆk
. (2.29)
By viewing Sˆ as a coordinate system on S, which is allowed since both are models of (T ∗G)red,
the Toda Hamiltonian becomes
(ι∗
Sˆ
H2)(pˆ, w) =
1
2
n∑
i=1
pˆ2i . (2.30)
2The calculation, which the author learned from C. Klimcˇ´ık, is described in Appendix A for convenience.
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Moser’s variables linearize the Toda dynamics, but are not quite action-angle variables since their
Poisson brackets read
{pˆi, pˆj} = 0, {pˆi, wj} =
wj
2
δij , {wj, wk} =
1
2
wjwk
pˆj − pˆk
(j 6= k). (2.31)
One can construct true action-angle variables pˆ - qˆ by using a primitive of the de Rham exact
second term that appears in (2.29). This is of course not unique, and the choice which will be
useful for our purpose corresponds to the following parametrization:
wi(pˆ, qˆ) := e
1
2
qˆi
n∏
j=1
j 6=i
|pˆi − pˆj|
− 1
2 , (pˆ, qˆ) ∈ Rn> × R
n ≡ Mˆ. (2.32)
Direct substitution shows that
ι∗
Sˆ
(Ω) = 2
n∑
i=1
d lnwi(pˆ, qˆ) ∧ dpˆi +
n∑
j,k=1
j 6=k
dpˆj ∧ dpˆk
pˆj − pˆk
=
n∑
i=1
dqˆi ∧ dpˆi ≡ ωˆ. (2.33)
The identification (Sˆ, ι∗
Sˆ
(Ω)) ≡ (Mˆ, ωˆ) given by the above equations anticipates that (pˆ, qˆ) as
defined here coincide with the action-angle variables of [2] described in the Introduction.
For completeness, we note that Moser’s variables are usually presented by means of the
resolvent function
f(z) := eqn((z − L(q, p))−1)1,1 =
n∑
i=1
w2i
z − pˆi
, (2.34)
where z is an auxiliary complex variable. The second equality, which originally served as the
definition of (pˆ, w), follows from (2.28). To see how this comes about, notice that equations (2.27)
and (2.28) imply the relation ((z − L(q, p))−1)1,1 =
∑n
i=1
((ηK )1,i)
2
z−pˆi
. Then substitute the relation
(ηK)1,i = wiρ1 = wie
−qn/2, which is obtained from the Iwasawa decomposition of Γ (cf. (2.23))
and the second equality in (2.28). By using the identity (2.34), one can verify that the variables
(pˆ, qˆ) coincide also with the action-angle variables exhibited in [15, 16] relying on an interesting
recasting of the Toda Poisson brackets in terms of the resolvent function.
2.3 Explicit action-angle map from gauge transformation
The results described so far give rise to a symplectomorphism between the two models,
(S, ι∗S(Ω)) ≡ (M,ω) and (Sˆ, ι
∗
Sˆ
(Ω)) ≡ (Mˆ, ωˆ), (2.35)
of the reduced phase space ((T ∗G)red,Ωred). Under this symplectomorphism, any point of Sˆ
corresponds to the unique gauge equivalent point of S. It turns out that, when operating in the
direction Sˆ → S, the explicit formula of this map is easily computed. We below denote the map
in question as R : Sˆ → S, and will in the end identify it with the action-angle map R : Mˆ → M
presented in the Introduction.
Let mk(X) := det(Xk) denote the k-th leading principal minor of any n × n matrix X , i.e.,
the determinant of the matrix Xk obtained by deleting the last (n− k) rows and columns of X .
Introduce the following Poisson commuting Hamiltonians on T ∗G:
Hˆk(g,J ) := mk((gg
t)−1), k = 1, 2, . . . , n. (2.36)
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These Hamiltonians are invariant with respect to the action of the reduction group N+ ×K.
If R sends a point (Γ−1,Λ) ∈ Sˆ to (eQ(q)/2, L(q, p)) ∈ S, then the equality
mk(Γ
tΓ) =
k∏
j=1
eqn+1−j (2.37)
holds, since on the two sides we have the values of the invariant function Hˆk at gauge equivalent
points. By (2.35), the components of q and p, and that of pˆ and qˆ, give coordinates on S and on
Sˆ, respectively. We then see from (2.37) that the sought-after formula of R is provided by
eqk ◦ R =
mn+1−k(X(pˆ, qˆ))
mn−k(X(pˆ, qˆ))
with X(pˆ, qˆ) := Γ(pˆ, w(pˆ, qˆ))tΓ(pˆ, w(pˆ, qˆ)), (2.38)
pk ◦ R = {qk, H}M ◦ R = {qk ◦ R, H ◦ R}Mˆ = {qk ◦ R,
1
2
n∑
i=1
pˆ2i }Mˆ . (2.39)
We here used that R is a symplectomorphism and that the Toda Hamiltonian H (1.1) satisfies
H ◦ R = ι∗
Sˆ
(H2) with (2.30), which are immediate consequences of the reduction.
To make the above formula explicit, we need to calculate the minors mk(Γ
tΓ). For this, it is
convenient to write
X(pˆ, qˆ) = Y (pˆ, w(pˆ, qˆ)) with Y (pˆ, w) = Γ(pˆ, w)tΓ(pˆ, w) = V (pˆ)tWWV (pˆ), (2.40)
using the matricesW and V defined in (2.21). Since Yk is the product of the k×nmatrix obtained
by deleting the last (n−k) rows of V tW and its transpose, we can effortlessly calculate mk(Y ) =
det(Yk) by applying the standard Cauchy-Binet formula (e.g. [19]). Letting I = {i1, . . . , ik},
1 ≤ i1 < · · · < ik ≤ n, run over the subsets of {1, . . . , n}, the Cauchy-Binet formula now reads
det(Yk) =
∑
|I|=k
[det(WI) det(VI)]
2, (2.41)
where WI is the k× k diagonal matrix with entries wia and VI is the k× k Vandermonde matrix
with entries (VI)a,b = pˆ
b−1
ia
. Thus we find the following result:
mk(Y (pˆ, w)) =
∑
|I|=k
(∏
l∈I
w2l
∏
i,j∈I
i 6=j
|pˆi − pˆj|
)
. (2.42)
Substitution of wl(pˆ, qˆ) from (2.32), then directly leads to the formula
mk(X(pˆ, qˆ)) =
∑
|I|=k
e
∑
l∈I qˆl
∏
i∈I,j /∈I
|pˆi − pˆj |
−1, (2.43)
which is just the expression σk in (1.4).
Finally, the comparison of equations (1.3), (1.4) and (2.38), (2.39) shows that the gauge trans-
formation R : Sˆ → S is nothing but the action-angle map R : Mˆ →M derived by Ruijsenaars in
[2] with the aid of a different method.
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3 Group-theoretic interpretation of Toda duality
We have seen that the Hamiltonian reduction approach to the open Toda lattice permits an
alternative derivation of the explicit action-angle map (1.3). As a useful spin-off, we can now
interpret the Toda duality in the same manner as was done previously for Calogero type systems.
Remember that we have two natural Abelian Poisson algebras, {Hk} in (2.2) and {Hˆk} in
(2.36), before reduction. Their generators are N+ × K invariant functions possessing complete
Hamiltonian flows. These Abelian algebras survive the reduction and any generator of them
descends to a Liouville integrable reduced Hamiltonian. The only statement to check is that the
generators of the reduced Abelian Poisson algebras consist of n independent functions, which is
readily verified using the two alternative models of (T ∗G)red given by the Toda gauge and the
Moser gauge (2.35). As detailed below, these two Abelian algebras on (T ∗G)red engender a dual
pair of integrable systems.
In terms of the model (S, ι∗S(Ω)) ≡ (M,ω) of ((T
∗G)red,Ωred), the reduction of the Abelian
Poisson algebra {Hk} yields the commuting Toda Hamiltonians and the reduction of {Hˆk} be-
comes equivalent to the algebra of the position-variables of the Toda system (1.1). In terms
of the alternative model (Sˆ, ι∗
Sˆ
(Ω)) ≡ (Mˆ, ωˆ) of ((T ∗G)red,Ωred), the reduction of {Hˆk} gives
the commuting Hamiltonians of the dual many-body system (1.5), whose position-variables are
equivalent to the reduction of the algebra {Hk}. This means that the components of q can be
viewed both as position-variables of the Toda system and as action-variables of the dual system,
whose main Hamiltonian σ1 (1.5) is the reduction of Hˆ1. Similarly, the components of pˆ encode
action-variables for the Toda system and position-variables for the dual system. Thus one has
two integrable many-body systems living on each other’s action-angle phase spaces. This is the
essence of the duality relation discovered originally by Ruijsenaars [2, 12].
The commuting Hamiltonians of the systems in duality are generated by the Jacobi matrix
L(q, p) (2.14) and the Hankel matrix X(pˆ, qˆ) = Y (pˆ, w(pˆ, qˆ)) (2.40). Here, it should be noted that
the matrix Y , which has the entries Yi,j =
∑n
k=1(pˆk)
i+j−2w2k, appears in many papers dealing
with Toda systems and related questions. Indeed, equation (2.37) represents the key ingredent of
the reconstruction of the Jacobi matrix from its spectral data, which goes back to classical work
by Stieltjes (see e.g. [20] and references therein). One could construct the Toda action-angle map
by relying directly on the relations (2.31) and (2.37). In our work we obtained these relations by
following the standard procedure of Hamiltonian reduction.
We conclude with a list of open problems. First, it could be interesting to apply quantum
Hamiltonian reduction [21] to gain a better understanding of the quantum mechanical version
of Toda duality. For the state of art of this subject, see the papers [22, 23, 17] and references
therein. Second, it would be important to generalize the group-theoretic framework presented in
this paper so as to accommodate the open relativistic Toda lattice, whose dual was also derived
in [2]. Finally, we remark that action-angle duals of closed Toda lattices are not yet known, and
this issue, as well as the cases of other root systems, should be investigated in the future. For
constructions of action-angle variables of closed Toda lattices, the reader may consult, e.g., [1, 24].
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A Calculation of the symplectic form in the Moser gauge
In this appendix we present the derivation of the formula (2.29). We start by noting that direct
substitution of J = Λ(pˆ) and g−1 = Γ(w, pˆ) = WV (pˆ) into the symplectic form Ω (2.4) yields
ι∗
Sˆ
(Ω) = −2dtr(ΛdWW−1)− 2dtr(ΛdV V −1). (A.1)
The first term is trivial to evaluate. The second term can be spelled out as
tr(ΛdV V −1) =
n∑
i,j=1
pˆi(dVij)Vˇij(det V )
−1 (A.2)
where Vˇij the co-factor entering the inverse matrix, (V
−1)ji =
Vˇij
det V
. Since (on account of (2.21))
Vij depends only on pˆi and thus Vˇij does not depend on pˆi, the expression (A.2) can be recast as
tr(ΛdV V −1) =
n∑
i=1
pˆi(dpˆi)
(
∂pˆi
( n∑
j=1
VijVˇij
))
(det V )−1 =
n∑
i=1
pˆi(dpˆi)∂pˆi ln | detV |. (A.3)
Therefore
dtr(ΛdV V −1) =
n∑
i,j=1
i 6=j
pˆi
(
∂pˆj∂pˆi ln | detV |
)
dpˆj ∧ dpˆi =
1
2
n∑
i,j=1
i 6=j
dpˆj ∧ dpˆi
pˆi − pˆj
. (A.4)
The last equality was obtained using the Vandermonde determinant det V =
∏
a<b(pˆb − pˆa).
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