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ABSTRACT

Complex magnetic oxides represent a unique intersection of immense technological
importance and fascinating physical phenomena originating from interwoven structural, electronic
and magnetic degrees of freedom. The resulting energetically close competing orders can be
controllably selected through external fields. Competing interactions and disorder represent an
additional opportunity to systematically manipulate the properties of pure magnetic systems,
leading to frustration, glassiness, and other novel phenomena while finite sample dimension plays
a similar role in systems with long-range cooperative effects or large correlation lengths. A
rigorous understanding of these effects in strongly correlated oxides is key to manipulating their
functionality and device performance, but remains a challenging task. In this dissertation, we
examine a number of problems related to intrinsic and extrinsic low dimensionality, disorder, and
competing interactions in magnetic oxides by applying a unique combination of standard
magnetometry techniques and unconventional magnetocaloric effect and transverse susceptibility
measurements.
The influence of dimensionality and disorder on the nature and critical properties of phase
transitions in manganites is illustrated in La0.7Ca0.3MnO3, in which both size reduction to the
nanoscale and chemically-controlled quenched disorder are observed to induce a progressive
weakening of the first-order nature of the transition, despite acting through the distinct mechanisms
of surface effects and site dilution. In the second-order material La0.8Ca0.2MnO3, a strong magnetic
field is found to drive the system toward its tricritical point as competition between exchange
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interactions in the inhomogeneous ground state is suppressed. In the presence of large phase
separation stabilized by chemical disorder and long-range strain, dimensionality has a profound
effect. With the systematic reduction of particle size in microscale-phase-separated (La, Pr,
Ca)MnO3 we observe a disruption of the long-range glassy strains associated with the chargeordered phase in the bulk, lowering the field and pressure threshold for charge-order melting and
increasing the ferromagnetic volume fraction as particle size is decreased. The long-range chargeordered phase becomes completely suppressed when the particle size falls below 100 nm. In
contrast, low dimensionality in the geometrically frustrated pseudo-1D spin chain compound
Ca3Co2O6 is intrinsic, arising from the crystal lattice. We establish a comprehensive phase diagram
for this exotic system consistent with recent reports of an incommensurate ground state and
identify new sub-features of the ferrimagnetic phase. When defects in the form of grain boundaries
are incorporated into the system the low-temperature slow-dynamic state is weakened, and new
crossover phenomena emerge in the spin relaxation behavior along with an increased distribution
of relaxation times. The presence of both disorder and randomness leads to a spin-glass-like state,
as observed in γFe2O3 hollow nanoparticles, where freezing of surface spins at low temperature
generates an irreversible magnetization component and an associated exchange-biasing effect. Our
results point to distinct dynamic behaviors on the inner and outer surfaces of the hollow structures.
Overall, these studies yield new physical insights into the role of dimensionality and
disorder in these complex oxide systems and highlight the sensitivity of their manifested magnetic
ground states to extrinsic factors, leading in many cases to crossover behaviors where the balance
between competing phases is altered, or to the emergence of entirely new magnetic phenomena.
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CHAPTER ONE
Introduction

Transition metal oxides have secured a place as a central research focus in the condensed
matter physics community over the last several decades as they offer a unique framework for the
study of complex relationships between structural, electronic and magnetic degrees of freedom [15]. The strong competition among phonon, magnon, electron and spin interactions in these
materials is associated with a near degeneracy of competing ground states and a diversity of phases
that can be tuned through external fields, temperature, and chemical doping. Large responses to
small perturbations are manifested in phenomena such as colossal magnetoresistance (CMR) [6,7],
giant magnetoelectric (GME) [8,9], and giant magnetocaloric (GMC) effects [10,11] as one
energetically close state is favored over another. While a complete understanding of magnetic
ground state properties and cooperative phenomena in this class of compounds is key to
manipulating their functionality for applications, it remains a challenging problem. Ongoing
investigations in complex oxide systems seek to clarify the nature and origin of exotic behaviors,
and to identify the unconventional states of matter that give rise to them [3,5,8,12,13].
1.1 Objectives
Competing interactions and low dimensionality are responsible for a number of emergent
behaviors in magnetic materials [14-17]. Competition in exchange interactions arises from
magnetic-site-randomness in a non- magnetic matrix or bond-randomness in a magnetic sublattice,
resulting in magnetic frustration and/or cooperative processes. Depending on the density and
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strength of the competing interactions, bond- and site-disorder can, counterintuitively, stabilize
large ordered spin clusters or spatial separation between two distinct ordered phases [18,19].
Competition occurs intrinsically in geometrically frustrated lattices and RKKY spin glasses
[20,21], and can be brought about in other cases through chemical doping [22]. Similarly, while
low-dimensional magnetism is intrinsic to materials with crystal structures that restrict spin
interactions to one or two dimensions [23,24], dimensionality can be artificially manipulated by
limiting the spatial extent of a crystallite through various fabrication techniques. In addition to
constraining magnetic correlations lengths, nanostructuring introduces crystal defects at surfaces
and grain boundaries that act as sources of local bond disorder and random exchange. The major
magnetic couplings in oxide systems are the indirect superexchange and double-exchange
interactions [25], which act through an intervening oxygen ion. As a result, vacancies and other
structural defects easily disrupt local magnetic coupling or modify the strength of the interaction
by distorting the bond angle between two magnetic ions. It is well known that dimensionality,
microstructure, and chemical disorder profoundly impact the magnetic behavior manifested in
strongly correlated oxide systems [26-32]. However, many aspects of these complex structureproperty relationships are not well understood, including:
(1) Materials that undergo a first-order magnetic transition in the bulk are known to exhibit
a second-order transition in nanostructures of the same composition. How does the
mechanism of this size-induced crossover compare to the rounding of a first-order
transition in the presence of quenched chemical disorder?
(2) Characteristic lengths of exotic phenomena (phase separation, spin-density waves, etc.)
in strongly correlated oxide systems can occur on a sub-micron scale. How does the
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reduction of sample dimension to the nanoscale in such systems affect the appearance
and stability of these states?
(3) In a ferromagnetic system with mixed exchange interactions, how do field-sensitive
competing phases affect the determination of critical properties near the ferromagneticparamagnetic transition?
(4) What role do surface and grain boundary spins play in the slow dynamic response of
geometrically frustrated and nanostructured systems?
To address these outstanding issues, it is essential to employ experimental methods that
allow detailed investigations of the temperature and magnetic field response of the different
phases. In this dissertation, we utilize both conventional (dc magnetometry, ac susceptibility) and
unconventional (transverse susceptibility, magnetocaloric effect, critical exponents) tools to
observe changes in the balance of magnetic phases and interactions under the influence of
temperature, magnetic field, chemical substitution, pressure, and reduction in sample dimension.
1.2 Overview
This dissertation is divided into nine chapters. CHAPTER ONE presents the motivation
and objectives of the work and provides an overview of the organization of the dissertation.
In CHAPTER TWO we introduce theoretical concepts relevant to the discussion of
magnetic interactions and magnetic phase transitions in solids. The influence of disorder on
fundamental magnetic properties is examined along with the related phenomena of spin-glass-like
behavior and geometric frustration. Extrinsic factors related to sample morphology and
dimensionality are discussed in terms of their impact on magnetic behavior at the micro- and nano-
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scale. Finally, we present an overview of the relevant characteristics of the manganite, cobaltite,
and ferrite classes of magnetic oxides that are covered in the results chapters.
In CHAPTER THREE we describe the experimental methodologies used in sample
preparation and data collection. The sol-gel chemical synthesis technique used to fabricate samples
at USF is detailed, and the preparation methods of other samples measured in this work are
summarized. The characterization techniques and instrumentation used to determine sample
structure, phase, and morphology are discussed and the principles of the magnetic measurement
techniques applied in this study (dc, ac, and transverse susceptibilities) are presented. Finally, the
theory and methodology of magnetic entropy change calculations based on dc magnetization data
are developed.
In CHAPTER FOUR we present the results of a study of the magnetic and magnetocaloric
properties of La0.7Ca0.3MnO3 which undergoes a weakly first-order ferromagnetic transition due
to strong spin-lattice coupling. Disorder introduced through two distinct mechanisms is found to
disrupt the coupling between magnetic and structural order parameters and drive the transition to
become continuous. The substitution of a few percent Fe for Mn on the perovkite B-site dilutes
the magnetic sublattice and introduces quenched disorder that rounds the first-order transition.
Systematically reducing particle size to the nanoscale (~ 15 nm) also initiates a first- to secondorder crossover attributed to the masking of the bulk-like behavior of interior spins by the distinct
magnetic properties of the surface layers. The effects of these manipulations on the structure,
magnetic and magnetocaloric properties are investigated systematically.
In CHAPTER FIVE the subtle influence of increasing magnetic field on two systems with
competing exchange interactions is studied through an unconventional examination of the field-
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dependence of the critical exponents governing scaling at the transition point. The critical
exponents obtained for La0.8Ca0.2MnO3, near a composition-induced tricritical point, shift from
short-range interaction values to approach the tricritical mean field model at high magnetic fields
as the competition between double-exchange and superexchange ferromagnetic interactions is
suppressed. The coexistence of 3d and 4f magnetic sublattices in La0.75Pr0.25Co2P2 leads to mixed
exchange mechanisms and locally ordered clusters above the Curie temperature. The critical
susceptibility exponent γ is found to decrease systematically from the Heisenberg model value
toward the mean-field model value as magnetic fields above 2 T suppress clusters in the
paramagnetic region.
In CHAPTER SIX we study the impact of the systematic reduction of sample dimension
below the characteristic phase separation length (~ 1 µm) between ferromagnetic and chargeordered/antiferromagnetic regions in La5/8-yPryCa3/8MnO3 through the evolution of magnetic
entropy change, transverse susceptibility, and pressure-dependent magnetization. The relative
volume fractions and stability of the phases subject to changes in temperature and magnetic field
are compared in a single crystal sample and powders with average particle sizes of 400 nm, 150
nm, and 55 nm. The absence of the glassy long-range martensitic accommodation strains that
inhibit the growth of ferromagnetic regions in the single crystal above 70 K gives rise to a shortrange phase-separated state in the powder samples at intermediate temperatures. As the particle
size is decreased, the ferromagnetic volume fraction grows and the charge-ordered state becomes
increasingly sensitive to applied magnetic field and pressure. In the 55 nm particles, the coherent
charge-ordered phase is suppressed and a weak ferromagnetic response arises from a surface
cluster glass state with short-range charge-order correlations and ferromagnetic regions.
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In CHAPTER SEVEN a new phase diagram is established for the geometrically frustrated
spin chain cobaltite Ca3Co2O6 through detailed magnetic entropy change measurements under the
influence of a wide range of temperature and magnetic field variation. Our findings are consistent
with a zero-field spin-density wave and the growing influence of short-range magnetic correlations
as the temperature is lowered. In addition, we resolve new sub-features of the ferrimagnetic phase
associated with spin chain reversal and the short-range order phase, and extend previous phase
diagrams to low temperatures. The effects of microstructure on the static and dynamic magnetic
properties of the system are determined through a comparison between a single crystal and
polycrystalline samples with grain sizes well above and just below the maximum correlation length
(> 500 nm) in Ca3Co2O6. The essential features of the phase diagram are unmodified in the
polycrystalline samples. In light of inconsistent reports concerning the presence of metastable lowtemperature magnetization steps in nanostructured Ca3Co2O6, the observation of these features in
our 440 nm sample suggests that the cutoff of the correlation length in the ab plane rather than
along the c-axis is responsible for the suppression of the steps observed in some cases. The
introduction of grain boundaries in Ca3Co2O6 weakens the slow-dynamic state, widens the lowtemperature distribution of relaxation times, and lowers activation energies within the Arrhenius
relaxation regime.
In CHAPTER EIGHT a detailed study is carried out of the dynamic properties of an
ensemble of 15 nm maghemite nanoparticles with a hollow structure to determine the role of
surface spin disorder on the magnetic response of ultrafine particles with enhanced surface-tovolume ratio. The dynamics of the system slow near 50 K, and become frozen on experimental
time scales below 20 K. The freezing of surface spins gives rise to magnetic irreversibility and a
large exchange bias effect at the interface between reversible interior spins and frozen surface
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spins. Our results show that spins located near the outer surface of the particles exhibit a higher
degree of magnetic frustration than spins on the interior surface of the hollow structure, and shed
light on the origin of spin-glass-like phenomena and the role of surface spins in hollow
nanostructures.
Finally, in CHAPTER NINE we summarize the results presented in the dissertation and
propose future directions for study in these and related complex magnetic oxide materials.
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CHAPTER TWO
Theoretical Background

In this Chapter we present a brief overview of magnetic interactions and phase transitions
in solids. The influence of disorder on pure magnetic systems is discussed along with the related
phenomena of spin-glass-like behavior and geometric frustration. Extrinsic factors related to
sample morphology and dimensionality are discussed in terms of their impact on magnetic
behavior at the micro- and nano-scale. Finally, we summarize the relevant characteristics of the
manganite, cobaltite, and ferrite classes of magnetic oxides that are covered in the results chapters.
2.1 Magnetic interactions in solids
Magnetic moment arises from the angular momentum of an electron in an atom, which has
two contributions: intrinsic angular momentum (spin), and the orbital motion of the electron
around the atomic nucleus. The orbital angular momentum assumes discrete value of

l l

1

with l = 0...n – 1 where l is the angular momentum quantum number, n is the principal quantum
number, and

is the reduced Planck constant. The magnetic quantum number ml describes the

component of angular momentum along a given direction, usually chosen as the applied magnetic
field direction. For a given l, ml can take on 2l +1 integer values between l and – l. The plane of
possible orbital magnetic moment orientations is therefore spatially quantized. Similarly, the spin
magnetic quantum number ms can assume only two discrete values with respect to the applied field
direction, ms =

1⁄2 with corresponding momenta of

10

⁄2. Treating the moving electron as a

current loop, it can be shown that the orbital magnetic moment μl , its magnitude, and its projection
along the magnetic field direction, chosen as z, are given by:
μl

μB l

μl

μB l l

μlz
where μB

(2.1)
1

ml μB

(2.2)
(2.3)

|e| ⁄2me is the Bohr magneton and me is the electron mass; vector quantities are

denoted by bold typeface. Similarly, the spin moment and its z-component are

where ge

μs

ge μB s

(2.4)

μsz

ge ms μB

(2.5)

2 is the g-factor for a free electron.

2.1.1 Spin-orbit coupling
The interaction between the spin and orbital contributions to the angular momentum of an
electron in an atom is effectively that of a magnetic dipole moment (the spin) coupling to a
magnetic field generated by the orbital angular momentum, with interaction energy of the form μ ∙
B. For weak spin-orbit coupling, the total orbital and spin angular momenta of an atom with i
electrons
L

∑i li

(2.6)

S

∑

(2.7)

define the total angular momentum as the resultant vector J where
J

L

S.

(2.8)

This vector treatment, known as Russell-Saunders coupling, does not hold for heavy elements but
is generally valid for those ions of interest in magnetic materials. In Eqn. 2.6 and 2.7, the
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J
L

S
μL

μS
μ
μ tot

Figure 2.1 Spin-orbit interaction between the momenta S and L. Adapted from Ref [1].
summation over a complete shell is zero, so that non-zero magnetic moment arises only from
incomplete shells.
The vectors L and S exert a torque on one another due to their interaction energy λL ∙ S ,
where
and μS

is the spin-orbit coupling constant, causing their associated dipole moments μL

μB L

ge μB S to precess around J (Fig. 2.1). The total moment μtot makes an angle θ with J

due to the larger gyromagnetic ratio of the spin moment. The observed moment is given by the
projection of μtot along J,
μtot cos θ

μ

gJ μB J

(2.9)

where gJ is the Lande factor
gJ

1

J J 1

S S 1
2J J 1

12

L L 1

.

(2.10)

The total angular momentum J can assume values from J = (L – S), (L – S + 1) to (L + S – 1), (L +
S) where the spin-orbit coupling splits the energy levels of the J multiplets. In a many-electron
atom, the lowest level multiplet, i.e. the ground state energy, can be predicted from an empirical
set of criteria known as Hund’s rules that govern the filling of an incomplete shell:
(1) S is maximized as far as allowed by the Pauli exclusion principle.
(2) L is maximized as far as allowed by rule (1).
(3) If the shell is less than half full, the ground state level has J = L – S; if the shell is more
than half full, the ground state level has J = L + S. When the shell is exactly half full, L =
0 and J = S.
The first and strongest rule is a consequence of minimization of Coulomb energy, which is best
achieved if electrons occupy different orbitals, while the third rule is related to the sign of the spinorbit coupling. Usually the separation between the ground state and first excited multiplet state is
large compared to kT, so the magnetic properties of an atom or ion are largely determined by the
ground state determined from Hund’s rules. The incomplete shells in the rare-earth and transition
metal elements are the f and d shells, respectively. The magnetic moments predicted by Hund’s
rules agree well with experiments in most cases, however in the case of 3d-block transition metal
elements discrepancies exist due to strong interactions with the crystal environment.
2.1.2 Crystal fields
In the many-electron model described above, a (2J + 1)-fold degeneracy exists in the
magnetic ground state. This degeneracy can be partially lifted by spin-orbit coupling, magnetic
fields, or electric fields. The atoms on the crystal lattice surrounding a magnetic ion generate an
electrostatic potential referred to as the crystal field, whose symmetry is highly dependent on the
orientation and overlap of atomic orbitals. Electrostatic repulsions between the electrons in an
13

orbital of the magnetic ion and the orbitals of surrounding ligands define an energetically favorable
direction for the orientation of the orbital moment, often along one of the major crystallographic
axes. Through spin-orbit coupling, this translates to a preferred orientation of the total magnetic
moment along a certain crystallographic direction, referred to as the easy axis or easy direction of
magnetization. A cubic unit cell possesses several energetically equivalent easy directions, while
hexagonal and tetragonal unit cells have a single easy axis, i.e. uniaxial anisotropy. The anisotropy
energy Ea is related to the misalignment between the magnetic moment and the easy axis as (for
the case of tetragonal symmetry with z taken as the easy direction)
Ea = K1 sin2 θ + K2 sin4 θ + K3 sin4 θ cos 4φ,

(2.11)

where θ and φ are the usual polar angles and K1 , K2 and K3 are the anisotropy coefficients. It is
often convenient to express the anisotropy as an effective field HK ~ 2K1 /MS , where MS is the
spontaneous magnetization. Since exchange interactions are generally isotropic, single-ion
anisotropy (the anisotropy arising from the interaction of a magnetic ion with its surrounding
crystal field) is the main source of magnetocrystalline anisotropy in most magnetic oxides,
insulators, and rare-earth intermetallics.
Figure 2.2 shows representations of the angular dependence of s, p, and d orbitals. The
magnetic 4f shell in rare-earth elements is buried within the 5s and 5p shells, and crystal field
interactions are weak compared to d-shell magnetic elements. d orbitals can be classified as either
eg, in which orbital lobes point along the x, y, or z axes (dx2

y2 ,

d3z2

r2 )

or t2g in which orbitals

point between the axes (dxy , dyz , dzx ). Due to their orientation, overlap of eg orbitals is generally
greater than that of t2g orbitals. The crystal field surrounding transition metal ions in a solid gives
rise to a splitting Δ between eg and t2g energy levels that depends on coordination number and
symmetry. For example, in a 3d transition metal ion surrounded by an oxygen octahedron, the
14

Figure 2.2 Angular dependence of atomic orbitals. Reproduced with permission from Ref. [2].

wavefunctions pointing along the axes toward the oxygen ions have a higher energy than those
pointing between them, thus raising the eg levels above the t2g levels. The crystal field splitting is
illustrated in Fig. 2.3(a) for a 4- 6- and 8-fold coordinated ion in a lattice with cubic symmetry.
Placing unpaired spins in these orbitals can lead to a further splitting of the d orbitals through a
spontaneous lattice distortion in the so-called Jahn-Teller effect (Fig. 2.3b).
In the presence of large crystal field splitting, Hund’s rules as stated in the previous section
no longer correctly predict the magnetic ground state. The third rule assumes that the spin-orbit
coupling is the next most significant energy term after Coulomb interactions. The deviation of
experimentally determined magnetic moments in 3d ions from the Hund’s rule prediction of
gJ L L

1 suggests that the ground state is instead one with L = 0 (quenched orbital moment)
15

(b)
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dx2-y2, dz 2

dx2-y2

dx2-y2, dz 2
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dxy, dyz, dzx
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dxy
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Spin state splitting
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t2g
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U
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U>

t2g

, high-spin state S = 2

t2g
U<

, low-spin state S = 0

Figure 2.3 Schematic representations of d-orbital energy levels modified by (a) crystal field
splitting, (b) Jahn-Teller distortion, and (c) high/low-spin state splitting. Adapted from Ref. [3]
and Ref. [2].

and therefore the magnetic moment is given by the spin-only expression gJ S S

1 . In general

Hund’s rules are unmodified in 4f ions for which crystal field splitting is weak, and in 4d and 5d
ions the spin-orbit and crystal field energy terms are comparable. In the presence of very strong
crystal fields, Hund’s first rule may be violated as well, as illustrated in Fig. 2.3(c) for octahedrally
coordinated Fe3+ (3d 6). The on-site Coulomb repulsion raises the energy of a doubly-occupied
orbital by an amount U with respect to single occupation. When the crystal field splitting energy
Δ exceeds U, the t2g orbitals will be doubly occupied and the total spin is lowered. When U and Δ
are similar, a crossover between high-spin (S = 2) and low-spin (S = 0) states can occur as a
function of temperature. This is the case in many Co-based compounds.
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2.1.3 Zeeman interaction
A magnetic field exerts a torque on a magnetic dipole that tends to orient the moment along
the direction of the field. The energy associated with the interaction between a magnetic atom and
a magnetic induction field B is given by

m ∙ B where m

μB ⁄

L

2S is the operator

representing the atomic magnetic moment. An analogous expression can be written using
macroscopic variables
μ0 M ∙ Hext

Zeeman

(2.12)

where M is the magnetization defined as the magnetic moment per unit volume, Hext is the applied
external magnetic field controlled in a laboratory setting, and

is the permeability of free space.

The magnetic induction and magnetic field are related by B = μ0 (H + M). The response of a
magnetic material to an applied field is characterized by the susceptibility, χ = M/H in a linear
material. A weak induced moment opposing the external field produces some degree of negative
(diamagnetic) susceptibility in any material that is subject to a magnetic field, however this effect
can be ignored in the presence of ions or atoms with permanent magnetic moment. For a system
of free localized permanent moments the susceptibility is described by the Curie law for
paramagnetic materials,
χ

Nμ0 g2 J J 1 μ2B

C

3kT

T

(2.13)

where C is the Curie constant. Equation 2.13 allows the free ion moment to be determined
experimentally from the temperature dependence of susceptibility and compared to predicted
values from Hund’s rules.
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2.1.4 Exchange interactions
The dipolar interaction energy between two magnetic moments falls off as 1/r3, and has a
magnitude on the order of 1 K for two spins with µ ~ 1 μB separated by 1 Å, far below the ordering
temperature of most magnetic materials [2]. Long-range magnetically ordered states are due
instead to exchange interactions between spins on neighboring atoms, which are ultimately
electrostatic in nature. The wavefunction of the joint state of two spins is the product of two oneelectron states. The requirement that the total electron wavefunction be antisymmetric leads two
possible states, a singlet with S = 0 (antiparallel spins) or a triplet state with S = 1 (parallel spins).
The difference in energy between states with aligned and anti-aligned spins is known as the
exchange energy. The spin-spin coupling can be represented by the Heisenberg spin Hamiltonian
∑i,j Jij Si ∙ Sj

(2.14)

where the summation takes place over all spins in the lattice and the exchange constant Jij depends
on the separation between two spins, among other factors. Depending on the sign of Jij , exchange
favors either parallel (J > 0) or antiparallel (J < 0) alignment between spins i and j leading to longrange ferromagnetic or antiferromagnetic order. Additional terms (e.g. crystal field) in the
Hamiltonian can lead to more complex long-range order such as helimagnetism. Equation 2.14
represents the case of vector spins free to rotate in three dimensions, however the spin Hamiltonian
can take different forms for one free dimension (scalar spins in the Ising model) or two free
dimensions (planar vector spins in the XY model). These reduced-dimensional Hamiltonians can
be useful in modeling the behavior of real systems with highly anisotropic magnetic interactions.
Direct exchange originates from the overlap of the electronic wave functions of two
neighboring magnetic atoms. However, the orbitals in most magnetic materials do not overlap
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sufficiently for direct exchange to be significant, and indirect mechanisms – superexchange or
double-exchange interactions in ionic solids and RKKY coupling in metals – are responsible for
long-range magnetic order. Figure 2.4 illustrates the superexchange and double-exchange
interactions between Mn cations through an intervening oxygen atom with a Mn–O–Mn bond
angle near 180o. When the Mn dz2 spins and O2– p spin in overlapping 3dz2 and 2p orbitals are
parallel, hybridization allows the electrons to delocalize over the whole structure, lowering the
kinetic energy of the system. On the other hand, delocalization is prevented by the Pauli exclusion
principle in the case that 3dz2 and 2p spins are antiparallel, and thus the parallel alignment is
energetically favored. The electrons in the two opposing lobes of the O2– p-orbital possess
antiparallel spins, and so the energy savings provided by orbital hybridization translates to an
effective antiferromagnetic coupling between the coordinating Mn ions on either side of the
oxygen ion. While superexchange interactions are usually antiferromagnetic, the sign and strength
of the coupling varies according to a number of factors, especially bond angle, as described by the
semi-empirical Anderson-Goodenough-Kanamori rules [4-6].
A second type of exchange through a coordinating ligand, the double-exchange interaction,
can be found in transition metal compounds with a mixed-valent tendency. As illustrated in Fig.
2.4(b), hopping of the eg electron on the Mn3+ ion can occur if there is a vacancy of the same spin
on an eg level of the neighboring Mn4+ ion. Hund’s first rule can be interpreted as a strong effective
coupling between eg and t2g spins that favors their parallel arrangement to maximize the total spin
of the atom. Since hopping is a non-spin-flip process, the transfer of an eg electron from an Mn3+
ion to an Mn4+ ion whose t2g spins are oppositely aligned would result in an Mn3+ ion with a
reduced total spin of S = 1, rather than the S = 2 high-spin state which occurs when eg and t2g spins
are parallel. Since Hund’s first rule tends to maximize S and parallel alignment of the spins on
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(a)

eg
t2g

Mn4+
S = 3/2

O2S=0

Mn3+ S = 2
Mn4+ S = 3/2

O2S=0

Mn4+
S = -3/2

(b)

Mn4+ S = 3/2
Mn3+ S = 2

Figure 2.4 Illustration of (a) antiferromagnetic superexchange interaction between Mn4+ ions and
(b) ferromagnetic double-exchange interaction between Mn3+ and Mn4+ ions. Adapted from Ref.
[7].

neighboring ions is necessary to maintain the high-spin configuration on both the donating and
receiving ions, double exchange is a ferromagnetic interaction. The probability of electron hopping
via the double-exchange process is related to the Mn–O–Mn bond angle through the transfer
integral t ~cos θ 2 , such that transfer is maximized for a bond angle of 180o. The kinetic energy

of the eg electrons in wide bandwidth systems favors the ability to hop, leading to long-range
ferromagnetic alignment in the magnetic subsystem.

20

Table 2.1 Effects acting on d and f electrons in magnetic compounds. Adapted from Ref. [8].

Effect

System

Energy equivalent wavenumber (cm-1)

Coulomb
interaction

3d, 4d, 5d
4f, 5f
3d, 4d, 5d
4f
5f
3d, 4d, 5d
4f, 5f
3d, 4d, 5d
4f
nd-4f

3d > 4d > 5d 104
4f > 5f 104
3d < 4d < 5d 2 104
102
103
3d < 4d < 5d 103
4f > 5f 103
≤ 102
<1
< 10
~ 0.5 (1 T)

Crystal field
potential
Spin-orbit
coupling
Exchange
interaction
Magnetic field

Table 2.1 summarizes the interactions relevant to the magnetic behavior in solid materials
and their approximate relative strengths. For 3d systems, Coulomb and crystal field energies are
similar, with spin-orbit and exchange energies one to two orders of magnitude smaller. The
magnitude of the magnetocrystalline anisotropy depends on the ratio of the spin-orbit and crystal
field energies. In 4f systems this ratio is large, leading to the high room temperature anisotropy
found in rare-earth permanent magnets [9], while magnetic anisotropy is a much weaker factor in
3d systems. In all cases a typical laboratory-strength external magnetic field represents a relatively
small perturbation to the internal fields of a magnetic system. Rather than forcing spins to align,
the influence of a magnetic field can be viewed as imparting a preferred orientation to isotropic
interactions or changing the balance of energy between competing effects.
2.2 Phase transitions
Phase transitions are very general phenomena that occur in a wide variety of systems under
different conditions. The appearance of a phase transition at a specific temperature or pressure can
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easily be observed when the physical properties of the system change drastically, for example in
evaporation or melting transitions, or when a measurable physical variable differs significantly
between the two phases, such as the resistivity at a superconducting transition. More generally,
two phases can be distinguished by a difference in symmetry, where the symmetry of a phase is
given by the set of geometrical transformations under which its equilibrium spatial configuration
is invariant [10]. A transition point can then be defined independently of a discontinuous jump in
a physical variable as the point at which symmetry change occurs. In a paramagnetic to
ferromagnetic transition, the complete rotational symmetry of the paramagnetic phase is broken as
the moments align along a unique direction below TC , and the system enters the lower symmetry
ferromagnetic phase. Generally the low-symmetry (i.e. ordered) phase also corresponds to the lowtemperature phase, which can be understood by examining the Helmholz free energy F = E –TS,
where E is internal energy and S is the entropy. When T is small, E is the dominant term and the
free energy is minimized by choosing the lowest E state, which corresponds to the ordered ground
state configuration. However, as temperature increases the second term becomes more significant
and the minimization of the free energy occurs by maximizing the entropy, favoring disorder.
2.2.1 Landau description
The Landau theory of phase transitions is a phenomenological mean field model based on
symmetry considerations. In the Landau treatment, an order parameter is first identified that
distinguishes the high- and low-symmetry phases near a transition. The order parameter is an
extensive variable that is identically zero in the disordered phase but abruptly assumes a non-zero
value in the ordered phase below the critical point. In the case of a ferromagnetic transition, the
order parameter corresponds to the macroscopic magnetization M. Near the disorder-order
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(paramagnetic-ferromagnetic) transition temperature TC , M is small so that the free energy F of
the system can be expanded in terms of powers of M:
F

c0 T

c1 T M

c2 T M 2

c3 T M 3

c4 T M 4

⋯.

(2.15)

The terms appearing in the expansion must obey the symmetry of the order parameter. Since the
magnetization possesses inversion symmetry, the free energy cannot depend on the sign (i.e.
direction) of the magnetization and it must be the case that F(M) = F( M). Therefore the odd
powers of M in Eqn. 2.15 are dropped, and the constant term can be chosen as zero, yielding
F

a T M2

b T M4

c T M6

⋯.

(2.16)

In the presence of a symemtry breaking field H, a linear term –HM can be added to Eqn. 2.16. The
ground state of the system is determined by the minimization of the free energy. Letting F/ M
0, we find two solutions,
M

a T ⁄2 T .

0, or M 2

(2.17)

The solution M = 0 corresponds to the disordered phase by definition, and thus a(T) and b(T) are
chosen so that M = 0 is the ground state when T > TC . The simplest possible choice is b(T) > 0 and
a T

a0 T

TC ,

(2.18)

where a0 is a positve constant. This model produces the magnetization curve illustrated in Fig.
2.5(b) and provides an accurate description of a thermally-driven phase transition when a passes
through zero at TC . The free energy (Fig. 2.5a) shows a single minimum corresponding to M = 0
above TC that disappears for T < TC . In the ferromagnetic region, two free energy minima
correspond to the energetically identical equilibria of magnetization pointing ‘up’ or ‘down’.
Quantitatively, the Landau description and other mean field treatments of phase transitions
show some disagreement with experimental critical properties due to the neglect of fluctuations of
the order parameter in these models, which become large as TC is approached. Such order
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(a)

F

M

(b)

T>TC
T=TC
T<TC

M

TC

T

Figure 2.5 (a) Free energy diagram and (b) temperature dependence of the order parameter for a
second-order (continuous) ferromagnetic phase transition in the Landau model.

parameter fluctuations are correlated motions that require less energy than uncorrelated singleparticle statistical fluctuations and are therefore more easily excited [11]. For mean field models
to produce accurate results, fluctuations must be small in comparison with thermodynamic values,
which is the case only in spatial dimensions d > 4. The Landau expansion can be supplemented to
include fluctuations, for example in the Ginzburg-Landau-Wilson or Ornstein-Zernike theories,
but assumptions must be made about the nature of the fluctuations and the results are still not in
perfect agreement with experiment. A different approach from the macroscopic symmetry-based
formalism is to begin with the exact form of the microscopic interactions (i.e. the Hamiltonian)
and derive the critical properties based on construction of a partition function. However, this
analysis can only be carried out exactly for simple models such as the 2D Ising Hamiltonian.
Quantitatively correct modeling of phase transitions is not trivial, and various (often approximate)
models used to describe specific transitions may not be generally applicable. Despite this fact,
transitions can be classified according to common behaviors to obtain useful information about
interactions and scaling in the systems even when an exact model is not available.
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M0

TC
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Figure 2.6 (a) Free energy diagram and (b) temperature dependence of the order parameter for a
first-order (discontinuous) ferromagnetic phase transition in the Landau model.

2.2.2 Order of the phase transition
Phase transitions are described as first or second order depending on the behavior of the
derivatives of free energy. A transition is said to be of first order when a discontinuity exists in the
first derivative of free energy with respect to some state variable. When we allow b (T) < 0 in the
Landau expansion (Eqn. 2.16), it can be seen that two additional minima are present in the free
energy diagram for T > TC (Fig. 2.6a), and at T = TC the three minima at M = 0 and
M0 =

M0 , where

b⁄2c, are equivalent in energy. Therefore local regions of the ordered phase can coexist

with disordered regions at the transition point, giving rise to a latent heat. The order parameter
jumps discontinuously from M =

M0 to M = 0 at TC , which manifests physically as a very sharp

transition in the M (T) curve, illustrated in Fig. 2.6(b). Since the magnetization is a first derivative
of free energy M

F/ H, its discontinuous nature as TC is crossed indicates that the transition is

of first order. In contrast, magnetization changes smoothly at the continuous transition described
in the previous section while the susceptibility χ =
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∂2 F⁄∂H2 diverges. Since the discontinuity

occurs in the second derivative of free energy, these types of transitions are classified as second
order.
First- and second-order transitions are distinguished by b (T) < 0 and b (T) ≥ 0, respectively.
In the case that varying some additional external parameter p produces a change in the sign of b
(T) at some critical strength pc , a line of second-order transitions TC (p) ends at a tricritical point
Ttri = TC (pc ) and continues as a line of first-order transitions for p > pc [12]. When the magnitude
of b < 0 is small, the transition can be described as weakly first order, and it becomes difficult to
distinguish from a continuous transition in an experimental setting since the signatures of the firstorder nature –magnetization discontinuity, latent heat, and hysteresis – are weak effects. The sign
of the slope of scaled M (H) curves is often used as a criterion to distinguish first- and secondorder magnetic transitions [13] although a recently proposed method based on the collapse of
scaled entropy change curves has proven to be more effective in identifying weak first-order
characteristics in some materials (see Section 3.3).
2.2.3 Scaling and universality
At the critical point of a second-order transition, the thermodynamic variables describing
the state of the system become singular, that is, either vanishing or infinite. The primary region of
interest for understanding the behavior of the phase transition lies within a narrow temperature
range around TC , the so-called asymptotic critical region. The approach of the thermodynamic
variables to their respective singularities can be written very generally in terms of a power law
dependence on the reduced temperature

T

TC ⁄TC . For a ferromagnetic transition, the

susceptibility and magnetization thus assume the form
χ~

γ

>0
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(2.19)

M~

β

<0

(2.20)

since χ → ∞ when TC is approached from above and M → 0 as TC is approached from below. The
exponents β and γ are referred to as critical exponents. For mean field models such as Landau
theory β = ½, which can be seen from inspection of Eqn. 2.17, and γ = 1, which emerges in a
straightforward manner from minimization of the free energy when the linear term –MH is
included in Eqn. 2.16. Critical exponents can be defined for a number of thermodynamic variables,
including the heat capacity (α), correlation length (ν), and pair function (η), and need not depend
on

explicitly. For example, decreasing the magnetic field when the temperature is fixed at T =

TC will also bring about M → 0, and so we can write
M~ H

1⁄δ

= 0.

(2.21)

The critical exponents define the behavior of the thermodynamic parameters of a system
near the critical point, however these quantities are not independent. Relationships between some
of the exponents can be derived rigorously from thermodynamics, however additional relations
must be obtained through a scaling procedure that relies on the free energy being a homogeneous
function of temperature and field. This assumption about the form of free energy is usually referred
to as the critical scaling hypothesis. A generalized homogeneous function f x, y of order p is
defined by its multiplicative scaling behavior:
f λa x, λb y

λp f x, y .

(2.22)

That is, when the argument of f is multiplied by some factor λ, the result is the function f multiplied
by some power p of λ. Furthermore, a homogenous function of two variables can be scaled to a
function of a single variable, which can be seen on choosing λa
we obtain the following expression for f x, y :
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1⁄x in Eqn. 2.22. Replacing λ,

Figure 2.7 The Kadanoff construction for a square lattice with blocks of nine sites. Adapted from
Ref. [14].
f x, y
where

x p/a f 1, y⁄x a/b

x p/a

y⁄x a/b

(2.23)

is an arbitrary function.
In the Kadanoff procedure for determining the scaling relations [14], we consider a lattice

of spins in a dimensionless external field h in contact with a thermal reservoir at some
(dimensionless) temperature . A ‘block’ lattice can be constructed by defining blocks of spins
with size L on the original ‘site’ lattice as illustrated in Fig. 2.7. The corresponding field and
temperature parameters for the block lattice are h′ and ′. Since the block lattice is constructed
from elements of the site lattice, if h = 0 and ϵ = 0 it follows that h′ = 0 and ′ = 0. Furthermore,
the block lattice is characterized only by its dimension L and so the temperature and field of the
block lattice can be written as scaled functions of the site lattice variables,
Lx
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(2.24)

Ly

h

(2.25)

, h per block of the block lattice is necessarily equal to

for some x and y. The free energy F

the sum of the free energy of the sites composing it, and so in d dimensions it follows that
Ld F , h

F Lx , Ly h .

,h

F

(2.26)

If F is a homogenous function, it can be seen from comparison with Eqn. 2.22 and Eqn. 2.23 that
d/x

F ,h

h⁄

d/x

.

(2.27)

Equation 2.27 allows relationships between the critical exponents to be written without knowing
the exact form of the function
energy: M ~ F⁄ h, χ ~

2

since the thermodynamic variables are derivatives of the free

F⁄ h2 , CH ~

2

2

F⁄

, etc. Comparing these derivatives to the power

law expressions for the state variables yields a system of equations relating individual critical
exponents to x, y, d. Upon eliminating x, and y, we obtain
α

β

2γ

2,

βδ

β

γ,

γ

ν 2

η ,

α

2

dν.

(2.28)

Only two exponents are independent, and these can be calculated by the renormalization group
method, which is related to the block lattice defined in Fig. 2.7: A series of transformations are
carried out in which (1) the block size is increased (2) effective interactions of the new lattice are
constructed based on a microscopic Hamiltonian and (3) the new interactions are mapped to the
interactions of the previous lattice. The fixed points of the mapping define the critical parameters
and allow the critical exponents to be calculated unambiguously.
The results of renormalization group analysis are relatively insensitive to the details of the
microscopic Hamiltonian. Therefore phase transitions can be classified according to distinct sets
of critical exponents, where two systems with identical exponents are said to belong to the same
universality class. The important implication of scaling is that physical systems with very different
interactions may behave in a similar manner near their critical points. Such universal behaviors
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can be understood as a consequence of the fact that the range over which random fluctuations are
correlated grows large as the critical point is approached and eventually becomes infinite at TC .
The scaling of the thermodynamic variables as defined by the critical exponents is insensitive to
the microscopic details of the system due to this diverging correlation length, and the universality
class depends only on the spatial dimension of the system and the dimension of the order
parameter, provided that the radius of interaction is finite.
2.3 Competing interactions
Interatomic forces in condensed matter systems favor a perfectly ordered state. In an ideal
ferromagnet or antiferromagnet, all exchange interactions between neighboring atoms are satisfied
and the system occupies a single well-defined energy minimum representing the uniform
arrangement of spins across the entire lattice. However, imperfections and randomness are
unavoidable in real systems. Depending on the strength of these parameters, disorder and
frustration introduced into a magnetic lattice can modify or destroy long-range order, or give rise
to entirely new magnetic states [15]. Randomness falls into one of two categories: site-randomness
or bond-randomness. Site-randomness refers to a random distribution of spatial separation between
magnetic atoms and can be realized in amorphous alloys or in dilute alloys of magnetic atoms with
non-magnetic metals, for example Cu1-xMnx with x << 1. Bond disorder refers to the situation
where nearest-neighbor interactions vary randomly between ferromagnetic (+J) and
antiferromagnetic (–J). For example, in Rb2Cu1-xCoxF4, the Cu–Cu superexchange interaction is
ferromagnetic, the Co–Co superexchange is antiferromagnetic, and the Co–Cu superexchange can
be either ferromagnetic or antiferromagnetic depending on the orbital arrangement [16].
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Frustration arises when the interactions of a spin with its environment and neighboring
spins cannot be simultaneously satisfied. Thus, the local minimization of energy is not compatible
with the global minimization of energy and the ground state is multidegenerate. In many cases, the
disordering of a lattice that accompanies site-randomness is also a source of magnetic frustration.
Returning to the example of Cu1-xMnx, the sign of the RKKY exchange coupling through which
Mn ions interact oscillates with the separation between ions and thus competing antiferromagnetic
and ferromagnetic interactions arise from the random distribution of magnetic ions (Fig. 2.8a).
While site-randomness often leads to frustration, it is not a necessary condition as illustrated in
Fig. 2.8(b) and Fig. 2.8(c). Antiferromagnetically coupled Ising spins on a triangular lattice are a
classic example of frustration arising purely from geometry (Fig. 2.8b), while competing
interactions can also result when next-nearest-neighbor (NNN) effects are significant (Fig. 2.8c).
For three spins occupying consecutive lattice sites, if the interaction between the end spins JNNN
is antiferromagnetic the system cannot be satisfied whether the nearest-neighbor interaction JNN
is ferromagnetic or antiferromagnetic.
Site disorder and frustration can be viewed as independent parameters that tune the ground
state properties of pure magnetic systems [15]. A pure system exhibits ideal ferromagnetism,
antiferromagnetism, ferrimagnetism, helimagnetism, etc. and these long-range order phases persist
in the presence of weak frustration and/or low disorder. Materials that are highly frustrated with
little to no disorder can be categorized as geometrically frustrated. Conversely, for low frustration
and large disorder, random field magnetism and percolation effects occur. Both frustrated
competing interactions and a high degree of disorder are key ingredients for spin-glass states. The
behavior of ideal long-range magnetic phases can also be influenced by extrinsic factors such as
sample microstructure and the single-domain limit, as will be discussed in Section 2.4.
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Figure 2.8 Illustrations of magnetic frustration in various scenarios. (a) RKKY coupling of
randomly distributed magnetic ions in a metallic lattice. (b) Antiferromagnetic coupling of Ising
spins on a triangular lattice. (c) Unsatisfied nearest-neighbor (NN) interactions due to
antiferromagnetic next-nearest-neighbor (NNN) interactions. (d) Ground states of insulating
magnets from the perspective of site disorder and frustration. Adapted from Ref. [15].

2.3.1 Spin glasses
A spin glass is a random magnetic system with competing interactions characterized by
cooperative freezing into a random state at some temperature Tf . Below the freezing temperature
the system assumes a highly irreversible, metastable state with no long-range order. Rather than
the well-defined potential well of an ordered state, the diverse and interesting properties of the
spin-glass state below Tf arise from a complex energy landscape with numerous and nearly
degenerate ground state configurations, separated by energy barriers whose heights are randomly
distributed. The freezing temperature is clearly marked in the behavior of the magnetization (Fig.
2.9), with the field-cooled magnetization becoming flat below Tf and a cusp appearing in zerofield-cooled magnetization and ac susceptibility measurements. However, no anomaly is observed
32

Figure 2.9 dc magnetic susceptibility for Cu1-xMnx with x = 1.08 and 2.02 and μ0 H = 0.6 mT under
(a), (c) field-cooling and (b), (d) zero-field cooling protocols. Reproduced with permission from
Ref. [17]. (e) Schematic of the hierarchical structure of metastable configurations in a spin glass
during aging experiments. Reproduced with permission from Ref. [18].

in the specific heat at Tf and the identification of an order parameter is not straightforward, so that
whether the freezing transition represents a true thermodynamic phase transition is unclear [19].
Despite this fact, useful scaling properties can be defined. As a spin glass is cooled from high
temperatures, individual thermally activated spins build up locally correlated clusters. In the
vicinity of Tf the fluctuations of the clusters slow down and the correlation length becomes large,
allowing competing interactions to be felt among an increasing number of spins, and the system
freezes into one of its many equilibria at Tf in a cooperative process. The diverging correlation
length ξ and diverging relaxation time (the critical slowing down) can be expressed as [20]
ξ~| |

ν

τ ~ξz ~ | |

and

zν

(2.29)

where z and ν are critical exponents. The combined exponent zν is often used to compare various
spin-glass systems.
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Spin glasses exhibit dynamics on many time scales ranging from the atomic spin flip time
~ 10-13 seconds to geological time scales. The time scale of a measurement thus selects which
relaxation phenomena are probed, and the observed properties of a spin glass are highly sensitive
to various details of measurement protocol such as cooling rates, thermal history, etc. since the
system never fully equilibrates on an experimental time scale. The spontaneous reorganization
process of the spin structure as the system searches for equilibrium occurs on increasingly longer
length scales over time when the system is held at constant temperature, leading to a number of
distinct aging behaviors of the magnetization below Tf , including the memory effect, which is
observed by cooling the system to some temperature T below Tf where it is allowed to age for a
certain amount of time before cooling is resumed. Upon warming, the system ‘remembers’ this
temperature and recovers its aged configuration. An illustration of the hierarchical model of aging
is shown in Fig. 2.9(b). During aging at T, the system explores the free energy valleys at a certain
level of a hierarchical tree and after further cooling, the system will age by subdividing these
valleys. When the temperature is raised once more the subdivisions merge back to the previous
free energy landscape established at T and the configuration is recovered [18]. Spin glasses are
also characterized experimentally by a logarithmic increase in magnetization when aging is carried
out under a small applied field, a slow decay of remanent magnetization after a strong magnetic
field is removed, and a shift in the freezing temperature with measurement frequency in ac
susceptibility curves [21].
The most well-studied spin glasses, which can be called ‘canonical’ are the RKKY spinglass systems such as CuMn, AgMn, CuFe, etc., where dilute concentrations of transition metal
impurities are randomly distributed within noble metal hosts, producing both site disorder and
competing interactions. Spin glasses can also be insulating compounds, as exemplified by EuxSr134

Figure 2.10 Phase diagram of Au1-xFex. Reproduced with permission from Ref. [22].

xS

or EuxSr1-xTe, or amorphous systems such as Al1-xGdx (x ~ 0.3) [21]. However, many materials

that cannot be described as canonical spin glasses exhibit spin-glass-like behaviors such as
freezing, slow dynamics, aging, etc. Ideal and ‘good’ spin-glass systems share the common feature
of low concentrations of magnetic ions. As the magnetic sublattice becomes more concentrated,
different behaviors emerge. These effects are illustrated in Fig. 2.10 for Au1-xFex. When x < ~ 8%,
the system is an RKKY spin glass. The number of magnetic nearest neighbors increases with x,
leading to the presence of large ordered magnetic clusters (~20 μB – 2 104 μB ) [16] that undergo a
random freezing analogous to the spin-glass state, referred to as a cluster glass. If the clusters are
non-interacting the system is said to be superparamagnetic, a topic that is discussed further in
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Section 2.4. The large spin entities in a cluster glass enhance the susceptibility, hysteresis, and
remanence of the frozen state. As the concentration increases further the percolation limit is
eventually reached where every magnetic site has at least one magnetic nearest neighbor and an
uninterrupted ordered chain can extend across the whole sample, establishing long-range (although
inhomogeneous) magnetic order. At the percolation boundary, the cluster glass behavior can
extend into the ferromagnetic phase and the system shows a high-temperature TC with a lowtemperature cluster glass freezing. This situation is called a ‘reentrant’ spin glass since the system
becomes ordered at intermediate temperatures before re-entering a less ordered state below Tf .
2.3.2 Geometric frustration
Most geometrically frustrated systems consist of antiferromagnetically coupled spins on
one of two types of geometric building blocks: triangular or tetragonal units. In an
antiferromagnetic triangular lattice, it is not possible for spins to minimize energy by
simultaneously satisfying antiparallel pair interactions, as noted above. The effects of this
frustration are most severe for Ising spins, which only have one degree of freedom with which to
resolve the competing tendencies. The Ising triangular unit thus shows no order or may order
partially by either satisfying two spins and leaving the third incoherent (Fig. 2.8b), or reducing the
effective spin at two of the sites by half. If a value 1 is assigned to each independent spin, these
situations correspond to (+1, -1, 0) and (+1/2, +1/2, -1). When Ising spins are replaced with vector
spins (2D XY or 3D Heisenberg) the system can compromise by arranging spins so that they are
rotated 120o with respect to one another (Fig. 2.11a). There are two possibilities for a triangular
unit of spins to form a 120o arrangement which leads to vector spins on a triangular lattice
possessing a distinct sense-of-rotation, or chirality. Similar to the triangular lattice, when two
antiparallel spins are placed on the corners of a tetrahedron, antiferromagnetic interactions with
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Figure 2.11 (a) 120o compromise of vector spins on a triangular antiferromagnetic lattice. (b)
Geometric frustration of antiferromagnetically-coupled spins occupying the corners of a
tetrahedron. (c) Stacked lattice of edge-sharing triangular units. (d) Kagomé lattice of cornersharing triangular units. (e) Pyrochlore structure with corner-sharing tetrahedra.

the remaining two spins cannot be satisfied (Fig. 2.11b). Edge-sharing triangular networks are very
common in nature as they form the basal plane of all hexagonal crystal structures (Fig. 2.11c). A
triangular lattice can also be corner-sharing (Fig. 2.11d), and Heisenberg spins on a 2D cornersharing triangular network form the well-studied kagomé lattice. Networks of frustrated cornersharing tetrahedra can be found in pyrochlore, Laves-phase, and spinel materials (Fig. 2.11e) [23].
When antiferromagnetically coupled magnetic ions form the 3D structure shown in Fig.
2.11(c), the result is known as a stacked triangular lattice antiferromagnet. The Hamiltonian for
Heisenberg spins placed on planes stacked along the z-axis with a field H applied in the z-direction
is [24]
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J ∑ij Si ·Sj

J' ∑k,l Sk ·Sl

D ∑i Szi

2

gμB H ∙ ∑i Si ,

(2.30)

where J and J' are the exchange constants in the z-direction and xy-plane, respectively, and D is
the single-ion anisotropy coefficient. When D > 0, the system favors a planar arrangement of spins
such as the 120o states in Fig. 2.11(a). For D < 0 the anisotropy energy is minimized when spins
align along the z-axis and the result (if D is not too large) is the axial Heisenberg model. In the
very large D limit, the system can be described by an Ising model. Frustrated triangular
antiferromagnets are realized experimentally in the hexagonal ABX3 compounds where A is an
alkali metal, B is a transition metal, and X is a halogen. The magnetic B ions occupy
crystallographic sites that form a triangular superlattice in the ab plane, with successive planes
stacked antiferromagnetically. Chains of BX6 octahedra along the c-axis are separated by
nonmagnetic A atoms, so that the B–X–B superexchange interaction between nearest neighbors
along the c-direction (J) is an order of magnitude or more greater than the exchange between planar
nearest neighbors (J') and the compounds have a pseudo-one dimensional nature.
The various possibilities for anisotropy can be observed in different ABX3 compounds with
J < 0 and J' < 0: easy-plane (CsNiCl3, RbNiBr3, CsMnI3, etc.), easy-axis (CsVCl3, CsVBr3,
CsMnBr3, etc.), and Ising-like (B = Co) [24]. These compounds share the common feature of threedimensional long-range magnetic ordering at low temperatures with critical properties
corresponding to the XY or XY-chiral universality classes. In the first two cases the long-range
order adopts some form of the 120o structure at zero field, with a spin-flop transition above a
critical field HC. The nature of the ordered phase in the more highly frustrated Ising-like systems
is less clear. Fig. 2.12 shows three degenerate possibilities for the low-temperature phase. The
lattices in (a) and (c) represent the (+1, -1, 0) and (+1/2, +1/2, -1) situations for individual Ising
triangular units described above and are known as partially disordered antiferromagnetic (PDA)
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Figure 2.12 Possible configurations for the low-temperature phase in an Ising-like triangular
lattice antiferromagnet. Adapted from Ref. [24].
phases. The lattice in (b) is fully ordered, however we note that this scenario is only possible for J
< 0, since these ferrimagnetic planes must stack in an opposite sense along the c-axis to cancel out
their net moment. Small effects such as next-nearest-neighbor planar interactions can break the
degeneracy in real systems, favoring scenario (a) or (b) when these interactions are
antiferromagnetic or ferromagnetic, respectively.
Ferromagnetic coupling along the c-direction in ABX3 compounds is rare and only two
such compounds (CsCuCl3 and CsNiF3) are known that show long-range order at T = 0 and H = 0.
In CsCuCl3 triangular spin arrays are rotated several degrees between successive planes, producing
a helical magnetic structure. In general, a helical polarization of the spin density and
incommensurate magnetic structures can arise from competition between nearest-neighbor and
next-nearest-neighbor interactions, for example in the hcp rare earth metals Ho, Dy, and Tb [25].
In insulating magnetic compounds, geometric frustration often produces incommensuration, i.e.
modulation with a different periodicity than that of the underlying lattice structure, along with
other unusual ordering phenomena including magnetization plateaus, spin nematics, and
longitudinal spin-density waves [26].
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2.4 Microstructure and magnetism
The properties of a magnetic system that can be described as intrinsic include the
spontaneous magnetization, Curie temperature, and magnetocrystalline anisotropy which originate
from the balance of exchange, spin-orbit, and crystal field energies. These interactions all occur
on the unit-cell level, and as a result intrinsic quantities approach their bulk-like values when the
dimensions of the total crystal lattice are still quite small, on the order of a few nanometers [9]. A
fundamental distinction exists between intrinsic effects and extrinsic properties such as coercivity,
remanence, relaxation time, and hysteresis which are highly sensitive to the details of sample
microstructure. In a dense magnetic lattice (as opposed to, e.g. the magnetically dilute RKKY spin
glasses), disorder in the form of non-magnetic defects and grain boundaries within the volume of
the system influence its response to a magnetic field, but do not significantly affect the nature of
the long-range magnetically ordered state. On the other hand, the magnetic properties of surfaces
differ strongly from the bulk due to symmetry breaking, reduced coordination, and a high
concentration of defects. From the ABX3 systems discussed in the previous section, it can be seen
that competing interactions and low dimensionality are intrinsic to certain geometrically frustrated
systems. Analogous effects can be introduced into pure systems extrinsically through chemical
substitution or nanostructuring, as discussed below.
2.4.1 Magnetic domains
The Zeeman energy introduced in Section 2.1 represents a type of magnetostatic energy,
in which the magnetic dipole moment represented by the total magnetization vector couples to the
static external magnetic field. A second magnetostatic energy term arises from the interaction of
individual magnetic dipoles in the sample with one another, the so-called magnetostatic self-
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Figure 2.13 Illustration of domain wall formation to minimize the stray field Hs . Domain size and
the width of domain walls are determined by the balance of magnetostatic energy Ems , domain
wall formation energy Edw , exchange energy Eex , and anisotropy energy Ea . Adapted from Ref.
[27].

energy Ems

μ0 ⁄2 H2s r where H2s is the stray field obtained by summation over all dipole fields

of the individual magnetic moments. A uniformly magnetized sample produces a large stray field
(Fig. 2.13) and the associated magnetostatic energy will be high. This energy can be minimized by
breaking up the sample into small regions with randomly aligned magnetization vectors so that the
net magnetization in the sample is zero. However, a cost in energy accompanies the formation of
an interface between such regions, and so the equilibrium domain size of a magnetic material is
determined by competing magnetostatic Ems and domain wall Edw energies. The width of a domain
wall is also the result of balancing energy terms (anisotropy vs. exchange) and typically extends
over a few nanometers.
Domains play a key role in determining the shape of the magnetic hysteresis loop. When a
magnetic field is first applied to a ferromagnetic material, the system responds by moving domain
walls to grow domains whose magnetization vectors coincide with the field direction at the
expense of misaligned domains. At intermediate fields the magnetization process of the sample
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proceeds via the rotation of the magnetization vectors of individual domains towards the field
direction. Finally, the high-field region is governed by the law of approach to saturation, given by
M H

MS

a1⁄2
H1⁄2

a3⁄2

a1

H3⁄2

H

a2

a3

H2

H3

αTH1⁄2 .

(2.31)

The a coefficients are related to intrinsic quantities (magnetocrystalline anisotropy, spin waves,
paramagnetic susceptibility) and extrinsic factors that arise from stress centers at defects in the
crystal lattice, grain boundaries, and nonmagnetic precipitations, each with a characteristic field
dependence [28]. In general the enhancement of these extrinsic sources of disorder leads to a
slower approach to saturation. Once saturated, magnetization reverses via the nucleation and
propagation of a reversed domain throughout the sample. The characteristic parameters associated
with the reversal process, the coercive field HC and remanent magnetization MR , depend to a first
degree on Ea with highly anisotropic materials showing a strong tendency to preserve their
saturated state. In practice defects play an important role in the reversal of magnetization, serving
as nucleation sites in the case that Ea is locally reduced in the vicinity of the defect or inhibiting
the motion of domain walls through the lattice.
2.4.2 Defects and grain boundaries
Defects in a crystal lattice occur at the atomic scale, and thus can profoundly impact the
atomic-scale exchange, crystal field, and anisotropy energies of the atoms surrounding the
impurity. However at typical concentrations, defects in a magnetic solid are not sufficient to
destroy long-range magnetic order since percolation occurs even for rather low occupation of
lattice sites by magnetic atoms (~17% and ~45% for a 3D fcc lattice with ferromagnetic or
antiferromagnetic nearest-neighbor interactions, respectively [16]). Instead, defects introduce site
and/or bond-randomness into an otherwise homogenous magnetic sublattice giving rise to a
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spatially disordered system in which local values of characteristic magnetic quantities can deviate
from their volume averages. Lattice defects such as impurity atoms or vacancies can be considered
quenched, where disorder is referred to as annealed if equilibration occurs between the spins and
the impurities and quenched if the impurity variables do not evolve over time and the surrounding
spins arrange themselves within the constraints imposed by the impurity. Models incorporating
quenched disorder as a random-field perturbation of the Ising or Heisenberg Hamiltonians show a
number of interesting results, including a rounding of the phase transition in first-order materials
(discussed in Chapter Four) and the appearance of phase separation in doped manganite materials
with weak disorder of mixing (discussed in Chapter Six).
Atomic defects in crystalline materials include vacancies, impurity atoms, self-interstitials,
and impurity interstitials. A point defect destroys the translation symmetry of the original point
group of the perfect crystal, and the perturbation energy e associated with the defect is a
combination of the perturbation to exchange (eex ), magnetocrystalline (eK ), and magnetoelastic
(eel ) energy terms. The first two terms are short-range due to the modification of the local exchange
integrals, however the disturbance of the elastic energy describing the interaction between the
elastic strains of a domain wall and the stresses resulting from the defect is a longer range effect,
falling off as 1⁄r3 . When a domain wall moves over a point defect in the lattice, the continuous
wall is interrupted at the defect site. To continue moving past the defect, the interrupted portion
must be re-created at some cost in energy, which translates to a drag force opposing domain wall
motion. The pinning force exerted by a point defect at a position along the z-axis is given by

Pz

de

1 de

dz

√A dφ
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ϕdw φ

(2.32)

where ϕdw φ is the domain wall energy density and φ is the usual polar angle [28]. The maximum
pinning force acting on a domain wall in a direction normal to the domain wall is related to the
coercivity as
HC

1

de

2MS dz max

.

(2.33)

Dislocations possess a long-range stress field that falls off as 1/r and, like point defects, generate
a force that acts on a domain wall along the dislocation line.
Grain boundaries are atomic-width planar defects that interact with domain walls due to
exchange and local anisotropy perturbations, without an elastic contribution, and can contribute
to both nucleation and pinning effects [28]. The strength of exchange coupling between grains is
reduced from the bulk exchange value since grain boundaries tend to agglomerate impurity atoms
and defects, are more sensitive to oxidation, and in general have misaligned crystallographic
directions leading to interface amorphization and misalignment of magnetocrystalline anisotropy
axes [9]. Compared to single crystalline samples, polycrystalline materials generally show a slower
approach to saturation, and saturating fields may be quite large depending on extrinsic factors
influenced by the details of the material processing such as grain size, misalignment, inter-granular
contact and exchange, and overall quality of the crystallinity. Polydispersity in grain size has an
overall broadening effect on the magnetic features, in particular the transition temperatures.
2.4.3 Single domain limit
Magnetic domain size is regulated by the magnetostatic self-interaction energy, which
depends sensitively on grain size and geometry in a granular material. As the grain size d decreases,
the size of the magnetic domains within the grain is reduced and domain walls narrow. At a certain
volume determined by the saturation magnetization, anisotropy, exchange constant, and grain
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shape the cost in energy to produce a domain wall is greater than the potential savings in
magnetostatic energy and the system no longer divides into domains. For a spherical particle, the
critical single domain size is given by
dcrit

72

AK1 1⁄2
μ0 MS2

,

(2.34)

where A is the exchange constant and K1 is the first-order anisotropy constant. The single domain
limit varies widely between different materials, from ~ 10 nm in α-Fe and ~ 50 nm in various Feoxides, to 1.2 µm in SmCo5 [28,29]. For a single domain particle of volume V, the anisotropy can
be approximated to a first degree as uniaxial with a single anisotropy constant K and energy
Ea θ

KV sin2 θ,

(2.35)

where θ is the angle between the easy axis and the particle magnetization. From Eqn. 2.36 it can
be seen that the particle has two equivalent easy directions corresponding to θ = 0 and θ = 180o,
where the energy barrier separating the two states has a height of KV (Fig. 2.14a). In a real
ensemble of single domain particles, the spread in particle volume follows some lognormal
distribution f (V) and the energy barriers in the system have a corresponding distribution f (EB )
where EB0 = KVavg is the average barrier height [30].
2.4.4 Supermagnetism
A single domain particle typically consists of ~103 – 105 spins that reverse coherently. An
isolated particle can thus be treated as a single large ‘superspin’. Somewhat below the stable single
domain size, the energy barrier to magnetization reversal becomes quite small so that thermal
energy kB T is sufficient to overcome KV and the superspins are thermally activated. The behavior
of the system below this limit (~30 – 35 nm in ferrite materials [29]) then mirrors that of an atomic
paramagnet with very large magnetic moments, although the magnetization varies with field
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Figure 2.14 (a) Free energy diagram for a single domain particle with energy barrier KV where θ
is the angle between the magnetization and the easy axis. (b) Schematic phase diagram of the states
of an ensemble of single domain particles with paramagnetic (PM), superparamagnetic (SPM),
superspin glass (SSG) and superferromagnetic (SFM) regions and blocking (TB ), freezing (Tf ) and
‘Curie’ (TC ) transition lines. Adapted from Ref. [31].

according to a Langevin function rather than the Curie-Weiss law. A superparamagnetic particle
fluctuates between its two energy minima according to an Arrhenius relaxation time τ
τ0 exp KV kB T , where the prefactor τ0 is related to the attempt frequency. Fluctuations slow as
the temperature decreases, until at some temperature TB , τ becomes comparable to the
characteristic timescale of a measurement, τm (~ 0.03 s for a vibrating sample magnetometer).
Below the so-called blocking temperature, fluctuations of the superspin moments do not occur
within the measurement window and the system appears static. Measurements in the activated
region of a superparamagnet give the average magnetization, which is ideally zero due to the
randomly fluctuating superspins but in practice assumes some small non-zero value due to the
measurement field. In the blocked region, measurements yield the instantaneous magnetization
along the field direction, and M increases below TB

KV⁄kB ln τm τ0 . When held at a given

temperature, the magnetization of a superparamagnet evolves over time according to
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∞
f
Ec

M (t) ≅ M0
where M0 is the initial magnetization and Ec t, T

EB dEB

(2.36)

kB T ln t⁄τ0 [30].

A true superparamagnetic state represents the ideal case of non-interacting particles. When
non-negligible interactions occur the behavior of the system becomes more complex. Interactions
between two particles occur via dipolar interactions when separated, and a combination of dipolar
and exchange interactions when their surfaces are in direct contact. Depending on the nature of the
medium separating two particles, RKKY or superexchange interactions may also occur.
Interactions between neighboring particles modify the simple KV energy barrier associated with
an isolated particle, and in the limit of strong interactions particle energies cannot be treated
individually; the total energy of the assembly must be considered. Weak interactions lead to a
‘modified superparamagnet’ with increased blocking temperature. The modification of the
relaxation time with respect to that of the non-interacting system can be accounted for by adding
a phenomenological parameter T0 to the Arrhenius law, resulting in in the Vogel-Fulcher
expression τ

τ0 exp KV⁄kB T

T0 , where the effective temperature T0 is related to the

strength of the interactions.
As the strength of interparticle interactions increase, the energy landscape of the system
exhibits a complex hierarchy with many minima, reminiscent of a spin glass. We note that dipolar
interactions are anisotropic in nature and coupling depends on the separation and mutual alignment
of the two dipoles. Therefore, the dipolar interaction between two particles can favor parallel or
antiparallel alignment depending on geometry and in a many-particle system dipolar interactions
of differing sign will compete. In addition, the anisotropy axes in a system of particles will be
randomly distributed and thus the two key elements (frustration and randomness) for a spin-glass
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state are present. The spin glass analog in an interacting nanoparticle system is termed a ‘superspin
glass’, and exhibits many of the hallmarks of the canonical spin glasses including aging,
remanence, memory effects, critical slowing down, and freezing, although the characteristic values
and/or magnitudes of these effects differ somewhat in the two classes of glassy system. Finally,
for a very strongly interacting particle system superspins form correlated domains in what can be
described as a superferromagnetic state. The different regimes for interacting single domain
particles are illustrated in Fig. 2.14 (b).
2.4.5 Surfaces
The termination of the crystal lattice at a particle boundary breaks the symmetry of the
system leaving dangling bonds and, in the case of ionic solids, a net surface charge that must be
redistributed. The lattice deforms to minimize the energy of the free surface by contracting bond
lengths, reducing the average lattice parameter, and increasing orbital overlap. Surface roughness
and the accumulation of defects further alter the surface environment with respect to the volume
of the sample. The magnetic properties at a surface thus differ significantly from those of the bulk
material, primarily due to reduced surface coordination. In itinerant magnetic compounds such as
elemental Fe, Co, or Ni, reduced coordination causes band narrowing that enhances magnetic
moments with respect to bulk values [32]. When magnetic moments are localized, broken
exchange bonds from missing nearest neighbors have a strong effect, and the average net moment
at the surface is lowered. This effect is especially significant in magnetic oxides whose primary
exchange mechanisms are indirect superexchange and double exchange which require two
chemical bonds to form a single exchange bond. Even when a magnetic bond is completed, the
sign and magnitude of the exchange interactions may vary from those of the bulk due to changes
in bond angles and overlap between 3d and 2p orbitals at the surface. Impurities and oxygen
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vacancies that collect at the surface serve to further reduce the effective coordination of surface
ions and the result of these effects is a disordered layer of surface spins with frustrated interactions
that contribute to large hysteresis, coercivity, and irreversible spin reorientations.
Experimental results on ultrafine particles systems are consistent with an increase in the
effective anisotropy energy per unit volume with decreasing particle size, in some cases by as
much as an order of magnitude [33]. While an additional anisotropy term can arise from
demagnetizing factors when a particle is not spherical, the primary source of enhanced anisotropy
in nanoparticles is related to surface effects. Symmetry breaking combined with structural
relaxation leads to local crystal fields that are predominately oriented normal to the surface. When
the magnetocrystalline surface anisotropy energy KS2r (Sr is the component of spin along a vector
normal to the particle surface) is comparable to the exchange energy, radial (K < 0) or tangential
(K > 0) spin arrangements are favored [30]. A second surface anisotropy contribution arises from
strain, since lattice deformations of the surface layers contribute to magnetic anisotropy through
magnetostrictive coupling. The effective anisotropy for a spherical particle can thus be written as
a combination of surface and volume contributions:
Keff

Kb

6
d

Ks

(2.37)

where Kb and Ks are the bulk and surface anisotropy coefficients, respectively, and d is the particle
diameter.
A common experimental observation in fine particle systems is a reduction of both MS and
TC at the nanoscale. It is well established that the magnetization profile of a small particle is nonuniform, with magnetization decreasing towards the surface. The exact nature of the reducedmoment spin structure is not completely understood, although the particle surface is often
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described as a disordered spin layer (also, magnetically dead or paramagnetic), a scenario which
is supported by a number of simulations and experiments [30]. On the other hand, a canted surface
spin layer has been reported in various ferrite nanoparticle systems and attributed to the
competition between antiparallel sublattices [34]. In either case, the observed reduction in MS is
necessarily a surface effect since considering only finite size effects (i.e. cutoff of the correlation
length) leads to an enhanced magnetization over the infinite lattice. This property is confirmed
when periodic boundary conditions are imposed on simulated particles in order to eliminate surface
contributions [35]. When surfaces are introduced, the expected magnetization reduction is
obtained. While surface and finite-size effects show opposing trends when it comes to
magnetization, these effects act in tandem to shift TC toward lower values. A reduction in TC can
arise from the decreased exchange bond density at the surface of a particle [36], while the finite
size effect on TC in a lattice of size d is given by
TC d

TC ∞

d

1⁄ν

d0

TC ∞

(2.38)

where TC ∞ is the infinite lattice value, ν is the correlation length exponent and d0 is the
characteristic microscopic dimension of the system [30]. Thus, both surface and finite size effects
likely play a role in the observed downward shift of TC in magnetic nanoparticles.
Finally, a spin-glass-like freezing of the highly frustrated surface spins in ultrafine
ferrimagnetic or antiferromagnetic materials is sometimes observed. This is distinct from the
superspin-glass phase discussed above, which involves freezing of superspin units rather than
atomic spins. These freezing behaviors can be difficult to distinguish in the usual dynamic and
aging experiments, however frozen surface spins are not easily reversed by an external magnetic
field, leading to non-saturation of the low temperature hysteresis loops and large closure fields.
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When surface spins freeze at low temperature the interior spins in the particle remain reversible,
effectively creating an interface between hard and soft magnetic phases. The coupling between the
irreversible surface and reversible core regions can be observed through a displacement of lowtemperature field-cooled hysteresis loops in an exchange-bias-like effect.
2.5 Magnetic oxide systems
2.5.1 Perovskite manganites
Mixed-valent manganites of the form Ln1−xAExMnO3 (Ln = lanthanide and AE =divalent
alkaline earth) are strongly correlated systems in which competing interactions give rise to a
variety of interesting phenomena, including colossal magnetoresistance (CMR) and a large
magnetocaloric effect (MCE) [37-40]. First gaining attention in the 1950’s [5], manganites
continue to excite interest in the scientific community from the standpoint of both application and
basic understanding. The manganites crystalize in a pseudocubic perovskite-like (ABO3) structure
with Mn occupying the B-site and rare- and alkaline-earth elements typically sharing the A-site
(Fig. 2.15a). A number of energetically close interactions contribute to the high degree of tunability
possible in the physical properties of the manganites, including Jahn-Teller distortion, crystal field
splitting between eg and t2g electrons, Coulomb interaction and kinetic energy of the eg electrons,
on-site Hund’s rule coupling, and Heisenberg coupling between nearest neighbor spins [41] (Fig.
2.15b). The dominance of a particular interaction over the others can be influenced by a number
of external factors with the effect of stabilizing various spin configurations including
ferromagnetic (FM), antiferromagnetic (AFM), complex canted structures, spin glasses, and
phase-separated states.
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Figure 2.15 (a) Perovskite structure of the manganite compounds. (b) Illustration of crystal field
splitting (∆cf ), Hund’s rule onsite coupling energy (UH ), Jahn-teller distortion (δJT ), and spin
conservative electron hopping between Mn ions. Adapted from Ref. [41]. (c) Magnetic phase
diagram of La1-xSrxMnO3, showing ferromagnetic metallic (FM), A-type antiferromagnetic
metallic (AFM), paramagnetic insulating (PI), paramagnetic metallic (PM), canted
antiferromagnetic insulating (CI) and ferromagnetic insulating (FI) phases. Adapted from Ref.
[42].
There are several possibilities for Mn–O–Mn exchange coupling in manganites.
Superexchange can take place through the interactions of either eg or t2g orbitals via intervening O
2p orbitals for Mn3+–O–Mn3+, Mn4+–O–Mn4+, or Mn3+–O–Mn4+ pairs and may be either
antiferromagnetic or ferromagnetic depending on the orientation of the Mn3+eg orbital, while the
double-exchange interaction occurs only for Mn3+–O–Mn4+ pairs and the coupling is always
ferromagnetic. The parent Ln3+Mn3+O2-3 compounds exhibit a slightly canted insulating A-type
antiferromagnetic structure [43] with ferromagnetic Mn3+–O–Mn3+ superexchange coupling in the
ab plane and antiferromagnetic Mn3+–O–Mn3+ superexchange coupling between the planes. When
a divalent element is substituted on the A-site, a corresponding number of Mn4+ sites appear to
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meet the requirements of charge neutrality according to (Ln3+)1−x (AE2+)x(Mn3+)1-x(Mn4+)xO2-3. As
Mn3+–O–Mn4+ pairs are created the double-exchange tendency competes with the predominant
superexchange interaction. In large bandwidth manganites such as La1-xSrxMnO3 with a strong
double-exchange interaction, the antiferromagnetic parent state is suppressed in favor of a
ferromagnetic phase when x ~ 0.1, which becomes increasingly stable with increasing x until TC
reaches an optimized value at x ~ 3/8 (Fig. 2.15c). Since the double-exchange interaction favors
mobile eg electrons, an insulating to metallic transition occurs near the composition-driven
antiferromagnetic to ferromagnetic transition.
The strength of the double-exchange interaction in manganites is strongly affected by
electron-lattice coupling phenomena. The average radius 〈rA 〉 and size mismatch of the elements
on the perovskite A-site determine the degree of distortion in the ideal cubic structure. When 〈rA 〉 is
smaller than the available volume or the A-site radii are dissimilar, the MnO6 octahedra tilt in
response to the effective chemical pressure. The structural distortion in a perovskite framework is
characterized by the Goldschmidt tolerance factor,
t

〈rA 〉
√2 〈rB 〉

rO
rO

,

(2.39)

where 〈rB 〉 and rO are the average B-site and oxygen-site radii, respectively. The ideal cubic unit
cell with close-packed layers is obtained for t = 1 and occurs when 〈rA 〉 and rO are closely matched
and 〈rB 〉 matches the oxygen interstitial site size. For t < 0.95, the symmetry of the cell is lowered
to orthorhombic or rhombohedral. The increased tilting of the MnO6 octahedra with decreasing
〈rA 〉 lengthens the Mn–O bond distance d, and reduces the Mn–O–Mn bond angle θ from the ideal
180° to 160o or less (Fig. 2.16a). The strength of the double-exchange interaction is sensitive to
both d (proportional to the amount of orbital overlap) and θ (which affects the magnitude of the
double-exchange transfer integral), and as a result the one-electron bandwith W of the eg carriers
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Figure 2.16 (a) Illustration of the tilting of MnO6 octahedra in (Pr,Ca)MnO3. Adapted from Ref.
[44] (b) Variation of TC with tolerance factor and average A-site radius 〈rA 〉 in doped manganite
systems. Reproduced with permission from Ref. [45].

is affected by structural parameters. This relationship can be expressed as
W∝

cos 1⁄2
d 3.5

θ

.

(2.40)

It can be seen that the effective bandwidth first increases with 〈rA 〉 as the bond angle approaches
180o, then decreases slightly when d becomes too large, leading to the trend in TC with t and 〈rA 〉
shown in Fig. 2.16(b). A second electron-lattice coupling mechanism in doped manganites is the
Jahn-Teller distortion of Mn3+ ions (t2g3 eg1), which elongates the MnO6 octahedron along one axis,
affecting the Mn–O bond length in this direction. Since Mn4+ ions (t2g3 eg0) are not Jahn-Teller
active, the hopping of an eg electron in a double-exchange interaction is accompanied by a JahnTeller distortion that moves through the lattice. This coupled eg electron/Jahn teller distortion pair
is referred to as a polaron. In metallic ferromagnets, Jahn-Teller distortions are dynamic, producing
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an average MnO6 octahedral distortion, while in insulators the distortions are static and can act as
trapping centers for the conduction electrons [41].
In addition to spin ordering, long-range electronic order in manganites can occur through
orbital and/or charge ordering. Due to the nature of the superexchange interaction, orbital order is
tied to certain spin configurations. For example, to generate a ferromagnetic Mn3+–O–Mn3+ inplane interaction via superexchange, alternating z2

x2 / z2

y2 orbitals are necessary to

maintain suitable bond angles [46]. Jahn-Teller distortion also favors orbital ordering of either the
z2

x2 / z2

y2 type, similar to superexchange interactions, or the 3x2

r2 / 3y2

r2 type,

which is found in the A-type antiferromagnetic state of LnMnO3 compounds. Charge ordering
refers to the situation where the arrangement of Mn3+ and Mn4+ ions on the lattice sites is periodic.
Charge-ordered states are usually observed in narrow bandwidth manganites where the Coulomb
energy saved by localizing the eg electrons overcomes their kinetic energy. Charge ordering, orbital
ordering, and antiferromagnetic spin ordering all correspond to insulating, localized-electron states
and often occur together. Charge- and orbital-ordering phenomena are most stable when the band
filling coincides with a rational number with respect to the periodicity of the lattice [42],
particularly for x ~ ½ . The CE-type ordered state that occurs for x ~ ½ is depicted in Fig. 2.17
(a), where Mn3+ and Mn4+ ions show a checkerboard arrangement, with more complex orbital and
spin order occurring over a superlattice scale. Orbital and antiferromagnetic spin ordering can also
occur without charge ordering, for example in an A-type antiferromagnet (Fig. 2.17b) where
conduction occurs within the plane, preventing the charge-ordered state from developing. The
ferromagnetic metallic and antiferromagnetic charge/orbital-ordered insulating states in
manganites are nearly degenerate. However, the free energy of the ferromagnetic state can be
lowered by a Zeeman energy term ( MS H) such that a magnetic field favors the ferromagnetically
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Figure 2.17 Schematic of charge, spin, and orbital ordering in (a) CE-type antiferromagnetic and
(b) A-type antiferromagnetic structures in Ln1−xAExMnO3. Reprinted with permission from Ref.
[47], Copyright 2000 American Chemical Society.

ordered phase, and thus a charge/orbital-ordered state can be ‘melted’ by the application of a large
field.
Localized insulating electron states (charge order, orbital order, static correlated JahnTeller distortion/polarons) naturally compete with the delocalized ferromagnetic metallic phase
favored by double-exchange. As the bandwidth decreases with a reduction in 〈rA 〉, weakening the
double-exchange interaction, the localized electronic instabilities become dominant in certain
regions of the x-T phase diagram. Figure 2.18 shows magnetic phase diagrams for the intermediateand low-bandwidth compounds La1-xCaxMnO3 and Pr1-xCaxMnO3, respectively. Comparing to Fig.
2.15(c), it can be seen that all three compounds exhibit a ferromagnetic phase for x ~ 0.3,
however TC is shifted to increasingly lower temperatures with decreasing 〈rA 〉, and in Pr1xCaxMnO3 the

metallic ferromagnetic phase does not occur. In all cases the ground state at x ~ 0.5

is antiferromagnetic and insulating, with charge ordering appearing in the reduced-bandwidth
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compounds. The onset of charge ordering in La0.5Ca0.5MnO3 occurs simultaneously with
antiferromagnetic ordering ( Tco = TN ~180 K). Pr1-xCaxMnO3 has a more robust charge-ordered
state starting from x ~ 3/8, also a commensurate doping value, and Tco > TN as is typical for small
〈rA 〉 systems in which no ferromagnetic metallic state is realized. Mixed-valent manganite
compounds are intrinsically inhomogeneous due to the competition between localized and
delocalized electronic orders. As a result, phase separation on different length scales can be
observed, as discussed further in Chapter Six, and external variables that enhance the doubleexchange interaction (magnetic or electric field, pressure, etc.) can cause percolation of the
ferromagnetic metallic phase near an insulating boundary. This percolation mechanism underlies
the well-known colossal magnetoresistance phenomenon wherein a magnetic field induces a
precipitous drop in resistivity by many orders of magnitude.

Figure 2.18 Magnetic phase diagrams of (a) La1-xCaxMnO3 and (b) Pr1-xCaxMnO3, showing
ferromagnetic metallic (FMM), ferromagnetic insulating (FMI), paramagnetic insulating (PMI),
canted antiferromagnetic (CAF), charge-ordered (CO), and charge-ordered antiferromagnetic
insulating (COAFMI) phases. Reproduced with permission from Ref. [48].
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2.5.2 Spin-chain cobaltite Ca3Co2O6
Similar to the manganite compounds, cobalt oxides are strongly correlated systems with
competing electronic orders, a high degree of tunability, and a number of important technological
applications related to their large thermopower, high catalytic activity, metal-insulator transitions,
and superconductivity [49]. Cobalt has several possible oxidation (2+, 3+, 4+) and coordination
(tetrahedral, pyramidal, octahedral) states. Unlike Mn ions, however, which are found almost
exclusively in the high-spin state, Co ions have a strong possibility of spin state transitions since
the crystal field Δ is very close to the Hund’s rule eg-t2g coupling UH . Co2+ [t2g5 eg2, S = 3/2] and
Co4+ [t2g5 eg0, S = 1/2] are generally high-spin and low-spin, respectively, while Co3+ can be found
in a high- [t2g4 eg2, S = 2], intermediate- [t2g5 eg1, (S = 1)], or low-spin [t2g6 eg0, S = 0] state
depending on the Co–O bond length and Co–O–Co bond angles. The most well studied cobaltite
compounds are variations on the perovskite structure LnCoO3 where spin state transitions in Co3+
can be induced as a function of temperature and pressure and the substitution of a divalent cation
generates a mixed-spin state along with the mixed Co3+/Co4+ valence. In addition to the
stoichiometric and oxygen-deficient perovskite compounds, a number of other classes of cobaltites
have been studied in which the strong single-ion anisotropy of Co combined with the lattice
geometry gives rise to a quasi-2D magnetic structure, including the layered Ruddlesden-Popper
and misfit cobaltites, and NaxCoO2 [49]. The Ca3Co2O6 composition and its variants (Ca3Co2xTMxO6,

TM = Fe, Mn, Ir, Rh) represent a unique example of a quasi-1D magnetic structure among

the cobaltites.
Ca3Co2O6 crystalizes in a hexagonal R-3c structure with polyhedral Co–O chains running
along the c-axis. The chains consist of alternating face-sharing CoO6 octahedra and CoO6 trigonal
prisms so that Co ions have two distinct environments, with significantly shorter Co–O distances
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Figure 2.19 Crystal structure of Ca3Co2O6. Reproduced with permission from Ref. [50].

in the octahedra (Co I) than in the prisms (Co II). Neutron diffraction experiments have
demonstrated moments of ~0.08 μB for Co I sites and 3 μB for Co II sites, corresponding to lowspin (S = 0) and high-spin (S = 2) states, respectively [51]. Due to the face-sharing nature of the
polyhedra, a very small Co–Co nearest neighbor separation of 2.59 Å is realized within the chains.
In the ab-plane, the chains are separated by non-magnetic Ca2+ ions with six nearest-neighbor
chains occupying points on a triangular lattice at a distance of 5.25 Å (Fig. 2.19). The large
difference between intrachain and interchain Co–Co spacing contributes to the highly anisotropic
and quasi-1D magnetic characteristics of the compound, which has an intrachain exchange
interaction |J1 | ~ 25 K an order of magnitude larger than the nearest-neighbor antiferromagnetic
interchain exchange |J2 | ~ 0.25 K.
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The strong axial single-ion anisotropy in Ca3Co2O6 produces Ising-like spin chains on a
triangular antiferromagnetic lattice, similar to the case of Co-containing ABX3 compounds (see
Section 2.3.2). In contrast to the quasi-1D ABX3 chains, however, the intrachain coupling in
Ca3Co2O6 is ferromagnetic. Antiferromagnetic Ising-like chains resolve their in-plane frustration
through the partially-disordered antiferromagnetic (PDA) phase, where one spin chain on the
triangular unit is incoherent and the c-axis interaction is unfrustrated [24]. When the intrachain
interaction is ferromagnetic, the preference for incoherence within a chain conflicts with the
preference for ferromagnetic alignment along it. The compromise is a modulation of the moment
along the length of each chain, with a continuous variation in the roles of each site so that instead
of one chain showing incoherence along its entire length, incoherent regions exist within each
chain on a triangular unit. The partially disordered units (+1, -1, 0) and (+1/2, +1/2, -1) are realized
only at specific points along the c-direction, with all intermediate configurations occurring in
between [52,53]. The modulation of the moment turns out to be periodic rather than random, and
can be represented as an incommensurate spin-density wave that propagates along the c-axis with
a phase shift of 120o between adjacent chains and a wavelength of up to ~1000 Å [54] (Fig. 2.20).
This magnetic structure can be modeled only when a non-vanishing next-nearest-neighbor
exchange interaction (J3 ) is considered [52]. The antiferromagnetic supersuperexchange (Co–O–
O–Co) interactions J2 and J3 form a helical exchange pathway among adjacent chains, as
illustrated in Fig. 2.20, stabilizing the spin-density wave state.
The field-dependent magnetization in Ca3Co2O6 shows a behavior consistent with models
of ferromagnetic Ising spins on an antiferromagnetic triangular lattice, with plateaus of MS /3 and
MS appearing in the magnetization curves for μ0 H > ~ 0 T and μ0 H > ~ 3.6 T, respectively,
corresponding to up-up-down and up-up-up relationships among the chains on a triangular unit.
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Figure 2.20 Top panel: Representation of incommensurate spin-density wave structure in
Ca3Co2O6 over 30 unit cells along the c-axis on three adjacent chains, with blue lines indicating
the relative magnitude of the intrachain moment and red arrows indicating the direction of its
orientation (+c or –c). Bottom panel: Exchange interactions J1 (solid black lines), J2 (red dashed
lines), and J3 (blue dotted lines) for three adjacent chains. ‘1’ and ‘2’ indicate Co I and Co II sites
in the crystal structure, respectively. Reproduced with permission from Ref. [54].

At low temperatures, the magnetic properties of Ca3Co2O6 show a strong time dependence, and
the magnetization plateaus are split into metastable fractional values. A ‘freezing temperature’
below which the magnetic order in the system stops evolving on experimental time scales can be
identified around ~ 8 K however the analogy with a spin-glass state is imperfect since there is no
inherent randomness to the interactions. Long-time relaxation of various quantities is reported in
a number of geometrically frustrated systems [55-59], but generalizations of the dynamic behavior
of geometrically frustrated magnets are difficult since the (multidegenerate) ground state energies
do not share a common topology [58] and such slow-dynamic states may or may not be
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accompanied by ‘freezing’, activation, or other hallmarks of glassy behavior. Time-dependence in
the evolution of the magnetic structure and the ac susceptibility in Ca3Co2O6 have been described
using an Arrhenius law, indicating that thermally activated processes play a role in the relaxation
of the system [60,61]. The presence of both slow dynamics and magnetization plateaus have led
to the proposal that Ca3Co2O6 shows quantum tunneling of magnetization similar to singlemolecule magnets [60,62], although there is some debate regarding this classification [50,63].
More recently, it was suggested that a number of unusual time-dependent magnetic properties of
Ca3Co2O6 are all a manifestation of the same phenomenon: a slow order-order transition between
the spin-density wave and a commensurate antiferromagnetic state [64]. The time-, temperature-,
and field-dependent magnetic behavior is examined in greater detail in Chapter Seven for singleand polycrystalline samples of Ca3Co2O6.
2.5.3 Spinel ferrites
Ferrites materials have been utilized for centuries as a navigational aid, and remain of
immense technological importance in the modern era. Ferrites are high-TC (~130oC – 600oC)
insulating ferrimagnetic compounds, and as a result their magnetic characteristics are easily
exploited in room temperature devices. Unlike most materials, ferrites possess both large
permeability and significant permittivity, while eddy current losses are negligible due to their
insulating nature. These characteristics render ferrite materials useful in a wide range of electronic
applications including transformers, dc converters, switching power supplies, inductive devices,
filters, sensors, read heads, and microwave devices [65,66]. Hexagonal-structured ferrite
compounds have remarkable magnetocrystalline anisotropy, and in many cases combine hard
magnetic characteristics with high saturation magnetization [67]. Cubic ferrites on the other hand,
in particular the spinels, show soft magnetic properties and are the materials of choice for
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biomedical applications involving magnetic nanoparticles such as hyperthermia and targeted drug
delivery [68]. More recently, spinel ferrites have shown promise in the field of spintronics when
used as a magnetic tunneling barrier for spin-filter devices [69].
Spinel ferrites of the general form MFe2O4 (M2+ = Mn, Fe, Co, Ni, Cu, Zn, etc.) exhibit a
cubic crystal structure with close packing of oxygen ions [70]. Within the fcc oxygen lattice two
types of interstitial sites referred to as the A- and B-sites are formed, distinguished by tetrahedral
and octahedral coordination, respectively. The full unit cell contains 64 A-site and 32 B-site
interstices, of which 8 and 16 are occupied by metal cations. In the simplest case that M2+ ions
occupy the A-site and Fe3+ ions occupy the B-site, the structure is a ‘normal spinel.’ In an inverse
spinel structure, the 8 Fe3+ ions are located on the A-site while of the 16 divalent ions, half are
located on the A-site and half on the B-site. Intermediate distributions of cations between the
normal and inverse case are also possible, and such cation disorder is known to affect the magnetic
properties since the relative positions of the A and B atoms to their nearest oxygen and magneticsite neighbors has a strong influence on superexchange interactions [71]. The inverse spinel
structure is more common than a normal spinel structure and includes Fe3O4, NiFe2O4, CoFe2O4,
and CuFe2O4. Maghemite (γFe2O3) also has a spinel-type structure, however since Fe is in its 3+
oxidation state only, the neutrality of the cell is maintained through the presence of cation
vacancies on the octahedral sites and the unit cell of maghemite can be represented as
(Fe3+)8[Fe3+
5/6

/

]16O32, where

is an octahedral vacancy [72]. The magnetic properties of the

simple ferrites can be described well within Neel’s two-sublattice theory of ferrimagnetism which
assigns opposing internal fields to the A and B sublattices arising from A-A, B-B, and A-B
superexchange interactions [71].
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Figure 2.21 Representation of spinel structure with tetrahedrally
coordinated A-site cations (black circles), octahedrally coordinated B-site
cations (grey circles), and oxygen anions (white circles). Solid lines indicate
(a) A-A, (b) B-B, (c) B-A, and (d) A-B nearest neighbors. Reproduced with
permission from Ref. [71].

The relative ease and reproducibility with which monodisperse ferrite nanoparticles,
especially magnetite (Fe3O4) and maghemite, can be synthesized via methods that allow surface
functionalization and dispersion is a key aspect of their technological potential. From a more
fundamental perspective, these properties also mean that a uniform ensemble of single domain
particles can be realized experimentally in ferrite nanoparticle dispersions, providing an ideal
setting in which to study the intrinsic and emergent properties of nanoscale magnetism. The
collective dynamics of ferrite nanoparticle systems has been a topic of great interest [73], and
glassy behavior can arise either from a cooperative superspin-glass freezing [74-77], or the
freezing of surface spins, accompanied by large exchange-bias-like effects [78-81]. In addition to
solid nanospheres which have been well studied over the years, manipulation of particle shape is
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possible to produce, e.g., hexagonal, cubic, or ‘octopod’ particles. The dynamic magnetic
properties of such non-standard morphologies have not been widely explored. In Chapter Eight we
discuss the glass-like freezing and exchange-bias effect driven by enhanced surface spin frustration
in a hollow γFe2O3 nanoparticle system.
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CHAPTER THREE
Experimental Methods

In this Chapter we give an overview of the experimental methods used in the sample
fabrication, characterization, data collection, and analysis presented in the following results
sections (Chapter Four – Chapter Eight). The sol-gel chemical synthesis technique performed at
USF is detailed, and the preparation methods of other materials included in this dissertation are
summarized. We discuss the characterization techniques and instrumentation with which sample
structure, morphology, and magnetic properties are determined and develop the background,
motivation, and methodology of the non-standard techniques utilized in the thesis work: magnetic
entropy change calculations based on dc susceptibility data and transverse susceptibility
measurements based on a resonant tunnel-diode oscillator.
3.1 Sample preparation
3.1.1 Sol-gel synthesis
Sol-gel processing encompasses a wide variety of techniques that involve the hydrolysis
and condensation of chemical precursor solutions. Compared to conventional solid state
processing, sol-gel methods mix reagent cations homogeneously on a molecular scale, preventing
segregation of different species and ensuring good chemical homogeneity in the final products
while reducing the required time and temperature of thermal treatments. Figure 3.1 illustrates the
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stages of a typical sol-gel process. When the starting reagents, often alkoxide or carbonate
compounds, are dispersed in water, transition metal cations Mz+ are solvated according to

(3.1)
and undergo the hydrolysis reaction
M OH2

z

⇄ M

OH

z 1

H ⇄ M

O

z 2

2H+ ,

(3.2)

producing equilibrium concentrations of aquo [M– OH2 ], hydroxo [M–OH], and oxo [M–O]
groups that depend on conditions such as pH and temperature [2]. These ligands form a stable
colloidal suspension, i.e. a ‘sol’. Condensation of the sol proceeds according to the reaction

(3.3)
during aging at an elevated temperature, forming linkages between cation complexes while excess
solvent is evaporated. As the sol aggregates, viscosity increases until a gel is formed. The gel,
which can be colloidal or polymeric in nature depending on starting materials, is a continuous
porous 3D solid network enclosing the remaining liquid phase. During thermal drying or extended
room temperature evaporation of the gel, capillary forces cause the network to collapse while also
increasing the coordination number of the cations, forming a rigid porous structure with reduced
volume referred to as the xerogel [1]. Depending on the material and desired application, additional
heat treatment is often performed to decompose organic products and induce or improve
crystallization of the xerogel. Crystallites nucleated during heating grow initially through accretion
followed by non-densifying sintering mechanisms [3-5], producing loosely agglomerated powders
with a characteristic particle size ranging from ~10 nm to several microns, varying according to
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Figure 3.1 Illustration of the stages of the sol-gel chemical synthesis method.

the duration and temperature of calcination. If desired, a polycrystalline bulk material can be
created by hydraulic pressing of the powder to form a pellet followed by high-temperature
sintering for an extended period.
The compounds that can be obtained in a standard sol-gel approach are limited by the
requirement that the metals involved form suitable hydroxo complexes during hydrolysis. This
restriction is circumvented in variations of the technique that involve chelating ligands which form
two or more bonds with a metal cation. Rather than becoming integrated into the gel network itself,
chelated metal ions are essentially trapped in the organic matrix of the gel, to which they are
weakly bound [1]. Chelating molecules form stable complexes with a variety of metals over a
fairly wide pH range, allowing for the relatively easy synthesis of oxides of considerable
complexity, although control over particle size, shape, and morphology is diminished with respect
to traditional sol-gel methods. In the Pechini method [6], (Fig. 3.2) a chelating agent (usually citric
acid) and polyalcohol such as ethylene glycol are added to the sol. During the aging and
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Figure 3.2 (a) Illustration of polymeric gel network surrounding metal cations in the Pechini
method. Adapted from Ref. [1]. (b) La0.6Ca0.4MnO3 (LCMO) particles synthesized by the Pechini
method and calcined at 1000oC. (c) Schematic of Pechini synthetic route to obtain LCMO. (d)
Schematic of sol-gel autocombustion synthetic route to obtain LCMO.

dehydration step the polyol establishes links between metal-citrate complexes via a
polyesterification reaction, forming a polymer gel which is dried and calcined in the usual way.
The sol-gel autocomubstion approach [7] is similar to the Pechini method but does not
involve the use of a polymerizing agent and thus the gel produced after dehydration is colloidal.
Heating of the xerogel initiates an exothermic and self-sustaining anionic redox reaction and
results in an ashy black powder that is subsequently ground and sintered to improve crystallinity
and phase purity. The procedures for both methods are shown schematically in Fig. 3.2(a) and Fig.
3.2(b). The nanocrystalline La0.7Ca0.3MnO3 powders discussed in Chapter Four and the Ca3Co2O6
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powders discussed in Chapter Seven were prepared by an autocombustion technique at USF. A
Pechini-type method was utilized by collaborators at Hanoi University of Science and Technology
to prepare the La0.25Pr0.375Ca0.375MnO3 particles discussed in Chapter Six.
3.1.2 Other methods
Polycrystalline solids are most often prepared via a standard solid state reaction, a versatile
technique that has been successfully used to fabricate an extremely wide range of compounds. In
a solid state reaction, two or more non-volatile solids are mixed thoroughly and heated to ~50 –
90 % of their melting temperature [4]. The reaction of starting materials to form the product phase
occurs through diffusion across the boundaries between the reactant phases, a process that may
require an extended period of time – ranging from a few days to weeks – to complete. To speed up
reaction time and ensure good chemical homogeneity, reactants can be ground into fine particles
and pelletized in a hydraulic press to maximize surface contact area. The grinding, pressing, and
heating steps are usually repeated several times to expose fresh surfaces. The La0.7Ca0.3Mn1–xFexO3
(x = 0 – 0.07) and La1–xCaxMnO3 (x = 0.2 – 0.4) samples discussed in Chapter Four and Chapter
Five, respectively, were prepared using solid state reaction by collaborators at Chungbuk National
University.
The formation of crystals within a disordered phase generally follows three basic stages:
supersaturation, nucleation, and growth. A number of techniques can be employed to obtain single
crystals with a large size, including solid phase, vapor phase, solution, and melt growth approaches
[8]. The flux method produces crystals from a high-temperature supersaturated solution of reactant
phases in a molten metal solvent (the flux) [9]. A saturated solution is formed by heating an
evacuated quartz ampoule containing the flux and starting materials to melt the constituents, and
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crystals precipitate from the solution as the system is cooled. The decrease in the solute
concentration as crystals are precipitated in turn lowers the saturation temperature of the solution
and thus self-sustaining precipitation occurs from the saturated solution during cooling until the
solidification temperature is reached. The single crystalline precipitates (~mm) are then retrieved
by dissolving the flux. Another widely used approach to oxide single crystal growth is the optical
floating zone technique [10] which has the major advantage of not requiring a crucible, resulting
in high-purity crystals. In this method, two polycrystalline rods of the desired product are mounted
in an optical furnace such that their tips meet at the focal point of ellipsoidal mirrors. Intensive
local heating due to focused light from halogen or xenon arc lamps creates a floating zone of
molten material between the two rods. As the zone is directed upward along the feed rod by
adjustment of the mirrors or downward motion of the rod itself, the liquid behind the molten zone
cools and crystallizes on the seed rod as a single grain. In this way, rod-like single crystals up to
several centimeters long can be obtained. La0.25Pr0.375Ca0.375MnO3 (Chapter Six) and Ca3Co2O6
(Chapter Seven) single crystals were prepared by the optical floating zone and flux methods,
respectively, by collaborators at Rutgers University. The La0.75Pr0.25Co2P2 single crystal discussed
in Chapter Five was synthesized using a flux method by collaborators at Florida State University.
In contrast to many complex oxide systems, the high thermodynamic favorability of the
spinel structure makes it possible to synthesize soft ferrite nanoparticles using “one-pot” wet
chemical synthetic routes such as the co-precipitation, micoemulsion, hydrothermal, and thermal
decomposition techniques that render calcination steps unnecessary [1,11]. Low-temperature
solution-based processing yields monodisperse products that can be surface functionalized for
various purposes by organic surfactants that would decompose during higher temperature heat
treatment. In a thermal decomposition method, the rapid injection of organometallic reagents into
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a hot surfactant solution produces a short burst of nucleation. Slow growth of nucleated particles
continues through Ostwald ripening as the solution is aged at elevated temperature [12]. The final
particle size can be controlled by systematically adjusting parameters such as aging time,
temperature, reagent concentration, and the choice and ratio of surfactants. In Chapter Eight, ~15
nm γFe2O3 particles were obtained by the thermal decomposition of Fe(CO)5 in a solution of the
surfactants trioctylphosphine and oleylamine in the organic solvent octadecene.
3.2 Structure and morphology characterization
3.2.1 X-ray diffraction
X-ray diffraction is a widely used tool for structure determination in crystalline solids.
When X-rays are incident on a specimen, waves diffracted from different atoms interfere with one
another, strongly influencing the intensity of the elastically scattered wavefront. If the arrangement
of atoms is periodic as in a crystalline structure, the intensity distribution is modulated by sharp
constructive interference maxima at certain scattering angles related to the symmetry of the crystal
structure. The relationship between peak location and atomic spacing is described by Bragg’s law
2d sinθ

nλ

(3.4)

where d is the spacing between lattice planes, λ is the wavelength of the X-rays, θ is the scattering
angle, and the integer n is the order of the diffraction peak. Detailed structural information can be
obtained from XRD patterns using the Rietveld algorithm [13] in which the difference between
the experimental pattern and a calculated pattern based on user supplied initial profile information,
atomic positions, and crystallographic information is minimized. However, this approach requires
good prior knowledge of structural and microstructural parameters and generally is not reliable
when significant peak broadening occurs due to poor crystallinity and/or finite crystallite size. The
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broadening of diffraction peaks in sub-micron particles is inversely proportional to the crystallite
size, as described by the Scherrer equation
FWHM 2θ

Kλ
Lcosθ

(3.5)

where L is the crystallite size and K is a proportionality constant ranging from 0.62 – 2.08
depending on the shape and size distribution of the crystallites and the symmetry of the lattice [14].
A Le Bail procedure (also known as profile matching) provides less detailed information than
Rietveld refinement, but does not require initial structural information beyond approximate unit
cell and resolution parameters and space group [13]. XRD measurements of the powder samples
discussed in this dissertation were collected in θ-2θ mode with a Brüker AXS D8 diffractometer
and a Cu Kα source. The resulting diffraction patterns were analyzed to refine the lattice
parameters using the CelRef or Fullprof software packages in profile matching mode.
3.2.2 Microscopy
While the resolution of optical microscopes is limited to several hundreds of nanometers
by the wavelength of visible photons, the wavelengths of accelerated electrons are up to 100,000
times shorter, enabling electron microscopes to resolve atomic-scale features. Electron beam
instruments share the common feature of an evacuated column in which a beam of electrons is
produced from a thermionic or field emission source located near the top of the column and focused
on the sample stage located further down the column by electron optics analogous to optical lenses.
The interaction of the electron beam with the material of the sample generates transmitted and
backscattered intensities in addition to numerous secondary processes [15,16]. In general, the
transmitted and scattered intensities contain structural and topographical information, respectively.
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Figure 3.3 Schematic representation of (a) a transmission electron microscope
and (b) a scanning electron microscope. Adapted from Ref. [16]. (c) La0.25
Pr0.375Ca0.375MnO3 particles imaged by an FEI Morgagni transmission electron
microscope. (d) SrFe12O19/La0.5Ca0.5MnO3 composite material imaged by a JEOL
JSM-6390LV scanning electron microscope.
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Transmission electron microscopy (TEM) (Fig. 3.3a) focuses on the transmitted intensity
through a thin sample. In TEM, a high energy electron beam is produced in the microscope column
with typical accelerating voltages of up to 125 kV, and 2-3 condenser lenses focus the beam onto
the sample. The transmitted beam contains information about sample structure that is magnified
by the objective system, and the spatial image is projected onto a fluorescent viewing screen or
detected by a CCD camera. In this dissertation, an FEI Morgagni TEM with a 16.7 MPixel bottom
mount camera was used to determine the morphology and size and shape distributions of
crystalline particles < ~ 400 nm obtained by sol-gel synthesis. Since TEM image quality is highly
sensitive to sample thickness, a small amount of powder sample was dispersed in water or ethanol
and sonicated for up to 8 hours to disagglomerate the crystallites before a drop of solution was
placed on a copper TEM grid for imaging. An aberration corrected Tecnai F20 TEM was used to
obtain high-resolution images and selected area electron diffraction (SAED) patterns of the ferrite
nanoparticles in Chapter Eight.
Scanning electron microscopy (SEM) (Fig. 3.3b) is a lower resolution technique based on
secondary processes such as backscattered electrons and X-ray emission. These are collected as a
function of angle as the beam is rastered across an area of the sample and used to reconstruct an
image of the surface. In addition to surface imaging, SEM can be used for elemental analysis and
has the advantage of a large depth of field that renders a good three-dimensional representation of
the sample topography. Unlike TEM, thick or bulk-like samples can be imaged with SEM since
the technique does not rely on transmission through the specimen. A tungsten filament JEOL JSM6390LV SEM was used in this dissertation to determine particle size and morpohology in sol-gel
derived powders with a characteristic size > ~ 400 nm. To prevent charging of non-conducting
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samples in the electron beam, powder samples were pressed into carbon tape and grounded to the
conductive sample holder with a strip of copper tape.
3.3 Magnetic characterization
A commercial Model 6000 Quantum Design Physical Property Measurement System
(PPMS) with a 7 T longitudinal dc magnetic field capability and a temperature range of 1.9 – 350
K provided the sample environment for all magnetic measurements made at USF. Various inserts
were utilized within this setting to perform dc, ac, and transverse susceptibility measurements. To
prepare samples for measurement, powder and polycrystalline bulk materials were packed tightly
into a gel cap with teflon and inserted into a non-magnetic plastic straw, and single crystal samples
were mounted on a quartz rod.

Figure 3.4 (a) Schematic of the sample space in the Quantum Design Model 6000 Physical
Properties Measurement System (PPMS) cryostat. (b) The PPMS system in the Functional
Materials Laboratory at USF.
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3.3.1 DC magnetometry
DC magnetization measurements were performed using a commercial Quantum Design
vibrating sample magnetometer (VSM). The principle of the VSM measurement is based on
faraday’s law of induction. A motor head mechanically vibrates the sample rod such that the
sample oscillates with a 0.1 –5 mm amplitude around the center of the magnetic field near a set of
pickup coils. The change in magnetic flux density B/ t originating from the motion of the
magnetized sample in the coil induces a voltage that varies sinusoidally with the driving frequency
(40 Hz) and can be detected with a lock-in amplifier. The applied magnetic field H is unchanging
in the coil over the period of oscillation and thus B/ t = μ0

t

H

M

μ0 M/ t and the

induced voltage in the pickup coil is proportional to the sample magnetization M as
Vcoil = 2πfCMA sin 2πft

(3.6)

where A and f are the vertical amplitude and frequency of the sample oscillation, respectively, and
C is an instrument-specific coupling constant [17].
The characterization of the magnetic properties of a material is usually carried out by
determining the variation of magnetization as a function of temperature in a fixed field and as a
function of magnetic field at fixed temperature. Typically, a small exciting field of ~ 10 mT is
applied when recording an M (T) curve to yield information about the thermally-driven magnetic
phase transitions in a material while minimizing the perturbation to the system. M (T) curves can
be collected under several protocols: Zero-field-cooled (ZFC), field-cooled-warming (FCW) and
field-cooled-cooling (FCC). In a ZFC procedure, the system is cooled to base temperature in zero
applied field. After the temperature is stabilized, a small field is turned on and the magnetization
is collected as the system is warmed up. The system is cooled in the presence of an applied field
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in the FC protocol, and magnetization is measured either during the field-cooling (FCC) or during
subsequent field-warming (FCW). In an ideal ferromagnet, the temperature dependence of
magnetization is independent of measurement protocol. The bifurcation of the different
magnetization curves in real systems is a signature of non-equilibrium phenomena or frustrated
interactions from which information regarding energy barriers, anisotropy, and thermal hysteresis
can be gained [18]. In Chapter Four – Chapter Eight, FC curves are taken in warming mode unless
otherwise specified.
In ferromagnetic materials, magnetic hysteresis loops recorded as the field is swept
between positive and negative saturating fields yield a number of characteristic parameters related
to the magnetic hardness and anisotropy of a material including saturation magnetization, remanent
magnetization, coercive field, and squareness. With increasing magnetic field, the magnetization
of a ferromagnet approaches saturation first through domain wall motion (growth of the domains
with moments aligned with the magnetic field) then through rotation of misaligned domains toward
the field direction. In multi-phase systems with distinct susceptibilities, magnetization may
approach saturation through multiple steps in the M (H) curve as magnetization within the different
phases rotates incoherently with the applied field. When an interface exists between magnetically
hard and magnetically soft phases, cooling to low temperatures in a large magnetic field defines a
preferred direction for irreversible spins that biases exchange-coupled soft phase spins at the
interface and displaces the hysteresis loop along the field and/or magnetization axes.
Magnetization vs. field isotherms collected around a transition temperature form the basis of more
in-depth analyses of the phase transition including calculations of the magnetocaloric effect
(discussed in Section 3.3.3) and the determination of critical exponents (discussed in Chapter
Five).
83

3.3.2 AC susceptibility
While dc magnetic measurements in a static field in principle probe the equilibrium value
of magnetization, the use of a low-amplitude ac magnetic field Hac allows non-equilibrium
processes to be quantified and modeled to extract information about the spin dynamics and
dissipative processes in a magnetic material. The oscillation of the field with a frequency ω drives
a time-dependent magnetic moment Mac = (dM/dH) ∙ Hac sin(ωt) that is detected as a sinusoidally
varying voltage in a set of pickup coils. At low frequencies the susceptibility χ

dM/dH is simply

the slope of the M vs. H curve. At higher frequencies, χ begins to lag the magnetic field due to
dynamic processes occuring on timescales greater than the measurement window τ = 1/ω and a
phase shift φ arises between the drive signal and the magnetic response. The susceptibility can
thus be divided into in-phase and out-of-phase components:
χ'

χ cos φ

(3.7)

χ''

χ sin φ.

(3.8)

The dissipative processes that give rise to non-zero χ'' vary in origin according to the class of
material under study. In ferromagnets, conductors, and superconductors, dissipation is due to
irreversible domain wall motion, eddy currents, and flux creep, respectively. In spin glasses or
other systems with glassy dynamics such as superparamagnets, non-zero χ'' arises from slow
magnetic relaxation processes. ac susceptibility is uniquely suited to the study of spin-glass-like
systems, which exhibit dynamics simultaneously on many time scales and do not equilibrate on
experimental time scales below the freezing temperature Tf . A cusp in the susceptibility occurs at
a freezing temperature Tf that depends on the measurement window with the ‘true’ Tf defined by
the limit of vanishing frequency and field [19,20]. Both χ' and χ'' show a cusp near Tf at slightly
different temperatures according to the Kramers-Kronig relation, χ''
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π⁄2

χ'⁄ ln ω [21].

Figure 3.5 Temperature dependence of the real χ' (solid symbols) and imaginary χ'' (open symbols)
components of ac susceptibility for Eu0.2Sr0.8S at an applied field μ0 H = 0.01 mT with frequencies
of 10.9 Hz (circles), 261 Hz (squares), and 1969 Hz (triangles). Reproduced with permission from
Ref. [22].
Most commonly, Tf (ω) is taken as the peak temperature in χ' although χ'' is sometimes used as it
indicates the onset of phase lag (i.e. slow dynamics) more directly and in certain cases χ' (T) does
not exhibit a well-defined maximum, as in reentrant spin-glass states [23].
The frequency dependence of Tf can be compared to a number of relaxation models [24].
The Arrhenius law for thermally activated hopping over constant (i.e. temperature-independent)
energy barriers
τ T

τ0 exp Ea ⁄kB T ,

(3.9)

holds for independent spin clusters or non-interacting particles that relax toward the magnetic field
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direction when their energy exceeds the activation energy Ea . The characteristic time τ0 is related
to the time between relaxation attempts and takes physical values in the range 10-9s – 10-13s
depending on the Larmor precession frequency. The Vogel-Fulcher law for a cluster spin glass or
interacting particle system,
τ T

τ0 exp Ea ⁄kB T

T0 ,

(3.10)

includes an additional term T0 that is related to the strength of cluster interactions. The critical
slowing down in the approach to spin-glass freezing has been modeled by the scaling law
τ T ∝ T

T0

zv

(3.11)

where v is the critical exponent of the correlation length and z is the dynamic exponent.
3.3.3 Magnetocaloric effect
The magnetocaloric effect refers to the change in temperature of a material when subjected
to a change in applied magnetic field under adiabatic conditions. The total entropy of a solid is
given, to a good approximation, by the sum of the individual contributions from conduction
electrons (Se ), the crystalline lattice (SL ), and atomic magnetic moments (SM ), that is,
S T, H, P

Se T, H, P

SL T, H, P

SM T, H, P .

(3.12)

Under the influence of a change in magnetic field from H1 to H2 where H2 > H1 , the magnetic
moments of a c ferromagnetic material align so that the spin contribution to total entropy is
reduced. In an isentropic process (Fig. 3.6) the lattice entropy increases as the magnetic entropy
decreases, and the change in magnetic field is accompanied by an adiabatic temperature change
ΔTad . Alternatively, the magnetocaloric effect can be characterized by an entropy change ΔSiso in
an isothermal process [25].
Analytic expressions for the quantities ΔTad and ΔSiso can be derived from the total
differential of entropy [26]:
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Figure 3.6 Entropy versus temperature diagram for two values of applied magnetic field. Adapted
from Ref. [25].

dS

S
T H,P

dT

S
H T,P

S

dH

P T,H

dP.

(3.13)

Isobaric conditions are satisfied under normal experimental conditions and so we neglect the final
term. In an adiabatic process, Eqn. 3.13 is set to zero. Substituting well-known equivalent
expressions for the partial derivatives of entropy,
S

CH T,H

T H

S
H T

(3.14)

T

μ0

M
T H

,

(3.15)

where Eqn. 3.15 is the so-called Maxwell relation and CH is the heat capacity, Eqn. 3.13 can be
re-written in differential or integral form as
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dT
ΔTad

μ0
μ0

T

M

CH T,H

T H

H2
T
H1 CH T,H

dH

M
T H

(3.16)
dH.

(3.17)

From Eqn. 3.13 and Eqn. 3.15, it follows directly that the isothermal entropy change is given by
ΔSiso

μ0

H2
H1

M
T H

dH .

(3.18)

Thus, Eqn. 3.18 establishes a straightforward relationship between the isothermal entropy change
in response to a field change and the sample magnetization. The quantity ΔSiso is conventionally
equated to the change in magnetic entropy i.e. ΔSiso

ΔSM although the simplifying assumption

that the electronic and lattice entropies do not change significantly under the action of an applied
magnetic field at a fixed temperature is not universally valid. In the following discussion, however,
we adopt the notation ΔSM .
Experimentally, the magnetocaloric effect can be quantified by a direct measurement of
the temperature change ΔTad as a magnetic field is increased under adiabatic conditions, while an
indirect determination of the relevant quantities is possible through heat capacity (according to
Eqn. 3.14) or magnetization [27]. For a series of isothermal magnetization curves acquired at
discrete field intervals in the temperature region of interest, ΔSM can be calculated through a
numerical integration of Eqn. 3.18. This magnetization-based approach has the advantage of
requiring an isothermal rather than adiabatic environment, allowing ~10 – 30 field changes
(depending on temperature spacing) to be recorded in the 1 – 2 days needed to collect data for a
single field interval with direct or heat capacity measurements. Consequently, the magnetocaloric
effect is most often reported in terms of ΔSM determined from magnetization, although
temperature change can be estimated from the relation ΔTad
known [27,28].
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TΔSM /CH if the heat capacity is

From the Maxwell expression for the entropy change (Eqn. 3.18), it follows that ΔSM T
reaches its maximum value where the derivative M/ T is largest, resulting in a peak in the entropy
change near a phase transition, where the magnetization changes most rapidly. A system
undergoing a transition from the paramagnetic to ferromagnetic spin state will exhibit ΔSM
and ΔTad

0

0 (the “conventional” magnetocaloric effect) since the entropy in the ferromagnetic

region decreases as the increasing strength of the applied field suppresses thermal fluctuations in
0 and ΔTad

the magnetic sublattice. On the other hand, an inverse magnetocaloric effect (ΔSM

0) is observed near antiferromagnetic transitions as the application of a magnetic field to noncollinear magnetic structures can decouple spins from the sublattice aligned in opposition to the
applied field direction, introducing disorder into the total spin system and increasing the magnetic
entropy [29-31]. The conventional and inverse magnetocaloric effects are illustrated in Fig. 3.7
(a).
The magnitude of the peak value in the entropy change at a transition varies with the
magnitude of the applied field change. In a conventional ferromagnetic material, the peak entropy
pk

change at the Curie temperature TC increases with magnetic field according to ΔSM ~H n where n
= 2/3 for the mean field case, but can vary according to the nature of the magnetic interactions in
the system [32]. For a family of ΔSM T curves acquired under different magnetic fields, the
scaling hypothesis that governs materials undergoing a second-order magnetic transition predicts
pk

that the points at a particular height relative to the peak entropy change (e.g. ΔSM = 0.5ΔSM ) are
in an equivalent magnetic state for each of the iso-field curves [28]. Therefore appropriate rescaling of the entropy and temperature variables based on these equivalent points leads to the
collapse of the ΔSM T,H curves onto a single universal curve. The success or failure of this
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Figure 3.7 (a) Temperature dependence of magnetic entropy change for Pr0.5Sr0.5MnO3 across
ferromagnetic (TC ) and antiferromagnetic (TN ) transition temperatures. (b) Illustration of a family
of iso-field ΔSM T curves near a magnetic transition and (c) collapse to a universal curve after
re-scaling. Adapted from Ref. [28].

procedure in achieving such a collapse indicates whether the transition is of second or first order,
as in the latter case the underlying assumptions of the scaling hypothesis break down.
The problem of determining the intrinsic entropy change near a first-order magnetic
transition through indirect methods first gained attention after “colossal” ΔSM values in excess of
250 J/kg K reported in first-order materials with large thermal hysteresis were determined to be
spurious effects [33,34]. By definition, the Maxwell relation (Eqn. 3.18) is not strictly valid at a
first-order magnetic transition given the implicit assumption of thermodynamic equilibrium in its
derivation. However, whether this fact presents significant difficulties in its application to physical
systems remains a point of debate [25,33-39]. The potential sources for discrepancy between the
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actual and calculated ΔSM at a first-order transition are two-fold: hysteresis and discontinuity. It
has been demonstrated [34] that the hysteresis problem is in fact one of measurement protocol
rather than a breakdown of the Maxwell relation itself. In materials with magnetic field and thermal
hysteresis, the transition between the ferromagnetic and paramagnetic states can be represented by
two lines in the H – T plane (Fig. 3.8), and the transition temperature varies between TC↓ and TC↑
when approached from the paramagnetic vs. ferromagnetic state. In the standard measurement
procedure the magnetic field is ramped from zero while the magnetization is recorded at a fixed

Figure 3.8 Schematic phase diagram of a hysteretic first-order paramagnetic (PM) to
ferromagnetic (FM) phase transition. Three protocols are depicted: (1) Isofield M (T)
measurement along the path 1→2→3. (2) Isothermal M (H) measurement along the path
1′→2′→3′. (3) Loop measurement along the path (1″→2″→3″). Arrows indicate the
direction of traversal. Adapted from Ref. [33].
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temperature. The field is then removed, the temperature incremented, and the next isotherm is
collected. For TC↓ < T < TC↑ , ramping and removing the field will result in the system crossing the
paramagnetic to ferromagnetic PM → FM line but not the FM → PM line. The subsequent isotherm
thus begins from a non-equilibrium mixed-phase state due to the incomplete transition. The
magnetization curve in the mixed-phase state exhibits step-like features that give rise to artificially
large values of ΔSM when integrating between the isotherms. This non-equilibrium state can be
avoided by calculating ΔSM from a series of isofield M (T) curves or by the “loop” protocol in
which the system is heated well above the transition and re-cooled between measuring successive
isotherms [34]. Several methods have also been proposed to correct for hysteretic effects in data
collected using the standard protocol [36,37].
It has been pointed out [38] that the Maxwell relation is predicated on the fact that
magnetization is a differentiable function of temperature and thus fails at a first-order transition
point where a discontinuity exists in the order parameter. This has led some authors to adopt a
magnetic form of the Clausius-Clapyrion relation which accounts for the finite difference between
the magnetic states above and below TC . However, the commonly used form of this relation is
invalid [35] and it was proposed that the Maxwell relation can still be formally applied even in the
case of a discontinuous change in entropy [39], although other authors claim that additional terms
are necessary in the first-order temperature region [25]. It can be argued, however that this debate
on the most valid way to calculate ΔSM in the presence of a discontinuity δM in magnetization is
of little relevance to real systems since apart from extremely pure elemental compounds (e.g.
99.95% pure Dy [27]) the first-order magnetic transition always possesses some finite width, that
is, the magnetization curve is always differentiable in practice [33]. As δM → 0, the ananlytical
expression derived for ΔSM at a first-order transition in Ref. [25] reduces to the standard Maxwell
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relation. Eqn. 3.18 can therefore describe the entropy change near first-order transitions reasonably
well if care is taken in the measurement, particularly in the case of weakly first-order transitions
for which hysteresis is small and the transition is not very sharp.
The most prominent application of the magnetocaloric effect is in magnetic refrigeration
technologies [28,40,41]. While examples of magnetocaloric-based cooling to reach sub-1 K
temperatures in a laboratory setting and in the manufacturing of liquid helium date back to the
1930’s [41], a recent surge in interest has been driven by the search for alternatives to the gas cycle
compression refrigerators used in most room temperature applications. The efficiency of the
magnetic refrigeration cycle has been shown to reach 60% of the theoretical limit versus 45% for
the gas compression cycle, and would eliminate the need for the greenhouse gases and volatile
organic compounds used in compression refrigeration [40]. While prototypes exist, a number of
obstacles remain for wide-scale implementation of magnetic refrigeration that continue to motivate
research to identify suitable low-cost magnetic refrigerant materials that show a large
magnetocaloric effect near room temperature for moderate applied fields, and are free from large
hysteresis.
In addition to magnetic refrigeration applications, the magnetocaloric effect can also
provide a useful tool to study phase transitions and magnetic states. The universal behavior
described above allows the order and universality class of a magnetic transition to be determined
from a family of ΔSM T curves, while the scaling of ΔSM with H can also provide information
regarding the critical exponents of a second-order transition [32]. The sensitivity of the magnetic
entropy change to small variations in the magnetization given its relationship to M/ T combined
with the dependence of the sign of ΔSM on the characteristic field response of a magnetic state
make the study of phase coexistence possible through careful analysis of the evolution of ΔSM
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with temperature and applied field. The magnetocaloric effect has been applied successfully as a
probe of unusual phase transitions and magnetic states in a number of strongly correlated systems
[42-44].
3.3.4 Transverse susceptibility
The ac and dc techniques described in previous sections probe the components of the
susceptibility of a magnetic system in a direction parallel to the applied magnetic field. However,
since both the magnetic field and magnetization are vector quantities, the susceptibility takes the
form of a second rank tensor [45]
χij

dMi ⁄dHj

(3.19)

that describes the response of the magnetization in the ith direction from an incremental change in
the jth direction of the applied field. The longitudinal (i.e. parallel) susceptibility is represented by
the diagonal elements χxx , χyy , and χzz . The magnetic response of a system to a change in magnetic
field does not necessarily occur only along the direction in which the field acts. This transverse
response is given by the off-diagonal elements of the tensor,
χxz

dMx ⁄dHz ,

Hy

0

(3.20)

χyz

dMy ⁄dHz ,

Hx

0.

(3.21)

The transverse susceptibility is related to the magnetic anisotropy of a material, and can be applied
as a direct probe of anisotropy and magnetic switching behaviors.
Transverse susceptibility measurements are performed using a resonant tunnel-diode
oscillator (TDO) probe [46]. The TDO probe consists of an LC tank circuit and a forward-biased
tunnel diode in the negative resistance region of its I-V characteristic. Power supplied by the diode
oscillates the LC circuit continuously at a resonant frequency ω
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1⁄√LC, compensating for

dissipation. The TDO circuit can thus be described as self-resonant. When a magnetic material is
placed within the inductive coil of a TDO circuit, a change in the permeability of the region
enclosed by the coil produces a small change in the inductance. For ΔL/L << 1, the inductance
change is related to the shift in the resonant frequency as
Δω

ΔL

ω

2L

.

(3.22)

To measure the transverse susceptibility of a magnetic material, the inductive coil housing the
sample is inserted in the PPMS sample space such that the coil axis is perpendicular to the
longitudinal dc magnetic field. The current flowing through the coil windings produces a lowamplitude radio-frequency oscillating field HRF transverse to the dc magnetic field Hdc applied to
the sample. The change in the coil inductance is determined by the change in the transverse
permeability μT

1

χT as Hdc is varied. The variation in the resonant frequency of the circuit

is thus proportional to the transverse susceptibility ratio, defined as
∆χT
χT

%

χT H

χsat
T

χsat
T

100,

(3.23)

where χsat
is the transverse susceptibility when the material is saturated by a magnetic field Hdc =
T
Hsat . Figure 3.9 shows a schematic of the TDO circuit and PPMS insert used during transverse
susceptibility (TS) measurements and representative TS curves collected by recording the change
in the resonant frequency as Hdc is swept between Hsat .
As the dc field is swept, the TDO probe detects the variation of the magnetization
projection along the RF field direction. The stable direction of the magnetization vector is
determined by the balance of competing torques from the anisotropy and dc fields as illustrated in
Fig. 3.10, with the transverse RF field providing a small perturbation to the system. In a pioneering
work, Aharoni et al. [47] arrived at an analytic expression for the transverse susceptibility of an
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Figure 3.9 Schematic of the RF transverse susceptibility experiment (upper panel); an example of
TS scans of Pr0.5Sr0.5MnO3 over a temperature range of 10-300 K (lower panel) and its inset
showing the TS profile taken at 160 K with anisotropy (±HK) and switching (HS) fields indicated.

array of Stoner-Wohlfarth particles with randomly oriented anisotropy axes
χT

3
4

χ0

π⁄2
cos2 θM
0
h cosθM cos2 θK θM

sin θK θM
h sinθK

sinθK dθK

(3.24)

where θM and θK are the angles formed between Hdc (directed along the +z direction in Fig. 3.10)
and the vectors representing the magnetization and the easy axis, respectively. For Hdc swept from
positive to negative saturation, Eqn. 3.24 predicts the appearance of cusps at the anisotropy fields
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Figure 3.10 Geometrical construct of a transverse susceptibility measurement including the dc
magnetic field (HDC ), the RF perturbing field (Hac ), the magnetization vector M, and the easy axis
(E.A.). Reproduced with permission from Ref. [48].

Hdc

± HK and switching field Hdc = HS . The presence of such characteristic peaks has been

experimentally verified in many magnetic systems.
Since Aharoni’s work, the theory of TS for particulate systems has been expanded to
incorporate interactions, relaxation, and the complex response [45,48,49], as well as different types
of anisotropy including cubic [50], unidirectional [51], and the second-order anisotropy constant
K2 [52]. The predicted anisotropy peaks for ferromagnetic materials have been experimentally
observed in nanoparticle ensembles, thin films, polycrystalline bulk materials, and single crystals
[53-55], although we note that in practice the switching peak or anisotropy peaks may be absent
from the χT profile depending on the magnetic softness or distribution of anisotropy axes [53,5659]. The effective anisotropy of a magnetic system can also be influenced by a wide variety of
factors not covered in theoretical models, including structural transitions, exchange bias, and phase
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coexistence. As such, the effectiveness of the transverse susceptibility technique is not limited to
conventional ferromagnetic systems. For example, Fig. 3.9(b) shows the TS spectra of
Pr0.5Sr0.5MnO3, where strong variations in magnitude of HK and HS at the ferromagnetic and
antiferromagnetic transitions (TC and TN ) elucidate the nature of the low-temperature ground state
and strong magnetostructural coupling [60]. TS measurements based on the TDO instrument
described above have been successfully applied to the examination of spin dynamics, coexistence
of ferromagnetic and charge-ordered/antiferromagnetic phases, intrinsic glass states, and coupled
structural and magnetocrystalline anisotropy transitions in different classes of complex oxides,
including charge-ordered manganites, cobaltites, and gadolinium iron garnets [53,54,58,61,62].
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CHAPTER FOUR1
Tuning the Ferromagnetic Transition in La0.7Ca0.3MnO3
In this Chapter we present a systematic study of the magnetic and magnetocaloric
properties of the ferromagnetic manganite La0.7Ca0.3MnO3 subject to changes in composition and
sample morphology. The substitution of a few percent Fe for Mn on the perovskite B-site strongly
destabilizes the ferromagnetic phase and shifts the Curie temperature TC downward by ~150 K.
However, a simultaneous broadening of the magnetic entropy change curves near TC results in an
enhancement of up to 30% in the refrigerant capacity of the doped samples. In contrasting the
magnetic and magnetocaloric behavior of bulk polycrystalline and nanocrystalline forms of
La0.7Ca0.3MnO3, we find that restricting the sample dimension broadens the ferromagnetic
transition and reduces TC while decreasing the saturation magnetization and the magnitude of the
magnetic entropy change. With both size reduction and Fe substitution, universal curves based on
re-scaled magnetic entropy change tend toward collapse, indicating a crossover from a first-order
magnetic transition to a second-order magnetic transition.
4.1 Introduction
Although the resurgence of interest in manganite compounds was fueled by the discovery
of CMR, potential applications for these materials have emerged in diverse technologies ranging
from multiferroics to magnetic refrigeration devices [1-3]. Manganites exhibit many favorable

1

Portions of these results have been previously published [Lampen et al., Journal of Applied Physics 112, 113901
(2012); Lampen et al., Applied Physics Letters 102, 062414 (2013)] and are utilized with permission of the
publisher.
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qualities for magnetic refrigeration including a sizable magnetocaloric effect, low cost, ease in
manufacturing, and a high degree of tunability in transition temperature (i.e. operating point). A
magnetic refrigerant material is subjected to continuous, rapid cycling of an external magnetic
field during operation, so that hysteresis losses in the magnetization-demagnetization process can
reduce the effectiveness of the refrigeration cycle significantly [4]. Since first-order magnetic
transitions are characterized by hysteresis, the possibility of affecting a change from a first- to a
second-order paramagnetic to ferromagnetic transition in manganite materials by manipulating
sample composition and/or fabrication techniques is of great interest.
The CMR compound La0.7Ca0.3MnO3 undergoes a sharp unconventional paramagnetic to
ferromagnetic (PM-FM) phase transition initially thought to be on the verge between first and
second order [5-7]. Later, it was observed that the magnetic correlation length at TC does not
diverge as expected at a continuous critical point [8], establishing that the system undergoes a
weakly first-order transition. In the absence of other considerations the long-range ferromagnetic
tendency of the double-exchange mechanism favors a continuous phase transition, and secondorder transitions are in fact observed in La0.7Sr0.3MnO3 and other optimally-doped manganites of
the form Ln0.7AE0.3MnO3 [9]. The unusual first-order nature of the PM-FM transition in
La0.7Ca0.3MnO3 points toward the coupling of magnetization with an additional structural order
parameter [8,10,11], brought about by the intimate relationship between electron hopping among
neighboring Mn ions and changes in the lattice [12]. Recent results emphasize the role of correlated
polarons in the highly Jahn-Teller distorted compound, which serve to localize itinerant eg
electrons [13]. The formation of static correlated polarons in La0.7Ca0.3MnO3 truncates the
otherwise continuous PM-FM transition in a discontinuous manner at a temperature below the TC
value that can be projected based on the strength of the ferromagnetic interaction [14,15].
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Perturbations to the system that disrupt the coupling between magnetic and structural order
parameters can therefore be expected to drive the weakly first-order transition to become second
order. In this Chapter we investigate the role of disorder induced by chemical doping and
morphological changes on the magnetocaloric effect and magnetic transition order in
La0.7Ca0.3MnO3.
4.2 B-site substitution
The standard approach to tuning the physical properties of manganite compounds,
including magnetic transition temperature, resistivity, and bandwidth, is through control of A-site
dopant atoms [16]. In determining the magnetic behavior of the compound, the 3d magnetism of
the B-site Mn ions dominates the paramagnetic contribution of the 4f rare-earth element(s) on the
A-site, and thus the variation in the magnetic properties of manganites with different combinations
of A-site constituents can be traced back to structural changes. As discussed in Section 2.5, the
probability of eg electron hopping between Mn3+ and Mn4+ ions is strongly affected by structural
distortions brought on by doping. Deviation from the ideal cubic perovskite structure can lead to
either a reduction in the Mn–O–Mn bond angle from 180° or a change in the Mn–O bond length,
both directly affecting the double exchange interaction strength. For this reason, a downward shift
in TC signifying weakened ferromagnetism is observed in systems with large A-site cation
disorder, small 〈rA 〉, and a high degree of structural distortion [16,17].
More recently, studies of the correlations between composition and physical properties in
manganite compounds have branched out to include B-site doping – the substitution of other
transition metal elements for Mn. In particular, the incorporation of Fe3+ in La0.7Ca0.3MnO3 has
received a great deal of attention [18-27]. The radii of Fe3+ and Mn3+ are identical (0.645 Å) so
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that the structure of the parent compound is preserved, allowing the impact of changes in the
electronic configuration of La0.7Ca0.3Mn1-xFexO3 to be distinguished from structural effects [28]. It
has been consistently observed that TC is depressed with increasing Fe content, a result which
mimics the distortion-driven weakening of the double-exchange interaction brought on by A-site
disorder. However, the origin of the weakened ferromagnetic coupling in the La0.7Ca0.3Mn1-xFexO3
system lies in the inability of Fe to participate in double exchange. The Fermi surface in
La0.7Ca0.3Mn1-xFexO3 lies above the top of the Fe eg band [18], and thus a lack of available states
impedes electron hopping between Mn3+ and Fe3+. Previous studies have touched on the structure
[21,27]; magnetic [20,21,27], magneto-transport [18,20,21], and electronic properties [22];
thermal conductivity [24]; and pressure response [26] of La0.7Ca0.3Mn1-xFexO3. However, no work
has yet been completed on the magnetocaloric properties of the system.
4.2.1 Structural and magnetic characterization
Polycrystalline samples of La0.7Ca0.3Mn1-xFexO3 (x = 0.00, 0.01, 0.02, 0.03, 0.04,
0.05, 0.06, 0.07) were prepared by conventional solid-state reaction. High-purity (99.9%) powders
of La2O3, CaCO3, Fe2O3, and MnCO3 were used as starting materials. Stoichiometric ratios of the
powders were ground and mixed well, then calcined in air at 1000oC for 24 h. The grinding and
calcination process was repeated and the resulting powders were pressed into pellets and sintered
at 1300oC for 24 h in air. After grinding and repeating the sintering process, the crystal structure
of the products was verified by XRD. Figure 4.1 shows the XRD patterns for La0.7Ca0.3Mn1-xFexO3
with Fe content ranging from x = 0.00 to x = 0.07. The characteristic peaks are consistent
throughout the materials, and demonstrate a single phase orthorhombic perovskite structure. Based
on the lattice parameters obtained through profile matching, it was confirmed that no significant
variation in the structure occurred with Fe doping. For x > 0.10, it has been reported that magnetic
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Figure 4.1 XRD patterns for polycrystalline La0.7Ca0.3Mn1-xFexO3 with 0.00 ≤ x ≤ 0.07.

polaron formation contributes to a steady increase in unit cell volume [27], however several
previous studies [18-20,22] show that Fe3+ replaces Mn3+ without structural distortion at low
doping levels in the range of our current study. As a result, modification of the magnetic properties
in the series can be attributed to the effect of Fe on the double-exchange interaction.
The temperature dependence of magnetization was measured in a dc magnetic field of 5
mT over a temperature range of 10 – 300 K. Figure 4.2(a) shows the magnetization as a function
of temperature for each sample in the series with curves normalized to their respective 10 K values.
In all cases, the high-temperature paramagnetic phase undergoes a single transition to
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Figure 4.2 (a) Temperature dependence of magnetization in the
La0.7Ca0.3Mn1-xFexO3 series under an applied field of 5 mT. Magnetization
is normalized to its 10 K value. (b) Temperature dependence of the
derivative dM/dT. Inset: Magnetic hysteresis loops between ± 3 T
recorded at 10 K.
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ferromagnetic order with decreasing temperature. The sharpest transition is seen in the sample with
x = 0, and slight broadening occurs as the doping level increases. TC , determined from the location
of the minima in the derivative dM/dT (Fig. 4.2b), is systematically depressed with increasing Fe
content from 263 K down to 114 K. Although substitution of any transition element has been seen
to depress TC in La0.7Ca0.3MnO3, such a remarkably wide range in transition temperatures is unique
to the incorporation of Fe [21]. Since TC is in general provides a measure of the stability of the
ferromagnetic phase against thermal fluctuations, the downward shift confirms our expectation
that Fe increasingly interferes with the double-exchange interaction.
The inset of Fig. 4.2(b) shows the 10 K hysteresis loops for each sample measured in
magnetic fields up to 3 T. Saturation is reached in all samples, and the saturated moment MS is
estimated by the extrapolation of the high-field magnetization back to H = 0. For x = 0.01, a slight
increase in MS over the undoped sample is observed, followed by a steady decrease in
magnetization for x ≥ 0.02 (Table 4.1). The general trend of a decrease in magnetization with
increasing Fe content is consistent with the disruption of the double-exchange interaction.
However, the initial increase in the moment that accompanies very small Fe doping is an
interesting exception, one that was also recently observed by Kumar et al. [27], who attributed the
effect to oxygen inhomogeneity. Oxygen deficiency has also been seen to contribute to an increase
in the magnetic entropy change in La0.7Ca0.3−xSrxMnO3−δ [29].
4.2.2 Magnetocaloric properties
To examine the nature of the magnetic transitions and the magnetocaloric effect in
La0.7Ca0.3Mn1-xFexO3, a series of isothermal magnetization curves were measured in the
temperature region of interest in each sample in fields up to 3 T. The magnetic entropy change
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Figure 4.3 Temperature dependence of magnetic entropy change for (a)
La0.7Ca0.3MnO3 subject to various field changes from 0.05 T to 3 T and
(b) La0.7Ca0.3Mn1-xFexO3, 0.00≤ x ≤0.07, under a 3 T field change. Lines
are a guide to the eye.
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ΔSM in the compounds was calculated by integrating between successive M (H) isotherms and
applying the thermodynamic Maxwell relation (Eqn. 3.18). Figure 4.3(a) shows the temperature
dependence of –ΔSM for La0.7Ca0.3MnO3 subject to applied field changes from 0 to 3 T in 0.05 T
pk

increments. A peak in the entropy change (ΔSM ) occurs near TC , where dM/dT is maximum, and
pk

increases with applied field. For μ0 ΔH = 3 T, a peak value of ΔSM = 7.7 J/kg K is achieved. This
large entropy change in response to a moderate applied field is a desirable trait for magnetic
refrigeration devices. The 3 T entropy change peaks are compared for the whole doping range in
Fig. 4.3(b). Mirroring the trend in TC with x, the peak temperature in ΔSM is shifted toward lower
temperatures as Fe concentration increases. Similar to the behavior of the low-temperature
pk

magnetic moment, ΔSM first increases slightly in the x = 0.01 sample before dropping off quickly
as Fe is increased. The largest entropy change value of 8.6 J/kg K occurs at ~ 250 K for x = 0.01.
pk

However, a sizeable ΔSM of 4.4 J/kg K persists down to ~118 K for x = 0.07 and the ΔSM (T)
peaks broaden with the addition of more Fe. Figure 4.4 contrasts the dependence of the peak
entropy change value on x with the behavior of the full width at half maximum (FWHM). While a
large peak entropy change is desirable, the highest values of ΔSM often occur at sharp peaks
spanning a very narrow temperature range that can restrict the adiabatic temperature change during
a refrigeration cycle and the working temperature range of the device. An often-compared figure
of merit for potential magnetic refrigerants that accounts for both the height and breadth of the
ΔSM (T) peaks is the refrigerant capacity (RC):
RC

T2
∆SM
T1

T dT .

(4.1)

The RC provides a measure of the amount of heat that can be transferred in an ideal thermodynamic
cycle when T1 and T2 are the temperatures at the hot and cold reservoirs, respectively. From Fig.
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Figure 4.4 Fe-content dependence of peak magnetic entropy change and the FWHM of the ΔSM
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Table 4.1 Magnetic and magnetocaloric properties of La0.7Ca0.3MnO3 with variation in Fe doping and sample size.

La0.7Ca0.3Mn1-xFexO3

pk

RC (J/kg)
3T

TC (K)

MS (μB /f.u.)
10 K

x = 0.00
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3.44
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3.62
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3.49
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131
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6.7
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x = 0.04

192

3.32
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x = 0.05
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3.28

5.9

131
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3.18

4.8
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114
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4.3
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Bulk
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7.7
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260

2.9

4.9

145
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2.2

2.4
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112

ΔSM (J/kg K)
3T

pk

ΔSM (J/kg K)
5T

RC (J/kg)
5T

4.4, it is clear that with the decrease in peak ΔSM , there is a corresponding increase in FWHM.
These trends offset one another in the calculation of RC (Table 4.1), where T1 and T2 are taken as
the FWHM temperatures, so that RC is not negatively impacted by Fe doping despite the decrease
pk

in ΔSM . On the contrary, an enhancement of ~30% in RC is seen for x = 0.01 and elevated values
of RC are present throughout the range of Fe content investigated.
4.2.3 Transition order
Figure 4.5 shows plots of H/M vs. M 2 for each doping level. According to the Banerjee
criterion [30], the sign of the slope of H/M vs. M 2 isotherms near a critical temperature is
determined by the nature of the transition, with negative slopes near a first-order magnetic
transition and positive slopes near a second-order magnetic transition. The insets of each panel in
Fig. 4.5 show the critical isotherm (T = TC ) for the transition. The undoped compound (Fig. 4.5a)
clearly shows the negative slopes associated with a first-order transition, and this behavior persists
until the sample with x = 0.05. The gradual decline in the severity of the negative slopes signals
progressive weakening of the first-order nature of the transition with the incorporation of
additional Fe. For x > 0.05, the isotherms show positive slope over the entire field interval and the
transition can be classified as second order. Figure 4.6 compares the universal curve constructions
pk

described in Section 3.3 for each sample by plotting ΔS' against θ, where ΔS'= ΔSM / ΔSM is the
re-scaled entropy change and θ is the re-scaled temperature variable
T
θ
T

TC ⁄ Tr
TC ⁄ Tr

TC
TC

T
T

TC

(4.2)

TC

with reference temperatures Tr and Tr chosen such that ∆SM Tr

∆SM Tr

pk

ΔSM ⁄2. In

Fig. 4.6(a) the divergence of the curves in the undoped compound signifies a clear first-order
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Figure 4.6 Scaled entropy change curves for increasing Fe content in
La0.7Ca0.3Mn1-xFexO3 plotted on a semi-log scale. (a) x = 0.00 (b) x = 0.01 (c) x
= 0.02 (d) x = 0.03 (e) x = 0.04 (f) x = 0.05 (g) x = 0.06 (h) x = 0.07.
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transition. As Fe content increases, there is a definite trend towards collapse which can be
interpreted as a weakening of the first-order transition. This result is consistent with the trend
observed in the H/M vs. M 2 plots of Fig. 4.5.
The small fraction of Fe ions in the La0.7Ca0.3MnO3 system can be treated as quenched
disorder, i.e. impurities frozen in random fixed positions. Over the years, a number of theoretical
works have described the effects of quenched disorder on the static and dynamic properties of
phase transitions [31-33]. The well-known Harris criterion stipulates that quenched random bonds
do not affect the critical properties of a second-order phase transition provided that the specific
heat exponent α is negative. If α > 0 the universality class may be influenced by disorder although
the transition remains continuous. Quenched disorder has a more profound effect on thermallydriven first-order phase transitions. In 1 or 2 dimensions quenched randomness results quite
generally in an elimination of discontinuities associated with a first-order transition, and the
transition is rounded to become second order or suppressed entirely [34-38]. For systems with
continuous symmetry of the order parameter, these results extend up to spatial dimension d = 4
[34]. Continuous symmetry models include the 3D Heisenberg Hamiltonian that provides the most
appropriate description of double-exchange ferromagnetic manganites. Quenched disorder in the
form of site-dilution in the magnetic subsystem through B-site substitution can therefore be
expected to round the first-order transition in La0.7Ca0.3MnO3 as observed in Fig. 4.5 and Fig. 4.6,
and previously reported by Rößler et al. for 10% Ga doping [11]. The fine spacing of compositions
in this study allow us to clearly observe the progressive rounding of the first-order transition and
to identify the critical site-dilution level (~ 5%) at which the crossover occurs.
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4.3 Nanostructuring
Recent advances in the field of permanent magnets have demonstrated that manipulating
the microstructure of known materials can lead to gains in performance [39]. However, the effect
of morphology on the performance of materials under consideration for magnetic cooling
applications is less well understood. Many studies have focused on understanding the underlying
transport and magnetic properties in thin films [40-45], bulk [29,46], and nanocrystalline [47-50]
variations of La1-xCaxMnO3 in the critical doping range 0.25 < x < 0.33, however direct
comparisons are rare. Generally, TC and MS are reduced in fine particles of ferromagnetic
manganite compounds with respect to their bulk counterparts [48,49]. Experimental results agree
well with models predicting a core/shell morphology in which the shell consists of a magnetically
dead or spin glass-like surface layer, with the effect of reducing the magnetization [47,51].
Meanwhile, both surface effects and finite size effects (cutoff of the correlation length) in the
magnetic volume of the particle contribute to the suppression of TC [50]. In this section the restructuring of the first-order ferromagnetic La0.7Ca0.3MnO3 compound is examined in two sizes of
nanocrystalline samples, and the results are compared with a bulk polycrystalline sample.
4.3.1 Structural and magnetic characterization
A portion of a commercially purchased (Kurt J. Lesker Company) stoichiometric
polycrystalline target was used as the bulk sample for comparison with nanocrystalline materials
prepared by a sol-gel method. After stoichiometric mixing of the precursor metal nitrate solutions,
citric acid was added as a polymerizing agent, and the gel obtained after slow evaporation of the
solvent at 90oC was decomposed to form a black porous powder at 150oC. Following overnight
calcination at 400oC, the powder was divided and treated at 700oC and 850oC for 4 h to form nano-
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sized crystallites. XRD patterns show the expected orthorhombic Pnma structure in the powders
(Fig. 4.7a). The absence of impurity phases was confirmed through profile matching with the
FULLPROF software package. No significant change was observed in the structural parameters,
with a variation of less than 0.2% in unit cell volume between the bulk sample and the smallest
particles. TEM images reveal mean diameters of 15 nm and 33 nm in powders treated at 700oC
and 850oC, respectively (Fig. 4.7b – Fig. 4.7c). Good agreement was found between the observed
particle size and the average crystallite size determined from the XRD patterns using the Scherrer
formula, indicating that the individual particles are single crystalline.
Figure 4.8(a) shows the temperature dependence of magnetization in the polycrystalline
bulk and nanocrystalline powders. Two effects are immediately obvious from inspection of the
results: first, the sharp PM-FM transition that occurs in the bulk material is broadened in the
samples with reduced dimension. Secondly, the TC shifts lower in temperature from 264 K in the
bulk material to 260 K in the 33 nm powders, and 241 K in the 15 nm powders. The broadening
phenomenon can be attributed to a distribution in local critical temperatures owing to
polydispersity in the nanocrystallites. In a percolative system, the distribution of transition
temperatures is Gaussian with a width that can be qualitatively linked to the disorder present [43].
A Gaussian fit to the dM/dT curves in the inset of Fig. 4.8(a) yields distribution widths of Г = 5 K,
9 K, and 41 K for the bulk polycrystalline, 33 nm, and 15 nm samples, respectively. The reduction
in the average value of TC has been observed before in both nanocrystalline and thin film forms of
La0.7Ca0.3MnO3, and is usually attributed to finite size effects and disorder [44,50].
Figure 4.8(b) compares M (H) isotherms in each sample at 120 K. The 5 T value of
magnetization reaches 3.5 μB , 2.9 μB , and 2.2 μB in the polycrystal, 33 nm particles, and 15 nm
particles, respectively. The expected spin-only magnetic moment is determined by the Ca2+119

doping-dependent ratio of Mn4+ (S = 3/2) to high-spin Mn3+ (S = 2), which predicts a value of M0
= 3.7 μB in La0.7Ca0.3MnO3. Defects and oxygen off-stoichiometry could reasonably account for
the ~5% discrepancy between the polycrystalline sample and the ideal value. Although the nature
and volume fraction of magnetically disordered regions in the samples with reduced dimension
cannot be determined precisely based on magnetization alone, we note based on a simple
geometrical argument that the thickness of a dead layer (M = 0) at the surface of a fully magnetized
spherical particle (M = M0 ) required to reduce the magnetization from 3.7 μB to the observed values
of 2.9 μB and 2.2 μB is 1.3 nm in the 33 nm particles and 1.2 nm in the 15 nm particles, in reasonable
agreement with previous estimates of dead layer thickness in manganite nanoparticles [50,52].
4.3.2 Magnetocaloric properties
Under an applied field change of 5 T, the absolute value of the magnetic entropy change
reaches a peak value near TC of 7.7 J/kg K in the polycrystalline sample (Fig. 4.9). This value is
in good agreement with Ref. [49], in which (bulk) La0.7Ca0.3MnO3 was prepared using a sol-gel
method combined with high-temperature sintering, but in contrast to Ref. [29] in which a modified
solid state reaction process gave rise to unusually large values of

ΔSM (9.9 J/kg K for μ0 ΔH = 5

T). In the nanocrystalline samples, the sensitive dependence of the magnetocaloric effect on
synthesis details is even more evident: the present

pk

ΔSM value of 4.9 J/kg K for μ0 ΔH = 5 T is

more than an order of magnitude greater than the previous value reported for similarly sized
particles subject to a comparable field change [49]. In the 15 nm particles the peak value

pk

ΔSM

= 2.4 J/kg K is reduced by a factor of two with respect to the 33 nm particles as the broadening of
pk

the transition and reduced magnetization become significant. The decline in ΔSM from the bulk
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Figure 4.9 Comparison of temperature-dependent magnetic entropy change in bulk and
nanocrystalline La0.7Ca0.3MnO3 samples under an applied field change of 5 T. Inset: Refrigerant
capacity as a function of magnetic field change.

sample to the nanocrystalline samples is consistent with the fall off in the magnitude of magnetic
moment and the broadening of the FM-PM transition that reduces M/ T in Eqn. 3.18.
The inset of Fig. 4.9 shows the field dependence of the RC. It can be seen that the breadth
of the transition in the 15 nm particles is sufficient to overcome the deleterious effect of reduced
peak ΔSM when compared to the 33 nm particles, resulting in greater RC (162 J/kg vs. 145 J/kg
for μ0 ΔH = 5 T). However both nanocrystalline samples have a lower RC than the bulk sample
(184 J/kg for μ0 ΔH = 5 T). In contrast, an enhancement of RC with respect to the bulk has been
found in a 150 nm La0.7Ca0.3MnO3 film deposited on MgO [53]. The magnetic transition width (Γ
121

= 38 K) is comparable to that of the 15 nm particles under study, however the film retained
magnetization closer to the bulk value. Particle size reduction down to the nanoscale in
conventional ferromagnetic materials thus increasingly degrades the magnetocaloric figures of
merit due to the fact that, despite a substantial transition broadening effect, the magnetically dead
surface layer eventually accounts for a significant portion of the total sample volume. The
magnetic and magnetocaloric properties of bulk and nanocrystalline La0.7Ca0.3MnO3 are
summarized in Table 4.1.
4.3.3 Transition order
Figure 4.10 compares the universal curve constructions for each La0.7Ca0.3MnO3 sample.
In Fig. 4.10 (a) the divergence of the curves is clear in the polycrystalline compound, particularly
below TC . In the 33 nm powders, some spreading of the curves remains evident, while in the
smallest particle size the data collapse onto a single universal curve below TC , consistent with a
second-order transition. We note that there is not perfect agreement of the curves above TC ,
however the essential region for collapse to determine the order of the transition is θ < –1 given
that data collapse occurs by construction in the range –1 < θ < 0 and is due to paramagnetic
behavior for θ > 0 [54]. The breakdown of universality can be quantified by the vertical spread in
points at some arbitrary θ < –1. A characteristic dispersion parameter is defined as [54]
d

W θ
ΔS' θ

,

(4.3)

where W is the width of the spread in ΔS' with respect to its mean height for a given value of θ.
Bonilla et al. have reported dispersions of 30% or less near second-order transitions [55]. In
La0.7Ca0.3MnO3 the dispersion of the re-scaled curves is 13% in the 15 nm particles (θ
confirming the size-induced crossover to the second-order transition. In the 33 nm particles, a
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Figure 4.10 Universal curve calculations as described in the text for (a)
polycrystalline bulk (b) 33 nm particles and (c) 15 nm particles of
La0.7Ca0.3MnO3.
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dispersion of 40% places the sample quite close to the crossover point, but retaining a slight firstorder character. Recalling the results of the previous section, it can be seen that Fe-doping and
particle size reduction have the identical outcome of progressively rounding the magnetic
transition and weakening its first-order nature. Whereas B-site doping places effectively nonmagnetic impurities in the magnetic subsystem, random bonds in the nanocrystalline samples are
related to reduced coordination and oxygen vacancies at the particle surface. A direct comparison
between the effects of these different types of disorder cannot be made quantitatively, however we
note that there is a drastic difference in TC when the second-order “endpoint” is reached by each
approach: TC = 239 K in 15 nm La0.7Ca0.3MnO3 particles and 163 K in La0.7Ca0.3Mn0.95Fe0.05O3.
The uniform dilution of the ferromagnetic interaction in the Fe-doped samples is reflected in the
substantially lowered TC value. The relatively higher TC in the nanoparticles suggests that the
strength of the ferromagnetic coupling among interior spins with bulk coordination remains close
to that of the pure system, consistent with our estimate of magnetization above.
While previous studies have found that the crossover from first to second order is complete
below ~100 nm in La0.7Ca0.3MnO3 particles [48-50], in the present case weak first-order
characteristics persist in the 33 nm particles. A clearer understanding of the driving force behind
the size-induced crossover from first to second order may be necessary before this discrepancy can
be explained. In systems displaying a bulk first-order transition the order parameter may vanish
continuously at a free surface leading to divergence of the correlation lengths as in a second-order
material [56], and it has been speculated that in nanoparticle systems the first-order transition in
the core is masked by a second-order transition at the disordered surface [48]. Surface-induced
pressure on the nanoscale has also been invoked to explain the destabilization of the first-order
transition [49], which has an established sensitivity to external and chemical pressure in
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manganites [57,58]. Alternatively, it was proposed that random local strain fluctuations and
bandwidth enhancement act in tandem to change the nature of the transition in manganite
nanoparticles [50]. These mechanisms, particularly those based on surface effects suggest that the
critical size for the establishment of the second-order transition may be strongly influenced by the
details of the sample morphology. Indeed Tang et al. [49] reported the absence of a first-order
signature in Arrott plots of La0.7Ca0.3MnO3 particles below 160 nm, while Hueso et al. [48]
observed negative slopes for 95 nm particles of the same composition. Differences in
agglomeration, crystallinity, or oxygen stoichiometry may contribute to our observation of a weak
first-order transition in particles well below 100 nm in contrast with the report of Tang et al.,
however we note that the breakdown of universal behavior in ΔSM can be more sensitive to the
presence of a first-order contribution than the Arrott plot method employed in their study [54].
4.4 Conclusions
The weakly first-order ferromagnetic transition in the manganite compound
La0.7Ca0.3MnO3 was perturbed through two approaches: chemical substitution and changes in
sample morphology. The effects of these manipulations on the structure, magnetic and
magnetocaloric properties were investigated systematically. Fe was substituted for Mn on the
perovskite B-site at a 1–7% level in a series of closely spaced compositions. Radical weakening
of the ferromagnetic phase with increasing Fe content, as indicated by the reduction in TC and
saturation magnetization, is attributed to dilution of the Mn subsystem by Fe3+ ions which do not
participate in the double-exchange interaction. Although peak entropy change was diminished with
increasing Fe content, the broadening of the magnetic transition resulted in refrigerant capacity
values that exceed those of the parent compound in the entire doping range investigated. The
magnetic and magnetocaloric properties of bulk polycrystalline and nanocrystalline samples with
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an average diameter of 33 nm and 15 nm were also detailed to observe the effects of reduced
dimensionality in the La0.7Ca0.3MnO3 system. Broadened transitions along with reduced magnetic
entropy change were observed in the nanocrystalline samples, however a strong reduction in the
saturation magnetization of the powders resulted in refrigerant capacity below the bulk value. The
saturated moment of the particles is consistent with a core/shell model of a ~1.2 nm thick
magnetically dead surface layer.
Finally, universal magnetic entropy change curves offered a unique window on the gradual
switching of the magnetic transition from first to second order with the addition of Fe and the
reduction of sample dimension. In the doped sample Fe plays the role of quenched disorder, driving
the rounding of the first-order transition and a crossover to a second-order transition for x ≥ 0.05.
The first-order transition of the bulk sample is weakened in the 33 nm La0.7Ca0.3MnO3 particles
and converted to second order in the smallest particle size. Our results suggest that bulk-like
magnetic properties persist in the interior volume of the nanoparticles, with a second-order
crossover driven primarily by surface effects.
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CHAPTER FIVE1
Influence of a Magnetic Field on the Critical Properties of Mixed-Exchange Ferromagnets
In this Chapter, the characteristics of ferromagnetic transitions in two systems with
competing exchange interactions are studied through an examination of the critical exponents
governing scaling near TC . The first-order transition in La0.7Ca0.3MnO3 is bordered by secondorder transitions in the neighboring La0.8Ca0.2MnO3 and La0.6Ca0.4MnO3 compositions. A KouvelFisher procedure performed over different ranges of fitting field confirmed a stable tricritical point
in La0.6Ca0.4MnO3. On the other hand, the critical exponents obtained for La0.8Ca0.2MnO3 depend
strongly on the choice of magnetic field range, shifting from values consistent with short-range
interaction models to approach tricritical mean field exponents as the fields considered become
large (5 – 6 T). This observation is attributed to the influence of magnetic field on the coexistence
of energetically close double-exchange and superexchange ferromagnetic interactions in
La0.8Ca0.2MnO3. In a single crystal of La0.75Pr0.25Co2P2, scaling equation of state analysis and the
Kouvel-Fisher method under a moderate applied magnetic field yield critical exponents consistent
with the d = 3, n = 3 Heisenberg model of short-range interactions. A Rhodes-Wohlfarth ratio close
to 1 confirms that a localized description of the 3d Co moments is appropriate, in contrast to the
itinerant nature of the Pr-free parent compound. The critical susceptibility exponent γ was found
to decrease systematically from the Heisenberg model value toward the mean-field model value

1

Portions of these results have been previously published [Lampen et al., Physical Review B 90, 174404 (2014);
Zhang and Lampen et al. Journal of Magnetism and Magnetic Materials 348, 146–153 (2013)] and are utilized with
permission of the publisher.
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as the maximum applied magnetic field considered in the analysis was increased above 2 T. These
phenomena are discussed in terms of mixed exchange mechanisms due to the coexistence of 3d
and 4f magnetic sublattices and ordered clusters in the paramagnetic region.
5.1 Introduction
Near a continuous paramagnetic to ferromagnetic phase transition point, the diverging
correlation length of critical fluctuations in the order parameter (magnetization) renders the
microscopic details of a system insignificant, and diverse magnetic materials may show a universal
behavior in the critical region. In principle, such universality classes depend only on the effective
dimensions of the lattice d and order parameter n, and possess a characteristic set of critical
exponents that govern the scaling of relevant quantities near TC [1]. The departure of a
thermodynamic quantity from its value at TC has a power law dependence on temperature in the
critical region. The spontaneous magnetization MS and initial susceptibility χ0 1 can be expressed
as functions of the reduced temperature

TC ⁄TC as follows:

T

MS T

M0 -

χ0 1 T

Γ

β

γ

,

,

M = XH 1⁄δ ,

<0

5.1

>0

(5.2)

= 0

(5.3)

where M0 , Γ, and X are the critical amplitudes [2].
Of the critical exponents defined above and those governing other thermodynamic
quantities (e.g. heat capacity), only two are independent. As discussed in Section 2.2, the
relationships among the various critical exponents can be written explicitly if one assumes the
validity of the scaling hypothesis, that is, that the Gibbs potential is a generalized homogeneous

132

function of H and

[3]. In particular, the Widom scaling relation δ

1

γ/β is relevant to the

discussion of the critical exponents of a ferromagnetic transition as it allows the experimentally
determined value of δ via Eqn. 5.3 to be compared with the expected value based on β and γ
obtained through independent analyses.
While several techniques allow for a more or less direct measurement of a critical exponent,
e.g. neutron diffraction in the ordered region, the most common approach to determining the set
of exponents for a transition is based on analysis of bulk magnetization data and a magnetic
equation of state. The scaling hypothesis makes specific predictions concerning the form of the
equation of state. Formally, scaling requires that there exist two parameters a and b such that the
Gibbs potential obeys G λa H, λb
to the Gibbs potential as M

λG H,

for any λ. Recalling that magnetization is related

G H,T ⁄ H T , various choices of a, b, and λ yield different

forms of a magnetic equation of state (which can be referred to as scaling equations of state),
including [3,4]:
m

f± h

(5.4)

H

M δh x

(5.5)

h⁄m
where m ≡ | | β M H,ϵ , h ≡ | |

β γ

a±

H, and x ≡ M

b± m2 ,
1⁄β

. In Eqn. 5.4, the expression f± h

(5.6)
M

h, ⁄| | = ± 1 defines two universal curves onto which the rescaled magnetization data collapse
above and below TC , given a proper choice of β, γ, and TC . The collapse of data onto universal
curves in this way can in principle be used to determine the correct critical exponents and
amplitudes of a magnetic system, however a more empirical approach is available using the ArrottNoakes equation of state,
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H⁄M

1⁄γ

BM1⁄β ,

A

(5.7)

a special case of Eqn. 5.4 and Eqn. 5.5. The correct choice of β and γ will cause the M (H,T) data
to form a series of parallel straight lines in a plot of M1⁄β vs. H⁄M

1⁄γ

(the Arrott-Noakes plot),

with the isotherm at T = TC passing through the origin. The zero-field quantities MS T and χ0 1 T
are obtained by linear extrapolation of the isothermal data to the ordinate and abscissa axes,
respectively, and can be compared with Eqn. 5.1 and Eqn. 5.2. to obtain new values of the critical
exponents β and γ [4].
Based on the Arrott-Noakes plot, an iterative procedure known as the Kouvel-Fisher
method can be defined to yield exact values of the critical exponents using high-resolution
magnetization data. Equations 5.1 and 5.2 can be re-written in the form:
MS T dMS T ⁄dT
χ0 1 T dχ0 1 T ⁄dT

1

= T

1

= T

TC ⁄β
TC ⁄γ .

It follows that M S (T )  dM S (T ) dT  vs. T and χ0 1 T dχ0 1 T ⁄dT
1

(5.8)
(5.9)
1

vs. T will produce straight

lines with slopes of 1/β and 1/γ, respectively, that intercept the temperature axis at TC . The values
of β, γ, and TC obtained in this way are used to construct a new Arrott-Noakes plot, and the process
is repeated until the desired convergence in the critical values is achieved.
Strictly, Eqns. 5.1–5.3 are valid only in a narrow range around TC (i.e. | | → 0). If the
range over which an exponent is calculated is far from the critical temperature, effective rather
than asymptotic exponents βeff

and γeff

result from the scaling equation of state analysis. The

effective exponents approach the asymptotic ones as

→ 0 and decrease monotonically

(crystalline ferromagnets) or show a peak (amorphous ferromagnets) for large outside the critical
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region [2,4-6]. Discrepancies in reported critical exponents for similar or identical systems are
most often the result of a range of analysis that is too wide. While much is known regarding the
effects of temperature range on the calculation of critical exponents, the range of magnetic fields
considered is rarely discussed. In general the lowest field region over which magnetization grows
via irreversible domain wall motion is excluded, since M does represent a macroscopic order
parameter in the presence of primarily misaligned domains. In principal, once this field range is
exceeded, the approach to saturation of the magnetization can be described by the equation of state
of choice, and the critical quantities extracted from, e.g., the Arrott-Noakes plot will be
independent of H. However, since the Kouvel-Fisher analysis relies on the extrapolation of zerofield quantities (MS and χ0 1 ) from measurements performed in finite magnetic fields, the
presumption of field-independence is only valid insofar as the exact functional dependence of the
magnetization in the critical region is known [3]. Field-induced changes in the nature or range of
interactions contributing to the magnetization process thus have the potential to render the outcome
of the Kouvel-Fisher process sensitive to the range of fields from which the isotherms are
extrapolated (e.g. high field vs. low field). In the following sections, the conversion of one
ferromagnetic phase to another in La0.8Ca0.2MnO3 and the suppression of ordered clusters above
TC in La0.75Pr0.25Co2P2 are reflected in the systematic evolution of the derived critical quantities
with an increase in the range of applied magnetic field considered in the Kouvel-Fisher analysis.
5.2 Critical exponents of La1-xCaxMnO3 (0.2 ≤ x ≤ 0.4)
Strongly coupled degrees of freedom in the manganites are responsible for a number of
unique magnetic phase transitions [7-9], and critical phenomena in this class of materials have
attracted a great deal of interest. Even in La0.7Sr0.3MnO3 which may be considered an archetypal
large bandwidth double-exchange ferromagnet, intriguing differences arise when the critical
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behavior at the second-order paramagnetic to ferromagnetic (PM-FM) transition is compared with
isotropic magnets [10]. Although the PM-FM transition in narrow bandwidth compositions with
strong Jahn-Teller effects can be discontinuous, moderate perturbations often suffice to transform
the nature of the transition to second order, as observed in Chapter Four. In addition to B-site
doping [11] and particle size reduction [12], the first- to second-order transformation has been
documented under the influence of hole doping level x [13], mixed occupation of the perovskite
A-site [14,15], and the application of external pressure, strain, or stress [16,17].
As discussed in the previous Chapter, La0.7Ca0.3MnO3 undergoes a weakly first-order
transition. With increasing Ca2+ content in the ferromagnetic range of compositions in La1xCaxMnO3

(0.2 ≤ x ≤ 0.5) the nature of the PM-FM transition follows a second-first-second order

progression. For x > 0.3, the tricritical point representing the boundary between the discontinuous
and continuous transition occurs in La0.6Ca0.4MnO3 [13]. On the opposite side of the first-order
transition (x < 0.3), the composition at which the transition becomes continuous is less clear. In
La0.8Ca0.2MnO3, the PM-FM transition is second-order with critical properties characteristic of
models describing short-range interactions [18-20]. Between x = 0.2 and x = 0.3, a transformation
of the ground state from insulating to metallic near x ~ 0.225 results in a region of inhomogeneous
ferromagnetism characterized by metallic double-exchange (DE) and insulating superexchange
(SE) regions [21-23]. Extrapolating from magnetization measurements, Zainullina et al. proposed
that the PM-FM transition in La1-xCaxMnO3 should be first (second) order in compositions with
TC below (above) 205 K; based on this criterion a crossover point would be expected at x ~ 0.25
[24]. However, this composition was investigated by Belevstev et al., who identified the PM-FM
transition in a single crystal of La0.75Ca0.25MnO3 as intrinsically first order [25], in agreement with
the observation of Dai et al. that the spin wave stiffness for x = 0.25 fails to renormalize as expected
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for a continuous transition [26]. Therefore, whether a conventional tricritical point exists between
x = 0.2 and x = 0.25 and for which value of x is still an open question. In this Section we contrast
the critical behavior of two second-order La1–xCaxMnO3 compositions (x = 0.2, 0.4) in the vicinity
of the first-order transition at x = 0.3.
5.2.1 Sample preparation and magnetic properties
Polycrystalline samples of La1-xCaxMnO3 with x = 0.2, 0.3, and 0.4 were fabricated by
conventional solid-state reaction. Stoichiometric quantities of high-purity La2O3, CaO, and MnO2
powders were first mixed by a 6 h ball-milling process, then then calcined at 1200oC for 12 h and
ball-milled once more for 24 h to ensure good chemical homogeneity. Finally, the powders were
pressed into pellets and annealed at 1300oC for 24 h in air. XRD confirmed single-phase products
with an orthorhombic structure. The inverse susceptibilities χ 1 of La1-xCaxMnO3 with x = 0.2, 0.3,
and 0.4 are shown in Fig. 5.1 as a function of temperature. Just above the transition temperature
(inflection points in Fig. 5.1, inset), χ

1

T departs from linear Curie-Weiss behavior in the x =

0.3 and x = 0.4 samples. The downturn in χ

1

is a relatively common occurrence in manganites, in

which quenched chemical disorder plays a role analogous to the randomness in a dilute Ising
ferromagnet (first described by Griffiths et al. [27]), resulting in the formation of spin clusters in
the paramagnetic matrix at some temperature (TG ) well above the onset of long-range
ferromagnetic order at TC [28-30]. Local alignment of spins and metallicity are mutually
reinforcing in DE ferromagnets, stabilizing the large ferromagnetic clusters above TC that
characterize the so-called Griffiths phase (TC < T < TG ) [28]. From Fig. 5.1 it can be seen that the
Griffiths-like feature is absent for x = 0.2, which falls within the ferromagnetic insulating (FMI)
region of La1-xCaxMnO3 (0.125 < x < 0.225) in which long-range ferromagnetic order is mediated
by the SE interaction between coplanar Mn ions rather than the DE interaction [23,31-34].
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Figure 5.1 Inverse susceptibility curves measured with a magnetic field of 10 mT for La1xCaxMnO3 with x = 0.2, 0.3, and 0.4. Inset: Temperature dependence of dM/dT.

To investigate the critical properties of the transitions in each sample, magnetization
isotherms were measured in fields up to 6 T with a temperature interval of 2 K around TC . The
external applied magnetic field Ha was corrected for demagnetizing effects to obtain the effective
internal magnetic field Heff

Ha

NM T, Ha , where the demagnetization constant N is

determined from the slope of the M (H) curves near zero field (± ~5 mT). The discussion below
refers to the effective values of magnetic field. In the Landau-Lifshitz theory, the magnetic
equation of state can be expressed as
H

a T M

b T M3
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⋯,

(5.10)

where a (T) is related to χ

1

and exhibits a minimum at TC . The sign of b (T) (the slope of H/M

vs. M 2 ) is an indication of the order of the magnetic transition: positive for second order and
negative for first order, which is simply the Banerjee criterion. When the system is in the vicinity
of a tricritical boundary, b (TC ) is close to zero and higher order terms in the expansion cannot be
neglected [35]. Eqn. 5.10 then becomes:
H

b T M3

a T M

c T M5 …

(5.11)

For a = b = 0, this expression is satisfied when the tricritical exponents (β = 0.25, γ = 1) are given
in the relation H⁄M

1⁄γ

 M 1⁄β . The slope of H/M vs. M 2 given by Eqn. 5.11 is b (T) + c (T)M 2 ,

where the higher order term c(T)M 2 can be strongly influenced by an applied field. As a result, the
effects of a magnetic field can mask a small negative value of b, causing the slope of H/M vs. M 2
to appear uniformly positive.
Given that La1-xCaxMnO3 is at or in close proximity to one of two tricritical boundaries for
all compositions in range 0.2 ≤ x ≤ 0.4, the M (H) data of the x = 0.2, x = 0.3, and x = 0.4 samples
were fitted to Eqn. 5.11 to obtain the temperature-dependent a and b coefficients. In the course of
the analysis, it was observed that a (T) and b (T) are sensitive to the range of fields (0.2 T ≤ μ0 H ≤
HMAX ) over which the fit is performed. The results are shown in Fig. 5.2 for μ0 HMAX = 2 T, 3 T,
4 T, 5 T, and 6 T. In all samples the coefficient a (T) increases globally across the temperature
range with HMAX reflecting an increase in χ

1

with field while TC , determined by the location of

the minimum in a (T), shifts towards higher temperatures for x = 0.2 and x = 0.4. The value of b is
negative for all HMAX and T in Fig. 5.2(d) as expected for the first-order transition in the x = 0.3
sample. When x = 0.4 (Fig. 5.2f), b is very close to zero at TC for the lowest field range of fitting
(0.2 – 2 T), which is consistent with the tricritical point reported previously in this composition
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Figure 5.2 a and b parameters in the Landau-Lifshitz equation of state obtained by fitting M (H)
curves in La1-xCaxMnO3 with (a), (b) x = 0.2, (c), (d) x = 0.3, and (e), (f) x = 0.4 over different
field ranges. Hatched areas represent the temperature range of the shift in TC with the applied
field, determined from the minimum of a (T).

[13]. However, as HMAX increases b (TC ) becomes negative, indicating that the behavior cannot
be described satisfactorily within a single model under the application of a strong field. Similarly,
b (TC ) was also found to shift from positive to negative with increasing field for the x = 0.2 sample.
5.2.2 Critical exponents
Figure 5.3 shows the Arrott-Noakes plots, M 1⁄β vs. H⁄M

1⁄γ

, constructed for the x = 0.2

sample (Fig. 5.3a – Fig. 5.3c), the x = 0.3 sample (Fig. 5.3d – Fig. 5.3f), and the x = 0.4 sample
(Fig. 5.3g – Fig. 5.3i) using β and γ values corresponding to the mean field, 3D Heisenberg, and
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tricritical mean field universality classes. The isotherms for x = 0.3 show strong curvature for all
trial β and γ and satisfy the Banerjee criterion [36], confirming the expected first-order transition.
The isotherms in the x = 0.4 sample appear linear with a constant slope when re-scaled according
to the tricritical model β = 0.25 and γ = 1 (Fig. 5.3i), indicating that the intrinsic exponents of the
system are close to these values. The correct universality class for x = 0.2 is unclear based on Fig.
5.2 since linear, parallel isotherms are not observed over the entire field range for any set of trial
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Figure 5.3 Arrott-Noakes plots for La1-xCaxMnO3 with (a – c) x = 0.2, (d – f) x = 0.3, and (g – i) x
= 0.4 with trial critical exponents β and γ corresponding to the mean field, 3D Heisenberg, and
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exponents. Rather, approximately parallel isotherms are produced by the 3D Heisenberg exponents
(Fig. 5.3d) in the low-field range and by the tricritical exponents (Fig. 5.3c) at higher fields.
To clarify the varied nature of the ferromagnetic transition in the La1-xCaxMnO3 series, an
analysis was made of the critical exponents of the second-order transitions in the x = 0.2 and x =
0.4 samples. The Kouvel-Fisher procedure described in Section 5.1 was carried out within a narrow
interval of reduced temperature

near TC (| |

|T

TC |⁄TC

0.1). Similar to the a and b

coefficients of Fig. 5.2, the critical exponents resulting from the Kouvel-Fisher analysis (Table
5.1) are also influenced by the range of fields over which the Arrott-Noakes isotherms in Fig. 5.3
were fitted to a straight line in the process of extrapolating MS T and χ0 1 T . The Kouvel-Fisher
plots, MS T dMS T ⁄dT

1

vs. T and χ0 1 T dχ0 1 T ⁄dT

1

vs. T are shown in Fig. 5.4(a) and

Fig. 5.4(b) for x = 0.2 and x = 0.4, respectively, over 1 T field intervals between 1 T to 6 T. In
each field range, the data form two straight lines with slopes taken as β

1

and γ 1 that intersect the

temperature axis at the same point (T = TC ). Figure 5.5 shows the Arrott-Noakes plots after
convergence of the critical values in the iterative procedure was reached for three representative
field ranges used during the fitting: 1 – 2 T, 3 – 4 T, and 5 – 6 T. In all cases the isotherms are
quasi-linear and quasi-parallel close to the fitted field range, although deviations from linearity
occur far from these fields, particularly for x = 0.2.
The scaling hypothesis requires that in the critical region the magnetic equation of state
should follow Eqn. 5.4, which implies that two universal curves exist above and below TC . The
existence of such universal curves provides a verification of the accuracy of the critical exponents.
Figure 5.5 shows m vs. h, where m ≡ | | β M H,ϵ and h ≡ | |

β γ

H, constructed using the

values of β, γ, and TC obtained via the Kouvel-Fisher method. It can be seen that the data collapse
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Figure 5.4 Kouvel-Fisher plots with fitting carried out at
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onto two distinct curves above and below TC regardless of the fitting field range, confirming the
validity of the scaling hypothesis for any given field range, and indicating that the critical exponent
values are self-consistent. The exponent δ governs the critical magnetization isotherm according
to Eqn. 5.3, where δ can be calculated independently from the Widom relation as δ = 1+ γ/β based
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on the Kouvel-Fisher β and γ. The linearity of the critical isotherms scaled by the calculated δ as

M  DH 1  confirms that the system also obeys the Widom scaling relation (Fig. 5.6, insets).
5.2.3 Discussion
The critical exponents are listed in Table 5.1 for all field ranges under consideration. A
comparison of the results with several potential models shows that when the data are fit between
1 – 2 T the critical exponents β = 0.349 ± 0.013 and γ = 1.231 ± 0.030 of the x = 0.2 sample are
intermediate between the 3D Heisenberg (β = 0.365, γ = 1.336) and 3D Ising (β = 0.325, γ = 1.241)
models, both of which correspond to short-range ferromagnetic interactions. Tricritical mean field
exponents (β = 0.249 ± 0.002, γ = 1.008 ± 0.02) are confirmed for the x = 0.4 sample in this field
range as expected [13,19]. As the Kouvel-Fisher procedure is carried out in increasingly larger
fields for x = 0.2, β and γ gradually decrease and approach the tricritical model with β = 0.259 ±
0.004 and γ = 0.918 ± 0.036 in the highest range of 5 – 6 T. In contrast, the tricritical β value in
the x = 0.4 sample is quite stable with respect to the range of fields selected (β ~ 0.25 – 0.27). The
observed field-insensitivity of the exponent (β) that describes the scaling of the magnetization
below TC implies a unique ferromagnetic interaction in La0.6Ca0.4MnO3. The decrease of the
paramagnetic susceptibility exponent γ in the same composition from 1.008 ± 0.021 (1 – 2 T) to
0.776 ± 0.012 (5 – 6 T) may be related to the Griffiths feature observed in Fig. 5.1. The formation
of ferromagnetic clusters leads to an unusually large susceptibility just above TC compared to a
non-percolative PM-FM transition. However, moderate applied fields are known to suppress the
Griffiths phase [37]. In the Kouvel-Fisher procedure, the initial (zero-field) susceptibility χ0 1 is
extrapolated from a linear fit of data acquired under moderate to large fields. As the field increases,
a growing discrepancy between the actual χ0 1 which is influenced by the Griffiths phase and the
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Table 5.1 Critical exponents of various universality classes and La1-xCaxMnO3 with x = 0.2 and x = 0.4 determined
from the Kouvel-Fisher procedure carried out over various magnetic field ranges.

Field range/model



TC (K)





3D Heisenberg

0.365 ± 0.003

1.336 ± 0.004

4.80

3D Ising

0.325 ± 0.002

1.241 ± 0.002

4.82

Mean-field

0.5

1

3

Tricritical mean-field

0.25

1

5

x = 0.2

1–2T

185.6

0.349 ± 0.013

1.231 ± 0.030

4.524

x = 0.2

2–3T

188.5

0.316 ± 0.007

1.081 ± 0.036

4.421

x = 0.2

3–4T

190.4

0.281 ± 0.009

0.992 ± 0.036

4.534

x = 0.2

4–5T

194.0

0.272 ± 0.006

0.910 ± 0.021

4.341

x = 0.2

5–6T

195.3

0.259 ± 0.004

0.918 ± 0.036

4.552

x = 0.4

1–2T

248.6

0.249 ± 0.002

1.008 ± 0.021

5.043

x = 0.4

2–3T

252.2

0.255 ± 0.002

0.857 ± 0.023

4.359

x = 0.4

3–4T

254.7

0.262 ± 0.002

0.833 ± 0.017

4.180

x = 0.4

4–5T

257.4

0.267 ± 0.002

0.797 ± 0.016

3.983

x = 0.4

5–6T

259.8

0.263 ± 0.006

0.776 ± 0.012

3.954

apparent χ0 1 projected from high-field data could result in artificially low values of γ. The stability
of β and the good agreement of the lowest field (1 – 2 T) exponents in the x = 0.4 sample with the
tricritical model suggests that the apparent field-dependence of γ in Table 5.1 is an artifact of the
fitting procedure stemming from the presence of ferromagnetic clusters above TC . Therefore we
are confident that our current results are consistent with the previous reports of a tricritical point
in La1-xCaxMnO3 at x = 0.4 [13]. The influence of ferromagnetic clusters on the critical exponents
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has also been reported in Pr0.5Sr0.5MnO3 in which paramagnetic resonance experiments evidence
the presence of clusters above TC [38].
In the x = 0.2 composition for which the Griffiths feature is absent, the systematic shift of
both exponents with applied field implies a physically significant field-induced change in the
nature and/or range of the ferromagnetic interaction. In La0.8Ca0.2MnO3, 3D Heisenberg and 3D
Ising exponents have been reported in single crystal and polycrystalline samples, respectively
[19,20]. The intermediate values (between 3D Heisenberg and 3D Ising) of β and γ obtained in the
1 – 2 T fitting range in x = 0.2 are therefore reasonable in light of previous reports and the nearestneighbor character of both the double-exchange and superexchange interactions [23]. To account
for the systematic shift away from the short-range models with an increase of the Kouvel-Fisher
field range and the asymptotic approach of β to the tricritical mean field value of 0.25 (Fig. 5.7),
the influence of strong applied magnetic field on the ferromagnetic interactions in La0.8Ca0.2MnO3
should be considered.
Neutron spectrometry, NMR, and neutron scattering [32,33] have established a metallic,
hole-rich wall scenario for phase separation just below the composition-driven insulator to metal
boundary in La1-xCaxMnO3: metastable hole-poor superexchange (SE)/FMI clusters spanning two
unit cells on average exist below TC with mobile holes at the boundaries. The enhancement of
magnetic order in a finite field leads to a relief of orthorhombic and Jahn-Teller distortions and
weakens orbital order (OO) [34], consequently destabilizing the SE/FMI phase. The volume of the
OO/SE/FMI phase in an applied magnetic field [39], which is consistent with the negative
magnetoresistance that occurs near TC [40]. Given the energetically similar strength of the doubleexchange and superexchange interactions [23] the inter-conversion of the phases is not abrupt.
Downward et al. reported that little distortion (associated with the SE/FMI phase) is removed by
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Figure 5.7 Dependence of the calculated β exponent on the fitting field range in La0.8Ca0.2MnO3.
fraction of the orbitally-disordered DE/FMM phase can thus be expected to grow at the expense
a magnetic field until the magnetization in the system grows to M/M0 ~ 0.5 [41,42], and a universal
relationship between local distortion and M (implying a homogeneous ferromagnetic phase) exists
only for fields greater than 2 T. Our observation of the evolution of the critical exponents in
La0.8Ca0.2MnO3 with magnetic field could thus be related to the suppression of phase separation
and the establishment of longer-range ferromagnetic interactions which approach the (tricritical)
mean field values found in x = 0.4.
As discussed in Chapter Four, correlated polarons play an important role in the appearance
of a first-order transition in La0.7Ca0.3MnO3. The discontinuous-continuous crossover at x = 0.4 is
induced by chemical doping as an increased fraction of Jahn-Teller-inactive Mn4+ results in fewer
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and more mobile polarons, preventing static polaronic order. On the other hand, the field-induced
approach to the continuous-discontinuous boundary suggested by our present results for x = 0.2
may indicate that correlations among static polarons begin to form as the ferromagnetic phase
becomes homogeneous. Finally, we note that previous reports of field-induced tricritical points
can be found in the literature [25,43,44]. However, in cases involving the manganites, such
tricritical points have been observed in first-order materials in which a magnetic field transforms
the first-order transition into a continuous one, which is distinct from the current case of a secondorder material with an inhomogeneous magnetic ground state.
5.3 Critical exponents of La0.75Pr0.25Co2P2
In this Section we demonstrate that the influence of clusters above TC on the susceptibility
exponent determined by the Kouvel-Fisher method is a phenomenon not limited to manganite
materials exhibiting Griffiths-like singularities. As an example we consider the critical properties
of (La,Pr)Co2P2, an intermetallic system with very different magnetic interactions from magnetic
oxides, but which shares the common feature of an inhomogeneous magnetic state above TC that
is sensitive to applied magnetic field. The coexistence of localized 4f and itinerant 3d magnetic
sublattices in intermetallic compounds that combine rare-earth (R) and transition metal (T)
elements provides an excellent framework to study competition between long-range RKKY and/or
superexchange interactions and direct exchange [45,46]. Among binary RxTy compounds, the
Laves phases RT2 are noteworthy for their exchange driven metamagnetism [47,48], while the
strong effective 3d-4f coupling fields in R2T17 materials produce both large magnetocrystalline
anisotropy and high magnetic moment – a fact that has been exploited in permanent magnet
applications [49]. In ternary compounds the incorporation of a third element X (X = P, As, Si, Ge,
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B, etc.) provides an additional handle to manipulate electronic and structural parameters, thus
influencing the magnetic properties of the R and T sublattices [46,50].
The ThCr2Si2-type intermetallics crystallize in a relatively simple tetragonal structure, with
alternating T2X2 and R layers stacked along the c-axis [51]. Nevertheless, these RT2X2 systems
exhibit complex H–T phase diagrams, including incommensurate magnetic structures, Kondo
lattices and quantum critical points (QCPs), re-entrant ferromagnetism, and metamagnetic
transitions [52-54]. Compared to the ternary silicides and germanides (X = Si, Ge), the RT2P2
phosphides possess relatively simple magnetic properties and have not been well studied.
However, a number of interesting effects have recently been reported in in mixed or doped
intermetallic phosphides [55-57]. While the RCo2P2 series consists of single-phase
antiferromagnets [58], with the exception of ferromagnetic LaCo2P2 (TC ~ 132 K [59], a variety of
magnetic transitions are observed in solid solutions of La1-xPrxCo2P2 [59,60]. The substitution of
Pr for La decreases the anomalously large planar spacing of LaCo2P2 and lengthens the Co–Co
bonds, resulting in the enhancement of the TC from 132 K for x = 0 to 170 K for x = 0.25 [59,61].
The classification of the order of ferromagnetic transitions in RT2X2 systems has been of
interest due to the potential application of these materials as low-temperature magnetic refrigerants
[62,63]. Both first- and second-order transitions are observed [64-67], in some cases depending
sensitively on the composition. Surprisingly, however, few investigations of the critical properties
of ferromagnetic RT2X2 compounds are available in the literature [68-70]. While a quasi-2D
character might be inferred from the stacked planes of magnetic ions in the ThCr2Si2 crystal
structure, the well-established ferromagnetic and antiferromagnetic coupling between T2X2 layers
along the c-axis suggests that a three dimensional magnetic description is appropriate. As in the

RMn2Ge2 [46] compounds, a hierarchy of exchange couplings can be expected in RCo2P2:
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interlayer Co–Co, Co–R, and R–R, mediated through superexchange pathways or the RKKY
interaction. Therefore the potential exists for magnetic inhomogeneity due to competing
interactions. However, these mechanisms act as a perturbation of the direct exchange between coplanar Co atoms, which dominates the magnetism of the system. Due to the possibility of
delocalized magnetic moments in 3d subsystems, the question of the expected range of the
interactions in the system is non-trivial. To address this point, we have performed a detailed
analysis of the critical exponents of the paramagnetic to ferromagnetic transition in a single crystal
of La0.75Pr0.25Co2P2.
5.3.1 Sample preparation and magnetic properties
The preparation and characterization of La0.75Pr0.25Co2P2 single crystals have been reported
in Refs. [59,60]. In brief, high-purity powders of lanthanum, praseodymium, red phosphorus, and
cobalt were used along with tin shots in a tin flux synthetic procedure. In an argon-filled drybox,
the materials were mixed according to the ratio La:Pr:Co:P:Sn = 1.6(1-x):1.6x:2:2:30 (x = 0.25),
with total mass equal to 25 g, and sealed under vacuum in 20 mm inner diameter silica tubes. The
mixtures were annealed at 1150 K for 10 days, then the tubes were removed from the furnace and
allowed to cool to room temperature. The tin matrix was removed by soaking in dilute HCl,
yielding large single crystals of up to 5 mm x 5 mm x 0.1 mm (Fig. 5.8a). The presence of any
residual Sn was ruled out by magnetic measurements, which indicated a lack of any diamagnetic
contribution associated with the superconducting transition in Sn at 3.72 K. The phase purity of
the bulk products has been confirmed by powder XRD while the elemental composition was
confirmed by the energy-dispersive X-ray microanalysis [59,60].
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Figure 5.8 (a) Image of La0.75Pr0.25Co2P2 single crystal. (b) Illustration of the ThCr2Si2-type unit
cell of La0.75Pr0.25Co2P2 for TC2 T TC . (c) Temperature-dependent magnetization measured in
a field-cooled-warming protocol under a 10 mT dc field applied parallel and perpendicular to the
c-axis of a single crystal (left) and χ 1 T with μ0 H = 1 T applied in the c-direction. (d)
Temperature-dependent anisotropy fields HK in the ab plane determined from transverse
susceptibility measurements.

The temperature-dependent magnetization of the La0.75Pr0.25Co2P2 single crystal is shown
in Fig. 5.8(c). The magnetic interaction in the sample is highly anisotropic, as evidenced by the
markedly different behavior of the magnetization with μ0 H = 10 mT applied along the c-axis or in
the ab plane. Early neutron diffraction work has established ferromagnetic intralayer Co–Co
alignment in both LaCo2P2 and PrCo2P2 [58,71]. In PrCo2P2 the Co moments are oriented along
the c-axis with antiferromagnetic interlayer coupling while in LaCo2P2 the Co moments lie inplane with ferromagnetic alignment between the planes. In La0.75Pr0.25Co2P2 the Co sublattice is
oriented in the ab plane in the temperature range TC2

T

TC [60], and the easy direction of

magnetization is in-plane (Fig. 5.8b). A reorientation of the easy axis was recently reported in this
compound concurrent with the ordering of the Pr sublattice at TC2 ~ 70 K [60]. The result is
antiparallel and nearly compensating Co and Pr sublattices pointing along the c-axis, causing the
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net magnetization to drop nearly to zero below TC2 . Transitions in the magnetocrystalline
anisotropy of a magnetic system can be directly observed in transverse susceptibility (TS) scans
(See Section 3.3.4) [72]. Figure 5.8(d) shows the temperature dependence of the effective
anisotropy fields HK in La0.75Pr0.25Co2P2 directly determined from the peaks in with HRF

c. The

abrupt fall off in HK in the ab plane below TC2 is in excellent agreement with the proposed
crossover from easy-plane to easy-axis behavior at this temperature. Above TC2 there is no longrange order among Pr moments [60] and the magnetic properties of the system are dominated by
the ordered Co sublattice.
In the paramagnetic region above TC , inverse susceptibility χ

1

T curves are linear up to

high temperatures, in agreement with the Curie-Weiss law (Fig. 5.8c). The paramagnetic moment
per alloy atom peff in Bohr magnetons is given by peff ≅ 2.83 dχ 1 ⁄dT

1⁄2

, where χ (T) is the

molar susceptibility. The quantity peff was determined for the susceptibilities measured under
magnetic fields of 1 T, 2 T, 3 T, 4 T, and 5 T. In principal the effective moment in a paramagnetic
material is independent of the applied field. However, find that peff is minimized by a 2 T field,
and gradually increases for higher fields. We revisit this observation in Section 5.3.3.
5.3.2 Critical exponents
To determine the critical exponents in the system using the Arrott-Noakes equation of state
for analysis, closely-spaced M (H) curves were acquired in the critical region of La0.75Pr0.25Co2P2.
Isothermal magnetization data were collected in the range 160 K ≤ T ≤ 187 K with a temperature
interval of 0.25 K and 0 ≤ μ0 H ≤ 4.5 T and a field interval of 0.1 T. To ensure temperature
stabilization, a wait time of 10 minutes was imposed after reaching the temperature set point and
before recording each subsequent isotherm. The external applied magnetic field Ha was corrected
154

160 K

50

(a)

(b)

200

40

(emu/g)

30

1/

 = 0.50
 = 1.00

166.75 K

 = 0.365
 = 1.336

100

M

1/

20

M

1/

(emu/g)

1/

166.5 K

10
187 K
0
0.0

0.2

0.4

0.6

(0H/M) (T g/emu)

0.8

1.0

0
0.0

1/

0.2

0.4

0.6

(0H/M) (T g/emu)

0.8

1.0

1/

Figure 5.9 (a) Arrott plot of magnetization isotherms taken between 160 K and 187 K with ΔT =
0.25 K. The line indicates the parabolic fit to the isotherm at 166.5 K. (b) Arrott-Noakes plot using
3D Heisenberg critical exponents. The line represents a linear fit to the isotherm at 166.75 K.

for demagnetizing effects as described in Section 5.2.1 to obtain the effective internal magnetic
field Heff

Ha

NM T, Ha in the sample. The scaling analysis that follows was carried out

using the effective values of magnetic field.
The M (H) data were re-scaled according to Eqn. 5.7 for various choices of β and γ. In
systems with a long-range ferromagnetic interaction, a mean field description of critical behavior
is appropriate (β = 0.5, γ = 1.0), and M 1⁄β vs. H⁄M

1⁄γ

is simply the well-known Arrott plot.

From Fig. 5.9(a) it can be seen that in La0.75Pr0.25Co2P2 the isotherms constructed in this way
deviate from linearity across the range of fields displayed (0.1 T < μ0 H < 2.0 T). In some cases
reliable results can still be obtained for disordered ferromagnets using Arrott plots through
parabolic extrapolation to the zero-field values [3]. We found that this did not describe our data
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well away from TC , but a parabolic fit to the 166.5 K isotherm was successful and passed through
the origin, indicating that the critical isotherm occurs at ~166.5 K, in agreement with Fig. 5.8(c).
The Heisenberg model is a natural choice to describe a ferromagnet with short-range
interactions, as it considers localized moments on a regular lattice with only nearest-neighbor
interactions. Unlike the mean-field model, an exact solution for the critical exponents of the 3DHeisenberg model is not available, but a number of computational and theoretical techniques have
been applied that consistently yield estimates near β ~ 0.37, γ ~ 1.33 [73]. From Fig. 5.9(b) it is
clear that the Heisenberg exponents are much more successful in creating parallel linear isotherms
in the modified Arrott-Noakes plot. The MS T

and χ0 1 T

curves obtained from linear

extrapolation of the data in 5.9(b) are shown in Fig. 5.10(a) and well-fit to the power law
dependences given in Eqn. 5.1 and Eqn. 5.2. In the temperature range considered, the effective
exponents given by βeff

∂ ln MS

⁄∂ ln

and γeff

∂ ln χ0 1

⁄∂ ln

remain

constant within error near their 3D Heisenberg values, indicating that the asymptotic critical region
extends beyond ~1.12 TC .
The Kouvel-Fisher procedure (Fig. 5.10b) was carried out in the range

0.05 <

< 0.05,

with rapid convergence of the critical exponents to β = 0.369 ± 0.002 and γ =1.336 ± 0.008 with

TC = 166.8 ± 0.9. Although the assumption of scaling is implicit in the above analysis, the
possibility of systematic errors introduced by extrapolation exists and thus additional confirmation
is usually made of the validity of other scaling equations of state and the relationship between the
exponents. A log-log plot of M vs. H is shown in Fig. 5.11(a) at temperatures in the vicinity of TC .
According to Eqn. 5.3, the exponent δ can be determined from the inverse slope of the
critical isotherm. A linear fit of the T = 166.75 K isotherm results in δ = 4.68, close to the expected
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Figure 5.10 (a) Temperature dependence of MS and χ0 1 obtained from linear
extrapolation of the data in Fig. 5.9(b). Lines represent best fits to Eqn. 5.1 and
Eqn. 5.2. (b) Kouvel-Fisher plots of magnetization data in the range 0.05 <
< 0.05 Straight lines are linear fits to the data, from which β, γ, TC , and TC+ are
computed. The final value of TC is taken as the average of TC and TC+ .
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value of δ

1

γ⁄β = 4.63 based on the results of the Kouvel-Fisher technique. The scaling
pk

ΔSM ∝ H n is also related to the

exponent governing the peak magnetic entropy change
magnetization and susceptibility exponents as

β

1

1 ⁄ β

γ [74]. The magnetic

entropy change in the system (Fig. 5.11b, inset) was calculated by applying the Maxwell relation
to the M (H) isotherms in the critical region. Using the Kouvel-Fisher-generated values of β and γ,
pk

ΔSM vs. H n with n

we can expect that n = 0.63. Re-scaling the field axis to produce a plot of

0.63 reveals the expected linear relationship (Fig. 5.11b), confirming correctness of the
exponent.
From Fig. 5.12(a) it can be seen that the magnetization data satisfy scaling equation of state
Eqn. 5.4 (m

f (h)) by collapsing onto two universal curves f and f below and above TC .
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Figure 5.11 (a) ln M vs. ln μ0 H for temperatures near the critical isotherm. δ is determined from
the slope of the linear fit of the isotherm at 166.75 K according to Eqn. 5.3. (b) Peak magnetic
entropy change versus H n , where n = 0.63 is the prediction of the scaling relation combined
with the results of the Kouvel-Fisher method.
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However, due to the insensitive nature of the log-log scale, the same quality of collapse is achieved
with many sets of parameter values – typically varying between

2% of the true TC and

of the true β and γ [75,76]. On the other hand, equation of state Eqn. 5.6 [h⁄m

a±

10%

b± m2 ] is

considerably more sensitive to deviations from the asymptotic critical values, and the data also
show good collapse when re-scaled in this way (Fig. 5.12b). However, we note that in this case
there also exists a small range of parameter values that will yield similar results – a direct
consequence of three free parameters in Eqn. 5.4 and Eqn. 5.6.
La0.75Pr0.25Co2P2 shows relatively soft ferromagnetic behavior below TC , and is saturated
by applied fields well below 2 T. As such, the critical exponents above this field should in principle
remain independent of the magnetic field applied. However, we observed an anomalous behavior
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when our analysis was extended to higher magnetic fields. As illustrated in Fig. 5.13(a), we
characterized this behavior systematically by increasing the maximum magnetic field HMAX
incrementally from 2.0 T to 4.5 T, and repeating the Kouvel-Fisher process described above for
0.1 T < μ0 H < μ0 HMAX . The results (Fig. 5.13b – Fig. 5.13c) show that β remains near the 3D
Heisenberg value, but slowly increases above ~3 T while the decrease in γ is large and systematic
as the maximum magnetic field is increased.
5.3.3 Discussion
The description of magnetic properties in metallic systems has historically been
approached from two extremes – band theoretical models in which itinerant magnetism arises as
the result of the spin splitting of conduction electron bands, or the localized Heisenberg model in
which coupled neighboring moments fluctuate in orientation but not in magnitude. These models
can be regarded as limiting cases, strictly applicable, respectively, to paramagnetic metals far from
the ferromagnetic instability and ferromagnetic metals with nearly saturated or stable atomic spin
polarizations [77,78]. Many 3d transition metal compounds fall in an intermediate range between
localized and fully itinerant systems, with correlated motions (spin fluctuations) among welldefined local moments, and theoretical models of both types have been successful in describing
experimental results [79,80]. While the nature of the magnetism of a 3d subsystem in RT2X2
intermetallics is unclear at the present time (see Ref. [46] and references therein), the Stoner
criterion – based on band structure calculations of the density of states at the Fermi level – has
been successful in predicting the appearance of ferromagnetism and itinerant electron
metamagnetism in a number of such systems. Recent electronic structure calculations show that
the ferromagnetism in LaCo2P2 and La0.88Pr0.12Co2P2 can be explained by the fulfillment of the
Stoner criterion [59]. Generally, itinerant magnets belong to classical or mean-field universality
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classes (long-range spin-spin interaction) [81,82]. Nevertheless, the conformity of the critical
properties determined for La0.75Pr0.25Co2P2 to the isotropic d = 3 n = 3 Heisenberg exchange of the
form J r ~e

r⁄b

is consistent with stable localized Co moments.

To confirm this finding, we evaluate the Rhodes-Wohlfarth ratio in La0.75Pr0.25Co2P2. The
Rhodes-Wohlfarth ratio compares the number of carriers per magnetic atom (qp ) derived from the
Curie-Weiss constant to qs , the spontaneous moment below TC . In saturated ferromagnets, these
quantities are equal, while in weak itinerant ferromagnets it is typical that qp /qs ≫ 1 [2]. In the
paramagnetic region qp is related to the total effective moment as peff

qp qp

1⁄2

2

. Usually,

qs is taken to be the moment per magnetic alloy atom at low temperature (T → 0). However, since
La0.75Pr0.25Co2P2 is a ferrimagnet below ~ 70 K with nearly zero net magnetization, we adopt the
approach of Pramanik et al. in determining qs well below TC but within the ferromagnetic
temperature range [2]. At 100 K, the M (H) curve (not shown) gives a saturated moment of
0.76 μB /f.u. As the Pr subsystem shows no long-range order at this temperature [60], the
magnetization may be assigned to the Co atoms, i.e. qs

0.38μB /Co. This result is in good

agreement with the Co moment determined earlier via neutron diffraction [60]. Above TC , both Pr
and Co contribute to the total effective moment as peff 2

0.25 pPr

2

2

2 pCo . To make a

meaningful comparison to the ferromagnetic region, we account for the contribution of the Pr
moments to the total peff by assuming the experimentally determined value of 3.12 μB /Pr [60]. In
this way we calculate the itinerancy of the Co moments.
The resulting Rhodes-Wohlfarth ratios are given in Fig. 5.14 for several values of magnetic
field ranging from 1 T to 5 T. The shift of the effective paramagnetic moment noted in Section
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Figure 5.14 Rhodes-Wohlfarth ratio (qp /qs ) versus applied magnetic field.

5.3.1 influences the value of qp ⁄q as the field is varied. However, the ratio remains close to 1
overall, confirming the dominant localized magnetic interaction indicated by the Heisenberg
critical exponents. On the other hand, the parent compound LaCo2P2 has a slightly itinerant
character (qp ⁄q

1.72) [58]. The doping of Pr3+ (> 3μB ) on the non-magnetic La3+ site is

responsible for the observed change in the nature of the interaction in La0.75Pr0.25Co2P2. In addition
to the applied external field, Pr ions experience an exchange field due to the surrounding Co ions
given by Hex

zAPr-Co mCo ⁄2

, where z is the number of Co neighbors, mCo is the magnetic

moment per Co, and APr-Co is the coupling parameter between Pr and Co [49]. The effective
molecular field associated with 3d-4f coupling favors antiparallel (parallel) alignment between the
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moments of Co and heavy (light) rare-earth elements in the RCo2 series. In contrast to this trend,
the exchange interaction between the Co and light rare-earth (Pr) moments in La0.75Pr0.25Co2P2 is
antiferromagnetic [60].
The role of the 3d-4f exchange is important in understanding our observations in the
paramagnetic region of La0.75Pr0.25Co2P2. As a paramagnetic 3d-4f compound acquires small net
magnetization under the influence of an external applied field, the strong internal exchange fields
between the 3d and 4f sublattices (> 100 T in some RmCon compounds) can induce locally ordered
regions in the form of small clusters (~7-8 Å) above TC [48]. Clusters with an average antiparallel
arrangement between 3d and 4f moments have been well-documented in RCo2 compounds where

R is a heavy rare earth element [48,83,84]. Opposing net paramagnetic magnetizations in the Pr
and Co sublattices of La0.75Pr0.25Co2P2 are consistent with the observation of qp /qs values
somewhat less than unity in Fig. 5.14. Such an arrangement partially cancels the magnetization,
bringing the total susceptibility of the system below the expected value for free ion moments. In
this scenario the dependence of the Rhodes-Wohlfarth ratio on the applied field reflects the
evolution of ordered clusters. A small applied field is necessary to impart net (opposing) directions
to the sublattices, but a moderate-to-large magnetic field (

5 T in ErCo2) [48] will reverse the

antiparallel sublattice, destroying the quasi-ferrimagnetic order. The minimum in qp /qs at ~ 2 T
suggests a critical field above which the suppression of the clusters takes place.
To confirm the presence of ordered spin clusters above TC we examine the TS
measurements of Fig. 5.8(d). From Section 3.3.4 we recall that peaks in the quantity ∆ χT ⁄χT %
are predicted at the anisotropy fields (Hdc = ± HK ) and switching field (Hdc = HS ) of a material
during a unipolar sweep of the dc magnetic field. In Fig. 5.15(a), symmetric peaks characteristic
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Figure 5.15 Unipolar transverse susceptibility scans at (a) 100 K and (b) 180 K as the dc magnetic
field is swept from 5 T to 5T.

of ± HK for a ferromagnetic material are observed in the TS scan of La0.75Pr0.25Co2P2 at 100 K
(below TC ) as the dc magnetic field is swept from positive to negative saturation. Above TC the
maximum ∆ χT ⁄χT % drops precipitously but, significantly, the double peak characteristic persists
at 180 K (Fig. 5.15b), with HK decreasing from ~50 mT (T < TC ) to ~ 5 mT. The presence of
anisotropy peaks in this temperature range indicates weak ferromagnetic correlations due to the
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presence of clusters in the paramagnetic region. A similar observation has also been reported for
the case of Pr0.5Sr0.5CoO3 [72].
Finally, we consider the field-dependence of the critical exponents. From Fig. 5.13 it can
be seen that the susceptibility exponent is systematically depressed as fields above 2 T are
considered, ranging between γ = 1.34 and γ =1.19. In a magnetic system governed by various
competing couplings, intrinsic systematic trends or crossover phenomena in the critical properties
are possible [85]. In particular, the coexistence of long- and short-range interactions is known to
cause a shift in the critical exponents away from the isotropic short-range Heisenberg exponents
and toward the mean field values (β = 0.5 and γ = 1) as in the case of the elemental transition
metals Fe and Ni [76,86]. Such a shift is a manifestation of the simultaneous presence of
Heisenberg exchange, J r ~e

J r ~

J∞ ⁄r d

σ

,0

σ

r⁄b

, and isotropic long-range exchange interactions of the form

2, which render the Heisenberg fixed point unstable. From Fig. 5.13(b)

– Fig. 5.13(c) the increase in β and decrease in γ with field are consistent with an increasing
realization of long-range interactions as the strength of the external field grows. We consider this
phenomenon in terms of the competing fields in the system: Ha , the external applied field, Hex , the
exchange field between Co and Pr, and HCo-Co , the internal interaction field of the Co sublattice.
While the tendency towards internal alignment of Co ions is the strongest interaction in the system,

HCo-Co does not favor a particular direction, and so the orientation of the Co sublattice is
determined by the influence of Ha and Hex . At low temperatures the antiferromagnetic Hex
dominates and the Co and Pr subsytems are anti-aligned. At higher temperatures the Pr
magnetization is small and paramagnetic, so that the Co moments follow Ha (subject to the
magnetocrystalline anisotropy) and the Pr moments experience competing tendencies to align with

Ha (parallel to Co) and with Hex (antiparallel to Co). With increasing external applied field the
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influence of Hex becomes less significant, reducing the inhomogeneity in the exchange interactions
acting on the Co system and increasing long-range ferromagnetic order. Above TC this is
equivalent to a suppression of the magnetic clusters with increasing field.
5.4 Conclusions
In summary, detailed studies of the critical exponents governing the ferromagnetic
transitions in two systems with competing exchange interactions were carried out. The range of
fields considered in the Kouvel-Fisher procedure for the La1-xCaxMnO3 series is found to
systematically influence the values obtained for the exponents β and γ when x = 0.2, suggesting
that the short-range magnetic interactions in the system approach tricritical mean field behavior as
the field is increased. This observation can be related to the gradual suppression of the
superexchange ferromagnetic insulating phase in La0.8Ca0.2MnO3 in favor of the double-exchange
ferromagnetic metallic phase in high fields. The establishment of a homogeneous ferromagnetic
metallic phase (the zero-field state in the nearby first-order La0.7Ca0.3MnO3 compound) allows the
formation of long-range polaronic correlations that drive the continuous transition towards the
tricritical point. In contrast, β remained stable near the tricritical value across the fitting field range
for La0.6Ca0.4MnO3, confirming the more conventional composition-driven tricritical point at x =
0.4. The noted variation in γ with magnetic field for this compound is likely associated with the
field-induced alignment of ferromagnetic clusters that are present in the paramagnetic region.
In contrast to the itinerant nature of its parent compound LaCo2P2, the critical exponents
of the ferromagnetic transition in the highly anisotropic intermetallic La0.75Pr0.25Co2P2 system
conform to the 3D Heisenberg model of isotropic short-range interactions as a result of competition
between the applied field and the exchange field Hex between 3d and 4f moments. The calculation
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of the Rhodes-Wohlfarth ratio confirms a localized Co moment below TC . However, magnetic
field is found to influence both the Rhodes-Wohlfarth ratio and the critical exponents. The
observed field sensitivity is attributed to small ordered clusters in the paramagnetic region that are
supported by transverse susceptibility measurements. As the external applied magnetic field is
increased above 2 T, a more homogeneous magnetic state shifts β and γ simultaneously toward
their mean-field values.
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CHAPTER SIX1
Impact of Nanostructuring on Phase Separation in (La,Pr,Ca)MnO3 Manganites

Bulk manganites of the form La5/8-yPryCa3/8MnO3 (y = 3/8) exhibit a complex phase
diagram due to coexisting charge-ordered/antiferromagnetic and ferromagnetic phases. Because
phase separation in La5/8-yPryCa3/8MnO3 occurs on the microscale, a reduction in sample dimension
below this characteristic length is expected to have a strong impact on the magnetic properties of
the system. Though a comparative study encompassing dc magnetometry, transverse
susceptibility, magnetic entropy change, and pressure-dependent magnetization we find that the
multiple transitions that occur in the single crystal are modified in La5/8-yPryCa3/8MnO3 powders
with average particle sizes of d = 400 nm and 150 nm, and a single ferromagnetic transition is
observed in the smallest particles (d = 55 nm). In the absence of the long-range accommodation
strains that accompany the martensitic charge-ordering transition at Tco in the single crystal,
ferromagnetic regions grow and compete with the charge-ordered phase from high temperatures
in the powder samples, producing a short-range phase separation scenario between ferromagnetic
and charge-ordered clusters below Tco . The narrow region of dynamic phase separation in the
single crystal is significantly broadened in both temperature and magnetic field range in the submicron samples. As particle size decreases, the ferromagnetic volume fraction grows and charge
ordering becomes increasingly sensitive to applied magnetic field and hydrostatic pressure. In the

1

Portions of these results have been previously published [Bingham and Lampen et al., Physical Review B 86,
064420 (2012)] and are utilized with permission of the publisher.
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55 nm particles, the coherent charge-ordered phase is suppressed and a weak ferromagnetic
response arises from a surface cluster glass state with short-range charge-order correlations and
ferromagnetic regions.
6.1 Introduction
Among the most intriguing properties exhibited by manganites compounds is the
occurrence of spatial separation between regions of distinct magnetic ordering [1-3]. The
sensitivity of such phase-separated systems to a variety of parameters including electric and
magnetic field, strain, doping, and particle size introduces the potential for a large degree of
tunability in magnetic and structural properties [4-6]. Holes doped in the antiferromagnetic
LnMnO3 parent compound by divalent elements polarize surrounding spins to improve their
kinetic energy, resulting in ferromagnetic cluster formation against an antiferromagnetic
background [4]. These clusters grow in number with increasing hole density and eventually
dominate the antiferromagnetic phase. Due to the distinct eg electron densities of the two phases,
a huge penalty in Coulomb energy associated with local charge segregation limits the size of the
ferromagnetic clusters to a few lattice spacings [7,8]. Doped manganite compounds are therefore
intrinsically inhomogeneous apart from chemical segregation, grain boundaries, defects, etc., with
nanoscale electronic phase separation in the form of ferromagnetic droplets embedded in an
antiferromagnetic matrix [4,9,10].
In some instances however, texturing with a different origin from the usual electronic phase
separation can be found on scales that are large compared to the unit cell [11]. This disorderinduced or structural phase separation occurs between insulating charge-ordered antiferromagnetic
(CO/AFM) and metallic ferromagnetic (FM) phases [12,13]. Depending on factors such as
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Figure 6.1 Sketch of the competition between metallic (FM) and insulating (CO/AFM) phases in
the presence of disorder, leading to equal-density coexisting large clusters in the ‘disorderinduced’ phase separation scenario. Adapted from Ref. [7].

bandwidth and carrier density, FM and CO/AFM phases possess nearly identical free energies in
certain compounds, with additional parameters (e.g. temperature or field) determining which is
more stable. In a pure system the transition between these two phases, which have very different
electronic and structural properties, is abrupt and of first order. Weak disorder has been shown to
introduce a narrow region of phase coexistence around the transition point in a random-field Ising
model approach [14]. In contrast to the electronic phase separation scenario, carrier densities are
equal in coexisting FM and CO/AFM regions and thus their size is not limited by charge neutrality
requirements. The formation of large phase-separated clusters keeps the number of interfaces small
while partially satisfying local competing interactions generated by disorder. Monte Carlo
simulations [7] show that cluster size is regulated by the strength of the disorder, with weak
disorder giving rise to large clusters as illustrated in Fig. 6.1.
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6.1.1 Phase separation in bulk La5/8-yPryCa3/8MnO3
Differences in A-site cation radii in doped manganites impart a random character to the
Mn–O–Mn bond angle and, consequently, to the eg electron hopping integral and exchange
interaction between localized t2g spins. Dagotto et al. [7] proposed that the size of phase-separated
clusters can be monotonically related to the radial variance σ2

∑i fi r2i

〈rA 〉2 , where fi are the

fractional occupancies of the A-site species and 〈rA 〉 is the averaged radius. Disorder introduced
by the mixing of La3+, Ca2+, and/or Pr3+ can be considered weak due to the similar size of these
ions (1.36 Å, 1.34 Å, and 1.30 Å, respectively) which keeps the variance small, ∝ 10–4 Å2. Large
phase separation (~ 2 – 100 nm) is realized experimentally in Pr1-xCaxMnO3 with 0.33 ≤ x ≤ 0.5
and La1-xCaxMnO3 with 0.47 ≤ x ≤ 0.53 [15-19]. However, despite a slightly greater variance than
these compounds, phase separation occurs on an even larger scale (~ 1 µm) in La5/8-yPryCa3/8MnO3
(LPCMO), indicating that phase separation in this system is not completely accounted for in the
disorder-induced model outlined above.
LPCMO exhibits a number of unique properties that continue to fuel research interest and
debate, including a non-standard percolative metal-insulator transition [20], a reentrant chargeorder transition [21], and the controversial presence of at least one other phase in addition to FM
and CO/AFM [22,23]. As discussed in Chapter Two, the pseudo-cubic ferromagnetic phase is
stabilized in manganites with large 〈rA 〉, including La5/8Ca3/8MnO3, while a distorted CO/AFM
phase is favored for compositions with smaller 〈rA 〉 such as Pr5/8Ca3/8MnO3. In the solid solution
of these compositions, La5/8-yPryCa3/8MnO3, the FM and CO/AFM phases are comparable in free
energy for y ~ 0.2 – 0.4 and the series manifests CO/AFM order starting from ~ 200 – 225 K with
a low-temperature FM phase [5]. The transition to this phase is spatially inhomogeneous with FM
and CO/AFM orders coexisting in the form of microscale segregated regions below TC [24-26].
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The exact mechanism behind the unusually large scale of phase separation in LPCMO is still a
matter of debate [1,6,14], but a number of works suggest that long-range strains act in tandem with
strong electron correlations to form the observed micron-sized regions of distinct magnetic order
[5,6,20,23,27-29].
Well above the phase-separated regime, LPCMO is a room temperature paramagnetic
insulator. As the system is cooled the through the charge-ordering transition temperature Tco a
doubling of the unit cell along the a-direction (in a Pnma setting) accompanies the formation of
the CO phase. The coexistence of both distorted and undistorted crystal structures below Tco [23]
is consistent with optical evidence of a martensitic transformation at Tco with lenticular or platelike CO domains several hundred nanometers wide forming within a parent pseudo-cubic
paramagnetic phase that remains charge disordered [30,31]. The non-CO regions just below Tco
have been referred to as a strain-stabilized charge-disordered CD insulating phase, although we
note that the persistence of this phase at lower temperatures and its role in the ferromagnetic
transition is still a matter of some disagreement [23,24,30,32,33]. In contrast to the two distinct
crystal structures below Tco in LPCMO, a uniform structural transition occurs at the chargeordering temperature in Pr1-xCaxMnO3 that results in a single highly strained crystal structure in
the high-temperature CO region [16]. Martensitic accommodation strains at the interface between
large CO and CD areas in LPCMO generate long-range variations in the elastic energy landscape
[6,30], and the system reaches low temperatures in a highly blocked metastable state with
cooperative freezing of the combined charge/spin/strain degrees of freedom [21,34]. The static
phase separation frozen in below TC has been described as a ‘strain-glass’ or ‘structure glass’ state
in which the boundaries between CO and FM phases do not evolve with time and are insensitive
to moderate external electric or magnetic fields. As the quenched system is heated through TC it
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enters a dynamic phase-separated or ‘strain-liquid’ region characterized by large fluctuations in
resistivity and time dependence of the CO and FM volume fractions [5,21,25,27,34]. External
fields applied in the dynamic phase-separated temperature range produce a strong growth in the
ferromagnetic volume fraction and tend to suppress the phase-separated state.
The evolution of the static low-temperature phase separation as the system is warmed
through the dynamic temperature range near TC can be directly observed with magnetic force
microscopy (MFM) – which generates an image corresponding to susceptibility mapping [31] –
and correlated with the physical properties of LPCMO. Figure 6.2 shows a series of MFM
micrographs acquired at several temperatures in a 1 T magnetic field on the same 9 µm

9 µm

area of a La0.25Pr0.375Ca0.375MnO3 single crystal, as well as magnetization and resistivity curves
collected under identical measurement conditions. For T ≤ 50 K (Fig. 6.2a) no change occurs in
the phase boundaries of the micron-sized FM regions (dark contrast) within the non-magnetic
parent matrix, consistent with previous MFM images reported by Wu et al. in an examination of
the low temperature glass transition [25]. The magnetization is more or less constant in this region
where the growth of the FM phase is arrested, with a slight drop at the lowest temperatures marking
the complete freezing of relaxation between CO and FM regions [25]. As the sample is warmed to
67 K (Fig. 6.2b) a drastic reduction in the size of the FM areas can be seen as the glassy system
crosses into the dynamic phase-separated region. An abrupt change in magnetization and resistivity
as the system is warmed through ~ 70 K accompanies the decrease in ferromagnetic volume
fraction and establishment of the dominant CO/AFM insulating matrix. Small FM domains persist
to temperatures well above TC (Fig. 6.2d) with boundaries evolving only slightly with temperature
within the highly strained matrix.
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Figure 6.2 Magnetic force microscopy images (courtesy Weida Wu, Rutgers
University) on a 9 µm 9 µm region of an La0.25Pr0.375Ca0.375MnO3 single crystal.
Images were acquired during field-warming after cooling in a 1 T magnetic field at
temperatures around the ferromagnetic transition: (a) 50 K, (b) 67.3 K, (c) 71.9 K,
and (d) 99.7 K. (e) Temperature dependence of magnetization and resistivity with
an applied field of 1 T during warming after cooling in a 1 T field. Circled regions
on the M (T) curve correspond to the imaging temperatures in (a) – (d).
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6.1.2 Size reduction in La5/8-yPryCa3/8MnO3
Despite the wealth of available literature on thin films [20,27,29,35-39], single-crystalline,
[22,24,25,31,33] and polycrystalline [21,34,40,41] forms of LPCMO, virtually no work has been
carried out on nanoparticles of this series of compounds [42], although reduction of particle size
to well below the characteristic phase separation length can be expected to have a great impact on
strain, and consequently on the magnetic properties of the system. Previous investigations of
mesoscopic properties in LPCMO confirm that reduced dimensionality can modify the behavior
of the system [30,36,41,43]. Podzorov et al. [30] found that unaccommodated martensitic strain
increased as the grain size in polycrystalline LPCMO was reduced from 17 μm to 3 μm, leading
to the suppression of the metal-insulator transition (MIT) and the stabilization of the paramagnetic
CD insulating phase. From a scale comparable to the phase separation length, the observations of
Singh-Bhalla et al. [36] crossed into the sub-micron regime in a study of magnetoresistance in
patterned thin film bridges ranging from 5.0 μm to 0.6 μm in width. Below 2.5 μm, discrete steps
began to emerge in the MIT and a downward shift in the transition temperature was evident below
0.9 μm. The widest range in sample dimension examined to date is found in a study by Deac et al.
[41] who prepared polycrystalline samples of LPCMO with different sintering temperatures,
resulting in grain sizes between 200 nm and 4.2 μm that showed a continuous variation of phase
fraction between FM and CO phases at low temperatures. We note that these studies of grain size
reduction in polycrystalline LPCMO have not crossed the ~ 100 nm threshold, below which
surface effects dominate the physics of manganite nanoparticles [44].
The opposing surface-driven trends observed in nanoparticles of materials with FM and
CO/AFM bulk magnetic order add an additional layer of interest (for a review see Ref. [45] and
references therein) to reduced dimensionality in phase-separated LPCMO [44,46]. The general
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trend upon reducing particle size to the nanoscale in a material with a ferromagnetic ground state
is a decrease in magnetization as defects, off-stoichiometry, and broken bonds near the surface
contribute to spin disorder, i.e. a magnetically dead surface layer which becomes significant in
ultrafine particles [46]. On the other hand, size reduction in materials with a CO/AFM ground state
can result in enhanced magnetization. Uncompensated spins at the surface of an antiferromagnetic
particle weaken the AFM state and give rise to ferromagnetic correlations in a surface layer [47].
Simultaneously, unscreened Coulomb interactions produce an inhomogeneous surface charge
distribution that interferes with charge ordering [48]. A core-shell model involving a CO/AFM
core and a glass-like surface state with ferromagnetic clusters embedded in a canted
antiferromagnetic background has been widely invoked to explain the weakening and/or
disappearance of the long-range CO/AFM phase in favor of weak ferromagnetism in nanoparticles
[45]. This phenomenon is well-documented in manganites, and has been observed in Ln1–
xAExMnO3

compounds with a single phase CO/AFM ground state (typically, x ~ 0.6 – 0.9) and in

nanoscale phase-separated compositions (x ~ 0.5) [47,49-51]. Here, we undertake a study of
progressive size reduction in LPCMO from several hundred nanometers to below 100 nm to
determine the impact on the stability of the CO/AFM phase and on the macroscopic phase
separation observed in the bulk system.
6.2 Sample preparation
Sub-micron particles of La0.25Pr0.375Ca0.375MnO3 of varying size were prepared using a solgel method. Precursor solutions of lanthanum, praseodymium, calcium, and manganese nitrates
were mixed in stoichiometric ratios. Citric acid was added to serve as a complexing agent of the
metal ions, and the pH of the solution was controlled by the addition of NH3. The solution was
aged and condensed at 80°C, dried at 120°C for a period of 24 h, and calcined at 500°C to remove
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Figure 6.3 X-ray diffraction patterns of La0.25Pr0.375Ca0.375MnO3 powders treated at 650°C, 850°C,
and 1050°C. Inset: representative TEM micrograph of the 850°C sample.

the organic materials. The resulting powder was divided and treated separately for 7 h at 650°C,
850°C, and 1050°C under an oxygen atmosphere yielding average particle sizes of 55 nm, 150 nm,
and 400 nm, respectively, as determined by SEM and TEM. For comparison, a single crystal of
La0.25Pr0.375Ca0.375MnO3 was prepared using an optical floating zone furnace. Figure 6.3 shows the
XRD patterns of the powder samples and a representative TEM image of the 150 nm particles.
Structural refinements confirm that each sample belongs to the orthorhombic Pnma space group.
The unit cell volume expands slightly with reduction in particle size, a phenomenon that has been
observed in other oxide systems [52,53] and can be attributed to repulsion between unpaired
surface electron orbitals. On the other hand, calculations [54] show that the Mn–O–Mn bond angle
(θ) decreases from the ideal 180° in the smallest particles, concurrent with a switch to the O’
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subtype of the Pnma structure in which cooperative Jahn-Teller distortions occur in addition to the
tilting of the MnO6 octahedra [55]. As will be seen later, this structural shift occurs along with the
suppression of the CO phase.
6.3 Magnetic properties
Figure 6.4 shows the zero-field-cooled (ZFC) and field-cooled (FC) temperaturedependent magnetization of single- and nanocrystalline La0.25Pr0.375Ca0.375MnO3. The curves show
several distinct transitions in the temperature range 10 – 300 K. In the single crystal sample (Fig.
6.4a), the shoulders in the magnetization at Tco ~ 225 K and TN ~ 180 K correspond to the chargeordering and antiferromagnetic transitions, respectively [5,21]. The lattice strain associated with
the CO phase is partially relieved as temperature is decreased and near TC ~70 K magnetization
grows abruptly as competing interactions become close in energy, allowing the development of
the ferromagnetic regions nucleated at higher temperatures [32] (see Fig. 6.2d). Below TC the drop
in magnetization at ~ 30 K has been associated with kinetic arrest of the relaxation process between
FM and CO/AFM phases [21]. Multiple transitions are also observed in the M (T) curves of the
400 nm (Fig. 6.4b) and 150 nm (Fig. 6.4c) particles. A clear feature near the charge-ordering
temperature of the single crystal confirms the presence of a stable CO phase in the powders, and
in fact Tco increases slightly to ~230 K as the particle size decreases (insets: Fig. 6.4b and Fig.
6.4c) in contrast to the downward shift in Tco often observed in nanostructured CO manganites
[50]. Below Tco two distinct phases to the growth of magnetization emerge in the powder samples
with a gradual development in the range 80 K < T < 200 K centered at ~ 120 –150 K, followed by
a sharp increase at TC2 ~ 45 K. As the particle size is decreased, the feature at TC2 becomes less
distinct and the low-field susceptibility increases, eventually resulting in a single broad
ferromagnetic-like transition when the particle size reaches 55 nm (Fig. 6.4d).
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Figure 6.4 Field cooled (FC) and zero-field-cooled (ZFC) temperature-dependent magnetization
curves for (a) single crystal, (b) 400 nm, (c) 150 nm, and (d) 55 nm LPCMO in an applied magnetic
field of 10 mT. Insets: magnified region near the charge-ordering transition.

A sharp anomaly in FC/ZFC magnetization curves similar to our TC2 feature has been
previously observed in powders of the CO compound Pr0.5Ca0.5MnO3 in the range of particle sizes
300 nm > d > 85 nm, and was attributed to a re-entrant spin-glass transition [50]. To examine the
possibility of a glass-like transition at TC2 we collected ac susceptibility curves in the lowtemperature range. However, the absence of any significant peak shift with measurement
frequency in ac susceptibility or memory effect in a dc magnetization aging protocol rules out
freezing as the origin of this feature. Alternatively, the qualitative similarity to the sudden growth
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in the single crystal magnetization at TC could indicate a similar mechanism for the step at TC2 .
The diminishing contribution of this feature to the total magnetization as particle size is decreased
together with its suppression by μ0 H ~ 1 T in magnetization curves measured under larger fields
(not shown), suggests that such bulk-like phase separation, if present, comprises only a small
fraction of the samples. We equate this bulk-like volume with the extreme end of the size
distribution of the powders that includes grains in excess of 500 nm. In this scenario the lowered
temperature (45 K) of the feature in the powders reflects the difficulty of establishing large phaseseparated regions in a sub-micron particle, consistent with the previously reported suppression of
the metal-insulator transition temperature in polycrystalline LPCMO with decreasing grain size
[30].
Figure 6.5 displays the field-dependent magnetization curves in the series of LPCMO
samples collected between 10 K and 300 K with a 10 K temperature interval. S-shaped isotherms
indicate the presence of multiple phases in the single crystal, 400 nm, and 150 nm particles (Fig.
6.5a – Fig. 6.5c), while the 55 nm particles (Fig. 6.5d) show only a ferromagnetic-like, though
unsaturated, field dependence. At T ~ Tco the larger samples are comprised of some combination
of CO and paramagnetic regions and magnetization increases linearly with field before undergoing
a saturating step at μ0 HSTEP ~ 1 – 3 T, marking the field-induced melting of the CO phase. Below
200 K a two-step magnetization curve develops in the 400 nm and 150 nm LPCMO powders (red
dashed lines in Fig. 6.5). The height of the initial step in magnetization near μ0 H = 0 increases
continuously with decreasing temperature, until the samples show soft ferromagnetic behavior for
T < 80 K. The double-step behavior reflects the presence of regions with distinct field sensitivities
at intermediate temperatures. The application of a small field first aligns existing ferromagnetic
regions [25] causing the magnetization to reach a plateau before the remaining CO phase is
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Figure 6.5 Field-dependent magnetization isotherms at various temperatures for (a) single
crystal (b) 400 nm (c) 150 nm and (d) 55 nm LPCMO. Dashed lines indicate the region of twophase growth in the magnetization curves.

converted to ferromagnetic order above some larger critical field value. In the single crystal
sample, the onset of CO melting shifts to progressively lower fields as the temperature is decreased
(grey dashed lines, Fig. 6.5a) but the two-step magnetization curve is only observed in the vicinity
of TC , where the ferromagnetic volume fraction develops rapidly.
Based on Fig. 6.4 and Fig. 6.5, the LPCMO samples show an increasing ferromagnetic
tendency as the particle size is reduced, in agreement with the general trend upon size reduction in
CO manganites. However, the mechanisms proposed for the suppression of the long-range CO
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phase on the nanoscale (charge accumulation, uncompensated spins, effective hydrostatic pressure
etc.) are, without exception, surface-driven [45]. In our 400 nm particles in particular, surface to
volume ratio is negligible and so the observed increase in magnetization with respect to the single
crystal cannot reasonably be accounted for by weak surface ferromagnetism. In addition, the
reduction in Tco that accompanies the progressive weakening of the CO phase with nanostructuring
in previous reports [44,56] is not observed in our 400 nm and 150 nm LPCMO samples. Therefore,
apart from surface effects another mechanism must contribute to the modification of phase
separation in sub-micron LPCMO particles.
As discussed in Section 6.1, strains originating from the different crystal structures of the
CO and FM regions below the charge-ordering transition are thought to play an important role in
stabilizing the large phase-separated regions in LPCMO [20,24,26,30]. The strain-loaded
accommodation regions at the boundary of the martensitic CO phase impose an intrinsic limit to
the domain size (ξ ≤ ~ 150 nm) and lock in glassy CO/AFM regions that do not grow further upon
cooling below Tg ~ 160 – 190 K [24,30,57]. While the size of undistorted FM domains is not strainlimited in the same way, glassy CO domains behave as pinning centers that inhibit the expansion
of the FM phase boundaries above TC [26]. Accommodation strain depends sensitively on grain
size since the disruption of cooperative lattice distortions at the grain boundary (an extended planar
defect) impacts the nucleation and growth of martensitic phases [30]. In LPCMO an increase in
the amount of strain-loaded CD parent phase as grain size decreased from 17 µm to 6 µm was
found to suppress the insulator to metal transition (TIM ~ TC ) from 125 K to 30 K [30]. In contrast
we observe an enhanced TC in our LPCMO particles in Fig. 6.4, suggesting that further reduction
of grain size to the sub-micron scale inhibits the formation of the large martensitic domains that
characterize the bulk sample. However, the persistence of a clear feature at Tco demonstrates that
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Figure 6.6 (a) Comparison of the field dependence of magnetization in all LPCMO samples at 70
K. (b) Temperature dependence of the ferromagnetic volume fraction VFM estimated from the
height of the initial magnetization steps in Fig. 6.5.

the CO phase itself is not destabilized by this restriction. Therefore we speculate that the CO phase
in fine LPCMO particles forms either in nanosized domains to minimize accommodation strain or
via a uniform structural transition similar to the case of Pr1-xCaxMnO3 [16]. This point is revisited
in Section 6.5.
In the absence of the long-range glassy strains associated with large martensitic CO/AFM
regions in the single crystal, ferromagnetic regions nucleated at high temperatures grow to
encompass a large volume fraction VFM of the powder samples as the temperature is lowered. By
comparing the height of the initial M (H) step in Fig. 6.5 with the expected saturation magnetization
of 3.6 μB ⁄f.u. based on the Mn3+/Mn4+ ratio in LPCMO, we estimate VFM (T) for the 400 nm and
150 nm samples in Fig. 6.6(b). The inflection point corresponding to the most rapid growth of VFM
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is designated as ‘TC ’ for the powder samples: ~120 K in the 400 nm particles and ~ 150 K in the
150 nm particles. We note that these critical temperatures are in good agreement with the first
appearance of small FM domains at ~125 K in single crystal samples, supporting the interpretation
of phase separation in LPCMO as an arrested first-order FM transition that occurs over an extended
temperature range as glassy CO/AFM regions inhibit the development of FM order at the
‘intrinsic’ higher temperature TC [24]. Based on the step-like behavior of the M (H) curves (Fig.
6.5) and the bifurcation of ZFC and FC magnetization curves (Fig. 6.4), some fraction of CO areas
coexist and compete with FM clusters in the range Tco > T > ~ 80 K with possible persistence of
short-range CO at low temperatures. Large irreversibility in the M (T) curves is observed even in
the 55 nm powders in which the long-range CO phase does not form, indicating that the FM phase
in these particles is not homogeneous. Recently, electron spin resonance has demonstrated that
despite the disruption of the long-range CO phase coherence and the disappearance of the transition
at Tco in nanosized samples, the strength of local CO correlations, governed by on-site Coulomb
interactions, is unaffected by size reduction in half-doped manganites and short-range charge
ordering coexists with ferromagnetic clusters in what has been described as a cluster glass state
[45,50,51].
In comparing the high-field magnetic moments of the LPCMO samples (Fig. 6.6a) it can
be seen that the single crystal and 400 nm particles reach the same saturated value of 3.8 μB ⁄f.u.,
consistent with a fully polarized ferromagnetic state. The melting of the CO/AFM phase with
moderate fields of ~3 – 5 T demonstrates that CO/AFM in LPCMO is unstable with respect to the
FM state compared to more robust CO compounds such as Pr0.5Ca0.5MnO3, which requires a field
of ~ 30 T to destroy the charge-ordered state [58]. The intrinsic stability of the CO phase has
implications for nanoscale behavior, as evidenced by the complete suppression of the CO transition
191

in our 55 nm particles in contrast to the observation of a coherent CO phase in particles as small
as 40 nm [59] in Pr1-xCaxMnO3. The relative strength of charge ordering in LPCMO as the particle
size is varied will be addressed in the following Sections. From Fig. 6.6(a), saturation
magnetization decreases to 3.0 μB ⁄f.u. (VFM ~ 0.8) in the 150 nm sample and the magnetization in
the 55 nm sample does not saturate but reaches 0.8 μB ⁄f.u. at 5 T (VFM ~ 0.2). It is clear that a
majority of spins in the smallest particles do not participate in a ferromagnetic phase despite the
disruption of long-range charge ordering. In contrast to the 400 nm particles, surface effects
become significant when the grain size falls below 100 nm. The strong reduction in the
magnetization of the 55 nm particles is consistent with a surface cluster glass state [45]. Under
small magnetic fields (Fig. 6.4 and Fig. 6.6) the powder samples, regardless of size, show an
increased field sensitivity over the single crystal that can be attributed to the absence of long-range
strains and the enhancement of the ferromagnetic component.
6.4 Magnetic entropy change
To further investigate the effects of size reduction on the phase coexistence in LPCMO,
the magnetic entropy change was determined in each sample between 10 K and 300 K based on
the magnetization isotherms shown in Fig. 6.5. Figure 6.7 shows SM as a function of temperature
for μ0 ΔH = 0.2 – 5 T. The peaks near each transition temperature have a predominately
ferromagnetic characteristic, i.e. SM (H) < 0. In the single crystal (Fig. 6.7a) the peak coinciding
with the critical temperature TC is the strongest feature in the SM (T) profile, and it can be seen
that SM (TC ) is uniformly negative. Any influence of the CO/AFM phase, expected to contribute
to SM in a positive manner [60,61], is masked by the strong response of the FM regions to field
changes in the dynamic phase-separated regime. In the 400 nm and 150 nm powders a strong
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Figure 6.7 Temperature dependence of magnetic entropy change (SM ) for field changes between
0.2 T and 5 T in (a) single crystalline LPCMO and (b) 400 nm, (c) 150 nm, and (d) 55 nm LPCMO
powders. Lines are a guide to the eye. Inset (a): magnification of ∆SM near the charge-ordering
transition. Inset (d): Re-scaled magnetic entropy change curves demonstrating universal behavior.

negative peak is also observed at TC consistent with the growth in the FM volume fraction, and a
small feature is observed at ~ 50 K associated with the step in magnetization seen at TC2 in the M
(T) curves.
Figure 6.8 shows the field dependence of SM at T = TC in each sample. A distinct change
in the slope of SM (H) occurs at μ0 ΔH ~ 2.0 T, 3.2 T, and 2.6 T for the single crystal, 400 nm,
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and 150 nm samples, respectively, in contrast to the expected scaling of the form ∆SM ∝ Hn for a
conventional ferromagnetic material (see Section 3.3.3). Based on Fig. 6.6, the ferromagnetic
volume fraction in the 400 nm and 150 nm powders is ~ 0.5 at TC with the remaining portions of
the sample comprised of CO regions. The two field intervals observed in the growth of the SM
(H) curves can be attributed to the saturation of preexisting FM domains at lower fields followed
by the melting of the CO phase to establish a homogenous FM phase. The observation that SM <
0 for all H in the large powder samples indicates that the FM phase grows easily in this range with
an applied magnetic field, similar to the case of the single crystal, dominating the opposing
CO/AFM contribution. From the behavior of the entropy change and magnetization in the
temperature range centered at TC we can infer a phase-separated scenario for the powders
analogous to the dynamic phase-separated regime of the single crystal in its sensitivity to small
magnetic fields, but occurring (1) on a shorter length scale (2) from higher temperatures and (3)
over a broader temperature range. In contrast to the multi-critical behavior found in the larger
samples, SM in the 55 nm particles increases monotonically with H near TC as expected in a
ferromagnetic material; the collapse of the re-scaled entropy change curves onto a single universal
pk

curve (Fig. 6.7d, inset) demonstrates that this transition is of second order. At high fields, ∆SM

scales as H0.41 in contrast to the H0.67 scaling predicted for a long-range ferromagnetic material
near a second-order transition [62]. The deviation from mean field behavior can be attributed to
the short-range interactions of the surface cluster glass state noted above.
Near Tco in the single crystal and larger nanoparticles, SM initially increases with applied
fields (inset, Fig. 6.7a) before the CO phase is destabilized and SM (H) begins to decrease. To
clarify the effect of a magnetic field on the stability of the CO phase, the peak magnetic entropy
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change (∆SM is plotted as a function of field near Tco (Fig. 6.9a – Fig. 6.9c). We recall that Tco >
TN in LPCMO and consequently the ordered phase in this temperature range is CO/PM rather than
CO/AFM. However, an increase in magnetic entropy is also expected near a pure CO transition in
pk

the absence of antiferromagnetic spin ordering [61,63], and so we relate the sign of ∆SM (H) to the
contributions of the distinct phases present in the usual way: the entropy change due to the FM
(CO) regions decreases (increases) with the magnetic field. For small H, the field strength is
pk

insufficient to melt the CO phase and ∆SM (H) is positive and increases to reach a maximum at a
critical field HC1 . Above HC1 , the field-induced CO → FM conversion causes the entropy to
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decrease. A second critical field HC2 can be identified at which ∆SM (H) changes slope and the
corresponding M (H) isotherm at Tco turns over into a region of slower linear response to magnetic
field. HC2 is taken as the endpoint of the field-induced CO melting process.
The range of fields over which the CO and FM phases coexist broadens from 0.8 T in the
single crystal to 2.1 T in the 400 nm particles, and finally to 2.4 T in the 150 nm particles. It has
been pointed out that the field-induced melting of the CO phase below Tco is unusually abrupt in
LPCMO compared to other CO manganites such as La0.5Ca0.5MnO3 since it occurs via growth of
pre-existing FMM clusters which reach a percolation threshold at a critical field [64]. More
typically, a magnetic field disrupts AFM spin order preferentially at the surface of CO/AFM
regions, giving rise to heterogeneous melting of the long-range CO phase through coexistence of
short-range CO and Jahn-Teller distorted FM phases in an intermediate field interval that can
extend over several Tesla [64]. The results of Fig. 6.9 suggest that the abrupt percolation-driven
CO melting in the single crystal gives way to a more gradual disruption of the CO phase along a
heterogeneous path similar to nanoscale phase-separated systems. In addition to the broadening of
the phase coexistence region as particle size is reduced, the onset of CO melting occurs at
progressively smaller fields from 3.2 T in the single crystal to 1.2 T in the 150 nm sample, a
consequence of increased field sensitivity that accompanies the absence of the strain glass state in
the powder samples.
6.5 Transverse susceptibility
To examine how the phase coexistence below Tco is influenced by magnetic fields we
performed transverse susceptibility TS measurements on the single crystal, 400 nm, and 150 nm
LPCMO samples. Figure 6.10 shows the variation in transverse susceptibility ratio ΔχT /χT as the
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Figure 6.10 Bipolar transverse susceptibility scans at representative temperatures swept between
5 T for (a) – (c) single crystalline LPCMO and (d) – (f) 400 nm LPCMO.

dc magnetic field is swept from +5 T to 5 T and 5 T to +5 at several representative temperatures
in the single crystal and 400 nm sample. Once saturated by a magnetic field in the static phaseseparated temperature range below TC , the field-induced transition in the single crystal is persistent
and the system remains in the FM phase during subsequent field cycling [32]. Thus the TS scan at
60 K (Fig. 6.10a) shows no field hysteresis or switching feature. As the system crosses into the
dynamic phase-separated region (Fig. 6.10b), switching features appear in the increasing-field (0
→

5 T) branches of the scans. At 100 K, the TS scans show a double switching behavior with
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asymmetric shoulders on the decreasing-field ( 5 T → 0) and increasing-field branches of the TS
loops. These features are associated with the FM → CO transition on the decreasing-field branch
and the CO → FM transition on the increasing-field branch. In general the CO → FM critical field
HS+ is greater than the FM → CO critical field HS– as the magnetic field is removed, characteristic
of a first-order transition coupled to the change or crystal lattice. Similar hysteresis is found in
field-driven CO/FM transitions in various Ln0.5AE0.5MnO3 compounds [65,66]. We note the
absence in all scans of symmetric peaks associated with effective anisotropy fields

HK that are

expected in conventional ferromagnetic materials [67]. This is consistent with the fact that the CO
and FM phases have different crystal structures and furthermore their volume fractions evolve with
field so that the overall magnetocrystalline anisotropy in the sample does not possess a stable,
well-defined easy direction. A double switching feature is also observed in the 400 nm and 150
nm powders for temperatures above TC . The broadened switching peaks in the powder samples
confirm our earlier observation based on SM that field-induced CO melting occurs through a
more gradual process than in the single crystal. Furthermore the TS ratio in the single crystal
undergoes a step-like increase to a high-susceptibility region between the switching fields (HS–
H

HS+ ), representing a very large difference in susceptibility between the saturated FM state and

the low-field region. In contrast there is a much smaller relative change in susceptibility between
the zero-field state in the LPCMO powders and the fully saturated FM state, consistent with the
weakening of the CO phase and increase in low-field sensitivity noted above.
In addition to identifying the critical fields for the CO → FM conversion, the μ0 Hdc = 0
susceptibility of LPCMO can be inferred from the transverse susceptibility curves. In Fig. 6.11 the
zero-field peak height ∆ χT ⁄χT

0

∆ χT ⁄χT (μ0 Hdc = 0) is displayed as a function of temperature
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for the 400 nm and 150 nm samples. ∆ χT ⁄χT is close to zero in the paramagnetic region just
0

below the CO temperature and the switching features ΔχT /χT (Hdc = HS± ) are large compared to the
zero-field peak (Fig. 6.10f). As the temperature is decreased ∆ χT ⁄χT develops in a similar
0

manner to the M (T) and VFM (T) curves as the growth of the ferromagnetic volume fraction
increases the global susceptibility. The strong growth in ∆ χT ⁄χT

0

at ~ 120 K in the 400 nm

sample and ~ 150 K in the 150 nm sample is in good agreement with the location of the SM peaks
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Figure 6.11 Transverse susceptibility ratio at μ0 Hdc = 0 as a function of temperature in 400 nm
and 150 nm LPCMO particles. Lines are a guide to the eye.
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at TC . In previous TS measurement on a y = 0.275 LPCMO single crystal, the ∆ χT ⁄χT ratio was
found to drop sharply as the system entered the low-temperature kinetically arrested state [68].
However, the ∆ χT ⁄χT

0

vs. T curve is featureless around TC2 in our powder samples, providing

further evidence that this temperature does not correspond to a freezing transition.
Figure 6.12 shows the temperature dependence of the switching fields (HS– and HS+ )
associated with the conversion between the CO and FM phases for the single crystal (Fig. 6.12a)
and nanostructured samples (Fig. 6.12b). The hysteretic region between HS+ and HS– indicated by
a hatched area represents a bistable region over which CO and FM states can coexist, characteristic
of the first-order phase transition. The critical field HSTEP corresponding to the step in the M (H)
curve as the field is increased from 0 to + 5T is also shown in Fig. 6.12(a) and coincides with the
increasing-field critical point HS+ as expected. In the single crystal, both HS+ and HS– decrease with
temperature representing, respectively, the onset of CO melting at lower fields and the increased
stability of the saturated FM state against field removal. The bistable region just below Tco
broadens as the temperature is lowered since HS– falls off more quickly with temperature than HS+ .
An equivalent diagram is constructed for the 400 nm (solid symbols) and 150 nm (open symbols)
particles in Fig. 6.12(b) In this case the bi-stable region is much broader in field and the stable CO
area is significantly reduced, primarily due to the behavior of HS– which is lowered dramatically as
the particle size decreases. For T < TC , the switching peaks are masked by the increase in
susceptibility and so HSTEP is taken as the upper boundary of the hysteretic region below TC . Below
80 K no signatures of phase coexistence can be distinguished from the TS or M (H) data.
In considering the hysteresis associated with the field-induced melting of the CO phase in
LPCMO it is instructive to draw an analogy with the better-studied temperature-induced CO
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melting around TC which is also characterized by strong hysteresis [24,25,27,34]. In general once
the FM phase is established, it tends to maintain control over the lattice since the formation of the
insulating CO/AFM phase within the FM state with itinerant carriers (i.e. on warming from below
TC ) is less favorable than its formation within the insulating paramagnetic parent phase with
localized carriers (i.e. on cooling from above Tco ) [24]. As a result ferromagnetic domains persist
to higher temperatures when warming than their nucleation temperature within the CO matrix on
cooling. A similar effect can be observed in the asymmetric switching peaks in LPCMO: once
saturated by an applied field, the CO phase is not restored during field removal until the field
becomes smaller than the critical CO melting field HS+ starting from the CO/mixed zero-field state.
The divergence of the switching fields HS+ and HS– is much more dramatic in the powder samples,
particularly for the 150 nm particles, suggesting that the accumulation of structural defects near
grain boundaries is responsible for pinning the FM phase as the magnetic field is removed. Local
strain inhomogeneities associated with structural defects affect the electronic properties of nearby
regions through the strong electron-lattice coupling in LPCMO, which can produce aggregation of
FM areas at grain boundaries or surfaces [19,32].
6.6 Effects of hydrostatic pressure
Finally, we examine the magnetic properties of the LPCMO series of samples under the
influence of hydrostatic pressure. In general, external pressure acts on the magnetic interactions in
manganites through control of the bandwidth W in a similar manner to ‘chemical pressure’ via
doping [69]. The increase in W accompanying applied pressure strengthens the double-exchange
interaction and favors a ferromagnetic metallic phase with itinerant carriers. Figure 6.13(a)
compares the temperature-dependent magnetization of the single crystal sample under applied
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pressures of P = 0 and P = 2.1 kbar. It can be seen that a dramatic increase (over an order of
magnitude) occurs in the magnetization when pressure acts in tandem with a small magnetic field
of 10 mT. The Curie temperature estimated from the inflection point in the derivative dM/dT
increases only moderately from TC ~ 80 K to TC ~ 86 K, indicating that while 2.1 kbar enhances
the small FM regions in the sample, it is not sufficient to affect the CO phase in a meaningful way.
More unusually, we observe a slight increase in the feature associated with the chargeordering transition from 223 K to 230 K (Fig. 6.13b), in contrast to the downward shift reported
in Tco in Pr1-xCaxMnO3 with a pressure coefficient d lnTco /dP ranging from
= 0.35 to 6

2

10-3 kbar-1 for x

10-3 kbar-1 for x = 0.5 as hydrostatic pressure increases the itinerancy of the charge

carriers and destabilizes the localized phase [69-71]. The shoulder in the magnetization curve
should be viewed as an approximate indication of the appearance of Tco since the charge-ordered
state can only be directly confirmed by techniques sensitive to its associated superlattice (e.g. Xray or neutron scattering), and therefore the possibility that pressure decouples this feature from
the true Tco cannot be ruled out. However, since it has been pointed out that in the range P < ~ 15
kbar the effects of pressure on manganites are essentially equivalent to those of a magnetic field,
it is interesting to determine whether the field dependence of Tco is consistent with an upward shift
in transition temperature. It can be seen from the inset of Fig. 6.13(b) that Tco initially increases
with applied field according to d lnTco /dH = 1.2
lnTco /dH = 3.5
3

T-1 to 7

10-3 T-1 then decreases with a coefficient d

10-3 T-1, in good agreement with previously reported coefficients of 2.2 10-

10-3 T-1 for Pr1-xCaxMnO3 [72]. Moritomo et al. found that pressure- and field-effects

can be scaled with a constant ratio [d lnTco /dP]/[ d lnTco /dH ] ~ 0.7 – 0.9 T/kbar, independent of x
[69]. Our estimate of this ratio (~ 1.2 T/kbar) in the small field and pressure region of LPCMO is
in reasonable agreement with the expected range and suggests that the anomalous upward shift in
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Figure 6.13 (a) Temperature dependence of magnetization in a single crystal
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M [P = 2.1 kbar] (emu/g)

0.04

Tco may be a real feature, a possibility that warrants further study with more direct probes. The
mechanism behind such an enhancement of Tco could be related to the martensitic nature of the
transition as such transformations are known to shift toward higher temperatures under hydrostatic
pressure in many shape-memory alloys [73].
Figure 6.14 shows the field cooled M (T) curves of the 400 nm, 150 nm, and 55 nm particles
under hydrostatic pressures of 0.5 kbar, 0.8 kbar, and 3.2 kbar, respectively. In the larger particles,
the charge-ordering feature is shifted toward higher temperatures as noted above for the single
crystal (Fig. 6.14a and Fig. 6.14b, insets). In general an increase in magnetization is observed
under pressure across the entire temperature range in all three powder samples, although the effect
is not as large as in the single crystal. The application of pressure makes a subtle feature seen
before in the M (T) curves of Fig. 6.4 more apparent. Namely, an increase in magnetization occurs
above TC in the 400 nm particles at a temperature that we designate T* (Fig. 6.14a). The two
transition temperatures increase with pressure according to Δ(ln T*)/ΔP = 0.12 kbar-1 and Δ(ln
TC )/ΔP = 0.055 kbar-1. This pressure coefficient for TC in the 400 nm particles is similar to the
single crystal sample [Δ(ln TC )/ΔP = 0.038 kbar-1] confirming that these relatively pressure
insensitive transitions are due to the same mechanism, that is, thermal melting of CO regions. The
greater pressure sensitivity of T* makes the distinct regions of growth more obvious in the P = 0.5
kbar magnetization curve and suggests that, in contrast to the situation at TC , this higher
temperature feature does not involve the CO phase. This observation has the important implication
that the ferromagnetic phase develops first within a region of the sample that is not charge ordered.
The existence of charge-disordered (CD) regions below Tco confirms that the charge-ordering
transition in the 400 nm powders retains the martensitic characteristic of the single crystal, with
CO regions forming within a CD parent matrix, rather than transitioning to a uniform CO phase at
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Figure 6.14 Comparison of P = 0 and P 0 field-cooled magnetization curves
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Insets: Magnification of the region around the charge-ordering transition.
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Tco . We note that the significance of the precursor temperature T* is only evident in the small
exciting fields of the M (T) measurements. The major growth in the FM volume fraction (Fig. 6.6)
at the expense of the CO phase occurs at TC ~ 120 K, and magnetic entropy change (Fig. 6.7) and
transverse susceptibility (Fig. 6.11) show only a single critical temperature at T ~ TC due to CO
melting. Although less distinct, a precursor effect is also visible in the 150 nm particles (Fig.
6.14b). In this case M (T*) comprises a larger fraction of the total magnetization compared to the
400 nm particles, which indicates that the volume of the unstrained magnetically soft CD phase
increases as the particle size is reduced.
In Fig. 6.15 field-dependent magnetization curves are shown for all samples at 217 K and
180 K under various applied pressures. The application of hydrostatic pressure has the effect of
suppressing the metamagnetic S-shaped behavior of the M (H) curves and favoring the
development of the ferromagnetic phase at lower fields. Just below Tco (217 K) the critical field
HSTEP for the CO melting, taken as the inflection point in the derivative dM/dH, shifts lower in
field as P increases. In the single crystal the decrease in HSTEP with P is linear (Fig. 6.16) and we
can extrapolate ~16 kbar as the critical pressure for the complete suppression of the CO phase. As
particle size decreases, HSTEP shows a heightened sensitivity to small pressures and HSTEP (P) can
be modeled with an exponential decay in the powder samples. By ~7 – 10 kbar magnetization
begins to increase from zero field in the 400 nm and 150 nm powders. Since no preexisting FM
regions are expected at this temperature, the change in the functional form of HSTEP (P) is
consistent with different processes for the field-induced melting of the CO phase in a single crystal
and sub-micron particles of LPCMO. At 180 K, HSTEP once again varies linearly with pressure in
the single crystal with a similar slope but lower critical pressure for CO suppression (~12.5 kbar)
compared to 217 K. In contrast the step feature is completely suppressed by 7.6 kbar in the 400
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Figure 6.16 Pressure dependence of critical field HSTEP identified in the M (H) curves of
single crystal and powder LPCMO samples at 217 K (solid symbols) and 180 K (open
symbols). Solid lines represent best fits of 217 K data to linear decay (single crystal) and
exponential decay (powder samples). Dashed lines are a guide to the eye for 180 K data.

nm particles and 4.2 kbar in the 150 nm samples and the magnetization curves increase smoothly
from zero field to saturation. From the results of Fig. 6.14, we expect that a small fraction of FM
domains are pre-formed in the larger powder samples at 180 K (T < T*) and, stabilized by
increasing pressure, these regions grow rapidly to melt the CO phase at low fields.
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6.8 Conclusions
In this Chapter we examined the effects of systematically reducing particle size to the
nanoscale in La0.25Pr0.375Ca0.375MnO3, a system whose bulk form is comprised of micron-sized
phase-separated regions. We find that surface effects alone cannot account for the increased
ferromagnetic tendency as the particle size is reduced. In sub-micron particles of LPCMO, the
long-range martensitic accommodation strains and glassy nature of the large CO/AFM regions that
form in LPCMO single crystals are inhibited. The results of our magnetic, magnetocaloric,
transverse susceptibility, and pressurized magnetization measurements suggest that as particle size
is reduced, the amount of unstrained charge-disordered phase below Tco increases while the CO
phase is more easily destabilized by applied magnetic fields, hydrostatic pressure, and thermal
fluctuations. As a result, 400 nm and 150 nm LPCMO particles exhibit a more sensitive response
to small magnetic fields and undergo a ferromagnetic transition at 120 – 150 K, in contrast to the
case of the single crystal in which long-range strains inhibit the development of the FM phase
above ~ 70 K. When grain size is reduced below 100 nm, surface effects become significant and
the charge-ordering transition is suppressed, giving rise to a single second-order ferromagnetic
transition. A strong reduction in magnetization indicates that the weak ferromagnetism in 55 nm
particles arises from a surface cluster glass state. In contrast to the abrupt, percolative melting of
the CO phase by a magnetic field in an LPCMO single crystal, the field-induced disruption of the
CO phase in the powder samples occurs through a more gradual heterogeneous process in which
FM and CO regions coexist over a broad field interval. Transverse susceptibility measurements
reveal field hysteresis in the conversion between CO and FM phases that increases dramatically in
the LPCMO particles as grain boundaries agglomerate and pin the FM phase.
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Figure 6.17 Illustration of proposed phase separation scenario at T ~ TC for LPCMO upon particle
size reduction to the nanoscale. White, black, and grey regions represent the parent matrix [a
combination of charge-ordered/antiferromagnetic (CO/AFM) and charge-disordered paramagnetic
(CD/PM) regions] ferromagnetic (FM), and cluster glass (CG) phases, respectively. Strains
associated with the large glassy CO regions in (a) the single crystal cannot be accommodated in
fine powders, giving rise to (b) nanoscale phase separation in the 400 nm and 150 nm powders with
reduced CO volume fraction. (c) As particle size is reduced below ~ 100 nm, surface effects disrupt
the coherent CO phase, although local CO correlations remain, and a cluster glass forms on the
surface of the particle.
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Figure 6.17 illustrates the scenario proposed to account for the effects of particle size on
phase coexistence in La0.25Pr0.375Ca0.375MnO3. Strains associated with the formation of large
martensitic domains (Fig. 6.17a) cannot be accommodated as the grain size is reduced. To
minimize strain loading in small particles, nanosized CO domains form at Tco with a decreasing
total volume fraction (Fig. 6.17b). In both the single crystal and large particle samples, FM
domains nucleate and grow within charge-disordered portions of the sample at high temperature
before the FM volume of the sample increases strongly at the expense of CO regions at T ~ TC . In
the single crystal the transition is kinetically arrested by cooperative freezing, giving rise to
micron-sized phase separation at low temperatures. In contrast, only soft ferromagnetic behavior
can be observed below ~ 80 K in the LPCMO powders, indicating that the CO → FM conversion
is complete at low temperatures. As particle size is reduced below ~ 100 nm, surface effects disrupt
the long-range CO phase, giving rise to a cluster glass with short-range FM regions, local CO
correlations, and canted antiferromagnetism (Fig. 6.17c).
In summary, we have studied the effects of size reduction in La0.25Pr0.375Ca0.375MnO3 by
comparing the properties of the single crystal sample and sub-micron particles with average sizes
of 400 nm, 150 nm, and 55 nm.

Magnetic, magnetocaloric, and transverse susceptibility

experiments reveal phase coexistence in the bulk, 400 nm, and 150 nm particles. The ferromagnetic
volume fraction increases with size reduction, until the long-range CO phase is suppressed below
some critical size, ~100 nm. With size reduction, magnetization and field sensitivity first increase
as the glassy nature of the CO/AFM phase in the single crystal is inhibited, then decrease as surface
effects become increasingly important. The trend that the FM phase is stabilized on the nanoscale
can be contrasted with previous observations of microscale stabilization of a strain-loaded charge-
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disordered phase, demonstrating that in terms of the characteristic phase separation length, a few
microns and several hundred nanometers represent very different regimes in LPCMO.
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CHAPTER SEVEN1
New Magnetic Phase Diagram and Dynamic Properties of Single Crystal and
Polycrystalline Ca3Co2O6
In this Chapter, the magnetic entropy change in a single crystal of the geometrically
frustrated spin chain cobaltite Ca3Co2O6 has been determined under the influence of a wide range
of temperature and magnetic field variation. Our findings are consistent with the spin-density wave
description of the zero-field order, and with the suppression of the modulated state at low field.
Metamagnetic transitions to the ferrimagnetic up-up-down configuration and full ferromagnetic
alignment are observed upon the application of moderate magnetic fields in the c-direction. At low
temperatures, an increase in ΔSM supports the presence of short-range magnetic correlations
coexisting with long-range order up to large fields. A new magnetic phase diagram has been
constructed from the magnetic field and temperature dependence of magnetic entropy change. A
similar static magnetic phase diagram is observed in polycrystalline samples with grain sizes of ~
1 µm and 440 nm, indicating that these features are robust with respect to sample morphology.
The relaxation processes in the system are studied through the decay of remanent magnetization,
ac susceptibility, and Argand diagrams. The introduction of grain boundaries in Ca3Co2O6
weakens the slow-dynamic state, widens the low-temperature distribution of relaxation times, and
lowers activation energies within the Arrhenius-like relaxation regime.

1

Portions of these results have been previously published [Lampen et al., Physical Review B 89, 144414 (2014)]
and are utilized with permission of the publisher.
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7.1 Introduction
The magnetic behavior of the spin chain cobaltite Ca3Co2O6 combines geometric
frustration with intrinsic low-dimensionality, giving rise to complex physical phenomena that
continue to attract a great deal of interest [1-7]. Ca3Co2O6 consists of face sharing CoO6 trigonal
prisms and CoO6 octahedra alternating along the c-axis to form chains. The chains are arranged on
a triangular lattice in the ab plane and separated by non-magnetic Ca ions. As a result, the system
exhibits pronounced quasi one dimensional magnetic characteristics, and geometric frustration
arises due to antiferromagnetic couplings between Ising-like spin chains which cannot be satisfied
simultaneously on the triangular unit. Neutron diffraction, magnetization, and specific heat studies
[8-10] indicate long-range magnetic ordering in the chains below T ~ 25 K in good agreement with
the predicted strength of the intrachain ferromagnetic exchange parameter (J1 ~ 25 K) [2]. A large
splitting between the magnetization curves measured in a zero-field-cooled (ZFC) protocol and a
field-cooled (FC) protocol (Fig. 7.1a) shows that significant energy barriers to spin reversal are
present throughout the ordered temperature region as expected in a glassy system. A cusp in the
ZFC curve near ~12 K marks a crossover in relaxation mechanisms [11] that will be discussed in
Section 7.3.
The application of a small magnetic field to a geometrically frustrated triangular unit of
antiferromagnetically coupled Ising spins has the effect of lifting degeneracy and imparting a
preferred orientation to the third spin, resulting in an up-up-down ‘ferrimagnetic’ arrangement of
the spins on the corners of the triangle, producing a net moment equal to 1/3 of the ferromagnetic
(up-up-up) value [12]. An up-up-down ferrimagnetic configuration of the spin chains in Ca3Co2O6
can be inferred from the magnetization plateau with M ~ MS /3 established by small dc fields (Fig.
7.1b) [6,10]. A large enough magnetic field (~3.6 T) reverses the antiparallel spin chain to produce
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Figure 7.1 (a) Zero-field-cooled (ZFC) and field-cooled (FC) magnetization in a single crystal of
Ca3Co2O6 with H || c. Magnetic hysteresis loops at (b) 25 K and (c) 5 K. Insets: First derivative of
magnetization dM/dH vs. H.

an up-up-up arrangement with saturated magnetization. The more unique aspects of the fielddependent magnetization curves in Ca3Co2O6 occur below 10 K, where additional plateaus emerge
in the magnetization at regular field intervals, accompanied by an increase in magnetic hysteresis.
These features are illustrated in Fig. 7.1. At 25 K two steps are observed in the M (H) curves (Fig.
7.1b) with plateaus at M ~ MS /3 (corresponding to 2/3 of the chains aligned with the field and 1/3
of the chains anti-aligned) near H = 0, and M ~ MS = 4.8 μB ⁄f.u. for μ0 H ≥ 3.3 T; this second
critical field approaches 3.6 T as the temperature is lowered. At 5 K additional steps are observed
at 1.2 T and 2.4 T, splitting the ferrimagnetic magnetization plateau. Due to similarities with
experimental results on single-molecule-magnets, quantum tunneling of magnetization (QTM)
was proposed as the driving mechanism behind the multiple step behavior [13], although the
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appearance of the additional plateaus also corresponds to the onset of extremely slow spin
dynamics, while their number and height depend strongly on history and sweep rate, indicating
that non-equilibrium processes may underlie this phenomenon [1,4,12,14-16].
7.2 H-T phase diagram of Ca3Co2O6
Although the question of the true magnetic ground state of this complex spin chain system
and its temperature- and time-variation have been highly scrutinized, less work has been
undertaken on the evolution of the magnetic state under the influence of a field. Available phase
diagrams based on bulk magnetization [10,17,18] and muon spin relaxation measurements [19],
do not include the recently identified spin-density wave ground state and short-range order phases
[5,7,20], or low-temperature features. In this Section we have applied the magnetic field and
temperature dependence of magnetic entropy change as a probe of the magnetic states of Ca3Co2O6
to establish a more comprehensive magnetic phase diagram for this exotic system.
7.2.1 Previous phase diagrams
Due to the nature of its geometry and single-ion axial anisotropy, Ca3Co2O6 has long been
considered a model triangular-lattice Ising antiferromagnet, with low-temperature long-range
order in the form of the partially-disordered antiferromagnetic (PDA) phase found in some
geometrically frustrated ABX3 compounds such as CsCoCl3, in which 2/3 of the chains couple
antiferromagnetically with the remaining 1/3 incoherent (see Section 2.3) [10,21-23]. In previous
phase diagrams a PDA phase has been assumed in Ca3Co2O6 given similarities to the Ising-like
ABX3 compounds. However, the ferromagnetic nature of the intrachain interaction in Ca3Co2O6
represents a key distinction (see Section 2.5.2), leading to a helical exchange pathway along the caxis between Co sites on adjacent chains that renders the framework of the PDA phase – in which
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Figure 7.2 (a) 1997 phase diagram of Ca3Co2O6 proposed by Kageyama et al., (Ref. [10],
reproduced with permission). (b) 2004 phase diagram of Ca3Co2O6 proposed by Goko et al., (Ref.
[18], reproduced with permission). (c) 2007 phase diagram of Ca3Co2O6 proposed by Takeshita et
al., (Ref. [19], reproduced with permission).

in-plane antiferromagnetic interactions can be considered completely decoupled from intrachain
interactions – inadequate to describe the ground state of the system. In 2008 resonant X-ray
scattering [24] revealed a periodic modulation in the magnitude of the moment in the c-direction.
Subsequent neutron scattering and computational results have unambiguously established the
existence of a spin-density wave (SDW) along the c-axis with long periodicity (up to ~1000 Å),
and a phase shift of 120o between adjacent chains [1,9,25].
In the earliest proposed phase diagram for Ca3Co2O6 by Kageyma et al. [10] (Fig. 7.2a), as
well as the later works of Maignan et al. [17], and Goko et al. (Fig. 7.2b) [18], the establishment
of the ferrimagnetic (FIM) up-up-down state is shown to occur only after the application of a
substantial magnetic field. In these cases, the critical field was taken as the field at which the
magnetization of the M (H) curve crosses MS ⁄3. Determined in this way, the apparent critical field
for the FIM phase will be quite large (up to 2 T) depending on the rounding of the steps. On the
other hand, simulations have shown that a weak field breaks the ground state degeneracy resulting
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in the FIM up-up-down phase, while rounding of the steps could be accounted for by a random
exchange term simulating the inhomogeneity of a real system [15]. The antiferromagnetic and
ferromagnetic Bragg peaks that collectively describe the FIM phase also show a rapid step close
to 0 T [7,26]. Therefore, although the spin chains cannot be described as perfectly rigid due to
thermal fluctuations, the overall magnetic order is up-up-down from very small fields, suggesting
that the M (H)-based approach overestimates the critical field at which the system becomes
ferrimagnetic. In fact, Takeshita and Goku et al. modified their earlier magnetization-derived
diagram (Fig. 7.2b) on the basis of a µSR measurement, placing the boundary between the PDA
and FIM phases near 0.4 T (Fig. 7.2c) [19].
Finally, in all previous phase diagrams the appearance of irreversibility in the ZFC and FC
M (T) curves at ~10 – 12 K is taken to indicate the spin freezing temperature, below which no
features are reported, in contrast to more recent observations that the long-range zero-field order
(SDW rather than PDA) persists to 2 K [5]. As described below, magnetic entropy change
measurements have allowed us to extend the major phase boundaries to low temperature, identify
additional critical fields within the FIM phase, and modify the phase diagram to reflect recent
advances in the understanding of the system.
7.2.2 Magnetic entropy change measurement
High-quality single crystalline samples of Ca3Co2O6 were grown using a flux technique
with K2CO3 and KCl flux [17]. This method yielded needle-like single crystals with dimensions
up to 7 mm x 1.5 mm x 1.5 mm. Isothermal magnetization curves were collected over a temperature
range of 2 – 20 K at intervals of 1 K, and 10 – 120 K at intervals of 5 K. The magnetic field was
stabilized before taking a data point every 0.07 T with a sweep rate of 0.01 T/s between points up
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to a maximum field of 7 T. In the low-temperature region (2 – 20 K) the system was warmed to
100 K – well above the onset of long-range magnetic order – in between the acquisition of each M
(H) curve in order to clear the sample history and minimize the development of time-dependent
phases. The magnetic entropy change in the system is calculated in the usual way through the
application of Eqn. 3.18 to a series of M (H) isotherms collected across the temperature region of
interest in Ca3Co2O6.
At low temperature Ca3Co2O6 is characterized by very slow dynamics and a unique timedependent order-order transition [5,13]. Therefore the measurement protocol, in particular thermal
history, is an important consideration in evaluating the observed magnetization and hence the
magnetic entropy change. To illustrate these effects, ΔSM (T, H) was calculated after acquiring a
second set of data between 20 K and 2 K without the intermediate warming step, i.e. measuring an
M (H) isotherm, decreasing the temperature by 1 K, then acquiring the next isotherm immediately
after temperature stabilization, for an effective cooling rate of ~1.2 K hr-1. Figure 7.3(a) compares
the entropy change as a function of temperature for measurement protocols with (solid symbols)
and without (open symbols) the intermediate warming step.
Above ~14 K, the ΔSM (T) curves at a given field in Fig. 7.3(a) lie on top of one another.
At the onset of the slowing dynamics a splitting occurs between the data sets obtained under
different protocols. The temperature at which the ΔSM (T) curves diverge is in good agreement
with the appearance of a short-range magnetic order phase, as discussed below in Section 7.2.4.
The dependence of ΔSM on measurement protocol is related to the well-known non-equilibrium
and after-effects introduced by a changing magnetic field applied in a glassy region [27,28]. While
the Maxwell relation is strictly valid only under thermodynamic equilibrium conditions, artifacts
associated with the use of the Maxwell relation at a first-order transition where non-equilibrium
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effects give rise to hysteresis can be eliminated by warming the sample well above TC between
measurements, ensuring that the transition is always crossed in the same manner (see Section
3.3.3). We take a similar approach in collecting M (H) curves for analysis the slow-dynamic region
of Ca3Co2O6. From Fig. 7.3(a), it can be seen that very large apparent values of magnetic entropy
change occur when the warming step is not undertaken, as repeated application and removal of a
field in the low-temperature region result in arbitrarily large differences in the magnetic state
between successive isotherms.
In addition to non-equilibration effects, a small amount of a time-dependent commensurate
antiferromagnetic phase (CAFM) may be present in the system for the data taken without warming,
since the thermal history is not erased. An ultraslow zero-field order-order transition between the
incommensurate SDW and the commensurate CAFM phase with distinct translational symmetry
occurs between ~ 8 K and 12 K [5,26,29]. When the system is quenched below this range, the
high-temperature magnetic state is ‘frozen in’ and the CAFM phase does not develop. At
intermediate temperatures, the CAFM phase evolves with a characteristic time on the order of
hours [τ = 1.4 h at 10 K and τ = 3.9 h at 8 K] and the transition is never complete [5]. A detailed
study of the time dependence of the relative phase fractions found no significant CAFM signature
in data binned over the first 15 minutes of aging [5]. Therefore, the presence of the CAFM phase
can be ruled out in the case of our magnetization data collected under the warming protocol, in
which the system was cooled rapidly (in excess of 2 K/min) to each temperature of interest and a
magnetic field was applied to initiate the M (H) measurement immediately after temperature
stabilization.
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7.2.3 Ferrimagnetic phase
Below 25 K, complex temperature- and field-induced features are apparent in the ΔSM (H,
T) surface (Fig. 7.3b), indicating that the system undergoes several transitions. The details of the
local features in the entropy change are best understood through an examination of its field
dependence at several representative temperatures. The gradual and uniform decrease in ΔSM (H)
at T = 30 K (Fig. 7.4a) with increasing external field strength is a signature of short-range
correlations within the chains that form at high temperatures [3,30,31]. The localized
ferromagnetic clusters in the chains are stabilized and expanded by the application of a moderate
field. As the temperature is decreased below the onset of long-range order, the variation of ΔSM
with applied field becomes non-trivial. At 15 K, ΔSM exhibits a minimum at μ0 HC1 ~ 2 T (Fig.
7.4b), then increases in the range 2 T < μ0 H < 3.5 T. A second metamagnetic transition occurs at
μ0 H ~ 3.5 T above which ΔSM (H) decreases monotonically with applied field as expected in a
ferromagnetic material. This observation is consistent with Fig. 7.1 and previous reports [6,10,20],
that indicate the establishment of ferromagnetic order (up-up-up) for fields exceeding 3.6 T.
Therefore, we label this critical field HFM .
Below HFM the chains in the system are arranged in the FIM state, which is established by
small applied fields as noted above. In Fig. 7.4(b) the decreasing values of ΔSM observed for H <
HC1 are consistent with enhanced intrachain ferromagnetic order resulting from an increase in the
field applied along the c-axis. However when the magnetic field exceeds a certain value HC1 it
begins instead to contribute to disorder in the system, as can be seen from the increase in ΔSM with
field above HC1 . Given the known relationship among chains on the triangular lattice unit at the
endpoints of field range HC1 < H < HFM over which ΔSM increases, that is, ↑↑↓ at HC1 and ↑↑↑ at
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HFM , it is reasonable to attribute the increase in the entropy within this interval to the reversal of
the spin chain aligned in opposition to the field direction. This process is quite extended in field;
however, we note that it involves the flipping of a large (theoretically infinite) number of individual
spins against the satisfied ferromagnetic intrachain interaction at a high cost in energy.
The minimum value in the entropy ΔSM (HC1 ) increases as the temperature is lowered, with
a crossover in the initial (low-field) entropy change from ΔSM (H) < 0 to ΔSM (H) > 0 at 12 K
(Fig. 7.4c). Below 12 K, ΔSM is characterized by the emergence of a positive peak at a field HC2
that increases as the temperature is lowered and reaches ~2.4 T at 2 K. The field required to
saturate the sample also increases rapidly below 12 K, such that by 5 K no critical field exists
above which ΔSM (H) decreases uniformly, i.e. a homogeneous ferromagnetic phase is not
established by magnetic fields up to 7 T. These observations point to growing disorder in the
system as the temperature is decreased.
7.2.4 Short-range order phase
An unusual drop in the intensity of antiferromagnetic reflections at low temperatures has
been noted in Ca3Co2O6 by several groups [32,33]. This phenomena has been attributed to the
existence of short-range magnetic ordering with a correlation length ~180 Å – 250 Å coexisting
with long-range order phases at zero field [7,9]. Resonant magnetic X-ray scattering (RMXS) has
confirmed that only a fraction of the total spin moments contribute to the signal in the SDW state,
with the rest exhibiting short-range order (SRO) [20]. Such SRO is manifested as a Lorentzian
contribution to the antiferromagnetic Bragg peaks that appears below 15 K, and reaches a
maximum at 8 K with an equilibrium volume fraction of ~0.4 [5,7]. While some description of the
properties of the SRO phase has been provided experimentally, such methods are not suited to
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address its origin. However, theoretical investigations of the origin of the low-temperature
magnetization steps have shown domains of reduced metastable magnetization that may be related
to the observations of SRO: In several studies, authors defined cells of spin chains with various
discrete interaction energies (e.g. ranging from

6 to

6) depending on the number of ‘up’ ( 1)

and ‘down’ ( 1) nearest neighbors [4,16,17,34]. Cells corresponding to the up-up-down
configuration form the majority phase when a small field is simulated, but a significant number of
cells with different energies are also present. These differently configured spin chain units tend to
chain or cluster into interlinked domains that span a number of crystallographic unit cells [4,16,34].
From Fig. 7.4(c) – Fig. 7.4(e), the presence of the SRO antiferromagnetic phase, expected
to contribute to the total magnetic entropy in a positive manner, is evident from the observation of
ΔSM > 0 for all applied fields at low temperatures. A positive peak in ΔSM (H = HC2 ) is the
predominant feature in the low- to moderate-field range below ~ 10 K. While the origin of the
peak is unclear, given its observed temperature dependence it is most likely associated with the
presence of SRO. For 10 K < T < 15 K the SRO phase is present but not significant based on the
small values of HC2 and ΔSM (HC2 ). As T → 2 K, HC2 approaches 2.4 T, the field at which the
second fractional magnetization plateau is seen in the M (H) curves. Recent Monte Carlo results
predict a fractional reversal of spin chains as the magnetic field is increased just below this second
magnetization step, initially introducing more disorder into chains aligned against the field [16].
This may be related to our observation of a local maximum in ΔSM (H) near this field at 2 K,
however we note that the exchange constant J3 was neglected in this model. It is clear from the
monotonic increase of ΔSM and the non-saturation of the magnetization below 6 K that some
degree of the SRO phase persists up to the highest fields available in our experimental setup,
consistent with reports of non-zero SRO intensity persisting to high fields in neutron diffraction
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patterns at 2 K [7]. Our current results and other reports [1,4,20] indicate that the overall magnetic
state for H < HC1 is ferrimagnetic at low temperatures, although with greater complexity than the
up-up-down configuration present for T > 10 K. Collectively, the intermediate chain configurations
in the multiple-magnetization-step range can be described as belonging to a metastable
ferrimagnetic (mFIM) phase.
7.2.5 Spin-density wave
Spin-density wave ground states are not uncommon in geometrically frustrated systems
which possess strong single-ion anisotropy, but these states are generally sensitive to perturbations
such as a magnetic field [35]. In Ca3Co2O6 the field-induced transformation from the zero-field
SDW to the FIM phase must necessarily be complete once sufficient field is applied to result in
the initial magnetization step, where the FIM phase is unambiguously established. In the ΔSM (H)
curves measured between 2 K and 25 K we note the absence of a clear feature (i.e. a peak) in an
appropriate field range to be attributed to the suppression of the SDW. However a change in slope
at low fields, visible as a peak in a plot of d(ΔSM )⁄dH vs. H (Fig. 7.4f), points to a shift in the
balance of phases contributing to the magnetic entropy. The field-induced crossover from the SDW
to the FIM phase was observed directly by Mazzoli et al. with RMXS as an incommensurate to
commensurate ‘lock-in’ transition [20]. At 5 K, this transition occurred at ~0.4 T, in good
agreement with the peak location we find in d(ΔSM )⁄dH. Crossover fields reported for various
temperatures in Ref. [26] show similarly good agreement with the low-field slope change in ΔSM ,
providing additional support for the interpretation of this feature as the relaxation of the SDW,
hereafter referred to as HSDW . This critical field is more or less temperature-independent between
20 K and 10 K (~0.1 T – 0.2 T), but grows significantly at low temperatures. In order to exit the
SDW phase, the system must decrease the coherence length of the chains in the c-direction in order
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Figure 7.5 Magnetic phase diagram of Ca3Co2O6 including ferromagnetic (FM), ferrimagnetic
(FIM), metastable FIM (mFIM), short-range-order (SRO), and spin-density wave (SDW) phases
derived from critical points of the field and temperature-dependent magnetic entropy change as
described in the text. Dashed lines represent locations of the magnetization steps taken from M
(H) curves.

to minimize the energy required to relax the modulation, which has a periodicity of up to 1000 Å
in Ca3Co2O6 [20,25]. The frozen free energy landscape at very low temperatures in this frustrated
system make such a relaxation increasingly costly in terms of Zeeman energy.
7.2.6 Phase diagram
In Fig. 7.5, a phase diagram is constructed based on our observations of the magnetic
entropy change in Ca3Co2O6. The field at which the system enters the ferromagnetic state (HFM )
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is taken as the field above which ΔSM decreases uniformly. This value remains close to 3.6 T
between 25 K and 8 K in agreement with the location of the step in magnetization, marked by a
dashed line. Between HC1 and HFM , the entropy of the system increases during the flipping process
of the ‘down’ spin chain in the up-up-down configuration. Short-range correlations with an
antiferromagnetic character are present below 15 K and grow in volume fraction as the temperature
is lowered, resulting in a crossover from ΔSM (H) < 0 to ΔSM (H) > 0 at 12 K. The SRO phase is
destabilized by magnetic fields, but below 6 K is not completely suppressed in fields of up to 7 T.
A line bordering the region in which the SRO phase contributes significantly to the magnetic
behavior is extrapolated between the point at which HFM begins to increase and the emergence of
HC2 – a local maximum in ΔSM (H) attributed to field-induced disorder in chains aligned in
opposition to the applied field. Below ~ 14 K slowing dynamics result in the dependence of the
observed features on measurement protocol (see Fig. 7.3). Figure 7.5 thus presents the ‘rapidcooled’ phase diagram of Ca3Co2O6; modifications can be expected at low temperatures if the
CAFM phase is allowed to develop or the thermal history is not erased between successive
measurements.
As discussed in Section 7.2.1, the first proposed phase diagram for Ca3Co2O6 by Kageyama
et al. in 1997 (Fig. 7.2a) relied on the steps in the M (H) curves to define the boundaries between
FIM and ferromagnetic phases [10]. A nearly identical magnetization-derived diagram was
reported in 2004 (Fig. 7.2b) [18] and modified in 2007 via µSR [19] (Fig. 7.2c) by Takeshita and
Goko et al. The boundary between the zero-field order (identified in all cases as PDA) was taken
as the point at which M = MS ⁄3 by Kageyama et al. and Goko et al., resulting in large apparent
critical fields. It is interesting to note that in Fig. 7.2(c) the µSR-based crossover field of 0.4 T
between PDA and FIM phases is in good agreement with the field range of the SDW suppression
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observed by RMXS [20], and in the current magnetic entropy study. Utilizing the temperatureand field-dependence of ΔSM has enabled us to modify the phase diagram to reflect the current
understanding of the role of SDW and SRO phases in Ca3Co2O6, as well as to extend results to
temperatures below the onset of slow dynamics (~10 K). Although derived from bulk
magnetization, the magnetic entropy calculations provide greater sensitivity to field-induced
variation within macroscopic phases. Consequently, in this study we have resolved sub-features of
the FIM phase including the field extent of conversion between the up-up-down and up-up-up
configurations at high temperature that has not previously been reported, as well as a critical field
HC2 at which a maximum entropy occurs in the metastable FIM region. These phenomena are of
interest for further study with more direct experimental probes (e.g. neutron and/or X-ray
scattering) and computational techniques.
7.3 Grain boundary effects
The combination of pseudo-1D geometry, strong axial anisotropy, and helical exchange
pathways in Ca3Co2O6 give rise to large characteristic lengths for the magnetic interactions in the
system. In a single crystal, the magnetic correlation length ξ along the c-axis is > 550 nm just
below 25 K. ξ initially decreases with temperature before assuming a constant value of 275 nm
below 12 K, while the SDW wavelength grows continuously from 70 nm at 23 K to 150 nm at 2
K [24]. These long-range magnetic correlations have motivated several studies of nanostructured
Ca3Co2O6, including thin films [36,37], aligned nanorods [38] and ball-milled nanopowders [39].
However, the results of these studies have been inconsistent on the subject of steps in the M (H)
curves. The two-step magnetization curve signifying a field-induced FIM→FM transition at 10 K
is observed in films, rods, and powders with an axial dimension ranging from 300 nm to 35 nm
[36,38,39], while a separate study on a 200 nm film reported no steps in the 10 K magnetization
236

[37]. The multiple metastable magnetization steps that characterize the low-temperature region in
the bulk system are generally absent in the nanometric samples, although a single step-like feature
near H = 0 appears to be present at 2 K in films as thin as 60 nm grown by PLD [36]. On the other
hand, the 2 K hysteresis loop is completely featureless in rod-like powders with lengths of up to
several hundred nanometers [39]. Thus, the magnetic properties of Ca3Co2O6 may be sensitive
not only to dimension but to sample preparation details. In this Section we compare the static and
dynamic magnetic properties of a single crystal to those of polycrystalline samples with average
grain sizes well above and just below the magnetic correlation length.
7.3.1 Sample preparation
Powders of Ca3Co2O6 were prepared by a sol-gel method. Starting materials
Co(NO3)2·6H2O and Ca(NO3)2·4H2O were dissolved in deionized water in appropriate molar ratios
under stirring, and citric acid was added until a metal nitrate: citric acid ratio of 1:4 was achieved.
The solution was aged at 80oC for 9 h while the solvent slowly evaporated and the mixture
condensed to form a viscous gel. The gel was transferred to a hot plate and the temperature was
increased until a porous black powder formed at ~ 250oC. The powder was ground and calcined at
400oC overnight to remove organic materials after which high-temperature treatments were
performed in a tube furnace under an oxygen atmosphere to form the Ca3Co2O6 phase.
The majority phase evident in the XRD profiles of samples treated between 700oC and
900oC is Ca3Co4O9. Consistent with previous reports [40], we find that Ca3Co4O9 decomposes at
900oC to form Ca3Co2O6. XRD patterns show a single phase for samples treated between 900oC
and 1000oC with the characteristic peaks of the rhombohedral structure of Ca3Co2O6 with space
group R-3c (Fig. 7.6c). Above 1300 K (1027oC) the 3-2-6 calcium cobalt oxide phase is no longer
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Figure 7.6 Representative SEM micrographs for Ca3Co2O6 powders after treatment at (a) 1000oC
for 3 h (sample S1) and (b) 900oC for 1 h (sample S2). (c) XRD pattern and FULLPROF
refinement of sample S2.

stable and decomposes into various other oxides [40]. Representative SEM images of powders
treated at 1000oC for 3 h and 900oC for 1 h are shown in Fig. 7.6(a) and Fig. 7.6(b), respectively.
Individual particles several hundred nanometers in size can be distinguished in the samples treated
at 900oC, linked by sintering bridges. Increasing the heat treatment temperature and time results
in grain growth and densification (Fig. 7.6b), producing micron-sized grains in close contact with
one another. Histograms of grain size follow a log-normal distribution with mean grain sizes of
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1.1 µm and 440 nm for the samples treated at 1000oC and 900oC, respectively. In the following
discussion, these samples are referred to as S1 and S2.
7.3.2 Static magnetic properties
The temperature dependence of magnetization in the sol-gel derived Ca3Co2O6 powders is
shown in Fig. 7.7. The development of the magnetization below 25 K is consistent with the overall
behavior observed in the single crystal sample (Fig. 7.1a), however subtle differences can be
observed in the ZFC/FC magnetization curves. Bifurcation between ZFC and FC curves is a
reflection of the energy barriers to spin reversal present in a magnetic system, and is a common
feature of spin glasses, nanoparticle ensembles, high anisotropy materials, and other systems with
magnetic disorder [41,42]. The small magnetic field applied during a typical FC measurement is
not sufficient to rotate spins against intrinsic energy barriers, but rather imparts a preferred
direction to thermally activated spins at elevated temperatures, and the increased magnetization is
frozen in as the system is cooled. In the ZFC process, randomized frozen spins must acquire
sufficient thermal energy to overcome energy barriers before they are free to align with the field,
and so MZFC will typically show a gradual increase with T until it merges with the FC curve, with
a peak at the point of maximum rate of thermal activation in the case of a characteristic energy
barrier height (as in a superparamagnet). In a Ca3Co2O6 single crystal the ZFC magnetization curve
shows two unusual features: MZFC exceeds MFC for 12 K < T < 25 K (Inset, Fig. 7.7) and turns
upward at very low temperatures. Both features appear more weakly in polycrystalline sample S1,
and in sample S2, MZFC < MFC in the entire temperature range and MZFC remains flat as T → 0.
The increase in magnetization as T → 0 is inconsistent with a conventional spin glass
material, in which decreasing temperature can only reduce the number of thermally activated spins,
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Figure 7.7 Temperature-dependent magnetization of Ca3Co2O6 powders S1 and S2 with μ0 H = 10
mT in the ZFC (open symbols) and FC (solid symbols) protocols. Inset: Difference between ZFC
and FC magnetization for a single crystal of Ca3Co2O6 (square symbols), S1 and S2.

and magnetization will be constant (FC) or decreasing (ZFC), but this feature could be explained
by the additional, non-Arrhenius relaxation mechanism that has been reported in the lowtemperature region of Ca3Co2O6 [11]. As will be seen in the next Section, the low-temperature
magnetization increase is a metastable feature that is suppressed in high-frequency measurements,
further supporting a relaxation effect as its origin. In contrast to the random orientation of frozen
spins in a glass state, locally preferred spin structures are inherent to the geometrically frustrated
Ca3Co2O6 system. The observation of MZFC > MFC may be related to the locking in of such
preferred configurations, that do not necessarily represent the highest magnetization state, during
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field-cooling. This effect can be illustrated in the ZFC/FC magnetization curves collected under
larger magnetic fields (Fig. 7.8). Below the onset of long-range order in the chains, MFC
approaches the plateau values of MS /3 and MS under applied fields of μ0 H = 1 T and μ0 H = 5 T,
respectively, in the single crystal sample (referred to hereafter as S0) and polycrystalline samples
S1 and S2. At 3.5 T, the settling of MFC into the MS /3 plateau in S1 and S2 represents a significant
drop in magnetization. This behavior is consistent with the observation of Hardy et al. that M (t)
curves for fixed H below HFM systematically tend to equilibrium at MS /3 [14]. On the other hand,
the 3.5 T magnetization in our single crystal sample (Fig. 7.8b) increases toward the MS plateau
of ~86 emu/g, indicating that when the field applied during an M (T) measurement is close to the
FIM→FM crossover value, the plateau approached by the system will be sample dependent.
It can be seen from Fig. 7.8(e) that when a 3.5 T field is applied to polycrystalline samples
S1 and S2 after cooling in zero field, MZFC is significantly higher than MFC before the curves
merge around 10 K, and a small increase in MZFC over MFC is also seen under an applied field of
5 T (Fig. 7.8f). We note that this observation is not simply the result of an overall increase in
antiferromagnetic interactions during field-cooling at the expense of ferromagnetic interactions, to
which bulk magnetization measurements would be insensitive, as the total intensities of both
ferromagnetic and antiferromagnetic Bragg reflections in neutron diffraction studies are lower in
the FC state than in the ZFC state [7]. The primary difference in the antiferromagnetic intensities
is attributed to the absence of the Lorentzian component related to the SRO phase after a fieldcooling process. Thus, Fig. 7.8 indicates that the response of the combined FIM and SRO phases
in the ZFC state to a large field yields higher net magnetization than the global FIM phase locked
in during field cooling, an effect which is not obvious in the single crystal sample.
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Figure 7.9 (a) 10 K M (H) isotherm for Ca3Co2O6 powders S1 and S2 and
single crystal S0. (b) First derivative of magnetization dM/dH vs. H at 2 K.

The field dependence of magnetization in the polycrystalline samples is shown in Fig.
7.9(a) up to 5 T. The two-step magnetization curve with critical fields near μ0 H = 0 and μ0 H = 3.6
T found in the single crystal sample at 10 K is also observed in S1 and S2. The polycrystalline
material shows a non-saturating behavior, rounded steps, and reduced magnetization when
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compared to the single crystal, which can be attributed to the highly anisotropic nature of the
magnetic properties in the pseudo-1D compound [M(H c) = 0.0125 M(H||c)] [17]. The axes of the
crystallites and hence the easy directions of magnetization in S1 and S2 are randomly oriented
with respect to any applied field direction, resulting in a slow approach to saturation. In the lowtemperature region below 10 K, the metastable magnetization steps are clearly present in both
polycrystalline samples at the expected fields of 1.2 T and 2.4 T, as can be seen from the dM/dH
curves at 2 K (Fig. 7.9b). Thus we find that grain size reduction to just below the maximum
correlation length has no significant effect on the appearance of the low-temperature magnetization
steps.
In considering the previously reported absence of the low-temperature magnetization steps
in nanostructured samples, we first point out that calculations have demonstrated that localized
defects, non-stoichiometry, non-magnetic impurities, etc. introduce new possible values of
nearest-neighbor interaction energies that split the evenly spaced magnetization plateaus of the
pure system into additional steps [4,43,44]. When the defect density or dilution is high enough,
the steps become rounded and smeared out. This raises the possibility that defect-induced
smoothing of the M (H) curves rather than an intrinsic change in the magnetization process is
responsible for the absence of visible steps in low-temperature experiments on Ca3Co2O6
nanostructures. While the smearing-out of the steps almost certainly plays a role in physical
systems, it does not preclude a separate mechanism, namely the restriction of the naturally large
magnetic correlation lengths in the system, from acting simultaneously to prevent the formation of
the metastable steps. In the study of Mohapatra et al. [39] on ball-milled Ca3Co2O6 nanocrystallites
with a width of less than 50 nm and a length of “several hundred nanometers” (from the TEM
image provided in Ref. [39], we estimate ~ 200 nm – 400 nm) the authors report a smooth M (H)
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loop at 2 K and speculate that the length scales involved in the metastable bulk processes may
exceed this size. Along the c-direction (presumably coinciding with the long axis of the crystallite)
the dimension of this sample is not significantly different from our S2 powders, in which the
magnetization steps in question are quite distinct at 2 K. A critical c-axis dimension on the order
of several hundreds of nanometers may exist below which there is an abrupt suppression of the
features. More likely, however, a truncation of the correlation length in the ab plane (ξ ~ 250 nm
[24]) is responsible for the absence of the plateaus in the ball-milled powders. The fact that an M
(H) step in polycrystalline films disappears between grain sizes of 60 nm and 50 nm [36], very
close to the short-axis dimension of the ball-milled crystallites, supports this scenario. These
observations suggest that the correlations in the ab plane, which affect domain formation among
cells of triangular chain units, are more significant to the appearance of the low-temperature
magnetization steps than correlations along the c-axis, which affect the total spin S of the rigid
Ising-like chain and hence the field interval between steps given by h

2SJAFM ⁄ gμB in Monte

Carlo simulations [43].
The magnetic entropy change in the polycrystalline samples was determined after
collecting a series of M (H) isotherms with a procedure identical to the one described in Section
7.2.2 for the single crystal. Despite the non-saturating behavior, critical fields analogous to those
of the single crystal can be identified in the ΔSM (H) curves. The phase diagram constructed for
sample S2 is presented in Fig. 7.10. In comparing Fig. 7.10 and Fig. 7.5, it can be seen that overall
the features are preserved in the polycrystalline sample, indicating that the interesting aspects of
the phase diagram are robust with respect morphology in the samples under study. Several critical
points shift to higher fields, reflecting the more extended field processes accompanying the
distribution of anisotropy axes in the polycrystalline samples. Intriguingly, increased stability of
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the SDW state was recently reported in the rare-earth substituted compound Ca2.75RE0.25Co2O6
(RE = Dy, Lu) and attributed to a reduction in the intrachain exchange coupling strength [45].
While reduced J1 in our polycrystalline samples cannot be directly ruled out, the fact that the onset
of magnetization growth does not appear to be shifted lower in temperature (Fig. 7.7) suggests that
the ferromagnetic coupling strength is unaffected. The slight increase of HSDW in the powder
samples could be accounted for instead by pinning of the SDW phase as defect sites along the
chains interfere with the relaxation of the long-range incommensurate modulation.
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7.3.2 Dynamic magnetic properties
To compare the dynamic magnetic properties between the samples with different
morphology, relaxation measurements were performed within the frozen dynamic region (T < 8
K). Large remanent magnetization after a magnetic field is switched off is a hallmark of glassy
systems, and the time dependence of its decay can be modeled with a logarithmic, power law, or
stretched exponential function to yield information regarding characteristic spin relaxation times
[41]. Isothermal remanent magnetization is acquired after cooling a sample to low temperature
(within the glassy region) in zero applied field. Once the temperature is stabilized, a magnetic field
is applied for a short time and the remanent magnetization MIRM is recorded as a function of time
after the field is switched off at t = 0. Figure 7.11 shows the isothermal remanent magnetization of
S0, S1, and S2 at 2 K after switching off a 5 T field. In Ca3Co2O6, a stretched exponential function
superimposed on a constant term,
M

M0

M1 exp

t⁄τS

1 n

,

(7.1)

provides a good fit to the relaxation of the remanent magnetization [46]. In this model a
longitudinal spontaneous moment M0 coexists with the frozen transverse spin component M1 [47].
The stretching exponent n varies between n = 0 (exponential relaxation) and n = 1 (no relaxation)
with typical values of 0.52 – 0.55 in spin glasses. For a given n, a larger characteristic spin
relaxation time τS represents slower decay of the magnetization. The results of fitting the relaxation
data of our three Ca3Co2O6 samples to Eqn. 7.1 are summarized in Table 7.1. The value of n
increases from 0.52 to 0.60 between S0 and S2 reflecting a more rapid initial fall off in MIRM (t)
and a flatter curve at long times t → ∞ in the sample with the smallest grain size. A dramatic
decrease of τS for the powder samples compared to the long relaxation time in the single crystal
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Figure 7.11 2 K isothermal remanent magnetization in Ca3Co2O6 samples S0, S1, and S2 after
switching off a 5 T magnetic field, normalized to initial magnetization M (t = 0).

Table 7.1 Best fit parameters of single crystal (S0) and polycrystalline Ca3Co2O6 with grain sizes of 1.1 µm (S1) and
400 nm (S2) to stretched-exponential decay (Eqn. 7.1) of isothermal remanent magnetization data, and Arrhenius
relaxation model of ac susceptibility data as described in the text.

Relaxation parameters
(Best fit)

Single crystal Ca3Co2O6
(S0)

Polycrystalline Ca3Co2O6
(S1)
(S2)

Isothermal remanence

M0 (emu/g)
M1 (emu/g)
n
τS (s)

13.36 ± 0.04
12.89 ± 0.14
0.520 ± 0.010
840 ± 15

1.076 ± 0.002
3.11 ± 0.02
0.542 ± 0.004
218 ± 1

1.875 ± 0.004
2.52 ± 0.02
0.599 ± 0.005
305 ± 7

1.7 10 9
195 ± 4
–––
–––

8.7 10 10
190 ± 4
1.9 10 6
114 ± 2

3.6 10 9
175 ± 10
5.2 10 6
107 ± 5

Arrhenius
1

τ0 (s)
Δ1 (K)
2
τ0 (s)
Δ2 (K)

248

(τS = 840 s) indicates faster dynamic processes in the polycrystals. The overall weakening of the
slow dynamic behavior is also supported by a reduction in the frozen component of magnetization
M1 . We note that the relaxation time in the S1 powders (218 s) is less than that of the S2 powders
(305 s) which suggests that increased grain boundary density may interfere with relaxation from
high-field state through pinning of domain walls.
A more direct probe of dynamic freezing in Ca3Co2O6 can be made using ac susceptibility
measurements. The real χ' and imaginary χ'' components of the ac susceptibility were measured
across a frequency range of 0.1 Hz to 100 Hz with a 1 mT amplitude driving field Hac . The system
was initially cooled to 2 K and susceptibility was recorded as the frequency was swept through
several decades before increasing the temperature to the next setpoint and repeating the process.
In this way χ' (T) and χ'' (T) curves are obtained for various frequencies, as shown in Fig. 7.12. In
general, a peak in χ'' occurs when the characteristic spin relaxation time is equal to the
measurement window. The dependence of the peak location on measurement frequency in a spin
glass is a consequence of dynamic processes occurring over many time scales [41]. The peak shift
is characterized by a phenomenological parameter often used to compare systems with slow spin
dynamics, K

∆Tf ⁄ Tf ∆log f , where Tf is the freezing temperature taken as the peak in χ'' (T).

The values of K = 0.153 for S0 and K = 0.150 for S1 and S2 calculated from our susceptibility data
are in good agreement with previous results for Ca3Co2O6 [11,17]. This strong peak shift with
frequency is outside the expected range for conventional spin glasses (0.005 – 0.01) [48] and
similar to the range of superparamagnetic compounds (0.10 – 0.13) [49]. The closely related spin
chain compounds Ca3CoIrO6 [50] and Ca3CoRhO6 [51] also show frequency dependence in the
superparamagnetic range. Despite K values within the superparamagnetic range and stretching
exponents n in the spin-glass range, the dynamic properties of Ca3Co2O6 do not conform
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Figure 7.12 Real (a) – (c) and imaginary (d) – (f) temperature-dependent ac susceptibility
with μ0 Hac = 1 mT at frequencies between 0.1 Hz and 100 Hz. (a), (d) Single crystal (b),
(e) sample S1 and (c), (f) sample S2. Lines are a guide to the eye.
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completely to either of these paradigms, as evidenced by the unphysical values of fitted parameters
resulting from attempts to describe the ac susceptibility data using the Vogel-Fulcher or critical
scaling laws (Eqn. 3.10 and 3.11).
Relaxation processes over a fixed energy barrier can generally be described by an
Arrhenius law above the freezing temperature of the form τ T

τ0 exp Δ⁄T , where Δ is the

average energy barrier to spin reversal determined in spin chain systems by the intrachain
ferromagnetic coupling strength J1 and single-ion anisotropy D [52], and τ0 is a characteristic time
varying between 10–7 s and 10–13 s, related to the material-dependent natural frequency of
gyromagnetic precession [53,54]. A plot of the measurement time ln (τ) (τ = 1/fmeas. ) against T

1

(T = Tf ) is shown for S0, S1, and S2 in Fig. 7.13. The linear behavior of the single crystal data
demonstrates Arrhenius relaxation with τ01 = 1.6

10–9 s and Δ1 ~ 195 K. In the polycrystalline

samples, a change in slope defining a distinct linear region is evident with a crossover temperature
Tcross ~10 K (S1) or 9 K (S2). For T > Tcross the samples follow an activated law with parameters
Δ1 and τ0 close to those of the single crystal (see Table 7.1). In the low-temperature linear region
the energy barrier decreases to Δ2 = 114 K and 107 K in S1 and S2, respectively, and τ02 is on the
order of 10–6 s. The appearance of this distinct activation region in the polycrystalline samples only
can be related to structural defects. In single-chain magnets (SCMs) with single-ion anisotropy
and ferromagnetic intrachain coupling, defects along the chains limit the growth of the magnetic
correlation length ξ [52]. A barrier-lowering crossover in relaxation time has been observed in the
Arrhenius regime of SCMs at a temperature for which ξ is on the order of the distance between
two defects. A direct determination of the behavior of ξ (T) has been made only for a single crystal
of Ca3Co2O6, in which ξ decreased with T before reaching a constant value below 12 K [24]. Our
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Figure 7.13 Temperature dependence of characteristic spin relaxation time τ determined by
measurement window with temperatures derived from peak locations in χ'' (T).

observation of a relaxation crossover in the Arrhenius regime suggests that in the polycrystalline
samples ξ may still be decreasing with temperature down to 9 –10 K, where it assumes a critical
value with respect to the defect densities in S1 and S2.
From inspection of the ac susceptibility curves in Fig. 7.12, an unusual increase in χ' and
χ'' at very low temperatures is evident at low frequencies in sample S0 (Fig. 7.12a, Fig. 7.12d),
and suppressed with increasing frequency. Similar to the case of the ZFC magnetization in Fig.
7.7, the upturn is seen in sample S1 but is largely suppressed in S2. A second anomalous feature
of the single crystal data that diminishes with grain size is the non-monotonic trend in the
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amplitude of the χ'' (T). The peak value of χ'' is found to increase initially with frequency, then
begins to decrease when the peak temperature exceeds ~10 K, pointing to a crossover in dissipative
processes. Similar behavior can be seen in previously reported ac susceptibility curves in a single
crystal of Ca3Co2O6 [11], where it was found that the relaxation times extracted from peak values
in χ'' (T) and χ'' (f) do not coincide, contrary to expectations, producing a second branch in the plot
of ln (τ) vs. 1/T.
As shown in Fig. 7.14(a) for S0, a peak occurs in χ'' as the frequency is swept at a given
temperature. The relaxation times at various measurement temperatures were extracted from the
χ'' (f) curves as τ = 1/fpeak and are shown together with the χ'' (T) data points in Fig. 7.14(b). The
data obtained from χ'' (f) (open symbols) in S0 and S1 diverge from the high-temperature
Arrhenius behavior below T ~ 10 K and approach a constant value that represents a temperatureindependent spin relaxation time τS ~ 5 s. The discrepancy in the relaxation data points obtained
from the two methods can be explained by the difference in effective measurement timescales. A
χ'' (f) curve at a fixed temperature requires ~ 0.5 h to collect, while the χ'' (T) curves are constructed
by selecting a given frequency from the χ'' (f) data sets at various temperatures. The χ'' (T) curve
between 2 K and 30 K is therefore mapped out over the course of ~ 15 h. In sample S2 peaks can
be identified in χ'' (f) between 8 K and 11 K, and these data points fall on the Arrhenius-like branch.
For T < 8 K, χ'' is decreasing only with frequency and peak values, if they occur, are not accessible
with the range of frequencies available in our experimental setup. The suppression of the lowtemperature susceptibility increase and non-monotonic trend of the χ'' amplitudes in the S2 sample,
where the second relaxation branch disappears, confirms that the appearance of these unusual
features are related to the temperature-independent relaxation process.
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The low-temperature peaks in χ'' vs. f exhibit a large FWHM inconsistent with a single
dissipation mechanism, and so the temperature-independent process with τS ~ 5 s can be viewed
as the center of a distribution of relaxation times. In the phenomenological Cole-Cole model the
complex ac susceptibility can be written as

 ω

χS

χ0 χS
1

iωτc 1 α

,

(7.2)

where χ0 and χS are the isothermal and adiabatic susceptibilities (describing high frequencies and
low frequencies, respectively) and τc is the characteristic relaxation time [55]. When α = 0 an ideal
Debye process occurs with a single relaxation time. On the other hand α = 1 corresponds to an
infinitely wide distribution of relaxation times. Based on Eqn. 7.2, χ'' vs. χ' (the so-called ColeCole or Argand diagram) will take the form of a perfect semicircle for Debye processes and an arc
or depressed semicircle when polydispersity is present. Figure 7.15 shows the Argand diagrams
constructed for Ca3Co2O6 at temperatures between 2 K and 16 K. In no case can the curves be
modeled by a perfect semicircle, indicating distributed relaxation times in each sample. In contrast
to the standard phenomenology of an Argand diagram in which the arcs shift continuously toward
both lower χ' and χ'' as the temperature is lowered within a glass-like region, an intermediate
temperature interval can be defined in the samples (7 – 10 K, 6 – 10 K, and 5 – 9 K in S0, S1, and
S2 respectively) over which the arcs reverse the direction of their shift towards greater χ' and χ''.
Most likely this is due to an upward drift in the overall susceptibility when the system is aged in
this temperature range [8,11,14]. The real and imaginary components of Eqn. 7.2 are related
according to
'' χ′

χ0

χS

2 tan 1 α π⁄2

χ′

χS χ0

255

χ′

χ0

χS

2

4tan2 1 α π⁄2

1⁄2

.

(7.3)
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256

X'' (10 emu)

-5

2

2

-5

3

3

3

11 K

4

10 K

4

5

5

5

6

1

0

0

2

0

1

2

0.0

(f)

1

2

16 K

(e)

1

3

6K
3

4

4

2

5K

5

11 K

5

10 K

6

6

3

7

7

8

0.8

0.0

0.2

0.4

0.6

0.8

0.0

0.1

0.2

0.0

0.5

X' (10 emu)

4

0
2

X' (10 emu)

-5

0.0

0.2

0.0

0.0

0.0

(i)

0.5

0.5

1.0

1.0

-5

4K

1.5

1.5

0.4

2K

X' (10 emu)

5K

0.2

16 K

(h)

(g)

S2

2.0

10 K

2.0

9K

0.6

Figure 7.15 Argand diagrams (χ'' vs. χ') for (a) – (c) sample S0, (d) – (f) sample S1, and (g) – (i) sample S2. (b), (e), (h)
In an intermediate temperature range, curves reverse the direction of their shift. Lines are fits to Eqn. 7.3.

1

16 K

1

0.4

1

7K

2

0.5

1.0

2K

1.0

(c)

(b)

1

6K

2K

(d)

S1

0.6

0

0

0

(a)

1.5

-5

1.5

2.0

0.0

0.5

1.0

1.5

2.0

0.0

0.4

0.8

1.2

1.6

-5

X'' (10 emu)

S0

X'' (10 emu)

2.5

2.5

The data in Fig. 7.15 were successfully fit to Eqn. 7.3 between 2 K and 10 – 11 K above which a
reliable fit could not be obtained. The temperature dependences of the distribution exponent α are
shown in Fig. 7.16. In a spin glass, α typically increases continuously with decreasing temperature
and can reach large values of up to 0.9 [53]. In Fig. 7.16, α = 0.45 at 2 K is significantly lower
than the expectation for a canonical spin glass, but is consistent with the previously reported value
for a Ca3Co2O6 single crystal (α = 0.53 at 2 K) [11]. Intriguingly, α (T) for the polycrystalline
samples is non-monotonic. Above 2 K, α increases with temperature up to a maximum of 0.5 at 6
–7 K then decreases to ~0.25 by 11 K. Across the range of temperatures, the distribution of
relaxation times is greater in the polycrystalline samples than in the single crystal.
Figure 7.17 summarizes the temperature ranges relevant to the magnetization dynamics of
Ca3Co2O6 based on our results above. Time dependence of the measured magnetic properties
begins to develop at 15 K, as evidenced by divergence of the ΔSM curves collected under different
protocols (Section 7.2.2), and the appearance of the SRO phase. Below 10 K, a temperatureindependent spin relaxation process emerges in addition to the high temperature Arrhenius
relaxation mechanism (Fig. 7.14b). This feature was first observed by Hardy et al., who proposed
that it could be related to quantum tunneling of magnetization (QTM) similar to the relaxation
mechanism in single-molecule magnets, which could also account for the multiple metastable
magnetization plateaus observed at low temperatures [11,13]. However, such magnetization steps
can be reproduced in calculations without invoking QTM [34], and the long c-axis correlation
length which defines the unit responsible for tunneling imposes a severe restriction on this model
[20]. Soto et al. recently proposed an alternative mechanism of arrested configurations in
interlinked domain walls to explain the temperature-independent decay process [34]. While the
underlying cause of the unusual dynamic behaviors of Ca3Co2O6 is still not fully resolved, it has
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Figure 7.16 Temperature dependence of dispersion exponent α of relaxation times determined
from fitting of Argand diagrams (Fig. 7.15) in samples S0, S1, and S2.

been pointed out that the slow spin relaxation, SDW period variation, and SDW-CAFM orderorder transition are most likely all manifestations of a similar phenomenon, that is, costly spin
reversal in the presence of strong Ising-like anisotropy [5].
In the polycrystalline samples, 10 K also represents a crossover temperature to a second
activated relaxation region with lowered energy barriers to spin chain reversal (Fig. 7.13). In S1
and S2, peaks in MZFC (Fig. 7.7), χ'' at f = 0.1 Hz (Fig. 7.12), and α (Fig. 7.16) occur in close
proximity (6.5 – 7.4 K), suggesting a freezing of the spin dynamics below TFS ~ 7 K. Our results
and previous reports indicate TFS ~ 8 K in the single crystal sample. Above the frozen-spin region,
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the reversal of the direction of shift in the Argand diagrams for sample S0 (Fig. 7.15b) occurs over
a temperature interval roughly coinciding with (1) the ultraslow order-order transition between the
SDW and CAFM phases in single crystal samples [5,26,29] and (2) long-time aging effects in the
magnetization of single crystal samples [8,11,14]. Although aging experiments in neutron
diffraction and magnetization have not been performed to establish the appearance and/or
temperature range of (1) and (2) in polycrystalline samples, the behavior of the Argand diagrams
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Figure 7.17 Summary of dynamic results in single- and polycrystalline Ca3Co2O6. Arrhenius and
mixed relaxation temperature ranges are taken from Fig. 7.13 and Fig. 7.14. Dashed lines represent
crossover to second Arrhenius region in polycrystalline samples. Temperature range of Argand
diagram reversal is taken from Fig. 7.15, with peak (S1, S2) and shoulder (S0) in dispersion of
relaxation times taken from Fig. 7.16. Peak in ZFC magnetization (S1, S2) is taken from Fig. 7.7.
Range for history dependence and metastable M (H) steps is determined from magnetic entropy
change results. SRO and CAFM phase range taken from Ref. [7] and Ref. [5], respectively.
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of S1 and S2 (Fig. 7.15e and Fig. 7.15h) suggest that these phenomena could be expected to appear
between 6 – 10 K and 5 – 9 K, respectively, for these samples.
The introduction of grain boundaries in the geometrically frustrated Ca3Co2O6 system leads
to the suppression of some of the unusual properties of the single crystal, such as the upturn in the
ac susceptibility and dc magnetizations at low temperatures and the observation of MZFC > MFC for
small dc fields (Figs. 7.7 and 7.8). At the same time, new features emerge in the polycrystalline
samples including a crossover within the Arrhenius-like region to a more easily activated
relaxation process, and the appearance of a maximum in α (T) near TFS (Figs. 7.13 and 7.17).
Overall the slow dynamic characteristics of the single crystal are less robust in the polycrystalline
samples, as evidenced by the progressive lowering of the activation energy Δ1 from 195 K to 175
K between S0 and S2, the reduction of TFS and K, and the much faster spin relaxation time obtained
from high-field remanence experiments (Table 7.1). We note that the values of τS derived from M
(t) (τS = 840 s) and χ'' (f) (τS = 5 s) are very different. As pointed out by Hardy [11] M (t) is modelspecific and the ac susceptibility is a more direct and hence more reliable method to determine τS .
A dramatic and irreversible change in the microscopic magnetic state of Ca3Co2O6 after applying
a large field below the freezing temperature may also contribute to the discrepancy in τS
determined from high-field and low-field measurements: a 5 T field is found to completely
suppresses the 2 K antiferromagnetic reflections, and the intensity is not recovered when the field
is removed [7].
7.4 Conclusions
The phase diagram of the frustrated spin chain compound Ca3Co2O6 was established over
a wide range of fields and temperatures by an investigation of the magnetic entropy change in the
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system. The present results are consistent with the spin-density wave description of the ground
state at zero field, and indicate the suppression of the modulated state in favor of a ferrimagnetic
up-up-down arrangement of the spin chains with the application of a moderate field. Below 15 K
a high degree of disorder induced by small magnetic fields points to a significant contribution from
a phase with short-range order. The features of the phase diagram are preserved when the grain
size of Ca3Co2O6 is reduced to 1.1 µm and 440 nm although the polycrystalline materials show a
non-saturating behavior, rounded steps, and reduced magnetization when compared to the single
crystal. Our finding that multiple low-temperature magnetization steps are present in the 440 nm
sample (below the maximum c-axis correlation length in Ca3Co2O6), together with conflicting
reports concerning such steps in nanostructured samples indicate that correlations in the ab plane
are more important than correlations along the c-axis in the appearance of the plateaus.
The geometric frustration and large anisotropy of Ca3Co2O6 give rise to unusual timedependent properties of the magnetization. ac susceptibility studies and relaxation of the remanent
magnetization show that the slow-dynamic state, characterized by spin relaxation time, freezing
temperature, activation energies, and peak shift in the ac susceptibility, is weakened in the
polycrystalline samples. The introduction of grain boundaries is also accompanied by a wider
distribution of relaxation times at low temperature, and leads to a crossover in the Arrhenius-like
relaxation and a maximum in α (T) at the spin freezing temperature.
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CHAPTER EIGHT
Spin-Glass-Like Freezing of Inner and Outer Surface Layers in Hollow γFe2O3
Nanoparticles

Disorder among surface spins is a dominant factor in the magnetic response of ultrafine
magnetic particle systems. In this Chapter, we examine time-dependent magnetization in highquality, monodisperse hollow maghemite nanoparticles with a 14.8 ± 0.5 nm outer diameter and
enhanced surface-to-volume ratio over similarly sized solid nanoparticles. The hollow nanoparticle
ensemble exhibits spin-glass-like signatures in dc magnetic aging and memory protocols and ac
magnetic susceptibility. The dynamics of the system slow near 50 K, and become frozen on
experimental time scales below 20 K. Remanence curves indicate the development of magnetic
irreversibility concurrent with the freezing of the spin dynamics. A strong exchange-bias effect
and its training behavior point to highly frustrated surface spins that rearrange much more slowly
than interior spins with bulk coordination. Monte Carlo simulations of a hollow particle
reproducing the experimental morphology corroborate strongly disordered surface layers with
complex energy landscapes that underlie both glass-like dynamics and magnetic irreversibility.
Calculated hysteresis loops reveal that magnetic behavior is not equivalent at the inner and outer
surfaces, with spins at the outer surface layer of the 15 nm hollow particles exhibiting a higher
degree of frustration. Our study sheds light on the origin of spin-glass-like phenomena and the role
of surface spins in magnetic hollow nanostructures.

266

8.1 Introduction
Recent advances in nano-fabrication techniques have allowed a rapidly growing body of
research into the physical properties of unconventional nanostructures to take shape, including
hollow morphologies characterized by enhanced surface-to-volume ratio, low density, and inner
void space [1,2]. These versatile structures have found applications in fields ranging from Li ion
batteries to targeted drug delivery and diagnostics, gas sensing, and catalysis [3-6]. In technologies
based on conventional nanoparticles, iron and iron-oxide compounds have long been the
predominant materials of choice due in part to relatively large magnetic moment, biocompatibility,
and well-established synthetic methods that afford good reproducibility, narrow size distributions,
and a high degree of control over shape and size. The single-particle and collective magnetic
responses of ferrite ensembles have been highly scrutinized in solid spherical nanoparticles over
the past two decades. However, reports of static and dynamic magnetic properties in their hollow
counterparts are rare [7-10]. Surface-driven effects in the hollow morphology are amplified by
larger surface area and enhanced anisotropy compared to a similarly sized solid particle. Away
from the surface, interfacing between components of the internal structure of the granular hollow
shell contributes to the complexity of the system.
The magnetic response of an ensemble of nanoparticles is a combination of surface effects,
finite size effects (i.e. truncation of the magnetic correlation length), and collective behaviors due
to interparticle dipolar and/or exchange interactions. The primary exchange mechanism in ferrite
compounds is an antiferromagnetic superexchange interaction between metal cations mediated by
an intervening oxygen ion. Because of the indirect nature of the coupling, the superexchange
interaction is sensitive to modified bond lengths and angles at a surface and variation in
coordination of surface cations, producing a distribution of net exchange fields. Oxygen vacancies
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and electronic bonding of organic surfactants result in broken exchange bonds that further reduce
the effective coordination of surface cations [11,12]. These combined effects introduce disorder in
a layer of spins extending ~ 0.6 nm from the particle surface [13]. The magnetic properties of the
surface layer are distinct from those of the interior region, and include reduced magnetization [11],
spin canting [14], and a strong increase in effective anisotropy [7,14-17].
The presence of a second, inner surface in a hollow particle greatly reduces the number of
spins with bulk coordination as compared to conventional solid particles. In addition, Kirkendallvoided hollow nanoparticles are composed of grains, each with their own magnetocrystalline
anisotropy direction. The effective size of the interacting magnetic particles is thus related to the
shell thickness rather than the total diameter of the hollow particle, and the magnetic properties of
hollow nanoparticles depend sensitively on the total particle diameter d and shell thickness. For
example, the intrinsic exchange bias observed in hollow γFe2O3 hollow particles with d ~ 20 nm
becomes a minor loop effect when the diameter is reduced to 10 nm as the large fraction of highly
frustrated surface spins prevents saturation of the magnetization in fields up to several Tesla [7,9].
In a recent study [10] we found that for d < 10 nm magnetic relaxation in a hollow particle
ensemble was best described by a non-interacting particle model, as the dominant role of
disordered surface spins and severely reduced magnetization rendered the influence of dipolar
interactions negligible in determining low-temperature magnetic behavior. When the particle size
is increased to 15 nm a sufficient portion of spins possess bulk coordination (and thus bulk-like
magnetic moment) to give rise to collective processes via dipole-dipole interactions, and relaxation
could be described by the Vogel-Fulcher model for interacting particles.
Time-dependent magnetization in particles below the single domain limit is usually
modeled in terms of thermally-activated relaxation between two stable magnetization states [18]
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separated by a well-defined energy barrier. Inter-particle interactions modify these energy barriers
so that they are no longer independent, and a crossover occurs from single-particle blocking to
collective freezing of particle moments into a low-temperature superspin glass (SSG) phase as a
function of increasing interaction strength [19]. This scenario does not account for surface spin
disorder, which gives rise to a more complex energy landscape with irregularly distributed barriers
and multiple minima. Thus, the many degrees of freedom of spins near a surface layer can also
generate a spin-glass-like freezing at low temperatures. The glassy behavior often observed in
ferrite nanoparticle ensembles has been attributed to a SSG phase in some cases [20-23], and
surface spin freezing in other cases [13,24-26]. These phenomena are difficult to distinguish
experimentally however [27], and it is likely that both affect the slow dynamics of real systems
with relative contributions varying according to particle size and concentration.
In this Chapter, we explore the role of surface spins in the static and dynamic magnetic
response of an ensemble of 15 nm γFe2O3 hollow particles. The results of our experimental
observations and Monte Carlo simulations demonstrate that the freezing of disordered spins at the
inner and outer surfaces leads to the development of spin-glass-like behaviors including memory,
remanence, and aging effects as well as an exchange-bias phenomenon in which surface spins play
the role of an irreversible magnetic phase.
8.2 Sample preparation and characterization
Hollow nanoparticles were synthesized by oxidizing core/shell Fe/γFe2O3 nanoparticles via
the Kirkendall effect. Details of the synthesis procedure have been reported elsewhere [28]. In
brief, iron nanoparticles were chemically synthesized by the thermal decomposition of iron
pentacarbonyl. A controlled oxidation of iron nanoparticles facilitates the formation of a thin oxide
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(a)

Figure 8.1 (a) TEM image of 15 nm hollow particles. Inset: SAED pattern indexed to fccstructured iron-oxide. (b) High-resolution TEM image with crystallite boundaries marked by
dashed lines. Inset: Experimental XANES spectrum of hollow nanoparticle sample fitted with
a linear combination of maghemite and magnetite contributions.

layer near the particle surface and yields a core/shell type morphology with a metallic Fe core and
iron oxide shell. In a subsequent step, the core/shell nanoparticles were oxidized further at 180oC
in the presence of the high-purity O2. An imbalance in the diffusion rates of iron outwards from
the core and oxygen inwards from the shell leads to the formation of voids between core and shell,
which eventually coalesce to form a single cavity in the center of the particle. The final size of the
resulting hollow particles is limited by the size of the Fe particle produced in the thermal
decomposition step, which can be tuned by varying the injection temperature of iron pentacarbonyl
[28]. Representative TEM images of the hollow nanoparticles along with the accompanying
selected area electron diffraction pattern (SAED) are shown in Fig. 8.1. The lack of contrast in the
center of the particles confirms their hollow morphology. High-resolution TEM (HRTEM)
micrographs reveal that the shell of each hollow particle is composed of randomly oriented grains,
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clustered together to form a hollow sphere with an average shell thickness of 3.25 ± 0.24 nm. A
histogram representing the total outer diameters of more than 300 particles yields a mean particle
size of 14.8 ± 0.5 nm when fit to a Gaussian distribution function.
The structure, morphology, and composition of the products were characterized using an
FEI Morgagni transmission electron microscope (TEM) and Fe K-edge X-ray absorption near edge
spectroscopy (XANES). XANES experiments were performed at the 20-BM-B beamline at the
Advanced Photon Source (APS) at Argonne National Laboratory. A Si (111) monochromator
crystal was used with energy resolution of about 1.4

10-4. The spectra were obtained in

transmission mode, with a minimum step of 0.3 eV. The energy edge was carefully calibrated by
simultaneously measuring an iron foil. A quantitative analysis of the different Fe oxide phases
present in the hollow shells was performed by fitting XANES spectra to a linear combination of
different standards using the Athena software package [29]. An excellent fitting is obtained using
γFe2O3 and Fe3O4 in the atomic proportion 82(6):18(4) (Fig. 8.1, inset), indicating that our hollow
nanoparticles are comprised mainly of γFe2O3.
8.3 Low-field experiments: Susceptibility, memory, and aging
To perform magnetic measurements, the nanoparticles in solution were dried to a powder
and packed firmly into a gelatin capsule to avoid physical motion of particles relative to one
another. Figure 8.2(a) presents the variation of magnetization with temperature, measured under
an applied field of 5 mT in the zero-field-cooled (ZFC), field-cooled-warming (FCW), and fieldcooled-cooling (FCC) protocols. The peak temperature of the ZFC magnetization curve occurs
near 60 K. This peak is conventionally taken as the blocking temperature TB associated with
superparamagnetic nanoparticles. The temperature dependences of magnetization under the FC
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Figure 8.2 (a) Temperature dependence of magnetization under zero-fieldcooled (ZFC) field cooled-cooling (FCC) and field cooled-warming (FCW)
protocols. Inset: Expanded view of MFCW below 50 K. (b) Measurement
period (τ = f –1 where f is the frequency of Hac ) vs. peak temperature of real
part of ac susceptibility χ' (T). Solid line represents fit to the Vogel-Fulcher
model. Inset: χ' (T) vs. T at various frequencies.
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and ZFC protocols show several noteworthy features: (1) in contrast to the typical behavior of
superparamagnetic ensembles, in which the ZFC and FC curves converge just above TB , the
irreversibility between the ZFC and FC curves persists even at 300 K, far above the blocking
temperature; this behavior may be attributed to increased anisotropy in the system or strong
interparticle interactions. (2) Instead of the expected monotonic increase with decreasing
temperature [30-33], the FCW magnetization reaches a maximum at ~ 43 K then decreases for
lower temperatures. A drop in the FCW magnetization below a critical temperature is usually
associated with the collective freezing of the system and can indicate the presence of a spin-glass
like phase [23,34]. This scenario is supported by (3) a striking thermal hysteresis between the FCW
and FCC magnetizations that emerges below 50 K. In this case thermal hysteresis arises from slow
dynamic processes in the glassy region that prevent the system from equilibrating over
experimental time scales.
The results of Fig. 8.2(a) indicate that a more detailed analysis of magnetization dynamics
in the hollow particle ensemble is necessary to classify their collective behavior. To this end, lowamplitude (μ0 Hac = 1 mT) ac susceptibility curves were measured between 10 K and 300 K. As
the frequency f of Hac was varied between 10 Hz and 10 kHz, the peak position Tpk in the real part
of the susceptibility χ' (T) shifted to higher temperatures (Fig. 8.2b, inset). The peak shift per
frequency decade is quantified in the phenomenological parameter K

∆Tpk ⁄ Tpk ∆log f . The

calculated value of K = 0.051 for the hollow particles is outside the expected range for
superparamagnetic compounds (K = 0.100 – 0.130). Instead, the value is in the range of many
canonical spin glasses (K = 0.005 – 0.06), supporting the idea of spin-glass-like behavior in the
hollow nanoparticles. The characterization of the collective freezing process through which the
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system crosses into the low-temperature glassy regime was performed by fitting Tpk (f) to the
Vogel-Fulcher model of relaxation for interacting particles with uniaxial anisotropy (Fig. 8.2b),
τ

τ0 exp Ea ⁄kB T

T0

,

(8.1)

where Ea is the anisotropy energy barrier, τ0 is the relaxation time and T0 is a characteristic
temperature that provides a qualitative measure of the interaction energy. Fitted parameter values
of Ea = 570 K and τ0 = 1.2

10-10 s, indicate strong anisotropy with relaxation times on the slower

end of the superparamagnetic relaxation range (τ0 ~ 10-9 s – 10-13s). The proximity of the fitted
value T0 = 48.17 K to the cusp in the FCW curve and onset of thermal hysteresis confirms that it
represents a physically reasonable value for the system [35].
To confirm spin-glass like behavior, aging and memory experiments were performed under
ZFC and FC protocols. The memory effect is an experimental signature of spin-glass systems [36].
In the FC memory protocol, the sample was cooled in a dc magnetic field of 5 mT with intermittent
stops at 90 K, 75 K, 50 K, 35 K and 15 K. At each stop, the field was switched off for 104 s, then
returned to 5 mT before cooling resumed. Figure 8.3(a) shows the cooling magnetization curve
MIS with intermittent stops and the memory curve MMem taken during subsequent continuous
warming up in a 5 mT field. In MIS , the magnetization drops during the wait time as the magnetic
moments equilibrate in zero field. The magnitude of magnetization that is recovered when the
field is switched back on depends on how quickly the moments realign in response to the applied
field. In a spin glass, the dynamics slow down critically as the freezing temperature is approached,
hindering the recovery and leading to a large step in the MIS (T) curve [37]. While the
magnetization in Fig. 8.3(a) recovers almost completely after the intermittent stops at 90 K and 75
K, the magnetization step is severe at 50 K and 35 K, confirming a rapid onset of glassy dynamics.
At 15 K the magnetization step is once again vanishing. In this temperature range, the absence of
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Figure 8.3 (a) FC memory effect experiment: Intermittent-stop cooling
magnetization MIS and continuous warming memory curve MMem . (b) ZFC
memory effect experiment: Difference ΔM in continuous warming memory
curve MMem, ZFC after single-stop ZF cooling and reference ZFC curve MRef, ZFC .
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the step reflects near complete spin freezing such that the decay in the magnetization when the
field is switched off is negligible. As can be seen in the MMem curve, on warming up the
magnetization exhibits a kink at every intermittent stop at or below 50 K as the system recovers
the lower energy magnetic configuration that was imprinted through redistribution of energy
barriers during the cooling process [38].
While FC memory effects can be observed in superparamagnetic systems as well as in spin
glasses, aging and memory effects under the ZFC single-stop-wait protocol are unique to spin
glasses [38]. For the ZFC memory experiment, the system was cooled down to 35 K from room
temperature in zero field, aged for 104 s, then further cooled to 5 K. Once the system reached 5 K,
a small field (5 mT) was applied and the magnetization MMem, ZFC was measured as the sample was
warmed up. When comparing the memory curve with a reference ZFC curve MRef, ZFC it can be
seen that ΔM (T) = MMem, ZFC MRef, ZFC reaches a minimum at the intermittent stop temperature
of 35 K (Fig. 8.3b). Non-zero ΔM, observed between ~5 K and 60 K with a maximum at 35 K,
develops as the system relaxes towards more stable configurations during the imposed waiting
period, as described in both the droplet model and hierarchal energy model of spin glasses. In the
droplet model, spin-glass excitations form compact domains whose volume increases with time
because of the non-equilibrium nature of the spin dynamics [39,40]. Droplet volume grows when
the system is left unperturbed at a constant temperature during an intermittent stop and wait, with
a simultaneous growth in its associated energy barrier that is frozen in on further cooling and
retrieved on warming. The relatively lower energy barriers at the aging temperature for the
reference ZFC curve result in greater thermally activated cluster flipping upon warming, increasing
MRef, ZFC over MMem, ZFC near the stop temperature.
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From Fig. 8.2 and Fig. 8.3, the dynamics of the hollow nanoparticle system critically slow
down below ~ 50 K, and are effectively frozen on the timescale of our measurement by ~20 K. To
confirm the crossover between slow and frozen relaxation dynamics in this temperature range, the
system was cooled to 30 K in zero field. At 30 K a 5 mT dc magnetic field was switched on and
magnetization was recorded for 5000 s (t1 ). In a second step, the system was cooled further to 20
K and magnetization was recorded for 7000 s (t2 ). Finally, the system was re-heated to 30 K and
the magnetization was recorded for a period of 8000 s (t3 ). The results are presented in Fig. 8.4.
When the field is turned on initially at 30 K, the magnetic moments relax gradually toward the
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Figure 8.4 Magnetic relaxation with μ0 H = 5 mT after zero-field cooling to 30 K (t1 ), reducing
temperature to 20 K (t2 ), and reheating to 30 K (t3 ). Inset: 30 K relaxation data only (t2 not shown).
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field direction and the magnetization grows logarithmically. Cooling to 20 K arrests this process
and the magnetization remains constant between t2 and t3 . When the temperature is returned to 30
K, the magnetization resumes its upward relaxation from the previous value. Moreover, the growth
occurs along the same logarithmic path, as can be seen from the continuity in the joining of the
curves starting from t1 and from t3 (inset, Fig. 8.4). This behavior is a manifestation of near
complete freezing of the dynamics of the system between 20 K and 30 K.
8.4 High-field experiments: Remanent magnetization and pinned spins
The results of the previous Section unambiguously establish the presence of frozen spins
in the hollow nanoparticle ensemble at the lowest temperatures. To determine how the fraction of
total spins in the frozen state varies with temperature and applied magnetic field, M (H) loops have
been measured after ZFC and FC processes at various temperatures and under different cooling
fields (Fig. 8.5a). A vertical shift in the FC hysteresis loop favoring the cooling field direction is
proportional to the number of frozen spins that cannot be reversed by the measurement field [41].
The net moment of these frozen spins can be quantified as
Mf

1
2

M H

M H

,

(8.2)

where the cooling field defines the positive direction, and M (H ) and M (H ) are the maximum
applied fields in the positive and negative directions, respectively. Figures 8.5(b) and 8.5(c) show
the temperature dependence of the moment associated with the uncompensated frozen spins under
cooling fields of 2 T and 5 T. In both cases Mf increases with decreasing temperature starting
below ~50 K although Mf is consistently lower for a 5 T field, indicating that the fraction of frozen
spins is reduced in the presence of the larger magnetic field. The second derivative of Mf versus
temperature (d2Mf /dT2) (Fig. 8.5c) peaks near 20 K, the freezing temperature identified in the
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Temperature dependence of vertical shift Mf in FC hysteresis loops with cooling fields
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and 5 T. Lines are guides to the eye.
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previous section. This observation illustrates the alternative description of this critical temperature
as the point of maximum rate of crossover of individual spins into the frozen spin state.
Irreversible magnetization was evaluated via isothermal remanent MIRM and thermoremanent MTRM magnetization curves. In the TRM protocol, the system is cooled from room
temperature to T < Tf under a constant dc field, and magnetization (MTRM ) is recorded immediately
after switching the field off. In the IRM protocol, the system is zero-field cooled to T < Tf where
a dc field is switched on and stabilized. MIRM is measured immediately after switching the field
off. The remanent magnetization is an indication of the number of moments that are still oriented
along the direction of applied field after the field is removed. Figure 8.6 shows the temperature
dependence of IRM after applying and switching off fields of 1 T and 5 T, and TRM after cooling
in and switching off a 5 T field. For T > 50 K, the remanence is close to zero. As the temperature
is decreased below 50 K, MIRM and MTRM increase as the slowing dynamics of the system cause
the magnetization to lag the applied field after it is switched off. Similarly strong increases in
MTRM and MIRM have previously been attributed to enhancement in effective anisotropy at low
temperature [42]. Since TRM is obtained under FC conditions, the magnetization at the moment
the field is switched off will exceed that of the ZFC condition in which spins do not completely
align with the field direction from the quenched zero-field disordered state, especially at low
temperatures, and consequently MTRM > MIRM [43].
While MTRM increases monotonically with decreasing temperature, MIRM – which gives
information about the switchable moments at a particular temperature – shows a maximum at 34
K under 1 T and at 22 K under 5 T, then decreases. The peak-like behavior of the MIRM (T) curves
is related to the freezing of spins into a random orientation during the ZFC process. While slow
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Figure 8.6 Isothermal remanent magnetization (MIRM ) and thermomagnetic remanent
magnetization (MTRM ) measured immediately after switching off magnetic fields of 5 T or 1 T.

spin dynamics is a prerequisite for non-zero MIRM , below the freezing temperature the magnetic
fields required to rotate spins out of their quenched randomly oriented zero-field state become very
large. The fraction of frozen spins grows with decreasing temperature (see Fig. 8.5), and so the
magnetization acquired when fields of 1 T and 5 T are switched on in the IRM protocol comes
primarily from the remaining reversible fraction of spins that closely follow the magnetic field. As
no remanence is associated with the reversible spins and the frozen spins are not influenced by
experimentally available magnetic fields and thus do not contribute to the remanent magnetization,
the IRM falls off at the lowest temperatures. The drop in MIRM below 22 K under 5 T is in good
agreement with the temperature range of spin freezing noted above. The MIRM peak shifts higher
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Figure 8.7 (a) Cycled hysteresis loops measured at 10 K after field cooling in 5 T. (b) HEB as a
function of the loop index (n) extracted from individual hysteresis loops. Red line represents fit of
experimental data to Eqn. 8.3. Inset: Cycled hysteresis loops measured at 35 K after field cooling
in 5 T.

in temperature to 34 K when the field is reduced to 1 T, as greater thermal fluctuations are
necessary to reverse dynamically frozen spins when the Zeeman energy is lowered.
The results of Fig. 8.5 and Fig. 8.6 give a clear indication of distinct reversible and
irreversible contributions to the low-temperature magnetization in the hollow nanoparticle
ensemble. As discussed in Section 8.1, the surface layer of a nanoparticle is a well-documented
source of spin disorder and frustration due to defects, dangling bonds, and uncompensated spins.
Previous studies have shown that both inner and outer surface spins in hollow nanoparticles
contribute to the enhancement of effective anisotropy and exchange bias [9], in contrast with solid
nanoparticles in which disorder is introduced from the outer surface only. The irreversible and
reversible magnetization components indicated by the remanence behavior and the vertical
displacement of the hysteresis loops can thus reasonably be assigned to the surface and interior
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spins in the shell of the hollow particles, respectively. The existence of an interface between
spatially distinct hard and soft magnetic phases is borne out by the strong exchange-bias effect
(horizontal shift in the hysteresis loop) of Fig. 8.5(a). The dynamics of the spins at the
irreversible/reversible interface were examined through the training effect of the exchange-bias
field, HEB = 0.5(H + H ), where H and H

are the coercive fields of the ascending and

descending branches of the hysteresis loop, respectively. The system was cooled in a field of 5 T
to 10 K, where the magnetic field was cycled a number of times. From Fig. 8.7 it can be seen that
HEB decreases strongly with successive cycling, as spin rearrangement occurs at the interface. Our
results are described well by a model considering frozen f and rotatable r components with
different relaxation rates at the interface [44],
HnEB

H∞
EB

Af exp

n⁄Pf

Ar exp

n⁄Pr ,

(8.3)

where the A parameters are weighting factors with the dimension of magnetic field, the P
parameters resemble a relaxation rate, and H∞
EB is the stable exchange-bias field as n → ∞. From
the fit we obtain H∞
EB = 962 ± 101 Oe, Af = 20.7 ± 1.2 kOe, Ar = 1980 ± 100 Oe, Pf = 0.39 ± 0.01,
and Pr = 2.74 ± 0.79. The ratio Pr /Pf = 7.02 indicates that the reversible spins rearrange 7 times
faster than the irreversible spins at 10 K. At 35 K the exchange-bias field is greatly reduced, and
its training is not described well by Eqn. 8.3 or more conventional power law decay models, but
rather decreases in an approximately linear fashion.
The geometry of a hollow particle dictates that the reversible interior spins form two
distinct interfaces with irreversible spins at the inner and outer surfaces. We have performed Monte
Carlo (MC) simulations of the hysteresis loops of a hollow particle with the same dimensions as
in the current study in order to isolate the magnetic properties of spins forming the inner and outer
surface layers of the shell. The simulations are performed at the atomistic level considering
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classical spins placed at the nodes of the spinel lattice of γFe2O3 [7,45]. The polycrystalline nature
of the hollow particles as seen in TEM images (Fig. 8.1) is incorporated by dividing the simulation
volume into a series of crystallites with equal volumes and randomly distributed anisotropy axes.
The influence of external magnetic field on the alignment of spins in the inner and outer surface
layers of the shell has thus been simulated (see Fig. 8.8, for example).
Figure 8.9 presents the results of a series of simulated hysteresis loops for a particle with
surface Neél anisotropy with constant ks = 30 K, and uniaxial anisotropy for core spins kc = 0.01
K (equal to the bulk value of γFe2O3) calculated at low temperature (T = 0.1 K) with a field step
dh = 5. In Fig. 8.9(a), magnetic hysteresis loops representing the total magnetization of the particle
were calculated using different numbers of MC steps (MCS) to average the magnetization at every
field in order to observe the influence of the field sweep rate and the relaxation dynamics of surface
spins. Consistent with experimental observations, the loops have elongated shapes, high closure
fields and linear high-field susceptibility indicative of a system with a high degree of disorder or
frustration. In these hollow particles, frustration arises due to a large fraction of surface spins and
random orientation of anisotropy axes of the crystallites. The resulting spin-glass-like state,
observed experimentally at low temperature, is also reflected in the dependence of the coercive
fields and remanent magnetizations on the field sweep rate – controlled in the simulation by the
number of MCS. These quantities present a marked short-time dynamic evolution that stabilizes
once surface spins attain their frozen state. The negative horizontal loop displacements and the
difference between positive and negative remanent magnetization (that persists even at low cooling
rates) are a signature of pinned frozen spins that cannot be equally reversed by a positive or
negative field due to the complex energy landscape generated by disorder.
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(a) h = 100

(b) h = 0

(c) h = -25

(d) h = -100

Figure 8.8 Snapshots of the outer and inner surface spin configurations subject to varying magnetic
fields (a) h = 100 (the maximum positive applied field), (b) h = 0 (remanence at the upper branch),
(c) h = 25 (near the negative coercive field), and (d) h = 100 (the maximum negative applied
field). Spins have been colored with a gradient from dark red/blue (outer/inner surface) for spins
along the field direction to yellow/green (outer/inner surface) for spins transverse to the field
direction. Only a slice of the spin configurations of a hollow nanoparticle close to the central plane
and perpendicular to the field direction is shown.
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Figure 8.9 Low-temperature (T = 0.1 K) simulated hysteresis loops for a hollow
particle with the same dimensions as in the experiments and surface and core
anisotropy constants ks = 30 K and kc = 0.01 K. (a) M (H) curves for the total
magnetization at different field sweep rates, calculated using 100, 500 and 1000 MCS
to average the magnetization at every field. (b) Contributions of the spins at the inner
and outer surfaces of the hollow particle to the total hysteresis loop with MCS = 1000.

Figure 8.9(b) shows the contributions of the spins at the inner (long dashes) and outer (short
dashes) surfaces of the hollow particle to the total hysteresis loop with MCS = 1000. It can be seen
that inner surface spins are more easily magnetized than spins at the outer surface, and their
associated hysteresis loops show a reduced vertical shift. These observations provide a clear
indication of a change in dynamic properties of spins at the inner and outer surfaces, a consequence
of a different range of effective energy barriers governing their relaxation. The different magnetic
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field responses of spins at the two surfaces are illustrated in Fig. 8.8, where a slice of the particle
along a plane perpendicular to the applied field axis shows the surface spins (interior spins are not
depicted for clarity), colored according to their orientations as described in the legend. It can be
seen that inner surface spins have tones closer to dark blue while outer surface spins are closer to
dark red both for high fields (Fig. 8.8a, h = 100) and low fields close to the coercive field (Fig.
8.8c, h = –25), indicating different degrees of disorder of spins in these two regions during the
whole magnetization reversal process.
8.5 Conclusions
In summary, we have investigated the static and dynamic magnetic properties of 15 nm
γFe2O3 hollow particles. The nanoparticle ensemble exhibits slow dynamics and aging behaviors
below ~ 50 K. AC susceptibility and FC/ZFC memory and aging experiments show spin-glasslike characteristics in the system with the onset of a frozen spin state when the temperature is
reduced below 20 K. Quantification of the magnetization associated with the frozen moments
reveals a rapid growth in Mf near 20 K, confirming a strong increase in the fraction of frozen spins
at this temperature. High-field FC and ZFC remanence curves indicate the coexistence of
reversible and irreversible components of magnetization. The temperature at which a peak is
observed in MIRM (T) (between 34 K and 22 K) suggests that the irreversible magnetic contribution
derives from the previously identified dynamically frozen spins. A strong exchange-bias effect
and its training behavior point to interfaces between reversible interior spins with bulk
coordination and highly frustrated surface spins that rearrange up to 7 times more slowly.
Atomistic Monte Carlo simulations confirm strongly disordered surface layers in the hollow
particle morphology, with complex energy landscapes that underlie both glass-like dynamics and
magnetic irreversibility. Calculated hysteresis loops show that inner surface spins are more easily
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magnetized than those located at the outer surface and produce a hysteresis loop with a smaller
vertical shift, indicating that dynamic behaviors are not equivalent at the two surfaces. A stronger
contribution to the experimentally observed spin freezing and related properties can thus be
expected from the outer surface layer of 15 nm hollow particles.
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CHAPTER NINE
Conclusions and Outlook

9.1 Summary
A number of energetically close competing interactions that originate from intrinsic
structure-property relationships in manganites, cobaltites, and ferrites contribute to the high degree
of tunability in their physical properties. The manipulation of the magnetic states of these systems
through external variables such as magnetic field, pressure, and temperature that favor certain
interactions lead to crossover behaviors and, in some cases, phase coexistence or percolation.
Disorder introduced through chemical substitution, surface effects, and grain boundaries can be
viewed as an independent parameter to tune the properties of pure magnetic systems, while finite
sample dimension plays a similar role in systems with long-range cooperative effects or large
correlation lengths. In this dissertation, the impacts of dimensionality and disorder on the magnetic
response of several strongly correlated oxide materials were examined through dc magnetization,
ac and transverse susceptibility measurements, and analysis of the magnetic entropy change and
critical exponents. These tools have allowed us to observe changes in the balance of magnetic
phases and interactions in these materials manifested as modified static, dynamic, and critical
magnetic properties.
The effects of size reduction on the weakly first-order transition in La0.7Ca0.3MnO3 at TC =
260 K were examined by comparing the magnetic and magnetocaloric properties of
polycrystalline, 33 nm and 15 nm nanocrystalline powders. Broadened transitions along with
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reduced TC and saturation magnetization are observed in the nanocrystalline samples, consistent
with a ~1.2 nm thick magnetically disordered surface layer. The results were compared to the
effects of quenched disorder in the form of Fe substitution as La0.7Ca0.3Mn1-xFexO3, which disrupts
the double-exchange-coupled Mn sublattice. Universal magnetic entropy change curves reveal a
progressive rounding of the magnetic transition and weakening of its first-order nature with both
the reduction of sample dimension and the addition of Fe. The crossover to a second-order
transition is achieved when the sample size reaches 15 nm or when x ≥ 0.05. The dilution of the
magnetic sublattice by Fe substantially lowers TC at the crossover point TC ሺx ൌ 0.05ሻ ~ 160 K
compared to the nanostructuring approach TC ሺ15 nmሻ ~240 K, indicating that in the nanoparticles
the strength of the ferromagnetic coupling among interior spins with bulk coordination remains
close to that of the pure system. The suppression of the first-order transition can thus be attributed
to surface rather than finite size effects.
Slight changes in the Ca2+ content of La0.7Ca0.3MnO3 are also known to produce a secondorder transition. A tricritical composition has been previously established in La0.6Ca0.4MnO3, while
the tricritical point separating first-order La0.7Ca0.3MnO3 and second-order La0.8Ca0.2MnO3 has yet
to be identified unambiguously. In an examination of the critical properties of these compositions,
we find that the critical exponents of La0.8Ca0.2MnO3 approach tricritical mean field model values
when Kouvel-Fisher analysis is carried out with increasingly larger magnetic fields, raising the
possibility of a field-induced tricritical point. This observation is attributed to the influence of a
magnetic field on the inhomogeneous magnetic ground state of La0.8Ca0.2MnO3, marked by
competition between double-exchange- and superexchange- mediated ferromagnetic interactions.
A magnetic field favors the double-exchange phase and establishes a universal relationship
between local distortion and magnetization for fields exceeding 2 T. Based on the high-field
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behavior of the critical properties it is likely that the suppression of competition allows static
polarons to become correlated, which is thought to be the underlying cause of the discontinuous
transition in La0.7Ca0.3MnO3. A systematic shift in Kouvel-Fisher critical exponents between
models may be a more general feature of magnetic systems with competing interactions whose
balance is affected by a magnetic field, as evidenced by our observation of a field-induced shift in
the critical susceptibility exponent of La0.75Pr0.25Co2P2 toward the mean field value as ordered
clusters above TC , associated with opposing 4f and 3d magnetic sublattices, are suppressed by a
large magnetic field.
Restriction of sample size to below characteristic length scales is possible in certain
materials with unusually long-ranging effects, such as La0.25Pr0.375Ca0.375MnO3. In this system,
separation between ferromagnetic and charge-ordered/antiferromagnetic phases with a
characteristic size on the order of ~ 1µm is stabilized due to the presence of quenched disorder and
long-range strains within the framework of competing electronic phases intrinsic to manganite
compounds. The results of comprehensive magnetic, magnetocaloric, transverse susceptibility,
and pressurized magnetization measurements in a single crystal and several powder samples
indicate that the glassy long-range martensitic accommodation strains of the charge-ordered
regions in the bulk system are inhibited in sub-micron particles, and phase coexistence occurs on
a shorter length scale. As particle size is reduced to 400 nm and 150 nm, the ferromagnetic volume
fraction increases and the remaining charge-ordered regions are more easily destabilized by
applied magnetic fields and hydrostatic pressure. In contrast to the abrupt percolation mechanism
in a single crystal, field-induced charge-order melting occurs through a gradual heterogeneous
process in the powder samples, accompanied by a dramatic increase in the field hysteresis
associated with the conversion. The growth of the ferromagnetic phase with decreasing
294

temperature occurs first via nucleation and growth of ferromagnetic domains within chargedisordered regions of the sample, followed by the temperature-induced melting of the chargeordered phase at lower temperatures. When particle size is reduced below 100 nm, the long-range
charge-ordered phase is suppressed and weak ferromagnetic characteristics arise due to a surface
cluster glass state.
Long magnetic correlation lengths (> 500 nm) in Ca3Co2O6 arise from intrinsic geometric
frustration and low dimensionality. In this work we utilized magnetic entropy change
measurements to establish a detailed H–T phase diagram for a single crystal of Ca3Co2O6 consistent
with recently identified spin-density wave and short-range order phases. In addition to extending
previous phase boundaries to below 10 K, new sub-features of the ferrimagnetic phase are
identified, including the reversal region of the third spin chain on the triangular unit to establish
the ferromagnetic phase and the appearance of a local entropy maximum associated with the
growth of a short-range order phase in the slow-dynamic region. Polycrystalline materials show a
non-saturating behavior, rounded steps, and reduced magnetization when compared to the single
crystal, however the essential features of the static phase diagram are preserved when the grain
size is well above (1.1 µm) or just below (440 nm) the c-axis correlation length, indicating that
moderate restriction of the intrachain correlations does not destabilize the spin-density wave phase.
Instead, the slight increase of the spin-density wave to ferrimagnetic crossover field in the powder
samples suggests that the presence of defects within the chains may in fact inhibit the relaxation
of the incommensurate modulation in the system. Furthermore, from our observation of multiple
bulk-like metastable magnetization plateaus at low temperatures in the 440 nm particles, we can
conclude that the appearance of such steps is affected more strongly by the sample dimension
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within the ab plane rather than along the c-direction, which may account for seemingly inconsistent
previous reports regarding the absence of these features in nanostructured Ca3Co2O6.
The geometric frustration and large anisotropy of Ca3Co2O6 give rise to unusual timedependent properties of the magnetization in single crystal samples for which a temperatureindependent relaxation mechanism emerges below 10 K in addition to an Arrhenius process. ac
susceptibility studies and relaxation of the remanent magnetization show that the slow-dynamic
state as characterized by the spin relaxation time, freezing temperature, activation energies, and
peak shift in the ac susceptibility is weakened in the polycrystalline samples. The presence of grain
boundaries is also accompanied by greater distribution of relaxation times (α) at low temperature
that reaches a maximum at the freezing temperature, in contrast to the single crystal for which α
(T) shows a more typical monotonic increase with decreasing temperature. An unusual crossover
at 9 –10 K in the Arrhenius-like relaxation regime of the polycrystalline samples shares similarities
with behavior arising from the presence of defects in single-chain ferromagnets, suggesting that
the crossover occurs when the correlation length along the chains is on the order of the distance
between defects.
Finally, we investigated the dynamic magnetic properties of γFe2O3 hollow nanoparticles
composed of a ~3 nm thick shell of interfacing grains. Compared to solid ferrite nanoparticles, the
hollow structures show enhanced surface-to-volume ratio in addition to grain boundaries, leading
to slow dynamics and aging of the ensemble below ~ 50 K. ac susceptibility, memory, and aging
protocols confirm the spin-glass-like character of the system with a freezing temperature of ~ 20
K. Remanence experiments and field-cooled hysteresis loops demonstrate a rapidly increasing
frozen (irreversible) component of the magnetization as temperature is decreased, with a coexisting
reversible component. The existence of these two phases leads to a large exchange-bias effect with
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a training behavior consistent with highly frustrated surface spins comprising the irreversible
phase. Monte Carlo simulations confirm strong disorder in the surface layers of the hollow particle
morphology that is responsible for both the glass-like dynamics and magnetic irreversibility.
Interestingly, calculated hysteresis loops indicate that inner surface spins are more easily
magnetized than those located at the outer surface. A stronger contribution to the experimentally
observed spin freezing and related properties can thus be expected from the outermost surface
layer of 15 nm hollow particles.
9.1 Future work
The results of this dissertation, as outlined above, provide a framework for continued
studies on these and related complex oxide systems and define several problems of interest. In
particular, the origins of several unusual aspects of the dynamic susceptibility and relaxation
processes in Ca3Co2O6 are not yet understood, especially in regards to the emergence of new
phenomena in polycrystalline materials. To clarify these aspects, ongoing dynamic measurements
are aimed at encompassing aging, memory and remanence effects more comprehensively and
comparing the results of different measurement protocols. While decreasing the grain size of
Ca3Co2O6 as described above effectively yields an increased defect density, defects can be
introduced within the spin chains in a more controlled manner through site-disorder when Co is
substituted with another transition metal element. To this end, the effects of Mn doping level in
the compound Ca3Co2-xMnxO6 are currently being investigated, with a focus on the influence of
dilute Mn concentration on the dynamic properties of the parent compound. Preliminary results
demonstrate an initial increase in freezing temperature with x, followed by a weakening of the
slow dynamic characteristics and metastable magnetization steps with additional Mn content and
the eventual suppression of these behaviors when x > 0.25.
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As noted above, freezing at the surface of γFe2O3 nanoparticles gives rise to a significant
exchange-bias effect. Exchange bias has also been observed in nanoparticles with a chemically
distinct core and shell, and in these cases is usually attributed to the pinning of spins in the
magnetically soft core phase at the interface between core and shell. The relative contributions of
surface and interfacial spins in Fe/γFe2O3 core/shell particles to the irreversible magnetization and
exchange biasing is therefore an interesting question. Polarized-beam small angle neutron
scattering (SANS) measurements have been performed on Fe/γ-Fe2O3 nanoparticles to shed light
on the location of the pinned spins evident from the displacement of the hysteresis loops. In 7 nm
particles, good agreement is found with models of pinned spins located primarily at the outer
γFe2O3 surface, while preliminary analysis of 10 nm particles indicates that the internal magnetic
structure is more significant in these larger samples with increased interfacial area. Additional
neutron scattering measurements are planned to confirm and/or address the microscopic origins of
several intriguing results observed with our macroscopic probes, including the initial enhancement
of the charge-ordering temperature under small applied fields and hydrostatic pressures in
La0.25Pr0.375Ca0.375MnO3, and the subdivisions of the ferrimagnetic phase in Ca3Co2O6 evident in
our magnetic entropy change measurements.
A comprehensive approach combining complementary dc and ac magnetization studies,
transverse susceptibility, and magnetocaloric effect measurements has proven successful over the
years in determining how the magnetic ground states of strongly correlated electron systems evolve
under the influence of a number of external parameters. Our current results suggest that an
examination of the field dependence of critical exponents determined using a Kouvel-Fisher
analysis may provide an additional window on phase transitions in materials with competing, fieldsensitive, exchange interactions. Future studies will also incorporate longitudinal and transverse
298

spin-Seebeck effect measurements to probe the interplay between spin, charge, and heat in
ferromagnetic metals, semiconductors, and insulators. This unique combination of measurement
techniques is well suited to address emergent issues in diverse classes of magnetic oxides, as
demonstrated in this dissertation, that will be extended to include rare-earth pyrochlores, bilayer
manganites with a pseudo-2D structure, and rare-earth titanates.
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