Denoising is an important preprocessing step to further analyze the hyperspectral image (HSI), and many denoising methods have been used for the denoising of the HSI data cube. However, the traditional denoising methods are sensitive to outliers and non-Gaussian noise. In this paper, by utilizing the underlying low-rank tensor property of the clean HSI data and the sparsity property of the outliers and non-Gaussian noise, we propose a new model based on the robust low-rank tensor recovery, which can preserve the global structure of HSI and simultaneously remove the outliers and different types of noise: Gaussian noise, impulse noise, dead lines, and so on. The proposed model can be solved by the inexact augmented Lagrangian method, and experiments on simulated and real hyperspectral images demonstrate that the proposed method is efficient for HSI denoising. 
INTRODUCTION
Over the past decades, hyperspectral imaging (HSI) has been rapidly developed into one of the most powerful technologies in the field of remote sensing. With the wealth of spectral information available, HSI has a wide range of applications, such as terrain classification, mineral detection, environmental monitoring, and military surveillance [1] [2] [3] [4] [5] . However, the sensor, photon effects, and calibration error [6, 7] unavoidably introduce noises into the acquired HSI data cube, which not only degrades the visual quality of the HSI data but also limits the precision of the subsequent image interpretation and analysis [8] . Thus, the hyperspectral image denoising is a necessary preprocessing step for many HSI applications, e.g., target detection, spectral unmixing, object classification, and matching [9] [10] [11] [12] [13] .
In the past decades, many different methods have been proposed for the denoising of HSIs [14] . Traditional methods adopt the 2D or 1D denoising methods to reduce noise in HSI band by band or pixel by pixel [1] . However, the corresponding denoising result is not satisfying, as the correlation between the spatial and spectral bands is not simultaneously considered [6, 8] , and only spatial or spectral noise is removed. Therefore, in order to treat the HSI as a whole entity, spatial and spectral information should be taken into consideration jointly to remove the noise efficiently [1] . In recent years, tensor-algebra methods have been used to denoise the 3D HSI, which utilize the multilinear algebra to analyze the HSI tensor directly [15] . There are two main models, the TUCKER3 model and the PARAFAC model [16] . The TUCKER3-model-based denoising methods include the lower rank tensor approximation (LRTA) [17] , the genetic kernel tucker decomposition [18] , and the multidimensional Wiener filtering [19] . The PARAFAC-model-based denoising methods include the parallel factor analysis (PARAFAC) [20] and the rank-1 tensor decomposition [8] . In addition, multidimensional wavelet packet transform (MWPT)-based methods have been used for the denoising of the 3D HSI [15, 21, 22] . Under the limitation of the prior knowledge, the above-mentioned tensoralgebra methods are implicitly developed for the additive white Gaussian noise. However, for real-world HSIs, the main source of noise is no longer determined by signal-independent additive noise, both signal-independent and signal-dependent noise components exist in HSIs [23] , and there usually exists a combination of several different types of noise, e.g., Gaussian noise, impulse noise, dead pixels or lines, and stripes [6] . The lowrank matrix recovery (LRMR)-based method has been proposed, which can simultaneously remove the above-mentioned different types of noise [6] . The LRMR-based method divides the HSI into patches, rearranges the patches into 2D matrices, and restores each patch sequentially. However, it may lead to a loss of the interdimensional information.
In recent years, robust tensor recovery and completion have played an important role in multilinear data analysis, which makes the tensor decompositions robust for outliers, gross corruptions, and so on [24] . Tensor decomposition resembles principal component analysis for matrices, and the robust principal component analysis (RPCA) [25] has been proposed to be robust for outliers or corrupted observations. Moreover, robust tensor recovery removes outliers based on the global structure of the tensor, which naturally leads to a robust Tucker decomposition. Unlike the traditional hyperspectral image denoising methods, our proposed method is based on the prior knowledge in practice. First, the clean HSI data has the underlying low-rank tensor property, even though the actual HSI data may not be due to outliers and non-Gaussian noise. The nuclear norm is used as convex surrogate function for the low-rank tensor, which is applied to the different unfoldings of the tensor. Second, to better pursue the outliers and non-Gaussian noise, we use the l 2;1 -norm to impose sparsity, which has the advantage of being rotation invariant compared with the l 1 -norm. In this paper, based on the above-mentioned two aspects, we propose a new model based on the robust low-rank tensor recovery (RLRTR), which can simultaneously remove the abovementioned different types of noise. The proposed model can be solved by the inexact augmented Lagrangian method (IALM). Our contribution in this paper lies in that we propose the RLRTR, which can efficiently remove outliers and different types of noise compared with the other four state-of-the-art methods.
The remainder of this paper is structured as follows. In Section 2, we describe the proposed method for the HSI denoising problem. In Section 3, we evaluate the performances of the proposed method using the real hyperspectral images, and we conclude this paper in Section 4.
RLRTR-BASED METHOD FOR HSI DENOISING
A. RLRTR-Based HSI Denoising Model
In this paper, we consider a third-order tensor, which is denoted by X ∈ R I 1 ×I 2 ×I 3 with three indices, each index is called the way or mode, the n-th dimension of this tensor is called n-mode, and R is the real manifold. The elements in this tensor can be expressed as x i 1 i 2 i 3 , with i 1 1; …; I 1 ; i 2 1; …; I 2 ; i 3 1; …; I 3 . X n ∈ R I n ×M n n 1; 2; 3 denote the n-mode unfolding matrices of a tensor X ∈ R I 1 ×I 2 ×I 3 , where
The columns of X n are the I n -dimensional vectors obtained from X by varying index i n while keeping the other indices fixed. Here, we define the n-mode rank K n as the n-mode unfolding matrix rank X n , i.e., K n rankX n , and define the rank of the tensor X as rankX. According to [26] , X is called a rank-K 1 ; K 2 ; K 3 tensor if rankX n K n for all n 1, 2, and 3.
According to [6] , we assume that the HSI is corrupted by different kinds of noise: Gaussian noise, impulse noise, dead pixels, stripes, and so on. Thus, the noisy HSI data can be seen as the clean HSI impaired by Gaussian noise, outliers, and nonGaussian noise, and the noise degradation model of the HSI can be written as follows:
where Y is the observed degradation HSI, X is the clean HSI, S is the sparse error term denoting outliers and non-Gaussian noise (including impulse noise, dead lines, stripes, and so on), and N denotes the Gaussian noise of a small level. The Y, X, S, N all are of the same size of I 1 × I 2 × I 3 , where I 1 and I 2 represent the width and the height of the HSI, respectively, and I 3 denotes the number of spectral bands. The LRMR model was first proposed by Wright et al. [25] , which is idealized as a RPCA problem. The RPCA decomposes the observed data matrix into the sum of a low-rank matrix and a sparse component matrix, which is robust to outliers and corrupted observations. For the observed degradation HSI, a direct application of RPCA essentially considers the low-rank structure in only one of the unfoldings and is often insufficient [24] . In this paper, we generalize the RPCA to the denoising of the tensor Y based on the following two aspects. First, according to the previous work in [17] , the high-dimensional HSI data spaces are mostly empty, indicating that the involved data structure exists primarily in subspace. That is to say, the clean HSI data has the underlying low-rank tensor property. Second, for real hyperspectral images, only a small portion of bands (up to 20%) are degraded severely by noise, while most of the bands have relatively high quality [27] . In other words, HSI noise has sparsity except the small portion of low-level noise. Therefore, based on the above-mentioned two aspects and the tensor completion in [28] , mathematically, the proposed RLRTR model can be transformed into solving the tensor optimization problem as follows:
where f rankX is a tensor rank function, i.e., f rankX f rankX 1 ; rankX 2 ; rankX 3 . And λ is a regularization parameter used to balance the contribution between the tensor rank function and the l 0 -norm.
However, Eq. (2) is a highly nonconvex optimization problem, which is usually difficult to solve, or even NP-hard. There are many choices for the selection of the tensor rank function f rankX, since the nuclear norm minimization has been attracting significant research as a convex relaxation of the low-rank matrix factorization problem. In order to keep things simple, the nuclear norm is advocated to be used as convex surrogate function for the rank function, and it is applied to the different unfoldings of the tensor. Thus, we will replace the tensor rank function f rankX by the sum of the nuclear norms ‖X n ‖ n 1; 2; 3. Traditionally, l 1 -norm is used to capture the simple outliers and non-Gaussian noise structure, to better pursue the outliers and impose sparsity, the l 2;1 -norm proposed in [29] is adopted, which has the advantage of being rotation invariant according to [30] . In this paper, based on the above-mentioned two aspects, we introduce auxiliary variables X n ∈ R I 1 ×I 2 ×I 3 and S n ∈ R I 1 ×I 2 ×I 3 n 1; 2; 3 by applying variable-splitting to X and S, respectively. Thus, our minimization problem of interest can be rewritten as follows:
‖X n n ‖ λ‖S n n ‖ 2;1 ;
where X n n represents the n-mode unfolding matrix of the tensor X n ; ‖Z‖ P I i1 σ i Z denotes the nuclear norm,
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which is the sum of the singular values of the matrix Z; ‖Z‖ 2;1 denotes the sum of l 2 -norm of each row of the matrix Z; ‖ · ‖ F represents the matrix Frobenius norm; and δ is a constant related to the standard deviation of the independent and identically distributed Gaussian noise N. It is noted that our method only focuses on the recovery of the row space and detects the outliers as well, instead of "exact recovery" of the entire l 0 matrix. Thus, it also means that our proposed method has the advantage of being rotation invariant; specifically, applying the same rotation to all given points (i.e., rows) has no effect on its performance.
B. RLRTR-Based HSI Denoising Method
To solve the optimization problem in Eq. (3), we develop an IALM to take advantage of the problem structure [31] . By introducing some auxiliary variables, the augmented Lagrangian for Eq. (3) can be rewritten as follows:
where β > 0 is a penalty parameter, T n ∈ R I 1 ×I 2 ×I 3 n 1; 2; 3 are tensor of Lagrangian multipliers, and we let Λ n T n ∕β n 1; 2; 3. However, solving this problem with joint variables is difficult; we use the IALM method to solve it, i.e., update one variable with the other fixed. To update X n n , we solve
where D τ · is the well-known singular value thresholding operator [32] , which is defined as follows:
where X UΣV T is the singular value decomposition, and S τ x sgnx maxjxj − τ; 0 is the shrinkage operator [33] . To update S n n , we solve S n k1 n arg min
The solution is the well-known vect-soft threshold [34] function gb; τ b maxf‖b‖ 2 −τ;0g maxf‖b‖ 2 −τ;0gτ , where τ λ∕β. Thus, we can solve Eq. (7) by applying the vect-soft threshold function independently to each row of the update variable
To sum up, the detailed procedure of the RLRTR for the denoising of HSI data cube is listed in Algorithm 1. For IALM, which is a variation of exact augmented Lagrangian method, its convergence has already been well studied when the number of blocks (i.e., unknown matrix variables) is, at most, two [35] . In our problem there is no guarantee for the convergence in theory, as the objective function in Eq. (3) is nonsmooth, and hence it is difficult to prove the convergence of our proposed algorithm theoretically [29] . Furthermore, the IALM is known to generally perform well in reality [35] , which could be well expected that our proposed denoising method has good convergence properties.
n with (7); 6 Update Lagrange multiplier Λ n by Λ n k1 n ← Λ n k n − βY n − X n k1 n − S n k1 n ; 7 end 8 Update penalty parameter: β minβ max ; ρβ;
9 Update X and S:X ‖Y − X − S‖ 2 ∕‖Y‖ 2 < ε 11 end 12 return X, S.
EXPERIMENTS A. Simulated Experiment
In this section, part of the publicly available HYDICE image of the Washington DC Mall is used to verify the performance of the proposed algorithm. The selected image size is 300 × 300 × 191, where the false color image is shown in Fig. 1 . In this paper, the peak signal-to-noise ratio (PSNR) index, structural similarity index measurement (SSIM) [36] , and feature similarity index measurement (FSIM) [37] are used to give a quantitative assessment of the denoised results. The PSNR is used to assess the denoised image from the view of gray-level similarity, and the latter two indices are designed to measure the similarity of the denoised image to the original image based on human's visual characteristic. For an HSI, we compute the value of the above-mentioned three indices for images on different spectral bands; the mean values of these bands are then calculated and denoted as MPSNR, MSSIM, and MFSIM [1] .
In the simulated process, three kinds of noise are added to the Washington DC image, and details are as follows:
(1) We add zero-mean Gaussian noise to all the bands of the HSI. The SNR value of each band varies from 10 to 20 dB randomly, and the mean SNR of all the bands is 15.28 dB.
(2) We add the impulse noise to the 11 selected bands from band 30 to 40. The percentage of impulse noise is 20%.
(3) We add dead lines to the 11 selected bands from band 80 to 90. The width of the dead lines is from one line to three lines.
To evaluate the performance of our proposed method, we choose four different methods for comparison, i.e., VBM3D [38] , LRTA [17] , PARAFAC [20] , and LRMR [6] . In the simulated experiment, we tune the parameters for the proposed method and the other four compared methods. LRTA is a lower rank tensor approximation denoising method with no parameters. The noise variation of the VBM3D method is set to 15. For the PARAFAC method, we set the thresholds for constancy of diagonal elements and the energy finiteness of off-diagonal elements in residual covariance matrix to 10 −7 and 10 −6 , respectively. For the LRMR method, the main parameters are set as follows: the upper bound of the rank r 7, the cardinality k 4000, and q 20, which means that each hyperspectral patch is 20 × 20 × 191. For our proposed method, the two parameters are set as follows: λ 0.5 and β 10 −2 . Because there are too many bands in an HSI, we just select six typical bands of them to give a visual effect presentation. Table 1 .
From Figs. 2 and 3 , it can be observed that the proposed method and LRMR method can denoise the Gaussian noise efficiently and preserve the edge and detailed information simultaneously. However, LRTA cannot remove the Gaussian noise at low SNR. Although the denoised results of VBM3D and PARAFAC have good performances at high SNR, some detailed information is lost for VBM3D at low SNR, and the denoising result for PARAFAC at low SNR is oversmoothed. From Figs. 4 and 5 , it can be observed that the proposed method and LRMR method both have good performances, which can simultaneously remove the Gaussian noise and impulse noise effectively. The VBM3D and LRTA denoising methods fail to remove the mixed Gaussian and impulse noise, the PARAFAC can just remove part of the noise, and the detailed information is blurred and oversmoothed. From Figs. 6 and 7, it can be clearly seen that our proposed method not only removes the Gaussian noise and the dead lines but also preserves image details and textures. The other four compared methods all can effectively remove the Gaussian noise, while the VBM3D, LRTA, and PARAFAC denoising methods fail to remove the dead lines. Moreover, the LRMR cannot completely remove the dead lines; there are still some dead lines that exist in the denoised image.
The effectiveness of the proposed denoising method can also be illustrated by the PSNR, SSIM, and FSIM shown from Figs. 8-10 and the MPSNR, MSSIM, and MFSIM shown in Table 1 . It is obviously shown that the PSNR, SSIM, and FSIM values of most of the bands with the proposed method are higher than those of the other four compared methods. Furthermore, the MPSNR, MSSIM, and MFSIM of the proposed method shown in Table 1 are the highest, which is consistent with the visual presentations shown from Figs. 2-7.
B. Real Data Experiment
Hyperspectral image classification is an important application where denoising could play a significant role when the hyperspectral data is highly degraded by different sources of noise [39] . In this section, we choose the Indian Pines dataset to compare the denoising performances of the proposed method and the other four compared methods. The Indian Pines dataset was collected by the AVIRIS sensor over the Indian Pines region in Northwestern Indiana in 1992. There are 220 bands in the image, covering the wavelength range of 0.4-2.5 μm. We have reduced the number of bands to 200 by removing bands covering the region of water absorption: 104-108, 150-163, and 220. The image size is 145 × 145, where the false color image is shown in Fig. 11 . Since the classification accuracy is easily affected by noise, so the classification accuracy can be adopted to evaluate the denoising performance. Here, a support vector machine (SVM) [40] is utilized as a classifier, and the efficiency of these methods is evaluated in terms of classification accuracy: the overall accuracy (OA) and class-specific accuracy (CA) [41] . The ground truth available is divided into 16 classes and is not mutually exclusive, with a total of 10249 samples. Out of the available reference pixels, 1045 samples (about 10%) are chosen as training samples, and the specific training sample number for each class is shown in Table 2 ; thus, what is left is used for testing. To make the classification performances of the Indian Pines dataset more reliable, we randomly select the training samples for 100 times. The performance of each algorithm is compared by the mean and standard deviation of the overall classification accuracy.
Since the original images in bands 1 and 219 are seriously corrupted by noise, there is nearly no useful information without denoising. Figures 12 and 13 show the denoised results with the proposed method and four compared methods in original bands 1 and 219, respectively. In the real Indian Pines dataset experiment, we tune the parameters for the proposed method and the other four compared methods. For the VBM3D method, the noise variation of the VBM3D method is set to 12. For the PARAFAC method, we set the thresholds for constancy of diagonal elements and the energy finiteness of offdiagonal elements in residual covariance matrix to 10 −7 and 10 −6 , respectively. For the LRMR method, the main parameters are set as follows: q 20, r 4, and k 4000. For our proposed method, the two parameters are set as follows: λ 0. Research Article and β 10 −2 . In Figs. 12 and 13, it can be seen that the performance of the VBM3D method is not good in the heavy noise case, which is due to the fact that the similarity among grouped blocks is dependent on noise level. The LRTA method performs poorly and fails to remove noise compared with the original noisy images, and there is still some stripe noise remaining with the PARAFAC method. The performance of the LRMR method is good except the marginal area, since the LRMR is a patch-based denoising method, which may lead to a loss of the interdimensional information and the detailed information. Furthermore, it is easy to observe that the image restored by the proposed method removes the noise and well preserves the edge and texture information in the image. Table 2 shows the OA and CA values with the proposed method and the other compared methods. It can be seen that the OA and CA values are promoted when noise is suppressed, which shows that the denoising step can improve the classification accuracy. It is worth noting that the proposed RLRTR method obtains the best OA when comparing with the other methods, and the RLRTR method obtains an OA value of 87.63%, which is at least 0.93% higher than the OAs of the compared four methods, which demonstrates that our denoising method can provide better HSI data through classification accuracy by SVM. The OA value of the proposed RLRTR method is 6.31% higher than that of the SVM, which proves that denoising is a necessary preprocessing step for the subsequent application of classification.
CONCLUSION
In this paper, based on the low-rank tensor property of the clean HSI data and the sparsity property of the outliers and non-Gaussian noise, we propose a new model named the RLRTR, which can preserve the global structure of HSI and simultaneously remove outliers and different types of noise: Gaussian noise, impulse noise, dead lines, and so on. The proposed model can be solved by the IALM. Experiments both on simulated and real hyperspectral datasets have been conducted to demonstrate the efficiency of the proposed denoising method. Although the proposed method works well on the denoising of the hyperspectral image, there is still room for further improvement. Our future work will focus on the robust low-rank approximation under robust L 1 -norm for the denoising of the HSI. 
