We consider the problem of seeking a symmetric positive semidefinite matrix in a closed convex set to approximate a given matrix. This problem may arise in several areas of numerical linear algebra or come from finance industry or statistics and thus has many applications. For solving this class of matrix optimization problems, many methods have been proposed in the literature. The proximal alternating direction method is one of those methods which can be easily applied to solve these matrix optimization problems. Generally, the proximal parameters of the proximal alternating direction method are greater than zero. In this paper, we conclude that the restriction on the proximal parameters can be relaxed for solving this kind of matrix optimization problems. Numerical experiments also show that the proximal alternating direction method with the relaxed proximal parameters is convergent and generally has a better performance than the classical proximal alternating direction method.
Introduction
This paper concerns the following problem:
where ∈ × is a given symmetric matrix, 
matrices ∈ × and ∈ × are symmetric and scalars, and are the problem data, ⪰ 0 denotes that is a positive semidefinite matrix, Tr denotes the trace of a matrix, and ‖ ⋅ ‖ denotes the Frobenius norm; that is,
2 )
and + ∩ is nonempty. Throughout this paper, we assume that the Slater's constraint qualification condition holds so that there is no duality gap if we use Lagrangian techniques to find the optimal solution to problem (1) . Problem (1) is a type of matrix nearness problem, that is, the problem of finding a matrix that satisfies some properties and is nearest to a given one. Problem (1) can be called the least squares covariance adjustment problem or the least squares semidefinite programming problem and solved by many methods [1] [2] [3] [4] . In a least squares covariance adjustment problem, we make adjustments to a symmetric matrix so that it is consistent with prior knowledge or assumptions and a valid covariance matrix [2, 5, 6] . The matrix nearness problem has many applications especially in several areas of numerical linear algebra, finance industry, and statistics in [6] . A recent survey of matrix nearness problems can be found in [7] . It is clear that the matrix nearness problem considered here is a convex optimization problem. It thus follows from the strict feasibility and coercivity of the objective function that the minimum of (1) is attainable and unique.
Abstract and Applied Analysis
In the literature of interior point algorithms, + is called the semidefinite cone and the related problem (1) belongs to the class of semidefinite programming (SDP) and secondorder cone programming (SOCP) [8] . In fact, it is possible to reformulate problem (1) into a mixed SDP and SOCP as in [3, 9] : min s.t. ⟨ , ⟩ = , = 1, 2, . . . , , ⟨ , ⟩ ≤ , = 1, 2, . . . , ,
where ⟨ , ⟩ = Tr( ). Thus, problem (1) can be efficiently solved by standard interior-point methods such as SeDuMi [10] and SDPT3 [11] when the number of variables (i.e., entries in the matrix ) is modest, say under 1000 (corresponds to around 32) and the number of equality and inequality constraints is not too large (say 5,000) [2, 3, 12] .
Specially, let
where Diag( ) is the vector of diagonal elements of and is the vector of 1s. Then problem (1) can be viewed as the nearest correlation matrix problem. For the nearest correlation matrix problem, a quadratically convergent Newton algorithm was presented recently by Qi and Sun [13] , and improved by Borsdorf and Higham [1] . For problem (1) with equality and inequality constraints, one difficulty in finding an efficient method for solving this problem is the presence of the inequality constraints. In [3] , Gao and Sun overcome this difficulty by reformulating the problem as a system of semismooth equations with two level metric projection operators and then design an inexact smoothing Newton method to solve the resulting semismooth system. For the problem (1) with large number of equality and inequality constraints, the numerical experiments in [14] show that the alternating direction method (hereafter alternating direction method is abbreviated as ADM) is more efficient in computing time than the inexact smoothing Newton method which additionally requires solving a large system of linear equations at each iteration. The ADM has many applications in solving optimization problems [15, 16] . Papers written by Zhang, Han, Li, Yuan, and Bauschke and Borwein show that the ADM can be applied to solve convex feasibility problems [17] [18] [19] .
The proximal ADM is a class of ADM type methods which can also be easily applied to solve the matrix optimization problems. Generally, the proximal parameters (i.e., the parameters and in (14) and (15)) of the proximal ADM are greater than zero. In this paper, we will show that the restriction on the proximal parameters can be relaxed while the proximal ADM is used to solve problem (1) . Numerical experiments also show that the proximal ADM with the relaxed proximal parameters generally has a better performance than the classical proximal ADM.
The paper is organized as follows. In Section 2, we give some preliminaries about the proximal alternating direction method. In Section 3, we convert the problem (1) to a structured variational inequality and apply the proximal ADM to solve it. The basic analysis and convergent results of the proximal ADM with relaxed proximal parameters are built in Section 4. Preliminary numerical results are reported in Section 5. Finally, we give some conclusions in Section 6.
Proximal Alternating Direction Method
In order to introduce the proximal ADM, we first consider the following structured variational inequality problem which includes two separable subvariational inequality problems: find ( , ) ∈ Ω such that
where
: 1 → 1 and : 2 → 2 are monotone; that is, [26] , and Xu [27] . By attaching a Lagrange multiplier vector ∈ to the linear constraint + = , problem (6)- (7) can be explained as the following form (see [20, 21, 24] 
For solving (9)-(10), Gabay [28] and Gabay and Mercier [29] proposed the ADM method. In the classical ADM method, the new iterate +1 = ( +1 , +1 , +1 ) ∈ W is generated from a given triple = ( , , ) ∈ W via the following procedure.
First, +1 is found by solving the following problem:
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where ∈ Y. Finally, the multiplier is updated by
where > 0 is a given penalty parameter for the linearly constraint + − = 0. Most of the existing ADM methods require that the subvariational inequality problems (11)- (12) should be solved exactly at each iteration. Note that the involved subvariational inequality problem (11)- (12) may not be well-conditioned without strongly monotone assumptions on and . Hence, it is difficult to solve these subvariational inequality problems exactly in many cases. In order to improve the condition of solving the subproblem by the ADM, some proximal ADMs were proposed (see, e.g., [26, 27, [30] [31] [32] [33] [34] ). The classical proximal ADM is one of the attractive ADMs. From a given triple = ( , , ) ∈ W, the classical proximal ADM produces the new iterate
First, +1 is obtained by solving the following variational inequality problem:
where > 0 is the given proximal parameter and ∈ X. Then, +1 is found by solving
where > 0 is the given proximal parameter and ∈ Y. Finally, the multiplier is updated by
In this paper, we will conclude that problem (1) can be solved by the proximal ADM and the restriction on the proximal parameters > 0, > 0 can be relaxed as > −1/2, > −1/2 when the proximal ADM is applied to solve problem (1). Our numerical experiments later also show that the numerical performance of the proximal ADM with smaller value of proximal parameters is generally better than the proximal ADM with comparatively larger value of proximal parameters.
Converting Problem (1) to a Structured Variational Inequality
In order to solve the problem (1) with proximal ADM, we convert problem (1) to the following equivalent one:
Following the KKT condition of (17), the solution to (17) can be found by finding = ( , , Λ) ∈ W such that
It is easy to see that problem (18)- (19) is a special case of the structured variational inequality (9)- (10) and thus can be solved by proximal ADM. For given = ( , , Λ ) ∈ W, it is fortunate that the +1 = ( +1 , +1 , Λ +1 ) can be exactly obtained by the proximal ADM in the following way:
where the projection of V on a nonempty closed convex set of × under Frobenius norm, denoted by (V), is the unique solution to the following problem; that is,
It follows that the solution to
is called the projection of on + and denoted by + ( ). Using the fact that matrix Frobenius norm is invariant under unitary transform, it is known (see [35] ) that
is the symmetric Schur decomposition of ( = ( 1 , . . . , ) is an orthogonal matrix whose column vector , = 1, . . . , , is the eigenvector of , and , = 1, . . . , , is the related eigenvalue),
In order to obtain the projection ( ), we need to solve the following quadratic program:
The dual problem of (28) can be written as
where is positive semidefinite and and have the following form, respectively:
Problem (29) is often a medium-scale quadratic programming (QP) problem. A variety of methods for solving the QP are commonly used, including interior-point methods and active set algorithm (see [36, 37] ).
Particularly, if is the following special case:
where ≥ 0 expresses that each element of is nonnegative, and are given × symmetric matrices, and ≤ means that − ≥ 0; then ( ) is easy to be carried out and is given by
where max( , ) and min( , ) compute the element-wise maximum and minimum of matrix and , respectively.
Main Results
Let { } be the sequence generated by applying the procedure (14)- (16) to problem (18)- (19) ; then for any = ( , , Λ ) ∈ W, we have that
Further, letting
where ∈ × is the unit matrix, and
then we can get the following lemmas. 
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Proof. From (22) and (35), we have
Since (9) and * are a solution to problem (18)- (19) and +1 ∈ + , +1 ∈ , we have
From (38), it follows that
Thus, we have
Substituting (40) into (37), we get the assertion of this lemma.
Lemma 2. Let { } be the sequence generated by applying the proximal ADM to problem (18)-(19)
and let * ∈ W * be any solution to problem (18)- (19) ; then one has 
Proof. It follows from (33) that
From the above inequality, we get
Hence, (41) holds and the proof is completed. 
Theorem 3. Let { } be the sequence generated by applying the proximal ADM to problem (18)-(19) and let * ∈ W * be any solution to problem (18)-(19); then one has
and ‖ ‖ 2 = ⟨ , ⟩.
Proof. From (41), we have
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Rearranging the inequality above, we find that
Using the Cauchy-Schwarz Inequality on the last term of the right-hand side of (49), we obtain
Substituting (50) into (49), we get
Thus, the proof is completed.
Based on the Theorem 3, we get the following lemma.
Lemma 4.
Let { } be the sequence generated by applying proximal ADM to problem (18) - (19), * ∈ W * any solution to problem (18)- (19) , > −1/2, and > −1/2; then one has the following.
(1) The sequence {‖ − * ‖ 2 } is nonincreasing;
(2) The sequence { } is bounded;
(4) and are both symmetric positive-definite matrices.
Proof. Since
it is easy to check that if > −1/2, > −1/2, then and are symmetric positive-definite matrices. Let > 0 be the smallest eigenvalue of matrix . Then, from (46), we have
Following (53), we immediately have that ‖ − * ‖ 2 is nonincreasing and thus the sequence { } is bounded. Moreover, we have
So, we get
Following Lemma 4, now we are in the stage of giving the main convergence results of proximal ADM with > −1/2 and > −1/2 for problem (18)- (19) .
Theorem 5.
Let { } be the sequence generated by applying proximal ADM to problem (18)- (19) , > −1/2, and > −1/2; then { } converges to a solution point of (18)- (19) .
Proof. Since the sequence { } is bounded (see point (2) of Lemma 4), it has at least one cluster point. Let ∞ be a cluster point of { } and the subsequence { } converges to ∞ . It follows from (33) that
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Following point (3) of Lemma 4, we have
This means that ∞ is a solution point of (18)- (19) . Since { } converges to ∞ , we have that, for any given > 0, there exists an integer > 0 such that
Furthermore, using the inequality (53), we have
Combining (59) and (60), we get that
This implies that the sequence { } converges to ∞ . So the proof is completed.
Numerical Experiments
In this section, we implement the proximal ADM to solve the problem (1) and show the numerical performances of proximal ADM with different proximal parameters. Additionally, we compare the classical ADM (i.e., the proximal ADM with proximal parameters = 0 and = 0) with the alternating projections method proposed by Higham [6] numerically and show that the alternating projections method is not equivalent to proximal ADM with zero proximal parameters. All the codes were written in Matlab 7.1 and run on IBM notebook PC R400.
Example 6. In the first numerical experiment, we set the 1 as an × matrix whose entries are generated randomly in
and further let the diagonal elements of be 1 that is, = 1, = 1, 2, . . . , . In this test example, we simply let be in the form of (31) and
Moreover, let 0 = eye( ), 0 = eye( ), Λ 0 = zeroes( ), = 4, and = 10 −6 , where eye( ) and zeroes( ) are both the Matlab functions. For different problem size and different proximal parameters and , Table 1 shows the computational results. There, we report the number of iterations (It.) and the computing time in seconds (CPU.) it takes to reach convergence. The stopping criterion of the proximal ADM is
where ‖ ‖ max = max(max(abs( ))) is the maximum absolute value of the elements of the matrix . 
The computational results are reported in Table 2 .
Example 9. Let be in the form of (31) and = 0, = +∞, , = 1, 2, . . . , . Assume that , 0 , 0 , Λ 0 , , , and the stopping criterion are the same as those in Example 6, but the diagonal elements of matrix are replaced by
where ∈ (0, 1) is a given number, rand is the Matlab function generating a number randomly in [0, 1]. In the following numerical experiments, we let = 0.2. For different problem size and different proximal parameters and , Table 3 shows the number of iterations and the computing time in seconds it takes to reach convergence. Example 10. All the data are the same as in Example 9 except that = 0. The computational results are reported in Table 4 .
Example 11. Let 1 be an × matrix whose entries are generated randomly in [−0.5, 0.5], = ( 1 + 1 )/2, and let the diagonal elements of be 1. And let Numerical experiments show that the proximal ADM with relaxed parameters is convergent. Moreover, we draw the conclusion that the proximal ADM with smaller value of proximal parameters generally converges more quickly than the proximal ADM with comparatively larger value of proximal parameters to solve the problem (1).
Example 12.
In this test example, we apply the proximal ADM with = 0, = 0 (i.e., the classical ADM) to solve the nearest correlation matrix problem, that is, problem (1) with in the form of (5), and compare the classical ADM numerically with the alternating projections method (APM) [6] . The APM computes the nearest correlation matrix to a symmetric ∈ × by the following process: end.
In this numerical experiment, the stopping criterion of the APM is max { − −1 max , − −1 max , − max } < .
Let the matrix and the initial parameters of classical ADM be the same as those in Example 6. Table 6 (a) reports the numerical performance of proximal ADM and the APM for computing the nearest correlation matrix to . Further, let 1 be an × matrix whose entries are generated randomly in [0, 1] and = ( 1 + 1 )/2. The other data are the same as above. Table 6 (b) reports the numerical performance of the classical ADM and the APM for computing the nearest correlation matrix to the matrix . Numerical experiments show that the classical ADM generally exhibits a better numerical performance than the APM for the test problems above.
Conclusions
In this paper, we apply the proximal ADM to a class of matrix optimization problems and find that the restriction of proximal parameters can be relaxed. Moreover, numerical experiments show that the proximal ADM with relaxed parameters generally has a better numerical performance in solving the matrix optimization problem than the classical proximal alternating direction method.
