Polarized Fock States for Polariton Photochemistry by Mandal, Arkajit et al.
Polarized Fock States for Polariton Photochemistry
Arkajit Mandal,∗ Sebastian Montillo Vega, and Pengfei Huo†
Department of Chemistry, University of Rochester
(Dated: May 4, 2020)
We use the polarized Fock states to describe the coupled molecule-cavity hybrid system in quan-
tum electrodynamics. The molecular permanent dipoles polarize the photon field by displacing its
vector potential, leading to non-orthogonality between the Fock states of two different polarized pho-
ton fields. These polarized Fock states allow an intuitive understanding of several new phenomena
that go beyond the prediction of the quantum Rabi model, and at the same time, offer numerical
convenience to converge the results. We further exploit this non-orthogonality to generate mul-
tiple photons from a single electronic excitation (downconversion) and control the photochemical
reactivity.
Coupling molecular systems to an optical cavity can
significantly alter their potential energy landscape [1–4],
and enable new chemical reactivities beyond the exist-
ing paradigms of chemistry. Existing theoretical frame-
work for describing such molecule-cavity hybrid system is
based upon adiabatic electronic states for the molecular
subsystem and the Fock states of the vacuum field for the
quantized radiation mode inside the cavity [5–19]. While
the adiabatic-Fock state is commonly used for describ-
ing matter-cavity interactions [20, 21], it might not be
the most convenient representation for describing strong
interactions between the matter and the cavity [22–27].
In this work, we present a new representation based on
the idea of the polarized Fock states, which allows one to
intuitively understand new phenomena that go beyond
the prediction of the quantum Rabi model.
We start by considering the Pauli-Fierz (PF) non-
relativistic QED Hamiltonian [16, 28, 29] to describe the
light-matter interaction. The PF Hamiltonian can be rig-
orously derived [12, 23, 30] (see SI for details) by applying
the Power-Zienau-Woolley Gauge transformation [31, 32]
and a unitary phase transformation[30] on the minimal-
coupling Hamiltonian in the Coulomb gauge (i.e. the
“p ·A” Hamiltonian) under the long-wavelength limit.
For a molecule coupled to a single photon mode inside
an optical cavity, the PF QED Hamiltonian is
Hˆ = HˆM +
1
2
pˆ2 +
1
2
ω2c
(
qˆ +
√
2
~ω3c
χ · µˆ
)2
(1)
= HˆM +
(
aˆ†aˆ+
1
2
)
~ωc + χ · µˆ(aˆ† + aˆ) + (χ · µˆ)
2
~ωc
.
In the last line of the above equation, HˆM represents the
molecular Hamiltonian, the second term HˆP =
(
aˆ†aˆ +
1
2
)
~ωc represents the Hamiltonian of the vacuum pho-
ton field inside the cavity with the frequency ωc, the
third term describes the light-matter interaction in the
electric-dipole “d · E” form [32], with χ =
√
~ωc
2ε0V eˆ ≡ χeˆ
characterizing the light-matter coupling vector oriented
in the direction of polarization unit vector eˆ, V as the
quantization volume for the photon field, and ε0 as the
permittivity inside the cavity. The last term is the dipole
self-energy (DSE), which describes how the polarization
of the matter acts back on the photon field [9]. Further,
aˆ† and aˆ are the photon creation and annihilation op-
erator, qˆ =
√
~/2ωc(aˆ† + aˆ) and pˆ = i
√
~ωc/2(aˆ† − aˆ)
are the photonic coordinate and momentum operator, re-
spectively, and µˆ is the molecular dipole operator (for
both electrons and nuclei). Throughout this study, we
assume that eˆ align with the direction of µˆ. The matter
Hamiltonian is expressed as
HˆM = TˆR + Hˆel(R, r), (2)
where TˆR = Pˆ
2/2M = −~2∇2R/2M is the nuclear kinetic
energy operator,Hˆel(R, r) = Tˆr+Vˆc(R, r) is the electronic
Hamiltonian, with the electronic kinetic energy Tˆr and
Coulomb potential Vˆc(R, r) among electrons and nuclei.
The polaritonic Hamiltonian is defined Hˆpl ≡ Hˆ − TˆR,
and the polariton surface Ej(R) and polariton state
|Φj(R)〉 as the eigenvalue and eigenstate of Hˆpl as
Hˆpl|Φj(R)〉 ≡ (Hˆ − TˆR)|Φj(R)〉 = Ej(R)|Φj(R)〉. (3)
The commonly used basis to solve the above eigenequa-
tion is the adiabatic-Fock basis {|g〉 ⊗ |n〉, |e〉 ⊗ |n〉},
with eigenstates of the electronic Hamiltonian Hˆel, i.e.,
the adiabatic electronic states {|g(R)〉, |e(R)〉} (here we
consider two of them) for the matter part, and the
Fock states of the radiation mode (vacuum photon field)
{|n〉}, i.e., the eigenstate of (aˆ†aˆ+ 12 )~ωc. For an atom,
HˆM = Eg|g〉〈g| + Ee|e〉〈e|, and the transition dipole is
µeg = 〈e|µˆ|g〉. Note that the permanent dipoles are
µee = 〈e|µˆ|e〉 = 0, µgg = 〈g|µˆ|g〉 = 0. Thus, the
dipole operator is expressed as µˆ = µeg(|e〉〈g|+ |g〉〈e|) ≡
µeg(σˆ
†+ σˆ) by defining the creation operator σˆ† ≡ |e〉〈g|
and annihilation operator σˆ ≡ |g〉〈e| of the electronic ex-
citation. The atom-cavity PF Hamiltonian becomes
Hˆ = HˆM +HˆP +χ ·µeg(σˆ†+ σˆ)(aˆ†+ aˆ)+ (χ · µeg)
2
~ωc
. (4)
Dropping the DSE (the last term) from Eqn. 4 leads to
the Rabi Model HˆRabi = HˆM+HˆP+χ·µeg(σˆ†+σˆ)(aˆ†+aˆ).
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2Dropping both the DSE and the counter-rotating terms
leads to the well-known Jaynes-Cummings Model [20]
HˆJC = HˆM + HˆP + χ · µeg(σˆ†aˆ+ σˆaˆ†).
For a molecular system, we have HˆM =
∑
ij
1
2M (Pˆ δij−
i~dij)2|i〉〈j| + Eg(R)|g〉〈g| + Ee(R)|e〉〈e|, where {i, j} ∈
{g, e}, dij = 〈i|∇|j〉 is the non-adiabatic coupling. The
dipole operator has the following expression
µˆ = µgg(R)|g〉〈g|+µee(R)|e〉〈e|+µeg(R)
(|e〉〈g|+|g〉〈e|),
(5)
where the adiabatic permanent dipoles are not zero. We
further express the dipole operator in its eigenstate rep-
resentation as
µˆ = µI(R)|I〉〈I|+ µC(R)|C〉〈C| =
∑
α
µα(R)|α〉〈α|. (6)
Here, the eigenstates of µˆ are denoted as the covalent
state |C〉 and the ionic states |I〉 for a diatomic molecule,
and α ∈ {I,C}. For a two-state system, analytical re-
sults are available (see SI), and for multiple electronic
states, one can directly diagonalizing the adiabatic dipole
matrix to obtain them. Diagonalizing Eqn. 5 to ob-
tain Eqn. 6 is commonly referred to as the Mulliken-
Hush diabatization [33–37], where the {|C〉, |I〉} are com-
monly used as approximate diabatic states that are de-
fined based on their characters (covalent and ionic). In
this work, we explicitly assume that |I〉 and |C〉 are
strict diabatic states, hence 〈C|∇R|I〉 = 0 (they are R-
independent). This assumption simplifies our argument,
but will not impact any conclusion we draw (see SI for
details). Under the special case of the atomic cavity QED
where µee = µgg = 0, µˆ = µeg|+〉〈+| − µeg|−〉〈−| and
|±〉 = [|g〉± |e〉]/√2 (the eigenstates of µˆ) are referred to
as the the qubit states [24, 25].
With the eigenstate of µˆ (diabatic state), the molecu-
lar Hamiltonian becomes HˆM = TˆR +
∑
α Vα(R)|α〉〈α|+
VIC(R)(|C〉〈I|+ |I〉〈C|), where Vα(R) represents the dia-
batic potentials, VIC(R) represents the diabatic coupling.
The PF Hamiltonian in Eqn. 1 under the |α〉 is expressed
as Hˆ = HˆM +
pˆ2
2 +
∑
α[
ω2c
2 (qˆ + q
0
α(R))
2]|α〉〈α|, where
q0α(R) =
√
2
~ω3c
χ · µi(R). We notice that the photon
field is described as displaced Harmonic oscillator that
is centered around −q0α(R). This displacement can be
viewed as a polarization of the photon field due to the
presence of the molecule-cavity coupling, such that the
photon field corresponds to a non-zero (hence polarized)
vector potential, in contrast to the vacuum photon field.
The central idea of this work stems from the polarized
Fock states (PFS) defined as follows
1
2
[
pˆ2 + ω2c (qˆ + q
0
α(R))
2
]|nα(R)〉 (7)
≡ (bˆ†bˆ+ 1
2
)~ωc|nα(R)〉 =
(
n+
1
2
)
~ωc|nα(R)〉,
where the PFS |nα(R)〉 ≡ |nα〉 is the Fock state of
a displaced Harmonic oscillator, with the displacement
−q0α = −
√
2
~ω3c
χ · µα(R) specific to the diabatic state
|α〉, and n = 0, 1, 2...,∞ is the quantum number. Fur-
ther, bˆ†α = (qˆ
′
α + ipˆ)/
√
2 and bˆα = (qˆ
′
α − ipˆ)/
√
2 are the
creation and annihilation operators of the PFS |nα〉, with
the photon field momentum operator pˆ and polarized
photon field coordinate operator qˆ′α = qˆ + q
0
α(R). Com-
pared to the vacuum’s Fock state |n〉, these PFS depends
on the diabatic state (or more generally, µˆ’s eigenstate)
of the molecule, and the position of the nuclei (through
the R dependence in µα(R)). Due to the electronic state-
dependent nature of the polarization (from the difference
between µI and µC), the PFS associated with different
electronic diabatic states becomes non-orthogonal, i.e.,
〈nI|mC〉 6= δnm. The PFS is closely related to the po-
larized vacuum states [23], with the key difference that
|nα(R)〉 does not parametrically depend on the positions
of electrons rˆ (hence 〈mI|∇r|nI〉 = 0), while it does para-
metrically depends on the nuclear position R such that
〈mI|∇R|nI〉 6= 0. Under the special case of the atomic
cavity QED, the PFS representation reduces to the qubit-
shifted Fock basis used in the generalized rotating-wave
approximation [24–26].
With the PFS, we use the basis |α, nα〉 ≡ |α〉⊗|nα(R)〉
to evaluate the matrix elements of the PF Hamilto-
nian Hˆ = TˆR + Hˆpl. These matrix elements can also
be equivalently obtained (see SI for detail) by apply-
ing a polaron-type transformation [12], Uˆ†polHˆUˆpol, where
Uˆpol = exp[− i~ pˆ
∑
α q
0
α(R)|α〉〈α|] is a photonic coordi-
nate displacement operator. The polariton Hamiltonian
Hˆpl is expressed as
Hˆpl =
∑
α
∑
n
(
Vα(R) + (n+
1
2
)~ωc
)|α, nα〉〈α, nα| (8)
+
∑
n,m
〈mC|nI〉VIC(R)
(|I, nI〉〈C,mC|+ |C,mC〉〈I, nI|).
Note that there is a finite coupling between the ionic state
with n photons and the covalent state with m photons
through the 〈mC|nI〉VIC(R) term, which is the diabatic
electronic coupling VIC(R) scaled by the overlap 〈mC|nI〉
of the PFS. Further, TˆR in the |α, nα〉 basis is given by
TˆR =
∑
α,n,m
1
2M
(
Pˆ δn,m − i~〈mα|∇R|nα〉
)2|α,mα〉〈α, nα|.
(9)
Note that there is no non-adiabatic couplings be-
tween states with different diabatic characters, since
〈C, nC|∇R|I,mI〉 = 〈nC|∇R|mI〉〈C|I〉 = 0 (because we as-
sume that |I〉 and |C〉 are strict diabatic basis), and they
are orthogonal 〈C|I〉 = 0. The polaritonic non-adiabatic
coupling can be analytically evaluated (see details in
SI) as 〈mα|∇R|nα〉 = − χ~ωc · ∇Rµα(R)〈mα|bˆ† − bˆ|nα〉.
Thus, these terms couple off-resonant states that are sep-
arated by ~ωc through the (bˆ† − bˆ) term. It plays a
3similar role as the vector potential in the light-matter
Hamiltonian in the coulomb gauge. In fact, upon an
unitary transformation Uˆθ = exp[−ipi(
∑
α bˆ
†
αbˆα|α〉〈α|],
we can explicitly show (see SI) that Hˆ ′ = Uˆ†θ HˆplUˆθ
adapts ‘p.A’ form where only the nuclear momentum
operator interacts with polarized vector potential Aˆα =
χ · ∇Rµα(R)(bˆ†α + bˆα)/ωc.
Combining Eqn. 8 and Eqn. 9, we have the full expres-
sion of the total Hamiltonian Hˆ = TˆR + Hˆpl under the
|α, nα〉 representation. From these detailed expressions
in Eqn. 8-9, one can clearly see that quantum transitions
among {|α, nα〉} states are caused by scaled couplings
〈mC|nI〉VIC(R) in Hˆpl, as well as non-adiabatic couplings
〈mα|∇R|nα〉 in TˆR. For the range of the photon fre-
quency used in this work, 〈mα|∇R|nα〉 does not play any
role in the dynamics (as numerically demonstrated in SI).
However, their role should not be overlooked and will be
explored in future.
We conjecture that the basis {|I, nI〉, |C,mC〉} is both
computationally economic and conceptually intuitive
than the conventional adiabatic-Fock states |g, n〉, |e,m〉.
For numerical efficiency, we find that one only needs a
few of |α, nα〉 basis to converge the results of solving
Eqn. 1, whereas one needs 2-20 times more vacuum’s
Fock states in the range of parameters used here. For
quantum dynamics simulations, we have used both the
|α, n〉 and |α, nα〉 basis to perform numerically exact sim-
ulations with the split-operator method [38], and discov-
ered a similar numerical efficiency of the |α, nα〉 basis.
This is because that the vacuum’s Fock states centers
around q = 0; one needs a lot of |n〉 to represent the hy-
brid system that involves light-matter interaction with a
potential centered around −q0α (see Eqn. 7). Conceptu-
ally, it allows one to intuitively understand the existence
of certain light induced avoid crossing which is not pre-
dicted by the Rabi model. To demonstrate these effects,
we use a well parameterized diabatic model of the LiF
molecule [37] and investigate the molecule-cavity QED.
Fig. 1a presents the diabatic potentials energy sur-
face Vα(R) of the |I〉 (red) and |C〉 state (blue), respec-
tively. The crossing of these two diabatic curves occur
at R = R0 ≈ 13.5 a.u., forming an avoided crossing be-
tween the adiabatic states |g〉 and |e〉 (not shown here).
The diabatic coupling is VIC(R) (gold line). Fig. 1b
presents the matrix elements of µˆ in both the diabatic
(solid lines) and the adiabatic (dashed lines) represen-
tations. The ionic permanent dipole (solid red) µI(R)
increases linearly with R, while the covalent permanent
dipole (solid blue) µC(R) ≈ 0, as one expects. The adi-
abatic states switch their characters around R0, as a re-
sults, the adiabatic permanent dipole switches in that re-
gion, and µeg(R) peaks at R0 as the two diabatic states
couple strongly in their crossing region. Fig. 1c demon-
strate the electronic state-dependent photon field polar-
ization by visualizing Vα(R) +
ω2c
2 (qˆ + q
0
α(R))
2. These
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FIG. 1. LiF model molecular system. (a) Diabatic poten-
tials VI(R) (red) and VC(R) (blue), with diabatic coupling
VIC (gold line). (b) Matrix elements of µˆ in the adiabatic
representation (dashed curves) µgg (pink), µee (cyan), and
µeg (gold), as well as in the diabatic representation (solid
lines) µI (red) and µC (blue). (c) Cavity diabatic potentials
Vα(R) +
ω2c
2
(qˆ+ q0α(R))
2 for the |α〉 = |I〉 (blue) and |α〉 = |C〉
(red) as a function of the nuclear coordinate R and the pho-
tonic coordinate q.
diabatic surfaces are depicted as a function of R and
q, at χ = 0.01 a.u. and ~ωc = 7.5 eV. The surfaces
are color-coded corresponding to their diabatic electronic
characters |I〉 (blue) and |C〉 (red). The covalent diabatic
surface along q is not displaced because µC(R) is nearly
zero, and the ionic cavity diabatic surface is increasingly
displaced along q with an increasing R, because µI(R)
increases linearly along R. At a larger R, the extent of
the photon field polarization is significantly different for
the |I〉 and the |C〉 state.
Fig. 2 demonstrates that the non-orthogonality be-
tween the PFS can be used to convert a single molecu-
lar excitation into multiple excitations in the cavity, i.e,
a downconversion process. It can be seen from Eqn. 8
that the covalent state with zero photons |C, 0C〉 couples
to |I, nI〉 through the coupling VIC(R)〈0C|nI〉. Fig. 2a
presents the polaritonic potential energy surfaces with
χ = 0.007 a.u. and ~ωc =1.5 eV. The polariton poten-
tial Ej(R) associated with the state |Φj(R)〉 (see Eqn. 3)
is color coded according to the expectation value of
the number of photons 〈Nˆ〉 = 〈Φj(R)|
∑
α bˆ
†
αbˆα|Φj(R)〉,
where bˆ†α and bˆα are the creation and annihilation op-
erator of the PFS (see Eqn. 7), where α ∈ {I,C}.
We emphasize that for a molecule-cavity hybrid system,
〈Nˆ〉 = 〈∑α bˆ†αbˆα〉 is the physically meaningful way to
characterize the number of photon [39], whereas using
vacuum’s number operator 〈Nˆ ′〉 = 〈aˆ†aˆ〉 gives an un-
physical measure [39].
In Fig. 2a, several new light-induced avoided crossings
(LIAC) at R1, R2, and R3 are formed due to the light-
matter interactions, in addition to the original electronic
avoid crossing at R0.
Fig. 2b presents the energy-splitting ∆E(Ri) associ-
ated with three cavity-induced avoided crossings at R1,
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FIG. 2. Using state-dependent polarization to perform down-
conversion. (a) Polaritonic potentials color coded according
to the number of photons with four relevant avoided cross-
ings labeled as R0 − R3. The black solid vertical arrow in-
dicates the initial photoexcitation, the dashed lines illustrate
the dynamics of the hybrid system. (b) The energy-splitting
at three avoided crossings as a function of χ computed from
Pauli-Fierz and Rabi Hamiltonian. (c) Time-dependent ex-
pectation value of the number of photons at various χ. (d)
Time-dependent photon populations at χ = 0.007 a.u.
R2 and R3 as a function of χ. Here, we compare these
energy-splittings computed from both the Rabi (filled
circles) and the Pauli-Fierz Hamiltonian (solid lines).
For the Rabi model in the adiabatic-Fock representation
({|g, n〉, |e, n〉}), one ignores the permanent dipole con-
tribution (µee and µgg), as well as all of the DSE terms.
The Rabi model is widely used in recent molecular polari-
ton chemistry investigations [5, 16, 22]. While the Rabi
model provides a reasonable description of ∆E(R1) at a
weak coupling, it fails to correctly describe ∆E(R1) at
a larger coupling strength, and failed to predict ∆E(R2)
and ∆E(R3). This is because that these deviations are
caused by permanent dipole moments µgg and µee. For
example, to explain ∆E(R2) in the adiabatic-Fock ba-
sis {|g, n〉, |e,m〉}, it is straightforward to recognize that
|g, 2〉 couples with |g, 1〉 through 〈g, 2|µˆ(aˆ† + aˆ)|g, 1〉 =
µgg〈2|(aˆ† + aˆ)|1〉, and |g, 1〉 couples to the |e, 0〉 through
µge〈1|(aˆ† + aˆ)|0〉. Hence, the Rabi model that ignores
the permanent dipole will not give a correct prediction.
Under the usual Fock state basis, it is not conceptually
intuitive to discuss the role of µgg and µee. Under the
PFS basis, on the other hand, it is intuitive to understand
these phenomena, and these coupling can be simply esti-
mated as VIC〈nC|mI〉, that means ∆E(R2) = 2VIC〈2I|0C〉
(when ignoring other non-resonance couplings). In SI,
we demonstrate that these simple analytic expressions of
〈nC|mI〉 provides almost exact answer for ∆E(Ri) pre-
sented in this panel.
Fig. 2c presents the time-dependent number of photons
〈Nˆ〉(t) = 〈Ψ(t)|∑α bˆ†αbˆα|Ψ(t)〉 to demonstrate the down-
conversion process, where |Ψ(t)〉 is the total wavefunction
of the hybrid molecule-cavity system. The initial con-
dition is |Ψ(0)〉 ∼ exp(−α(R − Rg)2) ⊗ |Φ5(R)〉, where
|Φ5(R)〉 ≈ |I, 0I〉 in the Franck-Condon region. The ini-
tial wavepacket is centered at Rg = 3.01 a.u. and a width
α = 19.12 a.u. to mimic a vertical Franck-Condon ex-
citation of the molecule-cavity hybrid system from its
ground state. In the range of parameters used here,
〈Nˆ〉(t) reaches to as high as 2.4, representing multiple
photons created per molecular excitation. The maximum
value for 〈Nˆ〉(t) also increases with a higher χ.
Fig. 2d presents the population of the polarized Fock
states ρˆn = Trα[
∑
α |α, nα〉〈nα, α|] at χ = 0.007 a.u.
With this coupling strength, all of the LIAC at R1,
R2 and R3 becomes considerably large. Hence, the
wavepacket first branches at R3, then at R2 and finally
at R1, leading to sequential rising of the 3-photon (blue),
2-photon (red), and 1-photon population (green). This
demonstrates the possibility of converting molecular ex-
citation to multiple photons. It is also possible to se-
lectively control the number of photons by changing χ.
More detailed discussions of the population dynamics is
provided in SI, together with the results in the polariton
basis |Φj(R)〉. Note that the downconversion presented
here is enabled due to the coupling between the |I, nI〉
(for n ≥ 2) and |C, 0C〉 states (and between |g, n〉 and
the |e, 0〉 state in the Fock state basis), which go beyond
the prediction of the Rabi model.
Fig. 3 demonstrates that the electronic non-adiabatic
coupling at R0 can be modified through the non-
orthogonality of the PFS to enhance the photo-
dissociation dynamics. To clearly show this, we choose
a high photon frequency ~ωc = 7.5 eV, such that all of
the other polariton states are above |Φ1(R)〉 throughout
the dynamically relevant parts of R. Fig. 3a presents
the first three polaritonic potentials Ej(R) of the hybrid
system with the inset depicting the polariton potentials
E0(R) and E1(R) at different χ. The polaritonic poten-
tials of the |Φ0(R)〉 and |Φ1(R)〉 states are nearly iden-
tical to the original molecular adiabatic potentials of |g〉
and |e〉 state. At χ = 0, the energy-splitting between
|Φ0(R)〉 and |Φ1(R)〉 corresponds to the bare molecular
system, given by 2VIC(R0). By increasing χ we see a
clear trend of decreasing the energy-splitting, as indi-
cated in the inset. The splitting between the two states
is given by VIC(R)〈0C|0I〉 = VIC(R)e− 12 [χ∆µIC(R0)/~ωc]2
(ignoring all other off-resonant contributions), where
∆µIC(R0) = µI(R0)− µC(R0). Thus, increasing χ effec-
tively decrease ∆E(R0), causing the non-adiabatic cou-
pling 〈Φ0(R)|∇R|Φ1(R)〉 to increase (see SI).
Fig. 3(b) presents the photo-dissociation dynamics of
the LiF molecule defined as 〈Ψ(t)|Φ0(R)〉〈Φ0(R)|Θ(R −
R0)|Ψ(t)〉, where Θ is the heaviside function. The ini-
tial quantum state is |Ψ(t = 0)〉 ∼ exp(−α(R − Rg)2) ⊗
|Φ1(R)〉. The dissociation occurs by making a non-
adiabatic transition from the initially occupied |Φ1(R)〉
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FIG. 3. Controlling photochemical reactions with photon field
polarization. (a) Polaritonic potentials with a high photon
frequency ~ωc = 7.5 eV, with the inset showing the lowest two
polaritonic potentials near R0 at various χ. (b) Dissociation
probability at various χ.
state to the dissociative |Φ0(R)〉 state around the R0 re-
gion. With an increasing χ, due to the decreasing energy-
splitting and increasing the non-adiabaticity causes a
larger non-adiabatic transition probability. Therefore,
enhanced dissociation dynamics occurs from increas-
ing the light-matter coupling χ. Despite several ex-
isting works on controlling chemical reactivity through
molecule-cavity coupling [5, 10, 11, 16, 40, 41] that re-
lied on introducing new non-adiabatic couplings through
resonance light-matter interactions to modify chemical
reactivity, the control scheme demonstrated here is fun-
damentally different. Here, we modify the original elec-
tronic non-adiabatic coupling through an off-resonance
light-matter interactions. Due to the choice of an off-
resonant photon mode, no cavity photons are emitted to
modify the chemical reactivity, in contrast to most of the
previous works that involve emission and absorption of
cavity photons. Thus, the cavity loss is expected to play
a minimal role in the polariton photochemistry dynamics
presented here.
In conclusion, we demonstrated that the presence of
the permanent dipole moments and the associated dipole
self-energy terms leads to the polarization of the vac-
uum photon field. These polarized Fock states associ-
ated with different electronic states are non-orthogonal
to each other. This non-orthogonality is similar to the
dynamical Casimir effect [13, 42–45] where the perma-
nent dipole difference plays a similar role as the physi-
cal displacement of the cavity mirrors. Through numer-
ically exact quantum dynamics simulations, we demon-
strate the possibility to exploit this non-orthogonality to
achieve multiple photon generation and enhancing the
photo-dissociation of a molecule by coupling to a cavity.
More importantly, we demonstrate the conceptual and
computational convenience of the polarized Fock states
in molecular cavity QED, compared to the widely used
vacuum’s Fock states. We envision that the polarized
Fock representation will provide a powerful theoretical
framework for future polariton chemistry investigations.
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