For a smooth dynamical system x n+1 = f (C, x n ) (depending on a parameter C), there may be infinitely many periodic windows, that is, intervals in C having a region of stable periodic behaviour. However, the smaller of these windows are easily destroyed with tiny perturbations, so that only finitely many of the windows can be detected for a given level of noise. For a fixed perturbation size , we consider the system behaviour in the presence of noise. We look at the ' -robust windows', that is, those periodic windows such that for the superstable parameter value C in that window, the general periodic behaviour persists despite noise of amplitude . We focus on the quadratic map, and numerically compute the number of periodic windows that are -robust. We obtain a robustness exponent α = 0.51 ± 0.03, which characterizes the robustness of periodic windows in the presence of noise.
Introduction
For the map f on R given by
we choose a parameter C for which the map has an attracting periodic orbit. Most of these orbits can be disrupted with tiny perturbations. For > 0, we ask how common are periodic orbits that cannot be destroyed by perturbations. Let x 0 be a point of a period-k attracting orbit of equation (1) . We investigate noisy trajectories starting at x 0 , We say that x 0 is -robust if for every choice of the sequence δ n such that |δ n | , the distance |x n − x n | remains small for all n. (We will be more precise later.) Every periodic attractor persists for small changes in C, so in such a family, we focus on the particular orbits that are most stable, and ask if they are -robust. Sometimes we instead ask if they are -robust when we allow only one δ n to be non-zero. (See section 5.)
For the quadratic map
we find that the number of -robust superstable (defined later) periodic orbits scales as −α
where α ∼ = 0.51. There is a fractal nature to periodic orbits for C − x 2 , and we investigate two problems which can be shown theoretically to have the same exponent.
We believe that the behaviour of periodic orbits for many processes is very similar to those of the quadratic map (3) . However there are special properties of (3) that are extremely convenient for finding periodic orbits. The studies we report here are currently only feasible for quadratic maps, so that is all we investigate. We believe these findings will provide insight into a much larger class of higher dimensional processes. From here onward, we restrict attention to (3) .
Let C be a parameter value for which there is a stable period-k orbit (x i ) k 1 , i.e. x i+1 = f (C, x i ) except x 1 = f (C, x k ). The basin of attraction B for this orbit is the set of initial points x whose trajectory (f m (C, x)) ∞ m=1 converges to this orbit. We define the interval basin for each attracting periodic point x i , to be the largest interval (a i , b i ) in B, containing x i . Note that the points a i , b i are not in B. In particular, for all x ∈ (a i , b i ), lim n→∞ f nk (C, x) = x i . Let one of the points of the stable period-k orbit x i , for some i ∈ (1, 2, · · · , k) be the starting point of the trajectory of equation (2) . The trajectory 'remains in phase' with the stable period-k orbit if f n (C, x i ) and (x n ) are in the same interval basin for all n = 1, 2, · · ·. The trajectory is said to go out of phase if it does not remain in phase.
Goal. A sequence of disturbances (δ 0 , δ 1 , · · ·) is said to be an -bounded sequence if |δ m | < , for m = 0, 1, · · ·. For each C, the map (3) has at most one attracting periodic orbit. Given C, x where x is an attracting periodic point, the parameter C is said to be -robust, if, for every -bounded sequence of disturbances, the perturbed trajectory given by equation (2) remains in phase with the attracting orbit starting from x 0 . A periodic window of period-k is an interval of the parameter, C * (k) C C x (k) , such that at the beginning of the window, as C increases through C * (k) , there is a bifurcation from a chaotic attractor to a periodic attracting orbit of period k, followed by a period-doubling cascade to chaos, followed by a sequence of band-mergings in each of which 2 m k separate pieces (x-intervals) of the chaotic attractor pairwise merge into a 2 m−1 k-piece chaotic attractor, eventually forming a k-piece chaotic attractor, which subsequently terminates at the end of the window (C = C x (k) ) through an interior crisis transition [6] to a larger chaotic attractor that is similar in size to the larger chaotic attractor just before the beginning of the window at C = C * (k) . We say that a period-k window is -robust if its superstable parameter value is -robust. Note that the superstable parameter value of the period-k window is the parameter value for which x = 0 is one of the k attracting points of the period-k attracting orbit. Thus, at the superstable parameter value, the derivative of the k-times-iterated map f (k) (C, x) for x lying on the attracting orbit is zero [6] . For a given window, we let max be the largest for which the window is -robust.
Only finitely many periodic windows of f are -robust. Given , our goal is to determine the number of -robust periodic windows of the perturbed system, and how the number depends on as → 0.
Note that the chaotic region within a window in turn has its own windows, which, in turn, have their own windows, and so on. A window that is not contained within another window is called a 'primary' periodic window. In this work, we compute the location of the primary periodic windows of the quadratic map of periods not exceeding 25. We investigate N( ), the number of windows with width > , and find
where α = 0.51 ± 0.03.
We show that our exponent α is closely related conceptually to an 'uncertainty exponent' of [1] . We use our exponent to study -robust windows for the general case in equation (2) (for f = C − x 2 ), where a disturbance can be added at each iterate of the system, as well as the special case where a single disruptive perturbation is added to the system, and compute the maximum permissible disturbance bound in both cases, beyond which, the perturbed trajectory would go out of phase. We conclude that although the maximum permissible -value is different for the case of a single pulse as compared to the general case, the scaling is the same in the two cases. Statistically, the maximum permissible -value for the single pulse case scales as a constant multiple of the corresponding value for the general case.
The layout of the paper is as follows. Section 2 introduces definitions and terminology pertaining to the problem. Section 3 gives the results and the robustness exponent. Section 4 describes the method used in determining the maximum permissible noise-bound beyond which the trajectory can be knocked out of its interval basin. Section 5 discusses the special case of a single disruptive perturbation destabilizing the attracting orbit. Section 6 compares our robustness exponent to the uncertainty exponents defined previously [1] [2] [3] . The appendix discusses our method for computing the sequence of periodic windows. It is based on Kneading theory [8] .
Environment of a period-k point
The map can have infinitely many periodic windows in a range of parameter values. Figure 1 shows the period-3 window of the quadratic map in black. The map has a unique attractor for each C ∈ [−0.25, 2]. Let parameter C lie in a period-k window. According to extensive numerics, for the quadratic map, the robustness of the window to perturbations is largest for the superstable period-k orbit. Hence, to study window-robustness, we consider the superstable orbit.
x-width of the window. We define the x-width of the period-k window to be the width of the smallest of the k interval basins when C equals the superstable parameter value of the window. Figure 2(b) shows the x-width of the period-3 window.
C-width of the window. For a given period-k window, the interior-crisis point corresponds to that value of parameter C for which the interval basin has an unstable period-k point on its boundary [6] . The C-width of the periodic window is defined as the parameter difference between the interior-crisis value of C for the window and the saddle-node bifurcation value of C.
Adding a disturbance. We choose a (C * , x * 0 ) where C * corresponds to the superstable parameter value of the periodic window, and x * 0 is a point of the attracting orbit. The perturbed system is represented as (2) . We are interested in finding if every -perturbed trajectory which starts from (C * , x * 0 ) remains in phase. The boundary in red is the unstable period-3 orbit created at the saddle-node bifurcation, and collides with the attractor at the interior-crisis value of C. The superstable orbit points are shown as small circles. As C increases beyond the period-doubling bifurcation value, the attractor widens, and the distance of the orbit from the red and green curves decreases.
Parameter value C odd . Let C odd ≈ 1.543 689 denote the largest parameter value before which there are no periodic windows of odd periods other than the period-1 window. To study the distribution of C-widths of the periodic windows, we consider the parameter range C odd C 2.
Number of primary windows of periods P . Reference [4] states that the periodic windows are dense in the interval C odd C 2 and for large periods k, the number of period-k windows increases exponentially with the period. In order to characterize all the windows of periods P , we determine the sequence in which these windows appear in the map, as the parameter C is increased. The appendix describes the method used to determine the sequence, which is based on Kneading theory [8] . There are 1 402 957 windows with periods 25. For the general case in (2) and for the special case of a single disruptive perturbation, we attempt to characterize how the total number of -robust windows scales in relation with .
Results
Let N P ( ) denote the number of primary windows of periods P with C-width > lying in the parameter range C ∈ [C odd , 2]. In figure 3 , we plot N P ( ) as a function of for Robustness exponent. We define the robustness-exponent as
where N( ) is the number of primary windows, whose C-width exceeds . Our computations give us a robustness-exponent α = 0.51 based on the distribution of window C-widths.
Determining the maximum permissible disturbance bound
Computing the maximum permissible disturbance bound max for a window such that the window is -robust depends on the position of the superstable orbit in the interval basin. Recall C * denotes the superstable C of any window under discussion. Compute the periodic trajectory (x n ) of the superstable orbit, starting from x 0 = 0, which is a superstable periodic point. To find max , we consider the worst case scenario, wherein each δ n in equation (2) is either or − . For fixed , the perturbed trajectory, denoted (x n ) withx 0 = ± , diverges from the superstable orbit, when δ n = δ n * is chosen as follows, for n = 1, 2, · · ·
Note that f (C,x 0 = ± ) = C − 2 , independent of choice of sign. Having defined δ n * , letX k (x) be the kth iterate of (2) starting from initial point x so that
See figure 4 for period k = 3. In general, on adding tiny perturbations, up to a threshold, to each iterate of a trajectory starting from the attractor, the perturbed trajectory eventually settles down to an orbit close to the original attracting orbit. For a disturbance exceeding max , the perturbed attracting orbit is no longer confined so that its k attracting points lie respectively in their original interval basins. Thus max corresponds to the saddle-node bifurcation value of the perturbed attracting orbit, as in figure 4 . Consequently, on adding ± max , as in equation (4), the slope of the k-times-iterated map, at the x values corresponding to the perturbed attracting orbit, equals 1.
An example. For the period-3 window, the superstable parameter value is C * ≈ 1.754 877. Thus, the orbit of the window at the superstable value is {x 1 = 0, x 2 ≈ 1.754 877, x 3 ≈ −1.324 717}. To compute the maximum permissible , namely max , letx 1 denote the perturbed value chosen around x 1 = 0. The quadratic map is symmetric about the y-axis and has a single hump at x = 0, so f (C,x 1 ) < x 2 , irrespective of whetherx 1 is greater than or less than 0. Thusx 2 = f (C,x 1 ) − and correspondingly,x 3 = f (C,x 2 ) + , andx 4 = f (C,x 3 ) + , so that for the attracting orbit,
To solve for max , we use Newton's method inx and , with ( = 0,x = 0) as the initial approximation, and the equations
to compute max at the superstable parameter value of the period-k window, and also the perturbed attracting orbit at max .
The case of a single disruptive perturbation
For the quadratic map at the superstable parameter value of a period-k window, we have looked at the case where a perturbation can be added at each iterate of the system, as given by equation (2) so as to destabilize the trajectory. Here, we look at a special case of equation (2), where a single pulse of disturbance at a single iteration is added to the trajectory. When large enough, a single perturbation can knock the trajectory out of phase with the attracting orbit. Here we determine the upper bound on perturbation such that the perturbed trajectory continues to remain in phase with the attracting orbit. For a fixed and some choice of (C, x 0 ) as in section 1, say a perturbation 'd' is added at the m th iterate of the system, such that |d| . The corresponding perturbed trajectory is defined as the -perturbed trajectory. Let (x n ) n=∞ n=0 represent the original trajectory where
is given by the equation,
We want to determine if an -perturbed trajectory can be kicked out of the interval basin. As defined in section 1, k interval basins exist for a period-k window. To understand the effects of a one-time disturbance, we need to determine which of the periodic points is closest to its interval basin's boundary and what that distance is. In particular, in order to ensure that the perturbed trajectory cannot be kicked out of any of the interval basins, it is enough to ensure that it cannot be kicked out of the smallest interval basin. We numerically observe that the maximum depth of the smallest basin occurs when C equals the superstable parameter value C * of the periodic window. Hence, we consider trajectories starting from (C * , x * 0 ) for various periodic windows, where x * 0 lies on the attractor corresponding to the smallest interval basin. k . The central interval basin contains x = 0, where the map has slope 0, and this central interval basin maps to the rightmost interval basin. Hence, the rightmost interval basin is typically the smallest of the k interval basins, and the x-width corresponds to this interval basin. Since the map, when applied k − 1 times at the superstable value of C, stretches the x-width by a factor of k , it appears that the x-width scales as −2 k and hence the x-width and C-width are related by a constant. This relationship was also observed by us numerically. Hence, to have a statistical understanding of the effects of noise added to one of the iterates of the map, it is enough to consider the distribution of C-widths of the periodic windows.
The relation between C-width and the maximum permissible disturbance bound. It can be observed from figure 5 and the histogram in figure 6 that for most of the periodic windows considered, the maximum permissible noise max that can be added at each iterate at the superstable parameter value (so that the trajectory starting from an attracting orbit remains in phase) is directly proportional to the C-width of the periodic window. For a period-k window, consider the k-times-iterated map f k (C, x) at the superstable parameter value of the window. Each of the k regions around the period-k attracting orbit can be approximated by a quadratic map [5] . In particular, the map corresponding to the period-k attracting point x i would be of the form x i − A i (x − x i ) 2 where A i depends on x i , for i = 1, 2, . . . , k. Each of these k quadratic approximations has a different value of max |f k (C, x) − x|. Since the disturbance can be added at any iterate of the map, and we want to find the bound on the maximum disturbance that can be added so that the perturbed trajectory remains in phase, we consider the quadratic approximation from amongst the k quadratic approximations that has the minimum value of max |f k (C, x)−x|. For most of the periodic windows, this occurs at the rightmost period-k point (as the rightmost interval basin is typically the smallest of the k interval basins). This corresponds to the quadratic approximation around x = C * , y = C * , which is, C * − A * (x − C * ) 2 for some constant A * . Since C * corresponds to the superstable parameter value of the map, max |f k (C, x) − x| can be approximated as being proportional to 1 4A * and the x-width ≈ 2 A * , thus the maximum permissible disturbance bound is roughly proportional to the x-width. Since x-width can be approximated as being directly proportional to the Cwidth, the C-width and the maximum permissible disturbance bound are approximately in direct proportion.
Comparing exponents
An uncertainty exponent has been defined previously to study the distribution of chaos [1] [2] [3] . We compare our robustness exponent to that obtained in [1] [2] [3] . [1] . In [1] , S c represents the set of parameter values of the quadratic map leading to a chaotic attractor. For a given value of maximum noise , δ is chosen randomly with uniform probability density from the interval − δ and c ∈ S c is chosen randomly. If S c ( ) denotes the set created by fattening the set S c by the amount , [1] defines the uncertainty exponent as 
Exponent according to Hunt and Ott
49, or more precisely, α = 0.49 ± 0.03 including our error bounds. This is in close approximation with the value α = 0.51 ± 0.03 computed by Hunt and Ott in [1] . [2] . Reference [2] , which discusses fat fractals computes the fat fractal dimension as per equation (5) by perturbing C values in S c by ± . They obtain α ∼ = 0.41. This value is drastically different from α ∼ = 0.51 computed by Hunt and Ott in [1] , who also use equation (5) . However, Hunt and Ott compute α ∼ = 0.51 taking into account only primary windows, whereas [2] computes α ∼ = 0.41 taking into account windows of all orders. Thus, Hunt and Ott take into account only 'large chaotic attractors', that is, chaotic attractors not contained in any windows, as opposed to [2] , resulting in different exponents. We have discussed this in [7] . Exponent according to Farmer [3] . In [3] , Farmer defines a 'fatness exponent β F ' (described below) in terms of widths of primary periodic windows of the map, and asserts β F = 0.45 ± 0.04.
Exponent according to Grebogi et al
For the given value of , Farmer considers those periodic windows for which the width of the periodic attractor region within the window exceeds . He defines h( ) as the total width of the periodic attractor regions of those periodic windows, and µ( ) = 1 − h( ). The uncertainty exponent, called the fatness exponent is defined as
If N( ) ∼ −α , where N( ) denotes the number of primary windows whose C-width exceeds (see figure 3) , then the exponents given by equations (5) and (7) are equivalent.
We believe that Farmer's numerical estimation is unreliable because he takes some shortcuts in his computations that we believe are unwarranted. His computations are based on his assumption that it is possible to arrange the MSS sequences [9] , that is, the sequences in which primary windows appear as the parameter is increased, in a binary tree, such that sequences lower down in the tree 'generally' have smaller stable intervals. Farmer promised more details in a future paper, which has not appeared. His assumption implies that the maximum C-width of a period-n orbit is smaller than the maximum C-width of a period-(n − 1) orbit. Figure 8 shows the C-width of the largest window, that is, the window with maximum C-width of a given period, as a function of period. The figure shows that there are frequent exceptions to the assumption in [3] at several places.
Discussion
We have obtained a robustness exponent based on the scaling of the C-widths of the periodic windows of the quadratic map, which can be used to characterize the stability of periodic windows in the presence of bounded perturbations. We computed maximum permissible disturbance bounds, for a general case (2) where a perturbation can be added to each iterate of the system, and a special case where a single perturbation is used to drive the attracting trajectory out of phase. We conclude that the maximum permissible bounds for the two cases are statistically related by a constant (see figures 5 and 6) and thus the scaling is the same in the two cases. Although we have examined -robustness for the case of the quadratic map, we expect to get the same scaling for other one-dimensional maps with one parameter having a single quadratic maximum.
Appendix A. Methods
To compute the C-widths of the windows and the maximum permissible , we use the NTL library [10], which is an arbitrary precision library in C++. The computation is done using a server cluster, with 200 processors running for 15 days. P values of 13, 15, 17, 19, 23, 25 are considered. Tolerance values not exceeding 10 −34 are considered when computing window C-widths. The windows of a given period tend to get quite small as the parameter C approaches 2. Of the windows up to period 25, the smallest window happens to be the window closest to 2. It has period 25 and width of the order of 10 −28 and occurs at approximately 2.0 − 10 −14 . When using 10 −34 precision, our program sometimes fails to find a window that is known to exist (based on Kneading sequences). In such cases, higher precision is needed, up to 10 −52 precision.
A.1. Characterizing the window by finding C values
Given a maximum period P and a starting parameter value C, we successively determine the periods of the next periodic windows such that the period P . We also determine the Kneading sequence corresponding to the superstable parameter value of each following window. We numerically characterize each primary window by computing its superstable parameter value and determining its C-width.
Determining the superstable parameter value of the window. We start from C = C odd and determine the period and sequence of the next window. Thereby, we use Newton's method in x and C, with (C = C odd , x = 0) as the initial approximation, and the equations
to compute the superstable parameter value, C * of the window. The second equation is the criterion for being superstable. For all other windows, we use the interior crisis parameter value of the previous window as the initial C approximation, and x = 0 as the initial x approximation. The x = 0 approximation is based on the fact that x = 0 always lies in one of the k interval basins of a period-k window [5] .
Determining the saddle-node bifurcation value of the window. Once we determine the superstable parameter value C * of the window, we use Newton's method in x and C, with (C = C * , x = 0) as the initial approximation, and the equations
to compute the saddle-node bifurcation value C SadNode of the window.
Determining the interior crisis value of the window. The interior crisis value of the window is determined in three steps. In the first step, we determine the period-doubling bifurcation value of the window. We use Newton's method in x and C, with (C = C * , x = 0) as the initial approximation, and the equations
to compute the period-doubling bifurcation value C PerDoub of the window.
In the second step, we make our first approximation for the interior crisis parameter value, C Crisis as follows [5] :
Thereafter, in the third step, we use the fact that for a period-k window, at the interior crisis value of parameter C, the interval basin has an unstable period-k point on its boundary. Newton's method is used in C with the equations
to compute the exact interior crisis value C Crisis . The C-width of the window is computed as C width = C Crisis − C SadNode . Thereafter, for the next periodic window, the superstable value is computed using
as the initial approximation, and so on. This process is continued until all the periodic windows with periods up to P are characterized. The Kneading sequence is checked when computing each of C * , C SadNode and C PerDoub to ensure accuracy while computing the windows.
where D m = 1 2 · · · m for all positive integers m. In general, a power series
is said to be admissible [8] if
for every n 1. A given power series D(t) = 1 ± t ± t 2 ± · · · occurs as the Kneading determinant of the quadratic map for some value of parameter C, if and only if this series is admissible. The Kneading determinant is periodic with period k, for C values lying between the saddle-node bifurcation value and the superstable value of a period-k window. Then the Kneading determinant takes the form
Determining window sequence. We start from C = C odd and go on increasing C. We look at the Kneading determinant for C = C odd , and then predict sequentially, the periods of the windows, not exceeding P , that occur as C is increased. Given a Kneading sequence, a change in the sequence occurs as C crosses the superstable parameter value of a periodic window, such that the period k of this window does not exceed P . This occurs due to the crossing over of the kth iterate of the critical point 0 from one side of the critical point to the other, at the superstable parameter value of the periodic window. This leads to a reversal of sign of terms from the kth term onwards of the Kneading sequence. The Kneading sequence of the quadratic map monotonically decreases as the parameter is increased [8] . At the superstable parameter value of the period-k window, D k changes from 1 to −1 resulting in a decrease in the Kneading sequence. This is due to the change in the sign of k . Before the superstable crossing, D k = 1, which occurs either when 1 
The P -Kneading sequence. Since we compute the windows of periods not exceeding P , to understand the changes in the Kneading sequence at superstable parameter values, we consider only the first P terms of the Kneading sequence. We call this restricted Kneading sequence as the P -Kneading sequence, which is given as
Given a P -Kneading sequence, the goal is to compute the next admissible P -Kneading sequence.
Note that for a period-k window to occur, the Kneading sequence is as equation (B.2). Hence, to find the next periodic window, successive values of k from 3 to P are considered and the k values corresponding to D k = −1 are automatically eliminated. For k values corresponding to D k = 1, it is checked as to whether the Kneading sequence can be represented as equation (B.2).
If say, a window of period k 0 occurs where P 2k 0 , then the next few changes in the P -Kneading sequence occur due to the bifurcations and higher order windows inside the period-k 0 window. The next primary window occurs only at that subsequent value of period k, which is such that k 0 does not divide k.
B.1. Degeneracy case
Multiple values of period k. In general, if there are multiple values of k that meet the criterion as per (B.2), it is claimed that a periodic window corresponding to the lowest of these values occurs. To show this, it is enough to show that if there are multiple such values of k, say k 1 , k 2 , · · · , k n , where k 1 < k 2 < · · · < k n , then the Kneading sequences corresponding to k 2 , k 3 , · · · , k n are not admissible. Say, k 1 The P -Kneading sequence decreases (is non-increasing) as C is increased, until it reaches D(t) = 1 − t − t 2 − · · · − t P when C = 2.
