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Abstract
Let G be the circuit graph of any connected matroid. It is proved that for any two vertices of G, there is a path of length k
joining them for any integer k satisfying 2 ≤ k ≤ |V (G)| − 1.
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1. Introduction
Matroid theory gives us powerful techniques for understanding combinatorial optimization problems and for
designing polynomial-time algorithms. Maurer discussed the relationship of bases of matroids and graphs and defined
the base graph of a matroid [12,13]. Alspach and Liu studied the properties of paths and cycles in base graphs of
matroids [1]. Liu considered the connectivities of base graphs of matroids [9,10]. Recently Li, Bian and Liu studied
the properties of matroid base incidence graphs [6]. Other related results can be found in [3–5,11]. We have discussed
the properties of circuit graphs of matroids [7,8].
We assume a knowledge of the basic elements of matroid theory. A collection C of subsets of a finite set E is the
set of circuits of a matroid M = (E,C ) on E if and only if the following conditions (to be called circuit axioms) are
satisfied:
(C1) If C1, C2 are distinct circuits, then C1 * C2.
(C2) If C1, C2 are circuits and z ∈ C1 ∩ C2 there exists a circuit C3 such that C3 ⊆ (C1 ∪ C2)− z.
Let e be any element of E . Then we use M/e and M\e to denote the matroid obtained from M by contracting and
deleting e, respectively. The family of circuits of M\e is those circuits of M which are contained in E − e. And the
family of circuits of M/e is the family of minimal non-empty intersections of E − e with circuits of M .
Now we give a new concept as follows. The circuit graph of a matroid M = (E,C ) is a graph G = G(M) with
vertex set V (G) and edge set E(G) such that V (G) = C and E(G) = {CC ′ | C,C ′ ∈ C , | C ∩ C ′ |6= 0}, where the
same notation is used for the vertices of G and the circuits of M .
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An independent set in M is a set that has no circuit. We call a maximal independent set in M a basis of M . The
rank r(M) of M is the size of a basis of M . Let B denote the family of bases of M . Let B∗ denote the family of
complements of members ofB in E . ThenB∗ is the family of bases of a matroid, denoted by M∗, called the dual of
M . The circuits of M∗ are called the cocircuits of M .
A subset S of E is called a separator of M if every circuit of M is either contained in S or E − S. Union and
intersection of two separators of M is also a separator of M . If ∅ and E are the only separators of M , then M is said
to be connected. The minimal non-empty separators of M are called the components of M . An element e of a matroid
is a coloop if and only if it is contained in every basis, so it is not contained in any circuit and {e} is a separator of M .
It is easy to see the circuit graph of a matroid M without any coloop is connected if and only if M is connected.
A walk in a graph G is an alternating sequence of vertices and edges
P = v0, e0, v1, e1, . . . , vk, ek, vk+1
such that ei is an edge joining vi and vi+1. For simplicity, P = v0v1 · · · vk+1 will be written thereby implying the
occurrences of the edges. If Q = vk+1vk+2 · · · vn is a walk, then
P + Q = v0v1 · · · vkvk+1vk+2 · · · vn .
If P = v0, e0, v1, e1, . . . , vk, ek, vk+1 is a walk in which all the vertices are distinct, then P is called a path. If
v0, v1, . . . , vk are distinct and v0 = vk+1, then P is called a cycle. The length of a walk is the number of edges
contained in the sequence. If vertices u and v are connected in G, the distance between u and v in G, denoted by
d(u, v), is the length of a shortest (u, v)-path in G. The diameter of G, denoted by d(G), is the maximum distance
between two vertices of G. Some other notations can be found in [2,15].
In this paper we study the properties of paths in the circuit graphs of matroids and prove that for any two vertices
of G(M), there is a path of length k joining them for any integer k satisfying 2 ≤ k ≤ |V (G)| − 1.
2. Preliminary results
We now state five lemmas which are used in the proofs in Section 3. Lemmas 1–4 can be found in [15], and
Lemma 5 is due to Murty [14].
Lemma 1 ([15]). A matroid M is connected if and only if for every pair e1, e2 of distinct elements of E, there is a
circuit containing both e1 and e2.
Lemma 2 ([15]). If M is a connected matroid, then for every e ∈ E, either M/e or M\e is also connected.
Lemma 3 ([15]). Let C and C∗ be any circuit and cocircuit of a matroid M. Then |C ∩ C∗| 6= 1.
Lemma 4 (Strong Circuit Axiom [15]). If a ∈ C1 ∩ C2 and b ∈ C1 − C2 where C1,C2 ∈ C , then there exists a
C3 ∈ C such that b ∈ C3 ⊆ (C1 ∪ C2)− {a}.
Let M = (E,C ) be a connected matroid. An element e of E is called an essential element if M\e is disconnected.
Otherwise it is called an inessential element. A connected matroid each of whose elements is essential is called a
critically connected matroid or simply a critical matroid.
Lemma 5 ([14]). A critical matroid of rank >2 contains a cocircuit of cardinality two.
3. Main results
A matroid M is trivial if it has no circuits. In the following all matroids will be nontrivial.
Next we will discuss the properties of the matroid circuit graph. To prove the main results we firstly present the
following lemma which is clearly true.
Let M be any nontrivial matroid on E and e ∈ E . Let G = G(M) be the circuit graph of matroid M . In G, we
define V1 = {C | C ∈ C , e /∈ C} and V2 = {C | C ∈ C , e ∈ C}, respectively.
Lemma 6. Let M be any nontrivial matroid on E and e ∈ E. If G and G1 are circuit graphs of M and M\e,
respectively, then G1 is a subgraph of G induced by V1 where V1 = {C | C ∈ C , e /∈ C}.
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Fig. 1. The 4-cycle C1C2C3C4 when e ∈ E − (C1 ∪ C2).
Obviously the subgraph G2 of G induced by V2 = V − V1 is a complete graph. By Lemma 6, G1 and G2 are
induced subgraphs of G and V (G1) and V (G2) partition V (G).
Lemma 7. For any matroid M = (E,C ) which has a 2-cocircuit {a, b}, the circuit graph of M is isomorphic to that
of M/a.
Proof. By Lemma 3, a, b are always in the same circuit of M . The circuit family of M/a can be divided into two parts:
the circuits that do not contain b are the same as those of M , and there exists a bijection between the circuits of M/a
that contain b and the circuits of M that contain a, b, C ↔ C ′ where C and C ′ are circuits of M and M/a, respectively,
and C − {a, b} = C ′ − {b}. Two vertices are adjacent to each other in G(M) if and only if the corresponding vertices
in the circuit graph of M/a are adjacent. We get the conclusion. 
The following theorem is obviously true.
Theorem 1. Let M = (E,C ) be a connected matroid with at least three circuits. If G = G(M) is the circuit graph
of M, then the diameter of G is at most 2. Furthermore, d(G(M)) = 2 if and only if there exist two circuits such that
they have no element in common.
Lemma 8. Suppose that M = (E,C ) is a connected matroid with an element e such that the matroid M\e is
connected and G = G(M) is the circuit graph of matroid M. Let G1 = G(M\e) be the circuit graph of M\e
and G2 be the subgraph of G induced by V2 where V2 = {C | C ∈ C , e ∈ C}. If the matroid M\e has more than
one circuit, then for any edge C1C2 ∈ E(G), there exists a 4-cycle C1C2C3C4 in graph G such that one edge of the
4-cycle belongs to E(G1) and one belongs to E(G2) and C1,C2 are both adjacent to C3.
Proof. By Lemma 6, V (G1) and V (G2) partition V (G). There are three cases to distinguish.
Case 1. e ∈ E − (C1 ∪ C2). Thus C1C2 is an edge of M\e. By Lemma 4, there are at least three vertices in
G(M\e). There is an element e1 such that e1 ∈ C1 ∩C2. Let G1 and G2 be the graphs defined as above. Note that G2
is a complete graph. By Lemma 1, there is a vertex C3 in G2 containing both e1 and e. Thus in G, C3 is adjacent to
both C1 and C2. Since C1 6⊂ C3, there exists e2 such that e2 ∈ C1, but e2 /∈ C3. By Lemma 1, there is a circuit C4 in
G2 containing e2 and e and C3 6= C4. Thus C4 is adjacent to C1, as in Fig. 1.
Case 2. e ∈ C1 − C2 or e ∈ C2 − C1. Suppose that e ∈ C2 − C1, e1 ∈ C1 ∩ C2. By Lemma 4, there is a circuit
C3 ⊆ (C1 ∪C2)− {e1} containing e. We assume that e2 ∈ C1 ∩C3, e3 ∈ E − (C1 ∪ {e}). Note that e3 exists because,
by hypothesis, M\e has more than one circuit. By Lemma 1, in G1 = G(M\e) there is a circuit C4 containing e2 and
e3. C1C2C3C4 is the 4-cycle we wanted. C1 and C2 are both adjacent to C3. It is shown in Fig. 2.
Case 3. e ∈ C1 ∩ C2. C1 and C2 are both in G2. If there are only two circuits containing e, it is easy to see that
C1 ∪ C2 = E(M) by Lemma 1. We prove that C1 ∩ C2 = {e}. If C1 ∩ C2 = {e, e′}, then {e, e′} is a cocircuit
of M because by Lemma 4, if there is a circuit containing e′ does not contain e then there is a circuit containing e
does not contain e′; which is a contradiction to the hypothesis. Thus C1 ∩ C2 = {e}. Then there is only one circuit
C ′3 = (C1 ∪ C2) − {e} in M\e. If there is a circuit C ′4 6= C ′3 in M\e, then there exists e1 ∈ E(M) − ({e} ∪ C ′4)
and e1 ∈ C1 − C2 or e1 ∈ C2 − C1. We assume that e1 ∈ C1 − C2. By Lemma 4, there is a circuit C5 such that
e ∈ C5 ⊆ (C2 ∪ C ′4)− {e2} where e2 ∈ C2 ∩ C ′4. e1 /∈ C5, C5 6= C1, thus there are at least three circuits containing e,
a contradiction. So there are more than two circuits containing e, we assume that e3 ∈ C1−C2. By Lemma 4, there is
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Fig. 2. The 4-cycle C1C2C3C4 when e ∈ C2 − C1.
Fig. 3. The 4-cycle C1C2C3C4 when e ∈ C1 ∩ C2.
Fig. 4. The 3-path C1C3C4C2 in G.
C3 in G1 such that e3 ∈ C3 ⊆ (C1 ∪ C2) − {e}. By Lemma 1, there is a vertex C4 in G1 containing e3 and e4 where
e4 ∈ E − (C3 ∪ {e}). We get the 4-cycle C1C2C3C4 (see Fig. 3).
The proof is completed. 
Lemma 9. Suppose that M = (E,C ) is a connected matroid with an element e such that the matroid M\e is
connected and G = G(M) is the circuit graph of matroid M. Let G1 = G(M\e) be the circuit graph of M\e
and G2 be the subgraph of G induced by V2 where V2 = {C | C ∈ C , e ∈ C}. If C1 ∈ V (G1), C2 ∈ V (G2) and
d(C1,C2) = 2, there exists a 3-path C1C3C4C2 in graph G such that C3 ∈ V (G1), C4 ∈ V (G2) and C1,C2 are both
adjacent to C3 and C4.
Proof. By Lemma 6, V (G1) and V (G2) partition V (G). By assumption, |C1 ∩ C2| = 0. We assume that e1 ∈ C1,
e2 ∈ C2. By Lemma 1, there is C4 in G2 containing both e1 and e. Thus in G, C4 is adjacent to C1 and C2. By
Lemma 1, there is C3 in G1 containing both e1 and e2. Thus in G, C3 is adjacent to C1, C2 and C4 (see Fig. 4). 
Theorem 2. Let G = G(M) be the circuit graph of a connected matroid M = (E,C ). If |V (G)| = n and
C1,C2 ∈ V (G), then there is a path of length k joining C1 and C2 for any k satisfying 2 ≤ k ≤ n − 1.
Proof. We shall prove the theorem by induction on |E |. When |E | = 3, each element in M is parallel to another. It is
easy to see that G = K3. The theorem is clearly true. Suppose that the result is true for |E | = n − 1. We prove that
the result is also true for |E | = n > 3. Suppose d(C1,C2) = r in G (r = 1 or 2).
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Fig. 5. The n1 + m-path of G(M) when e ∈ E − (C1 ∪ C2).
Fig. 6. The k1 + k2 + 1-path of G(M) when e ∈ C2 − C1.
There are two cases to distinguish.
Case 1. There is an element e in M such that M\e is connected. Let G1 and G2 be the graphs defined as above.
We assume that |V (G1)| = n1 and |V (G2)| = n2.
There are three subcases to distinguish.
Subcase 1.1. e ∈ E − (C1 ∪ C2). Thus C1 ∈ V (G1), C2 ∈ V (G1). By Lemma 4, there are at least three vertices
in G(M\e). By induction, for any k, r ≤ k ≤ n1 − 1, there is a path of length k joining C1 and C2 in G(M\e). By
Lemma 8, for any edge C ′1C ′2 in the Hamiltonian path connecting C1 and C2 in G(M\e), there is a 4-cycle C ′1C ′2C3C4
in G such that C3C4 ∈ E(G2) and C ′1C ′2C3 is a 3-cycle in G. If there are only three vertices in G(M\e), let C1 = C ′1.
Note that G2 is a complete graph. Let P1 = P3 + C ′1C ′2 + P4 be the Hamiltonian path connecting C1 and C2 in
G(M\e) which traverses C ′1C ′2 and P2 be the m-path connecting C3 and C4 in G2 (1 ≤ m ≤ n2 − 1), respectively.
P3 +C ′1C3 +C3C ′2 + P4 is a n1-path of G(M) that joins C1 and C2. P3 +C ′1C4 + P2 +C3C ′2 + P4 is a n1 +m-path
of G(M) that joins C1 and C2 (see Fig. 5).
Subcase 1.2. e ∈ C1 − C2 or e ∈ C2 − C1. Suppose that e ∈ C2 − C1. Thus C1 ∈ V (G1), C2 ∈ V (G2). If
d(C1,C2) = 1, by Lemma 8, there is a 4-cycle C1C2C3C4 in G such that C3 ∈ V (G2) and C4 ∈ V (G1) and C1C2C3
is a 3-cycle of G. By induction, for any k1, 1 ≤ k1 ≤ n1− 1, there is a k1-path in G1 connecting C4 and C1. Note that
G2 is a complete graph. For any k2, 1 ≤ k2 ≤ n2 − 1, there is a k2-path in G2 connecting C2 and C3. Let P1 be the
k1-path in G1 connecting C1 and C4 and P2 be the k2-path in G2 connecting C3 and C2, respectively. P1+C4C3+ P2
is a k1 + k2 + 1-path of G(M) that connects C1 and C2 (see Fig. 6).
If d(C1,C2) = 2 and e ∈ C2 − C1, by Lemma 9, there is a 3-path C1C3C4C2 in G such that C3 ∈ V (G1) and
C4 ∈ V (G2) and C1C3C2 is a 2-path of G. Then the proof is similar to the case when d(C1,C2) = 1.
Subcase 1.3. e ∈ C1 ∩ C2. Thus d(C1,C2) = 1. If there are only two circuits containing e, then there is only one
circuit in M\e. The result holds obviously because G = K3. Assume that there are more than two circuits containing
e. Note that G2 is a complete graph. For any m, 1 ≤ m ≤ n2 − 1, there is a path of length m connecting C1 and C2.
Choose C3 ∈ V (G2) such that C3 6= C1 and C3 6= C2. By Lemma 8, there is a 4-cycle C1C3C4C5 in G such that
C4C5 ∈ E(G1) and C1C3C4 is a 3-cycle of G. By induction, for any k, 1 ≤ k ≤ n1 − 1, there is a k-path in G1
connecting C4 and C5. Note that G2 is a complete graph. Let P1 be the k-path in G1 connecting C4 and C5 and P2 be
the Hamiltonian path in G2 connecting C1 and C3 which traverses the edge C1C2. C1C4 + C4C3 + P2 is a n2-path
that connects C1 and C2. C1C5 + P1 + C4C3 + P2 is the n2 + k-path we wanted (see Fig. 7).
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Fig. 7. The n2 + k-path of G(M) when e ∈ C1 ∩ C2.
Case 2. The matroid M is critically connected. By Lemma 2, for any element e in M , M/e is connected. By
Lemma 5, M has a 2-cocircuit {a, b}. By Lemma 7, the circuit graph of M/a is isomorphic to that of M . By induction
hypothesis, the result holds.
Thus the theorem follows by induction. 
In order to study the connectivity of circuit graphs of matroids, we present an unsolved problem to be considered.
Problem 1. Let G = G(M) be the circuit graph of a connected matroid M = (E,C ). If |V (G)| = n and
C1,C2 ∈ V (G) with d(C1,C2) = r , how many Hamiltonian paths connect C1 and C2 in G? Furthermore, how
many k-paths connect C1 and C2 in G (r ≤ k ≤ n − 1)?
References
[1] B. Alspach, G. Liu, Paths and cycles in matroid base graphs, Graphs Combin. 5 (1989) 207–211.
[2] J.A. Bondy, U.S.R. Murty, Graph Theory With Applications, American Elsevier, New York, 1976.
[3] J.A. Bondy, A.W. Ingleton, Pancyclic graphs II, J. Comb. Theory B. 20 (1976) 41–46.
[4] H.J. Broersma, X. Li, The connectivity of the basis graph of a branching greedoid, J. Graph Theory 16 (1992) 233–237.
[5] L. Li, G. Liu, The connectivities of the adjacency leaf exchange forest graphs, J. Shandong Univ. 39 (6) (2004) 49–51.
[6] L. Li, Q. Bian, G. Liu, The base incidence graph of a matroid, J. Shandong Univ. 40 (2) (2005) 24–40.
[7] P. Li, G. Liu, The edge connectivity of circuit graphs of matroids, in: The International Conference on Computational Science, vol. 3, 2007,
pp. 440–443.
[8] P. Li, G. Liu, Cycles in circuit graphs of matroids, Graphs Combin. 23 (4) (2007) 425–431.
[9] G. Liu, A lower bound on connectivities of matroid base graphs, Discrete Math. 64 (1988) 55–66.
[10] G. Liu, The proof of a conjecture on matroid basis graphs, Sci. China 6 (A) (1990) 593–599.
[11] G. Liu, L. Zhang, Forest graphs of graphs, Chinese J. Engrg. Math. 22 (6) (2005) 1100–1104.
[12] S.B. Maurer, Matroid basis graphs I, J. Comb. Theory B. 14 (1973) 216–240.
[13] S.B. Maurer, Matroid basis graphs II, J. Comb. Theory B. 15 (1973) 121–145.
[14] U.S.R. Murty, Extremal critically connected matroids, Discrete Math. 8 (1974) 49–58.
[15] J.G. Oxley, Matroid Theory, Oxford University Press, New York, 1992.
