Abstract. The ground-state (GS) phase diagram of the frustrated spin-s J1-J2-J3 Heisenberg antiferromagnet on the honeycomb lattice is studied using the coupled cluster method implemented to high orders of approximation, for spin quantum numbers s = 1, . The model has antiferromagnetic (AFM) nearest-neighbour, next-nearest-neighbour and next-nextnearest-neighbour exchange couplings (with strength J1 > 0, J2 > 0 and J3 > 0, respectively). We specifically study the case J3 = J2 = κJ1, in the range 0 ≤ κ ≤ 1 of the frustration parameter, which includes the point of maximum classical (s → ∞) frustration, viz., the classical critical point at κ cl = 1 2 , which separates the Néel phase for κ < κ cl and the collinear striped AFM phase for κ > κ cl . Results are presented for the GS energy, magnetic order parameter and plaquette valence-bond crystal (PVBC) susceptibility. For all spins s ≥ 3 2 we find a quantum phase diagram very similar to the classical one, with a direct first-order transition between the two collinear AFM states at a value κc(s) which is slightly greater than κ cl [e.g., κc( 3 2 ) ≈ 0.53(1)] and which approaches it monotonically as s → ∞. By contrast, for the case s = 1 the transition is split into two such that the stable GS phases are one with Néel AFM order for κ < κc 1 = 0.485(5) and one with striped AFM order for κ > κc 2 = 0.528(5), just as in the case s = 1 2 (for which κc 1 ≈ 0.47 and κc 2 ≈ 0.60). For both the s = 1 2 and s = 1 models the transition at κc 2 appears to be of first-order type, while that at κc 1 appears to be continuous. However, whereas in the s = 1 2 case the intermediate phase appears to have PVBC order over the entire range κc 1 < κ < κc 2 , in the s = 1 case PVBC ordering either exists only over a very small part of the region or, more likely, is absent everywhere.
Introduction
Quantum spin-lattice models, in which the sites of a give regular periodic lattice are all occupied by magnetic ions with spin quantum number s, offer a rich arena for the study of exotic groundstate (GS) phases that are not present in their classical (s → ∞) counterparts. Whereas interactions between the classical spins give rise to magnetic ground states in which the spins are ordered such that each individual spin is oriented in a specific direction, quantum fluctuations can act either to diminish the corresponding magnetic order parameter (viz., the average local onsite magnetization) or to destroy it altogether. In the former case, where the long-range order (LRO) is only partially reduced, such quasiclassical magnetically ordered states spontaneously break both the SU(2) spin-rotation and time-reversal symmetries.
By contrast, such intrinsically quantum-mechanical states as the various valence-bond crystalline (VBC) phases, in which specific combinations of the lattice spins combine into spin singlets, have zero magnetic order and break neither of the SU(2) spin-rotation and time-reversal symmetries, although they still break some lattice symmetries. Yet other states exist in which, for example, time-reversal symmetry is preserved, so that magnetic order is definitely absent, but for which the SU(2) spin-rotation symmetry is still broken. These are the so-called multipolar or spin-nematic phases. Finally, of course, one also has the possibility of quantum spin-liquid (QSL) phases that preserve all of the symmetries, including the lattice symmetries. For a given regular lattice in d spatial dimensions, one is usually interested in the interplay between frustration (which may be tuned, for example, by varying the relative strengths of competing interactions in the model Hamiltonian that separately tend to promote different forms of magnetic LRO) and quantum fluctuations. In broad terms quantum fluctuations are larger for lower values of both the spatial dimensionality d and the spin quantum number s. They are typically also larger, for given spatial dimensionality d, for lattices with smaller values of the coordination number z.
For the case of d = 1 isotropic Heisenberg chain systems the Mermin-Wagner theorem [1] excludes the possibility of GS magnetic order even at zero temperature (T = 0), since it is impossible to break a continuous symmetry for any such system. The Mermin-Wagner theorem similarly implies the absence of magnetic LRO in any d = 2 isotropic Heisenberg system at all nonzero temperatures (T > 0). The behaviour and GS quantum phase structure of twodimensional (2D) spin-lattice models at T = 0 has thus come to occupy a special role in the study of quantum phase transitions.
Spin-lattice systems are said to be frustrated when constraints are present that preclude the formation of a GS phase which satisfies all of the (generally, pairwise) interactions among the spins. Frustration is strongly associated with macroscopic degeneracy of the GS phase, with the consequent existence of strong quantum fluctuations among the states in the degenerate manifold. Either quantum or thermal fluctuations can then, in such a situation, suppress magnetic LRO, and the possibility of such exotic non-classical states as those discussed above forming the stable GS phase under certain conditions is heightened. The low coordination number, z = 3, of the honeycomb lattice further enhances the quantum fluctuations, and thereby makes it a special 2D spin-lattice model candidate for the study of its T = 0 GS quantum phase diagram when dynamical frustration is introduced via competing interactions.
In the present paper we study the so-called J 1 -J 2 -J 3 model on the honeycomb lattice with antiferromagnetic (AFM) Heisenberg exchange interactions between pairs of nearest-neighbour (NN) spins (of strength J 1 ), next-nearest-neighbour (NNN) spins (of strength J 2 ), and nextnext-nearest-neighbour (NNNN) spins (of strength J 3 ). Even in the classical (s → ∞) limit the model has a rich phase diagram [2, 3] , as we discuss further in Sec. 2 below. In the case where all three bonds are AFM in nature (i.e., J i > 0; i = 1, 2, 3), the classical system exhibits two collinear AFM phases, namely the so-called Néel and striped phases, as well as a spiral phase. The three phases meet in a triple point at J 3 = J 2 = J 1 /2 (see, e.g., Refs. [3, 4] ). This is the point of maximum classical frustration, where the classical GS phase has macroscopic degeneracy. For the present study we consider the model along the line J 3 = J 2 ≡ κJ 1 for the case J 1 > 0, as a function of the frustration parameter κ in the range 0 ≤ κ ≤ 1. The classical (s → ∞) version of the model thus has a single quantum phase transition in its T = 0 phase diagram at κ cl = 1 2 . For κ < κ cl the stable GS phase is the Néel AFM phase, whereas for κ > κ cl the stable GS phase is the striped AFM phase. In fact, at T = 0, there actually exists an infinite family of non-coplanar states, all of which are degenerate in energy with the striped state. However, it is asserted [3] that both thermal and quantum fluctuations break this degeneracy in favour of the collinear striped state, at least in the large-s limit [2] .
Whereas the spin-1 2 J 1 -J 2 -J 3 model on the honeycomb lattice, or particular cases of it (e.g., when J 3 = J 2 or J 3 = 0), have been investigated by many authors with a variety of theoretical tools (see, e.g., Refs. ), there are far fewer studies of the model in the case s > 1 2 . A particular exception is a very recent study [25] of the s = 1 J 1 -J 2 model (i.e., when J 3 = 0) on the honeycomb lattice, using the density-matrix renormalization group (DMRG) method. Our specific aim here is to extend earlier work using the coupled cluster method (CCM) applied to the spin-1 2 version of the J 1 -J 2 -J 3 model on the honeycomb lattice along the line J 3 = J 2 [9, 15, 17] [29] , in each of which the s = 1 2 Cu 2+ ions are situated on the sites of weakly coupled honeycomb-lattice layers. The iridates A 2 IrO 3 (A = Na, Li) [30] [31] [32] [33] are also believed to be magnetically ordered Mott insulators in which the Ir 4+ ions form effective s = 1 2 moments arrayed on weakly-coupled honeycomb-lattice layers. Other similar honeycomb materials include, for example, the families of compounds BaM 2 (XO 4 ) 2 (M = Co, Ni; X = P, As) [34] and Cu 3 M 2 SbO 6 (M = Co, Ni) [35] . In both of these families the magnetic ions M 2+ are again disposed in weakly-coupled layers where they occupy the sites of a honeycomb lattice. In both families the Ni 2+ ions appear to take the high-spin value s = 1, whereas the Co 2+ ions appear to take the low-spin value s = [36, 37] in which the spin-3 2 Mn 4+ ions sit on the sites of the honeycomb layers. The remainder of the paper is organized as follows. In Sec. 2 we discuss further the model itself, before we give a brief description in Sec. 3 of the CCM formalism that we apply to it. The results are then presented in Sec. 4, and we conclude in Sec. 5 with a discussion and summary.
The model
The Hamiltonian of the J 1 -J 2 -J 3 model on the honeycomb lattice is given by
where the sums over i, j , i, k and i, l run over all NN, NNN and NNNN bonds, respectively, on the lattice, counting each pair of spins once and once only in each of the three sums. Each site i of the honeycomb lattice carries a spin-s particle described by the SU(2) spin operator
, and, for the cases considered here, s = 1,
2 . The lattice and the Heisenberg exchange bonds are illustrated in Fig. 1(a) . For the present study we are interested in the case where each of the three types of bonds is AFM in nature (i.e., J m > 0; m = 1, 2, 3). Without loss of generality we may put J 1 ≡ 1 to set the overall energy scale, and we will specifically consider the case where J 3 = J 2 ≡ κJ 1 , in the interesting window 0 ≤ κ ≤ 1 of the frustration parameter κ.
The honeycomb lattice is bipartite, but comprises two triangular Bravais sublattices A and B. The basis vectors a = √ 3dx and b = (− √ 3x + 3ẑ)d/2 are illustrated in Fig. 1(b) , where the lattice is defined to lie in the xz plane as shown, and where d is the lattice spacing (i.e., the distance between NN sites). The unit cell i at position vector R i = m i a + n i b, where m i , n i ∈ Z, now comprises the two sites at R i ∈ A and (R i + dẑ) ∈ B. The reciprocal lattice vectors corresponding to the real-space vectors a and b are thus α = 2π( √ 3x +ẑ)/(3d) and β = 4π/(3d)ẑ. The Wigner-Seitz unit cell and the first Brillouin zone are thus the parallelograms formed, respectively, by the pairs of vectors (a, b) and (α, β). Both may equivalently be taken as being centred on a point of sixfold rotational symmetry in their respective spaces. Thus, the Wigner-Seitz unit cell may be taken as being bounded by the sides of a primitive hexagon of side length d as in Fig. 1 . In this case the first Brillouin zone is also a hexagon, now of side length 4π/(3 √ 3d), and which is also rotated by 90 • with respect to the Wigner-Seitz hexagon. The classical (s → ∞) version of the J 1 -J 2 -J 3 model of Eq. (1) on the honeycomb lattice already itself displays a rich T = 0 GS phase diagram (see, e.g., Refs. [2, 3, 6] ). The generic stable GS phase is a coplanar spiral configuration of spins defined by a wave vector Q, together with an angle θ that is the relative orientation of the two spins in the same unit cell i characterized by the lattice vector R i . The two classical spins in unit cell i are given by
wherex s andẑ s are two orthogonal unit vectors that define the spin-space plane, as shown in Fig. 1 . We choose the two angles θ ρ such that θ A = 0 and θ B = θ. When all three bonds are AFM in nature (i.e., J m > 0; m = 1, 2, 3), as considered here, it has been shown [3, 6] that the classical model has a T = 0 GS phase diagram consisting of three different phases. With reference to an origin at the centre of the hexagonal Wigner-Seitz cell, one may show that one value of the spiral wave vector Q that minimizes the classical GS energy of the model is given by
together with θ = π. Equation (3) is clearly only valid when
If we define x ≡ J 2 /J 1 and y ≡ J 3 /J 1 , Eq. (4) is equivalent to the inequalities,
In the positive quadrant (i.e., x ≥ 0, y ≥ 0) of the xy plane the classical model has the spiral phase described by the wave vector Q of Eq. (3) and θ = π as the stable GS phase in the region defined by Eq. (5).
Everywhere on the boundary line y = Fig. 1(a) . Similarly, everywhere on the other
x, which describes the collinear striped AFM phase shown in Fig. 1(b) . Both the phase transitions between the spiral and Néel phases and between the spiral and striped phases are clearly continuous ones. The two phase boundaries meet at the tricritical point (x, y) = ( It is worth noting that both the spiral and the striped states described by the wave vector of Eq. (3) and its appropriate limiting form (and θ = π) have two other equivalent states rotated by ± 2 3 π in the honeycomb xz plane. We also note that in the limiting case when the J 2 bond dominates (i.e., when x → ∞ for a fixed finite value of y), the spiral pitch angle For spiral pitch angles in the range 2 3 π < φ ≤ π the wave vector Q of Eq. (3) lies outside the first hexagonal Brillouin zone. It can equivalently be mapped back inside this range of values, when Q then moves continuously from a corner at position K (3) = 2π(−x + √ 3ẑ)/(3 √ 3d) along an edge to its midpoint at M (2) = 2π/(3d)ẑ. Thus, the striped AFM state shown in Fig. 1 (b) may equivalently be described by the ordering wave vector Q = M (2) (with the relative angle between the two triangular sublattices A and B being θ = π). The two other equivalent striped states have wave vectors corresponding to the other two inequivalent midpoints of the hexagonal Brillouin zone edges, at M (1) = π( √ 3x +ẑ)/(3d) and M (3) = π(− √ 3x +ẑ)/(3d) (with θ = 0 in these two cases).
While Eq. (2) is generally sufficient to describe the classical GS spin configuration [38] , it relies on the assumption that the GS order either is unique (up to a global rotation of all spins by the same amount) or exhibits, at most, a discrete degeneracy (e.g., as associated with rotations of the wave vector Q by ±120 • about theŷ axis). Nevertheless, the assumption can be shown to be false for special values of Q [3, 38] , which include the cases when Q equals either one half or one quarter of a reciprocal lattice vector G. This includes precisely the case for the striped states for which the wave vectors Q = M (i) , i = 1, 2, 3, equal one half of corresponding reciprocal lattice vectors. In this case, it has been shown [3] that the GS ordering now spans a 2D manifold of non-planar spin configurations, all of which are degenerate in energy with those of the striped states.
Classical spin-lattice systems that display such an infinitely degenerate family (IDF) of GS phases in some region of their T = 0 phase space are well known to be prime candidates for the emergence of novel quantum phases with no classical counterparts in the corresponding quantum systems. Quantum fluctuations then often act to lift this accidental GS degeneracy (either wholly or in part) by the order by disorder mechanism [38] [39] [40] in favour of just one (or several) member(s) of the classical IDF. As we noted previously in Sec. 1, the striped collinear state is indeed energetically selected by quantum fluctuations [3] in the present case in the large-s limit [2] where first-order linear spin-wave theory (LSWT) becomes exact.
Of course, quantum fluctuations can also be expected in such cases of macroscopic degeneracy of the classical GS phase, to destroy completely the magnetic LRO, as we discussed in Sec. 1, Clearly, this is most likely to occur for small values of s, when the results of LSWT become less likely to remain valid and when quantum fluctuations become larger. Since the specific case when J 3 = J 2 ≡ κJ 1 includes the classical tricritical point at κ cl = 1 2 , which is the point of maximum classical frustration, we restrict further attention to this potentially rich regime in the entire parameter space of the J 1 -J 2 -J 3 model. Along this line, the classical (s → ∞) model at T = 0 undergoes a first-order transition from the Néel phase, which is the stable GS phase for κ < κ cl , to the striped phase which is the stable GS phase for κ > κ cl . From our above discussion it is clear that the most promising regime for novel quantum states, with no classical counterparts, to emerge is the region around κ ≈ In an earlier paper [9] the J 1 -J 2 -J 3 model with J 3 = J 2 ≡ κJ 1 > 0 was studied for the case s = 1 2 in the window 0 ≤ κ ≤ 1, using the CCM. It was found [9] that the classical (s → ∞) transition at κ cl = 1 2 is split in the s = 1 2 case into two transitions at κ c 1 < κ cl and κ c 2 > κ cl , with the Néel phase surviving for κ < κ c 1 ≈ 0.47 and the striped phase for κ > κ c 2 ≈ 0.60. A paramagnetic phase, with no discernible magnetic LRO, was indeed found to exist in the intermediate regime κ c 1 < κ < κ c 2 . CCM calculations were also performed to measure the susceptibilities of the two AFM phases on either side of the paramagnetic regime against the formation of plaquette valence-bond crystalline (PVBC) order [9] . It was thereby concluded that the paramagnetic state was most likely one with PVBC order over the entire intermediate regime κ c 1 < κ < κ c 2 . On the basis of all the CCM calculations (i.e., for the GS energy per spin E/N , the GS magnetic order parameter M , and the susceptibility χ p against the formation of PVBC order, for the two AFM states on either side of the intermediate regime), the accumulated evidence pointed towards the quantum phase transition (QPT) at the quantum critical point (QCP) κ = κ c 2 being a first-order one, just as is the classical phase transition at κ = κ cl . By contrast, the QPT at κ = κ c 1 appeared to be a continuous one on the basis of the CCM results presented. Since the quasiclassical Néel phase and the quantum PVBC phase break different symmetries, however, the usual Landau-Ginzburg-Wilson scenario of continuous phase transitions is inapplicable, and it was suggested that the CCM results [9] provide strong evidence for the QPT at κ = κ c 1 being of the deconfined quantum critical type [41, 42] .
In view of the qualitative differences between the GS phase diagrams of the above spin- . One of the great strengths of the CCM is that it is relatively straightforward, both conceptually and computationally, to examine a given spin-lattice model for different values of s, within a unified and consistent hierarchy of approximations. Hence, we now use the method to examine the J 1 -J 2 -J 3 model on the honeycomb lattice, along the line J 3 = J 2 ≡ κJ 1 > 0, with 0 ≤ κ ≤ 1, for the cases s = 1, 
The coupled cluster method
We briefly describe here the key features of the CCM, and refer the interested reader to the extensive literature (and see, e.g., Refs. [43] [44] [45] [46] [47] [48] [49] [50] and references cited therein) for further details. To implement the method in practice one first needs to choose a suitable normalized model (or reference) state |Φ , against which the correlations present in the exact GS wave function can be incorporated. The properties required of |Φ are described more fully below, but in general terms it plays the role of a generalized vacuum state. For the present study suitable choices for the model state |Φ will turn out to be the two quasiclassical AFM states (viz., the Néel and collinear striped states) that form the stable GS phases of the classical version of the model under consideration in their respective regimes of the T = 0 phase diagram.
The exact GS ket-and bra-state wave functions, |Ψ and Ψ |, respectively, are chosen to have the normalization conditions,
These exact states are now parametrized with respect to the model state |Φ in the exponentiated forms, |Ψ = e S |Φ ; Ψ | = Φ|Se −S ,
that are a characteristic hallmark of the CCM. Although the correlation operatorS may formally be expressed in terms of its counterpart S as
by using Hermiticity, the CCM chooses not to restrain this relationship between |Ψ and Ψ | explicitly. Instead, the two correlation operators S andS are formally decomposed independently as
where C + 0 ≡ 1 is defined to be the identity operator in the many-body Hilbert space, and where the set index I denotes a complete set of single-particle configurations for all N particles. What is required of |Φ and the set of (multiconfigurational) creation operators {C + I } is that |Φ is a fiducial (or cyclic) vector with respect to these operators, i.e., as a generalized vacuum state. Explicitly we require that the set of states {C + I |Φ } form a complete basis for the ket-state Hilbert space, and that Φ|C
where the destruction operators C
Lastly, and importantly, we require that all members of the complete set of operators {C + I } are mutually commuting. The rather general CCM paramerizations of Eqs. (7)-(10) have several immediate important consequences. While Hermiticity is not made explicit, and while the exact correlation operators S andS will certainly fulfill Eq. (8), when approximations are made (e.g., by truncating the sums over configuration I in Eq. (9), as is usually done in practice), Hermiticity may be only approximately maintained. Against this loss, however, come several advantages, which usually far outweigh it. Firstly, the CCM parametrizations guarantee that the Goldstone linked cluster theorem is exactly preserved, as we describe in more detail below, even if truncations are made in Eq. (9). In turn, this feature guarantees size-extensivity at any such level of truncation, so that the GS energy, for example, is always calculated as an extensive variable. Thus, the CCM has the first advantage that we may work from the outset in the thermodynamic limit (N → ∞), thereby obviating the need for any finite-size scaling, as is required in most alternative methods. A second key feature of the CCM, which is guaranteed by its exponentiated parametrizations, is that it also exactly preserves the important Hellmann-Feynman theorem at any level of truncation or approximate implementation.
Clearly, a knowledge of the CCM c-number correlation coefficients {S I ,S I } completely suffices to determine the GS expectation value of any operator. They are now found by minimization of the GS energy expectation functional,
from Eq. (7), with respect to each of the coefficients {S I ,S I ; ∀I = 0} separately. Variation of H from Eq. (11), with respect toS I from Eq. (9), immediately yields
which is a coupled set of non-linear equations for the coefficients {S I }, with the same number of equations as parameters. A similar variation ofH from Eq. (11), with respect to S I from Eq.
as a coupled set of linear equations for the coefficients {S I }, again with the same number of equations as parameters, once the coefficients {S I } are used as input after Eq. (12) has been solved for them. The GS energy E, which is simply the value ofH from Eq. (11) at the minimum, may then be expressed as
using Eqs. (12) and (13) . By making use of Eq. (14), we may rewrite the set of linear equations (13) in the equivalent form,
which is just a set of generalized linear eigenvalue equations for the set of coefficients {S I }.
Up to this point in the CCM procedure and implementation we have made no approximations. However, clearly Eqs. (12) that determine the creation coefficients {S I } are intrinsically highly nonlinear in view of the exponential terms. Hence one may ask if we now need to make truncations to evaluate these terms. We note, though, that these always appear in the equations to be solved in the combination e −S He S of a similarity transformation of the Hamiltonian. This may itself be expanded as the well-known nested commutator sum,
where [H, S] n is an n-fold nested commutator, defined iteratively as
Another key feature of the CCM is that this otherwise infinite sum now (usually) terminates exactly at some finite order, when used in the equations to be solved, due to the facts that all of the terms in the expansion of Eq. (9) for S commute with one another and that H itself is (usually, as here) of finite order in the relevant single-particle operators. For example, if H contains up to m-body interactions, in its second-quantized form it contains sums of terms involving products of up to 2m single-particle (destruction and creation) operators, and the sum in Eq. (16) will terminate exactly with the term n = 2m. In our present case where the Hamiltonian of Eq. (1) is bilinear in the SU(2) spin operators, the sum terminates at n = 2. Finally, we also note here that the fact that all of the operators in the set {C + I } that comprise S by Eq. (9) commute with one another, automatically guarantees that all (nonzero) terms in the sum of Eq. (16) are linked to the Hamiltonian. Unlinked terms simply cannot appear, and hence the Goldstone theorem and size-extensivity are satisfied, at any level of truncation.
Hence, for any implementation of the CCM, the only approximation made in practice is to restrict the set of multiconfigurational set-indices {I} that are retained in the expansions of Eq. (9) for the correlation operators {S,S} to some appropriate (finite or infinite) subset. How this choice is made must clearly depend on the problem at hand and on the particular choices that have been made for the model state |Φ and the associated set of operators {C + I }. Let us, therefore, now turn to how such choices are made for the present model in particular and for quantum spin-lattice models in general.
The simplest choice of model state |Φ for a quantum spin-lattice problem is a straightforward independent-spin product state in which the spin projection (along some specified quantization axis) of the spin on each lattice site is specified independently. The two quasiclassical collinear AFM states shown in Figs. 1(a) and 1(b) , viz., the Néel and striped states, are examples. In order to treat all such states in the same way it is very convenient to make a passive rotation of each spin independently (i.e., by making a suitable choice of local spin quantization axes on each site independently), so that on every site the spin points downwards, say, in the negative z s direction, as in the spin-coordinate frame shown in Fig. 1 . Such rotations are clearly just unitary transformations that leave the basic SU(2) spin commutation relations unchanged. In this way each lattice site k is completely equivalent to all others, and all such independent-spin product model states now take the universal form |Φ = |↓↓↓ · · · ↓ .
In this representation it is now clear that |Φ can indeed be regarded as a fiducial vector with respect to a set of mutually commuting creation operators {C + I }, which may now be chosen as a product of single-spin raising operators, s
The corresponding set index I thus becomes a set of lattice-site indices, I → {k 1 , k 2 , · · · , k n ; n = 1, 2, · · · , 2sN }, in which each site index may be repeated up to 2s times. Once the local spin coordinates have been selected by the above procedure (i.e., for the given model state |Φ ), one simply re-expresses the Hamiltonian H in terms of them.
We now turn to the choice of approximation scheme, which hence simply involves a choice of which configurations {I} to retain in the decompositions of Eq. (9) for the CCM correlation operators (S,S). A powerful and rather general such scheme, the so-called SUBn-m scheme, retains the configurations involving a maximum of n spin-flips (where each spin-flip requires the action of a spin-raising operator s + k acting once) spanning a range of no more than m contiguous sites on the lattice. A set of lattice sites is defined to be contiguous if every site in the set is the NN of at least one other in the set (in a specified geometry). Clearly, as both indices become indefinitely large, the approximation becomes exact. Different schemes can be defined according to how each index approaches infinity.
For example, if we first let m → ∞, we arrive at the so-called SUBn ≡ SUBn-∞ scheme, which is the approximation scheme most commonly employed, more generally, for systems defined in a spatial continuum, such as atoms and molecules in quantum chemistry [51] or finite atomic nuclei or nuclear matter in nuclear physics [52] (and see, e.g., Refs. [43, 44] for further details). By contrast to continuum theories, for which the notion of contiguity is not easily applicable, in lattice theories both indices n and m may be kept finite. A very commonly used scheme is the so-called LSUBm scheme [50, 53] , defined to retain, at the mth level of approximation, all spin clusters described by multispin configurations in the index set {I} defined over any possible lattice animal (or polyomino) of size m on the lattice. Again, such a lattice animal is defined in the usual graph-theoretic sense to be a configured set of contiguous (in the above sense) sites on the lattice. Clearly, the LSUBm scheme is equivalent to the SUBn-m scheme when n = 2sm for particles of spin quantum number s, i.e., LSUBm ≡ SUB2sm-m. The LSUBm scheme was precisely the truncation scheme used in our previous study of the present model for the case s = 1 2 [9] . At a given mth level of LSUBm approximation the number N f of fundamental spin configurations that are distinct (under the symmetries of the lattice and the specified model state), which are retained is lowest for s = 1 2 and rises sharply as s is increased. Since N f typically also increases rapidly (typically, faster than exponentially) with the truncation index m, an alternative scheme for use in cases s > 1 2 is to be set m = n and hence employ the resulting SUBn-n scheme. Clearly, the two schemes are equivalent only for the case s = 1 2 , for which LSUBm ≡ SUBm-m. We note too that the numbers N f of fundamental configurations at a given SUBn-n level are still higher for the cases s > , in each case using the Néel (striped) state as the CCM model state. Just as before [9] we employ massively parallel computing [54] both to derive (with computer algebra) and to solve (and see, e.g., Ref. [53] ) the respective coupled sets of CCM equations (12) and (15) .
Once the coefficients {S I ,S I } retained in a given SUBn-n approximation have been calculated by solving Eqs. (12) and (15), we may calculate any GS quantity at the same level of approximation. Thus, for example, the GS energy E may be calculated from Eq. (14) in terms of the ket-state coefficients {S I } alone. Any other GS quantity requires a knowledge also of the bra-state coefficients {S I }. For example, we also calculate here the magnetic order parameter M , which is defined to be the average on-site GS magnetization,
in terms of the local rotated spin-coordinate frames that we have described above. As a last step, and as essentially the only approximation made in the whole CCM implementation, we need to extrapolate the raw SUBn-n data points for E and M to the exact n → ∞ limit. Although no exact extrapolation rules are known, a great deal of experience has by now been accumulated for doing so, from the many applications of the technique to a wide variety of spin-lattice problems that have been examined with the method. For the GS energy per spin, for example, a very well tested and highly accurate extrapolation ansatz (and see, e.g., Refs. [9, 15-19, 50, 55-67] ) is
while for the magnetic order parameter M different schemes have been used in different situations. Unsurprisingly, the GS expectation values of other physical observables generally converge less rapidly than the GS energy, i.e., with leading exponents less than two. More specifically, the leading exponent for M tends to depend on the amount of frustration present, generally being smaller for the most highly frustrated cases. Thus, for unfrustrated models or for models with only moderate amounts of frustration present, a scaling ansatz for M (n) with leading power 1/n (rather than 1/n 2 as for the GS energy),
has been found to work well in many cases (and see, e.g., Refs. [15-17, 19, 55-58, 62-66] ). For systems that are either close to a QCP or for which the magnetic order parameter M for the phase under study is either zero or close to zero, the extrapolation ansatz of Eq. (20) tends to overestimate the extrapolated value and hence to predict a somewhat too large value for the critical strength of the frustrating interaction that is driving the respective phase transition. In such cases a great deal of evidence has now shown that a scaling ansatz with leading power 1/n 1/2 fits the SUBn-n data much better. Thus, as an alternative in those instances to Eq. (20), a more appropriate scaling scheme (and see, e.g., Refs. [9, 15-19, 59-61, 67] ) is Since the extrapolation schemes of Eqs. (19)-(21) contain three fitting parameters, it is clearly preferable to use at least four SUBn-n data points in each case. Furthermore since the lowestorder SUB2-2 approximants are less likely to conform well to the extrapolation schemes, we prefer to perform fits using SUBn-n data with with n ≥ 4.
Results
We show in Fig. 2(a) our CCM results for the GS energy per spin, E/N , of the spin-1 model at various SUBn-n levels of approximation with n = {4, 6, 8, 10}, using both the Néel and striped AFM states as separate choices of the CCM model state. We observe very clearly that the results converge very rapidly with increasing values of the truncation index n, and we also show the extrapolated n → ∞ results, a 0 , from Eq. (19) . We also observe that each of the energy curves based on a particular model state terminates at a critical value of the frustration parameter κ that depends on the SUBn-n approximation used. Beyond those critical values no real solutions can be found to the corresponding CCM equations (12) . Such termination points of the CCM coupled equations are very common in practice, and are well understood (see, e.g., Refs. [16, 50, 62] ). They are direct manifestations of the corresponding QCP in the system, at which the respective form of magnetic LRO in the model state used melts. As is usually the case, the CCM SUBn-n solutions for a given finite value of n and for a given phase extend beyond the actual SUB∞-∞ QCP, i.e., into the unphysical regime beyond the termination point. The extent of the unphysical regime diminishes (to zero) as the truncation order n increases (to the exact n → ∞ limit).
In Fig. 2(b) we compare the corresponding extrapolated curves for the scaled GS energy per spin, E/(N s 2 ), using both the Néel and striped AFM states separately as our choice of CCM model state, for the five cases s = Fig. 2 (b) also shows that, at least so far as the energy results are concerned, all cases with s 2 are rather close to the classical limit.
In order to get more detailed evidence on the phase structures of the model for various values of the spin quantum number s we now turn to the results for the GS magnetic order parameter, M , of Eq. (18) . Thus, firstly, in Fig. 3(a) we show our CCM results for M for the spin-1 model at various SUBn-n levels of approximation with n = {4, 6, 8, 10}, using both the Néel and striped AFM states as separate choices for the model state. Hence, what is shown in Fig. 3(a) for M is just the precise analogue of what is shown in Fig. 2(a) for E/N . It is clear that the SUBn-n sequence of approximations for M converges more slowly than for E/N , just as expected. We also show in Fig. 3(a) the extrapolated results for the spin-1 model, where we have used the data set shown, n = {4, 6, 8, 10}, as input to the extrapolation scheme of Eq. (21) . As was explained in Sec. 3, while the alternative scheme of Eq. (20) is certainly more appropriate when the frustration parameter κ is zero or small, that of Eq. (21) is certainly preferable for larger values of κ (e.g., in the striped phase) or when the order parameter M becomes small (i.e., near any QCPs).
The SUB∞-∞ extrapolation shown in Fig. 3(a) (21) with the data set n = {4, 6, 8, 10}, taken as the points where M → 0, as shown in Fig. 3(a) , are κ c 1 ≈ 0.486 and κ c 2 ≈ 0.527. A more detailed analysis of the errors associated with the fits, and by comparison with comparable extrapolations using alternative data sets (e.g., n = {6, 8, 10} and n = {4, 6, 8}), yields our best estimates for the spin-1 model QCPs, κ c 1 = 0.485(5) and κ c 2 = 0.528 (5) . These may be compared with the corresponding values for the spin-1 2 model QCPs [9] , κ c 1 = 0.47 and κ c 2 = 0.60. In Fig. 3(b) we now compare the corresponding extrapolated curves for the scaled magnetic order parameter, M/s, using both the Néel and striped AFM states separately as CCM model states, for the five cases s = . What is apparent from Fig. 3(b) is that the curves for the striped phase approach zero much more steeply than for the Néel phase for all values of s. For the case s = 1 2 it was argued [9] that this was a reflection of the transition at κ c 2 being of first-order type, while that at κ c 1 is of continuous (and hence probably of the deconfined) type. The difference in the shapes of the curves near the crossing point is what leads to the direct transition apparently being at values slightly larger than κ cl = 1 2 for finite values of s > 1.
Clearly the precise crossing points κ m of the magnetic order curves for the Néel and striped phases for the cases s > 1 depend rather critically on the extrapolations, particularly those for the striped phase, where the slope become large. In such cases more precise values of the corresponding QCP for the direct transition between the two quasiclassical phases can be expected to come from the analogous crossing points, κ e , of the extrapolated energy curves. The respective values from Fig. 2(b) are κ e ≈ 0.544 for s = Before discussing how we can investigate the nature of the intermediate phase for the present s = 1 case within the CCM framework, let us briefly comment on the case of the pure HAF on the honeycomb lattice, with NN interactions only (i.e., the limiting case κ = 0 of the present model). In this case, the extrapolation ansatz of Eq. (20) becomes applicable, rather than that of Eq. (21) shown in Fig. 3 . We show in Table 1 the scaled values for the GS energy per spin and magnetic order parameters, E/(N s 2 ) and M/s, respectively, for our present model calculations at the unfrustrated limiting value κ = 0. The corresponding extrapolation schemes of Eqs. (19) and Eq. (20) have been used in Table 1 , together with the input data sets with n = {6, 8, 10, 12} for s = Another way to estimate the accuracy of our extrapolated CCM results for the higher spin values is to use them to extract, for example, the coefficients of the expansions of E/(N s 2 ) and M/s in inverse powers of s, and compare them with the results of higher-order spin-wave theory (SWT). For example, at second-order, we may fit our results of Table 1 
and then compare with the corresponding results of second-order SWT, i.e., SWT(2). If we simply take our results from Table 1 for the two highest spin values calculated, viz., s = 2, case it was shown [9] that the intermediate paramagnetic phase likely had PVBC order. It is natural now to consider this possibility for the s = 1 case. To do so we now calculate within the CCM framework the susceptibility, χ p , which measures the response of the system to an applied external field that promotes PVBC order. More generally, let us add an infinitesimal field operator F ≡ δÔ to the Hamiltonian H of Eq. (1). We then calculate the perturbed energy per site, E(δ)/N = e(δ), for the perturbed Hamiltonian H + F , using the same CCM procedure as above, and using the same previous model states. The susceptibility of the system to the perturbed operatorÔ is then defined as usual to be
so that the energy,
is a maximum at δ = 0 for χ F > 0. A clear signal of the system becoming unstable against the perturbation F is the finding that χ F diverges or, equivalently, that χ −1 F becomes zero (and then possibly changes sign).
In our present case the perturbing operator F is now chosen to promote PVBC order, and it is illustrated in Fig. 4(a) . It clearly breaks the translational symmetry of the system. The SUBn-n estimates, χ p (n), for the resulting susceptibility of our system to the formation of PVBC order, then need to be extrapolated to the exact (n → ∞) limit. Previous experience [9] has shown that an appropriate extrapolation ansatz is (c) Figure 4 . (a) The fields F = δÔ for the plaquette susceptibility χ p . Thick (red) and thin (black) lines correspond respectively to strengthened and weakened NN exchange couplings, whereÔ = i,j a ij s i · s j , and the sum runs over all NN bonds, with a ij = +1 and −1 for thick (red) and thin (black) lines respectively. (b) CCM results for the inverse plaquette susceptibility, 1/χ p , for the J 1 -J 2 -J 3 model on the honeycomb lattice (with J 1 ≡ 1, J 3 = J 2 ≡ κJ 1 > 0), as a function of κ, using the Néel and striped states as the CCM model states. The results for the s = 1 model are shown using the SUBn-n approximations with n = {4, 6, 8, 10}, together with the corresponding extrapolated SUB∞-∞ results obtained using equation (26) , with this data set. (c) We show extrapolated (SUB∞-∞) results for 1/χ p as a function of κ, using equation (26) together with the data set n = {6, 8, 10, 12} for the case s =
