In real outdoor canopy profile detection, the accuracy of a LIDAR scanner to measure canopy structure is affected by a potentially uneven road condition. The level of error associated with attitude angles from undulations in the ground surface can be reduced by developing appropriate correction algorithm. This paper proposes an offline attitude angle offset correction algorithm based on a 3D affine coordinate transformation. The validity of the correction algorithm is verified by conducting an indoor experiment. The experiment was conducted on an especially designed canopy profile measurement platform. During the experiment, an artificial tree and a tree-shaped carved board were continuously scanned at constant laser scanner travel speed and detection distances under simulated bumpy road conditions. Acquired LIDAR laser scanner raw data was processed offline by exceptionally developed MATLAB program. The obtained results before and after correction method show that the single attitude angle offset correction method is able to correct the distorted data points in tree-shaped carved board profile measurement, with a relative error of 5%, while the compound attitude angle offset correction method is effective to reduce the error associated with compound attitude angle deviation from the ideal scanner pose, with relative error of 7%.
Introduction
Laser scanning sensors can provide more accurate detection of tree crop structures than infrared sensors and have potential to be incorporated in intelligent machines in precision agriculture [1] [2] [3] . As Rosell and Sanz stated in [1] , tree crop canopy characterization is a significant factor in numerous applications in agriculture. Some important agricultural tasks that can benefit from these plant-geometry characterization are the application of pesticides, irrigation, fertilization, and crop training. In the field of pesticide application, knowledge of the geometrical characteristics of plantations will permit a better adjustment of the dose of the product applied, improving the environmental and economic impact [1, 4] . Obtaining a precise tree crop canopy profile at any point during its production cycle by means of fast and accurate detection system will help to establish precise estimations of crop water needs as well as valuable information that can be used to quantify its nutritional requirements [1, 5] . Development of fast, easy, and efficient methods to determine the fundamental parameters used to characterize a canopy structure is thus an important need. Recently, many research papers have investigated the use of LIDAR laser scanner for a canopy measurement due to its high accuracy, high scan speed, and insensitivity to light sources and found good relationship between LIDAR and field measures with r values typically ranging from 0.85 to 0.95 [6] [7] [8] [9] [10] . More recently, Wei and Salyani in [11] developed a laser scanning system to measure canopy height, width, and volume in citrus trees. In citrus trees, this device showed an accuracy of 96% in length measurements in three perpendicular directions. In [12] , a 270°r adial range laser scanning sensor was evaluated for its accuracy to measure target surface with complex shapes and sizes in X, Y, and Z Cartesian coordinates in different travel speeds and detection distances and found good results. In [13] , Grella et al. designed a sprayer prototype able to automatically adapt spray and air distribution according to the characteristics of the target, to the level of crop disease, and to the environmental conditions. It is still necessary to resolve several technological questions including improving detection systems which is able to characterize the tree crop canopy profile under a complex terrain. In most side-view monitoring activities of orchards and high row-cultivated plants, the detection system must constantly contend with the uneven and complex path when collecting the laser scanning sensor data. The level of error associated with attitude angles from undulations in the ground surface results in a distorted dataset which leads to an incorrect target profile measurement [3] . Most studies in the field have evaluated the accuracy of the LIDAR sensor to measure canopy structures regardless of the level of error associated with these attitude angles. This paper proposed an offline attitude angle offset correction method to adjust the distorted sensor dataset from undulations in the ground surface for precise tree crop detection and profile characterization. The method was developed based on a 3D affine coordinate transformation. In order to test the proposed correction method, an indoor target detection platform, with a laser sensor scanner, was built. The platform was used to conduct a spray target detection experiment under the simulated uneven road conditions. The experiment was divided into three test conditions based on the orientation of the laser sensor: (1) ideal measurement condition test, (2) single-attitude angle offset test, and (3) a compound attitude angle deviation test. The laser sensor data acquisition, data analysis, and data correction method are discussed in the subsequent sections.
Methods and Materials

Canopy Profile Measurement
Platform. An indoor LIDAR-based target profile measurement platform was developed to measure a tree canopy profile under simulated complex terrain. Figure 1 shows the structure and main components of the platform, and Figure 2 shows the block diagram of the complete system which is composed by a sliding motion control system and a LIDAR-based target detection unit.
2.1.1. Sliding Motion Control System. The sliding motion control system was mainly consisted of a host controller, a custom-designed speed sensor, a high-performance AC servo drive (Servo pack SGDM-08ADA, Yaskawa Electric Corporation, Japan), an AC servo motor (SGMSH-20A2A61, Yaskawa Electric Corporation, Japan), and a linear aluminum slider. The servo drive provided the link from the motor to the host controller, and it served as the "core of the control." It was selected to be compatible with the servo motor and the host controller. The servo drive received command signals from the host control unit through the HMI (Human Machine Interface) settings, processed the signals, and transmitted the signals to the servo motor in order to produce motion proportional to the command signals [14] . The command signals represented the position, the rotating speed, and the direction of the motor. The servo drive has several built-in control loop functions. In this design, we used the position loop control of the servo drive to manipulate the speed and the position of the laser sensor mounted on the sliding table [15] . The platform used customized aluminum GT 80 series synchronous belt slider (FA80GT-5900, Shanghai Pei Machinery Co. Ltd., China) to realize the rectilinear movement of the sliding table. The slider has a 6.4 m length, and the table on which the laser sensor was mounted is 30 cm long and has an 18 cm width. The sliding table was driven by the servo motor (SGMSH-20A2A61, Yaskawa Electric Corporation, Japan) which has 2 kW rated output power and 3000 rpm rated speed for 6.36 Nm rated torque. The STM-32 ARM processor-(STM32F103VET6, STMicroelectronics, France) based host control unit was designed Journal of Sensors adjustable frame at a height of 1.65 m above the ground surface in such a way that its 90°blind surface faced downward the ground. The adjustable frame was designed to set the orientation of the laser sensor to simulate the actual uneven road conditions. It was connected to the industrial microcomputer via a universal serial bus (USB) interface for data communication. A data acquisition program was developed with C++ programming language based on the Visual Studio platform (Microsoft Visual Studio 2005, Microsoft Corporation, USA) to control the laser sensor and to acquire the measurement data from the laser scanning sensor in real time.
Attitude Angle Offset Correction Algorithm Development.
The laser sensor can be rotated about three orthogonal axes, as showed in Figure 3(a) . These rotations will be referred to as yaw, pitch, and roll. These rotations can be used to place the laser sensor in any orientation in a 3D space. Figure 3 (b) shows two reference coordinate systems which are defined as a sensor-fixed coordinate system (u, v, and w) and a ground coordinate system (X, Y, and Z) based on the laser sensor installation on the platform. The sensor-fixed coordinate system is rigidly attached to the laser sensor, and its origin is the center of the sensor [17] .
In an ideal measurement condition where the laser sensor is positioned perfectly parallel to the ground surface, the sensor-fixed coordinate system is brought into line with the ground coordinate system. In this case, the laser sensor's datasets are on the same fan-shaped plane perpendicular to the sky. When the laser sensor is in a static mode, its dataset (1080 points per frame) can provide a 2-dimensional grid of line-of-sight distances between the sensor and the target object. When the sensor travels horizontally, it can offer an array of distance data which can form a 3D surface with proper algorithms. Since the 90°blind surface of the sensor faced downward the ground, the sensor detects objects on both sides of the slipway, and each side can have a maximum of 540 detected target surface points [12] . As illustrated in Figure 4 , each laser sensor data point (p) can be defined by the distance and the angle referred to 0°at the position of the laser sensor in the sensor-fixed coordinate system as Journal of Sensors where j is the detected point index (1, 2, 3,…), ρ is the distance from center of laser sensor to the target surface point, and θ is the scan angle.
From (1), the projection of each distance vector (P j ) in u-, v-, and w-axes for the nth frame (1080 points) can be defined as [18, 19] 
where ρ ij is the distance measured from the sensor to the target for frame i and beam j (detected point) and θ ij is the angle between the vertical 0°line and the laser beam j (Figure 4 ). The essential computation in LIDAR dataset processing is the calculation of coordinates of the detected target surface point using the LIDAR parameters with respect to the relevant coordinate systems [17, 20] . In the ideal measurement condition, the relative dataset distortion is insignificant. However, in the real field due to undulations in the soil surface, the sensor is rotating randomly about the sensor-fixed coordinate axes by β, α, and γ in u, v, and w directions, respectively. This rotation causes dataset distortion. Since the orientation of the laser sensor can be defined by its roll, pitch, and yaw rotations from an initial position, we used a 3D affine coordinate transformation to develop an attitude angle offset correction algorithm for a proper target profile measurement [21] . The algorithm was developed according to the following three steps:
(1) Determining the laser sensor range vector for each frame of dataset by using the scan angle (θ).
(2) Generating three rotation matrices that align the sensor-fixed coordinate frame to the ground coordinate frame by using the respective attitude angles (β, α, and γ). The rotation matrices (roll, pitch, and yaw) which transform the range vector under a rotation of a sensor-fixed coordinate system by angles β in roll, α The resulting formula for a single-attitude angle offset correction is shown in (4). 
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where p 1 j is the range vector with respect to the sensorfixed coordinate system, p 2 j is the rotated range vector with respect to the ground coordinate system, and R is the rotation matrix.
In (4), R is the rotation matrix which rotates the range vector p In an actual spray application field, however, the sensor is randomly rotating about the sensor-fixed coordinate axes by the roll, pitch, and yaw angles. The above single-attitude angle offset correction formula (4) cannot be applied to this randomly combined attitude angle offset condition. Therefore, a single rotation matrix must be used to determine the orientation of the sensor in a 3D space. The single composite rotation matrix can be formed by multiplying the yaw, pitch, and roll rotation matrices as
where C and S abbreviate cosine and sine operations, respectively, and R γαβ is a composite rotation matrix. The composite rotation matrix can describe the orientation of the laser sensor relative to the ground's coordinate system as expressed in the subsequent formula.
where p 1 ij is the range vector for frame i and beam j with respect to the sensor-fixed coordinate system, p 2 ij is the rotated range vector for frame i and beam j with respect to the ground coordinate system, and R γαβ is the composite rotation matrix.
It is important to note that R γαβ performs the roll first, then the pitch, and finally the yaw. If the order of these operations is changed, a different rotation matrix would result [22] . Even though there are six possible orderings of these three rotation matrices and, in principle, all are equally valid, the rotation matrices do not, however, commute meaning that the composite rotation matrix R γαβ depends on the order in which the roll, pitch, and yaw rotations are applied. If the laser sensor rotates randomly about the three principal axes of the sensor-fixed coordinate system by the yaw, roll, and pitch angles, then the composite rotation matrix can be used to rotate each detected data point by respective attitude angles (γ, α, and β) in w, v, and u directions, respectively, as indicated in (6) .
It is also essential to analyze the effect of each (roll, pitch, and yaw) attitude angle offset on the laser sensor dataset relative accuracy. The following paragraphs discuss the errors associated with each attitude angle offset along with their correction methods. Figure 5(a) illustrates the laser sensor's roll, pitch, and yaw rotations. And Figure 5 (b) depicts detected target surface point with respect to sensor-fixed and ground coordinate frames with corresponding attitude angle offset.
When the laser sensor rotates around u-axis from the ideal position for the roll angle (β) as showed in Figure 6 , the blind area of the sensor is placed on the detection side as the roll angle increases. This situation will have two effects on the detection result: first, the roll angle offset will change the depth value of the target canopy profile and cause the value as a direct result of the horizontal projection of the range (distance from the center of the sensor to the target surface) and second, wrong target detection or missing part of the target profile. As the roll angle increases in the scanning direction, the laser sensor would scan a part or none of the target profile. All these data distortion and wrong detection could be corrected by applying (7) for each frame of the laser sensor data.
If the laser sensor rotates about the v-axis by the pitch angle (γ), then as perfectly explained in [21] , the measured height of the target will be a function of the inclination angle of the laser sensor. Figure 7 shows three target measurement conditions under the pitch angle deviation. In the ideal measurement condition (Figure 7, left) , the sum of the measured height H 1 and the installation height of the device H dev is (a) (b) Figure 9 : Photographs of target objects for the experiments. (Figure 7 , center), H 1 will become H 2 which is larger than H 1 . This will lead to a measured height H 2 + H dev which is larger than the true height H. Similarly, if the sensor is aligned along an upward slope (Figure 7 , right), this will lead to a measured height H 3 + H dev , which is smaller than the true height. The measurement error associated with the inclination angle offset could be corrected by rotating the laser sensor data about the v-axis by the inclination angle or the pitch angle (α).
If there is only a rotation about the w-axis by the yaw angle γ, then the sensor detects the target surface and the sliding table which affect the detection result in 3 ways: (1) depth value became too large, (2) detected point will be in advance or delay from the detected frame, and (3) distorted dataset results in missing or wrong detection points. The yaw angle deviation can be corrected by applying (9).
The equation rotates each laser detected data point about the w-axis at the offset yaw angle (γ) [23] .
Attitude Angle Offset Correction Algorithm Validity
Verification. The validity of the proposed attitude angle offset correction algorithm was verified by conducting an indoor target profile measurement test under a simulated laser sensor path. Figure 8 shows the developed spray target detection platform with an adjustable laser sensor frame. The adjustable frame was built to set the orientation of the laser sensor for the sensor path simulation.
In this indoor experiment, an artificial tree and a treeshaped carved board were included as target of interest ( Figure 9 ). During the experiment, the target objects were positioned on the ground in such a way that their centerlines were located in the same straight line which was parallel to the laser sensor travel direction. To meet the required detection distance in the real spray application filed, the distance between the target objects and the laser sensor is set to be Table 1 .
The experiment mainly included two parts: data collation and data analysis; the related operation flowchart is given in Figure 10 . In the data collection, the laser sensor was driven along the slipway at a constant travel speed to continuously scan the target objects. Real-time measurement data was stored in the on board computer in the form of polar coordinates. However, the target profile measurement calculation, attitude angle offset correction, and 3D image construction were performed offline by an exclusively designed program in MATLAB software (Version 7.7.0.471, Math works, Inc., Natick, Massachusetts). The distance data matrix was kept in a format of gray scale values for constructing pseudo-color images that mapped the 3D object surface [12] . During the image construction process, the program also filtered unnecessary measurement points reflected from the ceiling and the ground based on a distance threshold value. The threshold was determined based on the distance of the target object from the laser sensor. Based on the threshold value, the data points are classified either as necessary or unnecessary measurement points.
The verification experiment for the proposed correction algorithm consisted of three test scenarios. Firstly, the laser sensor was adjusted in the ideal measurement condition where there is no attitude angle deviation (the sensor is perfectly paralleled to the ground surface). Under this condition, the tree-shaped carved board and the artificial tree geometrical profiles were continuously measured at 0.6 m s sensor travel speed and 2 m detection distance. The real-time measurement data was stored in the on board computer in the form of polar coordinates. It was then analyzed offline by the MATLAB program. Secondly, the tree-shaped carved board was selected as the laser sensor target object to test a single-attitude angle offset correction algorithm. The laser sensor was manually oriented for six selected attitude angle values (−30°, −20°, −10°, 10°, 20°, and 30°) for roll, pitch, and yaw, respectively, to simulate single uneven road condition. For each attitude angle (yaw, roll, and pitch) deviation, the profile of the target object was repeatedly measured for five times at the same travel speed and detection distance as in an ideal measurement condition. The single-attitude angle offset correction algorithm discussed in Section 2.3 was used to correct errors associated with these attitude angle deviations. The entire data collection and data processing of the experiment were performed according to the test procedure flow chart shown in Figure 10 .
In the last test scenario, three kinds of attitude angles were combined to verify the validity of the combined attitude angle deviation correction algorithm. During the test, the orientation of the laser sensor was adjusted by the three groups of roll, yaw, and pitch angles in the u, v, and w directions to simulate complex laser sensor path. Attitude angle (roll, pitch, and yaw) values such as (α = −10°, β = 20°, and γ = −30°), (α = −20°, β = −30°, and γ = −10°), and (α = 30°, β = −10°, and γ = 20°) were selected for group 1, group 2, and group 3, respectively. For each group of combined attitude angle deviations, the artificial tree was repeatedly scanned for five times with the same sensor travel speed and detection distance mentioned in the above two test scenarios. The data collection and data processing were performed based on the operation flow chart described in Figure 10 .
Result and Discussion
In this section, the experiment results obtained from the above three correction algorithm validity tests are presented.
Test under Ideal Measurement
Condition. During the first experiment in which the laser sensor was oriented in the ideal measurement condition, the real-time measurement data was processed offline by the MATLAB program. The program calculated the dimensions of the two target objects (tree-shaped carved board and the artificial tree) from the acquired raw distance matrix. 3D images of the targets were constructed and analyzed with respect to digital photos of the targets. Figure 11 and Table 2 show the reconstructed 3D images and profile dimensions of the target objects, respectively. Figure 11 shows images of the two target objects obtained from the digital camera and the laser sensor, respectively. Images from the laser sensor were reconstructed from the travel speed by the MATLAB program. The colors in the image represent distances from the laser sensor to the surfaces of the target objects. As depicted in the figure, each paired images of the target objects under ideal measurement conditions comparatively matched each other. Table 2 shows the actual value, the average value, and the absolute error and relative error values of the target object parameters. As reported in the table, the relative error for both target object canopy height measurements in the specified detection distances and the travel speed is less than 3.0%. However, for width and height measurements, the relative errors are ranging from 1.11% to 3.33%. The obtained result shows that the accuracy of the laser sensor to measure the geometrical profile of the target objects in the ideal measurement condition is in an acceptable range.
Test under Single-Attitude Angle Deviation.
In the second test scenario where a single-attitude angle deviation existed, the results with and without correction algorithm were compared to verify the performance of the single-attitude angle offset correction algorithm. The result shows that the correction algorithm consistently improved the accuracy across the selected attitude angle values. Figure 12 shows the reconstructed 3D images of the tree-shaped carved board before and after correction algorithm is applied. The 3D images were developed from the laser sensor measurement dataset which was acquired at 0.6 m s −1 travel speed and 2 m detection distance with 20°and −20°attitude angle offsets. The color of the image in the figure represents the depth value of the target object. The change in color in Figures 12(a)-12(d) and 12(g)-(j) before and after correction indicates the depth value data correction. As depicted in Figures 12(e), 12(f), 12(l), and 12(k) , the 20°and −20°T g) The correction of (a) (h) The correction of (b) (i) The correction of (c) (j) The correction of (d) (k) The correction of (e) (l) The correction of (f) Figure 12 : Reconstructed images of carved board before and after a single-attitude angle offset correction. Table 3 ). This is also illustrated in the corrected 3D image of the target object (Figures 12(k) and 12(i) ). Table 3 also shows the relative errors of the target object parameters before and after correction algorithm for each attitude angle deviation.
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As reported in Table 3 , the relative errors of the target object parameters were improved after the correction algorithm was applied. The method was performed well for low attitude angle values. However, for roll angle −30°, the target height relative error before correction is about 26.44% due to the large roll angle offset. This large roll angle deviation causes the laser sensor to have a big blind spot on the detection side. In the actual spraying process, the undulation of the soil surface might not be too big to cause this much angular offsets. Generally, the experiment result verifies that the correction method for the single-attitude angle offset has a significant positive influence on the error reduction process.
Test under Compound
Attitude Angle Offset. As we discussed in Section 2.3, three different attitude angles were combined to verify the validity of the combined attitude angle deviation correction algorithm. During the test, the orientation of the laser sensor was adjusted by three groups of roll, yaw, and pitch angles in the u, v, and w directions. The experiment results with and without correction algorithms are shown in Figures 13 and 14 and Table 4 , respectively. The effect of the correction algorithm on the reconstructed 3D image of the target object can be clearly seen in Figure 13 . The substantial change in color and shape in the images before and after the correction demonstrated that the developed correction algorithm can considerably adjust the distorted dataset for correct target profile measurement. As reported in Table 4 , the measurement errors associated with attitude angle deviations are significantly improved by the correction algorithm. This is also showed in Figure 13 . The bar graph in Figure 14 demonstrated that the relative errors in width, height, and canopy height measurement after correction became less than 7%.
Conclusion
Erroneous dataset from the simulated uneven laser sensor path resulted in incorrect target profile measurement. Measurement error correction method was developed to efficiently correct the distorted data points. Since the occurrence of the distorted data points is governed by the attitude angle offset of the laser scanning sensor, the developed method was based on the coordinate system transformation and data point rotation under controlled conditions. In order to verify the validity of the correction method, an indoor LIDAR-based target profile measurement platform was built. The platform is composed of sliding motion control unit and target detection unit to provide precise laser sensor motion along the slipway and real-time laser sensor data collection. In the verification experiment, artificial tree and a tree-shaped carved board were used as laser scanner target objects. These target objects were continuously scanned at constant sensor travel speed and detection distances under three different measurement conditions. Firstly, both target objects were scanned in the ideal measurement condition where the laser sensor was oriented perfectly parallel to the ground surface. Secondly, the tree-shaped carved board was scanned under a single-attitude angle offset condition. Thirdly, the profile of the artificial tree was measured under a controlled compound attitude angle offset. The obtained results indicated that the single-attitude angle offset correction method was able to correct the distorted data points in a tree-shaped carved board profile measurement, with a relative error of 5%, while the compound attitude angle offset correction method was effective to reduce the error associated with compound attitude angle deviation from the ideal sensor pose, with a relative error of 7%. The attitude angle offset correction methods, for both single and compound attitude angle deviations, are limited on a controlled and simulated environment which makes the method unfeasible to practical applications of automated crop monitoring in precision agriculture especially in orchard cultivations. However, this study plays an initial level role in the future research work in the field. Our approaches proved that different positions of the laser sensor with respect to the ideal position can affect the final result of the canopy detection. The real-time orientation of the laser sensor could be measured by IMU (inertial measurement unit) and DGPS. By developing a real-time attitude angle inclination correction algorithm based on the real-time laser sensor position data, it is possible to improve the detection system for several applications in precision agriculture and this would be the extension of this research work. 
