Abstract. Major depressive disorder (MDD) is a mental disorder characterized by at least two weeks of low mood which is present across most situations. Diagnosis of MDD using rest-state functional magnetic resonance imaging (fMRI) data faces many challenges due to the high dimensionality, small samples, noisy and individual variability. No method can automatically extract discriminative features from the origin time series in fMRI images for MDD diagnosis. In this study, we proposed a new method for feature extraction and a workflow which can make an automatic feature extraction and classification without a prior knowledge. An autoencoder was used to learn pre-training parameters of a dimensionality reduction process using 3-D convolution network. Through comparison with the other three feature extraction methods, our method achieved the best classification performance. This method can be used not only in MDD diagnosis, but also other similar disorders.
Introduction
For depression diagnosis, two classical questionnaires (DSM-IV-TR and ICD-10) are widely used [1, 2] .Major depressive disorder patients (MDD) can be successfully identified from healthy controls (HC) using individual structural neuroimaging scans [3] ; Moreover, structural neuroimaging data have been demonstrated to be applied to diagnosis depression from a multi-ethnic community sample [4] . Those studies revealed that neuroimaging data combined with machine learning methods may be used to explore an efficient diagnosis method for depression.
The neuroimaging data generally has the characteristic that the number of features is much larger than the number of samples, so it is important to determine what features can be used. The employment of voxel intensity as features leads to a very large number of uninformative, irrelevant and redundant features. To obtain more informative features, it is a common way to extract features relying on a prior knowledge. Functional connectivity and effective connective could be used as a prior knowledge for depression diagnosis. But there are many limitations using a prior knowledge. The acquisition of prior knowledge will spend a lot of time and in most cases we cannot guarantee that the priori knowledge must be correct. Once there is no reliable prior knowledge, this method cannot work well.
Recently, deep neural network plays a vital role in computer science, and it also gets a good performance in exploring the neuroimaging data [5] [6] [7] . This inspires us whether the deep neural network can be used as a features extraction method in neuroimaging data. In this paper, we will explore a new method for feature extraction based on deep neural network, which can be applied to small samples dataset.
Materials
24 patients with major depressive disorder (8 males and 16 females, average age: 51.2 ± 10.6 years old, range from 24 to 65 years old) and 24 healthy controls (8 males and 16 females, average age: 47.8 ± 11.0 years old; range from 25 to 65 years old) participated in this study. The resting state functional images were used in this study, which consist of 240 volumes scans, 36 axial slices. Those functional images were preprocessing using a standard preprocessing flow using statistical parametric mapping software package (SPM12, http://www.fil.ion.ucl.ac.uk/spm/software/spm12).
Method Sparse Autoencoder
An autoencoder is an unsupervised machine learning method by setting the output values to be equal to the input values, so it is not a 'real' unsupervised learning method, just using input values as its labels. The aim of an autoencoder is to convert the input values to another space for some purpose (e.g. dimensionality reduction). An autoencoder always involves two parts: an encoder and a decoder, which can be defined as follows:
Where ∅ represents an encoder, ߰ represents a decoder, ࣲ represents input space,࣠represents the conversion space (latent representation). A simple autoencoder includes three layers: input layer, hidden layer and output layer. The schematic structure are shown in Fig. 1 .
Fig. 1 An Autoencoder model
Suppose that the input data has d dimensions, the latent representation has p dimensions, output layer has the same shape as input layer. The aim of an autoencoder is to learn a function which can convert the origin features to a new feature space. In the encoder stage, autoencoder maps x ∈ Թ ௗ ൌ ࣲtoz ∈ Թ ൌ ࣠ using the following formula:
Whereσis an element-wise activation function, W is a matrix of weight, b is the bias vector. In the decoder stage, the autoencoder maps z to ‫ݔ‬ ′ of the same shape using the following formula:
Where the meaning ofσ ′ ,ܹ ′ ,ܾ ′ is the same toσ,W, and bbut the value may be different. Training an autoencoder is to minimize the reconstruction error:
We called an autoencoder has an over complete layer when ࣠ has a higher dimensionality than the input spaceࣲ. The number of neurons in the input layers is always the same as the number of neurons in output layers. It is useful for feature extraction when an autoencoder has over complete hidden layers, but an autoencoder with overcomplete hidden layers tends to potentially learn the identity function and become useless. Identity function is a function that always returns its inputs:
݂ሺ‫ݔ‬ሻ ൌ ‫ݔ‬
An autoencoder with a sparsity constraint can void this problem by adding an additional constraint instead of only minimizing the reconstruction error. In this study, the aim of autoencoder is to learn useful filters for 3-D convolution operations. So the sparsity constraints are set to enforce most hidden neurons close to zero. Suppose there are ܰ hidden neurons in hidden layers, ݂ ሺ‫ݔ‬ሻ denotes the value of activation of an hidden neuron ݆ when the input of this neuron is ‫,ݔ‬ a ො ୨ denotes that the mean activation of hidden neuron j, a ො ୨ definedas follows:
We can think most hidden neurons are close to zero when the value of a ො ୨ is close to zero. Suppose ܽrepresents a sparsity hyper-parameter which is close to zero (e.g. a ൌ 0.05ሻ, relative entropy was used to measure the distance between ܽ ො and a, it is defined as follows:
A penalty term using this relative entropy measure was add to the cost function, which defined as:
∑ ‫ݎ‬ሺܽ||ܽ ො ሻ ୀଵ (9) where݈ is the number of neurons in the hidden layer. Another constraint was added to the cost function to reduce overfitting. The final cost function in this study is given as the following formula:
‫ݐݏܿ‬ ൌ ࣦሺ‫,ݔ‬ ‫ݔ‬ ′ ) + ߚ ∑ ‫|ܽ(ݎ‬หܽ ො ൯ + ߣ ∑ ܹ , ଶ , ୀଵ (10) where ߚrepresents a hyper-parameter which controls the weight of the penalty term, λrepresents a hyper-parameter which controls the degree of reduce overfitting.
In this study, 4 × 4 × 4 3 D patches were randomly selected from functional Magnetic Resonance Imaging (fMRI) scans and unrolled into a vector of size 64. So the number of units in the input layer and output layer is 64. The number of units in the hidden layer is set to 100. 500 patches were randomly extracted from each scan, which resulted in 48 × 230 × 500 ൌ 5520000 samples for this autoencoder. 4416000 patches were used to train the autoencoder, 552000 patches were used for a validation set and the rest 552000 patches were used as a test set. The mini batches skills were used in the training processing of autoencoder, which can boost the speed of training. The construction, training and testing of this autoencoder were performed using a deep learning toolbox based in python called keras (https://keras.io), and the batch size of this process was set to 128 as the default setting from keras. The weight connect each hidden neuron was extracted from the trained autoencoder for the following filtering for a 3-D convolution operation.
3-D Convolution
Convolution neural network has a good performance in image classification problems such as handwritten digit recognition [8] . Convolution operation can extracted image features efficiently and usefully which can reserve spatial information. Weight parameters extracted from the autoencoder were used as filters in the following convolution operation to extract features from the origin fMRI time series. There were 100 filters extracted from the trained autoencoder in the first step, which will be used as filters in the next step. For each filter, the 3-D convolution operation is defined as follows:
where the size of filter is r × s × t, the size of input data is m × p × q, the size of output data is (m − r + 1) × (p − s + 1) × (q − t + 1). There are 100 filters in this study. W ୩ represents the kth filter and y ୩ represents the kth feature map, b ୩ represents the scalar bias term for the kth feature map,y ୩ computed by following formula:
Wheref(x) represents an activation function, such as sigmoid function, * donate the convolution operationwhich for the input x and the filter W.
After the convolution operation, a pooling procedure was performed to reduce the number of features. The max-pooling with a kernel size 8 × 8 × 8 was used. As the resolution of the origin normalized image was 61 × 73 × 61,(61 − 4 + 1) × (73 − 4 + 1) × (61 − 4 + 1) = 58 × 70 × 58 = 235480 dimensions were obtained after the convolution operation and (58 ÷ 8) × (70 ÷ 8) × (58 ÷ 8) = 8 × 9 × 8 = 576 dimensions were finally adopted. There were 100 feature maps in total, so this resulted in 576 × 100 = 57600 dimensions. Those features was unrolled to a vector and was used in the following classification step.
Other Feature Extraction Methods
Another three feature extraction methods were performed for the evaluation of the performances in this study. The origin time series were extracted and the voxel intensity was directly used as features, which resulted 61 × 73 × 61 = 271633 dimensions features. This method was called a base method in this study. Besides, functional connectivity (FC) and effective connectivity (EC) based on a prior knowledge were used as features for classification tasks.Functional connectivity analysis was performed using Automated Anatomical Labeling (AAL) template according to the workflow implemented in [9] . This resulted in 116 × 115 ÷ 2 = 6670 dimensions features. This method was named the FC method in this study.Spectral dynamic causal model (spDCM) was used to estimate the effective connectivity. Four resting-state network close related to depression were used in this effective connectivity analysis. The main workflow followed the previous paper [10] . This resulted 57 dimensions features.
Linear Support Vector Machine
A standard linear support vector machine was used in the classification task using four types of features extracted by four methods (base method, sparse-convolution (SC) method, FC method and EC method). To avoid over fitting and use samples as many as possible in the training step, the leave-one out cross-validation was applied. The classification process using a python toolbox called scikit-learn and the details information about training, testing and cross-validation see its official website (http://scikit-learn.org ).
Results
Four feature extraction methods were used in this paper. The method using origin time series directly as features achieved the worst classification performance, which was used as the baseline of this classification. Other three methods achieved higher classification performances than the baseline. Functional connections and effective connections represent the two brain regions' relation, so they contained information about the difference between MDD and HC. This is the reason that it can achieve a better classification performance than the baseline. But the analysis of functional connections and effective connections needs lots of a prior knowledge about the difference between MDD and HC, and those a prior knowledge may be different for different groups of depression. The method proposed in this paper don't need a prior knowledge about depression, and it also achieved a high classification performance. The details of the classification analyses were shown in Fig. 2 . ROC is a stable indicators for different training sets and testing sets. AUC is the area of under the ROC curve, with the values between 0 and 1. For AUC, The closer to 1, the better of the classifier performance. We found that the method using autoencoder and 3-D convolution network achieved the best performance.
Conclusion
It is important for MDD diagnosis to select the high discriminative features. In this study, we provide a new method which can extract discriminative features without human intervention and compared with other three feature extraction methods through a classification task using support vector machine. The method in this study achieved the best performance among those four methods. The reason may be that the autoencoder indeed can automatically learn something meaningful from the origin time series of the functional images. Furthermore, solve the problem of small sample sizes in fMRI data were solved through randomly sampling the image, which can be applied in the diagnosis of other brain disorders.
