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Zusammenfassung
Die vorliegende wissenschaftliche Arbeit untersucht die Beeinflussung von laserbeschleunigten
Ionen durch die Femtosekunden-Laserdesorption. Durch die Bestrahlung metallischer Target-
oberflächen mit ultrakurzen Laserpulsen moderater Fluenzen konnte ein sukzessives Abtragen
von Oberflächenadsorbaten, bestehend aus Wasserdampf und Kohlenwasserstoffen, erzielt wer-
den. Die anschließende Laser-Ionenbeschleunigung erfolgte somit von einer Targetoberfläche
mit deutlich reduzierter Kontaminationsschicht, was sowohl die Ladungszustände der beschleu-
nigten Ionen als auch deren Energien stark beeinflusste. Im Rahmen von separaten Laserde-
sorptionsmessungen wurde der für die Desorption relevante Bereich der Laserfluenz bestimmt.
Die Kontaminationsschicht auf Metallfolientargets konnte hinsichtlich ihrer Dicke und atomarer
Zusammensetzung charakterisiert werden.
Der im Rahmen dieser Arbeit untersuchte Mechanismus der Laser-Ionenbeschleunigung von
dünnen Metallfolien beruht auf der Target Normal Sheath Acceleration (TNSA). Hierbei beschleu-
nigt ein kurzer Laserpuls mit einer Intensität größer als 1018 W/cm2 Elektronen durch das Tar-
getmaterial hindurch auf relativistische Energien. Beim Verlassen der Targetrückseite erzeu-
gen die energiereichsten Elektronen ein quasistatisches elektrisches Feld in der Größenordnung
von TV/m, welches die Atome auf der Targetrückseite feldionisiert und die erzeugten Ionen
senkrecht zur Targetoberfläche beschleunigt. Die Oberflächenbeschaffenheit der Targetrück-
seite, und insbesondere die Zusammensetzung der adsorbierten Kontaminationsschicht, spielt
dabei eine wesentliche Rolle, da die Targetrückseite als Ionenquelle dient. Ohne spezielle Tar-
getbehandlung beobachtet man meist große Mengen von Protonen, gefolgt von Kohlenstoffio-
nen, jedoch weniger ionisierte Atome des Targetmaterials, da die Kontaminationsschicht das
elektrische Feld gegenüber den Targetatomen abschirmt.
Die im Zuge dieser Arbeit durchgeführte Bestrahlung der Targetrückseite mit ultrakurzen Laser-
pulsen moderater Fluenzen hat ein sukzessives, vorwiegend nichtthermisches Abtragen, d.h. ein
Desorbieren, von Oberflächenadsorbaten zur Folge.
Ein bedeutender Teil dieser Arbeit beinhaltet die Untersuchung der Targetrückseite im Hinblick
auf die Kontaminationsschicht. Dazu wurden Desorptionsmessungen unter Ultrahochvakuum-
Bedingungen am Petawatt High Energy Laser for Heavy Ion eXperiments (PHELIX) der GSI
Helmholtzzentrum für Schwerionenforschung GmbH durchgeführt. Gold-, Kupfer- und Alumi-
niumtargets wurden mit Laserpulsen mit einer Pulsdauer von 420 fs und einer Fluenz im Bereich
von (10 − 400)mJ/cm2 über mehrere Minuten bei einer Repetitionsrate von 10 Hz bestrahlt.
Der für die Desorption relevante Bereich der Laserfluenz betrug (105.5 − 292.3)mJ/cm2 für
Gold und Kupfer sowie (22.3 − 105.5)mJ/cm2 für Aluminium. Durch laserinduzierte De-
sorption konnte im Folgenden ein komplettes Abtragen der Kontaminationsschicht erreicht
werden. Die Messungen der desorbierten Gasteilchen ergaben eine gemittelte Flächendichte
von (4.27 ± 1.28) × 1016 Teilchen pro Quadratzentimeter und stellen eine zuverlässige Ab-
schätzung der Kontaminationsschichtdicke auf Metallfolien im Bereich von wenigen Nanome-
tern dar. Partialdruckmessungen zeigten, dass Wasserstoff sowie Kohlenstoffmonoxid mit
jeweils (40 ± 10)% den dominierenden Beitrag zur Zusammensetzung der Kontamination-
sschicht leisten. Der große Anteil an Kohlenstoffmonoxid lässt darauf schließen, dass der
Wasserstoffanteil im Wesentlichen von der Dissoziation leichter Kohlenwasserstoffe stammt.
Diffusionsprozesse von Wasserstoff aus dem Targetinneren zur Tatgetoberfläche sollten zwar
als Begleiteffekt zur Desorption von Oberflächenadsorbaten mitberücksichtigt werden, spie-
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len jedoch nur eine untergeordnete Rolle. Die resultierenden atomaren Flächendichten von
Wasserstoff, Kohlenstoff und Sauerstoff stimmen sehr gut mit Messungen auf Basis der elastis-
chen Rückstreudetektionsanalyse (elastic recoil detection analysis, ERDA) überein.
Die Anwendung der Femtosekunden-Laserdesorption im Rahmen von Laser-Ionen-Beschleuni-
gungsexperimenten zur TNSA zeigte einen starken Einfluss auf die Energiespektren der Ionen.
Die Experimente hierzu fanden am Callisto-Lasersystem der Jupiter Laser Facility, Lawrence
Livermore National Laboratory, statt, welches Intensitäten im Bereich von einigen 1019 W/cm2
bei einer Pulsdauer im Bereich von 100 fs zur Verfügung stellte.
In der ersten Kampagne wurde die laserinduzierte Desorption bei einer Laserfluenz im Bereich
von (0.2− 1.3) J/cm2 und einer Pulslänge von 90 fs betrieben. Gold-, Kupfer- und Aluminium-
folien mit einer Dicke von 10µm bzw. 11µm wurden mit bis zu 165 Desorptionspulsen im
10 Hz-Takt bestrahlt, welche für ein sukzessives Abtragen von Oberflächenadsorbaten sorgten.
Die folgende TNSA fand somit von einer Targetrückseite mit deutlich reduzierter Kontamina-
tionsschicht statt. Dies führte sowohl zu einer Abnahme des Protonensignals um etwa eine
Größenordnung als auch zu einer Verringerung der maximalen Protonenenergie um einen Fak-
tor von bis zu vier. Eine Umverteilung der Ladungszustände von Kohlenstoff- und Sauerstoff-
ionen zu höheren Ladungszuständen trat ein. Vor allem jedoch konnten Ionen des jeweiligen
Targetmaterials beschleunigt werden, was ohne laser-induzierte Desorption nicht beobachtet
wurde. Die experimentellen Ergebnisse wurden in Phys. Rev. ST Accel. Beams veröffentlicht [1]
und konnten durch numerische Simulationen qualitativ bestätigt werden.
In der zweiten Kampagne fand die Laserdesorption bei einer Laserfluenz von (0.5± 0.2) J/cm2
und einer Pulslänge von 250 fs im 10 Hz-Takt über eine längere Bestrahlungsdauer resultierend
in mehreren tausend Desorptionspulsen statt. Targets bestehend aus einer 5µm dicken Gold-
folie mit einer aufgesputterten Nickelschicht im Nanometerbereich kamen mit dem Ziel zum
Einsatz, nach einer vollständigen Entfernung der Kontaminationsschicht die Eindringtiefe des
beschleunigenden elektrischen Feldes anhand der gemessenen TNSA-Ionenspektren zu bestim-
men. Aufgrund gravierender Laserprobleme während der gesamten Strahlzeit konnte für dieses
Vorhaben keine hinreichende Ionenbeschleunigung erzielt werden. Es wurden jedoch höhere
Teilchenzahlen und Energien von beschleunigten Protonen sowie Kohlenstoffionen infolge der
Langzeit-Desorption gemessen. Diese könnten aus einer weiteren zwischen Gold und Nickel
eingebetteten Kontaminationsschicht stammen. Elektronenmikroskopische Aufnahmen der be-
strahlten Targetfolien haben in einigen Fällen gezeigt, dass die Nickelschicht durch die Laserbe-
strahlung abgetragen wurde. Dies führte zum Freilegen der eingebetteten Kontaminations-
schicht.
Die vorgestellten Ergebnisse konnten erste Schritte zur Bestimmung der Eindringtiefe
des beschleunigenden elektrischen Feldes mittels Femtosekunden-Laserdesorption aufzeigen,
welche die Beschleunigung der Ionen maßgeblich beeinflusst hat. Das erfolgte sukzessive Abtra-
gen von Oberflächenadsorbaten kann zur Untersuchung der elektrischen Feldverteilung, welche
für ein tieferes Verständnis der TNSA unabdingbar ist, einen wertvollen Beitrag leisten.
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Abstract
The present scientific work investigates the influence of laser-accelerated ions by femtosecond-
laser desorption. The irradiation of metallic target surfaces with ultrashort laser pulses of mod-
erate fluences enabled to successively remove surface adsorbates consisting of water vapor and
hydrocarbon contaminations. Therefore, the subsequent laser-ion acceleration occurred from
a target surface with a significantly reduced contamination layer which influenced both the
charge states and the energies of the ions substantially. In the frame of separate desorption
measurements the relevant laser fluence regime in which the desorption takes place was de-
termined. The contamination layer could be characterized regarding its thickness as well as its
atomic composition.
The laser-ion acceleration mechanism from thin metal foils investigated in the framework of
this thesis bases on the Target Normal Sheath Acceleration (TNSA). Hereby, a short laser pulse
with an intensity exceeding 1018 W/cm2 accelerates electrons through the target material to
relativistic energies. When leaving the target rear side the most energetic electrons establish
a quasistatic electric field in the order of TV/m, which field-ionizes the atoms on the target
rear side and accelerates the generated ions normal to the target surface. The surface structure
of the target rear side, and in particular the composition of the adsorbed contamination layer,
plays a fundamental role since the target rear surface acts as the ion source. Without special
target treatment one observes a large amount of accelerated protons, followed by carbon ions,
but only very few ionized atoms from the target material itself because the contamination layer
screens the electric field from the target atoms.
The irradiation of the target rear side with ultrashort laser pulses of moderate fluences con-
ducted in this thesis induced a stepwise and predominantly nonthermal removal, i.e. desorp-
tion, of surface adsorbates.
An important part of this work represents the investigation of the target rear surface, espe-
cially of the contamination layer. Desorption measurements were carried out under ultrahigh
vacuum conditions at the Petawatt High Energy Laser for Heavy Ion eXperiments (PHELIX) at
GSI Helmholtzzentrum für Schwerionenforschung GmbH. Gold, copper and aluminum targets
were irradiated with laser pulses having a pulse duration of 420 fs and a fluence in the regime
of (10−400)mJ/cm2 over several minutes at a repetition rate of 10 Hz. The fluence regime, in
which the desorption takes place, resulted in (105.5− 292.3)mJ/cm2 for gold and copper as
well as (22.3− 105.5)mJ/cm2 for aluminum. Due to laser-induced desorption in this fluence
regime a complete removal of the contamination layer could be realized. The measurement of
the desorbed particles resulted in an averaged areal density of (4.27 ± 1.28)×1016 particles per
square centimeter and represents a reliable estimate on the typical thickness of contamination
layers on metal targets lying in the regime of few nanometers. Partial pressure measurements
revealed that the dominant molecular contribution to the desorbed gases results from carbonox-
ide apart from hydrogen, each amounting to a fraction of (40 ± 10)%. The large fraction of
carbonoxide allows to conclude that the hydrogen content stems predominantly from the disso-
ciation of light hydrocarbons. Diffusion processes of hydrogen from the bulk to the surface have
to be regarded as a concomitant effect to the desorption of surface adsorbates, but they should
rather play a minor role. The resulting atomic areal densities for hydrogen, carbon and oxygen
agree very well with measurements basing on the elastic recoil detection analysis (ERDA).
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The application of femtosecond-laser desorption in the frame of laser-ion acceleration experi-
ments regarding the TNSA showed a strong influence on the ion spectra of the ions. The respec-
tive experiments took place at the Callisto laser system of the Jupiter Laser Facility, Lawrence
Livermore National Laboratory, which delivered a laser intensity of several 1019 W/cm2 at a
pulse duration in the regime of 100 fs.
During the first campaign the desorption was applied at a laser fluence in the regime of
(0.2 − 1.3)mJ/cm2 and a laser pulse length of 90 fs. Gold, copper and aluminum foils of
thicknesses of 10µm and 11µm, respectively, were irradiated with up to 165 desorption pulses
at 10 Hz providing a successive removal of surface adsorbates. Therefore, the subsequent TNSA
occurred from a target rear surface on which the contamination layer was clearly diminished.
This led both to a drop of the proton signal by about one order of magnitude and to a decrease
of the maximum proton energy by up to a factor of four. A re-distribution of the charge states
of carbon and oxygen ions to higher charge states occurred. But most notably, ions stemming
from the respective target material were accelerated which was not observed without the ap-
plication of laser-induced desorption. The experimental results were published in Phys. Rev. ST
Accel. Beams [1] und could be validated qualitatively by numerical simulations.
During the second campaign the laser desorption at a fluence of (0.5± 0.2) J/cm2 and a pulse
length of 250 fs was carried out at 10 Hz over a longer period of time involving several thou-
sand desorption pulses. Targets consisting of a 5µm thick gold foil with a sputtered nickel layer
in the nanometer regime were used with the aim of determining the penetration depth of the
electric field by means of the resulting TNSA-ion spectra after having completely removed the
contamination layer by desorption. Due to severe laser problems throughout the whole beam
time the resulting ion acceleration was not sufficient for this experimental goal. But a higher
amount and higher energies of accelerated protons as well as carbon ions were noted as a conse-
quence of the long-term desorption. These could stem from an additional contamination layer
embedded between gold and nickel. Electron microscopic images have shown in some cases
that the nickel layer has been removed due to the laser irradiation. This might have laid open
the embedded contamination layer.
The presented results could show the first steps towards a determination of the penetration
depth of the accelerating electric field by applying femtosecond-laser desorption, which exerts
a strong influence on the laser-ion acceleration. The successive removal of surface adsorbates
can contribute significantly to the study of the electric field distribution, which is indispensible
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Ultrahigh intensity lasers have become a fundamental device for addressing phenomena in high
energy density physics. Their nowadays prominent role in scientific research can be traced back
to the introduction of the technique of the chirped pulse amplification (CPA) [2] in 1985. This
technique enables to generate very short laser pulses of femtosecond pulse duration and to ac-
cess a laser peak power in the order of terawatt (TW) to petawatt (PW). When these pulses are
focused down to a micrometer scale they achieve intensities well exceeding 1018 W/cm2. This
intensity characterizes the significant threshold at which electrons in the elecromagnetic field
of the laser are accelerated to relativistic energies in only one laser oscillation cycle. The rising
edge of the laser pulse impinging on a target is already intense enough to instantaneously ion-
ize the target material on the irradiated surface. A plasma is created with which the main laser
pulse interacts. The unbound plasma electrons oscillate with relativistic velocities in the laser
field [3] which has an acceleration gradient exceeding 1012 V/m. This field strength is more
than four orders of magnitude larger than that obtained by conventional particle accelerators
operating at radio frequencies. Due to the relativistic Lorentz force the electrons do not only
follow the transverse oscillations of the electric field component, which alone would lead to a
net drift of zero, but they experience also a force in longitudinal direction by the magnetic field
component. Additionally, the light pressure scaling with the laser intensity becomes important
and pushes the electrons in forward direction. The electrons are accelerated to relativistic en-
ergies between several MeV and even GeV [4–6], but on an acceleration length in the order of
micrometers to millimeters. This made it possible to enter a new physical regime of laser-matter
interaction. Especially the acceleration of electrons and ions by high intensity laser fields has
become a very extensive field of research with continuously growing interest.
Very intense ion beams of up to several ten MeV generated by the laser irradiation of thin
target foils [7–10] were discovered in 1999. For example, the group of Snavely et al. [10] de-
tected a proton beam containing roughly 2 × 1013 particles of an energy larger than 10 MeV
and with a maximum proton energy of 58 MeV when irradiating thin solid foil targets with a
laser intensity of 3× 1020 W/cm2. Apart from the common features of a high particle number
and maximum energy, the protons were emitted from the non-irradiated, therefore called “rear”
target surface as a rather collimated and laminar [11] beam perpendicular to the surface. The
observation of the high quality characteristics of these ion beams such as high particle intensi-
ties [10, 12, 13], short pulse lengths and a very low transverse source emittance [11] exceeding
the parameters of standard particle accelerators revolutionized the research field of laser-ion
acceleration. A strong potential of numerous possible applications was recognized in those ion
beams. Due to their low source emittance they can be inserted as ion sources of small dimen-
sions [11, 14, 15] or as an ignitor beam in inertial confinement fusion [16], which was proposed
as fast ignition [17, 18]. The short pulse length makes the laser-accelerated ions attractive as
a diagnostics for imaging the fast electromagnetic field dynamics in a dense plasma [19, 20].
Due to their high beam laminarity they can also be applied for imaging objects complementary
to X-rays, which became known as proton radiography [21, 22]. By isochoric heating of matter
laser-accelerated ions can create high energy density states like warm dense matter [23–25] or
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they can produce a high neutron yield by nuclear interactions with a secondary converter target
in form of a laser-driven neutron source, as could be demonstrated recently [26]. As future
perspectives, there are also considerations of integrating laser-accelerated ion beams into the
particle therapy for the treatment of cancer [27–29]. However, it is still a long way to go for
their implementation as ion therapy beams requiring ion energies of (70−250)MeV with a very
small energy spread of few per cent collimated in a bunch of about 1010 particles [30].
Shortly after the discovery of those high energetic ion beams the underlying mechanism of
their generation and acceleration was introduced by Wilks et al. [31] in 2001. In this scenario,
electrons having penetrated the target establish a dense electron sheath at a distance of few
micrometers from the target rear side. This electron sheath provides a quasistatic electric field
which field-ionizes the atoms on the target rear surface and accelerates these produced ions.
Since their emission occurs normal to the target surface this mechanism was named Target Nor-
mal Sheath Acceleration (TNSA). The acceleration of energetic ions stemming from the target
rear surface could be proven experimentally [22, 32, 33]. It was identified as the dominating
mechanism for short-pulse high-intensity lasers interacting with metal foils of thicknesses below
50µm [34, 35] which became confirmed also by simulations [36].
Without special target treatment and independently from the target material protons are al-
ways accelerated first by the quasistatic electric field in the TNSA as they have the highest
charge-to-mass ratio. These protons stem from water vapor and hydrocarbon contaminations
which are always present on the target surface due to the air contamination of the target. Pro-
tons from the topmost contamination layer on the target surface are exposed to the highest
field gradients and screen the electric field for protons and ions coming from the successive
layers. The acceleration of particles from different target depths results in a broad ion en-
ergy distribution which becomes broader with increasing contamination layer thickness. The
inhomogeneous electron distribution in the sheath additionally leads to an inhomogeneous ac-
celerating field in the transverse direction [1].
The laser-driven ion beams generated by the TNSA therefore exhibit the common feature of a
complete energy spectrum instead of a peaked energy distribution, as obtained in conventional
particle accelerators. Their particle number decays exponentially for increasing energies until a
certain energy cut-off is reached, at which the particle number drops to zero. This cut-off energy
is referred to the obtained maximum ion energy, which was tried to increase over the years, and
belongs to one of the most important parameters when comparing TNSA data. The analysis
of experimental data on proton acceleration obtained at various laser facilities up to 2006 pro-
claimed a scaling of the proton energy with the product of laser intensity I and the squared
laser wavelength λL, i.e. ∝ Iλ2L [37–39]. Numerical simulations could describe the maximum
proton energy for a large range of laser and target parameters [38]. Theoretical models were
developed by Mora et al. [40–42] describing the longitudinal ion acceleration dynamics by a
plasma expansion model with which the maximum ion energy could be estimated.
Up to now the TNSA constitutes the most investigated laser-driven ion acceleration mecha-
nism, so far, and provoked a vast amount of scientific publictions in the last fourteen years.
Plenty of experiments studied the influence of the laser as well as target parameters on the
TNSA. For example, the angular and spatial distribution of the TNSA ions was found to be
strongly affected by the target characteristics and a strong correlation between the electron
transport and the ion beam profile was found [22, 43]. Nevertheless, there are still many
open questions on the details of the TNSA process itself. The distribution of the quasistatic
electric field into the target is still not sufficiently ascertained. This is due to the complex-
ity of the TNSA process itself depending on many different parameters of the laser as well as
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the target properties. A single parameter study, in which only one parameter is changed, is
impossible to perform since the other involved parameters, like e.g. the laser energy or the
laser beam profile, will not be identical from shot to shot. Unlike the ion energy spectra,
there is no experimental method available up to now which allows to directly measure the
electrons establishing the electric sheath field. The only experimental way to get information
about the electric field distribution constitutes its indirect access via the measured energy spec-
tra of the accelerated ions, so far. One approach of analyzing the penetration depth of the
electric field into the target was the ion acceleration from layers with thicknesses of only few
nanometers which were buried in the target at depths between 3 nm and 200 nm [44]. The
obtained results could indicate a decrease of the number of accelerated ions from a buried layer
at a depth of 200 nm, but no quantitative results on the electric field strength could be obtained.
In the framework of this thesis, a different approach was chosen to address the TNSA elec-
tric field distribution including its penetration depth. Since the target rear surface acts as the
ion source in the acceleration process, it is essential to learn more about its surface structure
and, in particular, about the composition of the adsorbed contamination layer. An elaborate
characterization of this contamination layer will furthermore help to improve numerical simu-
lations of the TNSA process [45] and, thus, is of great value. The irradiation of the target rear
surface with ultrashort laser pulses in the regime of femtosecond pulse durations and of mod-
erate laser fluences below 1 J/cm2 permits to remove monolayers of contaminants successively
by a nonthermal desorption process. Unlike ns-laser ablation [46], the laser-matter interac-
tion takes place on an ultrashort time scale such that the heating of the target surface becomes
significantly suppressed [47]. In contrast to other target cleaning methods as resistive heat-
ing [48], also intermediate states between a fully contaminated target surface and a completely
cleaned one are obtainable. This stepwise removal of adsorbates provides the possibility of
scanning through the electric field distribution to a certain degree. As the target surface struc-
ture strongly influences the generated charge states and maximum energies of the TNSA ions,
information about the spatial decrease of the TNSA electric field potential into the target can
be deduced. From the maximum ion energies the passed potential difference in the quasistatic
electric field can be calculated. The location of the atoms in the target determines to what ex-
tent the accelerating field potential is experienced by them. Thus, it determines their degree of
ionization and their subsequent acceleration [1].
For future laser-ion acceleration projects with the aim of controllably accelerating ions of dis-
tinct charge state in a certain energy window a clear understanding of the TNSA electric field
distribution as well as a characterization of the ion source are both indispensable.
1.2 Thesis structure
The content of this thesis can be divided into four parts.
The first part, chapter two, is dedicated to a theoretical introduction into the laser-matter in-
teraction and refers predominantly to laser pulses of intensities exceeding 1018 W/cm2. The
interaction of an intense laser pulse with a single electron is taken into account before going
over to a multiple particle description. Different mechanisms of laser-induced plasma genera-
tion are discussed, followed by an overview of the laser-plasma interaction. The absorption of
the laser energy by electrons, the electron transport through the target and their energy trans-
fer to the ions lead over to the laser-ion acceleration with a special focus on the Target Normal
Sheath Acceleration (TNSA). Besides the physical description, a theoretical approach to model
the TNSA is given and laser-ion acceleration mechanisms beyond the TNSA are briefly discussed.
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The second part, chapter three, bases on the characterization of the target surface by the elastic
recoil detection analysis providing information about the target surface composition.
The third part of the thesis, chapter four, is dedicated to the femtosecond-laser desorption.
After an introduction into sorption processes on the target surface a phenomenological as well
as numerical approach to laser-induced desorption will be given. This numerical approach was
used to calculate the threshold fluence of laser desorption, at which melting of the target surface
sets in. After the description of the experimental setup of the laser-induced desorption measure-
ments as well as the discussion of the re-adsorption of gas molecules in the meantime of two
consecutive laser pulses the obtained results are presented. Firstly, the data resulting from total
pressure measurements are exhibited. Besides the experimental determination of the regimes
of desorption as well as plasma formation, they focus on the estimation of the total amount of
desorbed gas molecules having formed the contamination layer. Secondly, the data from the
partial pressure measurements are discussed which provide an insight into the composition of
the contamination layer. The chapter ends with concluding remarks on the obtained data.
The fourth and also main part of this thesis is treated in chapter five and focuses on the in-
fluence of fs-laser desorption on the TNSA. Since the experiments on this topic were performed
at the Jupiter Laser Facility using the Callisto laser, an overview of the Callisto laser system is
first given. The general experimental setup of such an experiment is presented, followed by the
detailed setup of the two experimental campaigns. The methods of ion detection are discussed
which include both the proton imaging by radiochromic films and the ion detection using a
Thomson Parabola Spectrometer representing the main ion diagnostics in the performed TNSA
experiments. Following to that, the results obtained from influencing the TNSA ion spectra by
preceded laser-induced desorption are presented which are subdivided into two parts. In the
first part, the fs-laser desorption is applied over a short period of time such that a maximum of
165 laser pulses irradiated the target surface before the main laser beam initiated the TNSA.
The obtained results for the three used target materials gold, copper and aluminum were qual-
itatively validated by numerical simulations. The second part deals with the long-term laser
desorption involving thousands of laser pulses. The experimental results on the application of
both the short-term and the long-term laser desorption are discussed, interpreted and compared
to each other.
The thesis ends with a conclusion of the obtained results and gives an outlook of future per-
spectives in the field of laser-ion acceleration.
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2 Laser-matter interaction
Since the discovery of laser-accelerated ions in 1999 [9, 10, 12] this research field has gained a
lot of attention by scientists worldwide. Due to the possibility of ion acceleration with compact
laser systems of small dimensions compared to huge linear or circular accelerators the laser-
ion acceleration has become a well-established issue in modern high energy density physics.
Thanks to the availability of very powerful laser systems with very high intensities largely ex-
ceeding I > 1018 W/cm2 solid targets can rapidly be converted into the plasma state. In the
plasma the electromagnetic laser field can couple to free electrons –at ultrahigh intensities
I > 1024 W/cm2 also to ions– which rapidly begin to oscillate with velocities near the velocity
of light. In this relativistic regime, nonlinear processes play an important role since the mag-
netic forces cannot be neglected anymore. The light propagation becomes dependent on the
intensity and gets strongly influenced by the electron motion in the generated plasma.
In this chapter a theoretical description of the principles of laser-matter interaction is presented.
A deeper insight into this topic is given in [49–51] on which this chapter bases. In section 2.1
the influence of an intense laser field on an electron in the single-particle picture is explained.
The ponderomotive force is introduced which arises due to the nonuniform spatial intensity dis-
tribution of the laser pulse and pushes the plasma electrons out of regions of higher intensity.
Section 2.2 considers the propagation of laser light in the generated plasma. Intense laser pulses
are usually preceded by prepulses, amplified spontaneous emission (ASE) or simply by a rising
intensity edge which already suffices to create a preplasma on the irradiated target surface. The
laser propagation into this plasma is influenced by the plasma properties, e.g. its density and
the induced plasma oscillations. The plasma electrons can absorb energy from the laser via
different mechanisms, presented in section 2.3, and get accelerated. Their transport through
the target is described in section 2.4. The most energetic electrons are capable to escape from
the non-irradiated target rear surface into the vacuum where they build up a strong electron
sheath. This charge separation generates a strong electric field which is able to ionize atoms
on the rear surface and to accelerate these ions normal to the target surface. This laser-ion
acceleration mechanism named target normal sheath acceleration (TNSA) is presented in more
detail in section 2.5. The chapter concludes with a brief discussion on laser-ion acceleration
mechanisms beyond the TNSA.
2.1 Single electron motion in a laser field
For the study of the interaction of a laser pulse with a single electron the laser pulse is considered
as a plane electromagnetic, linearly polarized wave propagating in z-direction. Its electric and
magnetic field components are given by
E (r, t) = E0 (t)e
i(kz−ωL t)ex , (2.1)
B (r, t) = B0 (t)e
i(kz−ωL t)ey , (2.2)
with B0 = E0/c and c as the light velocity. The quantities E0 (t) and B0 (t) describe the time-
dependent field amplitudes, ωL is the laser angular frequency, k =ωL/c indicates the absolute
value of the laser wave vector and ex ,y denote the unit vectors in x- or y-direction, respectively,
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both perpendicular to the laser propagation direction. The intensity of this electromagnetic
wave in vacuum corresponds to the cycle-averaged modulus of the directional energy flux den-







where µ0 is the magnetic constant (permeability) and ε0 the electric constant (permittivity). In
the presence of the electromagnetic laser field a single electron gets accelerated and deflected.






= −e (E (r, t) + v× B (r, t)) (2.4)








is the relativistic factor and
β = |v|/c. In case of a non-relativistic electron velocity β  1 which corresponds to the
lowest order, i.e. in the linear approximation of equation (2.4), the magnetic part of the Lorentz
equation can be neglected such that the equation of motion of the electron results in a harmonic




E (r, t) (2.5)






E (r, t) . (2.6)
During the laser pulse the electron oscillates perpendicular to the laser propagation di-
rection with a maximum elongation being much smaller than the laser wavelength λL,
i.e. r0 = eE0/meω2L  λL, and comes to rest after the laser pulse without being displaced.
For laser pulses with electric field amplitudes E0 > 3.22 × 1012 V/m, which according to
equation (2.3) applies to intensities exceeding 1.37 × 1018 W/cm2, the electron motion be-
comes relativistic. In this case, the dimensionless electric field amplitude, which is defined as
a0 ≡ eE0mecωL = 0.854× 10
−9  I W/cm2 12 λL [µm] , (2.7)
becomes larger than one and the nonlinear v× B term in the Lorentz equation is not negligible
anymore. The parameter a0 provides a convenient measure of the relativistic character of the
interaction. For a0  1 the electron motion can be treated classically while in case of a0 ≈ 1
the electron motion enters the relativistic interaction regime and for a0 1 the interaction be-
comes ultra-relativistic. For example, in case of a titanium:sapphire (Ti:sapphire) laser1 having
a wavelength of λL = 800nm and with an assumed intensity of 1× 1019 W/cm2, the electron
motion is already relativistic for a0 ≥ 2.16. The following chapters will mainly focus on that
relativistic regime since the experiments presented in this thesis were performed at values of a0
ranging between three and six.
The relativistic electron motion in a plane electromagnetic wave can be solved exactly [49].
1 This notation refers to the lasing medium, a crystal of sapphire (Al2O3) which is doped with titanium ions.
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The electron dynamics is then described by the full Lorentz equation (2.4) including its mag-







= −e vE. (2.8)
While the electric part of the Lorentz force points into the direction of the electric field, its mag-
netic part F = evB ∝ a20 is orientated along the propagation direction of the electromagnetic
wave, thus, perpendicular to the magnetic field direction. The relativistic electron motion will
no longer be a linear oscillation in direction of the electric field but will be described by a more
complex trajectory. The electric and magnetic fields can be expressed by the vector potential




∂tA , B=∇×A= ez × ∂zA. (2.9)
This ansatz is inserted in equation (2.4) and (2.8), assuming that the electron initially is at rest
before the electromagnetic wave arrives, i.e. t = 0, pz = 0, px = 0, γ = 1. After some algebra

















px = a0mec cosφ, x = −a0c
ωL
sinφ (2.11)
with the phase φ = kz −ωL t. The relativistic electron motion consists of a net drift super-
posed with an oscillatory motion of the double laser frequency 2ωL in propagation direction of
the electromagnetic wave (z-direction), while in direction of the electric field (x-direction) the
electron oscillates with the single laser frequencyωL. Averaging over one oscillation period the




c t = vd t (2.12)




corresponds to the cycle-averaged drift velocity. Contrary to the non-
relativistic case, in which the electron will be at the same position after the laser pulse has
passed, the electron will be displaced in laser propagation direction after the pulse has passed.
However, the electron will not have gained kinetic energy under the assumptions made above
concerning the electromagnetic wave. The Lawson-Woodward theorem [52, 53] stating that
no energy can be gained by electromagnetic fields in vacuum, thus, remains valid. However,
the theorem underlies the constraints that (i) the region of interaction is infinite, (ii) the laser
fields are in vacuum with no walls or boundaries present, (iii) the electron is highly relativistic
(v ≈ c) along the acceleration path, (iv) no static electric or magnetic fields are present and
(v) nonlinear effects due to ponderomotive, v× B, and radiation reaction forces are neglected.
For a nonzero net energy gain at least one of these requirements has to be violated. In real
laser-matter interactions plasma is generated, so the assumption of a vacuum condition does
not hold anymore. The plasma medium gives rise to other electronic interaction channels like
plasma beat waves [54, 55] and nonlinear effects will certainly occur. Furthermore, the laser
pulse has a limited pulse duration which sets up a boundary of the electromagnetic wave in
space, thus, limiting the interaction distance.
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Figure 2.1: Electron trajectories induced by a plane linearly polarized laser pulse with different val-
ues of the dimensionless electric field amplitude a0. On the left, the electron motion is
seen from the laboratory frame while on the right, it is seen from the frame moving with
the cycle-averaged drift velocity of the electron. The picture was taken from [56].
In Figure 2.1, the electron trajectories in dimensionless spatial coordinates, according to
equations (2.10) and (2.11) with k = ωL/c, are shown for three different parameters
a0 = 0.5, 1.0, 2.5. These correspond to intensities of 5 × 1017 W/cm2, 2 × 1018 W/cm2 and
1.4 × 1019 W/cm2 for λL = 800nm. The left picture demonstrates the electron trajectory as
they are seen from the laboratory system while the right image shows the electron trajectories
for the same values of a0, but seen from a frame moving with the drift velocity vd of the elec-
tron. Here, the electron movement describes the figure of an “eight”.
2.1.1 Ponderomotive force
The equations of motion in the previous section were derived under the assumption of a plane
linearly polarized electromagnetic wave in vacuum varying only slowly in time and whose elec-
tric and magnetic field amplitudes are spatially constant. These idealized properties are far
from being real for the laser pulses which are applied in experiment. For example, the laser
pulses used for the experiments concerning this thesis have a short pulse duration in the sub-ps
regime, thus, being limited in time and space. They are tightly focused to the target creating
high radial intensity gradients over a distance of a few micrometers and their radial electromag-
netic field distribution usually corresponds to a Gaussian beam shape, i.e. it is not constant in
space anymore. Due to the Gaussian beam shape the laser intensity in the center is highest and
decreases radially. Also in propagation direction the laser intensity profile is not constant but
has a rising (and falling) edge.
Mathematically, the electromagnetic fields can be expressed by an envelope function [49] which
contains the spatial information about the transversal and longitudinal beam profile varying
slowly in time with respect to the oscillation period T = 2pi/ωL and a fast oscillating part
leading to
E (r, t) =ℜ  bE (r, t) e−iωL t= 1
2
bE (r, t) e−iωL t + c.c. , (2.13)
B (r, t) =ℜ  bB (r, t) e−iωL t= 1
2
bB (r, t) e−iωL t + c.c. . (2.14)
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An electron which is initially at rest on the laser axis will be shifted towards a region of lower
intensity during the first half cycle of the laser wave. In the second half cycle the electron
experiences a lower electric field on its new position and therefore cannot travel back the whole
distance of its shift. It will not stop at its original position but at a displaced one. The next half
laser cycle pushes the electron again out of the region of higher intensity while in the following
half laser cycle the restoring force is again decreased, and so on. As a consequence, the electron
gets expelled from the region of locally higher intensity. The force which is responsible for
this process is the so-called ponderomotive force and is derived from a first order perturbation
analysis of the Lorentz equation (2.4) around the oscillation center. The electric field amplitude
is no longer constant in space but has a radial intensity dependence according to the Gaussian
beam profile and since this spatial variation of the field envelope is small it can be expanded in
a Taylor series resulting in





Inserting this ansatz in the Lorentz equation the equation of motion for an electron oscillating













∇  E2 (r, t)︸ ︷︷ ︸
∝∇I
(2.16)
where the (2) stands for the second order term of the Taylor expansion of equation (2.15). The
∇  E2 (r, t) -term consists of terms varying with a frequency of 0ωL as well as 2ωL. The zero-
frequency term describes the averaged particle motion varying only slowly in time. It serves as
the physical quantity describing the oscillation center dynamics which is superposed with a fast
oscillating term of 2ωL. The ponderomotive force is obtained by multiplying equation (2.16)
with the electron mass me and by taking the cycle-average. Since the 2ωL-term is neglected
due to cos2φ = 0, the ponderomotive force results in





.∇bE · bE∗= −∇Φp . (2.17)
It corresponds to the gradient of the cycle-averaged oscillation potential of the electron which
actually is the cycle-averaged oscillation energy of an electron at the oscillation center position.
While the presented nonrelativistic derivation of the ponderomotive force underlies certain
constraints, like the perturbation analysis of the momentum, the assumption of harmonic elec-
tromagnetic fields as well as oscillation amplitudes much smaller than the laser wavelength, a
relativistic expression of the ponderomotive force has been derived by Bauer et al. [57] without
those limitations. From the relativistic Hamiltonian of a point charge q in an electromagnetic





p− qA2 +Φ (2.18)
the particle motion is exactly solvable for a monochromatic wave in vacuum, where the scalar
potential Φ can be set to zero since there are no charges (Coulomb gauge). The cycle-averaged
oscillation energy of an electron in the oscillation center gained by the relativistic ponderomo-
tive potential is then given by
H0 −mec2 = mec2
√√√1+ e2
αm2e c
2 (A ·A∗)− 1
= mec2  γ− 1=Wpond = Φp (2.19)
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Figure 2.2: Schematic description of the electron motion in the focus of a Gaussian laser beam with
intensity profile I(r): The ponderomotive force Fp expels the electron from the region
of higher intensity in direction of the negative electric field gradient (px) while the
relativistic drift pushes the electron in laser propagation direction (pz) [51].
with α= 2 for a linearly polarized wave and α= 1 for a circularly polarized wave and where γ
denotes the cycle-averaged gamma-factor γ=
Æ
1+ a20/α.
For linearly polarized laser light the relativistic ponderomotive force in the oscillation center
frame, in which the electron initially is at rest, is obtained by







While the ponderomotive force expels the electron in direction of the negative gradient of the
electric field the laser pulse pushes the electron in its propagation direction by its light pressure,
thereby exerting a relativistic drift motion on the electron.
The influence of the ponderomotive force on a single electron in a relativistic laser field is
shown in Fig. 2.2. Since the electron momentum in laser propagation direction is conserved
according to the Hamiltonian equations of motion, a proportional amount of momentum in
propagation direction of the laser wave, pz = Wpond/c = mec
 
γ− 1, has to be delivered
from the electromagnetic wave to the electron. Together with the relativistic energy relation














γ¯− 1 . (2.21)
This relation shows that for laser intensities of a0 > 4 (i.e. for I > 3.4 × 1019 W/cm2 and
λL = 0.8µm) the acceleration of the electron in forward direction dominates, i.e. vz > vx . A
detailed derivation of the relativistic single electron dynamics comparable to equation (2.10)
and (2.11) can be found in [50].
2.2 Ionization mechanisms and laser propagation in plasma
In this section the basic processes of the interaction of intense laser light with matter, its transi-
tion into the plasma state and the absorption of laser energy by charged particles are described.
The generated plasma state is a quasineutral gas consisting of free electrons and ions which
both can interact with the electromagnetic laser wave and which can be accelerated by differ-
ent mechanisms. These laser-particle acceleration mechanisms depend on several parameters
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like the laser intensity I , its pulse duration τL, its incidence angle θ and the laser prepulse con-
ditions. But they depend also on the target material itself, e.g. the target geometry, its thickness,
its conductivity or the respective surface conditions.
The achievement of high laser pulse intensities in the order of I ≥ 1018 W/cm2 depends on
the one side on the focusing quality and the energy of the laser beam and on the other side
on the laser pulse duration. However, when talking about intense short laser pulses in the
range of τL ≤ 1 ps it has to be considered that the intensity increase cannot occur arbitrarily
sharply, i.e. the temporal profile of the pulse does not correspond to an ideal Gaussian beam.
The main laser pulse is preceded by a pedestal due to amplified spontaneous emission (ASE)
in the pre- and main amplifier providing a slowly rising edge of the temporal intensity profile
of the beam. Usually, one or even more prepulses in the regenerative amplifier chain rise up
which are marked by slight peaks on top of the rising edge of the main pulse. This occurs all on
a time scale of ns to ps before the arrival of the main pulse. The intensity ratio of the prepulse
to the main pulse is called the laser contrast (ratio) and tells about the quality of the laser beam
shape. For intense laser beams the intensity of the pedestal and/or prepulse is already sufficient
to generate a plasma on the target surface before the main pulse arrives. This preplasma is
generated at intensities exceeding I ≈ 109 W/cm2.
The electromagnetic laser wave will eject electrons from the atoms of the target such that they
can escape from their bound state to the continuum state. This overcoming of the atomic
Coulomb potential is achieved by different ionization mechanisms depending on the laser in-
tensity. Ionization by the photoelectric effect, where the photon energy has to be larger than
the work function WA ≈ (2− 5) eV needed to remove the electron immediately from its atomic
binding, would require a photon wavelength in the UV regime but most lasers work in the red
to infrared light regime. Like shown in Figure 2.3a), in case of multiphoton ionization (MPI), a
bound electron simultaneously absorbs n photons with energy ħhω and is directly emitted from
the atom with minimal kinetic energy. For the so-called above-threshold ionization (ATI) more
photons get absorbed by the electron than it is necessary for its emission, so the electron escapes
from the atom with a certain amount of kinetic energy.
In the interaction regime of intense short pulse lasers the ponderomotive potential of the laser
field disturbs the Coulomb field of the atoms such that electrons can tunnel through the de-
creased Coulomb potential barrier. This tunneling process, as it is sketched in Figure 2.3b),
occurs when the tunneling time of the electron is smaller than half of the oscillation period
of the laser field. Thus, this ionization process is more effective for lower laser frequencies or
longer laser wavelengths. The so-called tunnel ionization becomes important at intensities in
the order of I ≈ 1012 − 1013 W/cm2.
For even higher laser field strengths the barrier suppression ionization takes over which is de-
picted in Figure 2.3c). The Coulomb potential gets even more decreased by the laser field such
that it lies beneath the ionization potential of the electron for a short period of time. As a con-
sequence, the electron can escape from the atom without having to tunnel through a potential
barrier. The modified Coulomb potential V (r, t) with the perturbation V ′(r, t) = −eE0(t) r of
the laser field and the charge Z of the produced ion reads




+ eE0 (t) r (2.22)
The laser intensity necessary for the occurence of this process can be calculated from the local
maximum of the potential Vmax, given by setting ∂ V (r)/∂ r = 0 and equating Vmax with the
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Figure 2.3: Laser-induced ionization mechanisms in plasma: a) Multiphoton (orange arrows) and
above threshold ionization (green arrows) where an arrow symbolizes the energy of a
single photon E = ħhω. b) Tunneling ionization in the presence of a strong laser field
which distorts the Coulomb potential, thereby making tunneling possible. c) Barrier
suppression ionization in the presence of a very strong laser field distorting the Coulomb
field such that electrons are immediately freed.
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In order to ionize gold atoms via this mechanism to a charge state of Z = 1 the laser intensity
would have to exceed Ithr = 2.8×1013 W/cm2. After the first ionization processes are initiated
by the laser interaction with matter the free electrons will ionize further atoms by collisional
ionization for high density (solid) targets [51].
The properties of the generated preplasma, i.e. its scale length or its density, are mainly de-
termined by the laser prepulses. While for some experiments the preplasma is needed, since
it delivers free electrons and ions to be accelerated through the target. For other experiments,
e.g. for studying the laser breakout afterburner (BOA) [58] mechanism (see section 2.5) where
ultrathin targets are used, it is more important to keep the preplasma as small as possible. De-
pending on the special prepulse requirements the laser contrast ratio has to be adjusted.
Assuming a one-dimensional isothermal expansion [40] the generated preplasma expands from
the target surface with an exponentially decaying density profile. Its expansion velocity is given






/mi and depends on the electron and ion tem-
perature Te and Ti, the degree of ionization Z as well as on the ion mass mi. The scale length
l = cs t of the expanded preplasma is then defined as the position where the exponentially de-
caying density n(z) = n0(z)exp
 −z/(cs t) is decreased by a factor of 1/exp(1) with respect




Typical values for the plasma scale length are in the order of a few micrometers. The plasma
ablation creates a high pressure on the laser irradiated target surface. This ablation pressure
compresses and heats the surface material. Furthermore, it initiates a shock wave travelling
into the solid target due to energy conservation. When the main pulse arrives it interacts with
the already rarefied preplasma.
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The electrons in the preplasma get disposed by the laser field versus the positive ions which
can be regarded as a stationary positive ion background due to their much higher inertial mass.
The established charge separation violates the quasineutrality of the plasma. An electric field
builds up and the electrons are driven back by the resulting repulsive force F = −eE. The
electrons begin to perform harmonic oscillations around their equilibrium position against the





which is the so-called (electron) plasma frequency. It is obtained by solving the equation of








z = −ω2pz . (2.26)
The plasma frequency only depends on the electron density in the plasma and on the electron
mass. In the relativistic regime the latter increases, thus, the plasma frequency gets diminished
which will have an important impact on the further laser propagation in the plasma as well as
on the laser energy absorption. The electron oscillations involve the electrons as a whole which
is expressed by its dependency on the electron density. Thus, they describe a collective behavior.
The propagation of the laser pulse in the plasma not only affects the electrons, but it expe-
riences a back-coupling effect from the electrons, since it is itself strongly influenced by the
oscillatory electron motion and, hence, by the electron plasma density. As long as the laser
frequency ωL is larger than the plasma frequency ωp, the electrons cannot keep up with the
fast oscillating laser field and the laser pulse propagates further into the target. With increasing
laser propagation length the plasma density continuously rises and with it also the plasma fre-
quency increases according to equation (2.26). Whenωp approachesωL, the electrons begin to
follow the fast oscillations of the laser field and screen it by their charge. The absolute value of
the laser wave vector k =
q
ω2L −ω2p/c vanishes. Due to the electron shielding the laser pulse
can only propagate evanescently further with an exponentially decaying field amplitude and
gets reflected. Its penetration depth is the so-called skin depth which is obtained by ls = c/ωp.









according to equation (2.25). Assuming a laser wavelength of λL = 800nm and γ= 1, the criti-
cal density has a value of nc = 1.75×1021 cm−3 which is roughly about two orders of magnitude
below the solid state density of nss ≈ 1023 cm−3. For longer laser wavelengths the critical den-
sity is smaller and the laser light is reflected earlier than it is the case for short laser wavelengths.
A helpful parameter for classifying the different density regimes of the plasma constitutes the













If η becomes imaginary, which corresponds to ωL < ωp, the laser pulse cannot propagate fur-
ther into the plasma and gets reflected. The plasma is therefore called overdense. In contrast,
for a laser frequency of ωL > ωp, the refractive index becomes a real number. In this case, the
laser propagation into the plasma proceeds and the plasma is called underdense. The critical
density represents the plasma density at which this transition from underdense to overdense
plasma occurs. It is equivalent to the transition from a real to an imaginary refractive index.
If the electron motion becomes relativistic, i.e. γ > 1, the plasma frequency will decrease as
a consequence of the growing mass inertia of the electrons while the critical density will in-
crease according to equation (2.27). The laser pulse can propagate further into the plasma than
in the nonrelativistic case. This phenomenon is known as relativistic transparency [59]. This
effect becomes amplified by the ponderomotive effect due to which the electrons are expelled
from regions of higher intensity. As a consequence, the electron density in the laser beam cen-
ter drops and a plasma channel builds up in which the laser pulse can penetrate further. The
contribution of the ponderomotive effect is therefore known as self-channeling. Both processes
cause an increase of the local refractive index in the beam center and, hence, have a focusing
effect on the laser pulse.
Moreover, the focusing of an intense laser beam into the plasma involves an additional variation
of the refractive index in dependence of the radial laser intensity. In the central region of highest
laser intensity the refractive index is higher than in the outer regions of the laser beam. In total,
this spatial dependency of the refractive index acts as a focusing lens. The effect is therefore
called relativistic self-focusing. This intensified focusing with an increased energy density in the
beam center enforces the electron acceleration and thereby leads to increased ion energies.
2.3 Laser energy absorption by electrons
The energy transfer from the electromagnetic field of the laser pulse to the plasma is one of
the most important aspects in the laser-ion acceleration since it influences both the maximum
obtainable ion energy and the number of accelerated ions. Up to now, the highest laser intensi-
ties still do not suffice to accelerate plasma ions directly which would request intensities about
I ≥ 5× 1024 W/cm2. Therefore, the laser energy has to be mediated to the ions by the plasma
electrons having a much lower inertia than ions. These accelerated plasma electrons can deliver
their energy to the plasma ions by collisions, electrostatic field generation or other processes.
The laser energy absorption by electrons is determined by several parameters, beginning from
the laser prepulse and the properties of its generated preplasma, serving as the source of free
electrons, over the laser pulse parameters, e.g. intensity, pulse duration, pulse shape and inci-
dence angle, to the target properties like thickness, surface roughness and conductivity. The
electron motion in the laser-generated plasma is generally determined by the Lorentz force,
equation (2.4). The Lorentz force must have an oscillating component in direction of the den-
sity gradient ∇ne, i.e. E · ∇ne 6= 0, in order to drive plasma oscillations, which finally lead to
electron acceleration [60].
At laser intensities I ≤ 1016 W/cm2 collisional processes dominate. An electron collides with
an ion or with another electron in the underdense plasma and thereby gains energy by absorb-
ing a photon in the presence of the laser field. Contrary to the case, where an electron loses
energy by irradiating a photon –known as bremsstrahlung–, this mechanism is therefore called
inverse bremsstrahlung since it physically describes the opposite process. But it is also known
as collisional absorption in the literature due to its property of collisional electron heating. The
electron-ion collision frequency scales as νei ∝ neZ/T 3/2e . It reduces as the effective electron
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temperature rises which occurs for increasing laser intensities. Therefore, this mechanism plays
only a negligible role at laser intensities exceeding I ≈ 1018 W/cm2 at which the electron mo-
tion becomes relativistic. In this intensity regime collisionless processes govern the laser energy
absorption by relativistic electrons, in the following named as hot or fast electrons, whose en-
ergy roughly corresponds to the ponderomotive energy Wpond given in equation (2.19).
One option of classifying the different absorption mechanisms is to divide them according to
the plasma regime in which they arise. While laser energy absorption by the ponderomotive
acceleration and the direct laser acceleration may occur in the underdense plasma, resonance
absorption, Brunel heating, laser hole boring and j× B heating set in at the critical density sur-
face, i.e. in the overdense plasma region.
2.3.1 Ponderomotive acceleration and laser hole boring
The ponderomotive acceleration usually becomes the dominating electron acceleration mecha-
nism in the relativistic laser plasma interaction. The ponderomotive force, like it is described
in section 2.1.1, acts along the negative gradient of the electric field und pushes electrons out
of regions of higher intensity. The radial push of electrons out of the laser beam center occurs
due to a radial intensity profile of a nearly Gaussian beam shape. Due to the rising edge of the
laser pulse in its propagation direction the laser pulse has also a longitudinal intensity profile.
The ponderomotive force can therefore act also in the longitudinal direction. When the main
laser pulse is incident on the already extended preplasma, its major interaction with the plasma
electrons occurs at the critical density surface. Here, the laser pulse can propagate further only
evanescently into the overdense plasma and becomes reflected. Since the electric field gradient
achieves its highest value here, the ponderomotive force is most effective at the critical sur-
face and accelerates the electrons normal to the critical surface into the target. Thereby, the






1.37× 1018 W/cm2µm2 − 1
∼= kBTe (2.29)
which can be assigned to an effective temperature Te of the electron population.
The depletion of electrons in the central region of the laser beam induced by both the pondero-
motive effect and the relativistic self-focusing of the laser let the laser penetrate deeper into the
plasma. The laser hole boring effect [61] occurs when the light pressure pL = I/c exceeds the
electron plasma pressure pe and thereby pushes the critical surface further into the target. The
preplasma cannot expand anymore in longitudinal direction and even becomes compressed.
This leads to a steepening of the plasma density profile. The preplasma can only expand later-
ally back into the underdense plasma region which resembles boring a hole into the plasma.
2.3.2 Resonance absorption
For p-polarized laser light irradiating the target under an incidence angle θ with respect to the
target normal the reflection of the laser pulse sets already in at a density ne = nc cos2 θ < nc.
The electric field component in direction of the target normal can tunnel further into the target
up to the critical density where it can excite resonantly growing electron oscillations over some
laser oscillations. When the electron oscillaton amplitude reaches a critical value the electrons
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are driven into the plasma in form of a resonant electron plasma wave withωL =ωp. This pro-
cess is therefore called resonance absorption. Since for s-polarized laser light there is no electric
field component in direction of the target normal no electron plasma wave can be generated
with that polarization. The same argument is valid in case of normal incident laser light. The
effectiveness of resonance absorption depends on the laser incidence angle θ as well as on the
scale length l of the preplasma. For a large value of θ > 80◦ the distance between the reflection
surface and the critical surface will be too long for tunneling while for a small value of θ < 10◦
the electric field component parallel to the target normal will be very small and an electron
plasma wave cannot be driven efficiently. In case of a steepened density profile, e.g. due to
the ponderomotive force, the tunneling distance becomes smaller and the dependency on the
incidence angle gets less important. In contrast to inverse bremsstrahlung, where almost all
electrons absorb small amounts of the laser energy, only a small part of the electrons receives
an energy transfer from the laser field in the resonance absorption process, but this energy
transfer turns out to be larger.
2.3.3 Brunel heating
If the density gradient of the preplasma is very steep2, similar to a step-like vacuum-plasma in-
terface, the field amplitude of the resonantly driven electron plasma wave at the critical density
will be in the same order as the incident electric field E0 of the laser [51]. The electrons will
oscillate with an amplitude of z = eE0/(meω2L) = vosc/ωL in direction of the density gradient.
If this amplitude is larger than the plasma scale length (equation (2.24)), i.e. vosc/ωL > l,
resonantly driven plasma waves cannot propagate any further but are extinguished after one
laser oscillation cycle [62]. At relativistic intensities the ponderomotive force provides a steep-
ening of the density profile by piling the electrons radially up. The resonance absorption goes
over into the so-called not-so-resonant absorption introduced by Brunel [63] and therefore also
known as Brunel heating or vacuum heating in the literature. In this electrostatic model the elec-
trons can be pulled away from the plasma region into the vacuum by the p-component of the
incident plus reflected electric field of the laser pulse. This happens in the first half oscillation
cycle while the electrons flip and get accelerated into the plasma in the second half laser cycle
with reversed field polarity. A pulsed electron acceleration into the target occurs resulting in
one pulse of hot electrons per laser cycle. The electrons which have gained sufficient energy
can cross the critical surface and propagate further into the overdense plasma region where the
laser pulse cannot follow them due to its reflection at the skin depth (see section 2.2).
2.3.4 Direct laser acceleration
In the underdense plasma region relativistic self-focusing of the laser beam and the relativistic
mass increase of the electrons lead to a much higher refraction index and to a higher intensity
on the laser beam axis where a plasma channel builds up. The ponderomotive force drives
a large amount of the electrons radially outwards which generate a radial electric field. The
residual electrons produce an electron current in forward direction which induces an azimuthal
magnetic field. These generated electric and magnetic fields act back on those electrons, which
move forward with a small deviation from the laser beam axis, forcing them to oscillate with the
so-called betatron frequency ωβ = ωp/
p
2γ. If the betatron frequency matches the Doppler-
shifted laser frequency and the phase of both the laser and the electron wave coincides the
2 Such a steep density profile is achieved by a laser with a high contrast ratio.
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electrons can be accelerated to high energies due to the established resonance condition [64].
A necessary demand for this direct laser acceleration is that the laser pulse length λL = cτL has
to be larger than the plasma wavelength λp = 2pic/ωp so that resonant coupling of the electron
oscillation with the electric laser field can occur.
2.3.5 j× B heating
As soon as the laser intensity becomes relativistic, the magnetic component of the Lorentz equa-
tion (2.4) contributes to the laser energy absorption by electrons and is therefore known as j×B
heating [65]. The longitudinal v × B force drives nonlinear plasma oscillations with a similar
electron dynamics like in case of Brunel heating, i.e. producing a strong electron heating. In
case of Brunel heating the driving force of plasma oscillations is of electrostatic nature and is
caused by the electric field component of a p-polarized obliquely incident laser pulse perpen-
dicular to the target surface, while the driving force vanishes for s-polarized as well as for
normal incident laser pulses. In contrast to Brunel heating, the v × B force does not underly
these constraints. Since the magnetic force acts along the propagation direction of the laser
pulse it is most efficient for normal incident laser light. Additionally, the main differences to the
electrostatic driving field are that the excitation of plasma oscillations by the magnetic force re-
quires a resonance frequency of ωp = 2ωL instead of ωL, i.e. two relativistic electron bunches
are generated in one single laser cycle. Furthermore, the magnetic force scales with a20 instead
of simply a0. The quadratic scaling underlines the importance of the magnetic field in the ul-
trarelativistic regime, where a0 1, and its insignificance in the non-relativistic regime, where
a0  1. A detailed analysis of the magnetic force effects using a non-relativistic perturbative
approach is given in [49], illustrating that the oscillating term of the magnetic force is strongest
in case of linear polarization and vanishes in case of circular polarization while the cycle aver-
age of the v×B force describes the ponderomotive force being independent of the polarization.
The first experimental validation of j×B heating was published by Malka and Miquel [66] using
an ultrahigh intensity laser pulse (I > 1019 W/cm2) of 400 fs pulse duration. By measuring the
optical transition radiation (OTR), which is emitted by electrons from the target rear surface
when crossing the plasma-vacuum interface [67], both frequency components, 2ωL and ωL,
could be differentiated in dependence on the polarization and laser incidence angle [68].
2.4 Electron transport through dense matter
The above described mechanisms of laser energy absorption by electron acceleration in a plasma
convey a qualitatively good theoretical picture of the first regime in the laser-plasma interac-
tion. There are plenty of publications, which confirm the basic ideas of those mechanisms by
both experimental results and numerical simulations. The latter demonstrate the sensitivity of
the numerical results to certain parameters like the total electron density n0, the laser entrance
angle θ and the plasma scale length l = nc/
∂xnene=nc as well as the strong dependence of
the electron trajectories on the initial conditions [49, 57]. But it has to be considered that the
simulation results are based on idealized assumptions of the underlying physics. For example,
the real shape of the laser pulse of finite width is unknown and leads to a deformation of the
plasma surface and, thus, to locally varying laser incidence angles with the consequence of a
time-dependent absorption. Furthermore, the ion motion is usually neglected which results in
local density modifications having an impact on the local electromagnetic fields.
From the experimental viewpoint, for the validation of the absorption mechanisms only indirect
measurement techniques like bremsstrahlung radiation and optical transition radiation [69, 70]
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or Kα-imaging [71–73] exist up to now. Since the energy transfer from the laser field to the elec-
trons cannot be analyzed on its own, i.e. detached from the electron dynamics in the plasma,
for all these detection methods the electron transport dynamics through the plasma is involved,
too. This is where the second regime in the laser-plasma interaction comes into play which
also addresses the most complex and less understood part of all [74]. Here, one has to cope
with collective effects like self-generated electric and magnetic fields and instabilities, but also
with single particle effects like collisions and multiple small-angle scattering [75]. A thorough
introduction to the electron transport is given in [76].
The whole process of hot electron generation and transport in the overdense plasma region
is schematically represented in Figure 2.4 and is described in the following.
The laser impact on the target produces a large current density jfast = encc ≈ 5 TA/cm2 (for
λL = 1µm) of fast electrons which is transported through the plasma. Assuming that the
current density flows in a cylindrical channel with a radius in the order of the laser spot size
r0 ≈ 10µm, the corresponding current results in Ifast = jfastpir20 ≈ 1.6 × 107 A. This current
generates an azimuthal magnetic field Bθ = µ0Ifast/(2pir0) ≈ 3× 105 T according to Ampère’s




pir20d ≈ 200 J , (2.30)
supposing a typical value of the target thickness d = 10µm. This value exceeds the absorbed
laser energy in almost all cases which contradicts energy conservation. It implies that this huge
current density has to be neutralized by a return current density jret. such that
jtotal = jfast + jret. ≈ 0 (2.31)
locally [77]. The same request is obtained when regarding the space-charge electric field. If
there was no return current, a surface charge density would be built up at the target sur-
face from which the fast electron current leaves such that a uniform electrostatic space-charge
field E ≈ 4piencc t would establish. An electron would experience the work Wes = eEx ≈
4pie2nc(c t)2 = mec2(ωL t)2 exerted on it, thus, relativistic electrons would be stopped within
less than one laser oscillation cycle [49].
The response of the target material to the established space-charge electric field depends
strongly on the material conductivity [76], as was shown in experiments investigating the
fast electron transport in metal and plastic targets [78]. While in conducting materials the
return current can rapidly be produced by cold background electrons, which permit the fast
electrons to penetrate the overdense plasma, so-called electric field inhibition may occur in
insulators. The electric response in insulators is much slower. Hence, the fast electron cur-
rent cannot be compensated immediately by a return current. Since the material conductivity
increases with the plasma temperature, electric field inhibition becomes unimportant for rela-
tivistic laser intensities, where the plasma temperature rises up to the order of keV. But in front
of the fast electron current the plasma temperature is much lower such that electric field inhi-
bition could occur there.
As a consequence of the required counterpropagating charge flow jret., an anisotropy in the
plasma temperature is produced and kinetic instabilities in form of electromagnetic two-stream
instabilities, a special case of Weibel instabilities [79], evolve [80]. These lead to current fil-
amentation in the underdense plasma regime [81–83] and, hence, to self-generated magnetic
field filamentation [84]. These filaments permit to transport a much higher current than the





βγ ≈ 17.1βγ kA [86, 87]. Shielded by the return current sur-
rounding the filaments, the latter get mutually attracted by the magnetic force [88] and finally
3 The Alfvén current describes the transport limit set by the interaction of a current with its self-generated
magnetic field [85] in vacuum.
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Figure 2.4: Schematic description of the hot electron transport in the laser-generated plasma. A
laser pulse of high intensity deforms the already generated preplasma surface by its
radiation pressure leading to a steepening of the density profile as shown in the one-
dimensional diagram on top. A shock wave created by the ablation plasma travels
into the target where it ionizes, heats and compresses the material. The generation
of fast electrons leads to a high current jfast flowing to the target rear side and to a self-
generated magnetic field (blue- and red-colored regions). This current is neutralized by
a counterpropagating return current jret. which causes streaming instabilities in form of
fast electron beam and magnetic field filamentation. A global magnetic field arises due
to mutual attraction and coalescence of magnetic field filaments which pinches the elec-
tron current on axis. In contrast, multiple scattering of fast electrons with background
electrons and ions induces a beam broadening. The most energetic electrons escape
from the target rear surface into vacuum establishing a strong electrostatic sheath field
(gray line in the diagram on top). Lower energetic electrons get deflected by this field,
reenter the target and can recirculate. This picture was taken from [84].
merge into a single global current channel [81, 89]. With this forward travelling global net
current a global azimuthal magnetic field establishes. The magnetic field rises with increasing
plasma density and begins to pinch the current such that the fast electrons propagate to the
target rear side in a collimated beam channel on axis. On the contrary, the slow electrons get
deflected by the magnetic field with backward travelling trajectories [90].
While a filamented structure of the electron current could be evidenced in insulating materi-
als [91] as well as in layered targets [92, 93], conducting targets did not show any proof of a
filamented electron transport, but demonstrated a uniform transport profile [94]. Therefore,
metal targets are usually used for laser-ion acceleration experiments in which the electron trans-
port through the target plays a major role.
While the fast electrons are propagating through the plasma they begin to lose energy due to
the self-generated space-charge field and the cold background electrons get ohmically heated.
As a consequence of the experienced multiple small-angle scattering [75], the electron distri-
bution broadens during their propagation through the plasma, thus, counteracting the pinching
effect of the magnetic field. The divergence angle of the hot electrons at the target rear side was
indirectly measured in several experiments [69, 73, 94, 95] by different methods, e.g. imaging
the Kα emission, bremsstrahlung or shadowgraphy of the plasma expansion on the rear sur-
face. The obtained values lay between θe ≈ 30◦ [95] and θe ≈ 54◦ [73] refering to the full
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divergence angle. Furthermore, it was observed that the electron beam divergence rises with
increasing laser intensity [95].
The dependence of the hot electron production on a variety of parameters makes it difficult
to compare the individual experiments with each other. Commonly, values like the conversion
efficiency, i.e. the fraction of absorption, in hot electrons ηe and the hot electron tempera-
ture Te,hot evaluated by the ponderomotive energy (see equation (2.19)) are indicated in a
phenomenological way. The hot electron distribution is commonly described by a Maxwell-
Boltzmann distribution with a temperature Te,hot according to
ne,hot(E) = n0e
−E/(kBTe,hot) (2.32)
since it fits best to the most used numerical model [61] and also to experimental data. A more
detailed discussion on the hot electron distribution function is found in [96].





where EL denotes the energy of the laser pulse and Ne,hot the total number of hot elec-
trons. Experimental measurements delivered conversion efficiency values between 0.1 and
0.5 [60, 71, 97] with experimental hints of much higher values for ultrarelativistic laser inten-
sities [98]. Assuming a mean conversion efficiency of ηe = 0.3, a hot electron temperature of
kBTe,hot = 1MeV and a laser energy of EL = 10 J, a rough estimate of the total number of hot
electrons yields Ne,hot ≈ 2× 1013.
2.5 Laser-ion acceleration
As already discussed at the beginning of section 2.3, direct acceleration of ions would require
laser pulses with intensities of I ≥ 5× 1024 W/cm2. This is more than two orders of magnitude
larger than the current record of about 1022 W/cm2 obtained at the HERCULES laser in 2008
[99]. So far, the acceleration of ions is therefore driven by hot electrons which underlines their
fundamental role as laser energy transmitters.
Measurements of proton acceleration made in 1999 observed collimated proton beams which
had multi-MeV energies and were emitted from the target rear side of solid targets [8–10].
This observation caused a strong worldwide attention towards the field of laser-ion acceleration
since the previous experiments recorded accelerated protons of only few MeV which were emit-
ted from the target front side and had a broad angular distribution [100–102].
The generation and acceleration of protons from the target rear surface is based on a different
mechanism compared to the observed acceleration from the target front surface since the hot
electrons have gained more energy and have a higher directionality after having passed the
overdense plasma. The most prominent and best investigated mechanism constitutes the target
normal sheath acceleration (TNSA) mechanism. During the TNSA the most energetic electrons
escape from the target rear surface into vacuum and establish an electric sheath field of such a
strength that it is able to instantaneously field-ionize the atoms on the target rear surface and
to accelerate these ions in target normal direction. The TNSA mechanism was introduced by
Wilks et al. [31] in 2001 and was able to explain the experimental data on proton acceleration
from the target rear surface [10, 12].
In the last decade there was a lot of research done regarding the laser-ion acceleration, es-
pecially the TNSA. Theoretical models of the TNSA were developed basing either on a static
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or a dynamic description of the electric sheath. The ion dynamics is treated electrostatically
and nonrelativistically within a fluid model [40, 41, 103] with electrons supposed to be in a
Boltzmann equilibrium. The models do not consider the preceded laser-matter interaction but
use the resulting electron temperature Te,hot as well as density ne,hot as initial conditions. The
experimental improvements made on the TNSA concerned the increase of the maximum ion
energy, but also the aim of obtaining monoenergetic ion beams with high directionality. These
improvements led to the discovery of new laser-driven ion-acceleration mechanisms like the
laser break out afterburner [58] and the radiation pressure acceleration [104].
2.5.1 Target Normal Sheath Acceleration
A schematic description of the temporal evolution of the TNSA is presented in Figure 2.5. In
(a), the focused laser pulse interacts with the expanding preplasma which is created by the
laser prepulse on the target front surface. As shown in (b), in the underdense plasma and
at the critical density, where the laser pulse is reflected, hot plasma electrons are accelerated
in forward direction. The hot electron transport through the target is maintained during the
laser pulse by the established return current. When the hot electrons reach the target rear side
the most energetic ones, having energies kBTe,hot in the range of a few MeV, can break out
of it and can escape into the vacuum, as Figure 2.5(c) illustrates. There, the resulting charge
separation induces an electrostatic potential Φ according to the Poisson equation and reads in













eeΦ/(kBTe,hot) − θ (−z) , (2.34)
Herein, the electron density is given by equation (2.32), in which the kinetic energy is substi-
tuted by the potential energy −eΦ. The ion density profile is supposed to have a step at the
target rear surface at z = 0 and is described by ni = (n0/Z)θ (−z) with the charge state Z of
the ions, i.e. all the ions are inside the target marked by z < 0. Furthermore, the plasma is
regarded as globally neutral, thus, the integral of equation (2.34) from −∞ to ∞ is zero and
the derivative of the potential ∂zΦ has to vanish at ±∞. Deep in the target material the elec-
tron density should equal the background density n0 while it vanishes in the vacuum far away
from the surface, i.e. Φ(−∞) = 0 and Φ(∞) = −∞. The Poisson equation can then be solved










and the established electric field yields


















with the maximum electron density ne,0 on the target rear side. The Debye length defines
the characteristic length at which the electric charges begin to be screened. It gives a good
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Figure 2.5: Schematic description of TNSA. a) The focused laser pulse interacts with the expanding
preplasma on the target front surface. b) In the underdense plasma and at the critical
density, where the laser pulse is reflected, hot plasma electrons are forward accelerated
and a return current of cold background electrons builds up. c) The hot electrons escape
from the target rear side with a broadened distribution and establish a dense electron
sheath. Atoms on the target rear side get ionized by the strong electric field created by
the charge separation. d) These ions are accelerated in direction of the target normal.
A quasi-neutral plasma expansion with co-moving electron sets in while the target is
destroyed. This picture was taken from [105].
estimate on the longitudinal extension of the electron sheath and usually is in the order of few
micrometers. For example, assuming an electron density of ne,0 = 1021 g/cm3 near the critical
density and an electron temperature of 1 MeV the Debye length yields 0.23µm.
At the target-vacuum interface, i.e. z = 0, the electric field reaches its maximum value which is








The strength of this electric field is comparable to the strength of the laser electric field.
The electrons which become deflected by the electric field reenter the target moving towards
the target front side. For laser pulses with pulse durations exceeding the time τ≈ 2d/c, which
the electrons need to propagate forth and back through a target of thickness d, the refluxing
electrons can be accelerated again at the target front side. This phenomenon of repeated elec-
tron acceleration by the laser pulse is therefore called recirculation and could be confirmed by
several experiments [69, 92] and also by simulations [90]. The pattern of electron recircula-
tion enables to maintain the electrostatic sheath field for a time scale in the order of the laser
pulse duration. In case of a laser wavelength of 800 nm one laser oscillation period results in
tosc = λL/c = 2.67 fs and is considerably exceeded by the pulse duration of the laser. There-
fore, the electric sheath field can be considered as quasi-static compared to other relevant time
scales in this process. Due to the electron recirculation enhanced proton energies were gained,
first demonstrated by MacKinnon et al. [107]. For long laser pulses, the electron recirculation
may be limited by the shock wave which is induced by the ablation pressure on the target front
side and travels into the target. When the shock wave front reaches the target rear surface the
recirculation ceases and the target material is blown away.
Like depicted in Figure 2.5(c), besides the deflection of lower energetic electrons the gen-
erated electric field is strong enough to ionize the target atoms on the rear surface and to
accelerate these ions. The governing ionization process constitutes the field ionization by bar-
rier suppression (FIBS) [108, 109], described in section 2.2. The electric sheath field deforms
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the Coulomb potential of the atoms on the target rear surface such that the Coulomb barrier is
lowered beneath the ionization potential of the electron for a short period of time. The electron
is immediately emitted into the continuum (see Figure 2.3c)). The threshold electric field Ethr







For the field-ionization of C4+ having a binding energy of Uion = 64.5 eV [110] an electric field
of 0.18TV/m is required [111]. This value is exceeded by the electric sheath field by at least
one order of magnitude and a very fast field ionization of C4+ occurs followed by its acceler-
ation. The threshold value for C6+ already results in 7 TV/m, thus, requiring a much stronger
electric field.
Since the direction of the electric sheath field is along the target normal the ions are accelerated
perpendicularly to the target surface. As Figure 2.5(d) illustrates, the ion acceleration occurs in
a directed plasma expansion in forward direction.
Due to recirculation TNSA at the target front surface occurs as well, but the generated expand-
ing preplasma blurs the density gradient, which therefore becomes smoother compared to the
sharp density profile at the target rear surface. This results in a less pronounced accelerating
field potential leading to smaller ion energies as well as a larger broadening of the emitted ions
compared to the strong acceleration of ions from an initially cold target rear surface exhibiting
an ultralow source size emittance [11]. However, the suppression of a preplasma expanding
on the target front surface demonstrated that a rather symmetric proton acceleration from both
target surfaces is obtained [112]. This emphasizes the importance of the arising density profile
for the TNSA.
The protons accelerated in the TNSA process stem from target impurities being partly present
in the target bulk material but predominantly from a contamination layer on the target surface
consisting of hydrocarbons and water vapour. Unless the target is specially treated, this con-
tamination layer is always present due to the target’s exposure to air prior to the experiment.
Rear surface atoms with the lowest ionization potential are preferably ionized and the ions with
the highest charge-to-mass ratio q/m are favorably accelerated by the electrostatic sheath field.
Protons from the topmost target surface layer are exposed to the highest electric field gradients
–therefore they constitute the predominant accelerated ion species– and screen the electric field
for protons and ions coming from the successive layers. These in return experience a decreased
electric field gradient and, consequently, get less accelerated. The acceleration of particles
from different target depths results in a broad energy distribution which becomes broader with
increasing contamination layer thickness [1]. With the help of different techniques of target
surface cleaning the contamination layer becomes reduced. This has a strong impact on the
subsequent ion acceleration as it was investigated in the frame of this thesis. An additional en-
ergy broadening may result from the inhomogeneous electron distribution in the sheath which
produces an inhomogeneous accelerating field in the transverse direction.
The broad TNSA ion energy spectrum represents one of the two main disadvantages of this
laser-ion acceleration process since for most of its applications, e.g. the injection into particle
accelerators [11, 14, 15] or proton therapy [27, 30, 113], an ion beam with a distinct energy
and a collimated beam profile is needed. The second main disadvantage represents the still rel-
atively large divergence angle of the emitted ions with a half opening angle of up to 30◦ [114]
resulting from the spatially inhomogeneous electron sheath. The initial ion source size radius
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can be approximated by the electron broadening angle θe during their propagation through the
target of thickness d and results in






It is relatively small, e.g. for a laser focal spot radius of r0 = 10µm, θe = 40◦ and a target
thickness of d = 10µm the ion source size radius yields 13.6µm corresponding to a source
size of pir2source = 585µm
2. But once the ions detach from the target rear surface they expand
in a plasma cloud. Furthermore, the electron sheath also expands laterally as the electrons
recirculate several times within the target. This contributes to the effect of ion beam broadening.
Nevertheless, laser-accelerated ions provide high quality beam properties like a high particle
intensity [10, 12], a short pulse length and a very low transverse source emittance [11]. These
characteristics exceed the parameters of standard particle accelerators and that is why laser-
accelerated ion beams have gained a large interest in scientific research since their discovery.
Theoretical approach to TNSA
A complete theoretical description of the TNSA is highly complicated since it involves not only
the multi-dimensional electron expansion into vacuum, and correlated to that the induced elec-
tric field distribution, but also the atomic composition on the target rear surface, ionization
processes and the ion acceleration. The following diagram illustrates the interplay of these
three parts with each other:















Almost all TNSA models do not include the laser absorption regime and the complex electron
transport dynamics through the target but initiate with a given distribution function fe of hot
electrons. The hot electrons leaving the target rear side generate an electric field with its peak
value on the target rear side. The electric field itself depends on the hot electron density distri-
bution ne,hot and temperature Te,hot and both acts on the lower energetic electrons by deflecting
them backwards into the target and on the atoms located at the target rear surface. These
atoms become ionized in dependence on their ionization potential and accelerated according
to their spatial position r and their charge-to-mass ratio qi/mi. The electric field reduces as
the electrons lose energy to the ions via the Coulomb force. These electrons are supposed to
accompany the accelerated ions and are therefore called co-moving electrons. Thus, the particle
acceleration can be regarded as a quasi-neutral plasma expansion.
Analytical models
The current analytical TNSA models all have the common aim of giving a reliable prediction
on which parameters influence the ion acceleration, especially regarding the maximum ion en-
ergy and their energy distribution, and how the scaling with these parameters looks like. The
analytical models can be categorized into mainly two different approaches. The first one bases
on a quasistatic approach [115]. It is valid only for a very short time scale on which collective
24
ion reactions to the generated electron sheath cannot occur. Only the most energetic ions are
accelerated by the electron sheath before the latter expands. Therefore, the quasistatic model
is well suited for an estimation of the maximum ion energies.
The second type of model bases on a fluid approach [40, 41] and considers longer time scales
on which the ions follow the expansion of the electron sheath. The isothermal plasma expan-
sion model by Mora [40] was one of the earliest TNSA models finding its justification in the
continuous supply with hot electrons during the laser pulse. It is widely used since it provides
a good estimate of both the ion energy spectrum and the maximum ion energy. The prediction









with the ion speed of sound cs =
p
ZkBTe/mi, the ion acceleration time tacc and the assumption
of quasineutrality ne,0 = Zni,0 could be reproduced relatively well by experimental results and
numerical simulations [38]. The ion acceleration time tacc can roughly be approximated by the
laser pulse duration τL or, according to [38], by tacc ≈ 1.3× τL. The maximum energy an ion
can gain during the isothermal plasma expansion results in







with the dimensionless time variable τ=ωp,i tacc/
p
2exp(1), where ωp,i =
Æ
ne,0Ze2/(ε0mi)
denotes the ion plasma frequency. In the original work of Mora the acceleration time tacc in the
equations above was substituted by the continuous time t. However, in this case the maximum
ion energy would continuously increase. This unphysical behavior was avoided by inserting a
phenomenological cutoff [60] in form of the finite maximum time for the ion acceleration tacc,
which was determined experimentally by Fuchs et al. [38] with the relation written above. In
a revised version the plasma expansion was treated adiabatically [41] considering the electron
cooling due to their energy loss by plasma expansion, collisions and radiative losses.
Numerical simulations
While the analytical TNSA models are a good estimate for one-dimensional quantities, they can-
not provide information about the much more complicated multi-dimensional quantities like the
time-dependent spatial or velocity distribution function of the ions. A more extensive picture
of the time-dependent ion acceleration including its transversal expansion can be addressed by
numerical simulations like particle-in-cell (PIC) simulations [116]. PIC simulations are widely
applied in laser-plasma interactions because they permit a kinetic description of the plasma
particles in a three-dimensional (3D) coordinate space. In this computational method parti-
cles are allocated on fixed points in a grid according to their initial distribution function. Each
computational particle represents a group of particles and can be visualised as a small piece of
phase space, i.e. a particle in a cell, which explains the name of this simulation procedure. After
the computation of the particle’s charge density the Maxwell equations are solved and the elec-
tromagnetic fields are obtained on discretized grid positions. The influence of the fields on the
particles by the Lorentz force is calculated leading to a modified particle distribution and charge
density on the grid. This procedure enables a 3D particle tracking in relativistic laser-plasma
interactions with a time resolution in the order of∆t ≤ω−1p = 0.177/
p
ne[1022cm−3] fs [105]
such that plasma oscillations can be resolved and with a corresponding grid size of about c/ωp
or even smaller than the local Debye length λD =
p
ε0kBTe/(nee2) when self-generated fields
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should be resolved. These requests of temporal and spatial resolution as well as the incorpora-
tion of a high number of simulated particles, which is needed to resolve large density gradients
in the plasma expansion, lead to very long computation times. In order to reduce the latter, one
has to cope with some limitations like switching to a 2D simulation, using smaller simulation
boxes or implementing macro-particles which carry a higher mass and charge, i.e. being com-
posed of a higher number of single particles.
2.5.2 Other ion acceleration mechanisms
The optimization of certain laser parameters like the increase in intensity of the laser pulse
or the laser contrast improvement by few orders of magnitude and the further development
of the target design led to the discovery of new possible acceleration mechanisms. In 2007
first hints of a new acceleration mechanism were found in PIC simulations which emerged
when a laser pulse of I ≈ 1021 W/cm2 interacted with an ultrathin target foil comparable to
the skin depth, i.e. a few nm [58]. After an initial TNSA phase the target electrons become
heated so strongly that the skin depth becomes comparable to the target thickness. The laser
can penetrate the target plasma and therefore, this mechanism was named laser breakout after-
burner (BOA)[58, 117]. When the laser pulse penetrates the target rear side its ponderomotive
force generates an intense relativistic electron beam propagating in forward direction. This
electron beam is supposed to experience un instability, the so-called relativistic Buneman insta-
bility [118, 119], which arises due to the relative particle drift of electrons and ions. Energy
transfer from the electrons to the ions occurs leading to assumed ion energies in the GeV-regime.
Recent experiments performed at the TRIDENT laser facility at the Los Alamos National Labo-
ratory (LANL) could provide enhanced proton and carbon ion energies [120] compared to the
ion energies obtained via TNSA when testing the BOA regime. According to simulations this is
related to the enhanced and volumetric heating of electrons.
Another new acceleration mechanism for circularly polarized laser pulses producing highly mo-
noenergetic proton beams of up to GeV-energies and with a very small divergence angle (< 4◦)
was numerically discovered in 2007 [104, 121, 122]. In this so-called radiation pressure accel-
eration (RPA) regime a thin foil is accelerated as a whole by the radiation pressure of a laser
pulse with I ≈ 1020 W/cm2. For thick targets the RPA is more commonly known as hole bor-
ing (see section 2.3.1) since the light pressure of the laser pulse deforms the plasma surface
parabolically, thereby steepening the density profile. For thin targets, a complete hole boring
sets in and the laser pulse can directly accelerate ions to high energies because the ions are not
screened by the background plasma anymore [60]. This regime is also known as the light sail
regime [123] due to the visualisation of a very thin object having an extended surface and low
mass. First experimental results [124] could confirm the supposed enhanced ion energies. More
detailed information about BOA and RPA, their differences to TNSA and the involved technical
challenges for their realization can be found in [117].
There were several new approaches made towards the improvement of laser-accelerated ion
beams. From the laser side a lot of improvement was achieved in the field of ASE contrast
enhancement where values about 10−10 and better are obtained, e.g. by direct amplification of
the oscillator pulses in an ultrashort optical parametric amplifier (uOPA) [125]. A high tempo-
ral contrast is mandatory for laser-ion acceleration experiments using ultrathin target foils, as
in case of BOA [126] and RPA [127], in which the prepulse or pedestal of the laser can already
destroy the target. A rise in laser intensity was mostly achieved by reducing the pulse duration
to values in the order of few ten fs and by improving the focusing optics since an increase in
laser energy is usually more difficult to achieve and also more expensive. However, it has to be
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considered that for an ultrashort pulse duration the ion acceleration time is also very short.
From the viewpoint of target fabrication a lot of research was done concerning a sophisticated
target geometry, e.g. specialized hemispherical and cone targets. These have the ability to
guide the generated particles in a collimated beam in forward direction, thus, acting as a fo-
cusing device [128]. The recent development tends to use thinner and mass-reduced targets
for permitting the laser pulse to penetrate the target. The coupling of the electromagnetic laser
field to electrons and ions in a confined space leads to volumetric heating and energy confine-
ment which are able to accelerate the particles more efficiently, like it is the case for BOA and
RPA [58, 104]. For example, the energy loss of electrons as a consequence of multiple small-
angle scattering while propagating through the dense plasma is almost completely prevented
because the electron transport regime, as described in section 2.4, is omitted for thin targets.
They become subject of relativistic transparency.
The modification of the detailed properties of both the laser pulse and the irradiated target
enabled to enter a new regime of laser-ion acceleration beyond the TNSA as this section illus-
trated. Besides the properties of the laser pulse, this underlines the importance of the target
characteristics for laser-ion acceleration experiments. Irrespective of the particular ion acceler-
ation mechanism the target –either its rear side in case of the TNSA or the complete target in
case of BOA and RPA– represents the ion source and determines the accelerated ion species as
well as their energy spectra decisively. Thus, a thorough target characterization contributes to
a more profound understanding of the laser-ion acceleration process.
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3 Target surface characterization
The knowledge of the structure of the target rear surface is of central concern for studies regard-
ing the laser-ion acceleration by the TNSA since the target rear surface acts as the ion source.
On the one hand, its atomic composition determines the elements, which can be ionized and ac-
celerated, and their fraction gives an indication of how many ions of a certain ion species could
in principal be accelerated. On the other hand, the measured ion spectra give important infor-
mation about the strength of the electric field potential. The accelerating electric field pointing
perpendicular to the target surface is experienced strongest for atoms located at the topmost po-
sitions of the target rear surface. Due to particle screening it is experienced weaker and weaker
for atoms located at deeper positions. Furthermore, the ionization potential increases both with
the atomic masses of the single elements and with the respective charge states. More energy is
needed in order to additionally remove the electrons from inner atomic shells than only those
from outer ones since the electrons on inner shells experience a higher bonding force to the
nucleus. The accelerating force exerted on the produced ions is proportional to their charge-to-
mass ratio q/m. Light atoms are preferentially ionized and ions with the highest charge-to-mass
ratios become favorably accelerated.
Adsorption of residual atmospheric gases on the target surface leads to the formation of a con-
tamination layer. Due to its topmost position on the target surface this contamination layer is
therefore exposed to the highest electric field gradients. The contaminants shield the electric
field for atoms from the target material, which consequently get less ionized and accelerated.
The experiments conducted in the framework of this thesis concentrated on the stepwise re-
moval of these contaminants by the irradiation with fs-laser pulses inducing desorption.
In this chapter the examination of the target surface structure plays the central role. The target
surface composition, summed over a depth of about 1µm, was measured by using the elastic
recoil detection analysis (ERDA) technique. The obtained results are presented in the following.
3.1 Elastic recoil detection analysis
The composition of the target surface contamination was investigated for copper and alu-
minum by performing an elastic recoil detection analysis (ERDA) [129, 130] carried out at GSI
Helmholtzzentrum für Schwerionenforschung GmbH and at the Maier-Leibniz-Laboratorium of
the Ludwig-Maximilians-Universität as well as the Technical University in Munich. The elastic
recoil detection analysis represents a well-established method for depth profile measurements
of the target materials. ERDA with heavy ions is particularly sensitive to the light ion content of
the target surface and is suited well for examining the contribution of target surface contami-
nations like hydrocarbons or oxides.
During an ERDA measurement the target is hit by a heavy ion beam, in the present case
136Xe with 1.4MeV/u, under a flat angle δ with respect to the target surface like shown in
Fig. 3.1a). After having lost a certain amount of energy along their path d/ sinδ through the
probe material these projectiles collide elastically with the target atoms and eject them in for-
ward direction, i.e. out of the target surface. The kinetic energy Er of the scattered target
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Figure 3.1: a) ERDA principle: An ion beam of energy Ei , mass Mi and proton number Zi (blue)
penetrates the target, thereby losing the energy ∆Ei = Ei − E′i , and collides with target
atoms of mass Mr and proton number Zr . These are ejected under the scattering angle
θ , arriving the detector with a residual energy of Er = E′r −∆Er (green). b) ERDA
measurement of a 20µm thick aluminum foil (raw data).
atoms of mass Mr and with the scattering angle θ is obtained via the elastic scattering theory






2 EiMi ≈ 4cos2 θ EiMi . (3.1)
In this equation, written in units of MeV/nucleon, the quantities Mi and Ei denote the mass and
energy of the projectiles and it is assumed that the ejected particles are much lighter than the
projectiles, i.e. Mr/Mi  1. The recoiled ions then have all nearly the same velocity and, thus,
they also have a similar energy loss [131] on their way through the target material since the
energy loss depends on the particle velocity.
The differential cross section of an assumed Rutherford scattering process with the proton num-

























where for the second expression Mr/Mi  1 and the approximation M = 2Z was used. In this
case, the cross section and, hence, the detection efficiency is not element specific anymore but
becomes the same for all recoiled ions [130]. Its very strong dependency on the proton number
of the projectiles being proportional to Z4i demonstrates the advantage of using heavy ions as
projectiles because of the increased counting rate even at low beam currents.
The ejected surface particles are analyzed by a magnetic spectrometer in case of H atoms
and an ionization chamber in case of heavier atoms, both combined with a charge coupled
device (CCD) detector. This ∆E − E detector system determines both the energy loss and the
remaining energy of the recoiled ions contemporaneously. The measured energy loss ∆E in
the ionization chamber gives information about the proton number Zr of the recoiled particle
while the residual energy, which is recorded in the CCD detector, provides a depth information
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Table 3.1: Particle concentration ρERDA on the surface of aluminum and copper target foils of 20µm
thickness summed over a measurement depth of ≤ 1µm. The ERDA measurements were
performed by a high resolution magnetic spectrometer for the analyzation of hydrogen
and by an ionization chamber for the analyzation of heavier atoms [1, 132].
of the particle in the target. Figure 3.1b) demonstrates a typical ERDA measurement of a 20µm
thick aluminum foil. Higher residual energies, given here in units of energy channels, belong
to particles located near the target surface. This mainly regards the contaminants as carbon
and oxygen. The projectiles experience only a minor energy loss since they have to penetrate
only a short distance through the target material until the elastic collision with these atoms.
Their momentum transfer to the target surface atoms is therefore higher than the momentum
transfer to particles located deeper in the target, like the aluminum atoms in this case. Thus,
the aluminum atoms get detected with lower residual energies than the target surface atoms.
Since a flat irradiation angle δ enlarges the propagation length of the projectiles into the target
it provides a higher depth resolution of the ejected particles.
The ERDA measurements deliver information not only about the composition of the target con-
taminations but also about the particle concentration on the target surface which is summed
over the measurement depth of ≤ 1µm. For the analyzed aluminum and copper target the
obtained results are shown in Table 3.1 [1]. Very similar results within the same order of mag-
nitude were obtained from the analysis of Pd, Zr, and W target foils [133]. The composition of
the aluminum surface shows the predominance of oxygen which stems from the native oxide
layer and is more pronounced for aluminum than for copper. The measured carbon fraction
of the aluminum surface is only half of the value measured for the copper surface while the
hydrogen content is relatively similar for both of the investigated target materials. In general,
target surface studies show that the contribution of carbon and hydrogen atoms prevails for
noble metals like gold whereas the other metals mainly show a considerable amount of oxygen




Although high intensity laser experiments take place in interaction chambers with common
vacuum conditions at a pressure in the order of 10−6 mbar, there is still some reduced flow of
residual gas present which interact with the chamber walls and all other surfaces inside the
interaction chamber. Since the targets used for laser-particle acceleration are usually produced
under normal air conditions, gas atoms in the atmosphere will interact with the target surfaces,
get deposited on the surface and can also diffuse into the bulk material. This is also the reason
why typical TNSA-experiments, in which metals are used as target material, mainly observe a
large quantity of accelerated protons and carbon ions instead of ions stemming from the mate-
rial itself.
The most prominent approaches of getting rid of the adsorbed contaminants on the target
surface are ohmic heating and ns-laser ablation. In case of ohmic heating –also known as
resistive heating– a current is applied at the target surface. The target material is heated due to
moving electrons which collide with ions and thereby transfer energy into kinetic energy of the
ions. The amount of generated heat Q has a quadratic dependence on the applied current and
is proportional to the electric resistance, i.e. Q ∝ I2R. This target heating leads to a substantial
rise of the desorption yield and also of diffusion since both the desorption and the diffusion rate
increase with temperature.
The removal of surface contaminations by ns-laser ablation occurs also via heat transfer, but as
a consequence of irradiating the target surface with laser pulses of nanosecond pulse durations.
The laser energy is absorbed by the electrons and instantaneously transferred to the lattice via
electron-phonon coupling. The target heating can be described by a heat conduction equation.
Since the heat conduction proceeds slowly, only the target surface becomes strongly heated in-
ducing a significant change of the thermophysical properties of the material [46]. Evaporization
of the target surface begins and for sufficiently high laser fluences above the so-called ablation
threshold an ablation plasma is generated [134]. This thermal ablation usually is the dominat-
ing mechanism for nanosecond laser irradiation on solids. However, due to the interaction of
the long laser pulse with the ablated plasma particles less laser energy is available for the ab-
lation process, hence, the efficiency of laser ablation drops. Furthermore, hot plasma particles
can begin to sputter and thereby damage the target.
Both methods of surface particle removal involve heating of the target surface which is al-
ways accompanied by thermal stresses, melting and clearly visible structural modifications of
the target surface. Molten material remains on the surface, mostly visible in form of molten
craters [135], and roughens it.
In this thesis an alternative approach to successively clean the target surface from its contam-
ination was applied. The desorption induced by femtosecond laser pulses allows to remove
adsorbed surface particles with causing considerably less damage to the target surface since the
interaction of the laser pulse with the target material happens on a time scale, on which thermal
effects like electron-phonon coupling do not play a role.
This chapter begins with a general overview of sorption processes on surfaces with a closer
look on the kinetics of adsorption and thermal desorption. It continues with the desorption
induced by fs-laser pulses following a nonthermal interaction characteristics. Firstly, a phe-
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nomenological approach to the fs-laser desorption is given considering the single microscopic
processes on their specific time scale. Secondly, a numerical approach combining the bene-
fits of the two-temperature model with those of the molecular dynamics method is introduced
which allows to describe the energy transfer from the laser pulse to the desorbed particles the-
oretically. Numerical simulations within this model enabled to estimate the threshold fluence
of the desorption laser, at which a plasma is generated on the target surface of gold, copper
and aluminum targets. Subsequently, the experimental setup of laser-induced desorption mea-
surements using the PHELIX laser at GSI Helmholtzzentrum für Schwerionenforschung GmbH
as well as the applied laser parameters are discussed, followed by considerations of the re-
adsorption of gas molecules in the meantime of two consecutive laser pulses. The experimental
results of the desorption measurements are divided into two parts. The first part refers to total
pressure measurements during the laser-induced desorption. These enabled on the one hand to
determine the regimes of desorption and plasma formation for the studied materials and on the
other hand to estimate the number of adsorbed gas particles contained in the contamination
layer. The second part bases on partial pressure measurements of the desorbed gases providing
information about the composition of the contamination layer. The chapter concludes with a
discussion of the obtained experimental results on fs-laser desorption.
4.1 Mechanisms of fs-laser desorption
4.1.1 Sorption processes
Figure 4.1: Overview of sorption processes. The gray circles represent the atoms of the solid. Gas
atoms and molecules (blue circles) hit the surface and get adsorbed, diffuse into the
solid (get absorbed) or desorb from the surface. Modification of [136].
Several different processes can occur when gas atoms or molecules are interacting with the
surface of a solid [136]. This is shown in Fig. 4.1. The surface of a solid acts as a possi-
ble adsorbent for the gas particles which attach to the surface with a sticking probability of
s = exp(−Eact/(kBT )) ≤ 1 or get reflected with the probability 1 − s. This sticking probabil-
ity depends both on the temperature T of the gas particles and on the activation energy Eact
needed to be exceeded. One distinguishes between two different adsorption mechanisms: The
gas particles sticking to the surface, the so-called adsorbates, can either experience dipole forces
or Van-der-Waals forces, which is named physisorption, or they can be attached to the surface
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by electron exchange forces known as chemisorption. In case of the physisorption, the resulting
binding energy or adsorption energy Ead is already sufficient to get a molecule or gas atom at a
distance of about (0.3± 0.1)nm attached to the surface. For the chemisorption a much larger
activation energy Eact is necessary in order to dissociate a molecule in atoms occurring at a dis-
tance of about 0.15nm to the surface. The kinetic energy component of the gas particle normal
to the surface therefore has to be larger than Eact in order to overcome the potential barrier for
the chemisorption.
Once adsorbed particles can also be removed from the surface which is referred to the con-
cept of desorption. The requested desorption energy Edes equals the adsorption energy Ead. For
physisorption it is below 0.4 eV while it is much stronger for chemisorption achieving values be-
tween 0.8 eV and 8 eV. Even higher binding energies can be reached when adsorbates undergo
chemical bonds with the surface atoms. The adsorbates can also diffuse into the bulk material
which is called absorption as the particle is absorbed in the lattice structure of the material.
The removal of absorbed particles from the bulk, known as outgasing, takes place on much
larger time scales and has to be regarded separately from the desorption process, which de-
scribes a surface effect.
Adsorption kinetics
The maximum surface coverage with one monolayer of adsorbates is obtained when the adsor-
bates are ordered such that the smallest rectangular cell has an area of A = 2
p
3r2 with the
particle’s radius r, as it is illustrated in Figure 4.2. Assuming r = 1.6× 10−10 m for the typical
radius of a nitrogen molecule [136], the areal density of a monolayer of adsorbates becomes






1.6× 10−10 m2 ≈ 1015 cm−2 . (4.1)
This number serves as a good reference number for the areal density of one monolayer. But
it has to be taken into account, that real surfaces with a certain surface roughness have some
ripples providing that the coverage area will be larger. The ratio between the real surface
coverage and the maximum surface coverage is expressed by the parameter θ = ρ/ρmono.
While the adsorption forces for the consecutive adsorption monolayers decrease or even van-
ish, the molecular forces between the adsorbates increase and become the main source of the
further adsorption of gas particles. These other monolayers are more loosely bound than the
first monolayer being directly in contact with the surface of the solid. Therefore, they can be
removed more easily, since the desorption energy corresponds roughly to the evaporation heat
which is about a factor of four less than the adsorption energy in case of a water molecule [136].
Figure 4.2: Smallest rectangular cell on a surface with an area of A= 2r · p3r = 2p3r2 [136].
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According to the kinetic gas theory under the assumption of a Maxwell-Boltzmann distribu-

















8kBT/(pimp) represents the mean velocity according to the Maxwell-Boltzmann
distribution. Furthermore, p denotes the gas pressure, M the molar mass of the gas, Rm the
molar gas constant, T the gas temperature and NA the Avogadro constant, respectively. A gas
particle hitting the target surface gets adsorbed with the already mentioned sticking probabil-
ity s. Furthermore, the adsorption rate depends on the coverage ratio θ of the surface defined
above. If the target surface is already partly covered with adsorbed gases it will be more difficult
for other arriving gas particles to find a free surface position on which they can attach to and,
thus, the adsorption rate decreases. From these considerations the resulting adsorption rate jads
can be estimated to
jads = (1− θ ) NApp
2piMRmT
e−Eact/(kBT ) . (4.3)
Desorption kinetics
Due to their thermal energy in the order of few ten meV the adsorbed particles oscillate per-
pendicular to the target surface with a frequency of ν0 = ν0(Ts) ≈ 1013 s−1 depending on the
temperature Ts on the target surface. If their thermal energy becomes larger than the desorp-
tion energy Edes during an oscillation away from the target surface, these adsorbates can detach
from it. The requirement for this thermal desorption process is only fulfilled by a small number
∆ρ = ρ exp
 −Edes/(kBTs) of adsorbates according to the Boltzmann statistics. The rate of




= −ν0 ·∆ρ = −ν0ρ e−Edes/(kBTs) (4.4)
describing the number of adsorbates with Ekin > Edes multiplied with their oscillation frequency.




Considering a water molecule, which has a desorption energy of about Edes ≈ 96.5 kJ/mol
= 1 eV when attached to an aluminum surface at room temperature Ts = 300K, its averaged
time of remaining on an aluminum surface yields τ ≈ 6300 s = 1.75h. For an increased tem-
perature of Ts = 400K the averaged time of surface attachment is reduced to a value of 0.4 s.
A rise in temperature increases the thermal desorption substantially. Thus, a so-called bake-out
is often used in combination with a pumping system for achieving a lower residual gas pressure.
The desorption kinetics described in this section bases on the thermal motion of gas parti-
cles interacting with the once adsorbed particles on the target surface. The desorption occurs
without any additional energy transfer from external sources and is in this case in equilibrium
with the adsorption. In the performed experiments presented in this thesis, the desorption
process is triggered by fs-laser pulses which disturb this equilibrium between adsorption and
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desorption in favor of the latter. The underlying microscopic processes of the removal of parti-
cles from the target surface are strongly differing from the above discussed thermal desorption
kinetics as is shown in the following.
4.1.2 Desorption induced by fs-laser pulses
The interaction of ultrashort laser pulses (τL  1 ps) with metallic, dielectric and semicon-
ductor surfaces has been investigated particularly in the field of femtochemistry since more
than two decades. The main interest was to obtain a better insight into the fast dynamics of
the nonequilibrium processes of laser energy deposition in the material. But also the resulting
microscopic material reactions like ultrafast phase transitions, which are relevant for many ap-
plications in medicine, micromachining, material processing etc., should be addressed.
A schematic overview of the microscopic processes of fs-laser desorption and their correspond-
ing time scales is presented in Figure 4.3. When such short laser pulses of sufficient laser fluence
interact with the solid, they couple directly to the electronic subsystem via multiphoton exci-
tation. The electrons are immediately released into the conduction band or into the vacuum
while the lattice remains cold. On femtosecond time scale, the solid is therefore turned into
a highly nonequilibrium state [137] and the excited electrons obey a nonequilibrium distribu-
tion function. The excited electrons and the resulting holes left behind in the valence band
thermalize quickly by collisions among each other within less than 100 fs. Energy transfer from
photoexcited electrons in the substrate to the adsorbed molecules can occur by electrons tunnel-
ing through the surface. There, these hot electrons can get attached to the adsorbed molecules
and can build transient negative molecular ions before they get inelastically scattered back into
unoccupied electron states of the substrate leaving the adsorbate system excited. If the ad-
sorbed molecules gain sufficient energy from the electrons during this transient ion state, they
can desorb or exceed the potential barrier to break some chemical bonds [138]. A typical time
scale for these processes is some hundreds of femtoseconds.
A part of the photoexcited electrons does not immediately thermalize but travels ballistically
into the bulk of the solid [138, 139]. There, these electrons begin to heat the lattice via
electron-phonon coupling. The characteristic time scale, on which this energy transfer from
Figure 4.3: Overview of the timescale of the microscopic processes during the fs-laser induced des-
orption process.
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the electron system to the phonon system sets in, is commonly named relaxation time and takes
place on the order of a few picoseconds. A laser-driven shock wave generated at the target front
surface travels into the target material and additionally heats the lattice. The lattice heating,
which can be regarded as phonon oscillations, causes energy transfer to the adsorbate system
finally leading to particle release in form of ablation if the transferred energy exceeds the abla-
tion threshold.
The transient surface defects resulting from the removal of particles begin to self-organize. Sur-
face diffusion starts and the lattice structure reforms on a time scale of some picoseconds to
nanoseconds without leaving a significant damage like molten material behind. The process
is therefore also known as nonthermal melting in the literature because heating of the phonon
system comes into play when the lattice is already unstable [137].
Electron excitation and thermalization
The irradiation of a fs-laser pulse of a wavelength λL on a metallic surface immediately excites
the electrons in the surface region up to the optical penetration depth ls = λL/(4piηi), where ηi
denotes the imaginary part of the refractive index [140] of the material. In case of a Ti:sapphire
laser (λL = 800nm) the optical penetration depth achieves values between 7.5nm (Al) and
14.5nm (Ni). As exemplified in Figure 4.4a), the laser energy absorption by the electrons,








with the Fermi energy EF , generates an instantaneous nonthermal electron distribution, in
which a part of the electrons has gained the energy hν from the absorption of the laser photons.
Two different processes towards electron equilibration set in. Like demonstrated in Figure 4.4b),
rapid electron thermalization succeeds by collisions between the laser-excited electrons and the
electrons near the Fermi level on a femtosecond time scale. The thermalization time of the
electrons depends on the available phase space [141, 142] which is defined by the number of
available final states for scattering and by the number of present collision partners. The num-
ber of final scattering states strongly depends on the specific electronic band structure of the
irradiated metal and on the electron excitation [143]. For high electron excess energies E− EF ,
Figure 4.4: Thermalization of the electron distribution after excitation by a fs-laser pulse. a) Electron
distribution directly after laser excitation. b) Thermalized electron distribution at a
higher temperature than the original distribution (dotted line) before laser excitation.
The picture was taken from [141].
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depicted in red in Figure 4.4b), a large number of final states is available. This enhances the
scattering probability and diminishes the lifetime of the excited electron state, thus, thermali-
zation occurs very fast [144]. A decrease of the thermalization time is also obtained for an
increasing absorbed laser fluence which creates a higher electron density. A larger amount of
electrons is available as potential collision partners leading again to an increased scattering
probability. After the thermalization process the electrons are again Fermi-distributed, but at a
higher temperature Te > Tph compared to the lattice.
The second process besides the electron thermalization occurring on the time scale of non-
thermalized electrons, i.e. < 100 fs, represents the ballistic transport of the excited electrons
away from the surface into the bulk [138, 139]. The ballistic electrons propagate into the bulk
with a velocity v ≈ 106 m/s near to the Fermi velocity vF [145]. They can reach much deeper
regions in the target bulk, in case of gold up to 100nm [146], in which the optical excitation
cannot penetrate. Due to the ballastic electron transport the elecron temperature on the surface
decreases.
At larger time scales of a few ps energy transfer both from the ballistically penetrated elec-
trons in the bulk and from the thermalized electrons in the surface region to the lattice takes
place in form of electron-phonon coupling. This is the moment at which the successive desorp-
tion/ablation physics can be accessed by the so-called two-temperature model (TTM).
The two-temperature model
A commonly used approach to describe the dynamics of desorption/ablation processes consti-
tutes the two-temperature model (TTM) [147, 148]. It refers to the consideration of a rapidly
thermalized hot electron gas of temperature Te and an initially decoupled cold phonon gas of
temperature Tph < Te. The TTM models the temporal evolution of the energy transfer from the
electron system to the phonon system. This thermalization process is described by two coupled
























+ g (Te − Tph) ≈ g(Te − Tph) , (4.7b)
from which the first one accounts for the electron system and the second one addresses the
phonon system. The first two expressions of these equations base on Fourier’s Law of ther-
mal conduction, which describes the temporal change of internal energy by thermal diffusion
due to a temperature gradient. Herein, ce and cph denote the heat capacities of the electrons
and phonons, respectively, while κe and κph represent their thermal conductivities. An addi-
tional coupling term g(Te − Tph) between the electron system and the phonon system with the
material-dependent coupling strength parameter g takes the energy transfer from the electrons
to the lattice into account. The electron-phonon coupling bases on the idea, that the phonons
deform the lattice structure locally. The distorted lattice leads to a modified electrostatic po-
tential, which acts back on the electrons moving in that potential such that the electrons get
scattered or reflected [146]. Furthermore, the excitation of the electron system by the laser
irradiation has to be implemented in the heat flow equation of the electrons. This is done by
adding the laser irradiation in form of an external source term S(z, t) to equation (4.7a).
The lateral extension of the laser spot (a few µm) is much larger than the optical penetration
depth of the laser light (a few nm), i.e. the lateral temperature gradients become negligible
compared to the longitudinal one. This allows to treat the coupled differential equations within
an one-dimensional approach with the coordinate z perpendicular to the metal surface.
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While for the electron heat capacity in equation (4.7a) the relation ce(Te) = γTe is usually
used [149], the phonon heat capacity cph in equation (4.7b) is often taken from experimental
measurements [150].
The thermal conductivity of phonons κph is much smaller than the one for electrons in met-
als [149] and can therefore be neglected in equation (4.7b). The electron thermal conductivity
κe shows a strong dependence on the electron and phonon temperature. The electron tempera-
ture increases differently for the individual metals due to the laser-induced electron excitation.
Noble metals like gold or copper exhibit a strong electron temperature rise upon laser energy
absorption but a relatively weak electron-phonon coupling strength in contrast to the group of
transitional metals like nickel and aluminum. For these metals the temperature rise is modest
but the electron-phonon coupling is quite strong [150]. The thermal diffusion of electrons is
therefore higher for noble metals resulting in a larger thermal diffusion length compared to
transitional metals.
Under the assumption of a Gaussian temporal profile the source term S(z, t) in equation (4.7a)
can be written as
S(z, t) = (1− R) I(t) l−1s e−z/ls = (1− R) I0 l−1s e−z/ls e−(t−t0)2/2σ2 (4.8)
and represents the laser energy per time and volume which is absorbed by the electrons in
the metal. In this equation, the factor (1 − R) with the reflectivity R of the metal accounts
for the absorbed part of the incident laser intensity while I0 represents the peak intensity.
The standard deviation σ of the Gaussian profile is correlated to the laser pulse length by
τL = ∆FWHM = 2σ
p
2 ln(2). The quantity ls = λL/(4piηi) denotes the optical penetration
depth of the laser pulse introduced in the previous section 4.1.2.
The initial energy deposition depth in the metal can strongly be modified when the ballistic
electron transport is taken into account [151]. The ballistic electron transport can be included
in the TTM by adding the ballistic penetration range lb to the optical penetration range in equa-
tion (4.8), thus substituting ls→ ls + lb.
The set of coupled equations (4.7) can be solved numerically and has proven to be appro-
priate for the description of laser-induced metal ablation [152, 153]. However, ultrashort laser
pulses instantaneously drive the excited electrons out of thermal equilibrium, as described in
section 4.1.2. In this case, the introduction of an electron temperature in equation (4.7a)
becomes questionable, at least for the first hundreds of femtoseconds, until the electrons
have thermalized among each other. A nonthermal description of the electron distribution
is provided in [154] by implementing the individual collision integrals of electron-electron,
electron-phonon-photon and electron-ion-photon collisions into the Boltzmann equation. The
thermalization time of electrons were calculated for Al, Au and Ni showing a strong depen-
dence on the material properties: While nickel thermalizes fast, the thermalization takes longer
in case of gold and aluminum. Furthermore, the decrease of the thermalization time with grow-
ing absorbed laser fluences (see section 4.1.2) could be validated. The highest analyzed laser
fluence was 0.65mJ/cm2 which resulted in a thermalization time of about 10 fs for Ni and of
about (2− 3) fs for Al and Au [154]. This maximum value of the absorbed laser fluence still is
roughly one oder of magnitude below the absorbed laser fluences which were applied for the
induced desorption process investigated in this thesis. However, following the trend of the curve
of Fig. 10 in Ref. [154], shown here in Figure 4.5, this indicates, that the electron thermaliza-
tion occurs so rapidly, that the concept of an electron temperature can be justified within few fs
after the laser-induced electron excitation. Especially for higher laser fluences, the TTM, which
assumes a thermal equilibrium condition for the electrons, becomes a very suitable model for
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Figure 4.5: Electron thermalization time in dependence of the absorbed laser fluence for Al, Au
and Ni, taken from [154]. The simulated laser pulse with a wavelength of 800nm
(Ti:sapphire) had a pulse duration of 10 fs.
the description of the energy transfer from the electrons to the lattice.
The TTM provides information about the electron-phonon-coupling as well as the thermal con-
ductivity. But it cannot provide a reliable kinetic description of ultrafast phase transitions under
strong nonequlibrium conditions since the corresponding microscopic physics is highly complex
and not understood well enough up to now. A promising tool to address the laser-induced des-
orption/ablation mechanism on a miscroscopic scale is the molecular dynamics (MD) method.
It is especially suitable for the analysis of fast nonequilibrium processes because it depends
only on the interatomic interaction properties and not on the characteristics of the process it-
self [151]. It concentrates on the lattice contribution and its interplay with the atoms. However,
the electron contribution is not explicitly taken into account.
To overcome the individual limitations of both the TTM and the MD method a combined TTM-
MD model was developed. As schematically illustrated in Figure 4.6, the TTM provides an
accurate description of the initially heated electron system and its energy transfer to the lattice,
i.e. it accounts for the fast particle dynamics in the bulk, while the MD method focuses on the
atomic dynamics like melting and ablation on the target surface.
The electron system is still described by equation (4.7a) from the TTM in contrast to the phonon















It describes the equation of motion of atoms with mass m j, position r j and thermal velocity
v j,th. Due to the interatomic interactions the force F j acts on atom j and the second term in
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Figure 4.6: Schematic overview of the involved processes after fs-laser irradiation with the corre-
sponding time scales. While the TTM accounts for the electron-phonon interactions and
the heat conduction of electrons in the bulk, the MD method describes the effects on the
atomic motion occurring in the target surface region.
equation (4.9) takes the influence of the electron-phonon coupling on the atoms into account.
Herein, the parameter ζ describes the rate of the energy deposition due to the electron-phonon
coupling, considering all the n electrons in a cell volume VN divided by the thermal kinetic
energy of all the atoms in that cell. A detailed derivation of this equation and a more profound
introduction into the combined TTM-MD method can be found in [151].
4.2 Threshold laser fluence
The irradiation of the target surface with fs-laser pulses should proceed with the lowest arising
damage to the target material as possible. The absorbed laser fluence should therefore remain
below the critical value of plasma generation, known as the plasma threshold, since plasma
formation leads to a substantial modification of the target surface. Due to the occurring phase
transitions molten material would roughen the target surface and therefore deteriorate the ef-
ficiency of the TNSA. In order to prevent this surface destruction during the fs-laser irradiation,
estimates on the threshold fluences were determined by the combined TTM-MD model. The
laser source was modeled according to the parameters of the Callisto laser beam providing a
pulse duration of 90 fs at a wavelength of 800nm.
Sample Fabs Fin Iin
[mJ/cm2] [J/cm2] [W/cm2]
Au 76.5 2.550 2.83×1013
Cu 25.0 0.833 9.26×1012
Al 12.0 0.092 1.03×1012
Table 4.1: Calculated absorbed laser fluences Fabs required for cleaning the surfaces of the different
materials. The values are chosen to be 10 % below the melting threshold. The correspond-
ing incoming laser fluences are determined by assuming reflectance values of R = 0.87 for
aluminum and R = 0.97 for copper and gold. The given incoming laser intensities Iin are
calculated for the 90 fs Callisto laser beam [1].
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In Table 4.1 the numerically computed absorbed laser fluences Fabs for the irradiation of the
used target materials gold, copper and aluminum with one single laser pulse are presented.
These refer to the values lying 10 % below the melting threshold. The reflection of laser light
on the target surface was not taken into account in the simulation. The numerical model re-
garded only the amount of energy transferred from the laser source to the target material, like
it is described in the former section. The corresponding incoming laser fluences Fin in Table 4.1
are obtained via the relation Fabs = (1 − R) Fin. Here, R denotes the reflectance which varies
for the different materials from R = 0.87 (aluminum) to R = 0.97 (copper and gold) at a laser
wavelength of 800nm, when pure metallic surfaces are assumed. The corresponding incoming
laser intensities Iin given in Table 4.1 are calculated considering a pulse duration of 90 fs for
the Callisto laser beam.
4.3 Experimental setup
The detection of the desorbed particles during the fs-laser irradiation constitutes a quite de-
manding task. The amount of desorbed particles from the laser-irradiated area is very small.
Therefore, it necessitates a very low vacuum pressure in the target chamber for measuring the
laser-induced desorption yield such, that the latter can be distinguished from the residual gases
still present in the target chamber. However, the target chamber pressure in usual TNSA ex-
periments does not fall below (10−6 − 10−7)mbar due to a plenty of optical components like
mounts, lenses and mirrors which greatly enlarge the surface of possible gas adsorption. That
pressure value does not suffice to be sensitive to the desorbed particles. Therefore, a separate
experiment investigating the desorption characteristics of the laser-induced desorption process
on gold, copper and aluminum foils was conducted at GSI Helmholtzzentrum für Schwerio-
nenforschung GmbH using the fs-frontend of the Petawatt High Energy Laser for Heavy Ion
eXperiments (PHELIX) laser [155]. This experiment took place in a special ultrahigh vacuum
(UHV) target chamber with a residual gas pressure of 2 × 10−10 mbar. This low residual gas
background enabled to measure the yield of the desorbed particles both with a total pressure
gauge head and with a quadrupole mass spectrometer.
The PHELIX laser frontend, operating at a wavelength of λL = 1053nm, delivered pulses of
420 fs pulse duration with a repetition rate of 10Hz. The laser pulses were focused onto the
target to a spot diameter of 560µm which refers to its full width at half maximum (FWHM)
value considering a Gaussian beam profile. For the investigation of different laser fluences,
which irradiated the metal foils, the pulse energies were increased stepwise between 0.06mJ
and 1.0mJ while the focal spot diameter was held constant throughout the experiment. The
laser energy increase was regulated by a waveplate. According to its actual position the wave-
plate lets the linearly polarized laser light pass to a certain degree and thereby it determines,
how much laser energy is transported to the target. The incident laser fluence of the desorption
beam achieved values in the range of Fin = (24− 406)mJ/cm2 corresponding to intensities in
the order of (1011 − 1012)W/cm2.
Figure 4.7(a) illustrates a sketch of the experimental setup while Figure 4.7(b) shows a photo-
graph of the real setup from the laser beamline before the laser enters the target chamber. After
having passed a focusing lens with a focal length of 1 m, the laser beam entered the UHV tar-
get chamber through a glas flange and irradiated 1 mm thick aluminum, copper or gold targets
mounted on a UHV-compatible target ladder. The low pressure value inside the target chamber
was reached by using a combined titanium sublimation pump (TSP) and ion pump (IP), in this
case a Low Profile 400/320 Ion Pump with angle pole pieces from Physical Electronics [156].
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(a) (b)
Figure 4.7: (a): Schematic view of experimental setup (not true to scale): The laser beam enters the
UHV chamber from the left and is focused onto the target to a spot diameter of 560µm.
(b): Image of the setup from the laser entrance side.
The working principle of the TSP consists of coating the chamber walls of the pump with a
titanium film on which colliding reactive gas atoms get absorbed. In the ion pump gas atoms
become ionized when entering it and are accelerated to a chemically active cathode by a strong
electrical potential. Due to their impact on the cathode they get implanted and can sputter
cathode material onto the walls of the pump, comparably to the TSP. Since these UHV pumps
need an initial vacuum pressure of already about 10−6 mbar in order to work properly, a turbo-
molecular pump (TMP) was launched in the early pumping phase.
A vacuum gauge of type IONIVAC-Sensor IE 514 from Leybold with a measurement range of
(10−4−10−12)mbar [157], denoted as extractor (extr.) in Figure 4.7(a), provided the total pres-
sure measurement. The gas molecules entering the vacuum gauge become ionized by electron
impact and are accelerated to a collector electrode which is shielded from parasitic background
radiation and which measures the ion charge. The ion current on the collector electrode is
proportional to the ionization rate which depends on the ionization cross section as well as the
particle density. The latter is proportional to the rest gas pressure in the UHV chamber and,
thus, an indirect total pressure measurement is performed. In addition to that, the residual gas
anaysis (RGA) was performed by a quadrupole mass spectrometer of type PrismaTM QMS 200
from Pfeiffer Vacuum having a mass range of m/q = (1−100) atomic mass units (amu), a lower
detection limit of 10−14 mbar and a mass resolution ∆m smaller than 0.1 amu [158]. Both the
total and the partial pressure measuring instruments were flanged to the UHV chamber without
having a direct sight onto the target in order to protect them from parasitic radiation emitted
during the desorption. Therefore, the desorbed gas molecules experienced many collisions with
the chamber walls before they reached the vacuum gauge or the RGA.
4.4 Re-adsorption
The desorption pulses irradiated the target with a repetition rate of 10Hz, i.e. the period of
time between the individual pulses was 100ms. In these 100ms re-adsorption of residual gases
and of the once desorbed particles may occur. Depending on the pressure value in the vacuum
chamber the re-adsorption will play a considerable role and has to be taken into account as
an effect counteracting the laser-induced desorption. The time until a target surface is covered
with one monolayer of adsorbates can be approximated from equation (4.3) in section 4.1.1.
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Assuming that the adsorbed gas particles will remain on the target surface, which refers to
a sticking probability of s = 1, and that at the initial time t = 0 the surface is completely













× 1015s . (4.11)
Considering a molecular mass M ≈ 29 g/mol of the residual gas according to normal air
condition and a gas temperature of T ≈ 300K in the target chamber, it takes




until the target surface is covered with one monolayer of residual gas particles at a residual
gas pressure p given in mbar. Thus, a pressure below 3.6 × 10−5 mbar is necessary in order
to prevent the re-establishment of one monolayer of adsorbates within the time interval of two
consecutive laser pulses. This pressure value regards the worst case scenario since it would
increase if the target surface was already covered with adsorbates to a certain degree or if the
sticking probability was less than one.
4.5 Total pressure measurements
4.5.1 Pressure rise method
From the equation of state of a classical ideal gas it follows, that the particle number N in a





with the Boltzmann constant kB. When gas particles get desorbed from a surface in this system,
the pressure rises. Since the number of these desorbed particles Ndes is proportional to the





This equation accounts for the desorption induced by a single laser shot [159, 160]. The pump-
ing speed is considered to be low enough such that the pressure rise can be measured without
taking the continuous pumping effect into account.
The application of many laser pulses induces a continuous desorption on a certain time scale.
Two concurring processes set in. The laser-induced particle desorption leads to a pressure in-
crease in the target chamber comparable to a vacuum leak while the ion pump provides a
removal of residual gases, thus, inducing a pressure decrease. The resulting change of the total
particle number in the vacuum chamber with time is obtained from deriving equation (4.13)
























In this equation, the temperature was considered to remain globally constant in the target
chamber volume although an increased temperature may locally arise on the target surface due
to the laser irradiation. The first term on the right-hand side describes the pressure rise as
a result of the laser desorption. The second term accounts for the pumped volume per time,
which can be approximated by the effective pumping speed Seff = dV/d t at a given pressure. It
takes into account that pumping is provided through a conductance L. This generally involves a
resistance to the particle flow and, thus, the pumping speed S decreases resulting in an effective









After an instantaneous strong pressure increase due to the laser-induced desorption the pump-
ing speed counteracts the pressure rise. As soon as the pumping speed exceeds the leak rate of
desorbed particles, an equlibrium between the amount of desorbed particles and the number of
pumped gas molecules establishes such that equation (4.15) becomes zero and
V · dp
d t
= −p · Seff . (4.17)
From this equation it follows that the pressure drops exponentially with a time constant of
τp = V/Seff and the peak pressure p0 according to p(t) = p0 exp(−t/τp) until it might finally
approach its value before the onset of the laser irradiation. This behavior is explained by a
continuous decrease of the surface density of contaminants due to desorption which in return
leads to a reduced amount of desorbed particles with time. Thus, the pressure decrease during
the laser-induced desorption is a clear indication of a surface cleaning process visible in almost
all total pressure curves shown in this work.
Related to the number of the desorbed particles, the expression dN/d t = 0 signifies that
dNdes
d t
= −p · Seff
kBT
. (4.18)
Integrated over the period of time of continuous irradiation with laser pulses, the number of
desorbed particles can be estimated to
Ndes = − SeffkBT
∫ t f
ti







= SeffkBT∆p . (4.19)
Here, t i denotes the starting time and t f the end time of the laser desorption. If more than
one laser irradiation cycle is applied, the total amount of desorbed particles will be obtained by













= SeffkBT ∑j ∆p j . (4.20)
The estimation of the total number of desorbed particles Ndes by the so-called pressure rise
method is illustrated in Figure 4.8. A total pressure curve in dependence on time is shown
containing two cycles of laser irradiation on gold with a laser fluence of Fin = 144.1mJ/cm2.
Each irradiation cycle leads to an immediate pressure increase, followed by the above discussed
exponential drop on a time scale of several hundred seconds indicating the target surface clean-
ing. The total number of the desorbed particles is obtained by the sum of the shaded regions,
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Figure 4.8: Time evolution of the total pressure including due to laser irradiation, here on a gold
foil with an incoming laser fluence of Fin = 144.1mJ/cm2. The two irradiation cycles
each induce a pressure increase followed by an exponential decay over time indicating
a cleaning effect. The pressure increase integrated over the period of laser irradiation,
denoted with ∆p, drops from the first to the second irradiation cycle.
denoted with ∆pi, and multiplying the result with the constant Seff/(kBT ).
The desorbed gas particles normally collide a few times with the chamber walls before en-
tering the vacuum gauge head. Since their sticking probability is larger than zero, the amount
of recorded gas particles can only be regarded as an effective desorption yield.
The potential removal of metal atoms of the target material cannot be detected since their stick-
ing probability of remaining attached to the chamber walls after a collision is too high [161].
In contrast, the atoms of the contamination layer reach the vacuum gauge after some collisions
with the chamber walls if they build a molecule like H2, CH4, H2O, CO or CO2 and are not
chemically bond. These molecules enter the vacuum gauge or the RGA, respectively, where
they get ionized either as a molecule or as an atom which became released from its molecular
bond as a consequence of dissociation or –in case of H2– even fragmentation.
4.5.2 Plasma threshold determination
For an experimental determination of the critical laser fluence, at which a plasma is generated
on the target surface, a parameter scan was performed. While the laser pulse duration and
the focal spot diameter were held constant throughout the experiment, the pulse energy was
successively increased and the amount of desorption pulses was changed.
Irradiating gold and copper targets with an incoming laser fluence below Fin = 105.5mJ/cm2
did neither lead to any total pressure rise nor did it induce a modification of the partial pressure
for the observed masses m/q = (1 − 50) amu with respect to their background values. Thus,
there were no explicit desorption effects visible. Due to the lower reflectance of aluminum
with respect to the laser light compared to gold and copper, such negligible desorption effects
were observed at lower incoming laser fluences remaining beneath Fin = 22.3mJ/cm2. The
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Au, Cu Al
Fin Fabs Fin Fabs
[mJ/cm2] [mJ/cm2] [mJ/cm2] [mJ/cm2]
no desorption < 105.5 < 2.1 < 22.3 < 1.1
desorption (105.5− 292.3) (2.1− 5.9) (22.3− 105.5) (1.1− 5.3)
plasma formation 355.3 7.1 144.1 7.2
Table 4.2: Different regimes of incoming laser fluences Fin resulting from the parameter scan study,
in which either no desorption effects, visible desorption effects or plasma formation
were observed. The absorbed fluences Fabs are calculated assuming reflectance values
of R = 0.95 for aluminum and R = 0.98 for copper and gold [140].
reflectance of gold and copper at a laser wavelength of λL = 1053nm results in R= 0.98 while
its value is reduced to R= 0.95 in case of aluminum [140].
Table 4.2 gives an overview of the different observed interaction regimes, i.e. no measurable
desorption, visible desorption effects and plasma formation, with their assigned incoming and
their corresponding absorbed laser fluences.
Figure 4.9 shows the total pressure rise during the continuous laser irradiation at 10Hz on
a 1 mm thick gold target. In the left image, three irradiation cycles with 1000 s, 2100 s and
500 s, respectively, were applied with an incoming laser fluence of Fin = 243.6mJ/cm2. While
the first two cycles show an initial pressure rise due to the desorption of surface contaminants,
this initial pressure increase did not occur anymore in the third irradiation cycle. Even when
the laser irradiation was turned off, the pressure curve did not drop anymore and remained
at the same level. This signifies that the surface had been cleaned and there were no more
surface contaminants to be removed. Additionally, the laser fluence was still low enough such
that plasma formation was no issue. The pressure curve of the first two irradiation cycles shows
the common behavior of the pressure decrease due to surface cleaning as it is observed also
in case of ion-induced desorption [162, 163], for example. In contrast, the right image of Fig-
Figure 4.9: Time evolution of the total pressure during laser desorption at 10 Hz. At an incoming
laser fluence of Fin = 243.6mJ/cm2 (left) a complete surface cleaning was achieved at
the end of the second irradiation cycle with no pressure rise anymore in the third one.
In contrast, plasma formation set in at laser fluence of Fin = 355.3mJ/cm2 (right).
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ure 4.9 demonstrates that at Fin = 355.3mJ/cm2, corresponding to an absorbed fluence of
Fabs = 7.1mJ/cm2, the total pressure increase shows a completely different behavior. Instead
of decreasing after a short time of laser irradiation, as it was observed in the left image of Fig-
ure 4.9, it increases more and more. Plasma formation sets in, which was also recorded by a
camera during the experiment, and the absorbed laser fluence sufficed to immediately ionize
the contaminants as well as the gold atoms [164].
Similar results were obtained when aluminum and copper foils were irradiated. While for cop-
per the plasma threshold turned out to be in the same laser fluence regime as it was noticed
for the gold foil, a lower incoming laser fluence of Fin = 144.1mJ/cm2 was determined for the
onset of plasma formation when the aluminum foil was irradiated. However, according to Ta-
ble 4.2, the absorbed laser fluence, at which plasma formation was observed for the aluminum
target, is nearly identical to the respective ones for gold and copper targets.
The obtained threshold values showed that plasma formation sets in very abruptly as soon
as a certain laser fluence is exceeded. The given laser fluence values underlie an error of
±21%. This error results mainly from the determination of the laser spot diameter and further
from the laser energy measurement contributing to ±10% and ±7%, respectively.
Figure 4.10 presents some photomicrographs of the irradiated target foils. On the left, the
surface modifications of a gold foil after its treatment with the fs-laser desorption are shown.
The upper image shows indeed a clear sign of material removal from the target surface, how-
ever, with no evidence of molten material on it. The laser fluence has obviously been below
the value of the onset of plasma formation, given in Table 4.2. The lower image displays that
the material ablation here must have occurred accompanied by plasma formation, since molten
material is unambiguously observed. Here, the laser fluence must clearly have exceeded the
threshold for plasma formation. The same is valid for the irradiated copper foils, whose pho-
tomicrographs are presented in the middle of Figure 4.10. The upper image does not show
any molten material on the target surface. In contrast, the lower picture demonstrates that
the melting threshold was exceeded by the laser light. In both cases, however, a precise lateral
transition between the original copper surface and the region of removed material is noted. The
Figure 4.10: Photomicrographs of the gold (left), copper (middle) and aluminum (right) foils irra-
diated with differing laser fluences.
49
right part of Figure 4.10 illustrates the effects of the fs-laser irradiation on the aluminum tar-
get. Here, no obvious melting of the surface material was monitored. While the removal of the
surface material is quite evident in the upper image, the lower image exhibits only weak signs
of material removal hardly visible on the photomicrograph. These weak surface modifications
are surrounded by white ellipses. It can therefore be supposed that the laser fluence remained
beneath the value of plasma formation (see Table 4.2).
Comparison between experiment and theory
The experimentally obtained values of the incoming and absorbed laser fluence, at which a
plasma is generated on the target surface, differ from the theoretically obtained values pre-
sented in section 4.2. While the experimentally determined threshold value of the absorbed
laser fluence for the aluminum target is by a factor of two lower than the theoretically com-
puted threshold value, the difference for the gold target results already in a factor of ten. In
general, the same tendency of smaller experimentally obtained threshold fluences than those
determined by numerical simulations was already observed in past experiments on ablation
studies [165, 166]. The simulated threshold values depend on the chosen model parameters
which in the framework of the TTM are e.g. the electron-phonon coupling parameter or the
ballistic penetration length and are not sufficiently known. As shown recently in [167], the
electron-phonon coupling strength is neither a constant nor a function of the electron and
phonon temperatures, like it is assumed in the TTM, but a functional which depends on the
electron and phonon energy distributions. It is furthermore affected by the laser fluence as
well as its wavelength. Additionally, the TTM approach bases on the description of an already
thermalized electron subsystem and does not take into account the transient nonequilibrium
distribution of hot electrons directly after laser excitation. This may underestimate the dissi-
pation of the electronic excitation energy by electron diffusion into the bulk, thus leading to
higher threshold fluences compared to the experimentally determined values. The conversion
of the absorbed laser fluence used in the simulation to an experimental incident laser fluence
necessitates the assumption of a reflectivity. Its value was taken from a data base and refers
to the calculation within the Fresnel equations. However, the reflectivity depends not only on
the material and on the wavelength of the incident light, but may also even change during the
desorption [166, 168].
Apart from these rather common explanations the observed discrepancy might also be explained
by the following arguments in the present case. Firstly, a laser wavelength of 1053nm was ap-
plied in the desorption experiment in contrast to the wavelength of 800nm assumed for the
numerical model. Although the optical penetration depth ls = λL/(4piηi) into the target is not
affected by a larger laser wavelength λL, since the imaginary refractive index ηi also increases
with λL in case of the investigated materials, the photon energy is reduced from 1.55 eV at
800nm to 1.18 eV at 1053nm. As discussed in [154, 167], an increased absorption probabil-
ity of the laser energy was found for decreasing photon energies, and might correspond to an
enhanced desorption efficiency for laser pulses with a wavelength of λL = 1053nm compared
to λL = 800nm. Secondly, the pulse duration of 420 fs was more than a factor of four larger
than the 90 fs laser pulse used for calculating the theoretical threshold values. This might also
strongly influence the desorption characteristics since the laser energy transfer to the electrons
of the target surface is provided on a longer time scale. Thirdly, it has to be taken into account,
that the fs-laser pulses irradiated the target surface continuously at 10 Hz repetition rate over a
long period of time. Between 5000 and 21000 laser pulses deposited a certain amount of en-
ergy into the target material every 100 ms. This long-term laser irradiation might therefore lead
to a significant decrease of the threshold values. In contrast, the numerical model for the cal-
culation of the fluence thresholds envisaged only one single laser pulse and not a series of pulses.
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When comparing the desorption results presented in this section with laser-induced desorp-
tion in the framework of TNSA experiments, it has additionally to be considered, that the
desorption experiment here took place in a special UHV chamber, i.e. the re-adsorption be-
tween two consecutive laser pulses can be disregarded. The energy of the desorption pulses is
not partly transferred to potential re-adsorbed gases on the target surface, but it is transferred
completely to the original surface. The resulting higher desorption efficiency therefore leads to
a lower threshold fluence compared to the one arising in the framework of TNSA experiments.
4.5.3 Contamination layer analysis
For laser fluences in the desorption regime (see Table 4.2) a complete target surface cleaning
was provided for all the three investigated materials after maximally three irradiation cycles.
This target surface cleaning is defined such, that no influence of the laser irradiation on the to-
tal pressure is observed anymore since all the gas adsorbates on the target surface have already
been removed. Figure 4.11 illustrates the total pressure curves from the desorption measure-
ments on aluminum at an incoming laser fluence of Fin = 22.3mJ/cm2 (upper image) as well
as Fin = 43.4mJ/cm2 (lower image), both indicating a complete cleaning of the target surface
comparable to the laser desorption on gold (Figures 4.8 and 4.9, left). The corresponding total
pressure curves from the laser desorption on copper are very similar. They are displayed in Fig-
ure 4.12, in which a laser fluence of either Fin = 144.1mJ/cm2 (left) or Fin = 243.6mJ/cm2
(right) was applied. The following evaluation of the yield of desorbed particles bases on these
six total pressure measurements.
The total number of the desorbed particles could be estimated with the help of the pressure rise
method described in section 4.5.1. If the target surface was completely cleaned and no target
material was removed, the resulting desorption yield should correspond to the amount of gas
particles which composed the contamination layer.
The determination of the total number of desorbed particles by the pressure rise method re-
quires the knowledge of the effective pumping speed Seff given in equation (4.16).
Generally, the pumping speed S of an ion pump depends both on the species of gas molecules,
which should be pumped, and on the actual working pressure. The pumping speed is highest for
hydrogen, followed by the further gases contained in the air like carbon dioxide, water vapor,
light hydrocarbons, nitrogen and oxygen. Their individual contributions to the total pressure in
the target chamber were obtained from the partial pressure measurement. For pressure values
up to 10−8 mbar the pumping speed is nearly constant. Below that value it continuously drops
with decreasing pressure reaching roughly 75 % of its original value at 10−10 mbar according
to the manufacturer of the ion pump [156]. At a target chamber pressure of 3 × 10−10 mbar
the pumping speed resulted in S = (355± 36) l/s for the used Low Profile 400 ion pump from
Physical Electronics. Herein, a differential ion pump design was considered1, which differs from
the conventional one by a higher pumping efficiency towards inert gases, but especially by a
reduced pumping speed of about one third for the active gases in the air mentioned above.
In order to calculate the conductance L for gas particles flowing through a tube with a diameter
of 63 mm and a length of 230 mm, as it was the case for the present experimental setup, the
Monte-Carlo simulation program MC_Leitwert developed by Prof. Dr. E. Lux [169] was utilized.
Apart from the geometric setup the conductance L depends on the molecular masses of the
1 Due to the missing serial number the exact type of the ion pump –conventional or differential– could not be
reconstructed anymore. The differential type was assumed for the further calculation taking into account the
advanced age of the ion pump which reduces its original pumping speed.
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Figure 4.11: Total pressure curves from laser desorption on aluminum showing target surface clean-
ing at an incoming laser fluence of Fin = 22.3mJ/cm2 (top) and Fin = 43.4mJ/cm2
(bottom), respectively.
(a) (b)
Figure 4.12: Total pressure curves from laser desorption on copper showing target surface cleaning
at an incoming laser fluence of (a) Fin = 144.1mJ/cm2 and (b) Fin = 243.6mJ/cm2
(b), respectively.
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target Fin (Fabs) ∆t j ∆p j Ndes Ndes/A
[mJ/cm2] [s] [10−8 s·mbar] [×1013] [×1015 cm−2]
Au 144.1 ∆t1 = 1033 ∆p1 = 2.9 9.71± 2.07 39.4± 17.9
(2.9) ∆t2 = 1032 ∆p2 = 1.2 4.02± 1.07 16.3± 7.8
∆t = 2065 ∆p = 4.1 13.73± 2.33 55.7± 19.5
Au 243.6 ∆t1 = 1033 ∆p1 = 3.1 10.40± 2.30 42.1± 19.3
(4.9) ∆t2 = 2221 ∆p2 = 3.0 10.00± 2.30 40.8± 18.7
∆t = 3254 ∆p = 6.1 20.40± 3.25 82.9± 26.9
Cu 144.1 ∆t1 = 1549 ∆p1 = 3.1 10.40± 2.20 42.1± 19.3
(2.9) ∆t2 = 1085 ∆p2 = 1.3 4.35± 1.21 17.7± 8.6
∆t3 = 1084 ∆p3 = 0.5 1.67± 0.91 6.8± 4.6
∆t = 3718 ∆p = 4.9 16.42± 2.67 66.6± 21.5
Cu 243.6 ∆t1 = 1807 ∆p1 = 4.6 15.40± 3.20 62.5± 28.2
(4.9) ∆t2 = 1084 ∆p2 = 0.7 2.34± 1.03 9.5± 5.6
∆t = 2891 ∆p = 5.3 17.74± 3.36 72.0± 28.8
Al 22.3 ∆t1 = 1084 ∆p1 = 1.8 6.03± 1.25 24.5± 11.0
(1.1) ∆t2 = 361 ∆p2 = 0.1 0.37± 0.34 1.5± 1.5
∆t = 1445 ∆p = 1.9 6.40± 1.30 26.0± 11.1
Al 43.4 ∆t1 = 1033 ∆p1 = 3.4 11.40± 2.50 46.2± 21.1
(2.2) ∆t2 = 1033 ∆p2 = 1.5 5.02± 1.43 20.4± 10.0
∆t3 = 1032 ∆p3 = 1.0 3.35± 1.22 13.6± 7.3
∆t = 3098 ∆p = 5.9 19.77± 3.13 80.2± 24.5
Table 4.3: Overview of the obtained pressure rise ∆p j for the individual irradiation cycles j of
time ∆t as well as the summed total pressure rise ∆p. The corresponding numbers of
the desorbed particles Ndes as well as their areal density Ndes/A are given in dependence
of the incoming (absorbed) laser fluence Fin (Fabs) of the desorption beam and of the
irradiated material.
gas particles flowing through the tube. Considering the most relevant contributions of the in-
dividual residual gas molecules, whose fractions result from the partial pressure measurement,
a value of L = (219 ± 11) l/s was obtained. The uncertainty accounts for the determination
of the residual gas composition as well as for the deviation between the calculated values and
those given in literature.
Altogether, this leads to an effective pumping speed of Seff = (136 ± 7) l/s in this experi-
ment [170]. A comparison with the value SNeff = (80±5) l/s referring to the commonly used N2
equivalent shows that the consideration of the residual gas composition increases the effective
pumping speed by almost a factor of two.
The interpolated data points of the total pressure curve were integrated over the periods of
laser irradiation and the respective background gas pressure was subtracted. Table 4.3 sum-
marizes the obtained results for the desorption measurements on gold, copper and aluminum
targets. Apart from the applied laser fluences the single pressure rises∆p j of each laser irradia-
tion cycle j, lasting over a time of ∆t j, and also the total pressure rise ∆p =
∑
j∆p j are given.
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The respective number of the desorbed gas particles Ndes was computed as well as their areal
density Ndes/A. The area, from which particle desorption occurred, was hereby set equal to the
laser-irradiated focal spot area which was assumed to be a circle with the focal spot diameter
of (560± 56)µm (FWHM).
All these measurements listed in Table 4.3 clearly demonstrate, that the yield of desorbed par-
ticles drops from the first to the second irradiation cycle, like also from the second to the third
one, if present. For instance, as shown in the left diagram of Figure 4.9, the third irradiation
cycle on gold could not even be evaluated anymore due to a too low pressure rise. This obser-
vation emphasizes the successive character of the cleaning process. Since the re-adsorption of
gas molecules between two consecutive laser pulses can be disregarded, the amount of surface
contaminants should already has been reduced when the second irradiation cycle begins.
Fluence dependence of desorption yield
The dependence of the total desorption yield, given in units of the areal density Ndes/A, on the
absorbed laser fluence Fabs is represented in Figure 4.13 by the blue data points and refers to the
respective data in Table 4.3. For reasons of comparison, the averaged sum of the atomic areal
densities ρERDA = (50.4±2.0)×1015 atoms/cm2 resulting from the ERDA measurements (sec-
tion 3.1) is included, too, and is marked by the dashed green line. Figure 4.13 demonstrates that
the irradiation of the same material, especially in case of gold and aluminum, with a higher laser
fluence induces an increased desorption yield. This agrees qualitatively with measurements in
the literature indicating a nonlinear rise of the desorption yield with the absorbed fluence [171],
but taking into account only single pulses and not a long series of pulses. A potential removal of
atoms from the target material cannot contribute to the desorption yield, since these atoms can
hardly reach the vacuum gauge, as described in section 4.5.1. But a higher laser fluence leads
to a larger energy entry into the target surface. On the one side, an increased electron diffusion
of laser-excited electrons into the bulk sets in where the electron energy transfer to the phonons
induces heating of the lattice. Diffusion processes from hydrogen on interstitials in the bulk to
the surface become enhanced [161]. On the other side, the hot substrate electrons can excite
the adsorbate more efficiently by populating higher unoccupied levels of the adsorbate with a
higher electron density, followed by relaxing to the electronic ground state. This enables the
adsorbate system to accumulate sufficient energy in order to exceed the potential barrier and
to decouple from the substrate with a higher rate. Both processes result in an enhanced release
of light atoms and, thus, increase the desorption yield. The measured pressure rise is therefore
not only caused by the desorption of surface adsorbates but is also accompanied by diffusion of
hydrogen from the bulk to the surface followed by their release from the latter.
On a first look, the increase of the desorption yield with the absorbed laser fluence contradicts
the assumption that only a cleaning effect of the target surface was involved. According to equa-
tion (4.4), replacing the thermal energy kBTs by the energy of the laser pulses, it should only
take more time for lower laser fluences to clean the target surface due to a decreased desorption
rate, but the total amount of surface contaminants, i.e. of desorbed particles, should roughly
be the same. This also holds true when taking the large errorbars of the calculated desorption
yields into account, as the data points between Fabs = (2 − 5)mJ/cm2 in Figure 4.13 show.
Opposed to that, the aluminum measurement at an absorbed fluence of Fabs = 1.1mJ/cm2
displays a reduced desorption yield although the total pressure curve in Figure 4.11 indicates
a complete removal of surface adsorbates. This may be explained as follows. Firstly, the tar-
get surface cleaning may not have been completed at the end of the first irradiation cycle,
unlike the upper diagram of Figure 4.11 would suggest. Due to the reduced desorption rate
54
Figure 4.13: Total desorption yield in units of the areal density of the desorbed particles Ndes/A in
dependence on the absorbed laser fluence Fabs. The blue data points base on the results
in Table 4.3 while the red squares mark the desorption yields modified by a Gaussian
correction of the area Ades according to equation (4.21). In addition, the dashed green
line represents the averaged sum of the atomic areal densities resulting from the ERDA
measurements (section 3.1).
at a lower laser fluence the cleaning process could have proceeded, but the resulting small
pressure rise was not measurable anymore. Secondly, the given desorption yields refer to the
assumption that the area Ades, from which desorption occurred, was equal to the laser spot
size at its FWHM, i.e. A = pir2FWHM. Thus, it was considered as a constant value independent
of the respective applied laser fluence. However, assuming a radial Gaussian fluence profile
F(r) = F0 exp(−2r2/σ2) of the laser pulses with F0 = 2 Fin/abs denoting the peak fluences
of the single fluence values presented in this section, the area Ades increases with the applied
laser fluence when the laser spot radius rFWHM is held constant. Supposing that Ades = pir2des,















where Fdesthr describes the onset of the laser-induced desorption according to Table 4.2. Taking
this correction factor into account the calculated desorption yields Ndes/A, given in Table 4.3
as well as shown in Figure 4.13 by the blue data points, become reduced by a factor of up to
two. This is illustrated by the red squares in Figure 4.13, which mark the resulting desorption
yields Ndes/Ades referring to the area Ades according to equation (4.21). The corrected values
of the desorption yields show now a very good agreement with each other, especially what
concerns the data points in the fluence regime of Fabs = (2 − 5)mJ/cm2. A fluence depen-
dence of the desorption yield, as it is observed in the uncorrected blue data points, is almost
not visible anymore. This is an indication for a complete target surface cleaning occurring at
Fabs = (2 − 5)mJ/cm2. The arithmetic mean value of the desorption yield in that regime
amounts to (42.7 ± 3.9)×1015 cm−2 and represents a very good estimate on the areal density
of the desorbed particles and, thus, of the contamination layer. Furthermore, it agrees very well
with the measurements obtained via the ERDA technique described in section 3.1.
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Conclusive remarks and error estimation
A comparison of the obtained areal densities of few 1016 particles per square centimeter with
the areal density of a monolayer ρmono, as considered in section 4.1.1, shows, that the inves-
tigated contamination layers on the single target surfaces must have contained about few ten
monolayers of contaminants, i.e. corresponding to a thickness of the contamination layer in the
order of a few nm. However, the calculation of the areal densities underlies large errors up
to almost ±50%. While the errors of the temperature measurement and the effective pump-
ing speed contribute only with ±1.5% and ±5% to the total error, the main sources of error
lie in the determination of the pressure rise ∆p as well as in the estimation of the area from
which the desorption occurred. The uncertainty of the pressure measurement is supposed to
be ±25% and depends on the measuring range as well as the gas species [161]. The output
value of the total pressure measurement refers to a N2 equivalent and neglects the dependence
of the ionization rate on the gas species. The area, from which the desorption occurred, was
first set equal to a circular area irradiated by a laser with a focal spot diameter of (560±56)µm
corresponding to its FWHM value. But as already discussed above, the actual surface Ades, from
which particles are desorbed, differs from that area since it depends on the respective laser flu-
ence as well as on the fluence threshold for desorption. This area can be larger up to a factor of
two when assuming a Gaussian fluence profile of a laser pulse having its FWHM well above the
desorption threshold fluence F thrdes which characterizes the onset of the laser-induced desorption.
Furthermore, the spatially nonuniform energy distribution across the laser beam profile impli-
cates that each section of the transverse beam profile contributes nonlinearly to the desorption
according to its fluence. In contrast, the data given in this section refer to a uniform energy
distribution similar to a so-called “flat top” beam profile. Concerning the areal densities Ndes/A
given in Table 4.3 and in Figure 4.13 by blue data points, an error of ±40% was therefore
assumed for the determination of the area from which desorption occurred. Taking the increase
of Ades with the laser fluence according to equation (4.21) into account, the areal density of the
contamination layer could be determined with a much better precision yielding an arithmetic
mean value of (42.7±3.9)×1015 cm−2. The error of the individual desorption yields Ndes/Ades
are also reduced to ±32% due to a smaller assumed error for Ades of ±20% arising from the
uncertainty of the laser spot diameter.
4.6 Partial pressure measurements
The measurement of partial pressure values enables to determine the composition of the des-
orbed gas and is mainly carried out by mass spectrometers, also known as residual gas analyzers
(RGA). These generally consist of the following components: an ion source, a mass analyzer, an
ion detector measuring the ion fluxes of the ions divided by their mass-to-charge ratio m/q, the
electronics for data acquisition and a computer with a corresponding user software.
The ionization of the atoms and molecules, which should be analyzed, commonly occurs by
electron impact ionization. Apart from the emitted electron the reaction products are either an
ionized molecule or, as a consequence of dissociation or even fragmentation, an ionized atom or
molecule accompanied by a neutral atom or molecule. The generated ions are then extracted by
electrodes on a specific potential and are guided into the mass analyzer by slits and apertures,
where they are separated according to their mass-to-charge ratio. In case of quadrupole mass
spectrometers (QMS), this separation of m/q is done by four parallel electrodes with hyperbolic
profiles [172] arranged at an angle of 90◦ to each other, like it is sketched in Figure 4.14. The
opposite electrodes are connected together electrically such that a quadrupole field is generated
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Figure 4.14: Schematic view of a quadrupole mass spectrometer with a hyperbolic field structure.
Modification of [173].
on the axis of the analyzer. The applied voltage is composed of a direct current (DC) voltage U
and a radio frequency (RF) voltage V applied between one pair of the electrodes and the other.
These voltages influence the motion of the ions on their way travelling through the electrodes by
forcing them to oscillate perpendicular to their propagation direction on sinusoidal curves. Ions
with oscillation amplitudes larger than the inscribed radius r0 of the hyperbolic field structure
will collide with the electrodes. Only ions of a certain mass-to-charge ratio having an oscillation
amplitude less than this radius r0 will be able to travel through the electrodes and to reach
the detector for a given ratio of voltages. The ion trajectories are described by the solutions of
the so-called Mathieu differential equations [136]. With the help of these equations the stable
ion trajectories can be calculated in dependence of the ratio of the applied DC to RF voltages.
Successively varying these voltages or the radio frequency it can be scanned through the indi-
vidual mass-to-charge ratios of the ions obtaining finally an ion spectrum.
In general, the transmission of the ion fluence through the mass spectrometer is determined by
its inner radius r0, the length of the electrodes, the applied RF frequency, the ion energy, the
injection conditions of the ions into the QMS and by m/q.
An important parameter for quadrupole mass spectroscopy is the working pressure, i.e. the
pressure in the target chamber. If it is too high such that the mean free path of the ions trav-
elling through the electrodes is smaller than their distance to the detector, the ions will collide
with gas particles on their way to the detector and get lost. Space charge effects can also lead
to a screening of the extraction potentials, thus, reducing the measuring sensitivity [174]. Fur-
thermore, the surrounding gas particles leave also a non negligible residual gas signal with the
consequence, that the small amount of ions to be analyzed cannot be registrated anymore, since
the residual gas background is too high. For a reliable ion analysis the working pressure should
at least be a factor of ten lower than the pressure of the ion signal to be measured in order to
deliver reasonable results.
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Either a Faraday detector or a secondary electron amplifier is employed for the detection of
the ions which have been able to pass the quadrupole mass filter. The measurement of these
ions by a Faraday detector is the simpler method. After the separation of the ions according to
their mass-to-charge ratio they successively reach the Faraday detector, a metal cup, in which
the ions hit a collector electrode and their charge is measured. Since the Faraday cup is held on
a constant potential, the ion charge gets compensated by an electron current delivered from an
ohmic resistance. The resulting drop of the resistance voltage gets amplified and represents a
good measure of the ion intensity. However, the readout time is not very fast (about 0.1 s) and
the sensitivity, typically 2× 103 ions per second [136], is usually not sufficient for the registra-
tion of low partial pressures. With the help of secondary electron amplifiers the ions coming
from the mass filter hit a first electrode, being on a negative potential, and induce electron
emission. These electrons are accelerated to successive electrodes, each on increasing positive
potential, and induce a cascade of secondary electron emission. This finally leads to an am-
plification by a factor of up to 107 [136]. The obtained electron signal is proportional to the
incoming ion current and the readout occurs on a time scale of a few ns.
The data processing is performed by the respective user software of the QMS. The software
package QuadStar 32-bit was applied in the present case. Apart from the data extraction, the
software acts as the control panel, over which the user determines the operating mode and the
settings of the measurement. The software implements and controls these settings as well as
it transforms the recorded data into an analog mass spectrum. The operating mode used here
was the analog scan through the masses ranging from m/q = (1 − 50) amu. The number of
measuring points was set to 32 per mass unit and an integration time of 1 s per mass unit was
chosen for the measurement of the ion current. Due to the high number of measuring points
per mass unit the data acquisition proceeds more slowly, but the arising peaks are registrated
with a much higher precision compared to a low number of measuring points.
An example of such an analog mass spectrum with a measurement period of 50 s for one mea-
suring cycle is shown in Figure 4.15 for an aluminum target. The partial pressure is given in
Figure 4.15: Analog mass spectrum of an aluminum target showing the measured partial pressure in
dependence of the mass-to-charge ratio m/q, for which q = 1 usually. The blue curve
presents a background spectrum while the red curve was recorded for the application
of fs-laser desorption with an incoming laser fluence of Fin = 105mJ/cm2.
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Figure 4.16: Logarithmic partial pressure curves for different mass-to-charge ratios m/q resulting
from laser desorption on aluminum at an incoming fluence of Fin = 43.4mJ/cm2.
dependence of the charge-to-mass ratio m/q and is dominated by singly charged gas molecules
and atoms, i.e. q = 1. The blue curve describes a background measurement demonstrating
that hydrogen (m/q = 1and2) and the molecules resulting from the dissociation of water,
i.e. H2O (m/q = 18), OH (m/q = 17) and O (m/q = 16), are the dominating fractions of
residual gases in the vacuum chamber, followed by CO (m/q = 28) and CO2 (m/q = 44). Due
to the irradiation of the aluminum target with fs-laser pulses of an incoming laser fluence of
Fin = 105mJ/cm2 the resulting red curve shows a strong rise of the partial pressure for CO,
hydrogen and carbon (m/q = 12), followed by the light hydrocarbons CH, CH2, CH3 and CH4,
like the mass interval m/q = (13− 16) demonstrates. The release of mainly hydrocarbons due
to the laser desorption becomes further evident when looking at the slight rise of the masses in
the range of m/q = (25− 30) marking the group of C2Hx with x = 1− 6. Even an increased
signal is noted for the masses in the range of m/q = (39−44) resulting from the hydrocarbons
being formed of three carbon atoms. The peak at m/q = 44, however, describes mainly the
contribution of CO2.
These data demonstrate very well that in the presented case the femtosecond laser desorption
principally removed adsorbed hydrocarbons from the aluminum surface. The oxide layer was
not affected by the laser irradiation which would have had induced a partial pressure increase
at m/q = 32 corresponding to O2 as well as a stronger signal for O at m/q = 16. However, both
the features are not observable in Figure 4.15.
Figure 4.16 illustrates the temporal evolution of the partial pressures of the relevant mass-
to-charge ratios m/q on a logarithmic scale resulting from the laser irradiation of aluminum
with an incoming fluence of Fin = 43.4mJ/cm2. The corresponding total pressure curve,
shown in the lower image of Figure 4.11, is included, too, and refers to the last entry listed
in Table 4.3. Hydrogen and CO contribute the most to the pressure increase with a respective
percentage of (40 ± 10)%. The large fraction of hydrogen mainly results from the desorbed
water vapor as well as the hydrocarbons which become dissociated in the RGA, but an enhanced
diffusion process of hydrogen from the bulk to the surface due to laser desorption cannot be
excluded. The partial pressure of CO, superposed with C2H4, (m/q = 28), is also significantly
enhanced as a consequence of the laser irradiation and still rises in the third irradiation cycle.
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This implicates that diffusion processes must have played only a minor role and can be regarded
as a concomitant effect. Smaller but still visible contributions arise from carbon (m/q = 12) as
well as from hydrocarbons like CH3 (m/q = 15).
4.7 Discussion
The obtained results of the desorption measurements have demonstrated, that a successive tar-
get surface cleaning up to the complete removal of surface adsorbates could be provided. This
occurred when the laser fluence both exceeds the threshold, at which desorption sets in, and
remains beneath the threshold for plasma formation. This desorption regime was identified
experimentally for the three investigated materials and resulted in an incoming laser fluence of
Fin = (105.5−292.3)mJ/cm2 for gold and copper as well as Fin = (22.3 − 105.5)mJ/cm2 for
aluminum with an uncertainty of ± 21% in each case. A clear evidence of the complete removal
of the contamination layer was obtained which cannot be observed in experiments, in which the
desorption is applied prior to the TNSA, since the target chamber pressure in those combined
experiments does not fulfill the necessary UHV requirements for being sensitive to desorption
measurements. The total pressure rise induced by the laser desorption was converted into the
total amount of desorbed particles and allowed to give an estimate on their areal densities.
These areal densities of desorbed particles lie in the regime of (2.6 − 8.3) × 1016 cm−2 with
an error of up to ±50%. Considering the increase of the area, from which desorption occurs,
with the applied laser fluence under the assumption of a radial Gaussian beam profile of the
laser pulse, the areal density of the contamination layer could be estimated very precisely to
(4.27 ± 1.28) × 1016 cm−2. Moreover, the resulting desorption yields in the fluence regime
of Fabs = (2 − 5)mJ/cm2 agreed very well with each other. The partial pressure measure-
ments revealed that the dominant molecular contribution to the contamination layer results
from hydrogen and carbonoxide, each amounting to a fraction of (40 ± 10)%, followed by
light hydrocarbons. The large content of hydrogen results mainly from the dissociation of water
molecules and light hydrocarbons occurring during the electron impact ionization in the RGA.
However, a minor fraction may also be ascribed to enhanced diffusion processes triggered by
the long-term laser irradiation.
It should be emphasized at this point, that the obtained areal densities agree very well with the
sum of the atomic areal densities obtained from the ERDA measurements in section 3.1. Taking
furthermore the determined molecular contributions into account, the corresponding molecular
areal densities deviate maximally by a factor of two from the ERDA data.
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5 Influence of fs-laser desorption on TNSA
The laser-ion acceleration by the TNSA mechanism has gained a lot of interest in the field of
particle acceleration physics. These laser-generated ion beams have an initial beam quality at
their generation exceeding the beam quality of ions produced by conventional acceleration tech-
niques. This regards especially their transverse emittance [11] and their high particle number
in the ion pulse [10, 12]. But as mentioned in section 2.5, two major inconveniences have to
be overcome concerning the transport and handling of these laser-generated ion beams. In ad-
dition to the evolving beam divergence the ions exhibit an exponential energy spectrum while
for most of the applications a monoenergetic ion spectrum is needed. The modification of the
ion energy spectrum therefore represented one of the most investigated issues in the field of the
TNSA in the last decade. One option of obtaining a quasi-monoenergetic ion spectrum is the
usage of magnetic devices as miniature quadrupoles [175] or solenoids [14, 176], which focus
ions of a fixed energy on the beam axis while ions with lower or higher energies are defocused
or overfocused.
A special target surface treatment was studied in previous experiments which could indicate
a resulting quasi-monoenergetic ion beam feature [48, 177]. The group of Hegelich et al. re-
moved surface contaminations by resistive heating [48]. At a temperature of the target of
600K dehydrogenization set in but carbon atoms were still present on the target surface. An
increase to about 1100K provoked a phase transition of carbon into a monolayer of graphite
(graphene) and the TNSA ion spectrum showed a quasi-monoenergetic feature of C5+ ions with
an energy of 3 MeV and an energy spread of 17%. A disadvantage of this method clearly is,
that the formation of graphene could not be controlled, since the intermediate states between a
full contamination layer on top of the target foil and a completely cleaned target surface were
not available by this cleaning method [1]. The group of Schwoerer et al. [177] made use of
the ns-laser ablation to remove contaminants from a special target design with small dots of
hydrogenrich polymethyl methacrylate on the target rear surface. The limited lateral dot size
should be smaller than the scale of inhomogeneity of the accelerating electron sheath so that the
protons from the dots were assumed to experience the same potential. A quasi-monoenergetic
energy spectrum peaked at 1.2 MeV was stated. However, the data was only recorded in a rela-
tively small energy interval.
In this work, a different approach to modify the TNSA ion spectrum was made basing on
the irradiation of the target surface with fs-laser pulses. In contrast to resistive heating or
ns-laser ablation, the technique of fs-laser desorption enables to remove adsorbed gas contami-
nants successively, i.e. the intermediate states between the original contamination layer on the
target surface and a completely cleaned target surface can be addressed. Opposed to the ns-
laser ablation, the fs-laser desorption is a nonthermal surface process, hence, only a reduced
heat diffusion [178] sets in when the laser pulse has already passed. The target surface struc-
ture becomes much less affected than in case of volumetric processes like resistive heating and
ns-laser ablation.
Two experimental campaigns on influencing the TNSA ion spectra by fs-laser desorption were
performed at the Callisto laser. The first part of this chapter therefore begins with a descrip-
tion of this laser system in section 5.1. In the following section 5.2 the basic experimental
setup of TNSA experiments is introduced schematically before it is presented in detail for both
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campaigns. The applied detection methods of the laser-accelerated ions are presented in sec-
tion 5.3. Besides radiochromic films the main ion diagnostics was a Thomson parabola equipped
with either a microchannel plate or an image plate. The first part of the experimental results
concentrates on short-term laser desorption and is presented in section 5.4. Gold, copper and
aluminum foils were irradiated with up to 165 desorption pulses arriving at the target surface
with a repetition rate of 10 Hz. Numerical simulations studying the effect of the contamination
layer thickness as well as its composition on the laser-ion acceleration could confirm the exper-
imental findings qualitatively. The second part of the experimental results, section 5.5, focuses
on the experimental results obtained by the application of fs-laser desorption over a long period
of time. Here, up to 27000 desorption pulses irradiated the target rear surface before the TNSA
was initiated. The chapter concludes with a discussion of the results obtained either by short-
term or by long-term fs-laser desorption and of their principal differences, given in section 5.6.
5.1 The Callisto laser
In the framework of this thesis, the experimental campaigns for studying the effects of the fs-
laser desorption as target surface cleaning technique on the TNSA were performed at the Jupiter
Laser Facility (JLF) of the Lawrence Livermore National Laboratory (LLNL) in California using
the Callisto laser system. The JLF is an open research facility of petawatt (PW)-class lasers for
high energy density (HED) science and provides five different laser systems. One of these is
the Janus laser, a Nd:glass laser of λL = 1.053µm, in which the lasing medium consists of a
silicate glass which becomes doped by triply ionized neodymium (Nd3+). Janus provides two
independent long pulse beams, each of τL ≈ (1− 20)ns and a pulse energy of 1 kJ for the 1ω
component, called East and West beam, respectively. The Janus East beam is delivered to the
Callisto laser system with a maximum repetition rate of 2 shots per hour1.
Callisto, in earlier years named JanUSP [179] due to its ultra-short-pulse (USP) characteristics
while being pumped by a Janus beam, is a Ti:sapphire laser, i.e. working at a wavelength of
λL = 800nm, being capable of ultrahigh intensities up to 1021 W/cm2 with an intensity con-
trast of the 1ns ASE pedestal to the main pulse of 107 − 108. It delivers ultrashort laser pulses
below 100 fs pulse duration leading to a maximum pulse power of 200TW at a pulse energy of
up to 12 J [180]. This makes the laser system very attractive for investigating physical processes
in the HED regime on very short time scales. Its main field of application therefore is devoted
to studies on relativistic laser-plasma interaction physics like the laser absorption in the ultra-
relativistic regime [98] and the laser wakefield acceleration [181], but it was also used as a fast
source for diagnostics development.
An overview of the Callisto laser beamline including the relevant laser parameters is pre-
sented in Figure 5.1. The femtosecond frontend is a Spectra-PhysicsTM Tsunami Ti:sapphire
oscillator [183] and generates low energetic short pulses in the nJ regime with pulse durations
of 100 fs. These pulses become temporally stretched to pulse lengths of few ns by passing a
diffraction grating stretcher which delays the shorter wavelengths more than the longer ones.
Afterwards the pulses become amplified in several stages, first by a regenerative amplifier fol-
lowed by a bow-tie configured five-pass amplifier. Each amplifier uses Ti:sapphire crystals which
are pumped by Nd:YAG lasers, i.e. a lasing medium in which the host crystal of the yttrium alu-
minium garnet (YAG) is doped with Nd3+. The resulting pulses have an energy of 200 mJ and a
repetition rate of 10 Hz. The main amplifier consists of two Ti:sapphire disks which are pumped
by the frequency-doubled (λ = 527nm) Janus East beam of few 100 J, which is transported to
1 The information about the specific parameters of the five presented laser systems were taken from the JLF-
Website https://jlf.llnl.gov.
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Figure 5.1: Setup sketch of the Callisto laser. Low energetic laser pulses of 100 fs pulse duration
are generated in the fs-oscillator, become temporally stretched to some ns and amplified
in several stages until passing the main amplifier being pumped by the 2ω-Janus East
beam. In the compressor the laser pulse gets re-compressed and is then transported to
the target chamber. Modified picture from [182].
the Callisto beamline in a vacuum tube. Having gained their maximum energy the laser pulses
leave the last amplifier chain with a repetition rate of 10Hz. They are guided into a compressor
where they have to pass a dielectric grating under vacuum which confines the pulse in time
to less than 100 fs. The process of stretching the laser pulse prior to its amplification and fi-
nally re-compressing it afterwards is named chirped pulse amplification (CPA) [2] and represents
nowadays the standard technology of producing ultrashort laser pulses of high intensity.
With a pulse energy of up to 12 J the CPA beam is guided under vacuum into the target cham-
ber in which the pressure is typically as low as 10−5 − 10−6 mbar. There, the laser pulse is then
focused onto the target by an f /3 off-axis parabola. The spatial position of both the smallest
spot size and of the most regular spatial shape is defined as the target chamber center and de-
termines the position of the target. In the TNSA experiments performed in the framework of
this thesis the obtained focal spot diameter was between 12µm and 15µm and a laser intensity
of I = (2.2− 7.0)× 1019 W/cm2 was achieved.
Prior to the arrival of the CPA beam, the target was irradiated by low energetic fs-laser pulses
of (0.5 − 2.0)mJ inducing the desorption of surface contaminants. These desorption pulses
were delivered from the same femtosecond frontend as the CPA beam with a repetition rate of
10Hz. They initially propagated through the same laser beamline as the CPA beam, but without
being amplified, and were then transported in air to the target chamber. There, the desorption
beam became either split into two equally energetic beams and was focused onto the target
front and rear surface or it was directly focused onto the target rear surface under oblique inci-
dence angles with an incident fluence Fin between 0.2 J/cm
2 and 1.3 J/cm2. The detailed laser
parameters for both the performed experimental campaigns are given in the following section
describing the respective experimental setup.
5.2 Experimental setup
The experimental setup of laser-ion acceleration experiments applying the fs-laser desorption
in order to remove surface adsorbates as shown in Figure 5.2 is quite common. As displayed
on the left, the target rear surface on the right of the depicted target is irradiated by a variable
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Figure 5.2: Sketch of the commonly used setup for influencing the TNSA by fs-laser desorption. The
desorption laser irradiates the target rear surface providing a successive removal of the
contamination layer (left picture) before the CPA laser beam triggers the TNSA and the
accelerated ions get detected (right picture).
number of low energetic fs-laser pulses of up to few mJ inducing the successive desorption of
surface contaminations. As the right picture illustrates, shortly after the last desorption pulse
the high energetic CPA laser beam arrives at the target front side and initiates the TNSA from
the modified target rear surface. The accelerated ions expand in a plasma plume and become
recorded in an appropriate ion detector.
The two experimental campaigns dedicated to the usage of fs-laser desorption in order to
influence the TNSA were both executed at the Jupiter Laser Facility using the Callisto laser.
The detailed setup of both the experiments will be discussed in the following.
For the first experimental campaign Figure 5.3 shows an image of the setup inside the tar-
get chamber demonstrating the beamlines of the desorption pulses (green) as well as the CPA
beamline (red). The corresponding top view of the experimental setup is sketched in Fig-
ure 5.4. The CPA beam with a pulse duration of 90 fs provided pulse energies up to 11 J. It was
focused onto the target by the f /3 off-axis parabola to a focal spot diameter of 15µm at an
Figure 5.3: Experimental setup: The CPA laser pulse (red) is focused onto the target by an off-axis
parabola under 34◦ to the target normal (blue) while the desorption beam (green) is
focused onto the target rear side under 27◦ to the target normal.
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Figure 5.4: Experimental setup (top view): The desorption beam (green) is split into two beamlets
of equal energy irradiating either the target front and rear surface at the target chamber
center (TCC) under incidence angles of 16◦ and 27◦, respectively, or only the target
rear surface. The CPA beam (red) inducing the TNSA is focused onto the target by an
f /3 off-axis parabola under 34◦ with respect to the target normal. The TNSA ions are
recorded both by a Thomson Parabola flanged to the target chamber and a part of them
is recorded on a RCF stack.
incidence angle of 34◦ leading to a maximum laser intensity of 6.9× 1019 W/cm2.
For the successive removal of surface contaminants laser desorption pulses of energies between
1−2mJ irradiated thin metal foils of gold, copper (both 10µm) and aluminum (11µm) shortly
before the CPA beam initiated the TNSA process. Throughout the experiment the following
parameters of the laser desorption pulses were varied: The focal spot diameter of the desorp-
tion beam at its FWHM was either 450µm or 800µm, resulting in incident laser fluences of
Fin = (0.2 − 1.3) J/cm2 and intensities of Ides = 1012 − 1013 W/cm2. The number of applied
desorption pulses varied between 1 and 165. For some shots the desorption beam was split
into two equally energetic beamlets directed onto the target front and rear side with incidence
angles of 16◦ and 27◦, respectively. The additional front side irradiation was applied in order
to suppress proton acceleration from the target front side.
The CPA beam arrived at the cleaned target rear surface with a time delay of 100ms after the
last desorption pulse and triggered the TNSA mechanism. The TNSA ions were recorded by
a Thomson parabola equipped with a microchannel plate as ion detector. Additionally, a RCF
stack as an independent diagnostics was placed 35mm behind the target and 5mm beneath the
beam axis recording about one third of the ion signal. The RCF stack consisted of a 11.5µm
thick Al foil for shielding, followed by five to six MD-V2-55 films.
For the second experimental campaign the respective top view of the setup is shown in Fig-
ure 5.5. As in the first campaign, the CPA beam (red), this time of 80 fs pulse duration, was
focused onto the target with a focal spot diameter of 12µm and under 28◦ to the target nor-
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Figure 5.5: Experimental setup (top view): The desorption beam (green) irradiates the target rear
surface under an incidence angle of 28◦ while the CPA beam (red) inducing the TNSA is
focused by an f /3 off-axis parabola onto the target under 28◦ with respect to the target
normal. The TNSA ions enter the Thomson Parabola at a distance of approximately
92mm from the target and get detected on an IP.
mal. The pulse energies reached values up to 7 J, but could only be determined with a large
error of up to 2 J due to an inaccurate energy calibration. The resulting laser intensity was
(1− 7)× 1019 W/cm2.
A special target design consisting of 5µm thick gold foils covered on one surface with a nickel
layer of a thickness between 10 nm and 40 nm was used, which should enable to analyze how
deep the TNSA electric field penetrates into the target material. The desorption pulses (green)
with a pulse duration of 250 fs were directed on the target rear side, i.e. the nickel coated sur-
face, under an incidence angle of 28◦ with a repetition rate of 10Hz. Their focal spot diameter
was (400± 80)µm (FWHM) and their pulse energy of 0.6mJ was not varied throughout the
experiment. This led to an incident laser fluence of Fin = (0.5± 0.2) J/cm2 and a correspond-
ing intensity of Ides = (2.0± 0.9)× 1012 W/cm2. This time, the irradiation with the desorption
pulses took place over a long period of time ranging between 15 minutes and 45 minutes. The
irradiation time represented the only variation parameter during this experiment.
The CPA beam arrived 100 ms after the last desorption pulse and initiated the TNSA of ions.
These were recorded by a Thomson parabola which used image plates as ion detectors.
5.3 Ion detection
The characteristics of laser-accelerated ion beams differs substantially from the properties of ion
beams generated by standard particle accelerators. Laser-produced ion beams are marked by an
initially enormeously compressed ion bunch in time, i.e leading to a very high particle intensity,
66
which then expands in a plasma cloud. In most cases, this ion bunch is rather a succession of
various ion species with decreasing charge-to-mass ratio than an ion bunch of one single ion
species. Furthermore, a large amount of gamma-rays and X-rays, followed by hot electrons,
stemming from the laser-plasma interaction precede that propagating ion bunch, which itself is
accompanied by surrounding plasma particles. The diagnostics of laser-generated ions there-
fore requires a sophisticated detection system which is capable of providing on the one hand
information about a whole set of ion parameters like the ion species, the spatial beam profile
and the energy spectrum, and on the other hand capable of neglecting the created electromag-
netic noise of gamma rays, X-rays and electrons. For this purpose a combination of different
detection methods is usually employed which is nearly insensitive to the created high electro-
magnetic noise. In order to resolve the spatial ion beam profile, film detectors often come into
play, which deliver a good picture of the transversal beam profile. The standard film detectors
used in laser-ion acceleration experiments are the so-called radiochromic films (RCF), which
change their color to blue when being bombarded by ionizing radiation. Allocated in a stack,
they can also provide information about the ion energy spectrum. Since RCFs are sensitive to
ionizing radiation in general, they can neither distinguish between different ion species nor be-
tween the ion signal and the electron signal. However, the optical imprint of ions differs from
that of electrons and heavier ions are already stopped in the first film layers while light ions
propagate further into the film stack. Apart from RCF the Thomson Parabola (TP) Spectrome-
ter constitutes another common and convenient diagnostics of laser-generated ions. It delivers
information of the individual ion energy spectra of different charge-to-mass ratios by deflecting
the incoming ions in a parallel electric and magnetic field according to their charge-to-mass
ratio. The deflected ions are then registrated on a film plate like a microchannel plate (MCP)
or an image plate (IP). Since the TP cannot registrate a spatial beam profile, it is often used in
combination with RCFs.
5.3.1 Radiochromic Films
The application of radiochromic films has become a well-established method for the detection
of ionizing radiation and comes principally into play in the field of medicine. Here, the dosime-
try of radiation [184] is of great importance what concerns either the radiation therapy or the
quality control of technical products. RCFs have also found their way into the research field
of laser-ion acceleration due to their ability of providing information about both the spatial ion
beam profile and the ion energy spectrum.
For the experimental campaign RCFs from Gafchromic [185] of type MD-V2-552 were used.
These dosimetry films consist of two active layers, each of a thickness of 17.5µm, which are
coated on transparent 96µm thick polyester. The side of the two active layers is laminated
together with a two-side adhesive tape. This tape is composed of roughly 32µm thick adhesive
layers which surround a 25µm thick clear, transparent polyester base [186]. The active layer
is a radiation sensitive monomer which polymerizes upon ionizing radiation. The dosimetry
film immediately changes its color from originally transparent to blue since the polymerization
changes the absorption spectrum of the film. The darker the blue color is, the higher was the
dose of the absorbed ionizing radiation, i.e. the deposited energy per mass. In the following
24 hours the blue color still darkens slightly but after approximately two weeks it remains con-
stant. The polymerization process was studied by McLaughlin et al. [187] with a focus on the
microchemical time evolution.




Figure 5.6: RCF signal of accelerated protons from a reference shot (shot 1, see section 5.4.1). The
energy on each film represents the summed energy loss of protons having penetrated
the stack until being stopped in the respective RCF.
ity range of (1−100)Gray according to the manufacturer. They were used for the experimental
campaigns since the proton energies were not supposed to be very high due to the applied laser
parameters and due to the influence of the fs-laser desorption.
The readout of the RCFs occurs by a calibrated [84] flatbed scanner, Microtek ArtixScan 1800f,
which measures the color components of the irradiated films and converts the raw data into
optical density (OD)3. The maximum OD which can be resolved is about 2.5. Beyond that
value saturation effects make a quantitative readout impossible. In order to convert the optical
density values of each film into the deposited energy of the protons a calibration of the RCFs
is needed. This calibration was performed at the proton accelerator of the Helmholtz-Zentrum
Dresden-Rossendorf (HZDR) using monoenergetic proton beams of known beam current which
irradiated the RCFs [84, 105].
The dosimetry films react to any kind of ionizing radiation. Since protons have a higher
stopping power than electrons or X-rays, the RCFs show a higher sensitivity to them. While
electrons deposit a much lower energy on the films than ions and, thus, induce only a change of
color into light blue, the different ion species cannot be distinguished. But the calculation of the
stopping range of heavier ions shows, that these should already be stopped in the first layers.
Protons of high energy propagate deeper into the RCF stack experiencing an energy dependent
energy loss in the individual RCFs until they are finally stopped. Thus, the signal visible on the
following layers corresponds to protons superposed by X-rays, gamma-rays and a low electron
background. The registration of the complete proton spectrum is obtained by using a stack of
many RCFs ordered one after another such, that in the ideal case a proton signal is visible on
every film except for the last one. This guarantees that all the protons get stopped in the RCFs
and no information about high energetic protons is lost.
The reconstruction of the proton beam is performed by the so-called RCF Imaging Spectroscopy
(RIS) [114]. With the help of a MATLAB code, developed by M. Schollmeier, K. Harres and F.
Nürnberg, protons of a certain kinetic energy in a given energy interval [Emin, Emax] propagat-
ing through a given RCF stack configuration are tracked and their energy loss is calculated by
considering the Stopping and Range of Ions in Matter (SRIM) [188] energy loss data. A certain
proton energy can be attributed to each active layer in the RCF stack. This energy corresponds
to the summed energy loss of a proton along its way through the RCFs until being stopped in
that specific active layer. Figure 5.6 shows the recorded proton signal on the single RCFs with
the corresponding energies a proton needs in order to be stopped in each of them. These data
were obtained from a reference shot, i.e. without laser desorption, on a 10µm thick gold foil.
The advantages of using RCFs for the laser-accelerated ion detection range from a very good
3 The optical density represents the logarithmic ratio of the incident intensity I0 to the transmitted intensity






spatial resolution on micrometer scale due to a grain size of (2µm×2µm) of the radiosensitive
layer material [84], over the recording of the complete proton spectrum to a relatively simple
detection procedure. No technical equipment is needed for the measurement. A rough estimate
on the maximum ion energy can directly be made with the help of the described tracking code
and the data analysis does not require an extensive film processing. But there are also some
disadvantages of using RCFs. In usual laser-ion acceleration experiments the protons can gain
energies of several ten MeV. This requires a stack containing a lot of RCFs such that the com-
plete energy spectrum of protons can be recorded. Since the RCFs are very expensive and not
reusable, their high consumption causes substantial experimental costs. Furthermore, high pro-
ton fluxes lead to an optical density which exceeds the limit of saturation of the dosimetry films
and can even destroy them. In case of high intensity laser-ion acceleration experiments, it may
therefore be impossible to read out the first RCFs of the stack. Thus, a part of the information
about the proton spectrum, namely the low energetic part, is missing.
An option to minimize these mentioned disadvantages constitutes the combination of the RIS
with the Nuclear Activation Imaging Spectroscopy (NAIS) [189]. In this technique copper foils
of various thicknesses, usually between 50µm and 200µm, are alternatingly placed between
two RCFs. The protons which are stopped in the copper foils activate them by inducing nuclear
reactions. An autoradiography method using image plates (IPs) is applied in order to obtain
the photon yield. The latter can then be calculated back to the number of stopped protons by
the given half-life of the activated isotope and by considering the energy-dependent single cross
sections of the nuclear reactions. The imaging of high energies and high fluxes of protons using
the NAIS method is of great benefit since the copper foils do not experience saturation effects.
Moreover, they are economic and reusable after few days which reduces the costs for the proton
detection to a large extent.
5.3.2 Thomson Parabola Spectrometer
The main diagnostics for the detection of TNSA-ions in this thesis constitutes the Thomson
Parabola (TP) Spectrometer. In contrast to the ion detection by RCFs, a spatial information
of the ion beam profile cannot be obtained with a TP and only a small solid angle element
of the ion beam can be registrated. But the TP can distinguish different ion species and with
the knowledge of the solid angle element the individual energy spectra of ions with different
charge-to-mass ratio q/m are provided. Especially this separation of the ion signal into the
various charge states is of crucial importance for the experiments involving the application of
fs-laser desorption prior to the TNSA.
A Thomson Parabola is a mass spectrometer named after its inventor J. J. Thomson in which
static electric and magnetic fields are arranged in parallel and perpendicular to the ion propa-
gation direction. Its functional principle is illustrated in Figure 5.7. Charged particles entering
the TP experience the Lorentz force FL = q(E + v × B) and are deflected by the electric and
magnetic field according to their charge-to-mass ratio q/m. Their resulting trajectory describes
a parabola trace. Assuming ideal homogeneous electric and magnetic fields without the ap-
pearance of field gradients at the edges, the transversal deflection of nonrelativistic charged









Figure 5.7: Mass spectroscopy of ions according to the parabola method of J. J. Thomson. Ions
propagating through an electric and magnetic field arranged in parallel experience both
a deflection parallel to the electric and perpendicular to the magnetic field according to
their energy leaving a parabola trace on the detector plate.







Here, the electric and magnetic field of strength E and B, respectively, are assumed to be in
z-direction. The parameter l denotes the length of the electric and magnetic fields while the
distance from the exit of the fields to the detector plane is expressed by D. The ion’s charge state,
mass and kinetic energy are expressed by q, m and Ekin, respectively. Ions with higher kinetic
energies are less deflected than those with lower kinetic energies. The quadratic equation (5.2)
demonstrates the parabolic deflection characteristic of the ions in dependence of their charge-
to-mass ratio q/m, i.e. each ion species with a fixed q/m leaves an own parabola trace behind.
The individual parabola traces are recorded by a two-dimensional plate detector. Commonly in
use are microchannel plates, solid state nuclear track detectors like CR39 or image plates.
First campaign: Thomson parabola with a microchannel plate
During the first experimental campaign (May 2010) the detection of the accelerated ions was
performed by a TP [190] placed under 0◦ with respect to the target normal at a distance of
approximately 1m from the target. The TP was housed in a separate vacuum chamber, having
an independent pumping system in order to protect the detector from target debris, and was
flanged to a window of the Callisto target chamber. The TP was equipped with a microchannel
plate (MCP) [191] in order to render an online measurement possible. An electric field of
1MV/m was generated over a length of l = 100mm by two polished copper electrodes of the
dimensions (100× 30)mm2 having a distance of 20mm to each other. The magnetic field was
generated by an electromagnet over the same field length and achieved a maximum value of
306mT. In order to minimize the development of heat, the electromagnet was only switched
on about ten seconds before the high energy laser shot and switched of directly after the shot.
The use of an electromagnet permits to select the energy interval of the ions which should be
detected. This adaptability facilitates the operation at different laser systems.
At a distance of D = 100mm behind the end of the electric and magnetic field the ion detection
was done by a MCP with an active area of (90× 70)mm2. A MCP of a chevron configuration
was used actually consisting of two MCPs with slightly angled channels rotated by 180◦ to
70
each other. The result is a higher obtainable gain at a certain voltage compared to ordinary
MCPs, in the applied case reaching a gain of 106 − 107. The electrons, which are generated
by the ion impact on the channel walls and become amplified, were collected on a phosphor
screen. The resulting image of the individual parabola traces was recorded by a Pixelfly-charge-
coupled device (CCD) camera. This method allowed to measure the ion energy spectra online
while most of the other detection techniques require an exchange of the detection plates for
their data readout. For example, the data analysis of solid state nuclear track detectors as CR-
39 [192] made of a polymer is very complicated and it takes several hours to obtain the ion
energy spectra for each species. Since the MCP is also sensitive to gamma- and X-rays, the
entrance of the TP was furnished with a pinhole having a diameter of 300µm in order to shield
it from the high radiation background and to prevent it from being saturated by a too intense
ion signal. Therefore, the number of the recorded ions is limited to a very small fraction of the
total ion beam.
Second campaign: Thomson parabola with an image plate
For the second experimental campaign a different TP [193] was used which was constructed
after the design of a TP [194] developed at the Central Laser Facility. The magnetic field is
generated by two permanent magnets with a dimension of (50× 50)mm2 and reaches a field
strength of about 0.6T for a distance of 20mm between the poles. Opposed to the conventional
TP Spectrometer design having parallel electrodes, the electric field is now generated by a pair
of tilted copper electrodes extended over a length of 200mm, whose separation of the plates
is 2mm at the entrance of the spectrometer and 25mm at its exit, like shown in Figure 5.5.
This construction provides a much higher electric field at the entrance than at the exit such,
that it achieves a similar dispersion of protons and carbon ions as the magnetic field. Parallel
electrodes over a length of the magnetic field would lead to an insufficent dispersion while the
application of longer parallel electrodes would cause ion losses due to collisions with the cop-
per electrodes [194]. With this setup ions of energies between 0.7 MeV and 16 MeV per nucleon
could be detected when having passed the pinhole of 300µm in diameter at the entrance of the
TP. The deflected ions were recorded on an image plate approximately 50mm behind the exit
of the electrodes. The IP was mounted on a motorized rotatable drum on which four IPs can be
placed in total. In principle, this design enables to execute four high energy laser shots before
the vacuum chamber has to be opened for changing the IPs.
Like in case of RCFs, IPs are mostly applied in the field of medicine for X-ray imaging. More and
more they have been substituting photographic X-ray films in material research and in molecular
biology and found also application as a X-ray diagnostic in the physics of laser-plasma interac-
tion [195]. An IP contains photostimulable phosphors in form of crystals of barium fluorohalide
phosphor doped with europium atoms (BaFBr:Eu2+) which can store the energy of X-rays, but
which are also sensitive to charged particles like electrons and ions. The incident particles ex-
cite the phoshor crystals to a metastable state by creating electron-hole pairs whose number
is proportional to the absorbed irradiation dose. The electrons get captured in lattice defects
acting as electron traps, so-called color centers, which arise in the adjacencies of the particle
impact. The europium atoms hinder the holes to move and, thus, to recombine [196]. This
state of stored energy in electron-hole pairs is conserved until the color centers are stimulated
by the irradiation of red laser light. It excites the trapped electrons which emit blue light when
decaying to their ground state. This stimulation occurs during the readout of the IP in a special
scanner, in this case of type Fuji Film FLA-7000. The scanner records the emitted radiation
which is then converted into a digital image mapping the absorbed particle radiation. Since this
readout process does not happen spontaneously but is triggered externally by the laser irradi-
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ation, the process is called photostimulated luminiscence (PSL), which corresponds also to the
unit of the scanner output signal.
The linear relation between the PSL value and the absorbed particle intensity together with the
spatial registration of the energy-dependent ion deflection permit a reliable information about
the ion energy spectra. Since the stored information in the IP is read out by red light, which
is also present in the daylight, the IPs have to be handled in the dark after having absorbed
the particle irradiation until its evaluation procedure. Furthermore, it has to be taken into
account that the excited metastable states decay over time with a half life in the order of one
hour [197, 198]. Therefore, it was not made use of the four possible IP positions in the rotatable
drum, but the IPs were already changed after two laser shots during the experiment.
Data extraction and energy resolution
The recorded parabola traces of the individual ion species on both the MCP and the IP were an-
alyzed with the help of a tracking code. For both types of the TP the magnetic field distribution
was measured while the electric field distribution was simulated by CST EM Studio [199]. For
the given electric and magnetic field distribution the code tracks ions of different predetermined
energies with a definite charge-to-mass ratio on their way through the TP to the detector plate.
The energy dispersion relation is obtained by fitting the tracking points to the corresponding
recorded parabola trace and has to be determined separately for each ion species. In order to
receive the ion energy spectra the single ion traces of the recorded images of the camera have to
be evaluated concerning their brightness on the phosphor screen or the IP, respectively. In case
of the MCP, the brightness is correlated to the amount of generated secondary electrons which
scales with the number of ions impinging on the MCP. In case of the IP, the brightness corre-
sponds to the amount of photons emitted during the readout of the IP via the photostimulated
luminiscence. After the determination of the energy dispersion relation as well as the analysis
of the recorded ion trace concerning its brightness an ion energy spectrum either in units of
MCP counts or PSL, is obtained. The conversion into real particle numbers can be pursued by a
calibration with RCFs for protons and with CR39 for ions [133, 190]. Since the proton signals
covered only one third of their spatial beam profile and the proton signals were observed at
most to the fifth RCF layer, a thorough calibration with RCFs could not be performed. There-
fore, the presented experimental results refer to MCP counts.
The deflection of protons, carbon ions and oxygen ions of different charge states and ener-
gies by the given electric and magnetic field distributions was calculated and fitted to the









with the ion energy E(x) and the deflection x as well as the fit parameters P1 and P2. These
had to be determined individually for each charge-to-mass ratio and for both the electric and
the magnetic field. Figure 5.8 shows the resulting dispersion relations of protons. The left im-
age, 5.8(a), shows the proton energy as a function of the deflection in the magnetic field while
the right image, 5.8(b), shows the corresponding dependence in the electric field. The blue
squares result from the tracking code while the curve illustrates the fit to these data points with
the fit parameters PM1 = 3.88MeV mm and P
M
2 = 1822.3MeV mm
2 for the magnetic field as
well as PE1 = 10.98MeV mm and P
E
2 = 12.09MeV mm
2 for the electric field.
In general, the energy resolution of a TP is influenced by several quantities. The dominant
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Figure 5.8: Dispersion relations of protons in the magnetic (a) and electric (b) fields. The error bars
in (a) were calculated according to equation 5.4.
contribution comes from the size of the pinhole at the entrance of the TP which was 300µm
for both of the experimental campaigns. A smaller pinhole size leads to a spatially smaller ion
signal on the detector plate and, thus, to a better energy resolution. But apart from a better
shielding against gamma rays and target debris it implicates also a decreased number of ions
entering the TP. The ion beam entering the pinhole broadens on its way to the detection plate.
This broadening is determined by the geometry of the setup, i.e. the length of electric and mag-
netic fields l and the drift length D, as well as by the beam dynamics, e.g. screening or Coulomb
repulsion. The spatial resolution of the detection plate plays also a substantial role.
In case of a MCP, the spatial resolution is determined by the size of the channels and their dis-
tance to each other, which is 18µm [190] for the used MCP. Furthermore, energetic ions may
induce electron emission in more than one channel. Due to the chosen two-staged MCP design
the electrons broaden between the exit from one channel to the entrance of the second one as
well as between the exit of the second one and the phosphor screen. All these effects deteriorate
the energy resolution since they result in a broadening of the ion signal.
The spatial resolution of an IP depends decisively on the various scattering processes of the
incoming red laser light and the emitted blue fluorescence light in the active layer. The level of
excitation and extinction of the color centers by external light and the scanner characteristics,
e.g. pixel size, laser spot size and scan velocity, play also a role. Since the luminosity of the
stimulated color centers decays within 0.7µs [196], the photomultiplier may also record the
light emitted by the previously excited pixels and not only the emitted light of the presently
excited one.
The spatial resolution ∆x denotes the distance at which two ion signals can just be distin-
guished from each other and are registrated on the phosphor screen as two separate impacts.
The measured signals had a FWHM of 14 camera pixels which corresponded to a length of
∆x ≈ 0.72mm on the phosphor screen.
The energy resolution ∆E of the TP is correlated to the spatial resolution via the dispersion





Inserting the derivative of the dispersion relation into equation (5.4) the energy resolution of
protons with an energy of 12 MeV results in ∆E12MeV = ±1.36MeV while for protons with
5 MeV a value of ∆E5MeV = ±0.36MeV is obtained.
73
5.4 Short-term laser desorption
The first experimental campaign at the Callisto laser with its setup described in section 5.3.2
considered the irradiation of gold, copper and aluminium targets with a number of fs-laser
pulses between one and 165. Thus, the desorption took place on a short time scale of a few
seconds. The experimental goal focused on the stepwise cleaning of the target surface by in-
creasing the amount and the intensity of the desorption pulses. The successive decrease of the
contamination layer should offer a possibility of modifying the TNSA ion spectrum in a con-
trolled manner.
5.4.1 Gold foils
In this subsection the impact of fs-laser desorption on the TNSA from 10µm thick gold foils is
discussed. Figure 5.9 a) shows a Thomson parabola spectrum of a reference shot, labeled in
the following as shot 1, in which the CPA beam hit the target and induced the TNSA without
any prior laser desorption. It is evident that the most intense ion trace results from the protons.
These were accelerated to a maximum energy of 12 MeV like Figure 5.10 demonstrates, in
which the proton energy spectra from all the shots mentioned in this section are displayed. The
corresponding proton imprint on RCFs contains only the lower third of the complete signal, as
shown in Figure 5.6, and therefore recorded less protons of higher energies since these are emit-
ted with smaller divergence angles than protons of lower energies [114, 200]. While a weak
signal was still observed on the fifth RCF, which is allocated to a proton energy of 10.5MeV, the
successive film corresponding to an energy of 11.7 MeV did not show a proton signal anymore.
Considering the limited proton beam imprint on the RCFs the recorded proton cut-off energy
is comparable to the Thomson parabola data. Regarding the heavier ions, C4+ was favorably
produced and accelerated. This is due to the higher charge-to-mass ratio than C+, C2+ and C3+,
therefore experiencing a higher electrostatic force, but the lower ionization potential compared
to C5+. In addition to carbon ions, traces of oxygen ions with lower particle intensities were
observed. Gold ions could not be accelerated in this reference shot indicating that the contam-
ination layer obviously must have been too thick. The contaminants –here in form of protons,
carbon and oxygen ions– screen the TNSA field from the target atoms and prevent the latter
from getting field-ionized and from getting accelerated. The maximum proton and carbon ion
energies for this reference shot and the corresponding shot parameters are listed in Table 5.1.
Figure 5.11 displays the obtained ion spectra of C4+ and C3+ corresponding to the listed shots.
The application of laser desorption changes the TNSA ion spectra strongly. This is shown in
the Thomson parabola spectra, Figures 5.9 b), c) and d), for different laser shot parameters.
The respective shot parameters and their influence on the ion acceleration are given in detail in
Table 5.1. Like shot 2 in Figure 5.9 b) shows, at a moderate number of desorption pulses with
an absorbed laser fluence of Fabs ' 13.2mJ/cm2, the proton acceleration was hardly affected
by the laser desorption. The comparison of the resulting proton spectrum of shot 2 with the
reference shot, shot 1, demonstrates a decrease of the particle signal at the high energy end
of the spectrum which, however, may also be a consequence of a reduced CPA laser energy. In
contrast, the particle spectra of carbon and oxygen ions got strongly modified: Compared to
shot 1, carbon and oxygen ions with low charge states, i.e. C+, C2+, O+, O2+, O3+, completely
disappeared and the maximum energy as well as the total amount of the accelerated C3+-ions
decreased substantially. But the C4+-ions gained a maximum kinetic energy which was twice as
much as in shot 1. An enhanced signal intensity in the C4+-ion trace was noticed for particle
energies between 0.18 MeV/u and 0.38 MeV/u, indicated by the red ellipse in Figure 5.9 b). It
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Figure 5.9: Thomson parabola spectra of shots on 10µm thick Au-foils with different desorption
pulse configurations and target chamber pressures. The signal intensity scale in MCP
counts is given on the right. In a) a reference shot without any desorption pulses is
shown. Besides an intense proton signal carbon ions up to charge state 5+ and oxygen
ions are present. In b) at a laser fluence of the desorption beam of Fabs = 13.2mJ/cm2,
ions with low charge states vanish completely while C4+ has a higher maximum energy
and shows an enhanced signal between 0.18MeV/u and 0.35MeV/u marked by the
red ellipse. Increasing the fluence to Fabs = 39.7mJ/cm2, like in c), or the number of
desorption pulses to 165 at Fabs = 18.9mJ/cm2, like in d), the proton signal and their
maximum energy clearly decrease as compared to a) and gold ions are accelerated.
becomes also visible in the energy spectrum of C4+ in Figure 5.11, red curve.
These features change even more for an increased desorption process with an absorbed laser
fluence Fabs ≥ 18.9mJ/cm2 and with more desorption pulses. Like both the Thomson parabola
spectra of shot 3 and shot 5, Figures 5.9 c) and d), and the proton spectra in Figure 5.10
demonstrate, the proton signal intensity on the MCP decreased by about one order of magni-
tude compared to shot 1. A substantial reduction of the proton maximum energy by at least a
factor of two was noted, too. Less but higher energetic desorption pulses like in shot 3 were
more effective for getting rid of the hydrogen contamination than more desorption pulses with
lower pulse energy as in shot 5.
The influence of the enhanced desorption process on the carbon ions differs for their individual
charge states. Like Figure 5.11 shows, for C3+ a similar behavior as for the protons is recorded.
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shot # desorp. Fabs Edes ECPA p ions E
max
kin ∆Φion
no. pulses [mJ/cm2] [mJ] [J] [mbar] [MeV/u] [MV]
shot 1 0 10.9 p 12.00±1.50 12.00±1.50





shot 2 65 13.2 2.1 8.5 3×10−6 p 12.00±1.50 12.00±1.50
(rear side) C5+ 0.45±0.02 1.10±0.04
C4+ 1.17±0.08 3.50±0.25
C3+ 0.15±0.03 0.60±0.10
shot 3 80 39.7 2.3 7.9 1.1×10−4 p 3.40±0.40 3.40±0.40
(rear side) C4+ 0.96±0.08 2.88±0.25
C3+ 0.18±0.03 0.70±0.10
C2+ 0.06±0.01 0.35±0.06
shot 4 100 18.9 1.0 5.6 3.1×10−5 p 3.20±0.30 3.20±0.30
(rear and C4+ 0.67±0.08 2.00±0.25
front side) C3+ 0.12±0.02 0.47±0.07
shot 5 165 18.9 1.0 6.8 5.3×10−6 p 4.50±0.50 4.50±0.50
(rear and C4+ 1.10±0.13 3.30±0.39
front side) C3+ 0.17±0.01 0.68±0.05
C2+ 0.13±0.01 0.80±0.06
Table 5.1: Overview of all important parameters of the discussed laser desorption shots and of
the reference shot (no cleaning) on 10µm Au foils. The quantities listed here are the
absorbed laser fluence Fabs and the energy Edes of the desorption pulses, the laser energy
ECPA of the main pulse and the target chamber pressure p. Included are also the analysed
results from the Thomson parabola ion traces regarding the maximum ion kinetic energies
Emaxi and a calculated estimate for the maximum potential difference ∆Φion = E
max
i /Ze
the fastest ions should have experienced by the quasistatic electric field [1].
Both the particle intensity and the maximum energy of C3+ drop compared to shot 1.
Exactly the opposite is observed for C4+. The maximum energy of C4+ is shifted to higher en-
ergies and an increased particle intensity in the higher energetic region is noted in comparison
to shot 1. Like Figure 5.11 illustrates, the total particle intensity of C4+, however, was strongly
affected by the respective cleaning performance. With increasing fluence of the desorption laser
beam (shot 3) and/or low CPA pulse energy (shot 4) the C4+-ion flux diminished, especially for
energies below 0.5MeV/u. The opposite happened for lower fluences of the desorption laser
beam and/or higher CPA pulse energy (shot 5 and shot 2) showing an increased particle inten-
sity in that region.
The parabola traces of the carbon ions with low charge states, i.e. C+ and C2+, vanished almost
completely on the MCP as a consequence of the laser desorption.
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Figure 5.10: Comparison of proton spectra resulting from shots on gold foils. The shot details are
given in Table 5.1. The proton intensity definitely decreased for shots with preceding
desorption pulses of Fabs ≥ 18.9W/cm2.
Figure 5.11: Comparison of all C4+ (solid curves) and C3+ (dashed curves) spectra obtained from
the discussed shots on Au foils, see Table 5.1. While the maximum energy of C4+
increases when laser desorption is applied, it decreases in case of C3+ compared to the
reference shot (shot 1).
For each shot listed in Table 5.1, Figure 5.12 illustrates the fraction of the individual carbon
ion charge states to the total carbon ion yield, integrated in energy. The fraction of accelerated
C4+-ions relatively increases due to the laser desorption while the relative amount of the car-
bon ions with charge states lower than 4+ decreases or even is zero. This feature was most
distinctive in shot 2 with an intermediate fluence of the desorption laser. The slight deviation of
shot 3 from this trend is probably explainable by the very low general carbon ion signal in this
shot. The ratio of the total carbon ion yield, i.e. summed over all charge states, of the shots with
applied laser desorption to the reference shot is indicated by the black stars in Figure 5.12. They
mark the general reduction of accelerated carbon ions in the shots of preceded laser desorption
with Fabs ≥ 18.9mJ/cm2 (shots 3, 4, 5), indicating that the carbon density on the target surface
was diminished by the desorption.
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Figure 5.12: Fraction of the C4+-, C3+- and C2+-ion yields to the total carbon ion yield of each shot
(see Table 5.1), integrated from 0.083 MeV/u to 1 MeV/u. The black stars show the
total carbon ion yield ratio of the individual shots with desorption to the reference shot
(shot 1) [1].
Apart from the discussed modifications in the proton and carbon ion spectra, the intensified
cleaning process led also to the acceleration of gold ions. Their charge states are ranging from
Au3+ to Au20+ in shot 3 and from Au8+ to Au15+ in shot 5 [1].
Although the integrated laser fluence absorbed by the gold foils was the same, certain differ-
ences were observed when comparing the irradiation of both target surfaces at a laser fluence of
Fabs = 18.9mJ/cm2 with 165 desorption pulses (shot 5) to the irradiation of only the target rear
surface at Fabs = 39.7mJ/cm2 with 80 desorption pulses (shot 3). Irradiating only the target
rear surface (shot 3) showed the following features: Firstly, the MCP registered a considerably
smaller proton signal, in particular for proton energies above 3MeV/u, like Figure 5.10 shows.
Secondly, as demonstrated in Figure 5.11, a reduced C4+ signal was recorded, especially for
ion energies below 0.5MeV/u. Furthermore, Figure 5.12 demonstrates that the relative total
amount of accelerated carbon ions was a factor of two smaller in shot 3 compared to shot 5.
And thirdly, a larger number of parabola traces resulting from gold ions were registered which,
however, exhibited a slightly lower particle intensity. Additionally, the target chamber pressure
was more than one order of magnitude larger than in shot 5, which corresponds to an increased
readsorption rate of residual gas molecules by a factor of at least ten between the individual
desorption pulses according to equation 4.12. This faster readsorption on the target surface
would suggest an enhanced acceleration of adsorbate ions like protons and carbon ions, but the
opposite was the case.
All these observations imply that the target surface had to be cleaned more efficiently from its
contaminants, i.e. the contamination layer became thinner, when less desorption pulses at a
higher laser fluence irradiated the target rear surface. Due to the thinner contamination layer
the electric field could penetrate deeper into the gold foil. Therefore, a broader range of charge
states was recorded for gold ions compared to shot 5. Additionally, as more and more desorption
pulses continue to irradiate the target surface, a net heat transfer to the target surface leading
to hydrogen diffusion cannot be disregarded anymore, like already discussed in section 4.5.3.
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5.4.2 Copper foils
Laser desorption of copper foil targets confirms the results obtained from gold foils. As the
Thomson parabola spectrum in Figure 5.13 demonstrates, the irradiation of both target surfaces
with 100 desorption pulses of Fabs = 18.9mJ/cm2 led to the complete absence of carbon and
oxygen ions with low charge states and to reduced signals of those with higher charge states.
Even the intense signals of C4+ ions disappeared. Like already observed for shots on gold foils,
the maximum energy of protons decreased to half of its value and their intensity was reduced
by one order of magnitude compared to shot 1 (see Figure 5.16 in section 5.4.4). An abundant
spectrum of copper lines was evident on the Thomson parabola which was not present in shots
without laser desorption. The various Cu-ion traces ranged from Cu2+ up to Cu14+. On a closer
look, the two copper isotopes 63Cu and 65Cu could even be discerned. These results show that
several monolayers of contaminants have been removed from the target surface and the TNSA
field was sufficiently high to accelerate copper ions [1].
Figure 5.13: Thomson parabola spectrum of a shot on a 10µm thick Cu foil with a CPA pulse energy
of 8.7 J, preceded by 100 desorption pulses irradiating both target surfaces.
5.4.3 Aluminum foils
Very dominant effects of the fs-laser desorption were observed when using 11µm thin alu-
minum targets. The Thomson parabola spectrum in Figure 5.14 shows that numerous intense
oxygen and aluminum ion traces of various charge states were recorded. The high oxidation
potential of aluminum in comparison to gold or copper leads to the formation of aluminum
oxide (Al2O3) on the target surface. Therefore, oxygen constitutes the predominant surface
contamination as the ERDA run in section 3.1 confirms. Besides the oxygen ions, abundant
aluminum ion traces were visible which reach from Al+ to Al10+ while the proton signal shows
the common feature of a decrease in both intensity and maximum energy (see Figure 5.16 in
the following section). Figure 5.15 demonstrates the ion energy spectra of almost all oxygen
ions and most of the aluminum ions illustrating that they are continuously accelerated to higher
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Figure 5.14: Thomson parabola spectrum of a shot on a 11µm thick Al foil with a CPA pulse energy
of 9.9 J preceded by 100 desorption pulses irradiating both target surfaces.
Figure 5.15: Comparison of the accelerated oxygen and aluminum ions obtained from a shot on a
11µm thick Al foil. The ion traces of O2+, Al3+ and Al4+ could be analyzed individually
while the other ion traces could only be analyzed as a summed particle signal due to
superpositions. O6+ superposed with Al10+ were the ions exposed to the highest electric
field potential with an acceleration of up to 1.94MeV/u.
maximum energies with increasing charge states. The electron binding energies of oxygen in
the K shell are more than 10 times higher than in the L shell. Therefore, O7+ and O8+ could
not be accelerated with the applied CPA pulse energies. The same argument is valid for alu-
minum ions. Higher charge states than Al11+ leaving a too weak trace to be analyzed on the
phosphor screen were also not available for the TNSA. Because of a very similar charge-to-mass
ratio we got superpositions of aluminum ion traces of charge state Al5+ and higher with oxygen
ion traces of charge state O3+ and higher. This renders a careful analysis of their single particle
intensities difficult and led to overestimated particle signals. Those ion traces affected by super-
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positions remain nevertheless comparable to each other and the maximum energy of the ions
with a fixed charge-to-mass ratio could be determined as well. They fit in the common picture
of the laser desorption results that the acceleration of ions from the target material considerably
benefits from the reduced hydrogen content on the target surface [1].
5.4.4 Comparison of target materials
Figure 5.16: Comparison of all proton spectra discussed in the text. A definite decrease in proton
intensity was noted for shots with preceding desorption pulses of Fabs ≥ 18.9W/cm2.
The application of fs-laser desorption prior to the TNSA led to the following common observa-
tions for the three investigated target materials gold, copper and aluminum. The target surface
could be cleaned efficiently from the adsorbed gas contaminants. Especially the hydrogen con-
tent on the target surface was reduced considerably which becomes evident when comparing
the resulting proton energy spectra with the reference shot (shot 1). This comparison is pre-
sented in Figure 5.16, which, in addition to Figure 5.10, contains also the recorded proton
energy spectra from the discussed shots on a copper as well as an aluminum foil. Apart from
shot 2 (see section 5.4.1) all the proton energy spectra resulting from the TNSA with preceded
laser desorption show both a strongly reduced proton cutoff energy and a clearly decreased
particle intensity of about one order of magnitude compared to the reference shot. The dimin-
ished contamination layer thickness provided a deeper penetration of the electric field into the
respective target material. Like the Thomson parabola spectra presented in the last sections
illustrate, atoms of the target material were ionized and metal ions of various charge states
were accelerated in case of all the three chosen target materials. Due to the more pronounced
oxide layer on aluminum compared to gold and copper the measurements of the TNSA from
aluminum foils additionally showed a broad range of oxygen ions with charge states up to O6+.
5.4.5 Numerical results
The experimental measurements have demonstrated that the proton cut-off energies decrease
as the absorbed fluence of the desorption laser beam and the number of the desorption pulses
increase. For example, the maximum proton energy of an uncleaned target surface resulted
81
in 12 MeV. In contrast, during the shot on an aluminum surface, from which the contaminants
were removed by 100 desorption pulses at an absorbed fluence of 81.9mJ/cm2, protons were
accelerated only to a maximum energy of 4.6MeV.
Figure 5.17 shows the different measured proton cut-off energies, which are marked by the
blue squares, in dependence of the CPA laser pulse energy. They correspond to differing applied
laser fluences and to a different number of desorption pulses and are labeled according to the
used target material as well as to the respective shot number in case of gold foils as described
in section 5.4.1. These experimental values are compared to the theoretical values of the pro-
ton cut-off energies, which are indicated by the black circles and obtained from the isothermal
plasma expansion model introduced by Mora [40] and discussed in section 2.5.1. The ion ac-
celeration time was set to τacc = 1.3τL ≈ 120 fs with the laser pulse duration τL = 90 fs.
This comparison demonstrates that the decrease of the experimentally measured proton cut-
off energies cannot fully be explained by a reduced CPA laser pulse energy. For example, the
experimental data point at 5.6 J laser energy lies 37% below the value evaluated from Mora’s
plasma expansion model. Almost all the shots with preceded laser desorption demonstrate the
same trend of strongly falling below the theoretical values of Mora’s plasma expansion model.
Only shot 2 (Table 5.1) at 8.5 J laser energy deviates from this trend. Here, the moderate laser
desorption induced only a minor removal of adsorbates. However, this caused a more efficient
proton acceleration since the remaining protons in the contamination layer experienced a higher
electric field due to reduced screening effects. On the contrary, the two reference shots, sym-
boled by a blue circle around the data point, could reproduce these theoretical values very well.
Herein, the shot labeled with Au* marks a shot on a gold foil preceded by one single desorption
pulse which, however, did not alter the resulting ion spectra to any observable extent. Thus,
this shot can be regarded as a reference shot. It becomes evident, that the fs-laser desorption
has induced a cleaning effect from the target rear surface, which implies both a reduced total
number of accelerated protons and a decreased cut-off energy of protons, as Figure 5.16 shows.
The influence of the contamination layer on the carbon ion acceleration was simulated by R.
Nuter and J. Rolle using an advanced version of the two-dimensional (2D) PIC code named
Calder [201] incorporating the field ionization model. Two different approaches to model the
laser-induced carbon ion acceleration were chosen. In both cases the target was considered as
Figure 5.17: Proton cut-off energies in dependence of the CPA laser pulse intensity obtained from the
experiment (blue squares) and from Mora’s plasma expansion model [40] (black cir-
cles). Additional blue circles around the data points denote the shots without induced
fs-laser desorption.
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Figure 5.18: Simulated carbon ion population over time in units of the inverse laser frequency ω−10
for different contamination layer thicknesses.
a three layer plasma composed of a 10 nm proton layer on the target front surface, followed
by 500nm Au+ and concluded by a mixture of hydrogen and carbon atoms on the target rear
surface. Due to numerical constraints a simulation of a 10µm thick target foil was not possible.
The performed simulations therefore focused on the study of a qualitative agreement with the
experimental data. The mesh sizes were chosen to be ∆x = 5nm and ∆y = 10nm and the
temporal resolution was ∆t = 0.011 fs. This ensured a numerical heating, i.e. the nonphysi-
cal increase of kinetic energy4 violating the energy conservation due to the discretization of the
physical model [202], of less than 5 % of the laser energy [201]. The simulated CPA beam had a
pulse duration of 90 fs, a focal spot diameter of 15µm and a laser intensity of 4.5×1019 W/cm2.
The laser irradiated the target under 34◦ incidence angle, thus, reproducing the experimental
conditions.
In the first numeric approach, the thickness of the hydrocarbon layer was varied while the
areal density as well as the ratio of hydrogen to carbon ions, taken from the ERDA measure-
ments of copper (section 3.1), was held constant. Figure 5.18 shows the temporal evolution of
the resulting relative carbon ion fractions for the different contamination layer thicknesses of
5nm, 10nm, 30nm, 50nm, 100nm and 300nm, respectively. The total carbon ion yield is nor-
malized to one and the time scale is given in units of the inverse laser frequency ω−10 = 0.42 fs.
The black curve shows the decrease of the carbon content on the target surface with time due
to the carbon ion acceleration. In the very first stage of the laser-matter interaction carbon
ions of low charge states are preferentially accelerated. In all the six simulations C+ shows
the strongest contribution in this early phase. As time proceeds, the electric sheath field on
the target rear side gradually increases and more and more carbon ions of higher charge states
become accelerated. C4+ rises while the carbon ions of lower charge states than C4+ drop. The
onset of the acceleration of C6+ leads to a decrease of the C4+-fraction and also slightly of C5+.
When the electric sheath field reaches its maximum value at about 750/ω0, the contribution
of the low charge states, i.e. C+, C2+ and C3+, drops to zero. As a consequence, the fraction of
C4+ rises again as it occurs also for C5+ and C6+. The dominating fraction of carbon ions con-
4 Nonphysical fluctuations in the electric field result from the charge assignment of the simulated particles to
the adjacent grid points.
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Figure 5.19: Simulated carbon ion population over time in units of the inverse laser frequency ω−10
for a hydrogen to carbon atom ratio of 0.21 and three different areal densities listed in
Table 5.2. The dashed line represents the time at which the electron energy is maximal.
sists of C4+ and the contribution of C5+ and C6+ continuously decreases for contamination layer
thicknesses of 10nm and larger. This feature reveals the decrease of the electrostatic field seen
by the carbon ions as the thickness of the contamination layer is increased. This is qualitatively
in consistence with the measured data in subsections 5.4.1 to 5.4.4. However, a contribution
of C5+ was merely visible in the data and C6+ could not be accelerated at all requiring that the
electric sheath field was larger than 7 TV/m which obviously could not be achieved.
In the second numeric approach, a constant thickness of 10nm was assumed for the hydrocar-
bon layer. The ratio of hydrogen to carbon atoms was reduced to a value of 0.21 in order to take
into account that the laser desorption modifies the composition of the contamination layer. The
three different considered areal densities of hydrogen and carbon atoms on the rear surface are
given in Table 5.2. Figure 5.19 shows the resulting temporal evolution of the laser-accelerated
carbon ions. A similar picture as for the first simulation scenario arises. In all the three con-
sidered cases, the lowest carbon ion charge states, i.e. C+, C2+, C3+, are rapidly created at the
early acceleration phase when the electric field is still continuously rising. As the areal density
is decreased, thus, going from a) over b) to c) in Figure 5.19, the C6+ population is increased
while the fraction of C4+, and also even of C5+, is reduced. Whereas in case a) the fraction
of C6+ results in 15 %, its contribution is already risen to about 60 % in case c). The carbon
ions experience a higher electric field since this is less shielded by hydrogen atoms due to their
reduced areal density.
As already mentioned above, C6+ was not observed in the experiment. But the obtained simula-
tion results are qualitatively in agreement with the experimental data presented in the previous
Sample a) b) c)
H 1.5×1016 cm−2 7.5×1015 cm−2 1.9×1015 cm−2
C 7.0×1016 cm−2 3.5×1016 cm−2 8.7×1015 cm−2
Table 5.2: Areal densities of hydrogen and carbon atoms used for the second simulated scenario.
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subsections showing an increase of the carbon ion charge state as the target is better cleaned. A
quantitative agreement could not be obtained because the simulated target is 20 times thinner
than the experimentally used one.
5.5 Long-term laser desorption
In a second experimental campaign at the Callisto laser with the experimental setup given in
Figure 5.5, the study of influencing TNSA ions by laser-induced desorption was continued, but
with the additional goal of analyzing how deep the TNSA electric field penetrates into the tar-
get material. Therefore, a special target design was constructed consisting of a 5µm thick gold
foil coated with nickel of the thicknesses 10 nm, 20 nm, 30 nm, 40 nm and 50 nm, respectively,
on one surface, which was dedicated to be the target rear surface. These nickel layers were
created by sputter deposition5 in an argon atmosphere, performed at the target laboratory of
GSI Helmholtzzentrum für Schwerionenforschung GmbH.
The fs-laser desorption working at an incoming fluence of Fin = (0.5 ± 0.1) J/cm2 should
in this campaign provide a complete cleaning of the target rear surface from any contami-
nation. The target surface coated with nickel was therefore irradiated over a period of time
between 15 minutes and 45 minutes, comparable to the desorption experiment described in
section 4.3. During the TNSA the location of the atoms in the target determines, to what extent
the accelerating field potential is experienced by them. Thus, their position determines their
degree of ionization and their subsequent acceleration. The effective potential difference in the
quasistatic electric field can be calculated from the maximum ion energies. Together with the
knowledge of the particle position a rough estimate of the TNSA field can be obtained. The
depth information should thereby be provided by the usage of the thin nickel layers of known
thicknesses. For example, if gold ions were recorded in case of the TNSA from a gold foil coated
with a 10nm thick nickel layer and, assuming similar laser parameters, no accelerated gold ions
were observed for the usage of a nickel layer with a thickness of 20 nm, one could conclude that
the electric field strength at a depth of 20 nm was no longer sufficient for the ionization of gold
atoms and for their subsequent acceleration.
Unfortunately, the whole experimental campaign suffered from severe laser problems which
made a thorough and reliable data acquisition as well as data analysis impossible. Only data for
targets with a 10 nm and a 20 nm thick nickel layer on top of the gold foil exist. For most of the
shots a proton trace with a maximum energy of about 3 MeV averaged over all shots could be
obtained. For few shots an additional ion trace of C4+, and in three shots even slightly of C3+,
was visible on the IP.
In spite of the laser problems a general observation was made for the long-term laser desorption.
A relative comparison of some shot results obtained at similar CPA laser energies demonstrated,
that the ion acceleration of protons and C4+ was enhanced for shots with an increased period of
time of laser desorption. This is illustrated in Figure 5.20. The left image, a), presents the ion
traces of a shot without laser desorption as they were recorded on an IP. The ion signal is the
weakest one compared to the other two images, which display shots with applied laser desorp-
tion for a period of time of 35 minutes in b) and 45 minutes in c). The Thomson parabola trace
of protons in a) is similar to the proton trace in b). In both cases a maximum proton energy
5 In this process, a DC voltage is applied between a target consisting of the coating material and a substrate,
which should be coated. Positive argon ions from the generated argon plasma are accelerated to the target of
the coating material and knock out atoms. These move away from the target and deposit on the substrate, on
which they build a thin film.
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Figure 5.20: Ion traces of protons (p) and C4+ as well as C3+ recorded on an IP which result from
shots on 5µm thick gold foils coated with a 10 nm thick nickel layer. In a) a proton trace
but almost no carbon ions were recorded (no laser desorption) while, in addition to the
proton trace, a strong C4+ as well as a C3+ signal was visible in b) (laser desorption
for 35 minutes) and in c) even a higher cut-off energy was recorded for C4+ (laser
desorption for 45 minutes). The numbers at the marked positions of the fitted parabola
trace (yellow line) denote the respective ion energies in MeV.
of slightly above 3 MeV was recorded. But the carbon ion signal in b) is significantly enhanced
when the target rear surface was irradiated with desorption pulses. The maximum ion energy
of C4+ increased almost by a factor of two from 2.4 MeV in a) to 4.2 MeV in b). Not only the C4+
ion signal is strongly increased, but also a clear signal of C3+ ions is visible. As demonstrated
in c), raising the irradiation time of laser desorption while letting all other laser parameters of
the desorption beam unmodified results in a definite increase of the maximum energies of both
protons and C4+ ions to almost 7 MeV and 6 MeV, respectively. This behavior contradicts to the
experimental results of short-term laser desorption described in the previous section 5.4.
5.6 Discussion
5.6.1 Short-term laser desorption
The surface structure on the target rear side which acts as the ion source determines the charac-
teristic of the TNSA. Ions with highest charge-to-mass ratio and with an exceedable ionization
potential are preferably generated and accelerated. At the beginning of the acceleration pro-
cess, the TNSA electric field energy is therefore transferred into the acceleration of protons,
followed by C5+ and C4+ according to their density distribution on the target rear side. The
electric field becomes screened for atoms which are located deeper in the target foil. As illus-
trated in Figure 5.21, left sketch, these atoms experience a lower electric field which, however,
is strong enough to further ionize them to lower charge states and to accelerate these ions. In
case of TNSA without laser desorption, like the presented reference shot in section 5.4.1, the
acceleration of C+, C2+, O+, O2+ and O3+ is therefore observed. Gold, copper or aluminum ions
are not accelerated since they experience a too low electric field.
The desorption pulses modify the target surface structure by successively removing the ad-
sorbed contaminants. The comparison of shot 3 to shot 5 on gold foils illustrates that higher
fluences of the desorption pulses were more effective than a higher number of pulses. Apart
from the re-adsorption of contaminants between the individual laser pulses, a net heat transfer
to the target surface sets in as more and more desorption pulses continue to irradiate the target.
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Figure 5.21: CHO contamination layer on the target surface (not true to scale) and the TNSA field
E(r,z,t) reaching into the foil. Without desorption (left) the electric field gets strongly
screened by the contaminants. Due to the thinner contamination layer in case of fs-laser
desorption (right), metal atoms from the target foil experience a sufficiently strong
electric field to get field-ionized and accelerated.
The efficiency of desorbing contaminants drops and a saturation effect sets in between 150 and
200 desorption pulses. Although these two circumstances decelerate the desorption process, the
net effect results in a stepwise decrease of the contamination layer thickness when remaining
below that saturation limit. Like sketched in the right image of Figure 5.21, the thinner con-
tamination layer leads to less screening effects of the TNSA electric field by contaminants. Due
to the reduced proton density on the target rear side a larger accelerating field is available for
ionizing carbon and oxygen atoms to higher charge states and for accelerating them to higher
energies. This was the case for C4+ in the presented shot results on gold foils with preceding
laser desorption. At a moderate fluence of the desorption laser beam and an intermediate num-
ber of pulses the contamination layer decreases modestly and screening effects still play a major
role. Like it was observed in shot 2, Figure 5.9 b), the remaining field potential did not suffice
to ionize gold atoms but an enhanced acceleration of C4+ occurred. The observed reduction
or even absence of the carbon and oxygen ions with low charge states results from the fact
that the residual field potential still suffices for the ionization of carbon to higher charge states,
in the present case C4+, and for their acceleration to higher energies. With increasing fluence
of the desorption laser beam the contamination layer gets thinner and thinner and screening
effects by contaminants become less important for the TNSA of metal ions. When there is no
carbon and oxygen left anymore on the target surface and the remaining field potential is still
sufficiently high, it ionizes gold and copper atoms and accelerates these ions. Their maximum
charge state is determined by the strength of the remaining electric field potential. Those gold
ions are recorded in shot 3 and shot 5, Figures 5.9 c) and d), and the respective copper ions
in Figure 5.13. In case of aluminum foils, both strong aluminum and oxygen ions are found
(Figure 5.14). This is due to the thicker oxide layer on aluminum than on copper or gold foils.
In the presented shot on aluminum in subsection 5.4.3 the superposed ion species O6+ and
Al10+ experienced an acceleration up to Emaxkin = (1.94± 0.12)MeV/u. Such maximum kinetic








= (5.17± 0.27)MV , (5.5)
where Emaxkin is given in units of MeV/u, A is the ion’s mass number and Z its charge state. It is
the highest field potential experienced by ions in that shot and exceeds also the field potential
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experienced by protons, which is ∆Φ = (4.6± 0.2)MV. This indicates that the registrated pro-
tons have to originate from hydrogen stored in the bulk on interstitials of the atomic lattice and
not from a hydrogen layer accumulated on the target rear surface.
Earlier experiments on heavy ion induced desorption [203] have shown that hydrogen dif-
fuses from the bulk to the surface and therefore could not be removed completely. Thus, the
ion induced desorption is mainly a surface effect. Similar observations were made in case of
the fs-laser desorption. The adsorbed gases on the target surface could be removed quite well,
which is illustrated by the acceleration of aluminum ions of several charge states, but also by a
number of gold and copper ion traces in the respective discussed shots. But neither the oxide
layer on top of copper and aluminum foils as well as some carbon remnants on gold foils nor
the hydrogen stored in the bulk of these materials could be removed completely. This led to the
acceleration of oxygen and carbon ions as well as of protons.
In ns- to ps-laser ablation [133] carbon and oxygen ions with low charge states (C+, C2+,
O+, O2+) are still present, which is due to a still thick enough contamination layer or due to
the longer laser pulse interacting with the ablated material. Cleaning techniques as resistive
heating [48] dehydrogenize the target completely with the consequence that no protons were
observed at all. In contrast, the data presented here show, that a stepwise increase of the fluence
of the desorption laser provides a consecutive decrease of the contamination layer. Thus, this
new cleaning technique allows to scan through the contamination layer investigating different
stages of the cleaning process. No other cleaning technique could provide this possibility, so far.
5.6.2 Long-term laser desorption
The irradiation of the target surface with fs-laser pulses over a long period of time, like de-
scribed in section 5.5, involves several thousands of desorption pulses. The saturation limit is
exceeded by far and the net heat transfer to the target surface is significantly growing. This net
heat transfer is the result of the small amount of heat entry into the target surface occurring
on a ps- to ns-timescale after the laser pulse which, however, accumulates over the long period
of irradiation to a considerable extent. Although the incident laser fluence was slightly lower
compared to the short-term laser desorption, the absorbed laser fluence has been much larger.
The nickel layer coated on gold provides a lower reflection of the laser light and, thus, the ab-
sorbed laser fluence might even have exceeded the threshold of plasma generation on the nickel
surface. Once all the contaminants are removed, the still ongoing pulsed laser irradiation will
lead to the removal of target material. The highly excited substrate electrons cannot transfer
their energy to the adsorbate anymore since it has already been removed. So their energy is
dissipated by electron diffusion into the bulk. There, the lattice heats up due to electron-phonon
coupling. The phonon oscillations transfer energy to the surface atoms in form of vibrational
energy and may lead to bond-breaking if the accumulated energy transfer exceeds the potential
barrier. This obviously happened for the shot results presented in section 5.5, which clearly
contradict to the observations presented in section 5.4.
Figure 5.22 illustrates a surface analysis of a gold foil coated with a 20 nm thick nickel layer
after its irradiation by fs-laser pulses. The photomicrographs already indicate definitely that
the long-term laser desorption induced not only a removal of surface contaminants but also
a removal of nickel atoms. While the non-irradiated region on the left side of the large pho-
tomicrograph in the middle exhibits the original nickel layer surface, the surrounded region on
its right side shows the uncoated gold foil. The presented X-ray spectra in Figure 5.22 were
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Figure 5.22: Energy dispersive X-ray analysis (EDX) of a gold foil coated with a 20 nm thick nickel
layer of the untreated target surface (left) and of the desorbed surface (right).
obtained by an energy dispersive X-ray analysis (EDX). It was performed with a scanning elec-
tron microscope, which imaged the target foil by scanning it with a focused electron beam
of 6 keV corresponding to a penetration depth of 65 nm [204]. The left image shows the ob-
tained X-ray spectrum of the untreated target surface. The dominating peak at an X-ray energy
of about 0.86 keV [110] stems from the electronic transitions involving the L-shell [205] of a
nickel atom, noted as Ni-L line, for which an atomic fraction of 44% was measured. The second
peak at an energy of 2.12 keV belongs to the Au-M line, i.e. electronic transitions to the M-shell
of a gold atom, and has a relative atomic fraction of 35%. The remaining 21% consisted of
characteristic X-rays from O-K at an energy of 0.52 keV and from C-K at 0.28 keV, thus, both
involving electronic transitions to the K-shell of oxygen and carbon, respectively. This clear
dominance of nickel on the target surface could not be reproduced in the right X-ray spectrum
referring to the analysis of the desorbed surface region. Here, the atomic yield of the Ni-L
line decreased to 25% while the fraction of the Au-M line rose to 46%. The fraction of the C-
K line also increased and obtained a value of 22%. The remaining 7% belonged to the O-K line.
The EDX data confirm that the long-term irradiation with fs-laser pulses removed not only
the adsorbed contaminants on the target surface but also surface material belonging to the tar-
get. This might have led to an implantation of contaminants into the target material since nickel
has the property to be a good catalyst for hydrogenation reactions [206]. This would explain the
enhanced proton signal seen in Figure 5.20 c). A further plausible explanation for the increased
proton and carbon ion energies compared to the shot without applied laser desorption could be
the exposure of a contamination layer which was buried between the gold foil and the nickel
coating. The gold foils were exposed to normal air conditions and were not treated specially
before the sputtering process, under which surface adsorption processes occur (section 4.1.1).
The long-term laser desorption may have laid this buried contamination layer open due to the
continuous removal of nickel atoms. When the CPA laser pulse finally initiated the TNSA, these
contaminants were exposed to the TNSA electric field and experienced a considerably reduced
shielding or even no shielding at all. They could therefore be ionized and accelerated efficiently
while the electric field was not sufficient to ionize gold atoms and accelerate these.
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6 Conclusion and Outlook
The present thesis focused on the influence on laser-accelerated ions of femtosecond-laser des-
orption. It could be demonstrated that the irradiation of metallic target surfaces with ultrashort
laser pulses of moderate fluences enabled to clean the target surface successively by removing
their surface contaminants. Since the subsequent laser-ion acceleration occurred from a mod-
ified target surface structure with a clearly reduced content of contaminants, the resulting ion
spectra were significantly influenced by the laser-induced desorption. In the frame of sepa-
rate desorption measurements the relevant laser fluence regime, in which the desorption takes
place, was determined and a characterization of the contamination layer regarding its thickness
as well as its composition could be provided.
In the framework of this thesis three experiments were conducted. One experiment based
on laser-induced desorption measurements in an ultrahigh vacuum chamber in order to ana-
lyze the yield of desorbed particles and was performed at the Petawatt High Energy Laser for
Heavy Ion eXperiments (PHELIX) at GSI Helmholtzzentrum für Schwerionenforschung GmbH.
The two main experiments with the focus on the laser-driven ion acceleration were performed
at the Jupiter Laser Facility of the Lawrence Livermore National Laboratory using the short-
pulse high-intensity laser Callisto.
The long-term irradiation of metal foils with femtosecond laser pulses at a repetition rate
of 10 Hz enabled to remove the surface adsorbates step by step until the target surface was
cleaned. The threshold value of the incoming laser fluence, at which a plasma was generated
at the irradiated surface, could be determined experimentally as well as a lower limit under
which no desorption was observed. These limits characterize the regime of the laser fluence
being relevant for the desorption and resulted in Fin = (105.5− 292.3)mJ/cm2 for gold and
copper as well as Fin = (22.3 − 105.5)mJ/cm2 for aluminum, each with an uncertainty of
21 %. A good agreement of the desorption yield was found for the laser irradiation of the
three investigated materials in case of an applied absorbed laser fluence between 2 mJ/cm2 and
5 mJ/cm2. The desorption measurements in this fluence regime showed a similar total number
of desorbed particles in the order of 1013, which in terms of the corresponding areal densities
amounts to (5.6− 8.3)× 1016 particles per square centimeter with an underlying uncertainty
of 40 % to 50 %. The large error bars mainly stem from the determination of the area from
which the atoms were desorbed. Considering a radial Gaussian intensity profile of the des-
orption pulses the estimate on this area could be improved and an averaged areal density of
(4.27 ± 1.28)× 1016 particles per square centimeter was determined. This value represents a
reliable estimate on the typical thickness of contamination layers on metal targets lying in the
regime of few nanometers. Diffusion processes of hydrogen from the bulk to the surface have to
be regarded as a concomitant effect to the desorption of surface adsorbates, but they play only
a minor role, as the partial pressure measurements revealed. The dominant molecular contribu-
tion to the desorbed gases results from carbonoxide apart from hydrogen, each amounting to a
fraction of (40±10)%. The large fraction of carbonoxide allows to conclude that the hydrogen
content stems predominantly from the dissociation of light hydrocarbons and the contribution
of diffusion should rather be a minor one. The resulting atomic areal densities for hydrogen,
carbon and oxygen agree very well with the data received from the elastic recoil detection anal-
ysis, with which the composition of the contamination layer was investigated, deviating at most
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by a factor of two.
Both the obtained values of the areal density of the desorbed gas molecules having formed the
contamination layer and their molecular composition represent very fundamental information
for the TNSA. The received results on the quantitative and qualitative characterization of the
contamination layer can be used as input parameters for numerical simulations. Thus, they
improve the modeling of the TNSA substantially.
The application of femtosecond-laser desorption within the scope of the laser-ion acceleration
experiments illustrated its strong impact on the ion spectra. Especially in the first experimental
campaign the contamination layer on top of the target surface could successively be reduced
and the intermediate states between the original contamination layer and a clean target surface
were addressed. This resulted in a drop of the number of laser-accelerated protons and car-
bon ions by up to one order of magnitude and in the appearance of laser-accelerated ions from
the target material –in the present case gold, copper and aluminum– since the shielding of the
electric field by contaminants had been reduced. Furthermore, the thinner contamination layer
led to a redistribution of the observed ion charge states such that ions with low charge states,
especially 1+ and 2+, disappeared whereas ions with higher charge states were accelerated
more efficiently. The detailed experimental results were published in [1].
In the second experimental campaign, the fs-laser irradiation of the target rear surface was per-
formed over a long period of time, i.e. several minutes. This long-term irradiation desorbed not
only the surface contaminants but removed also target atoms from the surface. The most prob-
able explanation involves an increased value of the absorbed laser fluence since the reflectivity
of laser light irradiating nickel coated gold foils is about 30 % lower than in case of irradiating
pure gold foils. This induces an enhanced energy transfer to the target surface. The desorption
yield increases as well as the net heat transfer to the target material, which accumulates over
the long period of laser irradiation and subsequently activates reactions leading to the release
of surface material. The effect on the subsequent laser-ion acceleration was a more efficient
acceleration of protons and carbon ions. These were presumably accelerated from a contami-
nation layer which was buried between the gold foil and the nickel coating and was laid open
during the surface cleaning procedure.
Outlook
The experimental campaigns showed that the physical processes involved in laser ablation and
desorption are very complex since they depend on several parameters involving mainly the laser
and target properties but also the ambient conditions. Although numerical simulations can pro-
vide a helpful estimate on the absorbed laser fluences necessary for the desorption process,
their calculation underlies some given uncertainties, like the choice of the model-dependent pa-
rameters as the electron-phonon coupling strength or the neglection of the initially nonthermal
electron distribution. Furthermore, the conversion of numerically determined absorbed laser
fluences into experimentally measurable incident laser fluences requires the knowledge of the
reflectivity of the irradiated material. During the laser irradiation its value may vary from those
given in the literature [166, 168].
In order to determine the characteristics of the successive target cleaning by femtosecond-laser
pulses in detail more extensive parameter studies have to be performed. These regard on the
one hand the target properties. The measured desorption yield demonstrates a clear depen-
dence on the target material which is, for example, due to differing electron thermalization
times, heat conductivities or the above mentioned reflectance of the laser light. The ability of
storing hydrogen in the atomic lattice is also material-dependent and plays a role for diffusion
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processes being a concomitant effect during the laser desorption. On the other hand, the de-
pendence of the desorption yield on the laser fluence could be investigated by varying the laser
spot size contrary to its pulse energy, followed by an analysis of the target surface with e.g. force
measurements with the atomic force microscope. A further aspect represents the dependence of
the desorption yield on the laser wavelength as well as on the repetition rate of the desorption
pulses. All these proposals, however, require measurements in ultrahigh vacuum conditions and
cannot be done routinely during conventional laser-ion acceleration experiments.
An opportunity would be an experimental setup which allows for the application of both fem-
tosecond laser irradiation on the target surface and a subsequent irradiation of this laser-treated
area by heavy ions with energies of few MeV per nucleon, which probe the sample surface af-
ter the laser-induced desorption in the framework of an elastic recoil detection analysis. Such a
combined experiment is worldwide only possible at the Z6 target chamber of GSI Helmholtzzen-
trum für Schwerionenforschung GmbH, where both a laser beam line and an ion beam line are
available. Since the target surface becomes also cleaned by the probing ion beam, the ion beam
should permanently irradiate a different part of the surface from which the desorption occurred.
This could be realized by a slowly rotating target holder.
With the help of thermo-cameras [207] measuring the infrared radiation the target surface
temperature can be monitored with a resolution of few ten mK [208]. This allows to study a
possible heat contribution to the laser-induced desorption process and, thus, gives an indication
of hydrogen diffusion on long term runs. Since UHV conditions are not necessary within this
temperature measurement, it could be applied also during experiments with subsequent TNSA.
The usage of previously characterized multilayer targets consisting of a very smooth metal
substrate, which becomes covered by few ultrathin layers of different materials, represents an
alternative way to femtosecond-laser desorption in order to provide a depth information of the
electric field distribution. Such a mapping of the spatial electric field distribution reaching into
the target will deliver fundamental information about the establishment of the electric field po-
tential during the laser-ion acceleration by the Target Normal Sheath Acceleration mechanism.
However, the construction of such a multilayer target is extremely challenging. It requires a
very smooth metal foil of thicknesses between 5µm and 10µm having a surface roughness
considerably below 20 nm. The material of the coating has to be selected carefully such that
only a minimal diffusion between the adjoined materials sets in. Furthermore, the whole target
manufacturing process should take place under vacuum conditions of 10−6 mbar and below in
order to prevent the implantation of contaminations by adsorption of gas molecules in the air.
An alternative approach beyond the sputtering process constitutes the thin film processing by
evaporation, which is conducted in much lower vacuum pressures, leading to a reduced amount
of incorporated residual gas in the film. Due to the lower impact energy of the particles on the
target surface compared to ion sputtering this technique provides a more defined interface be-
tween the target material and the coating. Even further, dedicated layers without contamination
could be fabricated by ion implantation.
The measurement of the maximum energies of ions accelerated from layers of different ma-
terials at known depth with respect to the target rear surface allows to estimate the accelerating
electric field potential at that specific depth. With the help of both the complete nondestructive
removal of the contamination layer by the femtosecond-laser desorption and the information
about the spatial electric field distribution a controlled Target Normal Sheath Acceleration of
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