INTRODUCTION
The permanent of an n × n matrix A = [a ij ] is defined as
where Λ n denotes the set of all possible permutations of {1, 2, ..., n}.
The permanent attracts attentions from mathematics, computer science, statistical physics and chemical graph theory [1, 2] . However, computing the permanent of a matrix is proved to be a #P -complete problem in counting [3] , which is no easier than an N P -complete problem in 2 L WANG, H LIANG, FS BAI AND Y HUO combinatorial optimization. Even for 3-regular matrices, which are with 3 nonzero entries in each row and column, evaluating their permanents is still a #P -complete problem [4] .
The best-known algorithm for precise evaluation of the permanent of general matrix is due to Ryser [5] , and later improved by Nijenhuis and Wilf [6] . It is O(n2 n−1 ) in time complexity. We call the method R-NW algorithm. The R-NW only works for small matrices. It is only possible to make the precise calculation faster, if the special structure properties of matrices can be used intensively. Several efficient precise algorithms have been proposed by exploring the structure properties of sparse matrices, such as Kallman's method [7, 8] , hybrid algorithm [9, 10] . Among them, the hybrid algorithm is the best one for very sparse matrix.
The hybrid algorithm is parallel in nature. A parallelized version of the algorithm is developed for the permanent computation problem arising from molecular chemistry [12] . The basic idea of the parallelized hybrid algorithm is divide and conquer. An n × n matrix A is divided into a series smaller sub-matrices by using the hybrid algorithm. When the computational times of the permanents of sub-matrices are known or estimated appropriately, the load balancing strategies for the permanent computation could be further improved with the help of the theory of parallel machine scheduling in combinatorial optimization. In this paper, we use the statistical methods to explore the factors which are related to the computational time of permanent with the hybrid algorithm. An efficient estimation for computational time of permanent is obtained. Hence the improved parallel strategy for permanent of sparse graph is proposed.
In the next section, a brief introduction to a hybrid algorithm and its parallelized version for permanent, which are the best methoths for very sparse matrix as far as we know, are presented. The load balancing strategy of parallel algorithm is discussed. In section 3, the statistical analysis of computational time of permanent is given. It is shown that the permanent value has strong correlation to its computational time with the hybrid algorithm. Then an improved loading balance strategy based on approximate permanent algorithm is proposed. In section 4, the numerical results are given. Some discussions are made in section 5.
PARALLEL ALGORITHMS FOR SPARSE PERMANENTS

A hybrid algorithm for sparse permanent
Taking the advantage of the sparse structure extensively, a hybrid method is proposed [9, 10] . Consider an expansion 
3 where a, b, c and d are scalars, x T is an (n − 4)-dimensional row vector, y 1 , y 2 y 3 and y 4 are both (n − 1)-dimensional column vectors, and Z is an (n − 1) × (n − 4) matrix. This expansion appears in [11] , and is used to establish an approximate algorithm for permanent. When "s < 5", where s is the minimal number of nonzero entries in one row or column of matrix, one n × n matrix can be divided into no more than two (n − 1) × (n − 1) matrices, that is, per(A 3 ) = 0 in the expansion (2) . Combining the expansion (2) with R-NW algorithm, a hybrid algorithm is constructed [10] .
Algorithm H per(Hybrid)
Input: A-an n × n 0-1 valued matrix.
Output: P = H per(A).
Step 1: Find the minimal number of nonzero entries s in one row or column of A.
Step 2: If n > 2 and s < 5, then divide A into A 1 , A 2 as (2), and
Else return by R-N W (A).
It is an efficient algorithm for very sparse matrix, especially for fullerene-like matrices [9, 13] .
Parallelized version of the hybrid method
The parallelization of the algorithm is essential for computing large scale problems. The hybrid algorithm H per for permanent is parallel in nature. First, the n × n matrix A is divided into a series of (n − d) × (n − d) matrices by using the formula (2) repeatedly. Then the (n − d) × (n − d) matrices are computed in parallel. The d is called the depth of pre-expansion. Let A (w) k denote the w-th (n − k) × (n − k) matrix. Based on the algorithm H per, the following parallel method PH is constructed [12] .
Algorithm PH (Parallel H per)
Step 1: Let n be the order of matrix A, num be the number of CPU's used, A (1) 0 = A, s = 1, set d be the depth of pre-expansion.
Step 2: For k=1:d t=0;
end s=t;
End
Step 3: Assign A d 's (1 ≤ w ≤ t) has been computed.
Step 4: P = 
The approximate algorithms for permanents
Methods for approximating permanents of 0-1 matrices attract a great deal of studies in the last decade. Markov chain Monte Carlo methods [14, 15] absorb great efforts from computer scientists. The theoretical analysis for those methods are relatively abundant and a fully-polynomial randomized approximation scheme for the permanent of arbitrary matrix with non-negative entries has been reported [15] . But the method is unlikely to be practical in computations [16] .
A kind of practical approximate methods for permanents is Monte Carlo method, which reduce permanents to determinants by randomizing the elements of matrices [16, 17, 18] . The idea is first introduced by Godsil and Gutman [18] . It is improved by Karmarkar et. al. [17] , which is one of the most popular practical approximate algorithms for matrix permanent. Assume
be the three cube roots of unity. Let y be a complex number, andȳ denote the complex conjugate of y. The KKLLL method is outlined as follows.
Algorithm KKLLL (Karmarkar/Karp/Lipton/Lovasz/Luby) Input: A-an n × n 0-1 valued matrix.
Output: X A -the estimate for P er(A).
Step 1:
Elseif A ij = 1 then randomly and independently choose B ij ∈ {w 0 , w 1 , w 2 } with probability Step 2: X A = det(B)det(B).
Theorem 2.1 ([17])
The KKLLL estimator X A is unbiased with E[X A ] = per(A).
An (ǫ, δ)-approximation algorithm for per(A) is a Monte-Carlo algorithm that accepts as input A and two positive parameters ǫ and δ. The output of the algorithm is an estimate Y of per(A), which satisfies
The KKLLL estimator is unbiased and yields an (ǫ, δ)-approximation algorithm for estimating per(A) in time 2 n/2 1 ǫ 2 log( 1 δ )poly(n) [17] . However, for the random 0,1-matrix, Frieze and Jerrum proved the following result.
Theorem 2.2 ([19])
Let ω(n) is any function tending to infinity as n → 0. Then only O(nω(n) 1 ǫ 2 ) trials using the KKLLL estimator suffice to obtain a reliable approximation to the permanent of the random 0,1-matrix within a factor 1 ± ǫ of the correct value. 
The parallel machine scheduling
The load balancing strategies for the permanent computation can be further improved with the help of the models of parallel machine scheduling in combinatorial optimization. Consider the following machine scheduling model first. Assume that one has a set of n jobs J 1 , · · · , J n , and m identical machines M 1 , · · · , M m . Each job J j must be processed without interruption for a time p j > 0 on one of the machines. Each machine can process at most one job at a time. If all jobs are ready for processing in the very beginning, it is called offline machine scheduling; otherwise if jobs can only be ready for processing one by one, it is called online.
An algorithm called LS is designed for the online parallel machine scheduling problems, where jobs are processed in its natural order of coming. Graham [20] gives the worst-case analysis of the scheduling heuristics and shows that Algorithm LS has a worst-case ratio of 2 − 1 m , where m is the number of machines available. If the jobs are sorted in the non-increasing order of processing times for offline problems, then there is an algorithm known as LPT. It is proved by Graham that Algorithm LPT has an improved worst-case ratio of
The scheduling problem in Algorithm PH is essentially online in which the sub-matrices are sent to the different processors in their natural order of expansion. In this paper, we will give a approximate order for the computational times of the sub-matrices. It is observed and checked that there is a strong correlation between the permanent value and its computational time. Hence we use the approximate value of permanent to determine the order of jobs which are sent to processors so as to improve the parallel efficiency than the case with natural order.
THE IMPROVED LOAD BALANCING STRATEGY
We find that the time of computing the permanent of a sparse matrix by hybrid algorithm is strongly correlated to its permanent value. We also note that the computational time of hybrid algorithm is dependent on the locations of the nonzero elements of matrix. Therefore, for any matrix
The computational times of per(A) and per(B) with algorithm H per are almost equal. For any matrix A, what we discuss is the relationship between the per(B) and the computational time of per(A). The following two subsections will present the statistical analysis for the correlation. Then an improved load balancing strategy is proposed.
Linear regression analysis for computational time of permanent
The linear regression model is used to investigate which factors are sensitively response to the computational time of matrix permanent with algorithm H per.
Take the computational time T with algorithm H per as the dependent variable. The following five matrix invariants are considered, which are chosen empirically and may be related to the computational time: the permanent value of the matrix which is denoted as P ; the absolute value of the determinant of the matrix which is denoted as |D|; the number of nonzero elements of the matrix which is denoted as S; the variance of sum of nonzero elements in each row which is denoted as V 1 ; the variance of sum of nonzero elements in each column which is denoted as V 2 .
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We generate 0-1 matrices randomly with various size and sparsity. Each group contains 100 matrices. For each 0-1 matrix group, consider the multiple regression model as follows.
The coefficient of determination, often referred to R 2 , is a frequently used measure of the fit of the regression line. The definition is, simply,
y i ,β 0 andβ 1 being the estimates of β 0 and β 1 [22] . The coefficient of determination R 2 is no less than 0.8 for every data group, which is shown in Table I . In order to find out which factors significantly correlate to the dependent variable we apply stepwise regression method to the linear regression models. Using the stepwise regression, only the permanent value P is significant to the computational time T . Take the case of n=40 and S=5n as an example. The regression equation with all five factors is
The result of stepwise regression is
with R 2 = 0.8552.
|D|, S, V 1 and V 2 are very easily computed. However, the computational time of the permanent can not be predicted by these factors. Only permanent value itself is strongly correlated to computational time. The result is reasonable that per(A) is just the number of all the nonzeros expansion terms in (1), which determines the complexity of the problem to some extend in nature. Though evaluating per(A) is hard, it is fortunate that there are many good practical approximate algorithms developed for permanent.
Kendall rank correlation analysis
For improving the load balancing of the algorithm PH, what is essentially needed to know is the non-increasing order of the computational times of all the sub-matrices produced by algorithm PH. The Kendall rank correlation, also referred to Kendall τ coefficient, is a common rank correlation method in the theory of statistical relationship. This coefficient provides a kind of average measure of the agreement between two measured quantities. Suppose we have a set of n objects which are being considered in relation to two properties represented by x and y. Numbering the objects from 1 to n for the purposes of identification in any order we please, we may say that they exhibit values x 1 , . . . , x n according to x and y 1 , . . . , y n according to y. To any pair of individuals, say the ith and the jth(i < j), we will allot an x-score, denoted by a ij = +1 if p j > p i (where p i is the rank of 7 the ith member according to the x-quality) and a ij = −1 if p j < p i , subject only to the condition that a ij = −a ji . Similarly we will allot a y-score, denoted by b ij , where b ij = −b ji . Denoting S by summing a ij b ij over all values of i and j from 1 to n, the Kendall τ coefficient is defined as [23] :
The denominator is the number of pairs of comparison. The Kendall τ coefficient have three properties: if the agreement between the rankings is perfect, i.e. every individual has the same rank in both, τ should be +1, indicating perfect positive correlation; if the disagreement is perfect, i.e. one ranking is the inverse of the other, τ should be −1, indicating perfect negative correlation; for other arrangements τ should lie between these limiting values, and in some acceptable sense increasing values from −1 to 1 should correspond to increasing agreement between the ranks.
In practical applications of ranking methods there sometimes arise cases in which two or more individuals are so similar that no preference can be expressed between them. The ranking members are then said to be tied. If there is a tie of t consecutive members all the scores arising from any pair chosen from them is zero. There are 1 2 t(t − 1) such pairs. If, therefore, we write
For ties in one ranking, where t stands for the summation over various sets of ties in this ranking, and
For ties in the other, where u stands for the summation over various sets of ties in this ranking, our alternative form of the coefficient τ for tied ranks may be written
We can use the distribution of the Kendall τ coefficient in testing the significance of τ under the null hypothesis that the two qualities are independent. In the null hypothesis case the exact distribution of τ can be calculated exactly for small samples, and as n increases it has been proved that the distribution tends to normality, with E(τ ) = 0 and var(τ ) = 2(2n+5) 9n(n−1) [23] . We use Kendall rank correlation to measure the association between the ranking of the computational times by algorithm H per and the rankings by the permanents and approximate permanents.
For a set of 0-1 matrices A 1 , · · · , A m , let the T i denote the computational time of the algorithm H per, P i denote the exact value of per(A i ), AP i denote the approximate value of per(A i ) by KKLLL algorithm, i = 1, · · · , m.
The similarities between rank of {T i } and rank of {P i }, between rank of {T i } and rank of {AP i } are considered respectively. Case study 1: Kendall rank correlation analysis for random 0-1 matrix: Tested by the Kendall rank correlation coefficient, the similarities between the ranking of {T i } and that of {P i }, between 8 L WANG, H LIANG, FS BAI AND Y HUO the ranking of {T i } and that of {AP i } are significant for all the matrix groups used in subsection 3.1. Take (n, S) = (60, 4n) as an example, the Table II shows the Kendall τ coefficients and p-values. In the Kendall rank corelation analysis, the p-value is used for testing the significance of τ under the null hypothesis that the two qualities are independent against the alternative that the two qualities are dependent. If the p-value is small, say less than 0.05, then the two qualities are significantly dependent. Case stduy 2: Kendall rank correlation analysis for 3-regular matrix: The second example comes from chemical graph theory. Consider the adjacent matrix of a fullerene with 100 atoms, which is a 3-regular 100 × 100 matrix. It is divided into 159 80 × 80 matrices by using the formula (2) repeatedly. The Table III illustrates the result of Kendall τ test. Case study 3: Kendall rank correlation analysis for 4-regular matrix: The third example is computing per(I + A), where A is the adjacent matrix of buckministerfullerene C 60 , I is identity matrix. The matrix I + A is 4-regular. The 60 × 60 matrix I + A is divided into 123 52 × 52 matrices by using the formula (2) repeatedly. The Table IV illustrates the result of Kendall τ test.
The p-values in the three cases are all extremely small. Hence the both rankings of {P i } and {AP i } and that of {T i } are dependent significantly. The results show that the computational time with Algorithm H per has a strong rank correlation with the permanent value.
The improved load balancing strategy
The parallel algorithm is improved by taking advantage of the ordering of estimated permanents as load balancing strategy. For the algorithm PH, the step 3 is changed as follows.
Step 3: approximate the permanents of A 
NUMERICAL RESULTS
We use the approximate permanent to give the approximate order with which the sub-matrices divided by algorithm PH are sent to processors. In this section, the performance of the improved load balancing strategy is tested by the numerical examples, which are arising from molecular chemistry application and choosing from sparse matrix collection. All numerical experiments in this paper are carried on a 32-bit Intel Pentium III (1266 MH) with 32 processors, and the programming language is Fortran 90.
The numerical result for the permanent of C 100
The example of fullerene C 100 used in subsection 3.2 is considered again. The adjacent matrix A of C 100 is divided into 159 sub-matrices. These sub-matrices are sent to the processors with the three order strategies. One is their natural order of expansion, which is the strategy of PH algorithm. The second is the non-increasing order of the exact computational times of the sub-matrices, which is the ideal strategy according to parallel machine scheduling. The third is the non-increasing order of Table VII are all better than that of the natural order in Table V . Moreover the parallel efficiency in Table VII is almost the same with that in Table VI except the case of 32 CPU's. But the efficiency of 32 CPU's has reached 94.61%, which has been good enough in parallel computation.
The numerical result for permanental polynomial of C 60
The permanental polynomial of a graph G is of interest in chemical graph theory [2] . It is defined as
where A is the adjacency matrix of the graph G with n vertices, and I is the identity matrix of order n. The permanental polynomial can be obtained by a series of computations of the permanents formed per(xI − A), where x is one of the (n + 1)-th roots of unity in complex plane [13] . The permanental polynomial of Buckminsterfullerene C 60 is first computed by parallel algorithm PH [12] . The results of natural order, non-increasing order and estimated non-increasing order are shown in Tables VIII-X respectively. The parallel efficiencies of three order strategies are compared in Figure 2 . The parallel efficiency under exact non-increasing order is 95.66% for 32 CPU's, while that of improved strategy in estimated non-increasing order is 94.95%. 
The numerical result for the permanent of sparse matrix
We choose a sparse matrix from the University of Florida Sparse Matrix Collection [24] as our third example, which is a large and actively growing set of sparse matrices that arise in real applications. This symmetric 66 × 66 matrix B named dwt 66 has 320 nonzero elements, and comes from symmetric connection table from DTNSRDC(David W. Taylor Naval Ship Research and Development Center), WASHINGTON [24] . We divide it into 140 53 × 53 sub-matrices. These sub-matrices are sent to the processors with the three order strategies: the natural order of expansion, the non-increasing order of the exact computational times of the sub-matrices, the non-increasing order of the approximate permanent values of the sub-matrices by KKLLL algorithm.
The numerical results with the three order strategies are shown in the Tables XI-XIII. The parallel efficiencies of three order strategies are compared in Figure 3 . The results of improved strategy in Table XIII are all better than that of the natural order in Table XI . Moreover the parallel efficiency in Table XIII is almost the same with that in Table XII except the case of 32 CPU's. But the efficiency of 32 CPU's has reached 94.79%, which has been good enough in parallel computation comparing with the efficiency of the natural order 80.49%.
We have showed the accelerated ratio and parallel efficiency for the three numerical experiments of parallel algorithm P H using three different load balancing strategies. The results roughly increase 10% − 15% parallel efficiency using the improved strategy in contrast to the natural order strategy. Also the parallel efficiency using the improved strategy is very close to the one using the increasing order strategy, which is the optimal load balancing strategy for parallel computing. The permanent values of groups of sub-matrices in our experiments are given in Appendices. 
CONCLUSION AND DISCUSSION
The matrix permanent has critical applications in combinatorial counting, statistical physics and molecular chemistry. For large scale matrices, parallel methods are developing quickly in recent years. From the results of parallel machine scheduling in combinatorial optimization, one knows that the desirable parallel efficiency will be achieved when the jobs are sorted in the non-increasing order of their processing times. Hence it is desired to know the processing times of the jobs for achieving good parallel efficiency. In this paper, we find that there are strong correlation between the permanent value and its computational time. Therefore the approximate algorithms for permanent are used to estimate the computational times of sub-matrices, which are the jobs in the permanent parallel algorithm. The numerical experiments on fullerene-type graphs, which are of great interest in fullerene chemistry, show that the parallel efficiency is improved remarkably by our load balancing strategy.
The approximate method for matrix permanent used in the paper can also be regarded as a preconditioner for the parallel hybrid algorithm [12] . Preconditioning is so successful and valuable in numerical linear algebra. Following the similar idea, it is meaningful to establish the basic concepts and a general framework of the precondition methods for permanent computation, by deeply investigating the mechanism of the existing successful algorithms. It is our future work to develop the preconditions such that the efficiency of the algorithms for permanents can be highly improved, and the realistic scientific computation problems can be solved. sub-matrices of xI − A of C 60 , the total time is about 33 hours as 60 minutes being the longest time and 3 minutes being the shortest one. Compared to the time to compute this group of sub-matrices, the time to estimate them by the KKLLL algorithm(the trials is about n 2 ) is extremely short with only 10 seconds. ‡ For the 140 sub-matrices of B, the total time is about 25 days as 17 hours being the longest time and 54 minutes being the shortest one. Compared to the time to compute this group of sub-matrices, the time to estimate them by the KKLLL algorithm(the trials is about n 2 ) is extremely short with only 20 minutes. 
