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Abstract
We consider online learning in an adversarial, non-convex setting under the assumption that the
learner has an access to an offline optimization oracle. In the general setting of prediction with expert
advice, [11] established that in the optimization-oracle model, online learning requires exponentially
more computation than statistical learning. In this paper we show that by slightly strengthening the
oracle model, the online and the statistical learning models become computationally equivalent. Our
result holds for any Lipschitz and bounded (but not necessarily convex) function. As an application we
demonstrate how the offline oracle enables efficient computation of an equilibrium in non-convex games,
that include GAN (generative adversarial networks) as a special case.
1 Introduction
The setting of online learning in games is a fundamental paradigm which allows formulation of tasks such
as spam detection, online routing, online recommendation systems, and more [3, 9, 16]. A key feature
of this model is the ability of the environments to evolve over time, possibly in an adversarial manner.
Consequently, this framework can be used to produce more robust learners compared to the classic stationary
and statistical learning framework. A fundamental question investigated in recent literature is whether this
robustness comes with a computational price. While it is well-known that any efficient online learner can be
transformed into an efficient statistical (or batch) learner [2], it is important to understand to what extent
is the online model harder.
To enable a systematic comparison between the two models we must allow a reduction in the opposite
direction. To this end we adopt the offline optimization oracle model suggested in [11], where the online
learner submits a sequence of loss functions and the oracle returns any minimizer of the cumulative loss. For
the well-established setting of learning with expert advice, [11] demonstrated an exponential gap between
the oracle complexity in the online and the statistical settings.
In this paper we study the same question in the more general non-convex setting.1 Deviating from [11],
we allow the learner to linearly perturb the objective submitted to the oracle. Arguably, adding a linear
term to a non-convex function should not increase the overall complexity of the oracle. Perhaps surprisingly,
we show that this moderate modification renders the online adversarial setting computationally equivalent
to the statistical setting. We show this by extending the powerful Follow-the-Perturbed-Leader (FTPL)
meta-algorithm to the non-convex setting and derive a polynomial bound on its oracle complexity.
1.1 Setting and Main Result
1.1.1 Basic definitions and assumptions
Let W Ď Rd be the decision set (a.k.a. hypothesis space in the statistical setting) with `8-diameter at most
D, and let L Ď RW be the set of all G-Lipschitz functions w.r.t. the `1-norm. We assume that both G and
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1We explain how to reduce the expert setting to the non-convex setting in Section 1.2.
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D are polynomial in the ambient dimension d.2
Consider the setting of online learning, where an online algorithm predicts a point wt P W in iterative
fashion and receives a feedback according to an adversarially chosen loss function `t P L. The goal of the
learner is to minimize the average regret, which is defined as the difference between the average loss of the
learner and that of the best fixed point w˚ PW in hindsight. We define the sample complexity as the number
of rounds required for attaining expected average regret at most .
The statistical setting differs from the online setting in two important aspects. a) We assume that the
loss functions are drawn according to some unknown fixed distribution. b) The learner receives a sample of
loss functions drawn according to the same distribution. Then it has to output a single predictor wˆ. The
goal of the learner is minimize the expected excess risk, which is defined as E`r`pwˆqs´ infwPW E`r`pwqs. The
sample complexity in this model is the size of a sample (of loss functions) that is required for attaining
expected excess risk at most .
1.1.2 The offline oracle model
In order to compare between the online and the statistical models, we assume an access to two types of
oracles:
1. Value oracle whose input is a pair pw, `q PW ˆ L and its output is `pwq.
2. Offline optimization oracle whose input consists of a sequence of loss functions p`1, . . . , `kq P Lk
and a d-dimensional vector σ, and its output is output has the form
wˆ P argmint
kÿ
i“1
`ipwq ´ σJw : w PWu .
We define the oracle complexity as
sample complexity`# of calls to value oracle`# of calls to offline oracle
1.1.3 Main result
Our online Algorithm 1 applies the offline oracle with a random linear perturbation σ whose coordinates are
i.i.d. exponential random variables with parameter η. Our main result can be stated as follows.
Theorem 1. The oracle complexity of Algorithm 1 is polypd, 1{q.
Notably, both the loss functions and the domainW are not assumed to be convex. The oracle complexity
in the statistical setting (under the same assumptions) is also polypd, 1{q.3 We thus conclude that both
statistical and the online oracle complexities for non-convex learning setting are polynomially equivalent.
We deduce the following game theoretic result:
Corollary 1. (informal) Convergence to equilibrium in two player zero-sum non-convex games is as hard
as the corresponding offline best-response optimization problem.
We elaborate on this implication and specify it to GANs in Section 4.
1.2 Related Work
Follow-the-perturbed-leader. The ubiquitous Follow-the-Perturbed-Leader (FTPL) algorithm [8, 13]
is the canonical example of using an optimization oracle: the algorithm returns the result of a single op-
timization oracle call per iteration. Since its introduction, an extensive study of FTPL has yielded new
insights and efficient variants in various different settings (e.g. [10, 5, 17, 4]).
2The choice of norm in our setting is inconsequential as norms are equivalent up to polypdq.
3This follows from standard covering argument
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Online Convex Optimization. If the problem admits a convex structure, then the oracle complexity is
polynomial in the dimension via bandit convex optimization [3, 9, 1]. If one considers the number of oracle
calls to the optimization oracle only, and does not have access to a value oracle, then it is still possible to
obtain a polynomial bound on the oracle complexity. This is due to the fact that online convex optimization
reduces to online linear optimization [18], and this enables extension of FTPL to the convex case. However,
this extension requires access to the gradient, which does not fall into our oracle model. We are not aware
of any analysis of direct application of FTPL to a convex loss (i.e., without access to the gradients). In a
sense, our treatment of the non-convex case gives the first direct analysis for FTPL to the convex case.
The experts setting: Overcoming the lower bound It is instructive to revisit the experts setting
and understand why our result does not contradict the exponential lower bound of [11]. After all, one can
easily embed the general experts problem in the d-dimensional hypercube for d “ rlog N s using the following
standard technique:
1. Associate each vertex z P t0, 1ud with some expert ipzq.
2. Associate each x P r0, 1sd with a random expert according to ppzq “śdi“1pzixi ` p1´ ziqp1´ xiqq.
3. Perform optimization over r0, 1sd, where the loss of each x P r0, 1sd is řzPt0,1ud ppzq`pipzqq.
It can be verified that the parameters G and D are polynomial in d, as required. Consequently, our main
result applies to this setting as well.
Crucially, unlike our oracle model, [11] does not allow a linear perturbation of the cumulative loss in this
low-dimensional presentation. As it seems, this arguably moderate modification of the model rendered the
offline-to-online reduction tractable.
Experts with low-dimensional structure. In the context of contextual bandits, [6] formulate ab-
stract conditions under which the randomness can be shared between the experts, and allow efficient regret
minimization in the oracle complexity model.
[7] study stability in non-convex settings, and bound the stability rate of ERM for strict saddle problems.
In this paper we derive stable algorithms under much more moderate assumptions.
Generative adversarial networks. Several works have studied GANs in the regret minimization frame-
work (e.g. [15, 14, 12]). We provide the first evidence that achieving equilibrium in GANs can be reduced
to the offline problems associated with the players.
1.3 Overview and Techniques
1.3.1 Why standard approaches do not work?
A common approach which works well in the convex setting is to apply the Follow-the-Regularized-Leader
(FTRL) with `2-regularization:
wt P argmin
#ÿ
iăt
`ipwq ` η}w}2
+
, η « Tα, α P p0, 1q .
In the convex case `2-regularization stabilizes the solution by pushing it towards zero. However, we argue that
in the non-convex setting, this approach does not help. To demonstrate this claim, consider a 1-dimensional
setting, where the loss functions have the form w ÞÑ pσpwxq ´ yq2, where σpxq “ maxtx, 0u is the ReLU
function and x P r´1, 1s, y P r0, 1s. Due to the ReLU term, the magnitude of the loss incurred by classifying
x negatively is not important (i.e., there is no difference between wx “ ´10´6 and wx “ ´1). Informally,
if all x’s are bounded away from zero, we mostly care for the ratio between positive and negative examples.
Therefore, adding `2-regularization does not make solutions near zero more appealing. It is not hard to
formalize this argument and show that FTRL with `2 (or `1) regularization can not yield sublinear regret.
3
1.3.2 Extending FTPL to the non-convex case
Our result is proved by extending the Follow-The-Perturbed-Leader algorithm to the non-convex setting. As
we detail in the preliminaries section, online learnability requires algorithmic stability between consecutive
rounds. For linear loss functions, [13] proved that linear perturbation of the loss stabilized the loss function
itself, and consequently the minimizer is stable as well. The proof relies heavily on the fact that the
perturbation and the loss function are of the same type.
In the non-convex case, we can not hope to stabilize the loss itself using a linear perturbation. Nev-
ertheless, our main contribution is to establish that the randomness injected by FTPL does stabilize the
predictions of the learner. We prove this result by investigating how the outputs of FTPL change as we
vary the the noise vector σ P Rdě0. In the 1-dimensional case, this investigation yields a useful monotonicity
property which helps us bounding the expected distance between consecutive minimizers. While the general
d-dimensional introduces some challenges, we are able to effectively reduce the analysis to the 1-dimensional
setting by varying each coordinate of the noise separately.
2 Preliminaries
2.1 Online to batch conversion
The following well-known result due to [2] tells us that the online sample complexity dominates the batch
sample complexity. The intuition that online learning is at least as hard as batch learning is formalized by
the following online-to-batch theorem.
Theorem 2. [2] Suppose that A is an online learner with ErRegretT sT ď pT q for any T . Consider the following
algorithm for the batch setting: given a sample p`1, . . . , `nq „ Pn, the algorithm applies A to the sample in
an online manner. Thereafter, it draws a random round j P rns uniformly at random and returns wˆ “ wj.
Then the expected excess risk of the algorithm, ErLpwˆqs ´ Lpw‹q, is at most pT q.
2.2 Online learning via stability
The main challenge in online learning stems from the fact that the learner has to make a decision before
observing the adversarial action. Intuitively, we expect that the performance after shifting the actions of the
learner by one step (i.e. considering the loss `tpwt`1q rather than `tpwtq) to be optimal. This view suggests
that online learning is all about balancing between optimal performance w.r.t. previous rounds and ensuring
stability between consecutive rounds. Similarly to the statistical setting, the most common algorithmic tool
for achieving stability is regularization. In particular, the well-established Follow-the-Regularized-Leader is
a meta-algorithm whose instances are determined by choosing a concrete regularization function. Precisely,
given a regularizer R : Rd Ñ R, the t-iterate of the algorithm is
wt “ argmin
#ÿ
iăt
`ipwq `Rpwq
+
.
The next well-known lemma provides a systematic approach for analyzing Follow-the-Regularized-Leader -
type algorithms.
Lemma 1. (FTL-BTL [13]) The regret of Follow-the-Regularized-Leader is at most
ErRegretT s ď ErRpw‹q ´Rpw1qs `
Tÿ
i“1
Er`tpwtq ´ `tpwt`1qs ,
where w‹ “ argmintřTt“1 `ipwq : w PWu.
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2.3 The exponential distribution
We use the following properties of the exponential distribution.
Lemma 2. Let X be an exponential random variable with parameter η.4 The following properties hold: a) for
any s P R, P pX ě sq “ expp´ηsq. b) Memorylessness: for any s, q P R, P pX ě q ` s|X ě qq “ P pX ě sq.
c) if X1, . . . , Xd are i.i.d. with Xi „ Exppηq, then Er}pX1, . . . , Xdq}8s ď η´1plogpdq ` 1q.
3 Non-convex FTPL
In this section we present and analyze the non-convex FTPL method presented in Algorithm 1. Our analysis
completes the proof of our main theorem (Theorem 1). Along the proof we distinguish between the one-
dimensional and the general d-dimensional case. For the former case we obtain better regret bound in terms
of the dependence on the horizon parameter T . Omitted proofs are provided in the Appendix.
Algorithm 1 Non-convex FTPL
Parameter: η ą 0
for t “ 1 to T do
Draw i.i.d. random vector σt „ pExppηqqd
Prediction at time t:
wt P argmin
#ÿ
iăt
`ipwq ´ σJt w : w PW
+
, (1)
end for
3.1 Reduction to oblivious setting
To simplify the presentation we make the following standard modification:
1. The adversary is oblivious in the sense that the sequence p`tqTt“1 is chosen in advance.
2. This allows us to analyze a slightly different algorithm which draws only a single noise vector σ „
Exppηqd rather than drawing a fresh noise vector on every round.
It follows from [3][Lemma 4.1] that proving regret bounds for this variant translates into asymptotically
equivalent (expected) regret bounds for non-oblivious adversaries using Algorithm 1.
3.2 Main Lemma
Throughout this section we use the notation wtpσq to emphasize that wt as defined in (1), is determined by
the noise vector σ. Following Lemma 1 we would like to to establish a bound on the expected instability at
time t, i.e. Er`tpwtpσqq ´ `tpwt`1pσqqs. This is bounded above by G ¨ E}wtpσq ´ wt`1pσq}1. Note that the
distance between wt and wt`1 is ill-defined since both wt and wt`1 are not unique. However, as we show
below, we will be able to derive a uniform bound on the distance between any consecutive minimizers for
every choice of minimizers. Note that this not really needed. As we are primarily interested in stability
with respect to the function value, we can make any assumptions on the tie-breaking mechanism. However,
we found it both interesting and surprisingly easier to prove the stronger result.
Lemma 3. Fix an iteration t and let δ ą 0 be a margin parameter. There is a tie-breaking rule for choosing
minimizers such that Er}wtpσq´wt`1pσq}1s “ O
´
polypdqη
δ ` dδ
¯
. In the one-dimensional case we obtain the
improved bound Er|wt ´ wt`1|s “ Opηq.
4That is, X has density ppxq “ η expp´ηxq.
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Proof. (of Theorem 1) We start with the multidimensional case. Applying the FTL-BTL lemma (Lemma
1) with the regularizer Rpwq “ ´σJw and using Ho¨lder inequality, we obtain
ErRegretT s ď E r}σ}8 ¨ }w‹ ´ w1}1s `G
Tÿ
t“1
Er}wtpσq ´ wt`1pσq}1s
ď E r}σ}8sD `G
Tÿ
t“1
Er}wtpσq ´ wt`1pσq}1s .
For the multidimensional case, we use that Er}σ}8s ď η´1plog d ` 1q, D,G P polypdq, and apply Lemma 3
to obtain
ErRegretT s ď polypdq
`pη´1plog d` 1q ` T pηδ´1 ` δqq˘ .
By setting η “ T´2{3 and δ “ T´1{3, we obtain the regret bound ErRegretT s ď OpT 2{3polypdqq. Online-to-
batch conversion yields a sample complexity bound of O
´
polypdq
3
¯
.
In the 1-dimensional case we simply set η “ T´1{2 to obtain ErRegretT s “ OpT 1{2q. This translates into
a sample complexity bound of O
´
polypdq
2
¯
.
3.3 Proof of Lemma 3
We begin with the following lemma which provides a bound on the gap between minimizers with respect to
the change in noise parameter σ.
Lemma 4. For any two functions f1, f2 :W Ñ R and vectors σ1, σ2 P Rd, let
wipσiq P argmin
 
fipwq ´ σJi w
(
, i “ 1, 2.
Letting f “ f1 ´ f2 and σ “ σ1 ´ σ2, we have that
fpw1pσ1qq ´ fpw2pσ2qq ď σJpw1pσ1q ´ w2pσ2qq (2)
Proof. Using optimality conditions for wipσiq, we have that
f1pw1pσ1qq ´ σT1 w1pσ1q ď f1pw2pσ2qq ´ σT1 w2pσ2q
f2pw2pσ2qq ´ σT2 w2pσ2q ď f2pw1pσ1qq ´ σT2 w1pσ1q
Adding the above two inequalities and rearranging finishes the proof.
We now provide the proof of Lemma 3 in the two considered cases.
Proof. (of Lemma 3: one-dimensional case) We wish to use Lemma 4. For any time t, consider
substituting f1pwq “ řiăt lipwq, f2pwq “ řiăt`1 lipwq, σ2 “ σ and σ1 “ σ1 fi σ ` 2G. We immediately get
that
ltpwtpσ1qq ´ ltpwt`1pσqq ď 2Gpwtpσ1q ´ wt`1pσqq
Using the fact that lt is G-lipschitz, we get that
´G|wtpσ1q ´ wt`1pσq| ď ltpwtpσ1qq ´ ltpwt`1pσqq ď 2Gpwtpσ1q ´ wt`1pσqq
which immediately implies that wtpσ1q ě wt`1pσq. Similar calculations show that wt`1pσ1q ě wtpσq and
wtpσ1q ě wtpσq.
For the rest of the proof we will omit the dependence on t as it will be clear from context. We denote by
wminpσq “ mintwtpσq, wt`1pσuu, wmaxpσq “ maxtwtpσq, wt`1pσqu. First we observe that
Er|wtpσq ´ wt`1pσq|s “ Erwmaxpσqs ´ Erwminpσqs .
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Figure 1: Illustration of the monotonicity property used in the Proof of Lemma 3: The unperturbed minimizer
of Lt (solid line), denoted wt`1p0q, can be significantly smaller than the unperturbed minimizer of Lt´1
(dashed line), wtp0q. This can be balanced by increasing the noise parameter corresponding to wt`1.
Secondly the computation above implies that
wminpσ1q ě wmaxpσq . (3)
This powerful monotonicity property (see Figure 1) is now used to lower bound Erwminpσqs in terms
Erwmaxpσqs. Letting σ1 “ σ ` 2G, we have
Erwminpσqs “
ż 2G
σ“0
η expp´ησqwminpσq dσ `
ż
σą2G
η expp´ησqwminpσq dσ
ě p1´ expp´2ηGqqpErwmaxpσqs ´Dq `
ż
σą0
η expp´ηpσ1qqwminpσ1q dσ
ě p1´ expp´2ηGqqpErwmaxpσqs ´Dq `
ż
σą0
η expp´ηpσ1qqwmaxpσq dσ
“ p1´ expp´2ηGqqpErwmaxpσqs ´Dq ` expp´2ηGqErwmaxpσqs
“ Erwmaxpσqs ´Dp1´ expp´2ηGqq ě Erwmaxpσqs ´ 2ηDG ,
where the second inequality uses Equation 3 and the last inequality uses the inequality exppxq ě 1` x.
Proof. (of Lemma 3:multiple dimensions) Once again we wish to use Lemma 4. For any time t and
any coordinate k, consider substituting f1pwq “ řiăt lipwq, f2pwq “ řiăt`1 lipwq, σ2 “ σ and σ1 “ σ1 fi
σ ` 3Bδ´1 ¨ ek (where ek is the kth vector in the canonical basis). We immediately get that
ltpwtpσ1qq ´ ltpwt`1pσqq ď 3Bδ´1pwt,kpσ1q ´ wt`1,kpσqq ,
where wt,k is the k-th coordinate of wt. Using the fact that the range of lt is r´B,Bs, we get that
´2B ď ltpwtpσ1qq ´ ltpwt`1pσqq ď 3Bδ´1pwt,kpσ1q ´ wt`1,kpσqq
which immediately implies that wt,kpσ1q ě wt`1,kpσq´δ. A similar calculation also derives that wt`1,kpσ1q ě
wt,kpσq ´ δ.
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Now for any k P rds, let wk,minpσq “ mintwt,kpσq, wt`1,kpσqu, wmaxpσq “ maxtwt,kpσq, wt`1,kpσqu. First
we observe that
Er}wtpσq ´ wt`1pσq}1s “
dÿ
k“1
pErwk,maxpσqs ´ Erwk,minpσqs
Secondly the calculation above implies that for all k
wk,minpσ ` 3Bδ´1ekq ě wk,maxpσq ´ δ (4)
Now fix a coordinate k P rds along with all noise coordinates σj for j ‰ k. Denote by E´k the corre-
sponding conditional expectation. Up to the additional margin term δ, lower bounding E´krwk,mins in terms
of E´krwk,maxs reduces to the one-dimensional case; letting q “ 3Bδ´1 and µpxq “ η expp´ηxq, we have
E´krwk,minpσkqs “
ż q
σk“0
µpσkqwk,minpσkq dσk `
ż
σkąq
µpσkqwk,minpσkq dσk
ě p1´ expp´qηqqpE´krwk,maxpσkqs ´Dq `
ż
σką0
µpσk ` qqwk,minpσk ` qq dσk
ě p1´ expp´qηqqpE´krwk,maxpσkqs ´Dq `
ż
σką0
µpσk ` qqpwk,maxpσkq ´ δq dσk
“ p1´ expp´qηqqpE´krwk,maxpσkqs ´Dq ` expp´qηqpE´krwk,maxpσkqs ´ δq
ě E´krwk,maxpσkqs ´Dp1´ expp´qηqq ´ δ ě E´krwk,maxpσkqs ´ 3Bηδ´1D ´ δ .
The second inequality uses Equation 4 and the last inequality follows by substituting q “ 3Bδ´1 and using
the inequality exppxq ě 1 ` x. Since the above holds for any fixed σ´k “ pσjqj‰k , the unconditioned
expectations also satisfy
Erwk,minpσqs ě Erwk,maxpσqs ´ polypdqη
δ
´ δ .
Summing over all coordinates we conclude the bound.
4 Implications to Non-convex Games
Consider the following formulation of a non-convex zero-sum game. Let F : X ˆ Y Ñ R, where X ,Y Ď Rd
are compact with diameter at most D. The x-th player wishes to minimize F and whereas the y-th player
wishes to maximize F . We assume that for all x P X and y P Y, both F p¨, yq and ´F px, ¨q are G-Lipschitz
and B-bounded. A known approach for achieving equilibrium is to apply (for each of the players) an online
method with vanishing average regret. Precisely, on each round t both players choose a pair pxt, ytq which
induces the losses F pxt, ytq and ´F pxt, ytq, respectively. Finally, we draw a random index rjs P rT s and
output the pair pxˆ, yˆq fi pxj , yjq. By endowing the players with access to an offline oracle and playing
according to non-convex FTPL we can reach approximate equilibrium.
Theorem 3. Suppose that both the x-player and the y-player have an access to an offline oracle and play
according to non-convex FTPL (Algorithm 1). Given  ą 0, let T P polypdq{3 such that the expected average
regret of non-convex FTPL is at most . Then, pxˆ, yˆq forms an -approximated equilibrium, i.e., for any
x P X and y P Y,
ErF pxˆ, yˆqs ď ErF px, yˆqs ` , ErF pxˆ, yˆqs ě ErF pxˆ, yqs ´  .
Note that the players can use their offline oracle to amplify their confidence and achieve an equilibrium
with high probability. The proof is provided in the appendix.
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4.1 Implication to GANs
In particular, we consider the case where the x-th player is a generator, who produces synthetic samples
(e.g. images), whereas the y-th player acts as a discriminator by assigning scores to samples reflecting the
probability of being generated from the true distribution. Formally, by choosing a parameter x P X and
drawing a random noise z, the x-th player produces a sample denote Gxpzq. Conversely, the y-th player
chooses a parameter y P Y and assign the score DypGxpzqq P r0, 1s to the sample Gxpzq. The function F
usually corresponds to the log-likelihood of mistakenly assigning an high score to a synthetic example and
vice versa. It is reasonable to assume that F is Lipschitz and bounded w.r.t. the network parameters. As a
result, efficient convergence to GANs is established by assuming an access to an offline oracle.
5 Discussion
Our work establishes a computational equivalence between online and statistical learning in the non-convex
setting. We shed light on the hardness result of [11] by demonstrating that online learning is significantly
more difficult than statistical learning only when no structure is assumed.
One interesting direction for further investigation is to refine the comparison model and study the poly-
nomial dependencies more carefully. One obvious question is to understand the gap in terms of the horizon
parameter T between the regret bounds for the one-dimensional and the multidimensional settings.
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A Omitted Proofs
Proof. (of Theorem 3) For all y P Y,
ErF pxˆ, yqs “ E
„
1
T
ÿ
F pxt, yq

ď E
„
1
T
ÿ
F pxt, ytq

` 
ñ ErF pxˆ, yˆqs ď
„
1
T
ÿ
F pxt, ytq

` 
Similarly, for all x P X ,
ErF px, yˆqs “ E
„
1
T
ÿ
F px, ytq

ě E
„
1
T
ÿ
F pxt, ytq

´ 
ñ ErF pxˆ, yˆqs ě
„
1
T
ÿ
F pxt, ytq

´  .
11
