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Abstract
In this paper, we give sufficient conditions for the convergence of minimizers and minimum
values of integral and more general functionals Js : W 1,p(Ωs) → R on the sets Us(hs) =
{v ∈ W 1,p(Ωs) : hs(v)  0 a.e. in Ωs}, where p > 1, {Ωs} is a sequence of domains
contained in a bounded domain Ω of Rn (n  2), and {hs} is a sequence of functions on R.
In so doing, we assume that the considered functionals Γ -converge to a functional defined on
W 1,p(Ω) and the spacesW 1,p(Ωs) are strongly connected with the spaceW 1,p(Ω). Certain
conditions on the relation between the functions hs and a function h : R → R are also
required in our main results.
Keywords Integral functional · Variational problem · Implicit pointwise constraints ·
Minimizer · Minimum value · Γ -Convergence · Variable domains
Mathematics Subject Classification 49J40 · 49J45
1 Introduction
In this paper, for a given bounded domain Ω of Rn (n  2) and a given sequence of domains
Ωs contained in Ω , we consider a sequence of functionals Js : W 1,p(Ωs) → R of the
structure Js = Fs + Gs , where p > 1, {Fs} is a sequence of integral functionals whose
integrands satisfy certain convexity and growth conditions, and {Gs} is a sequence of weakly
continuous functionals. Along with this, we consider the sequence of sets
Us(hs) = {v ∈ W 1,p(Ωs) : hs(v)  0 a.e. in Ωs}, (1.1)
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where {hs} is a sequence of functions onR.We are interested in conditions for the convergence
of minimizers and minimum values of the functionals Js on the sets Us(hs) to a minimizer
and the minimum value of a limit functional on a limit set.
It is easy to see that the variational problems under consideration include but, in general,
are not reduced to standard unilateral and bilateral problems with constraints of the forms
v  ϕs , v  ψs , and ϕs  v  ψs a.e. in Ωs , where {ϕs}, {ψs} ⊂ R.
In this connection, we note that the convergence of solutions of variational problems with
constraints of the forms v  ϕ, v  ψ , and ϕ  v  ψ a.e. in Ωs , where ϕ,ψ ∈ W 1,p(Ω),
was studied, for instance, in [11,17]. In these works, the conditions for the convergence
of solutions of the mentioned problems include the requirement of Γ -convergence of the
corresponding functionals to a functional defined on the spaceW 1,p(Ω) and the requirement
of a certain (called strong) connectedness of the spaces W 1,p(Ωs) with the space W 1,p(Ω).
Similarly, in the present paper, in particular, the Γ -convergence of the sequence {Fs} to
a functional F : W 1,p(Ω) → R, a certain convergence of the sequence {Gs} to a functional
G : W 1,p(Ω) → R, and the strong connectedness of the spaces W 1,p(Ωs) with the space
W 1,p(Ω) are required to prove the convergence of minimizers and minimum values of the
functionals Js on the sets Us(hs). At the same time, we assume that, for every s ∈ N, the
integrand fs : Ωs × Rn → R of the functional Fs satisfies the inequality
c1|ξ |p − μs(x)  fs(x, ξ)  c2|ξ |p + μs(x) (1.2)
for almost every x ∈ Ωs and every ξ ∈ Rn , where c1 and c2 are preassigned positive constants
andμs ∈ L1(Ωs),μs  0 inΩs . The only assumption on the domainΩ is that the embedding
of W 1,p(Ω) into L p(Ω) is compact. Moreover, in our main results (see Theorems 4.1–
4.3), we require certain conditions on the relation between the functions hs and a function
h : R → R. Actually, these conditions relate the sets Φ(hs) = {t ∈ R : hs(t)  0} to the
set Φ(h) = {t ∈ R : h(t)  0}. In particular, the assumed conditions imply the convergence
of the sequence {Φ(hs)} to the set Φ(h) in the sense of Kuratowski [21, Sect. 29], and the
sets Φ(hs) are assumed to be nonempty and closed. The convexity of the sets Φ(hs) is not
required. The obtained results say that minimizers and minimum values of the functionals Js
on the sets Us(hs) converge (along a subsequence) to a minimizer and the minimum value
of the functional F + G on the set U (h) = {v ∈ W 1,p(Ω) : h(v)  0 a.e. in Ω}.
We note that the sets Us(hs) originally defined by (1.1) can be written as follows:
Us(hs) = {v ∈ W 1,p(Ωs) : v(x) ∈ Φ(hs) for a.e. x ∈ Ωs}.
On the other hand, if we have a sequence of sets Ψs ⊂ R and, for every s ∈ N,
Vs = {v ∈ W 1,p(Ωs) : v(x) ∈ Ψs for a.e. x ∈ Ωs}, (1.3)
then the sets Vs can be represented as Vs = Us(hs), where functions hs : R → R are defined,
for instance, by hs(t) = 0 if t ∈ Ψs and hs(t) = 1 if t /∈ Ψs . Obviously, for these functions,
we have Φ(hs) = Ψs for every s ∈ N.
Thus, essentially, our results concern the convergence of minimizers and minimum values
of the functionals Js on sets of the form (1.3) without the assumption of convexity of the sets
Ψs . To the best of our knowledge, this case has almost not been studied even for the domains
Ωs coinciding with the domain Ω . The only exceptions are our recent works [18,19]. In the
short note [18], we only announced Theorems 4.1 and 4.2 of the present paper. In [19], we
studied in detail the convergence of minimizers and minimum values of functionals on sets
of the form (1.1) defined by rapidly oscillating periodic functions hs . This special case is not
covered by the main results of the present paper (see Remark 4.6).
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As for the notion of strong connectedness of a sequence of Sobolev spaces and the notion
of Γ -convergence of functionals with variable domain of definition used in the present paper,
additionally to [11,17], we refer the reader, for instance, to [13,15].We remark that the notion
of strong connectedness of Sobolev spaces goes back to [10], where the condition of strong
connectedness of n-dimensional domains was introduced. This condition can be considered
as a prototype of the mentioned notion of strong connectedness of Sobolev spaces.
Concerning the notion of Γ -convergence of functionals with the same domain of defi-
nition and related results, see, for instance, [5,8,26,27]. With the use of the techniques of
Γ -convergence theory, the convergence of minimizers and minimum values of variational
problems with general varying unilateral obstacles in a fixed domain was studied in [4] for
integral functionals whose integrands satisfy a uniform growth and coercivity condition. A
similar question related to variational problems with general varying bilateral obstacles for
a quadratic integral functional was investigated in [3]. For results on the convergence of
solutions of variational inequalities with G-convergent operators and unilateral and bilateral
constraints in different cases, we refer the reader, for instance, to [2,6,14,23]. The unilateral
and bilateral constraints considered in the mentioned papers can be written in the form
v(x) ∈ Ψs(x) (1.4)
for a.e. x in the corresponding domain, where Ψs(x) are closed convex sets in R. The same
also concerns the variational problems with implicit pointwise constraints studied in [20]
for integral functionals on weighted Sobolev spaces associated with the domains Ωs . More
exactly, the implicit constraints considered in [20] are reduced to the form (1.4) withΨs(x) =
[ϕ(x),+∞), where ϕ : Ω → R, and Ψs(x) = [α−, α+] ∩ R, where α− ∈ [−∞, 0] and
α+ ∈ [0,+∞]. The asymptotic behavior of a sequence of minimization problems for an
integral functional on a Sobolev space of vector valued functions was studied in [7] in the
case of constraints of the form (1.4) with closed convex sets Ψs(x) in Rk (k  1).
The present paper is organized as follows. In Sect. 2, we give necessary assumptions and
definitions. In Sect. 3, we prove a number of useful auxiliary propositions. In Sect. 4, we state
and prove our main Theorems 4.1–4.3. The difference in their formulations is the difference
in both the assumptions on the functions μs that appear in (1.2) and the conditions on the
above sets Φ(hs) and Φ(h). Thus, in Theorem 4.1, we assume that, for every sequence
of measurable sets Ks ⊂ Ωs such that meas Ks → 0, the integrals of the functions μs
over the sets Ks tend to zero, while, in Theorems 4.2 and 4.3, we assume the stronger
condition ‖μs‖L1(Ωs ) → 0. Finally, in Sect. 5, we give comments and examples on the
made assumptions and the conditions of Theorems 4.1–4.3. A special attention is paid to the
construction of examples justifying the importance of the conditions on the sets Φ(hs) and
Φ(h) in Theorems 4.1–4.3 and of the condition ‖μs‖L1(Ωs ) → 0 in Theorems 4.2 and 4.3.
2 Assumptions and definitions
Let n ∈ N, n  2, let Ω be a bounded domain of Rn , and let p > 1. Let {Ωs} be a sequence
of domains of Rn contained in Ω .
It is easy to see that if v ∈ W 1,p(Ω) and s ∈ N, then v|Ωs ∈ W 1,p(Ωs).
Definition 2.1 If s ∈ N, then qs : W 1,p(Ω) → W 1,p(Ωs) is the mapping such that, for every
function v ∈ W 1,p(Ω), we have qsv = v|Ωs .
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Definition 2.2 We say that the sequence of spaces W 1,p(Ωs) is strongly connected with the
space W 1,p(Ω) if there exists a sequence of linear continuous operators ls : W 1,p(Ωs) →
W 1,p(Ω) such that:
(i) the sequence of norms ‖ls‖ is bounded;
(ii) for every s ∈ N and every v ∈ W 1,p(Ωs), we have qs(lsv) = v a.e. in Ωs .
Definition 2.3 Let, for every s ∈ N, Is : W 1,p(Ωs) → R, and let I : W 1,p(Ω) → R. We
say that the sequence {Is} Γ -converges to the functional I if the following conditions are
satisfied:
(i) for every function v ∈ W 1,p(Ω), there exists a sequence ws ∈ W 1,p(Ωs) such that
‖ws − qsv‖L p(Ωs ) → 0 and Is(ws) → I (v);
(ii) for every function v ∈ W 1,p(Ω) and every sequence vs ∈ W 1,p(Ωs) such that ‖vs −
qsv‖L p(Ωs ) → 0, we have lim infs→∞ Is(vs)  I (v).
Next, let c1, c2 > 0 and let, for every s ∈ N, μs ∈ L1(Ωs) and μs  0 in Ωs . We assume
that the sequence of norms ‖μs‖L1(Ωs ) is bounded.
Let, for every s ∈ N, fs : Ωs ×Rn → R be a function satisfying the following conditions:
for every ξ ∈ Rn , the function fs(·, ξ) is measurable on Ωs ; for almost every x ∈ Ωs , the
function fs(x, ·) is convex on Rn ; for almost every x ∈ Ωs and every ξ ∈ Rn ,
c1|ξ |p − μs(x)  fs(x, ξ)  c2|ξ |p + μs(x). (2.1)
In view of the assumptions on the functions fs and μs , for every s ∈ N and every
v ∈ W 1,p(Ωs), the function fs(x,∇v) is summable on Ωs .
Definition 2.4 If s ∈ N, then Fs : W 1,p(Ωs) → R is the functional such that, for every





By virtue of the conditions on the functions fs , for every s ∈ N, the functional Fs is
convex and locally bounded. Therefore, for every s ∈ N, the functional Fs is weakly lower
semicontinuous.
Next, let c3 > 0 and c4  0, and let, for every s ∈ N, Gs : W 1,p(Ωs) → R be a weakly
continuous functional. We assume that, for every s ∈ N and every v ∈ W 1,p(Ωs),
Gs(v)  c3‖v‖pL p(Ωs ) − c4. (2.2)
In view of the weak lower semicontinuity of the functionals Fs and the weak continuity of
the functionals Gs , for every s ∈ N, the functional Fs +Gs is weakly lower semicontinuous.
Moreover, by virtue of inequalities (2.1) and (2.2) and the boundedness of the sequence of
norms ‖μs‖L1(Ωs ), there exist positive numbers c5 and c6 such that, for every s ∈ N and
every v ∈ W 1,p(Ωs), we have
(Fs + Gs)(v)  c5‖v‖pW 1,p(Ωs ) − c6. (2.3)
For every function h : R → R, we define
Φ(h) = {t ∈ R : h(t)  0},
U (h) = {v ∈ W 1,p(Ω) : h(v)  0 a.e. in Ω}.
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Moreover, for every s ∈ N and every function h : R → R, we set
Us(h) = {v ∈ W 1,p(Ωs) : h(v)  0 a.e. in Ωs}.
It is easy to see that if h : R → R, then the inequalities Φ(h) 	= ∅ and U (h) 	= ∅ are
equivalent. Moreover, if s ∈ N, h : R → R, and Φ(h) 	= ∅, then Us(h) 	= ∅.
We also note that if h : R → R and the set Φ(h) is nonempty and closed, then the set
U (h) is sequentially weakly closed in W 1,p(Ω). In fact, let h : R → R and let the set
Φ(h) has the specified properties. Let {v j } ⊂ U (h), v ∈ W 1,p(Ω), and v j → v weakly in
W 1,p(Ω). Fixing an arbitrary open ball B ⊂ Ω , we have v j |B → v|B weakly in W 1,p(B).
Hence, v j |B → v|B strongly in L p(B). This along with the inclusion {v j } ⊂ U (h) implies
that there exist a set E ⊂ B of measure zero and an increasing sequence { jk} ⊂ N such that,
for every x ∈ B \ E , v jk (x) → v(x) and {v jk (x)} ⊂ Φ(h). Then, owing to the closedness
of the set Φ(h), we have h(v(x))  0 for every x ∈ B \ E . Hence, taking into account the
arbitrariness of B, we deduce that h(v)  0 a.e. in Ω . Therefore, v ∈ U (h) and we conclude
that the set U (h) is sequentially weakly closed in W 1,p(Ω).
Similarly, we establish that if s ∈ N, h : R → R, and the set Φ(h) is nonempty and
closed, then the set Us(h) is sequentially weakly closed in W 1,p(Ωs).
Now, in view of the above properties of the functionals Fs +Gs and due to known results
on the existence of minimizers of functionals (see, for instance, [25]), we conclude that if
s ∈ N, h : R → R, and the set Φ(h) is nonempty and closed, then there exists a function
belonging to the set Us(h) and minimizing the functional Fs + Gs on this set.
3 Auxiliary propositions
We prove a number of auxiliary propositions which will be used in the proof of our main
results.
Proposition 3.1 Assume that the embedding of W 1,p(Ω) into L p(Ω) is compact. Let v ∈
W 1,p(Ω). Let λ1, λ2 ∈ R, and let λ1 < λ2. Assume that meas{v  λ1} > 0 and meas{v 
λ2} > 0. Then meas{λ1 < v < λ2} > 0.
The proof of this proposition is given in [19]. It uses the Poincaré inequality for elements
of the space W 1,p(Ω) which is proved by contradiction essentially taking into account the
assumption on the compactness of the embeddingofW 1,p(Ω) into L p(Ω). In this connection,
see, for instance, Theorem 1 in [9, Sect. 5.8].
We introduce the following notation: if E is a domain of Rn and v : E → R, then
m(v) = ess inf
E
v, m(v) = ess sup
E
v.
Proposition 3.2 Assume that the embedding of W 1,p(Ω) into L p(Ω) is compact. Let h :
R → R be a function such that the set Φ(h) is nonempty and closed. Let v ∈ U (h). Then
the following assertions hold:
(a) if m(v) < m(v), then (m(v),m(v)) ⊂ Φ(h);
(b) if m(v) ∈ R, then m(v) ∈ Φ(h);
(c) if m(v) ∈ R, then m(v) ∈ Φ(h);
(d) if m(v),m(v) ∈ R, then [m(v),m(v)] ⊂ Φ(h).
The proof of this result is based on the use of Proposition 3.1. For details of the proof, see
Proposition 2 in [19].
Proposition 3.2 allows us to conclude that the following result holds.
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Proposition 3.3 Let s ∈ N, and let the embedding of W 1,p(Ωs) into L p(Ωs) be compact.
Let h : R → R be a function such that the set Φ(h) is nonempty and closed. Let v ∈ Us(h).
Then the following assertions hold:
(a) if m(v) < m(v), then (m(v),m(v)) ⊂ Φ(h);
(b) if m(v) ∈ R, then m(v) ∈ Φ(h);
(c) if m(v) ∈ R, then m(v) ∈ Φ(h);
(d) if m(v),m(v) ∈ R, then [m(v),m(v)] ⊂ Φ(h).
Remark 3.4 In connection with the latter proposition and the next result, we note that if
the embedding of W 1,p(Ω) into L p(Ω) is compact and the sequence of spaces W 1,p(Ωs)
is strongly connected with the space W 1,p(Ω), then, for every s ∈ N, the embedding of
W 1,p(Ωs) into L p(Ωs) is compact.
Proposition 3.5 Assume that the embedding of W 1,p(Ω) into L p(Ω) is compact and the
sequence of spaces W 1,p(Ωs) is strongly connected with the space W 1,p(Ω). Let, for every
s ∈ N, hs : R → R be a function such that the set Φ(hs) is nonempty and closed. Let
h : R → R be a function such that the set Φ(h) is nonempty. Assume that the following
condition is satisfied:
(∗) if ts → t in R, {s̃ j } is an increasing sequence in N, and, for every j ∈ N, we have
ts̃ j ∈ Φ(hs̃ j ), then t ∈ Φ(h).
Let, for every s ∈ N, vs ∈ Us(hs). Assume that the sequence of norms ‖vs‖W 1,p(Ωs ) is
bounded.
Then there exist an increasing sequence {s j } ⊂ N and a function v ∈ U (h) such that
‖vs j − qs j v‖L p(Ωs j ) → 0.
Proof Since the sequence of spacesW 1,p(Ωs) is strongly connectedwith the spaceW 1,p(Ω),
there exists a sequence of linear continuous operators ls : W 1,p(Ωs) → W 1,p(Ω) such that
the sequence of norms ‖ls‖ is bounded and
∀s ∈ N, qs(lsvs) = vs a.e. in Ωs . (3.1)
The boundedness of the sequences of norms ‖ls‖ and ‖vs‖W 1,p(Ωs ) implies that the sequence
{lsvs} is bounded in W 1,p(Ω).
We denote by α the lower limit of the sequence {measΩs}. There are two logical possi-
bilities: either α = 0 or α > 0.
First, we consider the caseα = 0. In this case, there exists an increasing sequence {s̄k} ⊂ N
such that
measΩs̄k → 0. (3.2)
Taking into account the reflexivity of the spaceW 1,p(Ω) and the compactness of the embed-
ding of W 1,p(Ω) into L p(Ω), we deduce from the boundedness of the sequence {lsvs} in
W 1,p(Ω) that there exist an increasing sequence {s j } ⊂ {s̄k} and a function w ∈ W 1,p(Ω)
such that ls j vs j → w strongly in L p(Ω). Then, in view of (3.1), we have
‖vs j − qs j w‖L p(Ωs j ) → 0. (3.3)
Since the set Φ(h) is nonempty, there exists t∗ ∈ Φ(h). Let v : Ω → R be the function
such that, for every x ∈ Ω , v(x) = t∗. Obviously, v ∈ U (h). By virtue of (3.2), we have
‖qs j (w − v)‖L p(Ωs j ) → 0. This and (3.3) imply that ‖vs j − qs j v‖L p(Ωs j ) → 0. Thus, in the
case α = 0, the conclusion of the proposition holds.
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Now, we consider the case α > 0. In this case, the following inequalities hold:
lim inf
s→∞ m(vs) > −∞, (3.4)
lim sup
s→∞
m(vs) < +∞. (3.5)
In fact, let C be a majorant of the sequence of norms ‖vs‖W 1,p(Ωs ), and let M > C(2/α)1/p .
Suppose that inequality (3.4) does not hold. Then there exists r ∈ N such that
m(vr ) < −M, measΩr  α/2. (3.6)
The first inequality in (3.6) implies that |vr |  M a.e. inΩr . Then, using the second inequality
in (3.6), we obtain
‖vr‖pW 1,p(Ωr ) 
∫
Ωr
|vr |p dx  MpmeasΩr  Mpα/2 > C p.
Hence, ‖vr‖W 1,p(Ωr ) > C . However, this contradicts the fact that C is a majorant of the
sequence of norms ‖vs‖W 1,p(Ωs ). The obtained contradiction proves that inequality (3.4)
holds. Similarly, we establish that inequality (3.5) also holds.
Further, we assume that
lim sup
s→∞
m(vs) < +∞, (3.7)
lim inf
s→∞ m(vs) > −∞. (3.8)
In view of these inequalities, there exist M1, M2 ∈ R and ŝ ∈ N such that, for every s ∈ N,
s > ŝ,
M1  m(vs)  m(vs)  M2. (3.9)
Taking into account Remark 3.4 and inequality (3.9), we derive from Proposition 3.3 that,
for every s ∈ N, s > ŝ,
[m(vs),m(vs)] ⊂ Φ(hs). (3.10)
For every s ∈ N, s  ŝ, we set ws = lsvs . For every s ∈ N, s > ŝ, we define
ws = min{max{lsvs,m(vs)},m(vs)}.
Obviously, {ws} ⊂ W 1,p(Ω). Moreover, in view of (3.1), for every s ∈ N, s > ŝ,
qsws = vs a.e. in Ωs . (3.11)
The boundedness of the sequence {lsvs} in W 1,p(Ω) along with inequality (3.9) implies
that the sequence {ws} is bounded in W 1,p(Ω). Then, owing to the reflexivity of the space
W 1,p(Ω) and the compactness of the embedding of W 1,p(Ω) into L p(Ω), there exist an
increasing sequence {s j } ⊂ N and a function v ∈ W 1,p(Ω) such that {s j } ⊂ (ŝ,+∞),
ws j → v strongly in L p(Ω), (3.12)
andws j → v a.e. inΩ . According to the latter property, there exists a set E ⊂ Ω of measure
zero such that
∀x ∈ Ω \ E, ws j (x) → v(x). (3.13)
We fix an arbitrary x ∈ Ω \E , and let {ts} be the sequence of numbers such that: ts = ws(x) if
s = s j for some j ∈ N; ts = v(x) if s 	= s j for every j ∈ N. Due to (3.13),wehave ts → v(x).
Moreover, taking into account the definition of the functions ws and using the inclusion
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{s j } ⊂ (ŝ,+∞) along with (3.10), we find that, for every j ∈ N, ts j ∈ Φ(hs j ). Then, by
virtue of condition (∗), we obtain the inclusion v(x) ∈ Φ(h). Hence, h(v(x))  0. Therefore,
v ∈ U (h). In addition, it follows from (3.11) and (3.12) that ‖vs j −qs j v‖L p(Ωs j ) → 0. Thus,
if inequalities (3.7) and (3.8) are satisfied, then the conclusion of the proposition holds.
Now, we assume that inequality (3.7) is satisfied and inequality (3.8) is not satisfied.
The assumption that inequality (3.8) is not satisfied implies that, for an increasing sequence
{ik} ⊂ N,
m(vik ) → −∞. (3.14)
In view of (3.4), (3.7), and (3.14), there exist M3 > 0 and k′ ∈ N such that, for every k ∈ N,
k > k′,
|m(vik )|  M3, (3.15)
m(vik ) < −M3. (3.16)
We define the sequence {zk} as follows: if k ∈ N, k  k′, then zk = likvik ; if k ∈ N, k > k′,
then zk = min{likvik ,m(vik )}. Obviously, {zk} ⊂ W 1,p(Ω). In addition, owing to (3.15)
and the boundedness of the sequence {lsvs} in W 1,p(Ω), the sequence {zk} is bounded in
W 1,p(Ω). Then, due to the reflexivity of the space W 1,p(Ω) and the compactness of the
embedding of W 1,p(Ω) into L p(Ω), there exist an increasing sequence {k j } ⊂ N and a
function v ∈ W 1,p(Ω) such that {k j } ⊂ (k′,+∞),
zk j →v strongly in L p(Ω), (3.17)
zk j →v a.e. in Ω. (3.18)
For every j ∈ N, we set s j = ik j . Since {k j } ⊂ (k′,+∞), it follows from (3.15) and (3.16)
that, for every j ∈ N,m(vs j ) < m(vs j ) andm(vs j ) ∈ R. Then, taking into accountRemark3.4
and applying Proposition 3.3, we find that
∀ j ∈ N, (m(vs j ),m(vs j )] ⊂ Φ(hs j ). (3.19)
In view of (3.18), there exists a set E ⊂ Ω of measure zero such that
∀x ∈ Ω \ E, zk j (x) → v(x). (3.20)
We fix x ∈ Ω \E . Owing to (3.14) and (3.20) and in view of the definition of the functions zk ,
there exists j1 ∈ N such that, for every j ∈ N, j  j1, we have m(vs j ) < zk j (x)  m(vs j ).
This and (3.19) imply that, for every j ∈ N, j  j1,
zk j (x) ∈ Φ(hs j ). (3.21)
We define the sequence {ts} as follows: ts = zk j+ j1 (x) if s = s j+ j1 for some j ∈ N; ts = v(x)
if s 	= s j+ j1 for every j ∈ N. In addition, for every j ∈ N, we set s̃ j = s j+ j1 . By virtue
of (3.20), we have ts → v(x). Moreover, in view of (3.21), for every j ∈ N, we have
ts̃ j ∈ Φ(hs̃ j ). Then, using condition (∗), we find that v(x) ∈ Φ(h). Hence, h(v(x))  0.
Therefore, v ∈ U (h). In addition, taking into account the definition of the functions zk and
using (3.1) and (3.17), we establish that ‖vs j − qs j v‖L p(Ωs j ) → 0. Thus, if inequality (3.7)
is satisfied and inequality (3.8) is not satisfied, then the conclusion of the proposition holds.
As an intermediate result, we conclude that if inequality (3.7) is satisfied, then the con-
clusion of the proposition holds.
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Now, we assume that inequality (3.7) is not satisfied. Then there exist an increasing
sequence {ik} ⊂ N and an element β ∈ R such that
m(vik ) → + ∞, (3.22)
m(vik ) →β. (3.23)
It follows from (3.5) and (3.23) that β < +∞.
Suppose that β ∈ R. Then, owing to (3.22) and (3.23), there exists k′′ ∈ N such that, for
every k ∈ N, k > k′′,
m(vik ) > |β| + 1, (3.24)
|m(vik )|  |β| + 1. (3.25)
We define the sequence {yk} as follows: if k ∈ N, k  k′′, then yk = likvik ; if k ∈ N, k > k′′,
then yk = max{likvik ,m(vik )}. Obviously, {yk} ⊂ W 1,p(Ω). In addition, owing to (3.25)
and the boundedness of the sequence {lsvs} in W 1,p(Ω), the sequence {yk} is bounded in
W 1,p(Ω). Then, due to the reflexivity of the space W 1,p(Ω) and the compactness of the
embedding of W 1,p(Ω) into L p(Ω), there exist an increasing sequence {k j } ⊂ N and a
function v ∈ W 1,p(Ω) such that {k j } ⊂ (k′′,+∞),
yk j →v strongly in L p(Ω), (3.26)
yk j →v a.e. in Ω. (3.27)
For every j ∈ N, we set s j = ik j . Since {k j } ⊂ (k′′,+∞), it follows from (3.24) and (3.25)
that, for every j ∈ N,m(vs j ) < m(vs j ) andm(vs j ) ∈ R. Then, taking into accountRemark3.4
and applying Proposition 3.3, we find that
∀ j ∈ N, [m(vs j ),m(vs j )) ⊂ Φ(hs j ). (3.28)
In view of (3.27), there exists a set E ⊂ Ω of measure zero such that
∀x ∈ Ω \ E, yk j (x) → v(x). (3.29)
We fix x ∈ Ω \E . Owing to (3.22) and (3.29) and in view of the definition of the functions yk ,
there exists j1 ∈ N such that, for every j ∈ N, j  j1, we have m(vs j )  yk j (x) < m(vs j ).
This and (3.28) imply that, for every j ∈ N, j  j1,
yk j (x) ∈ Φ(hs j ). (3.30)
We define the sequence {ts} as follows: ts = yk j+ j1 (x) if s = s j+ j1 for some j ∈ N; ts = v(x)
if s 	= s j+ j1 for every j ∈ N. In addition, for every j ∈ N, we set s̃ j = s j+ j1 . By virtue
of (3.29), we have ts → v(x). Moreover, in view of (3.30), for every j ∈ N, we have
ts̃ j ∈ Φ(hs̃ j ). Then, using condition (∗), we find that v(x) ∈ Φ(h). Hence, h(v(x))  0.
Therefore, v ∈ U (h). In addition, taking into account the definition of the functions yk and
using (3.1) and (3.26), we establish that ‖vs j − qs j v‖L p(Ωs j ) → 0. Thus, if β ∈ R, then the
conclusion of the proposition holds.
Let β = −∞. Then, by virtue of (3.22) and (3.23) and due to the reflexivity of the space
W 1,p(Ω) and the compactness of the embedding of W 1,p(Ω) into L p(Ω), there exist an
increasing sequence {s j } ⊂ N and a function v ∈ W 1,p(Ω) such that
m(vs j ) → − ∞, m(vs j ) → +∞, (3.31)
ls j vs j →v strongly in L p(Ω). (3.32)
123
1096 A. A. Kovalevsky
We fix an arbitrary x ∈ Ω . In view of (3.31), there exists j1 ∈ N such that, for every j ∈ N,
j  j1, we have m(vs j ) < v(x) < m(vs j ). Therefore, taking into account Remark 3.4 and
applying Proposition 3.3, we find that if j ∈ N, j  j1, then v(x) ∈ Φ(hs j ). For every s ∈ N,
we set ts = v(x). Moreover, for every j ∈ N, we define s̃ j = s j+ j1 . Obviously, ts → v(x) in
R, {s̃ j } is an increasing sequence in N, and, for every j ∈ N, ts̃ j ∈ Φ(hs̃ j ). Then, by virtue of
condition (∗), we have v(x) ∈ Φ(h). Hence, h(v(x))  0. Therefore, v ∈ U (h). In addition,
it follows from (3.1) and (3.32) that ‖vs j − qs j v‖L p(Ωs j ) → 0. Thus, if β = −∞, then the
conclusion of the proposition holds.
Consequently, if inequality (3.7) is not satisfied, then the conclusion of the proposition
holds. Thus, in the case α > 0, the conclusion of the proposition holds. 
Proposition 3.6 Assume that the embedding of W 1,p(Ω) into L p(Ω) is compact. Let, for
every s ∈ N, hs : R → R. Let h : R → R be a function such that the set Φ(h) is closed and
has nonempty interior. Assume that the following condition is satisfied:
(∗̄) if t1, t2 ∈ R, t1 < t2, (t1, t2) ⊂ Φ(h), and 0 < σ < (t2 − t1)/2, then there exists s̄ ∈ N
such that, for every s ∈ N, s  s̄, we have [t1 + σ, t2 − σ ] ⊂ Φ(hs).
Let v ∈ U (h), and let m(v) < m(v). Let, for every s ∈ N, vs ∈ W 1,p(Ωs). Assume that
‖vs − qsv‖L p(Ωs ) → 0. (3.33)
Then there exist a sequence of functions ws ∈ W 1,p(Ωs), sequences of measurable sets
Es ⊂ Ωs and Ẽs ⊂ Ωs , a sequence {βs} ⊂ (0, 1], and a number s̃ ∈ N such that the
following assertions hold:
(a) ‖ws − qsv‖L p(Ωs ) → 0;
(b) for every s ∈ N, ∇ws = βs(∇vs · 1Ωs\Es + ∇(qsv) · 1Es\Ẽs ) a.e. in Ωs ;
(c) for every s ∈ N, s  s̃, we have ws ∈ Us(hs);
(d) meas Es → 0;
(e) for every s ∈ N, Ẽs ⊂ Es;
(f) βs → 1.
Proof The following cases are possible:
(i) m(v),m(v) ∈ R;
(ii) m(v) ∈ R,m(v) = +∞;
(iii) m(v) = −∞,m(v) ∈ R;
(iv) m(v) = −∞,m(v) = +∞.
We will prove the validity of the conclusion of the proposition in each of these cases.
Let us consider case (i). By virtue of Proposition 3.2, we have
[m(v),m(v)] ⊂ Φ(h), (3.34)
and, in view of the definition of m(v) and m(v), there exists a set E ⊂ Ω of measure zero
such that




(m(v) − m(v)) (3.36)
and fix a sequence {σk} ⊂ (0, α) such that
σk → 0. (3.37)
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For every k ∈ N, we set
αk = α
α + 2σk . (3.38)
Obviously, {αk} ⊂ (0, 1) and
αk → 1. (3.39)
For every k, s ∈ N, we set
v(k)s = min{max{vs, qsv − σk}, qsv + σk},
E (k)s = {|vs − qsv|  σk}.
If k, s ∈ N, then we have
v(k)s ∈ W 1,p(Ωs), (3.40)
qsv − σk  v(k)s  qsv + σk in Ωs, (3.41)
‖v(k)s − qsv‖L p(Ωs )  σk(measΩ)1/p, (3.42)
∇v(k)s = ∇vs · 1Ωs\E (k)s + ∇(qsv) · 1E (k)s a.e. in Ωs, (3.43)
meas E (k)s  σ
−p
k ‖vs − qsv‖pL p(Ωs ). (3.44)
Next, for every k, s ∈ N, we set
w(k)s = αkv(k)s + (1 − αk)m(v) + 2αkσk .
Using (3.35), (3.36), (3.38), and (3.40)–(3.43), we find that, for every k, s ∈ N,
w(k)s ∈ W 1,p(Ωs), (3.45)
x ∈ Ωs \ E ⇒ w(k)s (x) ∈ [m(v) + αkσk,m(v) − αkσk], (3.46)
‖w(k)s − qsv‖L p(Ωs )  3σk(measΩ)1/p
+(1 − αk){|m(v)|(measΩ)1/p + ‖v‖L p(Ω)}, (3.47)
∇w(k)s = αk
(∇vs · 1Ωs\E (k)s + ∇(qsv) · 1E (k)s
)
a.e. in Ωs . (3.48)
In addition to the above-defined functions and sets, we introduce an increasing sequence
{sk} ⊂ N. First of all, in view of inclusion (3.34), the inclusion {αkσk} ⊂ (0, α), and
condition (∗̄), there exists an increasing sequence {s′k} ⊂ N such that, for every k ∈ N and
every s ∈ N, s  s′k , [m(v) + αkσk,m(v) − αkσk] ⊂ Φ(hs). (3.49)
Moreover, by virtue of (3.33) and (3.44), there exists an increasing sequence {s′′k } ⊂ N such
that, for every k ∈ N and every s ∈ N, s  s′′k ,
meas E (k)s  σk . (3.50)
For every k ∈ N, we set sk = max{s′k, s′′k }. Obviously, the sequence {sk} is increasing.





s if s  s1,
w
(k)
s if sk < s  sk+1, k ∈ N.
Moreover, let {Es} be the sequence of sets such that
Es =
{
E (1)s if s  s1,
E (k)s if sk < s  sk+1, k ∈ N.
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α1 if s  s1,
αk if sk < s  sk+1, k ∈ N.
Finally, we set s̃ = s1 + 1.
Owing to (3.45), for every s ∈ N, we have ws ∈ W 1,p(Ωs). Moreover, for every s ∈ N,
the sets Es and Ẽs are contained in Ωs and are measurable. It is also clear that {βs} ⊂ (0, 1]
and s̃ ∈ N. Using (3.37), (3.39), and (3.47), we establish that assertion (a) holds. In view
of (3.48), assertion (b) holds. From (3.46) and (3.49), we derive that assertion (c) holds.
Using (3.37) and (3.50), we find that assertion (d) holds. Assertion (e) is obvious. Finally,
because of (3.39), assertion (f) holds. Thus, in case (i), the conclusion of the proposition
holds.
Now, we consider case (ii). By virtue of Proposition 3.2, we have
[m(v),+∞) ⊂ Φ(h), (3.51)
and, in view of the definition of m(v), there exists a set E ⊂ Ω of measure zero such that
∀x ∈ Ω \ E, v(x)  m(v). (3.52)
We fix a sequence {σk} ⊂ (0, 1) with the property (3.37).
For every k, s ∈ N, we set
v(k)s = max{vs, qsv − σk} + 2σk .
If k, s ∈ N, then we have v(k)s ∈ W 1,p(Ωs),
v(k)s  qsv + σk in Ωs, (3.53)
‖v(k)s − qsv‖L p(Ωs )  ‖vs − qsv‖L p(Ωs ) + 2σk(measΩ)1/p. (3.54)
Next, for every k, s ∈ N, we set
w(k)s = min{v(k)s , |m(v)| + k},
E (k)s = {vs  qsv − σk} ∪ {v(k)s  |m(v)| + k},
Ẽ (k)s = {v(k)s  |m(v)| + k}.
It is clear that if k, s ∈ N, then w(k)s ∈ W 1,p(Ωs) and
∇w(k)s = ∇vs · 1Ωs\E (k)s + ∇(qsv) · 1E (k)s \Ẽ (k)s a.e. in Ωs . (3.55)
Moreover, using (3.52)–(3.54) and the definitions of the functions w(k)s and the sets E
(k)
s and
Ẽ (k)s , we find that, for every k, s ∈ N,
x ∈ Ωs \ E ⇒w(k)s (x) ∈ [m(v) + σk, |m(v)| + k], (3.56)
‖w(k)s − qsv‖L p(Ωs ) 2‖vs − qsv‖L p(Ωs )






(meas E (k)s )
1/p 2σ−1k ‖vs − qsv‖L p(Ωs )
+ k−1{2(measΩ)1/p + ‖v‖L p(Ω)}. (3.58)
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By virtue of condition (∗̄) and relations (3.51), (3.33), and (3.58), there exists an increasing
sequence {sk} ⊂ N such that, for every k ∈ N and every s ∈ N, s  sk ,
[m(v) + σk, |m(v)| + k] ⊂ Φ(hs), (3.59)
(meas E (k)s )
1/p  2k−1{(measΩ)1/p + ‖v‖L p(Ω)}. (3.60)
Using the functions w(k)s , the sets E
(k)
s , and the sequence {sk}, we define the functions ws




Ẽ (1)s if s  s1,
Ẽ (k)s if sk < s  sk+1, k ∈ N.
For every s ∈ N, we set βs = 1. Finally, we define s̃ = s1 + 1.
Obviously, for every s ∈ N, we have ws ∈ W 1,p(Ωs). Moreover, for every s ∈ N, the
sets Es and Ẽs are contained in Ωs and are measurable. It is also clear that {βs} ⊂ (0, 1]
and s̃ ∈ N. Using (3.60), we establish that meas Es → 0. This along with (3.33), (3.37),
and (3.57) implies that ‖ws − qsv‖L p(Ωs ) → 0. Thus, assertions (a) and (d) hold. In view
of (3.55), assertion (b) holds. From (3.56) and (3.59), we derive that assertion (c) holds.
Finally, assertions (e) and (f) are obvious. Thus, in case (ii), the conclusion of the proposition
holds.
Case (iii) is considered similarly to case (ii). We only note that to obtain the required
conclusion in case (iii), the following functions and sets are used for every k, s ∈ N:
v(k)s = min{vs, qsv + σk} − 2σk, w(k)s = max{v(k)s ,−|m(v)| − k},
E (k)s = {vs  qsv + σk} ∪ {v(k)s  −|m(v)| − k},
Ẽ (k)s = {v(k)s  −|m(v)| − k}.
Here, as in case (ii), {σk} ⊂ (0, 1) and σk → 0.
Finally, let us consider case (iv). By virtue of Proposition 3.2, we have
(−∞,+∞) ⊂ Φ(h). (3.61)
For every k, s ∈ N, we set
w(k)s = min{max{vs,−k}, k}, E (k)s = {|vs |  k}.
It is not difficult to see that if k, s ∈ N, then w(k)s ∈ W 1,p(Ωs),
− k  w(k)s  k in Ωs, (3.62)






∇w(k)s = ∇vs · 1Ωs\E (k)s a.e. in Ωs, (3.64)
(meas E (k)s )
1/p  k−1{‖vs − qsv‖L p(Ωs ) + ‖v‖L p(Ω)}. (3.65)
By virtue of condition (∗̄) and relations (3.61), (3.33), and (3.65), there exists an increasing
sequence {sk} ⊂ N such that, for every k ∈ N and every s ∈ N, s  sk ,
[ − k, k] ⊂ Φ(hs), (3.66)
meas E (k)s  2k−p‖v‖pL p(Ω). (3.67)
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Using the functions w(k)s , the sets E
(k)
s , and the sequence {sk}, we define the functions ws
and the sets Es in the same way as in case (i). Moreover, for every s ∈ N, we set Ẽs = Es
and βs = 1. Finally, we define s̃ = s1 + 1.
Obviously, for every s ∈ N, we have ws ∈ W 1,p(Ωs). Moreover, for every s ∈ N, the
sets Es and Ẽs are contained in Ωs and are measurable. It is also clear that {βs} ⊂ (0, 1] and
s̃ ∈ N. Using (3.67), we find that meas Es → 0. This along with (3.33) and (3.63) implies
that ‖ws −qsv‖L p(Ωs ) → 0. Thus, assertions (a) and (d) hold. In view of (3.64), assertion (b)
holds. From (3.62) and (3.66), we derive that assertion (c) holds. Finally, assertions (e) and (f)
are obvious. Thus, in case (iv), the conclusion of the proposition holds. 
Proposition 3.7 Assume that the embedding of W 1,p(Ω) into L p(Ω) is compact. Let, for
every s ∈ N, hs : R → R. Let h : R → R be a function such that the set Φ(h) is nonempty
and closed. Assume that the following conditions are satisfied:
(∗′) if t ∈ Φ(h), then there exist t1, t2 ∈ R such that t1 < t2 and t ∈ [t1, t2] ⊂ Φ(h);
(∗′′) if t1, t2 ∈ R, t1 < t2, (t1, t2) ⊂ Φ(h), and 0 < σ < (t2 − t1)/2, then there exists s̄ ∈ N
such that, for every s ∈ N, s  s̄, we have [t1 + σ, t2 − σ ] ⊂ Φ(hs).
Let v ∈ U (h), and let m(v) = m(v). Let, for every s ∈ N, vs ∈ W 1,p(Ωs). Assume that
‖vs − qsv‖L p(Ωs ) → 0.
Then there exist a sequence of functions ws ∈ W 1,p(Ωs), a sequence of measurable sets
Es ⊂ Ωs , and a number s̃ ∈ N such that the following assertions hold:
(a) ‖ws − qsv‖L p(Ωs ) → 0;
(b) for every s ∈ N, ∇ws = ∇vs · 1Ωs\Es a.e. in Ωs ;
(c) for every s ∈ N, s  s̃, we have ws ∈ Us(hs);
(d) meas Es → 0.
Proof Since m(v) = m(v), we have m(v) ∈ R and v = m(v) a.e. in Ω . In turn, in view of
the inclusion m(v) ∈ R, we derive from Proposition 3.2 that m(v) ∈ Φ(h). Then, by virtue
of condition (∗′), there exist a1, a2 ∈ R such that





1 if m(v) = a1,
0 if a1 < m(v) < a2,




|a∗|(a2 − a1) + 1
2
min{m(v) − a1, a2 − m(v)}.
It is easy to see that σ∗ > 0. We fix a sequence {σk} ⊂ (0, σ∗) such that σk → 0.
For every k, s ∈ N, we set
w(k)s = min{max{vs,m(v) − σk},m(v) + σk} + 2a∗σk,
E (k)s = {|vs − m(v)|  σk}.
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If k, s ∈ N, then we have w(k)s ∈ W 1,p(Ωs),
a1 + σk  w(k)s  a2 − σk in Ωs, (3.69)
‖w(k)s − qsv‖L p(Ωs )  ‖vs − qsv‖L p(Ωs ) + 5σk(measΩ)1/p, (3.70)
∇w(k)s = ∇vs · 1Ωs\E (k)s a.e. in Ωs, (3.71)
meas E (k)s  σ
−p
k ‖vs − qsv‖pL p(Ωs ). (3.72)
Owing to relations (3.68), the inclusion {σk} ⊂ (0, σ∗), condition (∗′′), inequality (3.72),
and the fact that ‖vs − qsv‖L p(Ωs ) → 0, there exists an increasing sequence {sk} ⊂ N such
that, for every k ∈ N and every s ∈ N, s  sk ,
[a1 + σk, a2 − σk] ⊂ Φ(hs), meas E (k)s  σk . (3.73)
Using the functions w(k)s , the sets E
(k)
s , and the sequence {sk}, we define the functions ws
and the sets Es in the same way as in case (i) in the proof of Proposition 3.6. In addition, we
define s̃ = s1 + 1.
Obviously, for every s ∈ N, we have ws ∈ W 1,p(Ωs). Moreover, for every s ∈ N, the set
Es is contained in Ωs and is measurable. Clearly, s̃ ∈ N. Since ‖vs − qsv‖L p(Ωs ) → 0 and
σk → 0, we derive from (3.70) that assertion (a) holds. In view of (3.71), assertion (b) holds.
Using (3.69) and the first relation in (3.73), we establish that assertion (c) holds. Finally,
since σk → 0, we derive from the second relation in (3.73) that assertion (d) holds. 
4 Main results
We assume that the following conditions are satisfied:
(∗1) the embedding of W 1,p(Ω) into L p(Ω) is compact;
(∗2) the sequence of spaces W 1,p(Ωs) is strongly connected with the space W 1,p(Ω);
(∗3) there exists a functional F : W 1,p(Ω) → R such that the sequence {Fs} Γ -converges
to the functional F ;
(∗4) there exists a functional G : W 1,p(Ω) → R such that for every function v ∈ W 1,p(Ω)
and every sequence vs ∈ W 1,p(Ωs) with the property ‖vs − qsv‖L p(Ωs ) → 0, we have
Gs(vs) → G(v).
These conditions will be essentially used in the proof of our main results.
Theorem 4.1 Assume that the following condition is satisfied:
(∗) for every sequence of measurable sets Ks ⊂ Ωs such that meas Ks → 0, we have∫
Ks
μs dx → 0.
Let, for every s ∈ N, hs : R → R be a function such that the set Φ(hs) is nonempty
and closed. Let h : R → R be a function such that the set Φ(h) is nonempty and
closed. Assume that the following conditions are satisfied:
(∗′) if t ∈ Φ(h), then there exist t1, t2 ∈ R such that t1 < t2 and t ∈ [t1, t2] ⊂ Φ(h);
(∗′′) if t1, t2 ∈ R, t1 < t2, (t1, t2) ⊂ Φ(h), and 0 < σ < (t2 − t1)/2, then there exists s̄ ∈ N
such that, for every s ∈ N, s  s̄, we have [t1 + σ, t2 − σ ] ⊂ Φ(hs);
(∗′′′) if ts → t in R, {s̃ j } is an increasing sequence in N, and, for every j ∈ N, we have
ts̃ j ∈ Φ(hs̃ j ), then t ∈ Φ(h).
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Let, for every s ∈ N, us be a function in Us(hs) minimizing the functional Fs +Gs on the
set Us(hs).
Then there exist an increasing sequence {s j } ⊂ N and a function u ∈ U (h) such that the
following assertions hold:
(a) the function u minimizes the functional F + G on the set U (h);
(b) ‖us j − qs j u‖L p(Ωs j ) → 0;
(c) (Fs j + Gsj )(us j ) → (F + G)(u).
Proof First, we show that the sequence of norms ‖us‖W 1,p(Ωs ) is bounded. Indeed, owing to
the nonemptiness of the set Φ(h) and condition (∗′), there exist t1, t2 ∈ R such that t1 < t2
and (t1, t2) ⊂ Φ(h). We set t̄ = (t1 + t2)/2. Let, for every s ∈ N, ϕs : Ωs → R be the
function such that, for every x ∈ Ωs , ϕs(x) = t̄ . Obviously, if s ∈ N, then ϕs ∈ W 1,p(Ωs).
In view of condition (∗4), the sequence {Gs(ϕs)} is bounded. This along with (2.1) and the
boundedness of the sequence of norms ‖μs‖L1(Ωs ) implies that there exists a positive constant
M such that
∀s ∈ N, (Fs + Gs)(ϕs)  M . (4.1)
Moreover, since t1 < t2 and (t1, t2) ⊂ Φ(h), by virtue of condition (∗′′), there exists s̄ ∈ N
such that, for every s ∈ N, s  s̄, we have t̄ ∈ Φ(hs). Therefore, fixing s ∈ N, s  s̄, we
have ϕs ∈ Us(hs). Then, taking into account that the function us minimizes the functional
Fs + Gs on the set Us(hs), we obtain the inequality (Fs + Gs)(us)  (Fs + Gs)(ϕs). This
inequality along with (2.3) and (4.1) yields the estimate ‖us‖pW 1,p(Ωs )  (M+c6)/c5. Hence,
we conclude that the sequence of norms ‖us‖W 1,p(Ωs ) is bounded.
Next, since conditions (∗1), (∗2), and (∗′′′) are satisfied, taking into account the inclusions
us ∈ Us(hs), s ∈ N, and the boundedness of the sequence of norms ‖us‖W 1,p(Ωs ), we
derive from Proposition 3.5 that there exist an increasing sequence {s j } ⊂ N and a function
u ∈ U (h) such that
‖us j − qs j u‖L p(Ωs j ) → 0. (4.2)
We define the sequence {ūs} as follows:
ūs =
{
us if s = s j for some j ∈ N,
qsu if s 	= s j for every j ∈ N.
Obviously, for every s ∈ N, ūs ∈ W 1,p(Ωs). It follows from (4.2) that
‖ūs − qsu‖L p(Ωs ) → 0. (4.3)
Then, by virtue of condition (∗3), we have
lim inf
s→∞ Fs(ūs)  F(u). (4.4)
In addition, we infer from (4.3) and condition (∗4) thatGs(ūs) → G(u). This and (4.4) imply
that
lim inf
j→∞ (Fs j + Gsj )(us j )  (F + G)(u). (4.5)
Further, we fix an arbitrary v ∈ U (h). In view of condition (∗3), there exists a sequence
vs ∈ W 1,p(Ωs) such that
‖vs − qsv‖L p(Ωs ) →0, (4.6)
Fs(vs) →F(v). (4.7)
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Assume that m(v) < m(v). Then, taking into account the limit relation (4.6) and con-
ditions (∗1), (∗′), and (∗′′), we derive from Proposition 3.6 that there exist a sequence of
functionsws ∈ W 1,p(Ωs), sequences of measurable sets Es ⊂ Ωs and Ẽs ⊂ Ωs , a sequence
{βs} ⊂ (0, 1], and a number s̃ ∈ N such that assertions (a)–(f) in the conclusion of Proposi-
tion 3.6 hold. Owing to assertion (a) in the conclusion of Proposition 3.6 and to condition (∗4),
we have
Gs(ws) → G(v). (4.8)
Moreover, Fs(ws) → F(v). Indeed, using assertions (b) and (e) in the conclusion of Propo-
sition 3.6, the convexity of the functions fs(x, ·) for a.e. x ∈ Ωs , s ∈ N, and (2.1), we find
that, for every s ∈ N,
Fs(ws)  Fs(vs) + 2(1 − βs)‖μs‖L1(Ωs ) + 2
∫
Es




Hence, taking into account the limit relation (4.7), assertions (d) and (f) in the conclusion of
Proposition 3.6, and condition (∗), we establish that the upper limit of the sequence {Fs(ws)}
is not greater than F(v). In addition, due to assertion (a) in the conclusion of Proposition 3.6
and to condition (∗3), the lower limit of the sequence {Fs(ws)} is not less than F(v). Thus,
Fs(ws) → F(v). This and (4.8) imply that
(Fs + Gs)(ws) → (F + G)(v). (4.9)
Moreover, using assertion (c) in the conclusion of Proposition 3.6 and the fact that, for every
s ∈ N, the function us minimizes the functional Fs + Gs on the set Us(hs), we find that




(Fs + Gs)(us)  (F + G)(v). (4.10)
Now, let m(v) = m(v). Then, taking into account the limit relation (4.6) and condi-
tions (∗1), (∗′), and (∗′′), we derive from Proposition 3.7 that there exist a sequence of
functions ws ∈ W 1,p(Ωs), a sequence of measurable sets Es ⊂ Ωs , and a number s̃ ∈ N
such that assertions (a)–(d) in the conclusion of Proposition 3.7 hold. Using assertion (b) in
the conclusion of Proposition 3.7 and (2.1), we find that, for every s ∈ N,




Hence, taking into account the limit relation (4.7), assertion (d) in the conclusion of Propo-
sition 3.7, and condition (∗), we establish that the upper limit of the sequence {Fs(ws)} is
not greater than F(v). In addition, due to assertion (a) in the conclusion of Proposition 3.7
and to condition (∗3), the lower limit of the sequence {Fs(ws)} is not less than F(v). Thus,
Fs(ws) → F(v). Moreover, owing to assertion (a) in the conclusion of Proposition 3.7 and to
condition (∗4), we haveGs(ws) → G(v). In sum, (Fs +Gs)(ws) → (F+G)(v). This along
with assertion (c) in the conclusion of Proposition 3.7 and the fact that, for every s ∈ N, the
function us minimizes the functional Fs +Gs on the setUs(hs) leads us to inequality (4.10).
Thus, inequality (4.10) holds for both possible relations between m(v) and m(v). Taking
into account the arbitrariness of the function v ∈ U (h), we derive from (4.5) and (4.10) that
the function u minimizes the functional F +G on the setU (h). Finally, inequality (4.5) and
inequality (4.10) with v = u imply that (Fs j + Gsj )(us j ) → (F + G)(u). 
Theorem 4.2 Assume that
‖μs‖L1(Ωs ) → 0. (4.11)
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Let, for every s ∈ N, hs : R → R be a function such that the set Φ(hs) is nonempty and
closed. Let h : R → R be a function such that the set Φ(h) is closed and has nonempty
interior. Assume that the following conditions are satisfied:
(∗′) if t ∈ Φ(h), then there exists a sequence {ts} ⊂ R such that ts → t and, for every
s ∈ N, ts ∈ Φ(hs);
(∗′′) if t1, t2 ∈ R, t1 < t2, (t1, t2) ⊂ Φ(h), and 0 < σ < (t2 − t1)/2, then there exists s̄ ∈ N
such that, for every s ∈ N, s  s̄, we have [t1 + σ, t2 − σ ] ⊂ Φ(hs);
(∗′′′) if ts → t in R, {s̃ j } is an increasing sequence in N, and, for every j ∈ N, we have
ts̃ j ∈ Φ(hs̃ j ), then t ∈ Φ(h).
Let, for every s ∈ N, us be a function in Us(hs) minimizing the functional Fs +Gs on the
set Us(hs).
Then there exist an increasing sequence {s j } ⊂ N and a function u ∈ U (h) such that the
following assertions hold:
(a) the function u minimizes the functional F + G on the set U (h);
(b) ‖us j − qs j u‖L p(Ωs j ) → 0;
(c) (Fs j + Gsj )(us j ) → (F + G)(u).
Proof First, we show that the sequence of norms ‖us‖W 1,p(Ωs ) is bounded. We fix t ∈ Φ(h).
By virtue of condition (∗′), there exists a sequence {ts} ⊂ R such that ts → t and
∀s ∈ N, ts ∈ Φ(hs). (4.12)
Let ϕ : Ω → R be the function such that, for every x ∈ Ω , ϕ(x) = t . It is clear that
ϕ ∈ W 1,p(Ω). Let, for every s ∈ N, ϕs : Ωs → R be the function such that, for every
x ∈ Ωs , ϕs(x) = ts . Obviously, if s ∈ N, then ϕs ∈ W 1,p(Ωs). Furthermore, in view
of (4.12), we have ϕs ∈ Us(hs) for every s ∈ N. Then, taking into account that, for every
s ∈ N, the function us minimizes the functional Fs + Gs on the set Us(hs), we find that, for
every s ∈ N, (Fs + Gs)(us)  (Fs + Gs)(ϕs). This and (2.3) imply that, for every s ∈ N,
c5‖us‖pW 1,p(Ωs )  (Fs + Gs)(ϕs) + c6. (4.13)
Owing to (2.1) and to the boundedness of the sequence of norms ‖μs‖L1(Ωs ), the sequence{Fs(ϕs)} is bounded. Moreover, since ts → t , we have ‖ϕs − qsϕ‖L p(Ωs ) → 0. Then, in
view of condition (∗4), Gs(ϕs) → G(ϕ). Consequently, the sequence {Gs(ϕs)} is bounded.
From (4.13) and the boundedness of the sequences {Fs(ϕs)} and {Gs(ϕs)}, we derive that
the sequence of norms ‖us‖W 1,p(Ωs ) is bounded.
Now, since conditions (∗1), (∗2), and (∗′′′) are satisfied, we infer from Proposition 3.5
that there exist an increasing sequence {s j } ⊂ N and a function u ∈ U (h) such that ‖us j −
qs j u‖L p(Ωs j ) → 0. This along with conditions (∗3) and (∗4) implies inequality (4.5).
Further, we fix an arbitrary v ∈ U (h). In view of condition (∗3), there exists a sequence
vs ∈ W 1,p(Ωs) such that the limit relations (4.6) and (4.7) hold.
Assume that m(v) < m(v). Then, taking into account the limit relation (4.6) and condi-
tions (∗1) and (∗′′), we deduce from Proposition 3.6 that there exist a sequence of functions
ws ∈ W 1,p(Ωs), sequences of measurable sets Es ⊂ Ωs and Ẽs ⊂ Ωs , a sequence
{βs} ⊂ (0, 1], and a number s̃ ∈ N such that assertions (a)–(f) in the conclusion of Proposi-
tion 3.6 hold. Using these assertions along with the limit relation (4.7) and conditions (∗3),
(∗4), and (4.11) and arguing in the same way as in the corresponding place in the proof of
Theorem 4.1, we obtain inequality (4.10).
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Now, let m(v) = m(v). Then m(v) ∈ R and v = m(v) a.e. in Ω . This and the inclusion
v ∈ U (h) imply that m(v) ∈ Φ(h). Then, by virtue of condition (∗′), there exists a sequence
{rs} ⊂ R such that rs → m(v) and
∀s ∈ N, rs ∈ Φ(hs). (4.14)
Let, for every s ∈ N, ys : Ωs → R be the function such that, for every x ∈ Ωs , ys(x) = rs .
Obviously, if s ∈ N, then ys ∈ W 1,p(Ωs). Moreover, since v = m(v) a.e. in Ω and rs →
m(v), we have ‖ys − qsv‖L p(Ωs ) → 0. This along with conditions (∗3) and (∗4) yields
lim inf
s→∞ Fs(ys) F(v), (4.15)
Gs(ys) →G(v). (4.16)
We note that, owing to (2.1), for every s ∈ N, we have |Fs(ys)|  ‖μs‖L1(Ωs ) and Fs(vs) −‖μs‖L1(Ωs ). Then, in view of (4.11) and (4.7), we have Fs(ys) → 0 and F(v)  0. Using
these relations and (4.15), we find that Fs(ys) → F(v). This and (4.16) imply that
(Fs + Gs)(ys) → (F + G)(v). (4.17)
We also observe that, by virtue of (4.14), for every s ∈ N, ys ∈ Us(hs). Then, taking into
account that, for every s ∈ N, the function us minimizes the functional Fs + Gs on the set
Us(hs), we establish that, for every s ∈ N, (Fs +Gs)(us)  (Fs +Gs)(ys). This and (4.17)
yield inequality (4.10).
Thus, inequality (4.10) holds for both possible relations between m(v) and m(v). In view
of the arbitrariness of the function v ∈ U (h), we infer from (4.5) and (4.10) that the function u
minimizes the functional F+G on the setU (h). Finally, inequality (4.5) and inequality (4.10)
with v = u imply that (Fs j + Gsj )(us j ) → (F + G)(u). 
Theorem 4.3 Assume that condition (4.11) is satisfied. Let, for every s ∈ N, hs : R → R be
a function such that the set Φ(hs) is nonempty and closed. Let h : R → R be a function such
that the set Φ(h) is nonempty and closed and has empty interior. Assume that the following
conditions are satisfied:
(∗′) if t ∈ Φ(h), then there exists a sequence {ts} ⊂ R such that ts → t and, for every
s ∈ N, ts ∈ Φ(hs);
(∗′′) if ts → t in R, {s̃ j } is an increasing sequence in N, and, for every j ∈ N, we have
ts̃ j ∈ Φ(hs̃ j ), then t ∈ Φ(h).
Let, for every s ∈ N, us be a function in Us(hs) minimizing the functional Fs +Gs on the
set Us(hs).
Then there exist an increasing sequence {s j } ⊂ N and a function u ∈ U (h) such that the
following assertions hold:
(a) the function u minimizes the functional G on the set U (h);
(b) ‖us j − qs j u‖L p(Ωs j ) → 0;
(c) (Fs j + Gsj )(us j ) → G(u).
Proof Arguing in the same way as in the proof of Theorem 4.2, we establish with the use
of conditions (∗′) and (∗4) that the sequence of norms ‖us‖W 1,p(Ωs ) is bounded. Then, since
conditions (∗1), (∗2), and (∗′′) are satisfied, we infer from Proposition 3.5 that there exist an
increasing sequence {s j } ⊂ N and a function u ∈ U (h) such that ‖us j − qs j u‖L p(Ωs j ) → 0.
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This along with condition (∗4) implies that Gsj (us j ) → G(u). Moreover, in view of (2.1)
and (4.11), we have lim inf
s→∞ Fs(us)  0. Then
lim inf
j→∞ (Fs j + Gsj )(us j )  G(u). (4.18)
Further, we fix an arbitrary v ∈ U (h). Assume that m(v) < m(v). Then, by virtue of
Proposition 3.2, we have (m(v),m(v)) ⊂ Φ(h). However, this contradicts the fact that the set
Φ(h) has empty interior. The obtained contradiction proves thatm(v) = m(v). Consequently,
m(v) ∈ R and v = m(v) a.e. inΩ . This and the inclusion v ∈ U (h) imply thatm(v) ∈ Φ(h).
Then, by condition (∗′), there exists a sequence {rs} ⊂ R such that rs → m(v) and, for every
s ∈ N, rs ∈ Φ(hs). Let, for every s ∈ N, ys : Ωs → R be the function such that, for every
x ∈ Ωs , ys(x) = rs . It is clear that, for every s ∈ N, ys ∈ Us(hs). Then, taking into account
that, for every s ∈ N, the function us minimizes the functional Fs + Gs on the set Us(hs),
we find that, for every s ∈ N, (Fs + Gs)(us)  (Fs + Gs)(ys). Since v = m(v) a.e. in Ω
and rs → m(v), we have ‖ys − qsv‖L p(Ωs ) → 0. This along with condition (∗4) yields the
relation Gs(ys) → G(v). At the same time, in view of conditions (2.1) and (4.11), we have
Fs(ys) → 0. Then (Fs + Gs)(ys) → G(v) and, taking into account the above estimate for
the numbers (Fs + Gs)(us), we obtain the inequality lim sup
s→∞
(Fs + Gs)(us)  G(v). This
along with (4.18) leads to the conclusion that the function u minimizes the functional G on
the set U (h) and (Fs j + Gsj )(us j ) → G(u). 
Remark 4.4 Condition (∗3) was not used in the proof of Theorem 4.3.
Remark 4.5 Theorems 4.1–4.3 can be applied to variational problems with various implicit
constraints originally given in a form different from that of the constraints considered above.
To see this, we introduce the following sets. For every function h : R → R, we define
Φ+(h) = {t ∈ R : h(t)  0}, Φ0(h) = {t ∈ R : h(t) = 0},
U+(h) = {v ∈ W 1,p(Ω) : h(v)  0 a.e. in Ω},
U 0(h) = {v ∈ W 1,p(Ω) : h(v) = 0 a.e. in Ω}.
Moreover, for every s ∈ N and every function h : R → R, we define
U+s (h) = {v ∈ W 1,p(Ωs) : h(v)  0 a.e. in Ωs},
U 0s (h) = {v ∈ W 1,p(Ωs) : h(v) = 0 a.e. in Ωs}.
Using the introduced sets, we can formulate some results on the convergence of minimizers
and minimum values of the functionals Fs + Gs on the sets U+s (hs) and U 0s (hs) for a given
sequence of functions hs : R → R. These results are completely similar to Theorems 4.1–4.3.
Without giving all possible statements, we note the following.
First, if, in the statements of Theorems 4.1–4.3, we replace the sets Φ(hs), Φ(h),Us(hs),
and U (h) by the sets Φ+(hs), Φ+(h), U+s (hs), and U+(h), respectively, then we obtain
the corresponding theorems on the convergence of minimizers and minimum values of the
functionals Fs + Gs on the sets U+s (hs).
Second, if, in the statements of Theorems 4.1–4.3, we replace the sets Φ(hs), Φ(h),
Us(hs), and U (h) by the sets Φ0(hs), Φ0(h), U 0s (hs), and U
0(h), respectively, then we
obtain the corresponding theorems on the convergence of minimizers and minimum values
of the functionals Fs + Gs on the sets U 0s (hs).
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To justify these assertions, it suffices to use Theorems 4.1–4.3 along with the following
simple facts: if h : R → R, then
Φ+(h) = Φ(−h), Φ0(h) = Φ(|h|),
U+(h) = U (−h), U 0(h) = U (|h|);
if s ∈ N and h : R → R, then
U+s (h) = Us(−h), U 0s (h) = Us(|h|).
Using Theorems 4.1–4.3, we can also obtain some results on the convergence of minimiz-
ers and minimum values of the functionals Fs + Gs on the sets Us(hs) ∩ Us(h̄s) for given
sequences of functions hs, h̄s : R → R. These results are similar to the mentioned theorems.
Without giving the corresponding statements, we note that they contain requirements on the
sets Φ(max{hs, h̄s}) similar to the conditions of Theorems 4.1–4.3 on the setsΦ(hs). At the
same time, these statements and, in particular, requirements involve a function h : R → R
and the set Φ(h) related to the sets Φ(max{hs, h̄s}) in the same way as the corresponding
sets are related in the statements of Theorems 4.1–4.3. To justify these results, it is useful to
observe that, for every s ∈ N, Us(hs) ∩Us(h̄s) = Us(max{hs, h̄s}).
Remark 4.6 If a : R → R is a periodic function such that the set Φ(a) is nonempty and
closed and the set R \ Φ(a) is nonempty and if, for every s ∈ N, hs : R → R is the function
such that
∀t ∈ R, hs(t) = a(st), (4.19)
then the following assertions hold: (i) for every s ∈ N, the setΦ(hs) is nonempty and closed;
(ii) for every s ∈ N, the set Us(hs) is nonempty; (iii) there is no function h : R → R such
that the set Φ(h) has nonempty interior and condition (∗′′) of Theorem 4.1 is satisfied; (iv)
if h : R → R and condition (∗′′′) of Theorem 4.1 is satisfied, then Φ(h) = R. It follows
from assertions (iii) and (iv) that Theorems 4.1–4.3 cannot be applied to the study of the
convergence ofminimizers andminimumvalues of the functionals Fs+Gs on the setsUs(hs)
with the functions hs defined by (4.19). The convergence of solutions of variational problems
with implicit constraints defined by rapidly oscillating periodic functions was studied in our
work [19], where we showed that, in the considered case, in contrast to the present paper,
the corresponding limit problem is the minimization problem on R for a real function. In
so doing, we introduced and used the notion of Γ -convergence of a sequence of functionals
defined on variable Sobolev spaces to a function on the real line and did not assume that
these spaces are strongly connected with a limit space.
5 Comments and examples
In this section, we give some comments and examples concerning the assumptions of Sect. 2,
the conditions on the involved spaces and functionals, and the conditions of Theorems 4.1–
4.3.
First, we discuss conditions (∗1)–(∗4) stated at the beginning of Sect. 4.
As is known (see, for instance, [1]), condition (∗1) is satisfied if the domainΩ is Lipschitz.
In particular, bounded convex domains are Lipschitz domains. A more general assumption
providing the fulfillment of condition (∗1) is thatΩ is an extension domain (see, for instance,
[22, Chapter 1]).
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Condition (∗2) is satisfied, in particular, if the domains Ωs have a certain perforated
structure. In this regard, see, for instance, [14, Sect. 2].
As far as condition (∗3) is concerned,we note the following. In the casewhere the functions
μs take a constant nonnegative value independent of s, theorems on the conditions for the
Γ -convergence of the sequence of integral functionals Fs with the integrands fs satisfying
condition (2.1) follow from the results of [12,13], where we studied the Γ -convergence of
integral functionals defined on the spacesWk,p(Ωs)with an arbitrary k ∈ N. In this case, the
sequence {Fs} Γ -converges to an integral functional, in particular, if the domains Ωs have a
periodic structure and all the integrands fs coincide with the same integrand having a certain
regularity (see [12]). Obviously, in the specified case, the sequence of norms ‖μs‖L1(Ωs )
is bounded and condition (∗) of Theorem 4.1 is satisfied. In the more general case where









holds for a nonnegative function μ ∈ L1(Ω) and every open cube Q of Rn , a theorem on
the Γ -compactness of the sequence {Fs} can be proved similarly to the corresponding result
in [24]. It is easy to see that, in this case, the sequence of norms ‖μs‖L1(Ωs ) is bounded.
Moreover, we note that there are examples of sequences of nonnegative functions μs ∈
L1(Ωs) where inequality (5.1) holds for a nonnegative function μ ∈ L1(Ω) and every
open cube Q of Rn and condition (∗) of Theorem 4.1 is satisfied but there is no function
μ∗ : Ω → R such that, for every s ∈ N, μs  μ∗ a.e. in Ωs . Such examples can be given
using the functions constructed in [16].
Further, we consider an example where condition (∗4) is satisfied.
Example 5.1 Let b1, b2 > 0, ψ ∈ L1(Ω), ψ  0 in Ω , and let g : Ω × R → R be a
Carathéodory function such that, for almost every x ∈ Ω and every η ∈ R,
b1|η|p − ψ(x)  g(x, η)  b2|η|p + ψ(x). (5.2)
It is easy to see that if v ∈ W 1,p(Ω), then g(x, v) ∈ L1(Ω). Moreover, if s ∈ N and
v ∈ W 1,p(Ωs), then g(x, v) ∈ L1(Ωs).
Let b3 ∈ (0, b1), b4  0, and let J : [0,+∞) → R be a continuous function such that
∀η ∈ [0,+∞), J (η)  −b3ηp − b4. (5.3)




g(x, v)dx + J (‖v‖L p(Ωs )), v ∈ W 1,p(Ωs).
Using the properties of the functions g and J , it is not difficult to verify that if conditions (∗1)
and (∗2) are satisfied, then, for every s ∈ N, the functional Gs is weakly continuous on
W 1,p(Ωs). In addition, it follows from (5.2) and (5.3) that, for every s ∈ N and every
v ∈ W 1,p(Ωs), inequality (2.2) holds with c3 = b1 − b3 and c4 = b4 + ‖ψ‖L1(Ω). Using
the properties of the functions g and J , we also establish that the following assertion holds:
(A) for every function v ∈ W 1,p(Ω) and every sequence vs ∈ W 1,p(Ωs) with the property
‖vs − qsv‖L p(Ωs ) → 0, we have Gs(vs) − Gs(qsv) → 0.
Next, assume that the following condition is satisfied:
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(B) there exists a nonnegative bounded measurable function b : Ω → R such that, for











bv dx . (5.4)





bg(x, v)dx + J (‖b1/pv‖L p(Ω)).
Using (5.4) and the continuity of the function J , wefind that, for every function v ∈ W 1,p(Ω),
Gs(qsv) → G(v). This alongwith assertion (A) implies that for every function v ∈ W 1,p(Ω)
and every sequence vs ∈ W 1,p(Ωs) with the property ‖vs − qsv‖L p(Ωs ) → 0, we have
Gs(vs) → G(v). Thus, condition (∗4) is satisfied.
We observe that, in the case where Ω is a Lipschitz domain and the domains Ωs have
a certain periodically perforated structure (see, for instance, [14, Sect. 2]), conditions (∗1)
and (∗2) are satisfied alongwith condition (B) inwhich the function b takes a constant positive
value.
We now discuss the conditions of Theorems 4.1–4.3 on functions hs and h. We begin with
some general remarks.
First, we note that if h : R → R is a lower semicontinuous function on R, then the set
Φ(h) is closed. However, if h : R → R and the set Φ(h) is closed, then, in general, it is not
true that the function h is lower semicontinuous.
Next, we recall the notion of convergence of sets in the sense of Kuratowski [21, Sect. 29]
applied to sets in R. Let {Bs} be a sequence of sets in R. We denote by Lim inf Bs the set
of all numbers t ∈ R with the following property: if ε > 0, then there exists s(ε) ∈ N
such that, for every s ∈ N, s  s(ε), we have (t − ε, t + ε)⋂Bs 	= ∅. We denote by
Lim supBs the set of all numbers t ∈ R such that, for every ε > 0 and every k ∈ N, we have
(t − ε, t + ε)⋂ ( ⋃∞s=k Bs) 	= ∅. We say that the sequence {Bs} converges to a set B ⊂ R
in the sense of Kuratowski if Lim inf Bs = B and Lim supBs = B.
It is easy to see that if, for every s ∈ N, hs : R → R is a function such that the set
Φ(hs) is nonempty and if h : R → R is a function such that the set Φ(h) is nonempty,
then: (i) conditions (∗′)–(∗′′′) of Theorem 4.1 imply that the sequence {Φ(hs)} converges to
the set Φ(h) in the sense of Kuratowski; (ii) conditions (∗′) and (∗′′′) of Theorem 4.2 (or,
equivalently, conditions (∗′) and (∗′′) of Theorem 4.3) are satisfied if and only if the sequence
{Φ(hs)} converges to the set Φ(h) in the sense of Kuratowski.
However, in general, we cannot replace conditions (∗′)–(∗′′′) of Theorem 4.1 by the
requirement that the sequence {Φ(hs)} converges to the set Φ(h) in the sense of Kura-
towski without violating the conclusion of the theorem (see Example 5.10). Moreover, in
general, we cannot remove condition (∗′′) of Theorem 4.2 without violating the conclusion
of this theorem (see Example 5.13).
Further, we note the following simple facts: (i) if h : R → R is a function such that
the set Φ(h) is closed and has nonempty interior and if, for every s ∈ N, we have hs = h,
then conditions (∗′)–(∗′′′) of Theorem 4.2 are satisfied and, in particular, conditions (∗′′)
and (∗′′′) of Theorem 4.1 are satisfied; (ii) if h : R → R is a function such that the setΦ(h) is
nonempty and closed and if, for every s ∈ N, we have hs = h, then conditions (∗′) and (∗′′)
of Theorem 4.3 are satisfied.
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A similar fact is described in the following proposition.
Proposition 5.2 Let h : R → R be a function such that the set Φ(h) is nonempty and closed,
and assume that condition (∗′) of Theorem 4.1 is satisfied. Let {γs} be a sequence of functions
in C(R) converging to zero uniformly on every bounded closed interval of R. Assume that,
for every s ∈ N, there exists ηs ∈ R such that ηs − γs(ηs) ∈ Φ(h). Let, for every s ∈ N,
hs : R → R be the function defined as follows: hs(t) = h(t − γs(t)), t ∈ R. Then: (i) for
every s ∈ N, the set Φ(hs) is nonempty and closed; (ii) conditions (∗′)–(∗′′′) of Theorem 4.2
are satisfied.
Proof If s ∈ N, then ηs ∈ Φ(hs) and, in view of the closedness of the set Φ(h) and the
continuity of the function γs , the set Φ(hs) is closed. Thus, assertion (i) holds.
Next, let t ∈ Φ(h). Then, by condition (∗′) of Theorem 4.1, there exist t1, t2 ∈ R such
that t1 < t2 and t ∈ [t1, t2] ⊂ Φ(h). First, suppose that t ∈ (t1, t2). Since γs(t) → 0, there
exists s′ ∈ N such that, for every s ∈ N, s  s′, we have |γs(t)|  min{t − t1, t2 − t}. We
define the sequence {rs} as follows: rs = ηs if s ∈ N, s  s′; rs = t if s ∈ N, s > s′. It is
easy to see that rs → t and, for every s ∈ N, rs ∈ Φ(hs). Now, let t = t1. For every s ∈ N,
we define βs = max{|γs(η)| : η ∈ [t1, t2]}. Obviously, βs → 0. Then there exists s′ ∈ N
such that, for every s ∈ N, s  s′, we have βs  (t2 − t1)/2. We define the sequence {rs}
as follows: rs = ηs if s ∈ N, s  s′; rs = t + βs if s ∈ N, s > s′. It is easy to see that
rs → t and, for every s ∈ N, rs ∈ Φ(hs). The case t = t2 is considered similarly. Thus,
condition (∗′) of Theorem 4.2 is satisfied.
We now assume that t1, t2 ∈ R, t1 < t2, (t1, t2) ⊂ Φ(h), and 0 < σ < (t2 − t1)/2. Since
the sequence {γs} converges to zero uniformly on [t1 + σ, t2 − σ ], there exists s̄ ∈ N such
that, for every s ∈ N, s  s̄, and every t ∈ [t1 + σ, t2 − σ ], we have |γs(t)| < σ . Then
[t1+σ, t2−σ ] ⊂ Φ(hs) if s ∈ N and s  s̄. Thus, condition (∗′′) of Theorem 4.2 is satisfied.
Finally, the closedness of the set Φ(h) and the specified uniform convergence of the
sequence {γs} to zero imply that condition (∗′′′) of Theorem 4.2 is satisfied. Thus, assertion
(ii) holds. 
Example 5.3 If h : R → R is the function such that, for every t ∈ R, h(t) = sin t , and if, for
every s ∈ N, γs : R → R is the function defined by γs(t) = t2/s, t ∈ R, then the functions
h and γs satisfy conditions of Proposition 5.2.
It is easy to see that if hs and h are the functions described in the statement of Propo-
sition 5.2 and h ∈ C(R), then the sequence {hs} converges to the function h uniformly on
every bounded closed interval of R.
However, we observe that, in general, the uniform convergence of a sequence of functions
hs : R → R to a function h : R → R on every bounded closed interval of R does not
guarantee that the sequence {Φ(hs)} converges to the set Φ(h) in the sense of Kuratowski.
Therefore, the specified convergence of functions, in general, cannot provide that they satisfy
all the conditions of each of Theorems 4.1–4.3.
For instance, if, for every s ∈ N, hs : R → R is the function defined by hs(t) = |t |/s,
t ∈ R, and if h : R → R is the function defined by h(t) = 0, t ∈ R, then the sequence
{hs} converges to the function h uniformly on every bounded closed interval of R. At the
same time, Φ(h) = R and, for every s ∈ N, we have Φ(hs) = {0}. Hence, the sequence
{Φ(hs)} converges to the set {0} in the sense of Kuratowski and, therefore, this sequence
does not converge to the setΦ(h) in the same sense. As seen, in the case under consideration,
condition (∗′′) of Theorem 4.1 and conditions (∗′) and (∗′′) of Theorem 4.2 are not satisfied.
Let us state two propositions concerning some cases where the uniform convergence of
a sequence of functions hs : R → R to a function h : R → R on every bounded closed
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interval ofR along with certain additional conditions implies the fulfillment of the conditions
of Theorem 4.2 for these functions.
Proposition 5.4 Let, for every s ∈ N, hs : R → R be a function such that the set Φ(hs) is
nonempty. Let h : R → R be a lower semicontinuous function on R such that the set Φ(h)
has nonempty interior. Assume that the sequence {hs} converges to the function h uniformly
on every bounded closed interval of R. Moreover, assume that, for every s ∈ N, hs  h in
Φ(h). Then conditions (∗′)–(∗′′′) of Theorem 4.2 are satisfied.
Proof We fix t ∈ Φ(h) and, for every s ∈ N, we set ts = t . If s ∈ N, then we have hs  h in
Φ(h) and, therefore, hs(ts)  h(t). This along with the inclusion t ∈ Φ(h) implies that, for
every s ∈ N, ts ∈ Φ(hs). Thus, condition (∗′) of Theorem 4.2 is satisfied. Condition (∗′′) of
Theorem 4.2 is also satisfied. This is a direct consequence of the fact that, for every s ∈ N,
hs  h in Φ(h).
Next, let ts → t in R, let {s̃ j } be an increasing sequence in N, and let, for every j ∈ N,
we have ts̃ j ∈ Φ(hs̃ j ). It is clear that, for every s ∈ N,
h(ts)  hs(ts) + |hs(ts) − h(ts)|. (5.5)
Moreover, since ts → t and the sequence {hs} converges to the function h uniformly on
[t−1, t+1],wehavehs(ts)−h(ts) → 0.This alongwith (5.5) and the inclusions ts̃ j ∈ Φ(hs̃ j ),
j ∈ N, implies that lim inf
j→∞ h(ts̃ j )  0. Hence, in view of the lower semicontinuity of the
function h and the fact that ts → t , we obtain the inequality h(t)  0. Therefore, t ∈ Φ(h).
Thus, condition (∗′′′) of Theorem 4.2 is satisfied. 
Proposition 5.5 Let, for every s ∈ N, hs : R → R be a function such that the set Φ(hs) is
nonempty. Let h be a function in C(R) such that the set Φ(h) has nonempty interior. Assume
that the following conditions are satisfied:
(∗̄′) if t ∈ Φ(h), then there exists a sequence {ηk} ⊂ R such that ηk → t and, for every
k ∈ N, h(ηk) < 0;
(∗̄′′) if t1, t2 ∈ R, t1 < t2, and (t1, t2) ⊂ Φ(h), then h < 0 in (t1, t2).
Assume that the sequence {hs} converges to the function h uniformly on every bounded
closed interval of R. Then conditions (∗′)–(∗′′′) of Theorem 4.2 are satisfied.
Proof Let t ∈ Φ(h). Then, by condition (∗̄′), there exists a sequence {ηk} ⊂ R such that
ηk → t and
∀k ∈ N, h(ηk) < 0. (5.6)
It is clear that, for every k ∈ N, hs(ηk) → h(ηk). This and (5.6) imply that there exists an
increasing sequence {sk} ⊂ N such that
k ∈ N, s ∈ N, s  sk ⇒ hs(ηk)  0. (5.7)
We fix a sequence rs ∈ Φ(hs) and define the sequence {ts} as follows: ts = rs if s  s1;
ts = ηk if sk < s  sk+1, k ∈ N. It is easy to see that ts → t . Moreover, using (5.7), we find
that, for every s ∈ N, ts ∈ Φ(hs). Thus, condition (∗′) of Theorem 4.2 is satisfied.
Next, we assume that t1, t2 ∈ R, t1 < t2, (t1, t2) ⊂ Φ(h), and 0 < σ < (t2 − t1)/2.
We define λ∗ = max{h(η) : η ∈ [t1 + σ, t2 − σ ]}. Using condition (∗̄′′), we establish that
λ∗ < 0. Since the sequence {hs} converges to the function h uniformly on [t1 + σ, t2 − σ ],
there exists s̄ ∈ N such that, for every s ∈ N, s  s̄, and every η ∈ [t1 + σ, t2 − σ ], we have
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|hs(η) − h(η)|  −λ∗. Then, for every s ∈ N, s  s̄, we have [t1 + σ, t2 − σ ] ⊂ Φ(hs).
Thus, condition (∗′′) of Theorem 4.2 is satisfied.
Finally, using the same arguments as in the corresponding place in the proof of Proposi-
tion 5.4, we establish that condition (∗′′′) of Theorem 4.2 is satisfied. 




0 if t = 0,
1 if t ∈ [−1, 1] \ {0},
2 − tsign t if t ∈ (−∞,−1) ∪ (1,+∞),
and let, for every s ∈ N, hs : R → R be the function defined by
hs(t) = h(t) − 1
s
|t |(t2 − 4), t ∈ R.
It is easy to see that the functions hs and h satisfy all the conditions of Proposition 5.4.
Example 5.7 Let h : R → R be the function defined as follows:
h(t) =
{
0 if t = 0,
t sin 1t if t 	= 0,
and let, for every s ∈ N, hs : R → R be the function defined by
hs(t) = h(t) + 2
t
s
sin(st), t ∈ R.
It is not difficult to verify that the functions hs and h satisfy all the conditions of Proposi-
tion 5.5.
Example 5.8 Let {ϕs} ⊂ R, ϕ ∈ R, and let ϕs → ϕ. Let, for every s ∈ N, hs : R → R be
the function defined by hs(t) = −t + ϕs , t ∈ R. Let h : R → R be the function such that,
for every t ∈ R, h(t) = −t + ϕ. For every s ∈ N, we have Φ(hs) = [ϕs,+∞). In addition,
Φ(h) = [ϕ,+∞). It is easy to verify that the functions hs and h satisfy the corresponding
conditions of Theorems 4.1 and 4.2 and, for every s ∈ N,Us(hs) = {v ∈ W 1,p(Ωs) : v  ϕs
a.e. in Ωs}. Similarly, let, for every s ∈ N, hs : R → R be the function defined by hs(t) =
t − ϕs , t ∈ R, and let h : R → R be the function such that, for every t ∈ R, h(t) = t − ϕ.
Then the functions hs and h satisfy the corresponding conditions of Theorems 4.1 and 4.2
and, for every s ∈ N, Us(hs) = {v ∈ W 1,p(Ωs) : v  ϕs a.e. in Ωs}. Finally, let, for
every s ∈ N, we have ϕs, ψs ∈ R and ϕs < ψs . Let ϕ,ψ ∈ R and ϕ < ψ . We assume
that ϕs → ϕ and ψs → ψ . Let, for every s ∈ N, hs : R → R be the function defined by
hs(t) = (t−ϕs)(t−ψs), t ∈ R, and let h : R → R be the function such that, for every t ∈ R,
h(t) = (t − ϕ)(t − ψ). Then the functions hs and h satisfy the corresponding conditions of
Theorems 4.1 and 4.2 and, for every s ∈ N, Us(hs) = {v ∈ W 1,p(Ωs) : ϕs  v  ψs a.e. in
Ωs}. Thus, Theorems 4.1 and 4.2 can be applied to variational problems with unilateral and
bilateral constraints defined by real numbers.
Example 5.9 Let, for every s ∈ N, hs : R → R be the function defined by hs(t) = cos t +
1− |t |/s, t ∈ R. Let h : R → R be the function such that, for every t ∈ R, h(t) = cos t + 1.
Obviously, for every s ∈ N, the set Φ(hs) is nonempty and closed. Moreover, Φ(h) =
{(1 + 2k)π : k ∈ Z}. Hence, the set Φ(h) is nonempty and closed and has empty interior. It
is easy to verify that the functions hs and h satisfy conditions (∗′) and (∗′′) of Theorem 4.3.
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The next example justifies the importance of condition (∗′) of Theorem 4.1 for the conclu-
sion of this theorem. At the same time, this example shows that condition (4.11) is essential
for the conclusion of Theorem 4.2.
Example 5.10 We assume that the domainΩ is Lipschitz and that, for every s ∈ N,Ωs = Ω .
Then, obviously, conditions (∗1) and (∗2) stated at the beginning of Sect. 4 are satisfied.
It follows from [20, Example 4.16] that there exist numbers λ1, λ2 > 0 and a sequence
{τs} ⊂ C∞0 (Ω) such that
∀s ∈ N, |∇τs |  λ1 in Ω, (5.8)
‖τs‖L p(Ω) → 0, (5.9)∫
Ω
|∇τs |p dx → λ2. (5.10)
Assume that c1 = 21−p and c2 = 2p−1 and that, for every s ∈ N and every x ∈ Ωs ,
μs(x) = 2p−1|∇τs(x)|p . Moreover, assume that, for every s ∈ N and every pair (x, ξ) ∈
Ωs × Rn ,
fs(x, ξ) = |ξ + ∇τs(x)|p. (5.11)
In view of these assumptions and (5.8), the functions μs and fs satisfy the corresponding
conditions of Sect. 2. In particular, if s ∈ N, then, for every x ∈ Ωs and every ξ ∈ Rn ,
inequality (2.1) holds. Moreover, due to (5.8), condition (∗) of Theorem 4.1 is satisfied. At
the same time, by (5.10), we have ‖μs‖L1(Ωs ) → 2p−1λ2. This along with the inequality
λ2 > 0 implies that condition (4.11) is not satisfied.




|∇v + ∇τs |p dx . (5.12)




|∇v|p dx . (5.13)
Using the weak lower semicontinuity of the functional F on W 1,p(Ω) along with (5.8),
(5.9), (5.12), and (5.13), we establish that the sequence {Fs} Γ -converges to the functional
F . Thus, condition (∗3) stated at the beginning of Sect. 4 is satisfied.
Let, for every s ∈ N, us be the function inW 1,p(Ωs) such that us = −1/s in Ωs . Assume




|v − us |p dx, v ∈ W 1,p(Ωs). (5.14)




|v|p dx . (5.15)
Obviously, for every s ∈ N, Gs is a weakly continuous functional onW 1,p(Ωs). In addition,
for every s ∈ N and every v ∈ W 1,p(Ωs), inequality (2.2) holds with c3 = (λ1/2)p and
c4 = λp1measΩ . Furthermore, for every function v ∈ W 1,p(Ω) and every sequence vs ∈
W 1,p(Ωs) with the property ‖vs − qsv‖L p(Ωs ) → 0, we have Gs(vs) → G(v). Thus,
condition (∗4) stated at the beginning of Sect. 4 is satisfied.
123
1114 A. A. Kovalevsky




|t | if t ∈ (−∞, 1),
−t + 2 if t ∈ [1, 3],
t − 4 if t ∈ (3,+∞).
We have Φ(h) = {0} ∪ [2, 4]. Hence, the set Φ(h) is closed and has nonempty interior. At
the same time, condition (∗′) of Theorem 4.1 is not satisfied.






, t ∈ R.
For every s ∈ N, we have
Φ(hs) = {−1/s} ∪ [2 − 1/s, 4 − 1/s]. (5.16)
Hence, for every s ∈ N, the set Φ(hs) is nonempty and closed. It is easy to verify that the
sequence {Φ(hs)} converges to the set Φ(h) in the sense of Kuratowski and conditions (∗′′)
and (∗′′′) of Theorem 4.1 (or, equivalently, conditions (∗′′) and (∗′′′) of Theorem 4.2) are
satisfied. In addition, condition (∗′) of Theorem 4.2 is satisfied.
Next, we fix s ∈ N. Obviously, us ∈ Us(hs). Fixing an arbitrary v ∈ Us(hs), we estimate
(Fs +Gs)(v) from below. Assume thatm(v) < m(v). Then, by virtue of Proposition 3.3, we
have (m(v),m(v)) ⊂ Φ(hs). This and (5.16) imply that (m(v),m(v)) ⊂ [2− 1/s, 4− 1/s].
Therefore, v − us  2 a.e. in Ωs . Using this fact along with (5.12), (5.14), and (5.8), we
obtain
(Fs + Gs)(v)  λp1
∫
Ωs




|∇τs |p dx = (Fs + Gs)(us). (5.17)
Now, let m(v) = m(v). Then m(v) ∈ R and v = m(v) a.e. in Ωs . This along with the
inclusion v ∈ Us(hs) yields the inclusion m(v) ∈ Φ(hs). Therefore, in view of (5.16), we
have either m(v) = −1/s or m(v) ∈ [2 − 1/s, 4 − 1/s]. In the first case, v = us a.e. in
Ωs . Hence, (Fs + Gs)(v) = (Fs + Gs)(us). In the second case, v − us  2 a.e. in Ωs and,
similarly to (5.17), we find that (Fs + Gs)(v) > (Fs + Gs)(us).
In view of the above considerations, for every s ∈ N, the function us belongs to the set
Us(hs) and minimizes the functional Fs + Gs on the set Us(hs).
Thus, all the conditions of Theorem 4.1 are satisfied except for condition (∗′). Moreover,
all the conditions of Theorem 4.2 are satisfied except for condition (4.11). At the same time,
the conclusions of these theorems do not hold for the sequence {us}.
Indeed, suppose that the conclusion of Theorem 4.1 holds for the sequence {us}. Then
there exist an increasing sequence {s j } ⊂ N and a function u ∈ W 1,p(Ω) such that
‖us j − qs j u‖L p(Ωs j ) →0, (5.18)
(Fs j + Gsj )(us j ) →(F + G)(u). (5.19)
Since, for every s ∈ N, we have us = −1/s in Ωs and Ωs = Ω , using (5.18), we find
that u = 0 a.e. in Ω . Then, by (5.13) and (5.15), we have (F + G)(u) = 0. This along
with (5.19) implies that (Fs j + Gsj )(us j ) → 0. However, in view of (5.10) and (5.17), we
have (Fs j + Gsj )(us j ) → λ2 	= 0. The obtained contradiction proves that the conclusion of
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Theorem 4.1 does not hold for the sequence {us}. Similarly, the conclusion of Theorem 4.2
does not hold for the sequence {us}.
The next example justifies the importance of condition (∗′) of Theorem 4.2 for the con-
clusion of this theorem.
Example 5.11 Assume that the domain Ω is Lipschitz and that, for every s ∈ N, Ωs = Ω .
Then, obviously, conditions (∗1) and (∗2) stated at the beginning of Sect. 4 are satisfied.
Assume that c1 = c2 = 1 and that, for every s ∈ N, μs = 0 in Ωs . Moreover, assume
that, for every s ∈ N and every pair (x, ξ) ∈ Ωs × Rn ,
fs(x, ξ) = |ξ |p. (5.20)
In view of these assumptions, the functions μs and fs satisfy the corresponding conditions
of Sect. 2. In particular, if s ∈ N, then, for every x ∈ Ωs and every ξ ∈ Rn , inequality (2.1)
holds. Moreover, condition (4.11) is satisfied.








By virtue of Definition 2.4 and (5.20), for every s ∈ N and every v ∈ W 1,p(Ωs), we have
Fs(v) = F(v). It is clear that the sequence {Fs} Γ -converges to the functional F . Thus,
condition (∗3) stated at the beginning of Sect. 4 is satisfied.
Assume that, for every s ∈ N, Gs = G. Obviously, for every s ∈ N, Gs is a weakly
continuous functional on W 1,p(Ωs). In addition, for every s ∈ N and every v ∈ W 1,p(Ωs),
inequality (2.2) holds with c3 = 1 and c4 = 0. Furthermore, for every function v ∈ W 1,p(Ω)
and every sequence vs ∈ W 1,p(Ωs) with the property ‖vs − qsv‖L p(Ωs ) → 0, we have
Gs(vs) → G(v). Thus, condition (∗4) stated at the beginning of Sect. 4 is satisfied.
Let, for every s ∈ N, hs : R → R be the function defined as follows:
hs(t) =
{ |t | + 1/s if t  1 − 1/s,
−t + 2 − 1/s if t > 1 − 1/s.
For every s ∈ N, we have
Φ(hs) = [2 − 1/s, +∞). (5.21)
Hence, for every s ∈ N, the set Φ(hs) is nonempty and closed.
Let h : R → R be the function defined as follows:
h(t) =
{ |t | if t  1,
−t + 2 if t > 1.
We have
Φ(h) = {0} ∪ [2,+∞). (5.22)
Hence, the set Φ(h) is closed and has nonempty interior.
Using (5.21) and (5.22), we verify that condition (∗′) of Theorem 4.2 is not satisfied and
conditions (∗′′) and (∗′′′) of Theorem 4.2 are satisfied.
It is clear that, for every s ∈ N, there exists a unique function us ∈ Us(hs) minimizing
the functional Fs + Gs on the set Us(hs).
As we now see, all the conditions of Theorem 4.2 are satisfied except for condition (∗′).
At the same time, the conclusion of Theorem 4.2 does not hold for the sequence {us}.
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Indeed, suppose that the conclusion of Theorem 4.2 holds for the sequence {us}. Then
there exist an increasing sequence {s j } ⊂ N and a function u ∈ U (h) such that the function
u minimizes the functional F + G on the set U (h) and
‖us j − qs j u‖L p(Ωs j ) → 0. (5.23)
Let θ : Ω → R be the function such that, for every x ∈ Ω , θ(x) = 0. Obviously, θ ∈ U (h).
Then (F+G)(u)  (F+G)(θ). Hence, taking into account the definitions of the functionals
F and G, we derive that u = θ a.e. in Ω . This and (5.23) imply that
‖us j ‖L p(Ωs j ) → 0. (5.24)
On the other hand, using the inclusions us ∈ Us(hs), s ∈ N, we find that, for every s ∈ N,
us  1 a.e. in Ωs . Consequently, for every s ∈ N, ‖us‖L p(Ωs )  (measΩ)1/p , which
contradicts (5.24). The obtained contradiction proves that the conclusion of Theorem 4.2
does not hold for the sequence {us}.
Finally, we observe that the sequence {Φ(hs)} does not converge to the set Φ(h) in the
sense of Kuratowski.
Remark 5.12 An example justifying the importance of condition (∗′) of Theorem 4.3 for the
conclusion of this theorem is easily obtained from Example 5.11 if we replace the functions
hs and h defined in Example 5.11 by the functions hs : R → R and h : R → R defined as
follows:
hs(t) =
{ |t | + 1/s if t  1 − 1/s,
|t − 2 + 1/s| if t > 1 − 1/s, h(t) =
{ |t | if t  1,
|t − 2| if t > 1.
The next example justifies the importance of condition (∗′′) of Theorem 4.1 for the con-
clusion of this theorem. At the same time, this example shows that the same condition is
essential for the conclusion of Theorem 4.2.
Example 5.13 Assume that the domainsΩ andΩs , the constants c1 and c2, and the functions
μs and fs are the same as in Example 5.11. In addition, consider the same functional F as
in the mentioned example. Then conditions (∗1)–(∗3) stated at the beginning of Sect. 4 are
satisfied. Besides that, condition (∗) of Theorem 4.1 and condition (4.11) are satisfied.
Next, we fix a function ϕ ∈ W 1,p(Ω) such that m(ϕ) 	= m(ϕ), and let b : R → R be the




|t − ϕ|p dx .











Obviously, t∗ > 0. We set M = min{b(t) : t ∈ [−t∗, t∗]}. It is clear that M > 0. We fix
λ ∈ R such that





It is easy to verify that
∀t ∈ R, λb(t) >
∫
Ω
|∇ϕ|p dx . (5.25)
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|v − ϕ|p dx .
Assume that, for every s ∈ N, Gs = G. Obviously, for every s ∈ N, Gs is a weakly
continuous functional on W 1,p(Ωs). In addition, for every s ∈ N and every v ∈ W 1,p(Ωs),
inequality (2.2) holds with c3 = 2−pλ and c4 = λ‖ϕ‖pL p(Ω). Furthermore, for every function
v ∈ W 1,p(Ω) and every sequence vs ∈ W 1,p(Ωs) with the property ‖vs − qsv‖L p(Ωs ) → 0,
we have Gs(vs) → G(v). Thus, condition (∗4) stated at the beginning of Sect. 4 is satisfied.
Let, for every s ∈ N, hs : R → R be the function defined as follows:
hs(t) = sin(st), t ∈ R.
It is clear that, for every s ∈ N, the set Φ(hs) is nonempty and closed.
Let h : R → R be the function such that, for every t ∈ R, h(t) = 0. We have Φ(h) = R.
Hence, the set Φ(h) is closed and has nonempty interior.
It is easy to verify that conditions (∗′) and (∗′′′) of Theorem 4.1 and conditions (∗′)
and (∗′′′) of Theorem 4.2 are satisfied but condition (∗′′) of Theorem 4.1 (i.e., condition (∗′′)
of Theorem 4.2) is not satisfied.
Let, for every s ∈ N, us be a function in Us(hs) minimizing the functional Fs + Gs on
the set Us(hs).
Aswenowsee, all the conditions ofTheorem4.1 are satisfied except for condition (∗′′). The
same relates to the conditions of Theorem 4.2. However, the conclusions of these theorems
do not hold for the sequence {us}.
Indeed, suppose that the conclusion of Theorem 4.1 holds for the sequence {us}. Then
there exist an increasing sequence {s̄k} ⊂ N and a function u ∈ U (h) such that the function
u minimizes the functional F + G on the set U (h) and
‖us̄k − qs̄k u‖L p(Ωs̄k ) → 0. (5.26)
It is easy to verify that the sequence of norms ‖us‖W 1,p(Ωs ) is bounded. Then, by Proposition 8
in [19], there exist an increasing sequence {s j } ⊂ {s̄k} and a number t0 ∈ R such that
‖us j − t0‖L p(Ωs j ) → 0. The latter limit relation along with (5.26) implies that u = t0 a.e. in
Ω . Then we obtain
(F + G)(u) = G(u) = λ
∫
Ω
|t0 − ϕ|p dx = λb(t0). (5.27)
On the other hand, since ϕ ∈ W 1,p(Ω), U (h) = W 1,p(Ω), and the function u minimizes
the functional F + G on the set U (h), we obtain









However, this inequality contradicts (5.25). The obtained contradiction proves that the con-
clusion of Theorem 4.1 does not hold for the sequence {us}. Similarly, the conclusion of
Theorem 4.2 does not hold for the sequence {us}.
Finally, we note that, in the given example, the sequence {Φ(hs)} converges to the set
Φ(h) in the sense of Kuratowski.
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Remark 5.14 If we have a sequence of functions vs ∈ W 1,p(Ωs), a function v ∈ W 1,p(Ω),
and an increasing sequence {s j } ⊂ N and if ‖vs j − qs j v‖L p(Ωs j ) → 0, we say that the
sequence {vs j } weakly converges to v. It is easy to see that, for given functions hs, h : R →
R, condition (∗′′′) of Theorem 4.1 is necessary for the limit of every weakly convergent
subsequence of any sequence vs ∈ Us(hs) to belong to the set U (h).
At last, we give an example to justify the importance of condition (4.11) for the conclusion
of Theorem 4.3.
Example 5.15 Assume that the domainsΩ andΩs , the constants c1 and c2, and the functions
μs and fs are the same as in Example 5.10. Then conditions (∗1) and (∗2) stated at the
beginning of Sect. 4 are satisfied. At the same time, condition (4.11) is not satisfied.
Let, for every s ∈ N, us be the function in W 1,p(Ωs) such that us = 1/s in Ωs . Assume




|v − us |p dx, v ∈ W 1,p(Ωs).





Obviously, for every s ∈ N, Gs is a weakly continuous functional onW 1,p(Ωs). In addition,
for every s ∈ N and every v ∈ W 1,p(Ωs), inequality (2.2) holds with c3 = 2−p and c4 =
measΩ . Furthermore, for every function v ∈ W 1,p(Ω) and every sequence vs ∈ W 1,p(Ωs)
with the property ‖vs − qsv‖L p(Ωs ) → 0, we have Gs(vs) → G(v). Thus, condition (∗4)
stated at the beginning of Sect. 4 is satisfied.
Next, let, for every s ∈ N, hs : R → R be the function defined by
hs(t) = |t − 1/s|, t ∈ R.
For every s ∈ N, we haveΦ(hs) = {1/s}. Hence, for every s ∈ N, the setΦ(hs) is nonempty
and closed. Let h : R → R be the function such that, for every t ∈ R, h(t) = |t |. We have
Φ(h) = {0}. Hence, the set Φ(h) is nonempty and closed and has empty interior. It is easy
to see that conditions (∗′) and (∗′′) of Theorem 4.3 are satisfied.
Obviously, for every s ∈ N, the function us belongs to the set Us(hs) and minimizes the
functional Fs + Gs on this set.
Thus, all the conditions of Theorem 4.3 are satisfied except for condition (4.11). At the
same time, the conclusion of this theorem does not hold for the sequence {us}.
Indeed, suppose that the conclusion of Theorem4.3 holds for the sequence {us}. Then there
exist an increasing sequence {s j } ⊂ N and a function u ∈ U (h) such that (Fs j +Gsj )(us j ) →
G(u). The inclusion u ∈ U (h) implies that u = 0 a.e. in Ω . Then G(u) = 0, and we have
(Fs j +Gsj )(us j ) → 0. However, in view of (5.10) and (5.12), we have (Fs j +Gsj )(us j ) →
λ2 	= 0. The obtained contradiction proves that the conclusion of Theorem 4.3 does not hold
for the sequence {us}.
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