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MONOTONICITY-PRESERVING FINITE ELEMENT SCHEMES WITH
ADAPTIVE MESH REFINEMENT FOR HYPERBOLIC PROBLEMS
JESÚS BONILLA1,2 AND SANTIAGO BADIA2,3
Abstract. This work is focused on the extension and assessment of the monotonicity-preserving
scheme in [3] and the local bounds preserving scheme in [5] to hierarchical octree adaptive mesh re-
finement (AMR). Whereas the former can readily be used on this kind of meshes, the latter requires
some modifications. A key question that we want to answer in this work is whether to move from
a linear to a nonlinear stabilization mechanism pays the price when combined with shock-adapted
meshes. Whereas nonlinear (or shock-capturing) stabilization leads to improved accuracy compared
to linear schemes, it also negatively hinders nonlinear convergence, increasing computational cost.
We compare linear and nonlinear schemes in terms of the required computational time versus accu-
racy for several steady benchmark problems. Numerical results indicate that, in general, nonlinear
schemes can be cost-effective for sufficiently refined meshes. Besides, it is also observed that it is
better to refine further around shocks rather than use sharper shock capturing terms, which usually
yield stiffer nonlinear problems. In addition, a new refinement criterion has been proposed. The
proposed criterion is based on the graph Laplacian used in the definition of the stabilization method.
Numerical results show that this shock detector performs better than the well-known Kelly estimator
for problems with shocks or discontinuities.
Keywords: Adaptive mesh refinement, Shock capturing, Euler equations, Hyperbolic problems, Dis-
crete maximum principle
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1. Introduction
Natural phenomena can develop shock waves in different scenarios. A classical example is the
shock wave generated by an object traveling faster than sound. The numerical modeling of problems
with shocks is still a challenge, especially when the admissible physical solution has some physical
constraints, e.g., positivity or non-negativity, that must be preserved at the discrete level to have
well-posedness; E.g., the fluid density and temperature are positive quantities in a compressible flow.
Several numerical schemes have been proposed so far to approximate this kind of problems by
combining finite volume methods (FVM) or discontinuous Galerkin (dG) finite elements (FEs) for
space discretization with explicit time integrators (see [19, 23, 42, 57]). Explicit time integrators are
only stable under a Courant-Friedrichs-Levy (CFL) restriction over the time step size, which implies to
capture all time scales. Thus, explicit methods are not suitable for problems in which the smallest time
scales are not of interest. For instance, the fastest time scales at a confined plasma in a nuclear fusion
reactor are not of engineering interest whereas explicit time integration is unaffordable in practical
simulations [32].
Implicit monotonicity-preserving (or at least positivity-preserving) methods are still scarce. As
proved by Godunov [25], linear monotonicity-preserving schemes can be at most first-order accurate.
For scalar problems (and under some mesh restrictions), Burman and Ern [18], Barrenechea and co-
workers [12, 13], Kuzmin and co-workers [35, 38, 44], and Badia and Hierro [6, 7] have proposed nonlin-
ear schemes that preserve monotonicity and can presumably attain higher order accuracy.1 However,
these properties come at the cost of solving a very stiff nonlinear problem [33]. The authors [3, 4] have
proposed differentiable schemes that improve the nonlinear convergence behavior of previous methods.
For hyperbolic systems of equations, numerical methods are less well developed. For explicit time
integration, Guermond and Popov [28] have recently proposed a continuous Galerkin (cG) FE scheme
that preserves positivity of density and energy under certain CFL-like condition. More recently,
Kuzmin [34] has extended the previous work to monolithic convex limiting. This allows one to use im-
plicit time integration while preserving positivity. Another approach is flux corrected transport (FCT)
[38, 45]. The schemes in [47, 48] combine the diffusion operators in FCT with novel shock-detection
techniques to obtain a nonlinear monolithic scheme. Those methods have been shown experimentally
to be robust, but lack of a theoretical analysis. Besides, this strategy also yields very stiff nonlinear
problems. Differentiable schemes for compressible flows have been proposed in [5] to alleviate (but not
eliminate) this problem.
Shocks are non-smooth and localized and thus suitable for AMR [21, 58]. AMR allows one to
increase the mesh resolution only in the vicinity of shocks or discontinuities. In brief, the AMR
process can be divided into two main ingredients. On the one hand, to estimate the error at each
element. On the other hand, to decide which elements need to be refined or coarsened. This iterative
process provides a mesh locally adapted to the features of the problem at hand. As a result, it is a
nonlinear approximation scheme which tries to minimize the error for a target computational cost.
In some situations, the optimal order of convergence can be achieved even for solutions with limited
regularity using AMR [21], whereas convergence is limited by the regularity of the solution for uniform
mesh refinements.
In this context, a key question is whether it is computationally more effective to consider a nonlinear
high-order scheme (with the nonlinear convergence issues) or a cheaper linear (first-order) scheme in
a more refined mesh. The motivation of this work is to shed light on this issue. First, we adapt the
schemes developed in [3, 5] to hierarchical octree AMR [9, 55]. Next, we propose a refinement criterium
that relies on information already present in the stabilization technique; nonlinear stabilization methods
include a shock detector to activate the artificial diffusion only close to discontinuities. We propose to
use a modification of the shock detector in [3] to drive the AMR process.
This paper is structured as follows. First, we introduce the problem, its discretization, and mono-
tonicity properties for scalar problems and hyperbolic systems in Sect. 2. Then, the stabilization
1In this work, schemes with nonlinear stabilization are also referred to as high-order and linear stabilization schemes
as low or first-order.
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techniques are introduced in Sect. 3. Sect. 4 is devoted to the AMR strategy. We introduce the non-
linear solvers in Sect. 5. Finally, we show numerical experiments in Sect. 6 and draw some conclusions
in Sect. 7.
2. Preliminaries
2.1. Continuous problem. Let us consider an open bounded and connected domain, Ω ⊂ Rd, where
d is the number of spatial dimensions. Let ∂Ω be the Lipschitz continuous boundary of Ω. The
conservative form of a first order hyperbolic problem reads
∂tu+∇ · f(u) = g, in Ω× (0, T ],
uβ(x, t) = u¯β(x, t), on Γβin × (0, T ], β = 1, ...,m,
u(x, 0) = u0(x), x ∈ Ω,
(1)
where u = {uβ}mβ=1 are m ≥ 1 conserved variables, f is the physical flux, u¯β(x, t) are the boundary
values for the βth-component of u, u0(x) are the initial conditions, and g(x, t) is a function defining the
body forces. Note that the flux, f : Rm → Rm×d, is composed of f = {f i}di=1, where f i : Rm → Rm
is the flux in the ith spatial direction. We denote by f ′ : Rm → Rm×m×d the flux Jacobian. Let
n ∈ Rd be any direction vector. Since the system is hyperbolic, the flux Jacobian in any direction is
diagonalizable and has only real eigenvalues, i.e., f ′(u) ·n = ∑di=1 f ′i(u)ni is diagonalizable with real
eigenvalues {λβ}mβ=1. These eigenvalues might have different multiplicities and different signs. Hence,
for a given direction n, each characteristic variable might be convected forward (along n) or backwards
(along −n). Therefore, it is convenient to define inflow and outflow boundaries for each component.
The inflow boundary for component β is defined as Γβin
.= {x ∈ ∂Ω : λβ(f ′(u) · n∂Ω) ≤ 0}, where
n∂Ω is the unit outward normal to the boundary and λβ is the βth-eigenvalue of the flux Jacobian.
We define the outflow boundary as Γβout
.= ∂Ω\Γβin. We refer the reader to [23, 29, 57] for a detailed
discussion on boundary conditions for hyperbolic problems. In the present study, we will also consider
the steady counterpart of (1), which is obtained by dropping the time derivative term and the initial
conditions.
In this work, we work with both scalar convection equations and Euler equations. Taking m = 1
and f(u) .= vu with v a divergence-free convection field, we recover the well known scalar transport
problem. On the other hand, Euler equations for ideal gases are recovered by defining m = d+ 2 and
u
.=
 ρm
ρE
 , f .=
 mm⊗ v+ pI
v(ρE + p)
 , and g .=
 0b
b · v+ r
 ,
where ρ is the density, E is the total energy, p is the pressure, m = {m1, . . . ,md}, where mi = ρvi, is
the momentum, v = {v1, . . . , vd} is the velocity, b = {b1, . . . , bd} are the body forces, r is an energy
source term per unit mass, and I is the identity matrix of dimension d × d. In addition, the system
is equipped with the ideal gas equation of state p = (γ − 1)ρı, where ı = E − 12‖v‖2 is the internal
energy and γ is the adiabatic index.
2.2. Discretization. The discretization used in this work is able to adapt its local size to the features
of the problem at hand. In particular, it is a hierarchically refined octree–based hexahedral mesh [55].
This type of discretizations are constructed hierarchically. At every step of the refinement process,
marked cells are refined into four (eight) cells in 2D (3D). The adaptation of the mesh to the problem
at hand is achieved by only marking for refining a targeted amount of cells. This results in a mesh with
different refinement levels at different regions. Hanging nodes appear at the interface between cells at
different refinement levels. These are nodes that only belong to the cells at a higher refinement level
(see Fig. 1). In our case, the meshes used are 2:1 balanced. This restriction implies that there can only
be a difference of one refinement level between neighboring cells. This restriction is a trade-off between
implementation complexity and performance gain that has been adopted by many AMR codes [55].
Hanging nodes need to be treated carefully in the case of working with conforming FE discretizations.
Otherwise, associating a regular degree of freedom (DOF) to a hanging node may lead to discontinuities
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Figure 1. Example of a mesh with hanging nodes.
in the approximated solution. To preserve continuity of the FE space, hanging DOFs values are
not included in the assembled system of equations but obtained by interpolating the values of the
neighboring regular DOFs. For more details in the definitions of these conformity constraints we refer
the reader to [8–10].
Let Th be a hierarchical octree-based partition of Ω. Consider a Lagrangian (nodal) FE space on
top of this mesh. The set of all nodes in the FE space is represented with N˜h. For every node i ∈ N˜h,
xi stands for the node coordinates. We can split N˜h into two subsets, namely the set of hanging
nodes N hgh and the set of conforming nodes Nh
.= N˜h\N hgh . We denote by N
.= card(Nh) the total
number of conforming nodes. The set of nodes belonging to a particular element K ∈ Th is defined as
Nh(K) .= {i ∈ Nh : xi ∈ K}. Moreover, Ωi is the macroelement composed by the union of elements
that contain node i, i.e., Ωi
.=
⋃
K∈Th, xi∈K K. To simplify the discussion below, we abuse notation
and use i for both the node and its associated index.
We restrict the present work to first order FEs and define the FE space as follows. We define
V h
.=
{
vh ∈ (C0(Ω))m : vh|K ∈ (Q1(K))m∀K ∈ Th
}
, where Q1(K) is the space of polynomials of
partial degree less than or equal to one. Furthermore, we define the space V h0
.= {vh ∈ V h : vh(x) =
0 ∀x ∈ Γin}. The functions vh ∈ V h can be constructed as a linear combination of the basis {ϕi}i∈N˜h
and nodal values vi, where ϕi is the shape function associated to the node i. Hence, vh =
∑
i∈N˜h ϕivi.
We use standard notation for Sobolev spaces. The L2(ω) scalar product is denoted by (·, ·)ω for
ω ⊂ Ω. However, we omit the subscript for ω ≡ Ω. The L2 norm is denoted by ‖ · ‖.
The method of lines is applied in combination with the FE spaces described above for the spatial
discretization. We approximate the solution u ≈ uh =
∑
i∈N˜h ϕiui. In addition, we make use of the
group–FEM approximation [24]. Hence, fluxes are discretized in the same FE space as the unknown, i.e.
f ≈ fh =
∑
i∈N˜h ϕif(ui). For simplicity in the exposition, we use the Backward Euler (BE) scheme
for the time discretization; higher order time discretizations can be achieved using strong stability
preserving (SSP)–Runge Kutta (RK) methods (see [26]). In the latter case, a CFL-like condition must
be satisfied to enjoy the monotonicity properties in Sect. 2.3 (see [37, 41]).
The semi-discrete Galerkin FE approximation of the weak form of (1) reads: find uh ∈ V h such
that uβh = u¯
β
h on Γ
β
in, uh = u0h at t = 0, and
(∂tuh,vh)− (uh,f ′h(uh) : ∇vh) + (uh,nΓout · f ′h(uh)vh)Γout = (g,vh), for all vh ∈ V h0,
where uβh and u0h are admissible FE approximations of the boundary and initial conditions uβ and
u0. In this context, we consider admissible any approximation that satisfies the maximum principle,
i.e., it does not introduce new extrema. Notice that boundary conditions are strongly imposed. For
transonic, or complex problems, this strategy might lead to convergence issues. However, in the present
paper we use this strategy for the sake of simplicity. As previously mentioned, we refer the reader to
[23, 29, 57] for a detailed discussion on boundary conditions for hyperbolic problems. Note that the
double contraction is applied as f ′h(uh) : ∇vh =
∑
k,γ f
′
h(uh)
βγ
k vh γ,k.
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As commented above, we need to apply constraints to all hanging DOFs to keep conformity. The
value of the hanging DOF needs to be equal to the value of the interpolation of the unknown at the
neighboring coarser elements. That is, given i ∈ N hgh and one of its neighboring (coarse) FE K ∈ Th,
vi =
∑
j∈Nh(K) ϕj(xi)vj . In general, we will represent this constraint with vi =
∑
j∈M(i) Cijvj , where
M(i) is the set of DOFs constraining DOF i, and Cij .= ϕj(xi). It is also useful to defineM(i), which
is the set of DOFs constraint by i. For details of the implementation of this kind of constraints see
[8–10].
Finally, to obtain the fully discrete problem, we consider a partition of the time domain (0, T ] into
nts sub-intervals (tn, tn+1] of length ∆tn+1. Then, at every time step n = 0, . . . , nts − 1, the discrete
problem consists in solving
MδtUn+1 +KUn+1 = G, (2)
where Un+1 .= [un+11 , ...,un+1N ]T is the vector of nodal values at time tn+1, δt(U)
.= ∆t−1n+1(Un+1−Un),
and ∆tn+1
.= (tn+1 − tn). The m×m-matrices relating nodes i, j ∈ Nh are given by
Mβγij
.= (ϕj , ϕi)δβγ +Mβγij ,
Kβγij
.= −(ϕjδβξ,f ′k(un+1j )ξη · ∂kϕiδηγ) + (ϕjδβξ, nk · f ′k(un+1j )ξηϕiδηγ)Γout +Kβγij ,
Gβi
.= (gβ , ϕi) + Gβi ,
where Einstein summation applies, β, γ, ξ, η ∈ {1, . . . ,m} are the component indices, δβγ is the Kro-
necker delta, and M, K, and G are the terms arising from applying the conformity constraints in the
mass, flux and body forces terms.
2.3. Stability properties. Finally, let us review some concepts required for discussing the stabiliza-
tion method used in the subsequent sections. Let us recall some definitions used for scalar problems.
Definition 2.1 (Local discrete extremum). The function vh ∈ Vh has a local discrete minimum (resp.
maximum) on i ∈ Nh if ui ≤ uj (resp. ui ≥ uj) ∀j ∈ Nh(Ωi).
Definition 2.2 (Local discrete maximum principle (DMP)). A solution uh ∈ Vh satisfies the local
discrete maximum principle if for every i ∈ Nh
min
j∈Nh(Ωi)\{i}
uj ≤ ui ≤ max
j∈Nh(Ωi)\{i}
uj .
Definition 2.3 (LED). A scheme is local extremum diminishing if, for every ui that is a local discrete
maximum (resp. minimum),
dui
dt ≤ 0,
(
resp. duidt ≥ 0
)
,
is satisfied.
One possible strategy to satisfy the above properties consists in designing a scheme that yields a
positive diagonal mass matrix and a stiffness matrix that satisfies∑
j
Aij = 0, and Aij ≤ 0, i 6= j. (3)
In this case, it is possible to rewrite the system as
miδtu
n+1 +
∑
j∈Nh(Ωi)\{i}
Aij(un+1j − un+1i ) = 0, ∀ i ∈ Nh.
As shown in [41], such a scheme is local extremum diminishing (LED). Moreover, for the steady scheme
obtained by dropping the transient term, property (3) leads to solutions that satisfy the local DMP
[20].
Stability properties for hyperbolic systems can be based on the extension of the above to hyperbolic
systems in characteristic variables. In this direction, we define local bounds preserving schemes as
follows.
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Definition 2.4. The discrete scheme∑
j
Mijδtun+1i +
∑
j 6=i
Aij(un+1j − un+1i ) = 0
is said to be local bounds preserving if M is diagonal with positive entries (i.e., Mij = miδijIm×m),
Aij has non-positive eigenvalues for every j 6= i, and
∑
j Aij = 0.
Unfortunately, to the best of our knowledge, satisfying this definition does not ensure positivity
of density, internal energy, or non-decreasing entropy. In any case, numerical schemes based on this
definition have shown good numerical behavior [36, 39, 43, 48].
Several stabilization strategies have been defined based on the previous ideas. One of the most
simple strategies consists in adding a scalar artificial diffusion term proportional to the spectral radius
of Aij [36, 46]. This strategy is usually called Rusanov artificial diffusion, since the scheme results in
the Rusanov Riemann solver for linear FEs in one dimension [36, 57]. Without any special treatment,
the resulting scheme is only first order accurate. The key for recovering high-order convergence is to
modulate the action of the artificial diffusion term, and restrict its action to the vicinity of discon-
tinuities. In the present work, our stabilization term for systems of equations is based on Rusanov
artificial diffusion and a differentiable shock detector recently developed for scalar problems [3, 15].
Finally, it is also important to define the concept of linearity preservation.
Definition 2.5. Given uh ∈ V h and J the set of conservative variables that are used to detect
inadmissible values of uh, a stabilization scheme is said to be linearity preserving if the stabilization
vanishes at any region such that uβh ∈ P1(Ω) ∀β ∈ J .
3. Nonlinear stabilization
In this section, we describe the additional terms used for the stabilization of problem (2). In
particular, we use the stabilization terms defined in [3] for the scalar problem and [5] for Euler:
Bh(wh;uh,vh)
.=
{ ∑
i∈Nh
∑
j∈Nh(Ωi) νij(wh)viuj`(i, j), for m = 1,∑
Ke∈Th
∑
i,j∈Nh(Ke) ν
e
ij(wh)`(i, j)vi · Im×muj , for m > 1, (4)
for any wh, uh, vh ∈ V h. Here, ` is the graph-Laplacian operator defined as `(i, j) .= 2δij − 1 (see
[3, 27]). In the case of a scalar problem, m = 1, the nodal artificial diffusion νij(wh) is defined as
νij(wh)
.= max{αi(wh)Kij , 0, αj(wh)Kji} for j ∈ Nh(Ωi)\{i},
νii(wh)
.=
∑
j∈Nh(Ωi)\{i}
νij(wh).
We denote by α(wh) the scalar shock detector used for computing the artificial diffusion parameter.
In the case of the Euler equations, the element-wise artificial diffusion νeij(wh) is defined as
νeij(wh)
.= max
(
αi(wh)λmaxij ,αj(wh)λmaxji
)
+
∑
k∈M(i)
Cki max
(
αk(wh)λmaxkj ,αj(wh)λmaxjk
)
+
∑
k∈M(j)
Ckj max (αi(wh)λmaxik ,αk(wh)λmaxki )
+
∑
k∈M(i)∩M(j)
CkiCkjαk(wh)λmaxkk , for j ∈ Nh(Ωi)\{i},
νeii(wh)
.=
∑
j∈Nh(Ωi)\{i}
νeij(wh),
(5)
where λmaxij is the spectral radius of the elemental convection matrix relating nodes i, j ∈ Nh, i.e.,
ρ
(
f ′(uij) · (∇ϕj , ϕi)Ke
)
, where uij is the Roe average between ui and uj (see (7)). Notice that for
νeij and k ∈ N hgh , λmaxik is actually the spectral radius of ρ
(
f ′(uij) · (∇ϕk, ϕi)Ke
)
. This is a direct
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consequence of using a FE approximation of the fluxes. As previously discussed, this artificial diffusion
term is based on Rusanov scalar diffusion [38]. It is important to mention that, given any direction
vector n, the eigenvalues f ′(uij) · n of the Roe-averaged flux Jacobian in that direction can be easily
computed as
λ1,..,d = vij · n, λd+1 = vij · n− aij‖n‖, λd+2 = vij · n+ aij‖n‖, (6)
where the velocity vij and sound speed aij are computed using the Roe-averaged values
aij =
√
(γ − 1)
(
Hij − ‖vij‖
2
2
)
, vij =
vi
√
ρj + vj
√
ρi√
ρi +
√
ρj
, (7)
Hij =
Hi
√
ρi +Hj
√
ρj√
ρi +
√
ρj
, Hi = Ei +
pi
ρi
, and ρij =
√
ρiρj .
This property greatly simplifies the computation of ρ
(
f ′(uij) · (∇ϕj , ϕi)Ke
)
.
We denote by αi(wh) the shock detector used for modulating the action of the artificial diffusion
term. The idea behind the definition of this detector is to minimize the amount of artificial diffusion
introduced while stabilizing any oscillatory behavior. We want to ensure that the resulting stabilized
scheme satisfies Def. 2.4 in regions where the local DMP is violated (see Def. 2.2) by a given set of
components. αi(wh) must be a positive real number that takes value 1 when uh(xi) is an inadmissible
value of uh, and smaller than 1 otherwise. To this end, we define
αi(uh)
.= max{αi(uβh)}β∈J , ∀i ∈ Nh (8)
where J is the set of components that are used to detect inadmissible values of uh, e.g. density and
total energy in the case of Euler equations. For simplicity, we restrict ourselves to the components of
uh. However, derived quantities such as the pressure or internal energy can be also used. For scalar
equations, since the stabilization is defined for the assembled system, the shock detector αi only needs
to be defined for i ∈ Nh. However, for the elemental definition used for Euler equations, it is also
required for i ∈ N hgh . In that case, we use the maximum of its constraining nodes, i.e.,
αk(uh)
.= max
j∈M(k)
αj(uh) for k ∈ N hgh .
Let us recall some useful notation from [3] to introduce the scalar shock detector αi(wh). Let rij =
xj − xi be the vector pointing from node xi to xj with i, j ∈ Nh and rˆij .= rij|rij | . Recall that the set
of points xj for j ∈ Nh(Ωi)\{i} define the macroelement Ωi around node xi. Let xsymij be the point at
the intersection between ∂Ωi and the line that passes through xi and xj that is not xj (see Fig. 2).
The set of all xsymij for all j ∈ Nh(Ωi)\{i} is represented with N symh (Ωi). We define rsymij
.= xsymij −xi.
We define usymij as the value of uh at x
sym
ij , i.e., uh(x
sym
ij ).
Figure 2. usym drawing
Both usymij and x
sym
ij are only required to construct a linearity preserving shock detector. Let us
define the jump and the mean of a linear approximation of component β of the unknown gradient at
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node xi in direction rij as r
∇uβh
z
ij
.=
uβj − uβi
|rij | +
usym,βij − uβi
|rsymij |
, (9)
{
|∇uβh · rˆij |
}
ij
.= 12
(
|uβj − uβi |
|rij | +
|usym,βij − uβi |
|rsymij |
)
. (10)
In the present work, for each component in J , we use the same shock detector developed in [3]. Let
us recall its definition
αi(uβh)
.=


∣∣∣∣∑j∈Nh(Ωi) r∇uβhzij
∣∣∣∣∑
j∈Nh(Ωi) 2
{ ∣∣∣∇uβh · rˆij∣∣∣}
ij

q
if
∑
j∈Nh(Ωi)
{ ∣∣∣∇uβh · rˆij∣∣∣}
ij
6= 0
0 otherwise
, (11)
where q > 1 is a parameter that minimizes the amount of artificial diffusion introduced. We know
from [3, Lm. 3.1] that (11) gets values between 0 and 1, and it is only equal to one if uβh(xi) is a local
discrete extremum. Since the linear approximations of the unknown gradients are exact for uβh ∈ P1,
the shock detector vanishes when the solution is linear. Thus, it is also linearly preserving for every
component in J . This result follows directly from [3, Th. 4.5].
The shock detector is properly defined for any interior node. However, uβij might not seem easy to
compute for nodes at the boundary. For nodes at Dirichlet boundaries, xi ∈ Γin, the shock detector
is set to 0, since the value of the unknown is fixed. For weak Dirichlet boundary conditions, we refer
the reader to [4], where appropriate definitions are developed such that monotonicity and linearity are
preserved. In the case of xi ∈ Γout, xsymij might lay on top of node xi for some directions. Hence, the
second fraction in (9) and (10) becomes undefined. In these cases, this term is dropped and we user
∇uβh
z
ij
.=
uβj − uβi
|rij | and
{
|∇uβh · rˆij |
}
ij
.= 12
(
|uβj − uβi |
|rij |
)
.
This definition still ensures that the shock detector takes value 1 for extreme values at xi (see [3, Lm.
3.1]). However, linearity preservation in the direction normal to Γout is lost unless the unknown is
constant in that direction.
The final stabilized problem in matrix form reads as follows. Find uh ∈ V h such that uβh = uβh on
Γβin, uh = u0h at t = 0, and
M(un+1h )δtU
n+1 +Kij(un+1h )U
n+1 = G (12)
for n = 1, ..., nts, where
Mij(un+1h )
.= [1−max (αi,αj)]Mij + δij
∑
k∈Nh
max(αi, αk)Mik,
MLi =
∑
jMij , and Kij(u
n+1
h )
.= Kij + Bij , where Bij is the stabilization matrix that takes the form
Bij(wh)
.=
{
νij(wh) `(i, j), for m = 1,∑
Ke∈Th ν
e
ij(wh) `(i, j)Im×m, for m > 1,
.
Let us show that adapted non-conforming meshes do not jeopardize any of the stability properties
defined in Sect. 2.3 and proved for conforming meshes in [4, 8].
Corollary 3.1 (DMP). The solution of the discrete problem (12) with m = 1 and using the shock
detector (11) satisfies the local DMP in Def. 2.2 if g = 0 and, for every control point i ∈ Nh such that
ui is a local discrete extremum, it holds:
Kij(uh) ≤ 0, ∀ j ∈ Nh(Ωi)\{i},
∑
j∈Nh(Ωi)
Kij(uh) = 0.
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Moreover, the resulting scheme is linearity-preserving as defined in Def. 2.5, i.e., Bij(uh) = 0 for
uh ∈ P1(Ωi).
Proof. The stabilization scheme for scalar problems is defined on the assembled system. Hence, the
modifications introduced in the assembly procedure do not affect the reasoning in the proof of [4, Thm.
5.2]. 
Lemma 3.1 (Local bounds preservation). Consider uh ∈ V h with component β in the set of tracked
variables J . The stabilized problem (12), with G = 0, is local bounds preserving as defined in Def. 2.4
at any region where uβh has extreme values.
Proof. If component β ∈ J of uh has an extremum at xi, we know from [3, Lm. 3.1] that αi(uβh) = 1.
Moreover, it can be checked from (8) that αi(uh) = 1. In this case, Mij(uh) = δij
∑
jMij . Hence,
Mij(uh) = 0 for j 6= i and Mii(uh) = mi. Therefore, we can rewrite the system as follows
mi∂tui +
∑
j∈Nh(Ωi)\{i}
Kij(uij)(uj − ui) =
mi∂tui +
∑
j∈Nh(Ωi)\{i}
∑
Ke∈Th
[
(f ′(uij)) ·
(
(∇ϕj , ϕi)Ke
+
∑
k∈M(j)
Ckj(∇ϕk, ϕi)Ke
+
∑
k∈M(i)
Cki(∇ϕj , ϕk)Ke
+
∑
k∈M(i)∩M(j)
CkiCkj(∇ϕk, ϕk)Ke
)
− νeijIm×m
]
(uj − ui) = 0.
We need to prove that the eigenvalues of Kij(uij) are non-positive. To this end, let us show that the
following inequality holds
∑
Ke∈Th
(
ρ
(
f ′(uij) · (∇ϕj , ϕi)Ke
)
+
∑
k∈M(j)
Ckj ρ
(
f ′(uij) · (∇ϕk, ϕi)Ke
)
+
∑
k∈M(i)
Cki ρ
(
f ′(uij) · (∇ϕj , ϕk)Ke
)
+
∑
k∈M(i)∩M(j)
CkiCkj ρ
(
f ′(uij) · (∇ϕk, ϕk)Ke
) ) ≥ ρ(f ′(uij) · (∇ϕj , ϕi)).
One can observe from (6) that ρ
(
f ′(uij) · (∇ϕj , ϕi)Ke
)
= |vij ·ceij |+aij‖ceij‖, where ceij = (∇ϕj , ϕi)Ke .
We have that
cij = (∇ϕj , ϕi) =
∑
Ke∈Th
ceij + ∑
k∈M(j)
Ckjc
e
ik +
∑
k∈M(i)
Ckic
e
kj +
∑
k∈M(i)∩M(j)
CkiCkjc
e
kk
 .
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Thus, ∑
Ke∈Th
( ∣∣vij · ceij∣∣+ ∑
k∈M(j)
Ckj |vij · ceik|
+
∑
k∈M(i)
Cki
∣∣vij · cekj∣∣
+
∑
k∈M(i)∩M(j)
CkiCkj |vij · cekk|
)
≥ |vij · cij | ,
and ∑
Ke∈Th
(
aij‖ceij‖+
∑
k∈M(j)
Ckjaij‖ceik‖+
∑
k∈M(i)
Ckiaij‖cekj‖
+
∑
k∈M(i)∩M(j)
CkiCkjaij‖cekk‖
)
≥ aij‖cij‖.
Therefore,
∑
e ρ(K
e
ij(uij)) ≥ ρ(Kij(uij)). Moreover, by definition (see (5)),
νeij ≥ ρ
(
f ′(uij) · (∇ϕj , ϕi)Ke
)
+
∑
k∈M(j)
Ckj ρ
(
f ′(uij) · (∇ϕk, ϕi)Ke
)
+
∑
k∈M(i)
Cki ρ
(
f ′(uij) · (∇ϕj , ϕk)Ke
)
+
∑
k∈M(i)∩M(j)
CkiCkj ρ
(
f ′(uij) · (∇ϕk, ϕk)Ke
)
for j 6= i.
Furthermore, one can infer from (4) that ρ(Beij(uij)) ≥ ρ(Keij(uij)), where Beij(uij) and Keij(uij)
are the elemental stabilization and stiffness matrices, respectively. Hence, ρ(Bij(uij)) ≥ ρ(Kij(uij)).
Finally, since Kij = Kij + Bij and Bij =
∑
eB
e
ij = −
∑
e ν
e
ijIm×m for all j 6= i. Then, the maximum
eigenvalue of Kij(uij) is non-positive, which completes the proof. 
Notice that it is essential to apply properly the constraints at the flux FE approximation, i.e.,
f ′(uk) =
∑
i∈M(k) Ckif
′(ui). Otherwise, it is not possible to formally prove local bound preservation.
However, experimental results in the present work show that using f ′(uk) does not affect the overall
performance of the scheme.
3.1. Differentiable stabilization. In the case of steady, or implicit time integration, differentiability
plays a role in the convergence behavior of the nonlinear solver. This is especially important if one
wants to use Newton’s method. The authors show in [3–5] that nonlinear convergence can be improved
after few modifications to make the scheme twice-differentiable. In this section, we introduce a set of
regularizations applied to all non-differentiable functions present in the stabilized scheme introduced
above. In order to regularize these functions, we follow the same strategy as in [3–5]. Absolute values
are replaced by
|x|1,εh =
√
x2 + εh, |x|2,εh =
x2√
x2 + εh
,
where εh is a small positive value. Note that |x|2,εh ≤ |x| ≤ |x|1,εh . Next, we also use the smooth
maximum function
max σh(x, y)
.=
|x− y|1,σh
2 +
x+ y
2 ≥ max(x, y),
where σh is a small positive value. In addition, we need a smooth function to limit the value of any
given quantity to one. To this end, we use
Z (x) .=
{
2x4 − 5x3 + 3x2 + x, x < 1,
1, x ≥ 1.
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The set of twice-differentiable functions defined above allows us to redefine the stabilization term
introduced in Sect. 3. In particular, we define
B˜h(wh;uh,vh)
.=
{ ∑
i∈Nh
∑
j∈Nh(Ωi) ν˜ij(wh)viuj`(i, j), for m = 1,∑
Ke∈Th
∑
i,j∈Nh(Ke) ν˜
e
ij(wh)`(i, j)vi · Im×muj , for m > 1, (13)
where
ν˜ij(wh)
.= max σh
(
max σh
(
αεh,i(wh)Kij , αεh,j(wh)Kji
)
, 0
)
for j ∈ Nh(Ωi)\{i},
ν˜ii(wh)
.=
∑
j∈Nh(Ωi)\{i}
ν˜ij(wh),
and
ν˜eij(wh)
.= max σh
(
αεh,i(wh)λmaxij ,αεh,j(wh)λmaxji
)
+
∑
k∈M(i)
Cki max σh
(
αεh,k(wh)λmaxkj ,αεh,j(wh)λmaxjk
)
+
∑
k∈M(j)
Ckj max σh (αεh,i(wh)λmaxik ,αεh,k(wh)λmaxki )
+
∑
k∈M(i)∩M(j)
CkiCkjαεh,k(wh)λmaxkk , for j ∈ Nh(Ωi)\{i},
ν˜eii(wh)
.=
∑
j∈Nh(Ωi)\{i}
ν˜eij(wh).
Let us note that λmaxij needs to be regularized as λmaxij =
∣∣vij · ceij∣∣1,εh + c‖ceij‖. The shock detector is
also regularized as follows:
αεh,i(uh)
.= max σh{αεh,i(uβh)}β∈J .
Notice that the regularized maximum has only been defined for two arguments. However, for |J | > 2,
one can chain several times the regularized functions, i.e., max σh(max σh(...)). In the case of the
component shock detector we recall the definition in [3, Eq. 18]
αεh,i(u
β
h)
.=
Z

∣∣∣∣∑j∈Nh(Ωi) r∇uβhzij
∣∣∣∣
1,εh
+ ζh
∑
j∈Nh(Ωi) 2
{ ∣∣∣∇uβh · rˆij∣∣∣2,εh
}
ij
+ ζh


q
, (14)
where ζh is a small value for preventing division by zero. Finally, the twice-differentiable stabilized
scheme reads: find uh ∈ V h such that uβh = uβh on Γβin, uh = u0h at t = 0, and
M˜(un+1h )δtU
n+1 + K˜ij(un+1h )U
n+1 = G for n = 1, ..., nts, (15)
where
M˜ij(un+1h )
.= [1−max σh (αεh,i,αεh,j)]Mij + δij
∑
k∈Nh
max σh(αi, αk)Mik,
K˜ij(un+1h )
.= Kij(un+1h ) + B˜ij(u
n+1
h ),
and B˜ij is the regularized stabilization matrix that takes the form
B˜ij(wh)
.=
{
ν˜ij(wh) `(i, j), for m = 1,∑
Ke∈Th ν˜
e
ij(wh) `(i, j)Im×m, for m > 1.
Corollary 3.2. The scheme in (2) with G = 0 and the differentiable stabilization in (13) is local
bounds preserving, as defined in Def. 2.4, at any region where uβh has extreme values for every β in J .
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Proof. For an extreme value of uβh, since |x|2,εh ≤ |x| ≤ |x|1,εh the quotient of (14) is larger than one.
Hence, by definition of Z(x), αεh,i is equal to 1. At this point, it is easy to check that ν˜eij ≥ νeij in
virtue of the definition of max σh . Therefore, ρ(B˜
e
ij(uh)) ≥ ρ(Beij(uh)), completing the proof. 
Moreover, it is important to mention that the differentiable shock detector is weakly linearly-
preserving as ζh tends to zero. This result follows directly from [3]. In order to obtain a differentiable
operator, we have added a set of regularizations that rely on different parameters, e.g., σh, εh, ζh.
Giving a proper scaling of these parameters is essential to recover theoretic convergence rates. In
particular, we use the following relations
σh = σ|λmax|2L2(d−3)h4, εh = εL−4h2, ζh = L−1ζ,
where σ, ε, and ζ are small positive parameters, d is the spatial dimension of the problem, L is
a characteristic length. The value |λmax| being used is the maximum on the whole domain of the
Euclidean norm. In the case of a scalar problem, it is simply the maximum convection velocity, i.e.
maxx∈Ω |v(x)|.
4. Adaptive mesh refinement
The motivation of an adaptive FE method is to solve (12) up to a certain tolerance (or resolution)
using the minimum number of DOFs. To this end, the solution error (eh = u − uh) is estimated at
each element. With this information at hand, it is possible to iteratively adapt the resolution of the
mesh at certain regions. This process can be divided into two parts: estimating the error at every cell,
and deciding which and how many cells need to be refined or coarsened. This procedure is performed
iteratively until a desired tolerance is achieved or, alternatively, a number of elements is reached. In
the present work, we start with a rather coarse mesh and perform the following steps till reaching a
stopping criterion:
(1) Compute solution uh;
(2) Estimate the error eh;
(3) Select all cells that need to be refinement or coarsened;
(4) Update the mesh, and project the solution to the new mesh.
In some cases, the refinement might be driven by features of the solution instead of a classical error
estimator. For instance, one may decide to refine the regions around discontinuities. In this scenario,
one could use an expression that does not estimate the error, but it allows to concentrate the elements
around discontinuities.
4.1. Error estimators. One of the keys of AMR is the ability to provide a good estimation of the
error. Several error estimators have been proposed to date [1, 22, 30, 31, 59]. These can be classified,
at least, in two main types. Some authors [22, 30, 50, 51, 53] try to compute an upper bound of
the error for every cell. Then, provided a user defined tolerance, one can decide to refine or coarsen
each cell. However, an adjoint problem needs to be solved in order to compute this upper bound
[17, 30]. It is possible to approximate the error bounds without solving an adjoint problem only
for simple cases, see [30]. Therefore, this kind of error estimators increases the computational cost
substantially. Alternatively, one can simply determine the distribution of the error in the mesh and
use this information to drive an adaptivity algorithm. In this scenario, some authors [1, 14, 40, 49,
59, 60] drive the adaptivity process with the solution gradient. In this case, explicit expressions of the
estimated error are possible, requiring less computational resources than the previous option.
In general, the adaptive procedure can be described as follows. Given a finite element solution uh,
the error eh is approximated as eh ≈∇u−∇uh. Then, the reconstruction is used as an approximation
of the exact gradient. This strategy is based on superconvergence of special recovery techniques (see
[60] and refs. in [1, 49]). Kuzmin and co-workers [14, 49] follow [59] to reconstruct an approximation
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of the exact gradient. Kelly et al. [31] proposed a well-known estimator based on gradient recovery:
η2K
.= hK24
∫
∂K
s
∂uh
∂n
{2
dΓ,
where ηK is the estimated error at every element, K. In this case, the jump J·K does not correspond with
the linear approximation of the gradient jump J∇(·)Kij defined in (9). Instead, it takes the classical
definition, i.e., JuK = u+ · n+ + u− · n−. The main advantages of this estimator are its simplicity and
its low computational cost. For these reasons, this estimator is used in the present work.
It is worth mentioning that our problems of interest are characterized by exhibiting discontinuities,
where the error concentrates. These regions are susceptible to develop instabilities, and thus, these
are the regions in which the shock capturing is activated. Therefore, it is natural to use the shock
capturing to drive the adaptivity procedure. We propose an indicator based on the graph Laplacian
`(i, j) present in the stabilization term (4). This way, we reuse available information and reduce the
computational overhead associated with the selection of cells to be refined. The indicator reads:
(η˜βK)2
.= hd−2K
∑
i∈Nh(K)
∑
j∈Nh(Ωi)
(uβi − uβj )2,
where β ∈ J is the index of the specific component analyzed. This expression is expected to yield
high values around shocks and low values in smooth regions.
4.2. Refinement strategy. After the error has been estimated for every element (or the indicator
has been computed at every cell), one needs to decide which element needs to be refined and which
one coarsened. If an upper bound of the error is computed, then one may use a given tolerance to
make this decision. However, in the present case this is not available. A classical alternative is to
refine/coarsen a fixed amount of elements at every iteration [9, 11]. In the present study, a 30% of
the elements with higher error estimates (or higher indicator values) are refined whereas a 10% of
the elements with lower values are coarsened. This percentages are arbitrary and other choices are
valid. Notice that using this setting in two dimensions the number of elements is almost doubled at
every iteration. We make use of the parallel nth element algorithm [9, 56] to efficiently determine the
indicator thresholds for refining or coarsening the elements.
5. Nonlinear solver
In this section, we describe the method used for solving the nonlinear system of equations arising
from the scheme introduced above. In particular, we use a hybrid Picard–Newton approach in order
to increase the robustness of the nonlinear solver. Moreover, we also make use of a line–search method
to improve the nonlinear convergence.
We define the residual of the equation (15) at the k-th iteration as
R(uk,n+1h )
.= M˜(uk,n+1h )δtU
k,n+1 + K˜ij(uk,n+1h )U
k,n+1 − G.
Hence, the Jacobian is defined as
J(uk,n+1h )
.= ∂R(u
k,n+1
h )
∂Uk,n+1
(16)
= ∆t−1t+1M˜(u
k,n+1
h ) + K˜ij(u
k,n+1
h ) + ∆t
−1
t+1
∂M˜(uk,n+1h )
∂Uk,n+1
δtUk,n+1 +
∂K˜ij(uk,n+1h )
∂Uk,n+1
Uk,n+1.
Therefore, Newton method consists in solving J(uk,n+1h )∆U
k+1,n+1 = −R(uk,n+1h ). It is well known
that Newton method can diverge if the initial guess of the solution u0,n+1h is not close enough to the
solution. In order to improve robustness, we use a line–search method to update the solution at every
time step. The new approximation is computed as Uk+1,n+1 = Uk,n+1 + λ∆Uk+1,n+1, where λ is
obtained using a standard cubic backtracking algorithm.
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As introduced at the beginning of the section, we also use a hybrid approach combining Newton
method with Picard linearization. Picard nonlinear iterator can be obtained removing the last two
terms of (16), i.e., (
∆t−1t+1M˜(u
k,n+1
h ) + K˜ij(u
k,n+1
h )
)
∆Uk+1,n+1 = −R(uk,n+1h ). (17)
Clearly, it is equivalent to(
∆t−1t+1M˜(u
k,n+1
h ) + K˜ij(u
k,n+1
h )
)
Uk+1,n+1 = ∆t−1t+1M˜(u
k,n+1
h )U
n + G.
Moreover, we modify the left hand side terms in (17); we use αi = 1 for computing these terms while
we use the value obtained from (8) for the residual. Using this strategy, the solution remains unaltered
but the obtained approximations uk,n+1h for intermediate values of k are more diffusive. Even though
this modification slows the nonlinear convergence, it is essential at the first iterations. Otherwise, the
robustness of the method might be jeopardized.
The resulting iterative nonlinear solver consists in the following steps. We iterate Picard method in
(17), with the modification described above, until the Euclidean norm of the residual vector is smaller
than a given tolerance. In the present work, we use a tolerance of 10−2. Afterwards, Newton method
with the exact Jacobian in (16) is used until the desired nonlinear convergence criteria is satisfied. We
summarize the nonlinear solver introduced above in Alg. 1.
Input: U0,n+1, tol1, tol2, ε
Output: Uk,n+1, k
k = 1, ε1 = ε
while ‖R(Uk,n+1)‖/‖R(U0,n+1)‖ ≥ tol1 do
Compute αi(Uk,n+1) using (8)
Compute ∆Uk+1,n+1 using (17)
Minimize ‖R(Uk+1,n+1)‖, where Uk+1,n+1 = λ∆Uk+1,n+1 +Uk,n+1, with respect to λ
Set Uk+1,n+1 = λ∆Uk+1,n+1 +Uk,n+1
Update k = k + 1
end
while ‖R(Uk,n+1)‖/‖R(U0,n+1)‖ ≥ tol2 do
Compute αi(Uk,n+1) using (8)
Solve J(Uk,n+1)∆Uk+1,n+1 = −R(Uk,n+1) with J in (16)
Minimize ‖R(Uk+1,n+1)‖, where Uk+1,n+1 = λ∆Uk,n+1 +Uk,n+1, with respect to λ
Set Uk+1,n+1 = λ∆Uk,n+1 +Uk,n+1
Update k = k + 1
end
Algorithm 1: Hybrid Picard–Newton method.
6. Numerical results
In this section, we perform several numerical experiments to assess the numerical scheme introduced
in the previous sections. First, we perform a convergence analysis to assess its implementation. Then,
we use steady benchmark tests to analyze the effectiveness of the high–order scheme in the context of
AMR. In particular, we compare the nonlinear scheme in (15) with its linear (first order) counterpart,
i.e., using αεh,i(uh) ≡ 1.
From previous experience [3, 4, 15, 16], we choose the following regularization parameters: σ = 10−2,
ε = 10−4, and ζ = 10−10. In addition, the density is discontinuous at all shocks and contacts for all
Euler tests below. Therefore, we use J = {1} in (8), i.e., the shock detector is based on the density
behavior in all Euler tests below.
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6.1. Convergence. First, the convergence to a discontinuous solution is analyzed. To this end, we
solve two different problems. On the one hand, the following scalar problem is solved
∇ · (vu) = 0 in Ω = [0, 1]× [0, 1],
u = uD on Γin,
(18)
where v(x, y) .= (1/2, sin−pi/3), and inflow boundary conditions uD = 1 on {x = 0} ∩ {y > 0.7} and
y = 1, while uD = 0 at the rest of the inflow boundary. This problem has the following analytical
solution
u(x, y) =
{
1 if y > 0.7 + 2x sin−pi/3,
0 otherwise.
For the Euler equations, the problem is the well known compression corner test [2, 38], also known
as oblique shock test [52, 54]. This benchmark consists in a supersonic flow impinging to a wall at an
angle. We use a [0, 1]2 domain with a M = 2 flow at 10◦ with respect to the wall. This leads to two
flow regions separated by an oblique shock at 29.3◦, see Fig. 3.
Figure 3. Compression corner scheme.
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(a) Scalar transport problem.
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(b) Euler equations.
Figure 4. Convergence of ‖u− uh‖L1(Ω) to a solution with a discontinuity.
Since the solution is not smooth, we expect linear convergence rates in the L1-norm. Fig. 4 shows the
convergence behavior of both problems with uniform mesh refinements. The experimental convergence
rate measured for the scalar transport problem is 0.82, whereas the convergence rate measured is 0.94
for the compression corner test. Therefore, both tests exhibit the expected convergence behavior.
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6.2. Linear discontinuity. For this test, we use again the problem in (18). The purpose of this test
is twofold. On the one hand, we analyze the effectiveness of the proposed indicator. On the other
hand, we compare the effectiveness of the linear and nonlinear stabilization methods. Specifically, this
effectiveness is measured as follows. For a given error, we consider a method more effective if it requires
less computational time, independently of the number of elements required. In addition, we also solve
the problem for successive uniformly refined meshes in order to evaluate the effect of AMR.
For all comparisons, we start with a coarse mesh of 16 × 16 elements, and proceed adapting the
mesh up to a maximum number of elements. For the nonlinear stabilization, we set a maximum of
5 · 104 elements. The maximum number of elements for the low-order method is 2 · 106. The uniform
mesh is refined up to a 1024× 1024 mesh. We use a nonlinear tolerance of ‖∆uh‖/‖uh‖ < 10−4, and
a maximum of 500 iterations.
Fig. 5 shows the evolution of the AMR algorithm for the Kelly error estimator and the proposed
refinement strategy based on the graph Laplacian. The results shown in this picture have been obtained
using the linear stabilization, and the left-most column using the nonlinear one. It can be observed
that both Kelly (ηK) estimator and graph Laplacian (η˜K) indicator refine in the vicinity of the shock.
However, the graph Laplacian operator clearly outperforms Kelly estimator.
Figs. 6–8 compare the effectiveness of the low-order and the high-order stabilization schemes. The
results are obtained for the stabilization parameter q = 1, q = 2, and q = 10, respectively.
At Fig. 7, the nonlinear stabilization is able to converge the nonlinear problem efficiently and the
overhead of solving a nonlinear problem does not strongly affect the overall performance. We note
that for the linear scheme the problem is linear. It can be observed that the convergence rate (against
time) is much higher for the nonlinear scheme. The linear scheme requires less computational time for
coarser meshes but the nonlinear scheme is more effective for tighter accuracies, specially for q > 1.
We can observe in Fig. 8 the convergence problems of the nonlinear stabilization at some steps of the
refinement procedure. Even though using q = 10 improves the accuracy of the method, it also increases
the computational cost since the nonlinear problem is harder to solve. As a consequence, the nonlinear
stabilization needs a very refined mesh to overcome the performance of the linear stabilization.
6.3. Circular discontinuity. We analyze again the effectiveness of the proposed refinement strategy
and the effectiveness of the linear and nonlinear stabilization methods for a slightly more complicated
convective field. For this test, we use (18) with v(x, y) .= (y,−x), and inflow boundary conditions
u(0, y) =
 1 y ∈ [0.15, 0.45],cos2 ( 103 pi(y − 0.4)) y ∈ [0.55, 0.85],0 elsewhere.
The analytical solution of this particular configuration consists in the transport of the inflow profile
in the direction of the convection. As a result, the solution at the outflow boundary, corresponding to
y = 0, is u(x, 0) = u(0, x). We start with a coarse mesh of 16 × 16 elements in all cases, and proceed
adapting the mesh up to a maximum number of elements. For the nonlinear stabilization, we set a
maximum of 5 · 104 elements. The maximum number of elements for the linear stabilization is 2 · 106.
We use a nonlinear tolerance of ‖∆uh‖/‖uh‖ < 10−4, and a maximum of 500 iterations.
Figs. 9–11 compare the effectiveness of the linear and nonlinear stabilization. These results use the
stabilization parameter q = 1, q = 2, and q = 10, respectively. In Fig. 10, the high-order scheme is able
to converge efficiently and the overhead of solving a nonlinear problem does not strongly affect the
overall performance. Nevertheless, the low-order scheme usually requires similar computational time
for any given error. However, it can be observed that the convergence rate (in time) using the Kelly
error estimator is slightly higher for the high-order scheme. Actually, it outperforms the low-order
scheme for the finer meshes.
In contrast, we do not observe the significant convergence problems in Fig. 11 even though the linear
stabilization is slightly more efficient for coarse meshes. The convergence rate (in time) is higher for
the nonlinear stabilization and it is actually more efficient for the finer meshes.
Fig. 12 shows the evolution of the AMR algorithm for both ηK and η˜K with the linear stabilization
and η˜K with the nonlinear one. It can be observed that both Kelly (ηK) estimator and graph Laplacian
MONOTONICITY-PRESERVING FE SCHEMES WITH AMR FOR HYPERBOLIC PROBLEMS 17
Figure 5. Evolution of the mesh refinement process. η˜K with high–order scheme is
used in the left column. Low–order scheme with Kelly estimator is used in the central
column. η˜K with low–order scheme is used in the right column. For the low–order
scheme from top to bottom results have been obtained at refinement step 1, 2, 3, 9,
and 9. For the high–order refinement steps are 1, 2, 3, 5, and 5.
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Figure 6. Time and elements convergence comparison for the transport problem
with a linear discontinuity, q = 1.
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Figure 7. Time and elements convergence comparison for the transport problem
with a linear discontinuity, q = 2.
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Figure 8. Time and elements convergence comparison for the transport problem
with a linear discontinuity, q = 10.
indicator detect the regions that require more resolution. In any case, as in the previous example, the
graph Laplacian operator (η˜K) performs slightly better.
6.4. Compression corner. Let us consider now the Euler equations. We start with the compression
corner test (see Fig. 3). We analyze the effectiveness of the high-order scheme, and evaluate the
performance of the graph Laplacian indicator. We start with a coarse mesh of 16× 16 elements, and
adapt it up to a maximum number of elements. For the high-order method, we set a maximum of
5 · 103 elements. The maximum number of elements for the low-order method is 5 · 104. We use a
nonlinear tolerance of ‖∆uh‖/‖uh‖ < 10−4 and a maximum of 500 iterations.
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Figure 9. Time and elements convergence comparison for the transport problem
with a circular convection field, q = 1.
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Figure 10. Time and elements convergence comparison for the transport problem
with a circular convection field, q = 2.
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Figure 11. Time and elements convergence comparison for the transport problem
with a circular convection field, q = 10.
In Fig. 13, we depict the refinement evolution for the graph Laplacian indicator (η˜K) for linear and
nonlinear stabilization. As expected, we can observe that for the high-order method the scheme is able
to resolve the shock with less refinement steps. The linear stabilization is able to provide well-resolved
shocks at the final refinement step.
Fig. 14 compares the effectiveness of the low-order and the high-order stabilization schemes for
different values of q. The high-order scheme is able to converge efficiently and the overhead of solving
a nonlinear problem does not affect the overall performance. In this case, the low-order and the high-
order schemes require similar computational time for any given error. Actually, for the finer meshes,
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Figure 12. Evolution of the mesh refinement process. η˜K with high–order scheme is
used in the left column. Low–order scheme with Kelly estimator is used in the central
column. η˜K with low–order scheme is used in the right column. For the low–order
scheme from top to bottom results have been obtained at refinement step 1, 2, 3, 7,
and 7. For the high–order refinement steps are 1, 2, 3, 4, and 4.
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Figure 13. Evolution of the mesh refinement process. η˜K with high–order (right)
and low–order (left) schemes are used. For the low–order scheme from top to bottom
results have been obtained at refinement step 1, 2, 3, 8, and 8. For the high–order
refinement steps are 1, 2, 3, 4, and 4.
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the high-order scheme with either q = 1 or q = 2 already performs better than the low-order scheme.
However, for some meshes the high-order scheme exhibits convergence problems. In the case of q = 10
the cost of converging the nonlinear problem does not compensate the increase in computational cost.
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Figure 14. Time and elements convergence comparison for the compression corner
problem.
6.5. Reflected shock. This benchmark consists in two flow streams colliding at different angles. The
domain has dimensions [0.0, 1.0]× [0.0, 4.1] and a solid wall at its lower boundary. This configuration
leads to a steady shock separating both flow regimes that is reflected at the wall producing a third
different flow state behind it. A sketch of this benchmark test is given in Fig. 15. The flow states at
each region have been collected in Tab. 1.
Table 1. Reflected shock solution values at every region.
Region Density [Kgm−3] Velocity [m s−1] Total energy [J]
a© 1.0 (2.9, 0.0) 5.99075
b© 1.7 (2.62, -0.506) 5.8046
c© 2.687 (2.401, 0.0) 5.6122
Figure 15. Reflected shock scheme.
We analyze the effectiveness of the high-order scheme, and evaluate the performance of the graph
Laplacian refinement strategy. We start with a coarse mesh of 16 × 64 elements and adapt the mesh
till a certain number of elements is reached. For the high-order method, we set a maximum of 104
elements. The maximum number of elements for the low-order method is 3 · 105. We use a nonlinear
tolerance of ‖∆uh‖/‖uh‖ < 10−4 and a maximum of 500 iterations.
Fig. 16 compares the effectiveness of the low-order and the high-order stabilization schemes for
different values of q. The high-order scheme converges efficiently and the overhead of solving a nonlinear
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problem does not affect the overall performance. Actually, for the most refined meshes the high-order
method is more efficient than the low-order one. As for the previous problem, Fig. 16 shows that the
high-order scheme can present nonlinear convergence problems at some steps of the refinement process.
However, as the mesh becomes more adapted to the problem this issue is reduced.
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Figure 16. Time and elements convergence comparison for the reflected shock problem.
In Fig. 17 we depict the refinement evolution for the graph Laplacian indicator (η˜K) for the low-order
scheme. In these figures it can be observed how the graph Laplacian strategy is able to concentrate
all the resolution at the shock location. Finally, we can conclude from the lower two figures that both
schemes resolve the shocks properly after the mesh has been refined enough.
7. Conclusions
The stabilization schemes in [3, 5] have been extended and assessed in the AMR context for noncon-
forming hierarchical octree meshes. The work focuses in assessing the effectiveness of linear (first-order)
and nonlinear (higher-order) stabilization. We focus the comparison in terms of accuracy versus com-
putational time.
The results indicate that linear stabilization is more effective for coarse meshes. In this case, the
computational cost required to solve the stiff nonlinear problem due to the nonlinear stabilization does
not compensate the improvement in the accuracy. This is especially evident for linear systems of partial
differential equations (PDEs). On the contrary, as the mesh is refined and properly adapted to the
shocks, nonlinear stabilization pays the price. Even though increasing the value of q in the nonlinear
stabilization (a parameter that makes shocks sharper but hinders nonlinear convergence) improves
accuracy, it turns to be more effective to refine the mesh further for low values of q. Nevertheless, it
is worth mentioning that high-order method might exhibit nonlinear convergence problems for some
meshes.
In addition, a new refinement strategy have been proposed. The proposed indicator is based on the
graph Laplacian used in the definition of the stabilization method. Numerical results show that this
shock detector is able to perform better that the well known Kelly estimator for problems with shocks
or discontinuities.
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Figure 17. Evolution of the mesh refinement process. η˜K with low–order scheme is
used. For the low–order scheme from top to bottom results have been obtained at
refinement step 1, 2, 3, 4, 5, 6, and 7. The lower two figures are the high-order (top)
and low-order (bottom) results at their last refinement step.
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