A modified augmented Lagrangian method for a class of constrained problems  by Shariff, M.H.B.M. & Dormand, J.R.
Journal of Computational and Applied Mathematics 151 (2003) 257–270
www.elsevier.com/locate/cam
A modi"ed augmented Lagrangian method for a class
of constrained problems
M.H.B.M. Shari)a ;1, J.R. Dormandb;∗
aEtisalat College of Engineering P.O. Box 980, Sharjah, United Arab Emirates
bSchool of Computing and Mathematics, University of Teesside, Middlesbrough TS1 3BA, UK
Received 19 March 2002; received in revised form 9 September 2002
Abstract
A modi"ed augmented Lagrangian method for a class of constrained problems is presented. The class of
constraints discussed in this paper are linear equality constraints which, depending on a value of a parameter,
are “exactly” or “nearly” satis"ed. The proposed iterative method for inde"nite systems is suitable for large
scale problems, parallel processing and distributed computing. The class of problems is de"ned and convergent
analyses of the method are discussed. A numerical test is done to justify the proposed method.
c© 2003 Elsevier Science B.V. All rights reserved.
1. Introduction
There are a number of physical problems with penalty terms occurring naturally that can be
formulated in the form:
(Ia) Minimise
fa =
xTAx
2
− xTb+ ‖Cx− d‖
2
2
; (1)
where  is a penalty parameter, x (the variable) and b are n-dimensional vectors, d is an m-
dimensional vector A is a symmetric positive de"nite (SPD) n × n matrix, C is the constrained
m × n matrix, ‖x‖ = (xTx)1=2 and m¡n. For example, in linear elasticity the bulk modulus can
be considered as a penalty term for the incompressible constraint. When  is very large, i.e. the
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constraint Cx − d = 0 is nearly satis"ed, the problem becomes very ill-conditioned [3] and hence
numerical solution of problem (Ia) is not reliable. In linear elasticity, e.g., a very large value of
the bulk modulus (when compared with the shear modulus) suggests that the material is nearly
incompressible. If an iterative method, e.g. a (preconditioned) conjugate gradient method, is used to
solve problem (Ia) convergence may be diJcult to obtain.
On the other hand, in the case when  →∞ or 	=1==0 the above problem can be formulated
in the form:
(Ib) Minimise
fb =
xTAx
2
− xTb;
subject to the constraint
Cx− d = 0:
Problem (Ib) can be solved iteratively, e.g., using the augmented Lagrangian method [1] or a method
designed for a inde"nite system such as that developed by Ramage and Wathen [6].
In this paper, we develop an iterative method to solve problems (Ia) and (Ib) for 06 	1, i.e.,
for problem (Ia) when 	1 and for problem (Ib) when 	=0. The method give results which change
“smoothly” as 	 approaches zero. In order to use the method, problem (I) (problems (Ia) and (Ib))
is reformulated in an alternative form (see Section 2). There were many problems in the literature
which use this reformulated form to obtain solutions for 06 	1. See, e.g, Refs. [5,2,9,12,7,10]. In
Refs. [9,12,7,10], for example, alternative formulations for nearly incompressible and incompressible
materials give results which change smoothly as the material varies from compressible to incom-
pressible.
Many problems with constraints generally yield inde"nite system of equations. Solving such sys-
tem of equations, especially sparse systems, via a direct method, based on, e.g. Gaussian elimination,
on parallel MIMD machine, is generally ineJcient and cumbersome. Direct methods based on
matrix–matrix multiplications, matrix–vector multiplications and scalar products are, however, suit-
able for MIMD machines and with appropriate housekeeping these methods can be made eJ-
cient. An example of an eJcient direct method for a sparse system of equations can be found
in Refs. [4] and [11], but as in most direct methods it is memory expensive. For the class of
problems discussed here a constrained conjugate gradient method [8] can be used to solve the
problems. However, if the constrained matrix is large then this method can also be memory ex-
pensive. An iterative method for inde"nite systems that employs only matrix–vector multiplications
and scalar products is ideal for parallelisation and in the case where only a handful of vectors
need to be stored, the method is suitable for large scale problems. In this paper, we develop
such a method based on the augmented Lagrangian method. In each iteration of the proposed
method, a SPD system of equation can be solved, e.g., using a (preconditioned) conjugate gradient
method which is suitable for a large scale (sparse) system and easily parallelised. The proposed
method only need to store a few vectors in the memory which is suitable for large scale problems.
This modi"ed augmented Lagrangian method is better than the standard augmented Lagrangian
method in the sense that the modi"ed method uses a smaller number of variables than the standard
method.
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2. A class of equality constrained problems
It is indicated in Section 1 that when  is very large, i.e. the constraint Cx − d = 0 is nearly
satis"ed, generally numerical diJculties are encountered when trying to solve problem (I). One way
to overcome this diJculty is to formulate problem (I) in an alternative form, i.e.,
(II) Minimise
fa =
xTAx
2
+ 	
pTDp
2
− bTx; (2)
subject to constraint
Bx− dˆ − 	Dp= 0; (3)
where p is an m-vector variable, dˆ=D1=2d , 	=1=, B is an m×n matrix which is an approximation
of the matrix D1=2C , and the square matrix D is SPD. The size and the element values of the
matrices B and D depend on the particular problem we are solving. An example of problem (II)
approximating problem (I) is a "nite element problem given in the Appendix (which also given in
Ref. [10]). The matrix B is of full rank. However, if B=D1=2C then it can be easily shown that the
solutions of problems (I) and (II), in exact arithmetic, are the same, taking note that in problems
(Ib) and (II) we have the additional variable p.
Using the method of Lagrange multiplier the solution of problem (II) can be obtained from:
(III) Find x; p and q such that

A 0 BT
0 	D −	D
B −	D 0




x
p
q

=


b
0
dˆ

 ; (4)
where q is the Lagrange multiplier vector. Since D is SPD it can be easily shown q = p and on
substituting this to the Lagrange multiplier method we derive an equivalent statement:
Find x and p s.t f = 0 where
f =
xTAx
2
− 	 p
TDp
2
+ pT(Bx− dˆ)− bTx: (5)
This leads to the problem
(IV) Find x and p such that(
A BT
B −	D
)(
x
p
)
=
(
b
dˆ
)
:
3. Augmented Lagrangian method
The problem (II) can be solved, for example, via a constrained conjugate gradient method proposed
by Shari) [8] where the method exploits the positive de"nite part of the system; several convergence
properties were given in his paper and in Ref. [7] an application of the constrained conjugate gradient
method to (nearly) incompressible problems was given. However, in general the calculation of the
projection matrix required by the method can be memory expensive.
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Using the method of Lagrange multiplier the inde"nite system (see Problem (III)) of equations can
be solved using iterative methods (see e.g. Refs. [6,5]) designed for large scale inde"nite systems.
However, the convergence properties of most large scale iterative methods for inde"nite systems
are generally not as good as those iterative methods designed for SPD systems. The augmented
Lagrangian method, however, solves a SPD system in each iteration and generally the solution is
obtained in only a few iterations. A typical algorithm for the augmented Lagrangian method for
Problem (III) is given as follows:
1. Set k := 0, select qk and a penalty parameter ck ¿ 0.
2. [xk ; pk]T = min(x;p)Lˆck (x; p; qk).
3. If ‖Bxk − dˆ − 	Dpk‖¡ tolerance : stop.
4. qk+1 = qk + ck(Bxk − dˆ − 	Dpk).
5. Set k := k + 1 and ck+1¿ ck ; go to 2.
The augmented Lagrangian function Lˆc corresponding to problem (III) is
Lˆc(x; p; q) =
xTAx
2
+ 	
pTDp
2
+ qT(Bx− dˆ − 	Dp)
− bTx+ c‖Bx− dˆ − 	Dp‖
2
2
:
We note that when 	 = 0 the above augmented Lagrangian method solves the constrained problem
Bx − dˆ = 0 and the method becomes the standard augmented Lagrangian method for solving exact
equality constrained problems (i.e. only two variables, x and q are involved; see, e.g. Ref. [10]). In
the case when 	 is very close to zero it can be easily seen from the second row of the matrix equation
(4) that the numerical values of pk are not reliable due to computations in nonexact arithmetic. In this
case we use the more reliable values of the Lagrange multiplier qk to represent pk , since theoretically
p = q. In addition, the above method introduces an unnecessary additional variable q (or p) in the
formulation. To reduce the number of variables from three to two we proposed a modi"ed augmented
Lagrangian method to solve problem (IV).
4. A modied augmented Lagrangian method
To facilitate our analysis we de"ne a modi"ed Lagrangian function Lc associated with problem
(IV) by
Lc(x; p) =
xTAx
2
− 	 p
TDp
2
+ pT(Bx− dˆ)− bTx+ c‖Bx− dˆ − 	Dp‖
2
2
: (6)
The proposed modi"ed algorithm is given below:
1. Set k := 0, select pk and a penalty parameter ck ¿ 0.
2. xk =minxLck (x; pk).
3. If ‖Bxk − dˆ − 	Dpk‖¡tolerance : stop.
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4. pk+1 = pk + ck(Bxk − dˆ − 	Dpk).
5. Set k := k + 1 and ¿ ck+1¿ ck ; go to 2.
Note that when 	 = 0 the proposed modi"ed method becomes the usual augmented Lagrangian
method. The minimisation of Lck (x; pk) will always produce a unique solution xk since
∇xxLck = A+ ckBTB
is SPD, taking note that B has a full rank and BTB is symmetric positive semi-de"nite. We also note
the value of ck and hence the matrix ∇xxLck =A+ ckBTB is better conditioned than the matrix
∇xxfa = A + BTB. Hence a large scale method, such as a (preconditioned) conjugate gradient
method, is suitable for the system which uses the matrix ∇xxLck .
5. Convergence analyses
In this section, we give several propositions and one theorem on the convergence of the proposed
method. We "rst show, in Proposition 1, that under certain conditions the sequences {xk} and {pk}
converge to their appropriate values.
Proposition 1. Assume that the sequence {xk} converges to a vector x∗ and ck ¿ 0. Then the
sequence {pk+1 = pk + ck(Bxk − dˆ − 	Dpk)} converges to a vector p∗ and(
A BT
B −	D
)(
x∗
p∗
)
=
(
b
dˆ
)
:
To facilitate the proof it is assumed that all the calculations shown below are done in exact
arithmetic.
Proof. For a given pk , xk minimises Lck and hence
∇xLck =Axk + BT(pk + ck(Bxk − dˆ − 	Dpk))− b
=Axk + BTpk+1 − b= 0: (7)
Eq. (7) can be rearranged to give
pk+1 =−(BBT)−1B[Axk − b]: (8)
Note (BBT)−1 exists since B has a full row rank. In view of Eq. (8) it follows that as {xk} → x∗
we have {pk+1} → p∗. Hence from Eqs. (7) and (8) we get the relation
Ax∗ + BTp∗ = b:
Since {pk} is bounded and {pk + ck(Bxk − dˆ − 	Dpk)} → p∗, it follows that {ck(Bxk − dˆ − 	Dpk)}
is bounded. From step 4 in the proposed algorithm and taking account that, except p0, {pk} is
subsequence {pk+1}, we have {ck(Bxk − dˆ − 	Dpk)} → 0 and this implies Bx∗ − 	Dp∗ = dˆ since
ck ¿ 0.
The next proposition is needed in Proposition 3.
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Proposition 2. The matrix(
A BT
B −I
)
is nonsingular for ¿ 0
The following proposition estimates on the proximity of the minimiser xk of Lck (x; pk) to x
∗ and
the corresponding estimate of p∗.
Proposition 3. For the proposed modi9ed augmented Lagrangian algorithm there exists a constant
M independent of xk and pk such that:
‖xk − x∗‖6M
(
2
c0
+ 	‖D‖
)
‖pk − p∗‖;
‖pk+1 − p∗‖6M
(
2
c0
+ 	‖D‖
)
‖pk − p∗‖: (9)
Proof. In view of Steps 2 and 4 of the proposed algorithm we get
Axk + BTpk+1 = b; (10)
where
pk+1 = pk + ck(Bxk − dˆ − 	Dpk): (11)
Let
r = pk − p∗; ˆ= 1ck : (12)
Substitute r and ˆ above in Eqs. (10) and (11) to get(
A BT
B −ˆI
)(
xk
pk+1
)
=
(
b
w
)
; (13)
where
w= 	D(r + p∗)− ˆ(p∗ + r) + dˆ : (14)
For a "xed 	 the solution of Eq. (13) depends on the parameters r and ˆ, i.e., xk = xˆk(r; ˆ) and
pk+1 = pˆk+1(r; ˆ). To facilitate our analysis we introduce the parameter = ˆ− 1=, hence ∈ [0; !],
where ! = (1=c0) − (1=). We can now treat xk = xk(r; ) and pk+1 = pk+1(r; ). It can be easily
shown that(
dxk
dpk+1
)
=M−1
(
0 0
g h
)(
dr
d
)
; (15)
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where
g = 	D −
(
+
1

)
I ; (16)
h=−p∗ + pk+1 − r (17)
and
M =
(
A BT
B −(+ 1=)I
)
: (18)
Proposition 2 ensures that M−1() exists. In view of Eq. (13) the relations
x∗ = xk(0; ) = xk(0; 0);
p∗ = pk+1(0; ) = pk+1(0; 0): (19)
Therefore(
xk(r; )− x∗
pk+1(r; )− p∗
)
=
∫ 1
0
M−1
(
0 0
g h
)(
r

)
d; (20)
where g=g(r; ), h=h(r; ) and M−1=M−1(). It follows that M−1() is uniformly bounded
on {|∈ [0; !]}. Let  be such that ‖M−1()‖6  for all ∈ [0; !] then from (20), we obtain
(‖xk(r; )− x∗‖2 + ‖pk+1(r; )− p∗‖2)1=2
6 
(
max
∈[0;1]
‖g‖‖r‖+ max
∈[0;1]
‖h‖
)
: (21)
Note that
max
∈[0;1]
‖h(r; )‖6 max
∈[0;1]
‖pk+1(r; )− p∗‖+ ‖r‖;
max
∈[0;1]
‖g(r; )‖6 	‖D‖+ + 0;
where 0 = 1=. Hence from (21) and the above inequalities we obtain
(‖xk(r; )− x∗‖2 + ‖pk+1(r; )− p∗‖2)1=2
6 
(
max
∈[0;1]
‖pk+1(r; )− p∗‖+ (2+ 0 + 	‖D‖)‖r‖
)
(22)
From this, it follows that, for all (r; ), ∈ [0; !], and 6 1=2,
‖pk+1(r; )− p∗‖6 
(
max
∈[0;1]
‖pk+1(r; )− p∗‖+ (2+ 0 + 	‖D‖)‖r‖
)
: (23)
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Using the above inequality with r, , ∈ [0; 1] in place of r, , we obtain
max
∈[0;1]
‖pk+1(r; )− p∗‖6 (2+ 0 + 	‖D‖)‖r‖1−  : (24)
Combining (22) and (24), we obtain, for all (r; ) with 2¡ 1,
(‖xk(r; )− x∗‖2 + ‖pk+1(r; )− p∗‖2)1=26 2(2+ 0 + 	‖D‖)‖r‖
6 2
(
2
c0
+ 	‖D‖
)
‖pk − p∗‖: (25)
Hence from the above inequality, we have
‖xk − x∗‖6M
(
2
c0
+ 	‖D‖
)
‖pk − p∗‖ (26)
and
‖pk+1 − p∗‖6M
(
2
c0
+ 	‖D‖
)
‖pk − p∗‖; (27)
where M = 2. Note that above inequalities hold for ¡ 1=2. We note that if 	 and c0 are chosen
such that M (2=c0 + 	‖D‖)¡ 1 then we have a converging algorithm. Proposition 3 can yield both
a convergence and a rate-of-convergence result for the multiplier iteration
pk+1 = pk + ck(Bxk − dˆ − 	Dpk):
However, the threshold levels for the penalty parameter ck and the parameter 	 are unknown so
far. We try to characterise these levels and obtained a sharper convergence and rate of convergence
results and this is given the following theorem. However, to prove the theorem we need three more
propositions.
Proposition 4. If x(C) and p(C) are the solution of(
A BT
B −	D
)(
x
p
)
=
(
b
C
)
;
then
∇Cp=−[BA−1BT]−1:
Proposition 5. If
fˆ(C) = f(x(C); p(C)) = min
x;p
{f(x; p)|Bx− dˆ − 	Dp= C};
then
∇fˆ =∇Cf = p;
∇2fˆ =∇CCf =−∇Cp;
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where
f =
xTAx
2
− xTb− 	 p
TDp
2
:
Proposition 6. If x(C) and p(C) are the solution of(
A BT
B −	D
)(
x
p
)
=
(
b
C
)
;
then
I − ckH = P(H + 	D(I − ckH));
where P =∇2fˆ = [BA−1BT]−1, H = BQBT and Q = [A+ ckBTB]−1.
Theorem. For the proposed modi9ed augmented Lagrangian algorithm we have the following re-
lations:
‖pk − p∗‖6
k∏
j=0
j‖p0 − p∗‖; (28)
‖xk − x∗‖6M
(
2
c0
+ 	max
k
dk
) k∏
j=0
j
‖p0 − p∗‖
c0
; (29)
where
k =max
k
(
ek
ek + ck
)
+ 	ckmax
k
(
ck
ek + ck
)
max
k
(dk)max
k
(
1
ek + ck
)
+ 	0	2c2k
ek and dk are the eigenvalues of [BA−1BT]−1 and D, respectively, and 	0 is a constant.
Proof.
pk+1 − p∗ =
∫ 1
0
∇rpk+1(r; ck)Tr d=
∫ 1
0
Nr d; (30)
where
N = I − ck(H − 	(−I + ckH)D): (31)
From Proposition 6 we have
I − ckH = P(H + 	D(I − ckH)): (32)
Rearranging Eq. (32) we obtain
H = [W + ckI ]−1[I − 	PD]; (33)
where W = P(I − 	ckD). Substitute (33) into (31) we get
N = I − ck[W + ck]−1[I − 	PD][I − 	ckD]− 	ckD:
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Up to the O((	ck)2) we have
‖N‖6 ‖I − ckA‖+ 	c2k‖A‖2‖D‖+ 	0	2c2k ;
where A = [P + ckI ]−1 and 	0¿ 0 is a constant independent of ck and 	. In view of Eq. (30) we
obtain the required relation
‖pk+1 − p∗‖6
[
max
k
(
ek
ek + ck
)
+ 	ck
×max
k
(
ck
ek + ck
)
max
k
(dk)max
k
(
1
ek + ck
)
+ 	0	2c2k
]
‖pk − p∗‖: (34)
The relations (28) and (29) can be easily obtained from (34) and (26). Appropriate choices of ck
and 	 yield j ¡ 1.
6. Numerical examples
For the reader to have con"dence in the proposed method a simple test problem is given. Consider
the simple test problem:
Minimise:
f =
x21
2
+
x22
2
+ 
(x1 + x2 − 1)2
2
: (35)
An alternative form of the above can be formulated as follows:
Minimise:
f =
x21
2
+
x22
2
+ 	
p2
2
; (36)
subject to the constraint
x1 + x2 − 	p= 1;
where 	= 1=. The analytical solution to the above problem is
x∗ =


1
2 + 	
1
2 + 	

 ; p∗ =
(
− 1
2 + 	
)
: (37)
The modi"ed Lagrangian function is
Lc(x; p) =
x21
2
+
x22
2
− 	p
2
2
(38)
+ p(x1 + x2 − 1) + c(x1 + x2 − 1− 	p)
2
2
: (39)
For simplicity we let ck = 100, p0 = 0 and set the tolerance to be 10−8. The results are tabulated
in Tables 1–4. From the tables we see that solutions can also be obtained for 	 not small. As
expected, the rate of convergence for 	 = 1:0 is not as good as those for smaller values of 	. We
must emphasise that the proposed method is developed primarily for 	1:0.
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Table 1
	 = 0
k x1 x2 p
0 0.00000000 0.00000000 0.00000000
1 0.49751244 0.49751244 −0.49751244
2 0.49998762 0.49998762 −0.49998762
3 0.49999994 0.49999994 −0.49999994
4 0.50000000 0.50000000 −0.50000000
Table 2
	 = 10−6
k x1 x2 p
0 0.00000000 0.00000000 0.00000000
1 0.49751244 0.49751244 −0.49751244
2 0.49974011 0.49974011 −0.49974011
3 0.49975008 0.49975008 −0.49975008
4 0.49975012 0.49975012 −0.49975012
Table 3
	 = 10−2
k x1 x2 p
0 0.00000000 0.00000000 0.00000000
1 0.49751244 0.49751244 −0.49751244
Table 4
	 = 1:0
k x1 x2 p
0 0.00000000 0.00000000 0.00000000
1 0.49751244 0.49751244 −0.49751244
2 0.25246900 0.25246900 −0.25246900
.... .... .... ....
25 0.33333334 0.33333334 −0.33333334
26 0.33333333 0.33333333 −0.33333333
Appendix A
A.1. An example
Consider the governing equations for a nearly incompressible linear elastic boundary value problem
(BVP) (with negligible body forces) in the form given below:
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(1) The equation of equilibrium
Div(tr(E)I + 2E) = 0; x∈B; (A.1)
where Div represents the divergence of a tensor, x is the position vector of a point in the region B
occupied by the elastic body, E is the in"nitesimal strain tensor, i.e.,
E =
gradu + (gradu)T
2
; (A.2)
where u is the displacement vector, grad is the gradient operator of a vector, (gradu)T is the
transposed of gradu,  is the shear modulus, I is the identity tensor,  is the Lame’s constant and
tr denotes the trace of a tensor.
(2) In order to formulate using the modi"ed augmented Lagrangian method we have an equation
relating the dilatation and p (related to the hydrostatic pressure) is
trE =
p

: (A.3)
(3) A general form of boundary conditions
u • ei(x) = $i(x); x∈Cui ; (A.4)
TTn • ej(x) = sj(x); x∈Csj ; (A.5)
where i; j can take the values 1; 2 and 3, and
Cui ∩ Csi = ∅; (A.6)
Cui ∪ Csi = C; (A.7)
where C is the boundary of the region B, i is not summed, n is the outward unit normal to C, T
is the stress tensor, ei is an orthonormal set of vectors and ei is the reciprocal of ei.
We note that when 	=1==0, the above governing equations represent an incompressible material.
A variational principle for the above BVP can be formulated as follows:
(S) Minimise
(s(u; p) =
∫
B
(
trETE + 
(trE)2
2
)
dV −
∫
Cs
s • u dS: (A.8)
An alternative form for the above problem is as follows:
(A) Minimise
(a(u; p) =
∫
B
(
trETE + 	
p2
2
)
dV −
∫
Cs
s • u dS (A.9)
subject to the constraint∫
B
(trE − 	p)q dV = 0; ∀q∈H 0(B); (A.10)
where u∈V =[u∈H 1(B); u • ei = $i on Cui ], p∈H 0(B). H 0(B) and H 1 are Hilbert spaces [5]. We
note that s is the speci"ed traction on Cs =
⋃3
j=1 C
sj such that s • ej = sj on Csj .
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If q is treated as a Lagrange multiplier an equivalent variational principle for the above BVP is
as follows:
(B) Find u∈V , and p; q∈H 0(B) such that
(b = 0;
where (b is the "rst variation of (b and
(b(u; p; q) =
∫
B
(
trETE + 	
p2
2
− q(trE − 	p)
)
dV −
∫
Cs
s • u dS: (A.11)
The above (b = 0 also leads to the identi"cation of the Lagrange multiplier, i.e.
q ≡ p: (A.12)
If the Lagrange multiplier is replaced by the identi"cation a modi"ed variational principle can be
formulated which is as follows:
(C) Find u∈V and p∈H 0(B) such that
( = 0;
where
(c(u; p) =
∫
B
(
trETE − 	p
2
2
+ ptrE
)
dV −
∫
Cs
s • u dS: (A.13)
Variational principle (C) is similar (but not exactly) to Herrmann’s principle (and others). All
the above principles are valid for 	 = 0 (the incompressible case) and in this case the variational
principles (B) and (C) are identical. Variational principle (C) restores the problem to the original
number of unknown variables and is thus computationally better than principle (B). The proposed
modi"ed augmented Lagrangian method is based on principle (C) (or Herrmann’s principle and its
equivalent) for (nearly) incompressible materials.
Appendix B
B.1. Finite element formulation
The discrete "nite element principles for the above three principles are obtained by constructing
"nite-dimensional subsets Vh ⊂ V and Hh ⊂ H 0. Hence, independent of the choice of Vh and Hh the
discrete version of the principles are:
(i) The discrete version of principle (S) is
(Sa) Minimise
fs =
xTAx
2
− bTx+ ‖Cx‖
2
2
: (B.1)
(i) The discrete version of principle (A) is
(Aa) Minimise
fa =
xTAx
2
+ 	
pTDp
2
− bTx; (B.2)
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subject to constraints
Bx− 	Dp= 0; (B.3)
where x and p are vectors of the discrete displacement and discrete ‘pressure’ variable with respect
to the appropriate bases of Vh and Hh, respectively. The matrix A is SPD and the ‘pressure’ matrix
(the Grammian matrix of the basis function for Hh) D is SPD. b is the nodal force vector. We only
consider mixed "nite elements which are stable in the LBB [5] sense and hence the matrix B is of
full rank [5]. For an appropriate choice of Vh the matrix CTC is symmetric positive semi-de"nite.
The matrices (CTC)ij = 〈[ 9vi9x ; 9vi9y ; 9vi9z ]T[9vj9x ; 9vj9y ; 9vj9z ]〉, where vi; vj ∈Vh are "nite element bases.
(B)ij = 〈( 9vi9x + 9vi9y + 9vi9z ); qj〉, where qj ∈Hh is a "nite element basis.
(D)ij = 〈qi; qj〉, where qj ∈Hh is a "nite element basis
Here the notation
〈x; y〉=
∫
B
xy dv:
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