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Abstract
We consider a Hamiltonian system with 2 degrees of freedom, with a hyperbolic equilibrium point having a loop
or homoclinic orbit (or, alternatively, two hyperbolic equilibrium points connected by a heteroclinic orbit), as a
step towards understanding the behavior of nearly-integrable Hamiltonians near double resonances. We provide a
constructive approach to study whether the unstable and stable invariant manifolds of the hyperbolic point intersect
transversely along the loop, inside their common energy level. For the system considered, we establish a necessary
and sufficient condition for the transversality, in terms of a Riccati equation whose solutions give the slope of the
invariant manifolds in a direction transverse to the loop. The key point of our approach is to write the invariant
manifolds in terms of generating functions, which are solutions of the Hamilton–Jacobi equation. In some examples,
we show that it is enough to analyse the phase portrait of the Riccati equation without solving it explicitly. Finally,
we consider an analogous problem in a perturbative situation. If the invariant manifolds of the unperturbed loop
coincide, we have a problem of splitting of separatrices. In this case, the Riccati equation is replaced by a Mel′nikov
potential defined as an integral, providing a condition for the existence of a perturbed loop and its transversality.
This is also illustrated with a concrete example.
Keywords: transverse homoclinic orbits, hyperbolic equilibria, Hamilton–Jacobi equation, Riccati equations, split-
ting of separatrices, Mel′nikov integrals.
1 Introduction
1.1 Setup and main results
The study of the behavior of a Hamiltonian system near a double resonance is one of the main difficulties related
with Arnol′d diffusion, a phenomenon of instability in perturbations of integrable Hamiltonian systems with more
than 2 degrees of freedom. Such a behavior is usually studied with the help of resonant normal forms. Neglecting
the remainder, the normal form can be reduced to a Hamiltonian with 2 degrees of freedom, that in general is
not integrable. As a first step towards studying the complete system near the resonance, a good understanding of
this reduced Hamiltonian is very important, and particularly the intersections between the invariant manifolds of
equilibrium points, along a homoclinic orbit.
∗The authors were supported in part by the Spanish MICINN-FEDER grant MTM2009-06973, and the Catalan CUR-DIUE grant
2009SGR859. Besides, the author JRP was also supported by MICINN-PN (I+D+I) 2008–2011 (grant JC2009-00306).
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As a model for the reduced system, we consider a classical Hamiltonian with 2 degrees of freedom, of the type
kinetic energy plus potential energy, with the 2-dimensional torus T2 as the configuration manifold (see Section 1.2
for more details). In fact, our approach will also be valid in a more general manifold.
Let H be a Hamiltonian with 2 degrees of freedom, defined on a phase space T ∗Q, where Q is a 2-dimensional
configuration manifold. Let q = (q1, q2) ∈ U ⊂ R2 be some local coordinates for Q. Then, we have symplectic
coordinates x = (q, p) ∈ U × R2 for T ∗Q, with the standard symplectic form Ω = dq ∧ dp, whose associated matrix is
J =
(
0 Id
−Id 0
)
. In these coordinates, our Hamiltonian takes the form
H(q, p) = 12 〈B(q)p, p〉+ V (q), (1)
with a positive definite (symmetric) matrix function B(q), and a scalar function V (q), providing the kinetic energy
and the potential respectively. The Hamiltonian equations are x˙ = XH(x) = J ∇H(x) =
(
∂H
∂p ,−∂H∂q
)
, namely
q˙ = B(q)p, p˙ = − 12 ∂∂q [〈B(q)p, p〉]−∇V (q), (2)
We assume that B(q) and V (q) are smooth functions on U , i.e. they are Cr with r ≥ 2, or analytic. Then, the
Hamiltonian equations (2) are Cr−1 or analytic.
For a given homoclinic orbit or loop, biasymptotic to a hyperbolic equilibrium point, our goal is to provide a
constructive approach to study the transversality of the invariant manifolds along that orbit, inside the energy level
where they are contained. In fact, we develop our aproach for the case of a heteroclinic orbit, which makes no difference
with respect to the homoclinic case. We denote O, O˜ two (possibly equal) hyperbolic equilibrium points, and Wu,s,
W˜u,s their respective unstable and stable invariant manifolds. Let γ be a heteroclinic (or homoclinic) orbit, that we
assume known, connecting the two points, i.e. γ ⊂ Wu ∩ W˜s, and we we have to study whether such intersection is
transverse.
We consider an open neighborhood U of the first hyperbolic point O, with coordinates (q, p) ∈ U × R2 as in (1).
Of course, this neighborhood U may not contain the whole orbit γ, nor the second point O˜. For the point O˜, we
consider a neighborhood U˜ with coordinates (q˜, p˜) ∈ U˜ × R2. We will assume that the neighborhoods U and U˜ have
intersection, in which the symplectic change between the coordinates (q, p) and (q˜, p˜) is induced by a change in the
configuration manifold Q:
q˜ = χ(q), p˜ = Dχ(q)−>p (3)
(where Dχ(q) stands for the Jacobian matrix of the change, and we use the notation A−> for the inverse of the
transpose of a matrix A). A change of coordinates of the type (3), which preserves the classical form (1) of the
Hamiltonian, is usually called a Mathieu transformation (or a point transformation). In the intersection U ∩U˜ , we will
study the transversality between the unstable manifold Wu of O and the stable manifold W˜s of O˜ along the orbit γ.
The transversality between the invariant manifolds will be studied in the coordinates (q, p) of U . When restricted
to the neighborhood U , we may refer to the ‘outgoing parts’ of γ and Wu as the local outgoing orbit and the local
unstable manifold respectively, before leaving (forward in time) the neighborhood U . On the other hand, since the
global manifold W˜s contains the whole orbit γ, it also enters (backward in time) in the neighborhood U , and will be
compared with Wu.
Let us describe our hypotheses of the Hamiltonian (1), expressed in the coordinates (q, p) of the neighborbood U .
First, we assume:
(H1) the potential V (q) has a nondegenerate maximum at q = (0, 0), with V (0, 0) = 0.
Thus, we are assuming that the point O is the origin (q, p) = (0, 0, 0, 0), and this hypothesis says that O is a hyperbolic
equilibrium point of the Hamiltonian H. Notice that the orbit γ is then contained in the zero energy level of H. For
the sake of simplicity, we also assume:
(H2) the outgoing part of γ satisfies q2 = 0, with q1 increasing along the orbit;
(H3) the expansion of B(q1, q2) in q2 has no term of order one, i.e.
∂B
∂q2
(q1, 0) = 0.
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It will be shown in Section 1.3 that, under some wide conditions there exist local coordinates q = (q1, q2) such that (H2)
is satisfied, though it may be difficult to construct them explicitly in a concrete case (nevertheless, see the example of
Section 4.2). We point out that hypothesis (H2) imposes strong restrictions on the form of the functions B(q) and
V (q) in (1), that define the Hamiltonian H in the chosen coordinates (q, p) (see Section 2.3). Concerning (H3), this
is not an essential hypothesis, but we assume it just to ease the computations, for it is satisfied in all the examples
considered in this paper (see technical remarks in Sections 2.3 and 2.4).
Analogous hypotheses to (H1–H3) could be formulated in the local coordinates q˜ = (q˜1, q˜2), concerning the second
point O˜ and the ingoing part of γ. Notice that imposing hypothesis (H2) for both the coordinates q and q˜ implies
that the change (3) satisfies the relation χ(q1, 0) = (q˜1, 0). We will express this relation as χ0(q1) = q˜1. Nevertheless, if
some reversibility properties can be applied, it will be enough to impose hypotheses (H1–H3) only for the coordinates
q, since they imply the analogous ones for q˜.
To establish the transversality along γ, we shall express the invariant manifolds in terms of generating funcions. We
show in Section 2.1 that, in a neighborhood of the point O, the unstable manifold Wu can be seen, in the coordinates
(q, p), as a graph of the form
p = ∇Su(q), q ∈ U. (4)
This gradient form is closely related to the Lagrangian properties of the invariant manifolds. The generating function
Su(q) can be extended along a neighborhood of the orbit γ as far as the unstable manifold can be expressed as a graph.
We will assume that the neighborhood U is such that the form (4) is valid for the whole part of Wu inside U . The
same can be done for the stable manifold W˜s of the second point O˜. In the coordinates (q˜, p˜) of the neighborhood U˜ ,
this manifold also becomes a graph
p˜ = ∇S˜s(q˜), q˜ ∈ U˜ . (5)
We shall assume that the neighborhoods intersect, and both generating functions can be extended up to this intersec-
tion:
(H4) there exists a point P ∈ γ ∩ U ∩ U˜ with q-coordinates (q∗1 , 0) ∈ U and (q˜∗1 , 0) = χ(q∗1 , 0) ∈ U˜ , such that the
generating functions in (4) and (5) can be extended along the outgoing and ingoing parts of γ, up to q∗1 and q˜
∗
1
respectively.
Under this hypothesis (to be discussed in the examples), applying the symplectic change (3) to (5) provides a generating
function, that we denote Ŝs(q), for the global manifold W˜s in the coordinates (q, p):
p = ∇Ŝs(q), q ∈ U ∩ χ−1(U˜). (6)
It is easy to check, from the expression of the change (3), that Ŝs = S˜s ◦ χ + const. In this way, both manifolds Wu
and W˜s are expressed, in their common neighborhood U ∩ U˜ , in terms of the same coordinates (q, p). Hence, we can
study the transversality of their intersection along γ by comparing the generating functions Su(q) and Ŝs(q).
More precisely, the transversality of the invariant manifolds will be studied by comparing, inside the 3-dimensional
energy level containing them, the slope of the coordinate p2 with respect q2, which is a transverse direction to γ. Since
in (4) and (6) we have p2 =
∂Su
∂q2
and p2 =
∂Ŝs
∂q2
respectively, we define the functions
T u(q1) :=
∂2Su
∂q 22
(q1, 0), T̂
s(q1) :=
∂2Ŝs
∂q 22
(q1, 0). (7)
Such functions are defined, respectively, in intervals U ∩{q2 = 0} and I := U ∩χ−1(U˜)∩{q2 = 0}. Actually, a relation
between T̂ s(q1) and the function
T˜ s(q˜1) :=
∂2S˜s
∂q˜ 22
(q˜1, 0)
can be explicitly given. In terms of such functions, our main result can be stated as follows.
Theorem 1 The functions T u(q1) and T˜
s(q˜1) are solutions of two Riccati equations whose coefficients are given
explicitly from the coefficients up to order 2 in the expansion with respect to q2 of B(q) and V (q). Assuming that they
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can be extended up to the common point referred to in hypothesis (H4), namely q∗1 or q˜
∗
1 = χ0(q
∗
1) respectively, then
a necessary and sufficient condition for the transversality of the invariant manifolds Wu and W˜s along γ is that the
following inequality is fulfilled:
T u(q∗1) 6= T̂ s(q∗1), (8)
where the function T̂ s(q1) can be expressed, through the change (3), in terms of T˜
s(q˜1), B(q1, 0) and V (q1, 0). The
transversality is kept along the whole orbit γ.
This theorem is deduced in Section 2.4, where we provide explicitly the Riccati equation for the function T u(q1)
(see Theorem 7), and show that it has a unique solution under a suitable initial condition. To obtain this Riccati
equation, the key point is to consider the generating function Su(q) as a solution of the Hamilton–Jacobi equation:
H(q,∇Su(q)) = 0,
and to use the expansion in q2 of this equation. As far as T
u(q1) is bounded, the unstable manifold Wu admits a
generating function Su(q) as in (4). Of course, similar considerations can be formulated for the function T˜ s(q˜1), leading
to an analogous Riccati equation. Nevertheless, many examples satisfy a reversibility condition and the solution of the
Riccati equation for the stable case can be deduced directly from the unstable one (see Section 2.5). The transversality
condition (8) can be checked from the Riccati equation, even in some cases where it cannot be solved explicitly, through
a qualitative study of its phase portrait, as we show in some examples.
1.2 Motivation
The main interest for the 2-d.o.f. model considered in this paper lies in its close relation to resonant normal forms. For
a given nearly-integrable Hamiltonian H(ϕ, I) = h(I) + εf(ϕ, I), with N > 2 degrees of freedom, in action–angle vari-
ables, the mechanism described in [Arn64] to detect instability (Arnol′d diffusion) is based on the connections between
invariant manifolds of (N − 1)-dimensional hyperbolic invariant tori, associated to simple resonances. Nevertheless,
along the simple resonances one also finds double resonances, which should be taken into account.
Let us give a brief description of resonant normal forms in this context (for details, see for instance [BG86], [LMS03,
ch. 2] and also [DG01]; the ideas were initially developed in [Nek77]). To study the behavior of the trajectories of
H in the region close to a resonance of multiplicity n, with 1 ≤ n < N (associated to a module of resonances
M ⊂ ZN ), one carries out some steps of normalizing transformation, in order to minimize the nonresonant terms of
the Fourier expansion in the angular variables ϕ. In this way, one obtains a symplectic transformation Φ leading to new
variables (ψ, J), in which the Hamiltonian becomes a resonant normal form plus a small remainder: H ◦ Φ = Γ + R,
where Γ only depends on resonant combinations of angles. By means of a linear change, we can assume that Γ
only depends on (ψ1, . . . , ψn) = q. Writing ψ = (q, ψ¯) ∈ Tn × TN−n and J = (p, J¯) ∈ Rn × RN−n, we have
Γ = Γ(q, p, J¯), R = R(q, ψ¯, p, J¯), and we can study the (truncated) normal form Γ as a first approximation for the
whole Hamiltonian H.
If we neglect the remainder, for the normal form Γ(q, p, J¯) we have ˙¯J = 0. Then, taking J¯ as a parameter we can
consider an n-d.o.f. reduced normal form, Γ0
J¯
(q, p) = Γ(q, p, J¯), and the behavior in the coordinates (ψ¯, J¯) becomes
just a set of N − n rotors: ˙¯ψ = ∂Γ
∂J¯
, ˙¯J = 0. It is very important to understand the behavior of the reduced normal
form in the coordinates (q, p) because this gives a first approximation to the original N -d.o.f. Hamiltonian H.
Under certain conditions, the reduced normal form Γ0
J¯
(q, p) has equilibrium points, which provide a first approxima-
tion for resonant (N − n)-dimensional invariant tori of the whole Hamiltonian H. In the same way, the n-dimensional
invariant manifolds of hyperbolic equilibrium points of the reduced normal form, provide approximations for the
N -dimensional invariant manifolds associated to hyperbolic resonant tori, also called hyperbolic KAM tori (whose
splitting seems to be closely related to Arnol′d diffusion).
We point out that the “reduced” invariant manifolds can easily be studied in the case of a simple resonance
(n = 1), because in this case the 1-d.o.f. reduced normal form is integrable and the invariant manifolds become
generically homoclinic connections. For the whole Hamiltonian H, the existence of homoclinic intersections between
the N -dimensional manifolds of hyperbolic KAM tori was shown in [Eli94], [DG00]. Besides, the Poincare´–Mel′nikov
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method can be used to measure the splitting of the invariant manifolds in some restrictive models (see [LMS03],
[DG04] for N = 3). As another related situation, the case of a loop asymptotic to a center–center–saddle equilibrium
was considered in [KLDG05], proving the existence of homoclinic intersections and their transversality for hyperbolic
KAM tori, contained in the center manifold and close to the equilibrium point.
But for a multiple resonance (n ≥ 2), in general the n-d.o.f. reduced normal form is non-integrable and hence
the behavior of its invariant manifolds cannot be fully understood, although it is possible to give some partial results
which can be useful for the whole Hamiltonian. In this context, it is proved in [LMS03, §1.10.2] that, if there exists a
homoclinic orbit γ for the reduced normal form such that the invariant manifolds Wu,s intersect transversely along γ,
then one can establish the existence of intersection for the invariant manifolds of the whole Hamiltonian H, together
with a lower bound (N − n + 1) for the number of homoclinic orbits. A similar result is proved in [RT06], for a
model for the behavior near multiple resonances. Concerning a double resonance (n = 2), the case of a Hamiltonian
with a loop asymptotic to an equilibrium point with 2 saddles and N − 2 centers has recently been considered in
[DGKP10], showing under some restrictions the effective existence of (transverse) homoclinic intersections associated
to hyperbolic KAM tori on the center manifold. On the other hand, the dynamics near a double resonance has been
studied in [Hal95] and [Hal97], but assuming that one of the resonances is strong and the other one is weak (in this
situation, the reduced system is close to integrable).
Coming back to the classical model considered in Section 1.1, the Hamiltonian H defined in (1) can be seen as a
particular model for the reduced normal form, where our assumption that B(q) is positive definite can be related with
a quasiconvexity condition on the integrable part h(I), and the potential V (q) comes from the perturbation f(ϕ, I)
via the resonant normal form. For such a model, we are assuming that we are able to describe a homoclinic orbit
γ, and we are going to provide a condition which allows to check the transversality of the invariant manifolds Wu,s
along γ in concrete examples.
We point out that the existence of homoclinic orbits for a Hamiltonian of type (1) can be established using
variational methods. It is shown in [Bol78] (see also [BR98a], [BR98b]) that, if the configuration manifold Q is compact
(such as Q = T2) and the potential V (q) has a unique global maximum point, say q = 0, which is nondegenerate,
then there exists a homoclinic orbit to this point. Such an orbit satisfies that p(t) 6= 0 for any t ∈ R, since V (q(t)) <
V (0) = H(0, 0) = H(q(t), p(t)) (see Proposition 2).
1.3 Justification of the hypotheses
Although the hypotheses (H1–H4) listed in Section 1.1 may seem very restrictive, we are going to show that our
approach can be applied in a more general setting. First, imposing (H1) we ensure that the equilibrium point O is
hyperbolic (this is a well-known fact, but it is proved in Section 2.1 for the sake of completeness). On the other hand,
hypothesis (H3) is not an essential one, but it is imposed in order to make simpler the expressions in Section 2.4,
leading to the Riccati equation. It is straighforward to rewrite those expressions without assuming (H3), but they
become more cumbersome. Thus, we are concerned here with hypotheses (H2) and (H4).
We establish some wide conditions on the Hamiltonian and the homoclinic or heteroclinic orbit γ ensuring that,
in suitable symplectic coordinates, hypothesis (H2) is satisfied. Initially, we consider a classical Hamiltonian H on
T ∗Q, expressed as in (1) in some symplectic coordinates (ξ, η) = (ξ1, ξ2, η1, η2), in a neighborhood of the hyperbolic
point O. It will be shown that, locally, in some neighborhood U the ξ-projection of γ (onto Q) can be seen as a graph,
say
ξ2 = h(ξ1). (9)
Then, applying a symplectic change (ξ, η) = Φ(q, p) of Mathieu type, induced as in (3) by the change of coordinates
in Q defined by ξ1 = q1 and ξ2 = h(q1) + q2, we see that in the new coordinates the outgoing part of γ becomes
“partially straightened”, since its q-projection is given by q2 = 0. However, to have a smooth expression (at least C2),
the graph (9) has to be regular enough (at least C3, in order to have a Mathieu change Φ of class C2). This imposes a
technical condition on the characteristic exponents of the hyperbolic point O.
To introduce this technical condition, we denote ±λ1, ±λ2 the characteristic exponents of O (λ1, λ2 > 0), with λ1
being the characteristic exponent associated to the outgoing part of γ (i.e. the matrix DXH(O) has eigenvalue λ1 in
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the limit direction of γ at O). We say that γ is strong at O if λ2/λ1 ≤ 1, and that γ is λ-weak at O if λ := λ2/λ1 > 1.
In the weak case, we require that λ > 3 in order to obtain q2 = 0 through a smooth change.
Analogous considerations can be formulated in a neighborhood U˜ of the other point O˜, leading to coordinates (q˜, p˜)
in which the incoming part of γ becomes also q˜2 = 0. Eventually, some intermediate neighborhoods could also be
necessary if the neighborhoods U and U˜ do not cover the whole orbit γ.
Proposition 2 Assume that H is analytic, and that the homoclinic or heteroclinic orbit γ is strong at O and O˜, or
λ-weak with λ > 3, and satisfies η(t) 6= 0 at any point (ξ(t), η(t)) ∈ γ, t ∈ R. Then, in a finite number of neighborhoods
U (j), j = 1, . . . , n, covering the whole orbit γ, with U (1) = U and U (n) = U˜ being neighborhoods of the points O and O˜
respectively, there exist symplectic coordinates (q(j), p(j)) such that each piece γ ∩ U (j) is contained in q(j)2 = 0. Such
coordinates (q(j), p(j)) are analytic if γ is strong at O and O˜, and at least C2 if γ is λ-weak. The symplectic changes
χ(j) between U (j) and U (j+1) are all of Mathieu type as in (3).
The proof of this proposition is given in Section 2.7, where we include a remark concerning its validity if the initial
Hamiltonian is CN , with N large enough, instead of analytic.
Thus, in the coordinates provided by Proposition 2, hypothesis (H2) is fulfilled. But we point out that (H4) is
satisfied only if the neighborhoods U and U˜ intersect, i.e. they cover the whole orbit γ (the case n = 2 in Proposition 2).
However, it is straightforward to extend our methods to the case in which intermediate neighborhoods are necessary
(n > 2): a Riccati equation analogous to the ones of Theorem 1 should be formulated for each neighborhood U (j), and
the solution providing the slope of an invariant manifold could be continuated from one neighborhood to the next one
after carrying out the changes χ(j). This procedure can be continued as far as the slope obtained as the solution of
the Riccati equation is bounded.
The hypothesis that η(t) 6= 0 along the orbit γ, which can also be written as ξ˙(t) 6= 0, is essential in our approach
using the Hamilton–Jacobi equation. It allows us to use, as the parameter for γ, a coordinate in the configuration
manifold Q, say q1 in the new coordinates (q, p). In a neighborhood of γ, the form p = ∇Su,s(q) for the invariant
manifolds Wu,s is valid as far as the solution of the Riccati equation is bounded, since this allows us to use q2 as
the second parameter of the invariant manifolds. Otherwise, if the condition η(t) 6= 0 is not satisfied in the whole
orbit γ, or the solution of the Riccati equation is not bounded, other parameters should be used (see [BFGS11] for
the case of a 1 d.o.f with a periodic perturbation). We recall that, if the configuration manifold Q is compact and the
potential V (ξ) has a unique nondegenerate maximum, and γ is a homoclinic orbit asymptotic to this maximum, then
the condition η(t) 6= 0 is always satisfied (see the last paragraph of Section 1.2).
1.4 Organization of the paper
The results of Section 2 are valid for any 2-dimensional configuration manifold Q, whereas in Sections 3 and 4 we
restrict ourselves to the case of a 2-torus: Q = T2. On the other hand, we deal with a non-perturbative situation in
Sections 2 and 3, and with a perturbative situation in Section 4.
We start in Section 2.1 by studying the invariant manifolds Wu,s in a neighborhood of the hyperbolic point O,
showing that they can be expressed in terms of (local) generating functions Su,s(q). In Section 2.2, we consider
the extension of the generating function Su(q) along the homoclinic or heteroclinic orbit γ, and consider its Taylor
expansion in a transverse direction. We also discuss the transversality condition, from the comparison of the generating
functions Su(q) and Ŝs(q). In fact, we give the results for the unstable manifold of the point O, whereas the results
for the stable manifold of O˜ would be analogous. Expanding in q2 the generating function S
u(q), we see that the
coefficients of orders 0 and 1 are given by the orbit γ, and the coefficient of order 2 is the function T u(q1), which
allows us to give a necessary and sufficient condition for the transversality of the invariant manifolds along γ. The fact
that the outgoing part of γ is contained in q2 = 0 imposes several restrictions on the Hamiltonian and the generating
functions, which are studied in Section 2.3. Next, we deduce in Section 2.4 the Riccati equation (Theorem 7) by using
that the generating functions are solutions of the Hamilton–Jacobi equation, and we also establish the appropriate
initial condition for the Riccati equation. As pointed out above, one should consider two Riccati equations, for both the
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unstable and the stable manifolds. Nevertheless, we show in Section 2.5 that, if we consider a reversible Hamiltonian,
the solution of the Riccati equation for the stable manifold can be deduced from the unstable one, and in this way it
is enough to consider one Riccati equation. As an example, in Section 2.6 we revisit a Neumann’s problem considered
in [Dev78], consisting of an integrable system on Q = S2 with transversality of the invariant manifolds. Returning
to the general case, we provide in Section 2.7 a justification for hypothesis (H2), which allows us to consider local
coordinates (q, p), in which the orbit γ becomes partially straightened: q2 = 0.
In Section 3.1, we reformulate the statements and results of Section 2 for the case of the configuration manifold
Q = T2, where we can take advantage of the periodicity in q1, and γ is a homoclinic orbit or loop. This case is
interesting in view of its relation to double resonances in nearly-integrable Hamiltonians with more than 2 degrees of
freedom (see Section 1.2). As an application, we consider in Section 3.2 the example of two identical pendula connected
by an interacting potential, generalizing the results obtained in [GS95] for the case of a linear interaction. Using bounds
of the solution of the Riccati equation for this case, we provide a sufficient condition for the transversality.
The last part is devoted to the case of a perturbed Hamiltonian Hε = H + εH∗. In Section 4.1 we study a problem
of splitting of separatrices: we assume that, for ε = 0, the unperturbed Hamiltonian H has a loop γ (contained
in q2 = 0 as in the previous sections) such that the unperturbed invariant manifolds coincide along it, becoming a
2-dimensional separatrix containing γ as an orbit belonging to a 1-parameter family of loops γ¯s, s ∈ R. In Theorem 18
we provide sufficient conditions ensuring, for ε 6= 0 small enough, the existence of a perturbed loop γε, whose invariant
manifolds intersect transversely along it. This requires to impose an additional condition on the perturbation H∗
(we stress that the existence of a loop is assumed in the unperturbed Hamiltonian H, but not in the perturbed one
Hε). Next, we show in Theorem 19 that this additional condition can be expressed in terms of a Mel
′nikov potential,
defined in (88–92) as the integral of H∗ along the unperturbed loops γ¯s, which allows one to check the transversality
in concrete cases. Finally, in Section 4.2 we apply these results to the an example consisting of two pendula with
different characteristic exponents, plus a small interacting potential of order ε.
2 The generating functions as solutions of a Riccati equation
2.1 The local generating functions around a hyperbolic equilibrium point
We show in this section that, in a neighbourhood U of a hyperbolic equilibrium point O, the local invariant manifolds
Wu,s can be written in terms of generating functions: p = ∇Su,s(q). Although most of the results of this section
are standard, their proof is included here for the sake of completeness and notational convenience. At the end of the
section, we also establish some local properties of the functions Su,s(q).
To carry out this local study, we use the quadratic part of the Hamiltonian function (1):
H(q, p) = 12 〈Bp, p〉 − 12 〈Aq, q〉+O(|(q, p)|3), (10)
where A = −D2V (0, 0) is a symmetric matrix, and B = B0(0) = B(0, 0) is a positive definite symmetric matrix. First
we show that, under hypothesis (H1), the point O at the origin of the coordinates (q, p) is a hyperbolic equilibrium.
Proposition 3 If the potential V (q) of the Hamiltonian (1) has a nondegenerate maximum at the origin q = (0, 0) of
the configuration space, then (q, p) = (0, 0, 0, 0) is an equilibrium point of hyperbolic type of the Hamiltonian.
The following lemma will be used in the proof of this proposition.
Lemma 4 Let G and Q be two real symmetric matrices with G positive definite. Then, the product GQ has all its
eigenvalues real and positive if and only if Q is positive definite.
Proof of Lemma 4. Indeed, let us consider the Cholesky decomposition G = LL>. It turns out that GQ and L>QL
are similar matrices, since GQ = LL>Q ∼ L−1LL>QL = L>QL. Therefore, the lemma follows at once from the
application of Sylvester’s law of inertia.
7
Proof of Proposition 3. If the potential V (q) has a nondegenerate maximum at q = (0, 0), then the matrix A =
−D2V (0, 0) is positive definite. The characteristic exponents of the equilibrium point O are the eigenvalues of the
differential matrix of the Hamiltonian vector field:
DXH(O) = JD
2H(O) =
( B
A
)
.
To show that these eigenvalues are all real, we consider the square,
DXH(O)
2 =
( BA
AB
)
,
where we have (BA)> = AB, since A and B are both symmetric matrices. Then, by Lemma 4 all the eigenvalues of
BA are real and positive, for A is positive definite. We also see that that the product matrix BA diagonalizes. Indeed,
if we consider the Cholesky decomposition B = LL>, we see that L−1BAL = L>AL, which is a symmetric matrix
and diagonalizes, and so does BA.
Let λ 21 , λ
2
2 be the eigenvalues of BA, and v1, v2 the corresponding eigenvectors. Since AB is the transpose of BA,
it also diagonalizes with the same eigenvalues, whereas one sees immediately that w1 = B−1v1, w2 = B−1v2 constitute
a basis of eigenvectors:
ABwk = Avk = B−1BAvk = B−1 · λ 2k vk = λ 2kwk, k = 1, 2.
Finally, the matrix DXH(O) has ±λ1,±λ2 as eigenvalues with the four associated eigenvectors
$±1 =
(
v1
±λ1w1
)
, $±2 =
(
v2
±λ2w2
)
(11)
respectively, as can be easily checked:
DXH(O)$
±
k =
( B
A
)(
vk
±λkwk
)
=
( ±λkvk
Avk
)
=
( ±λkvk
λ2kwk
)
= ±λk$±k .
Thus, the origin (q, p) = (0, 0) is an equilibrium point of hyperbolic type with characteristic exponents ±λ1, ±λ2 (real
and nonvanishing), and the proof of Proposition 3 is complete.
Existence of generating functions for the (local) invariant manifolds. We have shown in the previous
proof that the matrix BA diagonalizes, with real and positive eigenvalues. Hence, we can write
BA = MΛ2M−1, AB = NΛ2N−1,
where we define
Λ :=
(
λ1
λ2
)
, M :=
(
v1 v2
)
, N :=
(
w1 w2
)
= B−1M. (12)
We can assume, without loss of generality, that both λ1 and λ2 are positive.
The eigenvectors $±1 , $
±
2 of DXH(O) introduced in (11) give the linear approximation of the (local) invariant
manifolds Wu,s. To be more precise, the eigenvectors $+1 , $+2 (with positive eigenvalues) give the unstable manifold
Wu, and the eigenvectors $−1 , $−2 (with negative eigenvalues) give the stable manifold Wu. Hence, up to first order,
each local invariant manifold can be parameterized as
Wu :
 q = Mζ +O(|ζ|2),p = NΛζ +O(|ζ|2), Ws :
 q = Mζ +O(|ζ|2),p = −NΛζ +O(|ζ|2), (13)
with q = (q1, q2), p = (p1, p2), and parameters ζ = (ζ1, ζ2). On the other hand, since detM 6= 0, then by the implicit
function theorem:
ζ = M−1q +O(|q|2),
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locally, in a neighborhood of q = (0, 0). Therefore, substitution into the second equations of (13) yields that the
manifolds Wu,s can be expressed locally as graphs:
p = gu(q) = NΛM−1q +O(|q|2), p = gs(q) = −NΛM−1q +O(|q|2), (14)
and, taking q = (q1, q2) as local coordinates for Wu,s, the inner flow on each manifold is given by
q˙ = Bgu,s(q) +O(|q|2) = ±MΛM−1q +O(|q|2). (15)
Moreover, due to the fact thatWu,s are Lagrangian manifolds, the restriction of the standard 1-form θ = p1 dq1+p2 dq2
on Wu,s,
θ|Wu,s = gu,s1 dq1 + gu,s2 dq2,
is a closed 1-form, and hence locally exact. Then, we have in (14) that the expressions gu,s = (gu,s1 , g
u,s
2 ) are the gradients
of generating functions Su,s defined in a neighborhood of q = (0, 0) (and uniquely determined up to constants). Besides,
it is not hard to see that the generating functions are as smooth (Cr or analytic) as the initial Hamiltonian H.
Remark. The result given above is local, but suitable for our purposes since, as far as the invariant manifoldsWu,s can
be expressed as graphs p = gu,s(q), they admit generating functions of the form Su,s(q) beyond a small neighborhood
of the origin. Actually, it is well-known that the manifolds Wu,s, which are asymptotic to an equilibrium point, are
exact Lagrangian manifolds, that is θ|Wu,s = dSu,s with generating functions defined globally in the whole manifolds,
Su,s : Wu,s −→ R (see for instance [DR97], [LMS03]). Nevertheless, the global manifolds are not necessarily graphs
p = p(q), and in such a case the generating functions have to be expressed in some other variables.
Now, we define the following symmetric 2× 2 matrices
Eu,s := D2Su,s(0, 0). (16)
The next lemma states some useful relations between the matrices A, B and Eu,s.
Lemma 5 For the matrices Eu,s, we have:
(a) EuBEu = A;
(b) Eu = NΛM−1, positive definite;
(c) Es = −Eu, negative definite.
Proof. We show that part (a) comes from the expansion of the Hamilton–Jacobi equation in q, taking the second-order
terms. Indeed, expanding the gradient p = ∇Su,s(q) at q = 0 we have
p = ∇Su,s(q) = ∇
(
Su,s(0) +∇Su,s(0)q + 1
2
〈
D2Su,s(0)q, q
〉
+O(|q|3)
)
= ∇Su,s(0) + D2Su,s(0)q +O(|q|2) = Eu,sq +O(|q|2) (17)
(recall that ∇Su,s(0) = 0 for the origin of the coordinates (q, p) belongs to both Wu,s, so no constant terms might
appear in their expansions, compare also (14)). Next, substitution of (17) in (10) leads to the following second-order
expansion of the Hamilton–Jacobi equation:
H (q,∇Su(q)) = H (q, Euq +O(|q|2))
=
1
2
〈B (Euq +O(|q|2)) , Euq +O(|q|2)〉− 1
2
〈Aq, q〉+O(|q|3)
=
1
2
〈BEuq, Euq〉 − 1
2
〈Aq, q〉+O(|q|3) = 0,
from which the desired equality of part (a) follows at once.
Let us show (b). The expansions (14) and (17) give Wu,s, locally, as the graph of a function; therefore we can
identify
Eu = NΛM−1, Es = −NΛM−1. (18)
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We see from the first of (18) that BEu = BNΛM−1 = MΛM−1 (see the definition of matrix N in (12)), hence
BEu ∼ Λ, which has positive eigenvalues, and B is positive definite. By Lemma 4, the matrix Eu is positive definite as
well, proving part (b). Finally, we deduce (c) as an immediate consequence of the second of (18).
Remark. Although the results of this section have been stated for the case of 2 degrees of freedom —so the matrices
they refer to are 2× 2 matrices—, the same results apply for n-degree-of-freedom Hamiltonians and consequently, for
n× n matrices.
2.2 The generating functions around a homoclinic or heteroclinic orbit
So far we have shown the local existence of the generating functions Su,s(q) in a small neighborhood of the hyperbolic
point O, as well as the tangent planes at O of the local unstable and stable manifolds Wu,s. Now, our aim is to
study whether such generating functions can be continued along the homoclinic or heteroclinic orbit γ, in order to
study their transversality. Recall from hypothesis (H2) that, in the coordinates (q, p) of the neighborhood U , we are
assuming that this orbit is contained in q2 = 0. In fact, we may consider such expansions for any Lagrangian manifold
containing an orbit satisfying (H2), regardless of the fact that the orbit is asymptotic to hyperbolic points.
Expansion of the generating functions in a transverse direction. To start, we consider the expansion in q2
of the potential V (q) and the matrix B(q) of the Hamiltonian (1):
V (q) = V0(q1) + V1(q1) q2 − 12Y (q1) q 22 +O(q 32 ), (19)
B(q) = B0(q1) +
1
2B2(q1) q
2
2 +O(q 32 ), (20)
with
Bj(q1) =
(
b11j(q1) b12j(q1)
b12j(q1) b22j(q1)
)
, j = 0, 2
(recall that we have B1(q1) ≡ 0 according to hypothesis (H3)). Notice that the matrices introduced in (10) can be
expressed in terms of such expansions:
A =
(
−V ′′0 (0) −V ′1(0)
−V ′1(0) Y (0)
)
, B =
(
b110(0) b120(0)
b120(0) b220(0)
)
.
Here, we study the function Su(q) near the hyperbolic equilibrium point O, as well as its continuation along γ, for
q2 close to 0 and (q1, q2) ∈ U , with the help of the Taylor expansion in the variable q2 (notice that we are using q1 to
parameterize γ inside the neighborhood U , and q2 provides a transverse direction to it). For both generating functions
Su,s(q), associated to the invariant manifolds Wu,s of the point O, we consider the expansions
Su,s(q) = Su,s0 (q1) + S
u,s
1 (q1) q2 +
1
2T
u,s(q1) q
2
2 +O(q 32 ) (21)
(we point out that the coefficients Su,sj (q1), T
u,s(q1) are as smooth, Cr or analytic, as the generating function Su,s(q),
and hence as the initial Hamiltonian H). The term of order 0 in the expansions (21) is determined up to an additive
constant that, to fix ideas, will be chosen in such a way that Su,s0 (0) = 0. Notice that the matrices defined in (16) are
Eu,s =
(
(Su,s0 )
′′(0) (Su,s1 )
′(0)
(Su,s1 )
′(0) T u,s(0)
)
. (22)
Analogously, we consider the generating functions for the invariant manifolds W˜u,s of the point O˜,
S˜u,s(q˜) = S˜u,s0 (q˜1) + S˜
u,s
1 (q˜1) q˜2 +
1
2 T˜
u,s(q˜1) q˜
2
2 +O(q˜ 32 ), (23)
also with S˜u,s0 (0) = 0 (we show in the subsequent sections that, if a suitable symmetry occurs, the generating functions
around O˜ can be deduced from the ones obtained for O).
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Under hypothesis (H4), there is a common neighborhood U ∩ U˜ where we can apply the change (3), induced by
q˜ = χ(q). With this change, we can write (a piece of) the stable manifold W˜s of O˜ in the coordinates (q, p), in order
to compare it with with the unstable manifoldWu of O. Applying this change to equation (5), we obtain the equation
p = Dχ(q)>∇S˜s(χ(q)) = ∇(S˜s ◦ χ)(q), i.e. equation (6), also with a generating function
Ŝs(q) = S˜s ◦ χ(q) + const (24)
(in this case, the additive constant will not be taken equal to zero; see below). Now, we can consider an analogous
expansion of the function Ŝs(q), for q2 close to 0 and (q1, q2) ∈ U ∩ χ−1(U˜),
Ŝs(q) = Ŝs0(q1) + Ŝ
s
1(q1) q2 +
1
2 T̂
s(q1) q
2
2 +O(q 32 ), (25)
where the coefficients can be determined from the ones in (23), applying the change χ. In particular, the function
T̂ s(q1) can be determined from S˜
s
0(q˜1), S˜
s
1(q˜1) and T˜
s(q˜1) (for an illustration, see the example of Section 2.6). Our
aim is to compare the expansions of Su(q) and Ŝs(q) in their common domain.
It is important to stress that the coefficients of orders 0 and 1 in the expansions (21) and (25) are determined by
the orbit γ itself. Indeed, if we consider the function Su(q), we see from (4) and hypothesis (H2) that the orbit γ is
given, in the neighborhood U , by the equations
γ : p1 =
∂Su
∂q1
(q1, 0) = (S
u
0 )
′(q1), p2 =
∂Su
∂q2
(q1, 0) = S
u
1 (q1) (26)
(notice that at the hyperbolic point O we have (Su0 )
′(0) = Su1 (0) = 0). Since the same can be done with the function
Ŝs(q), we deduce that the coefficients of orders 0 and 1 for both functions coincide. We can introduce a common
notation for them:
S0(q1) := S
u
0 (q1) = Ŝ
s
0(q1), S1(q1) := S
u
1 (q1) = Ŝ
s
1(q1), (27)
for any q1 ∈ I, the common interval for both generating functions. Notice that we can choose the additive constant
in (24) in such a way no additive constant appears in the first equality of (27) (this is not very important because the
constant does not take part in the gradient equations, but it is useful in order to fix ideas).
The transversality condition. Next, with the help of the expansions introduced above we provide the condition
for the transversality of the 2-dimensional invariant manifolds Wu and W˜s along γ. This transversality must be
considered inside the 3-dimensional energy level N containing both invariant manifolds. Since N is given by the
equation H = 0, and on γ we have ∂H∂p1 = q˙1 6= 0, by the implicit function theorem we have that, near γ, the energy
level N can be parameterized as p1 = g(q1, q2, p2). In the coordinates (q1, q2, p2) of N , from (4) we see that the
unstable manifold Wu is given by the equation
p2 =
∂Su
∂q2
(q1, q2) = S1(q1) + T
u(q1) q2 +O(q 22 ).
This says that, in the coordinates (q1, q2, p2), the coefficient T
u(q1) provides the slope of the manifold Wu in the
direction of q2, which is transverse to γ. Analogous considerations can be formulated for the stable manifold W˜s,
whose slope is given by T̂ s(q1). Then, a necessary and sufficient condition for the transversality ofWu and W˜s along γ
is that the two slopes are different for some fixed q∗1 ∈ I, as stated in (8).
2.3 Restrictions on the functions defining the Hamiltonian
We assumed in hypothesis (H2) that the orbit γ satisfies q2 = 0 in the neighborhood U where the coordinates (q, p)
are defined. In this section, we show that this hypothesis implies several equalities, that will be used later, involving
the coefficients V0(q1), V1(q1), (S
u
0 )
′(q1) and Su1 (q1), appearing in the expansions (19) and (21).
First of all, we parameterize the ourgoing part of the orbit γ (inside the neighbourhood U) as a trajectory. According
to hypothesis (H2), we have
γ : q1 = q
0
1(t), q2 = 0, p1 = p
0
1(t), p2 = p
0
2(t), t ≤ t1, (28)
11
where q01(t) > 0 is an increasing function asymptotic to 0 as t → −∞. Reparameterizing γ as a function of the
coordinate q1, we obtain the functions (S
u
0 )
′ and Su1 as in (26). Recall that, to simplify the notation, in (27) we have
rewritten those functions as S′0 and S1 respectively.
We also define the function
β(q1) :=
detB0(q1)
b220(q1)
. (29)
Proposition 6
(a) The inner dynamics along γ in the neighborhood U is given by the differential equation q˙1 = β(q1)S′0(q1).
(b) The functions in (27) are given by
S′0(q1) =
√
−2V0(q1)
β(q1)
, S1(q1) = −b120(q1)
b220(q1)
S′0(q1).
(c) The following equality is satisfied: S′1(q1)β(q1)S
′
0(q1) = −V1(q1).
Proof. We consider the Hamiltonian equations (2), restricted to the orbit γ, as well as the fact that γ is contained in
the zero energy level of the Hamiltonian:
q˙1 = b110(q1)p1 + b120(q1)p2, (30)
0 = b120(q1)p1 + b220(q1)p2, (31)
p˙1 = − 12 〈B′0(q1)p, p〉 − V ′0(q1),
p˙2 = −V1(q1), (32)
H(q1, 0, p1, p2) =
1
2
(
b110(q1)p
2
1 + 2b120(q1)p1p2 + b220(q1)p
2
2
)
+ V0(q1) = 0. (33)
According to (26), we can replace p1 = S
′
0(q1) and p2 = S1(q1).
As a direct consequence of (31), we obtain the second equality of (b). Replacing it in (30) and recalling the
definition of β(q1) in (29), we obtain (a):
q˙1 =
(
b110(q1)− b120(q1)
2
b220(q1)
)
S′0(q1) = β(q1)S
′
0(q1).
Since q01(t) is increasing and β(q1) > 0, we deduce that S
′
0(q1) > 0 for q1 > 0. In the same way, we see that (33) can
be written in the form
1
2β(q1)S
′
0(q1)
2 + V0(q1) = 0,
which gives the first equality of (b). Finally, replacing p˙2 = S
′
1(q1) q˙1 in (32), we obtain (c).
Remark. In (b), we can write both S′0(q1) and S1(q1) in terms of V0(q1) and B0(q1). Inserting this in (c), we obtain
an equality allowing us to obtain an explicit expression for V1(q1). In other words, the functions V0(q1) and V1(q1)
in (19) cannot be independent, due to the existence of the orbit γ that satisfies q2 = 0.
Remark. To obtain (32), we used that B1(q1) ≡ 0 in (20), according to hypothesis (H3). If this hypothesis is not
assumed, after straightforward computations there appear more terms in the right hand side of (32) and, consequently,
in the formula of item (c) of this proposition.
2.4 The Riccati equation
In this section, we show that the function T u(q1), defined in (7) or (21) from the generating function S
u(q) of the
unstable invariant manifold Wu of the point O, is a solution of a first-order differential equation of Riccati type in
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the variable q1. This could be done in the same way for the function T˜
s(q˜1) associated to the stable manifold W˜s
of O˜, obtaining an analogous Riccati equation in q˜1. In this way, the solutions of such Riccati equations provide the
slopes of the two invariant manifolds in a transverse direction to the orbit γ. We are assuming in our hypothesis (H4)
that both solutions can be extended up to some q∗1 and q˜
∗
1 , related by the change χ in (3). This changes provides the
relation between the expansions (23) and (25), allowing us to obtain the value of T̂ s(q1) and compare it with T
u(q1) in
view of the transversality condition (8). Thus, in principle both equations should be solved in order to decide whether
the invariant manifolds are transverse along γ.
Nevertheless, in many cases some kind of reversibility relations are fulfilled, with an involution relating the two
invariant manifolds, as well as their generating functions (see Section 2.5), and it will be enough to find the solution
of only one of the Riccati equations. Since the examples considered in this paper satisfy some reversibility, in this
section we only deal with the function T u(q1) associated to the unstable manifold of O.
In order to formulate the Riccati equation for T u(q1), we define the functions
δ(q1) := b120(q1)S
′
1(q1), (34)
α(q1) := Y (q1)− b110(q1)S′1(q1)2
− 12
[
b112(q1)S
′
0(q1)
2 + 2b122(q1)S
′
0(q1)S1(q1) + b222(q1)S1(q1)
2
]
, (35)
and recall that β(q1) was defined in (29).
Theorem 7 The function T u(q1) in the expansion (21) of the generating function of the unstable manifold Wu, is a
solution of the Riccati equation:
β(q1)S
′
0(q1) (T
u)′ + 2δ(q1)T u + b220(q1) (T u)2 = α(q1) (36)
Proof. We use that the generating function Su(q) is a solution of the Hamilton–Jacobi equation. Restricting the
Hamiltonian (1) to the unstable manifold Wu, we have an expansion
H(q,∇Su(q)) = Hu0(q1) +Hu1(q1)q2 + 12Hu2(q1)q 22 +O(q 32 ) = 0,
and we can replace
∇Su(q) =
(
S′0(q1)
S1(q1)
)
+
(
S′1(q1)
T u(q1)
)
q2 +
(
1
2 (T
u)′(q1)
1
2S
u
3 (q1)
)
q 22 +O(q 32 ),
where Su3 (q1) corresponds to the coefficient of third order in q2, in the expansion (21). Using also (19–20), we obtain
Hu0(q1) = 12
[
b110(q1)S
′
0(q1)
2 + 2b120(q1)S
′
0(q1)S1(q1) + b220(q1)S1(q1)
2
]
+V0(q1),
Hu1(q1) = b110(q1)S′0(q1)S′1(q1) + b120(q1) [S′0(q1)T u(q1) + S1(q1)S′1(q1)]
+b220(q1)S1(q1)T
u(q1) + V1(q1),
Hu2(q1) = b110(q1)
[
S′0(q1)(T
u)′(q1) + S′1(q1)
2
]
+2b120(q1)
[
1
2S
′
0(q1)S
u
3 (q1) + S
′
1(q1)T
u(q1) +
1
2S1(q1)(T
u)′(q1)
]
+b220(q1)
[
S1(q1)S
u
3 (q1) + T
u(q1)
2
]
+ 12
[
b112(q1)S
′
0(q1)
2 + 2b122(q1)S
′
0(q1)S1(q1) + b222(q1)S1(q1)
2
]
−Y (q1).
Since H(q,∇Su(q)) = 0, it follows that Hj(q1) = 0, for j = 0, 1, 2. In particular, the expression of Hu2(q1) above yields,
after some arrangements,
[b110(q1)S
′
0(q1) + b120(q1)S1(q1)] (T
u)′ + 2b120(q1)S′1(q1)T
u + b220(q1)(T
u)2
= Y (q1)− b110(q1)S′1(q1)2
− 12
[
b112(q1)S
′
0(q1)
2 + 2b122(q1)S
′
0(q1)S1(q1) + b222(q1)S1(q1)
2
]
, (37)
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where the terms multiplied by Su3 (q1) vanish, due to the equality (31) in the proof of Proposition 6. Now, taking into
account (30) and Proposition 6(a), one has
b110(q1)S
′
0(q1) + b120(q1)S1(q1) = β(q1)S
′
0(q1)
which, together with the definitions in (29) of δ(q1) and α(q1), gives rise to the Riccati equation (36) after substitution
in (37).
Remark. Recall that hypothesis (H3) is assumed throughout the computations. Otherwise, one reaches the same
form (36) of the Riccati equation, but its coefficients δ(q1) and α(q1) hold additional terms coming from the linear
part B1(q1) of the expansion (20) in q2, of the matrix B(q).
The proof of Theorem 7 almost completes the proof of Theorem 1. To finish it, it is enough to formulate the
analogous Riccati equation for T˜ s(q˜1), and take into account the considerations of Section 2.2 on the transversality
condition (8), and on the relation between the functions T˜ s(q˜1) and T̂
u(q1) (the latter one taking part in (8)).
Concerning this relation, recall that the function T̂ s(q1) can be determined from S˜
s
0(q˜1), S˜
s
1(q˜1) and T˜
s(q˜1). Now,
according to the first remark after Proposition 6 (which applies also to the stable manifold), we see that T̂ s(q1) can
be determined from V0(q1), B0(q1) and T˜
s(q˜1), which is the last assertion of Theorem 1.
Coming again to the Riccati equation (36), it is clear that it has a singularity at q1 = 0 since S
′
0(0) = 0. Thus, in
principle the existence and uniqueness of solution might not take place. However, we are going to establish the right
initial condition for the equation, and show that the solution is unique.
Lemma 8 The function T u(q1) solving (36) satisfies the initial condition
T u(0) =
−δ(0) +√∆
b220(0)
=
α(0)
δ(0) +
√
∆
, ∆ = δ(0)2 + b220(0)α(0). (38)
Proof. Notice that a solution of (36) defined at q1 = 0 satisfies the equality
2δ(0)T u(0) + b220(0)T
u(0)2 = α(0),
and hence the initial condition is almost determined by the differential equation: T u(0) = (−δ(0) ± √∆)/b220(0),
where only the sign ‘±’ has to be determined.
Taking into account that S′0(0) = S1(0) = 0, we deduce from Proposition 6(b) that
S′1(0) = −
b120(0)
b220(0)
S′′0 (0).
We know from Lemma 5(b) that the matrix Eu in (22) is positive definite. Then, we have S′′(0) > 0 and
0 < S′′0 (0)T
u(0)− S′1(0)2 = S′′0 (0)
[
T u(0) +
b120(0)
b220(0)
S′1(0)
]
= S′′0 (0)
[
T u(0) +
δ(0)
b220(0)
]
,
and putting these formulas together, it turns out that we have to choose the positive sign in (38).
Remark. Using similar arguments, it is also easy to show that ∆ > 0. However, this is not necessary because the
results of Section 2.1 ensure the existence of the generating function Su(q) around the origin and, subsequently, a real
value for T u(0).
Uniqueness of solution. Despite the singularity of (36) at q1 = 0, we show in the next proposition that there
exists a unique solution satisfying the initial condition (38), which gives the function T u(q1) associated to the unstable
manifold Wu.
14
Using the change of variable q1 = q
0
1(t), provided by the orbit γ in the neighborhood U , we obtain another useful
expression for the Riccati equation (36), in terms of the time variable t. For any given function f(q1), we write
f¯(t) = f(q01(t)). Then, we see from Proposition 6(a) that the Riccati equation (36) becomes
˙¯T
u
+ 2δ¯(t) T¯ u + b¯220(t) (T¯
u)2 = α¯(t).
Proposition 9 The Riccati equation (36) has a unique solution that satisfies the initial condition (38).
Proof. Clearly, the unstable manifold Wu exists, and its generating function provides a solution T u of the Riccati
equation (36) with the initial condition (38). Let us show the uniqueness of solution. If T (q1) is another solution, the
difference U(q1) = T (q1)− T u(q1) is a solution of the associated Bernoulli equation, with U(0) = 0. In terms of t, the
Bernoulli equation for U¯(t) becomes
˙¯U + ψ¯(t) U¯ + b¯220(t) U¯
2 = 0, lim
t→−∞ U¯(t) = 0, (39)
where we define
ψ¯(t) = 2(δ¯(t) + b¯220(t)T¯
u(t)).
Denoting ψ0 = lim
t→−∞ ψ¯(t), we deduce from (38) that
ψ0 = 2(δ(0) + b220(0)T
u(0)) = 2
√
∆ > 0.
We prove the uniqueness of the solution U¯(t) ≡ 0 for (39) in a very simple way. The idea is that the linearization
of (39) tends, as t→ −∞, to the equation ˙¯U + ψ0U¯ = 0, with ψ0 > 0 (i.e. the origin is unstable as t→ −∞). In fact,
similar results for higher dimensions were established in [CL55, ch. 13]. Denoting u¯(t) = 12 U¯(t)
2 ≥ 0, we have:
˙¯u(t) = U¯(t) ˙¯U(t) = [−ψ0 − (ψ¯(t)− ψ0)− b¯220(t)U¯(t)] · 2u¯(t).
There exists t1 < 0 such that
∣∣ψ¯(t)− ψ0∣∣ < ψ0/2 and ∣∣b¯220(t)U¯(t)∣∣ < ψ0/2 for any t < t1. Then,
˙¯u(t) ≤ [−ψ0 + ψ0/2 + ψ0/2] · 2u¯(t) = 0, t < t1,
and we see that it is not possible to have lim
t→−∞ u¯(t) = 0, unless u¯(t) ≡ 0.
Remark. One could expect that each solution of the Riccati equation (36) generates a 2-dimensional manifold
consisting of a 1-parametric family of trajectories, containing γ. Only one of such manifolds, namely the one associated
to the initial condition (38), is the unstable manifold Wu.
To end this section, we point out that one could use the variational equations around the orbit γ as an alternative
method in order to describe the invariant manifolds Wu,s. Such a method is followed (for a more particular case)
in [GS95], [RT06]. Since the variational equations are equivalent to a second-order linear differential equation, the
well-known relation between such linear equations and Riccati equations via a change of variables provides a relation
between the approach using the variational equations and our approach using the Hamilton–Jacobi equation, which
leads to a Riccati equation.
The advantatge of using the Riccati equation is that a qualitative analysis of its phase portrait can be carried out
with the help of simple methods of dynamical systems. Such a qualitative approach is useful when the solutions of
the variational equations cannot be obtained explicitly, or they have complicated expressions. In Sections 2.6 and 3.2,
we illustrate with some examples the use of the Riccati equation. First, in the example of Section 2.6 we show that
this method is simpler than solving explicitly the corresponding second-order linear equation. In the example of
Section 3.2, the linear equation can be solved explicitly in some particular cases, but in general it is not integrable.
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2.5 Reversibility relations
In this section, we assume that the Hamiltonian equations (2) satisfy a reversibility condition, which relates the two
invariant manifolds Wu,s of the hyperbolic point O. We are going to show that this reversibility implies a relation
between the generating functions Su,s(q) introduced in (21), and hence between the associated slopes T u,s(q1). In fact,
we should consider the invariant manifolds Wu and W˜s of the points O and O˜ respectively, in order to study whether
they are transverse along a common piece of the orbit γ. Nevertheless, if the Hamiltonian satisfies some symmetry or
some periodicity (see Sections 2.6 and 3.1) then it is not hard to relate the manifolds Ws and W˜s. Consequently, we
formulate the results of this section for the invariant manifolds Wu,s, in the neighborhood U of the first point O.
It will be enough, for the examples considered, to consider the following type of reversibility. We say that H is
R-reversible if the Hamiltonian equations (2) are reversible with respect to the linear involution
R : (q, p) 7→ (Rq,−Rp), (40)
with a given matrix
R =
(
r1
r2
)
, r1, r2 = ±1. (41)
Lemma 10 The Hamiltonian H in (1) is R-reversible if the functions B(q) and V (q) satisfy the following identities:
B(Rq) = RB(q)R, V (Rq) = V (q).
Proof. It is well-known that the reversibility with respect to R is equivalent to the identity XH ◦R = −RXH . Using
that R>JR = −J (i.e. R is ‘antisymplectic’), the previous identity becomes ∇(H ◦ R) = ∇H, which can be written
as H ◦ R = H + const. But the point O (the origin of the coordinates x = (q, p)) is a fixed point for R, hence the
functions H ◦ R and H must coincide at this point and the constant vanishes.
Now, we have the equality H(Rq,−Rp) = H(q, p). To finish the proof, it is enough to write H in terms of the
functions B(q) and V (q) as in (1).
Remark. This condition for the R-reversibility of the Hamiltonian (1) is always satisfied if we choose r1 = r2 = 1
in (41), which can be called the trivial reversibility. This can be enough in some examples, but in other cases we will
be interested in the other types of reversibility.
Clearly, the reversibility gives a relation between the invariant manifolds of the hyperbolic point O: we have
Ws = RWu. In the next proposition, we deduce from this fact a relation between the generating functions associated
to the invariant manifolds.
Proposition 11 If the Hamiltonian H in (1) is R-reversible, then the generating functions defined in (21) satisfy the
identity
Ss(q) = −Su(Rq)
and, for the coefficients of their expansions in q2,
Ss0(q1) = −Su0 (r1q1), Ss1(q1) = −r2Su1 (r1q1), T s(q1) = −T u(r1q1).
Proof. Recall that the manifold Wu is given by the equation p = ∇Su(q). Applying the reversibility (40), we
obtain for Ws the equation −Rp = ∇Su(Rq), which must coincide with p = ∇Ss(q). Then, we have the equality
∇Ss = −R∇Su ◦R = −∇(Su ◦R), which implies that Ss = −Su ◦R+ const. Since in (21) we set Su0 (0) = Ss0(0) = 0,
it turns out that the constant vanishes.
Expanding in q2 and taking into account the form of the matrix R in (41), we obtain as a simple consequence the
equalities involving the functions Su,s0 (q1), S
u,s
1 (q1) and T
u,s(q1).
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2.6 Example: an integrable system on Q = S2
We consider in this section the classical Neumann problem on the two 2-sphere S2 (for an account see [Mos80], and
the same problem is tackled in [Dev78], but working in the projective space P2). This is an example of integrable
Hamiltonian system with hyperbolic equilibrium points whose invariant manifolds intersect transversely along hete-
roclinic orbits (or homoclinic orbits if one works in P2). We are going to obtain this result of transversality applying
our results on the generating functions of the invariant manifolds.
For 2 d.o.f., consider a particle moving on a 2-sphere S2 in R3 under the action of the following potential on S2,
V (x) = −1
2
〈Ax,Ax〉 = −1
2
|Ax|2 , (42)
where A is a diagonal matrix, A = diag[λ1, λ2, λ3]. Further, it is assumed that λ3 = 0, and that 0 < λ1 < λ2. As
usual, TS2 denotes the tangent bundle,
TS2 =
{
(x, x˙) ∈ R3 × R3 : |x|2 = 1, and 〈x, x˙〉 = 0
}
.
Taking into account that ∇V (x) = −A>Ax = −A2x, the movement of particle on the sphere is described by the
second-order equation in R3,
x¨+ |x˙|2 x = A2x− |Ax|2 x, (43)
whose orbits lie on S2. It is not hard to check that this system has 2 hyperbolic equilibrium points at (0, 0,−1) and
(0, 0, 1), with 4 heteroclinic orbits connecting them. In this section, our heteroclinic orbit γ will be the one that goes
along the semi-circle x2 = 0, x1 > 0.
The Hamiltonian. To tackle the equation (43), we introduce the two (local) charts: ϕ : R2 −→ U := S2\{(0, 0, 1)},
given by
q = (q1, q2) 7→ ϕ(q1, q2) =
(
4q1
4 + q 21 + q
2
2
,
4q2
4 + q 21 + q
2
2
,
q 21 + q
2
2 − 4
4 + q 21 + q
2
2
)
, (44)
and ϕ˜ : R2 −→ U˜ := S2 \ {(0, 0,−1)}, given by
q˜ = (q˜1, q˜2) 7→ ϕ˜(q˜1, q˜2) =
(
4q˜1
4 + q˜ 21 + q˜
2
2
,
4q˜2
4 + q˜ 21 + q˜
2
2
,− q˜
2
1 + q˜
2
2 − 4
4 + q˜ 21 + q˜
2
2
)
;
so (U,ϕ) and (U˜ , ϕ˜) are the usual stereographic coordinates in S2. These coordinates induce the corresponding two
charts (U , ϕ∗) and (U˜ , ϕ˜∗) in the cotangent bundle T ∗S2,
(q, p) ∈ R2 × R2 7→ ϕ∗(q, p) = (ϕ(q),Dϕ(q)−>p) ∈ U = U × R2;
(q˜, p˜) ∈ R2 × R2 7→ ϕ˜∗(q˜, p˜) = (ϕ˜(q˜),Dϕ˜(q˜)−>p˜) ∈ U˜ = U˜ × R2.
In particular, for the origin we have that (q, p) = (0, 0) =: O ∈ R2 × R2 maps to P := ϕ∗(0, 0) = (0, 0,−1, 0, 0, 0) in
the chart (U , ϕ∗) and (q˜, p˜) = (0, 0) =: O˜ ∈ R2 × R2 maps to P˜ := ϕ˜∗(0, 0) = (0, 0, 1, 0, 0, 0), in the chart (U˜ , ϕ˜∗).
On the other hand, we can give explicitly the change of coordinates or overlapping map between the two charts
(U,ϕ) and (U˜ , ϕ˜). This map χ : Σ −→ Σ˜, with Σ := ϕ−1(U ∩ U˜) = R2 \ {(0, 0)} and Σ˜ := ϕ˜−1(U ∩ U˜) = R2 \ {(0, 0)},
writes
(q1, q2) 7→ (q˜1, q˜2) = χ(q1, q2) := ϕ˜−1 ◦ ϕ(q1, q2) =
(
4q1
q 21 + q
2
2
,
4q2
q 21 + q
2
2
)
. (45)
Now, if we denote q = (q1, q2) ∈ Σ, q˜ = (q˜1, q˜2) ∈ Σ˜; p = (p1, p2) ∈ T ∗q Σ, p˜ = (p˜1, p˜2) ∈ T ∗q˜ Σ˜, then, the extension of χ
to the cotangent bundles, χ∗, can be written as
(q, p) ∈ T ∗Σ 7→ (q˜, p˜) = χ∗(q, p) = (χ(q),Dχ(q)−>p) ∈ T ∗Σ˜. (46)
The system (43) is Lagrangian and, when expressed in the (intrinsic) coordinates (44), its Lagrangian function is
L(q, q˙) =
1
2
〈q˙, G(q)q˙〉 − V̂ (q), (47)
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where G(q) = Dϕ(q)>Dϕ(q) is the metric tensor of S2 in the coordinates chosen, and V̂ (q) = V ◦ ϕ(q) corresponds to
the restriction of the potential (42) on the 2-sphere. Explicitly,
G(q) =
16
(4 + q 21 + q
2
2 )
2
(
1 0
0 1
)
, V̂ (q) = −8
(
λ 21 q
2
1 + λ
2
2 q
2
2
)
(4 + q 21 + q
2
2 )
2 . (48)
Furthermore, the system (43) can be brought into Hamiltonian form, taking
p = (p1, p2) =
∂L
∂q˙
(q, q˙) = G(q)q˙,
as the actions conjugated to the coordinates q = (q1, q2). Therefore, the corresponding Hamiltonian function writes
H(q, p) =
1
2
〈B(q)p, p〉+ V̂ (q) = (4 + q
2
1 + q
2
2 )(p
2
1 + p
2
2 )
32
− 8(λ
2
1 q
2
1 + λ
2
2 q
2
2 )
(4 + q 21 + q
2
2 )
2 , (49)
where
B(q) = G(q)−1 =
(
4 + q 21 + q
2
2
)2
16
(
1 0
0 1
)
. (50)
We see from the quadratic part of (49),
H2(q, p) =
p 21 + p
2
2
2
− λ
2
1 q
2
1 + λ
2
2 q
2
2
2
,
that the origin (q, p) = (0, 0), corresponding to the point P = (0, 0,−1, 0, 0, 0) in the chart (U , ϕ∗) of T ∗S2, is a
hyperbolic equilibrium point of the Hamiltonian flow associated to (43), with characteristic exponents ±λ1, ±λ2. The
same applies to P˜ = (0, 0, 1, 0, 0, 0), which corresponds to the point (q˜, p˜) = (0, 0) in the chart (U˜ , ϕ˜∗) of T ∗S2 (see
the remark below). We denote Wu,s the (local) unstable and stable manifolds of the point P and W˜u,s the (local)
unstable and stable manifolds of the point P˜.
Remark. The Lagrangian (47) takes the same form in either local coordinate system, (U,ϕ) or (U˜ , ϕ˜). Thus, the
associated Hamiltonian writes the same irrespectively of which coordinates (q, p) or (q˜, p˜) are taken in the phase space
T ∗S2. Particularly, this implies that: (i) the point P˜, represented by (q˜, p˜) = (0, 0) in the chart (U˜ , ϕ˜∗) is also a
hyperbolic equilibrium point, and (ii) the (local) unstable and stable manifolds Wu,s of the point P in the coordinates
(q, p), and W˜u,s of the point P˜ in the coordinates (q˜, p˜) are given, in terms of generating functions, by p = ∇Su,s(q)
and p˜ = ∇Su,s(q˜) respectively (i.e. we have Su,s = S˜u,s as functions).
Next, we expand the components of the matrix (50) in the Hamiltonian (49) in powers of q2,
bij(q) = bij0(q1) + bij1(q1)q2 +
1
2bij2(q1)q
2
2 + · · · , i, j = 1, 2.
Notice that there are no terms of degree 1 in q2, i.e. bij1(q1) = 0 for i, j = 1, 2, which complies hypothesis (H3). For
the remaining coefficients, we have:
b110(q1) =
(
4 + q 21
)2
16
, b120(q1) = b210(q1) = 0, b220 =
(
4 + q 21
)2
16
,
b112(q1) =
4 + q 21
4
, b122(q1) = b212(q1) = 0, b222(q1) =
4 + q 21
4
.
A similar expansion can be done for the restricted potential (48),
V̂ (q) = V0(q1) + V1(q1)q2 − 12Y (q1)q 22 + · · · ,
with
V0(q1) = − 8λ
2
1 q
2
1
(4 + q 21 )
2 , V1(q1) = 0, Y (q1) =
16
(4 + q 21 )
2
(
λ 22 −
2λ 21 q
2
1
4 + q 21
)
.
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The outgoing part of the heteroclinic orbit. Let us consider the local coordinates (U,ϕ). It can be checked
out that the Hamiltonian (49) has as a solution a trajectory of the form (28) (the outgoing part of γ) with q0(t) =
(q01(t), q
0
2(t)), p
0(t) = (p01(t), p
0
2(t)) = B(q
0(t))q˙0(t), where B(q) is the matrix (50). Writting them down explicitly,
γ :
q1 = q
0
1(t) = 2e
λ1t, q2 = q
0
2(t) = 0,
p1 = p
0
1(t) =
16λ1e
λ1t
(4 + 4e2λ1t)
2 , p2 = p
0
2(t) = 0,
(51)
which can be also parameterized by q1:
γ : q1 ≥ 0, q2 = 0, p1 = 16λ1q1
(4 + q 21 )
2 , p2 = 0. (52)
The corresponding trajectory on the phase space T ∗S2 connects the point P with the point P˜ (as t goes from −∞
to ∞, or q1 goes from 0 to ∞). Furthermore, since q1 increases along the orbit and q2 = 0, the outgoing part of γ
satisfies hypothesis (H2); then, according to (26–27) one has, for this example,
p1 = S
′
0(q1) = (S
u
0 )
′(q1) =
16λ1q1
(4 + q 21 )
2 , p2 = S1(q1) = S
u
1 (q1) = 0,
and the functions defined in (29) and (34–35) are found to be
β(q1) =
(
4 + q 21
)2
16
, δ(q1) = 0, α(q1) =
16
(4 + q 21 )
2
(
λ 22 −
4λ 21 q
2
1
4 + q 21
)
.
Remark. Note that, in agreement with Proposition 6(a), the outgoing part of γ in (51) performs the inner dynamics
q˙1 = β(q1)S
′
0(q1) = λ1q1, with the initial condition q1(0) = 2.
Therefore, the Riccati equation (36) and its initial condition (38), for the example at hand, are given by
λ1q1(T
u)′ +
1
16
(
4 + q 21
)2
(T u)2 =
16
(4 + q 21 )
2
(
λ 22 −
4λ 21 q
2
1
4 + q 21
)
, T u(0) = λ2. (53)
Lemma 12 The solution of (53), with the given initial condition, is defined for all q1 > 0.
Proof. It is checked out immediately that
T u0 (q1) :=
16λ1
(4 + q 21 )
2 (54)
is the solution of the Riccati equation (53) for λ2 = λ1, with T
u
0 (0) = λ1. Let us denote by ξ(q1) := T
u(q1)− T u0 (q1)
and µ := λ2 − λ1 (µ > 0, since λ2 > λ1); therefore, T u(q) is a solution of (53) iff ξ(q1) is a solution of
λ1q1ξ
′ + 2λ1ξ +
1
16
(
4 + q 21
)2
ξ2 =
16
(4 + q 21 )
2 (2µλ1 + µ
2), ξ(0) = µ. (55)
By Proposition 9, there exists ε > 0, such that ξ(q1) is defined for 0 < q1 < ε. The idea is to extend this local solution.
Consider 0 < η < ε such that ξ(η) > µ/2. From (55) it follows that ξ′ > 0 if q1 > η and ξ = 0, i.e. the direction field
points upwards at ξ = 0 (see Figure 1(a)); so ξ(q1) > 0 for q1 ≥ η. On the other hand,
ξ′ =
16/λ1
q1 (4 + q 21 )
2 (2µλ1 + µ
2)− 2
q1
ξ −
(
4 + q 21
)2
16λ1q1
ξ2
≤ 16/λ1
η (4 + η2)
2 (2µλ1 + µ
2)− 2
q1
ξ −
(
4 + η2
)2
16λ1q1
ξ2 ≤ c1
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for q1 > η, with c1 > 0. This means that the slope is bounded by a positive quantity and then, this local solution,
ξ(q1) with ξ(0) = µ, can be continued, and is defined for all q1 > 0.
Using the reversibility. One sees from Lemma 10 that the Hamiltonian (49) satisfies the reversibility defined in
Section 2.5, with respect to the linear involution R : (q, p) 7→ (Rq,−Rp), with R = diag[r1, r2], and for any r1, r2 = ±1.
In particular, if we take r1 = r2 = 1, then Proposition 11 yields
Ss0(q1) = −Su0 (q1) = −
2λ1q
2
1
4 + q 21
, Ss1(q1) = −Su1 (q1) = 0, T s(q1) = −T u(q1). (56)
Let us now consider the other local chart (U˜ , ϕ˜∗). The (local) stable manifolds W˜s of the origin O˜ := (q˜, p˜) = (0, 0)
(corresponding, in this coordinate system, to the point P˜ = (0, 0, 1, 0, 0, 0) on the phase space T ∗S2), can be put as a
graph of a function through the same generating function Ss, for the Hamiltonian takes exactly the same expression
in both local charts, as we pointed out before. Thus, the manifold W˜s is given by p˜ = ∇Ss(q˜). Therefore, we know
from (24) that the change of coordinates (46) yields the identity Ŝs = Ss ◦ χ + c, with c constant, and this gives W˜s
in the coordinates (q, p) of the chart (U , ϕ).
Expanding Ŝs around the outgoing part of γ given by (52), regarding the reversibility (56) and the components
χ = (χ1, χ2) given in (45), one has
Ŝs(q) = Ŝs0(q1) + Ŝ
s
1(q1)q2 +
1
2
T̂ s(q1)q
2
2 + · · ·
= c− Su0 (χ1(q))− Su1 (χ1(q))χ2(q)−
1
2
T s(χ1(q))χ2(q)
2 + · · ·
= c− Su0
(
4q1
q 21 + q
2
2
)
− 1
2
T u
(
4q1
q 21 + q
2
2
)
16q 22
(q 21 + q
2
2 )
2
+ · · ·
= c− Su0
(
4
q1
)
+
1
2
[
8
q 31
(Su0 )
′
(
4
q1
)
− 16
q 41
T u
(
4
q1
)]
q 22 + · · · ,
and by comparison of coefficients,
Ŝs0(q1) = c− Su0
(
4
q1
)
= c− 8λ1
q 21 + 4
,
T̂ s(q1) =
8
q 31
(Su0 )
′
(
4
q1
)
− 16
q 41
T u
(
4
q1
)
=
32λ1
(q 21 + 4)
2
− 16
q 41
T u
(
4
q1
)
(a) (b)
Figure 1: (a) Direction field corresponding to the Riccati equation (55), where the solution with ξ(0) = µ := λ2−λ1, for λ2 = 2,
λ1 = 1, is also plotted. (b) Three solutions of the Riccati equation (55) for λ2 = 2: the lowermost one corresponds to λ1 = 2
and the other two, in ascending order, to λ1 = 1.75 and λ1 = 1, respectively. Note that the corresponding to λ1 = λ2 = 2, holds
the point (2, λ1/4) = (2, 1/2).
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(according to (27), the constant c can be fixed if, for example, we set Ŝs0(2) = S
u
0 (2) = λ1; this exacts c = 2λ1). Then,
the difference between T u and T̂ s at q∗1 = 2 is
T u(2)− T̂ s(2) = 2T u(2)− λ1
2
and therefore,
T u(2) 6= λ1
4
(57)
is a necessary and sufficient condition for transversality between Wu and W˜s along the heteroclinic orbit γ. This is
stated in the proposition below. Notice that, in the chart (44), for q = (q∗1 , 0) = (2, 0) we obtain the point (1, 0, 0) ∈ S2.
Proposition 13 If in the system (43) defined on the 2-sphere S2, with A the diagonal matrix A = diag[λ1, λ2, λ3],
we assume λ2 > λ1 > λ3 = 0; then, for its associated Hamiltonian flow in the phase space T
∗S2, the stable invariant
manifold W˜s of the point P˜ = (0, 0, 1, 0, 0, 0) and the unstable invariant manifold Wu of the point P = (0, 0,−1, 0, 0, 0)
intersect transversely along the orbit γ (see (52)).
Proof. By the considerations in the previous paragraph, it suffices to check the transversality condition (57), which is
equivalent to ξ(2) 6= 0, where ξ(q1) := T u(q1)− T u0 (q1), with T u0 (q1) given by (54); but in the proof of Lemma 12 it is
stated that ξ > 0 for q1 > 0. Thus, in particular, ξ(2) 6= 0 is satisfied. This proves the proposition.
Integrability of the Riccati equation. Alternatively, the Riccati equation (53) could have been solved explicitly
in order to check the transversality condition (57). First, a standard change of type
T u =
16λ1q1
(4 + q 21 )
2 ·
y′
y
, (58)
where T u = T u(q1), and y = y(q1) is the new unknown function, transforms (53) into the second-order linear equation
y′′ − 3q
2
1 − 4
q1(4 + q 21 )
y′ − 4λ
2
2 + (λ
2
2 − 4λ 21 )q 21
λ 21 q
2
1 (4 + q
2
1 )
y = 0. (59)
Remark. This is a particular case of the well-known fact that any Riccati equation z′′ + a(x)z + b(x)z2 = c(x)
transforms into a second-order linear equation, y′′+
(
a(x)− b
′(x)
b(x)
)
y′−b(x)c(x)y = 0, through the change z = y
′
b(x)y
.
Now, the Kovacic’s algorithm can be applied to investigate the (Liouvillian) integrability of second-order differential
equations with coefficients in the class C(x) of rational functions (for a complete description of the process and
applications, we point the reader to [Kov86], [DL92], [AMW11] and references therein). This algorithm is implemented
in some computer algebra systems such as Maple; and when applied to equation (59), it produces the following two
fundamental solutions:
y1(q1) =
(−4(λ2 + λ1) + (λ1 − λ2)q 21 ) qλ2/λ11 ,
y2(q1) =
4(λ2 − λ1) + (λ1 + λ2)q 21
λ2 + λ1
q
−λ2/λ1
1 ;
hence, the linear equation (59) is integrable and so it is the Riccati equation (53). Actually, transforming back y1(q1)
using (58), one obtains a solution of (53),
T u(q1) =
16λ1q1
(4 + q 21 )
2 ·
y′1(q1)
y1(q1)
=
− (16λ 22 + 16λ1λ2) (q 21 + 4)+ 32λ 21 q 21
(q 21 + 4)
2
((λ1 − λ2) q 21 − 4λ1 − 4λ2)
,
with T u(0) = λ2; and since λ2 > λ1 > 0, it is well defined for all q1 > 0. Besides, the transversality condition (57) can
also be checked straightforward from this explicit form of the solution of the Riccati equation (53). Indeed, for q1 = 2
it gives
T u(2) =
1
4
(
λ2 + λ1 − λ
2
1
λ2
)
>
λ1
4
for λ2 > λ1 > 0. In Figure 1(b), the function T
u is plotted for different values of the parameters.
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2.7 Partial straightening of a homoclinic or heteroclinic orbit
We are concerned in this section with the proof of Proposition 2, which provides a justification for hypothesis (H2): the
existence of local symplectic coordinates (q, p) such that the homoclinic or heteroclinic orbit γ is contained in q2 = 0,
i.e. it becomes “partially straightened”. More precisely we show that there exists a finite sequence of neighborhoods
U (j), j = 1, . . . , n, covering the whole orbit γ, with U (1) = U and U (n) = U˜ being neighborhoods of the points O and
O˜ respectively, and in suitable coordinates (q(j), p(j)), each piece γ ∩ U (j) is contained in q(j)2 = 0.
We start with the local result in a neighborhood of the point O. For analytic Hamiltonians, we will prove that,
under some restrictions on its characteristic exponents, the Hamiltonian can be transformed locally, by means of a
symplectic change, into a smooth (at least C2) Hamiltonian, with the outgoing part of the orbit γ given in these new
coordinates by q2 = 0. Of course, one can proceed analogously in a neighborhood of O˜, for the incoming part of γ.
Lemma 14 Assume that the Hamiltonian H(ξ, η) is analytic in a neighborhood of a hyperbolic equilibrium point O,
with characteristic exponents ±λ1, ±λ2 (with λ1, λ2 > 0). Let γ be an outgoing orbit, asymptotic to O as t → −∞
with λ1 its associated exponent, and assume that γ is strong at O, or λ-weak with λ := λ2/λ1 > 3. Then, there
exists a symplectic change of coordinates defined in a neighborhood U of the equilibrium point O, such that in the new
coordinates (q, p) = (q1, q2, p1, p2) the outgoing orbit γ is contained in q2 = 0. If γ is strong, then this change of
coordinates is analytic. Otherwise, if γ is λ-weak the change is Cr−1 with r = λ− 1 or r = bλc, depending on whether
λ is an integer or not respectively.
Proof. We assume, without loss of generality, that the equilibrium point O is taken to be the origin. By the results
of Section 2.1, the unstable invariant manifold Wu of O can be expressed locally as a graph η = gu(ξ), where
gu is analytic. We know from (15) that, using ξ = (ξ1, ξ2) as local coordinates, the inner flow on Wu has the
form ξ˙ = MΛM−1ξ + O(|ξ|2), with Λ = diag[λ1, λ2] and M as in (12). With a linear change on ξ (which can be
symplectically extended to (ξ, η)), we can assume that the linear part of the inner flow is diagonal, with matrix Λ:
ξ˙1 = λ1ξ1 + w1(ξ1, ξ2), ξ˙2 = λ2ξ2 + w2(ξ1, ξ2), (60)
where w = (w1, w2) is analytic, with w(0) = 0, Dw(0) = 0. Thus, the origin is a (proper) unstable node for the inner
flow on Wu.
Now, we consider the ξ-projection of the orbit γ, and denote it as γ∗. This is one of the orbits of the vector
field (60). Since we are assuming that λ1 is the characteristic exponent associated to γ, it is clear that the limit
direction of γ∗ at O is ξ2 = 0 (in the particular case λ1 = λ2, any direction can be the limit direction, but it can be
taken to ξ2 = 0 with a rotation). Assume that the orbit γ
∗ can be put as the graph of a function
ξ2 = h(ξ1), (61)
where h defined in a neighborhood of 0 and regular enough. Therefore, it is clear that the change
ξ1 = q1, ξ2 = h(q1) + q2 (62)
is defined in a neighbourhood of the origin, and that the orbit γ∗ is given, in the new coordinates, by q2 = 0.
Furthermore, if we consider the symplectic change induced by (62), we have local coordinates (q, p) with the additional
relations
η1 = p1 − h′(q1)p2, η2 = p2, (63)
and hence the given outgoing orbit γ is contained in q2 = 0, as required. Thus, it remains to justify the graph form (61)
and its smoothness.
First, in the strong case λ2/λ1 < 1 the orbit γ
∗ coincides with a branch of the strong unstable manifold, that can
always be parametrized as a graph of a function (61), which in this case is analytic, as it is the vector field (60) (see
for instance [CL55, ch. 13]). Then, the change (62) is analytic.
Otherwise, consider the weak case, with λ = λ2/λ1 ≥ 1. Since the vector (λ1, λ2) belongs to the Poincare´ domain,
we can apply the theorems of Poincare´ and Poincare´–Dulac theorems (see [Arn88, §24]), which state that the vector
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field (60) is biholomorphically equivalent to its local normal form, consisting of the linear part plus (eventually) a
finite number of resonant terms. When a resonant relation λj = m1λ1 +m2λ2 occurs for some non-negative integers
m1, m2 with m1 +m2 ≥ 2, and j = 1, 2, then a monomial ζm11 ζm12 has to be kept in the j-th component of the vector
field. In the case at hand with λ ≥ 1, it is straighforward to see that if λ is non-integer or if λ = 1, then no resonances
occur, and that for an integer λ ≥ 2 the only resonance is given by (m1,m2) = (λ, 0) and j = 2. To summarize,
the vector field (60) is biholomorphically equivalent, in a neighborhood of the origin, through a near-identity change
ξ = ζ +O(|ζ|2), to its normal form:
ζ˙1 = λ1ζ1, ζ˙2 = λ2ζ2 + aζ
λ
1 , (64)
where a = 0 if λ is non-integer or if λ = 1. By explicit integration, one finds that the trajectories of (64) with limit
direction ζ2 = 0 have the form
ζ2 = |ζ1|λ
(
c+
a
λ1
ln |ζ1|
)
, c ∈ R.
One of such trajectories is the outgoing orbit γ∗ into consideration, which turns to be a graph ζ2 = h1(ζ1). The
function h is defined in a neighborhood of 0 and of class Cr, with r = λ − 1 for integer λ ≥ 2, or r = bλc otherwise
(then a = 0). (In the special case λ = 1, the function h1 is analytic, and this is the reason to include this case in the
strong one.) Coming back to the coordinates ξ, we obtain also a graph (61), where the smoothness of h is the same as
h1. Now, we obtain the desired symplectic change is given by (62–63); this change is Cr−1 and provides coordinates
(q, p) such that the orbit γ is contained in q2 = 0.
In the symplectic coordinates (q, p) provided by this lemma, we obtain for the Hamiltonian an expression H(q, p),
valid in a neighborhood U of the hyperbolic point O. This expression is analytic in the strong case, and Cr−1 in the
λ-weak case. We required λ > 3 in the statement of Proposition 2 in order to have an expression at least C2 for H.
This lemma can be formulated in analogous terms, for a neighborhood U˜ of the ending point O˜. Now, if the
neighborhoods U and U˜ have intersection, the proof of Proposition 2 is completed. Otherwise, if the neighborhoods
U and U˜ do not cover the whole orbit γ, we have to consider additional neighborhoods. Recall that at any given
point of γ, say (ξ(t0), η(t0)) in the initial coordinates, we are assuming that η(t0) 6= 0, which implies that ξ˙(t0) =
B(ξ(t0)) η(t0) 6= 0. For instance, assume that ξ˙1(t0) 6= 0. Then, we have a local parameterization of γ, of the form
ξ2 = h(ξ1), η1 = g1(ξ1), η2 = g2(ξ1), where the implicit functions involved are analytic. By the compacity of γ∪{O, O˜},
we may consider a finite number of neighborhoods where a piece of γ can be parameterized by ξ1 (or ξ2). In a given
neighborhood U (j), we introduce new coordinates (q(j), p(j)) through the symplectic change induced by ξ1 = q(j)1 ,
ξ2 = h(q
(j)
1 ) + q
(j)
2 , and it is clear that, in the new coordinates, we have γ ∩ U (j) contained in q(j)2 = 0, as established
in Proposition 2.
Remark. In the formulation of Proposition 2, it is not strictly necessary to assume that the Hamilltonian is analytic.
Instead, one could assume that the Hamiltonian is CN , with N large enough. This is straightforward in the strong
case, due to the fact that the strong unstable manifold, which allows us to define the change of coordinates, has the
same smoothness as the vector field. The λ-weak case is somewhat more delicate, and can be handled with some
results on local normal forms for the finitely differentiable case, such as [Har82, ch. IX, th. 12.3] (see also [Ste57],
[Che63]). Essentially, to have a Hamiltonian with an expression of class Cr−1 in the coordinates (q, p) (with r as in
Lemma 14), one has to assume that the initial Hamiltonian is at least CN in (ξ, η), with N ≥ r + ν for some positive
integer ν = ν(λ).
3 The case of a 2-torus: Q = T2
3.1 The generating functions in the periodic case
In what comes, that the configuration space will be the 2-torus, i.e. Q = T2 = (R/2piZ)2. In view of the form of
the Hamiltonian (1), this is equivalent to suppose that the quadratic form B(q) and the potential V (q) are both
2pi-periodic functions with respect to q = (q1, q2). In this way, the hyperbolic point O = (0, 0, 0, 0) can be identified
with O˜ = (2pi, 0, 0, 0), and therefore a biasymptotic orbit γ connecting both ends is a homoclinic orbit or loop.
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Let us introduce coordinates in a neighborhood of O and in a neighborhood of O˜, denoted (q, p) = (q1, q2, p1, p2)
and (q˜, p˜) = (q˜1, q˜2, p˜1, p˜2), having the origin at O and O˜ respectively. It is clear that the change (3) relating them is
given by
(q˜1, q˜2) = χ(q1, q2) = (q1 − 2pi, q2), (p˜1, p˜2) = (p1, p2). (65)
since Dχ(q)−> = Id.
Remark. Due to the periodicity of the Hamiltonian, the corresponding Hamiltonian equations write identically in
either coordinates (q, p) or (q˜, p˜). The invariant manifoldsWu,s and W˜u,s are related by the periodicity and, therefore,
their generating functions Su,s and S˜u,s are the same functions (note however, that the functions Su,s depend on q
whilst S˜u,s depend on q˜).
We assume the hypotheses (H1–H4) stated in Section 1.1, with some minor modifications in order to adapt them
to the case Q = T2 being studied here:
(H2′) the orbit γ satisfies q2 = 0, with q1 increasing along the orbit from 0 to 2pi;
(H4′) the generating function Su(q1, q2) of the invariant manifold Wu of O is defined in a R2-neighborhood of the
segment 0 ≤ q1 ≤ pi of type U = (−a, pi + a)× (−δ, δ), for some a > 0 and δ > 0; and conversely, the generating
function S˜s(q˜1, q˜2) of the invariant manifold W˜
s of O˜ is defined in a R2-neighborhood of the segment −pi ≤ q˜1 ≤ 0
of type U˜ = (−pi − a, a)× (−δ, δ).
Applying the change (65), we can write the manifold W˜ s in the coordinates (q, p). As in (6), it has a generating
function, given by Ŝs = S˜s ◦ χ+ const = Ss ◦ χ+ const, that is,
Ŝs(q1, q2) = S
s(q1 − 2pi, q2) + σ. (66)
In other words, the generating function Ŝs(q) is the function S˜s(q˜) expressed in the coordinates q and shifted by an
additive constant σ, which will be chosen below.
By hypothesis (H4′), we see that Su(q) and Ŝs(q) can be compared in their common domain U ∩ χ−1(U˜) =
(pi − a, pi + a)× (−δ, δ), which is a R2-neighborhood of q∗1 = pi. As we see below, our choice of this point to check the
transversality allows us to take advantage of the reversibility properties of the Hamiltonian.
The generating functions along the loop. As in the general setting described in Section 2.2, the loop γ is
described by the coefficients S0 and S1, of orders 0 and 1, in the expansion in q2 of the generating function of any of
the invariant manifolds containing it. More precisely, the loop γ is given by the equations (26–27), which correspond to
the coefficients in the expansions (21) and (25). Such coefficients are, initially, functions of q1 defined in a finite interval.
Nevertheless, using that they must coincide for the unstable and stable manifolds, together with the 2pi-periodicity
in q1 of the Hamiltonian, we are going to show that such coefficients are 4pi-periodic functions of q1.
Combining (26–27) with the identity (66), we have
γ : p1 = S
′
0(q1) := (S
u
0 )
′(q1) = (Ŝs0)
′(q1) = (Ss0)
′(q1 − 2pi),
p2 = S1(q1) := S
u
1 (q1) = Ŝ
s
1(q1) = S
s
1(q1 − 2pi). (67)
As a parameterization of γ, this is valid for 0 < q1 < 2pi, but the functions in the equalities can be extended up to a
neighborhood of 0 ≤ q1 ≤ 2pi.
In fact, it is easy to see from the above equations (67) and the reversibility relations of Proposition 11 with
r1 = r2 = 1 —this is the trivial R-reversibility, see the remark after Lemma 10—, that S′0 and S1 can be extended as
2pi-antiperiodic functions:
S′0(q1) = (S
s
0)
′(q1 − 2pi) = −(Su0 )′(q1 − 2pi) = −S′0(q1 − 2pi),
S1(q1) = S
s
1(q1 − 2pi) = −Su1 (q1 − 2pi) = −S1(q1 − 2pi).
Thus, the functions S′0(q1) and S1(q1) can be defined for all q1 ∈ R, and are 2pi-antiperiodic, and hence they are
4pi-periodic and have zero average. It turns out that the coefficient S0(q1) (without derivative) is also a 4pi-periodic
function. Indeed, one can easily check that a primitive of any 2pi-antiperiodic function is 4pi-periodic.
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We point out that this period 4pi is due to the fact that the functions S′0(q1) and S1(q1) parameterize two loops
of O. Indeed, the loop γ is obtained for 0 < q1 < 2pi and satisfies p1 > 0, and another loop is obtained for 2pi < q1 < 4pi
and satisfies p1 < 0 (see an example in Figures 2(a) and 2(b)).
Now it is clear, by integrating from 0 to 2pi the first equation in (67), that we can write
S0(q1) := S
u
0 (q1) = Ŝ
s
0(q1) = S
s
0(q1 − 2pi) + σ,
where σ is the constant in (66), given by
σ =
∫ 2pi
0
p1 dq1 = S0(2pi)− S0(0) = Su0 (2pi) = −Ss0(−2pi), (68)
and we have taken into account our choice Su,s0 (0) = 0 in (21).
The generating functions of the invariant manifolds. Let us return to the invariant manifolds Wu and W˜s,
described in the coordinates (q, p) by their generating functions Su(q1, q2) and Ŝ
s(q1, q2). We know from the previous
paragraph the relations concerning the coefficients of orders 0 and 1 in their expansions in q2, and now we are interested
in the coefficients of order 2, which are used in order to study the transversality.
Expanding in q2 the identity (66), the coefficients of order 2 satisfy the equality
T̂ s(q1) = T
s(q1 − 2pi).
By hypothesis (H4′), the functions T u and T̂ s are defined for q1 ∈ (−a, pi + a) and q1 ∈ (pi − a, 2pi + a) respectively.
Then, they can be compared for q1 ∈ (pi − a, pi + a), which makes a difference with the fact that the coefficients of
orders 0 and 1 (giving only the loop in (67)) are functions defined for all q1 ∈ R.
Reversibility relations and transversality. Finally, we assume the reversibility of the Hamiltonian in the sense
stated in Section 2.5, i.e. with respect to an involution R of the form (40) with the matrix R = diag[r1, r2] given
in (41). Since we want to compare Wu with W˜s along γ, we shall fix r1 = −1, for this will be the case of interest:
the loop is mapped into itself by the reversibility, Rγ = γ, since it reverses the sign of q1, but keeps the sign of p1. In
other words, for r1 = −1 the restriction of R to the plane (q1, p1) is a symmetry with respect to q1 = 0 (or equivalently
q1 = pi).
Proposition 15 Under the hypothesis of this section, if the Hamiltonian (1) is R-reversible with r1 = −1 (and
r2 = ±1), then the following equality holds:
Ŝs(2pi − q1, r2q2) = −Su(q1, q2) + σ, (q1, q2) ∈ (pi − a, pi + a)× (−δ, δ) , (69)
(a) (b)
Figure 2: (a) Graph of the 2pi-periodic potential V0(q1) = cos q1 − sin q1 + cos 2q1 − 12 sin 2q1 − 2. (b) Projection onto the plane
(q1, p1) of the loops, given by the graph p1 = S
′
0(q1) and assuming β(q1) = 1 (see Proposition 6(b)); the loop γ has q1 increasing
from 0 to 2pi, and a second loop obtained from the periodicity has q1 decreasing from 4pi to 2pi.
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where σ is the constant in (66). Besides, its coefficients satisfy
S0(2pi − q1) = −S0(q1) + σ, q1 ∈ R,
S1(2pi − q1) = −r2S1(q1), q1 ∈ R,
T̂ s(2pi − q1) = −T u(q1), q1 ∈ (pi − a, pi + a) .
(70)
Proof. We use the reversibility relations given by Proposition 11, with r1 = −1. The first equality (69) follows
from (66) and the first relation in Proposition 11:
Ŝs(2pi − q1, r2q2) = Ss(−q1, r2q2) + σ = −Su(q1, q2) + σ.
Expanding this equality in q2, we get the remaining three equalities (70).
However, to ensure the validity for q1 /∈ (pi − a, pi + a) of the first two equalities (70), we should deal with the
whole loop. For a given point (q1, 0, p1, p2) ∈ γ, we have in (67) the equations p1 = S′0(q1) and p2 = S1(q1). Since R
takes this point into another point of γ, we also have p1 = S
′
0(2pi− q1) and −r2p2 = S1(2pi− q1). Then, the functions
S0 and S1 satisfy the identities S
′
0(2pi − q1) = S′0(q1) and S1(2pi − q1) = −r2S1(q1). The second one corresponds to
our statement, and integrating the first one we obtain S0(2pi − q1) = −S0(q1) + const, where for q1 = 0 we see that
the constant is σ, in agreement with (68).
As a direct consequence of this proposition, we see that in this case Q = T2 the transversality condition (8)
becomes very simple. Using the third equality (70) at q∗1 = pi, we get that the necessary and sufficient condition for
the transversality of the invariant manifolds Wu and W˜s along the loop γ, can be expressed as follows:
T u(pi) 6= 0.
3.2 Example: two identical connected pendula
As an example with the configuration manifold Q = T2, we consider the system of two identical pendula connected
by an interacting potential. This model was considered in [GS95], where the transversality of the invariant manifolds
along a loop was established by using the variational equations around it (for other properties of this model, see
for instance [Arn89, §23D]). Here, our aim is to apply the method developed in this paper to recover the result of
transversality in a somewhat more general model.
Initially, in symplectic coordinates (ξ, η) = (ξ1, ξ2, η1, η2) ∈ T2 × R2 we consider the Hamiltonian
H(ξ, η) = 12 (η
2
1 + η
2
2 ) + (cos ξ1 − 1) + (cos ξ2 − 1) + f(ξ1)(1− cos(ξ2 − ξ1)), (71)
where the interacting term is given by a 2pi-periodic even function f(ξ1), such that 0 ≤ f(0) < 1/2. Under this
inequality, the origin is a hyperbolic equilibrium point with (different) characteristic exponents ±1, ±b, where we
define b =
√
1− 2f(0), 0 < b ≤ 1. The case of a constant function f , considered in [GS95], corresponds to a linear
spring connecting the two pendula. We point out that the term 1 − cos(ξ2 − ξ1) allows us to keep the periodicity in
ξ1, but could be replaced for instance by (ξ2 − ξ1)2/2.
It is clear that, if we assume f ≡ 0 in (71), the system is separable and integrable: it consists of the product of
two identical pendula with coordinates (ξj , ηj), j = 1, 2. We have, for each pendulum, the (positive) separatrix
ξj = 4 arctan e
t, ηj = 2 sin
ξj
2
=
2
cosh t
. (72)
Combining the two separatrices, with a free initial condition for one of them, say the first one, we have the following
1-parameter family of loops indexed by s ∈ R (see Figure 3(a)),
γ¯s : ξ¯1(t, s) = 4 arctan e
s+t, ξ¯2(t) = 4 arctan e
t,
η¯1(t, s) =
2
cosh(s+ t)
, η¯2(t) =
2
cosh t
.
(73)
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If we consider f 6≡ 0 in (71), in general the family of loops is destroyed, but the concrete loop γ = γ¯0 remains
unchanged, as well as the dynamics along it. Our aim is to provide a sufficient condition on the function f , ensuring
that the invariant manifolds intersect transversely along this loop.
In order to apply the results of Section 2, we perform the symplectic change of coordinates(
ξ1
ξ2
)
= ϕ(q) =
(
q1
q1 + q2
)
,
(
η1
η2
)
= Dϕ(q)−>p =
(
p1 − p2
p2
)
, (74)
where it is clear that ξ = ϕ(q) is a well-defined change on T2. In the new coordinates (q, p), the expression of the
Hamiltonian H takes the form (1), with
B(q) =
(
1 −1
−1 2
)
, V (q) = (cos q1 − 1) + (cos(q1 + q2)− 1) + f(q1)(1− cos q2).
It is easy to see from Lemma 10 that H is R-reversible, with r1 = r2 = −1 (recall that f is an even function). Now,
the loop γ lies on the line q2 = 0:
q01(t) = 4 arctan e
t, q02(t) = 0, p
0
1(t) =
4
cosh t
, p02(t) =
2
cosh t
.
We know from (26) that the loop is also given by
q2 = 0, p1 = S
′
0(q1) = 4 sin
q1
2
, p2 = S1(q1) = 2 sin
q1
2
.
Notice that these are 4pi-periodic functions, in agreement with the considerations of Section 3.1.
Remark. As an alternative to (74), we might have chosen as ξ = ϕ(q) a rotation taking the line ξ1 = ξ2 into
q2 = 0. This change would lead to a diagonal matrix B(q) and, although it is not a one-to-one change on T2, some
arrangements can be done. However, we chose the change (74) since it is a particular case of the change considered
for the example of Section 4.2.
Now, we can write down the Riccati equation (36) allowing us to study the transversality. Developing V (q) in q2,
we get:
V0(q1) = 2(cos q1 − 1), V1(q1) = − sin q1, Y (q1) = cos q1 − f(q1).
Then, the Riccati equation for the unstable manifold Wu is
2 sin
q1
2
(T u)′ − 2 cos q1
2
T u + 2(T u)2 = −
(
sin2
q1
2
+ f(q1)
)
, T u(0) =
1 + b
2
, (75)
where the initial condition comes from Lemma 8. We give below a sufficient condition on f , ensuring that the solution
of (75) can be extended up to q1 = pi, and satisfies the transversality condition T
u(pi) 6= 0.
We provide another useful form for the Riccati equation (75) by carrying out the change of variable x = − cos(q1/2),
with a further modification in order to remove the linear term. Writing T u(q1) = (T¯
u(x)− x)/2 and f(q1) = f¯(x), we
get the equation
(1− x2)dT¯
u
dx
+ (T¯ u)2 = −2(1− x2) + (1− 2f¯(x)), T¯ u(−1) = b, (76)
and the transversality condition becomes T¯ u(0) 6= 0.
As in Section 2.6 the Riccati equation (75) can be transformed, through the change T¯ u(x) =
1− x2
y(x)
dy
dx
, into the
second-order linear differential equation
(1− x2) d
2y
dx2
− 2xdy
dx
+
(
2− 1− 2f¯(x)
1− x2
)
y = 0. (77)
We are going to establish the transversality of the invariant manifolds along the loop γ by checking the transversality
condition, for a wide class of functions f in (71). We start with the simplest case of a constant function, already
considered in [GS95].
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Lemma 16 If we consider 1− 2f¯(x) ≡ b2 constant, with 0 < b < 1, then the solution of (76) is
T¯ ub (x) = b−
1− x2
b− x , (78)
which can be extended up to the interval x ∈ [−1, b), and satisfies T¯ ub (0) = b− 1/b < 0.
Proof. In this case, the second-order equation (77) is a generalized Legendre equation, for which a fundamental system
of solutions is given by
y1(x) = (b+ x)
(
1− x
1 + x
)b/2
, y2(x) = (b− x)
(
1 + x
1− x
)b/2
= y1(−x).
We get, from the second one, the solution of (76) as given in (78). This solution obviously satisfies the transversality
condition, provided 0 < b < 1 (of course, the separable case b = 1 has to be excluded).
Proposition 17 If the function f¯ satisfies 0 < f¯(x) < 1/2 for all x ∈ [−1, 0], then the solution T¯ u(x) of (76) can be
extended up to the interval x ∈ [−1, 0], and satisfies T¯ u(0) < 0.
Proof. The argument is similar to the one given for the example of Section 2.6. With a given f¯(x), we write (76) in
the normalized form
dT¯ u
dx
= F (x, T¯ u), where the function F is defined for (x, T¯ u) ∈ (−1, 0]×R. Let c and d be positive
constants such that 0 < c2 ≤ 1−2f¯(x) ≤ d2 < 1 for any x. Replacing 1−2f¯(x) by c and d in (76), we define functions
Fc(x, T¯
u) and Fd(x, T¯
u), corresponding to respective differential equations of the type considered in Lemma 16. We
know that their associated solutions T¯ uc and T¯
u
d are both defined for x ∈ [−1, c) since c < d. Combining the initial
conditions T¯ uc (−1) = c, T¯ u(−1) = b, T¯ ud (−1) = d, that satisfy c < b < d, with the fact that the inequality Fc ≤ F ≤ Fd
is true for x > −1, we see that the solution T¯ u(x) is confined between T¯ uc (x) and T¯ ud (x), and hence it can also be
extended up to the whole interval [−1, c), and satisfies T¯ u(0) < T¯ ud (0) < 0.
Remark. If the function f in (71) is a trigonometric polynomial, then the change of variable between q1 and x leads
to a second-order linear differential equation (77), whose coefficients are rational functions of x; hence, as in Section 2.6
one can apply Kovacic’s algorithm to see whether (77) is integrable (in the Liouville sense) or not and, when it is,
obtain explicit solutions. In such a case, the transversality condition could be checked directly. Nevertheless, applying
Proposition 17 we can check the transversality in many cases, even when it is not possible to solve (77) explicitly.
As a concrete example, choosing f(ξ1) = (2 − cos ξ1)/8 in (71), we have f¯(x) = (3 − 2x2)/8, and applying Kovacic’s
algorithm (as implemented in Maple) for this case it turns out that the equation (77) cannot be solved explicitly but,
on the other hand, without solving it we see from Proposition 17 that, for this example, the transversality condition
is fulfilled.
4 The case of a perturbed Hamiltonian
4.1 Mel′nikov integrals
Now, we study the invariant manifolds in a Hamiltonian depending on a small perturbation parameter ε,
Hε(q, p) = H(q, p) + εH∗(q, p). (79)
As in Section 3, we assume that the configuration manifold is Q = T2. For the unperturbed case ε = 0, we assume
that the Hamiltonian H0 = H is in the situation described in Section 3.1. In particular, it has a hyperbolic point O
at the origin, with a loop γ contained in q2 = 0. For ε 6= 0, the loop γ will not survive in general. Our aim is to study
whether, for ε small enough, there exists a perturbed loop γε at distance O(ε) from γ, and the perturbed manifolds
Wuε and Wsε intersect transversely along γε, inside the energy level containing them.
Concerning the unperturbed invariant manifolds in a neighborhood of the loop γ, we can consider different situa-
tions, such as:
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(A) the unperturbed invariant manifolds Wu,s intersect transversely along the loop γ;
(B) the unperturbed invariant manifolds Wu,s coincide along the loop γ.
We stress that loops of both types (A) and (B) may coexist in the same Hamiltonian H (and each of them can be
moved to q2 = 0 by a specific symplectic change), as illustrated by the example of Section 4.2. In fact, a completely
integrable Hamiltonian with a hyperbolic equilibrium point O, and satisfying some appropriate conditions, always has
4 loops of type (A), as well as 4 cells filled with 1-parameter families of loops of type (B), see [LU94b]. We mention,
among the conditions, that the equilibrium O is required to be simple. As defined in [LU94a], denoting K the second
first integral, independent of H, an equilibrium O is simple if the linear span of the matrices DXH(O) and DXK(O)
contains a diagonalizable matrix with simple eigenvalues (for instance, this is satisfied in the example of Section 4.2).
Notice that a loop γ of type (A) is isolated in the sense that, if an orbit close to γ is a loop, it is not contained in
a small neighborhood of γ. In this case, a direct application of the implicit function theorem on a transverse section
q1 = const shows that, for ε small enough, there exists a perturbed loop γε at distance O(ε) from γ, and the perturbed
manifolds Wuε and Wsε intersect transversely along γε.
We assume in this section that γ is a loop of type (B) for the unperturbed Hamiltonian H. This case is more
involved, due to the fact that the loop γ belongs to a 1-parameter family of loops, filling a 2-dimensional homoclinic
manifold or separatrix W ⊂ Wu ∩ Ws. Thus, when studying the perturbed Hamiltonian Hε we have a problem of
splitting of separatrices, which must be re-scaled in order to apply the implicit function theorem, leading to a necessary
and sufficient condition which can be expressed in terms of Mel′nikov integrals. In other words, we have for (B) a
singular perturbation problem.
It is clear that for ε small enough we have a perturbed hyperbolic equilibrium point Oε inherited from O, whose
invariant manifolds Wu,sε can be expressed in terms of perturbed generating functions: p = ∇Suε (q) and p = ∇Ŝsε(q)
(see Section 2.2 for the notations). We point out that the identity (66) also applies here to the perturbed case:
Ŝsε(q1, q2) = S
s
ε(q1 − 2pi, q2) + σε.
Let us consider the expansion in ε of the generating functions,
Suε (q) = S
u(q) + εSu∗ (q) +O(ε2), Ŝsε(q) = Ŝs(q) + εŜs∗(q) +O(ε2). (80)
On the other hand, we know from the ideas introduced in Section 2.2 that the transversality of the perturbed manifolds,
inside the energy level containing them, can be studied from the expansion in q2, up to order 2, of the generating
functions (80). For the unstable manifold, we write
Suε (q) = S
u
0,ε(q1) + S
u
1,ε(q1) q2 +
1
2T
u
ε (q1) q
2
2 +O(q 32 ),
with
Suj,ε(q1) = Sj(q1) + εS
u
j,∗(q1) +O(ε2), j = 0, 1,
T uε (q1) = T
u(q1) + εT
u
∗ (q1) +O(ε2),
and analogously for Ŝsε(q). Notice that, for ε = 0, we have written Sj(q1) := S
u
j (q1) = Ŝ
s
j(q1), j = 0, 1, since these
terms coincide due to the existence of the unperturbed loop γ (recall the definitions (27)).
Following a standard terminology (see for instance [DG00]), we define the splitting potential as the difference
between the generating functions for the unstable and stable manifolds:
Lε(q) = ∆Sε(q) := Suε (q)− Ŝsε(q) (81)
(for any functions fu and f̂ s, we are using the notation ∆f = fu − f̂ s). We point out that the name ‘splitting
potential’ is normally used in the context of splitting of separatrices, i.e. our case (B), but the definition (81) is valid
in a somewhat more general situation. Expanding Lε in q2, we write
Lε(q) = ∆S0,ε(q1) + ∆S1,ε(q1) q2 + 12∆Tε(q1) q 22 +O(q 32 ).
If we consider the expansion Lε = L+ εL∗ +O(ε2), we have
L(q) = 12∆T (q1) q 22 +O(q 32 ),
L∗(q) = ∆S0,∗(q1) + ∆S1,∗(q1) q2 + 12∆T∗(q1) q 22 +O(q 32 ),
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where we used that ∆S0(q1) = ∆S1(q1) = 0, by the existence of the unperturbed loop γ.
Now, we can rewrite the two hypotheses on the loop, in terms of the unperturbed generating functions:
(A) ∆T (q1) 6= 0 for any q1 (this comes from the transversality condition (8));
(B) ∆S(q) = 0 for any q = (q1, q2).
Theorem 18 If γ is a loop of type (B) and the conditions
∂L∗
∂q2
(pi, 0) = ∆S1,∗(pi) = 0,
∂2L∗
∂q 22
(pi, 0) = ∆T∗(pi) 6= 0 (82)
are fulfilled, then for ε 6= 0 small enough there exists a perturbed loop γε biasymptotic to Oε, and the invariant manifolds
Wu,sε intersect transversely along γε.
Proof. As in Section 2.2, the energy level Nε containing both perturbed invariant manifolds is given by the equation
Hε −Hε(Oε) = 0. Since for ε = 0 we have ∂H∂p1 = q˙1 6= 0 on γ, we see from the implicit function that, near γ and for
ε small enough, we can parameterize Nε as p1 = gε(q1, q2, p2). In the coordinates (q1, q2, p2) of Nε, the intersections
between the invariant manifolds Wuε and Wsε are given by the equation
p2 =
∂Suε
∂q2
(q1, q2) =
∂Ŝsε
∂q2
(q1, q2), i.e.
∂Lε
∂q2
(q1, q2) = 0.
It is enough to consider the intersections in a transverse section, say q1 = pi, and solve the equation for q2. Expanding
in q2, we see that the intersections are given by the solutions of
∂Lε
∂q2
(pi, q2) = ∆S1,ε(pi) + ∆Tε(pi) q2 +O(q 22 ) = 0. (83)
Now, expanding in ε and recalling that ∆S1 = 0, the equation becomes(
∆T (pi) q2 +O(q 22 )
)
+ ε
(
∆S1,∗(pi) + ∆T∗(pi) q2 +O(q 22 )
)
+O(ε2) = 0. (84)
(As a remark, notice that in the case (A) one obtains a solution q2 = O(ε), and hence there is transversality along a
perturbed loop γε, for ε small enough.)
Now, since in the case (B) we have L(q) = ∆S(q) = 0 for any q, we see from (84) that ∂L
∂q2
(pi, q2) = ∆T (pi) q2 +
O(q 22 ) = 0, and hence the expansion (84) begins with terms of order 1 in ε. Then, dividing by ε the whole equation
we obtain:
∆S1,∗(pi) + ∆T∗(pi) q2 +O(q 22 ) +O(ε) = 0.
Since we assumed in (82) that ∆S1,∗(pi) = 0 and ∆T∗(pi) 6= 0, we see that there is a solution q2 = O(ε), and hence the
invariant manifolds intersect transversely along a perturbed loop γε, for ε 6= 0 small enough.
Remark. It is easy to see that the existence of the perturbed loop γε implies that ∆S1,∗(q1) = 0 for any q1. Indeed,
parameterizing γε by q1, we write q2 = fε(q1). It is satisfied that
∂Lε
∂q2
(q1, fε(q1)) = 0. Expanding this equation in ε
and using that for ε = 0 we have L = 0 and f(q1) = 0, we obtain: ∆S1,∗(q1) = ∂L∗
∂q2
(q1, 0) = 0.
Remark. We point out that, for a loop of type (B), it is not enough to impose a condition like (8), and we need
as an additional condition that the coefficients Su1,∗(pi) and Ŝ
s
1,∗(pi) coincide. Otherwise, the existence of a perturbed
loop γε close to γ could not be established in general.
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Now, our aim is to provide for the case (B) an explicit condition allowing us to check (82) in a concrete example.
For ε = 0, the separatrix W is a graph p = ∇S(q), with the generating function S(q) := Su(q) = Ŝs(q), and the inner
dynamics on W is given by the ordinary differential equation
q˙ = B(q)∇S(q). (85)
For a given q = (q1, q2), denoting qˇ(t, q) the solution of (85) that satisfies the initial condition qˇ(0, q) = q, we have a
loop
xˇ(t, q) = (qˇ(t, q), pˇ(t, q)), with pˇ(t, q) = ∇S(qˇ(t, q)). (86)
Of course, it will be enough to consider the initial condition in a direction transverse to q2 = 0:
q = κ(s) = (κ1(s), κ2(s)), s ∈ (−a, a) , with κ(0) = (pi, 0) and κ′2(0) 6= 0. (87)
In this way, we have a 1-parameter family of loops indexed by s, that we denote γ¯s, given by q¯(t, s) := qˇ(t, κ(s)). The
particular loop contained in q2 = 0 is γ¯0 = γ, and we write q
0(t) = (q01(t), 0) = q¯(t, 0). Notice that (q1, q2) = q¯(t, s),
(t, s) ∈ R× (−a, a), is a change of parameters for the separatrix W, in a neighborhood of γ.
As a possible approach, we could see the functions T uε (q1) and T̂
s
ε (q1) as solutions of Riccati equations as in (36),
with initial conditions at q1 = 0 and q1 = 2pi respectively. Developing such equations in ε and taking the terms
of order 1, the functions T u∗ (q1) and T̂
s
∗(q1) become solutions of linear differential equations, and hence they can be
expressed in terms of integrals. Comparing such integrals, one would obtain a condition for the transversality which
could be checked.
Nevertheless, similar integrals of Mel′nikov type can be obtained, in a more direct way, by developing in ε the
Hamilton–Jacobi equation satisfied by the perturbed generating functions (80) and comparing the unstable and stable
ones. We are going to show that a first order approximation for ε small of the splitting potential Lε defined in (81) is
given by the Mel ′nikov potential, defined as the integral
L(q) = −
∫ ∞
−∞
[H∗(xˇ(t, q))−H∗(O)] dt, (88)
absolutely convergent due to the fact that xˇ(t, q) tends to O, with exponential bounds, as t → ±∞. Essentially, the
Mel′nikov potential is defined as the integral of the perturbation H∗ on the unperturbed loops.
Among the works where the Poincare´–Mel′nikov method was used, it is applied in [LU84] to determine the existence
of transverse homoclinic orbits or loops, in the case of an equilibrium point of saddle–focus type. Another related work
is [Rob88], where Mel′nikov integrals are provided for several situations. We point out that their approach consists
of comparing, along the unperturbed loops contained in a separatrix, the values of first integrals of the unperturbed
Hamiltonian. Instead, in our approach we compare the generating functions of the invariant manifolds, obtaining a
Mel′nikov potential, whose derivative gives an approximation to the distance between the invariant manifolds. The
idea of comparing the generating functions was also applied in [Tre94], though a potential was not defined there. For
the case of invariant manifolds of tori associated to a simple resonance, i.e. with a 1-d.o.f. hyperbolic part, a Mel′nikov
potential was defined in [DG00], without using generating functions. Later, the approach giving a potential from the
generating functions was developed in [LMS03] (see also [Sau01]). Here, we are considering a 2-d.o.f. hyperbolic part,
but equilibrium points instead of tori. Another related work is [DR97], where the case of a hyperbolic fixed point of
a symplectic map is considered.
Theorem 19 The splitting potential is given at first order in ε by the Mel ′nikov potential: for some constant c,
Lε(q) = ε(L(q) + c) +O(ε2).
Proof. Expanding in ε the generating functions in (81), it is enough to show that the difference of their first order
terms is given by the Mel′nikov potential:
Su∗ (q)− Ŝs∗(q) = L(q) + c. (89)
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As in the proof of Theorem 7, we use that the perturbed generating functions satisfy the Hamilton–Jacobi equation,
but now we expand it in ε. We start with the generating function associated to the unstable manifold: for any q, we
have
Hε(q,∇Suε (q)) = H(q) + εHu∗(q) +O(ε2) = εH∗(O) +O(ε2)
(to obtain the constant at the right hand side, we expand Hε(Oε) in ε and we use that H(O) = 0 and ∇H(O) = 0).
The terms of orders 0 and 1 are
H(q) = H(q,∇S(q)),
Hu∗(q) =
〈
∂H
∂p
(q,∇S(q)),∇Su∗ (q)
〉
+H∗(q,∇S(q)).
Since for any q we haveHu∗(q) = H∗(O), we deduce from (1) that∇Su∗ (q) satisfies the following linear partial differential
equation:
〈B(q)∇S(q),∇Su∗ (q)〉 = −[H∗(q,∇S(q))−H∗(O)]. (90)
In the solution of this equation, the characteristic curves play an essential roˆle. Since they are given by the ordinary
differential equation (85), the characteristic curves are projections of the unperturbed loops (86) onto the configuration
space: q = qˇ(t, q).
What follows is a standard argument for the Poincare´–Mel′nikov method. Using that Su∗ (qˇ(t, q)) tends to S
u
∗ (0, 0)
as t→ −∞ for any q, we see that
Su∗ (q)− Su∗ (0, 0) =
∫ 0
−∞
d
dt
[Su∗ (qˇ(t, q))] dt =
∫ 0
−∞
〈∇Su∗ (qˇ(t, q)), ˙ˇq(t, q)〉 dt
= −
∫ 0
−∞
[H∗(xˇ(t, q))−H∗(O)] dt,
where we have used (85) together with (90). Proceeding analogously with the generating function associated to the
stable manifold, we have
Ŝs∗(2pi, 0)− Ŝs∗(q) = −
∫ ∞
0
[H∗(xˇ(t, q))−H∗(O)] dt,
and adding the two expressions we get the identity (89), with c = Su∗ (0, 0)− Ŝs∗(2pi, 0).
We see from this result that, in terms of the Mel′nikov potential, the transversality condition (82) becomes
∂L
∂q2
(pi, 0) = ∆S1,∗(pi) = 0,
∂2L
∂q 22
(pi, 0) = ∆T∗(pi) 6= 0. (91)
Now, we show in the following easy lemma that the Mel′nikov potential L is constant along each loop or, in other
words, it is a first integral of the inner dynamics on the separatrix, given by (85).
Lemma 20 The value of L(qˇ(τ, q)) does not depend on τ .
Proof. It is enough to carry out the change of variable t 7→ t− τ in the integral (88), together with using the identity
xˇ(t, qˇ(τ, q)) = xˇ(t+ τ, q).
As a consequence, the splitting potential can be studied in terms of the parameter s introduced in (87). With this
in mind, and denoting x¯(t, s) := xˇ(t, κ(s)), we define the reduced Mel ′nikov potential as
L˜(s) := L(κ(s)) = −
∫ ∞
−∞
[H∗(x¯(t, s))−H∗(O)] dt, s ∈ (−a, a) . (92)
We show in the next result that the transversality condition can also be written in terms of L˜(s) (for an illustration,
see the example of Section 4.2).
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Proposition 21 If the reduced Mel ′nikov potential L˜(s) has a nondegenerate critical point at s = 0, then for ε 6= 0
small enough there exists a perturbed loop γε biasymptotic to Oε, and the invariant manifoldsWu,sε intersect transversely
along γε.
Proof. We first show that
L˜′(0) = 0 ⇐⇒ ∂L
∂q2
(pi, 0) = 0
and, when this is satisfied, we also show that
L˜′′(0) 6= 0 ⇐⇒ ∂
2L
∂q 22
(pi, 0) 6= 0.
Then, the transversality condition (91) is fulfilled when the reduced potential L˜(s) has a nondegenerate critical point
at s = 0.
To show the two equivalences, we use the identity
L(q¯(t, s)) = L˜(s), (93)
which comes from Lemma 20 and the fact that q¯(0, s) = κ(s). The first derivative with respect to s of the identity (93)
provides
∂L
∂q1
(q¯(t, s))
∂q¯1
∂s
(t, s) +
∂L
∂q2
(q¯(t, s))
∂q¯2
∂s
(t, s) = L˜′(s),
Considering s = 0 and using that L is constant along q2 = 0, we get the equality
∂L
∂q2
(q¯(t, 0))
∂q¯2
∂s
(t, 0) = L˜′(0). Since
by (87) we have
∂q¯2
∂s
(0, 0) = κ′2(0) 6= 0, we obtain the first equivalence. Now, assuming that L˜′(0) = 0 we deduce that
∂L
∂q2
(q¯(t, 0)) = 0 at least in a neighborhood of t = 0. Thus, we have
∂2L
∂q 21
(pi, 0) =
∂2L
∂q1 ∂q2
(pi, 0) = 0, and hence the
second derivative with respect to s of (93), at s = t = 0, provides
∂2L
∂q 22
(pi, 0)κ′2(0)
2 = L˜′′(0),
which implies the second equivalence.
Remark. If one defines the splitting function as Mε(q) = ∂Lε
∂q2
(q), this provides a measure of the distance between
the invariant manifolds in the p2-direction. At first order, this function can be approximated in terms of the Mel
′nikov
function M(q) =
∂L
∂q2
(q), or the reduced one M˜(s) = L˜′(s), which has to have a simple zero at s = 0, as the condition
for the transversality of the invariant manifolds.
To end this section, we revisit the above results assuming for the perturbed Hamiltonian a suitable type of re-
versibility (see Section 2.5).
Proposition 22 If the Hamiltonian Hε is R-reversible with r1 = r2 = −1, then Lε(pi, q2) and L(pi, q2) are even
functions in q2.
Proof. We see from the considerations of Section 3.1, in particular Proposition 15, that the generating functions of
the invariant manifolds Wu,sε are related by Ŝsε(2pi − q1,−q2) = −Suε (q1, q2) + σε. Then, we obtain
Lε(pi, q2) = Suε (pi, q2) + Suε (pi,−q2) + σε,
an even function. This applies also to the Mel′nikov potential L(pi, q2), though one could also check that this is an
even function directly from its definition (88).
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Clearly, the fact that Lε(pi, q2) is even in q2 implies that the equation (83) always has q2 = 0 as a solution, implying
the existence of a perturbed loop γε (whose q2-coordinate coincides with γ at q1 = pi but, in general, we will have
γε 6= γ). Nevertheless, an additional condition has to be imposed in order to ensure the transversality of the invariant
manifolds along the loop γε.
Additionally, if we choose q = κ(s) in (87) in such a way that the family of unperturbed loops satisfies γ¯−s = Rγ¯s,
then the reduced Mel′nikov potential L˜(s) is an even function in s. Then, it always has a critical point at s = 0, and
we only have to check its nondegeneracy, L˜′′(0) 6= 0, in order to ensure transversality.
4.2 Example: two different weakly connected pendula
In symplectic coordinates (ξ, η) ∈ T2 × R2 we consider the Hamiltonian
Hε(ξ, η) =
1
2 (η
2
1 + η
2
2 ) + (cos ξ1 − 1) + λ2(cos ξ2 − 1) + ε(1− cos(ξ2 − ξ1)),
where ε is a small parameter, and λ ≥ 1 is a fixed value (recall that the case λ = 1 has already been considered in
Section 3.2).
For ε = 0 the system is separable, and consists of two pendula with characteristic exponents±1 and±λ, generalizing
the separable case of Section 3.2. On the region η1, η2 ≥ 0 (the other three ones are symmetric), it has a 1-parameter
family of loops γ¯s, s ∈ R, plus two special loops γ̂1 and γ̂2 with a different topological behavior. The two special loops
are given by the separatrix of first/second pendulum, with the equilibrium point of the second/first pendulum:
γ̂1 : ξ1(t) = 4 arctan e
t, η1(t) =
2
cosh t
, ξ2(t) = η2(t) = 0,
γ̂2 : ξ1(t) = η1(t) = 0, ξ2(t) = 4 arctan e
λt, η2(t) =
2λ
coshλt
;
and the 1-parameter family is given by the separatrices of the two pendula, with a free initial condition in one of them
(see Figure 3(b)):
γ¯s : ξ¯1 = ξ¯1(t, s) = 4 arctan e
t−s, ξ¯2 = ξ¯2(t) = 4 arctan eλt,
η¯1 = η¯1(t, s) =
2
cosh(t− s) , η¯2 = η¯2(t) =
2λ
coshλt
.
It is not hard to see that the loops γ̂1 and γ̂2 are of type (A). Indeed, the unperturbed unstable/stable invariant
manifolds of the loop γ̂1 are given by the separatrix of the first pendulum, times the local unstable/stable curves of
the equilibrium point of the second pendulum: recalling (72), their equations are η1 = 2 sin(ξ1/2), η2 = ±2λ sin(ξ2/2)
(with the signs +/− for the unstable/stable manifold respectively), and it is clear that they intersect transversely. It
(a) (b)
Figure 3: The 1-parameter family of loops in the separable case, (a) for λ = 1; (b) for λ = 2.5.
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is clear that the equilibrium point Oε = O has a perturbed loop γ̂1,ε whose invariant manifolds intersect transversely
along it for ε small enough (from the Hamiltonian equations, one sees that for ε 6= 0 there is no orbit contained in
ξ2 = 0, and hence γ̂1,ε 6= γ̂1). The same considerations are valid for the loop γ̂2, since it is analogous and the fact that
λ ≥ 1 is not used.
Out interest in this section is to study the loop γ = γ¯0, corrsponding to s = 0 in the 1-parameter family. The
existence of this family implies that this is a loop of type (B), whose separatrix W is the manifold defined by the
equations η1 = 2 sin(ξ1/2), η2 = 2λ sin(ξ2/2), 0 < ξ1, ξ2 < 2pi. The manifold W contains the whole family of loops γ¯s,
s ∈ R.
In order to introduce new coordinates (q, p) such that the loop γ is contained in q2 = 0, we take into account that
the ξ-projection of the loop γ is the graph
ξ2 = h(ξ1) := 4 arctan
(
tanλ
ξ1
4
)
.
This function h : T → T is of class Cr, where r is the integer part of λ, and h is analytic if λ is integer. Notice that
we can consider h as an odd function, since the equality h(2pi − ξ1) = 2pi − h(ξ1) is fulfilled.
Thus, we consider the change of coordinates(
ξ1
ξ2
)
= ϕ(q) =
(
q1
h(q1) + q2
)
,(
η1
η2
)
= Dϕ(q)−>p =
(
1 −h′(q1)
0 1
)(
p1
p2
)
.
This change is analogous to the one carried out Section 2.7, but here it is defined explicitly, and can be done globally
(notice that x = ϕ(q) is a well-defined change on T2). In the new coordinates (q, p) the Hamiltonian takes the form (79)
where, for the unperturbed part H, we have
B(q) =
(
1 −h′(q1)
−h′(q1) 1 + h′(q1)2
)
, (94)
V (q) = (cos q1 − 1) + λ2(cos(h(q1) + q2)− 1), (95)
and the perturbation εH∗ is given by
H∗(q) = 1− cos(h(q1)− q1 + q2). (96)
We point out that, to have a Hamiltonian of class C2 in the coordinates (q, p), we have to assume that λ ≥ 3 or λ is
integer (λ = 1 or λ = 2). Let us write down, for ε = 0, the q-coordinates of the unperturbed loops,
γ¯s : q¯1 = ξ¯1 = 4 arctan e
t−s, q¯2 = ξ¯2 − h(ξ¯1) = 4 arctan eλt − 4 arctan eλ(t−s), (97)
and it is clear that the loop γ = γ¯0 is now contained in q2 = 0. As in (87), the initial conditions in (97) are given by
κ(s) = (4 arctan e−s, pi − 4 arctan e−λs), a direction transverse to q2 = 0 for s = 0.
As we easily check, the perturbed Hamiltonian Hε in (94–96) is R-reversible with r1 = r2 = −1 (using that the
functions h and h′ are odd and even respectively). Then, we see from Proposition 22 that there exists a perturbed
loop γε close to γ.
To study the transversality of the perturbed invariant manifolds along γε, we use the reduced Mel
′nikov potential:
L˜(s) = −
∫ ∞
−∞
H∗(q¯) dt = −
∫ ∞
−∞
[1− cos(h(q¯1)− q¯1 + q¯2)] dt
= −
∫ ∞
−∞
[
1− cos(ξ¯2 − ξ¯1)
]
dt, (98)
where the expressions for ξ¯1 = ξ¯1(t, s) and ξ¯2 = ξ¯2(t) have been introduced in (73).
The following result implies, according to Proposition 21, that the invariant manifolds intersect transversely along
the perturbed loop γε for ε 6= 0 small enough, at least for 3 ≤ λ ≤ λ0 ' 3.68078, and for λ = 1 and λ = 2.
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Proposition 23 Assuming that 1 ≤ λ ≤ λ0 ' 3.68078, the reduced Mel ′nikov potential (98) has a nondegenerate
critical point at s = 0.
Proof. Differentiating (98) with respect to s, we obtain:
L˜′(s) =
∫ ∞
−∞
sin(ξ¯2 − ξ¯1) ∂ξ¯1
∂s
dt,
L˜′′(s) = −
∫ ∞
−∞
[
cos(ξ¯2 − ξ¯1)
(
∂ξ¯1
∂s
)2
− sin(ξ¯2 − ξ¯1) ∂
2ξ¯1
∂s 2
]
dt,
(99)
where we have
∂ξ¯1
∂s
= −2 sin(ξ¯1/2) and ∂
2ξ¯1
∂s 2
= sin ξ¯1.
Due to the R-reversibility and the fact that the family of unperturbed loops satisfies γ¯−s = Rγ¯s, it turns out
that L˜(s) is an even function, and hence L˜′(0) = 0 (this is a consequence of Proposition 22, or may also be checked
directly).
Now, let us see that L′′(0) < 0, at least for a large interval of values of the parameter λ. We are going to show
that for s = 0 the function inside the integral in (99),
f(t) = 4 cos(ξ¯2 − ξ¯1) sin2 ξ¯1
2
− sin(ξ¯2 − ξ¯1) sin ξ¯1,
is positive for any t ∈ R. Notice that for s = 0 we have ξ¯1 = 4 arctan et and ξ¯2 = h(ξ¯1) = 4 arctan eλt.
For any t > 0, the difference ξ¯2 − ξ¯1 is positive, and reaches its maximum value Ξλ when t is such that coshλt =
λ cosh t. Using that ξ¯2 = h(ξ¯1) is increasing in λ for t > 0, then we see that Ξλ is also increasing from 0 to pi as λ goes
from 1 to ∞. Therefore, there exists a value λ0 such that Ξλ0 = pi/2, and numerically we see that λ0 ' 3.68078.
If 1 ≤ λ ≤ λ0, then for t > 0 we have pi < ξ¯1 < 2pi and 0 ≤ ξ¯2 − ξ¯1 ≤ pi/2, and this implies that f(t) ≥ 0 for any
t > 0. Similar inequalities show that f(t) ≥ 0 for t < 0, and we also have f(0) = 4.
Remark. Of course, it is not necessary to have a function f(t) positive for all t, in order to obtain a positive integral.
Numerically, one can see that the result of Proposition 23 is valid for other values of λ, much larger than λ0.
Finally we point out, for integer values of λ, the Mel′nikov potential (98) could be computed explicitly by writing
it as the integral of a rational function. Applying standard trigonometric and hyperbolic formulas, and replacing
t→ s2 + t, the integral becomes
L˜(s) = −2
∫ ∞
−∞
[
sinh
(
s
2 − t
)
+ sinhλ
(
s
2 + t
)
cosh
(
s
2 − t
) · coshλ ( s2 + t)
]2
dt.
~
Figure 4: The reduced Mel ′nikov potential L˜(s) for λ = 1.
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This can be transformed into the integral of a rational function, if λ is integer, through the change x = tanh t. This
change is analogous to the one carried out in Section 3.2, transforming the Riccati equation (75) into an equation with
rational coefficients (in fact, the change x = tanh t is the composition of q1 = 4 arctan e
t and x = − cos(q1/2)).
For instance, in the simplest case λ = 1 we obtain
L˜(s) = −8 sinh2 s2 ·
∫ 1
−1
dx(
cosh2 s2 − x2 sinh2 s2
)2
= −4 tanh s2 ·
(
s
cosh2 s2
+ 2 tanh s2
)
.
A numerical inspection of this function (see Figure 4) shows that it has 2 additional critical points, associated for
ε 6= 0 small enough to other perturbed loops.
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