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In the past two decades, nanometer scale devices have become increasingly impor-
tant in various scientiﬁc and technological applications such as sensors, actuators
and storage devices. This thesis presents a theoretical exploration of some of the
vibrational properties of such devices, with an emphasis on quality factor, the
fraction of energy lost per period of oscillation in a vibrating system.
The thesis introduces a new method for obtaining the ground state structure of
defects by looking at their mechanical response. This method involves calculation
of the activation volume tensor of the defect using reliable ab initio techniques.
As an application, results are presented for the activation volume tensor Λ of a
divacancy in silicon, a defect commonly introduced in the fabrication stages of
silicon actuators. Comparison of the activation volume tensor to experimental
values leads to an unambigious identiﬁcation of the ground state of this defect,
which has proved elusive in the literature to date. Finally, the calculation of the
mechanical energy loss caused by divacancies in a silicon oscillator is given.
The thesis then turns to the calculation of the electronic mean-free path in car-
bon nanotubes under high-bias. Electron-phonon interactions have been found to
have a considerable eﬀect in the determination of the electron mean-free path. We
determine the mean-free path of the nanotubes in the presence of various phononmodes that cause scattering of electrons. The thesis concludes with a considera-
tion of the vibrations of suspended nanotubes, exploring ﬁrst the dependence of
the vibration frequencies on such factors as downward force and built-in slack in
the nanotube and then turning to a fundamental loss mechanism intrinsic to any
system, namely loss due to phonon-phonon interactions.BIOGRAPHICAL SKETCH
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Introduction
1.1 Theoretical exploration of small scale systems
In the last two decades micro- and nano-scale devices have gained increasingly
more importance in interdisciplinary research. Their small size and often extraor-
dinary mechanical, electrical and vibrational properties have opened up endless
possibilities of using these devices in many applications. To give a few examples
of these applications, we mention here chemical and biological sensors [1], ﬂat
screen displays [2], attogram mass detectors [3], parametric ampliﬁers [4], actua-
tors [5, 6], diodes [7], hydrogen storage devices [8] and band gap engineering [9]. A
very extensive review and many more illustrative examples of application is given
in [10].
Small scale devices exhibit properties that are signiﬁcantly diﬀerent from bulk
materials. As the system size decreases these properties increasingly deviate from
what can be extrapolated by scaling down a macroscopic material. It is therefore
of great importance to supplement this immense body of experimental work with
theoretical studies in predicting and explaining the new physics that emerges at
these small scales. A large number of theoretical studies have already been made
to this end [11, 12, 13, 14, 15]. In addition to explaining the phenomena behind the
observations, theoretical work in the ﬁeld of small scale systems plays a key role
in helping select appropriate systems to study and design successful experiments.
Some of the most important nano- and micro-scale devices, such as mass de-
tectors and actuators, rely on the excitation of vibrations capacitively or by means
of passing an electrical current through the system. Such devices are referred to
12
as nano- and micro-electromechanical systems (NEMS and MEMS respectively).
NEMS and MEMS make up a large subset of small-scale devices and are used in
many scientiﬁc and technological applications, in particular as sensors.
Due to their small mass, NEMS and MEMS, in principle, have the ability to
detect very small changes in frequency when a relevant variable, such as the applied
force, is changed. This sensitivity to small changes however can only be utilized
if the resonance frequencies are well-deﬁned. The frequency response of an ideal
oscillator in the absence of any kind of friction is a collection of inﬁnitely sharp
peaks located at its resonant frequencies. When a loss mechanism is introduced,
causing dissipation of energy, the resonance peak broadens making it harder to
detect small changes in frequency. A commonly used measure of dissipation is the
quality factor. The quality factor is deﬁned as the fraction of energy lost per cycle
per radian in a vibrating system and is usually described by the following general
expression
Q
−1 =
1
2π
∆E
E
(1.1)
where ∆E is the energy lost per cycle and E is the total energy in the oscillator.
It follows that the precision of a device relies heavily on a high quality factor, and
it is therefore important to understand the causes of mechanical loss in a system
in order to maximize the quality factor.
In NEMS and MEMS, it proves more diﬃcult to identify the dominant mecha-
nisms that cause mechanical loss than in bulk systems. The fabrication mechanisms
involved are complicated and may introduce uncontrolled sources of loss into the
devices. The mechanisms that introduce mechanical loss can be divided into two
classes: intrinsic and extrinsic.
Intrinsic losses exist in any given system and result from fundamental processes3
in the system such as electron-phonon interactions, phonon-phonon scattering and
thermoelasticity. The losses due to these eﬀects cannot be eliminated and therefore
it is very important to understand the eﬀect of such processes to establish the
theoretical limitations on the performance of a device.
Extrinsic losses on the other hand are mechanisms introduced by external fac-
tors. Examples to extrinsic losses are interactions with ambient gas, clamping,
defects, surfaces and impurities introduced by chemical treatment during fabrica-
tion. Such mechanisms can, at least in principle, be eliminated to a certain extent
by techniques such as improving the vacuum, making better contacts, annealing
and chemical treatment. Which of these techniques to use of course depends on the
mechanism in question. It is therefore very important to identify which mechanism
is dominant in the device.
This thesis includes the study of an intrinsic and an extrinsic mechanism in
NEMS and MEMS devices. In Chapter 2, we study the energy loss due to reorien-
tation between diﬀerent conﬁgurations of divacancies in silicon. In Chapter 4, we
perform calculations to determine the contribution to the quality factor caused by
phonon-phonon interactions in suspended nanotube devices. We emphasize that
for NEMS and MEMS devices, there are several loss mechanisms, each of which
are equally important to identify and study. Exploring the relative magnitude of a
given loss mechanism for a particular system requires both experimental data and
theoretical understanding. This subject therefore stimulates close collaboration
between the two ﬁelds.4
1.2 Computational tools and theoretical techniques
Nanoscience is both interesting and challenging because it involves simultaneously
quantum mechanical behavior and practical issues. Theoretical work in this ﬁeld
must deal appropriately with many-body quantum mechanics and be able to make
speciﬁc quantitative predictions. This thesis thus combines a number of theoretical
methods ranging from continuum theory (Chapter 5) through standard quantum
mechanics (Chapter 3) to quantum many-body perturbation theory (Chapter 4)
with a number of computational techniques for quantitative prediction of materials
properties. The computational techniques that we use range from atomistic poten-
tials (Chapter 4) through tight-binding methods (Chapter 3 to density functional
theory (Chapter 2). Combining these two groups of methods, which are often
practiced in isolation, required some of the greatest care in this work. Because
the theoretical methods used are so tightly coupled to the problems addressed, we
defer the description of these methods to the relevant chapters. We shall, however,
review here the computational techniques, which are more independent of the type
of problem at hand.
Each section of this thesis employs a diﬀerent computational technique for cal-
culating the quantities needed in the various theories which we use. In computa-
tional science, an increase in the accuracy of methods is usually accompanied by a
decrease in speed and in simplicity. However, this does not mean that methods with
lower accuracy can not be used in predictive calculations. With a careful choice
of the problem to which these methods are applied, they can prove very useful,
especially for large system sizes due to their speed. For example in [15], a Lennard-
Jones potential is used to model the weak van der Waals interaction between a
nanotube cantilever and the gate over which it is suspended. The Lennard-Jones5
potential [16] is perhaps the simplest model for interatomic interaction with only
two parameters and therefore requires minimal computational eﬀort. In spite of
this simplicity, in certain cases such as in [15], it can prove very useful in predicting
key properties of large systems. It can not, however, be expected to give accurate
results for calculation of more detailed quantities such as phonon-phonon coupling
constants.
The Lennard-Jones potential is a very elementary example of one of the tools
that we use in this thesis, namely empirical interatomic potentials. In this thesis
we make extensive use of these potentials for certain properties of the systems
we study. For more accurate calculations, we resort to more sophisticated but
computationally more demanding techniques. These well-known techniques are
tight-binding approximation and density functional theory. Below, we present a
brief description of each of these methods in order of increasing accuracy and
detail.
1.2.1 Interatomic potentials
An interatomic potential is a description of the energy of a system of atoms in
terms of only the ionic positions. The electrons in the system are not treated
explicitly but rather are taken into account through the two-, three- or many-body
interaction terms in the potential. Although many diﬀerent methods are employed
in developing interatomic potentials, in general terms such potentials have the form
E = V (~ r1,~ r2,...,~ rN ; α1,α2,...,αM). (1.2)
where ~ ri are the positions of the N atoms and αi are the M adjustable parameters
included so as to give an accurate description of some chosen properties.6
A common method for developing such interatomic potential models is to trun-
cate the real, many-body interaction of the system by including only two- and
three-body terms,
E =
1
2
X
i,j
V2(rij) +
X
ijk
V3(rij,rjk,rjk), (1.3)
such potentials are termed cluster potentials in [17]. These potentials mimic well
the dependence of the energy on the interatomic separation as well as the bond con-
ﬁguration. Lennard-Jones [16] and Stillinger-Weber [18] potentials are examples
of cluster potentials.
A more sophisticated class of interatomic potentials consist of the cluster func-
tionals [17], which take into account the local environment of each atom in addition
to the two- and three-body terms. The interatomic potentials, EDIP [19] for sil-
icon and Tersoﬀ-Brenner [20] for carbon, that we use in the chapters below both
belong to this category. Although these functions achieve better transferability in
that they describe well a wider range of structures, they are usually more compli-
cated in terms of functional form, number of ﬁtting parameters and computational
expense. The functional form is usually [17]
E =
1
2
X
ij
fc(rij)[A1φ1(rij) − A2φ2(rij)p(ζij)] (1.4)
where p is a measure of bond-order, which is an indicator of the degree of bonding
for a pair of atoms, ζij is an eﬀective coordination number, and A1 and A2 are
adjustable parameters.
There are other methods of determining functional forms such as embedded-
atom method for metals [21] and the force-matching method [22] but the two
methods discussed above are the ones we employ in this thesis.7
In the second stage of the development of an interatomic potential, the pa-
rameters are ﬁtted to a set system properties. Some of the properties commonly
used are bulk modulus, lattice constants, elastic constants and crystal structure in
diﬀerent phases of the material. The ﬁts can either be made to experimental data
as in the case of the Stillinger-Weber potential or, as in EDIP, to numerical results
with higher levels of detail obtained through such methods as density- functional
theory.
As mentioned earlier in this section, care must be taken in using interatomic
potentials. Since these potentials are usually ﬁt to elastic properties and equilib-
rium crystal structures, they give fairly reliable results for these quantities. We
emphasize that it is only for such quantities that we rely on such simple potentials
in this thesis. In all of the four chapters in this thesis, interatomic potentials have
been employed in either directly calculating elastic properties, vibration spectra
and conﬁgurations or checking convergence of the result of a more accurate cal-
culation in a smaller system. Table 1.1 maps out the instances where we employ
these potentials, specifying the particular potential used.
1.2.2 The tight-binding method
In Chapter 3, we study the interaction between electrons and phonons. With
the involvement of electronic eﬀects, we can no longer use interatomic potentials,
because they only treat the eﬀects of electrons indirectly. Instead, we use the tight-
binding approximation, which describes the band structure of semiconductors with
reasonable accuracy.
The tight-binding method was ﬁrst introduced by Slater and Koster in their
original paper in 1954 [23]. It is an approximation that deals with the class of8
Table 1.1: Atomistic empirical potentials used throughout this work: EDIP [19]
and Tersoﬀ-Brenner [20].
Usage Chapter Potential
Structural relaxation of a defect 2 EDIP
Convergence of defect activation tensor 2 EDIP
Elastic moduli needed in continuum theory 5 Brenner
Structural relaxation of nanotubes with curvature 4 Brenner
Phonon dispersion relation in nanotubes 4 Brenner
Phonon dispersion relation in graphene supercell 3 Brenner
solids where the atoms are separated by a distance large enough that the elec-
tronic wavefunctions can be described as being built from atomic orbitals, but
not so far away that one can completely ignore the overlap between wavefunctions
localized on neighboring atoms. This approximation works best when describ-
ing the partially-ﬁlled d-bands of transition metals and the electronic structure of
semiconductors [24].
In this framework, the Bloch wavefunction of each electron is given by
Ψα(~ r) = N
−1/2
cell
X
~ Ri
exp(i~ k · ~ Ri)φiα(~ r − ~ Ri), (1.5)
where i refers to the atomic site and α to the atomic orbital, Ncell is the number
of unit cells in the system and φiβ(~ r − ~ Ri) is the atomic orbital β localized on
an atom at location ~ Ri, and ~ Ri runs over the atoms in the unit cell. With this9
wavefunction, the matrix elements of the electronic Hamiltonian are
Hαβ,~ k(~ r) =εβδαβ+
X
~ Ri,~ Rj∈NN
exp{i~ k · (~ Ri − ~ Rj)}
Z
φ
∗
jα(~ r − ~ Rj)H(~ r)φiβ(~ r − ~ Ri)d~ r, (1.6)
where εβ is the on-site energy, which describes the energy of an atomic orbital on
a given atom, and ~ Ri and ~ Rj generally vary over the nearest and second nearest
neighbors.
According to the review given in [25], the idea common to all tight-binding
schemes is to replace the integral in (1.6) by a suitable parameter, which depends
only on the relative atomic positions, ~ Ri − ~ Rj, and the symmetry of the atomic
orbitals. In order to facilitate this replacement, we make the well-known two-center
integral approximation, which replaces H in Equation 1.6, which consists of the
sum of contributions from all the atoms in the system by the contributions of just
the atoms i and j in which the orbitals in question are centered.
The next step in parameterization is expanding the atomic orbitals φiα(~ r− ~ Ri)
in terms of orbitals with well deﬁned angular momenta. Interpreted geometrically
for the graphene system that we study in Chapter 3, this breakdown of the atomic
orbital corresponds to a projection of px and py orbitals along and perpendicular
to the bonds as demonstrated in Figure 1.2.2. In its parameterized form, then
the value of the integrals can be written as a constant depending on the atomic
separation and an angular part. The Hamiltonian can be written in terms of these
constant parameters as
Hiαjβ,~ k = εβδαβ+N
−1 X
~ Ri ~ Rj∈NN
exp{i~ k · (~ Ri − ~ Rj)}hαβJ(|~ Ri− ~ Rj|)GαβJ(θij), (1.7)
where H is now given in a fully discrete form in contrast to Equation 1.6, hαβJ is the
parameter for this integral corresponding to the projection of the atomic orbitals10
with angular momentum J and GαβJ(θij) is the angular dependence, which can be
obtained from [23]. The parameters of the tight-binding model of Goodwin [26],
which we use in this thesis is tabulated in Table 1.2.2.
Notice that hαβJ depends on the separation |~ Ri − ~ Rj|. Tight-binding models
diﬀer not only in their parameterization of the integral but also in the particular
form for this separation dependence. In Goodwin’s model, this dependence is taken
to be
hαβJ(r) = hαβJ(r0)(
r0
r
)
2.796 exp
"
−2.796
µ
r
2.32˚ A
¶22
+ 2.796
µ
r0
2.32˚ A
¶22#
, (1.8)
where hαβJ(r0) is given in eV and tabulated in Table 1.2.2 for various orbitals. r0
is the equilibrium nearest-neighbor of carbon in the graphene phase and is given as
r0 = 1.41 ˚ A in [26]. By diagonalizing the Hamiltonian in Equation 1.7, we obtain
the band structure of the system. In general, the eigenstates are not explicitly
constructed in the tight-binding Hamiltonian. We sum up all the eigenstates with
the appropriate Fermi weights at ﬁnite temperature to obtain a band energy, Eband.
The total energy is given by
E = Eband + Erep, (1.9)
where Erep is a pairwise repulsive energy making up for all the contributions un-
related to the band energy. Erep in general is parameterized in a similar manner
to the separation dependence of the transfer integrals. In this thesis, we only deal
with the band structure of graphene. We shall therefore not discuss total energy
calculations in detail.11
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Figure 1.1: Components of s and p orbitals along and perpendicular to the bond
direction in graphene. The integrals depicted on the left hand side are non-zero
and their parameterization is given below in Table 1.2.2. Those on the right hand
side are zero by symmetry. The hashed halves of the orbitals diﬀer from the empty
halves by a sign.
Table 1.2: Parameterization of the transfer integrals
Matrix element Value (eV)
hss −6.769
hsp −5.580
hσ −5.037
hπ −3.033
²2s −8.868
²2p 0.012
1.2.3 Density functional theory
Density functional theory belongs to a class of numerical methods known as ab
initio methods. As their name implies, the only input to such methods are the
fundamental constants of nature and the atomic numbers of the nuclei in the
system. Unlike the previously discussed methods, ab initio techniques aim to take
into account all the interactions involving atoms and electrons of the system. Since
it quickly becomes an impossible task to describe the 3N degrees in terms of many-
body wavefunctions as the system size increases, density functional theory uses a
diﬀerent variable, namely, the electronic density of the system, which depends only
on the three Cartesian coordinates. The electronic density of a system is given by
n(~ r) =
X
i
fi|ψi(~ r)|
2, (1.10)
where ψi(~ r) are the electronic Kohn-Sham orbitals of the system and fi are the
ﬁllings corresponding to these orbitals. The Hamiltonian of a system of electrons
evolving under the mutual Coulomb interaction and an arbitrary external potential
is
H = ˆ T + ˆ Vext + ˆ Vee, (1.11)
where ˆ T is the kinetic energy operator, ˆ Vext is the external potential and ˆ Vee is
the interaction between the electrons. The total energy of such a system can be
written as a functional of the orbitals as
Etot[ψi] =
1
2
X
i
fi
Z
∇ψ
?
i(~ r)∇ψi(~ r)d~ r+
Z
vext(~ r)n(~ r)d~ r +
1
2
Z Z
n(~ r)n(~ r0)
|~ r −~ r0|
d~ r + Exc[n(~ r)], (1.12)
where Exc[n] is the exchange-correlation energy which contains all the electron-
electron interaction eﬀects that the Coulomb potential does not capture. Note13
that here and in the rest of this section we use atomic units, where ¯ h = m = e = 1.
The foundation of density functional theory was established by a very simple yet
powerful theorem proven by Hohenberg and Kohn in 1964 [27]. This theorem
states that in the ground state of the system vext(~ r) is a unique functional of
n(~ r). Since v(~ r) ﬁxes Etot[n], Etot[n] is also a unique functional of n(~ r). Kohn and
Sham [28] later generalized this result to include the above formulation in terms
of the orbitals ψi and by similar reasoning showed the exchange-correlation energy
to be a unique functional of n(~ r), Exc[n(~ r)].
A second, equally powerful theorem by Hohenberg and Kohn [27], is the vari-
ational principle for the density of the system, which states that for electronic
densities that obey the particle conservation constraint,
N[n(~ r)] =
Z
n(~ r)d~ r = N, (1.13)
the energy functional Etot is minimized for the ground state density. This, together
with the uniqueness theorem leads us to the elegant result that if all the terms in the
energy functional are known exactly, we can simply minimize Etot with respect to
ψi(~ r) to ﬁnd the ground state density and energy of any system. However, Exc[n(~ r)]
is not known exactly for a general system and in practice is replaced with various
approximations. Development of approximate exchange-correlation functionals is
an active area of research and there are many examples in literature. One of
the most common approximations used is the local density approximation (LDA),
which states that [28] for suﬃciently slowly-varying n(~ r), Exc is well-approximated
by
Exc =
Z
n(~ r)²xc(n(~ r))d~ r, (1.14)
where ²xc(n(~ r)) is the exchange and correlation energy per electron of a uniform
electron gas. Several parameterizations of local density approximation are given14
in literature [29, 30, 31] as well as approximations beyond local density approx-
imation such as generalized gradient approximation [32] and optimized potential
method [33]. In our calculations in Chapter 2, we use the spin-polarized version
of the local density approximation functional, called spin local density approxima-
tion [34].
Due to the variational principle mentioned above, the energy of the system is
invariant under small perturbations in the orbitals around the ground state. In
other words, for an inﬁnitesimal perturbation, δn, to the electronic density,
Z
δψi(~ r)
½
−
1
2
∇
2 + φ(~ r) + µxc(n(~ r))
¾
ψi(~ r)d~ r = 0, (1.15)
where
µxc =
d[n²xc(n)]
dn
and φ(~ r) = vext(~ r) +
Z
n(~ r0)
|~ r −~ r0|
d~ r
0. (1.16)
For given φ(~ r), we can obtain orbitals, ψi(~ r) that satisﬁes Equation 1.15 by solving
the following one-particle set of equations for a given φ(~ r) and µxc(~ r):
½
−
1
2
∇
2 + φ(~ r) + µxc(n(~ r))
¾
ψi(~ r) = ²iψi(~ r). (1.17)
These equations were ﬁrst written down by Kohn and Sham in 1965 [28] and
are commonly referred to as Kohn-Sham equations. The Kohn-Sham equations,
although seemingly simple need, in fact, to be solved in a self-consistent scheme
since n(~ r) that creates the eﬀective potential depends on the Kohn-Sham orbitals,
ψi(~ r), which in turn depend on the eﬀective potential.
After self-consistency is achieved, the total energy can be found by
Etot =
X
i
fi²i −
1
2
Z Z
n(~ r)n(~ r0)
|~ r −~ r0|
d~ rd~ r
0 +
Z
n(~ r)[vxc(n(~ r))−µxc(n(~ r))]d~ r. (1.18)
Up to this point, we have given an exact recipe for calculation of the total
energy of a system of electrons with the exception of the local density approxima-
tion used in calculating the exchange-correlation energy. In practice, however, it15
is still a prohibitively large task to perform the self-consistent solution of Equa-
tion 1.17 for an arbitrary system. Therefore, a few well-controlled approximations
are needed in order to calculate the energy in a reasonable amount of time. An
extensive review of practical issues involved in a density functional calculation is
given in [35]. In the numerous implementations of density functional theory in lit-
erature, the approximations used vary depending on the system and the particular
implementation.
1. Basis set truncation : The Kohn-Sham orbitals, ψi, are usually expanded
in terms of a convenient basis set [36] as,
ψi(~ r) =
X
α
bα(~ r)Cαi, (1.19)
where bα(~ r) are the basis functions and Cαi are the expansion coeﬃcients.
Among the bases usually chosen in calculations are plane-waves [35], Gaus-
sian orbitals [37] and wavelets [38]. The choice of the particular basis depends
on the system being studies. In our calculations, we work with a plane wave
basis. The wavefunctions of the systems are represented exactly for an in-
ﬁnite set of plane-waves. To make computations possible, we truncate the
above sum over basis functions and only work with those plane-waves whose
energies are below a certain cutoﬀ, on the premise that wavefunctions are suf-
ﬁciently smooth to be represented accurately by low-frequency planewaves.
When calculating Etot for a system, a convergence study with respect to the
energy cutoﬀ must be made and truncation must be only after the energy is
fully converged.
2. Supercell representation : In calculating properties of inﬁnite systems
such as solids, we make use of the periodicity of the system and divide it16
into identical units, which are termed supercells. Making use of Bloch’s
theorem computations in the unit cell become plausible. An ideal crystal
has full translational symmetry and the smallest repeating unit is actually
the unit cell of the system. In contrast, for a crystal in which the translational
symmetry is broken by a given defect, the supercell description is no longer
appropriate. In practice however, a suitable choice of a supercell is often
made by embedding the defect in a large amount of bulk material. This
supercell approach has been applied successfully to a wide range of defects
such as point defects [39], surfaces [40], dislocations [41] and even isolated
clusters [42].
As an example in this thesis we use the supercell description of a point defect.
This description represents not a single, isolated point defect but a repeated
array of defects with the periodicity of the supercell. The supercell, then,
must be taken large enough that long range defect-defect interactions are
small. In Chapter 2, we study a divacancy in silicon in a 62-atom supercell.
To make sure that the energy is well-converged with respect to supercell
size, we use EDIP, which is a reliable interatomic potential for capturing
long range stress-induced defect-defect interactions to calculate the energy
of the defect for larger supercell sizes. Results for this study are presented
in Chapter 2.
3. Pseudopotentials : In most systems, especially in covalently bonded
solids, most properties can be explained in terms of valence states, with the
eﬀects of the core states being small. This physical fact provides a motiva-
tion for yet another approximation that decreases the computational eﬀort
needed to compute system properties, namely the pseudopotential approxi-17
mation [35].
Due to the strong interaction around atomic cores, wavefunctions exhibit
high-frequency spatial oscillations in these regions that require the inclusion
of high-frequency planewaves in the basis set. To circumvent the problem of
such a large basis set, the pseudopotential approximation replaces the ionic
potential within a cutoﬀ radius around the ions by a smoother potential.
The oscillatory behavior of the valence wavefunctions near cores are also
smoothed out at the end of this procedure. The new potential is generated
to mimic exactly the scattering properties of the true potential outside of the
cutoﬀ. Pseudopotential theory is a broad area of research in itself. Examples
of the most commonly used pseudopotentials are Kleinman-Bylander [43] and
ultrasoft potentials [44]. In our calculations in Chapter 2, we use a Kleinman-
Bylander pseudopotential.
The various approximations listed above make the computational eﬀort needed
to carry out density functional theory calculations feasible. Even with these ap-
proximations, it still remains quite challenging to solve the coupled set of Kohn-
Sham equations of Equation 1.17 by direct diagonalization in the basis set chosen
for the problem. However, due to the knowledge that the wavefunctions must
minimize the total energy in the ground state, we can cast the coupled set of
equations into a minimization problem with respect to the expansion coeﬃcients
in Equation 1.19. We can then perform a constrained minimization using one
of the many well-known algorithms in literature. In our calculations, we use the
analytically-continued preconditioned conjugate gradients algorithm [45].18
1.3 Thesis layout
In chapter 2, we introduce a new method for obtaining the ground state structure of
defects by looking at their mechanical response. This method involves calculation
of the activation volume tensor of the defect using reliable ab initio techniques.
As an application, we calculate the activation volume tensor Λ of a divacancy
in silicon, which is a commonly encountered defect introduced in the fabrication
stages of silicon actuators. By comparison of the activation volume tensor to
experimental values, we identify the ground state of this defect, which has proved
controversial in the literature. In addition, we calculate the mechanical energy loss
caused by divacancies in a silicon oscillator.
In chapter 3 presents the calculation of electronic mean-free path in carbon
nanotubes under high-bias. Electron-phonon interactions have been found to have
a considerable eﬀect in the determination of the electron mean-free path. We
determine the mean-free path of the nanotubes in the presence of various phonon
modes that cause scattering of electrons.
In chapter 4, we explore a fundamental loss mechanism intrinsic to any system,
namely loss due to phonon-phonon interactions. In particular, we study the con-
tribution of phonon-phonon interaction to loss in suspended nanotubes for various
scattering mechanisms.
Chapter 5 concludes this thesis with results from our continuum mechanics
calculations for a suspended nanotube, which has recently become an exciting
possibility for a device application. We explore the dependence of the vibration
frequencies on such factors as downward force and built-in slack in the nanotube.19
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(1992).Chapter 2
Ab initio study of defect-related losses
Among the most powerful applications of ﬁrst principles ab initio approaches in
condensed matter systems is the interpretation of experimental signatures from
defects. The extremely eﬃcient, albeit approximate, functionals available for
density-functional theory have given this approach wide application in conjunc-
tion with experimental probes such as scanning tunneling microscopy, electron
paramagnetic resonance, electron-nuclear double resonance, and nuclear magnetic
resonance[1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11]. Macroscopic mechanical response ex-
periments also have proved an extremely valuable tool in the study of defects in
solid-state systems[12, 13, 14, 15, 16], providing key information on such issues
as defect symmetries and concentrations. However, mechanical response studies
remain largely ignored by the ab initio community to date.
Despite their successes, the aforementioned density-functional studies suﬀer a
fundamental ﬂaw: no underlying theorem ensures that density-functional theory
provides the energy- or angular-momentum- resolved densities probed in the exper-
iments involved in the application. Beyond this matter of principle, such quantities
are not among those which available approximate functionals predict most reliably.
This chapter notes that the most reliable quantities which density-functional the-
ory predicts (bond lengths, bond angles, and lattice parameters) relate directly to
the key coupling parameter in macroscopic mechanical response experiments, the
full activation-volume tensor. We thus propose ab initio study of mechanical re-
sponse functions associated with this tensor as a powerful and particularly reliable
new tool in the study of defects in condensed matter systems.
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One such response function, internal friction, is a topic of current interest
both experimentally and theoretically[17, 18, 19, 20, 21, 22]. Below we develop
the theory of internal friction as applied to divacancy defects to provide the ﬁrst
parameter-free ab initio determination of friction from a point defect, in this case
the singly negatively charged divacancy in silicon (Si-V
−
2 ). Although the structure
of this defect has been inferred through a combination of experimental signatures
and symmetry of electronic states[23], ab initio work to conﬁrm the structure has
resulted in an ongoing debate[6, 24, 25, 26] which has arisen ultimately from a
focus on delicate energy diﬀerences at or beyond the limits of accuracy of current
density functionals. Here, we demonstrate the power of working with mechanical
response functions by providing a clear signature which resolves the debate.
2.1 Mechanical response of defects
Within linear response, the stress-dependent part of the energy of a point defect
∆E has the form
∆E = −Λijσij, (2.1)
where we employ repeated index summation notation here and throughout this
chapter and where σ and Λ are, respectively, the externally applied stress tensor
and the defect activation-volume tensor. After a defect is created, the lattice
around it undergoes conﬁgurational relaxation to relieve the stress caused by the
defect. Λ is a measure of this distortion in the lattice around the defect. The
extent of this distortion determines the magnitude of coupling of the defect to an
externally applied stress.
From a practical point of view, the strain u induced in a crystal containing a
concentration n of defects with activation volume tensor Λ is uij = nΛij, a result23
of minimizing the sum of the bulk and defect elastic energies. We can easily see
this by observing that the total energy,
Etot =
1
2
σ · S · σ − Λσ, (2.2)
is minimized when S · σ = Λ. But we immediately recognize that S · σ is equal to
the strain u, which completes the proof of the statement that Λ indeed minimizes
the total elastic energy of the bulk and defect.
If we employ a periodic description of the crystal in terms of supercells, we may
determine Λ simply by creating a supercell containing a single defect and relaxing
the defect structure along with the supercell lattice vectors. This provides a very
reliable way of accessing Λ since equilibrium supercell lattice constants are among
the quantities most reliably determined within density-functional theory.
In the absence of external stress, most defects have more than one equivalent
orientation with respect to the symmetry directions of the crystal. This could
be determined, for example, by a symmetry axis of the defect. Under applied
stress, some of these orientations are energetically preferred over others and de-
fects with lower symmetry than the host crystal tend to reorient so as to minimize
the energy. Experimental stress-alignment studies, which observe the relative ther-
malized populations of diﬀerent orientations of speciﬁc defect types as a function of
applied stress, thus allow direct access to certain linear combinations of Λij for each
type [23]. Such thermalization of defect populations under time-varying external
stress σij(t) provide a mechanism for internal friction, dissipation of mechanical
energy throughout the bulk of a material.
We review the determination of the friction associated with this process here
in some depth because, although our overall logic is the same, the ﬁnal result for
the divacancy diﬀers from the oft-quoted result [27], which assumes that all defect24
orientations relax among each other at equal rates and hence does not apply to
divacancies.
From Equation (2.1), the total energy per unit volume stored at time t among
all defect orientations m of a speciﬁc defect type is
∆E(t) = −n
X
m
P
m(t)Λ
m
ijσij(t), (2.3)
where n is the total number density of defects of this type, and P m and Λm
ij are
the probability and activation volume tensor associated with each orientation. In
the case of a driven oscillator, the externally applied stress varies harmonically in
time as
σij(t) = ˜ σije
iωt (2.4)
where here and in the rest of this chapter, it has been explicitly assumed that
the real parts of P m(t) and σij(t) are implied whenever they are mentioned unless
stated otherwise.
Dissipation results from energy lost irreversibly to the heat bath through tran-
sitions among defect orientations and thus occurs at the rate
dE
dt
= n
X
m
dP m
dt
Λ
m
ijσij(t). (2.5)
Only the term involving the derivative of the probability appears in energy loss
since only transitions among orientations involve dissipation of energy irreversibly
in the form of heat. Taking the transitions from orientation m to m0 to be thermally
activated, with rate νmm0 in the absence of external stress, we write the following
detailed balance equation for the probability of having a defect in orientation m
dP m
dt
= −
X
m06=m
P
mνmm0e
βΛm
ijσij +
X
m06=m
P
m0
νm0me
βΛm0
ij σij (2.6)25
The ﬁrst term in Equation (2.6) is the transition rate out of conﬁguration m into
all other conﬁgurations and the second term is the transition into conﬁguration
m from all other conﬁgurations m0. The probability for the defect to undergo a
transition from conﬁguration m to m0 depends only on the relative energy of m
with respect to the ground state. This is because once the defect overcomes the
barrier between states m and m0, the probability of going into state m0 does not
depend on the energy of state m0, but is a ﬁxed probability that we include in
νmm0.
Linearizing the exponentials in Equation (2.6) in the small stress limit and
rearranging terms gives us a simpler expression for the rate,
dP m
dt
≈
X
m0
³
P
m0
νm0m − P
mνmm0
´
+β
X
m0
³
P
m0
νm0mΛ
m0
ij − P
mνmm0Λ
m
ij
´
σij. (2.7)
For many defects including divacancies [27], the zero-stress transition rates among
diﬀerent orientations of a defect type are equal by symmetry, νmm0 = ν. In such
cases, the set of coupled equations in Equation (2.7) can be solved analytically. To
do this, we separate the time-dependent part of P m(t) from the stationary part
P
m(t) =
1
g
+ ∆P
me
iωt, (2.8)
where g is the number of possible orientations m of the defect, which are equivalent
in the absence of stress. We assume the same harmonic time dependence for P m(t)
as the externally applied stress with the phase lag information contained in the
complex amplitude ∆P m. It is this phase lag that gives rise to the mechanical loss.
Substituting Equation (2.8) into Equation (2.7) gives a coupled set of equations
involving the probability of having defects in all the orientations, which can be
written in terms of a matrix equation as follows
iω∆P m
ν
≈
X
m0
(∆P
m0
− ∆P
m) +
β
g
X
m0
¡
Λ
m0
ij − Λ
m
ij
¢
˜ σij (2.9)26
In Equation (2.9), we can identify the ﬁrst term as the term that causes the decay
from m0 to m and the second term as the driving force. In obtaining this equation,
we have omitted terms that involve a product of ∆P m and ˜ σij since both are
assumed to be small.
We notice in Equation (2.9) that by Equation (2.8)
X
m0
∆P
m0
= 0 (2.10)
due to the fact that all probabilities should add up to one. Using this identity, we
easily solve Equation (2.9) for ∆P m
∆P
m =
β
g2
1 − i ω
gν
1 + ( ω
gν)2
X
m0
¡
Λ
m0
ij − Λ
m
ij
¢
˜ σij (2.11)
which we see indeed satisﬁes Equation (2.10).
In order to ﬁnd the energy dissipated in one cycle of oscillation, Equation (2.5)
must be integrated over a period. Keeping in mind that we should use the real
parts of the terms forming the product in Equation (2.5), we ﬁnd that this integral
gives
∆Ecycle = πnRe
"
˜ σ
∗
ij
X
m
Λ
m
ij∆P
m
#
(2.12)
Substituting Equation (2.11) into Equation (2.12), we have
∆Ecycle =
πnβ
g
1 +
³
ω
gν
´2Re
"
(i +
ω
gν
)˜ σ
∗
ij
X
m
Λ
m
ij
Ã
1
g
X
m0
Λ
m0
kl − Λ
m
kl
!
˜ σkl
#
. (2.13)
To make the expression more symmetric, we use the following identity
X
m
X
m0
Λ
m0
ij
Ã
1
g
X
m00
Λ
m00
kl − Λ
m
kl
!
= 0. (2.14)
Equation (2.14) can be easily seen to hold due to the interchangeability of the
indices m0 and m00 in the second terms. Thus, using Equation (2.12), Q−1 is given27
by
Q
−1 = nβ
ω
νg
1 +
³
ω
νg
´2
˜ σ∗
ijLij;kl˜ σkl
˜ σ∗
ijSij;kl˜ σkl
, (2.15)
where ˜ σ∗
ijSij;kl˜ σkl is the total energy in the oscillator in the absence of loss and the
four-tensor Lij;kl is deﬁned as
Lij;kl ≡
1
g
X
m
∆Λ
m
ij ∆Λ
m
kl.
Here ∆Λm
ij ≡ Λm
ij − 1
g
P
m0 Λm0
ij and Sij;kl is the standard elastic compliance four-
tensor, and Lij;kl is an anelastic four-tensor sharing the symmetry of the full set
of defect orientations.
To place the above result in context, it can be intuitively understood that when
the stress is applied at a frequency much larger than νmm0, there isn’t suﬃcient
time for defect reorientation and therefore there is little loss. If stress is applied at
a lower rate, the defects reorient adiabatically, always maintaining an equilibrium
distribution and thus again causing small amount of loss. The maximum loss
occurs when ω/2π ≈ ν as shown below.
In a system with more than one type of defect, the inverse quality factors for
each type add. If the transition rate νs associated with each type s has the same
value ν, then Q−1 can be written as Equation (2.15) with
L
tot
ij;kl ≡
X
s
ns
n
L
s
ij;kl (2.16)
replacing Lij;kl, where ns is the number density for each type of defect so that
P
s ns ≡ n. Below we show how to apply Equation ((2.15) and Equation ((2.16))
to ﬁnd the correct result for divacancies.
We also note here that there is a simple, exact relationship between the anelastic
four-tensor and the results from experimental studies of the inverse quality factor of28
a mechanical oscillator as a function of temperature, which generally show a peak
when the thermally activated, and thus temperature-dependent, transition rate
ν(T) corresponds to the oscillator frequency [12]. In particular, from (2.15,2.16) we
have that the experimentally accessible quantity kBTQ−1, where kB is Boltzmann’s
constant, has a maximum at precisely ν(T) = ω/g (as discussed in the intuitive
argument above) with value
max
¡
kBTQ
−1¢
=
n
2
˜ σ∗
ijLtot
ij;kl˜ σkl
˜ σ∗
ijSij;kl˜ σkl
. (2.17)
Ab initio determination of Ltot
ij;kl thus gives a parameter-free relationship between
the maximum temperature-internal friction product and the defect concentration,
thereby allowing mechanical response experiments to provide a direct, parameter-
free measure of absolute defect concentrations for the ﬁrst time.
2.2 Application to divacancy in silicon
Divacancies are among the most prevalent defects in silicon devices. They are
created during stages of device fabrication such as irradiation with dopants [12]. As
seen in Figure 2.1, a divacancy in silicon consists of two neighboring atoms removed
from the perfect diamond structure, leaving behind six under-coordinated nearest
neighbors. The importance of the divacancy in silicon has led to its extensive
study, both theoretically and experimentally[6, 23, 24, 28, 29, 30, 31].
In contrast to single vacancies, which are quite mobile and thus anneal readily,
divacancies have low mobility and are among the most common stable defects in
silicon at room temperature. The defect has four charge states, singly positively
charged, neutral, singly and doubly negatively charged, with the singly charged
defect (Si-V
−
2 ) playing an important role in carrier recombination [32].29
Figure 2.1: Divacancy shown along the h110i defect axis. The two black spheres
represent the missing atoms and the gray spheres represent the silicon atoms. The
large gray spheres are the six nearest neighbors that are left with dangling bonds
after the divacancy is created.30
Since the publication of Watkins and Corbett’s pioneering study [23], the ab
initio determination of the precise nature of the ground-state structure of Si-V
−
2 has
become the subject of debate[6, 24, 25, 26]. The idealized defect has D3d symmetry
along the h111i axis connecting the sites of the neighboring vacant atoms. The
defect also introduces partially ﬁlled degenerate electronic states into the gap and
thus undergoes a Jahn-Teller distortion which ultimately lowers the symmetry to
C2h. The debate arises because two stable structures, termed pairing and resonant,
with very similar energies are consistent with the C2h symmetry of the defect.
Figure 2.2 shows the two competing ground-state structures as projected along
the h111i defect axis connecting the sites of the two vacant atoms. The pairing
conﬁguration breaks symmetry by moving two pairs of atoms (ab and a0b0 in the
ﬁgure) toward each other along a h110i reconstruction axis to form stronger bonds
at the expense of strain energy. In the resonant structure, the same pairs of atoms
move away from each other to form a less favorable bonding conﬁguration at a
nearly correspondingly lower cost in strain. The convention used in this section
takes [111] as the defect axis and [1¯ 10] as the bonding axis. The ab and ac distances
respectively are 2.9˚ A and 3.4˚ A in the pairing conﬁguration, and 3.5˚ A and 3.2˚ A in
the resonant conﬁguration.
The literature reports a number of density-functional values for the energy dif-
ference ∆E ≡ Epair−Eres between the two competing conﬁgurations: 0.0024 eV[24],
∼ 0 eV[29], −0.12 eV[6], −0.18 eV (present work). The fact that these diﬀerences
are all quite small and of the order of the uncertainties due to the approximate
density functionals which these works employ underscores the diﬃculty of using to-
tal energies to resolve the ground state structure of the Si-V
−
2 defect and indicates
that previous studies are inconclusive. We propose instead to use the considerably31
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Figure 2.2: Projection of divacancy structure along h111i symmetry axis: missing
atoms (dashed circles), atoms in plane closer to observer (larger solid circles),
atoms in plane further from observer (smaller solid circles).
diﬀerent activation volume tensors of the competing reconstructions as a more
appropriate signature to conﬁrm the ground state.
Experimentally, Watkins and Corbett [23] explored the activation volume ten-
sor of the Si-V
−
2 defect in depth using electron spin resonance to study thermal
alignment of defect subpopulations under external h110i stresses. These experi-
ments, as do also internal friction experiments, take place under conditions where
h110i reconstruction axes have time to thermalize while h111i defect axes do not.
This is another manifestation of the immobility of the divacancy.
Although there are four equivalent h111i directions a defect axis can lie in,
there are only two relative orientations a defect axis can have with respect to a
h110i stress. Namely, it can either be perpendicular or at an approximate angle of
35.2o to the stress. Therefore such h110i stresses split divacancies into two classes,
which we term α and β, according to the orientation of the defect axis, with α
corresponding to the defect axis being perpendicular to the stress. Within each32
of these classes there is an additional degree of freedom which is the orientation
of the bond axis, which we use to refer to the uneven side of the isosceles triangle
formed by interatomic distances ab, ac and bc as deﬁned in Figure 2.2. Thus,
there is a further splitting of the energy into two distinct values, for a total of four
energetically diﬀerent states [33].
As thermalization occurs only among choices of reconstruction axis, the quan-
tities which stress-alignment experiments actually access are the energy splittings
within each class, ∆Eα and ∆Eβ, respectively, each of which relates directly to
certain linear combinations of components the defect activation-volume tensor,
∆Eα = −
σ
2
(Λ11 + 2Λ12 − 2Λ13 − Λ33) ≡ −σ∆Λα (2.18)
∆Eβ = −
σ
2
(Λ11 − 2Λ12 + 2Λ13 − Λ33) ≡ −σ∆Λβ,
where σ is the magnitude of the external h110i stress and Λij are the Cartesian
components of the activation volume tensor in the cubic coordinate system deﬁned
above.
2.3 Calculations and results
2.3.1 Divacancy ground state
The ab initio electronic structure calculations below employ the total-energy plane-
wave density-functional pseudopotential approach [34] within the local spin-density
approximation (LSDA) using a pseudopotential of the Kleinman-Bylander form [35]
with p and d non-local corrections. The calculations expand the Kohn-Sham or-
bitals in a plane-wave basis set with a cutoﬀ energy of 6 Hartrees within a cubic
sixty-four atom supercell, sampling the Brillioun zone at eight k-points, reduced33
to four by time reversal symmetry. Finally, we employ the analytically continued
functional approach [36] to minimize the Kohn-Sham energy with respect to the
electronic degrees of freedom.
We determine Λ one element at a time by applying a strain ²ij such that
Cij;kl²kl ∝ δij, and relaxing all internal atomic coordinates. The strain which
minimizes the total energy is then equal to the component Λij. Alternatively,
a single relaxation of both strain and internal coordinates could be performed,
which would determine all components of Λ simultaneously. To see that the two
approaches are equivalent, we present the following proof. The total energy of the
system in the presence of the defect is
Etot =
1
2
uijCij;klukl − ΛijCij;kl (2.19)
where uij is the external strain, Cij;kl is the elastic constants tensor and Λij is the
activation-volume tensor. The ﬁrst term is the bulk strain energy and the second
term is the energy associated with the strain ﬁeld of the defect. In this work, for
each direction, we apply an external stress so that
Cij;klukl = cδij (2.20)
where c is a constant related to the elastic moduli.
Etot = c
µ
u2
ij
2
− Λijuij
¶
(2.21)
Minimizing Equation (2.21), we obtain
u
min
ij = Λij (2.22)
which proves that our method is indeed equivalent to a total relaxation of the
strain and internal coordinates.34
For accurate calculations of defect energy diﬀerences, ¨ O˘ g¨ ut and Chelikowsky[6]
state that it is necessary to tailor supercell shape to accommodate the relaxation
pattern of V
−
2 . We explore supercell-size eﬀects on calculation of the activation-
volume tensor, Λ, using the environment-dependent interatomic potential (EDIP)
for silicon[37], and ﬁnd that supercell size has a much smaller eﬀect on Λ than on
energy diﬀerences. We calculated ∆Λα and ∆Λβ from (2.18) using cubic supercells
of lattice constant from 2a0 through 6a0, where a0 is the lattice constant of the
“primitive” eight-atom cubic cell. Over this range of cell sizes, we observe a total
change of only 12.5% (6.3%) in ∆Λα (∆Λβ), with 70% (86%) of the change occur-
ring between 2a0 and 3a0. We thus conclude that Λ is not a particularly sensitive
function of cell size and that a supercell of 64 atoms suﬃces to give ab initio values
with an uncertainty on the order of 10%.
Table 2.1 summarizes our ab initio results for the activation volume tensors
of the two candidate defect structures, and Figure 2.3 compares our predictions
directly with the experimentally available linear combinations, ∆Λα and ∆Λβ [23].
Our predictions for the resonant conﬁguration are clearly inconsistent with the
measurements, whereas our results for the pairing conﬁguration show good agree-
ment with errors (+20% and -6% for ∆Λα and ∆Λβ, respectively) consistent with
supercell-convergence uncertainty we estimate above. The ﬁgure also compares our
ab initio prediction of another linear combination of components of the activation
volume tensor, B33 ≡ C33;ijΛij where Cij;kl is the elastic constant four-tensor, with
an estimate of this quantity from [23].35
Table 2.1: Activation-volume and anelastic tensors for competing ground-state
structures of singly negatively charged divacancy in silicon
Λpair (˚ A3) Λres (˚ A3)

   

−11 18 1.5
18 −11 1.5
1.5 1.5 10

   


   

0.6 −1.5 10
−1.5 0.6 10
10 10 −13

   

Ltot(˚ A
6
) pair res
L11 100 38
L12 -50 -19
L44 293 279
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Figure 2.3: LDA results and comparison to experiment of ∆Λα, ∆Λβ and B33.
For each data set the black bar corresponds to the experimental data, the white
bar to our LDA results for the pairing conﬁguration and the gray to those for the
resonant conﬁguration. B33 has been scaled by C11 for display purposes.36
2.3.2 Q−1 and prediction of defect concentration
Since the defect axes do not thermalize under typical experimental conditions,
each choice of defect axis must be treated as a separate type of defect s in Equa-
tion (2.16). Under normal sample preparation, all four distinct choices of h111i
defect axes will occur with equal probabilities, ns = n/4, resulting in an Ltot with
cubic symmetry. The thermalizing reconstruction axes then constitute the orienta-
tions m within each type and have suﬃcient symmetry to ensure the result (2.15).
Table 2.1 gives the three unique values of the resulting cubic anelastic four-tensor
in contracted notation. This is the ﬁrst ab initio prediction for the components of
the anelastic tensor for a defect, a quantity of current research interest, particu-
larly in the optimization of micro- and nano- electromechanical devices. (See, for
example [12, 20].)
Determination of Q−1 from ﬁrst principles presents a new way of estimating
the defect concentration. To illustrate this point we give the following estimate:
for a silicon device whose symmetry axes are oriented along the cartesian axes and
for a purely torsional stress, our Ltot indicates through 2.15 that max(TQ−1)/n ≈
7.5 × 10−19. As an example of how to use this universal quantity, we consider [38]
where it was found that the maximum of Q−1 for a torsional Si oscillator occurs
at T ≈ 48K due to divacancies and has a value of Q−1 ≈ 10−4. From this value,
we estimate the defect concentration to be about 2 × 1015/cm3.
Conversely, if the defect concentration is well-known, we can estimate max(Q−1)
assuming that the activation temperature for the defect orientation is known.37
2.4 Conclusion
This chapter introduces ab initio study of the full activation-volume tensor of crys-
talline defects as a quantity which current approximate density-functionals give
accurately and which is of direct use in making contact with mechanical response
experiments, including both stress-alignment studies and measurements of macro-
scopic internal friction. Illustrating the power of the approach, this chapter gives
the ﬁrst unambiguous ab initio veriﬁcation of the nature of the ground state of the
singly negatively charged divacancy in silicon and the ﬁrst parameter-free theoret-
ical calculation of the peak internal friction associated with a point defect. This
latter quantity then forms the basis for a straightforward method for determin-
ing defect concentrations via ab initio interpretation of macroscopic mechanical
response experiments.38
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Electron-Phonon Interactions in Metallic
Carbon Nanotubes
3.1 Introduction
Ever since nanotubes were discovered in 1991 [1], numerous possibilities of utilizing
their conduction properties have been extensively researched [2, 3, 4, 5, 6]. In order
to make use of these properties, it is necessary to have a good understanding of
the behavior of the mean-free path, `e, of electrons in nanotubes, in relation to
diﬀerent parameters such as temperature [7]. In particular, a number of studies
were recently conducted with the goal of determining the behavior of electron
mean-free path as a function of the bias voltage across the nanotube [8, 9]. These
studies indicate that at both high and low bias voltages, the interaction between
electrons and phonons play an important role in determining the electron mean-free
path in nanotubes.
In [9], electron-phonon scattering in metallic single-walled carbon nanotubes
was studied experimentally in both the low and high bias regime. The correspond-
ing mean-free paths are reported to be `low ≈ 1.6µ and `high ≈ 10 nm in the low
and high bias regimes respectively. The theoretical treatment accompanying the
experimental results in [9] points out that the only processes that contribute to
scattering involve acoustic or optic phonons near the zone center and zone-edge
phonons. We can see this by the following argument: At room temperature, the
electrons that contribute the most to conduction reside in the states near the Fermi
points and as a result scattering between Fermi points plays the most important
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role in determining the electron mean-free path. As explained below in Section 3.2,
there are six Fermi points in the reciprocal space of graphene. There are, however,
only two distinct sets of such points due to the geometry of the triangular lattice.
Conduction electrons can undergo scattering events with phonons that occur either
within an equivalent set or between the two distinct sets. Because Fermi points
within a set are equivalent, it is suﬃcient to study a single representative example
for each of these scattering scenarios. For the case of scattering within the same
subset, it is suﬃcient to study scattering in the vicinity of a given Fermi point.
By conservation of momentum, the phonon mode involved in such a scattering
event carries approximately zero momentum. Conservation of energy, on the other
hand, dictates that the phonon mode be acoustic or optic depending on the energy
transfer in the scattering event [10]. For the case involving two distinct subsets, we
can study scattering between any two Fermi points belonging to diﬀerent subsets
as a representative. The momentum transfer in such an event is either ~ kF or equiv-
alently 2~ kF = ~ kF + ~ G, where ~ G is a reciprocal lattice vector. In both cases, the
transferred momentum corresponds to a zone-edge phonon as seen in Figure 3.3.
Acoustic phonons are low in energy and can easily be emitted or absorbed at
room temperature. They, therefore, constitute the main mechanism for scattering
of electrons at low bias voltages. At high biases, electrons acquire enough energy to
produce higher energy phonons. Even though these high energy phonon modes are
thermally unpopulated at room temperature, the high-bias mean-free path, `high
is determined by electron scattering from optic and zone-edge phonons through
emission.
The parameters necessary for the lifetime due to acoustic phonons are well-
known and have been calculated elsewhere(see references in [9]).In this chapter,42
we describe the calculation of the electronic mean free path due to optic and zone-
edge phonons, which are relevant in the high-bias regime. Because this and the
following two chapters are deal with various nanotube properties, we give brieﬂy
review the nanotube structure in Section 3.2. Due to diﬀerences in normalization
conventions between our work and [10], we repeat derivation of the electronic
lifetime corresponding to optic and zone-edge phonons in Section 3.3 for the sake
of completeness. In Section 3.4, we establish the background necessary to link the
theory to computational results. We present our results in Section 3.5, followed by
a brief set of conclusions in Section 3.6.
3.2 Electronic structure of nanotubes
A nanotube is constructed by rolling up a graphene sheet, which consists of a
hexagonal network of carbon atoms, into a cylinder. There are inﬁnitely many ways
of rolling the sheet, determined by the relative angle between the hexagons and
the cylinder axis. This chiral angle deﬁnes two indices, n and m and a nanotube
with these indices is referred to as an (n,m) nanotube.
Due to the newly introduced periodicity around the circumference of the nan-
otube, only certain wavevectors, ~ k, are allowed. The component of the ~ k vectors
along the long axis of the nanotube remains continuous, whereas the component
along the circumference becomes discrete. As a result, the allowed ~ k’s form a set of
evenly spaced lines running along the direction of the nanotube axis in the recip-
rocal space. The location of these lines depends on the indices of the nanotubes.
As long as the radius of the nanotube is large enough, the electronic structure
can be obtained from the electronic structure of graphene together with the se-
lection rules explained in the previous paragraph. In graphene, the valence and43
conduction bands form cones whose apexes meet at the corners of the Brillouin
zone. Therefore, instead of the Fermi surface, graphene has six Fermi points at
the corners of its Brillouin zone, forming two sets of distinct sets. For nanotubes
with indices satisfying the relation
n − m = 3s, (3.1)
where s is an integer, the lines intersect all the Fermi points in the graphene recip-
rocal lattice, as shown in Figure 3.1(a). In this case, the nanotube is metallic and
there is a crossing between the bands at the Fermi crossing in the band structure
plot in Figure 3.1(a). single-walled carbon nanotubes whose indices do not satisfy
Equation (3.1) are semiconductors, since the allowed ~ k lines fail to intersect the
Fermi points. This case is illustrated in Figure 3.1(b). In this chapter, we deal
only with metallic nanotubes.
For metallic nanotubes, the allowed ~ k lines go through the apexes of the cones
thus forming two intersecting lines, vF|~ k| and −vF|~ k| at each Fermi point. In room
temperature calculations involving conduction electrons, it is these bands that are
usually considered and we shall also write our tight-binding Hamiltonian below in
Section 3.4 in this two-band description.
3.3 Fermi’s Golden Rule
For a general system with electron-phonon interaction, many-body Hamiltonian is
H = H0 + Hel−ph, (3.2)44
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Figure 3.1: Wavevector selection rules and tight-binding band structure of (a) a
metallic single-walled nanotube and (b) a semiconducting single-walled nanotube45
where
H0 =
X
k
εkc
†
kck and (3.3)
Hel−ph =
X
kq
Mkq √
Ncell
uqc
†
k+qck. (3.4)
Above εk is the electronic energies, Mkq is the matrix element of the interaction,
c and c† are the annihilation and creation operators that act on electronic states
and uq is the amplitude in the phonon mode labeled by wavevector q, which are
related to the standard boson creation and annihilation operators through
uq =
s
¯ h
2mCωq
(a
†
−q + aq). (3.5)
Note that the factor of N
−1/2
cell , which refers to the number of primitive unit cells
in the system is included for convenience so that Mkq does not scale with the size
of the system. Above, the phonon and electron indices q and k are understood to
contain the branch and band indices respectively as well as wavevectors, ~ q and ~ k.
The convention −q just refers to the same branch as q but with the wavevector
inverted.
Because the scattering events discussed in this chapter occur near the Fermi
points, we only include in our scattering calculations, the two bands crossing at
the Fermi point considered. The scattering rate can be calculated using Fermi’s
Golden Rule describing emission of either an optic phonon with ~ q ≈ 0 or a zone-
edge phonon by
1
τ
=
2π
¯ h
X
q
|hk,Nq = 1|Hel−ph|k + q,Nq = 0i|
2δ(¯ hvF(k + q) − ¯ hωq + ¯ hvFk)
=
2π
¯ h
Z
Ldq
2π
1
¯ hvF
|hk,Nq = 1|Hel−ph|k + q,Nq = 0i|
2δ(2¯ hvFk + ¯ hvFq − ¯ hωq),
(3.6)46
where all wavevectors are written as scalars due to the one-dimensional nature of
the nanotube. The initial state |k + q,Nq = 0i represents a single electron with
wavevector k + q and no phonons whereas the state after emission |k,Nq = 1i
represents an electron with wavevector k and a phonon with wavevector q.
From Equation (3.2), we insert the electron-phonon Hamiltonian into Equa-
tion (3.6) to obtain
1
τop,ze
=
1
¯ hvFρω
op,ze
q
|M
op,ze
kq |
2, (3.7)
where the linear mass density in a nanotube with Ncell two-atom unit cells and
length L is ρ = 2mCNcell/L. Here and throughout this chapter, we use the nor-
malization convention where the phonon modes are normalized to the unit cell.
3.4 Calculation of matrix elements
As mentioned in Section 3.1, even though in principle phonons of all frequen-
cies and wavevectors can interact with electrons, because of the restriction on
the wavevectors in nanotubes(see Section 3.2) combined with energy and momen-
tum conservation, the only phonons that contribute to scattering come from optic
phonons with ~ q = 0 and zone-edge phonons with ~ q = ~ kF (or ~ q = 2~ kF) in the
dispersion relation of graphene. While presenting our method, we shall ﬁrst deal
with optic phonons.
3.4.1 Optic phonons
In this section, we consider scattering processes involving optic phonons with ~ q ≈ 0.
Due to conservation of momentum, such an interaction can only involve initial
and ﬁnal electronic states that are located near the same Fermi point. We can47
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Figure 3.2: Band gap in the presence of (a) a longitudinal optic phonon and (b) a
transverse optic phonon.48
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Figure 3.3: Electron momentum transfer upon emission of a zone-edge
phonon(left). The transition takes place between two distinct Fermi points, with a
phonon momentum of ~ q = ~ kF. The reciprocal vectors are labeled~ b1 and~ b2 and the
hexagonal area is the ﬁrst Brillouin zone. For reference, the real space orientation
corresponding to the reciprocal space picture on the left is also shown (right) with
lattice vectors labeled ~ a1 and ~ a2.
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Figure 3.4: The unperturbed 12-atom graphene supercell (a) and the four in-plane
zone-edge modes in the supercell (b)-(e). The displacements in the phonon modes
are magniﬁed for ease of vision.49
then use the linear approximation to the bands, which causes the single-electron
Hamiltonian relevant to our computations to take the form of a simple 2×2 matrix,
H =



Hkk Hk,k+q
Hk+q,k Hk+q,k+q


 =



−¯ hvF∆k + u0² − u0∆ u0Mkq
u0M∗
kq ¯ hvF∆k + u0² + u0∆


,
(3.8)
where ∆k = k − kF is the distance from the Fermi wavevector, u0 is the phonon
amplitude, u0² is the average shift of the bands, 2u0∆ is the diﬀerence in the shift
of the bands and u0Mkq is the coupling between the bands.
Above, the Fermi energy is also taken to be at zero. In Equation (3.8), the
eigenenergies can be found by diagonalizing H in Equation (3.8), giving
E(k) = u0² ∓
q
(¯ hvFk + u0∆)2 + u2
0|Mkq|2. (3.9)
According to Equation (3.9), two important changes take place at each of the
Fermi points: the band extrema shift by
u0∆
¯ hvF along the allowed wavevector direction
and a gap opens in the band structure, whose minimum occurs at the new Fermi
point locations with magnitude 2u0|Mkq|. This result provides a convenient way
of ﬁnding the magnitude of coupling, |Mkq|,
|Mkq| =
min∆E
2u0
=
1
2
∂(min∆E)
∂u0
, (3.10)
where min∆E is the minimum band separation at any k near kF. The second
equality holds as long as u0 remains small.
In order to evaluate this derivative, we use a ﬁnite-diﬀerence derivative scheme.
We ﬁrst identify the displacement pattern that is relevant to a given phonon mode
and displace the atoms following the distortion pattern using
~ R(α) = ~ R0 + α~ ηk, (3.11)50
where ~ R(α) is a 3N-dimensional vector containing the new locations of the atoms
and α is the small parameter that multiplies the displacement pattern ~ ηk of mode
k. Finally, we calculate the derivative using
∂ min∆E
∂u0
≈
min∆E|
α
− min∆E |
α=0
α
. (3.12)
For the optic phonon modes, we conduct our calculations by constructing a
two-atom, periodic unit cell representing graphene with appropriate lattice vectors
(See Figure 3.3). Optic phonons are deﬁned as those phonon modes where every
atom moves 180◦ out of phase from its three neighbors. Here and in the rest of
this chapter, we restrict ourselves to in-plane modes because out-of-plane modes
do not couple with electrons traversing the length of the nanotube.
In the two-atom unit cell of graphene, there are two distinct in-plane optic
modes. These modes are illustrated in Figure 3.2 on the left. In the top panel, we
show a longitudinal optic mode, where the two atoms move in opposite direction
along the C-C bond. In the bottom panel, we show a transverse optic phonon
mode, where the two atoms move perpendicular to this bond. We observe very
diverse results for these two modes, as Section 3.5 discusses.
While calculating the ﬁnite-diﬀerence derivative in Equation (3.12), care must
be taken regarding the normalization of the phonon mode, ~ ηk. The results that we
present in Section 3.5 were calculated for the following displacements:
η
long
0 =
1
√
2

       

1
0
−1
0

       

and η
trans
0 =
1
√
2

       

0
1
0
−1

       

(3.13)
where the vectors are arranged so that the ﬁrst entry corresponds to the dis-
placement of the ﬁrst atom along the bonds, the second entry corresponds to the51
displacement of the ﬁrst atom perpendicular to the bonds and the third and fourth
entries give the corresponding information for the second atom.
After deﬁnition of the displacement patterns for the two modes, we choose a
value of 0.006 ˚ A for α and calculate the ﬁnite-diﬀerence derivative. To check that
the derivative is independent of the value of α, the calculations were repeated for
an α of 0.002 ˚ A and was found to diﬀer only by about 1%.
3.4.2 Zone-edge phonons
The treatment of zone-edge phonons is very similar to the optic phonons. In
this case, however, there are four bands involved in the interaction because due
to conservation of momentum, the phonon exchange occurs between two distinct
Fermi points. As a result, the Hamiltonian we need to consider takes the form of
the following 4 × 4 matrix,
H =



H1 0
0 H2


, (3.14)
where H1 and H2 are
H1 =



−¯ hvF∆k1 + u0² − u0∆ u0Mkq
u0M∗
kq ¯ hvF∆k2 + u0² + u0∆


 (3.15)
and
H2 =



−¯ hvF∆k2 + u0² − u0∆ u0Mkq
u0M∗
kq ¯ hvF∆k1 + u0² + u0∆


. (3.16)
In Equation (3.15) and Equation (3.16), ∆k1 and ∆k2 are measured from Fermi
points and, due to conservation of momentum, satisfy ∆k1 = ∆k2 = ∆k. All the
other symbols have the same meaning as in Equation (3.14). Note that above,
energy and momentum conservation dictate that, in contrast to the optic and52
acoustic phonon case, there is no interaction within the same Fermi point and the
Hamiltonian thus takes a block-diagonal form.
Each block in Equation (3.14) is diagonalized separately in the same way as
the matrix in Equation (3.8) and yields the same result for the coupling as in
Equation (3.10) for each of the Fermi points separately. We therefore proceed
using the same method as described above for the optic phonons.
Unlike the optic and acoustic modes, zone-edge phonons have a non-zero wavevec-
tor. As a result, the displacement patterns associated with these modes are more
complicated and have larger periodicity than the two-atom unit cell. We must
therefore use a supercell in our calculations that is large enough to accommodate
these longer wavelength phonon modes. We ﬁnd that a 12-atom supercell, shown
in Figure 3.4(a), is suﬃcient to accommodate the zone-edge phonons. Following
the same logic as for the optic modes, although there are six branches in the dis-
persion relation of graphene, we restrict our calculations to only the four in-plane
modes. We diagonalize the supercell force constant matrix, Kij, in the space of
the eigenmodes that is invariant under the translation operation aﬀected by the
wavevector, ~ q. The eigenmodes obtained in this way for the zone-edge modes are
given in the Bloch representation as
ηqin =
1
√
Ncell
e
i~ q·~ Rn˜ ηqi, (3.17)
where ηqin is the ith element of the eigenmode in the nth unit cell, ~ Rn are the unit
cell lattice vectors, that run over the entire system that ﬁt in our supercell, Ncell is
the number of unit cells in the system and ˜ ηqi is the ith element of the cell-periodic
part of the Bloch modes normalized to unity in the unit cell. We found these to53
be
˜ η1 =
1
2

       

1
i
−1
i

       

, ˜ η2 =
1
2

       

1
i
1
−i

       

, ˜ η3 =
1
2

       

1
−i
1
i

       

and ˜ η4 =
1
2

       

1
−i
−1
−i

       

(3.18)
Note that the above choices of normalization, particularly the factor of Ncell, are
ultimately set by the canonical commutation relations for the operators in Equa-
tion (3.5).
Even though the complex ~ ηq are valid eigenstates of Kij, when performing
computations, the atoms can only be displaced by real distances. In order to handle
this issue, we note that from the deﬁnition of matrix element m in Equation (3.15)
and Equation (3.16) with ηin given in Equation (3.17), the matrix element, Mkq,
in Equations (3.15)
Mkq =
∂Hkq
∂uq
, (3.19)
where from Equation (3.8), Hkq = hk,Nq = 1|H
supercell
el−ph |k +q,Nq = 0i is calculated
in the supercell. Since the electron operators and the wavefunctions are normalized
in the same way to produce a single electron over the entire system, there are no
normalization issues to be considered for the electronic part of the calculation.
In order to see the eﬀect of having a complex eigenmode, we switch to a repre-
sentation of the derivative with respect to ˜ ηq by means of a chain rule:
Mkq =
X
i
ηqi
∂Hkq
∂xi
=
X
i
½
Re(˜ ηqie
iqRi)
∂Hkq
∂xi
+ iIm(˜ ηqie
iqRi)
∂Hkq
∂xi
¾
, (3.20)
where i runs over the atoms and Ri over the unit cells in the crystal.
Due to the translational symmetry of the crystal, the second term in Equa-
tion (3.20), which contains the imaginary part of the phonon mode turns out to54
be (−i) times the term that contains the real part. We thus have
Mkq = 2
X
i
Re(ηqi)
∂Hkq
∂xi
, (3.21)
This result implies that we may construct the displacement in our supercell by just
taking the real part of the eigenmodes given in Equation (3.17) and multiplying
the result by a factor of 2. Figure 3.4(b)-(e) illustrates the displacements that
we construct by taking the real parts of the four modes corresponding to ~ q = ~ kF.
We also show the unperturbed supercell conﬁguration on the left hand side for
comparison in Figure 3.4(a).
3.5 Results
Figure 3.2 shows the displacement pattern in an optic mode on the left-hand side
and the two bands crossing at the Fermi level in the absence of the perturbing
mode on the right hand side. For the longitudinal mode, displayed on top, we
observe only a shift of the Fermi point to the right. According to Equation (3.9),
this result indicates that Mkq = 0. In other words, the longitudinal optic phonon
mode does not mix the two bands at the Fermi point.
The transverse mode, on the other hand, unmistakably causes a band gap as is
shown in Figure 3.2, with a gap opening of ∆E = 1.08×10−1 eV for α = 0.006 ˚ A.
We also observe that the transverse mode does not cause the Fermi point to shift.
For this mode, then, ∆ = 0 and M
op
kq = min∆E
2α = 9.02 eV/˚ A. The longitudinal and
transverse modes depicted in Figure 3.2 constitute two extreme cases. Any mode
that is a linear combination of these two modes will necessarily exhibit both a shift
and a gap. This interesting result was also independently observed and explained
in [11].55
Table 3.1: Results from tight binding calculations. We present band gaps and
coupling matrix element, Mkq corresponding to each of the two optic and four
zone-edge phonons.
Phonon mode Egap (×10−1 eV) Mkq (eV/˚ A)
Longitudinal optic 0 0
Transverse optic 1.08 9.02
Zone-edge (mode 1) 0.77 12.07
Zone-edge (mode 2) ≈ 0 0
Zone-edge (mode 3) ≈ 0 0
Zone-edge (mode 4) ≈ 0 0
Only one of the four modes that have been identiﬁed as the zone-edge phonon
modes causes a signiﬁcant band gap opening of min∆E = 7.70 × 10−2 eV for
α = 0.006 ˚ A so that M
op
kq = min∆E
α = 12.07 eV/˚ A. The results for the band gap,
Egap = min∆E and the coupling Mkq at the Fermi point for all phonon modes are
summarized in Table 3.1.
Using our results for D
ze,op
kq from Table 3.1 together with Equation (3.7), we
calculate the lifetime of optic and zone-edge phonons as τop = 5.42 × 10−13 sec
and τze = 2.55 × 10−13 sec, which give mean-free paths of `ze ≈ 204 nm and
`op ≈ 434 nm respectively. The total mean-free path at high voltage bias is then
` =
µ
1
`op +
1
`ze
¶−1
≈ 139 nm (3.22)56
3.6 Conclusion
In conclusion, we calculated the coupling parameter for electron-phonon interaction
in metallic carbon nanotubes within the tight-binding framework (see Chapter 1)
using the parameterization in [12]. Our results show that among the phonon modes
involved in the scattering, only the transverse optic mode and one of the four zone-
edge phonon modes (˜ η1) are found to cause a band gap at the Fermi point. Using
our band gap results for the atomic displacements in the relevant phonon modes
described in Section 3.4, the low-bias electronic mean-free path, `low, was calculated
to be ≈ 139 nm. This value is considerably large in comparison to the experimental
value of ≈ 10 nm, however being much smaller than the low bias mean-free path
involving of only ≈ 2.4µm calculated in [10], it indicates that optic and zone-edge
phonons play an important role in determining the mean free path for high bias
voltages, reducing it considerably in comparison to the acoustic phonons.
The results presented in this chapter are also diﬀerent from the published results
in [9]. The discrepancy stems from two sources. The ﬁrst is an error in [9] in
calculating the mass density, ρ. The second is a mismatch between the phonon
mode used in our computational work and the theoretical work in [9]. As a result,
the total mean-free path that we quote in our work should be about 1
3 of the
mean-free in [9]. With this discrepancy accounted for, there is still a diﬀerence of
approximately 35% between the ﬁnal total `e in [9] and this work. The most likely
cause of this discrepancy is a diﬀerence in the constants used in the two works
such as the frequencies of the modes involved.57
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Mechanical loss due to phonon-phonon
interactions in suspended carbon
nanotubes
4.1 Introduction
Mechanical dissipation can be a result of either intrinsic or extrinsic sources of loss.
Mechanisms such as air friction, imperfections in clamping, extra material such
as photoresist left over from device fabrication, point defects, and dislocations are
extrinsic and can be reduced by employing techniques such as annealing, improving
contacts or placing the device in vacuum. In contrast, loss mechanisms such as
electron-electron, electron-phonon and phonon-phonon interactions are intrinsic
and their presence in any system is unavoidable. Intrinsic loss mechanisms thus
place an upper bound to the value of the quality factor for a given material.
Recently, a considerable amount of experimental eﬀort has gone into fabricat-
ing nano-electromechanical devices (NEMS) using carbon nanotubes, whose small
size and extraordinary electrical and mechanical properties oﬀer many possibilities
in device technology. One recent experimental work reports the excitation and
detection of oscillations in a suspended carbon nanotube which is capacitatively
excited [1]. In this work and others [2, 3], the quality factors of carbon nanotube
devices have consistently been reported to be lower than 1000, in stark contrast
with large quality factors that have been observed in other NEMS and MEMS
devices [4], which can be as high as 107 [5]. In order to determine the cause of
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the relatively low quality factor observed in nanotube oscillators, it is important
to understand the contribution of the intrinsic loss mechanisms since they place
an upper bound on the quality factor. In this chapter , we explore one of these
loss mechanisms, namely phonon-phonon interactions with application to the sus-
pended nanotubes described in [1], although our results can also be applied to
nanotube cantilevers as well.
In a nanotube that is excited at one of its resonant frequencies, that resonance
can be described as a mode that has been athermally populated with a large
number of phonons. Due to anharmonicity, the phonons in the main phonon mode
interact with the thermally excited phonons and lose energy. The description
of the mechanism through which energy is lost out of the main vibration mode
depends on how the mean-free path of the thermal phonons, `th compare with the
wavelength, λ of the driven mode. The treatment of the case when `th ¿ λ was
ﬁrst considered by Akhieser in 1939 in the context of solids [6] and is discussed in
Section 4.2.
In the case of large thermal wavelength with `th ∼ λ, the thermal phonons
cause the driven mode to lose energy through ballistic scattering processes. This
limit was ﬁrst studied by Landau and R¨ umer in 1937 in the context of solids [7].
In Section 4.3, we derive the Q−1 for a nanotube using linear response theory. We
consider three-phonon processes in a nanotube with slack, a common occurrence in
the fabrication of suspended nanotubes, and also four-phonon processes, which are
the lowest order scattering events allowed in a straight nanotube due to symmetry.
In Section 4.4, we explain our computational methods and present our results
in Section 4.5. We conclude this chapter with a discussion brieﬂy exploring the
classical limit of our quantum mechanical results.60
4.2 Akhieser Limit(λ À `ph)
If the wavelength λ of the perturbing phonon mode is much longer than the mean
free path `ph of the thermal phonons, the thermal phonons see an essentially uni-
form strain during their lifetime. Due to anharmonic eﬀects, this strain modiﬁes
the thermal phonon frequencies, disturbing the local equilibrium phonon distribu-
tion. Thermal phonons then redistribute through a relaxation process, readjusting
to the new equilibrium distribution, causing dissipation of heat. Phonon lifetimes
in this limit were ﬁrst studied by Akhieser in 1939 [6]. Here, we derive Q−1 in this
limit for a nanotube that has a built-in slack and is driven by a long-wavelength
excitation.
In the Akhieser limit, the derivation involves the time evolution of the thermal
phonon distribution. The energy lost per cycle to all phonon modes q is
∆E =
I
dt
Z L
0
dx
Z
dq
2π
¯ hωq(x,t)
d
dt
¡
Nq(x,t) − N
eq
q (x,t)
¢
, (4.1)
where q is the combined wavevector and branch index and
R
dq is understood
as integral over the wavevector and a sum over the phonon branches. In Equa-
tion (4.1), Nq(x,t) is the local, instantaneous distribution of phonons of wavevector
and branch q and Neq
q (x,t) is the local equilibrium distribution in the presence of
the driven phonon, and ωq(x,t) is the frequency of the thermal phonon at point
x along the tube with wavevector q at time t. Note that because the mean-free
path of mode q is small compared to the wavelength q of the driven mode , the
thermal modes q experience the driven mode as just a local radius of curvature,
ρ(x,t). Thus, we may write Neq
q (x,t) = Neq
q (ρ(x,t)).
Expanding ωq(x,t) around its value in a straight tube, we ﬁnd
ωq(x,t) = ¯ ωq + γqρ
2(x,t) (4.2)61
where the expansion parameter ρ(x,t) is the local curvature at time t and γq is
a q-dependent expansion coeﬃcient that behaves like a Gr¨ uneisen constant. By
symmetry of the nanotube, the term that is linear in ρ(x,t) is absent from the
above equation (Section 4.3.4).
The time dependent local curvature ρ(x,t) can be decomposed into the static
part, which is the curvature due to the original shape of the nanotube and a time-
dependent part curvature imposed by the driven oscillation. Then
ρ
2(x,t) =
©
Re
£
ρ0(x) + ˜ ρ(x)e
iωt¤ª2
≈ ρ
2
0(x)
·
1 +
2
ρ0(x)
Re
¡
˜ ρ(x)e
iωt¢¸
, (4.3)
where the last line is an approximation in the limit where the amplitude of the
time-dependent part of the curvature, ˜ ρ(x) is smaller than ρ0(x).
Assuming a constant relaxation rate ν, the instantaneous phonon distribution
Nq(x,t) obeys
dNq(x,t)
dt
= −ν
£
Nq(x,t) − N
eq
q (x,t)
¤
, (4.4)
where ν will be determined later.
Expanding also Neq
q (x,t) for small ρ(x,t), we have
N
eq
q (x,t) =
1
eβ¯ hωq(x,t) − 1
≈ ¯ N
eq
q − ( ¯ N
eq
q )
2e
β¯ h¯ ω
eq
q β¯ hγqρ
2(x,t), (4.5)
where ¯ Neq
q and ¯ ωeq
q are the equilibrium distribution and equilibrium frequency of
phonon mode q in the absence of both the slack proﬁle and the driving force.
On the other hand, within the linear response framework, we expect Nq(x,t)
to have the following form
Nq(x,t) = N
eq
q (x) + Re
h
˜ Nq(x,t)e
iωt
i
≈ ¯ N
eq
q − ( ¯ N
eq
q )
2e
β¯ h¯ ω
eq
q β¯ hγqρ
m
0 (x) + Re
h
˜ Nq(x,t)e
iωt
i
(4.6)62
where Neq
q (x) is the equilibrium distribution when the nanotube is in the slack
proﬁle. The time derivative of Nq(x,t) is then
d
dt
Re
h
N
eq
q (x) + ˜ Nq(x)e
iωt
i
= Re
h
iω ˜ Nq(x)e
iωt
i
. (4.7)
Substituting Equations (4.3), (4.5), (4.7) and (4.17) into Equation (4.4) yields
Re
h
(iω + ν) ˜ Nq(x)e
iωt
i
= 2νβ¯ hγqρ0(x)e
β¯ h¯ ω
eq
q ( ¯ N
eq
q )
2Re
£
˜ ρ(x)e
iωt¤
. (4.8)
Since the complex representation of time dependence carries an arbitrary phase,
we can choose not only the real parts but also the imaginary parts the two sides
to be equal. We then have
˜ Nq(x) = 2
ν
iω + ν
(¯ n
eq
q )
2e
β¯ h¯ ω
eq
q β¯ hγqρ0(x)˜ ρ(x) (4.9)
Substituting all of the information we have gained so far into Equation (4.1),
we obtain
∆E = −¯ hω
I
dt
Z
dx
Z
dq
2π
·
¯ ωq + γqρ
2
0(x)
µ
1 +
2
ρ0(x)
Re
£
˜ ρ(x)e
iωt¤¶¸
× cosωtIm ˜ Nq (4.10)
Upon performing the time integration, ﬁrst and second terms then disappear
and we are left with
∆E = −2¯ hπ
Z
dx
Z
dq
2π
γqρ0(x)˜ ρ(x)Im( ˜ Nq(x))
=
¯ h
2πm2νβω
ν2 + ω2
Z
dxρ
2
0(x)˜ ρ
2(x)
Z
dq
2π
(γq ¯ N
eq
q )
2. (4.11)
The total energy in the nanotube during a cycle of oscillation associated with
the curvature due to the phonon mode is,
∆Ubend =
F
2
Z L
0
£
(ρ0(x) + ˜ ρ(x))
2 − ρ
2
0(x)
¤
dx
=
F
2
Z L
0
£
˜ ρ
2(x) + 2˜ ρ(x)ρ0(x)
¤
dx, (4.12)63
where F is the bending rigidity of the nanotube.
Finally, using Equation (4.11) and Equation (4.12), we arrive at Q−1 for a
nanotube with slack in the Akhieser limit:
Q
−1 = 2β
νω
ν2 + ω2
R
dxρ2
0(x)˜ ρ2(x)
F
2
R
dx˜ ρ2(x)
Z
dq
2π
(¯ hγq N
eq(¯ ωq))
2 e
β¯ h¯ ωq (4.13)
where F is the bending rigidity of the nanotube. The Lorentzian in Equation (4.13)
leads to the result that the maximum loss is achieved when the thermal phonon
relaxation rate ν is equal to acoustic phonon frequency ω. Even though, ν cannot
be determined a priori, setting ν = ω places an upper bound on the loss. The
third term is a geometric factor involving the curvature of the acoustic phonon
mode ˜ ρ(x) and the curvature of the equilibrium slack proﬁle ρ0(x).
The ﬁnal term in Equation (4.13) involves the “Gr¨ uneisen constant” γq and the
thermal phonon population Neq(¯ ωq). This term plays an important part in deter-
mining the magnitude of the loss. Most notably, the factor of thermal occupation
exponentially damps out contributions to loss from high frequency phonon modes.
The calculation of γq is explained in Section 4.4.
According to [8] and [9] the phonon mean-free path across a range of tempera-
tures in nanotubes is estimated to be very large, around 100nm to 1µm, which is
comparable to the typical size of devices used in the present day experiments. The
Akhieser limit, therefore, is not suitable. Although we do not present results for
this limit, we include the derivation in this chapter for possible future applications
involving larger nanotubes. For the present devices, a more appropriate limit is the
Landau-R¨ umer limit, where the mean free path is much smaller than the system
size.64
4.3 Landau-R¨ umer Limit(λ ¿ `ph)
In the limit in which the mean free path of the thermal phonons is much longer
than the wavelength of the acoustic phonon mode, we view the thermal phonons
as undergoing ballistic scattering from the acoustic phonon mode thereby decreas-
ing the energy in the acoustic mode. In this limit, we describe the scattering by
an interaction Hamiltonian that involves three-, four- or higher order phonon pro-
cesses. We then derive the Feynman rules for calculating Q−1 in the linear response
framework.
4.3.1 Phonon Green’s functions
In calculating the linear response of a nanotube under the action of a driving force
we employ the Green’s function technique. To facilitate derivation of expressions
in later sections, we give a brief review of this technique in this section.
In the presence of phonon-phonon interactions, the well-known harmonic ap-
proximation for a crystal needs to be extended to include higher order terms. The
energy expansion in terms of atomic displacements from their equilibrium positions
is
U = U0 +
1
2!
∂2U
∂xi∂xj
xixj +
1
3!
∂3U
∂xi∂xj∂xk
xixjxk +
1
4!
∂4U
∂xi∂xj∂xk∂xl
xixjxkxl + ··· ,
(4.14)
where indices i include both the atom index going over the N atoms in the crystal
and the Cartesian coordinate index for each atom, so that i = 1,2,....,3N. The
derivatives are evaluated at the equilibrium positions of the atoms and the ﬁrst-
order term is zero since the equilibrium conﬁguration is a minimum of energy. In
this equation and in the rest of this chapter, we employ the repeated-index summa-65
tion convention unless the sum is explicitly written for clarity. The displacements,
xi, in Equation (4.14) can be written in terms of amplitudes in phonon modes as
xi = ηiquq (4.15)
where ηiq is the displacement in the coordinate i in phonon mode q with amplitude
uq, and by our convention, there is an implicit sum over q. Here, q as in the
previous section, refers to both the wavevector and the branch index of the phonon.
Using Equation (4.15), we make a change of variables and the nth order term in
Equation (4.14) becomes
1
σ!
∂σU
∂xi1 ...∂xiσ
xi1 ...xiσ =
1
σ!
∂σU
∂uq1 ...uqσ
uq1 ...uqσ. (4.16)
Next, the retarded Green’s function Dq(t,t0) is deﬁned so that the response in
a mode due to a generalized force fq(t) on that mode coordinate is,
uq(t) =
Z
Dq(t,t
0)fq(t
0)dt
0, (4.17)
where by the ﬁrst-order time-dependent perturbation theory, the Green’s function
Dq(t,t0) is
Dq(t − t
0) =
−i
¯ h
θ(t − t
0)h[uq(t),u−q(t
0)]iβH, (4.18)
the so-called retarded Green’s function, where h···iβH refers to a thermodynamic
average over the eigenstates of the full time-independent Hamiltonian, H, and
θ(t − t0) is the standard theta or step function ensuring that t > t0.
Deﬁning Fourier transforms as
ˆ g(ω) =
Z ∞
−∞
e
iωtg(t)dt (4.19)
so that a real periodic signal is written
f(t) = Re ˆ fe
−iωt, (4.20)66
for any function g(t), Equation (4.17) takes the familiar form
ˆ uq(ω) = ˆ Dq(ω) ˆ fq(ω). (4.21)
in the frequency domain. At ﬁnite temperature, the Green’s function can be
computed by using the well-known mathematical convention of imaginary time,
τ = it/¯ h:
Dq(τ) ≡ hTτuq(τ)u−q(0)iβH, (4.22)
where Tτ is the imaginary time-ordering operator. In the imaginary time descrip-
tion, we use a causal Green’s function since in the frequency domain, the real-time
retarded Green’s function is related to the imaginary-time causal Green’s function
by a simple analytic continuation.
Because imaginary time boson functions are periodic with period β, we can
deﬁne the Fourier transform of any such function as
ˆ Dq(ωn) =
Z β
0
dτe
i¯ hωnτDq(τ), (4.23)
for the discrete set ωn = 2nπ
¯ hβ , known as the Matsubara frequencies[10]. The inverse
transform is then given by a sum over these frequencies as
Dq(τ) =
1
β
X
n
e
−i¯ hωnτ ˆ Dq(ωn). (4.24)
Inserting complete sets of states into the deﬁnitions (4.18), (4.19), and (4.21),
(4.22) respectively, we obtain the spectral representations
ˆ D(ω) =
X
n,m
1
Z
|hn|ˆ uq|mi|
2 e−βEn − e−βEm
Em − En − ¯ hω − i¯ hη
(4.25)
ˆ D(ωp) =
X
n,m
1
Z
|hn|ˆ uq|mi|
2 e−βEn − e−βEm
Em − En − i¯ hωp
, (4.26)67
where Z is the partition function calculated in the basis set {|ni}. Thus, we
see that, with our choices of normalization and sign conventions, the analytic
continuation between the real-time and imaginary-time description holds with
ˆ Dq(ω) = ˆ Dq(−iω + η). (4.27)
4.3.2 Feynman rules
Parameter-free numerical work, which has as its goal the calculation of quantities
which can be compared directly to experiment demands that all prefactors be ac-
counted carefully. We thus review here brieﬂy the standard many-body treatment
with particular focus on all normalizations.
For the present problem of interacting phonons, we can divide the many-body
Hamiltonian of the phonon system into an unperturbed part, H0, that describes
a non-interacting collection of oscillators and a second part, H1, that describes
phonon-phonon interaction. Partitioning the Hamiltonian in this way allows us to
use many-body perturbation theory to evaluate Dq(τ) as
Dq(τ) =
hT [uq(τ)u−q(0)S(β)]iβH0
hS(β)iβH0
, (4.28)
where h···iβH0 represents the thermal average computed within the Boltzmann
distribution of the noninteracting Hamiltonian H0, and S(β) is the imaginary time
evolution operator, given by
S(β) =
X
n
(−1)n
n!
Z β
0
dτ1 ...
Z β
0
dτnH1(τ1)...H1(τn). (4.29)
From Equation (4.14), we see that, for a system of interacting phonons, H1(τn)
for any order is essentially a product of uq(τn) operators, in which case we have
a particularly simple form for the expressions inside the expectation values. We68
need, then, to compute the ground state expectation of a time-ordered sequence of
annihilation and creation operators. This task, although straightforward, becomes
cumbersome as the order of the terms in the sum in Equation (4.29) increases.
The diagrammatic approach ﬁrst proposed by Feynman exploits the fact that
by Wick’s theorem, a time-ordered bracket such as in Equation (4.28) can be
evaluated by forming all permutations of paired, time-ordered products. Then to
simplify the task of keeping track of these products the method assigns to each of
them a diagram. In these diagrams, each of the products, which is a free Green’s
function in the expansion is represented by a line, and each vertex, which is deﬁned
by an interaction term, is represented by a dot, connected by the Green’s function
lines. Such a diagram is discussed below and some examples appear in Figure 4.2.
Applying Wick’s theorem is, then, just a matter of constructing distinct diagrams
(This takes care of the factor of 1
n! from Equation (4.29) in the usual way.) and
adding them up.
Similar to the numerator, we can also use Wick’s theorem and Feynman dia-
grams to expand the denominator of Equation (4.28). After performing the as-
signment of diagrams to the terms in the expansion of hS(β)iβH0, the resulting
expansion cancels, in the usual way, the so-called unlinked diagrams in the ex-
pansion of the numerator. As a result of this simpliﬁcation, the phonon Green’s
function becomes
Dq(τ) =
X
hT [uq(τ)u−q(0)S(β)]i
linked
βH0 , (4.30)
where the only Feynman diagrams we need consider in calculating the expectation
value are the linked ones.
Any given order, σ, of interaction may be represented in terms of Feynman dia-
grams. We are now prepared to derive a set of rules for use in converting Feynman69
diagrams into mathematical expressions with proper normalization. Once these
rules are established with the correct normalization factors, we can immediately
write down the expressions corresponding to any given diagram.
1. For a process of order σ, each vertex has σ free-propagation lines connected
to it. The free-propagation lines are pictorial representations of bare phonon
Green’s functions given in the Matsubara representation by
ˆ D
(0)
q (ωp) =
1
m
1
ω2
p + ω2
q
. (4.31)
2. Each of these free-propagation lines connect two vertices. In a diagram with
n vertices, there are l = nσ
2 + 1 free-propagation lines. We can see this
through a simple counting argument: If we assume for the time being that
the ﬁrst and last lines are interconnected, there are σ lines connected to each
vertex. However, since for each vertex that creates a free-propagation line,
there must exist a vertex that annihilates that line, we only have nσ/2 lines.
The ﬁnal additional line in l then results from the fact that the last line is
in fact distinct from the ﬁrst.
3. From Equation (4.29), each vertex n comes with an integral over the relevant
imaginary time variable, τn. Let’s consider one of these vertices for a process
of order σ. As mentioned above, the number of bare Green’s function lines
that emerge from such a vertex is σ. The time integrals related to such a
vertex can be evaluated by
Z β
0
dτnDq1(τn − τ1)...Dqσ(τn − τσ) =
µ
1
mβ
¶σ
e
i(ωp1τ1+...ωpστσ)
X
p1...pσ
1
ω2
p1 + ω2
q2
1
...
1
ω2
pσ + ω2
qσ
Z β
0
dτe
−i(ωp1+...ωpσ)τn
| {z }
βδωp1+...+ωpσ ,0
. (4.32)70
The Kronecker-δ, which results from performing the imaginary time inte-
gration, dictates that there is a conservation of discrete frequencies at each
vertex. In addition to the Kronecker-δs, the integration over τn for each
vertex also contributes a factor of β.
4. For each vertex in the diagram, we have a factor of
−1
N
σ/2−1
cell
X
q1...qσ
Vq1...qσ, (4.33)
where Vq1...qσ is the coupling strength at order σ. The factor of 1
N
σ/2−1
cell
, on the
other hand, is an arbitrary constant that simpliﬁes the expressions introduced
below. In the ﬁrst order that we consider below, the factor of (−1)σ in
Equation (4.33) can be ignored because there are always an even number of
vertices.
5. Equation (4.32) evaluates the time integration of all but the last one of
the bare Green’s functions, which must be considered separately. This last
integration leaves an exponential factor, which results in the following form
for the Green’s function
Dq(τ) =
1
β
X
ωp
(line )
nσ/2+1 × (vertex)
ne
−i¯ hωpτ, (4.34)
where “line” and “vertex” are simply shorthands for line and vertex contri-
butions. From Equation (4.24), we identify the Fourier transform of D(τ)
as
ˆ Dq(ωp) = (line )
nσ/2+1 × (vertex)
n. (4.35)
6. Due to the translational symmetry of the crystal, the matrix element Vq1...qσ
imposes momentum conservation. As a result, there are only σ − 1 inde-71
Table 4.1: Feynman rules. Representations, numbers and contributions of the
diﬀerent elements constituting a Feynman diagram.
Object Number Contribution
Interaction vertex n
β
N
σ/2−1
cell
Vq1...qσ
Free propagator l = nσ
2 + 1 1
mβ
1
ω2
p+ω(q)2
Independent internal momentum (qi) n
¡
σ
2 − 1
¢ P
i
= N
n(σ/2−1)
cell
R Q
i
adqi
2π
Internal Matsubara frequency (ωp) n
¡
σ
2 − 1
¢ P
{ωp}
pendent qi at each vertex, where the remaining one is determined from the
independent qi. The total number of independent qi is then n
¡
σ
2 − 1
¢
.
7. The counting of the independent Matsubara frequencies works in exactly the
same way since for each q, there is an ωn, whose conservation rule is identical.
Before we proceed with the evaluation of the Green’s function for a particular
interaction, we summarize the rules derived above in Table 4.1. Once these rules
are enumerated in the form of a look-up table, we have a recipe for writing an
arbitrary diagram by just consulting it.
For a one-dimensional system such as a nanotube, whose length is much larger
than its interatomic distance, the sum over the k vectors may be converted to an
integral using
X
q
→
Z
Ldq
2π
(4.36)
where L = aNcell is the total length with Ncell being the total number of unit cells
and a is the length of a single unit cell. Since there are as many such integrals as
there are independent q values, the factor of Ncell coming from the integral picks
up an exponent of n(σ/2−1) canceling the factors of 1/N
σ/2−1
cell included earlier in72
the deﬁnition of the vertex contribution.
4.3.3 Renormalization, polarization and quality factor
Even though Feynman rules simplify enormously the task of dealing with chains
of time-ordered products from Wick’s theorem, the resulting diagrams are often
rather complicated. However, in most diagrams there exists a repeating term and
the Feynman diagram has the form in Figure 4.1. Each shaded circle represents a
set of vertices connected by free propagation lines. In converting to mathematical
expressions, these shaded circles become the polarization terms and are themselves
connected by free lines. The mathematical representation corresponding to the
diagram in Figure 4.1 is
ˆ Dq(ωn) = ˆ D
(0)
q (ωn) + ˆ D
(0)
q (ωn)Pq(ωn) ˆ D
(0)
q (ωn) + ...
= ˆ D
(0) + ˆ D
(0)P ˆ D
(0) + ˆ D
(0)P ˆ D
(0) + ˆ D
(0)P ˆ D
(0)P ˆ D
(0) + ..., (4.37)
where Pq(ωn) is the polarization. Due to its repetitive nature, the sum of this
series of diagrams assumes a particularly simple form,
ˆ Dq(ωn) = ˆ D
(0)
q (ωn) + ˆ D
(0)
q (ωn)Pq(ωn) ˆ Dq(ωn). (4.38)
From Equation (4.38) it is straightforward to obtain ˆ Dq(ωn):
ˆ Dq(ωn) =
1
( ˆ D
(0)
q (ωn))−1 − Pq(ωn)
. (4.39)
which is referred to as the renormalized Green’s function of the phonon system.
The presence of Pq(ωn) in the denominator results in two important changes in the
energy spectrum of the phonon system. The ﬁrst change is a shift in the frequencies
of the phonon modes and is given by RePq(ωn). The second is the introduction
of a ﬁnite width to the otherwise inﬁnitely sharp resonances, which decreases the73
sensitivity of the oscillator as discussed in Chapter 1 and is also an indicator of
energy loss in the system.
The quality factor, which is the measure of energy loss in the system is given
by
Q
−1 =
1
2π
∆E
E
, (4.40)
where as noted previously in Equation (2.15), ∆E is the energy lost per unit
cycle of the oscillator and E is the total energy in the absence of mechanical
loss. For a periodic force f(t) = Ref0e−iωt on the amplitude in a phonon mode
u(t) = Reu0e−iωt, ∆E can be written as
∆E =
I
f(t) · ˙ u(t)dt =
1
2
I
Re(−iωf
?
0u0)dt = πIm(f
?
0u0). (4.41)
From Equation (4.21), u0 = Df0, which upon substitution into Equation (4.41)
gives
∆E = πIm(f
?
0Df0) = π|f0|
2Im
|D|2
D? = π|f0|
2|D|
2Im(D
−1)
? = π|f0|
2|D|
2ImP,
(4.42)
where we obtain the second equality in Equation (4.42) with the help of the an-
alytically continued version of Equation (4.39) and the fact that D(0) has only
an inﬁnitesimal imaginary part i¯ hη. Finally, substituting the total energy E =
1
2mω2|u0|2 into Equation (4.40), we obtain the inverse quality factor in terms of
the polarization P as
Q
−1 =
1
mω2ImP(ω), (4.43)
where P(ω) is the polarization corresponding to the real-time Green’s function.74
Dq(ωn) =
$
q,ωn
+
q,ωn q,ωn
+
q,ωn q,ωn q,ωn
+···
Figure 4.1: Feynman diagram for a general interaction. The shaded bubbles denote
a repeating subset of diagrams.
4.3.4 Experimental conditions, impact of symmetry
In experiments involving suspended nanotubes [1], the nanotube emerges from the
series of fabrication steps leading to the suspension with a certain amount of slack,
deﬁned in Chapter 5 as the fractional excess length in the tube. Since the slack
is usually small compared to the total length of the nanotube (≈ 2%), one would
intuitively predict that the mechanical loss due to phonon-phonon interactions
would be the same for a slack tube as they are for a straight tube. However, the
presence of slack breaks the symmetry of the straight nanotube, allowing certain
processes forbidden by the selection rules.
The lowest order nonlinear processes that satisfy energy and momentum conser-
vation are three-phonon processes. We ﬁnd, however, that for a straight nanotube
these third order processes are forbidden by symmetry. Because long wavelength
transverse modes of vibration are those of interest in the experiments, the third
order coupling is the derivative of the total energy with respect to two phonon
modes and the curvature,
∂Mij
∂ρ
=
∂3U
∂ρ∂ηi∂ηj
, (4.44)
where we have written the derivative with respect to the long-wavelength phonon
modes as a derivative with respect to the curvature of a nanotube. (A more rigorous
justiﬁcation will be given later in Section 4.3.5.)
Achiral nanotubes have planes of mirror symmetry that contain the axis of75
the nanotube. While chiral nanotubes lack mirror planes, they do have symmetry
operations which combine a two-fold rotation around the tube axis with an axial
translation. For simplicity, we will consider the case of an achiral nanotube. The
argument for the chiral nanotube is analogous.
The third derivative in Equation (4.44) can be written as
∂3U
∂ρ∂ui∂uj
=
1
abρ
lim
a→0lim
b→0
lim
ρ→0
¡
U+ρ(aηi + bηj) − U−ρ(aηi + bηj) + U+ρ(−aηi − bηj) − U−ρ(−aηi − bηj)
−U+ρ(aηi − bηj) − U−ρ(aηi − bηj) − U+ρ(−aηi + bηj) − U−ρ(−aηi + bηj)
¢
(4.45)
where the +ρ and −ρ subscripts indicate positive or negative radius of curvature
respectively and a and b are inﬁnitesimal amounts by which the atoms are displaced
in the directions of the modes ηi and ηj. When we apply the mirror inversion, the
curvature changes from +ρ to −ρ. For an eigenmode that has odd symmetry under
inversion, η → −η and for a mode with an even symmetry η → η.
Let’s take as an example the case where both phonons are even. In this case,
applying the mirror inversion to all the terms on the right hand side of Equa-
tion (4.45) simply changes all the + subscripts to − subscripts, with the net result
that the third derivative is equal to its negative, and thus must be zero. The
same result holds true for all even/odd combinations. Thus there is no third order
coupling between the radius of curvature and two phonons in achiral nanotubes.
This result applies to the radius curvature in any direction, since achiral nanotubes
have several axial mirror planes among their symmetry operations.
As a result, in a straight nanotube, the lowest order allowed processes are four-
phonon processes. In a slack tube on the other hand, since the inversion symmetry76
is broken, the discussion of the preceding two paragraphs no longer holds and
three-phonon processes are also permitted. In Section 4.3.5 and Section 4.3.6, we
study three-phonon processes in the presence of a slack and four phonon processes
in a straight tube in order to assess their relative importance, which is not known
a priori.
4.3.5 Three-phonon processes
Three-phonon processes in a nanotube with slack are described by the third order
term in the energy expansion, which is formally identical to the corresponding term
for a straight nanotube. The perturbing interaction Hamiltonian is, thus, given as,
H1 =
1
3!
∂3U
∂uqi∂uqj∂uqk
¯ ¯ ¯
bent
uqiuqjuqk (4.46)
where the third derivative is evaluated in a bent nanotube. The interaction Hamil-
tonian in Equation (4.64) is written in terms of amplitudes in normal modes as was
done previously in Equation (4.16). The full Green’s function for this interaction
corresponds to Feynman diagrams composed of three-phonon vertices connected to
each other by free phonon Green’s functions as shown in Figure 4.2. We consider
only the lowest order Feynman diagrams corresponding to a polarization diagram
with only two vertices and two lines, shown in Figure 4.3, which according to the
rules in Table 4.1 becomes
Pq(ωq) =
1
βm2
Z ∞
−∞
adq1
2π
X
n
1
ω2
n + ω2
1
1
(ωq − ωn)2 + ω2
2
µ
∂3U
∂uq∂uq1∂uq2
¶2
, (4.47)
where q1 is the intermediate momentum, a is the unit cell length and arises from the
conversation of the sum over q values into an integral as discussed in Section 4.3.5.
We perform the summation over the discrete frequencies using the Matsubara77
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Figure 4.2: Feynman diagrams corresponding to three-phonon processes
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Figure 4.3: Polarization diagram for the three-phonon Dyson sum.
summation formula [10]:
X
m
F(ωm) = (−iβ¯ h)
X
α
1
eβ¯ hωα − 1
Res(ωα), (4.48)
where F(ωn) is an arbitrary function of ωn with poles at {ωα} and Res(ωα) are the
residues of F(ωn) at its poles.
For the three-phonon case, we have a product of two simple functions, each
of which gives two poles, resulting in four terms. Of these terms only the one
conserving frequency satisﬁes the δ-function below to give a non-zero contribution
to ImP. Writing this term only, we ﬁnd
X
m
1
ω2
m + ω2
1
1
(ωn + ωm)2 + ω2
2
=
β¯ h
4
1
−iωq + (ω1 − ω2)
(N1 − N2) + ··· , (4.49)
where Ni refer to Bose-Einstein distribution functions,
¡
eβ¯ hωi−1¢
for the relevant
frequency, ωi. For ease of notation, we employ the deﬁnitions ω1 ≡ ω(q1) and
ω2 ≡ ω(q + q1).
Making the analytic continuation 4.27 and taking the limit η → 0, the frequency
denominator in Equation (4.49) becomes
1
−iωq + (ω1 − ω2)
−1
ω − (ω1 − ω2) + iη
= P
−1
ω − (ω1 − ω2)
+ iπδ(ω − (ω1 − ω2)),
(4.50)78
where P stands for the principal part. Substituting the δ-function in Equa-
tion (4.50) into ImP in Equation (4.47) , and evaluating the resulting simple
integral, we arrive at the ﬁnal equation for Q−1
Q
−1 =
1
8
1
ω2
¯ h
m3
Z
adq1
2π
δ(ω2 − ω1 − ω)
N1 − N2
ω1ω2
µ
∂3U
∂uq∂uq1∂uq2
¶2
, (4.51)
where by momentum conservation, q2 = q1 + q.
Because of the Dirac-δ in Equation (4.51), the integral can be readily evaluated
and reduced to a sum over wavevectors for which the argument of the δ-function
is equal to zero(energy conservation). Assuming ω ≈ 0, this condition is satisﬁed
only at branch crossings in the dispersion relation. In Figure 4.4, the dispersion for
(12,0) and (18,0) nanotubes are shown. At low temperatures, the crossing marked
with a dot becomes one of the most dominant crossings due to its low frequency.
After the δ-function imposes energy conservation, Equation (4.51) becomes
Q
−1 =
1
8
1
ω2
a¯ h
m3
X
×
1
|v1 − v2|
1
ω1ω2
(N1 − N2)
µ
∂3U
∂uq∂uq1∂uq2
¶2
, (4.52)
where the sum
P
x
indicates a sum over crossings in the nanotube dispersion and
v1−v2 is the group velocity diﬀerence between the branches involved at the crossing
point and is related to the density of states that arises while evaluating the q1
integral. The third derivative in Equation (4.52) should of course be evaluated at
the crossings.
When calculating the third derivative with respect to normal mode amplitudes
in the bent conﬁguration, we utilize the fact that both the slack proﬁle and the
perturbing mode can be considered as long wavelength phonon modes. Assum-
ing that the slack is small, we expand the third derivative around the straight
nanotube, which then becomes a fourth derivative,
∂3U({xi + si})
∂uq∂uq1∂uq2
=
X
i
∂4U({xi}))
∂uq∂uq1∂uq2∂xi
si, (4.53)79
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Figure 4.4: Dispersion relation for (12,0) and (18,0) nanotubes80
where si is the displacement of the ith coordinate in the slack conﬁguration. For
ease of notation, we make the following deﬁnition,
∂2U
∂uq1∂uq2
= Mq1q2. (4.54)
To exploit the long wavelength character of the slack proﬁle, we decompose it
into its Fourier components,
si =
X
q0
ˆ s(q
0)e
iq0Riˆ ei, (4.55)
where ˆ s(q0) is the Fourier component and ˆ ei is the ith component of the 3N di-
mensional unit vector representing unit motion of each atom along a coordinate of
the direction perpendicular to the tube and express the space dependence of mode
q explicitly. Equation (4.53) then becomes
X
i
∂2Mq1q2
∂uq∂xi
si =
1
√
Ncell
X
ij
X
q0
∂2Mq1q2
∂xj∂xi
˜ ηqje
iqRjˆ s(q
0)e
iq0Riˆ ei, (4.56)
where ˜ ηqj is the displacement of the jth coordinate of mode q normalized to the unit
cell and Ri and Rj run over the unit cells in the nanotube. In a long-wavelength
phonon mode, atoms in the same unit cell approximately have the same displace-
ment. Applying this approximation to the driven mode q, Equation (4.56), be-
comes
∂2Mq1q2
∂uq∂xi
si =
1
√
NcellNat
X
ij
X
q0
∂2Mq1q2
∂xi∂xj
e
iqRjˆ eje
iq0Riˆ ei, (4.57)
where Nat is the number of atoms in a unit cell and is a result of the normalization
convention we have chosen for ηq0. For small q and q0, we may expand the exponen-
tials in Equation (4.57) as a polynomial series. The zeroth and ﬁrst order terms
give zero when the sum is performed since they correspond to a uniform translation
and tilting of the whole nanotube and therefore do not cause any change in energy.81
This then leaves eiqRi → −1
2q2R2
i. We note that the same aﬀect can be generated
by imposing a uniform curvature of radius r = 1
ρ because then
xi = ˆ ei
q
(1/ρ)2 − R2
i ≈ ˆ ei
µ
1
ρ
−
ρR2
i
2
¶
, (4.58)
so that if we take ρ = q2, the curvature corresponds precisely to the factor eiqRˆ ei
Diﬀerentiating xi with respect to ρ, we have
∂xi
∂ρ
= −
µ
1
ρ2 −
q2R2
i
2
¶
ˆ ei. (4.59)
Thus,
X
i
∂2Mq1q2
∂uq∂xi
si =
1
√
NcellNat
∂2Mq1q2
∂ρ2 q
2 X
q0
q
02ˆ s(q
0), (4.60)
When squaring Equation (4.60) in Equation (4.51), we must take special care since
what is being squared is not the operator itself but its expectation value between
states dictated by momentum and energy conservation rules. The summation is
applied after the expectation value is calculated. The factor 1/Ncell that we obtain
when we square Equation (4.60) combines with the Ncell that results from con-
verting the sum
P
q0
into an integral performed below and yields a size-independent
result. The ﬁnal expression for Q−1 is then
Q
−1 =
1
8Nat
1
ω2
aq4¯ h
m3
X
×
1
|v1 − v2|
1
ω1ω2
(N1 − N2)
µ
∂2M×
∂ρ2
¶2
hC
2(x)i, (4.61)
where M× is a short-hand notation for Mq1q2 deﬁned in Equation (4.54) evaluated
at the crossings and hC2(x)i is the average square curvature of the slack proﬁle of
the nanotube, given by
hC
2(x)i =
Z
du
L
¯ ¯ ¯ ¯
∂2s(u)
∂u2
¯ ¯ ¯ ¯
2
, (4.62)
where u is the coordinate that runs along the tube. Approximating a slack proﬁle
for a slack of s = L−W
L as deﬁned in Chapter 5, by the simplest model shape82
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Figure 4.5: Polarization diagram for the four-phonon Dyson sum.
consistent with the boundary conditions of straight clamping,
s(u) = Acos(2πu/L), (4.63)
we obtain the estimate hC2(x)i = 2
¡
2π
L
¢2 s.
4.3.6 Four-phonon processes
The lowest order processes allowed in a straight nanotube are those that involve
four phonons. The perturbing Hamiltonian for such processes is given by
H1 =
1
4!
∂4U
∂uq1∂uq2∂uq3uq4
¯ ¯ ¯
straight
uq1uq2uq3uq4, (4.64)
where once again the Hamiltonian is written in terms of the amplitudes in the
normal modes.
The calculation of Q−1 proceeds in a similar way to the three-phonon case of
Section 4.3.5. In the four-phonon case, four free phonon lines intersect at each
vertex resulting in a P(ωq) that can be represented by the diagram shown in
Figure 4.5, with the corresponding conservation rules..
The additional line in Figure 4.5 brings another free phonon propagator as well
as another integration over an intermediate q. Because there are still two vertices,
the vertex contributions do not change except, of course, the matrix element,
which we discuss below. Using Table 4.1, we collect the appropriate contributions
of the lines and vertices and perform the Matsubara sums to arrive at the following83
expression for Q−1
Q
−1 =
π
2
µ
¯ h
m2ω
¶2 ZZ
adq1
2π
adq2
2π
δ (ω2 − ω1 − ω3 − ω)×
N1N3 − N2(N1 + N3 + 1)
ω1ω2ω3
¯ ¯ ¯ ¯
∂4U
∂uq1∂uq2∂uq3uq
¯ ¯ ¯ ¯
2
(4.65)
where here again, by momentum conservation q3 = q2−q1−q. In Equation (4.65),
q3 has been designated to be the long-wavelength mode whereas q1 and q2 are
the remaining two modes. Here we once again use the deﬁnitions ω1 ≡ ω(q1),
ω2 ≡ ω(q2) and ω3 ≡ ω(q2 − q1 − q)
For the calculation of the fourth derivative of energy in Equation (4.65), we
follow a procedure that is very similar to yet slightly simpler than the three-phonon
case. In the four-phonon case, both of the long-wavelength disturbances are phonon
modes, which can then be treated on equal footing. Proceeding in the same way
with identical assumptions and taking q3 to be the long-wavelength phonon mode,
we arrive at
¯ ¯ ¯ ¯
∂4U
∂uq1∂uq2∂uq3uq
¯ ¯ ¯ ¯
2
=
1
N2
cellN2
at
µ
∂2Mq1q2
∂ρ2
¶2
q
4q
4
3. (4.66)
The greatest contribution to Q−1 comes from terms where one of the three
intermediate states is a long wavelength transverse acoustic mode, because both
the inverse frequency and the Bose factor favor low frequency modes. Therefore,
we compute only these contributions, which are also somewhat simpler to compute.
Note that this restriction still allows us to place an upper bound on the quality
factor.
In evaluating Equation (4.65), we restrict q1 and q2 to pairs of branches in
the dispersion relation that have crossing since for ω3 with a large wavelength,
they give the largest contribution. To make the calculations possible, we make
the further assumption that for a given pair q1 and q2, the fourth derivative is the84
same at each wavevector as it is at a crossing. This is justiﬁed by the Bloch-like
nature of the normal modes, which dictates that the distortion character of the
modes remain the same throughout the Brillioun zone, diﬀering principally only
by a phase that drops out of the matrix element when squared.
We perform one of the integrals in Equation (4.65) by means of a geometric
construction to ﬁnd sets of (q1,ω1), (q2,ω2) and (q3,ω3) that satisfy the argument
of the δ-function [11]. This geometric construction involves the translation of
the origin of the ω3 branch onto the point (q2,ω2) and ﬁnding q1 such that the
translated ω3 intersects ω1. The evaluation of the δ−function brings a density of
states contribution of |v1 − v2|, where v1 and v2 are the group velocities of the
branches at the crossing points . After performing the ﬁrst integral, we are left
with a second integral,
Q
−1 =
π
2
µ
¯ haq2
2πNatωm2
¶2 X
×
¯ ¯ ¯ ¯
∂2M×
∂ρ2
¯ ¯ ¯ ¯
2
×
Z
dq1
q4
3
|v1 − v2|
N2N3 − N1(N2 + N3 + 1)
ω1ω2ω3
, (4.67)
which we evaluate numerically using a simple trapezoid rule. Here, as in Equa-
tion (4.61), the sum
P
x
denotes a sum over branch crossings and M× is Mq1q2
evaluated at the crossings.
In keeping with the assumption that ω3 has a long wavelength we impose an
upper cutoﬀ on q3 and discard those (q3,ω3) that are above this cutoﬀ. We test
our results for a variety of such cutoﬀs and conclude that for the range of cutoﬀs
ranging between 0.3π
a to the Brillioun zone edge, the Q−1 changes by a factor of only
approximately 3. Since our interest here is to determine an order of magnitude
estimate for a lower bound on loss, we use the lowest value in this range. The
results that we present in Section 4.5 is then for a limit of kupper = 0.3π
a.85
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Figure 4.6: Coordinate transform in nanotori. (a) Before transform. Bloch’s
theorem does not apply due to lack of symmetry. (b) After transform. Each point
on the nanotube has a set of coordinate axes that are aligned with the radius.
Bloch’s theorem can be used.
4.4 Methods
4.4.1 Calculation of γq and
∂M×
∂ρ2
Calculation of γq in Equation (4.2) and
∂2M×
∂ρ2 in Equation (4.67) and Equation (4.61)
both involve the evaluation of the second derivative with respect to the curvature
ρ of the matrix elements of the dynamical matrix Mq1q2(ρ) between two phonon
branches, α and β. Once the dependence of Mq1q2(ρ) on ρ is known,
∂2M×
∂ρ2 can
easily be calculated by evaluating the second derivative at the crossing labeled by
×. Calculation of γq on the other hand is a slightly more indirect procedure since
γq is not related to the second curvature derivative of the matrix element, M×, but
rather to the second curvature derivative of the frequency ωq. Using an approach
analogous to the Hellman-Feynman theorem for derivatives of expectation values86
in electronic systems, we ﬁnd that the Gr¨ uneisen constant is related to Mq1q2(ρ)
by
γq =
∂2ωq
∂ρ2 =
1
2mωq
∂2
∂ρ2hηq(0)|Mq1q2(ρ)|ηq(0)i =
1
2mωq
∂2
∂ρ2Mq(ρ) |
ρ=0
(4.68)
where ηq(0) is a mode in the straight nanotube, for which ρ = 0. The second
derivative in Equation (4.68) can easily be evaluated once Mq(ρ) is known for
several values of ρ.
We carry out the computational determination of
∂2M×
∂ρ2 in Equation (4.61)
and Equation (4.67) and
∂2Mq(ρ)
∂ρ2 in Equation (4.68) using a nanotorus which is a
nanotube that closes on itself in a circle(see Figure 4.7). A nanotorus with radius
R has a uniform curvature of ρ = 1/R2. We compute energies and forces using
the second generation bond-order potential developed by Brenner and coworkers
[12]. After forming the nanotori from straight nanotubes, we relax them using a
conjugate gradients algorithm.
Once Mq(ρ) and M×(ρ) are calculated for diﬀerent radii, it is straightforward
to evaluate the dependence on ρ. In Figure 4.8, we present an example from a
crossing in a (12,0) nanotube. In Figure 4.8(a), we see that M×(ρ) has quadratic
dependence on ρ and extrapolates to zero for large radius. In Figure 4.8(b), we
show a close-up of Figure 4.8(a).
4.4.2 Bloch’s theorem and calculations in nanotori
At ﬁrst glance, a nanotorus seems inconvenient as a computational system. The
nanotori appropriate for calculating M×(ρ) and Mq(ρ) should be large enough
to prevent cross-sectional collapse due to compression and approximate a large
wavelength phonon mode. For a (12,0) nanotube, for example, the number of87
Figure 4.7: Nanotorus. We use nanotori in our calculations of γq and
∂2M×
ρ2 because
it provides an approximation to a nanotube with a large wavelength disturbance.
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Figure 4.8: Dependence of M× on ρ. (a) extrapolated to zero (b) close-up88
atoms necessary for a minimally large nanotube is approximately 105. The size of
the calculations thus becomes prohibitively large even for moderate-sized nanotori.
Unfortunately, the lack of translational symmetry in a nanotorus reﬂects itself
in the dynamical matrix. The nanotorus cannot be broken down into smaller
pieces whose dynamical matrices are identical and therefore cannot be used in
the application of Bloch’s theorem. We can, however, make use of the rotational
symmetry of the nanotorus if we can deﬁne a new coordinate system that makes
the dynamical matrix rotationally symmetric. Such a coordinate system is one in
which the axis is always tangent to the rim of the nanotorus as shown in Figure 4.6.
With this transform, each point on the nanotorus has a local coordinate system
which is aligned with the radius. Since these new coordinate axes reﬂect the
rotational symmetry with respect to their orientation, the dynamical matrices in
each unit cell now become identical and Bloch’s theorem can be applied.
Our procedure for calculating
∂2M×
∂ρ2 and
∂2Mq
∂ρ2 using nanotori involves construct-
ing nanotori of varying radii by rolling straight nanotubes of appropriate length
in a circle. We then relax the atomic coordinates using a conjugate-gradients al-
gorithm and calculate M× and Mq for all the nanotori using a representative unit
cell and making use of Bloch’s theorem. Note that except for the initial relaxation
of the nanotori, our calculations take place entirely in a unit cell and therefore
require only very small computational eﬀort. To make full use of the rotational
symmetry during the relaxation phase is in progress at the time of this writing.
4.5 Results
Figure 4.9 displays Q−1 and Q versus temperature for a (12,0) nanotube(a) and a
(18,0) nanotube(b) in the Landau-R¨ umer limit for three-phonon interactions. In89
both cases, the frequency ω of the excited vibration mode has been calculated from
the basic formula for the lowest vibration frequency of a beam
ω =
22.4
L2
r
Y r2
λ
(4.69)
where L is the length of the nanotube, Y is the extensional modulus, r is the radius
and λ is the linear mass density. The slack in both the (12,0) nanotube and the
(18,0) nanotube are taken to be 2%.
Figure 4.9 shows Q−1 and Q versus temperature for a (12,0) nanotube(a) and
a (18,0) nanotube(b).
4.6 Conclusion
In this chapter, we studied the contribution of phonon-phonon processes to me-
chanical loss in the Landau-R¨ umer limit, which treats the thermal phonons as
being ballistically scattered by the acoustic phonon. We considered three-phonon
interactions in a nanotube with slack and a four-phonon interaction in a straight
nanotube.
From the results presented in Section 3.5, we conclude that for the three-phonon
case at room temperature, the quality factor varies by a about 2 orders of mag-
nitude going from a (12,0) nanotube to an (18,0) nanotube, whereas for the four-
phonon case, the quality factor is very similar.
For typical slacks of around 2%, we ﬁnd that the four-phonon processes are
dominant, which indicates that for these slacks, we can consider the tube as being
straight.
Our calculations place an upper limit of around 108 on the quality factor for
intrinsic mechanical loss due to phonon-phonon interactions for tube diameters in90
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Figure 4.9: Q−1 and Q versus temperature for three-phonon processes in the
Landau-R¨ umer limit for (a) a (12,0) nanotube and (b) an (18,0) nanotube.91
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Figure 4.10: Q−1 and Q versus temperature for four-phonon processes in the
Landau-R¨ umer limit for (a) a (12,0) nanotube and (b) an (18,0) nanotube.92
the range 0.9 − 1.4 nm.
A previous study by Jiang et al. reports Q-factors of around 1000 at room
temperature [13]. Because the results quoted in that work were obtained by a
molecular dynamics simulation with the same interatomic potential, only phonon-
phonon processes were possible and our results should be directly comparable.
Although our results are an upper bound for the quality factor, the large discrep-
ancy between this work and our results suggests the possibility of errors in the
molecular dynamics simulation. One of the errors is that quantum mechanical
eﬀects are important at the temperatures considered in the study even though
molecular dynamics calculations only simulate classical eﬀects. This eﬀect at the
temperatures considered however only makes a diﬀerence of at most an order of
magnitude. Other sources of this discrepancy may be due to possible errors in the
molecular dynamics calculation such as the use of an unrealistically short nanotube
of 3 nm and questions regarding the use of numerical thermostats. Further studies
is required to resolve these issues.93
Bibliography
[1] V. Sazonova et al., Nature 431, 284 (2004).
[2] P. Poncharal, Z. L. Wang, D. Ugarte, and W. A. de Heer, Science 283, 1513
(1999).
[3] S. T. Purcell, P. Vincent, C. Journet, and V. T. Binh, Phys. Rev. Lett. 89,
276103 (2002).
[4] A. Husain et al., Appl. Phys. Lett. 83, 1240 (2003).
[5] X. Liu et al., Physica B 316-317, 393 (2002).
[6] A. Akhieser, J. Phys. USSR 21, 1 (1939).
[7] A. Landau and R. J., Sov. Phys. 11, 18 (1937).
[8] J. Hone, M. Whitney, C. Piskoti, and A. Zettl, Phys. Rev. B 59, R2514 (1999).
[9] Z. Yao, J.-S. Wang, B. Li, and G.-R. Liu, Phys. Rev. B 71, 085417 (2005).
[10] G. D. Mahan, Many-Particle Physics (Kluwer Academic/Plenum Publishers,
New York, 2000).
[11] J. M. Ziman, Electrons and Phonons (Oxford University Press, London, 1960),
p. 145.
[12] D. W. Brenner et al., J. Phys.: Condens. Matter 14, 783 (2002).
[13] H. Jiang, M.-F. Yu, B. Liu, and Y. Huang, Phys. Rev. Lett. 93, 185501 (2004).Chapter 5
Modelling a Suspended Nanotube
5.1 Introduction
Vibrations of one-dimensional systems (i.e. systems with cross-sectional dimension
much smaller than their length) suspended under the inﬂuence of a downward force
have long been of interest in the context of such applications as beams, cables
supporting suspension bridges and ship moorings [1, 2, 3]. Such systems display a
wide range of behavior, depending on the amount of slack present in the system,
the downward force, and the aspect ratio. Previous studies, which have largely
been analytical, have been restricted to certain limiting cases of these parameters.
Recently work on oscillating nanoscale systems, such as carbon nanotubes[4] and
silicon nanowires[5], has opened the possibility of experimentally exploring such
vibrations in entirely new regimes. In this chapter, we study numerically the
oscillations of a one dimensional elastic system over an extensive range of both the
slack and force parameters, providing insight into the physics which separates this
parameter space into three distinct regimes of behavior.
The treatment below is entirely general with illustrative examples taken from
parameters relevant to carbon nanotubes. Since their discovery in 1991 [6], nan-
otubes have found many applications in device technology due to their small size,
robust structure and superior elastic properties [7, 8, 9, 10]. Many of these appli-
cations involve the use of nanotubes as mechanical oscillators, making theoretical
understanding of the vibrational properties of nanotubes in various geometries of
current interest[4, 11]. Recent experiments [12] have studied the behavior of the
transverse vibrations of a suspended nanotube clamped at both ends, under the
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(b)
Figure 5.1: (a) suspended nanotube under the action of a gate voltage V , (b)
jump-rope mode
action of a downward force, as sketched in Figure 5.1. These suspended nanotubes
generally have around 1% slack, denoted in this chapter by s, which we deﬁne to
be the ratio of the excess length of the tube to the distance between clamping
points.
In Section 5.2, we introduce our methods for studying the frequencies of a
general, one-dimensional system in the continuum description. In Section 5.3,
we present a convenient set of dimensionless parameters that renders all of our
discussions easily adaptable to any one-dimensional system. In Section 5.4, we
present our numerical results and develop simple classical mechanical arguments
that provides a better grasp of the physics involved. Section 5.5 is a comparison
of our results against experimental data. Section 5.6 concludes this chapter with
a summary.96
5.2 Analytic model and computational techniques
The potential energy of a one-dimensional elastic continuum under a uniform down-
ward force is
U =
1
2
Z L
0
·
Eu
2(l) +
F
R2(l)
+ fz(l)
¸
dl (5.1)
Here, l represents distance along the system of unstretched length L; u(l), R(l)
and z(l) represent the local strain, radius of curvature and vertical displacement,
respectively; E and F are the extensional and ﬂexural rigidities; and f is the
downward force per unit length. Equation (5.1) is accurate provided the strain u
is small enough that the material is in its linear-response regime and the radius
of curvature R is large compared with the diameter d. In addition, the length L
must also be much greater than the diameter.
For single-walled nanotubes with diameters d > 1 nm, the rigidities we obtain
using the second generation of the potential developed by Brenner et al [13] are,
to within 0.5%,
E = 1.09 · d (TPa · nm
2)
F = Ed
2/8 = 0.14 · d
3 (TPa · nm
4), (5.2)
regardless of the chirality of the tube. (This insensitivity to chirality was found
previously in Ref. [14] for E). In general, the deviations from these relations
depend upon chirality. We note that essentially the same values of E and F can
be obtained using the in-plane elastic modulus of graphite. For nanotubes, the
linear response approximation used in Equation (5.1) for stretching is accurate
to around 1% for strains less than 5%. The linear approximation for bending
also breaks down as the nanotube approaches the local buckling (kink formation)
instability [15], which for a 2 nm diameter tube happens at a radius of curvature97
of about 0.03 µ [15].
To evaluate the potential energy (Equation (5.1)), we begin with r(l), the vector
location of the segment at position l from the end of the tube. The local strain is,
then,
u(l) ≡ |r
0| − 1 (5.3)
and inverse radius of curvature is
1
R
≡
¯ ¯(1 − ˆ tˆ t·)r00¯ ¯
|r0|
2 , (5.4)
where prime indicates diﬀerentiation with respect to l, and the unit tangent vector
ˆ t ≡ r0/|r0|.
For a given force and slack, we discretize r(l) along l with a number of points
(typically 30) suﬃcient to render all plots shown below visually indistinguishable
under increasing resolution. This discretization scheme is illustrated in Figure 5.2.
The extensional and ﬂexural terms of the energy in this discretized form are
Uextension =
1
2
E
N X
i=1
|~ ri+1 −~ ri|2
∆l
(5.5)
Uﬂexure =
1
2
F
N−1 X
i=2
¯ ¯ ¯
¡
|~ ti|2 −~ ti~ ti·
¢ ~ di
¯ ¯ ¯
2
|~ ti|2 ∆l (5.6)
where ~ ri is the location of the ith sample point, ~ di = ~ ri+1 + ~ ri−1 − 2~ ri is the
ﬁnite-diﬀerence second derivative, ~ ti = ~ ri+1 − ~ ri−1 is the tangent vector at i and
∆l is the initial separation between the discretized units. To ﬁnd the equilibrium
conﬁguration of the system under the action of the external force, we then relax
the system using a conjugate gradients algorithm with forces computed using ﬁnite
diﬀerences. Finally, we compute the force constant matrix Kij ≡ ∂2U
∂xi∂xj and diag-
onalize it to obtain frequencies ν while assigning a mass µ∆l to each discretized
point, where µ is the mass per unit length of the system.98
ri−1
ri
ri+1
O
Figure 5.2: Discretization of the continuous nanotube into discrete beads. Each
bead corresponds to one of the portions of equal length. The position, ~ ri vectors
of the beads, which the discrete form of the energy is written in terms of, are
indicated with respect to a chosen origin, O.
5.3 Dimensionless parameters
For a one-dimensional system, slack s, length L and downward force per unit
length f can be regarded as external parameters that can be changed indepen-
dently. Mass density µ and rigidities E and F on the other hand, all depend on
the cross-sectional geometry of the system and can therefore be considered inter-
nal parameters. To make our discussion applicable to a general one-dimensional
system, we present our results in units scaled by appropriate combinations of these
basic parameters. In addition, we give results in physical units for the concrete
system of a nanotube of diameter 2 nm with length L = 1.75 µm. For frequency
plots, we plot a dimensionless frequency ˜ ν ≡ ν
p
(µL4/F) for a general case. In
addition, we plot ν, speciﬁc to the nanotube example.
As a dimensionless measure of this force, we choose a force control parameter
˜ V ≡
p
fL3/F, proportional to the square root of the force. In recent experiments99
of our collaborators on suspended nanotubes[12], the external force was introduced
via a gate voltage, as shown in Figure 5.4a. Such a voltage results in a force per
unit length f = 1
2
dc
dzV 2. Here c is the capacitance per unit length of the nanotube
taken to be that of a metallic cylinder,
c =
4π²0
2ln(z/d)
, (5.7)
where ²0 is the dielectric constant of vacuum and z is the distance between the
wire and gate. For the concrete example of a L=1.75µm nanotube with a diameter
of 2nm, we take the tube to be suspended 500nm above the gate. In this case, a
dimensionless parameter of ˜ V = 10 corresponds to a voltage of ∼4V. As another
example, a 100µm-long Si nanowire of 100nm diameter, with a z of 25µm would
require a voltage of ∼60V to attain the same force control parameter ˜ V of ten.
Moving to larger systems, a 0.6mm-diameter steel piano wire which is ∼2m long
under the inﬂuence of gravity would have the same dimensionless parameter of
˜ V = 10.
5.4 Numerical results and discussion
Figures 5.3 and 5.4 display our primary results, both in dimensionless form and for
the nanotube example, for the dependence of the vibrational frequency on slack
and force.
Figure 5.3 shows the dependence of frequency on slack over the range of small
slacks for zero force. The style of the curves indicate whether the mode is doubly-
degenerate and odd (solid), out-of-plane and even (dashed) or in-plane and even
(dotted). After the mode crossings shown with arrows in Figure 5.3, all curves
remain ﬂat up through a slack of 2%, the largest slack considered in this paper.100
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Figure 5.3: Frequency versus slack at zero force control parameter: classic solution
for zero slack (points on vertical axis), numerical results for non-zero slack (curves).
The dimensionless frequency ˜ ν = ν
p
µL4/F applies to a general system. The
modes are doubly-degenerate and odd (solid curves), out-of-plane and even (dashed
curves) or in-plane and even (dotted curves). Arrows indicate mode crossings.
Figure 5.4 shows the dependence of the frequency on the force control parameter.
Figure 5.4(a) shows the symmetry of the modes as in Figure 5.3 for a system of
1% slack. Figure 5.4(b) shows slacks of s=0.25%, 1% and 2% with the horizontal
axis scaled by
4 √
s which, for reasons described below, causes the curves to collapse
upon each other for all but the smallest slack.
We ﬁnd three simplifying limits for the physical behavior of the system as a
function of slack s and force control parameter v. In each such limit, a diﬀerent
term in the potential energy (Equation (5.1)) dominates with the other terms
either being negligible or acting to enforce a constraint. Figure 5.5 shows these101
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Figure 5.4: (a) Dimensionless frequency versus force control parameter: in-plane
modes (dashed curves), out-of-plane modes (dotted curves), degeneracy of in- and
out-of- plane modes (solid curves). (b) Dimensionless frequency versus force control
parameter scaled by fourth-root of slack (v/
4 p
s/1%) for three values of slack s:
0.25% (’+’), 1% (curves), 2% (’¯’). Frequency in MHz and voltage in V refer to
the nanotube example described in the text. The scaled frequency ˜ ν = ν
p
µL4/F
and the force control parameter ˜ v =
p
fL3/F apply to a general system.102
three regimes, which we term buckled beam, hanging chain and hanging spring.
5.4.1 Small V regime
For small external forces, the extensional rigidity acts as a constraint which keeps
the tube length ﬁxed. If the force is suﬃciently small, the bending term in Equa-
tion (5.1) dominates the dynamics and the system acts like an Euler-buckled beam.
This is a global buckling to relieve the strain, which can be described by a linear
theory. It should not to be confused with local buckling that occurs at larger strains
and causes the cross section of the material to collapse, such as kink formation in
a nanotube [15].
The in-plane vibrations of buckled beams have been studied analytically, but
only in the absence of an applied force and only under conditions of very small slack
(under ∼ 0.07% [2]). Our results extend this treatment to three dimensions and
larger values of slack, probing at the same time the dependence on the downward
force. In the absence of applied force all modes are doubly degenerate at zero slack
with the frequencies of the classic unbuckled clamped beam [16], shown as circles
on the vertical axis of Figure 5.3.
5.4.2 Intermediate V regime
When the force is large enough to overcome the bending term in Equation (5.1)
but still too small to stretch the nanotube, the tube behaves as a hanging chain
clamped at both ends, whose equilibrium proﬁle forms the well-known catenary.
In the small slack limit, the shape of the tube is parabolic as seen in Figure 5.8.
with the equation
y(x) =
4H
W 2x
2 − H (5.8)103
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Figure 5.5: The three regimes in which nanotube behavior simpliﬁes, as a function
of voltage and slack. The dashed line between the “hanging spring” and “hanging
chain” regimes is the crossing between the second even in-plane mode and the
second odd in-plane mode. The dotted line separating the “buckled beam” regime
from the “hanging chain” regime is the contour on which the derivative
dlogω
dlogs
has a value of −1/8. The axis on the right shows the force control parameter,
˜ V =
p
fL3/F104
where x is the coordinate that runs along the horizontal and the vertical displace-
ment, y is given as a function of x. The length L of the nanotube can be written in
terms of the distance W between the clamping points by integrating the inﬁnites-
imal arc length element ds throughout this distance,
L =
Z W/2
−W/2
ds =
Z W/2
−W/2
q
1 + (dy/dx)
2 dx. (5.9)
Assuming a small downward displacement and a large L, and using Equation (5.8)
to obtain the derivative, we calculate Equation( 5.9) to be
L ≈
Z W/2
−W/2
·
1 +
1
2
(dy/dx)
2
¸
dx = W +
8H2
3W
. (5.10)
With this result, slack s can be written as
s =
L − W
L
=
8H2
3L2 , (5.11)
where we take L ≈ W, which is a valid approximation for large L. Equation (5.11)
allows us to eliminate H and write our results in terms of the fundamental param-
eters of the problem with
H = L
p
3s/8. (5.12)
On the other hand, the magnitude T of the tension ~ T can be linked to the magni-
tude fL of the total downward force ~ F with
fL = 2T sinθ =
dy
dx
¯ ¯ ¯
W/2
=
4H
L
, (5.13)
where θ is the angle that ~ T makes with the clamps as shown in Figure 5.8. Com-
bining Equation (5.12) and Equation (5.13), we arrive at the simple expression
T =
fL
√
24s
. (5.14)105
The angular frequencies of transverse vibrations for a string under tension T is
given by the well-known formula
ωn =
nπ
L
p
T/µ, (5.15)
where µ is the mass per unit length and n is an integer denoting mode index.
Substituting Equation (5.14) and Equation (5.12) into Equation (5.15), we obtain
the ﬁnal result for the vibration frequencies of the nanotube in this regime.
ωn = nπ
s
f
µL
√
24s
(5.16)
Since in this equation the frequency is proportional to s−1/4, we scale the horizontal
axis in Figure 5.4(b) by
4 √
s, causing the curves for each slack value to collapse for
small forces, although for 0.25% slack there is deviation in the higher modes, in
particular in the mode indicated by the arrow. This simple result also explains the
linear dependence of the frequencies on the voltage in this intermediate regime in
Figure 5.3 as f is proportional to V 2.
With the introduction of slack, the lowest out-of-plane mode, which we term
“jump rope”, corresponds to rotation of the relaxed system about the clamping
points, as illustrated in Figure 5.1b. Rotational symmetry requires that this mode
have zero frequency in the absence of an external force. It therefore appears as
a dashed line overlaying the slack axis of Figure 5.3. No such symmetry applies
to other out-of-plane modes, whose frequencies drop slightly, and then remain
essentially independent of slack.
In contrast to the out-of-plane modes, the in-plane modes are aﬀected by a
length-conservation constraint which changes with the amount of slack. For rea-
sonably small slack, the odd modes (shown as solid lines) are unaﬀected by this
constraint, since they conserve length by symmetry, and thus remain degenerate106
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Figure 5.6: Nanotube in the hanging chain regime, forming a catenary. In this
limit, it can be treated as a parabola with width W and depth H, with a tension
T at angle θ
.
with their out-of-plane counterparts. The even modes (shown as dotted lines), in
order to conserve the tube length, acquire two extra nodes as slack is introduced,
leading to a mode crossing between the even and odd modes (shown with arrows
in Figure 5.3).
5.4.3 Large V regime
For a given force, as the slack decreases, the tension increases and eventually the
tube begins to stretch and departs from the hanging chain regime. This avoids
the inﬁnite frequency at very small slack which is Equation (5.16) predicts. This
eﬀect is responsible for the deviation from linear behavior of the tube with 0.25%
slack in Figure 5.4, in contrast to the tubes with 1% and 2% slack.
In the large force, small slack regime, the extensional term in Equation (5.1) can
no longer be treated as a constraint, as the tube begins to stretch. The nanotube
then behaves as a hanging spring clamped at both ends. The frequency in this
regime can be derived in a manner similar to that in the hanging chain regime;
namely by taking the shape of the nanotube to be parabolic and the tension to107
be constant throughout the tube. However, in the case of the hanging spring, the
tension is proportional to the change in length of the tube.
In this limit, we again make the assumption that the nanotube proﬁle is given
by a parabola,
y = A
£
x
2 − (W/2)
2¤
, (5.17)
where this time the unknown amplitude A is a variational parameter. The symbols
are the same as the treatment for the catenary and we still refer to Figure 5.8.
The total energy of the nanotube given this proﬁle is
U =
Z W/2
−W/2
"
1
8
E
µ
dy
dx
¶4
+ fy
#
dx =
EA4W 5
40
−
fAW 3
6
, (5.18)
where the bending energy is omitted since it is no longer signiﬁcant in this limit.
From Equation (5.18), we immediately see that the energy reaches a minimum for
A =
µ
5f
3EW 2
¶1/3
. (5.19)
In a stretched spring, the tension is proportional to the excess length ∆L. More
precisely,
T = E∆L/L. (5.20)
This excess length can be calculated by employing the same method of integrating
the arc length element as in Equation (5.9),
∆L ≈
Z W/2
−W/2
µ
dy
dx
¶2
dx =
W 3A2
6
, (5.21)
where the last equality was obtained using the minimizing value of A from Equa-
tion (5.19). With Equation (5.21) and Equation (5.19) the tension in terms of the
fundamental constants of the problem is
T = f
2/3W
6
µ
25EW
9
¶1/3
. (5.22)108
Finally, we ﬁnd the frequencies in this limit by substituting Equation (5.22) into
Equation (5.15) to be
ωn = nπ
µ
5
3
¶1/3
s
(EL)
1/3
6µL
f
1/3. (5.23)
We observe that the frequency is independent of slack, because as the tube is
stretched the original amount of slack in the nanotube becomes insigniﬁcant. How-
ever, we expect the point of onset of the hanging spring regime to be independent
of slack. Our results presented in Figure 5.3 indicates that within the experimen-
tally accessible voltage range, the hanging spring regime appears only for very
small slack.
In the buckled beam and hanging chain regimes, the length conservation con-
straint in a slack tube forces the ﬁrst even in-plane mode to have two nodes. In
contrast, in the hanging spring regime there is no length conservation constraint,
and consequently, the lowest frequency in-plane mode has no nodes. As the tran-
sition between these regimes occurs, there is a mode crossing between the even
and odd in-plane modes, shown with an arrow in Figure 5.4 in the curve for 0.25%
slack. The crossing between the second even in-plane mode and the second odd
in-plane mode is shown as the dashed curve in Figure 5.5 which separates the
hanging spring regime from the hanging chain regime.
5.5 Comparison with experiment
In this section, we compare our results with experimental data provided in [12] and
suggest a possible reason for the discrepancy that we observe at small frequencies.
The qualitative agreement between our results and experiment is evident from
Figure 5.7. For all modes observed in the experiment, in the small f region, the109
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Figure 5.7: Comparison of numerical results to experimental data. We reproduce
here the ν versus V plot (left) from Figure 5.4 for ease of comparison to experi-
mental results from [12] (right)
frequencies go quadratically with V as predicted by our numerical results. The
agreement also extends itself to the intermediate f region, where the frequencies
are linear in V . The larger V region is beyond the scope of the experiment which
is also a result that we predict in Figure 5.3 for all but the smallest slack.
Even though the qualitative agreement is good, we ﬁnd that the numerical fre-
quencies are signiﬁcantly higher than the experimental frequencies. In particular,
in the theoretical plot, there are no modes at V = 0 up to a frequency of ∼ 33
MHz. However, in the experiment, we ﬁnd several modes whose frequencies are
between 0 and 10 MHz.
Among the several possible causes of this discrepancy, two examples would be
excess mass on the nanotubes from other materials remaining from fabrication
stages and also underestimation of the tube length, which would both lower the
frequencies. However, simple scaling arguments show that these are not the likely
causes of such a large decrease in frequencies. Another likely cause, whose eﬀects
are less controlled is a possible asymmetry in the clamping at the end of the110
tubes. We have so far assumed the clamps to be exactly parallel to the plane
of the nanotube and to each other, which is a very unlikely conﬁguration in the
experiments.
To study the eﬀects of asymmetric clamps, we recalculate frequencies of the
nanotube by preparing the tube in a conﬁguration as shown in the left hand panel
of Figure 5.5. We study two possible cases, one in which the two clamps both
point down at angles θ1 and θ2 and one where one of the clamps point down while
one points up. For each case, we study about one hundred {θ1,θ2} pairs chosen
randomly from a normal distribution of width 5◦. Given such a pair, we relax
the nanotube with the clamps ﬁxed at their asymmetric angles and calculate the
frequencies as described in Section 5.2.
We present results for the two cases in the form of histograms in Figure 5.5. On
the top panel, we show the results for the case when the clamps both point along
the external force and on the bottom panel, we show results for the case when
the clamps point in the opposite directions. In both cases, we clearly see that
the asymmetry does indeed introduce smaller frequencies into the gap between the
ﬁrst two modes of the symmetric case in an almost continuous range even for our
relatively small sample set. We conclude, then, that asymmetry in the clamps can
indeed be a likely cause for the discrepancy between our numerical results and the
experiment.
5.6 Conclusion
We have studied numerically and analytically, as a function of both the amount of
slack and applied force, the transverse vibration frequencies of one dimensional sus-
pended systems clamped at both ends. Our results are applicable when the length111
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Figure 5.8: Histograms for the two lowest frequencies in the presence of asymmetry
in clamping. The plots show distributions of the two lowest frequencies of the nan-
otube dispersion relation for ∼ 100 calculations. The results in the top plot were
obtained by constraining the clamps to point in the same direction, whereas the
results in the bottom plot were obtained for clamps pointing in diﬀerent directions.
On the left hand of this ﬁgure, we show the relaxed proﬁles from two example runs
corresponding to these situations. Note that the vertical coordinate of the proﬁles
has a diﬀerent scale than the horizontal coordinate for ease of vision.112
and radius of curvature are both much larger than the cross-sectional diameter
and the strain is small enough that nonlinear elastic eﬀects may be ignored. We
have chosen as a concrete application to focus on suspended nanotubes under the
inﬂuence of a gate voltage which have recently been studied experimentally [12].
We ﬁnd three regimes in which the behavior simpliﬁes and can be understood using
approximate analytic solutions. This understanding is important in characterizing
and designing nanoresonators where it can prove diﬃcult to control or measure
parameters such as slack. The hanging chain regime is particularly suitable for
tuning and characterizing nano-oscillators, since Equation (5.16), which governs
the frequency in this regime, remains valid independently of imperfections aﬀecting
the boundary conditions at the clamps.
Comparison of our results with experiments indicate a discrepancy in the low-
lying branches. As a possible explanation, we studied the eﬀect of the asymmetry
in the clamps and found that such asymmetry may indeed cause lowering of the
frequencies.
Finally, we studies the possibility of energy loss due to transmission into clamps.
Within the framework of the simple model studied, we ﬁnd the clamps to cause
no energy loss if the driven mode is the acoustic transverse mode.113
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