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ABSTRACT
In classic distributed graph problems, each instance on a graph specifies a space of feasible solutions (e.g. all proper (∆ + 1)-listcolorings of the graph), and the task of distributed algorithm is to construct a feasible solution using local information.
We study distributed sampling and counting problems, in which each instance specifies a joint distribution of feasible solutions. The task of distributed algorithm is to sample from this joint distribution, or to locally measure the volume of the probability space via the marginal probabilities. The latter task is also known as inference, which is a local counterpart of counting.
For self-reducible classes of instances, the following equivalences are established in the LOCAL model up to polylogarithmic factors:
• For all joint distributions, approximate inference and approximate sampling are computationally equivalent. • For all joint distributions defined by local constraints, exact sampling is reducible to either one of the above tasks. • If further, sequentially constructing a feasible solution is trivial locally, then all above tasks are easy if and only if the joint distribution exhibits strong spatial mixing.
Combining with the state of the arts of strong spatial mixing, we obtain efficient sampling algorithms in the LOCAL model for various important sampling problems, including: an O ( √ ∆ log 3 n)-round algorithm for exact sampling matchings in graphs with maximum degree ∆, and an O (log 3 n)-round algorithm for sampling according to the hardcore model (weighted independent sets) in the uniqueness regime, which along with the Ω(diam) lower bound in [3] for sampling according to the hardcore model in the non-uniqueness regime, gives the first computational phase transition for distributed sampling.
CCS CONCEPTS
• Theory of computation → Design and analysis of algorithms; Distributed algorithms; • Mathematics of computing → Gibbs sampling;
INTRODUCTION
In local computation, classic distributed graph problems are formulated in such a way that each instance I on a graph G = (V , E) specifies a set Ω I of feasible solutions y = (y v ) v ∈V , and the goal of the distributed algorithm is to construct a feasible solution y ∈ Ω I by outputting y v at each node v ∈ V . As a paradigm, we consider the list-coloring problem, where each instance I gives a graph G = (V , E) with each node v ∈ V associated with a list L v of available colors. Then the set Ω I contains all proper list-colorings y with y v ∈ L v for every v ∈ V , satisfying y u y v for all edges uv ∈ E.
Alternatively, we can consider the set of feasible solutions Ω I as the sample space of a probability distribution and imagine that each instance I specifies a joint distribution µ I of feasible solutions y = (y v ) v ∈V ∈ Ω I . A distributed graph problem is then given by a class of joint distributions µ I indexed by instances I. (In the paradigm of list-coloring problem, we may take each µ I as the uniform distribution over all proper list-colorings of instance I.) To each class of joint distributions of this form, there correspond a number of naturally defined problems.
• Construction: Exhibit a feasible solution y = (y v ) v ∈V satisfying µ I (y) > 0, where each node v ∈ V outputs y v . This is the task for classic distributed graph problems. (e.g. Construct a proper list-coloring of instance I.) We choose the inference problem as a local version of counting, as the marginal probabilities are typical local knowledges regarding the volume of probability space. A more standard global definition of counting is to estimate the number of feasible solutions |Ω I | (or the total weights if the joint distribution µ I is non-uniform), which is unsuitable to study for local computation because it computes a global information. However, it is well known that for self-reducible problems, such global information can be decomposed via the chain rule into the marginal probabilities computed by inference problems [10] . Furthermore, the inference problem itself is especially well-motivated by distributed machine learning [16] .
Previous studies in local computation were focused on the complexity of constructing a feasible solution. The studies of sampling problems in local computation were started very recently [2] [3] [4] . Several fundamental questions regarding the local complexities of sampling and counting need to be answered.
Question 1: What is the relation between sampling and counting in local computation?
It is well known that for self-reducible problems, approximate counting and approximate sampling are inter-reducible on polynomialtime Turing machines [11] . A natural question is whether this is true for local computation. To see the nontriviality of the question, recall that the generic reduction from sampling to counting has to be sequential because the procedure is fully-adaptive: Each individual variable is sampled according to the marginal distribution conditioning on the outcomes of previous samplings. To understand the relation between counting and sampling in local computation, one has to answer the following question first: "How much nonadaptively can we sample a random vector Y = (Y i ) by accessing to marginal distributions of individual variables Y i ?" which by itself is a fundamental question with a broader background.
Question 2:
What are the roles of approximation in sampling and counting in local computation?
Due to the pioneering works of Valiant [21] and Stockmeyer [20] , on Turing machines exact counting can be much harder then approximate counting. Similar phenomena occur for local computation: Due to a straightforward information-theoretical argument, exact inference is impossible to compute locally unless for joint distributions with zero long-range correlation.
For sampling, a celebrated result of Jerrum, Valiant, and Vazirani [11] shows that on polynomial-time Turing machines, for selfreducible problems, approximate sampling can be boosted into exact sampling via a rejection sampling procedure (the JVV sampler), such that the algorithm succeeds with high probability (with certifiable failures) and conditioning on success the output is distributed precisely according to the joint distribution µ I specified by the instance I. Our question is whether there is a distributed variant of the JVV sampler. Answering this question also involves investigating a fundamental problem: "Can rejection sampling be made local?" Considering that the rejection sampling as a basic Monte Carlo method has been studied for more than half a century, this is certainly worth studying in local computation.
Question 3: What makes a sampling or counting problem solvable by local computations?
Finally, we want to characterize the easiness of sampling and counting in local computation by the properties of joint distributions. For sampling and counting on polynomial-time Turing machines, a phase transition of computational complexity is witnessed at the threshold for the decay of correlation (strong spatial mixing) [18, 22] . We wonder whether similar computational phase transitions exist for local computation.
Our results
We study the local complexities of self-reducible sampling and counting problems, and provide answers to above fundamental questions.
We formulate distributed sampling and inference (counting) problems by classes of joint distributions of solutions. Besides general joint distributions, we focus on the joint distributions with following properties naturally arising from local computation:
(⋆) Joint distributions defined by local constraints. These are the counterparts of locally checkable labelings (LCL) in the world of sampling and counting. In our paper, these joint distributions are called local Gibbs distributions (Definition 2.3). (⋆⋆) Joint distributions for which constructing a feasible solution is trivial for a sequential local oblivious procedure. For example, this includes distributions over (∆ + 1)-list-colorings, but not the distributions over ∆-list-colorings. The property is related to the ergodicity of the local dynamics on feasible solutions. In our paper, joint distributions of this property are called locally admissible (Definition 2.5). Main results: For self-reducible classes of instances, we show the followings hold for sampling and inference (counting) in the LOCAL model:
• Approximate inference and approximate sampling are interreducible, in a sense that if one of the tasks is tractable in the LOCAL model so is the other one (Theorem 3.2 and  Theorem 3. 3), where an approximate problem is tractable in the LOCAL model if the problem is solvable for any n and δ > 0, where n is the number of nodes and δ is the approximation error, within time complexity poly(log n, log 1 δ ). • If property (⋆) is satisfied, then approximate inference, approximate sampling, and exact sampling are all inter-reducible. With the above results, this is proved by a distributed JVV sampler that successfully terminates within polylog(n) rounds with high probability, and conditioning on success, returns a solution distributed precisely as the desired distribution (Theorem 4.2). • If further, property (⋆⋆) is satisfied, then all above tasks are easy if and only if the joint distribution exhibits certain degrees of strong spatial mixing (Theorem 5.2 and Corollary 5.4), a decay of correlation property which is critically related to the computational complexity of approximate counting [18, 22] . Minor results: As by-products of above results, we obtain two boosting lemmas:
• If property (⋆) is satisfied, then approximate inference with bounded additive (total variation) error can be boosted to with bounded multiplicative error (Lemma 4.1). • If further, property (⋆⋆) is satisfied, then strong spatial mixing in total variation distance implies strong spatial mixing with decay in multiplicative error (Corollary 5.3). This explains why so far the known strong spatial mixing results for several major problems (e.g. independent sets, matchings, and graph colorings) were all proved in this stronger form with decay in multiplicative error [1, 5, 6, 22] .
Interestingly, the second boosting result states a proposition in probability theory, which seems unrelated to distributed algorithms, but is proved by us via local computation.
Applications in the LOCAL model:The main results in above together with the state of the arts of strong spatial mixing [1, 6, 12, 19, 22] , imply the following exact sampling algorithms for various important sampling problems and statistical physics models:
• An O ( √ ∆ log 3 n)-round algorithm for exact sampling matchings in graphs with maximum degree ∆.
• An O (log 3 n)-round exact sampling according to the hardcore model (weighted independent sets) in the uniqueness regime, which along with the Ω(diam) lower bound in a previous work [3] for sampling according to the hardcore model in the non-uniqueness regime, gives the first computational phase transition for distributed sampling and counting. • O (log 3 n)-round exact sampling algorithms for sampling according to various anti-ferromagnetic models, including: anti-ferromagnetic 2-spin model in the uniqueness regime, weighted hypergraph matchings in the uniqueness regime, proper q-colorings of triangle-free graphs when q ≥ α ∆ where α > α * and α * ≈ 1.763 is the positive root of the euqation x = e 1/x .
MODELS AND DEFINITIONS
The LOCAL Model: In the LOCAL model [14, 17] , the network is a simple, undirected graph G = (V , E). Initially, each node v ∈ V receives a local input and an arbitrary long random bit string sampled independently at v. For a LOCAL algorithm with time complexity t, each node v ∈ V gathers all information within radius t from v, including the topology of the graph, the inputs and random bits of the nodes within that radius, and performs an arbitrary local computation with the information to compute an output.
Joint Distributions: Let V be a set of size n = |V | and Σ an alphabet of size q = |Σ| ≤ poly(n). Let Ω = Σ V be the sample space. Each σ ∈ Σ V is called a configuration. For S ⊆ V , we use σ S or σ (S ) to denote the restriction of σ on subset S. Let µ be a distribution over
Given a feasible configuration τ ∈ Σ Λ on a subset Λ ⊆ V , we use µ τ to denote the distribution over Σ V induced by µ conditioning on τ . The conditional marginal distributions µ τ R and µ τ v are accordingly defined. Suppose that µ and ν are two distributions over the same sample space Ω. The total variation distance between µ and ν , denoted by d TV (µ, ν ), is defined as:
Distributed Graph Problems:
We reformulate the notion of distributed graph problems in [8] by classes of joint distributions.
Definition 2.1 (distributed graph problems). A distributed graph problem is given by a class of joint distributions
The class of distributions M is translation-invariant, which means that if the labeled graphs (G, x ) and (G,x ) are isomorphic under bijection ϕ on vertices, then µ (G,x ) ∈ M is well-defined if and only if µ (G,x ) is, and the distributions µ (G,x ) and µ (G,x ) are identical under bijection ϕ.
Initially, each node v ∈ V knows x v . For classic distributed graph problems, the nodes need to construct a feasible y that 1. An instance for distributed sampling/counting is a tuple (G, x, τ ), where (G, x ) specifies a joint distribution µ = µ (G,x ) over Σ V , and τ ∈ Σ Λ is an arbitrary configuration on a subset Λ ⊆ V that is feasible with respect to µ. We call the distribution µ τ the target distribution.
Given an instance (G, x, τ ) where τ is specified on the subset
We assume that x v includes a unique ID for v, a global polynomial upper bound of n = |V |, and a global upper bound on errors if approximation is involved.
Remark 2.2. The reason to include an arbitrary partially specified configuration τ into the problem instance, is to explicitly enforce the self-reducibility, a property that is essential to problems such as sampling and counting [11] . 1 For example, consider µ as the uniform distribution over all proper (∆ + 1)-colorings of G. For any proper (∆ + 1)-coloring τ of vertices in a subset Λ ⊆ V , µ τ is the uniform distribution over all proper (∆ + 1)-colorings of G consistent with τ . This equivalently specifies a uniform distribution over list-colorings 1 Alternatively, one may enforce the self-reducibility implicitly by assuming it as a property of the class of joint
can be constructed locally from (G, x ), providing τ v to each node v ∈ Λ. This alternative formulation of self-reducibility is equivalent to the one we used above. 
We assume that the time complexity of a distributed algorithm is fixed. Upon termination the algorithm either successfully returns or fails. We assume that the algorithm succeeds with high probability, and all failures are locally certifiable. Upon termination, each node v ∈ V besides the regular output explicitly outputs a random bit F v indicating whether the algorithm fails locally at v, and it is
. This is a well accepted notion of the Las Vegas algorithms for local computation [7] .
The goal of distributed sampling is to draw a random sample according to the target distribution µ τ given by the instance (G, x, τ ).
Exact sampling: Given any instance (G, x, τ ), the nodes need
successful termination, such that conditioning on success the distributionμ of Y satisfies d TV (μ, µ τ ) ≤ δ . We use the distributed inference to represent counting in distributed settings. Here, the goal is to estimate the marginal distribution µ τ v for each node v ∈ V , where µ τ v is the target distribution given by the instance (G, x, τ ). Due to an information-theoretical argument, exact inference with local information is impossible for joint distributions with nonzero long-range correlations. Hence we focus on approximate inference.
Approximate inference: Given any instance (G, x, τ ), for any δ > 0, each node v ∈ V needs to output a marginal distribu-
A more accurate approximate inference with bounded multiplicative error is discussed in Section 4.1.
Joint Distributions Defined by Local Constraints:
We use the Gibbs distributions defined by the weighted constraint satisfaction problems (CSPs), also known as the factor graphs [13] , to model joint distributions characterized by local constraints.
where the normalizing factor Z = σ ∈Σ V w (σ ) is known as the partition function, which can be seen as a function of the specification
The local Gibbs distributions are the counterparts of the LCL problems [14] in the world of distributed sampling/counting. Just as that the LCL problems are the distributed graph problems that are defined by local constraints, the local Gibbs distributions are the joint distributions that are defined by local factors.
An important property of Gibbs distribution is the spatial Markovian property, also known as conditional independence, which is stated formally by the following proposition.
Suppose that A, B, C ⊂ V are disjoint nonempty subsets and C is a vertex separator whose removal disconnects A and B in H . For a random vector Y ∈ Σ V distributed according to µ, Y A and Y B are conditionally independent given that Y C is arbitrarily and feasibly fixed. Formally, for any
We also consider a restrictive class of Gibbs distributions, with the following property.
Definition 2.5 (locally admissible). Let µ be a Gibbs distribution specified by
Remark 2.3. The locally admissible, local Gibbs distributions represent the LCL problems that can be solved by sequential local oblivious algorithms. For any class of locally admissible, local Gibbs distributions M = {µ (G,x ) }, the problem of constructing a y that is feasible with respect to µ (G,x ) , can always be solved by a sequential local oblivious algorithm on any vertex ordering, i.e. the problem is in SLOCAL(O (1)).
FROM SEQUENTIAL TO PARALLEL FOR DISTRIBUTED SAMPLING
In this section, we establishes the computational equivalence (up to polylogarithmic factor) between approximate inference and approximate sampling in the LOCAL model. The results in this section holds for general classes of joint distributions M = {µ (G,x ) }.
A key step is to first resolve the problems sequentially with bounded locality. The sequential local mode (SLOCAL) is introduced in a recent breakthrough [8] . An important property of the SLOCAL model is that any SLOCAL algorithm with locality r can be transformed into a LOCAL algorithm with time complexity O (r ) multiplying the cost for network decomposition [15] . We restate this in the following lemma in a slightly more refined way, in order to cover more general problems such as distributed sampling. Lemma 3.1 (Ghaffari, Kuhn, Maus [8] ). Let A be a k-pass SLOCAL algorithm. Given any instance I on graph G = (V , E) with n = |V |, any ordering π of nodes in V , A scans all nodes in the same ordering π by k passes with locality r i (n) in the i-th pass.
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Then there is a LOCAL algorithm B which given any instance I on graph G = (V , E) with n = |V |, outputs within time complexity O (kr (n) log 2 n) a pair (Y v , F v ) at each node v ∈ V , where r (n) = max 1≤i ≤k r i (n) and F v is a Boolean random variable indicating whether the algorithm fails locally at v, satisfying that With this lemma, the standard sequential sampler by progressively sampling according to the marginal distributions, can be transformed to a LOCAL algorithm for approximate sampling. On the other hand, the reduction from approximate inference to approximate sampling in the LOCAL model can be done by averaging over all local random choices. 
LOCAL SELF-REDUCTIONS
It is well-known that on Turing machines, for self-reducible problems the accuracy of approximate counting can be boosted and approximate counting implies exact sampling (the Jerrum-Valiant-Vazirani sampler) [11] .
In this section, we give two boosting results for local distributed counting and sampling:
• a local boosting for approximate inference which transforms approximate inference with bounded total variation error to the one with bounded multiplicative error; • a distributed JVV sampler which uses approximate inference to achieve exact sampling via the local rejection sampling. Both results utilizes local self-reductions, the self-reductions with bounded locality. The correctness of such reductions relies on the spatial Markovian (conditional independence) property of local Gibbs distributions.
The Boosting Lemma
We consider approximate inference with a stronger accuracy guarantee. The multiplicative error function err (·, ·) is defined as follows:
for any two distributions µ andμ over the same sample space Σ,
with the convention that 0/0 = 1 and ln 0 − ln 0 = ln(0/0) = 0. Approximate inference (with multiplicative error ϵ): For any instance (G, x, τ ), any 0 < ϵ < 1, each node v returns a mar-
which gives a more accurate approximation than the bounded total variation error.
The boosting lemma stated below says that for local Gibbs distributions, approximate inference with total variation error can be boosted into that with multiplicative error. Lemma 4.1 (boosting lemma). For any class of local Gibbs distributions M = {µ (G,x ) }, if there is a LOCAL algorithm for approximate inference (within arbitrary total variation error δ > 0) with time complexity at most t (n, δ ), then there is a LOCAL algorithm for approximate inference (within arbitrary multiplicative error 0 < ϵ < 1) with time complexity O (t (n, ϵ 5qn )), where q = |Σ| ≤ poly(n) is the size of the alphabet.
Proof. Let A + δ denote the LOCAL algorithm for approximate inference with arbitrary total variation error δ > 0 whose time complexity is t (n, δ ). We construct a LOCAL algorithm A × ϵ for approximate inference with arbitrary multiplicative error 0 < ϵ < 1.
Let (G, x, τ ) be an instance, where G = (V , E). The joint distribution µ = µ (G,x ) is a Gibbs distribution given by (G, Σ, F ), where q = |Σ|. Since the Gibbs distribution is local, we assume that there
We assume v Λ, otherwise the inference problem is trivial. Let δ = ϵ 5qn and t = t (n, ϵ 5qn ) be the time complexity of the LOCAL algorithm A + δ . Node v collects all information up to distance 2t + ℓ and simulates the following algorithm locally.
Recall that B r (v) denotes the r -ball centered at v in G. We define
Let v 1 , v 2 , . . . , v m , where m = |Γ|, be vertices in Γ enumerated in the increasing order of their unique IDs. A sequence of configurations τ i ∈ Σ Λ i on subsets Λ i , 0 ≤ i ≤ m, is constructed as follows:
• Initially, let Λ 0 = Λ and τ 0 = τ . 
This finishes the definition of Algorithm A × ϵ . We then show that τ m is feasible with respect to µ, so the marginal distribution µ τ m v is well-defined. Furthermore, it holds that ∀c ∈ Σ :
which proves the Theorem. For the sequence of configurations
0 is feasible with respect to µ, then all τ c i are feasible with respect to µ.
Proof. We prove this by induction on i. For i = 0, the claim holds trivially. For general i, suppose that τ c i−1 is feasible. Then τ i−1 must be feasible in the first place because τ c i−1 extends τ i−1 . The two configurations τ c i−1 and τ i−1 differ only at vertex v and
Recall that τ i is constructed from τ i−1 in such a way that τ i (v i ) = c i for the c i ∈ Σ that maximizes the marginal probabilityμ τ i −1 v i (c i ), and q = |Σ|. Therefore, we have (3) and (4), we have
> 0, which implies that µ Λ i ∪{v } (τ c i ) > 0 and τ c i is feasible with respect to µ. The claim is proved. □
Recall that τ 0 = τ for a feasible τ ∈ Σ Λ . There must exist c ∈ Σ such that τ c 0 is feasible, which according to above claim implies that all τ c i are feasible, and hence in particular, τ c m is feasible, which means τ m is feasible in the first place since τ c m extends τ m . Consider each c ∈ Σ that µ τ v (c) > 0. For such c ∈ Σ, τ c 0 must be feasible since τ 0 = τ , which according to above claim implies that τ c 0 is feasible. Denote that c i = τ i (v i ) for 0 ≤ i ≤ m. Apply the chain rule in two different orders of vertices, we have
Solving the above equations gives us
For each 1 ≤ i ≤ m, by (3) and (4), it holds that
Distributed JVV Sampler
The Jerrum-Valiant-Vazirani (JVV) sampler [11] is a general global reduction from exact sampling to approximate counting for selfreducible problems via rejection sampling. Here we give a local distributed JVV sampler by realizing a local rejection sampling.
Theorem 4.2. For a class of local Gibbs distributions M = {µ (G,x ) }, if there is a LOCAL algorithm for approximate inference (with total variation error ≤ 1/5qn 4 ) with time complexity at most t (n), where q = |Σ| ≤ poly(n) is the size of the alphabet, then there is a LOCAL algorithm for exact sampling with time complexity O (t (n) log 2 n).
By the boosting lemma (Lemma 4.1), the algorithm for approximate inference with total variation error in the assumption of Theorem 4.2 can be boosted to an approximate inference algorithm with multiplicative error 1/n 3 and time complexity O (t (n)). Theorem 4.2 is then a consequence of the following proposition. Let A be the LOCAL algorithm for approximate inference with multiplicative error 1/n 3 and time complexity at most t = t (n). We construct an SLOCAL algorithm called local-JVV for exact sampling with time complexity O (t ). For convenience, the local-JVV algorithm is presented as a multi-pass SLOCAL algorithm with the ability of writing nearby nodes' internal memories. It was observed in [8] that these variations will not substantially change the power of SLOCAL algorithms.
The following lemma holds for SLOCAL algorithms. Let (G, x, τ ) be an instance, where G = (V , E). The joint distribution µ = µ (G,x ) is a Gibbs distribution given by (G, Σ, F ), where q = |Σ|. Since the Gibbs distribution is local, we assume that there The τ ∈ Σ Λ is an arbitrary feasible configuration on an arbitrary subset Λ ⊆ V . The distribution µ τ is the target distribution that we want to sample from.
4.2.1
The local-JVV algorithm. The local-JVV algorithm is an SLOCAL algorithm for the local rejection sampling: Upon termination, the algorithm returns a (Y ,
indicates that the algorithm fails (rejects) locally at node v.
The SLOCAL algorithm consists of three passes. In each pass, the algorithm scans the nodes in the same ordering π = v 1 , v 2 , . . . , v n provided to the algorithm by an adversary.
In the first pass, a configuration σ 0 ∈ Σ V that is feasible with respect to the target distribution µ τ , called the ground state, is constructed by the following procedure:
• Initially, σ 0 ∈ Σ Λ and σ 0 = τ . Then σ 0 is updated at each step. • In the i-th step, simulate the algorithm A at node v i within radius t = t (n) on the instance (G, x, σ 0 ), which returns a marginal distributionμ σ 0 v i . Pick an arbitrary c i ∈ Σ witĥ µ σ 0 v i (c i ) > 0, and extend the current σ 0 further onto v i by setting σ 0 (v i ) ← c i . In the second pass, a random configurations Y ∈ Σ V is generated independently by the following procedure:
• Initially, Y ∈ Σ Λ and Y = τ . Then Y is randomly updated at each step. • In the i-th step, simulate the algorithm A at node v i on the instance (G, x, Y ), which returns a marginal distributionμ Y v i . Sample a random Y i ∈ Σ independently according toμ Y v i , and extend the current Y further onto v i by setting Y (v i ) ← Y i . Letμ τ be the distribution of Y ∈ Σ V generated as above. It closely approximates the µ τ . The proof of Claim 4.5 appears in the full version of this paper.
Remark. It is easy to verify that the configuration σ 0 ∈ Σ V constructed in the first pass satisfiesμ τ (σ 0 ) > 0. By Claim 4.5, it holds that µ τ (σ 0 ) > 0. Thus σ 0 is a feasible configuration with respect to the target distribution µ τ .
In the third pass, each node v i carefully computes a probability q v i , and uses q v i to independently sample a random F ′ v i ∈ {0, 1} indicating the local failure at v i .
• Initially, let σ 0 ∈ Σ V be the ground state constructed in the first pass. • A sequence of configurations σ 1 , σ 2 , . . . , σ n ∈ Σ V is constructed, where σ n = Y is the configuration randomly generated in the second pass, such that the following invariants hold for all 0 ≤ i ≤ n: σ i is feasible with respect to µ τ ;
(6) σ i and σ i−1 differ only over the t-ball B t (v i ).
The invariants hold trivially for σ 0 . In the i-th step, assume the above invariants for σ i−1 . Construct a σ i ∈ Σ V satisfying these invariants by enumerating all configurations σ ′ ∈ Σ B over the t-ball B = B t (v i ) and trying replacing the assignment of σ i−1 (B) with σ ′ . The following claim guarantees the existence of such σ i ∈ Σ V .
There exists a σ i ∈ Σ V satisfying (5), (6) and (7) .
Assuming this claim, the algorithm can always find a good σ i and verify the invariants within bounded radius from v i .
Specifically, assuming the invariants for σ i−1 , invariant (7) holds trivially by the construction of σ i , invariant (6) can be verified at v i within radius t, and invariant (5) can be verified within radius t + ℓ due to the conditional independence property stated in Proposition 2.4. Formally, one can check the feasibility of σ i by testing whether ∀v
Once a good σ i is found, node v i updates the internal states of all nodes in B t (v i ) to update the current configuration to σ i .
Node v i computes the value of
whereμ τ stands for the distribution of the random configuration Y generated in the second pass, and w (·) is the weight for the Gibbs distribution defined in Definition 2.3.
Claim 4.7. The q v i defined in (8) can be computed at v i within radius 3t +ℓ = O (t ) and it always holds that e −5/n 2 ≤ q v i ≤ 1.
≤n is the random configuration sampled in the second pass and the algorithm fails locally at v i if F ′ v i = 1. The Pseudocode for local-JVV algorithm is given in Algorithm 1.
Proofs of Claim 4.6 and Claim 4.7.
Proof of Claim 4.6. Assume that σ i−1 ∈ Σ V is feasible with respect to µ τ and σ i−1 (v j ) = Y (v j ) for all 1 ≤ j ≤ i − 1. We show that there exists a σ i ∈ Σ V satisfying (5), (6) , and (7) . Define set of
and τ 2 = Y (Γ) be two configurations on subset Γ. By assumption and Claim 4.5, σ i−1 and Y are feasible, so τ 1 and τ 2 are also feasible and
The marginal distributions returned by A at node v i on the two instances (G, x, τ 1 ) and (G, x, τ 2 ) are identical, because τ 1 and τ 2 agree with each other over B t (v i ). We denote this marginal distribution asμ τ 1 v i =μ τ 2 v i , which is an approximation of the marginal distributions µ τ 1 v i , µ τ 2 v i with multiplicative error 1/n 3 . It holds that
where the last inequality is due to that Y is feasible. This shows that µ τ 1 v i (Y (v i )) > 0, which means there exists a feasible configuration σ ∈ Σ V such that σ (Γ) = τ 1 = σ i−1 (Γ) and Simulate algorithm A at node v i within radius t (n) on instance (G, x, σ 0 ) to obtain the output marginal
Each node v ∈ V outputs σ 0 (v). 8 Second Pass: 9 Initialize Y = τ ∈ Σ Λ ; 10 for i = 1 through n do 11 Simulate algorithm A at node v i within radius t (n) on
15 Third Pass: 16 Let σ 0 and Y be the output configurations of the first and the second passes; 17 for i = 1 through n do 18 Enumerate all configurations σ ′ ∈ Σ B t (v i ) over the t-ball B t (v i ) to find a configuration
such that following three local conditions hold:
Equations (9) and (10);
. Such σ is the σ i we want. It can be easily verified that it satisfies the invariants (5), (6) and (7) . □
Proof of Claim 4.7. Recall that the value of q v i is defined as
Due to Claim 4.6, every σ i is feasible with respect to µ τ , so w (σ i ) > 0 and moreover by Claim 4.5, we haveμ τ (σ i ) > 0. The ratio q v i is well-defined.
Next, we show that Pr[Y = σ | G] = µ τ (σ ) for any σ ∈ Σ V , which proves the lemma.
For any σ ∈ Σ V that µ τ (σ ) = 0, by Claim 4.5, we haveμ τ (σ ) = Pr[Y = σ ] = 0, therefore Pr[Y = σ | G] = 0.
For any σ ∈ Σ V that µ τ (σ ) > 0, by Claim 4.5, we haveμ τ (σ ) = Pr[Y = σ ] > 0. The probability that the algorithm succeeds and outputs Y = σ is given by
Note that the factor
□ Finally, we are going to prove Proposition 4.3. It can be easily verified that the local-JVV algorithm has locality O (t ) where t = t (n) is the time complexity of the LOCAL algorithm A.
We apply Lemma 4.4 and Lemma 3.1 to transform the local-JVV algorithm defined in the SLOCAL model to a LOCAL algorithm. Due to Lemma 3.1, upon successful termination, the LOCAL algorithm preserves the distribution of the output (Y , F ′ ) of the SLOCAL algorithm on some ordering of nodes, where Y = (Y v ) v ∈V is the randomly sampled configuration and F ′ = (F ′ v ) v ∈V is the vector of random indicators for local failures generated in the final pass of the local-JVV algorithm. The transformation to the LOCAL model will introduce another random failure F ′′ v ∈ {0, 1} to each node v which is independent of (Y , F ′ ), where F ′′ v = 1 indicates the failure at node v caused by the network decomposition and v ∈V E[F ′′ v ] = O (1/n 2 ). We combine the two failures and define
, it still holds that conditioning on that F v = 0 for all nodes v ∈ V , the distribution of Y is precisely the target distribution.
APPROXIMATE INFERENCE AND STRONG SPATIAL MIXING
In this section, we explore the intrinsic relation between distributed sampling/counting problems and decays of correlation in joint distributions. The main result in this section holds for locally admissible, local Gibbs distributions. An important decay of correlation property for joint distributions is the strong spatial mixing. We adopt the definition of strong spatial mixing in [22] into our context. Definition 5.1 (strong spatial mixing). Let δ n : N → R ≥0 be a sequence of non-increasing functions. A class of joint distributions M = {µ (G,x ) } is said to exhibit strong spatial mixing with rate δ n (·) if for every distribution µ (G,x ) ∈ M over Σ V , where G = (V , E) and n = |V |, for every v ∈ V , Λ ⊆ V , and any two feasible configurations σ , τ ∈ Σ Λ ,
where D ⊆ Λ is the subset on which σ and τ differ.
In particular, the strong spatial mixing is said to be with exponential decay at rate α, for some 0 < α < 1, if the mixing rate δ · (·) is in the form δ n (t ) = poly(n) · α t .
The strong spatial mixing is intrinsically related to the approximate inference in the LOCAL model. In fact, the strong spatial mixing can be thought as a weaker form of approximate inference in the LOCAL model, where every node knows the graph G and distribution µ but not the partially specified feasible configuration τ . Therefore, it is quite natural that the approximate inference always implies strong spatial mixing. Meanwhile, the converse also holds for locally admissible, local Gibbs distributions.
Theorem 5.2. For any class of joint distributions M = {µ (G,x ) }, if there is a LOCAL algorithm for approximate inference (within arbitrary total variation error δ > 0) with time complexity at most t (n, δ ), then M exhibits strong spatial mixing with rate δ n (t ) =
Conversely, for any class of locally admissible, local Gibbs distributions M = {µ (G,x ) }, if M exhibits strong spatial mixing with rate δ n (t ), then there is a LOCAL algorithm for approximate inference (within arbitrary total variation error δ > 0) with time complexity t (n, δ ) = min{t | δ n (t ) ≤ δ } + O (1).
The strong spatial mixing defined in Definition 5.1 measures the decay of correlation in terms of total variation distance. If we replace the total variation distance d TV (·, ·) in (11) with the multiplicative error function err (·, ·) defined in (1), we have an even stronger form of strong spatial mixing, namely the one with decay in multiplicative error. Several well-known strong spatial mixing results for important classes of Gibbs distributions (e.g. independent sets, matchings, and graph colorings) were actually established in this stronger form [1, 5, 6, 22] . Here we see this is not a coincidence. Combing Theorem 5.2 with the boosting lemma (Lemma 4.1), we have the following corollary. Corollary 5.3. A class of locally admissible, local Gibbs distributions M exhibits strong spatial mixing with exponential decay at rate α in total variation distance, if and only if it exhibits strong spatial mixing with exponential decay at rate α in multiplicative error.
Interestingly, the corollary gives a result in probability theory proved by local computation.
Combining Theorem 5.2 with the distributed JVV sampler (Theorem 4.2), we have the followings. Combining with the state-of-the-arts for strong spatial mixing in [1, 6, 12, 19, 22] , the corollary gives us the following LOCAL algorithm for exact sampling:
• an O ( √ ∆ log 3 n)-round algorithm for sampling matchings in graphs with maximum degree ∆ due to the strong spatial mixing of matchings with exponential decay at rate 1 − Ω(1/ √ ∆) [1] ; • an O (log 3 n)-round algorithm for sampling independent sets in graphs with max-degree ∆ ≤ 5, or more generally, for sampling according to the hardcore model (weighted independent sets) with fugacity λ up to the uniqueness threshold (where λ < λ c (∆) ≜ (∆ − 1) (∆−1) /(∆ − 2) ∆ ), due to the strong spatial mixing of the model up to the uniqueness threshold [22] ; • an O (log 3 n)-round algorithm for sampling q-colorings of triangle-free graphs when q ≥ α ∆ for α > α * where α * ≈ 1.763 . . . satisfies α * = exp( 1 α * ), due to the strong spatial mixing proved in [6] ;
• an O (log 3 n)-round algorithm for sampling according to the anti-ferromagnetic 2-spin model in the interior of the uniqueness regime, due to the strong spatial mixing of the model in the uniqueness regime [12] ; • an O (log 3 n)-round algorithm for sampling weighted hypergraph matchings up to the uniqueness threshold (when the weight λ < λ c (r , ∆) ≜ (∆−1) (∆−1) (r −1)(∆−2) ∆ , where r is the rank of the hypergraph), due to the strong spatial mixing of the model up to the uniqueness threshold [19] .
The definitions of these models are given in the referred papers. All these joint distributions are either locally admissible, local Gibbs distributions, or in the case of edge models (e.g. graph/hypergraph matchings) can be represented as such joint distributions through dualities of graphs/hypergraphs, which preserve the distances.
For lower bounds, the long-range correlation established in a previous work ([3], Theorem 5.3) implies an Ω(diam) lower bound for approximate sampling according to the hardcore model with fugacity λ in the non-uniqueness regime (where λ > λ c (∆)). Along with the O (log 3 n) upper bound for exact sampling according to the hardcore model in the uniqueness regime obtained above, we discover for the first time a computational phase transition for local distributed sampling and counting, at the same critical threshold for the computational phase transition discovered for sampling and counting on polynomial-time Turing machines [18, 22] .
CONCLUSION
We study the complexities of sampling and counting in the LOCAL model, where the counting is represented by a local variant, namely the inference problem. We found that for self-reducible problems, the well known generic relations between sampling and counting on classic polynomial-time Turing machines hold similarly for local computation. Meanwhile, the tractability of these problems by local computation is captured by a decay of correlation property known as the strong spatial mixing.
Perhaps a lesson we could learn from this research is that it is helpful to model local computation problems as joint distributions, and hence studying the complexities of these problems is reduced to studying the discrepancies between such problem-specified joint distributions and the distributions that can be generated by local algorithms. This new approach for local computation seems to have much potential.
Several open problems are worth investigating. First, can we make the LOCAL algorithms in this paper use bounded-size messages and bounded local computation? Such efficient distributed algorithms would necessarily improve the state of the arts of sampling and approximate counting on polynomial-time Turing machines. Second, how should we classify complexities of sampling and counting in local computation, and does there exist a complexity hierarchy? Third, the distributed JVV sampler given in this paper terminates in a fixed number of rounds with bounded locally certifiable failure. Can we make this algorithm Las Vegas, in a sense that the time complexity of the algorithm may be random but once it terminates the algorithm always outputs precisely according to the correct distribution, and still being local? This requires a strategy for non-biased local resampling, which is far from being well understood. So far, it was only discovered for the Lovász-local-lemma-based sampler for restrictive problems under strict conditions [9] .
