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UNIQUENESS OF THE SELF-SIMILAR PROFILE FOR A KINETIC
ANNIHILATION MODEL
VÉRONIQUE BAGLAND & BERTRAND LODS
Abstract. We prove the uniqueness of the self-similar profile solution for a modified Boltz-
mann equation describing probabilistic ballistic annihilation. Such a model describes a system
of hard spheres such that, whenever two particles meet, they either annihilate with probabil-
ity α ∈ (0, 1) or they undergo an elastic collision with probability 1 − α. The existence of a
self-similar profile for α smaller than an explicit threshold value α1 has been obtained in our
previous contribution [6]. We complement here our analysis of such a model by showing that,
for some α♯ explicit, the self-similar profile is unique for α ∈ (0, α♯).
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2 VÉRONIQUE BAGLAND & BERTRAND LODS
1. Introduction
We investigate in the present paper a kinetic model, recently introduced in [8, 11, 12, 13, 14,
20], which describes the so-called probabilistic ballistic annihilation of hard-spheres. In such a
description, a system of (elastic) hard spheres interact according to the following mechanism:
they freely move between collisions while, whenever two particles meet, they either annihilate
with probability α ∈ (0, 1) or they undergo an elastic collision with probability 1 − α. In the
spatially homogeneous situation, the velocity distribution f(t, v) of particles with velocity v ∈ Rd
(d > 2) at time t > 0 satisfies the following
∂tf(t, v) = (1− α)Q(f, f)(t, v) − αQ−(f, f)(t, v) (1.1)
where Q is the quadratic Boltzmann collision operator defined by
Q(g, f)(v) =
∫
Rd×Sd−1
|v − v∗|
(
g(v′)f(v′∗)− g(v)f(v∗)
) dv∗ dσ
|Sd−1| ,
where the post-collisional velocities v′ and v′∗ are parametrized by
v′ =
v + v∗
2
+
|v − v∗|
2
σ, v′∗ =
v + v∗
2
− |v − v∗|
2
σ, σ ∈ Sd−1.
The above collision operator Q(g, f) splits as Q(g, f) = Q+(g, f)−Q−(g, f) where the gain part
Q+ is given by
Q+(g, f)(v) = Cd
∫
Rd×Sd−1
|v − v∗|f(v′∗)g(v′) dv∗ dσ
with Cd = 1/|Sd−1| while the loss part Q− is defined as
Q−(g, f)(v) = g(v)L(f)(v), with L(f)(v) =
∫
Rd
|v − v∗|f(v∗)dv∗.
For the sequel of the paper, we shall define the annihilation operator
Bα(f, f) := (1− α)Q(f, f)− αQ−(f, f) = (1− α)Q+(f, f)−Q−(f, f).
We refer to [6] and the references therein for a more detailed description of the above annihi-
lation model. Throughout the paper we shall use the notation 〈·〉 =
√
1 + | · |2. We denote, for
any η ∈ R, the Banach space
L1η(R
d) =
{
f : Rd → R measurable ; ‖f‖L1η :=
∫
Rd
|f(v)| 〈v〉ηdv < +∞
}
.
1.1. Self-similar solutions. From the mathematical viewpoint, the well-posedness of Equation
(1.1) has been studied in our previous contribution [6] where it is proved that if f0 ∈ L13(Rd) is
a nonnegative distribution function, then, there exists a unique nonnegative weak solution
f ∈ C([0,∞);L12(Rd)) ∩ L1loc((0,∞);L13(Rd))
to (1.1) such that f(0, ·) = f0. Moreover, multiplying (1.1) by 1 or |v|2 and integrating with
respect to v, one obtains
d
dt
∫
Rd
f(t, v)dv = −α
∫
Rd
Q−(f, f)(t, v)dv 6 0
and
d
dt
∫
Rd
|v|2 f(t, v)dv = −α
∫
Rd
|v|2Q−(f, f)(t, v)dv 6 0.
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It is clear therefore that (1.1) does not admit any non trivial steady solution and, still formally,
f(t, v)→ 0 as t→∞. According to physicists, solutions to (1.1) should approach for large times
a self-similar solution F = Fα (depending a priori on the parameter α) to (1.1) of the form
Fα(t, v) = λ(t)ψα(β(t)v) (1.2)
for some suitable scaled functions λ(t), β(t) > 0 and some nonnegative function ψα = ψα(ξ) such
that
ψα ≡/ 0 and
∫
Rd
ψα(ξ) (1 + |ξ|2) dξ <∞. (1.3)
Notice that, as observed in [6], Fα(t, v) is a solution to (1.1) if and only if ψα(ξ) is a solution to
the rescaled problem
λ˙(t)βd+1(t)
λ2(t)
ψα(ξ) +
β˙(t)βd(t)
λ(t)
ξ · ∇ξψα(ξ) = Bα(ψα, ψα)(ξ)
where the dot symbol stands for the time derivative. The profile ψα being independent of time
t, there should exist some constants A = Aψα and B = Bψα such that A =
λ˙(t)βd+γ(t)
λ2(t)
, and
B = β˙(t)β
d+γ−1(t)
λ(t) . Thereby, ψα is a solution to
Aψα(ξ) +Bξ · ∇ξψα(ξ) = Bα(ψα, ψα)(ξ).
The coefficients A and B can explicitly be expressed in terms of the profile ψα. Indeed, inte-
grating first the above stationary problem with respect to ξ and then multiplying it by |ξ|2 and
integrating again with respect to ξ one sees that (1.3) implies that
A = −α
2
∫
Rd
(
d+ 2∫
Rd
ψα(ξ∗) dξ∗
− d |ξ|
2∫
Rd
ψα(ξ∗) |ξ∗|2 dξ∗
)
Q−(ψα, ψα)(ξ)dξ
and
B = −α
2
∫
Rd
(
1∫
Rd
ψα(ξ∗) dξ∗
− |ξ|
2∫
Rd
ψα(ξ∗) |ξ∗|2 dξ∗
)
Q−(ψα, ψα)(ξ)dξ.
It was the main purpose of our previous contribution [6], to prove the existence of an explicit
range of parameters for which such a profile exists. Namely, we have
Theorem 1.1. [6]There exists some explicit threshold value α1 ∈ (0, 1) such that, for any α ∈
(0, α1) the steady problem
Aψαψα(ξ) +Bψαξ · ∇ξψα(ξ) = Bα(ψα, ψα)(ξ) (1.4)
admits a nontrivial nonnegative solution ψα ∈ L12(Rd) ∩ L2(Rd) with∫
Rd
ψα(ξ)
 1ξ
|ξ|2
dξ =
 10
d
2
 (1.5)
and where 
Aψα = −
α
2
∫
Rd
(
d+ 2− 2 |ξ|2)Q−(ψα, ψα)(ξ)dξ
Bψα = −
α
2d
∫
Rd
(
d− 2|ξ|2)Q−(ψα, ψα)(ξ)dξ.
(1.6)
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Moreover, for any α⋆ < α1 there exists K > 0 such that
sup
α∈(0,α⋆)
(
‖ψα‖L13 + ‖ψα‖L2
)
6 K.
Remark 1.2. We give in the Appendix a sketchy proof of Theorem 1.1, referring to [6] for details.
Notice that the stationary solutions constructed in [6] are radially symmetric and therefore satisfy
the above zero momentum assumption. Note that we consider here α ∈ (0, α⋆) with α⋆ < α1 in
order to get uniform estimates with respect to α. In the physical dimension d = 3, one sees that
α1 6 2/7.
Remark 1.3. Let us note that here as in [6], we only consider profiles satisfying (1.5). Indeed,
once we have shown some result of existence or uniqueness for such profiles, we readily get the
same result for profiles with arbitrary positive mass and energy and zero momentum by a simple
rescaling.
Our goal in the present paper is to prove the uniqueness of such a self-similar profile (for a
smaller range of the parameters α). More precisely, our main result can be formulated as
Theorem 1.4. There exists some explicit α♯ ∈ (0, α1) such that, for any α ∈ (0, α♯), the solution
ψα to (1.4) satisfying (1.5) is unique.
1.2. Strategy of proof and organization of the paper. In all the sequel, for any α ∈ (0, 1),
we denote by Eα the set of all nonnegative solution ψα to (1.4) with (1.5). Theorem 1.1 asserts
that provided the parameter α belongs to (0, α1), the set Eα is non empty while our main result,
Theorem 1.4, states that Eα reduces to a singleton as soon as α is small enough.
Our strategy of proof is inspired by a strategy adopted in [7, 16, 17, 5] for the study of driven
granular gases associated to different kinds of forcing terms. The approach is based upon the
knowledge of some specific limit problem corresponding to α→ 0.
To be more precise, since B0 = Q is the classical Boltzmann operator and because one expects
Aψ0 = Bψ0 = 0, one formally notices that for α = 0, the set E0 reduces to the set of distributions
ψ0 satisfying (1.5) and such that
Q(ψ0, ψ0) = 0.
It is well-known that the steady solution ψ0 is therefore a unique Maxwellian distribution; in
other words, one expects E0 to reduce to a singleton: E0 = {M} where M is the normalized
Maxwellian distribution
M(ξ) = π− d2 exp (−|ξ|2) , ξ ∈ Rd. (1.7)
The particular case α = 0 will be referred to as the “Boltzmann limit” in the sequel.
As in [7, 16, 17, 5], our strategy is based upon the knowledge of such a “Boltzmann limit” and
on quantitative estimates of the difference between solutions ψα to our original problem (1.4)
and the equilibrium state in the Boltzmann limit. More precisely, our approach is based upon
the following three main steps:
(1) First, we prove that any solution ψα to (1.4) satisfies
lim
α→0
ψα =M
in some suitable sense. This step consists in finding a suitable Banach space X such that
ψα ∈ X for any α > 0 and limα→0 ‖ψα −M‖X = 0. Notice that the above limit will be
deduced from a compactness argument.
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(2) Using the linearized Boltzmann operator around the limiting Maxwellian M
L (h) = Q(M, h) +Q(h,M)
we prove that, if ψα and ϕα are two functions in Eα, then, for any ε > 0, there exists
some threshold value α˜ such that
‖L (ψα − ϕα)‖X 6 ε‖ψα − ϕα‖Y ∀α ∈ (0, α˜) (1.8)
for some suitable subspace Y ⊂ X . The proof of such a step comes from precise a
posteriori estimates on the difference of solutions to (1.4) and the first step. Using then
the spectral properties of the linearized operator L in X , one can deduce that the above
inequality (1.8) implies the existence of some positive constant C2 > 0 such that
‖ϕα − ψα‖Y 6 C2α‖ϕα − ψα‖Y , α ∈ (0, α˜)
from which we deduce directly that ϕα = ψα provided α is small enough. This proves
Theorem 1.4. However, since the first step of this strategy is based upon a compact-
ness argument, the approach as described is non quantitative and no indication on the
parameter α♯ is available at this stage.
(3) The final step in our strategy is to provide a quantitative version of the first step. This
will be achieved, as in [5], by providing a suitable nonlinear relation involving the norm
‖ψα −M‖Y for any α.
To prove the first step of the above strategy, one has first to identify a Banach space X on
which uniform estimates are available for any solution ψα to (1.4). We can already anticipate
that X is a weighted L1-space with exponential weight:
X = L1(Rd, exp(a|v|) dv), a > 0
and the determination of such a space will be deduced from uniform a posteriori estimates on
elements of Eα. Such estimates are described in Section 2 and rely on a careful study of the
moments of solutions to (1.4). Concerning the convergence of any solution ψα ∈ Eα towards the
Maxwellian M, we first prove that
lim
α→0
‖ψα −M‖Hmk = 0
where Hmk is a suitable (weighted) Sobolev space (see Notations hereafter). The proof of such a
convergence result is, as already mentioned, based upon a compactness argument and requires a
careful investigation of the regularity properties of the solution to (1.4). Our approach for the
study of regularity of solutions to (1.4) is similar to that introduced in [5] for granular gases
and differs from the related contributions on the matter [17, 16] where the regularity of steady
solutions is deduced from the properties of the time-dependent problem. In contrast with these
results, our methodology is direct and relies only on the steady equation (1.4) and the crucial
estimate is a regularity result for Q+(f, g) (see Theorem 2.7). By using standard interpolation
inequalities, we complete the first step of our program. Concerning the second step (2), it uses
in a crucial way some control of the difference of two solutions ψα, ϕα ∈ Eα in some Sobolev
norms (see Proposition 3.4). Again, such estimates rely on the regularity properties of the
collision operator Q+. Notice also that the spectral properties of the linearized operator L have
been investigated recently in [18] where it is shown that the linearized operator shares the same
spectral features in the weighted L1-space X than in the more classical space L2(Rd,M−1(v)dv)
(in which the self-adjointness of L allows easier computations of its spectrum). The proof of this
second step is achieved in Section 3 and, more precisely, in Sections 3.1, which deals with the
Boltzmann limit, and 3.2 which addresses the non-quantitative proof of the uniqueness result.
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Finally, the proof of of the third above step, as already mentioned is simply based upon a
nonlinear estimate on ‖ψα −M‖Y of the form
‖ψα −M‖Y 6 c1‖ψα −M‖2Y + c2α
for some positive constants ci > 0, i = 1, 2 and for α small enough. Such a nonlinear estimate
is provided in Section 3.3. Notice that, as in [5] and in contrast with the reference [17] on
granular gases, our approach on the quantitative estimates comes a posteriori (in the sense that
quantitative estimates are deduced from the uniqueness result whereas, in [17], the uniqueness
result is already proved through quantitative estimates). The main difference between these two
approaches is that the present one does not rely on any entropy estimates.
The paper is ended by three appendices. In Appendix A we give a detailed proof of the
regularity properties of the gain part operator Q+(g, f) which, as already said, play a crucial
role in our analysis of the regularity of the solution ψα to (1.4). Then, in Appendix B, we briefly
recall some of the main steps of the proof of the existence of the self-similar profile ψα. This gives
us also the opportunity to sharpen slightly the constants appearing in Theorem 1.1 with respect
to [6]. In this appendix, we also investigate the regularity properties of the solution to the time-
dependent version of (1.4) introduced in [6]. These results have their own interest and illustrates
the robustness of the method developed in Section 2.3 to investigate the Sobolev regularity of
the steady solution ψα. Finally, Appendix C recalls some useful interpolations inequalities that
are repeatedly used in the paper.
1.3. Notations. Let us introduce the notations we shall use in the sequel. More generally we
define the weighted Lebesgue space Lpη(Rd) (p ∈ [1,+∞), η ∈ R) by the norm
‖f‖Lpη =
[∫
Rd
|f(v)|p 〈v〉pηdv
]1/p
1 6 p <∞
while ‖f‖L∞η = ess− supv∈Rd |f(v)|〈v〉η for p =∞.
We shall also use weighted Sobolev spaces Hsη(R
d) (s ∈ R+, η ∈ R). When s ∈ N, they are
defined by the norm
‖f‖Hsη =
∑
|ℓ|6s
‖∂ℓf‖2L2η
1/2
where for ℓ ∈ Nd, ∂ℓ = ∂ℓ1ξ1 . . . ∂
ℓd
ξd
and |ℓ| = ℓ1 + . . .+ ℓd. Then, the definition is extended to real
positive values of s by interpolation. For negative value of s, one defines Hs−η(Rd) as the dual
space of H−sη (Rd), η ∈ R.
2. A posteriori estimates on ψα
In all the sequel, for any α ∈ (0, α1), ψα ∈ Eα denotes a solution to
Aψαψα(ξ) +Bψαξ · ∇ξψα(ξ) = Bα(ψα, ψα)(ξ)
which satisfies (1.5) where Aψα and Bψα are given by (1.6). Let us note that Aψα and Bψα have
no sign. However,
0 < dBψα −Aψα = α
∫
Rd
Q−(ψα, ψα)(ξ) dξ =: αaψα ,
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and
0 < (d+ 2)Bψα −Aψα =
2α
d
∫
Rd
|ξ|2Q−(ψα, ψα)(ξ) dξ =: αbψα .
Notice that
Aψα = −
α
2
(d+ 2)aψα +
α
2
dbψα and Bψα = −
α
2
aψα +
α
2
bψα . (2.1)
2.1. Uniform moments estimates. We establish several a posteriori estimates on ψα ∈ Eα,
uniform with respect to the parameter α. We first introduce several notations. For any k > 0,
let us introduce the moment of order 2k as
Mk(ψα) =
∫
Rd
ψα(ξ)|ξ|2k dξ, ψα ∈ Eα. (2.2)
One has first the obvious uniform estimates
Lemma 2.1. For any α ∈ (0, α1) and any ψα ∈ Eα one has
√
2d > aψα >
d2
4
(M3/2(ψα))
−1,
√
d/2 >M1/2(ψα) >
d2
4
(M3/2(ψα))
−1,
while
2
d
M3/2(ψα) +
(
d
2
)1
2
> bψα >
(
d
2
) 1
2
, M3/2(ψα) >
(
d
2
) 3
2
.
Finally, aψα 6
√
d 6
√
2bψα .
Proof. From the definition of aψα and (1.5), one has first
aψα 6
∫
Rd×Rd
ψα(ξ)ψα(ξ∗) (|ξ|+ |ξ∗|) dξdξ∗ = 2M1/2(ψα)
while, from Jensen’s inequality,∫
Rd
ψα(ξ∗)|ξ − ξ∗|dξ∗ > |ξ| and aψα >M1/2(ψα).
Moreover, by Hölder’s inequality, M1/2(ψα) 6
√
M1(ψα) =
√
d/2 and
d
2
= M1(ψα) 6
√
M1/2(ψα)M3/2(ψα).
In the same way, one obtains
2
d
M3/2(ψα) 6 bψα 6
2
d
M3/2(ψα) +M1/2(ψα)
and we conclude by noticing that, by Jensen’s inequality, M3/2(ψα) >
(
d
2
) 3
2 .
Finally, by Cauchy-Schwarz’ inequality, one has
aψα 6
(∫
R2d
ψα(ξ)ψα(ξ∗) |ξ − ξ∗|2 dξdξ∗
)1/2
=
(
2
∫
Rd
ψα(ξ) |ξ|2 dξ
)1/2
=
√
d.
Since we already saw that bψα >
√
d/2, this gives the last estimate. 
Then, one can reformulate [6, Proposition 3.4] to get
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Proposition 2.2. For any α⋆ < α1, one has ,
sup
α∈(0,α⋆)
sup
ψα∈Eα
Mk(ψα) = Mk <∞ ∀k > 0
where Mk depends only on α⋆ and k > 0.
Proof. The proof follows from the computations made in [6, Proposition 3.4]; we sketch only the
main steps for the sake of completeness. Let α 6 α⋆ and ψα ∈ Eα. One has, for any k > 0,
α(k − 1)aψα Mk(ψα) = α k bψα Mk(ψα) +
∫
Rd
Bα (ψα, ψα) (ξ) |ξ|2kdξ (2.3)
and, in particular,
α aψα M3/2(ψα) = 3αbψα M3/2(ψα) + 2
∫
Rd
Bα(ψα, ψα)(ξ) |ξ|3dξ.
The last integral can be estimated thanks to Povzner’s estimates [6, Lemma 3.2] 1 and∫
Rd
Bα(ψα, ψα)(ξ) |ξ|3dξ 6 −(1− β3/2(α))M2(ψα) +
3
2
β3/2(α)
(
M3/2(ψα)M1/2(ψα) +
(
d
2
)2)
.
Thus, since aψα > 0, we get
2(1− β3/2(α))M2(ψα) 6 3β3/2(α)
(
M3/2(ψα)M1/2(ψα) +
(
d
2
)2)
+ 3αbψα M3/2(ψα)
Since M2(ψα) >
2
dM3/2(ψα)
2, using Lemma 2.1 we obtain(
2
d
(1− β3/2(α)) −
3α
d
)
M23/2(ψα) 6
3
2
β3/2(α)
√
d/2M3/2(ψα) +
3
2
β3/2(α)
(
d
2
)2
+
3α
d
(
d
2
) 3
2
M3/2(ψα)
so that (
1− β3/2(α) −
3α
2
)
M23/2(ψα) 6 C1M3/2(ψα) + C2 (2.4)
where C1, C2 are positive constants independent of α (notice that we used the fact that β3/2(α) 6
β3/2(0)). Since β3/2(α) = (1− α)̺3/2 (see (B.6) for the definition of ̺3/2), setting
α0 =
1− ̺3/2
3
2 − ̺3/2
we have for α⋆ < min{α0, α1} = α1 (by [6])
sup
α∈(0,α⋆)
sup
ψα∈Eα
M3/2(ψα) <∞
thanks to (2.4). Then, reproducing the computations of [6, Proposition 3.4], one sees that, once
M3/2(ψα) is uniformly bounded, the same is true for all Mk(ψα) with k > 3/2. 
1Notice that here we used an improved version of [6, Lemma 3.2] where, thanks to Jensen’s inequality, we
bound Q−(ψα, ψα) from below in a more accurate way.
ON BALLISTIC ANNIHILATION 9
Remark 2.3. Notice that, thanks to the above estimate, one sees that there exists some universal
constant C > 0 such that
|Aψα |+ |Bψα | 6 Cα ∀ψα ∈ Eα, ∀α ∈ (0, α⋆).
Remark 2.4. As in [17, Lemma 2.3], one may deduce from Proposition 2.2 that there exists
C0 > 0 such that, for any α ∈ (0, α⋆),∫
Rd
ψα(ξ∗)|ξ − ξ∗|dξ∗ > C0〈ξ〉 ∀ξ ∈ Rd, ψα ∈ Eα. (2.5)
This inequality shall be useful in next section.
2.2. High-energy tails for the steady solution. We are interested here in estimating the
high-energy tails of the solution ψα. In all the sequel, α⋆ < α1 is fixed. Namely, we have the
following
Proposition 2.5. There exist some constants A > 0 and M > 0 such that, for any α ∈ (0, α⋆]
and any ψα ∈ Eα, one has ∫
Rd
ψα(ξ) exp (A|ξ|) dξ 6M.
Proof. We adapt here the strategy of [9, 7]. Formally, we have∫
Rd
ψα(ξ) exp (r|ξ|) dξ =
∞∑
k=0
rk
k!
Mk/2(ψα),
where Mk(ψα) is defined by (2.2). In order to prove Proposition 2.5, it is sufficient to show
that the series in the right hand side has a positive and finite radius of convergence. By the
Cauchy-Hadamard theorem, it suffices to prove the existence of some uniform constant C > 0
such that for any α ∈ (0, α⋆] and any ψα ∈ Eα,
Mk/2(ψα) 6 C
k k!, ∀k ∈ N.
Let us now introduce the renormalized moments
zp(ψα) =
Mp(ψα)
Γ(2p + γ)
, p > 0
where Γ denotes the Gamma function and γ > 0 is a constant (to be fixed later on). Thereby,
we are thus led to show the existence of some constants γ > 0 and K > 0 such that for any
α ∈ (0, α⋆] and any ψα ∈ Eα,
zk/2(ψα) 6 K
k, ∀k ∈ N∗. (2.6)
Now, we deduce from (2.3), Lemma 2.1, Proposition 2.2 and from Povzner’s estimates [6, Lemma
3.2] that
(1− βp(α))Mp+1/2(ψα) 6 Sp +
(
2α p
d
M3/2 + αp
√
d
2
)
Mp(ψα)
with
Sp 6 βp(α)
[ p+1
2
]∑
j=1
(
p
j
)(
Mj+1/2(ψα)Mp−j(ψα) +Mj(ψα)Mp−j+1/2(ψα)
)
+ (1− βp(α))
√
d
2
Mp(ψα).
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Consequently, by [9, Lemma 4]
(1− βp(α))Γ(2p + γ + 1)
Γ(2p + γ)
zp+1/2(ψα) 6 Cβp(α)
Γ(2p + 2γ + 1)
Γ(2p + γ)
Zp(ψα)
+
(
2α p
d
M3/2 + (1− βp(α) + αp)
√
d
2
)
zp(ψα),
where C = C(γ) does not depend on p and
Zp(ψα) = max
16j6[ p+1
2
]
{
zj+1/2(ψα)zp−j(ψα), zj(ψα)zp−j+1/2(ψα)
}
.
We have βp(α) = (1 − α)̺p where ̺p is defined by (B.6). It is easily checked that ̺p = O
(
1
p
)
for d > 3. Thus, βp(α) = O
(
1
p
)
uniformly with respect to α. Next, 1− βp(α) > 1− ̺p > 0 for
p > 1 since the mapping p > 1 7→ ̺p is strictly decreasing and ̺1 = 1. Moreover, for any γ > 0,
lim
p→+∞
Γ(2p+ 2γ + 1)
Γ(2p+ γ)
(2p)−γ−1 = 1, lim
p→+∞
Γ(2p+ γ + 1)
Γ(2p + γ)
(2p)−1 = 1.
Let γ ∈ (0, 1). There exist some constants c1, c2, c3 > 0 such that for p > 3/2,
c1 p zp+1/2(ψα) 6 c2 p
γ Zp(ψα) + c3 p zp(ψα). (2.7)
Let k0 ∈ N and K ∈ R satisfying k0 > 3,
c2
(
k0
2
)γ−1
6
c1
2
, and K > max
{
max
16k6k0
sup
α∈(0,α⋆)
sup
ψα∈Eα
zk/2(ψα), 1,
2c3
c1
}
.
It follows from Proposition 2.2 that such a K exists. We now proceed by induction to prove
that (2.6) holds. For k 6 k0, it readily follows from the definition of K. Let k∗ > k0. Assume
that (2.6) holds for any k 6 k∗. Then, taking p = k∗2 in the above inequality (2.7) and noting
that Z k∗
2
(ψα) only involves renormalized moments zj/2(ψα) for j 6 k∗, we may use the induction
hypothesis and we get
c1 zk∗+1
2
(ψα) 6 c2
(
k∗
2
)γ−1
Kk∗+1 + c3K
k∗ 6 c1K
k∗+1,
whence (2.6). 
2.3. Regularity of the steady state. We investigate here the regularity of any nonnegative
solution ψα to (1.4). We begin with showing uniform L
2
k-estimates of ψα:
Proposition 2.6. For any k > 0, one has
sup
α∈(0,α⋆)
sup
ψα∈Eα
‖ψα‖L2k <∞. (2.8)
Proof. For given k > 0, we multiply (1.4) by ψα(ξ)〈ξ〉2k and integrate over Rd. Then, one obtains
Aψα‖ψα‖2L2k +Bψα
∫
Rd
(ξ · ∇ξψα(ξ))ψα(ξ)〈ξ〉2kdξ =
(1− α)
∫
Rd
Q+(ψα, ψα)(ξ)ψα(ξ)〈ξ〉2kdξ −
∫
Rd
Q−(ψα, ψα)(ξ)ψα(ξ)〈ξ〉2kdξ.
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One notices that∫
Rd
(ξ · ∇ξψα(ξ))ψα(ξ)〈ξ〉2kdξ = −d
2
‖ψα‖2L2k − k
∫
Rd
ψ2α(ξ) |ξ|2 〈ξ〉2(k−1)dξ
= −d+ 2k
2
‖ψα‖2L2k + k‖ψα‖
2
L2k−1
and we obtain
(2Aψα − (d+ 2k)Bψα) ‖ψα‖2L2k + 2kBψα‖ψα‖
2
L2k−1
=
2(1− α)
∫
Rd
Q+(ψα, ψα)(ξ)ψα(ξ)〈ξ〉2kdξ − 2
∫
Rd
Q−(ψα, ψα)(ξ)ψα(ξ)〈ξ〉2kdξ. (2.9)
Now, according to [1, Corollary 2.2], for any ε ∈ (0, 1), there exists Cε > 0 such that∫
Rd
Q+(ψα, ψα)(ξ)ψα(ξ)〈ξ〉2kdξ 6 Cε‖ψα‖2−1/dL1
d(d−3)
d−1
+k
‖ψα‖1+1/dL2k + ε‖ψα‖L1k ‖ψα‖
2
L2k
and, using Prop. 2.2, one sees that∫
Rd
Q+(ψα, ψα)(ξ)ψα(ξ)〈ξ〉2kdξ 6 CεM2−1/dd(d−3)
d−1
+k
‖ψα‖1+1/dL2k + εMk ‖ψα‖
2
L2k
(2.10)
where Mk and M d(d−3)
d−1
+k
do not depend on α. We first consider the case k = 0 and then k > 0.
• First step: k = 0. We look now for conditions on α ensuring that
− (2Aψα − dBψα) ‖ψα‖2L2 − 2
∫
Rd
Q−(ψα, ψα)(ξ)ψα(ξ)dξ
can absorb the leading order term 2εMk ‖ψα‖2L2k = 2ε ‖ψα‖
2
L2 . One has
(2Aψα − dBψα) = −
α
2
(d+ 4) aψα +
αd
2
bψα . (2.11)
Now, by Lemma 2.1, one has bψα >
1√
2
aψα and it is enough to estimate
K2 :=
α
2
(
d+ 4− d√
2
)
aψα ‖ψα‖2L2 − 2
∫
Rd
Q−(ψα, ψα)(ξ)ψα(ξ)dξ.
As in [6, Section 4], we compound ‖ψα‖2L2 and aψα into a unique integral to get
aψα ‖ψα‖2L2 6 2
∫
Rd
Q−(ψα, ψα)(ξ)ψα(ξ)dξ
and therefore, with (2.5),
K2 6 −η2(α)
∫
Rd
Q−(ψα, ψα)(ξ)ψα(ξ)dξ 6 −η2(α)C0‖ψα‖2L2
1/2
6 −η2(α)C0‖ψα‖2L2
where η2(α) = 2− α
(
d+ 4− d√
2
)
. Thus
η2(α) > 0⇐⇒ α < α2 := 2
√
2
4
√
2 + d(
√
2− 1) . (2.12)
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But, α1 6 α = min(α2, α0) by Lemma B.2 and Proposition B.5. Thus, choosing α⋆ < α1 and
ε 6 η2(α⋆)C0/4, we get for any α ∈ (0, α⋆),
η2(α⋆)C0
2
‖ψα‖2L2 6 2CεM2−1/dd(d−3)
d−1
‖ψα‖1+1/dL2 ,
where the constants are independent of α. This completes the proof of (2.8) for k = 0.
• Second step: k > 0. Using (2.5), (2.10), Remark 2.3 and bounding the L2k−1 norm by the
L2k one, (2.9) leads to
2C0‖ψα‖2L2
k+1/2
6 Ck‖ψα‖2L2k + 2CεM
2−1/d
d(d−3)
d−1
+k
‖ψα‖1+1/dL2k + 2 εMk ‖ψα‖
2
L2k
for some constant Ck > 0 independent of α ∈ (0, α⋆). Now, choosing ε such that 2εMk 6 C0 we
get the existence of some positive constants C1,k > 0 and C2,k > 0 (independent of α ∈ (0, α⋆))
such that
C0‖ψα‖2L2
k+1/2
6 C1,k‖ψα‖2L2k + C2,k‖ψα‖
1+1/d
L2k
.
Now, one uses the fact that, for any R > 0,
‖ψα‖2L2k 6 (1 +R
2)k‖ψα‖2L2 +R−1‖ψα‖2L2
k+1/2
and, since supα∈(0,α⋆) supψα∈Eα ‖ψα‖L2 < ∞, one can choose R > 0 large enough so that
C1,kR
−1 = C0/2 to obtain
C0
2 ‖ψα‖2L2
k+1/2
6 C3,k +C2,k‖ψα‖1+1/dL2k ∀α ∈ (0, α⋆) , ∀k > 0.
The conclusion follows easily since 1 + 1/d < 2. 
We extend now these estimates to general Hmk estimates. The key argument is the regularity
of Q+ obtained recently in [5] in dimension d = 3.
Theorem 2.7. For any ε > 0 and any s > 3−d2 , η > 0, there exists C = C(ε, s, η) such that
‖Q+(f, g)‖
H
s+ d−12
η
6 C ‖g‖Hsη+κ‖f‖L12η+κ + ε‖f‖Hs+ d−32
η+ d+32
‖g‖
H
s+ d−32
η+1
+ ε
∑
|ℓ|=s+ d−1
2
(
‖g‖L1η+1 ‖∂
ℓf‖L2η+1 + ‖f‖L1η+1 ‖∂
ℓg‖L2η+1
)
(2.13)
where κ > 3/2.
The proof of this result, for general dimension d, is given in Appendix A. One then has
Theorem 2.8. Setting
αˆ0 = α1 and αˆm = min
(
α1 ,
2C0√
d
(
d
2
+m+ 2
)−1)
for m > 1,
where C0 > 0 is the constant from (2.5), one has, for any integer m > 0 and any 0 < αm < αˆm
sup
α∈(0,αm]
sup
ψα∈Eα
‖ψα‖Hm
k
<∞ ∀k > 0.
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Proof. In several steps of the proof, we shall resort to the following way of estimating weighted
L1-norms by L2-norms with higher order weights:
‖h‖L1k 6Mµ‖h‖L2k+d/2+µ ∀k > 0, ∀µ > 0 (2.14)
where the universal constant Mµ is given by Mµ = ‖〈·〉−
d
2−µ‖L2 <∞.
As in [5, Theorem 3.6], the proof uses induction over m. Namely, Proposition 2.6 shows that
the result is true if m = 0 since α∗ < α1 is arbitrary. Let then m > 1 and 0 < αm < αˆm be fixed.
Assume that for any 0 6 n 6 m− 1, for any k > 0 and for any δ > 0, there exists Cn,k > 0 such
that
sup
α∈(0,αˆn−δ]
sup
ψα∈Eα
‖ψα‖Hnk 6 Cn,k. (2.15)
Note that αm < αˆn for any 0 6 n 6 m. We then deduce from Lemma C.1 and (2.15) that for
any real number 3−d2 6 s 6 m− 1, for any k > 0, there exists Cs,k > 0 such that
sup
α∈(0,αm]
sup
ψα∈Eα
‖ψα‖Hsk 6 Cs,k. (2.16)
Let now ℓ be a given multi-index with |ℓ| = m and let k > 0. For simplicity, set
Fℓ(ξ) = ∂
ℓψα(ξ).
Since ψα is a solution to (1.4), Fℓ(·) satisfies
(Aψα + |ℓ|Bψα) Fℓ(ξ) +Bψαξ · ∇ξFℓ(ξ) = (1− α)∂ℓQ+(ψα, ψα)(ξ)− ∂ℓQ−(ψα, ψα)(ξ)
where we simply noticed that ∂ℓ (ξ · ∇ξψα(ξ)) = ξ ·∇ξ∂ℓψα(ξ)+ |ℓ|∂ℓψα(ξ). Multiplying this last
identity by Fℓ(ξ) 〈ξ〉2k and integrating over Rd yields, as above,(
Aψα +
(
|ℓ| − d
2
− k
)
Bψα
)
‖Fℓ‖2L2k + kBψα ‖Fℓ‖
2
L2k−1
=
(1− α)
∫
Rd
∂ℓQ+(ψα, ψα)(ξ)Fℓ(ξ)〈ξ〉2kdξ −
∫
Rd
∂ℓQ−(ψα, ψα)(ξ)Fℓ(ξ)〈ξ〉2kdξ. (2.17)
Let us now estimate the integral involving Q−. Noticing that
∂ℓQ−(ψα, ψα) =
∑
06ν6ℓ
(
ℓ
ν
)
Q−(∂νψα, ∂ℓ−νψα).
For any ν with ν 6= ℓ, there exists i0 ∈ {1, . . . , d} such that ℓi0 −νi0 > 1 and integration by parts
yields ∣∣∣Q−(∂νψα, ∂ℓ−νψα)(ξ)∣∣∣ = |∂νψα(ξ)| ∣∣∣∣∫
Rd
∂ℓ−νψα(ξ∗)|ξ − ξ∗|dξ∗
∣∣∣∣
6 |∂ νψα(ξ)| ‖∂ σψα‖L1
where σ = (σ1, . . . , σd) is defined with σi0 = ℓi0−νi0−1 and σi = ℓi−νi if i 6= i0. Thus, estimating
the L1 norm by some weighted L2 norm thanks to (2.14) (with µ = d/2 for simplicity) we get∣∣∣Q−(∂νψα, ∂ℓ−νψα)(ξ)∣∣∣ 6 C |∂νψα(ξ)| ‖∂ σψα‖L2d
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for some universal constant C > 0 independent of α. From the induction hypothesis (2.15), this
last quantity is uniformly bounded and using Cauchy-Schwarz inequality we obtain∣∣∣∣∣∣∣∣
∑
06ν6ℓ
ν 6=ℓ
(
ℓ
ν
)∫
Rd
Q−(∂νψα, ∂ℓ−νψα)(ξ)Fℓ(ξ)〈ξ〉2kdξ
∣∣∣∣∣∣∣∣
6 C2
∑
06ν6ℓ
ν 6=ℓ
(
ℓ
ν
)
‖∂νψα‖L2k ‖Fℓ‖L2k 6 Ck,m‖Fℓ‖L2k (2.18)
for some positive constant Ck,m independent of α. Second, whenever ν = ℓ one has∫
Rd
Q−(∂ℓψα, ψα)(ξ) ∂ℓψα(ξ)〈ξ〉2kdξ =
∫
Rd
F 2ℓ (ξ)〈ξ〉2kdξ
∫
Rd
ψα(ξ) |ξ − ξ∗|dξ∗.
Therefore, according to (2.5), we get the lower bound∫
Rd
Q−(∂ℓψα, ψα)(ξ) ∂ℓψα(ξ)〈ξ〉2kdξ > C0‖Fℓ‖2L2
k+12
. (2.19)
Estimates (2.18) and (2.19) together with (2.17) yield then
C0‖Fℓ‖2L2
k+1/2
+
(
Aψα +
(
|ℓ| − d
2
− k
)
Bψα
)
‖Fℓ‖2L2k
+ kBψα ‖Fℓ‖2L2k−1 6 Ck,m‖Fℓ‖L2k +
∫
Rd
∣∣∣∂ℓQ+(ψα, ψα)(ξ)∣∣∣ |Fℓ(ξ)| 〈ξ〉2kdξ (2.20)
where we simply bounded (1− α) by 1. Let us assume now that k > 1/2. One has∫
Rd
∣∣∣∂ℓQ+(ψα, ψα)(ξ)∣∣∣ |Fℓ(ξ)| 〈ξ〉2kdξ 6 ‖∂ℓQ+(ψα, ψα)‖L2
k−1/2
‖Fℓ‖L2
k+1/2
.
One can use Theorem 2.7 with s = m− d−12 , (2.16) and the uniform L1k bounds to get, for any
ε > 0, the existence of some positive constants C1(ε, k,m) > 0 and C2(k) > 0 such that, for any
α ∈ (0, αm),
‖∂ℓQ+(ψα, ψα)‖L2
k−1/2
6 ‖Q+(ψα, ψα)‖Hm
k− 12
6 C1(ε, k,m) + εC2(k)
∑
|η|=m
‖Fη‖L2
k+12
.
Summing (2.20) over all ℓ ∈ Nd such that |ℓ| = m, we deduce that, for some C2(k,m) > 0,
C0
∑
|ℓ|=m
‖Fℓ‖2L2
k+1/2
+
(
Aψα +
(
m− d
2
− k
)
Bψα
) ∑
|ℓ|=m
‖Fℓ‖2L2k + kBψα
∑
|ℓ|=m
‖Fℓ‖2L2k−1
6 (Ck,m + C1(ε, k,m))
∑
|ℓ|=m
‖Fℓ‖L2k+ 12 + εC2(k,m)
∑
|ℓ|=m
‖Fℓ‖2L2
k+12
.
ON BALLISTIC ANNIHILATION 15
Let us fix χ ∈ (0, 1) such that αm 6 (1− 2χ)αˆm. Choosing then ε > 0 so that εC2(k,m) = χC0,
we get finally
(1− χ)C0
∑
|ℓ|=m
‖Fℓ‖2L2
k+1/2
+
(
Aψα +
(
m− d
2
− k
)
Bψα
) ∑
|ℓ|=m
‖Fℓ‖2L2k
+ kBψα
∑
|ℓ|=m
‖Fℓ‖2L2k−1 6 C3(k,m)
∑
|ℓ|=m
‖Fℓ‖L2
k+1/2
(2.21)
where C3(k,m) > 0 is a positive constant independent of α. Recall that
Aψα +
(
m− d
2
− k
)
Bψα = −
α
2
(
d
2
+m− k + 2
)
aψα +
α
2
(
d
2
+m− k
)
bψα
while kBψα = −αk2 aψα + αk2 bψα .
At this stage, we first consider the case of small k. Namely, let us assume that
k 6 m+
d
2
.
Then, neglecting all the terms involving bψα , one has(
Aψα +
(
m− d
2
− k
)
Bψα
)
‖Fℓ‖2L2k + kBψα ‖Fℓ‖
2
L2k−1
> −α
2
(
d
2
+ 2 +m
)
aψα ‖Fℓ‖2L2k +
α k
2
aψα
(
‖Fℓ‖2L2k − ‖Fℓ‖
2
L2k−1
)
> −α
2
√
d
(
d
2
+ 2 +m
)
‖Fℓ‖2L2k
Consequently, one sees that, for any α ∈ (0, αm], (2.21) yields
χ αˆm
√
d
2
(
d
2
+ 2 +m
) ∑
|ℓ|=m
‖Fℓ‖2L2
k+1/2
6 C3(k,m)
∑
|ℓ|=m
‖Fℓ‖L2
k+1/2
.
In particular, for any k 6 m+ d2 , one has
sup
α∈(0,αm)
sup
ψα∈Eα
∑
|ℓ|=m
‖Fℓ‖2L2
k+1/2
<∞. (2.22)
We now turn back to (2.21) for any k > d2 +m. Bounding as in Prop. 2.6 the absolute value
of |Aψα | and |Bψα | uniformly with respect to α, we see that there exist positive constants
C1(k,m) > 0, independent of α such that
(1− χ)C0
∑
|ℓ|=m
‖Fℓ‖2L2
k+1/2
6 C1(k,m)
∑
|ℓ|=m
‖Fℓ‖2L2k + C3(k,m)
∑
|ℓ|=m
‖Fℓ‖L2
k+1/2
∀α ∈ (0, αm).
Now, arguing as in the proof of Prop. 2.6, one has, for any R > 0,
‖Fℓ‖2L2k 6 R
−1‖Fℓ‖2L2
k+1/2
+ (1 +R2)k−k0‖Fℓ‖2L2k0
where k0 =
d
2 +m. Choosing R > 0 big enough and using (2.22) completes the proof. 
One deduces directly from Sobolev inequalities the following uniform L∞ bound.
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Corollary 2.9. For any m > 0, there exists some explicit γm > 0 such that
sup
α∈(0,γm)
sup
ψα∈Eα
‖ψα‖Wm,∞ <∞.
2.4. High-energy tails for difference of steady solutions. Now we established the regular-
ity of ψα, we can extend Proposition 2.5 to the high-energy tails to the first order derivative of
ψα. Namely
Lemma 2.10. Let α1 ∈ (0, αˆ1) where αˆ1 is defined in Theorem 2.8. There exist some uniform
constant C > 0 and γ ∈ (0, 1) such that for any α ∈ (0, α1] and any ψα ∈ Eα,∫
Rd
|∇ψα(ξ)| |ξ|kdξ 6 Ck Γ(k + γ), ∀k ∈ N∗.
As a consequence, there exist some constants A1 > 0 and M1 > 0 such that, for any α ∈ (0, α1]
and any ψα ∈ Eα, one has ∫
Rd
|∇ψα(ξ)| exp (A1|ξ|) dξ 6M1.
Proof. The proof follows the strategy of Prop. 2.5 and exploits some of the results of [3]. First,
with the notations of Theorem 2.8, for any α1 ∈ (0, αˆ1), for any k > 0, there exists M > 1
such that, for any α ∈ (0, α1] and any ψα ∈ Eα, ‖ψα‖H1k 6 M . In particular, by a simple use of
Cauchy-Schwarz inequality, for any k > 0
sup
α∈(0,α1]
sup
ψα∈Eα
‖∇ψα‖L1k <∞. (2.23)
For any fixed α ∈ (0, α1) and any solution ψα ∈ Eα we denote (omitting for simplicity the
dependence with respect to α), for p > 1,
Mp := Mp(ψα) =
∫
Rd
ψα(ξ) |ξ|2pdξ ;
m(j)p :=
∫
Rd
|∂jψ(ξ)| |ξ|2p dξ, ∀j = 1, . . . , d.
For any fixed j ∈ {1, . . . , d}, set Ψj = ∂jψα. Clearly, Ψj satisfies
[Aψα +Bψα ] Ψj(ξ) +Bψα ξ · ∇Ψj(ξ) = ∂jBα(ψα, ψα)(ξ)
and, for any p > 3/2, multiplying this identity by sign(Ψj(ξ)) |ξ|2p and integrating over Rd, one
gets
[Aψα + (1− d− 2p)Bψα ]m(j)p =
∫
Rd
∂jBα(ψα, ψα)(ξ)sign(Ψj(ξ)) |ξ|2p dξ
where we used the fact that∫
Rd
ξ · ∇Ψj(ξ)sign(Ψj(ξ)) |ξ|2pdξ = −(d+ 2p)
∫
Rd
|Ψj(ξ)| |ξ|2p dξ.
Now, since
∂jBα(ψα, ψα) = (1− α)∂jQ(ψα, ψα)− αQ−(Ψj, ψα)− αQ−(ψα,Ψj)
ON BALLISTIC ANNIHILATION 17
and using (2.1), one checks easily that
α aψα
(
p− 3
2
)
m(j)p = α
(
p− 1
2
)
bψαm
(j)
p + (1− α)
∫
Rd
∂jQ(ψα, ψα)(ξ)sign(Ψj(ξ)) |ξ|2p dξ
− α
∫
Rd
|Ψj(ξ)| |ξ|2pdξ
∫
Rd
ψα(ξ∗)|ξ − ξ∗|dξ∗
− α
∫
Rd
Q−(ψα,Ψj)(ξ)sign(Ψj(ξ)) |ξ|2p dξ.
Now, using Jensen’s inequality∫
Rd
|Ψj(ξ)| |ξ|2pdξ
∫
Rd
ψα(ξ∗)|ξ − ξ∗|dξ∗ > m(j)p+ 1
2
while it is easy to check that∣∣∣∣∫
Rd
Q−(ψα,Ψj)(ξ)sign(Ψj(ξ)) |ξ|2p dξ
∣∣∣∣ 6Mp+ 12m(j)0 +Mpm(j)12 .
Therefore,
α aψα
(
p− 3
2
)
m(j)p + αm
(j)
p+ 1
2
6 α
(
p− 1
2
)
bψαm
(j)
p + α
(
Mp+ 1
2
m
(j)
0 +Mpm
(j)
1
2
)
+ (1− α)
∫
Rd
∂jQ(ψα, ψα)(ξ)sign(Ψj(ξ)) |ξ|2p dξ. (2.24)
According to [3, Lemma 6], one can estimate this last integral as follows: there is some universal
constant η > 0 such that∫
Rd
∂jQ(ψα, ψα)(ξ) sign(Ψj(ξ)) |ξ|2p dξ 6 −η(1−̺p)m(j)p+ 1
2
+2m
(j)
1
2
Mp+2m
(j)
0 Mp+ 1
2
+̺pS(j)p
(2.25)
where
S(j)p :=
[ p+1
2
]∑
k=1
(
p
k
)(
m
(j)
k+ 1
2
Mp−k +Mk+ 1
2
m
(j)
p−k +m
(j)
k Mp−k+ 1
2
+m
(j)
p−k+ 1
2
Mk
)
and ̺p is defined in (B.6). Neglecting the term involving aψα > 0 and since bψα 6 b for some
positive constant b = 2dM3/2 +
√
d
2 independent of α (see Lemma 2.1 and Prop. 2.2) we obtain
from (2.24)
[α+ η(1 − α)(1− ̺p)]m(j)p+ 1
2
6 α
(
p− 1
2
)
bm(j)p + (2− α)
(
Mp+ 1
2
m
(j)
0 +Mpm
(j)
1
2
)
+ βp(α)S(j)p
where, as in Proposition 2.5, βp(α) = (1 − α)̺p = O
(
1
p
)
uniformly with respect to α. We
introduce the renormalized moments
z(j)p =
m
(j)
p
Γ(2p + γ)
, zp :=
Mp
Γ(2p + γ)
p > 0
where Γ denotes the Gamma function and γ ∈ (0, 1) is a constant. We proved in (2.6) that there
exist some constants γ ∈ (0, 1) and K > 0 such that for any α ∈ (0, α⋆] and any ψα ∈ Eα,
zk/2 6 K
k, ∀k ∈ N∗. (2.26)
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Moreover, reproducing the arguments of both [9, Lemma 4] and [3, Lemma 7], there exists some
positive constant A depending only on γ such that
S(j)p 6 AΓ(2p + 1 + 2γ)Z(j)p ∀p > 3/2
where
Z(j)p = max
16k6[ p+1
2
]
(
z
(j)
k zp−k+ 1
2
+ zk z
(j)
p−k+ 1
2
, z
(j)
k+ 1
2
zp−k + zk+ 1
2
z
(j)
p−k
)
.
Arguing as in the proof of Proposition 2.5 and using (2.26), for any α ∈ (0, α⋆), there exist
positive constants ci, i = 1, . . . , 4 such that
c1
k
2
z
(j)
k+1
2
6 c2
(
k
2
)γ
Z(j)k/2 + b
k
2
z
(j)
k/2 + c3
k
2
Kk+1 + c4K
k k > 3. (2.27)
Let us show then that there exists C > K such that
z
(j)
k
2
6 Ck ∀k ∈ N. (2.28)
One argues as in Proposition 2.5. Namely, choose k0 ∈ N large enough so that
2
c4
k0
6 b and c2
(
k0
2
)γ−1
6
c1
2
,
and let C > K > 1 be such that
C > max
16k6k0
sup
α∈(0,α⋆)
sup
ψα∈Eα
z
(j)
k
2
and 2bC−1 + c3
(
K
C
)k0+1
6
c1
2
.
Thanks to (2.23), such a C exists and let us prove by induction that (2.28) holds. If k 6 k0, it
readily holds by definition of C. Let now k∗ > k0 and assume that (2.28) holds for any k 6 k∗.
Then, taking k = k∗ in the above inequality (2.27) and since Z(j)k∗
2
only involves zjk
2
for k 6 k∗, we
may use the induction hypothesis to get first that Z(j)k∗
2
6 Ck∗+1 (recall that K 6 C) and then
to get
c1 z
(j)
k∗+1
2
6 c2
(
k∗
2
)γ−1
Ck∗+1 +
(
2c4
k∗
+ b
)
Ck∗ + c3K
k∗+1
6 c2
(
k0
2
)γ−1
Ck∗+1 +
(
2c4
k0
+ b
)
Ck∗ + c3K
k∗+1 6
c1
2
Ck∗+1 + 2bCk∗ + c3K
k∗+1.
The choice of C implies then that 2bCk∗ + c3K
k∗+1 6
c1
2 C
k∗+1 since k∗ > k0. This proves the
result. 
Thanks to the above technical Lemma, we are in position to extend Proposition 2.5 to the
difference of two solutions as in [17, Proposition 2.7, Step 1]
Proposition 2.11. Let α1 ∈ (0, αˆ1) where αˆ1 is defined in Theorem 2.8. There exist some
positive constants r > 0 and M > 0 such that∫
Rd
|ψα,1(ξ)− ψα,2(ξ)| exp(r |ξ|) dξ 6M ‖ψα,1 − ψα,2‖L13 ∀α ∈ (0, α1]
for any ψα,i ∈ Eα, i = 1, 2.
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Proof. Let α ∈ (0, α1] and ψα,i ∈ Eα, for i = 1, 2. Then, for i ∈ {1, 2}, ψα,i satisfies
A
i
α ψα,i(ξ) +B
i
α ξ · ∇ψα,i(ξ) = Bα(ψα,i, ψα,i)(ξ) (2.29)
where Aiα and B
i
α are defined by (1.6) with ψα obviously replaced by ψα,i, i = 1, 2. We set
gα = ψα,1 − ψα,2 and sα = ψα,1 + ψα,2.
Clearly, gα satisfies
A
1
α gα(ξ) +B
1
α ξ · ∇gα(ξ) =
1
2
(Bα(gα, sα)(ξ) + Bα(sα, gα)(ξ)) + Gα(ξ) (2.30)
with
Gα(ξ) =
(
A
2
α −A1α
)
ψα,2(ξ) +
(
B
2
α −B1α
)
ξ · ∇ψα,2(ξ). (2.31)
Multiplying the previous equation by ϕ(ξ) = |ξ|2p sign(gα(ξ)) and integrating over Rd, we get,
after an integration by parts,
α(p − 1) a1αDp = α p b1αDp +
∫
Rd
Gα(ξ)ϕ(ξ)dξ + 1
2
∫
Rd
(Bα(gα, sα) + Bα(sα, gα))ϕdξ, (2.32)
where
Dp =
∫
Rd
|ξ|2p |gα(ξ)|dξ, aiα = aψα,i and biα = bψα,i for i = 1, 2.
Thanks to the pre/post-collisionnal change of variables, we have∫
Rd
(Bα(gα, sα) + Bα(sα, gα))ϕdξ = (1−α)
∫
Rd
∫
Rd
gα sα∗
∫
Sd−1
(ϕ′+ϕ′∗)
dσ
|Sd−1| |ξ− ξ∗|dξ dξ∗
−
∫
Rd
∫
Rd
gα sα∗(ϕ+ ϕ∗)|ξ − ξ∗|dξ dξ∗
where, for any function f , we use the shorthand notations f = f(ξ), f∗ = f(ξ∗), f ′ = f(ξ′) and
f ′∗ = f(ξ′∗). Thus,
1
2
∫
Rd
(Bα(gα, sα) + Bα(sα, gα))ϕdξ 6 (1− α)
∫
Rd
∫
Rd
|gα| sα∗Gp(ξ, ξ∗)|ξ − ξ∗|dξ dξ∗
− 1
2
∫
Rd
∫
Rd
|gα| sα∗ |ξ|2p |ξ − ξ∗|dξ dξ∗ +
1
2
∫
Rd
∫
Rd
|gα| sα∗ |ξ∗|2p |ξ − ξ∗|dξ dξ∗,
where
Gp(ξ, ξ∗) :=
1
2
∫
Sd−1
(|ξ′|2p + |ξ′∗|2p)
dσ
|Sd−1| 6
1
2
̺p (|ξ|2 + |ξ∗|2)p,
by [6, Lemma 3.1] with ̺p defined by (B.6). Setting βp(α) = (1−α)̺p, we then deduce from the
Jensen’s inequality, the estimate |ξ − ξ∗| 6 |ξ|+ |ξ∗| and [9, Lemma 2] that
1
2
∫
Rd
(Bα(gα, sα) + Bα(sα, gα))ϕdξ 6 −(1− βp(α))Dp+1/2
+
1
2
βp(α)
[ p+1
2
]∑
k=1
(
p
k
)∫
Rd
∫
Rd
|gα|sα∗
(
|ξ|2k|ξ∗|2(p−k) + |ξ|2(p−k)|ξ∗|2k
)
(|ξ|+ |ξ∗|)dξdξ∗
+
1
2
(1 + βp(α))
∫
Rd
∫
Rd
|gα| sα∗ |ξ∗|2p(|ξ|+ |ξ∗|)dξdξ∗.
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Setting
Sp =
∫
Rd
sα |ξ|2p dξ,
we obtain
1
2
∫
Rd
(Bα(gα, sα) + Bα(sα, gα))ϕdξ 6 −(1− βp(α))Dp+1/2
+
1
2
βp(α)
[ p+1
2
]∑
k=1
(
p
k
)(
Dk+1/2Sp−k +DkSp−k+1/2 +Dp−k+1/2Sk +Dp−kSk+1/2
)
+
1
2
(1 + βp(α))(D1/2Sp +D0Sp+1/2). (2.33)
Next, ∫
Rd
Gα(ξ)ϕ(ξ) dξ 6
∣∣A1α −A2α∣∣ Mp(ψα,2) + ∣∣B1α −B2α∣∣ ∣∣∣∣∫
Rd
(ξ · ∇ψα,2(ξ))ϕ(ξ) dξ
∣∣∣∣ .
But, ∣∣∣∣∫
Rd
(ξ · ∇ψα,2(ξ))ϕ(ξ) dξ
∣∣∣∣ 6Mp+ 12 (|∇ψα,2|)
where we recall that, for any ϕ > 0, Mp(ϕ) =
∫
Rd
ϕ(ξ) |ξ|2p dξ, p > 0. Moreover, by Proposition
2.2, there exists some constant C > 0 depending only on d such that∣∣A1α −A2α∣∣+ ∣∣B1α −B2α∣∣ 6 c(D0 +D3/2).
Thus, there is C > 0 (independent of p) such that∫
Rd
Gα(ξ)ϕ(ξ) dξ 6 C(D0 +D3/2)Mp+ 1
2
(|∇ψα,2|+ ψα,2). (2.34)
Let γ ∈ (0, 1). Introducing renormalized moments
δk =
Dk
(D0 +D3/2)Γ(2k + γ)
and σk =
Sk
Γ(2k + γ)
,
setting
Z˜p := max
16k6[ p+1
2
]
{
δk+1/2σp−k, δp−kσk+1/2, δkσp−k+1/2, δp−k+1/2σk
}
,
and gathering (2.32), (2.33) and (2.34), we obtain, thanks to [9, Lemma 4], the existence of a
constant Cγ depending only on γ such that
(1− βp(α)) Γ(2p+ 1 + γ)
Γ(2p + γ)
δp+1/2 + α(p− 1) a1αδp 6 α p b1αδp +
1
2
Cγ βp(α)
Γ(2p + 1 + 2γ)
Γ(2p + γ)
Z˜p
+
1
2
(1 + βp(α))
(
σp +
Γ(2p + 1 + γ)
Γ(2p+ γ)
σp+1/2
)
+ C
Mp+ 1
2
(|∇ψα,2|+ ψα,2)
Γ(2p + γ)
.
Then, for p > 1, α(p − 1) a1αδp > 0 and by Lemma 2.1, b1α is bounded uniformly in α. Thus,
arguing as in the proof of Proposition 2.5, there exist some constants c1, c2, c3, c4, c5 > 0 such
that, for p > 3/2,
c1 p δp+1/2 6 c2 p δp + c3 p
γ Z˜p + p σp + c4 p σp+1/2 + c5
Mp+ 1
2
(|∇ψα,2|+ ψα,2)
Γ(2p + γ)
. (2.35)
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According to Proposition 2.5 and Lemma 2.10, if γ ∈ (0, 1), there exists Λ > 0 such that
Mk+1
2
(|∇ψα,2|+ ψα,2)
Γ(k + 1 + γ)
6 Λk+1 for any k ∈ N.
Therefore, (2.35) reads
c1
k
2
δk+1
2
6 c2
k
2
δk/2 + c3
(
k
2
)γ
Z˜k/2 +
k
2
σk/2 + c4
k
2
σ k+1
2
+ c5 kΛ
k+1.
One concludes then as in the proofs of Proposition 2.5 and Lemma 2.10 (details are left to the
reader). 
3. Uniqueness and convergence results
3.1. Boltzmann limit. On the basis of the results of the previous section, we can prove the
convergence of any solution ψα ∈ Eα towards the normalized Maxwellian M given by (1.7).
Namely, we have the following convergence result:
Theorem 3.1. For any k > 0 and m > 0, one has
lim
α→0
‖ψα −M‖Hmk = 0
where M is the Maxwellian
M(ξ) = π− d2 exp (−|ξ|2) .
Proof. The proof is inspired by [5, Theorem 4.1] and is based upon a compactness argument
through Theorem 2.8. Namely, let us fix m > d/2 + 1 and k0 > 1. Let then α
†
m < αˆm be given
(where αˆm is the parameter in Theorem 2.8). According to Theorem 2.8,
sup
α∈(0,α†m)
sup
ψα∈Eα
‖ψα‖Hmk0 <∞
and there is a sequence (αn)n ⊂ (0, α†m) with αn → 0 and ψ0 ∈ Hmk0 such that (ψαn)n converges
weakly, in Hmk0 , to ψ0 (notice that, at this stage, the limit function ψ0 may depend on the choice
of m and k0). Using the decay of ψα guaranteed by the polynomially weighted Sobolev estimates,
we can prove easily as in [5, Theorem 4.1] that the convergence is strong in H1k for any 0 6 k < k0:
lim
n→∞ ‖ψαn − ψ0‖H1k = 0. (3.1)
It remains therefore to identify the limit ψ0. Since, for any α ∈ (0, α†m), ψα satisfies (1.4), one
gets that
‖Bα(ψα, ψα)‖L2 = ‖Aψαψα +Bψαξ · ∇ψα‖L2
6 |Aψα |‖ψα‖L2 + |Bψα | ‖ξ · ∇ψα‖L2
6 (|Aψα |+ |Bψα |) ‖ψα‖H11 .
Now, according to Remark 2.3, one sees that there exists C > 0 such that
‖Bα(ψα, ψα)‖L2 6 Cα ‖ψα‖H11
and, using the uniform Sobolev estimates provided by Theorem 2.8, one sees there exists C1 > 0
such that
‖Bα(ψα, ψα)‖L2 6 C1 α ∀α ∈ (0, α†m).
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In particular,
‖Q(ψα, ψα)‖L2 6 ‖Bα(ψα, ψα)‖L2+α‖Q+(ψα, ψα)‖L2 6 C1α+α‖Q+(ψα, ψα)‖L2 ∀α ∈ (0, α†m).
(3.2)
By Theorem A.4, there is some positive constants C2 (independent of α) such that
‖Q+(ψα, ψα)‖L2 6 C2‖ψα‖L21 ‖ψα‖L11
and, thanks to Propositions 2.2 and 2.6, there exists C3 > 0 so that (3.2) reads
‖Q(ψα, ψα)‖L2 6 C3 α ∀α ∈ (0, α†m).
In particular, limn→∞ ‖Q (ψαn , ψαn) ‖L2 = 0 and, since ψαn converges to ψ0, one easily deduces
that ψ0 satisfies
Q(ψ0, ψ0) = 0
i.e. ψ0 is a Maxwellian distribution. Now, according to (1.5), we clearly get that ψ0 = M.
The above reasoning actually shows that any convergent subsequence (ψαn)n with αn → 0 is
converging towards the same limit M. As in [5, Theorem 4.1], this means that the whole net
(ψα)α∈(0,α†m) is converging toM for the H
1
k topology. Arguing in the very same way we can prove
that the convergence actually holds in any weighted Sobolev space Hmk , k > 0 and m > 0. 
Remark 3.2. Because of the use of some compactness argument, the above convergence result
is clearly non quantitative, i.e. no indication about the rate of convergence is provided.
As in [5, Corollary 4.2], the above convergence in Sobolev spaces can be extended easily to
weighted L1-spaces with exponential weights. Namely, for any a > 0, let
ma(ξ) = exp(a|ξ|), ξ ∈ Rd.
Then, one has the following result (we refer to [5, Corollary 4.2] for a proof which uses simple
interpolation together with Proposition 2.5):
Corollary 3.3. For any a ∈ [0, A/2) (where A is given by Proposition 2.5) and any k > 0 it
holds
lim
α→0
‖ψα −M‖L1k(ma) = 0.
3.2. Uniqueness. We will now deduce from the above (non quantitative) convergence result
that the set Eα actually reduces to a singleton whenever α is small enough. Before proving such
a result, we first establish some important estimate on the difference between two solutions to
(1.4):
Proposition 3.4. For any N > 0, there exist α‡N > 0, q(N) > 0 and CN > 0 such that
‖ψα,1 − ψα,2‖HN 6 CN ‖ψα,1 − ψα,2‖L1
q(N)
∀α ∈ (0, α‡N ) (3.3)
for any ψα,i ∈ Eα, i = 1, 2.
Proof. The proof uses some of the arguments of Theorem 2.8 and follows the method of [17,
Proposition 2.7]. For a given α ∈ (0, α⋆), let ψα,1 and ψα,2 be two elements of Eα. Set
gα = ψα,1 − ψα,2.
Clearly, gα satisfies
A
1
α gα +B
1
α ξ · ∇gα(ξ) = Bα(gα, ψα,1) + Bα(ψα,2, gα) + Gα(ξ) (3.4)
with Gα defined by (2.31).
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First step: N = 0. We actually prove here a stronger estimate than (3.3). Namely, we show
that there exists α‡0 > 0 such that for any k > 0, there exists Ck > 0 such that:
‖ψα,1 − ψα,2‖L2k 6 Ck ‖ψα,1 − ψα,2‖L1k∗ ∀α ∈ (0, α
‡
0) (3.5)
where k∗ = max(1 + k, 3). Fix α1 ∈ (0, αˆ1) and k > 0 (see Theorem 2.8 for the definition of αˆ1).
Multiplying (3.4) by gα(ξ)〈ξ〉2k and integrating over Rd, we get(
A
1
α − (k + d2)B1α
) ‖gα‖2L2k +
∫
Rd
gα(ξ)Q−(gα, ψα,1)(ξ)〈ξ〉2kdξ
6 I1 + I2 − I3 + k|B1α|‖gα‖2L2k−1 . (3.6)
where
I1 =
∫
Rd
Gα(ξ) gα(ξ)〈ξ〉2kdξ, I2 =
∫
Rd
gα(ξ)
(Q+(gα, ψα,1)(ξ) +Q+(ψα,2, gα)(ξ)) 〈ξ〉2kdξ,
and
I3 =
∫
Rd
gα(ξ)Q−(ψα,2, gα)(ξ)〈ξ〉2kdξ.
Let us estimate these three terms separately. One has
|I1| 6 ‖Gα‖L2k ‖gα‖L2k 6
(|A1α −A2α|+ |B1α −B2α|) (‖ψα,2‖L2k + ‖∇ψα,2‖L21+k) ‖gα‖L2k .
Now one easily gets that there exists C > 0 such that
|A1α −A2α|+ |B1α −B2α| 6 Cα‖gα‖L13 (3.7)
We deduce from (3.7) and Theorem 2.8 the existence of some constant C1 > 0 such that
|I1| 6 C1 ‖gα‖L13 ‖gα‖L2k ∀α ∈ (0, α1). (3.8)
On the other hand, by virtue of Theorem A.4
|I2| 6
(
‖Q+(gα, ψα,1)‖L2k + ‖Q
+(ψα,2, gα)‖L2k
)
‖gα‖L2k
6 Ck
(
‖ψα,1‖L21+k + ‖ψα,2‖L21+k
)
‖gα‖L11+k ‖gα‖L2k
where, for d > 3,
Ck =
c1,k,2(d) 2
d/4
|Sd−1|
∫ 1
−1
(1− x)(d−6)/4 (1 + x)(d−3)/2 dx <∞.
Finally, by virtue of Proposition 2.6, the norms involving ψα,i i = 1, 2 are uniformly bounded
with respect to α so that there exists C2 > 0 so that
|I2| 6 C2 ‖gα‖L11+k ‖gα‖L2k ∀α ∈ (0, α1). (3.9)
To deal with the last term, one has
|I3| 6
∫
Rd
|gα(ξ)|〈ξ〉2k ψα,2(ξ)dξ
∫
Rd
|gα(ξ∗)| |ξ − ξ∗|dξ∗ 6 ‖ψα,2‖L21+k ‖gα‖L11 ‖gα‖L2k
and, according to Proposition 2.6, there exists C3 > 0 such that
|I3| 6 C3 ‖gα‖L11 ‖gα‖L2k ∀α ∈ (0, α1). (3.10)
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Now, according to (2.5), one has∫
Rd
gα(ξ)Q−(gα, ψα,1)(ξ)〈ξ〉2kdξ =
∫
R2d
g2α(ξ)〈ξ〉2kψα,1(ξ∗)|ξ − ξ∗|dξdξ∗
> C0
∫
Rd
g2α(ξ)〈ξ〉2k+1dξ = C0‖gα‖2L2
k+1/2
. (3.11)
Therefore, collecting (3.6), (3.8), (3.9), (3.10) and (3.11), one gets(
A
1
α − (k + d2)B1α
) ‖gα‖2L2k + C0‖gα‖2L2k+1/2
6 (C1 + C2 + C3) ‖gα‖L1
k∗
‖gα‖L2k + k|B
1
α|‖gα‖2L2k−1 (3.12)
As in the proof of Proposition 2.6, we first consider the case k = 0 and then k > 0. When k = 0,
we deduce from (2.11) that
A
1
α − d2B1α = −
α
4
(d+ 4) a1α +
αd
4
b
1
α > −
α
4
[
d+ 4− d√
2
]
a
1
α
with
a
1
α =
∫
Rd
Q−(ψα,1, ψα,1)(ξ) dξ 6
√
d 6
√
2b1α
by virtue of Lemma 2.1. Therefore, one gets
−α
√
d
4
[
d+ 4− d√
2
]
‖gα‖2L2 + C0‖gα‖2L2
1/2
6 (C1 + C2 + C3) ‖gα‖L13‖gα‖L2 .
Now, setting α‡0 = min
(
α1,
2C0√
d
(d+ 4− d√
2
)−1
)
, we have,
C0
2
‖gα‖2L2
1/2
6 (C1 + C2 + C3) ‖gα‖L13‖gα‖L2 ∀α ∈ (0, α
‡
0),
whence (3.5) for k = 0.
For k > 0, using Remark 2.3 and bounding the L2k−1 norm by the L
2
k one, (3.12) leads to
C0‖gα‖2L2
k+1/2
6 C˜k‖gα‖2L2k + (C1 + C2 +C3) ‖gα‖L1k∗‖gα‖L2k
for some constant C˜k > 0 independent of α ∈ (0, α1). Now, one uses the fact that, for any R > 0,
‖gα‖2L2k 6 (1 +R
2)k‖gα‖2L2 +R−1‖gα‖2L2
k+1/2
and one can choose R > 0 large enough so that C˜kR
−1 = C0/2 to obtain
C0
2 ‖gα‖2L2
k+1/2
6 CR,k‖gα‖2L2 + (C1 + C2 + C3) ‖gα‖L1k∗‖gα‖L2k ∀α ∈ (0, α
‡
0) , ∀k > 0.
Since we have already proved (3.5) for k = 0, we easily deduce that (3.5) holds for any k > 0.
Second step: N > 0. For larger N , one proves the result by induction using now Theorem 2.7.
Namely, let N > 1 be fixed and assume that for any 0 6 n 6 N −1, there exist α‡n > 0, q(n) > 0
and Cn > 0 such that
‖ψα,1 − ψα,2‖Hn 6 Cn ‖ψα,1 − ψα,2‖L1
q(n)
∀α ∈ (0, α‡n)
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for any ψα,i ∈ Eα, i = 1, 2. Let now ℓ be a given multi-index with |ℓ| = N and set Gℓ = ∂ℓgα.
From (3.4), Gℓ satisfies(
A
1
α + |ℓ|B1α
)
Gℓ +B
1
αξ · ∇Gℓ = ∂ℓBα(gα, ψα,1) + ∂ℓBα(ψα,2, gα) + ∂ℓGα.
Multiplying this identity by Gℓ and integrating over R
d yields, as above,(
A
1
α +
(
|ℓ| − d
2
)
B
1
α
)
‖Gℓ‖2L2 = (1− α)
∫
Rd
[
∂ℓQ+(gα, ψα,1) + ∂ℓQ+(ψα,2, gα)
]
Gℓ dξ
−
∫
Rd
∂ℓQ−(gα, ψα,1)Gℓ dξ −
∫
Rd
∂ℓQ−(ψα,2, gα)Gℓ dξ +
∫
Rd
∂ℓGα Gℓ dξ.
Recall, as in the proof of Theorem 2.8, that
∂ℓQ−(gα, ψα,1) =
ℓ∑
ν=0
(
ℓ
ν
)
Q−(∂νgα, ∂ℓ−νψα,1).
and, for ν = ℓ, one has∫
Rd
Q−(∂ℓgα, ψα,1)Gℓdξ =
∫
R2d
G2ℓ (ξ)ψα,1(ξ∗)|ξ − ξ∗|dξdξ∗ > C0‖Gℓ‖2L2
1/2
thanks to (2.5). Thus,(
A
1
α +
(
|ℓ| − d
2
)
B
1
α
)
‖Gℓ‖2L2 + C0‖Gℓ‖2L2
1/2
6 (1− α)
∫
Rd
(
∂ℓQ+(gα, ψα,1) + ∂ℓQ+(ψα,2, gα)
)
Gℓ dξ
+
ℓ∑
ν=0
ν 6=ℓ
(
ℓ
ν
)∫
Rd
Q−(∂νgα, ∂ℓ−νψα,1)Gℓ dξ
−
∫
Rd
∂ℓQ−(ψα,2, gα)Gℓ dξ +
∫
Rd
∂ℓGα Gℓ dξ.
As in Theorem 2.8 (see Eq. (2.18)), one obtains
ℓ∑
ν=0
ν 6=ℓ
(
ℓ
ν
)∫
Rd
Q−(∂νgα, ∂ℓ−νψα,1)Gℓ dξ 6 C‖Gℓ‖L2
ℓ∑
ν=0
ν 6=ℓ
(
ℓ
ν
)
‖∂νgα‖L2
for some positive constant C > 0 depending only on uniform weighted L2-norms of ∂σψα,1 (with
|σ| < |ℓ|). Therefore, thanks to the induction hypothesis, there is C1 > 0 such that
ℓ∑
ν=0
ν 6=ℓ
(
ℓ
ν
)∫
Rd
Q−(∂νgα, ∂ℓ−νψα,1)Gℓ dξ 6 C1 ‖Gℓ‖L2 ‖gα‖L1
q(N−1)
∀α ∈ (0, α‡N−1).
Now, in the same way
∂ℓQ−(ψα,2, gα) =
ℓ∑
ν=0
(
ℓ
ν
)
Q−(∂νψα,2, ∂ℓ−νgα).
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For any ν with ν 6= ℓ, there exists i0 ∈ {1, . . . , d} such that ℓi0 −νi0 > 1 and integration by parts
yields
|Q−(∂νψα,2, ∂ℓ−νgα)| 6 |∂ νψα,2(ξ)| ‖∂ σgα‖L1
where σ = (σ1, . . . , σd) is defined with σi0 = ℓi0 − νi0 − 1 and σi = ℓi − νi if i 6= i0. Therefore, if
ν 6= ℓ, one has
‖Q−(∂νψα,2, ∂ℓ−νgα)‖L2 6 ‖ψα,2‖HN−1 ‖∂ σgα‖L1 .
For ν = ℓ, we have directly
‖Q−(∂ℓψα,2, gα)‖L2 6 ‖ψα,2‖HN1 ‖gα‖L11
so that, thanks to the uniform bounds on the derivatives of ψα,2 provided by Theorem 2.8, there
exists C > 0 so that
‖∂ℓQ−(ψα,2, gα)‖L2 6 C‖gα‖WN−1,11
and ∫
Rd
∂ℓQ−(ψα,2, gα)Gℓ dξ 6 C‖Gℓ‖L2 ‖gα‖WN−1,11 .
Now, thanks to Bouchut-Desvillettes estimates for Q+ (see Theorem A.5), Theorem 2.8 and
Lemma C.1 it is easy to deduce that∫
Rd
(
∂ℓQ+(gα, ψα,1) + ∂ℓQ+(ψα,2, gα)
)
Gℓ dξ 6 ‖Q+(gα, ψα,1) +Q+(ψα,2, gα)‖HN ‖Gℓ‖L2
6 C
(
‖gα‖L12 + ‖gα‖HN− d−122
)
‖Gℓ‖L2
for some positive constant C > 0 depending on uniform weighted HN−
d−1
2 and L1 norms of both
ψα,1 and ψα,2. Finally,∫
Rd
∂ℓGα Gℓ dξ 6 ‖∂ℓGα‖L2 ‖Gℓ‖L2 6 C
(|A1α −A2α|+ |B1α −B2α|) ‖ψα,2‖HN+11 ‖Gℓ‖L2
so that, as in Theorem 2.8, ∫
Rd
∂ℓGα Gℓ dξ 6 c‖gα‖L13 ‖Gℓ‖L2
for some positive constant c > 0. Gathering all theses estimates, we obtain the existence of a
positive constant C > 0 such that(
A
1
α +
(
N − d
2
)
B
1
α
)
‖Gℓ‖2L2 + C0‖Gℓ‖2L2
1/2
6 C
(
‖gα‖L1
q(N−1)
+ ‖gα‖
H
N− d−12
2
+ ‖gα‖WN−1,11
)
‖Gℓ‖L2
Now, estimating the L1 norms by weighted L2 norms as above and using Lemma C.1, we get
that there exists q > 0 so that(
A
1
α +
(
N − d
2
)
B
1
α
)
‖Gℓ‖2L2 + C0‖Gℓ‖2L2
1/2
6 C
(
‖gα‖L1
q(N−1)
+ ‖gα‖HN−1q
)
‖Gℓ‖L2 .
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Since
∣∣A1α + (N − d2) B1α∣∣ = O(α), choosing α‡N small enough (but explicit), the above left-
hand side can be bounded from below by C02 ‖Gℓ‖2L2 to get
C0
2
‖Gℓ‖2L2 6 C
(
‖gα‖L1
q(N−1)
+ ‖gα‖HN−1q
)
‖Gℓ‖L2 ∀α ∈ (0, α‡N ).
Now, using Lemma C.1 in Appendix (see also Remark C.3) with s2 = k1 = 0 and s = N − 1,
s1 = N , we get that there exists C > 0 such that
‖gα‖HN−1q 6 C
(
‖gα‖HN + ‖gα‖L2qN
)
.
Moreover, according to Step 1, up to reduce α‡N again (so that α
‡
N 6 α
‡
0), one sees easily that
there exists q(N) > 0 and c = c(q,N) > 0 such that
‖gα‖L2qN 6 c‖gα‖L1q(N) ∀α < α
‡
N .
Gathering all this, one obtains the existence of some constant C > 0 so that
C0
2
‖Gℓ‖2L2 6 C
(
‖gα‖L1
q(N)
+ ‖gα‖HN−1
)
‖Gℓ‖L2 ∀α ∈ (0, α‡N )
and this concludes the proof thanks to the induction hypothesis. 
We have the following consequence of the above estimate (we refer to [5, Proposition 3.8] for
the proof which uses simple interpolation combined with Proposition 2.11):
Corollary 3.5. Let a ∈ [0, r/12] (where r is given by Proposition 2.11). For any N > 0, there
exist α‡N > 0 and CN > 0 such that
‖ψα,1 − ψα,2‖WN,11 (ma) 6 CN ‖ψα,1 − ψα,2‖L1(ma) ∀α ∈ (0, α
‡
N ) (3.13)
for any ψα,i ∈ Eα, i = 1, 2.
We introduce here the spaces
X = L1(ma) and Y = L11(ma)
with ma(ξ) = exp(a|ξ|), where a > 0 is small enough (the precise range of parameters will be
specified when needed). We recall here the continuity properties of Q± in this space: there exists
C1 > 0 such that ∥∥Q±(f, g)∥∥X + ∥∥Q±(g, f)∥∥X 6 C1‖f‖Y‖g‖Y . (3.14)
In this space, let us introduce the Boltzmann linearized operator L : D(L ) ⊂ X → X with
D(L ) = Y and
L (g) = Q(g,M) +Q(M, g), g ∈ Y
whereM is the Maxwellian distribution defined in (1.7). The spectral analysis of L in the space
X is by now well-documented [18, 7] and 0 is a simple eigenvalue of L associated to the null set
N (L ) = Span(M, ξ1M, . . . , ξdM, |ξ|2M);
while L admits a positive spectral gap ν > 0. In particular, if
X̂ =
{
g ∈ X ;
∫
Rd
g(ξ)dξ =
∫
Rd
ξj g(ξ) dξ =
∫
Rd
|ξ|2g(ξ) dξ = 0 for any j = 1, . . . , d
}
,
and
Ŷ = Y ∩ X̂
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then N (L ) ∩ Ŷ = {0} and L is invertible from Ŷ to X̂ and there exists some explicit c0 :=∥∥L −1∥∥X̂→Ŷ such that
‖L (g)‖X > c0‖g‖Y ∀g ∈ Ŷ . (3.15)
With this in hands, one can prove the following (non quantitative) uniqueness result
Proposition 3.6. There exists some α♯ such that the set Eα reduces to a singleton for any
α ∈ [0, α♯], i.e. for α ∈ [0, α♯] there exists a unique solution ψα to (1.4) that satisfies (1.5).
Proof. The proof, as explained in the introduction, follows an approach initiated in [17] and
revisited (and somehow simplified) in [5, 7]. We shall work in the above spaces X = L1(ma)
and Y = L11(ma) with a ∈ (0,min{A/2, A1, r/12}) where A, A1 and r are given respectively by
Proposition 2.5, Lemma 2.10 and Corollary 3.5. For any α ∈ (0, α⋆), let as above ψα,1 and ψα,2
be two elements of Eα, i.e. ψα,i satisfies (2.29) for i = 1, 2 and set
gα = ψα,1 − ψα,2.
According to Proposition 2.11, gα ∈ Y and, since both ψα,1 and ψα,2 satisfy (1.5), one actually
has
gα ∈ Ŷ.
Moreover, gα satisfies (3.4) from which we easily check that
L (gα) =
[
Q(gα,M)− Bα(gα,M)
]
+
[
Q(M, gα)− Bα(M, gα)
]
+
[
Bα(gα,M− ψα,1) + Bα(M− ψα,2, gα)
]
+A1αgα +B
1
α ξ · ∇gα(ξ)
+
(
A
1
α −A2α
)
ψα,2 +
(
B
1
α −B2α
)
ξ · ∇ψα,2(ξ).
We compute then the L1(ma) norm of L (gα) to get
‖L (gα)‖X 6
∥∥Q(gα,M)− Bα(gα,M)∥∥X + ∥∥Q(M, gα)− Bα(M, gα)∥∥X
+
∥∥Bα(gα,M− ψα,1)∥∥X + ∥∥Bα(M− ψα,2, gα)∥∥X
+ |A1α|‖gα‖X + |B1α|‖∇gα‖Y
+
( ∣∣A1α −A2α∣∣+ ∣∣B1α −B2α∣∣ )‖ψα,2‖W1,11 (ma). (3.16)
According to the continuity estimate (3.14), one easily sees that there exists C > 0 such that∥∥Q(gα,M)− Bα(gα,M)∥∥X + ∥∥Q(M, gα)− Bα(M, gα)∥∥X 6 Cα‖gα‖Y ∀α ∈ (0, α⋆)
and∥∥Bα(gα,M− ψα,1)∥∥X + ∥∥Bα(M− ψα,2, gα)∥∥X 6
C‖gα‖Y (‖M− ψα,1‖Y + ‖M− ψα,2‖Y) ∀α ∈ (0, α⋆).
Moreover, according to Remark 2.3, one also has
|A1α|‖gα‖X + |B1α|‖∇gα‖Y 6 Cα ‖gα‖W1,11 (ma) ∀α ∈ (0, α⋆).
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Finally, thanks to Proposition 2.5, Lemma 2.10 together with (3.7), there exist some explicit
δ ∈ (0, α⋆) and some positive constant C > 0 so that( ∣∣A1α −A2α∣∣+ ∣∣B1α −B2α∣∣ )‖ψα,2‖W1,11 (ma) 6 Cα‖gα‖L13 6 Cα‖gα‖Y ∀α ∈ (0, δ).
Gathering all these estimates, we deduce from (3.16) that there is some µ ∈ (0, δ) and some
positive constant C > 0 independent of α so that
‖L (gα)‖X 6 Cα ‖gα‖W1,11 (ma) + C ‖gα‖Y (‖M− ψα,1‖Y + ‖M− ψα,2‖Y)
6 Cα‖gα‖Y + C ‖gα‖Y (‖M− ψα,1‖Y + ‖M− ψα,2‖Y) ∀α ∈ (0, µ).
where we used (3.13) to bound the W1,11 (ma) norm of gα by its Y norm. Now, according to
Corollary 3.3, for any ε > 0, there exists αε > 0 so that
(‖M− ψα,1‖Y + ‖M− ψα,2‖Y) 6 ε ∀α ∈ (0, αε)
from which we get that
‖L (gα)‖X 6 C (α+ ε) ‖gα‖Y ∀α ∈ (0, αε).
Now, from (3.15), recalling that gα ∈ Ŷ , one obtains
c0‖gα‖Y 6 C (α+ ε) ‖gα‖Y ∀α ∈ (0, αε).
Therefore, choosing ε > 0 and α small enough so that C(α + ε) < c0, one gets that ‖gα‖Y = 0
which proves the result. 
3.3. Quantitative version of the uniqueness result. Notice that, because of the method of
proof which uses Theorem 2.8, the above parameter α♯ is not explicit and depends on the rate of
convergence of ψα towardsM. As in [5], it is enough to estimate the rate of convergence towards
M to get some explicit estimate of α♯. This is the object of the following
Proposition 3.7. There exist an explicit δ† and some explicit κ > 0 such that
sup
ψα∈Eα
‖ψα −M‖X 6 κα ∀α ∈ (0, δ†).
Proof. Let a < min{A,A1} where A and A1 are given respectively by Proposition 2.5 and Lemma
2.10. As in [5], the idea of the proof is to find a nonlinear estimate for ‖ψα−M‖L1(ma). Namely,
let α ∈ (0, α⋆) and ψα ∈ Eα be given. One simply notices that, since Q(M,M) = 0,
L (ψα −M) = Q(ψα −M,M− ψα) + Bα(ψα, ψα) +
[
Q(ψα, ψα)− Bα(ψα, ψα)
]
= Q(ψα −M,M− ψα) +Aψαψα +Bψαξ · ∇ψα +
[
Q(ψα, ψα)− Bα(ψα, ψα)
]
.
Therefore,
‖L (ψα −M)‖X 6 ‖Q(ψα −M,M− ψα)‖X + (|Aψα |+ |Bψα |) ‖ψα‖W1,11 (ma)
+ ‖Q(ψα, ψα)− Bα(ψα, ψα)‖X
6 C1 ‖ψα −M‖2Y + Cα ‖ψα‖W1,11 (ma) +C1α ‖ψα‖
2
Y
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where we used the continuity property of Q± in (3.14) together with Remark 2.3. Now, thanks to
Proposition 2.5 and Lemma 2.10, one sees that, for some explicit δ > 0, supα∈(0,δ) ‖ψα‖W1,11 (ma) <∞ from which we see that there exist two positive constants c1, c2 > 0 such that
‖ψα −M‖Y 6 c1‖ψα −M‖2Y + c2α ∀α ∈ (0, δ) (3.17)
where we also used (3.15) by noticing that ψα −M ∈ Ŷ. Now, since limα→0 ‖ψα −M‖Y = 0,
there exists some δ† < δ (non explicit at this state) such that
c1‖ψα −M‖Y 6 1
2
∀α ∈ (0, δ†)
and estimate (3.17) becomes
‖ψα −M‖Y 6 2c2 α ∀α ∈ (0, δ†).
Such an estimates provides actually an explicit estimate for δ† since the optimal parameter δ† is
the one for which the two last estimates are identity yielding δ† = 14c1 c2 . Since both c1 and c2
are explicitly computable, we get our result with κ = 2c2. 
With this in hands, one can complete the proof of Theorem 1.4
Proof of Theorem 1.4. As already explained, the only non quantitative estimate in the proof of
Proposition 3.6 was the convergence of ψα,i towards M. This is made explicit by the above
Proposition from which we conclude, as in [5, Theorem 4.9], that the parameter α♯ is explicitly
computable. Details are omitted. 
Appendix A. Regularity properties of Q+ revisited
We prove in this section the regularity result Theorem 2.7. The proof follows the paths of
the similar result established in [5, Theorem 2.5] in dimension d = 3 for the collision operator
associated to inelastic collisions. The proof is simpler here since we are dealing with elastic
interactions, however, the result differs in some points since we are dealing with dimension d
arbitrary: the case d = 3 is very peculiar since exactly one derivative is gained. In general
dimension d, the regularizing properties concern d−12 derivative. The proof given in [5] extends
the results and is inspired, in several aspects, by the results of [19] dealing with smooth kernels
that are not compactly supported : in such a case, the price to pay for the control of large
velocities consists in additional moments estimates. The starting point is a suitable Carleman
representation of the gain part of Q+.
A.1. Carleman representation. Let B(u, σ) be a collision kernel of the form
B(u, σ) = Φ(|u|)b(û · σ)
where û = u/|u|, Φ(·) > 0 and b(·) > 0 satisfies ‖b‖L1(Sd−1) = 1. Let us introduce the associated
gain part of the collision operator:
Q+(f, g)(v) =
∫
Rd×Sd−1
B(v − v∗, σ)g′∗f ′ dv∗ dσ.
Let us also introduce the following linear operator ΓB given by
ΓB(ϕ)(x) =
∫
x⊥
B(z + x, |x|)ϕ(x + z)dπz, x ∈ Rd (A.1)
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where dπz is the Lebesgue measure in the hyperplane x
⊥ perpendicular to x and
B(z, ̺) =
2d−1Φ(|z|)
|z|d−2̺ b
(
1− 2 ̺
2
|z|2
)
, ̺ > 0, z ∈ Rd. (A.2)
Then, one has the following Carleman representation
Lemma A.1. For any velocity distribution functions f, g one has
Q+(g, f)(v) =
∫
Rd
g(w)dw
∫
(v−w)⊥
B(z − v + w, |v − w|)f(v − z)dπz
=
∫
Rd
g(w) [(tw ◦ ΓB ◦ tw) f ] (v)dw
(A.3)
where [tvψ](x) = ψ(v − x) for any v, x ∈ Rd and test-function ψ.
Proof. The proof is rather standard and can be found in several places (see for instance [4, Lemma
4.1]); we recall it here for the sake of completeness. Notice simply that, for any test-function ϕ,
setting u = v − v∗,∫
Rd
Q+(g, f)(v)ϕ(v)dv =
∫
Rd
g(v)
∫
Rd
f(v − u)Φ(|u|)
∫
Sd−1
Fv,u
(
u− |u|σ
2
)
dσdudv
where
Fv,u(z) = ϕ(v − z)b
(
1− 2|z|
2
|u|2
)
∀(v, u, z) ∈ R3d.
Using then the general identity∫
Sd−1
F
(
u− |u|σ
2
)
dσ =
2d−1
|u|d−2
∫
Rd
δ(|x|2 − x · u)F (x)dx
valid for any given function F we obtain∫
Rd
Q+(g, f)(v)ϕ(v)dv
=
∫
Rd
g(v)
∫
Rd
ϕ(v − x)
∫
Rd
f(v − u)Φ(|u|) 2
d−1
|u|d−2 δ(|x|
2 − x · u) b
(
1− 2|x|
2
|u|2
)
dudxdv
=
∫
Rd
g(v)
∫
Rd
ϕ(v − x)
∫
Rd
f(v − z − x)Φ(|z + x|) 2
d−1 δ(x · z)
|z + x|d−2 b
(
1− 2|x|
2
|z + x|2
)
dz dxdv
where we set u = z + x. Keeping x fixed, we remove the Dirac mass using the identity∫
Rd
h(z)δ(x · z)dz = 1|x|
∫
x⊥
h(z)dπz,
and obtain∫
Rd
Q+(g, f)(v)ϕ(v)dv =
∫
Rd
g(v)
∫
Rd
ϕ(v − x)
∫
x⊥
B(z + x, |x|) f(v − z − x) dπz dxdv
=
∫
Rd
ϕ(y)
∫
Rd
g(v)
∫
(v−y)⊥
B(v + z − y, |v − y|) f(y − z) dπz dv dy
which is the desired result. 
Remark A.2. Notice that, from the above representation, one sees that ΓBf = Q+(δ0, f) (see
[1]).
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A.2. Regularity properties for cut-off collision kernels. For this section we assume that
the kernel B(u, σ) satisfies:
Φ(·) ∈ C∞(0,∞), b(·) ∈ C∞0 (−1, 1) and Φ(r) =
{
0 for r < ǫ
r for r > 2ǫ,
(A.4)
for some ǫ > 0.
Lemma A.3. Assume that the collision kernel B(u, σ) satisfies assumption (A.4). Then, for
any s > 3−d2 , there exists C > 0 such that∥∥Q+(g, f)∥∥
H
s+ d−12
η
6 C ‖f‖Hsη+κ ‖g‖L12η+κ , ∀η > 0 (A.5)
with κ > 3/2 and where the constant C = C(s,B, ǫ) depends only on s and on the collision kernel
B.
Proof. There is no loss of generality in assuming that s + d−12 is an integer. Indeed the general
case shall follow thanks to interpolation. The proof of this estimate follows the approach given
in [19, Theorem 3.1] where a similar estimate has been obtained, for κ = 0, under the additional
assumption that Φ(·) has support in [ǫ,M ] with M < ∞. Our proof will consist essentially in
proving that the weighted estimate (i.e. with κ > 0) allows to take into account large velocities.
First, one notices that the representation formula (A.3) together with Minkowski’s inequality
leads to
‖Q+(g, f)‖
H
s+ d−12
η
6
∫
Rd
|g(w)| ‖tw ◦ ΓB ◦ twf‖
H
s+d−12
η
dw.
Now, since ‖twψ‖HNk 6 2
k/2〈w〉k‖ψ‖HNk for any ψ ∈ H
N
k , for all N ∈ N and any k > 0, the lemma
would follow from
‖ΓB(f)‖
H
s+ d−12
η
6 C ‖f‖Hsη+κ , ∀η > 0. (A.6)
For (r, σ) ∈ R× Sd−1, we introduce
Γ˜B(f)(r, σ) := ΓB(f)(rσ) =
∫
Rd
B(u, |r|)f(u)δ (u · σ − r) du. (A.7)
Since we assumed that s+ d−12 ∈ N, we have
‖ΓB(f)‖2
H
s+d−12
η
=
∑
|ℓ|6s+ d−1
2
‖∂ℓxΓB(f)‖2L2η ,
where for ℓ ∈ Nd, ∂ℓx = ∂ℓ1x1 . . . ∂ℓdxd and |ℓ| = ℓ1 + . . . + ℓd. Changing coordinates, we get
‖∂ℓxΓB(f)‖2L2η =
∫ ∞
0
∫
Sd−1
|∂ℓxΓB(f)(rσ)|2 〈r〉2η rd−1 dr dσ
=
1
2
∫
R
∫
Sd−1
|∂ℓxΓB(f)(rσ)|2 〈r〉2η |r|d−1 dr dσ.
It follows from (A.7) that, for j ∈ {1, . . . , d},
∂σj
(
Γ˜B(f)
)
(r, σ) = r∂xj(ΓB(f))(rσ).
Thus, by induction, we deduce from (A.7) and the above equality that
∂ℓxΓB(f)(rσ) =
1
r|ℓ|
∂ℓσΓ˜B(f)(r, σ) =
1
r|ℓ|
∫
Rd
B(u, |r|)uℓf(u)δ(|ℓ|) (u · σ − r) du,
ON BALLISTIC ANNIHILATION 33
where uℓ = uℓ11 . . . u
ℓd
d . One easily checks that for any sufficiently smooth function ψ and for any
p ∈ N, ∫
Rd
ψ(u, r)δ(p)(u · σ − r)du =
p∑
i=0
(
p
i
)
(−1)i ∂
i
∂ri
∫
Rd
∂p−ir ψ(u, r)δ(u · σ − r)du.
Thus, defining
Dℓ(u, r) = u
ℓB(u, |r|) for (u, r) ∈ Rd × R, (A.8)
we get
‖ΓB(f)‖2
H
s+d−12
η
6
∑
|ℓ|6s+ d−1
2
|ℓ|+ 1
2
|ℓ|∑
i=0
(( |ℓ|
i
))2
∫
R
∫
Sd−1
∣∣∣∣ ∂i∂ri ( ˜Γ∂|ℓ|−ir Dℓ(f)) (r, σ)
∣∣∣∣2 〈r〉2η |r|d−1−2|ℓ| dσ dr.
Now, for any sufficiently smooth functions ψ and ϕ and for any i ∈ N, we have
∂iψ
∂ri
(r, σ)ϕ(r) =
i∑
k=0
(−1)k+i
(
i
k
)
∂k
∂rk
(
ψ(r, σ)ϕ(i−k)(r)
)
.
Consequently, setting
g(r) = 〈r〉η |r| d−12 −|ℓ| for r ∈ R, (A.9)
we obtain
‖ΓB(f)‖2
H
s+d−12
η
6
∑
|ℓ|6s+ d−1
2
|ℓ|+ 1
2
|ℓ|∑
i=0
(i+ 1)
(( |ℓ|
i
))2 i∑
k=0
((
i
k
))2
∫
Sd−1
∫
R
∣∣∣∣ ∂k∂rk ( ˜Γ∂|ℓ|−ir Dℓ(f)) (r, σ) g(i−k)(r)
∣∣∣∣2 dr dσ.
We introduce the radial Fourier transform RF [h] for a function h defined on R × Sd−1 and the
Fourier transform F in Rd with the formulas
RF [h] (̺, ω) = (2π)−1/2
∫
R
exp(i̺r)h(r, ω)dr , ∀̺ ∈ R, ω ∈ Sd−1,
and
F [f ] (ξ) = (2π)−d/2
∫
Rd
exp(iv · ξ)f(v)dv, ∀ξ ∈ Rd.
The Plancherel theorem then implies that∫
R
∣∣∣∣ ∂k∂rk ( ˜Γ∂|ℓ|−ir Dℓ(f)) (r, σ) g(i−k)(r)
∣∣∣∣2 dr = ∫
R
∣∣∣∣RF [ ∂k∂rk ( ˜Γ∂|ℓ|−ir Dℓ(f)) (·, σ) g(i−k)
]
(r)
∣∣∣∣2 dr
=
∫
R
|r|2k
∣∣∣RF [ ˜Γ
∂
|ℓ|−i
r Dℓ
(f)(·, σ) g(i−k)
]
(r)
∣∣∣2 dr.
Then, as in [19], we have
RF
[
˜Γ
∂
|ℓ|−i
r Dℓ
(f)(·, σ) g(i−k)
]
(r) = (2π)
d−1
2 F [Gκi,k,ℓ(·, σ)〈·〉κf(·)] (rσ)
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where κ ∈ R shall be fixed later on and
G
κ
i,k,ℓ(u, σ) = 〈u〉−κg(i−k)(u · σ)∂|ℓ|−ir Dℓ(u, u · σ), u ∈ Rd, σ ∈ Sd−1.
Consequently, setting ξ = rσ, since drdσ = |ξ|−(d−1)dξ we get
‖ΓB(f)‖2
H
s+d−12
η
6 2(2π)d−1
∑
|ℓ|6s+ d−1
2
|ℓ|+ 1
2
|ℓ|∑
i=0
(i+ 1)
(( |ℓ|
i
))2 i∑
k=0
((
i
k
))2
∫
Rd
|ξ|2k−d+1
∣∣∣∣F [Gκi,k,ℓ(·, ξ|ξ|
)
〈·〉κf(·)
]
(ξ)
∣∣∣∣2 dξ.
Splitting the above integral according to |ξ| 6 1 and |ξ| > 1, one gets, as in [19, p. 183-184],∫
Rd
|ξ|2k−d+1
∣∣∣∣F [Gκi,k,ℓ(·, ξ|ξ|
)
〈·〉κf(·)
]
(ξ)
∣∣∣∣2 dξ 6 C1 sup|ξ|61
∣∣∣∣F [Gκi,k,ℓ(·, ξ|ξ|
)
〈·〉κf(·)
]
(ξ)
∣∣∣∣2
+ C2
∫
|ξ|>1
〈ξ〉2k−d+1
∣∣∣∣F [Gκi,k,ℓ(·, ξ|ξ|
)
〈·〉κf(·)
]
(ξ)
∣∣∣∣2 dξ,
for two positive constants C1 (depending only on d) and C2 (depending on d and k). By Cauchy-
Schwartz inequality, we have∣∣∣∣F [Gκi,k,ℓ(·, ξ|ξ|
)
〈·〉κf(·)
]
(ξ)
∣∣∣∣2 6 (2π)−d‖f‖2L2η+κ sup
ω∈Sd−1
‖〈·〉−ηGκi,k,ℓ (·, ω) ‖2L2(Rd).
By [19, Lemma A.5], we obtain for rk =
[∣∣∣∣k − d− 12
∣∣∣∣+ d2
]
+ 1,∫
Rd
〈ξ〉2k−d+1
∣∣∣∣F [Gκi,k,ℓ(·, ξ|ξ|
)
〈·〉κf(·)
]
(ξ)
∣∣∣∣2 dξ 6 Cs,k,d‖f‖2Hsη+κ sup
ω∈Sd−1
‖〈·〉−ηGκi,k,ℓ (·, ω) ‖2Hrk (Rd).
This finally leads to (A.6) with
C(s,B)2 = Cs
∑
|ℓ|6s+ d−1
2
|ℓ|∑
i=0
(( |ℓ|
i
))2 i∑
k=0
((
i
k
))2
sup
ω∈Sd−1
‖〈·〉−ηGκi,k,ℓ (·, ω) ‖2Hrk (Rd).
(A.10)
To conclude, it remains only to check that the above quantity is indeed finite, i.e.
sup
ω∈Sd−1
‖〈·〉−ηGκi,k,ℓ (·, ω) ‖2Hrk (Rd) <∞,
for any multi-index ℓ and any integers i, k with 0 6 k 6 i 6 |ℓ| 6 s + d−12 . This leads us to
investigate the regularity and integrability properties of the mapping
Fω : u ∈ Rd 7−→ 〈u〉−η−κg(i−k)(u · ω) ∂|ℓ|−ir Dℓ(u, u · ω),
where ℓ ∈ Nd, i, k ∈ N with 0 6 k 6 i 6 |ℓ| 6 s+ d−12 , Dℓ and g are defined by (A.8) and (A.9)
respectively. Observe that
Fω(u) = b˜
(|ℓ|−i)(û · ω)Rω(u),
with
b˜(x) =
b(1− 2x2)
|x| and Rω(u) := 2
d−1 u
ℓΦ(|u|)g(i−k)(u · ω)
〈u〉η+κ|u|d+|ℓ|−i−1 .
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Because of our cut-off assumptions (A.4), b(1−2x2) = 0 for |x| 6 δ for some δ > 0 and Φ(|u|) = 0
for |u| < ǫ. Thus, for any ω ∈ Sd−1, Fω is well-defined and belongs to C∞(Rd). Hence, it suffices
to investigate the integrability properties of the mapping Fω and of its derivatives for large values
of u (uniformly with respect to ω). It is easy to check that any derivative (with respect to x)
of b˜ remains bounded on (−1, 1) while any u-derivative of Rω has a faster decay (for |u| → ∞)
than Rω(u). It is then easy to check that
|Rω(u)| 6 C|u|k−|ℓ|−κ−
d
2
+ 3
2 ∀ω ∈ Sd−1, |u| > 2ǫ,
for some C > 0. Since k 6 |ℓ|, taking κ > 3/2 ensures that supω∈Sd−1 ‖Fω(·)‖L2(Rdu) < ∞. This
achieves the proof. 
A.3. Regularity properties for hard-spheres collision kernel. We now use the previous
result for smooth collision kernels to estimate the regularity properties of Q+(f, g) for true hard-
spheres interactions. We first recall the following convolution-like estimates for Q+ as established
in [2]:
Theorem A.4 (Alonso-Carneiro-Gamba [2]). Assume that the collision kernel B(u, σ) =
Φ(|u|)b(û · σ) with ‖b‖L1(Sd−1) = 1 and Φ(·) ∈ L∞−k for some k ∈ R and let 1 6 p, q, r 6 ∞ with
1/p + 1/q = 1 + 1/r. Then, for any η > 0, there exists Cp,r,η,k(b) such that
‖Q+(f, g)‖Lrη 6 Cr,p,η,k(b) ‖Φ‖L∞−k ‖f‖Lpη+k ‖g‖Lqη+k
where the constant Cr,p,η,k(b) is given by
Cr,p,η,k(b) = ck,η,r(d)
(∫ 1
−1
(
1− x
2
)− d
2r′
b(x)(1 − x2) d−32 dx
) r′
q′
×
(∫ 1
−1
(
1 + x
2
)− d
2r′
b(x)(1 − x2) d−32 dx
) r′
p′
(A.11)
for some numerical constant ck,η,r(d) independent of b and where r
′, p′, q′ are the conjugate ex-
ponents of r, p, q respectively.
We can combine Theorem A.4 together with the estimates of the previous section to prove
Theorem 2.7
Proof of Theorem 2.7. Notice that, for hard-spheres interactions, one has B(u, σ) = Φ(|u|)b(û ·σ)
with Φ(|u|) = |u| ∈ L∞−1 and b(x) = bd is constant for any x ∈ (−1, 1). In particular, for any
η > 0, both the constant C2,1,η,1(b) and C2,2,η,1(b) appearing in (A.11) are finite. Let us now fix
η > 0 and ε > 0 and split the kernel into four pieces
B(u, σ) = BSS(u, σ) + BSR(u, σ) + BRS(u, σ) + BRR(u, σ)
:= ΦS(|u|)bS(uˆ · σ) + ΦS(|u|)bR(uˆ · σ) + ΦR(|u|)bS(uˆ · σ) + ΦR(|u|)bR(uˆ · σ) (A.12)
with the following properties:
(i) bS and ΦS are smooth satisfying the assumptions of the previous Section.
(ii) bR(s) := bd − bS(s) is the angular remainder satisfying
C2,1,η,1(bR) 6 ε and C2,2,η,1(bR) 6 ε.
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(iii) ΦR(|u|) = |u| −ΦS(|u|) is the magnitude remainder satisfying
‖ΦR‖L∞ 6
ε
(C2,1,η,1(bS) + C2,2,η,1(bS))
.
Notice that ΦS ∈ L∞−1 while ΦR ∈ L∞. Notice that, in contrast to previous approaches, the last
point is made possible because ΦS(|u|) = |u| for large |u| which makes ΦR compactly supported.
Thus, on the basis of relation (A.12), one splits Q+ into the following four parts,
Q+ = Q+SS +Q+SR +Q+RS +Q+RR.
We shall then deal separately with each of these parts. We prove the result for s such that
s + d−12 ∈ N∗. The general case will follow by interpolation. First, we know from Lemma A.3
that, for µ > 3/2,
‖Q+SS(f, g)‖
H
s+ d−12
η
6 Cs‖g‖Hsη+µ‖f‖L12η+µ .
Second, we estimate Q+SR. Since
∂ℓQ+SR(f, g) =
ℓ∑
ν=0
(
ℓ
ν
)
Q+SR(∂νf, ∂ℓ−νg)
for any multi-index ℓ with |ℓ| 6 s+ d−12 , one gets
‖Q+SR(f, g)‖2
H
s+ d−12
η
6 Cs,d
∑
|ℓ|6s+ d−1
2
ℓ∑
ν=0
(
ℓ
ν
)
‖Q+SR(∂νf, ∂ℓ−νg)‖2L2η
for some Cs,d > 0. We treat differently the cases |ℓ| = s + d−12 and |ℓ| < s + d−12 . According to
Theorem A.4 if |ℓ| 6 s+ d−12 − 1 one has for any |ν| 6 |ℓ|
‖Q+SR(∂νf, ∂ℓ−νg)‖L2η 6 C2,1,η,1(bR)‖ΦS‖L∞−1‖∂νf‖L1η+1 ‖∂
ℓ−νg‖L2η+1
6 ε ‖∂νf‖L1η+1 ‖∂
ℓ−νg‖L2η+1
where we used the assumption (ii) with the fact that ‖ΦS‖L∞−1 6 1. Using the general estimate
(2.14) with µ = 1/2 for simplicity and since |ℓ| 6 s+ d−12 − 1,∑
|ℓ|<s+d−12
ℓ∑
ν=0
(
ℓ
ν
)
‖Q+SR(∂νf, ∂ℓ−νg)‖L2η 6 Asε ‖f‖
H
s+ d−32
η+ d+32
‖g‖
H
s+ d−32
η+1
for some constant As > 0 depending only on s. In the case |ℓ| = s+ d−12 , argue in the same way
to obtain
‖Q+SR(∂νf, ∂ℓ−νg)‖L2η 6 ε‖f‖
H
s+ d−32
η+ d+32
‖g‖
H
s+ d−32
η+1
for any 0 < |ν| < |ℓ|. If ν = 0 one still has
‖Q+SR(f, ∂ℓg)‖L2η 6 C2,1,η,1(bR)‖f‖L1η+1 ‖∂
ℓg‖L2η+1
additionally, for ν = ℓ we use Theorem A.4 with (p, q) = (2, 1) to get
‖Q+SR(∂ℓf, g)‖L2η 6 C2,2,η,1(bR)‖g‖L1η+1 ‖∂
ℓf‖L2η+1 .
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Therefore,
‖Q+SR(f, g)‖
H
s+ d−12
η
6 As ε‖f‖
H
s+ d−32
η+ d+32
‖g‖
H
s+ d−32
η+1
+As ε
∑
|ℓ|=s+ d−1
2
(
‖g‖L1η+1 ‖∂
ℓf‖L2η+1 + ‖f‖L1η+1 ‖∂
ℓg‖L2η+1
)
.
We argue in the same way using the smallness assumption (ii) to prove that,
‖Q+RR(f, g)‖
H
s+ d−12
η
6 As ε‖f‖
H
s+ d−32
η+ d+32
‖g‖
H
s+ d−32
η+1
+As ε
∑
|ℓ|=s+ d−1
2
(
‖g‖L1η+1 ‖∂
ℓf‖L2η+1 + ‖f‖L1η+1 ‖∂
ℓg‖L2η+1
)
.
Finally, the estimate for Q+RS follows from the fact that ‖ΦR‖L∞ is small,
‖Q+RS(f, g)‖
H
s+ d−12
η
6 As ε‖f‖
H
s+ d−32
η+ d+12
‖g‖
H
s+ d−32
η
+As ε
∑
|ℓ|=s+ d−1
2
(
‖g‖L1η ‖∂ℓf‖L2η + ‖f‖L1η ‖∂ℓg‖L2η
)
.
Combining all these estimates and replacing Asε to ε we get (2.13). 
We finally recall some useful estimates, of slightly different nature, on the collision operator
first established in [10] and extended to the bilinear (covering also dissipative interactions) in
[15]:
Theorem A.5 (Bouchut-Desvillettes [10]). For any s ∈ R and any η > 0, there exists
C = C(s) > 0 such that
‖Q+(f, g)‖
H
s+ d−12
η
6 C(s)
(
‖f‖Hsη+2 ‖g‖Hsη+2 + ‖f‖L1η+2 ‖g‖L1η+2
)
.
Remark A.6. The original statement is for s > 0 but a direct inspection of the Fourier-based
proof shows that the above statement is valid for any s ∈ R.
Appendix B. Reminder about the existence of the self-similar solution
We recall here, for the sake of completeness, the main steps in the construction of a solution
ψα to (1.4) with unit mass and energy equal to d/2. We also revisit slightly our proof in order
to sharpen the range of parameters α for which such a steady solution is known to hold. We
recall that the solution ψα constructed in [6] is obtained through a dynamical proof and the
application of a time-dependent version of Tykhonov’s fixed point Theorem. Therefore, the core
of the analysis of [6] is the study of the well-posedness and the properties of the flow associated
to the following time-dependent annihilation equation
∂tψ(t, ξ) +Aψ(t)ψ(t, ξ) +Bψ(t) ξ · ∇ξψ(t, ξ) = Bα(ψ,ψ)(t, ξ) (B.1)
supplemented with some nonnegative initial condition
ψ(0, ξ) = ψ0(ξ), (B.2)
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where ψ0 satisfies ∫
Rd
ψ0(ξ) dξ = 1,
∫
Rd
ψ0(ξ) |ξ|2 dξ = d
2
, (B.3)
while
Aψ(t) = −α
2
∫
Rd
(
d+ 2− 2|ξ|2)Q−(ψ,ψ)(t, ξ)dξ,
and
Bψ(t) = − α
2d
∫
Rd
(
d− 2|ξ|2)Q−(ψ,ψ)(t, ξ)dξ.
We assume that the initial datum ψ0 is nonnegative, isotropic and such that
ψ0 ∈ L110+d+4κ(Rd) ∩ L2d+9
2
+2κ
(Rd) ∩H17+d
2
+κ
(Rd) (B.4)
for some κ > 0. Under such an assumption, there exists a unique nonnegative solution ψ ∈
C([0,∞);L12(Rd)) ∩ L1loc((0,∞);L14(Rd)) ∩ L∞loc((0,∞);L13(Rd)) to (B.1) such that ψ(0, ·) = ψ0
and ∫
Rd
ψ(t, ξ) dξ = 1,
∫
Rd
ψ(t, ξ) |ξ|2 dξ = d
2
∀t > 0.
Notice that, in this Appendix, we shall always assume that ψ0 is an isotropic function of ξ so
that, for any t > 0, the solution ψ(t, ξ) is still an isotropic function. In particular,∫
Rd
ψ(t, ξ) ξ dξ = 0 ∀t > 0. (B.5)
According to [6, Proposition 3.4], we set α0 =
1− ̺ 3
2
3
2 − ̺ 32
∈ (0, 1] where
̺k =
∫
Sd−1
(1 + Uˆ · σ
2
)k
+
(
1− Uˆ · σ
2
)k dσ
|Sd−1| ∀k > 0. (B.6)
Then, if 0 < α < α0, there exists a constant M(α) depending only on α and d such that the
unique solution ψ(t) to (B.1) satisfies
sup
t>0
M 3
2
(t) 6 max
{
M 3
2
(0),M (α)
}
(B.7)
with
Mk(t) =
∫
Rd
ψ(t, ξ)|ξ|2k dξ, k > 0.
Moreover, one checks easily that, if α0 < α0 then, supα∈(0,α0)M(α) <∞.
Remark B.1. Notice that, in dimension d = 3, one has ̺ 3
2
=
4
5
and α0 =
2
7
.
With this in hands, one can show [6, Corollary 3.6], that, if initially bounded, all moments of
ψ(t) will remain uniformly bounded. Moreover, by Hölder’s inequality,
d
2
= M1(t) 6
√
M1/2(t)M3/2(t)
Thus, (B.7) leads to
inf
t>0
M 1
2
(t) >
d2
4
(
max
{
M 3
2
(0),M (α)
})−1
. (B.8)
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On the other hand, as in the proof of [6, Lemma 3.10], one has∫
Rd
ψ(t, ξ∗)|ξ − ξ∗|dξ∗ > C
(
|ξ|+
∫
Rd
ψ(t, ξ∗)|ξ∗|dξ∗
)
,
for some constant C > 0. Consequently, it follows from (B.8) that there exists some constant
C0 > 0 such that ∫
Rd
ψ(t, ξ∗)|ξ − ξ∗|dξ∗ > C0〈ξ〉. (B.9)
The next step for proving the existence of a steady state is to prove propagation and estimates
on Lp-norms of the solution ψ. This is the object of the following in which, with respect to [6,
Theorem 1.6] we sharpen the range of parameters for which uniform estimates would hold true:
Lemma B.2. There exists some explicit α ∈ (0, α0) such that, if ψ0 ∈ L2(Rd) ∩ L13(Rd) then,
for any α ∈ (0, α), the solution ψ(t) to (B.1) satisfies
sup
t>0
‖ψ(t)‖L2 6 max {‖ψ0‖L2 , C2}
for some explicit constant C2 > 0 depending only on max
{
M 3
2
(0),M (α)
}
.
Proof. Multiplying (B.1) by 2ψ(t, ξ) and integrating over Rd, we get
d
dt
‖ψ(t)‖2L2 + (2Aψ(t)− dBψ(t)) ‖ψ(t)‖2L2
= 2(1− α)
∫
Rd
Q+(ψ,ψ)(t, ξ)ψ(t, ξ)dξ − 2
∫
Rd
Q−(ψ,ψ)(t, ξ)ψ(t, ξ)dξ.
(B.10)
Now performing the same manipulations as in the proof of Proposition 2.6 in the case k = 0,
choosing ε 6 η2(α)C0/4 where C0 is now given by (B.9) and setting α = min(α2, α0) where α2
is defined in (2.12), we get for any α ∈ (0, α),
d
dt
‖ψ(t)‖2L2 +
η2(α)C0
2
‖ψ(t)‖2L2 6 K‖ψ(t)‖1+1/dL2 ,
for some positive constant K independent of α. 
Remark B.3. Whenever d = 3, one has α2 ≃ .401. In particular, α2 > α0.
These uniform estimates on the moments and the L2-norm of the solution enable us to get
weak-compactness in L1(Rd) thanks to the Dunford-Pettis theorem. It remains now to identify
a subset of L1(Rd) that is left invariant by the evolution semi-group (St)t>0 governing (B.1).
We thus investigate the regularity properties of the solution to the time-dependent annihilation
equation (B.1)-(B.2). We show in particular how the approach used in Section 2.3 for the steady
solution ψα is robust enough to cover regularity properties of time-dependent solutions to (B.1).
We begin with the propagation of weighted L2-norms in the spirit of Proposition 2.6:
Proposition B.4. For any k > 0 one has
ψ0 ∈ L2k ∩ L1d(d−3)
d−1
+k
=⇒ sup
t>0
‖ψ(t)‖L2k = ℓk <∞.
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Proof. We only consider here the case k > 0 since for k = 0, Proposition B.4 follows from Lemma
B.2. The proof is nothing but a dynamic version of the proof of Prop. 2.6. Namely, multiply
(B.1) by 2ψ(t, ξ)〈ξ〉2k and integrate over Rd. After an integration by parts, one gets
d
dt
‖ψ(t)‖2L2k + (2Aψ(t)− (d+ 2k)Bψ(t)) ‖ψ(t)‖
2
L2k
+ 2kBψ(t)‖ψ(t)‖2L2k−1 =
2(1 − α)
∫
Rd
Q+(ψ,ψ)(t, ξ)ψ(t, ξ)〈ξ〉2kdξ − 2
∫
Rd
Q−(ψ,ψ)(t, ξ)ψ(t, ξ)〈ξ〉2kdξ. (B.11)
Now, according to [1, Corollary 2.2], for any ε ∈ (0, 1), there exists Cε > 0 such that∫
Rd
Q+(ψ,ψ)(t, ξ)ψ(t, ξ)〈ξ〉2kdξ 6 Cε‖ψ(t)‖2−1/dL1
d(d−3)
d−1
+k
‖ψ(t)‖1+1/d
L2k
+ ε‖ψ(t)‖L1k ‖ψ(t)‖
2
L2k
.
According to [6, Corollary 3.6], since ψ0 ∈ L1d(d−3)
d−1
+k
one has
sup
t>0
‖ψ(t)‖L1
d(d−3)
d−1
+k
<∞
and, in turns, supt>0 ‖ψ(t)‖L1k <∞. On the other hand, we have
sup
t>0
|Aψ(t)| 6 C, sup
t>0
|Bψ(t)| 6 C and
∫
Rd
ψ(t, ξ∗)|ξ−ξ∗|dξ∗ > C0〈ξ〉, ∀ξ ∈ Rd, (B.12)
for some constant C > 0 and C0 > 0. Thus, bounding the L
2
k−1 norm by the L
2
k one, (B.11)
leads to
d
dt
‖ψ(t)‖2L2k + 2C0‖ψ(t)‖L2k+12
6 C‖ψ(t)‖2L2k + 2Cε ‖ψ(t)‖
1+1/d
L2k
+ 2 εM ‖ψ(t)‖2L2k ,
for some constants C > 0 and M > 0 (depending on k). Now, choosing ε such that 2εM 6 C0
we get the existence of some positive constants C1 > 0 and C2 > 0 (still depending on k) such
that
d
dt
‖ψ(t)‖2L2k + C0‖ψ(t)‖
2
L2
k+12
6 C1‖ψ(t)‖2L2k + C2‖ψ(t)‖
1+1/d
L2k
.
Now, one uses the fact that, for any R > 0,
‖ψ(t)‖2L2k 6 (1 +R
2)k‖ψ(t)‖2L2 +R−1‖ψ(t)‖2L2
k+1/2
and, since supt>0 ‖ψ(t)‖L2 <∞ by [6, Theorem 1.6], one can choose R > 0 large enough so that
C1R
−1 = C0/2 to obtain
d
dt
‖ψ(t)‖2L2k +
C0
2
‖ψ(t)‖2L2
k+ 12
6 C3 + C2‖ψ(t)‖1+1/dL2k .
The conclusion follows easily since 1 + 1/d < 2. 
We now prove the "propagation" of Sobolev regularity together with the creation of higher-
order moments. We begin with first-order derivatives to illustrate the techniques:
Proposition B.5. Let δ > 0. There exists some explicit α1 ∈ (0, 1) such that the following
holds: for any 12 6 q 6 1 +
d
2 , if the initial datum ψ0 satisfies (1.5) with moreover
ψ0 ∈ L1q1(Rd) ∩ L2q+1+δ(Rd) ∩H1q
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where q1 = max{2q+ 12+δ, q+1+δ+ d(d−3)d−1 }, then, for any α ∈ (0, α1), the solution ψ(t) = ψ(t, ξ)
to (B.1) satisfies
sup
t>0
‖ψ(t)‖H1q <∞ (B.13)
and ∫ T
0
‖ψ(t)‖H1
q+12
dt <∞ ∀T > 0.
Proof. Again the proof is only a dynamic version of the proof of Theorem 2.8. For the solution
ψ(t, ξ) to (B.1), we set Gj(t, ξ) = ∂jψ(t, ξ) for j ∈ {1, . . . , d}. Then, Gj satisfies
∂tGj(t, ξ) + (Aψ(t) +Bψ(t))Gj(t, ξ) +Bψ(t) ξ · ∇ξGj(t, ξ) = ∂jBα(ψ,ψ)(t, ξ)
where one has
∂jBα(ψ,ψ)(t, ξ) = (1 − α)∂jQ+(ψ,ψ)(t, ξ) −Q−(ψ,Gj)(t, ξ)−Q−(Gj , ψ)(t, ξ).
For given q > 1/2, we multiply this equation by 2Gj(t, ξ)〈ξ〉2q and integrate over Rd. Then,
after an integration by parts and using (B.9), one obtains
d
dt
‖Gj(t)‖2L2q + (2Aψ(t) + (2− d− 2q)Bψ(t)) ‖Gj(t)‖
2
L2q
+ 2qBψ(t)‖Gj(t)‖2L2q−1
6 2(1 − α)
∫
Rd
∂jQ+(ψ,ψ)(t, ξ)Gj(t, ξ)〈ξ〉2qdξ
− 2C0‖Gj(t)‖2L2
q+12
− 2
∫
Rd
Q−(ψ,Gj)(t, ξ)Gj(t, ξ)〈ξ〉2qdξ. (B.14)
Clearly, one has∫
Rd
∣∣∂jQ+(ψ,ψ)(t, ξ)∣∣ |Gj(t, ξ)| 〈ξ〉2qdξ 6 ‖∂jQ+(ψ,ψ)(t)‖L2
q− 12
‖Gj(t)‖L2
q+12
6 ‖Q+(ψ,ψ)(t)‖H1
q− 12
‖Gj(t)‖L2
q+12
.
Now, using Theorem 2.7 with s = 3−d2 and κ =
3
2 + δ, for any ε > 0, there exists Cε > 0 such
that
‖Q+(ψ,ψ)(t)‖H1
q− 12
6 Cε‖ψ(t)‖
H
3−d
2
q+1+δ
‖ψ(t)‖L1
2q+ 12+δ
+
ε ‖ψ(t)‖L2
q+1+ d2
‖ψ(t)‖L2
q+ 12
+ 2ε ‖ψ(t)‖L1
q+ 12
d∑
i=1
‖Gi(t)‖L2
q+12
.
Since d > 3, one estimates the H
3−d
2
q+1+δ norm by the L
2
q+1+δ norm and, using Proposition B.4
together with [6, Corollary 3.6], our assumptions on the initial datum implies that
sup
t>0
‖ψ(t)‖L2q+1+δ <∞ and supt>0 ‖ψ(t)‖L12q+ 12+δ
<∞.
Therefore, for any ε > 0, there exists C1(ε, q) > 0 and C2(q) > 0 such that
‖Q+(ψ,ψ)(t)‖H1
q− 12
6 C1(ε, q) + εC2(q)
d∑
i=1
‖Gi(t)‖L2
q+12
.
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One estimates the last integral in (B.14) as in the proof of Theorem 2.8; namely, an integration
by parts yields
|Q−(ψ,Gj)(t, ξ)| = ψ(t, ξ)
∣∣∣∣∫
Rd
∂jψ(t, ξ∗)|ξ − ξ∗|dξ∗
∣∣∣∣ 6 ψ(t, ξ)‖ψ(t)‖L1 = ψ(t, ξ).
Then, Cauchy-Schwarz inequality yields∣∣∣∣∫
Rd
Q−(ψ,Gj)(t, ξ)Gj(t, ξ)〈ξ〉2qdξ
∣∣∣∣ 6 ‖ψ(t)‖L2q ‖Gj(t)‖L2q 6 Cq ‖Gj(t)‖L2q
for some positive Cq > 0 where we used the uniform bounds on the L
2
q-norm of ψ(t) provided by
Proposition B.4. Recall that
2Aψ(t) + (2− d− 2q)Bψ(t) = −α
2
(d− 2q + 6) aψ(t) + α
2
(d+ 2− 2q)bψ(t)
while 2qBψ(t) = −α q aψ(t)+α q bψ(t). Since q 6 1+ d2 , one may neglect all the terms involving
bψ(t) to obtain the bound from below:
(2Aψ(t) + (2− d− 2q)Bψ(t)) ‖Gj(t)‖2L2q + 2qBψ(t) ‖Gj(t)‖
2
L2q−1
> −α
2
(d+ 6) aψ(t) ‖Gj(t)‖2L2q + α q aψ(t)
(
‖Gj(t)‖2L2q − ‖Gj(t)‖
2
L2q−1
)
> −α
2
√
d (d+ 6) ‖Gj(t)‖2L2q
using the fact that aψ(t) 6
√
d for any t > 0 (following the arguments of Lemma 2.1). Thus,
(B.14) reads
d
dt
‖Gj(t)‖2L2q −
α
2
√
d (d+ 6) ‖Gj(t)‖2L2q + 2C0‖Gj(t)‖
2
L2
q+12
6 2(1− α)C1(ε, q)‖Gj(t)‖L2
q+12
+ εC2(q) ‖Gj(t)‖L2
q+12
d∑
i=1
‖Gi(t)‖L2
q+12
+ 2Cq‖Gj(t)‖L2q
where Cq, C1(ε, q) and C2(q) are positive constants independent of α and t. Define, for any
k > 0, the semi-norm
‖ψ(t)‖ ◦
H
1
k
=
 d∑
j=1
‖∂jψ(t)‖2L2k
1/2 .
Setting α1 := min
{
α, 4C0√
d(d+6)
}
and summing over all j ∈ {1, . . . , d}, we get
d
dt
‖ψ(t)‖2◦
H
1
q
+
√
d
2
(d+ 6)(α1 − α)‖ψ(t)‖2◦
H
1
q+12
6 2C1(ε, q)
d∑
j=1
‖Gj(t)‖L2
q+12
+ εC2(q)
 d∑
j=1
‖Gj(t)‖L2
q+12
2 + 2Cq d∑
j=1
‖Gj(t)‖L2q
6 2C1(ε, q)
d∑
j=1
‖Gj(t)‖L2
q+12
+ dεC2(q)‖ψ(t)‖2◦
H
1
q+12
+ 2
√
dCq‖ψ(t)‖ ◦
H
1
q
.
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Using Young’s inequality, for any δ¯ > 0 one gets
d
dt
‖ψ(t)‖2◦
H
1
q
+
√
d
2
(d+ 6)(α1 − α)‖ψ(t)‖2◦
H
1
q+12
6
(
2δ¯ C1(ε, q) + dεC2(q)
) ‖ψ(t)‖2◦
H
1
q+12
+
2 dC1(ε, q)
δ¯
+ 2
√
dCq‖ψ(t)‖ ◦
H
1
q
.
For any fixed α < α1, one can choose first ε > 0 small enough and then δ¯ > 0 small enough so
that
(
2δ¯ C1(ε, q) + dεC2(q)
)
=
√
d
4 (d+ 6)(α1 − α) to get
d
dt
‖ψ(t)‖2◦
H
1
q
+
√
d
4
(d+ 6)(α1 − α)‖ψ(t)‖2◦
H
1
q+12
6 2
√
dCq‖ψ(t)‖ ◦
H
1
q
+ C
which yields easily the conclusion. 
Combining all the previous computations, one can find some explicit positive constants M1,
M2, M3, M4 and M5 such that, if α ∈ (0, α1), then the evolution semi-group (St)t>0 governing
(B.1) leaves invariant the convex subset of L12(R
d)
Z =
{
0 6 ψ ∈ L12(Rd), ψ(ξ) = ψ(|ξ|) ∀ξ ∈ Rd,
∫
Rd
ψ(ξ)dξ = 1,
∫
Rd
ψ(ξ)|ξ|2dξ = d
2
,∫
Rd
ψ(ξ)|ξ|3dξ 6M1, ‖ψ‖L2 6M2, ‖ψ‖L2d+9
2 +2κ
6M3,∫
Rd
ψ(ξ)|ξ|max{ 9+d(d−2)2 +2κ,10+d+4κ}dξ 6M4 and ‖ψ‖H17+d
2 +κ
6M5
}
.
and we obtain the first part of Theorem 1.1. Taking α⋆ < α1, then the constants M1 and M3
may be chosen independent of α ∈ (0, α⋆), which leads to the second part of Theorem 1.1.
Notice that, in dimension d = 3, α = 27 . Thus, α1 6
2
7 .
Let us now extend the above result to higher-order derivatives
Proposition B.6. For any s2 > 1, setting s0 = s2 − d−12 and s1 = s2 − 1, there exists some
explicit αs2 ∈ (0, 1) such that the following holds: for any 12 6 q 6 s2 + d2 , if the initial datum
ψ0 satisfies (1.5) and is such that
sup
t>0
‖ψ(t)‖Hs1
q+1+ d2
<∞ with moreover ψ0 ∈ L12q+ 1+d
2
(Rd) ∩Hs2q
then, for any α ∈ (0, αs2), the solution ψ(t) = ψ(t, ξ) to (B.1) satisfies
sup
t>0
‖ψ(t)‖Hs2q <∞ and
∫ T
0
‖ψ(t)‖Hs2
q+ 12
dt <∞ ∀T > 0. (B.15)
Proof. The proof follows the arguments of Theorem 2.8. More precisely, we prove (B.15) for
s2 ∈ N and the general result follows by interpolation. We proceed by induction on s2. First, for
s2 = 1, we deduce from Proposition B.5 that (B.15) holds. Let us assume that for some s2 > 1,
(B.15) holds. Let α ∈ (0, α1) be fixed and let 12 6 q 6 s2 + d2 . For any multi-index ℓ ∈ Nd with|ℓ| = s2, we set
Gℓ(t, ξ) = ∂
ℓ
ξψ(t, ξ).
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One sees that Gℓ satisfies
∂tGℓ(t, ξ) +Aψ(t)Gℓ(t, ξ) +Bψ(t) ∂
ℓ
ξ (ξ · ∇ψ(t, ξ)) = ∂ℓξBα(ψ,ψ)(t, ξ).
Noticing that ∂ℓξ (ξ · ∇ψ(t, ξ)) = ξ · ∇Gℓ(t, ξ) + |ℓ|Gℓ(t, ξ) we get
∂tGℓ(t, ξ) + [Aψ(t) + |ℓ|Bψ(t)]Gℓ(t, ξ) +Bψ(t) ξ · ∇Gℓ(t, ξ) = ∂ℓξBα(ψ,ψ)(t, ξ).
Given q > 1/2, multiplying the above equation by 〈ξ〉2q Gℓ(t, ξ) and integrating over Rd we get
1
2
d
dt
‖Gℓ(t)‖2L2q +
[
Aψ(t) +
(
|ℓ| − d+ 2q
2
)
Bψ(t)
]
‖Gℓ(t)‖2L2q + qBψ(t) ‖Gℓ(t)‖
2
L2q−1
= (1− α)
∫
Rd
Gℓ(t, ξ) ∂
ℓ
ξQ+(ψ,ψ)(t, ξ)〈ξ〉2qdξ
−
∫
Rd
Gℓ(t, ξ) ∂
ℓ
ξ Q−(ψ,ψ)(t, ξ) 〈ξ〉2qdξ. (B.16)
Since q > 1/2, one has∫
Rd
Gℓ(t, ξ) ∂
ℓ
ξQ+(ψ,ψ)(t, ξ)〈ξ〉2qdξ 6 ‖∂ℓξQ+(ψ,ψ)(t)‖L2
q− 12
‖Gℓ(t)‖L2
q+12
6 ‖Q+(ψ,ψ)(t)‖Hs2
q− 12
‖Gℓ(t)‖L2
q+12
.
Let δ ∈ (0, d2 ]. Using now Theorem 2.7 with s = s0 and κ = 32 + δ, for any ε > 0, there exists
C = C(ε, s2, q, δ) such that
‖Q+(ψ,ψ)(t)‖Hs2
q− 12
6 C ‖ψ(t)‖Hs0q+1+δ ‖ψ(t)‖L12q+ 12+δ
+ ε ‖ψ(t)‖Hs1
q+1+ d2
‖ψ(t)‖Hs1
q+ 12
+ 2ε ‖ψ(t)‖L1
q+ 12
∑
|k|=s2
‖Gk(t)‖L2
q+12
.
Therefore, our assumption together with interpolation imply that there exist C1(ε, s2, q), C2(q) >
0 such that
‖Q+(ψ,ψ)(t)‖Hs2
q− 12
6 C1(ε, s2, q) + εC2(q)
∑
|k|=s2
‖Gk(t)‖L2
q+12
and this shows that, for any ε > 0∫
Rd
Gℓ(t, ξ) ∂
ℓ
ξQ+(ψ,ψ)(t, ξ)〈ξ〉2qdξ 6 C1(ε, s2, q)‖Gℓ(t)‖L2
q+12
+ εC2(q)‖Gℓ(t)‖L2
q+12
∑
|k|=s2
‖Gk(t)‖L2
q+12
(B.17)
Now, one estimates ∂ℓξQ−(ψ,ψ)(t, ξ) as in the previous Proposition. Namely, one has
∂ℓξQ−
(
ψ,ψ
)
=
ℓ∑
ν=0
(
ℓ
ν
)
Q−(∂νξ ψ, ∂ℓ−νξ ψ).
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For any ν with ν 6= ℓ, there exists i0 ∈ {1, . . . , d} such that ℓi0 −νi0 > 1 and integration by parts
yields ∣∣∣Q−(∂νψ, ∂ℓ−νψ)(t, ξ)∣∣∣ = |∂νψ(t, ξ)| ∣∣∣∣∫
Rd
∂ℓ−νψ(t, ξ∗)|ξ − ξ∗|dξ∗
∣∣∣∣
6 |∂ νψ(t, ξ)| ‖∂ σψ(t)‖L1
where σ = (σ1, . . . , σd) is defined with σi0 = ℓi0 − νi0 − 1 and σi = ℓi − νi if i 6= i0. Thus,
estimating the weighted L1-norm by an appropriate weighted L2-norm (see (2.14)) we obtain∣∣∣Q−(∂νψ, ∂ℓ−νψ)(t, ξ)∣∣∣ 6 C |∂νψ(t, ξ)| ‖∂ σψ(t)‖L2d+1
2
for some universal constant C > 0 independent of t. Our induction hypothesis implies that this
last quantity is uniformly bounded. Hence, using Cauchy-Schwarz inequality we conclude that
ℓ∑
ν=0
ν 6=ℓ
(
ℓ
ν
)∫
Rd
Q−(∂νψ, ∂ℓ−νψ)(t, ξ)Gℓ(t, ξ)〈ξ〉2qdξ
6 C2
∑
|ν|<|ℓ|
(
ℓ
ν
)
‖∂νψ(t)‖L2q ‖Gℓ(t)‖L2q 6 Cq,s2‖Gℓ(t)‖L2q ∀t > 0 (B.18)
for some positive constant Cq,s2 independent of t. Whenever ν = ℓ one has∫
Rd
Q−(∂ℓψ,ψ)(t, ξ) ∂ℓψ(t, ξ)〈ξ〉2qdξ = ∫
Rd
G2ℓ (t, ξ)〈ξ〉2qdξ
∫
Rd
ψ(t, ξ∗) |ξ − ξ∗|dξ∗,
thus, thanks to (B.12) one obtains the lower bound∫
Rd
Q−(∂ℓψ,ψ)(t, ξ) ∂ℓξψ(t, ξ)〈ξ〉2qdξ > C0 ‖Gℓ(t)‖2L2
q+12
. (B.19)
Gathering (B.17), (B.18) and (B.19) with (B.16), we get
1
2
d
dt
‖Gℓ(t)‖2L2q +
[
Aψ(t) +
(
|ℓ| − d+ 2q
2
)
Bψ(t)
]
‖Gℓ(t)‖2L2q + qBψ(t) ‖Gℓ(t)‖
2
L2q−1
6 C1(ε, s2, q)‖Gℓ(t)‖L2
q+12
+ εC2(q)‖Gℓ(t)‖L2
q+12
∑
|k|=s2
‖Gk(t)‖L2
q+12
+ Cq,s2‖Gℓ(t)‖L2q − C0 ‖Gℓ(t)‖2L2
q+12
. (B.20)
Now, noticing that qBψ(t) = −α2 qaψ(t) + α2 qbψ(t) and
Aψ(t) +
(
|ℓ| − d+ 2q
2
)
Bψ(t) = −α
2
[
s0 + d+
3
2
− q
]
aψ(t) +
α
2
[
s0 + d− 1
2
− q
]
bψ(t)
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and since q 6 s0 + d− 12 , the terms involving bψ(t) can be neglected to get[
Aψ(t) +
(
|ℓ| − d+ 2q
2
)
Bψ(t)
]
‖Gℓ(t)‖2L2q + qBψ(t) ‖Gℓ(t)‖
2
L2q−1
> −α
2
[
s0 + d+
3
2
]
aψ(t) ‖Gℓ(t)‖2L2q +
α q
2
aψ(t)
(
‖Gℓ(t)‖2L2q − ‖Gℓ(t)‖
2
L2q−1
)
> −α
2
√
d
[
s0 + d+
3
2
]
‖Gℓ(t)‖2L2q
and (B.20) becomes
1
2
d
dt
‖Gℓ(t)‖2L2q −
α
√
d
2
[
s0 + d+
3
2
]
‖Gℓ(t)‖2L2q + C0 ‖Gℓ(t)‖
2
L2
q+12
6 C1(ε, s2, q)‖Gℓ(t)‖L2
q+12
+ εC2(q)‖Gℓ(t)‖L2
q+12
∑
|k|=s2
‖Gk(t)‖L2
q+12
+ Cq,s2‖Gℓ(t)‖L2q . (B.21)
Setting now
αs2 =
2C0√
d(s0 + d+
3
2)
=
2C0√
d(s2 +
d
2 + 2)
and Θq(t) =
∑
|ℓ|=s2
‖Gℓ(t)‖2L2q
 12
we can argue as in the proof of Proposition B.5 to get that there exists Cs2 > 0 such that
1
2
d
dt
Θ2q(t) +
√
d
2
[
s0 + d+
3
2
] (
αs2 − α
)
Θ2
q+ 1
2
(t)
6 C1(ε, s2, q)
∑
|ℓ|=s2
‖Gℓ(t)‖L2
q+12
+ εC2(q)Cs2 Θ
2
q+ 1
2
(t) + Cs2 Cq,s2Θq(t).
Arguing again as in Prop. B.5, using Young’s inequality with a parameter δ > 0 and choosing
ε > 0 and then δ > 0 small enough, we obtain that
1
2
d
dt
Θ2q(t) +
√
d
4
[
s0 + d+
3
2
] (
αs2 − α
)
Θ2
q+ 1
2
(t) 6 C1Θq(t) + C2
for some positive constants C1, C2 > 0 which shows that, for any α < αs2 the conclusion
holds. 
Appendix C. Useful interpolation inequalities
We collect here several useful interpolation inequalities that are needed in several places in
the text. First, one recalls the following consequence of Riesz-Thorin interpolation, we refer to
[19] for a proof:
Lemma C.1. For any k1, k2 ∈ R+ and any s1, s2 ∈ R, the following inequality holds for any
smooth f :
‖f‖Hsk 6 C‖f‖θHs1k1 ‖f‖
1−θ
H
s2
k2
for any θ ∈ [0, 1] and k = θ k1+(1− θ)k2, s = θ s1+(1− θ)s2 and some positive constant C > 0.
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Remark C.2. The constant C > 0 is actually missing in the statement [19] but appears clearly
from the method of proof.
Remark C.3. Clearly, using Young’s inequality ab 6 θa
1
θ + (1 − θ)b 11−θ , the above inequality
shows that there is a constant C = Cθ > 0 such that
‖f‖Hsk 6 Cθ
(
‖f‖Hs1k1 + ‖f‖Hs2k2
)
for k = θ k1 + (1− θ)k2, s = θ s1 + (1− θ)s2 and θ ∈ [0, 1].
We also recall the following result from [17]
Lemma C.4. For any k, q ∈ N and any exponential weight function
m(v) := exp(−a|v|s) for a ∈ (0,∞),
with s ∈ (0, 1], there exists C > 0 such that for any h ∈ Hk‡∩L1(m−12) with k‡ := 8k+7(1+d/2)
‖h‖
W
k,1
q (m−1)
6 C ‖h‖1/8
Hk
‡ ‖h‖1/8L1(m−12) ‖h‖
3/4
L1(m−1)
.
Remark C.5. The above Lemma is stated in [17] for m(v) = exp(−a|v|s) with a > 0 and
s ∈ (0, 1) but the proof can be extended in a straightforward way to the case s = 1.
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