Accuracy enhancing protocols for quantum clocks by Yang, Yuxiang et al.
Accuracy enhancing protocols for quantum clocks
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Institute for Theoretical Physics, ETH Zu¨rich, Switzerland
The accuracy of the time information generated by clocks can be enhanced by allowing them to
communicate with each other. Here we consider a basic scenario where a quantum clock receives
a low-accuracy time signal as input and ask whether it can generate an output of higher accuracy.
We propose protocols that, using a clock with a d-dimensional state space, achieve an accuracy
enhancement by a factor d (in the limit of large d). If no feedback on the input signal is allowed, this
enhancement is temporary. Conversely, with feedback, the accuracy enhancement can be retained
for longer. The protocols may be used to synchronise clocks in a network and define a time scale
that is more accurate than what can be achieved by non-interacting clocks.
I. INTRODUCTION
That progress in quantum technologies is commonly
accompanied by progress in high-precision time-keeping,
as witnessed again recently [1–3], is not a coincidence.
There are indeed fundamental reasons why the use of
quantum phenomena enables more accurate time mea-
surements than purely classical means [4, 5]. One of these
reasons is of information-theoretic nature — a quantum
clock with a d-dimensional state space can hold log2 d
qubits of information about time, whereas a correspond-
ing classical clock only holds log2 d classical bits. As
shown in [6], this makes a difference. A quantum clock
can achieve an accuracy(almost) quadratic in d, whereas
the accuracy of any classical clock is always bounded
by d.1
From the viewpoint of information theory, it is natural
to not only study clocks individually, but rather con-
sider scenarios where multiple clocks can communicate
with each other and hence exchange information about
time. This is practically relevant, since networks of clocks
are commonly used to define a time scale that is more
reliable than what any individual clock could achieve.2
Furthermore, it is known that the accuracy of frequency
measurements can be enhanced with correlated quantum
systems [4, 5]. In future networks of quantum clocks, this
fact may be exploited to define a highly accurate global
time scale [7].
Here we study a basic task that a clock may carry out
within such a communication scenario: the enhancement
of time information (see Fig. 1). More precisely, we con-
sider a setup where one clock, the Enhancing Clock (EC),
receives information from another clock about what time
it is. Combining this input with internal information,
the EC is supposed to output more accurate information
about what time it is. For this, it may also send feed-
back to the clock that generates the input. We note that,
1 This statement refers to the accuracy measure R discussed in
Section II below.
2 The International Atomic Time, which serves as a basis for the
Coordinated Universal Time (UTC), is defined as an average of
the reading of approximately 400 atomic clocks, with a weighting
that depends on the measured stability of the individual clocks.
while this scenario merely involves two clocks, it serves
as a building block for larger clock networks.
The concept of enhancing time information also plays a
crucial role for operating individual high-precision clocks,
such as atomic clocks [2, 3, 8]. In a caesium clock, for
instance, one may regard the gas of caesium atoms as
the EC, which receives an input, in the form of a mi-
crowave signal, from an electronic oscillator (e.g., a crys-
tal oscillator), and also feedbacks to this oscillator. Radio
clocks also fall into this scheme. They receive time sig-
nals sporadically (e.g., once an hour), which they use in
combination with an internal quartz crystal to output a
continuous time signal.
As already noted, the ability of clocks to generate ac-
curate time information is related to their size, measured
in terms of the dimension d of their state space — the
larger d is, the more accurate the clock can be [6, 9]. Here
we show that this is also the case for the task of enhanc-
ing time information. Specifically, we propose protocols
which allow an EC of size d to enhance the accuracy of
FIG. 1. Accuracy enhancement. The enhancing clock
(EC) receives a clock signal from an input clock (IC) and pro-
duces an enhanced clock signal as output. The performance
of the protocol can be further improved when feedback on the
input clock is allowed.
ar
X
iv
:1
90
5.
09
70
7v
1 
 [q
ua
nt-
ph
]  
23
 M
ay
 20
19
2an input signal up to a factor of d. These protocols make
use of quantum effects, allowing them to outperform ba-
sic classical protocols.
The remainder of this paper is structured as follows.
Section II is devoted to the modelling of clocks and the
question of how to operationally quantify their accuracy.
In Section III we describe and analyse a basic protocol
for accuracy enhancement by quantum clocks. We ex-
tend this protocol in Section IV to include feedback. We
compare them in Section V with protocols that process
input ticks without making use of quantum dynamics.
Finally, in Section VI we describe how the protocols can
be applied to designing highly accurate clocks and to es-
tablishing synchronization between clocks in a network.
II. QUANTIFYING ACCURACY
For our purposes, a clock is a quantum system that au-
tonomously emits information about time.3 We suppose
that this time information comes in the form of ticks,
which subdivide time into intervals [9]. For a perfectly
accurate clock, the emitted ticks are perfectly regular, so
that the intervals defined by them all have equal length.
The accuracy of a clock can thus be quantified in terms
of how much it deviates from this ideal.
Before proceeding with the definition of an accuracy
measure, we point out the conceptual distinctions be-
tween this approach and the treatment of clocks in the
context of metrology, which is common in the literature
(see, for instance, Refs. [7, 10, 11]). In quantum metrol-
ogy, a clock is modelled as a system that oscillates at
a frequency ω. One then considers the task of estimat-
ing ω, or more generally the difference between ω and
the frequency of an external oscillator, by interrogating
this system, i.e., one prepares it in a given state, lets it
evolve, and then measures it. This interrogation is opti-
mised to make the uncertainty in the estimate for ω as
small as possible [4, 5]. Conversely, in this work we fol-
low [6, 9, 12, 13] and regard a clock as an autonomous
device that directly outputs information about what time
it is, rather than a frequency.4 Furthermore, time infor-
mation is continuously emitted as the clock is running,
rather than at the end of an interrogation.
To motivate the definition that follows for an accuracy
measure operationally, we note that the ticks emitted by
a clock can be used to time-tag events. The tick that
3 One may distinguish between two types of time keeping devices.
“Stopwatches” measure an interval of time determined by exter-
nal events (e.g., when we press a button). Conversely, “reference
clocks” autonomously generate a reference frame for time, i.e.,
they themselves trigger events (e.g., the ringing of a bell tower).
Here we are concerned with the latter.
4 Converting an estimate for the frequency ω of an oscillator into
information about what time it is requires additional resources.
Bounds on the accuracy of the former do hence not directly trans-
late into bounds on the accuracy of the latter, nor vice versa.
is generated before all the others is taken as a starting
point, and we therefore refer to it as the 0-th tick. If
an event occurred before the j-th tick, we tag it with
“j − 1”, and if it occurs after, we tag it with “j”. For
a perfect clock, whose ticks occur at fixed times, this
tagging is deterministic and, in this sense, unambiguous.
This is no longer the case for an imperfect clock, where
the exact emission time Tj of the j-th tick can be random.
Nevertheless, we may define a (1− )-confidence interval
Cj of time for each tick j, demanding that Cj contains Tj
except with a fixed probability  > 0. Whenever an event
lies either before or after the interval Cj , the distinction
between tag “j − 1” and “j” would still be unambiguous
with confidence at least 1 − . Only events that occur
within the interval Cj would be more likely to be classified
erroneously.
Following this idea, we may introduce a family of inac-
curacy measures, Σj(), parameterised by  ∈ [0, 1] and
j ∈ N. Roughly, Σj can be interpreted as the fraction of
events for which the time tag “j” may be ambiguous, i.e.,
events that lie within the interval Cj , among all events
that occur between the (j − 1)-th and the j-th tick.
Definition 1 (Inaccuracy). For any desired confidence
level 1− , the -inaccuracy of the j-th tick is defined as
Σj() := inf
Cj=[µ−σ2 ,µ+σ2 ]
Pr[Tj /∈Cj ]≤
σ
µ/j
, (1)
where the infimum ranges over intervals Cj with any
width σ and centre µ that contain the time Tj of the j-th
tick with probability at least 1− .
An important special case is that of an i.i.d. clock,
where the time durations between ticks, i.e., the dif-
ferences Tj − Tj−1, are independent and identically dis-
tributed for all j ∈ N. Setting T0 = 0, we then have
PTj−Tj−1 = PT1 for any j ∈ N. The behaviour of an i.i.d.
clock is thus fully defined by the distribution of the first
tick T1. We will therefore in the following often write T
instead of T1, and analogously Σ() instead of Σ1(). For
i.i.d. clocks, the distance between the confidence inter-
vals of Tj and Tj−1 is of the order µ/j. The inaccuracy
Σ() thus has the operational interpretation that when
it becomes larger than 1, the confidence intervals of suc-
cessive ticks begin to overlap, i.e., the confidence level of
time-tagging has dropped below 1−  for all events.
For an i.i.d. clock one can use the Hoeffding inequal-
ity to obtain a bound on the -inaccuracy of its ticks.
Suppose that the first tick lies in the interval C1 =
[µ1− σ12 , µ1 + σ12 ] with probability at least 1− . Suppose
furthermore that Σ() = σ1µ1 ≤ 1. Then, for any n ∈ R+,
Hoeffding’s inequality implies that the probability that
the j-th tick misses an appropriately centred interval Cj
of size σj = n
√
jσ1 is at most
j,n := 1− (1− )j(1− 2e−n2/2). (2)
We thus have
Σj(j,n) ≤ 2n ·
√
j · Σ(). (3)
3Note that the confidence 1−j,n decreases monotonically.
To obtain a bound that holds for a constant confidence
1− , we need to know more about the tail of the distri-
bution of T . For example, if it is sub-Gaussian (meaning
that it has a tail that vanishes at least as fast as some
Gaussian distribution), one can employ Hoeffding’s in-
equality for sub-Gaussian random variables to obtain the
inaccuracy bound [14, Theorem 2.6.2]
Σj() ≤ c ·
√
j · ln
(
2

)
, (4)
where c > 0 is a constant that depends only on the dis-
tribution of T , but not on j and . Many types of tick
distributions, including, for instance, Gaussian distribu-
tions, triangle-shaped distributions, and square-shaped
distributions are sub-Gaussian. Another example are sit-
uations where the distribution is a mixture of several per-
fect tick signals (i.e., delta functions) with slightly differ-
ent frequencies. Eq. (4) holds for all these cases, and
Σj() grows like
√
j.
Our inaccuracy measure can be compared to another
measure of clock accuracy considered in [6, 12], which is
defined as Rj := E(Tj)
2/Var(Tj), with E(Tj) and Var(Tj)
being the mean and the standard deviation of Tj , respec-
tively. The latter is sensitive to the tail behavior of Tj ’s
probability distribution, i.e., ticks that occur with small
probability but deviate a lot from the mean. The value
Σj() for fixed  > 0 does hence not imply a bound on Rj .
Conversely, for any clock tick achieving accuracy Rj in
terms of the measure considered in [6, 12], it is immediate
from Chebyshev’s inequality that it has an -inaccuracy
Σj() ≤
√
j2
 ·Rj . (5)
Furthermore, for i.i.d. clocks the accuracy measure satis-
fies Rj = j ·R1, so that we have
Σj() ≤
√
j
 ·R1 . (6)
III. BASIC ACCURACY ENHANCING
Given an input clock signal, the goal of accuracy en-
hancement is to produce an output signal with as small
inaccuracy as possible, using an enhancing clock (EC)
as in Fig. 1. To model the EC, we extend the concept
of autonomous clocks developed in [9, 12, 13, 15], which
produce signals without an external time reference. An
autonomous clock is characterized by two key ingredi-
ents: a finite-dimensional clock system (which can be
either classical or quantum) that evolves continuously in
time and a detector that constantly measures the clock
system and produces ticks [6, 9]. In what follows, we will
usually operate the clock as a reset clock as in [6], i.e.,
it shall admit the same state, called the reset state, after
each tick.
We assume that the EC is an autonomous quantum
clock equipped with a switch that determines whether
the detector is on or off. In the first case, the dynam-
ics of the clock, Dtick, corresponds to that of the au-
tonomous clock as defined in [9], i.e., the clock state is
constantly measured and ticks can be produced. In the
second case, the dynamics, Dno−tick, corresponds to uni-
tary evolution, i.e., the clock evolves periodically without
any dissipation.
We now introduce a stability criterion for such an EC,
or, more precisely, a family of ECs parameterised by
their dimension d, indicated as ECd hereafter. The cri-
terion will play a crucial role for the formulation of our
main results. Suppose that the EC first evolves accord-
ing to Dno−tick and is then, at some time s, switched
to Dtick. Let Ψs be the state of the clock at this time.
We choose the reference for s such that Ψ0 is the re-
set state and can thus assume without loss of generality
that s ∈ (−τECd/2, τECd/2], where τECd is the period of
the EC when it evolves according to Dno−tick. For any
switching time s, let TECds be the time it takes from the
switching until the EC emits a tick. That is, the time of
the tick is TECds + s. The criterion can then be phrased
as follows.
Definition 2 (Stability criterion). An EC satisfies the
stability criterion if there exist sequences {σECd}d and
{ECd}d that vanish in the limit of d→∞, such that
Pr
[
TECds + s ∈
(
τECd−σECd
2 ,
τECd+σECd
2
)]
≥ 1− ECd
(7)
holds for any d and any s ∈
(
− τECd−σECd2 , τ
ECd−σECd
2
)
.
We stress that the stability criterion is defined only for
ECs that evolve periodically underDno−tick, which means
that the EC must be quantum to satisfy this criterion
(see Section VI for more details). One can imagine that a
clock satisfying this criterion has a “hand” moving on the
dial. Eq. (7) then demands that the clock ticks if and only
if the hand hits a detector located close to s = τECd/2,
regardless of (a) how long the hand was evolving under
Dno−tick and (b) where the hand started, as long as it
did not start too closely to the detector.
Note that the stability criterion is independent of the
input signal and can thus be applied to any autonomous
quantum clock. If a clock satisfies the criterion then,
when it is initialised in state Ψ0, its inaccuracy Σ(), for
any  > 0, is at most
Σ¯ECd :=
2σECd
τECd
(8)
for large enough d.
The stability criterion is satisfied by Quasi-Ideal Clocks
[6, 13] (see Lemma 2 in the Appendix for details). These
4are the most accurate autonomous clocks for which an-
alytical upper bounds on the inaccuracy have been cal-
culated [6, 13]. Specifically, a Quasi-Ideal Clock of di-
mension d achieves a first-tick inaccuracy of O(d−1+ν)
for any positive ν and for any confidence level 1−  < 1
in the limit of large d (see Lemma 2 in Appendix A).5
Now we are ready to introduce our first protocol, which
enhances the accuracy of input signals without using
feedback on the input signal. The protocol requires a
quantum EC satisfying the stability criterion in Defini-
tion 2. When we write that the clock is set to (Ψ,D), we
mean that the clock state is set to Ψ and the switch that
controls the dynamics is set to D ∈ {Dtick,Dno−tick}.
Protocol 1 Accuracy enhancement without feedback by
controlling the EC’s switch.
(Initialization) On receiving the first input tick, reset the
EC to (Ψ0,Dtick).
1: loop
2: Wait for an EC tick.
3: Produce an output tick and set the EC to
(Ψ0,Dno−tick).
4: Wait for an input tick.
5: Set the EC’s dynamics to Dtick.
6: end loop
To gain some intuition, let us first consider an i.i.d.
input signal with a given (1 − )-confidence interval Cin
of width σin and centered at µin. (Here and in the fol-
lowing, we will use superscripts “in”, “out”, or “ECd” to
refer to quantities characterising the input, the output,
or the EC, respectively.) Generally, speaking, the idea
of the protocol is that the output ticks should lie in a
(1 − 0)-confidence interval Cout whose mean should be
approximately equal to the mean of the input signal, i.e.,
µout ≈ µin, whereas its width should scale like that of the
enhancing clock, i.e. σout ≈ σECd . Since, by Definition 2,
σECd is small for large d, this results in a reduction of the
inaccuracy.
To achieve this, we first select the period of the EC to
be much smaller than that of the input signal, so that an
output tick is always generated shortly after every input
tick and thus µout ≈ µin. By its quantum nature, the
EC evolves unitarily without any dissipation, until an in-
put tick arrives. Next, by the stability criterion, the EC
always ticks when its clock state hits the detector, re-
gardless of the initial position (see Definition 2). Conse-
quently, input ticks that arrive within the same period of
the EC will trigger output ticks at almost the same time,
up to a deviation that depends only on the EC. Fluctu-
ations of the arrival time of the input tick will not affect
the output ticks, and σout ≈ σECd (see Fig. 2(a) for an il-
lustration). It follows that the output inaccuracy can be
5 An analogous statement for the accuracy measure Rj has first
been proved in [6].
(a)
(b)
FIG. 2. Tick patterns of the input signal and the en-
hancing clock (EC) in Protocol 1. The pikes mark inter-
vals within which ticks occur with high probability. Part (a)
shows a situation where the protocol succeeds in generating
accurate ticks, indicated in the lower half of the figure. The
ticks of the input signal, which are shown in the upper half
of the figure, are used to turn on the detector of the EC.
The green dotted pikes correspond to ticks of the EC that are
suppressed when it evolves unitarily. Part (b) shows the case
where the width σin of the confidence intervals of the input
ticks is larger than the period of the EC. Input ticks may then
arrive too early, causing output ticks to be produced earlier
than they should.
expressed as Σout(0) ≈ σECd/µin = Σin() ·
(
σECd/σin
)
,
for appropriately chosen 0 and .
However, the inaccuracy cannot be reduced arbitrarily
by this method. Since the input tick is required to fall
within the same period of the EC, the period τECd should
not be smaller than σin. Otherwise, a bad tick with large
deviation may be produced (see Fig. 2(b)). The proba-
bility for the output tick to lie in its confidence interval
is at least the product of the probabilities that the input
tick and the tick of the EC lie in their own confidence in-
tervals, respectively, which means 0 > . Then one finds
that the minimal inaccuracy of our protocol’s output sig-
nal is approximately the product of the inaccuracies of
the input signal and the EC, i.e.,
Σout(0) ≈ Σin() · Σ¯ECd (9)
for 0 >  and for large enough d. Here Σ
in = σin/µin is
the input inaccuracy and Σ¯ECd is the inaccuracy upper
bound of the EC given by Eq. (8).
5In summary, we obtain the following statement, whose
proof can be found in Appendix A.
Theorem 1. Let the input clock be i.i.d. and such that
Σin() < 2/3, and let the EC be such that the stability cri-
terion holds. Then, for any 0 > , for j < 2/(3Σ
in()),
and for large enough d, the inaccuracy of the j-th output
tick of Protocol 1 satisfies
Σoutj (j) ≤
5j2
6
· Σin() · Σ¯ECd j = j · 0. (10)
The theorem provides a bound on the accuracy en-
hancement when using any quantum clock that satisfies
the stability criterion as the EC. In particular, we can
take the EC to be a Quasi-Ideal Clock, whose inaccu-
racy is nearly inversely proportional to d. This yields the
following inaccuracy bound.
Corollary 1. When the EC in Protocol 1 is taken to be
a Quasi-Ideal Clock then, for any ν > 0 and for large
enough d,
Σoutj (j) ≤
5j2
3
· Σ
in()
d1−ν
. (11)
The main result of this section, stated as Theorem 1
and Corollary 1, is that Protocol 1 can reduce an input
signal’s inaccuracy almost by a factor equal to the dimen-
sion of the EC, given that the input signal is i.i.d. On
the other hand, the right hand side terms of Eqs. (10)
and (11) increase quadratically in j, implying that the
output signal becomes inaccurate faster than i.i.d. sig-
nals [see Eq. (3)]. The tail probability grows linearly in j,
like the input tick’s tail probability before the accuracy
enhancement [see Eq. (2)]. Note that the period of the
EC in the protocol must be chosen in accordance to the
confidence interval of the input signal (see Appendix A
for details).
IV. ACCURACY ENHANCING WITH
FEEDBACK
As discussed above, the accuracy of the output ticks
produced by Protocol 1 drops after a certain time. It
turns out that this problem can be remedied when feed-
back on the input clock is allowed. The role of the feed-
back is to reset the input clock to its initial configuration
in each round of producing a tick.
For any input signal generated by an input clock, the
following protocol uses an EC that satisfies the stability
criterion in Definition 2 together with feedback on the
input clock to produce more accurate output ticks.
Protocol 2 Accuracy enhancement with feedback.
1: (Initialization) On receiving the first input tick, reset the
EC to (Ψ0,Dtick).
2: loop
3: Wait for an EC tick.
4: Produce an output tick, set the EC to (Ψ0,Dno−tick),
and reset the input clock.
5: Wait for an input tick.
6: Set the EC’s dynamics to Dtick.
7: end loop
The working principle of this protocol is similar to that
of the feedback-free protocol, and thus its performance
is close to that of the feedback-free protocol in the short
term. The long-term stability follows from the fact that
the input clock is reset to its initial configuration in the
last step of the protocol. At the same time, the EC also
ticks and thus resets, as mentioned in Section IV. There-
fore, the output ticks are i.i.d., and the inaccuracy of the
j-th output tick increases linearly in
√
j, as described
by Eq. (3). To summarize, the performance of the feed-
back protocol is as good as the feedback-free protocol
and becomes higher as more output ticks are triggered,
achieving long-term stability. A more detailed analysis
leads to the following result.
Theorem 2. Let the input clock be such that Σin() < 1,
and let the EC be such that the stability criterion holds.
Then, for any 0 >  and for large enough d, the output
ticks of Protocol 2 are i.i.d. with inaccuracy
Σout(0) < Σ
in() · Σ¯ECd . (12)
The proof of Theorem 2 is provided in Appendix B. As
before, the EC can be taken to be a Quasi-Ideal Clock,
yielding the following inaccuracy bound.
Corollary 2. When the EC in Protocol 2 is taken to be
a Quasi-Ideal Clock then, for any ν > 0 and for large
enough d,
Σout(0) <
2Σin()
d1−ν
. (13)
V. TICK-PROCESSING PROTOCOLS
The protocols described above require an interactive
control of the dynamics of the EC, which is switched
between the two modes Dno−tick and Dtick depending on
the input signal. One may ask whether this interactive
switching is necessary for accuracy enhancement. In this
section we consider alternative protocols that do not use
such a switching of the dynamics. While we do not have
a general bound, we present two natural protocols of this
type and show that they achieve accuracy enhancement,
although by a lower factor. For simplicity, we focus on
the first output tick and drop the notation for .
The first of these protocols uses the EC simply as a d-
dimensional classical memory, whose content we denote
6by c. As we shall see, it reduces the input signal’s inac-
curacy by a factor of
√
d.
Protocol 3 Accuracy enhancement by bunching the
ticks of the input signal.
(Initialization) Set the EC to state c = 0;
1: loop
2: Wait for an input tick,
3: if c = d − 1, then produce an output tick and reset
the EC to the initial state c = 0;
4: else c→ c+ 1.
5: end if
6: end loop
The protocols basically just bunches together d ticks
of the input signal to one output tick. When the input
ticks are i.i.d., the output tick has an inaccuracy that
is proportional to Σin/
√
d, because the time in between
ticks is increased by a factor of d whereas the confidence
interval grows by a factor of
√
d. The output signal is
then also i.i.d.
Compared to Protocol 1, the inaccuracy reduction of
Protocol 3 is lower by a factor of
√
d. Moreover, the
former achieves a pure enhancement, in the sense that
only the width of the tick’s confidence interval is re-
duced. Conversely, Protocol 3 increases both the time
between ticks and the width of the confidence interval.
It thus does not conserve the frequency of the input sig-
nal, so that, depending on the application, the output
signal may be less useful.
Finally, we consider another tick-processing protocol,
which is capable of preserving the frequency of the input
signal. Imagine that we are given an EC with confidence
interval (µECd−σECd/2, µECd +σECd/2) where µECd and
σECd are much smaller than those of the input clock.
This protocol ignores all ticks of the EC except the ones
that follow immediately after an input tick.
Protocol 4 Accuracy enhancement without controlling
the dynamics of the enhancing clock.
1: loop
2: Wait for an input tick.
3: Wait for an EC tick.
4: Produce an output tick.
5: end loop
The inaccuracy of this protocol can be evaluated as
follows. If the input tick’s confidence interval is narrower
than the EC’s period, the number of ignored ticks can be
made a constant. Then the output’s inaccuracy equals
the inaccuracy of j ticks of the EC bunched together,
where j ∝ µin/µECd is the number of ignored ticks. No-
tice further that the output mean is close to the input
mean. By Eq. (3), the output tick has inaccuracy
Σout ≈
√
µECd
µin
· ΣECd
=
√
Σin · ΣECd ·
√
µECd
σin
≥
√
Σin · ΣECd . (14)
We may again use the Quasi-Ideal Clock for the EC, in
which case the lower bound on the inaccuracy takes the
form
√
Σin/d1−ν .
From this analysis, we can see that this protocol is
also outperformed by the dynamics-switching protocol
(Protocol 1), since it produces redundant internal clock
ticks, and by bunching together these ticks one adds a
factor proportional to
√
µin/µECd to the width of the
confidence interval. In summary, both tick-processing
protocols lose some accuracy compared to the dynamics-
switching protocol, which is made apparent in Table I. A
numerical simulation, depicted in Fig. 3, shows that the
protocols of bunching ticks and the protocol of switching
dynamics are both capable of achieving an enhancement,
while the performance of the latter is clearly above that of
the other two protocols. Finally, we remark that the same
idea works with feedback, analogously to Protocol 2.
101 102101.5
10 0.5
10 1
100
Clock Dimension
⌃out
Protocol 1
Protocol 3
Protocol 4
Asymptotic Inaccuracy Upper Bound (r.h.s. of Eq. (10))
Figure 1: Numerical results for the improvement in accuracy of the coherent and incoherent accuracy
enhancement protocol in the first tick. An i.i.d. box-shaped input tick of R(in) = 300 is improved
depending on the clock dimension d. The Logarithmic scale in R clearly shows a scaling of (2 2⌫) log d
for both the Coherent and Incoherent protocol.
1
FIG. 3. Numerical results for the per ormance of
different accuracy enhancing protocols. The graph
shows the inaccuracy Σout = Σout(0) for Protocols 1, 3,
and 4. The input is assumed to be i.i.d. and box-shaped
with Σin() ≈ 0.33 and  = 0.01. The horizontal axis shows
the dimension d of the EC (or the classical memory) in loga-
rithmic scale. The confidence on the output is chosen to be
the same as the one on the input, i.e. 0 = 0.01. For both
the dynamic switching protocol (1) and the EC-tick bunching
protocol (4) the scaling is approximately d−1, whereas for the
input-tick bunching protocol (3) it is d−
1
2 . The black dot-
ted line corresponds to the asymptotic upper bound on the
output inaccuracy, Eq. (10) (evaluated for an EC with tail
probability ECd = 0.001), which is seen to be close to tight
already above d ∼ 20.
7Protocols Accuracy scaling Rel. frequency
Dynamic switching (1 & 2) Σin/d1−ν ≈ 1
Bunching input ticks (3) Σin/
√
d d−1
Bunching EC ticks (4)
√
Σin/d ≈ 1
TABLE I. Asymptotic performance of the different ac-
curacy enhancing protocols. The table shows how the
inaccuracy of the first tick scales with the inaccuracy Σin of
the input signal and the dimension d of the EC, which for
concreteness we take to be the Quasi-Ideal Clock. The re-
sults hold for any ν > 0 and sufficiently large d, up to a mul-
tiplicative constant that depends on the chosen confidence
level. The last column shows the relative frequency between
the output and the input signal.
VI. DISCUSSION AND CONCLUSION
In this work, we proposed protocols for enhancing the
accuracy of an input signal using an enhancing clock
(EC). With an EC of dimension d, Protocols 1 and 2
achieve a reduction of the inaccuracy by a factor d. We
stress that this result crucially depends on the quantum
nature of the EC. In particular, it is necessary that the
EC, when the detector responsible for its ticks is switched
off, evolves unitarily, i.e., without any dissipation.
It is interesting to compare this to the case where the
EC is classical (see [6] for the explicit definition of a clas-
sical clock). The evolution of a classical clock is most
generally described by a continuous-time Markov chain.
If it has a period of T for a state A, we can reduce the
Markov chain to a two-dimensional space spanned by A
and A¯ (the other non-A states). A two-state continuous-
time Markov chain has a transition matrix of the form
P (t) =
(
β
α+β +
α
α+β e
−t(α+β) α
α+β − αα+β e−t(α+β)
β
α+β − βα+β e−t(α+β) αα+β + βα+β e−t(α+β)
)
with non-negative α and β. A periodic behaviour, i.e.,
AP (T ) = A, can thus only occur if β = 1 and α = 0.
In this case, P (t) = I, i.e., A is a stationary state that
doesn’t evolve at all. This shows that it is crucial that
the EC is a quantum clock for Protocols 1 and 2 to work.
Note also the Protocols 3 and 4, which do not require
a quantum EC, have a strictly lower performance (see
Table I).
Our protocols can be used as a subroutine of a highly
accurate clock consisting of a macroscopic oscillator pro-
ducing clock signals and a quantum system that further
improves their accuracy. They may also be employed in
a network setting to establish a common clock signal for
multiple, and possible distant, nodes, which is crucial for
various applications [16–19]. Although each node may
be equipped with a clock, these clocks suffer from ran-
dom drifts as they produce more and more ticks without
synchronization. Our accuracy enhancing protocols, es-
pecially the one without feedback, fit this task well.
The task considered in this work can be regarded as
signal processing [20], where an input signal is processed
by a special-purpose system. The difference between the
particular task of clock signal processing as considered
here and general signal processing is that, in the former,
no time reference other than the input signal is available.
Common operations in signal processing, like time shifts,
are therefore prohibited, which makes the task harder.
Our work represents a first concrete step towards a the-
ory of time signal processing by harnessing quantum me-
chanics.
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Appendix A: Proof of Theorem 1.
1. A quantum clock with a switch
An autonomous clock [6, 9, 12, 13, 15] is identified by a tuple
(
ρC, {MC→CTδ }δ
)
, where ρC is the clock state and
{MC→CTδ : Lin(HC)→ Lin(HC⊗HT)}δ is a family of completely positive trace-preserving maps determining the evolu-
tion of the clock and the production of ticks for a duration δ. Here HC is the Hilbert space of the clock state and HT is
the tick space. The mapMC→CTδ should also satisfy a continuity condition lim∆→0 limδ→0(TrT ◦MC→CTδ )b∆/δc = IC.
As its name suggests, an autonomous clock produces ticks without any additional input signal as reference. An exam-
ple of autonomous clocks that will be useful in our work is the Quasi-Ideal Clock, and more details of the autonomous
clock model can be found in [6].
To make use of the input signal available in our setting, we need to extend the model of autonomous clocks. For
this purpose, we introduce the structure of a quantum clock with a switch, which serves as a key ingredient of our
protocol. For a switch-controlled clock, the state space can be factorized as HC = HB ⊗ H, and the corresponding
clock state is of the form b⊗ ρ, where ρ is the clock state of an autonomous clock and b ∈ {|0〉〈0|, |1〉〈1|} is a control
bit. The dynamics map MC→CTδ is of the control form
MC→CTδ = |0〉〈0| ⊗ Dno−tick,δ + |1〉〈1| ⊗ Dtick,δ (A1)
where Dno−tick,δ is infinitesimal form of the clock’s unitary dynamics: Dno−tick,δ(ρ) = (ρ − iδ[H, ρ]) ⊗ |0〉〈0| with H
being the Hamiltonian on H, and Dtick,δ is the dynamics of an autonomous clock. From the above description we
can see that the tick production is switched off and the clock evolves unitarily if the control bit is zero while the
tick production is switched on and the clock runs in the same pattern as the autonomous clock if the control bit is
one. We denote by τECd the period of the unitary dynamics of this autonomous clock and by Ψs its initial state with
s ∈ (−τECd/2, τECd/2]. By definition, if the state starts in Ψs and evolves unitarily for τECd it will end up in the
original state Ψs. In an autonomous clock, the clock starts with its state in the initial state Ψ0. The time it takes to
tick is a random variable, denoted here as TECds . When the clock has high enough dimension, T
ECd
s is close to τ
ECd/2
with high probability. After producing a tick, the clock will be reset to its original state Ψ0 [6].
In the setting of our protocol there are input ticks that offer additional time reference to the clock. An input tick
will trigger an operation on the control bit. In general, this operation could be any quantum channel Cb→b. In this
work, we only consider simple logic operations, which will switch on/off the production of the autonomous clock’s
ticks. For instance, in our protocols, an input tick aways triggers the detector to be on, which corresponds to be
operation b→ 1 for b ∈ {0, 1}. Notice that the implementation time of these operations is assumed to be zero (which
is otherwise arbitrary).
2. Conventions and notions
For a fixed  > 0, we consider an input signal with i.i.d. input ticks and a confidence interval(
µin()− σin()/2, µin() + σin()/2) satisfying
σin() <
2µin()
3
. (A2)
We denote by Σin() := σin()/µin() its inaccuracy. For conciseness, we shall abbreviate Σin() to Σin (and similarly
for other -dependent quantities) when there is no risk of confusion.
9Before going into the proof, it is convenient to define a couple of variables that we are going to encounter frequently.
We denote by touti the time when the i-th tick of the output signal is produced, and by t
in
i the time when the first
input tick after the (i − 1)-th output tick arrives. Notice that, by this definition, tini − tini−1 is no longer i.i.d. since
there may be multiple input ticks in between. In particular, we define tin0 as the time of arrival for the 0-th input
tick. The purpose of this definition is that there may be multiple input ticks that arrive in between two consecutive
output ticks but only the first one of them triggers a non-trivial operation on the clock. The time between i-th input
tick and (i− 1)-th input tick is a random variable, denoted as T ini .
For convenience of analysis, we choose τECd so that
µin = (m+ 1/2) · τECd (A3)
with m ∈ N∗. The choice of m will affect the performance of the protocol and will be discussed later. For readers’
convenience, notations that appear frequently in the next subsection are listed in Table II.
Notation Definition
touti the time when the i-th output tick is produced
tin0 the arrival time of the first input tick
tini (i ≥ 1) the arrival time of the first input tick after the (i− 1)-th output tick
si the clock parameter of the quantum clock at time t
in
i
T
ECd
si t
out
i − tini (which depends on the state Ψsi)
T in the time in between two consecutive input ticks
Cxi (x = in, out) the confidence interval of t
x
i
σin width of the confidence interval of input ticks
µin center of the input confidence interval Cin
τECd period of unitary evolution of the quantum clock (τECd ≈ 2µECd)
TABLE II. Overview on the notation.
3. Confidence intervals of the output ticks
From this subsection, we start to bound the accuracy of the first j ∈ N∗ ticks, which requires us to determine a
confidence interval of the random variable toutj − tout0 . The key step of the proof is to show that all the input ticks and
the output ticks, characterized by the random variables tini and t
out
i (i ≤ j), fall within narrow confidence intervals
around their expectations with large probability. In this case, the output ticks are generated as expected. In the case
where either an input tick or an output tick falls outside its respective confidence interval, the output ticks may be
triggered too early or too late, resulting in a large error. This idea is made precise by the following lemma:
Lemma 1. Assume for convenience tin0 = 0, which is otherwise arbitrary. For j ∈ N∗ such that
j <
τECd − σECd
σECd + σin
, (A4)
the probability that tini ∈ Cini and touti ∈ Couti holds for every i ≤ j is at least 1 − outj , where the confidence intervals
for the input tick and the output tick are defined as
Cini := i ·
(
µin − σ
in
2
, µin +
σin
2
)
(A5)
and
Couti :=

(
τECd−σECd
2 ,
τECd+σECd
2
)
i = 0
i ·
(
µin − σECd2 , µin + σ
ECd
2
)
+ tout0 i ≥ 1.
(A6)
Here a · (b, c) + d is a shorthand for (ab+ d, ac+ d). The tail probability of the output confidence interval is bounded
as
outj ≤ j · + (j + 1) · ECd (A7)
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where  is the tail probability of the input ticks and ECd is the tail probability of the quantum clock that vanishes as
d→∞.
It is straightforward to check that the conditions (A3) and (A4) guarantee that all the confidence intervals have no
intersection and are temporally ordered. If all input and output ticks are in their own confidence intervals, proper
causal order among them will be ensured, i.e.
tin0 ≤ tout0 ≤ tin1 ≤ · · · ≤ toutj−1 ≤ tinj ≤ toutj . (A8)
From Eq. (A6) we can see that the width of an output tick’s confidence interval is σECd , which is a quantity dependent
on the quantum clock and independent of the input tick. This feature is key to the accuracy enhancement, which is
a result of the stability criterion.
Proof of Lemma 1. Applying the chain rule, we can express the probability that all ticks are in their confidence
intervals as
Pr
[
j⋂
i=0
(
tini ∈ Cini ∩ touti ∈ Couti
)]
=
j∏
i=0
(
Pr
[
tini ∈ Cini
∣∣ i−1⋂
l=1
(
tinl ∈ Cinl ∩ toutl ∈ Coutl
)]
(A9)
×Pr
[
touti ∈ Couti
∣∣ i−1⋂
l=1
(
tinl ∈ Cinl ∩ toutl ∈ Coutl
) ∩ tini ∈ Cini
])
.
First we bound the probability for tini to be in its confidence interval given that all previous ticks are within their
confidence intervals. Notice that tin0 = 0 ∈ Cin1 trivially holds. For i ≥ 1, we stress that the probability of tini ∈ Cini
does not simply follow from the i.i.d. property of the input ticks, because there may be other input ticks in between
touti−1 and t
in
i−1 ∈ Cini−1. Instead, consider the time of arrival of the next input tick after tini−1, conditioned on touti−1 ∈ Couti−1
and tini−1 ∈ Cini−1. Since µin − σin/2 > τECd > touti−1 − tini−1 [see Eq. (A3) and Eq. (A4)], if the time it takes this tick
to arrive is T in ∈ (µin − σin/2, µin + σin/2), then it is clear that this tick will be the first input tick after touti−1. In
formula, this argument reads
Pr
[
tini ∈ Cini
∣∣ i−1⋂
l=0
(
tinl ∈ Cinl ∩ toutl ∈ Coutl
)] ≥ 1− . (A10)
Now we bound the probability for touti to be in their confidence intervals, conditioned on all the previous ticks are
in their confidence intervals. Define si ∈ (−τECd/2, τECd/2] to be so that the clock state is Ψsi at tini . Intuitively, it
is the location of the clock’s “hand” at time tini . Since the clock is in the initial state Ψ0 at time t
out
i−1, we obtain the
following relation
tini − touti−1 = si +mi · τECd (A11)
where mi ∈ N is the number of periods that the clock has been evolving unitarily. Notice that when tini ∈ Cini and
touti−1 ∈ Couti−1, we have
si +mi · τECd ∈
(
m · τECd − i(σ
ECd + σin)
2
,m · τECd + i(σ
ECd + σin)
2
)
. (A12)
Since i(σ
ECd+σin)
2 <
τECd−σECd
2 holds thanks to Eq. (A4), Eq. (A12) implies that
mi = m (A13)
and
si ∈
(
−τ
ECd − σECd
2
,
τECd − σECd
2
)
. (A14)
Next, we denote by TECdsi := t
out
i − tini the time that the clock evolves non-unitarily in between two output ticks,
whose value can be determined by si and the stability criterion. Bringing together Eq. (A11), Eq. (A13) and the
definition of TECdsi , we have
touti = t
out
i−1 +m · τECd +
(
TECdsi + si
)
. (A15)
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Noticing that the stability criterion is guaranteed by Eq. (A14), we can apply the stability criterion to TECdsi + si,
which yields that
Pr
[
touti − touti−1 −m · τECd ∈
(
τECd − σECd
2
,
τECd + σECd
2
) ∣∣ i−1⋂
l=0
(
tinl ∈ Cinl ∩ toutl ∈ Coutl
) ∩ tini ∈ Cini
]
≥ 1− ECd .
(A16)
Since touti − touti−1 −m · τECd ∈
(
τECd−σECd
2 ,
τECd+σECd
2
)
plus touti−1 ∈ Couti−1 imply that touti ∈ Couti , we conclude that
Pr
[
touti ∈ Couti
∣∣ i−1⋂
l=0
(
tinl ∈ Cinl ∩ toutl ∈ Coutl
) ∩ tini ∈ Cini
]
≥ 1− ECd . (A17)
Finally, substituting Eq. (A10) and Eq. (A17) into Eq. (A9), we have
Pr
[
j⋂
i=0
(
tini ∈ Cini ∩ touti ∈ Couti
)] ≥ 1− outj (A18)
where outj ≤ j · + (j + 1) · ECd as desired.

Remark 1. Eq. (A4) puts a limit on how small we can set τECd to be. When the clock system has large dimension,
the term σECd is very small and Eq. (A4) becomes
τECd > j · σin. (A19)
Therefore, the protocol cannot run forever with small error, since the above constraint is always going to be violated
when j is large enough. To address this issue, one can choose to reset the output signal every once in a while.
4. Accuracy of the output signal
In this subsection, we evaluate the accuracy of the output signal using Lemma 1. First, we emphasize that Eq.
(A4) in Lemma 1 holds at least for j = 1 when the input signal satisfies the condition (A2), as we have τECd > σin
by setting m = 1 in Eq. (A3). Noticing that σECd vanishes in the large d limit, we have τECd > σin + 2σECd for large
enough d, and thus Eq. (A4) holds at least for j = 1.
Now we show a lower bound of the output accuracy. It is straightforward from Eq. (A6) that there exists a
confidence interval of the j-th output tick with center and width
µout(j) = j · µin σout(j) = j · σECd , (A20)
which has a tail probability outj given by Eq. (A7). Therefore, the output accuracy can be evaluated as
Σoutj (j) =
j · σECd
µin
=
j · τECd
2σin
· Σin() · Σ¯ECd . (A21)
Notice that for large enough d Eq. (A4) becomes j · σin < τECd . Choose m in Eq. (A3) as large as possible so that
this inequality “barely holds”, in the sense that
j · σin ∈
[
µin
m+ 3/2
,
µin
m+ 1/2
)
. (A22)
Then the ratio between σin() and τECd/2 can be bounded as σ
in
τECd/2
≥ 2(m+1/2)j(m+3/2) ≥ 65j . Substituting it into Eq. (A21),
we get the bound (10).
For the Quasi-Ideal Clock, the inaccuracy is at most Σ¯ECd = 2d−1+η (1 +O(d−η)), which is an immediate conse-
quence of the following lemma (see Appendix C for its proof):
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Lemma 2 (Quasi-Ideal Clock with arbitrary initial position). A d-dimensional Quasi-Ideal Clock satisfies the stability
criterion. Moreover, the width of the confidence interval is
σECd :=
(
γ +
xvr
pi
)
τECd . (A23)
Here γ = d−1+η + O(d−1) for any η > 0 [6, Eqs. (F23) and (F24)] and xvr = (1/pi)d
3η
4 −1 [6, Eq. (F22)], thus the
leading order term in Eq. (A23) is γ · τECd . The tail probability is
ECd = 2δ˜V + e
−δ + 3tail + 2trans
(
τECd
)
. (A24)
The major term in Eq. (A24) is 2δ˜V = o(γ) (see [6, Corollary 9 and Eq. (F240)]), whereas δ = d
η
16 (see [6, Eq.
(F19)]), the other two overhead terms tail and trans also vanish exponentially in d and are given in Section C.
Substituting the expression of Σ¯ECd for the Quasi-Ideal Clock into Eq. (10), we get Eq. (11).
Appendix B: Proof of Theorem 2
Here we prove Theorem 2 on the accuracy of the output signal for the protocol with feedback. The proof is similar
to the proof of Theorem 1 but essentially simpler thanks to the reset mechanism. First, since the output ticks of the
quantum clock are i.i.d., we only need to evaluate the accuracy for t := tout1 − tout0 and the accuracy of the j-th tick
can be estimated from Eq. (3).
We choose τECd so that
µin = m · τECd (B1)
with m ∈ N∗. The key step of the proof is again to show that probability that the second input tick and the second
output tick, characterized by the random variables tin1 and t
out
1 , falls within certain intervals around their expectations
with large probability.
1. Confidence intervals of the output tick
In this subsection, we show the following lemma:
Lemma 3. Assume for convenience tout0 = 0, which is otherwise arbitrary. For a quantum clock satisfying the stability
criterion in Definition 2 and the constraint
σin < τECd − σECd , (B2)
the probability that tin1 ∈ Cin1 and tout1 ∈ Cout1 holds is at least 1− out, where the confidence intervals for the input tick
and the output tick are defined as
Cin1 :=
(
µin − σ
in
2
, µin +
σin
2
)
(B3)
and
Cout1 :=
(
µin +
τECd − σECd
2
, µin +
τECd + σECd
2
)
. (B4)
The tail probability is bounded as out ≤ + ECd .
Proof of Lemma 3. By definition, the probability that tin1 in its confidence interval is just bounded as
Pr
[
tin1 ∈ Cin1
] ≥ 1− . (B5)
The clock state at tin1 is Ψs1 , where
s1 = t
in
1 −m1 · τECd ∈
(
−τ
ECd
2
,
τECd
2
]
(B6)
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for some m1 ∈ N. Under the condition tin1 ∈ Cin1 and (B2), we have
m1 = m (B7)
and
s1 ∈
(
−τ
ECd − σECd
2
,
τECd − σECd
2
)
. (B8)
We can then apply Lemma 2, which yields that
(
TECds1 + s1
) ∈ (τECd − σECd
2
,
τECd + σECd
2
)
(B9)
with probability 1− ECd . Here TECds1 := tout1 − tin1 . Combining Eq. (B6), Eq. (B7) with the above equation, we get
tout1 = m1 · τECd + TECds1 + s1 ∈ Cout1 , (B10)
which means that Eq. (B9) implies tout1 ∈ Cout1 . Then we conclude that
Pr
[
tout1 ∈ Cout1
∣∣ tin1 ∈ Cin1 ] ≥ 1− ECd . (B11)
Finally, by the chain rule, we have
Pr
[
tin1 ∈ Cin1 ∩ tout1 ∩ Cout1
]
= Pr
[
tout1 ∩ Cout1
∣∣ tin1 ∈ Cin1 ]Pr [tin1 ∈ Cin1 ] (B12)
≥ (1− ECd) (1− ) (B13)
and out ≤ + ECd as desired. 
2. Accuracy of the output signal
In this subsection, we evaluate the accuracy of the output signal using Lemma 3. First, we emphasis that Eq. (B2)
in Lemma 3 holds since σin() < µin() by assumption and σECd vanishes as d→∞ by the stability criterion.
Then we show a lower bound of the output accuracy. It is straightforward from Eq. (B4) that there exists a
confidence interval of the output tick with center µin() + τECd/2 and width σECd which has a tail probability out.
Therefore, the output inaccuracy can be evaluated as
Σout
(
out
)
=
σECd
µin + τECd/2
<
(
τECd/2
σin
)
· Σin() · Σ¯ECd . (B14)
Choose m in Eq. (B1) as large as possible so that Eq. (B2) “barely holds”, in the sense that
σin ∈
[
µin
m+ 1
,
µin
m
)
. (B15)
Then the ratio between σin and τECd/2 can be bounded as σ
in
τECd/2
≥ 2mm+1 ≥ 1. Substituting it into Eq. (B14), we get
the bound (12). For the Quasi-Ideal Clock, the inaccuracy is at most Σ¯ECd = 2d−1+η (1−O(d−η)). Substituting the
expression of Σ¯ECd for the Quasi-Ideal Clock into Eq. (12), we get Eq. (13).
Appendix C: Proof of Lemma 2
Define ρs(t) := |ψt〉s〈ψt|s where |ψt〉s := e−itH−tδV¯d |Ψs〉 is the unnormalized clock state. Here |Ψs〉 is the initial
state of the non-unitary evolution, H is the Hamiltonian, V¯d is a real operator corresponds to the interaction potential
that generates output ticks, and δ > 0 is the interaction strength. Note that the real part of the exponent causes
the norm of the state to decrease so that the state is not normalized. The advantage of using this notation is that
Tr [ρs(t)] equals the probability that the clock evolves for time t without producing any tick [6].
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Define I± := τ
ECd
2 −s± σ
ECd
2 as the left boundary and the right boundary of the confidence interval. The probability
that the tick is generated in the confidence interval I = [I−, I+] can be expressed as
Pr
[
TECds ∈ I
]
:= Tr [ρ(I−)]− Tr [ρ(I+)] . (C1)
The statement of Lemma 2, i.e. Eq. (7), can be rephrased as
Tr [ρ(I−)]− Tr [ρ(I+)] ≥ 1− ECd . (C2)
Therefore, to show an upper bound of the tail probability, we need to derive a lower bound on Tr [ρ(I−)] and an upper
bound on Tr [ρ(I+)]. For this purpose, we first introduce the following lemma, which comes immediately from Lemma
21 and Lemma 22 of Ref. [6]:
Lemma 4 ([6], Lemma 21 and Lemma 22).
∆EC(t)− tail − trans(t) ≤ Tr [ρ(t)] ≤ ∆EC(t) + tail + trans(t). (C3)
Here
trans(t) = |t| d
τECd
(
O
(
σ3
v¯σ2/d+ 1
)1/2
+O
(
d2
σ2
))
e
−pi4
α20
(d/σ2+v¯)2
( dσ )
2
+O
(
|t| d
2
σ2
+ 1
)
e−
pi
4
d2
σ2 +O
(
e−
pi
2 σ
2
)
= O
( |t|
τECd
e−
pi
4 d
η
8
)
(C4)
as defined in [6, Eq. (F38)] where σ = dη/2 (cf. [6, Eq. (F241)]), v¯σ = d1−η/16 (cf. [6, Eq. (F213)]), and α0 can be
set to one (cf. [6, Eq. (F30)]),
tail = O
(
e−
pi
2 d
η
)
(C5)
as defined in [6, Eqs. (F78) and (F81)],
∆EC(t) :=
∑
k∈Iγ(s)
e−2δ
∫ k+td/τECd
k dyV¯d(y)gnor
(
k − sd
τECd
)
(C6)
where Iγ(s) :=
{bsd/τECd − γd/2c, . . . , dsd/τECd + 1 + γd/2e}. Here gnor is a normal distribution satisfying∑
k∈Iγ(s) gnor
(
k − sd
τECd
) ≥ 1− tail.
The next step is to bound the dominant term ∆EC(t). By [6, Eq. (F13)], xvr is defined so that
1− ˜V =
∫ xvr
−xvr
dx V¯0(x+ x0), (C7)
where V¯0 is defined via the relation V¯d(x) =
2pi
d V¯0
(
2pi
d x
)
and ˜V is the vanishing term defined in Lemma 2. The
relation between V¯0 and V¯d implies that∫ k+ td
τECd
k
dy V¯d(y) =
∫ 2pik
d −x0+ 2pitτECd
2pik
d −x0
dx V¯0(x+ x0). (C8)
Here we take the location of the potential to be x0 = pi. Then we can see that:
1. A sufficient condition for
∫ k+td/τECd
k
dyV¯d(y) ≤ ˜V to hold is that
[−xvr, xvr] ⊂
[
2pik
d
− pi, 2pik
d
− pi + 2pit
τECd
]c
(C9)
holds for every k ∈ Iγ(s), which is guaranteed when
t ≤ τ
ECd
2
− s−
(xvr
2pi
+
γ
2
)
τECd = I−. (C10)
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2. A sufficient condition for
∫ k+td/τECd
k
dyV¯d(y) ≥ 1− ˜V to hold is that
[−xvr, xvr] ⊂
[
2pik
d
− pi, 2pik
d
− pi + 2pit
τECd
]
(C11)
holds for every k ∈ Iγ(s), which is guaranteed when
t ≥ τ
ECd
2
− s+
(xvr
2pi
+
γ
2
)
τECd = I+. (C12)
The above discussion yields the bounds for ∆EC(I−) and ∆EC(I+). Explicitly, we have:
∆EC(I−) ≥
(
min
k∈Iγ(s)
e−2δ
∫ k+td/τECd
k dyV¯d(y)
)
· (1− tail) (C13)
≥ e−2δ˜V · (1− tail), (C14)
and
∆EC(I+) ≤
(
max
k∈Iγ(s)
e−2δ
∫ k+td/τECd
k dyV¯d(y)
)
(C15)
≤ e−2δ(1−˜V ). (C16)
Therefore, we have
Tr [ρ(I−)]− Tr [ρ(I+)] ≥ e−2δ˜V · (1− tail)− e−2δ(1−˜V ) − 2tail − trans (I−)− trans (I+) (C17)
≥ 1− 2δ˜V − e−δ − 3tail − 2trans
(
τECd
)
, (C18)
having assumed that ˜V ≤ 1/2 (which always holds since we consider only the asymptotics). One can easily see from
the above equation that the tail probability ECd is bounded as Eq. (A24).
