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Liquids can contain many di↵erent components, from individual atoms to small
molecules and up to large crystals. We are interested in gooey fluids (known as
viscoelastic fluids), which contain long string-like molecules made up of hundreds or
thousands of atoms. There are many examples of these fluids in our lives, including
cosmetic products, oil, blood, mucus and semen. These viscoelastic fluids flow smoothly
at low speeds, but at high speeds the flow becomes less smooth and more di cult to
predict. We would like to understand the conditions that lead to this unsteady flow,
so that we can design better devices for the chemical industry and medical science (for
example, better creams and medicines, and more e↵ective surgery).
In this thesis, we use computers to model the flow of viscoelastic fluids. We examine
channel flow — the flow between two parallel plates — and try to work out the flow
speed for di↵erent kinds of fluid that leads to unsteady, unpredictable flow.
Specifically, we consider four di↵erent kinds of flow in a channel. The first is a simple
fluid flow between two plates driven by a constant pressure at the inlet. We look for a
way to explain the unsteadiness that sets in when the fluid is particularly gooey or the
pressure at the inlet is high. Unfortunately, we are unable to explain the transition to
unsteady flow using our results. In the second flow we consider what happens when the
velocity changes sharply in a layer halfway between the plates. In simple fluids, this
channel flow becomes unsteady at high flow velocities. In viscoelastic fluids containing
many long molecules, we show that this channel flow can become unsteady in a di↵erent
way at much lower flow velocities. Thirdly, we look at a flow where an oscillating
piston pushes fluid forwards and backwards along a channel. This flow is similar to
the pumping flows found in blood circulation, oil recovery, and filtration. Experiments
using viscoelastic fluids show that this flow is not smooth, and that some fluid during
the pumping cycle moves in the opposite direction to the piston. Using computer
simulations we show why this happens and predict the frequency and amplitude of the
piston which will trigger this flow. Finally, we look at a channel flow where the top
and bottom walls of the channel are moving in opposite directions. We find a possible





Recently, a new kind of turbulence has been discovered in the flow of concentrated
polymer melts and solutions. These flows, known as purely elastic flows, become
unstable when the elastic forces are stronger than the viscous forces. This contrasts with
Newtonian turbulence, a more familiar regime where the fluid inertia dominates. While
there is little understanding of purely elastic turbulence, there is a well-established
dynamical systems approach to the transition from laminar flow to Newtonian
turbulence. In this project, I apply this approach to purely elastic flows.
Laminar flows are characterised by ordered, locally-parallel streamlines of fluid, with
only di↵usive mixing perpendicular to the flow direction. In contrast, turbulent flows
are in a state of continuous instability: tiny di↵erences in the location of fluid elements
upstream make a large di↵erence to their later locations downstream. The emerging
understanding of the transition from a laminar to turbulent flow is in terms of exact
coherent structures (ECS) — patterns of the flow that occur near to the transition to
turbulence.
The problem I address in this thesis is how to predict when a purely elastic flow
will become unstable and when it will transition to turbulence. I consider a variety of
flows and examine the purely elastic instabilities that arise. This prepares the ground
for the identification of a three-dimensional steady state solution to the equations,
corresponding to an exact coherent structure.
I have organised my research primarily around obtaining a purely elastic exact
coherent structure, however, solving this problem requires a very accurate prediction of
the exact solution to the equations of motion. In Chapter 2 I start from a Newtonian
ECS (travelling wave solutions in two-dimensional flow) and attempt to connect it to
the purely elastic regime. Although I found no such connection, the results corroborate
other evidence on the e↵ect of elasticity on travelling waves in Poiseuille flow.
The Newtonian plane Couette ECS is sustained by the Kelvin-Helmholtz instability.
I discover a purely elastic counterpart of this mechanism in Chapter 3, and explore the
non-linear evolution of this instability in Chapter 4. In Chapter 5 I turn to a slightly
di↵erent problem, a (previously unexplained) instability in a purely elastic oscillatory
iii
shear flow. My numerical analysis supports the experimental evidence for instability
of this flow, and relates it to the instability described in Chapter 3. In Chapter 6 I
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1.1 a) The rod climbing or Weissenberg e↵ect. A rotating rod is immersed
in a viscoelastic fluid. For a Newtonian fluid (left hand side) the laminar
flow is concave. For high enough rotation speeds and an elastic enough
fluid the fluid climbs the rod (the right hand side). Image reproduced
with permission from [2]. b) Image of the experiment, reproduced with
permission from the McKinley group website [3]. c) The die swell or
Barus e↵ect. A jet of viscoelastic fluid forced out of a narrow opening
will swell to a diameter much larger than the diameter of the opening.
Image reproduced with permission from [3]. . . . . . . . . . . . . . . . 2
1.2 a) A diagram of a box of material under shear. b) A schematic for the
response to stress of a viscoelastic solid-like liquid. A spring and dashpot
are connected in series, so that on short timescales the spring response
dominates but on longer timescales the dashpot relaxes away the stress. 8
1.3 Sketch of the Weissenberg or normal stress e↵ect and instability,
produced with permission from [8]. a) The di↵erences in velocity cause
the polymer on the left to be reoriented to look more like the polymer
on the right. This leads to a hoop stress along the streamlines, around
the rod. These hoop stresses pull the fluid inwards towards the rod.
b) fluid further from the rod experiences a smaller hoop stress and is
drawn towards the rod more weakly than fluid closer to the rod. A
small perturbation to the streamlines will be amplified and so the flow
is unstable. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.4 An experimental realisation of the extensional instability in a cross-slot
device at high Weissenberg number. Fluid enters in opposing jets from
the left and right hand sides and flows out of the top and bottom of the
device. In this image, half the flow is dyed and the instability of the
interface between the jets is visible. Reproduced with permission from
[23]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.5 a) The laminar flow of a polymer extrudate. b) The sharkskin state. At
high flow rates the surface of the extrudate becomes rough with regular
grooves. c) Melt fracture. At very high flow rates the extrudate becomes
very rough and the surface appears chaotic. The scale bars in the top
right indicate 1mm. These images are reproduced with permission from
Piau et al. [36]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
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1.6 Images of light reflecting flakes in an elastically turbulent plate-plate
flow at Wi = 13,Re = 0.7. Image reproduced with permission from [39]. 17
1.7 The Fourier transform of the brightness along the diameter (black line)
and the circumference (grey line). The amplitude falls away ⇠ k 1,
which suggests that energy is dissipated at the small scales in purely
elastic turbulence, similar to the cascade seen in Newtonian turbulence.
Image reproduced with permission from [39]. . . . . . . . . . . . . . . . 17
1.8 Kinds of bifurcation. a) A local super-critical transition. A is the
amplitude of a wavy perturbation to the laminar flow. At low Re the
flow is laminar, but at Re
ls
the flow begins a smooth transition to a non-
laminar flow. b) A local sub-critical transition. At Re
ls
the flow suddenly
jumps to a distant non-laminar flow state. This state is accessible via
a finite-size perturbation for Re > Re
sn
. c) A global bifurcation.  
represents some measure of the velocity fluctuations not present in the





finite size perturbations will transition the flow to a non-laminar
flow state which may be unstable and lead to turbulence. At su ciently
high Re there may be a stable laminar solution or not depending on the
particular flow. This figure is inspired by the illustrations in [44]. . . . 19
1.9 The bifurcation of TS waves from the laminar flow. The vertical, energy
axis uses the energy of the first Fourier mode, the axis into the page
is for Re, and the horizontal axis is the streamwise wavenumber, k
x
.
Reproduced with permission from [59]. . . . . . . . . . . . . . . . . . . 22
1.10 a) Diagram of Taylor-Couette vortex flow in the system used by Nagata.
Here R is the Reynolds number. b) A bifurcation diagram which for the
exact solutions at various numerical resolutions against the Reynolds
number. ⌧ is the momentum transport and ⌧ = 1.0 for the laminar flow
solution. Images taken with permission from [65]. . . . . . . . . . . . . 27
1.11 The self-sustaining cycle. Reproduced from Wale↵e [95]. . . . . . . . . 28
1.12 Diagram describing the research program for using a linear instability of
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wall-normal and spanwise directions respectively. . . . . . . . . . . . . 29
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structures when there is no laminar flow instability, by using a self-
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1.1 A list of commonly used variables, a brief description, and a reference to






The jet of water from an open tap at high flow rates is turbulent. At lower flow rates,
the jet appears smoother, and the flow more ordered. We say that the ordered case
is laminar, because it consists of layers of fluid travelling with the same velocity. The
di↵erences in behaviour of these two regimes is large: turbulent flows dissipate energy
into recirculating regions, and increase the drag at the boundaries. Unlike water, many
fluids also contain long structures, such as macromolecules or polymers, which can
have a large influence on the flow. The stretching of these macromolecules can cause
a di↵erent kind of turbulence, a↵ecting biological flows, the processing of polymers
for industry, and flows in the Earth’s mantle [1]. We shall refer to the first kind of
turbulence as Newtonian and the second as purely elastic throughout this thesis. We
explore purely elastic turbulence and attempt to predict its onset for some simple flows
using non-laminar solutions to the equations of motion, known as Exact Coherent
Structures.
To understand purely elastic turbulence it will be necessary to use results and
methods from two di↵erent research areas: viscoelasticity, and the dynamical systems
approach to the transition to turbulence. In the first part of this introduction, we will
consider viscoelastic fluids: both the basic phenomenology and the continuum equations
for their behaviour. Then we will explore the transition to turbulence in Newtonian
fluids, examining the kinds of transition available and the theoretical techniques used.
Later, we will explore the notion of Exact Coherent Structures in more detail, including
a literature review of the first calculations of these structures for Newtonian fluids and
the current state of the art. Finally, we shall consider the research programme used in






Figure 1.1: a) The rod climbing or Weissenberg e↵ect. A rotating rod is immersed in
a viscoelastic fluid. For a Newtonian fluid (left hand side) the laminar flow is concave.
For high enough rotation speeds and an elastic enough fluid the fluid climbs the rod
(the right hand side). Image reproduced with permission from [2]. b) Image of the
experiment, reproduced with permission from the McKinley group website [3]. c) The
die swell or Barus e↵ect. A jet of viscoelastic fluid forced out of a narrow opening will
swell to a diameter much larger than the diameter of the opening. Image reproduced
with permission from [3].
1.1 Viscoelasticity
Viscoelastic fluids respond both elastically and viscously to stress. On short time scales
they behave like a solid, with an elastic response to deformation. On larger timescales
they flow like Newtonian fluids. Molten polymers, polymer solutions, blood, mucus and
cosmetic products like shampoo are all examples of this kind of fluid. In this section
we will explore some of the phenomenology of these fluids due to viscoelastic e↵ects,
the models used for their flow and review the literature on some of these flows. Then




Consider a cylindrical vessel partially filled with a fluid, and with a rod inserted into
the centre of the cylinder. For a Newtonian fluid, steady rotation of the rod will
cause fluid to move to the walls of the cylinder, producing a concave, laminar flow.
However, a viscoelastic fluid will climb the rotating rod (Fig. 1.1a) [2]. Fig. 1.1b shows
a viscoelastic flow caused by what is known as the rod-climbing or Weissenberg e↵ect.
Another example of uniquely viscoelastic behaviour is known as the Barus, or die-swell
e↵ect. In this experiment, polymer solution is squeezed through a nozzle. Immediately
following the outlet, the jet of fluid suddenly expands (see Fig. 1.1c). By contrast, a
laminar Newtonian jet remains narrow.
Viscoelasticity can a↵ect turbulent, as well as laminar flows through a process
called drag reduction. Turbulent flows create recirculation of fluid, which dissipates
energy. The addition of a small concentration of polymers introduces extra stresses
which contribute to the stability of the flow, allowing for faster flow rates. This has
already been used in Alaskan oil pipe lines, is proposed for use in large scale heating
and cooling systems, and for ship hydrodynamics to increase e ciency [4].
None of these experiments can be explained using Newtonian fluid mechanics — as
we shall see, extra stresses from the elongated macromolecular constituents of the fluid
are responsible for this interesting flow behaviour.
1.1.2 Modelling viscoelastic fluids
At this point we will outline the fundamentals of viscoelastic fluid mechanics, beginning
with a brief review of the Navier-Stokes and continuity equations for incompressible
fluids. Then we will will explore some of the numerous models used to extend the
Navier-Stokes equation to apply to viscoelastic fluids. This discussion will closely follow
the discussion by Morozov and Spagnolie [5], however, comprehensive introductions to
Newtonian fluid mechanics [6] and viscoelasticity [7] can be found elsewhere.
Newtonian flows and Cauchy stress
Hydrodynamicists use a continuum approximation in order to produce a field theory
for fluids. First, we break the flow up into small pieces, known as fluid parcels. We
assume each parcel is large enough to be at thermodynamic equilibrium, with a constant
pressure, density and temperature. We then assume that each parcel is small enough
so that variations in the relevant variables between parcels are continuous. This allows
us to average over the molecular degrees of freedom in each parcel and consider the
velocity, density, and stress for each parcel in the flow. To generate equations for the
flow of Newtonian and Non-Newtonian fluids, we start from conservation laws, like
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the conservation of mass and momentum, and generate di↵erential equations for the
motion of the parcels.





⇢(x, t) dV = 0 , (1.1)
where dV is a volume element, x is the position vector, and ⇢ is the density. This
is the equation for the density of a fluid particle. To make it an equation for the
density at a point in the coordinate system of the experiment, we take a detour and
introduce the Lagrangian and Eulerian descriptions. The Lagrangian description relates
a parcel of fluid at an initial point a, to its position later, x =  (a, t). The Lagrangian
coordinate system is the coordinate system which is deformed with the fluid, such that
the fluid particle always has position vector a. The Eulerian description, however,
is a fixed frame of the coordinate system of the experimenter. We can see that the


















+ v · r
 
f , (1.2)
where f is some scalar function, v is the velocity, and we use Einstein summation
notation. The operator on the right hand side is known as the material derivative, D
Dt
.
To calculate the time derivative of the volume element dV used in the integral form of
the continuity equation we introduce the deformation gradient tensor, F = @x
@a
. This
is a Jacobian matrix of the mapping  (a, t), so that a small volume element in the





derivative of the Jacobian J = det(F ) is given by,
dJ
dt
= (r · v) J . (1.3)
For an incompressible fluid, the volume is conserved under the mapping   and so J = 1
and
r · v = 0 . (1.4)








= 0. Now we express












⇢(x, t) dV . (1.5)




⇢(x, t) = 0 . (1.6)
So, starting by assuming J = 1 (the fluid is incompressible) we find that density
is constant in time, demonstrating the link between the continuity equation and the
conservation of mass.
To produce an equation for the velocity, we consider the conservation of momentum








t dS , (1.7)
where dV is a volume element and dS is the surface element. Here the external forces
are given by f and the vector of surface tractions on the volume by t. Writing the
surface tractions in terms of the Cauchy stress tensor, t =   · n, using the divergence
theorem, and following the same process of switching to the Lagrangian description




= f + r ·   . (1.8)
The Cauchy stress tensor contains information on the total stresses between fluid
parcels. The traction on the surface with normal e
1















, so that the diagonal elements of   give the pressure on
each face of a fluid parcel and the other components give the traction from shearing the
parcel walls. For all that follows we assume that   is symmetric, so that there are no
torques on a parcel. This is due to the conservation of angular momentum on a parcel
[5].
The deviatoric stress tensor, ⌧ , gives the stress without a contribution from the
isotropic pressure field, p,
  =  pI+ ⌧ . (1.9)
For a Newtonian fluid ⌧ is traceless, however we shall see that viscoelastic fluids can
introduce stresses on the diagonal of ⌧ .
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Relations between ⌧ and v are known as constitutive equations. All the constitutive
equations we consider start from the local strain rate in the fluid. To approximate this
local strain rate we Taylor expand the velocity, v(x, t), about its current position,
v(x+ dx, t) = v(x, t) + dx · rv(x, t) + O(|dx|2) , (1.10)
where rv = @uj
@x
i
. We are only interested in the symmetric part of this tensor, since the
antisymmetric part is only responsible for rigid body rotations, so it cannot generate






where the T indicates the transpose. A Newtonian fluid is defined as a fluid which is
both isotropic and has a linear relationship between the deviatoric stress and the rate
of strain tensor. For an incompressible fluid this gives ⌧ = ⌘ ̇ so that,
  =  pI+ ⌘ ̇ , (1.12)
where ⌘ is the viscosity of the fluid. Substitution of (1.12) into (1.8) gives the Navier-




=  rp + ⌘r2v + f
r · v = 0 . (1.13)
If we define some length (L), time (T ) and velocity (U = L/T ) scales, we can
non-dimensionalise the equations. We define the dimensionless variables:












=  rp + r2v + f
r · v = 0 , (1.15)
where we have dropped the ·̃ notation for the dimensionless variables for clarity.
Provided we choose our scales appropriately, this dimensional analysis allows us to
6
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Fluids which obey (1.15) are known as incompressible Newtonian fluids, and
are successful for explaining many flow phenomena. However, the viscoelastic
e↵ects responsible for viscoelastic instabilities and purely elastic turbulence cannot be
described with Newtonian fluid mechanics. These fluids have a complex microstructure
and a complex relationship between stress and deformation. There are three main
e↵ects of this microstructure: shear thinning/thickening, stress memory and stress
anisotropy. Shear thinning/thickening refers flows where the shear rate either reduces or
increases the apparent viscosity of the solution. These e↵ects are key for non-Newtonian
flows, however they are not directly responsible for purely elastic turbulence, so are not
of great importance to this project. Stress anisotropy refers to the tendency for a
flow to align elongated macromolecules. This introduces di↵erences between the stress
perpendicular to the direction of alignment and the stress parallel to it. Stress memory
refers to the finite stress relaxation time of the constituents of the flow. This e↵ect
means that the stress can be partly due to stresses applied to the fluid earlier, rather
than being instantaneously due to the rate of strain as in Newtonian fluids. To account
for all of these e↵ects, we need to introduce a di↵erential equation for the stress, known
as a constitutive equation.
Constitutive equations
Before considering constitutive equations for the stress, we return to the basic properties
of a viscoelastic fluid. The goal is to motivate the form of constitutive equations and to
hopefully construct some equations which will include memory and anisotropy of the
stress.
Picture a simple box of material, with the upper surface and lower surface displaced
such that the box is under shear (see Fig. 1.2a). What is the stress on the box as it resists
this shear? Recall that viscoelastic fluids have an elastic and a viscous response to stress,
so an intuitive model would involve a combination of these e↵ects. We can visualise
this combination with a spring and dashpot (a dashpot is the device used in doors to
stop them slamming). The spring represents a solid like response, where displacements
will introduce restoring forces to bring the box back to its original configuration. The
dashpot represents the viscous response, where the material will resist, but adapt to
its new configuration. Fig. 1.2b shows a schematic picture of the stresses in a solid-like







Figure 1.2: a) A diagram of a box of material under shear. b) A schematic for the
response to stress of a viscoelastic solid-like liquid. A spring and dashpot are connected
in series, so that on short timescales the spring response dominates but on longer
timescales the dashpot relaxes away the stress.













is the rate of strain on the box. By






where G is the elastic modulus of the material. Connecting these two in series (as in




, and a total stress








⌃̇ = ⌘ ̇ . (1.19)
This equation is known as the linear Maxwell model. At the moment, it gives only
the shear stress given the shear strain for a box of viscoelastic material. We would
like to turn this into a partial di↵erential equation with the power of the Navier-
Stokes equation, (1.13). However there is a problem: the time derivatives used in the
linear Maxwell model are not frame invariant. Just as we saw when calculating the
conservation of momentum, we need to take account of the fact that the fluid at a
coordinate in the experimenters frame is changing with the flow. In the conservation of
momentum equation we did this using the material derivative. In this equation we are
8
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dealing with a rank 2 tensor, and so we need the corresponding frame invariant time
derivative for this case. The time derivatives due to the co- and contra-variant stress










+ v ·   + rv ·   +   · (rv)T , (1.21)
where
O
  is the upper-convected derivative of   and
M
  is the lower-convected derivative.
These derivatives are the most popular ones for the formation of constitutive equations
and are used for all the models we will consider.
Now we have two frame invariant derivatives of the stress tensor, we can form
a physically plausible constitutive equation. Returning to the linear Maxwell model
(1.19), if we use the upper-convected derivative for the stress tensor we obtain the










where   = ⌘
p
/G is the Maxwell or polymer relaxation time, ⌘
p
is the polymer viscosity,
and G is the elastic modulus. The corresponding model using the lower-convected
derivative does not fit with experimental observations and so is not usually used. If
we add a Newtonian solvent to the UCM model we obtain the Oldroyd-B model with




. The Newtonian component can be





+ v · rv
 
=  rp + ⌘
s
r2v + r · ⌧













There are other possible viscoelastic models, such as the Gisekus and Phan-Thien-
Tanner models which involve adding extra terms nonlinear in ⌧
p
to the UCM equation
(1.22). However we are primarily concerned with the Oldroyd-B model, and the FENE-
P model, which we will motivate shortly.
There is another approach to constructing constitutive models using the microscopic
dynamics of their constituents. The UCM model can be obtained from considerations
of small dumbbells suspended in a fluid, with a spring between the ends. This approach
leads to the same equations and provides an intuition for the sources of the some the
9
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terms. A derivation of this approach can be found in [5, 7]. The dumbbell model is a
way of representing on the microscale the behaviour of a viscoelastic fluids, similar to
the sense in which phonons represent vibrations on a lattice. In fact, the microscale may
look nothing at all like dumbbells. All that we can show is that the average behaviour
of a continuum of polymers is like the average behaviour of many dumbbells.
A benefit of this way of thinking is that it allows us to see the connections between
various viscoelastic models. As we will now see, simple changes to the spring force
between the dumbbells lead to a more realistic model. R is the end-to-end vector along
the dumbbell. We can write a dumbbell model in terms of a dimensionless form of
hRRi (the thermodynamic average of the outer product of R with itself), known as







+ v · rC   (rv)T · C   C · (rv)
 
= 0 . (1.24)
The relationship between the stress and C can be adjusted independently of the
conformation equation, this is similar to changing the spring force between the






(C   I) . (1.25)
One of the limitations of the UCM and Oldroyd-B models is that Hookean springs
have infinite length, and so generate very large forces for large separations. In reality,
the polymeric fluid gets sti↵er as it is extended further until the macromolecules in the
fluid reach their maximum extension. From the definition of the conformation tensor







. Therefore, the square of the length of the dumbbell is given by Tr(C). A
spring force which saturates at the maximum length of a dumbbell generates a Finite












where L2 is a measure of the maximum extension length of a polymer molecule in the
fluid. The stress in the FENE-P model fluid is reduced for large shear rates, therefore
it also includes the e↵ects of shear-thinning as well as stress memory and anisotropy.
This makes it a useful model to measure the importance of shear thinning relative to
elastic e↵ects.
The conformation tensor also allows us to appreciate a related issue in the analysis
10
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of these equations. We know that the eigenvalues of C give the squared length in the
principal directions. Therefore negative eigenvalues of C must be unphysical, since this
corresponds to imaginary end-to-end vectors R. This is equivalent to requiring that the
conformation tensor is positive semi-definite at all times. For many models (including
the Oldroyd-B) it has been shown that if the equations start with an initial positive
semi-definite state, the state will not evolve to become unphysical. In this thesis we
deal with numerical methods and their associated errors, which can lead to a simulation
becoming unphysical. To prevent this, we check all numerical results to ensure that
they are positive semi-definite.
Finally we non-dimensionalise the Oldroyd-B model, just as we did with the Navier-
Stokes equations. To do this, we identify some dimensionless groups for the stress and
an extra dimensionless number, the Weissenberg number, which is the shear rate times











equations similar to (1.14) with U = L/T for some length and time scales L and
T :





































+ v · rv
 
=  rp +  r2v + (1    )r · ⌧ + f





+ v · r⌧   (rv)T · ⌧   ⌧ · (rv)
 
= (rv)T + rv . (1.29)
1.1.3 Elastically driven instabilities
Now we return to the interesting e↵ects that have been observed in viscoelastic fluids
at low Reynolds number in section 1.1.1. First, we consider the Weissenberg e↵ect
of Fig. 1.1b, and try to understand why the fluid climbs the rotating rod. Then we
consider how this mechanism causes instability in other flows with curved streamlines,
11
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Figure 1.3: Sketch of the Weissenberg or normal stress e↵ect and instability, produced
with permission from [8]. a) The di↵erences in velocity cause the polymer on the left
to be reoriented to look more like the polymer on the right. This leads to a hoop
stress along the streamlines, around the rod. These hoop stresses pull the fluid inwards
towards the rod. b) fluid further from the rod experiences a smaller hoop stress and is
drawn towards the rod more weakly than fluid closer to the rod. A small perturbation
to the streamlines will be amplified and so the flow is unstable.
before examining the other types of instability possible in purely elastic flows.
Flows with curved streamlines
Imagine a dumbbell in the flow around a rotating rod (Fig. 1.3). Shear rotates and
stretches the dumbbell such that it lies along a streamline. This creates an anisotropic
stress, with more polymeric stress along a streamline than perpendicular to it. In the
Weissenberg e↵ect both the streamlines and therefore the stretched dumbbells, encircle
the rod. The stresses from the dumbbells lead to stresses along the streamlines (known
as hoop stresses), which act to pull fluid inwards strangling the rod. If there is no solid
upper boundary the flow inwards climbs the rod.
A similar mechanism to the one that causes the rod-climbing can cause an instability.
First, recall that the shear rate closer to the rod is larger and the hoop stresses are
stronger. Consider a small, wavy displacement of the streamlines — fluid moves either
closer or further from the rod relative to the laminar flow. The fluid closer to the
rod experiences greater shear and a stronger hoop stress pulling it even closer to the
rod, however, the fluid furthest from the rod feels a weaker hoop stress. The relative
magnitude of the hoop stresses is shown by the arrows in Fig. 1.3. We can see that
a wavy displacement will become more wavy, the perturbation to the streamlines will
be magnified, and so flow is unstable. The appropriate measure for the strength of
12
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the Weissenberg e↵ect is the first normal stress di↵erence: the di↵erence between the
streamwise and wall normal stresses. In this case we use a cylindrical coordinate system







Many other curved streamline flows can exhibit the same instability. For example
the flow between two counter-rotating cylinders, Taylor-Couette flow, is also unstable
at low Reynolds number and high Weissenberg number. This has been shown both
experimentally and numerically [1, 9]. This instability is subcritical, meaning there
is a sudden transition from the laminar flow to a new, more complex flow state [10].
This new state consists of a stack of vortices between the cylinders. Numerical studies
predict that the vortices are wavy in the azimuthal direction [11–13], while experiments
usually find axisymmetric ones close to the instability [1, 10]. However this discrepancy
is thought to be due to viscous heating of the polymer solutions in the experiments
[10]. Two more examples of purely elastic instability can be seen in cone-plate [14] and
plate-plate [15] flows. For this experimental setup, a lower disk is held stationary while
an upper coaxial disk (or cone) rotates at a constant speed. This provides a shear across
the elastic fluid lying between the two plates. Byars et al. [16] discovered spiral patterns
in the flow of a viscoelastic fluid between two plates. Öztekin and Brown [17] used the
Oldroyd-B model to do a linear stability analysis on this system and found that these
flow patterns bifurcate from the laminar state. All three of these instabilities, plate-
plate, cone-plate and Taylor-Couette, can be predicted using the Oldroyd-B model and
seen experimentally with a fluid that is not shear-thinning. This suggests that they are
all caused by the normal stress mechanism.
Pakdel and McKinley have suggested a measure for the linear stability of curved
flows due to the normal stress mechanism [18], M . This number takes into account
both the streamline curvature and the elasticity of the polymers in a single condition.









where  U is the lengthscale for the relaxation of the polymers in a flow with velocity
scale U . ⌧
p,shear
is the relevant component of the polymer stress which gives the shear
rate - in the Weissenberg e↵ect this would be ⌧
r✓
. R is the total curvature so that
1/R = a/L+b/H where L and H are length scales of the flow and a and b are unknown
constants. Although the constants a and b are fitting parameters, this conditions
shows that there is simple relationship between streamline curvature, normal stress
and stability. For all of the above scenarios, the flow is unstable when M > 4   6 [18].
This Pakdel-McKinley condition for instability captures the normal stress e↵ect in any
flow with curved streamlines. However, as we shall see, other viscoelastic flows can also
13
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Figure 1.4: An experimental realisation of the extensional instability in a cross-slot
device at high Weissenberg number. Fluid enters in opposing jets from the left and
right hand sides and flows out of the top and bottom of the device. In this image,
half the flow is dyed and the instability of the interface between the jets is visible.
Reproduced with permission from [23].
be unstable.
Parallel shear flows
Parallel shear flows have no streamline curvature in their laminar flows, meaning that
the Pakdel-McKinley condition does not apply. So far, numerical and analytical studies
have ruled out the low Reynolds number linear instability of plane Poiseuille flow [19]
(the flow between parallel plates) and of plane Couette flow [20] (the same flow, but
with the plates moving in opposite directions). However, there is some evidence to
suggest that these flows may still be unstable, but this will be addressed in the following
section on purely elastic turbulence. Oscillatory flows can also become unstable to a
purely elastic instability. Experiments on worm-like micelles in a pipe flow driven by
an oscillating end wall show a transition to a vortical flow [21, 22]. The mechanism
responsible for the instability is explored numerically in this thesis in Chapters 3 and
5.
Extensional flows
Another kind of instability is present in flows where the fluid is highly stretched, known
as extensional flows. The two canonical flows for these instabilities are the cross slot and
four-roll mill (described in detail in Keller and Odell [24]). The four roll mill contains
14
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4 rotating upright cylinders. The fluid is drawn into the device between the cylinders
along one axis and expelled along the other. This creates a highly stretched region
along the outflow axis. The cross-slot device uses opposing jets to achieve a similar
flow. The jets meet in the centre of the device and fluid flows out of outlets to either
side, making a cross shaped device (Fig. 1.4). Again, there is a strongly extensional
flow along a line between the two outlets. Both flows align the polymers and stretch
them, creating very large normal stress. The orientation of the polymers is visible in
experiments as a birefringent line. For long enough polymer chains in solution the line
is unstable and forms a birefringent cylinder [25]. The interface between the jets can
also become unstable [23, 26]. For very elastic solutions there are also flaring events,
where the aligned region suddenly spreads throughout most of the device before dying
back to the birefringent line.
Layered flows of di↵erent fluids
Purely elastic instability can also occur in multi-layered flows, where the interface
between the fluids can become unstable. This flow is important for processing of multi-
layered plastic products and for thin-film coating flows. Chen [27, 28] performed long
wavelength stability analysis of UCM pipe and Couette flow demonstrating that these
flows shows elastic instability. Su and Khomami look at the corresponding instability
of two fluids under plane Poiseuille flow with the Oldroyd-B model [29], and converging
channel flow with a power law shear thinning Oldroyd-B model [30]. Ganpule and
Khomami [31] used four models, UCM, multimode Gisekus, Gisekus and modified PTT
and repeated both the long and short wave linear stability analyses for a three layer
channel flow. They also compare all their results to the experiments of [32]. Hinch
et al. [33] provide a general understanding of the mechanism behind the pipe elastic
stratification instability of [27, 34]. They look for an arbitrary constitutive model and
show that jumps in the first normal stress di↵erence can cause this instability.
1.1.4 Purely elastic turbulence
The presence of purely elastic instabilities at low Re and high Wi naturally leads us
to ask whether, by analogy with Newtonian turbulence, there is a turbulent state at
su ciently high Wi. In fact there is now evidence of purely elastic turbulence in many
di↵erent flows. It is believed that this turbulence is caused by and sustained by some
of the e↵ects identified above, particularly the normal stress e↵ect. This is an entirely
viscoelastic phenomenon, and does not show dependence on Re provided it is low. The
Weissenberg number Wi is the relevant control parameter for the onset of purely elastic




Figure 1.5: a) The laminar flow of a polymer extrudate. b) The sharkskin state. At
high flow rates the surface of the extrudate becomes rough with regular grooves. c)
Melt fracture. At very high flow rates the extrudate becomes very rough and the
surface appears chaotic. The scale bars in the top right indicate 1mm. These images
are reproduced with permission from Piau et al. [36].
complex before entering a disordered state reminiscent of Newtonian turbulence. Larson
has called this phenomenon turbulence without inertia [35] because the turbulence is
brought about by elastic e↵ects in the fluid when the inertial e↵ects usually responsible
for turbulence have been minimised.
It is di cult to perform experiments to explore purely elastic turbulence because
both small channels and long chain polymers are needed to reach the correct Re and
Wi. This makes it very di cult to visualise the flow. However, one scenario where
purely elastic turbulence may be of industrial relevance is in the extrusion of polymers
through a narrow die (Fig. 1.5a). At high Wi this experiment results in a surface
roughness of the polymer extrudate known as sharkskin (see Fig. 1.5b). At even higher
Wi the extrudate surface becomes very irregular, known as gross fracture (Fig. 1.5c).
Many mechanisms for these instabilities are suggested [37], including stick and slip of
the polymeric fluid at the wall and shear banding instabilities. However, there is reason
to believe that sharkskin is due to a flow instability and that gross fracture is due to
purely elastic turbulence [8, 38].
Following the identification of the viscoelastic flow instabilities above, Groisman and
Steinberg [39] found elastic turbulence in a plate-plate flow. They used a low Reynolds
number (Re ⇠ 1) and a high Weissenberg numberWi ⇠ 10. At first they observed spiral
flow patterns [16], but as they raised the rotation rate these structures disappeared
and the flow became turbulent. The resulting flow is shown in Fig. 1.6. They took
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Figure 1.6: Images of light reflecting flakes in an elastically turbulent plate-plate flow
at Wi = 13,Re = 0.7. Image reproduced with permission from [39].
Figure 1.7: The Fourier transform of the brightness along the diameter (black line)
and the circumference (grey line). The amplitude falls away ⇠ k 1, which suggests
that energy is dissipated at the small scales in purely elastic turbulence, similar to the
cascade seen in Newtonian turbulence. Image reproduced with permission from [39].
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the Fourier transform of the flow and identified a turbulent cascade of energy, just as
in Newtonian flows, from the large structures to the small structures (Fig. 1.7). Since
then purely elastic turbulence has been discovered in a few other flows. For example,
experiments on purely elastic pipe Poiseuille flow show evidence of a turbulent state
[40]. This state shows hysteresis, which suggests that this is the (previously predicted
[41]) subcritical bifurcation from infinity scenario for the transition, discussed later in
the introduction.
So far we have considered purely elastic turbulence as distinct from Newtonian
turbulence. However, there is a third, intermediate state between these two when the
Reynolds number is not negligible but Wi is still very high, known as elasto-inertial
turbulence (EIT). This state seems to have a di↵erent structure again to either purely
elastic or Newtonian turbulence and has been observed in both pipe flows and numerical
simulations [42, 43].
1.2 The transition to inertial turbulence
The transition to turbulence in Newtonian flows has been studied since the late 19th
century, beginning with Helmholtz, Kelvin and Rayleigh and linear stability analysis
of the Navier-Stokes equations. Linear stability analysis starts from a laminar flow and
adds an infinitesimal perturbation. The resulting equations can be linearised so that
we can assume a Fourier form for the perturbation ⇠ eik·x+ t. When this perturbation
grows in time, the laminar flow is unstable, and must transition to a di↵erent state
which may be turbulent. We label the Reynolds number at the onset of unconditional
instability Re
ls
. Near to Re
ls
, the bifurcation due to the instability may be either
subcritical or supercritical. If the flow is supercritical then the non-laminar state grows
continuously after Re
ls
, as shown in Fig. 1.8a. If the transition is subcritical then the
flow jumps discontinuously at Re
ls
to the non-laminar state and this state is accessible
from some lower Reynolds number Re
sn
, as shown in Fig. 1.8b.
Unfortunately this approach using states local to the laminar flow state in phase
space has been of limited use in understanding the transition to turbulence. Often
the flow transitions by jumping to structures that di↵er greatly from the laminar flow:
ones which are both not local to the laminar flow in phase space, and not connected
by simple subcritical or supercritical bifurcations. For many flows there is no linear
instability of the laminar flow and no finite Re
ls
. Even flows where Re
ls
has been
calculated, turbulence has been shown to set in at much lower Re. A recent review of
the transition to turbulence can be found in Manneville [44].
In Figs 1.8a and 1.8b we characterised the transition using a single parameter A,
the amplitude of some fairly simple wavy perturbation to the laminar flow. In general,
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Figure 1.8: Kinds of bifurcation. a) A local super-critical transition. A is the amplitude
of a wavy perturbation to the laminar flow. At low Re the flow is laminar, but at Re
ls
the flow begins a smooth transition to a non-laminar flow. b) A local sub-critical
transition. At Re
ls
the flow suddenly jumps to a distant non-laminar flow state. This
state is accessible via a finite-size perturbation for Re > Re
sn
. c) A global bifurcation.
  represents some measure of the velocity fluctuations not present in the laminar flow.





will transition the flow to a non-laminar flow state which may be unstable and lead
to turbulence. At su ciently high Re there may be a stable laminar solution or not
depending on the particular flow. This figure is inspired by the illustrations in [44].
the transition may be more complex than this and we use the kinetic energy of the
non-laminar flow, for example, to characterise the transition. There are three kinds of
transition we consider in this thesis: the supercritical and subcritical bifurcations (Figs
1.8a and 1.8b), and the globally subcritical scenario of Fig. 1.8c. This scenario involves
a sudden transition to turbulence without any connection to the linear stability of the
laminar flow. Real flows can have any of these behaviours. The mixing layer, where
a high speed flow meets a slower flow directly after a splitter plate, is an example of
locally supercritical transition [45]. Other examples include the breakdown of a jet
and the wake of a blu↵ body [44]. These flows all contain a Kelvin-Helmholtz like
instability, the instability between two laminar regions of fluid with a sudden jump
in velocity [45]. Examples of locally subcritical transition are given by the formation
of Tollmien-Schlichting waves in plane Poiseuille flow (PPF, the pressure driven flow
between parallel plates) [46, 47], Blasius Boundary layer flow (BBL, the flow over a
flat plate) and the Asymptotic Suction Boundary Layer flow (ASBL, the flow over
a flat plate with uniform suction to remove spatial dependence of the laminar flow)
[48, 49]. A review of Tollmien-Schlichting waves (TS waves) can be found in Schmid
and Henningson [50]. There are also flows where there is no linear stability of the
base flow at all (Re
ls
= 1), for example, Plane Couette Flow (PCF, the flow between
parallel plates moving in opposite directions) [51] and Hagen-Poiseuille flow (HPF, the
pressure driven flow in a pipe) [52, 53].
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As we shall see, even the flows with a linear instability can become turbulent for
Re << Re
ls
. In PPF, Re
ls
= 5772 [46] and yet experiments reveal localised turbulent
spots for Re ' 1000 and simulations can find weakly turbulent banded flows as low
as Re ' 500 [54, 55]. To understand the transition to turbulence, we are interested in
finding the lowest Reynolds number where turbulence is possible, Re
g
. In the following
sections we will look at the techniques used to identify Re
g
and perturbations to a
flow which will make it turbulent. We will examine how this number relates to fixed
points and periodic solutions to the Navier-Stokes equations, known as Exact Coherent
Structures (ECS) and briefly review the state of the art in using these structures to
model the onset of turbulence borrowing the concept of universality as used in statistical
mechanics.
1.2.1 The transition to turbulence for a linearly unstable flow
The first attempts at characterising the transition to turbulence considered infinitesimal
perturbations to the laminar flow. We ignore terms quadratic in the perturbation to
obtain a linear set of equations and express the space and time dependence of a flow in
terms of complex Fourier modes in the unbounded directions. For a flow in a channel
this gives,
g(x, y, z) = ĝ(y)ei(kxx+kzz)+ t , (1.31)
where g is any scalar flow variable, v
i
or p. We choose the coordinate system so that the
no-slip boundary conditions are in the y direction, with the other directions periodic.
ĝ(y) is the y-dependence of the eigenfunction. Substitution of (1.31) into the Navier-
Stokes equations (1.15) and linearising gives a linear problem for v̂
i





and Re. Unstable perturbations occur where Re( ) > 0 and the eigenfunctions
are given by the real parts of the complex disturbances, Re(g(x, y, z)).
If the instability leads smoothly into a new stable state after Re
ls
, as in Fig. 1.8a, the
flow is undergoing a supercritical bifurcation. An example of this kind of instability can
be seen in the mixing layer, where the interface between the two initially laminar layers
becomes wavy via a Kelvin-Helmholtz instability. As the Reynolds number increases




2D flows and Squire’s theorem
Linear stability analysis becomes much more powerful when combined with Squire’s
theorem [56]. This mathematical theorem states that for a one dimensional, laminar
20
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) there is a
2-dimensional instability (dependent on x and y) that sets in at lower Re than any 3-
dimensional instability. The proof of Squire’s theorem also identifies a transformation














The theorem also holds for viscoelastic fluids including the UCM [57] and Oldroyd-B













and the transformation for the Reynolds number is the same as for the Newtonian case.




for any parallel laminar flow
it is enough to only consider two dimensional disturbances. In this thesis we use this
result to consider only two dimensional disturbances where possible (Chapters 2, 3 and
5).
1.2.2 Subcritical instabilities
In the previous section we considered the critical Reynolds number, Re
ls
, beyond which
a laminar flow is unstable for infinitesimal perturbations. We discussed the case of a
smooth transition from laminar to non-laminar flow in the mixing layer. In real linearly
unstable flows, turbulence often sets in long before Re
ls
. Under carefully controlled
experimental conditions it is possible to obtain a laminar flow close to Re
ls
. But
Reynolds numbers beyond this point the steady state behaviour of the flow jumps to
a new state, very di↵erent from the laminar flow. Transitions where there is a sudden
change in the flow are subcritical and display hysteresis: on reducing the Reynolds
number, the laminar flow only reappears at Re < Re
ls
.
To investigate subcritical instabilities linear stability analysis is not enough.
Instead, we try to identify the state that the laminar flow jumps to for Re > Re
sn
,
and the Reynolds number of its onset. For plane Poiseuille flow, the pressure driven
flow between two infinite plates, there is a subcritical linear instability at Re
ls
= 5772
[46]. It is possible to use the eigenfunctions for this linear instability as a guess to a non-
laminar solution to the Navier-Stokes equations near to Re
ls
. This guess is combined
with a numerical nonlinear PDE solver method, such as the Newton-Raphson method
of Appendix A.2.2, to find a solution. Using numerical methods, it is possible to track
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Figure 1.9: The bifurcation of TS waves from the laminar flow. The vertical, energy
axis uses the energy of the first Fourier mode, the axis into the page is for Re, and the
horizontal axis is the streamwise wavenumber, k
x
. Reproduced with permission from
[59].
this unstable solution back to a minimum Reynolds number, where it emerges in a
saddle-node bifurcation at Re
sn
= 2935 [47, 59] (Fig. 1.9). The upper branch of this
bifurcation corresponds to a solution which is stable in 2D, consisting of travelling
waves propagating down the channel known as Tollmein-Schlichting (TS) waves.
We would hope that the onset of Tollmein-Schlichting waves and similar states which
bifurcate from the base flow would tell us the Re for the transition to turbulence in Plane
Poiseuille flow, however, experiments reveal 3-dimensional turbulent spots at much
lower Reynolds number (Re ' 1000) [60]. This suggests that in plane Poiseuille flow a
di↵erent, 3D state to the 2D TS waves is responsible for the transition to turbulence,
one that is not connected to the laminar flow by linear stability at all. We consider
situations like this one in the next section.
1.2.3 The bypass transition to turbulence
Sometimes the flow is linearly stable for all Re, and sometimes the linear instability
is not connected to the transition to turbulence, as in plane Poiseuille flow. These
flows still become turbulent, but the onset of turbulence depends on the amplitude of
the perturbation to the flow. For example, the pressure driven flow in a pipe (Hagen-
Poiseuille flow) is linearly stable at all Re, yet turbulence sets in by Re ⇠ 2040 [61] and
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turbulent regions, known as pu↵s, are excitable at much lower Reynolds numbers. We
want to predict the lowest Re where turbulence is possible, Re
g
, and the amplitude and
form of the perturbations which lead to turbulence.
Numerical studies determined that Newtonian plane Couette flow was stable for
all infinitesimal perturbations of the flow at all Reynolds numbers [62]. However,
experimental observations show that plane Couette flow is turbulent from about Re ⇠
400 [63]. To resolve this mismatch, we must go beyond linear stability and consider
finite-size perturbations to the flow. A transition due to a finite-size perturbations is
sometimes called a bypass transition, because it bypasses the linear instability. We
do this by calculating new exact coherent structures which are not connected to the
laminar flow by linear instability. These exact coherent structures are non-laminar
solutions to the equations of motion (the Navier-Stokes equations).
1.3 Exact coherent structures and turbulence
Exact coherent structures (ECS) are recurring patterns in a flow. They are observed
in simulations and experiments of flows near transition to turbulence and can be time
dependent or stationary. We can view the equations of motion for a fluid flow, (1.15),
as a dynamical system, ẋ = F (x), where x is a vector containing all the flow variables
(v, p) and F includes the boundary conditions. Exact coherent structures correspond
to exact solutions of this system. Although we call them exact, these solutions must be
obtained numerically and so the phase space {x} is of very large but finite dimension. If
the pattern is time-dependent it might be a periodic orbit or a travelling wave solution,
and if the pattern is time-independent then the solution is a very high dimensional
fixed point. We think of turbulence as being constructed from these exact solutions.
Some solutions mark the boundary between laminar and turbulent regions of phase
space, known as edge states. As such they determine the minimal size and shape of
a perturbation required to trigger the transition to turbulence. Other solutions exist
inside the turbulent region and give good approximations to the statistics of a turbulent
flow. By finding these solutions we can predict the onset of turbulence and possibly
manipulate a flow to delay the transition [64].
For a linearly stable laminar flow, it is di cult to know where to start to look
for exact solutions. There are three main options available: the homotopy, direct
numerical simulation, and body forcing strategies. The homotopy strategy starts from
a known exact coherent structure in a related flow to the flow of interest. This exact
solution is then continued by smoothly altering parameters until it can be connected
with an ECS in the flow of interest. This approach was used to connect wavy vortices
in Taylor Couette flow to plane Couette flow exact coherent structures [65]. In the
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direct numerical solution strategy, one identifies an initial guess for an exact solution
by considering many simulation runs of a turbulent flow close to transition. Careful
analysis of simulation trajectories with di↵erent sized domains can reveal recurring or
time-independent structures. This strategy has been used in plane Couette flow to find
periodic exact coherent structures [66]. For the body forcing strategy, one forces the
equations so as to introduce a linear instability and a new, non-laminar, solution. The
forcing is then carefully reduced to track this new solution to the original unforced
flow. This strategy relies on choosing a forcing that generates a flow similar to an exact
coherent structure. One of the ways of identifying this forcing is through transient
growth analysis, which we discuss next.
Even for linearly stable flows, we can identify perturbations which grow transiently
at short times before they exponentially decay. These perturbations are more likely to
lead to turbulence. The transient growth of perturbations is due to the non-normality of
the linear operator. This makes the eigenmodes far from orthogonal, even though they
are linearly independent. The eigendecomposition for a perturbation can contain large
contributions from multiple eigenmodes. This leads to a long initial transient while the
perturbation rotates into a single eigenmode and begins to decay [67]. For high enough
Re initial transient growth of this kind can make the size of a perturbation large enough
so that nonlinear e↵ects come into play, and linear stability analysis is not su cient.
We can use the most non-normally amplified perturbations for the body forcing in
the body forcing strategy, thereby using structures that we know are important to the
stability of the flow to find exact coherent structures. In the next section, we will
examine in more detail how this strategy was used to find exact coherent structures in
plane Couette flow [68], but first we consider exact coherent structures more generally.
Initially, exact coherent structures were sought by employing the smallest number
of degrees of freedom possible. This approach begins with the discovery of the minimal
flow unit, the smallest periodic domain in a flow that can sustain a non-laminar solution
to the equations of motion. For example, in plane Couette flow the minimal flow unit
is approximately 1.75⇡L ⇥ 2L ⇥ 1.2⇡L in the streamwise, wall-normal and spanwise
directions, where L is half the distance between the plates. It turns out that restricting
the domain using periodic boundary conditions makes it much easier to find an ECS.
Early e↵orts to identify the minimal flow unit in plane Couette flow used simulations
[69, 70] and lead to the ECS of Wale↵e [71], as we shall see in section 1.3.2.
The minimal flow unit identifies the mechanisms which trigger the transition to
turbulence. For Newtonian fluids, this is the presence of streamwise vortices in mean
shear flow, which we discuss in more detail below. The full state space of minimal flow
unit plane Couette solutions has now been explored [72]. For pressure driven pipe flow
(Hagen-Poiseuille), experiments have managed to identify minimal flow unit ECS seen
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in simulations [73]. Although the minimal flow unit solutions are qualitatively useful,
they do not provide accurate predictions of Re
g
, the lowest Reynolds number for the
existence of turbulence. Turbulence tends to set in lower than that suggested by these
solutions, with localised patches of turbulent flow coexisting with the laminar flow [44].
To predict the onset of patchy states like these we need to consider larger domains
with exact coherent structures localised to small regions surrounded by laminar flow.
Localised structures are often more complex than minimal flow unit structures and so
more di cult to obtain. So far they have been identified for the asymptotic boundary
layer [74], Hagen-Poiseuille flow [75], and plane Couette flow [76] and provide much
better prediction of Re
g
.
As well as knowing Re
g
, we would like to know what is the form and strength of the
perturbation that is required to trigger turbulence? The state that marks the boundary
between the laminar and turbulent regimes is known as the edge state [77]. Knowing
the edge state may provide a way to control the onset of turbulence. Forcing the flow
so that the edge state is more di cult to reach may make the laminar flow more stable.
This edge state gives the minimal perturbation to the laminar flow for a given Reynolds
number required to trigger turbulence. These edge states have been discovered for the
minimal flow unit solutions in Hagen-Poiseuille flow [78], Plane Couette flow [79] and
the asymptotic suction boundary layer [80]. They have also been found in the same
flows for localised structures [74–76].
The transition to turbulence usually begins with localised coherent structures,
known as spots or pu↵s. These spots nucleate and merge until turbulence fills the
entire flow. One objective in recent research has been to use the localised coherent
structures we know about to obtain an analogue of thermodynamics for this process.
Using small units (the size of the minimal flow unit) as the particles in this theory,
the intention is to take the thermodynamic limit for many units and look at the
spatio-temporal development of turbulence. Thermodynamic systems can show phase
transitions where the order parameter jumps discontinuously at a critical point, known
as a first order transition. Near criticality there is phase coexistence, similar to the
coexistence of laminar and turbulent regions in a flow near the transition to turbulence.
The correlations in the order parameter are scale-free and depend on a set of exponents.
These exponents determine what is known as the universality class of the transition.
All systems with the same symmetry of the order parameter and dimensions in physical
space are in the same universality class and use the same exponents. One of the goals
has been to identify the universality class of the transition to turbulence.
It has long been suggested that directed percolation would be a good fit for the
universality class for turbulence [81, 82]. This possibility assumes that the important
process is the spread of a turbulent region and that this process happens stochastically.
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Turbulence spreads when the finite velocity disturbances in a turbulent spot are large
enough to trigger turbulence in a neighbouring region. In this model, turbulence also
has a probability to decay as well as spread. If all turbulence decays the flow reaches
the absorbing state, the laminar flow. This problem belongs to the directed percolation
universality class, which also includes epidemics and wildfires [83]. There are some
recent experiments that support this view, for example, in Taylor Couette flow [84],
and plane Poiseuille flow [85]. Similar to the directed percolation approach, cellular
automata have been used to model the spread of turbulence. In pipe flow a deterministic
model can reproduce some of the experimental behaviour near to transition [86].
A model of the asymptotic suction boundary layer inspired by directed percolation
and including spot nucleation has been fitted using constants from a full numerical
simulation [87].
1.3.1 Exact solutions in inertial plane Couette flow
Currently, there are no known coherent structures for purely elastic shear flows. To
find them we will focus on the simple shear flows that were used to find some of the
first inertial exact coherent structures, plane Poiseuille flow (PPF) and plane Couette
flow (PCF). The latter is the flow between two parallel plates which are moving in
opposite directions (shown later in the thesis in Fig. 6.1). In this section we will review
the methods used to identify coherent structures in plane Couette flow with periodic
boundary conditions. These methods serve as a guide in the search for purely elastic
coherent structures where we will vary Wi rather than Re.
The earliest approach to exact coherent structures in plane Couette flow started
from structures obtained in Taylor Couette flow (flow between two counter-rotating
cylinders as shown in Fig. 1.10a) and connected them to plane Couette flow [65]. The
Taylor Couette flow is first considered in a rotating frame of reference. Taking the limit
of large radius of curvature gives the Navier-Stokes equations with an additional Coriolis
body force. When this force is large enough, the flow behaves like the Taylor-Couette
flow and it is possible to recover the Taylor Vortex flow shown in Fig. 1.10a. These are
vortices with their axes along the streamwise direction arranged spanwise across the
channel. For large enough Re these solutions become wavy in the azimuthal direction,
a state known as wavy vortex flow [88]. Starting from wavy vortex flow Nagata steadily
reduced the Coriolis force and solved for the flow using a Newton-Raphson method.
When the Coriolis force is zero the problem corresponds to the plane Couette flow and
the wavy, non-laminar solution is an exact coherent structure. This solution appear
at about Re ⇠ 450 and is the same solution we discuss in the next section, where we
explore the mechanism which sustains this ECS.
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(a) (b)
Figure 1.10: a) Diagram of Taylor-Couette vortex flow in the system used by Nagata.
Here R is the Reynolds number. b) A bifurcation diagram which for the exact solutions
at various numerical resolutions against the Reynolds number. ⌧ is the momentum
transport and ⌧ = 1.0 for the laminar flow solution. Images taken with permission
from [65].
1.3.2 Wale↵e’s self sustaining process
The mechanism behind the minimal flow unit coherent structures has been explored in
detail. This is sometimes called the vortex-wave interaction (after the analytical work
of [89]), but here I refer to it as the self-sustaining process (SSP) after Wale↵e [71].
The mechanism was identified by noticing a common structure in shear flows, known
as streaks. Streaks are regions of slower or faster fluid than the mean flow, aligned
parallel with the flow. They were discovered in the boundary layer flow over a surface
[90]. These streaks were explained by streamwise oriented vortices that lift fluid up
between them, creating spanwise fluctuations in the streamwise velocity [91, 92]. The
vortices which produce the streaks are the most non-normally amplified structures in
plane Couette flow. In plane Couette flow numerical simulations were used to identify
the smallest possible periodic box that could contain coherent structures (the minimal
flow unit) [70]. This minimal flow unit consists of a pair of streamwise vortices and a
streak between them. Mo↵att [93] provided a simple proof that streamwise vortices and
streaks which depend only on the wall-normal (y) and spanwise (z) directions decay,
leaving just the laminar flow. Wale↵e [71] sought to identify the mechanism which
sustains the vortices and streaks, and prevents them from decaying. He used a simpler
plane Couette flow, with free-slip boundary conditions. He began by forcing the flow
with streamwise vortices of the size suggested by the minimal flow unit of Hamilton
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et al. [70]. Then he numerically calculated the streaks generated by the vortices, to give
him all three components of the base flow, U(y, z), V (y, z) and W (y, z). He performed
a linear stability analysis and found that the flow of streamwise vortices and streaks
is mechanically unstable to a Kelvin-Helmholtz-like instability. Next he calculated
the nonlinear terms in the Navier-Stokes equations due to the instability interacting
with itself. These terms provide a forcing to the equations which regenerates the
vortices. This is the self-sustaining process of Fig. 1.11: vortices generate streaks
which are unstable and the instability regenerates the vortices. All these processes
happen simultaneously so that the flow is self-sustaining. Wale↵e [94] tracked this
exact solution to unforced plane Couette flow by reducing the forcing and imposing
no-slip boundary conditions. This solution is the same the solution found in [65].
Figure 1.11: The self-sustaining cycle. Reproduced from Wale↵e [95].
1.4 Outline of the research programme
During the introduction, we have seen that there exists a poorly understood state known
as purely elastic turbulence. We have also seen that a nonlinear dynamics approach to
turbulence — where we find numerically exact solutions to the equations of motion —
is a fruitful way of understanding Newtonian turbulence. These solutions correspond
to patterns in the flow called exact coherent structures (ECS), which are seen in flows
near to transition, and which determine the onset of turbulence. It seems sensible
then to investigate the extension of the Newtonian concepts and methods around exact
coherent structures to see whether they also describe purely elastic turbulence. To do
this, we start by replicating the first step on the road to Newtonian exact coherent
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structures but for purely elastic flows: the calculation of an exact coherent state in a
purely elastic turbulent flow. The research program of this thesis is primarily directed
towards finding such an exact solution.
The exact coherent states found for Newtonian flows can be obtained in many ways
(see, for example, Kawahara et al. [96] for a review). Here we consider two possible
routes to exact coherent structures and attempt to replicate them for purely elastic
fluids. The first route can work only if the exact solution connects to the laminar
solution via a sequence of linear instabilities, however the second approach can be
used when there is no linear instability of the base flow. Although there are no linear
instabilities of either purely elastic plane Poiseuille or plane Couette flow, we will see
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Figure 1.12: Diagram describing the research program for using a linear instability of
the laminar flow of a Newtonian flow to find both Newtonian and purely elastic exact
coherent structures (ECS). x, y and z are the streamwise, wall-normal and spanwise
directions respectively.
The first approach we consider begins with a linear instability in a two-dimensional
Poiseuille flow. As a consequence of Squire’s theorem, this instability sets in at a lower
Reynolds number than any linear instability of the three-dimensional flow. The aim
is to find a connection between this linear instability and a 3D ECS via a series of
bifurcations. For Newtonian flows, we begin with the linear instability of laminar plane
Poiseuille flow at Re = 5772 [46]. This corresponds to the first linear instability in
Fig. 1.12, where x, y and z are the streamwise, wall-normal and spanwise directions
respectively. The Poiseuille flow instability connects to finite amplitude travelling waves
[47] (the Newtonian secondary flow of Fig. 1.12). This secondary flow is dependent on
the streamwise and wall-normal directions, but still not dependent on the spanwise
direction, so it is not yet a full 3D exact solution. The next step for Newtonian fluids is
to take these secondary solutions and examine their linear stability to perturbations in
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z. This is the linear instability of the secondary flow in Fig. 1.12 carried out by Orszag
and Patera [59]. In Newtonian fluids, the linear instability of the two-dimensional
flow connects to a three-dimensional flow [97] (this is the Newtonian flow of Fig. 1.12)
although it is presently unclear how this state connects to the ECS found via the self-
sustaining process. Likely the connection between the two is indirect, possibly involving
a region of state space at a much higher Re, where the flow is fully turbulent. In the
Newtonian problem, the two-dimensional travelling wave flow is very di↵erent to the
self-sustaining process ECS, however, this might not be true in the purely elastic case,
where the mechanisms of instability are still not well understood.
We use this first approach to look for an ECS in purely elastic flows. There is a
di culty, since purely elastic plane Poiseuille flow is linearly stable for all Weissenberg
numbers [19]. This means that there is no linear instability of the laminar flow for
the first step in purely elastic fluids. Instead, we consider the secondary flow in the
Newtonian problem and attempt to connect these solutions to low Re, highWi states by
raising the Weissenberg number and then reducing the Reynolds number. The intention
is to look at the linear instability of these two dimensional solutions to disturbances
in the z direction and see if we can obtain a purely elastic ECS. Our progress in this






Figure 1.13: Diagram describing the research program for finding exact coherent
structures when there is no laminar flow instability, by using a self-sustaining process.
x, y and z are the streamwise, wall-normal and spanwise directions respectively.
The second method for finding an ECS we consider is outlined in Fig. 1.13 and
follows the research programme in Wale↵e [71, 94, 95]. This method gives an ECS
for Newtonian plane Couette flow, even though the laminar flow is linearly stable for
all Reynolds numbers [51]. This method begins by considering the most non-normally
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amplified disturbances to the laminar flow. For plane Couette, this is an array of
streamwise oriented counter-rotating rolls with the fluid moving in the (y, z) plane,
orthogonal to the direction of the laminar flow. Although these disturbances decay
exponentially in time, they experience algebraic transient growth initially, allowing
them survive long enough to lead the flow away from the laminar to finite amplitude
steady states. The secondary flow (Fig. 1.13), where the laminar flow coexists with
small amplitude rolls and a slightly modified streamwise velocity, is produced by forcing
the Navier-Stokes equations. This flow is linearly unstable to disturbances in the
streamwise direction, x, at a large enough Reynolds number. This instability connects
to an exact solution of the equations — the forced tertiary flow of Fig. 1.13, known as
a self-sustaining process (SSP) [95]. An exact solution to the unforced plane Couette
flow problem was obtained by tracking the solution with the forcing as the forcing was
reduced to zero [94].
This method gets around the lack of a linear instability of the base flow by
considering a closely related problem where there is a linear instability, and then
carefully tracking the solution back from this flow to the original problem. Similarly,
laminar plane Couette flow of UCM fluids is linearly stable for all Weissenberg numbers
[20]. This inspires our similar research programme for purely elastic flows: we copy the
Newtonian approach and construct a purely elastic SSP, beginning with the first step
of Fig. 1.13.
First, we identify a non-normally amplified structure for the flow forcing. For purely
elastic plane Couette flow we already know that streamwise independent rolls fill this
role [98]. Next we identify a mechanism responsible for the instability of the secondary
flow. This mechanism drives the secondary flow unstable and leads to an exact solution
with the forcing. With an instability mechanism in hand, we can explore the purely
elastic self-sustaining process that leads this instability to take the role of our initial
forcing. All that remains after this is to perform a numerical continuation by reducing
the forcing and tracking the solution to purely elastic plane Couette flow.
Given that we already know the appropriate forcing for the first step of this
approach, we move on to the next step and explore the mechanism for the instability of
the forced secondary flow. In Newtonian fluids it is a Kelvin-Helmholtz mechanism: the
instability of the interface between two parallel flow regions of fluid at di↵ering velocity.
For the SSP the two regions have di↵erent streamwise velocities, u, and are known as
streaks. For purely elastic fluids, this secondary instability is driven by large changes
in the first normal stress di↵erence. In Chapter 3 we investigate the generic Kelvin-
Helmholtz-like instability of a purely elastic shear layer that provides this mechanism.
The instability of a purely elastic shear layer is an interesting problem in its own right,
and in Chapter 4 we explore direct numerical simulations and exact solutions for the
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nonlinear development of this flow.
The shear layer instability is generic enough to have wider applications than just
for the SSP. In Chapter 5 we consider one of these complementary problems, the
instability of the purely elastic oscillatory shear flow. Analysis shows that a purely
elastic oscillatory shear flow can support resonant waves in the laminar flow velocity
[99]. Experiments show that oscillatory pipe flow under these conditions is unstable,
with a nonlinear evolution to a steady state of vortex rings [22, 100]. The laminar
profile at these resonances produces regions of large shear between regions of fluid
flowing at di↵erent velocities, similar to our purely elastic shear layer instability. In
order to explain the experiments, I perform linear stability analysis and nonlinear
direct numerical simulation to investigate the stability of oscillatory purely elastic plane
Couette flow. The results of this investigation are in Chapter 5.
I return in Chapter 6 to the purely elastic self-sustaining process. Following
the approach laid out in Fig. 1.13, I first produce a secondary flow using a forcing
for streamwise independent rolls. Then I look at the instability of this flow to
streamwise disturbances, looking for an instability similar to the purely elastic shear
layer instability. Finally, I use this instability to show that there is likely an exact
solution to the forced flow problem.
1.5 Variables and their meanings
Tensors are always in bold font, e.g v and ⌧ . A velocity with a number for a subscript
(e.g. v
n
) implies that this is a variable in Fourier-space with wave-vector nk. For linear
stability problems, upper case flow fields are base flows and lower case variables are
infinitesimal perturbations to these flows, otherwise lower case is used.
32
1.5. Variables and their meanings
Category Variable Description Defn.
Space and time
t time Fig. 2.1
x streamwise distance Fig. 2.1
y wall-normal distance Fig. 2.1
z spanwise distance Fig. 2.1
Flow fields
v velocity vector (1.15)
U & u streamwise velocity (1.15)
V & v wall-normal velocity (1.15)
W & w spanwise velocity (1.15)
 &  streamfunction (2.8)












polymeric stress tensor (1.23)
Dimensionless numbers
Re Reynolds number (1.16)
De Deborah number (5.9)
El Elasticity number (5.26)
Wi Weissenberg number (1.27)
Flow parameters
  relaxation time or eigen-
value
(1.22)/(1.31)
µ dynamic viscosity (1.16)
⌫ kinematic viscosity or
wave speed
(1.16)/(2.6)
` FENE polymer length
scale
(1.26)
L flow length scale (1.16)




ber in direction i
(1.31)
Numerical variables
n Fourier mode (A.2)
N total Fourier modes (A.2)
m Chebyshev mode (A.4)
M total Chebyshev modes (A.4)






Travelling waves in viscoelastic
Poiseuille channel flow
In this chapter, we begin work on the main aim of the thesis: finding a purely elastic
exact coherent structure. We do this by starting from the Newtonian structures,
as outlined in the first strategy of our research programme (section 1.4). First, we
numerically solve for travelling wave solutions to the Oldroyd-B equations in Poiseuille
channel flow. We then consider their stability to perturbations spanwise across the
channel. In summary, we find travelling wave solutions at high Reynolds number (Re) in
the viscoelastic regime; however, we do not find any connection between these solutions
and purely elastic exact coherent structures.
The plane Poiseuille flow of Newtonian fluids is linearly unstable to perturbations
in the streamwise direction at Re = 5772 [46]. This linear instability occurs earlier
than any 3D instability, as a direct consequence of Squires theorem (as discussed in
section 1.2.1). The instability of the laminar base profile leads to an exact solution for
the 2D flow equations involving streamwise travelling waves [47]. Perturbations across
the span of the channel trigger a secondary instability of the flow [59]. This instability
then connects to a 3D exact solution to the equations of motion [97]. It is possible that
this 3D solution can be connected to the exact coherent structures responsible for the
transition to turbulence (although this route may be indirect).
In this chapter we explore the possibility of a similar route to a 3D coherent
structure in purely elastic flows. Although at low Reynolds numbers a viscoelastic
flow is linearly stable for all Weissenberg numbers (Wi), we investigate whether the
Newtonian travelling wave solutions connect with similar structures in the high Wi,
low Re regime. We also examine the linear instability of high Wi solutions to see if
they lead to full 3D purely elastic coherent structures. Unfortunately, we were unable
to find these structures, however, we can provide some evidence to rule out this route
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as a viable route to exact coherent structures in the purely elastic regime.
A secondary motivation for the work in this chapter is the unanswered questions
about moderate Re viscoelastic channel flow. This research has revealed another
turbulent state, intermediate between Newtonian and purely elastic turbulence (at
moderate Re and high Wi), known as elasto-inertial turbulence (EIT). Flow structures
seen during EIT are markedly di↵erent than those seen in Newtonian turbulence, and
this is thought to be due to the dominance of elastic instabilities in the flow [42].
To investigate EIT, we look for connections between the Elasto-inertial regime and
Newtonian travelling waves. The flow structures seen in EIT are almost 2-dimensional,
and resemble travelling waves. This study shows that these structures are not connected
to Newtonian travelling wave solutions and are due to a completely separate purely
elastic e↵ect.
The third motivation for this chapter is to provide some additional evidence
of turbulent drag reduction by polymers, a phenomenon where a turbulent dilute
polymeric flow exerts less drag than a Newtonian one. This decreased drag has
immediate practical application in Alaskan oil pipelines because it lowers the energy
required to pump the fluid [4]. In order to explain drag reduction, previous work has
investigated the e↵ects of viscoelasticity on Newtonian exact coherent structures.
Direct numerical simulation of turbulent flow [101], and linear stability analysis of
travelling wave solutions [102], both provide evidence that the presence of polymers
suppress the travelling wave solutions. The Newtonian, 3D exact coherent structure
formed of rolls and streaks, (discussed in section 1.3.2) has been examined for a weakly
elastic flow. This exact coherent structure is suppressed with the addition of a small
polymeric component to the fluid [103, 104]. This drag reduction e↵ect has not been
checked at low  , the ratio of polymeric viscosity to total viscosity, which is the regime
where elastic e↵ects become even more important. It is also not clear what e↵ect the
unusually high Schmidt number (the measure of the strength of stress di↵usion) used
by Stone et al. [103, 104] will have on the flow. We examine travelling wave solutions
and show that they behave similarly to the exact coherent structures of Stone et al.
[103, 104]. Just as for those structures, we find that as Wi increases the onset of the
travelling waves is delayed to higher Re.
In this chapter we attempt to find exact coherent structures in plane Poiseuille flow.
We find that this is not possible using a connection from the Newtonian travelling wave
state. We also address two subsidiary motivations, both showing that Newtonian 2D
travelling waves are not connected to EIT and corroborating existing evidence that
viscoelasticity weakens turbulence and reduces drag in high Reynolds number flows.
36
2.1. The 2D flow equations
2.1 The 2D flow equations
We consider pressure driven Plane Poiseuille flow. This is the flow of a fluid between two
infinite parallel plates driven by a constant pressure gradient. We choose a coordinate
system such that the streamwise (x), wall-normal (y) and spanwise (z) directions are







Figure 2.1: Diagram of plane Poiseuille flow.
2.1.1 The laminar flow
The laminar flow solution for this problem is similar in both Newtonian and Oldroyd-
B fluids. Using the Navier-Stokes and Oldroyd-B equations (1.23) with all variables

































After some algebra, we can solve this system of equations for u subject to the no slip
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From here on we drop the ˆ symbols on the dimensionless variables and work with the
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2.1.2 The 2D Oldroyd-B travelling wave equations
We search for exact solutions to the above equations for flow fields which are periodic
in time. We restrict ourselves to travelling wave solutions (solutions with a constant
speed in the streamwise direction) and make a decomposition into Fourier modes in







where g can be any of the flow variables, N gives the total number of Fourier modes
and s is the speed of the travelling wave. Then we make the Galilean transformation






This gives us a system of equations to solve for a flow field that depends on x and y
only. To reduce the number equations and absorb the incompressibility constraint, we
introduce the streamfunction,  , defined by u = @ 
@y
and v =  @ 
@x
. Upon substitution
into (2.5) and assuming only x and y dependence, we obtain a system of equations for
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The · indicates the mean in the x direction of the variables underneath. In addition to
these equations, there are 6 more constraint equations to determine the problem. Five
are boundary conditions, four of which ensure no slip at the walls (u(y = ±1) = 0,
v(y = ±1) = 0), as well as a boundary condition to set the gauge of the streamfunction
( (y =  1) = 0). The final constraint sets the phase of the wave, and allows us
to calculate the wave speed, s. We set this condition such that Im( ̌
1
(0.5)) = 0, or
equivalently, such that the first mode of the streamfunction is a pure cosine in x at
y = 0.5.
In order to solve these equations numerically, we approximate the problem via
a Fourier decomposition in the x direction and Chebyshev decomposition in the
y direction, truncated at the N th Fourier and M th Chebyshev modes. This fully
spectral representation provides much greater accuracy than any finite di↵erence
scheme (technical details are contained in appendix A.1). We solve the equations by
discretising them onto this spectral grid and performing a Newton line search. This
is a well known algorithm, briefly discussed in appendix section A.2.2. The partial
di↵erential equations above are dominated by their nonlinearities and as such, require
an accurate approximate solution for a root finding algorithm to converge. In general,
known solutions are used as initial conditions to find unknown ones at slightly di↵erent
parameters — a process referred to as numerical continuation.
The measure used to decide if a solution is the laminar solution or a true travelling
wave is the kinetic energy of the flow. We write the kinetic energy as a sum of
contributions due to each Fourier component and normalise by the kinetic energy of
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where the subscripts indicate the Fourier component in question.
2.2 Newtonian travelling waves
Both to validate the method and to obtain a result for comparison with the viscoelastic
case, we begin by re-examining travelling waves for a Newtonian flow. Starting from a
simple wavy perturbation of plane Poiseuille flow at Re = 5700 at a low resolution, I
obtained a set of travelling wave solutions. Fig. 2.2a shows an example solution, located
at the critical Reynolds number for the existence of travelling waves, and represented by
a colour map of the out-of-plane vorticity (! = (r ⇥ v) · e
z
) with arrows representing
the orientation and strength of the velocity. The undulation in the velocity in the
streamwise direction is weak for the travelling waves, but it is easier to see if we focus
on the layer of arrows near the walls.
Numerical continuation in Re and wavenumber yields a bifurcation surface in energy
(Fig. 2.2b), where the solutions are plotted relative to laminar flow (KE
0
= 1) in the
space of k
x
, Re and KE. Each point on this surface represents an exact solution to the
equations. Fig. 2.3 is a 2D representation of the bifurcation surface where Re is given
by the colour. The green dot is the location of the saddle node solution at the critical
Reynolds number.
We find that the critical wavenumber and Reynolds number of these solutions is
Re
sn
= 2939 and k
x,sn
= 1.319 consistent with earlier work on the Newtonian travelling
waves, which find that Re
sn
= 2934 and k
x,sn
= 1.323 [47]. The di↵erences are likely
due to the smaller number of Fourier and Chebyshev modes used (4 Fourier modes and
40 Chebyshev modes compared with 7 and 50 in this study). We can also compare
the shape of the surface with the low Re end of the surface of Orszag and Patera [59]
(Fig. 1.9).
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(a)
kx














Figure 2.2: a) Plot of two wave lengths for an example travelling wave solution at
the saddle node point (the green dot in Fig. 2.3) with Re = 2939 and k
x
= 1.319.
The colour gives the vorticity and the arrows give the velocity. b) A representation
of the Newtonian travelling wave solutions using the kinetic energy of the first mode,
the wavenumber, and the Reynolds number. The shape is shown at a resolution of 7
Fourier and 50 Chebyshev modes, su cient for convergence. It is similar to a plot by
Orszag and Patera [59], given in the introduction (Fig. 1.9), using the energy of the
first Fourier mode.
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Figure 2.3: Another representation of the same data as Fig. 1.9 but where the Reynolds
number is given by a colour map. The x-axis, where KE = 1, corresponds to laminar
flow.
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2.3 The e↵ects of viscoelasticity on travelling waves
To begin to examine the e↵ects of viscoelasticity, we first connect the Newtonian
travelling wave solutions to viscoelastic ones. I used the Newtonian solution at
Re = 3000 as the initial condition in a viscoelastic version of the code at high   and
low Wi. Further numerical continuation of this solution (using less elastic solutions
as guesses for more elastic ones) yields small   and high Wi solutions. Some example
solutions are shown for constant Wi and   = 0.9 and   = 0.1 (Figs 2.4 and 2.5).
We show one wavelength of the vorticity and the velocity (again, the colour gives the







We can also remove the mean flow in the streamwise direction from the solutions
by setting the zeroth Fourier mode to zero. Without the mean flow, we can clearly see
that travelling wave is really a vortical flow superposed on the laminar Poiseuille flow.
This is visible at   = 0.1 in Fig. 2.6 at Wi = 0.5 and Fig. 2.7 at Wi = 1.5.
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Chapter 2. Travelling waves in viscoelastic Poiseuille channel flow
2.3.1 The bifurcation surface
Just as for the Newtonian solutions, we do a numerical continuation, slowly varying
Re and k
x
and using previous solutions as an initial condition for new solutions. These
solutions form bifurcation surfaces in Re k
x
and KE space at each choice for the
viscoelastic parameters   and Wi. For each of these surfaces, there is again a minimum
Re solution, the saddle node point, which we denote with the subscript sn.
Figure 2.8: An example low resolution (N = 3, M = 40) bifurcation surface for   = 0.1
and Wi = 1.5 where Re is given by the colour map. There is a large interpolation in the
Reynold’s number in the upper left corner of the colour map. This is because in this
region I could not find solutions for wavenumbers lower than than about k
x
= 1.29.
Figure 2.8 shows a low resolution bifurcation surface up to Re = 3000. The most
important point on this surface, the saddle node point, marks the lowest possible Re
for the existence of these travelling wave solutions at this Wi and  .
We examined how the properties of the saddle node points change as we vary the







. Re and k
x
are parameters that we control as part of
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(a)
(b) (c)
Figure 2.9: The dependence of (a) Re, (b) the wave speed s and (c) the wavenumber
k
x
of the saddle node solution on the viscoelastic parameters. The data in green is for
  = 0.1 and in orange   = 0.9.
the numerical continuation and the wave speed s is found as part of the solution. We
plot Reynolds number of the saddle node solutions against Wi for   = 0.1, 0.9. We find
that the addition of viscoelasticity lowers the critical Re for Wi < 1 before raising it





, which both increase for Wi < 1 and decrease for Wi > 1 (Figs 2.9b
and 2.9c).
To investigate the e↵ects on the shape of the surfaces, we examine a fixed plane,
where Re = Re
sn
+ 100. We track the solutions by numerical continuation for wave
numbers in this plane at high   (Fig. 2.10a) and low   (Fig. 2.10b) and do this for
a range of Weissenberg numbers. These plots are insensitive to changing resolution,
except at high Weissenberg number, where slight di↵erences can be seen.
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(a) (b)
Figure 2.10: Bifurcation surfaces at Re = Re
sn
+100 for   = 0.9 and   = 0.1 in a) and
b) respectively. We can see that the surfaces follow a similar trend to in Figs 2.9a and
2.9c.
2.4 Linear stability of 2D travelling waves
Following Orszag and Patera [59] we examine the linear stability of the 2D solutions to
perturbations along the span of the channel. The saddle node solutions are the solutions
at the smallest possible Re. Seeing as we are interested in the low Reynolds number
limit, we will just examine the linear stability of these points at various viscoelastic
parameters. Taking the solutions obtained earlier, we relabel each 2D variable in upper
case to represent that the 2D flow is now the base flow, and we add to it a spanwise
disturbance,







einkxx+ikzz+ t cos(m arccos(⇡y)) , (2.14)
where g may be u, v, w, p or c
ij
. This makes the total streamwise velocity, for example,
U
3D
= U(x, y)+u(x, y, z). Substitution of these variables into the Oldroyd-B equations
(2.5) gives an eigenvalue problem for  , where the   with the largest real part of
corresponds to the growth rate of the most unstable eigenmode at each spanwise
perturbation wavenumber k
z
. The set of linear stability equations are provided in
the appendix, section B. We solve this eigenvalue problem numerically and obtain
dispersion relations for the dependence of the growth rate on the wavenumber.
The eigenvalue spectra show that there are many unstable modes, both in the
viscoelastic and Newtonian cases at high and low   (Figs 2.11a and 2.11b). The spectra
for the instability of the saddle node solution are converged, as is visible in the overlap
of spectra in Fig. 2.11c. The spectra at some distance along the upper and lower
branches is also shown in Fig. 2.11d, where it is clear that the branch furthest from the
laminar flow, the upper branch, is more stable than the lower branch.
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(a) (b)
(c) (d)
Figure 2.11: Eigenvalue spectra. a) for the Newtonian (turquoise squares) and   = 0.9,
k
z
= 2.2 and Wi = 1.0 (orange circles) saddle node solutions. b) for the Newtonian
(turquoise squares) and   = 0.1, k
z
= 2.0 and Wi = 2.0 (orange circles) saddle node
solutions. c) k
z
= 2.0,   = 0.9 at Wi = 1.0 for the saddle node solutions of at two
resolutions, (9, 60) and (8, 50). d) The same parameters as c) but at Re
sn
+ 100. The
turquoise squares give the spectrum on the lower branch, the orange circles give the
upper branch spectrum.
There are both stationary and spanwise-travelling modes, the latter given by the
eigenvalues with Im( ) 6= 0. The most unstable mode will grow exponentially faster
than the next largest, and we can restrict the rest of our analysis to this eigenmode.
We now calculate the most unstable mode as a function of the spanwise wavenumber
k
z
to generate dispersion relations at the saddle node points.
At high spanwise wavenumber, the stationary instability appears to be superseded
by a spanwise travelling one. This seems to be robust under increased resolution and
true of all saddle node points. We can see this by examining the imaginary part of the
eigenvalues, shown in Figs 2.12b and 2.13b.
We examine the eigenvectors of the instability for spanwise wavenumbers near the
peak of the dispersion relations for di↵erent viscoelastic parameters. Velocity vector
fields are plotted for the eigenfunctions in Figs 2.14a, 2.14b at   = 0.9 and   = 0.1
respectively.
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(a) (b)
Figure 2.12: a) Growth rate of the most unstable eigenmode from the linear stability
analysis of the saddle node travelling wave solution at   = 0.9. b) Wave speed of this
eigenmode in the z direction.
(a) (b)
Figure 2.13: a) Growth rate of the most unstable eigenmode from the linear stability
analysis of the saddle node travelling wave solution at   = 0.1. b) Wave speed of this
eigenmode in the z direction.
(a) (b)
Figure 2.14: Velocity vector fields of eigenvectors of the instability at the saddle node
points. a) k
z
= 2.2,   = 0.9, Wi = 1.0, b) k
z
= 2.2,   = 0.1, Wi = 1.0. Both at a




First, we shall consider the shapes of the viscoelastic travelling wave solutions.
Increasing   moves the nonlinear interaction from the advective term in the Navier-
Stokes to the nonlinear terms in the constitutive equation for the stresses. However,
we found that the qualitative form of the stresses does not change much as we go from
  = 0.9 to   = 0.1 (Figs 2.4 and 2.5), suggesting that the mechanism which sustains
the viscoelastic travelling wave is still fundamentally the same as the mechanism that
sustains the Newtonian one. As we change Wi at low   we find that the shape of
solution stays broadly the same, albeit with greater stress localisation at higher Wi
(see the mean flow subtracted solutions in Fig. 2.6 and 2.7). Figure 2.6 appears to
contain some aliasing errors, but the total kinetic energy does not vary much as the
resolution changes, so this is unlikely to cause any problems in the rest of the analysis.
2.5.1 Viscoelastic bifurcation surface
As expected from considerations of the linear stability analysis of Sadanandan and
Sureshkumar [102], we find that the addition of viscoelasticity lowers the critical Re for
Wi < 1 before raising it again for Wi > 1 (Fig. 2.9a). This trend may be connected to
the fact that for laminar flow, the streamwise component of the conformation tensor
is ⇠ Wi2 whilst the shear component is ⇠ Wi. This suggests that for Wi < 1 shear
stress e↵ects will dominate, whilst for Wi > 1 normal stress e↵ects will become more
important. Since we expect that any purely elastic instability will be caused by large
normal stress di↵erences, the trend suggests that we will be unable to continue these
solutions to low Re, even at very large Wi. It also suggests that the mechanism behind
these solutions is unconnected to any purely elastic or elasto-inertial mechanism, since
high Wi delays the solution to higher Re.
For high   we find very little changes in the shape of the bifurcation surface as
we increase Wi (Fig. 2.10a). It looks as though the travelling waves are shifting to
a slightly smaller wavenumber and longer wavelength, consistent with the behaviour
of the saddle points and the linear stability results of Sadanandan and Sureshkumar
[102]. At low  , the results are very di↵erent (Fig. 2.10b). It appears that the surface
is enlarged and moves to higher wavenumber. Unfortunately, adequately resolving the
bifurcation surface at low   and high Wi is very computationally expensive, leading to
results only up to Wi = 1.5 in this region. However, we do see a similar behaviour to
that of the saddle node point, in that after an initial move to higher wavenumbers, the
bifurcation surface for high Wi rapidly moves to much lower wavenumbers. The width
in wavenumber of the surface also seems to vary at low  .
These e↵ects on the shape of the surface may be at least partly due to our choice to
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compare the surface at this Re. It is possible that a Re based on a fractional distance
between the saddle node point and the point of linear stability would remove some or all
of these trends in the shape of the surface. Recalculating the linear stability results of
Sadanandan and Sureshkumar [102] and finding the bifurcation surfaces in such planes
may be an interesting extension to this work.
2.5.2 3D linear stability
The spectra appear to be well converged even at the higher Wi end of our calculations
(Fig. 2.11c) and it appears that the most unstable eigenvalue remains the same as we
increase Wi (Fig. 2.11b). This suggests that the instability is of the same form and has
the same origin as the Newtonian one.
At   = 0.9 the dispersion relations do not show much variation from the Newtonian
case (Fig. 2.12a). This suggests that the spanwise Newtonian instability of [59] is
largely unchanged by viscoelasticity at this  . However, at low   it appears that the
strength of the instability is damped by the presence of viscoelasticity (Fig. 2.13a). It
would be interesting to examine how this shape changes as the Weissenberg number
increases still further, unfortunately, linear stability in three dimensions at the required
resolutions would have taken longer than the available time, using the current code.
The eigenvectors of the instability also look very similar at high and low   (Figs
2.14a and 2.14b), again suggesting that the instability is still essentially the Newtonian
instability of the travelling wave solutions. The instability mostly acts near the walls
where the bend in the travelling wave comes closest to the channel wall. This is where
the largest shear rates are and so it seems natural that there should be an instability
here.
2.5.3 Conclusions
Given that we are unable to continue these solutions to su ciently low Reynolds
number, and the fact that there are no eigenvalues of a purely elastic origin, we cannot
connect these Newtonian travelling waves to full purely elastic 3D exact coherent
structures. Furthermore, the trend of increasing critical Re in Fig. 2.9a lead us to
conclude that there is unlikely to be a route to purely elastic coherent structures at
higher Wi.
It is still possible that these solutions connect with the 3D exact coherent structures
used in Stone et al. [103, 104]. In those studies they observe the same trend as Fig. 2.9a,
small Wi slightly lowers Re
sn
relative to the Newtonian structure, whilst large Wi
raises Re
sn
. It is possible that the linear instability of our 2D travelling wave solutions




The fact that we cannot find these viscoelastic travelling waves at low or moderate
Re strongly suggests that they cannot be connected to any structures observed in the
experiments and simulations of EIT by Samanta et al. [42]. However, it is interesting to
observe that the flow is much more strongly influenced by   than Wi, and so lowering
  in other flow scenarios may lead to purely elastic e↵ects previously unnoticed. We
will explore an example of this in Chapter 3, where we examine a fairly generic low  
purely elastic instability.
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Chapter 3
A viscoelastic shear layer
instability
In the previous Chapter, we demonstrated the infeasibility of the first of our two
approaches to purely elastic exact coherent structures. In this Chapter, we prepare the
ground for the self-sustaining process (SSP) — our second approach to purely elastic
exact coherent structures (discussed in the research programme section 1.4). This
strategy has been used in Newtonian flows, where Wale↵e [95] identified a Newtonian
self sustaining process in plane Couette flow. First, the flow is forced with the most non-
normally amplified structures: streamwise oriented rolls [70]. These rolls redistribute
the velocity into a streaky flow, with low- and high-speed streaks in the streamwise
velocity. The streaky profile is unstable to undulatory disturbances in the streamwise
direction, through a Kelvin-Helmholtz instability. Finally, the nonlinear e↵ects due to
the instability re-energise the original streamwise rolls.
Just as for Newtonian flows, for purely elastic flows we know that streamwise
vortices and streaks are the most non-normally amplified structures [98]. The second
step of the Newtonian SSP is an instability of the flow generated by the vortices. In
purely elastic fluid, there is no known instability of this flow. In fact, it was believed
that a bulk purely elastic instability of this kind was ruled out by the study of Azaiez
and Homsy [105] [4, 106].
Azaiez and Homsy [105] used multiple constitutive models (Oldroyd-B, Gisekus and
the co-rotational Je↵rey’s model) to perform a linear stability analysis of the free shear
flow of a dilute polymer solution. They found that the addition of polymers suppresses
the inertial instability. In the appendix to this study, E. J. Hinch shows that the
instability they observe maps onto the Newtonian shear layer instability with surface
tension. The inviscid flow of the polymeric fluid leads to an elastic membrane formed
from streamwise aligned polymers. The large normal forces create tension in this sheet
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that resists bending. The instability has been replicated in a spatially developing linear
stability analysis [107], as well as in experiments on the flow after a backwards facing
step [108], and in wakes [109, 110]. However, it is important to emphasise that the above
studies considered a high Reynolds number (Re), high Weissenberg number (Wi), and
low polymer fraction flow, a very di↵erent limit to the purely elastic limit examined in
this chapter.
In this chapter we demonstrate the existence of a purely elastic analogue of the
Newtonian shear layer instability, controlled by the Weissenberg number rather than the
Reynolds number. This provides a potential mechanism for the instability of a purely
elastic vortical flow (the second stage of the SSP). Using a linear stability analysis we
examine a new Kelvin-Helmholtz like instability in both Oldroyd-B and FENE fluids.
A purely elastic fluid is found to be unstable at su ciently high Weissenberg number
for both the Oldroyd-B and FENE constitutive models. In Chapter 6 we explore how
this instability opens up a route to an exact coherent structure via a purely elastic
self-sustaining process.
We are interested in a generic instability for flows with a sharp change in the
streamwise velocity, and so large normal stresses in the fluid. Because we are searching
for a generic mechanism, we assume that the instability will be somewhat insensitive
to the particular laminar profile. For convenience, we select a hyperbolic tangent shear
layer. We examine the dependence of the instability on flow properties ( , Wi and Re)
and the influence of boundaries. We consider both a nearly free shear layer in section
3.2.1 (with a finite, but large, region of constant velocity between the shear layer and
the walls), and a free shear layer in section 3.2.2.
The flow we consider is a hyperbolic tangent shaped laminar profile for the










where y = ±  is the region of shear. y = 0 is the centreline of the channel, so that as
  tends to zero the flow tends to a free shear instability (see Fig. 3.1).
This geometry is usually overlooked for purely elastic flows because it cannot be
realised in the classical shear layer experiment, the flow over a backwards facing step
(see e.g Sato [111] for an example of this experiment). At high Re, the flow overshoots
the step due to inertia and the flow immediately after the step is approximated by a
hyperbolic tangent streamwise flow velocity. Purely elastic fluids have negligible inertia,
and so there is no inertial overshoot, and the flow adopts the channel flow profile
immediately after the step. Despite this, there are many flows with sharp changes









Figure 3.1: Diagram of a shear layer in a channel. x, y and z are the streamwise,
wall-normal and spanwise directions respectively. The black line shows the hyperbolic
tangent velocity profile. L is half the width of the channel.
6), transitional plane Couette flow can also contain shear layers, but we expect the
instability to have wider applications as well, such as oscillatory pipe flow (Chapter 5),
purely elastic Kolmogorov flow [58, 112], purely elastic Taylor-Couette instabilities in
shear-banded flows [113, 114] and turbulence in an elasto-inertial channel flow [42, 43].
An important class of unstable flows, closely related to the shear layer, are the co-
flows. These multi-layer or co-extrusion instabilities occur when the interface between
two immiscible fluids with di↵ering properties becomes unstable. We believe that there
is an analogy between the sharp jump in first normal stress in the shear layer and
the jump in first normal stress across the interface in a co-flow. Thus we expect our
instability to be localised in and near the region of high shear rate. Sharp changes in
stress are responsible for instability in layered flows of di↵erent fluids, and so we expect
the mechanisms involved to be similar.
Theoretical studies of layers of UCM and Oldroyd-B fluids flowing in pipe, channel
or plane Couette geometries revealed that a contrast of the first normal stress di↵erence
59
Chapter 3. A viscoelastic shear layer instability
across a mathematically-sharp interface causes undulations of the interface along
the flow direction [27–29, 34, 115–122], while a contrast of the second-normal stress
di↵erence results in undulations of the interface along the vorticity direction [123].
Studies employing more complex constitutive equations reach a similar conclusion (see
[31], for example), and the existence of these instabilities is corroborated by experiments
performed with polymer solutions and melts (see [32, 119, 122, 124–128], for example).
Hinch et al. [33] discuss the general mechanism of this instability, an analysis that we
explore further in the discussion section of this Chapter. Related instabilities have been
predicted and observed in shear-banded flows of worm-like micellar solutions where the
contrast of elastic properties between bands of the same fluid drives undulations of the
interface [113, 114, 129–138]. Finally, Wilson and Rallison [139] demonstrated that
channel flows of elastic fluids having continuously stratified elastic properties are also
unstable.
We begin by describing the shear layer problem for purely elastic flows. We
will examine the numerical linear stability analysis for a shear layer confined to a
channel flow: looking at dispersion relations and the dependence on the viscosity ratio,
Reynolds number, and Weissenberg number. We will explore how the eigenvector of
the instability compares to the Newtonian instability, before examining the influence
of the boundaries using an analysis of the free shear layer. Finally, we will consider the
influence of finite-extensibility on the problem using the FENE-P model.
3.1 Problem formulation
Throughout this Chapter, dimensionless quantities are non-dimensionalised relative to
the half width of the shear layer,  , rather than the half-channel width, L. This allows
us to examine how the shear layer instability depends on L as we approach the free
shear limit of L = 1. The dimensionalisation we use is similar to the one given in (2.4),
but we take   rather than L as the length scale, and U
0
(the velocity at the walls) as




We used an Oldroyd-B fluid at low Reynolds number (typically Re < 10) and a





. This approximates a
purely elastic flow, where the polymer contribution to the stress on the fluid is much
larger than the solvent contribution. The Oldroyd-B Navier-Stokes and constitutive
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(C   I) , (3.2)
where v is the velocity, f is the forcing that maintains the shear layer, ⌧ is the polymeric
stress tensor and C is the conformation tensor.
















(y) = 0 , (3.3)
and T
ij
is the stress tensor for the base flow. The numerical method, described in






for all disturbance variables g = u, v, p, ⌧
i,j
. Where k is the streamwise wavenumber of
the disturbance and Re( ) is the growth rate of the mode.
3.2 Linear stability analysis
At low Reynolds number, low   and su ciently large Weissenberg number we observe
an instability across a range of streamwise disturbance wavenumbers. This instability
persists for small L (albeit with a fairly complex dependence on the boundaries) and
under the FENE-P model. Before we examine the free shear instability, we will focus
on the instability when the flow is a↵ected by the channel walls.
3.2.1 The bounded shear layer
Now we consider a two dimensional flow with boundaries, with the laminar flow given in
(3.1) and (3.3). To validate our approach, we examine the high Reynolds number regime
and recover a Newtonian Kelvin-Helmholtz instability. At high Reynolds number the
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instability is insensitive to the distance to the walls when L = 10 (Fig. 3.2) and is
consistent with the Kelvin-Helmholtz instability given in Criminale et al. [62].
We see the maximum growth rate of the instability decrease with increasing
Weissenberg number, and this trend is stronger for smaller   (Fig. 3.3). This is the same
behaviour reported by Azaiez and Homsy [105] for the Kelvin-Helmholtz instability of
a polymeric fluid. At low Reynolds number, we find that the width of the channel has
a greater a↵ect on the instability of the flow. However, the flow is still unstable at large
L (Fig. 3.5).












Figure 3.2: Dispersion relations for various values of L and Re = 1000, Wi = 0.01.
When results are rescaled, the instability is found to be insensitive for L = 10.
At L = 10 the flow is unstable for Re < 0.01 far lower than the usual linear stability
threshold of Re
ls
⇠ 1000 for a Newtonian Kelvin-Helmholtz instability. This is shown
in the dispersion relations of Fig. 3.4a and the maximum growth rate dependence on
Re in Fig. 3.4b. In the Re = 0 and low   regime, we observe a maximum in the growth
rate against Weissenberg number (Fig. 3.4c). The critical Weissenberg number is fairly
constant up to   = 0.5. For larger  , the onset is delayed to very large Wi.
As the Reynolds number decreases the walls become more important to the
instability (for example, see the dispersion relations in 3.5), this makes a true Re = 0
instability di cult for us to observe. In order to remove the dependence on the walls
and recover a free shear instability it is necessary to move them further away. This
problem gets worse at lower Re. By introducing just a very small contribution from
inertia (results are taken for Re . 0.1 on the length scale of the instability), we can
remove the dependence on the walls.
The streamfunction (where the instantaneous fluid velocity is tangent to the lines of
constant colour, Fig. 3.6a), and the stresses (Figs 3.6b, 3.6c and 3.6d), show a complex
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Figure 3.3: Maximum growth rate against Weissenberg number at Re = 1000, L = 10.
The maximum of the dispersion relation decreases for the Kelvin-Helmholtz instability
as the Weissenberg number is increased. The grey dashed line is the maximum of the
dispersion relation for the Newtonian fluid. The decrease in  
r
corresponds to increased
stability of the base flow, this matches the observations made in Azaiez and Homsy
[105].
flow. As well as vortices within the shear layer, there are large vortices arranged
with opposite rotational directions above and below the shear region which extend
almost to the walls (Figs 3.7a and 3.7b). The streamfunction (Fig. 3.8a) shows that
the eigenvector extends far from the shear layer even when L is very large. This
is a very di↵erent situation from that observed for the Newtonian Kelvin-Helmholtz
instability, where there is an exponential decay in the velocity outside the region of
shear (Fig. 3.8b). The larger penetration depth out of the shear layer by the viscoelastic
eigenvector is likely linked to the stronger dependence on L relative to the Newtonian
instability.
As L increases for a particular purely elastic instability, the width of the instability
increases slightly, however in the limit of very large L the eigenvector appears
independent of the walls (Figs 3.8a and 3.6a). The extended vortices in our purely
elastic case seem to correspond to the eigenvectors in Azaiez and Homsy [105] at larger
elasticity (G ⇠ Wi/Re). Their G = 5 case would correspond to only Wi = 0.5 for
Re = 0.1 in our units, such that the instability they observe is still the inertial instability
(see Azaiez and Homsy [105] Fig. 8). Nonetheless at least one of their observations does
apply: the fact that the velocity disturbance is lower within the shear layer than outside
it implies that the shear layer will be less likely to roll up. In the Newtonian instability,
net velocities within the shear layer will distort its shape, however the purely elastic
instability appears to have less of an e↵ect on flow within the shear layer.
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(a)








































Figure 3.4: a) Dispersion relations at Wi = 50 for L = 10 with Re =
0.01, 0.1, 1, 6, 80, 100 and where Re increases from left to right. b) The change in the
maximum of the dispersion relation as the Reynolds number decreases at Wi = 5.0, for
  = 0.1 (turquoise),   = 0.5 (orange), and   = 0.9 (purple). At low Re the instability is
clearly still present for large polymer concentrations with L = 10. For comparison, the
grey line shows the maximum growth rate for the Newtonian instability at Re = 1000.
c) The change in the maximum of the dispersion relation as Wi is increased at Re = 0
with L = 10. The turquoise and orange lines gives the behaviour at   = 0.1,   = 0.5
respectively. d) The critical Weissenberg number against   at Re = 0, L = 10. The
onset of the purely elastic instability is strongly suppressed for   larger than 0.5.
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Figure 3.5: Dispersion relations for various values of L at Re = 0.1, Wi = 100. Even
when the system is insensitive to the walls (at L = 80 for this Reynolds number) there
is still an instability present.
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(a)
(b)
Figure 3.7: Vector plots of the eigenfunction of the instability when Re = 0.1, Wi = 50,
L = 10,   = 0.1 and k = 0.04 using 200 psuedospectral points. The axes are in units
of the half channel width. Turquoise is the isoline for u = U( ), orange is the isoline
for u = U(  ). b) is a zoomed version of a).
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(a)
(b)
Figure 3.8: Panel a) shows streamfunction of the largest eigenfunction of the instability
when Re = 0.1, Wi = 100, L = 200,   = 0.1 and k = 0.015 using 250 psuedospectral
points. Red is positive (streamlines of the flow point clockwise around the contours),
Blue is negative (streamlines of the flow point anticlockwise around the contours).
Panel b) shows real part of the streamfunction of the Newtonian Kelvin Helmholtz
instability at Re = 100, k = 0.722 compared with the purely elastic Oldroyd-B and
FENE-P instability for   = 0.1, Re = 0.0, k = 0.02, Wi = 50.0, both at L = 20.
Newtonian eigenvector (orange), with the Oldroyd-B (turquoise) and the FENE model
(dashed purple) at ` = 100. The phases of the three eigenfunctions are such that the
y = 0.5 point has zero imaginary part. The streamfunction of the Newtonian Kelvin
Helmholtz instability decays exponentially towards the channel walls, whereas large
vortices are present outside the shear layer in the purely elastic case.
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3.2.2 The free shear layer
The analysis was repeated in the limit of no boundaries on the flow by performing a






1   y , 0  y  1
y
1 + y
,  1  y  0
(3.5)
U = tanh z , (3.6)
This system ought to be completely insensitive to the boundary conditions at the walls
so we refer to it as ‘free shear’ throughout this chapter.
For a free shear layer we observe an instability grow from around k ⇠ 0.06 and move
to lower wavenumber as the Weissenberg number increases. The dispersion relations
shown in Fig. 3.9b show this dependence of the unstable eigenvalues on Wi. The
dispersion relation for the instability remains broad in k until Wi ⇠ 100 where a new
eigenvector becomes dominant.

































Figure 3.9: a) Free shear version of the instability. Plot of the maximum growth
rate against Weissenberg number at Re = 0.01. b) Dispersion relations at various
Weissenberg numbers to accompany the trend in Fig. a).
The maximum of the instability also increases with increasing Weissenberg number.
Extracting the maximum growth rate from the dispersion relations at a fixed Re for
various Wi allows us to show how the instability depends on both   and Wi (Fig. 3.9a).
The maximum growth rate saturates at Wi ⇠ 50 and remains approximately constant
with increasing Weissenberg number. The slight non-monotonicity in the curve is the
result of the switch-over in the dominant instability eigenmode.
As the Reynolds number is reduced the Newtonian Kelvin-Helmholtz instability
disappears and an entirely separate, purely elastic instability arises. Although the
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Figure 3.10: a) Free shear version of the instability. Plot of the maximum growth rate
against Reynolds number with Wi = 50. b) Dispersion relations at various Reynolds
numbers to accompany the trend in Fig. a).
dominant eigenvalue changes often as Re decreases, the flow is still unstable even down
to Re = 0.01 (see Figs 3.10a and 3.10b). Again, the complicated dependence on Re
appears to be due to the appearance and disappearance of new dominant eigenmodes
of the instability.
The free shear layer does show some di↵erences from the shear layer with walls as
the Reynolds number is reduced, however at high Re they look very similar (Fig. 3.11).















Figure 3.11: The maximum growth rate for the instability of the free shear layer
(turquoise) and bounded shear layer (orange) at L = 10. By Re = 1 the bounded
shear layer appears insensitive to L.
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3.2.3 Consistency of results with the FENE model
The FENE-P viscoelastic fluid has the advantage of being similarly easy to analyse
using our spectral method, but also including a finite extensibility for the polymers.
This leads to a stress which depends on a conformation tensor (C) for the polymer











This is the dimensionless form of (1.26). As discussed in the introduction, this model
adds shear thinning to the Oldroyd-B model, and prevents the stress diverging as tr(C)
approaches `2. ` is a measure of the maximum extension of the polymers — unrelated
to the length scale of the flow L.
The finite extensibility version of the shear layer with walls gives good agreement
with the Oldroyd-B version with a half-channel width of L = 10. The dispersion
relations (not shown) have a similar shape to Fig. 3.4a. Shorter lengths bring about a
stronger instability and do not delay it to higher Weissenberg number (Fig. 3.12). A
shorter length scale for the polymers results in an amplification of the instability.












Figure 3.12: Plot of the maximum growth rate against Weissenberg number at Re = 0,
  = 0.1 and L = 10 for the Oldroyd-B model and two values of `, the maximum polymer
extension length. The Oldroyd-B model corresponds to ` ! 1. The grey line shows
the maximum growth rate for the Newtonian instability at Re = 1000 for reference.
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3.3 Discussion
In Fig. 3.3, we have reproduced the behaviour of the Kelvin-Helmholtz instability in a
dilute polymer solution, given by Azaiez and Homsy [105]. We have also shown that
there is a new, purely elastic shear layer instability at low Re and high Wi (Fig. 3.4a).
The instability is both robust under altering the width of the channel containing the
shear layer, and is present in flows with boundaries as well as in the unbounded flow
(Figs 3.4a and 3.9b). However, when the shear layer is wide and the Reynolds number
is small, the shape of the dispersion relation is a↵ected by the presence of the walls
(Fig. 3.5), and the maximum growth rate increases (Fig. 3.11). The linear instability
consists of vortices above and below the shear layer (Fig. 3.7a) as well as within it
(Fig. 3.7b). This is in contrast to the Newtonian Kelvin-Helmholtz instability, where
there is an exponential decay in velocity outside the shear layer.
The analysis for the system in the channel has implications for the self-sustaining
process. The Kelvin-Helmholtz instability in the Newtonian SSP takes place on a length
scale of about 10% of the width of the channel, or L = 10. If this length scale is similar
in the purely elastic case, we can say that the viscoelastic Kelvin-Helmholtz instability
is sensitive to the walls at L = 10 and a Re . 1 (see Fig. 3.11). However, this uses
the shear layer length scale   for Re: using the channel length scale L, the boundaries
will a↵ect the flow when Re . 10. Given that purely elastic flows typically occur with
Re < 1, the purely elastic shear layer instability in the plane Couette self-sustaining
process (Chapter 6) should be a↵ected by the boundaries.
We have seen and characterised a generic instability of a shear layer in a purely
elastic flow. In Chapter 5 we will investigate this instability as a mechanism for the
instability of the oscillatory channel flow of an Oldroyd-B liquid. In Chapter 6, we
expose the instability which drives streamwise vortices and streaks in plane Couette
flow (the most non-normally amplified structures) unstable. We will see that the
wavenumbers, Weissenberg and Reynolds numbers characteristic of the shear layer
instability are consistent with an instability of purely elastic streaks. In the next
chapter, we check the non-linear behaviour of this instability and show that the non-
linear terms do not saturate until the instability has produced a secondary flow with
kinetic energy of ⇠ 1% of the base flow.
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The nonlinear dynamics of a
viscoelastic shear layer
In the previous chapter, we found an instability in a viscoelastic shear layer. In this
Chapter we obtain 2D steady and travelling wave solutions from that instability. We
use both an adapted form of the root finding algorithm of Chapter 2, and a 2D time
iteration code for the Oldroyd-B model, which is introduced below.
The nonlinear dynamics of the Newtonian shear layer is an important flow, with
relevance to a wide variety of experimental flows, from combustion devices to water
waves. We know that the Kelvin-Helmholtz instability of a shear layer has an
eigenvector known as Kelvins cat-eyes — a line of vortices within the shear layer
[140]. From here the shear layer widens, and nonlinear e↵ects become more and more
important until eventually it rolls up and the vortices merge. Experiments show that
this process repeats, with vortices pairing and merging as the shear layer develops (an
example experiment is given by Winant and Browand [141]). Theoretical approaches
to the problem include small amplitude nonlinear equations, such as the Stuart Landau
equation as well as simulations of point vortices and full time dependent flow simulations
[142]. The Stuart Landau equation accurately reproduces the roll-up of the vortices
[143]. Direct numerical simulations of a spatially periodic flow show that all vortices
eventually merge until there is one vortex in the domain [144].
In the introduction to the previous chapter we considered the interfacial instability
between two fluids of di↵erent viscosity — a Newtonian problem which is quite close to
our own. This problem has also been the subject of some nonlinear analysis: including
terms of higher order in the perturbation, and in the long wavelength limit, weakly
nonlinear analysis yields a Kurumoto-Sivashinsky equation with steady, quasi-periodic
and travelling wave states [145]. To date, there is no evidence of roll-up of the interface
for this instability.
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There is little understanding of the nonlinear dynamics of viscoelastic flows. A
weakly nonlinear analysis has demonstrated the nonlinear instability of viscoelastic
plane Poiseuille flow [146], despite its linear stability [19]. The closest numerical study
to our own is probably by Renardy [147], where they consider a Landau expansion for
the plane Poiseuille flow of two layers of UCM fluid. This problem also involves a jump
in viscosity to replicate the experiments of Khomami et al. [148], however, when the
viscosity of the two fluids is the same they find an instability when the height of the
lower fluid layer is 30% of that of the upper layer. Removing the e↵ects of viscosity
stratification and surface tension, they find that the instability caused by the jump in
Wi at the interface is supercritical.
In shear banded Plane Poiseuille flow of the Johnson-Segalman model there is
numerical evidence for a nonlaminar steady state [135]. The flow shear bands such
that there is a plug flow in the centre of the channel with zero shear rate. The shear
banding interfaces at the top and bottom of this region are unstable to waves in the
streamwise direction. In the final steady state, these interfaces are travelling waves
that move in-phase.
In Chapter 3 we found an instability for the purely elastic shear layer flow. In this
Chapter, we check that this instability does not saturate at very small amplitude, and
that it has a significant e↵ect on the flow. We also explore the whether the instability
is subcritical or supercritical as we change the Weissenberg number. The problem we
consider is the same laminar profile as (3.1). The set-up is identical to Fig. 3.1, but in
order to maintain the laminar profile we must introduce a body forcing to the equation
for the streamwise velocity. This forcing ensures that the hyperbolic tangent profile is
the laminar flow, and that any deviation from this is due to instability.





this equation using the streamfunction formulation of (3.2) where u = @ 
@y
and v =  @ 
@x
.






r2 + (v · r)r2 
i
=  r4   (1    )r ⇥ r · ⌧ (4.1)




(C   I) (4.3)
@
t
C+ (v · r)C = (rv)T · C+C · (rv)   ⌧ . (4.4)
We still require an additional equation for the mean velocity. For the y-component, the
boundary conditions ensure that this is zero everywhere. However, for the x-component
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mean velocity, u = @ 
@y




















+ f(y) , (4.5)
where · is an average in the x direction, corresponding to the zeroth Fourier mode,
and f(y) is the forcing. The laminar stresses given in (3.3) for a x independent flow



















4.1 Time iteration numerical method
In order to simulate these equations we discretise them in both time and space. We
developed a spectral method in space and a 4th order implicit-explicit hybrid method in














(y) = cos(m arcos(x)) ,
where g is any flow variable, T
m
is the mth Chebyshev polynomial of the first kind, N
is the number of Fourier modes, M is the number of Chebyshev modes and k
x
is the
wavenumber of the discretisation. We use the pseudospectral method given in appendix
A.1 to perform derivatives and products.
To discretise in time, we use a 2-stage, partially implicit method. First we calculate
a prediction of the fields at the half step, then we use this prediction for the calculation
of the nonlinear terms in the full step. For each of these stages the calculation is implicit
in the linear terms and explicit in the nonlinear ones.
The equation for the streamfunction, given in (4.1), involves a time derivative of the
Laplacian of  , therefore, in order to calculate  we must invert a di↵erential operator.
Fortunately, this problem decouples in Fourier space, so we may treat each Fourier
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where s is the discrete index to the current time, h is the size of the time step, ⇥ is a
nonlinear function with terms in the products of  and c, and   is a nonlinear function
with terms in the products of  with  . D is an operator which acts on c to give the
polymeric stress terms in (4.1). ⇥,   and D are given by,









+ AT c + cA (4.10)
































Dc = (    1)
Re
r ⇥ (r · c) . (4.13)
The inverse operators in square brackets are formed by inverting a matrix problem
once for each Fourier mode at the beginning of the code with the no-slip boundary








(±1) = 0 . (4.14)
For the zeroth Fourier mode of  , we use (4.5) the streamwise component of the
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(±1) = 0 (4.16)
 
0
( 1) = 0 . (4.17)
This final boundary condition sets the gauge of  . The program is written in the C
programming language, and is given online [149].
4.2 Time iteration code validation
Considerable e↵ort was spent validating the time iteration code to ensure that it is
accurate and numerically stable. In this section we summarise this analysis. Firstly,
each method in the code (including the derivatives in x and y, and the method for
calculating products) was tested against analytical solutions and an independent code
written in the Python programming language. For a global test of the entire code we
considered well known flow results for plane Poiseuille flow, which can be corroborated
using numerical and analytical linear stability analyses from the literature and using our
own 1D linear stability codes. We have also used the solutions obtained from Chapter
2 to ensure that the time iteration code can reproduce the travelling wave solutions.
4.2.1 Poiseuille flow linear stability
Viscoelastic plane Poiseuille flow is linearly stable at all Reynolds and Weissenberg
numbers, as well as viscosity ratios [19]. Each mode of the streamfunction,  ought
to decay exponentially with the leading eigenvalue  , from the corresponding linear
stability problem. Eventually the flow should return to plane Poiseuille flow. This
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provides a test of the validity of our time iteration code.
We perform runs at two settings and perturb the zeroth, first and second modes in
turn. The decay rate of the L2 norm of  is then compared with the leading eigenvalue
from the linear stability analysis for that mode. For eigenvalues with an imaginary part
it is necessary to examine a single mode and fit a decaying sinusoidal oscillation. The
imaginary part can be obtained from the frequency of this oscillation.
In order to check that the decay of perturbations to the time iteration code is correct,
we need to perform a linear stability analysis of the base flow. At low amplitudes of
perturbation (we use amplitudes of ⇠ 10 8), the nonlinear terms are too weak to a↵ect
the dynamics and so di↵erent Fourier modes should decouple and evolve independently.
By considering a perturbation in a single mode in the x-direction we can do a linear
stability analysis to obtain a decay rate and an oscillatory wavelength for the decay of














where the base flow variable is given by G̃ and g̃ gives the strength of the perturbation.
k
x
is the wavenumber of the perturbation and   is the decay rate.







linearising about the base flow, we obtain the linear stability analysis equations given
in B. Solving these equations for the decay rate corresponds to finding the solution to
the generalised eigenvalue problem,
Lq =  Bq , (4.19)








and L and B are
matrices for the equations in spectral space.
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4.2.2 The zeroth mode
For a perturbation with zero streamwise wavenumber, the linear stability equations
reduce to,
















































where v = 0 by incompressibility and the boundary conditions. The base profile is

























Solving these equations for   yields the decay rates of the various eigenmodes of the
linear stability problem. Equation 4.22 gives either c
yy
= 0 or
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= 0 , (4.33)
and so,
  =










where n is an integer. This gives us the complete eigenvalue spectrum for perturbations
with zero streamwise wavenumber.
Figure 4.1: Norm of the streamfunction vector, M = 64, Re = 0.1, Wi = 1.2,   = 0.8,
k
x
= 0.0 for two di↵erent time steps, 10 3 (green) and 10 4 (red). The fit for the
spectrum plots is found using the decay rate for the initial fast decay, approximately
from 1 ⇠ 10 time units.
To test the code we add the perturbation and record the norm of the streamfunction
as it decays (Fig. 4.1). We then fit this plot to extract a decay rate and plot it on the
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spectrum of eigenvalues (Fig. 4.2). As   is reduced the decay rate of a perturbation
becomes even more negative and it becomes increasingly di cult to measure. We
believe the simulation requires a smaller time step in this regime because there is a
large separation between the timescales of the Newtonian inertial motion of the fluid
and the much longer elastic time scale of the polymeric fluid. For   = 0.1 we needed a
time step of 10 4 to resolve the zeroth mode decay rate. However, as is evident from
Fig. 4.2, the code is able to reproduce the linear stability analysis very accurately.
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(a) (b)
(c) (d)
Figure 4.2: Eigenvalue spectra for the zeroth mode with M = 64 and a time step of
10 4. Square, turquoise symbols are the analytic solution, orange dots are the result
from the fit of the time iteration code. a) Re = 1000, Wi = 0.5,   = 0.9, k
x
= 0.0.
b) c) and d) are the spectra for the viscoelastic case with Re = 0.1, Wi = 1.2 and
  = 0.8, 0.3, 0.1 respectively.
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4.2.3 The first and second modes
Rather than calculate the eigenvalue spectrum analytically when the streamwise
wavenumber, k
x
is non-zero we use a 1D linear stability code to numerically calculate
a spectrum of eigenvalues. The eigenvalues are now complex, but the calculation of the
decay rate using the norm of the streamfunction can only provide the real part. To
overcome this di culty we also calculate the most unstable eigenvalue using a single
Chebyshev mode (we arbitrarily choose the sixth mode in this analysis). The frequency
of oscillation of this mode provides the imaginary part of the eigenvalue (Fig. 4.3).
Fig. 4.4 shows the results of a few of these fits on the first mode, and Fig. 4.5 shows
the results for the second mode. Although the results do not match quite as well as
the zeroth mode results, we believe this is due to the crowding of eigenvalues in the
spectrum. It takes a long time for two states with nearly indistinguishable decay rates to
separate completely. It seems likely that the flow is still made of a mix of eigenvectors,
which makes it more di cult to accurately fit it to the eigenvalue spectrum.
Figure 4.3: Example of a fit to a single Chebyshev mode of the 1st Fourier mode of  .
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Figure 4.4: Eigenvalue spectra compared with the dynamics of the first Fourier mode
with M = 64. The orange disc is the result from the fit of the time iteration code norm
of the streamfunction, the purple disc is from the fit to the sixth Chebyshev mode.
The turquoise squares are the linear stability analysis result. a) Re = 1000, Wi = 0.5,
  = 0.9, k
x
= 1.0. b) c) and d) are the spectra for the viscoelastic case with Re = 0.1,
Wi = 1.2, k
x
= 0.7 and   = 0.8, 0.3, 0.1 respectively.
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(a) (b)
(c) (d)
Figure 4.5: Eigenvalue spectrum compared to the fit of the second mode of the time
iteration run at M = 64. The orange disc is the result from the fit of the time iteration
code norm of the streamfunction, the purple disc is from the fit to the sixth Chebyshev
mode. The turquoise squares are the linear stability analysis result. a) Re = 1000,
Wi = 0.5,   = 0.9, k
x
= 2.0. b), c) and d) with Re = 0.1, Wi = 1.2, k
x
= 0.7 and
  = 0.8, 0.3, 0.1 respectively.
85
Chapter 4. The nonlinear dynamics of a viscoelastic shear layer
4.2.4 Travelling wave solutions
We have also time iterated the viscoelastic travelling wave solutions of Chapter 2, to
ensure that they correspond to a steady state (Fig. 4.6). If we compare the Fourier
modes of the travelling wave solution and the steady state, the curves are coincident
(these figures are not shown here). To measure the convergence, we measure the norm
of the di↵erence between the travelling wave solution and the time iterated steady state
for each Fourier mode (shown in Figs 4.7).
Figure 4.6: The kinetic energy with time of the travelling wave solution (horizontal line)
and the time integration of a random initial perturbation to Poiseuille flow (turquoise).
N = 7, M = 40, Re = 4000, Wi = 1.0,   = 0.1, k
x
= 1.38, h = 0.01
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(a) (b)
(c) (d)
Figure 4.7: Comparison of the travelling wave solution and the time iteration solution
after 2000 time units. The x-axis gives the Fourier mode and the y-axis shows the sum
of squares of the di↵erence between the travelling wave solution and the time iterated
state, for N = 8, M = 50, Re = 4000, Wi = 1.0,   = 0.1, k
x








4.3 Results of the 2D time iteration
Having validated the code, we look for nonlinear steady and time periodic solutions
by time iteration of a purely elastic shear layer instability. We search for solutions at
parameters on constant contours of elasticity (El = Wi/Re) and consistent with the
linear stability analysis (Fig. 4.8). We time iterate the equations using a random initial
condition which satisfies the boundary conditions.
After an initial transient (usually of around 100 time units), we obtain steady
(Fig. 4.9a) or time periodic states (Fig. 4.9b). The nature of these states is evident
from the behaviour of the kinetic energy which is either steady or oscillates with fixed
period in time. The kinetic energy is scaled by Poiseuille flow, just as in (2.13), so that
the kinetic energy of the laminar shear layer flow is KE
lam
= 1.6875, and the nonlinear
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Figure 4.8: The linear stability analysis of Chapter 3. A phase diagram showing the
growth rate for various Reynolds and Weissenberg numbers at   = 0.1. Grey lines
are contours of constant elasticity. Black squares are data points for which the flow is
linearly stable.
structures saturate with a kinetic energy of approximately 0.1 1% of the laminar flow
in the streamwise dependent modes.
(a) (b)
Figure 4.9: Kinetic energy of the 1st mode from a viscoelastic run. 4 Fourier modes,
320 Chebyshevs, with a time step of h = 0.01. a) Steady state at Reynolds number of
0.15 and at Weissenberg 1.5. b) time periodic state Re = 0.4 and at Wi = 4.0. The
large scale periodic pattern in the peaks is due to the low resolution sampling of the
kinetic energy in time to make this plot.
We find that at low Wi the flow transitions to a stationary wave at the interface,
but at higher Wi this wave begins to travel. The travelling wave state moves along
the shear layer with a fixed velocity, otherwise, it looks very similar to the stationary
state. Our simulations do not show roll-up of the interface for the purely elastic flow.
An example travelling wave state with Re = 0.1, Wi = 4.0 and   = 0.1 is shown in
Fig. 4.10. The orientation of the arrows gives the direction of the velocity, and the size
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of the arrows gives its strength. The out-of-plane vorticity is a measure of the rotation
of fluid parcels,
! = (r ⇥ v) · e
z
(4.36)
A long wavelength dependence on the streamwise direction is visible in all the variables,
v,! and the components of the stress.
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Figure 4.10: The vorticity (colour) and velocity (arrows) along with the three
components of the stress. 6 Fourier modes, 320 Chebyshev polynomials, with a time




4.3. Results of the 2D time iteration
In Fig. 4.11 we explore the dependence of the average kinetic energy of the final
state on Re and Wi. Squares are stable points, circles are steady solutions, triangles are
travelling wave solutions, and crosses mark simulations that became unphysical without
reaching a steady state. The colour gives the time averaged kinetic energy, which we
calculate by averaging over 200 time units of the simulation after it has reached its final
state.
Figure 4.11: Kinetic energy of 1st mode of instability 4 Fourier modes, 320 Chebyshev
polynomials, with a time step of h = 0.01, and wavenumber corresponding the most
unstable mode from linear stability analysis. Squares are stable points, circles are
steady solutions, triangles are travelling wave solutions, and crosses mark simulations
that did not complete. Grey lines mark contours of constant elasticity.
We expect that the vorticity will increase in the nonlaminar flow, increasing energy






where the integral is over the fluid area in one streamwise wavelength. We can plot
the kinetic energy of the first Fourier mode and the enstrophy to produce bifurcation
diagrams along lines of constant El (Figs 4.12a and 4.12b). The transition appears
to be supercritical, both from the laminar flow to the stationary waves, and from the
stationary waves to travelling waves. The initial bifurcation to a stationary wave state
bifurcates to travelling waves at Wi ⇠ 2.5.
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(a) (b)
Figure 4.12: Bifurcation plots for a) the kinetic energy of the first Fourier mode and b)
the enstrophy of the instability subtracted from the background flow. The plots show
the dependence of the solutions on Weissenberg number at constant elasticity. The
results are converged, with 4 Fourier modes, 320 Chebyshev polynomials, and a time
step of h = 0.01.
As   increases it becomes increasingly di cult to time iterate the equations without
the code becoming numerically unstable. However, just as we saw in the linear stability
analysis, increasing   stabilises the flow (Fig. 4.13a). We can also see from the phase
diagram that both the stationary and travelling wave states persist for   at least as
large as 0.4. Although we could not obtain solutions above   = 0.6, the linear stability
analysis (Fig. 3.4d) shows that the flow is quickly stabilised to the purely elastic shear
layer instability at high  .
The instability is robust on changing the width of the shear layer, and persists up
to   = 0.3, Wi = 5 (Fig. 4.13b). It appears that the steady state solutions only exist
for   . 0.1, and that at higher   the flow transitions to the travelling wave solutions.
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(a)
(b)
Figure 4.13: Phase diagrams for the enstrophy of the nonlaminar solutions in the
at Re = 0.1: a) in the  , Wi plane and b) in the  , Wi plane. All solutions have a
resolution of 4 Fourier modes, 320 Chebyshev polynomials, and a time step of h = 0.01.
The solution is calculated using the streamwise wavenumber corresponding the most
unstable mode from linear stability analysis.
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4.4 Exact solutions
Now that we have obtained a set of steady states, we can use these as approximate
solutions for a Newton Raphson method, closely related to the method of Chapter 2.
Using this method we were able to calculate a stationary solution at Re = 0.1 and
Wi = 1.2. However, calculating shear layer exact solutions is di cult due to the high
resolutions required to resolve these flows. At highWi the number of degrees of freedom
needed to resolve the steady states becomes very high. This leads to very sti↵ numerical
eigenvalue problems with high condition number, and makes Newton Raphson very
di cult. However, the solution we find is very close to that found by time iteration, as
shown in the mode by mode plots of the streamfunction and streamwise normal stress
(Fig. 4.14 and 4.15).
Figure 4.14: Mode by mode comparison of the streamfunction of a solution (green)
with the corresponding steady state from time stepping the equations of motion. 4
Fourier modes, 256 Chebyshev polynomials, wavenumber of 0.7, at a Reynolds number
of 0.1,   = 0.1 and Weissenberg of 1.2.
The laminar flow subtracted plots of the exact solutions show that the flow structure
is very similar to the eigenvector of the linear instability (compare Figs 3.6a and
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Figure 4.15: Mode by mode comparison of the xx component of the conformation
tensor of a solution (green) with the corresponding steady state from time stepping the
equations of motion. 4 Fourier modes, 256 Chebyshev polynomials, wavenumber of 0.7,
at a Reynolds number of 0.1,   = 0.1 and Weissenberg of 1.2.
4.16. It appears that the linear instability grows and then saturates without changing
shape, giving a wave to the region of high shear. Focussing on a vector plot of the
stationary state with the mean flow subtracted shows a similar structure to the linear
stability eigenvector (compare Fig. 3.7a with 4.16 and 4.17). Contours show where the
streamwise velocity is equal to its unperturbed value at the edge of the shear layer,
u = U(± ).
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Figure 4.16: The mean flow subtracted velocity, vorticity and stresses of a stationary
solution to the viscoelastic shear layer equations. 4 Fourier modes, 256 Chebyshev
polynomials, wavenumber of 0.7, at a Reynolds number of 0.1,   = 0.1 and Weissenberg
of 1.2.96
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Figure 4.17: The mean flow subtracted velocity of a stationary solution to the
viscoelastic shear layer equations. 4 Fourier modes, 256 Chebyshev polynomials,
wavenumber of 0.7, at a Reynolds number of 0.1,   = 0.1 and Weissenberg of 1.2.
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4.5 Discussion
In this chapter, we found that the purely elastic shear layer instability leads to non-
laminar steady states in 2D. We have seen this using both a time dependent simulation
and a Newton Raphson method on the Oldroyd-B equations. We found that beyond
the onset Weissenberg number, the instability saturates to steady states with the same
shape as the eigenvector and an amplitude relative to the mean flow of approximately
1%.
For low Wi these steady states are stationary, but for Wi & 2.5 they begin to travel
in the streamwise direction. The bifurcation from the laminar flow to the stationary
wave flow is supercritical as we increase Wi at constant elasticity. This stationary wave
flow bifurcates further at higher Wi to the travelling wave flow, and this bifurcation is
also supercritical.
In contrast to the Newtonian case, where the shear layer rolls up into vortices, a
wavy shear layer in the purely elastic flow appears stable in 2D. It is possible that the
purely elastic shear layer also rolls up for larger Wi. A possible next step would be to
consider the stability of a single purely elastic vortex, as in Michalke and Timme [150].
This would allow us to say whether or not the shear layer can roll up as the Newtonian
shear layer does. However, as we have discussed in the introduction to Chapter 3,
the shear layer instability is of limited interest on its own. The importance of this
instability is as a mechanism for the instability of more complex flows, where internal
shear layers exist.
Now that we have validated the shear layer instability and the time iteration
code that can reproduce it, we would like examine more complicated, real world flow
scenarios to see if the shear layer instability can explain them. In the next chapter
we use a slightly altered version of the time iteration code to we link the shear layer





In this chapter, we consider a purely elastic instability related to the shear layer
instability of Chapter 3. Although not directly related to the search for purely elastic
exact coherent structures, we hope to relate the shear layer instability to a flow seen
in experiments. We consider a channel flow driven by a sinusoidally oscillating piston
(Fig. 5.1), ignore the end e↵ects due to the piston, and consider only the flow due to
an oscillating pressure gradient.
We shall see that, for a Newtonian fluid, the low Reynolds number laminar flow is
very similar to the plane Poiseuille solution generated by the instantaneous pressure
gradient. However, for some purely elastic flows, the laminar flow solution is more
complex, leading to additional peaks in the streamwise velocity. These extra peaks can
lead to large increases in the flow rate and a layered laminar profile with large shear
rates between the layers. We will refer to purely elastic laminar solutions with this
behaviour as laminar flow resonances.
These resonances have been thoroughly investigated, beginning with the analytical
study on the flow between oscillating parallel plates [99]. The UCM model in pipe flow
also shows these resonances [151, 152] and they persist when a spectrum of relaxation
times are included [153].
Experiments on the flow of worm-like micelles under an oscillating pressure gradient
in a pipe show a similar resonant behaviour due to the elasticity of the fluid [154].
The complexity of the laminar flow is understood in terms of the resonance of waves
extending from the pipe walls [152, 155], and has been studied for our flow [99]. The
resonant laminar flow leads to a linear instability and the formation of vortex rings
[22]. The laminar flow at the instability consists of regions with large shear rate even
at low Re, a similar flow scenario to that of the shear layer instability of Chapter 3.
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This encourages us to investigate whether there is a connection between the instability
of Chapter 3 and the instability of the worm-like micellar oscillatory flow.
However, worm-like micellar flows have a complex rheology, with the presence of
both strong shear thinning as well as normal stress e↵ects. In order to relate the
instability of these experiments to the one of Chapter 3 we must separate out the shear
thinning, normal stress and Newtonian mechanisms of instability. To eliminate the
shear thinning e↵ects we perform our analysis using the Oldroyd-B model. If our flow
instability matches the experiments then we have reason to believe that shear thinning
is not responsible.
To eliminate Newtonian e↵ects, we must restrict ourselves to a range of parameters
where the Newtonian oscillatory flow is stable. Experimental studies of Newtonian
oscillatory flows have found critical Reynolds numbers in the range Re = 100–1000
[156–158]. In the transitional regime the flow contains bursts of turbulence during
the cycle of the pressure gradient, followed by relaminarisation. Blennerhassett and
Bassom [159] examined a Newtonian flow in a channel with oscillating walls. Although
this flow is di↵erent, a mapping exists between the oscillation of the walls and the
oscillation of end plates [154], which makes the laminar profiles similar. They perform
a numerical linear stability analysis by decomposing disturbances into Fourier modes
in time. Depending on the channel width, they found a critical Re ' 640 for the onset
of instability. We will be operating where Re < 1, low enough that the Newtonian
instability will not be relevant.
We examine the oscillating channel flow of an Oldroyd-B fluid within a channel, and
find similar resonances to those found in the pipe case. We find a linear instability of the
flow, dependent on the Weissenberg and Deborah numbers, and follow this instability
to a nonlinear steady state. The neutral curve for the instability matches the resonance
in the base flow and the eigenvectors are localised in regions of high shear, leading us
to conclude that the enhanced shear rate of the resonant flow is responsible for the
instability.
100








Figure 5.1: Diagram of a piston-driven plane Poiseuille flow. Far from the piston we
can approximate the flow with an oscillatory pressure gradient.
5.1 Laminar flow solution
First we solve for the laminar flow of an Oldroyd-B fluid due to an oscillating applied
pressure gradient, @p
@x
=   cos (!t), in a channel. The pressure gradient forces a
streamwise velocity profile, so that we can express each variable in terms of complex




for the streamwise velocity. From





























r2v + r · ⌧ . (5.2)











  i⇢!u =   , (5.3)
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Applying the boundary conditions for channel flow with half width L, u(y = ±L, t) = 0,
we find that











where we have written the full time-dependent solution.






































where C is a dimensionless constant of the flow.
5.1.1 Dimensionalisation
Following Casanellas and Ort́ın [152], we use both Deborah and Weissenberg numbers
to characterise the flow. We also define the Reynolds number,















is the total viscosity. A piston is situated far upstream of the simulation
box to cause the oscillating pressure gradient. This piston enters the simulation only
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through the parameter z
0
, the amplitude of the piston oscillation. For the velocity
scale of the dimensionalisation we choose the mean velocity of the laminar flow over a
quarter cycle. This is just the area swept out by the piston in a quarter period divided











We scale the time with !, the velocity with 1/U
0
, and the stress with ⌘pU0
L
.












To find the coe cient of the applied pressure gradient we need an expression for the
amplitude,   in terms of the other variables. We equate the area of fluid in a quarter















using this expression for   we can now write the coe cient of the pressure gradient







































v · r⌧   (rv)T · ⌧   ⌧ · (rv)
i
= (rv)T + rv . (5.17)
5.1.2 Solving for the base profile
For the base profile, we divide (5.6) by U
0
and substitute in our expression for  ,
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where ↵̃ = ↵L is the dimensionless wavenumber of the laminar flow. We can rewrite












Now we calculate the components of the conformation tensor of the laminar flow





(c   I) . (5.20)
From (5.17) and (5.20) we find that C
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substituting in the value of C
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eit + c.c , (5.23)

































































5.2. Resonance of the base flow
5.2 Resonance of the base flow
When we examine the laminar flow solution (5.18) we see that for most choices of the
parameters the laminar profile match the Newtonian profile, consisting of an oscillating
form of plane Poiseuille flow. However, at very low   and depending on De, the laminar
flow velocity can contain multiple peaks. These multiple peaked solutions are known as
resonances in the laminar flow velocity. This e↵ect has been observed before [99] and
can be understood in terms of the constructive interference of waves in the streamwise
velocity extending from the walls of the channel [152].













To aid in comparison with the experiments, we choose the same constant value of the
Elasticity number, El = 1182.44 and the same viscosity ratio,   = 0.0016. This means
that Re is determined by Wi and we can characterise the flow using only De and Wi.
We use (5.18) and look for parameters where there is a strong enhancement in the
streamwise velocity. These resonances depend on De, and each resonance corresponds
to a number of peaks. First there is one strong peak in the centre of the channel
(De ' 41, Fig. 5.2a) then three (De ' 120, Fig. 5.2b), five (De ' 220, Fig. 5.2c), and
so on. We also find that each successive resonance has a weaker maximum streamwise
velocity.
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(a) (b)
(c)
Figure 5.2: a) Shows the velocity profile at the time of the maximum velocity for
De = 41. b) De = 120, c) De = 220.
At the resonances the flow is organised into layers or bands at di↵erent velocity
with sharp changes in velocity between the layers. The strong layering in the resonant
velocity profiles lead us to suspect that they may be vulnerable to a shear-layer
instability. In Chapter 3 we showed that purely elastic shear layers are unstable. This
implies that flows near a resonance should be unstable via a similar mechanism.
At a resonance, the shear waves extending from the walls interfere constructively
and the maximum velocity increases. We can use this to quantify the locations
of the resonances by optimising for the maximum velocity at y = 0 and over one
piston oscillation (T = 2⇡). To do this we use a global method from the computer
algebra software, Mathematica [160]. We find that the resonance is independent of our
dimensionless Wi (Fig. 5.3), and that there are peaks corresponding to the resonances
(Fig. 5.4).
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Figure 5.3: Density plot of the maximum velocity at y = 0 in a period of the base
flow. It is independent of Wi and there is a sharp peak around De = 40 and another
at De = 120.
We know that the purely elastic shear layer instability depends on large changes
in the first normal stress di↵erence. For the laminar flow, ⌧
yy
= 0, therefore ⌧
xx
is a
measure of the first normal stress di↵erence. If we plot the maximum of the first normal
stress di↵erence for the flow, optimised over y and t, for all De and Wi, we find that
this does depend on Wi (Fig. 5.6). We consider ⌧
xx
over one period and average the
stress at each location y, shown in Fig. 5.5. From this plot we can extract the points
with the greatest stress, y⇤, shown by the grey lines in the plot.
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Figure 5.4: The maximum velocity for y = 0 in a period of the base flow. There is a
sharp peak around De ⇠ 40, and a smaller peak around De ⇠ 120.
Figure 5.5: The average streamwise stress, ⌧
xx
, for De = 120, Wi = 32. The grey lines
give the locations of the maxima at y⇤ = ±0.36.
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Figure 5.6: Density plot of the maximum streamwise stress, ⌧
xx
, over the domain in a
period of the base flow.
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5.3 Numerical method
We adjust the time iteration method outlined in Chapter 4, so that we can simulate
the oscillatory flow equations. We use the same streamfunction (u = @ 
@y
, v =  @ 
@x
),





































+ (v · r) c = (rv)T · c+ c · (rv)   ⌧ , (5.31)
where the second equation is for the mean flow velocity. Where the bar symbol, ,
refers to the mean over the streamwise (x) direction of the variables underneath it.
As well as the coe cients for the dimensionalisation, we also rescale the conformation
tensor c by ⇡/2 in order to simplify the equations somewhat. When we take these
equations and substitute them into the time iteration method of section 4.1 we obtain



































































































































































where just as in (4.11),
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The discrete index to the current time is s, h is the size of the time step, ⇥ is a nonlinear
di↵erential operator with terms in the products of  and c, and   is a nonlinear
di↵erential operator with terms in the products of  with  . D̂ is an operator which
acts on c to give the polymeric stress terms in (5.27). The inverse operators (shown
in square brackets in (5.33) and (5.34)) are formed by inverting a matrix problem for
each Fourier mode at the beginning of the code with the no-slip boundary conditions
on the streamfunction.
Again, we discretise the space in y and x using Chebyshev and Fourier series,
following the fully spectral method outlined in Appendix A.1.
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5.4 Linear stability
Blennerhassett and Bassom [159] performed a numerical Floquet analysis on the
Newtonian oscillatory flow problem. They found that 200 to 300 modes in time
were required to resolve the linear instability. Numerical analysis of viscoelastic flows
typically requires much higher resolution than the corresponding Newtonian flows.
Therefore, rather than attempt a similar analysis for viscoelastic flows, we have opted
to time-iterate the linearised equations.
We use a linearised version of the time iteration code outlined in section 5.3 to
simulate a small, initial perturbation to the flow with wavenumber k
x
. After initial
transients, this random perturbation will settle into the most unstable eigenmode of
the linear stability problem. To measure the time dynamics in one simple parameter,















denotes the nth Fourier and mth Chebyshev element of the variable, g in
the simulation. Note, this quantity is not physical, and the absolute value depends
on the Chebyshev resolution, M . Figs 5.7a and 5.7b show the log of the norm of






against simulation time for De = 100,
Wi = 55. We can extract the growth rate of the instability from Fig. 5.7b by fitting
a straight line over the last 100 cycles of the applied pressure gradient. For De ⇠ 120
(the second resonance) the norm of the streamfunction shows an additional frequency
of oscillation to the piston frequency (Fig. 5.7d). We have ensured that we average
out this oscillation when calculating the growth rate. After simulations at each k
x
, we
obtain a dispersion relation for the growth rate against wavenumber (Fig. 5.8).
As we discussed in section 5.2, varying the Deborah number controls the resonances
in laminar flow velocity and the Weissenberg number controls the strength of the elastic
stresses. At constant De we find that the flow can become unstable for su ciently high
Wi (Fig. 5.9). When we vary the Deborah number for constant Weissenberg number,
we find that the flow becomes unstable before becoming stable again as we move across
the resonance (Fig. 5.10).
To relate this region to the resonance map of Fig. 5.6 and the piston-driven pipe
flow problem of Casanellas and Ort́ın [22] we draw stability diagrams in De,Wi plane.
We extract the maximum growth rates from dispersion relations at each De and Wi
where black dots indicate stability (Fig. 5.11b). The wavenumber at this peak growth










. Note the logarithmic y axis. For panels a) and b), De = 100,
Wi = 55, k
x
= 1.8, and there are 192 Chebyshev modes. For panels b) and c) De = 120,
Wi = 32, k
x
= 2.8 and there are 320 Chebyshev modes. Panels a) and c) show the
initial transient, and b) and d) show the behaviour after a long time.
Figure 5.8: Convergence of a dispersion relation for De = 100, with Wi = 55. 192
Chebyshevs and a h = 0.01 in turquoise and 256 Chebyshevs and a time step h = 0.001
in orange. The inset plot shows the di↵erence between the dispersion relations.
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Figure 5.9: Dispersion relations for De = 100, with Wi = 35, 45, 55. The maximum of
the curve increases as Wi increases. Results are converged with 192 Chebyshevs and a
h = 0.01.
Figure 5.10: Dispersion relations for Wi = 45, for various De spanning the region of
instability. The width of the curve decreases as De increases, and the most dangerous
wavenumber moves to higher k
x
. Results are converged for 256 Chebyshevs and a time





Figure 5.11: Phase diagram from the pipe flow experiments of Casanellas and Ort́ın [22].
The laminar base flow is represented in pale blue, the orange and red regions represent
di↵erent kinds of non-laminar flow. In this chapter we have attempted to capture the
boundary between the pale blue and orange regions but in a channel rather than a pipe.
b) and c) show plots from our analysis of the critical growth rate and wavenumber for
all dispersion relations in the De and Wi plane. Black squares correspond to points
with no unstable wavenumbers below k
x
= 5. (b) and (c) using M = 256 and h = 0.01.
In the pipe flow experiments of Casanellas and Ort́ın [22] (Fig. 5.11a) we see that
the critical Wi undulates with changing De. The values of De where Wi is lowest
(De ⇠ 65, De ⇠ 110) correspond to resonances in the laminar pipe flow velocity [22].
The laminar profile for pipe flow is di↵erent to channel flow, and this explains the
di↵erence in De for the locations of the resonances. We can see by comparing Figs 5.4
and 5.11b that the low critical Wi points at De ⇠ 120 and De ⇠ 220 coincide with the
resonances in our Oldroyd-B channel flow case. This suggests that the resonances may
be responsible for the instability in our system, just as they appear to be in the pipe
flow experiments.
We look at the most unstable eigenmodes of the instability. In Fig. 5.12 the
laminar flow velocity, the streamfunction and C
xx
of the instability are shown for 4
separate times during a quarter cycle of the pressure gradient as the streamwise velocity
increases. The streamwise velocity and stress at y⇤ as defined earlier and x⇤ a point
with initially zero imaginary part, u(x⇤, y⇤) and ⌧
xx
(x⇤, y⇤), are shown against time in
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Figs 5.14a and 5.14b.
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Figure 5.12: Snapshots taken at 4 equally spaced points in time over a quarter cycle of
the pressure gradient. The three columns give: the base flow velocity (first column),
vorticity and velocity vector field of the instability (second column), and C
xx
(third
column) for De = 100, Wi = 55, h = 0.01 and 128 Chebyshev modes, after ⇠ 1000 time
steps.
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Figure 5.13: Snapshots taken at 4 equally spaced points in time over a quarter cycle of
the pressure gradient. The three columns give: the base flow velocity (first column),
vorticity and velocity vector field of the instability (second column), and C
xx
(third






Figure 5.14: The streamwise velocity u, and C
xx
of the instability against time for one
piston oscillation. The data is for the point y⇤, a maximum in the average stress of the
base flow, and x⇤ such that the data at this point is at a maximum in u at the initial
time. For panels a) and b), De = 100, Wi = 55, h = 0.01 M = 128 and y⇤ = 0.44.
The flow starts at the point in the cycle corresponding the first panel of Fig. 5.12. For
panels c) and d) De = 120, Wi = 32, h = 0.01, M = 320 and y⇤ = 0.44. The flow
starts at the point in the cycle corresponding the first panel of Fig. 5.13.
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5.5 Nonlinear 2D time iteration
To confirm that our linear instability is not suppressed by nonlinearities, we look at
the full nonlinear time evolution of the flow. This also allows us to investigate the
secondary flow generated by the instability. We use the nonlinear time iteration code
of section 5.3. Starting from a point where the base flow is linearly unstable and
using the eigenmode of the instability as a perturbation, we time-iterate until we find
a nonlinear steady state. Time iteration and convergence of steady states in this way
is computationally expensive, so we only choose the most dangerous wavenumber at
the lowest unstable Wi. This occurs where De = 120,Wi = 32. The price we pay
for choosing this marginally unstable point is that the growth rate is very small. This
means it takes a long time for the linear instability to saturate and for nonlinear e↵ects
to take hold. To check the convergence of the results we show here two resolutions:
a low resolution run using 4 Fourier modes, 320 Chebyshev modes and a time step of
h = 0.01, and a high resolution run using 6 Fourier modes, 448 Chebyshev modes and a
time step of h = 0.001. Although we used other resolutions, we found that convergence
depended on all three of these parameters. Other combinations of these resolutions
either reproduce similar results or are numerically unstable. After a long time, we do
observe nonlinear steady states. In Fig. 5.15a we show the behaviour of the norms of
the first and second Fourier modes of the streamfunction as we approach a steady state.
The state at De = 120 and Wi = 32 has vortices located near the location of
maximum stress, y⇤ this is visible in the laminar-flow-subtracted streamfunction and
in c
xx
(plotted over a quarter period in Fig. 5.20). The flow shown is at a resolution
of N = 4, M = 320 with a time step of h = 0.01. Figs 5.16, 5.17, 5.18 and 5.19 show
that this flow is not yet completely resolved for the first two Fourier modes, however,
the disagreement is not large and flow is at least qualitatively similar. Movies of the
data can be found in the Edinburgh DataShare online repository [161].
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(a)
(b)





when De = 120, Wi = 32 and k
x
= 2.8. For panel a), N = 4,
M = 320, and h = 0.01 Panel b) is at a higher resolution, N = 6, M = 448, and
h = 0.001.
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Figure 5.16: u for De = 120, Wi = 32, at k
x
= 2.8. Comparison of the zeroth, 1st
and second modes for N = 4, M = 320, h = 0.01 (turquoise) and N = 6, M = 448,
h = 0.001 (orange).
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Figure 5.17: C
xx
for De = 120, Wi = 32, at k
x
= 2.8. Comparison of the zeroth, 1st
and second modes for N = 4, M = 320, h = 0.01 (turquoise) and N = 6, M = 448,
h = 0.001 (orange).
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Figure 5.18: C
xy
for De = 120, Wi = 32, at k
x
= 2.8. Comparison of the zeroth, 1st
and second modes for N = 4, M = 320, h = 0.01 (turquoise) and N = 6, M = 448,
h = 0.001 (orange).
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Figure 5.19: C
yy
for De = 120, Wi = 32, at k
x
= 2.8. Comparison of the zeroth, 1st
and second modes for N = 4, M = 320, h = 0.01 (turquoise) and N = 6, M = 448,
h = 0.001 (orange).
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Figure 5.20: Snapshots taken at 4 equally spaced points in time over a quarter cycle of
the pressure gradient. The three columns give: the base flow velocity (first column),
vorticity and velocity vector field of the x-dependent part of the flow (second column),
and C
xx
(third column) for De = 120, Wi = 32, h = 0.01 and 448 Chebyshev modes,




We began examining this problem because of the similarities between the laminar flow
of Thurston [99], Casanellas and Ort́ın [154] and the shear layer problem of Chapter 3.
Just as in that problem, the oscillatory flow produces layers in the laminar flow with
sharp gradients in velocity and corresponding sharp gradients in stress. These layers
are caused by the viscoelasticity: the Reynolds number is always less than one for the
flows we consider. In Chapter 3 we found that both free and confined shear layers
like this are unstable. In this chapter we also found a linear instability, so long as the
laminar flow is layered and Wi is su ciently high.
We find that the flow is unstable at low Wi for De ⇠ 100–130. This corresponds
to the second resonance at De ⇠ 120, where there are three peaks in the laminar
flow velocity (Fig. 5.2b). The instability also shows dependence on Wi (Fig. 5.11b),
suggesting that the instability depends on the peak stresses in the laminar flow
(Fig. 5.6). There is some evidence that there is an instability at the third resonance
with De ⇠ 240 and at higher wavenumber, k
x
⇠ 12. However, we were unable to obtain
converged results for this instability.
Unfortunately, we cannot make a direct comparison between this flow and the shear
layer instability of Chapter 3. In that chapter we were free to prescribe the stress and
the velocity of the base flow, however, in this problem the velocities and stresses of
the laminar flow are determined by the applied pressure gradient and depend on time.
Nonetheless, there are some encouraging signs that this instability and the shear layer
instability may have the same mechanism. The dispersion relations are similar in
shape to those of Chapter 3 (compare Figs 5.8 and 3.5). Additionally, the form of the
eigenvectors seems similar to what we might expect from the shear layer instability.
To explore this idea, we plot y⇤, as the line of maximum average stress in the laminar
profile defined in Fig. 5.5. Fig. 5.12 suggests that the eigenvector for the instability at
De = 100, Wi = 55 consists of a pair of vortices with the centres near y⇤ and large
streamwise stresses above and below y⇤. This leads us to suspect that the instability
has a similar mechanism to the instability of Chapter 3.
There is a di↵erence between the eigenvectors at De = 100 and De = 120. At
De = 100 we see a double layer of vortices rotating in opposite directions, whereas at
higher De and lower Wi, there is only a single layer of vortices. This di↵erence has not
yet been explored fully, but would be an interesting subject for future work.
The nonlinear analysis of section 5.5 confirms that the instability does exist at
De = 120 and Wi = 32, and does not saturate until it has approximately 1% of the
energy of the base flow (Fig. 5.15a). In Figs 5.16–5.19 we show plots of the convergence
of the first two modes of this nonlinear steady state. Imperfections in this convergence
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(a) (b)
Figure 5.21: The Fourier transform of Figs 5.15a (turquoise), and 5.15b (orange). Panel
b) shows the low frequency region of a).
may be due to the di culty in matching the phase of the two solutions caused by a
large time scale oscillation in the solution.
Interestingly, both the linear and nonlinear analysis at these parameters shows the
emergence of another frequency besides the frequency of the base flow. Fig. 5.21a
shows a Fourier transform of Fig. 5.15a. The whole-number frequencies (at 1, 2, 3 and
4) correspond to the pressure gradient frequency and nonlinear interactions with it.
The peak at much smaller frequency ⇠ 0.05, is not related to the pressure gradient
frequency. Fig. 5.21b shows that it is also not related to the time step: decreasing the
time step amplifies the signal, but keeps the frequency the same. A Fourier transform
of the norm of the linear stability streamfunction, Fig. 5.7d leads to a plot almost
identical to Fig. 5.21a. We have not had time to explore this oscillation in detail to see




process in plane Couette flow
In this chapter, we turn to the final stage of the research programme outlined in section
1.4. We explore a purely elastic analogue of the Newtonian self-sustaining process (the
SSP) [95] as a basis for an exact coherent structure.
Exact coherent structures have been found in many numerical simulations and
experiments [44]. The Newtonian turbulent attractor is thought to be constructed
from a framework of exact solutions which increases in density in phase space as
the Reynolds number (Re) increases. More recently, periodic orbit solutions have
been discovered in plane Couette [66], pipe [162], boundary layer flows [80], and two
dimensional Kolmogorov flow [163]. The flow statistics of these time- and space-
dependent solutions match those of experimental turbulent flows remarkably well.
According to the emerging picture, a turbulent fluid trajectory in phase space ‘pinballs’
between these states, spending most of its time very close to one of these solutions (see
e.g. [44, 164–166] for an overview).
Here I briefly summarise the Newtonian self sustaining process of Wale↵e [94, 95], a
detailed discussion can be found in the introduction, section 1.3.2. The analysis begins
by identifying long-lived structures in plane Couette flow (streamwise vortices [70]),
which also correspond to the most non-normally amplified disturbances [167]. The SSP
aims to explain why these vortices are present for such long times in plane Couette flow.
It does this by forcing a flow with streamwise vortices to see if the three dimensional
flow that results itself produces vortices. The e↵ect of the vortices on the laminar
flow is to lift up fluid, moving it between the plates. This creates high- and low-speed
streaks in the spanwise velocity. These streaks alter the streamwise velocity to produce
regions of large shear, which are vulnerable to a Kelvin-Helmholtz like instability. The
surface of the streaks undulates in the streamwise direction, because of the instability.
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Finally, the nonlinear self-interaction terms from the wavy disturbance regenerate the
original streamwise rolls (see Fig. 1.11).
The e↵ects of viscoelasticity on the Newtonian self-sustaining process has already
been studied in the context of explaining the reduction in viscous drag due to the
addition of a small concentration of polymeric fluid [101, 103, 104] (this e↵ect is known
as drag reduction, and is discussed in the introduction to Chapter 2 and in section
1.1.1 of the introduction). Elasticity delays the onset of the SSP solution until higher
Re because the polymeric stress opposes the nonlinearities that produce the vortices
in the third phase of the process [103, 168, 169]. Below a minimum Reynolds number
this SSP solution ceases to exist, regardless of the Weissenberg number. This suggests
that Wale↵e’s SSP is not connected to exact coherent structures in the purely elastic
regime.
In this chapter, we construct our own SSP for purely elastic flows. The presence of
exact coherent structures is suggested by earlier experimental [40, 42] and numerical
results [8] on transitional purely elastic flows. Given the previous results on viscoelastic
coherent structures at high Re [101, 103, 104, 169], it seems that purely elastic exact
solutions cannot be found by homotopy from their Newtonian counterparts. Instead,
we form a new SSP for the purely elastic case, using the fact that the nonlinearities in
the Oldroyd-B equation can cause instability even at very low Reynolds number.
We investigate the three phases of the process numerically: the forcing of a streaky
flow, the instability of the flow, and the feedback of this instability to reproduce the
forcing. To begin, we look at the two candidates identified by Jovanović and Kumar
[98] for the most non-normally amplified structures in the flow: a strong fluctuation in
the ⌧
yy
component of the stress in section 6.2, and a flow of streamwise oriented vortices
in section 6.3. We find that the ⌧
yy
forcing can not produce an SSP, however, we use
a Newton-Raphson method to show that streamwise independent rolls force a streaky
flow at low Re. Then, in section 6.4, we perform a linear stability analysis of this flow
to show that it is unstable to perturbations both dependent and independent of the
streamwise coordinate x. Finally in section 6.5 we investigate how the eigenvectors
which correspond to these instabilities reinforce the base flow, completing the SSP.
6.1 Problem Formulation
We begin by examining the laminar flow of an Oldroyd-B fluid between two infinite
parallel plates in relative motion, plane Couette flow (Fig. 6.1). Again, we choose a
coordinate system such that x is the streamwise direction (the direction of motion of
the upper plate), y is the wall-normal direction, and z the spanwise direction. The









Figure 6.1: Couette flow diagram with the coordinate system.































= 0 . (6.4)























where we have used the boundary conditions, u(±L) = ±U
0
, to solve for u. Just
as in (2.4) we use the wall speed, U
0
, and the half distance L to make the equations





+ v · rv
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=  rp +  r2v + (1    )r · ⌧









(rv)T · ⌧ + ⌧ · (rv)
i




where Re is the Reynolds number, Wi is the Weissenberg number, r is the gradient
operator, r2 is the Laplacian.
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For the first step of the self-sustaining process we need to calculate the flow due
to the most non-normally amplified structures. In the Newtonian problem, these are
streamwise vortices. The most non-normally amplified purely elastic structures have
already been studied [98]. One of the these structures consists of a constant wall-
normal stress, ⌧
yy
. This stress is advected by the mean shear to give fluctuations in the
streamwise stress, ⌧
xx
. We shall see that this flow cannot lead to an SSP. The other
purely elastic non-normally amplified structure is streamwise independent rolls. These
vortices look much like the Newtonian ones, so our analysis of this problem will closely
follow that of Wale↵e [95].
6.2 ⌧yy Forcing
First we consider the streaky flow due to the non-normally amplified forcing of ⌧
yy
.
Jovanović and Kumar [98] found that this leads to the strongest transient growth when
the forcing is independent of the spanwise direction z. Therefore, we consider a forcing























where A is the amplitude of the forcing. The base flow, represented using upper-case
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The cosinusoidal forcing produces laminar velocities which are anti-symmetric about
y = 0 (Fig. 6.2a), and the sinusoidal forcing produces asymmetric flows about y = 0
(Fig. 6.2b). These solutions both have singularities in the domain for particular values
of A, k
f
,Wi and  . We can avoid parameters where this occurs since we expect our
hydrodynamic fields to be smooth, however, there is a more serious problem. We know
from the discussion in the introduction that the Oldroyd-B model is only physical when
the conformation tensor is positive definite (section 1.1.2) — only the cosinusoidal
forcing with positive amplitude satisfy this condition.
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(a) (b)















with A = 0.3 in green and A =  0.3 in red.
Linear stability
Having obtained solutions, we now examine their linear stability to perturbation in the
streamwise direction. We use the pseudospectral method of Appendix A.1 and Chapter
3 to discretise the y dependent variables onto a grid. For each linear perturbation field
(u, v, p, ⌧
ij
) we consider the stability of this flow to perturbations in the x direction,
g(x, y, t) = g(y)eikx+ t.
We find that forcing ⌧
yy
with the cosinusoidal forcing is stable for all positive A, 0 <
k
f
< ⇡ and Wi < 10 where the base flow is smooth. An example stable spectrum is
shown in Fig. 6.3.
The ⌧
yy
forcing does not appear to be unstable, and therefore is not a suitable basis
for the SSP. In the rest of this Chapter, we shall instead force the flow using streamwise
vortices, the alternative optimal structure for non-normal growth.
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where A = 0.24, k
f
= 2.8, Re = 0.1,   = 0.1 and Wi = 4.0. The plot is converged for
this wavenumber, k
x
= 2, with 100 Gauss-Lobatto pseudo-spectral points.
6.3 Streamwise oriented vortex forcing
The streamwise vortex problem is driven by fixing the wall-normal and spanwise base
profile velocities,
















and the number of rolls in the wall-normal direction is set by p, a solution of p tan p +
  tanh   = 0. We use an amplitude for the forcing, A = 0.02, unless otherwise stated.
Throughout the rest of this chapter we set  , the spanwise wavenumber, to ⇡/2 and
use a p such that there is a single layer of rolls.   = ⇡
2
approximately corresponds to
the wavenumbers used by Jovanović and Kumar [98] and the velocity fields used above
are an approximation for the non-normally amplified rolls. They are precisely the same
rolls used in Wale↵e [95] (shown by the arrows in Fig. 6.4a). These velocity fields
are related to the lowest order eigenmode of the operator r4, a seemingly tangential
remark which we will explore further in section 6.7.
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Now we consider the plane Couette Oldroyd-B equations (6.6) for the flow U(y, z),
T(y, z) due to V (y, z) and W (y, z), given that the incompressibility condition is already
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and capital letters indicate the streaky flow variables, which depend on y and z only. We
calculate these stresses directly from V and W . The fact that these stresses decouple
from the mean flow means that viscoelastic flows that depend only on y and z, such
as streamwise vortices, decay exponentially unless they are forced. There are no terms
to draw energy from the mean flow in these equations and force the stresses. Briefly
returning to the unforced flow we can see that there are no terms in the equations for




























just as in the Newtonian case [93]. This means that a 2D exact coherent structure
cannot only depend on y and z, it must have dependence on some other combination
or on all three coordinates.
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U(±1) = ±1 . (6.17)
We use a Chebyshev-Fourier decomposition, with Chebyshev polynomials in the wall-
normal (y) direction and Fourier modes in the spanwise (z) direction (the spectral







using (6.14), then we solve for the streamwise velocity and stresses using (6.17).
The second problem is nonlinear, and so we use a Newton Raphson method, as outlined










(y) + c.c, (6.18)
where G stands for any of the base profile variables (U, V, W, T
ij
) in the problem and
T
m
(y) is the mth Chebyshev polynomial of the first kind.
The resulting flow
After using our Newton Raphson method, we obtain the flow consisting of U and T. To
analyse this flow, we look at the streamwise velocity U in the (y, z) plane and compare
it for the Newtonian and viscoelastic cases (Figs 6.4a and 6.4b). We also consider
an average over the z direction and compare this with the laminar flow in Fig. 6.4c.
There are no polymeric stresses in the Newtonian case, but for the purely elastic case








At high Re we find streaks in the streamwise velocity similar to those in [95]
(Fig. 6.4a), however, as we decrease the Reynolds number with a fixed Weissenberg
number, we find that these velocity streaks become less pronounced. This is clear by
looking at both the streamwise velocity (Fig. 6.4b) and its average over z (Fig. 6.4c and
Fig. 6.4d), and corresponds to a decrease in the e↵ectiveness of the Newtonian lift-up
e↵ect for lower Re.
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(a) (b)
(c) (d)
Figure 6.4: a) The magnitude of the streamwise velocity of the fluid at Re = 200,
  = 1.0, A = 0.02, N = 6, M = 40. The arrows show the in plane velocity. Panel
b) is the same as a) but for the purely elastic regime, Re = 0.01, Wi = 2.0, N = 12,
M = 40. c) The mean streamwise velocity of the Newtonian (green) and purely elastic
(orange) streaky flows. d) The same as c) but showing only the purely elastic case, and
subtracting laminar Couette flow.
As noted earlier, instabilities in viscoelastic fluids are brought about by large
changes in the first normal stress di↵erence, since this brings about polymer stretching
of the kind seen in the Weissenberg e↵ect. Although we do not see streaks in the
streamwise velocity for the purely elastic case, we do see them in the first normal stress
di↵erence, (Fig. 6.6c). These streaks appear in a similar pattern as the streamwise
velocity streaks appear in the Newtonian self-sustaining process and are caused by the
stretching and compression of the polymers by the vortical flow.
The purely elastic stresses show very large gradients near the walls (Figs 6.5 and
6.6). This suggests that a higher numerical resolution will be required to resolve the
instability of the streaky flow in the purely elastic case than the Newtonian case, an
issue we will return to in section 6.6.
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(a) (b)
(c) (d)
Figure 6.5: Colour maps of the stress components at Re = 0.01, Wi = 2.0, N = 12,
M = 40. The white region corresponds to the value of the stress throughout the domain
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(a) (b)
(c) (d)
Figure 6.6: Colour maps of the stress components at Re = 0.01, Wi = 2.0, N = 12,




, c) the first normal stress di↵erence, N
1
,
and d) the first normal stress di↵erence dependence on y at z = 0. The dashed line at
N
1
= 4 shows the first normal stress di↵erence for the laminar Couette flow.
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6.4 Linear Stability Analysis
Having obtained the full base profile of the problem, we perform linear stability analysis
to look for streamwise variation in the streaky flow. Just as in the Newtonian version
of the process wavy instabilities are responsible for sustaining the exact coherent state.





+ v · rv
 
=  rp +  r2v + (1    )r · ⌧




= (rv)T + (rv)   Wi ⇥(V · r)⌧ + (v · r)T
  (rV)T · ⌧   (rv)T · T   ⌧ · (rV)   T · (rv)
 
, (6.19)
where v, p and ⌧ are the linear disturbance quantities, and V and T are the base flow
quantities.
We decompose the disturbance velocities in the same basis as above (6.18), but
include streamwise dependence
















Assuming an exponential dependence on time, g(x, y, z, t) = e tg(x, y, z), we obtain
the linearised system of equations for the eigenvalues  . Unstable modes are those with





at each wavenumber, k
x
, and obtain dispersion relations.
We performed this linear stability analysis for the flows found in section 6.3,
however, the results did not converge over the range of resolutions we used (with
maximum resolution N = 10 and M = 80). The large gradients in the boundary layers
at y = ±1 are likely responsible for this di culty, however, we expect the instability
to take place in the centre of the channel, due to the large jump in N
1
(see Fig. 6.4b),
and therefore to be insensitive to the boundary conditions. We use free slip boundary
conditions on the disturbance velocities, @u
@y
(±1) = v(±1) = @w
@y
(±1) = 0 to increase
the numerical stability of the problem, just as was used for the Newtonian SSP [95].
The e↵ects of this choice will be discussed further in section 6.6.
Dispersion relations are shown in Figs 6.7 and 6.8. The data shows that as the
Reynolds number is decreased, the dispersion relation maximum decreases and moves
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Figure 6.7: Dispersion relations as the Reynolds number is decreased atWi = 2,   = 0.1
and A = 0.02.
to lower streamwise wavenumbers (Fig. 6.7). All of the dispersion relations we show are
converged: an example of dispersion relations with two di↵erent resolutions is shown
in Fig. 6.9. By about Re = 100 the base profile has become completely stable. The
Newtonian instability is no longer present at this Reynolds number. However, once
the Reynolds number becomes negligible in comparison to the Weissenberg number,
we begin to see a purely elastic instability arise at very low streamwise wavenumber
(Fig. 6.7). This purely elastic instability is amplified by further reductions in the
Reynolds number.
The dispersion relation for the purely elastic instability grows as the Weissenberg
number increases, and saturates by around Wi ⇠ 20 (Fig. 6.8). The kink in the
dispersion relations arises because the dominant eigenvalue changes at around k
x
=
0.02. This changeover in eigenvalue is slightly dependent on Wi.
We examine some of the eigenvectors for the purely elastic instability. We look
at the Fourier components of N
1
and the velocities in Figs 6.10 and 6.11. These
Fourier components are dominated by either the real or the imaginary part (for
example, the imaginary part is nearly zero in 6.11b). To understand this, we recall
the definition of the eigenvector fields (6.20) and see by substitution that requiring
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Figure 6.8: Dispersion relations for various Wi at Re = 0.001,   = 0.1 and A =
0.02. The instability grows and then saturates for each successive curve with Wi =
2, 4, 8, 12, 14.
Figure 6.9: Dispersion relation for Re = 0.01, Wi = 2.0,   = 0.1. The green line shows
the N = 2, M = 30 resolution and the red markers show the N = 3, M = 40 resolution.
The inset plot shows the di↵erence the two dispersion relations.
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(a) (b)
Figure 6.10: a) 1st and b) 2nd z Fourier modes of the first normal stress di↵erence of
the viscoelastic instability at Wi = 10.0, Re = 0.01,   = 0.1, A = 0.02 and k
x
= 0.01
for N = 7, M = 60. Both the real part (Turquoise), and the imaginary part (red) are
shown.








for all m and n, where in the last expression we have used ⇤ to represent the complex
conjugate. This implies that each Fourier component is real after performing the
Chebyshev transform. Therefore, when each Fourier component is real the flow field
has the symmetry, v(x, y, z) = v( x, y,  z). Similarly, when each Fourier component is
pure imaginary, the flow field satisfies w(x, y, z) =  w( x, y,  z). Figs 6.10 and 6.11
imply that these symmetries are present here, and that it may be possible to obtain
the same eigenvector using a numerical scheme that takes advantage of the symmetries
to reduce the size of the problem.
We can visualise the e↵ect of the eigenmode on the base vortical flow by examining





for an eigenvector with the base flow, G
3D
= G(y, z) +
g(x, y, z) + g⇤(x, y, z). The 3D data is shown via cuts at x = 0, y = 0 and z = 0.
Both the Fourier components of the instability (Figs 6.10 and 6.11) and the 3D plots
(Figs 6.12) show that the gradients in velocity, and the magnitude of the normal stress
occur away from the channel walls. This supports our assumption that the boundary
conditions make little di↵erence to this instability.
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(a) (b)
(c) (d)
Figure 6.11: z Fourier modes of the velocity components of the viscoelastic instability
at Wi = 10.0, Re = 0.01,   = 0.1, A = 0.02 and k
x
= 0.01 for N = 7, M = 60. Panels
a) and b) give the 1st z Fourier modes of u and v, whilst c) and d) give the zeroth
and 1st modes of w. Both the real part (Turquoise), and the imaginary part (red) are
shown.
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(a) (b)
(c) (d)
Figure 6.12: The streamwise vorticity and the first normal stress di↵erence, N
1
, of the
base flow and the eigenmode of the instability. a) and b) give the streamwise vorticity.
c) and d) show the first normal stress di↵erence. a) and c) show the base flow and b)
and d) show the eigenmode of the viscoelastic instability. All results are for a flow with
Wi = 10.0, Re = 0.01,   = 0.1, A = 0.02 and k
x
= 0.01 for N = 7, M = 60.
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6.5 Nonlinear feedback on the rolls
In the Newtonian version of this self-sustaining process [95], the self-interaction terms
due to the eigenvector of the instability feedback to produce the original rolls. Although
not conclusive, this is evidence that the cycle is self-sustaining, and corresponds to an
exact solution of the equations. A schematic analysis for the nonlinear feedback requires
solving for V 0 and W 0 due to forcing from the nonlinear terms in the Oldroyd-B equation
as well as the nonlinear terms from the velocities. First we eliminate the continuity
equation for the mean flow in x by using the (y, z) plane streamfunction for the rolls,
 0, defined by V 0 = @ 
0
@z
and W 0 =  @ 0
@y
. Substituting this into the flow equations and




















































































































































+ c.c , (6.22)
where u, v, w and ⌧
ij
are the velocities and stresses from the eigenvector of the instability
and c.c is the complex conjugate. Using the Fourier-Chebyshev decomposition described
earlier and the methods described in the appendix, we discretise these equations and
calculate  0 and the stresses.
From  0 and the boundary conditions, we calculate the wall-normal velocity, V 0, due
to the eigenvector. The linear analysis does not provide us with a scale for the velocity,
therefore we can only compare the shape of the feedback mean-flow velocity with the
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Figure 6.13: Comparison of the vortical flow and the mean flow induced by the nonlinear
terms of the instability. The original amplitude of the rolls in the wall normal direction
is shown in Turquoise. The solid line gives the amplitude of the cos( z) component
of V 0, and the dashed line gives the amplitude of the sin( z) component. The rolls
obtained via nonlinear feedback from the viscoelastic instability at Wi = 10.0, Re =
0.01,   = 0.1, A = 0.02 and k
x
= 0.01 is shown in orange. The dots are for the cos( z)
component, and the dashed line is for sin( z) component. To aid comparison, the
amplitude of the viscoelastic instability has been adjusted by a scaling factor according
to a least squares fit with the amplitude of the original rolls using (6.22).
velocity we used to force the equations. To compare the two, we perform a least squares
fit on the scale of the eigenvector using (6.22) to recalculate the feedback flow at each
iteration of the least squares algorithm. Using this scaling of the eigenvector Fig. 6.13
shows that the sign and symmetry of the induced velocity matches the forcing velocity,
suggesting that there is feedback to complete the self-sustaining process.
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6.6 Cauchy boundary conditions
To investigate the e↵ect of free slip boundary conditions, we re-examine the linear






+ (1   ↵)u(y = ±1) = 0






+ (1   ↵)w(y = ±1) = 0 (6.23)
Where ↵ is a control parameter for homotopy from free slip to no-slip boundary
conditions. The linear stability analysis remains exactly as in section 6.4, apart from
the changes to the constraint equations for the velocities.
We find that on decreasing ↵ the dispersion relation grows in strength and broadens
(Fig. 6.14), and that this problem is converged at low resolution (Fig. 6.15). We plot
the full eigenvalue spectrum to examine the dependence of the instability on ↵ at
one wavenumber, k
x
= 0.01. A complex conjugate pair of eigenvalues split, one with
decreasing real and imaginary parts and the other with increasing real part (Fig. 6.16a).
It appears that the real part of the larger of these eigenvalues tends to infinity as ↵ ! 0,
whilst the smaller eigenvalue quickly crosses the imaginary axis (Fig. 6.16b). As ↵
decreases the quality of the convergence of the eigenvalues and eigenvectors decreases,
however, di↵erent resolutions show the same trend with ↵.
When we completely remove slip at the walls the instability appears infinitely
amplified (Fig. 6.16b). A possible explanation for this is that the instability moves
into a region very close to the boundaries as we introduce free slip and can no longer be
resolved. Fig. 6.17 seems to show that the first normal stress di↵erence of the instability
becomes more asymmetric as ↵ tends to zero.
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Figure 6.14: Dispersion relations as ↵ the slip parameter, is reduced. As the system
becomes closer to no-slip at the walls the instability grows for Re = 0.001,  = 0.1,Wi =
10.0.
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Figure 6.15: Convergence of the dispersion relations at ↵ = 0.6. The green line shows
the N = 2, M = 30 resolution and the orange markers show the N = 3, M = 40
resolution for Re = 0.001,  = 0.1,Wi = 10.0. The inset plot shows the di↵erence
between the two dispersion relations.
(a) (b)
Figure 6.16: a) Example spectra as the slip parameter is varied. Green crosses
represent the eigenvalues in the no-slip case, with successive symbols representing
↵ = 0.98, 0.96, 0.94 as the complex conjugate pair split. b) Growth rate of an eigenvalue
at k
x
= 0.01 as ↵ the slip parameter, is reduced for N = 2, M = 30. The growth
rate (turquoise) tends to infinity faster than exponentially as we approach the no slip
condition for the largest eigenvalue. The second largest (orange, equal at ↵ = 1.0) is
exponentially damped. The results are the same at increased resolution.
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(a) (b)
Figure 6.17: a) 1st and b) 2nd z Fourier modes of the first normal stress di↵erence of
the viscoelastic instability at Wi = 10.0, Re = 0.01,   = 0.1, A = 0.02 and k
x
= 0.01.
Turquoise/purple is the real part, orange/red is the imaginary part. Solid lines are for
↵ = 1.0, and dashed lines are for ↵ = 0.8. Results are rescaled so that v
1
(0.5) has no








Figure 6.18: z Fourier modes of the velocity components of the viscoelastic instability
at Wi = 10.0, Re = 0.01,   = 0.1, A = 0.02 and k
x
= 0.01. a) and b) give the 1st z
Fourier modes of u and v, whilst c) and d) give the zeroth and 1st modes of w. Solid




We have constructed a self-sustaining process following the same approach as used by
Wale↵e [95], but in the purely elastic regime. We have seen how the most non-normally
amplified structures in purely elastic plane Couette flow sustain themselves via a linear
instability. For high Re we find an SSP consistent with Wale↵e [95] and Stone et al.
[103], however, we find a new flow with a new instability at much lower Reynolds
numbers, once we enter the purely elastic regime.
We considered two of the most non-normally amplified structures in purely elastic
plane Couette flow, a constant forcing to ⌧
yy
and a streamwise roll forcing to the y, z
plane velocities V and W [98]. We then saw that streamwise rolls generate a flow which
may be self-sustaining. The first step was to calculate the x independent flow due to
the forcing.
We first considered the case of a constant forcing to ⌧
yy
, but we found that the
resulting flow contained no significant gradients in the velocities or stresses that would
lead to a purely elastic instability of the type uncovered in Chapter 3. However,
forcing streamwise rolls leads to significant gradients in the first normal stress di↵erence
between the rolls (Fig. 6.6d).
The flow due to the ⌧
yy
forcing does not have an instability which feeds back to
reinforce the original forcing. However, for free slip boundary conditions, there is an
instability of the flow induced by streamwise rolls. For Wale↵e, the forced flow is
unstable to a Kelvin-Helmholtz like instability of the interface between the streaks and
the rest of the fluid (see section 1.3.2). In the purely elastic case the instability we see
resembles the shear layer instability of Chapter 3: the range of wave numbers (between
about k
x
= 0 and k
x
= 0.04) matches up with the shear layer instability, as well as the
onset Weissenberg number of Wi = 2 for Re = 0.01 in the bulk units (compare Figs 6.8
and 3.4c).
In the final step of the Newtonian SSP, the instability interacts with itself to
reproduce the streamwise rolls. We found that our instability also interacts with itself
to force the flow in the same way as the original forcing. The magnitude of the nonlinear
forcing is unknown from our analysis, since it derives from the unknown magnitude of
a linear instability. However, this is a test that the forcing has the correct sign and
symmetry to produce rolls. The fact that the fit is so good in Fig. 6.13 is no coincidence,
and is largely due to an important property of the bi-Laplacian, r4.
We were almost guaranteed to end up reproducing the shape, if not the sign of the
rolls in Fig. 6.13. We can begin to see why by considering a general form of the nonlinear
feedback problem. We were looking for our nonlinear feedback, f , to be such that  
was the streamfunction of the original forcing given that r4 = F . Assuming that the
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= 0 , (6.25)
where B̂ is a self-adjoint linear operator so that for some inner product, hg(y), h(y)i =
R
1
 1 g(y)h(y) dy, we have that hg, B̂hi = hB̂g, hi. This implies that each eigenvalue is
di↵erent and that their eigenfunctions form a complete orthogonal basis set. We label











are in order of increasing magnitude. Returning to the nonlinear feedback problem, we



















































































are either all of the same scale, or decreasing with increasing m, since we expect




rapidly decreases for large m. Further, if the spectrum of the operator has a large




(y) will dominate the
solution.
The spectrum of the bi-Laplacian (B̂) has exactly this property. Fig. 6.19a shows
the spectrum for the first ten eigenvalues, calculated using our collocation method. Our




Figure 6.19: a) The first ten eigenvalues of the bi-Laplacian with plane Couette
boundary conditions, in ascending order, using the psuedospectral method with 50
points. b) The eigenvector, ⇠
1
, in green, compared with the solution to B̂  = f for a
randomly chosen forcing f .




is approximately an order of magnitude, making the
coe cient of ⇠
3
around 10 times smaller than that of ⇠
1
. This large gap in the spectrum
of the bi-Laplacian means that for nearly any forcing, f , the solution will be dominated
by ⇠
1
. Fig. 6.19b shows an example using a randomly chosen forcing f , solving for  ,
and comparing the solution with ⇠
1
. Clearly, the roll forcing used in our problem has
a functional form similar to ⇠
1
(compare Figs 6.13 and 6.19b). Therefore the above
discussion implies that any forcing f with the right sign and a projection onto ⇠
1
will
likely reproduce the rolls.
Although our analysis is mostly restricted to free slip boundary conditions, we find
that the shear and the stress in the eigenmodes of this instability are localised far from
the walls of the channel (Figs 6.11 and 6.10). We believe that this means that the
free slip approximation is not responsible for the instability, and that the move to no
slip boundary conditions ought to support a similar instability. Our e↵orts to find a
connection between the eigenvalue of our instability and of a no slip instability have
so far failed. It appears that the two unstable eigenvalues with degenerate real parts
split, the larger one exponentially approaches infinity and the smaller one becomes so
mixed up with spurious eigenvalues that it is impossible to track (Fig. 6.16b).
There are many possible reasons for the di culty in finding a no-slip instability.
It maybe that our numerical techniques are not of high enough resolution, and the
lower of the two eigenvalues above is in fact unstable at zero slip. It is also possible
that a di↵erent eigenvalue is responsible for the no-slip instability but with a similar
mechanism. Indeed, we expect the no-slip eigenvector to look very di↵erent, with large
gradients in velocity and stress near the walls. It is also possible that only the x-
independent, k
x
= 0 instability is present for no-slip boundary conditions. Although
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we did not check this, if it is true it cannot be part of an SSP, since there is no way for
an x independent flow to generate an exact coherent structure (recall the discussion in
section 6.3).
Compared to the free slip instability, the no slip instability will have large gradients
in the velocities and stresses at the walls as well as those in the bulk. However, as we
have seen, the shape of the rolls is largely independent of the shape of the eigenvector,
and so we don’t expect any change to the nonlinear feedback.
We find that the purely elastic instability, just as the Newtonian instability, forces
the mean flow into streamwise rolls (Fig. 6.13) via nonlinear feedback. This implies
that, provided Re and Wi are tuned properly, it ought to be possible to form a flow
which is self-sustaining — the rolls produce streaks which are unstable and reproduce
the rolls. In an ECS derived from this SSP these three processes happen simultaneously,
producing a steady state solution.
The simulations of Sureshkumar et al. [101] and Stone et al. [104] consider the
Newtonian SSP, where Re >> 1. A sensible next step might be to perform similar
simulations at low Re, with our purely elastic SSP. However, they introduce an
unphysical large stress di↵usion term to aid numerical stability, which may remove
sharp gradients in the stress. To rule out this possibility, we performed the analysis
without any stress di↵usion. It seems that this stress di↵usion did not have a large
impact on the high Re flow, but it is not clear what impact it would have on a purely




Viscoelastic fluids, such as plastic, blood or the cell cytoplasm, can become turbulent
provided the elastic forces in the flow are su ciently strong. In the absence of an
understanding of this purely elastic turbulence, we have pursued a research programme
based on the study of Newtonian turbulence. This approach views the turbulent
attractor as constructed from a skeleton of fixed point and periodic orbit solutions
to the equations of motion, known as exact coherent structures (ECS). Our goal has
been to find an ECS for purely elastic turbulence.
We began by attempting the easiest route to an ECS: a simple homotopy from
a known Newtonian ECS. In Chapter 2 we explored travelling wave solutions of
viscoelastic plane Poiseuille flow and sought a connection between Newtonian, high
Re, exact coherent structures and the purely elastic regime. However, we could not
find any such connection. Instead, we found that the behaviour of the weakly elastic
exact coherent state matches the linear stability analysis of viscoelastic plane Poiseuille
flow. As Wi increases the critical Reynolds number follows a parabola, it decreases
for Wi < 1 and then increases again for Wi > 1. Additionally, we investigated
3 dimensional disturbances to the weakly elastic ECS, and found the same form of
instability as in the Newtonian case. Given these two findings, we concluded that the
ECS is not related to the high Wi low Re purely elastic instabilities seen in experiments.
However, it is still possible that these results are connected to elasto-inertial turbulence
at moderate Reynolds number, and future studies may be able to use a similar analysis
for elasto-inertial turbulence.
This work on plane Poiseuille flow exact coherent structures did not help with our
hunt for an ECS. Our second strategy was to construct an ECS from scratch, using a
method from the Newtonian turbulence literature. This method starts by identifying a
self-sustaining process (SSP) in the flow— a sequence of flows that reinforce one another
and lead to a non-laminar exact solution. In the purely elastic case, we immediately
157
Chapter 7. Conclusions
ran into a problem. A key component of the Newtonian SSP is a shear layer instability,
but it is believed that the purely elastic shear layer is stable. Our task in Chapter 3
was to show that in fact, the purely elastic shear layer is unstable.
We found that at high Wi, low   and low Re there is a previously unknown purely
elastic version of the shear layer instability. We found that this new instability is robust
on changing the width of the shear layer with respect to a confining channel and we
found that the fluid model, either Oldroyd-B or FENE-P, did not a↵ect the existence of
the instability. We simulated this instability in a channel (Chapter 4) and found both
steady and travelling wave states. However, the state quickly became too complex to
resolve as the Weissenberg number increased. Nonetheless we did verify that nonlinear
terms do not saturate out this instability, and that it leads to an appreciable a↵ect on
the flow.
We were unable to identify a mechanism behind the shear layer instability. Similar
to instabilities in flows of co-extruded viscoelastic fluids, we believe that the large
jump in normal stress di↵erence across the shear layer is responsible for driving the
flow unstable. However, we found that we cannot follow their analysis with our flow.
It is evident from the eigenvector that simple varicose or sinuous disturbances are
not adequate to describe the shape of the unstable shear layer. Future research will
hopefully provide an analytical description and the mechanism, however, the discovery
of the instability is far more interesting than identifying the mechanism, since its
importance is as a means to drive instability in other, more complex flows.
The purely elastic shear layer instability lead us to investigate another previously
unexplained experimental result. The oscillatory pipe flow of worm-like micelles consists
of a layered laminar flow, with bands of fluid at di↵erent velocity. This flow shows an
instability to axisymmetric vortices when the driving amplitude is large. In Chapter
5 we applied our code for the simulation of a 2D Oldroyd-B flow to a channel with
an oscillating pressure gradient. Our aim was to link the instability of Chapter 3 to
this experimental flow. We found a purely elastic linear instability for parameters
consistent with the experiment, and with Chapter 3. Given the presence of the layered
laminar flow, and the use of only the Oldroyd-B model, we are led to conclude that the
experimental instability is a consequence of the elasticity of worm-like micellar flows
and the purely elastic shear layer instability.
Finally, we returned to the main aim of the research programme, the discovery of
purely elastic exact coherent structures using a self-sustaining process. The SSP will
provide an accurate guess for a 3D solution forced by streamwise vortices, and lead
to a purely elastic exact coherent state. We found that streamwise vortices produce
streaks in the stress in purely elastic plane Couette flow. These streaks are unstable
via the same purely elastic instability as the shear layer. The interaction of the linear
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instability with itself forces the equations of motion resulting in the vortical flow. This
completes the SSP, providing both the mechanism to sustain an ECS, as well as an
accurate guess for the functional form of that state even at low Re so long as Wi is
large.
The research programme we outlined in section 1.4 still contains much work to be
done. The eigenfunctions for the SSP with no-slip boundary conditions look relatively
simple. This suggests that the SSP could be reproduced using a simpler, low order
model. Work has already begun on this problem, unfortunately not enough progress has
been made to include results in this thesis. Eventually future work would involve a full
3D exact solver for purely elastic plane Couette flow with a forcing of streamwise rolls.
Beginning from the SSP, this code could be used to find an exact solution. Hopefully,
this state could be connected through a homotopy to a purely elastic ECS. This code
would need to be very accurate and most probably parallel, a serious undertaking for
future researchers.
This thesis opens the door to using exact coherent structures to address purely
elastic turbulence. We have provided two mechanisms that are important to purely
elastic turbulence: the shear layer instability and the purely elastic self-sustaining
process. Perhaps one of these will form part of an accurate prediction of the onset of







This appendix contains a brief description of the numerical methods used, with
references to more detailed information and derivations. We will first briefly outline
spectral methods as used in fluid dynamics. Then we will discuss performing linear
stability analysis by solving an eigenvalue problem. Finally we will summarise
the Newton-Raphson technique for finding numerical solutions of the Navier-Stokes
equations.
A.1 Spectral Methods
Spectral methods are a family of methods for numerical approximation of continuous
functions, often used to solve di↵erential equations. Each function and variable is
expressed in terms of a series expansion in a set of basis functions. Provided the series
expansion converges, a truncation at a finite number of basis functions can produce an
accurate approximation to the original function,
f
exact










(x) are the basis functions, f̌
n
are the coe cients of these basis functions and
the series is truncated at the N th basis function.
This allows us to write an approximation to the function as a list of numbers, one
for each basis function coe cient f̌
n
. We refer to this list of numbers as the spectral
space representation of f . By comparison, the physical space representation, as used
in finite di↵erence methods, represents a function f by using its values at a finite




). Provided the function is smooth, the spectral space
representation is much more accurate for a given truncation level than the physical space
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representation. Derivatives are more accurate, and the convergence of the numerical
approximation to the exact function is exponential (f̌
n
⇠ O  e n ) [170].
The choice of basis functions depends on the problem. For the problems in this
thesis, only two sets of basis functions have been used: Fourier polynomials for periodic

























where the series is truncated after M + 1 Chebyshev polynomials.
Derivatives
For spectral methods using the Fourier representation, di↵erention is easy. Using the













For the Chebyshev representation, we can use the following expression for the derivative











m 1(x), m   1 (A.6)




















2, i = 0
1, otherwise
(A.8)
Both of these expressions can be expressed as matrices. The matrix form allows us to
easily write algorithms for finding exact solutions and solving eigenvalue problems.
Products
Products of functions in spectral methods can be computed in two ways. One way,
used in pseudospectral methods, involves transforming the functions to physical space,
performing the multiplication, and then transforming them back again. For fully
spectral methods the multiplication is performed directly in spectral space. The time
iteration codes used in Chapters 4 and 5 are pseudospectral. They use a Fast Fourier
Transform (a version of the FFT for Chebyshev methods is given in the appendix
of Canuto et al. [170]) to perform a transformation to real space. The values of







transformation returns the function to spectral space.
The programs in Chapters 2 and 6 use a fully spectral method for multiplying
spectral representations of functions. In these programs, the spectral coe cients are
combined to calculate the product such that there is no need to transform to real space.
This scheme tends to be more computationally demanding, but has the advantage of
greater accuracy. A code is only fully spectral when all calculations are performed in
spectral space (sums, products and derivatives).
For a function represented by Fourier coe cients, we can write down the product













where the sum is over all k and l and  
i,j
is the Kronecker delta function. This sum
can also be expressed in matrix form, where the elements of ǧ
k
are placed in a matrix






. This proves useful when solving eigenvalue problems,
as discussed in section A.2.1.
There is an analogous formula for a function represented by Chebyshev coe cients.
To derive it, we first note a relationship between Chebyshev polynomials and their
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(x) + T|k l|(x) (A.10)
This relationship is a consequence of the trigonometric identities. Starting from this















= 0 if i > M . Again, this equation can be written in terms of a matrix
just as the Fourier product above.
Finally, it is important to note that the Fourier and Chebyshev representations can
be combined, such that di↵erent coordinates can be represented using di↵erent systems.
For example, the program of Chapter 2 uses a Fourier representation for the x direction
and a Chebyshev representation for the y direction.
A.1.1 Collocation methods
Unlike finite-di↵erence methods where a few nearby grid points are used to perform
derivatives, collocation methods use an interpolation across the entire domain. Unlike
spectral methods, the function is satisfied at collocation points in the domain rather
than for coe cients of the basis functions. This means that the calculation can take
place entirely in the physical space without transforming to spectral space. The
discussion in this section is based on [170–172].
We make use of a Chebyshev collocation method and use the Gauss-Lobatto









where x is the position in the domain and j 2 [0, M ] denotes the grid point. One of the
advantages of this set of points is that x lies in the bounded domain between  1 and
1. This allows us to use Chebyshev points for the direction normal to the boundary in





An expression for the derivative of a function defined on these points contains
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2, i = 0, M
1, otherwise
(A.14)
[171]. To calculate the derivative of a function defined on the Gauss-Lobatto grid we











Products of collocation functions are easier to calculate than their spectral method
counterparts since the values of the functions are defined on a grid in physical space.
They can be calculated by multiplying together the values at each point, just as with







A.2 Numerical Linear Algebra
There are two kinds of problem we deal with in this thesis, eigenvalue problems and
boundary value problems. Eigenvalue value problems are linear, and so I will describe
how we solve these first. Exact solutions to boundary value problems are harder to
obtain because the problem is nonlinear. I will describe the simplest possible strategy
we use to deal with these problems, known as the Newton-Raphson method.
A.2.1 Eigenvalue problems
In general, linear stability analysis consists of solving a generalised eigenvalue problem
— a system of equations for all solutions   where,
L(x) =  B(x) (A.15)
Here L(x) and B(x) are linear operators acting on some vector x, a vector containing the
state of the system. For a computational fluid mechanics problem the linear operator
contains the equations of motion and the boundary conditions. To solve this problem
numerically we rewrite the linear operator as matrix in either a spectral or collocation
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representation. The problem is now one of finding the eigenvalues,  
i
and eigenvectors x
(which contain all the spectral coe cients for the variables {ǔ, v̌, p̌, ⌧̌
ij
} ) of the matrix.
For all of the programs used in this thesis we use the eigenvalue solver from the scipy
numerical linear algebra package for python [173], which in turn calls the LAPACK
fortran library [174]. Both exact and iterative methods have been used for problems
in this thesis. Iterative methods for calculating eigenvalues use the GMRES algorithm.
A detailed description of the GMRES algorithm can be found in [175].
A.2.2 Newton Raphson method
Finding the exact solution to a system of nonlinear partial di↵erential equations is
di cult. In general, an accurate guess of the solution is required in order to calculate
the exact solution. The simplest method for refining a solution to the exact solution
is the Newton Raphson method. This is the method we have used for the calculation
of exact solutions in Chapter 6. We have used a slightly more sophisticated technique
to calculate exact solutions in Chapter 2, known as a line search algorithm, which we
discuss below.
Exactly solving a system of equations can be expressed in general as looking for the
solution, x⇤ to
f(x⇤) = 0 (A.16)
where f is a nonlinear function of x. Numerically, x⇤ is a vector containing the values
of the spectral coe cients of all the variables. For example, in a 2D viscoelastic fluid
mechanics problem x⇤ = {ǔ, v̌, p̌, ⌧̌
ij
}. For the Newton Raphson method, we must start
with an accurate guess of the solution x. Taylor expanding the problem and keeping
only the linear terms we find that,
f(x) =  J(x)dx (A.17)
where dx is the small step required to update x to x⇤. J is the Jacobian matrix, J = @f
@x
.
This calculation keeps only the terms to first order in dx. To calculate an accurate
solution it is important to perform the process iteratively. First dx is calculated for the





+ dx. For each iteration we must recalculate the function
f(x), known as the residual. When the norm of the residual is below a threshold
value (kfk
2
< ✏, where in our code ✏ = 10 6) the algorithm halts and x = x⇤ within
numerical error. The nonlinear terms in the equations are such that the Jacobian must
be recalculated at every Newton step. These terms require ⇠ N2M2 computations,
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where N and M are the number of Fourier and Chebyshev coe cients, making this the
most computationally demanding stage of the calculation.
Line search algorithm
The line search algorithm is a variant on the standard Newton method but with more
favourable convergence properties when the approximate solution is further from the









+ ldx so that the residual always decreases. The value of l is calculated
using a (up to) third order polynomial fit of the residual. This prevents overshoot of
the solution, whilst still retaining the exponential convergence of the Newton method
at short distances.
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