Bedrossian characterized all pairs of forbidden subgraphs for a 2-connected graph to be Hamiltonian. Instead of forbidding some induced subgraphs, we relax the conditions for graphs to be Hamiltonian by restricting Ore-and Fan-type degree conditions on these induced subgraphs. Let G be a graph on n vertices and H be an induced subgraph of G. H is called o-heavy if there are two nonadjacent vertices in H with degree sum at least n, and is called f -heavy if for every two vertices u, v ∈ V (H),
use the terminology claw-free.
Many graph theorists drew their attention to find forbidden subgraph conditions for a graph to be Hamiltonian. If a graph is 2-connected and P 3 -free, then it is a complete graph, and hence it is Hamiltonian. In fact, Faudree and Gould [9] showed that P 3 is the only connected graph S such that every 2-connected S-free graph is Hamiltonian. The case with pairs of forbidden subgraphs other than P 3 is much more interesting. Bedrossian [1] gave a complete characterization of all pairs of forbidden subgraphs that imply a 2-connected graph is Hamiltonian.
Theorem 1 (Bedrossian [1] ). Let R and S be connected graphs other than P 3 and let G be a 2-connected graph. Then G being {R, S}-free implies G is Hamiltonian if and only if (up to symmetry) R = K 1,3 and S = P 4 , P 5 , P 6 , C 3 , Z 1 , Z 2 , B, N or W (see Fig. 1 ). On the other hand, degree conditions have long been useful tools in the study of
Hamilton cycles. Among all, Ore's condition [14] is fundamental.
Theorem 2 (Ore [14] ). Let G be a graph on n ≥ 3 vertices. If the degree sum of every pair of nonadjacent vertices in G is at least n, then G is Hamiltonian.
Let G be a graph on n vertices. For a given graph H, we say that G is H-o-heavy if for every induced subgraph G ′ of G isomorphic to H, there exist two nonadjacent vertices
x, y ∈ V (G ′ ) such that d(x) + d(y) ≥ n. For a family H of graphs, G is called H-o-heavy if G is H-o-heavy for every H ∈ H. Clearly, an H-free graph is also H-o-heavy, and if H ′ is an induced subgraph of H, then every H ′ -o-heavy graph is also H-o-heavy. In this paper, we use the terminology claw-o-heavy instead of K 1,3 -o-heavy.
By relaxing forbidden subgraph conditions to conditions in which the subgraphs are allowed, but where Ore's condition is imposed on these subgraphs if they appear, Li et al.
[10] extended Theorem 1 as follows.
Theorem 3 (Li, Ryjáček, Wang and Zhang [10] ). Let R and S be connected graphs other than P 3 and let G be a 2-connected graph. Then G being {R, S}-o-heavy implies G is
Hamiltonian if and only if (up to symmetry) R = K 1,3 and S = P 4 , P 5 , C 3 , Z 1 , Z 2 , B, N or W .
One may notice that there is only one graph P 6 that appears in Bedrossian's result but misses here. Li et al. [10] also constructed a 2-connected claw-free P 6 -o-heavy graph which is not Hamiltonian. With a little effort, they got Theorem 4 (Li, Ryjáček, Wang and Zhang [10] ). Let S be a connected graph other than P 3 and let G be a 2-connected claw-o-heavy graph. Then G being S-free implies G is
Hamiltonian if and only if S = P 4 , P 5 , P 6 , C 3 , Z 1 , Z 2 , B, N or W .
There is another degree condition due to Fan [8] (so-called Fan's condition) with respect to Hamilton cycles.
Theorem 5 (Fan [8] ). Let G be a 2-connected graph on n vertices. If max{d(u), d(v)} ≥ n/2 for every pair of vertices u, v with d(u, v) = 2, then G is Hamiltonian.
Let G be a graph on n vertices. For a given graph H, we say that G is H-f-heavy if for every induced subgraph G ′ of G isomorphic to H, and two vertices u, v ∈ V (G ′ ),
Note that an H-free graph is also H-fheavy. In contrast to the case of forbidden subgraphs or o-heavy subgraphs, if H ′ is an induced subgraph of H, then an H ′ -f -heavy graph is not always H-f -heavy. For example, Z 2 is an induced subgraph of W , but a Z 2 -f -heavy graph is not necessarily W -f -heavy.
As above, if H = K 1,3 , then we use the terminology claw-f -heavy instead of K 1,3 -f -heavy.
For a given graph H ∈ {P 4 , P 5 , P 6 , Z 1 , Z 2 , B, N, W }, it is interesting to compare H-oheavy graphs with H-f -heavy graphs. It is not difficult to see that there exist H-o-heavy graphs which are not H-f -heavy, and H-f -heavy graphs which are not H-o-heavy. Figure   2 shows a graph which is N -f -heavy but not N -o-heavy, W -o-heavy and W -f -heavy. ) which is N -f -heavy but not N -o-heavy, W -o-heavy and W -f -heavy.
Our first aim in this paper is to find corresponding Fan-type heavy subgraph conditions which extend Theorem 1. By Theorem 5, we know that every 2-connected P 3 -f -heavy graph is Hamiltonian. Recall that P 3 is the only connected graph S such that every 2-connected S-free graph is Hamiltonian and every P 3 -free graph is P 3 -f -heavy. Thus P 3 is the only required graph S such that every 2-connected S-f -heavy graph is Hamiltonian.
We have the following problem naturally. Problem 1. Which two connected graphs R and S other than P 3 imply that every 2-connected {R, S}-f -heavy graph is Hamiltonian?
By Theorem 1, we get that (up to symmetry) R = K 1,3 and S must be one of the
In fact, there are many previous results [2, 5, 6, 12] which are related to Problem 1, although stated in different terminology and notations.
Theorem 6 (Chen, Wei and Zhang [6] ). Let G be a 2-connected graph. If G is {K 1,3 , P 6 }-f -heavy, then G is Hamiltonian.
Theorem 7 (Bedrossian, Chen and Schelp [2] ). Let G be a 2-connected graph. If G is
Theorem 8 (Li, Wei and Gao [12] ). Let G be a 2-connected graph. If G is {K 1,3 , B}-fheavy, then G is Hamiltonian.
Theorem 9 (Chen,Wei and Zhang [5] ). Let G be a 2-connected graph. If G is {K 1, 3 , N }-f -heavy, then G is Hamiltonian.
In this paper, we prove the following two results.
On the other hand, we have the following Remark 1. Since C 3 is a clique, it contains no pairs of vertices at distance 2. For this reason, we say that every graph is C 3 -f -heavy. On the other hand, there indeed exist 2-connected claw-free graphs which are not Hamiltonian (a 3-connected claw-free non-
Hamiltonian graph is shown in [13] ). Thus, not every 2-connected {K 1,3 , C 3 }-f -heavy graph is Hamiltonian.
Note that every P i -f -heavy (i = 4, 5) graph is P 6 -f -heavy, every Z 1 -f -heavy graph is B-f -heavy (N -f -heavy) and every B-f -heavy graph is N -f -heavy. Together with Remark 1 and Theorems 6, 9, 10 and 11, we have Theorem 12. Let R and S be connected graphs other than P 3 and let G be a 2-connected graph. Then G being {R, S}-f-heavy implies G is Hamiltonian if and only if (up to symmetry) R = K 1,3 and S = P 4 , P 5 , P 6 , Z 1 , Z 2 , B, N or W .
Theorem 12 gives a complete answer to Problem 1.
Moreover, we can pose the following two problems naturally.
Problem 2. Which two connected graphs R and S other than P 3 imply that every 2-connected R-o-heavy and S-f -heavy graph is Hamiltonian?
Problem 3. Which two connected graphs R and S other than P 3 imply that every 2-connected R-free and S-f -heavy graph is Hamiltonian?
By Theorem 1, Problem 2 is equivalent to the following two problems.
Problem 2.1. Which connected graphs S other than P 3 imply that every 2-connected claw-o-heavy and S-f -heavy graph is Hamiltonian?
Problem 2.2. Which connected graphs S other than P 3 imply that every 2-connected claw-f -heavy and S-o-heavy graph is Hamiltonian?
For Problem 2.1, by Theorem 1 and Remark 1, we know that S must be one of the graphs P 4 , P 5 , P 6 , Z 1 , Z 2 , B, N or W .
In this paper, instead of Theorems 10 and 11, we prove the following stronger result.
Theorem 13. Let G be a 2-connected graph. If G is claw-o-heavy and S-f-heavy, where
As a corollary of Theorems 1 and 13, we can get the following theorem, which gives a full answer to Problem 2.1.
Theorem 14. Let G be a 2-connected graph and S be a connected graph other than P 3 .
If G is claw-o-heavy, then G being S-f -heavy implies G is Hamiltonian if and only if
For Problem 2.2, we firstly notice that every claw-f -heavy graph is also claw-o-heavy.
Secondly, it is known in [10] that there exists a 2-connected claw-free and P 6 -o-heavy graph which is not Hamiltonian. Thus the following result, which can be deduced from Theorem 4, is an answer to Problem 2.2.
Corollary 1. Let G be a 2-connected graph and S be a connected graph other than
If G is claw-f -heavy, then G being S-o-heavy implies G is Hamiltonian if and only if
Similar to Problem 2, by Theorem 1, Problem 3 is equivalent to the following two problems.
Problem 3.1. Which connected graphs S other than P 3 imply that every 2-connected claw-free and S-f -heavy graph is Hamiltonian?
Problem 3.2. Which connected graphs S other than P 3 imply that every 2-connected claw-f -heavy and S-free graph is Hamiltonian? For a given connected graph H, we notice that every H-free graph is also H-f -heavy.
Hence by Theorems 4, 12 and Remark 1, we have Corollary 2. Let G be a 2-connected graph and S be a connected graph other than P 3 . If G is claw-free, then G being S-f -heavy implies G is Hamiltonian if and only if
Corollary 3. Let G be a 2-connected graph and S be a connected graph other than
If G is claw-f -heavy, then G being S-free implies G is Hamiltonian if and only if In the next Section, we give some preliminaries. The proof of Theorem 13 is postponed to Section 3. In the last section, some remarks and one open problem are given.
Preliminaries
We begin this section with some additional terminology and notation.
Let G be a graph, H a subgraph of G and X a subset of V (G). We use G[X] to denote the subgraph of G induced by X, and G − H denotes the subgraph induced by
Throughout this paper, k and l will denote positive integers, and s, t denote the integers which may be non-positive. For s ≤ t, [s, t] denotes the integer set {s, s + 1, . . . , t − 1, t}
, to denote the subgraph induced by
Let P be a path and u, v ∈ V (P ). We use P [u, v] to denote the subpath of P from u to v. Let C be a cycle. We denote by − → C the cycle C with a given orientation, and by ← − C the same subgraph with the reverse orientation. For two vertices u, v ∈ V (C),
denotes the path from u to v on − → C , and
is the same path with the reverse direction.
For a vertex x ∈ − → C , we use x + to denote the successor of x on − → C , and x − denotes its
Let G be a graph on n vertices and v be a vertex of V (G). The vertex v is called heavy if its degree is at least n/2; otherwise we call it a light vertex. A pair of nonadjacent vertices with degree sum at least n is called a heavy pair and a triangle such that every vertex in it is heavy is called a heavy triangle. A cycle C of G is called heavy if it contains all heavy vertices of G; it is called nonextendable if there is not a longer cycle in G which contains all the vertices of C.
In this paper, we need some concepts firstly introduced by Li et al. in [10] . To ensure the integrity of our paper, we rewrite them here.
Let G be a graph and C = x 1 x 2 , . . . , x t be a sequence of vertices in V (G), where t ≥ 3 be an integer. We denote E(G) = {xy : xy ∈ E(G) or d(x) + d(y) ≥ n, x, y ∈ V (G)}, and say that C is an Ore-cycle, or in short, o-cycle, if the vertices in V (C) satisfy
, where
Let G be a graph and {x 1 , x 2 }, {y 1 , y 2 } be two pairs of vertices in V (G) with x 1 = x 2 and y 1 = y 2 . We say that D is an (x 1 x 2 , y 1 y 2 )-pair if D consists of two vertex-disjoint paths P 1 and P 2 such that (i) the origin of P i is in {x 1 , x 2 }, and
(ii) the terminus of P i is in {y 1 , y 2 } for i = 1, 2.
Let G be a graph on n ≥ 2 vertices and x, y ∈ V (G) be two distinct vertices. Let G ′ be a graph obtained by adding a (new) vertex z to G with two edges zx and zw, where w = x is an arbitrary vertex of G. Let G ′′ be a graph obtained by adding two (new)
distinct vertices x ′ and y ′ to G and three edges xx ′ , yy ′ and x ′ y ′ . We call G ′ a 1-extension of G from x to z, and
Let G be a graph and x, y, z be three distinct vertices of V (G). G is called (x, y, z)-
satisfies one of the following conditions for i ∈ [1, r − 1]:
Without loss of generality, we call the sequence of vertices v −k , . . . , v 0 , . . . , v l a canonical ordering and the sequence of graphs D 1 , D 2 , . . . , D r a canonical sequence of D. We call the graph D the carrier of G.
Let G be a graph, C a cycle of G and x 1 , x, x 2 three distinct vertices on C. Let P be the (x 1 , x 2 )-path on C such that x ∈ V (P ) \ {x 1 , x 2 }. The pair of vertices (x 1 , x 2 ) is said to be x-good on C, if for some integer i ∈ {1, 2}, there exits a vertex
(iii) the degree sum of x i and x ′ is at least n.
Next, we list several known results needed in our proof.
Lemma 1 (Li, Ryjáček, Wang and Zhang [10] ). Let G be a graph and C ′ be an o-cycle of
Lemma 2 (Li and Zhang [11] ). Let G be a 2-connected K 1,4 -o-heavy graph and C be a longest cycle of G. Then C is a heavy cycle of G.
Lemma 3 (Chvátal and Erdös [7] , Bondy [3] ). Let G be a graph on n vertices, (ii) Each pair of vertices from A − or A + has degree sum smaller than n.
Lemma 4 (Li, Ryjáček, Wang and Zhang [10] ). Let G be a composed graph and let D and v −k , . . . , v 0 , . . . , v l be a carrier and a canonical ordering of G. Then
Lemma 5 (Li, Ryjáček, Wang and Zhang [10] ). Let G be a graph, and C be a cycle of G with a given orientation. Let P be an (x, y)-path of G which is internally disjoint from C,
(ii) (x 1 , x 2 ) is x-good on C; and
then there is a cycle in G which contains all the vertices in V (C) ∪ V (P ).
Proof of Theorem 13
Suppose that G is a non-Hamiltonian graph on n vertices. Let C be a longest cycle of G and c be the length of C. Then c < n and G − C = ∅. Since G is 2-connected, there is a path of length at least 2, internally-disjoint with C, that connects two vertices of C. Let P = w 0 w 1 . . . w r w r+1 be such a path with r as small as possible, where w 0 = u 0 ∈ V (C) and w r+1 = v 0 ∈ V (C). Assume that the length of
We denote the cycle C with a given orientation by
where
Proof. Without loss of generality, assume that y = u −1 . Suppose that xy ∈ E(G). Then
is an o-cycle containing all the vertices of C and longer than C.
By Lemma 1, there is a cycle longer than C, contradicting the choice of C.
Claim 2, C ′ is an o-cycle containing all the vertices in C and longer than C, a contradiction by Lemma 1.
Similarly, we can prove v 0 u ±1 / ∈ E(G).
Let u j 1 be the first vertex on
By Claim 3, we know that u 0 u r 1 / ∈ E(G) and v 0 v r 2 / ∈ E(G). Thus, u j 1 , v j 2 exist, where
Proof. (i) Assume that wu ∈ E(G). If u = u 1 , then we get a contradiction by Claim
C and contains all the vertices in C. Therefore, there is a cycle longer than C by Lemma 1, a contradiction.
The second assertion can be proved similarly.
(ii) Assume that v 0 u ∈ E(G). By Claim 3, we have v 0 u 1 / ∈ E(G). Hence we have
longer than C and contains all the vertices in C by Claim 2. By Lemma 1, there is a cycle longer than C, contradicting the choice of C.
Similarly, we can prove that u 0 v / ∈ E(G).
(iii) Assume that uv ∈ E(G). By Claim 2, we have u −1 u 1 ∈ E(G) and v −1 v 1 ∈ E(G).
is an o-cycle longer than C and contains all the vertices in C. By Lemma 1, there is a cycle containing all the vertices in V (P ) ∪ V (C), a contradiction.
Proof. Let P ′ = u 0 x 1 x 2 , . . . , x r ′ v 0 be a (u 0 , v 0 )-path internally-disjoint with C such that its length is as large as possible.
Proof. We will show that all the neighbors of u 0 in G − C are contained in V (P ′ ). Assume not. Let x ′ 1 be a neighbor of u 0 , which is in V (G−C) but not in V (P ′ ). Obviously, we have
; otherwise there is a cycle longer than C by Lemma 1, contradicting the choice of C. If
This implies that either x 1 or x ′ 1 is heavy. However, it follows from the fact G is claw-o-heavy and Lemma 2 that C is heavy, a contradiction. If
-path internally-disjoint with C and longer than P ′ , contradicting the choice of P ′ . Therefore, it follows that
Similarly, we can obtain d G−C (v 0 ) ≤ r ′ and the proof of this claim is complete.
Let u k be the last vertex on
Proof. By Claim 3, we have
is an o-cycle containing all the vertices in V (P ) ∪ V (C). Thus, there is a cycle longer than C by Lemma 1, a contradiction.
and |V (C ′ )| > c. Hence there is a cycle longer than C by Lemma 1, a contradiction.
The following claim is obvious.
5.3, we have
We divide the remainder part of the proof into three cases.
If u 0 v 0 / ∈ E(G), then by Claim 4 and the fact that P is a required shortest path,
Note that C is heavy by Lemma 2. Hence each of {w 1 , w r } is light. It
heavy. Then we have u j 1 −1 v j 2 −1 ∈ E(G), and it contradicts to Claim 4 (iii).
Claim 5, either u 0 or v 0 is light. Without loss of generality, assume that u 0 is light. Since
heavy. It follows that u j 1 v j 2 −1 ∈ E(G), which contradicts to Claim 4 (iii).
We claim that r = 1. If r ≥ 2, then by the choice of P , we have
and w r u 0 / ∈ E(G). By Claims 1 and 3, we obtain
This means that either
contradicting Claim 4 (iii).
By Claim 6, we have u −1 u 1 ∈ E(G) or v −1 v 1 ∈ E(G). Without loss of generality, suppose that u −1 u 1 ∈ E(G). By Claims 1, 3 and the hypothesis that u 0 v 0 / ∈ E(G),
It follows from the fact G is Z 2 -f -heavy that each of {u −1 , u 1 } is heavy.
≥ n, which contradicts to Lemma 3.
Note that w r is light and
Case 3. S = W or S = N .
When S = W and u 0 v 0 ∈ E(G), similarly as Case 2.1, we can prove that r = 1.
Now we can suppose that S = W and u 0 v 0 / ∈ E(G) or S = N .
By Claim 6, we have 
, and there is a cycle longer than C by Lemma 1, a contradiction. Similarly, we can prove that l ≤ r 1 − 2.
-composed with the canonical ordering u −k , u −k+1 , . . . , u l−1 , u l , where k ≤ r 2 − 2 and l ≤ r 1 − 2, and moreover the following two statements hold:
(ii) there is not a heavy triangle in
then one of the following is true:
and
Moreover if r ≥ 2, then u 0 w 2 / ∈ E(G) by the choice of P . If r = 1 and u 0 v 0 / ∈ E(G),
Proof. Note that G ′ is an induced subgraph of G ′′ . Hence we only need to prove that G ′′ satisfies the required property.
Assume that G ′′ contains an induced claw. Without loss of generality, let H be the
Hence u 0 is the center of H and the other two end vertices The proof is complete.
Now, we define
Without loss of generality, we assume u 0 ∈ N j , where j ≥ 2. Then we have w 1 ∈ N j+1 , w 2 ∈ N j+1 if u 0 w 2 ∈ E(G), and w 2 ∈ N j+2 if u 0 w 2 / ∈ E(G) by Claim 8.1. Case A. i < j or i = j and w 2 u 0 / ∈ E(G).
Note that N i+2 is nonempty in this case. Let x be a vertex of N i such that y is a neighbor of it in N i+1 which has a neighbor z in N i+2 . For every vertex x ′ ∈ N i \{x}, we will show that xx ′ ∈ E(G). If there exist x ′ , x ′′ ∈ N i \ {x} such that x ′ = x ′′ and x ′ x ′′ / ∈ E(G), then we have
or x ′′ y ∈ E(G), then similar to the case of x given above, we have x ′ x ′′ ∈ E(G), a contradiction. It follows that x ′ y / ∈ E(G) and
Case B. i = j and w 2 u 0 ∈ E(G).
We prove that for every vertex x ∈ N j \ {u 0 }, xu 0 ∈ E(G). Assume that xu 0 / ∈ E(G).
If x and u 0 have a common neighbor in N j−1 , let it be v and w be a neighbor of v in N j−2 .
Then G[{x, u 0 , v, w}] ∼ = K 1,3 , a contradiction. Thus we assume x and u 0 have no common neighbors in N j−1 .
Let v ′ be a neighbor of u 0 in N j−1 and v be a neighbor of x in N j−1 . By induction hypothesis, we have vv ′ ∈ E(G).
Therefore, for every vertex x ∈ N j \ {u 0 }, xu 0 ∈ E(G).
If there exist x ′ , x ′′ ∈ N j \ {u 0 } such that x ′ = x ′′ and x ′ x ′′ / ∈ E(G). By the analysis above, we have u 0 x ′ ∈ E(G) and u 0 x ′′ ∈ E(G). Note that x ′ , x ′′ = w 2 . By Claim 8.1, we
The proof is complete.
Proof. Suppose not. If S = W and u 0 v 0 / ∈ E(G), then let x, y ∈ N G ′ (u 0 ) \ {w 1 } are two vertices such that xy / ∈ E(G). By Claim 8.1, we have x, y = w 2 , w 1 x / ∈ E(G) and
Proof. Assume there exists a vertex x ∈ [u −k , u l ] such that x ∈ N j+1 . Let y be a neighbor of x in N j , z be a neighbor of u 0 in N j−1 and v be a neighbor of z in N j−2 . Note that x, z / ∈ {w 1 , w 2 }. Then we have xu 0 / ∈ E(G), since otherwise xz ∈ E(G) by Claim 8.4, and this implies that x / ∈ N j+1 , a contradiction. By Claim 8.1, we have yw 1 / ∈ E(G). Note that
Now we assume yz ∈ E(G). If S = W and u 0 v 0 / ∈ E(G), we have u 0 w 2 / ∈ E(G) by Claim The proof is complete.
It follows from Claim 8.
If u l ∈ N j , then let x be a neighbor of u 0 in N j−1 and y be a neighbor of x in N j−2 . Since u l , u 0 ∈ N j , we have u l u 0 ∈ E(G) by Claim 8.3. By Claim 8.1, we have u l w 1 / ∈ E(G) and
we have u l x ∈ E(G). If S = W and u 0 v 0 / ∈ E(G), we have u 0 w 2 / ∈ E(G) by Claim 8.1. By Note that i + 1 ≤ j, and this implies that x = w 1 , w 2 . By the fact that u s u l+1 / ∈ E(G),
, a contradiction. Then we assume u l has no neighbors in N i+1 .
Since |N i | ≥ 2, we can choose x ∈ N i be a vertex other than u l such that y is a neighbor of x in N i+1 which has a neighbor z in N i+2 . Let u be a neighbor of x in N i−1
and v be a neighbor of u in N i−2 . Note that u l x ∈ E(G) by Claim 8. The proof is complete. Now we choose k and l such that (c) there exists a vertex u t ′ ∈ [u −k , u l−1 ] such that u l+1 u t ′ / ∈ E(G) and d(u l+1 )+d(u t ′ ) ≥ n.
(d) there exists a vertex u t ∈ [u −k , u l−1 ] such that u l+1 u t ∈ E(G) and each of {u l+1 , u t } is heavy.
(e) u −k−1 u l+1 / ∈ E(G) and d(u −k−1 ) + d(u l+1 ) ≥ n. 
