TrLab: Una metodología para la extracción y evaluación de patrones de comportamiento de grandes volúmenes de datos biológicos dependientes del tiempo by Gutiérrez Avilés, David
UNIVERSIDAD DE SEVILLA
Escuela Te´cnica Superior de Ingenier´ıa Informa´tica
Departamento de Lenguajes y Sistemas Informa´ticos
TrLab: Una metodolog´ıa para la extraccio´n y evaluacio´n
de patrones de comportamiento de grandes volu´menes














En primer lugar quisiera dar las gracias a la principal persona por la
que, sin ella, no hubiera sido posible la realizacio´n de esta investigacio´n,
mi directora, Cristina Rubio Escudero. Cristina no so´lo me ha dirigido,
animado, asesorado y ayudado en la elaboracio´n de este trabajo, aspectos
que se le presuponen a cualquier director de tesis que se precie; Cristina me
ha ensen˜ado a analizar todos los aspectos de mi trabajo desde un punto de
vista cr´ıtico, a redactar art´ıculos cient´ıficos, a aplicar exhaustivamente las
metodolog´ıas cient´ıficas, a no darme por vencido ante un reve´s, a interpretar
correctamente todos los vaivenes de la investigacio´n. Desde mi humilde
punto de vista, es la mejor directora que un alumno de doctorado puede
tener. Gracias Cristina.
Al Departamento de Ingenier´ıa Ele´ctrica de la Universidad de Sevilla y
en especial a Jose´ Antonio Rosendo por darme la oportunidad de formar
parte de su equipo, de aprender y enriquecerme de metodolog´ıas y entornos
de trabajo distintos a los de mi campo de investigacio´n y de proporcionarme
un puesto de trabajo sin el cual me habr´ıa sido muy dif´ıcil la consecucio´n de
esta tesis. Pero, sobre todo, por haberme dado la oportunidad de conocer,
convivir y compartir vivencias con mis amigos Manolo Barraga´n, Manolo
Nieves, Javier Serrano, Cristina Carmona, Juan Jime´nez y Francisco de
Paula; ellos, au´n siendo colegas investigadores de otros campos, han sido
mis aute´nticos compan˜eros a lo largo de todo este viaje.
II
Al Departamento de Lenguajes y Sistemas Informa´ticos de la Univer-
sidad de Sevilla por darme la oportunidad de formar parte del programa
de doctorado en Ingenier´ıa Informa´tica y por darme el soporte para poder
publicar en revistas y congresos cient´ıficos. Agradecer tambie´n a todos los
compan˜eros de mi grupo de investigacio´n del departamento por su dispo-
nibilidad para proporcionarme ayuda siempre que la he necesitado. Quiero
hacer una mencio´n especial a Francisco Mart´ınez de la Universidad Pablo
de Olavide por apoyarme de manera cercana en mis primeros pasos en la
difusio´n de los resultados de investigacio´n.
Quiero dar las gracias al otro pilar fundamental e indispensable para la
realizacio´n de esta investigacio´n: a mi familia. Gracias a Ana por estar en
todo momento a mi lado, por tu carin˜o y comprensio´n, por tus a´nimos, por
no dejarme desfallecer y por ser mi gu´ıa. Gracias Papa´ y Mama´ por haber-
me permitido realizar esta tesis y por haberme apoyado en todo momento
a todos los niveles y por haberme inculcado todos los valores indispensables
para llevar a cabo este trabajo. Gracias a mi hermano Loren por su incan-
sable apoyo y por contagiarme siempre su buen talante, su buen humor y
su inmensa bondad. Y gracias al ser que me ha hecho compan˜´ıa inquebran-
table, fiel y constantemente cada minuto del solitario trabajo de escritura
de tesis doctoral, mi perra Magui.
Por u´ltimo, quiero agradecer tambie´n a otro de lo componentes fun-
damentales en mi plano personal: mis amigos de toda la vida. Gracias a
Juanki, Inma, Julio, Inma, Igna, Roc´ıo, Fiti, Bea, Juan, Tati y A´lvaro por
vuestro apoyo, dedicacio´n y comprensio´n.
MUCHAS GRACIAS A TODOS!
III
Resumen
La tecnolog´ıa de microarray ha revolucionado la investigacio´n biotec-
nolo´gica gracias a la posibilidad de monitorizar los niveles de concentracio´n
de ARN. El ana´lisis de dichos datos representa un reto computacional de-
bido a sus caracter´ısticas. Las te´cnicas de Clustering han sido ampliamente
aplicadas para crear grupos de genes que exhiben comportamientos simila-
res. El Biclustering emerge como una valiosa herramienta para el ana´lisis
de microarrays ya que relaja la restriccio´n de agrupamiento permitiendo
que los genes sean evaluados so´lo bajo un subconjunto de condiciones expe-
rimentales. Sin embargo, ante la consideracio´n de una tercera dimensio´n, el
tiempo, el Triclustering se presenta como la herramienta apropiada para el
ana´lisis de experimentos longitudinales en los que los genes son evaluados
bajo un cierto subconjunto de condiciones en un subconjunto de puntos
temporales. Estos triclusters proporcionan informacio´n oculta en forma de
patro´n de comportamiento para experimentos temporales con microarrays.
En esta investigacio´n se presenta TrLab, una metodolog´ıa para la ex-
traccio´n de patrones de comportamiento de grandes volu´menes de datos
biolo´gicos dependientes del tiempo. Esta metodolog´ıa incluye el algoritmo
TriGen, un algoritmo gene´tico para la bu´squeda de triclusters, teniendo en
cuenta de forma simulta´nea, los genes, condiciones experimentales y pun-
tos temporales que lo componen, adema´s de tres medidas de evaluacio´n que
conforman el nu´cleo de dicho algoritmo as´ı como una medida de calidad pa-
ra los triclusters encontrados.
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Todas estas aportaciones estara´n integradas en una aplicacio´n con in-
terfaz gra´fica que permita su fa´cil utilizacio´n por parte de expertos en el
campo de la biolog´ıa.
Las tres medidas de evaluacio´n desarrolladas son: MSR3D basada en
la adaptacio´n a las tres dimensiones del Residuo Cuadra´tico Medio, LSL
basada en el ca´lculo de la recta de mı´nimos cuadrados que mejor ajusta
la representacio´n gra´fica del tricluster y MSL basada en el ca´lculo de los
a´ngulos que forman el patro´n de comportamiento del tricluster. La medida
de calidad se denomina TRIQ y aglutina todos los aspectos que determinan
el valor de un tricluster: calidad de correlacio´n, gra´fica y biolo´gica.
Palabras clave triclustering, algoritmos gene´ticos, microarrays, datos tem-
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Este cap´ıtulo nos proporcionara´ el fondo necesario para el correcto en-
tendimiento del contenido de esta tesis doctoral. En primera instancia se
realizara´ una descripcio´n del problema que se plantea en esta investigacio´n
junto con un ana´lisis de las propuestas realizadas en el campo (Seccio´n 1.1).
Seguidamente justificaremos las razones que nos han llevado a realizar la
presente investigacio´n (Seccio´n 1.2) y los objetivos que se han planteado en
la misma (Seccio´n 1.3) finalizando este cap´ıtulo de pro´logo con una gu´ıa
que especifique la estructura en secciones del documento (Seccio´n 1.4) as´ı
como una breve descripcio´n de su contenido.
1.1. Descripcio´n del problema
La tecnolog´ıa de microarray es ampliamente utilizada en entornos de
investigacio´n de orden biolo´gico gracias a su capacidad de monitorizar el
nivel de concentracio´n de ARN de un gran grupo de genes; este hecho nos
habilita para el estudio de las funciones gene´ticas de las especies monitori-
zadas [9]. Con el objetivo de encontrar conocimiento nuevo, va´lido y oculto
a la percepcio´n humana [2, 59] los campos de la Miner´ıa de Datos (Data
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Mining) y la Bioinforma´tica (Bioinformatics) surgieron desarrollando nu-
merosas herramientas, metodolog´ıas y te´cnicas computacionales que nos
permiten analizar grandes volu´menes de datos tanto de fuentes de cara´cter
general como biolo´gicas. Uno de los enfoques ma´s estudiados en las citadas
disciplinas es el descubrimiento de patrones de comportamiento en datos
de expresio´n gene´tica.
Se ha comprobado en numerosos trabajos como [72, 39, 73] que los genes
que exhiben una alta correlacio´n a trave´s de sus niveles de expresio´n pueden
estar involucrados en procesos reguladores similares, adema´s, la relacio´n
entre correlacio´n y funcionalidad ha sido probada en diversos estudios como
en [19].
Las te´cnicas de Clustering son adecuadas para la deteccio´n de patrones
de comportamiento mediante la creacio´n de grupos de genes que mani-
fiestan patrones de expresio´n similares [65]. Los algoritmos de Clustering
tradicionales realizan un ana´lisis completo del espacio dimensional que ofre-
ce el microarray, agrupando genes teniendo en cuenta todas las condiciones
experimentales del mismo [34], sin embargo, la actividad gene´tica puede
aparecer bajo un conjunto de condiciones experimentales concretas, exhi-
biendo patrones de comportamiento locales. El hallazgo de estos patrones
locales es clave para descubrir secuencias gene´ticas que podr´ıan ser costosas
de obtener mediante otras v´ıas por lo que el paradigma de las te´cnicas de
Clustering deben ser extendidas a me´todos que permitan el descubrimiento
de patrones de comportamiento locales en datos de expresio´n gene´tica [6].
Las te´cnicas de Biclustering [13] atacan este problema relajando el me´to-
do de agrupamiento, permitiendo la asociacio´n de genes bajo u´nicamente
un subconjunto de condiciones experimentales, demostrando e´xito en la
bu´squeda de patrones de comportamiento gene´ticos [42, 58].
Avanzando un paso ma´s en cuanto a la dimensionalidad de los expe-
rimentos con microarray, existe un gran intere´s en experimentos tempora-
les con esta tecnolog´ıa puesto que permiten un ana´lisis en profundidad de
procesos moleculares en los que la evolucio´n temporal es importante, por
ejemplo, los ciclos celulares, el desarrollo a nivel molecular o la evolucio´n
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de enfermedades [3]. E´sto supone el an˜adido de una tercera dimensio´n a los
microarrays adema´s de las ya citadas dimensiones de genes y condiciones
experimentales; e´sta es, la dimensio´n de tiempo, lo que implica que las me-
todolog´ıas de Clustering y Biclustering son insuficientes para atacar esta
nueva coyuntura.
En este sentido, surge la te´cnica del Triclustering dando un paso ma´s y
permitiendo agrupar genes bajo unas condiciones experimentales concretas
y bajo unos puntos temporales concretos [43], por consiguiente, habilitando
la posibilidad de analizar datos 3D. Por lo tanto, el Triclustering es adecua-
do para el ana´lisis de experimentos de microarray en el que varias muestras
son adquiridas en diferentes puntos temporales [20]; e´sto supone un hecho
de gran intere´s ya que permite un ana´lisis acentuado de procesos biolo´gicos
donde el desarrollo temporal es importante.
Tanto las te´cnicas de Biclustering como las de Triclustering atacan pro-
blemas NP-completos [74]; en consecuencia, los algoritmos basados en me-
taheur´ısticas, se antojan indispensables para solucionar este tipo de pro-
blema. En este sentido, definir una medida apropiada de calidad de los
productos del Triclustering o triclusters es un reto importante y esencial
[21].
Tras el ana´lisis profundo de los trabajos recientes en el campo del ana´lisis
de datos temporales de expresio´n gene´tica y en particular aquellas investi-
gaciones relacionadas con el desarrollo y aplicacio´n de te´cnicas de Tricluste-
ring, centramos la atencio´n, entre otros, en [82] mediante el cual los autores
Zhao y Zaki introducen el algoritmo triCluster. E´sta es una de las primeras
metodolog´ıas para extraer patrones de comportamiento en datos de expre-
sio´n gene´tica en 3D basada en la medicio´n de la calidad de los triclusters
fundamentado en su simetr´ıa. Este enfoque permite una extraccio´n de tri-
clusters muy eficiente ya que son buscados en las dimensiones de menos
cardinalidad. Los triclusters tienen que satisfacer algunos requerimientos:
maximalidad, es decir, no existe un tricluster en el conjunto de soluciones
totalmente incluido en otro tricluster de dicho conjunto; delimitacio´n, dada
por , del ratio para los valores de cada par de columnas en el tricluster y
4
la determinacio´n del volumen ma´ximo y mı´nimo de los triclusters dada por
la relacio´n entre δx, δy, δz para los genes, condiciones y puntos de tiempo
respectivamente.
Un an˜o despue´s, fue publicada una versio´n extendida y generalizada de
la propuesta de Zhao y Zaki, llamada g-triCluster [36]; en ella, los autores
aducen que la propiedad de simetr´ıa no es va´lida para todos los patro-
nes presentes en datos biolo´gicos y propusieron el ı´ndice de correlacio´n de
Spearman [70] como una medida de evaluacio´n de triclusters ma´s apropiada.
Una propuesta basada en computacio´n evolutiva fue presentada en [40],
en ella, la funcio´n de fitness es definida como una medida multi-objetivo
que intenta optimizar tres factores: taman˜o, homogeneidad y varianza en
la dimensio´n de los genes de los triclusters.
La metodolog´ıa LagMiner fue presentada en [80] en la cual el objetivo
era encontrar triclusters con retardos temporales que permit´ıa encontrar
relaciones a nivel de regulacio´n entre genes; esta´ basada en un novedoso
modelo de clusters 3D llamado S2D3 Cluster en el que evalu´an sus tri-
clusters acorde a criterios de homogeneidad, regulacio´n, mı´nimo nu´mero de
genes, subespacio de condiciones experimentales y longitud de los periodos
temporales.
Wang et al. [77] propusieron un nuevo algoritmo llamado ts-cluster ba-
sando su definicio´n en el concepto de tricluster coherente en el que tambie´n
buscaba relaciones a nivel de regulacio´n entre genes. En este sentido, el
desplazamiento es tambie´n considerado entre los puntos temporales de los
triclusters evaluados.
Una nueva estrategia para extraer clusters 3D en datos con valores reales
fue introducida en [69] en la cual los autores definieron los CSCs (Correlated
3D Subspace Clusters) donde los valores de cada cluster deben tener un
alto nivel de ocurrencia y dichas ocurrencias no deb´ıan ser obtenidas por
casualidad. Su medida evaluaba los triclusters en base a una medida de
correlacio´n que ten´ıa en cuenta los requisitos antes mencionados.
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Hu et al. presentaron un enfoque haciendo hincapie´ en el concepto de
Low-Variance 3-Cluster [35], por el cual, se ten´ıa en cuenta la restriccio´n
de la baja varianza en la distribucio´n de los valores celulares.
Otro enfoque basado en encontrar reglas de asociacio´n con dependen-
cia temporal fue presentado en [41]. Las reglas obtenidas representaban
relaciones de regulacio´n entre genes.
En 2011 [43] y 2012 [44] fueron publicados sendos estudios de Triclus-
tering aplicado a series temporales de expresio´n gene´tica. Entre las u´ltimas
aportaciones encontramos el trabajo de Tchagang et al. [75] y de Gnatyshak
[24].
1.2. Justificacio´n
Los motivos que nos llevan a realizar esta investigacio´n son diversos.
En primera instancia y tras estudiar concienzudamente el abanico de po-
sibilidades que ofrece el estado del arte, llegamos a la conclusio´n de que
el Triclustering aplicado al ana´lisis de datos de expresio´n gene´tica y, ma´s
espec´ıficamente, a experimentos de microarray con desarrollo temporal (as´ı
como para otras te´cnicas relacionadas como los datos ChIP-chip [79], repo-
sitorios RNA-seq [47], etc) constituye un tema en auge dentro del campo,
con gran intere´s dentro de la comunidad cient´ıfica y con un potencial muy
alto como herramienta de apoyo al experto biolo´gico.
Como fruto del estudio del estado del arte encontramos en segunda
instancia pocas propuestas basadas en te´cnicas de inteligencia artificial tales
co´mo algoritmos gene´ticos. Igualmente no apreciamos ninguna propuesta
que tenga en cuenta el aspecto gra´fico de los triclusters resultantes del
proceso siendo, no obstante, un punto clave en la valoracio´n positiva de
e´stos en todas los trabajos analizados. Asimismo apreciamos una necesidad
de establecer una medida de evaluacio´n de triclusters que aglutine todos
los aspectos usados para tal efecto en la literatura, estos son, evaluacio´n
gra´fica, de correlacio´n y biolo´gica.
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En u´ltima instancia, observamos que estas te´cnicas tienen potencialidad
para ser efectivas en mu´ltiples escenarios en los que las tres dimensiones
jueguen un papel importante pero, sin embargo, apreciamos una carest´ıa
de trabajos aplicados a datos de origen no biolo´gico.
1.3. Objetivos
Las metas a alcanzar con este trabajo son las siguientes:
Estudio del estado del arte relacionado con el enfoque del Triclusteri-
ng, ana´lisis de datos de expresio´n gene´tica y estudios de experimentos
de microarray temporales.
Desarrollo de un algoritmo de Triclustering basado en el paradigma
de los algoritmos gene´ticos (algoritmo TriGen).
Proponer y desarrollar una medida de evaluacio´n de triclusters basada
en la adaptacio´n de la medida de Cheng y Church [13] a las tres
dimensiones (MSR3D).
Proponer y desarrollar una medida de evaluacio´n de triclusters ins-
pirada en la recta de mı´nimos cuadrados para una serie de puntos
(LSL).
Proponer y desarrollar una medida de evaluacio´n de triclusters basada
en un enfoque gra´fico de los mismos (MSL).
Comparacio´n de efectividad de las medidas de evaluacio´n propuestas.
Definir los aspectos fundamentales para evaluar la calidad de un tri-
cluster y proponer una medida a tal efecto. De esta forma, se consigue
aglutinar dichos aspectos que en la actualidad se tienen en cuenta por
separado (TRIQ).
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Probar la efectividad de las metodolog´ıas en datasets biolo´gicos y
sinte´ticos.
Probar la efectividad de las metodolog´ıas en campos no biolo´gicos.
Integrar todos los aspectos anteriores en una herramienta accesible y
de fa´cil uso por el experto biolo´gico que sirva de apoyo en la toma de
decisiones (metodolog´ıa TrLab).
1.4. Estructura




En este cap´ıtulo se hace una descripcio´n del problema en el que
se enmarca esta investigacio´n (Seccio´n 1.1) as´ı como la justifica-
cio´n de la realizacio´n del mismo (Seccio´n 1.2) y los objetivos a
completar (Seccio´n 1.3).
Cap´ıtulo 2
Con este capitulo se pretende contextualizar y definir el escenario
cient´ıfico de esta investigacio´n. Se hace hincapie´ en los campos
de la Miner´ıa de Datos (Seccio´n 2.1) y la Bioinforma´tica (Sec-
cio´n 2.2) como punto de referencia de las te´cnicas y metodolog´ıas
estudiadas y desarrolladas. Se analizan los conceptos de micro-
array (Seccio´n 2.3) y de datos de estudios s´ısmicos (Seccio´n 2.4)
como recursos fundamentales del modelo desarrollado y se define
la te´cnica del Triclustering (Seccio´n 2.5). Adema´s, se presentan
otros conceptos que conforman el nu´cleo de esta investigacio´n
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como los Algoritmos Gene´ticos (Seccio´n 2.6), el proyecto Gene
Ontology (Seccio´n 2.7), y los ı´ndices de correlacio´n (Seccio´n 2.8).
Cap´ıtulo 3
En este cap´ıtulo se pretende ofrecer un resumen de todos los re-
sultados aportados en esta investigacio´n y que forman parte de la
metodolog´ıa TrLab. En primer lugar se describe de una manera
global el algoritmo TriGen (Seccio´n 3.1). Seguidamente, se deta-
llan las distintas funciones de evaluacio´n desarrolladas: MSR3D
(Seccio´n 3.2), LSL (Seccio´n 3.4) y MSL (Seccio´n 3.5). Tambie´n,
se realiza una descripcio´n de la medida de calidad TRIQ (Sec-
cio´n 3.6) y una explicacio´n general de la aplicacio´n al ana´lisis
de datos s´ısmicos (Seccio´n 3.7). El cap´ıtulo concluye con una
discusio´n conjunta de los resultados obtenidos (Seccio´n 3.8).
Parte II
Cap´ıtulo 4
Se presentan todas las publicaciones en revistas incluidas en el
Journal Citation Reports de Thomsom-Reuters fruto de esta in-
vestigacio´n y que forman parte del compendio de publicaciones
de esta tesis doctoral. Por cada publicacio´n se indica informacio´n
sobre editorial, campo de investigacio´n y ranking JCR.
Cap´ıtulo 5
Contiene el resto de publicaciones, no JCR, que tambie´n son
fruto de este trabajo. E´stas esta´n dispuestas en congresos na-
cionales (Seccio´n 5.1), congresos internacionales (Seccio´n 5.2) y




Detalle de todas las conclusiones obtenidas de esta investigacio´n.
Cap´ıtulo 7
Pro´ximas tareas realizables y futuras l´ıneas de investigacio´n en
el contexto de esta investigacio´n.
Ape´ndice A




El objeto de este cap´ıtulo es contextualizar los conceptos y a´mbitos en
los que se mueve esta investigacio´n. Primero se introduce el campo de la
Miner´ıa de Datos (Seccio´n 2.1), marco de referencia fundamental en el que
se encuadra dicha tesis, as´ı como el campo de la Bioinforma´tica (Seccio´n
2.2) que tambie´n es clave en la constitucio´n de este trabajo. Seguidamente se
analizara´n los dos recursos esenciales en los que se ha basado este trabajo de
investigacio´n y que conforman la entrada del modelo disen˜ado: los datos de
microarray (Seccio´n 2.3) y los datos de ana´lisis de se´ısmos (Seccio´n 2.4). Por
u´ltimo se detallan el cata´logo de te´cnicas empleadas y desarrolladas para
llevar a cabo los objetivos de esta investigacio´n empezando por la principal,
el Triclustering (Seccio´n 2.5), como te´cnica global y siguiendo con otras
te´cnicas y metodolog´ıas empleadas como los Algoritmos Gene´ticos (2.6),
el proyecto Gene Ontology (Seccio´n 2.7) y los coeficientes de correlacio´n
(Seccio´n 2.8).
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2.1. Miner´ıa de Datos
La Miner´ıa de Datos (Data Mining) es entendida de manera general
como el conjunto de te´cnicas computacionales disen˜adas para encontrar,
informacio´n oculta, va´lida y u´til de entre la vasta cantidad de datos que
fluye de manera continuada y a diario en nuestro mundo. Es una espe-
cialidad interdisciplinaria que comprende un alto nu´mero de campos de
investigacio´n tales como la estad´ıstica, la recuperacio´n de la informacio´n,
la inteligencia artificial, la gestio´n de bases de datos, el soporte para la toma
de decisiones, el reconocimiento de patrones, la visualizacio´n de datos o el
aprendizaje automa´tico; con lo cual, se presta a ser definida de diferentes
maneras.
Dos de las ma´s aceptadas en la comunidad cient´ıfica (aunque no libera-
das de debate y controversia) son, por una parte, el considerar el te´rmino
Miner´ıa de Datos como un sub-proceso de una disciplina de ma´s alto nivel
conocida como KDD (Knwoledge Discovery from Data) o, de otro modo,
el considerar ambas disciplinas como equivalentes. En cualquier caso, ya se
considere Miner´ıa de Datos como un sub-proceso del KDD o como su igual,
la esencia de ambos te´rminos es la de agrupar todas las te´cnicas en el a´mbito
de la Ingenier´ıa Informa´tica que se encargan de extraer informacio´n oculta,
va´lida y u´til de conjuntos de datos heteroge´neos de gran taman˜o. Por lo
tanto, cuando se hace referencia a te´rminos como Miner´ıa de Datos, KDD,
extraccio´n de conocimiento, ana´lisis de patrones de datos, arqueolog´ıa de
datos, etc, estamos refirie´ndonos, en esencia, al mismo concepto.
En Fig. 2.1 podemos observar como el proceso global del KDD, entendi-
do como extraccio´n de conocimiento, esta´ formado por varios sub-procesos
y, como antes se indico´, la Miner´ıa de Datos conforma el nu´cleo del pro-
cedimiento global en cuanto a la extraccio´n de conocimiento se refiere y,
adema´s, es la disciplina que surte de te´cnicas necesarias para tal efecto.
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El motivo de distinguir entre KDD y Miner´ıa de Datos en este trabajo
es el de separar las te´cnicas de Pre-procesado de Datos y Representacio´n de
conocimiento, consideradas tareas con un campo de trabajo muy amplio,
de la extraccio´n de conocimiento propiamente dicha.
FASE 1: PLANTEAMIENTO DE OBJETIVOS FASE 2: SELECCIÓN DE LAS FUENTES 
DE INFORMACIÓN (RECURSOS)
FASE 3: PREPROCESADO DE 
LOS DATOS
Figura 2.1: Proceso del KDD
Las diferentes etapas del KDD se definen como sigue [32]:
1. Planteamiento de objetivos.
Como en todo proyecto de Ingenier´ıa Informa´tica que se precie, el
planteamiento de objetivos, establecimiento de cotas del problema as´ı
como la planificacio´n del mismo, supone un paso importante y cr´ıtico
que influira´ en el desarrollo del proceso. El KDD al ser un proceso
ingenieril tiene a este sub-proceso como primer paso de su procedi-
miento global.
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2. Seleccio´n de las fuentes de informacio´n.
Bu´squeda de los datos que nos servira´n de recurso para extraer cono-
cimiento.
3. Pre-procesado de datos.
Preparar los datos para asegurar la efectividad de la extraccio´n de
conocimiento. Los procedimientos para este paso son la Limpieza de
los Datos para eliminar ruido e inconsistencias, Integracio´n de Datos
para homogeneizar y unir distintas fuentes o recursos en una sola,
la Seleccio´n donde los datos relevantes para la tarea de ana´lisis son
recuperados de las fuentes de informacio´n y Transformacio´n de Da-
tos donde son transformados y consolidados en las formas apropiadas
para el ana´lisis mediante operaciones de sumatorio, agregacio´n y re-
duccio´n.
4. Miner´ıa de Datos.
Extraccio´n de conocimiento propiamente dicha usando diferentes te´cni-
cas.
5. Ana´lisis e interpretacio´n del conocimiento extra´ıdo.
El conocimiento extra´ıdo se analiza e interpreta para su uso pra´cti-
co posterior. Importante en este paso tambie´n es la evaluacio´n de la
calidad del modelo resultante.
6. Difusio´n y uso del conocimiento extra´ıdo.
Te´cnicas de visualizacio´n y representacio´n del conocimiento entran
en juego para difundir y usar el conocimiento obtenido.
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2.1.1. Datos
Las te´cnicas de Miner´ıa de Datos son susceptibles de ser aplicadas a da-
tos de todo tipo de origen y naturaleza. Los or´ıgenes de datos ma´s comunes
son las bases de datos, los almacenes de datos, y los datos transaccionales
as´ı como otras disposiciones como streams, datos secuenciales u ordenados,
grafos o redes, datos espaciales, datos de textos, datos multimedia y de la
World Wide Web. Se puede afirmar que esta disciplina procura abarcar to-
dos los tipos de datos que existen segu´n van emergiendo adema´s de observar
que todos los modelos o conocimientos extra´ıdos de los distintos tipos de
datos contienen los adjetivos de oculto, va´lido y u´til.
El objeto de aplicar te´cnicas de Miner´ıa de Datos a bases de datos re-
lacionales es obtener ma´s informacio´n que la que nos proporciona una con-
sulta, es decir, pretendemos encontrar tendencias o patrones en los datos.
Por ejemplo para una base de datos de un comercio, estas te´cnicas pue-
den analizar datos de clientes para predecir las futuras ventas en funcio´n
de la edad y las compras previas as´ı como detectar desviaciones, esto es,
productos con ventas lejos de las expectativas formadas en an˜os anteriores.
Los almacenes de datos son repositorios de informacio´n recolectada de
mu´ltiples fuentes localizadas f´ısicamente en distintos lugares y almacena-
das bajo un esquema u´nico. E´stos son generalmente modelados como una
estructura multidimensional conocida como Cubo de Datos en el que cada
dimensio´n corresponde con un atributo o con un conjunto de atributos del
esquema donde, para cada celda, se almacena el valor de alguna medida de
resumen como un contador o una suma. De esta forma, se proporciona una
vista multidimensional de los datos y se habilita el acceso ra´pido a los datos
resumidos. Para poder proporcionar esta funcionalidad de multidimensio-
nalidad y resumen, los almacenes de datos contienen un inherente soporte
para operaciones OLAP (Online Analytical Processing Operations); estas
operaciones realizan accesos a los datos a diferentes niveles de abstraccio´n.
Las te´cnicas de Miner´ıa de Datos permiten la exploracio´n de mu´ltiples com-
binaciones de dimensiones variando el nivel de granularidad y, por lo tanto,
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proporcionan el descubrimiento de interesantes patrones o tendencias que
representan conocimiento va´lido, oculto y u´til.
Los datos transaccionales son los ma´s sencillos en cuanto a estructura o
esquema. Un tipo de dato transaccional es un conjunto de transacciones. Se
entiende como transaccio´n cada uno de los registros de una base de datos
(una compra de un cliente, una reserva de un vuelo, etc) y por lo general
incluye un identificador u´nico y una lista de ı´tems que la componen (como
por ejemplo, los productos adquiridos en una compra). De manera gene´rica,
estos datos suelen ir presentados en ficheros y en forma de tabla de modo
que cada fila de dicha tabla representa un registro de dicha transaccio´n y
cada columna representa un atributo de la misma; por ejemplo, para el caso
de un comercio, el conjunto de datos transaccionales de todas las ventas del
mismo estar´ıa representado en un fichero donde cada l´ınea representa una
venta y cada columna de la linea, distinguidas por un cara´cter separador
(comu´nmente la coma o el punto y coma), se corresponden con cada uno de
los valores de los atributos de dicha venta. Un gran nu´mero de te´cnicas de
Miner´ıa de Datos usan estas fuentes como recursos para extraer conocimien-
to orientados a encontrar patrones frecuentes, de comportamiento u otros.
En muchos trabajos realizados en el campo de la Bioinforma´tica (Seccio´n
2.2), Bussines Intelligence y Toma de Decisiones se hace uso de la Miner´ıa
de Datos aplicada a este tipo de recurso. En la presente investigacio´n, se
analiza una clase particular de estos datos como recurso de investigacio´n:
los Datos Longitudinales (Seccio´n 2.3).
Adema´s de las ya expuestas, existen una gran variedad de fuentes con
formas y estructuras versa´tiles de las que la Miner´ıa de Datos puede ex-
traer conocimiento. Estos tipos de datos pueden provenir de muchos tipos
de aplicaciones y or´ıgenes, por ejemplo, datos secuenciales como registros
histo´ricos, series temporales, secuencias biolo´gicas, streams de v´ıdeo, audio
o sensores, datos espaciales como mapas, datos de disen˜o en ingenier´ıa como
planos de edificios, disen˜o de software, componentes de sistemas o circuitos
integrados y datos del World Wide Web como paginas web o redes sociales.
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Los tipos de conocimiento que las te´cnicas de Miner´ıa de Datos pue-
den extraer son tan numerosos como las fuentes existentes, estos son, por
ejemplo, los bancos de tendencias de compras, los modelos para detectar ac-
ciones no permitidas en sistemas informa´ticos, la clasificacio´n de opiniones,
la caracterizacio´n de pa´ginas web, la recuperacio´n y clasificacio´n de textos
cient´ıficos en base a temas, etc. Podr´ıamos decir que, potencialmente, el
l´ımite de esta disciplina lo establecen los recursos (los datos) en lugar de
las te´cnicas.
2.1.2. Te´cnicas
Las te´cnicas del campo de la Miner´ıa de Datos se clasifican de manera
general en descriptivas o predictivas [32]. Las primeras, como su propio nom-
bre indica, describen los datos mientras las segundas realizan predicciones
de los mismos o, dicho de otra manera, las descriptivas caracterizan propie-
dades del conjunto de datos objetivo mientras que las predictivas inducen
cierto conocimiento para realizar predicciones sobre los datos objetivo.
Entre todo el cata´logo de te´cnicas, destacan por su cara´cter representa-
tivo dentro del campo: el ana´lisis de outliers, la descripcio´n de conceptos,
el descubrimiento de patrones frecuentes, asociaciones y correlaciones, el
ana´lisis predictivo, la regresio´n y el Clustering.
Los outliers son objetos o items contenidos en los datos de entrada
que no concuerdan con el comportamiento o modelo del mismo. Existen
multitud de metodolog´ıas para la deteccio´n y eliminacio´n de outliers y
as´ı evitar ruido y excepciones, sin embargo, en algunas aplicaciones estos
eventos son ma´s interesantes que los propios datos fuente. El ana´lisis de
outliers o miner´ıa de anomal´ıas se encarga de detectar estos eventos de
intere´s.
Los datos susceptibles de ana´lisis pueden estar asociados a clases o con-
ceptos (por ejemplo en del caso del comercio, pueden existir los conceptos de
“gran comprador” y “comprador moderado” asociado a los clientes). Puede
17
ser u´til describir estos conceptos en te´rminos concisos, resumidos y preci-
sos. Esta te´cnica de descripcio´n de conceptos se puede desarrollar en tres
v´ıas: Caracterizacio´n de Datos en la que se resumen los datos del concepto
bajo estudio, Discriminacio´n de Datos en la que se compara el concepto
objetivo con un conjunto de conceptos comparativos, o ambos enfoques tra-
bajando conjuntamente. Existen varios me´todos para realizar estas tareas
de caracterizacio´n y discriminacio´n tales como resu´menes basados en medi-
das estad´ısticas, operaciones OLAP sobre los cubos de datos, me´todos de
induccio´n orientados al atributo, etc. Los resultados de la aplicacio´n de es-
tas te´cnicas son presentados en varios formatos: gra´ficas circulares, gra´ficos
de barras, curvas, cubos y tablas multidimensionales, etc.
Obtener patrones frecuentes permite descubrir asociaciones y correla-
ciones interesantes dentro de los datos de entrada. Entre los mu´ltiples tipos
de variantes de patrones frecuentes existentes son destacables los patro-
nes que informan de un conjunto de objetos que suelen aparecer juntos en
un conjunto de datos transaccional (por ejemplo, en un supermercado, los
productos leche y pan suelen ir juntos en la misma cesta de la compra de
muchos clientes), los patrones de subsecuencias que proveen de un conjunto
de objetos que suelen aparecer en el conjunto de datos en un orden concreto
(por ejemplo, los clientes de una tienda de tecnolog´ıa que tienden a comprar
primero un ordenador porta´til, seguido de una ca´mara digital y una tarjeta
de memoria), los patrones de subestructuras que indican disposiciones que
suelen repetirse dentro de una estructura global como pueden ser grafos,
a´rboles, etc (por ejemplo, patrones de estructuras tridimensionales que se
repiten dentro de una prote´ına) y los patrones de comportamiento que pro-
porcionan un conjunto de elementos dentro de los recursos que tienen un
comportamiento similar acorde a la naturaleza dichos recursos (por ejem-
plo, de las sen˜ales de comunicacio´n que recibe una antena, agrupar las que
tengan un comportamiento similar en base a su longitud de onda).
La te´cnicas de Clasificacio´n consisten en encontrar un modelo (o fun-
cio´n) que describa y distinga los conceptos o clases de los datos fuente. El
modelo es obtenido en base al ana´lisis de un conjunto de datos de entre-
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namiento (esto es, datos cuyo concepto o clase es conocido). El modelo se
usa para predecir la clase (o clasificar) los objetos que no tienen clasifi-
cacio´n alguna. Para obtener el modelo resultante de la aplicacio´n, existen
varios me´todos. Entre los ma´s usados podemos destacar los a´rboles de de-
cisio´n, las reglas de asociacio´n, las redes neuronales, las redes bayesianas,
las ma´quinas de vector soporte y el algoritmo del vecino ma´s pro´ximo.
Mientras que la Clasificacio´n predice la categor´ıa de objetos discretos, la
regresio´n modela funciones de valores continuos. La Regresio´n es una meto-
dolog´ıa estad´ıstica que es mayoritariamente usada para prediccio´n nume´ri-
ca. Adema´s, abarca la identificacio´n de la distribucio´n de tendencias en los
datos procesados.
Al contrario que la Regresio´n o la Clasificacio´n que analizan conjuntos
de datos con etiquetas (conjunto de entrenamiento, aprendizaje supervisa-
do), el Clustering analiza los datos de entrada sin atender a dicha etiqueta
(aprendizaje no supervisado). En muchos casos, no se puede determinar un
conjunto de entrenamiento con las etiquetas de clase. Para ello, el Clus-
tering puede ser usado para generarlas. De manera global, estas te´cnicas
separan en grupos o clusters el conjunto completo de los datos de entrada
basa´ndose en el principio de maximizar la similitud entre los elementos de
un grupo y minimizando la similitud entre los elementos de grupos distin-
tos. El Clustering puede facilitar la formacio´n taxono´mica, o lo que es lo




En las u´ltimas de´cadas, los avances en la biolog´ıa molecular y el equi-
pamiento disponible para la investigacio´n en este campo, han permitido la
ra´pida secuenciacio´n de grandes porciones de genomas de diversas especies.
En la actualidad, muchos genomas procariotas, tales como la bacteria
Escherichia coli y muchos eucariotas ya han sido secuenciados por com-
pleto. El proyecto Genoma Humano [15], disen˜ado con el fin de secuenciar
los 46 cromosomas del ser humano, tambie´n esta´ terminado. Las bases de
datos de secuencias ma´s populares, como GenBank [7] y EMBL [37], esta´n
creciendo de forma exponencial. Esta gran cantidad de informacio´n necesita
de un alto nivel de organizacio´n, indexado y almacenamiento de las secuen-
cias. Es por ello que la Ingenier´ıa Informa´tica ha sido aplicada a la Biolog´ıa
para producir un nuevo campo de investigacio´n llamado Bioinforma´tica que
permita ayudar a esta organizacio´n [1].
El te´rmino Bioinforma´tica ha sido adoptado por varias disciplinas dife-
rentes. En su sentido ma´s amplio, puede considerarse que el te´rmino signi-
fica tecnolog´ıa de la informacio´n aplicada a la gestio´n y ana´lisis de datos
biolo´gicos. Esto tiene implicaciones en diversas a´reas, desde la inteligencia
artificial y la robo´tica al ana´lisis de genomas.
En el contexto de los proyectos genoma, el te´rmino se aplico´ original-
mente a la manipulacio´n computacional y al ana´lisis de datos de secuencias
biolo´gicas (ADN o prote´ınas), sin embargo, a la vista de la ra´pida y crecien-
te acumulacio´n de estructuras de prote´ınas disponibles, el te´rmino actual-
mente abarca numerosos campos como el ana´lisis y prediccio´n de estructu-
ras prote´ınicas tridimensionales, ca´lculo de propiedades fisico-qu´ımicas de
las prote´ınas, clasificacio´n evolutiva de las prote´ınas, ana´lisis de expresio´n
gene´tica, etc.
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2.2.1. Objetivos y A´reas de trabajo
La Bioinforma´tica acepta un enfoque desde la perspectiva de la Inge-
nier´ıa Informa´tica como campo de investigacio´n interdisciplinar en el que
confluyen varias especialidades como las Bases de Datos, la Ingenier´ıa del
Software o la Miner´ıa de Datos en las que destacan las tareas de disen˜o,
acceso y ana´lisis de bases de datos biolo´gicas, el ana´lisis de secuencias y
estructuras moleculares, la visualizacio´n y prediccio´n de estructuras 3D de
macromole´culas y el reconocimiento de patrones de comportamiento gene´ti-
cos.
Desde este punto de vista, la Bioinforma´tica engloba el estudio y solu-
cio´n de problemas relacionados con datos de origen biolo´gico. E´stos cons-
tituyen un recurso muy amplio y pueden ser clasificados en tres campos
de investigacio´n que agrupan distintas tareas y problemas abiertos [14]: el
ana´lisis de secuencias de ADN/ARN, el ana´lisis de secuencias y estructuras
proteicas y el ana´lisis de genomas completos.
Uno de los elementos principales en la Bioinforma´tica es el campo del
ana´lisis de secuencias de ADN/ARN. El A´cido Desoxirribonucleico (ADN)
es una macro mole´cula en forma de cadena plegada en doble he´lice en el
que cada eslabo´n de la misma lo constituyen un par de nucleo´tidos; desde
el punto de vista funcional el ADN contiene instrucciones gene´ticas usadas
en el desarrollo y funcionamiento de todos los organismos vivos conocidos
y algunos virus, y es responsable de su transmisio´n hereditaria. Del mismo
modo, el A´cido Ribonucleico (ARN) es una macro mole´cula en forma de
cadena simple en el que cada nodo de la misma lo forma un nucleo´tido y su
funcio´n es la de dirigir las etapas intermedias de la s´ıntesis proteica. Una
vista de la morfolog´ıa molecular de ambas cadenas puede apreciarse en Fig.
2.2.
De forma general y muy simplificada, se puede decir que el ADN con-
tiene las instrucciones para la construccio´n de prote´ınas y el ARN es el
encargado de ejecutarlas. Tanto el ADN como el ARN constituyen un len-






















Figura 2.2: ARN y ADN
sintaxis e interpretacio´n. Ambos lenguajes tienen 4 s´ımbolos de codificacio´n
o bases nitrogenadas (parte central de los eslabones o nucleo´tidos): Citosi-
na (C), Adenina (A), Guanina (G) para ambos, Timina (T) para el ADN
y Uracilo (U) para el ARN. Como sinta´xis ba´sica, cada base nitrogenada
tanto en la doble he´lice del ADN como en el proceso de transcripcio´n en
el ARN va asociada a su complementaria de tal forma que la Adenina se
complementa con la Timina o Uracilo y la Citosina con la Guanina. La in-
terpretacio´n ba´sica es que cada triplete de bases nitrogena´das corresponde
con un aminoa´cido. Los elementos que constituyen el ana´lisis de secuencias












Figura 2.3: Elementos del ana´lisis de secuencias de ADN/ARN
De este campo, surgen multitud de tareas y problemas a abordar debido
a la alta complejidad del sistema biolo´gico de los seres vivos, entre los ma´s
destacados, se encuentran [14]:
1. Recuperacio´n de secuencias de ADN en bases de datos biolo´gicas.
2. Ca´lculo de composicio´n de nucleo´tidos.
3. Identificacio´n de zonas de restriccio´n.
4. Disen˜o de cebadores para reacciones en cadena de la polimerasa.
5. Identificacio´n de marcos abiertos de lectura.
6. Prediccio´n de elementos de ADN/ARN de estructura secundaria.
7. Bu´squeda de repeticiones.
8. Ca´lculo del alineamiento o´ptimo entre dos o ma´s secuencias de ADN.
9. Bu´squeda de zonas polimo´rficas en genes.
10. Ensamblaje de fragmentos de secuencias.
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11. Ana´lisis de la composicio´n de una secuencia de ADN.
a) Establecer el contenido de Guanina (G) y Citosina (C).
b) Conteo de palabras.
c) Encontrar repeticiones internas..
d) Encontrar regiones de codificacio´n de prote´ınas.
e) Encontrar exones internos en secuencias geno´micas.
12. Ensamblaje de fragmentos de secuencias.
13. Prediccio´n y modelado de estructuras secundarias de ARN.
14. Bu´squeda de similitudes en bases de datos de secuencias de ADN.
15. Comparacio´n de dos secuencias de ADN.
16. Comparacio´n de mu´ltiples secuencias de ADN.
En el campo del ana´lisis de secuencias y estructuras proteicas, la pro-
te´ına y sus distintas configuraciones estructurales es el objeto de estudio
fundamental. Una prote´ına es una macro mole´cula constituida por cadenas
de mole´culas orga´nicas con un grupo amino y un grupo carboxilo unidos a
un carbono central llamadas aminoa´cidos. Las prote´ınas ocupan un lugar
de ma´xima importancia entre las mole´culas constituyentes de los seres vi-
vos. Pra´cticamente todos los procesos biolo´gicos dependen de la presencia
o la actividad de este tipo de mole´culas. Al ser una mole´cula compleja, la
prote´ına esta´ constituida por cuatro niveles estructurales que esta´n ı´ntima-
mente ligados con su funcio´n en el organismo del ser vivo correspondiente
(Fig. 2.4).
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Figura 2.4: Estructuras proteicas
La relacio´n de las prote´ınas con el nivel ADN/ARN se establece gracias
a uno de los descubrimientos cient´ıficos ma´s importantes de la historia: el
co´digo gene´tico, que establece la relacio´n directa entre los tripletes de nu-
cleo´tidos y los aminoa´cidos que sintetizan. Como podemos ver en Fig. 2.5
cada combinacio´n de tres nucleo´tidos (parte interior de la rueda) sintetiza
un aminoa´cido concreto o las o´rdenes de empezar la transcripcio´n (((start)))
y terminar la transcripcio´n (((stop))) (per´ımetro de la rueda). De este mo-
do, el primer paso en la s´ıntesis de una prote´ına ser´ıa activar el triplete de
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((start)) (Adenina - Uracilo - Guanina), que sintetiza el aminoa´cido Metio-
nina, establecer las secuencias de tripletes para los siguientes aminoa´cidos y
activar alguna de las tres secuencias de ((stop)) (Uracilo - Adenina - Adenina,
Uracilo - Adenina - Guanina o Uracilo - Guanina - Adenina).
Figura 2.5: Co´digo Gene´tico
Los aminoa´cidos son las unidades mı´nimas de informacio´n dentro de las
prote´ınas. Una prote´ına, en origen, es una combinacio´n secuencial de estas
unidades mı´nimas de informacio´n que puede adoptar distintas estructuras
en el espacio (Fig. 2.4). De esta forma, y al igual que en el ADN/ARN,
podemos interpretar el nivel prote´ico como un lenguaje de 20 s´ımbolos
(20 aminoa´cidos existentes en la naturaleza) en el que cada prote´ına es
una combinacio´n secuencial de los mismos. Los elementos que constituyen
ana´lisis de secuencias y estructuras proteicas se pueden observar de manera
























Figura 2.6: Elementos del ana´lisis de secuencias y estructuras proteicas
Entre los retos bioinforma´ticos ma´s destacados de este campo se en-
cuentran [14]:
1. Recuperacio´n de secuencias de prote´ınas en bases de datos biolo´gicas.
2. Ca´lculo de propiedades de los aminoa´cidos: composicio´n, peso mole-
cular, etc.
3. Ca´lculo del nivel de hidrofobia y hidrofilia de una prote´ına, prediccio´n
de ant´ıgenos.
4. Prediccio´n de elementos de estructura secundaria.
5. Prediccio´n del dominio de organizacio´n de la prote´ına.
6. Visualizacio´n de la estructura 3D de la prote´ına.
7. Prediccio´n de la estructura 3D de la prote´ına a partir de su secuencia
de aminoa´cidos.
8. Bu´squeda de prote´ınas que comparten una secuencia similar de aminoa´ci-
dos.
9. Clasificacio´n de prote´ınas en familias.
10. Bu´squeda del alineamiento o´ptimo entre dos o ma´s prote´ınas.
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11. Bu´squeda de relaciones evolutivas entre prote´ınas; dibujo de a´rbol
genealo´gico proteico.
12. Predecir las principales propiedades fisico-qu´ımicas de una prote´ına.
13. Ana´lisis de la estructura primaria.
a) Bu´squeda de segmentos posicionados en la membrana.
b) Bu´squeda de regiones coiled-coil.
14. Prediccio´n de modificaciones post-traduccio´n.
a) Bu´squeda de patrones PROSITE.
b) Bu´squeda de dominios conocidos.
c) Bu´squeda de nuevos dominios.
15. Prediccio´n de la estructura secundaria de una prote´ına.
16. Prediccio´n caracter´ısticas estructurales de una prote´ına.
17. Prediccio´n de la estructura terciaria de una prote´ına.
18. Bu´squeda de similitudes en bases de datos de secuencias de prote´ınas.
19. Comparacio´n de dos secuencias de prote´ınicas.
20. Comparacio´n de mu´ltiples secuencias de prote´ınicas.
El tercer campo de investigacio´n es el ana´lisis de genomas completos. El
genoma es la totalidad de la informacio´n gene´tica que posee un organismo
en particular. Desde el punto de vista estructural, el genoma se organiza en
unidades llamadas cromosomas que, a su vez, se agrupan en otras unidades
mı´nimas, los genes. Un cromosoma es una estructura molecular compleja
formada por un conjunto determinado de genes que realizan una funcio´n
biolo´gica concreta en el ser vivo. Un gen es una secuencia ordenada de
nucleo´tidos en la mole´cula de ADN que contiene la informacio´n necesaria
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para la s´ıntesis de una prote´ına con funcio´n celular espec´ıfica. El genoma
humano contiene 46 cromosomas y un nu´mero de genes del orden de 25.000.
Desde el punto de vista de la ingenier´ıa podemos decir que el genoma es el
repositorio completo de recursos para construir funciones biolo´gicas de un
ser vivo; esto es, en el genoma encontraremos todos los genes encargados de
cada funcio´n biolo´gica organizados por cromosomas (Fig. 2.7). De entre los
problemas abordables ma´s destacados en Bioinforma´tica para este campo,
destacan [14]:
1. Bu´squeda de genomas disponibles.
2. Ana´lisis de secuencias en relacio´n a genomas espec´ıficos.
3. Ana´lisis de expresio´n gene´tica.
4. Representacio´n gra´fica de genomas.
5. Ana´lisis de genomas microbianos.
6. Ana´lisis de genomas eucario´ticos.
7. Bu´squeda de genes homo´logos.






Figura 2.7: Elementos del ana´lisis de genomas completos
29
En este ana´lisis de los objetivos y a´reas de trabajo so´lo se ha reflejado
algunas de las disciplinas ma´s recurrentes que tienen cabida bajo el te´rmino
Bioinforma´tica. No es objetivo de esta investigacio´n el hacer un ana´lisis
exhaustivo de todas las disciplinas. Cabe destacar que hay otros muchos
logros en investigacio´n dentro de la Bioinforma´tica que hacen que dichas
disciplinas vayan aumentando en nu´mero.
2.3. Microarrays
Los complejos procesos moleculares de los sistemas biolo´gicos han lo-
grado ser estudiados gracias a los progresos en biolog´ıa molecular junto
con el avance de las te´cnicas computacionales y el hardware [22]. Dicho
hecho ha supuesto una revolucio´n tecnolo´gica que se ha traducido en el
aumento exponencial de la cantidad de datos disponibles. En particular,
los chips de alta densidad de nucleo´tidos o ADN complementario desarro-
llados en los an˜os 90, conocidos como microarrays, han revolucionado la
investigacio´n biolo´gica por su capacidad para monitorizar los cambios en la
concentracio´n de ARN en miles de genes simulta´neamente [9] mientras que
los me´todos tradicionales pod´ıan u´nicamente observar un gen cada vez.
El funcionamiento de los microarrays se basa en hacer valer la capa-
cidad de las mole´culas de ARN mensajero (encargado de transportar la
informacio´n sobre la secuencia de aminoa´cidos de la prote´ına al ribosoma)
para unirse espec´ıficamente con el ADN que lo produjo. Partiendo de un
biochip que contenga una gran cantidad de muestras de ADN el experto
cient´ıfico puede determinar los niveles de expresio´n gene´tica de miles de ge-
nes de una ce´lula mediante la medicio´n de la cantidad de ARN mensajero
ligado a cada seccio´n del biochip. Cada una de estas medidas es calculada
de manera precisa por un ordenador produciendo un perfil o coleccio´n de
los niveles de expresio´n gene´tica de la ce´lula bajo estudio. La produccio´n
de estas colecciones de niveles de expresio´n gene´tica ha dado pie a la iden-
tificacio´n y el estudio de los patrones de expresio´n gene´tica que subyacen
a la fisiolog´ıa celular, esto es, podemos ver que´ genes se encuentran activa-
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dos (o reprimidos) bajo distintas condiciones o ante la presencia de agentes
externos. Este campo de investigacio´n es conocido como ana´lisis de datos
de expresio´n gene´tica [8].
Una pra´ctica comu´n en el ana´lisis de los datos de expresio´n ge´nica con-
siste en aplicar te´cnicas de agrupamiento. Estos de grupos de genes mues-
tran patrones similares de expresio´n y son interesantes porque se considera
que los genes con patrones de comportamiento similares pueden estar invo-
lucrados en procesos de regulacio´n similares [72]. Aunque, en teor´ıa, no hay
un gran paso de la correlacio´n a la similitud funcional de los genes, varios
art´ıculos indican que esta relacio´n existe [19].
2.3.1. Aplicaciones
F´ısicamente, un microarray o biochip (Fig. 2.8) es una coleccio´n de
pequen˜os fragmentos de genes unidos a la superficie de pequen˜os cristales.
En ellos, se integran decenas de miles de fragmentos de material gene´tico
de secuencia conocida y de diferente taman˜o ordenados sobre un sustrato
so´lido de manera que forman una matriz de secuencias en dos dimensiones.
Dichos fragmentos se denominan sondas.
Las muestras a analizar son marcadas por diversos me´todos (enzima´ti-
cos, fluorescentes, etc.) incuba´ndose posteriormente sobre la matriz de son-
das y producie´ndose una hibridacio´n entre las secuencias homo´logas, es de-
cir, so´lo las cadenas complementarias a las del chip son hibridadas. Despue´s
de la hibridacio´n entre las secuencias del microarray y la muestra marcada
con fluorescencia, los chips son le´ıdos en un esca´ner origina´ndose un patro´n
de luz caracter´ıstico y una cuantificacio´n de la intensidad de hibridacio´n de
cada punto. Los datos obtenidos son interpretados mediante un ordenador




Una de las aplicaciones ma´s extendidas de esta tecnolog´ıa es la compa-
racio´n de genes de individuos sanos con enfermos. Por ejemplo, si tenemos
muestras de pacientes con ca´ncer de colon, y muestras de pacientes sanos,
podemos comparar el nivel nume´rico de expresio´n de los genes en ambas
muestras, extra´ıdos en funcio´n de la intensidad lumı´nica del microarray en
esas celdas, identificar los genes que se comportan distinto en el paciente
sano y en el enfermo y estudiarlos ma´s en profundidad pues potencialmente
pueden estar relacionados con el ca´ncer de colon.
En Fig. 2.9 podemos ver una imagen real de dos microarrays que confor-
man otro ejemplo de este corte: el microarray de la izquierda corresponde
a un rato´n enfermo mientras que el de la derecha es de un rato´n sano. Se
puede observar que hay un par de genes que, bajo una misma condicio´n
experimental, tienen diferentes niveles de expresio´n para el enfermo y el
sano. Este hecho se contempla en los colores de los genes seleccionados,
el del rato´n sano es diferente del enfermo, de esta forma, el color en un
microarray corresponde con el nivel de expresio´n.
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Condición 1 : Enfermo Condición 2 : Sano
Mismos genes, diferentes condiciones, diferentes niveles de expresión
Figura 2.9: Experimento con microarray
Para poder aplicar te´cnicas computacionales sobre datos de microarray
es necesario usar un equivalente digital a los biochips sintetizados en el
laboratorio. Dicho equivalente digital no es ma´s que una correspondencia
entre el nivel de color de una celda con un valor nume´rico. Podemos observar
un ejemplo reducido del mismo en Fig. 2.10. En ella, vemos como cada fila
representa a un marcador gene´tico mientras que cada columna representa a
un gen. Los valores nume´ricos se corresponden con los colores del microarray
f´ısico.
Los datos digitales de microarray se pueden interpretar como una colec-
cio´n de niveles de expresio´n gene´tica para una particular condicio´n experi-
mental. En esta coleccio´n de niveles, cada celda es un color que representa
un nivel de expresio´n gene´tica bajo una condicio´n experimental concreta.
Para el procesamiento computacional, se agrupan diferentes experimen-
tos de microarray para obtener una tabla indexada por gen (filas) y con-






V3,2 : Nivel de expresión Genética del gen 







































Figura 2.10: Datos de microarray
contendra´ un nu´mero real que representa el nivel de expresio´n gene´tica.
Como se puede observar en Fig. 2.10, la celda de fila 3 columna 2 es un
nu´mero real que determina el nivel de expresio´n del gen nu´mero 3 bajo la
condicio´n experimental nu´mero 2.
2.3.2. Experimentos temporales
En la naturaleza existen numerosos procesos cuyo desarrollo cambia
segu´n avance del tiempo. Reacciones de productos qu´ımicos, feno´menos
geolo´gicos como los terremotos, procesos biolo´gicos como los ciclos celulares
o los procesos fisiolo´gicos de los seres vivos son un pequen˜o subconjunto de
ejemplos de entre el amplio abanico que existe en nuestra realidad.
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Los datos temporales extra´ıbles de estos procesos se definen de manera
general como datos que var´ıan en el tiempo o como datos longitudinales
[81].
Ma´s exhaustivamente pueden ser denominados como un conjunto de I
instancias y A atributos, cuyos valores var´ıan a lo largo de T puntos de
tiempo. Adoptando una visio´n geome´trica, tendremos un cubo de IxAxT
celdas en la que cada celda de fila iI, columna aA y ancho tT representa
al valor que tiene la instancia i para el atributo a en el instante de tiempo
t. Este concepto se puede observar en Fig. 2.11, si escogemos una celda, por
ejemplo la V 22, vemos que su valor sera´ distinto en cada punto de tiempo
(tiempo 1, 2, ..., T ).
Tiempo 1 Atributo 1 Atributo 2 ... Atributo A
Instancia 1 V11 V12 ... V1A
Instancia 2 V21 V22 ... V2A
... ... ... ... ...
Instancia I VI1 VI2 ... VIA
Tiempo 2 Atributo 1 Atributo 2 ... Atributo A
Instancia 1 V11 V12 ... V1A
Instancia 2 V21 V22 ... V2A
... ... ... ... ...




Tiempo T Atributo 1 Atributo 2 ... Atributo A
Instancia 1 V11 V12 ... V1A
Instancia 2 V21 V22 ... V2A
... ... ... ... ...
Instancia I VI1 VI2 ... VIA
Figura 2.11: Datos longitudinales
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As´ı pues, un experimento de microarray temporal se compone de la
s´ıntesis en laboratorio de varios microarrays realizados en instantes de tiem-
po diferentes. De esta forma, como resultado de estos experimentos tendre-
mos tantos biochips como puntos de tiempo sean considerados. En Fig. 2.12
podemos ver un ejemplo real de un experimento microarray temporal. En
ella, podemos observar un microarray por cada fase del ciclo celular de una
ce´lula (fases G0, G1, S, G2 y M). Cada microarray se corresponde con un
punto de tiempo, por lo tanto, se puede comparar el nivel de expresio´n de
un gen en cada punto de tiempo o fase del ciclo celular. En el ejemplo de
Fig. 2.12 vemos que un gen concreto tiene diferentes niveles de expresio´n
o colores bajo la misma condicio´n experimental en diferentes puntos de
tiempo.
Ciclo Celular de la Levadura
t1 : fase G0 
t2 : fase G1 t3 : fase S t4 : fase G2 t5 : fase M
Mismos genes y condiciones, diferentes niveles de expresión para los instantes t1, t2, t3, t4 y t5 
Figura 2.12: Experimento con microarray temporal
La correspondencia de los microarrays temporales con su equivalente di-
gital se puede observar en Fig. 2.13. Un microarray temporal tiene T puntos
de tiempo, G genes y C condiciones, por lo tanto, para el ana´lisis compu-
tacional, se agrupara´n varios experimentos de microarray (experimento de
microarray temporal) para obtener varias tablas indexadas por gen (filas),
condiciones experimentales (columnas) y puntos de tiempo (cada una de
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las tablas). Cada una de las celdas de estas tablas es el nivel de expresio´n
representado por un nu´mero real. Como se puede ver en el ejemplo de Fig.
2.13, la celda fila 2, columna 2, tiempo 1 es un nu´mero real que determi-
na el nivel de expresio´n del gen nu´mero 2, bajo la condicio´n experimental
nu´mero 2 en el punto de tiempo 1.
Experimento de Microarray Temporal
T instantes, G genes, C condiciones
V2,2,1 : Nivel de expresión Genética del gen 
número 2 bajo la condición experimental número 2





























instante 1 instante 2 instante T
instante 1 instante 2 instante T
Figura 2.13: Datos de microarray temporal
2.4. Datos de magnitudes de se´ısmos
Estos conjuntos de datos constituyen un recurso formado por una agru-
pacio´n de datos proveniente de estudios y mediciones de magnitudes de
se´ısmos. Dichos datos han sido obtenidos del cata´logo del Centro Nacional
de Informacio´n Geogra´fica (en adelante CNIG) [55].
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Desde el an˜o 1961 el CNIG ha calculado la magnitud de los terremotos
entre las coordenadas geogra´ficas 5◦N a 44◦N y 10◦W a 5◦E produciendo
cata´logos de datos en una frecuencia semanal, mensual y global desde el
an˜o 1981 hasta la actualidad.
Para la estimacio´n de las magnitudes, cinco tipos diferentes de corre-
laciones son tenidas en cuenta, estas son: Duracio´n (MD(M −MS)) [50],
Superficie de Onda (mb,Lg(M-MS)), Cuerpo de Onda (mb(V-C)) [76], Su-
perficie de Onda (mb,Lg(L)) y Momento (Mw) [33]. Estas medidas de corre-
lacio´n son analizadas con profundidad en [53].
La estimacio´n de estas magnitudes en el cata´logo no son homoge´neas ya
que los se´ısmos de antes del an˜o 1962 fueron calculados con procedimien-
tos diferentes. Para garantizar la completitud del conjunto de datos so´lo
son incluidos los se´ısmos registrados despue´s del an˜o en el que el cata´logo
se compone. En ese an˜o se incluyen todos los terremotos con magnitudes
mayor o igual que la mı´nima magnitud registrada en dicho periodo.
El an˜o 1978 es de completitud en el cata´logo [54] con magnitud mı´nima
de 3.0 por lo que, para este conjunto de datos, han sido tenidos en cuenta los
se´ısmos desde ese an˜o en adelante. El procedimiento usado para la localiza-
cio´n de los epicentros es descrito en [49] que determina antiguos epicentros
usando mapas isose´ısmicos y, por u´ltimo, se ha usado la aplicacio´n HYPO
71 basada en el tiempo de llegada de las ondas s´ısmicas a las estaciones y
un modelo de corteza terrestre.
El siguiente paso, fue transformar el conjunto de datos 2D generado
en 3D. En este proceso, varios atributos fueron generados para que las en-
tradas puedan proporcionar informacio´n significativa. Para ello, primero
se ordenaron todos los datos incluidos en el cata´logo en 60×90 celdas re-
presentando cada una de ellas un a´rea de 20×20 km2 aproximadamente.
Despue´s, se enriquecio´ a cada celda con un conjunto de caracter´ısticas que,
de acuerdo con [61] y [68], son:
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1. Nu´mero total de terremotos detectados, N .
2. Nu´mero de terremotos detectados con magnitud mayor o igual que
3.5 , M3.5.
3. Nu´mero de terremotos detectados con magnitud mayor o igual que
4.0 , M4.0.
4. Nu´mero de terremotos detectados con magnitud mayor o igual que
4.5 , M4.5.
5. Nu´mero de terremotos detectados con magnitud mayor o igual que
5.0 , M5.0.
6. Media de todos los epicentros de los terremotos, D.
7. Ma´xima magnitud de terremotos, Mmax.
LT latitudes, LN longitudes, C características
V2,2,3: valor de la característica 3


































Figura 2.14: Conjunto de datos de magnitudes de se´ısmos
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Por lo tanto, cada celda esta´ definida como:
Ci,j = {N∗,M∗3.5,M∗4.0,M∗4.5,M∗5.0, D∗,M∗max} (2.1)
donde i ∈ [1, 90] y j ∈ [1, 60] que indican la latitud y longitud relativa.
La celda (1, 1) corresponde a las coordenadas (12◦W, 33◦N) mientras que
(90, 60) marca las coordenadas (6◦E, 45◦N). En Fig. 2.14 vemos la dispo-
sicio´n en tres dimensiones del conjunto de datos.
Vale la pena sen˜alar que todas las caracter´ısticas antes mencionadas
se calcularon como sigue. Sea Ci,j la celda objetivo, para calcular cada
caracter´ıstica, tanto esta como las 24 celdas que la rodean se tienen en
consideracio´n, esto es, el conjunto de celdas incluido en el cuadrado con
fronteras Ci−2,j−2 (esquina inferior izquierda) y Ci−2,j−2 (esquina superior
derecha) son usadas para estimar la caracter´ıstica concreta de Ci,j .
2.5. Triclustering
De la necesidad de extender el Clustering al ana´lisis de datos en tres
dimensiones, nace el Triclustering. Esta te´cnica se define como un modelo
para encontrar relaciones entre un subconjunto de dimensiones del total de
los datos analizados. El Triclustering acepta una visio´n en funcio´n de la
evolucio´n de la te´cnica primigenia de la que procede, el cual es un punto
de vista fundamental para entender su funcionamiento. Por ello, se centra
la descripcio´n de esta te´cnica en base a su desarrollo.
Los algoritmos de Clustering tradicionales tienen mu´ltiples variantes
y aplicaciones. Estos trabajan en todo el espacio de las dimensiones de
los datos y, de manera general, puede considerarse como una te´cnica para
agrupar objetos de cualquier naturaleza en base a sus caracter´ısticas. Por
ejemplo, podemos aplicar Clustering a un conjunto de clientes de unos
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3.9 4.1 4.1 4.0
3.8 4.2 4.1 3.9
3.7 4.1 4.2 3.8
Cluster: G = {gen 1, gen 2, gen 4}
Clustering Agrupación de Genes
Datos de Microarray
Figura 2.15: Clustering de datos de microarray
En el caso particular de los microarrays, disponemos de una base de
datos en forma de tabla en la que cada celda representa el nivel de expresio´n
gene´tica de un gen concreto (fila) bajo una condicio´n experimental concreta
(columna), por tanto, al aplicar Clustering se obtienen agrupaciones de
genes cuyo nivel de expresio´n gene´tica es similar. Este hecho se observa en
Fig. 2.15, en donde a partir de un microarray de entrada de n genes y m
condiciones se agrupan los genes 1, 2 y 4 para formar el correspondiente
cluster. Es destacable observar que los valores de expresio´n gene´tica de los
genes agrupados se pueden considerar similares (esta´n en un rango entre
3.7 y 4.2) en comparacio´n con el resto de niveles de expresio´n de los datos
de entrada.
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La aplicacio´n del Clustering sobre un microarray da como resultado una
serie de clusters que forman el modelo del mismo o, lo que es lo mismo, un
conjunto de agrupaciones de genes que son similares entre s´ı en cuanto a
su nivel de expresio´n gene´tica.
El Biclustering va un paso ma´s alla´ en la tarea de agrupar objetos.
Con esta te´cnica no so´lo agrupamos objetos a nivel de instancia como en
el Clustering sino que tambie´n agrupamos a nivel de atributo. Siguiendo
con el ejemplo de los grandes almacenes, al aplicar Biclustering, no so´lo
agrupamos clientes como concepto en general sino que adema´s agrupamos
por alguna de sus caracter´ısticas, esto es, podemos agrupar clientes que
tengan edades, gustos y salarios parecidos o clientes cuyo co´digo postal y
nu´mero de hijos sean parecidos.
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3.9 4.1 4.1 4.0
3.8 4.2 4.1 3.9
3.7 4.1 4.2 3.8
Biclustering Evolución del Clustering Agrupación de genes y condiciones
Figura 2.16: Biclustering de datos de microarray
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Centra´ndonos de nuevo en el ana´lisis de microarrays, al aplicar Biclus-
tering, no so´lo agrupamos genes con nivel de expresio´n parecido sino que
tambie´n agrupamos condiciones experimentales. De esta forma, obtenemos
biclusters que estara´n formados por un subconjunto de genes y un sub-
conjunto de condiciones experimentales de forma que los niveles de expre-
sio´n que conforman estos subconjuntos son similares. Se puede decir que
el Biclustering es de granularidad ma´s fina que el Clustering en cuanto a
profundidad dimensional en la bu´squeda dentro del espacio de soluciones.
Como podemos observar en Fig. 2.16, partiendo de los datos de entrada
de microarray y aplicando Biclustering, primero se observa una agrupacio´n
a nivel de gen para, seguidamente, realizar una agrupacio´n a nivel de con-
dicio´n dejando patente el afinamiento dimensional anteriormente citado.
Podemos ver que el resultado ya no es un grupo de genes como en el caso
del Clustering, sino que es un grupo de genes y condiciones experimentales.
Vemos, igualmente, que los niveles de expresio´n gene´tica del bicluster
resultante conformado por los genes 1, 2 y 4 y las condiciones 2 y 3 son
muy similares entre s´ı (esta´n en un rango entre 4.1 y 4.2), lo que acentu´a
la caracter´ıstica de precisio´n dimensional de esta te´cnica.
La siguiente evolucio´n en la te´cnica es conocida como el Triclustering.
Esta te´cnica nace por necesidad de ana´lisis de datos cuyos valores var´ıan en
el tiempo por lo que an˜aden una nueva dimensio´n. Debido a este hecho, las
te´cnicas de Clustering y Biclustering no proporcionan un ana´lisis completo
de estos datos.
Al aplicar Triclustering a conjuntos de datos variantes en el tiempo,
estamos agrupando no so´lo a nivel de instancia y caracter´ıstica, sino que
tambie´n a nivel de instante de tiempo en el que dichos datos fueron ad-
quiridos. Continuando con el ejemplo de los grandes almacenes, no so´lo
agrupamos clientes segu´n su concepto en general y segu´n alguna de sus
caracter´ısticas sino que tambie´n agruparemos por instante de tiempo en el
que los datos fueron adquiridos o medidos, de esta forma, podemos agrupar
clientes no so´lo que tengan gustos, salarios, co´digo postal y nu´mero de hijos
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parecidos sino que tambie´n que dichas caracter´ısticas este´n comprendidas
en un periodo de tiempo concreto por ejemplo entre abril y mayo.
Tricluster: G = {gen 1, gen 3}, 
C = {condición 2, condición 4}, 
T = {instante 1, instante 3}
Datos de Microarray Temporal
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Figura 2.17: Triclustering de datos de microarray
En el caso particular en el que los datos de entrada son los microarrays
temporales, y a diferencia de los dos anteriores, disponemos de una base de
datos en forma de cubo en la que cada celda representa no so´lo el nivel de
expresio´n gene´tica de un gen concreto (fila) bajo una condicio´n experimen-
tal concreta (columna) sino que tambie´n en un instante de tiempo concreto
(profundidad).
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Por tanto, al aplicar Triclustering estamos obteniendo agrupaciones de
genes bajo condiciones experimentales concretas y en instantes de tiempo
concretos cuyo nivel de expresio´n gene´tica es similar.
Todos estos conceptos quedan patentes en Fig. 2.17 en la que se observa
como la entrada al ana´lisis son datos de microarray temporal que incluye
una nueva dimensio´n de tiempo diferencia´ndose con los dos casos anteriores
ya que forma un “cubo” de datos en lugar de una “tabla”. Como resultado se
obtiene un subconjunto de genes (el 1 y el 3), un subconjunto de condiciones
(la 2 y la 4) y un subconjunto de instantes de tiempo (el 1 y el 3) cuyos
niveles de expresio´n gene´tica que lo conforman son de valores muy similares
entre s´ı (esta´n en un rango entre 4.1 y 4.2).
Subconjunto T = {instante 2, instante 3}
Subconjunto G = {gen 4, gen 10, gen 20, gen 200} 
Subconjunto C = {condición 2, condición 14} 

















































El resultado de la aplicacio´n de Triclustering sobre microarrays tempo-
rales es un conjunto de triclusters. Como podemos ver en Fig. 2.18, de un
experimento con microarray temporal se obtiene un modelo compuesto por
una serie de triclusters que esta´n formados por un subconjunto de genes,
condiciones experimentales e instantes de tiempo. El objetivo que se persi-
45
gue en la l´ınea de investigacio´n que presentamos es que los triclusters del
modelo resultante proporcionen un patro´n de comportamiento de los nive-
les de expresio´n de los genes que agrupan, bajo condiciones experimentales
concretas y en puntos de tiempo concretos.
El patro´n de comportamiento gene´tico definido como agrupacio´n de ge-
nes es el objeto de bu´squeda cuando hablamos de encontrar informacio´n
oculta, va´lida y u´til. La idea es agrupar los genes de un microarray tempo-
ral que se comporten de manera similar en unas condiciones experimentales
concretas y en unos puntos de tiempo concretos. Los patrones de compor-
tamiento gene´tico se representan gra´ficamente mostrando tres disposiciones
de los valores que lo componen.

















































































Figura 2.19: Tricluster como patro´n de comportamiento gene´tico
En la primera, para cada condicio´n experimental se representan los tiem-
pos en el eje X, los niveles de expresio´n en el eje Y y cada l´ınea de la gra´fica
representa un gen, en la segunda, para cada condicio´n experimental se re-
presentan los genes en el eje X, los niveles de expresio´n en el eje Y y cada
l´ınea de la gra´fica representa un punto de tiempo y en la tercera, para cada
punto de tiempo se representan los genes en el eje X, los niveles de expresio´n
en el eje Y y cada l´ınea de la gra´fica representa una condicio´n.
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En Fig. 2.19 se puede observar un ejemplo de tricluster en forma de
patro´n de comportamiento extra´ıdo de un experimento de microarray que
estudia la degeneracio´n celular de las retinas en ratones (Mus musculus)
[20] de 22690 genes, 8 condiciones experimentales y 4 puntos de tiempo.
2.6. Algoritmos Gene´ticos
Los algoritmos gene´ticos se consideran te´cnicas computacionales bioins-
piradas que aplican una metaheur´ıstica o procedimiento inteligente basado
en el conocimiento experto sobre el dominio del problema que se quiere
atacar. Dicho conocimiento se basa en la Teor´ıa de la Evolucio´n de Charles
Darwin [18] y se fundamenta en hacer evolucionar las potenciales soluciones
o poblacio´n de individuos hacia la solucio´n o´ptima aplicando elementos de
combinacio´n, elitismo y aleatoriedad a las mismas.
Fueron inicialmente presentados por Holland en 1975 [66] donde estable-
cio´ los conceptos teo´ricos y catalogo´ las potenciales aplicaciones. Ma´s tarde
Goldberg [23] profundizo´ en los mu´ltiples campos de aplicacio´n de los algo-
ritmos gene´ticos. Otras publicaciones ma´s orientadas al mundo acade´mico
y altamente ilustrativas pueden consultarse en [52, 60].
Los algoritmos gene´ticos, de manera general, siguen el patro´n mostrado
en Fig. 2.20. En ella podemos observar la representacio´n gene´tica y el propio
proceso evolutivo como partes fundamentales de la te´cnica.
La organizacio´n gene´tica ma´s comu´n establece el gen como unidad mı´ni-
ma de informacio´n, el individuo como conjunto de genes y la poblacio´n como
conjunto de individuos. Los distintos operadores evolutivos se encargan de
hacer evolucionar la informacio´n contenida en los genes de los individuos
de la poblacio´n intercambiando dicho “material gene´tico”. De manera gene-
ral, el proceso evolutivo consiste en la aplicacio´n de todos estos operadores
durante un nu´mero concreto de generaciones conformando un proceso ite-







Figura 2.20: Algoritmo gene´tico
Los operadores gene´ticos se definen como sigue:
Construccio´n de la poblacio´n inicial: dicha poblacio´n contendra´ indi-
viduos que, a su vez, estara´n compuestos de genes.
Evaluacio´n de la poblacio´n: cada individuo de la poblacio´n sera´ eva-
luado para medir la bondad del mismo como solucio´n al problema.
Seleccio´n: Elegir los individuos adecuados para pasar a la siguiente
generacio´n.
Cruce: Combinar los genes de cada individuo se combinan para formar
otros nuevos.
Mutacio´n: Cambiar puntualmente el conjunto de los genes de algunos
individuos asegurando variabilidad en la siguiente generacio´n.
Los campos as´ı como las posibilidades de aplicacio´n del paradigma de
algoritmo gene´tico son innumerables gracias al alto grado de funcionalidad
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de dicho esquema y gracias a su probada eficiencia en la bu´squeda de so-
luciones. Dicha eficiencia es debida a la capacidad del operador de cruce
para la explotacio´n de soluciones y la del operador de mutacio´n para la
exploracio´n de las mismas.
Los problemas que precisan de soluciones aproximadas debido a la im-
posibilidad de encontrar una solucio´n o´ptima total son susceptibles de ser
atacados por dicha metaheur´ıstica. As´ı pues, esta te´cnica es utilizada en
campos de aplicacio´n tan dispares como la ingenier´ıa ele´ctrica, estudios de
mercado, bioinforma´tica, aprendizaje automa´tico, etc.
2.7. Gene Ontology
The Gene Ontology Project (en adelante GO) [16] supone un esfuerzo
colaborativo para la construccio´n y el uso de ontolog´ıas con el fin de facilitar
la significativa tarea biolo´gica de anotacio´n de genes y sus productos para
una amplia variedad de organismos. Las entidades participantes en dicho
proyecto incluyen grandes bases de datos de modelos de organismos adema´s
de centros de recursos bioinforma´ticos [17].
GO proporciona un lenguaje sistema´tico u ontolog´ıa para la descrip-
cio´n de atributos de genes y sus productos divididos en tres dominios cla-
ve compartidos por todos los organismos: funciones moleculares, procesos
biolo´gicos y componentes celulares.
Las anotaciones de gen-te´rmino registradas en GO suponen una herra-
mienta muy u´til para obtener el significado funcional y biolo´gico de grandes
conjuntos de datos como los microarrays. Del mismo modo, tambie´n faci-
lita la organizacio´n de los datos provenientes de nuevos y completamente










































Figura 2.21: A´rbol de te´rminos GO
Los te´rminos GO esta´n organizados en redes jera´rquicas donde cada
nivel se corresponde con una diferente especificacio´n de los te´rminos, con
lo cual, los te´rminos de niveles ma´s altos son ma´s generales que los niveles
ma´s bajos (Fig. 2.21).
Desde el punto de vista computacional estas jerarqu´ıas esta´n estructu-
radas como a´rboles (grafos conexos sin ciclos dirigidos). Existen numerosos
enfoques en la literatura [5, 62, 51] cuyo objetivo es el de producir el ana´lisis
estad´ıstico para la sobre-representacio´n de los te´rminos GO en conjuntos
de genes o prote´ınas derivados de un experimento y obtener la validacio´n
biolo´gica del mismo.
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2.8. Coeficientes de Correlacio´n
El te´rmino correlacio´n se define como una relacio´n estad´ıstica que im-
plica dependencia. Ejemplos de feno´menos dependientes incluyen la corre-
lacio´n entre las estructuras f´ısicas de los padres y su descendencia o la
correlacio´n entre la demanda de un producto y su precio.
La correlacio´n es u´til ya que puede indicar una relacio´n predictiva que
puede ser explotada en la pra´ctica. Por ejemplo, una planta ele´ctrica puede
producir menos potencia a mitad del d´ıa basa´ndose en la correlacio´n entre
demanda ele´ctrica y el clima.
Formalmente, se dice de Correlacio´n para cualquier situacio´n en la que
variables aleatorias no satisfagan la condicio´n matema´tica de independencia
probabilista. Puede referirse a cualquier exclusio´n de independencia de dos o
ma´s variables aleatorias, pero te´cnicamente se refiere a varios de los diversos
tipos de relacio´n entre valores medios ma´s especializados.
Existen varios coeficientes de correlacio´n que miden el grado de depen-
dencia de dos variables aleatorias. Dos de los ma´s utilizados son:
Coeficiente de correlacio´n de Pearson [57]: mide la dependencia lineal
de dos variables proporcionando un valor en el rango [−1, 1] donde
−1 indica correlacio´n totalmente negativa, 0 indica no correlacio´n y
1 correlacio´n totalmente positiva.
Coeficiente de correlacio´n de Spearman [70]: mide el grado de bondad
de la relacio´n de dos variables aleatorias que pueden ser descritas
usando una funcio´n mono´tona proporcionando un valor en el rango
[−1, 1] donde−1 y 1 indican que una de las variables tiene una relacio´n
mono´tona y perfecta con respecto a la otra.
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Cap´ıtulo 3
Resumen de las publicaciones
En este cap´ıtulo se proporcionara´ una visio´n global y resumida del pre-
sente trabajo de investigacio´n. En primera instancia se pondra´ el foco en
cada uno de los hitos conseguidos en este trabajo en orden de desarrollo. Te-
niendo como punto de partida el ana´lisis del algoritmo TriGen (Seccio´n 3.1),
se prosigue dando las claves fundamentales de los tres desarrollos posterio-
res: la medidas MSR3D (Seccio´n 3.2), LSL (Seccio´n 3.4) y MSL (Seccio´n
3.5); para las dos u´ltimas medidas se expondra´ previamente el concepto de
Vistas Gra´ficas de un tricluster (Seccio´n 3.3). Seguidamente se analizara´
el desarrollo de medida global de calidad de un tricluster TRIQ (Seccio´n
3.6) y la aplicacio´n de este marco de trabajo al problema de la zonificacio´n
de se´ısmos (Seccio´n 3.7). Para finalizar el cap´ıtulo se expondra´ una discu-




El primer desarrollo de este trabajo de investigacio´n, el algoritmo Tri-
Gen, fue inicialmente presentado en [31, 29, 30] (Seccio´n 5) para, poste-
riormente, ser publicado su disen˜o, implementacio´n y efectividad en [28]
(Seccio´n 4.1). En las posteriores publicaciones, aunque no centradas en el
disen˜o del algoritmo, se describen las modificaciones del mismo a nivel fun-
cional y metodolo´gico.
TriGen (“Triclustering Gene´tico”) hace uso del paradigma bio-inspirado
de la metaheur´ıstica evolutiva de los algoritmos gene´ticos (Seccio´n 2.6) para
extraer triclusters de experimentos de microarrays adquiridos en distintos
instantes de tiempo (Seccio´n 2.3). Los triclusters resultantes conforman un
grupo de patrones de comportamiento de los genes en el espacio tridimen-
sional, esto es, teniendo en cuenta, adema´s, las condiciones experimentales
y los puntos temporales.
Como se puede observar en Fig. 3.1 el proceso evolutivo del algoritmo
TriGen se compone de varios operadores: un paso de generacio´n de la po-
blacio´n inicial en el que se creara´ el grupo de individuos o triclusters que
posteriormente sera´n evolucionados; un paso de evaluacio´n que constituye
el nu´cleo del algoritmo y en el que se evalu´a la bondad de cada tricluster de
cada generacio´n; un me´todo de cruce para crear las conexiones necesarias
entre cada par de individuos para mezclar el material gene´tico y un me´todo
de mutacio´n que produce cambios puntuales en los individuos para asegurar
la variabilidad gene´tica de las pro´ximas generaciones.
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datos de microarray temporal
conjunto de triclusters solución
para cada generación
construir población inicial
Figura 3.1: Algoritmo TriGen
Este proceso evolutivo tiene un elemento de apoyo, la jerarqu´ıa de datos,
cuyo objetivo es evitar el solapamiento de las soluciones retro-alimentando
la construccio´n de cada poblacio´n con el conocimiento aportado por la
soluciones ya encontradas.
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3.1.1. Entrada y Salida
El algoritmo TriGen tiene dos argumentos de entrada:
D: El dataset de entrada que contiene los valores de expresio´n de los
genes sdel experimento temporal con microarrays. El dataset tendra´
un nu´mero DG de genes, DC de condiciones experimentales y DT de
puntos de tiempo formando un cubo de datos. Por lo tanto, cada celda
[i, j, k] donde i ∈ DG, j ∈ DC y k ∈ DT contiene el valor del nivel de
expresio´n del gen i bajo la condicio´n experimental j en el instante k.
P : Conjunto de para´metros que controlan la ejecucio´n del algoritmo
(tabla 3.1). E´stos controlan el nu´mero de soluciones o triclusters que
el algoritmo debe encontrar (N), el nu´mero de procesos evolutivos a
ejecutar para cada solucio´n (G), el nu´mero de individuos que con-
tendra´ la poblacio´n a evolucionar (I) y el factor de aleatoriedad que
se incluira´ en la generacio´n de la misma (Ale). Del mismo modo, con-
trolan la ejecucio´n de los operadores gene´ticos con el ratio de seleccio´n
(Sel) y la probabilidad que tiene un individuo de ser mutado (Mut).
Tambie´n son controlados el efecto del la funcio´n de fitness (wf ), el
taman˜o de los triclusters (wg, wc, wt) y el solapamiento de los mismos
(wog, woc, wot) en el paso de evaluacio´n de la poblacio´n.
La salida del algoritmo sera´ un conjunto de N triclusters, SOL =
{TRI1, TRI2, . . . , TRIN} en el que cada TRIi  SOL esta´ compuesto por
un subconjunto de genes TRIG, condiciones experimentales TRIC y puntos
de tiempo TRIT del dataset de entrada D que tendra´ la mejor puntuacio´n
en su poblacio´n resultante del paso de evaluacio´n.
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Tabla 3.1: Para´metros de control del algoritmo TriGen
Para´metro Descripcio´n
N Nu´mero de triclusters a extraer
G Nu´mero de generaciones
I Nu´mero de individuos en la poblacio´n
Ale Factor de aleatoriedad
Sel Ratio de seleccio´n
Mut Probabilidad de mutacio´n
wf Peso de la funcio´n fitness
wg Peso para el nu´mero de genes
wc Peso para el nu´mero de condiciones
wt Peso para el nu´mero de tiempos
wog Peso para el solapamiento de genes
woc Peso para el solapamiento de condiciones
wot Peso para el solapamiento de tiempos
3.1.2. Codificacio´n de los Individuos y Operadores Gene´ticos
Cada individuo de la poblacio´n representa a un tricluster TRI el cual es
una solucio´n potencial. E´ste contiene el material gene´tico que sera´ manipu-
lado por los operadores gene´ticos. Dicho material gene´tico esta´ compuesto
por tres estructuras secuenciales: una estructura de genes TRIG, otra de
condiciones experimentales TRIC y otra de puntos de tiempo TRIT ; todas
ellas subconjuntos del dataset de entrada D y constituidas como sigue:
El subconjunto TRIG lo componen una secuencia, ordenada segu´n su
posicio´n en el dataset, de genes provenientes del conjunto global de genes
DG del dataset de entrada (Ec. 3.1).
TRIG =< gi1 , gi2 , . . . , gi|TRIG| >,
∀gij ∈ TRIG (gij < gij+1) ∧ (gij ∈ DG = {gi1 , gi2 , . . . , gi|DG|})
(3.1)
El subconjunto TRIC lo componen una secuencia, ordenada segu´n su po-
sicio´n en el dataset, de condiciones provenientes del conjunto global de
condiciones DC del dataset de entrada (Ec. 3.2).
TRIC =< ci1 , ci2 , . . . , ci|TRIC | >,
∀cij ∈ TRIC (cij < cij+1) ∧ (cij ∈ DC = {ci1 , ci2 , . . . , ci|DC |})
(3.2)
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El subconjunto TRIT lo componen una secuencia, ordenada segu´n su po-
sicio´n en el dataset, de puntos temporales provenientes del conjunto global
de puntos temporales DT del dataset de entrada (Ec. 3.3).
TRIT =< ti1 , ti2 , . . . , ti|TRIT | >,
∀tij ∈ TRIT (tij < tij+1) ∧ (tij ∈ DT = {ti1 , ti2 , . . . , ti|DT |})
(3.3)
Cada poblacio´n del algoritmo se compone de varios individuos organi-
zados como se representa en Fig. 3.2.
gen
G = {g1, g2}
individuo
G = {g1, g2}, C = {c3, c4, c11}, T = {t10}
[G = {g1, g2}, C = {c3, c4, c11}, T = {t10}]
[G = {g4}, C = {c8}, T = {t20}]
[G = {g5, g7}, C = {c12, c14}, T = {t13, t20}]
población
Figura 3.2: Codificacio´n de los individuos
El sistema de control de solapamiento del algoritmo TriGen es llamado
Jerarqu´ıa de Datos y consiste en mantener el nu´mero de ocurrencias de
genes, condiciones experimentales y puntos de tiempo del dataset D para
cada solucio´n encontrada de manera jera´rquica situando las menos visita-
das en el nivel ma´s alto de la jerarqu´ıa. El operador de poblacio´n inicial
usara´ dicha estructura en la creacio´n de los individuos con mı´nimo solapa-
miento. La Jerarqu´ıa de Datos es actualizada cada vez que una solucio´n es
encontrada como resultado del proceso evolutivo.
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Los operadores gene´ticos del algoritmo TriGen son los siguientes:
Poblacio´n inicial Con este me´todo I individuos son generados teniendo en
cuenta el factor de aleatoriedad Ale. Un tanto por ciento Ale de individuos
son creados de manera aleatoria mediante dos me´todos: la mitad del porcen-
taje son generados puramente de manera aleatoria, esto es, un subconjunto
aleatorio de genes TRIG, condiciones TRIC y tiempos TRIT son elegidos
de D; la otra mitad es creada tambie´n de manera aleatoria pero controlan-
do que los genes TRIG, condiciones TRIC y tiempos TRIT sean contiguos
de tal forma que formen un cubo compacto. El resto de los individuos son
creados teniendo en cuenta las soluciones anteriormente descubiertas para
controlar el solapamiento de los mismos acorde a la estructura Jerarqu´ıa de
Datos anteriormente descrita.
Evaluacio´n Este operador evalu´a cada individuo en base a la funcio´n de
evaluacio´n FF (TRI) a optimizar. Como se puede observar en la Ec. 3.4,
FF (TRI) esta´ compuesta de siete factores.
FF (TRI) = 1













1− |TRIT ||DT |
)
+
wog ∗ RG(TRI, SOL)|TRIG| ∗ |SOL| + woc ∗
RC(TRI, SOL)
|TRIC | ∗ |SOL| + wot ∗
RT (TRI, SOL)
|TRIT | ∗ |SOL|}
(3.4)
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El principal es FITNESS(TRI) que proporciona el valor normalizado
de la medida de evaluacio´n de TRI que, para este trabajo de investigacio´n,
se han desarrollado tres: MSR3D, LSL y MSL que son descritas en el
presente documento en las secciones 3.2, 3.4 y 3.5 respectivamente. Cuan-
do wf es incrementado, se favorece la bu´squeda de triclusters con mayor
FITNESS(TRI).
El siguiente grupo de tres factores 1− |TRIG||DG| , 1−
|TRIC |
|DC | y 1−
|TRIT |
|DT | co-
rresponden al control del taman˜o del tricluster y miden el nu´mero de genes
condiciones y tiempos de TRI (|TRIG,C,T |) relativos al taman˜o del dataset
de entrada (|DG,C,T |). Al ser FITNESS(TRI) una funcio´n a minimizar se
resta 1 menos cada proporcio´n de taman˜o para favorecer mayores taman˜os
con el incremento de los pesos wg, wc o wt.





las repeticiones de genes, condiciones y puntos de tiempo de TRI en el
conjunto de soluciones ya encontradas SOL (RG,C,T (TRI, SOL)) propor-
cionalmente calculadas teniendo en cuenta todos los genes, condiciones o
tiempos repetidos en SOL (|TRIG,C,T |∗ |SOL|) con el objetivo de favorecer
el menor solapamiento de TRI con el incremento de los pesos wog, woc o
wot.
Una configuracio´n por defecto para wf , wg, wc, wt, wog, woc y wot
consiste en fijar wf a 0.8 y distribuir 0.2 entre wg, wc, wt, wog, woc y
wot de tal forma que se favorece la bu´squeda de soluciones en las que
predomine el valor de la funcio´n FITNESS(TRI) y el resto del peso queda
repartido proporcionalmente entre los miembros que controlan el taman˜o y
el solapamiento de dichas soluciones.
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Seleccio´n Tres grupos de individuos son seleccionados de manera aleatoria
y ordenados de menor a mayor acorde a la funcio´n de evaluacio´n, despue´s,
se realiza una seleccio´n de individuos aleatoria de entre estos tres grupos.
El ratio de seleccio´n Sel indica la cantidad de individuos que sera´n selec-
cionados y que pasara´n a la siguiente generacio´n mientras que el resto (I -
#Individuos seleccionados), que completara´ la poblacio´n promocionada,
sera´n creados en base al operador de cruce.
Cruce Para completar la siguiente generacio´n, se crearan nuevos indivi-
duos con este operador de la siguiente forma: dos individuos, los padres A y
B, son combinados para crear dos nuevos descendientes hijo 1 e hijo 2. Los
padres son elegidos de manera aleatoria y el material gene´tico es combinado
mediante el me´todo unipuntual para los genes TRIG, condiciones TRIC y
tiempos TRIT mezclando los elementos de ambos hijos.
Mutacio´n Un individuo puede ser mutado segu´n la probabilidad que mar-
ca el para´metro Mut. Para cada individuo de la poblacio´n, la probabilidad
sera´ verificada y, en caso de ser satisfecha, una de nueve posibles acciones
es realizada. Estas acciones son: an˜adir de manera aleatoria un nuevo gen a
TRIG, una nueva condicio´n a TRIC o un nuevo punto de tiempo a TRIT ,
eliminar de manera aleatoria un gen de TRIG, una condicio´n de TRIC o un
punto de tiempo de TRIT o cambiar de manera aleatoria un gen de TRIG,
una condicio´n de TRIC o un punto de tiempo de TRIT . La eleccio´n de
estas acciones es tambie´n aleatoria. Para el caso de la adicio´n de un nuevo
gen, condicio´n o tiempo, el operador comprueba si el nuevo elemento esta´
o no en el individuo.
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3.2. Mean Square Residue 3D (MSR3D)
El residuo cuadra´tico medio (mean squared residue en ingle´s, MSR) fue
introducido por Cheng y Church en [13]. Esta medida fue propuesta para
evaluar la calidad de los biclusters extra´ıdos de datos de expresio´n gene´tica
basados en la homogeneidad de los mismos. La definicio´n formal de esta






donde rgc es definido como:
rgc = BCv(g, c)−MG(c)−MC(g)−MGC (3.6)
Cada uno de los te´rminos de Ec. 3.5 y Ec. 3.6 son definidos como sigue:
BC: Bicluster a evaluar.
G: Subconjunto de genes de BC.
C: Subconjunto de condiciones de BC.
#G: Nu´mero de genes en BC.
#C: Nu´mero de condiciones en BC.
BCv(g, c): Nivel de expresio´n del gen g bajo la condicio´n c en BC.
MG(c): Media de los valores de la condicio´n c para todos los genes en
BC.
MC(g): Media de los valores del gen g bajo todas las condiciones en
BC.
MGC : Media de todos los valores en BC.
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Se puede decir que MSR mide la homogeneidad para un bicluster dado,
basa´ndose en la diferencia de cada valor de expresio´n gene´tica de cada gen
BCv(i,j) con la media de los valores de los genes MG(j), condiciones MC(i)
y genes y condiciones MGC .
Los biclusters con valores pro´ximos de MSR a cero tendra´n mayor
homogeneidad.
El ana´lisis de MSR y su adaptacio´n a las tres dimensiones para poder
ser utilizada para medir la homogeneidad de los triclusters ha sido llevado
a cabo en esta investigacio´n en [26] (Seccio´n 4.2). En nuestra propuesta,





#G ∗#C ∗#T (3.7)
donde rgct es definido como:
rgct = TCv(g, c, t) +MCT (g) +MGT (c) +MGC(t)−
MG(c, t)−MC(g, t)−MT (g, c)−MGCT (3.8)
Cada miembro de las ecuaciones 3.7 y 3.8 son definidos como:
TC: Tricluster a evaluar.
G: Subconjunto de genes de TC.
C: Subconjunto de condiciones de TC.
T : Subconjunto de tiempos de TC.
#G: Nu´mero de genes en TC.
#C: Nu´mero de condiciones en TC.
#T : Nu´mero de tiempos en TC.
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TCv(g, c, t): Nivel de expresio´n del gen g bajo la condicio´n c en el
tiempo t para TC.
MCT (g): Media de todas las condiciones, teniendo en cuenta todos
los tiempos, para el gen g en TC.
MGT (c): Media de todos los genes, teniendo en cuenta todos los tiem-
pos, para la condicio´n c en TC.
MGC(t): Media de todos los genes, bajo todas las condiciones en el
tiempo t en TC.
MG(c, t): Media de los valores de la condicio´n c y el tiempo t bajo
todos los genes en TC.
MC(g, t): Media de los valores del gen g y el tiempo t bajo todas las
condiciones en TC.
MT (g, c): Media de los valores del gen g y la condicio´n c bajo todas
los tiempos en TC.
MGCT : Media de todos los valores de TC.
MSR3D mide la homogeneidad de un tricluster dado basado en la dife-
rencia del nivel de expresio´n gene´tica individual, TCv(i, j, k), la media de
todas las condiciones en todos los tiempos para un gen g, MCT (g), la media
de todos los genes en todos los tiempos para una condicio´n c, MGT (c), y
la media de todos los genes bajo todas las condiciones para un tiempo t,
MGC(t), con la media de una condicio´n c y un tiempo t bajo todos los genes,
MG(c, t), la media de un gen g y un tiempo t bajo todas las condiciones,
MC(g, t), la media de un gen g y una condicio´n c bajo todos los tiempos,
MT (g, c), y la media de todos los valores en TC, MGCT .
Los triclusters con valores de MSR3D pro´ximos a cero tendra´n mayor
homogeneidad. Debido a su formulacio´n MSR3D es capaz de encontrar
genes negativamente correlacionados.
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3.3. Vistas Gra´ficas de un Tricluster
Con el objetivo de explicar las dos pro´ximas propuestas, LSL (Seccio´n
3.4) y MSL (Seccio´n 3.5), definimos las vistas gra´ficas de un tricluster TRI
como TRIxop [25].
Para una vista gra´fica TRIxop, x representa las coordenadas en el eje
X y o las l´ıneas gra´ficas representadas en tantos paneles como indique
p como puede observarse en Fig. 3.3. Cada uno de los elementos x, o y
p sera´n, indistintamente, los genes G, las condiciones experimentales C o
los puntos de tiempo T de TRI. Para analizar visualmente el patro´n de
comportamiento descrito por un tricluster, tenemos en cuenta tres vistas
gra´ficas:
TRIgct (x = G, o = C, p = T ): un panel por cada tiempo, los genes
en el eje X, los niveles de expresio´n en el eje Y y las condiciones como
l´ıneas gra´ficas representadas.
TRIgtc (x = G, o = T, p = C): un panel por cada condicio´n, los genes
en el eje X, los niveles de expresio´n en el eje Y y los tiempos como
l´ıneas gra´ficas representadas.
TRItgc (x = T, o = G, p = C): un panel por cada condicio´n, los
tiempos en el eje X, los niveles de expresio´n en el eje Y y los genes
como l´ıneas gra´ficas representadas.
Con TRIgct y TRIgtc podemos analizar como cada nivel de expresio´n
var´ıa a trave´s de las condiciones y tiempos respectivamente. TRItgc repre-

































































Figura 3.3: Vista gra´fica de un tricluster
3.4. Least Square Lines (LSL)
La medida LSL fue propuesta en [25] (Seccio´n 5.2.3) y su objetivo es
proveer un ı´ndice de evaluacio´n para los triclusters. En te´rminos generales,
LSL mide las diferencias entre los a´ngulos que forman con el eje X las
rectas de mı´nimos cuadrados de cada una de las series representadas en
cada una de las tres vistas gra´ficas de un tricluster TRI. En Fig. 3.4 se
puede observar un ejemplo de la vista gra´fica TRItgc del tricluster TRI =
G ⊂ {g1, g4, g7, g10}, C ⊂ {c2, c5, c8}, T ⊂ {t0, t2, t11} en el cual las l´ıneas
representadas sobre cada serie g son sus rectas de mı´nimos cuadrados y αrs,
βrs y γrs con r C , s T corresponden con los a´ngulos de dichas rectas para































Figura 3.4: A´ngulos para las rectas de mı´nimos cuadrados en TRItgc
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Para obtener LSL, primero se calcula el te´rmino comparacio´n angular





ang = {αo1p1 , αo2p1 , αo3p1 , . . . ,











|o| ∗ |p| ∗ (|o|+ |p| − 2)
2 (3.9e)
∆(αA, αB) = MAX(αA, αB)−MIN(αA, αB) (3.9f)
Se define AClsl de una vista gra´fica TRIxop de un tricluster como la
suma de las diferencias de los a´ngulos de las rectas de mı´nimos cuadrados
para cada l´ınea representada o para cada panel p (Vcmp) y su equivalen-
te para el resto de paneles (Hcmp) dividido por el nu´mero de diferencias
calculadas (Ncmp).
Teniendo en cuenta el orden dispuesto en 3.9b de los a´ngulos de las
rectas de mı´nimos cuadrados, esto es, primero por panel pj y despue´s por
l´ınea representada oi, se definen los elementos Vcmp (Ec. 3.9c) y Vcmp (Ec.
3.9d) como la suma de las diferencias ∆ entre todos los a´ngulos del mismo
panel y la suma de las diferencias ∆ del mismo a´ngulo de cada diferente
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panel respectivamente. Se puede observar en Ec. 3.9e el nu´mero de ca´lculos
necesarios por cada vista.
La operacio´n ∆ (Ec. 3.9f) de dos a´ngulos αA y αB es definida como la
diferencia entre el ma´ximo y el mı´nimo de dichos a´ngulos.
El a´ngulo de la recta de mı´nimos cuadrados de una l´ınea representada o
para un panel p (αop) es calculado como se muestra en Ec. 3.10a. Se define
una serie Sop de una l´ınea representada o para un panel p como el conjunto
de pares de valores del eje X (xi) y los niveles de expresio´n (elj) que forman
dicha l´ınea representada.
Para cada serie Sop se calcula el a´ngulo αop como el spin de la arcotan-
gente de la pendiente de mı´nimos cuadrados que mejor ajusta dicha serie
(Ec. 3.10b). La operacio´n spin de un a´ngulo es definida como el equivalente
positivo de un a´ngulo si este es negativo (Ec. 3.10c).









spin(α) = ifα < 0⇒ α = α+ 2 ∗ pi (3.10c)
Finalmente, LSL de un tricluster TRI es calculado como la media de
la comparacio´n angular de las tres vistas gra´fica de dicho tricluster (Ec.
3.11):
LSL(TRI) = 13 [ AClsl(TRIgct) +AClsl(TRIgtc) +AClsl(TRItgc) ]
(3.11)
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3.5. Multiple Square Lines (MSL)
MSL es la tercera propuesta de medida de triclusters presentada en [27]
(Seccio´n 4.3). Partiendo del concepto de vista gra´fica (Seccio´n 3.3), MSL
mide las diferencias a trave´s de los a´ngulos formados por cada una de las
l´ıneas representadas en cada uno de los paneles de las tres vistas gra´ficas
TRIgct, TRIgtc y TRItgc. Se puede observar en el ejemplo de la vista gra´fica
TRItgc donde TRI = G{g1, g4, g7, g10}, C{c2, c5, c8}, T{t0, t2, t11} de Fig.
3.5 como cada l´ınea representada o gen forma un conjunto de a´ngulos (dos
para este caso particular) definidos por cada punto de tiempo en el eje X

































Figura 3.5: A´ngulos de las l´ıneas representadas en TRItgc
Para calcular MSL de un tricluster, primero se realiza la comparacio´n
multi-angular de cada vista. Esta operacio´n para una vista gra´fica TRIxop
es definida en Ec. 3.12a.
Se define ACmulti de una vista gra´fica de un tricluster como la media
de las diferencias ∆ de los vectores de a´ngulos avop  angset (Ec. 3.12b).
Un vector de a´ngulos de una l´ınea representada o en un panel p es
definida como el conjunto de a´ngulos que forma dicha l´ınea teniendo en
cuenta cada punto representado en el eje X (Ec. 3.12f).
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Por lo tanto, cada l´ınea representada tendra´Nu´mero de ticks en eje X −





angset = {avo1p1 , avo2p1 , avo3p1 , . . . ,
























La diferencia ∆ entre dos vectores de a´ngulos avA y avB es definida
como la media de la resta MAX−MIN (siendo MAX el ma´ximo y MIN
el mı´nimo de dos a´ngulos avA(i) y avB(i)) por de cada componente (o
a´ngulo) i de avA y avB (Ec. 3.12g).
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El ca´lculo del te´rmino ACmulti esta´ basado en varias operaciones con
los vectores de a´ngulos avop. Estos elementos han sido obtenidos en base
al concepto de serie (Ec. 3.13a) por lo que una serie Sop de una l´ınea re-
presentada o para un panel p es un conjunto de pares de valores formados
por puntos del eje X (xi) y su correspondiente nivel de expresio´n (elj) que
forman la l´ınea representada.
Por cada serie Sop, el a´ngulo αxi es calculado como el spin de la ar-
cotangente de la pendiente de la l´ınea formada por los puntos (xi, eli) y
(xnext(i), elnext(i)) (Ec. 3.13b). La operacio´n spin de un a´ngulo es definida
como el equivalente positivo de un a´ngulo si este es negativo (Ec. 3.13c).









spin(αxi) = ifαxi < 0⇒ αxi = αxi + 2 ∗ pi (3.13c)
Para concluir, la medida MSL de un tricluster TRI (Ec. 3.14) es la
media de la comparacio´n multi-angular de las tres vistas gra´ficas de dicho
tricluster.
MSL(TRI) = 13 [ ACmulti(TRIgct) +ACmulti(TRIgtc) +ACmulti(TRItgc) ]
(3.14)
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3.6. Tricluster Quality (TRIQ)
Con el objetivo de agrupar en una sola medida todos los aspectos que
definen la calidad de un tricluster y, de este modo, obtener una metodolog´ıa
para evaluar los resultados de la aplicacio´n de algoritmos de Triclustering
sobre datos de expresio´n gene´tica, se disen˜a la medida TRIQ (TRIcluster
Quality).
Este ı´ndice engloba tres aspectos fundamentales que se tienen en cuenta
a la hora de decidir la bondad de un tricluster como resultado de la apli-
cacio´n de un algoritmo de Triclustering sobre datos de expresio´n gene´tica,
estos son: el nivel de notoriedad biolo´gica de los genes agrupados, la cali-
dad gra´fica de los patrones que forma el tricluster y el nivel de correlacio´n
de sus valores. Estos aspectos esta´n plasmados dentro del marco de TRIQ
en cuatro miembros de su ecuacio´n general: BIOQ (BIOlogical Quality) o
calidad biolo´gica del tricluster, GRQ (GRaphical Quality) o calidad gra´fica
del tricluster, PEQ (PEarson Quality) o calidad de correlacio´n de Pear-
son del tricluster y SPQ (SPearman Quality) o calidad de correlacio´n de
Spearman del tricluster.
La influencia de cada miembro puede observarse en la Ec. 3.15 donde
TRIQ se define como la suma ponderada de cada uno de los cuatro miem-
bros anteriormente nombrados. Esta ponderacio´n la definen los factores de
peso: el factor de peso biolo´gico Wbio, el factor de peso gra´fico Wgr, el factor
de peso de Pearson Wpe y el factor de peso de Spearman Wsp. Estos facto-
res han sido fijados a los valores mostrados en Ec. 3.16 como resultado del
proceso de disen˜o de la medida adema´s de la investigacio´n y la experiencia
en el campo del Triclustering de tal forma que se premian triclusters con
mayor calidad biolo´gica y gra´fica frente a los ı´ndices de calidad de Pearson
y Spearman que, teniendo una gran importancia, no son determinantes a
la hora de decidir si un tricluster tiene mayor calidad que otro.
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TRIQ(TRI) = 1
Wbio +Wgr +Wpe +Wsp
∗
[Wbio ∗BIOQ(TRI) +Wgr ∗GRQ(TRI)+







A continuacio´n, se definen cada uno de los miembros de TRIQ.
3.6.1. BIOQ
La calidad biolo´gica de un tricluster es calculada en base al ana´lisis GO
(Seccio´n 2.7) que identifica, para el conjunto de genes de un tricluster, los
te´rminos anotados en cada una de las tres ontolog´ıas disponibles: procesos
biolo´gicos, funciones moleculares y componentes celulares.
El ana´lisis GO realiza, adema´s de la identificacio´n de los te´rminos ano-
tados, el ana´lisis estad´ıstico para la sobre-representacio´n de dichos te´rminos
proporcionando el p-value de los mismos. La realizacio´n del ana´lisis GO usa-
do para el posterior ca´lculo de BIOQ se realiza con el software Ontologizer
[5].
La calidad biolo´gica de un tricluster TRI queda establecida en Ec. 3.17
y se define como la normalizacio´n de la significancia biolo´gica SIGbio del





Previamente a la definicio´n de SIGbio se define el sistema de puntuacio´n
disen˜ado en el que se basa dicho ı´ndice. Un intervalo para un determinado
nivel interl es definido por un valor de peso wl para el nivel y por un valor
inferior y superior (infl y supl respectivamente) que constituye un intervalo
abierto-cerrado de p-values (Ec. 3.18a).
El conjunto total existente de niveles LV lo compondra´n todos cuyo
valor infl para su correspondiente intervalo sea menor o igual que un p-
value mı´nimo th (Ec. 3.18b).
Para cada intervalo de cada nivel interl el valor de peso wl sera´ el valor
del nivel anterior ma´s el factor de diferencia de nivel d (Ec. 3.18c); infl
se define como la divisio´n entre el factor de paso de intervalo s y el factor
base de intervalo b elevado al nivel l (Ec. 3.18d) y supl se establece como la
divisio´n entre el factor de paso de intervalo s y el factor base de intervalo
b elevado al nivel l menos uno (Ec. 3.18e).
interl = 〈wl, (infl, supl]〉 (3.18a)
LV = ∀ l ∈ N : infl ≤ th (3.18b)










Como resultado del proceso del disen˜o y testeo de este me´todo adema´s
de la investigacio´n y la experiencia en el campo del Triclustering los fac-
tores th, d, b y s previamente descritos quedan fijados a los valores que se
muestran en Ec. 3.19, dando como resultado un conjunto de niveles LV que
comprende desde el nivel 1 al nivel 41.




LV = {1, . . . , 41}
(3.19)
La disposicio´n completa de intervalos para la significancia biolo´gica con
la configuracio´n mostrada en Ec. 3.19 puede observarse en la tabla 3.2.
Por cada fila se muestran el peso (wl) e intervalo (interl) de cada nivel
(l) ordenado de mayor a menor. Cada intervalo establece un conjunto de
p-values cuya bondad tiene relacio´n directa con su correspondiente nivel,
esto es, un p-value es mejor cuanto mayor sea el nivel al que pertenece (un
p-value es mejor cuanto ma´s se aproxime a cero).
Teniendo en cuenta el conjunto de niveles l e intervalos interl definidos
previamente, se establece la significancia biolo´gica del conjunto de genes de
un tricluster TRIG como el sumatorio de la puntuacio´n de cada nivel de
ana´lisis GO (Ec. 3.20a).
La puntuacio´n Sl de cada nivel se define como la multiplicacio´n de la
concentracio´n Cl del nivel por el peso wl y por el propio nivel l ma´s una
funcio´n de bonus dependiente del ma´ximo nivel lmax encontrado para el
conjunto de genes TRIG analizado (Ec. 3.20b).
La concentracio´n de un nivel Cl se define como el numero de te´rmi-
nos localizados en dicho nivel Tel dividido entre el total de te´rminos, Te,
resultado del ana´lisis GO (Ec. 3.20c).
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Tabla 3.2: Tabla de significancia biolo´gica
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La funcio´n de bonus fbonus se define como la suma del nivel ma´ximo










fbonus(lmax) = lmax + Vbonus (3.20d)
Como resultado del proceso del disen˜o y testeo de este me´todo adema´s
de la investigacio´n y la experiencia en el campo del Triclustering el factor de
bonus Vbonus, previamente descrito, queda fijado al valor mostrado en Ec.
3.21. En esta misma ecuacio´n podemos observar el valor Sl|LV | definido como
el valor de puntuacio´n ma´xima posible para la configuracio´n de intervalos
establecida en la tabla 3.2 y que es usado para la normalizacio´n de la
significancia SIGbio en la Ec. 3.17 que define el miembro BIOQ.
Vbonus = 0
Sl|LV | = [Cl|LV | ∗ wl|LV | ∗ l|LV |] + [l|LV | ∗ Vbonus]




La calidad gra´fica de un tricluster viene definida por Ec. 3.22 y se define
como la resta de la unidad menos la normalizacio´n de la medida MSL
(Seccio´n 3.5). De esta forma un tricluster tendra´ ma´s calidad biolo´gica
cuanto menor sea el valor de MSL, como se describe en la Seccio´n 3.5, los
valores de MSL son mejores cuanto ma´s pequen˜os.
GRQ(TRI) = 1− MSL(TRI)2pi (3.22)
3.6.3. PEQ y SPQ
Para el ca´lculo de las medidas de calidad de correlacio´n de Pearson PEQ
y de Spearman SPQ se definen las variables aleatorias de un tricluster TRI
en base a sus subconjuntos de genes (Ec. 3.23a), condiciones (Ec. 3.23b) y
tiempos (Ec. 3.23c). De esta forma, un tricluster tendra´ un conjunto vars
de variables aleatorias formado por la combinacio´n de cada gen y cada
condicio´n experimental (Ec. 3.23d) y cada una de estas variables tendra´ un
valor de nivel de expresio´n por cada punto de tiempo (Ec. 3.23e).
Por ejemplo, para un tricluster formado por cuatro genes {g1, g4, g8, g10},
dos condiciones {c3, c7} y tres puntos de tiempo {t1, t3, t5} se tendra´n en
cuenta variables aleatorias para ocho posibles combinaciones, teniendo ca-
da una de ellas tres valores (una por punto de tiempo): Vg1c3 , Vg1c7 , Vg4c3 ,
Vg4c7 , Vg8c3 , Vg8,c7 , Vg10c3 y Vg10c7 .
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TRIG =< g0, g1, . . . , g|G| > (3.23a)
TRIC =< c0, c1, . . . , c|C| > (3.23b)
TRIT =< t0, t1, . . . , t|T | > (3.23c)
∀gi ∈ TRIG, cj ∈ TRIC vars = {Vg0c0 , Vg1c1 , . . . , Vg|G|c|C|} (3.23d)
Vgicj =< elgicjt0 , elgicjt1 , . . . , elgicjt|T | > ∀gi ∈ TRIG, cj ∈ TRIC , tk ∈ TRIT
(3.23e)
Teniendo en cuenta la formacio´n del conjunto de variables vars, el ı´ndice
de calidad de Pearson PEQ se define como el sumatorio del valor absoluto
del coeficiente de correlacio´n de Pearson de cada combinacio´n de cada par de








Ana´logamente, el ı´ndice de calidad de Spearman SPQ se define como
el sumatorio del valor absoluto del coeficiente de correlacio´n de Spearman
de cada combinacio´n de cada par de variables del conjunto vars dividido
por el nu´mero de dichas combinaciones (Ec. 3.25).
SPQ(TRI) =
∑





3.7. Zonificacio´n de Se´ısmos
En este trabajo, se propone el algoritmo TriGen como un nuevo me´todo
para la zonificacio´n de se´ısmos [45] (Seccio´n 4.4).
Los me´todos tradicionales de zonificacio´n esta´n basados en el cata´logo
de se´ısmos disponible y en las estructuras geolo´gicas. Los para´metros de
resistencia y te´rmicos de la corteza son admitidos como mejor criterio para
la zonificacio´n. Sin embargo, el desarrollo de perfiles reolo´gicos es causa de
una cierta incertidumbre que ha generado inconsistencias como diferentes
zonas que han sido propuestas para la misma a´rea.
La principal ventaja que presenta la aplicacio´n del algoritmo TriGen
frente a las metodolog´ıas tradicionales es que so´lo es preciso proporcionar los
datos s´ısmicos para su ejecucio´n, no es necesario tomar decisiones humanas
y, por lo tanto, es una metodolog´ıa pra´cticamente no sesgada.
Para demostrar este hecho, se ejecuta el algoritmo TriGen con datos de
la Pen´ınsula Ibe´rica los cuales esta´n caracterizados por la ocurrencia de te-
rremotos de escala pequen˜a-moderada. El cata´logo del Instituto Geogra´fico
Nacional ha sido la fuente para conformar los datos de entrada (Seccio´n
2.4).
Los triclusters resultantes de la aplicacio´n de TriGen han sido plas-
mados en formato de zonas en el mapa geolo´gico de la Pen´ınsula Ibe´rica
para su valoracio´n. Adema´s, se ha generado un sistema de informacio´n
geogra´fica con los datos y las zonas obtenidas en el ana´lisis. Los resultados
obtenidos han sido comparados con la aplicacio´n del me´todo de los mapas
auto-organizados de Kohonen [38].
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3.8. Discusio´n conjunta de los resultados
En cada una de las publicaciones se ha experimentado y presentado
resultados tanto para datasets sinte´ticos, generados usando una aplicacio´n
software desarrollada para tal propo´sito, como para datasets reales.
Los datos sinte´ticos son ampliamente usados no solo para testear la
eficacia de las te´cnicas de ana´lisis de microarrarys [20] sino tambie´n en
aplicaciones de Miner´ıa de Datos ma´s generales [56]. Esta metodolog´ıa pro-
porciona la ventaja de conocer el proceso por el cual el dataset es generado
y, por lo tanto, posibilita el determinar el grado de e´xito de un algoritmo
[48].
En la tabla 3.3 se puede observar informacio´n resumida de cada uno
de los datasets usados en las diferentes publicaciones. Para cada fila de la
tabla o dataset, se proporciona el nombre, el nu´mero de genes, el nu´mero de
condiciones, el nu´mero de tiempos y las publicaciones en revistas en las que
es utilizado haciendo referencia a su correspondiente seccio´n en la segunda
parte del presente documento.
Nombre Genes Condiciones Tiempos Publicaciones (Parte II)
Synthetic 1 1000 10 5 Seccio´n 4.1
Yeast cell cycle [71] 6179 4 14 Seccio´n 4.1
Human inflammation [11], [64] 2155 2 5 Seccio´n 4.1
Synthetic 2 4000 30 20 Secciones 4.2, 5.2.3 y 4.3
Elutriation [71] 7744 13 14 Secciones 4.2, 5.2.3 y 4.3
Mouse GDS4510 [20] 22690 8 4 Secciones 4.2, 5.2.3 y 4.3
Mouse GDS4442 [12] 45101 6 3 Seccio´n 4.2
Human GDS4472 [10] 54675 4 6 Secciones 4.2, 4.3
IP earthquake [55] 90 60 7 Seccio´n 4.4
Tabla 3.3: Datasets usados para experimentacio´n
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Cada dataset ha sido construido en base a distintos or´ıgenes de datos.
La descripcio´n de la formacio´n de cada dataset es como sigue:
Synthetic 1 Es un dataset generado de forma sinte´tica compuesto por 1000
genes, 10 condiciones experimentales y 5 puntos de tiempo. Los valo-
res de cada celda de dicho dataset fueron generados de forma aleatoria
y, posteriormente, se insertaron dos a´reas de valores conocidos: el a´rea
a esta´ compuesta por 20 genes, 5 condiciones experimentales y 3 pun-
tos de tiempo con valores fijos a 1 y el a´rea b de 30 genes, 4 condiciones
y 4 puntos de tiempo con un patro´n ascendente en t = 0, 1 y ascen-
dente en t = 2, 3 con diferentes valores entre [1, 15], [60, 75], [5, 30] y
[160, 375]. Este dataset fue utilizado en [28] (Seccio´n 4.1).
Yeast cell cycle Fue establecido en base al problema del ciclo celular de la
levadura (Saccharomyces cerevisiae) descrito en [71]. El proyecto de
ana´lisis del ciclo celular de la levadura tiene como objetivo identifi-
car todos los genes cuyos niveles de mRNA esta´n regulados por dicho
ciclo celular. En este proyecto son analizados 6179 genes bajo 6 condi-
ciones experimentales llamadas cln3, clb2, pheromone, cdc15, cdc28 y
elutriation [71] tomando muestras en dos puntos de tiempo para cln3
y clb2, 18 puntos de tiempo para pheromone, 24 puntos de tiempo
para cdc15, 17 puntos de tiempo para cdc28 y 14 puntos de tiempo
para elutriation. Para la construccio´n de este dataset, no se tienen
en cuenta las condiciones con dos u´nicos puntos de tiempo y se usan
los primeros 14 puntos de tiempo de las condiciones experimentales
pheromone, cdc15, cdc28 y elutriation con el objetivo de obtener un
dataset compacto. Por lo tanto, se obtiene un dataset con 6179 genes,
4 condiciones experimentales y 14 puntos de tiempo. Este dataset fue
utilizado en [28] (Seccio´n 4.1).
Human inflammation El estudio en el que se basa este dataset aborda el
problema de la inflamacio´n humana y la respuesta del hue´sped a la
lesio´n. El proceso de inflamacio´n es cr´ıtico ya que el organismo lo usa
para protegerse contra infecciones o lesiones (aplastamientos, hemo-
rragias masivas, graves quemaduras, etc). La respuesta del hue´sped
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ante un traumatismo supone una coleccio´n de procesos biolo´gicos y
patolo´gicos que depende fundamentalmente de la regulacio´n de la res-
puesta inmuno-inflamatoria humana [11]. Los datos han sido adquiri-
dos de un experimento sobre la inflamacio´n y respuesta del hue´sped
llevado a cabo con microarrays en el que fueron analizadas ocho mues-
tras de sangre de ocho voluntarios, cuatro fueron tratados con una to-
xina que simula un proceso inflamatorio y otros cuatro con placebo;
cada muestra fue adquirida en seis puntos temporales obteniendo 48
microarrays (uno por cada individuo y punto temporal). El dataset
Human inflammation esta´ compuesto por 2155 genes seleccionados
como valores relevantes para el problema [64] considerando dos con-
diciones experimentales (endotoxina y placebo) y 5 puntos de tiempo.
Este dataset fue utilizado en [28] (Seccio´n 4.1).
Synthetic 2 Es un dataset generado de forma sinte´tica compuesto por 4000
genes, 30 condiciones experimentales y 20 puntos de tiempo cuyos ni-
veles de expresio´n fueron generados de forma aleatoria con seguridad
criptogra´fica por la librer´ıa software estandar Math3 de Apache Com-
mons [46]. En dicho dataset se insertaron en posiciones aleatorias 10
triclusters con patrones de comportamiento 3D compuestos por 150
genes, 6 condiciones experimentales y 4 puntos de tiempo. Este da-
taset fue utilizado en [26] (Seccio´n 4.2) , en [25] (Seccio´n 5.2.3) y en
[27] (Seccio´n 4.3).
Elutriation El problema del ciclo celular de la levadura (Saccharomyces
cerevisiae) [71] fue, tambie´n, la base de este dataset. Los recursos
de este experimento son pu´blicos y esta´n disponibles en http://
genome-www.stanford.edu/cellcycle/ en donde se puede encon-
trar la informacio´n relativa a los niveles de expresio´n gene´tica ob-
tenidos de diferentes experimentos con microarrays. En particular,
el dataset Elutriation se compuso en base al experimento de mismo
nombre compuesto por 7744 genes, 13 condiciones experimentales y
14 puntos de tiempo. Las condiciones experimentales corresponden
a diferentes medidas estad´ısticas de los canales Cy3 y Cy5 mientras
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que los puntos de tiempo representan diferentes momentos de toma
de dichas medidas desde 0 a 390 minutos. Este dataset fue utilizado
en [26] (Seccio´n 4.2) , en [25] (Seccio´n 5.2.3) y en [27] (Seccio´n 4.3).
Mouse GDS4510 Este dataset fue obtenido del repositorio de alto rendi-
miento de datos de expresio´n gene´tica Gene Expression Omnibus (en
adelante GEO) [4] con co´digo de acceso GDS4510. El experimento,
titulado rd1 model of retinal degeneration: time course [20], analiza
la degeneracio´n de las ce´lulas de la retina en diferentes individuos
de la especie del rato´n comu´n (Mus musculus) durante 4 d´ıas justo
despue´s de su nacimiento, en concreto, los d´ıas 2, 4, 6 y 8. Por lo
tanto, el dataset Mouse GDS4510 esta´ compuesto por 22690 genes, 8
condiciones experimentales (una por cada individuo implicado en el
experimento) y 4 puntos de tiempo. Este dataset fue utilizado en [26]
(Seccio´n 4.2) , en [25] (Seccio´n 5.2.3) y en [27] (Seccio´n 4.3).
Mouse GDS4442 Para construir este dataset se obtuvieron los datos del
repositorio GEO [4] con el co´digo de acceso GDS4442. El experi-
mento es titulado como ectopic bHLH transcription factor expression
Mesogenin1 effect on embryoid bodies: time course [12] y examina el
efecto de la induccio´n de doxiciclina en embriones de ratones (Mus
musculus) en tres estados de su desarrollo: 12, 24 y 48 horas. Por lo
tanto, el dataset Mouse GDS4442 esta´ compuesto por 45101 genes, 6
condiciones experimentales (una por cada individuo involucrado en el
experimento ) y 3 puntos de tiempo (uno por cada estado de desarrollo
estudiado). Este dataset fue utilizado en [26] (Seccio´n 4.2).
Human GDS4472 Los datos para la construccio´n de este dataset fueron
obtenidos del repositorio GEO [4] con el co´digo de acceso GDS4472. El
experimento esta´ titulado como Transcription factor oncogene OTX2
silencing effect on D425 medulloblastoma cell line: time course [10]
y estudia el efecto de la doxiciclina en las ce´lulas cancer´ıgenas de un
meduloblastoma en seis puntos de tiempo despue´s de su induccio´n: 0,
8, 16, 24, 48 y 96 horas. El dataset Human GDS4472 esta´ compuesto,
por lo tanto, de 54675 genes, 4 condiciones experimentales (una por
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cada individuo involucrado en el estudio) y 6 puntos de tiempo (uno
por cada hora). Este dataset fue utilizado en [26] (Seccio´n 4.2) y en
[27] (Seccio´n 4.3).
IP earthquake Este dataset es construido con datos de magnitudes s´ısmicas
de la Pen´ınsula Ibe´rica obtenidos del Instituto Geogra´fico Nacional
[55] en la que los genes se corresponden con coordenadas del eje X,
las condiciones experimentales con coordenadas del eje Y y cada punto
temporal se corresponde con una caracter´ıstica geolo´gica concreta. El
dataset IP earthquake se compone de 90 genes o coordenadas del eje
X, 60 condiciones experimentales o coordenadas del eje Y y 7 puntos
temporales o caracter´ısticas geolo´gicas. Dicho dataset se encuentra
detallado en la Seccio´n 2.4. Este dataset fue utilizado en [45] (Seccio´n
4.4).
A continuacio´n se presenta una visio´n general de los resultados experi-
mentales obtenidos en esta investigacio´n que se desarrollan en profundidad,
posteriormente, en las publicaciones presentadas en la parte II del presente
documento:
3.8.1. Resultados de experimentacio´n generales con el algoritmo
TriGen
En la primera publicacio´n en revista de esta investigacio´n [28] (Seccio´n
4.1) se presentan tres conjuntos de resultados de experimentos realizados
con el dataset sinte´tico Synthetic 1 y los dos datasets reales Yeast cell cycle
y Human inflammation.
Para los experimentos realizados con datasets reales se presentan los
resultados de las ejecuciones realizadas con TriGen proporcionando los
para´metros de ejecucio´n utilizados junto con dos medidas para la mejor
comprensio´n de los mismos: el solapamiento y el cubrimiento de los tri-
clusters encontrados. Adema´s, se muestran las vistas gra´ficas de uno de los
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triclusters encontrados as´ı como su ana´lisis Gene Ontology (Seccio´n 2.7)
realizado con la herramienta Onto-CC [63, 62] .
En cuanto a los experimentos sinte´ticos con el dataset Synthetic 1, se
realizaron distintas ejecuciones con varias configuraciones de TriGen y ha-
ciendo uso de las primeras versiones de MSR3D y LSL de tal forma que
se localizaron las a´reas a y b en ambas ejecuciones. Las ejecuciones con
MSR3D encontraron el a´rea a completa y el a´rea b parcialmente mientras
que las ejecuciones con LSL obtuvieron completas las dos a´reas a y b.
En el caso de los experimentos con el dataset Yeast cell cycle se presenta
un experimento con 20 triclusters solucio´n con solapamiento de 0.1 y un
cubrimiento del 0.08. Se hace hincapie´ en uno de los triclusters mostrando
las vistas gra´ficas para los 20 genes, 2 condiciones experimentales y cinco
puntos de tiempo de los que esta´ compuesto. Las gra´ficas denotan un com-
portamiento en los niveles de expresio´n gene´tica muy similar a trave´s de las
condiciones y los tiempos. En cuanto al ana´lisis GO se obtienen p-values
bastante bajos (hasta 8.54E-05) con te´rminos muy espec´ıficos y muchos de
ellos relacionados directamente con el ciclo celular de la levadura.
Para los experimentos realizados con el dataset Human inflammation,
igual que en el experimento anterior, se analiza un resultado con 20 triclus-
ters solucio´n con solapamiento de 0.08 y cubrimiento del 0.2. Se presentan
las vistas gra´ficas de un tricluster que agrupa 11 genes bajo 2 condicio-
nes experimentales y cinco puntos de tiempo en el que se exhibe una alta
correlacio´n entre los patrones descritos donde la expresio´n de los genes se
establecen en diferentes niveles de magnitud. Los p-values arrojados por el
ana´lisis GO son bajos (hasta 6.07E-09) por lo que los grupos de genes son
significativos en relacio´n con sus te´rminos GO asociados.
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3.8.2. Resultados de experimentacio´n con MSR3D
En la segunda publicacio´n en revista de esta investigacio´n [26] (Seccio´n
4.2) se presentan experimentos para probar la efectividad de MSR3D con
el dataset sinte´tico Synthetic 2 y los datasets reales Elutriation, Mouse
GDS4510, Mouse GDS4442 y Human GDS4472.
Para el ana´lisis de los resultados de experimentacio´n con los datasets
reales, se proporcionan, para cada tricluster solucio´n, los valores de los coe-
ficientes de correlacio´n de Pearson [57] y Spearman [70] (Seccio´n 2.8) entre
cada combinacio´n de condicio´n experimental-tiempo con los valores de ni-
veles de expresio´n de cada gen en cada correspondiente combinacio´n. Por
ejemplo para un tricluster con 10 genes {1, ..., 10}, tres condiciones expe-
rimentales {1, 3 y 5} y dos puntos temporales {2 y 7} se proporcionar´ıan
los coeficientes de correlacio´n de Pearson y Spearman para valores de las
seis posibles combinaciones Vc=1,t=2, Vc=1,t=7, Vc=3,t=2, Vc=3,t=7, Vc=5,t=2 y
Vc=5,t=7 cada combinacio´n con diez valores de nivel de expresio´n, uno por
cada gen.
Tambie´n se proporciona una validacio´n gra´fica mostrando las vistas
gra´ficas de uno de los triclusters encontrados as´ı como una validacio´n biolo´gi-
ca basada en el ana´lisis GO realizado con el software Ontologizer [5] mos-
trando los te´rminos ma´s representativos junto su correspondiente p-value.
Para el ana´lisis con el dataset sinte´tico Synthetic 2, se realiza un estudio
del efecto de la variacio´n de los valores de los para´metros de entrada del
algoritmo TriGen con MSR3D. Adema´s, se presentan resultados de mat-
ching sobre los 10 tricluster insertados en el dataset obteniendo un ratio de
cubrimiento entre el 91 % y el 95 %.
En referencia al experimento con el dataset Elutriation, se presentan
resultados de correlacio´n para los triclusters solucio´n descubiertos cercanos
a uno y menos uno que denotan correlacio´n casi perfecta, destacando la
capacidad de MSR3D para encontrar correlaciones negativas. Estos valores
de correlacio´n se corroboran con el ana´lisis gra´fico de las soluciones en el
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que se aprecia claramente correlacio´n negativa entre los genes. En referencia
al ana´lisis GO, se observan te´rminos bastante espec´ıficos con p-values en el
intervalo [0.001970,0.01039].
Para el experimento realizado con el dataset Mouse GDS4510 se obtie-
nen triclusters solucio´n con valores de correlacio´n muy altos, y en muchos
casos, pro´ximos a uno (correlacio´n perfecta); lo que supone una homoge-
neidad perfecta entre los genes, condiciones experimentales y puntos de
tiempo de los triclusters. En la representacio´n gra´fica se observa como to-
das las l´ıneas mostradas quedan totalmente alineadas y se obtienen buenos
resultados en cuanto a los te´rminos GO, siendo muy espec´ıficos y mostran-
do algunos relacionados con el experimento biolo´gico para el dataset bajo
estudio con p-values en el intervalo [1.525E-6, 7.342E-4].
Igualmente, en el caso de la experimentacio´n con el dataset Mouse
GDS4442 se obtienen soluciones con valores de correlacio´n muy pro´ximos
a uno, patrones de comportamiento similares en cuanto a la representa-
cio´n gra´fica y te´rminos con alta significancia estad´ıstica con p-values en
[5.525E-04, 6.612E-03].
Con referencia al experimento con el dataset Human GDS4472, se obtie-
nen para las soluciones encontradas, tambie´n, valores altos de correlacio´n,
una alta homogeneidad entre todos los genes en cuanto a la representa-
cio´n gra´fica y te´rminos con alta significancis con p-values en [4.543E-04,
1.931E-03] .
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3.8.3. Resultados de experimentacio´n con LSL
En la publicacio´n donde se presenta la medida LSL [25] (Seccio´n 5.2.3),
se muestran experimentos para probar la efectividad de la misma con el
dataset sinte´tico Synthetic 2 y los datasets reales Elutriation y Mouse
GDS4510.
Para el ana´lisis de los resultados con datasets reales, se procede de ma-
nera similar al ana´lisis realizado en la experimentacio´n se MSR3D (Seccio´n
3.8.2). De este modo, se proporcionan para cada tricluster los valores de los
coeficientes de correlacio´n de Pearson [57] y Spearman [70] (Seccio´n 2.8)
entre cada combinacio´n de condicio´n experimental-tiempo con los valores
de niveles de expresio´n de cada gen en cada correspondiente combinacio´n
as´ı como la validacio´n gra´fica mostrando las vistas gra´ficas de uno de los
triclusters encontrados y la validacio´n biolo´gica basada en el ana´lisis GO
realizado con el software Ontologizer [5] mostrando los te´rminos ma´s repre-
sentativos junto su correspondiente p-value.
En esta publicacio´n se incluyen, tambie´n, valores comparativos entre los
resultados de experimentacio´n con MSR3D (Seccio´n 3.8.2) y los de LSL en
base a valores ma´ximo, mı´nimo y medio de los coeficientes de correlacio´n
de Pearson, de Spearman y p-values.
Para el ana´lisis de la medida con el dataset sinte´tico Synthetic 2, se
realizan diferentes ejecuciones variando los para´metros de entrada del al-
goritmo TriGen obteniendo un ratio de matching sobre los 10 tricluster
insertados en el dataset entre 93 % y el 97 % denotando una mejor´ıa con
respecto a MSR3D (Seccio´n 3.8.2).
En el caso del experimento con el dataset Elutriation, se muestran para
las soluciones obtenidas correlaciones cercanas a uno y menos uno. En la
representacio´n gra´fica se observa unos patrones de comportamiento simila-
res y, en referente a la validacio´n biolo´gica, se obtienen te´rminos bastante
espec´ıficos dentro del rango de p-values [4.349E-06, 7.527 E-05].
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En la comparacio´n con MSR3D se observa una clara mejora en te´rminos
de correlacio´n y p-values.
Para el ana´lisis del experimento con el dataset Mouse GDS4510, se ob-
tienen, para los triclusters encontrados, valores muy altos de correlacio´n y
cercanos a uno en muchos casos quedando patente tambie´n en la represen-
tacio´n gra´fica de los patrones de comportamiento. En cuanto a la validacio´n
biolo´gica se obtienen te´rminos con alta significancia con p-values en [8.79E-
21, 7.40E-08].
En la comparacio´n con MSR3D se observa una alta mejor´ıa en te´rminos
de ana´lisis GO reforzando el hecho de que LSL encuentra triclusters con
mayor significancia biolo´gica.
3.8.4. Resultados de experimentacio´n con MSL
En la tercera publicacio´n en revista de esta investigacio´n [27] (Seccio´n
4.3) se presentan experimentos para probar la efectividad de MSL con
el dataset sinte´tico Synthetic 2 y los datasets reales Elutriation, Mouse
GDS4510 y Human GDS4472.
Para analizar los resultados de los experimentos con los datasets reales,
se realiza un ana´lisis en tres pasos similar a los planteados con los expe-
rimentos de MSR3D (Seccio´n 3.8.2) y LSL (Seccio´n 3.8.3): el ana´lisis de
la correlacio´n basado en los coeficientes de Pearson [57] y Spearman [70]
en el que para cada tricluster se calcula la media entra cada combinacio´n
de genes, condiciones y tiempos (Seccio´n 3.6.3) de tal forma que para un
tricluster con cuatro genes {g1, g4, g8, g10}, dos condiciones {c3, c7} y tres
puntos de tiempo {t1, t3, t5} se tendra´n en cuenta variables aleatorias para
ocho posibles combinaciones, teniendo cada una de ellas tres valores (una
por punto de tiempo): Vg1c3 , Vg1c7 , Vg4c3 , Vg4c7 , Vg8c3 , Vg8,c7 , Vg10c3 y Vg10c7 ;
el ana´lisis de la representacio´n gra´fica mostrando las tres vistas gra´ficas
(Seccio´n 3.3) con el objetivo de visualizar los patrones de comportamiento
formados por el tricluster y el ana´lisis biolo´gico GO realizado con el soft-
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ware Ontologizer [5] mostrando los te´rminos ma´s representativos junto su
correspondiente p-value. Tambie´n se realiza un estudio comparativo entre
MSL, MSR3D y LSL en base a valores ma´ximo, mı´nimo y medio de los
coeficientes de correlacio´n de Pearson, de Spearman y p-values.
En lo referente al ana´lisis con el dataset sinte´tico Synthetic 2, se realizan
diferentes ejecuciones variando los para´metros de entrada del algoritmo
TriGen obteniendo un ratio de matching sobre los 10 tricluster insertados
en el dataset entre 94 % y el 100 % denotando una mejor´ıa con respecto a
MSR3D (Seccio´n 3.8.2) y LSL (Seccio´n 3.8.3).
Para el ana´lisis del experimento con el dataset Elutriation, se presentan
valores de ana´lisis de correlacio´n de Pearson y de Spearman que var´ıan
en los intervalos [0.95, 0.97] y [0.98, 1] respectivamente denotando una alta
correlacio´n entre los genes para cada condicio´n a trave´s de los puntos de
tiempo. Las vistas gra´ficas del tricluster solucio´n mostradas muestran un
patro´n coherente a trave´s de los puntos temporales para las condiciones
experimentales seleccionadas variando los niveles de expresio´n casi de la
misma forma. En cuanto a la validacio´n biolo´gica, se obtiene un ana´lisis
GO con altos niveles de significancia estad´ıstica con p-values en [1.98E-09,
1.01E-03] y con te´rminos muy espec´ıficos. En la comparacio´n con MSR3D,
LSL se observa una clara mejora de MSL en te´rminos de correlacio´n y
p-values.
En el caso del experimento con el dataset Mouse GDS4510, se obtienen
valores de correlacio´n de Pearson en [0.54, 0.96] y de Spearman en [0.56, 0.9]
denotando una alta correlacio´n entre los genes para cada condicio´n para la
mayor´ıa de triclusters solucio´n. En la representacio´n gra´fica mostrada se
puede observar como todos los genes forman un patro´n de comportamiento
casi perfecto y en la validacio´n biolo´gica se obtienen p-values en el intervalo
[7.92E − 30, 7.52E − 07] con te´rminos muy concretos relacionados con el
experimento biolo´gico fuente del dataset de entrada. Se observa una alta
mejor´ıa en te´rminos de p-values en referencia a la comparacio´n de MSL
con MSR3D, LSL.
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En lo referente al experimento con el dataset Human GDS4472, la ma-
yor´ıa de soluciones muestran valores de correlacio´n por encima de 0.9 para
los dos ı´ndices. Las representaciones gra´ficas denotan una variacio´n ho-
moge´nea en los niveles de expresio´n de los genes formando un patro´n cohe-
rente a trave´s de los puntos de tiempo. En la validacio´n biolo´gica se obtienen
p-values en [3.33E−60, 5.99E−48]. En la comparacio´n con MSR3D y LSL
se observa una mejor´ıa en te´rminos de ma´ximo ı´ndice de correlacio´n y en
te´rminos de p-values.
Como conclusio´n, en cuanto a la comparacio´n de MSL con MSR3D y
LSL, de forma general, existe una clara mejor´ıa en cuanto a ma´xima corre-
lacio´n, hecho que es menos perceptible en te´rminos de mı´nima correlacio´n
y correlacio´n media. Se puede apreciar tambie´n una clara y alta mejor´ıa de
MSL sobre MSR3D y LSL a nivel de los tres aspectos considerados sobre
el p-value. Por lo tanto, se puede afirmar que MSL mejora en te´rminos
globales a las otras dos medidas.
3.8.5. Resultados de experimentacio´n para datos de se´ısmos
En la cuarta publicacio´n en revista de esta investigacio´n [45] (Seccio´n
4.4) se realizan experimentos en una l´ınea distinta a la de las publicacio-
nes anteriores para probar la efectividad del algoritmo TriGen en el campo
de la zonificacio´n de se´ısmos. Para ello, se experimenta con el dataset IP
earthquake y se obtienen un conjunto de triclusters solucio´n con el que se
construye un sistema de informacio´n geogra´fica en forma de mapa f´ısico de
la Pen´ınsula Ibe´rica en el que se indican las diferentes zonas correspondien-
tes a los triclusters encontrados.
Para validar los resultados se realiza la misma zonificacio´n aplicando
el algoritmo de los mapas auto-organizados de Kohonen [38] y se realiza
una discusio´n cr´ıtica haciendo hincapie´ en la potencialidad del algoritmo
TriGen como herramienta efectiva para el ana´lisis de datos s´ısmicos, en las








En este cap´ıtulo se ofrecen las publicaciones en revistas que forman parte
del compendio de esta investigacio´n. Previo a cada publicacio´n se detallan
la revista, el estado, el ı´ndice de impacto y las a´reas de conocimiento de la
misma.
93
4.1. TriGen: A genetic algorithm to mine triclusters in
temporal gene expression data
Estado: Publicado.
Revista: Neurocomputing.
I´ndice de impacto JCR 2013: 2.005
A´reas de conocimiento:




4.2. Mining 3D patterns from gene expression temporal
data: a new tricluster evaluation measure
Estado: Publicado.
Revista: The Scientific World Journal
I´ndice de impacto JCR 2013: 1.219
A´reas de conocimiento:




4.3. MSL: a measure to evaluate 3D patterns in gene
expression data
Estado: Aceptado y pendiente de publicacio´n.
Revista: Evolutionary Bioinformatics
I´ndice de impacto JCR 2013: 1.169
A´reas de conocimiento:
1. Matemathical and Computational Biology. Ranking: 36/52, Q3
4.4. Seismogenic Zoning with Triclustering. Application
to the Iberian Peninsula
Estado: En revisio´n.
Revista: Entropy
I´ndice de impacto JCR 2013: 1.564
A´reas de conocimiento:




En este cap´ıtulo se ofrecen el resto de publicaciones fruto de esta inves-
tigacio´n: congresos y Lecture Notes.
5.1. Congresos Nacionales
5.1.1. Finding motifs in DNA sequences
Congreso: XVI Congreso Espan˜ol sobre Tecnolog´ıas y Lo´gica Fuzzy
Web: http://estylf2012.eii.uva.es
5.1.2. Extraccio´n de Triclusters en Microarrays Temporales me-
diante el Algoritmo TriGen




5.2.1. Revisiting the Yeast Cell Cycle Problem with the Improved
TriGen Algorithm






5.2.2. Triclustering on Temporary Microarray Data using the Tri-
Gen Algorithm






5.2.3. LSL: A new measure to evaluate triclusters






5.3. Lecture Notes in Computer Science
5.3.1. Unravelling the Yeast Cell Cycle using the TriGen Algorithm












En esta investigacio´n se ha presentado TrLab, una metodolog´ıa para la
extraccio´n de patrones de comportamiento de grandes volu´menes de datos
biolo´gicos dependientes del tiempo, que incluye un nuevo algoritmo de Tri-
clustering, el algoritmo TriGen, basado en el paradigma de los algoritmos
gene´ticos.
Adema´s, dentro de la metodolog´ıa TrLab, se presentan tres medidas de
evaluacio´n que forman parte del nu´cleo de dicho algoritmo: MSR3D que
es una adaptacio´n a las tres dimensiones del residuo cuadra´tico medio de
Cheng y Church [13] que es un esta´ndar de facto en el campo del Biclus-
tering, LSL disen˜ada en base a la medida de las pendientes de mı´nimos
cuadrados y MSL cuyo disen˜o esta´ basado en la medida de los a´ngulos
que forman los patrones de comportamiento con el eje X. La combinacio´n
del algoritmo TriGen junto con las medidas citadas tienen como objeti-
vo encontrar triclusters cuyos genes, condiciones experimentales y puntos
temporales formen un patro´n de comportamiento de coherencia ma´xima en
base a sus valores de nivel de expresio´n y significancia biolo´gica.
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El disen˜o del algoritmo TriGen es analizado con detalle en esta investi-
gacio´n [28] as´ı como la adaptacio´n del residuo cuadra´tico medio a las tres
dimensiones con MSR3D [26] y el disen˜o de las medidas LSL [25] y MSL
[27].
La efectividad tanto del algoritmo como de las citadas medidas han sido
probadas con numerosas bater´ıas de experimentos tanto con conjunto de
datos sinte´ticos como reales. Se ha probado la eficacia de la metodolog´ıa
presentada para el ana´lisis de datos de expresio´n gene´tica a partir de micro-
arrays as´ı como para datos de origen no biolo´gico, en concreto, los datos de
se´ısmos [45]. Asimismo, se realiza un estudio comparativo de las medidas
propuestas postulando MSL como la ma´s efectiva.
Adema´s de los resultados citados, de esta investigacio´n surge TRIQ,
una medida para calcular la calidad de las soluciones encontradas por cual-
quier algoritmo de Triclustering aplicado al ana´lisis de datos de expresio´n
gene´tica, que engloba el enfoque biolo´gico, el enfoque gra´fico y el enfoque




Esta investigacio´n presenta frentes abiertos y capacidad de mejor´ıa as´ı
como nuevas l´ıneas de investigacio´n y enfoques. A continuacio´n se listan los
aspectos ma´s importantes que constituyen el siguiente paso de la investiga-
cio´n en esta l´ınea:
Estudiar el uso de medidas de similaridad sema´ntica [67, 78] como
parte de TRIQ.
Inclusio´n de TRIQ como funcio´n de evaluacio´n del algoritmo TriGen.
Disen˜ar una medida en base al plano de mı´nimos cuadrados mediante
la representacio´n de los triclusters como superficies.
Realizar un estudio comparativo de los distintos algoritmos del estado
del arte en base a TRIQ.
Aplicar Triclustering a otros campos de naturaleza no biolo´gica co-
mo el reconocimiento de estructuras boscosas en ima´genes Lidar y
la optimizacio´n del consumo de potencia en redes ele´ctricas de alta
tensio´n.
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Finalizar la implementacio´n de una aplicacio´n software amigable para
el uso de TrLab.
Aplicar el algoritmo TriGen a otros campos relacionados con la bio-
log´ıa que proporcionan nuevos recursos como los datos ChIP-chip
[79] que representan el factor de trasncripcio´n e interaccio´n gene´tica
combinados con los datos de expresio´n con informacio´n de regula-
cio´n gene´tica mediante la sustitucio´n de la dimensio´n del tiempo por
dichos chips o los datos de repositorios RNA-seq [47].
Disen˜o e implementacio´n de una base de datos de buenas soluciones
en base a TRIQ resultado de experimentacio´n con esquemas NoSql.
Desarrollar sistema de aprendizaje o feedback para el algoritmo Tri-
Gen en base al conocimiento previamente extra´ıdo.
Presentar y potenciar TRIQ como medida de consenso para evaluar
la calidad de un tricluster.
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Amaro Mellado, Cristina Rubio Escudero, Seismogenic Zoning with Triclustering. Ap-
plication to the Iberian Peninsula. Under review, Entropy, [Physics, Multidisciplinary Q2]
David Gutiérrez Avilés, Cristina Rubio Escudero,MSL: ameasure to evaluate 3D patterns
in gene expression data. In press, Evolutionary Bioinformatics [Matemathical and Com-
putational Biology Q3]
David Gutiérrez Avilés, Cristina Rubio Escudero, Mining 3D patterns from gene expres-
sion temporal data: a new tricluster evaluation measure, The Scientiﬁc World Journal,
[Multidisciplinary Sciences Q2] March 2014
DavidGutiérrez Avilés, Cristina Rubio Escudero, FranciscoMartínez Álvarez, JoséC. Riquelme
Santos, TriGen: A genetic algorithm to mine triclusters in temporal gene expression
data, Neurocomputing, [Computer Science, Artiﬁcial Intelligence Q1] , March 2013
Publicaciones en congresos
David Gutiérrez Avilés, Cristina Rubio Escudero, LSL: A newmeasure to evaluate triclus-
ters, IEEE International Conference on Bioinformatics and Biomedicine, November 2014
DavidGutiérrez Avilés, FranciscoMartínez Álvarez, Cristina Rubio Escudero, JoséC. Riquelme
Santos, Finding Motifs in DNA sequences, Actas de XVI Congreso Español sobre Tec-
nologías y Lógica Fuzzy, Febrero 2012
David Gutiérrez Avilés, Cristina Rubio Escudero, José C. Riquelme Santos, Triclustering
on Temporary Microarray Data using the TriGen Algorithm, 11th International Confer-
ence on Intelligent Systems Design and Applications, November 2011
David Gutiérrez Avilés, Cristina Rubio Escudero, José C. Riquelme Santos, Extracción de
Triclusters en Microarrays Temporales mediante el Algoritmo TriGen, Conferencia de
la Asociación Española para la Inteligencia Artiﬁcial, Noviembre 2011
David Gutiérrez Avilés, Cristina Rubio Escudero, José C. Riquelme Santos, Revisiting the
yeast cell cycle problem with the improved TriGen algorithm, Third World Congress on
Nature and Biologically Inspired Computing, October 2011
Otras publicaciones cientíﬁcas
David Gutiérrez Avilés, Cristina Rubio Escudero, José C. Riquelme Santos, Unravelling
the Yeast Cell Cycle using the TriGen Algorithm, Advances in Artiﬁcial Intelligence, LNAI
7023, November 2011
David Gutiérrez Avilés, Reconocimiento de Patrones de Comportamiento en Datos
Temporales de Origen Biológico, Trabajo Fin de Máster, Máster Oﬁcial en Ingeniería y
Tecnología del Software, Universidad de Sevilla, Junio 2013
Portfolio
Aplicación TriGen [R]. 2012-Actualidad
Aplicación DataGen [Java]. 2012-Actualidad
Rutina de consulta y recuperación de bases de datos biológicas [R]. 2012-Actualidad
Rutinas para graﬁcar triclusters [R]. 2012-Actualidad
Software de análisis de ﬂujo de cargas de redes de potencia PSS-E29. “NR++” [C++]
. 2011-2013
Software de tratamiento de ﬁcheros PSS de Siemens [Matlab]. 2011-2013.
Análisis de usabilidad y rendimiento de libreríasmatemáticas [C++, Matlab]. 2011-2013
Rutinas de migración de datos masiva desde aplicaciones ya implantadas hacia ERP
"Fundanet" [Java, Hibernate, Microsoft SQL Server, Oracle, Microsoft Excel]. 2010-2011
Análisis del proceso de implantación del ERP "Fundanet" [Microsoft SQL Server, Mi-
crosoft Excel]. 2010-2011
Portal corporativo "Investiga+" [Java, Hibernate, Single Sign On]. 2010-2011
Portal "Equipos y servicios" [Java, Hibernate, Spring framework, HTML, JSP]. 2010-2011
Portal "Mapa de recursos" [Java, Hibernate, Spring framework, HTML, JSP]. 2010-2011
Portal "Buscador de convocatorias" [Java, Hibernate, Spring framework, HTML, JSP].
2010-2011
Portal "Calendario de convocatorias" [Java, Hibernate, Google Web Toolkit]. 2010-2011
Portal "Suscripción e-boletín" [Java, Hibernate, Spring framework, HTML, JSP]. 2010-2011
Análisis de bases de datos corporativas [Oracle, Microsoft SQL Server]. 2010-2011
Flujos de trabajo documental para los procesos de negocio [Microsoft Sharepoint].
2007
Conﬁguración e implantación de plataforma Sharepoint [Microsoft Sharepoint]. 2007
Conﬁguración de red LAN, TCP/IP. 2006
Bases de datos corporativa [Microsoft Access]. 2006
