Abstract-"Writing on dirty paper" refers to the communication problem over a channel with both noise and interference, where the interference is known to the encoder non-causally and unknown to the decoder. This problem is regarded as a basic building block in communication, and it has been extensively investigated by Costa and other researchers. However, little is known in the case that the encoder can have access to feedback from the decoder. In this paper, we study the dirty paper coding problem for feedback Gaussian channels without or with memory. We provide the most power efficient coding schemes for this problem, i.e., the schemes achieve lossless interference cancelation. These schemes are based on the Kalman filtering algorithm, extend the Schalkwijk-Kailath feedback codes, have low complexity and a doubly exponential reliability function, and reveal the interconnections among information, control, and estimation over dirty paper channels with feedback. This research may be found useful to, for example, power-constrained sensor network communication.
I. INTRODUCTION
The study of lossless interference cancelation in a communication system has attracted considerable interest from researchers, since the publication of Costa's celebrated article "Writing on Dirty Paper" [1] . Costa considered a power constrained discrete-time channel, in which there are two independent processes that corrupt the channel inputs. One process, a sequence {ξ k } of independently and identically distributed (i.i.d.) Gaussian random variables of mean zero and variance Q (i.e. ξ k iid ∼ N (0, Q)), is completely known to the encoder non-causally and is unknown to the decoder; this is referred to as the interference (or channel states). The other process, a sequence {N k } of i.i.d. N (0, 1) random variables (independent of {ξ k }), is unknown to neither the the encoder nor the decoder; this is referred to as the noise. Costa named this model as the writing on dirty paper-(WDP-) channel model. Fig. 1 illustrates this model, in which W is the message, u is the channel input, ξ is the interference, N is the additive white Gaussian noise (AWGN), y := u+ξ+N is the channel output, andŴ is the decoded message. If ξ is zero (or is also known to the receiver), then the channel can achieve a rate R with the channel input power being at least P(R) := 2 2R − 1. If ξ is not zero and is not known to the receiver, then obviously the minimum channel input power P W DP (R) for achieving rate R is bounded by
P(R) ≤ P W DP (R) ≤ (1 + Q)P(R).
(
What is surprising is that the lower bound is achievable, namely there exists a strategy such that we can transmit across the channel as if the interference did not exist. In other words, we can achieve lossless interference cancelation, by This research was supported by NSF under Grant ECS-0093950. The authors are with the Department of Electrical and Computer Engineering, Iowa State University, Ames, IA 50011, USA. Email: {liujl,nelia}@iastate.edu which we mean that the interference is "canceled" without incurring any power increase or rate loss; such an optimal strategy was introduced by Costa in [1] . Note that the strategy of letting the encoder ignore the interference knowledge or letting the decoder try the brutal force way to cancel the interference incurs power increase or rate loss, and hence they are only suboptimal. Costa's results have been generalized to various situations; see [2] - [6] and references therein. [3] , [7] extended the results to the case of ergodic interference and colored Gaussian noise. [4] , [8] showed that lossless interference cancelation is possible for arbitrarily varying interference, provided that the encoder and decoder share a common random dither signal. [5] showed that, as long as the interference and the noise are Gaussian (not necessarily memoryless, stationary, or ergodic), the channel has a capacity as if the interference did not exist. Various coding schemes were also provided; see e.g. [4] , [6] , [8] .
These results have found broad applications in information hiding, digital watermarking, and precoding for intersymbol interference (ISI) channels and broadcast channels. To summarize its significance, the dirty paper coding study has been considered to be a basic building block in both single-user and multiuser communication problems [6] .
The above results are focused on the case where the encoder does not receive any feedback from the decoder. In many situations, however, it is possible for the encoder to access the information at the decoder-side in a strictly causal way, namely the encoder has feedback from the decoder. This setup of feedback communication has drawn increasing attention in both the information theory community and control theory community; see [9] - [16] for a partial list. The availability of such feedback usually allows us to considerably simplify the coding scheme, to improve the performance, and to increase the capacity. We remark that little is done to extend the dirty paper coding to feedback communication systems.
In this paper, we consider the WDP-channel where there is a noiseless feedback from the decoder to the encoder with one-step delay. We assume non-causal encoder-side information about the interference. In the case of arbitrarily varying interference and AWGN, we present a Kalman filter based coding scheme to achieve lossless interference cancelation. We then extend this result to the case of WDP-channels with both AWGN and inter-symbol interference (ISI), based on the techniques developed in the ISI-free case. Our coding schemes greatly simplify the encoder/decoder design and encoding/decoding processes, guarantee doubly exponentially decay of probability of error, and are optimal in the sense of achieving the capacity, namely, they are the most power efficient over these channels for any given communication rate. The schemes are also extensions of the Schalkwijk-Kailath codes for AWGN non-WDP-channels to WDP-channels with both AWGN and ISI.
Our study reveals the intimate connections among information, and control, and estimation over a WDP-channel. We show that the feedback communication over a WDP-channel is essentially equivalent to a Kalman filtering problem and a minimum-energy control problem (see [16] , [17] for the study of minimum-energy control problem). This extends the perspective of integrating information, control, and estimation (proposed in [16] ) to WDP-channels with feedback. Such a unifying perspective may be useful to more general feedback communication problems such as multiuser WDPchannels with feedback.
We remark that our assumption on the noiseless feedback link, though in general not realistic enough, is widely assumed in the feedback communication literature, has significant theoretic implications, and might be a useful step towards the study of the more realistic case of noisy feedback. On the other hand, a potential application area of the research under noiseless feedback assumption is the sensor networks, in which the forward communication from the sensors to the base station (or the cluster center, if any) may be very noisy due to the limited power of the sensors, whereas the feedback communication from the base station to the sensors may be viewed as noiseless due to the high power of the base station. The interference to a sensor may be the signals sent by its neighboring sensors. Since the signals for neighboring sensors are usually correlated, the interference is partially known to this sensor. Our results say that we can significantly improve the forward transmission by taking advantage of both the feedback transmission and the knowledge about interference, which may be useful in sensor networks.
Notations: We represent time indices by subscripts, such as y k . We denote by y K the vector {y 0 , y 1 , · · · , y K }, and
. Note that we assume the starting time of all processes is 0, consistent with the convention in dynamical systems but different from the information theory literature. We denote "defined to be" as ":=".
II. THE AWGN CASE
Consider the power constrained WDP-channel with AWGN shown in Fig. 1 . Let the average power budget be P > 0. Let {ξ k } be an interference sequence known noncausally to the encoder. This interference sequence can be deterministic or random; we assume that
as K tends to infinity (noting that Eξ j = ξ j in the deterministic case). Let further {N k } be AWGN with N k ∼ N (0, 1). We first describe the proposed coding scheme and the coding process, then present the coding theorem, followed by the proof, and finally discuss the connections to a minimumenergy control problem and a Kalman filtering problem.
A. Coding scheme Fig. 2 illustrates the designed coding system, in which we can identify the encoder, decoder, and WDP-channel. Let us fix the time horizon to be {0, 1, · · · , K}, namely the number of channel uses is (K + 1).
The optimal coding scheme for a WDP-channel with AWGN. The dotted box indicates a control system, referred to as the control setup (see Section II-C).
The encoder/decoder structures
In state-space, the encoder and decoder are described as encoder:
and decoder:
where
ξ −1 := 0, y −1 := 0,x 0,−1 := 0, and x 0 will be determined shortly. We call x k the encoder state andx 0,k the decoder state.
Transmission of analog source
The designed communication system can transmit either an analog source or a digital message. In the former case, we assume that the encoder wishes to convey a Gaussian random variable through the channel and the decoder wishes to learn the random variable, which is a rate-distortion problem or a successive refinement problem (see [11] , [12] and reference therein for study of successive refinement and its generalization, the sequential rate-distortion problem).
The coding process is as follows. Assume without loss of generality that the to-be-conveyed message W is distributed as N (0, P) (if the variance is not P, we can scale W to have the desired variance). To encode, let
i.e. x 0 := W + W M , where
Then run the system till instant of time
Transmission of digital message To transmit digital messages over the communication system, let us fix > 0 arbitrarily small. Suppose that we wish to transmit one of a set of
messages. We equally partition the interval
into M K sub-intervals, and map the sub-interval centers to a set of M K equally likely messages; this is known to both the transmitter and receiver a priori. Suppose now we wish to transmit the message represented by the center W . To encode, define x −1 according to (6) . Then run the system till instant of time K. To decode, let the decoder estimateW K bē
We then mapW K into the closest sub-interval center and obtain the decoded messageŴ K . We declare an error if W K = W , and call a (an asymptotic) rate
achievable if the probability of error P E K vanishes as K tends to infinity. 
B. Coding theorem
with MSE distortion MSE(Ŵ K ) satisfying the optimal ratedistortion tradeoff given by
for each K.
ii) The coding scheme constructed in Section II-A can transmit digital messages from the encoder to the decoder at a rate arbitrarily close to C(P), with P E K decaying to zero doubly exponentially. Remark 1. Compared with the coding scheme for AWGN non-WDP-channels, the one for AWGN WDP-channels has two main differences: The presence of "process noise" (see Section II-C) ξ k−1 at the encoder, and the presence of initial condition offset W M . In fact, these are the two main techniques needed to generalize the coding schemes designed for non-WDP-channels to WDP-channels. The presence of the process noise ξ k−1 at the encoder leads to that, the interference ξ k does not affect the encoder state x k , since the process noise cancels the interference before the interference enters the encoder state. This follows that the channel input u k is not affected by the interference since u k = cx k . In addition, by linearity of our coding scheme, the decoder statex 0,K depends affinely on x 0 , ξ, and N . The terms associated with x 0 and ξ are known to the encoder before the transmission because ξ K is known to the encoder noncausally, and therefore the encoder can offset x 0 to cancel the term associated with ξ inx 0,K , namely, the decoded message would not be affected by the interference. In summary, we can achieve lossless cancelation of interference ξ by applying these two techniques. The proof is omitted here due to the space limitation and can be found in [18] .
C. Connections to control problem and estimation problem
In this subsection, we briefly discuss the equivalent relations of our coding scheme to a minimum-energy control problem and a Kalman filtering problem. These relations are conceptually appealing since they provide another example that information, control, and estimation, three fundamental concepts, can be studied in a unified framework, and if any one of these problems is solved, other problems can be solved.
The dynamics of x k in (3), repeated here as
is indeed a control system, as indicated in Fig. 2 as control setup. The control setup is open-loop unstable with its pole at a, and is closed-loop stabilized with its pole at 1/a, which is a minimum-energy control problem and the power of u is minimized over all possible choice of stabilizing L. Therefore, it can be established rigorously that the optimality in feedback communication coincides with the optimality in control, and reliable feedback communication using (3) and (4) is equivalent to feedback stabilization of (15); see [13] for relevant discussions. Fig. 3 illustrates a Kalman filtering system closely related to the coding scheme in Fig. 2 . The dynamics in Fig. 3 is
wherex 0 := (W + W M ) andx 0 := 0. Note thatx 0,k in (16) and in (2) are identical. The feedback communication problem is then linked to an estimation problem, and their optimalities coincide, see [16] for related discussion. We also see from Fig. 3 that the interference sequence becomes the process noise common to both the process to be estimated and the Kalman filter. Then a well-known fact about Kalman filtering (cf. [19] ) implies that the interference does not affect the estimation error (x k −x k ) and hence the channel input u k = c(x k −x k ). Therefore, our dirty paper coding scheme is essentially a reformulation of Kalman filtering algorithm for the case of process noise known to both the process and the Kalman filter. It has been shown that the Kalman filter is optimal in information processing, storage, and dissipation [20] . The connection of the optimal dirty paper coding scheme to the Kalman filter obtained here further confirms the optimality of the Kalman filter in the information theoretic sense in a more general setup. The role of the Kalman filter in generic communication problems is under current investigation. Fig. 3 . The associated Kalman filtering problem. Note that the "process noise" ξ k enters both the process to be estimated and the Kalman filter.
III. THE ISI GAUSSIAN CHANNEL CASE
This section briefly presents the optimal coding scheme for a WDP-channel with AWGN and ISI. We first describe the channel model. We then introduce the encoder/decoder structures and explain how to choose the parameters to ensure the optimality, and describe the encoding/decoding processes. Finally we present the coding theorem.
A. Channel model and the asymptotic capacity
The WDP-channel F with ISI and AWGN is described in state-space as
where s 0 := 0, F ∈ R m is stable, (F, G) is controllable, (F, H) is observable, m is the dimension or order of F , and ξ K is an interference sequence known to the encoder non-causally and unknown to the decoder. See Fig. 4 (a) for the block diagram of F . Through the equivalence shown in [11] , [14] , [16] , the results developed for this channel hold for WDP-channels with colored Gaussian noise with rational power spectrum.
Our focus is to find a coding scheme to achieve the highest possible information rate, in other words, we wish to achieve the asymptotic capacity. It has been shown that the asymptotic capacity equals the stationary capacity, namely the input sequence achieving the asymptotic capacity can be chosen as (asymptotic) stationary (cf. [21] ). So our objective is to achieve
where the supremum is over all stationary input sequences {u k } satisfying the power constraint
and in the form of
, and zeromean Gaussian random variable ζ k ∈ R. Here P > 0 is the power budget and I(u K → y K ) is the directed information from u K to y K (cf. [11] ). The stationary capacity problem admits a finite-dimensional time-invariant solution, which has low complexity in system design and operation.
B. The coding scheme
The encoder/decoder structures In state-space, the encoder and decoder are described as Encoder: (21) and Decoder:
, and L 2 ∈ R m . We call (n+1) the encoder dimension. See Fig. 4 (b) for the block diagram. Here A, C, u k , etc. depend on n, but we do not specify the dependence explicitly to simplify notations.
Optimal choice of parameters Fix a desired rate R. Let DI := 2 R and n := m − 1 (recalling that m is the channel dimension), and solve the optimization problem
(24) Note that we need to solve (23) twice (one for +DI in A and one for −DI in A), and choose the optimal solution as the one with the smaller objective function value. Then we form the optimal A opt based on a a a opt f , and let (n * + 1) be the number of unstable eigenvalues in A opt , where n * ≥ 0. Fig. 4. (a) State-space representation of channel F . (b) The encoder decoder structures for F . Now let n := n * , solve (23) 
It holds that (A * , C * ) is observable, and A * has exactly (n * + 1) unstable eigenvalues.
We assign the encoder/decoder parameters to the scheme built in Fig. 4 (b) by letting
(26) We then drive the initial condition s 0 of channel F to 0. Now we are ready to communicate at a rate R using power D * Σ * D * , which is the minimum power needed to sustain the pre-specified rate R.
The encoding/decoding processes 1) Transmission of analog source: Assume that the to-beconveyed message W is distributed as N (0, I n * +1 ) (noting that any non-degenerate (n * + 1)-variate Gaussian vector W can be transformed in this form). Assume that the coding length is (K + 1). To encode, let
Then run the system till time epoch K. To decode, letŴ K := x 0,K . The distortion is defined as
2) Transmission of digital message: To transmit digital messages over the communication system, let us first fix > 0 small enough and the coding length (K + 1) large enough. Let
Assume that the matrix (
where 
Next we partition the ith side of B into (σ K,i )
segments. This induces a partition of B into M K subhypercubes, where
We then map the sub-hypercube centers to a set of M K equally likely messages. The above procedure is known to both the transmitter and receiver a priori. Suppose now we wish to transmit the message represented by the center W . To encode, define x 0 according to (27) . Then run the system till time epoch K. To decode, we map x 0,K into the closest sub-hypercube center and obtain the decoded messageŴ K . We declare an error ifŴ K = W , and call a (an asymptotic) rate
achievable if the probability of error P E K vanishes as K tends to infinity. As we can see, the encoder/decoder design and the encoding/decoding processes are rather simple. The computation complexity involved in coding grows as O(K). Fig.  4 (b) 
C. Coding theorem Theorem 2. Construct the encoder/decoder shown in
ii) The coding scheme can transmit digital messages from the encoder to the decoder at a rate arbitrarily close to C(P), with P E K decaying to zero doubly exponentially. Remark 2. The main idea of this dirty paper coding scheme is still the two techniques used for the AWGN WDPchannel: The presence of process noise ξ k−1 at the encoder, and the presence of initial condition offset W M . These two techniques leads to lossless interference cancelation. Then the theorem follows from the result of non-WDP-Gaussian channel with memory in [16] . In addition, it still holds that the feedback communication problem is equivalent to minimum-energy control and Kalman filtering.
IV. NUMERICAL EXAMPLES
In this section, we provide a numerical example of the proposed optimal coding scheme for AWGN WDP-channel. Assume that the power budget is P := 3, that is, we may achieve any rate equal to C(P) − = 1 − bit per channel use for any > 0. Let := 0.05, i.e. the desired rate is R = 0.95C(P) = 0.95 bit per channel use. Then we can construct the coding scheme according to Section II-A.
Simulation shows that R is indeed achieved since the decoder can distinguish among M K := a (K+1)(1− ) messages with the probability of error decaying to zero (in a doubly exponential fashion); see Fig. 5 (a) . Due to the fast decay of probability of error, the coding length (and hence the coding delay) can be rather short (within 100) to attain a good performance. The shortened coding length also implies that the preview of the interference ξ K can be short. Additionally, the average channel input power converges to P, see 
V. CONCLUSIONS
In this paper, we have proposed capacity-achieving coding schemes for a WDP-channel with AWGN and for a WDPchannel with AWGN and ISI, both having noiseless output feedback. The interference is assumed to be known to the encoder non-causally before the transmission and unknown to the decoder, and can be arbitrarily varying, deterministic or random. We achieved lossless interference cancelation, that is, we canceled the interference without extra power overhead or rate loss. We exhibited the connections among feedback communication, feedback control, and estimation over a WDP-channel. In establishing lossless interference cancelation, we developed techniques which may be readily applied to more general WDP-channels. We also discussed the potential usefulness of our feedback communication schemes to sensor networks, in which we may wish to take advantage of the high-quality feedback link and the knowledge of interference to improve the forward communication. Future work includes the study of multi-input multi-output communication systems with feedback and channels with feedback and with causal interference information, in which the perspective of investigating their control/estimation theoretic equivalences as well as the corresponding fundamental limitations (see [13] , [16] ) may play an important role.
