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SOME CANONICAL BASIS VECTORS
IN THE BASIC Uq(ŝln)-MODULE
JOSEPH CHUANG AND KAI MENG TAN
1. Introduction
Lascoux, Leclerc, and Thibon [7] presented a fast algorithm for computing
the canonical basis of the basic Uq(ŝln)-module. As far as we know, there is
no known nonrecursive method to make this calculation.
We give an explicit formula for a certain class of canonical basis vectors
which includes the entire canonical basis in a family of weight spaces of
arbitrarily large dimension. We were led to this formula by our interest in
Broue´’s abelian defect group conjecture in the representation theory of finite
groups. As predicted by Rouquier in 1992 (see [11]), one can prove Broue´’s
conjecture for certain blocks of the symmetric groups by showing that they
are Morita equivalent to blocks of wreath products of symmetric groups [2].
These wreath products are analyzed in [3] and applied to the study of blocks
of symmetric groups in [4]. They are the source of the formula we present
here.
Putting q = 1 when n = 2 we recover Corollary 2.6 of [6] using Ariki’s
Theorem [1].
Let P be the set of partitions and let
F =
⊕
λ∈P
Q(q)λ
be the Fock space representation of Uq(ŝln). We identify the basic represen-
tation M(Λ0) of Uq(ŝln) with the submodule of F generated by the empty
partition ∅. There is a distinguished basis {G(σ)} of M(Λ0), called the
canonical basis, which is indexed by n-regular partitions σ.
Let κ be an n-core partition with the following property: it may be dis-
played on a James n-abacus in which the number of beads on each runner
is nondecreasing as we go from left to right; suppose that for 1 ≤ i ≤ n− 1,
there are di ≥ 0 more beads on the i-th runner than there are on the (i−1)-
th runner. We consider partitions with ‘locally small n-quotients’: let Pκ be
the set of partitions σ with n-core κ and n-quotient (σ0, σ1, . . . , σn−1) such
that
(1) |σi−1|+ |σi|+ |σi+1| ≤ di+1 for all i = 1, 2, . . . , n−1 (where σ
n = ∅);
(2) If |σi|+ |σi+1| = di+1 (where σ
n = ∅), then σj = ∅ for all 0 ≤ j < i.
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Note that Pκ contains all the partitions with n-core κ and n-weight less
than or equal to v = 1 +min1≤i<n di.
The following is the main theorem of this paper:
Theorem 1.1. Let σ be an n-regular partition in Pκ. Then G(σ) =
∑
λ dλσ(q)λ,
where the sum is over all partitions λ with n-core κ, and
dλσ(q) =
∑
µ1,...,µn−1
ν0,...,νn−2
(
n−1∏
i=0
c
(−1)iλi
µiνi
n−1∏
i=1
c
(−1)iσi
νi−1µi
q|ν|
)
,
where (∅, σ1, . . . , σn−1) and (λ0, λ1, . . . , λn−1) are the n-quotients of σ and
λ respectively, µ0 = νn−1 = ∅, |ν| = |ν0| + · · · |νn−1|, and conjugation of
partitions is indicated by multiplication by −1.
Example 1.2. Let n = 5 and κ = (7, 32), so that d1 = d2 = 0 and d3 =
d4 = 1. Then σ = (12, 3
2, 2, 13) ∈ Pκ, with 5-quotient (∅, (1), ∅, ∅, (1)), and
G(σ) = σ + q(12, 32, 15) + q(72, 4, 2, 13) + q2(72, 4, 15).
Remark. By using the fact that cαβγ = 0 unless |α| = |β|+|γ| and by replacing
some of the dummy summation partitions with their conjugates, it is easy
to see that
dλσ(q) =
∑
µ1,...,µn−1
ν0,...,νn−2
(
n−1∏
i=0
cλ
i
µiνi
n−1∏
i=1
cσ
i
(νi−1)′µi
)
q
∑n−1
i=i i(|σ
i|−|λi|),
This better formulation is due to Leclerc and Miyachi [8], who obtained
independently an analogous closed formula for partitions λ and σ (not
necessarily n-regular) having n-core κ and n-weight not more than v =
1 + min1≤i<n di. The main advantage of their expression is that it makes
clear that dλσ(q) is a monomial. At the same time they have avoided the
use of the awkward notations of (−1)iλ and (−1)iσ (which arise naturally
when results from the wreath products of symmetric groups are transferred
to blocks of symmetric groups [4]).
Because Leclerc and Miyachi’s formula is good for n-singular σ, they
actually obtain a closed formula for the canonical basis in ‘good’ weight
spaces of the whole of the Fock space, not just of the basic representation.
In addition, they transfer their results to other weight spaces via ‘Scopes
isometries’; in doing so, they show that their formula is valid for many
partitions whose n-cores are not of the form κ.
On the other hand, Theorem 1.1 covers the canonical basis vectors cor-
responding to n-regular partitions in Leclerc and Miyachi’s ‘good’ weight
spaces, as well as many others (like Example 1.2) lying in weight spaces
which are not addressed in their presentation.
By Ariki’s Theorem [1] the polynomials dλσ(q) evaluated at q = 1 give
decomposition numbers of Hecke algebras at complex n-th roots of unity.
In [4] it is further shown that if p is prime and n = p > v then these num-
bers also give p-decomposition numbers of symmetric groups, in accordance
with a conjecture of James. Moreover the polynomials dλσ(q) describe the
Loewy series and Jantzen filtrations of Specht modules. In describing these
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connections we are reversing the direction of discovery; we just want to em-
phasize that the formula we present here arose from consideration of Broue´’s
conjecture in the case of the symmetric groups.
This paper is organised as follows: in section 2, we introduce the back-
ground theory needed in this paper; then in section 3, we prove some lemmas
and set up the machineries required to prove the main theorem in section 4.
2. Preliminaries
In this section, we give a brief account of the background theory which we
require, and introduce some notations and conventions which will be used
throughout this paper.
Let h be an (n + 1)-th dimensional Q-vector space. The algebra Uq(ŝln)
may be defined as the associative algebra with 1 that is generated by {ei, fi |
i = 0, 1, . . . , n − 1} ∪ h subject to certain relations, for which we refer the
interested reader to [7, Section 4.1]. If k is a positive integer, write f
(k)
i for
fki /[k]!, where
[k]! = [k][k − 1] · · · [1], [k] =
qk − q−k
q − q−1
.
Write U−Q for the sub-Q[q, q
−1]-algebra generated by f
(k)
i for all positive
integers k and for all i = 0, 1, . . . , n− 1.
We identify the basic representationM(Λ0) of Uq(ŝln) with the submodule
of the Fock space F generated by the empty partition. The ring automor-
phism P 7→ P of Uq(ŝln), defined by
q = q−1, qh = q−h, ei = ei, fi = fi
for all h ∈ h and i = 0, 1, . . . , n− 1, induces an involution v 7→ v on M(Λ0)
defined by
P∅ = P∅
for all P ∈ Uq(ŝln).
Let A ⊆ Q(q) be the subring of rational functions without pole at q = 0.
The lower crystal lattice L of the Fock Space F is
L =
⊕
λ∈P
Aλ.
There is a distinguished basis {G(σ)} of M(Λ0), called the canonical basis
or the lower global crystal basis, which is indexed by the set of all n-regular
partitions σ and has the following characterisation (see, for example, [7,
Theorem 6.1]):
(1) G(σ) ∈ U−Q ∅.
(2) G(σ) ≡ σ (mod qL).
(3) G(σ) = G(σ).
Let λ = (λ1, λ2, . . . , λs) be a partition, with λ1 ≥ λ2 ≥ · · · ≥ λs > 0. We
write |λ| =
∑s
i=1 λi and l(λ) = s. We denote its conjugate partition by −λ.
This allows us to write (−1)iλ to mean λ if i is even and the conjugate of λ
if i is odd. As the Fock space F has the set of partitions as a basis, there is
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some danger of confusion, but we will avoid this by using this notation only
for partitions indexing Littlewood-Richardson coefficients.
Any partition may be displayed on a James n-abacus (see, for example, [5,
Section 2.7]). This display is only unique when the number of beads used
is fixed. In this paper, we fix an n-core κ and consider partitions whose
n-core is κ. In the abacus display of any such partition we will always use
l(κ) + nW beads for a sufficiently large W . Note that a bead representing
a nonzero part of the partition will always lie in the same runner regardless
of W , and the end node corresponding to this bead has residue i if and only
if it lies on the j-th runner, where j ≡ l(κ) + i (mod n). In view of this,
for j = 0, 1, . . . , n − 1, we define an element fj of Uq(ŝln) by fj = fi where
j ≡ l(κ) + i (mod n). If λ is a partition with n-core κ, we shall also denote
its n-quotient by (λ0, λ1, . . . , λn−1), where λi is the partition read off from
the i-th runner of the abacus display of λ.
We call a bead in an abacus display addable if the position to its imme-
diate right is unoccupied (if the bead is in the rightmost runner we mean
the position a row lower in the leftmost runner). We write λ
i:k
−→ µ if the
abacus display of µ is obtained from that of λ by sliding k addable beads on
the (i− 1)-th runner of the display of λ into the i-th runner. Let Bk denote
the set of k beads which are moved. We define N(λ, µ)+ and N(λ, µ)− as
follows:
N(λ, µ)+ =
∑
c
#{b ∈ Bk | b is above c},
N(λ, µ)− =
∑
d
#{b ∈ Bk | b is above d},
where the sums are over all beads c /∈ Bk on the (i− 1)-th runner of λ, and
over all beads d on the i-th runner of λ respectively.
We then define
N(λ, µ) = N(λ, µ)+ −N(λ, µ)−.
We writeN(
i:k
−→), N(
i:k
−→)+, andN(
i:k
−→)− forN(λ, µ), N(λ, µ)+, andN(λ, µ)−,
respectively, when it is clear from the context what λ and µ are.
We do not need the explicit action of each element of Uq(ŝln) on the Fock
space F in this paper, but only the following result:
Lemma 2.1. Let λ be a partition with n-core κ and let k be a positive
integer. Viewing λ as an element in the Fock space F , we have
f
(k)
i (λ) =
∑
λ
i:k
−→µ
qN(λ,µ)µ.
Proof. This is just a recasting of [10, Lemma 6.16]. 
Let Sr denote the symmetric group of degree r and let χ
λ be the irre-
ducible character of Sr corresponding to a partition λ of r. If s + t = r
and µ and ν are partitions of s and t, let cλµν denote the multiplicity of χ
λ
in IndSr
Ss×St
(χµ ⊗ χν). We refer the reader to [9, I.9] for a combinatorial
description of cλµν , which is known as a Littlewood-Richardson coefficient.
By convention, we define cλµν to be 0 when |λ| ̸= |µ|+ |ν|.
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We gather some useful results involving Littlewood-Richardson coeffi-
cients:
Lemma 2.2. Let λ, γ, δ and τ be partitions.
(1) cλγδ = c
λ
δγ = c
−λ
(−γ)(−δ).
(2)
∑
α∈P c
λ
αγc
α
τδ =
∑
α∈P c
λ
αδc
α
τγ =
∑
α∈P c
λ
ατ c
α
γδ.
(3) Let k be a positive integer. Then
k∑
j=0
∑
µ,ν
cτµνc
γ
ν(j)c
δ
µ(k−j) =
∑
η
cη
τ(k)c
η
γδ,
where µ, ν and η runs over all partitions in their respective sums.
Proof. (1) is straightforward.
For (2), observe that each sum in the equation gives the multiplicity of
χλ in Ind
S|λ|
S|γ|×S|δ|×S|τ |
(χγ ⊗ χδ ⊗ χτ ).
For (3), set s = |γ| and t = |δ|. It’s easy to check that both sides are
zero unless |τ | = s + t − k. Note also that if cγ
ν(j) > 0, then j ≤ s, and if
cδ
µ(k−j) > 0, then j ≥ k − t.
We consider the symmetric group Ss+t along with Young subgroups Ss×
St and Sk ×Ss+t−k. We have, by Mackey’s formula,
Res
Ss+t
Ss×St
Ind
Ss+t
Sk×Ss+t−k
(χ(k) ⊗ χτ ) =∑
g
IndSs×St
g(Sk×Ss+t−r)g−1∩Ss×St
Res
g(Sk×Ss+t−k)g
−1
g(Sk×Ss+t−k)g−1∩Ss×St
g(χ(k) ⊗ χτ ),
where g runs over an appropriate set of double coset representatives. We
can take this set to be {gj}, where for max(0, k − t) ≤ j ≤ min(k, s), we
choose gj to be an element of Ss+t conjugating Sj ×Sk−j ×Ss−j ×St−k−j
to Sj ×Ss−j ×Sk−j ×St−k−j . Thus
Res
Ss+t
Ss×St
Ind
Ss+t
Sk×Ss+t−k
(χ(k) ⊗ χτ ) =
min(k,s)∑
j=max(0,k−t)
IndSs×St
Sj×Ss−j×St−j×St−k−j
Res
Sk×Ss+t−k
Sj×Sk−j×Ss−j×St−k−j
(χ(k) ⊗ χτ ).
By computing, in terms of Littlewood-Richardson coefficients, the multi-
plicity of χγ ⊗ χδ on both sides of this equation, we arrive at the desired
equality. 
3. Setup
We set up the machineries required to prove the main theorem in this
section.
We first define some useful elements of U−Q . For 1 ≤ a ≤ n− 1 and k ≥ 1,
let
Fa,k = f
(k)
a f
(k)
a+1 · · · f
(k)
n−2f
(k)
n−1f
(k)
a−1f
(k)
a−2 · · · f
(k)
1 f
(k)
0 ∈ U
−
Q .
Lemma 3.1. Let λ be a partition with n-core κ and n-quotient (λ0, λ1, . . . , λn−1).
In the abacus display of λ, for each i = 0, 1, . . . , n− 1, let the bottom bead
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and the top empty position on the i-th runner lie on rows bi and gi respec-
tively. Suppose that, for some integer a with 1 ≤ a ≤ n− 1, we have
bi < ga−1 for all 0 ≤ i ≤ a− 2;(1)
ba < gj for all a+ 1 ≤ j ≤ n− 1;(2)
ba−1 < ga(3)
Let 1 ≤ k ≤ ga − ba−1. Then
Fa,k(λ) =
k∑
j=0
qj
∑
α,β
λ(α, β)
 ,
where α runs over all partitions obtained by adding j nodes in distinct
columns of λa−1 and β runs over all partitions obtained by adding k − j
nodes in distinct rows of λa; and λ(α, β) denotes the partition with n-core
κ and n-quotient (λ0, . . . , λa−2, α, β, λa+1, . . . , λn−1).
Remark. We may rewrite this formula using Littlewood-Richardson coeffi-
cients:
Fa,k(λ) =
k∑
j=0
qj
 ∑
α,β∈P
cαλa−1(j)c
β
λa(1k−j)
λ(α, β)
 .
Proof. By using Lemma 2.1 repeatedly, we have
Fa,k(λ) =
∑
q?λ(a),
where the sum is over all sequences (λ(0), λ(1), . . . , λ(a− 1), λ(n− 1), λ(n−
2), . . . , λ(a+ 1), λ(a)) such that
λ
0:k
−−→ λ(0)
1:k
−−→ λ(1)
2:k
−−→ · · ·
a−1:k
−−−→ λ(a− 1)
n−1:k
−−−−→ λ(n− 1)
n−2:k
−−−−→ λ(n− 2)
n−3:k
−−−−→ · · ·
a+1:k
−−−→ λ(a+ 1)
a:k
−−→ λ(a),
and the exponent of q is
∑n−1
i=0 N(
i:k
−→).
Note that, to obtain λ(a− 1) from λ, we first move k addable beads from
the (n− 1)-th to the 0-th runner, and then we move k addable beads from
the 0-th runner to the 1-st runner, and so on, continuing this way until we
move k addable beads from the (a− 2)-th runner to the (a− 1)-th runner.
A little thought shows that, by condition (1), the k beads moved from the
(n− 1)-th runner of λ must lie on or below row ga−1 − 1, and that they are
moved to the 0-th runner (each moving down a row when doing so), then to
the 1-st runner, and so on, until they reach the (a− 1)-th runner.
Now, to obtain λ(a+1) from λ(a−1), we first move k addable beads from
the (n−2)-th runner to the (n−1)-th runner, and then k addable beads from
the (n − 3)-th runner to the (n − 2)-th runner, and so on, continuing this
way until we move k addable beads from the a-th runner to the (a + 1)-th
runner. By condition (2), the k addable beads from the (n−1)-th runner of
λ that were moved must in fact be lying on or above row ba; moving these
beads frees up k positions on that runner and this get filled up by beads on
their left, and this in turn frees up k positions which get filled up by beads
on their left, and so on, until k beads from the a-th runner are moved to
their right.
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Thus the net result of getting from λ to λ(a+1) is to move k beads from
the a-th runner between row ga−1 − 1 and ba (both inclusive) of λ to the
(a− 1)-th runner, with each bead moving down a row when doing so. The
following diagram illustrates a string of t (≤ k) consecutive beads on the
a-th runner of λ that is moved to the (a − 1)-th runner of λ(a + 1) (we
assume that the bead, if any, that is immediately above or below the string
is not moved).
λ
a−1 a
...
...
∗ •
t


−
...
−
−
•
...
•
#
...
...
λ(a+ 1)
a−1 a
...
...
∗ −
t


•
...
•
•
−
...
−
#
...
...
Note that each bead on the (a−1)-th runner of λ is not addable by condition
(3) and remains not addable in λ(a+ 1), unless it is a bead at position ∗ as
shown in the diagram. Moreover, since t ≤ k ≤ ba − ga−1, if there is a bead
at position ∗, then there is also be a bead at position # in the diagram,
unless t = k = ga − ba−1.
We consider first the case where there is a bead at position # whenever
there is a bead at position ∗. Then each string of t consecutive beads moved
makes at most t beads on the (a−1)-th runner of λ(a+1) addable. Thus to
obtain λ(a), each string of t beads moved must make exactly t beads on the
(a−1)-th runner of λ(a+1) addable. This means that the positions marked
by ∗ and # are either both occupied or both empty. These two possible
scenarios are illustrated in the diagrams below:
λ
a−1 a
...
...
• •
t


−
...
−
−
•
...
•
•
...
...
λ(a+ 1)
a−1 a
...
...
• −
t


•
...
•
•
−
...
−
•
...
...
λ(a)
a−1 a
...
...
t


−
−
...
−
•
•
...
•
• •
...
...
λ
a−1 a
...
...
−
−
...
−
•
•
...
•


t
− −
...
...
λ(a+ 1)
a−1 a
...
...
− −
•
...
•
•
−
...
−
−


t
...
...
λ(a)
a−1 a
...
...
− −
−
...
−
−
•
...
•
•


t
...
...
Thus, to get from λ to λ(a), we make a combination of moves of the
following types:
I. on the (a−1)-th runner, move a bead of λ, that is immediately above
a string of t empty positions of λ, t positions down the runner;
II. on the a-th runner, move a string of t beads of λ, that is immediately
above an empty position of λ, each a position down the runner.
Taken together the Type I moves correspond to adding nodes to distinct
columns of λa−1, while the type II moves correspond to adding nodes in
distinct rows to λa.
Next we consider the exceptional case, in which there is a bead at position
∗ and the position # is empty. In this case, t = k = ga − ba−1 and we have
a string of k + 1 addable beads on the (a − 1)-th runner of λ(a + 1). To
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get from λ(a+ 1) to λ(a) we move k of these beads into the a-th runner. If
the first of these k + 1 beads is not moved, then λ(a) is obtained from λ by
a type II move. If the last of these k + 1 beads is not moved, then λ(a) is
obtained from λ by a type I move. If any of the middle beads is not moved,
then λ(a) is obtained from λ by a type I move together with a type II move.
Thus we have seen that in general λ(a) is obtained by a combination of
type I and type II moves.
We now show that any λ(α, β) (which can be obtained from λ by a series
of type I and type II moves) occurs as a λ(a). For each type I move of a
bead from λ to obtain λ(α, β), from row r to s say, note that, for λ, the
positions between row r and row s−1 (both inclusive) on runners l for l ≥ a
are all occupied by condition (2), while the positions between row r + 1 to
s (both inclusive) on runners m for m < a are all empty by conditions (1)
and (3). Similarly, for each type II move of a string of t beads of λ, starting
from row r say, each down a position to obtain λ(α, β), note that, for λ,
the positions between row r and row r + t − 1 (both inclusive) on runners
l for l ≥ a are all occupied by condition (2), while the positions between
row r + 1 to r + t (both inclusive) on runners m for m < a are all empty
by conditions (1) and (3). Thus λ(α, β) will be expressible as λ(a) as long
as the ending position of each type I move lies above the ending position of
the top bead of each type II move, but this is true by our choice of k.
We now compute the exponent of q.
For i ̸= a − 1, the contributions of each position on the i-th runner in
the sums defining N(
i+1:k
−−−→)+ and N(
i:k
−→)− are equal. This is also true for
i = a − 1, except for the positions occupied by the top and bottom left
beads of λ(a + 1) in the diagram of the first scenario; the bottom position
is not occupied in λ(a− 2) so does not contribute to N(
a−1:k
−−−→)−, while the
top position does not contribute to N(
a:k
−−→)+ as the bead of λ(a + 1) at
this position is being moved, and the contribution by the bottom position
to N(
a:k
−−→)+ is t more than that by the top position to N(
a−1:k
−−−→)− since
the bottom position is below t more beads which are moved than the top
position is. We thus conclude that the coefficient of λ(α, β) in the sum is
q|α|−|λ
a−1|. 
Let the n-core partition κ be displayed on an abacus with l(κ) + nW
beads, where W is chosen to be ‘sufficiently large’. Suppose that on this
abacus display, there are ri beads on its i-th runner (0 ≤ i < n). For each
i = 1, . . . , n− 1, assume that di = ri − ri−1 ≥ 0.
Lemma 3.2. Let σ and λ be partitions with n-core κ, and n-quotients
(σ0, σ1, . . . , σn−1) and (λ0, λ1, . . . , λn−1) respectively, such that for some
partitions µ1, . . . , µn−1 and ν0, . . . , νn−2,
n−2∏
i=0
c
(−1)iλi
µiνi
n−1∏
i=1
c
(−1)iσi
νi−1µi
̸= 0,
where µ0 = νn−1 = ∅. Then for any integer a such that 1 ≤ a ≤ n− 1, the
top empty position on the a-th runner of λ lies at least da + 1 − |σ
a−1| −
|σa| − |σa+1| rows below the bottom bead of the (a − 1)-th runner, and at
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least da − |σ
a| − |σa+1| rows below the top empty position on the (a− 1)-th
runner.
Proof. The bottom bead on the (a−1)-th runner of λ lies on row ra−1+λ
a−1
1 ,
while for i = a, a − 1, the top empty position on the i-th runner is on
row ri + 1 − l(λ
i). Thus, the top empty position on the a-th runner is
da + 1− l(λ
a)− λa−11 and da − l(λ
a) + l(λa−1) rows below the bottom bead
and the top empty position of the (a− 1)-th runner respectively. Now,
λa−11 + l(λ
a) ≤ |λa−1|+ |λa|
= |µa−1|+ |νa−1|+ |µa|+ |νa|
≤ |νa−2|+ |µa−1|+ |νa−1|+ |µa|+ |νa|+ |µa+1|
= |σa−1|+ |σa|+ |σa+1|;
l(λa)− l(λa−1) ≤ |λa|
= |µa|+ |νa|
≤ |νa−1|+ |µa|+ |νa|+ |µa+1|
= |σa|+ |σa+1|.
The lemma thus follows. 
Corollary 3.3. Let σ and let λ be partitions satisfying the hypothesis in
Lemma 3.2. Let i be an integer such that σl = ∅ for all 0 ≤ l < i.
(1) If |σi| + |σi+1| + |σi+2| ≤ di+1 + 1 and |σ
j | + |σj+1| ≤ dj for all
i + 2 ≤ j < n, then the top ri + λ
i
1 − 1 positions on each runner of
λ to the right of the i-th runner are all occupied.
(2) If |σi|+|σi+1| ≤ di, then the top ri−l(λ
i) positions on each runner of
λ to the left of the i-th runner contains all the beads in that runner.
Proof.
(1) Note that the bottom bead on the i-th runner of λ lies on row ri+λ
i
1.
Since |σi|+ |σi+1|+ |σi+2| ≤ di+1+1, we see that the top ri+λ
i
1− 1
positions on the (i + 1)-th runner are all occupied by Lemma 3.2.
Since |σj | + |σj+1| ≤ dj for all j ≥ i + 2, Lemma 3.2 shows that
the top ri + λ
i
1 − 1 positions all occupied on each j-th runner for
j ≥ i+ 2.
(2) Note that the top empty position on the i-th runner of λ lies on row
ri − l(λi) + 1. Since σ
i−1 = ∅, and |σi| + |σi+1| ≤ di, Lemma 3.2
shows that the bottom bead on the (i− 1)-th runner lies above row
ri− l(λi)+1. Since σ
l = ∅ and dl ≥ 0 for all l < i, we draw the same
conclusion for the other runners on the left of the i-th runner.

In view of the above lemma, we consider the set of partitions σ with
n-core κ and n-quotient (σ0, σ1, . . . , σn−1) such that
(1) |σi−1|+ |σi|+ |σi+1| ≤ di+1 for all i = 1, 2, . . . , n−1 (where σ
n = ∅);
(2) if |σi|+ |σi+1| = di+1 (where σ
n = ∅), then σj = ∅ for all 0 ≤ j < i.
We denote this set by Pκ.
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Remark. All partitions with n-core κ and n-weight less than or equal to
v = 1 +min1≤i<n di are elements of Pκ.
Lemma 3.4. Let σ ∈ Pκ. Then σ is n-regular if, and only if, σ
0 = ∅.
Proof. Let i be the least index such that σi ̸= ∅.
If σ0 = ∅, then i > 0, and it’s clear that the top r0 positions on each runner
to the left of the i-th runner are all occupied. By Lemma 3.2 and condition
(1) of Pκ, the top r0 − 1 positions on the i-th runner are all occupied. By
condition (2) of Pκ, we see that |σ
l|+ |σl+1| ≤ dl for all i < l ≤ n−1. Hence
Lemma 3.2 shows that the top r0 − 1 positions on each runner to the right
of the i-th runner are all occupied. This shows that σ is n-regular.
Conversely, if σ0 ̸= ∅, then Corollary 3.3 applied with σ = λ shows that
the top r0 + σ
0
1 − 1 positions on each runner j for j > 0 are all occupied.
Thus σ is n-singular. 
4. Proof of main theorem
We are now able to prove the main theorem. We first state a proposition
and describe how to deduce the theorem from it.
For σ ∈ Pκ, let
H(σ) =
∑
λ
∑
µ1,...,µn−1
ν0,...,νn−2
(
n−1∏
i=0
c
(−1)iλi
µiνi
n−1∏
i=1
c
(−1)iσi
νi−1µi
q|ν|
)
λ ∈ F .
Proposition 4.1. Let τ ∈ Pκ be an n-regular partition with n-quotient
(∅, τ1, . . . , τn−1) such that |τ i|+ |τ i+1| ≤ di for all i = 1, 2, . . . , n− 1 (where
τn = ∅). Let a and k be positive integers such that τ i = ∅ for all i < a, and
k ≤ da + 1− |τ
a+1| − |τa|. Then
Fa,k(H(τ)) =
∑
η
H(τη)
where the sum is over all partitions η which can be obtained by adding k
nodes in distinct columns of τa, and τη denotes the partition with n-core κ
and n-quotient (∅, τ1, . . . , τa−1, η, τa+1, . . . , τn−1).
Remark.
(1) Note that if H(τη) is a summand in the above sum, then τη is an
n-regular partition in Pκ.
(2) We can rewrite the sum as
Fa,k(H(τ)) =
∑
η∈P
cη
τa(1k)
H(τη).
Proof of Theorem 1.1 using Proposition 4.1. We need to show that H(σ) ∈
U−Q ∅, H(σ) ≡ σ (mod qL), and H(σ) = H(σ).
In the definition of H(σ), suppose we have a term in the sum which
is nonzero modulo qL. Then the exponent of q must be 0, so we need
νi = ∅ for i = 0, 1, . . . , n − 2. Then for each of the Littlewood-Richardson
coefficients in the product to be nonzero we must have λi = (−1)iµi = σi
for i = 0, 1, . . . , n − 1. So there is only one term which is nonzero modulo
qL, and it is equal to σ.
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We prove that H(σ) ∈ U−Q ∅ and H(σ) = H(σ) by induction on σ ac-
cording to a total order ≺ on the set of n-regular partitions of Pκ which we
define as follows: σ ≺ τ if either of the following holds:
• σ has n-weight strictly less that the n-weight of τ
• σ and τ have the same n-weight and there exists some a such that
σa < τa in the lexicographic order and such that σi = τ i for i =
1, . . . , a− 1.
The smallest element in this order is the n-core κ itself, and it’s clear that
H(κ) = κ is an element of the canonical basis (see, for example, Theorem
6.8 of [7]).
So assume σ has positive n-weight. Let a be the least integer such that
σa ̸= ∅. Let τa be the partition obtained by removing the last column of σa,
and let τ be the partition with n-core κ and n-quotient (∅, σ1, . . . , σa−1, τa, σa+1, . . . , σn−1).
Because τ has n-weight strictly less than that of σ, we have τ ≺ σ. Hence
by induction hypothesis, H(τ) ∈ U−Q ∅ and H(τ) = H(τ).
Let k be the number of nodes in the last column of σa. As Fa,k = Fa,k,
we have Fa,k(H(τ)) = Fa,k(H(τ)). Now since σ ∈ Pκ, we see that τ , a and k
satisfy the hypotheses of Proposition 4.1. So applying Proposition 4.1 to τ ,
we see that the partitions τη appearing in the sum all have n-weight equal
to the n-weight of σ. Moreover the partitions η which occur satisfy η ≤ σa,
and σa occurs exactly once. Therefore
Fa,k(H(τ)) = H(σ) +
∑
σ˜
H(σ˜)
where the sum is over some partitions σ˜ satisfying σ˜ ≺ σ. By induction
hypothesis, we have H(σ˜) ∈ U−Q ∅ and H(σ˜) = H(σ˜) for each of these σ˜. We
conclude that H(σ) ∈ U−Q ∅ and H(σ) = H(σ) as desired. 
It remains, then, to prove Proposition 4.1. Using Lemma 3.2 and corollary
3.3 , we see each λ with nonzero coefficient in H(τ) satisfies the hypothesis
of Lemma 3.1, and after applying this lemma to each such λ, the lefthand
side of the equation in the Proposition becomes
Fa,k(H(τ)) =
∑
λ0,...,λn−1
∑
µ1,...,µn−1
ν0,...,νn−2
k∑
j=0
∑
α,β
(
n−1∏
i=0
c
(−1)iλi
µiνi
n−1∏
i=1
c
(−1)iτ i
νi−1µi
)
cαλa−1(j)c
β
λa(1k−j)
q|ν|+jλ(α, β)
Let ρ be a partition with n-core κ and n-quotient (ρ0, ρ1, . . . , ρn−1). Then
the coefficient of ρ in the above sum is
∑
µ1,...,µn−1
ν0,...,νn−2
k∑
j=0
∑
γ,δ
 ∏
0≤i≤n−1
i ̸=a,a−1
c
(−1)iρi
µiνi
n−1∏
i=1
c
(−1)iτ i
νi−1µi
 cρa−1γ(j) cρaδ(1k−j)c(−1)a−1γµa−1νa−1c(−1)aδµaνa q|ν|+j
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On the other hand, the coefficient of ρ in the righthand side of the equation
in the Proposition is
∑
η
cη
τa(1k)
∑
µ1,...,µn−1
ν0,...,νn−2
n−1∏
i=0
c
(−1)iρi
µiνi
∏
1≤i≤n−1
i ̸=a
c
(−1)iτ i
νi−1µi
 cηνa−1µaq|ν|.
Thus it suffices to show that
(∗)
k∑
j=0
∑
γ,δ
∑
µa,νa−1
c
(−1)aτa
νa−1µa
cρ
a−1
γ(j) c
ρa
δ(1k−j)
c
(−1)a−1γ
µa−1νa−1
c
(−1)aδ
µaνa q
|νa−1|+j =
∑
η
∑
µa,νa−1
c
(−1)a−1ρa−1
µa−1νa−1
c
(−1)aρa
µaνa c
η
τa(1k)
cη
νa−1µa
q|ν
a−1|.
Note that∑
γ
cρ
a−1
γ(j) c
(−1)a−1γ
µa−1νa−1
=
∑
γ
c
(−1)a−1ρa−1
γ,(−1)a−1(j)
cγ
µa−1νa−1
=
∑
γ
c
(−1)a−1ρa−1
µa−1γ
cγ
(−1)a−1(j),νa−1
,
using Lemma 2.2(1,2). Similarly,∑
δ
cρ
a
δ(1k−j)
c
(−1)aδ
µaνa =
∑
δ
c
(−1)aρa
νaδ c
δ
(−1)a(1k−j),µa .
Thus (∗) is true if and only if the following equation holds:
k∑
j=0
∑
γ,δ
∑
µa,νa−1
c
(−1)aτa
νa−1µa
c
(−1)a−1ρa−1
µa−1γ
c
(−1)aρa
νaδ c
γ
(−1)a−1(j),νa−1
cδ(−1)a(1k−j),µaq
|νa−1|+j
=
∑
η
∑
µa,νa−1
c
(−1)a−1ρa−1
µa−1νa−1
c
(−1)aρa
µaνa c
η
τa(1k)
cη
νa−1µa
q|ν
a−1|.
By calling the dummy summation variables νa−1 and µa on the righthand
side of this last equation γ and δ respectively, and comparing the two sides
of the equation so obtained, we see that it remains to show that
(†)
k∑
j=0
∑
µa,νa−1
c
(−1)aτa
νa−1µa
cγ
(−1)a−1(j), νa−1
cδ(−1)a(1k−j), µaq
|νa−1|+j
=
∑
η
cη
τa(1k)
cηγδq
|γ|.
Note that, on the lefthand side, we only need to let νa−1 run over partitions
such that |νa−1|+ j = |γ|. We then deduce (†) using Lemma 2.2(1,3). This
completes the proof of Proposition 4.1 and hence Theorem 1.1.
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