Abstract. We present a new box spline wavelet frame and apply it for image edge analysis. The wavelet frame is tight and constructed based on a box spline of eight directions which is seldom used for application before. Due to the eight different directions, it can find edges of various types in detail quite well. In addition to step edges (local discontinuities in intensity), it is able to locate Dirac edges (momentary changes of intensity) and hidden edges (local discontinuity in intensity derivatives). The method is simple and robust to noise. Many numerical examples are presented to demonstrate the effectiveness of this method. Quantitative and qualitative comparison with other edge detection techniques are given to show the advantage of this wavelet frame. Our test images include synthetic ones with known ground truth and natural, medical images with rich geometric information.
1. Introduction. Edge detection is consistent with human perception and is the first step for image interpretation and understanding. People are interested in identifying the constituent parts of an image when viewing it. Edges provide the topology and structure information of essential objects in an image. That is, edges present a skeleton of an image which can be used directly for feature extraction, object identification, region segmentation etc. It can also be used as prior information to help improve other tasks such as image denoising, image restoration, image reconstruction, and pattern recognition etc. In pattern recognition analysis for instance, it saves tremendous computation time to work on a 1-bit 0-1 edge map than on a 8-bit gray scale image. General edge detection task recovers step edges (local discontinuities in intensity), Dirac edges (momentary changes of intensity), fractal edges (which are caused by noise present in the image), as well as other edges such as hidden edges (discontinuous locations of some directional derivatives of images). Certainly, edge detectors produce edges with compromise among accuracy, completeness, and in some cases, smoothness. The goal of the research is to find the details of an image as accurate as possible.
In this paper, we present an edge detector based on box spline wavelet frames. We shall show it is able to detect the features of an image excellently. Box splines are compactly supported piecewise polynomial functions. See [3] and [23] for detail in theory and see [20] for explicit representations of bivariate box splines on three and four direction meshes. Box splines are smooth refinable functions and hence are often used to construct various wavelet functions such as bi-orthogonal wavelets, pre-wavelets, tight wavelet frames in multivariate setting (cf. see [16, 21, 24] for explicit formulas for bi-orthogonal, pre-wavelets and tight wavelet frames of any regularity). Although it is known for many years that wavelet functions can be used for image edge detection, the performance and effectiveness of box spline wavelet frames for such application are not known. In particular, it is not known which box spline wavelet frame works best for edge extraction. Following the construction method in [24] and with help from K. Nam (cf. [30] ), we have constructed box spline wavelet framelets based on various box splines B 111 , B 221 , B 222 , B 1111 , B 2111 , B 2211 on three or four direction mesh (cf. [3] or [23] ) and B 8 which is a box spline based on 8 different directions to be explained in section 3. We have experimented these wavelet frames as well as those based on the tensor product of univariate linear, quadratic, cubic and quadratic B-splines for edge detection. It turns out that B 8 , the one based on eight different directions, is most effective in catching all details of images. Qualitative and quantitative comparison with some other types of edge detectors shows that the proposed box spline edge detector produces more accurate edges under similar completeness and smoothness. For the sake of fair comparison, we start with a synthetic image with ground truth edges, and apply four edge detectors under various parameter settings to this image. We then compare the best results of the four methods using measure Pratt implies that the proposed edge detector is able to catch fine details and is robust to noises. We explain the detail in section 3 and demonstrate results in section 4 with various applications.
The paper is organized as follows. We start with a review on existing edge detectors in section 2, and explain the construction of box spline wavelet frames, and image noise removal and edge detection based on the box spline frames in section 3. In particular, we explain a new box spline function based on a eight direction mesh and use it to construct wavelet frames. In section 4, we compare the proposed box spline edge detector with several others, and demonstrate that the box spline wavelet frame always performs the best in capturing the details of images. In addition we present examples to find the hidden edges (the discontinuity of second order derivatives) of image in section 4.4. Finally, conclusion is drawn in section 5.
2. Review on edge detectors. In this section we review some existing edge detectors, some of which will be compared with the proposed edge detector.
2.1. Partial derivative based edge detectors. An important class of existing edge detectors is based on partial derivatives of the input image. Locations with maximal gradient or zero Laplacian are classified as edges [5, 13, 17, 25, 28, 18] . Those gradient based edge detectors typically include three steps. First, to remove noise if the input image is not clean enough; usually Gaussian convolution is applied. Second, to compute approximated partial derivatives which can be done by convolving with some kernels. Various kernels have been developed for this purpose with different accuracies along different directions [45, 43] . Prewit and Canny edge detectors for instance differ in specific forms of the kernels used to approximate partial derivatives. Third, to locate edges through thresholding the norm of gradients. The standard thresholding treats pixels with gradient magnitude greater than one threshold as edges. Hysteresis thresholding uses two threshold values. Any pixel above the upper threshold is characterized as edge, so are those pixels that are in the neighborhood of an edge pixel and with gradients higher than the lower threshold. Hysteresis thresholding leads to connected edges and is sometimes referred to as linking. Non-maximum suppression is sometime used to thin edges in method like Canny.
Edge detection methods of this type are robust to low-level noise, but tend to mistakenly detect fake edges created by excessive noise/artifacts. To enhance the robustness to noise/artifacts, one can combine them with local mutual information [15] .
Continuous wavelet based and Shearlet edge detectors.
Mallat's wavelet based method [27] can not only detect the location of edges but can also characterize the types (step, Dirac, fractal, smooth) of edges through analyzing changes in Lipschitz regularity across different scales. We first review definition of Lipschitz regularity and wavelet transform, followed by presenting a theorem that helps relate the two of them.
Definition 2.1 (Lipschitz regularity). Let 0 ≤ α ≤ 1. A function f (x) is uniformly Lipschitz α over an interval (a, b) if there exists a constant K such that for any
Lipschitz regularity is difficult to verify directly and is thus not practically useful. However, the following theorem relates local Lipschitz regularity with the dyadic wavelet transform in an explicit form. Let θ(x) be a smoothing function that satisfies 
According to this theorem, if sup x∈(a,b) |W 2 j f (x)| strictly decreases as j increases, then −1 ≤ α < 0, and there is an impulse (Dirac edge) at x; if the maximum increases with scale, then 0 < α ≤ 1, and the signal/image intensity changes gradually and thus is smooth at x. When the maximum does not change much across scales, α = 0, and there is a step edge at x. These form a base for using continuous wavelet for edge detection.
However, continuous wavelet based edge detector [27] has difficulty in distinguishing close edges and has poor angular accuracy. It is due to the well known fact that wavelets are perfect in describing isotropic structures, but not so well dealing with anisotropic phenomena. A more recent work in this direction of research is to use Shearlet [14, 19] for edge detection and analysis [42] . It claims to be effective in detecting the location, orientation of edges and the number of edges at each point. Shearlet transform decomposes an image with respect to scale, location and orientation. The orientation information at each scale is directly available. Computationally, Shearlet transform applies kernels with trapezoidal support along various directions to the high frequency component of the input image using multiple scales. The locations of the edges of the image are then characterized by observing the change of Shearlet transform coefficients across scales. The orientations of edges are extracted from the directions along which the Shearlet transform coefficients are significant while the number of edges at each point is determined by the number of peaks in absolute Shearlet transform coefficients.
Segmentation based edge detectors.
One can also extract edges from segmentation results. Image segmentation [29, 2, 6] partitions image domain into different subregions, each of which is homogeneous with respect to some characteristics such as intensity. The borders of those subregions form the edges. To give more mathematical details, we take 2-phase Mumford-Shah method as an example. Let g be the intensity function of an input image, it separates the image domain into two parts Ω 1 and Ω 2 , one inside the edge contour Γ and one outside, such that g can be approximated by functions f 1 , f 2 that are C 1 smooth in Ω 1 , Ω 2 respectively. This is done by minimizing
with respect to functions f 1 , f 2 and contour Γ. The implementation of Mumford-Shah model is made easy in Chan-Vese method [6] using level set [31] . More specifically, in the special case when f 1 , f 2 are constant values c 1 , c 2 , it represents the edge contour Γ by the zero level set of a Lipschitz function Φ : Ω → R and the regions inside and outside of the contour Γ by the regions with positive and negative Φ values respectively. Let H(·) be Heaviside function defined as H(z) = 1 for positive z and 0 elsewhere. Then the Φ minimizes
gives the segmentation of the domain and the edge contours. Especially, edges are detected from 0 level set of Φ.
Other methods.
Other edge detectors include Mumford-Shah green function [26] , morphological gradient [37, 32, 34] , fractal geometry [44, 40] , high order and variable order total variation [38] based methods.
3. Box spline tight wavelet frames. Tight wavelet frames are generalizations of discrete orthonormal wavelets [35, 36, 9, 10, 4, 11, 30, 24, 22] . Box splines are refinable functions and one can easily choose various directions to have a box spline function with a desired order of smoothness. Naturally, they have been used to construct various wavelet functions including wavelet frames. An advantage of using a frame is that it consists of many redundant functions which can approximate various edges and features better than using only linearly independent functions. Hence, a tight wavelet frame based on box spline with more redundant directions is able to find more edges/features from an image than a frame based on a box spline with less redundant directions, e.g. tensor product of univariate B-spline wavelet frames. In this section, we first review box spline tight wavelet frames and then present our derivation of the new box spline wavelet frame based on B 8 .
3.1. Review on general box spline tight wavelet frames. We begin with the definition of tight frames based on multi-resolution approximation of
Let Ψ be a finite subset of L 2 (R 2 ) and
Definition 3.1. We say that Λ(Ψ) is a frame if there exist two positive numbers A and B such that
is a tight frame if it is a frame with A = B. In this case, after a renormalization of the g's in Ψ, we have
for all f ∈ L 2 (R 2 ). It is known (cf. [12] ) that when Λ(Ψ) is a tight frame, any f ∈ L 2 (R 2 ) can be represented by g ∈ Λ(Ψ), i.e.
Let φ ∈ L 2 (R 2 ) be a compactly supported refinable function, i.e.,
where P (ω) is a trigonometric polynomial in e iω . P is often called the mask of refinable function φ. We look for Q i (trigonometric polynomial) such that
The conditions (3.1) are called the Unitary Extension Principle (UEP) in [35] , [36] and [11] . With these Q i 's we can define wavelet frame generators or framelets ψ (i) defined in terms of the Fourier transform bŷ
Then, if φ belongs to Lip α with α > 0, Ψ = {ψ (i) , i = 1, . . . , r} generates a tight frame, i.e., Λ(Ψ) is a tight wavelet frame (cf. [24] ).
Furthermore, letting Q be a rectangular matrix defined by
and P = (P (ξ, η), P (ξ + π, η), P (ξ, η + π), P (ξ + π, η + π)) , (3.1) is simply
The construction of tight wavelet frames is to find Q satisfying (3.4) which is an exact reconstruction condition. It was observed in [24] that Q can be easily found if P satisfies the QMF condition, i.e., P T P = 1. In this case, Q has a very simple expression. However, the mask P of a refinable function φ usually satisfies the following sub-QMF condition
For example, bivariate box splines on three or four direction mesh or 8 direction mesh to be explained below, the mask will satisfy (3.5). Although there is no Riesz-Féjer theorem in the multivariate setting, we are able to find additional Laurent polynomials to have (3.6) for bivariate box spline functions. Then we can use the following result (mainly its constructive proof in [24] ) to find tight wavelet frame. Theorem 3.2 (Lai and Stöckler, 2006) . Suppose that P satisfies the sub-QMF condition (3.5). Suppose that there exists Laurent polynomialsP 1 , . . . ,P N such that
where P m , m ∈ {0, 1} 2 are polyphases of P . Then there exist 4+N compactly supported tight frame generators with wavelet masks Q m , m = 1, . . . , 4 + N such that P, Q m , m = 1, . . . , 4 + N satisfy (3.4).
We next recall the definition of bivariate box spline functions on direction set D. For example, writing e 1 = (1, 0), e 2 = (0, 1), e 3 = e 1 + e 2 , e 4 = e 1 − e 2 , e 5 = (2, 1), e 6 = (2, −1), e 7 = (1, 2), e 8 = (1, −2) to be direction vectors, let D be a set of these vectors with some repetitions. Such D is called a direction set. Then the box spline φ D associated with direction set D may be defined in terms of Fourier transform bŷ
where P D is
We refer to the interested reader [7] and [3] for many properties of box splines. For explicit polynomial representation of bivariate box splines, see [20] and [23] . Note that the mask P D satisfies (3.5). To construct the associated tight framelets, we mainly find additional Laurent polynomials to satisfy (3.6). Finding these additional Laurent polynomials is a nontrivial task by solving a system of many multivariate quadratic equations.
3.2.
The new eight direction box spline. When using a box spline wavelet frame, we have the flexibility to choose a direction set. We can choose a box spline function with as many directions as possible to increase the redundancy. However, the more directions the smoother the box spline function is, the longer the length of the low-pass and high-pass filters is, and hence, the more difficult to find tiny detail of the image. Empirical results show that the wavelet frame based on box spline with eight directions is the ideal one for edge/feature/detail detection. In this paper we mainly present an example of tight framelets based on box spline φ 8 := φ D8 with D 8 = {e 1 , e 2 , e 1 + e 2 , e 1 − e 2 , 2e 1 + e 2 , 2e 1 − e 2 , e 1 + 2e 2 , e 1 − 2e 2 }.
(3.8)
Since D 8 contains eight directions, we call the φ 8 eight direction box spline. The eight direction box spline φ 8 is new. Let us explain it a little bit more. First of all, the mask P 8 := P D8 can be found easily and is
For convenience, we shall write P 8 (ξ, η) = j,k p j,k e −ijξ e −ikη . (3.6) leads to a system of multivariate quadratic equations with more than 50 variables arising for this 8 direction box spline φ 8 . Detail is not shown here.
Using MATHEMATICA and intuition, we are able to solve the system within a very small tolerance and find 10 Laurent polynomials P j , j = 1, · · · , 10 to have (3.6), i.e.
where these 10 polynomials are given below: By Theorem 3.2, we will have 14 tight wavelet frame generators using the constructive steps in [24] . These 14 tight frames ψ in terms of Fourier transform can be expressed by
where
q jk e −ijξ e −ikη . Due to the limited space in this article, these coefficient matrices q jk 's for = 1, · · · , 14 are given in the Appendix. With these high-pass filters, we are able to describe how to use them to find edges of images.
3.3. Image decomposition and reconstruction. Our box spline frames based edge detector involves three steps: 1) image decomposition based on the tight wavelet framelets; 2) zero out low pass parts and threshold high pass parts; and 3) reconstruction of edge map based on tight wavelet framelets. Specifically, we first use the box spline wavelet frame to decompose an image into many levels of subimages which consist of a low-pass part and several high-pass parts of the image; secondly, we set the low-pass part to be zero and thresholding high-pass parts, and thirdly, we use the resulting high-pass parts to get the edge map. The motivation is that edges of an image are represented in high frequencies, while the smoothing parts of an image are represented in terms of translates and dilations of the refinable box spline function. Thus, we set the coefficients of the low-pass part in terms of translates and dilations of the box spline to be zero. Meanwhile, since noises are also represented in high frequencies, we apply percentage thresholding to remove noise.
As explained above, using box spline wavelet frame for edge detection is easy. All we need to do is to explain how to do image decomposition and reconstruction. For convenience, we use the 14 tight wavelet frame functions: {ψ 1 , · · · , ψ 14 } constructed in the previous section based on the box spline function φ 8 to illustrate the decomposition and reconstruction. For an image f with finite energy, i.e. f ∈ L 2 (R 2 ), let a j,k be the value of the inner product of f with the φ j,k (·) := 2 2j φ 8 (2 j · −k) for k ∈ Z 2 and j ∈ Z. Note that since φ 8 is compactly supported and φ(x)dx = 1, a j,k can approximate the grayscale value at k when j is large enough. Similarly, let b j,k be the value of the inner product of f with box spline wavelet framelets ψ j,k (·) := ψ (2 j · −k)'s for all j ∈ Z, k ∈ Z 2 and = 1, · · · , 14. Recall we have
by using the refinable property (3.9) and wavelet frame construction (3.10) for all integers. Note that the refinable function φ and tight wavelet frames ψ 1 , · · · , ψ N are locally supported, the coefficients {p k−2m } and {q k−2m } are finite sequences for all = 1, · · · , 14. Here p k−2m 's are associated with the coefficients of P 8 and q k−2m are the coefficients of Q as explained in the Appendix. Thus we obtain the following tight wavelet frame decomposition algorithm by taking the inner products on both sides of the above two equations with image function f :
for all j ∈ Z, m ∈ Z 2 and = 1, · · · , 14. Let X j be the matrix associated with the (j) th level image containing a j,k = f, φ j,k , ∀k ∈ Z 2 + with |k| ≤ N (e.g., N = 512) for all j ∈ Z. Suppose that j is an integer large enough such that the given image f is approximately X j+1 , i.e. the pixel value f k ≈ a j+1,k . Then the image decomposition procedure is to compute 2D convolution of P and each Q , = 1, · · · , 14 with the matrix X j+1 , i.e., find
where * stands for 2D convolution and then downsample by deleting all the odd number of rows and columns of resulted matrices to obtain matrices X j and Y j, for = 1, · · · , 14 due to the indices in (3.11).
Next let us describe the reconstruction procedure. Due to the exact reconstruction, we have
by using the perfection condition (3.4). By taking inner products on both sides of the above equation we have the tight wavelet frame reconstruction algorithm
Again these computation can be done by upsampling the image X j , Y j, by 2, i.e., adding zero columns in between columns of X j and Y j, , = 1, · · · , 14 and then add zero rows in between rows of the resulting matrices and then convolve with P and Q , = 1, · · · , 14. Usually, X j 's are called low-pass part of the image X j+1 and Y j,i , i = 1, · · · , are high-pass parts of the image since the low-pass sub-image has low-pass (smooth) parts of the image and the high-pass sub-images have high frequency (detail) parts of the image X j+1 . If necessary, we can repeat the decomposition process several times by convoluting low-pass filter P and high-pass filters Q 's with the low-pass image X j to get X j−1 and Y j−1, , = 1, · · · , 14. In order to detect a fractal edge, we need to apply such a decomposition two or more times.
3.4. Noise removal before edge detection. Images are usually contaminated by noise. It is sometime necessary to remove noises from images before computing the edges. A classic method for image denoising is the wavelet shrinkage method which consists of using a hard or soft thresholding algorithm to trim the wavelet coefficients. In the following, we propose another approach based on the so-called weak orthogonal greedy algorithm(cf. [39] ) to further remove the noises.
The main idea is to look for a sparse representation of a noisy image in a redundant wavelet frame system. We emphasize that a box spline wavelet frame has one significant advantage: the efficiency in computing inner products of an image with wavelet framelet functions as well as their integer translations and dilations as the decomposition and reconstruction explained in the previous subsection. Let Φ = [φ 1 , · · · , φ n ] be a wavelet frame matrix consisting of the values of framelets functions over pixel locations, i.e. φ 1 , · · · , φ n consist of refinable functions φ(· + ),
for an integer N > 1 as described in the previous section. Let f be the image, G k (f ) be the k th approximation of f , and R k (f ) be the residual of the k th iteration.
Algorithm 1 (Percentage Thresholding Algorithm).
We begin with Λ 0 = ∅, R 0 (f ) = f, G 0 (f ) = 0. Choose a thresholding sequence {t 1 , t 2 , · · · } with all t k ∈ (0, 1].
• Step 1. • Step 3. Let L Λ k (f ) the the best approximation (least squares approximation) of R k−1 (f ) in subspace
is small enough, we stop the algorithm. Otherwise we advance k to k + 1 and go to Step 1. This algorithm differs from the weak orthogonal greedy algorithm by choosing more than one component per iteration. The name for this algorithm will be explained later. In this paper, we report some numerical results using the wavelet frame based on tensor product of symmetric quadratic B-splines constructed in [8] .
In our experiment, we first use the classic method of hard thresholding to remove noises from a noisy image based on wavelet frame decomposition and reconstruction. Although we can use each tight wavelet frame to decompose an image into multi-levels, for simplicity, we choose to have one level decomposition and reconstruction to demonstrate our algorithm. That is, we decompose an image into one low-pass part with several high-pass parts and apply the hard thresholding technique to remove noises from high-pass parts and then reconstruct from the low-pass part and resulting high-pass parts to yield a denoised image. We test various parameters, and show the best results in Figure 3 .1.
Next we use the denoised image as f and the associated tight wavelet frame to form a wavelet frame matrix Φ and then apply Algorithm 1 for further noise removal. In this experiment, we use a thresholding sequence t = {t 1 , t 2 , t 3 , · · · } with t i = rt 1 with e.g. r = 0.78 and t 1 = 0.9 for i = 1, 2, · · · , 5. That is, we do five iterations in Algorithm 1. Note that a wavelet frame provides an efficiency in computing the inner products of the denoised image f with column vectors in Φ. Since φ i , i = 1, · · · , n are just various wavelet framelets and their integer translates, the inner products R k , φ i are just convolution of φ i with the image or the (k − 1) th residual. In each iteration of Algorithm 1, we use t k to form a thresholding j = t k M j with M j being the largest inner product in absolute value in the j th kind of framelets for j = 1, · · · , 14. Choosing those inner products which are larger than j is equivalent to using the hard thresholding in percentage. This is the reason we call this algorithm the percentage thresholding algorithm. Computing the best approximation in Algorithm 1 is the same as reconstructing image using the resulting wavelet framelet coefficients. In short, using Algorithm 1 for image denoising is similar to the classic image denoising using wavelet framelets with this percentage thresholding technique.
Performance of Algorithm 1 is tested on the eight images shown in Figure 3 .1. All images have intensity range [0, 255] and are added white Gaussian noises with σ = 20. We use the following eight images in Figure  3 .1 and apply the hard-thresholding method based on the wavelet frame mentioned above to denoise and find the best denoised image in terms of the standard Peak-Signal-to-Noise Ratio (PSNR). Then we use Algorithm 1 to further remove noises. In the following table, we report the PSNR before and after using Algorithm 1. Certainly, when using a multi-level decomposition and reconstruction of wavelet frames, one may get slightly better PSNR values than those in Table 1 . We leave them to the interested reader. An advantage of using this approach for image denoising is that one only needs about 25% or less nonzero coefficients of a tight wavelet frame to represent a denoised image. In Table 1 , we list the percentage of nonzero coefficients (NZC) in a wavelet frame representation for each image. Here the NZC is a percentage of the number of nonzero coefficients over the size of images after denoising.
Image edge detection.
The classic image edge detection is to set the low-pass part subimage into zero and reconstruct from the zero low-pass part together with high-pass parts. What is new in this paper is that we reconstruct the edges of an image based on the zero low-pass part and the high-pass parts after the percentage thresholding technique. That is, for each high-pass part, we use only the largest, say 50% of the all coefficients. Here is the outline of image edge detection procedure.
Algorithm 2 (Box Spline Edge Detector). We apply the following steps for an input image f :
• Remove noises to get a cleaner imagef by using Algorithm 1.
• Apply the tight wavelet frame to decompose the imagef to have various parts of low-pass and highpass subimages.
• Set the low-pass part to be zero matrix and choose 50% of the high-pass parts.
• Reconstruct imagef from zero low pass and thresholded high pass components.
• Using a threshold number to set the values inf into two categories: either 0 or 1.
• Clean up by removing all isolated edge, i.e., a location with value 0 which is surrounded by 1 or a location with value 1 surround by 0. Choosing the right threshold number for each image can be tricky in general. We use a simple binary search to quickly narrow down a choice. For a class of similar images, after a training set, one can fix the threshold number which should work for all images in this class. In some of our experimental results, we aggressively remove isolated edges of length less than 6. Various clean up procedures lead to slightly different versions of edges.
Numerical experiments.
This section consists of three sets of experimental results: one is a comparison of box spline edge detector with some selected edge detectors; one is the numerical results of edges/features/details from noisy images by using the proposed edge detector, and the other is the application of box spline based edge detection to object identification.
Comparison of several edge detection methods.
We demonstrate the advantage of the proposed box spline edge detection method through comparing with some methods mentioned in Section 2. While there has been some attempts on proposing quantitative measures for the performance of an edge detector, there seems to be no consensus on which one is the best. We select two popular ones: Pratt's figure of merit (F OM ) [33] and probability of detection (P D ) [1] , the probability for an edge detector to find true edges. Computation of both of these measures require ground truth edges. Thus, we create one image with ground truth edges by hand as shown in Figure 4 .1.
Pratt's figure of merit is basically a measure describing the distance from the detected edges to the ground truth edges. The larger F OM the better. It is related to mis-detection of true edges, detection of false edges and is defined as
where n d , n g are number points on detected edges and ground truth edges respectively, d(k) is the distance from the kth detected edge point to the actual ground truth edges. α is a scaling constant that we set as 1/9.
Casting edge detection as a hypothesis testing problem to determine if an image point is on edge or not, the edge detection process can be described by the probability of correct edge detection P D and probability of false edge detection P F . Probability of detection describes the ability of an edge detection method to locate actual edges. Let M d , M g be the detected and ground truth binary edge maps with 1,0 intensity implying edge, and no edge. Then P D is defined as
.
To avoid the intervention of denoising process to the performance evaluation of edge detection methods, we start with a simulated clean image (shown in Figure 4 .1 (a)) with ground truth edges (Figure 4.1 (b) ). It contains objects of various shapes and rectangular boxes with gradually changing intensities. We apply Prewit, Chan-Vese, wavelet and box spline edge detection methods to (a) under each method's best parameter setting and obtain results as shown in (c)-(f). It can be seen that box spline result has the highest F OM and is thus closest to the ground truth edges shown in (b).
The comparison in Figure 4 .1 is done on edges detected under each edge detection method's best possible parameter selection. In practice, however one might not be able to select the best parameter. In Figure 4 .2, we compare P D of the four edge detection methods under seven different parameter setting. One can see that box spline edge detection method has significantly higher P D that the other four methods except for two out of seven of the wavelet edge detection results.
Next, we compare those edge detectors on natural images with more details and show in Figure 4 .7 to 
Application to hidden edges.
We now apply the box spline wavelet frame edge detector to find hidden edges, i.e., locations with some kind of discontinuous derivatives of image intensity. Detecting such edges has an important application for aircraft surface manufacture. As to reduce the turbulence, the surface of the body of an aircraft needs to be C 2 smooth to avoid generating singularities of airflows. One way to find defects in the surface of an aircraft body is to find locations with discontinuous first or second order derivatives, i.e., hidden edges. In this subsection, we artificially create a surface with discontinuous first order derivatives. For example,
The 3D graph and the 2D intensity image of the function z 1 (x, y) are shown in the left and the right panel of Figure 4 .12 respectively.
From the 2D intensity image, we hardly see any edges. However, from the 3D surface, we can easily see the places where the first order derivatives are discontinuous. For another example, let We next present an example to detect hidden edges with discontinuous second order derivatives. Our artificial example is as follows.
The graph and the image of the function z 3 (x, y) are shown in Figure 4 .15. From the image as well as the surface shown in Figure 4 .15, we can hardly see by naked eyes any irregularities or defects of the surface. However, our edge detector reveals hidden edges where possible defects may be located (Figure 4.16). 4.5. Application on object identification. The results of box spline edge detector can be used for feature extraction, object identification and region segmentation etc. In this subsection, we provide one examples of practical applications: to segment object of interest from medical images.
As shown in Figure 4 .17, starting with a 8-bit gray scale (valued in between 0 and 255) cardiac image (top left), we first use the proposed box spline edge detector to create a 1-bit (valued 0 or 1) edge mask (top right), followed by a cleaning up process to remove isolated edges (bottom left). To get the two objects of interest in the center of the image, we drop a small box inside each of the two objects, and grow the regions [41] until it touches the borders of the objects. The results are shown in the bottom right panel. Applying region grow to the 1-bit 0-1 edge mask is better than to the 8-bit gray scale image as borders of the objects of interest are more reliable and ready to be used in the 1-bit edge map. One may calculate the area or the volume of the region of interests afterwards.
Conclusion.
We present an edge detector based on a new eight direction box spline tight frame constructed using theory in [24] . Quantitative and qualitative comparison with several other existing edge detectors demonstrate the effectiveness and efficiency of the proposed box spline edge detector in detecting step edges. Our edge detector is also able to detect Dirac edges and hidden edges with discontinuous intensity derivatives. In addition, we show the proposed method is robust to noise. Finally, we apply the edge detector to object identification. One example is given to show its performance.
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7. Appendix. In this Appendix, we mainly present the low pass filter P and the 14 tight framelets ψ in terms of Fourier transform. That is,
The low-pass filter P is 
For Q (1) , the coefficient matrix 
The remaining high-pass filters (in fact all low and high-pass filters) can be obtained in an electronic form from the authors of this article via email request. Our email addresses are given below. 
