Abstract: Slicing analyses have been proposed for di erent programming languages. Rather than de ning a new analysis from scratch for each programming language, we would like to specify such an analysis once for all, in a language-independent way, and then specialise it for di erent programming languages. In order to achieve this goal, we propose a notion of natural semantics format and a dynamic slicing analysis format. The natural semantics format formalises a class of natural semantics and the analysis format is a generic, language-independent, slicing analysis. The correctness of the generic analysis is established as a relation between the derivation trees of the original program and the slice. This generic analysis is then instantiated to several programming languages conforming the semantics format (an imperative language, a logic programming language and a functional language), yielding a dynamic slicing analyser for each of these languages.
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(R sum : tsvp) One motivation for this work stems from the observation that slicing analyses have been proposed for di erent programming languages. Other examples of analyses of general interest include sharing analyses, data ow analyses . . . Some of these analyses are static (typically for compiler optimisation), others can be either static or dynamic (for example in applications to debugging). Depending on their nature (static or dynamic) and the programming language they apply to, these analyses are described in di erent ways and with a variable concern for formalisation. As a consequence, it is di cult to factorise e orts in the de nition of analyses and one is often led to invent new analyses which could in fact be described as variations or adaptations of existing ones. What we would rather like is to be able to specify such general purpose analyses once for all, in a language-independent way, and then specialise them for di erent programming languages. Two main problems have to be solved in order to be able to de ne an analysis in a languageindependent way:
1. We must nd an appropriate basis for de ning the semantics of the programming language. By appropriate, we mean general enough to encompass a wide variety of programming languages and precise enough to support useful analyses. 2. We must provide a way to de ne generic analyses and state their correctness with respect to the semantics of the programming language. In order to achieve the rst goal, we propose a notion of natural semantics format. As argued in 8], natural semantics 3, 6 ] are a good starting point for the de nition of static analyses because they are both structural (compositional) and intensional. They are structural because the semantics of a phrase in the programming language is derived from the semantics of subphrases; they are intensional because the derivation tree that is associated to a phrase in the programming language contains the intermediate results (the semantics of subphrases). These qualities are signi cant in the context of program analysis because compositionality leads to more tractable proof techniques and intensionality makes it easier to establish the connection between the result of the analysis and its intended use. Our natural semantics format is the formalisation of a class of natural semantics. This class is general enough to include the major sequential programming styles (imperative, logic and functional).
As far as the second goal is concerned, we believe that the most natural way to specify an analysis is to characterise it with respect to the intended use of its result. Analyses are generally performed to check assumptions about the behaviour of the program at speci c points of its execution or to enable program optimisations. In both cases the intention of the analysis can be expressed in terms of a transformation and a relation. The transformation depends on the result of the analysis and the relation establishes a correspondence between the semantics of the original program and the transformed program. For example, in the case of a program analysis for compiler optimisation the transformation expresses the optimisation that is allowed by the information provided by the analysis and the relation is the equality between the nal results (or outputs) of the original and the transformed program. Note that it is not always the case that the relation is the equality: a counter-example is slicing analysis whose aim is to build a slice that behaves like the original program only with respect to speci c program points and variables.
As mentioned before, some of the analyses that we want to specify are dynamic and others are static. There is no real reason why these two categories of analyses should be seen as belonging to di erent worlds. In the paper we focus on dynamic analysis, considering that static analysis can be obtained in a second stage as an abstract interpretation of the dynamic analysis. We outline this derivation in the conclusion.
In the next section, we present our natural semantics format and illustrate it with the speci cation of a small imperative language. Section 3 introduces slicing and proposes a generic slicing analyser together with its intensional correctness property. The correctness proof is detailed in Appendix 1. We show how the generic analyser of section 3 can be instantiated to derive a slicing analyser for an imperative language (section 4), a logic programming language (section 5) and a functional programming language (section 6). Related work and avenues for further research are discussed in section 7 and section 8 respectively.
The natural semantics format
The natural semantics of a language is a set of axioms and inference rules that de ne a relation between a context, a term in the programming language and a result. A natural semantics derivation tree has the form:
Proof-Tree = RN] Proof-Tree1 ::: Proof-Treen STT where RN is the name of the rule used to derive the conclusion STT and STT is a statement, that is to say a triple consisting of a context, a term and a result. In order to make formal manipulations easier, we express the construction of natural semantics derivation trees in a functional framework. Let C be the set of contexts, T Derivation trees are made of a statement (the conclusion), a list of derivation trees (the premises) and the name of rule applied to derive the conclusion. We assume that a term is a pair of a program point and an expression. STT The important issue about the type of the semantic function is that it returns the whole natural semantics derivation tree, rather than just the result of the program. This choice makes it easier to de ne intensional analyses. The fact that we describe the semantics in a functional framework does not prevent us from dealing with non deterministic languages, as we show in section 5. This is because we can use NF and C to represent sets of possible results and contexts.
We use the notation X:ty to denote the eld of type TY of X. For example, we will make intensive use of the following expressions in the rest of the paper: In order to go further and be able to de ne generic program analyses based on a natural semantics, we need to know more about the form of a natural semantics function S. To this end, we de ne in Figure 1 a natural semantics format that will serve as the basis for the developments of this paper.
To make this de nition more concrete, we show in Figure 3 the natural semantics of a small imperative language using the usual inference rule presentation and we present in Figure 4 the natural semantics in our format. The syntax of the language is de ned in Figure 2 . To make it easier to see why the semantics does indeed conform to our format, we show in Figure 5 Figure 4 : Semantics of the imperative language in the natural semantics format
V al(Exp;C) = false k5 C R1 U1 while Exp do U1 R2 V al(Exp;C) = true k6 C V al(Exp;C) = false Figure 5 : Instantiation of the natural semantics format for the imperative language the di erent functions. We assume a function V al of type C Exp ! NF to evaluate the value of an expression.
The semantics function of Figure 1 takes two arguments (the context C and the term T) and it returns a derivation tree. The derivation tree contains the conclusion (C;T;F k (C;R;E)), the list of subtrees PT and the name k of the rule used to derive the conclusion. We use the notation X for (X 1 ; : : : ; X n ). The body of the function is a list of cases selected by pattern matching on the form of the term and the satisfaction of side conditions. The meta-notation : : :] is used to denote the repetition of the enclosed piece of text (see Figure 4 ). Each case k corresponds to an inference rule (or an axiom) in the natural semantics. Because of side conditions, each operator op K can be associated with several rules k. The functions C k i and T k i are used to compute respectively the context C i and the term T i of the i th recursive call to the semantics function (producing the i th subtree PT i ). In general, C i can depend on the original context C, on previous results R j and on the subexpression E of the original term. E is the part of the term that can be used in the computations at the current node of the derivation tree (in the test P k or in the computation of the normal form by F k ). For example E is empty for the rst rule of Figure 4 ; it is equal to Id := Exp for the second rule and to Exp for all the other rules. In addition to E, the computation of the normal form by F k may involve the normal forms of the subtrees (R j ) and the initial context C. In the rst rule of Figure 4 , F k (C;(R 1 ; R 2 );E) = R 2 . Note that we do not allow cyclic dependences between the de nitions of the C i ; T i ; PT i and R i (as usual in natural semantics de nitions). We can thus assume without any restriction that the de nitions are ordered in such a way that C i and T i depend only on R j with j < i. This can be stated more formally: 8i: C k i (C; R; E) = C k i (C; R ? =Rj j i]; E) 8i: T k i (C; R; T) = T k i (C; R ? =Rj j i]; T) We characterise the compositionality property mentioned in the introduction by the following assumption:
This property expresses the fact that the functions T k i do not decompose the subterms U k of T but simply use them as part of their result. This constraint excludes functions decomposing the subterms U k to forge new terms.
We believe that this format captures the way natural semantics de nitions are usually presented and does not introduce any real restriction. At least, it is general enough to cover standard rst-order sequential programming languages as we will see in sections 4, 5 and 6. The extension to higher-order languages is discussed in the conclusion. 1 In fact, it is often the case that Ti is equal to one of the Uj, as can be seen from Figure 5 .
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3 A generic slicing analyser Slicing 2 a program consists in constructing a reduced version of the program (called a program slice) containing only those statements that a ect a given set of variables at given program points (this set is called the slicing criterion). In program debugging, slicing makes it possible for a software engineer to focus on the relevant parts of the code. Slicing is also useful for testing, understanding and in maintenance activities. Because of this diversity of applications, di erent variations on the notion of slicing have been proposed, as well as a number of methods to compute slices. First a program slice can either be executable or not. Producing an executable slice makes it possible to apply further treatments to the result of the analysis. An other important distinction is between static and dynamic slicing. In the rst case, the slice is computed without any assumption on the inputs, whereas the latter relies on some speci c input data. Slicing algorithms can also be divided into two categories: forward and backward analysers. Backward slicing identi es the statements of a program that may have some impact on the criterion whereas forward slicing returns the statements which may be in uenced by the criterion. In this paper, we consider dynamic backward slicing with executable slices. Static slicing algorithms can be derived by abstract interpretation of dynamic slicing analysers 5] ; this construction is sketched in the conclusion. We can describe forward slicing analysers in a similar way but slicing analyses producing non executable slices do not t well into our framework since the speci cation of the analysis is a relation between the semantics of the original program and the semantics of the slice.
We consider the following imperative program as an illustration of dynamic backward slicing (some program points are omitted for the sake of readability): We assume that we are interested only in the value of variable av at point 10 . The pair ( 10 ; favg)
is called the slicing criterion. The dynamic slice of the program is extracted for one particular input.
For instance, if we execute the program with 0 as the initial value of n, we get: In this case, the body of the loop is never executed. If we consider the execution of the program with 2 as initial value of n, the loop is executed and the dynamic slice for the criterion is the following:
( 1 ; m := n); ( 2 ; av := 0); ( 5 ; while n > 0 do ( 6; av := av + t n]); It is easy to check that both slices are still executable programs and that they compute the same values as the original one (for the corresponding initial value of n) for av at point 10 .
Slicing was originally proposed by Weiser for imperative languages 23] and its application to logic programming 19] and functional programming 14] have been studied recently. In fact, the concept of slicing itself is very general: it is not tied to one speci c style of programming 3 and it can lead to dynamic as well as static analysers 20]. So we believe that slicing is an ideal application to illustrate our framework.
Formal de nition
We only make two assumptions on the domains of the natural semantics of the language here: As we will see later (sections 4, 5, 6), these assumptions make the de nition of generic analyses easier without introducing real restrictions on the programming languages 4 . The fourth argument D of the analyser represents the set of variables whose value must be preserved in the output context 5 (normal form) of the term. In the initial call D is the empty set. The result of the analysis is a pair (S;N) with S 2 P(PP) and N 2 P(Pvar). S is the set of program points of the term T that must be kept in the slice and N is the set of variables whose value must be preserved in the input context 6 . A program point must be kept in the slice if it can in uence an observation point or the value of a variable of D in the output context. The same condition applies to decide which 4 In a nutshell, a context will be a state for an imperative language, a substitution tree for a logic programming language and an environment for a functional language (with a speci c variable denoting the normal form). 5 For a forward analysis this argument would characterise the input context rather than the output context. 6 For a forward analysis this argument would characterise the output context rather than the input context. RR n 3375 variables must be preserved in the input context. We use the notation C = N C 0 to denote the property 8x 2 N: C x = C 0 x, which means that the restrictions of C and C 0 to the variables in N are equal.
In order to convey the intuition about the generic de nition of Figure 6 , we consider its instantiation to the rst rule of the semantics of the imperative language presented above ( Figure 4 ). We strictly follow the pattern of Figure 6 for the sake of clarity, avoiding any simpli cation at this stage. The simpli ed version is shown in Figure 10 i here because C is the rst argument of the functions C k j , T k j , F k , and P k . So N is the sum of all the parts of the input context C that are needed by the intermediate functions C k j , T k j , F k , and P k . In the illustrating rule above P k is the constant function true, so N 0 0 (P k ) = ; and the rst term of the condition reduces to (;;D).
Correctness property
As mentioned in the introduction, we propose to specify an analyser by a transformation of the analysed program and a relation that the initial program and the transformed program must satisfy.
The transformation is expressed through program annotations. The function Ann(S; T) returns the annotated term obtained using the set of program points S returned by the slicing analysis:
The semantics of the language is extended in the following way to deal with annotated operators: The intuition is that program points with the annotation false are treated as skip instructions (P k false (C;E) = true and F k false (C;R;E) = C).
As mentioned above, the annotated term derived from the slicing analysis must behave like the original term at the observation points. More precisely, the value of the observation variables RV ( ) at any point must be identical in the derivation trees PT and PT 0 of the original term and its RR n 3375
The notation PT n] is used to represent the statement at the node n of PT. If (S;N) is the result of the call to the slicing analyser SL (C;T;RV;D), then we must have R b (RV;S (C;T);S (C 0 ; T 0 )) provided that T 0 is the annotated term derived from S and T, and C 0 is equal to C on the variables of N (which is written C = N C 0 , using the notation introduced earlier). In addition, the values of the variables of D must be preserved in the result (or normal form) of T, so the normal forms must satisfy S (C;T):stt:nf = D S (C 0 ; T 0 ):stt:nf. These conditions lead to the following correctness property for the generic slicing analysis. The proof of correctness of the generic analysis of Figure 6 can be achieved by a double recurrence on the structure of the natural semantics derivation tree:
1. The rst recurrence is on the depth of the derivation tree. The induction hypothesis is that for all k 2 1;n]:
and the property to be proven is:
2. The second recurrence is on the list of subtrees of a node in the natural semantics derivation tree. Its goal is to establish the property 4 Slicing analysis for an imperative programming language
In order to obtain a slicing analysis for a given programming language, we just have to provide denitions for the functions N i , N 0 i and A for each intermediate function of the natural semantics format and to show that they meet the constraints at the bottom of Figure 6 . We present in Figure 7 and Figure 8 the appropriate de nitions for the imperative language whose semantics was introduced in section 2. The de nitions of C k i , T k i , F k and P k for this language were listed in Figure 4 .
We provide a justi cation for some of the values of Figure 7 and 
We can use these values to instantiate the generic slicing algorithm of Figure 6 and we get the analyser SL of Figure 10 . This solution, which has been studied in detail in 5], corresponds to the usual two phases implementation of dynamic analyses (generation of the execution trace followed by its analysis).
To conclude this section, Figure 11 shows the results produced by the analyser SL for the small imperative program introduced at the beginning of section 3. The analyser is rst called with an initial context such that t = ] and n = 0. The slicing criterion RV is f( 10 ; av)g, which means that we are only interested in the value of av at program point 10 SL (S (C;U):stt:nf;U 10 ; RV; ;) = (f 10 g; fav; mg)
The analyser nds that 10 is kept in the slice because its statement in uences the slicing criterion and the input context is the set containing variables used in the statement. Figure 10 : Slicing: dynamic analysis for an imperative language RR n 3375 SL (C;U;RV;fav;mg) which leads to: SL(S (C;U 0 ):stt:nf;U 5 ; RV; fav; mg) = (;;fav;m;ng) and SL(C; U 0 ; RV; fav; m; ng) = (f 1 ; 2 g; fng)
The analyser drops 5 because the loop is not executed but the input context is extended with n because this variable is used to evaluate the test of the loop. Program points 4 and 3 are also dropped because they do not in uence the output context. As a consequence, we have: SL (C;U;RV;fav;mg) = (f 1 ; 2 g; fng) which leads to:
SL ( ]=t;0=n];T;RV;;) = (f 1 ; 2 ; 10 g; fng)
The second call of the dynamic analyser with t = 2;3] and n = 2 as the initial context produces also the expected slice (see section 3). In this case 5 , 6 and 9 are kept in the slice because the program goes through these program points for this particular initial context. The analyser nds that only the variables n and t are useful in the input context. The operational semantics of a simple logic programming language is presented in Figure 12 . We assume a program Prog which is a collection of predicate de nitions of the form P k (x 1 ; :::; x n ) = B k ].
The body B k of a predicate is in normal form and it contains only variables from fx 1 ; :::; x n g. Normal forms are rst order formulae (also called goal formulae in 9]) built up from predicate applications using only the connectives or and , and there exists . Their syntax is the following (we use the notation Op for basic predicates 9 and P k for user-de ned predicates):
Op(x 1 ; x 2 ; x 3 ) j x = t j U 1 _ U 2 j U 1^U2 j 9x:U 1 j P k (y 1 ; : : : ; y n ) 9 We consider only ternary basic predicates here, but other arities are treated in the same way.
INRIA
We We de ne contexts as binary trees of substitutions to take into account the non deterministic nature of the language. So we gather in one derivation the computation of all the substitutions of a program. A particular control strategy for the implementation of the language corresponds to a particular ordering of the leaves of substitutions trees. For instance, the list of results of the usual depth-rst evaluation strategy of Prolog is precisely the leaves of the substitution tree produced by our semantics ordered from left to right.
Note that the domain C = Tree(Subst) is isomorphic to a restriction of Pvar ! Tree(Rterm), so our de nition of C ts with the constraint of section 3.1. Following 7] , we assume an in nite set of renaming variables Rvar and we distinguish two kinds of substitutions: program variables substitutions (Psubst) and renaming variables substitution (Rsubst). By convention, we use 2 Subst for a program variable substitution and 2 Rsubst for a renaming variable substitution. We write N(T 1 ; T 2 ) a tree with subtrees T 1 and T 2 .
In Figure 12 , F(T) denotes the application of a function F to all the substitutions of a tree T.
The function union(T 1 ; T 2 ; T 3 ) builds a new substitution tree joining the trees T 2 and T 3 produced by two subgoals. Its rst argument is the initial substitution, which is used to identify the points where the joins have to be introduced (these points are the leaves of T 1 ). Add is used to add a program variable in a substitution (the new program variable is attached to a free renaming variable) and Drop removes a variable from a substitution. Ren k creates a new substitution to execute the body of a clause (it amounts to a variable renaming) and Ext k propagates the result of a predicate in the calling substitutions. From the de nition of Ren k , we see that the body B k of a predicate is evaluated in an environment de ning exactly the formal parameters of the predicate P k . Figure 13 presents the semantics of Figure 12 in our format and Figure 14 shows the dynamic analyser obtained by instantiating the generic analyser of Figure 6 . The set of de nitions Prog is used as an implicit parameter of the semantics and the analyser. In order to make it easier to understand why the instantiation of the generic slicing analyser leads to the analyser of Figure 14 , we present in Appendix 2 all the instantiation tables of the semantics and the analyser for the logic programming language. Rather than going through these tables to show that the intermediate functions of the analyser satisfy the requirements of Figure 6 , we try to convey some intuition about the analysis resulting from this instantiation.
In the de nition of SL in Figure 14 Figure 13 : Semantics of a logic programming language in the natural semantics format condition was not included in the Op case, assuming that the logic programming language is equipped with mode annotations ensuring that operators are always called with their rst two arguments ground and the last one free 11 . In both the Op and the Eq cases, the set of necessary variables (at the input of the program point) is D 0 added to all the variables of the term.
The rule for And is similar to the rule for the sequential operator ; in the imperative language.
The treatment is Or is similar except that the term is systematically kept in the slice because it always in uences the values of all the variables (through the introduction of subtrees in the derivation tree).
The rules for Exists and Call are not surprising. We assume that the variable x in Exists(x; U 1 )
is unique in a normalised program; so x can be removed from the set of necessary variables yielded by the analysis of U 1 (hence N 1 ? fxg). The test in the rule for Call is similar to the test in the Op case (the origin of the additional condition on N 1 can be found in the de nition of A(C k 6 1 ; N 1 ) in Appendix 2). The small example used in the previous section to illustrate the slicing of an imperative program can be rewritten in a logic programming language. Its text and results of the slicing analysis are presented in Figure 15 . Again, we omit some program points for the sake of readability. The rst result of the analysis corresponds to the execution of the program with Q(nil; x; y; z) as the initial call; the slice includes only the body of Q because the third clause of P is never executed 12 . The second result corresponds to a call with Q((2; (3;nil));x;y;z) and the slice includes, as expected, all the program except the points 4 and 5 .
To conclude this section, we should stress that our goal here is to illustrate the genericity of our framework rather than to strive for powerful analyses. So, we contented ourselves with a direct application of our format using simple instantiations. More precise dynamic analysers can be obtained 11 Otherwise an extra condition based on UF can be added as in the Eq case. 12 More precisely, in our semantics the third clause is always evaluated with ? as the input substitution. 1; x; x; x) P((x; xs); n; sum; max; min) = ( 1; P(xs; n 0 ; sum 0 ; max 0 ; min 0 )) ( 2; Ad(n 0 ; 1; n)) ( 3; Ad(sum 0 ; x; sum)) ( 4; Max(max 0 ; x; max)) ( 5; Min(min 0 ; x; min)) Q(l; av; max; min) = ( 6; P(l; n; sum; max; min)) ( 7; Div(sum; n; av))
Normal form of the program P(l; n; sum; max; min) = ((l = nil)^(n = 1)^(sum = 0)^(max = 0)^(min = 0))_ (9x: (l = (x; nil))^(n = 1)^(sum = x)^(max = x)^(min = x))_ (9x: 9xs: 9n 0 : 9sum 0 : 9max 0 : 9min 0 : l = (x; xs)( 1 ; P(xs; n 0 ; sum 0 ; max 0 ; min 0 ))( 2 ; Ad(n 0 ; 1; n))( 3 ; Ad(sum 0 ; x; sum))( 4 ; Max(max 0 ; x; max))( 5 ; Min(min 0 ; x; min))) Q(l; av; max; min) = (9n: 9sum: ( 6; P(l; n; sum; max; min))( 7; Div(sum; n; av))) either through more sophisticated choices for the instantiation functions of Appendix 2 (for instance, in the rule for Call, N 0 (F k ; D 0 ) can be improved to avoid the inclusion of all the y 1 ; : : : ; y n in the set of necessary variables) or through transformations of the analyser obtained by the direct instantiation (for instance, it can be shown that the condition N 1 = ; in the last case is redundant).
6 Slicing analysis for a functional programming language
The syntax of a simple (call by value) rst-order functional language is de ned in Figure 16 . The semantics of the language in terms of inference rules is presented in Figure 17 ; Figure 18 shows its de nition in our format. In order to meet the constraint that the domain of contexts and the domain of normal forms are identical, we use a special variable res in the environment to denote the result of an expression. The normal form of an expression is the initial environment extended with the variable res. Apart from that, the semantics of Figure 18 is fairly standard. As in the section for an imperative language, a function V al is used to evaluate the value of an operator for a variable in current environment. As in the previous section, we assume a program Prog containing a collection of function declarations of the form F(x 1 ; : : : ; x n ) = E]. We give just the rule for binary functions here, but n-ary functions are treated similarly. In the same way, we use the ] constructor to represent tuples of expressions, but we only give the rule for pairs. The language features let expressions to extract the components of a tuple of elements.
Providing the appropriate de nitions for the intermediate functions and instantiating the generic analyser of Figure 6 , we obtain the dynamic slicing analyser of Figure 19 . The details of the instantiation can be found in Appendix 3. We just provide some intuition about the rules of the dynamic analysis here. The only particularity of this de nition is the use of variables res i as a shorthand notation to access the di erent elds of a tuple result. The condition D?res, which occurs in most of the rules, is true if the value of res is not necessary in the result of the expression (and none of its parts res i either). It is a prerequisite for removing an expression from the slice. The other conditions are similar to the tests appearing in the analysers of section 4 and section 5. In the second part of the result of SL, D 0 =res is used to remove res (and all its parts res i ) from the set of variables that are necessary in the input context. This is because res is always associated with a new value in the output context. In addition, res is never de ned in the input context. The set D i that is passed as the last argument of the recursive calls to SL is a subset of fres; res 1 ; : : :g. It represents the necessary part of the result of the corresponding subterm. This demand is propagated backwards from the argument D of the main call. For instance, in the rule for U 1 ; U 2 ], this set is empty for U 1 if res:1 is not in D 0 , otherwise it is equal to fresg. In the same way, in the rule for F(U 1 ; U 2 ), the set is empty for U 1 if the variable x is not necessary for the evaluation of E (with F(x; y) = E), otherwise it is equal to {res}. ( 6; Ad(x; sum)); ( 7; Max(x; max)); ( 8; Min(x; min))))); ( 9; sum; max; min]))) G(l; n) = ( 10 ; let sum; max; min] = ( 11 ; F(l; n; 0; 0; kmax)) in ( 12 ; so the programs are rst analysed in order to extract their dependences. This approach is well suited to the treatment of imperative languages. It can possibly be extended to other classes of languages, but it might be necessary to generalise the notion of dependence graph as well. In contrast, our framework is not biased towards one speci c class of languages. 21] provides formal de nitions and a classi cation of di erent notions of slicing. The main distinctions are backward vs forward analysers, executable vs non executable slices, and dynamic vs static analysers. Their de nitions are based on denotational semantics and they focus on the speci cations of the analyses. The goal of the work reported in 4] is probably the closest to ours. The authors describe a family of slicing algorithms generalising the notions of dynamic and static slice to that of a constrained slice. Genericity with respect to the programming language is achieved through a translation into an intermediate representation called pim. Programs are represented as directed acyclic graphs whose semantics is de ned in terms of rewriting rules. Slicing is carried out using term graph rewriting with a technique for tracing dynamic dependence relations. So, the main departure of our work with respect to 4] is the fact that our starting point is the natural semantics of the language, which, we believe, leads to a more direct treatment (avoiding a translation into an intermediate language). It should be noted that a richer notion of slicing has been proposed for logic programming languages, which returns not only the set of program points that must be kept in the slice, but also the necessary variables at each program point 19] . This increased precision can also be expressed in our framework (and is useful for other classes of languages) but we preferred to present the simpler version here for the sake of size and readability. Generic frameworks for program analysis have been proposed in the context of logic programming languages 7] and data ow analysis 22, 24]. They rely on abstract interpretations of denotational semantics ( 7, 22] ) or interpreters ( 24]) and genericity is achieved by parameterising the abstract domains and choosing appropriate abstract functions. The implementation details of the analysis algorithm can be factorised. While these tools may attain a higher degree of mechanisation than our framework, they do not o er to the user the same level of abstraction: they take as input the speci cation of an abstract interpreter rather than the speci cation of a property. In contrast, we have chosen to specify a program analysis by the transformation that it enables. This choice is motivated by our belief that a speci cation in terms of program transformation is closer to the ultimate purpose of the analysis. Despite this di erence of point of view, all these works are obviously inspired by the same goals.
Most program analyses in the past were based on either low-level operational semantics 2] or denotational semantics 10], but the use of structural operational semantics or natural semantics as a basis for the design of analysers has been advocated by several researchers recently 8, 13, 18, 17] . A notion of Structural Operational Semantics format was introduced in 16] in order to establish a metatheory supporting general reasoning techniques. The broad objective of this paper is similar to ours (de ning semantics formats to achieve a level of factorisation over a class of programming languages) but the context is di erent: the format of 16] is dedicated to functional programming languages and the paper is concerned with the establishment of general proof techniques (like xed-point induction) rather than program analysis. 13 One di erence comes from the fact that their slicing criterion is a program point rather than a function from program points to sets of variables.
Conclusion
The overall goal of our work is to achieve a higher level of factorisation in the design of program analyses. We believe that slicing analysis is a good illustration of the advantages of our approach because its goal is universal (it does not depend on the idiosyncrasies of a particular language (even if the features of the language obviously a ect the derived analysis) and it has already been studied in the context of imperative languages and (more recently) logic and functional programming languages. Constructing a correct slicing analyser for a logic programming language from scratch is clearly not a trivial task 19], so the bene t of our approach is striking in this case. As mentioned in section 3, the framework presented here accommodates forward analyses as well as backward analyses. As an example of forward analysis, we have de ned a generic sharing analysis (with the associated compiletime garbage collection optimisation) and we have instantiated it to the three major classes of languages (imperative, logic and functional).
We have focussed on dynamic analysis in the body of paper. Our generic dynamic analyser is de ned in a strongly typed functional language 14 . As a consequence, we can rely on previous results on logical relations and abstract interpretation 1, 2] in order to systematically construct static analysers from the dynamic analysers. We rst must provide abstract domains for the static slicing analyser and the corresponding abstraction functions. We recall that the type of the dynamic analyser is C T (PP ! P(Pvar)) P(Pvar) ! P(PP) P(Pvar). Since PP ! P(Pvar); P(Pvar) and P(PP) are already abstract domains associated with the dynamic analysis, only C needs to be abstracted 15 There are two main aspects in which the work described here may seem limited: we have used only natural semantics and rst-order languages. We review these issues in turn:
Structural Operational Semantics 12] are more precise than natural semantics and they are required for a proper treatment of non-determinism, non-termination and parallelism 11]. In fact, the natural semantics format introduced in section 2 can be adapted to Structural Operational Semantics without di culty 16 and the dynamic analyses can be de ned in the very same way for Structural Operational Semantics. The added di culty introduced by Structural Operational Semantics is the fact that they create new program fragments which makes it necessary to abstract over the syntax of the language to derive a static analysis. This problem is discussed in 17].
14 Note that the typing mentioned here has nothing to do with the language in which the analysed programs are written, this language itself can perfectly well be untyped. 15 Of course, as usual in abstract interpretation, PP ! P(Pvar); P(Pvar) and P(PP) can also be abstracted if further approximations are needed, but we do not consider this issue here. 16 In order to deal with Structural Operational Semantics, we basically need to change the type NF in STT and to introduce a global loop in the semantics format since a Structural Operational Semantics rule represents a single evaluation step. INRIA We contented ourselves with the analysis of rst-order languages in this paper, but we have shown in 5] how to deal with (higher-order) analyses of higher-order languages. As far as the semantics format is concerned, we need to extend C k i to include the subterms U i in its arguments. The technique for constructing the static analysis consists in deriving a function returning a pair of values: the rst element of the pair represents the rst-order information and the second element is the higher-order component. Because of this decomposition, the treatments are signi cantly more complex (even if the principles are the same), so we preferred to avoid these extra complications in this paper. Depending on the importance attached to higher-order analyses, this may be considered as a weakness of our approach. Correctness proof of the generic slicing analyser
The correctness property of the generic slicing analyser of Figure 6 was stated as follows in section 3: The proof of correctness of the analyser of Figure 6 can be achieved by a double recurrence on the structure of the natural semantics derivation tree. The rst recurrence is on the depth of the derivation tree and the second recurrence is on the list of subtrees of a node in the natural semantics derivation tree.
It is easy to see that both orderings are well-founded if the natural semantics derivation tree is nite (in other words, we consider the analysis of terminating programs only).
Properties (1) and (2) 
Following the above proof skeleton, we prove property (2) by recurrence on the depth of the derivation tree using the induction hypothesis (1).
We consider successively the two cases in the de nition of SL (Figure 6 We rst show the following property by recurrence:
We assume the induction hypothesis: for all j < i : Cj =N j C 0 j and T 0 j = Ann(Sj; Tj) (4) and we prove:
Ci =N i C 0 i and T 0 i = Ann(Si; Ti) (5) This conjunction is proven in two stages: We have C = N C 0 (assumption of De nition 3.1), which implies C i = N i C k i (C 0 ; R; E) since N 0 (C k i ; N i ) N 17 . From (4) and (1) We have shown both properties of (5), which concludes the proof of (3).
We prove now the three properties of (2) in turn, using (3) and the induction hypothesis (1):
1. We rst prove R b (RV;PT;PT 0 ). From (1) and (4) This implies F k (C;R;E) = D F k (C 0 ; R 0 ; E) since F k true = F k . 3. Finally, we prove P k (C;E) ) P k (C 0 ; E). From C = N C 0 and N 0 0 (P k ) N, we have P k (C;E) = P k (C 0 E) = P k (C 0 ; E) because P k true = P k .
The three properties of (2) are proven. This concludes the rst case of the de nition of the generic slicing SL. We prove now (2) for the second case. We consider the three properties of (2) in turn. In the rst case, we immediately have the conclusion.
In the second case, we can infer N i 1 to the required equivalence. This concludes the proof of the second property of (2). 19 The property i2 < i1 is guaranteed by the convention taken in section 2 about the natural semantics format. RR n 3375 3. In order to prove the third property of (2), we distinguish the two cases = false and = true as above.
In the rst case, we immediately have P k (C;E) ) P k (C 0 ; E) since P k false (C 0 ; E) = true. For the second case, we observe that C = N C 0 and N 0 0 (P k ) N; so P k (C;E) = P k (C 0 ; E) = P k true (C 0 ; E)
We have shown the three properties of (2) for the second case of the de nition of SL, which concludes the proof of the correctness of the generic analysis.
INRIA Appendix 2
Slicing analysis for a logic programming language
We have presented in the body of the paper (section 5) the instantiation of the generic dynamic slicing analysis for a logic programming language. We show here the di erent tables used for this instantiation. We rst present in Figure 21 the instantiation of the natural semantics format from the Figure 1 . To obtain the dynamic slicing analyser, we must de ne the functions N j , N 0 j and the predicate A.
Their de nitions are presented in Figure 22 and Figure 23 . Figure 24 gathers the results that were used to obtain the instantiation for the slicing analyser of Figure 14 . Appendix 3
Slicing analysis for a functional language Section 6 de ned the dynamic slicing for a functional language. We present in this appendix the di erent tables used to achieve this goal. The Figure 25 
