Operating System Response to Router Advertisement Packet in IPv6. by Abd EL Nabi, Saeb Reyad

Islamic University of Gaza 
 
Deanery of Higher Studies 
Faculty of Engineering 
Computer Engineering Department 
 
 
Operating System Response to Router Advertisement 
Packet in IPv6. 
لوكوترب يف تاهجوملل ةينلاعلاا مزحلل ليغشتلا ةمظنأ ةباجتسا IPv6 
 
Submitted by: 
Saeb Reyad Abd El Nabi 
 
Supervisor: 
Prof. Mohammad Mikki 
 
 
A thesis submitted in partial fulfillment of the requirements for the degree of Master 
of Science in computer engineering 
 
 
 
 
 
 
2015 - 1436   

 
ii 
 
DEDICATION 
 
To my great father and my great mother 
To my wife and my sons 
To my sisters and my brothers 
And to all my supported friends 
  
 
iii 
 
ACKNOWLEDGEMENTS 
  
 
 
 
 
 
My thanks to all those who generously contributed their 
help, this work would have never been possible 
  
 
iv 
 
TABLE OF CONTENTS 
DEDICATION ......................................................................................................................... ii 
ACKNOWLEDGEMENTS .................................................................................................... iii 
TABLE OF CONTENTS .........................................................................................................iv 
LIST OF FIGURES .................................................................................................................vi 
LIST OF TABLES .................................................................................................................. vii 
LIST OF ABBREVIATIONS ................................................................................................ viii 
LIST OF APPENDICES .......................................................................................................... x 
Abstract .................................................................................................................................... xi 
Arabic Abstract ....................................................................................................................... xii 
Chapter 1 .................................................................................................................................. 1 
Introduction .............................................................................................................................. 1 
1.1 Internet Protocol Version 4 ............................................................................................ 2 
1.2 IPv4 OSI Model Layers ................................................................................................. 2 
1.3 IPv4 TCP/IP Model ........................................................................................................ 3 
1.4 IPv4 - Limitations .......................................................................................................... 4 
1.5 IPv6 History and Foundation ......................................................................................... 5 
1.7 IPv6 Header vs. IPv4 Header ......................................................................................... 7 
1.8 IPv6 Features and Motivation ........................................................................................ 7 
1.9 IPv6 Address Types ....................................................................................................... 9 
1.10 Thesis Contribution .................................................................................................... 10 
1.11 Thesis Structure .......................................................................................................... 11 
Chapter 2 ................................................................................................................................ 12 
Related Work ......................................................................................................................... 12 
Chapter 3 ................................................................................................................................ 20 
Background of Discovery Protocols ...................................................................................... 20 
3.1 ARP Protocol ............................................................................................................... 20 
3.1.1 ARP Conflict Detection ........................................................................................ 22 
3.1.2 Vulnerabilities of ARP protocol ............................................................................ 22 
3.2 Neighbor Discovery Protocol NDP .............................................................................. 24 
3.2.1 NDP Message Format ........................................................................................... 26 
Chapter 4 ................................................................................................................................ 28 
Thesis approach and Methodology ........................................................................................ 28 
 
v 
 
4.1 What happen when a Device Boots Up? ...................................................................... 28 
4.2 Testing Methodology ................................................................................................... 32 
4.3 Methodology tools ....................................................................................................... 32 
4.4 Topology Implementation ............................................................................................ 34 
Chapter 5 ................................................................................................................................ 35 
Experimental Results ............................................................................................................. 35 
5.1 State Diagram of Results .............................................................................................. 37 
5.1.1 Windows 7 state diagram ...................................................................................... 37 
5.1.2 Windows 8 state diagram ...................................................................................... 38 
5.1.3 Linux and Mac OS state diagram .......................................................................... 39 
5.2 Discussion of Results ................................................................................................... 40 
5.2.1 Flags Behavior and Dependency ........................................................................... 42 
Chapter 6 ................................................................................................................................ 43 
6.1 Conclusion ....................................................................................................................... 43 
6.2 Future work ...................................................................................................................... 43 
References .............................................................................................................................. 44 
 
  
 
vi 
 
LIST OF FIGURES 
 
FIGURE 1: OSI REFERENCE MODEL ISO 7498 ............................................................... 2 
FIGURE 2: TCP/IP MODEL LAYERS ............................................................................... 3 
FIGURE 3: COMPARISON BETWEEN IP ADDRESS VERSION 4 AND VERSION 6 HEADERS ... 7 
FIGURE 4: ROGUE ROUTER ADVERTISEMENT ............................................................. 14 
FIGURE 5: PROCESS FLOW OF RECURSIVE DNS MODEL ............................................... 16 
FIGURE 6: DNS SERVER OPTION FORMAT .................................................................. 17 
FIGURE 7 : ARP REQUEST AND REPLY STEP BY STEP ................................................... 21 
FIGURE 8 : ARP DATA FRAME PACKET ........................................................................ 22 
FIGURE 9 : EUI-64 ADDRESS MECHANISM ................................................................... 29 
FIGURE 10: ROUTER ADVERTISEMENTS INDICATE PATHS OUT OF THE LOCAL LINK ..... 30 
FIGURE 11: FLAGS OPTIONS STATE DIAGRAM .............................................................. 31 
FIGURE 12 : GNS3 SIMULATOR MAIN WINDOW. .......................................................... 33 
FIGURE 13 : THE TEST TOPOLOGY IMPLEMENTATION .................................................. 34 
FIGURE 14 : WINDOWS 7 STATE DIAGRAM RESULTS .................................................... 37 
FIGURE 15: WINDOWS 8 STATE DIAGRAM RESULTS..................................................... 38 
FIGURE 16: MAC OS AND LINUX OS STATE DIAGRAM RESULTS ................................. 39 
 
  
 
vii 
 
LIST OF TABLES 
 
Table 1 Internet Protocol versions………………………………………….. 1 
Table 2 IPv6 address prefix identifiers……………………………………... 9 
Table 3 RDNSS extension field descriptions………………………………. 18 
Table 4 Router advertisement message format…………………………….. 27 
Table 5 RA configuration results with DHCPv6 server……………………. 36 
  
 
viii 
 
LIST OF ABBREVIATIONS 
 
PC Personal Computer 
TCP/IP Transmission Control Protocol/Internet Protocol  
IP Internet Protocol 
IPv4 Internet Protocol version 4 
IPv6 Internet Protocol version 6 
BGP Border Gateway Protocol  
OSPF Open Shortest Path First Protocol 
ICMP Internet Control Message Protocol 
RA Router Advertisement 
OS Operating System 
IANA Internet Assigned Numbers Authority 
IETF Internet Engineering Task Force 
RFC Request for Comments 
IPng Internet Protocol next generation 
HTTP Hyper Text Transfer Protocol 
FTP File Transfer Protocol 
SMTP Simple Mail Transfer Protocol 
MAC Media Access Control 
ARP Address Resolution Protocol 
NDP Neighbor Discovery Protocol  
LAN Local Area Network 
OSI Open System Interconnection  
 
ix 
 
ISO International Standard Organization 
NAT Network Address Translation 
IPsec Internet Protocol Security 
QoS Quality of Service 
IESG Internet Engineering Steering Group 
ADD Authorization Delegation Discovery 
SAVI Source Address Validation Improvement 
TRDP Trust Router Discovery Protocol 
TBS Trust Based Security 
CA Certificate Authority 
RDNSS Recursive DNS Server 
EUI Extended Unique Identifier 
ND Neighbor Discovery  
LL Link Local 
DAD Duplicate Address Detection 
OUI Organizationally Unique Identifier 
SN Solicitation Node 
MLD Multicast Listener Discovery 
  
 
x 
 
LIST OF APPENDICES 
 
Appendix A Creating Host to GNS3 Connection………………………….. 50 
Appendix B Cisco routers configuration mode commands………………... 55 
 
  
 
xi 
 
Abstract 
With growth of internet IPv4 address will run out soon. So the need of new IP 
protocol is indispensable. IPv6 with 128-bit address space is developed and maintain 
the support of IPv4 protocols with some upgrades such as BGP, OSPF and ICMP. 
ICMP protocol used for error reporting, neighbor discovering  and other functions for 
diagnosis, ICMP version 6 has new types of packets to perform function similar to 
address resolution protocol ARP called Neighbor Discovery Protocol NDP.NDP is 
responsible for address auto configuration of nodes and neighbor discovery. It define 
new packets for the purposes of router solicitation, router advertisement and others 
discovery functions. 
These RA’s messages are responsible for auto configuration IP address in version 6 
protocol and other information such as DNS information and Gateway. Using three 
flags (A, M and O) RA message can advertise the OS with proper configuration. 
Many question will answered at the end of research: What is the configuration for all 
combinations are set automatically? What will happen when all flags are set? How 
has the priority when two flags or more are set? What should happen if IP address 
and DNS information is obtained from two sources on the same link? 
In this research the ambiguity of router advertisement behavior is removed. These 
RA messages will be set with different values. Then, discover the auto configuration 
IP address and DNS options for operating system response. These configurations are 
the aim to this research. Many public OS’s compared in the research form different 
vendor such as Linux, Microsoft and Mac. 
The main simulator is GNS3 for network topology. Hosts attached to GNS3 using 
VMware workstations. Wire shark is used as network analyzer packets flow. 
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  tcartsbA cibarA
 الملخص
، نٍ ٚعذ تالإيكاٌ اعرٛعاب اجٓضج جذٚذج تغثة قشب َفار  تغثة انًُٕ انًرٕاصم نخذيح الاَرشَد فٙ انعانى
اصثحد عًهٛح ذطٕٚش تشذٕكٕل اَرشَد جذٚذ يغأنح  انشاتع. نٓزاانعُأٍٚ انخاصح تثشذٕكٕل الاَرشَد الاصذاس 
 انجٛم انجذٚذ يٍ تشذٕكٕل الاَرشَد.. تشذٕكٕل الاَرشَد الاصذاس انغادط ْٕ يًٓح جذا ٔ عاجهح
ٚذعى تشذٕكٕل الاَرشَد الاصذاس انغادط جًٛع يٛضاخ انثشٔذٕكٕل انقذٚى تالإضافح انٗ اعرحذاز خصائص 
 انعانى. ٚعرًذٔانرٙ ذغاعذ فٙ ذغٓٛم ٔذغشٚع يشٔس انثٛاَاخ فٙ انًٕجٓاخ حٕل  PMCIجذٚذج يثم تشذٕكٕل 
ٗ اكرشاف الاخطاء فٙ انشثكح ، انًغاعذج فٙ حم انًشاكم فٙ عًهّ تشكم اعاعٙ عه PMCIتشذٕكٕل 
 تالإضافح انٗ اعركشاف الاجٓضج انًجأسج يثم انًٕجٓاخ أ انحٕاعٛة أ غٛشْا.
فٙ عًهّ عهٗ خاصٛح اعركشاف الاجٓضج انًجأسج نّ يٍ خلال تشذٕكٕل يضًٍ  PMCIعرًذ تشذٕكٕل ٚ
انًٕجٕد فٙ تشذٕكٕل الاَرشَد  PRAيع فكشج تشذٕكٕل  . ْزا انثشذٕكٕل ٚرطاتق فٙ عًهّPDNتذاخهّ ٚغًٗ 
 الاصذاس انشاتع ٔنكٍ يع تعض انرغٛٛشاخ انجْٕشٚح.
ٚعرًذ عهٗ خاصٛح  PRA. تشذٕكٕل PDNتثشذٕكٕل  PRAاحذٖ ْزِ انرغٛٛشاخ ْٙ اعرثذال تشذٕكٕل 
 ٕدج فٙ انشثكح.الاعرعلاو عٍ عُٕاٌ يعٍٛ نجٓاص يعٍٛ ٔرنك تإسعال ذعًٛى عهٗ جًٛع الاجٓضج  انًٕج
ٚعرًذ عهٗ يعشفح عُٕاٌ جٓاص يعٍٛ نجٓاص يعٍٛ يٍ خلال  اسعال اعرعلاو انٗ يجًٕعح  PDNايا تشذٕكٕل 
 يعُٛح ذضى عذد يٍ الاجٓضج نٓا صفاخ يشرشكح ٔنٛظ نجًٛع الاجٓضج انًٕجٕدج عهٗ انشثكح كًا كاٌ عاتقا.
 .galFذحرٕ٘ عهٗ خصائص يعُٛح ذغًٗ  ARانعًهٛح يٍ خلال سعانح خاصح يٍ انًٕجّ ذغًٗ ًٚكٍ ذُفٛز 
تأًَاط يخرهفح لأَظًح ذشغٛم يخرهفح ٔعُقٕو تذساعح انشدٔد  ARفٙ ْزا انثحس عٕف َقٕو تإسعال عذج سعائم 
انخاصح تٓزِ الاَظًح عهٗ ْزِ انشعائم يع دساعح انعلاقح تُٛٓى يٍ خلال انعذٚذ يٍ انثشايج انًجاَٛح اعرخذيد 
 نُفقاخ.فٙ ْزا انثحس نرٕفٛش ا
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Chapter 1 
 
Introduction 
In 1970’s, IETF workgroups were working on Internet protocol and they were firstly 
invented the old version of Internet Protocol. IPv0 to IPv3 were used to development 
of IPv4. They never used for public and they were always remained as experimental 
versions. [24, 27] 
IP version number 5 was assigned to experimental Internet Stream Protocol, which 
was not referred to as IPv5 resulting to version gap [35, 45]. Table 1 shows the IP 
version and their use [39]. 
 
Table 1: Internet Protocol versions 
Decimal Keyword Version 
0-1  Reserved 
2-3  Unassigned 
4 IP Internet Protocol version 4 
5 ST ST datagram mode. 
6 IPv6 Internet Protocol version 6 
 
 
  
 
2 
 
1.1 Internet Protocol Version 4 
The Internet Protocol Version 4 is defined by IETF RFC 791.  IPv4 was developed in 
the early 1980s and widely used as public Internet Protocol. IPv4 has sat on the 
throne of online data transfer for over 25 years, proven that IPv4 well designed for 
exchange data and information over network [72, 73]. This network can be local area 
network used in office and home or metro area network as used in city or wide area 
network as used between counties. The media of transmission data in computer 
network consist of copper cables, radio waves or fiber optics.  
Two computer connected via copper cable can be called simple computer network. 
Networks are built to share information and resources between different computers 
and devices. To connect different devices in a network, unique IP Addresses are 
assigned to these devices [46]. In a single collision domain; where every packet sent 
on the segment by one host is heard by every other host; hosts can communicate 
directly via MAC address. 
MAC address is a factory coded 48-bits hardware address which can also uniquely 
identify a host [43]. But if a host wants to communicate with a remote host, i.e. not in 
the same segment or logically not connected, then some means of addressing is 
required to identify the remote host uniquely. A logical address is given to all hosts 
connected to Internet and this logical address is called Internet Protocol Address IP. 
An IP address can’t be used to transmit data within local network LAN. 
1.2 IPv4 OSI Model Layers 
Open System Interconnection or as known OSI Model is the international standard 
organization ISO well-defined model. Each layer communicates with nearest 
neighbor layer using various protocols defined in each one. OSI model consist of 7 
conceptual layers named as it shown in figure 1 [55]: 
 
Figure 1: OSI reference model ISO 7498 
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1.3 IPv4 TCP/IP Model 
TCP/IP is commonly used for the set of network protocols that compose the Internet 
Protocol. TCP/IP is the key element of Internet [26]. To interconnect your local 
network with other networks, you must obtain a unique IP address for your network. 
IP address is the device address that allows devices to transport packets from 
network to network via routers. 
TCP/IP is containing two protocols TCP and IP. They have some differences that 
enable each other to work independent. IP transfers data from one device to another 
device on using Internet, TCP transfer data into the applications running on the 
devices. In contrast with the OSI model, this model of protocols contains fewer 
layers. Figure 2 shows the IPv4 TCP/IP layers [38]: 
 
Figure 2: TCP/IP Model layers 
 
Internet Protocol being a layer-3 protocol (OSI) takes data Segments from layer-4 
(Transport) and divides it into packets. IP packet encapsulates data unit received 
from above layer and add to its own header information [39]. 
IPv4 address is 32 bit wide range, which permits for 4,294,967,296 unique addresses 
[29, 35]. Each address is written in dotted decimal notation, where each decimal 
value of the four address byte is separated by “dots” or “periods”. The range of each 
byte is from 0 to 255 called dotted decimal notation. The first byte value of network 
address can’t be greater than 223, because those addresses are reserved for special 
use. IP address contains two parts a network part and host part [36, 37, 60].  
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The Internet Assigned Numbers Authority (IANA) is a department of Internet 
Corporation for Assigned Names and Numbers ICANN responsible for coordinating 
the key elements that keep the Internet running smoothly [61]. IANA Has exhausted 
the global IPv4 address space which leads the ISP’s to transfer the technology of 
internet to the next level [20, 33, 42]. The transition from IPv4 protocol to IPv6 
protocol presents many challenges to the internet community. Various solutions have 
been proposed, including dual stack, tunneling, and translation [21, 32, and 28]. 
1.4 IPv4 - Limitations 
Initial design of IPv4 did not change since RFC 971, which was published 1981. The 
growth of internet created many issues, which proved IPv4 need to be changed. The 
main limitations of IPv4 are [62]: 
Shortage of IPv4 Addresses: The IPv4 addressing system uses 32-bit address space. 
This 32-bit address space is further classified to usable A, B, and C classes. Many 
addresses are reserved, such as the research (239–254), broadcast (255), multicast 
(224–239), private (10, 172.16, and 192.168), and loopback addresses (127). 32-bit 
address space allows for 4.3 billion of IPv4 addresses. Only 3.7 billion of these 
addresses are actually usable. Many addresses which are allocated to many 
companies were not used and this created scarcity of IPv4 addresses. 
Lack of Security Issues: since published in 1981 and the current network security 
threats were not anticipated that time. Internet Protocol Security (IPSec) is a protocol 
suit which enables network security by protecting the data being sent from being 
viewed or modified. Internet Protocol Security (IPSec) provides security for IPv4 
packets, but Internet Protocol Security (IPSec) is not built-in and optional. Many 
IPSec implementations are proprietary. 
Address configuration related issues: Networks and also internet is expanding and 
many new computers and devices are using IP. The configuration of IP addresses 
(static or dynamic) should be simple. 
Quality of Service (QoS) is available in IPv4 and it relies on the 8 bits of the IPv4 
Type of Service (TOS) field and the identification of the payload. IPv4 Type of 
Service (TOS) field has limited functionality and payload identification (uses a TCP 
or UDP port) is not possible when the IPv4 datagram packet payload is encrypted. 
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1.5 IPv6 History and Foundation 
The rapid development of internet growth justified the urgent need for the 
development of the Internet Protocol IPv4 to meet new challenges. This forced the 
Internet Engineering Task Force to develop a next generation Internet Protocol called 
IP version 6 [44, 63].  
IPv6 was designed to be an evolutionary step from IPv4. It was not a design take 
over IPv4 right away. With increasing the number of new devices being connected to 
the internet, the need grow more address than the IPv4 able to accommodate [1, 30, 
31]. 
First known as Next Generation Internet Protocol (IPng) [2], when it existed as a 
committee within Internet Engineering Task Force, now it’s officially known as 
Internet Protocol version 6 IPv6 [22]. 
RFC 1752 first recommendation voice of the IPng was on what should be used to 
replace the current version of the Internet Protocol.  This recommendation was 
accepted by the Internet Engineering Steering Group (IESG) and published in 1995 
[63]. 
The current representation of IPv6 format in 128 bit long address and 16 octets long 
with 4 hex digit groups was found in RFC 1924 published in 1996 [64]. 
RIPng is routing protocol for an IPv6 internet based on protocols and algorithms 
currently in wide use in the IPv4 Internet. This RFC represents the minimum change 
to the Routing Information Protocol (RIP) published in RFC 2080 in 1997 [65]. 
The basic IPv6 header and the initially defined IPv6 extension headers and options 
specification was in RFC 2460. It also discusses packet size issues, the semantics of 
flow labels and traffic classes, and the effects of IPv6 on upper layer protocols [66]. 
RFC 3315 describe the Dynamic Host Configuration Protocol for IPv6 (DHCP) to 
enable DHCP servers to pass configuration parameters such as IPv6 network 
addresses to IPv6 nodes. Also describe how DHCP provide a device with addresses 
assigned by a DHCP server and other configuration information, which are carried in 
options such as statefull and stateless auto configuration protocol. 
RFC 3315 also summarizes DHCP, explaining the message exchange mechanisms 
and example message flows. Rather than, list of all possible client-server interactions 
operation [67]. 
The new option of prefix delegating of IPv6 mechanism using Dynamic Host 
Configuration Protocol was implemented in RFC 3633. This mechanism is intended 
for delegating a long lived prefix from a delegating router to a requesting router, 
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across an administrative boundary, where the delegating router does not require 
knowledge about the topology of the links in the network to which the prefixes will 
be assigned [68]. This specification and optional mechanism was later updated by 
RFC 6603 published in 2012 [69]. 
The addressing architecture of the IP version 6 protocol was implemented in 
RFC3513 and updated by RFC4291.  The document includes the IPv6 addressing 
model, text representations of IPv6 addresses, definition of IPv6 unicast addresses, 
anycast addresses, multicast addresses, loopback address, unspecified address and an 
IPv6 node's required addresses. Also describe the alternative representation when 
dealing with mixed environment of IPv4 and IPv6 addresses [70]. 
The privacy extensions for Stateless Address Auto configuration in IPv6 specified in 
RFC4941. As nodes use IPv6 stateless address auto configuration to generate 
addresses using a combination of locally available information and information 
advertised by routers. 
Combining network prefixes with an interface identifier addresses are formed in 
IPv6.  On an interface that contains an embedded IEEE Identifier, the interface 
identifier is typically derived from it.  On other interface types, the interface 
identifier is generated through other means, for example, via random number 
generation [71]. 
IPv6 is developed to overcoming the problems in IPv4. One important difference 
between IPv4 and IPv6 is the length of their addresses [41]. Its 128-bit address 
format signiﬁcantly enlarges the address space [25] and will satisfy the address 
demands for a fairly long time. It is large enough to be confidently conclude that the 
addresses will never run out [48].  
The length of the address also makes preﬁx aggregation fairly ﬂexible, and 
subsequently achieves global addressing and routing in a hierarchical pattern [23]. 
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1.7 IPv6 Header vs. IPv4 Header 
IPv4 address uses 32-bit address which means 2
32
 = 4.3 billion addresses, while IPv6 
uses 128-bit or approximately 3.4x10
38
 addresses more than 7.9x10
28
 times as many 
as IPv4 [3, 24, 34, 45]. Figure 3 compares the structure of an IP address version 4 
and version 6 [40]. 
 
Figure 3: comparison between IP address version 4 and version 6 headers 
 
1.8 IPv6 Features and Motivation 
The main motivation of the new specification of the Internet protocol is the address 
space limitations. The global Internet has experienced many years of sustained 
exponential growth, doubling in size every nine months or faster. In 1999, on the 
average, a new host appeared on the Internet every two seconds [7]. However, the 
32-bit address space of IPv4 is limited and, even more, unfair divided between 
different organizations. While network address translation technology NAT seems to 
be a solution for some topologies like managing multiple LANs of one corporation, it 
cannot handle the needs of new evolving Internet areas like for example China. 
IPv6 is redesigned entirely to keep the basic functionalities of IP addressing. It offers 
the following features [50, 59]: 
IPv6 solve the lack of Internet Protocol addresses version 4. IPv6 increases the IP 
address size from 32 bits to 128 bits, to support more levels of addressing hierarchy 
[51].  
IPv6 uses 4 times more bits to address a device on the Internet. This much of extra 
bits can provide approximately 3.4×10
38
 different combinations of addresses. 
According to an estimate, 1564 addresses can be allocated to every square meter of 
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this earth. With the large number of available addresses can be eliminated using 
address conservation techniques like NAT [52]. 
Although IPv6 header’s is twice bigger than IPv4, IPv6 header’s is simpler than IPv4 
header’s by moving the unnecessary options and header information to the end. The 
little change in header’s positions makes router decisions quickly. 
Every device has unique IP address and can pull through the Internet without using 
NAT or other translating components. After IPv6 is fully implemented, every host 
can directly reach other hosts on the Internet, with some limitations like Firewall, 
organization policies, etc. 
No urgent need of DHCP server, since IPv6 supports both statefull and stateless auto 
configuration mode of its host devices. 
An optional security services in IPv4 become a mandatory in IPv6. Cryptographic 
security service such as confidentiality, authentication and data integrity is 
implemented. Internet protocol security IPsec also becomes a part of the base 
protocol in IPv6 [52]. 
IPv6 does not have any broadcast support any more. It uses multicast to 
communicate with multiple hosts. 
IPv6 has introduced Anycast mode of packet routing. In this mode, multiple 
interfaces over the Internet are assigned same Anycast IP address. Routers, while 
routing, send the packet to the nearest destination. 
IPv6 was designed to support mobility in mind. This feature enables hosts (such as 
mobile phone) to roam around in different geographical area and remain connected 
with the same IP address. The mobility feature of IPv6 takes advantage of auto IP 
configuration and Extension headers. 
In IPv6, Traffic class and Flow label are used to tell the underlying routers how to 
efficiently process the packet and route it. 
Large IP address scheme in IPv6 can configure hosts with globally unique IP 
addresses. This mechanism saves IP addresses and NAT is not required. So devices 
can send/receive data among each other, for example, VoIP and/or any streaming 
media can be used much efficiently. 
Other fact, the header is less loaded, so routers can take forwarding decisions and 
forward them as quickly as they arrive. 
One of the major advantages of IPv6 header is that it is extensible to add more 
information in the option part. IPv4 provides only 40-bytes for options, whereas 
options in IPv6 can be as much as the size of IPv6 packet itself. 
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The Neighbour Discovery Protocol (NDP) is a protocol available in IPv6. The NDP 
is based on Internet Control Message Protocol Version 6 (ICMPv6) messages that 
manage the interaction nodes on the same link. There is no Address Resolution 
Protocol (ARP) for IPv6 and the role of the ARP is replaced by NDP [52]. 
1.9 IPv6 Address Types 
IPv6 has several types of addresses as the following: 
Global Unicast IPv6 addresses: Used to identify a single interface. These are 
standard globally unique unicast addresses (public IPv4 addresses) as in IPv4, one 
per host interface. Global Unicast IPv6 addresses are internet routable IPv6 
addresses. 
Link Local IPv6 addresses: Link Local IPv6 addresses allow communications 
between devices on a local link. Link Local IPv6 addresses are not routable. They are 
used on a subnet. Normal Link Local IPv6 address prefix is fe80::/10. 
Multicast: A multicast address identifies zero or more interfaces on the same or 
different hosts. A multicast transmission sends packets to all interfaces that are part 
of a multicast group. 
The group is represented by the IPv6 destination address of the packet. IPv6 
multicast addresses start with FF. Following are the important IPv6 multicast 
addresses. 
ff02::1 - All nodes on the local network segment 
ff02::2 - All routers on the local network segment 
Anycast: An anycast address identifies multiple interfaces. An anycast transmission 
sends packets to only one of the interfaces associated with the address, not to all of 
the interfaces. This interface is typically the closest interface, as defined by the 
routing protocol. 
Loopback: Used by a node to send an IPv6 packet to itself. An IPv6 loopback 
address functions the same as an IPv4 loopback address. The IPv6 loopback address 
is 0000:0000:0000:0000:0000:0000:0000:0001/128, which can be also represented  
as ::1 
We summaries the IPv6 addresses as identified by the high-order bits of the address 
in Table 2. 
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Table 2: IPv6 address prefix identifers 
Address type Binary prefix IPv6 
notation 
Unspecified 00...0  (128 bits) ::/128 
Loopback 00...1  (128 bits) ::1/128 
Multicast 11111111 FF00::/8 
Link-local unicast 1111111010 FE80::/10 
Site-local unicast 1111111011 FEC0::/10 
Anycast Multiple interfaces are assigned same IP address  
Global unicast everything else  
1.10 Thesis Contribution  
Whereas IPv4 hosts must reply on manual configuration or DHCP to provide the 
address of a default gateway, IPv6 hosts can automatically locate default routers on 
the link.  
This is accomplished through the use of two ICMPv6 messages: 
Router solicitation message (type 133).  
Router advertisement message (type 134).  
When a host joins a link, an IPv6 host multicasts a router solicitation to the all 
routers multicast group. 
Each router active on the link responds by sending a router advertisement message 
(called RA message) with its address to the all nodes group. 
This RA message contains three flags called A flag, M flag and O flag. These flags 
advertise the operating system what is the proper auto configuration can do for IP 
address and other network configuration such as DNS options and Gateway. 
RFC’s doesn’t have clear behavior with public OS used in local network. 
The aim of this research is to remove the ambiguity of router advertisement flags 
behavior with public OS by sending router advertisements message with different 
parameters of M, O and A flags. And answer some questions as: 
What should operating systems do when IP information can be obtained from 
multiple sources such as router advertisements and DHCPv6 server? 
Who will take the higher priority if this information is send by more than one source? 
The dependency between A flag, M flag and O flag will be cleared at the end of this 
research.  
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All flags will be set with all possible values. Then, we will test the auto configuration 
IPv6 protocol using neighbor discovery protocol to the response of operating system 
for these flags.  
1.11 Thesis Structure 
In chapter 2, we summarize some of the related work with router advertisement 
message and IPv6 protocol. Despite that, there is not a lot of work in the literature 
examining what we aim in this research. 
 In chapter 3, introduce an overview of routing discovery protocols. Beginning with 
IPv4 discovery protocols such as ARP protocol. Answering the following questions: 
How APR is work? What is the ARP packet structure? What are the vulnerabilities 
of ARP protocol? What are ARP protocol weak points? 
After that, the discovery protocol in IPv6 NDP will be introduced. NDP, which is the 
replacement protocol of ARP, is IPv6 protocol used to find neighbor hosts and other 
options. The advantages of NDP protocol over ARP protocol will be cleared. Why 
ARP is deprecated ?  
Chapter 4 will explain in detail the simulation program and all tools used to discover 
the response message results. 
Chapter 5 will introduce the experimental configuration results of RA message with 
all other public OS systems. Obtained results will be discussed in details and the 
relation between output results will be cleared at end of this chapter. 
Finally, in chapter 6 we present thesis conclusion and recommendation for future 
work. 
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Chapter 2 
 
Related Work 
Related RFC’s doesn’t have clear answers with the expected behavior of operating 
systems configuration. Literature works in examining router advertisements 
messages behavior with public used operating systems are almost zero. In this 
chapter literature work with RA message will be summarized. 
Hoﬀmann and Grob investigate the current state of the ICMPv6 implementation 
available on contemporary Operating Systems and the Router Advertising Daemon 
RADVD. 
They suggest the following modifications that allows RA messages to be sent either 
as Link Local LL. 
 LL multicast to the All Node address ff02::1 
 LL unicast (’MAY’) to individual hosts. 
The propose solution has made the following adjustments in the way a RADV router 
acts on Router Solicitations: 
 Router Advertisements sent upon a received Router Solicitation should be send to 
the soliciting host’s LLU address. 
 Router Advertisements following Router Solicitations should be send prompt 
without delay to the soliciting host. 
 Router Advertisements sent upon Router Solicitations don’t impact the timing of 
periodically send unsolicited advertisements. 
Due to proposed changes, these functionalities can be easily realized by simple IPv6 
address filters. In addition, a qualified handling of RA messages including a type3 
option should include the following mechanisms: 
Upon sending a Router Solicitation for prefix discovery a state flag is set which is 
initialized to some value, typically four times the value of the (initial) Round Trip 
Timer RTT. Only Router Advertisements received within that period are accept; 
others even targeting the node’s LLU are discarded. 
Per interface an upper limit for accepted link prefixes shall be imposed and perhaps 
may be configurable by a particular variable (accept_maxprefix = 12). 
They proposed a modiﬁcation of RFC4861 to balance the requirements of hosts and 
routers regarding Router Solicitation/Router Advertisements. These modiﬁcations 
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can be relatively easily incorporated into the existing IPv6 stack providing backward 
compatibility. 
Further, the vendors of network components, in particular intelligent switches may 
need enhance their products to support the conﬁnement of Router Advertisements 
traﬃc with respect to some dedicated ports [13]. 
Narayan and et al, conducted  unbiased  empirical performance  comparison  of  IPv4  
and  IPv6  protocol  stack on Windows  operating  systems. They evaluate Windows 
XP Professional & Server 2003 and compared results with previously studied 
Windows 2000.  Using  TCP  and  UDP traffic  between  two  nodes,  and  
throughput  as  the  metric, found that:  
For  small  packet  sizes,  performance  difference between  IPv4  and  IPv6  is  lower  
than  theoretical  value  for both  Windows  XP  and  Server 2003  have  throughput  
difference  of  approximately  5% evident for both TCP and UDP traffic.  
For  large  packet  sizes,  IPv4  and  IPv6  performance difference  is  higher  than  
the  theoretical  value.  TCP traffic on Windows Server 2003 shows a difference of 
10.4% and UDP traffic on Windows XP shows 12%. 
All operating systems evaluated have at the core the same Window NT kernel 
architecture and yet portray different throughput performance. In the absence of 
availability of the operating system source codes, we can only speculate reasons for 
differences in performance of the protocols. 
Comparing Windows 2000 IPv4/IPv6 performance for both TCP and UDP protocols 
with the newer operating systems (Windows XP and 2003), it is observed that 
Windows 2000 throughput values are significantly lower than both the counterparts 
for smaller packet sizes. 
This difference can be attributed to how efficiently an operating system handles 
TCP/IP packet buffer allocated by the kernel. Packet buffer is a shared memory 
space on a computer that holds data as it transits between devices. they have 
contributed to overall performance enhancement of newer Windows operating 
systems. 
Although  two  operating  systems  may  have  the  same kernel,  network  
performance  can  be  different. Comparing throughput  values  obtained,  network  
throughput  depends  not  only  on  traffic  type and Internet  Protocol  version,  but  
is  also  governed  by  the choice of the operating system [14]. 
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Abraham and et al, used  6MoN  monitoring  tool  that operates  by  listening  
broadcast  and  multicast  Ethernet frames sent by active nodes on a LAN.  Each 
IPv4 and IPv6 node has to go to neighbor discovery process before starting 
communication; this simple concept makes 6MoN usable with a minimal 
configuration on every LAN without external component.  
Application installed in a dual stack host makes a DNS query before making 
connection to a remote host. If the DNS response contains both IPv6 and IPv4 
addresses, it is common that some operating systems and network applications try to 
make IPv6 connection and in case of failure it fallback to IPv4. 
If there is an IPv6 network connection failure, it is common to notice the network to 
be very slow. This is one of the most typical malfunction that users notice in 
presence of rogue RAs.  
With the presence of rogue Router Advertisement containing a valid Router Lifetime 
as shown in figure 4 [49], the host configures the wrong default router. If the Router 
Advertisement contains a prefix option with appropriate valid and preferred lifetime 
having the A flag set the host auto configures the corresponding unicast address for 
that prefix. 
 
Figure 4: Rogue Router Advertisement 
The policy used by hosts for selecting the default route from the default routers list 
depends on the implementation of the operating system. Hosts trying to access a 
remote site using the default router corresponding to the rogue RA may fail.  
A host may also select the correct default router while using a rogue global unicast 
address as source address to start new connections, which may cause problems for 
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the returning network traffic. Only hosts using the correct network unicast addresses 
and the official default routers will continue to operate correctly. 
In  dual  stack  environments,  it  is  common  to  have  rogue  Router Advertisements  
both on wired and wireless LANs causing  operational  problems  for  hosts  on  a  
network.  In a multivendor campus network, with different networking equipment 
and operating systems, it is necessary to have a network monitoring tool that helps 
network administrators to detect and mitigate rogue router advertisements 
automatically [49]. 
Raja Kumar and et al, investigates the current router discovery mitigation methods 
such as Authorization Delegation Discovery ADD, Source Address Validation 
Improvement SAVI, Trust Router Discovery Protocol TRDP and Router 
Advertisement Guard. The investigation would further increase the understanding on 
their weakness so that it could be used to formalize a new security method for router 
discovery. They propose a new security mechanism based on distributed trust 
management called Trust Based Security (TBS) for IPv6. 
The TBS trust construction uses a trust community in IPv6 LAN that distributes the 
trust between members in the local network, thus all nodes trusts each other without 
any specific Certificate Authority (CA). To do this, a mechanism to make trusted 
community is required. 
They use a hash function algorithm to provide integrity of the NDP message 
including RS and RA message. Therefore, receiver could recognize the sender's 
message and trust them based on the trusted message. 
To do this, receiver would verify the incoming message by applying the same hash 
algorithm used in the sender. If the integrity of the message is verified, the receiver 
then creates an entry on its neighbor cache for the solicitation sender. 
Neighbor cache in NDP mechanism contains IP address, link layer address and 
reachability states. In TBS mechanism, another column in the neighbor cache table 
was added called trust states. This trust status would determine what trust states of 
neighbors that could be trusted, distrust and uncertainty. 
Theoretical  analysis  of  this  mechanism shows a decrease in bandwidth 
consumption compared to ADD on  Secure  Neighbor  Discovery  mechanism  up  to  
3.15  times lesser [15]. 
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Tony Bonanno and et al, uses router advertisement message RA to design and 
implantation of recursive DNS server. The extension of the RA message is used via 
IPv6 neighbor discovery protocol, Hosts using RDNSS to resolve DNS names will 
increase. If the client cannot find a DNS Server in its DNS Cache, it must use other 
means to find DNS Servers, see figure 5[16]. 
 
Figure 5: Process flow of recursive DNS model 
The design and implementation based on Router Advertisement message have a 
RDNSS extension. RDNSS is a DNS mechanism which provides a recursive service 
to resolve DNS queries. 
The procedure of this mechanism consists of these steps: 
 The IPv6 host sends Router Solicitation RS message to get an RA message 
and its optional. 
 For the RS message sent by IPv6 host, the Router sends an RA message, 
which contains Prefix Information option of the RDNSS for stateless address 
auto configuration and RDNSS options for DNS servers. 
 If there is a Prefix Information option in the RA message, the IPv6 host 
performs stateless address auto configuration on the basis of the prefix 
included in the option. 
 If there is an RDNSS option in RA message, the IPv6 host stores the RDNSS 
address in both its DNS Server Cache and Resolver File. 
 If at any point Prefix Information does not exist or stateless address auto 
configuration does not occur, then Statefull Address Auto configuration using 
DHCPv6 occurs. 
The design provides a functional and reliable operation of distributing RDNSS 
information in a local and site local network [16]. 
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Jeong, et al. defines a new RFC for neighbor discovery ND option called RDNSS 
option that contains the addresses of recursive DNS servers.  Existing ND transport 
mechanisms are used such as advertisements and solicitations.  
This works in the same way that hosts learn about routers and   prefixes.  An IPv6 
host can configure the IPv6 addresses of one or more RDNSS via RA messages 
periodically sent by a router or solicited by a Router Solicitation. 
The RDNSS option contains one or more IPv6 addresses of recursive DNS servers.  
All of the addresses share the same lifetime value.  If it is desirable to have different 
lifetime values, multiple RDNSS options can be used.  Table 3 show the fields 
description used in Figure 6 [74]. Figure 6 show the fields options of the RDNSS. 
 
Figure 6: DNS Server Option Format 
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Table 3: RDNSS extension field descriptions 
Field Description 
Type Message type assigned by IANA 
Length  Length of 3 X 8 octets. 
Pref A value of 15 indicates the highest preference. 
Lifetime Time to Live for a packet. 
IPv6 address for DNS Server Site local RDNSS IPv6 Address 
 
Through the RDNSS option, along with the prefix information option based on the 
ND protocol, an IPv6 host can perform network configuration of its IPv6 address and 
RDNSS simultaneously without needing a separate message exchange for the 
RDNSS information. 
The RA option for RDNSS can be used on any network that supports the use of ND. 
This approach requires RDNSS information to be configured in the routers sending 
the advertisements. 
The configuration of RDNSS addresses in the routers can be done by manual 
configuration.  The automatic configuration or redistribution of RDNSS information 
is possible by running a DHCPv6 client on the router [74]. 
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Jeong, et al, standardizes the ND option called the RDNSS option defined in [74] 
that contains the addresses of recursive DNS servers. Also defines a new ND option 
called the DNSSL option for the Domain Search List.  This is to maintain parity with 
the DHCPv6 options and to ensure that there is necessary functionality to determine 
the search domains. 
The existing ND message (i.e., Router Advertisement) is used to carry this 
information.  An IPv6 host can configure the IPv6 addresses of one or more 
RDNSSes via RA messages.  Through the RDNSS and DNSSL options, along with 
the prefix information option based on the ND protocol, an IPv6 host can perform the 
network configuration of its IPv6 address and the DNS information simultaneously 
without needing DHCPv6 for the DNS configuration.  The RA options for RDNSS 
and DNSSL can be used on any network that supports the use of ND. 
This approach requires the manual configuration or other automatic mechanisms 
(e.g., DHCPv6 or vendor proprietary configuration mechanisms) to configure the 
DNS information in routers sending the advertisements [75]. 
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Chapter 3 
 
Background of Discovery Protocols 
3.1 ARP Protocol 
In Ethernet network, and in order to communicate with each other, hosts should 
know and link the logical address (IP address) to the physical address (MAC address) 
[76]. The mapping between IP address and Mac address is called Address resolution 
ARP [53, 54].This dynamic mapping procedure is consist of two messages: ARP 
request and ARP replay. But this procedure is differentiate between local and remote 
computers. 
ARP Request: It is sent by the host and contains its IP address, MAC address, the 
type of ARP message and the destination IP address. Then this ARP request is 
broadcast to all the hosts in the same LAN as the sending host. The destination MAC 
address field is left blank to be filled by the host with the targeted IP address [77]. 
ARP Reply: Upon receiving the ARP request, the host with the destination IP 
address fills its MAC address in the blank field previously mentioned and the 
operation field is set to the operation code of the ARP reply. Then, this packet is 
directly sent to the requesting machine (unicast), which updates its ARP cache with 
the requested MAC address [77]. 
When host tries to communicate with another local host, ARP protocol initiates an 
APR request. If IP establishes the request is local, the source host scans his internal 
memory of ARP cache for the destination host hardware address. If no entry is 
found, ARP protocol initiate an ARP request by asking the local hosts “which 
computer does this particular IP address belong to? And what it’s the hardware 
address? ”. The request message is broadcast over the local network. Each host 
receiving checks whether the requested IP address agrees with its own. If it doesn’t 
agree the host ignores the request. But if the message IP request matches with a host 
IP address, it sends an ARP replay containing its hardware address back to the source 
host. Then the destination host updates its ARP cache with the source host IP and the 
MAC address. The communication is possible as soon as the source host receives the 
replay. 
For remote Network, the source host must find the hardware address of the default 
router. To do this the source host sends an ARP request containing the default router 
IP address. Thereupon, the default router sends an ARP replay containing its own 
hardware address back to the source host. Now the source host sends the data packet 
to the default router address. The packet contains the destination host IP address. The 
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router looks up this IP address in its routing table and uses routing table information 
to forward the packet to the destination host 
ARP request by system A and ARP reply from system b step by step are shown in 
figure 7 [77] 
 
Figure 7 : ARP request and reply step by step 
However, in order to reduce the number of address resolution requests, a client stores 
the mapped addresses for a (short) period of time in a temporary memory called the 
ARP cache. It has finite size and permanently deletes unused entries and evacuates 
unsuccessful attempts to free space in the memory by periodically flushes all the 
entries. Considering a host changes its MAC address, this modification can be easily 
detected by different hosts in the network when the cache entry is removed, and then 
a new ARP message is sent to affirm the new association. 
Although ARP is one of the most widely used protocol in any network (e.g. IEEE 
802.11 and Ethernet), it presents flaws that make it vulnerable to numerous attacks. 
Its weak points that are imposed by attackers can be summarized as follows [77]: 
ARP does not use authentication for its requests or replies, so faked requests/replies 
can be easily produced. 
ARP is a stateless protocol i.e. it does not retain the state of the requests, so replies 
can be sent without corresponding requests. 
As indicated by the ARP protocol, upon receiving an ARP packet reply, a host must 
update its local ARP cache with the corresponding information in the source fields, 
without taking into consideration that the receiving node already has an entry for the 
source IP address in its ARP cache. 
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ARP specification states that the host receiving the ARP request will update its 
cache, even if the node already has an entry for the source IP address of the request. 
ARP data frame is shown in figure 8 [78] 
 
Figure 8 : ARP data frame packet 
3.1.1 ARP Conflict Detection 
An ARP probe is an ARP request constructed with an all-zero sender IP address. The 
term is used in the IPv4 Address. 
Conflict Detection specification. Before beginning to use an IPv4 address (whether 
received from manual configuration,  DHCP,  or  some  other  means),  a  host  
implementing  this  specification  must  test  to  see  if  the  address  is already in use, 
by broadcasting ARP probe packets[5,6].  
3.1.2 Vulnerabilities of ARP protocol 
The ARP protocol security issues are mainly from its working mechanism and how 
the protocol stacks implement. The essence of ARP Spoofing is refreshing a host's 
ARP cache table, having the wrong IP address and MAC address mapping. Its 
vulnerability is mainly reflected in the following two aspects: 
One of the vulnerabilities comes from the ARP cache. ARP cache uses dynamic 
updating mechanism and timely phase-out of outdated IP-MAC records, rational use 
of cache can improve lookup efficiency. However, this advantage has become a 
malicious attacker's accomplice. Though each of IP-MAC records has its own 
lifetime, as long as the malicious attacker has changed the record before the update, 
then the fake records would store in the cache, the corresponding host will be 
deceived during this period of time. 
The other vulnerability is derived from the mechanism of requests and responses in 
ARP protocol. Without necessary restriction, it allows any host in the LAN to have 
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packets sent and received, with full trust of the packets. And the receiver does not 
verify the accuracy corresponding to IP and MAC in the received the packets; this is 
a significant vulnerability in the ARP protocol. As long as it is for the ARP reply 
packets from the LAN, IP-MAC address records will be updated to the local ARP 
cache, without any certification. It is also an important factor contributing to ARP 
Spoofing. 
ARP weak points that are imposed by attackers can be summarized as follows [76]: 
 ARP does not use authentication for its requests or replies, so faked 
requests/replies can be easily produced. 
 ARP is a stateless protocol i.e. it does not retain the state of the requests, so 
replies can be sent without corresponding requests. 
 As indicated by the ARP protocol, upon receiving an ARP packet reply, a 
host must update its local ARP cache with the corresponding information in 
the source fields, without taking into consideration that the receiving node 
already has an entry for the source IP address in its ARP cache. 
 ARP specification states that the host receiving the ARP request will update 
its cache, even if the node already has an entry for the source IP address of 
the request. 
 ARP spoofing (Also known as ARP cache poisoning) is a technique where an 
attacker sends fake (“spoofed”) ARP messages onto a LAN in order to 
associate its MAC address with the IP address of another host (such as the 
default gateway), so that any traffic meant for that host is directed to the 
attacker instead. This attack is considered as an initiation for other attacks, 
such as Denial of Service (DoS), Man in the Middle (MiM) attacks 
ARP protocol is deprecated in IPv6 the function of ARP is replaced in IPv6 by 
neighbor discovery protocol [4]. 
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3.2 Neighbor Discovery Protocol NDP 
Before exchanging information on an IP network, nodes should gather configuration 
information (such as IP address, network prefix, default router, etc.). IPv6 anticipated 
the need to configure and manage a large number of nodes by supporting stateless 
address auto configuration. This mechanism requires no manual configuration of 
hosts, minimal (if any) configuration of routers and no additional servers which make 
it [47]. 
Neighbor discovery Protocol is one of the major protocols included in IPv6.Similarly 
to the Address Resolution Protocol (ARP) in IPv4 networks; neighbor discovery 
allows the discovery of other IPv6 hosts on the link. 
Neighbor discovery also includes many improvements over ARP such as router 
discovery, packet redirection, and maintenance of reachability information about 
active IPv6 neighbors, address auto configuration and duplicate address detection. 
For this, neighbor discovery defines new ICMPv6 packets known as router 
solicitation and advertisement, neighbor solicitation and advertisement, and redirect. 
Redirect messages are used by router to inform hosts of better route for packets sent 
to a particular destination. The purpose of neighbor solicitations and advertisements 
are twofold. 
First, neighbor solicitations are used to resolve the link-layer address of a neighbor 
(similarly to ARP in IPv4). Each node registers the discovered correspondence 
between IPv6 and link-layer addresses in its neighbor cache. 
Neighbor solicitations also serve to verify that a known neighbor is still reachable. 
Neighbor advertisements are sent in response to neighbor solicitation message. 
Routers periodically send router advertisements to advertise their presence on the 
link and spread various parameters about the network connectivity.  
Hosts will not wait for the next scheduled router advertisement can send router 
solicitation to trigger the transmission of a new router advertisement. 
The reception of a router solicitation allows a host to discover the address of the 
router, the IPv6 prefix of the link together with the associated lifetime, and in some 
case the address of a DNS server. 
With such information, a host is able to configure its own global IPv6 address by 
prepending the received IPv6 prefix to the 64 bits Extended Unique Identifier (EUI-
64) of its network interface. This new address is associated to the interface as 
tentative. Before final association, the host has to verify its uniqueness on the link by 
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performing duplicate address detection. This phase consists in trying to discover 
hosts that already own this IPv6 address by sending neighbor solicitations. 
A host already using this address replies with a neighbor advertisement. In that case, 
the address cannot be assigned to the interface of the original host. If there is no 
response after the transmission of three consecutive neighbor solicitations, the host 
assumes that the address is unique and can be assigned to its interface. 
 The major feature of IPv6 is a client auto configuration interface with neighbor 
discovery protocol messages through neighbor discovery; the host locates an IPv6 
router on the local link and requests a site prefix. The host does the following, as part 
of the auto configuration process [7, 8]: 
Create a link-local address for each interface, which does not require a router on the 
link. 
Verify the uniqueness of address's on a link, which does not require a router on the 
link. 
Determine if the global addresses should be obtained through the stateless 
mechanism, the statefull mechanism, or both mechanisms.  
There are four types of neighbor discovery message [9]: 
1. Solicited (discover from client to the Multicast group of DHCP servers).  
2. Advertisement (from DHCP server to clients).  
3. Request (from client to server DHCP).  
4. Reply (acknowledgment from DHCP server to client). 
Router solicitation message issued by a host to cause local routers to transmit 
information about local routing or perform stateless auto configuration [10]. 
Router advertisement message is issued periodically by a router or in response to a 
Router Solicitation message from a host. 
The information contained in these messages may be used by hosts to perform 
stateless auto configuration and modify its routing table defined by RFC 4861[11]. 
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3.2.1 NDP Message Format 
Static IP is better to use on critical machine such as servers, routers and printers. 
IPv6 gives the hosts the ability to automatically configure their own IPv6 addresses. 
The challenges are:  
 Detect duplicate address 
 Know your subnet prefix. 
 Know your gateway. 
 Get valid DNS service. 
This can be done in IPv6 using Stateless Address Auto Configuration known as 
SLAAC. SLAAC is developed to achieve the following goals [56]: 
Minimize the manual configuration of individual machine using unique address 
generation mechanism for each interface. 
For communicating; link local address is used in small sites consisting of a set of 
machines attached to a single link should not require the presence of a DHCPv6 
server or router. 
Address configuration should facilitate the graceful renumbering of a site's machines. 
Renumbering is achieved through the leasing of addresses to interfaces and the 
assignment of multiple addresses to the same interface. 
A large site with multiple networks and routers should not require the presence of a 
DHCPv6 server for address configuration.  In order to generate global addresses, 
hosts must determine the prefixes that identify the subnets to which they attach.  
Routers generate periodic Router Advertisements that include options listing the set 
of active prefixes on a link. 
A Neighbor Advertisement message is issued by a host in response to a Neighbor 
Solicitation or spontaneously if the IPv6 link-layer address of the host changes [12]. 
Table 4 shows the standard format of IPv6 router advertisement message format. 
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Table 4: Router advertisement message format 
Name Length Value Description/Notes 
Type 8 bits 134 Router Advertisement 
Code 8 bits 0 - 
Checksum 16 bits - ICMPv6 checksum. Format. 
Cur Hop 
Limit 
8 bits Variable The hop limit to be used in the IP header when sending via this 
router. The value 0 = not defined for this router. 
M 1 bit - Managed Address Configuration flag. If set indicates host should use 
stateful configuration (e.g. DHCPv6) for address data. 
O 1 bit - Other Configuration flag. Indicates "other" information (such as 
DNS server addresses) is available using stateful configuration (e.g. 
DHCPv6). 
Reserved 6 bits 0 Should be zero and ignored by receiver. 
Router 
Lifetime 
16 bits - Unsigned integer. The lifetime associated with the default router in 
seconds. The maximum value corresponds to 18.2 hours. A Lifetime 
of 0 indicates that the router is not a default router and SHOULD 
NOT appear on the default router list. 
Reachable 
Time 
32 bits - Unsigned integer. The time, in milliseconds, that a node assumes a 
neighbor is reachable after having received a reachability 
confirmation. Used by the Neighbor Unreachability Detection 
algorithm. A value of zero means unspecified (by this router). 
Retrains 
Timer 
32 bits - Unsigned integer. The time, in milliseconds, between retransmitted 
Neighbor Solicitation messages. Used by address resolution and the 
Neighbor Unreachability Detection algorithm. A value of zero 
means unspecified (by this router). 
Options variable - Options format. The valid options are the Source Link-
Layer, MTU and Prefix Information. 
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Chapter 4 
 
Thesis approach and Methodology 
In this chapter, our testing approach for virtual hosts with public used OS system is 
explained. Many scenarios with different flags values are implemented to find out all 
possible auto configurations results. 
4.1 What happen when a Device Boots Up? 
 
When a device boots up, stateless address auto configuration SLAAC will generate a 
link local address for this device Using Extended Unique Identifier EUI-64 
mechanism. 
As RFC2373 specification state, EUI allows a host to assign a unique 64-Bit IP 
version 6 interface identifier. 
This feature is a key benefit over IPv4 as it eliminates the need of manual 
configuration or DHCP as in the world of IPv4. 
The IPv6 EUI-64 format address is obtained through the 48-bit MAC address. The 
Mac address is first separated into two 24-bits, with one being OUI (Organizationally 
Unique Identifier) and the other being NIC specific. 
The 16-bit FFFE is then inserted between these two 24-bits to for the 64-bit EUI 
address. IEEE has chosen FFFE as a reserved value which can only appear in EUI-64 
generated from the EUI-48 MAC address. 
In Modified EUI-64, the seventh bit from the left needs to be inverted. This bit 
identifies whether this interface identifier is universally or locally administered. 
If 0, the address is locally administered and if 1, the address is globally unique. 
It is worth noticing that in the OUI portion, the globally unique addresses assigned 
by the IEEE have always been set to 0 whereas the locally created addresses have 1 
configured. Therefore, when the bit is inverted, it maintains its original scope (global 
unique address is still global unique and vice versa) as shown in figure 9. 
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Figure 9 : EUI-64 address mechanism 
After EUI address generation, the device will join solicited node SN group of its 
link-local address using Multicast Listener Discovery Protocol MLD report message 
using ICMPv6 message type 131. 
This newly booted device will send router solicitation RS message to Multicast 
group FF02::2 (means all routers) to find its gateway and to get its global IPv6 
address prefix using ICMPv6 message type 133. 
If there is a router on the same link with newly booted device, router will reply to RS 
using router advertisement RA message ICMPv6 type 134, with destination FF02::1 
means all nodes. 
The device sends a neighbor solicitation to its own SN group, telling the groups 
about his IPv6 address using ICMPv6 type 135. This action called Duplicate Address 
Detection DAD. 
The device repeats the joining NS groups and NS messages for each address 
configured on the device. The device will get the network prefix from RA message if 
there is no DHCPv6 server, but will communicate with the router using the router 
Link-local. 
Some operating systems generate a temporary IPv6 addresses; those are used as 
security measure against tracking when using the internet. 
Figure 10 shows in brief the steps when device boot up and how to find its address 
from neighbor router when two routers (A and B) are exits on the same link.
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Figure 10: Router advertisements indicate paths out of the local link 
IPv6 hosts are advised as for the environment options by some specific flags 
included in the Router Advertisement messages sent by the local router(s).  
These flags are the following [11]: 
 Flag M: The managed address configuration. 
 Flag O: The Other configuration. 
 Flag A: The autonomous address configuration flag. 
Flags are having these values:  
Flag M is zero by default. 
Flag O is zero by default. 
Flag A is one by default. 
When Flag M is set, this flag indicates that IPv6 addresses are available via 
DHCPv6. 
 
When Flag O is set, this indicates that other configuration information, like DNS 
information, is available via DHCPv6. 
 
When Flag A is set, this indicates that the prefix can be used for SLAAC Address. 
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As RFC 4861 clearly states: 
1.  If neither M nor O flags are set, this indicates that there is no information via 
DHCPv6. 
2.  If the M flag is set, the O flag is redundant and it can be ignored 
The public OS behavior with these flags is not completely specified in [75] or [11] or 
[56]. 
We can summaries the default flags behavior in Figure 11 state diagram: 
 
Figure 11: Flags options state diagram 
  
Get IP address and DNS  
via DHCPv6 
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4.2 Testing Methodology 
A list of all scenarios with conflicting advertised parameters are created. Each case is 
examined to answer the following questions: 
What IPv6 address host get? 
What DNS are assigned to each host? 
For testing purposes, all interested scenarios with different combinations of router 
advertisement flags parameters M, O and A are implemented. 
All test scenarios are tested using one IPv6 Cisco router and DHCPv6 server on the 
same link and no previous configuration are set. 
Our test lab consists of the following devices: 
One Cisco router 3745 with Cisco IOS Software version 12.4(15)T14. 
The following OS is used as virtual hosts: 
Windows 7 ultimate sp1 32 bit version NT 6.1 
Windows 8.1 pro 32 bit version NT 6.3 
Ubuntu 14.04 LTS Trusty Tahr with kernel version 3.16 
CentOS 7 with kernel version 3.10 
Fedora 22 with kernel version kernel version 4.0 
Mac OS-X version 10.9 Yosemite. 
4.3 Methodology tools  
We will use many tools for this research to simulate the network devices, routers and 
clients the main simulator is GNS3. 
GNS3 is open source software that simulates complex networks while being as close 
as possible to the way real networks perform without having dedicated network 
hardware such as routers and switches [17]. 
Figure 12 shows the main window of GNS3 simulator and available devices on left 
sidebar. 
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Figure 12 : GNS3 simulator main window. 
Hosts can be real computers with network interface card connected to main 
simulation topology as shown in figure 13. But we prefer to implement hosts using 
virtualization mechanisms using VMware workstation software. 
VMware software provides a completely virtualized set of hardware to the guest 
operating system [18, 58]. VMware software virtualizes the hardware for a video 
adapter, a network adapter, and hard disk adapters. The host provides pass-through 
drivers for guest USB, serial, and parallel devices. 
Because of aforementioned, VMware software can customize our virtual machine 
hardware as needed to install and control all operating system operations on host. 
Super Putty tool will be used to enter configuration mode by command line in cisco 
routers. Super Putty is quite possibly one of the best automation tools available in the 
terminal world with more than one networking device or server. Using the 
“Commands” feature, we can duplicate a single command on as many devices as 
possible in a single Super Putty window [57]. 
Finally, the Wire Shark tool is used as network flow analyzer. Wire Shark is open 
source tool used to capture the packet flow in local network [19]. 
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4.4 Topology Implementation 
For implementing our topology, one cisco router is connected with multiport switch. 
As shown in figure 13. 
Each operating system will be installed on Virtual Machine. From computer 
management; Loopback network interface card is installed to connect VMware 
workstation machines with GNS3 routers and hosts. 
Installing loopback network adapter in detailed is explained in Appendix A. 
 
Figure 13 : The test topology implementation 
We need to configure router 1 (R1) with console mode in configuration mode as 
explained in appendix B to communicate with hosts. After that we can start the host. 
Also we need to configure the Ethernet card to connecting it with virtual network 
adapter card with VMware host.  
In the final stage, we need to capture the packets using sniffing tools to find and 
investigate the outgoing auto configuration packets with management flags. 
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Chapter 5  
 
Experimental Results 
All tested scenarios are implemented using one IPv6 Cisco router and DHCPv6 
server on the same link. 
We split the tests into eight cases which is the all possible combinations of router 
advertisement flags parameters (A, M, O). 
Each case is tested with no previous configuration are set 
Case 1: Flags values A=0, M=0, O=0 
All hosts has no configuration at all only windows 8 has configured from DHCPv6 
address and DNS. 
Case 2: Flags values A=0, M=0, O=1 
windows 8 has configured address and DNS from DHCPv6. 
Windows 7 has configured DNS from DHCPv6. 
All other hosts have no configuration at all. 
Case 3: Flags values A=0, M=1, O=0 
All hosts obtain address and DNS from DHCPv6 server.  
Case 4: Flags values A=0, M=1, O=1 
All hosts obtain address and DNS from DHCPv6 server.  
Case 5: Flags values A=1, M=0, O=0 
All host configured to SLAAC address  
Windows 8 configured from SLAAC and DHCPv6. 
 
Case 6: Flags values A=1, M=0, O=1 
All host configured to SLAAC address and DNS information from DHCPv6 server. 
Windows 8 configured from SLAAC and DHCPv6 and DNS information from 
DHCPv6 server. 
Case 7: Flags values A=1, M=1, O=0  
All hosts configured addresses to SLAAC and DHCPv6 server.  
Also DNS and other information configured from DHCPv6. 
Case 8: Flags values A=1, M=1, O=1  
All hosts configured addresses to SLAAC and DHCPv6 server.  
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Also DNS and other information configured from DHCPv6. 
All previous results are summarized in table 5 
 
Table 5: RA configuration results with DHCPv6 server 
Case 
No. Flags Values Item Win7 Win8 Ubuntu  Centos Fedora Mac OS 
1 A=0 M=0 O=0 
IPv6 - DHCPv6 - - - - 
DNS - DHCPv6 - - - - 
2 A=0 M=0 O=1 
IPv6 - DHCPv6 - - - - 
DNS DHCPv6 DHCPv6 - - - - 
         
3 A=0 M=1 O=0 
IPv6 DHCPv6 DHCPv6 DHCPv6 DHCPv6 DHCPv6 DHCPv6 
DNS DHCPv6 DHCPv6 DHCPv6 DHCPv6 DHCPv6 DHCPv6 
4 A=0 M=1 O=1 
IPv6 DHCPv6 DHCPv6 DHCPv6 DHCPv6 DHCPv6 DHCPv6 
DNS DHCPv6 DHCPv6 DHCPv6 DHCPv6 DHCPv6 DHCPv6 
         
5 A=1 M=0 O=0 
IPv6 SLAAC Both SLAAC SLAAC SLAAC SLAAC 
DNS - DHCPv6 - - - - 
6 A=1 M=0 O=1 
IPv6 SLAAC Both SLAAC SLAAC SLAAC SLAAC 
DNS DHCPv6 DHCPv6 DHCPv6 DHCPv6 DHCPv6 DHCPv6 
         
7 A=1 M=1 O=0 
IPv6 Both Both Both Both Both Both 
DNS DHCPv6 DHCPv6 DHCPv6 DHCPv6 DHCPv6 DHCPv6 
8 A=1 M=1 O=1 
IPv6  Both Both Both Both Both Both 
DNS DHCPv6 DHCPv6 DHCPv6 DHCPv6 DHCPv6 DHCPv6 
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5.1 State Diagram of Results 
To be familiar we represent table 5 into graphical state diagram for each operating 
system with similar results. 
5.1.1 Windows 7 state diagram  
 
Figure 14 : Windows 7 state diagram results 
 
Figure 14 can conclude that: 
When flag M is set, then the value of O flag can be ignored as mentioned in [11]. 
When the value of flag M is neutral, the A flag take over the reins of configuration 
with SLAAC IP address (when A=1) or DHCPv6 IP address (when A=0) 
Windows 7 and windows 8 doesn’t use EUI-64 in SLAAC address, they generate 
temporary IPv6 address using a special algorithm for security reasons against 
tracking on internet. 
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5.1.2 Windows 8 state diagram  
 
Figure 15: Windows 8 state diagram results 
 
Figure 15 summarize windows 8 auto configuration results with each change in flag 
parameters. 
Windows 8 gets always an IPv6 address form DHCPv6 server even with flag M is 
not set. 
When A flag is set, the configuration of windows 8 is take two IPv6 addresses one 
from DHCPv6 and the other from router. 
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5.1.3 Linux and Mac OS state diagram 
 
Figure 16: Mac OS and Linux OS state diagram results 
Figure 16 shows the auto confirmation results that obtained from Linux OS’s and 
Mac OS. 
When flag A and M is equal to zero no confirmation at all even with O flag is set. 
When A is set SLAAC IPv6 address is configured using EUI-64 mechanism. 
When M flag is set the DHCPv6 options are included in OS confirmation. 
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5.2 Discussion of Results 
 
In this section, the obtained results will be discussed in details. This will be useful in 
understanding the exact behavior between IPv6 RA message and the public OS 
systems related configurations. All tested scenarios are implemented using one IPv6 
Cisco router and DHCPv6 server on the same link. All possible combinations of 
flags value are tested. Eight cases (all possible combinations of three router 
advertisement flags parameters) are set by command. Each case is tested with no 
previous configuration are set 
In case 1 when all flags are not set (A=M=O= 0) this means; no prefix information 
option is advertised for SLAAC and don’t use managed IP from DHCP server or any 
other information. 
Fedora, MAC OS-X, CentOS, Ubuntu and windows 7 don’t get any IPv6 
configuration neither from RA router message or DHCPv6 server. This is compatible 
with RFC’s default behavior. 
Only Windows 8 has a contradictory behavior in dealing with the new Internet 
protocol. Get IP and other information from DHCPv6 server. Even that, M flag is not 
set. This is incompatible with RFC’s behavior default behavior. 
In case 2 when O flag is set and other flags are not (A=0 M=0 O=1) which means no 
prefix information option is advertised for SLAAC and don’t use managed IP from 
DHCP server. Only you can use other information such as DNS from DHCP server. 
Linux OS and Mac OS have no configurations from any source. 
Windows 8 gets an IPv6 address and other information such as DNS and gateway 
options from DHCPv6 server. 
Windows 7 didn’t have any IP. Only gets DNS information from DHCPv6 server. 
Windows 7 is compatible with the RFC’s behavior in this case only. 
Case 3 and case 4 when A is not set and M flag is set all hosts get IPv6 address and 
DNS information from DHCPv6 server regardless of the state of the flag O. this can 
prove what RFC mentioned before “M flag has higher priority than O flag. So as M 
flag is set, O flag can be ignored”. 
Case 5 when A flag is set and other flags are zeros, All hosts configured to SLAAC 
IP address with prefix option included in RA router message.  
Only windows 8, has contradictory behavior. Its configurations get two IP’s from 
two different sources SLAAC IP from cisco router RA message and usual IP from 
DHCPv6 server. 
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Case 6 when A flag and O flag is set and M flag in not, All host configured to 
SLAAC IP address and get DNS configuration from DHCPv6 RFC compatible. 
Windows 8 get IP address from both SLAAC and DHCP server and DNS from 
DHCP server. 
Case 7 and Case 8 when all flags are set and O flag is interchange its value, all hosts 
configured addresses from both SLAAC and DHCPv6 server. Also DNS and other 
information configured from DHCPv6. In these cases there is no contradiction with 
RFC concepts at all. 
Comments  
From aforementioned results and all related discussion, no one can deny that Fedora, 
MAC OS-X, CentOS and Ubuntu have an RFC compliant behavior. Windows 7 can 
be compatible too with the exception. 
Although Windows 7 and Windows 8.1 is same vendor provider, it presents a 
different behavior in simulation and results.  
Windows 8 always seeks for DHCPv6 server for IP and other information in any 
case. It seems that they do not examine the M and O flags of the RAs in all scenarios. 
For security considerations in windows 8, an attacker can install a fake DHCPv6 
server and provide IP address for windows 8 clients. This vulnerability can be 
exploited to broadcast unauthorized information and interact with windows 8 clients. 
For security reasons, Windows 7 and Windows 8 doesn’t use EUI-64 in SLAAC 
address generation, they generate temporary IPv6 address using a special algorithm 
for security reasons against tracking on internet. 
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5.2.1 Flags Behavior and Dependency 
IPv6 hosts can configure themselves automatically for the environment options by 
some specific flags included in the RA messages sent by the local router(s).  
These flags the managed address configuration called M flag. Other configuration 
flag named O flag and Autonomous address configuration flag or A flag. 
This section will highlight the relationship between each flag with others. Who will 
take the higher priority? What flag can be ignored if other flags are set? 
Back again to results in table 5 to summarize the following important facts:  
OS’s deal with A flag as mandatory system confirmation. When A flag is set case 
5,6,7 and case 8, all hosts configured its own IP to SLAAC address even when other 
flags are set to one or not. 
M flag is mandatory for all operating systems for controlling DHCP options. When 
M flag is set case 3 and 4, all hosts get IP address from DHCP server. When A flag is 
set and M flag also set (case 7 and case 8), all host gets two IP address from two 
different sources router and DHCP server. 
So, we can clearly say that, A and M flags are independent. 
O flag has slave behavior with M flag, in case 2 when all fags are off and O flag is on 
all hosts ignore the O flag value. 
In case 3 and 4, When M flag is set all hosts get DNS information form DHCP server 
and neglected the O flag value. 
For summary,  
A and M flags are independent. 
M and O flags are dependent. 
O flag value can be ignored when M flag is set. 
A and O flags are dependent for each other.  
Because in case 5 when A=1 and O=0 all hosts have no DNS confirmation at all. But 
when A=1 and O=1 (as seen in case 6) all hosts gets DNS information from DHCP 
server. 
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Chapter 6 
 
6.1 Conclusion 
The demand for Internet IP addresses is rapidly growing with large information 
explosion, but the current IPv4 protocol cannot meet the needs of the Internet. In 
order to resolve the current crisis, it badly needs to find out a new Internet protocol 
that adapts to the development of information society with supporting some useful 
old protocols. 
NDP protocol is a part of ICMP protocol, used to find neighbors and query about 
routing information for transporting information packets. Using simulators and some 
other sniffing tools we can find the broadcasting messages which used to auto 
configure clients with new IP called link-local IP which use MAC address to 
generate or other random techniques. 
This research intends to clear the ambiguity of new protocol. Public OS from 
different vendors (Microsoft, Apple and different distribution of Linux) are used.  
Some results are interested and other is not. Although, windows 7 and windows 8.1 
are from same vendor, they have different behavior in experimental results.  
Linux OS distributions and Mac OS X can be considered as RFC compatible 
behavior. 
 
6.2 Future work 
In the near future, the studies must include Android and IOS systems because of the 
spread of portable devices significantly as internet users. Also the new windows 10 
can be included in these studies.  
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Creating Host to GNS3 Connection 
Step 1: 
Installing a Loopback Network Interface 
 To do this, hit windows button with R button on your keyboard to open the Run 
dialog. 
 At the Run dialog, enter the command “compmgmt.msc” to open Computer 
Management. 
 
 
 
 From Computer Management, right click on the parent level item which is 
displayed as the hostname of your computer (SAEB in my case). From the 
context menu, select the option Add Legacy Hardware. 
 
 At the Add Hardware Wizard, select Next. 
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 At this point, allow the wizard to search for and install hardware automatically. 
Unless you have some pending hardware add or changes you will not see any 
new hardware detection during this stage. Once the scan for new hardware is 
complete, you will be given the option to press Next to manually search for the 
hardware. Click Next to do so. 
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 From the list of hardware types, select the Network adapters category, and then 
select Next. 
 
 On the next page, you will be presented with a list of available network adapters 
which you can add. 
 
 Select Microsoft from the manufacturer column on the left and scroll down to 
select Microsoft Loopback Adapter from the list on the right. Once you have 
selected it, hit the Next button to begin installing the hardware. 
Step 2: Rename your Loopback Interface to find it easily 
 
54 
 
 Open the Network Connections List you can do that from your Control Panel or 
from the Network and Sharing Center, or open it directly by typing “ncpa.cpl” in 
the run command 
 On the Loopback Interface right click and chose Rename, type a new meaning 
full name such as HOST2GNS3 so you can easily identify it in the GNS3 
program. 
 
Step 3: Restart the computer  
You need to reboot at this stage to allow dynamips to be able to detect the new 
adapter. 
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Appendix B 
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R1# configure terminal 
R1 (config)# interface fastEthernet 0/0 
R1 (config-if)# mac-address 0000.1111.1111 
R1 (config-if)# ipv6 address fe80::1 link-local 
R1 (config-if)# ipv6 address 2001:db8:111::1/64 
R1 (config-if)# no shutdown  
R1 (config-if)#exit 
R1 (config)# ipv6 unicast-routing 
First line is to enter configuration mode in cisco routers to do the next step setup.  
The second line router interface configuration mode for Fast Ethernet number 0/0. 
After that we made a hard code mac address for router interface 0/0 to find it easily 
in network analyzer program. We assign link local address because we don’t need to 
use EUI-64 host id for simplicity trace in packet analyzer program. Global ipv6 
address is assigned to the router interface 0/0 with prefix 2001:db8:111 for complete 
ipv6 configuration router interface. 
No shutdown command is used to turn on the interface to UP state. Finally, by 
default cisco routers don’t like to route ipv6. So we need to enable ipv6 routing 
protocol using ipv6 unicast-routing from global configuration mode. 
When ipv6 routing protocol is enabled, router will join special multicast group called 
FF02::2. So if any device needs to discover information about neighbor routers, it 
will send discover message to known multicast group FF02::2 because any router 
will be joined that group automatically. 
To change the A flag to value “1” use this command in interface configuration mode 
R1 (config-if)# ipv6 nd prefix default no-autoconfig 
To change the M flag to value “1” use this command in interface configuration mode 
R1 (config-if)# ipv6 nd managed-config-flag 
To change the O flag to value “1” use this command in interface configuration mode 
R1 (config-if)# ipv6 nd other-config-flag 
To remove either flag from router advertisement messages sent on an interface, use 
the “no” form of the respective command. 
 
By default, the managed address configuration and other statefull configuration flags 
are not set in router advertisement messages. 
