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Abstract 
Micro-expressions are short-lived, rapid facial expressions that are exhibited by individuals 
when they are in high stakes situations. Studying these micro-expressions is important as these 
cannot be modified by an individual and hence offer us a peek  into what the individual is actually 
feeling and thinking as opposed to what he/she is trying to portray. The spotting and recognition 
of micro-expressions has applications in the fields of criminal investigation, psychotherapy, 
education etc. However due to micro-expressions’ short-lived and rapid nature; spotting, 
recognizing and classifying them is a major challenge. In this paper, we design a hybrid approach 
for spotting and recognizing micro-expressions by utilizing motion magnification using Eulerian 
Video Magnification and Spatiotemporal Texture Map (STTM). The validation of this approach 
was done on the spontaneous micro-expression dataset, CASMEII in comparison with the baseline. 
This approach achieved an accuracy of 80% viz. an increase by 5% as compared to the existing 
baseline by utilizing 10-fold cross validation using Support Vector Machines (SVM) with a linear 
kernel. 
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1. Introduction 
Human beings are a social species. We have evolved to express our feelings and emotions 
through a variety of ways such as facial expressions, body language and hand gestures. Of all 
these, facial expressions are the most common way of expressing one’s emotions [19]. Even while 
expressing verbally, research has shown that 55% of the total information expressed is with facial 
expressions [14]. These facts illustrate the importance of facial expressions in analyzing an 
individual’s psyche and the inner workings of his/her mind. 
Facial expressions are categorized as macro-expressions and micro-expressions. Macro-
expressions are what an individual can control using their facial muscles, and hence they can be 
manipulated by the individual to suit his/her needs. They typically last longer and are easier to 
detect and recognize. Micro-expressions on the other hand, are involuntary and occur in high-
stakes situations [2]. They also last for much lesser durations, typically 1/25 to 1/3 second [13] 
[30]. What makes them worth studying is their ability to indicate the true thoughts and feelings of 
an individual, thus offering us a peek into his/her mind. In short, we can ascertain if their words 
corroborate with their true feelings. But due to the innate short duration of these micro-expressions, 
human beings find it extremely difficult to spot and recognize them [3]. A study has shown that 
even experts have a worse chance than a coin toss (about 40%) of spotting a micro-expression [5]. 
Micro-expression spotting and recognition has applications in various fields right from 
criminal investigation, educational institutions to psychological evaluation. Law enforcement 
agencies could use micro-expression recognition techniques to ascertain if an individual is telling 
the truth instead of polygraph tests, which can be easily falsified [32] [33]. Individuals suffering 
from mental health issues such as autism [20] or schizophrenia [17] often cannot or do not want to 
express their emotions. Psychiatrists can use micro-expression techniques to diagnose the patient 
CS298 Report 
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not only from his verbal cues, but from his non-verbal cues as well. In educational settings, this 
technique could be used by educators to gauge the class’ understanding of his/her lectures. 
While a lot of research has been done in the macro-expression recognition paradigm, micro-
expression recognition is still in its nascency.  Spontaneous datasets such as SMIC [27] and 
CASMEII [29] are recent and important additions to this field. In addition to being one of the few 
spontaneous micro-expression datasets, CASMEII is also a video based dataset. This allows us to 
extract not only static but also dynamic information from the emotion sequence. While preparing 
the dataset, the authors of CASMEII used popular techniques such as Local Binary Pattern on 
Three Orthogonal Plane (LBP-TOP) [31] for feature extraction and Support Vector Machines 
(SVM) for classification. They achieved an accuracy of 63.41% for a 5-class classification. Y. 
Wang et al [24] improved upon the work by W. Yan et al [29] by adding Eulerian Video 
Magnification (EVM) [25] as a preceding step to feature extraction using LBP-TOP. They 
achieved an accuracy of 75.30% using SVM classification with a Radial Basis Function kernel 
with leave-one-out-cross-validation (LOOCV).    
While LBP-TOP is a popular method for feature extraction of dynamic textures, it has a few 
pitfalls. The feature descriptors created by LBP contain overlapping information due to 
overlapping of the features from the three orthogonal planes (XY, XT, YT). This results in a feature 
space that is computationally more expensive to classify [23]. 
In this paper, instead of using LBP-TOP as a method for feature extraction we use a 3D version 
of a Harris corner function [6] which makes use of textural spatiotemporal variations in video 
sequences called as a spatiotemporal texture map (STTM) [18].  Prior to extraction of the features 
using STTM, we also apply EVM [25] to magnify the subtleties in micro-expressions. We then 
use a SVM with a linear kernel using 10-fold cross validation for classification into five expression 
CS298 Report 
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categories (Happiness, Surprise, Disgust, Repression and Others). Using this approach, we 
achieved an accuracy of 80%. 
This report is organized as follows: Section 2 discusses the research that has been done in the 
filed of macro and micro-expression spotting field. In Section 3, we discuss the proposed approach 
in detail. Section 4 enlists the experiments conducted and their results, to validate the hypotheses 
presented in Section 3. We conclude in Section 5, while pointing out certain directions in which 
this approach could be moved forward. 
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2. Related Works 
2.1. Datasets 
A dataset that is a representative sample of the problem space is a prerequisite to implement 
an automated approach for solving problems using machine learning. Facial expression datasets 
are majorly divided into posed and spontaneous datasets. Unavailability of spontaneous datasets 
has been one of the major roadblocks in micro-expression analysis. While several posed datasets 
such as JAFFE [11], CK [7], MMI [16] exist for facial expression analysis, spontaneous micro-
expressions datasets are relatively rare. The primary difference between posed and spontaneous 
datasets is the mechanism in which they are elicited in test subjects. The main issue arises from 
the inherent nature of the micro-expressions. They are elicited in an individual only in high stakes 
situations. Ekman [2] suggests three ways to elicit micro-expressions in test subjects: (1) Asking 
the test subjects to lie about their reactions (2) Fabricating crime scenarios and (3) Asking the test 
subjects to lie about what they saw in videos. Despite these guidelines, a dataset that achieves 
micro-expressions elicitation is a recent addition to the field. 
The literature shows a progressive trend in moving towards a dataset that captures micro-
expressions in the true sense of the word. In [26], Wu et al. use the Cohn-Kanade (CK) dataset. 
This dataset consists of 374 sequences of 97 subjects posing micro-expressions using the 
guidelines given above. However, on analyzing the dataset, it is evident that the image sequences 
are very aggressive and lose the inherent subtlety of a micro-expressions. In [28] and [24] Li et al. 
and Y. Wang et al respectively, have used a dataset called CASMEII [29]. This dataset is by far 
the most accurate in capturing the true essence of micro-expressions as it doesn’t additionally 
instruct the test subjects. It lets the test subjects react naturally to the incident videos and captures 
their micro-expressions. This dataset contains 247 videos captured at 200 fps. 
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In [18], Kamarol et al. employ a combined approach which uses multiple datasets to compare 
and contrast the results. In addition to CK+ [10], an incremental update to the CK [7] dataset, it 
also uses the CASMEII dataset. The CK+ dataset contains a better sample of capturing the sample 
space than the CK dataset. It encompasses videos of test subjects from different ethnicities in a 
varied age group ranging from 18 to 50. The CK+ dataset consists of 304 labeled videos containing 
a total of 5521 frames. An interesting but a peculiar aspect of this paper is using the AFEW [1] 
dataset, which contains posed and spontaneous video clips from movies. This dataset contains 
about 601 videos containing 28,287 frames. 
The literature describes the various thought processes and approaches employed to capture 
micro-expression datasets [7] [10] [29]. An upward trend in terms of image quality and frame rate 
is observed in micro-expressions dataset capturing techniques. Advancement in technology has 
also contributed to the increased quality in dataset preparation, as is evident from the 200 fps 
capture of CASMEII dataset [29]. Increase in the frames-per-second characteristic of the videos is 
a step in the right direction as it will enable us to capture more information in the fleeting seconds 
and better capture micro-expressions. We also see a clear trend in improving the spontaneity of 
the datasets [7] [10] [29]. The initial datasets [7] [10] were posed and hence were not very 
descriptive of the micro-expression paradigm. However, the later datasets [29] have moved to a 
more spontaneous and natural expression elicitation techniques. Although some work has been 
done in trying to capture the various ethnicities’ micro-expressions in the CK+ datasets [10], it still 
lacks in the spontaneity department. CASMEII dataset [29] scores in spontaneity but lacks the 
differences that can occur in varied age-groups and ethnicities. 
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2.2. Preprocessing and Feature Extraction 
Preprocessing is an important step in any form of image classification problem, as it levels 
the input space and makes the dataset as uniform as possible by removing unnecessary differences 
in illumination and other aspects. This enables us to analyze images for what they are without 
getting affected by local differences in the image quality. Once the images have been preprocessed, 
we need a mechanism to extract useful information from the images that can be quantified, 
convoluted and compared. The literature describes various approaches to extract these features. 
Wu et al. [26] employ grey-scale conversion and detecting and cropping the face as 
preprocessing steps. The preprocessed images are 48×48 pixels in size. Wu et al. [26] use the 
algorithm described in [8] by Kienzle et al. to detect faces. Wu et al. [26] then utilize Gabor filters 
to extract features from the preprocessed images. 
In contrast, Li et al. [28] do not employ any preprocessing to their images, as their technique 
for feature extraction thrives on a rich variety of the input image sequence. It employs the Kanade-
Lucas-Tomasi algorithm [21] to detect faces. It then divides the image in 6×6 grid to extract its 
feature using Local Binary Pattern (LBP) [15] and Histogram of Optical Flow [9] techniques. 
In [18] Kamarol et al. use an approach that is different from previous approaches of feature 
extraction, as it also utilizes the dynamic information of the video sequences that is present in the 
time dimension. Kamarol et al. [18] first crop the facial area in the image sequences using the 
Viola-Jones Face detection algorithm [22]. The features are then extracted using a Gaussian kernel 
and a Gaussian weighting function with second-moment matrices of the video sequences. 
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2.3. Micro-expression Spotting & Recognition 
Pinpointing where in an image sequence the micro-expression occurs is called spotting. Once 
the micro-expression has been spotted, it has to be recognized to be belonging to one of the pre-
defined categories in a process known as the micro-expression recognition. 
The literature differs on how it spots and recognizes micro-expressions. The various 
algorithms that are used for feature extraction have their own strengths and weaknesses in addition 
to the richness of the feature set that they can utilize from the input dataset. LBP [15] is a popular 
method for feature extraction from images. G. Zhao and M. Pietikainen in [31] also extended it to 
the 3D space to include the dynamic component in their ME spotting and recognition approach. 
Gabor wavelets proposed by Lyons et al. [12] is another popular approach for textural 
representation. 
 
2.4. Classification 
Classifying the feature vectors extracted in the previous stages of these algorithms is the next 
logical step. One common aspect that arises from the literature in this scenario is regarding 
classification. Almost the entire literature utilizes Support Vector Machines (SVM) to classify the 
features albeit with a few minor differences. 
Wu et al. [26] use the GentleBoost algorithm as a feature selector before using Linear SVM 
in an improved approach called as GentleSVM in 10-fold cross validation. Li. et al. [28] also utilize 
Linear SVM but with 5-fold cross validation. Kamarol et al. [18] utilize a multi-class SVM using 
one-against-one method. They use 2-fold cross validation and then employ Monte-Carlo 
simulation, repeating the process 100 times, till an average is achieved. Wang et al. [24] also use 
SVM with a RBF kernel using the LOOCV approach for classification 
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As can be clearly observed from the literature, support vector machines are perfect for this type 
of problem statement as they provide good test measures with reasonable flexibility. 
  
CS298 Report 
 16 
3. Proposed Approach 
In this paper, we propose a hybrid approach using the work done by Wang et al. [24], Wu et 
al. [25] and Kamarol et al. [18]. We use the Eulerian Video Magnification method described by 
Wu et al. [25] as a preprocessing step to amplify the micro-expressions as done by Wang et al. 
[24]. We then provide these motion magnified images to the algorithm defined by Kamarol et al. 
in [18] for feature extraction. We then use SVM with 10-fold cross validation with a linear kernel 
to classify the features into five expression categories. 
The following steps briefly describe the methodology that will be employed in this project to 
spot, recognize and categorize micro-expressions: 
1) Capture live video feed of test subjects being interviewed. The questions asked in the 
interview will be such that they will elicit micro-expressions in the test subjects 
2) Crop input video using Viola-Jones facial detection method 
3) Motion magnification of input video using Butterworth filter 
4) The amount of magnification to be introduced is determined by a tunable parameter α. We 
arrive at an empirically derived value of α which maximizes accuracy 
5) Compute linear scale representation (𝐿) of input video using Gaussian kernel 
6) Compute second moment matrix of 𝐿 
7) Compute 𝜇 using the second-moment matrices and a Gaussian weighting function 
8) Compute the 𝑑𝑒𝑡(𝜇) and 𝑡𝑟𝑎𝑐𝑒(𝜇) 
9) Compute the STTM 
10) The features are then classified using a multi-class Support Vector Machine model with a 
linear kernel and 10-fold cross validation 
Figure. 1 summarizes the process flow of the proposed approach. 
CS298 Report 
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Figure 1. Process Flow 
 
 
Figure 2. Visual Representation of the Proposed Approach  
SVM Classification
STTM Feature Extraction
Motion Magnification
Preprocessing
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3.1. Preprocessing 
In order to improve the chances of micro-expression recognition, it is imperative to remove 
parts of the image sequence or videos that do not contribute to the end goal. Features such as hair, 
the color of the subjects’ clothing, the subjects’ background are all potential causes for introduction 
of noise to the feature space. Hence, as a first step, we remove these from the image sequences.  
We detect the face of the subject using the Viola-Jones face detection algorithm [22]. In the 
CASMEII dataset, the position of the face is fairly constant and does not move much. Hence there 
is no need for facial alignment. After detecting the face, we crop the image and resize it an 
empirically derived resolution of 275×275. As we will see in Section 4, the resizing of the image 
to a particular resolution also affects the overall accuracy of the model. 
After we have cropped the face, we then convert the image from RGB to grayscale. Information 
in the RGB range does not affect the overall accuracy of the model, but significantly reduces the 
computational complexity for feature extraction. Besides, as the feature extraction makes use of 
the textural information in the image sequences, keeping the image sequence in RGB color range 
is inconsequential. 
CS298 Report 
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Figure 3. Raw Image Sequence  
CS298 Report 
 20 
 
Figure 4. Preprocessed Image Sequence 
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Figure 5. Motion Magnified Image Sequence 
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3.2. Eulerian Video Magnification 
We use the Eulerian Video Magnification (EVM) technique [25], to amplify the subtle 
emotions that are elicited in the subjects. Following is a brief overview of how the EVM works as 
described by Wu et al. in [25]: 
1) The input video sequence is first decomposed into various spatial frequency bands 
2) A common temporal filter is then applied to the decomposed spatial frequency bands 
3) The bands are then magnified by a tunable parameter 𝛼 
4) These magnified bands are then added to the bands obtained after step 2 and are then collapsed 
to generate the final motion magnified video. 
The temporal filters used: Ideal, Butterworth and Second Order Infinite Impulse Response (IIR) 
and the value of 𝛼 all affect the overall accuracy of the proposed approach. 
Wu et al. describe the relationship between the temporal processing and motion 
magnification in detail in [25]. We will briefly describe this relationship here. Let 𝐼	(𝑥, 𝑡) be the 
intensity of the input image at position 𝑥 and at time 𝑡. As the image undergoes translational 
motion, we can express the intensities as a displacement function 𝛿(𝑡) such that: 𝐼 𝑥, 𝑡 = 	𝑓(𝑥 + 𝛿 𝑡 )  at time 𝑡 𝐼 𝑥, 0 = 	𝑓(𝑥)  at time 𝑡 = 0. 
Assuming that the image can be approximated by a first-order Taylor series expansion, we rewrite 
the image at time 𝑡 as 𝐼 𝑥, 𝑡 ≈ 𝑓 𝑥 + 𝛿(𝑡) 67(8)68           (1) 
Let 𝐵(𝑥, 𝑡) be the result of applying a temporal filter to the input signal at every position of 𝑥 in 
Eq. (1) except at time 𝑡 = 0 i.e. at 𝑓(𝑥). Thus we have: 
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𝐵 𝑥, 𝑡 = 𝛿(𝑡) 67(8)68           (2) 
As specified above, we amplify the band-passed signal by a magnification factor α and then add 
it to the original input signal. 𝐼 𝑥, 𝑡 = 	𝐼 𝑥, 𝑡 + 𝛼𝐵(𝑥, 𝑡)          (3) 
Combining Equations (1), (2) and (3), we get, 
𝐼 𝑥, 𝑡 ≈ 	𝑓 𝑥 + 1 + 𝛼 𝛿 𝑡 𝜕𝑓 𝑥𝜕𝑥  
             ≈ 	𝑓 𝑥 + (1 + 𝛼)𝛿(𝑡)         (4) 
 
Thus we can see that the displacement in an image sequence 𝛿(𝑡) is magnified by a factor (1 + 𝛼) 
 The paper [25] lists three main types of temporal bandpass filters namely: Ideal, IIR & 
Butterworth filter. It also provides a general guideline of their typical use cases such as, a filter 
with a broad passband should be used for motion magnification; while a filter with a narrow 
passband should be used for color amplification and so on. Figure 5 shows the effect of EVM on 
preprocessed images. The white highlighted parts in the image are hotspots for magnified motion 
as compared to the previous image in the sequence. 
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3.3. Spatiotemporal Texture Map based Feature Extraction 
For feature extraction and representation, we use the algorithm proposed by Kamarol et al. 
[18]. It uses a three dimensional Harris function to extract spatiotemporal information from an 
image sequence. A block based method is then employed to represent the feature space as a 
histogram. We shall take a closer look at both these aspects in the following sections. 
 
3.3.1. Feature Extraction 
The feature extraction employed by Kamarol et al. [18] is as follows: 
1) Crop the input image sequence 
2) Compute linear scale representation (𝐿) of image sequence using a Gaussian Kernel 
3) Compute the convolution of a Gaussian weighting function with a second moment matrix 
composed of the temporal and spatial derivatives of the first-order derivatives (µ) 
4) Calculate the trace and determinant of µ 
5) Derive the STTM from 𝑡𝑟𝑎𝑐𝑒 𝜇  and det µ  
 
Figure. 6 consolidates the entire approach in a flow diagram:  
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Figure 6. STTM Feature Extraction Process Flow 
Let us take a look at each of these steps in more depth. 
 
The given image sequence 𝑓 is converted into its linear scale-space representation by convoluting 
it with a three dimensional Gaussian function. L 	∙		; 	σDE, τDE 	= 	g 	∙		; σDE, τDE ∗ 𝑓(∙)        (1) 𝜎JEwhere is spatial variance of Gaussian kernel 𝑔 and 𝜏JE is the temporal variance. 
 
The spatial features of the input image sequence are represented by 𝑥 and 𝑦 which correspond to 
the respective axes of each image in the sequence while 𝑡 indicates the temporal information on 
the time axis. The Gaussian kernel is defined as follows on these three axes. 𝑔 𝑥, 𝑦, 𝑡; 𝜎JE, 𝜏JE = 	 NOP	(Q(8RSTR)/EVWRQXR/E	YWR)EZ [VW\YWR       (2) 
Construct the STTM
Calculate 𝜇
Calculate second-moment matrix
Linear scale representation of image sequence
Input image sequence (cropped)
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To determine the changes in the spatiotemporal domain in the input image sequence 𝑓, we move 
a Gaussian window in various directions by small amounts [4] [24]. To determine the points at 
which these changes are evident, we apply convolution of a Gaussian weighting function 𝑔 	∙		; 𝜎JE, 𝜏JE  to a second-moment 3×3 matrix comprised of first order spatial and temporal 
derivatives. 
𝜇 = 	𝑔 	∙		; 𝜎JE, 𝜏JE ∗ 	 𝐿8E 𝐿8𝐿T 𝐿8𝐿X𝐿8𝐿T 𝐿TE 𝐿T𝐿X𝐿8𝐿X 𝐿T𝐿X 𝐿XE        (3) 
where 𝐿8, 𝐿T and 𝐿X are first order derivatives defined as 𝐿8 ∙		; 𝜎]E, 𝜏]E = 	𝜕8 𝑔 ∗ 𝑓 , 𝐿T ∙		; 𝜎]E, 𝜏]E = 	𝜕T 𝑔 ∗ 𝑓 , 𝐿X ∙		; 𝜎]E, 𝜏]E = 	𝜕X 𝑔 ∗ 𝑓  
where, 𝜎]E = 𝑠𝜎JE and 𝜏]E = 𝑠𝜏JE, and 𝑠 is a constant  
 
Existence of large eigenvalues if 𝜇 indicate the presence of variations in the spatiotemporal domain 
of the given image sequence. To construct the Harris function (𝐻) using these eigenvalues (𝜆a, 𝜆E 
and 𝜆b) we compute the determinant and the trace of 𝜇 as follows: 𝐻 = det 𝜇 − 	𝑘	𝑡𝑟𝑎𝑐𝑒b 𝜇  
														= 𝜆a𝜆E𝜆b − 𝑘 𝜆a + 𝜆E +	𝜆b b 
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3.3.2. Block-based Feature Representation 
Now that we have extracted the features, we need a method to represent them such that the 
locality of the variation in the facial expressions in the image sequence is maintained. To do this 
we first divide each STTM into multiple blocks. Histograms are then calculated for each block 
which are then concatenated. This forms the feature vector of each of the image sequence. 
However, Kamarol et al. [18] found that the feature space is sparse and a histogram computed 
using uniform width isn’t very effective at representing the features of the image sequence. Hence 
they opted to use an approach with non-uniform bin width, where the data in the lower range is 
allocated more bins. They achieved this by using the A-law compression before computing the 
histograms. They claim that this approach has allowed them to capture subtler variations in the 
image sequence.  
 
 
Figure 7. Process flow for block-based feature representation 
  
Concatenate the histograms
Compute histogram of each block
Apply A-law compression to each block
Divide texture map in multiple blocks
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3.4. Classification 
Analyzing the dataset, and the feature space generated by the STTM feature extraction 
approach, we realize that the number of features are far more than the number of unique, labelled 
data points. Hence, we came to the conclusion that Support Vector Machines (SVM) is the most 
logical approach for classification. The CASMEII dataset [29] has five major classes for the 
identified micro-expressions. Hence we use the multi-class variant SVMs. We also use the one-
against-one approach instead of the one-against-all approach. In the one-against-one approach, we 
train 𝑘 ∗ (𝑘 − 1)/2 binary classifiers, where 𝑘 is the number of classes. We then employ a voting 
scheme while predicting an unseen sample. We employ multiple kernel shapes to find a hyper-
plane which provides the maximum separation amongst the classes. 
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4. Experiments and Results 
4.1. Dataset 
As mentioned in Section 3, a variety of datasets exist for macro-expressions exist such as 
JAFFE [11], CK [7], MMI [16] etc. CK’s incremental update, CK+ [10] tries to make up for this 
by including image sequences that have micro-expressions. However, these image sequences are 
posed and hence are very harsh and lose the subtlety that is associated with micro-expressions. 
The CASMEII dataset [29] created by Yan et al. is currently the only spontaneous dataset that is 
available for micro-expression analysis. 
To elicit micro-expressions in the subjects, Yan et al. played some videos that had been 
carefully preselected and proven to evoke emotions such as beating a pregnant woman, tooth 
extraction, jokes on stool etc. However, the subjects were instructed to maintain as neutral faces 
as possible. Failure to do so would incur penalties for subjects. This illusion of high stakes 
simulated by Yan et al. and the stimulus provided by the videos, elicited micro-expressions in the 
subjects. The videos were shot using a 200 FPS camera, to capture the rapid and subtle 
characteristics of micro-expressions. They also used high intensity and constant illumination 
apparatus to avoid flickering in illumination conditions that is caused due to inconsistent lighting 
in high FPS video capture.  
As Wang et al. [24] have used 247 videos with five expression categories such as Happiness, 
Surprise, Disgust, Repression and Others (includes emotions such as anger, sadness and tense etc.) 
we too use these five expression categories to compare our results with the baseline. We leave out 
videos labelled as Fear. However, there are only two videos labelled as Fear in the CASMEII 
dataset. 
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4.2. Parameter Selection 
To find out which parameters, work the best for our proposed approach, we tested our 
hypotheses on smaller prototypes. This provided us with a guideline to work against, while saving 
the time involved in testing the entire dataset for each parameter and hypothesis. We created an 
equally supported sample dataset, which had 7 image sequences for each of the 5 expression 
categories. We conducted our experiments on this dataset, and then used the empirically derived 
parameters on the entire dataset of 247 videos. As our approach has four major components, we 
shall discuss the experiments conducted for each of the components in the following sections. 
 
4.2.1. Preprocessing 
To remove unnecessary regions of the image sequence such as hair, clothing etc. we first 
crop the image sequences. We first detect the subjects’ face in the image sequences using the 
Viola-Jones face detection algorithm [22]. We then crop the facial area from the image and resized 
it to 275×275 pixel size.  We then, convert the cropped image to gray-scale. Conversion to gray-
scale reduces the computational complexity needed during feature extraction.  To identify if the 
cropping and resizing parameter selection affects the accuracy, we cropped the sample dataset to 
three resolutions 250×250, 275×275 and 300×300. We then proceeded with the feature extraction, 
representation and classification using the parameters given by Kamarol et al [18]. We achieved 
the highest accuracy of 53.2% for a resolution of 275×275. Note that we hadn’t applied EVM yet. 
The following Figure. 8 presents the effect of resolution size on accuracy and other parameters 
haven’t been empirically derived to their optimal value. 
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Figure 8. Optimal value for cropping size 
  
CS298 Report 
 32 
4.2.2. Eulerian Video Magnification 
There are two parameters that are of prime importance when considering EVM, namely; type 
of filter and amount of magnification (𝛼). Wang et al. [24] achieved their highest accuracy using 
a second order IIR filter with 𝛼 = 20. To derive these parameters that work best for our approach, 
we first cropped and resized the images using the parameters derived in Section 4.2.1. We then 
magnified the motion in these image sequences using EVM. We varied 𝛼 from 8 to 20 with a step 
size of two for IIR and Butterworth filters. We then extracted features using STTM parameters 
described in [18] and then applied Linear SVM for classifying them. 
We observed that 𝛼 = 10 gives us the best accuracy of 71.43% for Butterworth filter, viz. in 
contrast to the findings of Wang et al. [24], where they found that IIR performs better than 
Butterworth filter at 𝛼 = 10. Furthermore, Wang et al. also note that they have achieved the highest 
accuracy for 𝛼 = 20 for the IIR filter. Figure. 9 describes the results of this experiment. 
 
Figure 9. Optimal value for type of filter and α 
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4.2.3. STTM feature extraction and representation 
For feature extraction and representation, we use the optimal parameters achieved by 
Kamarol et al. [18] for CASMEII dataset.  
They are as follows: σDE = 2  τDE = 2  𝑘 = 0.04  𝐴 = 28  
     𝑛𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑏𝑖𝑛𝑠 = 10  
     𝑛𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑏𝑙𝑜𝑐𝑘𝑠 = 9×9 
     𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑝𝑖𝑛𝑔	𝑟𝑎𝑡𝑖𝑜 = 30	% 
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4.2.4. Classification 
Wang et al. have used leave-one-out-cross (LOOCV) for validating their method. They have 
also utilized various kernel shapes such a Linear, RBF and Polynomial for their SVMs. However, 
this method is very time consuming as it trains the model on n-1 samples and then tests it on the 
remaining sample. This procedure is repeated for all the n samples in the dataset. Instead we opted 
for K-Fold cross validation which is much quicker compared to LOOCV. We preprocess, extracted 
and represented features using the parameters we derived so far. Then, we applied SVM 
classification using one-against-one approach on various kernel shapes and varying number of 
splits for K-Fold validation. We achieved the highest accuracy of 71.4% for linear and RBF kernels 
using 10-fold validation. Figure. 10 illustrates our findings.  
 
Figure 10. Optimal values of Kernel Shape and K-Fold validation 
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4.3. Final results on complete pipeline 
Now that we have derived all the parameters’ optimal value, we apply these parameters in 
the respective phases of the pipeline described in Figure. 1 on the entire CASMEII dataset [29] of 
247 videos. We repeat the classification 10000 times and take the average. We achieve an accuracy 
of 80 % with linear and RBF kernels viz. about 5% higher than the baseline. The results validate 
that the intermediate results achieved on prototypes were a step in the right direction. Maximum 
accuracy achieved is 80%. 
 
Table 1. Classification Report for 5 Emotion Categories 
 Precision Recall F1-score Support 
Disgust 0.0 0.0 0.0 2 
Happiness 0.0 0.0 0.0 1 
Others 0.8 1.0 0.89 20 
Repression 0.0 0.0 0.0 1 
Surprise 0.0 0.0 0.0 1 
Avg./Total 0.64 0.8 0.71 25 
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5. Conclusion and Future Work 
In this paper, we proposed a new approach to motion magnification and feature extraction. 
While Wang et al. [24] had used LBP-TOP feature extraction, we extracted dynamic textural 
information using Spatiotemporal Texture Map (STTM) to identify micro-expressions. We 
achieved an accuracy of 80% using linear and RBF kernels viz. is about a 5% increase compared 
to the baseline [24]. 
Future forays in this area would be to tune the parameters used in STTM feature extraction and 
representation and find out if they improve the result. Multi-tier SVM classification could also be 
applied to combat the problem of unequal support of micro-expression samples of each category. 
We could also apply deep neural network for classification. 
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