Abstract
Direct Simulation Monte Carlo (DSMC) and NavierStokes calculations are performed for a Mach 11 25 deg.-55 deg. spherically blunted biconic. The conditions are such that the flow is laminar, with separation occurring at the cone-cone juncture. The simulations account for thermochemical nonequilibrium based on standard Arrhenius chemical rates for nitrogen dissociation and Millikan and White vibrational relaxation. The simulation error for the Navier-Stokes (NS) code is estimated to be 2% for the surface pressure and 10% for the surface heat flux. The grid spacing for the DSMC simulations was adjusted to be less than the local mean-freepath (mfp) and the time step less than the cell transient time of a computational particle. There was overall good agreement between the two simulations; however, the recirculation zone was computed to be larger for the NS simulation. A sensitivity study is performed to examine the effects of experimental uncertainty in the freestream properties on the surface pressure and heat flux distributions. The surface quantities are found to be extremely sensitive to the vibrational excitation state of the gas at the test section, with differences of 25% found in the surface pressure and 25%-35% for the surface heat flux. These calculations are part of a blind validation comparison and thus the experimental data have not yet been released. 
Nomenclature

Introduction
A great deal of effort is being spent validating simulation codes used for the design, analysis, and certification of engineering systems. Validation, as defined in Ref. 1 , is "the process of determining the degree to which a model is an accurate representation of the real world from the perspective of the intended uses of the model." Validation addresses the question of whether or not the proper equations have been chosen. In the area of fluid dynamics, one can talk of validating turbulence models, chemistry models, or even of validating simulation codes themselves, for a given range of conditions.
In order to validate a model or simulation code, experimental data must be used to gauge the accuracy of the model for the conditions of interest. It is important to draw a distinction between model validation and calibration. The former must necessarily be a blind comparison so as to be a true prediction, while in the latter, the data is used to "tune" model parameters until the best agreement is found. The simulations presented in this paper were performed without prior access to the experimental data.
The experiment of interest is the Mach 11 laminar flow of nitrogen over a blunted 25 deg.-55 deg. biconic.
2 A large separated region exists near the 25 deg.-55 deg. juncture; however, significant regions of attached flow are present both upstream and downstream of the separated region. Prior Navier-Stokes simulations 3 indicate that the flowfield is quite sensitive to the grid spacing and may even contain some unsteadiness in the separated region.
Two simulation approaches were chosen to examine the previously described experiment, Direct Simulation Monte Carlo (DSMC) and Navier-Stokes (NS). The DSMC method is a well-established technique for simulating gas flows in which mean-free-path effects are significant. The particular DSMC method used in this study is that of Bird; 4 the massively parallel processor implementation, Icarus, is described by Bartel et al. 5 The Navier-Stokes code employed herein is SACCARA, the Sandia Advanced Code for Compressible Aerothermodynamics Research and Analysis. The SACCARA code was developed from a parallel distributed memory version 6, 7 of the INCA code, 8 originally written by Amtec Engineering. This code has been developed to provide a massively parallel, three-dimensional compressible fluid mechanics/ aerothermodynamics analysis capability for subsonic through hypersonic flows.
The remainder of this paper is organized as follows. In the first section, the simulation approaches are described in detail. Then the computational submodels are described, including thermodynamic models, transport models, and thermochemical nonequilibrium models. In the next section, flowfield conditions and solution procedures are described, followed by a discussion of the accuracy of the simulations. Results are then presented for surface pressure and heat flux using the baseline freestream conditions. Following the results section is a sensitivity study where the freestream conditions are varied within the range of experimental uncertainty. The conclusions of this study are presented in the final section.
Simulation Approaches Direct Simulation Monte Carlo (DSMC)
In brief, the DSMC method is applied as follows. The computational domain is populated with "computational molecules," each of which typically represents a large number of identical real molecules (e.g., 10 10 ). During one time step, computational molecules move from one location to another, interact with boundaries, experience collisions, and are sampled to accumulate statistics. During a move, computational molecules travel at constant velocity for the entire time step or until a boundary is encountered. In the latter situation, the appropriate boundary condition is applied. Typical boundary conditions are "inflow" (computational molecules enter the domain with a prescribed Maxwellian distribution), "outflow" (computational molecules crossing this boundary are deleted, appropriate for supersonic applications), "diffuse wall" (computational molecules are reflected with a prescribed Maxwellian distribution), and "specular wall" (computational molecules are reflected with mirror symmetry). Following movement and boundary interactions, computational molecules experience collisions, which change their velocities. It should be noted that computational molecules have three-dimensional velocity vectors for collision purposes even if a two-dimensional geometry is considered. After the collision phase, statistics (e.g., number density, velocity, and temperature) are accumulated on the computational mesh, which exists only for this purpose and for determining possible collision pairs. To preclude nonphysical behavior, the mesh cells are constrained to be well less than a mean free path or a local flow gradient, and the time step is similarly constrained to less than a mean collision time. 4 The Icarus DSMC code was written for the massively parallel computing environment to overcome the extreme computational requirements of the DSMC method. 5 The simulations in the present work were performed on an 128 node (512 processor) IBM SP-2 computer.
Navier-Stokes
The SACCARA code is used to solve the NavierStokes equations for conservation of mass, momentum, and energy in axisymmetric form. The governing equations are discretized using a cell-centered finite-volume approach. The convective fluxes at the interface are calculated using the Steger-Warming 9 flux vector splitting scheme. Second-order reconstructions of the interface fluxes are obtained via MUSCL extrapolation.
10 A flux limiter is employed which reduces to first order in regions of large second derivatives of pressure and tem-perature. This limiting is used to prevent oscillations in the flow properties at shock discontinuities. The viscous terms are discretized using central differences.
The SACCARA code employs a massively parallel distributed memory architecture based on multi-block structured grids. The solver is a Lower-Upper Symmetric Gauss-Seidel scheme based on the works of Yoon et al.
11,12 and Peery and Imlay, 13 which provides for excellent scalability up to thousands of processors.
14 The SACCARA code has been used to obtain solutions for a wide variety of compressible flow problems. 6, [15] [16] [17] [18] [19] The Navier-Stokes simulations presented herein were run using a single 400 MHz processor of a Sun Enterprise 10000 shared-memory machine.
Computational Submodels
Thermodynamic Model (Navier-Stokes Only)
The non-dimensional specific heat (Cp/R), enthalpy (h/RT), and entropy (s/R) for both N and N 2 are determined via polynomial functions of the translational temperature (see Ref. 20) . These curve fits are for two ranges, 300 K to 1000 K and 1000 K to 6000 K. Below 300 K, the specific heat is held constant at the value at 300 K, and the enthalpy and entropy are determined appropriately.
Transport Models
Viscosity
The molecular model used for the DSMC code is the Variable Hard Sphere (VHS) model of Bird with the parameters given in Ref. 4 . The VHS model assumes that the cross section of molecule increases as a function of its energy. The rate of change is related to the coefficient of viscosity. In general, the viscosity coefficient of real gases over a wide temperature range is found to be proportional to the temperature raised to a power of approximately 0.74. The VHS model assumes an isotropic scattering in the center of mass frame of reference. For the simulations presented herein, the viscosity coefficient was modified to better represent the viscosity coefficient in the temperature range of interest (1000-3000 K). The power law viscosity model used for the DSMC simulations is (1) where 
where a 0 = 1.418×10 -6 , a = 116.4, and a 1 = 5, and was correlated for a range of 90 K < T < 1695 K.
Viscosity results for the power law and Keyes model are shown in Fig. 1 The error in the viscosity found from the various models relative to the experimental data is presented in Fig. 2 . Between 100 K and 2500 K, the error in Keyes model is approximately constant at 1%, while the error in the new power law model is below 6%. The original power law model overpredicts the viscosity by as much as 25% near 2500 K. Since the experimental viscosity data above 3000 K again account for equilibrium dissociation, the error estimates in this range are not valid.
Thermal Conductivity
Keyes model for the thermal conductivity takes the same form as that for the absolute viscosity, however the constants are given as a 0 = 1.8506×10 -3 , a = 77, and a 1 = 12. Using these constants and the form specified in Eq. (2) gives the thermal conductivity, k (W/mK), calibrated in the range 273 K < T < 773 K. A comparison of Keyes model for thermal conductivity with experimental data [22] [23] [24] indicates that the model does not perform well at higher temperatures (see Fig. 3 ). Better agreement with the data is found by assuming a power law profile. For the Navier-Stokes code, a power law profile with an exponent of 0.74, T ref = 1000 K and k ref =0 .0631 W/mK is used and is shown in Fig. 3 . The effective thermal conductivity found by using the new power law relation for viscosity and a variable specific heat from the curve fits discussed earlier (used in the DSMC code with the VHS model) is also shown (labeled power law new). Both of the power law models show good agreement with the experimental data below 2000 K. Above 2000 K, the experimental data is again
(1 bar) and is therefore not applicable.
Thermal Nonequilibrium Models
The DSMC code uses the Borgnakke Larsen energy exchange model 4 with constant rotational relaxation number of 5 and a variable vibrational relaxation number given by the Millikan and White 25 formula (see Ref. 4) . According to this model and for a fraction of the collisions the total energy is reassigned by sampling from the equilibrium distributions at a temperature that reflects the total collision energy.
The Navier-Stokes code employs the standard Landau-Teller formulation for vibrational relaxation 32 and uses the vibrational relaxation time scale for nitrogen suggested by Millikan and White. 25 The Millikan and White time scale was originally developed through comparison to shock tube data, and is thus expected to be accurate in the nose region. However, this formulation may not produce accurate vibrational relaxation for strongly expanding flows 26 due to anharmonic effects and non-Boltzmann population distributions in the vibrational energy levels.
27
Chemical Reaction Model
The chemistry model used in the DSMC code is the Total Collision Energy (TCE) model of Bird. 4 The TCE model extracts a reaction probability from the Arrhenius reaction rate assuming equilibrium energy distributions. A reduced set of two dissociation reactions of nitrogen was implemented:
The data for the Arrhenius reaction rates was taken from Park. 29 The Navier-Stokes code employs the Arrhenius form of the reactions and uses Park's effective temperature .
Flow Conditions and Solution Procedure Baseline Freestream Conditions
The nominal freestream and surface boundary conditions used for both the Navier-Stokes and DSMC codes are for Case B55D, Run 31 of Ref. 2 and are presented below in Table 1 . The fluid is nitrogen, and the thermal nonequilibrium models discussed earlier are used. Since the thermal state at the test section was not specified, the rotational and vibrational temperatures are assumed to be in equilibrium with the translational temperature at 144.44 K for this baseline case. Note that in all of the results presented herein, the axial coordinate x is measured from the virtual nose tip of the sharp fore-cone.
The DSMC code uses structured multi-region body fitted grids. 5 The final baseline grid used in this study consisted of approximately 1 million cells and is presented in Fig. 4 . Cell clustering was employed so that most of the cells are clustered between the shock and body. The cell width in the boundary and shock layer area was significantly less than local mean free path.
The Navier-Stokes grids were generated using the Gridgen 31 grid generator. Three grid levels were used in order to assess the solution accuracy. The finest mesh has 256 cells along the body and 128 cells normal to the surface (Mesh 1). The coarser meshes (Meshes 2 and 3) were determined by eliminating every other mesh point in each direction (i.e., grid halving). When generating the fine mesh, the first 64 cells from the wall were generated by hyperbolically marching the grid from the surface. In the nose region, the initial spacing at the wall was 2.4×10 -6 m and the geometric growth rate was 1.005. On the aft portion of the grid (x > 0.65 m), the wall spacing was 8×10 -6 m and the geometric growth rate was 1.0075. The mesh between these two regions, as well as the remaining outer mesh, were generated using Gridgen's elliptic solver. The regions of interest are the conical portions of the body. No effort was made to cluster points in the cylindrical portion of the domain as this region is primarily used to insure that a reasonable outflow boundary condition is applied.
Solution Procedures
The DSMC simulations were initialized by assuming the freestream conditions over the entire flowfield and a local equilibrium distribution sampled to initially populate the computational particle distribution. The DSMC algorithm was then repeatedly performed thousands of times in a time accurate manner until the flowfield achieved a steady behavior. Then thousands of time An outflow boundary was used for the 'right-hand' boundary. This model assumes no particles (mass) are allowed to enter this boundary; this model is appropriate for supersonic flows.
All Navier-Stokes solutions were also initialized by applying the freestream conditions over the entire flowfield domain. The governing equations were then advanced in pseudo-time using a global time step until a steady-state solution was obtained. The CFL (CourantFriedrichs-Lewy) number at the beginning of the simulations was set to 0.1. This value was then geometrically ramped up by a factor of 1.01 until the maximum CFL number was reached. Although the simulations were stable at CFL numbers as large as 1×10 9 , these large CFL numbers resulted in oscillatory behavior on the finer grids in the form of unsteady vortex shedding from the recirculation regions. The maximum CFL number that allowed convergence was approximately 200 on the 128×64 mesh and 50 on the 256×128 mesh. These CFL numbers correspond to ∆t values of roughly 8×10 -8 s and 1×10 -8 s, respectively. Due to the CFL limitations, a large number of iterations were needed to obtain steadystate solutions (e.g., 200,000 for the 128×64 mesh and 400,000 for the 256×128 mesh).
The Navier-Stokes code used a zero-gradient, Neumann type outflow boundary.
Simulation Accuracy
DSMC
It is difficult to quantify the simulation error of a DSMC simulation since traditional PDE-based approaches are not appropriate. The method has been shown to be very accurate if the time step is small enough, the cell size is on the order of a local mean-freepath and there are sufficient computational particles per cell to minimize a statistical bias. However, this only addresses the issue of computational accuracy; the physical correctness of the simulation depends heavily on the type of boundary conditions applied.
Iterative Convergence
The simulations were marched in a time-like manner using a constant time step until the surface quantities, shear stress and heat flux, were statistically invariant. Then the simulation continued with the same time step and an ensemble average of the macroscopic flow and surface properties were obtained. The fixed time step was less than the mean collisional time step of the flow. Recall that an outflow boundary condition was used for the downstream boundary so there was no coupling of the downstream to the upstream flow field.
Grid Convergence
A requirement for an accurate DSMC simulation is that the grid spacing be less than a mean-free-path or the local flow gradient. Three different grids were used in this study: 250,000, 700,000 and 1 million cells. The final grid met the grid spacing criteria from the nose to the compression corner. Approximately 20 million computational particles were simulated on this final grid; the number of particles per cell ranged from 10 to approximately 40 through the domain.
Navier-Stokes
Iterative Convergence
The simulations were marched in pseudo-time until a steady state was reached. A steady state was assumed when the L2 norms of the residuals for the flow equations (mass, momentum, and energy) were reduced by at least ten orders of magnitude; however, in some cases, the norms for the vibrational energy equation leveled out before a ten order of magnitude drop could be achieved. The residual is defined by substituting the current solution into the steady state form of the governing equations (i.e., without the time derivatives). Neglecting machine round-off errors, the residuals will be zero at steady state.
The L2 residual norms for the baseline case are presented in Fig. 6 . The residuals for the mass, momentum, and total energy conservation equations show a reduction of more than ten orders of magnitude from their initial levels. However, the residuals for the vibrational energy equation only show a reduction of seven orders of magnitude. The demonstrated iterative convergence gives confidence that the iterative errors in the discrete solution are small and may be neglected relative to the grid convergence errors to be discussed below.
Grid Convergence
Grid (or spatial) convergence has been evaluated by using the steady-state solutions on three meshes, 1, 2, and 3 (from finest to coarsest). The Richardson extrapolation procedure 30 has been used to obtain more accurate results from the relation
The above relation assumes that the numerical scheme is second-order, that both mesh levels are in the asymp-
totic grid convergence regime, and that a constant mesh refinement factor of two (i.e., grid doubling) is used. If these assumptions hold, then the Richardson extrapolated results will be third-order accurate since an upwind scheme is used. The accuracy of the surface properties on the three mesh levels has been estimated with the exact solution approximated with f RE which gives the solution error as (4) where k=1, 2, 3 is the mesh level.
If the mesh has been refined sufficiently such that the solution displays a second-order behavior, then the errors on the three meshes will obey the following relationship:
In Eq. (5), the first equality will always be satisfied when Eq. (3) is used. The second equality will only be satisfied if all three meshes have been sufficiently refined so as to be in the second-order asymptotic range.
Surface pressure distributions for the three mesh levels are given in Fig. 7 for the Navier-Stokes code. As the grid is refined, both the initial separation point and the pressure peak move forward. The initial separation point is discernible by a sharp rise in pressure above the 25 deg. cone value and occurs at approximately 0.06 m for the fine mesh and 0.08 m for the coarse mesh. The pressure peak is a result of the shock-shock interaction and occurs near 0.1 m for all meshes.
The normalized errors from Eq. (5) are presented in Fig. 8 for the surface pressure. The simulations appear to be grid resolved on all three grid levels upstream of the initial separation point and downstream of the final reattachment point (located at approximately 0.12 m). The fine grid errors upstream of the initial separation point are below 1%, while the fine grid errors downstream of the separated region vary from approximately 2% near the reattachment point, to as high as 15% on the cylindrical portion of the model. Large grid convergence errors on the cylinder were deemed acceptable as the region downstream of the 55 deg.-cylinder juncture is not of interest in this study. Moreover, the errors on the cylindrical portion of the body should have a negligible effect upstream on the regions of interest for the Navier-Stokes simulation. The large spikes in the error are due to the growth of the separated region as the mesh is refined. If the flow at a given location is attached on the medium grid, but separated on the fine grid, then the Richardson Extrapolation procedure is not appropriate. The errors in the surface pressure within the separated region can be more easily quantified by examining the enlarged view presented in Fig. 9 . The errors in this region are below 3%; however, these results should be used with caution since they are not grid refined on all three meshes (i.e., Eq. (5) is not satisfied).
The results for surface heat flux are not as grid resolved as those for surface pressure, as shown in Fig. 10 . The heat flux errors in the attached regions are below 1% upstream and 2.5% downstream (again, neglecting the cylindrical region). The errors in the separated regions, however, are as large as 10%. Again, the solutions in the separated regions are not grid converged since Eq. (5) is not satisfied. The 10% error estimates are larger than the quoted uncertainty in the surface heat flux measurements from the experiment and thus suggests the need for further grid refinement. While future work is expected to include an additional refinement level, it will be shown in the next section that the 10% error estimate in heat flux is smaller than the uncertainty in the freestream boundary conditions.
Simulation Results
Baseline Results
This section contains results using the baseline freestream conditions given earlier in Table 1 . Streamlines of the separated region, at the 25 deg.-55 deg. juncture, are presented in Fig. 11 for the Navier-Stokes code. The primary vortex is a large, toroidal recirculation zone approximately 0.045 m in length which rotates in a clock-wise direction. A secondary, counter-clockwise vortex also exists and is approximately 0.01 m long. The size and number of vortices was found to depend strongly on the level of grid refinement for the Navier-Stokes code. The coarse mesh (64×32 cells) had only a single clock-wise vortex which was roughly 0.02 m in length. The flow separates at roughly x = 0.065 m, as measured from the effective sharp cone tip. The flow reattaches at approximately x = 0.11 m and remains attached over the remainder of the body. Figure 15 shows the ratio of translational to rotational temperatures in the flowfield. In a perfect equilibrium case, the ratio should have been unity throughout the domain. The two separate regions with high ratios only indicates area of non-equilibrium. This can be seen in detail in the following figure.
Temperature profiles along the stagnation streamline are shown in Fig. 16 for both the DSMC and NavierStokes codes. For the Navier-Stokes code, the shock (denoted by the rise in translational temperature) occurs over a number of grid points. The vibrational tempera-
ture was assumed to be in equilibrium with the translational temperature in the freestream, and achieves a peak value along the stagnation streamline of approximately 475 K. The Millikan and White vibrational relaxation time scale is expected to perform well in this compressive region. The DSMC results show complete non-equilibrium between the translational, rotational, and vibrational modes. A thicker shock is simulated due to the diffusion upstream of high energy molecules. Caution should be used when interpreting the translational temperature upstream of the shock in a DSMC simulation since the scalar translational temperature is determined assuming a Boltzmann distribution; a bimodal distribution can result between the upstream and either surface or shock reflected molecules so the computed scalar translational temperature is not valid.
Figures 17 and 18 compare the surface pressure and heat flux results for the DSMC and NS simulations. The overall agreement is very good; the primary difference is that the NS simulations predict a larger recirculation region than the DSMC results. The difference in the peak surface values in the recirculation region are simply due to the much finer DSMC grid. Since the experimental data consists of surface pressure and heat flux, it is not clear whether these data can resolve the issue of one or two vortices in the recirculation region.
Sensitivity Studies
Minimum and Maximum Energy
In Ref. 3, Holden gives the accuracy of the freestream dynamic pressure and stagnation enthalpy to within ±5% and the Mach number to within ±1.5%. In order to examine the sensitivity to the freestream properties, the stagnation enthalpy was varied by the suggested ±5%. The stagnation enthalpy was chosen so as to effectively yield the minimum and maximum energy limits. At the test section location, the stagnation or total enthalpy can be separated into two parts, a sensible enthalpy and a kinetic energy term. Due to the low static temperature and high velocity, nearly all of the energy is in the form of directed kinetic energy (i.e., velocity squared). To simplify the determination of boundary conditions for the codes, and since the true thermodynamic state at the test section is unknown, the freestream axial velocity was simply varied by ±2.5% since V ∝ . The resulting freestream velocities are 2695.5 m/s (minimum energy) and 2833.5 m/s (maximum energy).
Vibrationally Excited Flow
An additional uncertainty in the boundary conditions is the vibrational excitation state at the test section. 33 The vibrational state in the tunnel is not addressed in the experimental description.
2, 3 The minimum amount of vibrational excitation is found by assuming thermal equilibrium in the test section, i.e., the vibrational temperature is equal to the translational temperature (144.44 K). This value was used in the baseline freestream conditions. The maximum possible vibrational excitation level would occur if the vibrational temperature was frozen at the stagnation temperature in the test section (3283.3 K) . In order to maintain the baseline total enthalpy at the test section, the axial velocity was also reduced to 2403.8 m/s.
This maximum vibrational excitation level could occur if, in the driven section of the tunnel, the fluid behind the reflected shock wave has sufficient flow residence time to thermally equilibrate at the stagnation temperature. Then, as the driven gas expands through the nozzle throat, the expansion ratio is sufficiently large enough that the vibrational temperature freezes out near the stagnation temperature. While the true state in the tunnel is somewhere in between these two limits, the experience of the authors with some hypersonic expanding flows suggests that the vibrational temperature could be closer to the stagnation temperature than to the translational temperature at the test section.
The Millikan and White vibrational relaxation time scale has been shown to overpredict the vibrational relaxation times for strongly expanding flows. Ruffin 27, 28 discusses how the Millikan and White relaxation time (τ MW ) may be modified by an acceleration factor φ for expanding flows as follows: (6) Ruffin suggests that φ is a function of the translational temperature T and the T v /T ratio only. For the baseline case, the T v /T ratio is less than or equal to unity, suggesting that the Millikan and White time scale is valid. For the vibrationally excited case, the T v /T ratio is less than two, giving maximum φ values near 1.5; thus, the Millikan and White relaxation time scale should still be a good approximation for the vibrational relaxation. See Refs. 19, 27, and 28 for more details.
Sensitivity Results
Three additional cases were run with the DSMC and Navier-Stokes codes: a minimum energy case, a maximum energy case, and a vibrationally excited case where the baseline energy (i.e., total enthalpy) was assumed. The sensitivity of the surface pressure to the freestream uncertainties is shown in Fig. 19 for the Navier-Stokes code. The surface pressures are lower than the baseline for the minimum energy case, especially in the separated region. The opposite is true for the maximum energy case. The vibrationally excited case resulted in significantly lower pressure values over
the conical surfaces due to significant flow energy being tied up in the vibrational modes. These results are quantified in Fig. 21 , where the percent difference between the baseline case and the additional flow cases are shown according to the following relation: (7) Large increases in the percent difference occur when the flow features (e.g., separated region, shock-shock intersection) move along the surface. In general, the minimum and maximum energy cases (±5%) result in a sensitivity of ±5% in the surface pressure. For the vibrationally excited case, the surface pressures are 25% lower than those found in the baseline case. These results suggest that the largest uncertainty in the experimental data is due to a lack of knowledge of the vibrational excitation levels at the test section.
The sensitivity of the surface heat flux to the uncertainties in the freestream properties is shown in Fig. 23 for the Navier-Stokes code. Again, the minimum and maximum energy cases result in a reduction and increase in the surface heating, respectively. The vibrationally excited case results in heating levels well below the baseline case. These sensitivities are quantified in Fig. 25 , which gives the percent difference in surface heat flux between the various cases and the baseline simulation. The minimum and maximum energy cases result in heating levels of minus/plus 8%, respectively. The effects of vibrational excitation are to lower the heating by 25%-35% below the baseline results. Again, uncertainty in the vibrational excitation state is the largest contributor to the overall uncertainty in the experimental data. Figures 22, 24, and 26 show the similar sensitivity results for the DSMC simulations. Again, the DSMC and NS results compare quite well except that the recirculation zone is predicted to be much larger for the NS simulations.
The DSMC simulations did not predict any statistically significant chemical activity in the flow. The real gas effects therefore were limited to vibrational and rotational non-equilibrium.
Conclusions
Simulations were performed using DSMC and Navier-Stokes codes for the laminar Mach 11 flow of nitrogen over a blunted 25 deg.-55 deg. biconic. The flowfields obtained were such that significant regions of attached flow were found both upstream and downstream of the cone-cone juncture separated region. The simulations accounted for both thermal and chemical nonequilibrium. While significant amounts of thermal nonequilibrium were observed in the flowfield, the amount of dissociation was found to be negligible. Surface pressure and heating results for the baseline freestream conditions showed good agreement between the DSMC and Navier-Stokes approaches with the exception that the recirculation zone was predicted to be larger for the NS simulation.
The DSMC simulations were performed to achieve the grid spacing, time step, and cell particle population constraints over the domain of interest (from the nose to the compression flare). The viscosity coefficient and reference diameter were changed to accurately represent the nitrogen viscosity in the temperature range of interest.
The accuracy of the Navier-Stokes simulations was examined. The iterative convergence was demonstrated by obtaining a ten order of magnitude drop in the L2 norm of the residuals. Estimates of the grid convergence error were obtained by applying the Richardson Extrapolation procedure using two mesh levels. A third grid level was used to determine if the solutions were in the asymptotic second-order grid convergence range. The surface quantities were found to be grid converged in the attached portions of the flow, but not in the separated regions. The grid convergence errors were found to be below 2.5% in the attached flow regions for both surface pressure and heat flux. Errors in the separated region were estimated to be as high as 3% for surface pressure and 10% for the surface heat flux.
The sensitivity of the surface properties to uncertainties in the freestream conditions was examined. Two additional cases were run which represented minimum and maximum total energy cases according to the quoted experimental uncertainties in stagnation enthalpy (±5%). The minimum energy case resulted in surface pressures 5% below and surface heat fluxes 8% below the baseline values, while the maximum energy case resulted in surface pressures and heat fluxes 5% and 8% above the baseline values, respectively. The baseline case assumed that the vibrational energy modes in the freestream were in equilibrium with the translation modes. An additional case was run in which the vibrational temperature in the freestream was assumed to be frozen at the stagnation temperature, but the total energy level was held constant at the baseline energy. This vibrationally excited case generally resulted in surface pressures 25% lower than the baseline case. The surface heat fluxes for this case were 25%-35% lower than the baseline heating values. Thus, the sensitivities of the surface properties to uncertainties in the vibrational excitation state at the test section far outweigh the uncertainties in the surface measurements 3 themselves (±3% for surface pressure and ±5% for heat flux) and the estimated errors in the simulations (±3% for surface pressure and ±10% for % Difference p p baseline -
heat flux). In light of the findings of this sensitivity study, we recommend that the vibrational state at the test section be examined.
The primary differences between the NS and DSMC results, the size of the recirculation region and the number of vortices, remain unresolved at this time. The experimental data may indicate the vortex size; however, the number and structure of the recirculation zone would require surface shear and possibly flowfield measurements. The authors believe that the difference could be either due to differences in modelling the outflow boundary or non-equilibrium effects in the nose region (see figure 16 ). For the outflow boundary, a zero-gradient model is used in the NS simulations and a non-reentrant boundary used in the DSMC simulations. Since the outflow will be subsonic to mildly sonic in a portion of this boundary, the boundary condition in the DSMC simulations may be the cause of the difference in the recirculation zones. The non-equilibrium effects of the nose region may be investigated by taking the DSMC solution of the nose region as a upstream boundary for the Navier-Stokes simulation. These will be topics for future investigations. 
