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Abstract
We show that there are exactly 2k−1 Dk inequivalent orientations of the rank-k free spike (k ≥ 4) where
Dk is the kth Dedekind number. Our proof of this result is constructive and employs the monotone boolean
functions.
c© 2006 Published by Elsevier Ltd
1. Introduction
A matroid that can be represented by a matrix over GF(2), or GF(3) is called a binary or
ternary matroid, respectively. A matroid or oriented matroid that can be represented by a rational
matrix whose nonzero sub-determinants are all in {1, −1} is called regular. A matroid or oriented
matroid that can be represented by a rational matrix whose nonzero sub-determinants are all in
{±2 j : j ∈ Z} is called dyadic.
It is well known that an oriented matroid is regular if and only if its underlying matroid is
binary, and, hence, binary oriented matroids are uniquely orientable [2]. It is also known that
an oriented matroid is dyadic if and only if the underlying matroid is ternary [6]. Moreover, it
follows from results in [6] and [4] that a ternary oriented matroid has at most three inequivalent
orientations. In other words, there is an upper bound on the number of inequivalent orientations
for GF(q)-representable matroids when q ∈ {2, 3}. Moreover, all of these orientations are
representable.
Since orientations of binary and ternary matroids are well understood, it is natural to turn our
attention to GF(q)-representable matroids for q ≥ 4. Is there an upper bound on the number
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of inequivalent orientations of a GF(q)-representable matroid? Are the orientations of these
matroids always representable? The answer to both questions is yes when q ∈ {2, 3}, but results
from this paper and [10] will show that the answer to both questions is no when q is not prime.
Tutte’s well-known Wheels and Whirls Theorem establishes the wheels and whirls as
fundamental building blocks for 3-connected matroids [13]. Seymour’s celebrated Splitter
Theorem generalizes the Wheels and Whirls Theorem [11].
Orientations of the whirls factor heavily into the results about ternary oriented matroids [6]. In
a strengthening of Seymour’s Splitter Theorem, Geelen, Oxley, Vertigan and Whittle have shown
that the matroids known as free spikes are fundamental building blocks for 3-connected matroids
that are representable over non-prime fields [4]. In this paper, we examine the orientations of the
free spikes.
Our main result, which we now state, is enumerative.
Theorem 1. The rank-k free spike has exactly 2k−1 Dk inequivalent orientations, where Dk is
the kth Dedekind number.
Since the free spikes are representable over all non-prime fields [8], it follows immediately
from Theorem 1 that no bound can be placed on the number of inequivalent orientations of a
GF(pi )-representable matroid, i ≥ 2. We also note that we have used the orientations found in
the proof of Theorem 1 to show a correspondence between representable orientations of the
free spikes and the N-equivalence classes of threshold functions [10]. This correspondence
combined with data from [12] shows that there are orientations of the rank-k free spike that
are not representable for all k ≥ 4.
The proof of Theorem 1 is constructive and, thus, provides insight into the structure of
orientations of the free spikes. To prove this theorem we first restrict the possibilities for
orientations by applying the orthogonality condition for signing the circuits and cocircuits of an
oriented matroid. We are then able to reduce this enumeration problem to the problem of solving
a system of inequalities in (k − 1) + 2k binary variables. Finally, we note that solutions of k − 1
variables are free, and the solutions of the remaining 2k variables correspond to the monotone
boolean functions. This correspondence was discovered using The On-Line Encyclopedia of
Integer Sequences [12].
2. Background
We assume the reader is acquainted with matroid theory. For a thorough introduction, see
Oxley’s text [7]. We also assume familiarity with the basic ideas in oriented matroid theory,
especially the circuit, cocircuit, and dual pair axiom systems for oriented matroids. For a
thorough treatment of the axiom systems for oriented matroids, see Chapter 3 in Bjo¨ner et al.
[1].
Our terminology and notation are consistent with [1] with one exception: for a given matroid
M = (E, C) = (E, C∗), a circuit signature, denoted C S(M) assigns to each X ∈ C one signed
set X , as opposed to a signed set and its opposite. A cocircuit signature, C S∗(M), is defined
analogously.
A circuit signature of M together with a cocircuit signature of M is called a signing of M .
Two signings C S1(M), C S∗1 (M) and C S2(M), C S∗2 (M) are equal if C S1(M) = C S2(M) and
C S∗1 (M) = C S∗2 (M). The signings are identical if they are equal after negating a subset of the
signed circuits and cocircuits in C S2(M) ∪ C S∗2 (M). The signings are equivalent if there exists
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A ⊆ E such that reversing the signs on A in each signed set of C S2(M), C S∗2 (M) yields a
signing of M that is identical to C S1(M), C S∗1 (M).
We make extensive use of the dual pair axiom system for oriented matroids given in Theorem
3.4.3 of Bjo¨rner et al. [1].
Definition 2. Let X and Y be signed sets. We say that X and Y are orthogonal, written X⊥Y , if
(X+ ∩ Y +) ∪ (X− ∩ Y −) 
= ∅ ⇐⇒ (X+ ∩ Y −) ∪ (X− ∩ Y +) 
= ∅.
Definition 3. Let M = (E, C) = (E, C∗) be a matroid. We say that M is orientable if there
exists a signing C S(M), C S∗(M) such that X⊥Y for all X ∈ C S(M) and Y ∈ C S∗(M) with
|X ∩ Y | ≤ 3. We call such a signing an orientation of M .
2.1. Free spikes
The free spikes were introduced in [8] and are also found in [4] and [5]. The rank-k (k ≥ 3)
free spike, denoted Φk , is a matroid on the ground set {a1, b1, a2, b2, . . . , ak, bk}. The non-
spanning circuits of Φk are the sets given by Ni, j = {ai , bi , a j , b j }, 1 ≤ i < j ≤ k. Spanning
circuits have the form {x1, x2, . . . , xi−1, ai , bi , xi+1, . . . , xk} where x j ∈ {a j , b j } for j 
= i . We
will find it useful to use two different notations for the spanning circuits: S(x1,x2,...,xi−1,l,xi+1,...,xk)
and Si,u1u2...ui−1ui+1...uk where we define u j for all j 
= i by u j = 0 if x j = b j and u j = 1 if
x j = a j . Throughout this paper, u j is a bit and x j ∈ {a j , b j }.
The free spikes have many interesting properties, two of which are stated in the following
lemma.
Lemma 4 (See Lemma 8.2 in [5]). Let k ≥ 3 be an integer. Then
(i) Φ∗k = Φk .
(ii) Φk\ai/bi = Φk\bi/ai ∼= Φk−1 .
By part (i) of Lemma 4, C(Φk) = C∗(Φk), so we will distinguish between circuits and
cocircuits with the usual ∗ notation.
In 2002, Geelen et al. strengthened Seymour’s Splitter Theorem [4]. One consequence of this
paper is that the free spikes are building blocks for non-binary matroids that are representable
over non-prime fields. Since every orientation of the Φ3 is representable (see Corollary 8.3.3 in
Bjo¨rner et al. [1]), we focus our attention on orientations of Φk , k ≥ 4.
2.2. Monotone boolean functions
Let B = {0, 1}. A rank-k boolean function is a map β : Bk → B. With the obvious total
order onB, there is a partial order onBk given by X  Y ⇐⇒ xi ≤ yi for i ∈ {1, . . . , k} where
X = (x1, x2, . . . , xk) and Y = (y1, y2, . . . , yk). The boolean function is said to be monotone if
β(Y ) = 0 implies that β(X) = 0 for all X  Y . We denote the set of rank-k monotone boolean
functions by Mk [12].
The problem of counting the rank-k boolean functions is known as Dedekind’s problem.
The number of rank-k monotone boolean functions, denoted as Dk , is called the kth Dedekind
number. There is no known formula for Dk . In fact, only nine Dedekind numbers have been
computed, D0 through D8 = 56, 130, 437, 228, 687, 557, 907, 788 [14].
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Let f : Bk → B be a rank-k boolean function, n ∈ {0, 1, 2, . . . , 2k − 1} and bk−1bk−2 . . . b0
be the binary representation for n. We can view f as a string of 2k bits where the nth bit
corresponds to f (bk−1bk−2 . . . b0). Henceforth, we treat the rank-k boolean functions as strings
of bits of length 2k .
For rank-k boolean functions f and g, we denote their concatenation by f ∗ g.
In the following lemma f is a rank-k boolean function.
Lemma 5 (See Lemma 1 of [3] and the discussion that follows). f ∈ Mk if and only if there
exist g, h ∈ Mk−1 such that g  h and f = g ∗ h.
In essence, we can think of a rank-k boolean function as a function on the vertices of the
k-dimensional hypercube into the set {0, 1}. The next proposition, which follows by induction
and Lemma 5, shows that the function is monotone if and only if it is increasing in the directions
of all the standard unit vectors.
Proposition 6. Let h = h0h1h2 . . . h2k−1 = h00...00h00...01h00...10 . . . h11...11 be a string of bits
where k ≥ 1. Then h ∈ Mk if and only if for all u1u2 . . . uk ∈ Bk and i ∈ {1, 2, . . . , k}
(hu1...ui−10ui+1...uk , hu1...ui−11ui+1...uk ) 
= (1, 0). (1)
2.3. Signed circuit–cocircuit graphs
Signed circuit–cocircuit graphs (SCCG’s) for matroid signings will be used to establish that
certain orientations are inequivalent. The idea for SCCG’s stems from the associated bipartite
graph for a matrix (see Section 6.4 in Oxley [7]) and the signed basis graph for an oriented
matroid (see Section 3.5 in Bjo¨rner et al. [1]).
Let M be a matroid on ground set E with circuit set C and cocircuit set C∗. Construct a bipartite
graph GM with bipartition V1, V2 where V1 = E and V2 is a set of labels for all of the circuits
and cocircuits of M . Two vertices, e and X ∈ C ∪ C∗, are connected by an edge in GM if and
only if e ∈ X . For a given signing C S, C S∗ of M , we obtain the signed circuit–cocircuit graph
(SCCG) of M corresponding to C S, C S∗ by assigning to each edge of GM the corresponding
sign from C S, C S∗. Notice that reversing the signs on A ⊆ E(M) = V1 in C S, C S∗ corresponds
to negating the signs on all edges adjacent to a vertex in A, and negating a circuit or cocircuit
corresponds to negating the signs on all edges adjacent to the corresponding vertex in V2. A
signed circuit C in the graph SCCG is positive if an even number of edges of C receive a negative
label and is negative otherwise.
In the proof of Theorem 1 we will sign Φk by a sequence of partial signings. In a partial
signing, we use the notation X (e) = ∗ to indicate that the sign of element e in (co)circuit X
is still undetermined. Two signings C S1, C S∗1 and C S2, C S
∗
2 of M agree on the partial signing
PC S, PC S∗ of M if C S1(X, e) = C S2(X, e) = PC S(X, e) for all X ∈ C and e ∈ E(M)
such that PC S(X, e) 
= ∗ and C S∗1 (Y, e) = C S∗2 (Y, e) = PC S∗(Y, e) for all Y ∈ C∗ and
e ∈ E(M) such that PC S(Y, e) 
= ∗. The partial signed circuit–cocircuit graph (PSCCG) of M
corresponding to a partial signing of M is obtained by deleting from GM all edges {e, X} such
that X (e) = ∗ and signing the remaining edges accordingly.
Lemma 7. Let M be a matroid and C S1, C S∗1 and C S2, C S
∗
2 be signings of M that agree on the
partial signing PC S, PC S∗. If C S1, C S∗1 is not identical to C S2, C S∗2 and the partial signed
bipartite graph of M corresponding to PC S, PC S∗ is connected, then C S1, C S∗1 and C S2, C S∗2
are inequivalent signings of M.
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Proof. The sign of a circuit C in PSCCG is unaffected by reversing the signs on A ⊆ E(M) and
negating circuits and cocircuits in a signing of M . The lemma follows. 
3. Enumerating orientations of the free spikes
We are now ready to delve into the proof of Theorem 1. In the proof, we will employ
the techniques used by Lee and Scobee to show that the whirl has at most three inequivalent
orientations.
Proof (Theorem 1). We will attempt to construct a signing of Φk that satisfies orthogonality. We
may assume that N1, j (a1) = +, N1,2(b1) = +, N1,2(a2) = +, N1,2(b2) = +, N1, j (a j ) = +,
N1, j (b j ) = +, Ni, j (ai ) = + (i 
= 1), S(l,x2,x3,...,xk)(x2) = +, S(x1,...,xi−1,l,xi+1,...,xk)(x1) =+ (i > 1), N∗i, j (ai ) = +, S∗(l,x2,x3,...,xk)(x2) = +, and S∗(x1,...,xi−1,l,xi+1,...,xk)(x1) = + (i > 1)
since we may, if necessary, perform the following operations: negate N1,2, N1,3, . . . , N1,k ,
reverse the signs on b1, a2, b2, a3, b3, . . . , ak, bk , negate N j,k for j ≥ 2, negate the spanning
circuits, and negate the cocircuits. This gives our first partial signing of Φk . This next lemma
follows directly from Lemma 7.
Lemma 8. Let C S1, C S∗1 and C S2, C S∗2 be signings of Φk that agree on the first partial signing
of Φk . If C S1, C S∗1 is not identical to C S2, C S∗2 then C S1, C S∗1 and C S2, C S∗2 are inequivalent
signings of Φk . 
We now continue to sign Φk in a manner that satisfies orthogonality. For example, we may
apply orthogonality to N1,2 and N∗1, j with 3 ≤ j ≤ k yielding N∗1, j (b1) = −. Repeated
applications of orthogonality to successive partial signings, together with some observations
about the signings of the non-spanning circuits and cocircuits yield a final partial signing of
Φk in which all but k − 1 + 2k signs are known. (For details on the process used to obtain the
final partial signing see [9].) The unknown signs in the final partial signing are indicated by yi
and zi variables in {+, −}.
The final partial signing of Φk :
N1, j (a1) = N1, j (bi ) = + N∗1, j (a1) = +
N1, j (a j ) = N1, j (b j ) = + N∗1, j (b1) = −
Ni, j (ai ) = Ni, j (bi ) = + for i ≥ 2 N∗1, j (a j ) = y j−1
Ni, j (a j ) = Ni, j (b j ) = − for i ≥ 2 N∗1, j (b j ) = −y j−1
N∗i, j (ai ) = + N∗i, j (a j ) = −yi−1 y j−1 for i ≥ 2
N∗i, j (bi ) = − N∗i, j (b j ) = yi−1 y j−1 for i ≥ 2
S1,u2u3...uk (a1) = Sgn((−1)u2)zu¯2u¯3...u¯k1
S1,u2u3...uk (b1) = Sgn((−1)u2)zu¯2u¯3...u¯k0
S1,u2u3...uk (a j ) = Sgn((−1)u¯2u j )y j−1 for 2 ≤ j ≤ k
S1,u2u3...uk (b j ) = Sgn((−1)u2 u¯ j )y j−1 for 2 ≤ j ≤ k
Sj,u1u2...u j−1u j+1...uk (a1) = Sgn(u1)
Sj,u1u2...u j−1u j+1...uk (b1) = Sgn(u¯1)
Sj,u1u2...u j−1u j+1...uk (ai) = Sgn((−1)u1ui )yi−1 for i 
= 1, i 
= j
S j,u1u2...u j−1u j+1...uk (bi) = Sgn((−1)u¯1 u¯i )yi−1 for i 
= 1, i 
= j
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Sj,u1u2...u j−1u j+1...uk (a j ) = Sgn((−1)u1)zu¯2...u¯ j−11u¯ j+1...u¯k u¯1
Sj,u1u2...u j−1u j+1...uk (b j ) = Sgn((−1)u1)zu¯2...u¯ j−10u¯ j+1...u¯k u¯1
S∗1,u2u3...uk (a1) = zu2u3...uk 0
S∗1,u2u3...uk (b1) = −zu2u3...uk1
S∗1,u2u3...uk (a j ) = Sgn(u j ) for 2 ≤ j ≤ k
S∗1,u2u3...uk (b j ) = Sgn(u¯ j ) for 2 ≤ k
S∗j,u1u2...u j−1u j+1...uk (a1) = Sgn(u1)
S∗j,u1u2...u j−1u j+1...uk (b1) = Sgn(u¯1)
S∗j,u1u2...u j−1u j+1...uk (ai ) = −Sgn(ui ) for i 
= 1, i 
= j
S∗j,u1u2...u j−1u j+1...uk (bi ) = −Sgn(u¯i ) for i 
= 1, i 
= j
S∗j,u1u2...u j−1u j+1...uk (a j ) = zu2...u j−10u j+1...uk y j−1
S∗j,u1u2...u j−1u j+1...uk (b j ) = zu2...u j−11u j+1...uk y j−1 .
We seek solutions for (y1, . . . , yk−1, z00...00, z00...01, . . . , z11...11) ∈ {+,−}2k+k−1 which
yield orientations of Φk . In comparing the next lemma with Proposition 6, we begin to see
Theorem 1 take shape.
Lemma 9. (y1, . . . , yk−1, z00...00, z00...01, . . . , z11...11) ∈ {+,−}2k+k−1 yields an orientation of
Φk for k ≥ 4 if and only if
(zu1u2...uk−10, zu1u2...uk−11) 
= (+,−) (2)
for all u1u2 . . . uk−1 ∈ Bk−1 , and
(zu1...u j−10u j+1...uk , zu1...u j−11u j+1uk ) 
= (y j ,−y j ) (3)
for all u1u2 . . . uk ∈ Bk and all 1 ≤ j ≤ k − 1.
Proof. The proof is by induction on k. Using orthogonality, it is not difficult, though rather
tedious, to check that the lemma is true for k = 4, so consider the final partial signing of Φk for
some k > 4.
If (y1, . . . , yk−1, z00...00, z00...01, . . . , z11...11) ∈ {+,−}2k+k−1 yields an orientation of Φk , we
may apply induction to Φk−1 ∼= Φk\a2/b2 ∼= Φk\b2/a2 ∼= Φk\ak/bk ∼= Φk\bk/ak to see that
(y1, . . . , yk−1, z00...00, z00...01, . . . , z11...11) does not violate (2) or (3).
On the other hand, suppose that (y1, . . . , yk−1, z00...00, z00...01, . . . , z11...11) does not violate
(2) or (3). Let C ∈ C S(Φk) and C∗ ∈ C S∗(Φk) be such that |C ∩ C∗| ∈ {2, 3}. Then
there exists i ∈ {2, 3, . . . , k} such that {ai , bi } ∩ (C ∩ C∗) = ∅. Moreover, we can choose
i so that neither C nor C∗ contains both elements of {ai , bi }. Without loss of generality,
ai 
∈ C and bi 
∈ C∗. Then C\bi is a circuit of Φk\ai/bi and C∗\ai is a cocircuit of
Φk\ai/bi . Furthermore, (C∗\bi ) ∩ (C∗\ai ) = C ∩ C∗. By the induction hypothesis, a subset
of {y1, . . . , yk−1, z00...00, z00...01, . . . , z11...11} gives rise to an orientation of Φk\ai/bi . Therefore
(C\bi )⊥(C∗\ai) and, hence, C⊥C∗. 
Fix (y1, . . . , yk) ∈ {+,−}k−1. We are going to establish a bijection Λ between
Mk and the set of all (z00...00, z00...01, z0010, . . . , z11...11) ∈ {+,−}2k such that
(y1, . . . , yk, z00...00, z00...01, z00...10, . . . , z11...11) yields an orientation of Φk .
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Define φ : {+,−} → {0, 1} by φ(+) = 1 and φ(−) = 0. If (y1, . . . , yk−1) = (+,+, . . . ,+),
then it is clear from Proposition 6 and Lemma 9 that
Λ(z00...00, z00...01, . . . , z11...11) = φ(z00...00)φ(z00...01) . . . φ(z11...11)
is the desired bijection. When (y1, . . . , yk−1) 
= (+,+, . . . ,+) we will need to permute
z00...00, z00...01, . . . , z11...11 before applying φ.
To this end, fix k ∈ Z+ and (y1 . . . yk−1) ∈ {+,−}k−1. (We do not need to restrict
our attention to k ≥ 4 for the discussion that follows.) For each u1u2 . . . uk ∈ Bk and all
i ∈ {1, 2, . . . , k −1}, let uˆi = ui if yi = + and uˆi = u¯i if yi = −. (Here ui is the complement of
the bit ui .) Define the permutation τ onBk by τ (u) = uˆ1uˆ2 . . . uˆk−1uk . If k = 1, it is understood
that {y1, y2, . . . , yk−1} is the empty set and τ is the identity.
Lemma 10. Let k ≥ 1 and fix an element (y1, . . . , yk−1) of {+,−}k−1. Let A be the set of all
(z00...00, z00...01, . . . , z11...11) ∈ {+,−}2k that satisfy (2) and (3). Then Λ : A → Mk defined by
Λ(z00...00, z00...01, . . . , z11...11) = φ(zτ (00...00))φ(zτ (00...01)) . . . φ(zτ (11...11))
is a bijection.
Proof. The proof is by induction on k. The base case is trivial, so fix k > 1 and (y1, . . . , yk−1) ∈
{+,−}k−1. Let A1 be the set of all (z00...00, z00...01, . . . , z01...11) ∈ {+,−}2k−1 such that (2)
is true for all 0u2u3 . . . uk−1 ∈ Bk−1 and (3) is true for all 0u2u3 . . . uk ∈ Bk and all
j ∈ {2, 3, . . . , k − 1}. Let A2 be the set of all (z10...00, z10...01, . . . , z11...11) ∈ {+,−}2k−1 such
that (2) is true for all 1u2u3 . . . uk−1 ∈ Bk−1 and (3) is true for all 1u2u3 . . . uk ∈ Bk and all
j ∈ {2, 3, . . . .k − 1}. Let τ be the permutation ofBk defined by
τ (u1u2 . . . uk) = u1uˆ2uˆ3 . . . uˆk−1uk .
By the induction hypothesis, Λ1 : A1 → Mk−1 defined by
Λ1(z00...00, z00...01, . . . , z01...11) = φ(zτ¯ (00...00))φ(zτ¯ (00...01)) . . . φ(zτ¯ (01...11))
and Λ2 : A2 → Mk−1 defined by
Λ2(z10...00, z10...01, . . . , z11...11) = φ(zτ¯ (10...00))φ(zτ¯ (10...01)) . . . φ(zτ¯ (11...11))
are bijections. If y1 = +, set Λ(z00...00, z00...01, . . . , z11...11) equal to
Λ1(z00...00, z00...01, . . . , z01...11) ∗ Λ2(z10...00, z10...01, . . . , z11...11).
On the other hand, if y1 = −, set Λ(z00...00, z00...01, . . . , z11...11) equal to
Λ2(z10...00, z10...01, . . . , z11...11) ∗ Λ1(z00...00, z00...01, . . . , z01...11).
In either case, it follows by Lemma 5 that Λ : A → Mk is a bijection. 
Theorem 1 now follows by Lemmas 8–10. 
4. Conclusion
Theorem 1 establishes that no bound can be placed on the number of inequivalent orientations
of a GF(pi )-representable matroid where i ≥ 2. It still remains to be seen whether the number
of inequivalent orientations of a GF(p)-representable matroid is bounded. If there is any hope
that such a bound exists, I believe it hinges on orientations of the free swirls which are building
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blocks for matroids that are representable over prime fields [4]. Since free swirls are derived from
whirls, which have three inequivalent orientations [6], it is not beyond the realm of possibility that
such a bound exists. Nevertheless, since the free spikes and the free swirls serve as the primary
roadblocks to many results in matroid representation theory, it seems unlikely to the author that
the number of inequivalent orientations of a GF(p)-representable matroid is bounded.
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