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情報システムにおけるリスクマネジメント
劉　　 継 　生
1．はじめに
　現代社会はリスク社会である1）。人々はリスクに満ちた環境に生きている。リス
クは文明のメカニズムに内蔵されている2）。リスクとは、人間が自ら作りだした人
間によって制御不能あるいは合理的制御を滑り抜けた社会的危険な状態である。リ
スクの問題はこの意味で制御の問題でもある3）。ウィーナーは1947年に制御問題を
1つの学問分野としてとらえ、「サイバネティクス」（cybernetics）を唱えた4）。サ
イバネティクスとは、機械から生命までの様々な情報システムに対して通信やフィ
ードバックの原理で自動制御を行う理論体系である。例えば、恒温装置であるサー
モスタットでは、情報システムが設定された目標とのずれをフィードバックし、そ
のずれを修正することによって目標に到達し維持する。このような制御は、一定の
前提条件が与えられれば、情報システムは予め決まったふるまいを示すという関係
の下で成り立っている。ところが、不確実な環境下では、想定された前提条件や設
定されたふるまいにあてはまらない状況も現れるため、完全な制御が不可能とな
り、制御概念の根本的な見直しが必要となる。
　ベックは、近代化は制御できないリスクを生み出し、それについて誰も責任を取
らず、組織化された無責任な情報システムが出来上がっていると述べている5）。交
通事故のように、被害が一定の場所、一定の時間、一定の社会範囲に限定されるリ
スクが「限界のあるリスク」であるのに対し、ベックが問題視しているのは限界の
ないリスクである。人間自身が作り出し、その被害の広がりに社会的、地理的、時
間的に限界がない大災害は「限界のないリスク」である。限界のないリスクは近代
社会が生んだ不確実性の象徴であり、その原因は人間による制御できない様々なシ
ステムの開発にあるといわれている。
　人類社会が20世紀後半に産業社会から情報社会へとシフトした後、情報システム
が大量に開発されてきた。現在、情報システムは、社会・経済・金融・教育・経
営・交通・製造などのあらゆる分野に浸透しており、技術の発達につれてますます
大規模化・高度化・複雑化してきている。完全な制御ができない情報システムへの
過度の依存はリスクの拡大につながる。情報システムの障害によるサービスの停止
や機能低下の社会的影響はますます深刻化してきている。例えば、2013年2月現
在、JR 東日本は Suica を4210万枚、首都圏の私鉄各社も PASMO を2202万枚発行
し、首都圏では乗客の約9割が IC カードを使用している6）。もし IC カードを管理
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する情報システムが障害で一時稼働しなくなると首都圏の交通に大きな混乱をもた
らしかねない。
　情報システムのリスクをゼロにすることはできないが、サービス停止による社会
の混乱のようなリスクの影響を最小限に抑えることは可能である。こうした考えに
基づき、本稿では、既存の事例を用いて情報システムのリスクの特徴を分析し、そ
のリスクの影響を抑えるための方法としてリスクマネジメントおよびリスクコミュ
ニケーションについて考察する。
2．効果とリスクが共存する情報システム
　⑴　効果とリスクとの隣り合わせ
　情報システムは組織や社会のさまざまな問題をソリューションし、人々の行動を
支援し、効率性や利便性を高めることに大きな力を持っている。グローバル社会と
高度情報化社会の中で競争している組織にとって情報システムは競争に勝つ武器で
あり、戦略的資源である7）。ソリューションは情報システムの目的であり、コンピ
ュータやネットワークなどの活用は情報システムの手段であり、情報システムが必
ず解決すべき具体的な問題に対して構築される。例えば、国民の利便性と行政の効
率性を高めるために構築された情報システムが住基ネット（住民基本台帳ネットワー
クシステム）である。住基ネットは、住民基本台帳に関する事務の処理および行政
機関の本人確認の業務をサポートし、電子政府の基盤として重要な役割を果たして
いる。しかし、住基ネットは2002年8月から稼働したが、国民の利用率が低く、住
基カードの発行枚数は2007年3月末で全人口の0.7％の91万5000枚にすぎなかった。
その理由は、国民の個人情報を運用管理している住基ネットには、プライバシー侵
害や個人情報の漏えいなどのリスクが潜んでいるからだといわれている8）。従って、
情報システムは、社会と組織に大きな効果を与えると同時にリスクも内包してい
る。効率性ばかりを追求してリスクを忘れてはいけない。リスクを抑える対策を持
たずに情報システムを利用すると障害や事故を引き起こす恐れがある。
　⑵　リスクの責任を担う人間系
　情報システムの定義について経済産業省は、「コンピュータを用いて構成される
ソフトウェア、装置・機器等のシステム及び処理・記録されるデータ・データベー
スを総称したものである」と説明している。情報システムには、個別に開発される
ソフトウェア及びパッケージソフトウェア並びに当該ソフトウェアが動作するコン
ピュータ装置、周辺機器、通信装置、施設・設備及びデータ・データベース等が含
まれる。複数の情報システムがネットワークを介して連携しひとつの全体とみなせ
る場合には、その全体が上位情報システムであり、各部分がサブ情報システムであ
る。実は、こうしたソフトウェア、ハードウェア、ネットワークなどを情報システ
ムの「機械系」という。
　OECD 情報システムセキュリティガイドラインは、OECD（経済協力開発機構）に
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よって1992年に策定された。これは、各国や公的機関、企業などの情報システムの
セキュリティに関する指針でもある。2002年8月に策定以来はじめて変更された。
改訂版は「情報システム及びネットワークのセキュリティのためのガイドライン─
セキュリティ文化の普及に向けて」となっている。この新しいガイドラインは、情
報システムに「参加者」（participants）という概念を導入した。参加者は、「情報シ
ステム及びネットワークを開発、所有、提供、管理、サービス提供及び使用する政
府、企業、その他の組織及び個人利用者」である。そして、「すべての参加者は、
情報システム及びネットワークのセキュリティに責任を負う」と規定している。
OECD が規定している参加者は、実は情報システムの開発・運用・管理・利用を
担っている「人間系」のことである。
　情報システムは機械系と人間系から構成されている9）。人間系は次のようになっ
ている。情報システムの所有者は行政の首長や企業の社長のような組織代表者であ
る。開発者は情報システムの開発を担当する部門あるいは外部企業である。情報シ
ステム開発の発注を請け負った外部企業はベンダー企業とも呼ばれる。管理者は情
報システムのメンテナンスを担当する部門であるが、保守作業を外部企業にアウト
ソーシングすることが多い。運用者は、情報システムを用いてサービス提供の業務
を遂行する職員や会社員のような組織構成員である。利用者は、組織が提供するサ
ービスを受ける一般個人である。人間系が情報システムの構成になることには重要
な意味がある。それは、情報システムに何らかの障害や事故が発生した場合に、責
任をコンピュータやネットワークのような機械系に負わせることができなくなるこ
とにある。責任を人間系、とくに情報システムの所有者が負わなければならない。
どんな情報システムでもリスクが潜んでいる。情報システムを安易に利用すること
を避け、安全性を第一に重視し、リスクを最小限に抑え、人々の生命と財産を守れ
るよう、常に最大の注意を払う必要がある。
　⑶　信頼性向上における従来の取り組み
　情報通信技術の発達につれて情報システムも高度化・大規模化・複雑化してお
り、一度の障害で広範囲に影響を与えるようになっている。こうした情報システム
の障害は、原因の特定から完全復旧まで多大な労力と時間を必要とし、長時間にわ
たるサービス停止などで国民生活や経済活動に大きな影響を及ぼしている。これら
の問題に対応するために情報システムの信頼性向上が必要である。情報システムの
信頼性とは、与えられた状況下で定められた期間中に当該情報システムが提供する
機能やサービスが期待通りに動作し、正しい結果を出す性質だといわれている。
　経済産業省では2006年6月に「情報システムの信頼性向上に関するガイドライ
ン」を策定し、情報システムを所有する企業とベンダー企業が守るべき事項をまと
めた。さらに、信頼性向上に関する実態調査を行った上で、2009年3月に、より一
層の信頼性向上に向けて「情報システムの信頼性向上に関するガイドライン第2
版」として改訂された。2009年9月には、この改訂ガイドラインへの適合度を測定
するための「情報システムの信頼性向上に関する評価指標第1版」が公表された。
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これは、ガイドラインの内容に沿って、情報システムの企画・設計・開発・保守・
運用の全プロセスにおける信頼性向上の取組状況を診断し、可視化するものであ
る。また、顧客の個人情報の流出・漏えいが相次いで発生したことに対応するた
め、経済産業省では、2009年6月に情報セキュリティ対策の実施を促進する「情報
セキュリティガバナンス導入ガイダンス」を公表した 10）。このガイダンスでは、情
報セキュリティガバナンス確立のために経営層が担うべき役割と、情報セキュリテ
ィガバナンスの効果が提示されている。さらに、企業が情報セキュリティ管理のた
めに実施する対策と関連法令との関係が明確化されている。
　情報システムの障害の低減を図るための信頼性向上ガイドラインや個人情報漏え
いの防止を図るためのセキュリティガイダンスなどは、その時点で起こった個別問
題に対応するための対策であるといえる。しかし、東日本大震災の影響で起こった
広域の通信不能やサービス停止の教訓を受けて、情報システムのリスクについては
あらゆる観点から事前予防と事後対応を含めて総合的に対応することが強く求めら
れている。
3．情報システムのリスクについての分析
　交通や金融などの重要インフラを支える情報システムは、多くの技術者によって
管理されているにもかかわらず障害の発生が少なくない。障害発生の原因について
「ハードウェアの故障」や「ソフトウェアのバグ」といった説明はほとんどである。
実際にこれらの原因は障害発生の直接原因にすぎない。間接原因とその責任をすべ
て人間系に帰着することができる。次に、人間系の視点から事例を用いて情報シス
テムのリスクを分析してみる。
　⑴　設計の不完全性
　情報システムの設計は、目的に関連する要素をすべて枚挙して、要素の相互関係
を明確にし、全体を構築し、その全体を制御可能にすることである。これは事前予
測を前提にする方法論である。実際にシステムの稼動中に、設計段階であらかじめ
想定できなかった要素、知り尽くせなかった関係が現れてくる。情報システムはこ
うした新しい状況や未知に対応不可能である。事前予測が軽易に覆される不確実な
状況では、完全な情報システム設計には無理がある。
　東日本大震災を受けて自治体の庁舎自体が被災したため、行政情報システムがど
んな状況であっても守られるというバックアップの設計が覆された。通常、自治体
では日常業務のバックアップデータを電算室内の耐火金庫に保管しており、重要な
データについては定期的に遠隔地にある民間会社の外部倉庫等に保管するという運
用を行っている。東日本大震災においては、電算室自体が水没したため、サーバ類
は使い物にならず、耐火金庫内のデータも破損してしまった。遠隔地の外部倉庫に
保管してあるデータは無事であるが、それを動かすシステムまでは保管しておら
ず、データも最新状態にするため修正を加えなければならない。つまり、重要なデ
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ータは破損を免れるにしても、すぐにシステムを起動して情報を使うというわけに
はいかないのが実情であった。さらに、問題があるのは南三陸町の戸籍データが消
失したことである。これは南三陸町庁舎が壊滅状態となり、バックアップした戸籍
の電子データを保管していた仙台法務局気仙沼支局も津波で水没したからであ
る 11）。
　東日本大震災および津波の影響により、通信ビル内の設備の倒壊・水没・流失、
地下ケーブルや管路等の断裂・損壊、電柱の倒壊、架空ケーブルの損壊、携帯電話
基地局の倒壊・流失などにより、通信設備に甚大な被害が発生した。また、商用電
源の途絶が長期化し、蓄電池の枯渇により、通話やメールサービスが停止した。固
定通信網については、NTT 東日本の固定電話における加入電話と ISDN 合わせて
約100万回線が不通となるなど、NTT 東日本、KDDI、ソフトバンクテレコムの3
社で約190万回線が被災した。携帯電話及び PHS 基地局についても、NTT ドコモ、
KDDI、ソフトバンクモバイル、イー・モバイル及びウィルコムの5社合計で最大
約29000局が停波した 12）。このように、長期に利用できる蓄電池の用意や衛星通信
システムへの信号切り替えなどの対応が設計されていなかったため、通話や電子メ
ールなどを含めた通信サービスが停止し、利用者に大きな影響を与え、情報システ
ムの復旧やサービス再開に時間がかかった。
　⑵　プログラムバグ及びシステム欠陥
　設計された情報システムの機能や働きなどはプログラミングによって実現され
る。大勢のシステムエンジニアやプログラマの参加のもとで超長いプログラムをコ
ーディングする際に、プログラムバグをゼロにすることは極めて難しい。テスト時
に発見できなければ、バグが病源のように情報システムの中に残ってしまい、発病
を事前に防ぐことができない。超長いプログラム（銀行の第3次オンラインシステム
のプログラムの行数は1000万行を超えた）を必要とする情報システムには、「バグのな
いものはない」といわれている。もしバグを完全除去したものを作成しようとした
場合、膨大な時間とコストがかかるだけではなく、バグがないことを証明する仕組
みも用意しなければならない。バグはどんなものであれ、修正するのに時間と労力
がかかる。開発チームが90％のバグを除去した段階で、残りの10％のバグを除去し
て得られるものはその作業に関わるコストと比べてはるかに少ない 13）。プログラム
にバグがある情報システムを「欠陥システム」という。現実には欠陥システムが稼
働しているのは普通のことだといわれている。欠陥が少ないシステムは実現できる
が、無欠陥のシステムを作ろうと努力しても終わりがない。
　金融庁は2012年8月24日、東京証券取引所が引き起こしたシステム障害に対して
業務改善命令を出した。東京証券取引所は2012年8月7日9時18分、システム障害
が発生し、売買を停止し、10時55分に取引を再開した。原因はデリバティブ（金融
派生商品）取引システム「Tdex+ システム」と、構内ネットワーク「arrownet」の
間に設置しているアラクサラネットワークス製レイヤー3スイッチであった。同ス
イッチは二重化しており、本来、障害が発生した際は、本番系から待機系に切り替
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わる。しかしスイッチ内部の障害を検知するソフトウェアにバグがあったため、障
害が起こった本番系がシャットダウンせず、切り替わった待機系側と合わせて本番
系が2つ並行稼働する異常な状態となった。
　大阪証券取引所では、2013年3月4日午前、日経平均オプションの注文を受け付
けられない状態になったため、主力の日経平均先物などの取引を3～4時間停止し
た。システム障害は、デリバティブ取引の注文を処理するサーバ間の通信制御プロ
グラムの欠陥が原因であったという。大阪証券取引所の取引システムは、投資家の
取引注文などをサーバ間でうまく通信できないエラーが起きても、再度通信するよ
うにプログラムで制御されている。だが、今回は、プログラムが想定していない形
で通信障害などが複合的に発生したため、注文を処理できなくなったという。
　⑶　メンテナンスの不備及び手抜き運用
　情報システムの正常稼働を持続するためには、費用をかけて担当者を整えて次の
ような周到なメンテナンスや保守が必要となる。
　①情報システムの中枢となるソフトウェアおよびハードウェアを自然災害から守
るため、耐震・耐火・耐水のサーバルームやデータセンターを設置する。
　②重要なデータベースとシステムのバックアップを外部で行い、ディスク障害が
発生してもディスク復旧を可能にする。
　③サーバを施錠可能なラックによって守り、転倒対策を施し、停電対策に必要な
機器を備える。
　④稼動状況に関する情報を収集し、稼働を監視し、リスクを未然に防止する。例
えば、稼動中のアプリケーション状況（警告メッセージ、異常メッセージ）、稼動中の
ハードウェア状況（CPU、ハードディスク、メモリ等の利用状況）、アクセス状況（ユー
ザ利用率、不正侵入）などをチェックする。
　⑤ハードウェア故障と性能低下を防ぐために保守を定期的に実施する。システム
を構成するハードウェア・ソフトウェア・アプリケーション等については、円滑な
システムの稼動を確保するために破損回復・不具合除去・部品交換・グレードアッ
プ等の保守作業をきめ細かく実施する。
　利益ばかり追求してリスクを無視するような経営方針で情報システムを手抜き運
用すると、メンテナンスが重視されず、安全への投資が削減されることになり、大
きな被害や迷惑を招く恐れがある。
　兵庫県尼崎市で2005年4月25日9時18分頃に福知山線脱線事故が発生した。電車
は、塚口・尼崎駅間において、半径304mの右曲線に制限速度時速70kmを大幅に
超える時速116kmで進入し、1両目が左へ転倒するように脱線し、続いて2両目
から5両目が脱線した。1両目及び2両目車両が進行方向左側のマンションに衝
突、大破するなど、乗客106人が死亡、562名が怪我をする大惨事を引き起こしてし
まった 14）。事故の直接原因は制限速度を46km オーバーした運転士のミスであっ
た。事故の間接原因は ATS（自動列車停止装置）の未設置であった。JR 西日本は
1996年12月に現場カーブの半径を半分の304mにし、翌年3月から速度の出る快速
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列車の本数を大幅に増加した。業界では当時、危険性が高いカーブでの ATS 整備
の必要性が認識され、同社も半径450m未満の場所で路線ごとに順次整備した。事
故から2年後、2007年6月に公表された「鉄道事故調査報告書」によると、事故現
場では、カーブでの速度超過を防ぐ ATS の整備が予定されていたにもかかわらず、
実行されないまま事故が起きた。もし ATS が整備されていれば、カーブの手前で
ブレーキが作動し、事故の発生は回避できたと指摘された。急カーブに ATS 機能
を整備されなかった交通情報システムを、JR 西日本は9年間も運用していた。生
命安全にかかわる情報システムの手抜き運用はしてはならないことである。
　全日本空輸の国内線は2012年11月26日に、2013年2月搭乗予定の約10万席分の予
約データが取り消されていたことを発見した。この座席指定システムの障害は、
2012年11月26日18時までに、2013年2月搭乗分の国内線航空券を購入した人に影響
を与えた。たとえ座席指定システムの誤作動で全員の座席指定などのデータベース
が消されても、バックアップがあればデータを復元できるはずである。ところが、
座席指定データベースのバックアップは取らなかったようである。全日本空輸は障
害の原因はコンピュータの不具合であると説明しているが、実際に原因は情報シス
テムの手抜き運用であると考えられる。これほど大規模な情報システムにデータベ
ースのバックアップが行われていなかったということは、運用者がリスク対応を怠
ったとしかいいようがない。
　⑷　ヒューマンエラー
　人は間違いを犯す。これはワープロの入力ミスと同じようなふつうで自然なこと
であり、学習過程の一部である。しかし、リスクを伴う場面でのヒューマンエラー
は、事故のように受け入れられない結果をもたらす恐れがある 15）。情報システムに
は操作ミスや手順の誤りなどが起こりうる。例えば、JR の座席予約・切符販売情
報システム（マルス）でも、駅員による取り消し座席の入力ミスが発生し、それに
よって二重発売という誤りが時々起こる。とくに問題となっているのは平常時では
なく、障害が発生したときの緊急時の対応ミスである。緊急時の対応ミスは事態を
深刻化させる。しかし、あせりと緊張の中でヒューマンエラーの起こる確率が高ま
るという問題は避けられない。
　「ジェイコム株大量誤発注事件」とは、2005年12月8日9時27分、みずほ証券会
社の担当者が、東証マザーズ市場に新規上場された総合人材サービス会社ジェイコ
ムの株式を「61万円で1株」だけ売ろうとした際に、間違って「1円で61万株」売
るようにコンピュータに入力してしまったために起きた事件である。この社員は、
すぐに誤りに気づいて取り消そうとしたが、間に合わず、株式市場には超格安の株
券を求める人や会社が殺到して、大きな混乱に陥った 16）。
　イー・アクセスで、2012年9月5日、携帯電話網の通信障害が発生した。18時51
分から約5時間にわたって音声通話とデータ通信が利用しづらい状況が続いた。影
響範囲は12都府県に広がった。まず大阪府、岐阜県、愛知県、滋賀県、京都府、兵
庫県、和歌山県から復旧し、最終的に23時34分に東京都、埼玉県、千葉県、神奈川
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県、茨城県を含めた全域で障害が復旧した。障害の影響を受けたのは第3世代携帯
電話（3G）の通信設備であり、約27万人は通話できないような迷惑を受けた。障
害の原因は、保守作業時の人的操作ミスとソフトウェアの不具合が重なったことだ
という。同社は「ネットワークオペレーションセンター」で携帯電話網を遠隔監視
しているが、5日の保守作業時に基地局の状態を調べるコマンドのパラメータを間
違えて設定してしまったという。パラメータを誤ったコマンドはシステム側で弾く
仕組みとなっていたが、ソフトウェアの不具合で有効に機能せず、そのまま実行さ
れて基地局が異常な状態に陥ってしまった。イー・アクセスは今後の再発防止策と
して、①保守作業方法の事前チェック体制の強化、②作業プロセス上のチェック工
程の改善、③ソフトウェアの不具合の改修の3点を上げた。
　⑸　意図的な不正及び第三者からの攻撃
　情報システムはコンピュータ上で稼働し、そのサービスをインターネットを通し
て利用者に提供している。このため、情報システムのリスクは、すべて設計・開
発・管理・運用側の原因で起こるものではなく、その外側にいる利用者や第三者の
原因で起こる障害や事故もある。特に問題となっているのは悪意をもつ第三者から
の攻撃である。こうした攻撃の標的にならないよう情報システムにセキュリティホ
ールを作らないことが重要である。これは従来からいわれてきた「情報セキュリテ
ィ」の問題でもある。インターネットは、テレビや新聞などの媒体と異なり、接続
していれば、だれもが自由に情報を発信し、受信することができるという特徴があ
る。この点が、インターネット上に有益な情報ばかりではなく、社会に悪影響を及
ぼす悪い情報の氾濫も招いている。また、その中にはさまざまな不正や犯罪が隠れ
ている。2012年版「情報通信白書」によると、パソコンや携帯電話でインターネッ
トを利用している人の7割は「個人情報の保護に不安がある」、「ウィルスの感染が
心配である」といったリスクを感じている。
　コンピュータウィルスとは、ネットワークや記憶媒体を介してコンピュータに侵
入し、データの破壊や改ざん、盗用などを行う悪質なプログラムのことである。経
済産業省のコンピュータウィルス対策基準によると、ウィルスには次のような3つ
の特徴がある。①自己伝染機能（他のプログラムに自分の複製をコピーすることで、他
のソフトウェアに伝染する）、②潜伏機能（特定時刻、一定時間、処理回数などの条件を満
たすまで発病せず待機する）、③発病機能（プログラムやデータのファイル破壊を行ったり、
利用者の意図しない動作をしたりする）。コンピュータウィルスは、電子メールや Web
ページに添付されるなどしてコンピュータ内に侵入するほか、コンピュータの脆弱
性等を利用して侵入するもの、他のファイルに偽装し、ファイル共有ソフト等を通
じて感染を広げるものもある。また、コンピュータに感染後、自動的に感染を繰り
返す自己増殖型のウィルスもあり、その感染力は高く、一国のインターネットを一
時的に麻痺させた事件もあった。ウィルスを感染したコンピュータが遠隔操作さ
れ、知らずに自分は加害者になってしまう恐れもある。ウィルスのほかに、インタ
ーネットを利用するにあたって対応しなければならないリスクを次のように整理し
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てみる。
　①盗聴：インターネットの伝送途中のデータを盗み見ることである。ユーザ ID、
パスワード、クレジット番号、口座番号などが漏れてしまう危険がある。
　②不正アクセス：使用権限のない者がコンピュータを勝手に使うことである。情
報が盗み出されたり、システムが破壊されたり、データが改ざんされたりなどの危
険がある。
　③なりすまし：他人のユーザ ID やパスワードを盗用し、その人の名前を騙って
インターネット上で不正行為を行うことである。本来その人しか見ることができな
い機密情報を盗み出したり、悪事を働いてその人のせいにしたりする危険がある。
　④ DoS 攻撃（Denial of Service Attacks）：大量のメールや膨大な不正アクセスをあ
るサーバに短期間に集中させることによって、そのサーバの容量を超え、ダウンさ
せることである。通常の利用やアクセスが止められる危険がある。
　⑤踏み台：第3者にシステム資源（コンピュータの CPU など）を知らずに利用さ
れてしまうことである。知らないところでコンピュータが犯罪に利用される危険が
ある。
　⑥改ざん：コンピュータ内のデータやプログラムなどを意図的に変更されること
である。文章の偽造や変更、予め用意していた偽の記録媒体とのすり替え、データ
の書換えや消え込みなどの危険がある。
　⑦迷惑メール：利用者の同意を得ずに広告、宣伝、勧誘等を目的とした電子メー
ルを送りつけることである。正常利用ができなくなり、欲しくない情報に翻弄され
る危険がある。
　⑧スパイウェア：インターネット利用者の行動や個人情報などを収集したり、
CPU の空き時間を借用して計算を行ったりするアプリケーションのことである。
インターネット利用者の IP アドレスや Web 閲覧履歴などの個人情報がひそかに
外部へ送信される危険がある。
　⑨フィッシング：実在する金融機関や会社などからの正規のメールや Web サイ
トを装い、クレジットカード番号、ユーザ ID、パスワード等を盗みだす詐欺行為
である。案内された実在する会社などを装った偽の Web サイトにアクセスすると、
個人情報がだまし取られる危険がある。
　⑩ボットネット：攻撃者の命令に基づき動作するプログラム（ボット）に感染し
たコンピュータ及び攻撃者の命令を送信する指令サーバ（ボット指令サーバ）からな
るネットワークのことである。数万台規模のコンピュータ等からなるボットネット
も確認されている。攻撃者は一度の命令で多数のコンピュータを操作することがで
きるので、特定のサーバに対して同時に多数のアクセスを行う命令を出せば、容易
に DoS 攻撃を行うことができる。この場合、多数のコンピュータが攻撃を行って
いるため、開始された攻撃を停止させるのは困難である。
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4．情報システムのリスクマネジメント
　重要インフラを支える情報システムの障害は多くの利用者に迷惑をかけ損失を与
えるにもかかわらず、情報システムを運営する組織は利用者に対して何も補償せず
にあやまるだけで済むようなことがよく見られる。これは、組織は巨大なリスクを
組織内部で処理せずに、金融危機やサービス停止などの形で外部化することによっ
て、人々に迷惑をかけることを代償にして莫大な利潤を得ていることである 17）。こ
うした無責任なリスク対応はもう行き詰まりである。リスク社会のニーズに応える
ため、充実したリスク管理が情報システムを運営する組織に求められている。これ
は一時的な投資や短期事業ではなく、組織の経営戦略に盛り込む持続的な事業でな
ければならない。組織は「起こるであろう」と考えられるリスクの全てを想定し、
対応策や設備投資などを総合的に計画し遂行する責任がある。こうしたリスクを総
合的に管理する活動を「リスクマネジメント」という。
　⑴　リスクマネジメントの基準
　情報システムを安心して利用するためには、リスクが発生する可能性をできる限
り抑える「未然防止」と、リスク発生時に利用者への影響を最小限に抑える「事後
対策」（被害拡大防止、迅速な復旧、再発防止等）の両側面からの対策が必要となる。
リスクの未然防止は、いつ来るかわからないリスクに備えることである。運営管理
が適切であれば、リスクが実際に発生したときには大きな効果をもたらすが、もし
リスクが起こらなければ、それはいわば「空振り」に終わり、そのコストはムダに
なると考える人は少なくない。コストとリスクの軽減にはトレードオフの関係があ
ることは確かであるが、このような捉え方は間違っている。なぜなら、長期にわた
って安全を維持できる情報システムは、利用者の拡大や利益の向上に貢献できるか
らである。
　リスクマネジメントの目的はリスクをゼロにすることではなく、影響の度合いを
予測してそれを最小限に抑えるようリスク対応を図ることである。国際標準化機構
（ISO）は、2009年にリスクマネジメントの国際ガイドラインを発行した。正式名称
は ISO31000（Risk management-Principles and guidelines）である 18）。これはリスク
マネジメントのグローバルスタンダードとして各国で利用されている。JIS 
Q31000：2010（リスクマネジメント─原則及び指針）は 19）、ISO31000に基づいて技術
的内容及び構成を変更することなく作成した日本工業規格である。
　情報システムのリスクマネジメントを推進するために、どのような過程が必要
か、どのような原則が成功できるかについて、国際ガイドライン及び日本工業規格
を参照して検討してみる。
　⑵　リスクマネジメントの原則
　①リスクマネジメントは価値を創造する。情報システムの稼働を持続的に維持
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し、安全かつ快適な利用環境をつくり、人々の社会生活や経済活動に便利で安定し
たサービスを提供しつづけることは価値を創造することである。
　②リスクマネジメントは組織のすべての活動に不可欠である。リスクマネジメン
トの担い手は情報システム部門だけだと思われがちである。実は、リスクマネジメ
ントは組織の全部門から切り離された単独の活動ではない。リスクマネジメントは
経営の責任の一部であり、戦略的な計画策定およびプロジェクトマネジメントのす
べてのプロセス、組織のすべての活動において不可欠である。
　③リスクマネジメントは正確な情報に基づくものである。リスク管理のプロセス
へのインプットは、過去のデータ、経験、開発者・所有者・運用者・保守担当者・
利用者からのフィードバック、観察所見、予測、専門家の知見などである。こうし
た様々な立場と観点からの情報に対する分析と評価を通じて得られた偏りのない正
確な情報に基づいてリスクマネジメントが行われる。
　④リスクマネジメントは透明性と総合性がある。リスクマネジメントは開発者・
所有者・運用者・保守担当者・利用者及び組織内の各部門が参画することによって
進められる。リスクの基準は参加者全員の意見によって決められる。リスクマネジ
メントの情報を関係者全員に公開し、必要な場合は第3者による評価を受ける。
　⑤リスクマネジメントは環境の変化に対応できる動的なものである。組織の外部
環境と内部状況が常に変化する中で、新たなリスクが発生したり、既存のリスクが
変化したり、消えたりすることがある。リスクマネジメントでは、これらの変化に
対するモニタリングを通じて常に対応を可能にしなければならない。
　⑥リスクマネジメントは組織の継続的改善を促進する。リスクマネジメントは、
組織が置かれている外部環境、内部の状況、諸活動などをすべて検証したうえで戦
略や対応方法を策定する。この過程を通じて組織の問題点や弱点を見いだすことが
できるため、組織の改善につながる。
　⑶　リスクアセスメントのプロセス
　①リスク特定（risk identification）
　組織は、リスク源、影響の範囲、起こり得る結果を特定し、リスクの包括的な一
覧を作成する必要がある。特定できなかったリスクはその後のリスク分析の対象か
ら外されることになるため、原因不明なリスクや定義されていないリスクでも特定
の範囲に含めるべきである。リスク特定には、直接原因、間接原因、直接効果、波
及効果、目の前のリスク、潜在的リスクなどを含めた原因の連鎖・影響の連鎖・時
間の連鎖を注意深く検討することが大切である。リスクになりそうなすべての要因
をもれなく特定する。可能な場合には、知見をもつ専門家をリスクの特定に参加さ
せる。
　②リスク分析（risk analysis）
　リスク分析は、それぞれのリスクに対し、関連する外部及び内部の要因を明確に
し、リスクの基準を設定し、起こりやすさを定量化することである。リスクがどれ
くらいの確率で起こるかを計算して測ることができる。例えば、2011年のサイバー
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犯罪検挙件数は5741件（2012年版「警察白書」）であり、インターネット利用者は
9610万人（2012年版「情報通信白書」）であるため、サイバー犯罪が起こる確率は10
万分の6になることがわかる。また、一つのリスクが複数の結果をもたらし、多方
面に影響を与えることもありうる。異なったリスク及びそれらのリスク源の間に相
互依存性があるか否かを調べることも重要である。リスクを分析するにあたって、
自分たちの捉え方、価値判断が持ち込まれることがある。そういうリスク分析は偏
った結果になる恐れがあるため、専門家の参加を含めて総合的に実施する必要があ
る。
　③リスク評価（risk evaluation）
　リスク評価は、リスク分析の結果に基づき、どのリスクへの対応が必要か、その
リスクをどこまで受容できるか、リスク対応の優先順位はどうするかなどについて
総合判断し、意思決定を手助けすることである。リスク評価には、組織によって確
定されたリスク基準と、リスク分析で発見されたリスクのレベルとの比較が含まれ
る。いくつかの選択肢があってどれを採用すべきかを迷う場合には、リスクの確率
が小さいものを優先する。しかし、リスク評価を絶対視すると危険がある 20）。福島
第一原子力発電所事故のように、今まで大事故が起こらなかったのでリスクの確率
は非常に小さいと見積もられていたのが、たった一つの大事故が発生したために一
気にリスクの確率が大きくなってしまうことが起こるからである。
5．合意形成を図るリスクコミュニケーション
　情報システムのリスクマネジメントにおける計画策定や意思決定などを組織内部
だけに限定すべきではない。透明性と総合性の原則（上述の原則④）に示されるよ
うに、リスクマネジメントは利用者を含めた関係者全員の理解と協力をなくして成
功しえない。そのため、情報システムの開発者、所有者、運用者、保守担当者、専
門家、利用者は、リスクの存在、形態、起こりやすさ、受容可能性などのリスク情
報を共有し、みんなの考えでリスクの基準を決定し、議論を通じて役割分担と責任
を明確にし、リスクマネジメントを推進する合意を形成する必要がある。これらを
サポートする方法は「リスクコミュニケーション」である。
　⑴　リスクコミュニケーションの意味
　リスクコミュニケーション（risk communication）という用語は、1980年代から使
われるようになってきた比較的新しい用語である。リスクコミュニケーションは、
化学物質による環境汚染や BSE による食品安全などのリスク問題を解決するため
に応用され有効性が評価されたが、情報システムのリスク問題解決への応用も求め
られるようになっている。
　リスクコミュニケーションはあるリスクを受容できるよう利用者を説得するため
の一つの方法だとの考えがある。このような考えは正しくない。説得というのは、
聞いている方の発言を許さなくてもいい、つまり、情報の流れが一方向でも構わな
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い。しかし、リスクコミュニケーションは基本的に双方向であり、皆が受け入れら
れる解決策を模索するための話し合いであり、すべての関係者が納得するまで共に
考えることである。その中に相互に働きかけて影響を及ぼし合う相互作用も含まれ
ている 21）。
　情報システムにおけるリスクコミュニケーションの目的は、開発者、所有者、運
用者、保守担当者、専門家、利用者の間でリスクに関する情報や意見を交渉し、問
題の本質に関する共通の理解を深め、相互の信頼のレベルを向上させ、リスクマネ
ジメントを成功させることにある。たとえ全員の合意に至らなくても、「自分の意
見が十分言えた、自分の意見は十分聞いてもらった」と満足する状態になること
や、お互いに信頼しあえるようになることが重要になる 22）。
　⑵　リスクコミュニケーションの成立要件
　リスクをどのようにマネジメントするかについては、リスク情報を持っている組
織だけが意思決定を独占するのではなく、利用者を含めた関係者全員が参加する社
会的意思決定が必要となる。それを促進するリスクコミュニケーションは、組織が
受け入れるかどうかによって成立する。そのために、まずは組織の経営層や各部門
のリーダーがリスクコミュニケーションについての理解が必要である。次に、組織
の中でリスクについての議論が展開され情報が行き交うような協力体制を醸し出す
必要がある。そして、組織はリスクに関する情報を開示し、関係者に正確にわかり
やすく伝えることである。情報開示に際しては、リスクごとに開示する対象者の範
囲や内容を明確にする。機密を理由にしたリスクに関する情報の秘匿は、必ずしも
組織のリスク低減に寄与しない場合があり、それによって新たな責任が組織に課せ
られることになる。
6．おわりに
　高度情報化社会では、通信・鉄道・航空・金融・物流・医療などの重要なインフ
ラはほとんど情報システムによって支えられて営まれている。人々は社会生活や経
済活動を行うために情報システムを通じてさまざまなサービスを受けなければなら
ない。情報システムには経済活動の効率性や社会生活の利便性を向上させる大きな
効果がある。そのため、あらゆる分野でほとんどの組織が情報システムを開発して
運用するようになっている。しかし、不確実な環境下では、あらかじめ想定されな
かった事柄や未知な状況が現れてくるので、情報システムはそれに対応できない。
このように、情報システムに対する完全制御の不可能性がリスクを生み出してい
る。従って、情報システムは社会や組織に大きな効果を与えると同時にリスクも内
包している。効率性ばかり追求してリスクを軽視すると、リスクがシステム障害や
サービス停止の形で顕在化し、社会生活や経済活動に負の影響を与える。本稿で
は、こうした問題意識に基づき、情報システムのリスクの特徴を分析し、リスクマ
ネジメントとその合意を図るためのリスクコミュニケーションについて考察した。
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　⑴　情報システムにおける障害発生の原因と責任は、すべて開発者、所有者、運
用者、管理者、利用者といった人間系に帰着することができる。さまざまな事例に
対する分析を通じて、人間系が原因となる情報システムのリスクを次の5つのタイ
プにまとめることができる。①設計の不完全性、②プログラムバグ及びシステム欠
陥、③メンテナンスの不備及び手抜き運用、④ヒューマンエラー、⑤意図的な不正
及び第三者からの攻撃。この中で、①～④は人間系が意図せぬ起こしたリスクであ
るのに対し、⑤は悪意などをもつ人が意図的に起こしたリスクである。
　⑵　情報システムを運営する組織はリスクの影響を抑えるための戦略・対策・投
資などを総合的に計画し遂行する責任がある。これをリスクマネジメントという。
リスクマネジメントは決して費用のムダ使いではなく長期的な利益をもたらすため
に必要なことである。充実したリスクマネジメントは、6原則に基づき、リスク特
定・リスク分析・リスク評価のリスクアセスメントを通じて行うべきである。ま
た、情報システムのリスクマネジメントは、開発者・所有者・運用者・保守担当
者・専門家・利用者間の合意と協力をなくしては成功しえない。それを実現するた
めにはリスクコミュニケーションが有効な方法である。
　リスクの影響を最小限に抑え、安全性の高い情報システムを実現し維持するため
には、相応のコストがかかる。そのコストをサービスの使用料等の形で利用者に全
額負担させるには不公平がある。リスクマネジメントにおける合理的費用負担のあ
り方が重要な課題になると考えられる。
注
1） 　ドイツの社会学者であるウルリッヒ・ベック（Ulrich Beck）は、1986年のチェルノ
ブイリ事故の前から今日の世界は「リスク社会」であると主張している。著書『危険社
会』は多くの人の考えに影響を及ぼした。
2） 　社会学者であるヴォルフカング・リップ（2002）は、「リスク、責任、運命」という
論文の中でリスクは現代文明のメカニズムに内蔵されていると述べている。
3） 　エレーナ・エスポジト（2002）は、社会学者ルーマンの理論を用いて社会システムに
ついての制御を考察し、完全な制御は原理的に不可能であるためリスクが現れると述べ
ている。
4） 　アメリカの数学者ノーバート・ウィーナー（Norbert Wiener、1894～1964）は、通
信と制御を一体のものであると見なし、システムにとって物質的構成や利用するエネル
ギーよりも、情報をどのように伝達し、どのように処理し、その結果を用いてどのよう
に制御するかが重要であると述べている。そこに生まれたのが「サイバネティックス」
である。
5） 　朝日新聞が2011年5月13日に掲載したインタビューの中で、ベックは、限界のないリ
スクは近代社会が生んだ不確実性の象徴であると述べている。さらに、原子力発電所を
組織化された無責任なシステムであると批判している。
6） 　首都圏で約9割の乗客が IC カードを使用しているというデータは、朝日新聞の記事
（2013年5月3日）を参照されたい。
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7） 　筆者（2012）は、広義の情報システムとは組織または社会の活動に必要な情報処理と
情報伝達を実現する仕組みであると考え、その効果は競争に勝つ武器、戦略的資源にな
ると主張した。
8） 　住基カードの発行枚数や住基ネットの強制加入についての訴訟などは、劉（2009）を
参照されたい。
9） 　コンピュータを中心とした機械系で捉える情報システムは狭義の情報システムにすぎ
ず、情報システムは機械系と人間系から構成されているという考えについては、劉
（2012）を参照されたい。
10） 　「情報システムの信頼性向上に関するガイドライン」、「情報システムの信頼性向上に
関するガイドライン第2版」、「情報システムの信頼性向上に関する評価指標第1版」、
「情報セキュリティガバナンス導入ガイダンス」については、経済産業省の Web ページ
より（http://www.meti.go.jp/policy/it_policy/softseibi/、本稿は2013.5. 2最終確認）ダ
ウンロード可能となっている。
11） 　東日本大震災では、防災の拠点となる自治体の庁舎そのものが被災し、被災者の安否
を確認するために住民情報が利用できなくなった。榎並（2011）は、データはバックア
ップされていたが、システムがバックアップされていなかったことに原因があると述べ
ている。
12） 　東日本大震災および津波の影響による通信設備の被害状況は、2011年版「情報通信白
書」を参照されたい。
13） 　プログラムにおける全てのバグを除去する難しさについては、ケント・ベック＆マー
チン・ファウラー（2001）の著書を参照されたい。
14） 　福知山線脱線事故の詳しい説明については、時事通信社の時事ドットコム（http://
www.jiji.com/、本稿は2013.5. 2最終確認）の記事を参照されたい。
15） 　ニック・ハースト（Nick W. Hurst）は、ヒューマンエラーが事故の直接原因になる
ことはあるが、ヒューマンエラーが安全管理の貧しさや安全に関する文化の貧しさとい
った目に見えない問題に由来することが多いと述べている。
16） 　ジェイコム株大量誤発注事件については、坂井（2010）を参照されたい。
17） 　竹田（2012）は、現代の大企業は巨大なリスクを企業内部や市場メカニズム内部で処
理せずに、有毒物質の廃棄や金融危機の形で環境や人々の健康や生活に大きな負荷をか
けると述べている。
18） 　ISO31000（Risk management-Principles and guidelines）の詳しい内容については、
小林（2011）と榎本（2011）の著書を参照されたい。
19） 　日本工業規格 JISQ31000：2010（リスクマネジメント─原則及び指針）の詳しい内
容については、http://kikakurui.com/q/Q31000-2010-01.html（本稿は2013.5. 2最終確認）
を参照されたい。
20） 　リスク評価は相対的なものであるという考えは、池田（2012）を参照されたい。
21） 　リスクコミュニケーションは一方的な説得ではない。土田（2011）は利害関係者間の
対話であり、吉川（2012）は利害関係者間の相互作用であると述べている。
22） 　土屋（2011）は、リスクコミュニケーションの目的は合意形成だけでなく、満足度向
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上も重要であると述べている。
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