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Abstract: These lectures cover aspects of solitons with focus on applications to the
quantum dynamics of supersymmetric gauge theories and string theory. The lectures
consist of four sections, each dealing with a different soliton. We start with instantons
and work down in co-dimension to monopoles, vortices and, eventually, domain walls.
Emphasis is placed on the moduli space of solitons and, in particular, on the web
of connections that links solitons of different types. The D-brane realization of the
ADHM and Nahm construction for instantons and monopoles is reviewed, together with
related constructions for vortices and domain walls. Each lecture ends with a series of
vignettes detailing the roles solitons play in the quantum dynamics of supersymmetric
gauge theories in various dimensions. This includes applications to the AdS/CFT
correspondence, little string theory, S-duality, cosmic strings, and the quantitative
correspondence between 2d sigma models and 4d gauge theories.
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0. Introduction
170 years ago, a Scotsman on horseback watched a wave travelling down Edinburgh’s
Union canal. He was so impressed that he followed the wave for several miles, described
the day of observation as the happiest of his life, and later attempted to recreate
the experience in his own garden. The man’s name was John Scott Russell and he
is generally credited as the first person to develop an unhealthy obsession with the
”singular and beautiful phenomenon” that we now call a soliton.
Russell was ahead of his time. The features of stability and persistence that so
impressed him were not appreciated by his contemporaries, with Airy arguing that the
”great primary wave” was neither great nor primary1. It wasn’t until the following
century that solitons were understood to play an important role in areas ranging from
engineering to biology, from condensed matter to cosmology.
The purpose of these lectures is to explore the properties of solitons in gauge theories.
There are four leading characters: the instanton, the monopole, the vortex, and the
domain wall (also known as the kink). Most reviews of solitons start with kinks and
work their way up to the more complicated instantons. Here we’re going to do things
backwards and follow the natural path: instantons are great and primary, other solitons
follow. A major theme of these lectures is to flesh out this claim by describing the web
of inter-relationships connecting our four solitonic characters.
Each lecture will follow a similar pattern. We start by deriving the soliton equations
and examining the basic features of the simplest solution. We then move on to discuss
the interactions of multiple solitons, phrased in terms of the moduli space. For each
type of soliton, D-brane techniques are employed to gain a better understanding of the
relevant geometry. Along the way, we shall discuss various issues including fermionic
zero modes, dyonic excitations and non-commutative solitons. We shall also see the
earlier solitons reappearing in surprising places, often nestling within the worldvolume
of a larger soliton, with interesting consequences. Each lecture concludes with a few
brief descriptions of the roles solitons play in supersymmetric gauge theories in various
dimensions.
These notes are aimed at advanced graduate students who have some previous aware-
ness of solitons. The basics will be covered, but only very briefly. A useful primer on
solitons can be found in most modern field theory textbooks (see for example [1]). More
1More background on Russell and his wave can be found at http://www.ma.hw.ac.uk/
c˜hris/scott russell.html and http://www-groups.dcs.st-and.ac.uk/˜ history/Mathematicians/Russell
Scott.html.
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details are contained in the recent book by Manton and Sutcliffe [2]. There are also
a number of good reviews dedicated to solitons of a particular type and these will be
mentioned at the beginning of the relevant lecture. Other background material that
will be required for certain sections includes a basic knowledge of the structure of su-
persymmetric gauge theories and D-brane dynamics. Good reviews of these subjects
can be found in [3, 4, 5].
– 5 –
1. Instantons
30 years after the discovery of Yang-Mils instantons [6], they continue to fascinate
both physicists and mathematicians alike. They have lead to new insights into a wide
range of phenomenon, from the structure of the Yang-Mills vacuum [7, 8, 9] to the
classification of four-manifolds [10]. One of the most powerful uses of instantons in
recent years is in the analysis of supersymmetric gauge dynamics where they play a
key role in unravelling the plexus of entangled dualities that relates different theories.
The purpose of this lecture is to review the classical properties of instantons, ending
with some applications to the quantum dynamics of supersymmetric gauge theories.
There exist many good reviews on the subject of instantons. The canonical reference
for basics of the subject remains the beautiful lecture by Coleman [11]. More recent
applications to supersymmetric theories are covered in detail in reviews by Shifman and
Vainshtein [12] and by Dorey, Hollowood, Khoze and Mattis [13]. This latter review
describes the ADHM construction of instantons and overlaps with the current lecture.
1.1 The Basics
The starting point for our journey is four-dimensional, pure SU(N) Yang-Mills theory
with action2
S =
1
2e2
∫
d4x TrFµνF
µν (1.1)
Motivated by the semi-classical evaluation of the path integral, we search for finite
action solutions to the Euclidean equations of motion,
DµF µν = 0 (1.2)
which, in the imaginary time formulation of the theory, have the interpretation of
mediating quantum mechanical tunnelling events.
The requirement of finite action means that the potential Aµ must become pure
gauge as we head towards the boundary r →∞ of spatial R4,
Aµ → ig−1 ∂µg (1.3)
2Conventions: We pick Hemitian generators Tm with Killing form TrTmT n = 1
2
δmn. We write
Aµ = A
m
µ
Tm and Fµν = ∂µAν − ∂νAµ − i[Aµ, Aν ]. Adjoint covariant derivatives are DµX = ∂µX −
i[Aµ, X ]. In this section alone we work with Euclidean signature and indices will wander from top
to bottom with impunity; in the following sections we will return to Minkowski space with signature
(+,−,−,−).
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with g(x) = eiT (x) ∈ SU(N). In this way, any finite action configuration provides a
map from ∂R4 ∼= S3∞ into the group SU(N). As is well known, such maps are classified
by homotopy theory. Two maps are said to lie in the same homotopy class if they can
be continuously deformed into each other, with different classes labelled by the third
homotopy group,
Π3(SU(N)) ∼= Z (1.4)
The integer k ∈ Z counts how many times the group wraps itself around spatial S3∞
and is known as the Pontryagin number, or second Chern class. We will sometimes
speak simply of the ”charge” k of the instanton. It is measured by the surface integral
k =
1
24π2
∫
S3
∞
d3Sµ Tr (∂νg)g
−1 (∂ρg)g
−1 (∂σg)g
−1 ǫµνρσ (1.5)
The charge k splits the space of field configurations into different sectors. Viewing
R4 as a foliation of concentric S3’s, the homotopy classification tells us that we cannot
transform a configuration with non-trivial winding k 6= 0 at infinity into one with trivial
winding on an interior S3 while remaining in the pure gauge ansatz (1.3). Yet, at the
origin, obviously the gauge field must be single valued, independent of the direction
from which we approach. To reconcile these two facts, a configuration with k 6= 0
cannot remain in the pure gauge form (1.3) throughout all of R4: it must have non-
zero action.
An Example: SU(2)
The simplest case to discuss is the gauge group SU(2) since, as a manifold, SU(2) ∼= S3
and it’s almost possible to visualize the fact that Π3(S
3) ∼= Z. (Ok, maybe S3 is a bit
of a stretch, but it is possible to visualize Π1(S
1) ∼= Z and Π2(S2) ∼= Z and it’s not
the greatest leap to accept that, in general, Πn(S
n) ∼= Z). Examples of maps in the
different sectors are
• g(0) = 1, the identity map has winding k = 0
• g(1) = (x4 + ixiσi)/r has winding number k = 1. Here i = 1, 2, 3, and the σi are
the Pauli matrices
• g(k) = [g(1)]k has winding number k.
To create a non-trivial configuration in SU(N), we could try to embed the maps above
into a suitable SU(2) subgroup, say the upper left-hand corner of the N × N matrix.
It’s not obvious that if we do this they continue to be a maps with non-trivial winding
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since one could envisage that they now have space to slip off. However, it turns out that
this doesn’t happen and the above maps retain their winding number when embedded
in higher rank gauge groups.
1.1.1 The Instanton Equations
We have learnt that the space of configurations splits into different sectors, labelled by
their winding k ∈ Z at infinity. The next question we want to ask is whether solutions
actually exist for different k. Obviously for k = 0 the usual vacuum Aµ = 0 (or gauge
transformations thereof) is a solution. But what about higher winding with k 6= 0?
The first step to constructing solutions is to derive a new set of equations that the
instantons will obey, equations that are first order rather than second order as in (1.2).
The trick for doing this is usually referred to as the Bogomoln’yi bound [14] although,
in the case of instantons, it was actually introduced in the original paper [6]. From
the above considerations, we have seen that any configuration with k 6= 0 must have
some non-zero action. The Bogomoln’yi bound quantifies this. We rewrite the action
by completing the square,
Sinst =
1
2e2
∫
d4x TrFµνF
µν
=
1
4e2
∫
d4x Tr (Fµν ∓ ⋆F µν)2 ± 2Tr Fµν⋆F µν
≥ ± 1
2e2
∫
d4x ∂µ
(
AνFρσ +
2i
3
AνAρAσ
)
ǫµνρσ (1.6)
where the dual field strength is defined as ⋆Fµν =
1
2
ǫµνρσF
ρσ and, in the final line,
we’ve used the fact that Fµν
⋆F µν can be expressed as a total derivative. The final
expression is a surface term which measures some property of the field configuration
on the boundary S3∞. Inserting the asymptotic form Aν → ig−1∂νg into the above
expression and comparing with (1.5), we learn that the action of the instanton in a
topological sector k is bounded by
Sinst ≥ 8π
2
e2
|k| (1.7)
with equality if and only if
Fµν =
⋆Fµν (k > 0)
Fµν = −⋆Fµν (k < 0)
Since parity maps k → −k, we can focus on the self-dual equations F = ⋆F . The
Bogomoln’yi argument (which we shall see several more times in later sections) says
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that a solution to the self-duality equations must necessarily solve the full equations of
motion since it minimizes the action in a given topological sector. In fact, in the case
of instantons, it’s trivial to see that this is the case since we have
DµF µν = Dµ⋆F µν = 0 (1.8)
by the Bianchi identity.
1.1.2 Collective Coordinates
So we now know the equations we should be solving to minimize the action. But
do solutions exist? The answer, of course, is yes! Let’s start by giving an example,
before we move on to examine some of its properties, deferring discussion of the general
solutions to the next subsection.
The simplest solution is the k = 1 instanton in SU(2) gauge theory. In singular
gauge, the connection is given by
Aµ =
ρ2(x−X)ν
(x−X)2((x−X)2 + ρ2) η¯
i
µν (gσ
ig−1) (1.9)
The σi, i = 1, 2, 3 are the Pauli matrices and carry the su(2) Lie algebra indices of
Aµ. The η¯
i are three 4× 4 anti-self-dual ’t Hooft matrices which intertwine the group
structure of the index i with the spacetime structure of the indices µ, ν. They are given
by
η¯1 =


0 0 0 −1
0 0 1 0
0 −1 0 0
1 0 0 0

 , η¯2 =


0 0 −1 0
0 0 0 −1
1 0 0 0
0 1 0 0

 , η¯3 =


0 1 0 0
−1 0 0 0
0 0 0 −1
0 0 1 0

 (1.10)
It’s a useful exercise to compute the field strength to see how it inherits its self-duality
from the anti-self-duality of the η¯ matrices. To build an anti-self-dual field strength,
we need to simply exchange the η¯ matrices in (1.9) for their self-dual counterparts,
η1 =


0 0 0 1
0 0 1 0
0 −1 0 0
−1 0 0 0

 , η2 =


0 0 −1 0
0 0 0 1
1 0 0 0
0 −1 0 0

 , η3 =


0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0

 (1.11)
For our immediate purposes, the most important feature of the solution (1.9) is that it
is not unique: it contains a number of parameters. In the context of solitons, these are
known as collective coordinates. The solution (1.9) has eight such parameters. They
are of three different types:
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i) 4 translations Xµ: The instanton is an object localized in R
4, centered around
the point xµ = Xµ.
ii) 1 scale size ρ: The interpretation of ρ as the size of the instanton can be seen by
rescaling x and X in the above solution to demote ρ to an overall constant.
iii) 3 global gauge transformations g ∈ SU(2): This determines how the instanton is
embedded in the gauge group.
At this point it’s worth making several comments about the solution and its collective
coordinates.
• For the k = 1 instanton, each of the collective coordinates described above is a
Goldstone mode, arising because the instanton configuration breaks a symmetry
of the Lagrangian (1.1). In the case of Xµ and g it is clear that the symmetry
is translational invariance and SU(2) gauge invariance respectively. The param-
eter ρ arises from broken conformal invariance. It’s rather common that all the
collective coordinates of a single soliton are Goldstone modes. It’s not true for
higher k.
• The apparent singularity at xµ = Xµ is merely a gauge artifact (hence the name
”singular gauge”). A plot of a gauge invariant quantity, such as the action density,
reveals a smooth solution. The exception is when the instanton shrinks to zero
size ρ→ 0. This singular configuration is known as the small instanton. Despite
its singular nature, it plays an important role in computing the contribution to
correlation functions in supersymmetric theories. The small instanton lies at
finite distance in the space of classical field configurations (in a way which will
be made precise in Section 1.2).
• You may be surprised that we are counting the gauge modes g as physical pa-
rameters of the solution. The key point is that they arise from the global part of
the gauge symmetry, meaning transformations that don’t die off asymptotically.
These are physical symmetries of the system rather than redundancies. In the
early days of studying instantons the 3 gauge modes weren’t included, but it soon
became apparent that many of the nicer mathematical properties of instantons
(for example, hyperKa¨hlerity of the moduli space) require us to include them, as
do certain physical properties (for example, dyonic instantons in five dimensions)
The SU(2) solution (1.9) has 8 collective coordinates. What about SU(N) solutions?
Of course, we should keep the 4 + 1 translational and scale parameters but we would
expect more orientation parameters telling us how the instanton sits in the larger
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SU(N) gauge group. How many? Suppose we embed the above SU(2) solution in
the upper left-hand corner of an N × N matrix. We can then rotate this into other
embeddings by acting with SU(N), modulo the stabilizer which leaves the configuration
untouched. We have
SU(N)/S[U(N − 2)× U(2)] (1.12)
where the U(N−2) hits the lower-right-hand corner and doesn’t see our solution, while
the U(2) is included in the denominator since it acts like g in the original solution (1.9)
and we don’t want to overcount. Finally, the notation S[U(p) × U(q)] means that we
lose the overall central U(1) ⊂ U(p) × U(q). The coset space above has dimension
4N − 8. So, within the ansatz (1.9) embedded in SU(N), we see that the k = 1
solution has 4N collective coordinates. In fact, it turns out that this is all of them and
the solution (1.9), suitably embedded, is the most general k = 1 solution in an SU(N)
gauge group. But what about solutions with higher k? To discuss this, it’s useful to
introduce the idea of the moduli space.
1.2 The Moduli Space
We now come to one of the most important concepts of these lectures: the moduli space.
This is defined to be the space of all solutions to F = ⋆F , modulo gauge transformations,
in a given winding sector k and gauge group SU(N). Let’s denote this space as Ik,N .
We will define similar moduli spaces for the other solitons and much of these lectures
will be devoted to understanding the different roles these moduli spaces play and the
relationships between them.
Coordinates on Ik,N are given by the collective coordinates of the solution. We’ve
seen above that the k = 1 solution has 4N collective coordinates or, in other words,
dim(I1,N) = 4N . For higher k, the number of collective coordinates can be determined
by index theorem techniques. I won’t give all the details, but will instead simply tell
you the answer.
dim(Ik,N) = 4kN (1.13)
This has a very simple interpretation. The charge k instanton can be thought of as k
charge 1 instantons, each with its own position, scale, and gauge orientation. When
the instantons are well separated, the solution does indeed look like this. But when
instantons start to overlap, the interpretation of the collective coordinates can become
more subtle.
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Strictly speaking, the index theorem which tells us the result (1.13) doesn’t count the
number of collective coordinates, but rather related quantities known as zero modes.
It works as follows. Suppose we have a solution Aµ satisfying F =
⋆F . Then we can
perturb this solution Aµ → Aµ + δAµ and ask how many other solutions are nearby.
We require the perturbation δAµ to satisfy the linearized self-duality equations,
DµδAν −DνδAµ = ǫµνρσDρδAσ (1.14)
where the covariant derivative Dµ is evaluated on the background solution. Solutions
to (1.14) are called zero modes. The idea of zero modes is that if we have a general
solution Aµ = Aµ(xµ, X
α), where Xα denote all the collective coordinates, then for
each collective coordinate we can define the zero mode δαAµ = ∂Aµ/∂X
α which will
satisfy (1.14). In general however, it is not guaranteed that any zero mode can be
successfully integrated to give a corresponding collective coordinate. But it will turn
out that all the solitons discussed in these lectures do have this property (at least this
is true for bosonic collective coordinates; there is a subtlety with the Grassmannian
collective coordinates arising from fermions which we’ll come to shortly).
Of course, any local gauge transformation will also solve the linearized equations
(1.14) so we require a suitable gauge fixing condition. We’ll write each zero mode to
include an infinitesimal gauge transformation Ωα,
δαAµ =
∂Aµ
∂Xα
+DµΩα (1.15)
and choose Ωα so that δαAµ is orthogonal to any other gauge transformation, meaning∫
d4x Tr (δαAµ)Dµη = 0 ∀ η (1.16)
which, integrating by parts, gives us our gauge fixing condition
Dµ (δαAµ) = 0 (1.17)
This gauge fixing condition does not eliminate the collective coordinates arising from
global gauge transformations which, on an operational level, gives perhaps the clearest
reason why we must include them. The Atiyah-Singer index theorem counts the number
of solutions to (1.14) and (1.17) and gives the answer (1.13).
So what does the most general solution, with its 4kN parameters, look like? The
general explicit form of the solution is not known. However, there are rather clever
ansatze¨ which give rise to various subsets of the solutions. Details can be found in the
original literature [15, 16] but, for now, we head in a different, and ultimately more
important, direction and study the geometry of the moduli space.
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1.2.1 The Moduli Space Metric
A priori, it is not obvious that Ik,N is a manifold. In fact, it does turn out to be a smooth
space apart from certain localized singularities corresponding to small instantons at
ρ→ 0 where the field configuration itself also becomes singular.
The moduli space Ik,N inherits a natural metric from the field theory, defined by the
overlap of zero modes. In the coordinates Xα, α = 1, . . . , 4kN , the metric is given by
gαβ =
1
2e2
∫
d4x Tr (δαAµ) (δβAµ) (1.18)
It’s hard to overstate the importance of this metric. It distills the information contained
in the solutions to F = ⋆F into a more manageable geometric form. It turns out that
for many applications, everything we need to know about the instantons is contained
in the metric gαβ, and this remains true of similar metrics that we will define for other
solitons. Moreover, it is often much simpler to determine the metric (1.18) than it is
to determine the explicit solutions.
The metric has a few rather special properties. Firstly, it inherits certain isometries
from the symmetries of the field theory. For example, both the SO(4) rotation sym-
metry of spacetime and the SU(N) gauge action will descend to give corresponding
isometries of the metric gαβ on Ik,N .
Another important property of the metric (1.18) is that it is hyperKa¨hler, meaning
that the manifold has reduced holonomy Sp(kN) ⊂ SO(4kN). Heuristically, this means
that the manifold admits something akin to a quaternionic structure3. More precisely,
a hyperKa¨hler manifold admits three complex structures J i, i = 1, 2, 3 which obey the
relation
J i J j = −δij + ǫijk Jk (1.19)
The simplest example of a hyperKa¨hler manifold is R4, viewed as the quaternions.
The three complex structures can be taken to be the anti-self-dual ’t Hooft matrices η¯i
that we defined in (1.10), each of which gives a different complex pairing of R4. For
example, from η¯3 we get z1 = x1 + ix2 and z2 = x3 − ix4.
3Warning: there is also something called a quaternionic manifold which arises inN = 2 supergravity
theories [17] and is different from a hyperKa¨hler manifold. For a discussion on the relationship see
[18].
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The instanton moduli space Ik,N inherits its complex structures J i from those of R4.
To see this, note if δAµ is a zero mode, then we may immediately write down three
other zero modes η¯iνµ δAµ, each of which satisfy the equations (1.14) and (1.17). It
must be possible to express these three new zero modes as a linear combination of the
original ones, allowing us to define three matrices J i,
η¯iµν δβAν = (J
i)αβ [δαAµ] (1.20)
These matrices J i then descend to three complex structures on the moduli space Ik,N
itself which are given by
(J i)αβ = g
αγ
∫
d4x η¯iµν Tr δβAµ δγAν (1.21)
So far we have shown only that J i define almost complex structures. To prove hy-
perKa¨hlerity, one must also show integrability which, after some gymnastics, is possible
using the formulae above. A more detailed discussion of the geometry of the moduli
space in this language can be found in [19, 20] and more generally in [21, 22]. For
physicists the simplest proof of hyperKa¨hlerity follows from supersymmetry as we shall
review in section 1.3.
It will prove useful to return briefly to discuss the isometries. In Ka¨hler and hy-
perKa¨hler manifolds, it’s often important to state whether isometries are compatible
with the complex structure J . If the complex structure doesn’t change as we move
along the isometry, so that the Lie derivative LkJ = 0, with k the Killing vector, then
the isometry is said to be holomorphic. In the instanton moduli space Ik,N , the SU(N)
gauge group action is tri-holomorphic, meaning it preserves all three complex struc-
tures. Of the SO(4) ∼= SU(2)L × SU(2)R rotational symmetry, one half, SU(2)L, is
tri-holomorphic, while the three complex structures are rotated under the remaining
SU(2)R symmetry.
1.2.2 An Example: A Single Instanton in SU(2)
In the following subsection we shall show how to derive metrics on Ik,N using the
powerful ADHM technique. But first, to get a flavor for the ideas, let’s take a more
pedestrian route for the simplest case of a k = 1 instanton in SU(2). As we saw above,
there are three types of collective coordinates.
i) The four translational modes are δ(ν)Aµ = ∂Aµ/∂X
ν + DµΩν where Ων must be
chosen to satisfy (1.17). Using the fact that ∂/∂Xν = −∂/∂xν , it is simple to
see that the correct choice of gauge is Ων = Aν , so that the zero mode is simply
– 14 –
given by δνAµ = Fµν , which satisfies the gauge fixing condition by virtue of the
original equations of motion (1.2). Computing the overlap of these translational
zero modes then gives∫
d4x Tr (δ(ν)Aµ δ(ρ)Aµ) = Sinst δνρ (1.22)
ii) One can check that the scale zero mode δAµ = ∂Aµ/∂ρ already satisfies the gauge
fixing condition (1.17) when the solution is taken in singular gauge (1.9). The
overlap integral in this case is simple to perform, yielding∫
d4x Tr (δAµ δAµ) = 2Sinst (1.23)
iii) Finally, we have the gauge orientations. These are simply of the form δAµ = DµΛ,
but where Λ does not vanish at infinity, so that it corresponds to a global gauge
transformation. In singular gauge it can be checked that the three SU(2) rotations
Λi = [(x−X)2/((x−X)2+ ρ2)]σi satisfy the gauge fixing constraint. These give
rise to an SU(2) ∼= S3 component of the moduli space with radius given by the
norm of any one mode, say, Λ3∫
d4x Tr (δAµ δAµ) = 2Sinst ρ
2 (1.24)
Note that, unlike the others, this component of the metric depends on the collective
coordinate ρ, growing as ρ2. This dependance means that the S3 arising from SU(2)
gauge rotations combines with the R+ from scale transformations to form the space
R4. However, there is a discrete subtlety. Fields in the adjoint representation are left
invariant under the center Z2 ⊂ SU(2), meaning that the gauge rotations give rise to
S3/Z2 rather than S
3. Putting all this together, we learn that the moduli space of a
single instanton is
I1,2 ∼= R4 ×R4/Z2 (1.25)
where the first factor corresponds to the position of the instanton, and the second factor
determines its scale size and SU(2) orientation. The normalization of the flat metrics
on the two R4 factors is given by (1.22) and (1.23). In this case, the hyperKa¨hler
structure on I1,2 comes simply by viewing each R4 ∼= H, the quaternions. As is clear
from our derivation, the singularity at the origin of the orbifold R4/Z2 corresponds to
the small instanton ρ→ 0.
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1.3 Fermi Zero Modes
So far we’ve only concentrated on the pure Yang-Mills theory (1.1). It is natural
to wonder about the possibility of other fields in the theory: could they also have
non-trivial solutions in the background of an instanton, leading to further collective
coordinates? It turns out that this doesn’t happen for bosonic fields (although they do
have an important impact if they gain a vacuum expectation value as we shall review
in later sections). Importantly, the fermions do contribute zero modes.
Consider a single Weyl fermion λ transforming in the adjoint representation of
SU(N), with kinetic term iTr λ¯ /¯Dλ. In Euclidean space, we treat λ and λ¯ as inde-
pendent variables, a fact which leads to difficulties in defining a real action. (For the
purposes of this lecture, we simply ignore the issue - a summary of the problem and its
resolutions can be found in [13]). The equations of motion are
/¯Dλ ≡ σ¯µDµλ = 0 , /Dλ¯ ≡ σµDµλ¯ = 0 (1.26)
where /D = σµDµ and the 2× 2 matrices are σµ = (σi,−i12). In the background of an
instanton F = ⋆F , only λ picks up zero modes. λ¯ has none. This situation is reversed
in the background of an anti-instanton F = −⋆F . To see that λ¯ has no zero modes in
the background of an instanton, we look at
/¯D /D = σ¯µσνDµDν = D2 12 + F µν η¯iµνσi (1.27)
where η¯i are the anti-self-dual ’t Hooft matrices defined in (1.10). But a self-dual matrix
Fµν contracted with an anti-self-dual matrix η¯µν vanishes, leaving us with /¯D /D = D2.
And the positive definite operator D2 has no zero modes. In contrast, if we try to
repeat the calculation for λ, we find
/D /¯D = D2 12 + F µνηiµνσi (1.28)
where ηi are the self-dual ’t Hooft matrices (1.11). Since we cannot express the operator
/D /¯D as a total square, there’s a chance that it has zero modes. The index theorem tells
us that each Weyl fermion λ picks up 4kN zero modes in the background of a charge k
instanton. There are corresponding Grassmann collective coordinates, which we shall
denote as χ, associated to the most general solution for the gauge field and fermions.
But these Grassmann collective coordinates occasionally have subtle properties. The
quick way to understand this is in terms of supersymmetry. And often the quick way
to understand the full power of supersymmetry is to think in higher dimensions.
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1.3.1 Dimension Hopping
It will prove useful to take a quick break in order to make a few simple remarks about
instantons in higher dimensions. So far we’ve concentrated on solutions to the self-
duality equations in four-dimensional theories, which are objects localized in Euclidean
spacetime. However, it is a simple matter to embed the solutions in higher dimensions
simply by insisting that all fields are independent of the new coordinates. For example,
in d = 4 + 1 dimensional theories one can set ∂0 = A0 = 0, with the spatial part
of the gauge field satisfying F = ⋆F . Such configurations have finite energy and the
interpretation of particle like solitons. We shall describe some of their properties when
we come to applications. Similarly, in d = 5+ 1, the instantons are string like objects,
while in d = 9 + 1, instantons are five-branes. While this isn’t a particularly deep
insight, it’s a useful trick to keep in mind when considering the fermionic zero modes
of the soliton in supersymmetric theories as we shall discuss shortly.
When solitons have a finite dimensional worldvolume, we can promote the collective
coordinates to fields which depend on the worldvolume directions. These correspond
to massless excitations living on the solitons. For example, allowing the translational
modes to vary along the instanton string simply corresponds to waves propagating along
the string. Again, this simple observation will become rather powerful when viewed in
the context of supersymmetric theories.
A note on terminology: Originally the term ”instanton” referred to solutions to
the self-dual Yang-Mills equations F = ⋆F . (At least this was true once Physical
Review lifted its censorship of the term!). However, when working with theories in
spacetime dimensions other than four, people often refer to the relevant finite action
configuration as an instanton. For example, kinks in quantum mechanics are called
instantons. Usually this doesn’t lead to any ambiguity but in this review we’ll consider
a variety of solitons in a variety of dimensions. I’ll try to keep the phrase ”instanton”
to refer to (anti)-self-dual Yang-Mills instantons.
1.3.2 Instantons and Supersymmetry
Instantons share an intimate relationship with supersymmetry. Let’s consider an in-
stanton in a d = 3 + 1 supersymmetric theory which could be either N = 1, N = 2
or N = 4 super Yang-Mills. The supersymmetry transformation for any adjoint Weyl
fermion takes the form
δλ = F µνσµσ¯νǫ , δλ¯ = F
µν σ¯µσν ǫ¯ (1.29)
where, again, we treat the infinitesimal supersymmetry parameters ǫ and ǫ¯ as inde-
pendent. But we’ve seen above that in the background of a self-dual solution F = ⋆F
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the combination F µν σ¯µσν = 0. This means that the instanton is annihilated by half of
the supersymmetry transformations ǫ¯, while the other half, ǫ, turn on the fermions λ.
We say that the supersymmetries arising from ǫ are broken by the soliton, while those
arising from ǫ¯ are preserved. Configurations in supersymmetric theories which are an-
nihilated by some fraction of the supersymmetries are known as BPS states (although
the term Witten-Olive state would be more appropriate [23]).
Both the broken and preserved supersymmetries play an important role for solitons.
The broken ones are the simplest to describe, for they generate fermion zero modes
λ = F µνσµσ¯νǫ. These ”Goldstino” modes are a subset of the 4kN fermion zero modes
that exist for each Weyl fermion λ. Further modes can also be generated by acting on
the instanton with superconformal transformations.
The unbroken supersymmetries ǫ¯ play a more important role: they descend to a
supersymmetry on the soliton worldvolume, pairing up bosonic collective coordinates
X with Grassmannian collective coordinates χ. There’s nothing surprising here. It’s
simply the statement that if a symmetry is preserved in a vacuum (where, in this
case, the ”vacuum” is the soliton itself) then all excitations above the vacuum fall
into representations of this symmetry. However, since supersymmetry in d = 0 + 0
dimensions is a little subtle, and the concept of ”excitations above the vacuum” in
d = 0 + 0 dimensions even more so, this is one of the places where it will pay to lift
the instantons to higher dimensional objects. For example, instantons in theories with
8 supercharges (equivalent to N = 2 in four dimensions) can be lifted to instanton
strings in six dimensions, which is the maximum dimension in which Yang-Mills theory
with eight supercharges exists. Similarly, instantons in theories with 16 supercharges
(equivalent to N = 4 in four dimensions) can be lifted to instanton five-branes in ten
dimensions. Instantons in N = 1 theories are stuck in their four dimensional world.
Considering Yang-Mills instantons as solitons in higher dimensions allows us to see
this relationship between bosonic and fermionic collective coordinates. Consider excit-
ing a long-wavelength mode of the soliton in which a bosonic collective coordinate X
depends on the worldvolume coordinate of the instanton s, so X = X(s). Then if we
hit this configuration with the unbroken supersymmetry ǫ¯, it will no longer annihilate
the configuration, but will turn on a fermionic mode proportional to ∂sX. Similarly,
any fermionic excitation will be related to a bosonic excitation.
The observation that the unbroken supersymmetries descend to supersymmetries on
the worldvolume of the soliton saves us a lot of work in analyzing fermionic zero modes:
if we understand the bosonic collective coordinates and the preserved supersymmetry,
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then the fermionic modes pretty much come for free. This includes some rather subtle
interaction terms.
For example, consider instanton five-branes in ten-dimensional super Yang-Mills.
The worldvolume theory must preserve 8 of the 16 supercharges. The only such theory
in 5 + 1 dimensions is a sigma-model on a hyperKa¨hler target space [24] which, for
instantons, is the manifold Ik,N . The Lagrangian is
L = gαβ∂Xα∂Xβ + iχ¯αDαβχβ + 14Rαβγδχ¯αχβχ¯γχδ (1.30)
where ∂ denotes derivatives along the soliton worldvolume and the covariant derivative
is Dαβ = gαβ∂ + Γ
γ
αβ(∂Xγ). This is the slick proof that the instanton moduli space
metric must be hyperKa¨hler: it is dictated by the 8 preserved supercharges.
The final four-fermi term couples the fermionic collective coordinates to the Riemann
tensor. Suppose we now want to go back down to instantons in four dimensional N = 4
super Yang-Mills. We can simply dimensionally reduce the above action. Since there
are no longer worldvolume directions for the instantons, the first two terms vanish, but
we’re left with the term
Sinst =
1
4
Rαβγδχ¯
αχβχ¯γχδ (1.31)
This term reflects the point we made earlier: zero modes cannot necessarily be lifted
to collective coordinates. Here we see this phenomenon for fermionic zero modes.
Although each such mode doesn’t change the action of the instanton, if we turn on four
Grassmannian collective coordinates at the same time then the action does increase!
One can derive this term without recourse to supersymmetry but it’s a bit of a pain
[25]. The term is very important in applications of instantons.
Instantons in four-dimensional N = 2 theories can be lifted to instanton strings in
six dimensions. The worldvolume theory must preserve half of the 8 supercharges.
There are two such super-algebras in two dimensions, a non-chiral (2, 2) theory and a
chiral (0, 4) theory, where the two entries correspond to left and right moving fermions
respectively. By analyzing the fermionic zero modes one can show that the instanton
string preserves (0, 4) supersymmetry. The corresponding sigma-model doesn’t contain
the term (1.31). (Basically because the χ¯ zero modes are missing). However, similar
terms can be generated if we also consider fermions in the fundamental representation.
Finally, instantons in N = 1 super Yang-Mills preserve (0, 2) supersymmetry on their
worldvolume.
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In the following sections, we shall pay scant attention to the fermionic zero modes,
simply stating the fraction of supersymmetry that is preserved in different theories. In
many cases this is sufficient to fix the fermions completely: the beauty of supersymme-
try is that we rarely have to talk about fermions!
1.4 The ADHM Construction
In this section we describe a powerful method to solve the self-dual Yang-Mills equa-
tions F = ⋆F due to Atiyah, Drinfeld, Hitchin and Manin and known as the ADHM
construction [26]. This will also give us a new way to understand the moduli space Ik,N
and its metric. The natural place to view the ADHM construction is twistor space.
But, for a physicist, the simplest place to view the ADHM construction is type II string
theory [27, 28, 29]. We’ll do things the simple way.
The brane construction is another place
N coincident Dp−branes
k D(p−4)−branes
Figure 1: Dp-branes as instantons.
where it’s useful to consider Yang-Mills instan-
tons embedded as solitons in a p+1 dimensional
theory with p ≥ 3. With this in mind, let’s
consider a configuration of N Dp-branes, with k
D(p − 4)-branes in type II string theory (Type
IIB for p odd; type IIA for p even). A typical
configuration is drawn in figure 1. We place all
N Dp-branes on top of each other so that, at
low-energies, their worldvolume dynamics is de-
scribed by
d = p+ 1 U(N) Super Yang-Mills with 16 Supercharges
For example, if p = 3 we have the familiar N = 4 theory in d = 3+ 1 dimensions. The
worldvolume theory of the Dp-branes also includes couplings to the various RR-fields
in the bulk. This includes the term
Tr
∫
Dp
dp+1x Cp−3 ∧ F ∧ F (1.32)
where F is the U(N) gauge field, and Cp−3 is the RR-form that couples to D(p − 4)-
branes. The importance of this term lies in the fact that it relates instantons on the
Dp-branes to D(p− 4) branes. To see this, note that an instanton with non-zero F ∧F
gives rise to a source (8π2/e2)
∫
dp−3x Cp−3 for the RR-form. This is the same source
induced by a D(p− 4)-brane. If you’re careful in comparing the factors of 2 and π and
such like, it’s not hard to show that the instanton has precisely the mass and charge
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of the D(p− 4)-brane [3, 5]. They are the same object! We have the important result
that
Instanton in Dp-Brane ≡ D(p− 4)-Brane (1.33)
The strategy to derive the ADHM construction from branes is to view this whole story
from the perspective of the D(p − 4)-branes [27, 28, 29]. For definiteness, let’s revert
back to p = 3, so that we’re considering D-instantons interacting with D3-branes. This
means that we have to write down the d = 0+0 dimensional theory on the D-instantons.
Since supersymmetric theories in no dimensions may not be very familiar, it will help
to keep in mind that the whole thing can be lifted to higher p.
Suppose firstly that we don’t have the D3-branes. The theory on the D-instantons in
flat space is simply the dimensional reduction of d = 3+1 N = 4 U(k) super Yang-Mills
to zero dimensions. We will focus on the bosonic sector, with the fermions dictated
by supersymmetry as explained in the previous section. We have 10 scalar fields, each
of which is a k × k Hermitian matrix. For later convenience, we split them into two
batches:
(Xµ, Xˆm) µ = 1, 2, 3, 4; m = 5, . . . , 10 (1.34)
where we’ve put hats on directions transverse to the D3-brane. We’ll use the index
notation (Xµ)αβ to denote the fact that each of these is a k× k matrix. Note that this
is a slight abuse of notation since, in the previous section, α = 1, . . . , 4k rather than
1, . . . , k here. We’ll also introduce the complex notation
Z = X1 + iX2 , W = X3 − iX4 (1.35)
When Xµ and Xˆm are all mutually commuting, their 10k eigenvalues have the inter-
pretation of the positions of the k D-instantons in flat ten-dimensional space.
What effect does the presence of the D3-branes have? The answer is well known.
Firstly, they reduce the supersymmetry on the lower dimensional brane by half, to
eight supercharges (equivalent to N = 2 in d = 3 + 1). The decomposition (1.34)
reflects this, with the Xˆm lying in a vector multiplet and the Xµ forming an adjoint
hypermultiplet. The new fields which reduce the supersymmetry areN hypermultiplets,
arising from quantizing strings stretched between the Dp-branes and D(p− 4)-branes.
Each hypermultiplet carries an α = 1, . . . k index, corresponding to the D(p− 4)-brane
on which the string ends, and an a = 1, . . . , N index corresponding to the Dp-brane on
which the other end of the string sits.. Again we ignore fermions. The two complex
scalars in each hypermultiplet are denoted
ψαa , ψ˜
a
α (1.36)
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where the index structure reflects the fact that ψ
F−string
Figure 2: F-strings give rise to
hypermultiplets.
transforms in the k of the U(k) gauge symmetry, and
the N¯ of a SU(N) flavor symmetry. In contrast ψ˜
transforms in the (k¯,N) of U(k)×SU(N). (One may
wonder about the difference between a gauge and fla-
vor symmetry in zero dimensions; again the reader is
invited to lift the configuration to higher dimensions
where such nasty questions evaporate. But the basic
point will be that we treat configurations related by
U(k) transformations as physically equivalent). These
hypermultiplets can be thought of as the dimensional
reduction of N = 2 hypermultiplets in d = 3 + 1 di-
mensions which, in turn, are composed of two chiral
multiplets ψ and ψ˜.
The scalar potential for these fields is fixed by supersymmetry (Actually, supersym-
metry in d = 0 + 0 dimensions is rather weak; at this stage we should lift up to, say
p = 7, where so we can figure out the familiar N = 2 theory on the D(p−3)=D3-branes,
and then dimensionally reduce back down to zero dimensions). We have
V =
1
g2
10∑
m,n=5
[Xˆm, Xˆn]
2 +
10∑
m=5
4∑
µ=1
[Xˆm, Xµ]
2 +
N∑
a=1
(ψa†Xˆ2mψa + ψ˜
aXˆ2mψ˜
†
a) (1.37)
+g2Tr (
N∑
a=1
ψaψ
a† − ψ˜†aψ˜a + [Z,Z†] + [W,W †])2 + g2Tr |
N∑
a=1
ψaψ˜
a + [Z,W ]|2
The terms in the second line are usually referred to as D-terms and F-terms respectively
(although, as we shall shall review shortly, they are actually on the same footing in
theories with eight supercharges). Each is a k × k matrix. The third term in the first
line ensures that the hypermultiplets get a mass if the Xˆm get a vacuum expectation
value. This reflects the fact that, as is clear from the picture, the Dp-D(p− 4) strings
become stretched if the branes are separated in the Xˆm, m = 5, . . . , 10 directions. In
contrast, there is no mass for the hypermultiplets if the D(p−4) branes are separated in
the Xµ, µ = 1, 2, 3, 4 directions. Finally, note that we’ve included an auxiliary coupling
constant g2 in (1.37). Strictly speaking we should take the limit g2 →∞.
We are interested in the ground states of the D-instantons, determined by the solu-
tions to V = 0. There are two possibilities
1. The second line vanishes if ψ = ψ˜ = 0 and Xµ are diagonal. The first two
terms vanish if Xˆm are also diagonal. The eigenvalues of Xµ and Xˆm tell us
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where the k D-instantons are placed in flat space. They are unaffected by the
existence of the D3-branes whose presence is only felt at the one-loop level when
the hypermultiplets are integrated out. This is known as the ”Coulomb branch”,
a name inherited from the structure of gauge symmetry breaking: U(k)→ U(1)k.
(The name is, of course, more appropriate in dimensions higher than zero where
particles charged under U(1)k experience a Coulomb interaction).
2. The first line vanishes if Xˆm = 0, m = 5, . . . , 10. This corresponds to the D(p−4)
branes lying on top of the Dp-branes. The remaining fields ψ, ψ˜, Z and W are
constrained by the second line in (1.37). Since these solutions allow ψ, ψ˜ 6= 0 we
will generically have the U(k) gauge group broken completely, giving the name
”Higgs branch” to this class of solutions. More precisely, the Higgs branch is
defined to be the space of solutions
MHiggs ∼= {Xˆm = 0, V = 0}/U(k) (1.38)
where we divide out by U(k) gauge transformations. The Higgs branch describes
the D(p−4) branes nestling inside the larger Dp-branes. But this is exactly where
they appear as instantons. So we might expect that the Higgs branch knows
something about this. Let’s start by computing its dimension. We have 4kN
real degrees of freedom in ψ and ψ˜ and a further 4k2 in Z and W . The D-term
imposes k2 real constraints, while the F-term imposes k2 complex constraints.
Finally we lose a further k2 degrees of freedom when dividing by U(k) gauge
transformations. Adding, subtracting, we have
dim(MHiggs) = 4kN (1.39)
Which should look familiar (1.13). The first claim of the ADHM construction is that
we have an isomorphism between manifolds,
MHiggs ∼= Ik,N (1.40)
1.4.1 The Metric on the Higgs Branch
To summarize, the D-brane construction has lead us to identify the instanton moduli
space Ik,N with the Higgs branch of a gauge theory with 8 supercharges (equivalent to
N = 2 in d = 3 + 1). The field content of this gauge theory is
U(k) Gauge Theory + Adjoint Hypermultiplet Z,W
+ N Fundamental Hypermultiplets ψa, ψ˜
a (1.41)
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This auxiliary U(k) gauge theory defines its own metric on the Higgs branch. This
metric arises in the following manner: we start with the flat metric on R4k(N+k), pa-
rameterized by ψ, ψ˜, Z and W . Schematically,
ds2 = |dψ|2 + |dψ˜|2 + |dZ|2 + |dW |2 (1.42)
This metric looks somewhat more natural if we consider higher dimensional D-branes
where it arises from the canonical kinetic terms for the hypermultiplets. We now pull
back this metric to the hypersurface V = 0, and subsequently quotient by the U(k)
gauge symmetry, meaning that we only consider tangent vectors to V = 0 that are
orthogonal to the U(k) action. This procedure defines a metric onMHiggs. The second
important result of the ADHM construction is that this metric coincides with the one
defined in terms of solitons in (1.18).
I haven’t included a proof of the equivalence between the metrics here, although
it’s not too hard to show (for example, using Macocia’s hyperKa¨hler potential [22] as
reviewed in [13]). However, we will take time to show that the isometries of the metrics
defined in these two different ways coincide. From the perspective of the auxiliary
U(k) gauge theory, all isometries appear as flavor symmetries. We have the SU(N)
flavor symmetry rotating the hypermultiplets; this is identified with the SU(N) gauge
symmetry in four dimensions. The theory also contains an SU(2)R R-symmetry, in
which (ψ, ψ˜†) and (Z,W †) both transform as doublets (this will become more apparent
in the following section in equation (1.44)). This coincides with the SU(2)R ⊂ SO(4)
rotational symmetry in four dimensions. Finally, there exists an independent SU(2)L
symmetry rotating just the Xµ.
The method described above for constructing hyperKa¨hler metrics is an example of a
technique known as the hyperKa¨hler quotient [30]. As we have seen, it arises naturally
in gauge theories with 8 supercharges. The D- and F-terms of the potential (1.37) give
what are called the triplet of ”moment-maps” for the U(k) action.
1.4.2 Constructing the Solutions
As presented so far, the ADHM construction relates the moduli space of instantons
Ik,N to the Higgs branch of an auxiliary gauge theory. In fact, we’ve omitted the
most impressive part of the story: the construction can also be used to give solutions
to the self-duality equations. What’s more, it’s really very easy! Just a question of
multiplying a few matrices together. Let’s see how it works.
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Firstly, we need to rewrite the vacuum conditions in a more symmetric fashion.
Define
ωa =
(
ψαa
ψ˜†αa
)
(1.43)
Then the real D-term and complex F-term which lie in the second line of (1.37) and
define the Higgs branch can be combined in to the triplet of constraints,
N∑
a=1
ω†aσ
i ωa − i[Xµ, Xµ]η¯iµν = 0 (1.44)
where σi are, as usual, the Pauli matrices and η¯i the ’t Hooft matrices (1.10). These
give three k × k matrix equations. The magic of the ADHM construction is that for
each solution to the algebraic equations (1.44), we can build a solution to the set of non-
linear partial differential equations F = ⋆F . Moreover, solutions to (1.44) related by
U(k) gauge transformations give rise to the same field configuration in four dimensions.
Let’s see how this remarkable result is achieved.
The first step is to build the (N + 2k)× 2k matrix ∆,
∆ =
(
ωT
Xµσ
µ
)
+
(
0
xµσ
µ
)
(1.45)
where σµ = (σ
i,−i12). These have the important property that σ[µσ¯ν] is self-dual, while
σ¯[µσν] is anti-self-dual, facts that we also used in Section 1.3 when discussing fermions.
In the second matrix we’ve re-introduced the spacetime coordinate xµ which, here, is
to be thought of as multiplying the k × k unit matrix. Before proceeding, we need a
quick lemma:
Lemma: ∆†∆ = f−1 ⊗ 12
where f is a k × k matrix, and 12 is the unit 2 × 2 matrix. In other words, ∆†∆
factorizes and is invertible.
Proof: Expanding out, we have (suppressing the various indices)
∆†∆ = ω†ω +X†X + (X†x+ x†X) + x†x1k (1.46)
Since the factorization happens for all x ≡ xµσµ, we can look at three terms separately.
The last is x†x = xµσ¯
µxνσ
ν = x2 12. So that works. For the term linear in x, we simply
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need the fact that Xµ = X
†
µ to see that it works. What’s more tricky is the term that
doesn’t depend on x. This is where the triplet of D-terms (1.44) comes in. Let’s write
the relevant term from (1.46) with all the indices, including an m,n = 1, 2 index to
denote the two components we introduced in (1.43). We require
ω†αma ωaβn + (Xµ)
α
γ(Xν)
γ
β σ¯
µmpσνpn ∼ δmn (1.47)
⇔ tr2 σi
[
ωω† +X†X
]
= 0 i = 1, 2, 3
⇔ ω†σiω +XµXν σ¯µσiσν = 0
But, using the identity σ¯µσiσν = 2iη¯iµν , we see that this last condition is simply the
D-terms (1.44). This concludes our proof of the lemma. 
The rest is now plain sailing. Consider the matrix ∆ as defining 2k linearly indepen-
dent vectors in CN+2k. We define U to be the (N + 2k)×N matrix containing the N
normalized, orthogonal vectors. i.e
∆†U = 0 , U †U = 1N (1.48)
Then the potential for a charge k instanton in SU(N) gauge theory is given by
Aµ = iU
† ∂µU (1.49)
Note firstly that if U were an N×N matrix, this would be pure gauge. But it’s not, and
it’s not. Note also that Aµ is left unchanged by auxiliary U(k) gauge transformations.
We need to show that Aµ so defined gives rise to a self-dual field strength with winding
number k. We’ll do the former, but the latter isn’t hard either: it just requires more
matrix multiplication. To help us in this, it will be useful to construct the projection
operator P = UU † and notice that this can also be written as P = 1 − ∆f∆†. To
see that these expression indeed coincide, we can check that PU = U and P∆ = 0 for
both. Now we’re almost there:
Fµν = ∂[µAν] − iA[µAν]
= ∂[µ iU
†∂ν]U + iU
†(∂[µU)U
†(∂ν]U)
= i(∂[µU
†)(∂ν]U)− i(∂[µU †)UU †(∂ν]U)
= i(∂[µU
†)(1− UU †)(∂ν]U)
= i(∂[µU
†)∆ f ∆†(∂ν]U)
= iU †(∂[µ∆) f (∂ν]U)
= iU †σ[µfσ¯ν]U
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At this point we use our lemma. Because ∆†∆ factorizes, we may commute f past σµ.
And that’s it! We can then write
Fµν = iU
†fσ[µσ¯ν]U =
⋆Fµν (1.50)
since, as we mentioned above, σµν = σ[µσ¯ν] is self-dual. Nice huh! What’s harder to
show is that the ADHM construction gives all solutions to the self-dualily equations.
Counting parameters, we see that we have the right number and it turns out that we
can indeed get all solutions in this manner.
The construction described above was first described in ADHM’s original paper,
which weighs in at a whopping 2 pages. Elaborations and extensions to include, among
other things, SO(N) and Sp(N) gauge groups, fermionic zero modes, supersymmetry
and constrained instantons, can be found in [31, 32, 33, 34].
An Example: The Single SU(2) Instanton Revisited
Let’s see how to re-derive the k = 1 SU(2) solution (1.9) from the ADHM method.
We’ll set Xµ = 0 to get a solution centered around the origin. We then have the 4× 2
matrix
∆ =
(
ωT
xµσ
µ
)
(1.51)
where the D-term constraints (1.44) tell us that ω†am(σ
i)mnω
n
b = 0. We can use our
SU(2) flavor rotation, acting on the indices a, b = 1, 2, to choose the solution
ω†amω
m
b = ρ
2δab (1.52)
in which case the matrix ∆ becomes ∆T = (ρ12, xµσ
µ). Then solving for the normalized
zero eigenvectors ∆†U = 0, and U †U = 1, we have
U =
( √
x2/(x2 + ρ2) 12
−√ρ2/x2(x2 + ρ2) xµσ¯µ
)
(1.53)
From which we calculate
Aµ = iU
†∂µU =
ρ2xν
x2(x2 + ρ2)
η¯iµν σ
i (1.54)
which is indeed the solution (1.9) as promised.
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1.4.3 Non-Commutative Instantons
There’s an interesting deformation of the ADHM construction arising from studying
instantons on a non-commutative space, defined by
[xµ, xν ] = iθµν (1.55)
The most simple realization of this deformation arises by considering functions on the
space R4θ, with multiplication given by the ⋆-product
f(x) ⋆ g(x) = exp
(
i
2
θµν
∂
∂yµ
∂
∂xν
)
f(y)g(x)
∣∣∣∣
x=y
(1.56)
so that we indeed recover the commutator xµ ⋆ xν − xν ⋆ xµ = iθµν . To define gauge
theories on such a non-commutative space, one must extend the gauge symmetry from
SU(N) to U(N). When studying instantons, it is also useful to decompose the non-
commutivity parameter into self-dual and anti-self-dual pieces:
θµν = ξ
i ηiµν + ζ
i η¯iµν (1.57)
where ηi and η¯i are defined in (1.11) and (1.10) respectively. At the level of solutions,
both ξ and ζ affect the configuration. However, at the level of the moduli space, we
shall see that the self-dual instantons F = ⋆F are only affected by the anti-self-dual part
of the non-commutivity, namely ζ i. (A similar statement holds for F = −⋆F solutions
and ξ). This change to the moduli space appears in a beautifully simple fashion in the
ADHM construction: we need only add a constant term to the right hand-side of the
constraints (1.44), which now read
N∑
a=1
ω†aσ
i ωa − i[Xµ, Xµ]η¯iµν = ζ i 1k (1.58)
From the perspective of the auxiliary U(k) gauge theory, the ζ i are Fayet-Iliopoulous
(FI) parameters.
The observation that the FI parameters ζ i appearing in the D-term give the correct
deformation for non-commutative instantons is due to Nekrasov and Schwarz [35]. To
see how this works, we can repeat the calculation above, now in non-commutative
space. The key point in constructing the solutions is once again the requirement that
we have the factorization
∆† ⋆∆ = f−1 12 (1.59)
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The one small difference from the previous derivation is that in the expansion (1.46),
the ⋆-product means we have
x† ⋆ x = x2 12 − ζ iσi (1.60)
Notice that only the anti-self-dual part contributes. This extra term combines with the
constant terms (1.47) to give the necessary factorization if the D-term with FI param-
eters (1.58) is satisfied. It is simple to check that the rest of the derivation proceeds as
before, with ⋆-products in the place of the usual commutative multiplication.
The addition of the FI parameters in (1.58) have an important effect on the moduli
space Ik,N : they resolve the small instanton singularities. From the ADHM perspec-
tive, these arise when ψ = ψ˜ = 0, where the U(k) gauge symmetry does not act freely.
The FI parameters remove these points from the moduli space, U(k) acts freely every-
where on the Higgs branch, and the deformed instanton moduli space Ik,N is smooth.
This resolution of the instanton moduli space was considered by Nakajima some years
before the relationship to non-commutivity was known [36]. A related fact is that non-
commutative instantons occur even for U(1) gauge theories. Previously such solutions
were always singular, but the addition of the FI parameter stabilizes them at a fixed
size of order
√
θ. Reviews of instantons and other solitons on non-commutative spaces
can be found in [37, 38].
1.4.4 Examples of Instanton Moduli Spaces
A Single Instanton
Consider a single k = 1 instanton in a U(N) gauge theory, with non-commutivity
turned on. Let us choose θµν = ζη¯
3
µν . Then the ADHM gauge theory consists of a U(1)
gauge theory with N charged hypermultiplets, and a decoupled neutral hypermultiplet
parameterizing the center of the instanton. The D-term constraints read
N∑
a=1
|ψa|2 − |ψ˜a|2 = ζ ,
N∑
a=1
ψ˜aψa = 0 (1.61)
To get the moduli space we must also divide out by the U(1) action ψa → eiαψa and
ψ˜a → e−iαψ˜a. To see what the resulting space is, first consider setting ψ˜a = 0. Then
we have the space
N∑
a=1
|ψa|2 = ζ (1.62)
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which is simply S2N−1. Dividing out by the U(1) action then gives us the complex
projective space CPN−1 with size (or Ka¨hler class) ζ . Now let’s add the ψ˜ back. We
can turn them on but the F-term insists that they lie orthogonal to ψ, thus defining
the co-tangent bundle of CPN−1, denoted T ⋆CPN−1. Including the decoupled R4, we
have [39]
I1,N ∼= R4 × T ⋆CPN−1 (1.63)
where the size of the zero section CPN−1 is ζ . As ζ → 0, this cycle lying in the center
of the space shrinks and I1,N becomes singular at this point.
For a single instanton in U(2), the relative moduli space is T ⋆S2. This is the smooth
resolution of the A1 singularity C
2/Z2 which we found to be the moduli space in the
absence of non-commutivity. It inherits a well-known hyperKa¨hler metric known as the
Eguchi-Hanson metric [40],
ds2EH =
(
1− 4ζ2/ρ4)−1 dρ2 + ρ2
4
(
σ21 + σ
2
2 +
(
1− 4ζ2/ρ4)σ23) (1.64)
Here the σi are the three left-invariant SU(2) one-forms which, in terms of polar angles
0 ≤ θ ≤ π, 0 ≤ φ ≤ 2π and 0 ≤ ψ ≤ 2π, take the form
σ1 = − sinψ dθ + cosψ sin θ dφ
σ2 = cosψ dθ + sinψ sin θ dφ
σ3 = dψ + cos θ dφ (1.65)
As ρ → ∞, this metric tends towards the cone over S3/Z2. However, as we approach
the origin, the scale size is truncated at ρ2 = 2ζ , where the apparent singularity is
merely due to the choice of coordinates and hides the zero section S2.
Two U(1) Instantons
Before resolving by a non-commutative deformation, there is no topology to support
a U(1) instanton. However, it is perhaps better to think of the U(1) theory as ad-
mitting small, singular, instantons with moduli space given by the symmetric prod-
uct Symk(C 2), describing the positions of k points. Upon the addition of a non-
commutivity parameter, smooth U(1) instantons exist with moduli space given by a
resolution of Symk(C 2). To my knowledge, no explicit metric is known for k ≥ 3 U(1)
instantons, but in the case of two U(1) instantons, the metric is something rather fa-
miliar, since Sym2C2 ∼= C2 × C2/Z2 and we have already met the resolution of this
space above. It is
Ik=2,N=1 ∼= R4 × T ⋆S2 (1.66)
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endowed with the Eguchi-Hanson metric (1.64) where ρ now has the interpretation of
the separation of two instantons rather than the scale size of one. This can be checked
explicitly by computing the metric on the ADHM Higgs branch using the hyperKa¨hler
quotient technique [41]. Scattering of these instantons was studied in [42]. So, in this
particular case we have I1,2 ∼= I2,1. We shouldn’t get carried away though as this
equivalence doesn’t hold for higher k and N (for example, the isometries of the two
spaces are different).
1.5 Applications
Until now we’ve focussed exclusively on classical aspects of the instanton configurations.
But, what we’re really interested in is the role they play in various quantum field
theories. Here we sketch a two examples which reveal the importance of instantons in
different dimensions.
1.5.1 Instantons and the AdS/CFT Correspondence
We start by considering instantons where they were meant to be: in four dimensional
gauge theories. In a semi-classical regime, instantons give rise to non-perturbative
contributions to correlation functions and there exists a host of results in the literature,
including exact results in both N = 1 [43, 44] and N = 2 [45, 34, 37] supersymmetric
gauge theories. Here we describe the role instantons play in N = 4 super Yang-Mills
and, in particular, their relationship to the AdS/CFT correspondence [47]. Instantons
were first considered in this context in [48, 49]. Below we provide only a sketchy
description of the material covered in the paper of Dorey et al [50]. Full details can be
found in that paper or in the review [13].
In any instanton computation, there’s a number of things we need to calculate [7].
The first is to count the zero modes of the instanton to determine both the bosonic
collective coordinates X and their fermionic counterparts χ. We’ve described this in
detail above. The next step is to perform the leading order Gaussian integral over all
modes in the path integral. The massive (i.e. non-zero) modes around the background
of the instanton leads to the usual determinant operators which we’ll denote as det∆B
for the bosons, and det∆F for the fermions. These are to be evaluated on the back-
ground of the instanton solution. However, zero modes must be treated separately. The
integration over the associated collective coordinates is left unperformed, at the price
of introducing a Jacobian arising from the transformation between field variables and
collective coordinates. For the bosonic fields, the Jacobian is simply JB =
√
det gαβ,
where gαβ is the metric on the instanton moduli space defined in (1.18). This is the
role played by the instanton moduli space metric in four dimensions: it appears in the
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measure when performing the path integral. A related factor JF occurs for fermionic
zero modes. The final ingredient in an instanton calculation is the action Sinst which
includes both the constant piece 8πk/g2, together with terms quartic in the fermions
(1.31). The end result is summarized in the instanton measure
dµinst = d
nBX dnFχ JBJF
det∆F
det1/2∆B
e−Sinst (1.67)
where there are nB = 4kN bosonic and nF fermionic collective coordinates. In super-
symmetric theories in four dimensions, the determinants famously cancel [7] and we’re
left only with the challenge of evaluating the Jacobians and the action. In this section,
we’ll sketch how to calculate these objects for N = 4 super Yang-Mills.
As is well known, in the limit of strong ’t Hooft coupling, N = 4 super Yang-Mills is
dual to type IIB supergravity on AdS5 × S5. An astonishing fact, which we shall now
show, is that we can see this geometry even at weak ’t Hooft coupling by studying the
d = 0+ 0 ADHM gauge theory describing instantons. Essentially, in the large N limit,
the instantons live in AdS5 × S5. At first glance this looks rather unlikely! We’ve seen
that if the instantons live anywhere it is in Ik,N , a 4kN dimensional space that doesn’t
look anything like AdS5 × S5. So how does it work?
While the calculation can be performed for an arbitrary number of k instantons, here
we’ll just stick with a single instanton as a probe of the geometry. To see the AdS5
part is pretty easy and, in fact, we can do it even for an instanton in SU(2) gauge
theory. The trick is to integrate over the orientation modes of the instanton, leaving
us with a five-dimensional space parameterized by Xµ and ρ. The rationale for doing
this is that if we want to compute gauge invariant correlation functions, the SU(N)
orientation modes will only give an overall normalization. We calculated the metric for
a single instanton in equations (1.22)-(1.24), giving us JB ∼ ρ3 (where we’ve dropped
some numerical factors and factors of e2). So integrating over the SU(2) orientation to
pick up an overall volume factor, we get the bosonic measure for the instanton to be
dµinst ∼ ρ3 d4Xdρ (1.68)
We want to interpret this measure as a five-dimensional space in which the instanton
moves, which means thinking of it in the form dµ =
√
Gd4X dρ where G is the metric
on the five-dimensional space. It would be nice if it was the metric on AdS5. But it’s
not! In the appropriate coordinates, the AdS5 metric is,
ds2AdS =
R2
ρ2
(d4X + dρ2) (1.69)
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giving rise to a measure dµAdS = (R/ρ)
5d4Xdρ. However, we haven’t finished with the
instanton yet since we still have to consider the fermionic zero modes. The fermions
are crucial for quantum conformal invariance so we may suspect that their zero modes
are equally crucial in revealing the AdS structure, and this is indeed the case. A single
k = 1 instanton in the N = 4 SU(2) gauge theory has 16 fermionic zero modes. 8 of
these, which we’ll denote as ξ are from broken supersymmetry while the remaining 8,
which we’ll call ζ arise from broken superconformal transformations. Explicitly each of
the four Weyl fermions λ of the theory has a profile,
λ = σµνFµν(ξ − σρζ (xρ −Xρ)) (1.70)
One can compute the overlap of these fermionic zero modes in the same way as we did
for bosons. Suppressing indices, we have∫
d4x
∂λ
∂ξ
∂λ
∂ξ
=
32π2
e2
,
∫
d4x
∂λ
∂ζ
∂λ
∂ζ
=
64π2ρ2
e2
(1.71)
So, recalling that Grassmannian integration is more like differentiation, the fermionic
Jacobian is JF ∼ 1/ρ8. Combining this with the bosonic contribution above, the final
instanton measure is
dµinst =
(
1
ρ5
d4Xdρ
)
d8ξd8ζ = dµAds d
8ξd8ζ (1.72)
So the bosonic part does now look like AdS5. The presence of the 16 Grassmannian
variables reflects the fact that the instanton only contributes to a 16 fermion correla-
tion function. The counterpart in the AdS/CFT correspondence is that D-instantons
contribute to R4 terms and their 16 fermion superpartners and one can match the
supergravity and gauge theory correlators exactly.
So we see how to get AdS5 for SU(2) gauge theory. For SU(N), one has 4N − 8
further orientation modes and 8N−16 further fermi zero modes. The factors of ρ cancel
in their Jacobians, leaving the AdS5 interpretation intact. But there’s a problem with
these extra fermionic zero modes since we must saturate them in the path integral in
some way even though we still want to compute a 16 fermionic correlator. This is
achieved by the four-fermi term in the instanton action (1.31). However, when looked
at in the right way, in the large N limit these extra fermionic zero modes will generate
the S5 for us. I’ll now sketch how this occurs.
The important step in reforming these fermionic zero modes is to introduce auxiliary
variables Xˆ which allows us to split up the four-fermi term (1.31) into terms quadratic
in the fermions. To get the index structure right, it turns out that we need six such
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auxiliary fields, let’s call them Xˆm, with m = 1, . . . , 6. In fact we’ve met these guys
before: they’re the scalar fields in the vector multiplet of the ADHM gauge theory. To
see that they give rise to the promised four fermi term, let’s look at how they appear in
the ADHM Lagrangian. There’s already a term quadratic in Xˆ in (1.37), and another
couples this to the surplus fermionic collective coordinates χ so that, schematically,
LXˆ ∼ Xˆ2ω†ω + χ¯Xˆχ (1.73)
where, as we saw in Section 1.4, the field ω contains the scale and orientation collective
coordinates, with ω†ω ∼ ρ2. Integrating out Xˆ in the ADHM Lagrangian does indeed
result in a four-fermi term which is identified with (1.31). However, now we perform a
famous trick: we integrate out the variables we thought we were interested in, namely
the χ fields, and focus on the ones we thought were unimportant, the Xˆ’s. After
dealing correctly with all the indices we’ve been dropping, we find that this results in
the contribution to the measure
dµauxiliary = d
6Xˆ (XˆmXˆm)2N−4 exp
(
−2ρ2XˆmXˆm
)
(1.74)
In the large N limit, the integration over the radial variable |Xˆ| may be performed
using the saddle point approximation evaluated at |Xˆ| = ρ. The resulting powers of ρ
are precisely those mentioned above that are needed to cancel the powers of ρ appearing
in the bosonic Jacobian. Meanwhile, the integration over the angular coordinates in
Xˆm have been left untouched. The final result for the instanton measure becomes
dµinst =
(
1
ρ5
d4X dρ d5Ωˆ
)
d8ξd8ζ (1.75)
And the instanton indeed appears as if its moving in AdS5 × S5 as promised.
The above discussion is a little glib. The invariant meaning of the measure alone is
not clear: the real meaning is that when integrated against correlators, it gives results
in agreement with gravity calculations in AdS5 × S5. This, and several further results,
were shown in [50]. Calculations of this type were later performed for instantons in
other four-dimensional gauge theories, both conformal and otherwise [51, 52, 53, 54, 55].
Curiously, there appears to be an unresolved problem with performing the calculation
for instantons in non-commutative gauge theories.
1.5.2 Instanton Particles and the (2, 0) Theory
There exists a rather special superconformal quantum field theory in six dimensions
known as the (2, 0) theory. It is the theory with 16 supercharges which lives on N M5-
branes in M-theory and it has some intriguing and poorly understood properties. Not
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least of these is the fact that it appears to have N3 degrees of freedom. While it’s not
clear what these degrees of freedom are, or even if it makes sense to talk about ”degrees
of freedom” in a strongly coupled theory, the N3 behavior is seen when computing the
free energy F ∼ N3T 6 [56], or anomalies whose leading coefficient also scales as N3
[57].
If the (2, 0) theory is compactified on a circle of radius R, it descends to U(N)
d = 4+ 1 super Yang-Mills with 16 supercharges, which can be thought of as living on
D4-branes in Type IIA string theory. The gauge coupling e2, which has dimension of
length in five dimensions, is given by
e2 = 8π2R (1.76)
As in any theory compactified on a spatial circle, we expect to find Kaluza-Klein
modes, corresponding to momentum modes around the circle with mass MKK = 1/R.
Comparison with the gauge coupling constant (1.76) gives a strong hint what these
particles should be, since
Mkk = Minst (1.77)
and, as we discussed in section 1.3.1, instantons are particle-like objects in d = 4 + 1
dimensions. The observation that instantons are Kaluza-Klein modes is clear from the
IIA perspective: the instantons in the D4-brane theory are D0-branes which are known
to be the Kaluza-Klein modes for the lift to M-theory.
The upshot of this analysis is a remarkable conjecture: the maximally supersym-
metric U(N) Yang-Mills theory in five dimensions is really a six-dimensional theory in
disguise, with the size of the hidden dimension given by R ∼ e2 [58, 59, 60]. As e2 →∞,
the instantons become light. Usually as solitons become light, they also become large
floppy objects, losing their interpretation as particle excitations of the theory. But this
isn’t necessarily true for instantons because, as we’ve seen, their scale size is arbitrary
and, in particular, independent of the gauge coupling.
Of course, the five-dimensional theory is non-renormalizable and we can only study
questions that do not require the introduction of new UV degrees of freedom. With
this caveat, let’s see how we can test the conjecture using instantons. If they’re really
Kaluza-Klein modes, they should exhibit Kaluza-Klein-eqsue behavior which includes a
characteristic spectrum of threshold bound state of particles with k units of momentum
going around the circle. This means that if the five-dimensional theory contains the
information about its six dimensional origin, it should exhibit a threshold bound state
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of k instantons for each k. But this is something we can test in the semi-classical regime
by solving the low-energy dynamics of k interacting instantons. As we have seen, this
is given by supersymmetric quantum mechanics on Ik,N , with the Lagrangian given by
(1.30) where ∂ = ∂t in this equation.
Let’s review how to solve the ground states of d = 0+1 dimensional supersymmetric
sigma models of the form (1.30). As explained by Witten, a beautiful connection to
de Rahm cohomology emerges after quantization [61]. Canonical quantization of the
fermions leads to operators satisfying the algebra
{χα, χβ} = {χ¯α, χ¯β} = 0 and {χα, χ¯β} = gαβ (1.78)
which tells us that we may regard χ¯α and χβ as creation and annihilation operators
respectively. The states of the theory are described by wavefunctions ϕ(X) over the
moduli space Ik,N , acted upon by some number p of fermion creation operators. We
write ϕα1,...,αp(X) ≡ χ¯α1 . . . χ¯αp ϕ(X). By the Grassmann nature of the fermions, these
states are anti-symmetric in their p indices, ensuring that the tower stops when p =
dim(Ik,N). In this manner, the states can be identified with the space of all p-forms on
Ik,N .
The Hamiltonian of the theory has a similarly natural geometric interpretation. One
can check that the Hamiltonian arising from (1.30) can be written as
H = QQ† +Q†Q (1.79)
where Q is the supercharge which takes the form Q = −iχ¯αpα and Q† = −iχαpα, and
pα is the momentum conjugate to X
α. Studying the action of Q on the states above, we
find that Q = d, the exterior derivative on forms, while Q† = d†, the adjoint operator.
We can therefore write the Hamiltonian is the Laplacian acting on all p-forms,
H = dd† + d†d (1.80)
We learn that the space of ground states H = 0 coincide with the harmonic forms on
the target space.
There are two subtleties in applying this analysis to instantons. The first is that
the instanton moduli space Ik,N is singular. At these points, corresponding to small
instantons, new UV degrees of freedom are needed. Presumably this reflects the non-
renormalizability of the five-dimensional gauge theory. However, as we have seen, one
can resolve the singularity by turning on non-commutivity. The interpretation of the
instantons as KK modes only survives if there is a similar non-commutative deformation
of the (2, 0) theory which appears to be the case.
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The second subtlety is an infra-red effect: the instanton moduli space is non-compact.
For compact target spaces, the ground states of the sigma-model coincide with the
space of harmonic forms or, in other words, the cohomology. For non-compact target
spaces such as Ik,N , we have the further requirement that any putative ground state
wavefunction must be normalizable and we need to study cohomology with compact
support. With this in mind, the relationship between the five-dimensional theory and
the six-dimensional (2, 0) theory therefore translates into the conjecture
There is a unique normalizable harmonic form on Ik,N for each k and N
Note that even for a single instanton, this is non-trivial. As we have seen above, after
resolving the small instanton singularity, the moduli space for a k = 1 instanton in
U(N) theory is T ⋆(CPN−1), which has Euler character χ = N . Yet, there should be
only a single groundstate. Indeed, it can be shown explicitly that of these N putative
ground states, only a single one has sufficiently compact support to provide an L2
normalizable wavefunction [62]. For an arbitrary number of k instantons in U(N)
gauge theory, there is an index theorem argument that this unique bound state exists
[63].
So much for the ground states. What about the N3 degrees of freedom. Is it possible
to see this from the five-dimensional gauge theory? Unfortunately, so far, no one has
managed this. Five dimensional gauge theories become strongly coupled in the ultra-
violet where their non-renormalizability becomes an issue and we have to introduce
new degrees of freedom. This occurs at an energy scale E ∼ 1/e2N , where the ’t
Hooft coupling becomes strong. This is parametrically lower than the KK scale E ∼
1/R ∼ 1/e2. Supergravity calculations reveal that the N3 degrees of freedom should
also become apparent at the lower scale E ∼ 1/e2N [64]. This suggests that perhaps
the true degrees of freedom of the theory are ”fractional instantons”, each with mass
Minst/N . Let me end this section with some rampant speculation along these lines. It
seems possible that the 4kN moduli of the instanton may rearrange themselves into the
positions of kN objects, each living in R4 and each, presumably, carrying the requisite
mass 1/e2N . We shall see a similar phenomenon occurring for vortices in Section
3.8.2. If this speculation is true, it would also explain why a naive quantization of the
instanton leads to a continuous spectrum, rather strange behavior for a single particle:
it’s because the instanton is really a multi-particle state. However, to make sense of
this idea we would need to understand why the fractional instantons are confined to lie
within the instanton yet, at the same time, are also able to wander freely as evinced by
the 4kN moduli. Which, let’s face it, is odd! A possible explanation for this strange
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behavior may lie in the issues of non-normalizability of non-abelian modes discussed
above, and related issues described in [65].
While it’s not entirely clear what a fractional instanton means on R4, one can make
rigorous sense of the idea when the theory is compactified on a further S1 with a
Wilson line [66, 67]. Moreover, there’s evidence from string dualities [68, 39] that the
moduli space of instantons on compact spacesM = T4 or K3 has the same topology as
the symmetric product SymkN(M), suggesting an interpretation in terms of kN entities
(strictly speaking, one needs to resolve these spaces into an object known as the Hilbert
scheme of points over M).
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2. Monopoles
The tale of magnetic monopoles is well known. They are postulated particles with
long-range, radial, magnetic field Bi, i = 1, 2, 3,
Bi =
g rˆi
4πr2
(2.1)
where g is the magnetic charge. Monopoles have never been observed and one of
Maxwell’s equations, ∇ · B = 0, insists they never will be. Yet they have been a
recurrent theme in high energy particle physics for the past 30 years! Why?
The study of monopoles began with Dirac [69] who showed how one could formulate
a theory of monopoles consistent with a gauge potential Aµ. The requirement that the
electron doesn’t see the inevitable singularities in Aµ leads to the famed quantization
condition
eg = 2πn n ∈ Z (2.2)
However, the key step in the rehabilitation of magnetic monopoles was the observation
of ’t Hooft [70] and Polyakov [71] that monopoles naturally occur in non-abelian gauge
theories, making them a robust prediction of grand unified theories based on semi-
simple groups. In this lecture we’ll review the formalism of ’t Hooft-Polyakov monopoles
in SU(N) gauge groups, including the properties of the solutions and the D-brane
realization of the Nahm construction. At the end we’ll cover several applications to
quantum gauge theories in various dimensions.
There are a number of nice reviews on monopoles in the literature. Aspects of
the classical solutions are dealt with by Sutcliffe [72] and Shnir [73]; the mathematics
of monopole scattering can be found in the book by Atiyah and Hitchin [74]; the
application to S-duality of quantum field theories is covered in the review by Harvey
[75]. A comprehensive review of magnetic monopoles by Weinberg and Yi will appear
shortly [76].
2.1 The Basics
To find monopoles, we first need to change our theory from that of Lecture 1. We add
a single real scalar field φ ≡ φab, transforming in the adjoint representation of SU(N).
The action now reads
S = Tr
∫
d4x
1
2e2
FµνF
µν +
1
e2
(Dµφ)2 (2.3)
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where we’re back in Minkowski signature (+,−,−,−). The spacetime index runs over
µ = 0, 1, 2, 3 and we’ll also use the purely spatial index i = 1, 2, 3. Actions of this type
occur naturally as a subsector of N = 4 and N = 2 super Yang-Mills theories. There
is no potential for φ so, classically, we are free to chose the vacuum expectation value
(vev) as we see fit. Gauge inequivalent choices correspond to different ground states of
the theory. By use of a suitable gauge transformation, we may set
〈φ〉 = diag(φ1, . . . , φN) = ~φ · ~H (2.4)
where the fact we’re working in SU(N) means that
∑N
a=1 φa = 0. We’ve also introduced
the notation of the root vector ~φ, with ~H a basis for the (N − 1)-dimensional Cartan
subalgebra of su(N). If you’re not familiar with roots of Lie algebras and the Cartn-
Weyl basis then you can simply think of ~H as the set of N matrices, each with a single
entry 1 along the diagonal. (This is actually the Cartan subalgebra for u(N) rather
than su(N) but this will take care of itself if we remember that
∑
a φa = 0). Under the
requirement that φa 6= φb for a 6= b the gauge symmetry breaks to the maximal torus,
SU(N)→ U(1)N−1 (2.5)
The spectrum of the theory consists of (N − 1) massless photons and scalars, together
with 1
2
N(N − 1) massive W-bosons with mass M2W = (φa − φb)2. In the following we
will use the Weyl symmetry to order φa < φa+1.
In the previous lecture, instantons arose from the possibility of winding field con-
figurations non-trivially around the S3∞ infinity of Euclidean spacetime. Today we’re
interested in particle-like solitons, localized in space rather than spacetime. These ob-
jects are supported by the vev (2.4) twisting along its gauge orbit as we circumvent the
spatial boundary S2∞. If we denote the two coordinates on S
2
∞ as θ and ϕ, then solitons
are supported by configurations with 〈φ〉 = 〈φ(θ, ϕ)〉. Let’s classify the possible wind-
ings. A vev of the form (2.4) is one point in a space of gauge equivalent vacua, given
by SU(N)/U(1)N−1 where the stabilizing group in the denominator is the unbroken
symmetry group (2.5) which leaves (2.4) untouched. We’re therefore left to consider
maps: S2∞ → SU(N)/U(1)N−1, characterized by
Π2
(
SU(N)/U(1)N−1
) ∼= Π1 (U(1)N−1) ∼= ZN−1 (2.6)
This classification suggests that we should be looking for (N − 1) different types of
topological objects. As we shall see, these objects are monopoles carrying magnetic
charge in each of the (N − 1) unbroken abelian gauge fields (2.5).
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Why is winding of the scalar field φ at infinity associated with magnetic charge? To
see the precise connection is actually a little tricky — details can be found in [70, 71]
and in [77] for SU(N) monopoles — but there is a simple heuristic argument to see
why the two are related. The important point is that if a configuration is to have finite
energy, the scalar kinetic term Dµφ must decay at least as fast as 1/r2 as we approach
the boundary r →∞. But if 〈φ〉 varies asymptotically as we move around S2∞, we have
∂φ ∼ 1/r. To cancel the resulting infrared divergence we must turn on a corresponding
gauge potential Aθ ∼ 1/r, leading to a magnetic field of the form B ∼ 1/r2.
Physically, we would expect any long range magnetic field to propagate through
the massless U(1) photons. This is indeed the case. If Diφ → 0 as r → ∞ then
[Di,Dj]φ = −i[Fij , φ] → 0 as r → ∞. Combining these two facts, we learn that the
non-abelian magnetic field carried by the soliton is of the form,
Bi = ~g · ~H(θ, ϕ) rˆi
4πr2
(2.7)
Here the notation ~H(θ, ϕ) reminds us that the unbroken Cartan subalgebra twists
within the su(N) Lie algebra as we move around the S2∞.
2.1.1 Dirac Quantization Condition
The allowed magnetic charge vectors ~g may be determined
θ
x
z
y
ϕ
Figure 3:
by studying the winding of the scalar field φ around S2∞. How-
ever, since the winding is related to the magnetic charge, and
the latter is a characteristic of the long range behavior of the
monopole, it’s somewhat easier to neglect the non-abelian struc-
ture completely and study just the U(1) fields. The equivalence
between the two methods is reflected in the equality between
first and second homotopy groups in (2.6).
For this purpose, it is notationally simpler to work in unitary,
or singular, gauge in which the vev 〈φ〉 = ~φ · ~H is fixed to be constant at infinity.
This necessarily re-introduces Dirac string-like singularities for any single-valued gauge
potential, but allows us to globally write the magnetic field in diagonal form,
Bi = diag(g1, . . . , gN)
rˆi
4πr2
(2.8)
where
∑N
a=1 ga = 0 since the magnetic field lies in su(N) rather than u(N).
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What values of ga are allowed? A variant of Dirac’s original argument, due to Wu and
Yang [78], derives the magnetic field (2.8) from two gauge potentials defined respectively
on the northern and southern hemispheres of S2∞:
ANϕ =
1− cos θ
4πr sin θ
~g · ~H
ASϕ = −
1 + cos θ
4πr sin θ
~g · ~H (2.9)
where AN goes bad at the south pole θ = π, while AS sucks at the north pole θ = 0.
To define a consistent field strength we require that on the overlap θ 6= 0, π, the two
differ by a gauge transformation which, indeed, they do:
ANi = U(∂i + A
S
i )U
−1 (2.10)
with U(θ, ϕ) = exp(−i~g · ~Hϕ/2π). Notice that as we’ve written it, this relationship
only holds in unitary gauge where ~H doesn’t depend on θ or ϕ, requiring that we work
in singular gauge. The final requirement is that our gauge transformation is single
valued, so U(ϕ) = U(ϕ + 2π) or, in other words, exp(i~g · ~H) = 1. This requirement is
simply solved by
ga ∈ 2πZ (2.11)
This is the Dirac quantization condition (2.2) in units in which the electric charge
e = 1, a convention which arises from scaling the coupling outside the action in (2.3).
In fact, in our theory the W-bosons have charge 2 under any U(1) while matter in the
fundamental representation would have charge 1.
There’s another notation for the magnetic charge vector ~g that will prove useful. We
write
~g = 2π
N−1∑
a=1
na ~αa (2.12)
where na ∈ Z by the Dirac quantization condition4 and ~αa are the simple roots of
su(N). The choice of simple roots is determined by defining ~φ to lie in a positive Weyl
chamber. What this means in practice, with our chosen ordering φa < φa+1, is that we
can write each root as an N -vector, with
~α1 = (1,−1, 0, . . . , 0)
~α2 = (0, 1,−1, . . . , 0) (2.13)
4For monopoles in a general gauge group, the Dirac quantization condition becomes ~g = 4π
∑
a
na~α
⋆
a
where ~α⋆
a
are simple co-roots.
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through to
~αN−1 = (0, 0, . . . , 1,−1) (2.14)
Then translating between two different notations for the magnetic charge vector we
have
~g = diag(g1, . . . , gN) (2.15)
= 2π diag(n1 , n2 − n1, . . . , nN−1 − nN−2 , −nN−1)
The advantage of working with the integers na, a = 1, . . . , N − 1 will become apparent
shortly.
2.1.2 The Monopole Equations
As in Lecture 1, we’ve learnt that the space of field configurations decomposes into
different topological sectors, this time labelled by the vector ~g or, equivalently, the
N − 1 integers na. We’re now presented with the challenge of finding solutions in the
non-trivial sectors. We can again employ a Bogomoln’yi bound argument (this time
actually due to Bogomoln’yi [14]) to derive first order equations for the monopoles.
We first set ∂0 = A0 = 0, so we are looking for time independent configurations with
vanishing electric field. Then the energy functional of the theory gives us the mass of
a magnetic monopole,
Mmono = Tr
∫
d3x
1
e2
B2i +
1
e2
(Diφ)2
= Tr
∫
d3x
1
e2
(Bi ∓Diφ)2 ± 2
e2
BiDiφ
≥ 2
e2
∫
d3x ∂i Tr(Biφ) (2.16)
where we’ve used the Bianchi identity DiBi = 0 when integrating by parts to get the
final line. As in the case of instantons, we’ve succeeded in bounding the energy by
a surface term which measures a topological charge. Comparing with the expressions
above we have
Mmono ≥ |~g ·
~φ|
e2
=
2π
e2
N−1∑
a=1
naφa (2.17)
with equality if and only if the monopole equations (often called the Bogomoln’yi
equations) are obeyed,
Bi = Diφ if ~g · ~φ > 0
Bi = −Diφ if ~g · ~φ < 0 (2.18)
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For the rest of this lecture we’ll work with ~g · ~φ > 0 and the first of these equations.
Our path will be the same as in lecture 1: we’ll first examine the simplest solution to
these equations and then study its properties before moving on to the most general
solutions. So first:
2.1.3 Solutions and Collective Coordinates
The original magnetic monopole described by ’t Hooft and Polyakov occurs in SU(2)
theory broken to U(1). We have SU(2)/U(1) ∼= S2 and Π2(S2) ∼= Z. Here we’ll describe
the simplest such monopole with charge one. To better reveal the topology supporting
this monopole (as well as to demonstrate explicitly that the solution is smooth) we’ll
momentarily revert back to a gauge where the vev winds asymptotically. The solution
to the monopole equation (2.18) was found by Prasad and Sommerfield [79]
φ =
rˆiσ
i
r
(vr coth(vr)− 1)
Aµ = −ǫiµj rˆ
jσi
r
(
1− vr
sinh vr
)
(2.19)
This solution asymptotes to 〈φ〉 = vσirˆi, where σi are the Pauli matrices (i.e. comparing
notation with (2.4) in, say, the rˆ3 direction, we have v = −φ1 = φ2). The SU(2)
solution presented above has 4 collective coordinates, although none of them are written
explicitly. Most obviously, there are the three center of mass coordinates. As with
instantons, there is a further collective coordinate arising from acting on the soliton
with the unbroken gauge symmetry which, in this case, is simply U(1).
For monopoles in SU(N) we can always generate solutions by embedding the con-
figuration (2.19) above into a suitable SU(2) subgroup. Note however that, unlike the
situation for instantons, we can’t rotate from one SU(2) embedding to another since
the SU(N) gauge symmetry is not preserved in the vacuum. Each SU(2) embedding
will give rise to a different monopole with different properties — for example, they will
have magnetic charges under different U(1) factors.
Of the many inequivalent embeddings of SU(2) into SU(N), there are (N−1) special
ones. These have generators given in the Cartan-Weyl basis by ~α · ~H and E±~α where
~α is one of the simple roots (2.13). In a less sophisticated language, these are simply
the (N − 1) contiguous 2× 2 blocks which lie along the diagonal of an N ×N matrix.
Embedding the monopole in the ath such block gives rise to the magnetic charge ~g = ~αa.
2.2 The Moduli Space
For a monopole with magnetic charge ~g, we want to know how many collective coor-
dinates are contained within the most general solution. The answer was given by E.
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Weinberg [80]. There are subtleties that don’t occur in the instanton calculation, and
a variant of the Atiyah-Singer index theorem due to Callias is required [81]. But the
result is very simple. Define the moduli space of monopoles with magnetic charge ~g to
be M~g. Then the number of collective coordinates is
dim(M~g) = 4
N−1∑
a=1
na (2.20)
The interpretation of this is as follows. There exist (N − 1) ”elementary” monopoles,
each associated to a simple root ~αa, carrying magnetic charge under exactly one of
the (N − 1) surviving U(1) factors of (2.5). Each of these elementary monopoles has
4 collective coordinates. A monopole with general charge ~g can be decomposed into∑
a na elementary monopoles, described by three position coordinates and a phase
arising from U(1) gauge rotations.
You should be surprised by the existence of this large
Figure 4:
class of solutions since it implies that monopoles can be placed
at arbitrary separation and feel no force. But this doesn’t
happen for electrons! Any objects carrying the same charge,
whether electric or magnetic, repel. So what’s special about
monopoles? The point is that monopoles also experience a sec-
ond long range force due to the massless components of the
scalar field φ. This gives rise to an attraction between the
monopoles that precisely cancels the electromagnetic repulsion
[82]. Such cancellation of forces only occurs when there is no potential for φ as in (2.3).
The interpretation of the collective coordinates as posi-
Figure 5:
tions of particle-like objects holds only when the monopoles are
more widely separated than their core size. As the monopoles
approach, weird things happen! Two monopoles form a torus.
Three monopoles form a tetrahedron, seemingly splitting into
four lumps of energy as seen in figure 4. Four monopoles form a
cube as in figure 5. (Both of these figures are taken from [83]).
We see that monopoles really lose their individual identities as
the approach and merge into each other. Higher monopoles form
platonic solids, or buckyball like objects.
2.2.1 The Moduli Space Metric
The metric onM~g is defined in a similar fashion to that on the instanton moduli space
Ik,N . To be more precise, it’s defined in an identical fashion. Literally! The key point
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is that the monopole equations B = Dφ and the instanton equations F = ⋆F are
really the same: the difference between the two lies in the boundary conditions. To
see this, consider instantons with ∂4 = 0 and endow the component of the gauge field
A4 ≡ φ with a vev 〈φ〉. We end up with the monopole equations. So using the notation
δφ = δA4, we can reuse the linearized self-dual equations (1.14) and the gauge fixing
condition (1.17) from the Lecture 1 to define the monopole zero modes. The metric on
the monopole moduli space M~g is again given by the overlap of zero modes,
gαβ =
1
e2
Tr
∫
d3x (δαAi δβAi + δαφ δβφ) (2.21)
The metric on the monopole moduli space has the following properties:
• The metric is hyperKa¨hler .
• The metric enjoys an SO(3) × U(1)N−1 isometry. The former descends from
physical rotations of the monopoles in space. The latter arise from the unbro-
ken gauge group. The U(1)N−1 isometries are tri-holomorphic, while the SO(3)
isometry rotates the three complex structures.
• The metric is smooth. There are no singular points analogous to the small instan-
ton singularities of Ik,N because, as we have seen, the scale of the monopole isn’t
a collective coordinate. It is fixed to be Lmono ∼ 1/MW , the Compton wavelength
of the W-bosons.
• Since the metrics on Ik,N andM~g arise from the same equations, merely endowed
with different boundary conditions, one might wonder if we can interpolate be-
tween them. In fact we can. In the study of instantons onR3×S1, with a non-zero
Wilson line around the S1, the 4N collective coordinates of the instanton gain
the interpretation of the positions of N ”fractional instantons” [66, 67]. These
are often referred to as calorons and are identified as the monopoles discussed
above. By taking the radius of the circle to zero, and some calorons to infinity,
we can interpolate between the metrics on M~g and Ik,N [62].
2.2.2 The Physical Interpretation of the Metric
For particles such as monopoles in d = 3+1 dimensions, the metric on the moduli space
has a beautiful physical interpretation first described by Manton [84]. Suppose that the
monopoles move slowly through space. We approximate the motion by assuming that
the field configurations remain close to the static solutions, but endow the collective
coordinates Xα with time dependence: Xα → Xα(t). If monopoles collide at very high
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energies this approximation will not be valid. As the monopoles hit they will spew out
massive W-bosons and, on occasion, even monopole-anti-monopole pairs. The resulting
field configurations will look nothing like the static monopole solutions. Even for very
low-energy scattering it’s not completely clear that the approximation is valid since
the theory doesn’t have a mass gap and the monopoles can emit very soft photons.
Nevertheless, there is much evidence that this procedure, known as the moduli space
approximation, does capture the true physics of monopole scattering at low energies.
The time dependence of the fields is
Aµ = Aµ(X
α(t)) , φ = φ(Xα(t)) (2.22)
which reduces the dynamics of an infinite number of field theory degrees of freedom to
a finite number of collective coordinates. We must still satisfy Gauss’ law,
DiEi − i[φ,D0φ] = 0 (2.23)
which can be achieved by setting A0 = ΩαX˙
α, where the Ωα are the extra gauge rota-
tions that we introduced in (1.15) to ensure that the zero modes satisfy the background
gauge fixing condition. This means that the time dependence of the fields is given in
terms of the zero modes,
Ei = F0i = δαAi X˙
α
D0φ = δαφ X˙α (2.24)
Plugging this into the action (2.3) we find
S = Tr
∫
d4x
1
e2
(
E2i +B
2
i + (D0φ)2 + (Diφ)2
)
=
∫
dt
(
Mmono +
1
2
gαβX˙
αX˙β
)
(2.25)
The upshot of this is analysis is that the low-energy dynamics of monopoles is given
by the d = 0+1 sigma model on the monopole moduli space. The equations of motion
following from (2.25) are simply the geodesic equations for the metric gαβ. We learn
that the moduli space metric captures the velocity-dependent forces felt by monopoles,
such that low-energy scattering is given by geodesic motion.
In fact, this logic can be reversed. In certain circumstances it’s possible to figure out
the trajectories followed by several moving monopoles. From this one can construct
a metric on the configuration space of monopoles such that the geodesics reconstruct
the known motion. This metric agrees with that defined above in a very different way.
This procedure has been carried out for a number of examples [85, 86, 87].
– 47 –
2.2.3 Examples of Monopole Moduli Spaces
Let’s now give a few examples of monopole moduli spaces. We start with the simple
case of a single monopole where the metric may be explicitly computed.
One Monopole
Consider the ~g = ~α1 monopole, which is nothing more that the charge one SU(2)
solution we saw previously (2.19). In this case we can compute the metric directly. We
have two different types of collective coordinates:
i) The three translational modes. The linearized monopole equation and gauge
fixing equation are solved by δ(i)Aj = −Fij and δ(i)φ = −Diφ, so that the overlap
of zero modes is
Tr
1
e2
∫
d3x (δ(i)Ak δ(j)Ak + δ(i)φ δ(j)φ) = Mmono δij (2.26)
ii) The gauge mode arises from transformation U = exp(iφχ/v), where the normal-
ization has been chosen so that the collective coordinate χ has periodicity 2π.
This gauge transformation leaves φ untouched while the transformation on the
gauge field is δAi = (Diφ)/v.
Putting these two together, we find that single monopole moduli space is
M~α ∼= R3 × S1 (2.27)
with metric
ds2 = Mmono
(
dX idX i +
1
v2
dχ2
)
(2.28)
where Mmono = 4πv/e
2 in the notation used in the solution (2.19).
Two Monopoles
Two monopoles in SU(2) have magnetic charge ~g = 2α1. The direct approach to com-
pute the metric that we have just described becomes impossible since the most general
analytic solution for the two monopole configuration is not available. Nonetheless,
Atiyah and Hitchin were able to determine the two monopole moduli space using sym-
metry considerations alone, most notably the constraints imposed by hyperKa¨hlerity
[74, 88]. It is
M2~α ∼= R3 × S
1 ×MAH
Z2
(2.29)
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where R3 describes the center of mass of the pair of monopoles, while S1 determines
the overall phase 0 ≤ χ ≤ 2π. The four-dimensional hyperKa¨hler space MAH is the
famous Atiyah-Hitchin manifold. Its metric can be written as
ds2 = f(r)2dr2 + a(r)2σ21 + b(r)
2σ22 + c(r)
2σ23 (2.30)
Here the radial coordinate r measures the separation between the monopoles in units
of the monopole mass. The σi are the three left-invariant SU(2) one-forms which, in
terms of polar angles 0 ≤ θ ≤ π, 0 ≤ φ ≤ 2π and 0 ≤ ψ ≤ 2π, take the form
σ1 = − sinψ dθ + cosψ sin θ dφ
σ2 = cosψ dθ + sinψ sin θ dφ
σ3 = dψ + cos θ dφ (2.31)
For far separated monopoles, θ and φ determine the angular separation while ψ is the
relative phase. The Z2 quotient in (2.29) acts as
Z2 : χ→ χ+ π , ψ → ψ + π (2.32)
The hyperKa¨hler condition can be shown to relate the four functions f, a, b and c
through the differential equation
2bc
f
da
dr
= (b− c)2 − a2 (2.33)
together with two further equations obtained by cyclically permuting a, b and c. The
solutions can be obtained in terms of elliptic integrals but it will prove more illuminating
to present the asymptotic expansion of these functions. Choosing coordinates such that
f(r) = −b(r)/r, we have
a2 = r2
(
1− 2
r
)
− 8r3e−r + . . .
b2 = r2
(
1− 2
r
)
+ 8r3e−r + . . . (2.34)
c2 = 4
(
1− 2
r
)−1
+ . . .
If we suppress the exponential corrections, the metric describes the velocity dependant
forces between two monopoles interacting through their long range fields. In fact,
this asymptotic metric can be derived by treating the monopoles as point particles
and considering their Lie´nard-Wiechert potentials. Note that in this limit there is
an isometry associated to the relative phase ψ. However, the minus sign before the
2/r terms means that the metric is singular. The exponential corrections to the metric
resolve this singularity and contain the information about the behavior of the monopoles
as their non-abelian cores overlap.
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The Atiyah-Hitchin metric appears in several places in string theory and supersym-
metric gauge theories, including the M-theory lift of the type IIA O6-plane [89], the
solution of the quantum dynamics of 3d gauge theories [90], in intersecting brane config-
urations [91], the heterotic string compactified on ALE spaces [92, 93] and NS5-branes
on orientifold 8-planes [94]. In each of these places, there is often a relationship to
magnetic monopoles underlying the appearance of this metric.
For higher charge monopoles of the same type ~g = n~α, the leading order terms in
the asymptotic expansion of the metric, associated with the long-range fields of the
monopoles, have been computed. The result is known as the Gibbons-Manton metric
[86]. The full metric on the monopole moduli space remains an open problem.
Two Monopoles of Different Types
As we have seen, higher rank gauge groups SU(N) for N ≥ 3 admit monopoles of
different types. If a ~g = ~αa monopole and a ~g = ~αb monopole live in entirely different
places in the gauge group, so that ~αa · ~αb = 0, then they don’t see each other and their
moduli space is simply the product (R3 × S1)2. However, if they live in neighboring
subgroups so that ~αa · ~αb = −1, then they do interact non-trivially.
The metric on the moduli space of two neighboring monopoles, sometimes referred
to as the (1, 1) monopole, was first computed by Connell [95]. But he chose not to
publish. It was rediscovered some years later by two groups when the connection with
electro-magnetic duality made the study of monopoles more pressing [96, 97]. It is
simplest to describe if the two monopoles have the same mass, so ~φ · ~αa = ~φ · ~αb. The
moduli space is then
M~α1+~α2 ∼= R3 ×
S1 ×MTN
Z2
(2.35)
where the interpretation of the R3 factor and S1 factor are the same as before. The
relative moduli space is the Taub-NUT manifold, which has metric
ds2 =
(
1 +
2
r
)
(dr2 + r2(σ21 + σ
2
2)) +
(
1 +
2
r
)−1
σ23 (2.36)
The +2/r in the metric, rather than the −2/r of Atiyah-Hitchin, means that the metric
is smooth. The apparent singularity at r = 0 is merely a coordinate artifact, as you can
check by transforming to the variables R =
√
r. Once again, the 1/r terms capture the
long range interactions of the monopoles, with the minus sign traced to the fact that
each sees the other with opposite magnetic charge (essentially because ~α1 · ~α2 = −1).
There are no exponential corrections to this metric. The non-abelian cores of the two
monopoles do not interact.
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The exact moduli space metric for a string of neighboring monopoles, ~g =
∑
a ~αa
has been determined. Known as the Lee-Weinberg-Yi metric, it is a higher dimensional
generalization of the Taub-NUT metric [87]. It is smooth and has no exponential
corrections.
2.3 Dyons
Consider the one-monopole moduli space R3×S1. Motion in R3 is obvious. But what
does motion along the S1 correspond to?
We can answer this by returning to our specific SU(2) solution (2.19). We determined
that the zero mode for the U(1) action is δAi = Diφ and δφ = 0. Translating to the
time dependence of the fields (2.24), we find
Ei =
(Diφ)
v
χ˙ =
Bi
v
e2χ˙ (2.37)
We see that motion along the S1 induces an electric field for the monopole, proportional
to its magnetic field. In the unbroken U(1), this gives rise to a long range electric field,
Tr(Eiφ) =
qve2rˆi
2πr2
(2.38)
where, comparing with the normalization above, the electric charge q is given by
q =
2πχ˙
ve2
(2.39)
Note that motion in R3 also gives rise to an electric field, but this is the dual to the
familiar statement that a moving electric charge produces a magnetic field. Motion in
S1, on the other hand, only has the effect of producing an electric field [98].
A particle with both electric and magnetic charges is called a dyon, a term first
coined by Schwinger [99]. Since we have understood this property from the perspective
of the monopole worldline, can we return to our original theory (2.3) and find the
corresponding solution there? The answer is yes. We relax the condition Ei = 0 when
completing the Bogomoln’yi square in (2.16) and write
Mdyon = Tr
∫
d3x
1
e2
(Ei − cosαDiφ)2 + 1
e2
(Bi − sinαDiφ)2
+
2
e2
Tr
∫
d3x ∂i (cosαEiφ+ sinαBiφ) (2.40)
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which holds for all α. We write the long range magnetic field as Ei = ~q · ~H e2rˆi/4πr2.
Then by adjusting α to make the bound as tight as possible, we have
Mdyon ≥
√√√√(~q · ~φ)2 +
(
~g · ~φ
e2
)2
(2.41)
and, given a solution to the monopole, it is easy to find a corresponding solution for
the dyon for which this bound is saturated, with the fields satisfying
Bi = sinαDiφ and Ei = cosαDiφ (2.42)
This method of finding solutions in the worldvolume theory of a soliton, and subse-
quently finding corresponding solutions in the parent 4d theory, will be something we’ll
see several more times in later sections.
I have two further comments on dyons.
• We could add a theta term θF ∧ F to the 4d theory. Careful calculation of the
electric Noether charges shows that this induces an electric charge ~q = θ~g/2π on
the monopole. In the presence of the theta term, monopoles become dyons. This
is known as the Witten effect [100].
• Both the dyons arising from (2.42), and those arising from the Witten effect, have
~q ∼ ~g. One can create dyons whose electric charge vector is not parallel to the
magnetic charge by turning on a vev for a second, adjoint scalar field [101, 102].
These states are 1/4-BPS in N = 4 super Yang-Mills and correspond to (p, q)-
string webs stretched between D3-branes. From the field theory perspective, the
dynamics of these dyons is described by motion on the monopole moduli space
with a potential induced by the second scalar vev [103, 104, 105].
2.4 Fermi Zero Modes
As with instantons, when the theory includes fermions they may be turned on in the
background of the monopole without raising the energy of the configuration. A Dirac
fermion λ in the adjoint representation satisfies
iγµDµλ− i[φ, λ] = 0 (2.43)
Each such fermion carried 4
∑
a na zero modes.
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Rather than describing this in detail, we can instead resort again to supersymmetry.
In N = 4 super Yang-Mills, the monopoles preserve one-half the supersymmetry, cor-
responding to N = (4, 4) on the monopole worldvolume. While, monopoles in N = 2
supersymmetric theories preserve N = (0, 4) on their worldvolume. Monopoles in
N = 1 theories are not BPS; they preserve no supersymmetry on their worldvolume.
There is also an interesting story with fermions in the fundamental representation,
leading to the phenomenon of solitons carrying fractional fermion number [106]. A nice
description of this can be found in [75].
2.5 Nahm’s Equations
In the previous section we saw that the ADHM construction gave a powerful method
for understanding instantons, and that it was useful to view this from the perspective of
D-branes in string theory. You’ll be pleased to learn that there exists a related method
for studying monopoles. It’s known as the Nahm construction [107]. It was further
developed for arbitrary classical gauge group in [108], while the presentation in terms
of D-branes was given by Diaconescu [109].
φ 1 φ 2 φ 3 φ N−1 φ N
x 3
x6
x 1,2
n 1
n 2
N−1n
...............
...............
Figure 6: The D-brane set-up for monopoles of charge ~g =
∑
a na~αa.
We start with N = 4 U(N) super Yang-Mills, realized on the worldvolume of D3-
branes. To reflect the vev 〈φ〉 = diag(φ1 . . . , φN), we separate the D3-branes in a
transverse direction, say the x6 direction. The ath D3-brane is placed at position
x6 = φa.
As is well known, the W-bosons correspond to fundamental strings stretched between
the D3-branes. The monopoles are their magnetic duals, the D-strings. At this point
our notation for the magnetic charge vector ~g =
∑
a na~αa becomes more visual. This
monopole in sector ~g is depicted by stretching na D-strings between the a
th and (a+1)th
D3-branes.
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Our task now is to repeat the analysis of lecture 1 that led to the ADHM construction:
we must read off the theory on the D1-branes, which we expect give us a new perspective
on the dynamics of magnetic monopoles. From the picture it looks like the dynamics
of the D-strings will be governed by something like a
∏
a U(na) gauge theory, with
each group living on the interval φa ≤ x6 ≤ φa+1. And this is essentially correct. But
what are the relevant equations dictating the dynamics? And what happens at the
boundaries?
To get some insight into this, let’s start by considering n infinite D-strings, with
worldvolume x0, x6, and with D3-brane impurities inserted at particular points x6 = φa,
as shown below.
φ 1 φ 2 φ 3 φ N
Figure 7: The D3-branes give rise to impurities on the worldvolume of the D1-branes.
The theory on the D-strings is a d = 1+1 U(n) gauge theory with 16 supercharges
(known as N = (8, 8)). Each D3-brane impurity donates a hypermultiplet to the
theory, breaking supersymmetry by half to N = (4, 4). As in lecture 1, we write the
hypermultiplets as
ωa =
(
ψa
ψ˜†a
)
a = 1, . . . , N (2.44)
where ψa transforms in the n of U(n), while ψ˜a transforms in the n¯. The coupling of
these impurities (or defects as they’re also known) is uniquely determined by super-
symmetry, and again occurs in a triplet of D-terms (or, equivalently, a D-term and an
F-term). In lecture 1, I unapologetically quoted the D-term and F-term arising in the
ADHM construction (equation (1.44)) since they can be found in any supersymmetry
text book. However, now we have an impurity theory which is a little less familiar.
Nonetheless, I’m still going to quote the result, but this time I’ll apologize. We could
derive this interaction by examining the supersymmetry in more detail, but it’s easier
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to simply tell you the answer and then give a couple of remarks to try and convince
you that it’s right. It turns out that the (admittedly rather strange) triplet of D-terms
occurring in the Lagrangian is
Tr
(
∂X i
∂x6
− i[A6, X i]− i
2
ǫijk[X
j , Xk] +
N∑
a=1
ω†aσ
iωa δ(x
6 − φa)
)2
(2.45)
In the ground state of the D-strings, this term must vanish. Some motivating remarks:
• The configuration shown in figure 7 arises from T-dualizing the D0-D4 system.
This viewpoint makes it clear that A6 is the right bosonic field to partner X
i in
a hypermultiplet.
• Set ∂6 = 0. Then, relabelling A6 = X4, this term is almost the same as the
triplet of D-terms appearing in the ADHM construction. The only difference is
the appearance of the delta-functions.
• We know that D-strings can end on D3-branes. The delta-function sources in
the D-term are what allow this to happen. For example, consider a single n = 1
D-string, so that all commutators above vanish. We choose ψ˜ = 0, to find the
triplet of D-terms
∂6X
1 = 0 , ∂6X
2 = 0 , ∂6X
3 = |ψ|2δ(0) (2.46)
which allows the D-string profile to take the necessary step (function) to split on
the D3-brane as shown below.
If that wasn’t enough motivation, one can find the full su-
Figure 8:
persymmetry analysis in the original papers [110, 111] and, in
most detail, in [112]. Accepting (2.45) we can make progress
in understanding monopole dynamics by studying the limit in
which several D-string segments, including the semi-infinite end
segments, move off to infinity, leaving us back with the picture
of figure 6.
The upshot of this is that the dynamics of the ~g =
∑
a na~αa
monopoles are described as follows: In the interval φa ≤ x6 ≤
φa+1, we have a U(na) gauge theory, with three adjoint scalars X
i, i = 1, 2, 3 satisfying
dX i
dx6
− i[A6, X i]− 12ǫijk[X i, Xj] = 0 (2.47)
These are Nahm’s equations. The boundary conditions imposed at the end of the
interval depend on the number of monopoles in the neighbouring segment. (Set n0 =
nN = 0 in what follows)
na = na+1: The U(na) gauge symmetry is extended to the interval φa ≤ x6 ≤ φa+2
and an impurity is added to the right-hand-side of Nahm’s equations
dX i
dx6
− i[A6, X i]− 12ǫijk[X i, Xj] = ω†a+1σiωa+1 δ(x6 − φa+1) (2.48)
This, of course, follows immediately from (2.45).
na = na+1 − 1: In this case, X i → (Xi)−, a set of three constant na × na matrices as
x6 → (φa+1)−. To the right of the impurity, the X i are (na + 1) × (na + 1) matrices.
They are required to satisfy the boundary condition
X i →
(
yi ai†
ai (X i)−
)
as x6 → (φa+1)+ (2.49)
where yi ∈ R and each ai is a complex na-vector. One can derive this boundary
condition without too much trouble by starting with (2.48) and taking |ω| → ∞ to
remove one of the monopoles [113].
na ≤ na+1 − 2 Once again X i → (X i)− as x6 → (φa+1)− but, from the other side,
the matrices Xµ now have a simple pole at the boundary,
X i →
(
J i/s+ Y i O(sγ)
O(sγ) (X i)−
)
as x6 → (φa+1)+ (2.50)
Here s = (x6−φa+1) is the distance to the impurity. The matrices J i are the irreducible
(na+1 − na) × (na+1 − na) representation of su(2), and Y i are now constant (na+1 −
na) × (na+1 − na) matrices. Note that the simple pole structure is compatible with
Nahm’s equations, with both the derivative and the commutator term going like 1/s2.
Finally, γ = 1
2
(na+1 − na − 1), so the off-diagonal terms vanish as we approach the
boundary. The boundary condition (2.50) can also be derived from (2.49) by removing
a monopole to infinity [113].
When na > na+1, the obvious parity flipped version of the above conditions holds.
2.5.1 Constructing the Solutions
Just as in the case of ADHM construction, Nahm’s equations capture information about
both the monopole solutions and the monopole moduli space. The space of solutions
to Nahm’s equations (2.47), subject to the boundary conditions detailed above, is
isomorphic to the monopole moduli space M~g. The phases of each monopole arise
from the gauge field A6, while X
i carry the information about the positions of the
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monopoles. Moreover, there is a natural metric on the solutions to Nahm’s equations
which coincides with the metric on the monopole moduli space. I don’t know if anyone
has calculated the Atiyah-Hitchin metric using Nahm data, but a derivation of the
Lee-Weinberg-Yi metric was given in [114].
Given a solution to Nahm’s equations, one can explicitly construct the corresponding
solution to the monopole equation. The procedure is analogous to the construction of
instantons in 1.4.2, although its a little harder in practice as its not entirely algebraic.
We now explain how to do this. The first step is to build a Dirac-like operator from
the solution to (2.47). In the segment φa ≤ x6 ≤ φa+1, we construct the Dirac operator
∆ =
d
dx6
− iA6 − i(X i + ri)σi (2.51)
where we’ve reintroduced the spatial coordinates ri into the game. We then look for
normalizable zero modes U which are solutions to the equation
∆U = 0 (2.52)
One can show that there are N such solutions, and so we consider U as a 2na × N -
dimensional matrix. Note that the dimension of U jumps as we move from one interval
to the next. We want to appropriately normalize U , and to do so choose to integrate
over all intervals, so that
∫ φN
φ1
dx6 U †U = 1N (2.53)
Once we’ve figured out the expression for U , a Higgs field φ and a gauge field Ai which
satisfy the monopole equation are given by,
φ =
∫ φN
φ1
dx6 x6 U †U , Ai =
∫ φN
φ1
dx6 U †∂6U (2.54)
The similarity between this procedure and that described in section 1.4.2 for instantons
should be apparent.
In fact, there’s a slight complication that I’ve brushed under the rug. The above
construction only really holds when na 6= na+1. If we’re in a situation where na = na+1
for some a, then we have to take the hypermultiplets ωa into account, since their value
affects the monopole solution. This isn’t too hard — it just amounts to adding some
extra discrete pieces to the Dirac operator ∆. Details can be found in [108].
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A string theory derivation of the construction part of the Nahm construction was
recently given in [115].
An Example: The Single SU(2) Monopole Revisited
It’s very cute to see the single n = 1 solution (2.19) for the SU(2) monopole drop out
of this construction. This is especially true since the Nahm data is trivial in this case:
X i = A6 = 0!
To see how this arises, we look for solutions to
∆U =
(
d
dx6
− riσi
)
U = 0 (2.55)
where U = U(x6) is a 2× 2 matrix. This is trivially solved by
U =
√
r
sinh(2vr)
(
cosh(rx6) 12 + sinh(rx
6) rˆiσi
)
(2.56)
which has been designed to satisfy the normalizability condition
∫ +v
−v
U †U dx6 = 12.
Armed with this, we can easily reproduce the monopole solution (2.19). For example,
the Higgs field is given by
φ =
∫ +v
−v
dx6 x6U †U =
rˆiσi
r
(vr coth(vr)− 1) (2.57)
as promised. And the gauge field Ai drops out just as easily. See — told you it was
cute! Monopole solutions with charge of the type (1, 1, . . . , 1) were constructed using
this method in [116].
2.6 What Became of Instantons
In the last lecture we saw that pure Yang-Mills theory contains instanton solutions.
Now we’ve added a scalar field, where have they gone?! The key point to note is that
the theory was conformal before φ gained its vev. As we saw in Lecture 1, this led to
a collective coordinate ρ, the scale size of the instanton. Now with 〈φ〉 6= 0 we have
introduced a mass scale into the game and no longer expect ρ to correspond to an exact
collective coordinate. This turns out to be true: in the presence of a non-zero vev 〈φ〉,
the instanton minimizes its action by shrinking to zero size ρ → 0. Although, strictly
speaking, no instanton exists in the theory with 〈φ〉 6= 0, they still play a crucial role.
For example, the famed Seiberg-Witten solution can be thought of as summing these
small instanton corrections.
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k D(p−4)−branes
N separated Dp−branes
Figure 9: Separating the Dp-branes gives rise to a mass for the hypermultiplets
How can we see this behavior from the perspective of the worldvolume theory? We
can return to the D-brane set-up, now with the Dp-branes separated in one direction,
say x6, to mimic the vev 〈φ〉. Each Dp-D(p− 4) string is now stretched by a different
amount, reflecting the fact that each hypermultiplet has a different mass. The potential
on the worldvolume theory of the D-instantons is now
V =
1
g2
10∑
m,n=5
[Xm, Xn]
2 +
∑
m,µ
[Xm, Xµ]
2 +
N∑
a=1
ψa†(Xm − φma)2ψa + ψ˜a(Xm − φma)2ψ˜†a
+g2Tr (
N∑
a=1
ψaψ
a† − ψ˜†aψ˜a + [Z,Z†] + [W,W †])2 + g2Tr |
N∑
a=1
ψaψ˜
a + [Z,W ]|2
We’ve actually introduced more new parameters here than we need, since the D3-branes
can be separated in 6 different dimensions, so we have the corresponding positions φma,
m = 4, . . . , 9 and a = 1, . . .N . Since we have been dealing with just a single scalar
field φ in this section, we will set φmi = 0 except for m = 6 (I know...why 6?!). The
parameters φ6a = φa are the components of the vev (2.4).
We can now re-examine the vacuum condition for the Higgs branch. If we wish to
try to turn on ψ and ψ˜, we must first set Xm = φa, for some a. Then the all ψb and ψ˜
b
must vanish except for b = a. But, taking the trace of the D- and F-term conditions
tells us that even ψa and ψ˜a vanish. We have lost our Higgs branch completely. The
interpretation is that the instantons have shrunk to zero size. Note that in the case of
non-commutativity, the instantons don’t vanish but are pushed to the U(1) instantons
with, schematically, |ψ|2 ∼ ζ .
Although the instantons shrink to zero size, there’s still important information to be
gleaned from the potential above. One can continue to think of the instanton moduli
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space Ik,N ∼=MHiggs as before, but now with a potential over it. This potential arises
after integrating out the Xm and it is not hard to show that it is of a very specific form:
it is the length-squared of a triholomorphic Killing vector on Ik,N associated with the
SU(N) isometry.
This potential on Ik,N can be derived directly within field theory without recourse
to D-branes or the ADHM construction [117]. This is the route we follow here. The
question we want to ask is: given an instanton solution, how does the presence of the
φ vev affect its action? This gives the potential on the instanton moduli space which
is simply
V =
∫
d4x Tr (Dµφ)2 (2.58)
where Dµ is evaluated on the background instanton solution. We are allowed to vary φ
so it minimizes the potential so that, for each solution to the instanton equations, we
want to find φ such that
D2φ = 0 (2.59)
with the boundary condition that φ → 〈φ〉. But we’ve seen an equation of this form,
evaluated on the instanton background, before. When we were discussing the instanton
zero modes in section 1.2, we saw that the zero modes arising from the overall SU(N)
gauge orientation were of the form δAµ = DµΛ, where Λ tends to a constant at infinity
and satisfies the gauge fixing condition DµδAµ = 0. This means that we can re-write
the potential in terms of the overlap of zero modes
V =
∫
d4x Tr δAµδAµ (2.60)
for the particular zero mode δAµ = Dµφ associated to the gauge orientation of the
instanton. We can give a nicer geometrical interpretation to this. Consider the action
of the Cartan subalgebra ~H on Ik,N and denote the corresponding Killing vector as
~k = ~kα∂α. Then, since φ generates the transformation ~φ · ~H , we can express our zero
mode in terms of the basis δAµ = (~φ · ~kα) δαAµ. Putting this in our potential and
performing the integral over the zero modes, we have the final expression
V = gαβ (~φ · ~kα) (~φ · ~kβ) (2.61)
The potential vanishes at the fixed points of the U(1)N−1 action. This is the small
instanton singularity (or related points on the blown-up cycles in the resolved instanton
moduli space). Potentials of the form (2.61) were first discussed by Alvarez-Gaume and
Freedman who showed that, for tri-holomorphic Killing vectors k, they are the unique
form allowed in a sigma-model preserving eight supercharges [118].
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The concept of a potential on the instanton moduli space Ik,N is the modern way
of viewing what used to known as the ”constrained instanton”, that is an approximate
instanton-like solution to the theory with 〈φ〉 6= 0 [119]. These potentials play an impor-
tant role in Nekrasov’s first-principles computation of the Seiberg-Witten prepotential
[46]. Another application occurs in the five-dimensional theory, where instantons are
particles. Here the motion on the moduli space may avoid the fate of falling to the
zeroes of (2.61) by spinning around the potential like a motorcyclist on the wall of
death. These solutions of the low-energy dynamics are dyonic instantons which carry
electric charge in five dimensions [117, 120, 121].
2.7 Applications
Time now for the interesting applications, examining the role that monopoles play in
the quantum dynamics of supersymmetric gauge theories in various dimensions. We’ll
look at monopoles in 3, 4, 5 and 6 dimensions in turn.
2.7.1 Monopoles in Three Dimensions
In d = 2+1 dimensions, monopoles are finite action solutions to the Euclidean equations
of motion and the role they play is the same as that of instantons in d = 3+1 dimensions:
in a semi-classical evaluation of the path-integral, one must sum over these monopole
configurations. In 1975, Polyakov famously showed how a gas of these monopoles leads
to linear confinement in non-supersymmetric Georgi-Glashow model [122] (that is, an
SU(2) gauge theory broken to U(1) by an adjoint scalar field).
In supersymmetric theories, monopoles give rise to somewhat different physics. The
key point is that they now have fermionic zero modes, ensuring that they can only
contribute to correlation functions with a suitable number of fermionic insertions to
soak up the integrals over the Grassmannian collective coordinates. In N = 1 and
N = 2 theories5 in d = 2 + 1 dimensions, instantons generate superpotentials, lifting
moduli spaces of vacua [123]. In N = 8 theories, instantons contribute to particular 8
fermi correlation functions which have a beautiful interpretation in terms of membrane
scattering in M-theory [124, 125]. In this section, I’d like to describe one of the nicest
applications of monopoles in three dimensions which occurs in theories with N = 4
supersymmetry, or 8 supercharges.
5A (foot)note on nomenclature. In any dimension, the number of supersymmetries N counts the
number of supersymmetry generators in units of the minimal spinor. In d = 2+1 the minimal Majorana
spinor has 2 real components. This is in contrast to d = 3+1 dimensions where the minimal Majorana
(or equivalently Weyl) spinor has 4 real components. This leads to the unfortunate fact that N = 1
in d = 3+1 is equivalent to N = 2 in d = 2+1. It’s annoying. The invariant way to count is in terms
of supercharges. Four supercharges means N = 1 in four dimensions or N = 2 in three dimensions.
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We’ll consider N = 4 SU(2) super Yang-Mills. The superpartners of the gauge field
include 3 adjoint scalar fields, φα, α = 1, 2, 3 and 2 adjoint Dirac fermions. When the
scalars gain an expectation value 〈φα〉 6= 0, the gauge group is broken SU(2) → U(1)
and the surviving, massless, bosonic fields are 3 scalars and a photon. However, in
d = 2 + 1 dimensions, the photon has only a single polarization and can be exchanged
in favor of another scalar σ. We achieve this by a duality transformation:
Fij =
e2
2π
ǫijk∂
k σ (2.62)
where we have chosen normalization so that the scalar σ is periodic: σ = σ+2π. Since
supersymmetry protects these four scalars against becoming massive, the most general
low-energy effective action we can write down is the sigma-model
Llow−energy =
1
2e2
gαβ ∂iφ
α ∂iφβ (2.63)
where φα = (φ1, φ2, φ3, σ). Remarkably, as shown by Seiberg and Witten, the met-
ric gαβ can be determined uniquely [90]. It turns out to be an old friend: it is the
Atiyah-Hitchin metric (2.30)! The dictionary is φi = e2ri and σ = ψ. Comparing
with the functions a, b and c listed in (2.34), the leading constant term comes from
tree level in our 3d gauge theory, and the 1/r terms arise from a one-loop correction.
Most interesting is the e−r term in (2.34). This comes from a semi-classical monopole
computation in d = 2+ 1 which can be computed exactly [128]. So we find monopoles
arising in two very different ways: firstly as an instanton-like configuration in the 3d
theory, and secondly in an auxiliary role as the description of the low-energy dynamics.
The underlying reason for this was explained by Hanany and Witten [91], and we shall
see a related perspective in section 2.7.4.
So the low-energy dynamics of N = 4 SU(2) gauge theory is dictated by the two
monopole moduli space. It can also be shown that the low-energy dynamics of the
N = 4 SU(N) gauge theory in d = 2 + 1 is governed by a sigma-model on the moduli
space of N magnetic monopoles in an SU(2) gauge group [126]. There are 3d quiver
gauge theories related to monopoles in higher rank, simply laced (i.e. ADE) gauge
groups [91, 127] but, to my knowledge, there is no such correspondence for monopoles
in non-simply laced groups.
2.7.2 Monopoles and Duality
Perhaps the most important application of monopoles is the role they play in uncovering
the web of dualities relating various theories. Most famous is the S-duality of N = 4
super Yang-Mills in four dimensions. The idea is that we can re write the gauge theory
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treating magnetic monopoles as elementary particles rather than solitons [129]. The
following is a lightening review of this large subject. Many more details can be found
in [75].
The conjecture of S-duality states that we may re-express the theory, treating monopoles
as the fundamental objects, at the price of inverting the coupling e→ 4π/e. Since this
is a strong-weak coupling duality, we need to have some control over the strong coupling
behavior of the theory to test the conjecture. The window on this regime is provided
by the BPS states [23], whose mass is not renormalized in the maximally supersym-
metric N = 4 theory which, among other reasons, makes it a likely place to look for
S-duality [130]. In fact, this theory exhibits a more general SL(2,Z) group of duality
transformations which acts on the complexified coupling τ = θ/2π + 4πi/e2 by
τ −→ aτ + b
cτ + d
with a, b, c, d ∈ Z and ad− bc = 1 (2.64)
A transformation of this type mixes up what we mean by electric and magnetic charges.
Let’s work in the SU(2) gauge theory for simplicity so that electric and magnetic charges
in the unbroken U(1) are each specified by an integer (ne, nm). Then under the SL(2,Z)
transformation, (
ne
nm
)
−→
(
a −b
c −d
)(
ne
nm
)
(2.65)
The conjecture of S-duality has an important prediction that can be tested semi-
classically: the spectrum must form multiplets under the SL(2, Z) transformation
above. In particular, if S-duality holds, the existence of the W-boson state (ne, nm) =
(1, 0) implies the existence of a slew of further states with quantum numbers (ne, nm) =
(a, c) where a and c are relatively prime. The states with magnetic charge nm = c = 1
are the dyons that we described in Section 2.3 and can be shown to exist in the quantum
spectrum. But we have to work much harder to find the states with magnetic charge
nm = c > 1. To do so we must examine the low-energy dynamics of nm monopoles, de-
scribed by supersymmetric quantum mechanics on the monopole moduli space. Bound
states saturating the Bogomoln’yi bound correspond to ground states of the quantum
mechanics. But, as we described in section 1.5.2, this questions translates into the more
geometrical search for normalizable harmonic forms on the monopole moduli space.
In the nm = 2 monopole sector, the bound states were explicitly demonstrated to
exist by Sen [131]. S-duality predicts the existence of a tower of dyon states with
charges (ne, 2) for all ne odd which translates into the requirement that there is a
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unique harmonic form ω on the Atiyah-Hitchin manifold. The electric charge still
comes from motion in the S1 factor of the monopole moduli space (2.29), but the need
for only odd charges ne to exist requires that the form ω is odd under the Z2 action
(2.32). Uniqueness requires that ω is either self-dual or anti-self-dual. In fact, it is the
latter. The ansatz,
ω = F (r)(dσ1 − fa
bc
dr ∧ σ1) (2.66)
is harmonic provided that F (r) satisfies
dF
dr
= −fa
bc
F (2.67)
One can show that this form is normalizable, well behaved at the center of the moduli
space and, moreover, unique. Historically, the existence of this form was one the com-
pelling pieces of evidence in favor of S-duality, leading ultimately to an understanding
of strong coupling behavior of many supersymmetric field theories and string theories.
The discussion above is for N = 4 theories. In N = 2 theories, the bound state
described above does not exist (a study of the N = (0, 4) supersymmetric quantum
mechanics reveals that the Hilbert space is identified with holomorphic forms and ω is
not holomorphic). Nevertheless, there exists a somewhat more subtle duality between
electrically and magnetically charged states, captured by the Seiberg-Witten solution
[132]. Once again, there is a semi-classical test of these ideas along the lines described
above [133]. There is also an interesting story in this system regarding quantum cor-
rections to the monopole mass [134].
2.7.3 Monopole Strings and the (2, 0) Theory
We’ve seen that the moduli space of a single monopole is M∼= R3 × S1 with metric,
ds2 =Mmono
(
dX idX i +
1
v2
dχ2
)
(2.68)
where χ ∈ [0, 2π). It looks as if, at low-energies, the monopole is moving in a higher
dimensional space. Is there any situation where we can actually interpret this motion
in the S1 as motion in an extra, hidden dimension of space?
One problem with interpreting internal degrees of freedom, such as χ, in terms of an
extra dimension is that there is no guarantee that motion in these directions will be
Lorentz covariant. For example, Einstein’s speed limit tells us that the motion of the
monopole in R3 is bounded by the speed of light: i.e. X˙ ≤ 1. But is there a similar
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bound on χ˙ ? This is an question which goes beyond the moduli space approximation,
which keeps only the lowest velocities, but is easily answered since we know the exact
spectrum of the dyons. The energy of a relativistically moving dyon isE2 =M2dyon+pipi,
where pi is the momentum conjugate to the center of mass Xi. Using the mass formula
(2.41), we have the full Hamiltonian
Hdyon =
√
M2mono + v
2p2χ + pipi (2.69)
where pχ = 2q is the momentum conjugate to χ. This gives rise to the Lagrangian,
Ldyon = −Mmono
√
1− χ˙2/v2 − X˙ iX˙ i (2.70)
which, at second order in velocities, agrees with the motion on the moduli space (2.68).
So, surprisingly, the internal direction χ does appear in a Lorentz covariant manner in
this Lagrangian and is therefore a candidate for an extra, hidden, dimension.
However, looking more closely, our hopes are dashed. From (2.70) (or, indeed, from
(2.68)), we see that the radius of the extra dimension is proportional to 1/v. But the
width of the monopole core is also 1/v. This makes it a little hard to convincingly argue
that the monopole can happily move in this putative extra dimension since there’s no
way the dimension can be parametrically larger than the monopole itself. It appears
that χ is stuck in the auxiliary role of endowing monopoles with electric charge, rather
than being promoted to a physical dimension of space.
Things change somewhat if we consider the monopole as a string-like object in a
d = 4 + 1 dimensional gauge theory. Now the low-energy effective action for a single
monopole is simply the action (2.70) lifted to the two dimensional worldsheet of the
string, yielding the familiar Nambu-Goto action
Sstring = −Tmono
∫
d2y
√
1− (∂χ)2/v2 − (∂X i)2 (2.71)
where ∂ denotes derivatives with respect to both worldsheet coordinates, σ and τ .
We’ve rewritten Mmono = Tmono = 4πv/e
2 to stress the fact that it is a tension, with
dimension 2 (recall that e2 has dimension −1 in d = 4 + 1). As it stands, we’re in no
better shape. The size of the circle is still 1/v, the same as the width of the monopole
string. However, now we have a two dimensional worldsheet we may apply T-duality.
This means exchanging momentum modes around S1 for winding modes so that
∂χ = ⋆∂χ˜ (2.72)
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We need to be careful with the normalization. A careful study reveals that,
1
4π
∫
d2y R2 (∂χ)2 → 1
4π
∫
d2y
1
R2
(∂χ˜)2 (2.73)
where, up to that important factor of 4π, R is the radius of the circle measured in
string units. Comparing with our normalization, we have R2 = 8π2/ve2, and the dual
Lagrangian is
Sstring = −Tmono
∫
d2y
√
1− (e2/8π2)2(∂χ˜)2 − (∂X i)2 (2.74)
We see that the physical radius of this dual circle is now e2/8π2. This can be arbitrarily
large and, in particular, much larger than the width of the monopole string. It’s a
prime candidate to be interpreted as a real, honest, extra dimension. In fact, in the
maximally supersymmetric Yang-Mills theory in five dimensions, it is known that this
extra dimension is real. It is precisely the hidden circle that takes us up to the six-
dimensional (2, 0) theory that we discussed in section 1.5.2. The monopole even tells us
that the instantons must be the Kaluza-Klein modes since the inverse radius of the dual
circle is exactly Minst. Once again, we see that solitons allow us to probe important
features of the quantum physics where myopic perturbation theory fails. Note that the
derivation above does rely on supersymmetry since, for the Hamiltonian (2.69) to be
exact, we need the masses of the dyons to saturate the Bogomoln’yi bound (2.41).
2.7.4 D-Branes in Little String Theory
Little string theories are strongly interacting string theories without gravity in d = 5+1
dimensions. For a review see [136]. The maximally supersymmetric variety can be
thought of as the decoupled theory living on NS5-branes. They come in two flavors:
the type iia little string theory is a (2, 0) supersymmetric theory which reduces at low-
energies to the conformal field theory discussed in sections 1.5.2 and 2.7.3. In contrast,
the type iib little string has (1, 1) non-chiral supersymmetry and reduces at low-energies
to d = 5+1 Yang-Mills theory. When this theory sits on the Coulomb branch it admits
monopole solutions which, in six dimensions, are membranes. Let’s discuss some of the
properties of these monopoles in the SU(2) theory.
The low-energy dynamics of a single monopole is the d = 2 + 1 dimensional sigma
model with target space R3 × S1 and metric (2.68). But, as we already discussed, in
d = 2 + 1 we can exchange the periodic scalar χ for a U(1) gauge field living on the
monopole. Taking care of the normalization, we find
Fmn =
8π2
e2
ǫmnp ∂
pχ (2.75)
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with m,n = 0, 1, 2 denoting the worldvolume dimensions of the monopole 2-brane. The
low-energy dynamics of this brane can therefore be written as
Sbrane =
∫
d3x
1
2
Tmono
(
(∂mX
i)2 +
1
v2
(∂mχ)
2
)
(2.76)
=
∫
d3x
1
2g2
(
(∂mϕ
i)2 +
1
2
FmnF
mn
)
(2.77)
where g2 = 4π2Tmono/v
2 is fixed by the duality (2.75) and insisting that the scalar has
canonical kinetic term dictates ϕi = (8π2/e2)X i = TinstX
i. This normalization will
prove important. Including the fermions, we therefore find the low-energy dynamics of
a monopole membrane to be free U(1) gauge theory with 8 supercharges (called N = 4
in three dimensions), containing a photon and three real scalars.
Six dimensional gauge theories also contain instanton strings. These are the ”little
strings” of little string theory. We will now show that strings can end on the monopole
2-brane. This is simplest to see from the worldvolume perspective in terms of the
original variable χ. Defining the complex coordinate on the membrane worldvolume
z = x4 + ix5, we have the BPS ”BIon” spike [137, 138] solution of the theory (2.76)
X1 +
i
v
χ =
1
v
log(vz) (2.78)
Plotting the value of the transverse position X1 as a function of |z|, we see that this
solution indeed has the profile of a string ending on the monopole 2-brane. Since χ
winds once as we circumvent the origin z = 0, after the duality transformation we see
that this string sources a radial electric field. In other words, the end of the string is
charged under the U(1) gauge field on the brane (2.75). We have found a D-brane in
the six-dimensional little string theory.
Having found the string solution from the perspective of the monopole worldvolume
theory, we can ask whether we can find a solution in the full d = 5 + 1 dimensional
theory. In fact, as far as I know, no one has done this. But it is possible to write down
the first order equations that this solution must solve [139]. They are the dimensional
reduction of equations found in [140] and read
F23 + F45 = D1φ , F35 = −F42 , F34 = −F25
F31 = D2φ , F12 = D3φ , F51 = D4φ , F14 = D5φ (2.79)
Notice that among the solutions to these equations are instanton strings stretched in
the x1 directions, and monopole 2-branes with spatial worldvolume (x4, x5). It would
be interesting to find an explicit solution describing the instanton string ending on the
monopole brane.
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We find ourselves in a rather familiar situation. We
Figure 10:
have string-like objects which can terminate on D-brane ob-
jects, where their end is electrically charged. Yet all this is
within the context of a gauge theory, with no reference to
string theory or gravity. Let’s remind ourselves about some
further properties of D-branes in string theory to see if the
analogy can be pushed further. For example, there are two
methods to understand the dynamics of D-branes in string
theory, using either closed or open strings. The first method
— the closed string description — uses the supergravity solution for D-branes to com-
pute their scattering. In contrast, in the second method — the open string description
— the back-reaction on the bulk is ignored. Instead the strings stretched between two
branes are integrated in, giving rise to new, light fields of the worldvolume theory as
the branes approach. In flat space, this enhances U(1)n worldvolume gauge symmetry
to U(n) [141]. The quantum effects from these non-abelian fields capture the scattering
of the D-branes. The equivalence of these two methods is assured by open-closed string
duality, where the diagram drawn in figure 10 can be interpreted as tree-level closed
string or one-loop open string exchange. Generically the two methods have different
regimes of validity.
Is there an analogous treatment for our monopole D-branes? The analogy of the
supergravity description is simply the Manton moduli space approximation described
in section 2.2. What about the open string description? Can we integrate in the
light states arising from instanton strings stretched between two D-branes? They have
charge (+1,−1) under the two branes and, by the normalization described above, mass
Tinst|X i1 − X i2| = |ϕi1 − ϕi2|. Let’s make the simplest assumption that quantization of
these strings gives rise to W-bosons, enhancing the worldvolume symmetry of n branes
to U(n). Do the quantum effects of these open strings mimic the classical scattering
of monopoles? Of course they do! This is precisely the calculation we described in
section 2.7.1: the Coulomb branch of the U(n) N = 4 super Yang-Mills in d = 2 + 1
dimensions is the n monopole moduli space.
The above discussion is not really new. It is nothing more than the ”Hanany-Witten”
story [91], with attention focussed on the NS5-brane worldvolume rather than the usual
10-dimensional perspective. Nevertheless, it’s interesting that one can formulate the
story without reference to 10-dimensional string theory. In particular, if we interpret
our results in terms of open-closed string duality summarized in figure 10, it strongly
suggests that the bulk six-dimensional Yang-Mills fields can be thought of as quantized
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loops of instanton strings.
To finish, let me confess that, as one might expect, the closed and open string
descriptions have different regimes of validity. The bulk calculation is valid in the
full quantum theory only if we can ignore higher derivative corrections to the six-
dimensional action. These scale as e2n∂2n. Since the size of the monopole is ∂ ∼ v−1,
we have the requirement v2e2 ≪ 1 for the ”closed string” description to be valid.
What about the open string description? We integrate in an object of energy E =
Tinst∆X, where ∆X is the separation between branes. We do not want to include
higher excitations of the string which scale as v. So we have E ≪ v. At the same
time, we want ∆X > 1/v, the width of the branes, in order to make sense of the
discussion. These two requirements tell us that v2e2 ≫ 1. The reason that the two
calculations yield the same result, despite their different regimes of validity, is due to a
non-renormalization theorem, which essentially boils down the restrictions imposed by
the hyperKa¨hler nature of the metric.
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3. Vortices
In this lecture, we’re going to discuss vortices. The motivation for studying vortices
should be obvious: they are one of the most ubiquitous objects in physics. On table-
tops, vortices appear as magnetic flux tubes in superconductors and fractionally charged
quasi-excitations in quantum Hall fluids. In the sky, vortices in the guise of cosmic
strings have been one one of the most enduring themes in cosmology research. With
new gravitational wave detectors coming on line, there is hope that we may be able
to see the distinctive signatures of these strings as the twist and whip. Finally, and
more formally, vortices play a crucial role in determining the phases of low-dimensional
quantum systems: from the phase-slip of superconducting wires, to the physics of
strings propagating on Calabi-Yau manifolds, the vortex is key.
As we shall see in detail below, in four dimensional theories vortices are string like
objects, carrying magnetic flux threaded through their core. They are the semi-classical
cousins of the more elusive QCD flux tubes. In what follows we will primarily be inter-
ested in the dynamics of infinitely long, parallel vortex strings and the long-wavelength
modes they support. There are a number of reviews on the dynamics of vortices in four
dimensions, mostly in the context of cosmic strings [142, 143, 144].
3.1 The Basics
In order for our theory to support vortices, we must add a further field to our La-
grangian. In fact we must make two deformations
• We increase the gauge group from SU(N) to U(N). We could have done this
before now, but as we have considered only fields in the adjoint representation
the central U(1) would have simply decoupled.
• We add matter in the fundamental representation of U(N). We’ll add Nf scalar
fields qi, i = 1 . . . , Nf .
The action that we’ll work with throughout this lecture is
S =
∫
d4x Tr
(
1
2e2
F µνFµν +
1
e2
(Dµφ)2
)
+
Nf∑
i=1
|Dµqi|2
−
Nf∑
i=1
q†iφ
2qi − e
2
4
Tr (
Nf∑
i=1
qiq
†
i − v2 1N)2 (3.1)
The potential is of the type admitting a completion to N = 1 orN = 2 supersymmetry.
In this context, the final term is called the D-term. Note that everything in the bracket
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of the D-term is an N×N matrix. Note also that the couplings in front of the potential
are not arbitrary: they have been tuned to critical values.
We’ve included a new parameter, v2, in the potential. Obviously this will induce a
vev for q. In the context of supersymmetric gauge theories, this parameter is known as
a Fayet-Iliopoulos term.
We are interested in ground states of the theory with vanishing potential. For Nf <
N , one can’t set the D-term to zero since the first term is, at most, rank Nf , while the
v2 term is rank N . In the context of supersymmetric theories, this leads to spontaneous
supersymmetry breaking. In what follows we’ll only consider Nf ≥ N . In fact, for the
first half of this section we’ll restrict ourselves to the simplest case:
Nf = N (3.2)
With this choice, we can view q as an N ×N matrix qai, where a is the color index and
i the flavor index. Up to gauge transformations, there is a unique ground state of the
theory,
φ = 0 , qai = vδ
a
i (3.3)
Studying small fluctuations around this vacuum, we find that all gauge fields and scalars
are massive, and all have the same mass M2 = e2v2. The fact that all masses are equal
is a consequence of tuning the coefficients of the potential.
The theory has a U(N)G×SU(N)F gauge and flavor symmetry. On the quark fields
q this acts as
q → UqV U ∈ U(N)G, V ∈ SU(N)F (3.4)
The vacuum expectation value (3.3) is preserved only for transformations of the form
U = V , meaning that we have the pattern of spontaneous symmetry breaking
U(N)G × SU(N)F → SU(N)diag (3.5)
This is known as the color-flavor-locked phase in the high-density QCD literature [145].
When N = 1, our theory is the well-studied abelian Higgs model, which has been
known for many years to support vortex strings [146, 147]. These vortex strings also
exist in the non-abelian theory and enjoy rather rich properties, as we shall now see.
Let’s choose the strings to lie in the x3 direction. To support such objects, the scalar
fields q must wind around S1∞ at spatial infinity in the (x
1, x2) plane, transverse to the
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string. As we’re used to by now, such winding is characterized by the homotopy group,
this time
Π1 (U(N)× SU(N)/SU(N)diag) ∼= Z (3.6)
Which means that we can expect vortex strings supported by a single winding number
k ∈ Z. To see that this winding of the scalar is associated with magnetic flux, we use
the same trick as for monopoles. Finiteness of the quark kinetic term requires that
Dq ∼ 1/r2 as r →∞. But a winding around S1∞ necessarily means that ∂q ∼ 1/r. To
cancel this, we must turn on A→ i∂q q−1 asymptotically. The winding of the scalar at
infinity is determined by an integer k, defined by
2πk = Tr
∮
S1
∞
i∂θq q
−1 = Tr
∮
S1
∞
Aθ = Tr
∫
dx1dx2 B3 (3.7)
This time however, in contrast to the case of magnetic monopoles, there is no long
range magnetic flux. Physically this is because the theory has a mass gap, ensuring
any excitations die exponentially. The result, as we shall, is that the magnetic flux is
confined in the center of the vortex string.
The Lagrangian of equation (3.1) is very spe- x3
phase of q
Figure 11:
cial, and far from the only theory admitting vor-
tex solutions. Indeed, the vortex zoo is well pop-
ulated with different objects, many exhibiting cu-
rious properties. Particularly interesting examples
include Alice strings [148, 149], and vortices in Chern-
Simons theories [150]. In this lecture we shall stick
with the vortices arising from (3.1) since, as we
shall see, they are closely related to the instantons
and monopoles described in the previous lectures.
To my knowledge, the properties of non-abelian vortices in this model were studied
only quite recently in [151] (a related model, sharing similar properties, appeared at
the same time [152]).
3.2 The Vortex Equations
To derive the vortex equations we once again perform the Bogomoln’yi completing the
square trick (due, once again, to Bogomoln’yi [14]). We look for static strings in the x3
direction, so make the ansatz ∂0 = ∂3 = 0 and A0 = A3 = 0. We also set φ = 0. In fact
φ will not play a role for the remainder of this lecture, although it will be resurrected
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in the following lecture. The tension (energy per unit length) of the string is
Tvortex =
∫
dx1dx2 Tr
(
1
e2
B23 +
e2
4
(
N∑
i=1
qiq
†
i − v2 1N)2
)
+
N∑
i=1
|D1qi|2 + |D2qi|2
=
∫
dx1dx2
1
e2
Tr
(
B3 ∓ e
2
2
(
N∑
i=1
qiq
†
i − v2 1N)
)2
+
N∑
i=1
|D1qi ∓ iD2qi|2
∓v2
∫
dx1dx2 TrB3 (3.8)
To get from the first line to the second, we need to use the fact that [D1, D2] = −iB3,
to cancel the cross terms from the two squares. Using (3.7), we find that the tension
of the charge |k| vortex is bounded by
Tvortex ≥ 2πv2 |k| (3.9)
In what follows we focus on vortex solutions with winding k < 0. (These are mapped
into k > 0 vortices by a parity transformation, so there is no loss of generality). The
inequality is then saturated for configurations obeying the vortex equations
B3 =
e2
2
(
∑
i
qiq
†
i − v2 1N) , Dzqi = 0 (3.10)
where we’ve introduced the complex coordinate z = x1+ ix2 on the plane transverse to
the vortex string, so ∂z =
1
2
(∂1 − i∂2). If we choose N = 1, then the Lagrangian (3.1)
reduces to the abelian-Higgs model and, until recently, attention mostly focussed on
this abelian variety of the equations (3.10). However, as we shall see below, when the
vortex equations are non-abelian, so each side of the first equation (3.10) is an N ×N
matrix, they have a much more interesting structure.
Unlike monopoles and instantons, no analytic solution to the vortex equations is
known. This is true even for a single k = 1 vortex in the U(1) theory. There’s nothing
sinister about this. It’s just that differential equations are hard and no one has decided
to call the vortex solution a special function and give it a name! However, it’s not
difficult to plot the solution numerically and the profile of the fields is sketched below.
The energy density is localized within a core of the vortex of size L = 1/ev, outside of
which all fields return exponentially to their vacuum.
The simplest k = 1 vortex in the abelian N = 1 theory has just two collective
coordinates, corresponding to its position on the z-plane. But what are the collective
coordinates of a vortex in U(N). We can use the same idea we saw in the instanton
– 73 –
1/ev 1/evr
B
r
|q |2 3
v2
Figure 12: A sketch of the vortex profile.
lecture, and embed the abelian vortex — let’s denote it q⋆ and A⋆z — in the N × N
matrices of the non-abelian theory. We have
Az =


A⋆z
0
. . .
0

 , q =


q⋆
v
. . .
v

 (3.11)
where the columns of the q matrix carry the color charge, while the rows carry the flavor
charge. We have chosen the embedding above to lie in the upper left-hand corner but
this isn’t unique. We can rotate into other embeddings by acting with the SU(N)diag
symmetry preserved in the vacuum. Dividing by the stabilizer, we find the internal
moduli space of the single non-abelian vortex to be
SU(N)diag/S[U(N − 1)× U(1)] ∼= CPN−1 (3.12)
The appearance of CPN−1 as the internal space of the vortex is interesting: it tells us
that the low-energy dynamics of a vortex string is the much studied quantum CPN−1
sigma model. We’ll see the significance of this in the following lecture. For now, let’s
look more closely at the moduli of the vortices.
3.3 The Moduli Space
We’ve seen that a single vortex has 2N collective coordinates: 2 translations, and
2(N − 1) internal modes, dictating the orientation of the vortex in color and flavor
space. We denote the moduli space of charge k vortices in the U(N) gauge theory as
Vk,N . We’ve learnt above that
V1,N ∼= C× CPN−1 (3.13)
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What about higher k? An index theorem [154, 151] tells us that the number of collective
coordinates is
dim(Vk,N) = 2kN (3.14)
Look familiar? Remember the result for k instantons in U(N) that we found in lecture
1: dim(Ik,N) = 4kN . We’ll see more of this similarity between instantons and vortices
in the following.
As for previous solitons, the counting (3.14) has a natural interpretation: k parallel
vortex strings may be placed at arbitrary position, each carrying 2(N −1) independent
orientational modes. Thinking physically in terms of forces between vortices, this is a
consequence of tuning the coefficient e2/4 in front of the D-term in (3.1) so that the
mass of the gauge bosons equals the mass of the q scalars. If this coupling is turned
up, the scalar mass increases and so mediates a force with shorter range than the gauge
bosons, causing the vortices to repel. (Recall the general rule: spin 0 particles give rise
to attractive forces; spin 1 repulsive). This is a type II non-abelian superconductor. If
the coupling decreases, the mass of the scalar decreases and the vortices attract. This
is a non-abelian type I superconductor. In the following, we keep with the critically
coupled case (3.1) for which the first order equations (3.10) yield solutions with vortices
at arbitrary position.
3.3.1 The Moduli Space Metric
There is again a natural metric on Vk,N arising from taking the overlap of zero modes.
These zero modes must solve the linearized vortex equations together with a suitable
background gauge fixing condition. The linearized vortex equations read
DzδAz¯ −Dz¯δAz = ie
2
4
(δq q† + q δq†) and Dzδq = iδAzq (3.15)
where q is to be viewed as an N × N matrix in these equations. The gauge fixing
condition is
DzδAz¯ +Dz¯δAz = −ie
2
4
(δq q† − q δq†) (3.16)
which combines with the first equation in (3.15) to give
Dz¯δAz = −ie
2
4
δq q† (3.17)
Then, from the index theorem, we know that there are 2kN zero modes (δαAz, δαq),
α, β = 1, . . . , 2kN solving these equations, providing a metric on Vk,N defined by
gαβ = Tr
∫
dx1dx2
1
e2
δαAaδβAz¯ +
1
2
δαqδβq
† + h.c. (3.18)
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The metric has the following properties [155, 156]
• The metric is Ka¨hler. This follows from similar arguments to those given for
hyperKa¨hlerity of the instanton moduli space, the complex structure now de-
scending from that on the plane R2, together with the obvious complex structure
on q.
• The metric is smooth. It has no singularities as the vortices approach each other.
Strictly speaking this statement has been proven only for abelian vortices. For
non-abelian vortices, we shall show this using branes in the following section.
• The metric inherits a U(1) × SU(N) holomorphic isometry from the rotational
and internal symmetry of the Lagrangian.
• The metric is unknown for k ≥ 2. The leading order, exponentially suppressed,
corrections to the flat metric were computed recently [157].
3.3.2 Examples of Vortex Moduli Spaces
A Single U(N) Vortex
We’ve already seen above that the moduli space for a single k = 1 vortex in U(N) is
V1,N ∼= C× CPN−1 (3.19)
where the isometry group SU(N) ensures that CPN−1 is endowed with the round,
Fubini-Study metric. The only question remaining is the size, or Ka¨hler class, of the
CP
N−1. This can be computed either from a D-brane construction [151] or, more
conventionally, from the overlap of zero modes [158]. We’ll see the former in the
following section. Here let’s sketch the latter. The orientational zero modes of the
vortex take the form
δAz = DzΩ , δq = i(Ωq − qΩ0) (3.20)
where the gauge transformation asymptotes to Ω → Ω0, and Ω0 is the flavor transfor-
mation. The gauge fixing condition requires
D2Ω = e
2
2
{Ω, qq†} − 2qq†Ω0 (3.21)
By explicitly computing the overlap of these zero modes, it can be shown that the size
of the CPN−1 is
r =
4π
e2
(3.22)
This important equation will play a crucial role in the correspondence between 2d sigma
models and 4d gauge theories that we’ll meet in the following lecture.
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Two U(1) Vortices
The moduli space of two vortices in a U(1) gauge theory is topologically
Vk=2,N=1 ∼= C×C/Z2 (3.23)
where the Z2 reflects the fact that the two solitons are indistinguishable. Note that
the notation we used above actually describes more than the topology of the manifold
because, topologically, Ck/Zk ∼= Ck (as any polynomial will tell you). So when I write
C/Z2 in (3.23), I mean that asymptotically the space is endowed with the flat metric
on C/Z2. Of course, this can’t be true closer to the origin since we know the vortex
moduli space is complete. The cone must be smooth at the tip, as shown in figure
13. The metric on the cone has been computed numerically [159], no analytic form is
known. The deviations from the flat, singular, metric on the cone are exponentially
suppressed and parameterized by the size of the vortex L ∼ 1/ev.
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Figure 13: Right-angle scattering from the moduli space of two vortices.
Even without the exact form of the metric, we learn something very important about
vortices. Consider two vortices colliding head on. This corresponds to the trajectory in
moduli space that goes up and over the tip of the cone, as shown in the figure. What
does this correspond to in real space? One might think that the vortices collide and
rebound. But that’s wrong: it would correspond to the trajectory going to the tip of
the cone, and returning down the same side. Instead, the trajectory corresponds to
vortices scattering at right angles [160]. The key point is that the Z2 action in (3.23),
arising because the vortices are identical, means that the single valued coordinate on
the moduli space is z2 rather than z, the separation between the vortices. The collision
sends z2 → −z2 or z → iz. This result doesn’t depend on the details of the metric
on the vortex moduli space, but follows simply from the fact that, near the origin, the
space is smooth. Right-angle scattering of this type is characteristic of soliton collisions,
occurring also for magnetic monopoles.
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For k ≥ 3 U(1) vortices, the moduli space is topologically and asymptotically Ck/Zk.
The leading order exponential corrections to the flat metric on this space are known,
although the full metric is not [157].
3.4 Brane Construction
For both instantons and monopoles, it was fruitful to examine the solitons from the
perspective of D-branes. This allowed us to re-derive the ADHM and Nahm construc-
tions respectively. What about for vortices? Here we present a D-brane constuction of
vortices [151] that will reveal interesting information about the moduli space of solu-
tions although, ultimately, won’t be as powerful as the ADHM and Nahm constructions
described in previous sections.
We use the brane set-ups of Hanany andWitten [91], x4,5
x 6
N D4−branes  01236
NS5−branes
012345
x
6∆
Figure 14:
consisting of D-branes suspended between a pair of NS5-
branes. We work in type IIA string theory, and build the
d = 3+1, U(N) gauge theory6 withN = 2 supersymmetry.
The D-brane set-up is shown in figure 14, and consists ofN
D4-branes with worldvolume 01236, stretched between two
NS5-branes, each with worldvolume 012345, and separated
in the x6 direction. The gauge coupling e2 is determined
by the separation between the NS5-branes,
1
e2
=
∆x6 ls
2gs
(3.24)
where ls is the string length, and gs the string coupling.
The D4-branes may slide up and down between the NS5-branes in the x4 and x5
direction. This corresponds to turning on a vev for the complex adjoint scalar in
the N = 2 vector multiplet. Since we consider only a real adjoint scalar φ in our
theory, we have
φa =
x4
l2s
∣∣∣∣
D4a
(3.25)
and we’ll take all D4-branes to lie coincident in the x5 direction.
The hypermultiplets arise in the form of N D6-branes with worldvolume 0123789.
The positions of the D6-branes in the x4 + ix5 directions will correspond to complex
masses for the hypermultiplets. We shall consider these in the following section, but
for now we set all D6-branes to lie at the origin of the x4 and x5 plane.
6In fact, for four-dimensional theories the overall U(1) decouples in the brane set-up, and we have
only SU(N) gauge theory [161]. This doesn’t affect our study of the vortex moduli space; if you’re
bothered by this, simply T-dualize the problem to type IIB where you can study vortices in d = 2+1
dimensions.
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We also need to turn on the FI parameter v2. This
x 4,5
x9
x 6
N D6−branes
0123789
Figure 15:
is achieved by taking the right-hand NS5-brane and pulling
it out of the page in the x9 direction. In order to remain
in the ground state, the D4-branes are not allowed to tilt
into the x9 direction: this would break supersymmetry and
increase their length, reflecting a corresponding increase in
the ground state energy of the theory. Instead, they must split
on the D6-branes. Something known as the S-rule [91, 162]
tells us that only one D4-brane can end on a given D6-brane
while preserving supersymmetry, ensuring that we need at
least N D6-branes to find a zero-energy ground state. The
final configuration is drawn in the figure 16, with the field theory dictionary given by
v2 =
∆x9
(2π)3gsl3s
(3.26)
Now we’ve built our theory, we can look to find the vortices.
δ x9k D2−branes
039
Figure 16:
We expect them to appear as other D-branes in the config-
uration. There is a unique BPS D-brane with the correct
mass: it is a D2-brane, lying coincident with the D6-branes,
with worldvolume 039, as shown in figure 16 [163]. The x3
direction here is the direction of the vortex string.
The problem is: what is the worldvolume theory on the
D2-branes. It’s hard to read off the theory directly because
of the boundary conditions where the D2-branes end on the
D4-branes. But, already by inspection, we might expect
that it’s related to the Dp-D(p − 4) system described in
Lecture 1 in the context of instantons. To make progress we
play some brane games. Move the D6-branes to the right. As they pass the NS5-brane,
the Hanany-Witten transition occurs and the right-hand D4-branes disappear [91]. We
get the configuration shown in figure 17.
Let’s keep the D6-branes moving. Off to infinity. Finally, we rotate our perspective
a little, viewing the D-branes from a different angle, shown in figure 18. This is our
final D-brane configuration and we can now read off the dynamics.
We want to determine the theory on the D2-branes in figure 18. Let’s start with the
easier problem in figure 19. Here the D4-branes extend to infinity in both x6 → ±∞
directions, and the D2-branes end on the other NS5. The theory on the D2-branes
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N D4−branes
N D6−branes
k D2−branes
NS5−brane
NS5−brane
x 6
x 9
x4
k D2−branes
N D4−branes
Figure 17: Moving the D6-branes Figure 18: Rotating our viewpoint
is simple to determine: it is a U(k) gauge theory with 4 real adjoint scalars, or two
complex scalars
σ = X4 + iX5 , Z = X1 + iX2 (3.27)
which combine to give the N = (4, 4) theory in d = 1 + 1. N D4−branes
NS5−branes
012345
01236
039
k D2−branes
Figure 19:
The D4-branes contribute hypermultiplets (ψa, ψ˜a) with a =
1, . . . , N . These hypermultiplets get a mass only when the
D2-branes and D6-branes are separated in the X4 and X5
directions. This means we have a coupling like
N∑
a=1
ψ†a {σ†, σ}ψa + ψ˜a {σ†, σ} ψ˜†a (3.28)
But there is no such coupling between the hypermultiplets
and Z. The coupling (3.28) breaks supersymmetry to N =
(2, 2). So we now understand the D2-brane theory of figure
19. However, the D2-brane theory that we’re really interested in, shown in figure 18,
differs from this in two ways
• The right-hand NS5-brane is moved out of the page. But we already saw in the
manoeuvres around figure 16 that this induces a FI parameter on brane theory.
Except this this time the FI parameter is for the D2-brane theory. It’s given by
r =
∆x6
2πgsls
=
4π
e2
(3.29)
• We only have half of the D4-branes, not all of them. If a full D4-brane gives rise
to a hypermultiplet, one might guess that half a D4-brane should give rise to half
a hypermultiplet, otherwise known as a chiral multiplet. Although the argument
is a little glib, it turns out that this is the correct answer [164].
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We end up with the gauge theory in d = 1 + 1 dimensions with N = (2, 2) super-
symmetry
U(k) Gauge Theory + Adjoint Chiral Multiplet Z
+ N Fundamental Chiral Multiplets ψa
This theory has a FI parameter r = 4π/e2. Now this should be looking very familiar —
it’s very similar to the instanton theory we described in Lecture 1. We’ll return to this
shortly. For now let’s keep examining our vortex theory. The potential for the various
scalars is dictated by supersymmetry and is given by
V =
1
g2
Tr |[σ, σ†]|2 + Tr |[σ, Z]|2 + Tr |[σ, Z†]|2 +
N∑
a=1
ψ†aσ
†σψa
+
g2
2
Tr
(∑
a
ψaψ
†
a + [Z,Z
†]− r 1k
)2
(3.30)
Here g2 is an auxiliary gauge coupling which we take to infinity g2 →∞ to restrict us
to the Higgs branch, the vacuum moduli space defined by
MHiggs ∼= {σ = 0, V = 0}/U(k) (3.31)
Counting the various degrees of freedom, the Higgs branch has real dimension 2kN .
From the analogy with the instanton case, it is natural to conjecture that this is the
vortex moduli space [151]
Vk,N ∼=MHiggs (3.32)
While the ADHM construction has a field theoretic underpinning, I know of no field
theory derivation of the above result for vortices. So what evidence do we have that
the Higgs branch indeed coincides with the vortex moduli space? Because of the FI
parameter,MHiggs is a smooth manifold, as is Vk,N and, obviously the dimensions work
out. Both spaces have a SU(N)×U(1) isometry which, in the above construction, act
upon ψ and Z respectively. Finally, in all cases we can check, the two spaces agree (as,
indeed, do their Ka¨hler classes). Let’s look at some examples.
3.4.1 Examples of Vortex Moduli Spaces Revisited
One Vortex in U(N)
The gauge theory for a single k = 1 vortex in U(N) is a U(1) gauge theory. The adjoint
scalar Z decouples, parameterizing the complex plane C, leaving us with the N charged
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scalars satisfying
N∑
a=1
|ψa|2 = r (3.33)
modulo the U(1) action ψa → eiαψa. This gives us the moduli space
V1,N ∼= C× CPN−1 (3.34)
where the CPN−1 has the correct Ka¨hler class r = 4π/e2 in agreement with (3.22). The
metric on CPN−1 is, again, the round Fubini-Study metric.
k Vortices in U(1)
The Higgs branch corresponding to the k vortex moduli space is
{ψψ† + [Z,Z†] = r 1k}/U(k) (3.35)
which is asymptotic to the cone Ck/Zk, with the singularities resolved. This is in agree-
ment with the vortex moduli space. However, the metric on MHiggs differs by power
law corrections from the flat metric on the orbifold Ck/Zk. But, as we’ve discussed,
Vk,N differs from the flat metric by exponential corrections.
More recently, the moduli space of two vortices in U(N) was studied in some detail
and shown to possess interesting and non-trivial topology [165], with certain expected
features of V2,N reproduced by the Higgs branch.
In summary, it is conjectured that the vortex moduli space Vk,N is isomorphic to the
Higgs branch (3.34). But, except for the case k = 1 where the metric is determined by
the isometry, the metrics do not agree. A direct field theory proof of this correspondence
remains to be found.
3.4.2 The Relationship to Instantons
As we’ve mentioned a few times, the vortex theory bears a striking resemblance to the
ADHM instanton theory we met in Lecture 1. In fact, the gauge theoretic construction
of vortex moduli space Vk,N involves exactly half the fields of the ADHM construction.
Or, put another way, the vortex moduli space is half of the instanton moduli space. We
can state this more precisely: Vk,N is a complex, middle dimensional submanifold of
Ik,N . It can be defined by looking at the action of the isometry rotating the instantons
in the x3 − x4 plane. Denote the corresponding Killing vector as h. Then
Vk,N ∼= Ik,N |h=0 (3.36)
where Ik,N is the resolved instanton moduli space with non-commutativity parameter
θµν = rη¯
3
µν . We’ll see a physical reason for this relationship shortly.
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An open question: The ADHM construction is constructive. As we have seen, it
allows us to build solutions to F = ⋆F from the variables of the Higgs branch. Does a
similar construction exist for vortices?
Relationships between the instanton and vortex equations have been noted in the
past. In particular, a twisted reduction of instantons in SU(2) Yang-Mills on R2 ×
S2 gives rise to the U(1) vortex equations [166]. While this relationship appears to
share several characteristics to the correspondence described above, it differs in many
important details. It don’t understand the relationship between the two approaches.
3.5 Adding Flavors
Let’s now look at vortices in a U(Nc) gauge theory with Nf ≥ Nc flavors. Note that
we’ve added subscripts to denote color and flavor. In theories with Nc = 1 and Nf > 1,
these were called semi-local vortices [167, 168, 169, 170]. The name derives from the
fact the theory has both a gauge (local) group and a flavor (global) group. But for us,
it’s not a great name as all our theories have both types of symmetries, but it’s only
when Nf > Nc that the extra properties of ”semi-local” vortices become apparent.
The Lagrangian (3.1) remains but, unlike before, the theory no longer has a mass gap
in vacuum. Instead there are N2c massive scalar fields and scalars, and 2Nc(Nf − Nc)
massless scalars. At low-energies, the theory reduces to a σ-model on the Higgs branch
of the gauge theory (3.1),
MHiggs ∼= {
Nf∑
i=1
qiq
†
i = v
2 1Nc}/U(Nc) ∼= G(Nc, Nf) (3.37)
When we have an abelian Nc = 1 theory, this Higgs branch is the projective space
G(1, Nf) ∼= CPNf−1. For non-abelian theories, the Higgs branch is the Grassmannian
G(Nc, Nf), the space of C
Nc planes in CNf . In a given vacuum, the symmetry breaking
pattern is U(Nc)× SU(Nf )→ S[U(Nc)× U(Nf −Nc)].
The first order vortex equations (3.10) still give solutions to the full Lagrangian, now
with the flavor index running over values i = 1 . . . , Nf . Let’s denote the corresponding
vortex moduli space as Vˆk,Nc,Nf , so our previous notation becomes Vk,N ∼= Vˆk,N,N . The
index theorem now tells us the dimension of the vortex moduli space
dim(Vˆk,Nc,Nf ) = 2kNf (3.38)
The dimension depends only on the number of flavors, and the semi-local vortices
inherit new modes. These modes are related to scaling modes of the vortex — the size
of the vortex becomes a parameter, just as it was for instantons [171].
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These vortices arising in the theory with extra flavors are related to other solitons,
known as a sigma-model lumps. (These solitons have other names, depending on the
context, sometimes referred to as ”textures”, ”Skyrmions” or, in the context of string
theory, ”worldsheet instantons”). Let’s see how this works. At low-energies (or, equiva-
lently, in the strong coupling limit e2 →∞) our gauge theory flows to the sigma-model
on the Higgs branch MHiggs ∼= G(Nc, Nf). In this limit our vortices descend to lumps,
objects which gain their topological support once we compactify the (x1−x2)-plane at
infinity, and wrap this sphere aroundMHiggs ∼= G(Nc, Nf) [172, 173]
Π2(G(Nc, Nf)) ∼= Z (3.39)
When Nf = Nc there is no Higgs branch, the vortices have size L = 1/ev and become
singular as e2 → ∞. In contrast, when Nf > Nc, the vortices may have arbitrary
size and survive the strong coupling limit. However, while the vortex moduli space is
smooth, the lump moduli space has singularities, akin to the small instanton singular-
ities we saw in Lecture 1. We see that the gauge coupling 1/e2 plays the same role for
lumps as θ plays for Yang-Mills instantons.
The brane construction for these vortices is much like the previous section - we just
need more D6 branes. By performing the same series of manoeuvres, we can deduce
the worldvolume theory. It is again a d = 1 + 1 dimensional, N = (2, 2) theory with
U(k) Gauge Theory + Adjoint Chiral Multiplet Z
+ Nc Fundamental Chiral Multiplets ψa
+ (Nf −Nc) Anti-Fundamental Chiral Multiplets ψ˜a
Once more, the FI parameter is r = 4π/e2. The D-term constraint of this theory is
Nc∑
a=1
ψaψ
†
a −
Nf−Nc∑
b=1
ψ˜†bψ˜b + [Z,Z
†] = r 1k (3.40)
A few comments
• Unlike the moduli space Vk,N , the presence of the ψ˜ means that this space doesn’t
collapse as we send r → 0. Instead, in this limit it develops singularities at ψ =
ψ˜ = 0 where the U(k) gauge group doesn’t act freely. This is the manifestation
of the discussion above.
• The metric inherited from the D-term (3.40) again doesn’t coincide with the
metric on the vortex moduli space Vˆk,Nc,Nf . In fact, here the discrepancy is
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more pronounced, since the metric on Vˆk,Nc,Nf has non-normalizable modes: the
directions in moduli space corresponding to the scaling the solution are suffer an
infra-red logarithmic divergence [174, 171]. The vortex theory arising from branes
doesn’t capture this.
3.5.1 Non-Commutative Vortices
As for instantons, we can consider vortices on the non-commutative plane
[x1, x2] = iϑ (3.41)
These objects were first studied in [175]. How does this affect the moduli space? In the
ADHM construction for instantons, we saw that non-commutivity added a FI parameter
to the D-term constraints. But, for vortices, we already have a FI parameter: r = 4π/e2.
It’s not hard to show using D-branes [151], that the effect of non-commutivity is to
deform,
r =
4π
e2
+ 2πv2ϑ (3.42)
This has some interesting consequences. Note that for Nf = Nc, there is a critical FI
parameter ϑc = −v2/e2 for which r = 0. At this point the vortex moduli space becomes
singular. For ϑ < ϑc, no solutions to the D-term equations exist. Indeed, it can be
shown that in this region, no solutions to the vortex equations exist either [176]. We
see that the Higgs branch correctly captures the physics of the vortices.
For Nf > Nc, the Higgs branch makes an interesting prediction: the vortex moduli
space should undergo a topology changing transition as ϑ → ϑc. For example, in the
case of a single k = 1 vortex in U(2) with Nf = 4, this is the well-known flop transition
of the conifold. To my knowledge, no one has confirmed this behavior of the vortex
moduli space from field theory. Nor has anyone found a use for it!
3.6 What Became Of.......
Let’s now look at what became of the other solitons we studied in the past two lectures.
3.6.1 Monopoles
Well, we’ve set φ = 0 throughout this lecture and, as we saw, the monopoles live on
the vev of φ. So we shouldn’t be surprised if they don’t exist in our theory (3.1). We’ll
see them reappear in the following section.
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3.6.2 Instantons
These are more interesting. Firstly the vev q 6= 0 breaks conformal invariance, causing
the instantons to collapse. This is the same behavior that we saw in Section 2.6. But
recall that in the middle of the vortex string, q → 0. So maybe it’s possible for the
instanton to live inside the vortex string, where the non-abelian gauge symmetry is
restored. To see that this can indeed occur, we can look at the worldsheet of the vortex
string. As we’ve seen, the low-energy dynamics for a single string is
U(1) with N charged chiral multiplets and FI parameter r = 4π/e2
But this falls into the class of theories we discussed in section 3.5. So if the worldsheet
is Euclidean, the theory on the vortex string itself admits a vortex solution: a vortex
in a vortex. The action of this vortex is [177]
Svortex in vortex = 2πr =
8π2
e2
= Sinst (3.43)
which is precisely the action of the Yang-Mills instanton. Such a vortex has 2N zero
modes which include scaling modes but, as we mentioned previously, not all are nor-
malizable.
There is also a 4d story for these instantons buried in the vortex string. This arises by
completing the square in the Lagrangian in a different way to (3.8). We still set φ = 0,
but now allow for all fields to vary in all four dimensions [177]. We write z = x1 + ix2
and w = x3 − ix4,
S =
∫
d4x
1
2e2
Tr FµνF
µν +
Nf∑
i=1
|Dµqi|2 + e
2
4
Tr(
Nf∑
i=1
qiq
†
i − v2 1Nc)2
=
∫
d4x
1
2e2
Tr

F12 − F34 − e2
2
(
Nf∑
i=1
qiq
†
i − v2 1Nc)


2
+
Nf∑
i=1
|Dzqi|2 + |Dωqi|2 + 1
e2
Tr
(
(F14 − F23)2 + (F13 + F24)2
)
+
1
e2
TrFµν
⋆F µν + F12v
2 + F34v
2
≥
∫
d4x
1
e2
TrFµν
⋆F µν + Tr (F12v
2 + F34v
2) (3.44)
The last line includes three topological charges, corresponding to instantons, vortex
strings in the (x1 − x2) plane, and further vortex strings in the (x3 − x4) plane. The
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Bogomoln’yi equations describing these composite solutions are
F14 = F23 , F13 = F24 , F12 − F34 = e
2
2
(
Nf∑
i=1
qiq
†
i − v21Nc) , Dzqi = Dwqi = 0
It is not known if solutions exist, but the previous argument strongly suggests that
there should be solutions describing an instanton trapped inside a vortex string. Some
properties of this configuration were studied in [178].
The observation that a vortex in the vortex string is a Yang-Mills instanton gives
some rationale to the fact that Vk,N ⊂ Ik,N .
3.7 Fermi Zero Modes
In this section, I’d like to describe an important feature of fermionic zero modes on
the vortex string: they are chiral. This means that a Weyl fermion in four dimensions
will give rise to a purely left-moving (or right-moving) mode on the (anti-) vortex
worldsheet. In fact, a similar behavior occurs for instantons and monopoles, but since
this is the first lecture where the solitons are string-like in four-dimensions, it makes
sense to discuss this phenomenon here.
The exact nature of the fermionic zero modes depends on the fermion content in four
dimensions. Let’s stick with the supersymmetric generalization of the Lagrangian (3.1).
Then we have the gaugino λ, an adjoint valued Weyl fermion which is the superpartner
of the gauge field. We also have fermions in the fundamental representation, χi with
i = 1, . . . , N , which are the superpartners of the scalars qi. These two fermions mix
through Yukawa couplings of the form q†iλχi, and the Dirac equations read
−i /¯Dλ+ i
√
2
N∑
i=1
qiχ¯i = 0 and −i /Dχ¯i − i
√
2q†iλ = 0 (3.45)
where the Dirac operators take the form,
/D ≡ σµDµ =
(
D+ Dz
Dz¯ D−
)
and /¯D ≡ σ¯µDµ =
(
D− −Dz
−Dz¯ D+
)
(3.46)
which, as we can see, nicely split into D± = D0 ± D3 and Dz = D1 − iD2 and Dz¯ =
D1 + iD2. The bosonic fields in (3.45) are evaluated on the vortex solution which,
crucially, includes Dzqi = 0 for the vortex (or Dz¯qi = 0 for the anti-vortex). We see
the importance of this if we take the first equation in (3.45) and hit it with /D, while
hitting the second equation with /¯D. In each equation terms of the form Dzqi will
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appear, and subsequently vanish as we evaluate them on the vortex background. Let’s
do the calculation. We split up the spinors into their components λα and (χα)i with
α = 1, 2 and, for now, look for zero modes that don’t propagate along the string, so
∂+ = ∂− = 0. Then the Dirac equations in component form become
(−DzDz¯ + 2qiq†i )λ1 = 0 and (−Dz¯Dz + 2qiq†i )λ2 −
√
2(Dz¯qi)χ¯1i = 0
(−Dz¯Dzδji + 2q†i qj)χ¯2j = 0 and (−DzDz¯δji + 2qiq†j)χ¯1j −
√
2(Dzq†i )λ2 = 0
The key point is that the operators appearing in the first column are positive definite,
ensuring that λ1 and χ2i have no zero modes. In contrast, the equations for λ2 and χ¯1i
do have zero modes, guaranteed by the index. We therefore know that any zero modes
of the vortex are of the form,
λ =
(
0
λ
)
and χ¯i =
(
χ¯i
0
)
(3.47)
If we repeat the analysis for the anti-vortex, we find that the other components turn on.
To see the relationship to the chirality on the worldsheet, we now allow the zero modes
to propagate along the string, so that λ = λ(x0, x3) and χ¯i = χ¯i(x
0, x3). Plugging this
ansatz back into the Dirac equation, now taking into account the derivatives D± in
(3.46), we find the equations of motion
∂+λ = 0 and ∂+χ¯i = 0 (3.48)
Or, in other words, λ = λ(x−) and χ¯ = χ¯(x−): both are right movers.
In fact, the four-dimensional theory with only fundamental fermions χi is anomalous.
Happily, so is the CPN−1 theory on the string with only right-moving fermions, suffering
from the sigma-model anomaly [179]. To rectify this, one may add four dimensional
Weyl fermions χ˜i in the anti-fundamental representation, which provide left movers
on the worldsheet. If the four-dimensional theory has N = 2 supersymmetry, the
worldsheet theory preserves N = (2, 2) [180]. Alternatively, one may work with a chiral,
non-anomalous N = 1 theory in four-dimensions, resulting in a chiral non-anomalous
N = (0, 2) theory on the worldsheet.
3.8 Applications
Let’s now turn to discussion of applications of vortices in various field theoretic contexts.
We review some of the roles vortices play as finite action, instanton-like, objects in two
dimensions, as particles in three dimensions, and as strings in four dimensions.
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3.8.1 Vortices and Mirror Symmetry
Perhaps the most important application of vortices in string theory is in the context of
the d = 1+1 dimensional theory on the string itself. You might protest that the string
worldsheet theory doesn’t involve a gauge field, so why would it contain vortices?! The
trick, as described by Witten [172], is to view sigma-models in terms of an auxiliary
gauge theory known as a gauged linear sigma model. We’ve already met this trick
several times in these lectures: the sigma-model target space is the Higgs branch of
the gauge theory. Witten showed how to construct gauge theories that have compact
Calabi-Yau manifolds as their Higgs branch.
In d = 1+1 dimensions, vortices are finite action solutions to the Euclidean equations
of motion. In other words, they play the role of instantons in the theory. As we
explained Section 3.5 above, the vortices are related to worldsheet instantons wrapping
the 2-cycles of the Calabi-Yau Higgs branch. It turns out that it is much easier to deal
with vortices than directly with worldsheet instantons (essentially because their moduli
space is free from singularities). Indeed, in a beautiful paper, Morrison and Plesser
succeeded in summing the contribution of all vortices in the topological A-model on
certain Calabi-Yau manifolds, showing that it agreed with the classical prepotential
derived from the B-model on the mirror Calabi-Yau [181].
More recently, Hori and Vafa used vortices to give a proof of N = (2, 2) mirror
symmetry for all Calabi-Yau which can be realized as complete intersections in toric
varieties [135]. Hori and Vafa work with dual variables, performing the so-called Rocek-
Verlinde transformation to twisted chiral superfields [182]. They show that vortices
contribute to a two fermi correlation function which, in terms of these dual variables, is
cooked up by a superpotential. This superpotential then captures the relevant quantum
information about the original theory. Similar methods can be used in N = (4, 4)
theories to derive the T-duality between NS5-branes and ALE spaces [183, 184, 185,
186], with the instantons providing the necessary ingredient to break translational
symmetry after T-duality, leading to localized, rather than smeared, NS5-branes.
3.8.2 Swapping Vortices and Electrons
In lecture 2, we saw that it was possible to rephrase four-dimensional field theories,
treating the monopoles as elementary particles instead of solitons. This trick, called
electric-magnetic duality, gives key insight into the strong coupling behavior of four-
dimensional field theories. In three dimensions, vortices are particle like objects and
one can ask the same question: is it possible to rewrite a quantum field theory, treating
the vortices as fundamental degrees of freedom?
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The answer is yes. In fact, condensed matter theorists have been using this trick for
a number of years (see for example [187]). Things can be put on a much more precise
footing in the supersymmetric context, with the first examples given by Intriligator and
Seiberg [188]. They called this phenomenon ”mirror symmetry” in three dimensions
as it had some connection to the mirror symmetry of Calabi-Yau manifolds described
above.
Let’s describe the basic idea. Following Intriligator and Seiberg, we’ll work with a
theory with eight supercharges (which is N = 4 supersymmetry in three dimensions).
Each gauge field comes with three real scalars and four Majorana fermions. The charged
matter, which we’ll refer to as ”electrons”, lives in a hypermultiplet, containing two
complex scalars together with two Dirac fermions. The theory we start with is:
Theory A: U(1) with N charged hypermultiplets
The vortices in this theory fall into the class described in Section 3.5. Each vortex has
2N zero modes but, as we discussed, not all of these zero modes are normalizable. The
overall center of mass is, of course, normalizable (the vortex has mass M = 2πv2) but
the remaining 2(N − 1) modes of a single vortex are logarithmically divergent.
We now wish to rewrite this theory, treating the vortices as fundamental objects.
What properties must the theory have in order to mimic the behavior of the vortex? It
will prove useful to think of each vortex as containing N individual ”fractional vortices”.
We postulate that these fractional vortices suffer a logarithmic confining potential, so
that any number n < N have a logarithmically divergent mass, but N together form
a state with finite mass. Such a system would exhibit the properties of the vortex
zero modes described above: the 2N zero modes correspond to the positions of the N
fractional vortices. They can move happily as a whole, but one pays a logarithmically
divergent cost to move these objects individually. (Note: a logarithmically divergent
cost isn’t really that much!)
In fact, it’s very easy to cook up a theory with these properties. In d = 2 + 1, an
electron experiences logarithmic confinement, since its electric field goes as E ∼ 1/r so
its energy
∫
d2xE2 suffers a logarithmic infra-red divergence. These electrons will be
our ”fractional vortices”. We will introduce N different types of electrons and, in order
to assure that only bound states of all N are gauge singlets, we introduce N − 1 gauge
fields with couplings dictated by the quiver diagram shown in the figure. Recall that
quiver diagrams are read in the following way: the nodes of the quiver are gauge groups,
each giving a U(1) factor in this case. Meanwhile, the links denote hypermultiplets with
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charge (+1,−1) under the gauge groups to which it is attached. Although there are N
nodes in the quiver, the overall U(1) decouples, leaving us with the theory
Theory B: U(1)N−1 with N hypermultiplets
This is the Seiberg-Intriligator mirror theory, capturing the same physics as Theory
A. The duality also works the other way, with the electrons of Theory A mapping to
the vortices of Theory B. It can be shown that the low-energy dynamics of these two
theories exactly agree. This statement can be made precise at the two-derivative level.
The Higgs branch of Theory A coincides with the Coulomb branch of Theory B: both
are T ⋆(CPN−1). Similarly, the Coulomb branch of Theory A coincides with the Higgs
branch of Theory A: both are the AN−1 ALE space.
There are now many mirror pairs of theories known
Figure 20:
in three dimensions. In particular, it’s possible to tinker
with the mirror theories so that they actually coincide at
all length scales, rather than simply at low-energies [189].
Mirror pairs for non-abelian gauge theories are known, but
are somewhat more complicated to due to presence of instan-
ton corrections (which, recall, are monopoles in three dimen-
sions) [190, 191, 192, 193, 194]. Finally, one can find mirror
pairs with less supersymmetry [195, 196], including mirrors
for interesting Chern-Simons theories [197, 198, 199]. Finite
quantum correction to the vortex mass in N = 2 theories was described in [200].
The Chern-Simons mirrors reduce to Hori-Vafa duality under compactification to two
dimensions [201].
3.8.3 Vortex Strings
In d = 3+1 dimensions, vortices are string like objects. There is a very interesting story
to be told about how we quantize vortex worldsheet theory, which is a sigma-model on
Vk,N . But this will have to wait for the next lecture.
Here let me mention an application of vortices in the context of cosmic strings which
shows that reconnection of vortices in gauge theories is inevitable at low-energies. Re-
connection of strings means that they swap partners as they intersect as shown in the
figure. In general, it’s a difficult problem to determine whether reconnection occurs
and requires numerical study. However, at low-energies we may reliably employ the
techniques of the moduli space approximation that we learnt above [202, 203, 204].
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The first step is to reduce the dynamics of cosmic strings to that of particles by
considering one of two spatial slices shown in the figure. The vertical slice cuts the
strings to reveal a vortex-anti-vortex pair. After reconnection, this slice no longer
intersects the strings, implying the annihilation of this pair. Alternatively, one can
slice horizontally to reveal two vortices. Here the smoking gun for reconnection is the
right-angle scattering of the vortices at (or near) the interaction point. Such 90o degree
scattering is a requirement since, as is clear from the figure, the two ends of each string
are travelling in opposite directions after the collision. By varying the slicing along the
string, one can reconstruct the entire dynamics of the two strings in this manner and
show the inevitability of reconnection at low-energies.
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Figure 21: The reconnection cosmic strings. Slicing vertically, one sees a vortex-anti-vortex
pair annihilate. Slicing horizontally, one sees two vortices scattering at right angles.
Hence, reconnection of cosmic strings requires both the annihilation of vortex-anti-
vortex pairs and the right-angle scattering of two vortices. The former is expected (at
least for suitably slow collisions). And we saw in Section 3.3.2 that the latter occurs for
abelian vortices in the moduli space approximation. We conclude that abelian cosmic
strings do reconnect at low energies. Numerical simulations reveal that these results
are robust, holding for very high energy collisions [205].
For cosmic strings in non-abelian theories this result continues to hold, with strings
reconnecting except for very finely tuned initial conditions [165]. However, in this case
there exist mechanisms to push the strings to these finely tuned conditions, resulting
in a probability for reconnection less than 1.
Recently, there has been renewed interest in the reconnection of cosmic strings, with
the realization that cosmic strings may be fundamental strings, stretched across the sky
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[206]. These objects differ from abelian cosmic strings as they have a reduced probabil-
ity of reconnection, proportional to the string coupling g2s [207, 208]. If cosmic strings
are ever discovered, it may be possible to determine their probability of reconnection,
giving a vital clue to their microscopic origin. The recent developments of this story
have been nicely summarized in the review [144].
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4. Domain Walls
So far we’ve considered co-dimension 4 instantons, co-dimension 3 monopoles and co-
dimension 2 vortices. We now come to co-dimension 1 domain walls, or kinks as they’re
also known. While BPS domain walls exist in many supersymmetric theories (for
example, in Wess-Zumino models [209]), there exists a special class of domain walls
that live in gauge theories with 8 supercharges. They were first studied by Abraham
and Townsend [210] and have rather special properties. These will be the focus of this
lecture. As we shall explain below, the features of these domain walls are inherited
from the other solitons we’ve met, most notably the monopoles.
4.1 The Basics
To find domain walls, we need to deform our theory one last time. We add masses
mi for the fundamental scalars qi. Our Lagrangian is that of a U(Nc) gauge theory,
coupled to a real adjoint scalar field φ and Nf fundamental scalars qi
S =
∫
d4x Tr
(
1
2e2
F µνFµν +
1
e2
(Dµφ)2
)
+
Nf∑
i=1
|Dµqi|2
−
Nf∑
i=1
q†i (φ−mi)2qi −
e2
4
Tr (
Nf∑
i=1
qiq
†
i − v2 1N)2 (4.1)
Notice the way the masses mix with φ, so that the true mass of each scalar is |φ−mi|.
Adding masses in this way is consistent with N = 2 supersymmetry. We’ll pick all
masses to be distinct and, without loss of generality, choose
mi < mi+1 (4.2)
As in Lecture 3, there are vacua with V = 0 only if Nf ≥ Nc. The novelty here is that,
for Nf > Nc, we have multiple isolated vacua. Each vacuum is determined by a choice
of Nc distinct elements from a set of Nf
Ξ = {ξ(a) : ξ(a) 6= ξ(b) for a 6= b} (4.3)
where a = 1, . . . , Nc runs over the color index, and ξ(a) ∈ {1, . . . , Nf}. Let’s set
ξ(a) < ξ(a + 1). Then, up to a Weyl transformation, we can set the first term in the
potential to vanish by
φ = diag(mξ(1), . . . , mξ(Nc)) (4.4)
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This allows us to turn on the particular components qai ∼ δai=ξ(a) without increasing
the energy. To cancel the second term in the potential, we require
qai = vδ
a
i=ξ(a) (4.5)
The number of vacua of this type is
Nvac =
(
Nf
Nc
)
=
Nf !
Nc!(Nf −Nc)! (4.6)
Each vacuum has a mass gap in which there are N2c gauge bosons with M
2
γ = e
2v2 +
|mξ(a)−mξ(b)|2, and Nc(Nf−Nc) quark fields with massM2q = |mξ(a)−mi|2 with i /∈ Ξ.
Turning on the masses has explicitly broken the SU(Nf ) flavor symmetry to
SU(Nf )→ U(1)Nf−1F (4.7)
while the U(Nc) gauge group is also broken completely in the vacuum. (Strictly speak-
ing it is a combination of the U(Nc) gauge group and U(1)
Nf−1
F that survives in the
vacuum).
4.2 Domain Wall Equations
The existence of isolated vacua implies the existence of a domain wall, a configuration
that interpolates from a given vacuum Ξ− at x
3 → −∞ to a distinct vacuum Ξ+ at
x3 → +∞. As in each previous lecture, we can derive the first order equations satisfied
by the domain wall using the Bogomoln’yi trick. We’ll chose x3 to be the direction
transverse to the wall, and set ∂0 = ∂1 = ∂3 = 0 as well as A0 = A1 = A2 = 0. The
tension of the domain wall can be written as [246]
Twall =
∫
dx3
1
e2
Tr

D3φ+ e2
2
(
Nf∑
i=1
qiq
†
i − v2)


2
−D3φ (
Nf∑
i=1
qiq
†
i − v2)
+
Nf∑
i=1
(
|D3qi + (φ−mi)qi|2 − q†i (φ−mi)D3qi −D3q†i (φ−mi)qi
)
≥ v2 [Trφ]+∞−∞ (4.8)
With our vacua Ξ− and Ξ+ at left and right infinity, we have the tension of the domain
wall bounded by
Twall ≥ v2[Trφ]+∞−∞ = v2
∑
i∈Ξ+
mi − v2
∑
i∈Ξ−
mi (4.9)
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and the minus signs have been chosen so that this quantity is positive (if this isn’t the
case we must swap left and right infinity and consider the anti-wall). The bound is
saturated when the domain wall equations are satisfied,
D3φ = −e
2
2
(
Nf∑
i=1
qiq
†
i − v2) , D3qi = −(φ−mi)qi (4.10)
Just as the monopole equations Dφ = B arise as the dimensional reduction of the
instanton equations F = ⋆F , so the domain wall equations (4.10) arise from the di-
mensional reduction of the vortex equations. To see this, we look for solutions to the
vortex equations with ∂2 = 0 and relabel x
1 → x3 and (A1, A2)→ (A3, φ). Finally, the
analogue of turning on the vev in going from the instanton to the monopole, is to turn
on the masses mi in going from the vortex to the domain wall. These can be thought
of as a ”vev” for SU(Nf ) the flavor symmetry.
4.2.1 An Example
The simplest theory admitting a domain wall is U(1) with Nf = 2 scalars qi. The
domain wall equations are
∂3φ = −e
2
2
(|q1|2 + |q2|2 − v2) , D3qi = −(φ−mi)qi (4.11)
We’ll chose m2 = −m1 = m. The general solution to these equations is not known.
The profile of the wall depends on the value of the dimensionless constant γ = e2v2/m2.
For γ ≪ 1, the wall can be shown to have a three layer structure, in which the qi fields
decrease to zero in the outer layers, while φ interpolates between its two expectation
values at a more leisurely pace [211]. The result is a domain wall with width Lwall ∼
m/e2v2. Outside of the wall, the fields asymptote exponentially to their vacuum values.
In the opposite limit γ ≫ 1, the inner segment collapses and the two outer layers
coalesce, leaving us with a domain wall of width Lwall ∼ 1/m. In fact, if we take the
limit e2 →∞, the first equation (4.11) becomes algebraic while the second is trivially
solved. We find the profile of the domain wall to be [212]
q1 =
v
A
e−m(x3−X)+iθ , q2 =
v
A
e+m(x3−X)−iθ (4.12)
where A2 = e−2m(x3−X) + e+2m(x3−X).
The solution (4.12) that we’ve found in the e2 →∞ limit has two collective coordi-
nates, X and θ. The former is simply the position of the domain wall in the transverse
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Figure 22: The three layer structure of the domain wall when e2v2 ≪ m2.
x3 direction. The latter is also easy to see: it arises from acting on the domain wall
with the U(1)F flavor symmetry of the theory [210]:
U(1)F : q1 → eiθq1 , q2 → e−iθq2 (4.13)
In each vacuum, this coincides with the U(1) gauge symmetry. However, in the interior
of the domain wall, it acts non-trivially, giving rise to a phase collective coordinate θ for
the solution. It can be shown that X and θ remain the only two collective coordinates
of the domain wall when we return to finite e2 [213].
4.2.2 Classification of Domain Walls
So we see above that the simplest domain wall has two collective coordinates. What
about the most general domain wall, characterized by the choice of vauca Ξ− and
Ξ+ at left and right infinity. At first sight it appears a little daunting to classify these
objects. After all, a strict classification of the topological charge requires a statement of
the vacuum at left and right infinity, and the number of vacua increases exponentially
with Nf . To ameliorate this sense of confusion, it will help to introduce a coarser
classification of domain walls which will capture some information about the topological
sector, without specifying the vacua completely. This classification, introduced in [214],
will prove most useful when relating our domain walls to the other solitons we’ve met
previously. To this end, define the Nf -vector
~m = (m1, . . . , mNf ) (4.14)
We can then write the tension of the domain wall as
Twall = v
2~g · ~m (4.15)
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which defines a vector ~g that contains entries 0 and ±1 only. Following the classification
of monopoles in Lecture 2, let’s decompose this vector as
~g =
Nf∑
i=1
ni~αi (4.16)
with ni ∈ Z and the ~αi the simple roots of su(Nf),
~α1 = (1,−1, 0, . . . , 0)
~α2 = (0, 1,−1, . . . , 0)
~αNf−1 = (0, . . . , 0, 1,−1)
Since the vector ~g can only contain 0’s, 1’s and −1’s, the integers ni cannot be arbitrary.
It’s not hard to see that this restriction means that neighboring ni’s are either equal
or differ by one: ni = ni+1 or ni = ni+1 ± 1.
4.3 The Moduli Space
A choice of ~g does not uniquely determine a choice of vacua at left and right infin-
ity. Nevertheless, domain wall configurations which share the same ~g share certain
characteristics, including the number of collective coordinates. The collective coor-
dinates carried by a given domain wall was calculated in a number of situations in
[215, 216, 217]. Using our classification, the index theorem tells us that there are solu-
tions to the domain wall equations (4.10) only if ni ≥ 0 for all i. Then the number of
collective coordinates is given by [214],
dimW~g = 2
Nf−1∑
i=1
ni (4.17)
where W~g denotes the moduli space of any set of domain walls with charge ~g. Again,
this should be looking familiar! Recall the result for monopoles with charge ~g was
dim(M~g) = 4
∑
a na. The interpretation of the result (4.17) is, as for monopoles, that
there are Nf−1 elementary types of domain walls associated to the simple roots ~g = ~αi.
A domain wall sector in sector ~g then splits up into
∑
i ni elementary domain walls,
each with its own position and phase collective coordinate.
4.3.1 The Moduli Space Metric
The low-energy dynamics of multiple, parallel, domain walls is described, in the usual
fashion, by a sigma-model from the domain wall worldvolume to the target space is
W~g. As with other solitons, the domain walls moduli space W~g inherits a metric from
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the zero modes of the solution. In notation such that q = qai is an Nc×Nf matrix, the
linearized domain wall equations (4.10)
D3δφ− i[δA3, φ] = −e
2
2
(δq q† + qδq†)
D3δq − iδA3 q = −(φδq + δφ q − δq m) (4.18)
where m = diag(m1, . . . , mNf ) is an Nf × Nf matrix. Again, these are to be supple-
mented by a background gauge fixing condition,
D3δA3 − i[φ, δφ] = ie
2
2
(qδq† − δq q†) (4.19)
and the metric on the moduli space W~g is defined by the overlap of these zero modes,
gαβ =
∫
dx3 Tr
(
1
e2
[δαA3 δβA3 + δαφ δβφ] + δαq δβq
† + δβq δαq
†
)
(4.20)
By this stage, the properties of the metric on the soliton moduli space should be
familiar. They include.
• The metric is Ka¨hler.
• The metric is smooth. There is no singularity as two domain walls approach each
other.
• The metric inherits a U(1)N−1 isometry from the action of the unbroken flavor
symmetry (4.7) acting on the domain wall.
4.3.2 Examples of Domain Wall Moduli Spaces
Let’s give some simple examples of domain wall moduli spaces.
One Domain Wall
We’ve seen that a single elementary domain wall ~g = ~α1 (for example, the domain wall
described above in the theory with Nc = 1 and Nf = 2) has two collective coordinates:
its center of mass X and a phase θ. The moduli space is
Wα ∼= R× S1 (4.21)
The metric on this space is simple to calculate. It is
ds2 = (v2 ~m · ~g) dX2 + v2 dθ2 (4.22)
with the phase collective coordinate living in θ ∈ [0, 2π).
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Two Domain Walls
We can’t have two domain walls of the same type, say ~g = 2~α1, since there is no choice
of vacua that leads to this charge. Two elementary domain walls must necessarily be
of different types, ~g = ~αi + ~αj for i 6= j. Let’s consider ~g = ~α1 + ~α2.
The moduli space is simplest to describe if the two domain walls have the same mass,
so ~m · ~αa = ~m · ~αb. The moduli space is
W~α1+~α2 ∼= R×
S1 ×Mcigar
Z2
(4.23)
where the interpretation of the R factor and S1 factor are the same as before. The
relative moduli space has the topology and asymptotic form of a cigar, The relative
Figure 23: The relative moduli space of two domain walls is a cigar.
separation between domain walls is denoted by R. The tip of the cigar, R = 0, corre-
sponds to the two domain walls sitting on top of each other. At this point the relative
phase of the two domain walls degenerates, resulting in a smooth manifold. The metric
on this space has been computed in the e2 → ∞ limit, although it’s not particularly
illuminating [212] and gives a good approximation to the metric at large finite e2 [218].
Asymptotically, it deviates from the flat metric on the cylinder by exponentially sup-
pressed corrections e−R, as one might expect since the profile of the domain walls is
exponentially localized.
4.4 Dyonic Domain Walls
You will have noticed that, rather like monopoles, the domain wall moduli space in-
cludes a phase collective coordinate S1 for each domain wall. For the monopole, excita-
tions along this S1 give rise to dyons, objects with both magnetic and electric charges.
For domain walls, excitations along this S1 also give rise to dyonic objects, now carry-
ing both topological (kink) charge and flavor charge. Abraham and Townsend called
these objects ”Q-kinks” [210].
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First order equations of motion for these dyonic domain walls may be obtained by
completing the square in the Lagrangian (4.1), now looking for configurations that
depend on both x0 and x3, allowing for a non-zero electric field F03. We have
Twall =
∫
dx3
1
e2
Tr

cosαD3φ+ e2
2
(
Nf∑
i=1
|qiq†i − v2)


2
− cosαD3φ (
Nf∑
i=1
qiq
†
i − v2)
+
Nf∑
i=1
(
|D3qi + cosα (φ−mi)qi|2 − cosα (q†i (φ−mi)D3qi + h.c.)
)
+
1
e2
Tr(F03 − sinαD3φ)2 + 1
e2
sinαF03D3φ
+
Nf∑
i=1
(
|D0qi + i sinα(φ−mi)qi|2 − sinα(iq†i (φ−mi)D0qi + h.c)
)
As usual, insisting upon the vanishing of the total squares yields the Bogomoln’yi
equations. These are now to augmented with Gauss’ law,
D3F03 = ie2
Nf∑
i=1
(qiD0q†i − (D0qi)q†i ) (4.24)
Using this, we may re-write the cross terms in the energy-density to find the Bogo-
moln’yi bound,
Twall ≥ ±v2[Trφ]+∞−∞ cosα + (~m · ~S) sinα (4.25)
where ~S is the Noether charge associated to
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Figure 24:
the surviving U(1)Nf−1 flavor symmetry, an Nf -
vector with ith component given by
Si = i(qiD0q†i − (D0qi)q†i ) (4.26)
Maximizing with respect to α results in the Bo-
gomoln’yi bound for dyonic domain walls,
H ≥
√
v4(~m · ~g)2 + (~m · ~S)2 (4.27)
This square-root form is familiar from the spectrum of dyonic monopoles that we saw
in Lecture 2. More on this soon. For now, some further comments, highlighting the
some similarities between dyonic domain walls and monopoles.
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• There is an analog of the Witten effect. In two dimensions, where the domain
walls are particle-like objects, one may add a theta term of the form θF01. This
induces a flavor charge on the domain wall, proportional to its topological charge,
~S ∼ ~g [219].
• One can construct dyonic domain walls with ~g and ~S not parallel if we turn
on complex masses and, correspondingly, consider a complex adjoint scalar φ
[220, 221]. The resulting 1/4 and 1/8-BPS states are the analogs of the 1/4-BPS
monopoles we briefly mentioned in Lecture 2.
• The theory with complex masses also admits interesting domain wall junction
configurations [222, 223]. Most notably, Eto et al. have recently found beautiful
webs of domain walls, reminiscent of (p, q)5-brane webs of IIB string theory, with
complicated moduli as the strands of the web shift, causing cycles to collapse and
grow [224, 225]. Examples include the intricate honeycomb structure shown in
figure 24 (taken from [224]).
Other aspects of these domain walls were discussed in [226, 227, 228, 229, 230]. A
detailed discussed of the mass renormalization of supersymmetric kinks in d = 1 + 1
dimensions can be found in [231, 232].
4.5 The Ordering of Domain Walls
The cigar moduli space for two domain walls illustrates an important point: domain
walls cannot pass each other. In contrast to other solitons, they must satisfy a particular
ordering on the line. This is apparent in the moduli space of two domain walls since
the relative separation takes values in R ∈ R+ rather than R. The picture in spacetime
shown in figure 25.
However, it’s not always true that domain walls cannot pass through each other.
Domain walls which live in different parts of the flavor group, so have ~αi · ~αj = 0, do
not interact so can happily move through each other. When these domain walls are
two of many in a topological sector ~g, an interesting pattern of interlaced walls arises,
determined by which walls bump into each other, and which pass through each other.
This pattern was first explored in [217]. Let’s see how the ordering emerges. Start at
left infinity in a particular vacuum Ξ−. Then each elementary domain wall shifts the
vacuum by increasing a single element ξ(a) ∈ Ξ by one. The restriction that the Nc
elements are distinct means that only certain domain walls can occur. This point is
one that is best illustrated by a simple example:
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Figure 25: Two interacting domain walls cannot pass through each other. The ~α1 domain
wall is always to the left of the ~α2 domain wall.
An Example: Nc = 2, Nf = 4
Consider the domain walls in the U(2) theory with Nf = 4 flavors. We’ll start at left
infinity in the vacuum Ξ− = {1, 2} and end at right infinity in the vacuum Ξ+ = {3, 4}.
There are two different possibilities for the intermediate vacua. They are:
Ξ− = {1, 2} −→ {1, 3} −→ {1, 4} −→ {2, 4} −→ {3, 4} = Ξ+
Ξ− = {1, 2} −→ {1, 3} −→ {2, 3} −→ {2, 4} −→ {3, 4} = Ξ+
In terms of domain walls, these two ordering become,
~α2 −→ ~α3 −→ ~α1 −→ ~α2
~α2 −→ ~α1 −→ ~α3 −→ ~α2 (4.28)
We see that the two ~α2 domain walls must play bookends to the ~α1 and ~α3 domain
walls. However, one expects that these middle two walls are able to pass through each
other.
The General Ordering of Domain Walls
We may generalize the discussion above to deduce the rule for ordering of general
domain walls [217]. One finds that the ni elementary ~αi domain walls must be interlaced
between the ~αi−1 and ~αi+1 domain walls. (Recall that ni = ni+1 or ni = ni+1±1 so the
concept of interlacing is well defined). The final pattern of domain walls is captured in
figure 26, where x3 is now plotted horizontally and the vertical position of the domain
wall simply denotes its type. We shall see this vertical position take on life in the
D-brane set-up we describe shortly.
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Figure 26: The ordering of many domain walls. The horizontal direction is their position,
while the vertical denotes the type of domain wall.
Notice that the ~α1 domain wall is trapped between the two ~α2 domain walls. These
in turn are trapped between the three ~α3 domain walls. However, the relative positions
of the ~α1 and middle ~α3 domain walls are not fixed: these objects can pass through
each other.
4.6 What Became Of......
Now let’s play our favorite game and ask what happened to the other solitons now that
we’ve turned on the masses. We start with.....
4.6.1 Vortices
The vortices described in the previous lecture enjoyed zero modes arising from their
embedding in SU(N)diag ⊂ U(Nc)× SU(Nf ). Let go back to the situation with Nf =
Nc = N , but with the extra terms from (4.1) added to the Lagrangian,
V =
1
e2
Tr (Dµφ)2 +
N∑
i=1
q†i (φ−mi)2qi (4.29)
As we’ve seen, this mass term breaks SU(N)diag → U(1)N−1diag , which means we can no
longer rotate the orientation of the vortices within the gauge and flavor groups. We
learn that the masses are likely to lift some zero modes of the vortex moduli space
[233, 158, 177].
The vortex solutions that survive are those whose energy isn’t increased by the extra
terms in V above. Or, in other words, those vortex configurations which vanish when
evaluated on V above. If we don’t want the vortex to pick up extra energy from the
kinetic terms Dφ2, we need to keep φ in its vacuum,
φ = diag(φ1, . . . , φN) (4.30)
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which means that only the components qai ∼ δai can turn on keeping V = 0.
For the single vortex k = 1 in U(N), this means that the internal moduli space
CP
N−1 is lifted, leaving behind N different vortex strings, each with magnetic field in
a different diagonal component of the gauge group,
B3 = diag(0, . . . , B
⋆
3 , . . . , 0)
q = diag(v, . . . , q⋆, . . . , v) (4.31)
In summary, rather than having a moduli space of vortex strings, we are left with N
different vortex strings, each carrying magnetic flux in a different U(1) ⊂ U(N).
How do we see this from the perspective of the vortex worldsheet? We can re-derive
the vortex theory using the brane construction of the previous lecture, but now with the
D6-branes separated in the x4 direction, providing masses mi for the hypermultiplets qi.
After performing the relevant brane-game manipulations, we find that these translate
into masses mi for the chiral multiplets in the vortex theory. The potential for the
vortex theory (3.30) is replaced by,
V =
1
g2
Tr |[σ, σ†]|2 + Tr |[σ, Z]|2 + Tr |[σ, Z†]|2
+
N∑
a=1
ψ†a(σ −ma)2ψa +
g2
2
Tr
(∑
a
ψaψ
†
a + [Z,Z
†]− r 1k
)2
(4.32)
where r = 2π/e2 as before. The masses mi of the four-dimensional theory have de-
scended to masses ma on the vortex worldsheet.
To see the implications of this, consider the theory on a single k = 1 vortex. The
potential is simply,
Vk=1 =
N∑
a=1
(σ −ma)2|ψa|2 + g
2
2
(
N∑
a=1
|ψa|2 − r)2 (4.33)
Whereas before we could set σ = 0, leaving ψa to parameterize CP
N−1, now the Higgs
branch is lifted. We have instead N isolated vacua,
σ = ma , |ψb|2 = rδab (4.34)
These correspond to the N different vortex strings we saw above.
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A Potential on the Vortex Moduli Space
We can view the masses mi as inducing a potential on the Higgs branch of the vortex
theory after integrating out σ. This potential is equal to the length of Killing vectors
on the Higgs branch associated to the U(1)N−1 ⊂ SU(N)diag isometry. This is the same
story we saw in Lecture 2.6, where the a vev for φ induced a potential on the instanton
moduli space.
In fact, just as we saw for instantons, this result can also be derived directly within
the field theory itself [177]. Suppose we fix a vortex configuration (Az, q) that solves
the vortex equations before we introduce masses. We want to determine how much the
new terms (4.29) lift the energy of this vortex. We minimize V by solving the equation
of motion for φ in the background of the vortex,
D2φ = e
2
2
N∑
i=1
{φ, qiq†i } − 2qiq†imi (4.35)
subject to the vev boundary condition φ→ diag(m1, . . . , mN) as r →∞. But we have
seen this equation before! It is precisely the equation (3.21) that an orientational zero
mode of the vortex must satisfy. This means that we can write the excess energy of
the vortex in terms of the relevant orientational zero mode
V =
∫
d2x
2
e2
Tr δAz δAz¯ +
1
2
N∑
i=1
δqi δq
†
i (4.36)
for the particular orientation zero mode δAz = Dzφ and δqi = i(φqi − qimi). We can
give a nicer geometrical interpretation to this following the discussion in Section 2.6.
Denote the Cartan subalgebra of SU(N)diag as ~H, and the associated Killing vectors
on Vk,N as ~kα. Then, since φ generates the transformation ~m · ~H, we can express our
zero mode in terms of the basis δAz = (~m · ~kα) δαAz and δqi = (~m · ~kα) δαqi. Putting
this in our potential and performing the integral over the zero modes, we have the final
expression
V = gαβ (~m · ~kα) (~m · ~kβ) (4.37)
This potential vanishes at the fixed points of the U(1)N−1 action. For the one-vortex
moduli space CPN−1, it’s not hard to see that this gives rise to the N vacuum states
described above (4.34).
4.6.2 Monopoles
To see where the monopoles have gone, it’s best if we first look at the vortex worldsheet
theory [233]. This is now have a d = 1 + 1 dimensional theory with isolated vacua,
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guaranteeing the existence of domain wall, or kink, in the worldsheet. In fact, for a
single k = 1 vortex, the theory on the worldsheet is precisely of the form (4.1) that
we started with at the beginning of this lecture. (For k > 1, the presence of the
adjoint scalar Z means that isn’t precisely the same action, but is closely related). The
equations describing kinks on the worldsheet are the same as (4.10),
∂3σ = g
2(
N∑
a=1
|ψa|2 − r) , D3ψa = (σ −ma)ψa (4.38)
where we should take the limit g2 →∞, in which the first equation becomes algebraic.
What’s the interpretation of this kink on the worldsheet? We can start by examining
its mass,
Mkink = (~m · ~g) r = 2π
e2
(~φ · ~g) =Mmono (4.39)
So the kink has the same mass as the monopole! In fact, it also has the same quantum
numbers. To see this, recall that the different vacua on the vortex string correspond
to flux tubes lying in different U(1) ⊂ U(N) subgroups. For example, for N = 2, the
kink must take the form shown in figure 27. So whatever the kink is, it must soak
B=( 10 ) B=(1 )0
kink x
3
Figure 27: The kink on the vortex string.
up magnetic field B = diag(0, 1) and spit out magnetic field B = diag(1, 0). In other
words, it is a source for the magnetic field B = diag(1,−1). This is precisely the
magnetic field sourced by an SU(2) ’t Hooft-Polyakov monopole.
What’s happening here? We are dealing with a theory with a mass gap, so any
magnetic monopole that lives in the bulk can’t emit a long-range radial magnetic field
since the photon can’t propagate. We’re witnessing the Meissner effect in a non-abelian
superconductor. The monopole is confined, its magnetic field departing in two semi-
classical flux tubes. This effect is, of course, well known and it is conjectured that a dual
effect leads to the confinement of quarks in QCD. Here we have a simple, semi-classical
realization in which to explore this scenario.
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Can we find the monopole in the d = 3 + 1 dimensional bulk? Although no solution
is known, it turns out that we can write down the Bogomoln’yi equations describing
the configuration [233]. Let’s go back to our action (4.1) and complete the square in a
different way. We now insist only that ∂0 = A0 = 0, and write the Hamiltonian as,
H =
∫
d3x
1
e2
Tr
[
(D1φ+B1)2 + (D2 +B2)2 + (D3φ+B3 − e
2
2
(
N∑
i=1
qiq
†
i − v2))2
]
+
N∑
i=1
|(D1 − iD2)qi|2 +
N∑
i=1
|D3qi − (φ−mi)qi|2 + Tr [−v2B3 − 2
e2
∂i(φBi)]
≥
(∫
dx3 Tvortex
)
+Mmono (4.40)
where the inequality is saturated when the terms in the brackets vanish,
D1φ+B1 = 0 , D1qi = iD2qi
D2φ+B2 = 0 , D3qi = (φ−mi)qi (4.41)
D3φ+B3 = e
2
2
(
N∑
i=1
qiq
†
i − v2)
As you can see, these are an interesting mix of the monopole equations and the vortex
equations. In fact, they also include the domain wall equations — we’ll see the meaning
of this when we come to discuss the applications. These equations should be thought
of as the master equations for BPS solitons, reducing to the other equations in various
limits. Notice moreover that these equations are over-determined, but it’s simple to
check that they satisfy the necessary integrability conditions to admit solutions. How-
ever, no non-trivial solutions are known analytically. (Recall that even the solution for
a single vortex is not known in closed form). We expect that there exist solutions that
look like figure 28.
The above discussion was for k = 1 and Nf = Nc. Extensions to k ≥ 2 and also
to Nf ≥ Nc also exist, although the presence of the adjoint scalar Z on the vortex
worldvolume means that the kinks on the string aren’t quite the same as the domain
wall equations (4.10). But if we set Z = 0, so that the strings lie on top of each other,
then the discussion of domain walls in four-dimensions carries over to kinks on the
string. In fact, it’s not hard to check that we’ve chosen our notation wisely: magnetic
monopoles of charge ~g descend to kinks on the vortex strings with topological charge
~g.
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Figure 28: The confined magnetic monopole.
In summary,
Kink on the Vortex String = Confined Magnetic Monopole
The BPS confined monopole was first described in [233], but the idea that kinks on
string should be interpreted as confined monopoles arose previously in [234] in the
context of ZN flux tubes. More recently, confined monopoles have been explored in
several different theories [235, 236, 237, 238]. We’ll devote Section 4.7 to more discussion
on this topic.
4.6.3 Instantons
We now ask what became of instantons. At first glance, it doesn’t look promising
for the instanton! In the bulk, the FI term v2 breaks the gauge group, causing the
instanton to shrink. And the presence of the masses means that even in the center of
various solitons, there’s only a U(1) restored, not enough to support an instanton. For
example, an instanton wishing to nestle within the core of the vortex string shrinks to
vanishing size and it looks as if the theory (4.1) admits only singular, small instantons.
While the above paragraph is true, it also tells us how we should change our theory
to allow the instantons to return: we should consider non-generic mass parameters,
so that the SU(Nf ) flavor symmetry isn’t broken to the maximal torus, but to some
non-abelian subgroup. Let’s return to the example discussed in Section 4.5: U(2) gauge
theory with Nf = 4 flavors. Rather than setting all masses to be different, we chose
m1 = m2 = m and m3 = m4 = −m. In this limit, the breaking of the flavor symmetry
is SU(4)→ S[U(2)× U(2)], and this has interesting consequences.
To find our instantons, we look at the domain wall which interpolates between the
two vacua φ = m12 and φ = −m12. When all masses were distinct, this domain wall
had 8 collective coordinates which had the interpretation of the position and phase of 4
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elementary domain walls (4.28). Now that we have non-generic masses, the domain wall
retains all 8 collective coordinates, but some develop a rather different interpretation:
they correspond to new orientation modes in the unbroken flavor group. In this way,
part of the domain wall theory becomes the SU(2) chiral Lagrangian [239].
Inside the domain wall, the non-abelian gauge symmetry is restored, and the instan-
tons may safely nestle there, finding refuge from the symmetry breaking of the bulk.
One can show that, from the perspective of the domain wall worldvolume theory, they
appear as Skyrmions [240]. Indeed, closer inspection reveals that the low-energy dy-
namics of the domain wall also includes a four derivative term necessary to stabilize the
Skyrmion, and one can successfully compare the action of the instanton and Skyrmion.
The relationship between instantons and Skyrmions was first noted long ago by Atiyah
and Manton [241], and has been studied recently in the context of deconstruction
[242, 243, 244].
4.7 The Quantum Vortex String
So far our discussion has been entirely classical. Let’s now turn to the quantum theory.
We have already covered all the necessary material to explain the main result. The
basic idea is that d = 1 + 1 worldsheet theory on the vortex string captures quantum
information about the d = 3 + 1 dimensional theory in which it’s embedded. If we
want certain information about the 4d theory, we can extract it using much simpler
calculations in the 2d worldsheet theory.
I won’t present all the calculations here, but instead simply give a flavor of the
results [158, 177]. The precise relationship here holds for N = 2 theories in d = 3 + 1,
corresponding to N = (2, 2) theories on the vortex worldsheet. The first hint that
the 2d theory contains some information about the 4d theory in which its embedded
comes from looking at the relationship between the 2d FI parameter and the 4d gauge
coupling,
r =
4π
e2
(4.42)
This is a statement about the classical vortex solution. Both e2 in 4d and r in 2d run
at one-loop. However, the relationship (4.42) is preserved under RG flow since the beta
functions computed in 2d and 4d coincide,
r(µ) = r0 − Nc
2π
log
(
µUV
µ
)
(4.43)
This ensures that both 4d and 2d theories hit strong coupling at the same scale Λ =
µ exp(−2πr/Nc).
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Exact results about the 4d theory can be extracted using the Seiberg-Witten solution
[132]. In particular, this allows us to determine the spectrum of BPS states in the
theory. Similarly, the exact spectrum of the 2d theory can also be determined by
computing the twisted superpotential [219, 245]. The punchline is that the spectrum
of the two theories coincide. Let’s see what this means. We saw in (4.39) that the
classical kink mass coincides with the classical monopole mass
Mkink = Mmono (4.44)
This equality is preserved at the quantum level. Let me stress the meaning of this. The
left-hand side is computed in the d = 1+ 1 dimensional theory. When (mi−mj)≫ Λ,
this theory is weakly coupled andMkink receives a one-loop correction (with, obviously,
two-dimensional momenta flowing in the loop). Although supersymmetry forbids higher
loop corrections, there are an infinite series of worldsheet instanton contributions. The
final expression for the mass of the kink schematically of the form,
M =Mclas +Mone−loop +
∞∑
n=1
Mn−inst (4.45)
The right-hand-side of (4.44) is computed in the d = 3+1 dimensional theory, which is
also weakly coupled for (mi−mJ )≫ Λ. The monopole massMmono receives corrections
at one-loop (now integrating over four-dimensional momenta), followed by an infinite
series of Yang-Mills instanton corrections. And term by term these two series agree!
The agreement of the worldsheet and Yang-Mills instanton expansions apparently
has its microscopic origin in the results if the previous lecture. Recall that performing
an instanton computation requires integration over the moduli space (V for the world-
sheet instantons; I for Yang-Mills). Localization theorems hold when performing the
integrals over Ik,N in N = 2 super Yang-Mills, and the final answer contains contribu-
tions from only a finite number of points in Ik,N [46]. It is simple to check that all of
these points lie on Vk,N which, as we have seen, is a submanifold of Ik,N .
The equation (4.44) also holds in strong coupling regimes of the 2d and 4d theo-
ries where no perturbative expansion is available. Nevertheless, exact results allow
the masses of BPS states to be computed and successfully compared. Moreover, the
quantum correspondence between the masses of kinks and monopoles is not the only
agreement between the two theories. Other results include:
• The elementary internal excitations of the string can be identified with W-bosons
of the 4d theory. When in the bulk, away from the string, these W-bosons are
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non-BPS. But they can reduce their mass by taking refuge in the core of the
vortex whereupon they regain their BPS status.
This highlights an important point: the spectrum of the 4d theory, both for
monopoles and W-bosons, is calculated in the Coulomb phase, when the FI param-
eter v2 = 0. However, the vortex string exists only in the Higgs phase v2 6= 0. What’s
going on? A heuristic explanation is as follows: inside the vortex, the Higgs field q dips
to zero and the gauge symmetry is restored. The vortex theory captures information
about the 4d theory on its Coulomb branch.
• As we saw in Sections 2.3 and 4.4, both the 4d theory and the 2d theory contain
dyons. We’ve already seen that the spectrum of both these objects is given by
the ”square-root” formula (2.41) and (4.27). Again, these agree at the quantum
level.
• Both theories manifest the Witten effect: adding a theta angle to the 4d theory
induces an electric charge on the monopole, shifting its mass. This also induces
a theta angle on the vortex worldsheet and, hence, turns the kinks into dyons.
• We have here described the theory with Nf = Nc. For Nf > NC , the story can be
repeated and again the spectrum of the vortex string coincides with the spectrum
of the 4d theory in which it’s embedded.
In summary, we have known for over 20 years that gauge theories in 4d share many
qualitative features with sigma models in 2d, including asymptotic freedom, a dy-
namically generated mass gap, large N expansions, anomalies and the presences of
instantons. However, the vortex string provides a quantitative relationship between
the two: in this case, they share the same quantum spectrum.
4.8 The Brane Construction
In Lecture 3, we derived the brane construction for U(Nc) gauge theory with Nf hyper-
multiplets. To add masses, one must separate the hypermultiplets in the x4 direction.
One can now see the number of vacua (4.6) since each of the Nc D4-branes must end
on one of the Nf D6-branes.
To describe a domain wall, the D4-branes must start in one vacua, Ξ− at x3 → −∞,
and interpolate to the final vacua Ξ+ as x
3 → +∞. Viewing this integrated over all
x3, we have the picture shown in figure 29. To extract the dynamics of domain walls,
we need to understand the worldvolume theory of the curved D4-brane. This isn’t
at all clear. Related issues have troubled previous attempts to extract domain wall
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Figure 29: The D-brane configuration for an elementary ~g = ~α1 domain wall when Nc = 1
and Nf = 3.
dynamics from D-brane set-up [246, 247], although some qualitative features can be
seen. However, we can make progress by studying this system in the limit e2 → ∞,
so that the two NS5-branes and the Nf D6-branes lie coincident in the x
6 direction
[248]. The portions of the D4-branes stretched in x6 vanish, and we’re left with D4-
branes with worldvolume 01249, trapped in squares in the 49 directions where they are
sandwiched between the NS5 and D6-branes. Returning to the system of domain walls
in an arbitrary topological sector ~g =
∑
i ni~αi, we have the system drawn in figure 30.
x
x4
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m m m m m m1 2 3 5 64
Figure 30: The D-brane configuration in the e2 →∞ limit.
We can now read off the gauge theory living on the D4-branes. One might expect
that it is of the form
∏
i U(ni). This is essentially correct. The NS5-branes project
out the A9 component of the gauge field, however the A4 component survives and each
U(na) gauge theory lives in the interval mi ≤ x4 ≤ mi+1. In each segment, we have A4
– 113 –
and X3, each an ni × ni matrix. These fields satisfy
dX3
dx4
− i[A4, X3] = 0 (4.46)
modulo U(ni) gauge transformations acting on the interval mi ≤ x4 ≤ mi+1, and
vanishing at the boundaries. These equations are kind of trivial: the interesting details
lie in the boundary conditions. As in the case of monopoles, the interactions between
neighbouring segments depends on the relative size of the matrices:
ni = ni+1: The U(ni) gauge symmetry is extended to the interval mi ≤ x4 ≤ mi+2
and an impurity is added to the right-hand-side of Nahm’s equations, which now read
dX3
dx4
− i[A4, X3] = ψψ†δ(x4 −mi+1) (4.47)
where the impurity degree of freedom ψ transforms in the fundamental representation of
the U(ni) gauge group, ensuring the combination ψψ
† is a ni×ni matrix transforming,
like X1, in the adjoint representation. These ψ degrees of freedom are chiral multiplets
which survive the NS5-brane projection.
ni = ni+1 − 1: In this case X3 → (X3)−, a ni × ni matrix, as x4 → (mi)− from the
left. To the right of mi, X3 is a (ni + 1)× (ni + 1) matrix obeying
X3 →
(
y a†
a (X)−
)
as x4 → (mi)+ (4.48)
where yµ ∈ R and each aµ is a complex ni-vector. The obvious analog of this boundary
condition holds when ni = ni+1 + 1.
These boundary conditions are obviously related to the Nahm boundary conditions
for monopoles that we met in Lecture 2.
4.8.1 The Ordering of Domain Walls Revisited
We now come to the important point: the ordering of domain walls. Let’s see how the
brane construction captures this. We can use the gauge transformations to make A4
constant over the interval mi ≤ x4 ≤ mi+1. Then (4.46) can be trivially integrated in
each segment to give
X3(x
4) = eiA4x
4
Xˆ3e
−iA4x4 (4.49)
Then the positions of the ~αi domain walls are given by the eigenvalues of X3 restricted
to the intervalmi ≤ x4 ≤ mi+1. Let us denote this matrix asX(i)3 and the eigenvalues as
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λ
(i)
m , where m = 1, . . . ni. We have similar notation for the ~αi+1 domain walls. Suppose
first that ni = ni+1. Then the impurity (4.47) relates the two sets of eigenvalues by the
jumping condition
X
(i+1)
1 = X
(i)
1 + ψψ
† (4.50)
We will now show that this jumping condition (4.50) correctly captures the interlacing
nature of neighboring domain walls.
To see this, consider firstly the situation in which ψ†ψ ≪ ∆λ(i)m so that the matrix ψψ†
may be treated as a small perturbation of X
(i)
1 . The positivity of ψψ
† ensures that each
λ
(i+1)
m ≥ λ(i)m . Moreover, it is simple to show that the λ(i+1)m increase monotonically with
ψ†ψ. This leaves us to consider the other extreme, in which ψ†ψ →∞. It this limit ψ
becomes one of the eigenvectors of X
(i+1)
1 with corresponding eigenvalue λ
(i+1)
ni = ψ
†ψ,
corresponding to the limit in which the last domain wall is taken to infinity. What we
want to show is that the remaining ni − 1 ~αi+1 domain walls are trapped between the
ni ~αi domain walls as depicted in figure 26. Define the ni × ni projection operator
P = 1− ψˆψˆ† (4.51)
where ψˆ = ψ/
√
ψ†ψ. The positions of the remaining (ni − 1) ~αi+1 domain walls are
given by the (non-zero) eigenvalues of PX
(i)
1 P . We must show that, given a rank n
hermitian matrix X, the eigenvalues of PXP are trapped between the eigenvalues of
X. This well known property of hermitian matrices is simple to show:
det(PXP − µ) = det(XP − µ)
= det(X − µ−Xψˆψˆ†)
= det(X − µ) det(1− (X − µ)−1Xψˆψˆ†)
Since ψˆψˆ† is rank one, we can write this as
det(PXP − µ) = det(X − µ) [1− Tr((X − µ)−1Xψˆψˆ†)]
= −µ det(X − µ) Tr((X − µ)−1ψˆψˆ†)
= −µ
[
n∏
m=1
(λm − µ)
] [
n∑
m=1
|ψˆm|2
λm − µ
]
(4.52)
where ψˆm is the m
th component of the vector ψ. We learn that PXP has one zero
eigenvalue while, if the eigenvalues λm of X are distinct, then the eigenvalues of PXP
lie at the roots the function
R(µ) =
n∑
m=1
|ψˆm|2
λm − µ (4.53)
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The roots of R(µ) indeed lie between the eigenvalues λm. This completes the proof
that the impurities (4.47) capture the correct ordering of the domain walls.
The same argument shows that the boundary condition (4.48) gives rise to the correct
ordering of domain walls when ni+1 = ni + 1, with the ~αi domain walls interlaced
between the ~αi+1 domains walls. Indeed, it is not hard to show that (4.48) arises from
(4.47) in the limit that one of the domain walls is taken to infinity.
4.8.2 The Relationship to Monopoles
You will have noticed that the brane construction above is closely related to the Nahm
construction we discussed in Lecture 2. In fact, just as the vortex moduli space Vk,N
is related to the instanton moduli space Ik,N , so the domain wall moduli space W~g is
related to the monopole moduli spaceM~g. The domain wall theory is roughly a subset
of the monopole theory. Correspondingly, the domain wall moduli space is a complex
submanifold of the monopole moduli space. To make this more precise, consider the
isometry rotating the monopoles in the x1−x2 plane (mixed with a suitable U(1) gauge
action). It we denote the corresponding Killing vector as h, then
W~g ∼= M~g|h=0 (4.54)
This is the analog of equation (3.36), relating the vortex and instanton moduli spaces.
Nahm’s equations have appeared previously in describing domain walls in the N = 1⋆
theory [249]. I don’t know how those domain walls are related to the ones discussed
here.
4.9 Applications
We’ve already seen one application of kinks in section 4.7, deriving a relationship
between 2d sigma models and 4d gauge theories. I’ll end with a couple of further
interesting applications.
4.9.1 Domain Walls and the 2d Black Hole
Recall that we saw in Section 4.3.2 that the relative moduli space of a two domain
walls with charge ~g = ~α1 + ~α2 is the cigar shown in figure 22. Suppose we consider
domain walls as strings in a d = 2 + 1 dimensional theory, so that the worldvolume
of the domain walls is d = 1 + 1 dimensional. Then the low-energy dynamics of two
domain walls is described by a sigma-model on the cigar.
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There is a very famous conformal field theory with a cigar target space. It is known
as the two-dimensional black hole [250]. It has metric,
ds2BH = k
2[dR2 + tanh2R dθ2] (4.55)
The non-trivial curvature at the tip of the cigar is cancelled by a dilaton which has the
profile
Φ = Φ0 − 2 coshR (4.56)
So is the dynamics of the domain wall system determined by this conformal field theory?
Well, not so obviously: the metric on the domain wall moduli space W~α1+~α2 does
not coincide with (4.55). However, d = 1 + 1 dimensional theory is not conformal
and the metric flows as we move towards the infra-red. There is a subtlety with the
dilaton which one can evade by endowing the coordinate R with a suitable anomalous
transformation under RG flow. With this caveat, it can be shown that the theory on
two domain walls in d = 2 + 1 dimensions does indeed flow towards the conformal
theory of the black hole with the identification k = 2v2/m [251].
The conformal field theory of the 2d black hole is dual to Liouville theory [252, 253].
If we deal with supersymmetric theories, this N = (2, 2) conformal field theory has
Lagrangian
LLiouville =
∫
d4θ
1
2k
|Y |2 + µ
2
∫
d2θ e−Y + h.c. (4.57)
and the equivalence between the two theories was proven using the techniques of mirror
symmetry in [254]. In fact, one can also prove this duality by studying the dynamics
of domain walls. Which is rather cute. We work with the N = 4 (eight supercharges)
U(1) gauge theory in d = 2+1 with Nf charged hypermultiplets. As we sketched above,
if we quantize the low-energy dynamics of the domain walls, we find the N = (2, 2)
conformal theory on the cigar. However, there is an alternative way to proceed: we
could choose first to integrate out some of the matter in three dimensions. Let’s get
rid of the charged hypermultiplets to leave a low-energy effective action for the vector
multiplet. As well as the gauge field, the vector multiplet contains a triplet of real
scalars φ, the first of which is identified with the φ we met in (4.1). The low-energy
dynamics of this effective theory in d = 2 + 1 dimensions can be shown to be
Leff = H(φ) ∂µφ · ∂µφ+H−1(φ)(∂µσ + ω · ∂µφ)2 − v4H−1 (4.58)
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Here σ is the dual photon (see (2.62)) and ∇× ω = ∇H , while the harmonic function
H includes the corrections from integrating out the Nf hypermultiplets,
H(φ) =
1
e2
+
Nf∑
i=1
1
|φ−mi| (4.59)
where each triplet mi is given by mi = (mi, 0, 0). We can now look for domain walls in
this d = 2+1 effective theory. Since we want to study two domain walls, let’s setNf = 3.
We see that the theory then has three, isolated vacua, at φ = (φ, 0, 0) = (mi, 0, 0).
We now want to study the domain wall that interpolates between the two outer vacua
φ = m1 and φ = m3. It’s not hard to show that, in contrast to the microscopic theory
(4.1), there is no domain wall solutions interpolating between these vacua. One can
find a ~α1 domain wall interpolating between φ = m1 and φ = m2. There is also a ~α2
domain wall interpolating between φ = m2 and φ = m3. But no ~α1 + ~α2 domain wall
between the two extremal vacua φ = m1 and φ = m3. The reason is essentially that
only a single scalar, φ, changes in the domain wall profile, with equations of motion
given by flow equations,
∂3φ = v
2H−1(φ) (4.60)
But since we have only a single scalar field, it must actually pass through the middle
vacuum (as opposed to merely getting close) at which point the flow equations tell us
∂3φ = 0 and it doesn’t move anymore.
Although there is no solution interpolating between φ = m1 and φ = m2, one can al-
ways write down an approximate solution simply by superposing the ~α1 and ~α2 domain
walls in such a way that they are well separated. One can then watch the evolution
of this configuration under the equations of motion and, from this, extract an effective
force between the domain wall [255]. For the case in hand, this calculation was per-
formed in [251], where it was shown that the force is precisely that arising from the
Liouville Lagrangian (4.57). In this way, we can use the dynamics of domain walls to
derive the mirror symmetry between the cigar and Liouville theory.
4.9.2 Field Theory D-Branes
As we saw in Section 4.3.2 of this lecture, the moduli space of a single domain wall
is W ∼= R × S1. This means that the theory living on the d = 2 + 1 dimensional
worldvolume of the domain wall contains a scalar X, corresponding to fluctuations of
the domain wall in the x3 direction, together with a periodic scalar θ determining the
phase of the wall. But in d = 2 + 1 dimensions, a periodic scalar can be dualized in
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favor of a photon living on the wall 4πv2∂µθ = ǫµνρF
νρ. Thus the low-energy dynamics
of the wall can alternatively be described by a free U(1) gauge theory with a neutral
scalar X,
Lwall =
1
2
Twall
(
(∂µX)
2 +
1
16π2v4
FµνF
µν
)
(4.61)
This is related to the mechanism for gauge field localization described in [256].
As we have seen above, the theory also contains vortex strings. These vortex strings
can end on the domain wall, where their ends are electrically charged. In other words,
the domain walls are semi-classical D-branes for the vortex strings. These D-branes
were first studied in [257, 211, 239]. (Semi-classical D-brane configurations in other
theories have been studied in [258, 259, 260] in situations without the worldvolume
gauge field). The simplest way to see that the domain wall is D-brane is using the BIon
spike described in Section 2.7.4, where we described monopole as D-branes in d = 5+1
dimensions.
We can also see this D-brane solution from the perspective of the bulk theory. In fact,
the solution obeys the equations (4.41) that we wrote down before. To see this, let’s
complete the square again but we should be more careful in keeping total derivatives.
In a theory with multiple vacua, we have
H =
∫
d3x
1
2e2
Tr
[
(D1φ+B1)2 + (D2 +B2)2 + (D3φ+B3 − e2(
N∑
i=1
qiq
†
i − v2))2
]
+
N∑
i=1
|(D1 − iD2)qi|2 +
N∑
i=1
|D3qi − (φ−mi)qi|2 + Tr [−v2B3 − 1
e2
∂i(φBi) + v
2∂3φ]
≥
(∫
dx1dx2 Twall
)
+
(∫
dx3 Tvortex
)
+Mmono (4.62)
and we indeed find the central charge appropriate for the domain wall. In fact these
equations were first discovered in abelian theories to describe D-brane objects [211].
These equations have been solved analytically in the limit e2 →∞ [257, 229]. More-
over, when multiple domain walls are placed in parallel along the line, one can con-
struct solutions with many vortex strings stretched between them as figure 31, taken
from [229], graphically illustrates.
Some final points on the field theoretic D-branes
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Figure 31: Plot of a field theoretic D-brane configuration [229].
• In each vacuum there are Nc different vortex strings. Not all of them can end on
the bordering domain walls. There exist selection rules describing which vortex
string can end on a given wall. For the ~αi domain wall, the string associated to qi
can end from the left, while the string associated to qi+1 can end from the right
[214].
• For finite e2, there is a negative binding energy when the string attaches itself to
the domain wall, arising from the monopole central charge in (4.62). Known as
a boojum, it was studied in this context in [214, 261]. (The name boojum was
given by Mermin to a related configuration in superfluid 3He [262]).
• One can develop an open string description of the domain wall dynamics, in which
the motion of the walls is governed by the quantum effects of new light states
that appear as the walls approach. Chern-Simons interactions on the domain wall
worldvolume are responsible for stopping the walls from passing. Details can be
found in [263].
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