A. Summary.
A significant problem in topology is the classification of wild arcs in S3. The first fundamental paper in this area was written by Fox and Artin in 1948 [13] . There the authors developed rigorous algebraic means for demonstrating the nontameness of arcs. Some time later (1962) Fox and Harrold [14] succeeded in completely classifying a special class of wild arcs, the Wilder arcs. In 1960 Brody [6] developed invariants of infinitely generated modules and used such invariants to distinguish wild knots. Finally, in 1962 ( [1] , [2] ) Alford and Ball constructed a geometric invariant, the penetration index, capable of distinguishing a large class of wild arcs.
In this paper we develop algebraic means for distinguishing wild arcs in S3 which go significantly beyond previously known methods. Unlike most of the above authors we consider the problem from a local rather than a global standpoint.
The first three sections of this paper are devoted to extending and refining Brody's algebraic techniques [6] .
In §IV, a fundamental invariance theorem (IV.B.3) is proven, i.e., (roughly) if p is an isolated singular interior point of an arc k and U is an arbitrary suitably nice neighborhood of p, then the fundamental group U{U-k) of U -k modulo an equivalence relation, called local equivalence, is an invariant of the singularity/?. Thus, the invariants of \~\{U -k) modulo local equivalence, i.e., the module 9JÎ (associated with U{U -k)) modulo an equivalence relation (III. In §V some applications are considered. First (V.A) the algebraic invariants of Wilder arcs are found to have some pleasant properties (V.A.5). Moreover, the algebraic analogue (V.A.6) to the geometric classification of Wilder arcs [14] is Presented to the Society, January 29, 1965; received by the editors October 11, 1965. (')The results in this paper are from my doctoral dissertation, submitted to Princeton University in September, 1964 . I am especially grateful to my dissertation advisor Professor Ralph H. Fox for suggesting the topic from which this paper evolved and for his more than helpful direction and suggestions. I am grateful to Professors C. Papakyriakopoulos, J. Stallings, and H. Trotter for some very stimulating and rewarding conversations.
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presented. Next (V.B, V.C) two different types of compositions of arcs are considered (each analogous to the composition of tame knots). The algebraic invariants of such composites are shown (V.B.5, V.C.10, V.C.I 1) to be computable from the algebraic invariants of their factors. In studying such arc composites, we find (V.B.7, V.C.12, V.C. 13) that there is very little relation between the algebraic invariants of this paper and the penetration index of Alford and Ball ([1] , [2] ). Finally in V.D., the algebraic invariants of a number of examples are computed. B. Preliminaries. Before proceeding to the main body of this paper, a few preliminary definitions are necessary.
Definition. Let k and k! be oriented arcs in S3 and let p and /?' be points of k and k' respectively, k at p is of the same local type as k' at p' if there are open neighborhoods U of p and U' of /?' and an orientation preserving homeomorphism of U onto U' (where U and U' each inherit their orientation from that of S3) that maps (Unk,p) onto (U nk', p').
Definition. Let p be a point of an arc k in S3, k is locally tame at p if there exists a neighborhood U of p and a homeomorphism hp of the closure U of U into S3 such that hp(U n k) is a polyhedron ([4, p. 146]). If k is locally tame at p, then p is a tame point of k. If not, p is a wild point of k. A wild point p of k is a singular point if there exists a neighborhood of/? containing no other wild point of k.
Definition, k at/? is of the trivial local type if /? is a tame point of k. Obviously, there are exactly two trivial local types, corresponding to terminal and interior points of arcs.
In terms of the above definitions the scope of this paper is restricted to the development of algebraic invariants of the local types of oriented arcs at singular or tame interior points.
For purposes of simplification the following two conventions are made. First, only arcs with at most one wild point will be considered. This entails no loss in generality; for if/? is a singular point of an arc k, then there is a subarc k! of k of the same local type at /? having p as its only wild point. Second, all results are stated for singular points of arcs, although they are obviously also valid for tame points.
I. Ideal topologies. In this and the next two sections Brody's algebraic theory [6] is extended. Throughout these sections R will denote a countable Noetherian unique factorization domain. Since all proofs in this section are of a straightforward nature, they have been omitted.
A. Introduction. 1. Definition. A topology / on R is an ideal topology if there exists a collection of ideals {/"} such that the collection {a + Ia : ae R,Iae {Ia}} forms a basis for the open sets of /.
2. Remark. Obviously, every ideal neighborhood basis about zero for an ideal topology uniquely determines that topology.
3. Remark. 7? together with an ideal topology forms a topological ring.
4. If{Ia} is a collection of ideals of R such that the intersection of any two members of this collection contains a third, then {Ia} may be considered as a basis of neighborhoods about zero of an ideal topology.
B. The calculus of ideal topologies. For notation not defined herein please refer to [6, §l] .
Let {Ia} be a family of ideal topologies and for each a let {Ißa} be an ideal basis of neighborhoods about zero for Ia.
1. Definition. The supremum of the family {Ia}, written Ç) Ia, is the coarsest ideal topology finer than all Ia, i.e., the supremum with respect to the ordering >-.
It can easily be verified that the collection of all finite intersections of the ideals {Ißa} is an ideal neighborhood basis about zero for f\ Ia; hence, the notation.
2. Definition. The product of the family {Ia}, written ]~l 4, or as 4 -/2.In in case the family is finite, is the ideal topology having as an ideal neighborhood basis about zero the collection of all finite products Py of the ideals {Ißa} such that each factor IScc of Py is from a differently indexed ideal topology.
3. Definition. The sum of the family {Ia}, written 24 or 4+4 + • • • + 4 m case the family is finite, is the finest ideal topology coarser than all Ia, i.e., the infimum with respect to the ordering >-.
It readily follows that the collection of all ideals of the form 2 4, 4 e {Ißa}ß, summed over all a, is an ideal neighborhood basis about zero for 2 4; hence, the notation.
C. Principal ideal topologies. 1. Definition. A principal ideal topology is an ideal topology having a collection of principal ideals as one of its ideal neighborhood bases about zero.
2. Notation. Let p be an element of R. Henceforth, p will also denote the principal ideal topology having {(/?)} as an ideal neighborhood basis about zero, where {p) denotes the ideal generated by p. Hence, {(/?")} is an ideal basis of pn =pp.p (« factors) and {(/?), {p2), {p3),...} is an ideal neighborhood basis ofpw=p-p-p--.--.
3. Definition. Let I be an ideal topology. An irreducible element p of 7? is a prime factor of I if {p) is open in I. If p is an element of 7?, then the exponent of p with respect to I, written e{p, I), is the largest nonnegative integer n such that {pn) is open in /. If no such largest nonnegative integer exists, then e{p, 7) = oo.
4. Let {pn} be an indexing on the positive integers of all distinct {up to associates) primes of R. Then every principal ideal topology I may be factored uniquely into the form YlPn" where en is a nonnegative integer or go. Moreover, en = e{pn, I).
5. If I and I' are principal ideal topologies such that I>F and ifp is an irreducible element of R, then e{p, I)> e{p, /'). 6 . Definition. The principal sum of a family of ideal topologies {Ia}, written 2* h, or Ix +* I2 +* I3+* ■ ■ ■ +* In in case the family is finite, is the coarsest principal ideal topology finer than 2 4-D. Ideal topology chains. 1 . Definition. An ideal topology chain is a monotone decreasing sequence of ideal topologies. It now easily follows that comparability and the comparing ideal topology modulo similarity are invariants of equivalence.
II. Topologies of countably generated modules. In [6] Brody defined the kth divisor topology Vk(9Jc) and the kth residual topology I\(9Jc) of an arbitrary module M for k^O. We now investigate these topologies only for countably generated (abbreviated e.g.) modules.
A. Local topologies and divisor chains. The author was not able to determine whether or not the residual topologies are principal ideal or even ideal topologies. To circumvent this difficulty the following definition is made.
1. Definition. Let SSI be a e.g. F-module and {SSla} the collection of all finitely generated (abbreviated f.g.) submodules of SSI. The kth local topology Ak(SSi) of SSI is defined as: Ak(SSl) = J* V k(SSl/Sßla), i.e., At(9Jt) is the finest principal ideal topology coarser than I\(9K).
The local topologies behave basically like the residual ones.
2. If SOI is a e.g. R-moduIe, then A0(SSl)> Ax(SSl)>-. 3 . If SSI is a homomorphic image of a e.g. R-module 9c, then Ak(9c)>-Ak(SSl), for every k^O.
A. Definition. Let SSI be a e.g. F-module and SSln an arbitrary monotone increasing sequence of f.g. submodules of SSI whose union is SSI. A kth divisor chain of SSI is defined as the descending chain :
vk(sm/smx) > vk(sst/sm2) > vk(ssi/sm3) >■■■.
If Definition I.D. 2 is recalled, it may easily be shown that divisor chains modulo equivalence are invariants of e.g. modules. The divisor chains are related to the local topologies as follows: 6. If $Rn is a sequence of f.g. R-modules, then e mn = n 2 n v<a),
where ©"= i ^n denotes the weak direct sum. As corollaries we have :
7-v0(©;=1 mn)= n»--i v<ä) and a0(©;=1 9Jîn)=2î njr-m+i V0(2»n).
is of the form A* 0 0 77* 8. IfSStn is a sequence of f.g. R-modules and p is an irreducible element of R, then p is a prime factor of A0(©^= jSJlJ // and only if the ideal generated by p contains A0(9Jln) for infinitely many n. Moreover, the exponent of every prime factor of A0(@:=xSSln) is infinite.
C. Methods of computation. We now seek methods for computing divisor and local topologies. Computations of such invariants will essentially be reduced to combinatorial operations on the relation matrices of e.g. modules. We begin by considering Brody's [6] elementary transformations in the countable case.
1. Definition. The nonsymmetric collection of elementary transformations is the following:
(0) Permute the rows in any way, or permute the columns in any way.
(1) Adjoin any countable set of rows such that each new row is a finite linear combination of the original rows.
(II) Adjoin a countable set of rows rn and columns cn such that the intersection of rn and cn is the identity 1 of R, such that all other entries of cn axe zero, and such that there are at most finitely many nonzero entries in rn and all such nonzero entries lie in the original columns of the matrix.
The proof of the following is essentially that of the Tietze transformation theorem found in [8] . (III) Add to each row of a given set of the rows any finite linear combination of the rows in the complementary set.
(Ill*) Add to each column of a given subset of the columns a (possibly infinite) linear combination of the columns in the complementary set such that each column in the complementary set appears in only finitely many such linear combinations.
The above set of elementary transformations is easily shown to be equivalent to the set of transformations found in II.C.l [11] .
From II.B.2 the computation of a divisor topology of a e.g. module SSI may be reduced to finding the elementary divisors of the terms of a monotone increasing sequence of f.g. submodules SSln of SSI whose union is SSI. The following indicates how such a sequence may be extracted from a particular relation matrix of SSI.
A. Let SSI be a e.g. R-module andj(\)^j(2)^ ■ ■ ■ an arbitrary monotone sequence of positive integers. Then there exists a montone sequence i(\) = i(2) = ■ ■ • of positive integers and a relation matrix of SSI such that the first i(n) rows and j(n) columns constitute a relation matrix for a f.g. submodule Sïïln of SSI generated by the elements of SSI corresponding to the first j(n) columns of the relation matrix. The SStn form a. monotone increasing sequence of f.g. submodules of SSI whose union is SSI.
A sufficient condition for a relation matrix to be of the above form is the following. (a) aXj = a2j= ■ ■ ■ =ai(nU = 0, for />/(«), (b) the row vectors rkn) + 1,..., ri(n + X) are linearly independent modulo fÇy(n), where 3fi(n) denotes the submodule o/g generated by the first j(n) columns of [atj] , then the first i(n) rows andj(n) columns of [an] constitute a relation matrix of a f.g. submodule SSlm of SSI generated by the elements of SSI corresponding to the first j(n) columns of Kl Propositions II.C.4 and 5 are slight generalizations of those found in [6] . Finally, the local topologies are computed by use of the following.
6. If SSI is a e.g. R-module, A one of its relation matrices, and SSlm the f.g. submodule of SSI generated by the elements of SSI corresponding to the first « columns of A, then a relation matrix ofSSt/SStn results if the first n columns of A are omitted.
III. Z-groups modulo local equivalence. In this section all groups are assumed to be countably presentable.
A. Z-groups and local equivalence. Proof. Let {gx,g2, ■ ■ -,gn} be a finite set of generators of G. Without loss of generality it may be assumed that a{g¡) = t, i= 1, 2,..., «, where t is the generator of Z. All that need be shown is that the kernel of a is implicated by {gi-gf1}.
Q.E.D.
B. The module of a Z-group. In [6] Brody associated a module with a group as follows. independent of the presentation of 8 chosen may be defined by 0*(Sx) = Sx*. 6% is called the homomorphism induced by 6. The reader may readily supply the proof for the following. 3. If 6 is onto, then so is 0*. 7/r«e kernel of 6 is finitely implicated, then the kernel of 0* is finitely generated.
4. Definition. Two modules 9JÎ and 9Î are locally equivalent if there exist finitely generated submodules 9Jt* and 91* of 951 and 9? respectively such that 9JÍ/9JÍ* and 9Î/9Î* are isomorphic.
The above is found to be an equivalence relation.
The significance of the above definition can be seen from the following, a consequence of III.B.3. Proof. A relation matrix of a quotient module 9SI/9JI*, where 9JÎ* is f.g., can be obtained by adjoining finitely many rows to a relation matrix of 9JÎ. Q.E.D.
Next we seek invariants of modules modulo local equivalence. 3. If two e.g. modules are locally equivalent, then their kth divisor chains are equivalent, for every k^O.
Proof. Let 9JÎ be a e.g. module and 9R* a f.g. submodule. All that need be demonstrated is that 9JI and W/9ÍI* have equivalent kth divisor chains. We leave this to the reader. Q.E.D.
It now follows from I.D.3 that the local topologies are invariants of modules modulo local equivalence.
IV. Algebraic invariants of local type. Algebraic invariants of the local types of arcs at singular interior points are now constructed. Throughout this section k and k' will denote oriented arcs and p and p' singular interior points of k and k' respectively.
A. Local Z-groups.
1. There exist arbitrarily small open neighborhoods U of p which satisfy the following conditions with respect to k :
(a) the boundary 8U of U is a tame 2-sphere, (b) k n 8U consists of finitely many points, (c) k pierces [19] 8U at each point ofkr\8U, (d) the end points of k do not lie in the closure U of U. Such neighborhoods will be termed acceptable neighborhoods of p with respect to k.
Proof. From ([14, Theorem 8]) it follows that there exists a locally finite triangulation F of S3-p for which k-p is a subcomplex. Let N be an arbitrarily small closed cube with center at p, not containing the end points of k. Then by ([3, p. 56]) there exists for every e>0 a homeomorphism/* of S3 -p onto itself moving no point by as much as e which maps the boundary of Aconto a polyhedron of S3 -p under the triangulation F. Extending ff to a homeomorphism / of S3 upon itself, it follows that the interior U of/(A7) is an open neighborhood of p which satisfies condition (a). By choosing e sufficiently small it may be assumed that U also satisfies (d). Finally by applying sufficiently small deformations to U, U can be made to satisfy (b) and (c). Q.E.D.
2. Definition. Let U be an acceptable neighborhood of p with respect to k. Because of (b) and (d) of IV.A.l, k n U may be considered as a singular relative 1-cycle of U modulo 8U. By Alexander's theorem ([15, p. 25]) condition (a) implies that U is a closed 3-cell. Hence, the linking number of the relative 1-cycle k n V with any 1-cycle of U-k may be defined [18] . This linking number may then be used to define a homomorphism of the first homology group Hx{U-k) of U-k onto Z ([21, p. 280]). The composition of this homomorphism with the natural homomorphism of the fundamental group Y\(U-k) of U-k onto Hx(U-k) will be called the homomorphism determined by k.
3. Definition. Let U be an acceptable neighborhood of /? with respect to k. A local Z-group of k at/? is the group n (U-k) together with the homomorphism determined by k.
Remark. IV.A. 1 guarantees the existence of at least one local Z-group. B. The fundamental invariance theorem. In this section it will be demonstrated that a local Z-group modulo local equivalence is an invariant of local type.
1. Let U and V be two acceptable neighborhoods of p with respect to k such that the closure V of V is in U. Then ]~[(U-V-k) is finitely generated. The proof is in two parts. Part one. Any two local Z-groups of k at p are locally equivalent. Proof. Let U and V be acceptable neighborhoods of p with respect to k such that the closure V of V is in U. Then the proof of the statement of part one reduces to demonstrating that the local Z-groups corresponding to U and V are locally equivalent.
Proof. (By Alexander duality and ([16, p. 48]) U-V-k is connected.) U-V is
By IV.A. 1 an acceptable neighborhood W of p with respect to k may be selected so that its closure W lies in V. Consider the diagram :
where a, ß, y, and S are the homomorphisms induced by inclusions. By the Van S. J. LO MONACO, JR.
[November Kampen theorem [7] ]~\{U-k) is the direct limit of the system consisting of the three upper groups and their connecting homomorphisms. Furthermore, the homomorphisms a and ß are the uniquely determined homomorphisms of the system onto the direct limit. it is now observed that F] {V-k)/Q is the direct limit of the system consisting of the three outer groups and their connecting homomorphisms, where o and the identity are the uniquely determined homomorphisms of the system onto the direct limit F] iV-k)/Q, and where A is defined as the uniquely determined homomorphism of the direct limit n W-k) into fl (F-A:)/ß. That A is actually onto C. Further invariants of local type. At this point we would like to employ the results of §111. These results however are only applicable to countably generated Z-groups. Fortunately, every local Z-group is countably generated. This follows readily by applying IV.A.l, IV.B.l, and the Van Kampen theorem [7] and by observing that the direct limit of a countable system of finitely generated groups is countably generated.
1. Definition. A local module ofk at/? is the module of a local Z-group of A: at/?. From III.B.7 and the fundamental invariance theorem IV.B.3 it follows that a local module modulo local equivalence is an invariant of local type.
2. Definition. For every integer «2;0, an «th divisor chain of k at /? is an «th divisor chain of a local module of k at /?.
We may conclude from 1II.C.3 that each «th divisor chain modulo equivalence is an invariant of local type.
Since local topologies are invariants of modules modulo local equivalence, we have yet another invariant of local type, namely : the same generator of Z and such that all an axe images of the same generator of the amalgamating group Z. Thus, a presentation ofYl(U0-k)is: (ax , xx, a2, x2,... :rx, axa2l, r2, a2a3x,. ..).
Applying generalized Tietze transformations, we have an equivalent presentation : 5-n»-i Vi(KJ>Yl?-2 Vi(KJ>Tlï-3 Vi(Kd>-■ is a 0th divisor chain ofk at p, where Vx(Fn) is the 1st divisor topology of the tame knot Kn. Hence, the 0th divisor chains ofk at p are comparable; and thus, a 0th comparing topology ofk at p exists. One such comparing topology is FI™= i ^i(Kn). Hence, the 0th comparing topology modulo similarity is for Wilder arcs yet another invariant of local type. V.A.5 together with I.D.5 give the following algebraic analogue to the geometric classification of Wilder arcs of Fox and Harrold [14] .
6. Fer k and k' be Wilder arcs and a and a' comparing topologies of each respectively. Ifk and k' are of the same global type, then (a) a and <?' have the same set of prime factors with infinite exponent, and (b) e(p, o) = e(p, a') for almost all (up to associates) irreducible elements of JZ.
1. An irreducible element ofJZ is a prime factor of the 0th local topology ofk at p if and only if it divides infinitely many of the Alexander polynomials of the knots Kn. Moreover, each such prime factor has infinite exponent.
B. Mixed-composites of arcs. A method of combining arcs is now defined and investigated. Throughout the remainder of this paper every cone in S3 to be considered will be assumed to be locally tame at all of its points except possibly its vertex.
1. Definition. By the standard half-cone C% will be meant the set of points {{x,y,z) : y2 + z2^x2, O^x^l}.
2. Let C be a half-cone. An axis of C is an image of {(x, 0, 0) : O^xg 1} under a homeomorphism of C* onto C which maps base upon base and vertex upon vertex.
It is easily verified that the local type of the axis of a cone at the cone's vertex is independent of the homeomorphism chosen.
3. Definition. Let p be a singular interior point of an arc k. A half-cone containing k will be said to enclose k at p if the only points of k lying on the cone's boundary are p which is the cone's vertex and the end points of k which lie on the interior of the cone's base. (See k0 in Figure 2 .) 4. Let p be a singular interior point of arcs k and k0 and a singular end point of an arc kx. k at p is a mixed-composite of k0 with respect to kx at p, written k0 pkx, if there exists a half-cone C enclosing k at p such that:
(a) there is an orientation preserving homeomorphism/of C onto C* mapping base onto base and vertex onto vertex such that f{k) at the origin is of the same local type as k0 at p, and (b) an axis of C is of the same local type at p as kx at p. (See Figure 2. ) Remark. Let / and g be any two homeomorphisms of C onto Cf mapping base onto base and vertex onto vertex. Since the homeomorphism gf'1 of Cf onto itself can be extended in the usual fashion to a homeomorphism of S3 upon itself, it follows that the above definition is independent of the homeomorphism / selected.
5. Let p be a singular interior point of arcs k and k0 and a singular end point ofkxIf k at p is a mixed-composite ofk0 with respect to kx at p, then k and k0 both have the same local Z-groups at p. V.B.5 is an immediate consequence of: 6. Let C be a half-cone which encloses k at p. Then F] (G -k) as a Z-group is locally equivalent to each local Z-group of k at p.
Proof. Construct a half-cone C* containing C such that (a) the only points of C lying on the boundary of C* are the points of C's base, all of which lie on the base of C*, and the vertex of C which coincides with the vertex of C*, and (b) C is a deformation retract of C*. Also construct an acceptable neighborhood U of p with respect to k such that the base of C* and no other points of C* lie on the boundary of U. This construction is possible since C is locally tame everywhere except possibly its vertex. It is a straightforward exercise to verify that the axis of a cone is uniquely determined up to local type.
It is immediate that
3. Definition. Let p be an interior point of an arc k. A point q of k (distinct from p) will be said to lie to the left or to the right of p accordingly as the oriented subarc from q to p has the same or the opposite orientation of that induced by k. By convention p lies both to the left and to the right of itself. The arc consisting of those points to the left of p and that consisting of those to the right of p will be called respectively the left half, written kL, and the right half, written kR, of k with respect to p.
4. Definition. A cone containing k will be said to enclose k at p if the only points of k lying on the cone's boundary are p which coincides with the cone's vertex and the end points of k which lie on the respective bases of C. The half-cones of C which contain the left and right halves of k are denoted by CL and CR, respectively, (see Figure 3) . Remark. Obviously, a left or right tame arc pierces a tame disc. 7. Definition. Let /? be a singular interior point of arcs k, k0, and kx. Then fc at /? is an interior composite of k0 and A^ at /?, written k = k0$pkx, if there exists a cone C enclosing A at p such that:
(a) an axis of C is of the same local type at p as k0 at /?, and (b) there exists an orientation preserving homeomorphism f of C onto C# mapping lateral surfaces onto corresponding lateral surfaces such that the image of k under this homeomorphism is of the same local type at the origin as kx at /?.
(See Figure 3.) Remark. This definition can easily be seen to be independent of the homeomorphism/chosen.
Remark. The composition " $p" of two arcs is not a uniquely defined operation, not even modulo local type.
The following easily verifiable "associative law" indicates that it is sensible to speak of multiple interior composites, the definition of which is left to the reader. 8 . Let p be a singular interior point of arcs k, k0, kx, andk2. Then k = (k0$pkx)$pk2 if and only ifk = k0$p(kx$pk2).
It is immediate that: 9. Let p be a singular interior point of an arc k such that k pierces a tame disc at p. Then k = kR$"kL and k = kL$pkB.
10. Let p be a singular interior point of arcs k, k0, and kx-Ifk = k0$pki, then the free product of any local Z-group of k0 at p and any local Z-group of kx at p is locally equivalent to each local Z-group ofk at p.
Proof. Because of V.C.8 and V.C.9, kx may be assumed to be either right or left tame. Let us assume that kx is left tame at p. (The proof of the other case is essentially the same.)
Let C= CR u CL be the cone corresponding to considering k at p as an interior composite of k0 and kx at p. Construct a cone C$ u C* containing CR u CL such that (a) the only points that the boundary of CB u CL has in common with the boundary of C* u C* are the points of its bases which bases lie on the interior of the corresponding bases of C* u C* and its vertex which coincides with the vertex of C* u C*, and (b) CR u CL is a deformation retract of C* u C*. Also construct an acceptable neighborhood U of p with respect to k such that the bases of the cone C* u CL and no other points of C* u CL lie on the boundary of U. Such constructions are possible since CR u CL is locally tame everywhere except possibly its vertex.
It Kampen theorem [7] f] iU -k) is the direct limit of the system:
where / and y are the homomorphisms induced by inclusions. From this it readily follows that fi iU -k) is locally equivalent to the free product of FT. iU~k0) and
YliCn-kn).
It will now be shown that fl {CR -&B) is a Z-group of/cj at p. Let/: CBu CL^*C# be a homeomorphism corresponding to considering k at p as a composite of k0 andkx. Since kx is left tame,/may be modified so that f{kL) = {{x, 0,0) : -1 ixgO).
Let U' be an acceptable neighborhood of the origin with respect to f{k) such that all points of the bases of C* and no other points of C# lie on the boundary of V.
Since Ci-f{kR) is a deformation retract of U'-f{k), ]~[ {CR-kR) and U {U'-f{k)) are Z-isomorphic. And since f{k) at the origin is of the same local type as k¿ at p, n {CR-kR) is a local Z-group of kx at />. Q.E.D.
11. The direct sum of any local module ofk0 at p and any local module of kx at p is locally equivalent to each local module of k at p. Hence K{k,p) = K{k0,p)ho{ki,p). I I.D.5 may be used to compute higher order local topologies of interior composites.
At this point it is appropriate to explore briefly the penetration index of interior composites.
12. Theorem. Let p be a singular interior point of an arc k. If k pierces a tame disc at p, then P(k, p) ^ P(kL, p) + P(kR, /?).
13. Theorem. Let p be a singular interior point of arcs k, k0, and kx. If k = k0$pkx, then P(k,p) ^ P(k0L,p)P(kXL,p)+P(k0R,p)P(kXR,p). Throughout the following examples, the methods of ( [13, p. 981] ) are used in computing the fundamental group. Example 1. We first consider an arc kx at a point p which is of the trivial local type. In this case [Z, identity] and JZ axe respectively a local Z-group and a local module. Thus, An(kx,p)= 1 for every «¿0. Example 2. Figure 5(a) . With II.B.6, II.C.6, and V.A.4 it may be shown that An(k2,p) = (\ -1 +12)", for «^0. The comparing topology (V.A.5) of k2 at p is (l-t + t2)". 
