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Abstract
The purpose of the current study was to develop a scale intended to measure
undergraduate students’ self-efficacy in statistical practices. In order to apply statistical concepts
and methods that students learn in the classroom to real world situations, it is important for
college students to have not only statistical knowledge and skills, but also self-efficacy in using
those concepts and methods. Even though there is growing attention on the importance of
assessing students’ statistics self-efficacy, currently available measures have numerous
limitations. Therefore, the Self-Efficacy in Statistical Practices Scale (SESPS) was developed,
and the internal consistency reliability and convergent validity of the scale were assessed.
Additional analyses comparing differences in statistics self-efficacy based on students’ gender,
major, year of study, and number of previous statistics courses were also conducted.
Data on undergraduate students’ statistics self-efficacy, statistics anxiety, and various
background characteristics were collected from a sample of students from two US universities.
The underlying structure of the SESPS was analyzed using principal components analysis. The
resulting 2-component solution for the SESPS provides a reliable and valid measure to assess
undergraduate students’ statistics self-efficacy. The components “Self-Efficacy in Conducting
Statistical Procedures” and “Self-Efficacy in Utilizing Computer Software for Statistical
Procedures” contain 37 and 6 items respectively. Students’ self-efficacy in utilizing computer
software for statistical procedures was statistically significantly lower than their self-efficacy in
conducting statistical procedures. In group comparisons, statistically significant differences were
found in students’ self-efficacy in utilizing computer software for statistical procedures. Male
students’ self-efficacy was higher than females’, STEM majoring students’ self-efficacy was
higher than non-STEM students’, seniors’ self-efficacy was higher than first years’ and juniors’,
and self-efficacy in utilizing computer software for statistical procedures was significantly higher
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for those students with more previous statistics courses. No significant group differences were
found for self-efficacy in conducting statistical procedures.
SESPS appears to be a viable construct with useful implications for college students,
faculty, and statistics education researchers. Additional study is needed to confirm the factor
structure and to further validate the scale.
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Chapter 1
Introduction and General Information
This chapter describes the problem being investigated, purpose of the present study,
significance of the study, and definitions of terms used in the study. Statistics plays a vital role in
today’s world, as it allows people to make sense of and interpret available data. Being able to
understand and apply statistics impacts people’s daily life, and everyone who wants to live more
effectively and efficiently needs statistics (Ritter, Starbuck, & Hogg, 2001). Therefore, having
the ability to apply statistics benefits people all over the world as it enables individuals to make
informed decisions based on available data.
Statistics is a quantitative approach for making decisions and drawing conclusions
through available data in the presence of variability (Montogomery & Runger, 2013). Because of
the increasing demand and credibility in the society on diversity of statistical approaches and on
the professionals in statistics, statistics courses were developed in institutions at all educational
levels including college campuses in order to produce statisticians to deal with the needs of the
society with empirical data (Garfield & Ben-Zvi, 2008). It is not surprising that statistics
education is getting an increasing attention, as evidence-based and data-based quantitative
approaches has been receiving a growing credibility in making conclusions and educational
decisions. Therefore, inclusion of statistics instructions in variety of disciplines as well as student
enrollment in college level statistics courses and programs have been growing in the United
States (Ben-Zvi & Garfield, 2004; Bryce et al., 2001; Garfield et al., 2008; Scheaffer & Stasney,
2004). Currently, statistics courses and degree programs are offered at universities at
undergraduate as well as graduate levels across many disciplines (Ben-Zvi & Garfield, 2004).
However, statistics educators are still in the process of standardizing statistics programs among
different institutions by establishing a solid foundation on curriculum guidelines.
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Even though the learning objectives might be different from one course to another in
general, the overall goal of statistics education is to develop students’ statistical problem solving
skills in order to prepare them to deal effectively and efficiently with authentic situations in the
world outside the classroom. In order to apply the concepts learned in the classroom to real
world situations, it is very important for students to have not only the knowledge and skills, but
also the self-confidence and interest to think “statistically” in relevant situations. Researchers
have pointed out the importance of focusing statistics education more on statistical literacy,
reasoning, and thinking over the traditional focus on skills, procedures, and computations in
order to stimulate students think statistically (Ben-Zvi & Garfield, 2004).
Statement of the Problem
Even though the statistics instruction is growing at all educational levels, most students
consider statistics a difficult and unpleasant subject to learn (Ben-Zvi & Garfield, 2004; Berk &
Nanda, 1998; Garfield & Ben-Zvi, 2008; Onwuegbuzie, 2003). Moreover, some students
experience an uncomfortable level of anxiety with statistics courses (Onwuegbuzie & Wilson,
2003). Ben-Zvi and Garfield (2004) explain some of the challenges that have been identified
when teaching and learning statistics. First, motivating students to learn statistics is challenging
as the statistical concepts and rules are complex and difficult in nature. Second, many students
find learning statistics difficult as they have problems with required knowledge in underlying
mathematical theories. Third, students tend to confuse themselves with many statistical problems
and therefore rely on teachers’ solutions when they are required to select appropriate statistical
procedures. Forth, students expect one correct answer and interpretation for each statistical
problem, and find it painful to deal with messy data and different interpretations according to
different assumptions. According to Baloglu and Zelhart (2003), students have negative non-
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intellectual characteristics about statistics that they consider as main factors of the difficulties
that the students find with statistics.
Most students are likely to express frustration about learning statistics and applying what
they learn in the classroom to authentic situations. Often, students face difficulties with deciding
between various statistical procedures to use them for different situations (Bessant, 1992). For
example, although students learn chi-square tests and solve problems with chi-square tests in a
classroom, a major challenge that students face is that they do not know when to use it given a
new problem or a dataset. Vanhoof et al. (2006) found that students have relatively negative
attitudes towards using statistics in their field, even though they have relatively positive attitudes
towards statistics courses. Furthermore, Ben-Zvi and Garfield (2004) pointed out about students’
dissatisfaction on their ability in statistical practices even after formally studying statistics at
college and graduate levels. They stated that most students do not think statistically about the
problems and situations that they find in the real world.
Previous research studies have investigated what factors may affect students’ poor
performance in statistics. Non-cognitive factors such as statistics self-efficacy (Finney &
Schraw, 2003), attitudes toward statistics (Gal & Ginsburg, 1994), and statistics anxiety
(Onwuegbuzie & Wilson, 2003) have been shown to impact students’ performance and therefore
found to be assessed and addressed with students. Gal and Ginsburg (1994) pointed out that both
statistics educators and researchers should focus more on students’ beliefs as well as using
assessments of beliefs to monitor students continuously and provide supportive interventions.
Therefore, in addition to developing students’ cognitive skills, teachers should aim to
develop students’ non-cognitive skills, as well as to encourage students to think and appreciate
the usefulness of learning statistics and the potential uses of statistics in their future personal and
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professional lives. Moreover, since most statistics teachers find it difficult to ensure that their
students understand statistical concepts and that the students are able to apply those statistical
concepts to authentic situations to obtain solutions for real world problems, in addition to testing
students’ knowledge in statistics, it is very important to assess whether the students are confident
in using statistics that they learn in the classroom in authentic situations.
Statistics Self-Efficacy.
Statistics self-efficacy can be defined as individuals’ judgment of their own ability to
organize and execute courses of actions required to accomplish specific statistics-related tasks.
Finney and Schraw (2003) paid attention on students’ statistics self-efficacy, and developed
measures to assess students’ current self-efficacy in statistics, and self-efficacy to learn statistics.
They defined statistics self-efficacy as ‘‘confidence in one’s abilities to solve specific tasks
related to statistics’’ (p.164). Perepiczka, Chandler, and Becerra (2011) described self-efficacy to
learn statistics as “an individual’s confidence in his or her ability to successfully learn statistical
skills necessary in a statistics course” (p.100).
Bandura (1990) has described that people who have low self-efficacy do not perform
effectively, even though they have the required knowledge and skills. With specific to statistics
self-efficacy, research has shown that students’ statistical performance is positively related with
their self-efficacy in performing statistical tasks (Awang-Hashim, O’Neil, & Hocevar, 2002;
Finney & Schraw, 2003; Lane, Hall, & Lane, 2004). Moreover, there is research that support the
negative relationship between students’ statistics self-efficacy and statistics anxiety (Bandalos,
Yates, & Thorndike-Christ, 1995; Perepiczka, Chandler, & Becerra, 2011; Schneider, 2011), as
well as the positive correlation between self-efficacy to learn statistics and attitudes toward
statistics (Perepiczka, Chandler, & Becerra, 2011). After the study that Li (2012) conducted for
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exploring the relationships between social sciences students’ attitudes towards research methods
and statistics, self-efficacy, effort, and academic achievement, he concluded that all four
variables are positively correlated with one another. In a study conducted by Hsu, Wang, and
Chiu (2008), they found that students’ self-efficacy in using statistical software positively
influence on perceived usefulness of software, where perceived usefulness influence learners’
intention to use statistical software. These past research studies highlight the importance of
having higher self-efficacy in statistical practices in order to apply statistical concepts that
students learn in the classroom to real world situations and complete the targeted tasks
successfully. Therefore, it has been identified that students’ self-efficacy in statistical practices
plays a significant role in their actual performance in statistics related tasks. Thus, the
importance of self-efficacy in statistical practices should not be underestimated.
However, assessing self-efficacy accurately in a scientific approach is proved to be
difficult. Little research has been conducted on developing scales for assessing students’
statistics self-efficacy, even though there is growing attention on preparing students for using
statistics that they learn in the classroom to authentic situations. Even if some scales are available
for assessing undergraduate students’ statistics self-efficacy, they have their own limitations
and/or generalizability issues (refer to Chapter 2 for more information), when assessing statistics
self-efficacy of undergraduates who are in different disciplines and different levels of study.
Because of the task-specific nature of the self-efficacy, it is important to have a valid and reliable
scale to assess self-efficacy of undergraduate students specific to statistics related tasks.
Purpose of the Study
The purpose of the current study was to develop a scale intended to measure
undergraduate students’ self-efficacy in statistical practices (Self-Efficacy in Statistical Practices
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Scale). This included examining the construct for reliability and validity, with the ultimate goal
of providing a valid and reliable measure for assessing undergraduates’ self-efficacy in statistical
practices. Moreover, differences in the level of self-efficacy in statistical practices were assessed
among undergraduates based on four demographic variables in order to provide additional
information to students, faculty, as well as researchers. Specifically, it was examined if selfefficacy in statistical practices was different between males and females, between STEM
majoring students and other students, between students in different years of study, and between
students who had taken different levels of college-level statistics courses. Overall, the study
addressed one hypothesis related to the main purpose of the study and four additional research
questions.
Hypothesis.
The Self-Efficacy in Statistical Practices Scale demonstrates an acceptable internal
consistency reliability (Cronbach’s alpha >.70) and validity (convergent).
Research Questions.
1. Is there a statistically significant gender difference in undergraduates’ level of selfefficacy in statistical practices?
2. Are there statistically significant differences in the level of self-efficacy in statistical
practices between undergraduates who are majoring in different disciplines?
3. Are there statistically significant differences in the level of self-efficacy in statistical
practices between undergraduates who are in different years of study?
4. Are there statistically significant differences in the level of self-efficacy in statistical
practices between undergraduates who have taken different numbers of college-level
statistics courses?
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Significance of the Study
Even though statistics educators have paid considerable attention to undergraduate
statistics education and have suggested that students’ statistics self-efficacy should be assessed
(Finney & Schraw, 2003; Lane, Hall, & Lane, 2004) to improve students’ performance as well as
to enhance the teaching and learning process, assessing students’ statistics self-efficacy
accurately remains a challenging task. Current literature reveals four measures that have been
developed to assess students’ statistics self-efficacy, Perceived Self-Efficacy Scale by Bandalos,
Yates, and Thorndike-Christ (1995); Self-efficacy Towards Statistics Questionnaire by Lane,
Hall, and Lane (2002); Current Statistics Self-Efficacy by Finney and Schraw (2003); and SelfEfficacy to Learn Statistics by Finney and Schraw (2003), but those measures have limitations
when assessing undergraduates’ self-efficacy in statistical practices (refer to Chapter 2 for more
information). Therefore, the present study aimed to develop and validate a new measure (the
Self-Efficacy in Statistical Practices Scale) to assess undergraduate students’ statistics selfefficacy.
The Self-Efficacy in Statistical Practices Scale (SESPS) that was developed in the present
study provides a useful contribution to the field of statistics education for a number of reasons.
The SESPS serves as a valid and reliable measurement tool for assessing students’ confidence in
their ability with statistical practices, and it provides an idea of students’ statistical performance.
Therefore, the SESPS offers students the opportunity to self-measure of their own abilities.
Statistics instructors can use the SESPS to identify students at risk in performance as well as to
evaluate their own teaching, so then they can revise their teaching curriculum, content and/or
examples, as well as teaching approaches in the future as necessary to further enhance students’
dispositions that require using statistics effectively. Researchers can also use the SESPS to test
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interventions designed to enhance students’ statistics self-efficacy, and further assess its impact
on reducing students’ statistics anxiety and improving students’ positive attitudes as well as
performance. Therefore, the SESPS provides useful information for students, faculty, as well as
researchers to prepare students successfully to use statistics effectively and efficiently. It
ultimately helps foster the growth and maintain the value of the discipline “Statistics”.
Definition of Terms
For the purpose of the present study, several terms were defined as follows.
Self-efficacy: One’s confidence in his or her own ability to complete tasks and achieve
goals under specific conditions or situations.
Perceived self-efficacy: Individuals’ judgments of their capabilities to organize and
execute courses of actions required to attain designated types of performances (Bandura, 1986, p.
391).
Statistics self-efficacy: Confidence in one’s abilities to solve specific tasks related to
statistics (Finney & Schraw, 2003, p.164).
Self-efficacy in statistical practices: Individuals’ confidence in their own ability to
successfully complete specific statistics related tasks.
Anxiety: An unpleasant emotional reaction to real or imagined dangers that is
accompanied by autonomic discharge and subjectively experienced as tension, fright, or
nervousness (Beck, 1972).
Statistics anxiety: Extensive worry, intrusive thoughts, mental disorganization, tension,
and physiological arousal when exposed to statistics content, problems, instructional situations,
or evaluative contexts (Zeidner, 1991, p. 319).
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Reliability: Consistency of differences in respondents’ observed scores with differences
in their true scores (Furr & Bacharach, 2014).
Internal consistency reliability: Consistency of differences in respondents’ observed
scores on each item with differences in observed scores on other items of the instrument (Furr &
Bacharach, 2014).
Validity: The degree to which an instrument measures what it is supposed to measure
(Furr & Bacharach, 2014).
Convergent validity: The degree to which test/scale scores are correlated either positively
or negatively with test/scale scores of a related construct (Furr & Bacharach, 2014).
Cross-country validity: The degree to which test/scale scores are positively correlated
across countries (Chiesi, Primi, & Carmona, 2011).
Authentic situations: Situations that could happen in the real world.
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Chapter 2
Literature Review
The purpose of this study was to develop and validate the Self-Efficacy in Statistical
Practices Scale (SESPS) to assess undergraduate students’ statistics self-efficacy. This chapter
includes information about self-efficacy, importance of self-efficacy, research related to statistics
self-efficacy, previous studies on developing statistics self-efficacy scales, a summary of
available statistics self-efficacy scales, and a brief description on how the SESPS that was
developed under the present study differs from currently available scales.
Self-Efficacy
Self-efficacy is commonly defined as one’s confidence in his or her own ability to
complete tasks and achieve goals under specific conditions or situations. The psychologists have
defined the concept of self-efficacy with different perspectives. Bandura (1986) defined
perceived self-efficacy as, "people's judgments of their capabilities to organize and execute
courses of action required to attain designated types of performances" (p. 391). Bandura (1997)
further describes the self-efficacy as the personal beliefs hold by individuals about their ability to
complete specific tasks or actions successfully in certain domains of functioning and conditions.
It is a social cognitive construct that reflects a person’s self-judgment and confidence about his
or her performance under specific conditions or situations to achieve desired outcomes. Bandura
(1986, 1997) also stated that personal self-efficacy beliefs are resulted from past
accomplishments, vicarious learning experiences, verbal persuasion, and emotional arousal.
Most importantly, one’s self-efficacy is situation specific; it can only predict specific
behaviors a person believes that he or she can perform in a specific context. Therefore,
researchers have discussed the importance of assessing self-efficacy through task specific
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measures instead of using general measures of self-efficacy (Awang-Hashim, O’Neil, &
Hocevar, 2002; Bandura, 1997, 2006; Bong & Skaalvik, 2003; Finney & Schraw, 2003; Gore,
2006; Larwin, 2014; Pajares, 1996a, 1996b, 1997; Zimmerman, 2000).
Why Self-Efficacy is Important
The definitions of self-efficacy imply that the self-efficacy is concerned with people’s
beliefs in their performance capabilities. Bandura (1986) described that people’s expected
outcomes on performance are largely dependent on their self-efficacy judgments; “…the types of
outcomes people anticipate depend largely on their judgments of how they will be able to
perform in given situations” (p.392). Bandura (1986, 1990, 1997) stated that self-efficacy plays a
role in determining how individuals feel, think, and motivate themselves, which then ultimately
influence their behavior, anticipations, and the outcome. According to Bandura (1990), “People’s
beliefs about their capabilities affect what they choose to do, how much effort they mobilize,
how long they will persevere in the face of difficulties, whether they engage in self-debilitating
or self-encouraging thought patterns, and the amount of stress and depression they experience in
taxing situations” (p. 9).
A number of researchers have shown and pointed out that self-efficacy is a significant
predictor of performance (Awang-Hashim, O’Neil, & Hocevar, 2002; Bandura, 1986, 1990,
1997; Bouffard-Bouffard, Parent, & Larivee, 1991; Chemers et al., 2001; Gist & Mitchell, 1992;
Gore, 2006; Lane & Lane, 2001; Lane et al., 2003; Lane, Hall, & Lane, 2004; Lent, Brown, &
Larkin, 1986; Moritz et al., 2000; Multon, Brown, & Lent, 1991; Pajares, 1996b, 1996c, 1997;
Pajares & Kranzler, 1995; Pajares & Miller, 1994; Stajkovic & Luthans, 1998; Turner, Chandler,
& Heffer, 2009; Valentine, Dubois, & Cooper, 2004) across different domains such as academia,
sports, and work. Moreover, a positive relationship between self-efficacy beliefs and academic
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achievement was reported by researchers (Bandura, 1993; Bandura & Schunk, 1981; Li, 2012;
Multon, Brown, & Lent, 1991; Zimmerman & Bandura, 1994; Zimmerman, Bandura, &
Martinez-Pons, 1992). Therefore, it is well established that people who have higher self-efficacy
beliefs perform well on given tasks than the ones who have lower self-efficacy, and thus people’s
performance on a particular task and achievement can be influenced positively or negatively
based on their judgment about their capability of doing that task.
Researchers have pointed out that individuals who have higher self-efficacy are more
likely to invest greater effort (Awang-Hashim, O’Neil, & Hocevar, 2002; Bandura, 1986, 1993,
1997; Li, 2012; Pajares, 1996b, 1997), choose difficult and challenging tasks (Bandura, 1993,
1997; Pajares, 1997), and persist longer on a task (Bandura, 1986, 1993, 1997; Bandura &
Schunk, 1981; Bouffard-Bouffard et al., 1991; Gore, 2006; Lent, Brown, & Larkin, 1986;
Pajares, 1996b, 1997; Multon, Brown, & Lent, 1991) than individuals who have lower selfefficacy. Furthermore, researchers in the area of self-efficacy have recognized a negative and
statistically significant relationship between self-efficacy and anxiety on academic performance,
achievement and about different tasks (Awang-Hashim, O’Neil, & Hocevar, 2002; Bandura,
1993, 1997; Pajares, 1996b, 1996c, 1997; Perepiczka, Chandler, & Becerra, 2011; Schneider,
2011). Research studies have also shown that students’ lower levels of self-efficacy are related to
higher anxiety towards the subjects that they learn (Bandalos, Yates, & Thorndike-Christ, 1995;
Betz & Hackett, 1983; Chiesi, Primi, & Carmona, 2011; Pajares & Kranzler, 1995).
In summary, people’s self-efficacy of completing a specific task influences their
behavior, as when they think they are capable of doing well it leads to a series of favorable
behaviors. Therefore, having a higher level of self-efficacy is very important in order to complete
tasks successfully and achieve targeted outcomes effectively.
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Research on Statistics Self-Efficacy
Self-efficacy has been studied in different domains such as mathematics (Hackett & Betz,
1989; Lent, Lopez & Bieschke, 1991), research skills (Bieschke, Bishop, & Garcia, 1996;
Holden et al., 1999; Phillips, & Russell, 1994), statistics (Bandalos, Yates, & Thorndike-Christ,
1995; Lane, Hall, & Lane, 2002; Finney & Schraw, 2003) , computer use (Compeau & Higgins,
1995), and general academic self-efficacy (Lent, Brown, & Gore, 1997). With specific to
statistics self-efficacy, researchers have found a positive relationship between undergraduate
students’ statistics self-efficacy and performance (Awang-Hashim, O’Neil, & Hocevar, 2002;
Finney & Schraw, 2003; Lane, Hall, & Lane, 2004). Even though Schneider (2011) did not find
a significant relationship between graduate students’ statistics self-efficacy and course
performance, he pointed out that the instruments he used (the self-efficacy scales developed by
Finney and Schraw in 2003) for the study to assess statistics self-efficacy may not be appropriate
for graduate students as those instruments were originally developed for undergraduate students.
Researchers have found that undergraduate students’ statistics self-efficacy increases
over statistics courses (Finney & Schraw, 2003; Olani et al., 2010). There are also studies that
support positive correlation between self-efficacy to learn statistics and attitudes toward statistics
(Perepiczka, Chandler, & Becerra, 2011), as well as inverse relationship between students’
statistics self-efficacy and anxiety (Awang-Hashim, O’Neil, & Hocevar, 2002; Bandalos, Yates,
& Thorndike-Christ, 1995; Chiesi, Primi, & Carmona, 2011; Perepiczka, Chandler, & Becerra,
2011; Schneider, 2011).
After their study, Hsu, Wang, and Chiu (2008) concluded that self-efficacy in using
statistical software positively influences on perceived usefulness of software, where perceived
usefulness influences learners’ intention to use statistical software. Li (2012) explored the
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relationships between social sciences students’ attitudes towards research methods and statistics,
self-efficacy, effort, and academic achievement with 153 students at a Hong Kong university,
and concluded that all four variables (attitudes towards research methods and statistics, academic
self-efficacy, effort, and academic achievement) are positively correlated with one another.
Hall and Vance (2010) investigated the role of self-explanation and peer feedback on
improving students’ self-efficacy in statistical problem solving with 138 undergraduate students
of a business computing course at a university in the United States. Participants were randomly
assigned to one of the Feedback or No-Feedback groups. All the students solved three statistical
problems, but only the students in Feedback group solved problems in a discussion forum online
environment sharing self-explanations and feedback with each other. The researchers found that
there was a positive correlation between problem solving scores and self-efficacy scores only for
the Feedback group, and the study concluded that “feedback can impact self-efficacy positively
when the students are provided with real-time evaluation, assessment indicators, and progress
indicators to convey to students the results of their efforts” (p. 14).
Previous Studies on Developing Statistics Self-Efficacy Scales
Even though the current literature reveals several studies on students’ statistics selfefficacy and its influence on other constructs, studies on developing scales for assessing
students’ self-efficacy related to different domains within statistics are limited. Only four scales
that are specifically related to assessing students’ statistics self-efficacy can be currently found
through literature, but they have their own limitations and/or generalizability issues.
Perceived Self-Efficacy Scale.
Bandalos, Yates, and Thorndike-Christ (1995) developed a scale to measure perceived
statistics self-efficacy with seven items that represented tasks involved in learning statistics. The
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items asked students to respond how often they felt they would be successful on 7 tasks
including "constructing graphs" and “getting information from research articles” on a 10 point
Likert scale ranging from “Never” to “Always”. Taking the 7 items of self-efficacy that were
developed by the authors and 7 items of a math self-concept scale that was developed by Benson
(1989) together, Bandalos et al. (1995) conducted an exploratory factor analysis and found that
the results clearly separated statistics self-efficacy and math self-concept. However, information
on how they developed the items for the statistics self-efficacy scale, and information on
psychometric properties of the scale including reliability and validity cannot be found in the
current literature.
Later, Larwin (2014) argued that this study operationalized the statistics self-efficacy as a
general dispositional construct without taking the situation-specific nature of the self-efficacy
into account. He pointed out that statistics self-efficacy measures should be focused on beliefs
about people’s ability to perform tasks specifically related to statistics rather than mathematics or
general self-efficacy. Moreover, current literature does not reveal any studies that used this scale
except the authors’ own study in which the scale was developed.
Self-efficacy Towards Statistics Questionnaire.
Lane, Hall, and Lane (2002) developed the Self-efficacy Towards Statistics
Questionnaire (STSQ) to assess students’ self-efficacy specific to statistics courses in sport.
Undergraduate sport studies students (n = 130) who were taking a level 1 module in Research
Methods and Statistics at a university in United Kingdom were asked to describe competencies
needed to be successful on that specific module. Content analysis of students’ qualitative
responses revealed 44 competencies perceived as needed for success. Then, the self-efficacy
questionnaire was developed with these 44 competencies using a five point scale from 0 being
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“Not Confident At All” and 4 being “Very Confident”. The questionnaire was administered to
the same group of students in the fourth week of the module. The authors haven’t discussed how
they analyzed the data collected from the self-efficacy questionnaire. However, they have
mentioned that the competencies were grouped into 6 logical units (lecture behavior, using
information technology, motivated behavior, time management, statistical theory, and general
competencies) as a part of content analysis of students’ responses. The authors used alpha
coefficients to assess the internal consistency of each factor; lecture behavior (alpha = .62), using
information technology (alpha = .89), motivated behavior (alpha = .80), time management (alpha
= .75), statistical theory (alpha = .92), and general competencies (alpha = .72).
Even though the internal consistency was acceptable for each factor, the same sample
was used to identify competencies, find the factors, and test their internal consistency. Authors
have pointed out this as a limitation of the study. Moreover, only the face validity was
maintained and therefore the authors suggest that further validations are needed to use the
measure.
According to current literature, this instrument has been validated (face validity) only by
the developers. Information about factors such as factor loadings were not specified by the
authors, and it is questionable if the authors used a statistical approach or just used the content
analysis to decide upon the 6 units that they identified as factors. Despite, Larwin (2014)
highlighted the importance of maintaining the “task-specific” characteristic of the construct selfefficacy, and doubted if this measure correctly measures self-efficacy specifically in statistics,
since it includes more general items in the measure.
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Current Statistics Self-Efficacy and Self-Efficacy to Learn Statistics.
Finney and Schraw (2003) developed two measures of self-efficacy specifically related to
statistics; Current Statistics Self-Efficacy (CSSE), and Self-Efficacy to Learn Statistics (SELS).
The CSSE was developed to assess students' confidence with their current ability to successfully
complete tasks related to statistics. The SELS was developed to assess students’ confidence in
learning the skills necessary to complete the same tasks.
Items for both scales were created based on statistical concepts that were common across
several introductory statistics text books and syllabi. Then, the items were reviewed by
instructors of introductory statistics courses to assess the similarity across the instructors. Both
scales were then finalized with 14 items that asked students to rate their confidence on a 6 point
Likert scale from 1 (No Confidence at All) to 6 (Complete Confidence). Both measures were
administered to undergraduate students enrolled in one section of an introductory statistical
methods course offered through an Educational Psychology Department. The CSSE instrument
was administered two times [the second week (n=140) and the last week (n=130) of class], and
the SELS instrument was administered only during the second week (n=140) of the class.
Exploratory factor analysis with principal axis extraction was used to analyze the
underlying structure of both constructs. Number of factors to be retained was decided according
to a scree plot, percentage of variance explained in the responses by factors, and results of
parallel analysis. A one-factor solution was revealed in the both administrations of CSSE
measure, where only 44.53% of the total variance was explained in first administration responses
and 51.3% of the total variance was explained in the second administration responses. The
SELS measure also yielded a uni-dimensional solution, which accounted for 73.71% of the
variance in responses.
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Both scales were found to have acceptable levels of internal consistency (Cronbach's α >
.90). Moreover, both scales have been validated by Finney and Schraw (2003) using the
relationship with other measures (test anxiety, math self-efficacy, and attitudes towards statistics)
that were currently established, and with a performance measure that was developed by the
authors. Even though the relationships were low, it provided preliminary evidence for validity of
both scales. Later, Larwin (2014) also established the construct validity of the CSSE using
confirmatory factor analysis.
The 14 items were based on specific statistical concepts taught only in introductory level
statistics courses. Therefore, the generalizability of the scale to students enrolled in other
statistics courses would be questionable.
Summary of Available Statistics Self-Efficacy Scales
All four statistics self-efficacy measures that can be currently found in the literature have
some limitations when assessing undergraduate students’ statistics self-efficacy. Table 1
provides a summary of available self-efficacy scales and the limitations of each scale.
In addition to above mentioned limitations, none of these scales considered curricular
guidelines that have been established for undergraduate statistics programs and the skills that
students need to possess after the successful completion of undergraduate level statistics courses,
when developing the scale items. Moreover, all four scales have been developed more than 10
years ago, hence those scales may not currently demonstrate high validly due to numerous
changes in undergraduate statistics education with the inclusion of modern statistical tests over
classical tests, enormous influence of computer software programs for performing statistical
tasks, and changes in statistical skills and competencies expected from bachelor’s level
graduates.

19
Table 1
Summary of Available Statistics Self-Efficacy Scales
Targeted
Population

Scale

Developer

Domain

Perceived
Statistics
Self-Efficacy
Scale

Bandalos,
Yates, and
Thorndike
-Christ
(1995)

To measure
perceived
statistics selfefficacy

Graduate and
undergraduate
students
enrolled in
statistics
courses

Self-Efficacy
Towards
Statistics
Questionnaire

Lane,
Hall, and
Lane
(2002)

To assess selfefficacy
towards
achieving
success on a
sport studies
undergraduate
statistics
module

Undergraduate
students
enrolled in a
specific
Research
Methods and
Statistics
module

No. of
Items
(SubScales)
7
(1)

44
(6)

Limitations
 Items represented tasks
involved in learning statistics,
NOT self-efficacy in statistical
practices
 No information on,
- how they developed the items
- psychometric properties of
the scale
 Larwin (2014) argued this
study operationalized the
statistics self-efficacy as a
general dispositional construct
without considering the
situation-specific nature
 Confidence in being success in
a specific sports studies
statistics module, NOT selfefficacy in statistical practices
 Developed based on
competencies described
qualitatively by students to be
successful in the module
 6 factors were identified
logically – subjective
 Only the face validity was
maintained, and therefore the
authors suggest further
validations
 The same sample was used to
identify competencies, find the
factors, and test their internal
consistency. Authors
recognized it as a limitation.
 Only for students who
complete a specific sport
studies statistics module –
generalizability issues
 Larwin (2014) doubted if this
measure correctly measures
self-efficacy specifically in
statistics, since it includes
general items in the measure.
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Table 1. Continued

Scale

Developer

Self-Efficacy
to Learn
Statistics

Finney
and
Schraw
(2003)

Current
Statistics
Self-Efficacy

Finney
and
Schraw
(2003)

Domain
To assess
students’
confidence in
their ability to
learn to solve
specific
statistics
related tasks
To assess
students’
confidence in
their current
ability to solve
specific
statistics
related tasks

Targeted
Population
Undergraduate
students
enrolled in
introductory
level statistics
courses

Undergraduate
students
enrolled in
introductory
level statistics
courses

No. of
Items
(SubScales)
14
(1)

14
(1)

Limitations
 Self-efficacy in learning
statistics, NOT self-efficacy in
statistical practices
 Only for students enrolled in
introductory level statistics
courses - generalizability
issues
 Only for students enrolled in
introductory level statistics
courses - generalizability
issues

Development of the SESPS Data Collection Instrument
It has been noticed that most of the previous studies related to students’ statistics selfefficacy used self-efficacy scales that were not specifically developed for the targeted population
of students (Awang-Hashim, O’Neil, & Hocevar, 2002; Hsu, Wang, & Chiu, 2008; Perepiczka,
Chandler, & Becerra, 2011; Schneider, 2011). According to Pajares (1996b), "Studies that report
a lack of relationship between self-efficacy and performance often suffer from problems either in
specificity or correspondence" (p. 556). As pointed out by a number of researchers (Bandura,
1997, 2006; Finney & Schraw, 2003; Gore, 2006; Larwin, 2014; Pajares, 1996a, 1996b), the
construct of self-efficacy can be measured more accurately, when it is specific in its
measurement with the corresponding content domain. Bong and Skaalvik (2003) suggested that
self-efficacy measures should be related with the corresponding domain of performance. A
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number of other researchers (Awang-Hashim, O’Neil, & Hocevar, 2002; Schunk & Pajares,
2002; Zimmerman, 2000) also stated that measures of self-efficacy should be task specific and
directly related to the domain of interest.
Pajares (1996b) further mentioned that, “self-efficacy beliefs should be assessed at the
optimal level of specificity that corresponds to the criterial task being assessed and the domain of
functioning being analyzed” (p. 547). Therefore, if the goal is to measure statistics self-efficacy
of undergraduate students, it is necessary to ask students to respond with their confidence about
their ability to perform statistical tasks directly related to that specific domain of undergraduate
level rather than using an available scale developed for another domain. However, as mentioned
earlier, the available scales have several limitations when assessing statistics self-efficacy of
undergraduate students who are taking / have taken different statistics courses in different
disciplines of study. Therefore, the present study developed and validated a new scale (SESPS)
to assess undergraduate students’ self-efficacy in statistical practices, with the careful
consideration of the performance tasks that undergraduates in different disciplines and levels of
study are supposed to be competent with. The SESPS addressed all the identified limitations of
currently available statistics self-efficacy measures.
What distinctive of assessing self-efficacy is it reflects students’ confidence in using the
statistical concepts and methods that they learned in the classroom in real world situations.
Therefore, the scale items were based on overall educational goals of statistics courses. As the
present study focused on undergraduate students, the SESPS reflects the specific performances
that one can expect from undergraduate students who is taking / have taken statistics courses in
any discipline. To be knowledgeable on what to expect from those students, curricular and
guidelines of undergraduate level statistics courses and programs were examined.
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It is a common fact that the curriculum of undergraduate statistics programs are different
from one university to another (Bryce et al., 2001). Therefore, over the last two decades,
statistics educators have paid an increased attention on undergraduate statistics programs and
curriculum in order to reduce the variation in programs through establishing standard curriculum
for undergraduate statistics programs (Bryce, 2002). The American Statistical Association (ASA)
launched a symposium on “Improving the Work Force of the FUTURE: Opportunities in
Undergraduate Statistics Education” following the Undergraduate Statistics Education Initiative
(USEI) in order to discuss about the needs of business, industry and government for bachelor’s
level workforce, curriculum guidelines for undergraduate statistics programs, efforts to improve
statistics programs, and marketing statistics programs
(http://www.amstat.org/meetings/jsm/2000/symposium.html). The curriculum guidelines for
undergraduate statistics programs that were formally endorsed by the ASA Board of Directors
were not on the ASA website during the time of the present study, since a team was in the
process of updating those guidelines
(http://www.amstat.org/education/Curriculumguidelines.cfm). However, the six position papers
(Bryce et al., 2001; Cannon et al., 2002; Garfield et al., 2000; Moore, 2001; Ritter, Starbuck, &
Hogg, 2001; Tarpey, at el., 2000) that the ASA Board of Directors used for establishing current
curriculum guidelines were available. Since the currently approved guidelines of ASA were
originally based on these position papers, the papers served as the basis of standard curriculum
for undergraduate statistics education. Moreover, the Society for the Teaching of Psychology
(STP) recently developed statistics literacy standards for undergraduates in basic and applied
psychological sciences, and those were found on their website
(http://teachpsych.org/Default.aspx?pageId=1599567&mode=PostView&bmi=1539254).
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Therefore, the development of SESPS items was based on the curriculum guidelines
provided in the six position papers that the ASA used for developing undergraduate statistics
curriculum, as well as the statistics literacy standards for undergraduates that were provided by
the STP. As the present study focused on statistics self-efficacy of undergraduate students in any
discipline, the combination of these interdisciplinary curriculum guidelines provided an excellent
guide for developing items for the SESPS. Refer to Appendix A for a summary of each of these
curriculum guidelines and statistical literacy guidelines.
Even though students need mathematics to learn theories of statistics and prove those
theories, statistics is separated from mathematics and mostly uses non-mathematical skills and
competencies. Many statistics educators have recommended that students who are not majoring
in statistics do not require mathematical statistics (Bryce et al., 2001; Cannon et al., 2002;
Tarpey et al., 2000). “Although some of the possible statistics electives might have mathematical
prerequisites, a student in the social sciences should be able to complete a statistics minor
without taking a calculus course” (Tarpey et al., 2000, p.6). Bryce et al. (2001) further described
that undergraduate students need data analysis skills rather than theoretical development of
statistics. Moreover, a number of researchers who studied about self-efficacy pointed out the
importance of developing and using self-efficacy scales that are related with the corresponding
domain of specific performances, in order to measure the construct of self-efficacy accurately
(Awang-Hashim, O’Neil, & Hocevar, 2002; Bandura, 1997, 2006; Bong & Skaalvik, 2003;
Finney & Schraw, 2003; Gore, 2006; Larwin, 2014; Pajares, 1996a, 1996b, 1997; Zimmerman,
2000). Therefore, students’ mathematical foundation and skills, as well as other substantive skills
such as team work, writing skills, and presentation skills were not considered when developing
items for the SESPS (refer to Appendix B for SESPS data collection instrument).
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Chapter 3
Method
This chapter includes information about the research design of the present study,
sampling methodology, participants’ demographics, development of the data collection
instrument for the study, measures that were used, and study procedures.
Research Design
This study used a cross sectional survey design, as it facilitates collecting data from a
large number of individuals (Colton & Covert, 2007). Data were collected through an online
survey, which consisted of items to assess students’ current self-efficacy in statistical practices.
Since the study intended to collect data from a large number of students, self-reported data were
collected through the survey. The students were asked to rate their level of confidence in
performing statistics related tasks on an 11-point scale ranging from 0% confident to 100%
confident. In addition to the main variables of interest, students’ statistics anxiety was collected
to validate the Self-Efficacy in Statistical Practices Scale, and students’ demographics were
collected to compare students’ self-efficacy in statistical practices across demographic groups.
Sampling and Recruitment of Participants
The population of interest was undergraduate students who enrolled in any undergraduate
statistics course at universities in the United States (US). Subjects for the study were recruited
through convenience sampling and snowball sampling approaches. Several instructors and
teaching assistants who taught undergraduate statistics courses at two US universities (University
of Tennessee, Knoxville and Sam Houston State University) were contacted through email
requesting to collect data from students enrolled in their statistics courses (refer to Appendix C
for the invitation letter for instructors and teaching assistants). Those instructors were also
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requested to forward a flyer, which provided announcement of this study with the link to the
online survey, to their acquaintance instructors and teaching assistants requesting to collect data
from students enrolled in their statistics courses (refer to Appendix D for the study flyer).
Participants of the Study
Undergraduate students from the University of Tennessee, Knoxville and Sam Houston
State University participated in the current study. After the data cleaning process (refer to
Chapter 4 for more information), 507 undergraduate students remained as participants in the
study. The majority of participants (90.6%) were from the University of Tennessee, Knoxville
(https://oira.utk.edu/) whereas 9.4% of the participants were from Sam Houston State University
(http://www.shsu.edu/dept/institutional-effectiveness/).
Among the 507 participants, 40.8% were male students and 59.2% were females. The
majority of participants (85.5%) were Caucasian. Percentages of first year, sophomore, junior,
and senior students were 17.6%, 26.8%, 28.6%, and 27.0% respectively.
The majority of participants (58.3%) had not taken any college-level statistics course
prior to their currently enrolled course, whereas 22.4% of students had taken 1 statistics course,
and 10.1% had previously taken 2 courses. Most of the participants (86.1%) were taking only
one college-level statistics course during the semester of data collection. Moreover, the majority
of participants (66.3%) were in 100 level courses during that semester.
Participants’ major area of study was categorized according to the revised list of STEM
fields published by U.S. Immigration and Customs Enforcement in 2012
(http://www.ice.gov/sites/default/files/documents/Document/2014/stem-list.pdf). Among the
students who revealed their major area of study, 51.7% were in non-STEM majors, while 48.3%
were majoring in STEM fields. Out of those students in the STEM majors, only 20 students (4%

26
of total sample) were majoring in statistics. When asked, the majority of students (85.5%)
responded that they were not planning to earn a statistics minor, whereas 8.1% of students were
planning to earn a statistics minor and 6.3% responded they may earn a statistics minor. Refer to
Table 2 for more information.
SESPS Instrument Development
Items for the Self-Efficacy in Statistical Practices Scale (SESPS) were developed in three
stages. At the first stage, initial items were constructed by reviewing statistics curriculum and
literacy guidelines that were available for undergraduate degrees (refer to Appendix A for
statistics curriculum and literacy guidelines). Those initial items were created for statistical
competencies that were common across each of these curriculum and literacy guidelines.
“Brainstorming” and “repetitive why” approaches described by Colton and Covert (2007) were
used for developing the initial set of items. Items were written down, by the principal
investigator of the study, as they came to mind with repeatedly answering several “why”
questions such as “Why do I want this item?”, and “Why does this item relate with statistics selfefficacy?”. This process was continued until the principal investigator was comfortable with the
set of items developed.
Colton and Covert (2007) suggest focus groups to gain feedback while developing an
instrument. At the second stage, a focus group was conducted with five upper level graduate
students who had the experience of working as a teaching assistant for quantitative methodology
courses, in order to review the initial items created by the principal investigator of the study. The
graduate students reviewed the items individually, and indicated if the items needed to be
modified or deleted as well as suggested new items for the instrument. Everyone in the group
thoroughly discussed about the transparency, applicability, and relevance of each and every item.
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Table 2
Participants’ Demographics
Variable
Gender
Male
Female
Ethnicity
Caucasian
Black/African American
Asian/Pacific Islander
Native American/Alaskan
Other
Current Student Status
First Year
Sophomore
Junior
Senior
Number of Previous Statistics Coursesa
0
1
2
3
4
5
6
7
8
More than 8
Number of Current Statistics Coursesb
1
2
3
4
5
More than 5
Level of Current Statistics Course(s)
100 Level
200 level
300 Level
400 Level
Major
STEM
Non-STEM

n

%

206
299

40.8
59.2

413
40
14
3
13

85.5
8.3
2.9
0.6
2.7

88
134
143
135

17.6
26.8
28.6
27.0

294
113
51
22
14
4
2
3
1
0

58.3
22.4
10.1
4.4
2.8
0.8
0.4
0.6
0.2
0.0

435
46
13
5
5
1

86.1
9.1
2.6
1.0
1.0
0.2

276
0
106
34

66.3
0.0
25.5
8.2

241
258

48.3
51.7
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Table 2. Continued
Variable
Earning a Statistics Miner
Yes
Maybe
No

n

%

41
32
432

8.1
6.3
85.5

Note. aAverage for number of previous statistics courses = .79. bAverage for number of current statistics
courses = 1.22.

Additionally, they reviewed if the items and the language were general enough to be applicable
across undergraduates in different disciplines. Then, the instrument was modified such that the
items of the modified scale thoroughly cover the construct, undergraduates’ self-efficacy in
statistical practices, which the SESPS expects to measure.
Colton and Covert (2007) suggest focus groups to gain feedback while developing an
instrument. At the second stage, a focus group was conducted with five upper level graduate
students who had the experience of working as a teaching assistant for quantitative methodology
courses, in order to review the initial items created by the principal investigator of the study. The
graduate students reviewed the items individually, and indicated if the items needed to be
modified or deleted as well as suggested new items for the instrument. Additionally, they
reviewed if the items and the language were general enough to be applicable across
undergraduates in different disciplines. Everyone in the group discussed the transparency,
applicability, and relevance of each item. Then, the instrument was modified such that the items
of the modified scale thoroughly cover the construct, undergraduates’ self-efficacy in statistical
practices, which the SESPS expects to measure.
At the third stage, six experts (faculty members who teach a variety of quantitative
methodology courses at a large research university) were asked to review the items individually,
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and then comment and provide suggestions on the face and content validity of the modified
scale. Additionally, they were asked to provide their feedback on clarity of instructions and
items, items that should be added, deleted or revised, issues with spelling and/or grammar,
response scale of the items, and appropriateness of the flow of the survey, as well as to provide
any other comments that they think would help improve the scale. The experts suggested new
items, revised some items, and gave feedback on clarity of instructions and grammar. One expert
suggested to change the response scale of the items from the six point Likert scale (From 1 being
“No Confidence At All” to 6 being “Complete Confidence”) to an 11 point scale (from 0 being
“0% Confident” to 10 being “100% Confident”). The data collection instrument for the SESPS
was finalized with the experts’ comments and suggestions. The finalized SESPS data collection
instrument consisted of 53 items that asked students to rate their current confidence in
completing statistics related tasks using an 11-point scale from 0 (0% Confident) to 11 (100%
Confident). Refer to Appendix B for the data collection instrument for SESPS.
Measures
The complete questionnaire for this study consisted of three measures: the data collection
instrument for the SESPS that was developed under this study, the Statistics Anxiety Scale
developed by Vigil-Colet, Lorenzo-Seva, and Condon (2008), and a demographic questionnaire.
To collect data for the study, the three measures were combined together in the following order:
1) SESPS, 2) Statistics Anxiety Scale, and 3) demographic questionnaire (refer to Appendix E
and Appendix F for the Statistics Anxiety Scale and demographic questionnaire respectively).
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SESPS Data Collection Instrument.
Items for the SESPS data collection instrument were developed as described above. The
53 items in the instrument asked students to rate their current confidence in completing statistical
tasks using an 11-point Likert scale from 0 (0% Confident) to 10 (100% Confident).
Statistics Anxiety Scale.
A number of researchers have found that there is a negative relationship between
students’ statistics self-efficacy and statistics anxiety (Awang-Hashim, O’Neil, & Hocevar,
2002; Bandalos, Yates, & Thorndike-Christ, 1995; Chiesi, Primi, & Carmona, 2011; Perepiczka,
Chandler, & Becerra, 2011; Schneider, 2011). Therefore, the Statistics Anxiety Scale (SAS)
developed by Vigil-Colet, Lorenzo-Seva, and Condon (2008) was used to assess the convergent
validity of the SESPS.
The SAS was developed by collecting data from 159 undergraduate students enrolled in a
statistics course in Spain. The SAS consists of 24 items, and 8 of them were adapted from
Statistics Anxiety Rating Scale (STARS), which was developed by Cruise and Wilkins (1980).
The 24 items, which are measured on a 5-point Likert scale from 1 (No Anxiety) to 5
(Considerable Anxiety) assess three different dimensions of anxiety that are correlated with each
other (examination anxiety, asking for help anxiety, interpretation anxiety) along with students’
overall anxiety when taking a statistics course. The internal consistency of the SAS was assessed
with the alpha coefficient, and coefficient alpha for each of the subscales ranged between .874
and .924 where the overall scale had a coefficient alpha value of .911. The validity of the scale
was assessed with the State Trait Anxiety Inventory (Spielberger, Gorsuch, & Lushene, 1964).
Correlations of examination anxiety (.39, p < .001), asking for help anxiety (.31, p < .001),
interpretation anxiety (.16, p < .05), and overall statistics anxiety (.34, p < .001) with the Trait
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Anxiety were all significant. Later, cross-country validity, internal consistency reliability, and
test-retest reliability of the SAS was reported by Chiesi, Primi, and Carmona (2011). Even
though the literature review revealed six measures for assessing students’ statistics anxiety,
Chew and Dillon (2014) recommended researchers to use SAS, highlighting that the SAS is a
promising instrument to measure the statistics anxiety specifically (refer to Appendix E for the
SAS).
The authors has published only the overall scale with all 24 items together, and therefore
classification of the items in each subscale cannot be found in current literature. Internal
consistency reliability of the overall SAS was evaluated with the data collected for the present
study, and the Cronbach’s alpha was .94, which indicated the consistency with authors’ results
for the reliability of the overall scale.
Demographic Questionnaire.
A demographic questionnaire was developed for the present study to gather information
about the individual students who participated in the study. Responses from these demographic
questions were used to describe the sample, assess the representativeness of the sample, as well
as to compare students’ statistics self-efficacy across demographic groups. The questions were
included to gather students’ background information such as their gender, major area(s) of study,
year of study, and number of previous college-level statistics courses taken (refer to Appendix F
for the demographic questionnaire).
Procedure
First, all the required study materials were submitted to the University of Tennessee,
Knoxville Institutional Review Board (IRB) to receive institutional ethics board approval. Then,
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data for the study were collected through convenience sampling and snowball sampling
approaches as described earlier.
The participating students’ contact information were collected from interested students in
order to be entered into a raffle to win one of five $25 Visa gift cards (refer to Appendix G for
the contact information questionnaire). The winners of the raffle were notified and gift cards
were sent through email.
To ensure the safety and privacy of the participants, all ethical guidelines were followed
as outlined in the Ethical Principles of Psychologists and Code of Conduct
(http://www.apa.org/ethics/code/principles.pdf) published by American Psychological
Association in 2010. An online informed consent was available to the participating students to
provide information on the study and to obtain their agreement to participate in the survey (refer
to Appendix H for the informed consent for participating students). Data were collected through
a password protected account on the Qualtrics online survey software, and only the principal
investigator of the study and the student advisor had the access to the account and survey data.
Identities of the participants were protected, and all collected data were kept confidential.
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Chapter 4
Results
The purpose of this study was to develop and validate the Self-Efficacy in Statistical
Practices Scale (SESPS). The study addressed one hypothesis related to the main purpose of the
study and four additional research questions. This chapter includes information about data
cleaning, the data analysis procedure for the development and validation of the SESPS, and study
results based on the hypothesis and research questions.
The hypothesis was that the SESPS demonstrates an acceptable internal consistency
reliability (Cronbach’s alpha >.70) and validity (convergent). The research questions addressed
were as follows:
1. Is there a statistically significant gender difference in undergraduates’ level of selfefficacy in statistical practices?
2. Are there statistically significant differences in the level of self-efficacy in statistical
practices between undergraduates who are majoring in different disciplines?
3. Are there statistically significant differences in the level of self-efficacy in statistical
practices between undergraduates who are in different years of study?
4. Are there statistically significant differences in the level of self-efficacy in statistical
practices between undergraduates who have taken different numbers of college-level
statistics courses?
Data Cleaning
Data were cleaned as described by Morrow and Skolits (2014), and assessed for the
assumptions of Principal Components Analysis (PCA). First, frequency analyses were conducted
on each of the variables and coding errors were corrected. Two students reported that they were
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graduate students. Therefore, all data related to those two individuals were deleted from the
dataset. Students’ responses for their primary major area of study were cleaned for spelling
mistakes.
Next, the data were analyzed both case-wise and variable-wise for missing values. Only
the cases that had data for more than 80% of the statistics self-efficacy variables (for more than
42 variables out of 53) were retained for further analysis. After that case-wise missing value
analysis, 507 cases remained in the dataset. In the variables that had missing values, the amount
of missing data was less than 2% per variable. A 5% or fewer amount of random missing values
in a large dataset is considered not serious, and analyses with different methods of handling
missing data produces similar results (Tabachnick, & Fidell, 2013). Therefore, missing values
were not replaced, and listwise deletion was chosen as the method for handling missing data
during analyses. This approach takes only the cases with values for all variables that are used for
the analysis (Roth, 1994).
The data for the self-efficacy and anxiety variables were then cleaned for outliers.
Osborne and Overbay (2008) describe that outliers are scores that are unusually far from the
mean and that potentially can have an undue impact on the results of statistical analyses. Since
99.9% of scores in a standard normal distribution fall between -3.29 and +3.29, Tabachnick and
Fidell (2013) consider any score that is outside of that range an outlier. Three self-efficacy
variables had z-scores less than -3.29, and those values whose z-scores were less than -3.29 were
set as missing.
Univariate normality of the self-efficacy variables was assessed by looking at skewness
and kurtosis values. Skewness and kurtosis values were less than |2| in all variables, and
therefore univariate normality was assumed for all variables (Tabachnick & Fidell, 2013).
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Bivariate scatter plots between the 53 self-efficacy variables showed linear relationships,
and no evidence for curvilinear relationships was shown in the matrix of bivariate scatter plots.
Therefore, it was assumed that the relationships among the self-efficacy variables were linear
(Tabachnick & Fidell, 2013). Pearson correlation matrix of the 53 variables indicated that those
bivariate linear relationships were all significant at .05 level of significance.
Factorability of the correlation matrix was assessed in each run of the PCA through
Kaiser-Meyer-Olkin measure of sampling adequacy. For the Kaiser-Meyer-Olkin statistic, .88
was kept as the benchmark since values greater than .88 are considered excellent (Pett, Lackey,
& Sullivan, 2003).
Development of the SESPS
Exploratory factor analysis was performed to examine the underlying structure of
undergraduates’ self-efficacy in statistical practices. Williams, Brown, and Onsman (2010)
recommended using PCA as the extraction method when no prior theory or model exists for the
exploratory factor analysis. Pett et al. (2003) also suggest using PCA for establishing preliminary
solutions in exploratory factor analysis. Moreover, PCA distributes all of the common, unique,
and error variances of each observed variable to components (Beavers et al., 2013; Tabachnick &
Fidell, 2013). Therefore, PCA was chosen as the extraction method for the exploratory factor
analysis.
Scree plot and eigenvalues of the components were used to determine the number of
factors to extract. Specifically, components were kept if they were above the elbow of the scree
plot and if they have eigenvalues greater than 1. The scree plot of unrotated components
suggested a 1-3 component solution (refer to Figure 1 for the scree plot).
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Figure 1. Scree plot of the un-rotated components.

Parallel analysis was used to guide the number of components to retain for the PCA,
since the use of parallel analysis had been found to be the most acceptable method in
determining the number of components to extract (Hayton, Allen, & Scarpello, 2004). Parallel
analysis results showed that eigenvalues generated by actual data matrix were greater than the
corresponding eigenvalues generated by random data for the first three components (refer to
Table 3 for more information). Therefore, three components were extracted in the initial run of
the PCA.
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Table 3
Eigenvalues from Parallel Analysis

Root

Raw Data
Eigenvalue

1
2
3
4
5
6
7
8

32.10363
3.351395
2.003813
1.492355
1.318337
1.180078
0.945252
0.852773

Random Data
Eigenvalue
at 50th Percentile
1.734251
1.664656
1.612928
1.567590
1.526756
1.489330
1.454593
1.420951

Random Data
Eigenvalue
at 95th Percentile
1.808326
1.717725
1.658973
1.609798
1.566050
1.524385
1.485575
1.451604

PCA with Three Components.
PCA with Direct Oblimin rotation was performed through SPSS on the 53 self-efficacy
items for the 507 cases in the cleaned dataset extracting three components. Kaiser-Meyer-Olkin
measure of sampling adequacy (.98) revealed no issues with the factorability of the correlation
matrix, and Bartlett’s test of sphericity was significant, X2(1378) = 32266.72, p < .001. However,
one-by-one omission of complex loading items (items that loaded on two or all three components
with less than .20 difference in component loadings) removed 10 self-efficacy items, and did not
retain any item on the third component indicating a two-component solution. Therefore, the PCA
was re-conducted on the initial 53 self-efficacy items for the 507 cases forcing it to extract only
two components.
PCA with Two Components.
The PCA with two components was performed on the 53 self-efficacy items with Direct
Oblimin rotation. Kaiser-Meyer-Olkin measure of sampling adequacy (.98) revealed no issues
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with the factorability of the correlation matrix, and Bartlett’s test of sphericity was significant,
X2(1378) = 32266.72, p < .001. Examination of the component correlation matrix showed a high
correlation (r = .63) between the resulting two components, confirming the acceptable selection
of Direct Oblimin rotation (Beavers et al., 2013). The PCA was repeated with one-by-one
deletion of complex loading items (i.e., those that loaded on both components with less than .20
difference in component loading values), items that did not have a meaningful association with
the rest of the items in the relevant component, and items that loaded with a communality less
than .50 (MacCallum, Widaman, Zhang, & Hong, 1999). Through this procedure the PCA
solution was finalized with 43 items, which had loadings of at least .60 on one of the two
components with no complex loadings.
Hypothesis: Final Solution for the SESPS with Reliability and Validity
In the final 2-component PCA solution with Direct Oblimin rotation, the Kaiser-MeyerOlkin measure of sampling adequacy (.97) revealed no issues with the factorability of the
correlation matrix, and Bartlett’s test of sphericity was statistically significant, X2(903) =
26238.58, p < .001. This 2-component solution included 43 statistics self-efficacy items and all
the loadings were greater than .60. Overall, the solution of Self-Efficacy in Statistical Practices
Scale accounted for 68.48% of the total variance. The first component, “Self-Efficacy in
Conducting Statistical Procedures” (SECSP), contained 37 items and accounted for 62.65% of
the total variance, whereas the second component “Self-Efficacy in Utilizing Computer Software
for Statistical Procedures” (SEUCSSP) contained 6 items and accounted for 5.83% of the total
variance. Refer to Table 4 for items of each component with loadings, and Appendix I for the
final SESPS.
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Table 4
Summary of the Self-Efficacy in Statistical Practices Scale

Item

Choosing the most appropriate statistical analysis to answer a
research question
Identifying the correct statistical hypothesis to answer a research
question
Checking the assumptions that need to be satisfied in order to
perform statistical tests
Identifying acceptable alternative approaches, when assumptions of
statistical tests are violated
Continuing with alternative analyses when assumptions of statistical
tests are violated
Identifying limitations of statistical analyses
Identifying additional/alternative approaches to address the
limitations of statistical analyses
Continuing with additional/alternative analyses when you find
limitations of statistical analyses
Continuing with analyses when you need to learn more for
performing other required analyses
Interpreting the results of a statistical analysis
Properly writing the results of a statistical analysis
Making the correct decision from the results of a statistical analysis
Describing the findings of a statistical analysis to a general audience
Defending the statistical approaches you used to address your
research questions
Explaining the theory behind statistical tests
Comprehending the statistical analyses presented in journal articles
Evaluating the appropriateness of statistical analyses used in journal
articles
Evaluating the accuracy of interpretations of statistical results
presented in journal articles
Evaluating the adequacy of information on statistical results
provided in journal articles
Evaluating the validity of statistical conclusions presented in journal
articles
Selecting an appropriate graphical analysis method to describe data
Interpreting the results of a graphical data analysis
Properly writing the results of a graphical data analysis
Summarizing data in tables
Interpreting the information summarized in a table

Component Loading
Self-Efficacy
Self-Efficacy
in Statistical
in Utilizing
Procedures
Computer
Software for
Statistical
Procedures
(Alpha = .99) (Alpha = .93)
.90
.85
.86
.73
.70
.68
.69
.66
.65
.90
.95
.99
.92
.92
.74
.79
.82
.82
.77
.76
.74
.75
.78
.80
.88
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Table 4. Continued

Item

Properly writing a description of the information summarized in a
table
Identifying variables for a research study to address research
questions
Selecting an appropriate sampling technique for a research study to
address research questions
Choosing the most appropriate design (e.g., random assignment,
replication, blocking, experimental, observational) for a
research study to address research questions
Collecting data for a research study to address research questions
Identifying factors that affect the generalizability of statistical results
to the population
Comprehending advanced statistical methods provided in resources
such as books and web sites
Distinguishing between causal and correlational relationships
Distinguishing between statistical significance and practical
significance
Identifying the distribution of a variable
Estimating population parameters
Calculating the probability of a specific event occurring in a given
situation
Conducting statistical analyses using a computer software program
Comprehending the output of a statistical analysis generated by a
computer software program
Cleaning data using a computer software program
Conducting graphical analyses using a computer software program
Using at least one statistical software package
Using an alternative software program when you cannot perform a
statistical analysis with the software that you are most familiar
with

Component Loading
Self-Efficacy
Self-Efficacy
in Statistical
in Utilizing
Procedures
Computer
Software for
Statistical
Procedures
(Alpha = .99) (Alpha = .93)
.87
.79
.79
.71

.73
.76
.62
.66
.59
.73
.79
.87
.76
.63
.81
.82
.89
.82

Following the PCA, internal consistency reliability of the overall scale and each of the
individual components were analyzed using Cronbach’s Alpha. An alpha of .70 or greater is
considered acceptable reliability in social science research (Bland & Altman, 1997; Pedhazur &
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Schmelkin, 1991; Spector, 1992; Tavakol & Dennick, 2011). The Cronbach’s alpha values were
.98, .99, and .93 for the overall scale, SECSP, and SEUCSSP respectively. Examination of
Cronbach’s Alpha diagnostics, to see if any of the individual items were to be deleted, did not
reveal any item that would significantly increase the reliability when deleted from the overall
scale or either subscale.
Convergent validity of the SESPS was assessed by examining the correlation between
students’ statistics self-efficacy measured by the SESPS and students’ statistics anxiety measured
by the Statistics Anxiety Scale (SAS). Average scores for the SECSP, SEUCSSP, overall
SESPS, and SAS were calculated for each individual in order to examine relationships of each
subscale and the overall SESPS with the SAS. Scatterplots of SECSP, SEUCSSP, and the
overall SESPS with SAS indicated negative linear relationships between the variable pairs.
Pearson correlation coefficients for those linear relationships of SECSP, SEUCSSP, and the
overall SESPS with SAS were -.37, -.16, and -.35 respectively, and all were statistically
significant with p < .001. These statistically significant negative linear correlations provided
preliminary evidence for convergent validity of the SESPS.
Therefore, the 2-component solution for the Self-Efficacy in Statistical Practices Scale
was identified as a reliable and valid measure to assess undergraduate students’ statistics selfefficacy. A summary of the scale with items with item loading values, and internal consistency
reliability of each component is provided in the Table 4 above.
The scatterplot between SECSP and SEUCSSP showed a liner relationship, and the Pearson
correlation coefficient (r = .68) was statistically significant with p < .001. According to paired
sample t-test results, participants’ self-efficacy in conducting statistical procedures (M = 66.62,
SD = 18.55) was significantly higher than their self-efficacy in utilizing computer software for
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statistical procedures (M = 58.46, SD = 24.49) with t(503) = 10.21, p < .001, d = 0.38 (Refer to
Table 5 for more information). Therefore, averages of students’ SECSP and SEUCSSP,
measured in percentages, were used separately for further analyses.

Table 5
Descriptive Statistics for Resulting Subscales
Subscale

Minimum

Maximum

Mean

1
2

6.97
0.00

100.00
100.00

66.62
58.46

Standard
Deviation
18.51
24.49

Coefficient
of Variation
0.28
0.42

Research Question 1: Gender Differences in Statistics Self-Efficacy
Independent samples t-tests were conducted to compare self-efficacy in statistical
practices between males and females. Bonferroni adjustment was applied to maintain familywise error rate due to separate tests for each subscale (Morgan, 2007). This resulted in an alpha
level of .025 for each test. Skewness and kurtosis values for SECSP and SEUCSSP were less
than |2| for males and females, and therefore it was assumed that the samples were coming from
populations that were normally distributed (Tabachnick & Fidell, 2013). Levene’s test for
equality of variances was not statistically significant for both SECSP (p = .13) and SEUCSSP (p
= .06), indicating that population variances of SECSP and SEUCSSP for both groups were equal.
Independent t-test results showed that there was no statistically significant difference in average
self-efficacy in conducting statistical procedures between males (M = 66.21, SD = 17.83) and
females (M = 66.79, SD = 18.99) with t(503) = -.35, p = .73, d = 0.03. However, male students’
average self-efficacy in utilizing computer software for statistical procedures (M = 62.50, SD =
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22.97) was significantly higher than females’ self-efficacy (M = 55.55, SD = 25.17) with t(500) =
3.15, p = .002, d = 0.45.
Research Question 2: Differences in Statistics Self-Efficacy Based on Major Area of Study
Independent samples t-tests were conducted to compare SECSP and SEUCSSP between
students who were majoring in STEM fields and non-STEM fields. Bonferroni adjustment
resulted in an alpha level of .025 for each of the two tests. Skewness and kurtosis values for
SECSP and SEUCSSP were less than |2| for STEM students as well as non-STEM majoring
students, and therefore it was assumed that the samples were coming from populations that were
normally distributed (Tabachnick & Fidell, 2013). Levene’s test for equality of variances was not
significant (p = .18) for SECSP, indicating that population variances of SECSP for both groups
were equal. However, Levene’s test was significant (p < .001) for SEUCSSP, and therefore the ttest results for samples with unequal variances was used to compare average SEUCSSP between
STEM and non-STEM students. Independent t-test results showed that there was no statistically
significant difference in average self-efficacy in conducting statistical procedures between
students who were majoring in STEM fields (M = 67.73, SD = 17.86) and students who were
majoring in non-STEM fields (M = 65.65, SD = 18.96) with t(497) = 1.26, p = .21, d = 0.11.
However, average self-efficacy in utilizing computer software for statistical procedures was
significantly higher in students in STEM fields (M = 62.95, SD = 21.59) than those who were in
non-STEM fields (M = 54.22, SD = 26.43) with t(485) = 4.04, p < .001, d = 0.36.
Research Question 3: Differences in Statistics Self-Efficacy Based on Year in School
One-way between subjects ANOVA was used to compare SECSP and SEUCSSP
between students based on their year in their undergraduate program. Bonferroni adjustment
resulted in an alpha level of .025 for each of the two tests. Skewness and kurtosis values for
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SECSP and SEUCSSP were less than |2| for students in each level of study (from first year to
senior), and therefore it was assumed that the samples were coming from populations that were
normally distributed (Tabachnick & Fidell, 2013). However, the Levene’s test for equality of
variances were significant for both SECSP (p = .02) and SEUCSSP (p = .002), indicating that the
population variances of SECSP and SEUCSSP in the four groups were not equal. Failure of the
assumption of equal variances can have serious impact on the power of the F-test, since it tends
to not reject the null hypothesis even when the data actually provides strong evidence to do so
(Weerahandi, 1995). Therefore, the Welch test, which performs best under violations of the
homogeneity of variance assumption (Lix, Keselman, & Keselman, 1996), was used to support
the decisions from the one-way between subjects ANOVA procedures.
The ANOVA results showed that there was no statistically significant difference in
average self-efficacy in conducting statistical procedures between first year students (M = 65.19,
SD = 19.88), sophomores (M = 69.81, SD = 18.10), juniors (M = 64.03, SD = 19.77), and seniors
(M = 66.50, SD = 16.41) with F(3, 496) = 2.43, and p = .06. The Welch robust test also
confirmed (p = .07) that there was no statistically significant difference in average self-efficacy
in conducting statistical procedures between students in different levels of study.
Both between subjects ANOVA [F(3, 493) = 9.95, and p < .001] and Welch test results
(p < .001) showed that students’ average self-efficacy in utilizing computer software for
statistical procedures was significantly different based on their year in school. Tamhane’s T2 test
was carried out to examine pairwise group differences, since it does not assume equal variances
among groups (Jansen, Liu, & Simon, 2013). Tamhane’s T2 post-hoc comparisons showed that
senior students’ self-efficacy in utilizing computer software for statistical procedures (M = 65.91,
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SD = 20.99) was significantly higher than first years’ (M = 48.01, SD = 26.53) and juniors’ (M =
57.83, SD = 23.18) self-efficacy with p < .001, d = 0.75, and p = .02, d = 0.37 respectively.
Research Question 4: Differences in Statistics Self-Efficacy Based on Number of Previous
Statistics Courses
Since the majority of students (58.3%) had not taken any statistics course previously and
22.4% students had taken 1 statistics course, students who had taken more than 1 statistics course
(19.3% of the students) were collapsed together and re-coded for following analyses. Therefore,
the variable “Number of Previous Statistics Courses” had only three levels (0, 1, and more than
1). One-way between subjects ANOVA was used to compare SECSP and SEUCSSP between
students who had taken none, one, and more than one statistics courses prior to their current
enrollment in a statistics course. Bonferroni adjustment resulted in an alpha level of .025 for each
of the two tests. Skewness for SECSP and SEUCSSP were less than |2| for students who had
taken 0, 1, and more than 1 statistics course(s), and kurtosis values for SECSP and SEUCSSP
were less than |2| for students who had taken 0 and 1 courses. However, kurtosis values for
students who had taken more than 1 previous statistics courses were 2.58 and 3.01 for SECSP
and SEUCSSP respectively, which indicated the violation of the normality assumption for
ANOVA. However, current literature supports the robustness of ANOVA results when normality
assumption is violated (Schmider, Ziegler, Danay, Beyer, & Bühner, 2010). Levene’s test for
equality of variances were significant for both SECSP (p < .001) and SEUCSSP (p < .001),
indicating that the population variances of SECSP and SEUCSSP for the three groups were not
equal. Therefore, the Welch test was used to support the decisions from the one-way between
subjects ANOVA procedures.
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The ANOVA results [F(2, 501) = 2.44, and p = .09] and Welch test results ( p = .03)
showed that there was no statistically significant difference in average self-efficacy in
conducting statistical procedures between students who had taken 0 statistics courses (M = 66.48,
SD = 20.24), 1 statistics course (M = 64.19, SD = 17.13), and more than 1 statistics courses (M =
69.80, SD = 13.47).
Both of the ANOVA [F (2, 498) = 20.81, and p < .001] and Welch test results (p < .001)
showed that students’ average self-efficacy in utilizing computer software for statistical
procedures was significantly different based on number of previous statistics courses. Tamhane’s
T2 post-hoc comparisons showed that average self-efficacy in utilizing computer software for
statistical procedures was significantly higher in students with more than one previous statistics
course (M = 70.94, SD = 18.00) than students with 0 previous courses (M = 53.47, SD = 26.25)
and 1 previous course (M = 60.79, SD = 19.85) with p < .001, d = .78, and p < .001, d = 0.54
respectively. Moreover, students with 1 previous statistics course had higher self-efficacy in
utilizing computer software for statistical procedures than students who had taken 0 previous
statistics courses (p = .02, d = 0.31).
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Chapter 5
Discussion
The purpose of this study was to develop and validate the Self-Efficacy in Statistical
Practices Scale (SESPS) to assess undergraduate students’ statistics self-efficacy. It was
hypothesized that the SESPS would be reliable and valid. Four research questions regarding
potential group differences in self-efficacy in statistical practices based on students’ gender,
major, year of study, and number of previous college-level statistics courses that the students
have taken were also addressed.
Validity and Reliability of the SESPS
The findings of this study support the hypothesis that the Self Efficacy in Statistical
Practices Scale (SESPS) demonstrates acceptable reliability and validity. Principal components,
internal consistency reliability, and convergent validity analyses were conducted to assess the
reliability and validity of the SESPS.
Principal Components Analyses.
The underlying structure of undergraduate students’ self-efficacy in statistical practices
was analyzed through exploratory factor analysis. Principal components analysis (PCA) was
chosen as the extraction method since no priori theory or model existed for the exploratory factor
analysis (Williams, Brown, & Onsman, 2010) and since PCA accounts for all common, unique,
and error variances of each observed variable when examining relationships (Beavers et al.,
2013; Tabachnick & Fidell, 2013). Parallel analysis results, scree plots of unrotated components,
and eigenvalues were used to guide the number of components to retain for the PCA. Statistically
significant higher correlation between the resulting two components confirmed the acceptable
selection of Direct Oblimin rotation of components. Internal consistency reliability of the scale
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was assessed using Cronbach’s Alpha. Convergent validity of the scale was assessed by
examining the correlation between students’ statistics self-efficacy measured by the SESPS and
students’ statistics anxiety measured by the Statistics Anxiety Scale (SAS).
The final solution of the SESPS consisted of two components, which has 43 items with
all loadings greater than .60 and accounted for 68.48% of the total variance. The first component,
“Self-Efficacy in Conducting Statistical Procedures” (SECSP), contained 37 items and accounted
for 62.65% of the total variance, whereas the second component “Self-Efficacy in Utilizing
Computer Software for Statistical Procedures” (SEUCSSP) contained 6 items and accounted for
5.83% of the total variance.
Reliability of the SESPS.
A Cronbach’s Alpha of .70 or greater is considered acceptable reliability in social science
research (Bland & Altman, 1997; Pedhazur & Schmelkin, 1991; Spector, 1992; Tavakol &
Dennick, 2011). High Cronbach’s Alpha values for the overall SESPS, SECSP, and SEUCSSP
provided evidence for internal consistency reliability of the scale, demonstrating the consistency
among the items of the scale. Specifically, these high Cronbach’s Alpha values indicates that
observed differences on each item of the scale/subscales are consistent with observed differences
on the other items of the scale/subscales, which indicates that the observed scores on the
scale/subscales as a whole are consistent with participants’ true scores.
Validity of the SESPS.
Both subscales SECSP and SEUCSSP, as well as the overall SESPS demonstrated
statistically significant negative linear relationships with the SAS, which provided preliminary
evidence for convergent validity of the scale (Furr, & Bacharach, 2014). Previous studies found a
negative relationship between students’ statistics self-efficacy and statistics anxiety, in which the
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strength of the relationship varied from -.10 (Bandalos et al., 1995) to -0.679 (Perepiczka et al.,
2011), with values −.18 (Chiesi et al., 2011), -.35 (Schneider, 2011), and -.384 (Awang-Hashim,
et al., 2002) within the range. The convergent validity of the SESPS, which was assessed with
the SAS, indicated that the scores of the SESPS are negatively correlated with the related
construct of statistics anxiety as expected. It concludes that the SESPS measures undergraduates’
statistics self-efficacy, which is supposed to be measured by the SESPS. Researchers (AwangHashim, O’Neil, & Hocevar, 2002; Schunk & Pajares, 2002; Zimmerman, 2000) stated that
measures of self-efficacy should be task specific and directly related to the domain of interest.
The SAS, however, measures students’ statistics anxiety. Therefore, the 2-component solution
for the Self-Efficacy in Statistical Practices Scale provides a reliable and valid measure to assess
undergraduate students’ statistics self-efficacy.
The SESPS – Students’ Scores
With regard to self-efficacy in statistical practices, undergraduate students’ self-efficacy
in utilizing computer software for statistical procedures was statistically significantly lower than
their self-efficacy in conducting statistical procedures. This may indicate students’ lack of using
computer software programs for completing statistical tasks. Even though the demand for
information technology has been growing in general, some lecturers do not rely heavily on using
statistical software programs and they encourage students to learn how to calculate statistics by
hand (Lane, Hall, & Lane, 2002). However, previous research (Lane, Hall, & Lane, 2002) has
found the importance of having confidence in using computer software in order to be successful
in statistics courses. Therefore, inclusion of applied assignments or projects, which demand the
use of computer software programs may facilitate improve students’ self-efficacy in utilizing
computer software for statistical procedures. Participants’ self-efficacy in conducting statistical
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procedures was also low on average (M = 66.62, SD = 18.55), even though it was statistically
significantly higher than their self-efficacy in utilizing computer software for statistical
procedures (M = 58.46, SD = 24.49). Therefore, statistics teachers should use proper intervention
strategies to enhance students’ overall statistics self-efficacy.
Demographic Differences in SESPS
Gender Differences in Statistics Self-Efficacy.
Consistent with prior research findings on statistics education (Awang-Hashim, O’Neil,
& Hocevar, 2010; Larwin, 2014), the present study found that there was no gender difference in
average self-efficacy in conducting statistical procedures. However, the study revealed that male
students’ average self-efficacy in utilizing computer software for statistical procedures was
significantly higher than females’ self-efficacy. Previous research has pointed out that male
college students have significantly higher interest in computer technology (Miura, 1987), and
higher self-efficacy in using computers (Cassidy, & Eachus, 2002; Miura, 1987; Murphy,
Coover, & Owen, 1989; Torkzadeh, & Koufteros, 1994) than female students. Cassidy and
Eachus (2002) found that male students are familiar with a greater number of software packages
than females. These could be possible reasons for females’ lower self-efficacy in utilizing
computer software for statistical procedures than male students.
Differences in Statistics Self-Efficacy Based on Major Area of Study.
The study revealed that there was no statistically significant difference in average selfefficacy in conducting statistical procedures between students who were majoring in STEM
fields and non-STEM fields. In the present study, the majority of participants from both STEM
and non-STEM fields had not taken any previous college-level statistics course. Therefore, it can
be assumed that participants from both groups had similar exposure to statistical concepts and
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procedures in college. It is possible that above finding may be due to the similarity of both
groups in exposure to previous college-level statistics courses.
It was found that average self-efficacy in utilizing computer software for statistical
procedures was significantly higher in students in STEM fields than those who were in nonSTEM fields. Hutchison, Follman, Sumpter, and Bodner (2006) found that both male and female
undergraduates in STEM fields identified computing abilities as an important influence on their
self-efficacy beliefs. According to Nicholls, Wolfe, Besterfield‐Sacre, Shuman, and
Larpkiattaworn (2007), using a personal computer is one of the activities that the STEM students
frequently do. Additionally, they found that STEM students spend more time on playing
video/computer games and using the Internet than non-STEM students. Moreover, students in
STEM fields tend to have more computer skills than students in non-STEM fields (Nicholls,
Wolfe, Besterfield‐Sacre, Shuman, & Larpkiattaworn, 2007). Therefore, STEM students’ higher
self-efficacy in utilizing computer software for statistical procedures may be due to their higher
levels of computer use and skills than non-STEM students.
Differences in Statistics Self-Efficacy Based on Year in School.
There was no statistically significant difference in average self-efficacy in conducting
statistical procedures between students in different years of study. The majority of participants
were taking introductory statistics courses during the semester of data collection. This might be
the reason for the above result.
Senior students’ self-efficacy in utilizing computer software for statistical procedures was
found to be significantly higher than first years’ and juniors’ self-efficacy. Because of the
completion of a number of college-level courses and engagement in research activities, it could
be assumed that senior students’ experience in using computers is generally higher than
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undergraduates in their first three years of study. Levine and Donitsa-Schmid (1998) found that
computer use has a positive effect on computer-related activities. Additionally, undergraduates’
self-efficacy towards using statistical packages is positively related with experience in using
computer technology (Kinzie, Delcourt, & Powers, 1994).
Differences in Statistics Self-Efficacy Based on Number of Previous Statistics
Courses.
The study found that the average self-efficacy in conducting statistical procedures is not
statistically different between students who had taken 0 statistics courses, 1 statistics course, and
more than 1 statistics course. Why such a finding was revealed by the study was not intuitively
obvious, since it is inconsistent with previous research findings, which conclude that students
increase their statistics self-efficacy through the participation in statistics courses (Finney, &
Schraw, 2003; Olani et al., 2010). Even though the present study asked participants to report the
number of college-level statistics courses that they had taken previously, they were not asked to
report when they took those courses. The time gap since the completion of students’ last statistics
course might have affected the results of the study. No studies have examined the trend in
students’ statistics self-efficacy with time after the completion of statistics courses. However,
this might be something to look at in the future in order to explain the failure in the present study
to find significant differences in statistics self-efficacy based on previous statistics courses.
A statistically significant difference in average self-efficacy in utilizing computer
software for statistical procedures was found between students who had different levels of
exposure to previous college-level statistics courses. Specifically, average self-efficacy in
utilizing computer software for statistical procedures was significantly higher in students with
more than 1 previous statistics course than students with 0 previous courses and only 1 previous
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course. Moreover, students with 1 previous statistics course had higher self-efficacy in utilizing
computer software for statistical procedures than students who had taken 0 previous statistics
courses. It can be assumed that the participants used different software programs in different
statistics courses or they repeatedly used the same software program for different courses.
Research has shown that college students’ self-efficacy in computer use is positively related with
computer experience (Cassidy, & Eachus, 2002; Ertmer, Evenbeck, Cennamo, & Lehman, 1994;
Hill, Smith, & Mann, 1987) and with the number of computer software packages they are
familiar with (Cassidy, & Eachus, 2002). This might be the reason for the increase in students’
self-efficacy in utilizing computer software programs for statistical procedures with the number
of college-level statistics courses that they had taken.
Practical Implications
The findings of this study have significant implications to the field of statistics education
for a number of reasons. The SESPS developed under the present study serves as a measurement
tool for assessing students’ judgments of their own ability in statistical practices. Therefore, the
SESPS offers students the opportunity to self-measure their own abilities. As a learner,
assessment of beliefs about self-abilities and confidence in self-performance provides a great
opportunity to realize how much they have gained from their learning and how much they need
to be improved. Moreover, self-assessment of their confidence in applying statistics in a variety
of situations helps students to understand the value of statistics, usefulness of learning statistics,
as well as the importance of learning statistics for their future career and life that they might not
aware of before. Schunk (1995) mentioned that when students see their progress, it can
strengthen their self-efficacy and motivate them to work hard continuously. Therefore, assessing
self-efficacy through SESPS may motivate students to further increase their level of statistics
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self-efficacy through continued learning, and further develop their professional development in
their own fields of study. On the other hand, students who find lower level of self-efficacy can
look for extra assistance and utilize additional resources to help themselves for improving their
statistics self-efficacy.
Statistics instructors should be able to assess their students’ level of confidence in
applying statistical concepts and techniques that they teach in the classroom to find solutions for
real world problems. Instructors should also be able to monitor their students at the beginning of
the course, during the course, and at the end of the course in order to assess the improvement of
students’ confidence in statistical practices throughout the course and to identify students who
develop unproductive beliefs about their abilities, so that some additional assistance can be
offered to enhance students’ statistics self-efficacy. Schneider (2011) described how important it
is to determine students’ level of statistics self-efficacy early in the semester, during the
semester, and during their programs of study in order to create a stress free and supportive
learning environment for students. Even though traditional measures of statistical knowledge and
comprehension provide information on students’ ability to recall isolated pieces of statistical
concepts, those measures do not provide direct information on students’ judgments of their own
ability to apply what they learn in the classroom to authentic situations (Schneider, 2011). The
SESPS provides advantages over traditional measures of students’ knowledge and
comprehension, and therefore the use of SESPS is a great approach to assess these important
aspects of students’ affective responses to statistics. Instructors can then enhance the selfefficacy of those students who are identified as lacking statistics self-efficacy, and reduce the
struggles that the students have with statistical practices by providing extra assistance and
encouragement to learn and use statistics.
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Past literature has demonstrated that statistics self-efficacy is a significant predictor of
students’ statistical performance (Finney & Schraw, 2003; Lane et al., 2004). Therefore,
students’ statistics self-efficacy assessed through SESPS provides an indication of students’
statistical performance. The ultimate goal of learning statistics is applying statistics effectively
and efficiently in everyday situations. Therefore, it is instructor’s responsibility to ensure that
their students have the ability to choose appropriate statistical methods in variety of situations
and use those methods correctly to find solutions and make successful decisions. However, it is
not possible to provide students statistical problems covering all the concepts and techniques that
they learn in the classroom to test their statistical ability and performance. Therefore, assessing
students’ statistics self-efficacy through the SESPS provides a great solution for the above
mentioned problem, since instructors can use students’ statistics self-efficacy measures as a
predictor of students’ statistical performance. Thus, the SESPS can be used to identify students at
risk for poor statistical performance, who may need additional attention, assistance, and
encouragement. With the use of the SESPS instructors can explore where their students are, and
provide additional help and encouragement to students, as well as revise their teaching
approaches, content and/or examples in the future as necessary to further enhance students’
dispositions that required using statistics effectively and efficiently. It may ultimately help
strengthen the employability of students in the field of statistics.
Researchers can use the SESPS to test interventions designed to enhance students’ selfefficacy in statistical practices and further assess its impact on reducing students’ statistics
anxiety, and improving students’ positive attitudes as well as performance. Lane and colleagues
(2004) found that the efforts to raise students’ self-efficacy clearly benefit both students and
faculty, and therefore interventions should be implemented to enhance students’ self-efficacy.
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Therefore, having a measure that is specific to students’ self-efficacy in statistical practices is
beneficial to evaluate the effectiveness of interventions designed to enhance students’ statistics
self-efficacy and its impacts. A valid and reliable scale is also helpful to assess students’ change
in statistics self-efficacy as they continue through their college career in a longitudinal way.
It is evident that students’ self-efficacy in utilizing computer software for statistical
procedures is significantly lower than their self-efficacy in conducting statistical procedures.
Therefore, statistics educators can use the subscales of the SESPS to assess and test interventions
to enhance students’ self-efficacy in conducting statistical procedures and their self-efficacy in
utilizing computer software for statistical procedures separately.
Limitations of the Present Study
Addressing limitations of currently available statistics self-efficacy scales, the present
study developed the SESPS that can be used to assess undergraduate students’ self-efficacy in
statistical practices. The study provides only preliminary evidence for the validity of the SESPS,
since it only addressed the content and convergent validity of the scale. In the current literature,
the strength of the relationship between statistics self-efficacy and statistics anxiety varies from .10 (Bandalos et al., 1995) to -0.679 (Perepiczka et al., 2011). The negative linear relationships
of the overall SESPS and the subscales with the SAS were statistically significant and higher
than the lower bound of the previous strength. Current literature recommends the SAS as the best
instrument to measure statistics anxiety specifically (Chew & Dillon, 2014). Even though the
SAS consists of three subscales (examination anxiety, asking for help anxiety, interpretation
anxiety), the authors has published only the overall scale with all 24 items together, and therefore
the classification of the items in each subscale cannot be found in the current literature. Thus, the
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relationships of SESPS overall scale and subscales with the SAS subscales couldn’t be examined
when assessing the validity of the SESPS.
The present study did not collect data about statistics courses that the participants took
previously, and when they completed those courses. No data were collected about contents,
teaching approaches, and student assessment methods of previous statistics courses, as well as
software programs used and extent to exposure to software programs in those courses. Therefore,
comparisons of students’ self-efficacy in statistical practices could not be made comprehensively
with their previous statistics course experience. Students’ current self-efficacy in statistical
practices was only compared based on the number of previous statistics courses, which revealed
findings inconsistent with the current literature.
The present study collected data only from undergraduate students at two universities in
the US. Therefore, the findings are most likely not generalizable to the entire population of
undergraduates studying at US universities. Moreover, the validity of the SESPS for
undergraduate students in other countries than in the United States is questionable, since the
experiences of and expectations from undergraduates in other countries may be different from
the students in the United States for many reasons such as human and physical resources, and job
demands available within each country.
Future Research
The SESPS developed under the present study demonstrates acceptable reliability and
validity. Future studies can make efforts to further assess the validity of the SESPS. It has been
found that statistics self-efficacy is positively correlated with attitudes toward statistics
(Perepiczka et al., 2011) and statistical performance (Finney & Schraw, 2003; Lane et al., 2004).
Therefore, an attempt could be made to assess the validity of the SESPS by examining empirical
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relationships of students’ statistics self-efficacy measured through SESPS with statistics attitudes
and performance. Confirmatory factor analysis (CFA) for data collected using the SESPS from a
new sample of students is another way to assess the validity of the scale. The CFA can be used to
examine the dimensionality of a scale, when there are clear expectations about the number of
factors, links between scale items and the factors, and associations between the factors (Furr &
Bacharach, 2014). Therefore, the CFA is a better approach to test the underlying structure of the
SESPS, since it provides the degree to which the two dimensional structure of the SESPS is
consistent with empirical data collected by participants.
In the present study, no statistically significant differences were found in self-efficacy in
conducting statistical procedures among students with different numbers of previous collegelevel statistics courses. Future studies using the scale should assess students’ improvement in
statistics self-efficacy through the participation of statistics courses, as well as changes in
students’ statistics self-efficacy as they advance through their college studies in a longitudinal
way. Data should be collected from students at the beginning of statistics courses, during the
courses, at the end of the courses, and after the completion of the courses in a longitudinal way.
Moreover, impacts of pedagogical methods, student assessment methods, and exposure to
software programs on students’ statistics self-efficacy should be examined as part of self-efficacy
investigations based on students’ statistics course experience.
In order to improve the representativeness of the findings, future studies should test the
scale with undergraduate students from a larger sample of universities in the US. It would also be
worthwhile to administer the SESPS to multiple samples from different countries in order to
assess the cross-country validity of the SESPS.
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Conclusion
In the present study Self-Efficacy in Statistical Practices Scale demonstrated acceptable
psychometric properties, exhibiting strong evidence for internal consistency reliability and
preliminary evidence for validity. Therefore, the scale has utility for the field of statistics
education as an assessment tool for students, faculty, and researchers. The study revealed that
undergraduates’ self-efficacy in utilizing computer software programs to complete statistical
tasks is significantly lower than their self-efficacy in conducting statistical procedures. It opens
an important avenue to statistics educators for improving students’ overall self-efficacy in
statistical practices in the future.
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Appendix A
Summary of Available Statistics Curriculum and Literacy Guidelines for Undergraduates
Statistical Literacy in the Undergraduate Psychology Curriculum by STP
http://teachpsych.org/Default.aspx?pageId=1599567&mode=PostView&bmi=1539254
Goal One: Interpret basic statistical results
1.1 Calculate and interpret the meaning of basic measures of central tendency and variability
1.2 Distinguish between causal and correlational relationships
1.3 Interpret data displayed as statistics, graphs, and tables
1.4 Identify and minimize sources of error
Goal Two: Apply appropriate statistical strategies to test hypotheses
2.1 Identify the types and role of hypothesis formation in hypothesis testing
2.2 Recognize the difference between a research hypothesis and a statistical hypothesis
2.3 Select and implement an appropriate statistical analysis for a given research design, problem, or
hypothesis
2.4 Identify the correct strategy for data analysis and interpretation when testing hypotheses
2.5 Recognize, and when possible, minimize hypothesis testing errors
2.6 Recognize the limitations of hypothesis testing and identify some of the remedies recommended by
the field
Goal Three: Apply appropriate statistical and research strategies to collect, analyze and
interpret data, and report research findings
3.1 Select, apply, and interpret appropriate descriptive and inferential statistics
3.2 Identify and operationally define variables
3.3 When appropriate, select valid measures
3.4 Identify benefits and limitations of experimental design in testing cause-effect relationships
3.5 Interpret data in the larger research context
3.6 Limit cause-effect claims to research strategies that appropriately rule out alternative explanations
3.7 Produce and interpret reports of statistical analyses using APA style
Goal Four: Distinguish between statistical significance and practical significance
4.1 Distinguish between statistically significant and chance findings in data
4.2 Calculate and interpret the meaning of basic tests of statistical significance
4.3 Calculate and interpret the meaning of confidence intervals
4.4 Calculate and interpret the meaning of basic measures of effect size statistics
4.5 Recognize when a statistically significant result may also have practical significance
Goal Five: Evaluate the public presentation of statistics
5.1 Determine whether the appropriate statistical test has been used
5.2 Recognize when statistics are presented in an inaccurate or misleading way, either intentionally or
unintentionally
5.3 Assess the validity of statistical conclusions
5.4 Determine the accuracy of reported results
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Guidelines for Undergraduate Programs in Statistics by ASA
http://www.amstat.org/education/Curriculumguidelines.cfm
Skills:
 Statistical – Training and experience in statistical reasoning, designing studies (including practical
aspects), exploratory analysis of data by graphical and other means, and in a variety of formal
inference procedures
 Mathematical – Undergraduate major programs should include study of probability and statistical
theory, along with the prerequisite mathematics, especially calculus and linear algebra. Programs
for non-majors may require less study of mathematics.
 Computational – Familiarity with a standard software package and encourage study of data
management and algorithmic problem solving
 Nonmathematical – Write clearly, speak fluently, and skills in collaboration and teamwork and
organizing and managing projects
 Substantive Area – Because statistics is a methodological discipline, statistics programs should
include some depth in an area of application
Curriculum Topics:
Statistical Topics
 Statistical theory (e.g., distributions of random variables, point and interval estimation, hypothesis
testing, Bayesian methods)
 Graphical data analysis methods
 Statistical modeling (e.g., simple, multiple, and logistic regression; categorical data; diagnostics;
data mining)
 Design of studies (e.g., random assignment, replication, blocking, analysis of variance, fixed and
random effects, diagnostics in experiments; random sampling, stratification in sample surveys; data
exploration in observational studies)
Mathematical Topics
 Calculus (integration and differentiation) through multivariable calculus
 Applied linear algebra (emphasis on matrix manipulations, linear transformations, projections in
Euclidean space, eigenvalue/eigenvector decomposition and singular-value decomposition)
Probability
 Emphasis on connections between concepts and their applications in statistics
Computational Topics
 Programming concepts; database concepts and technology
 Professional statistical software appropriate for a variety of tasks
Nonmathematical Topics
 Effective technical writing and presentations
 Teamwork and collaboration
 Planning for data collection
 Data management
The approach to teaching the above topics should:
 Emphasize real data and authentic applications
 Present data in a context that is both meaningful to students and indicative of the science behind
data
 Include experience with statistical computing
 Encourage synthesis of theory, methods, and applications
 Offer frequent opportunities to develop communication skills
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Advice from Prospective Employers on Training Undergraduates who Study Statistics in
Any Discipline
Position Paper by Ritter, Starbuck, and Hogg (2001)
Statistical Qualifications/Responsibilities
 Apply statistical methods
 Apply statistical theory
 Collect, analyze, interpret data
 Perform general statistical consulting
 Review and diagram processes
 Prepare sampling frames
 Draw samples

Statistical Competencies
 Analysis of variance/ general linear models
 Simple analysis methods
 Reliability statistics
 Survival statistics
 Variance component analysis
 Variance propagation
 Acceptance sampling
 Exponentially weighted moving average
 Design of experiments
 Nonstandard experimental designs
 Graphical analysis (box and whiskers, etc.)
 Statistical process control
 Sampling
 Principles of statistics
 Survey methods and techniques
 Research methods and techniques
 Data collection/ handling
 Limitations of methods
 Statistical experience/ hands on work

Technical Qualifications/Responsibilities
 Write SAS computer programs
 Use databases
 Conduct Web-based searches

Technical Competencies
 Tolerancing
 Measurement capability analysis
 Calibration
 Statistical package (multiple mentions: SAS)
 Database programming/ database structure/ large
database experience
 Mathematics - Advanced calculus, linear algebra
 Subject matter knowledge

Non-Statistical
Qualifications/Responsibilities
 Write reports
 Make presentations
 Participate in teams

Non-Statistical Competencies
 Organize work
 Consulting (practical experience preferred)
 Meeting participation (agendas, minutes, etc.)
 Team membership/ collaboration
 Interpretation of statistics to non-statisticians
 Communicate orally/ influencing skill
 Communicate in writing
 Energy
 Curiosity/ willingness to learn/ inquiring mind
 Structured problem solving
 Flow charting/ process description
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Topics for an Introductory Statistics Course
Position Paper by Garfield et al. (2000)
 Recognizing that statistics surround us in everyday living. Reported statistics are sometimes
incorrect or misused; thus it is important for each of us to be a critical consumer of statistics given
by the media. Quality of the data and the reliability of the analysis.
 Understanding variability: bias, sampling error, systematic error, measurement error, regression
effect, etc. In particular, understanding: Actual observation = Fitted + Residual, and in statistics we
try to detect the pattern (fitted) and describe the variation (residual) from that pattern.
 Collection and summarization of data, including basic exploratory data analysis, writing up and
explaining results
 Graphs, including plotting data taken sequentially (that is, basic time-series concepts)
 Sampling and surveys, including the importance of getting quality data
 Elementary designs of experiments, with some discussion about the ethics of experimentation and
the distinction between observational and experimental investigating
 Formulation of problems and understanding the importance of operational definitions and the
process of inquiry. That is, understanding the iterative nature of the scientific method. We want the
capability to make and understand predictions. That is, statistics represents a process concerned with
gaining knowledge and solving problems and is not a collection of isolated tools.
 Basic distributions (normal, binomial, etc.) as approximations to variability in data sets; that is,
study modeling
 Correlation and regression and other measures of association. For example, there should be some
illustrations of Simpson’s paradox
 Elementary probability, including trees and conditional probability
 Central limit theorem and law of averages
 Elementary inference from samples, recognizing there are not unique answers in statistics
 Ability to use at least one statistical software package
 Outliers and how statistical measures change with various changes in the data (that is, aspects of
robustness)
 Statistical significance vs. practical significance
 Categorical data and contingency tables
 Simulation

Curriculum Guidelines for Statistics Undergraduate Minors/Concentrations/Tracks –
For Students Majoring in Other Disciplines
Position Papers by Cannon et al. (2002), Bryce et al. (2001), and also from ASA website
Core Statistics Topics
 Data production
 Inference
 General statistical methodology (statistical thinking, descriptive, estimation, testing, etc.)
 Statistical modeling (simple and multiple regression, diagnostics, etc.)
Exposure to professional statistical software
Electives
 Courses that would qualify as electives for the major in statistics, probability, and courses in other
disciplines (in students’ majors) that have a substantial statistical component
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Curriculum Guidelines for BSc Degrees in Statistics Offered by Statistics Departments
Position Paper by Bryce et al. (2001)
Skills in Statistical Science: Mathematics Based
 To analyze data, students need to be able to summarize and describe data, conduct graphical
analyses, and carry out basic formal statistical procedures
 To interpret their analyses, they need to understand ideas such as variability, probability,
independence, correlation, making a case for causality, statistical confidence, statistical significance,
and the limits to statistical analyses
 Students also need to understand mathematical and statistical modeling
Core topics
 Statistical theory (e.g., probability, distributions of random variables, estimation, and Hypothesis
testing, Bayesian methods)
 Graphical data analysis methods
 Regression (e.g., simple, multiple, diagnostics)
 Data collection (sampling, planned experimentation)
 Analysis of variance
Skills in Statistical Science: Non-Mathematics Based
 Communication skills - the ability to write clearly, speak well, and use appropriate media in
presentations when delivering to both technical and non-technical audiences
 Teamwork and collaboration with other disciplines
 Manage data collection processes, requiring skill at organizing and managing projects and
understanding how problems are formulated
Computational skills
 Undergraduates should be familiar with word processing, spreadsheets, Web use, E-mail, and
perhaps presentation software
 To be able to write programs, students minimally need the ability to break down a problem into the
logical components necessary to solve it algorithmically.
 Familiarity with a standard statistical software package, familiarity with various aspects of statistical
computing (resampling, algorithms, creating graphical displays), and some experience handling and
managing data (databases, data integrity, data preparation, documentation, data manipulation, and
dealing with missing data)
 Basic understanding of different operating systems (file structures, data transfer) and exposure to
issues of numerical accuracy that can impact statistical analyses
Mathematical foundations
 In order to understand statistical theory, certain mathematical skills are necessary - calculus
(differentiation and integration) through multivariable calculus, and applied linear algebra with an
emphasis on matrix manipulations. Such courses should include exposure to rigorous methods of
proof.
Substantive area skills
 To communicate with researchers from other disciplines, one must be able to interpret results in
context. Thus, it is strongly recommended that the undergraduate curriculum include the equivalent
of a minor or concentration in another substantive application area.
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Curriculum Guidelines for BA Degrees in Statistics Offered by Liberal Arts Colleges
(where Statistics is Taught in Departments of Mathematics or Mathematical Sciences)
Position Paper by Tarpey et al. (2000)
Mathematics
 Calculus I, II, III
 Linear algebra
 Probability
Core statistics
a. Data production should cover,
 Experimental design
 Sampling and surveys
 Observational studies
b. Statistical modeling should have an applied emphasis, and should include,
 Applied regression
 Analysis of variance
 Models for categorical data
c. Statistical theory should include,
 Estimation by least squares and maximum likelihood
 The logic of hypothesis tests and interval estimates
Approach:
 Real data - emphasize real (not merely realistic) data and authentic applications
 Computing - include experience with statistical computing, both for data analysis and for simulation
or modern computer intensive methods like the bootstrap, using one or more software packages of
the sort used by professional statisticians
 Synthesis - encourage synthesis of theory, methods, and applications
 Communication - offer frequent opportunities to develop communication skills through group work,
oral presentations, and writing assignments
 Courses (at all levels) should illustrate and evaluate the role of data, and of statistical thinking, in
the various sciences, social sciences, and professions (medicine, law, public policy, business
management). Courses should pay explicit attention to the different kinds of thinking involved in
the practice of statistics: logical/deductive, computational/algorithmic, graphical/dynamic, and
verbal/interpretive.
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Appendix B
Self-Efficacy in Statistical Practices Scale (SESPS) Data Collection Instrument
Directions:
Please rate your level of confidence in your current ability to successfully complete the
following tasks, based on what you have learned so far. Please note that the response
alternatives include 11 possible choices;
(1) I am 0% confident
(2) I am 10% confident
(3) I am 20% confident
(4) I am 30% confident
(5) I am 40% confident
(6) I am 50% confident
(7) I am 60% confident
(8) I am 70% confident
(9) I am 80% confident
(10) I am 90% confident
(11) I am 100% confident
For each item, please select the response that represents your confidence in your current
ability to complete the given statistical task, based on what you have learned so far. Aaaaaaaa
Item
1.
2.
3.
4.
5.

6.

7.

8.
9.

Choosing the most appropriate statistical
analysis to answer a research question.
Identifying the correct statistical
hypothesis to answer a research question.
Conducting statistical analyses using a
computer software program.
Conducting statistical analyses manually
using just a calculator.
Checking the assumptions that need to be
satisfied in order to perform statistical
tests.
Identifying acceptable alternative
approaches, when assumptions of
statistical tests are violated.
Continuing with alternative analyses
when assumptions of statistical tests are
violated.
Identifying limitations of statistical
analyses.
Identifying additional/alternative
approaches to address the limitations of
statistical analyses.
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10. Continuing with additional/alternative
analyses when you find limitations of
statistical analyses.
11. Continuing with analyses when you need
to learn more for performing other
required analyses.
12. Comprehending the output of a statistical
analysis generated by a computer
software program.
13. Interpreting the results of a statistical
analysis.
14. Properly writing the results of a
statistical analysis.
15. Making the correct decision from the
results of a statistical analysis.
16. Describing the findings of a statistical
analysis to a general audience.
17. Defending the statistical approaches you
used to address your research questions.
18. Explaining the theory behind statistical
tests.
19. Comprehending the statistical analyses
presented in journal articles.
20. Evaluating the appropriateness of
statistical analyses used in journal
articles.
21. Evaluating the accuracy of
interpretations of statistical results
presented in journal articles.
22. Evaluating the adequacy of information
on statistical results provided in journal
articles.
23. Evaluating the validity of statistical
conclusions presented in journal articles.
24. Identifying the importance of cleaning
data (e.g., cleaning data for outliers and
missing values) prior to conducting
statistical analyses.
25. Deciding how to properly clean data
prior to conducting statistical analyses.
26. Cleaning data using a computer software
program.
27. Properly reporting your data cleaning
procedures.
28. Selecting an appropriate graphical
analysis method to describe data.
29. Conducting graphical analyses using a
computer software program.
30. Interpreting the results of a graphical
data analysis.
31. Properly writing the results of a
graphical data analysis.
32. Summarizing data in tables.
33. Interpreting the information summarized
in a table.
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34. Properly writing a description of the
information summarized in a table.
35. Identifying variables for a research study
to address research questions.
36. Selecting an appropriate sampling
technique for a research study to address
research questions.
37. Choosing the most appropriate design
(e.g., random assignment, replication,
blocking, experimental, observational)
for a research study to address research
questions.
38. Collecting data for a research study to
address research questions.
39. Identifying factors that affect the
generalizability of statistical results to
the population.
40. Comprehending advanced statistical
methods provided in resources such as
books and web sites.
41. Performing statistical analyses that you
have not learned in the classroom, by
learning them on your own.
42. Using at least one statistical software
package.
43. Using an alternative software program
when you cannot perform a statistical
analysis with the software that you are
most familiar with.
44. Maintaining quantitative databases.
45. Distinguishing between causal and
correlational relationships.
46. Distinguishing between statistical
significance and practical significance.
47. Calculating effect size.
48. Identifying the distribution of a variable.
49. Estimating population parameters.
50. Calculating the probability of a specific
event occurring in a given situation.
51. Performing parametric statistical
analyses.
52. Performing non-parametric statistical
analyses.
53. Performing categorical data analyses.
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Appendix C
Invitation Letter to Instructors and Teaching Assistants
Dear Instructor,
I am writing to request your assistance in helping me to gather data for developing a new
measure of statistics self-efficacy. I am developing a new scale, the Self-Efficacy in Applying
Statistics Scale (SEASS) for assessing undergraduate students’ statistics self-efficacy. This
instrument is being developed for my dissertation research at the University of Tennessee, where
I am a doctoral candidate in the Department of Educational Psychology and Counseling with a
concentration in Evaluation, Statistics, and Measurement. For developing the scale I am working
with my adviser, Dr. Jennifer Ann Morrow (jamorrow@vols.utk.edu).
For the purpose of this instrument, self-efficacy in applying statistics is defined as
individuals’ confidence in their own ability to successfully complete specific statistics related
tasks. The data gathered will be used to determine the underlying structure of undergraduate
students’ statistics self-efficacy as well as to evaluate the validity and reliability of the SEASS.
I kindly request you to participate in this study by forwarding the announcement of this
study (see attached flyer) with the link to the online survey to students enrolled in your statistics
courses. Students will be able to complete this survey online at their convenience. In the last
section of the survey, the contact information will be asked from interested participants in order
to be entered into a raffle to win one of five $25 Visa gift cards. If you would like paper copies
of this survey to distribute in your classes please contact me (see information below) to arrange
this. Upon the completion, I will provide you a summary of results of the study.
Thank you for your time and consideration.
Sincerely,
Niranji Dopa Pathirage
Doctoral Candidate: Evaluation, Statistics and Measurement
Department of Educational Psychology and Counseling
University of Tennessee
503 Jane and David Bailey Education Complex
1122 Volunteer Boulevard
Knoxville, TN 37996-3452
Phone: (865) 360 - 8258
Email: dpathira@vols.utk.edu
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Supervisor:
Jennifer Ann Morrow, Ph.D.
Associate Professor: Evaluation, Statistics and Measurement
Educational Psychology & Counseling Department
University of Tennessee
530 Jane and David Bailey Education Complex
1122 Volunteer Boulevard
Knoxville, TN 37996-3452
Email: jamorrow@vols.utk.edu
Phone: (865) 974-6117
Fax: (865) 974-0135
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Appendix D
Study Flyer

Self-Efficacy in Applying
Statistics Survey
Please take 15 minutes to complete this survey
about your confidence in completing statistical
tasks.
Click on the URL or QR code below:

https://tiny.utk.edu/Statistics_Survey
Students who complete the survey have a chance to win one of five
$25 Visa gift cards.
This is a great opportunity to self-evaluate your confidence in
completing statistical tasks.
If you have any questions, contact:
D.P. Niranji A. Pathirage
Ph.D. Candidate - University of Tennessee
503 Jane and David Bailey Education Complex
1122 Volunteer Boulevard
Knoxville, TN 37996-3452
(865) 360 – 8258
dpathira@vols.utk.edu.
Faculty Advisor: Dr. Jennifer Ann Morrow
jamorrow@utk.edu
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Appendix E
Statistics Anxiety Scale

Item
01. Studying for an examination in a statistics
course.
02. Interpreting the meaning of a table in a journal
article.
03. Going to ask my statistics teacher for individual
help with material I am having difficulty
understanding.
04. Realizing the day before an exam that I cannot
do some problems that I thought were going to
be easy.
05. Asking a private teacher to explain a topic that I
have not understood at all.
06. Reading a journal article that includes some
statistical analyses.
07. Asking the teacher how to use a probability
table.
08. Trying to understand a mathematical
demonstration.
09. Doing the final examination in a statistics course.
10. Reading an advertisement for an automobile
which includes figures on gas mileage,
compliance with population regulations, etc.
11. Walking into the classroom to take a statistics
test.
12. Asking the teacher about how to do an exercise.
13. Getting to the day before an exam without
having had time to revise the syllabus.
14. Waking up in the morning on the day of a
statistics test.
15. Realizing, just before you go into the exam, that
I have not prepared a particular exercise.
16. Copying a mathematical demonstration from the
blackboard while the teacher is explaining it.
17. Asking one of your teachers for help in
understanding a printout.
18. Trying to understand the odds in a lottery.
19. Seeing a classmate carefully studying the results
table of a problem he has solved.

No
Anxiety
(1)

(2)

(3)

(4)

Considerable
Anxiety
(5)
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20. Going to a statistics exam without having had
enough time to revise.
21. Asking a teacher for help when trying to
interpret a results table.
22. Trying to understand the statistical analyses
described in the abstract of a journal article.
23. Going to the teacher’s office to ask questions.
24. Asking a private teacher to tell me how to do an
exercise.
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Appendix F
Demographic Questionnaire
Directions: For each question, please select/write the response(s) that best describes you. The
information that you are providing will be confidential. This information will be used to conduct
relevant group analyses.
01. What is your gender?
1. Male
2. Female




02. What is your current student status at your university?
1. First Year

2. Sophomore

3. Junior

4. Senior

5. Graduate Student

6. Other

Please Specify: ………………………..
………………………………………………………………………………………………
03. What is your primary major area of study at the university?
………………………………………………………………………………………………
04. Are you planning on earning a statistics minor?
1. Yes
2. Maybe
3. No





05. How many college-level statistics courses are you currently taking?
1.
2.
3.
4.
5.
6.
7.

0
1
2
3
4
5
More than 5
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06. How many college-level statistics courses have you taken previously?
1. 0
2. 1
3. 2
4. 3
5. 4
6. 5
7. 6
8. 7
9. 8
10. 9
11. 10
12. More than 10














07. Why did you choose to take your current statistics course(s)?
(Please select all that are applicable to you.)
1.
2.
3.
4.
5.
6.
7.

It is a required course for my major
It is a required course for my minor
I can use the course as an elective
I wanted to learn the content of this course
The course is useful for me to learn how to use statistical methods
I like learning statistics
Other







 Please Specify:

………………………………………………………………………………………………
………………………………………………………………………………………………
………………………………………………………………………………………………
08. Do you intend to take any statistics courses in the future?
1. Yes

2. Maybe

3. No
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09. What is(are) your intention(s) for taking more statistics courses in the future?
(Please select all that are applicable to you.)
1.
2.
3.
4.
5.
6.
7.

To fulfill requirements of my major
To fulfill requirements of my minor
To use the course(s) as an elective(s)
To learn the content of the course(s)
To learn how to use statistical methods
I like learning statistics
Other







 Please Specify: …………………

………………………………………………………………………………………………
………………………………………………………………………………………………
………………………………………………………………………………………………
10. What is your ethnicity?
(Please select all that are applicable to you.)
1.
2.
3.
4.
5.

Asian/Pacific Islander
Black/African-American
Caucasian
Native American/Alaskan
Other





 Please Specify: ………………………………..

………………………………………………………………………………………………
11. How confident are you in your ability to apply your statistical knowledge?
(1) 0% confident
(2) 10% confident
(3) 20% confident
(4) 30% confident
(5) 40% confident
(6) 50% confident
(7) 60% confident
(8) 70% confident
(9) 80% confident
(10) 90% confident
(11) 100% confident
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Appendix G
Contact Information Questionnaire for Gift Cards
If you would like to be entered into the raffle to win one of five $25 Visa gift cards, please
answer ALL the questions below. If you don’t want to enter into the raffle, just scroll to the
bottom of the survey and click continue.
The winners of the raffle will be notified on April 30, 2015, and gift cards will be sent through
email.
01. Name (First Last):
………………………………………………………………………………………………………

02. University Currently Enrolled In:
………………………………………………………………………………………………………

03. Name of the course in which you were informed about this survey: (e.g., STAT 201)
………………………………………………………………………………………………………

04. Name of the instructor who told you about this survey: (e.g., Dr. Gary Smith)
………………………………………………………………………………………………………

05. University Email Address:
………………………………………………………………………………………………………

06. Phone Number with Area Code:
………………………………………………………………………………………………………

Thank you!
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Appendix H
Informed Consent
The Development and Validation of the Self-Efficacy in Applying Statistics Scale
The University of Tennessee

INTRODUCTION
The purpose of this study is to develop and validate a scale for assessing undergraduate students’
self-efficacy in applying statistics. As a college student you can provide us with valuable
information regarding your confidence in completing different statistical tasks. As a result, you
are being invited to voluntarily participate in a survey.
INFORMATION ABOUT PARTICIPANTS’ INVOLVEMENT IN THE STUDY
Your involvement in the study is participating in a brief survey, which will take about 15
minutes to complete. In the last section of the survey, the contact information will be asked from
interested participants in order to be entered into a raffle to win one of five $25 Visa gift cards.
The winners of the raffle will be notified and gift cards will be sent through email.
RISKS
There is minimal risk to you if you choose to participate in this study.
BENEFITS
Benefits of your participation include the collection of information that could be used to develop
a valid and reliable instrument to assess undergraduate students’ self-efficacy in applying
statistics. Participants may also get an opportunity to self-evaluate their confidence in completing
specific statistical tasks.
CONFIDENTIALITY
The information you provide will be kept confidential. Data will be stored securely and will be
made available only to the Principal Investigator and the student advisor of the study unless
participants specifically give permission in writing to do otherwise. No reference will be made in
oral or written reports which could link participants of the study. However, you can skip any
question, if you feel uncomfortable in answering that question.
CONTACT INFORMATION
If you have questions about your rights as a participant, contact Research Compliance Services
of the Office of Research at (865) 974-3466.
If you have any questions at any time related to the study procedures or experience adverse
effects as a result of participating in this study, you may contact D.P. Niranji A. Pathirage
(Principal Investigator) at 503, Jane and David Bailey Education Complex, 1122, Volunteer
Boulevard, Knoxville, TN 37996-3452 through phone (865) 360 – 8258 or through email
dpathira@vols.utk.edu.
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PARTICIPATION
Your participation in this study is voluntary; you may decline to participate without penalty. If
you decide to participate, you may withdraw from the study at any time without penalty and
without loss of benefits to which you are otherwise entitled.

CONSENT
I have read the above information, and I agree to participate in this study.
Yes
No
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Appendix I
Self-Efficacy in Statistical Practices Scale

Sub-Scale 1: Self-Efficacy in Conducting Statistical Procedures
Directions:
Please rate your level of confidence in your current ability to successfully complete the
following tasks, based on what you have learned so far. Please note that the response
alternatives include 11 possible choices;
(1) I am 0% confident
(2) I am 10% confident
(3) I am 20% confident
(4) I am 30% confident
(5) I am 40% confident
(6) I am 50% confident
(7) I am 60% confident
(8) I am 70% confident
(9) I am 80% confident
(10) I am 90% confident
(11) I am 100% confident
For each item, please select the response that represents your confidence in your current
ability to complete the given statistical task, based on what you have learned so far.
Item

1. Choosing the most appropriate
statistical analysis to answer a
research question
2. Identifying the correct statistical
hypothesis to answer a research
question
3. Checking the assumptions that need
to be satisfied in order to perform
statistical tests
4. Identifying acceptable alternative
approaches, when assumptions of
statistical tests are violated
5. Continuing with alternative analyses
when assumptions of statistical tests
are violated
6. Identifying limitations of statistical
analyses
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7. Identifying additional/alternative
approaches to address the limitations
of statistical analyses
8. Continuing with
additional/alternative analyses when
you find limitations of statistical
analyses
9. Continuing with analyses when you
need to learn more for performing
other required analyses
10. Interpreting the results of a statistical
analysis
11. Properly writing the results of a
statistical analysis
12. Making the correct decision from the
results of a statistical analysis
13. Describing the findings of a statistical
analysis to a general audience
14. Defending the statistical approaches
you used to address your research
questions
15. Explaining the theory behind
statistical tests
16. Comprehending the statistical
analyses presented in journal articles
17. Evaluating the appropriateness of
statistical analyses used in journal
articles
18. Evaluating the accuracy of
interpretations of statistical results
presented in journal articles
19. Evaluating the adequacy of
information on statistical results
provided in journal articles
20. Evaluating the validity of statistical
conclusions presented in journal
articles
21. Selecting an appropriate graphical
analysis method to describe data
22. Interpreting the results of a graphical
data analysis
23. Properly writing the results of a
graphical data analysis
24. Summarizing data in tables
25. Interpreting the information
summarized in a table
26. Properly writing a description of the
information summarized in a table
27. Identifying variables for a research
study to address research questions
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28. Selecting an appropriate sampling
technique for a research study to
address research questions
29. Choosing the most appropriate design
(e.g., random assignment, replication,
blocking, experimental,
observational) for a research study to
address research questions
30. Collecting data for a research study
to address research questions
31. Identifying factors that affect the
generalizability of statistical results
to the population
32. Comprehending advanced statistical
methods provided in resources such
as books and web sites
33. Distinguishing between causal and
correlational relationships
34. Distinguishing between statistical
significance and practical
significance
35. Identifying the distribution of a
variable
36. Estimating population parameters
37. Calculating the probability of a
specific event occurring in a given
situation
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Sub-Scale 2: Self-Efficacy in Utilizing Computer Software for Statistical Procedures

Directions:
Please rate your level of confidence in your current ability to successfully complete the
following tasks, based on what you have learned so far. Please note that the response
alternatives include 11 possible choices;
(1) I am 0% confident
(2) I am 10% confident
(3) I am 20% confident
(4) I am 30% confident
(5) I am 40% confident
(6) I am 50% confident
(7) I am 60% confident
(8) I am 70% confident
(9) I am 80% confident
(10) I am 90% confident
(11) I am 100% confident
For each item, please select the response that represents your confidence in your current
ability to complete the given statistical task, based on what you have learned so far.
Item
1. Conducting statistical analyses using a
2.

3.
4.
5.
6.

computer software program
Comprehending the output of a
statistical analysis generated by a
computer software program
Cleaning data using a computer
software program
Conducting graphical analyses using a
computer software program
Using at least one statistical software
package
Using an alternative software program
when you cannot perform a statistical
analysis with the software that you are
most familiar with
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