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Abstract
The boundary value problem for the Laplace equation is studied on a domain with smooth compact
boundary and with smooth internal cracks. The Neumann or the Robin condition is given on the
boundary of the domain. The jump of the function and the jump of its normal derivative is prescribed
on the cracks. The solution is looked for in the form of the sum of a single layer potential and a double
layer potential. The solvability of the corresponding integral equation is determined and the explicit
solution of this equation is given in the form of the Neumann series. Estimates for the absolute
value of the solution of the boundary value problem and for the absolute value of the gradient of the
solution are presented.
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faces model cracks in solids and screens or wings in fluids. Different physical processes
in cracked domains can be described by boundary value problems for the Laplace equa-
tion. For example, a distribution of a stationary heat and electric fields in cracked solids,
an electric flow in cracked semiconductors, the flow of an ideal fluid over several obstacles
and wings, etc. Appropriate boundary conditions must be specified on the total boundary,
i.e., on both closed and open surfaces. The Neumann condition reflects the nonflow (of
fluid, electric current, etc.) through the boundary. The Robin condition corresponds to the
given flux (for example, of heat) on the boundary. The Neumann and Robin problems for
the Laplace equation in m-dimensional multiply connected domains without cracks were
studied in [13–15] by the potential theory and the boundary integral equation method. In
the case of a cracked domain, the jump boundary conditions can be specified on open sur-
faces (cracks). These conditions reflect the fact that physical parameters of the media (such
as potential, electric current, fluid velocities) are discontinuous on cracks. In jump condi-
tions we specify the jump of the unknown function and the jump of its normal derivative
on the crack. In a 2D case jump problems for the Laplace and Helmholtz equations in an
unbounded media with cracks have been studied in [7–9]. The extension of a harmonic
jump problem to the problem for an evolutionary PDE of 4th order and composite type is
given in [10]. At the same time it is shown in [10] that problems with both Dirichlet and
Neumann conditions on a crack are particular cases of a jump problem with an appropriate
boundary data. In the present paper we study boundary value problems for m-dimensional
harmonic functions in a multiply connected domain with cracks. The Neumann or Robin
conditions are specified on a closed surfaces, while jump conditions are given on cracks.
The basic advantages of the problem studied in the present paper are so that cracks may
consist of infinite number of components and we do not impose any restrictions on the
smoothness of the crack’s boundary. All restrictions are applied to the boundary data only.
The boundary value problems in cracked domains are reduced in the present paper to the
integral equations in certain Banach spaces. Solutions of integral equations are obtained
explicitly in the form of convergent series.
Let G⊂ Rm, m> 2, be a domain (bounded or unbounded) with compact boundary ∂G
of class C1 such that ∂G = ∂(Rm \ G¯). Here G¯ denotes the closure of G. Suppose that
S1, . . . , SN are oriented (closed or non-closed) surfaces of class C1 lying in the domain G.
Assume that each Sj (j = 1, . . . ,N) is a (m− 1)-dimensional open manifold (i.e., Sj does
not contain its boundary) and Si ∩ Sj = ∅ for i = j . Let Γj ⊂ Sj are compact sets for
j = 1, . . . ,N . Denote S = S1 ∪ · · · ∪SN , Γ = Γ1 ∪ · · ·∪ΓN . We choose a continuous field
of the unit normals n(x) on each surface Sj (j = 1, . . . ,N). Consider each Sj as a double-
sided surface. By S−j we denote that side of Sj for which x ∈ S−j is the limit of x + tn(x)
as t → 0+. The opposite side will be called S+j . In this way S+, S− are fixed as well as
Γ + and Γ −.
For x ∈ ∂G denote by n(x) the unit normal vector to ∂G at x , so that n(x) is the outward
normal of G. For g ∈ C0(∂G), fD ∈ C0(Γ ), fN ∈ C0(Γ ) and h ∈ C0(∂G) formulate the
following problem.
Problem CRJ. Find w ∈ C2(G \ Γ ) ∩ C1(G¯ \ Γ ) such that w and ∇w are continuously
extendible to S+ and S− and
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∂w
∂n
+ hw = g on ∂G, (2)
w+ −w− = fD on Γ, (3)(
∂w
∂n
)+
−
(
∂w
∂n
)−
= fN on Γ. (4)
If G is unbounded, we suppose that w(x) uniformly tends to zero as |x| → ∞.
By superscripts “+” and “−” we denote limiting values of functions on Γ + (or S+) and
Γ − (or S−), respectively. In the condition (4) by n(x) on Γ we mean n(x) on S. Note that
w and ∇w may have a jump on Γ . The problem CRJ contains particular cases Γ = ∅ or
∂G= ∅. In the first case the cracks are absent, while in the second case we consider cracks
Γ in Rm.
Remark. Γj may consist of infinite number of components. Besides we do not impose any
conditions of smoothness on the boundary of Γj in S (j = 1, . . . ,N).
It follows from the formulation of the problem that boundary conditions (3), (4) on Γ
are equivalent to the following boundary conditions on S:
w+ −w− = fD on S,
(
∂w
∂n
)+
−
(
∂w
∂n
)−
= fN on S, (5)
if we assume that fD = fN = 0 on S \ Γ and fD , fN are continuous on S.
Denote by Hk the k-dimensional Hausdorff measure normalized so that Hk is the
Lebesgue measure in Rk . Now we prove the uniqueness theorem for the problem CRJ.
Theorem 1. Let ∂G, S be of class C1 and h ∈C0(∂G), h 0.
(1) Assume that G is an unbounded domain, or G is a bounded domain and h ≡ 0 on ∂G.
Then there is at most one solution of the problem CRJ.
(2) Assume that G is a bounded domain, g ∈ C0(∂G), fN ∈ C0(Γ ) and h ≡ 0 on ∂G.
Then the necessary condition for the solvability of the problem CRJ is∫
∂G
g dHm−1 +
∫
Γ
fN dHm−1 = 0. (6)
Moreover, if the solution of the problem CRJ exists in these assumptions, then it is unique
up to an additive constant.
Proof. Let w(x) be a solution of the problem CRJ. If G is unbounded, then it follows from
[20, Section 24.10], that ∇w has the following behaviour at infinity:∣∣∇w(x)∣∣= O(1/|x|m−1), |x| → ∞.
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continuously extendible to ∂G ∪ S according to the formulation of the problem CRJ, we
can write Green’s formula [20, Section 21.2], in G \ S,∫
G\S
|∇w|2 dHm =
∫
∂G
w
∂w
∂n
dHm−1 +
∫
S
{(
w
∂w
∂n
)∣∣∣∣
x∈S+
−
(
w
∂w
∂n
)∣∣∣∣
x∈S−
}
dHm−1
=
∫
∂G
w
∂w
∂n
dHm−1 +
∫
S
{
(w|x∈S+ −w|x∈S−)∂w
∂n
∣∣∣∣
x∈S+
+w|x∈S−
(
∂w
∂n
∣∣∣∣
x∈S+
−∂w
∂n
∣∣∣∣
x∈S−
)}
dHm−1. (7)
This formula holds for both bounded and unbounded domain G due to behaviour of w and
∇w at infinity. In a similar manner, if G is a bounded domain, Gauss formula yields∫
∂G
∂w
∂n
dHm−1 +
∫
S
(
∂w
∂n
∣∣∣∣
x∈S+
−∂w
∂n
∣∣∣∣
x∈S−
)
dHm−1 = 0. (8)
Substituting here the boundary conditions of the problem CRJ in the case h ≡ 0, we prove
the solvability condition (6).
Let w0 be a solution of the homogeneous problem CRJ. Substituting w0 and the homo-
geneous boundary conditions of the problem CRJ in (7), we obtain∫
G\S
|∇w0|2 dHm = −
∫
∂G
h|w0|2 dHm−1.
Since h(x) 0 on ∂G, from here we obtain∫
G\S
|∇w0|2 dHm = 0,
∫
∂G
h|w0|2 dHm−1 = 0. (9)
Therefore, w0 ≡ const in G. If G is unbounded, then w0 ≡ 0 according to the condition
at infinity. If G is bounded and h ≡ 0, then there exists x0 ∈ ∂G, such that h(x0) = 0.
Since h is continuous, there exists a Borel set X ⊂ ∂G, so that x0 ∈ X, Hm−1(X) > 0 and
h(x) > 0 for x ∈ X. From (9) we obtain that w0 ≡ 0 on X, therefore w0 ≡ 0 in G. The
point (1) of the theorem is proved. If h ≡ 0 and G is a bounded domain, then w0 is an
arbitrary constant. The point (2) of the theorem is also proved. 
Notation. For x ∈Rm and r > 0 denote Ωr(x)= {y ∈ Rm: |x − y| < r}. Further denote
E(x)=
{ |x|2−m
(m−2)Hm−1(∂Ω1(0)) , for |x| = 0,∞, for |x| = 0.
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S and on smoothness of the functions fD,fN in the boundary conditions. Let S be of
class C1,λ, λ ∈ (0,1]. Suppose that fD ∈ C1,σ (S), fN ∈ C0,σ (S), σ ∈ (0,1] and fD =
fN = 0 on S \ Γ . As noted above, we require that h,g ∈ C0(∂G). Additional conditions
of smoothness for functions h,g and for ∂G will be introduced later.
Denote for x ∈ Rm \ Γ ,
H(x)=
∫
Γ
E(x − y)fN(y) dHm−1(y)−
∫
Γ
fD(y)n(y) · ∇yE(x − y) dHm−1(y).
(10)
As mentioned above, by n(x) at x ∈ Γ we mean the unit normal n(x) at x ∈ S. Clearly,
H is harmonic in Rm \ Γ . Moreover, H and ∇H are continuously extendible to S+ and
S− according to properties of single and double layer potentials ([3, Chapter 2, §2, 3, 7, 9]
or [18, Theorems 14.III, 14.V, 15.II, 15.VII]).
We look for the solution of the problem in the form
w(x)= u(x)+H(x), (11)
where u is a harmonic function in G. Evidently, w is harmonic in G \ Γ . It follows from
the behaviour of H that w and ∇w can be continuously extended to S+ and S−. Using the
limit properties of single and double layer potentials on Ljapunov surfaces ([3, Chapter 2,
§2, 3, 7, 9] or [18, Theorems 14.III, 14.V, 15.II, 15.VII]), we observe that the function w
satisfies boundary conditions (3), (4) on Γ (or (5) on S). Hence, the function w given by
(11) is a solution of the problem CRJ if the function u is a solution of the following Robin
problem in the domain G without cracks.
Problem CR. Find u ∈ C2(G)∩C1(G¯) such that
u= 0 in G, ∂u
∂n
+ hu= F on ∂G, (12)
where F(x)= g(x)− ∂H(x)/∂n− h(x)H(x) for x ∈ ∂G. If G is unbounded, we suppose
that u(x) uniformly tends to zero as |x| → ∞.
Clearly, F is continuous on ∂G, because H is harmonic outside Γ and ∂G is smooth.
Remark. In the case ∂G= ∅ the function (11) solves problem CRJ if we put u≡ 0.
Remark. Let G be a bounded domain, h ≡ 0 on ∂G and g ∈ C0(∂G). If ∂G is smooth,
then the solvability condition for the problem CR follows from the Gauss formula∫
∂G
F dHm−1 = 0. (13)
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Indeed, Gauss formula for the function H yields∫
S
{
∂H
∂n
∣∣∣∣
x∈S+
−∂H
∂n
∣∣∣∣
x∈S−
}
dHm−1 = −
∫
∂G
∂H
∂n
dHm−1.
Using properties of H , we have∫
S
fN dHm−1 = −
∫
∂G
∂H
∂n
dHm−1.
Assume that (6) holds and substitute this relation into (6), then we obtain that (13) also
holds.
If G is unbounded or if G is bounded, but h 0 and h ≡ 0, then the problem CR has at
most one solution. This result follows from Theorem 1 if we put Γ = ∅.
The solvability of the problem CR will be proved under additional conditions on
smoothness of functions g,h and on smoothness of the boundary ∂G. Suppose that ∂G is of
class C1,β , β ∈ (0,1] and h,g ∈C0,γ (∂G) for some γ ∈ (0, β). Therefore, F ∈ C0,γ (∂G).
Let us construct the solution of the problem CR. We will look for the solution of the
problem CR in the form of a single layer potential
Uϕ(x)=
∫
∂G
ϕ(y)E(x − y) dHm−1(y). (14)
We will seek a density ϕ in the Hölder space C0,γ (∂G). The function Uϕ is continuous in
Rm and obeys the Laplace equation in Rm \ ∂G [17, Theorems 11.5.1, 18.6.1]. Moreover,
Uϕ ∈ C1(G¯), since ∂G is of class C1,β and ϕ ∈ C0,γ (∂G) (see [18, Theorem 14.III],
[3, Chapter 2, Section 7]). If G is unbounded, then the potential Uϕ satisfies the condition
at infinity of the problem CR [17, Chapter 11, Section 2]. So, the potential Uϕ satisfies all
conditions of the problem CR except the boundary condition.
Substituting the potential Uϕ into the boundary condition of the problem CR and using
the limit formula for the normal derivative of the single layer potential Uϕ on ∂G [17,
Theorem 18.7.1], we obtain the following integral equation for the density ϕ:
1
2
ϕ(x)+
∫
∂G
ϕ(y)n(x) · ∇xE(x − y) dHm−1(y)
+ h(x)
∫
∂G
ϕ(y)E(x − y)dHm−1(y)= F(x), x ∈ ∂G
or
1
2
ϕ(x)+ J1ϕ(x)+ h(x)J2ϕ(x)= F(x), x ∈ ∂G. (15)
Here
J1ϕ(x)=
∫
ϕ(y)n(x) · ∇xE(x − y) dHm−1(y), (16a)
∂G
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∫
∂G
ϕ(y)E(x − y)dHm−1(y). (16b)
Now we prove the following lemma.
Lemma 1. If ∂G is of class C1,β , β ∈ (0,1], and h belongs to C0,γ (∂G), with some γ ∈
(0, β), then the integral operator (J1 + hJ2) is a compact operator from C0,γ (∂G) into
C0,γ (∂G). If, in addition, F ∈ C0,γ (∂G), then Eq. (15) is a Fredholm integral equation of
the second kind and index zero in the space C0,γ (∂G).
Proof. Consider properties of integral operators J1, J2 in (15). It follows from [3, Chap-
ter II, Sections 2, 5] and [18, Theorems 14.III, 14.IV], that if ϕ is continuous on the bound-
ary ∂G of class C1,β , then J1ϕ ∈C0,ω1(∂G) with any ω1 ∈ (0, β), while J2ϕ ∈ C0,ω2(∂G)
with any ω2 ∈ (0,1). These results are formulated in [18] for Rm and proved in [3] for R3.
Proofs presented in [3] for R3 are very detailed and can be repeated for Rm without
changes. It follows from proofs in [3] that if we take a bounded set Φ of functions ϕ
in C0(∂G) (instead of a single function ϕ), then the sets J1Φ and J2Φ are bounded in
C0,ω1(∂G) and in C0,ω2(∂G), respectively. Clearly, the sets J1Φ and J2Φ are bounded
in C0,ω1(∂G). It is known (see [2, p. 915]) that any bounded sequence of functions in
C0,ω1(∂G) with ω1 ∈ (γ,β) contains a subsequence that converges in the norm C0,γ (∂G)
to a function of space C0,γ (∂G). This means that the space C0,ω1(∂G) with ω1 ∈ (γ,β)
is compactly embedded in the space C0,γ (∂G), that is any bounded set of functions in
C0,ω1(∂G) is compact in the norm of the space C0,γ (∂G). Therefore, the sets J1Φ and J2Φ
are compact in C0,γ (∂G). Consequently, J1 and J2 are compact operators from C0(∂G)
into C0,γ (∂G). Obviously, J1 and J2 are compact operators mapping C0,γ (∂G) into itself
for any γ ∈ (0, β). Since the multiplication operator L such that Lψ = hψ is a bounded
operator on C0,γ (∂G), and J2 is compact operator, the composition LJ2 = hJ2 is a com-
pact operator on C0,γ (∂G) [6, Chapter 1, Section 5.7]. Hence (J1 + hJ2) is a compact
operator on C0,γ (∂G).
Therefore, if F ∈C0,γ (∂G), then Eq. (15) is a Fredholm integral equation of the second
kind and index zero in the space C0,γ (∂G). The proof is complete. 
Remark. One can show that the integral equation (15) is uniquely solvable for an un-
bounded domain G and for a bounded domain G if h 0 and h = 0 on ∂G. Moreover, it
can be proved that if G is a bounded domain and h ≡ 0, then Eq. (15) is solvable if the
solvability condition (6) holds. These results on the solvability of Eq. (15) can be proved
by the standard approach based on analytical properties of a single layer potential Uϕ and
on the uniqueness theorem for the problem CR (see [3,11]). However this way does not
allow us to obtain the explicit representation for a solution of the integral equation in the
form of a series. Note that the standard series for the Fredholm’s resolvent [16, Section 9]
cannot be written out for the solution of Eq. (15), since, in general, its kernel is polar, but
it is not weakly polar [20], i.e., power of singularity of the kernel is not less that m/2 in
general. In the present paper we will use a nonstandard approach developed in [14,15] for
the solvability of Eq. (15). This approach enables us to obtain the explicit representation
for a solution of Eq. (15) in the form of the Neumann series for some modified operator, in
spite this modified operator might not be contractive.
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on X, KerT = KerT 2, 0 < β/2 < α, the spectrum of T be a subset of the interval [0, β].
For Y = T (X) denote by TY the restriction of T to Y . Then TY is invertible, there are
constants q ∈ (0,1), M > 1 such that∥∥∥∥
(
TY − αI
α
)n∥∥∥∥Mqn (17)
for each nonnegative integer n and
(TY )
−1 = 1
α
∞∑
n=0
(
−TY − αI
α
)n
. (18)
Proof. Since 0 lies in the unbounded component of the Fredholmness of T , the index of
T is equal to 0 (see [4, Satz 51.1]). It means that the dimension of the kernel of T is finite
and it is equal to the codimension of T (X). Indeed, according to [19, pp. 106, 119] or [6,
Chapter III, Section 1.7], we have 0 = indT = dim KerT (x)− codimT (x). (For a vector
space X and its subspace Y , by codimY we denote the dimension of a subspace Z of X
such that X is the direct sum of Y and Z.)
Since KerT (X) = KerT 2(X), we conclude that KerT (X) ∩ T (X) = {0}. Since
KerT (X) ∩ T (X) = {0} and the dimension of KerT is finite and equal to the codimen-
sion of T (X), the space X must be the direct sum of T (X) = Y and KerT . Therefore
T (Y )= T (Y + KerT ) = T (X) = Y and so TY is surjective. Since Y ∩ KerT = {0}, TY is
injective. Since TY is surjective and injective, it is invertible (see [21, Chapter II, §6]).
Let now ζ be a complex number, ζ /∈ [0, β]. Then ζ I − T is invertible. Since ζ I − T is
injective, ζ I − TY is injective, too. Evidently,
(ζ I − T )(KerT )= KerT , (ζ I − T )(Y )= (ζ I − T )(T (X))⊂ T (X)= Y.
Since
X = (ζ I − T )(X)= (ζ I − T )(KerT )+ (ζ I − T )(Y )
= KerT + (ζ I − T )(Y )⊂ KerT + Y
and X is the direct sum of Y and Ker T , we conclude that (ζ I −T )(Y )= Y . Since ζ I −TY
is injective and (ζ I − TY )(Y )= Y , that is ζ I − TY is surjective, the operator (ζ I − TY ) is
invertible (see [21, Chapter II, §6]). Therefore the spectrum of TY is a subset of the interval
(0, β].
Since the spectrum of (TY − αI) is a subset of the interval (−α,β − α] ⊂ (−α,α),
the spectral radius of the operator (TY − αI) is smaller than α (see [19, Theorem 3.4] or
[21, Chapter VIII, §2] ). Since the spectral radius of the operator α−1(TY − αI) is smaller
than 1, there are constants q ∈ (0,1), M > 1 such that (17) holds for each nonnegative inte-
ger n (see [19, Theorem 3.4] or [21, Chapter VIII, §2]). Therefore the sum (18) converges
and [
1
α
∞∑(
−TY − αI
α
)n]
TY = TY
[
1
α
∞∑(
−TY − αI
α
)n]
n=0 n=0
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[(
TY − αI
α
)
+ I
][ ∞∑
n=0
(
−TY − αI
α
)n]
= −
∞∑
n=1
(
−TY − αI
α
)n
+
∞∑
n=0
(
−TY − αI
α
)n
= I. 
Theorem 2. Let ∂G be of class C1,β , β ∈ (0,1], G be bounded, h ≡ 0, F ∈ C0,γ (∂G),
γ ∈ (0, β). Then there is a solution of the problem CR if and only if∫
∂G
F dHm−1 = 0. (19)
The solution of the problem is unique up to an additive constant and the general form of a
solution is
Uϕ + c,
where c is arbitrary constant and ϕ ∈C0,γ (∂G) is the unique solution of the equation
1
2
ϕ + J1ϕ = F (20)
for which∫
∂G
ϕ dHm−1 = 0. (21)
If we fix α > 12 , then
ϕ = 1
α
∞∑
n=0
(
−
1
2I + J1 − αI
α
)n
F (22)
and there are constants q ∈ (0,1), M > 0 depending on G and α only such that∥∥∥∥
(
−
1
2 I + J1 − αI
α
)n
F
∥∥∥∥
C0,γ (∂G)
Mqn‖F‖C0,γ (∂G) (23)
for each nonnegative integer n.
Proof. The operator J1 is a compact operator on C0,γ (∂G) by Lemma 1. Therefore the
operator 12I + J1 is a Fredholm operator with index 0 (see [19, Chapter V, Theorem 3.1]).
According to [12, Chapter 1, §2, Lemma 1], the dimension of Ker( 12 I + J1) is smaller or
equal to 1. Theorem 1 yields that (19) is a necessary condition for the solvability of CR
and therefore(
1
2
I + J1
)(
C0,γ (∂G)
)⊂ {η ∈C0,γ (∂G): ∫
∂G
η dHm−1 = 0
}
.
Since the codimension of ( 12I + J1)(C0,γ (∂G)) is greater or equal to 1, the dimension of
Ker( 1 I +J1) is smaller or equal to 1 and the codimension of ( 1 I +J1)(C0,γ (∂G)) is equal2 2
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Therefore(
1
2
I + J1
)(
C0,γ (∂G)
)= {η ∈C0,γ (∂G): ∫
∂G
η dHm−1 = 0
}
. 
According to [12, Chapter 1, §3, Theorem 12], each eigenvalue of J1 lies in the interval
[−1/2,1/2] (see also [3, p. 160]). Since J1 is compact, each nonzero point of the spectrum
is an eigenvalue. Therefore the spectrum of J1 is a subset of the interval [−1/2,1/2]. Hence
the spectrum of 12I + J1 is a subset of the interval [0,1]. According to [12, Chapter 1, §3,
Theorem 13], we have
Ker
(
1
2
I + J1
)
∩
(
1
2
I + J1
)(
C0,γ (∂G)
)= {0}.
(See also [3, p. 160] or [15, Proposition 2]). It means that Ker( 12I + J1)= Ker( 12I + J1)2.
Theorem 1 yields that (19) is a necessary condition for the existence of the solution of
the problem CR. Let (19) be fulfilled. According to Lemma 2, there exists a unique solution
of (20) which satisfies (21). This function ϕ is given by (22). Moreover, there are constants
q ∈ (0,1), M > 0 depending on G and α only such that (23) holds. Consequently, the
series in (22) converges. If c is an arbitrary constant, then Uϕ + c is a solution of CR.
According to Theorem 1, this is a general form of a solution of CR.
Theorem 3. Let ∂G be of class C1,β , β ∈ (0,1]; h,F ∈ C0,γ (∂G), h  0, γ ∈ (0, β).
Suppose that G is unbounded or h ≡ 0. Then there is a unique solution of the problem CR.
The solution has a form Uϕ, where ϕ ∈ C0,γ (∂G) is the unique solution of the equation
1
2
ϕ + J1ϕ + hJ2ϕ = F. (24)
Put
ch = sup
x∈∂G
Uh(x). (25)
Then ch < ∞. If we fix α > 12 (1 + ch), then
ϕ = 1
α
∞∑
n=0
(
−
1
2I + J1 + hJ2 − αI
α
)n
F (26)
and there are constants q ∈ (0,1), M > 0 depending on G and α only such that∥∥∥∥
(
−
1
2 I + J1 + hJ2 − αI
α
)n
F
∥∥∥∥
C0,γ (∂G)
Mqn‖F‖C0,γ (∂G) (27)
for each nonnegative integer n.
Proof. The operator J1 + hJ2 is a compact operator on C0,γ (∂G) by Lemma 1. Therefore
the operator 12 I + J1 + hJ2 is a Fredholm operator with index 0 (see [19, Chapter V, The-
orem 3.1]).
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∂G and a Borel set M ,
τ1ν(M)=
∫
∂G
∫
(∂G∩M)
n(x) · ∇xE(x − y) dHm−1(x) dν(y),
τ2ν(M)=
∫
(∂G∩M)
h(x)
∫
∂G
E(x − y) dν(y) dH(x).
Then τ1ν, τ2ν are real measures supported on ∂G and τ1, τ2 are bounded linear operators
on C′(∂G), the space of all real measures on ∂G (see [14, Lemma 2]). Denote τ = 12 I +
τ1 + τ2. For ψ ∈ C0(∂G) and x ∈ ∂G denote
Vψ(x)= U(hψ)(x).
Vψ ∈C0(∂G) by [5, Lemma 2.18]. If |ψ| 1 on ∂G, then |Vψ(x)|Uh(x) ch on ∂G.
Since Uh is a continuous function [18, Theorem 14.III], ch < ∞. Therefore V is a bounded
linear operator on the space C0(∂G), equipped with the maximal norm and ‖V ‖  ch.
Using Fubini’s theorem, we get that the operator τ2 is the adjoint operator of the oper-
ator V . Hence ‖τ2‖ = ‖V ‖  ch (see [21, Chapter VII, §1, Theorem 2’]). According to
[5, Theorem 4.1], [21, Chapter X, §2, Theorem], [5, Proposition 2.20], [21, Chapter X,
§4, Theorem], the operator τ1 is compact. Since the operator τ1 is compact, each nonzero
point of the spectrum of τ1 is an eigenvalue (see [21, Chapter X, Theorem 1]). According
to [15, Proposition 1], the spectrum of τ1 is a subset of {λ ∈ C: |λ|  12 }. Therefore the
spectral radius of τ1 is smaller than or equal to 12 (see [21, Chapter VIII, Theorem 4]).
Since ‖τ2‖  ch, the spectral radius of τ2 is smaller than or equal to ch (see [19, Chap-
ter VI, Lemma 1.5 and Theorem 1.4]). According to [4, Satz 45.1], the spectral radius of
τ1 + τ2 is smaller than or equal to 12 + ch. Since the spectrum of (τ1 + τ2) is a subset of
{λ ∈ C: |λ| 12 + ch} (see [21, Chapter VIII, Theorem 4]), the spectrum of τ is a subset
of {λ ∈ C: |λ − 12 | 12 + ch}. If λ is an eigenvalue of τ , then λ  0 by [14, Lemma 11],
and therefore λ ∈ [0,1 + ch].
If ψ ∈C0,γ (∂G), then Fubini’s theorem yields
τ (ψH) =
[(
1
2
I + J1 + hJ2
)
ψ
]
H.
Since each eigenvalue of τ lies in the interval [0,1+ ch], each eigenvalue of 12I +J1 +hJ2
is in [0,1 + ch]. Since the operator J1 + hJ2 is compact, each point of the spectrum of
1
2I + J1 + hJ2 different from 12 is an eigenvalue (see [21, Chapter X, Theorem 1]). Since
each eigenvalue of 12 I + J1 + hJ2 lies in the interval [0,1 + ch], the spectrum of the
operator 12I + J1 + hJ2 is a subset of the interval [0,1 + ch]. Since τ is injective (see [14,
Theorem 1]), the operator 12I +J1 +hJ2 is injective, too. Since 12I +J1 +hJ2 is injective,
we obtain {0} = Ker( 12I + J1 + hJ2) = Ker( 12 I + J1 + hJ2)2. Since ( 12 I + J1 + hJ2) is
injective, and (J1 + hJ2) is a compact operator, the operator ( 12 I + J1 + hJ2) is invertible
by the Riesz–Schauder theorem (see [21, Chapter X, §5, Theorem 1]).
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by (26). Moreover, there are constants q ∈ (0,1), M > 0 dependent only on G and α such
that (27) holds. According to Theorem 1, this is a general form of a solution CR. 
Remark. It is possible to prove solvability of the integral equations (20), (24) in C0(∂G)
and next to note that any solution of these equations belongs to C0,γ (∂G) under our con-
ditions. For this it is enough to prove compactness of the integral operator in C0(∂G)
and so to simplify our analysis. However in this case we obtain convergence of the series
(22), (26) in C0(∂G) only instead of C0,γ (∂G). The advantage of our approach is so that
we have proved convergence of the series (22), (26) in Theorems 2, 3 in C0,γ (∂G), this
convergence is faster than in C0(∂G).
Using Theorem 2 and formula (11), which reduces problem CRJ to CR, we obtain the
solvability of the problem CRJ with the Neumann boundary condition on ∂G.
Theorem 4. Let S be of class C1,λ, λ ∈ (0,1]; fD ∈ C1,σ (S), fN ∈ C0,σ (S), σ ∈ (0,1]
and fD = fN = 0 on S \ Γ . Suppose that ∂G is of class C1,β , β ∈ (0,1], G is bounded,
h ≡ 0, g ∈ C0,γ (∂G), γ ∈ (0, β). Then there is a solution of the problem CRJ if and only
if the condition (6) holds. The general form of a solution is
w(x)= Uϕ(x)+H(x)+ c,
where c is an arbitrary constant, H(x), Uϕ(x) are given by (10), (14). The function ϕ is
the unique solution of the integral equations (20), (21) in C0,γ (∂G), ϕ is given by series
(22), which converges in C0,γ (∂G) for any α > 1/2.
Proof. According to Theorem 1, condition (6) is a necessary condition for the solvability
of the problem CRJ if other conditions of the theorem are fulfilled. Now we prove that the
condition (6) is sufficient. It can be checked directly that the function
w(x)= Uϕ(x)+H(x)+ c
is a solution of the problem CRJ if Uϕ is a solution of the problem CR, where
F(x)= g(x)− ∂H(x)
∂n
− h(x)H(x)
for x ∈ ∂G. Clearly, F ∈ C0,γ (∂G), because H is harmonic outside Γ and ∂G is of
class C1,β . The solvability condition for the problem CR is given by (13) and follows from
the Gauss formula. Note that (13) holds if the solvability condition (6) for the problem CRJ
holds. Indeed, Gauss formula for the function H(x) yields∫
S
{
∂H
∂n
∣∣∣∣
x∈S+
−∂H
∂n
∣∣∣∣
x∈S−
}
dHm−1 = −
∫
∂G
∂H
∂n
dHm−1.
Using properties of H(x), we have∫
fN dHm−1 = −
∫
∂H
∂n
dHm−1.S ∂G
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holds. According to Theorem 2, Uϕ is a solution of the problem CR. Therefore, the func-
tion w(x)= Uϕ +H(x)+ c is a solution of the problem CRJ. 
From Theorems 1, 3, and formula (11) we obtain the following theorem.
Theorem 5. Let S be of class C1,λ, λ ∈ (0,1]; fD ∈ C1,σ (S), fN ∈ C0,σ (S), σ ∈ (0,1]
and fD = fN = 0 on S \Γ . Suppose that ∂G is of class C1,β , β ∈ (0,1], h,g ∈ C0,γ (∂G),
h 0, γ ∈ (0, β). If G is unbounded or h ≡ 0, then the solution of the problem CRJ exists
and is given by the formula
w(x)= Uϕ(x)+H(x),
where H(x), Uϕ(x) are given by (10), (14). The function ϕ is the unique solution of
the integral equation (24) in C0,γ (∂G), ϕ is given by the series (26), which converges
in C0,γ (∂G) for any α > 12 (1 + ch), where ch is given by (25).
Conclusion 1. Let S be of class C1,λ, λ ∈ (0,1]; fD ∈ C1,σ (S), fN ∈ C0,σ (S), σ ∈ (0,1]
and fD = fN = 0 on S \Γ . Suppose that ∂G is of class C1,β , β ∈ (0,1], h,g ∈ C0,γ (∂G),
h  0, γ ∈ (0, β). Suppose that G is unbounded or h ≡ 0. Fix α > 12 (1 + ch), where ch
is given by (25). Let H be given by (10). Put F(x) = g(x) − ∂H(x)/∂n− h(x)H(x) for
x ∈ ∂G. For a nonnegative integer k put
ϕk =
k∑
n=0
(
−
1
2 I + J1 + hJ2 − αI
α
)n(
F
α
)
, wk = Uϕk +H. (28)
If w is a solution of the problem J, then
‖w −wk‖C1,0(G\Γ ) Kqk+1
[‖g‖C0,γ (∂G) + ‖fD‖C1,σ (Γ ) + ‖fN‖C0,σ (Γ )],
where q ∈ (0,1), K > 0 depend only on G, Γ , h, and α.
Proof. Easy calculation yields that there is a constant M˜  1 depending only on G, Γ ,
and h such that∥∥∥∥∂H∂n − hH
∥∥∥∥
C0,γ (∂G)
 M˜
[‖fD‖C1,σ (Γ ) + ‖fN‖C0,σ (Γ )].
Let M and q are constants from Theorem 3. Then
‖ϕ − ϕk‖C0,γ (∂G) =
∥∥∥∥∥
[ ∞∑
n=k+1
(
−
1
2I + J1 + hJ2 − αI
α
)n
F
α
]∥∥∥∥∥
C0,γ (∂G)
 M
α
‖F‖C0,γ (∂G)
∞∑
n=k+1
qn
 Mq
k+1M˜ [‖g‖C0,γ (∂G) + ‖fD‖C1,σ (Γ ) + ‖fN‖C0,σ (Γ )].(1 − q)α
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‖Uϕ‖C1,0(G)  c‖ϕ‖C0,γ (∂G)
for each ϕ ∈ C0,γ (∂G). Therefore
‖w −wk‖C1,0(G\Γ ) =
∥∥U(ϕ − ϕk)∥∥C1,0(G\Γ )
 cMq
k+1M˜
(1 − q)α
[‖g‖C0,γ (∂G) + ‖fD‖C1,σ (Γ ) + ‖fN‖C0,σ (Γ )]. 
Conclusion 2. Let S be of class C1,λ, λ ∈ (0,1]; fD ∈ C1,σ (S), fN ∈ C0,σ (S), σ ∈ (0,1]
and fD = fN = 0 on S \Γ . Suppose that ∂G is of class C1,β , β ∈ (0,1], h,g ∈ C0,γ (∂G),
h 0, γ ∈ (0, β). Suppose that G is unbounded or h ≡ 0. There is a positive constant K
depending only on G, Γ and h such that for the solution w of the problem J we have
‖w‖C1,0(G\Γ ) K
[‖g‖C0,γ (∂G) + ‖fD‖C1,σ (Γ ) + ‖fN‖C0,σ (Γ )].
Proof. Fix α > 12 (1 + ch), where ch is given by (25). According to Conclusion 1 there is
a positive constant M1 dependent on G, Γ , h, and α such that
‖w −w0‖C1,0(G\Γ ) M1
[‖g‖C0,γ (∂G) + ‖fD‖C1,σ (Γ ) + ‖fN‖C0,σ (Γ )] (29)
(here w0 is given by (28)).
Let H be given by (10). According to [1, Theorems 2.12, 2.16, 2.17, 2.22], there is a
constant M2  1 dependent on Γ such that
‖H‖C1,0(G\Γ ) M2
(‖fD‖C1,σ (Γ ) + ‖fN‖C0,σ (Γ )). (30)
Easy calculation yields that there is a constant M3  1 depending only on G, Γ , and h
such that∥∥∥∥∂H∂n − hH
∥∥∥∥
C0,γ (∂G)
M3
[‖fD‖C1,σ (Γ ) + ‖fN‖C0,σ (Γ )].
If F(x)= g(x)− ∂H(x)/∂n− h(x)H(x) for x ∈ ∂G, then
‖F‖C0,γ (∂G) M3
[‖g‖C0,γ (∂G) + ‖fD‖C1,σ (Γ ) + ‖fN‖C0,σ (Γ )]. (31)
According to [1, Theorem 2.12, 2.17], there is a constant M4  1 such that
‖Uϕ‖C1,0(G) M4‖ϕ‖C0,γ (∂G) (32)
for each ϕ ∈ C0,γ (∂G).
Since w0 = U(α−1F)+H , we get by (29–32)
‖w‖C1,0(G\Γ )  ‖w −w0‖C1,0(G\Γ ) + ‖w0‖C1,0(G\Γ )

(
M1 +M2 +M3M4α−1
)
× [‖g‖C0,γ (∂G) + ‖fD‖C1,σ (Γ ) + ‖fN‖C0,σ (Γ )]. 
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and fD = fN = 0 on S \ Γ . Suppose that ∂G is of class C1,β , β ∈ (0,1], g ∈ C0,γ (∂G),
γ ∈ (0, β). Suppose that G is bounded and h≡ 0. There is a positive constant K depending
only on G and Γ such that for a solution w of the problem J we have
sup
x∈G\Γ
∣∣∇w(x)∣∣K[‖g‖C0,γ (∂G) + ‖fD‖C1,σ (Γ ) + ‖fN‖C0,σ (Γ )].
Proof. Let H be given by (10). According to [1, Theorems 2.17, 2.22], there is a constant
M1  1 dependent on Γ such that
sup
x∈G\Γ
∣∣∇H(x)∣∣M1(‖fD‖C1,σ (Γ ) + ‖fN‖C0,σ (Γ )). (33)
Easy calculation yields that there is a constant M2  1 depending only on G and Γ such
that ∥∥∥∥∂H∂n
∥∥∥∥
C0,γ (∂G)
M2
[‖fD‖C1,σ (Γ ) + ‖fN‖C0,σ (Γ )].
Put F(x)= g(x)− ∂H(x)/∂n for x ∈ ∂G. Then
‖F‖C0,γ (∂G) M2
[‖g‖C0,γ (∂G) + ‖fD‖C1,σ (Γ ) + ‖fN‖C0,σ (Γ )]. (34)
Denote C0,γ0 (∂G) = {ψ ∈ C0,γ (∂G):
∫
∂G
ψ dHm−1 = 0}. Denote by T the restriction
of the operator 12I + J1 to C0,γ0 (∂G). Since T is an injective operator onto C0,γ0 (∂G),
there is a bounded linear operator T −1 on C0,γ0 (∂G) which is the inverse operator of T
(see [4, Theorem 32.1]). Denote ϕ = T −1F . According to Theorem 4 there is a constant c
such that
w = Uϕ +H + c. (35)
According to [1, Theorem 2.17], there is a constant M3  1 depending only on G such
that
sup
x∈G\Γ
∣∣∇Uϕ(x)∣∣M3‖ϕ‖C0,γ (∂G). (36)
Using (33–36), we get
sup
x∈G\Γ
∣∣∇w(x)∣∣ sup
x∈G\Γ
∣∣∇Uϕ(x)∣∣+ sup
x∈G\Γ
∣∣∇H(x)∣∣
M3‖ϕ‖C0,γ (∂G) +M1
(‖fD‖C1,σ (Γ ) + ‖fN‖C0,σ (Γ ))

(
M3‖T −1‖M2 +M1
)
× [‖g‖C0,γ (∂G) + ‖fD‖C1,σ (Γ ) + ‖fN‖C0,σ (Γ )]. 
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