In recent decades, Ireland has been an important example of a development pathway where rapid economic growth was accompanied by rising energy demand and increasing carbon emissions. Understanding the driving forces of carbon emissions is necessary for policy formulation and decomposition analysis is widely used for this purpose. This study uses an extended Kaya identity as the scheme and applies the log mean Divisia index (LMDI I) as the decomposition technique. Change in carbon emissions is decomposed from 1990 -2010 and includes a measure of the effect of renewable energy penetration. Results illustrate that scale effects of affluence and population growth act to increase emissions and are countered primarily by energy intensity and fossil fuel substitution. Renewable energy penetration has a minor effect but has been increasing in recent years. Policy will need to significantly reduce intensity and increase renewables if applicable targets are to be reached. This requires not only a comprehensive suite of policies and measures but emphasis on the development path and 'non-technical' change for optimal outcomes.
Introduction
The Republic of Ireland is an Annex I nation under the Kyoto protocol and subject to emissions limitation obligations. Despite a relatively small contribution to absolute global greenhouse gas (GHG) emissions, per capita emissions ranked 2 nd in the European Union (EU) and 18 th in the world in 2008 (UNSTATS, 2010) . 1 Growing energy demand from rising production and consumption led to increasing total primary energy requirement (TPER), change in the associated fuel shares (Fig. 1.) and a substantial increase in associated carbon emissions. Carbon emissions based on TPER increased to a peak in 2008 of 48.12 MtCO 2 , 54.09 per cent higher than 1990 (Fig. 2) .
Apart from economic growth, from an emissions perspective, the example of Ireland is interesting due to a number of characteristics. There are limited indigenous fossil fuels, abundant potential renewables in the form of wind (OECD/ IEA, 2007), a benign temperate climate and a small dispersed population which sprawled into rural and low density locations over the last two decades (EEA, 2006) . The relatively large 1 Although GHG emissions in Ireland have declined somewhat since the 2008 economic recession, this is the latest year with collated data for emissions per capita (UNSTATS, 2010) . This source measures emissions in MtCO 2 eq. excluding LULUCF/ LUCF. 2 While agriculture is an important contributor to total GHG emissions in Ireland, and partly explains the relatively high per capita emissions, energy accounted for 66.1 per cent of GHG's in 2010, with carbon emissions 96.7 per cent of this (Duffy et al., 2012). proportion of GHG emissions attributable to agriculture places additional pressure on reduction of energy-related carbon emissions to meet future mitigation commitments. Fig. 1 . Ireland's TPER 1990 Given the relative growth in the economy, some decoupling from growth in carbon emissions has been evident since 1990. The resumption of absolute increases in emissions once the economy recovers is incompatible with mitigation requirements.
Ireland is an important example of a development pathway because of the pattern of high economic growth and emissions. While increased penetration of renewable energy has been central to Irish mitigation plans its effect on reducing carbon emissions has not been well understood. Understanding the driving forces of carbon emissions is not only of interest to national policy, but given the somewhat unique recent history of Ireland, may be of much interest to economies in transition and developing countries seeking accelerated economic growth.
Tools for analysis of driving forces have evolved in the field of decomposition analysis, including the framework for sustainability known as IPAT of Commoner (1972) and Ehrlich and Holdren (1972) , to the specific application with energy and CO 2 0 10 20 30 40 50 60 in the Kaya identity (Kaya, 1990) . The decomposition of changes in an aggregate environmental impact to its driving forces has become popular in disentangling the relationship of society and economy with the environment. Similar conceptual underpinnings can be found in the field of index decomposition analysis (IDA). With the arrival of the world oil crisis in 1973 and 1974, considerable attention was placed on industry energy use among policy-makers, as industrial energy constituted the largest share of primary energy demand in most countries. Research began to focus on the mechanisms of change in industrial energy use. This new area of research emerged to quantify the impact of a structural shift in industrial production on total energy demand.
These initial studies showed a significant impact of structural change on energy demand trends and the need to identify and quantify this became an imperative for policymaking. This line of research has since expanded substantially in terms of methodology and application, and is now a widely accepted analytical tool for policymaking on energy and environmental issues (Ang, 2004) . It is particularly useful given the analysis of contributing factors such as energy intensity and structural change. The decomposition of a pre-defined set of factors helps to understand the progression of driving forces, the impact of major processes occurring and policy dimensions tied to these processes (Steenhof et al., 2006) . The scope of application of IDA has expanded beyond industrial energy demand to energy and environmental analysis across countries and sectors. Ma and Stern (2008) and Mandaraka, 2007; Tapio et al., 2007) . This study extends further the decomposition literature to Ireland, and aims to identify, quantify and explain major driving forces acting to change energy-related carbon emissions. It is the first decomposition analysis of Ireland at this macro level similar to that of Schleich et al. (2001) , and the first such study to measure the impact of renewable energy on carbon emissions. The paper is organised as follows. Section 2 details the decomposition methodology applied. Section 3 describes the data used. Section 4 presents and discusses the results of the decomposition analysis. Section 5 discusses the policy implications and some concluding remarks are presented in the final section.
Decomposition methodology
In conducting an IDA, the analysis begins by defining a governing function relating the aggregate to be decomposed to a number of predefined factors. These 'drivers' or 'effects' leading to observed change in total energy-related CO 2 are often expressed through the Kaya identity (Kaya, 1990 ). An extended Kaya identity has been applied using LMDI I in a number of studies (Zhang and Ang, 2001; Wang et al., 2005; Ma and Stern, 2008) . The objective of this study is a macro-oriented analysis and policy application of the drivers of energy-related carbon emissions in Ireland similar to these precedents. The identity proposed by Zhang and Ang (2001) This leads to the following identity
However, function 1 does not represent the effect of change in CO 2 resulting specifically from the increased penetration of renewable or carbon-free energy. The identity decomposes CO 2 , and as emissions from renewables are theoretically zero 3 the effect of renewables is not measured. In order to overcome this Ma and Stern (2008) and Wang et al. (2005) proposed an extended Kaya identity that also accounts for change resulting from increased penetration of renewables. Renewable energy is particularly important in Ireland because it is central to national mitigation efforts, nuclear generation is prohibited, and there is strong growth potential particularly for onshore wind (OECD/ IEA, 2007). The term "negawatt" was coined by Lovins (1990) for avoided energy consumption due to energy efficiency. A similar term could be Within this scheme i denotes fuel type (coal, oil, peat, gas, renewables). The CO 2 emissions using this approach can be written as the following extended Kaya identity;
Within this scheme the following nomenclature is applied; The decomposition of an observed change in C associated with these factors, are referred to as, the emission coefficient effect (∆C emc ), the fossil fuel substitution effect (∆C ffse ), the renewable energy penetration effect (∆C repe ), the intensity effect (∆C int ), the affluence effect (∆C ypc ) and the population effect (∆C pop ). The index of annual change in total CO 2 emissions (C tot ) can be expressed in the multiplicative form as follows;
Index decomposition analysis (IDA) is then applied as the method to decompose function (3). A range of techniques have been established under the umbrella of IDA but the Log Mean Divisia Index (LMDI I) has increasingly become the preferred approach (Ang, 2004; Ang et al., 2003) . This is due to a number of desirable properties of the Divisia index including perfect decomposition, consistency in aggregation, path independency and an ability to handle zero values. From Ang and Liu (2001) , the following LMDI I formulae apply to each of the effects;
Zero values in the data set are handled in accordance with Ang (2005) proposing the substitution of a small positive constant (e.g. between 10 -10 and 10 -20 ). Negative values do not arise in the data set used in this study.
An IDA can be conducted in two forms either additive or multiplicative (Ang, 2005) to explore absolute or ratio of change respectively. While in LMDI I the two forms are linked through a simple mathematical relationship (Ang, 2005) , the choice of form depends on considerations such as the purposes of the study, the existence of negative changes in the data set, and ease of application. In this study the Divisia index is employed in multiplicative form chain-linked year-by-year. This allows for annual analysis that can also be aggregated by sub-period and over the entire period. Results are reported as index change in effects annually and also grouped by period in both index and percentage annual change. An explanation of the effects measured in the decomposition analysis is provided in Table 1 . 
Data
This study covers the period from 1990 to 2010 for which validated data for both Services Indirectly Measured (FISIM) and the data set must be blended in order to overcome this limitation. FISIM is an estimated service charge in respect of noninvoiced services in the case of banks and similar businesses.
The use of economic indicators such as GDP comes with many caveats. Such measurements of human welfare are limited in scope and exclude social and environmental dimensions. These indicators were not originally designed for the purposes of measuring human welfare or well-being (Kuznets, 1934) and are a gross tally of everything produced good and bad. They obscure equality and the disparity in income and welfare, the cost of pollution damage is calculated as positive, there is a failure to account for the lost value from depleted natural resources or the unpaid costs of environmental harm and the non-formal economy is excluded. It could be argued that measurements such as GDP evolved in an epoch where discourse and analysis of these social and environmental dimensions had not been sufficiently resolved or mainstreamed. The use of such measures can potentially compound undesirable phenomena as an intrinsic part of the epistemic culture in which the problem at hand arose. Conventional wisdom holds that driving GDP higher is desirable and decision-makers seek to maximise this trajectory and avoid policies that could lead to reductions.
Problems occur when the use of this indicator expands beyond its function in understanding income and production growth to measurement and perceptions of development progress. Through a myopic development focus on GDP, production and consumerism can be valued above human welfare or environmental quality, and perceptions of affluence can potentially be misguided, as costs are offset to future generations. Where the environmental and social underpinnings of well-being and economic development are undermined this could be described as a ´growth illusion´ (Douthwaite, 1992) and is particularly salient in the case of Ireland. Even from a solely economic perspective, growth historically was unsustainable and the resultant housing bubble saw the future mortgaged for present gain.
These conflicts could be reconciled by applying concepts and principles related to sustainable development as the decision-making framework, or as a platform for the selection of a broader set of development indicators, rather than a limited focus on GDP growth (Halsnaes et al., 2007) . 
Results
The complete time-series decomposition results for the macro LMDI are presented Appendix A. The accumulated effects by period are available as index change
in Table 2 and as percentage change in Table 3 . The accumulated effects over the entire period ( Fig. 3) Population contributes to growth in emissions, but this is dwarfed by the affluence effect (Table 2. ).
2.
The intensity effect (C int ) reducing the intensity of energy per unit economic output, is the most significant factor in limiting growth in carbon emissions.
3.
The fossil fuel substitution effect (C ffse ) and the renewable energy penetration effect (C repe ) both contribute to decreasing emissions, but these effects combined are limited and minor in the case of (C repe ).
4.
The accumulated effects reducing emissions are more than offset by drivers increasing emissions, leading to a significant increase in total energy-related carbon emissions (C tot ).
5.
The analysis illustrates four distinct periods in development trends (Table   1 and Table 2) The impact of the affluence effect (C ypc ) can be seen throughout the time series, particularly during the period from 1993-2001. Rapid economic growth acted as a scale effect to increase the energy requirement and carbon emissions. While this was not a linear relationship, the patterns of production and consumption across the economy and society were not sufficiently delinked from energy. Ireland also experienced population growth, but this scale effect (C pop ) was not significant when seen in comparison with the (C ypc ). Not only was the (C pop ) effect less significant but it was linked to economic growth. Increases in population have been attributed to labour migration due to economically defined immigration policy (Zaiceva and Zimmerman, 2008) .
The (C ffse ) effect primarily measures the substitution of gas and oil for coal and peat in particular, as a graduation occurred to more convenient forms of energy through technological choices. The trend in (C ffse ) continued to improve from 1990-2010.
Technological change, both on the supply side in electricity generation, and on the demand-side, delivered fuel substitution 5 . The (C emc ) effect has registered an increase over the period. This is attributable to change in sub-fuel types such as bituminous coal, anthracite and lignite within aggregated 'coal'. Although increasing in recent years, the (C repe ) effect failed to make notable progress in reducing national emissions over the analysis period. In proportion of TPER, it increased penetration through wind energy in electricity generation and biofuels in transport. This slow progress could be attributed to three factors; insufficient policy support including the lack of internalisation of externalities in fossil fuel prices, the cost and fledgling nature of some technologies and physical limitations e.g. to the expansion of hydro in Ireland. While some renewable technologies could have been described as less mature, wind offers significant potential for expansion as a more mature technology.
The energy intensity effect (C int ) is frequently recorded as the most significant negative effect in decomposition analysis studies (Schleich et al., 2001; Ma and Stern, 2008) . In studying China, Ma and Stern (2008) describe energy per GDP, or 'energy intensity' as usually interpreted as a technological effect. It is important to recognise that this macro level indicator based on TPER, as used similarly in this study, encompasses more than technology. Tapio et al. (2007) point to a critical distinction in the interpretation of energy intensity results at the macroeconomic scale. It includes not just technical efficiency described as 'dematerialisation,' but also includes the often less tangible but crucially important 'immaterialisation'. Immaterialisation occurs where there is decoupling of material production and consumption from economic production.
It is linked to factors such as economic structure and socio-cultural development of 5 Electricity was included as a fuel type in the demand side decomposition of eleven final consumption sectors from 1990 to 2007 detailed in O´ Mahony et al. (2012) and in O´ Mahony (2010) . In general, the declining emissions coefficient of electricity was important in limiting emissions on the demand side due to fuel switching, efficiency and renewables in power generation. Its increasing share in final energy acted to reduce emissions in the case of the residential sector, but it acted to increase emissions in industry, commercial services and rail transport due to absolute increases in consumption.
society. Socio-cultural development determines overarching choices such as spatial patterns, transport trends, housing types and lifestyles, in addition to actual behaviour with technology. Studies such as Baksi and Green (2007) attribute changes in energy intensity to economic structure and technical efficiency alone. This appears to reflect an economic focus in the analysis, but a wider focus as a development indicator is necessary as 'energy intensity' encompasses more than 'economic activity.'
In understanding what has occurred in energy intensity, sectoral trends aid interpretation. Energy intensity improvement has been high in Irish industry (Diakoulaki and Mandaraka, 2007; O' Mahony et al., 2012) , but is largely attributable to structural change (Cahill and Ó Gallachoir, 2009) to more intense modes and increased intensity within mode 6 , and these phenomena emphasise the importance of socio-cultural factors. The significant achievement in overall energy intensity in this study, attributable to high output growth, masks underlying trends away from immaterialisation and dematerialisation. In addition, socio-cultural factors, including lifestyles and preferences have been recognised for a number of years for their crucial importance in determining emissions 7 , yet the domination of economic and technical effects in many studies leaves these factors poorly understood or entirely ignored in causation. 6 While technical efficiency should theoretically improve, actual energy intensity of Irish transport has increased. Energy intensity calculated per p-km and t-km increased in all sectors apart from rail including; road private car, road freight, road public passenger and domestic aviation (O' Mahony et al., 2012) . 7 The importance of lifestyle is reflected in the large differences between energy per capita across nations. This can only partly be explained by weather and wealth and is attributed to different lifestyles, traditions and cultures (OECD/ IEA, 1997). Lifestyle, behaviour factors and consumer choice are significant across all sectors including buildings, transport and industry and include management practices (IPCC, 2007) .
Policy implications
As This creates potential policy conflict with emission reduction objectives. However, in spite of this, it is important to note that economic growth does not have linear relationship with energy demand or carbon emissions. This relationship is dictated by the development path (Sathaye et al., 2007) and is imperative to future mitigation strategy. Economic growth could potentially be accommodated with mitigation if its quality or nature is sufficiently directed into energy and emissions extensive forms.
Lower intensity development paths are facilitated at source by immaterialisation, where material production and consumption are decoupled from economic growth (Tapio et al., 2007) . This is achieved through sustainability considerations in wider policy domains such as economic development, spatial development, transport policy and lifestyles but requires mainstreaming across all policies, programmes and individual actions (Sathaye et al., 2007) . Mitigation is more expensive, targets become more distant and potential policy synergies are lost without fundamental changes in the development path. This realisation was a key finding of the IPCC Third Assessment Report (IPCC, 2001) and involves more than technical energy efficiency alone as is represented by the broad energy intensity indicator in this study. Fossil fuel substitution has reduced emissions successfully by transferring energy consumption to forms of lower carbon intensity. Increasing fuel substitution and renewable energy penetration usually also improves energy efficiency but requires investment in technological change. Modernisation has occurred away from coal and peat consumption to gas and electricity as more convenient forms of energy services.
The carbon tax implemented in Ireland in 2010 on liquid fuels and natural gas does not apply to the solid fuels coal and peat and providing potentially perverse incentives for use of these more carbon intensive fuels. While fuel substitution can aid a transition path and compliance to 2020, ultimately energy requirements must be found from renewable or carbon-free sources to deliver significant long-term reductions in emissions. Fossil fuel substitution can buy governments time by continuing to reduce emissions in the short-term, but caution must be applied in risking longer-term carbon lock-in (Unruh, 2000) and failing to engender the more fundamental changes required towards sustainability.
Ireland does not have sufficient hydro development potential, nuclear generation is subject to statutory prohibition and the viability of large-scale carbon capture and storage (CCS) is as yet unclear. While renewable energy has led to only a minor reduction in emissions it has significant future economic potential through on-shore wind (OECD/ IEA, 2007). For on-shore wind, Delucchi and Jacobson (2011) found that on private cost, generating electricity often costs less than conventional fossil-fuel generation and significantly less when social costs are included 10 . Ireland was subject to EU directive RES-E (2001/77/EC), with a target of 13.2 per cent of electricity produced from renewables by 2010. A higher national target of 15 per cent led to the actual achievement of 14.8 per cent in 2010 (Howley et al., 2011) . This was primarily achieved through on-shore wind for which the new government target is 40 per cent by 2020, with policy support by a feed-in-tariff. Continued policy support will be required for wind to meet this target, and thereby contribute to the separate binding Renewable Directive (2009/28/EC) target for 2020 of 16 per cent renewables in Gross Final
Consumption. In addition, this new Directive includes a binding target of 10 per cent transport energy from renewables (RES-T). 11 National non-binding targets for heating and cooling from renewables have also been established known as 'RES-H'. 12 Growth has largely occurred through biomass wood waste use in industry, while residential grant support has increased uptake of geothermal.
The monitoring of progress in mitigation Policies and Measures (PAM's) to limit carbon emissions is required to achieve designated targets. Decomposition analysis offers a robust approach to monitor change which must be accompanied by review and corrective action in an effective policy cycle that is intended to deliver on targets rather than rhetoric. This historical analysis may also have important insights into development paths for other nations attempting to attain or currently experiencing rapid economic development, and the issues that can arise for carbon emissions. As a methodological observation, the macro Kaya identity used here yields deeper insights than an Environmental Kuznets Curve (EKC). This highlights not only the limits of EKC but also the emergence of decomposition as a more appropriate method to disentangle the relationship between development and environment (Stern, 2004 ).
Concluding remarks
Ireland has experienced a sharp increase in carbon emissions since 1990, coinciding with a period of rapid economic development. Understanding the driving forces of increasing emissions is important for policy formulation and decomposition analysis is a useful approach to quantify changes in predetermined factors of interest.
This study applies the LMDI I technique from 1990 -2010 using an extended Kaya identity that includes a measure of the effect of renewable energy penetration on carbon emissions. Distinctly different development periods are evident from the analysis. The scale effects of affluence and population growth act to increase emissions and are countered primarily by intensity and fuel substitution. Renewable energy penetration has a minor effect but has been increasing in recent years. While intensity improved significantly, only a relative and not an absolute delinking occurred given the high rate of output growth. Assuming continued economic and population growth, policy must
seek to significantly reduce intensity and increase renewables if applicable targets are to be reached, and this will require a comprehensive suite of PAM's. While the analytical methods, including decomposition analysis, frequently guide policy discourse towards technical and economic aspects, this should not exclude 'non-technical' change. While these can be less tangible, they are paramount to mitigation efforts, as the challenge should be viewed as one of sustainable development rather than mitigation or indeed technical energy efficiency alone. While this study adopted the objective of a macrooriented approach to analysis similar to studies such as Ma and Stern (2008) , further quantitative evaluation of sustainability issues such as that represented in Kaivo-oja et al. (2001) is desirable to deepen analysis and insight.
