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Abstrat
Let Π be an open period annulus of a plane analyti vetor eld
X0. We prove that the maximal number of limit yles whih bifurate
from Π under a given multi-parameter analyti deformation Xλ of X0
is the same as in an appropriate one-parameter analyti deformation
Xλ(ε), provided that this yliity is nite. Along the same lines we
give also a bound of the yliity of homolini saddle loops.
1 Statement of the result
Let Xλ, λ ∈ (R
n, 0) be an analyti family of plane vetor elds, and let Π be
an open period annulus of X0 (an open domain whih is a union of periodi
orbits ofX0). The yliity Cycl(Π, Xλ) of Π with respet to the deformation
Xλ is the maximal number of limit yles of Xλ whih tend to Π as λ tends
to zero, see Denition 3 bellow. The reader should not onfuse the yliity
Cycl(Π, Xλ) of the open period annulus Π with the yliity Cycl(Π¯, Xλ) of
the losed period annulus Π¯.
Our rst result is the following
Theorem 1 If the yliity Cycl(Π, Xλ) of the open period annulus Π is
nite, then there exists a germ of analyti urve ε 7→ λ(ε), ε ∈ (R, 0), λ(0) =
0, suh that
Cycl(Π, Xλ) = Cycl(Π, Xλ(ǫ))). (1)
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In other words, the problem of nding the yliity of an open period annu-
lus with reset to a multi-parameter deformation, an be always redued to
the "simpler" problem of nding yliity with respet to a one-parameter
deformation. Indeed, in this ase the displaement map an be expanded
into power series
d(u, ǫ) = ǫk(Mξ(u) + ǫR(u, ǫ)) (2)
whereMξ, the so alled higher order Poinaré-Pontryagin (or Melnikov) fun-
tion, depends on the germ of analyti urve ξ : ε 7→ λ(ε). If ∆ = (0, 1) is an
interval parameterizing a ross setion to the annulus Π, then Mξ is analyti
on (0, 1) and its number of zeros Z(Mξ) ounted with multipliity is an upper
bound of Cycl(Π, Xλ(ǫ))). Therefore we get the inequality
Cycl(Π, Xλ) ≤ sup
ξ
Z(Mξ) (3)
where the sup is taken along all germs of analyti urves
ξ : ε 7→ λ(ε), ξ(0) = 0.
Let Xλ be an arbitrary analyti deformation of a vetor eld X0. It
has been onjetured by Roussarie [20, p.23℄ that the yliity Cycl(Γ, Xλ)
of every ompat invariant set Γ of X0 is nite. A partiular ase of this
Conjeture is therefore that Cycl(Π, Xλ) < ∞, that is to say the laim of
Theorem 1 holds without the nite yliity assumption on the open period
annulus. It follows from the proof of Theorem 1 that if Cycl(Π, Xλ) = ∞,
then there exists a germ of analyti urve ε 7→ λ(ε), ε ∈ (R, 0), λ(0) = 0,
suh that the orresponding higher order Poinaré-Pontryagin funtionMξ(u)
dened by (2) has an innite number of zeros in the interval ∆. In the
partiular ase when X0 has an analyti rst integral in a neighborhood of
the losed period annulus Π¯, the analyti properties of Mξ(u) are studied in
[9, 10℄. Using this, it might be shown thatMξ(u) has a nite number of zeros
on the open interval ∆.
Suppose that the open period annulus of X0 ontains in its losure a
non-degenerate enter. Denote the union of Π with suh a enter by Π˜. If
we blow up the enter, it beomes a periodi orbit of a new vetor led to
whih Theorem 1 applies with minor modiations. It follows that (1) holds
true with Π replaed by Π˜. The question whether we an replae the open
period annulus Π by its losure Π is muh more deliate. Namely, suppose
that the losed period annulus Π is a union of Π, a non-degenerate enter,
and a homolini saddle onnetion (as for instane the two bounded annuli
on g.1). By a homolini saddle onnetion (or separatrix loop) we mean
a union of hyperboli saddle point with its stable and unstable separatries
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whih oinide. The union of these separatries is a homolini orbit of the
vetor eld, and together with the saddle point they form a separatrix loop
or a homolini saddle onnetion.
Suppose that ∆ = [0, 1] parameterizes a ross setion to Π. Consider
as above a germ of analyti urve ξ and the orresponding higher Poinaré-
Pontryagin funtion Mξ. It is ontinuous on [0, 1], analyti on [0, 1) and has
an asymptoti Dula series at u = 1
Mξ(u) =
∞∑
i=0
a2i(1− u)
i + a2i+1(1− u)
i+1 log(1− u) . (4)
We dene a generalized multipliity of a zero of Mξ at u = 1 to be equal to
j if a0 = a1 = · · · = aj−1 = 0, aj 6= 0. At u = 0 we dene the multipliity of
the zero of
Mξ(u) =
∞∑
i=1
aiu
i
to be equal to j, where a1 = · · · = aj = 0, aj+1 6= 0. Dene nally Z(Mξ) to
be the number of the zeros (ounted with multipliity) of Mξ on [0, 1]. It is
lassially known [22℄ that
Cycl(Π, Xλ(ǫ))) ≤ Z(Mξ).
We shall prove
Theorem 2 Under the above onditions
Cycl(Π, Xλ) ≤ sup
ξ
Z(Mξ) (5)
where the upper bound is taken along all germs of analyti urves
ξ : ε 7→ λ(ε), ξ(0) = 0.
Remarque. The hyperboliity of the saddle point is essential for the proof
of Theorem 2. It follows from [21, Proposition A 2.1, p. 111℄ that the vetor
eld X0 possesses an analyti rst integral in a neighborhood of Π. Therefore
X0 is a Hamiltonian vetor eld with respet to a suitable area form. It is
also known that the yliity of the losed period annulus in this ase is nite
[20℄.
Example. Theorem 1 applies to the three open annuli on g.1, while Theo-
rem 2 applies only to the two losed and bounded period annuli on g.1.
The proofs of Theorems 1 and 2 are inspired by the Roussarie's paper
[19℄, in whih the inequality (5) is shown to be true for a single regular peri-
odi orbit. The equality (1) for a single regular periodi orbit is announed
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Figure 1: Period annuli
by Cauberg [3℄ (see also [4℄ for related results). The niteness of the yliity
Cycl(γ,Xλ) of a regular periodi orbit γ was previously proved by Françoise
and Pugh [7℄. The main tehnial tools in the proof of Roussarie's theo-
rem [19℄ are the Hironaka's desingularization theorem applied to the Bautin
ideal, followed by a derivation-division algorithm. This seond argument ap-
plies only loally. To prove Theorem 1 we also use the Hironaka's theorem,
but replae the derivation-division algorithm by a variant of the Weierstrass
preparation theorem. This already gives an upper bound of the yliity in
terms of zeros of Poinaré-Pontryagin funtions. To get the exat result (1)
we use the urve seletion Lemma, as suggested by Roussarie [19℄. Theorem
2 has a similar proof but is based on [22, Theorem C℄. We note that we
obtain a non-neessarily exat upper bound for the yliity of the losed
period annulus. The reason is that the bifuration diagram of limit yles
near the separatrix loop is not analyti, and therefore we an not apply the
urve seletion lemma.
We mention nally that Theorem 1 end 2 allow an obvious omplex ver-
sion (with the same proof). For this reason most of the results in the next
setion are stated in a omplex domain as well. The question about nding
an expliit upper bound of the yliity of more ompliated separatrix on-
netions is almost ompletely opened. A reent progress in this diretion is
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obtained in [6℄.
The paper is organized as follows. In the next setion we formulate several
lassial results whih will be used in the proof. The latter is given in setion
3. In the last setion 4 we disuss some open questions.
2 Digression
In this setion we formulate, for onveniene of the reader, several fats of
general interest, whih are neessary for the proof of Theorem 1. The base
eld is K = R or C. The orresponding projetive spae PK is denoted
simply P.
2.1 Prinipalization of ideals
Let ϕ0, ϕ1, . . . , ϕp be non-zero analyti funtions on a smooth omplex or
real analyti variety X . The indeterminay points of the rational map
ϕ : X 99K Pp
an be eliminated as follows [13, 2℄
Theorem 3 (Hironaka desingularization) There exists a smooth ana-
lyti variety X˜ and a proper analyti map π : X˜ → X suh that the indued
map ϕ˜ = ϕ ◦ π is analyti.
X˜
π

ϕ˜
  
A
A
A
A
A
A
A
A
X
ϕ
//___ Pn
Let OX be the sheaf of analyti funtions on X and onsider the ideal sheaf
I ⊂ OX generated by ϕ0, ϕ1, . . . , ϕp. The inverse image ideal sheaf of I under
the map π : X˜ → X will be denoted π∗I. This is the ideal sheaf generated
by the pull-baks of loal setions of I. We note that π∗I may dier from
the usual sheaf-theoreti pull-bak, also ommonly denoted by π∗I. A simple
onsequene of Theorem 3 is the following
Corollary 1 The inverse image ideal sheaf π∗I is prinipal.
This is alled the prinipalization of I. Indeed, as the indued map ϕ˜ is
analyti, then for every λ˜ ∈ X˜ there exists j, suh that the funtions ϕ˜i/ϕ˜j,
i = 1, 2, . . . , p, are analyti in a neighborhood of λ˜. Therefore there is a
neighborhood U˜ of λ˜ suh that ϕ˜j |U˜ divides ϕ˜i|U˜ in the ring of setions OU˜
of the sheaf OX˜ , that is to say IU˜ is generated by ϕ˜j |U˜ .
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2.2 The Weierstrass preparation Theorem
Denition 1 Let [a, b] ⊂ R. A Weierstrass polynomial in a neighborhood of
[a, b]× {0} ⊂ K×Kn is an analyti funtion of the form
P (u, λ) = ud + a1(λ)u
d−1a2(λ) + · · ·+ ad(λ)
suh that P (u, 0) has exatly d zeros in [a, b] (ounted with multipliity).
In the ase a = b = 0, K = C, the above denition oinides with the usual
denition of a Weierstrass polynomial in a neighborhood of the origin in C
n+1
[12℄.
Theorem 4 (Weierstrass preparation theorem) Let f(u, λ) be an ana-
lyti funtion in a neighborhood of [a, b]×{0} ⊂ K×Kn suh that f(u, 0) is
not identially zero. Then f has an unique representation f = P.h where P =
P (u, λ) is a Weierstrass polynomial in a neighborhood of [a, b]×{0} ⊂ K×Kn,
and h = h(u, λ) is an analyti funtion, suh that h(u, 0) 6= 0, ∀u ∈ [a, b].
The proof of the above theorem is the same as in the usual ase a = b, K = C
[12℄.
We are also interested in the behavior of the zeros u = u(λ) of the Weier-
strass polynomial. For this reason we onsider the disriminant ∆(λ) of
P (u, λ) with respet to u. It is an analyti funtion in a neighborhood of the
origin 0 ∈ Kn whih might be also identially zero. This may happen for in-
stane if for every xed λ, suh that ‖λ‖ is suiently small, the polynomial
P (u, λ) has a double zero u(λ), whih is then analyti in λ. The analyti
funtion (u − u(λ))2 then divides the Weierstrass polynomial P (u, λ), the
result being also a Weierstrass polynomial. These onsiderations generalize
to the following
Corollary 2 The Weierstrass polynomial P from Theorem 4 has a represen-
tation P = P i11 .P
i2
2 . . . P
ik
k , where for eah i, Pi is a Weierstrass polynomial
in a neighborhood of [a, b] × {0} ⊂ C × Cn, with non-vanishing identially
disriminant ∆i(λ) 6≡ 0.
It follows that the bifuration lous of the zeros {u : P (u, λ) = 0} of a
Weierstrass polynomial P (., λ) (and hene of an analyti funtion f(., λ)) in
a neighborhood of a ompat interval [a, b] is a germ of an analyti set in a
neighborhood of the origin in Cn. Namely, in the omplex ase K = C, this
bifuration lous B
C
is the union of disriminant loi of Pi(., λ) and resultant
loi of pairs Pi(., λ), Pj(., λ).
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In the real aseK = C the real bifuration lous BR is ontained in the real
part ℜ(BC) of the omplex one and is also a real analyti set. The omplement
to the bifuration lous BR of real zeros of a real analyti funtion f(., λ) is
therefore a semi-analyti set. The more general ase, when f(u, 0) ≡ 0 on
[a, b] will be onsidered in setion 3. It will follow from the proof of Theorem
1 that the omplement to the bifuration lous BR is then a sub-analyti set,
see also Caubergh [3℄.
2.3 The urve seletion Lemma
Lemma 1 Let U be an open neighborhood of the origin in Rn and let
f1, . . . , fk, g1, . . . , gs
be real analyti funtions on U suh that the origin is in the losure of the
semi-analyti set:
Z := {x ∈ U : f1(x) = · · · = fk(x) and gi(x) > 0, i = 1, . . . , s}
Then there exists a real analyti urve γ : [0, δ) → U with γ(0) = 0 and
γ(t) ∈ Z, ∀t ∈ (0, δ).
We refer to Milnor's book [18℄ for a proof. He does it in the algebrai ategory,
but his proof works in general with minor (obvious) modiations.
Let f = f(u, λ) be a funtion, real analyti in a real neighborhood of
[a, b]× {0} ⊂ R× Rn (we do not suppose that f(., 0) 6≡ 0).
Denition 2 The yliity Cycl(([a, b], f(., 0)), f(., λ)) of f(., 0) on the in-
terval [a, b] ⊂ R is the smallest integer N having the property: there exists
ε0 > 0 and a real neighborhood V of [a, b], suh that for every λ ∈ R
n
, suh
that ‖λ‖ < ε0, the funtion f(u, λ) has no more than N distint zeros in V ,
ounted without multipliity.
When there is no danger of onfusion we shall write Cycl([a, b], f(., λ)) in-
stead of Cycl(([a, b], f(., 0)), f(., λ)). The number of the zeros of f(., 0) on
the interval [a, b] ⊂ R, ounted with multipliity, is an upper bound for
Cycl([a, b], f(., λ)), but not neessarily an exat bound. The Weierstrass
preparation theorem, Corollary 2 and the Curve seletion Lemma imply
Theorem 5 Let f(u, λ) be a real analyti funtion in a neighborhood of
[a, b] × {0} ⊂ R × Rn whih is non-identially zero on [a, b] × {0}. There
exists an analyti urve [0; δ)→ Rn : ε 7→ λ(ε), λ(0) = 0, suh that
Cycl([a, b], f(., λ)) = Cycl([a, b], f(., λ(ε))).
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2.4 Cyliity of period annuli and the Bautin ideal
In this setion the base eld is K = R.
Denition 3 Let Xλ be a family of analyti real plane vetor elds de-
pending analytially on a parameter λ ∈ (Rn, 0), and let K ⊂ R2 be a
ompat invariant set of Xλ0. We say that the pair (K,Xλ0) has yliity
N = Cycl((K,Xλ0), Xλ) with respet to the deformation Xλ, provided that
N is the smallest integer having the property: there exists ε0 > 0 and a
neighborhood VK of K, suh that for every λ, suh that ‖λ − λ0‖ < ε0, the
vetor eld Xλ has no more than N limit yles ontained in VK. If K˜ is
an invariant set of Xλ0 (possibly non-ompat), then the yliity of the pair
(K˜,Xλ0) with respet to the deformation Xλ is
Cycl((K˜,Xλ0), Xλ) = sup{Cycl((K,Xλ0), Xλ) : K ⊂ K˜,K is a ompat }.
The yliity Cycl((K˜,Xλ0), Xλ) is therefore the maximal number of limit
yles whih tend to K˜ as λ tends to 0. To simplify the notation, and if
there is no danger of onfusion, we shall write Cycl(K,Xλ) on the plae
of Cycl((K,Xλ0), Xλ). Let Π ⊂ R
2
be an open period annulus of a plane
analyti vetor eld X0. There is a bi-analyti map identifying Π to S
1 ×∆
where ∆ is a onneted open interval. Therefore X0 has an analyti rst
integral u indued by the anonial projetion
S1 ×∆→ ∆ : (ϕ, u) 7→ u
whih parameterizes a ross-setion of the period annulus Π. Let u 7→ P (u, λ)
be the rst return map and δ(u, λ) = P (u, λ)− u the displaement funtion
of Xλ. For every losed interval [a, b] ⊂ ∆ there exists ε0 > 0 suh that the
displaement funtion δ(u, λ) is well dened and analyti in {(u, λ) : a−ε0 <
u < b+ ε0, ‖λ‖ < ε0}. For every xed λ there is a one-to-one orrespondane
between zeros of δ(u, λ) and limit yles of the vetor eld Xλ. This allows to
dene the yliity Cycl(Π, Xλ) in terms of the yliity of the displaement
funtion δ(u, λ) on the ross setion ∆ (Denition 2):
Cycl(K,Xλ) = Cycl([a, b], δ(., λ)) (6)
where K = S1 × [a, b] (we identied Π and S1 ×∆) and
Cycl(Π, Xλ) = sup
[a,b]⊂∆
Cycl([a, b], δ(., λ)). (7)
Let u0 ∈ ∆ and let us expand
δ(u, λ) =
∞∑
i=0
ai(λ)(u− u0)
i.
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Denition 4 (Bautin ideal [21℄, [20℄) We dene the Bautin ideal I of
Xλ to be the ideal generated by the germs a˜i of ai in the loal ring O0(R
n) of
analyti germs of funtions at 0 ∈ Rn.
This ideal is Noetherian and let ϕ˜1, ϕ˜2, . . . , ϕ˜p be a minimal system of gener-
ators, where p = dimR I/MI, and M is the maximal ideal of the loal ring
O0(R
n). Let ϕ1, ϕ2, . . . , ϕp be analyti funtions representing the generators
of the Bautin ideal in a neighborhood of the origin in Rn.
Proposition 1 (Roussarie, [20℄) The Bautin ideal does not depend on the
point u0 ∈ ∆. For every [a, b] ⊂ ∆ there is an open neighborhood U of
[a, b]× {0} in R× Rn and analyti funtions hi(u, λ) in U , suh that
δ(u, λ) =
p∑
i=0
ϕi(λ)hi(u, λ). (8)
The real vetor spae generated by the funtions hi(u, 0), u ∈ [a, b] is of di-
mension p.
3 Proof
To prove Theorem 1 we may apply Theorem 5 to the displaement funtion
δ(u, λ) ... provided that δ(u, 0) is not identially zero. This is ertainly not
the ase. To overome this diulty we prinipalize the Bautin ideal and
divide the displaement map δ(u, λ) by a suitable analyti funtion (whih
does not aet its yliity).
Suppose that the yliity Cycl(Π, Xλ) is nite. There exists an invariant
ompat subset K ofX0 suh that Cycl(Π, Xλ) = Cycl(K,Xλ). If we identify
Π to S1 × ∆, then K is identied to S1 × [a, b] where [a, b] ⊂ ∆. It follows
from (6), (7) and the denition of yliity, that there is an open interval σ,
[a, b] ⊂ σ ⊂ ∆, and a onvergent sequene (λk)k in R
n
whih tends to the
origin in Rn, and suh that for every k, δ(., λk) has exatly Cycl(Π, Xλ) zeros
in the interval σ.
If ε > 0 is suiently small, then the generators ϕi of the Bautin ideal,
dened by (8), are analyti in the set X = {λ ∈ Cn : ‖λ‖ < ε}. Aording
to Theorem 3 the rational map
ϕ = (ϕ0, ϕ1, . . . , ϕn) : X 99K P
n
an be resolved. The projetion π : X˜ → X is a proper map whih implies
that there is a onvergent sequene (λ˜ki)i in X˜, suh that
π(λ˜ki) = λki, lim
i→∞
λ˜ki = λ˜0 ∈ π−1(0)
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and hene
Cycl(Π, Xλ) = Cycl(S
1 × [a, b], Xλ)
= Cycl((S1 × [a, b], Xπ(λ˜0)), Xπ(λ˜))
= Cycl(([a, b], δ(., π(λ˜0)), δ(., π(λ˜))).
In other words, at λ˜0 ∈ X˜, the yliity of the open period annulus is max-
imal. Of ourse Xπ(λ˜0) = X0, δ(., π(λ˜
0)) = δ(., 0) = 0. Let λ˜ be a loal
variable on X˜ in a neighborhood of λ˜0, π(λ˜) = λ. By Corollary 1 the inverse
image of the Bautin ideal sheaf is prinipal. Let ϕ0 ◦ π be a generator of the
ideal of setions in a neighborhood of λ˜0. By Proposition 1, in a suitable
neighborhood Uλ˜0 of [a, b]× {λ˜0} in R× X˜ holds
δ(u, π(λ˜)) = ϕ˜0(λ˜)h˜(u, λ˜) (9)
where
ϕ˜0 = ϕ0 ◦ π, h˜(u, λ˜) = h(u, π(λ˜))
and
h(u, π(λ˜0) = h(u, 0) 6≡ 0.
We onlude that
Cycl(([a, b], δ(., π(λ˜0)), δ(., π(λ˜))) = Cycl(([a, b], h(., π(λ˜0)), h(., π(λ˜)))
and by Theorem 5 there exists an analyti urve ε 7→ λ˜(ε), λ˜(0) = λ˜0, suh
that
Cycl(([a, b], h(., π(λ˜0)), h(., π(λ˜))) = Cycl(([a, b], h(., π(λ˜0)), h(., π(λ˜(ε)))).
The urve ε 7→ λ(ε) = π(λ˜(ε)), λ(0) = 0, is analyti whih shows nally that
Cycl(Π, Xλ) = Cycl(Π, Xλ(ε)).
Theorem 1 is proved.
The proof of Theorem 2 is similar: we resolve the map ϕ and prinipalize
the Bautin ideal. Of ourse we an not use the Weierstrass preparation
theorem, neither the urve seletion lemma. Let λ˜0 ∈ π−1(0) be a point in a
neighborhood of whih the losed period annulus has a maximal yliity
Cycl(Π, Xλ) = Cycl((Π, Xπ(λ˜0)), Xπ(λ˜)).
The displaement map takes the form (9). Suppose that ∆ = [0, 1] param-
eterizes a ross setion to Π. Then h˜(u, λ˜0) = h(u, 0) 6≡ 0 is analyti on
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[0, 1). First of all we have to prove that the Dula expansion of h(u, 0) is not
identially zero. Indeed, it follows from [21, Proposition A 2.1, p. 111℄ that
the vetor eld Xλ possesses an analyti rst integral in a neighborhood of
Π. Therefore Xλ is a Hamiltonian vetor eld with respet to a suitable area
form. Let
ξ˜ : ε 7→ λ˜(ε), λ˜(0) = λ˜0
be any analyti urve, not ontained in the zero lous of ϕ˜0(λ˜). The displae-
ment map of Xλ restrited to the urve ξ = π ◦ ξ˜ is
δ(u, π(λ˜(ε))) = c.εk(h(u, 0) + εR(u, ε)), c 6= 0 (10)
whih shows that h(u, 0) = Mξ(u) is the Poinaré-Pontryagin funtion as-
soiated to the urve ξ. It follows from Roussarie's theorem [21, Theorem
C℄ that the Dula expansion of h(u, 0) (4) an not be zero provided that
h(u, 0) 6≡ 0, and that the yliity of the loop γ of X0 with respet to the
deformation Xπ(λ˜(ε)) is bounded by the generalized multipliity of the zero
u = 0 of h(u, 0). Stritly speaking, the Roussarie's Theorem is proved for the
ase k = 1 in (10), but the proof in the ase k > 1 is exatly the same. The
fat that h(u, 0) has a Dula expansion (4) follows also from [10, 9℄ where its
monodromy is omputed.
We onlude that the yliity of the losed period annulus is bounded
by the total number of zeros Z(Mξ), ounted with generalized multipliity.
This ompletes the proof of Theorem 2.
4 Conluding Remarks
Theorems 1 and 2 seem to belong to the mathematial folklore. The authors
of [5℄ for instane used them to ompute the yliity of open or losed
period annuli of partiular quadrati systems with a enter (but provided
wrong referenes to [15℄ and to the author's paper [11℄, see [5, Remark 2.1
and Lemma 2.1℄). Partiular ases of Theorems 1 and 2 were previously used
in [14, p.223-224℄ and [11, p.490-491℄).
As in the Introdution, let Xλ and Π be an analyti family of analyti
vetor elds and an open period annulus of the eld Xλ0 respetively. Let
MX = MXλ(Xλ0) be the set of all Poinaré-Pontryagin funtions Mξ (2)
assoiated to germs of analyti urves ξ : ε 7→ λ(ε), λ(0) = λ0. The set MX
is not always a vetor spae, but spans a real vetor spae of nite dimension
(bounded by the number of generators of the Bautin ideal). Reall that all
funtions Mξ are dened on a suitable open interval ∆. We denote by Z(Mξ)
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the number of the zeros of Mξ on ∆ (ounted with multipliity). It follows
from the proof of Theorem 1 that
sup
Mξ∈MX
Z(Mξ) <∞ (11)
if and only if for all Mξ ∈MX holds
Z(Mξ) <∞. (12)
As explained in the Introdution, the Roussarie's onjeture [20, p.23℄ (if it
were true) would imply that (11), (12) hold true.
Suppose now that Xλ, λ ∈ Λn, is the family of polynomial vetor elds
of degree at most n and denote
Z(n,Xλ0) = sup
Mξ∈MX
Z(Mξ).
Aording to Theorem 1 the number Z(n,Xλ0) is just the yliity of the
open period annulus Π
Z(n,Xλ0) = Cycl(Π, Xλ).
If Xλ0 is a generi Hamiltonian vetor eld with a enter, the set MX is a
vetor spae of Abelian integrals. The weakened 16th Hilbert problem, as
stated by Arnold [1℄, asks to ompute expliitly the number Z(n,Xλ0). In
this ase the inequality (12) follows from the Varhenko-Khovanskii theorem
[23, 17℄. Suppose now that Xλ0 is a given plane vetor eld of degree n with
a enter (not neessarily Hamiltonian). The natural generalization of the
Arnold's question is then
Find the numbers Z(n,Xλ0), λ0 ∈ Λn.
To prove the niteness of the number
sup
λ0∈Λn
Z(n,Xλ0)
then would be a generalization of the Varhenko-Khovanskii theorem.
To answer the above questions, it is neessary to ompute rst the spae
of all Poinaré-Pontryagin funtions
MX =MXλ(Xλ0), λ ∈ Λn.
In the ase n = 2 this is a result of Iliev [15, Theorem 2, Theorem 3℄. It is
known that if X0 is a quadrati Hamiltonian eld, then Z(2, X0) = 2, exept
in the Hamiltonian triangle ase, in whih Z(2, X0) = 3, see [11, 5℄.
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