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Abstract
The use of propensity score methods to reduce selection bias when determining
causal effects is common practice for observational studies. Although such studies
in econometrics, social science, and medicine often rely on sensitive data, there has
been no prior work on privatising the propensity scores used to ascertain causal
effects from observed data. In this paper, we demonstrate how to privatise the
propensity score and quantify how the added noise for privatisation affects the
propensity score as well as subsequent causal inference. We test our methods
on both simulated and real-world datasets. The results are consistent with our
theoretical findings that the privatisation preserves the validity of subsequent
causal analysis with high probability. More importantly, our results empirically
demonstrate that the proposed solutions are practical for moderately-sized datasets.
1 Introduction
As machine learning is becoming an ubiquitous component of our daily lives, there is an urgent need
for creating trustworthy artificial intelligence (AI). One key tenet of trustworthy AI, defined in the
European Commission’s Ethics Guidelines for Trustworthy AI [1], is privacy. Preserving patient
privacy is critical in medicine as it builds trust and fosters thoughtful decision making, which in turn
helps improve patient care. Although the privacy requirements in the medical field are especially
high, they are not unique to that field: In observational studies for social sciences, for instance, it is
commonly assumed that personal information about individuals, e.g., employment, education and
criminal records that are used in analyses would be kept private.
Datasets used to perform causal inference in these fields often contain personal information, hence
the inferences produced frequently run the risk of violating privacy [2, 3, 4, 5]. In medicine, it is
crucial to have a well-rounded understanding of the efficiency of different medical treatments, since
any specific treatment can produce a broad range of responses across patients and multiple treatments
are usually available. By looking at observational data of how past patients responded to different
treatments, we can glean an understanding of their effects. Nevertheless, there are two formidable
obstacles to this approach. First, for each patient we only observe the outcome associated with the
treatment that patient received and no other [6]. Second, the treatments that patients receive are not
assigned at random, as doctors assign the treatment they expect to work best for each patient; as a
result, treatment assignments and outcomes are subject to confounding, which could result in a biased
estimate of the outcome of each treatment. An accurate estimation of the treatment effect should take
confounding into account but doing so often require collecting sensitive information from patients.
Many causal inference methods for observational studies in econometrics, social science and medicine
[3, 7] use propensity scores as the basis of techniques such as matching, stratification, and inverse
probability of treatment weighting [8, 9, 10, 11]. The propensity score, defined as the probability of
assignment of a particular treatment given observed covariates, might include sensitive information
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about the patients, such as age, gender, race, and ethnicity. Little concern has thus far been raised about
the privacy issues relative to the use of propensity scores in such methods. Previously, propensity
scores have been used by [12] as privatised substitutes for individual-level covariate information.
However, as we will show in Section 3, this method still violates differential privacy [13], since it
relies on non privacy-preserving vanilla logistic regression. To address this important, yet neglected
issue, we propose a privacy-preserving propensity score based on the differentially private empirical
risk minimisation (DP-ERM) framework [14] and investigate the effect of privatisation on the
performance of the resulting causal analysis.
Related work. While the aforementioned propensity score methods often interact with sensitive
data, these methods do not take privacy into account. There has only been a few prior works
attempting to privatise causal inference techniques. In [15], the authors demonstrated how one could
privatise statistical dependence scores such as Spearman’s ρ and Kendall’s τ under the additive noise
model setting. In [16], the authors developed a differentially private constraint-based causal graph
discovery method for categorical data. None of the above papers considered propensity score-based
causal inference methods which is our focus.
Contributions. In this paper, we apply differential privacy to propensity scoring. We privatise the
parameters of the logistic regression model used to estimate the propensity scores of individuals in
the training dataset. This guarantees the privacy of the individuals in the training dataset when the
model is used later for estimating the causal effect of a binary treatment using a separate estimation
dataset. We analyse the effect of additive noise for privacy on the resulting causal effect in terms
of average treatment effect. Our analysis provides an intuition on how many samples we need to
guarantee a certain level of privacy while providing accurate causal inferences. We test our method
on different datasets to illustrate the effectiveness of our method.
2 Background
In this section, we introduce relevant concepts from causal inference, especially the role of propensity
scores in causal inference methods, and differential privacy.
2.1 Propensity scores in causal inference
The potential outcomes framework is one of the most widely-used approaches in causal inference
[17, 18, 19]. It provides the tools for estimating the outcome of an experiment which has not been
performed, given outcomes observed under other, diverse experimental settings.
Consider the setting where we want to estimate whether a given treatment has a positive, negative
or no effect on different units/individuals. We define T as the treatment variable and Yt as the
random variable representing the potential outcome associated with treatment T = t. In medicine, T
could represent different cancer treatments and Yt an indicator for patient recovery after treatment
t. Throughout this paper, we focus on the binary treatment setting, i.e., T ∈ {0, 1}, and refer to the
subset of the population with T = 1 as the treatment group, and the rest, with T = 0, as the control
group. The random variables Y1 and Y0 are the outcomes associated with two groups respectively.
The question we want to answer is: what is the effect of administering a treatment to a patient
compared to not doing so? Quantitatively, this can be characterised by the differences of the outcome
when the treatment is administered and the outcome when the treatment is not administered, i.e.,
Y1 − Y0. To estimate this, we would require both the outcomes of treatment and no treatment to
be observed for each individual. However, for each individual we can observe only either Y1 or
Y0. In practice, we substitute each unobserved quantity with an estimate of its expected outcome,
µt := E[Yt], and evaluate the average treatment effect (ATE) with τ = E[Y1] − E[Y0]. Given a
dataset D = {(t1, y1), . . . , (tN , yN )}, we can approximate µˆt with n−1t
∑N
i=1 1(ti = t) · yi, where
1(·) is an indicator that returns 1 when ti = t and 0 otherwise.
If D is collected from a randomised experiment, τˆ := µˆ1− µˆ0 is an unbiased estimate of τ . However,
a problem of most observational studies is that τˆ is generally biased because of potential confounding
variables X that affect both T and Yt. For example, X could be the current stage of a patient’s
cancer, which could influences both the decision of the physician regarding the treatment and the
outcome of the treatment. To obtain an unbiased ATE estimate despite the confounding variables
X for dataset D = {(xi, ti, yi)}Ni=1, we expand each E[Yt] as E[Yt] = EX [Et[Yt|X,T = t]] and
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compute the difference. The estimate is valid given: (i) Stable unit treatment value assumption
(SUTVA): The observed outcome of the ith unit Y (i) is unaffected by the assigned treatment to other
units. (ii) Ignorability: T |= (Y0, Y1) |X . (iii) Positivity: 0 < P(T = 1|X = x) < 1 for all x [3].
Propensity scores. The propensity score is one of the most widely used quantities for causal
analysis in observational studies [8, 9, 10, 11]. In the binary treatment setting, the propensity score
pi(x) is defined as the probability of a unit with covariate x receiving treatment T = 1, pi(x) :=
P(T = 1|X = x). It was shown that, under the above set of assumptions, the propensity score pi(x)
summarises all the relevant information in X for causal inference so that T |= (Y0, Y1) |pi(X) holds
[9]. Unfortunately, in most observational studies, the true treatment assignment mechanism is not
known. Thus, a common practice is to fit a propensity score function from the data D using standard
statistical models piw(x) = fw(x), where fw represents a model parameterised by a parameter vector
w. In this work, we focus on the logistic regression model since it is the most frequently used model
for fitting propensity scores [20]. The model is defined as
piw(x) =
1
1 + e−w>x
(1)
where w ∈ Rd. Other popular techniques for propensity score estimation include classification and
regression trees (CART), boosted CART, random forests, etc.
Inverse probability of treatment weighting (IPTW). One of the most popular propensity score-
based methods for estimating τ from observational data is IPTW [21, 22]. Using IPTW, we can
obtain an unbiased ATE estimate τˆ as
τˆ = µˆ1 − µˆ0 with µˆ1 := 1
N
N∑
i=1
yiti
pi(xi)
, µˆ0 :=
1
N
N∑
i=1
yi(1− ti)
1− pi(xi) , (2)
where N is the number of units in D. In practice, we replace the propensity score function pi with its
empirical estimate piwˆ. To obtain an asymptotically consistent estimator for the τ , we follow [23] and
split D into Dm = {xi, ti, yi}mi=1 and Dn = {xi, ti, yi}ni=1, and use m points to fit wˆ and n points
to estimate τˆ . Our main interest in this work is in preserving privacy of the individuals in the training
dataset Dm. Hence, all our analysis is done in terms of the sample size m.
2.2 Differential privacy
The notion of differential privacy (DP) [13] provides a well-defined framework to describe the privacy
properties of statistical estimation algorithms. It states that a randomised algorithm behaves similarly
on similar datasets. In particular, the algorithm’s behavior is quantified in terms of a probability ratio,
which describes how the algorithm’s output changes when different datasets are used as an input.
Intuitively, the probability ratio does not change by much (behave similarly) if the input datasets
differ by a single entry (similar datasets). The formal definition is given below.
Definition 1. A randomised algorithm A with domain N|X |, where X is the data universe, satisfies
(, δ)-differential privacy, i.e., is (, δ)-DP, if for all S ⊆ Range(A) and for all neighbouring D,D′ ∈
N|X | such that ‖D − D′‖1 ≤ 1, i.e., there is only one entry difference in the two datasets D,D′
P[A(D) ∈ S] ≤ exp()P[A(D′) ∈ S] + δ
where the probability space is over the outputs of A.
Here,  is defined as the privacy loss controlling the level of privacy. For 0 < δ < 1, δ defines the
failure probability, i.e., an algorithm is -DP with probability at least 1− δ.
Gaussian mechanism. A commonly used method to privatise models is the Gaussian mechanism
[24] (see, e.g., [13, 25] for other DP mechanisms). The Gaussian mechanism privatises a vector-
valued function f : D 7→ Rp by adding Gaussian noise to it. The noise is calibrated based on the
L2-sensitivity of f , which is defined by S(f) = maxD,D′,‖D−D′‖=1 ‖f(D)− f(D′)‖2. As a result,
the privatised function has the form f˜(D) = f(D) +N (0, σ2Id). It can be shown that a choice of
σ ≥ −1√2 log(1.25/δ)S(f) renders the function f˜(D) (, δ)-DP.
DP algorithms are post-processing invariant and degrade gracefully with composition. That is, the
composition of any data-independent mapping with an (, δ)-DP algorithm remain (, δ)-DP and
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privacy degrades with repeated use of the data through compositions. The former is the key as any
further data-independent post-processing such as classification, regression or estimating the ATE is
still (, δ)-DP w.r.t. the training data, the input to the DP algorithm.
Differentially private empirical risk minimisation (DP-ERM). Let ` : R×R→ R+ be the loss
function and vector w the model parameters of piw. Under the ERM, the optimal model parameters
wˆ are obtained by minimizing the empirical risk function J(w,D) = m−1∑mi=1 `(piw(xi), ti) +
λΩ(w), where Ω(·) is the regulariser and λ > 0 the regularisation constant. If logistic regression (1)
is used to model the propensity score function piw, the parameters w can be learned using ERM with
a L2-regulariser. We assume throughout that X is contained in the L2-unit ball, i.e., ‖xi‖2 ≤ 1 for
all xi ∈ X . Note that the dataset Dm = {(xi, ti, yi)}mi=1 contains yi’s but they are not used to fit piw.
In our case, J(w,D) is the regularised cross-entropy loss
J(w,D) = − 1
m
m∑
i=1
[ti log p(piw(xi)) + (1− ti)(log p(piw(xi))] + λ
2
‖w‖22. (3)
which is equivalent to the logistic loss in [14]. The L2-sensitivity of wˆ obtained from (3) is given by
S(wˆ) = maxD,D′,‖D−D′‖=1 ‖wˆ(D)− wˆ(D′)‖2 ≤ 2(mλ)−1 [14].
3 Private propensity scores
In this section, we explain why logistic-regression based estimation of the propensity score is not
private, and define and characterise our proposed privacy-preserving propensity score function.
The key point to note is if piwˆ is obtained by minimising (3), the resulting piwˆ is not -DP w.r.t. D
[14]. An intuitive proof of the previous statement is the following: Since an ERM solution can be
written as a linear combination of training samples, the wˆs estimated from datasets D and D′ that
differ by only one entry would be completely different if the entry itself is an outlier. Hence, the
likelihood ratio of wˆs estimated from two neighbouring datasets could be arbitrarily large, rendering
wˆ not -DP.
Essentially, this points to the fact that the standard method for modelling the propensity score function
results in a model that violates privacy; given piwˆ, it is possible to infer the covariates xi of any
unit that resides in the dataset D used to estimate wˆ. This is a serious problem, since propensity
score-based methods are frequently used to estimate the causal effect from observational studies
containing sensitive data. Therefore, there is an urgent need for a privacy-preserving propensity score
function that provides theoretical guarantees on the validity of the estimated causal effect.
To solve this problem, we propose a privacy-preserving propensity score estimator. The procedure
involves two steps: We first fit a logistic-regression model to compute a non-private version of
the propensity score piwˆ and then use the Gaussian mechanism to generate a privacy-preserving
approximation of the learned regression function wˆ, which we define as wˆ.
Definition 2. Let wˆ be the solution of (3). A privacy-preserving propensity score function is
piwˆ(x) =
1
1 + exp(−wˆ> x)
=
1
1 + exp(−wˆ>x− z>x) , (4)
where wˆ := wˆ + z with z ∼ N (0, σ2Id) and σ = −1
√
2 log(1.25/δ)S(wˆ) for  ∈ (0, 1).
As discussed in Section 2.1, we obtain a consistent estimate of the ATE with IPTW by following the
data-splitting method of [23]. We split the dataset D into {xi, ti, yi}mi=1 and {xi, ti, yi}ni=1, and use
m points to learn wˆ and n points to estimate τ . We do not privatise the n data points used to estimate
τ as our interest is preserving privacy of individuals in training data. Besides, the L2-sensitivity of
the ATE with IPTW is unbounded as shown below
S(τˆ) = max
D,D′s.t. ‖D−D′‖1=1
∥∥∥∥∥ 1n
n∑
i=1
yiti
piwˆ(xi)
− 1
n
n∑
i=1
yi(1− ti)
1− piwˆ(xi)
∥∥∥∥∥
2
=
1
n
max
{xi,yi,ti},{x′i,y′i,t′i}
∥∥∥∥ yitipiwˆ(xi) − yi(1− ti)1− piwˆ(xi)
∥∥∥∥
2
=
1
n
max
{xi,yi,ti}
{
2yi
piwˆ(xi)
,
2yi
1− piwˆ(xi)
}
.
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Since 0 < piwˆ(x) < 1, it follows that piwˆ(x)−1 and (1− piwˆ(x))−1 and subsequently S(τˆ) can be
unbounded. Consequently, it is not possible to privatise the n data points used for estimating the ATE
without imposing an additional assumption to limit the sensitivity.
Alongside Definition 2, we define the privatised versions of τˆ , µˆ1 and µˆ0 as
τˆ = µˆ

1 − µˆ0, µˆ1 :=
1
n
n1∑
i=1
yi
piwˆ(xi)
, µˆ0 :=
1
n
n0∑
i=1
yi
1− piwˆ(xi)
, (5)
where the first sum is over the n1 data-points where ti = 1 and the second sum is over the rest of the
n0 data-points where ti = 0, n = n0 + n1. The post-processing invariance property of DP ensures
that τˆ, µˆ1, and µˆ

0 are all (, δ)-DP w.r.t to the data points used to fit piwˆ.
Objective. Given a τˆ, we want to characterise probability that it gives an opposite causal conclusion
compared to the non-privatised τˆ . Specifically, if we assume that τˆ > 0, the probability of interest is
P(τˆ < 0 | τˆ > 0). The assumption τˆ > 0 implies no loss in generality since reversing the inequalities
yields the exact same properties. This probability is a complex mathematical object with a nontrivial
dependence on the noise parameters. Both µˆ1 and µˆ

0 are sums of correlated log-normal random
variables with prefactors whose intensity and sign depend on the data, as can be seen by looking at
the formulae
µˆ1 =
1
n
n1∑
i=1
yi(1 + exp(−wTxi) exp(−zTxi)), µˆ0 =
1
n
n0∑
i=1
yi(1 + exp(w
Txi) exp(z
Txi)) (6)
and recalling that z is a Gaussian random variable. Obtaining a closed-form expression for finite
sample sizes is highly nontrivial [26, 27].
As a first step towards characterising the random variable τˆ, we show how its expected value can be
rewritten in terms of the non-privatised estimated ATE τˆ and the intensity of the added noise.
Lemma 3. Let αi := (−1)1−tiyi exp(−(−1)1−tiwˆ>xi) be a constant term for i = 1, . . . , n. Then,
we have E[τˆ] = τˆ + g(,m, n, λ, δ) where
g(,m, n, λ, δ) :=
1
n
n∑
i=1
αi
[
exp
(
4 log(1.25/δ)‖xi‖22
2m2λ2
)
− 1
]
. (7)
Proof. Given a dataset D = {(xi, ti, yi)}ni=1, let αi be defined as above and βi := exp(σ2‖xi‖22/2)
for i = 1, . . . , n. Then, taking the expectation of (6) w.r.t. the noise variable yields E[µˆ1] =
n−1
∑
ti=1
(
yi + yiβi exp(−wˆ>xi)
)
and E[µˆ0] = n−1
∑
ti=0
(
yi + yiβi exp(wˆ
>xi)
)
. We can
further rewrite E[µˆ1] as
E[µˆ1] =
1
n
∑
ti=1
(
yi + yi exp(−wˆ>xi)− yi exp(−wˆ>xi) + yiβi exp(−wˆ>xi)
)
=
1
n
∑
ti=1
(
yi + yi exp(−wˆ>xi)
)
+
1
n
∑
ti=1
(
yi exp(−wˆ>xi)(βi − 1)
)
= µˆ1 +
1
n
∑
ti=1
(
yi exp(−wˆ>xi)(βi − 1)
)
.
Likewise, we can write E[µˆ0] = µˆ0 + n−1
∑
ti=0
(
yi exp(wˆ
>xi)(βi − 1)
)
. Consequently, E[τˆ] =
E[µˆ1]−E[µˆ0] = µˆ1− µˆ0 +n−1
∑n
i=1 αi(βi−1) = τˆ + g(σ) where g(σ) := n−1
∑n
i=1 αi(βi−1).
Setting σ = 2(mλ)−1
√
2 log(1.25/δ) and substituting back into each βi yields the result (7).
Lemma 3 allows us to interpret τˆ as a biased estimate of τˆ , where the additive bias term is a function
of the privacy loss , sample sizes m and n, regularisation constant λ, and failure probability δ.
Most notably, the bias g(,m, n, λ, δ) converges to zero as either  converges to infinity, i.e., no
privatisation, or m+ n converges to infinity, i.e., the population limit. We complement these insights
with the results from numerical simulations (Figure 1) which are consistent with our theoretical
findings.
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Figure 1: Behaviour of g(,m, n, λ, δ) w.r.t. the sample size m and the privacy loss . As we can see,
the bias decreases as we expect when the sample size m and the privacy loss  increase.
As previously remarked, τˆ is a complex mathematical object. To study its behaviour, we consider
a simplification in which τˆ is only allowed to take values from a support which is bounded both
from above and from below; in such cases, we can apply standard concentration inequality results
for variables with bounded supports. This might appear to be very restrictive but is less of an issue
in practice. We will therefore consider two different cases of practical interest and discuss the
boundedness of τˆ for each of them.
Deterministic bounded difference. The first case corresponds to a prevalent approach to limit the
variability of the estimated treatment effect: using trimmed or truncated propensity scores. Given a
constant 0 < ξ < 1, we define the trimmed version of τˆ by
τˆ,ξ :=
1
n
n1∑
i=1
yi
max{ξ, piwˆ(xi)}
− 1
n
n0∑
i=1
yi
max{ξ, 1− piwˆ(xi)}
.
While τˆ,ξ is a biased estimate of τ with a bounded variance, it is often preferred due to its robustness
to outliers. If |yi| ≤ Cy for all i ∈ n, it follows that |τˆ,ξ| ≤ 2Cyξ−1 with probability 1.
Probabilistic bounded difference. In the second case, we consider what happens if no trimming
is applied. Although the variance of τˆ can be unbounded, it can be expressed as the deterministic
function of a single sub-Gaussian noise variable z ∼ N (0, σ2Id). Hence, we expect the bounded
difference condition for τˆ to hold with high probability. To this end, let S :=
∑d
j=1 zj . Since each
component of z is independent, we have S ∼ N (0, dσ2). With S being a sub-Gaussian random
variable, Chernoff’s inequality [28, pp. 21] gives P(|S| ≥ ζ) ≤ 2 exp (−ζ2(2dσ2)−1) for some
ζ > 0. This imples that |S| ≤ ζ holds with probability at least 1−γ where γ = 2 exp(−ζ2(2dσ2)−1).
The following lemma gives the probabilistic bounded difference condition for τˆ.
Lemma 4. Let τˆ and τˆ ′ be two estimates with different noise vectors z and z′, respec-
tively. Then, with probability at least 1 − γ, we have |τˆ − τˆ ′| ≤ ξ where ξ :=
2n−1 sinh(ζ)
(∑n1
i=1 yi exp(−wˆ>xi) +
∑n0
i=1 yi exp(wˆ
>xi)
)
.
Proof. Let φ(z) be the deterministic function mapping random variable z to τˆ defined in (5).
Furthermore, let C1i := yi exp(−wˆ>xi) for i ∈ n1 and C0i := yi exp(wˆ>xi) for i ∈ n0. Given that|S| ≤ ζ holds with probability as least 1− γ, it follows that
|φ(z)− φ(z˜)|
=
1
n
( n1∑
i=1
C1i
∣∣exp(−z>1 xi)− exp(−z˜>1 xi)∣∣+ n0∑
i=1
C0i
∣∣exp(z>1 xi)− exp(z˜>1 xi)∣∣ )
≤ exp(ζ)− exp(−ζ)
n
(
n1∑
i=1
C1i +
n0∑
i=1
C0i
)
=
2 sinh(ζ)
n
(
n1∑
i=1
C1i +
n0∑
i=1
C0i
)
=: ξ,
also holds with probability at least 1− γ. This concludes the proof.
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Figure 2: Experimental results for synthetic data. (a) and (c) correspond to low-confidence with
τ = 0.1. (b) and (d) correspond to the high-confidence with τ = 2. See main text for interpretation.
Finally, we can present our main result.
Theorem 5. Assume that τˆ > 0 and sign(τˆ) = sign(τ). If |τˆ| ≤ ξ for some ξ > 0, we have
P(τˆ ≤ 0) ≤ exp
(−2ξ−2(τˆ + g(,m, n, λ, δ))2).
Proof. Given that |τˆ| ≤ ξ (or the result in Lemma 4 with probability at least 1− γ), we can apply
Lemma 3 and Hoeffding’s inequality for bounded variables to yield the result.
The bound in Theorem 5 shows an exponential decrease in the probability of drawing incorrect
conclusions from τˆ as τˆ increases. This is a desirable property because the value of τˆ describes the
confidence of the non-private ATE estimate. In other words, large τˆs correspond to high confidence
which also implies that the probability of drawing incorrect conclusions from τˆ will be small.
Furthermore, the interpretation of Theorem 5 depends on whether we are in the deterministic bounded
regime or in the probabilistic one. As already discussed, for the deterministic setting, the result in
Theorem 5 holds with probability 1, while for the probabilistic one, the result holds with probability
at least 1− γ.
Last but not least, the probability of drawing incorrect conclusions from τˆ also depends exponentially
on the bias g(,m, n, λ, δ). Although we have shown that the bias term vanishes as both  and m+ n
goes to infinity, the dependence on the two variables is not straightforward. Hence, we will also
provide empirical results to clarify the above two relationships in the next section.
4 Experiments
In this section, we complement our theoretical analysis of private propensity scores with experiments
on synthetic, semi-synthetic, and real data.1 We use 200 data points to estimate the ATE with IPTW,
δ = 10−6 and regularisation coefficient λ = 0.1 for all experiments. The logistic regression model is
implemented in PyTorch [29] and optimised with gradient descent using the entire dataset. To ensure
reproducibility, we set the random seed for both NumPy and PyTorch to 1.
Synthetic data. For the experiments on synthetic data, we use 1000 data points to fit the logistic
regression model, run 100 trials and average over the results. We generate X ∈ R25 by sampling
1The code for reproducing all the experiments in the paper can be found at https://github.com/mijungi/
private_propensity_scores.
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Table 1: Average τˆ , τˆ, and P(sgn(τˆ) 6= sgn(τˆ)) for various  over 1000 runs on IHDP and Lalonde.
Dataset τˆ τˆ P(sgn(τˆ) 6= sgn(τˆ))
 = 0.2  = 0.4  = 0.6  = 0.8  = 0.99  = 0.2  = 0.4  = 0.6  = 0.8  = 0.99
IHDP 4.66 -18666.36 33.18 7.68 5.17 5.82 0.494 0.398 0.3 0.267 0.229
Lalonde 902.11 872.21 892.22 904.95 898.81 904.07 0.143 0.068 0.05 0.03 0.028
1200 xis separately from N (0, 9 · I25) for each trial and standardising each separate sampled set of
xis with the maximum L2-norm of the xis in the set. Next, the treatment assignment T is generated
across trials in the following manner: drawing a random vector in R25 from the standard Gaussian,
taking the dot product of the random vector with X to obtain a probability vector for T = 1 and
sampling ti from the Bernoulli distribution using the probability vector. We then produce yi by taking
the dot product of a second vector in R25 sampled from the standard Gaussian with X , perturbing the
result with 0.1×N (0, 1) and adding a non-zero bias, i.e., τ when T = 1. We perturb the weights of
the learned logistic regression model with a sample from N (0, σ2I) with σ defined in (4).
Figure 2 shows the probability of the event sgn(τˆ) 6= (sgn(τˆ) and the estimated ATE for varying
number of data points m used to fit logistic regression for τ ∈ {0.1, 2} across 100 trials. The
error bars in Figures 2c and 2d represent the 95% confidence interval of the mean of the various
τˆs. In brief, Figures 2a and 2b show that the probability that the signs of τˆ and τˆ disagreeing
decreases as  and τ increases. This set of results reflect the exponential dependence of P(τˆ ≤ 0) on
g(,m, n, λ, δ) = O(1/2) and τˆ in Theorem 5. Next, the convergence of the τˆs to τˆ with increasing
m seen in Figures 2c and 2d reinforces the inverse relationship between g(,m, n, λ, δ) and m which
was earlier demonstrated in Figure 1. Lastly, they show that increasing τ yields exponentially larger
ATE estimates which checks out with the form of µ1 and µ

0 in (6), as the expectation of a log-normal
random variable monotonically increases with the variance of the Gaussian random variable.
Semi-synthetic data. Next, we test our methods on the semi-synthetic binary-treatment Infant
Health and Development Programme (IHDP) dataset that was introduced in [30]. We use the train
and test sets from [31] for fitting logistic regression and estimating the ATE respectively with the true
ATE of the train/test splits being 4. IHDP is a real-world dataset with 25 covariates describing 747
children and their mothers, de-randomised binary treatments and synthetic continuous outcomes that
can be used to compute a ground truth ATE [30]. We create balanced training and ATE estimation
datasets where m = 500 and n = 500 by sampling with replacement 250 units with T = 1 and
T = 0 and 100 units with T = 1 and T = 0 respectively from the above train and test sets. As
the two datasets come with 1000 different realisations of training and testing data, we average our
results over all realisations. In Table 1, we see that increasing  generally increases the fidelity of
the mean ATE estimate and reduces P(sgn(τˆ) 6= sgn(τˆ)). We did not include the average standard
deviation of the estimates as estimating ATE with IPTW is known to have high variance due to the
unboundedness of the propensity score function piwˆ. Lastly, another important observation from
Table 1 is that too small  can lead to an unreliable estimate of τˆ, i.e., see τˆ for IHDP when  = 0.2.
Real data. To further verify our methods, we use the Lalonde observational studies benchmark
[32] obtained from [33]. As we do not account for unbalanced datasets, we only use the original
Lalonde dataset with 297 treated and 425 control individuals and subsample from it to create our
training and ATE estimation datasets. There are 9 covariates containing sensitive information such as
age, education, and race, and the outcome is 1978 earnings. As there are no train/test splits provided,
we sample without replacement 100 units with T = 1 and T = 0 to create the ATE estimation dataset
(n = 200) and sample with replacement 250 units with T = 1 and T = 0 from the remaining points
to generate the training dataset (m = 500). We do the above 1000 times to obtain the same number
of realisations as the IHDP dataset. The results for Lalonde in Table 1 supplements those for IHDP:
increasing  improves the accuracy of the mean ATE estimate and decreases P(sgn(τˆ) 6= sgn(τˆ)).
5 Conclusion
We proposed a privacy-preserving propensity score function. Private propensity scores, unlike
traditional propensity scores, can be used in causal analysis without running the risk of exposing the
covariates of any unit used in estimating the propensity score function. In this work, we focused on the
problem of estimating the ATE with IPTW and demonstrate—both theoretically and empirically—that
the resulting ATE estimate is consistent with its non-private counterpart. In other words, the proposed
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propensity score function not only safeguards the privacy, but also yields valid causal analyses with
high probability. Last but not least, although we focus on the simplest scenario of causal inference
using propensity scores, i.e., estimating the ATE, the problem turned out to be more challenging than
initially anticipated. The effectiveness of private propensity scores in more complicated methods
and settings still remains an open question. Therefore, we believe this work will inspire subsequent
research at the intersection of differential privacy and causal inference.
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