Abstract. Let f (x) be a smooth function whose derivative of a given order must be computed. The signal f (x) is affected by two kinds of perturbation. The perturbation caused by the presence of the machine epsilon M of the computer may be considered to be an extremely high-frequency noise of very small amplitude. The way to minimize its effect consists of choosing an appropriate value for the step size of the difference quotient.
Introduction
Let f (x) be a smooth function whose derivative of a given order must be computed. The signal f (x) is affected by two kinds of perturbation. The perturbation caused by the presence of the machine epsilon M of the computer may be considered to be an extremely high-frequency noise of very small amplitude. The way to minimize its effect consists of choosing an appropriate value for the step size of the difference quotient, as recalled below. The second perturbation, caused by the presence of noise, low pass or band-pass filter. requires first the signal to be treated in some way. One technique consists of processing the signal through a low pass or band-pass filter. Another technique consists of the use of regularization. Polynomial interpolation is also a well-spread method. We refer the reader to [1] , [11] , [14] , [17] , [18] , [19] , [22] , [23] , [25] , [27] , [28] among others and the references therein. There is one fortuitous case when differentiation reduces to integration: when the function f (z) is analytic so that differentiation is obtained through the Cauchy formula. See [5] , [20] .
Numerical differentiation using wavelets has been investigated in [6] and [10] in the setting of finite element approximation.
It is the purpose of this work to construct a wavelet-based band-pass filter that performs the two cited operations simultaneously. In effect our wavelet acts like a
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"smoothed difference quotient" whose stepsize is of the same order as that of the usual difference quotient. Moreover our wavelet effectively removes the noise and computes the derivative with an accuracy equal to (in fact slightly better than) the one obtained by the corresponding difference quotient in the absence of noise.
It has to be noticed that, no matter how small M is, the problem of finding the optimal stepsize as a function of M is important because, as we will see, significant deviation from this optimal stepsize produces high error in the computation of the derivative.
The noise that we consider in the numerical computations of Section 5 is of the form cos(10000x) + sin(10000x). However numerical experiments show that our wavelet effectively filters out noise of frequency greater than 100 and computes the derivative with an accuracy similar to the accuracy obtained in Subsection 5.2, namely 10 −11 . In addition, our method is cost effective because the quadratures involved in the approximation process are found at very low cost, as explained in Subsection 4.1.
To be specific let us recall the classical problem of approximating f (x) by the difference quotient
. It is a well-known fact (that we will review in Section 3), see [2] , that
The term
is, of course, not present in infinite precision arithmetic so that the smaller h is the more accurate is the approximation. The situation is markedly different in the presence of a (positive) machine epsilon and in the case of the approximation
h the optimal h that we find is √ c 1 M , in which case the minimized error is √ d 1 M , where c 1 and d 1 are constants. The situation, again in the absence of noise, improves if we replace the previous difference quotient by
, in which case we obtain
Hence in the case of the approximation
which case the minimized error becomes
M , where c 2 and d 2 are constants. In fact by reiterating k times the above process (which, properly interpreted, is a form of Richardson extrapolation) it can be shown that, theoretically, the minimized error in approximating f (x) will be c k
However in the presence of high-frequency noise the previous difference quotients, as well as their iterated counterparts, are essentially useless to compute f (x).
We present in this work a technique based on the construction of an appropriate wavelet, with many vanishing moments which, when being convolved in a precise manner with the function, acts as a band-pass filter and, at the same time, as a difference quotient. The reason for imposing the vanishing of moments will appear in Section 2. We will in fact compute f (x) and indicate the needed modification to find derivatives of other orders. The second derivative amplifies even more than the first one the effect of the noise and of the machine epsilon. Hence we choose the second derivative to demonstrate the efficiency of our method. As will be demonstrated in Section 4.1 we compute f (x) in the presence of high-frequency noise with an error of the order of O 4 
3
M . This is a theoretical bound as well as a bound on the error obtained through numerical experimentation. Hence with
−52 and assuming that the constant implied in O above is ≈ 1, the error is theoretically as well as experimentally ≤ 1.818989 × 10 −12 . The wavelet that we will build and that we call Ψ 3 (x) (because it is based on two previously built wavelets that we call Ψ 2 (x) and Ψ 1 (x)) has specific values for its first eight moments. More precisely these moments satisfy (2.1) and (2.2) below.
Once Ψ 3 (x) is built f (x) will be approximated as follows:
More precisely we will see that
from which the optimal error estimate O 4 3 M stated above follows. In addition Ψ 3 (x) will have the desirable band-pass filtering properties needed to deal with the noise present in the signal f (x). It has to be noted that the error estimate in (1.4) is valid, both theoretically as well as experimentally, with or without the presence of noise.
Of course this technique, to be effective, requires that the above integrals be computed with high accuracy and at low cost. We will see that, indeed, this is the case.
Relation (1.3), in the context where Ψ 3 (x) is a specific moving average, was already anticipated by Shapiro (see [24] ) in his treatment of saturation theory. We will see that saturation is already present in our context (Theorem 2.3) in the sense that no matter how smooth f (x) is, the error estimate in (1.4) does not improve (unless f (x) belongs to a very specific saturation class).
Throughout this paper we use the following notation for the Fourier transform f (ξ) of a function f (x):
The inversion formula then takes the form
We will restrict our attention to functions f (x) belonging to the Schwartz class S so that f (ξ) ∈ S also. This paper is organized as follows. In the next section we build the wavelet fulfilling the required properties (2.1) and (2.2). In addition we prove the necessary error estimates. In Section 3 we derive the discrete analogue of the wavelet Ψ 3 (x) and establish the corresponding error estimates. It is this discrete analogue that helps us to establish the estimate (4.1). Section 4 is devoted to estimating the error, in the continuous case, in the presence of M . Section 5 produces numerical experiments pertaining to our methods. Finally Section 6 ends with concluding remarks.
Construction of the wavelet and its approximation properties
This section is devoted to building the wavelet Ψ 3 (x) satisfying properties (2.1) and (2.2) below:
The reasons for imposing these moment conditions will appear clearly below. (See Remark 2.4.)
Once Ψ 3 (x) is built we will analyse the rate at which it approximates the derivative of a given function. 
We will see that Ψ We begin with the standard Mexican hat function
whose Fourier transform is
2 . We refer the reader to [7] , [15] , [16] and [21] for deep analysis of this wavelet and its applications. Let
By the expansion (2.3) we have
Hence we have
We have
We see that for
, and
We remark that
By reiterating the Richardson extrapolation technique on
that is to say by considering linear combinations of
and by using as above the Taylor expansion for Ψ 2 (ξ), we find that for
Let us summarize the above construction in the form of Theorem 2.1. For the wavelet Ψ 3 (x) defined by
√ 2π
equations (2.1) and (2.2) hold.
We display, in Figure 1 ,
. We also display in Figure 2 the Fourier transform Ψ 3 (ξ) of Ψ 3 (x) illustrating its band-pass characteristics. Our wavelet
h (more precisely its negative) has some superficial resemblance with the classical linear spline Battle-Lemarié wavelet [7] , [15] and [21] . However it differs from it in two aspects.
h is smooth and is not orthogonal in L 2 (R). The smoothness of our wavelet is crucial in our work, whereas orthogonality in L 2 (R) is not needed. Without adequate smoothness its Fourier transform would decay too slowly at ∞ and, consequently, the wavelet would not have the needed filtering properties. More importantly the Battle-Lemarié wavelet, regardless of its order, cannot fulfill simultaneously the required moment conditions (2.1) and (2.2).
Our next task consists of analysing the approximation properties of Ψ 3 (x).
2.2.
Properties of the wavelet Ψ 3 (x). Theorem 2.2 below will be the first step of the analysis of the error estimate in the presence of a (nonzero) machine epsilon M .
Theorem 2.2. Let f (x) be a smooth function. Then, in infinite precision arithmetic,
where
and (2.8)
More precisely, the error E = E(x, h), expressed in terms of an asymptotic series, is
Proof.
Using now (2.1) with k = 0, 1 and (2.2) we see from (2.9) that (2.10) lim
Here we again used (2.2). Hence
Now use
together with (2.1) and (2.11) to conclude that
Here we used
dt can be found analytically (and of course numerically) and their values are given by (2.7) and (2.8). Hence equations (2.12) together with (2.7) and (2.8) prove (2.6). The proof of the asymptotic formula for the error, which will not be used in the sequel, and which follows the same lines as those of the above proof, is omitted. We refer the reader to [4] for an exhaustive treatment of asymptotic series.
We indicate here how to find C 1 , C 2 being found in an analogous manner. We have
Expand Ψ 3 (ξ) using its defining relation (2.4) together with (2.3) and find
In a similar manner we find
The proof of Theorem 2.2 is complete.
Remark 2.1. Fourier analysis techniques can also be used to show that
However the error estimate in (2.6) could not be obtained by such techniques.
Remark 2.2. Examination of the above proof, together with the Lebesgue dominated convergence theorem, shows that if we were to assume only that
then in that case we would have
It has to be noted that f (x) need not exist in this context. However, it does exist and its value is a 2 .
Remark 2.3. Let P n (x) be a polynomial of degree (at most) n. Then we have, regardless of the value of h,
This follows from equations (2.1) and (2.2).
Remark 2.4. We see now the importance of using wavelets with many vanishing moments. Indeed the same procedure using wavelets Ψ 1 (x) and Ψ 2 (x) would give us 1
respectively. In infinite precision arithmetic (2.14) and (2.15) show that the derivative can be approximated with arbitrary precision by taking h small enough. However it is in the presence of the machine epsilon that the advantage of Ψ 3 (x) over the wavelets Ψ 1 (x) and Ψ 2 (x) will appear clearly, as will be seen in the sequel. We already observed in (1.1) and (1.2) of the Introduction that in the presence of the machine epsilon h cannot be taken too small. In fact in the case of (2.14) the optimal h is O 4 √ M and in the case of (2.15) the optimal h is O 6 √ M . It looks as if the situation is even worse for the wavelet Ψ 3 (x) in the sense that, now, the optimal h is O 8 √ M . What counts, of course, are the optimal errors which are for the wavelets Ψ 1 (x), Ψ 2 (x) and Ψ 3 (x) of the order O(
More importantly the wavelets Ψ 1 (x) and Ψ 2 (x) do not have the appropriate filtering characteristics.
Examination of Theorem 2.2 yields the following saturation result. The wavelet Ψ 3 (x) is saturated in the following sense: the error in (2.6) cannot be o(h 6 ) unless f (x) belongs to a specific class.
and this is possible if and only if f (8) (x) = 0. That is to say, the saturation class of the wavelet Ψ 3 (x), for a given point x, is the class S x of those smooth functions for which f (8) (x) = 0. More generally if, for some k = 0, 1, 2, . . . ,
for the same value of k and this is possible if and only if
The corresponding saturation class of the wavelet Ψ 3 (x), for a given point x, is the class S k x of those smooth functions for which f (8+2i) (x) = 0 , i = 0, 1, 2, . . . , k.
It has to be noted that computer experiments very clearly confirm the above saturation results (for small values of k, of course).
2.3.
The need for many-but not too many-vanishing moments. The proof of Theorem 2.2 shows the importance of equations (2.1) and (2.2) in order to obtain the error estimate (2.6), which will be important to approximate accurately the derivative in the presence of M as evidenced by Theorem 4.1 and the remark following its proof.
A question arises naturally at this point: Why not reiterate the wavelet-based Richardson method and consider a wavelet of the form
where, as before, and, as before,
Indeed the analysis of such a wavelet shows that we would obtain an approximation with an error of the order 4 5 M . order That is to say Ψ 4 (x) now has the characteristics of a high-pass filter. This wavelet would no longer filter out moderately high-frequency noise, and the theoretical error of the order 4 5 m , which would occur only in the presence of extremely high-frequency noise (or, of course, no noise at all), will not be achieved in the presence of moderately high-frequency noise. The wavelet Ψ 3 (x), in contrast, is a band-pass filter and is well suited for our purposes.
The discrete analogue of the wavelet Ψ 3 (x)
and the effect of the machine epsilon
Our next result deals with the "discrete analogue", which we call T 3 (x, h), of the wavelet
) will be a distribution consisting of a sum of delta functions centered at appropriately determined points. In this section we will need properties of distributions as well as of their Fourier transforms and we refer the reader to [26] for an excellent treatment of the subject. The purpose of building T 3 (x, h) is twofold: first, to analyse the optimal value of h that minimizes the error
for a given value of the machine epsilon of the computer; second, to compare the filtering features of The process of building T 3 (x, h) is performed as follows. Let
Here δ(x) is the usual Dirac mass at 0. Then
Here ∞ −∞ stands for the usual distributional pairing. Hence
We also have
It is in that sense that T 1 (x, h) is the discrete analogue of the wavelet
Now it follows from
and
That is to say, the distribution T 3 (x, h) defined by
is the discrete analogue of the wavelet
It can be shown, either by direct Taylor expansion, or by using the analogous results for
The precise meaning of this statement is Theorem 3.1.
in the sense of distributions. Here δ (x) is the distribution
for ρ ∈ S. Moreover, as in the case of
where now This error estimate can be found by an adaptation of the analysis of the error estimate of the continuous case or by direct Taylor expansion.
In other words, f (x) is approximated with f pp (x, h) where
We display in Figure 3 the shape of T 3 (x, 1) where
As in the case of the wavelet Ψ 3 (x) we have Remark 3.1. Let P n (x) be a polynomial of degree (at most) n. Then we have, regardless of the value of h,
for n = 0, 1, . . . , 7.
We address the problem of finding the optimal value of h, h opt , in order to minimize the discrepancy
Recall that the machine , M , of a computer is the smallest positive floating-point number, in base 2, such that
It is then seen that the absolute error which occurs when a number x is entered is of the order x M . (In fact the error is x M 2 if the machine stores by rounding instead of truncating.) The mean value theorem then shows that the error occurring in
Because h is small we assume that this is also a bound for the error in f (x + h).
An error occurs also when we enter h. However,
Hence the absolute value of the round-off error, E round , in calculating the difference quotient
The truncation error E trunc is
Because h is small we assume that ξ = x. For the total error, E tot = E round + E trunc , we then have
We conclude that the optimal step size h can be obtained by minimizing
A similar analysis can be performed when we consider the approximation of f (x) by
whereas the round-off error is
As before the optimal h can be found by minimizing
the optimal h that we find is √ c 1 M and e opt is √ d 1 M , whereas in the case
the optimal h is 3.1. Proof of Theorem 3.1. As in the cases of the difference quotients
besides being a bound for the error in f (x), is also a bound for the error in f (x+h),
. It follows that the absolute value of the round-off error, E round , in calculating the difference quotient f pp (x, h) given by (3.5) is bounded by
Of course h is also entered with an error of the order h.
The value of the constant C 1 given in (3.3) is now needed. It is easily found to be (3.6)
Hence for the truncation error we have, in view of Theorem 3.1 and (3.3),
For the total error, E tot = E round + E trunc , we then have
The optimal step size h can then be obtained by minimizing (for h)
We obtain
Assuming that The optimal value of the error, E opt , obtained by using h = h opt , is then
m .
We omit the details of this lengthy but, otherwise, elementary computation. Hence
m . Assuming that the constant implied in O above is close to 1, namely assuming that x, f (x) and f (8) (x) are "reasonable," and with m = 2 −52 , we see that
Computer experiments show that for the given value of h = h opt = 0.11702, the error in approximating f (x) by
is of the order of (in fact slightly smaller than) E opt = 1.81989 × 10 −12 , namely E = 1.22381 × 10 −12 . Maybe the most remarkable aspect of these experiments is that the error is precisely minimized for h = 0.11376, a value very close to h = h opt = 0.11702. h , on the other hand, is a very effective band-pass filter (when an integration scheme is properly used) so that it can find the value of f (x) very accurately even in the presence of high-frequency noise.
The filtering characteristics of T 3 (x, h) compared to those of

The error estimate
We have the following Theorem 4.1.
Lemma 4.1. Let , δ > 0. Then there exists η such that
Proof. This lemma is well known for
as well as for its derivatives [12] ; hence it holds true for 1 h Ψ 3 t h in view of (2.5).
Proof of Theorem 4.1. We assume that, as a function of t and for fixed x, we have
This is certainly the case if f belongs to the class S. As already analysed above, the round-off error due to the presence of M , in computing
Hence the round-off error E round , in computing
dt. For , δ > 0, let η > 0 be as given by Lemma 4.1. Hence for |h| < η it follows that for the error E round we have, in view of (4.2),
Because |t| ≤ δ we assume that
Thus, because can be chosen as small as we please, we have
Hence the round-off error E, due to the presence of M , in computing
We know, from Theorem 2.2, that the truncation error in
Hence Theorem 4.1 follows from (4.7) and (4.8). Figure 4 (restricted to the case Ψ 1 (x) and T 1 (x, 1)) illustrates the above ideas.
4.1. Numerical considerations. As noticed above, our method, to be effective, requires that the integrals involved in (4.9)
be computed with high accuracy and at low cost. One of the remarkable aspects of the Mexican hat function and its modifications is the possibility of computing with almost machine accuracy and at very low cost the convolutions involving these wavelets by a quadrature rule as simple as the trapezoidal rule or Simpson's rule. As the reader may guess this is made possible by the appropriate use of the Euler-McLaurin summation formula. It is common knowledge that the EulerMcLaurin summation formula used in conjunction with the trapezoidal rule allows high accuracy computation of integrals of smooth periodic functions (integrated over a period). Not only the same holds true for Simpson's rule, but there is no need for the function to be periodic. It suffices to assume that the derivatives of odd orders are equal at the endpoints of the interval of integration. In that respect see [30] . And this is precisely what (almost) happens when convolving a smooth function with
Moreover, because of the fast decay of these Table 2 , two experiments where, now, high-frequency noise is present as indicated, and with the same value of M = 2 −52 . These experiments pertain to the approximation of f (x), where f (x) = cos(x) + cos(10000x) + sin(10000x), with the processes (5.1) and (5.3), respectively. We also observe that, again, the error in the case of the processes (5.1) is minimized for a rather wide range of values of h, namely if h ∈ [ f (3) (x) would then be approximated as follows:
Here, as in the case of f (x), it is important to find the optimal value of h, as a function of M , that minimizes the error. The analysis is similar to that of Theorem 4.1. However, as expected, the accuracy of the approximation decreases as the order of the derivative increases. Indeed, our experiments show that we cannot obtain more than four digits of accuracy once the order of the derivative is greater than five. Hence different filters will have to be built to restore high accuracy for the computation of high-order derivatives. However our efforts to build such filters have been unsuccessful.
As noticed by several authors [3] , [28] , numerical differentiation can be effectively used to detect jumps in the function or in its derivatives of low order (not necessarily of the same order of the approximated derivative). This is a problem of importance in many aspects of signal processing [8] , [9] as well as in statistics [29] . We intend, similarly, to use our wavelet Ψ 3 (x) to detect singularities in the derivatives of low order of the signal. In this context it is the standard Littlewood-Paley theory, as presented in [13] and [16] , that will help us determine the theoretical error estimates.
We plan to report these results in a paper presently in preparation.
