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Resumen
En esta tesis se estudia la aplicacio´n de te´cnicas de la Investigacio´n Operativa y de
Sistemas de Informacio´n Geogra´fica en el disen˜o de recorridos en ciudades. En particular,
se aplican estas te´cnicas a las rutas que deben realizar los veh´ıculos encargados de la
recoleccio´n de residuos en la Ciudad de Concordia, Entre R´ıos.
Dado que los veh´ıculos esta´n obligados a circular por todas las cuadras que compo-
nen cada zona de recoleccio´n, el problema del disen˜o de rutas, o´ptimas en cantidad de
kilo´metros realizados, se encuadra en las variaciones del cla´sico Problema del Cartero
Chino (Chinese Postman Problem). Las restricciones asociadas a las normas espec´ıficas
de circulacio´n en la ciudad de Concordia (sentidos de las calles, los giros permitidos, entre
otros) definen una variante espec´ıfica de este problema general que debe ser estudiada y
modelada.
Para ello, en el desarrollo de la tesis se utilizan herramientas de la Teor´ıa de Gra-
fos y diversos modelos Programacio´n Lineal Entera. La aplicacio´n de estos modelos a
las instancias espec´ıficas de la Ciudad de Concordia implica el contacto con servidores
de informacio´n geogra´fica, el uso de algoritmos para la resolucio´n de programas de Pro-
gramacio´n Lineal Entera y el estudio de diversos formatos para la representacio´n de los
resultados obtenidos.
Adicionalmente, con el fin de brindar una interfaz amigable y pra´ctica a la Subsecreta-
ria de Higiene Urbana de la Municipalidad de Concordia, se desarrolla una herramienta que
permite consultar las rutas obtenidas en forma de listados de direcciones y de animaciones.
Finalmente, se considera el problema de, entre todas las posibles formas de recorrer una
ruta o´ptima en cantidad de kilo´metros, determinar la que implique la menor cantidad de
giros en las esquinas. Se obtiene un modelo de este problema como instancias del Problema
del Viajante de Comercio (TSP) y se aplica a las rutas mı´nimas obtenidas.
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El disen˜o de sistemas de recoleccio´n de residuos urbanos eficientes se ha convertido en
una prioridad para los gobiernos de las principales ciudades de todo el mundo debido a
preocupaciones con respecto a la contaminacio´n, la salud pu´blica y el medio ambiente, as´ı
como tambie´n a los impactos presupuestarios de transporte, costos de operacio´n y mano
de obra de estos sistemas.
En esta tesis se describe el trabajo realizado para mejorar, utilizando te´cnicas de op-
timizacio´n matema´tica, los gastos asociados a los recorridos semanales que deben realizar
los camiones recolectores de residuos y su personal en la Ciudad de Concordia, Entre R´ıos,
Argentina.
Concordia, oficialmente San Antonio de Padua de la Concordia, es un municipio de la
provincia de Entre R´ıos, Repu´blica Argentina. Comprende la localidad del mismo nombre,
la localidad de Osvaldo Magnasco y un a´rea rural. Esta´ compuesto en la actualidad por
109 barrios y posee una superficie de 20.006 ha, mientras que su Planta Urbana, 2.307
ha. El ejido de la ciudad de Concordia se encuentra emplazado sobre la orilla hidrogra´fica
derecha del r´ıo Uruguay y comprende actualmente un casco urbano principal y una serie
de barrios perife´ricos a este. Con 152.282 habitantes, segu´n el censo nacional del an˜o 2010,
la ciudad de Concordia ocupa el segundo lugar entre las ciudades mas pobladas de la
provincia de Entre R´ıos, siendo superada u´nicamente por la ciudad de Parana´. Es adema´s
la de mayor poblacio´n de la cuenca del r´ıo Uruguay.
El servicio de recoleccio´n de residuos so´lidos urbanos esta´ a cargo de la Subsecretar´ıa
de Higiene Urbana (SHU), quien tambie´n se encarga de limpieza, barrido y desmaleza-
do de espacios pu´blicos. La Direccio´n de Recoleccio´n, dependiente de la SHU, realiza la
recoleccio´n de residuos en todo el ejido urbano, tanto de los residuos domiciliarios como
de los contenedores ubicados en diversos barrios. El tratamiento y disposicio´n final de los
residuos y el resto de los servicios esta´ a cargo de la Direccio´n de Higiene Urbana.
El municipio cuenta con un depo´sito de basura ubicado a 12 km del ejido urbano
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llamado Campo Abasto que cuenta con una superficie de 243 hecta´reas y una planta de
separacio´n y tratamiento de los residuos reciclables, principalmente materiales como vidrio,
papel, carto´n y botellas pla´sticas. Para el servicio de recoleccio´n se dispone de 14 camiones
ubicados en un depo´sito contiguo a la SHU donde se realizan las tareas de mantenimiento.
La recoleccio´n esta´ organizada en 23 zonas. Una zona es un conjunto de manzanas
cuyas cuadras debera´n ser recorridas por un camio´n determinado durante un turno deter-
minado. Toda la informacio´n respecto a la organizacio´n del sistema se encuentra solamente
almacenado en formato papel. En la Figura 1.1 se muestra la digitalizacio´n del mapa en
papel donde se encuentra esta informacio´n. Los nu´meros identifican el camio´n encargado
de la recoleccio´n mientras que el color indica el turno en que se realiza.
Fig. 1.1: Zonas de recoleccio´n del Municipio de Concordia.
La recoleccio´n domiciliaria se realiza en 4 turnos:
Turno Man˜ana: de 07:30 a 10:30 hs.
Turno Media man˜ana: de 10:30 a 13:30 hs.
Turno Tarde: de 13:30 a 16:30 hs.
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Turno Noche: de 18:30 a 22:30 hs.
Hasta el an˜o 2014, todos los residuos domiciliarios se depositaban en el frente de los
domicilios y la recoleccio´n se realizaba una vez por d´ıa. A finales de dicho an˜o, el municipio
modifico´ el sistema de recoleccio´n en la zona centro (Nu´mero 20, con color verde en el
mapa) ubicando un contenedor en cada una de sus cuadras y recorriendo esta zona tres
veces al d´ıa.
Todo camio´n con una zona asignada, inicia su recorrido en la SHU, se dirige a la
zona correspondiente y, despue´s de recorrer la misma, va al Campo del Abasto donde
realiza la descarga y procede a retornar a la SHU. En los dos casos (residuos en los frentes
domiciliarios o contenedores en el medio de cada cuadra) se requiere que los recorridos
que realicen los camiones pasen por todas las cuadras de la zona, con excepcio´n de las
cuadras sin salida en las cuales el camio´n recolector no ingresa y espera en la esquina que
los empleados realicen la recoleccio´n a pie y la lleven al camio´n.
Sin embargo, la SHU deja a criterio de los conductores la definicio´n de este recorrido
interno en cada zona. En consecuencia, los mismos cambian continuamente y, en la mayor´ıa
de los casos, no se recorren algunas cuadras. De esta manera, la u´nica informacio´n certera
con la que se cuenta respecto a cada uno de los recorridos en las diferentes zonas es las
esquinas de la zona donde se inicia y se termina la recoleccio´n.
Como consecuencia de las reuniones mantenidas con el personal de la SHU en las que
se analizo´ el sistema de recoleccio´n y las caracter´ısticas del contexto, surgio´ como uno
de sus objetivos el de mejorar los costos relacionados con el consumo de combustible, las
horas de trabajo de los empleados y el desgaste de los camiones. As´ı, el problema se centro´
en disen˜ar los recorridos de manera de optimizar la distancia y de esta forma, obtener en
consecuencia una mejora en tiempos, consumo de combustible y desgaste del veh´ıculo.
Tambie´n se resolvio´, en esta primer etapa, no analizar la posibilidad de rezonificacio´n
y trabajar con 14 de las 23 zonas ya definidas por la SHU, correspondientes al a´rea ma´s
urbana de la ciudad.
Este trabajo se realizo´ en el marco del Convenio “Estudio para la optimizacio´n de
recorridos aplicado a los sistemas de recoleccio´n de RSU y reciclables en Municipios”
entre el Instituto de Ca´lculo de la Facultad de Ciencias Exactas y Naturales (FCEyN) de
la Universidad de Buenos Aires y la Secretar´ıa de Asuntos Municipales del Ministerio del
Interior y Transporte de la Nacio´n. Dicho convenio plantea realizar un trabajo acade´mico
para mejorar, utilizando te´cnicas de optimizacio´n matema´tica, ciertos aspectos a definir
de la recoleccio´n de residuos en los Municipios de Salta, Tucuma´n, Concordia y Bariloche.
Participaron cuatro grupos, cada uno compuesto por un estudiante de grado y un director
y con un municipio asociado, con quien realizar el trabajo descripto en el convenio. Esta
tesis describe el trabajo realizado junto y para el Municipio de Concordia y el estudio de
algunos nuevos problemas derivados.
1.2. Teor´ıa de grafos y Problemas de Recorridos
La Teor´ıa de Grafos modela numerosos problemas de disen˜o y optimizacio´n de mundo
real. La mayor´ıa de los autores ubica el nacimiento de la Teor´ıa de Grafos en el Problema
de los siete puentes de Ko¨nigsberg, planteado por Leonhard Euler en 1736.
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La ciudad de Ko¨nigsberg cuenta con dos islas en el r´ıo Pregel que se unen a la tierra
firme mediante siete puentes, como se muestra en la figura 1.2.
Fig. 1.2: Los Siete puentes de la ciudad de Ko¨nigsberg.
La pregunta que plantea Euler es si ser´ıa posible dar un paseo empezando en un punto
cualquiera de tierra firme y volviendo al mismo punto despue´s de haber cruzado cada
puente exactamente una sola vez.
Euler enfoca el problema representando cada parte de tierra por un punto y cada
puente, por una l´ınea, uniendo los puntos que se corresponden (ver figura 1.3).
Fig. 1.3: El grafo que modela los Siete puentes de Ko¨nigsberg.
Entonces, el problema anterior se puede trasladar a la siguiente pregunta: ¿se puede
realizar el dibujo sin repetir las l´ıneas y volviendo el punto donde se inicio´ el mismo?
Euler demostro´ que no era posible puesto que hay puntos en la figura para los cuales el
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nu´mero de l´ıneas que inciden no es par, condicio´n necesaria para entrar y salir del mismo
y luego regresar al punto de partida por caminos distintos.
La pregunta de Euler puede generalizarse a cualquier dibujo de puntos y l´ıneas que
unan algunos pares de puntos, dibujos que son nuestros actuales grafos. Los puntos del
dibujo se denominan ve´rtices y las l´ıneas, aristas. El nu´mero de aristas incidentes en un
punto se denomina grado del ve´rtices. Los recorridos que pasan exactamente una vez por
todas las l´ıneas y vuelven al inicio son nuestros actuales circuitos eulerianos en honor a
Euler y su resultado general que se enuncia el siguiente teorema: Un grafo posee un circuito
euleriano si y so´lo si es conexo y todos sus ve´rtices tienen grado par.
A partir de este problema original surgen muchas variantes del mismo. ¿Que´ sabemos
si algunas de las aristas se pueden recorrer en un so´lo sentido? Si el grafo no tiene un
circuito euleriano, ¿cua´l sera´ el mı´nimo nu´mero de aristas que deberemos repetir? Y si
cada arista tiene un costo, ¿cua´l conjunto de aristas sera´ el ma´s conveniente para repetir
de manera que el costo a adicionar sea mı´nimo? Todas estas preguntas y muchas otras
variaciones han sido motivo de estudio en el a´rea de la Optimizacio´n Combinatoria.
Claramente el problema a resolver en el Municipio de Concordia esta´ asociado a una
de estas variantes relativas a recorridos en grafos que deben garantizar recorrer todas sus
aristas.
A continuacio´n, presentamos las definiciones formales y resultados previos que usare-
mos en el desarrollo de la tesis.
1.3. Definiciones y resultados previos
Para toda terminolog´ıa y notacio´n sobre grafos no definidas en este trabajo, se sigue
[9].
Un grafo G consiste en un par ordenado G = (V,E), donde V es un conjunto finito
no vac´ıo de ve´rtices o nodos y E es un conjunto de pares no ordenados vw con v, w ∈ V
y v 6= w, denominados aristas. Un multigrafo es un grafo G = (V,E) donde E es un
multiconjunto de pares no ordenados vw con v, w ∈ V . Es decir, puede tener aristas
mu´ltiples entre los mismos nodos. Para cada uv ∈ E, decimos que u y v son adyacentes o
vecinos.
Un grafo dirigido o digrafo es un grafo G = (V,A) donde A ⊆ {(a, b) ∈ V ×V : a 6= b},
es un conjunto de pares ordenados de elementos de V . Dado un arco (a, b) ∈ A, a es
su nodo inicial y b su nodo final. Similarmente, un multidigrafo es un grafo G = (V,A)
donde A es un multiconjunto de pares ordenados (v, w) con v, w ∈ V . Dado un digrafo
G = (V,A), llamamos grafo subyacente al grafo con mismo conjunto de ve´rtices que G y
una arista por cada arco de G.
Un grafo mixto es una tupla G = (V,E,A) donde V es un conjunto finito no vac´ıo de
ve´rtices o nodos, E es un conjunto de pares no ordenados vw con v, w ∈ V , denominados
aristas y A es un conjunto de pares ordenados (v, w) con v, w ∈ V , denominados arcos.
Observemos que un grafo G = (V,E) (resp. un digrafo G = (V,A)) puede pensarse
como un grafo mixto G = (V,E,A) donde A es vac´ıo (resp. E es vac´ıo).
As´ı, dado un grafo mixto G = (V,E,A), para todo v ∈ V definimos como grado de
6 1. Introduccio´n
v y lo notamos δ(v) al nu´mero de aristas de E incidentes en v. Tambie´n definimos grado
de entrada de v, denotado δ−(v), como el nu´mero de arcos de A que tienen a v como su
ve´rtice final y grado de salida de v, denotado δ+(v), como el nu´mero de arcos de A que
tienen a v como su nodo inicial. Tambie´n, para todo v ∈ V definimos Γ−(v) (resp. Γ+(v))
al conjunto de arcos tales que v es su extremo final (resp. extremo inicial).
Se llama camino en un grafo (resp. digrafo) a una secuencia de ve´rtices tal que existe
una arista (resp. un arco) entre cada ve´rtice y el siguiente. Se dice que dos ve´rtices esta´n
conectados si existe un camino que comience en uno y termine en otro, de lo contrario
estara´n desconectados. Dos ve´rtices pueden estar conectados por varios caminos. Un grafo
G es conexo si para todo par de ve´rtices distintos v y w de G existe un camino de v a w.
Un digrafo es conexo si su grafo subyacente lo es. Un ciclo o circuito es un camino cuyo
ve´rtice inicial y final son el mismo.
Un ciclo euleriano es aquel que contiene todas las aristas de un grafo exactamente
una vez. Un grafo o digrafo que contiene un circuito euleriano se dice que e´l mismo es
euleriano.
Con estas definiciones, el Teorema de Euler puede enunciarse formalmente de la si-
guiente manera:
Teorema: Sea un grafo o multigrafo G = (V,E). Entonces, G es euleriano si y so´lo si
G es conexo y δ(v) es par, para todo v ∈ V .
Tenemos tambie´n una caracterizacio´n similar para digrafos eulerianos:
Teorema: Sea un digrafo o multidigrafo G = (V,A). Entonces, G es euleriano si y so´lo
si G es conexo y δ+(v) = δ−(v) para todo v ∈ V .
Muchas otras aplicaciones requieren de circuitos que so´lo garanticen pasar por todos
los ve´rtices del grafo. Un ciclo hamiltoniano es aquel que pasa por todos los ve´rtices de
un grafo exactamente una vez. Tambie´n en este caso, un grafo o digrafo que contiene un
circuito hamiltoniano se dice que e´l mismo es hamiltoniano. Sin embargo, a diferencia del
caso euleriano, no se conocen caracterizaciones sencillas de los grafos hamiltonianos.
Tal como en el caso de los puentes de Konigsberg, los recorridos de los camiones
recolectores de residuos de la ciudad de Concordia pueden interpretarse como recorridos
en un grafo cuyos ve´rtices son las esquinas de la zona y las aristas o arcos, las cuadras.
Dependiendo de las restricciones de circulacio´n, la ciudad se modelara´ con un grafo, un
digrafo o un grafo mixto. Esto grafos en general no sera´n eulerianos, como veremos ma´s
adelante. Esto nos lleva al problema de optimizacio´n asociado en el cual nos preguntamos
co´mo recorrer todas las cuadras de manera que las cuadras adicionales necesarias para
realizar el circuito sumen lo menos posible.
A este problema de optimizacio´n se lo denomina Problema del Cartero Chino y tendra´
diferentes caracter´ısticas dependiendo de que se trate de un grafo dirigido, no dirigido
o mixto. En todas las variantes tenemos una funcio´n costo (que puede estar medido en
distancia, tiempo o cualquier otro atributo) asociado a cada arco o arista. Para simplificar
la presentacio´n formal de los mismos, empezaremos definiendo el caso mixto.
Problema del Cartero Chino Mixto.
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Dado un grafo mixto G = (V,E,A) y una funcio´n de costos sobre cada uno de los
elementos de E y A, determinar un circuito de G que contiene toda arista y arco de G al
menos una vez y tal que la suma de los costos de las aristas utilizadas sea mı´nimo.
El Problema de Cartero Chino planteado originalmente [6] corresponde al caso no
dirigido, esto es, a las instancias del problema anterior para las cuales A es vac´ıo. El
denominado Problema de Cartero Chino Dirigido, corresponde a las instancias para las
cuales E es vac´ıo.
A diferencia del caso no dirigido, los casos dirigido o mixto pueden no tener solucio´n.
Para que exista un circuito euleriano el grafo debe ser fuertemente conexo (para cada par
de ve´rtices u y v existe un camino de u hacia v y un camino de v hacia u).
Los grafos asociados a las zonas de recoleccio´n suelen presentar el problema de no ser
fuertemente conexos. Basta con pensar en una esquina a´ngulo de la zona en la cual con-
fluyan dos cuadras con direcciones que ambas llegan o salen de esa esquina. En esos casos,
no tendremos mas remedio que utilizar cuadras aledan˜as a la zona, que sera´n recorridas
no para realizar la recoleccio´n de residuos en ellas sino para poder seguir circulando sobre
la zona a recorrer. (ver figura 1.4).
Fig. 1.4: Zona de recoleccio´n no fuertemente conexa.
En ese caso, deberemos considerar un grafo extendido que incluya esquinas y cuadras
aledan˜as a la zona por las cuales el circuito puede pasar (a diferencia de las cuadras de la
zona por las cuales debe pasar).
Esta situacio´n corresponde al denominado Problema del Cartero Rural, que se enuncia
a continuacio´n:
El Problema del Cartero Rural
Dado un grafo mixto G = (V,E,A), R ⊆ E ∪ A y una funcio´n costo sobre E ∪ A,
determinar un circuito que pase por todos los elemento de R al menos una vez y tenga
costo mı´nimo.
Ma´s alla´ de que algunos casos pra´cticos requieren servir todos los arcos de la red, la
mayor´ıa de las aplicaciones de la vida real son modeladas como un problema del cartero
rural.
Es interesante tener en cuenta que, au´n en caso de que el problema del Cartero Chino
Mixto sea factible en el subgrafo correspondiente a los arcos obligados a ser recorridos,
muchas veces permitir que se usen arcos no obligatorios baja el costo del circuito.
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A pesar de la similitud en el enunciado de estos problemas, cada uno de ellos presenta
caracter´ısticas muy espec´ıficas que se reflejan en la dificultad y estrategias de resolucio´n.
Claramente, en todos los casos, si el grafo cuyas aristas queremos recorrer es euleriano, el
problema de optimizacio´n es trivial ya que el costo del circuito o´ptimo sera´ la suma de las
aristas a recorrer.
Esto no sucede en el caso de los circuitos hamiltonianos. Si el grafo es hamiltoniano,
existen muchas formas de recorrer sus ve´rtices (distintos o´rdenes) y cada uno de ellos
tendra´ un costo asociado al costo de las aristas que se utilicen. Esto da lugar a otro cla´sico
problema de optimizacio´n asociado a recorridos en grafos que se denomina Problema del
Viajante de Comercio y que mencionaremos como TSP.
Problema del Viajante de Comercio (TSP)
Dado un grafo mixto hamiltoniano G = (V,E,A) y una funcio´n costo sobre E ∪ A,
determinar un circuito hamiltoniano de G de costo mı´nimo.
El TSP es uno de los problemas ma´s duros de resolver en el a´rea. En la pro´xima
seccio´n formalizaremos este tipo de conceptos asociados a la complejidad computacional
de problemas.
1.4. Complejidad Computacional de problemas
La Teor´ıa de la Complejidad Computacional se centra en la clasificacio´n de los proble-
mas de acuerdo a la dificultad de su resolucio´n.
Para poder referirnos a conceptos como problemas dif´ıciles o problemas de dificultad
equivalentes, es necesario comprender alguna nociones ba´sicas de esta teor´ıa ([8], [19]).
En primer lugar, la Teor´ıa de Complejidad Computacional se desarrolla sobre los pro-
blemas de decisio´n. Un problema de decisio´n es aquel en donde las respuestas posibles son
si o no. El problema se define entonces a partir de un conjunto posible de entradas (I) y
una pregunta. El problema de decidir si un nu´mero entero es mu´ltiplo de otro puede ser
plateado como un problema de decisio´n de la siguiente manera:
ENTRADA: a, b par ordenado de nu´meros enteros.
PREGUNTA: ¿Es a mu´ltiplo de b?
En este caso, el conjunto de entradas I es el de todos los pares ordenados de nu´meros
enteros. Se llama instancia de un problema al problema resultante al elegir una entrada
particular dentro de I. Por ejemplo, una instancia del problema anterior ser´ıa: Dados a=4
y b=2, ¿es 4 mu´ltiplo 2?.
Un algoritmo A para aun problema Π puede definirse como una lista de instrucciones
elementales bien definidas que toman una entrada (de un conjunto de entradas I) y even-
tualmente produce una salida (perteneciente a un conjunto de salida O). El tiempo de
ejecucio´n de A es una funcio´n fA : N→ N donde fA(i) es el nu´mero ma´ximo de instruccio-
nes elementales necesarias para procesar una entrada de taman˜o i. Debido a la dificultad
para calcular la funcio´n fA, decimos que fA es del orden de g, donde g : N → N, y lo
denotamos fA = O(g), si existe una constante C ∈ R y una constante N ∈ N tal que
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fA(n) ≤ Cg(n) ∀n ∈ N, n > N . Si fA = O(g) decimos que el tiempo de ejecucio´n es O(g).
Si g es una funcio´n lineal, polinomial o exponencial, decimos que A es un algoritmo lineal,
polinomial o exponencial respectivamente.
El orden de un algoritmo se usa como medida de su eficiencia. Un algoritmo es consi-
derado eficiente so´lo en el caso que sea polinomial.
Dado un problema de decisio´n Π, decimos que A es un algoritmo para Π, si A toma
como entrada al conjunto de instancias de Π y produce como salida si para las entradas
pertenecientes al conjunto de instancias si y no para las pertenecientes al conjunto de
instancias no.
Decimos que un problema Π es polinomial si existe un algoritmo polinomial A para Π.
Llamamos P al conjunto de todos los problemas de decisio´n polinomiales.
Decimos que un problema pertenece a la clase NP si las instancias en donde la res-
puesta es si pueden ser certificadas en tiempo polinomial. Por ejemplo, no se conocen
algoritmos polinomiales que permitan resolver el problema de reconocimiento de grafos
hamiltonianos. Sin embargo, toda instancia de respuesta si, esto es, todo grafo que s´ı es
hamiltoniano, tiene como certificado de su condicio´n un orden de recorrido de los nodos.
Para verificar la validez de ese certificado, basta confirmar que el grafo contiene un cir-
cuito que recorre sus ve´rtices en ese orden. Y esta verificacio´n puede hacerse en tiempo
polinomial. De esta manera, el problema de reconocimiento de grafos hamiltonianos esta´
en la clase NP, aunque no se sabe si esta´ en P. Claramente, todo problema en P tambie´n
esta´ en NP ya que el algoritmo de certificacio´n polinomial es el mismo que resuelve el
problema y por lo tanto P ⊂ NP. ¿Sera´ posible que P = NP?
Uno de los Problemas de Milenio1 consiste en demostrar lo que la comunidad cient´ıfica
da por cierto desde hace muchos an˜os y es que P 6= NP. Esto es, que hay problemas para
los cuales no existir´ıa un algoritmo polinomial que lo resuelva. O sea, que hay problemas
ma´s dif´ıciles que otros. Para comparar dificultades de problemas se utilizan las reducciones.
Un problema Π es reducible a un problema Π′ si existe un algoritmo que transforma
cada instancia de Π en una instancia de Π′ tal que la instancia de Π tiene respuesta si si y
solo si su correspondiente instancia en Π′ tiene respuesta si. Si el algoritmo de reduccio´n
es polinomial se dice que Π se reduce polinomialmente a Π′. Claramente, si Π′ ∈ P, Π
tambie´n esta´ en P. En general, Π′ es al menos tan dif´ıcil como Π.
Decimos que Π es NP-completo si Π ∈ NP y todo problema de NP es polinomial-
mente reducible a Π. Por lo dicho anteriormente, si existiera un problema NP-completo
que estuviera en P, todos los problemas de NP estar´ıan en P y NP coincidir´ıa con P. As´ı,
el problema del milenio mencionado anteriormente podr´ıa reformularse como demostrar
que ningu´n problema NP-completo puede ser resuelto polinomialmente lo cual considera
a los problemas NP-completos como los problemas de la clase NP ma´s duros de resolver.
La mayor´ıa de las aplicaciones nos llevan a problemas que no son problemas de decisio´n
sino a problemas de optimizacio´n ya que la solucio´n buscada esta´ asociada al ma´ximo o
al mı´nimo de una cierta funcio´n objetivo.
Un problema de optimizacio´n puede ser representado de la siguiente forma: dada una
funcio´n f : X → R donde X es un conjunto de nu´meros reales, se intenta encontrar un
1 https://es.wikipedia.org/wiki/Problemas_del_milenio
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elemento x0 ∈ X tal que f(x0) ≤ f(x) ∀x ∈ X (problema de minimizacio´n) o tal que
f(x0) ≥ f(x) ∀x ∈ X (problema de maximizacio´n).
Al no ser problemas de decisio´n, en principio no se pueden clasificar como P o NP,
sin embargo un problema de optimizacio´n puede ser fa´cilmente transformado en uno de
decisio´n respondiendo a la siguiente pregunta: dado x0 ∈ R, ¿existe x ∈ X tal que f(x) ≤
x0 (minimizacio´n) o f(x) ≥ x0 (maximizacio´n)?, donde x0 pasa a formar parte de la
instancia del problema de decisio´n.
No es dif´ıcil probar que existe un algoritmo polinomial que resuelve el problema de
optimizacio´n si y so´lo si existe un algoritmo polinomial que resuelve el problema de deci-
sio´n asociado. Cuando el problema de decisio´n asociado es NP-completo, decimos que el
problema de optimizacio´n es NP-dif´ıcil.
En 1965, Edmonds[5] presento´ un algoritmo polinomial para resolver el problema del
Cartero Chino no dirigido, basado en el algoritmo para encontrar todos los caminos mı´ni-
mos en un grafo enunciado por Floyd[7] y Warshal[21].
Si el grafo de entrada para el problema del Cartero Chino es dirigido, el problema
puede ser reducido a un problema de flujo mı´nimo en redes[6].
De esta manera, tanto el caso dirigido como el no dirigido resultan ser problemas
polinomiales.
A diferencia del Cartero Chino dirigido y no dirigido, no se conocen algoritmos poli-
nomiales que resuelvan el Problema del Cartero Chino mixto. Ma´s au´n, Papadimitrou[8]
demostro´ que el problema es NP-dif´ıcil.
Tal como lo hemos mencionado, el disen˜o de recorridos o´ptimos para las zonas de
recoleccio´n de residuos del Municipio de Concordia corresponden a instancias del Problema
de Cartero Rural. En este caso, tanto el caso dirigido como no dirigido son NP-dif´ıciles
[14].
La Programacio´n Lineal Entera es la herramienta que se ha consolidado como la ma´s
eficiente a la hora de resolver con optimalidad grandes instancias de problemas NP-
dif´ıciles. En la pro´xima seccio´n se presentan formalmente las definiciones y resultados
preliminares asociados a esta rama de la optimizacio´n.
1.5. Programacio´n Lineal Entera y problemas NP-dif´ıciles
Se denomina Programacio´n Lineal al problema de optimizacio´n donde la funcio´n ob-
jetivo es una funcio´n lineal en Rn y el dominio X ⊂ Rn de optimizacio´n se define co-
mo el conjunto solucio´n de un nu´mero finito de desigualdades lineales que llamaremos
restricciones[4]. Cada restriccio´n define un subespacio de Rn y el conjunto X de soluciones
factibles, interseccio´n de estos subespacios, es lo que geome´tricamente se define como un
poliedro de Rn.
Como disciplina matema´tica, la Programacio´n Lineal es bastante joven. Sus inicios se
remontan al an˜o 1947, cuando G. B Dantzig disen˜a el me´todo Simplex para la resolucio´n de
instancias de programacio´n lineal asociadas a problemas de planeamiento de la fuerza ae´rea
norteamericana. Ba´sicamente, este me´todo avanza en el poliedro de soluciones factibles
desde un punto extremo hasta otro adyacente, de tal manera que el valor de la funcio´n
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objetivo aumente, o en el peor de los casos, permanezca igual.
Lo que siguio´ al an˜o 1947 fue un per´ıodo de ra´pido desarrollo en esta nueva disciplina.
Pronto se hizo evidente que una amplia gama de problemas aparentemente no relaciona-
dos, asociados a la gestio´n de la produccio´n, pod´ıan ser modelados como instancias de
Programacio´n Lineal y, ma´s importante aun, resueltos haciendo uso del me´todo Simplex.
Tales problemas hab´ıan sido tradicionalmente abordados mediante un enfoque de prueba
y error guiado u´nicamente por la experiencia y la intuicio´n. El uso de la Programacio´n
Lineal provoco´, en la mayor´ıa de los casos, un aumento considerable en la eficiencia de
toda la operacio´n, mejora que hasta entonces iba exclusivamente de la mano de avances
tecnolo´gicos.
Como el ca´lculo desarrollado en el siglo XVII a partir de la necesidad de resolver los
problemas de la meca´nica, la Programacio´n Lineal fue desarrollada en el siglo XX a partir
de la necesidad de resolver problemas de gestio´n. Sin embargo, otras profundas influencias
estimularon la evolucio´n del nuevo campo desde sus inicios. La economı´a fue una de ellas:
ya en 1947, TC Koopmans comenzo´ sen˜alando que la Programacio´n Lineal proporciona un
excelente marco para el ana´lisis de las teor´ıas econo´micas cla´sicas. Y fue el 14 de octubre
de 1975, la fecha en la que la Academia Real Sueca de Ciencias otorgo´ el Premio Nobel
de la Ciencia Econo´mica para T. C. Koopmans y L. V. Kantorovich por su trabajo en la
teor´ıa de la asignacio´n o´ptima de recursos.
Ahora, ¿es el me´todo Simplex un algoritmo eficiente para resolver problemas de Pro-
gramacio´n Lineal? En general s´ı aunque en algunos casos puede darse lo contrario. Como
se dijo, el me´todo recorre los puntos extremos de un poliedro y el nu´mero de estos puede
llegar a ser exponencial en el taman˜o del problema. As´ı, en 1972, V. Klee y G. Minty[13]
desarrollaron un problema lineal de n variables para el cual Simplex deber´ıa examinar
cada uno de los ve´rtices extremos del poliedro que resulta ser un nu´mero exponencial.
Queda preguntarse: ¿es la Programacio´n Lineal un problema polinomial?, es decir,
¿existe algu´n algoritmo que siempre resuelva un programa lineal en tiempo polinomial?
La respuesta es si ya que, en el an˜o 1979, L.G. Khachiyan [12] presento´ el algoritmo del
elipsoide para resolver problemas de programacio´n lineal, y demostro´ que es un algoritmo
polinomial. El algoritmo del elipsoide es iterativo y, en principio, se aplica a un problema
del siguiente tipo: dado un conjunto de desigualdades lineales del tipo Ax ≤ b, ¿tiene una
solucio´n?. En cada iteracio´n se construye un elipsoide que contiene siempre una solucio´n
del problema anterior (si la hay). El elipsoide construido en cada iteracio´n es siempre
“ma´s pequen˜o” que el anterior, de manera que, despue´s de un determinado nu´mero de
iteraciones se encuentra una solucio´n o se concluye que tal solucio´n no existe.
Luego, en 1984, N. Karmarkar[11] propuso un nuevo enfoque para resolver problemas
de Programacio´n Lineal, basado en un algoritmo que sigue trayectorias en el interior del
conjunto convexo de soluciones factibles. Este fue llamado me´todo de punto interior y en
lugar de avanzar de un punto extremo a otro por los bordes del conjunto convexo, hasta
alcanzar la solucio´n o´ptima (si existe), excava por el interior del conjunto para determinar
una solucio´n o´ptima.
Dado que estos u´ltimos dos me´todos presentados no esta´n restringidos a la direccio´n
de los bordes ni a sus longitudes, es razonable suponer que podr´ıan ser significativamente
ma´s ra´pidos que el me´todo Simplex. A pesar de esto y del ejemplo presentado por Klee
y Minty, el algoritmo Simplex resulta ser muy eficiente en la pra´ctica. Se sabe que la
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complejidad promedio para resolver un Programa Lineal crece en forma lineal en el nu´mero
de restricciones y en forma logar´ıtmica en el nu´mero de variables.
Despue´s de 70 an˜os de su nacimiento, acompan˜ado del gran avance que se logro´ en
los u´ltimos 20 an˜os en cuanto a performance, el me´todo Simplex es el algoritmo base
en la mayor´ıa de programas de resolucio´n (o solvers, como se los llama habitualmente)
de instancias de Programacio´n Lineal. Para instancias muy grandes, algunas de estas
herramientas de optimizacio´n incluyen la opcio´n de mezclar el algoritmo Simplex con
te´cnicas provenientes de los algoritmos de puntos interiores. Entre los solvers de PL mas
populares podemos nombrar a CPLEX[10], XPRESS2, SOPLEX3 y GLPK4.
Hoy en d´ıa, y mediante el uso de alguno de los solvers antes nombrados, se resuelven
instancias de programacio´n lineal con miles de variables y miles de restricciones en pocos
minutos5.
La Programacio´n Lineal Entera (PLE) es un problema de optimizacio´n con las mismas
caracter´ısticas de la Programacio´n Lineal pero con la restriccio´n adicional de que las









aijxj ≤ bi, i = 1, . . . ,m
xj ∈ N+, j = 1, . . . , n
La PLE nos permite modelar muchas ma´s situaciones que la Programacio´n Lineal. De
hecho, gran parte de los problemas de Optimizacio´n Combinatoria pueden modelarse como
instancias de Programacio´n Lineal Entera[22]. Sin embargo, la resolucio´n de los problemas
sera´ mucho ma´s costosa ya que, mientras que la Programacio´n Lineal esta´ en la clase P,
la PLE es NP-dif´ıcil.
Una relajacio´n lineal de un problema de PLE es un problema lineal tal que el conjunto
de soluciones enteras de su dominio es igual al conjunto de soluciones enteras del problema
de PLE. En particular, el problema lineal que se obtiene al eliminar las restricciones que
fuerzan a las variables a ser enteras, es una relacio´n lineal. Claramente, el valor o´ptimo
de la relajacio´n lineal sera´ una cota del valor o´ptimo del problema entero. Un problema
de PLE puede tener muchas relajaciones lineales y una relajacio´n se considera mejor que
otra si la cota que provee es ma´s ajustada. Una relajacio´n lineal puede ser mejorada con la
adicio´n de nuevas desigualdades lineales, va´lidas para todas las soluciones enteras pero que
no son satisfechas por todas las soluciones de la relajacio´n anterior. Estas desigualdades
se denominan cortes.
La te´cnica ma´s eficiente para la resolucio´n de instancias de PLE es la denominada
2 FICO Xpress-Optimizer. http://www.fico.com/en/products/fico-xpress-optimization-suite
3 The Sequential object-oriented simPlex. soplex.zib.de/
4 GNU Linear Programming Kit. www.gnu.org/software/glpk/glpk.html
5 http://plato.asu.edu/ftp/lpsimp.html
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ramificacio´n y corte [15].
En este me´todo se resuelven varias relajaciones del problema donde los cortes se utilizan
para la obtencio´n de mejores cotas. La ramificacio´n es una particio´n sucesiva del dominio
en subdominios ma´s pequen˜os donde se supone que la resolucio´n del problema es ma´s
sencilla. Las buenas cotas sirven para descartar zonas del dominio donde seguramente no
estara´ la solucio´n o´ptima y hacer que el a´rbol de particionamiento sea ma´s pequen˜o.
Existe al d´ıa de hoy una gran variedad de solvers de PLE de propo´sito general con un
alto nivel de madurez (e.g., CPLEX[10], Gurobi6, SCIP7). Si bien actualmente es posible
resolver instancias de problemas que hasta hace unos an˜os parec´ıan inalcanzables, este
tipo de algoritmos sigue encontrando limitaciones al intentar resolver instancias reales,
que suelen ser de gran escala.
En los algoritmos para la resolucio´n de PLE, a diferencia del caso de la Programacio´n
Lineal, no podemos hablar de un comportamiento promedio en te´rminos del taman˜o de la
entrada. La dificultad de resolucio´n de una instancia depende fuertemente de su estructura.
As´ı, se puede encontrar que un solver capaz de resolver instancias realmente grandes, no
sea capaz de obtener una solucio´n o´ptima sobre instancias con una estructura combinatoria
particular, relativamente pequen˜as.
Esto ha llevado al disen˜o de solvers espec´ıficos para problemas particulares de Opti-
mizacio´n Combinatoria, basados tambie´n en las te´cnicas generales para la PLE pero que
utilizan la estructura particular del problema a resolver. De esta manera, estos solvers
espec´ıficos logran resolver instancias muchos ma´s grandes de este problema espec´ıfico que
las que resolver´ıa un solver de PLE general.
Tal es el caso del software Concorde[1] para el TSP. Concorde es un programa realizado
por David Applegate, Robert Bixby, Vasek Chvatal y William Cook en el Instituto de
Tecnolog´ıa de Georgia (Georgia Institute of Technology) que permite resolver instancias
del TSP en forma exacta mediante programacio´n lineal entera. Para eso se le adjunta un
paquete para resolver problemas de PLE como Cplex o QSOpt (de libre uso y desarrollado
por los mismos autores). Puede resolver instancias de hasta 1000 elementos en forma
eficiente.
Para la resolucio´n de los problemas de PLE que surgen a lo largo de esta tesis, se hizo
uso del solvers general de PLE, CPLEX[10] de la empresa IBM.
Tambie´n, para la resolucio´n del problema planteado en el cap´ıtulo 5, utilizamos el
software Concorde.
1.6. Estructura de la tesis
Tal como se menciono´, el objetivo de esta tesis es disen˜ar e implementar algoritmos
basados en programacio´n lineal entera para optimizar los recorridos de los camiones de
recoleccio´n de residuos en el Municipio de Concordia.
Para ellos nos planteamos los siguientes objetivos espec´ıficos:
Hacer uso de los sistemas de informacio´n geogra´fica disponibles, para la correcta
6 GUROBI Optimizer. www.gurobi.com/
7 Solving Constraint Integer Programs. http://scip.zib.de/
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creacio´n y manipulacio´n de instancias del problema correspondientes a las zonas de
recoleccio´n.
Proponer diferentes modelos para las distintas situaciones que se plantean en las
diferentes zonas de la ciudad donde se realiza la recoleccio´n de residuos.
Implementar y evaluar la performance de diferentes algoritmos con el fin de utilizar
el mas adecuado.
Desarrollar una herramienta para la toma de decisiones que integre tanto la creacio´n
y modelizacio´n de cada una de las instancias como el uso de los algoritmos nombrados
en el item anterior.
Integrar los conocimientos relacionados con los items anteriores en una solucio´n que
implique una mejora en la eleccio´n de los recorridos de los veh´ıculos encargados de
la recoleccio´n de residuos en Concordia.
Finalmente, la tesis que se presenta a continuacio´n esta´ estructurada de la siguiente
forma:
Cap´ıtulo Construccio´n de instancias. Se muestra como se generan los grafos que
representan las distintas zonas en base a la informacio´n obtenida de un servidor de infor-
macio´n geogra´fica.
Cap´ıtulo Modelos de PLE y su resolucio´n. Se desarrolla como, una vez obteni-
dos los grafos que representan las zonas de recoleccio´n, se obtienen recorridos eulerianos
mı´nimos (en cantidad de kilo´metros) para cada uno de ellos.
Cap´ıtulo Construccio´n de soluciones para la Municipalidad de Concordia.
Se presentan los diferentes formatos utilizados para la representacio´n de los resultados y
una herramienta desarrollada para el fa´cil acceso a estos por parte del personal del ente
encargado de la recoleccio´n.
Cap´ıtulo Minimizando cantidad de giros en los recorridos. Se propone un me´to-
do para manipular los recorridos o´ptimos obtenidos con el fin de minimizar la cantidad de
giros que estos realizan en las esquinas.
Cap´ıtulo Detalles de la implementacio´n. Se explican en detalle los algoritmos
implementados.
Cap´ıtulo Experiencias computacionales y resultados. Se comparten los resultados
obtenidos al correr los diferentes algoritmos propuestos en cada una de las instancias
correspondientes a las zonas de recoleccio´n.
Cap´ıtulo Conclusiones y pro´ximos pasos. Se enuncian las conclusiones obtenidas
del trabajo realizado y se sen˜alan posibles pro´ximos pasos.




Tal como fue mencionado en la Introduccio´n, el problema de disen˜o de los circuitos de
recoleccio´n de residuos de la ciudad de Concordia sera´ abordado como instancias particu-
lares del Problema del Cartero Rural. A tal efecto, cada zona de recoleccio´n y sus cuadras
aledan˜as debera´n ser modeladas por un grafo, y sus aristas (las cuadras) tener un costo
asociado (la distancia).
Esta etapa de modelado requiere en primer lugar un proceso de obtencio´n de la infor-
macio´n cartogra´fica digital asociada a cada una de las zonas de recoleccio´n con las que
trabajamos y el pre-procesamiento realizado sobre la misma.
Posteriormente, a partir de esta informacio´n, se define la estructura de datos utilizada
para mantener la informacio´n de cada una de las instancias del problema.
2.1. Sistemas de Informacio´n Geogra´fica
Un sistema de informacio´n geogra´fica (GIS) es cualquier sistema de informacio´n que
permite la organizacio´n, almacenamiento, manipulacio´n, ana´lisis y modelizacio´n de grandes
cantidades de datos procedentes del mundo real que esta´n vinculados a una referencia
espacial.
Los GIS se presentan en forma de herramientas que permiten a los usuarios crear
consultas interactivas, analizar la informacio´n espacial, editar datos, mapas y presentar
los resultados de todas estas operaciones.
En la web podemos encontrar un buen nu´mero de servicios de geolocalizacio´n donde
algunos de los ma´s conocidos son Google Maps o Microsoft Bing Maps. Ambos servicios
ofrecen gran cantidad de informacio´n y esta´n presentes en innumerables pa´ginas web y
aplicaciones, sin embargo, ofrecen un acceso muy restringido a la informacio´n haciendo
imposible su almacenamiento y manipulacio´n. Esto hace que se utilicen alternativas libres
y abiertas. Un proyecto que cada d´ıa tiene ma´s fuerza en este a´mbito es OpenStreetMap.
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OpenStreetMap1 es un proyecto colaborativo para crear mapas libres y editables. Con
una infraestructura que actualmente se aloja en la University College de Londres, el pro-
yecto ofrece a los usuarios un GIS en constante crecimiento que es de libre acceso y que,
adema´s, cuenta con un juego de APIs sin restricciones, para facilitar su integracio´n en
todo tipo de servicios.
En la figura 2.1 podemos ver una imagen correspondiente a un pequen˜o fragmento del
mapa de Concordia brindado por el Municipio y, de fondo, la herramienta que ofrece la
pagina del proyecto para la seleccio´n y de un a´rea sobre el mapa (aplicada en este caso a
una de las zonas del mapa de la SHU).
Fig. 2.1: Zona de recoleccio´n en el mapa brindado por la SHU y su a´rea correspondiente en OpenS-
treetMap
Una vez seleccionada la zona, la informacio´n de la misma se exporta a un archivo en
formato OSM.
Un archivo OSM es un archivo XML2 que, ba´sicamente, consiste en una lista de ins-
tancias de las primitivas de datos node y way.
Las instancias de node consisten en un simple punto en el espacio definido por su
latitud, longitud y un identificador u´nico y con ellas se puede representar elementos como
un sema´foro, una escuela o un radar. En este proyecto se utilizan para la representacio´n
de los puntos formados por la interseccio´n de dos calles, es decir, las esquinas.
1 http://www.openstreetmap.org/
2 Lenguaje de marcas desarrollado por el World Wide Web Consortium (W3C) utilizado para almacenar
datos en forma legible.
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Las instancias de way se utilizan para la representacio´n de una o varias calles adya-
centes y contienen una lista ordenada de nodes que representan las esquinas por la que
esta´ compuesto dicho segmento. Para mayores precisiones sobre los detalles te´cnicos, ver
Seccio´n 6.1.
El formato de la herramienta para exportar datos de OpenStreetMap, requiere seleccio-
nar un a´rea ma´s amplia que la estrictamente necesaria para representar una determinada
zona de recoleccio´n. Esto se ve a la izquierda de la figura 2.2, donde al abrir el archivo OSM
asociado a la zona con nu´mero 17 en el mapa, con el editor de datos cartogra´ficos JOSM
(Java OpenStreetMap Editor)3, vemos que el archivo contiene muchos datos que esta´n
fuera de los l´ımites de la zona en cuestio´n. Estos datos superfluos debera´n ser descartados
en un proceso de edicio´n que se realiza manualmente.
Para esta edicio´n se utiliza el editor antes nombrado, JOSM, ya que permite identificar
fa´cilmente los elementos correspondientes a las instancias de node y way del archivo OSM,
haciendo mas fa´cil la creacio´n, modificacio´n y eliminacio´n de estos objetos.
A la derecha de la figura 2.2 se puede ver la representacio´n cartogra´fica de los datos
de la zona luego del proceso de edicio´n.
Fig. 2.2: Antes y despue´s de la edicio´n del archivo OSM correspondiente a la zona antes exportada.
2.2. Manejo de fallas del mapa
Como es usual en este tipo de base de datos formadas de manera colaborativa y que
contienen informacio´n de la realidad, existen fallas en el mapa.
Se verificaron muchas de las calles, especialmente las que se encuentran en los reco-
rridos de recoleccio´n con los que tratamos. Para eso se comparo´ con otras bases de datos
cartogra´ficas como por ejemplo, las antes nombradas, Google 4 y Microsoft 5.
Para comprobar sentidos de las calles se utilizaron las fotos que provee el servicio de
Google, donde se pueden ver los autos y a partir de ellos identificar el sentido.
3 Editor para los datos obtenidos del sitio de OpenStreetMap, https://josm.openstreetmap.de
4 maps.google.com
5 maps.bing.com
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2.3. Zonas extendidas
Tal como fue mencionado en la introduccio´n, en algunos casos puede ser ma´s efectivo
tomar una cuadra exterior a la zona que se esta´ recorriendo, en lugar de mantener el
recorrido siempre dentro de esta. En general, estos casos se dan en zonas con muchas
cuadras de una sola mano, en los que para llegar a una esquina es necesario realizar
muchas vueltas. Estas se podr´ıan evitar al tomar una calle fuera la zona. En otros casos,
como el de la figura 2.3, sin el uso de una cuadra exterior a la zona, estar´ıamos ante una
zona sobre la cual no ser´ıa posible hallar un recorrido. Imaginemos al momento de realizar
un recorrido sobre el a´rea representada en el mapa de la izquierda, una vez que se llegue
a la esquina resaltada, ya sea por 3 de Febrero o Lamadrid, no es posible salir de ella por
el sentido de sus calles incidentes.
Fig. 2.3: Zona sin extensio´n y parte de la zona extendida asociada.
Teniendo en cuenta los casos recie´n nombrados, por cada zona de recoleccio´n creamos
dos mapas digitales relacionados. Uno que se adapta de forma perfecta a la zona y otro que
mantiene cierto borde sobre ella, es decir, un mapa que representa una zona extendida. El
primero, se obtiene mediante el proceso que se describio´ en las ultimas dos secciones y el
segundo sigue el mismo proceso excepto al momento de la edicio´n, cuando no se descartan
todos los datos que esta´n fuera de los l´ımites de la zona.
De esta manera se hace posible identificar ciertas cuadras como opcionales, es decir,
cuadras sobre las cuales no es necesario realizar la recoleccio´n, pero que pueden usarse
para reducir el costo del recorrido o para hacer posible encontrar un recorrido para la
zona. A estas se las llama calle o cuadra extendida.
2.4. Del mapa a una instancia del Problema del Cartero Rural
Tal como se menciono´, las zonas a recorrer se modelan con un grafo. Para cada una
de las zonas se utilizo´ un grafo mixto G = (V,E,A) que se construye a partir de los datos
que se encuentran en los archivos OSM correspondientes a la zona que coincide de manera
perfecta con el a´rea descripta en el mapa f´ısico y a la zona extendida.
El conjunto V se construye a partir de las instancias nodes asociadas a una esquina,
as´ı cada elemento en V se corresponde a una instancia de este tipo de datos con dicha
caracter´ıstica. Por cada nodo se guarda la informacio´n de su instancia de node asociada,
un identificador u´nico e informacio´n sobre la latitud y longitud del punto que representa
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en el mapa.
Los conjuntos E y A se construyen a partir de las instancias ways. Ma´s espec´ıficamen-
te, cada elemento de E se corresponde a una instancia de way, siempre que esta represente
una calle con sentido estricto de circulacio´n. Por otro lado, cada elemento de A se corres-
ponde a una instancia de way, siempre que esta represente una calle con doble sentido de
circulacio´n. Por cada arco o arista se almacena un identificador u´nico de calle, su nombre,
los identificadores de sus nodos inicio y final, la cantidad de manos que posee, su sentido
de circulacio´n (simple o doble), su longitud, si se trata de una calle sin salida y si es una
calle extendida.
La mayor´ıa de los datos asociados a los elementos de los conjuntos V , E, A, se pueden
obtener de manera directa o muy simple, a partir de la informacio´n disponible en los
archivos OSM.
Para los detalles acerca de co´mo se crean estos grafos y co´mo se determinan estos
valores, ver el Cap´ıtulo 6.
Una vez obtenido el grafo a partir del archivo OMS, se realiza un pre-procesamiento
asociado a las restricciones del sistema de recoleccio´n. En particular, como las calles sin
salida no se recorren, se eliminan los arcos y aristas que poseen un ve´rtice extremo con
grado 1.
Adema´s, conocemos las esquinas en las que los camiones inician y terminan el recorrido
de la zona y nunca coinciden. En consecuencia, el recorrido buscado es un camino euleriano.
Sin embargo, el agregar al grafo un arco de costo nulo que vaya del ve´rtice asociado a la
esquina final al nodo asociado a la esquina inicial, nos permite modelarlo como circuito.
Ma´s adelante veremos co´mo es que este arco ficticio lo hace posible.
Te´cnicamente, sea G = (V,E,A) el grafo que representa una determinada zona de
recoleccio´n y vinicio, vfin ∈ V , los nodos asociados a las esquinas donde se comienza y
finaliza el recorrido, se agrega al conjunto de arcos, A, el elemento (vfin, vinicio), llamado
arco ficticio.
Finalmente, una instancia del Problema del Cartero Rural requiere de una funcio´n
costo asociada a arcos y aristas del grafo. Definimos la funcio´n costo c : E∪A→ R donde,
si (vi, vj) ∈ E ∪A, c((vi, vj)) retorna el dato distancia de la calle formada por las esquinas
asociadas a los ve´rtices vi y vj , siempre que (vi,vj) sea diferente a (vfin, vinicio), es decir,
siempre que no se trate del arco ficticio. En este ultimo caso, la distancia asociada es 0,
es decir c((vfin, vinicio)) = 0.
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Cap´ıtulo 3
Modelos de Programacio´n Lineal Entera y su resolucio´n
3.1. Modelo Inicial
Tal como fue mencionado, la obtencio´n de recorridos mı´nimos en kilo´metros realizados
para cada una de las zonas de recoleccio´n de residuos de la ciudad de Concordia fue
planteada como la resolucio´n de una instancia del Problema del Cartero Rural (construidas
en el Cap´ıtulo 2).
Tambie´n se ha mencionado que el Problema del Cartero Rural es NP-dif´ıcil y que
la herramienta ma´s eficiente para la resolucio´n de grandes instancias es su modelizacio´n
como programa lineal entero (ver Cap´ıtulo 1.6).
El primer modelo de PLE con que se trabajo´ fue el presentado en [17], con algunas
modificaciones que permitieron reducir el nu´mero de variables.
Sea G = (V,E,A) un grafo mixto conexo con un conjunto de ve´rtices V , un conjunto
de arcos A y un conjunto de aristas E. En el conjunto de ve´rtices tenemos identificados
dos de ellos, vinicio y vfin, que corresponden respectivamente al inicio y fin del recorrido.
Definimos Eˆ y Eˇ como conjuntos de arcos, donde se almacenan copias dirigidas de los
elementos en E que buscan representar los dos sentidos de una calle doble mano. As´ı, si la
arista ij ∈ E, el arco ij ∈ Eˆ y el arco ji ∈ Eˇ. Si e es un arco orientada de Eˆ o Eˇ, entonces
e˜ es su arco orientado opuesto. Es decir, si e = ij entonces e˜ = ji.
Definimos el conjunto de arcos opcionales A¯ que representa las calles que componen la
zona extendida, es decir, aquellas calles que no estamos obligados a recorrer, y la funcio´n
de costo c : A¯ ∪ A ∪ Eˆ ∪ Eˇ → R+ la cual, dado un arco dirigido, retorna su longitud
asociada.
En el modelo se definen las variables naturales x, donde la variable xij representa la
cantidad de veces que se recorre el arco ij. As´ı, el primer modelo de PLE es el siguiente:
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xa ≥ 1, ∀a ∈ A (1)





xa, ∀v ∈ V (3)
xts = 1 (4)
xa ∈ Z+, ∀a ∈ A ∪ Eˆ ∪ Eˇ ∪ A¯ (5)
La funcio´n objetivo es minimizar la suma de los costos asociados a las cuadras reco-
rridas, es decir, la distancia total recorrida.
Las restricciones en (1) indican que se debe pasar, al menos una vez, por cada cuadra
con un u´nico sentido de circulacio´n (arcos en A) mientras que las restricciones en (2)
indican que, por cada cuadra doble mano (aristas en E), se debe recorrer al menos una
vez una de sus copias dirigidas.
Vale aclarar que estas restricciones no incluyen las calles de la zona extendida, da´ndoles
la posibilidad, a diferencia de las calles de la zona estricta, de no ser recorridas.
Las restricciones en (3) son denominadas restricciones de conservacio´n de flujo que
obliga a que la cantidad de veces que se entra a un nodo sea igual a la cantidad de veces
que se sale del mismo, haciendo que la solucio´n retornada corresponda a un circuito.
La restriccio´n (4) asegura que el arco ficticio, cuyo costo es nulo, sea recorrido exac-
tamente una vez en el circuito. De esta manera, si borramos el arco ficticio del circuito
euleriano asociado a la solucio´n del modelo, obtenemos un camino euleriano del mismo
costo, que va desde el ve´rtice inical al final.
Finalmente, la restriccio´n (5) obliga a que las variables tomen valores enteros, los cuales
indican la cantidad de veces que se recorren los arcos.
3.1.1. Construccio´n de un recorrido a partir de la solucio´n
A partir de la solucio´n del PLE, se tiene la informacio´n de por que´ cuadras se debe
pasar ma´s de una vez a los efectos de poder asegurar recorrer las cuadras de la zona de
recoleccio´n con costo mı´nimo en kilo´metros.
Resuelto el modelo, se obtiene como solucio´n una lista de pares (x#i#j, n) donde el
primer elemento del par, x#i#j, hace referencia a la variable xi,j y el segundo elemento,
n, indica la cantidad de veces que se utiliza el arco (vi, vj).
A partir de la lista de pares obtenida se construye un multidigrafo Gsol = (Vsol, Asol)
de la siguiente manera:
Vsol es el conjunto de ve´rtices que son extremos de algu´n arco que es recorrido al
menos una vez. Esto es, vi ∈ Vsol si hay un par en la lista de la forma (x#i#j, n)
con n ≥ 1.
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Por cada elemento (x#i#j, n) se agregan en Asol, n aristas (vi, vj).
Al construir los Vsol y Asol a partir de la solucio´n obtenida del modelo se garantiza que
el multidigrafo Gsol posee circuitos eulerianos que pasan exactamente una vez por el arco
(vfin, vinicio) y tal que, eliminando este y realizando una simple modificacio´n, Gsol pasa a
poseer un camino euleriano de costo mı´nimo que comienza en el nodo vinicio y finaliza en
el nodo vfin. En el capitulo 6 se dara´n detalles de esto.
Sin embargo, la solucio´n del modelo no provee el orden en el cual ir avanzando de
manera de recorrer el grafo euleriano. Existen algoritmos sencillos, incorporados en las
bibliotecas de grafos como rutinas que, ingresando un grafo euleriano, construyen el orden
de recorrido del mı´smo.
Se utilizo´ una implementacio´n de uno de los algoritmos esta´ndar para esta tarea,
denominado Algoritmo de Hierholzer [6], en cual se vera´ en detalle tambie´n en el Cap´ıtulo
6.
3.2. Giros en U
Los recorridos propuestos por el Algoritmo de Hierholzer presentaban un problema.
En las soluciones relacionadas a zonas donde existen calles doble mano, aparecen com-
portamientos como el de la figura 3.1. En la imagen de la izquierda se representa el grafo
asociado a la zona donde las calles son todas doble mano pero la del medio debe ser
recorrida en ambos sentidos (por eso hay dos arcos en lugar de una arista).
Fig. 3.1: A la izquierda, un grafo sobre el cual se buscara un recorrido eureliano. A la derecha, un
posible recorrido propuesto para este.
En la imagen de la derecha, donde se propone un recorrido sobre el grafo, se recorre
una calle en una determinada direccio´n e inmediatamente despue´s se recorre esa misma
calle en la direccio´n opuesta. Esto corresponde a lo que habitualmente se denomina un giro
en U y las normas de tra´nsito de las ciudades proh´ıben este tipo de giros en la mayor´ıa
de las esquinas. Algunas excepciones se pueden encontrar en avenidas con sema´foros de
muchos tiempos o en boulevares, pero no es el caso de Concordia donde los giros en U
esta´n prohibidos en todas las esquinas.
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En un primer intento por solucionar este inconveniente, se trabajo´ con una rutina de
mejora la cual, a partir de la solucio´n propuesta por el Algoritmo de Hierholzer, realiza
intercambios factibles en el orden propuesto de manera de disminuir la cantidad de giros
en U. Por supuesto, el objetivo final era el de obtener una solucio´n sin giros en U, lo cual
como veremos, no fue siempre posible.
3.2.1. Reordenando listas
El Algoritmo de Mejora consiste en una modificacio´n en el orden de recorrido propuesto
por cada giro en U encontrado en la solucio´n.
La idea es que, recorriendo la solucio´n posicio´n por posicio´n, una vez que halla una
subsecuencia de la forma vivj ,vjvi, se busca de seguir por el ve´rtice vj . Dado que no existen
ve´rtices con grado uno de salida y de entrada, debe existir un arco alternativo por el cual
evitar el que producir´ıa el giro en U. Luego, dadas las condiciones de flujo que rigen sobre
los ve´rtices, debe existir una forma de volver al ve´rtice vj y ah´ı si, tomar el arco vj .
Si nuestra solucio´n tiene la forma:
v1v2, v2v3, . . . , vivj , vjvi, . . . , vjvs, . . . , vmvj
Podemos ver que tenemos el giro en U vivj , vjvi. Este se puede evitar colocando la
porcio´n de la solucio´n que se corresponde con el ciclo vjvs, . . . , vmvj entre los arcos vivj
y vjvi, obteniendo as´ı la nueva solucio´n:
v1v2, v2v3, . . . , vivj , vjvs, . . . , vmvj , vjvi, . . .
Un ejemplo de la utilizacio´n de este me´todo se puede ver en la figura 3.2 donde los
nu´meros sobre los arcos indican el orden en que son recorridos en el circuito euleriano. En
el primer ordenamiento, los arcos 1 y 2 producen un giro en U. Aplicando el algoritmo de
mejora se obtiene el segundo ordenamiento donde no se producen giros en U.
Fig. 3.2: Digrafo Euleriano, orden con giro en U y reordenamiento sin giro en U
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Sin embargo, la figura 3.3 podemos ver un ordenamiento para el mismo digrafo eu-
leriano en el cual el algoritmo de mejora no corrige el comportamiento que buscamos
erradicar. Cuando el algoritmo detecta la situacio´n planteada por los arcos 8 y 9, deber´ıa
intercambiar el 9 con otro arco que salga desde el extremo final del arco 8. Sin embargo,
el u´nico arco posible es el arco 3, que ya fue recorrido.
Fig. 3.3: Digrafo Euleriano, orden con giro en U.
Existen digrafos eulerianos cuyos circuitos eulerianos no son posibles de recorrer sin
realizar giros en U. Esto nos obligo´ a modificar el modelo de manera de asegurarnos que
las soluciones propuestas se puedan recorrer sin realizar giros prohibidos.
3.2.2. Modificando el modelo
Para poder modelar la restriccio´n de no permitir giros en U, es necesario incluir en la
informacio´n del grafo que modela nuestra ciudad, el hecho de que la posibilidad de ir de
una esquina A a una esquina B no solo depende de la existencia de una calle que las une
sino tambie´n del punto desde el cual se llego´ a la esquina A. La prohibicio´n de giro en U
requiere poder modelar la restriccio´n “para poder ir de la esquina A a la esquina B, debe
existir una calle que una estas esquinas y adema´s se debe haber llegado a A desde una
esquina diferente a B”.
De poder modelar este tipo de restricciones, tambie´n se podr´ıan modelar prohibiciones
de giros espec´ıficos, como la prohibicio´n de giro a la izquierda en esquinas de avenidas con
sema´foro. Veremos esto en ma´s detalle a partir de la presentacio´n del nuevo modelo en
grafos.
El grafo que nos permite modelar estas situaciones requiere que cada esquina y cada
cuadra este´n representados por ma´s de un ve´rtice y ma´s de un arco. Diremos que cada
esquina esta´ representada por un “supernodo” (conjunto de ve´rtices) y cada calle por una
“superarista” (conjunto de aristas). Este nuevo grafo dirigido SG = (SV, SA), el cual
llamamos super grafo, se construye a partir del grafo original G = (V,A) de la siguiente
manera:
26 3. Modelos de Programacio´n Lineal Entera y su resolucio´n
El conjunto SV esta´ formado por los arcos dirigidos y las copias dirigidas de las
aristas del grafo G, es decir, SV = A ∪ Eˆ ∪ Eˇ. La denominacio´n del conjunto como
supernodos se debe a que en este nuevo grafo, cada ve´rtice vj de G (esquina de la
zona a modelar) queda representada por todos los ve´rtices de SG de la forma vivj
correspondientes a los arcos de G que llegan a vj . Cada uno de estos ve´rtices de SG
de la forma vivj indican que estamos en la esquina correspondiente a vj y llegamos
a ella viniendo desde la esquina correspondiente a vi.
Todo ve´rtice vivj en SV debe unirse con todo ve´rtice de la forma vjvk siempre y
cuando el camino vivjvk sea un camino posible en el grafo G, o sea, si podemos ir
desde la esquina asociada a vj hacia la esquina asociada a vk siendo que a la esquina
de vj llegamos desde la esquina asociada a vi.
As´ı, un ve´rtice vivj de SG se interpreta como llego a vj desde vi y un arco vkvi, vivj
como recorro vivj despue´s de haber recorrido vkvi.
Entonces, si so´lo queremos prohibir los giros en U, los caminos no admitidos son los
de la forma vivjvi y por ende, no existira´ una arista entre los ve´rtice vivj y vjvi de
SV teniendo:
SA = {((vi, vj), (vk, vl)) : (vi, vj) ∈ SV ∧ (vk, vl) ∈ SV ∧ vj = vk ∧ vi 6= vl}
La construccio´n de este nuevo grafo hace muy fa´cil la tarea de evitar los giros prohibidos
a la izquierda. Basta con borrar los arcos ((vivj)(vjvk)) de SA que representen el llegar a
vj desde vi y luego girar a la izquierda mediante un giro considerado prohibido para llegar
a vk.
Fig. 3.4: Supergrafo asociado a un fragmento de zona de 4 manzanas.
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3.3. Nuevo Modelo de PLE
A continuacio´n se presenta un segundo modelo de programacio´n lineal entera basado
en el supergrafo SG = (SV, SA). Aun se tiene en cuenta el conjunto de calles expandidas
A¯ y el grafo mixto original G = (V,E,A) ya que nos permite identificar, a trave´s de los
conjuntos E y A, las restricciones de circulacio´n de las calles.
La variable sx(i,j)(j,k) representa la cantidad total de veces que se llega al arco (vj , vk)
desde el arco (vi, vj).
Otro punto a tener en cuenta con este nuevo grafo, es que se pierde la identificacio´n
entre esquina y ve´rtice, lo que produce una dificultad al momento de seleccionar los ve´rtices
de inicio y fin del recorrido. Dada la esquina por la que se desea iniciar el recorrido,
ahora hay que seleccionar un arco del antiguo grafo G como ve´rtice inicio. Esta dificultad
fue resuelta con la informacio´n provista de la SHU respecto a por cua´l calle llegaban a
los puntos de inicio y finalizacio´n del recorrido. De esta manera, en cada zona tenemos
identificadas dos cuadras as, at (ve´rtices de SG) por las cuales se llega a estos puntos
y agregamos a SA el arco (at, as) para, en forma similar al modelo anterior, modelar el





















sx(i,j)(j,k), ∀(i, j) ∈ SV (3)
sx(at,as) = 1 (4)
sx(i,j) ∈ Z+, ∀(i, j) ∈ (SV ∪ A¯) (5)
Las restricciones de este modelo tienen por objetivo los mismos que las restricciones
del modelo anterior. Solo hay que pensar que cada arco ij de G ahora tiene asociado,
en SG, un conjunto de superarcos que representan las distintas formas de llegar a i para
recorrer la cuadra ij.
3.3.1. Construccio´n de un recorrido a partir de la solucio´n
Ahora, veremos como se interpreta la solucio´n obtenida por el modelo recie´n presen-
tado. Esta vez se obtiene una lista de pares (sx#i#j#j#k, n) donde el primer elemento
del par, sx#i#j#j#k, hace referencia al uso del arco (vj , vk) de G luego de pasar por el
arco (vi, vj), tambie´n de G, y el segundo elemento, n, indica la cantidad de veces que se
utiliza el camino (vi, vj , vk).
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A partir de la lista de pares obtenida se construye un multidigrafo SGsol = (SVsol, SAsol)
de la siguiente manera:
SVsol es el conjunto de supernodos que son extremos de algu´n superarco que es
recorrido al menos una vez. Esto es, (vi, vj) ∈ SVsol si hay un par en la lista de la
forma (sx#i#j#j#k, n) con n ≥ 1.
Por cada elemento (sx#i#j#j#k, n) se agregan n aristas ((vi, vj), (vj , vk)).
Al igual que Gsol, el multidigrafo SGsol posee varias caminos que pasan por todas las
aristas del multidigrafo exactamente una vez y alguno de ellos se puede encontrar mediante
un procedimiento ana´logo al descripto en la seccio´n 3.1.1.
Solo hay que tener en cuenta que el orden de recorrido obtenido es un listados ordenado
en las aristas de SGsol. Para llevar esto a las cuadras de la zona de la ciudad, basta
reemplazar en este listado cada superarco ((vi, vj), (vj , vk)) de SA por la arista (vj , vk) de
A.
Sin embargo, las soluciones de este modelo no siempre representan los recorridos re-
queridos ya que el grafo SGsol puede resultar no conexo como puede verse en la figura 3.5.
En la misma se representa una parte de una zona y una posible solucio´n con subciclos.
Fig. 3.5: Representacio´n parcial de G y SGsol no conexo
Claramente, las sucesiones de arcos indicadas en la figuras corresponden a soluciones
factibles del PLE 3.3 ya que verifican todas las restricciones del mismo y sin embargo no
representan un recorrido posible para un camio´n recolector. Gracias a las restricciones de
conservacio´n de flujo en los supernodos (restricciones (3)) sabemos que todas las soluciones
factibles del modelo correspondera´n a la unio´n de ciclos. En los casos en que no representan
un u´nico ciclo, diremos que hemos obtenido subciclos.
En las siguientes secciones presentaremos diferentes me´todos utilizados para evitar
subciclos.
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3.4. Algoritmo de Unio´n para evitar subciclos
Del ana´lisis de las soluciones obtenidas, se observo´ que, en muchas de ellas, dos subciclos
distintos pasaban por la misma esquina y que estos pod´ıan ser evitados mediante un simple
intercambio de decisiones tomadas en la esquina que lograra su unio´n en una solucio´n
equivalente, esto es, con mismo valor de funcio´n objetivo.
Un simple ejemplo puede verse en la figura 3.6, donde luego de un intercambio de arcos
se logra adjuntar al recorrido principal uno de los subciclos presentes en la solucio´n.
Fig. 3.6: Antes y despue´s de una iteracio´n del Algoritmo de Unio´n sobre el fragmento de zona antes
presentado.
A la esquina representada por el nodo con numero 68, estamos llegando desde el este y
desde el sur. Cuando llegamos desde el este, se dobla a la derecha y cuando llegamos desde
el sur, se dobla a la izquierda. En la parte derecha de la figura se indica el cambio: seguir
derecho en ambos casos une el subciclo a la solucio´n integral sin cambiar las cuadras que
se recorren.
Con esta idea, implementamos el algoritmo de unio´n de subciclos, el cual podemos ver
en detalle en la seccio´n 6.3.
Este algoritmo es muy sencillo y eficiente y resolvio´ muchos de los casos estudiados.
Pero no siempre es posible evitar con este me´todo los subciclos, como puede verse en el
ejemplo sencillo de la figura 3.7. En esta figura se presentan el grafo G y el grafo SGsol
como subgrafo de SG. No se representan todas las aristas de SG para mayor claridad en
la imagen.
En este caso, al detectar que dos de los subciclos pasan por la esquina v5 (representada
por los nodos v2v5 y v4v5), el algoritmo intentar´ıa cambiar la decisio´n de uno de los
subciclos (color verde) de ir hacia la esquina v6 (representada por los nodos v5v6 y v1v6 )
por la decisio´n de ir hacia la esquina v2, a la que se dirige el otro subciclo. Sin embargo
esto implicar´ıa realizar un giro en U cosa que no esta´ permitido en el grafo SG.
De esta manera, nuevamente, resulto´ imprescindible modificar el modelo de manera
que la condicio´n de conexidad este´ impuesto desde las restricciones.
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Fig. 3.7: Instancia donde el Algoritmo de Unio´n no logra obtener una u´nica componente conexa.
3.5. Mejorando el modelo de PLE
El modelo de PLE teo´ricamente correcto para evitar los subciclos consiste en agregar
restricciones que aseguren que la solucio´n sea conexa. La conectividad se traduce en pedir
que, cualquiera sea la subzona que yo elija, debe haber un arco que conecte este subzona
con el resto de la zona. Esto, en te´rminos del grafo requiere una restriccio´n por cada
subconjunto de ve´rtices (asociados a cada subzona). Sea P(SV ) el conjunto potencia del
conjunto de super ve´rtices, el conjunto de restricciones que debemos agregar al modelo 3.3
es el siguiente:
∑
(k,i) : (k,i) ∈ SC ∧ (i,j) /∈ SC
sx(k,i)(i,j) ≥ 1, ∀SC ∈ P(SV )
Cada una de estas restricciones indica que, por cada subconjunto de ve´rtices debe
utilizarse al menos un arco con inicio en ese subconjunto (subzona) y final fuera del mis-
mo. Las restricciones de conservacio´n de flujo aseguran que si una solucio´n satisface la
restriccio´n asociada a un subconjunto SV tambie´n satisface la restriccio´n asociada a su
complemento. Por esta razo´n, podemos so´lo incluir las restricciones asociadas a subcon-
juntos de cardinal a lo sumo la mitad del cardinal de SV . Del mismo modo, como el grafo
SG es conexo, podemos evitar las asociadas a subconjuntos de cardinal 1. A pesar de estas
simplificaciones, el nu´mero de restricciones es exponencial lo cual hace que el modelo sea
inmanejable a los efectos pra´cticos.
En estos casos, el conjunto de restricciones se incluye en la formulacio´n como cortes.
La idea es que no todas las restricciones sera´n activas en la solucio´n o´ptima por lo cual
so´lo se incorporan las necesarias y esto se decide en forma iterativa como se detalla a
continuacio´n:
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Inicio: Sea Π el programa lineal entero presentado en 3.3.
1. Se resuelve el modelo Π.
2. Si la solucio´n obtenida no posee subciclos, ir al paso 4.
3. Se actualiza el modelo Π agregando las restricciones necesarias para evitar los sub-
ciclos presentes en la actual solucio´n y se retorna al paso 1.
4. Se generan los archivos de salida para el recorrido o´ptimo hallado y se termina.
Claramente, este procedimiento converge y se puede probar que realizara´ a lo sumo un
nu´mero de iteraciones polinomial en el taman˜o del grafo SG. Sin embargo, este nu´mero
puede ser grande y adema´s cada iteracio´n sera´ ma´s dura que la anterior ya que se resuelve
un PLE ma´s grande, debido al agregado de restricciones.
Por esta razo´n, se decidio´ integrar las dos estrategias de eliminacio´n de subciclos como
se describe en la seccio´n siguiente.
3.6. Estrategia final de resolucio´n
En forma sinte´tica, la estrategia final consiste en agregar las restricciones de eliminacio´n
de subciclos presentes no en la solucio´n brindada por la resolucio´n del PLE sino en la
solucio´n mejorada por el algoritmo de unio´n de subciclos.
As´ı, el algoritmo utilizado (y que se puede ver en mayor detalle en el Algoritmo 8) fue
el siguiente:
Inicio: Sea Π el programa lineal entero presentado en 3.3.
1. Se resuelve el modelo Π.
2. Si la solucio´n obtenida no posee subciclos, ir al paso 6.
3. Se aplica a la solucio´n obtenida el algoritmo de Unio´n de Subciclos (Algoritmo 7).
4. Si la solucio´n obtenida no posee subciclos, ir al paso 6.
5. Se actualiza el modelo Π agregando las restricciones necesarias para evitar los sub-
ciclos presentes en la actual solucio´n y se retorna al paso 1.
6. Se generan los archivos de salida para el recorrido o´ptimo hallado y se termina.
Con este algoritmo se pudieron resolver todas las instancias correspondientes a las 14
zonas de recoleccio´n del Municipio de Concordia con las que se trabajo. Para ver detalles
sobre los tiempos de resolucio´n y otros datos, ver la Tabla 7.1.
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Cap´ıtulo 4
Construccio´n de soluciones para la Municipalidad de Concordia
En este cap´ıtulo se muestra co´mo, una vez obtenidos los recorridos o´ptimos corres-
pondientes a las zonas de recoleccio´n, estos se representan en distintos formatos para
facilitar su consulta y uso por parte del personal de Subsecretaria de Higiene Urbana de
la Municipalidad de Concordia.
4.1. Generacio´n de archivos de salida
Cada recorrido obtenido por el programa se representa internamente como lista de
pares de nodos (arcos) de la forma:
[(vinicio, vi), (vi, vj), . . . ,(vk, vfinal)]
siendo vinicio el ve´rtice asociado a la esquina de inicio del recorrido y vfinal el ve´rtice
asociado a la esquina donde se finaliza el mı´smo.
Claramente, la mejor forma de presentar un recorrido para su fa´cil implementacio´n es
en texto como una lista calles y acciones a realizar, como la siguiente:
Inicio: Eva Peron y Moullins
-----------------------------------------------
Por Eva Peron hacer 2 cuadras, hasta Chabrillon, y girar a la derecha.




Por Pellegrini hacer 3 cuadras, hasta Chabrillon, y girar a la izquierda.
Por Chabrillon hacer 1 cuadra.
--------------------------------------------
Final: Hipolito Yrigoyen y Chabrillon
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Dado que por cada arco tenemos informacio´n sobre el nombre de la calle que tiene
asociado y por cada ve´rtice tenemos informacio´n sobre su ubicacio´n geogra´fica, crear una
lista como la antes mencionado es realmente simple. El gran problema de este me´todo
es que los datos utilizados para construir la lista son los obtenidos del servidor de datos
cartogra´ficos OpenStreetMap y, como se menciono´ en la seccio´n 2.2, al ser un proyecto que
se basa en la participacio´n de los usuarios para llenar sus bases de datos, en algunas de
las zonas, la diferencia o falta de informacio´n sobre cada calle es notoria. En consecuencia,
pueden surgir listas de la siguiente forma:
Inicio: Lamadrid y Chavrillon
-----------------------------------------------
Por Chabrillon hacer 2 cuadras, hasta -/-, y girar a la izquierda.




Por -/- hacer 9 cuadras, hasta Maip, y girar a la derecha.





Final: San Lorenzo y Maipu
Los caracteres -/- representan una calle donde el dato asociado a su nombre no esta´
disponible. Esto hace que el me´todo resulte insuficiente para representar un recorrido y
que se deba buscar otro para complementarlo.
Si se tuviese una imagen del grafo que representa el mapa, y el recorrido en forma de
nu´meros sobre los arcos (indicando en que momento se recorre la calle asociada a este),
no habr´ıa problema al no tener el dato del nombre o que exista alguna problema en este.
Para ello, dada una zona con grafo G y lista solucio´n S, se asigno´ a cada elemento (vi,
vj) de S un entero positivo nij que indica el momento en que se recorre la cuadra cuyas
esquinas son las asociadas a los ve´rtices vi y vj . Luego, imprimiendo esta informacio´n
sobre los arcos de G, podemos obtener una imagen como la de la izquierda de la figura
4.1 que muestra solo un fragmento de la solucio´n para una zona determinada. La imagen
a la derecha de la figura se construye como una imagen auxiliar para relacionar cada arco
a una determinada calle y cada ve´rtice a una esquina. Si se colocan ambos datos sobre
los arcos, (el nombre de calle y el numero que identifica el momento de recorrido) en la
misma imagen, esta se torna muy cargada de informacio´n y se dificulta mucho su lectura.
En las ima´genes de la figura 4.1, se utilizaron colores mas claros y con un poco de
transparencia para los arcos asociados a las calles extendidas de la zona. En la imagen
de la izquierda, el nu´mero 0 sobre los arcos indica que dicho arco no fue utilizado por la
solucio´n.
Si bien este es el formato ma´s simple de implementar y compartir, dado el taman˜o de
las zonas sobre las que se trabajo´, puede resultar muy compleja la consulta a las ima´genes
asociadas a sus recorridos.
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Fig. 4.1: A la derecha, fragmento del grafo que representa una determinada zona. A la izquierda,
grafo asociado a un fragmento del recorrido o´ptimo para la zona.
Se decidio´ entonces, crear a partir de los recorridos o´ptimos, archivos compatibles con
dispositivos GPS. Cargando estos archivos en algu´n sistema de navegacio´n presente en los
camiones recolectores, el personal encargado de la conduccio´n solo tendr´ıa que seguir el
rumbo indicado por el sistema.
Para esto se hizo uso del formato GPX o GPS eXchange Format (Formato de Intercam-
bio GPS), un esquema XML el cual establece un mecanismo esta´ndar para el intercambio
y almacenamiento de informacio´n de mapas en dispositivos GPS, tele´fonos inteligentes y
computadoras.
Se puede utilizar para describir un conjunto de puntos (waypoints), recorridos (tracks),
y rutas (routes). Los puntos de ruta son so´lo un conjunto de ubicaciones sin orden prede-
terminado. Un recorrido esta´ formado por una sucesio´n de puntos, normalmente pro´ximos
entre s´ı, que representan el camino que hay entre un punto de partida y otro de llegada.
Una ruta es el camino en l´ınea recta que hay que seguir para ir desde un Waypoint a otro
y desde e´ste al siguiente y as´ı sucesivamente hasta alcanzar el u´ltimo punto.
Dado que un recorrido de recoleccio´n se puede describir como un track donde la secuen-
cia ordenada de locaciones es el conjunto de esquinas que compone el recorrido, podemos
generar un archivo GPX por cada uno de ellos y, de esta manera, una vez que los camiones
dispongan de la tecnolog´ıa necesaria, utilizar estos para que la descripcio´n del recorrido
se efectue de manera automa´tica a medida que este se va realizando.
Un archivo GPX que describe el recorrido de una determinada zona de recoleccio´n
tiene la siguiente estructura:



















Donde la etiqueta trk indica que el archivo estara´ compuesto por una lista de recorridos,
cada uno de ellas asociado a una instancia de trkseg, la cual representa una secuencia de
locaciones (particularmente, dado que creamos un archivo por cada recorrido, en cada uno
de ellos habra´ una u´nica instancia de este tipo de datos). La etiqueta trkpt se utiliza para
representar cada una de las locaciones pertenecientes a la secuencia, en nuestro caso, se
utilizara´ para representar cada una de las esquinas por las que pasa el recorrido calculado.
Como se puede ver, solo es necesario crear una instancia del tipo de datos trkpt para
cada uno de los elementos que pertenecen a la lista solucio´n, es decir, si la lista tiene la
forma [(vs, vi), (vi, vj), . . . ,(vk, vt)], entonces crearemos una instancia del tipo trkpt para
los nodos vs, vi, vj , . . . ,vk y vt. Los u´nicos datos que necesitamos al momento de crear la
instancia son la latitud y longitud del punto que representa la esquina asociada al nodo,
ambos disponibles como se muestra en la seccio´n 6.1.
El problema aqu´ı es que los camiones que se utilizan para la recoleccio´n en el Municipio
de Concordia aun no cuentan con ningu´n sistema de navegacio´n al que se le puedan cargar
los archivos asociados a los recorridos o´ptimos y sea el encargado de guiar al conductor (se
nos comento´ el intere´s por la incorporacio´n de algunos dispositivos GPS que se podr´ıan
usar para este propo´sito).
En consecuencia, se decidio´ a partir de los archivos GPX y utilizando la aplicacio´n GPX
Animator1, generar animaciones de los recorridos en formato de v´ıdeo, las cuales pueden
ser vistas y consultadas desde cualquier dispositivo que solo cumpla con la caracter´ıstica
de reproducir v´ıdeo.
Adema´s, GPX Animator nos permite utilizar como fondo para el recorrido mapas de
cualquier servidor publico TMS2, como CloudMade, MapQuest o OpenStreetMap, por lo
que las animaciones obtenidas resultan muy fa´ciles de comprender.
1 http://zdila.github.io/gpx-animator/
2 https://en.wikipedia.org/wiki/Tile_Map_Service
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Se puede descargar una de las animaciones asociadas a los recorridos o´ptimos en https:
//www.dropbox.com/s/eep0cev3h5xnx5z/r15.mp4?dl=0 mientras que en el Ape´ndice A
se muestran varias capturas a dicha animacio´n.
Finalmente, haciendo uso de la libreria WxPython3 se implemento´ una herramienta
que consiste en una interfaz de usuario para la consulta de los resultados y la exportacio´n
de los recorridos obtenidos a los distintos formatos que fuimos mencionando a lo largo de
este cap´ıtulo. La idea de esta herramienta es la clasificacio´n de toda la informacio´n para
el fa´cil acceso a la misma por parte del personal de la Subsecretar´ıa de Higiene Urbana.
En la figura 4.2 podemos ver una captura de la aplicacio´n desarrollada. A la izquierda,
las zonas agrupadas en forma de a´rbol segu´n el momento del d´ıa en que se realiza la
recoleccio´n sobre ellas. Una vez que se selecciona algu´n ı´tem del mas bajo nivel del a´rbol
(una zona), se detallan los barrios que la componen, se resaltan las calles de la mı´sma
sobre el mapa de la derecha y se habilitan las opciones que posibilitan la obtencio´n de su
recorrido o´ptimo asociado.
Fig. 4.2: Captura de herramienta desarrollada para la consulta de los recorridos calculados.
3 http://www.wxpython.org/
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Cap´ıtulo 5
Minimizando giros en los recorridos
En este cap´ıtulo abordamos el problema de obtener, entre todos los o´rdenes posibles
para recorrer las aristas de un circuito euleriano, aquel que minimice la cantidad de gi-
ros realizados. Reducimos este problema al problema de Viajante de Comercio (TSP) y
resolvemos el mı´smo sobre las instancias correspondientes a las zonas de recoleccio´n de
residuos de la ciudad de Concordia.
5.1. Introduccio´n
Una vez finalizado el trabajo asociado al convenio de colaboracio´n entre el Instituto
del Calculo y el Ministerio del Interior, observamos que, en general, las rutas resultantes
realizaban un gran nu´mero de giros en las esquinas.
Ya obtenidas las soluciones o´ptimas en kilo´metros recorridos, las cuales vienen ex-
presadas en te´rminos de que´ cuadras debera´n ser recorridas adicionalmente a aquellas
obligatorias donde se debe realizar la recoleccio´n, construimos un grafo euleriano (Gsol o
SGsol, dependiendo de con cua´l modelo estemos trabajando). Sin embargo, existe mas de
un circuito euleriano en el grafo.
En la figura 5.1 se muestra un ejemplo de co´mo diferentes circuitos eulerianos sobre
el mismo grafo euleriano, determinan diferentes cantidades de giros y giros en U. Los
nu´meros sobre las aristas indican el orden en que son recorridos.
En el primer recorrido, la cantidad de giros es de 11 y contiene adema´s, 1 giro en U (el
cual, recordamos, consideramos prohibido). En el segundo recorrido, se reduce la cantidad
de giros a 9 y no hay giros en U.
Esto lleva a plantearnos la posibilidad de obtener, entre todas las formas de recorrer
el circuito euleriano, aquella que minimizara la cantidad de giros.
Para ello, es necesario asociar un costo a cada decisio´n respecto a cua´l es la cuadra
siguiente a recorrer. Si la cuadra siguiente sigue derecho (misma calle por ejemplo), no
debera´ ser penalizada. En cambio si dobla (cambia de calle) deber´ıamos poner un costo
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Fig. 5.1: Distintos o´rdenes de recorridos de un grafo euleriano.
significativo. O sea, la funcio´n objetivo a minimizar deb´ıa estar relacionada con el a´ngulo
que formaban una cuadra y su siguiente. Obse´rvese que este mismo criterio podr´ıa haberse
utilizado con las soluciones originales donde no modifica´bamos el grafo para prohibir los
giros en U, penalizando fuertemente cuando el a´ngulo entre una cuadra y la siguiente fuera
cercano a 180 grados.
Esto motivo´ el estudio de este nuevo problema y su aplicacio´n a las soluciones obtenidas
para el municipio de Concordia en las distintas etapas del trabajo.
5.2. Minimizacio´n de Giros y el TSP
El nuevo problema a estudiar tiene como entrada un grafo euleriano que vamos a
suponer dirigido ya que las instancias correspondientes a las zonas de recoleccio´n de resi-
duos en Concordia fueron as´ı modeladas. Presentamos a continuacio´n algunas definiciones
asociadas a grafos dirigidos que sera´n de ayuda para plantear ma´s claramente el nuevo
problema.
Dado un grafo dirigido G = (V,A), decimos que un par ordenado de arcos a1, a2 son
consecutivos si existe un v ∈ V tal que a1 ∈ Γ−(v) y a2 ∈ Γ+(v), es decir, si el final de a1
coincide con el origen de a2. Llamamos C(G) al conjunto de pares de arcos consecutivos
en G.
Supongamos G = (V,A) euleriano y que los elementos de A esta´n indexados de la
forma {a1, . . . , am}. Una eleccio´n de recorrido del grafo euleriano de G puede verse como
una permutacio´n pi : {1, . . . ,m} → {1, . . . ,m} de manera que api(i) es el arco que se
recorre en el i-e´simo lugar. Claramente, no toda permutacio´n representa maneras posibles
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de recorrer el grafo euleriano, es condicio´n necesaria y suficiente que (api(i), api(i+1)) ∈ C(G)
para todo i = 1, . . . ,m− 1 y (api(m), api(1)) ∈ C(G). Llamamos P(G) al conjunto de todas
las permutaciones pi que verifican esta condicio´n.
Para evaluar el costo en giros de una permutacio´n pi ∈ P(G), se define una funcio´n costo
f : C(G) → R tal que para cada par de arcos consecutivos (a1, a2), f(a1, a2) representa
el costo asociado a pasar de la arista a1 a la arista a2. El costo de una forma de recorrer
el grafo, es decir, el costo de pi ∈ P(G) lo notamos ζ(pi) y se define como la suma de los
costos de sus cambios de cuadras, esto es,




Con estas definiciones, el nuevo problema a analizar puede ser formalizado de la si-
guiente manera:
Problema de recorrido euleriano de costo mı´nimo en giros (PRECMG)
ENTRADA: G = (V,A) un digrafo euleriano, f : C(G)→ R
PROBLEMA: determinar pi ∈ P(G) tal que f(pi) sea mı´nimo.
Dada una instancia del PRECMG definida por un digrafo euleriano G = (V,A) y una
funcio´n de costos de giros f : C(G) → R, construimos un digrafo G˜ = (V˜ , A˜) donde
V˜ = A y (ai, aj) ∈ A˜ si y so´lo si (ai, aj) ∈ C(G) y definimos un costo c sobre los arcos
de G˜ de manera que c(ai, aj) = f(ai, aj). En la Figura 5.2 se muestra un ejemplo de esta
transformacio´n asociada al grafo euleriano de la derecha.
Fig. 5.2: A la izquierda, el digrafo eureliano G = (V,A) y su funcio´n de costos sobre giros, f . A
la derecha, el digrafo resultado de la transformacio´n, G˜ = (V˜ , A˜), y su funcio´n de costos
sobre arcos, c.
De la definicio´n de P(G) se deriva fa´cilmente que para todo pi ∈ P (G), existe un
circuito hamiltoniano H(pi) de G˜ tal que f(pi) = c(H(pi)) y rec´ıprocamente, para todo
circuito hamiltoniano H de G˜, existe un pi(H) ∈ P(G) tal que f(pi(H)) = c(H).
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Por lo tanto, el PRECMG puede reducirse polinomialmente al TSP dirigido.
Esto nos permite resolver cualquier instancia del PRECMG como una instancia del
TSP dirigido, problema para el cual se cuenta con la poderosa herramienta de resolucio´n
Concorde (mencionada en la Seccio´n 1.5). Si bien el Concorde resuelve instancias del
TSP sime´trico (o no dirigido), existen transformaciones polinomiales del TSP dirigido al
sime´trico.
En la Seccio´n 6.4 se muestran los detalles te´cnicos.
5.3. Resolviendo las instancias de Concordia
Como fue mencionado, la motivacio´n principal que llevo´ al estudio de este nuevo pro-
blema fue la de obtener formas de recorrer las soluciones o´ptimas en te´rminos de longitud
total del recorrido para las zonas de recoleccio´n de Concordia, de manera de minimizar
los giros en las esquinas.
En esta seccio´n detallamos co´mo construimos instancias de PRECMG a partir de los
recorridos o´ptimos obtenidos para las zonas de recoleccio´n.
Claramente, cada zona definira´ una instancia del PRECMG donde el digrafo G =
(V,A) sera´ Gsol o SGsol dependiendo de si trabajamos con las soluciones del Modelo 3.1
o del Modelo 3.3.
Para la definicio´n de la funcio´n objetivo tendremos en cuenta el a´ngulo que forman
una cuadra y su consecutiva en el circuito.
Como las cuadras se definen por pares de esquina y cada esquina esta´ representada
internamente por sus dos coordenadas geogra´ficas latitud y longitud, podemos encontrar
las componentes del vector que definen un inicio y un final de cuadra. Esto es, si cada
esquina i tiene coordenadas (xi, yi), la cuadra a1 que se recorre de la esquina 1 a la esquina
2 se representa por el vector ~a1 = (x2 − x1, y2 − y1). Si despue´s de recorrer esta cuadra,
pasamos a la cuadra a2 que empieza en la esquina 2 y termina en la esquina 3, esta nueva
cuadra esta´ representada por el vector ~a2 = (x3− x2, y3− y2). El a´ngulo que forman estos
dos vectores puede caracterizarse por el valor del coseno del mı´smo, que sabemos puede
obtenerse realizando el producto escalar entre ~a1 y ~a2 normalizados al dividirlos por sus
mo´dulos.
As´ı, si ~a1 y ~a2 no cambian de direccio´n, el valor del coseno sera´ 1 mientras que si se
realiza un giro de 90 grados, sera´ 0 y en caso de girar en U, resultara´ -1.
Como la funcio´n objetivo penaliza los giros, el costo de recorrer a2 inmediatamente
despue´s de a1 debera´ ser una funcio´n no decreciente en funcio´n de 1− cos ˆ(a1, a2).
En la figura 5.3 se puede ver gra´ficamente el comportamiento de la funcio´n coseno
dependiendo el a´ngulo que forma la esquina interseccio´n de las cuadras a1 y a2.
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Fig. 5.3: Valor de la funcio´n coseno aplicada a tres posibles a´ngulos formados por interseccio´n de
las cuadras a1 y a2.
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Cap´ıtulo 6
Detalles de la implementacio´n
En este cap´ıtulo se presentan los detalles te´cnicos acerca de la implementacio´n de
los procedimientos y algoritmos que fueron utilizados a lo largo de esta tesis. Para esto,
clasificaremos cada uno de ellos segu´n su objetivo espec´ıfico, dentro de uno siguientes
grupos:
Lectura del archivo OSM asociado a cada zona de recoleccio´n y almacenamiento de
los datos en estructuras internas.
Implementacio´n y resolucio´n de los modelos de PLE.
Te´cnicas y algoritmos para evitar giros en U y subciclos.
Minimizacio´n de giros.
Y en cada una de las primeras cuatro secciones del cap´ıtulo se abordara´ uno de estos
aspectos.
En la ultima seccio´n se describira´ el Algoritmo Final propuesto para la resolucio´n del
Problema del Cartero Rural en instancias asociadas a zonas urbanas, el cual integra los
algoritmos enunciados y detallados en las secciones previas.
6.1. Lectura de archivos OSM y almacenamiento de datos
Como se dijo en la Seccio´n 2.1, los archivos OSM esta´n compuestos por dos listas, una
de instancias del tipo de datos node y otra de instancias del tipo de datos way, donde cada
una de ellas se corresponde, respectivamente, a un conjunto de esquinas y elementos y a
un conjunto de calles.
Cada instancia node esta´ compuesta por la siguiente informacio´n:
id: Identificador u´nico asociado
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lat: Coordenadas de latitud en grados
lon: Coordenadas de longitud en grados
tags: Conjunto de pares “Clave-Valor”
Y un ejemplo de estas podr´ıa ser:
<node id="25496583" lat="51.5173639" lon="-0.140043" ...>
<tag k="highway" v="traffic_signals"/>
</node>}
En este caso, el conjunto de pares “clave-valor” esta´ compuesto solamente por el par
"tag k=highway" v="traffic_signals"
que indica que dicha instancia esta asociada a un sema´foro.
Otro tipo de informacio´n que se vuelca en estos pares podr´ıa ser el de lugares como
escuelas, bares, puntos tur´ısticos, estacionamientos para bicicletas, etc.
Cuando una instancia esta´ relacionada a una esquina, el conjunto de pares “clave-valor”
es vac´ıo.
Por otro lado, las instancias de way contienen la siguiente informacio´n:
id: Identificador u´nico asociado
nds: Lista de nodos ordenados que componen el segmento
tags: Conjunto de pares “Clave-Valor”
A continuacio´n, una instancia de way que representa un segmento (compuesto por una








<tag k="name" v="Clipstone Street"/>
<tag k="oneway" v="yes"/>
</way>
Para identificar las restricciones de circulacio´n de cada calle se utiliza la informacio´n
que contiene la instancia way asociada en sus pares clave-valor.
En la figura 6.1 podemos ver como:
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Una calle con sentido u´nico de circulacio´n tiene asociada: una instancia de way donde
la clave oneway tiene valor yes y un arco en el grafo mixto, es decir un elemento de
A.
Una avenida o boulevard tiene asociada: una instancia de way donde la clave oneway
tiene valor no y la clave lanes tiene valor 2 y dos arcos (sobre los mismos nodos pero
con distinta direccio´n) en el grafo mixto, es decir dos elementos de A.
Una calle con sentido doble de circulacio´n tiene asociada: una instancia de way donde
la clave oneway tiene valor no y un arista en el grafo mixto, es decir un elemento de
E.
Fig. 6.1: Asociacio´n entre distintos fragmentos de co´digo OSM y su representacio´n en un grafo.
A partir de los datos de estos archivos y haciendo uso de la librer´ıa graph-tool1, cons-
truimos un grafo mixto G = (V,E,A) donde cada elemento de V se corresponde con una
instancia de node, cada elemento de E se corresponde a una instancia way que represente
una calle con doble sentido de circulacio´n y cada elemento de A se corresponde con una
instancia way que represente una calle con un u´nico sentido de circulacio´n.
Por cada elemento de V , es decir cada esquina, se almacena un identificador u´nico
de nodo y los datos relacionados a su ubicacio´n geogra´fica: las coordenadas de latitud y
longitud. Toda esta informacio´n se obtiene de manera directa del fragmento de co´digo
OSM asociado.
Para cada elemento de E o A, es decir cada calle, se almacena un identificador u´nico de
calle, su nombre, los identificadores de sus nodos inicio y final, la cantidad de manos que
1 Librer´ıa para el lenguaje de programacio´n Python la cual permite la creacio´n y manipulacio´n eficiente
de grafos, https://graph-tool.skewed.de/
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posee, su sentido de circulacio´n (simple o doble), su longitud, si se trata de una calle sin
salida y si es una calle calle extendida, esto es, una calle que pertenece a la zona extendida
pero no a la original (ver Seccio´n 2.3).
Algunos de esos valores se obtienen de manera directa de la informacio´n contenida en
el fragmento de co´digo OSM asociado y otros requieren de cierto procesamiento sobre la
mı´sma, como veremos en detalle a continuacio´n.
Ca´lculo de Longitudes:
Para calcular la longitud del segmento formado por las esquinas e1 y e2, con sus res-
pectivas coordenadas geogra´ficas (en grados) (late1 , lone1) y (late2 , lone2), se utiliza
el Algoritmo 1, el cual se basa en la fo´rmula matema´tica para medir distancias sobre
el planeta Tierra. 2.
Algoritmo 1: Longitud del Segmento
Entrada: (lat1, lon1) y (lat2, lon2), coordenadas geogra´ficas, en grados, asociadas a
los puntos e1 y e2.
Salida : Distancia en kms del segmento limitado por los puntos e1 y e2.
R← 6371 // radio de la tierra en kilo´metros
grados a radianes← pi/180
φ1 ← (90− lat1) ∗ grados a radianes // latitud de e1 en radianes
φ2 ← (90− lat2) ∗ grados a radianes // latitud de e2 en radianes
λ1 ← lon1 ∗ grados a radianes // longitud de e1 en radianes
λ2 ← lon2 ∗ grados a radianes // longitud de e2 en radianes
∆λ← λ1 − λ2
// Dados dos puntos por sus coordenadas esfe´ricas (1, φ1, λ1) y
(1, φ2, λ2), el coseno de la longitud del arco formado por la conexio´n
de los puntos es
cos← (sin(phi1) ∗ sin(phi2) ∗ cos(λ1 − λ2) + cos(φ1) ∗ cos(φ2))
// Y la longitud del arco (en kms) es
longitud← R ∗ arc cos(cos)
return longitud
Identificacio´n de calles sin salida:
Todas las calles sin salida poseen doble sentido de circulacio´n (esto es obvio ya
que una vez que se entra, para salir, se debe utilizar la misma calle en el sentido
contrario), luego, cada una de estas sera´ vinculada con un elemento del conjunto E,
es decir con una arista.
Desde la Subsecretaria de Higiene nos informaron que a la calles sin salida el camio´n
recolector no ingresa y espera en la esquina que los empleados realicen la recoleccio´n
2 http://www.johndcook.com/lat_long_details.html
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a pie y la lleven al camio´n. Por lo tanto, decidimos eliminar estas aristas de los grafos
asociados a las zonas y as´ı, no tener en cuenta las calles sin salida al momento de la
optimizacio´n.
El Algoritmo 2, se utiliza para determinar y eliminar las aristas de un grafo mixto
G = (V,E,A) que se corresponden con una calle sin salida.
Algoritmo 2: Eliminar Calles Sin Salida
Entrada: E, conjunto de aristas del grafo G.
Salida : E, conjunto de aristas del grafo G.
for e ∈ E do
nodo extremo1 ← verticeInicio(e)
nodo extremo2 ← verticeF inal(e)
if (gradoEntrada(nodo extremo1) == gradoSalida(nodo extremo1) ==
1) ∨ (gradoEntrada(nodo extremo2) == gradoSalida(nodo extremo2) == 1)
then
E ← E \ {e}
return E
Identificacio´n de calles extendidas:
Finalmente, el algoritmo 3, se utiliza para determinar si un arco o arista representa
una calle extendida.
Algoritmo 3: Determinacio´n Calle Extendida
Entrada: G = (V,E,A) grafo mixto de la zona original, Gext = (Vext, Eext, Aext)
grafo mixto de la zona extendida y e elemento del conjunto (Eext ∪Aext).
Salida : Verdadero, si se trata de una calle sin salida; Falso, en caso contrario.
calles zona original = {a : a ∈ (E ∪A)};
calles zona extendida = {a : a ∈ (Eext ∪Aext)};




6.2. Implementacio´n y resolucio´n de los modelos de PLE
Los modelos de PLE presentados en las secciones 3.1 y 3.3 fueron implementados en
ZIMPL [23], un lenguaje para traducir el modelo matema´tico de una problema de progra-
macio´n PLE a archivos con formato .lp o .mps, los cuales pueden ser le´ıdos y resueltos por
la mayor´ıa de los optimizadores disponibles.
Para la implementacio´n del modelo se requiere de los conjuntos A, E y Eext y las
variables nodoinicio y nodofinal que representan, respectivamente, la esquina por donde se
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comienza y finaliza el recorrido. A modo de ejemplo, a continuacio´n presentamos el archivo
ZIMPL con el cual se ingresa el Modelo 3.1.
# Conjuntos
set Vertices := { 0 .. |V_ext};
set Arcos := {read A as <1n,2n>};
set Aristas := {read E as <1n,2n>};
set Aristas_Extendidas := {read E_ext \setminus E as <1n,2n>};
set Arcos_y_Aristas := Arcos union Aristas union Aristas_Extendidas
# Variables
var x[Arcos_y_Aristas] binary;
# Funcion de costo
param d[<i,j> in Arcos_y_Aristas] := read C as \"<1n,2n> 3n\" default 0;"
# Funcion objetivo
minimize fobj: sum <i,j> in Arcos_y_Aristas: (d[i,j] * x[i,j]);
# Restricciones
# Cada arista debe ser recorrida en alguna de sus direcciones
subto rest1:
forall <i,j> in Aristas with i < j: x[i,j] + x[j,i] >= 1;
# Cada arco debe ser recorrido al menos una vez
subto rest2:
forall <i,j> in Arcos: x[i,j] >= 1;
# Para todo vertice el grado de entrada debe ser igual al de salida.
subto rest4:
forall <i> in V: (sum <j> in V with <j,i> in Arcos_y_Aristas : x[j,i]) ==
(sum <j> in V with <i,j> in Arcos_y_Aristas : x[i,j]);
# Restriccio´n para todos los arcos y aristas
subto rest5:
forall <i,j> in Arcos_y_Aristas: x[i,j] >= 0;
# Restriccio´n especial para el arco ficticio (nodo_fin, nodo_inicio)
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subto rest6:
x[nodo_fin, nodo_inicio] = 1;
El archivo ZIMPL correspondiente al Modelo 3.3 es similar.
Una vez resueltos los modelos por el solver, obtenemos los grafos eulerianos Gsol o
SGsol sobre los cuales es necesario encontrar un orden de recorrido de sus arcos. Tal como
fue mencionado, para esto se utilizo´ el Algoritmo de Hierholzer [6], disponible en la librer´ıa
de grafos utilizada.
Llamemos G al grafo sobre el cual aplicamos el algoritmo (que puede corresponder
a Gsol o a SGsol). La idea de este algoritmo es construir circuitos de arcos disjuntos
en G, los cuales comparten ve´rtices entre si. Cuando esos circuitos son unidos de manera
adecuada, forman un circuito euleriano en G. A continuacio´n presentamos el pseudoco´digo
correspondiente.
Algoritmo 4: Algoritmo de Hierholzer
Entrada: G = (V,A) grafo y vinicio nodo de G por el cual se desea iniciar el
circuito.
Salida : Una lista ordena de los elementos de A.
1 Construir un circuito C1 de G que comience por el nodo vinicio. Marcar todas las
aristas que componen C1 y hacer i = 1.
2 Si C1 contiene todos los arcos de A, entonces paramos y retornamos el circuito C1.
3 Si C1 no contiene todos los arcos de A, entonces sea vi un nodo de C1 incidente a
alguna arista no marcada ei.;
4 Construir un circuito Qi que comience por el nodo vi y use la arista ei. Marcar las
aristas de Qi.;
5 Construir un nuevo circuito Ci+1 uniendo el circuito Qi a C1 por el nodo vi.;
6 Incrementar i en una unidad y volver al paso 2.
Finalmente, una vez obtenido el circuito euleriano C de G, el cual comienza (y finaliza)
en vinicio, y recordando el arco ficticio, (vfin, vinicio), agregado en el grafo y obligado a estar
presente una u´nica vez en el recorrido o´ptimo; siendo C una lista de pares de ve´rtices
(arcos), tendra´ la forma:
[(vinicio, vi), (vi, vj), . . . , (vk, vfin), (vfin, vinicio), (vinicio, vl), . . . , (vm, vinicio)].
Tras eliminar el elemento correspondiente al arco ficticio y realizar una simple manipu-
lacio´n en el orden de la lista, obtenemos el camino buscado, es decir, un camino euleriano
que comienza su recorrido en el nodo vinicio y finaliza en el nodo vfinal:
[(vinicio, vl), . . . , (vm, vinicio), (vinicio, vi), (vi, vj), . . . , (vk, vfin)].
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6.3. Evitando giros en U y sub-ciclos
En esta seccio´n, veremos en detalle los algoritmos y te´cnicas utilizados para evitar los
dos grandes problemas que surgen luego de interpretar las soluciones correspondientes a
los dos modelos de PLE presentados.
De los caminos eulerianos obtenidos por el Algoritmo de Hierholzer sobre Gsol (solucio´n
del Modelo 3.1) surgio´ el primer gran problema, el de los giros en U. Para evitar este tipo
de giros, se comenzo´ implementando el Algoritmo de Mejora descripto en la Seccio´n 3.2.1.
El detalle del mismo se presenta en el Algoritmo 5.
Algoritmo 5: Algoritmo de Mejora
Entrada: Camino eureliano solucio´n como una lista ordenada, C, de pares de
ve´rtices.
Salida : Nuevo camino eureliano en la lista ordenada C
// Buscamos un giro en U.
for i← 1 to |C| do
(u, v)← C[i]
(v, w)← C[i+ 1]
if u == w then
// Buscamos un arco alternativo (v, ) por donde seguir luego de
v y ası´ evitar el giro en U
for j ← i+ 1 to |C| do
(vaux, waux)← C[j]
if vaux == v then
// Buscamos un arco ( ,v) que, luego de tomado el arco
alternativo, vuelva a v para, ahı´ sı´, volver a u
for k ← j + 2 to |C| do
(s, vaux)← C[k]
// Si encontramos ambos, colocamos el circuito
(v, )...( ,v) entre los arcos (u,v)(v,u)
if vaux == v then
auxtour ← C[j : k]
Se modifica C de manera que la sublista auxtour se ubique
entre las posiciones i y i+ 1
return C
Como se vio´ en los ejemplos de la Seccio´n 3.2.1, el Algoritmo de Mejora puede fallar y
la solucio´n definitiva para este problema fue la de trabajar con el Modelo 3.3.
A partir de las soluciones obtenidas de este nuevo modelo se construye SGsol donde
aparece el otro problema, el de las estructuras llamadas subciclos.
Como vimos, esto puede solucionarse incluyendo en el modelo de PLE las restricciones
que aseguran la conexidad de SGsol. Si bien estas restricciones involucran un nu´mero
exponencial de desigualdades, las mismas pueden manejarse incorpora´ndolas al modelo
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iterativamente, so´lo cuando sean necesarias, a trave´s de lo que se denomina Algoritmo de
Cortes. Este algoritmo an˜ade las restricciones al modelo de PLE a medida que aparecen
subciclos en la solucio´n. En el Algoritmo 6 presentamos los detalles de su implementacio´n.
Algoritmo 6: Algoritmo de Cortes
Entrada: Grafo SG asociado a una zona de recoleccio´n.
Salida : Lista de pares de nodos que representa un circuito.
1 Resolver modelo de PLE asociado a SG
2 if Se encontro´ una solucio´n S then
3 Gsol ← CrearMultiDiGrafoSolucion(S)
4 sub ciclos← SubCiclos(Gsol)
5 if |sub ciclos| > 1 then
6 for sc ∈ sub ciclos do
7 Agregar al modelo las restricciones necesarias para evitar subciclo sc.
8 Volver a la linea 1
9 else
10 return Primer elemento de la lista subciclos
11 else
12 return No se encontro´ solucio´n.
Este me´todo puede resultar poco eficiente ya en cada iteracio´n resuelve un PLE y
en determinadas zonas el nu´mero de iteraciones necesarias resulta muy alto, llevando el
tiempo de ca´lculo a valores poco razonables.
La forma de eludir este inconveniente fue pre-procesando SGsol con el Algoritmo de
Unio´n de Subciclos. La idea es realizar un intercambio de superarcos en dos subciclos
distintos que pasen por la misma esquina con el fin de unir los subciclos en un u´nico
circuito.
El algoritmo 7 describe en detalle este algoritmo.
La combinacio´n de estos dos procedimientos se presenta en lo que denominamos Algo-
ritmo Integrado y cuyo detalle es presentado en el Algoritmo 8.
Para la rutina encargada de obtener los subciclos en un digrafo, SubCiclos(), se utilizo
la implementacio´n de una versio´n mejorada del algoritmo de Tarjan[20] presentada por
Nuutila y Soisalon-Soinen en 1994[16], disponible en la librer´ıa de grafos con la que se
trabajo´. Este algoritmo se utiliza para encontrar componentes fuertemente conexas en
digrafos: en detalle, dado un digrafo G, retorna una lista de nodos por cada componente
fuertemente conexa de G, es decir, una lista de listas de pares de nodos.
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Algoritmo 7: Unio´n de Subciclos
Entrada: Lista sub ciclos donde cada elemento representa un subciclo como una
lista de pares de nodos y grafo a partir del cual se obtiene los subciclos,
Gsol = (Vsol, Asol).
Salida : Lista sub ciclos donde cada elemento representa un subciclo como una
lista de pares de nodos.
1 while |sub ciclos| > 1 do
2 if Existen supernodos (u, v) ∈ Ci y (w, v) ∈ Cj con Ci y Cj subciclos distintos
then
3 Salientes(u,v) ← {Arcos de la forma ((u, v), (v, r)) usados en el subciclo Ci}
4 Salientes(w,v) ← {Arcos de la forma ((w, v), (v, p)) usados en el subciclo Cj}
5 for ((u, v), (v, r)) ∈ Salientes(u,v) do
6 for ((w, v), (v, p)) ∈ Salientes(w,v) do
7 if Existen superarcos ((u, v)(v, p)) y ((w, v)(v, r)) then
8 Asol ← (Asol \ {((u, v), (v, r))}) ∪ {((u, v), (v, p))}
9 Asol ← (Asol \ {((w, v), (v, p))}) ∪ {((w, v), (v, r))}
10 sub ciclos← SubCiclos(Gsol)
11 else
12 return sub ciclos
13 return sub ciclos
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Algoritmo 8: Algoritmo Integrado
Entrada: Grafo SG asociado a una zona de recoleccio´n.
Salida : Lista de pares de nodos que representa un circuito.
1 Resolver modelo de PLE asociado a SG
2 if Se encontro´ una solucio´n S then
3 Gsol ← CrearMultiDiGrafoSolucion(S)
4 sub ciclos← SubCiclos(Gsol)
5 if |sub ciclos| > 1 then
6 sub ciclos→ UnionSubCiclos(sub ciclos)
7 if |sub ciclos| > 1 then
8 for sc ∈ sub ciclos do
9 Agregar al modelo las restricciones necesarias para evitar subciclo sc.
10 Volver a la linea 1
11 else
12 return Primer elemento de la lista subciclos
13 else
14 return Primer elemento de la lista subciclos
15 else
16 return No se encontro´ solucio´n.
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El algoritmo 9 describe los pasos a seguir para la minimizacio´n de giros en U y consiste
en la creacio´n de la instancia a partir del grafo solucio´n, Gsol, la cual se corresponde con
la reduccio´n presentada en la seccio´n 5.2, y su resolucio´n, que solo se encarga de obtener
una solucio´n llamando al solver Concorde. Aunque parece simple, existe un inconveniente
en este ultimo paso y se describe a continuacio´n.
Algoritmo 9: Minimizacio´n De Giros
Entrada: Muldigrafo euleriano Gsol = (Vsol, Asol).
Salida : Recorrido ordenado en forma de lista de los elementos de Asol.
1 G˜← Crear instancia TSP a partir de Gsol
2 camino← Resolver Instancia asociada a G˜
3 return camino
El optimizador Concorde solo resuelve TSP sobre grafos completos y sime´tricos (no
dirigidos). Claramente, toda instancia del TSP proveniente de la reduccio´n de una instancia
del PRECMG (Seccio´n 5.2), puede transformarse en una instancia sobre un grafo completo
asigna´ndole a los arcos no presentes en el grafo G˜ un costo infinito. Es decir, construimos
el grafo completo Gc = (Vc, Ac) y una funcio´n de costos cc : Ac → R ∪ ∞ , a partir del
grafo G˜ = (V˜,A˜) y la funcio´n c : A˜→ R, de la siguiente manera:
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Vc = V
Ac = Vc × Vc − {(v, v) : v ∈ Vc}
cc(a) =
{
c(a) si a ∈ A˜
∞ si a /∈ A˜
Sin embargo, no quedara´ sime´trico (aun tenemos un grafo dirigido).
Para evitar este problema, utilizamos una conocida transformacio´n polinomial (para,
dado un grafo dirigido, obtener un grafo no dirigido) del TSP asime´trico a sime´trico [18].
A continuacio´n, describimos tal transformacio´n:
Dado el grafo dirigido Gc = (Vc, Ac) y la funcio´n de costo cc, definimos el grafo no
dirigido Gtsp = (Vtsp, Atsp) con un nodo ficticio y un nodo real por cada nodo de Gc y la
funcio´n de costo ctsp : Atsp → R ∪∞:
F = {fi : fi nodo ficticio asociado a vi con vi ∈ Vc}
Vtsp = Vc ∪ F
Atsp = Vtsp × Vtsp − {(v, v) : v ∈ Vtsp}
ctsp((x, y)) =

∞ si x ∈ Vc ∧ y ∈ Vc
∞ si x ∈ F ∧ y ∈ F
−M si ∃i ∈ {1 . . . |Vc|}/x = vi ∧ y = fi
cc((vi, vj)) si ∃i, j ∈ {1 . . . |Vc|}/x = vi ∧ y = fj ∧ i 6= j
donde M es un valor suficientemente grande.
As´ı, las aristas entre nodos reales tiene valor∞, lo que implica que los caminos mı´nimos
no utilizara´n esas aristas. Lo mismo para las aristas entre nodos ficticios. Un camino
mı´nimo en este grafo siempre alternara´ nodos ficticios con reales. Adema´s, como las aristas
entre un nodo real y su correspondiente ficticio tienen un valor −M (con M relativamente
grande), los caminos siempre utilizara´n estas aristas. Como el camino mı´nimo no contendra´
los arcos con peso infinito y s´ı contendra´ los que tienen peso negativo, a continuacio´n de
un nodo real, siempre aparecera´ su nodo ficticio en un camino mı´nimo.
El peso de las aristas entre un nodo real vi y uno ficticio fj con i 6= j es el peso del
arco que va de vi a vj en el grafo Gc. Esto implica que el conjunto de aristas del nodo
real vi en Gtsp representa los arcos de salida de vi en Gc. Rec´ıprocamente el conjunto de
aristas del nodo ficticio fj en Gtsp representa los arcos de entrada de vj en Gc.
Entonces, un camino de Gtsp de la forma:
f1, v1, f2, v2, . . . , fk, vk
se interpreta como un camino:
v1, v2, . . . , vk
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en Gc.
A modo de ejemplo, en las figura 6.2 pasamos de un grafo dirigido G (sobre el cual
queremos calcular un camino hamiltoniano mı´nimo), a Gc, un grafo dirigido completo tal
que un circuito hamiltoniano mı´nimo nos permite calcular el camino hamiltoniano mı´nimo
de G.
Fig. 6.2: Digrafo a digrafo completo, primer etapa de la transformacio´n.
Luego, en la figura 6.3 pasamos a Gtsp, un grafo no dirigido completo. Si calculamos el
circuito hamiltoniano mı´nimo de Gtsp podemos obtener fa´cilmente el circuito hamiltoniano
mı´nimo de Gc .
Fig. 6.3: Digrafo completo a grafo no dirigido completo, segunda y u´ltima etapa de la transforma-
cio´n.
De esta forma reducimos nuestro problema al Problema del Viajante de Comercio
en un grafo completo no dirigido y podemos utilizar Concorde para obtener el resultado
eficientemente.
Sobre el ejemplo planteado, se obtiene del Concorde, la secuencia de ve´rtices:
f1, a1, f2, a2, f3, a3, f4, a4
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La cual representa, sobre el grafo dirigido completo, el camino:
a1, a2, a3, a4
6.5. Algoritmo final
Tal como fue mencionado al final del Cap´ıtulo 5, la resolucio´n del PRECMG sobre los
grafos Gsol asociados a algunas de las zonas de recoleccio´n permitio´ obtener soluciones
va´lidas (sin giros en U) sin ser necesaria la creacio´n del supergrafo y del modelo asociado
a e´ste (ver Tabla 7.2). Sin embargo, la cantidad de tiempo que requiere la creacio´n y
resolucio´n del primer modelo de PLE en algunos casos es bastante alta y teniendo en
cuenta que puede llegar a ser necesario (si luego de la minimizacio´n siguen existiendo
giros en U) crear y resolver el segundo modelo de PLE (el cual tambie´n puede llegar a
requerir mucho tiempo para su resolucio´n), se decidio´ utilizar esta te´cnica para minimizar
la cantidad de giros sobre la solucio´n sin giros en U propuesta por el segundo modelo y
as´ı hacerla mas sencilla y amigable a la vista. Como podemos ver en las tablas 7.2 y 7.3,
esto da muy buenos resultados.
En consecuencia, el que denominamos Algoritmo Final integra las te´cnicas presentadas
en esta tesis resultando el ma´s eficiente para la resolucio´n de instancias del Problema del
Cartero Rural en zonas urbanas.
En el Algoritmo 10 se presenta el detalle del Algoritmo Final.
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Algoritmo 10: Algoritmo Final
Entrada: Archivos OSM, entrada osmoriginal y entrada osmexpendida,
correspondientes, respectivamente, a una determinada zona de
recoleccio´n y a su zona extendida.
Salida : Camino eureliano dado en forma de lista de pares de ve´rtices.
1 G← Crear grafo a partir de los archivos entrada osmoriginal y
entrada osmexpendida
2 SG← Crear supergrafo asociado a G
3 Crear modelo de PLE asociado a SG
4 Resolver modelo de PLE asociado a SG
5 if Se encontro´ una solucio´n S then
6 SGsol ← CrearMultiDiGrafoSolucion(S)
7 sub ciclos← SubCiclos(SGsol)
8 if |sub ciclos| > 1 then
9 sub ciclos← UnionSubCiclos(sub ciclos)
10 if |sub ciclos| > 1 then
11 for sc ∈ sub ciclos do
12 Agregar al modelo las restricciones necesarias para evitar subciclo sc.
13 Volver a la linea 4
14 else
15 Se modifica Gsol teniendo en cuenta la modificacio´n que realizo el
algoritmo Union de Subciclos sobre la solucio´n S
16 camino←MinimizacionDeGiros(SGsol)
17 Generar archivos de salida asociados a camino
18 else
19 camino←MinimizacionDeGiros(SGsol)
20 Generar archivos de salida asociados a camino
21 else
22 return No se encontro´ solucio´n.
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Cap´ıtulo 7
Experiencias computacionales y resultados
En este cap´ıtulo veremos los resultados obtenidos a partir de las experiencias llevadas
a cabo para mostrar la efectividad de los algoritmos implementados.
Las experiencias fueron realizadas en una PC con procesador Intel Core i5-430M de
2.26GHz de velocidad de procesamiento y 4Gb de memoria RAM, corriendo con el sistema
operativo Linux Ubuntu 14.04 de 64bits. Para la resolucio´n de los modelos de programacio´n
lineal entera se utilizo el solver CPLEX[10] 12.5.1.0.
7.1. Resultados y comparacio´n de los algoritmos para subciclos
En la primer tabla presentamos los resultados computacionales obtenidos de aplicar
los dos algoritmos vistos en la Seccio´n 6.3 para evitar subciclos, sobre las instancias co-
rrespondientes a las distintas zonas de recoleccio´n con las que se trabajaron.
La primer columna indica la zona utilizada para la experiencia. La segunda columna
indica el numero de modelos de PLE que se tuvieron que crear y resolver para que el
Algoritmo De Cortes (Algoritmo 6) obtenga una solucio´n va´lida. Las u´ltimas dos columnas
corresponden a la cantidad de uniones que logro´ y no logro´ realizar, respectivamente, el
Algoritmo Integrado (Algoritmo 8). Aclaramos que el valor de la u´ltima columna, nu´mero
de uniones que no se lograron realizar, se corresponde con el nu´mero de modelos que tienen
que ser creados y resueltos.
En la segunda tabla se presentan los tiempo de ejecucio´n obtenidos al realizar las
experiencias con las que se completo´ la tabla anterior.
Podemos ver entonces que, sin considerar el manejo de los datos de entrada, ni la
creacio´n y resolucio´n del primer modelo de PLE ni tampoco el procesamiento posterior
para una presentacio´n amigable de las resultados, la obtencio´n de una solucio´n sin subciclos
haciendo uso del:
Algoritmo de Cortes: tuvo un promedio de 45 minutos de tiempo de ejecucio´n, y la
instancia ma´s dura necesito´ de 6 horas para obtener una solucio´n va´lida.
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Zona
Algoritmo de Cortes Algoritmo Integrado
Modelos Uniones Fallos
1 0 0 0
2 3 2 0
3 4 3 1
4 3 2 0
5 5 11 3
6 2 3 0
7 7 10 2
8 1 1 0
9 4 6 1
10 1 2 0
11 3 3 0
12 6 7 0
13 2 4 0
14 2 2 0
Zona Algoritmo de Cortes Algoritmo Integrado
1 40 segs 6 segs
2 4 horas 4 segs
3 6 horas 10 segs
4 1 min 10 segs 1 seg
5 8 min 20 segs 2 mins
6 2 min 30 segs 6 segs
7 1 hora 1 min 15 segs
8 20 segs 2 segs
9 1 min 30 segs 6 segs
10 30 segs 4 segs
11 35 segs 2 segs
12 1 min 20 segs 2 segs
13 35 segs 4 segs
14 2 min 3 segs
Algoritmo Integrado: tuvo un promedio de 18 segundos de tiempo de ejecucio´n, y la
instancia ma´s dura necesito´ 2 minutos para obtener una solucio´n va´lida.
De los resultados expuestos en las primeras dos tablas, se puede ver que el Algoritmo
Integrado es la te´cnica mas eficiente para la resolucio´n de los subciclos y es por esto que
es el algoritmo que se utiliza en la estrategia final de resolucio´n.
7.2. Resultados de la minimizacio´n en cantidad de giros
En primer lugar, esta te´cnica se aplico´ sobre los recorridos obtenidos para los grafos
originales, es decir, aquellos grafos que conten´ıan un ve´rtice por esquina y un arco por
calle.
Sobre las 14 instancias correspondientes a las zonas de recoleccio´n que se decidieron
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optimizar, obtuvimos los siguientes resultados:
Zona
Antes de la minimizacio´n Despue´s de la minimizacio´n
Giros en U Giros en las esquinas Giros en U Giros en las esquinas
1 57 117 15 84
2 37 123 11 97
3 35 198 1 181
4 10 78 0 54
5 27 187 5 157
6 42 193 3 169
7 50 230 6 210
8 0 83 0 48
9 11 129 1 75
10 5 154 3 90
11 2 99 2 37
12 4 111 0 46
13 2 102 0 56
14 32 174 5 121
Como se puede ver, en las zonas en las que aun persist´ıan los giros en U, disminuye
notablemente el nu´mero de giros en las esquinas. Sin embargo, no son soluciones factibles
con lo cual, para esos casos, aplicamos este te´cnica pero sobre los caminos eulerianos
obtenidos para los llamados supergrafos (vistos en la seccio´n 3.2.2).
Cuando aplicamos la minimizacio´n por giros a las soluciones obtenidas del segundo
modelo de PLE, ya no buscando evitar los giros en U, si no buscando reducir la mayor
cantidad de giros en las esquinas posible. Logramos resultados muy satisfactorios y son los
que se enuncian en la cuarta tabla. En la segunda columna de ella se muestra la cantidad
de giros que conten´ıa el recorrido, previo a la minimizacio´n en giros, y en la tercer columna,
la cantidad de giros que contiene luego de ella. En la u´ltima columna se ve la cantidad de
giros que logro reducir este algoritmo y el porcentaje que esta mejora representa.
Zona Antes de la minimizacio´n Despue´s de la minimizacio´n
Mejora
Cantidad Porcentaje
1 131 96 35 27
2 165 134 31 18
3 241 176 65 26
4 85 56 29 34
5 219 172 57 26
6 231 175 56 24
7 283 221 62 21
8 91 48 43 47
9 131 77 54 41
10 165 93 72 43
11 106 39 67 63
12 116 46 70 60
13 104 56 48 46
14 115 63 46 40
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Claramente la aplicacio´n de esta te´cnica sobre las soluciones ya va´lidas y mı´nimas
respecto a cantidad de kilo´metros, genera una importante mejora en la cantidad de giros.
En consecuencia, en el algoritmo final utilizado para la obtencio´n de los recorridos que se
presentaran al Municipio, se aplica esta te´cnica de la manera antes enunciada, es decir,
sobre los grafos solucio´n correspondientes al segundo modelo de PLE.
7.3. Tiempos en la obtencio´n de los recorridos o´ptimos
En la tabla final evaluamos la performance de cada una de las tareas mas impor-
tantes realizadas por el Algoritmo Final (Algoritmo 10) al aplicarlo sobre las instancias
correspondientes a las zonas de recoleccio´n.
Las columna Segundo Modelo indica el tiempo que se necesito´ para las tareas de crea-
cio´n y resolucio´n del segundo modelo de PLE (Modelo 3.3), mientras que las columnas
Giros U, SubCiclos y Total, indican el tiempo de ejecucio´n de los algoritmos que se en-
cargan de la minimizacio´n de giros (Algoritmo 9), evitar subciclos (Algoritmo 8) y la
resolucio´n total de la instancia (Algoritmo 10), respectivamente.
Tener en cuenta que el campo de la columna Total no coincide con la sumas de las
dema´s columnas de la fila ya que en ellas no se incluye el tiempo necesario para la creacio´n
de los grafos, la generacio´n de los archivos de salida y la impresio´n de algunos datos en
pantalla.
Zona Modelo PLE 2 Subciclos Giros U Total
1 7 segs 6 segs 4 segs 25 segs
2 6 mins 40 segs 4 segs 4 segs 7 mins
3 3 segs 10 segs 5 segs 26 segs
4 1 seg 3 segs 1 segs 9 segs
5 14 segs 2 mins 5 segs 2 min 20 segs
6 3 segs 12 segs 6 segs 30 segs
7 25 segs 1 min 15 segs 8 segs 2 mins
8 30 segs 2 segs 2 segs 8 segs
9 1 seg 6 segs 3 segs 15 segs
10 1 seg 4 segs 4 segs 17 segs
11 1 seg 3 segs 2 segs 10 segs
12 1 seg 5 segs 2 segs 14 segs
13 1 seg 4 segs 2 segs 11 segs
14 5 segs 7 segs 4 segs 14 segs
Como se ve, la mayor´ıa de las instancias se logran resolver en un intervalo de tiempo
corto, y la mayor cantidad de e´ste se encuentra en la creacio´n y resolucio´n de los modelos de
programacio´n lineal entera. Se puede deducir entonces que los algoritmos implementados
realizan sus objetivos de manera eficiente y no influyen de manera determinante en el
tiempo de ejecucio´n.
Cap´ıtulo 8
Conclusiones y pro´ximos pasos
8.1. Conclusiones
A lo largo del presente trabajo se estudio´ la posibilidad de utilizar te´cnicas de Inves-
tigacio´n Operativa para disen˜ar recorridos de los camiones recolectores de residuos de la
Municipalidad de Concordia que minimicen la cantidad de kilo´metros recorridos.
El primer paso fue modelar el problema como un problema en grafos, representando a
cada una de las zonas de recoleccio´n como un grafo mixto. As´ı, los recorridos de recoleccio´n
de residuos en una determinada zona, que deben pasar por todas las cuadras de ella, no
ser´ıa ma´s que un camino euleriano sobre el mismo.
El problema es que todos los grafos asociados a las zonas de recoleccio´n no son eule-
rianos. Esto nos lleva al problema de decidir que´ cuadras adicionales utilizar para cumplir
el objetivo de recorrer todas las cuadras de la zona con la menor cantidad de kilo´metros
recorridos. As´ı, se incorporan cuadras aledan˜as a la zona y su grafo correspondiente con
las distancias de sus arcos pasan a ser una instancia del Problema del Cartero Rural.
El Problema del Cartero Rural pertenece a la clase de problemas NP-dif´ıciles para
los cuales su modelizacio´n como problema de Programacio´n Lineal Entera resulta ser la
te´cnica ma´s eficiente para su resolucio´n.
El primer modelo de Programacio´n Lineal Entera utilizado (basado en la literatura
existente) permitio´ obtener soluciones en un tiempo razonable pero no va´lidas: en muchas
de las cuadras que se pueden recorrer en ambos sentidos, las soluciones utilizaban los
llamados giros en U y, de esta manera, violaban las normas de tra´nsito de la Municipalidad
de Concordia.
Este fue el motivo por el que se trato´ con una nueva estructura la cual llamamos super-
grafo y no es ma´s que una “expansio´n”del grafo que permite representar ma´s informacio´n.
Espec´ıficamente, resultaba necesario incluir el hecho de que la posibilidad de ir de una
esquina A a una esquina B no solo dependa de la existencia de una calle que las una sino
tambie´n del punto desde el cual se llego´ a la esquina A.
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Asociado a la nueva estructura que modela nuestra zona de recoleccio´n se debio´ im-
plementar un nuevo modelo de Programacio´n Lineal Entera.
A diferencia del modelo utilizado sobre el grafo original, el programa lineal entero
que modelara un circuito euleriano en la zona de recoleccio´n, deb´ıa incluir restricciones
que aseguraran la conexidad de la solucio´n. De hecho, cuando estas restricciones no esta´n
presentes, las soluciones pod´ıan llegar a contener ma´s de un circuito y a cada uno de ellos
se los llamo´ subciclos. El problema es que las restricciones que aseguran la conexidad en la
solucio´n son un nu´mero exponencial y no pueden ser manejadas incorpora´ndolas a todas
ellas desde el inicio.
A trave´s de la implementacio´n de un algoritmo iterativo que, dado una solucio´n ob-
tenida por el segundo modelo de PLE, solo incorpora las restricciones necesarias para
evitar los subciclos presentes en caso de que una unio´n ”manual”de estos no sea posible,
se resolvio´ de manera sumamente eficiente este problema.
De esta manera finalmente se obtuvieron los kilo´metros mı´nimos necesarios para reco-
rrer todas las cuadras de cada zona de recoleccio´n y cua´ntas veces deb´ıan ser recorridas
cada una de las cuadras de la zona y de la zona aledan˜a considerada.
Una vez obtenidas estas soluciones o´ptimas, se implemento´ un algoritmo para deter-
minar la manera de recorrer estas cuadras de manera de reducir la cantidad de giros. Para
ello, el problema de minimizar giros se redujo a instancias del Problema del Viajante de
Comercio (TSP). Estas soluciones resultan ma´s amigables para su implementacio´n por
parte de la Subsecretaria de Higiene Urbana.
Finamente, para facilitar la consulta e implementacio´n de los recorridos o´ptimos, se
desarrollo´ una interfaz de usuario que hace muy simple esta tarea.
En resumen, el trabajo realizado en el marco de esta tesis permitio´ ofrecer a la Muni-
cipalidad de Concordia recorridos para los camiones recolectores de residuos que respetan
la pol´ıtica de la SHU en lo que se refiere a la necesidad e importancia de recorrer todas las
cuadras de cada zona y las normas de circulacio´n en la ciudad. Estos recorridos realizan
la menor cantidad de kilo´metros posible con el consecuente ahorro en combustible, horas
hombre, desgaste de camiones, etc y adema´s, fueron optimizados en cantidad de giros
realizados con el fin de hacerlos mas amigables para su lectura e implementacio´n en las
calles de la ciudad.
Los resultados obtenidos en esta tesis muestran el potencial que posee la integracio´n
de las diversas y variadas herramientas asociadas a ciencias como la informa´tica y la
matema´tica en la resolucio´n y mejora de problema´ticas actuales.
8.2. Trabajos a futuro
Los recorridos obtenidos en esta tesis ofrecen la garant´ıa de que no pueden ser me-
jorados en te´rminos de kilo´metros totales recorridos ya que corresponden a una solucio´n
o´ptima del modelo de PLE. Sobre la solucio´n o´ptima que brinda el modelo, resolviendo
el problema de minimizacio´n de giros sobre el grafo Gsol asociado, obtenemos la forma de
recorrer este grafo euleriano haciendo la menor cantidad de giros.
Sin embargo, el modelo de PLE tiene muchas soluciones o´ptimas. Todas ellas recorrera´n
la menor cantidad de kilo´metros posibles. Pero cada una de ellas se traducir´ıa en diferentes
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grafos Gsol. El desaf´ıo ser´ıa lograr un modelo que integre estos dos objetivos de manera
que, entre todos los circuitos o´ptimos en kilo´metros recorridos, la optimizacio´n elija la
solucio´n tal que el SGsol asociado pueda recorrerse con la menor cantidad de giros.
Un modelo posible a explorar es modificando la funcio´n de costos del Modelo 3.3 de
manera que la misma incorpore la informacio´n de si ese arco se esta´ recorriendo despue´s
de haber doblado o siguiendo derecho por la misma calle. Actualmente todos los arcos que
componen el superarco correspondiente a una cuadra tienen el mismo costo. Sin embargo,
cada uno de esos arcos tiene la informacio´n de desde do´nde se llega a recorrerlo.
La idea seria entonces sumar un costo adicional a los arcos de SG que signifiquen haber
cambiado de direccio´n. Este costo cad podr´ıa ser un porcentaje de la longitud de la cuadra
que representa ese arco o un costo fijo.
Esto es, sabemos que en el grafo SG, cada cuadra entre las esquinas correspondientes
a los nodos vj y vk tiene asociado un superarco, formado por varios arcos de la forma
((vi, vj), (vj , vk)) que indican que esta cuadra se esta´ recorriendo inmediatamente despue´s
de haber recorrido la cuadra entre las esquinas correspondientes a vi y vj . Actualmente,
en el Modelo 3.3, todos estos arcos del superarco tienen el mismo costo cjk en la funcio´n
objetivo que corresponde a la longitud de la cuadra entre vj y vk.
Sin embargo, de la misma manera que lo hecho en el Cap´ıtulo 5 podemos calcular
el coseno del a´ngulo que implica recorrer esa cuadra viniendo desde vi. La propuesta es
tomar como nuevo costo del arco ((vi, vj), (vj , vk)) el que resulte de adicionar a cjk el costo
cad elegido multiplicado por 1 menos el coseno del a´ngulo.
Para la determinacio´n de cad deber´ıa estudiarse el impacto en te´rminos meca´nicos
(fuerza del motor, desgaste de cubiertas, etc) que implica un giro para camiones de ese
porte.
Por u´ltimo, queda pendiente el poder incorporar las soluciones a dispositivos que sean
capaces de guiar a los conductores de los camiones de recoleccio´n a medida que van reali-
zando el recorrido. Si bien hubo un comienzo de nuestro lado, creando archivos compatibles
con la mayor´ıa de los dispositivos GPS actuales, dado que los camiones con los que dispone
la subsecretaria de higiene urbana no cuentan con ningu´n dispositivo capaz de utilizarlos,
no se pudo probar si estos realmente cumplir´ıan su objetivo.




Ejemplo de recorrido de recoleccio´n o´ptimo
En este Ape´ndice mostramos el recorrido o´ptimo obtenido para la zona de recoleccio´n
correspondiente al turno man˜ana, interno nu´mero 23, en dos de los formatos en los que
se puede acceder al mismo: el listado de cuadras a recorrer y la traza sobre el mapa de la
ciudad. Para mayor claridad se particiona el recorrido en tres etapas.
Inicio: Ramirez y Sarmiento
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Primera parte:
Por Ramirez hacer 2 cuadras, hasta 3 de Febrero, y seguir derecho.
Por 3 de Febrero hacer 3 cuadras, hasta H. Yrigoyen, y girar a la derecha.
Por H. Yrigoyen hacer 1 cuadras, hasta -/-, y girar a la derecha.
Por -/- hacer 3 cuadras, hasta Saavedra, y seguir derecho.
Por Saavedra hacer 4 cuadras, hasta Almirante Brown, y girar a la izquierda.
Por Almirante Brown hacer 10 cuadras, hasta Santa Mara de Oro, y girar a la izquieda.
Por Santa Mara de Oro hacer 2 cuadras, hasta 25 de Mayo, y girar a la izquierda.
Por 25 de Mayo hacer 2 cuadras, hasta Alem, y girar a la derecha.
Por Alem hacer 3 cuadras, hasta Roque Saenz Pea, y seguir derecho.
Por Roque Saenz Pea hacer 3 cuadras, hasta H. Yrigoyen, y girar a la derecha.
Por H. Yrigoyen hacer 3 cuadras, hasta 9 de Julio, y girar a la izquierda.
Por 9 de Julio hacer 1 cuadras, hasta Pellegrini, y girar a la derecha.
Por Pellegrini hacer 12 cuadras, hasta 3 de Febrero, y girar a la derecha.
Por 3 de Febrero hacer 1 cuadras, hasta H. Yrigoyen, y girar a la derecha.
Por H. Yrigoyen hacer 3 cuadras, hasta Corrientes, y girar a la derecha.
Por Corrientes hacer 3 cuadras, hasta Velez Sarsfield, y seguir derecho.
Por Velez Sarsfield hacer 3 cuadras, hasta 25 de Mayo, y girar a la derecha.
Por 25 de Mayo hacer 1 cuadras, hasta Gemes, y girar a la derecha.
Por Gemes hacer 3 cuadras, hasta Salta, y seguir derecho.
Por Salta hacer 3 cuadras, hasta H. Yrigoyen, y girar a la derecha.
Por H. Yrigoyen hacer 4 cuadras, hasta Bartolom Mitre, y girar a la derecha.
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Segunda parte:
Por Bartolom Mitre hacer 1 cuadras, hasta Pellegrini, y girar a la derecha.
Por Pellegrini hacer 2 cuadras, hasta Catamarca, y girar a la derecha.
Por Catamarca hacer 1 cuadras, hasta H. Yrigoyen, y girar a la derecha.
Por H. Yrigoyen hacer 6 cuadras, hasta Carriego, y girar a la derecha.
Por Carriego hacer 3 cuadras, hasta Andrade, y seguir derecho.
Por Andrade hacer 3 cuadras, hasta 25 de Mayo, y girar a la derecha.
Por 25 de Mayo hacer 3 cuadras, hasta Bernardo de Irigoyen, y girar a la derecha.
Por Bernardo de Irigoyen hacer 3 cuadras, hasta 1ro de Mayo, y seguir derecho.
Por 1ro de Mayo hacer 3 cuadras, hasta H. Yrigoyen, y girar a la derecha.
Por H. Yrigoyen hacer 1 cuadras, hasta Buenos Aires, y girar a la derecha.
Por Buenos Aires hacer 3 cuadras, hasta Quintana, y seguir derecho.
Por Quintana hacer 1 cuadras, hasta San Luis, y girar a la derecha.
Por San Luis hacer 2 cuadras, hasta General San Martn, y girar a la izquierda.
Por General San Martn hacer 3 cuadras, hasta Almirante Brown, y girar a la izquierda.
Por Almirante Brown hacer 5 cuadras, hasta Santa Mara de Oro, y girar a la izquierda.
Por Santa Mara de Oro hacer 4 cuadras, hasta San Luis, y girar a la izquierda.
Por San Luis hacer 12 cuadras, hasta Sgto. Cabral, y girar a la izquierda.
Por Sgto. Cabral hacer 1 cuadras, hasta Sarmiento, y girar a la izquierda.
Por Sarmiento hacer 5 cuadras, hasta Urdinarrain, y girar a la izquierda.
74 A. Ejemplo de recorrido de recoleccio´n o´ptimo
Tercera parte:
Por Urdinarrain hacer 2 cuadras, hasta Catamarca, y seguir derecho.
Por Catamarca hacer 3 cuadras, hasta H. Yrigoyen, y girar a la derecha.
Por H. Yrigoyen hacer 1 cuadras, hasta Alberdi, y girar a la derecha.
Por Alberdi hacer 3 cuadras, hasta Aristbulo del Valle, y seguir derecho.
Por Aristbulo del Valle hacer 3 cuadras, hasta 25 de Mayo, y girar a la derecha.
Por 25 de Mayo hacer 1 cuadras, hasta Urdinarrain, y girar a la derecha.
Por Urdinarrain hacer 3 cuadras, hasta Entre Ros, y girar a la izquierda.
Por Entre Ros hacer 4 cuadras, hasta 3 de Febrero, y giro a la derecha.
Por 3 de Febrero hacer 1 cuadras, hasta Justo Jos de Urquiza, y girar a la derecha.
Por Justo Jos de Urquiza hacer 11 cuadras, hasta Cnel. Espino, y girar a la derecha.
Por Cnel. Espino hacer 2 cuadras, hasta H. Yrigoyen, y girar a la derecha.
Por H. Yrigoyen hacer 1 cuadras, hasta 9 de Julio, y girar a la derecha.
Por 9 de Julio hacer 3 cuadras, hasta Entre Ros y girar a la derecha.
Por Entre Ros hacer 4 cuadras, hasta Quintana, y girar a la izquierda.
Por Quintana hacer 3 cuadras, hasta 25 de Mayo, y girar a la derecha.
Por 25 de Mayo hacer 6 cuadras, hasta Ramirez, y girar a la derecha.
Por Ramirez hacer 1 cuadras, hasta Sarmiento, y girar a la derecha.
Por Sarmiento hacer 11 cuadras, hasta Santa Mara de Oro, y girar a la izquierda.
Por Santa Mara de Oro hacer 2 cuadras, hasta Cnel. Espino, y seguir derecho.
Por Cnel. Espino hacer 1 cuadras.
Fin: Cnel. Espino y Justo Jos de Urquiza
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