Web page categorization is an approach for improving precision and efficiency of information retrieval on the web by filtering out irrelevant pages. Current approaches to information filtering based on categorization assume the existence of a single classification hierarchy used for filtering. In this paper, we address the problem of filtering information categorized according to different classification hierarchies. We describe a method for approximating Boolean queries over class names across different class hierarchies.
Motivation
Web page categorization is an approach for enhancing information search on the World Wide Web. An explicit assignment of pages to certain classes improves precision of information retrieval, because pages with similar content are grouped together. Using the categorization, a query can be set into a thematic context by restricting it to pages assigned to a specific category that reflects the needs of a user searching for information, thus excluding completely irrelevant pages. Further, a categorization of web pages reduces the complexity of search, because the classes can be used as a filter mechanism for reducing the number of pages to be considered by a search engine. The advantages of web page categorization have been exploited in several researchers to improve querying 1 , meta search engines 8 and web crawling 5 .
Existing approaches rely on the existence of a single classification hierarchy to organize information. We argue that this view is not a realistic one. In larger scale systems we will have to cope with multiple hierarchies classifying information resources independently of one another. The need to handle different classifications has the following origins:
• Legacy Classifications: When we develop systems for information filtering we do not want to do the assignment of information resources to classes from scratch.
In this case we can use existing directories like Yahoo or the open directory with their different hierarchies.
• Combining Systems: When looking for information on the web, we do not want to rely on a single information filtering system. In order to get a better coverage of existing information source the combined use of different systems in terms of a meta filter is favorable.
• The Semantic Web: The aim of semantic web research is to enrich the World Wide Web with machine-interpretable models of information semantics. One of the key techniques in this context is the assignment of information units to classes of ontologies that are specific for a web site.
In all three cases we have to be able to handle multiple classification hierarchies in terms of existing directories, classification used by different systems or ontologies present on different web sites.
In section 2 we give an overview of our approach to handle multiple hierarchies. The technical details of our approach are given in section 3 and 4. In section 5 we briefly describe an implementation of the methods presented. We summarize with a short discussion of the results.
Overview of the Approach
Ontologies can differ in many ways. In this paper we will not try to discuss them in general. We will rather give an example of ontologies that even though they describe the same domain of interest represent very different conceptualizations of that domain. We start with a simple ontology that discriminates animals into domestic, foreign and production animals and contains some kinds of animals that fall under one or more of these categories. Now consider a second ontology that describes classes of animals in the way a child would possibly categorize them. The main distinctions made in this ontology are pets, farm animals and zoo animals. These distinction are based on the experience of a child that some animals are kept at home, at farms or in zoos. While both ontologies do not share any class except for the general class animal, it should be possible to establish a relation between the two. Using common world knowledge and the informal descriptions of the classes in the ontology we can conclude that pets should be a subclass of domestic animal and include Cats and Dogs. Farm animals should be a subclass of domestic animals and include Cows and Pigs. Finally zoo animals should be subsumed by Foreign animals and contain all the subclasses of foreign animal.
Assume that we want to post a query that is formulated using terms form the second ontology to an information source that has been classified according to the first ontology. In order to answer this query, we have to resolve the heterogeneity discussed above. As an example we take the following query (Animal ∧ ¬(Farm-Animal)). This query cannot be directly answered, because the term Farm-Animal is not understood. However, we know what are the characteristic properties of zooanimals and can compare them with the definitions of classes in the other ontology. Based on a formal definitions of classes in both ontologies, we can find those concepts in the first ontology that are most closely related to a query concept. Taking a concepts from our query, we can for example decide that Domestic-Animal and Production-Animal is an upper approximation for Farm-Animal while Cow and Pig are lower approximations. Using these concepts, we can define lower boundaries for farm-animals (Cow ∨ Pig) and use this expression instead of the original concept still getting correct results. In our example, however, the concept occurred in a negated form. In order to return a correct result, we therefore cannot use the lower bound because not all irrelevant resources might be excluded. Based on the considerations made above we can replace the concept Farm-Animal within the scope of the negation by its upper bound (Domestic-Animal ∧ Production-Animal). Using this rewriting, we get the following query that can be shown to return only correct results: (Animal ∧ ¬ (Domestic-Animal ∧ Production-Animal)).
Reasoning about Class Hierarchies
What we need in order to implement the approach sketched above is the ability to automatically compare class definitions using logical reasoning. In the past a number of formalisms, called concept languages or Description Logics have been developed that provide us with such reasoning capabilities 2 . The semantics of a concept language is based on an interpretation mapping into an abstract domain. More specifically, every concept name is mapped on a set of objects, every property name is mapped on a set of pairs of objects. Individuals (in or case resources) are mapped on individual objects in the abstract domain. Formally, an interpretation is defined as follows:
E ) where ∆ is a (possibly infinite) set and .
E is a mapping such that:
We call . E the extension of a concept, a role, or an individual, respectively.
This notion of an interpretation is a very general one and does not restrict the set of objects in the extension of a concept. This is done by the use of operators for defining classes. These kinds of operators restrict the possible extensions of a concept. Comparing these restrictions, we can decide whether one of the following relations between two expressions hold:
In our approach, we use subsumption in order to determine the upper and lower boundaries of a concept. Membership is used in order to retrieve relevant resources that match a query. For this purpose, the classes of a classification hierarchy are described by expressions in a concept language. Together with information items that have been assigned to these classes, we get the notion of an information source. Definition 3.2. An Information source is a tuple C, I, M where C a set of class definitions in a concept language, I is a set of information items and M : I × C is a membership relation relates information items to class definitions.
Building on this abstract view on an information source, we can define the problem of integrating the classifications employed in two different systems. Roughly speaking the task is to extend the membership relation M 1 of an information source IS 1 by an additional relation M that relates the information items of a second information source IS 2 according to the source ontology of IS 1 . Definition 3.3. Let IS 1 = C 1 , I 1 , M 1 and IS 2 = C 2 , I 2 , M 2 be information sources, then a bilateral integration problem is equivalent to finding a membership relation M : I 1 ∪ I 2 × C 1 such that for all x ∈ I 2 ∪ I 2 and c i ∈ C 1 :
In order to solve this problem, we normally need more information about the relation (i.e. equivalence) of concepts in the two hierarchies than available. This leads to the need for approximate information filtering.
Approximate Information Filtering
Consider the situation where we want to classify an information item from an information source IS 2 into the local ontology of IS 1 by computing M . The only information we have about x is its classification M 2 with respect to the source ontology of IS 2 . In order to make use of this information, we have to determine the relation between possible classifications of x in IS 1 and the source ontology of IS 2 . In this context, we can use subsumption testing in order to determine hypotheses for M with respect to IS 2 by computing the class hierarchy for C 1 ∪ C 2 using the definitions of individual classes.
Re-Classification
As the classes in the hierarchy form a partial order, we will always have a set of direct super-and a set of direct subclasses of c 1 . We can use these classes as upper and lower approximation for c 1 in IS 2 : Definition 4.1. Let IS 1 = C 1 , I 1 , M 1 and IS 2 = C 2 , I 2 , M 2 be information sources and c ∈ C 1 a class from IS 1 , then a class c lub ∈ C 2 is called a least upper bound of c in IS 2 , if the following assertions hold:
The upper approximation lub IS2 (c) is the set of all least upper bounds of c in IS 2 .
Definition 4.2. Let IS 1 = C 1 , I 1 , M 1 and IS 2 = C 2 , I 2 , M 2 be information sources and c ∈ C 1 a class from IS 1 , then a class c glb ∈ C 2 is called a greatest lower bound of c in IS 2 , if the following assertions hold:
The lower approximation glb IS2 (c) denotes the set of all greatest lower bounds of c in IS 2 .
The rational of using these approximations is that we can decide whether x is a member of the classes involved based on the relation M 2 . This decision in turn provides us with an approximate result on deciding whether x is a member of c 1 , based on the following observation:
• If x is member of a lower bound of c 1 then it is also in c 1 • If x is not member of all upper bounds of c 1 then it is not in c 1
Selman and Kautz propose to use this observation about upper and lower boundaries for theory approximation 4 . We adapt the proposal for defining an approximate classifier M : I 2 × C 1 → {0, 1, ?} in the following way: Definition 4.3. Let IS 1 = C 1 , I 1 , M 1 and IS 2 = C 2 , I 2 , M 2 be information sources and x ∈ I 2 then for every c 1 ∈ C 1 we define M such that:
Where the semantics of disjuction, conjunction and negation is defined in the obvious way using set union, intersection and complement.
Based on the observation about the upper and lower bounds, we can make the following assertion about the correctness of the proposed approximate classification: Theorem 4.1. The approximation from definition 4.3 is correct in the sense that:
Using the definition of upper and lower bounds the correctness of the classification can be proven in a straightforward way 6 . This results provides us with the possibility to include many of the information items from remote systems into an information source in such a way, that we get a semantic description of the item we can use for information management. Another interesting application of this approach, namely information filtering is described in the next section.
Query Re-Writing
The considerations from last section provide a formal basis for query re-writing. Having proven the correctness of the approximation we can use them to re-write queries by replacing concept names by their approximation. This re-writing is part the overall filtering process that consists of the following steps:
(i) Normalization: the original query is transformed into negation normal form.
(ii) Re-writing: the concept names in the query are replaced by their approximations in the remote source (iii) Classification: the re-written query is classified into the ontology of the remote source and instances of subsumed concepts are returned as result.
A query is said to be in negation normal form if negations only apply to single concept names and not to compound expressions. We can only re-write queries in normal form, because we have to distinguish between non-negated concept names that are replace by their lower approximation and negated ones replaced by the upper approximation. Once we have transformed the query into negation normal form, we can re-write it in the described way. Formally this re-writing can be defined as follows:
Definition 4.4. The rewriting of a query Q over concepts c i from an information source IS 1 to a query Q over concepts from another information source IS 2 is defined as as follows:
• replace every non negated concept name c by:
• replace every negated concept name c by:
As the re-writing builds upon the approximations discussed in the last section we can guarantee that the result of the query is correct. Moreover, we can use subsumption reasoning in order to determine this result. To be more specifically, a resource x is indeed a member of the query concept if membership can be proved for the re-written query.
Theorem 4.2. The notion of query re-writing defined above is correct in the sense that:
This correctness result that can easily be proven 6 enables us to implement the information filtering approach using available subsumption reasoner in combination with a query-processor that re-writes queries and poses the resulting query to these reasoners.
Implementation and Applications
The methods described in this paper are meant to be not just of theoretical interest. They have been implemented in the 'Bremen University Semantic Translator' (BUSTER), a system meant to provide an intelligent middleware for information sharing. The BUSTER system is meant to be used by many different applications like search engines, e-commerce platforms or corporate memories in order to access heterogeneous and distributed information resources. For this purpose, the BUSTER system provides two subsystems, one for information filtering and one for information integration. These subsystems are mainly independent of each other and can be accessed by clients over the World Wide Web (see figure 1) . The BUSTER inference implements basic functionality for applying the methods for semantic translation and filtering. The inference module provides terminological reasoning facilities for the information filtering subsystem and re-classification services for the information integration subsystem. The BUSTER system is currently applied in different domains. The main focus is on the retrieval and integration of geographically related information. In previous work 3 we describe the use of the system to retrieve environmental information using spatial and terminological criteria. We further used the system for the integration of different classifications of land-use classes 7 .
Discussion
We presented an approach that enables us to filter information based on an explicit categorization of web pages. In contrast to previous approaches, we considered information being classified according to different class hierarchies. We think that this extension is beneficial in real life applications, because it enables us to used specialized a categorization scheme better adapted to a specific application than a general classification without loosing the possibility to extend the search to information outside our specific categorization. Our approach can be proven to be correct with respect to model-based semantics of the underlying logic thus preserving the advantages of web page categorization in terms of enhanced precision. We might also take into consideration re-writings that are complete but not correct in order to avoid that we loose important information. In this case, however, we need to make sure that the number of irrelevant documents does not become too large, because this would mean loosing the advantage of concept based filtering.
