Music listeners frequently use words to describe music. Personalized music recommendation systems such as Last.fm and Pandora rely on manual annotations (tags) as a mechanism for querying and navigating large music collections. A well-known issue in such recommendation systems is known as the cold-start problem: it is not possible to recommend new songs/tracks until those songs/tracks have been manually annotated. Automatic tag annotation based on content analysis is a potential solution to this problem and has recently been gaining attention. We describe how stacked generalization can be used to improve the performance of a state-of-the-art automatic tag annotation system for music based on audio content analysis and report results on two publicly available datasets.
INTRODUCTION
Music information retrieval (MIR) is a research area that has been rapidly gaining momentum due to the widespread digital distribution of music. A central goal of MIR is to create systems that can efficiently and effectively retrieve songs from large databases of music content. There are various approaches to specifying queries. We focus on the approach used by personalized music recommendation systems Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. such as Last.fm and Pandora, which is, essentially, to represent each track as a collection of manually annotated words (tags). Social tags are a key part of "Web 2.0" technologies and have become an important aspect of recommendation systems. Any semantically meaningful word can be used for this purpose-tags for music can represent a variety of different concepts including genre, instrumentation, emotions, geographic origins, social conditions etc. Games with a purpose are an exciting new way of collecting tags for a variety of multimedia annotation tasks [20] by harnessing volunteer users who perform the annotation as part of casual gaming.
A well-known issue in tag-based recommendation systems is known as the cold-start problem [12] : it is not possible to recommend new songs/tracks until those songs/tracks have acquired enough manual annotations. Recently, gameswith-a-purpose have been shown to be an effective way of acquiring reliable tags for large number of multimedia items. Automatic tag annotation based on content analysis can be used to complement manual tag annotation.
In this paper we focus on automatic tag annotation of music tracks in which the music retrieval system learns a relationship between acoustic features and words from a dataset of annotated audio tracks. The resulting trained model can retrieve audio tracks based on lists of tags and can annotate unlabelled audio tracks with tags. Such systems can be used to both annotate novel audio content as well as retrieve relevant audio tracks from a database of unannotated tracks given a text-based query [18] . Similar approaches have been explored in the context of automatic image annotation [15] .
Automatic audio annotation can be formulated as a multilabel classification problem. We describe a state-of-the-art automatic tag annotation system for music that utilizes audio feature extraction, the output of which is used to train a Support Vector Machine (SVM) with probabilistic class outputs, where each class corresponds to a tag. Stacked generalizaton is used in order to train a second level SVM classifier that exploits possible correlations between tags. We show that this significantly improves annotation performance on two publicly available music datasets with verified human annotations. There is no consistent terminology for stacked generalization and several other terms for similar approaches have been used in the literature of automatic content-based multimedia annotation and classification. In the following section we attempt to collect these different variations using common terminology and describe the differences and similarities between them and to the proposed approach.
RELATED WORK
There is a large body of work in automatic image annotation [15] . Early work in audio annotation for music used web-documents associated with an artist for the text annotations [21] . There are several different approaches to collecting tags for music, each with advantages and disadvantages [17] . For example the Magnatagatune dataset used in this paper has been collected using TagATune [7] , a game with a purpose. There has been a recent increase in interest in automatic audio tag annotation for individual music tracks as evidenced by the corresponding task in the Music Information Retrieval Evaluation Exchange (MIREX) [3] , an annual event where different MIR algorithms are evaluated on a variety of tasks. One of the best performing systems used a probabilistic model with one tag-level distribution over the audio feature space for each word in the vocabulary [18] . The parameters of a tag-level Gaussian Mixture Model (GMM) are estimated using audio content from a set of training tracks that are positively associated with the tag. This system had the best performance in MIREX 2008 and is used below as a baseline for comparison with our proposed approach. Like our system, the output for a particular track is a tag affinity vector that can be thresholded for tag annotation. Support Vector Machines have been used with song-level features for automatic tag classification trained at different granularities (track, album, artist) [9] . Unlike our approach, individual SVM are trained separately for each tag using positive and negative samples. Another possibility is to use boosting of classifiers for automatic generation of social tags for music recommendation [4] . A classifier specifically designed for multi-label classification was used to classify music into emotions [14] . Unlike in our approach, these systems have no second stage to model relations between tags is employed.
Audio tag annotation can viewed as a problem of multilabel classification [16] . Our approach is to use a distribution classifier (a linear SVM with probabilistic outputs [11] ) that can output a distribution of affinities (or probabilities) for each tag. This affinity vector can either be used directly for indexing and retrieval, or thresholded to obtain a binary vector with predicted tag associations for the particular track. The resulting affinity vector is fed into a second stage SVM classifier in order to better capture the relations between tags. This approach is a specialized case of stacking generalization [22] , a method for the combination of multiple classifiers. Similar ideas have appeared in the literature under other terms such as anchor-based classification [1] and semantic space retrieval [13] , but not necessarily in a multi-label tag annotation context. The general idea is to map the content-based features to a more semantically meaningful space, frequently utilizing external information such as web resources. Stacked generalization has been used for discriminative methods for multi-label classification in text retrieval [6] but using a vector of binary predictions for each label to model dependencies between them. The most closely relevant work is applied in improving multilabel analysis of music titles again using a second stage classifier on the binary predictions of the first stage classifiers which the authors term the correction approach [10] . To the best of our knowledge this is the first time the probabilistic output of SVM classifiers is used for multiple label classification for automatic audio annotation and possibly more generally content-based multimedia annotation. Figure 3 .1 shows the flow of information for our proposed audio annotation system. For each track in the audio collection a feature vector is calculated based on the audio content. As each track might be annotated by multiple tags the feature vector is fed into the multi-class Audio SVM several times with different tags. Once all tracks have been processed, the linear SVM is trained and a tag affinity output vector (TAV) is calculated. The TAV can be used directly for retrieval and storage or converted to a tag binary vector (TBV) by some thresholding method. When stacked generalization is used, the tag affinity vector (TAV) is used as a semantic feature vector for a second round of training over the tracks using an affinity SVM which produces a stacked tag affinity vector (STAV) and a stacked tag binary vector (STBV). The resulting predicted affinity and binary vector can be used to evaluate the effectiveness of the retrieval system using metrics such as Area under Receiver Operating Characteristic Curve (AROC) for the TAV and information retrieval measures for the TBV.
AUTOMATIC TAG ANNOTATION

Problem Formulation
We begin by considering a vocabulary V that consists of |W | unique words and that each "word" refers to a semantic concept, for example "techno", "rock", "hardcore" or "ambient". The goal of annotation is the find a set W = w1, . . . , wA of A words that are semantically meaningful and describe a query audio track sq. The process of retrieval consists of ordering a set of songs S = s1, . . . , sR when one is given a list of query words Wq. If we describe each song as an annotation vector y = (y1, . . . , y |V | ) where yi > 0 if wi has a semantic association with the audio track, and yi = 0 if it does not. These yi are proportional to the strength of the semantic association and are thus called semantic weights. We then map these semantic weights to the range {0, 1} and interpret them as the class labels. We can then represent a song s as X = x1, . . . , xT of T real-valued feature vectors, with each vector xt representing audio features that have been extracted from a short section of the song. The data set D that we use is a collection of pairs of tracks and annotations D = (X1, y1), . . . , (X |D| , y |D| ).
Automatic audio tag annotation can be viewed as a special case of multi-label classification. Traditional single-label classification is concerned with learning from a set of examples that are associated with a single label l from a set of disjoint labels L, |L| > 1. If |L| = 2, then the learning problem is called binary classification, while if |L| > 2 then it is called a multi-class classification problem. In multi-label classification the examples are associated with a set of labels Y ⊂ L. In addition, and in contrast to other multi-label classification problems, tags are relatively sparse and therefore there is an imbalance between positive and negative examples for each tag.
Audio Feature Extraction and Stacked Classification
Each audio track is represented as a single feature vector. Even though much more elaborate audio track representations have been proposed in the literature we like the simplicity of machine learning and similarity calculation using single feature vectors per audio clip. It has been shown that such song-level features perform quite well [8] . Table 4 : Magnatagatune : Affinity SVM -Per-tag evaulation metrics misleading. As this dataset has many tags, we explore using different number of tags for training the classifier. For example "30" means that the 30 most popular tags were used to train the classifier. Tables 3 and 4 show similar results by averaging the evaluation metrics across tags. This way tags that are not popular are as important as popular tags in terms of being predicted correctly. As can be seen, stacked generalization of probabilistic SVM outputs improves all per-tag evaluation metrics especially when all tags are considered. This is expected, as it can capture tag relations even among tags that might not be represented enough for accurate audio-based classification.
CONCLUSIONS
Stacked generalization of the probabilistic outputs of a Support Vector Machine classifier can be used to improve the performance of automatic audio tag annotation. The scheme is straightforward to implement and provides significant improvements over one stage classification using a variety of standard evaluation measures in two publicly available datasets. We believe that a similar approach could be used for other tasks such as automatic image annotation.
