This paper is divided into three sections. After this introduction, the second section is concerned with the proof of a polynomial identity, for the cosine and sine type integral operator T , defined below by (5.2) , and with the solvability of the integral equations of the type (5.1), generated by T . A key step in this section is the construction of certain projection operators, by which our initial integral equation (5.1) may be equivalently transformed into a new integral equation (see (5.8) ), governed by special projections. The third section is concentrated on the analysis of properties of the operator T . In particular, we will characterize its spectrum, its invertibility property, derive a formula for its inverse, and obtain a corresponding Parseval-type identity. The 3-order involution property of the operator T is also presented, which is remarkably different from that one of some well-known integral operators such as the Fourier, Cauchy, Hankel and Hilbert integral operators. Moreover, a new convolution and a consequent factorization identity are obtained -allowing, therefore, further studies for associated new convolution type integral equations, as well as eventual new applications; cf. [1, 3, 4, 6] and the references cited there.
Integral equations generated by an integral operator with cosine and sine kernels
Within the framework of L 2 (R n ), we will consider integral equations of the type
where α, β , γ ∈ C, with |α| + |β | + |γ| = 0, and g ∈ L 2 (R n ) are the given data, and the operator T is defined, in L 2 (R n ), by
We recall the concept of algebraic operators -which will be an important tool in what follows. Let X be a linear space over the complex field C, and let L(X) be the set of all linear operators with domain and range in X. Definition 1 (see [9, 10] ). An operator K ∈ L(X) is said to be algebraic if there exists a normed (non-zero) polynomial
We say that an algebraic operator K ∈ L(X) is of order m if there does not exist a normed polynomial Q(t) of degree k < m such that Q(K) = 0 on X. In this case, P(t) is called the characteristic polynomial of K, and the roots of this polynomial are called the characteristic roots of K. In the sequel, the characteristic polynomial of an algebraic operator K will be denoted by P K (t). Algebraic operators with a characteristic polynomial t m − 1 or t m + 1 (m ≥ 2) are called involutions or antiinvolutions of order m, respectively. An involution (or anti-involution) of order 2 is called, in brief, involution (or anti-involution). In appropriate spaces, most of the important integral operators are algebraic operators. For instance, the Hankel operator J, the Cauchy singular integral operator S on a closed curve, and the Hartley operator H are involutions involutions of order 2, i.e., P J (t) = P S (t) = P H (t) = t 2 − 1 and the Fourier operator F is an involution of order 4, with P F (t) = t 4 − 1. On another hand, the Hilbert operator H is an anti-involution, as P H (t) = t 2 + 1 (see [2, 5, 7] ). Algebraic operators possess some properties that are very useful for solving equations somehow characterized by these operators. Several kinds of integral, ordinary and partial differential equations with transformed arguments can be identified in such a class of operators (see [9, 10] ).
Lemma 1 is useful for proving Theorem 1.
Lemma 1 ([12, Theorem 12]). The formula lim
We start with a theorem on the characteristic polynomial of the operator T .
Theorem 1. The operator T (presented in (5.2)) is an algebraic operator, whose characteristic polynomial is given by
Thus, T fulfills the operator polynomial identity:
Proof. Firstly, we shall prove that
In the sequel, we will denote by S the Schwartz space. Let f ∈ S be given. We can prove inductively on n that
Using (5.5) and Lemma 1, we have
By the same way, we are able to prove that
, which proves the first identity.
For the second one, we have (
Similarly, we have that T 3 s = T s . The identities are proved for any f ∈ S . Note that the space S is dense in L 2 (R n ), and the operators T c , T s can be extended into the Hilbert space L 2 (R n ). So, we will consider that the operators T c and T s are defined in this space and the above identities also hold true for all f ∈ L 2 (R n ). Thus, T c , T s are algebraic operators in L 2 (R n ) with characteristic polynomials: P T c (t) = P T s (t) = t 3 − t (see also [9, 10] ).
We now define three projections associated with T c , 6) which satisfy the identities
, and three projections corresponding to T s ,
, where δ jk is denoting the Kronecker delta. Therefore, we are able to rewrite T in terms of orthogonal projection operators:
By the above-mentioned identities and some computations, we have that It remains to be proven that there does not exist any polynomial Q with deg(Q) < 3, and Q(T ) = 0. For that, suppose that there is a such polynomial Q(t) = t 2 + pt + q such that Q(T ) = 0. This is equivalent to The polynomial (5.3) has the single roots t 1 := a − b, t 2 := a + b and t 3 := a + c. Having this in mind, we are able to built projections, induced by T , in the sense of the Lagrange interpolation formula. Namely:
Then, we have P j P k = δ jk P k , and T ℓ = t The construction of the just presented projections has the profit of allowing to rewrite (5.1) in the following equivalent way:
(5.8)
Let ϕ k (x) denote the multi-dimensional Hermite functions (see [11] ). The Hermite functions are essential in several applications, and are also somehow associated with our operator T . Namely, we have (see [13, 14] )
(5.10) By (5.9)-(5.10), we obtain
if |k| ≡ 3 (mod 4). 
(5.13)
Proof. Suppose that the equation (5.1) has a solution ϕ ∈ L 2 (R n ). Applying P j to both sides of the equation (5.8), we obtain a system of three equations m j P j ϕ = P j g, j = 1, 2, 3. In this way, if m 1 m 2 m 3 = 0, then we have the following equivalent system of equations
Using the identity P 1 + P 2 + P 3 = I, we obtain (5.12). Conversely, we can directly verify, by substitution, that ϕ given by (5.12) fulfills (5.8).
If m 1 m 2 m 3 = 0, then m j = 0, for some j ∈ {1, 2, 3}. Therefore, it follows that P j g = 0. Then, we have
Using the fact that P j P k = δ jk P k , we get (∑ j≤3
. By this, we obtain the solution (5.13).
Conversely, we can directly verify that all the elements ϕ, with the form of (5.13), fulfill (5.8). As the Hermite functions are eigenfunctions of T (cf. (5.9)-(5.10)), we conclude that the cardinality of all elements ϕ in (5.13) is infinite.
Operator properties
In this section, we will present some properties of the operator T , defined by (5.2). Namely, we will analyse its invertibility, Parseval-type identity, point spectrum, and the 3-order involution property of T .
Invertibility and spectrum
In this subsection, we determine the spectrum and characterize the invertibility of T . Moreover, we will explicitly determine the inverse of T (when it exists).
Proposition 1. The spectrum of the operator T is given by
Proof. By using (5.11), we deduce that {a − b, a + b, a + c} ⊂ σ (T ). On the other side, for any λ ∈ C, we have
Suppose that λ ∈ {a − b, a + b, a + c}. This implies that
Then, the operator T − λ I is invertible, and the inverse operator is defined by In case (5.14) holds, the inverse operator is defined by
Proof. If T is invertible, then it is, at least, injective. Taking into account the Hermite functions ϕ k , we have already observed that (5.9)-(5.10) holds true. Indeed, by (5.11), we see that the Hermite functions are eigenfunctions of T with eigenvalues a ± b and a + c. So, we deduce that (a 2 − b 2 )(a + c) = 0, which is equivalent to (5.14). Conversely, suppose that (a 2 − b 2 )(a + c) = 0. Hence, it is possible to consider the operator defined in (5.15) and, by a straightforward computation, verify that this is, indeed, the inverse of T . This means that the operator T is an involution of order 3.
Proof. If we consider the operator T and its characteristic polynomial (5.3), we have (5.4), which is equivalent to T 3 − (3a + c)T 2 + (3a 2 − b 2 + 2ac)T = (a 2 − b 2 )(a + c)I. If we consider −(3a + c) = 0, 3a 2 − b 2 + 2ac = 0 and (a 2 − b 2 )(a + c) = 1, we obtain the solutions (i)-(vi), which means that, for these cases of the parameters, we have T 3 = I.
Remark 1. Note that the last property help us to realize that if the coefficients a, b, c are those of the Theorem 6, then our main integral equation, presented before in (5.1), is the most general integral equation that can be generated by the operator T and its powers.
we are not presenting it in here. We notice that these convolutions, and consequent factorization identities, allow the consideration of new convolution type equations.
