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Positive solutions are established for the singular second-order boundary value
problem
yY q f t f t , y , yX s 0, 0 - t - 1Ž . Ž .
Xy 0 s y 1 s 0.Ž . Ž .
Ž . X Ž . X Ž . XSingularities at i y s 0 and y s 0, ii y s 0 but not y s 0, and iii y s 0 but
not y s 0 are discussed separately. Q 1998 Academic Press
1. INTRODUCTION
In the study of nonlinear phenomena, many mathematical models give
rise to the singular boundary value problem
yY q f t f t , y , yX s 0, 0 - t - 1Ž . Ž .
1.1Ž .Xy 0 s y 1 s 0,Ž . Ž .
where our nonlinear term f may be singular at
Ž . Xi y s 0 and y s 0,
Ž . Xii y s 0 but not y s 0, or
Ž . Xiii y s 0 but not y s 0.
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Ž . Ž .Almost all papers in the literature discuss case ii , usually when f t, u, p
w xis independent of p. We refer the reader to 3, 4, 7, 8 and their references.
w x Ž .It is only recently 1 that case ii has been examined in its full generality.
Ž . Ž .We note that case i and case iii have received very little attention in the
w xliterature; we mention in particular 5, 6, 9 . The goal of this paper is to
attempt to fill this gap in the literature. In particular, we will establish a
Ž . Ž .general existence result for case i in Section 3 and case iii in Section 2.
Ž .In addition, in Section 4, we will obtain a new result for case ii . It is
worth remarking here that one could use the ideas of this paper to discuss
other boundary value problems, for example,
1 XX Xpy q f t f t , y , py s 0, 0 - t - 1Ž . Ž . Ž .
p
X
qlim p t y t s y 1 s 0.Ž . Ž . Ž .t “ 0
For the remainder of this section we gather together two results that will
1w x 2Ž .be used throughout this paper. Suppose y g C 0, 1 l C 0, 1 satisfies
yyY ) 0 on 0, 1Ž .
y 0 s 0Ž .
Xy 1 s a G 0.Ž .
w xIn 2 we showed that
< <y t G ty 1 s t sup y t 1.2Ž . Ž . Ž . Ž .
w xtg 0, 1
w xfor t g 0, 1 . Next consider
yY q f t F t , y , yX s 0, 0 - t - 1Ž . Ž .
y 0 s a G 0Ž . 1.3Ž .
Xy 1 s b G 0.Ž .
w xTHEOREM 1.1. 1 . Suppose
w x 2F : 0, 1 = R “ R is continuous 1.4Ž .
and
1w xf g C 0, 1 with f ) 0 on 0, 1 and f g L 0, 1 1.5Ž . Ž . Ž .
are satisfied. In addition, assume there are constants M ) a q b and M ) b,0 1
independent of l, with
< < < X <y y0 0
< <y s max , / 11 ½ 5M M0 1
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1w x 2Ž .for any solution y g C 0, 1 l C 0, 1 to
yY q lf t F t , y , yX s 0, 0 - t - 1Ž . Ž .
y 0 s aŽ . 1.6Ž .
Xy 1 s bŽ .
Ž . < < < Ž . < Ž .for each l g 0, 1 ; here u s sup u t . Then 1.3 has a solution0 Ž0, 1.
1w x 2Ž . < <y g C 0, 1 l C 0, 1 with y F 1.1
2. SINGULARITIES AT yX s 0 BUT NOT AT y s 0
Ž .In this section we discuss 1.1 . Our nonlinearity f may be singular at
yX s 0, but is not singular at y s 0. Throughout this section we will assume
the following conditions hold:
1w xf g C 0, 1 with f ) 0 on 0, 1 and f g L 0, 1 2.1Ž . Ž . Ž .
w x w wf : 0, 1 = 0, ‘ = 0, ‘ “ 0, ‘ is continuous withŽ .. .
2.2Ž .w xf t , u , p ) 0 for t , u , p g 0, 1 = 0, ‘ = 0, ‘Ž . Ž . Ž . Ž .
f t , u , p F h u g p q r pŽ . Ž . Ž . Ž .
w xon 0, 1 = 0, ‘ = 0, ‘ withŽ . Ž .
2.3Ž .
g ) 0 continuous and nonincreasing on 0, ‘ , andŽ .
wh G 0, r G 0 continuous and nondecreasing on 0, ‘.
c
sup ) 1 wherey1 1I h c H f s dsŽ . Ž .Ž .Ž . 0cg 0, ‘
2.4Ž .
z du
I z s for z ) 0Ž . H g u q r uŽ . Ž .0
I ‘ s ‘ 2.5Ž . Ž .
for constants H ) 0, L ) 0 there exists a function cH , L
w xcontinuous on 0, 1 and positive on 0, 1 , and a constant g ,Ž .
2.6Ž .g w x0 F g - 1, with f t , u , p G c t u on 0, 1 =Ž . Ž .H , L
w x0, H = 0, LŽ
and
1 1
gf t g k s c s f s ds dt - ‘ for any constant k ) 0.Ž . Ž . Ž .H H0 H , L 0ž /0 t
2.7Ž .
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Ž . Ž . Ž .THEOREM 2.1. Suppose 2.1 ] 2.7 hold. Then 1.1 has a solution y g
1w x 2Ž . Ž xC 0, 1 l C 0, 1 with y ) 0 on 0, 1 .
Proof. Choose M ) 0 with
M
) 1. 2.8Ž .y1 1I h M H f s dsŽ . Ž .Ž .0
Next choose e ) 0 and e - M with
M
) 1. 2.9Ž .y1 1I h M H f s ds q I eŽ . Ž . Ž .Ž .0
 4 Let n g 1, 2, . . . be chosen so that 1rn - e , and let N s n , n q0 0 0 0 0
41, . . . . We first show that
yY q f t f * t , y , yX s 0, 0 - t - 1Ž . Ž .
m1 2.10Ž .Xy 0 s 0, y 1 sŽ . Ž .
m
has a solution for each m g N ; here0
1¡
f t , u , p , u G 0, p GŽ .
m
1 1
f t , u , , u G 0, p -ž /m m~f * t , u , p s .Ž . 1
f t , 0, p , u - 0, p GŽ .
m
1 1
f t , 0, , u - 0, p -¢ ž /m m
Ž .mTo show 2.10 has a solution, we consider the family of problems
yY q lf t f * t , y , yX s 0, 0 - t - 1Ž . Ž .
m1 2.11Ž . lXy 0 s 0, y 1 s , m g NŽ . Ž . 0m
1w x 2Ž . Ž .mfor 0 - l - 1. Let y g C 0, 1 l C 0, 1 be any solution of 2.11 . Thel
Ž . Y Ž .differential equation and 2.2 immediately imply that y F 0 on 0, 1 ,
X Ž . w x Ž . w x Ž .y G 1rm on 0, 1 , and y G 1rm on 0, 1 . Also from 2.3 we have
yyY tŽ .
F h y t f t F h y 1 f t for t g 0, 1 .Ž . Ž . Ž . Ž . Ž .Ž . Ž .X Xg y t q r y tŽ . Ž .Ž . Ž .
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Integration from t to 1 yields
1 1XI y t y I F h y 1 f s ds,Ž . Ž . Ž .Ž . Ž .Hž /m 0
and so
1X y1 w xy t F I h y 1 f s ds q I e for t g 0, 1 . 2.12Ž . Ž . Ž . Ž . Ž .Ž .Hž /0
Now integrate from 0 to 1 to obtain
y 1Ž .
F 1. 2.13Ž .y1 1I h y 1 H f s ds q I eŽ . Ž . Ž .Ž .Ž .0
Ž . Ž .Now 2.9 together with 2.13 implies
< <y s y 1 / M . 2.14Ž . Ž .0
Ž .m Ž .Next notice any solution y of 2.11 that satisfies 0 F y t F M forl
w x Ž Ž ..t g 0, 1 also satisfies see 2.12
1 1X y1 w xF y t - I h M f s ds q I e q 1 ’ M for t g 0, 1 .Ž . Ž . Ž . Ž .H 1ž /m 0
2.15Ž .
Ž . Ž .Let M s M and M s M in Theorem 1.1. Notice from 2.14 and 2.150 1 1
that
< < < X <y y0 0
< <y s max , / 1. 2.16Ž .1 ½ 5M M0 1
< < Ž . < X <To see this, notice whether y s 1; then because of 2.14 , y s M .1 0 1
< < Ž . < X <But then y - M . This together with 2.15 implies y - M . We have0 00 1
Ž .a contradiction, so 2.16 is true.
Ž .m < <Thus Theorem 1.1 implies 2.10 has a solution y with y - 1. In1m m
fact,
1
X w x0 F y t - M and F y t - M for t g 0, 1 , 2.17Ž . Ž . Ž .m m 1m
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and y satisfiesm
yY q f t f t , y , yX s 0, 0 - t - 1Ž . Ž .
1
Xy 0 s 0, y 1 s .Ž . Ž .
m
Ž . Ž .Next notice that 2.6 guarantees the existence of a function c tM , M1w x Ž .continuous on 0, 1 and positive on 0, 1 and a constant g , 0 F g - 1,
Ž Ž . X Ž .. Ž .w Ž .xg Ž Ž . X Ž .. w xwith f t, y t , y t G c t y t for t, y t , y t g 0, 1 =m m M , M m m m1w x Ž x0, M = 0, M . We claim1
Ž .gr 1yg
1 1X g gq1y t G s c s f s x c x f x dx ds 2.18Ž . Ž . Ž . Ž . Ž . Ž .H Hm M , M M , M1 1ž /t 0
w xfor t g 0, 1 .
Ž .Remark 2.1. Notice that 2.18 is immediate if g s 0.
Ž .To see 2.18 , first notice




y 1 G sf s c s y s ds.Ž . Ž . Ž . Ž .Hm M , M m1
0
Ž .This together with 1.2 gives
1 g





gq1y 1 G s c s f s ds ’ a . 2.19Ž . Ž . Ž . Ž .Hm M , M 01ž /0
Now
1 1g gXy t G f s c s y s ds G f s c s s y 1 ds,Ž . Ž . Ž . Ž . Ž . Ž . Ž .H Hm M , M m M , M m1 1
t t
Ž .and this together with 2.19 implies
1X g gy t G a s f s c s ds,Ž . Ž . Ž .Hm 0 M , M1
t
Ž .so 2.18 is true.
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Next we show
y Ž j. is a bounded, equicontinuous 4mg Nm 0 2.20Ž .w xfamily on 0, 1 for each j s 0, 1.
Ž .We need only check equicontinuity since 2.17 holds. Of course for
Ž .t g 0, 1 we have
Y X0F y y t F h M g y t q r M f tŽ . Ž . Ž . Ž . Ž .Ž .m m 1
1
gF h M g a s f s c s ds q r M f t .Ž . Ž . Ž . Ž . Ž .H0 M , M 11ž /t
Ž . Ž . Ž .Now 2.20 is immediate from the above, 2.7 and 2.17 .
The Arzela]Ascoli Theorem guarantees the existence of a subsequence
1w x Ž j.N of N and a function y g C 0, 1 with y converging uniformly on0 m
w x Ž j. Ž . XŽ .0, 1 to y as m “ ‘ through N; here j s 0, 1. Also y 0 s 0 s y 1 . In
X Ž . g 1 g Ž . Ž . w xaddition, since y t G a H s f s c s ds for t g 0, 1 , we havem 0 t M , M1
1X g g w xy t G a s f s c s ds for t g 0, 1 ,Ž . Ž . Ž .H0 M , M1
t
X w . Ž xand so y ) 0 on 0, 1 and y ) 0 on 0, 1 . Now y , m g N, satisfiesm
tX X X w xy t s y 0 y f s f s, y s , y s ds for t g 0, 1 . 2.21Ž . Ž . Ž . Ž . Ž . Ž .Ž .Hm m m m
0
w . Ž .Fix t g 0, 1 . Let m “ ‘ through N in 2.21 to obtain
tX X X w xy t s y 0 y f s f s, y s , y s ds for t g 0, 1 . 2.22Ž . Ž . Ž . Ž . Ž . Ž .Ž .H
0
Ž . 2Ž . YŽ .From 2.22 we deduce immediately that y g C 0, 1 and y t q
XŽ . Ž Ž . Ž .. Ž .f t f t, y t , y t s 0 for t g 0, 1 .
EXAMPLE 2.1. Consider the boundary value problem
yaY X by q m y y q 1 s 0, 0 - t - 1Ž .
2.23Ž .Xy 0 s y 1 s 0,Ž . Ž .
with 0 - a - 1, b G 0, and m ) 0. If
aq1c
m - a q 1 sup , 2.24Ž . Ž .Ž .1r aq1ž /bŽ . w xc q 1cg 0, ‘
Ž . 1w x 2Ž . Ž xthen 2.23 has a solution y g C 0, 1 l C 0, 1 with y ) 0 on 0, 1 .
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Ž .Remark 2.2. If b - a q 1, then 2.24 is satisfied for all m ) 0.
Ž .To see that 2.23 has a solution, we will apply Theorem 2.1 with f s 1,
Ž . ya Ž . w b x Ž . Ž . Ž . Ž .g u s u , r s 0, and h u s m u q 1 . Clearly, 2.1 , 2.2 , 2.3 , 2.6
Ž ya . Ž . Ž .with c s L and g s 0 , and 2.7 since 0 - a - 1 are satisfied.H , L
Ž . aq1 Ž . Ž .Next notice that I z s z r a q 1 , so 2.5 holds. Also,
c
sup y1 1I h c H f s dsŽ . Ž .Ž .Ž . 0cg 0, ‘
c
s sup ,Ž .1r aq1Ž .1r aq1 1rŽaq1. bŽ . w xa q 1 m c q 1cg 0, ‘ Ž .
Ž . Ž .so 2.24 guarantees that 2.4 holds. Theorem 2.1 now establishes the
result.
EXAMPLE 2.2. Consider the boundary value problem
yaY X by q m y y s 0, 0 - t - 1Ž .
2.25Ž .Xy 0 s y 1 s 0,Ž . Ž .
Ž .with 0 - a - 1, 0 F b - 1, and m ) 0. Then 2.25 has a solution y g
1w x 2Ž . Ž xC 0, 1 l C 0, 1 with y ) 0 on 0, 1 .
Ž . ya Ž . bWe will apply Theorem 2.1 with f s 1, g u s u , and h u s mu .
Ž . Ž . Ž . Ž . Ž . Ž ya .Clearly, 2.1 , 2.2 , 2.3 , 2.5 , 2.6 with c s L and g s b , andH , L
Ž . Ž . Ž .2.7 since 0 - a - 1 hold. Finally, 2.4 is satisfied, since
c
sup y1 1I h c H f s dsŽ . Ž .Ž .Ž . 0cg 0, ‘
c
s sup s ‘.Ž .1r aq1 1rŽaq1. b rŽaq1.a q 1 m cŽ .Ž .cg 0, ‘
Theorem 2.1 now guarantees the result.
3. SINGULARITIES AT yX s 0 AND y s 0
In this section our nonlinearity f may be singular at yX s 0 and y s 0.
Throughout this section we will assume that the following conditions hold:
w xf g C 0, 1 with f ) 0 on 0, 1 3.1Ž . Ž .
w xf : 0, 1 = 0, ‘ = 0, ‘ “ 0, ‘ is continuous 3.2Ž . Ž . Ž . Ž .
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f t , u , p F h u q w u g p q r pŽ . Ž . Ž . Ž . Ž .
w xon 0, 1 = 0, ‘ = 0, ‘ withŽ . Ž .
3.3Ž .
g ) 0, w ) 0 continuous and nonincreasing on 0, ‘ , andŽ .
wh G 0, r G 0 continuous and nondecreasing on 0, ‘.
c
sup ) 1y1 c< < < <I ch c f q f H w x dxŽ . Ž .Ž .0 0Ž . 0cg 0, ‘
z u du
where I z s , z ) 0 3.4Ž . Ž .H g u q r uŽ . Ž .0
a
I ‘ s ‘ and w x dx - ‘ for any a ) 0 3.5Ž . Ž . Ž .H
0
for constants H ) 0, L ) 0 there exists a function cH , L
w xcontinuous on 0, 1 and positive on 0, 1 , with f t , u , p GŽ . Ž . 3.6Ž .
w xc t on 0, 1 = 0, H = 0, LŽ . Ž ŽH , L
and
1 1 1f t w k t dt - ‘ and f t g H c s f s ds dt - ‘Ž . Ž . Ž . Ž . Ž .Ž .H H0 t H , L
0 0
for any constant k ) 0. 3.7Ž .0
Ž . Ž . Ž .THEOREM 3.1. Suppose 3.1 ] 3.7 hold. Then 1.1 has a solution y g
1w x 2Ž . Ž xC 0, 1 l C 0, 1 with y ) 0 on 0, 1 .
Proof. Choose M ) 0, and then e ) 0 with e - Mr2 and with
M
) 1. 3.8Ž .y1 M< < < <I M h M f q f H w x dx q I e q eŽ . Ž . Ž .Ž .0 0 0
 4  4Choose n g 1, 2, . . . with 1rn - e , and let N s n , n q 1, . . . . We0 0 0 0 0
first show that
yY q f t f ** t , y , yX s 0, 0 - t - 1Ž . Ž .
m1 3.9Ž .Xy 0 s y 1 sŽ . Ž .
m
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has a solution for each m g N ; here0
1 1¡
f t , u , p , u G , p GŽ .
m m
1 1 1
f t , u , , u G , p -ž /m m m~f ** t , u , p s .Ž . 1 1 1
f t , , p , u - , p Gž /m m m
1 1 1 1
f t , , , u - , p -¢ ž /m m m m
Consider the family of problems
yY q lf t f ** t , y , y9 s 0, 0 - t - 1Ž . Ž .
m1 3.10Ž . lXy 0 s y 1 s , m g NŽ . Ž . 0m
1w x 2Ž . Ž .mfor 0 - l - 1. Let y g C 0, 1 l C 0, 1 be any solution of 3.10 . It isl
X w ximmediate that y G 1rm and y G 1rm on 0, 1 . In addition we have
yyY tŽ .
F h y t q w y t f t for t g 0, 1 ,Ž . Ž . Ž . Ž .Ž . Ž .X Xg y t q r y tŽ . Ž .Ž . Ž .
3.11Ž .
and so,
yyX t yY tŽ . Ž .
X< <F f h y 1 q w y t y t for t g 0, 1 .Ž . Ž . Ž . Ž .Ž . Ž .0X Xg y t q r y tŽ . Ž .Ž . Ž .
Integration from t to 1 yields
1 Ž .y 1X < < < <I y t y I F f h y 1 y 1 q f w x dx ,Ž . Ž . Ž . Ž .Ž . Ž .0 0Hž /m Ž .y t
and so,
Ž .y 1X y1 < < < <y t F I f h y 1 y 1 q f w x dx q I eŽ . Ž . Ž . Ž . Ž .Ž .0 0Hž /0
w xfor t g 0, 1 . 3.12Ž .
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Now integrate from 0 to 1 to obtain
1 Ž .y 1y1 < < < <y 1 F q I f h y 1 y 1 q f w x dx q I e ,Ž . Ž . Ž . Ž . Ž .Ž .0 0Hž /m 0
and so,
y 1Ž .
F 1. 3.13Ž .y1 yŽ1.< < < <e q I f h y 1 y 1 q f H w x dx q I eŽ . Ž . Ž . Ž .Ž .Ž .0 0 0
Ž . Ž .Now 3.8 together with 3.13 implies
< <y s y 1 / M . 3.14Ž . Ž .0
Ž .m Ž .Next notice any solution y of 3.10 that satisfies 1rm F y t F M forl
w x Ž Ž ..t g 0, 1 also satisfies see 3.12
1 MX y1 < < < <F y t - I f h M M q f w x dx q I e q 1 ’ MŽ . Ž . Ž . Ž .0 0H 1ž /m 0
w xfor t g 0, 1 . 3.15Ž .
Ž . Ž .Let M s M and M s M in Theorem 1.1. Notice from 3.14 and 3.150 1 1
that
< < < X <y y0 0
< <y s max , / 1.1 ½ 5M M0 1
Ž .m < <Thus Theorem 1.1 implies 3.9 has a solution y with y - 1. In1m m
fact,
1 1
X w xF y t - M and F y t - M for t g 0, 1 , 3.16Ž . Ž . Ž .m m 1m m
and y satisfiesm
yY q f t f t , y , yX s 0, 0 - t - 1Ž . Ž .
1
Xy 0 s y 1 s .Ž . Ž .
m
Ž . Ž .Next notice 3.6 guarantees the existence of a function c t continu-M , M1w x Ž . Ž Ž . X Ž .. Ž .ous on 0, 1 and positive on 0, 1 with f t, y t , y t G c t form m M , M1
Ž Ž . X Ž .. w x Ž x Ž xt, y t , y t g 0, 1 = 0, M = 0, M . Of course we have immedi-m m 1
ately that
1X w xy t G f s c s ds for t g 0, 1 . 3.17Ž . Ž . Ž . Ž .Hm M , M1
t
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Also,
t 1
y t G sf s c s ds q t f s c s ds,Ž . Ž . Ž . Ž . Ž .H Hm M , M M , M1 1
0 t
and so
w xy t G tV t for t g 0, 1 ; 3.18Ž . Ž . Ž .m M , M1
here
1 t 1
V t s sf s c s ds q f s c s ds.Ž . Ž . Ž . Ž . Ž .H HM , M M , M M , M1 1 1t 0 t
Ž . 1 Ž . Ž .Now since lim V t s H f s c s ds, V extends to at “ 0q M , M 0 M , M M , M1 1 1w xcontinuous function on 0, 1 . Consequently there exists a k ) 0 with0
Ž . w x Ž .V t G k ) 0 for t g 0, 1 . This together with 3.18 impliesM , M 01
w xy t G k t for t g 0, 1 . 3.19Ž . Ž .m 0
Ž . Ž . Ž .Also for t g 0, 1 we have from 3.17 and 3.19 that
Y X0F yy t F h M qw y t g y t q r M f tŽ . Ž . Ž . Ž . Ž . Ž .Ž . Ž .m m m 1
1
F h M qw k t g f s c s ds qr M f t .Ž . Ž . Ž . Ž . Ž . Ž .H0 M , M 11ž /t
Consequently,
y Ž j. is a bounded, equicontinuous 4mg Nm 0 3.20Ž .w xfamily on 0, 1 for each j s 0, 1.
The Arzela]Ascoli Theorem guarantees the existence of a subsequence N
1w x Ž j. w xof N and a function y g C 0, 1 with y converging uniformly on 0, 10 m
Ž j. Ž . XŽ .to y as m “ ‘ through N; here j s 0, 1. Also y 0 s 0 s y 1 with
Ž . w x XŽ . 1 Ž . Ž . w xy t G k t for t g 0, 1 , and y t G H f s c s ds for t g 0, 1 . In0 t M , M1
Ž .addition, y , m g N, satisfies 2.21 . Let m “ ‘ through N to deducem
Y XŽ . Ž . Ž .that y q f t f t, y, y s 0 for t g 0, 1 .
Ž . Ž .Remark 3.1. It is easy to relax 3.1 as follows: f g C 0, 1 with f ) 0
Ž . pw xon 0, 1 andf g L 0, 1 for some constant p, 1 F p F ‘. Now of course
we need to adjust appropriately the other assumptions. Essentially the
same reasoning as in Theorem 3.1 will establish the result. The only major
Ž . Ž X .1r qchange is that 3.11 is multiplied by y instead of y9; here q is the
conjugate to p.
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EXAMPLE 3.1. Consider the boundary value problem
yaY X yb gy q m y y q h y q h s 0, 0 - t - 1Ž . 0 1 3.21Ž .Xy 0 s y 1 s 0Ž . Ž .
with 0 - a - 1, 0 - b - 1, h G 0, h G 0, g G 0, and m ) 0. If0 1
aq2
c
m - a q 2 sup ,Ž . Ž .1r aq2ž /gq1 1ybŽ . h c q h c q c r 1 y bcg 0, ‘ Ž .0 1
3.22Ž .
Ž . 1w x 2Ž . Ž xthen 3.21 has a solution y g C 0, 1 l C 0, 1 with y ) 0 on 0, 1 .
Ž . ya Ž . ybWe will apply Theorem 3.1 with f s m, g u s u , r s 0, w u s u ,
Ž . g Ž . Ž . Ž . Ž . Ž .and h u s h u q h . Clearly, 3.1 , 3.2 , 3.3 , 3.5 since 0 - b - 1 ,0 1
Ž . Ž yb ya . Ž . Ž .3.6 with c s H L , and 3.7 since 0 - a - 1 and 0 - b - 1H , L
are satisfied. Also,
c
sup y1 c< < < <I ch c f q f H w x dxŽ . Ž .Ž .0 0Ž . 0cg 0, ‘
c
s sup ,Ž .1r aq2 1rŽaq2.a q 2 mŽ .Ž .cg 0, ‘
Ž .1r aq2gq1 1yb= h c q h c q c r 1 y bŽ .0 1
Ž . Ž .so 3.22 guarantees that 3.4 holds. Theorem 3.1 now establishes the
result.
4. SINGULARITIES AT y s 0 BUT NOT AT yX s 0
This section discusses the case when our nonlinearity f may be singular
at y s 0 but not at yX s 0. Throughout this section we will assume that the
following conditions hold:
w xf g C 0, 1 with f ) 0 on 0, 1 4.1Ž . Ž .
w x w wf : 0, 1 = 0, ‘ = 0, ‘ “ 0, ‘ is continuous withŽ . . .
4.2Ž .w xf t , u , p ) 0 for t , u , p g 0, 1 = 0, ‘ = 0, ‘Ž . Ž . Ž . Ž .
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f t , u , p F h u q w u r pŽ . Ž . Ž . Ž .
w xon 0, 1 = 0, ‘ = 0, ‘ withŽ . Ž .
4.3Ž .
w ) 0 continuous and nonincreasing on 0, ‘ , andŽ .
wh G 0, r G 0 continuous and nondecreasing on 0, ‘.
c
sup ) 1y1 c< < < <I ch c f q f H w x dxŽ . Ž .Ž .0 0Ž . 0cg 0, ‘
z u du
where I z s , z ) 0 4.4Ž . Ž .H r uŽ .0
a
I ‘ s ‘ and w x dx - ‘ for any a ) 0 4.5Ž . Ž . Ž .H
0
for constants H ) 0, L ) 0 there exists a function cH , L
w xcontinuous on 0, 1 and positive on 0, 1 , and a constantŽ .
4.6Ž .gg , 0 F g - 1, with f t , u , p G c t p onŽ . Ž .H , L
w x w x0, 1 = 0, H = 0, LŽ
and
1
f t w k t dt - ‘ for any constant k ) 0. 4.7Ž . Ž . Ž .H 0 0
0
Ž . Ž . Ž .THEOREM 4.1. Suppose 4.1 ] 4.7 hold. Then 1.1 has a solution y g
1w x 2Ž . Ž xC 0, 1 l C 0, 1 with y ) 0 on 0, 1 .
Proof. Choose M ) 0, and then e ) 0 with e - Mr2 and with
M
) 1. 4.8Ž .y1 M< < < <I M h M f q f H w x dx q I e q eŽ . Ž . Ž .Ž .0 0 0
 4  4Choose n g 1, 2, . . . , with 1rn - e and let N s n , n q 1, . . . , . We0 0 0 0 0
first show that
yY q f t f ** t , y , yX s 0, 0 - t - 1Ž . Ž .
m1 4.9Ž .Xy 0 s y 1 sŽ . Ž .
m
has a solution for each m g N ; here f ** is as in Theorem 3.1. Consider0
the family of problems
yY q lf t f ** t , y , yX s 0, 0 - t - 1Ž . Ž .
m1 4.10Ž . lXy 0 s y 1 s , m g NŽ . Ž . 0m
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1w x 2Ž . Ž .mfor 0 - l - 1. Let y g C 0, 1 l C 0, 1 by any solution of 4.10 . Thenl
X w xy G 1rm and y G 1rm on 0, 1 . Also,
yyX t yY tŽ . Ž .
X< <F f h y 1 q w y t y t for t g 0, 1 .Ž . Ž . Ž . Ž .Ž . Ž .0Xr y tŽ .Ž .
Essentially the same reasoning as in Theorem 3.1 establishes
Ž .y 1X y1 < < < <y t F I f h y 1 y 1 q f w x dx q I eŽ . Ž . Ž . Ž . Ž .Ž .0 0Hž /0
w xfor t g 0, 1 4.11Ž .
and
y 1Ž .
F 1. 4.12Ž .y1 yŽ1.< < < <e q I f h y 1 y 1 q f H w x dx q I eŽ . Ž . Ž . Ž .Ž .Ž .0 0 0
Ž . Ž .Now 4.8 together with 4.12 implies
< <y s y 1 / M . 4.13Ž . Ž .0
Ž .m Ž .Also notice any solution y of 4.10 that satisfies 1rm F y t F M forl
w xt g 0, 1 also satisfies
1 MX y1 < < < <F y t - I f h M M q f w x dx q I e q 1 ’ MŽ . Ž . Ž . Ž .0 0H 1ž /m 0
w xfor t g 0, 1 . 4.14Ž .
Let M s M and M s M in Theorem 1.1. Now0 1 1
< < < X <y y0 0
< <y s max , / 1.1 ½ 5M M0 1
Ž .m < <Thus Theorem 1.1 implies 4.9 has a solution y with y - 1. In fact,1m m
1 1
X w xF y t - M and F y t - M for t g 0, 1 . 4.15Ž . Ž . Ž .m m 1m m
Ž . Ž .Furthermore, 4.6 guarantees the existence of a function c t contin-M , M1w x Ž .uous on 0, 1 and positive on 0, 1 , and a constant g , 0 F g - 1, with
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Ž Ž . X Ž .. Ž .w X Ž .xg Ž Ž . X Ž .. w x Ž xf t, y t , y t G c t y t for t, y t , y t g 0, 1 = 0, M =m m M , M m m m1w x0, M . This implies1
Ž .1r 1yg
1X w xy t G 1 y g f s c s ds for t g 0, 1 , 4.16Ž . Ž . Ž . Ž . Ž .Hm M , M1ž /t
and so,
Ž .1r 1yg
t 1 w xy t G 1 y g f s c s ds dx for t g 0, 1 .Ž . Ž . Ž . Ž .H Hm M , M1ž /0 x
4.17Ž .
Consequently,
w xy t G tV t for t g 0, 1 ; 4.18Ž . Ž . Ž .m M , M1
here
Ž .1r 1yg1 t 1
V t s 1 y g f s c s ds dx.Ž . Ž . Ž . Ž .H HM , M M , M1 1ž /t 0 x
Ž . ŽŽ . 1 Ž . Ž . .1rŽ1yg .Now since lim V t s 1 y g H f s c s ds , Vt “ 0q M , M 0 M , M M , M1 1 1w xextends to a continuous function on 0, 1 . Consequently there exists a
Ž . w x Ž .k ) 0 with V t G k ) 0 for t g 0, 1 . This together with 4.180 M , M 01
implies
w xy t G k t for t g 0, 1 , 4.19Ž . Ž .m 0
and we have immediately that
y Ž j. is a bounded, equicontinuous 4mg Nm 0 4.20Ž .w xfamily on 0, 1 for each j s 0, 1.
Ž .Now apply the Arzela]Ascoli Theorem as in Theorem 3.1 to finish the
proof.
Ž .Remark 4.1. One could relax condition 4.1 as in Remark 3.1.
EXAMPLE 4.1. Consider the boundary value problem
bY X ya ay q m y y q h y q h s 0, 0 - t - 1Ž . 0 1 4.21Ž .Xy 0 s y 1 s 0,Ž . Ž .
AGARWAL AND O'REGAN430
with 0 - a - 1, 0 F b - 1, h G 0, h G 0, a G 0, and m ) 0. If0 1
2yb
c
m - 2 y b sup ,Ž . Ž .1r 2ybž /aq1 1yaŽ . h c q h c q c r 1 y acg 0, ‘ Ž .0 1
4.22Ž .
Ž . 1w x 2Ž . Ž xthen 4.21 has a solution y g C 0, 1 l C 0, 1 with y ) 0 on 0, 1 .
b Ž . yaWe will apply Theorem 4.1 with f s m, r s u , w u s u , and
Ž . a Ž . Ž . Ž . Ž . Ž Ž . . Ž .h u s h u q h . Clearly, 4.1 , 4.2 , 4.3 , 4.4 since 4.22 holds , 4.50 1
Ž . Ž . Ž ya . Ž . Žsince 0 - a - 1 , 4.6 with c s H and g s b , and 4.7 sinceH , L
.0 - a - 1 hold. Theorem 4.1 now establishes the result.
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