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Les qubits de spin dans le silicium sont d’excellents candidats pour les processeurs
quantiques à grande échelle en raison de leur long temps de cohérence combiné à la
compatibilité avec les lignes de fabrication CMOS industrielle. La lecture de spin est
obtenue par conversion spin-charge en utilisant un transistor monoélectronique (SET)
à proximité du qubit. Cela nécessite de nombreuses connexions supplémentaires et
limite la mise à l’échelle du système. Une nouvelle méthode de détection de charge
par réflectométrie radio fréquence offre une alternative compacte en usant d’un seul
contact pour contrôler et lire le qubit. La partie critique de cette mesure consiste à
obtenir une adaptation d’impédance à basse température entre le circuit résonant
et la ligne radio fréquence. Ceci est dû à la dépendance en température de chacun
des composants du circuit résonant et à la variabilité de la capacité d’échantillon à
échantillon.
Ce mémoire présente la mise en place d’une chaine de mesure de détection de
charge par réflectométrie radio fréquence à basse température ainsi que des mesures
effectuées par ce montage sur un SET CMOS. Le premier chapitre décrit le principe
de réflectométrie radio fréquence et les éléments théoriques permettant l’analyse
poussée des données. Le deuxième chapitre porte sur le développement du montage
expérimental comportant des mesures de caractérisation à 4 K. Finallement, le
troisième chapitre présente les mesures de détections de charge d’un SET CMOS en
réflectométrie radio fréquence à 10 mK.
La chaine de mesure réflectométrie radio fréquence est un gain considérable pour
l’équipe d’Eva Dupont-Ferrier. Elle permet la détection de charge sur une grande
variété d’échantillons et peut servir comme outil de caractérisation pour l’amélioration
des dispositifs fabriqués par l’équipe.
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Introduction
L’invention du transistor est un point important dans l’histoire des technologies
modernes. Proposé en 1925 par Julius Edgar Lilienfeld, ce n’est qu’à partir de 1955
que les transistors sont intégrés aux processeurs des ordinateurs [1] et depuis lors,
leurs performances n’a cessé d’augmenter. Aujourd’hui encore, le transistor CMOS
(Complementary metal oxide semi-conductor) demeure la technologie privilégiée pour
la fabrication de nos ordinateurs [2]. Le principal avantage du transistor CMOS repose
sur sa capacité d’intégration à très grande échelle [3]. De plus, le progrès relatif à
cette technologie a permis de réduire la taille des transistors et doubler leur densité
dans un processeur tous les deux ans [4], augmentant ainsi sa puissance de calcul.
Cependant, cette envolée technologique atteint finalement une limite fondamentale
en raison de la taille des transistors. Située à l’échelle nanométrique, leur dimension
les rend sensibles aux effets quantiques, empêchant leur bon fonctionnement. Le
concept de l’ordinateur quantique tend donc à contrer cette limite en proposant
un nouvel encodage de l’information [5]. Cette future technologie vise à exploiter
l’enchevêtrement et la superposition d’états quantiques afin d’effectuer des tâches
impossibles à réaliser par un ordinateur classique.
La première étape nécessaire à la création de l’ordinateur quantique consiste
à définir la pièce unitaire d’encodage, à savoir le qubit. Ce dernier est un système
quantique où des états peuvent être contrôlés, lus et mis en superposition [6]. Plusieurs
systèmes ont été proposés pour l’implémentation du qubit et parmi les plus avancés
on y retrouve les qubits supraconducteurs [7–9], les ions piégés [10] et les qubits de
spin [11–15]. Bien que chacun possède ses propres avantages, les qubits de spin se
démarquent, entre autres, par l’aspect de la mise à l’échelle, un critère essentiel à la
création d’un processeur quantique. Cet avantage réside sur sa possible fabrication
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sur du silicium, une technologie déjà exploitée par les ordinateurs classiques [16].
En effet, les plus petits transistors CMOS de l’industrie ne pouvant fonctionner
classiquement en raison des effets quantiques indésirables deviennent néanmoins des
boites quantiques à basse température grâce au phénomène du blocage de Coulomb
(transistor monoélectronique) [17–27]. Ce type de dispositif peut alors servir à la
création d’un qubit de spin.
Les qubits de spin fonctionnent en encodant l’information dans le spin électronique
ou nucléaire [13,28,29]. Dans un dispositif CMOS, le spin d’encodage est soit celui
d’un dopant situé dans le canal ou soit celui d’un électron piégé dans le canal. Dans
les deux cas, la méthode utilisée pour la lecture du spin exploite un mécanisme de
conversion spin-charge [15,30]. Toutefois, cette lecture est très sensible aux impuretés
du transistor agissant comme piège à électron. Le bon fonctionnement d’un qubit de
spin sur silicium nécessite donc un dispositif détectant des charges uniques, à la fois
pour mesurer le spin et détecter les impuretés. Le dispositif de détection de charge
actuellement le plus utilisé est un transistor monoélectronique à proximité du qubit
[14,31–34]. Cette solution pose cependant un problème important la mise à l’échelle
du qubit de spin. L’ajout d’un second dispositif CMOS augmente considérablement le
nombre de connexions. Or, la mise à l’échelle du qubit de spin constitue son principal
avantage. Heureusement, il existe une autre méthode de détection de charge plus
récente : la réflectométrie radio fréquence.
La détection de charge par réflectométrie radio fréquence fonctionne par le biais
d’une électrode couplée capacitivement à la boite quantique. Cette électrode peut
être la source, le drain ou la grille du transistor servant déjà au contrôle des états
de charge favorisant ainsi la mise à l’échelle du qubit de spin. De plus, en raison de
son fonctionnement haute fréquence, la détection de charge par réflectométrie permet
une mesure plus rapide [35] et moins affectée par le bruit 1/f [36] qu’une mesure
par transistor monoélectronique. Elle permet aussi une détection de défauts [37] et
de donneurs [38, 39] dans des dispositifs. En dehors du domaine de l’informatique
quantique, la détection de charge par réflectométrie peut donc également servir à
améliorer la fabrication de dispositifs quantiques [40].
Le travail de ce mémoire est consacré à l’élaboration d’une chaîne de mesure de
réflectométrie radio fréquence permettant la détection de charges dans un dispositif
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CMOS. Ceci implique une compréhension des notions théoriques, le développement
de divers circuits électroniques à très basse température (4 K et 10 mK) ainsi que
des mesures de détection de charge sur des transistors CMOS à l’état de l’art, afin
d’établir la validité et les propriétés de la mesure par réflectométrie.
Le premier chapitre présente le principe de la mesure de détection de charge,
des notions de base sur l’électronique haute fréquence ainsi qu’une modélisation de
l’admittance complexe d’un transistor monoélectronique. Le second chapitre porte
sur le développement de la chaîne de mesure comprenant la conception d’un circuit
imprimé, la fabrication d’une canne de trempage pour des mesures à 4 K, des mesures
préliminaires pour évaluer la dépendance en température des composants et l’optimi-
sation du circuit électronique. Le dernier chapitre présente un ensemble de mesures
de réflectométrie et de transport réalisées sur un transistor monoélectronique CMOS
à 10 mK. Ces mesures comprennent des diagrammes de stabilité, la détection d’impu-
retés et une comparaison quantitative de la sensibilité de charge des deux méthodes.
Enfin, une analyse des données de réflectométrie permet d’extraire des propriétés
essentielles des dispositifs CMOS à très basse température comme la température
électronique et le taux tunnel.
Chapitre 1
Principe de réflectométrie radio
fréquence
L’objectif de ce projet est de détecter le déplacement de charge dans un transistor
MOS par réflectométrie radio fréquence. Ce chapitre décrit qu’est-ce que la réflecto-
métrie puis explique par quels mécanismes la détection de charge est possible et quel
montage expérimental permet d’effectuer cette mesure.
Tout d’abord, qu’est-ce que la réflectométrie ? La réflectométrie est une technique
non destructive qui utilise la réflexion d’une onde sur une surface ou une interface afin
de caractériser ou de détecter un objet. L’onde peut être de nature électromagnétique
ou mécanique (sonore). Pour des ondes électromagnétiques, la gamme de fréquences
est très importante et va déterminer le montage utilisé et la taille d’objet détecté. Par
exemple, la réflectométrie optique (principe du Radar) va détecter des changements




1.1 Ligne à transmission et coefficient de réflexion
La réflectométrie RF se fait dans des circuits électriques en envoyant un courant
alternatif RF. Cette gamme de fréquences se situe entre 300 MHz et 300 GHz, ce
qui équivaut, en termes de longueur d’onde, à 1 m et 1 mm, respectivement. À
cette échelle, les effets de déphasage dû aux dimensions des éléments du circuit
(connecteurs, composants discrets, lignes, ect.) ne peuvent pas être négligés comme
lors d’une analyse DC, rendant la résolution des équations de Maxwell difficile [41].
Une méthode simple d’analyse consiste à considérer le signal RF comme une onde se
propageant et subissant des réflexions dans le circuit. À chaque variation d’impédance,
une partie d’un signal RF est réfléchie. Puisque l’impédance dépend en grande partie
de la géométrie du circuit, un circuit conçu pour de basses fréquences dissipera
entièrement la puissance d’un signal RF en réflexion. C’est pourquoi, en électronique
haute fréquence, les lignes électriques sont remplacées par des lignes à transmission.
Une ligne à transmission est une ligne électrique ayant la même impédance
caractéristique sur une longue distance permettant de transmettre une puissance d’un
signal RF d’un point a à un point b. Elle est constituée de deux conducteurs séparés par
un isolant, l’un porte le signal et l’autre est à la masse. L’impédance caractéristique des
lignes est choisie selon un standard, soit de 50 Ω. Les lignes à transmission éliminent
une grande majorité des réflexions. Celles restantes peuvent être décrites par un
coefficient de réflexion définie par l’équation 1.1, où Z0 est l’impédance standard de la




En éliminant la majorité des réflexions, il est possible d’isoler celle provoquée par
un dispositif sondé et d’observer comment le coefficient de réflexion change en fonction
de divers paramètres. C’est ainsi que fonctionne la réflectométrie radio fréquence de
manière générale. La suite va présenter le cas particulier qui nous intéresse, soit la
détection de charge.
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1.2 Détection de charge
L’échantillon étudié est un transistor à électron unique (SET) et permet un
contrôle et une lecture de déplacement de charge.
Un SET est un transistor nanométrique qui, à basse température, présente un
régime de blocage de coulomb [42]. Dans ce régime, le SET peut être représenté par
le schéma simplifié de la figure 1.1. Un îlot pouvant contenir quelques charges se
forme sous la grille et est relié au drain et à la source par des jonctions tunnel. Le
nombre d’électrons se trouvant sur l’îlot est déterminé par la tension appliquée sur
la grille. Le SET est un dispositif très sensible à son environnement électrostatique.
C’est pourquoi il est utilisé comme détecteur de charge.
La mesure de déplacement de charge dans un SET se fait normalement par le
transport entre le drain et la source par le biais du courant ou de la conductivité. En
réflectométrie RF, le déplacement de charge est mesuré par un signal réfléchit sur la
grille, le drain ou la source du SET [35]. Effectivement, le mouvement d’un électron
va changer momentanément la capacité entre la grille et l’îlot, changeant l’impédance
du circuit du SET et donc, du coefficient de réflexion. Le changement de capacité n’est




FIGURE 1.1 – Schéma d’un SET en blocage de coulomb. Un îlot se forme sous la grille
(G) et est connecté au drain (D) et la source (S) par des jonctions tunnel. La grille
contrôle le potentiel sur l’îlot. Pour certaines valeurs de tension de grille, un courant
source-drain est mesuré.
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1.3 Capacité non linéaire
La capacité d’un condensateur est définie par C =Q/V où Q est la charge et V la
tension aux bornes du condensateur. Généralement, la capacité est constante pour une
géométrie donnée, car la charge va augmenter linéairement avec la tension appliquée.
Toutefois, lorsque la charge du condensateur est résolue aux quanta d’énergie, la
relation entre Q et V n’est plus linéaire et C n’est donc plus constante. La capacité
totale peut alors être écrite comme Ctot = C +Cq où C est la capacité constante
définie précédemment et Cq =
dq
dV
est la capacité non linéaire qui apparait lors d’un
déplacement d’une charge q.
Dans un SET, la grille est reliée à l’îlot par une capacité Cg. Lorsqu’une charge
tunnel sur l’îlot, une capacité Cq s’ajoute à Cg ayant pour effet de changer l’impédance
Z du SET et par conséquent, changer le coefficient de réflexion. Le signal réfléchi
devrait donc, en théorie, changer au moment d’un mouvement de charge. Cependant,
la grille d’un SET est un composant de très haute impédance (> 100MΩ). Donc,
malgré le changement d’impédance généré par la capacité non linéaire, le coefficient
de réflexion donnée par l’équation 1.1, se verra pratiquement inchangé. L’astuce est
alors d’intégrer le SET à un circuit résonant RLC.
1.4 Circuit RLC
Un circuit RLC, ou circuit résonant, est caractérisé par une fréquence de résonance
f0, un facteur de qualité Q et une impédance Z. À la fréquence de résonance, l’énergie
envoyée dans le circuit est stockée soit dans le champ électrique du condensateur, soit
dans le champ magnétique de l’inductance. La fréquence de résonance est déterminée
par la capacité et l’inductance du circuit selon la relation 1.2. Le facteur de qualité
est calculé en divisant la f0 par la largeur à mi-hauteur de la résonance et va être
influencé par la valeur de trois composants R L et C. L’impédance d’un circuit résonant
est dominée par celle de la capacité en dessous de f0 et par celle de l’inductance au-









Précédemment, la grille du SET a été modélisée par une capacité pour des raisons
de clarté. Toutefois, l’admittance de la grille étant complexe, la capacité ne présente
que la partie imaginaire de l’admittance, il faut donc ajouter une résistance en
parallèle pour compléter la partie réelle de l’admittance complexe. En représentant
ainsi la grille d’un SET, il suffit d’ajouter une inductance pour obtenir un circuit
RLC. La figure 1.2(a) montre le modèle utilisé où Rm est la résistance des lignes et
Cp la capacité parasite. Cette dernière représente l’ensemble des capacités qui ne
peuvent pas être contrôlées, par exemple, la capacité des lignes et du circuit imprimé.
Afin de simuler le modèle, l’inductance est modélisée par le circuit réel fourni par le
fabricant, présenté à la figure 1.2(b). L’échantillon est modélisé par une capacité en
parallèle à une résistance. Ce circuit est une approximation d’un circuit beaucoup plus
complexe. Il faut noter que le circuit de l’échantillon aurait pu être approximé par une
capacité en série avec une résistance, mais les calculs auraient été plus compliqués
et auraient donné les mêmes résultats. De plus, il est à noter que, dans ce modèle,
aucune distinction n’est faite entre une variation de résistance et une variation de la
partie complexe d’une capacité.
Le coefficient de réflexion du circuit en fonction de la fréquence est simulé et
présenté à la figure 1.2(c). Elle montre comment une variation de capacité affecte le
signal réfléchi (différence de 10 fH entre les deux courbes). En mesurant la variation
du coefficient de réflexion à une fréquence f , il est possible de détecter un déplacement
de charge par réflectométrie RF. Par ailleurs, la sensibilité de charge de la mesure n’est
pas assurée par n’importe quel circuit RLC. Il faut que l’impédance à f0 du circuit soit
le plus près possible de l’impédance des lignes à transmission connectant le dispositif
mesuré et les appareils de mesure, soit en condition d’adaptation d’impédance. Ainsi,
le pic de réflexion va être maximal. La figure 1.2(d) montre le même circuit, mais avec
une capacité ajoutée, choisie pour ajuster l’impédance. Il est clair, en comparant les
deux figures 1.2(c) et 1.2(d), que le signal d’une variation de capacité ∆Γ est bien plus
grand à f0 sur la figure de droite. Ici, seule une variation de capacité a été présentée,








(a) Modèle électrique (b) Circuit réél d’une inductance











(c) Impédance non adaptée












FIGURE 1.2 – Simulation d’adaptation d’impédance du modèle théorique d’une mesure
en réflectométrie radio fréquence sur une grille d’un SET. La figure (a) présente le
circuit d’une grille (échantillon) intégré dans un circuit RLC et connecté à une ligne
50 Ω. Rm représente la résistance des lignes et Cp la capacité parasite. L’échantillon
est modélisé par ∆C et ∆R représentant son admittance complexe. L’inductance L
est modélisée par le circuit de la figure (b) provenant du fabricant. Les valeurs des
composants sont aussi données par le fabricant et RV AR varie en fonction de la
fréquence. Les figures (c) et (d) montrent les simulations sans et avec l’adaptation
d’impédance respectivement. Les lignes verticales montrent la fréquence de résonance
F0 des courbes bleues. Les courbes orange ont une différence de capacité de 10 fF par
rapport aux courbes bleues. ∆Γ est la différence du coefficient de réflexion entre une
courbe bleue et une courbe rouge à la fréquence de résonance. (c) Le circuit simulé et
(d) le circuit réel de l’inductance. Le coefficient de réflexion est calculé entre la ligne
50 Ω et le reste du circuit (équation 1.1).
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1.5 Admittance complexe et taux tunnel
Maintenant que la méthode de mesure par réflectométrie RF a été présentée,
voyons mathématiquement le signal réfléchi en fonction du modèle d’admittance
complexe présenté à la figure 1.2(a) et des paramètres physiques venant influencer
les transitions électroniques d’un SET, soit le taux tunnel et la température électro-
nique. Les démonstrations suivantes proviennent d’un papier de l’équipe de Mark R.
Buitelaar [43].
Lors d’une mesure de réflectométrie, le signal réfléchi a une valeur complexe qui
peut être affectée de deux manières : une variation d’amplitude et une variation de
phase. Puisque les mesures vont être effectuées à l’aide d’un détecteur synchrone,
ces deux informations vont être mesurées. En revenant sur le modèle de la figure
1.2(a), voyons comment une variation de ∆C et de ∆R affecte l’amplitude et la phase
du coefficient de réflexion.















Où CΣ = Cp +∆C. Les premiers tests expérimentaux indiquent que l’ordre de
grandeur de CΣ est de ∼ 10−11 F. Sachant que la résistance ∆R est au minimum 108
Ω et que la fréquence de résonance se situe dans les centaines de mégahertz (108
Hz), l’approximation ω∆RCΣ >> 1 peut être appliquée. En ajoutant la substitution
ω0 = 1/(LCΣ) (équation 1.2), l’impédance du circuit autour de la fréquence de résonance
peut s’écrire ainsi :






Avec l’impédance à la fréquence de résonance, il est possible d’écrire le coefficient





Z2r +Z2i −Z20 +2iZ0Zi
(Zr +Z0)+Z2i
(1.5)
Où Zr et Zi sont respectivement la partie réelle et imaginaire de l’impédance à la
résonance. L’amplitude et la phase du signal réfléchi sont données par :
|Γ| =
√︂







La dernière étape pour obtenir la variation d’amplitude et de phase en fonction de
∆C et ∆R est de dériver 1.6 et 1.7. Pour un changement de l’amplitude de la réflexion



















Ces équations montrent que l’amplitude du signal réfléchi est plus affectée par
une variation de résistance que de capacité.
Cependant, dans le cas de la phase du signal réfléchi, une variation de résistance
a un impact négligeable et seule la variation de capacité fait changer la phase. En









Voyons à présent l’impact du taux tunnel et de la température sur l’admittance
complexe d’un SET. Afin d’effectuer ce calcul, on pose qu’on se situe dans un régime
incohérent où le taux tunnel γ est suffisamment petit : hγ≪ kbT.
Pour un niveau de charge ϵ de l’îlot, le taux tunnel d’un électron allant sur et






est la fonction de Fermi avec µ étant le potentiel chimique et α
est le coefficient de couplage entre la tension de grille VG et l’énergie de l’îlot, que l’on
nomme le bras de levier.
γhors = γ(1− f (ϵ)) (1.11)
γsur = ηγ f (ϵ) (1.12)
ϵ(t)=−eα(Vg +VRF eiωt) (1.13)
De plus, les taux tunnels sont reliés par la variation de probabilité de présence P1
et d’absence P0 sur le niveau de la manière suivante :
dP0
dt
= γhorsP1 −γsurP0 (1.14)
dP1
dt
= γsurP0 −γhorsP1 (1.15)
À énergie thermique eαVRF << kBT, il est possible de résoudre les équations 1.14
et 1.15. La solution est une fonction hypergéométrique qu’on peut écrire sous forme












La charge déplacée par le voltage de l’excitation RF est donnée par l’équation
1.17.
QRF (t)= eγP1(t) (1.17)
En dérivant la charge QRF , on obtient le courant causé par l’excitation RF présen-











La variation d’impédance causée par l’excitation est calculée avec la loi d’Ohm.







Finalement, en supposant que la variation d’impédance est causée par la diffé-
rence de capacité et de résistance du SET, on égalise l’équation 1.19 ∆Z =∆R−1+iω∆C.
En remplaçant (1+G)2/G par 4cosh2(−eα∆Vg
2kBT


























Les équations 1.20 et 1.21 représentent les éléments clés de l’analyse qui sera
présentée au chapitre 3 en décrivant la forme du signal réfléchi dans le régime
hγ≪ kbT.
Cela conclu l’ensemble des éléments théoriques pour les mesures de réflectométrie
radio fréquence. La suite traitera des aspects expérimentaux.
Chapitre 2
Développement et optimisation de
la chaine de mesure
Dans le chapitre précédent, le principe de détection de charge par mesure de réflec-
tométrie a été expliqué. Tout d’abord, des notions de base sur les lignes à transmission
et les SET ont été présentées. Puis, les changements de capacité dus à la granularité
des charges et le circuit de mesure permettant d’y être sensible ont été abordés. Pour
finir, les notions théoriques servant à l’analyse et l’adaptation d’impédance ont été
démontrées. Ce chapitre traite de la mise en oeuvre expérimentale de la réflectométrie.
Il présentera donc les étapes du développement du circuit en commençant par la
conception du circuit imprimé, le choix des valeurs des composants, la dépendance en
température du circuit et, pour finir, le développement d’un circuit à capacité variable
offrant la possibilité d’ajuster l’impédance in situ à basse température.
2.1 Montage expérimental
La première pièce du montage expérimental à concevoir est le circuit imprimé
(PCB) dont le schéma électrique est présenté à la figure 2.6. Cp est la capacité
parasite qui ne peut être changée, L est l’inductance du circuit résonant LC et les
autres éléments forment le circuit de capacité variable. Cependant, le circuit est
souvent assemblé sous sa forme la plus simple représentée à la figure 3.10(c). Le
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PCB doit posséder un espace pour l’échantillon, un circuit résonant radiofréquence
pour la mesure de réflectométrie RF et des lignes DC pour connecter les grilles
électrostatiques ainsi que des électrodes source et drain afin d’effectuer les mesures
en transport. De plus, j’ai conçu ce PCB de façon à être le plus versatile possible afin
de permettre d’utiliser la technique de réflectométrie RF pour la mesure de nombreux
échantillons dans le groupe. La figure 2.1(d) montre le PCB final. La dimension du
PCB et l’emplacement de l’échantillon ont été choisis pour entrer au centre d’une
bobine supraconductrice et ainsi avoir la possibilité de mesurer en champ magnétique.
Le PCB comprend vingt-six lignes DC et trois lignes RF, dont une est dédiée au circuit
résonant pour la réflectométrie RF. Un défi important rencontré avec les dispositifs
étudiés est leur grande sensibilité aux décharges électrostatiques (ESD) causant des
problèmes lors de la microsoudure et la manipulation des échantillons. La solution que
j’ai développée pour protéger les dispositifs des décharges électrostatiques est l’ajout
d’une ligne à la masse et d’un connecteur DC double. Chaque ligne DC possède donc
deux connecteurs, l’un servant à la mesure et l’autre pouvant être mis à la masse par
le biais d’une nouvelle ligne à la masse. Cette solution permet de garder le dispositif
à la masse entre les connexions et déconnexions tout au long de la préparation de
l’échantillon, jusqu’à ce qu’il soit connecté aux lignes de mesures du cryostat.
J’ai conçu et dessiné ce PCB puis établi les paramètres des composants LC du
circuit résonnant afin d’adapter l’impédance à la ligne 50Ω. Une difficulté majeure
de ce type de mesure à basse température est l’évolution des valeurs des composants
avec la température. Le choix des valeurs des composants se fait selon le protocole
suivant :
— Choix de l’inductance. En considérant une capacité parasite d’environ 1 pF,
la valeur d’inductance doit se situer entre 70 nH et 2.5 µH pour respecter les
limites en fréquence allant de 100 MHz et 600 MHz. La limite maximale en
fréquence est imposée par l’appareil de mesure utilisé (lockin Zurich haute
fréquence).
— Mesure de la fréquence de résonance. La détermination de la fréquence
de résonance se fait à l’analyseur de spectre vectoriel (VNA) en mesurant le
paramètre S11.
— Détermination de la capacité parasite. La principale contribution de la
capacité parasite est la capacité entre les lignes et la plaque arrière du PCB.
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Avec la fréquence de résonance et le modèle électrique réel de l’inductance
donné par le fabricant (1.2(a)), le circuit est simulé pour trouver Cp. Le logiciel
de simulation utilisé est RFSim99.
— Adaptation d’impédance avec l’ajout d’une capacité. Avec la même si-
mulation qu’à l’étape précédente, l’adaptation d’impédance est atteinte en
ajoutant une capacité au circuit et en ajustant sa valeur jusqu’à ce que l’am-
plitude du pic de résonance atteigne zéro. Une capacité avec cette valeur est
alors ajoutée au PCB.
— Vérification de l’ajustement d’impédance de la fréquence de résonance.
Si l’adaptation d’impédance n’est pas atteinte, c’est-à-dire que l’amplitude du
pic n’atteint pas zéro, il faut changer la capacité C et mesurer à nouveau.
Bien que les composants aient été choisis pour fonctionner à basse température,
il est très rare que ceux-ci possèdent une certification et une fiche technique pour
des températures en dessous de 200 K. Il est donc essentiel de tester l’évolution en
température des composants. Pour ce faire, deux systèmes cryogéniques sont utilisés.
Un de trempage à 4 K, pour de premiers tests rapides et un réfrigérateur à 300 mK,
plus lent, mais permettant de tester à plus basse température. La figure 2.1 montre
la canne de trempage que j’ai conçu et monté ainsi que le schéma de montage. Le
montage est le même pour le système à 300 mK que pour celui à 4 K. Les mesures
se font au détecteur synchrone haute fréquence (UHFLI 600 MHz lock-in Amplifier
Zurich Instrument) qui permet de lire les variations d’amplitude et de phase du signal
réfléchi. L’excitation est envoyée à la sortie du détecteur synchrone puis transférée à
l’échantillon via un coupleur directionnel qui empêche le retour du signal à la sortie.
Le signal réfléchi est ensuite amplifié à chaud par deux amplificateurs mini-circuit
ZX60-P103LN+ pour un gain total de 40 dB. Le Bias-Tee permet d’ajouter une tension
DC à l’excitation pour venir contrôler la tension de grille sur l’échantillon (comme
vue à la section 1.2). Cependant, bien qu’il ne sera pas utilisé pour les mesures de
dépendance en température, il a été mis sur la canne de trempage pour s’assurer de















FIGURE 2.1 – Montage de la canne de trempage à 4 K. (a) L’ensemble de la canne. (b)
Le bout de la canne de trempage portant le Bias-Tee à gauche et le coupleur à droite.
(c) Le schéma électrique du montage de réflectométrie RF pour mesurer un SET à 4
K. L’échantillon à tester sera placé sur le support en cuivre pour être thermalisé et
connecté via le PCB (d). Au centre du PCB se trouve une puce de la microélectronique
(carré rouge) comprenant un SET sondé. Juste à sa droite, il y a l’inductance (rond
jaune), suivi par la capacité (rond vert) et un peu plus loin, le circuit de capacité
variable. En haut et en bas du PCB se trouvent les connecteurs DC double servant à
connecter et protéger l’échantillon.
2.2 Dépendance en température
Plusieurs composants sont susceptibles de changer la résonance du circuit : la
capacité, l’inductance, la capacité parasite et l’échantillon. L’objectif est donc de mesu-
rer et caractériser la dépendance en température de ces composants. La démarche
choisie est de tester la capacité seule, ensuite de tester l’inductance et le PCB en même
temps en suivant l’évolution de la fréquence de résonance du circuit, puis d’ajouter un
échantillon et de mesurer encore une fois l’évolution de la fréquence de résonance.
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2.2.1 Capacité
La transmission à travers une ligne coplanaire (CPW) est maximale si l’impédance
ne présente pas de discontinuité. En ajoutant une capacité sur le CPW entre la ligne
centrale et la mise à la terre, la transmission va diminuer selon l’équation 2.1, où ω est
la fréquence, Z0 l’impédance des lignes (50 Ω) et S21 le paramètre S représentant la
transmission. En mesurant à l’analyseur vectoriel le paramètre S21 du CPW avec une
capacité ajoutée, il est donc possible, en réécrivant l’équation 2.1 comme 2.2, d’extraire
la valeur de la capacité. Ce montage a été effectué dans le système cryogénique 300
K - 300 mK et une capacité en céramique High Q Johanson Technology de 1.8 nF a
été mesurée à différentes températures et à différentes fréquences. Les résultats sont
présentés à la figure 2.2 et montre une variation de la valeur de capacité de 10% entre
300 K et 300 mK. Cette variation est faible, mais doit être prise en compte pour la
suite du projet. De plus, les résultats montrent que la valeur de la capacité varie en
fonction de la fréquence. Cette variation n’est toutefois pas problématique pour les








2.2.2 Résonance du circuit LC
La dépendance en température de la résonance se fait avec la canne de trempage à
4 K en mesurant le signal réfléchi au détecteur synchrone pour différentes fréquences.
La figure 2.3 montre le pic de résonance évoluer entre 300 K et 4 K. Le circuit est
constitué d’une inductance de 380 nH, d’une capacité de 18 pF et d’une capacité
parasite évaluée à 830 fF. Le changement de température induit un décalage en
fréquence de 6 MHz et passe par une adaptation d’impédance à 289.5 MHz. Ce
changement en fréquence peut être dû à un changement de la capacité parasite























FIGURE 2.2 – Mesure d’une capacité de 1.8 nF en fonction de la température pour
différentes fréquences.
décalage n’est cependant pas essentiel dans ce cas, tant qu’il est pris en compte dans
la prévision de la condition d’adaptation d’impédance à basse température.
Pour illustrer l’effet de la capacité, une mesure comparative de l’évolution en
température de la fréquence de résonance est présentée à la figure 2.4 pour deux
valeurs de capacité : 18 et 24 pF. Il est important de constater que l’adaptation
d’impédance est rencontrée à la même fréquence, peu importe la capacité choisie.
Cependant, elle n’est pas atteinte à la même température. En suivant ces constats,
il serait donc possible d’atteindre l’adaptation d’impédance à basse température en
choisissant une capacité possédant une plus petite valeur.
2.2.3 Échantillon
Une fois l’impact de la température sur le circuit résonant caractérisé, celui sur
l’échantillon est mesuré.
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FIGURE 2.3 – Coefficient de réflexion du circuit résonant sans échantillon en fonction
de la fréquence pour différentes températures allant de 300 K à 4 K. L’adaptation
d’impédance se produit à une fréquence de 290 MHz.
Malgré la complexité des structures des échantillons et des différentes couches
de matériaux, l’impact de l’échantillon sur la résonance est supposé dominé par la
capacité entre la structure sur le substrat et le porte échantillon en cuivre. Dans
cette optique, les tests à 4 K ont été effectués avec des échantillons défectueux afin de
sauvegarder les échantillons fonctionnels.
La mesure a été faite simultanément sur deux échantillons et reproduit deux fois.
Cela permet de vérifier la reproductibilité entre les échantillons et entre les cyclages
thermique.
La figure 2.5 présente l’évolution de la résonance d’un circuit résonant connecté à
la grille d’un SET. La courbe rouge a été prise à 300 K, la bleu à 4 K et la verte présente
l’évolution du minimum du coefficient de réflexion Γmin entre les deux températures.
L’ajout de l’échantillon a pour effet de décaler la fréquence de résonance de -70 MHz,
ce qui équivaut à l’ajout d’une capacité de 1.5 pF. Lorsque l’ensemble du PCB et
échantillon est refroidi, l’évolution de la fréquence de résonance repérée par Γmin
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FIGURE 2.4 – Minimum du coefficient de réflexion de deux circuits résonants sans
échantillon en fonction de la fréquence pour différentes températures allant de 300
K à 4 K. Les deux circuits possèdent la même valeur d’inductance, mais ont un
condensateur différent. L’adaptation d’impédance se produit à la même fréquence,
mais pas à la même température.
est initialement similaire à celle qu’observée sans échantillon. Puis, près de 4 K,
la résonance fait un bond de 70 MHz. Ce saut est constant d’un refroidissement à
l’autre ainsi que d’un échantillon à l’autre. Ce comportement est pris en compte pour
l’adaptation d’impédance, mais sa cause n’est pas bien comprise ni expliquée dans ce
mémoire.
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FIGURE 2.5 – Évolution en température du coefficient de réflexion du circuit résonant
avec un échantillon. La courbe rouge présente Γ à 300 K et la courbe bleue à 4 K. Le
minimum des courbes rouge et bleu est la fréquence de résonance. La courbe verte
suit l’évolution du minimum du coefficient de réflexion, soit la fréquence de résonance,
entre 300 K et 4 K.
2.3 Ajustement in-situ de l’impédance à basse tem-
pérature
Une bonne adaptation d’impédance nécessaire pour effectuer des mesures à
basse température requiert plusieurs tests et plusieurs refroidissements. De plus,
un autre type d’échantillon pourrait posséder un comportement différent ce qui
obligerait de refaire des refroidissements pour ajuster le circuit. Une solution à ce
problème est d’intégrer une capacité variable au circuit pour ainsi pouvoir ajuster
in-situ l’impédance à basse température. Un tel circuit est présenté à la figure 2.6. Le
composant clé de la capacité variable est le varactor. Ce dernier est une jonction pn
que l’on vient polariser à l’inverse, avec la tension Vvar, afin de changer la longueur de
la zone de déplétion qui agit comme une capacité. La résistance de 250 Ω est utilisée
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pour que Vvar n’affecte pas la tension continue appliquée sur la grille. La résistance
de 1 MΩ et le condensateur de 2.5 nF forment un filtre RC passe-bas coupant à 60
Hz. Ce filtre garantit que l’excitation RF n’est pas appliquée à la source produisant la
tension Vvar
Trois modèles de varactor ont été testés à 300 mK 1. Pour chaque modèle, seuls
quelques varactors fonctionnent à froid. Il y a cependant un modèle possédant un plus
grand taux de succès (MA46H073). La figure 2.7(a) montre un cas typique de varactor
ne fonctionnant pas à froid. L’hypothèse expliquant un tel comportement est un gel
des porteurs de la jonction pn [44]. Pour vérifier cette hypothèse, une simulation est
faite en modélisant le gel des porteurs par une résistance aux bornes du varactor.
La figure 2.7(b) présente le résultat de la simulation et montre un comportement
similaire aux données expérimentales, confirmant l’hypothèse d’un gel des porteurs.
En revanche, pour un varactor fonctionnant correctement aux basses tempéra-
tures, le circuit de capacité variable se comporte comme attendu et permet l’adaptation
d’impédance du circuit à basse température. La figure 2.8 montre l’ajustement de
l’impédance à 300 mK. L’étape suivante est de tester le varactor à 10 mK, ce qui
n’a pas encore été fait. Le circuit de capacité variable est donc une solution très
intéressante, mais qui demande du temps pour tester les varactors qui fonctionnent
avec un circuit déjà près de la condition d’ajustement d’impédance (± 0.5 pF).



















FIGURE 2.6 – Montage des mesures à 4 K avec le circuit de capacité variable intégré au
PCB. La capacité du varactor (Var) varie en fonction de la tension Vvar. La résistance
de 250 Ω est utilisée pour que Vvar n’affecte pas la tension continue appliquée sur
la grille. La résistance de 1 MΩ et le condensateur de 2.5 nF forment un filtre RC
passe-bas coupant à 60 Hz. Ce filtre garantit que l’excitation RF n’est pas appliquée à
la source produisant la tension Vvar.














(a) Mesure (b) Simulation
FIGURE 2.7 – Évolution en température du coefficient de réflexion du circuit avec
varactor défectueux à température cryo. (a) Les mesures expérimentales à différentes
températures. En bas de 15 K la résonance change de forme et finit par disparaître.
(b) Une simulation du circuit avec l’ajout d’une résistance aux bornes du varactor pour
modéliser un gel des porteurs.
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FIGURE 2.8 – Paramètre S21 du montage de la figure 2.6 en fonction de la fréquence
pour différentes valeurs de Vvar. L’insert présente les résultats en échelle linéaire.
Chapitre 3
Mesure d’un transistor à très basse
température en régime de blocage
de Coulomb
Dans le chapitre précédent, les étapes de développement du montage expérimental
ont été montrées. Tout d’abord, un PCB de mesure comportant un circuit RLC a
été conçu. Ensuite, plusieurs refroidissements ont été effectués afin de caractériser
l’impact de la dépendance en température de chaque composant du circuit sur la
résonnance. De plus, un circuit à capacité variable a été créé et intégré dans le circuit
RLC, permettant un ajustement in situ de l’impédance à basse température et rendant
ainsi l’ensemble plus polyvalent pour différents échantillons.
Dans ce chapitre, des mesures en réflectométrie de déplacement de charge dans
un SET sont présentées. Celles-ci ont été réalisées simultanément avec des mesures
de transport à travers le SET afin de comparer les deux méthodes. Tout d’abord, des
mesures ont été prises après le seuil du SET, c’est-à-dire à des tensions de grille
présentant les premiers pics de courant traversant l’îlot. Ainsi, des diagrammes de
stabilité ont pu être mesurés et comparés pour les deux méthodes. Puis, des mesures
ont été prises avant le seuil, à des tensions de grille ne présentant aucun transport
entre le drain et la source. Toutefois, les mesures en réflectométrie RF ont montré des
transitions électroniques se trouvant sous le seuil. Ces transitions, indétectables en
transport, sont causées par des pièges à électrons (impuretés, donneurs, ect.) couplés
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qu’à une des deux électrodes. Par la suite, les données de réflectométrie ont été
analysées selon la théorie présentée au chapitre 1 afin d’obtenir des valeurs physiques
du dispositif, telles que la température électronique et le taux tunnel. Enfin, des
mesures de sensibilité de charge ont été effectuées afin de fournir une comparaison
quantitative des deux méthodes de mesure ; transport et réflectométrie RF.
3.1 Montage
Le circuit imprimé utilisé pour les mesures est le même que celui présenté au
chapitre 2 (figure 2.1(d)), mais le circuit à capacité variable n’a pas été utilisé en raison
de difficultés à obtenir un varactor fonctionnant à 10 mK. Cependant, ce manque est
compensé par l’expérience acquise sur le montage lors de son développement.
La figure 3.1 montre le montage utilisé pour les mesures à 10 mK dans le cryostat
Bluefors. Le montage réflectométrie est le même que pour les mesures 4 K à l’exception
des atténuateurs à chaque étage de température et de l’amplificateur à 4 K. Ces ajouts
permettent une meilleure thermalisation des électrons. Les mesures au détecteur
synchrone fournissent des informations sur l’amplitude et la différence de phase
du signal réfléchi, ce qui sera important lors de l’analyse des données. Les mesures
de transport sont effectuées avec le détecteur synchrone SR830 en mesurant la
conductance au travers du SET. La tension de polarisation Vds est additionnée à
l’excitation lock-in par le biais d’un diviseur de tension composé de trois résistances.
Le diviseur permet à la fois l’addition des tensions et l’utilisation d’une gamme plus
large de tension de la source et du lock-in.
Le spectre du signal réfléchi a été mesuré tout au long du processus de refroidisse-
ment pour suivre l’évolution de la résonnance. Le résultat est présenté à la figure 3.2
où la courbe rouge est prise à 300 K et la courbe bleu foncé à 10 mK. Les valeurs des
composants RLC étant choisies pour l’adaptation d’impédance à basse température,
la résonance est difficile à distinguer à température ambiante. La résonance fine à
10 mK montre toutefois le choix judicieux des composants. Son facteur de qualité
est de 108, ce qui peut sembler faible de prime abord. Le facteur de qualité pourrait
certainement être amélioré en fabriquant une inductance supraconductrice et ainsi
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FIGURE 3.1 – Schéma de montage des mesures à 10 mK. Ce montage permet des
mesures de sauts de charge en réflectométrie via le lock-in ZI et de transport via le
lock-in SR830.
facteur de qualité peut devenir nuisible aux mesures de réflectométrie RF. En effet,
une résonance trop fine pourrait saturer le signal ou causer des pertes du signal en
cas de léger décalage de la fréquence de résonance. En générale, les facteurs de qualité
observés dans la littérature sur la réflectométrie RF se trouvent entre 30 et 150 pour
le même type d’inductance [37,46,47]. La figure 3.2 montre le même saut de fréquence
que celui observé lors des essais de refroidissement présenté au chapitre 2.
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FIGURE 3.2 – Signal réfléchi en fonction de la fréquence pour différentes températures
lors du refroidissement. Le montage est celui présenté à la figure 3.1. Les courbes
passent du rouge (300 K) jusqu’au bleu foncé (10 mK).
3.2 Transport et réflectométrie
La fréquence de résonance du circuit RLC est de f0 = 271 MHz. C’est donc à cette
fréquence qu’est envoyée l’excitation RF de la mesure de réflectométrie RF. L’amplitude
de l’excitation détermine la puissance du signal réfléchi et doit être suffisamment
élevée pour obtenir un bon signal sur bruit. Elle doit cependant être limitée pour ne pas
chauffer les électrons faisant alors élargir les transitions électroniques. L’amplitude
optimale est Vexc = 50 mV et a été déterminé expérimentalement. La mesure en
transport se fait à une fréquence de 77 Hz et une amplitude de 50 µV.
La figure 3.3 montre les diagrammes de stabilité [11] mesurés simultanément en
conductance et réflectométrie RF. Le signal réfléchi est présenté sous deux graphiques,
un en amplitude (b) et un en phase (c). Les diagrammes de stabilité montrent que
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la mesure de déplacement de charge en réflectométrie RF fonctionne. Effectivement,
chaque transition de la carte en transport peut être retrouvée sur l’une ou l’autre des
cartes en réflectométrie. Il est intéressant de voir que certaines transitions sont plus
visibles en phase qu’en amplitude ou vice-versa. Cette question sera abordée plus
loin dans ce chapitre (3.3). À plus grand Vds, la réflectométrie RF ne détecte ni de
transitions, ni courant. Ce comportement s’explique par le fait qu’à grande tension de
polarisation, le canal de conduction n’est plus considéré comme un système à basse
densité d’état et le courant n’est plus défini au quanta d’énergie. La capacité de grille
reste donc constante, n’affectant plus la résonance.















































































FIGURE 3.3 – Diagrammes de stabilités d’un SET. Les trois mesures sont prises
simultanément. La première (a) est une mesure de transport. Les deux autres sont
l’amplitude (b) et la phase (c) d’une mesure de réflectométrie.
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Après avoir vérifié que la reflectométrie mesure bien des transitions électroniques
dans le SET, une autre mesure a été faite, mais cette fois sous la tension de seuil
du transistor. L’objectif de cette mesure est de voir si les mesures de réflectométrie
peuvent détecter des pièges à électrons indétectables en transport. Le résultat est
présenté à la figure 3.4 et montre des transitions électroniques visibles en réflecto-
métrie. Cette mesure démontre que la technique de réflectométrie peut détecter des
pièges à électron qui ne font pas partie du canal de conduction. En effet, lorsqu’il y
a un défaut (donneur, défaut d’oxyde, etc.) couplé au drain ou à la source, mais pas
couplé à l’îlot du SET, comme le schéma de la figure 3.5, un électron peut y sauter
sans contribuer au courant au travers du SET. Cette particularité peut être exploitée
pour améliorer les techniques de fabrication en caractérisant le nombre d’impuretés
dans un dispositif. Les mesures d’Alexei Orlov effectuées dans le laboratoire d’Eva
Dupont-Ferrier ont conduit à une publication sur la détection par réflectométrie d’un
réseau de boîtes quantiques, proposant l’idée d’une sonde à impuretés [40].
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FIGURE 3.4 – Diagrammes de stabilités d’un SET avant le seuil. Les trois mesures
sont prises simultanément. La première (a) est une mesure de transport. Les deux




FIGURE 3.5 – Schéma d’un SET en blocage de coulomb avec un piège électronique
à proximité. Un îlot se forme sous la grille (G) et est connecté au drain (D) et la
source (S) par des jonctions tunnel. Le piège n’est pas couplé à l’îlot, il n’y a donc pas
de courant possible au travers, mais son couplage capacitif à la grille permet une
détection par réflectométrie RF d’un saut de charge sur celui-ci.
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3.3 Régime dissipatif et dispersif
Cette section traite de l’analyse quantitative du signal réfléchi. Tout d’abord, les
spectres de différentes transitions vont être présentés afin d’observer l’effet d’un mou-
vement de charge sur l’amplitude et la phase de la résonance. Ensuite, la température
électronique et le taux tunnel vont être extraits des données.
Les cartes de réflectométrie 3.3 et 3.4 montrent que les transitions électroniques
n’affectent pas toutes le signal réfléchi de la même manière. En suivant les relations
1.8, 1.9 et 1.10 démontrées au chapitre 1, la phase n’est affectée que par un chan-
gement de capacité tandis que l’amplitude est affectée à la fois par un changement
de capacité et de résistance. En simulant la résonance du circuit et en variant la
capacité et la résistance, il est possible d’illustrer cette conclusion. Ces simulations
sont présentées à la figure 3.6 et montrent qu’à la fréquence de résonance, la phase
n’est affectée que par un changement de capacité et que l’amplitude et plus affecté
par un changement de résistance.
Des mesures expérimentales ont ensuite été prises afin de comparer avec les
simulations et vérifier le modèle. Pour se faire, deux transitions électroniques ont été
sélectionnées et des spectres ont été mesurés pour plusieurs tensions Vg autour de
ces transitions. La figure 3.7 montre les transitions sélectionnées, soit celle du centre
et celle de droite. Celle du centre présente un fort signal en phase et un signal plus
faible en amplitude. Celle de droite ne présente presque aucun signal en phase, mais
un signal fort en amplitude.
La figure 3.8 présente la résonance de la transition du centre. Le spectre de la
transition en amplitude (3.8(a)) pour une tension de grille sur la transition (orange)
et hors transition (bleu). Pour bien voir le changement du spectre, la différence des
courbes est présentée (3.8(b)) ainsi que des spectres de tension de grille se situant
entre le signal maximal et l’absence de signal. Les figures 3.8(c) et 3.8(d) montrent
le même traitement, mais cette fois avec le spectre en phase. Ces figures montrent
un changement dû à la transition similaire aux figures 3.6(a) et 3.6(b) qui illustre un
changement de capacité.
La figure 3.9 présente la résonance à la transition de droite qui n’apparait pas
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(a) Amplitude pour une variation de capacité











(b) Phase pour une variation de capacité








(c) Amplitude pour une variation de résistance











(d) Phase pour une variation de résistance
FIGURE 3.6 – Simulation du coefficient de réflexion en fonction de la fréquence pour le
circuit 1.2(a). (a) Amplitude du coefficient de réflexion pour deux valeurs de ∆C. (b) La
phase du coefficient de réflexion pour deux valeurs de ∆C. (c) Amplitude du coefficient
de réflexion pour deux valeurs de ∆R. (d) La phase du coefficient de réflexion pour
deux valeurs de ∆R.
en phase. Les quatre figures correspondent au même traitement qu’à la figure 3.8.
L’impact de la transition électronique sur la résonance est visible sur les figures 3.6(c)
et 3.6(d) qui simule un changement de résistance. Ces observations confirment la
véracité du modèle.
La prochaine étape de l’analyse est de déterminer la température électronique par
les mesures de réflectométrie. D’après les équations 3.1 et 3.2, il est possible d’extraire
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FIGURE 3.7 – Diagrammes de stabilités en réflectométrie (amplitude (a) et phase
(b)) et en transport (c) montrant trois transitions électroniques. Celle du centre
(verte) apparait fortement en phase et celle de droite (violette) apparait fortement en
amplitude. La résonance autour de ces deux transitions est présentée aux figures 3.8
et 3.9.
la température électronique en ajustant la partie cosh−2 des équations. Il faut tout
d’abord connaître le bras de levier [48], qui se calcul à partir des diamants de Coulomb
et la relation α=∆V hauteurds /2∆V
largeur
g où ∆V hauteurds est la hauteur du diamant en
tension de polarisation et ∆V largeurg est la largeur du diamant en tension de grille [49].
Pour l’échantillon présenté, le bras de levier est de α= 0.92. Les ajustements ont été
faits sur quatre transitions présentées à la figure 3.11. La température obtenue a
une grande incertitude étant donné le faible signal sur bruit de certaines transitions.
Les trois transitions ayant le plus fort signal ont donc été choisies et une moyenne a
été faite sur leur température. Les ajustements sont présentés à la figure 3.10 et la
température obtenue est T = (840±90)mK .
Il est important de rappeler que les équations 3.1 et 3.2 décrivent la variation
d’admittance complexe d’un SET lors de transition électronique dans le régime où
hγ ≪ kbT. Dans le cas où γ est grand, l’élargissement des transitions n’est plus
dominé par la température et la variation d’admittance complexe est décrite par
d’autres relations. Une sélection sur les pics a donc été faite afin de s’assurer de rester
36













































































FIGURE 3.8 – Résonance autour de la transition électronique du centre des figures 3.7.
(a) Amplitude de la résonance à une tension de grille hors transition (bleu) et sur la
transition (orange). (b) Différence des courbes du graphique (a) ainsi que des tensions
intermédiaires. (c) Phase de la résonance à une tension de grille hors transition (bleu)
et sur la transition. (d) Différence des courbes du graphique (c) ainsi que des tensions
intermédiaires.
dans le régime décrit ici. Bien entendu, il serait intéressant d’étudier des régimes à
plus grand taux tunnel, mais une telle analyse ne figure pas dans ce mémoire.
L’autre grandeur physique pouvant être extraite des données avec les équations
1.20 et 1.21 est le taux tunnel γ. C’est ce paramètre qui détermine la force du signal
en amplitude ou en phase.
Les équations 1.20 et 1.21 donnent respectivement la variation de résistance
et de capacité. Toutefois, bien que le signal réfléchi suit le comportement de ces
équations lors d’une transition électronique, un facteur linéaire doit être appliqué
sur l’amplitude et la phase du signal réfléchi pour obtenir la résistance et la capacité.
37
























































































FIGURE 3.9 – Résonance autour de la transition électronique de droite des figures
3.7. (a) Amplitude de la résonance à une tension de grille hors transition (bleu) et
sur la transition. (b) Différence des courbes du graphique (a) ainsi que des tensions
intermédiaires. (c) Phase de la résonance à une tension de grille hors transition (bleu)
et sur la transition. (d) Différence des courbes du graphique (c) ainsi que des tensions
intermédiaires.
Le facteur linéaire de conversion entre la capacité et la phase du signal réfléchi
βp est calculé simplement avec l’équation 1.10 où la capacité totale est évaluée
expérimentalement à l’aide de la fréquence de résonance et la valeur d’inductance.
Pour ce qui est du facteur de conversion amplitude-résistance βa, la relation 1.8 ne
peut être calculée. Il sera donc gardé libre puis déterminé à l’aide du taux tunnel
trouvé avec la phase.
La méthode pour déterminer le taux tunnel est d’effectuer un ajustement de la
formule 3.2 (démonstration au chapitre 1) sur la phase du signal réfléchi multipliée
par le facteur βp en fonction de tension de grille autour d’une transition.
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T = 842.0 mK
(a) Transport










T = 842.0 mK
(b) Amplitude RF










T = 842.0 mK
(c) Phase RF
FIGURE 3.10 – Signal RF réfléchi en fonction de la tension de grille autour de transi-
tion électronique. (a) et (b) sont présenté en phase et (c) en amplitude. Un ajustement
d’une fonction cosh−2 a été fait sur chacune des courbes (ligne rouge) afin d’extraire la
température électronique (équations 1.20 et 1.21). La carte montrant ces transitions


























Un ajustement de la fonction 3.2 est fait sur la phase du signal réfléchi en fixant
la température et en multipliant les données par le facteur βp. Le préfacteur de la
fonction cosh−2 obtenu correspond alors à la variation de capacité maximale pour une


















L’ajustement a été fait sur les quatre transitions présentées à la figure 3.11 et
leurs taux tunnel respectifs ont été déterminés. Ces résultats sont présentés à la
figure 3.12(a) où la relation théorique de la variation de capacité maximale a été tracée
en bleu (équation 3.3). Les points de couleur correspondent aux mêmes couleurs qu’à
la figure 3.11.
La dernière étape de cette analyse est de vérifier la méthode avec l’amplitude du
signal réfléchie. Le taux tunnel ne doit pas changer pour la mesure en phase ou en
amplitude et le facteur de conversion amplitude-résistance βa doit être le même pour
chaque transition. La méthode de vérification consiste donc à déterminer βa pour
chaque transition et voir s’ils sont différents.
Le facteur βa est déterminé en utilisant l’équation 3.5 et le taux tunnel déterminé
avec les mesures en phase. L’équation 3.5 est trouvée de la même manière que











Une fois les quatre βa obtenus, une moyenne est faite pour obtenir un même
facteur. Les variations maximales de conductance sont ensuite recalculées avec le
βa moyen puis tracées en fonction du taux tunnel avec la courbe théorique 3.3. Le
résultat est présenté à la figure 3.12(b) et montre que les données expérimentales
suivent la courbe théorique, confirmant la méthode d’analyse.
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FIGURE 3.11 – Diagramme de stabilité en réflectométrie en amplitude (a) et en phase
(b) montrant diverses transitions. Les lignes de couleur présentent les transitions





























FIGURE 3.12 – Variation de capacité (a) et de conductance (b) en fonction du taux
tunnel. Les courbes bleues sont décrites par les équations 1.21 et 1.20. Les points de
couleurs sont les données expérimentales provenant des transitions présentées à la
figure 3.11.
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3.4 Sensibilité de charge
Dans cette dernière section, un nouveau montage 3.13 est fait dans le but de
mesurer la sensibilité de charge des deux types de mesure réflectométrie et transport
et ainsi comparer quantitativement leur sensibilité respective.
La sensibilité de charge se calcul à partir du ratio signal sur bruit (SNR). Pour
obtenir le SNR, il faut osciller autour d’une transition électronique en mesurant le
spectre du signal causé par le saut de charge. Si la fréquence de l’oscillation est très
petite face au taux tunnel de la transition, le spectre du signal devrait avoir l’allure
d’un pic, ayant une certaine largeur, centrée à la fréquence de l’oscillation. L’amplitude
du pic divisé par le offset donne le SNR.
Le montage pour mesurer la sensibilité de charge est présenté à la figure 3.13.
La section à froid reste la même que précédemment, seule la partie à température
ambiante subit des modifications. Tout d’abord, la source de tension Vg est remplacée
par un générateur de formes d’onde arbitraires (AWG) d’Agilent Technologies. Cet
ajout permet d’envoyer une modulation sur la grille (10 kHz) additionnée d’une tension
DC contrôlant le potentiel de la boite quantique. C’est ainsi qu’est produite l’oscillation
autour d’une transition. Pour la sensibilité des mesures de transport, le détecteur
synchrone SR230 est retiré et la ligne du signal est connectée à un analyseur de
spectre. Pour ce qui est de la sensibilité des mesures de réflectométrie, le détecteur
ZI demeure, mais seulement pour générer l’excitation RF essentielle à la mesure. La
ligne du signal réfléchi est elle aussi connectée à un analyseur de spectre.
Une fois le SNR obtenue, l’équation 3.6 est utilisée pour calculer la sensibilité de
charge δq [50]. ∆q est l’amplitude RMS de la modulation de charge sur la grille, B est





Le SNR de la mesure de transport s’évalue en mesurant le spectre autour de
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FIGURE 3.13 – Schéma de montage pour les mesures de sensibilité de charge.
et le ratio de l’amplitude sur l’offset donne le SNR. Dans le cas de la réflectométrie,
une multiplication de deux fréquences est envoyée sur la grille (l’excitation RF à la
fréquence de résonance du circuit LC et la modulation). Le spectre résultant est alors
un pic principal à la fréquence de résonance accompagné de deux bandes latérales
à la fréquence de résonance plus ou moins la fréquence de modulation. Les bandes
latérales sont le signal étudié sur lequel on y extrait le SNR. La figure 3.14 montre le
spectre en réflectométrie avec les bandes latérales.















FIGURE 3.14 – Spectre montrant les bandes latérales de la mesure de sensibilité
de charge en réflectométrie. Le pic central correspond à l’excitation RF envoyée à la
fréquence de résonance fexc = 271.6 MHz. Les pics de part et d’autre du pic central sont
les bandes latérales causées par la modulation. Elles apparaissent à des fréquences
fexc − fexc et fexc + fexc lorsque la modulation est centrée autour d’une transition,
c’est-à-dire lors d’un déplacement de charge.
Le SNR est ensuite optimisé. Quatre paramètres influencent le SNR ; l’amplitude
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de la modulation, la fréquence de la modulation, la tension de grille et l’amplitude de
l’excitation (seulement pour la réflectométrie). Chacun de ces paramètres est balayé
indépendamment et la valeur maximisant le SNR est sélectionnée.
Avec ∆q = 0.000525erms, B = 10 Hz et un SNR maximisé pour les deux méthodes,
les sensibilités obtenues sont de 6.0 µe/
⎷
Hz pour la mesure de transport et 5.8
µe/
⎷
Hz pour la mesure de réflectométrie.
Ces résultats montrent des sensibilités de charge similaires pour les deux mé-
thodes de détection. Il serait cependant possible d’améliorer la sensibilité de la ré-
flectométrie RF en diminuant le bruit pour augmenter le SNR. Une façon simple
de le faire est d’ajouter des filtres pour ne laisser passer qu’une bande de fréquence
autour de la résonnance permettant de diminuer le bruit ainsi que la température
électronique. La sensibilité de charge obtenue demeure toutefois excellente et même
si elle ne représente pas un gain comparé la mesure de transport, la réflectométrie RF
détecte malgré tout plus de transitions électroniques.
Conclusion
Ce mémoire présente la mise en place d’une chaîne de mesure de détection de
charge par réflectométrie radio fréquence à très basse température. Cette méthode
qui nécessite l’adaptation d’impédance d’un circuit résonant à 10 mK constitue une
solution efficace à la mise à l’échelle des qubits de spin. Ce projet compare la réflec-
tométrie à la méthode habituelle de détection de charge qui consiste à l’emploi d’un
transistor monoélectronique comme détecteur. Cette dernière requiert l’ajout d’un
dispositif et de multiples contacts, encombrant significativement le la puce autour du
qubit.
Dans un premier temps, deux chaînes de mesure ont été conçues, une à 4 K et
une à 10 mK. Le montage réflectométrie comprend un PCB conçu et élaboré afin de
mesurer une grande variété de dispositifs possédant un système pour protéger les
échantillons contre les décharges électrostatiques. La partie clé de l’élaboration du
montage réside dans l’adaptation d’impédance du circuit résonant à basse température.
Pour y arriver, la dépendance en température des différents composants du circuit a
été caractérisée et intégrée aux étapes de développement.
Dans un deuxième temps, des mesures sur un SET en régime de blocage de
Coulomb ont été effectuées en réflectométrie et en transport simultanément. Les
mesures en transport, plus connues et bien maîtrisées, ont servi de référence pour
valider les mesures de réflectométrie. En effet, la comparaison des diagrammes de
stabilité a démontré la correspondance entre le signal réfléchi et le mouvement d’une
charge détecté par transport. Des mesures sous le seuil du transistor ont ensuite
montré que la réflectométrie radio fréquence permet la détection d’impuretés (donneur,
défaut d’oxyde, etc.), mesures importantes pour la caractérisation d’échantillon. Cette
détection se fait par le biais de mouvement de charge qui ne contribue pas au courant,
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ne pouvant donc pas être détecté par des mesures de transport. Bien que la détection
d’impureté a été effectué en comparant les mesures de réflectométrie et de transport,
il est possible, à l’aide des diamants de Coulomb, de déterminer si une transition est
associée à l’îlot du SET ou à une impureté et ce, sans mesures de transport.
Finalement, la température électronique ainsi que le taux tunnel ont été déter-
minés à partir des mesures de réflectométrie. Cette analyse des données, basée sur
la représentation du transistor à un électron en régime de blocage de Coulomb par
une admittance complexe ainsi que des principes de la physique statistique, complète
l’étude des dispositifs permettant de s’affranchir des mesures de transport.
Perspective
La suite du projet se divise ; l’amélioration du montage et les futures mesures.
Pour l’amélioration du montage, plusieurs avenues restent à explorer. Tout d’abord,
l’intégration d’un circuit de capacité variable pourrait grandement faciliter l’adapta-
tion d’impédance à basse température. Ce mémoire présente déjà les premières étapes
vers cette amélioration, mais certains défis restent encore à être relevés. Deuxiè-
mement, sans les mesures de transport, la vitesse de mesure par réflectométrie RF
pourrait certainement être optimisée et réaliser ainsi son plein potentiel. Effecti-
vement, la réponse rapide du système est l’un des avantages des mesures haute
fréquence. Troisièmement, il serait intéressant d’augmenter la fréquence d’excitation
et ainsi sonder des événements se produisant à plus hautes fréquences. Pour finir,
il serait possible d’augmenter la sensibilité de charge en améliorant le facteur de
qualité par le biais d’une inductance supraconductrice lithographiée sur la puce de
silicium [45]. Quant aux futures mesures à réaliser avec la technique de réflectométrie
RF mise en place, une lecture de spin en réflectométrie radio fréquence [47,51,52] est
certainement l’option la plus attrayante. Les avenues connues jusqu’à maintenant
sont soit la mesure des états singulet-triplet de spin, soit l’utilisation d’un SET, ce qui
perd cependant l’intérêt pour la mise à l’échelle. Outre la mesure de spin, la caractéri-
sation d’autres échantillons en réflectométrie est bien sûr une suite intéressante au
projet, spécialement si les échantillons sont fabriqués au sein de l’équipe. Ces mesures
pourraient aider à repérer des défauts et ainsi améliorer les procédés de fabrication.
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Somme toute, le travail effectué dans le cadre de ce mémoire offre une nouvelle
lunette à l’équipe pour l’étude des dispositifs quantiques. La réflectométrie radio
fréquence offre un grand avantage quant à la détection de pièges électroniques. Bien
qu’il reste des améliorations à apporter au montage, celui-ci permet déjà des mesures
de qualités comparables à celles en transport.
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