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1.) Introduction
Due to various forms of localized increasing returns, most economic activity is concentrated in cities, and cities are the main engines of economic growth. Still there is no evidence that all economic activity within a country will eventually end up in one or a few large metropolitan areas. The data rather suggests that the distribution of city sizes remains remarkably stable over time, and is at least close to the famous rank-size rule known as "Zipf's law". Successful theories of urban growth all come to grips with this basic fact.
1 A limitation of most existing approaches, however, is that they have little to say about how cities change their face -i.e., their industry composition -during the growth process, and how urban growth is related to (changes in) local economic structures. Yet, cities are to a large extent characterized by their economic structure, and growth depends on the performance of the local industries of which the city is composed (Simon 2004) . Case studies like those by Glaeser (2005) in fact suggest that the success of cities can be well understood by their ability to adapt and to change ("reinvent") their industry structure.
These issues have been taken up recently by Gilles Duranton (2007) . Three facts about local growth and industrial change are the starting point of that paper. First, Duranton shows that there is considerable "churning" of industries across cities. Single industries grow or decline relatively quickly in cities and cause rapid changes of the local industry compositions over time. Second, entire cities move relatively slowly up or down the country's urban hierarchy.
The speed at which some cities take over others in the distribution of total city sizes is low compared to the frequent changes in the location hierarchy for single industries. Finally, these processes occur within a distribution of city sizes that is stable over time. Duranton develops a theoretical framework -based on a spatial version of the quality-ladder endogenous growth model by Grossman and Helpman (1991) -that accommodates all three facts. Industries move across cities following endogenous cross-sector innovations. Cities experience gains and losses of industries, which partly offset each other, so that entire cities "churn" less than single industries, and urban growth goes along with industry turnover. Finally, the model generates a concave distribution of city sizes in the steady-state, where individual cities are mobile within the distribution due to the endogenous industrial relocations. Using US and
French data, Duranton finds that this steady-state city size distribution of his model matches the actual distributions in these two countries quite closely, actually better than Zipf`s law.
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The purpose of our paper is twofold. In a first step we use data on West German local industries to study the robustness of Duranton's recent results. We also find considerable support for industry churning in Germany, even after controlling for structural change. When calibrating the model using our data, we obtain the result that the simulated city size distribution resembles the West German distribution very closely. The model is a much more accurate description than Zipf's law, and it even achieves a better fit for West Germany than for France or for the US.
The main aim of this paper is then to provide new insights about the determinants of churning and structural change in cities, which are the central mechanisms of the Duranton-model. We create an "excess churning index", which summarizes the strength of intra-city industry reallocations corrected for overall changes in total local employment. 2 The larger the value of this index is, the more change in the local industry composition has occurred over time. We provide an empirical analysis on the determinants of industry turnover at the local level, as measured by the excess churning index, and we address the following questions: What are the characteristics of cities that have exhibited the most rapid change, and how are industry turnover and growth related on the local level?
This exercise is important for at least two reasons. First, little is known about the determinants of industry turnover in urban economics so far. Substantive empirical literatures have analyzed the performance of metropolitan areas or single industries, and addressed the question which local economic structure is most conducive to growth (e.g. Glaeser et al. 1992 Glaeser et al. , 1995 Henderson et al. 1995; Simon 2004) . But the equally important issues, which type of cities exhibit the most rapid overall change in their industrial structure over time, and how the intensity of industry turnover is related to long-run growth, have not been analyzed so far.
Second and even more important, we hope to inspire further theoretical work with our empirical results. Even though the model by Duranton matches several stylized facts very closely, it neglects other aspects of urban growth that have been emphasized elsewhere. In particular, it leaves aside human capital as an engine of growth, which is the central driving force, e.g., in Eaton and Eckstein (1997) and Black and Henderson (1999) . Below we will analyze, among other things, if skilled cities with a large employment share of universitytrained workers exhibit more change over time than unskilled cities, e.g., because skilled To preview some of our results, we find that growth and churning are not notably correlated at the local level. Among the fastest growing cities, there are some that have strongly churned.
Following Glaeser (2005) , we see those as examples of "reinvention cities" which are successful because of rapid change ("reinvention") of their industrial structure. Yet some other fast-growing cities have seen very little churning of their industries. Performing several estimations using different sub-samples of cities, we find that human capital is a key engine of growth and industrial change in successful cities, but not in declining ones. In the latter group industry turnover is strongly driven by the disappearance of old-fashioned and declining industries such as agriculture or mining. Taken together, our empirical findings suggest that the model by Duranton (2007) is a powerful description of the urban growth process. Still there are some aspects that are not captured by that model, but which are at the core of other theories of urban growth. In the light of our results, a combination of these different approaches seems to be a very promising agenda for further research.
The rest of this paper is organized as follows. In section 2 we briefly review the main features of the Duranton model, and simulate it using German data. Section 3 presents the empirical analysis on the determinants of local churning and growth. Section 4 concludes.
2.) Brief Review and Replication of Duranton's approach
2.1. The Model Duranton (2007) embeds the quality-ladder growth model by Grossman and Helpman (1991) into an urban framework. The economy consists of a large (discrete) number of industries ( n ), each producing a specific commodity of a certain quality at any point in time. Consumer preferences are symmetrical over the n goods, and households only demand the brand with the best price-quality ratio from each industry. There is thus a unique quality leader in each industry, which is the only active firm that produces output. This quality leader holds a patent for its specific brand, which only expires when another firm innovates this industry and climbs up the next step on the quality ladder. The R&D sector is competitive and features free entry. A research firm is specific to some industry z and invests in R&D. It innovates the own industry with some probability β , yet with some lower probability γ β < the research effort targeted at industry z actually leads to an innovation of some other industry z′ . This possibility of cross-sector innovations is crucial for the working of the model.
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A spatial structure is introduced by assuming that the economy is divided into m cities, with m n < , across which the goods can be freely traded. It is assumed that research labs from industry z must engage in R&D in the same city where the active quality leader of industry z is located, i.e., research is geographically tied to production. If a research lab happens to innovate a different industry, production of that sector moves (at no cost) from the previous location to the city of the successful innovator. The cross-sector innovations are, therefore, the mechanism by which industries move across cities and by which city sizes change over time.
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Since all industries are assumed to be symmetrical, and since the homogeneous workers can move freely across space, the size of some city c can be identified by the number of active industries it hosts. Cities can gain or lose industries due to cross-sector innovations, but since these gains and losses partly offset each other, the model directly predicts that industries exhibit stronger churning than entire cities. City sizes change relatively slowly over time, whereas industries change their location fairly frequently in comparison.
Notice that larger cities are more likely to gain, but also to lose industries: More research labs are located in large cities that can successfully innovate and, thus, attract industries. At the same time, more local industries can be innovated from somewhere else. Hence, there will be stronger gross industry churning in large cities, but an important property of the model is that churning increases less than proportionately with city size. If a city already hosts many industries, it becomes less likely that the next innovation actually attracts a new industry, because the innovated sector is more likely to be already located there. 4 Larger cities are more likely to lose an existing second-nature industry than to gain a new one, i.e., have a lower expected growth rate. The endogenous mechanisms of the model do, therefore, imply mean reversion across cities, and a city size distribution that is concave in the steady-state (see section 2.3. for further details).
Stylized Facts
Before continuing with a more formal analysis of the steady-state properties of the model, we present a few stylized facts in this sub-section which verify some of the model's basic 
where ( ) 
There are exactly two cases when eqs. (1) and (2) are equal: Either all industries z in city c exhibit positive growth rates in a given time period, or all share a negative growth rate.
Whenever some industries grow while others decline, there is faster industry turnover than aggregate change in city employment.
In fact, , e c t , we obtain a coefficient of -0.099 (std.error 0.015). This is consistent with the literature on mean reversion across cities (e.g., Glaeser et al., 1995) and also compares to the coefficient -0.11 for France as reported by Duranton. In sum, the basic stylized facts about industry churning and city growth for West Germany appear to be very similar as in the USA and in France.
Simulation of the Steady-State City Size Distribution
In this sub-section we describe the steady state city size distribution of Duranton's theoretical model, and we calibrate it using our data. Recall that cross-sector innovations of secondnature industries are the only way by which city sizes can change in the model. Let i denote the number of industries a city hosts. This is a sufficient statistic to describe the city size, and 1 i = is the minimum size due to the presence of the city-specific first-nature industries.
Furthermore, let i m be the number of cities of size i . In the steady state, the number of cities of any size i must be constant over time. More formally, it is required that
⎦ holds for any arbitrarily small time interval dt . Hence, the probability of having one more city of any size i must be equal to the probability of having one less city of that size, conditional on the event of a cross-sector innovation.
This reasoning can be illustrated for the case of cities of size one ( 1 i = ). The probability that 1 m increases is equivalent to the probability that a city of size 2 i = loses its second-nature industry due to a cross-sector innovation from a research lab that is located in a city which has at least the size 2 i = .
8 There are 2 m cities of size 2 i = , and ( ) 1 2 n m − − research labs that are neither located in cities of size one, or in the city that loses the industry itself. The number of all possible cross-sector innovations in the economy is given by ( ) 1 n n − . Hence, the conditional probability that 1 m increases can be expressed as
− . In a similar vein, the conditional probability that 1 m decreases is equivalent to the probability that a research lab from a city of size 1 i = successfully attracts an industry from a city that is strictly larger than 2 i = : We can readily use our empirical data on West German local industries to simulate the city size distribution that is generated by the model. The simulation procedure stays as close as possible to the original approach used by Duranton (2007) and is described in greater detail in appendix B. In each run of one simulation, 10,000 cross-industrial innovations are randomly drawn. 9 Each run yields one fictitious distribution of city sizes, after which cities are ranked by the natural log of their simulated size. We repeat this procedure 1,000 times and compute the average of the fictitious natural log size for each rank. This outcome, the simulated city size distribution, is then compared to the actual city size distribution of West Germany in the following fashion:
Actual ln size -Mean ln simulated size
We construct the simple efficiency criterion To further evaluate the model's performance we have plotted the actual rank-size distribution of West German cities, the rank-size relationship that is generated by the model, and the simple Zipf line with slope -1 in figure 1. The concave relationship that is generated by the model fits the actual distribution in Germany fairly closely. In fact, the model performs even better for Germany than for France or for the US. Despite the lumpiness of industries (this is why the simulations look stepwise in the lower tail), the model still replicates the lower tail better and underestimates the size of the bigger cities with lower rank. The simulated ranksize curve moves even closer to the actual city size distribution when we introduce ad-hoc agglomeration effects in the R&D sector (see also appendix B). This assumption implies relatively more successful innovations, and hence more industries that are attracted by large cities. The overall performance of the model increases to 0.922, and the fit in the upper tail is improved since large cities will be relatively larger the stronger the agglomeration effects are. 9 We experimented with more simulated innovations, but in general 10,000 were sufficient for convergence. Additionally, we simulated a scenario where initially industries are uniformly distributed across cities. Similar results were obtained with one million innovations in each run. 10 Two conditions must be met to compute the Zipf counterfactual: First, the ln rank-ln size relationship must hold perfectly, with the Zipf coefficient equal to -1. Second, the sum of the implied city sizes must be equal to the sum of the real world city sizes. Given that there are 326 cities in the data set, there is precisely one city size distribution that satisfies both conditions. 
3.) Empirical Analysis
The previous section leads to the conclusion that the recent results by Duranton (2007) appear to be very robust. His model performs remarkably well in replicating the West German city size distribution, much better than Zipf's law. Since the basic mechanism of the model is the churning of industries across cities, it seems to be important to investigate further aspects related to this industry turnover. In the data we observe considerable variation in the churning indices across cities: The city with the strongest industry turnover has a churning rate around four times as large as the city with the least change in its industry composition. We also observe heterogeneity along several other dimensions: Some cities are considerably more skill-intensive than others; some cities are strongly specialized in particular industries whereas other cities have more balanced initial industry compositions, etc. Most of this heterogeneity refers to characteristics that are not directly part of the Duranton-model. For example, workers in the model are assumed to be homogenous, industries are assumed to be symmetrical, and cities are not inherently different. From an empirical point of view and as a direction for 11 further theoretical extensions it is crucial, however, to understand if certain city characteristics are robustly related to churning patterns.
Two issues immediately come to mind. First, do "skilled cities" with a large local share of university-trained workers exhibit more rapid industry turnover than "unskilled cities"? This may be possibly due to the fact that the R&D process that is needed to attract footloose second-nature industries is skill-intensive. Second, what is the role of the initial industry composition for subsequent churning and growth? Do cities with an idiosyncratic initial specialization pattern exhibit different turnover patterns than cities with an average initial industry mix? This issue appears to be quite complex. A city that is initially specialized in the "wrong" industries may be interested in changing considerably, whereas a high concentration of the "right" industries may be an indicator that this city is less likely to change in the future.
In the empirical analysis in this section we will analyze, among other things, the effect of human capital and initial industry structure for subsequent city churning and city growth.
Churning in Cities
As the dependent variable we use the average annual excess churning rate of city 1,...,326 c = When running a simple bi-variate OLS regression, as reported in column 1 of table 2, we find that (log) total employment in t 0 is highly significant and explains nearly 40% of the variation of excess churning rates. This high explanatory power is reassuring of the theoretical model, which precisely predicts such a negative relationship between city size and industry 13 churning.
12 Starting from this benchmark specification, we have performed several regressions to find out which characteristics are robustly related to excess churning rates. All controls are measured for the base year period t 0 =1977. Of particular interest are skill-related variables, as well as variables that describe the initial industry composition of the cities.
The first basic conclusion that we draw is that human capital does not have an obvious and robust effect on churning patters. When we only include the local share of high-skilled workers in the regression (see second column), we do in fact find a positive and significant effect on city churning. This result is not robust, however. Controlling for further city characteristics with which human capital is likely to be correlated, such as the share off workers in large firms, it turns out that the positive impact of high-skilled workers on churning is no longer significant (see third column). This indicates that the specification in the second column suffers from a basic OV bias. When looking at the full sample we find that "skilled cities" with a large employment share of university-educated workers did not exhibit notably stronger industry turnover than "unskilled cities" over time. We will come back to the role of human capital below when we present more detailed results for different sub-samples of cities.
Further controls included in the third column, such as the age and gender structure or the average city wage, do not seem to play a role either. The only characteristic that is related to churning patterns is the regional firm-size composition. Cities face less churning if a large share of the employees work in medium-sized firms (with 20-100 employees), which suggests that the location of such firm types is relatively stable. All in all, it turns out that total city size remains the only highly significant explanatory variable. The other characteristics do not add much to the understanding of excess churning rates. The regression R 2 increases only mildly from the first to the third specification.
As the next step we add variables that describe the cities´ initial industry composition. More precisely, we add the initial local employment shares of 27 industries, leaving the public sector as the excluded reference category. For expositional purposes we only report some selected results in the fourth column of table 2, leaving the complete results tables for appendix C. The most important insight here is that cities with a large initial employment share in agriculture and (metallic and non-metallic) mining have experienced significantly stronger industry turnover. 13 This points at an important dimension of churning: Consider a city that is initially specialized in industries such as agriculture or mining, which tend to be old-fashioned and declining industries in developed countries like Germany. Such a city is likely to be interested in launching a process of industrial change, in order to cope with its legacy of a disadvantageous economic structure. In effect, that city is likely to change notably over time, but it will not necessarily grow fast because of the high initial concentration of declining industries. Our results actually suggest that excess churning can be driven by the fact that cities have to deal with their initial structural problems.
We run the same specification on the two sub-samples of growing and declining cities with above-average and below-average total employment growth rates over the period 1977-2002, respectively. Results are reported in the 5 th and 6 th column of table 2 and in appendix C (columns 3 and 5). We find that the positive effect of the initial agriculture or mining share on excess churning is driven by the declining cities. Among the growing cities a high concentration of certain industries (like optics and the IT-sector) leads to less subsequent churning, i.e., cities specialized in these fairly modern sectors are less likely to change afterwards. Yet, there is no notable impact of agriculture or mining on churning patterns in this group of regions. Among the declining cities we find a significantly positive effect of these initial industry shares.
We have also addressed the robustness of this result by running a regression using the full sample of cities, where we include the initial industry shares and interaction terms of these shares with a dummy variable that indicates whether the city is a growing or a declining one (not shown). Consistent with the results reported above, we obtain significantly positive coefficients of the agriculture and mining share on city churning and negative interaction terms. These findings verify that churning is driven by the disappearance of old-fashioned
industries, yet only among declining cities.
Churning versus Growth: A Classification of Four Different Types of Cities
An obvious and crucial question is how city churning and city growth are interrelated. In figure 2 we depict long-run city growth rates on the horizontal, and excess churning rates on the vertical axis, both measured relative to the average West German city. Regions to the left Those in the north-west corner exhibit above-average excess churning rates, whereas those in the south-west corner rank below the average both with respect to growth and churning.
Following Glaeser (2005) with rapid change, which suggests that the success of these cities may be due to the fact that they have "re-invented" themselves fairly quickly. Hence, relative industry shares have changed over time, but very few industries actually shrank in absolute terms. In view of this, we call the cities in the south-east corner of the figure the "high-flying cities" which generally grow without exhibiting strong industrial change.
As for the declining cities, those in the north-west corner still have above-average excess churning rates. At least some industries have grown in these cities, even though this growth was not sufficient to compensate the employment losses of the declining sectors. Many large cities from the coal&steel dominated Ruhr area (like Herne, Gelsenkirchen, Dortmund) belong to this group. These cities launched a process of structural change, but what has been achieved was not sufficient to compensate the losses in the declining traditional sectors. We therefore call these regions the "structural change losers". Finally there are some cities, where most industries shrank over time, so that low city growth coincides with a low excess churning rate. We call these regions in the south-west corner the "depressed cities", since encouraging experiences of at least some growing industries appear to be absent.
Looking at some descriptive facts about the four different types of cities, one finds that reinvention cities are less dense, less human capital intensive and more agricultural than highflying cities. The high-flyers were initially stronger specialized in modern manufacturing industries. In comparison of the two types of declining cities, the structural change losers have on average a much larger initial employment share in the mining industry.
Churning and Growth in Different Types of Cities
In this section we present several regressions on the determinants of churning and city growth for the different types of cities. The selection of a city into one of the sub-samples (reinvention cities, high-flyers, structural change losers, depressed cities) is of course not random. However, our aim in this paper is not to uncover causal mechanisms that determine the success of cities ex ante, but we try to develop new stylized facts about the processes of industry turnover and growth ex post: What have been the main characteristics of the cities in the four respective groups that are notably correlated with their growth performance and their turnover pattern? 
[TABLE 3 HERE]
In the first column of table 3 we present the results for excess churning and growth using the full sample of cities (regressions 1 and 2). The share of university-educated workers is insignificant in the estimation of the excess churning rate, as argued above. Yet, it is positive and highly significant in the standard employment growth regression. The important role of human capital as an engine of local growth is well documented in several previous studies that find that "skilled cities" exhibit faster employment/population growth than unskilled cities (see Simon 1998, Glaeser and Saiz 2004 for the US, Suedekum 2006 for West Germany). We obtain consistent results. However, on average there is no evidence that the faster growth of skilled cities is accompanied by more industrial change.
Yet, a more detailed picture emerges when repeating the regressions for the group of growing cities only, and for the two sub-groups of growing cities (specifications 3-8). First of all we find that human capital is an even stronger engine of city growth within growing cities than in the full sample (compare specifications 2 and 4), yet the impact is again even larger among the fast growing and quickly changing "reinvention cities". Among those cities which grow and churn, the skill-intensive ones grow much faster although they are not the ones that exhibit the fastest turnover within the group of fast churners.
Interestingly, when looking at the "high-flying cities" which grow fast but churn relatively little, the results about the impact of human capital are reversed. Within this group we find that the skill-intensive cities have not grown faster, but instead they have exhibited a somewhat stronger turnover. Furthermore, the impact of the initial industry composition on subsequent growth seems to be quite different between the two types of growing regions (see in particular appendix C, columns 8 and 10). For both, the re-invention and the high-flying cities, we find no significant impact of the initial mining or agricultural employment share on the strength of the subsequent excess churning or growth. Yet, growth among the high-flying cities was notably positively correlated with the initial employment shares of several 18 industries (e.g., education or automobile production), whereas the initial industry composition played a much lesser role for growth among the reinvention cities.
These findings suggest that the most skill-intensive "reinvention" cities apparently manage to accommodate the rapid industrial change with particularly strong growth of the rising industries. These cities must exhibit declining employment in a notable number of industries, since otherwise they would not belong to the group of above-average churners. This decline is dominated by the growth of rising industries, however, and this type of growth appears to be strongly human-capital driven. This finding is nicely consistent with Glaeser's study on Boston (see Glaeser 2005) , where he argues that the city's success in "reinventing itself" was essentially due to its human capital. At the same time, the lack of correlation between the initial industrial structure and growth suggests that the reinvention cities did not have strongly idiosyncratic industrial structures that caused growth. Within this group of regions, human capital actually seems to be the principal engine of growth.
Growth among the "high-flying" cities, on the other hand, was not significantly driven by human capital. We believe that this result is due to the fact that the group of "high-flyers" entails some successful cities, where growth is due to fortunate circumstances such as location or market potential, which are mostly detached from skill intensity. Furthermore, these cities have been specialized in the "right" industries already in the beginning of the observation period, as suggested by the positive effects of several industry shares on growth (see appendix C). These cities have been, in a sense, lucky enough to experience a growth process that was not strongly driven by human capital, and that also did not require the city to change
constantly. Yet, within this group of cities with above-average growth and below-average churning we still find that the most skill intensive ones show the relatively most rapid industry turnover. This also suggests an important role for human capital. The most skilled "high-flyers" may realize that a process of active industrial change complements the generally fortunate development that is common to the cities that belong to this group.
In declining cities, churning and growth seems to have quite different characteristics. Most importantly, we find no significant effect of human capital, neither on churning nor on growth. This is true for the group of declining regions in general, but also for the twosubgroups of declining regions with above-average and below-average industry turnover,
respectively. This suggests that the effect of human capital as a catalyst of local growth and change operates within the group of successful cities. Within the group of unsuccessful cities we do not find that the skill-intensive ones are relatively less unsuccessful. What stands out for the group of declining regions is the effect of the initial agriculture and mining share.
Among the declining cities we find that those with large initial shares in agriculture and mining have churned stronger, but grew less over the years. I.e., these regions have been losing employment in the declining industries, but have not compensated this decline with growth in other sectors. Industries other than mining or agriculture show no significant correlation with churning among the declining regions, which points at the special role of these two sectors for the declining cities.
To sum up, human capital is the key driver of growth and change in successful cities. In strongly changing "reinvention cities" human capital particularly boosts the growth of the rising industries, and it accelerates industry turnover in the generally fast-growing "highflyer" cities. In declining cities, however, human capital does not appear to play an important role as a cushion for the local development. Human capital neither fosters the growth performance, nor does it lead to stronger turnover in these cities. The story of industry turnover in declining cities appears to be a story of coping with initial structural problems,
i.e., the disappearance of old-fashioned declining industries.
4.) Conclusions and Outlook
In this paper we have shown that the recent model by Duranton (2007) Our empirical findings point at some aspects of the urban growth process that are not fully captured by the Duranton-model. The prominent role of the skill structure for local growth among successful cities is strongly in line with theories in the spirit of Black and Henderson (1999) , which relies on human capital accumulation as the main growth engine. Worker heterogeneity is neglected as an integral part of Duranton (2007) , however. Urban growth appears to carry facets of both theories. Both, industry reallocations and human capital play important roles in reality. It seems to be an exciting area for further research to combine these two views of the urban growth process in a unifying framework, possibly by being more 20 explicit about the role of human capital for the endogenous R&D process that drives industry turnover.
A second feature that is not captured by Duranton (2007) concerns the fact that the development of cities sometimes cannot be detached from long-run trends of structural change. Following Duranton we consistently find strong spatial mobility of industries in general, which causes rapid industry turnover at the local level in West Germany. Yet, the evidence also suggests that not all cities and industries are symmetrical in this respect. At least for some cases we find fairly persistent local specialization patterns in the data, so that the fate of a city is closely tied to the fate of a particular sector. Some sectors, such as agriculture and mining, are on a long-term trend of decline. Cities with a high concentration of those sectors are stuck with a structural problem, which is resolved only slowly over time.
Consistent with this view, we find that a large initial employment share of agriculture and mining is associated with more rapid subsequent industry turnover but with lower growth.
Coming to grips with these observations will probably require including aspects of inertia in local economic structures as well as industry-specific growth trends into the model.
Appendices
Appendix A: Details about data set Note: ***) significant at 1%-level, **) 5%-level, *) 10%-level. Standard errors omitted for expositional purposes. Variable abbreviations are explained in appendix A.
