Local performance optimization for joint limit avoidance and manipulability maximization is presented using the Jacobian matrix pseudoinverse and objective function gradient projection into the Jacobian null space.
INTRODUCTION
Kinematically redundant manipulators, those with more deps-of-freedom than task constraints, can be used in a secondary task of performance optimization in addition to the primary task of providing a Cartesian trajectory. Whitney [I31 derived the pseudoinverse solution for the primary task in the friunewodc of the resolved motion rate algorithm. Liegeois [9] suggested local redundancy resolution using the Mom-Penrose pseudoinverse [I21 to solve the primary task and projecting the gradient of an objective function into the null space of the Jacobian matrix for the secondary task.
A good review of pseudoinverse-based local redundancy resolution is given in [IO] and [71.
Many authors who found that Liegeois' method is too slow for real-time application to 3-D redundant manipulators developed alternative methods focusing on reduced computational requirement (e.g. [41, [l] , [8] ).
The approach in the current paper is to apply Liegeois' method using symbolic pseudoinverses for both full and partitioned Jacobian matrices.
Other authors have investigated the use of partitioned or symbolic methods in redundancy resolution. Kircanski and Pemvic [6] decompose a manipulator into redundant and non-redundant subassemblies; the redundant joints are solved by singular value decomposition or equivalent methods, while the nonredundant joints are solved analytically. Holt [5] presents numerical computation of the "approximate pseudoinverse" for a PUMA near singularities using the wrist-partitioned Jacobian matrix. Chevallereau and Khalil [2] present symbolic pseudoinverse calculations for non-redundant manipulators at singularities and for a 6-DOF manipulator on a linear track. Podhorodeski, et.
al.
[ll] use screw theory in an orthogonal decomposition of a redundant manipulator Jacobian matrix to determine analytical expressions for the particular solution and the null space basis.
The current paper describes real-time local performance optimization for a class of 8-revolute joint redundant manipulators having a 3-axis spherical shoulder S, a single elbow joint E, and a &axis spherical wrist W, as pictured in Fig. 1 . The Advanced Research Manipulator II (ARMLI) is a specific 8-axis manipulator in this class for which the theory of this paper has been applied. The objective functions for the secondary optimization task are joint limit avoidance, manipulability maximization (thus singularity avoidance), and a combination of the two. Symbolic pseudoinverses and objective function gradients are used to solve the problem for full and partitioned Jacobian matrices. Singularity analysis is presented to determine if the partitioned solution has algorithmic singularities. The accuracy of the partitioned and the full solutions is compared in the neighborhood of the singularities. Finally, a kinematic design limitation of this class of 8-joint arms is discussed, along with its effect on local redundancy optimization.
joint angles VH is used [9] . The gain k is positive to maximize H and negative to minimize H.
Specific Class of 8-Axis Manipulators
LOCAL REDUNDANCY OI'TIMIZATION
The resolved motion rate algorithm [13] is based on the following equation, where joint rates 6 are mapped to Cartesian velocities X by the Jacobian matrix J .
. .
X = J 8
In Eq. 1, X E %~~' , J tzsmxn, and 6 E % "~' ,
where m is the dimension of the task space (m = 6 for spatial Cartesian control) and n is dimension of the joint space (n = 8 in this paper). To command a trajectory X to a manipulator, 6 must be solved A kinematically redundant manipulator has more degrees of freedom than the required task space degrees of freedom, i.e. m e n . In this case, Eq. 1 is underconstrained, and infinite solutions for 6 generally exist. A general resolved motion rate solution is expressed by the following 191.
The first term of Eq. 2 is the particular solution. The matrix J* is the Moore-Penrose pseudoinverse [12] of the Jacobian matrix, which provides the least-squares solution of Eq. 1 to achieve the Cartesian velocity command, called the primary task. The second term is the homogeneous solution, which causes zero motion of the endeffector (self-motion). The linear operator (I,, -J * J ) projects an arbitrary vector onto the null space of the Jacobian matrix. To optimize performance criteria (secondary task), the gradient of a objective function of This section presents adaptation of Q. 2 to the eightjoint manipulators pictured in Fig. 1 . This manipulator type may be viewed as two subassemblies: an arm portion at W. The arm subassembly consists of a 3-jointed spherical shoulder centered at S, and a single elbow joint at E. The 4-jointed wrist mechanism is of roll -yawpitch -roll configuration. Equations in this section are given with minimum development; for details, see [16] .
Two solutions are presented full and partitioned. For each solution, the Jacobian matrix referred to the elbow joint frame is used because it is least complex [14] .
The ARMII is a specific 8-axis manipulator of the class in Fig. 1 . The theory of this paper has been implemented in real-time (33 Hz update) on the ARMH. 
(3)
In Eq. 3, d3 and d, are lengths SE and E W , x and y are wrist Cartesian velocity commands expressed in the elbow frame, and s , and c4 are the sine and cosine of the elbow joint angle 8, . The vector X, is the Cartesian velocity command and J , is the fourth column of the Jacobian matrix, each with IOW 1 removed. The pseudoinverse of the reduced Jacobian matrix, JSx7, was derived with a symbolic manipulation program using
No loss of generality is incurred by using Eq. 3 . If the geometric relationship is not exploited, the pseudoinverse of the 6 by 8 Jacobian matrix always yields the Eq. 3 value for 8, .
The null space projection operator in the second term of Eq. 4 is a square matrix of order 7, using the reduced Jacobian matrix. The homogeneous term for 0, is zero, due to the geometric elhow consmint: any addition to the particular solution, Eq. 3, would cause a deviation in the
commanded trajectory. The fourth tem of the constraint function gradient is excluded, as explained below.
No loss of generality is incurred by using the second term of Eq. 4 for the homogeneous solution to Eq. 1. In general, JJ* = f m , but J*J #fn. However, due to the geometric elbow constraint of the 8-axis arm, the fourth row and column of J*J are the same as the fourth row and column of the Identity matrix, when J is the full 6 x 8 Jacobian matrix. The null space projection matrix thus .. JUL4 is column 4 of J,, with row 1 removed For the same reasons stated for the full solution above, no loss of generality is incurred by using Eq. 3 Fig. 1. For details and physical interpretation, see [la] . For the partitioned case, singularity analysis is presented below. The calculation of 6, in Eq. 3 fails when d, = 0 (which is not possible) or when 0, = 0.x. The condition for the remaining translational joints is Eq. 8.
. .
The wrist joints are singular when EQ. 9 is satisfied. This section presents objective functions to optimize performance criteria of a redundant manipulator via the homogeneous solution. Two criteria have been implemented for the full and partitioned solutions: joint limit avoidance and manipulability maximization (singularity avoidance). The gradients of the objective functions have been derived symbolically.
(9)
The following function was proposed by Liegeois [9] to avoid joint limits: where 8,. is the current value for joint i, 8,; is the center of travel for joint i, and A8,. is half the range of travel for joint i. This function is minimized for joint limit avoidance. Equation 10 is defined for the full case; for the partitioned case, H A is defined for i = 1 to 4, and H , for i = 5 to 8.
Yoshikawa's definition of manipulability is as follows
1171.
This function must be maximized to avoid singularities and ensure that the manipulator operates away from singular configurations in general. ,-30,0,-70,0,0,-50,O) T. Figure 2 compares HI for the particular solution only ( k = 0 in Eq. 4 ) and with joint limit avoidance ( k = -0.5). For this trajectory,8, hits a limit at 9.5 seconds with k = 0 , but avoids the limit when k = -0 . 5 . The Cartesian error for k = 0 is 200 mm after 20 seconds due to the joint limit. Without manipulability maximization, the trajectory drives the manipulator further into the wrist singularity, and the manipulability is near zero for the entire move. The optimized case avoids the singularity, increasing the manipulability rapidly and maintaining it at a high level while achieving the trajectory. 
Figure 3 Manipulability Maximization: Constraint Function
Experiments with manipulability maximization using the full solution revealed that regions exist where the local maximum for H , lies outside of joint limits. Such cases indicate that it is sometimes necessary to combine optimization criteria.
The objective function maximizes manipulability and avoids joint limits:
. . . With manipulability maximization only (MM, kM = l,k, = 0), a joint limit for 9, is reached at 9 seconds, which causes the Cartesian error to increase rapidly (Fig. 4) . Using the combined optimization of Eq. 13, the manipulability is not as high, but no joint limits are encountered (MM+JLA, kM = 1, k, = -1). The results presented above are for the full solution.
The partitioned solution is suboptimal because the particular and homogeneous solutions are optimized separately over translational and rotational parts. The difference is not significant as results in [16] show. This section summarizes the comparison in four areas. 1) Particular solutions: the full solution produces the leastsquares solution for joint rates, but the partitioned solution is only slightly higher. One case shows a 2.5% maximum difference, which decreases in singular regions. 2) Joint limit avoidance: The partitioned solution applied to the trajectory of Section 3.1.1 yields an H, nearly identical to the full case. 3)
Manipulability maximization: The wrist manipulability H , tends to be significantly higher, while the arm manipulability H A is somewhat lower than the full manipulabilityff,. 4) Accuracy of the partitioned solution: The full solution is ill-conditioned in a greater neighborhood of the intemal singularities (lines 2 and 4 in Table I ) than the arm and wrist partitioned solutions.
EIGHT-AXIS A R M DESIGN LIMITATION
This section discusses a limitation in the eight-axis arm design regarding redundancy optimization. As discussed in Section 2.2.1, the length of reach from shoulder to wrist for manipulators with a spherical wrist, spherical shoulder, and a single e h w joint is a function of only the elbow joint angle. The limitation in this design is that the elbow joint can only be used to satisfy the primary task, the Cartesian trajectory. The elbow joint cannot be used in the secondary task of manipulator performance optimization because it does not influence the self-motion of the arm. Although the arm has two redundant degrees-of-freedom, it has only one mode of self-motion, the elbowatit about the line Sw. his self-motion is achieved by seven-DOF manipulators with only one redundant freedom.
In order to provide two modes of self-motion with two redundant joints, and to allow the elbow joint to influence performance optimization, kinematic design modifications to the arm of Fig. 1 are discussed. One altemative is to reconfigure joint 5 so it is parallel to joint 4. This design has two modes of self-motion, the original elbow-orbit, plus a four-bar motion in the plane of the links connecting S and W.
Another design altemative is to reconfigure joint 5 as a prismatic joint acting along the line connecting joint 4 and W in Fig. 1 . In this case, the subassembly connecting S to W provides a slider-crank mode of selfmotion.
A drawback of these proposed design altematives is that the four-joint spherical wrist subassembly of the original arm is reduced to three joints. The partitioned solution applied to the new designs would not be useful because the wrist subassembly is no longer redundant, so no wrist performance optimization using self-motion is possible. A nine-jointed altemative has a second elbow revolute joint (parallel to joint 4) between joints 4 and 5 of Fig. 1. (Altematively, the prismatic joint can be used).
There are tradeoffs among the original design of Fig.  1 and the three proposed redesigns. The Fig. 1 design has simpler kinematics, joint 4 variables solved independently, and allows an efficient partitioned solution. However, there is no null space for joint 4, and only one mode of self-motion. The 8-joint redesign concepts provide two modes of self-motion, a null space term associated with e,,, but no four-jointed spherical wrist to allow a general partitioned solution with reduced computation. The 9-joint redesign provides all desired attributes, at the cost of an extra joint.
CONCLUSION
This paper presents local redundancy optimization for a class of eight-axis redundant arms. The theory has been implemented on the Advanced Research Manipulator II (ARMII). The performance constraints for the secondary task optimization are joint limit avoidance, manipulability maximization and a combination of the two. Results are presented to show the effectiveness of the redundancy optimization.
The methods used in this paper are well known from the redundant manipulator literature. The contributions of this paper are four-fold 1) Real-time local performance optimization for an experimental eight-& manipulator is demonstrated. 2) A kinematic design limitation of this class of eight-axis arms is explained.
The elbow angle participates only in the primary task, and cannot affect the secondary optimization task. There are two redundant degrees of freedom but only one mode of self-motion. The geometry is suited for low computation redundancy resolution, but the tradeoff is reduced versatility. 3) Symbolic pseudoinverses and objective function gradients are used for both full and partitioned solutions. 4) A partitioned solution is applied to reduce computational requirements. The partitioned solution is suboptimal because translational and rotational terms are optimized separately for both primary and secondary tasks, but results presented in [ 161 show the difference is not significant. Singularity analysis reveals that all partitioned singularities also exist for the full solution and thus no algorithmic singularities exist for the partitioned solution. The partitioned solution is ill-conditioned in smaller neighborhoods of singularities than the full solution.
