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ABSTRACT
The ability to accurately derive black hole (BH) masses at progressively higher redshifts and over a wide range of
continuum luminosities has become indispensable in the era of large-area extragalactic spectroscopic surveys. In
this paper, we present an extension of existing comparisons between rest-frame UV and optical virial BH mass
estimators to intermediate redshifts and luminosities comparable to the local Hβ reverberation-mapped active
galactic nuclei (AGNs). We focus on the Mg II, C IV, and C III] broad emission lines and compare them to both Hα
and Hβ. We use newly acquired near-infrared spectra from the Fiber-fed Multi-object Spectrograph instrument on
the Subaru telescope for 89 broad-lined AGNs at redshifts between 0.3 and 3.5, complemented by data from the
AGES survey. We employ two different prescriptions for measuring the emission line widths and compare the
results. We confirm that Mg II shows a tight correlation with Hα and Hβ, with a scatter of ∼0.25 dex. The C IV and
C III] estimators, while showing larger scatter, are viable virial mass estimators after accounting for a trend with the
UV-to-optical luminosity ratio. We find an intrinsic scatter of ∼0.37 dex between Balmer and carbon virial
estimators by combining our data set with previous high redshift measurements. This updated comparison spans a
total of three decades in BH mass. We calculate a virial factor for C IV/C III] flog 0.87C CIV III] = with an estimated
systematic uncertainty of ∼0.4 dex and find excellent agreement between the local reverberation mapped AGN
sample and our high-z sample.
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1. INTRODUCTION
The correlation of central black hole (BH) masses with the
properties of their host galaxies (Ferrarese & Merritt 2000;
Gebhardt et al. 2000; Kormendy & Ho 2013; Woo et al. 2013)
implies a connection between galaxy evolution and BH growth,
motivating numerous investigations on galaxy formation
scenarios (e.g., Kauffmann & Haehnelt 2000; Croton
et al. 2006; Robertson et al. 2006; Ciotti & Ostriker 2007;
Anglés-Alcázar et al. 2013; DeGraf et al. 2015). In order to
observationally constrain the cosmic evolution and BH growth
history (e.g., Peng et al. 2006; Woo et al. 2006, 2008; Jahnke
et al. 2009; Bennert et al. 2010; Merloni et al. 2010; Canalizo
& Stockton 2013; Schramm & Silverman 2013; Busch
et al. 2014; Park et al. 2015), it is crucial to obtain accurate
BH mass estimates using consistently calibrated methods.
Direct dynamical BH mass measurements based on spatially
resolved kinematics are limited to the relatively local universe.
However, the BH growth history has been probed using active
galactic nuclei (AGNs), where BH masses can be estimated
using the reverberation mapping technique (e.g., Bahcall
et al. 1972; Peterson 1993) or the empirical single-epoch
methods (e.g., Kaspi et al. 2000; McLure & Dunlop 2002; Woo
& Urry 2002; Kollmeier et al. 2006; Kelly & Shen 2013).
Traditionally, the bright Balmer lines (Hβ and Hα) are used
in mass estimates, but the need for BH mass determination at
higher redshifts led to the investigation of rest-frame UV lines
(Mg II and C IV) as virial mass estimators. Their calibration
against the reverberation mapped AGNs (e.g., McLure &
Dunlop 2002; Vestergaard & Peterson 2006; Park et al. 2013;
Feng et al. 2014) gave rise to a whole industry of mass
estimation (e.g., Vestergaard & Osmer 2009; Shen et al. 2011),
allowing detailed studies of the BH mass function, cosmic BH
accretion history, and galaxy evolution in general.
It is generally accepted that beyond the Balmer lines, the
Mg II emission line provides equally good, if not better, mass
estimates (e.g., Marziani et al. 2013). The wavelength of Mg II
in the UV (2802Å) makes it a natural choice as a mass
estimator for intermediate redshifts (e.g., McGill et al. 2008). It
has been shown that Mg II emission should arise co-spatially
with Hβ (e.g., McLure & Dunlop 2002; Shen et al. 2008, but
also see Wang et al. 2009). Currently, the best calibrations give
a scatter of ∼0.2 dex relative to mass estimates using Hβ (e.g.,
Wang et al. 2009; Shen & Liu 2012).
C IV and, to a lesser extent, C III] lines provide alternative
mass estimates that have been calibrated against Hβ (e.g.,
Vestergaard & Peterson 2006; Netzer et al. 2007; Assef
et al. 2011; Ho et al. 2012; Shen & Liu 2012; Park et al. 2013;
Zuo et al. 2015). C IV often shows a complex emission line
profile, (e.g., Assef et al. 2011; Park et al. 2013), with a broad
wing (potentially due to winds), a confounding additional
emission component at ∼1600Å (e.g., Fine et al. 2010), and
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absorption features. Thus, it is challenging to use C IV as a
virial estimator for these cases. Nevertheless, recent studies
have tried to account for this complexity with partial success
(e.g., Denney 2012; Denney et al. 2013; Runnoe et al. 2013).
Only a handful of studies have investigated C III] virial mass
estimates (e.g., Shen & Liu 2012) and in some cases C III] has
been used for reverberation mapping (e.g., Peterson &
Wandel 1999; Metzroth et al. 2006).
In this paper, we investigate the consistency of UV (Mg II,
C IV, C III]) and optical (Hα, Hβ) virial mass estimators, by
extending the AGN luminosity and mass range to be
comparable to the local Hβ reverberation sample (Vestergaard
& Peterson 2006) based on new near-infrared (near-IR)
observations. Our results provide an invaluable comparison
of high and low redshift virial mass estimates at comparable
AGN luminosity ranges.
In Sections 2 and 3, we present the sample, data, and
methodology. Section 3 includes Monte-Carlo (MC) simulations
to constrain the uncertainties in our analysis. In Section 4, we
show the comparison of Mg II and C IV/C III] virial estimators to
the Hα/Hβ estimators. Sections 5 and 6 provide discussion and
conclusions. Throughout the paper, we assume the cosmological
parameters H 710 = km s−1Mpc−1, 0.27,MW = and 0.73W =L
(Komatsu et al. 2011).
2. SAMPLE AND OBSERVATIONS
2.1. Sample Selection
For this study, we selected relatively low luminosity AGNs
compared to the samples in previous studies. We used AGNs
from the AGN and Galaxy Evolution Survey (AGES;
Kochanek et al. 2012), which has a lower flux limit
(m 22.5I < ) than other wide-area surveys such as the Sloan
Digital Sky Survey (SDSS). We selected 89 broad-line AGNs
at redshifts of 0.3< z< 3.5 with at least one of the broad UV
lines of interest (Mg II, C IV, and C III]) detected in the optical
spectra.
We selected AGNs in the AGES survey area by maximizing
the number of AGNs within the field of view of the Fiber-fed
Multi-object Spectrograph (FMOS) instrument (see the next
sections for details). We consider this sample as a random
subset of the full AGES quasar sample and therefore is
representative of a complete flux-limited Type 1 quasar sample.
The redshift and I-band magnitude distribution of our sample is
shown in Figure 1 (also see Table 1), reaching down to optical
luminosities of 3.1 1043´ erg s−1. This is at least one order of
magnitude deeper than previous single-epoch BH mass studies
at similar redshifts (e.g., Assef et al. 2011) and comparable to
reverberation-mapped samples at low redshifts (e.g., Vester-
gaard & Peterson 2006; Woo et al. 2010, 2015; Park
et al. 2013).
2.2. Near-IR Observations and Data Reduction
We used the FMOS (Kimura et al. 2010) at the Subaru 8.2 m
telescope to obtain near-IR spectra (rest-frame optical) of 89
high redshift and low luminosity Type 1 AGNs. FMOS
consists of a fiber positioning system and two Infrared
Spectrographs (IRS1 and IRS2), with a fiber size of 1 2 and
a field of view of 30′ diameter. The observations (Obs. ID:
S10A-070) were performed over two nights (2010 May 29–30)
of bright time. In total, three FMOS field configurations were
used with total, on source, exposure times of 7200–9000 s per
configuration. The weather conditions during the two nights
were good with mostly clear skies and seeing values between
0 8 and 1 0.
During our observing runs, we used 200 fibers with one
detector IRS1 (the other detector IRS2 was not available) and
the low-resolution mode covering wavelengths of
1.05–1.34 μm (J band) and 1.43–1.77 μm (H band) simulta-
neously. The spectral resolution is 600,l lD ~ correspond-
ing to a velocity resolution (FWHM) ∼500 km s−1. For optimal
sky subtraction, we adopted a cross-beam switching (CBS)
mode, which assigned two fibers offset by 60 to each target,
where the paired fibers alternated between the sky and target
spectra.
We used the publicly available FMOS Image-based Reduc-
tion IRAF package software (Iwamuro et al. 2012) for the data
reduction. Given the adopted CBS mode, sky subtraction was
performed using the two different sky images. The difference in
the bias across the four readout channels was corrected by
making the average over each quadrant equal. The data were
flat-fielded using dome flats. Bad pixels were masked
throughout the reduction process. The distortion correction
and the removal of residual airglow lines were done in
additional steps. Individual images were combined into an
average image and a noise image. We performed the
wavelength calibration using the arc lines from a Th-Ar lamp.
Flux calibration was performed using the spectra of bright stars
obtained simultaneously with the science targets. Final one-
dimensional science and error spectra were extracted for each
fiber spectrum. In Figure 2, we show two examples of FMOS
spectra and all the FMOS spectra used in our analysis are
shown in Appendix A.
2.3. Optical Data from the AGES Survey
AGES is a redshift survey in the Boötes field (part of the
NOAO Deep Wide-field Survey; Jannuzi & Dey 1999) that
observed a total of ∼24,000 redshifts to a limiting magnitude of
I 20< mag for galaxies and 22.5< for AGNs, probing AGN
luminosities ∼10 times fainter than SDSS. The optical
spectroscopy (Kochanek et al. 2012) was acquired using the
Figure 1. Optical I-band magnitude and redshift distribution for the full AGES
sample (Kochanek et al. 2012), shown with density contours at fractions of the
maximum density (black curves), and for the sources in the sample presented in
this paper (black circles). The nominal magnitude limit for AGNs in the AGES
sample is 22.5 and is shown with the dashed line.
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Table 1
The FMOS-AGES Sample of Type 1 Quasars
ID R.A. decl. z mI Llog Il Code06 SNopt mKs Llog Ksl C IV C III] Mg II Hβ Hα
[hh:mm:ss] [dd:mm:ss] [AB] [W] [AB] [W]
spec00409 14:28:02.00 +33:23:50.0 3.14 19.24 39.42 64 13 19.06 39.02 • ◦ ◦ ◦ ◦
spec02247 14:36:27.36 +35:41:16.1 2.12 18.33 39.36 64 7 18.68 38.76 • • ◦ ◦ ◦
spec02019 14:38:13.85 +35:23:41.8 2.55 19.01 39.29 112 8 18.64 38.97 • • ◦ ◦ ◦
spec02091 14:38:14.56 +35:29:26.5 3.46 19.85 39.27 16 6 19.30 39.03 • ◦ ◦ ◦ ◦
spec01678 14:35:30.18 +34:59:25.0 3.30 19.85 39.23 64 12 17.92 39.53 • • ◦ ◦ ◦
spec00521 14:28:21.06 +33:34:11.2 1.97 18.63 39.17 112 13 17.92 38.99 • • • • ◦
spec01788 14:34:22.49 +35:06:48.0 3.26 20.21 39.07 64 21 18.66 39.22 • • ◦ ◦ ◦
spec02037 14:38:08.16 +35:25:09.1 3.10 20.36 38.95 112 3 18.98 39.04 • ◦ ◦ ◦ ◦
spec02153 14:38:12.45 +35:33:36.6 2.29 19.75 38.88 96 6 18.84 38.78 • • ◦ ◦ ◦
spec01980 14:37:17.38 +35:20:57.3 1.62 18.83 38.87 80 2 18.24 38.64 • • ◦ ◦ ◦
spec00716 14:27:04.74 +33:48:36.7 2.14 19.60 38.86 96 15 18.07 39.01 • • ◦ ◦ ◦
spec02170 14:37:58.70 +35:34:46.5 2.43 20.11 38.80 112 10 18.02 39.17 • • ◦ ◦ ◦
spec02251 14:37:12.95 +35:41:22.6 1.65 19.06 38.80 112 2 18.48 38.57 ◦ • ◦ ◦ •
spec00600 14:27:30.56 +33:40:37.3 2.47 20.38 38.71 64 35 18.86 38.85 • • ◦ ◦ ◦
spec01812 14:34:57.45 +35:08:29.4 1.61 19.24 38.70 116 17 17.26 39.03 • • • • •
spec02192 14:37:45.58 +35:36:01.5 1.74 19.52 38.68 80 11 18.10 38.78 • • • ◦ ◦
spec00427 14:27:18.33 +33:25:32.3 1.81 19.66 38.66 80 3 18.52 38.66 • • • ◦ ◦
spec00540 14:27:20.84 +33:35:34.5 1.89 19.85 38.63 80 17 18.85 38.57 • • • ◦ ◦
spec00598 14:27:29.18 +33:40:33.4 3.42 21.43 38.63 32 33 18.75 39.24 • • ◦ ◦ ◦
spec00732 14:27:14.30 +33:49:33.5 2.14 20.24 38.61 80 3 18.36 38.90 ◦ • ◦ ◦ ◦
spec02277 14:36:36.70 +35:42:48.6 2.54 20.70 38.61 96 6 18.32 39.10 • ◦ ◦ ◦ ◦
spec00724 14:27:37.38 +33:49:04.5 1.77 19.79 38.58 112 12 18.18 38.76 • • • ◦ ◦
spec01713 14:35:16.88 +35:01:43.4 1.70 19.91 38.49 112 9 17.77 38.89 • • • ◦ ◦
spec00571 14:28:06.39 +33:38:23.6 1.97 20.35 38.48 112 4 18.99 38.56 • • ◦ ◦ ◦
spec00513 14:27:03.64 +33:33:45.0 1.36 19.37 38.47 112 13 16.38 39.20 ◦ • • • •
spec01557 14:34:11.47 +34:51:48.1 2.05 20.54 38.44 116 4 18.14 38.94 • • ◦ ◦ ◦
spec02016 14:38:05.14 +35:23:28.6 2.30 20.86 38.44 96 2 18.60 38.88 ◦ • ◦ • ◦
spec02230 14:36:42.16 +35:39:28.8 0.85 18.20 38.42 112 20 16.49 38.64 ◦ ◦ • ◦ •
spec00646 14:28:06.83 +33:43:37.0 0.93 18.47 38.42 112 5 17.48 38.35 ◦ ◦ • ◦ •
spec00752 14:27:31.53 +33:51:08.5 1.70 20.22 38.37 112 20 17.49 38.99 • • • ◦ ◦
spec00601 14:27:48.41 +33:40:38.2 2.50 21.39 38.32 96 11 18.97 38.82 ◦ • ◦ ◦ ◦
spec01599 14:35:51.53 +34:54:37.8 2.18 21.08 38.29 80 7 18.76 38.76 • • ◦ ◦ ◦
spec01647 14:35:07.56 +34:57:24.2 1.12 19.32 38.28 116 11 16.67 38.87 ◦ • • • ◦
spec01754 14:35:27.81 +35:04:54.6 2.23 21.24 38.25 64 6 18.65 38.83 ◦ • ◦ ◦ ◦
spec00688 14:27:10.62 +33:46:38.4 0.96 18.97 38.25 112 17 17.50 38.37 ◦ • • ◦ •
spec00591 14:27:06.58 +33:39:44.3 1.08 19.37 38.22 16 9 18.39 38.14 ◦ • • ◦ ◦
spec01670 14:34:46.53 +34:58:54.5 1.76 20.80 38.18 80 10 18.42 38.66 • • • ◦ ◦
spec00523 14:28:37.79 +33:34:14.8 0.91 19.01 38.17 112 14 18.20 38.03 ◦ ◦ • ◦ •
spec00467 14:27:41.22 +33:29:37.6 1.72 20.82 38.14 112 8 18.10 38.76 • • • ◦ ◦
spec02209 14:36:17.84 +35:37:26.4 1.45 20.39 38.13 116 15 16.71 39.13 • • • • •
spec01581 14:34:11.18 +34:53:09.0 1.33 20.16 38.13 80 9 17.66 38.66 ◦ • • • ◦
spec01752 14:35:28.38 +35:04:32.7 1.15 19.80 38.11 80 27 17.42 38.60 ◦ • • ◦ ◦
spec00658 14:27:30.41 +33:44:28.6 1.63 20.80 38.09 80 7 19.42 38.18 • • • ◦ ◦
spec01805 14:34:50.81 +35:07:56.7 1.85 21.22 38.06 100 3 18.28 38.77 • • ◦ ◦ ◦
spec01745 14:35:20.17 +35:04:13.3 1.05 19.86 37.99 112 15 17.49 38.48 ◦ • • ◦ ◦
spec01652 14:34:14.53 +34:57:43.6 1.48 20.89 37.95 112 7 18.04 38.62 • • • ◦ ◦
spec01717 14:34:07.79 +35:01:47.1 1.55 21.04 37.94 96 6 18.53 38.48 ◦ • • ◦ ◦
spec02104 14:36:47.29 +35:30:43.2 1.48 20.95 37.93 80 6 18.22 38.56 • • • ◦ •
spec00584 14:28:16.25 +33:39:11.0 1.07 20.12 37.90 80 11 19.15 37.83 ◦ • • ◦ ◦
spec00528 14:27:57.89 +33:34:46.4 1.43 20.93 37.90 112 5 18.48 38.41 • • • ◦ ◦
spec01555 14:33:44.04 +34:51:43.3 1.51 21.16 37.87 112 2 18.42 38.50 ◦ • • ◦ ◦
spec02185 14:37:48.10 +35:35:31.6 1.00 20.07 37.86 48 5 17.38 38.47 ◦ • • ◦ •
spec02099 14:37:32.83 +35:30:18.1 0.62 18.80 37.85 265856 16 16.58 38.27 ◦ ◦ ◦ ◦ •
spec00588 14:28:05.04 +33:39:36.1 1.96 22.11 37.77 112 23 18.48 38.75 • • • ◦ ◦
spec00739 14:28:09.12 +33:50:12.0 1.41 21.29 37.74 80 4 18.04 38.57 ◦ • • ◦ ◦
spec02044 14:38:01.13 +35:25:34.2 0.80 19.83 37.71 80 1 18.66 37.72 ◦ ◦ • ◦ •
spec01637 14:34:53.77 +34:56:38.4 1.21 20.94 37.71 116 6 17.97 38.44 ◦ • • ◦ ◦
spec01529 14:35:34.44 +34:49:07.3 0.92 20.25 37.70 112 6 17.05 38.51 ◦ ◦ • ◦ •
spec01971 14:37:30.13 +35:20:15.8 0.90 20.22 37.69 96 3 17.73 38.22 ◦ ◦ • ◦ •
spec02047 14:36:41.30 +35:25:37.0 1.02 20.57 37.68 112 6 17.61 38.40 ◦ ◦ • ◦ •
spec01723 14:34:30.49 +35:02:10.7 1.28 21.29 37.63 80 7 17.82 38.56 ◦ • • ◦ ◦
spec02138 14:37:52.92 +35:32:51.5 0.56 19.09 37.63 266112 4 16.72 38.11 ◦ ◦ ◦ ◦ ◦
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Hectospec instrument (Fabricant et al. 1998, 2005; Roll
et al. 1998) at the 6.5 m MMT telescope. The spectral coverage
was 3700–9200Å with a spectral resolution of 6Å
(R∼1000).
3. METHODOLOGY AND ANALYSIS
Different methods have been used to fit AGN broad emission
line profiles, ranging from fitting of single or multiple
Gaussians, to more complicated profiles like Gauss–Hermite
expansions (e.g., van der Marel & Franx 1993; Cappellari 2002;
Woo et al. 2006). The optimal model profile depends on the
intrinsic line profile, the spectral resolution, and the signal-to-
noise ratio (S/N) of the emission line. In the following, we
describe the fitting method for each individual line used in our
subsequent analysis.
3.1. C IVλ 1548, 1551 Å
We simultaneously fit the continuum and the emission lines.
For all of the fits described here and in the following sections,
we employ the Levenberg–Marquardt least-squares algorithm
Table 1
(Continued)
ID R.A. decl. z mI Llog Il Code06 SNopt mKs Llog Ksl C IV C III] Mg II Hβ Hα
[hh:mm:ss] [dd:mm:ss] [AB] [W] [AB] [W]
spec01530 14:35:01.02 +34:49:09.3 1.05 20.78 37.62 16 4 17.76 38.36 ◦ ◦ • ◦ •
spec00674 14:26:48.15 +33:45:47.0 1.10 20.91 37.62 112 16 17.34 38.58 ◦ • • • ◦
spec01597 14:35:02.29 +34:54:31.7 1.28 21.32 37.62 64 2 18.12 38.43 ◦ • • ◦ ◦
spec01430 14:34:33.00 +34:42:35.6 0.82 20.12 37.62 116 10 17.13 38.35 ◦ ◦ • ◦ •
spec00679 14:27:58.86 +33:45:19.3 0.68 19.69 37.59 64 11 99.00 5.40 ◦ ◦ • ◦ ◦
spec01519 14:34:41.33 +34:48:30.4 0.73 19.88 37.59 112 9 16.91 38.31 ◦ ◦ • ◦ •
spec02026 14:38:12.64 +35:24:10.0 1.23 21.42 37.54 112 4 17.56 38.62 ◦ • • ◦ •
spec02142 14:36:15.42 +35:33:00.0 0.89 20.60 37.52 100 8 17.40 38.33 ◦ ◦ • ◦ •
spec00533 14:28:42.73 +33:35:09.0 0.84 20.44 37.52 112 14 17.89 38.07 ◦ ◦ • ◦ •
spec01716 14:35:04.83 +35:01:44.7 0.57 19.52 37.48 262160 5 16.67 38.15 ◦ ◦ • ◦ ◦
spec01501 14:33:53.39 +34:47:18.2 0.88 20.72 37.46 80 3 18.05 38.05 ◦ ◦ • ◦ ◦
spec01634 14:33:58.26 +34:56:21.5 0.83 20.76 37.37 112 6 17.81 38.09 ◦ ◦ • ◦ •
spec02205 14:36:24.33 +35:37:09.6 0.77 20.58 37.37 116 20 16.30 38.61 ◦ ◦ • ◦ •
spec01562 14:35:38.70 +34:51:54.8 0.35 18.81 37.25 100 4 16.28 37.80 ◦ ◦ ◦ ◦ ◦
spec00577 14:27:12.24 +33:38:45.4 0.79 20.97 37.24 48 5 17.68 38.09 ◦ ◦ • ◦ •
spec01731 14:35:17.82 +35:02:53.0 0.65 20.62 37.17 48 6 17.60 37.91 ◦ ◦ • ◦ ◦
spec01651 14:34:34.18 +34:57:42.1 0.44 19.68 37.14 112 6 16.90 37.79 ◦ ◦ ◦ ◦ ◦
spec01547 14:33:57.31 +34:50:58.5 0.68 20.80 37.14 16 2 17.64 37.94 ◦ ◦ • ◦ ◦
spec00745 14:27:31.02 +33:50:28.7 0.95 21.78 37.12 112 6 17.97 38.18 ◦ ◦ • ◦ ◦
spec00424 14:26:40.12 +33:25:07.6 0.62 20.67 37.11 262144 10 17.15 38.05 ◦ ◦ • ◦ ◦
spec00547 14:26:46.77 +33:36:00.0 0.83 21.54 37.07 96 3 16.77 38.51 ◦ ◦ ◦ ◦ •
spec02007 14:37:14.69 +35:22:54.7 0.62 21.01 36.97 112 13 16.14 38.45 ◦ ◦ • ◦ •
spec01680 14:35:54.69 +34:59:29.8 0.62 21.31 36.85 16 6 18.77 37.40 ◦ ◦ • ◦ ◦
spec01729 14:34:24.65 +35:02:42.0 0.28 19.33 36.80 112 7 17.14 37.21 ◦ ◦ ◦ ◦ ◦
spec00602 14:28:28.57 +33:40:51.0 0.35 20.58 36.55 782272 12 15.94 37.94 ◦ ◦ • ◦ ◦
spec02080 14:37:45.00 +35:28:24.0 0.39 20.93 36.52 267984 5 16.07 38.00 ◦ ◦ ◦ ◦ ◦
spec02171 14:37:17.80 +35:34:48.1 0.42 21.21 36.49 112 11 16.63 37.85 ◦ ◦ • ◦ ◦
Note. The sample of Type 1 quasars used in this paper. We give the FMOS ID (Column 1), the coordinates (Columns 2 and 3), the redshift derived from the AGES
survey (Column 4), the I-band magnitude (Column 5) and monochromatic luminosity calculated at the effective wavelength 7467 Å (Column 6), the selection code for
the AGES survey (Column 7, see Kochanek et al. 2012), the mean signal-to-noise ratio for the AGES spectrum (Column 8), the Ks-band magnitude (Column 9) and
monochromatic luminosity calculated at the effective wavelength 21900 Å (Column 10), and information about the detection of emission for the five broad emission
lines studied here (detection: filled circle; non-detection: open circle).
Figure 2. Two examples of FMOS spectra for sources spec02007 and spec02209 at redshifts 0.621 and 1.446, respectively. Vertical dashed lines mark the emission
lines of interest (Hα and Hβ). The spectra have been smoothed with a 3 pixel boxcar filter for better visualization. The gap between the J and H bands is also visible.
The small spectral gap around 12800 Å is masked due to high noise levels.
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(Marquardt 1963; Moré 1978), as implemented in the IDL
procedure MPFIT (Markwardt 2009). While the continuum is
fitted with a power law, we employ a combination of Gaussian
profiles for the emission lines. We use a single Gaussian to fit
the narrow emission lines (N IV], Si II, He II, O III]), and the
broad feature at λ 1600Å, which we consider to be physically
distinct from the C IV emission. We use a combination of two
Gaussian profiles to fit the C IV emission.9 We do not consider a
separate additional narrow C IV component. This is for
consistency with previous studies (e.g., Assef et al. 2011; Park
et al. 2013). All emission line centers are allowed to shift
within a range defined by the spectral resolution of the AGES
data (R∼ 1000, translating to ∼300 km s−1). We do not
subtract any Fe II emission, as it is considered relatively weak
compared to the C IV flux and it is difficult to constrain given
the data quality. In Figure 3, we show an example of a fit to the
C IV line complex.
Out of 89 AGNs in the sample, 34 objects have C IV in their
optical spectra. The spectra of 11 AGNs are too noisy for the
full analysis. For these AGNs, we only fit the C IV emission
line, either with a double Gaussian profile (nine sources) or a
fourth-order Gauss–Hermite profile (two sources). Instead of
physically interpreting the line profiles, we simply recover the
best possible estimate of the width of the C IV line.
For each C IV fit (and all lines in the following), we calculate
the first moment ( 0l ), which represents the flux-weighted
center, and the second moment ( C IVs ) of the best-fit line profile,
which represents the flux-weighted dispersion of the line:
f d
f d
. 1
2
0
2
( )
( )
( )òòs
l l l
l l l= -
We also calculate the FWHM of the best-fit profile. Both
quantities are corrected for the instrumental resolution. The σ
width is more sensitive to any asymmetric deviations of the
emission profile than the FWHM. In particular, σ for carbon
lines are sensitive to broad wings that can contain a substantial
fraction of the total emission line flux (e.g., Baskin &
Laor 2005; Nagao et al. 2006; Denney et al. 2009; Sluse
et al. 2011; Denney 2012; Marziani & Sulentic 2012). This also
makes σ more sensitive to bad or uncertain continuum fits in
low S/N spectra.
Based on visual inspection, a quality flag is assigned to each
fit, that ranges from A for the best fits to C for the poorest fits.
These quality flags do not reflect the actual noise of the data but
rather correspond to how well the best-fit model describes the
emission line profile. A visual quality flag F is assigned to
sources for which the fit fails completely (usually due to
extremely noisy data). Of the 34 sources with C IV in their
AGES spectra (∼40%), 23, 10, and one have fits with visual
quality flags of A, B, and C, respectively. The FWHM of C IV
for the 34 sources ranges from 826 to 10,460 km s−1. Similarly,
the range of C IVs is from 440 to 7100 km s−1.
3.2. C III] λ1907, 1909 Å
The blue side of the C III] emission line is affected by the
Al IIIλ1857Å and Si IIIλ1892Å narrow emission lines. We
perform a simultaneous fit to the C III] complex with a total of
four Gaussian components and a power-law continuum. The
C III] emission line itself is fitted using a double Gaussian
profile.
Of the 89 sources, a total of 52 AGNs have the C III]
emission complex in their optical spectra. For 11 sources, low
S/N prevents us from performing a full fit. In these cases, we
only fit the C III] line using either a double Gaussian or a
fourth order Gauss–Hermite profile. In Figure 4, we show an
example of a C III] fit. Of the 52 sources with successful fits to
the C III] emission, 12, 25, and 15 are given a flag of A, B, and
C, respectively. The FWHM of C III] ranges from 1281 to
12,000 km s−1, while C III]s ranges from 1100 to 15,000 km s−1.
In total, 30 sources have fits for both the C IV and C III] lines.
Figure 3. Example of a fit to the C IV emission complex. The black line shows
the AGES data while the blue line shows the total fit. The dashed vertical line
shows the redshifted laboratory value of C IV. The full fit to all the narrow
emission lines and the broad λ 1600 Å feature (gray lines), together with the
continuum (red dashed line), and the C IV emission line (green lines), are also
shown. For C IV, the individual Gaussian components are plotted (green dashed
lines). This spectrum, spec00521, has a visual quality flag of A.
Figure 4. Example of a fit to the C III] emission complex. The black line shows
the AGES data while the blue line shows the total fit. The dashed vertical line
shows the redshifted laboratory value of C III]. The full fit to the narrow A III
and Si III emission lines (gray lines), together with the continuum (red dashed
line), and the C III] emission line (green lines), are shown. For C III], the
individual Gaussian components are also plotted (green dashed lines). The
spectrum, spec01652, has a visual quality flag A.
9 We do not fix each Gaussian to one of the components of the C IV doublet,
but instead allow the two Gaussians to vary within the limits discussed.
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3.3. Mg IIλ2796, 2803 Å
For the Mg II line, we perform a simultaneous multi-
component fit that includes the continuum (a power law), the
Fe II emission, and the Mg II emission line. For the Fe II
emission, we use the Fe II UV template from Tsuzuki et al.
(2006), which includes a careful treatment of the Fe II emission
at the edge and within the Mg II emission region. Using the Fe II
emission template, we create a library of templates convolved
with Gaussian profiles of varying velocity dispersions
(500–6000 km s−1, see also McGill et al. 2008). Finally, the
Mg II emission line is fit with a fourth order Gauss–Hermite
profile. Through 2c minimization, we find the best combination
of the continuum, Fe II pseudo-continuum, and Mg II emis-
sion line.
Of 89 sources, a total of 59 had Mg II lines that could be
fitted (∼67%). Of these, 35, 13, and 11 are assigned visual
quality flags A, B, and C, respectively. For 20 sources with
noisy spectra and/or weak Mg II emission, a simple single
Gaussian fit to the Mg II emission line was performed.10 In
Figure 5, we show an example of a fit to a Mg II line. The
FWHM of Mg II for the 59 sources ranges from 750 to
12,300 km s−1 while the Mg IIs ranges from 700 to 9100 km s−1.
3.4. Hβ λ4861 Å
We fit the Hβ emission line with a single Gaussian profile
after subtracting a continuum of the form α+ ,bl using
featureless continuum windows bracketing the line. Only eight
FMOS spectra have successful Hβ measurements. In addition
to the usual line properties, we calculate the flux of the Hβ line
as an alternative to the continuum flux. Using the same visual
quality flags, we assign a quality flag B to five sources, and
three sources are assigned a quality flag C. The FWHM of Hβ
for the eight sources covers a range from 1200 to 3600 km s−1,
and Hs b ranges from 550 to 1500 km s−1.
3.5. Hα λ6563 Å
We fit the Hα broad emission line with either a fourth order
Gauss–Hermite or a double-Gaussian profile, after continuum
subtraction. As for Hβ, the continuum is assumed to be a linear
function of wavelength and is fitted within featureless windows
bracketing Hα.
Out of the 89 sources, 28 include Hα in their FMOS spectra.
Out of these, 13, 11, and 1 have a visual quality flag A, B, and
C. Of the remaining 3, the fit failed for 2 and 1 shows a double-
peaked emission line. As it is uncertain whether the double
peak is due to low S/N or of intrinsic origin, we remove this
last source from further analysis. In total, we use a double-
Gaussian profile for fitting 8 out of the 25 sources, for which a
Gauss–Hermite profile produces a poorer fit. In Figure 6, we
show two examples of the Hα emission line fitting with both a
fourth order Gauss–Hermite and a double-Gaussian profile.
The FWHM of Hα for the 25 sources ranges from 1300 to
5670 km s−1 while the Hs a ranges from 600 to 3360 km s−1.
Figure 5. Example of a fit to the Mg II emission line. The black line shows the
AGES data while the blue line shows the total fit. The dashed vertical line
shows the redshifted laboratory value of Mg II. The simultaneous fit to the
continuum (power law; red dashed line), the Fe II emission (from Tsuzuki
et al. 2006; gray solid line), and the Mg II emission line (Gauss–Hermite; green
solid line) are shown. The continuum normalization and slope, the Fe II Gauss-
convolved template velocity dispersion, and the Mg IIs in km s−1 are also given.
The spectrum, spec00523, has a visual quality flag of A.
Figure 6. Two example fits to the Hα line using a fourth order Gauss–Hermite
profile (top) and a double-Gaussian profile (bottom). The original spectrum
(black solid line) is shown together with the wavelength windows, which are
used for the continuum emission fitting (red solid horizontal lines), and the
fitted continuum (red dashed line). The best-fit emission line model (blue solid
line) is also shown. For the case of the multi-Gaussian fit, the individual
Gaussian components are shown with blue dashed lines. spec02209 and
spec02205 have visual quality flags B and A, respectively.
10 Of these 20, there were 8, 4, and 8 sources assigned visual quality flags A,
B, and C, respectively.
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3.6. UV Continuum Luminosity
We calculate the continuum luminosities at 3000Å, in the
proximity of the Mg II emission line, and at 1350 and 1450Å,
near the C IV line (e.g., Vestergaard & Peterson 2006; Park
et al. 2013). For a typical quasar UV continuum slope of −0.59
(1450–2200Å slope for SDSS quasars from Davis et al. 2007),
this leads to a continuum luminosity difference between the
two wavelengths of ∼4%, smaller than typical absolute flux
measurement uncertainties. We thus consider the luminosities
at 1350 and 1450Å to be interchangeable. We focus on the
former, where allowed by the wavelength coverage, but switch
to the latter for intermediate redshift sources. We also calculate
the continuum luminosity at 1800Å, which is near the C III]
line. All luminosities have been calculated within ∼50Å
windows and are not corrected for any intra- or extra-galactic
extinction. The former is comparatively small and the latter is
beyond the scope of this paper to calculate. A comparison of
the three different rest-frame UV luminosities shows excellent
agreement (scatter 0.1 dex and negligible offset).
3.7. Optical Continuum
Single-epoch BH mass estimates using the rest-frame optical
Balmer lines have utilized both the continuum and emission
line luminosities. However, the low continuum level and the
fact that the 5100Å region lies at the blue edge of the FMOS
spectra for most of our high-redshift sources, leads to very large
uncertainties in the determination of L5100. Nevertheless, a
comparison between continuum and Hα line luminosities
shows a good correlation, with an average ratio of ∼100. For
the following, we will use LHa instead of L5100 to avoid large
uncertainties for individual objects. For the few sources with
only Hβ measurements, we translate LHb to L ,Ha assuming a
fixed ratio of 3. While we only have three sources with both
Hα and Hβ emission, a comparison of their luminosities gives
us a ratio of 3.3± 0.3, consistent with the expected value.
3.8. Linear Fitting and Statistics
The underlying assumption of this study (and that of all
similar studies in the past) is that all broad emission lines are
emitted by fast moving ionized gas in the vicinity of the
supermassive BH and thus kinematically should reflect the
BHʼs gravitational potential. Therefore, we expect a consis-
tency among BH masses calculated using different broad
emission lines. Deviations from this one-to-one relation should
reflect measurement uncertainties, different geometries and
stratification of the broad emission-line region (BLR), and
additional (non-virialized) kinematic components.
We perform linear regression analyses using the fitexy code,
based on the linear regression algorithm introduced in
Tremaine et al. (2002), in order to compare BH mass estimates
from various methods. The previous study by Park et al. (2012)
provides a detailed analysis of the method (see also Park
et al. 2015). The fitexy code allows for measurement errors on
both the independent and measured variables. For this study,
both variables are measured and as such for each comparison
we additionally perform reverse linear regression fits. In most
cases the results are consistent with each other.
The uncertainties in the fits are determined through a set of
100 MC realizations, where a random subset of the full sample
of measurements is used in the fit. For each fit, we also
calculate the intrinsic scatter of the data iteratively, adjusting it
so that the reduced 1.2c »n The intrinsic scatter is then defined
as the required error-weighted reduced 2c difference along the
y axis of the fit. Finally, for each comparison, we calculate
Kendallʼs rank correlation coefficient, τ, to quantify the degree
of correlation in the data. This is preferred for smaller samples,
as the ones presented here, over Spearmanʼs rank correlation.
Kendallʼs τ results in smaller correlation coefficients than
Spearmanʼs rank correlation, with τ values 0.4 implying a
strong correlation between the compared quantities.
3.9. Photometric and Kinematic Measurement Uncertainties
For the FMOS data, the error spectra provide the statistical
noise per spectral pixel. Hence, we calculate uncertainties for
the width and flux measurements of each emission line, based
on MC simulations. For each object we produce a set of 1000
mock spectra by randomizing the flux using the estimated flux
error. We take the standard deviation of the fits as the
uncertainty. We adopt an iterative 4σ clipping process to ensure
that catastrophic fits are removed before calculating the
uncertainty, particularly since this procedure corresponds to
analyzing noisier spectra than the actual data. The clipping is
stopped once the change in the values is less than 10%. In
practice, no more than three iterations are required for all 89
sources.
A similar procedure is followed for the AGES spectra. We
calculate the noise in five different wavelength regions of the
AGES spectra that are close to the emission lines of interest and
free of emission or absorption lines. These values are then used
to perform MC simulations as described above.
3.10. Narrow Emission Components
Here we perform a set of simulations to constrain the
uncertainty due to the exclusion of a narrow component from
our Hα fits. We generate model spectra that include both broad
and narrow Hα emission components, as well as the narrow
[N II] doublet. Next, we convolve the spectra with a Gaussian
kernel of dispersion equal to the FMOS resolution and measure
the σ, FWHM, and flux of the Hα line. Keeping the broad Hα
emission component parameters constant, we repeat this over a
grid of values for the Hα narrow emission component flux and
width fractions, with respect to the broad component. The
difference between the input and output estimates of σ for the
broad component provides an estimate of the bias created by a
narrow line component as a function of its flux and width. This
is shown in Figure 7 for two different assumed instrumental
resolutions.
For simulations at the R= 600 resolution of FMOS (upper
panel of Figure 7), the uncertainties range from below 10% for
the weakest narrow Hα components up to 30%~ for the
strongest ones. We see a mild trend for smaller underestimates
with increasing narrow Hα width. The modest effects are a
consequence of the low spectral resolution. If we repeat the
simulations assuming R= 1200, the uncertainties in σ for the
broad Hα line are up to 40%,~ twice those found for R= 600.
We conclude that for the FMOS Hα σ measurements can be
uncertain by up to 20%, depending on the relative strength of
the narrow Hα component. Averaging over the possible
parameter space of narrow Hα (see the dashed box in Figure 7),
we get an overall uncertainty of 10%. While this error is
systematic in nature, it is generally small compared to the
statistical uncertainties.
7
The Astrophysical Journal, 815:128 (19pp), 2015 December 20 Karouzos et al.
4. RESULTS
4.1. Comparing Mg II and Balmer Estimators
In this section, we compare the line widths of the Balmer
lines with those of Mg II and then investigate the consistency of
the virial products estimated from these lines. We combine Hβ
and Hα measurements, given the small number of sources
with measured Hβ emission lines. For this comparison, we
exclude highly uncertain measurements (i.e., fractional errors
100%> )11 and present error-weighted results.
If we compare the Mg II and Balmer line widths, we find that
most sources are clustered around the 1:1 relation, with a
Kendallʼs τ value of 0.52 (0.39) and a significance for rejecting
the null hypothesis (no correlation) of 0.0006 (0.016) for the σ
(FWHM) measurements. Since τ values above 0.4 are
considered to imply strong correlations, the calculated τ for
the FWHM measurements suggests a modest correlation,
which can be understood as a result of the asynchronous
observations and the intrinsic scatter of the relation. Fits to the
line width data give slopes that are consistent with unity, zero
intercepts, and an intrinsic scatter ∼0.2 dex. Thus, although
AGES and FMOS observations were not contemporaneous, the
line widths of Balmer and Mg II lines are roughly consistent.
Next we examine the virial product
VP
M
M M
f G
L
33.65
, 2x
x
x x
BH 2 0.533( ) · · ( )s l= =
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where x denotes the line used for the calculation, xs is the line
width (FWHM or σ), Lxl is either the monochromatic
continuum luminosity measured at specific wavelengths near
the emission line (e.g., 3000Å for Mg II) or the emission line
luminosity (for the Balmer lines) in erg s−1 units, fx is the virial
factor, and G is the gravitational constant. To derive the BLR
size, we utilize the latest BLR size–luminosity calibration from
Bentz et al. (2013), from which the power index 0.533 and the
normalization 33.65 are taken. Given the uncertainty in the
virial factor, especially for less often used lines like C IV and
C III], we primarily focus on the VP rather than the actual BH
mass estimates.12
While there are alternate choices for the luminosity and
velocity power-law indices (for a compilation, see, e.g., McGill
et al. 2008; Park et al. 2013), fixing them to the values given
above allows us to perform self-consistent comparisons
between the different VP estimates and does not affect our
results.
In Figure 8, we show the FWHM-based VPs of our sample
combined with values from previous studies beyond the local
universe: the intermediate redshift sample of McGill et al.
(2008), the SDSS high-redshift sample from Shen & Liu
(2012), and the high-z sample from Matsuoka et al. (2013). The
combined sample spans a large range of redshifts
(0.5< z< 2.3) and luminosities (1043< L3000< 10
48 erg s−1),
as shown in the lower panel of Figure 8. The luminosity of our
sample is much lower than those of Shen & Liu (2012), while
at the same time it expands the luminosity coverage at redshifts
0.5< z< 1, compared to the sample of Matsuoka et al. (2013).
When we perform a linear fit to the VPs (assuming Mg II to be
the independent measurement), the resulting slope is
1.24± 0.04. This significantly super-linear slope is driven by
the Hβ VPs, which are systematically lower that their Mg II
counterparts. For only Hα, we obtain a slope 1.19± 0.04 that
is still significantly (∼5σ) steeper than the 1:1 relation, and
has an intrinsic scatter 0.23 0.03~  dex. Reverse linear
regression fitting provides a sub-linear slope of 0.73± 0.03
and an intrinsic scatter of 0.18± 0.02 dex. For all VPs,
we derive an intercept of 0.14± 0.03 dex and an intrinsic
scatter of 0.31± 0.03 dex around the 1:1 relation. When
considering only the Hα VPs, the intrinsic scatter reduces to
0.25± 0.02 dex.
In Figure 9, we show the σ-based VPs for our sample. Second
moment measurements for other large samples at similar redshifts
do not exist and we thus probe a limited dynamic range of VPs.
We find a reasonable agreement between the VPs with a zero
intercept. Considering all VPs, we obtain a significant intrinsic
scatter 0.53± 0.08 dex, while a linear regression fit with a free
Figure 7. Velocity difference (in color) between measured and true broad Hα
dispersion, as a function of the fractional values of narrow Hα flux and
dispersion, with respect to broad Hα. This is shown for spectral resolutions of
R=600 (top) and R=1200 (bottom). We also show contours of fractional
uncertainty. The dashed boxes show the parameter space where we expect the
actual range of values of the narrow Hα contribution to lie with respect to the
broad Hα component.
11 We note that the inclusion of these measurements does not change our
results.
12 We use the same size–luminosity power-law index and normalization from
Bentz et al. (2013) for both Balmer and carbon VPs. While it is uncertain that
the same relation holds for different ionization species, for consistency we
assume it does.
8
The Astrophysical Journal, 815:128 (19pp), 2015 December 20 Karouzos et al.
slope gives a sub-linear slope 0.57± 0.19. Considering only Hα
VPs, we obtain an intrinsic scatter 0.36± 0.11 dex around the 1:1
relation, while a free-slope regression fit gives a slope of
0.82± 0.26, consistent with one. The deviations of the slope from
unity are again driven by the results for Hβ.
4.2. The Kinematics of C IV and C III]
We next turn to comparisons between the C III]/C IV lines
and the Hα/Hβ lines. First, we investigate whether C III] is a
viable alternative to C IV as a single-epoch BH mass estimator
by comparing the FWHM of C IV and C III] for our sample
combined with the SDSS sample of Shen & Liu (2012; Figure
10). For C III], we derive a negligible intercept of 0.03±
0.01 dex and an intrinsic scatter of 0.1± 0.1 dex around the 1:1
relation, suggesting that the two lines trace similar kinematics.
We calculate Kendallʼs τ= 0.43 with a very high confidence
(p< 0.00001). The comparison for σ (not shown) is much
noisier (intrinsic scatter 0.25± 0.04 dex), partly due to the lack
of σ estimates in the literature, the small number and limited
dynamic range of our sample, and σ being more sensitive to
low S/N than the FWHM. The scatter around the 1:1 relation
for both width measures and the different sub-sets of sources
are given in Table 2.
4.3. Balmer Versus Carbon VPs
Next, we investigate the consistency of the VPs derived from
the Balmer lines and the carbon lines. First, we directly
compare the VPs of our sample in Figure 11. Since the BH
mass must be the same, we expect a slope of unity between the
Balmer and carbon line VPs, with a non-zero intercept,
reflecting the differences in the virial factor. In the case of
FWHM-based VPs (left panel of Figure 11), we find no
significant correlation based on Kendallʼs τ, which is due to the
limited dynamical range and uncertain measurements from
weak emission lines. Linear fits with a fixed slope of α= 1 to
all the VPs (dashed red line) and to only those involving
Hα (solid red line) are also shown. The dashed red line
has an intercept of −0.25± 0.19 dex with an intrinsic scatter
0.71± 0.14 dex. The solid red line has a smaller positive
intercept of 0.16± 0.29 dex, but an increased intrinsic scatter
1.14± 0.34 dex.
In Figure 11 (right), we show the same comparison for the σ-
based VPs. Again we see no obvious correlation between the
two VPs, which is confirmed by the Kendallʼs τ statistic. From
the Hα-carbon VPs, we obtain a negative intercept of −0.20±
0.09 dex (compared to an intercept of −0.78± 0.16 dex for all
VPs; dashed red line) and an intrinsic scatter of 0.37± 0.14
(0.61± 0.10) dex around the 1:1 relation. It is also worth noting
Figure 8. Top: virial products for the Mg II and Hα/Hβ broad emission lines for
this (green stars, blue squares, and black circles) and previous studies (McGill
et al. 2008; Shen & Liu 2012; Matsuoka et al. 2013; light brown, gray, and light
blue open circles, respectively). Green stars indicate sources where both lines have
flag A, while blue diamonds are cases with AB or BB flags. Black circles denote
cases where either of the lines has a visual quality flag C. For our sample, filled
and open symbols denote VPs using the Hα and Hβ line, respectively. The red
line shows a linear fit with a fixed slope of one to all VPs. We obtain an intercept
0.14 ± 0.03 dex and an intrinsic scatter 0.31± 0.03 dex. Considering only Hα,
the intrinsic scatter reduces to 0.25± 0.02 dex. The teal line shows the forward
linear regression fit to the combined sample, allowing the slope to vary. Bottom:
continuum luminosity at 3000 Å as a function of redshift for the different samples
presented in the top panel, using the same notation. We also show the redshift and
luminosity range of the SDSS sources with Mg II and Hα measurements from the
sample of Shen et al. (2011) with the gray stripe at low redshift.
Figure 9. Virial products for the Mg II and Hα/Hβ broad emission lines based
on the measured second moment ( lines ) of the emission lines. Filled and open
symbols denote VPs using the Hα and Hβ lines, respectively. The dashed and
solid red lines show linear fits with a fixed slope of one to all and only Hα VPs,
respectively. Similarly, the teal lines show the forward linear regression fits
with free slope.
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that the σ-based VPs calculated from both C IV and C III] are
0.5–1 dex systematically higher than those based on the FWHM.
Second, we investigate whether there is a systematic trend of
the differences between the two VPs by investigating the
residuals as a function of UV-to-optical flux ratios, as suggested
by previous studies (e.g., Assef et al. 2011). In Figure 12, we
compare the ratio of carbon and Balmer VPs with the luminosity
ratio of UV continuum to Hα emission line. We find a well
defined correlation and calculate Kendallʼs τ to be 0.46 and 0.56
with significance 0.02 and 0.005 for FWHM-based and σ-based
VPs, respectively. The best-fit slopes and intercepts of the
correlations are , 1.58 0.15,( ) (a b =  −2.30± 0.23) and
(1.50± 0.17, −1.46± 0.24) for the FWHM-based and σ-based
VPs, consistent with each other. They are considerably steeper
than slopes calculated in Assef et al. (2011; best-fit slopes
∼0.5–1.0). We note, however, that for asynchronous observa-
tions like the ones considered here, variability can affect the
continuum luminosity and color, especially given the known
wavelength dependence of the AGN variability power spectrum
(e.g., Ulrich et al. 1997).
Based on the correlation between the VP residuals and the
UV-to-Hα flux ratios, we derive a correction formula for the
carbon VPs of
L
L
logVP logVP log , 3cor UV UV
opt opt
· ( )b a ll= - -
where LUV refers to the monochromatic luminosity measured at
1350 or 1800Å, while Lopt refers to the measured Hα
luminosity or the Hα luminosity calculated from Hβ.
After applying the correction, the correlation between
Balmer and carbon VPs becomes significantly stronger, as
shown in Figure 13. This is reflected in the τ values of 0.62 and
0.44 at a significance 0.007 and 0.04, respectively, for the
FWHM-based and σ-based VPs (compared to no correlation
without the luminosity scaling), the improved intrinsic scatter,
and the reduced intercept. The intrinsic scatter and intercept are
consistent with zero for the FWHM-based VPs. For the σ-based
VPs, we obtain an intrinsic scatter 0.46± 0.22. The reduced
scatter compared to Figure 11 is in small part due to the
increased uncertainties from the error propagation of the
applied color correction.13 A summary of the measured scatter
and intercept values for Figure 13 is given in Table 3.
We note that there are two outliers that consistently show
lower Balmer VPs than carbon VPs for both FWHM and σ.
These are based on Hβ measurements with low S/N and a
visual quality flag C and B. As was noted for the Mg II
comparisons, our Hβ measurements appear to be systematically
underestimated compared to the UV lines.
Next, we investigate the consistency of Balmer and carbon
VPs for a much larger combined sample of Type 1 AGNs from
Netzer et al. (2007), Dietrich et al. (2009), Assef et al. (2011),
Shen & Liu (2012), and Jun et al. (2015), in order to increase
the parameter space we cover. Most of these studies
investigated more luminous AGNs than our AGN sample
(Figure 14, bottom panel). We convert our Hα and Hβ line
luminosities using the LHa–L5100 relation from Jun et al. (2015)
and the LHb–L5100 relation from Greene & Ho (2005), since
these studies typically adopted the monochromatic luminosity
at 5100Å as the optical luminosity measure.
A linear fit to the color terms in the combined data finds a
flatter slope ( 1.01 0.03a =  ) than the one derived from our
sample only ( 1.58 0.15a =  ) in Figure 12. This may imply
that the effect of the UV-to-optical continuum slope on the
determination of the UV VPs is stronger for lower luminosity
AGNs. Alternatively, this difference may be driven by the
uncertainties in the flux measurements, which increase as we
go to AGNs with lower fluxes as in our sample.
Finally, we compile available high-z AGNs with Balmer and
carbon VPs, and combine them with our measurements
(Figure 14, top). For consistency, we have used the color
correction derived from the complete combined sample to correct
both our measurements and the literature data. Our sources have
lower luminosity than most samples presented in Figure 14
(bottom).14 For the combined sample, we obtain τ=0.34 at a
Figure 10. Comparison between the FWHM of the C IV and C III] emission
lines. Sources are divided into three classes according to their visual quality
flags, following the notation of Figure 8. We increase the FWHM range by
including the data from Shen & Liu (2012; gray open circles). The dashed
black line shows the 1:1 relation. The red line shows a linear fit with a fixed
slope of unity to the combined sample. We calculate an intercept
0.03 ± 0.01 dex and an intrinsic scatter 0.10 ± 0.10 dex around the 1:1
relation.
Table 2
C IV/C III] Intrinsic Scatter
σ FWHM
(dex) (dex)
A+B+C (All) 0.35 0.20
A+B 0.28 0.19
A+B+Shen & Liu (2012) L 0.10
Note. Intrinsic scatter (i.e., scatter beyond the individual measurement
uncertainties) around the 1:1 relation (in dex) for the C IV and C III] emission
lines using either the σ or the FWHM. For the data from Shen & Liu (2012) no
σ measurements are available.
13 If we do not consider the additional propagated errors of the color
correction, we obtain intrinsic scatter 0.10 dex for the FWHM-based and
0.62 dex for the σ-based VPs (compared to 0.71 and 0.61 dex for the
uncorrected VPs in Figure 11).
14 The sample of Assef et al. (2011) has a few sources with similar 1350 Å
luminosities (and VP values) as our sample, but is more luminous on average.
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very high significance (p< 0.00001), an intrinsic scatter of
0.37± 0.02 dex, and an intercept of −0.13± 0.03 dex. The
derived τ is low and implies a modest to weak correlation
between the carbon and Balmer VPs. The low τ value can
be understood as a result of the significant scatter observed
in Figure 14 and the fact that correlation coefficients, by
definition, do not consider measurement uncertainties. The
intrinsic scatter is comparable to, but better than the scatter
calculated in Figure 13. A linear regression provides a slope of
0.42± 0.05, significantly flatter than unity (solid cyan line
in Figure 14). This is mainly due to the large scatter at
VPs 109> M and the relatively few measured VPs below
109M (also see Kelly & Bechtold 2007 on how data with
large measurement errors in both axes lead to flatter best-fit
slopes).
4.4. The C IV/C III] Virial Factor: from VPs
to BH Mass Estimates
In this section, we determine the virial factor for the VPs
derived from C IV/C III] lines combined with UV continuum
luminosity, by calibrating with the best-studied virial factor of
the Hβ VPs. For this process, we convert the Hβ and Hα line
luminosities to the 5100Å luminosity using the correlations
from Greene & Ho (2005) and Jun et al. (2015). Then we
utilize the luminosity-size relation from Bentz et al. (2013) to
calculate the BLR size, RBLR. In this process, we derive the
Figure 11. Comparison between the VPs using the FWHM (left) and σ (right) of the Hα (filled symbols) and Hβ (open symbols) lines against the C IV (green circles)
and C III] (orange squares) lines. The dashed red line shows the linear fit of fixed slope α=1 to all points on the plot, while the solid red solid line is the linear fit of
fixed slope α=1 to just the filled symbols (Hα-carbon). All C IV sources have visual quality flags B, while for C III] one source has a visual quality flag A, one C, and
the rest have visual quality flags B.
Figure 12. C IV/C III] to Hα/Hβ VP ratio as a function of UV (1350 or 1800Å ) to optical luminosity (LHa) ratio. Solid red lines show the linear regression fits to the
combined Hα and Hβ VP residuals. The symbol notation and visual flag information is the same as in Figure 11.
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following BH mass equations based on the Hα and Hβ
emission line properties,
M f
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where FWHM is measured in km s−1 and luminosities
are in erg s−1. We use the updated virial factor fHb of
1.12± 0.31 derived for the FWHM-based VPs by Woo
et al. (2015).
We calibrate the C IV/C III] VPs from the combined sample
(FMOS-AGES and literature data, Figure 14) by matching
them to the Hα/Hβ BH mass estimates and find a positive
intercept of 0.87± 0.03 dex for a fixed slope of unity.15 We
derive an intrinsic scatter of 0.40± 0.02 dex. An inverse
regression fit gives consistent results. Assuming that the mass
Figure 13. Same as in Figure 11, but now using the corrected VPs for C IV and
C III] following the corrections derived from Figure 12. The intercept and
intrinsic scatter of the fits are shown in Table 3.
Table 3
Intrinsic Scatter and Intercept Values for Figure 13
Hα+Hβ Hα
Scatter Intercept Scatter Intercept
(dex) (dex) (dex) (dex)
σ 0.46 ± 0.22 0.04 ± 0.16 0.71 ± 0.36 0.44 ± 0.23
FWHM 0.00 ± 0.09 −0.08 ± 0.12 0.00 ± 0.00 −0.02 ± 0.09
Figure 14. Top: carbon and Balmer color-corrected VP estimate comparison for
our sources and sources from Dietrich et al. (2009; brown), Netzer et al. (2007;
pink), Assef et al. (2011; powder blue), Shen & Liu (2012; gray), and Jun et al.
(2015; purple). The Shen & Liu (2012) sample has both C IV (open diamonds) and
C III] (open circles) measurements, which are compared to Hβ VPs. The other
samples compare C IV and Hα VPs. The notation for our sources is the same as in
previous figures. The solid cyan line shows the forward linear regression fit with
both the slope and intercept as free parameters. The solid red line shows a linear fit
of fixed slope one. We find an intercept of −0.13± 0.03 dex and an intrinsic
scatter 0.38± 0.02 dex. Bottom: continuum luminosity at 1350 Å as a function of
redshift for the different samples presented in the top panel. The notation is as in
the top panel. Also the redshifts and luminosities of the local reverberation-
mapped AGN sample of Park et al. (2013) is shown with the golden circles at low
redshift.
15 The calculated Balmer BH masses for the FMOS-AGES sample, as well as
the re-calculated BH masses for the literature samples, include the propagated
uncertainty of the fHb from Woo et al. (2015) and the uncertainty of the size–
luminosity relation normalization and power index from Bentz et al. (2013).
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based on the UV and optical lines should be the same, we
require a normalization factor (i.e., virial factor) of the C IV/
C III] VPs of flog 0.87C CIV III] = (f=7.45). This value is
roughly consistent (within 2s< ) with the value derived by Park
et al. (2013) for the case of a fixed size–luminosity power index
of 0.53 and a velocity power index of 2 (see Table 3 of Park
et al. 2013). The derived f may be affected by the systematic
Hα line width underestimation described in Section 3.9.
However, we do not expect this to significantly impact our
result since f is derived based on the combined data set.
The uncertainty of fC CIV III] is difficult to assess properly. The
formal statistical error is very small (0.03) and thus is not the
dominant source of uncertainty. Park et al. (2012), by calibrating
the virial factor based on the MBH– *s relation, showed that there
are differences of the order of 0.26 dex between different
estimations of the virial factor, mainly due to sample selection
effects. Additionally, differences in terms of forward and inverse
linear regressions to the data were shown to lead to up to 0.2 dex
differences in the estimated virial factor. As discussed previously,
the Hβ virial factor itself has systematic uncertainties of
∼0.12 dex (e.g., Woo et al. 2013). Combining these in quadrature
results in a systematic uncertainty of f 0.4C CIV III]d ~ dex.
As a consistency check, we compare our results with those
for the local low-luminosity reverberation sample from the
updated analysis of Park et al. (2013) in Figure 15. We find a
remarkable agreement, a linear regression fit to the combined
sample giving a zero offset and a scatter of 0.38± 0.05 dex (for
a fixed slope of 1). If we allow the slope to vary, we obtain a
slightly sub-linear relation (0.9± 0.1) that is, however,
consistent with unity.16
5. COMPARISON WITH OTHER STUDIES
5.1. Mg II Versus Hα and Hβ
Locally, the most comprehensive sample of single epoch BH
mass estimates was provided by SDSS (Wang et al. 2009;
Rafiee & Hall 2011; Shen et al. 2011). Shen & Liu (2012)
found a scatter of 0.25 dex between the two BH mass
estimators, using the recipes from Vestergaard & Peterson
(2006), consistent with the results shown in Figure 8. At
intermediate redshifts, McGill et al. (2008) presented a
comprehensive comparison between Mg II and the Balmer line
virial mass estimators. The authors found an intrinsic scatter of
∼0.24 dex when using the Mg II FWHM and the Balmer line
luminosities, also consistent with our results.
Shen & Liu (2012) used intermediate redshift ( z1.5 2< < )
SDSS quasars to compare Mg II and Hβ virial masses. This
yielded an intrinsic scatter of 0.16 dex again with a negligible
offset. Matsuoka et al. (2013) provided the same comparison
for a lower redshift ( z0.5 1.6< < ) and lower luminosity (see
the lower panel of Figure 8) sample of Type 1 AGNs. The
authors found an intrinsic scatter of ∼0.3 dex with an offset of
0.17 dex, comparable to the one observed for the combined
sample shown in Figure 8. At even higher redshifts, Zuo et al.
(2015) compared the two emission lines, finding an intrinsic
scatter of ∼0.3 dex when using the FWHM.
Our data fit very well with previous similar studies of the Mg II
and Balmer BH mass estimates and extend the comparison of the
two lines by at least half an order of magnitude in luminosity and
roughly an order of magnitude in BH mass.
5.2. C IV and C III] versus Hα and Hβ
In an initial comparison with the local Hβ reverberation
sample, Vestergaard & Peterson (2006) found an intrinsic scatter
of 0.33–0.36 dex for the single epoch C IV BH mass calibration.
Using a method of emission line fitting consistent with our study,
Park et al. (2013) presented an updated comparison for the local
universe. They obtained intrinsic scatters of 0.29 and 0.35 dex for
the σ and FWHM-based virial BH mass estimates, respectively.
These values are lower than the scatter we find in Figure 13 and
Table 3, due to the difference in data quality. However, these
local results are consistent with the values derived from the
combined high redshift sample (shown in Figure 14). Further-
more, our direct comparison of our measurements to those of
Park et al. (2013) in Figure 15 reveals no significant offsets or
slope differences between the two.
An intrinsic scatter of 0.18 dex was found by Assef et al.
(2011) after correcting for the color dependency of the BH
mass comparison residuals, corresponding to a factor of two
improvement from the comparison of the uncorrected values.
These values are significantly smaller than the ones we derive
here, which most probably is a result of the low S/N of many
of our carbon line measurements. Shen & Liu (2012) found an
“irreducible” scatter between the color-corrected C IV and C III]
FWHM to Hβ FWHM of 0.13 and 0.15 dex, but did not
provide a measurement of the resulting scatter in the VP or BH
estimates. More recently, a number of studies demonstrated
that both the S/N of the spectra and a careful treatment
of the non-virial component in the C IV emission profile
can result in a substantial improvement in the agreement
between C IV and Hβ BH mass estimates (e.g., Denney
et al. 2013; Park et al. 2013; Runnoe et al. 2013), resulting
in an intrinsic scatter of 0.3 dex, similar to our results.
Figure 15. Balmer and carbon virial BH mass estimates comparison for our
sample (notation as in previous plots) and the updated local reverberation
sample from Park et al. (2013; shown in yellow filled circles). The fit to the
combined sample with a fixed slope of 1a = is shown with the solid red line,
while the solid cyan line shows the free-slope forward linear regression fit to
the combined data. We find an offset consistent with zero and an intrinsic
scatter 0.38 ± 0.05 dex around the 1:1 relation.
16 The plotted C IV BH mass estimates from Park et al. (2013) are calculated
based on the virial factor and C IV BH mass relation proposed in that paper.
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The C III] emission line has not been studied in depth in
terms of its suitability as a virial estimator. Shen & Liu (2012)
found a strong correlation between the C III] and C IV FWHM
albeit with significant scatter and with C III] FWHM measure-
ments suffering from larger uncertainties due to the difficulty in
properly deblending the C III] emission complex. The authors
also found a mild correlation between C III] and Hβ FWHM,
with an intrinsic scatter of 0.15 dex, but did not provide BH
mass estimates. Here we showed that by correcting for the
luminosity ratio trends, our C III] VPs are in broad agreement
with both the C IV and Balmer VPs (Figure 13). We expect that
higher S/N spectra would result in an even better agreement,
since they would allow for a better treatment of possible non-
virial components in the C III] and C IV emission profiles.
6. CONCLUSIONS
We performed near-IR spectroscopy on a sample of low-
luminosity Type 1 AGNs at intermediate redshift. We
measured the properties of the rest-frame optical Balmer
emission lines, Hα and Hβ, and compared them to their rest-
frame UV emission lines, including Mg II, C IV, and C III]. The
main findings are summarized below.
1. Based on detailed MC simulations for constraining
measurement errors as well as systematic uncertainties
induced by the emission line fitting method, we find that
the exclusion of the Hα narrow component does not
significantly affect line width measurements, particularly
when low resolution spectra are used (Figure 7).
2. We find good agreement between Mg II and Hα and Hβ
VPs, with FWHM-based VPs showing slightly lower
scatter and slopes closer to one than σ-based VPs. We
extend previous high-redshift comparisons to lower BH
masses, finding a scatter of 0.31± 0.03 (Figure 8).
3. We find a strong dependence of the residual between
Balmer and carbon VPs on the UV-to-optical continuum
color. As previously found by Assef et al. (2011), much
of the scatter between Balmer and carbon VPs is due to
the choice of luminosities (UV versus optical) rather than
any peculiarities of the carbon lines (Figure 12).
4. By extending the comparison between Balmer and carbon
VPs to lower BH mass scales, we find a good agreement
between the two over ∼3 orders of magnitude in dynamical
range. The scatter and intercept of the comparison are
0.37± 0.02 (Figure 14). The comparison with the local low
luminosity AGNs with reverberation measurements shows
a good consistency with a negligible offset and intrinsic
scatter of 0.38± 0.05 dex (Figure 15).
5. Using the well calibrated virial factor for Hβ BH masses,
we derive a virial factor for C IV/C III] BH mass estimates,
as flog 0.87 0.4C CIV III] =  (f= 7.45).
By extending the redshift and luminosity range, our
comparisons between the two sets of lines (UV versus Balmer)
show good agreement with previous studies. We conclude that
while both C IV and C III] show larger scatter than Mg II in
comparison with the Balmer lines, they are viable virial BH
mass estimators with a factor of ∼2 uncertainty without a
systematic offset. The derived virial factor for carbon line
based VPs will be useful for BH mass estimates for high-z
AGNs, although higher S/N data are necessary to further
explore potential non-virial components in the C IV and C III]
emission lines for more reliable UV virial mass estimators.
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APPENDIX A
FMOS NEAR-IR SPECTRA
Below we present a compilation of all the FMOS spectra that
are used in the analysis presented in this paper (i.e., 30 spectra,
including 25 with Hα and 8 with Hβ broad emission, plus 1
spectrum showing a double-peaked Hα profile, which was
excluded from our analysis). Vertical dashed lines show the
redshifted emission lines of interest (Hα and Hβ). Redshift
values for the identification of the lines come from AGES. The
spectra have been smoothed with a 3 pixel boxcar filter for
better visualization. Shaded areas mark the gap between the J
and H bands and a small spectral gap around 12800Å that
suffers from high noise.
Figure 16. FMOS near-IR spectrum of source spec01430. The redshift of the source is shown in the upper right corner of the spectrum. The rest of the FMOS spectra
can be found in the electronic version of the article.
(The complete figure set (31 images) is available.)
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APPENDIX B
CONTINUUM MEASUREMENTS
Here we present the rest-frame UV and optical continuum and emission line luminosities and their uncertainties.
Table 4
Continuum and Emission Line Luminosities in the UV and Optical
ID log l L1350 log l L1800 log l L3000 log l L5100 Llog Ha Llog Hb
(erg s−1) (erg s−1) (erg s−1) (erg s−1) (erg s−1) (erg s−1)
spec01519 L L 44.27 ± 0.06 L 42.66 ± 0.02 L
spec01530 44.24 ± 1.06 44.24 ± 1.06 44.19 ± 0.16 L 42.49 ± 0.03 L
spec01634 L L 46.12 ± 0.10 L 42.31 ± 0.03 L
spec00513 45.75 ± 0.13 45.75 ± 0.13 45.42 ± 0.07 44.29 ± 0.88 43.31 ± 0.01 42.63 ± 0.04
spec00533 L L 44.95 ± 0.06 L 42.69 ± 0.02 L
spec00547 L L 43.85 ± 0.27 44.26 ± 4.03 42.63 ± 0.02 L
spec00577 L L 44.38 ± 0.09 45.06 ± 1.05 42.42 ± 0.02 L
spec00688 L L 45.00 ± 0.05 44.55 ± 0.89 43.11 ± 0.04 L
spec01971 L L 43.85 ± 0.26 L 42.70 ± 0.02 L
spec02007 L L 45.13 ± 0.05 L 43.39 ± 0.00 L
spec02044 L L 43.84 ± 0.25 45.00 ± 1.05 42.52 ± 0.02 L
spec02047 44.99 ± 0.42 44.99 ± 0.42 44.80 ± 0.08 L 43.06 ± 0.01 L
spec02099 L L 43.74 ± 0.12 L 42.61 ± 0.01 L
spec02205 L L 45.35 ± 0.04 L 43.83 ± 0.00 L
spec01430 L L 46.27 ± 0.07 L 42.47 ± 0.10 L
spec01529 L L 44.31 ± 0.10 44.58 ± 0.56 42.79 ± 0.01 L
spec01812 45.90 ± 0.38 45.94 ± 0.04 45.52 ± 0.14 45.00 ± 0.09 43.71 ± 0.01 43.15 ± 0.02
spec00523 L L 44.77 ± 0.06 44.20 ± 1.83 42.50 ± 0.03 L
spec02026 44.48 ± 0.24 44.48 ± 0.24 44.64 ± 0.12 44.74 ± 0.48 43.18 ± 0.08 L
spec02104 44.91 ± 0.34 45.03 ± 0.08 44.87 ± 0.23 44.87 ± 0.36 43.36 ± 0.03 L
spec02142 L L 44.53 ± 0.08 44.90 ± 0.45 42.81 ± 0.01 L
spec02209 45.85 ± 0.05 45.85 ± 0.05 45.68 ± 0.07 45.60 ± 0.06 44.17 ± 0.00 43.66 ± 0.01
spec02230 L L 45.40 ± 0.05 44.37 ± 2.55 43.80 ± 0.00 L
spec02251 43.41 ± 6.64 44.39 ± 0.35 44.62 ± 0.69 44.80 ± 0.42 43.27 ± 0.01 L
spec00646 L L 44.22 ± 0.14 L 42.09 ± 0.43 L
spec01501 L L 46.00 ± 0.13 L L L
spec01547 L L 43.47 ± 0.37 L L L
spec01555 44.46 ± 0.89 44.32 ± 0.46 44.53 ± 0.55 L L L
spec01557 46.10 ± 0.27 46.65 ± 0.21 L L L L
spec01562 L L 43.63 ± 0.17 L L L
spec01581 45.03 ± 0.09 45.03 ± 0.09 45.00 ± 0.09 44.60 ± 0.19 L 42.62 ± 0.03
spec01597 44.28 ± 0.40 44.28 ± 0.40 44.39 ± 0.31 L L L
spec01599 45.19 ± 0.16 45.19 ± 0.09 L L L L
spec01637 44.91 ± 0.13 44.91 ± 0.13 44.55 ± 0.10 L L L
spec01647 45.28 ± 0.12 45.28 ± 0.12 44.74 ± 0.12 44.68 ± 0.31 L 42.57 ± 0.03
spec01651 L L 43.19 ± 0.27 L L L
spec01652 45.08 ± 0.25 45.13 ± 0.08 44.94 ± 0.20 L L L
spec01670 45.23 ± 0.42 45.24 ± 0.07 45.21 ± 0.22 L L L
spec01678 46.09 ± 0.08 45.95 ± 0.13 L L L L
spec01680 L L 43.78 ± 0.12 L L L
spec01713 45.47 ± 0.72 45.56 ± 0.05 45.51 ± 0.21 L L L
spec01716 L L 43.89 ± 0.14 L L L
spec01717 44.28 ± 0.47 44.57 ± 0.12 44.67 ± 0.35 L L L
spec01723 44.73 ± 0.13 44.73 ± 0.13 44.81 ± 0.10 L L L
spec01729 L L 43.71 ± 0.11 L L L
spec01731 L L 43.90 ± 0.12 L L L
spec01745 45.16 ± 0.16 45.16 ± 0.16 44.91 ± 0.04 44.29 ± 0.64 47.11 ± 0.43 L
spec01752 45.63 ± 0.05 45.63 ± 0.05 45.39 ± 0.04 L L L
spec01754 45.37 ± 0.18 45.47 ± 0.13 L L L L
spec01788 46.03 ± 0.08 45.99 ± 0.10 L L L L
spec01805 44.34 ± 0.47 44.27 ± 0.31 44.82 ± 0.69 L L L
spec00409 45.95 ± 0.06 45.84 ± 0.17 L L L L
spec00424 L L 44.01 ± 0.07 L L L
spec00427 45.11 ± 0.39 45.03 ± 0.19 44.99 ± 1.38 L L L
spec00467 45.71 ± 0.16 45.70 ± 0.06 45.49 ± 0.19 L L L
spec00521 45.99 ± 0.11 46.07 ± 0.04 45.97 ± 0.18 45.06 ± 0.22 L 43.03 ± 0.03
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APPENDIX C
UV REST-FRAME BROAD EMISSION LINE FITTING RESULTS (AGES)
In this appendix, we provide the best-fit profile σ and FWHM together with visual quality classification for each rest-frame UV
emission line.
Table 4
(Continued)
ID log l L1350 log l L1800 log l L3000 log l L5100 Llog Ha Llog Hb
(erg s−1) (erg s−1) (erg s−1) (erg s−1) (erg s−1) (erg s−1)
spec00528 45.13 ± 0.13 45.13 ± 0.13 45.01 ± 0.12 L L L
spec00540 44.79 ± 0.24 45.03 ± 0.08 45.38 ± 0.14 L L L
spec00571 45.05 ± 0.19 45.10 ± 0.13 46.01 ± 0.35 L L L
spec00584 L L 44.43 ± 0.12 L L L
spec00588 45.74 ± 0.08 45.88 ± 0.02 45.91 ± 0.23 L L L
spec00591 L L 44.45 ± 0.21 L L L
spec00598 46.18 ± 0.06 46.16 ± 0.11 L L L L
spec00600 45.85 ± 0.06 45.84 ± 0.06 L L L L
spec00601 45.42 ± 0.07 45.51 ± 0.07 L L L L
spec00602 L L 44.14 ± 0.07 L L L
spec00658 45.06 ± 0.19 45.10 ± 0.09 45.09 ± 0.21 L L L
spec00674 45.34 ± 0.23 45.34 ± 0.23 45.20 ± 0.05 44.60 ± 0.35 L 43.03 ± 0.04
spec00679 L L 44.58 ± 0.04 L L L
spec00716 45.76 ± 0.06 45.77 ± 0.04 L L L L
spec00724 45.36 ± 0.24 45.41 ± 0.05 45.37 ± 0.42 L L L
spec00732 44.94 ± 0.25 45.10 ± 0.15 L L L L
spec00739 44.93 ± 0.36 44.93 ± 0.36 44.90 ± 0.53 L L L
spec00745 L L 44.57 ± 0.09 L L L
spec00752 46.20 ± 0.15 45.97 ± 0.03 45.87 ± 0.07 L L L
spec01980 L 44.46 ± 0.44 44.56 ± 1.23 L L L
spec02016 44.26 ± 1.71 44.83 ± 0.32 L 44.89 ± 0.72 L 43.09 ± 0.04
spec02019 45.54 ± 0.08 45.40 ± 0.11 L L L L
spec02037 45.28 ± 0.24 45.37 ± 0.48 L L L L
spec02080 L L 43.23 ± 0.58 L L L
spec02091 45.83 ± 0.12 45.51 ± 0.72 L L L L
spec02138 L L 43.30 ± 0.17 L 42.73 ± 0.43 L
spec02153 45.18 ± 0.15 45.18 ± 0.14 L L L L
spec02170 46.01 ± 0.07 45.87 ± 0.07 L L L L
spec02171 L L 43.87 ± 0.08 L L L
spec02192 45.05 ± 0.21 45.11 ± 0.06 44.94 ± 0.44 L L L
spec02247 45.58 ± 0.10 45.40 ± 0.12 45.92 ± 0.43 L L L
spec02277 45.27 ± 0.13 45.32 ± 0.10 L L L L
spec02185 43.85 ± 2.13 43.85 ± 2.13 44.52 ± 0.09 43.69 ± 4.10 42.73 ± 0.03 L
Note. We provide the FMOS ID (Column 1, as in Table 1) and the logarithmic monochromatic luminosities at 1350, 1800, 3000, and 5100 and their uncertainties
(Columns 2–5), as well as the integrated luminosities and uncertainties of the Hα and Hβ emission lines (Columns 6 and 7).
Table 5
Best-fit Profile Parameters for Rest-frame UV Emission Lines
ID C III C IV Mg II
σ FWHM Flag σ FWHM Flag σ FWHM Flag
(km s−1) (km s−1) (km s−1) (km s−1) (km s−1) (km s−1)
spec01519 L L F L L F 3.41 ± 0.12 3.61 ± 0.09 A
spec01530 L L F L L F 3.14 ± 0.25 3.52 ± 0.17 B
spec01634 L L F L L F 3.19 ± 0.06 3.40 ± 0.06 B
spec00513 3.33 ± 0.08 3.54 ± 0.15 A L L F 3.18 ± 0.03 3.46 ± 0.02 A
spec00533 L L F L L F 3.14 ± 0.02 3.48 ± 0.01 A
spec00577 L L F L L F 3.23 ± 0.02 3.61 ± 0.02 B
spec00688 3.48 ± 0.25 3.64 ± 0.77 B L L F 3.40 ± 0.03 3.82 ± 0.02 A
spec01971 L L F L L F 3.25 ± 0.15 3.56 ± 0.10 A
spec02007 L L F L L F 3.28 ± 0.20 3.56 ± 0.14 A
spec02044 L L F L L F 3.15 ± 0.11 3.37 ± 0.16 C
spec02047 L L F L L F 3.20 ± 0.02 3.49 ± 0.03 A
spec02205 L L F L L F 3.17 ± 0.02 3.46 ± 0.02 A
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Table 5
(Continued)
ID C III C IV Mg II
σ FWHM Flag σ FWHM Flag σ FWHM Flag
(km s−1) (km s−1) (km s−1) (km s−1) (km s−1) (km s−1)
spec01430 L L F L L F 3.29 ± 0.03 3.60 ± 0.01 A
spec01529 L L F L L F 3.29 ± 0.01 3.59 ± 0.01 A
spec01812 3.49 ± 0.40 3.60 ± 1.27 A 3.43 ± 0.09 3.57 ± 0.17 A 3.25 ± 0.02 3.55 ± 0.02 A
spec00523 L L F L L F 3.23 ± 0.02 3.51 ± 0.01 A
spec02026 3.47 ± 0.63 3.84 ± 1.03 B L L F 3.31 ± 0.09 3.69 ± 0.07 A
spec02104 3.48 ± 0.04 3.34 ± 0.42 B 3.53 ± 0.39 3.36 ± 0.09 B 3.73 ± 0.06 3.90 ± 0.18 C
spec02142 L L F L L F 2.91 ± 0.02 3.27 ± 0.02 A
spec02209 3.44 ± 0.03 3.30 ± 0.04 A 3.19 ± 0.56 3.42 ± 0.29 B 3.24 ± 0.01 3.46 ± 0.01 B
spec02230 L L F L L F 3.41 ± 0.01 3.68 ± 0.02 A
spec02251 3.50 ± 0.05 3.87 ± 0.04 C L L F L L F
spec00646 L L F L L F 2.93 ± 0.02 3.30 ± 0.03 B
spec01501 L L F L L F 3.16 ± 0.12 3.40 ± 0.05 A
spec01547 L L F L L F 3.01 ± 0.05 3.38 ± 0.05 C
spec01555 3.59 ± 0.10 3.71 ± 0.22 C L L F 3.72 ± 0.23 4.09 ± 0.27 C
spec01557 3.36 ± 0.61 3.45 ± 0.65 B 3.55 ± 0.07 3.27 ± 0.03 A L L F
spec01581 3.60 ± 0.06 3.59 ± 0.21 B L L F 3.32 ± 0.48 3.70 ± 0.15 A
spec01597 3.63 ± 0.12 3.26 ± 0.84 C L L F 3.20 ± 0.41 3.71 ± 0.17 B
spec01599 3.53 ± 0.27 3.54 ± 0.11 B 3.48 ± 0.07 3.52 ± 0.15 B L L F
spec01637 3.74 ± 0.38 3.47 ± 2.05 B L L F 3.14 ± 0.02 3.51 ± 0.02 A
spec01647 3.50 ± 0.05 3.54 ± 0.13 A L L F 3.41 ± 0.05 3.61 ± 0.06 A
spec01652 3.61 ± 0.32 3.67 ± 1.20 A 3.54 ± 0.28 3.67 ± 0.06 A 3.31 ± 0.09 3.61 ± 0.03 A
spec01670 3.42 ± 0.08 3.79 ± 0.09 B 3.60 ± 0.08 3.68 ± 0.06 A 3.64 ± 0.11 4.01 ± 0.11 A
spec01678 3.28 ± 0.46 3.52 ± 0.18 C 3.40 ± 0.09 3.17 ± 0.02 B L L F
spec01680 L L F L L F 3.68 ± 0.10 4.05 ± 0.10 C
spec01713 3.62 ± 0.06 3.57 ± 0.17 A 3.30 ± 0.16 3.67 ± 0.21 A 3.27 ± 0.04 3.51 ± 0.05 B
spec01716 L L F L L F 3.31 ± 0.21 3.76 ± 0.09 A
spec01717 3.64 ± 0.25 3.57 ± 1.20 B L L F 3.14 ± 0.09 3.51 ± 0.09 A
spec01723 3.75 ± 0.14 3.75 ± 0.13 B L L F 3.42 ± 0.05 3.70 ± 0.10 B
spec01731 L L F L L F 3.27 ± 0.06 3.64 ± 0.06 B
spec01745 3.31 ± 0.62 3.11 ± 0.48 B L L F 3.52 ± 0.18 3.91 ± 0.07 A
spec01752 3.62 ± 0.07 3.66 ± 0.09 A L L F 3.19 ± 0.03 3.52 ± 0.02 A
spec01754 3.71 ± 0.21 4.08 ± 0.44 C L L F L L F
spec01788 3.46 ± 0.23 3.43 ± 0.12 A 3.36 ± 0.07 3.52 ± 0.02 A L L F
spec01805 3.82 ± 0.16 3.43 ± 0.05 C 2.64 ± 0.07 2.92 ± 0.06 A L L F
spec00409 L L F 3.58 ± 0.26 3.58 ± 1.16 A L L F
spec00424 L L F L L F 3.21 ± 0.14 3.41 ± 0.07 A
spec00427 3.03 ± 1.74 3.41 ± 0.15 C 3.63 ± 0.11 3.47 ± 0.07 B 3.33 ± 0.37 3.70 ± 0.37 C
spec00467 3.68 ± 0.21 3.77 ± 0.76 A 3.41 ± 0.04 3.78 ± 0.03 A 3.23 ± 0.06 3.56 ± 0.05 A
spec00521 4.18 ± 0.06 3.73 ± 0.03 B 3.49 ± 0.08 3.66 ± 0.05 A 3.37 ± 0.06 3.61 ± 0.03 B
spec00528 3.69 ± 0.26 4.01 ± 0.53 C 3.46 ± 0.38 3.75 ± 0.12 B 3.51 ± 0.08 3.80 ± 0.05 A
spec00540 3.62 ± 0.05 3.93 ± 0.05 B 3.11 ± 1.06 3.47 ± 0.03 A 2.99 ± 0.48 3.36 ± 0.48 C
spec00571 3.92 ± 0.03 3.88 ± 0.10 B 3.54 ± 0.12 3.54 ± 0.14 A L L F
spec00584 3.38 ± 0.48 3.18 ± 0.72 C L L F 3.40 ± 0.07 3.81 ± 0.03 B
spec00588 4.07 ± 0.07 3.64 ± 0.08 B 3.59 ± 0.38 3.79 ± 0.27 A 3.17 ± 0.02 3.55 ± 0.02 C
spec00591 3.39 ± 0.38 3.65 ± 0.12 C L L F 3.21 ± 0.11 3.66 ± 0.03 B
spec00598 3.47 ± 0.17 3.84 ± 0.32 B 3.23 ± 0.26 3.40 ± 0.10 C L L F
spec00600 3.41 ± 0.12 3.78 ± 0.07 B 3.35 ± 0.03 3.59 ± 0.03 A L L F
spec00601 3.61 ± 0.30 3.98 ± 0.49 C L L F L L F
spec00602 L L F L L F 3.83 ± 0.16 3.75 ± 0.14 C
spec00658 3.46 ± 0.04 3.50 ± 0.23 B 3.50 ± 0.29 3.69 ± 0.04 A 3.11 ± 0.02 3.48 ± 0.02 B
spec00674 3.43 ± 0.10 3.43 ± 0.35 C L L F 3.24 ± 0.03 3.53 ± 0.02 A
spec00679 L L F L L F 3.36 ± 0.05 3.66 ± 0.05 A
spec00716 3.67 ± 0.17 3.40 ± 0.25 B 3.13 ± 0.42 3.50 ± 0.07 B L L F
spec00724 3.59 ± 0.25 3.54 ± 0.17 B 3.54 ± 0.31 3.64 ± 0.08 A 3.39 ± 0.16 3.58 ± 0.08 A
spec00732 3.22 ± 0.08 3.30 ± 0.17 B L L F L L F
spec00739 3.66 ± 0.24 3.84 ± 0.67 C L L F 3.65 ± 0.07 4.03 ± 0.07 C
spec00745 L L F L L F 3.25 ± 0.03 3.64 ± 0.03 A
spec00752 3.48 ± 0.40 3.57 ± 1.35 A 3.47 ± 0.39 3.62 ± 0.38 A 3.18 ± 0.03 3.49 ± 0.03 A
spec01980 3.55 ± 0.08 3.92 ± 0.14 C 3.79 ± 0.06 3.91 ± 0.24 B L L F
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APPENDIX D
OPTICAL REST-FRAME BROAD EMISSION LINE FITTING RESULTS (FMOS)
Finally, we provide the σ and FWHM together with visual quality flags for each rest-frame optical emission line.
Table 5
(Continued)
ID C III C IV Mg II
σ FWHM Flag σ FWHM Flag σ FWHM Flag
(km s−1) (km s−1) (km s−1) (km s−1) (km s−1) (km s−1)
spec02016 3.48 ± 0.43 3.86 ± 0.61 C L L F L L F
spec02019 3.69 ± 0.15 3.29 ± 0.48 B 3.85 ± 0.15 3.35 ± 0.15 A L L F
spec02037 L L F 3.29 ± 0.08 3.57 ± 0.09 B L L F
spec02091 L L F 3.55 ± 0.32 3.54 ± 0.23 A L L F
spec02153 3.31 ± 0.08 3.68 ± 0.02 A 3.17 ± 0.10 3.35 ± 0.07 A L L F
spec02170 3.61 ± 0.04 3.80 ± 0.08 A 3.66 ± 0.20 3.75 ± 0.10 A L L F
spec02171 L L F L L F 3.15 ± 0.31 3.43 ± 0.07 A
spec02192 3.75 ± 0.15 3.65 ± 0.93 B 3.69 ± 0.29 4.02 ± 0.18 A 3.40 ± 0.02 3.77 ± 0.02 C
spec02247 3.64 ± 0.17 3.84 ± 0.12 B 3.48 ± 0.62 3.63 ± 1.97 A L L F
spec02277 L L F 3.79 ± 0.18 3.93 ± 0.33 B L L F
spec02185 3.76 ± 0.17 3.53 ± 0.52 B L L F 3.44 ± 0.07 3.62 ± 0.03 A
Note. We provide the FMOS ID (Column 1, as in Table 1), the second moment and FWHM and their uncertainties in logarithmic scale, and the visual flag for C III],
C IV, and Mg II (Columns 2–4, 5–7, 8–10, respectively).
Table 6
Best-fit Profile Parameters for the Hα and Hβ Lines
ID Hβ Hα
σ FWHM Flag σ FWHM Flag
(km s−1) (km s−1) (km s−1) (km s−1)
spec01519 L L F 3.25 ± 0.02 2.64 ± 1.88 A
spec01530 L L F 3.08 ± 0.04 3.34 ± 0.04 B
spec01634 L L F 3.13 ± 0.05 3.49 ± 0.04 A
spec00513 2.97 ± 0.06 3.33 ± 0.06 B 3.34 ± 0.02 3.46 ± 0.02 A
spec00533 L L F 3.16 ± 0.03 3.49 ± 0.02 A
spec00547 L L F 3.21 ± 0.02 3.41 ± 0.02 A
spec00577 L L F 3.09 ± 0.04 3.51 ± 0.02 A
spec00688 L L F 3.41 ± 0.03 3.12 ± 0.48 A
spec01971 L L F 3.20 ± 0.04 3.41 ± 0.02 A
spec02007 L L F 3.46 ± 0.00 3.70 ± 0.01 A
spec02044 L L F 3.08 ± 0.04 3.20 ± 0.03 A
spec02047 L L F 3.19 ± 0.02 3.52 ± 0.01 A
spec02099 L L F 2.78 ± 0.02 3.21 ± 0.01 A
spec02205 L L F 3.34 ± 0.01 3.45 ± 0.00 A
spec01430 L L F 3.36 ± 0.26 3.60 ± 0.07 B
spec01529 L L F 3.13 ± 0.02 3.45 ± 0.04 B
spec01812 3.15 ± 0.02 3.53 ± 0.02 B 3.25 ± 0.01 3.41 ± 0.01 B
spec00523 L L F 3.28 ± 0.08 3.61 ± 0.03 B
spec02026 L L F 3.27 ± 0.25 3.40 ± 0.20 B
spec02104 L L F 3.43 ± 0.07 3.75 ± 0.06 B
spec02142 L L F 3.05 ± 0.02 3.17 ± 0.02 B
spec02209 3.18 ± 0.01 3.56 ± 0.01 B 3.25 ± 0.00 3.45 ± 0.00 B
spec02230 L L F 3.49 ± 0.00 3.70 ± 0.00 B
spec02251 L L F 2.99 ± 0.02 3.17 ± 0.12 B
spec00646 L L F 2.83 999.00 - 2.97 999.00 - C
spec01581 2.75 ± 0.05 3.14 ± 0.05 B L L F
spec01647 2.74 ± 0.04 3.08 ± 0.05 C L L F
spec00521 3.10 ± 0.02 3.47 ± 0.03 B L L F
spec00674 2.93 ± 0.02 3.30 ± 0.02 C L L F
spec02016 3.12 ± 0.05 3.50 ± 0.05 C L L F
spec02185 L L F 2.83 ± 0.06 3.06 ± 0.15 dbl
Note. Same as in Table 5, but for the Hβ (Columns 2–4) and Hα (Columns (5–7) emission lines. Source spec02185 shows a double-peaked Hα profile and is thus
conservatively not included in our analysis.
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