Abstract-The analysis of MR images is evolving from qualitatiVe to quantitative. More and more, the question asked by clinicians is how much and where, rather than a simple statement on the presence or absence of abnormalities. This paper presents a study in which the results obtained with a multispectral segmentation technique are quantitatively compared to manually delineated regions. The core of the semiautomatic image analysis System is a supervised artificial neural network classifier augmented with dedicated pre-and postprocessing algorithms, including anisotropic noise filtering and a surface-fitting method focused on the quantitation of white matter lesions in the huvisual agreement with the expert's judgement, a number of factors, the leading of which are intra-and interslice intensity variations, reduce the accuracy and reliability of these approaches. Because of the existence of these acquisition artifacts, the development of fully automatic segmentation methods for MRI data does not currently appear to be an attainable goal. However, robust semiautomatic techniques can be developed in which intervention is reduced and for the correction of spatial intensity variations. The study was by computer environments integrating a powerful User interface with a Set Of processing and ClaSSifiCatiOn man brain. A total of 36 images from six brain volumes was analyzed twice by each of two operators, under supervision of a neuroradiologist. Both the intra-and interrater variability of the methods were studied in terms of the average tissue area detected per slice, the correlation coefficients between area measurements, and a measure of similarity derived from the kappa statistic. The results indicate that, compared to a manual method, the use of the semiautomatic technique not only facilitates the analysis of the images, but also has similar or lower intra-and interrater variabilities.
algorithms. Over the last three years, we have developed such an environment and we have recently conducted a validation study which provides us with information on the accuracy and repeatability of the results obtained with this system for the detection of white matter lesions in the human brain.
Section I1 presents an overview of related work. Section I11 describes the methods we have developed for manual and computer-aided analysis of the images. The experiments designed for the quantitative comparison of these methods and the results of that comparative study are described in Sections IV and V, respectively. Our conclusions are discussed in Section VI.
BACKGROUND
Over the past 5-10 years, considerable effort has been put into the analysis of MRI data. These studies typically attempt to quantify brain size, cerebrospinal fluid spaces, normal and abnormal white and gray matter, and specific sections of the brain, such as the hippocampal formation or the temporal lobe. A particularly rich research area, on which we have focused our efforts, is the clinical interpretation of white matter abnormalities observed on MRI. Patchy subcortical areas of decreased signal on CT and increased signal on Tz-weighted MR images have been named incidental lesions (IL's), leukoaraiosis, unidentified bright objects (UBO's), white matter hyperintensity (WMH), or white matter lesions (WML's). Reports to date have been controversial as to the clinical significance of these WML's. Investigators have tried to correlate their occurrence with clinical pattems such as multiple sclerosis (MS) [ 11- [3] , with mental impairment, such as dementia and Alzheimer's disease (AD) [4] - [6] , with cerebrovascular risk factors [4] , [5] , with HIV infection [7] , with aging [6] , [8] , [9] , and with postmortem pathoanatomical examinations [9] , but the results of these studies are often contradictory. It is commonly accepted that WML's correlate with age and vascular risk factors, although some studies show that other factors are involved in their origin [8] . Basic questions, such as, "Is the extent of WML's correlated with the clinical diagnosis of dementia?" so far remain unanswered. Evidence that the severity of WML's is significantly correlated with cognitive impairment in dementia has been reported in a number of studies [6] , [lo] , but other studies have reported that such a correlation does not exist [4] , [5] .
A key issue in all these clinical studies is the method used to quantify WML's in MR images. The majority of clinical studies rely on the visual, qualitative, or semiquantitative grading of anatomical features by experienced raters. However, it has been pointed out that the lack of agreement in determining the clinical significance of WML's and other anatomical features seen on MRI may very well be due to the low resolution of these methods [ 111, [ 121. Acknowledging this possibility, clinical researchers are now trying to achieve higher measurement accuracy by using computer-aided, quantitative image segmentation techniques. Although a number of methods have been proposed for the segmentation of MR images, only a few researchers, including ourselves, have focused specifically on the quantitation of WML's [13]- [19] . In order for these techniques to become clinically accepted tools, the accuracy and reliability of the obtained results must be demonstrated. The following sections describe the study we have conducted to assess the accuracy and reliability of the methods we have developed.
METHODS

A . Semiautomatic Segmentation of MR Images
We have selected a supervised multispectral pattem recognition approach because, as opposed to unsupervised methods, they permit the interactive fine-tuning of the classifiers by adding and removing points in the training set, thus leaving the user in total control of the classification process. Among the possible supervised methods, we have selected a backpropagation artificial neural network (ANN). This choice was made after a comparative study [20] showed that the ANN had better generalization properties than more traditional statistical classifiers. For our application, this property is important because ANN'S are capable of generating good segmentation results with very few training points, thus reducing the amount of user interaction.
The system we have developed at our institution for the computer-aided analysis of multidimensional MR images is called MIDAS (Medical Image Display and Analysis System). This environment integrates various pre-and postprocessing methods we have developed with the neural network-based classifier and a flexible user interface. Because some of these components have been described elsewhere, they are only briefly presented here to provide the reader with a basic understanding of their functionality.
I ) Detection of the Intracranial Contour:
The first step in the sequence of operations applied to the images is the detection of the intracranial (IC) contour required by a postprocessing algorithm designed to eliminate misclassified WML pixels. An additional advantage to the detection of the IC contour as a preprocessing step is that the image regions around the IC cavity can be ignored in subsequent steps of the algorithm, resulting in a reduction of the processing time. To circumvent problems encountered with other techniques, we have developed our own IC contour detection algorithm [21] . In this approach, contour points are initially detected using the radial method proposed in [22] . Then, an affine intensity surface is fitted in a least squares sense to the intensity values of the contour points, and subsequently used to threshold the image on a pixel-by-pixel basis. In the experiments described in this paper, the IC contour detection algorithm is typically applied to the Tz-weighted images, and the computed IC mask is used to remove nonbrain tissues from all modalities. The algorithm has been found to be extremely robust to variations in image characteristics, and the intracranial contour was successfully detected without user intervention in all images used in this study.
2) Intensity Correction: As the results will show, a key component to the success of the method presented herein is the correction of the images for the shading artifact prior to their classification. In order to accomplish this, a method has been developed that is capable of correcting for this artifact, using user-supplied reference points (typically 10-20 white matter points) [23] . A so-called thin-plate spline surface is fitted to the intensity values at the selected reference points, and subsequently used to correct for the artifact. The strong impact of the correction step on the detection of white matter lesions is discussed in Section V.
3) Noise Reduction: New MR pulse sequences and improvements in scanner quality permit the fast acquisition of increasingly thin slice images. Thinner slices, however, typically show a decrease in the signal-to-noise ratio, which can reduce the efficacy of classifiers designed for their segmentation. To circumvent this problem, we have filtered noisy images using an anisotropic diffusion smoothing algorithm proposed by Gerig et al. [24] for noise reduction in MR images. In this approach, smoothing is formulated as an iterative diffusion process, where the diffusion strength depends on the local intensity gradient. In our application, an eight-pixel neighborhood was used for the calculation of the local image gradient, and the value of the coefficient K that controls the relation between the diffusion strength and the local edge strength was empirically selected at K = 1.5a~c, with ~B G the standard deviation of the background noise estimated from an area of 500 pixels in the top left comer of the image. This value of K was found to effectively reduce the noise level in the images without affecting tissue boundaries. The algorithm was halted when the change in pixel intensity between iterations, averaged over all pixels in the image, fell below 0.1. In most cases, 10-15 iterations were needed to reach this point.
) Classification:
As mentioned before, we have opted for a supervised ANN-based approach for image classification [20] . The topology of the ANN'S has been kept constant in the study presented here: three input nodes, one hidden layer with 10 nodes, and one output layer with five output nodes. Each input node corresponds to one of the imaging modalities (i.e., the TI-, proton density-(PD-), or Tz-weighted image) and each output node corresponds to one of the possible classes: background, white matter (WM), gray matter (GM), cerebrospinal fluid (CSF), and WML. The ANN'S were trained by error backpropagation using the generalized delta rule and a standard sigmoid function as the activation function for each node. During training, one sample of each class was sequentially presented until convergence was reached.
5 ) Postprocessing: In many of the images we have analyzed, small erroneous regions of WML appeared close to the periphery of the brain, usually as thin lines along the sulci. Similar artifacts have also been reported recently by Kamber et al. [15] , Kapouleas [16] , and Mitchell et al. [17] . Jemigan et al. [14] did not report such artifacts, but they did find that their WML classification was quite conservative and that small areas of WML were often classified as GM. In general, WML misclassifications are attributed to the proximity of the GM and WML classes in the feature space.
As opposed to previous studies, we have used TI-weighted images, as well as PD-and T2-weighted images, in the classification process to improve class separation. The disadvantage of this approach is that TI-weighted images require a separate acquisition (the PD-and Ta-weighted images are the early and late echoes of the same acquisition, respectively), thus creating the possibility of patient movement, and consequently misregistration between the TI-weighted images and the PD-R2-weighted image pairs. This misregistration often manifests itself as small regions of misclassified WML, especially along the sulci; this was confirmed by a few simple experiments in which the TI-weighted image was linearly shifted by one or two pixels prior to classification. The resulting classified image often showed a marked reduction of the perisulcal WML misclassifications. Unfortunately, patient movement is rarely a purely linear shift, and the accurate registration of images is a difficult task. Rather than attempting to register the images prior to their classification, we have implemented an algorithm designed to eliminate erroneous pixels after their segmentation. We have found that the general improvement in the classification when the T1-weighted image is used justifies the inclusion of the image in the input set, as will be shown in Section V. The algorithm is based on the fact that bona fide white matter lesions occur either in the deep white matter or along the edge of the lateral ventricles (periventricular WML's). Pixels in the image that have been classified as WML and which are close to nonventricular CSF (i.e., close to a sulcus) can thus be eliminated. Following these observations, the postprocessing algorithm eliminates a pixel classified as WML if it is: a) within a five pixel distance from the edge of the brain, or b) adjacent to sulcal CSF. Because the IC contour is detected prior to the classification of the images, the first rule can easily be implemented; it is the distance between the pixel and the edge of the brain. This distance is taken along a radial line emanating from the center of the brain (computed as the center of a rectangle around it) and passing through the pixel. To implement the second rule, regions of ventricular CSF are first identified and white matter lesion pixels bordering the remaining CSF are eliminated. A CSF region is labeled as ventricular CSF if one of the two following conditions is true:
re ion area a) area of r e i o n bounding box > o'2' Or b) the distance between the region center and the edge of the brain is more than 25 pixels. The first condition rejects irregularly shaped regions by imposing a constraint on the ratio between the area of a region and the smallest rectangle that contains the region. The second condition imposes a spatial constraint on the location of ventricular CSF.
The rules and parameters used in the postprocessing stage were arrived at empirically, but they were chosen to minimize the number of false positives without generating misses, i.e., the elimination of bona fide white matter lesions. Once selected, these parameters were not modified. In effect, this approach is similar to the ones followed by Kamber et al. [ 151 and Kapouleas [16] , who also use a priori knowledge of the anatomical location of brain tissues to eliminate false positive Wh4L regions.
The last postprocessing operation involves removing WML's that are smaller than 10 pixels. This threshold was selected to remove very small WML regions caused by residual noise effects or misregistration that were not eliminated in the previous step. This threshold is reasonable for the comparison between manual and semiautomatic measurements because very small regions are difficult, if not impossible, to outline manually. In fact, less than 3% of the total WML area delineated by the human raters consisted of regions smaller than 10 pixels, while the semiautomatic technique identified a significantly larger amount of small WML regions. Fig. 1 illustrates the impact of both this preprocessing algorithm and the intensity correction algorithm mentioned previously. In this figure, the top row shows the TI-, PD-, and T2-weighted input images and the bottom row shows the detected WML area overlaid on the T2-weighted image. In the bottom row, the first three panels show, from left to right, the results obtained with the semiautomatic method without any correction, with postprocessing but without intensity correction, and with both intensity correction and postprocessing. The fourth panel shows the result of the manual segmentation. These figures clearly illustrate the improvement that can be obtained with each step. The postprocessing algorithm eliminates pixels of white matter lesions detected along the sulci, and the intensity correction algorithm significantly reduces the area of white matter lesion detected without correction. A close look at the images also reveals that several small WML regions identified by the human rater in the frontal lobe were only detected by the semiautomatic method after correction for intensity variations.
B . Manual Segmentation of MR Images
To compare and evaluate the results obtained with the semiautomatic method, an interactive environment (called RATER) that facilitates the manual delineation of regions of interest (ROI's) on multimodal image sets has been developed. In a typical session with RATER, triplets of TI-, PD-, and T2-weighted images are displayed side-by-side and analyzed visually. While marking ROI's, the user always has the option to quickly refer to the slice just above or just below the one he/she is analyzing. This permits the use of spatial information when identifying structures of interest. While drawing, the regions are echoed on all modalities for verification purposes.
IV. EXPERIMENTS
The main objective of the study we performed was to assess the accuracy and repeatability of the results obtained with the semiautomatic method for the quantitation of WML. Rather than relying on phantom data which can only partially replicate problems encountered with real sets of data, we chose to evaluate our method by comparing results obtained by two different individuals when using a purely manual method and when using our computer-aided method. The following set of experiments was performed: first, a total of 36 transverse MR slices obtained from six different patients with a clinical diagnosis of Alzheimer's disease and/or multi-infarct dementia was selected at the ventricular and supra-ventricular level. The only criteria used in this selection were that WML's with a minimum size of about 10 pixels (E 8 mm2) be visible in the image, and that a wide range (size and complexity) of WML's should be represented in the set. Fig. 2 shows three representative examples of the images that were used in the experiment. classification was found to be satisfactory, i.e., the All images were acquired with a Siemens' Magnetom 1.5T imager; three of the patients were acquired on an older machine (GBS II), while the other three patients were acquired on a newer model (SP 4000). Table I shows the acquisition parameters used on both imagers.
GBS
All images were acquired with 256 x 256 pixels, a field of view of 215 mm and a pixel size of 0.91 x 0.91 mm. Each of the slices was manually segmented using the RATER tool, independently by two human raters (ACP, a senior student with a neurobiology major, and APZ, an engineering graduate student with several years experience in the computer-aided analysis of medical images). Both raters were supervised by the same neuroradiologist. To evaluate the inter-and intrarater variability associated with the delineation of such structures, the manual analysis of the images was repeated one week later by each of the human raters. When repeating their analysis, the human raters were not allowed to see the results of their first measurement. After manual region delineation, the set of images was segmented by the same human raters using our semiautomatic MIDAS environment. It should be noted at this point that APZ was intimately familiar with MIDAS prior to this study, while ACP had never been exposed to it. The preprocessing steps differed between images acquired with the two different scanners: images acquired with the GBS I1 scanner were strongly affected by the shading artifact, requiring correction for this artifact prior to classification; images acquired with the newer SP 4000 scanner were more homogeneous and experiments showed that correction for the shading artifact was not required in this case. Although spatially more homogeneous, the images had a lower signal-to-noise ratio due to the reduced slice thickness; the anisotropic noise reduction filter was therefore only applied to images obtained with the SP 4000 scanner.
Using MIDAS, the following steps were performed on each of the 36 image slices: 1) Elimination of tissues outside the intracranial cavity from all images. 2) Manual selection of reference points for the background, WM, GM, WML, and CSF classes. The reference points were chosen as a four-pixel neighborhood around sampling sites, selected by clicking on the images with the mouse. On the average, three to five sampling sites were initially selected for each tissue class. Only for images acquired with the GBS I1 scanner, more sites were selected for the WM class to allow subsequent correction for the shading artifact.
' Siemens Medical Systems, Incorporated, Iselin, NJ.
6) Modification of the training set by adding or deleting sampling points. For instance, if the operator judged that some WML areas were missed, he would select an extra WML reference point in one of the missed lesions to shift the decision boundaries of the classifier. After modification of the training set, the procedure was continued with step 4); typically, 1-3 iterations were required to reach a satisfactory result. 7) Storing of the classified image for later analysis and comparison with the manual segmentation.
As was the case for the manual segmentation, the semiautomatic image classification was repeated after one week by the same two raters who analyzed the images manually. Again, they were not allowed to look at the results of previous segmentations when performing their task.
v. RESULTS
The experiment described in the previous section provided us with eight WML measurements (four manual and four semiautomatic) for each slice. The average time required to perform manual measurements was approximately 30 min per slice; for the semiautomatic technique, the processing time per slice was about 15 min using a Sun2 4/330 workstation. To test whether or not our automatic technique could match or reduce the inter-and intrarater variability of the manual method, the results were evaluated in three different ways: 1) Average total tissue area over all slices; 2) Correlation coeficients of total tissue area between all measurement pairs on all slices; and 3) An Index of similarity calculated between each measurement pair.
The similarity index between two measurements, S ( S E We found this to reflect the intuitive feeling that two regions, of which one fully encompasses the other, are more similar than two partially overlapping regions. S also weights the common area between overlapping regions more heavily than, for instance, an index known as the Tanimoto coefficient [25] , also proposed as a measure of agreement in MRI segmentation [26] . The Tanimoto coefficient yields a value of only $ for two half-overlapping, equally sized regions, and 3 for a region fully encompassing another region of half its size.
Although S > 0.7 indicates excellent agreement [27] , the absolute value of S is difficult to interpret; most of its merit lies in the fact that it provides a value that can be used to compare the similarities between measurement pairs. To our knowledge, only Vannier et al. [28] have also used the kappa statistic to quantify classification agreement on MRI data.
The results obtained with these different indices of agreement are now discussed. In this discussion, the eight measurements obtained on each of the 36 slices are labeled as either M,, or A,,, ( T , m E {1,2}) where T indicates the rater performing the experiment, and m is the measurement number. For instance, A21 corresponds to the first semiautomatic segmentation performed by rater 2.
A. Average Total Area
The average total area, reported in Table 11 , shows a large difference between measurements. In particular, the average manual measurements from the second rater (Mz1 and M Z Z ) are significantly larger than the other measurements. The average of the first rater's manual measurements is 696.0 pixels, while that of the second rater is 993.4 pixels (a +43% difference). When the semiautomatic technique is used, the averages are, respectively, 614.6 and 617.4 pixels (a difference of only +OS%). Table I11 shows the correlation coefficients reflecting intraand interrater agreement, computed over all slices.
B . Correlation CoefJicients
The correlation coefficients ( T ) reflecting the intrarater agreement are (M11,Mlz) and (Mzl,M22) for the manual delineation, and (A11,Alz) and ( A z~, A~z )
for the semiautomatic measurement. The average intrarater correlation coefficients for manual and automatic WML measurements are 0.959 and 0.889, respectively (see Table IV ). This shows that the intrarater correlation is slightly reduced when the semiautomatic system is used.
The correlation coefficients reflecting the manual inter- Taking the average value of each of these quadruplets, the average interrater Correlation coefficients for manual and semiautomatic WML measurement are 0.941 and 0.877, respectively (see Table IV ). This seems to suggest that the semiautomatic method also reduces the average interrater agreement, which runs counter to what was found with the average total area measure. Table V shows the values of S for the pairs of measurements reflecting intra-and interrater agreement. The similarity index between two measurements was calculated from the total overlapping (n{A1 n A2)) and nonoverlapping (n{Al}, ~{ A z } ) areas over all slices included in the measurement.
C. Similarity Index Values
The average intrarater similarity values for manual and semiautomatic measurements are 0.775 and 0.761, respectively, indicating that, on the average, the intrarater agreement was slightly reduced when the semiautomatic method was used.
The similarity index S confirms the reduced interrater variability for the semiautomatic method that was also suggested in Table 11 . Following the discussion on the correlation values, this can be seen by comparing the values for measurement pairs (Mil, Mzi), (Mil, M22), (M12, MziL and (Mi2, M22) for the manual measurements with the corresponding similarity indices obtained with the semiautomatic segmentations. The average value of the first (manual) quadruple is 0.700, while the average of the second one (semiautomatic) is 0.749 (see also Table VI) , indicating a reduction in the interrater variability. ON MEDICAL IMAGING, VOL. 13, NO. 4 
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D. Impact of Pre-and Postprocessing and the TI-Weighted Image
The results presented so far have all been obtained using the complete procedure for semiautomatic classification described in Section V. The same experiments have been performed without the pre-and postprocessing operations, in order to assess the impact of those methods on the final outcome. Also, the impact of including the TI-weighted images in the input set was studied. The results of these experiments are reported in Table VI .
In order to further isolate the impact of the correction for spatial intensity variations, Table VI1 shows the same results  as Table IV , but calculated only on the data sets acquired with the GBS I1 scanner (i.e., images on which the intensity correction has been applied).
VI. DISCUSSION
The objective of the study described herein was to test the hypothesis that computer-aided methods can be developed to not only facilitate the quantitative analysis of MR images, but also reduce the intra-and interrater variability observed with a purely manual method. The study was aimed specifically at the quantitation of WML's because of their importance in clinical research studies and because their manual delineation is a feasible task, in contrast to the excessive time and labor requirements associated with the manual quantification of cerebrospinal fluid, white matter, and gray matter.
Three measures of agreement have been used to validate the results obtained with a semiautomatic classification system against manual measurements. These methods each provide a different insight in the comparison study, and the resulting values should be interpreted carefully, with the objectives of the study in mind.
The average total tissue area shows large differences between measurements. In the present study, one of the two raters consistently drew regions larger than the other rater when using the manual technique; however, this interrater difference virtually disappeared when the semiautomatic method was used. One should bear in mind though, that the average total area measure is biased towards slices with relatively large amounts of WML tissue, and consequently may not sufficiently reflect the agreement for slices with little Wh4L tissue. The fact that overall the semiautomatic area measurements were smaller than the manual ones is an effect we have encountered in most of our experiments: human operators tend to draw boundaries The correlation coefficient used to compare total tissue area over a series of slices reflects the linearity between the two measurements. This type of index is frequently used in studies investigating the relationship between different variables. Although this index is not biased towards large amounts of tissue like the average total area, we found it to be a misleading index of agreement because it is insensitive to both localization and consistent size differences between measurements. For instance, the consistent area difference between the second rater's manual measurements and the other measurements (see Table 11 ) is not reflected by the total area correlation coefficient. As a result, the average correlation coefficients for manual WML quantification shown in Table IV are high, despite the fact that, compared to the manual area measurements by rater 1, the average WML area manually measured by rater 2 was significantly larger and showed a larger intrarater difference.
The similarity index, based on the kappa statistic, reflects classification agreement on a pixel-by-pixel basis. As such, it reflects both size and localization agreement between different measurements. The results of this study show that, on average, the interrater similarity index was increased when the semiautomatic technique was used, which confirms the reduced interrater variability indicated by the comparison of average total areas. The average intrarater similarity index was slightly reduced, indicating a sensitivity of the segmentation procedure to the points selected to train the classifier.
Besides the comparison between manual and semiautomatic measurements, the impact of various pre-and postprocessing algorithms used in the semiautomatic analysis has also been studied. As shown in Table VI , the pre-and postprocessing algorithms, as well as the inclusion of the T1-weighted image, have a pronounced positive effect on the inter-and intrarater agreement. More importantly, Table VI shows that applying the pre-and postprocessing routines and including the TI-+ Rater 2 -Total weighted image is absolutely required to reach inter-and intrarater similarity values that are comparable to, or even better than, those obtained with manual delineation. From the preprocessing algorithms, the effect of intensity correction prior to classification is the most pronounced. This can be seen by comparing Tables VI and VII; Table VII , reflecting only the images to which the shading artifact correction was applied, shows a larger difference in the average similarity values before and after pre-and postprocessing. It also shows that the similarity value actually decreases when the algorithm designed for the elimination of false positive WML regions is applied without prior intensity correction. This phenomenon is due to the fact that the classification result can be so poor in the presence of severe intensity variations that the simple postprocessing rules fail.
The reduction of the interrater variability is important if one is to follow the evolution of lesions over long periods of time or perform large scale longitudinal studies. It is not suggested that the results obtained with the semiautomatic technique are more or less "correct" than the manual measurements: both raters worked under neuroradiologist's supervision and the results obtained with both methods were deemed acceptable visually. The important result of this study is that the semiautomatic method we have developed for the quantification of WML's significantly reduces the time required for the analysis of the images, while the operator variability of the method is similar to or lower than the variability obtained with manual region delineation. Although the results presented here have been obtained with only two raters and two repetitions per rater under supervision of a single neuroradiologist, the results are encouraging enough to warrant further study. Further validation studies should include more raters and more than one neuroradiologist to reflect differences in opinion about lesions among clinicians. Measuring the agreement between different image classifications can be seen as a reliability study in which a number of targets (the image pixels) are rated (classified) by different judges (the operators). A reliability measure known as the kappa coefficient ( K ) has been proposed for this type of study [27] , [29] - [31] . Kappa is a chance-corrected measure of agreement, defined by Po -Pc /$=-1 -P c in which po is the observed percentage of agreement (the percentage of targets rated the same by all raters) and p c is the percent agreement that would occur by chance alone. The denominator in this equation is a scale factor that allows K to fall in the interval (-m, 13. K = 1 indicates perfect agreement, K = 0 indicates agreement equal to pure chance, n < 0 implies that the agreement is less than chance alone. It is generally accepted that K > 0.7 indicates excellent agreement [27] .
Pixel-by-pixel classification agreement can be measured by regarding each pixel as a target which is labeled as either belonging to or not belonging to a specific tissue class. For 
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two raters and a dichotomous data set, this can be represented as shown in Table VIII .
In Table VIII , the diagonal elements indicate the number of targets (pixels) that have been assigned to the same class by both raters. The off-diagonal elements indicate the number of pixels assigned to different classes by the two raters. Thus, a + d is the number of targets for which the two raters agreed, while b + c is the number of targets for which they disagreed.
In this case, the observed agreement is a + d Po = -n (3) with n = a + b + c + d. The chance agreement p c is calculated under the assumption that the outcome of the rating of a target by one rater is completely independent from the rating of that target by the other rater. Since rater 1 and rater 2 assigned, respectively, a + c and a + b targets to the same class (+), the probability that a target is classified into this class by both raters is % . *. Similarly, the probability of agreement for the other class (-) is . %. As a result, we have Since the quantity a is the number of targets (pixels) rated positive by both raters (equal to the overlapping area of two classified regions), and b and c represent the number of targets rated positive by only one of the raters (equal to the nonoverlapping areas of two classified regions), it can be seen that (1) is identical to (6) , and thus that the similarity measure S is a special case of the kappa statistic. In [32] , it is also noted that (6) has been proposed as a measure of agreement on dichotomous data as early as 1945 [33] .
