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In [1] , we study the problem of storing reliably an archive of versioned data. In particular, we focus on back-end storage systems where the differences (deltas) between subsequent versions are stored rather than the whole objects -a typical model for storing versioned data. Reliability in back-end systems is usually derived by storing the data redundantly over a distributed storage network, so that despite the loss of individual storage devices, enough information is retained in the system to retrieve the original data. Specifically, redundancy can be obtained either by replicating the data, or by employing erasure coding techniques, which are known (see e.g. [2] ) to achieve better fault tolerance vis-a-vis storage overhead. This in turn has also led to a renewed interest in designing new erasure codes, aimed to address peculiarities of distributed storage systems [3] . Existing works on erasure codes for distributed storage systems are however predominantly geared towards storing immutable content, unlike the case of versioned data. The recent works which do focus on mutable content do so in the context of efficiently carrying out an update (see [4] and the references within), and thus focus only on the storage of the latest version of the data.
In contrast to these existing works, we address the question of efficient storage of versioned data and design a novel erasure coding framework called Sparsity Exploiting Coding (SEC) -where the version differences are erasure encoded, and the sparsity of information across versions is opportunistically exploited to optimize the system's (disk) I/O performance during retrieval of the versioned archive.
I. SYSTEM MODEL
We denote by x ∈ F k q a data object to be stored over a storage network, i.e., the data object is seen as a vector of k blocks taking value in the alphabet F q , where F q denotes the finite field with q elements, typically a power of 2. We consider the scenario of an erasure-code based distributed storage system, where fault tolerance is achieved using linear erasure codes. Recall that to archive an object x ∈ F k q , we first encode it using an (n, k) linear code, as
where G is an n × k matrix with coefficients in F q called generator matrix. Let x 1 ∈ F k q be the first version of a data object to be stored. The data owner may at any time decide to modify it, giving rise to a new version of this data object, denoted by x 2 ∈ F k q . More generally, a new version x j+1 is obtained from x j , and over time, we obtain a sequence {x j ∈ F k q , j = 1, 2, . . . , L < ∞} of different versions of a data object, to be stored in the network. The bit level modifications between two successive versions are modeled by
where z j+1 ∈ F k q keeps track of the changes in the j-th update. We assume fixed object length across versions to focus on the theoretical aspects of the proposed scheme.
From a back-end storage system view, we are interested in sequences {x j ∈ F k q , j = 1, 2, . . . , L < ∞} of data objects in their bit level representation, and exploit opportunistically the fact that often x j+1 and x j may have little differences at the bit level or said differently z j+1 in (2) is sparse, formally defined below.
Definition 1:
Once z j+1 ∈ F k q is γ j+1 -sparse, it suggests that it should be possible to access it more efficiently (with less I/O reads) than a normal data object. Indeed, the ideal case would be if one could only use γ j+1 I/O reads, since the other k − γ j+1 positions contain zeroes, without having to look for the nonzero positions. We will show in next section, by proposing an explicit coding strategy, that it is possible to reduce the number of I/O reads from k to 2γ j+1 I/O reads without the knowledge of the positions of the zeroes.
II. SPARSITY EXPLOITING CODING (SEC)
We propose an encoding strategy using an (n, k) linear erasure code which exploits the sparsity of the differences across updates, thus referred to as sparsity exploiting coding (SEC) . Note that the value γ j+1 may a priori vary across updates of the same object and across different objects, and that sparsity is exploitable only when γ j+1 < k 2 .
A. Object Encoding
The SEC method to encode the (j + 1)-th version x j+1 , 1 ≤ j ≤ L − 1, is formally given below:
Step j + 1. To encode the (j + 1)-th version, the difference vector z j+1 = x j+1 − x j and the corresponding sparsity level γ j+1 are computed. Then the object z j+1 is encoded as c j+1 = Gz j+1 , if γ j+1 < k 2 . Otherwise, it is encoded as c j+1 = Gc j+1 . Here, G is the generator matrix under design consideration. Finally, the n components of c j+1 are stored across a set of n nodes denoted by N j+1 .
The above description emphasizes the differential nature of the proposed SEC, where the first version is encoded in full while the subsequent versions are encoded via their differences. This leads to a recursive encoding of the object x L , whose overall storage pattern over {N 1 , N 2 , . . . , N L } is of the form {x 1 , z 2 , . . . , z L } provided γ j+1 < k 2 , ∀j ≤ L−1. For applications where the latest archived versions of the object are frequently accessed, a variant of the proposed SEC method could be employed where the order of storing the difference vectors is reversed as {z 2 , z 3 , . . . , z L , x L }, so as to favor the access of the latest version.
B. Object Retrieval with SEC
Suppose that L versions of a data object have been archived, and the user needs to retrieve x l for some 1 < l ≤ L where γ j+1 < k 2 , ∀j ≤ l − 1. We now discuss the procedure to retrieve the objects x 1 , z 2 , . . . , z l from N 1 , N 2 , . . . , N l . The recovery procedure depends on the structure of the generator matrix, and hence, we explain the procedure along with the design criteria for the generator matrix.
To retrieve x 1 , choose a subset of k nodes from N 1 to obtain y = G sub x 1 , where G sub ∈ F k×k q is a submatrix of G which is invertible, Then recover x 1 as x 1 = G −1 sub y. We need to make sure that such a submatrix always exists, which gives us a first design criterion:
• Criterion 1. There is at least one k × k submatrix of G that is full rank. The retrieval procedure for {z j+1 , 1 ≤ j ≤ l − 1} depends on the corresponding sparsity levels {γ j+1 , 1 ≤ j ≤ l − 1}. If γ j+1 < k 2 , choose a subset of 2γ j+1 nodes from N j+1 to obtain y = G γj+1 z j+1 , where G γj+1 ∈ F 2γj+1×k is a submatrix of G. This gives us our second code design criterion, which follows from [5] :
Proposition 1: If any 2γ columns of the 2γ × k matrix Φ are linearly independent, then it is possible to uniquely recover the γ-sparse vector z from Φz.
• Criterion 2. For every γ j+1 < k 2 , there is at least one 2γ j+1 × k submatrix of G for which any 2γ j+1 columns are linearly independent (to retrieve {z j+1 | γ j+1 < k 2 }). It is clear that a minimum of k I/O reads are needed to retrieve x 1 . However, to recover z j+1 for 1 ≤ j ≤ l − 1, the number of I/O reads is 2γ j+1 . In general, the total number of I/O reads to retrieve x l in the differential set up is
where l ≤ l corresponds to the most recent version such that γ l ≥ k 2 . Finally, since the decoding method is differential, the total number of I/O reads to retrieve the first l versions is
The inequality in the R.H.S of (4) indicates a potential reduction in the number of I/O reads to retrieve all the versions when compared with the non-differential method where each version is absolutely encoded.
C. I/O Benefits: An Illustrative Example
Consider storing L = 5 versions of an object with parameter k = 10 using a (20, 10) erasure code that satisfies the desired design criteria. Assuming x 1 itself is not sparse, let the sparsity levels of subsequent versions be {γ j+1 | 1 ≤ j ≤ 4} = {3, 8, 3, 6}. For the stored objects {x 1 , z 2 , x 3 , z 4 , x 5 }, the number of I/O reads to retrieve x 1 , z 2 , x 3 , z 4 , x 5 are 10, 6, 10, 6, 10, respectively. Hence, {η(x l ), 1 ≤ l ≤ 5} is {10, 16, 10, 16, 10}. The total I/O reads to recover all the 5 versions is 42 (instead of 50 for the non-differential method where each version is absolutely encoded).
III. FOR FURTHER READING
A missing ingredient in this extended abstract is the discussion on how the placement of the objects {x 1 , x 2 , · · · x L } should be done across the sets of nodes {N 1 , N 2 , · · · , N L } in order to increase the fault tolerance. This aspect has been investigated in detail in [1] . Other than the fault tolerance analysis, discussions on experiment results and directions of future work are also available in the full version.
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