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In this paper a nonparametric latent variable model is estimated without specifying the
underlying distributions. The main idea is to estimate in a first step a common factor
analysis model under the assumption that each manifest variable is influenced by at most
one of the latent variables. In a second step nonparametric regression is used to analyze
the relation between the latent variables. Theoretical results concerning consistency of
the estimates are presented, and the finite sample size performance of the estimates is
illustrated by applying them to simulated data.
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1. Introduction
Latent variable models provide statistical tool for explaining and analyzing underlying structure of multivariate data by
using the idea that observable phenomena are influenced by underlying factors which cannot be observed or measured
directly. They have applications in various areas including psychology, social sciences, education or economics, where
theoretical concepts such as intelligence, desirability or welfare cannot be measured directly but instead observable
indicators (or manifest variables) are given.
One possibility to fit latent variable models to data is to assume that the underlying distribution is Gaussian, and
therefore it is uniquely determined by its covariance structure. Then the maximum likelihood principle together with
structural assumptions on the underlying latent variable model can be used to fit the latent variable model to observed
data.
In contrast in this paper we try to avoid any assumption on the class of the underlying distributions. Given multivariate
random variables X and Y , we approximate them by linear combinations of suitable latent variables Z1 and Z2 and then use
nonparametric regression to study the relation between Z1 and Z2. In this way the whole procedure splits into two separate
problems: In a first step we fit a common factor analysis model to X and Y . And then we apply suitable nonparametric
regression techniques to analyze the relation between the latent variables in this model.
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The main trick in estimation of the common factor analysis model is to estimate the values of (Z1, Z2) in such a way that
the corresponding empirical distribution asymptotically satisfies the conditions that characterize the distribution of (Z1, Z2)
uniquely. This primarily requires independence of (Z1, Z2) of the random errors occurring in the manifest variables, and we
ensure this byminimizing some kind of distance between the empirical cumulative distribution function of all these random
variables and the product of the marginal cumulative distribution functions.
Our main theoretical result is that the empirical distribution of the estimated values of (Z1, Z2) converges weakly, with
probability 1, to the distribution of (Z1, Z2). We use this result to define the least squares estimates of the regression function
of (Z1, Z2). We show that our regression estimate is strongly consistent whenever the regression function is Lipschitz-
continuous and bounded. The finite sample size performance of our estimates is illustrated by applying them to simulated
data.
1.1. Discussion of related results
Surveys on latent variables and its applications can be found, e.g., in [1,2].
One way to determine latent variable models is the use of principal component analysis; see, e.g., Section 14.5 in Hastie,
Tibshirani and Friedman [3]. There the manifest variables are approximated by the best linear approximation of a given
rank. The obvious drawback is that in this case the sum of the latent variable and its random error is approximated. The
classical factor analysis model takes into account these random errors. If we assume that all random variables are Gaussian,
then the model can be fitted by maximum likelihood; see, e.g., Section 14.7 in Hastie, Tibshirani and Friedman [3]. In the
independent component analysis (described, e.g., in [4]) the latent variables are assumed to be independent, which resolves
any identifiability problem in the above approaches. However, this assumption is often not realistic in applications and
cannot be used in the context of regression estimation. Identifiability conditions for latent parameters in hidden Markov
models and random graph mixture models have been discussed in [5–7].
Independent factor analysis model which is often used for dimensionality reduction assumes that random variables are
generated by a linear model containing latent independent components and perturbed by an additive gaussian noise. The
density of observed variables has been estimated by a kernel estimate by Amato et al. [8]. A linear latent variable model
where observed variables depend linearly on unobservable latent variables has been analyzed in [9]. Under normality
assumption the covariance structure of the model is estimated by maximum likelihood and its asymptotic normality is
established. For ordered categorical data the latent variable model has been investigated by Breslaw and McIntosh [10]
and by Gebregziabher and DeSantis [11] for missing categorical data. It has been applied to finance by Bai and Ng [12].
A generalized linear latent variable model (GLLVM) has been estimated using Laplace approximation by Bianconcini and
Cagnone [13]. Similar model with semi-nonparametric specification of distribution of latent variables has been analyzed by
Irincheeva, Cantoni and Genton [14]. Bartolucci, Pennoni and Francis [15] considered latent Markov model and estimated
its parameters using EM algorithm and Bartolucci [16] applied it to detecting patterns of criminal activity.
A mixture of latent variables model was applied to clustering, classification and discriminant analysis; see [17].
Parsimonious Gaussian mixture models (PGMMs) are recently introduced model-based clustering techniques generalizing
mixtures of factor analyzers model and are based on a latent Gaussian mixture model. McNicholas [18] used PGMM and
Bayesian information criteria to perform model-based classification. A general latent variable model incorporating spatial
correlation and shifted dependencies has been analyzed by Christensen andAmemiya [19]. Colombo et al. [20] applied latent
variables to learning of high-dimensional acyclic graphs. In longitudinal data analysis one often encounters non-Gaussian
data. Hall et al. [21] used a latent Gaussian processmodel for prediction bymeans of functional principal component analysis
(PCA). The PCA approach has also been used to estimate latent variablemodels by Lynn andMcCulloch [22]. In amodelwhere
the number of manifest variables is the same for all latent variables, andwhere this number and the number of observations
of each of them increase, Bai and Ng [23] estimate the number of latent variables using an asymptotic principal component
analysis.
The previousworks on regression estimation in the context of latent variables were confined to parametricmodels, often
formulated with so-called structural equations models; for surveys, see, e.g., Skrondal and Rabe-Hesketh [2] or Schumacker
and Marcoulides [24]. In [25] a high-dimensional linear regression problem is considered, where a low dimensional latent
variable model determines the response variable. Principal component analysis is used to estimate the underlying latent
variables, and it is assumed that all variables have a Gaussian distribution. A generalization of Gaussian latent variable
models to the case that the manifest variables are indirect observations of normal underlying variables can be done via
generalized linear latent variable models; see, e.g., [26].
Our results generalize previously known results in so far that we do not need to impose any parametric structure on
the regression function considered and that we do not restrict the class of error distributions occurring in the model. Our
estimation of the common factor model is related to errors-in-variables models. In fact our estimation principle is based on
generalization of the uniqueness result for such models presented in [27].
Nonparametric regression estimation has been studied in the literature for a long time. The most popular estimates
for random design regression include kernel regression estimate (see, e.g., [28–33]), partitioning regression estimate (see,
e.g., [34,35]), nearest neighbor regression estimate (see, e.g., [36–39]), least squares estimates (see, e.g., [40]) or smoothing
spline estimates (see, e.g., [41]). The main theoretical results are summarized in the monograph by Györfi et al. [42]. To the
best of the authors’ knowledge, the application of nonparametric regression in the context of latent variables is new.
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1.2. Notation
Throughout this paperwe use the following notation: the sets of integers, rational numbers and real numbers are denoted
by N,Q and R, respectively. For k ∈ N and subsets B1, . . . , Bk of Rd we write
k
i=1
Bi = {(x1, . . . , xk) : ∀i∈{1,...,k} xi ∈ Bi}
for theCartesianproduct of the sets.1B is the indicator of the setB. IfX is anRd-valued randomvariable thenϕX (u) = E(eiu⊤X )
is its characteristic function. If Z is an R-valued random variable and p ≥ 1 then we say that Z is in Lp if E(|Z |p) < ∞. For
f : D → Rwe write
x = argmin
z∈D f (z)
provided that x ∈ D and f (x) = minz∈D f (z).
1.3. Outline
The estimate of the common factor analysis model is described in Section 2. In Section 3 we use techniques of
nonparametric regression to analyze the relationship between the latent variables. Section 4 illustrates the method by
applying it to simulated data. The proofs are given in Section 5.
2. Estimation of a common factor analysis model
In the sequel X and Y are RdX - and RdY -valued observable random variables (manifest variables). In order to analyze
the relation between X and Y we assume that they depend linearly on some hidden and unobservable variables Z1 and Z2,
where Z1 and Z2 are dZ1- and dZ2-dimensional random vectors, respectively. Here we assume dZ1 < dX and dZ2 < dY . More
precisely we assume that X and Y satisfy the following common factor analysis models:
X = AZ1 + ϵ (1)
and
Y = BZ2 + δ, (2)
where A and B are dX × dZ1 and dY × dZ2-dimensional matrices, respectively, and ϵ and δ are dX - and dY -dimensional
random vectors where all components are independent and have mean zero; furthermore we assume that (Z1, Z2), ϵ and
δ are mutually independent. Given a sample Dn = {(X1, Y1), . . . , (Xn, Yn)} of independent and identically distributed
copies of (X, Y ), we want to estimate A, B and the corresponding values of the latent variables Z1,i and Z2,i corresponding
to Xi and Yi(i = 1, . . . , n). In the next section we will apply nonparametric regression to the estimated sample
(zˆ1,1, zˆ2,1), . . . , (zˆ1,n, zˆ2,n)

of (Z1, Z2) in order to analyze the relation between Z1 and Z2.
In this section we describe how to estimate the common factor analysis model described by (1) and (2). Here we assume
that some a priori information on the structure of the matrices is given. More precisely, we assume a so-called simple
structure in terms of a single cause of variation (i.e., a single latent variable) for eachmanifest variables. The simple structure
idea was coined by Thurstone [43] as a principle of factor rotation to improve the interpretability of latent variables as
distinct attributes obtained from factor analytic procedures (for early discussions see, e.g., [44,45]).
In the meantime, the simple structure assumption plays an important (standard) role in the behavioral and social
sciences, see, e.g., [46], which typically assume/intend homogeneous, uni-dimensional measures of latent variables
(e.g., personality traits, competencies, attributes etc.). In other words, each of the components of the manifest variables
is influenced by at most one of the components of the latent variables. Although this assumption is a common aim of test
construction in the behavioral and social sciences,wehave to emphasize that it is also a limitation of the proposed procedure.
The simple structure assumption can be relaxed to a certain extent by other semi-parametric or parametric latent
variable modeling procedures (e.g., the Structural Equation Mixture Modeling approach, SEMM, [47]; the Latent Moderated
Structural Equations approach, LMS, [48]; see also below). However, given the simple structure assumption, each row of A
and B (as described by (1) and (2)) contains at most one nonzero entry. By rescaling the columns of the matrices and the
latent variables we can assume furthermore that one of the entries in each column is 1 (which enables us to show that
the model is uniquely defined, see Lemma 1). If this is true we can rewrite our model by (3) below, where we assume that
ℓ1, . . . , ℓdZ1
, k1, . . . , kdZ2 ≥ 3.
Here Z (1)1 , . . . , Z
(dZ1 )
1 are the components of Z1 and ℓi is the number of components of X influenced by Z
(i)
1 . Similarly,
Z (1)2 , . . . , Z
(dZ2 )
2 are the components of Z2 and kj is the number of components of Y influenced by Z
(j)
2 . Furthermore we set
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O = X1,1, . . . , X1,ℓ1 , . . . , XdZ1 ,1, . . . , XdZ1 ,ℓdZ1 , Y1,1, . . . , Y1,k1 , . . . , YdZ2 ,1, . . . , YdZ2 ,kdZ2 ,
AZ = 1Z (1)1 , a1,2Z (1)1 , . . . , a1,ℓ1Z (1)1 , . . . , 1Z (dZ1 )1 , adZ1 ,2Z (dZ1 )1 , . . . ,
adZ1 ,ℓdZ1
Z
(dZ1 )
1 , 1Z
(1)
2 , b1,2Z
(1)
2 , . . . , b1,k1Z
(1)
2 , . . . , 1Z
(dZ2 )
2 , bdZ2 ,2Z
(dZ2 )
2 , . . . , bdZ2 ,kdZ2
Z
(dZ2 )
2

,
E = (ϵ1,1, . . . , ϵℓ1,1, . . . , ϵ1,dZ1 , . . . , ϵℓdZ1 ,dZ1 , δ1,1, . . . , δk1,1, . . . , δ1,dZ2 , . . . , δkdZ2 ,dZ2 ).
Then our model can be rewritten as follows:
O⊤ = AZ⊤ + E⊤. (3)
In order to simplify the notation we assume throughout that dZ1 = dZ2 = 1. Set
Osimple =

X (1), . . . , X (d), Y (1), . . . , Y (ℓ)

,
AZsimple = (1Z1, a2Z1, . . . , adZ1, 1Z2, b2Z2, . . . , bℓZ2) ,
Esimple = (ϵ1, . . . , ϵd, δ1, . . . , δℓ) .
Consequently we can rewrite the model (1) and (2) in the following form:
O⊤simple = AZ⊤simple + E⊤simple (4)
where we assume that the coefficients are all nonzero, that d, ℓ ≥ 3, and that Z1, Z2, ϵ1, . . . , ϵd, δ1, . . . , δℓ are real random
variables with the property that (Z1, Z2), ϵ1, . . . , ϵd, δ1, . . . , δℓ are independent and that satisfy E(ϵj) = E(δk) = 0.
Our first result shows that under the additional assumption that the characteristic function of
(X, Y ) = (X (1), . . . , X (d), Y (1), . . . , Y (ℓ))
does not vanish at any point the distribution of (X, Y ) determines uniquely the (joint) distribution of all other random
variables occurring in the above model.
Lemma 1. Assume that in the model (4) the random variables X (1), . . . , X (d), Y (1), . . . , Y (ℓ) are in L2, that Z1, Z2, ϵ1, . . . , ϵd, δ1,
. . . , δℓ are in L1, that (Z1, Z2), ϵ1, . . . , ϵd, δ1, . . . , δℓ are independent, that
E(ϵ1) = s = E(ϵd) = E(δ1) = s = E(δℓ) = 0,
that E(Z2k ) > 0 (k ∈ {1, 2}) and that a2, . . . , ad, b2, . . . , bℓ ∈ R and d, ℓ ≥ 3 and a2 ≠ 0, a3 ≠ 0, b2 ≠ 0 and b3 ≠ 0. Assume
furthermore, that the characteristic function of (X, Y ) does not vanish at any point. SetAZ simple = (1Z˜1, a˜2Z˜1, . . . , a˜dZ˜1, 1Z˜2, b˜2Z˜2, . . . , b˜ℓZ˜2),
E˜simple = (ϵ˜1, . . . , ϵ˜d, δ˜1, . . . , δ˜ℓ).
If Z˜1, Z˜2, ϵ˜1, . . . , ϵ˜d, δ˜1, . . . , δ˜ℓ are in L1, a˜2, . . . , a˜d, b˜2, . . . , b˜ℓ are in R and Z˜1, . . . , b˜ℓ satisfy
O⊤simple = AZ⊤simple + E˜⊤simple
where the equality above holds in distribution,
E(ϵ˜1) = s = E(ϵ˜d) = E(δ˜1) = s = E(δ˜ℓ) = 0
and (Z˜1, Z˜2), ϵ˜1, . . . , ϵ˜d, δ˜1, . . . , δ˜ℓ are independent, then a˜j = aj (j = 1, . . . , d), b˜k = bk (k = 1, . . . , ℓ), P(Z˜1,Z˜2) =
P(Z1,Z2), Pϵ˜1 = Pϵ1 , . . . , Pϵ˜d = Pϵd and Pδ˜1 = Pδ1 , . . . , Pδ˜ℓ = Pδℓ .
Hence under the above assumptions a2, . . . , ad, b2, . . . , bℓ, and the distributions of (Z1, Z2), ϵ1, . . . , ϵd, δ1, . . . , δℓ are
uniquely determined by the distribution of (X, Y ).
Remark 1. In case d = 2 and ℓ = 2 the model (4) is not unique. For instance, if Z, ϵ1 and ϵ2 are independent normally
distributed with mean zero, then the distribution of (X1, X2)⊤ = (Z + ϵ1, aZ + ϵ2)⊤ does not uniquely determine the
distribution of Z, ϵ1, ϵ2. For instance, take a = 1, Z ∼ N (0, 1), ϵ1 ∼ N (0, 1), ϵ2 ∼ N (0, 4) or a = 4, Z ∼ N (0, 1/4), ϵ1 ∼
N (0, 7/4), ϵ2 ∼ N (0, 1). By computing covariance matrices it is easy to see that in both cases the distributions of (X1, X2)
are the same.
Remark 2. A generalization of the proof of Lemma 1 shows that if we assume the model (3) in case dz1 > 1 or dz2 > 1,
then our independence assumption together with the assumption that the characteristic function does not vanish imply
that the distribution of (X, Y ) uniquely determines the joint distribution of all other variables occurring in the model and
all coefficients ai,ℓ and bj,k.
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In the sequel we want to estimate the above latent variable model from the independent and identically distributed
observations (X1, Y1), . . . , (Xn, Yn).
The crucial propertywhich allowsus to show that the abovemodel is uniquely determined is independence of the random
variables. In the sequel we use this property for estimation of themodel by determining estimates of the values of the latent
variables in such away that the corresponding empirical distributions satisfy asymptotically this independence assumption.
We start with definition of the estimate of the above model by estimating the coefficients aj and bk. Here we use
a2 = E{X
(2)X (3)}
E{X (1)X (3)} , aj =
E(X (2)X (j))
E(X (1)X (2))
b2 = E{Y
(2)Y (3)}
E{Y (1)Y (3)} , bk =
E(Y (2)Y (k))
E(Y (1)Y (2))
for j, k > 2; see the proof of Lemma 1. We also set aˆ1 = bˆ1 = 1 and, for j, k > 2,
aˆ2 =
n
i=1
X (2)i X
(3)
i
n
i=1
X (1)i X
(3)
i
, aˆj =
n
i=1
X (2)i X
(j)
i
n
i=1
X (1)i X
(2)
i
and
bˆ2 =
n
j=1
Y (2)j Y
(3)
j
n
j=1
Y (1)j Y
(3)
j
, bˆk =
n
j=1
Y (2)j Y
(k)
j
n
j=1
Y (1)j Y
(2)
j
.
Next we try to determine estimates (zˆ1,i, zˆ2,i) of (Z1,i, Z2,i) for i = 1, . . . , n. As soon as such estimates are available, we
also have estimates of the values of ϵj = X (j) − ajZ1 and δk = Y (k) − bkZ2, namely
ϵˆj,i = X (j)i − aˆjzˆ1,i and δˆk,i = Y (k)i − bˆkzˆ2,i
(i = 1, . . . , n), so we have available an estimated sample of the joint distribution of ((Z1, Z2), ϵ1, . . . , ϵd, δ1, . . . , δℓ).
The basic idea is to consider the empirical distribution µn belonging to this estimated sample and to determine the
estimates of the values of the latent variables in such a way that this empirical distribution satisfies approximately the
independence condition of Lemma 1 and E(ϵj) = E(δk) = 0 which ensure uniqueness of the latent variable model.
More precisely, for values κ1, . . . , κn in Rp let µn,κn1 be the empirical distribution of κ1, . . . , κn, i.e., for B ⊆ Rp, set
µn,κn1
(B) = 1
n
n
i=1
1B(κi).
Let µˆ
(zˆ1,zˆ2)n1
n be the empirical distribution corresponding to the pseudo-sample defined, for each i ∈ {1, . . . , n}, by
((zˆ1,i, zˆ2,i), ϵˆ1,i, . . . , ϵˆd,i, δˆ1,i, . . . , δˆℓ,i)
= ((zˆ1,i, zˆ2,i), X (1)i − aˆ1zˆ1,i, . . . , X (d)i − aˆdzˆ1,i, Y (1)i − bˆ1zˆ2,i, . . . , Y (ℓ)i − bˆℓzˆ2,i)
i.e.,
µˆ
(zˆ1,zˆ2)n1
n = µn,((zˆ1,zˆ2),ϵˆ1,...,ϵˆd,δˆ1,...,δˆℓ)n1 .
The distribution µ of ((Z1, Z2), ϵ1, . . . , ϵd, δ1, . . . , δℓ) satisfies
µ

1+d+ℓ
i=1
Bi

= µ

B1 ×
1+d+ℓ
j=2
R

1+d+ℓ
i=2
µ

R2 ×
i−1
j=2
R× Bi ×
1+d+ℓ
j=i+1
R

for any B1 ∈ B2, B2 ∈ B, . . . , B1+d+ℓ ∈ B because of the independence assumption, where B and B2 denote the Borel
σ–field in R and in R2, respectively. It follows from the Carathéodory’s extension theorem that if this relation holds for
all intervals of the form (−∞, x], then µ has independent components. We choose our estimated values such that this is
approximately true for the empirical distribution µˆ
(zˆ1,zˆ2)n1
n . More precisely, we choose µˆ
(zˆ1,zˆ2)n1
n such that
µˆ
(zˆ1,zˆ2)n1
n

1+d+ℓ
i=1
Bi

− µˆ(zˆ1,zˆ2)n1n

B1 ×
1+d+ℓ
j=2
R

1+d+ℓ
i=2
µˆ
(zˆ1,zˆ2)n1
n

R2 ×
i−1
j=2
R× Bi ×
1+d+ℓ
j=i+1
R

≈ 0
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holds for suitably chosen sets B1, . . . , B1+d+ℓ ∈ B. In order to be able to compute the estimate, we use here a sigmoidal
approximation of the indicator function of an interval.
More precisely, we choose a continuous sigmoidal function σ : R → R, i.e., a continuous monotone function σ : R →
[0, 1] satisfying σ(x)→ 0 as x →−∞ and σ(x)→ 1 as x →∞, probability weights (pr)r∈N, αr,1, αr,2, βr,j, γr,k ∈ Q such
that
Q2+d+ℓ = {(αr,1, αr,2, βr,1, . . . , βr,d, γr,1, . . . , γr,ℓ) : r ∈ N}
and Nn ∈ N satisfying Nn →∞(n →∞), and define, for each i ∈ {1, . . . , n}, (zˆ1,i, zˆ2,i) as the value which minimizes
Tn =
Nn
r=1
1n
n
i=1
σ {−n(z1,i − αr,1)}σ {−n(z2,i − αr,2)}
d
j=1
σ {−n(ϵj,i − βr,j)}
ℓ
k=1
σ {−n(δk,i − γr,k)}
− 1
n
n
i=1
σ {−n(z1,i − αr,1)}σ {−n(z2,i − αr,2)}
d
j=1
1
n
n
i=1
σ {−n(ϵj,i − βr,j)}
ℓ
k=1
1
n
n
i=1
σ {−n(δk,i − γr,k)}
2pr
+
d
j=1

1
n
n
i=1
ϵj,i
2
+
ℓ
k=1

1
n
n
i=1
δk,i
2
with respect to (z1,i, z2,i) subject to the constraints
1
n
n
i=1
z21,i ≤ 1+
1
n
n
i=1
(X (1)i )
2 and
1
n
n
i=1
z22,i ≤ 1+
1
n
n
i=1
(Y (1)i )
2, (5)
where
ϵj,i = X (j)i − aˆjz1,i and δk,i = Y (k)i − bˆkz2,i.
Our main result is the following theorem.
Theorem 1. Assume that the assumptions of Lemma 1 are satisfied, and let the estimate µˆ
(zˆ1,zˆ2)n1
n of the distribution µ of
((Z1, Z2), ϵ1, . . . , ϵd, δ1, . . . , δℓ) be defined as above. Then, with probability 1,
µˆ
(zˆ1,zˆ2)n1
n → µ weakly,
i.e., as n →∞, µˆ(zˆ1,zˆ2)n1n (A)→ µ(A) for all sets A such that the boundary ∂A satisfies µ(∂A) = 0.
Remark 3. It is straightforward to extend our estimate to the case of model (3) with dZ1 > 1 or dZ2 > 1. In order to es-
timate the coefficients ar,s and br,s in (3), one replaces in definition of aˆj and bˆk the random variables X (1), X (2), X (3) and
Y (1), Y (2), Y (3) by Xr,1, Xr,2, Xr,3 and Yr,1, Yr,2, Yr,3, respectively. In order to estimate the values of latent variables one just
needs to replace the empirical distribution of ((zˆ1,i, zˆ2,i), ϵˆ1,i, . . . , ϵˆd,i, δˆ1,i, . . . , δˆℓ,i) by the empirical distribution of the vec-
tor of all latent variables and all estimated error terms in model (3) and adjust the definition of Tn.
Remark 4. In our definition of the estimate weminimize Tn subject to constraint (5). It follows from the proof of Theorem 1
that we can impose even more restrictions in the above minimization problems, as long as the values of the latent variables
satisfy them with probability 1 for large n. For instance, in the next section we will assume E(|Y (1)|4) <∞. Since Z2 and δ1
are independent, Y (1) = Z2 + δ1 and E(δ1) = 0, this implies
E{|Y (1) − E(Y (1))|4} = E{|Z2 − E(Z2)+ δ1|4} ≥ E{|Z2 − E(Z2)|4},
hence
E(Z42 ) ≤ 24E{(Z2 − EZ2)4} + 24|E(Y (1))|4
≤ 256E(|Y (1)|4)+ 272|E(Y (1))|4.
Consequently, if we impose in this case the additional constraint
1
n
n
i=1
zˆ42,i ≤ 1+ 256
1
n
n
i=1
(Y (1)i )
4 + 272

1
n
n
i=1
Y (1)i
4
(6)
in the above minimization problem, then the assertion of Theorem 1 still holds.
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3. Estimation of the regression function corresponding to latent variables
In this section we estimate the regression function corresponding to the latent variables Z1 and Z2 in model (4), i.e., we
estimate
m : R→ R, m(x) = E(Z2|Z1 = x),
from the data Dn = {(X1, Y1), . . . , (Xn, Yn)}. The basic idea is to use the data as in Section 2 to construct the sample
(zˆ1,1, zˆ1,2), . . . , (zˆn,1, zˆn,2) of (Z1, Z2) and to apply a regression estimate to this data.
By Theorem 1 we know that in case that we assume that all occurring random variables are bounded
1
n
n
i=1
|zˆi,2 − f (zˆi,1)|2 − E|Z2 − f (Z1)|2 =

|z2 − f (z1)|2dµˆ(zˆ1,zˆ2)n −

|z2 − f (z1)|2dµ→ 0
a.s. for all bounded and continuous functions f : R → R. We will see in the proof of Theorem 2 that when we impose
the additional constraint (6) in the definition of our estimate, then this result also holds for unbounded random variables
provided that E(|Y (1)|4) <∞.
Since
E{|Z2 −m(Z1)|2} = min
f :R→R E{|Z2 − f (Z1)|
2}
(see, e.g., Section 1.1 in Györfi et al. [42]) this motivates to estimate the regression function m by the well-known least
squares estimate
mn() = argmin
f∈Fn
1
n
n
i=1
|zˆi,2 − f (zˆi,1)|2, (7)
whereFn is a suitable defined set of functions consisting of continuous and bounded functions f : R→ R depending on the
sample size n. For notational simplicity we assume here and in the sequel that the minimum above exists. Our main result
is the following theorem.
Theorem 2. Assume that in the model (4) the random variables Z1, Z2, ϵ1, . . . , ϵd, δ1, . . . , δℓ are in L1, that (Z1, Z2), ϵ1, . . . , ϵd,
δ1, . . . , δℓ are independent, that
E(ϵ1) = s = E(ϵd) = E(δ1) = s = E(δℓ) = 0,
that E(Z2k ) > 0 (k ∈ {1, 2}) and that a2, . . . , ad, b2, . . . , bℓ ∈ R and d, ℓ ≥ 3 and a2 ≠ 0, a3 ≠ 0, b2 ≠ 0 and b3 ≠ 0. Assume
furthermore that the characteristic function of (X, Y ) does not vanish at any point, that X (1), . . . , X (d), Y (1), . . . , Y (ℓ) are in L2
and that E(|Y (1)|4) <∞.
Let Fn be sets of functions f : Rd → R which are bounded by some constant L > 0 and assume that
∞
n=1
Fn is an equicontinuous set of functions. (8)
Let the least squares estimate mn be defined as above, where we impose the condition (6) as an additional constraint in the
minimization problem. If, as n →∞,
inf
f∈Fn

|f (x)−m(x)|2PZ1(dx)→ 0 (9)
then 
|mn(x)−m(x)|2PZ1(dx)→ 0 a.s.
In the sequel we choose Fn as a suitably defined space of polynomial splines and show that in the case of bounded and
Lipschitz continuous regression functions the corresponding least squares estimate (7) is strongly consistent.
LetM ∈ N be arbitrary. For j ∈ Z and K ∈ N let BKj,M : R→ R be the B-spline with degreeM , knot sequence {i/K : i ∈ Z}
and support [j/K , (j+M + 1)/K ]; see, e.g., [49,50] or Chapter 14 in Györfi et al. [42]. One well-known property of B-splines
is that they are nonnegative and sum up to one (see de Boor [49, pp. 109,110]). Furthermore,
K−1
i=−M
aiBKi,M : ai ∈ R

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is on [0, 1] equal to the set of all piecewise polynomials of degree M with respect to a partition of [0, 1] consisting of K
equidistant intervals, which are (M − 1)–times continuously differentiable on [0, 1]. For Kn ∈ N, c1 > 0 and c2 > 0 set
Fn =

Kn−1
j=−M
ajB
Kn
j,M : |aj − aj−1| ≤
c1
Kn
and |aj| ≤ c2 (j ∈ Z)

(10)
and define the estimatemn by (7). Then the following result holds.
Corollary 1. Assume that the assumptions of Theorem 1 are valid, and, in addition, that m(x) = E(Z2|Z1 = x) is Lipschitz
continuous and bounded in absolute value. Assume furthermore that Z1 ∈ [0, 1] a.s. and that we enforce in the definition of the
estimate in Section 2 zˆi,1 ∈ [0, 1] for all i ∈ {1, . . . , n}. Let the least squares estimate mn be defined as in Theorem 2 for some
Kn > 0 satisfying Kn →∞ as n →∞. Then for c1 and c2 sufficiently large we have
|mn(x)−m(x)|2PZ1(dx)→ 0 a.s.
Proof. The functions in Fn are Lipschitz continuous with Lipschitz constant c1 (see, e.g., Lemma 14.6 in Györfi et al. [42]),
hence ∪∞n=1 Fn is equicontinuous. Furthermore, they are all bounded in absolute value by L (see, e.g., Lemmas 14.2 and 14.4
in Györfi et al. [42]). The result follows from Theorem 2, given that as n →∞,
inf
f∈Fn

|f (x)−m(x)|2PZ1(dx) ≤ inff∈Fn supx∈[0,1] |f (x)−m(x)|
2 → 0,
which follows because ofm Lipschitz continuous and c1 and c2 sufficiently large from Kn →∞ as n →∞; see, e.g., Györfi
et al. [42, p. 271]. 
Remark 5. Any application of the above estimate requires a data-dependent choice of all parameters of the functions space,
in particular of the bounds on the coefficients and the differences of the coefficients. One way of doing this is to use splitting
of the sample. It is an open problem whether in this case the above consistency result still holds or (in case that it is not
valid) whether there exists another method for a data-dependent choice of the parameters leading to consistent estimates.
Remark 6. If we estimate in Remark 3 a latent variable model where dZ1 > 1, we can use the tensor product splines
(see, e.g., Chapter 15 of Györfi et al. [42]) to estimate the multivariate regression function corresponding to Z1 and Z2 in
an analogous way as before. This approach typically suffers from the curse of dimensionality, but following Stone [51,52]
we can impose additional constraints on the structure of the regression function in order to get good results even for large
values of dZ1 .
4. Application to simulated data
4.1. Aim of simulation studies and selected approaches
This section describes three simulation studies that compare the proposed nonparametric approachwith two alternative
approaches and show the capability of a multidimensional estimation, respectively. The aim of the simulations studies
is to examine the robustness of the approaches in the context of varying regression functions and varying non-normal
distributions when nonlinear relations of the latent variables are approximated.
As one alternative approach, the parametric Latent Moderated Structural Equations approach (LMS) was applied as
described by Klein andMoosbrugger [48]. The LMS approach is the standard procedure in the social and behavioral sciences
when models involving products of latent variables (i.e., polynomials of second degree) are estimated. LMS is capable of
estimating simple parametric relations between latent variables involving latent product terms (e.g., Z2 = α+γ1Z1+γ2Z21+
η). Assuming normally distributed predictor variables (here Z1), LMS provides maximum likelihood parameter estimates
of the model. The key idea is to approximate the likelihood of the non-normally distributed indicator vector (which is
always non-normally distributed due to the latent product term) by a finite mixture of conditionally normal distributions.
Thereby, the latent variable (here Z1), which is involved in the product term, is used as the conditioning variable. Using
the expectation–maximization algorithm (EM; [53]) the likelihood is maximized; for technical details see [54,48]. When
normally distributed latent predictor variables are given andwhen the parametric relationshipwith simple product terms is
correctly specified, LMS is known to produce unbiased, consistent, aswell as efficient parameter estimates [55,48]. Especially
in the second simulation study, in which simple polynomial quadratic effects were given, LMS served as a comparative
method. LMS is implemented as a standard routine in the commercial Mplus software (XWITH command; [56]).
As the second alternative approach, the semi-parametric Structural Equation Mixture Modeling approach (SEMM)
described in [47,57,58] was selected. The SEMM approach uses mixtures of linear structural equation models (e.g., Z2g =
γ1gZ1g+ηg for a component g) to approximate the unknownnon-linear relationship of the latent variables.While parametric
non-linear latent variable approaches (such as LMS) specify the functional form of their relationship a priori, the SEMM
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approach does not require assumptions about the functional form. Only linearity of the latent variables within each
component g is assumed. The total number of components (G) is not set a priori. The SEMM approach starts with estimating
only one mixture component and iteratively increases the number of components for the next model after a solution was
obtained (again, using the EM algorithm). Models with varying numbers of linear mixture components are compared using
information criteria (AIC or BIC). Altogether, the SEMM approach does not require the assumption of normally distributed
latent predictor and outcome variables and disturbances. It allows for a simultaneous flexible approximation of non-linear
latent variable relationships (with one latent predictor and one latent outcome variable) and non-normal distributions of the
latent variables by aggregating over the (linear) mixture components. Due to this aggregation of the mixture components,
the SEMM approach has the limitation that a separate approximation of non-linearity and non-normality is not possible;
for a discussion see [47]. By now, there has been one simulation study by [59] showing that the SEMM approach has a
better performance than the LMS approach, when the functional form of the regression function is not a typical polynomial
relationship with simple product terms of the latent variables. When all assumptions of the LMS approach (see above) are
met, the LMS approach provides unbiased, efficient, and consistent estimates.
In the end the properties of the discussed approaches can be summarized as follows: LMS is a parametric approachwhich
approximates the non-normal likelihood of the indicator vector using a finite mixture procedure. It assumes product terms
of the latent variables in a polynomial regression function of the second order and normally distributed latent predictor
variables. SEMM is a flexible semi-parametric mixture structural equation modeling approach. The mixtures of linear
structural equation models are used to approximate simultaneously the non-linearity and non-normality. Although the
proposed SEMMapproachwas able to handle only one-dimensional predictor variables, its extension to themultivariate case
is straightforward (andwe have extended the SEMMapproach in our third simulation study in this way). The nonparametric
approach is not a mixture approach to non-normality and non-linearity of the latent variables. As a two-step procedure,
estimation of the (non-) normal latent variables and estimation of the latent non-linear relationship are separated. As a
result, fewer assumptions about distributions and functional forms are imposed by the proposed nonparametric approach.
However, one limitation of the proposed nonparametric approach, i.e., the assumption of a simple structure of the loading
coefficients in the measurement models (see (1) and (2)), can be relaxed in the LMS and the SEMM approach. They are
both to some extent capable of cross-loadings on their predictor sides. In other words, the coefficient matrix A cannot
be estimated completely free (with all elements being free parameters) which would result in local identification issues.
However, the capability of specifying cross-loadings offers a flexibility in the case of heterogeneous measures for the LMS
and the (extended) SEMM approaches.
The SEMM approach with G components was implemented in the Mplus software [56] as described by Bauer [47] and
Pek et al. [58]. According to Bauer [47] and Bauer et al. [57], for each replication per condition 500 random starting values
were generated and maximum likelihood estimates were obtained. The solution with the highest likelihood was selected.
The smoothed regression function valueswere obtained from the estimates. For each replication, the number of components
G was determined by fitting models with an increasing number of components. The AIC and BIC information criteria were
used to select the number of components. For each criterion separately, the number of components was increased until a
minimum was achieved. Bauer et al. [57] stated that the AIC criterion might be better for indirect applications of SEMM
for model selection (which generally favors more classes when components are used as an approximation device). The BIC
could be used for the detection of the true number of components in direct applications.
The proposed nonparametric approach was implemented in MATLAB.1 The first step after estimating aˆ and bˆ was to
calculate zˆ1 and zˆ2 by minimizing Tn using an interior-point method; see, e.g., [60]. To find a starting point, a constant
linear regression was applied to (aˆ1, X1i ), . . . , (aˆd, X
d
i ) and (bˆ1, Y
1
i ), . . . , (bˆd, Y
ℓ
i ), respectively (i = 1, . . . , n). The number
of summands Nn was taken as n1/3 and pr = 1/Nn. The probability weights αr , βr,d, and γr,ℓ(r = 1, . . . ,Nn)were randomly
generated, each having standard normal distribution. Since the given problem is nonconvex it is possible that the interior-
point method does not find the global minimum, but rather a local minimum. To handle this problem the optimization can
be carried out with several distinct starting points. They could simply be chosen by setting
zˆ1,i =

n+
n
i=1
(X (1)i )
2
1/2
and zˆ2,i =

n+
n
i=1
(Y (1)i )
2
1/2
for arbitrary i ∈ {1, . . . , n}. If it does not fit the additional constraint (6) one could subtract the necessary value to
fulfill it. These choices however could greatly increase the duration of the optimization process. If the values found during
optimization do not differ (within the range of 0.2%) it is plausible to assume that the given solution is the global optimum
and if they differ the solutionwith the lowest value is chosen. As soon as theminimumof Tn was reached, the newprobability
weights were randomly chosen and theminimumwas recomputed. The process was repeated several times. As long as new
random parameters did not significantly ameliorate the minimum, the first choice was assumed to be reliable. In the next
step, nonparametric regression based on B-splines was used to estimate the relation between the latent variables.
1 The code can be downloaded from https://github.com/tifasch.
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4.2. Design of the simulation studies and data generation
4.2.1. Simulation study 1
In the first simulation study, the latent predictor variable Z1 was uniformly distributed on [0, 1]. The relation between
the latent variables (Z1 and Z2) was given by three different regression functions:
Z2 = sin(2πZ1)+ 0.75 η (11)
Z2 = 15 e
5Z1 − 25 Z31 + 0.75 η (12)
Z2 = 15Z1 + 1 + sin(5 Z1)+ 0.75 η, (13)
with η ∼ N (0, 1). The three regression functions are later referred to as sin2pi, exp, and sin functions, respectively.
Each latent variable was represented by three observed variables, which were generated according to the following
measurement models:
Xi = aiZ1 + 0.15ϵi (14)
Yi = biZ2 + δi (15)
i = 1, 2, 3, where a = (1, 1.3, 1.8) and b = (1, 1.1, 1.7). Random variables ϵi and δi are independent and have standard
normal distribution. The sample size was set equal to N = 400. For each of the three regression functions, 200 data sets
were generated. The SEMM approach, the LMS approach, and the proposed nonparametric approach were applied to the
data.
4.2.2. Simulation study 2
In the second simulation study, we examined the robustness of the approaches for varying degrees of non-normality
of the latent predictor variable Z1. Non-normality of the latent predictor variable Z1 was induced using the Vale and
Maurelli [61] method. Three conditions of univariate skewness and kurtosis were selected for the latent predictor variable
(in linewith the values used by Curran et al. [62]): (a) normalitywith skewness 0 and kurtosis 0, (b)moderate non-normality
with skewness 2 and kurtosis 7, and (c) strong non-normality with skewness 3 and kurtosis 21.
The relation between the latent variables (Z1 and Z2) was given by the following regression function (see [57]):
Z2 = 5− .5 Z21 + η, (16)
where E(Z1) = 0, var(Z1) = 1 and η ∼ N (0, .5).
Each latent variable (Z1 and Z2) was represented by three observed variables, which were generated according to the
following measurement models:
Xi = Z1 + ϵi (17)
Yi = Z2 + δi (18)
i = 1, 2, 3. Again, ϵi and δi are independent standard normal random variables. The sample size was varied at three levels
(N = 250, 500, and 1000). For each of the resulting nine conditions, 250 data sets (replications) were generated. The SEMM
approach, the LMS approach, and the proposed nonparametric approach were applied to the data.
4.2.3. Simulation study 3
In the third simulation study, the latent predictor variable Z1 = (Z11, Z12)⊤ was chosen two-dimensional (with two
independent latent components Z11 and Z12). The two latent predictor variables Z11 and Z12 were either both uniformly
distributed on [0, 1] or both standard normally distributed, to show that the nonparametric approach works in both cases.
The relation between the latent variables (Z1 and Z2) was given by two different regression functions:
Z2 = Z11 sin(Z211)− Z12 sin(Z212)+ 0.15 η (19)
Z2 = 41+ 4(Z11 − 0.5)2 + 4(Z12 − 0.5)2 + 0.15 η, (20)
with η ∼ N (0, 1). The two regression functions are later referred to as sin2dim and quad, respectively.
Each latent variable (Z11, Z12 and Z2) was represented by observed variables, which were generated according to the
following measurement models:
X1,i = a1,iZ11 + 0.15 ϵ1,i (21)
X2,j = a2,jZ12 + 0.15 ϵ2,j (22)
Yi = biZ2 + 0.2 δi (23)
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Table 1
Results for the simulation studywith varying regression functions and a uniform distribution
of Z1 .
sin2pi exp sin
Bias N_PAR 0.099 0.466 0.042
AIC 1.004 1.327 1.031
BIC 0.593 1.327 0.647
LMS 1.041 3.247 2.357
SD N_PAR 0.165 0.249 0.160
AIC 0.656 0.225 0.942
BIC 1.076 0.225 1.002
LMS 0.325 0.683 0.346
RMSE N_PAR 0.192 0.528 0.166
AIC 1.200 1.346 1.192
BIC 1.229 1.346 1.396
LMS 1.090 3.318 2.382
Note. N_PAR = nonparametric approach; AIC = SEMM approach with AIC; BIC = SEMM
approach with BIC; LMS = Latent Moderated Structural Equations approach. sin2pi
represents the sinusoidal function in Eq. (11). exp represents the exponential function in Eq.
(12). sin represents the sinusoidal function in Eq. (13). The lowest values of bias, SD, and RMSE
are bolded within each case (column).
i = 1, 2, 3 and j = 1, 2, 3, 4, where a1 = (1, 1.3, 1.8), a2 = (1, 1.5, 2, 1.3) and b = (1, 1.1, 1.7). Random variables ϵ1,i, ϵ2,j
and δi were independent and had standard normal distributions.
The sample size was set equal to N = 500. For each of the two regression functions, 200 data sets were generated. The
SEMM approach, the LMS approach, and the proposed nonparametric approach were applied to the data.
4.3. Results of the simulation studies
4.3.1. Simulation study 1
Table 1 presents the bias, standard deviation (SD) and rootmean square error (RMSE) of the regression function estimates
for the three different conditions. For an easier interpretation the lowest values for each condition (in columns) are bolded.
The results can be summarized as follows: First, the nonparametric approach showed a lower bias in all cases than the
SEMM approach and the LMS approach. The SEMM approach performed better than the LMS approach in two cases (exp
and sin).
Second, in the two cases where the regression functions sin2pi and sin were used, the lowest values for the SD were
achieved with the nonparametric approach. Higher values were obtained with the SEMM approach for these functions. The
parametric LMS approach showed the second best SD values. In the case where the exponential (exp) regression function
was used, the best SD values were obtained with the SEMM approach. The nonparametric approach showed SD values close
to the SD values of the SEMM approach. Highest SD values were obtained with the LMS approach.
Third, the nonparametric approach showed the smallest RMSE for all functions (because the difference between the SD
for the exponential function was small compared with the bias). In the sin2pi case, the LMS approach showed a slightly
better RMSE value than the SEMM approach. The SEMM approach was better than the LMS approach in the exp and sin
cases.
4.3.2. Simulation study 2
In this paragraph, wewill present the results of the simulation study, in which the amount of non-normality of the latent
predictor variable Z1 (and the sample size) was varied. Furthermore, a second order polynomial model (with quadratic
effects) was the true model (see Eq. (16)).
First, with a normally distributed latent predictor Z1 (skewness 0 and kurtosis 0), Table 2 shows the bias, standard
deviation (SD), and root mean square error (RMSE) of the regression function estimates for the three sample sizes (N =
250, 500 and 1000). For an easier interpretation the lowest values for each case (in columns) are bolded. The results can
be summarized as follows: As can be expected the parametric LMS approach produced unbiased estimates of the quadratic
regression function, because all assumptions (correct specifications) of the LMS approach met the true model. Furthermore,
LMS showed the lowest RMSE values across the three sample sizes. The nonparametric approach showed slightly better bias
and RMSE values than the SEMM approach for all sample sizes. The best SD values were obtained with the SEMM approach.
The convergence claimed in Theorems 1 and 2 can be seen in the decreasing RMSE for a rising number of observations for
the nonparametric approach.
Second, for a moderate non-normally distributed latent predictor Z1 (skewness 2 and kurtosis 7), Table 3 shows the bias,
SD, and RMSE of the regression function estimates for the three sample sizes. The results can be summarized as follows:
The best bias and RMSE values were obtained with the LMS approach followed by the nonparametric approach (for all
sample sizes). The SEMM approach produced larger bias and RMSE values. Its SD values were best. The LMS approach and
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Table 2
Results of the simulation study with varying degrees of non-normality of Z1 — skewness 0
and kurtosis 0.
N 250 500 1000
Bias N_PAR 0.308 0.323 0.320
AIC 0.716 0.693 0.712
BIC 0.701 0.718 0.710
LMS 0.024 0.016 0.008
SD N_PAR 0.326 0.214 0.133
AIC 0.123 0.091 0.066
BIC 0.220 0.091 0.066
LMS 0.196 0.147 0.097
RMSE N_PAR 0.448 0.388 0.346
AIC 0.727 0.699 0.715
BIC 0.735 0.723 0.713
LMS 0.197 0.148 0.097
Note. N_PAR = nonparametric approach; AIC = SEMM approach with AIC; BIC = SEMM
approach with BIC; LMS = Latent Moderated Structural Equations approach. The lowest
values of bias, SD, and RMSE are bolded within each case (column).
Table 3
Results of the simulation study with varying degrees of non-normality of Z1 — skewness 2
and kurtosis 7.
N 250 500 1000
Bias N_PAR 0.494 0.453 0.471
AIC 1.708 1.847 1.838
BIC 1.635 1.697 1.745
LMS 0.410 0.392 0.449
SD N_PAR 0.346 0.226 0.196
AIC 0.308 0.211 0.170
BIC 0.308 0.211 0.170
LMS 0.430 0.232 0.189
RMSE N_PAR 0.603 0.506 0.510
AIC 1.732 1.859 1.846
BIC 1.663 1.710 1.754
LMS 0.594 0.455 0.488
Note. N_PAR = nonparametric approach; AIC = SEMM approach with AIC; BIC = SEMM
approach with BIC; LMS = Latent Moderated Structural Equations approach. The lowest
values of bias, SD, and RMSE are bolded within each case (column).
nonparametric approach showed slightly higher SD values. The convergence claimed in Theorems 1 and 2 can be seen since
the RMSE decreases if more observations than N = 250 are used for the nonparametric approach.
Third, for a strongly non-normally distributed latent predictor Z1 (skewness 3 and kurtosis 21), Table 4 shows the bias,
SD, and RMSE of the regression function estimates for the three sample sizes. The results can be summarized as follows:
The nonparametric approach consistently showed lowest bias, SD, and RMSE values for all sample sizes. The LMS approach
showed second best bias and RMSE values. The SEMM approach produced better SD values than the LMS approach. Again,
the convergence claimed in Theorems 1 and 2 can be seen in the decreasing RMSE for a rising number of observations for
the nonparametric approach.
4.3.3. Simulation study 3
In this paragraph, we present the results of the simulation study, in which two-dimensional latent predictor variable Z1
was chosen. The relation between the latent variables (Z1 and Z2) was given by two different regression functions (sin2dim
and quad). Table 5 presents the bias, standard deviation (SD), and root mean square error (RMSE) of the regression function
estimates for the four different conditions (resulting from Eqs. (19) and (20) as well as from the uniform and normal
distribution).
The results can be summarized as follows: First, the nonparametric approach yielded substantially lower bias in all cases
than the SEMM approach and the LMS approach. The SEMM approach performed better than the LMS approach when
uniform distributions were given. The LMS approach exhibited slightly lower bias than the SEMM approach in the case
of the sinusoidal function with normal distribution.
Second, in three cases, the nonparametric approach yielded lower standard deviation than the SEMM approach and the
LMS approach. In one case, the LMS approach achieved the lowest standard deviation for the quad (rational) function and
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Table 4
Results of the simulation study with varying degrees of non-normality of Z1 — skewness 3
and kurtosis 21.
N 250 500 1000
Bias N_PAR 0.349 0.382 0.347
AIC 2.802 2.699 2.808
BIC 3.076 2.543 3.451
LMS 0.948 0.885 1.103
SD N_PAR 0.415 0.251 0.161
AIC 0.632 0.563 0.403
BIC 0.632 0.563 0.403
LMS 1.372 0.612 1.076
RMSE N_PAR 0.542 0.457 0.383
AIC 2.872 2.757 2.837
BIC 3.131 2.605 3.474
LMS 1.668 1.076 1.541
Note. N_PAR = nonparametric approach; AIC = SEMM approach with AIC; BIC = SEMM
approach with BIC; LMS = Latent Moderated Structural Equations approach. The lowest
values of bias, SD, and RMSE are bolded within each case (column).
Table 5
Results of the simulation study with two-dimensional uniformly and normally distributed latent variables
and 2 regression functions.
Function distribution sin2dim quad
Uniform Normal Uniform Normal
Bias N_PAR 0.025 0.023 0.084 0.134
AIC 0.131 0.962 1.494 0.896
BIC 0.130 0.961 1.483 0.897
LMS 0.458 0.936 6.776 1.325
SD N_PAR 0.051 0.112 0.093 0.132
AIC 0.052 0.369 0.162 0.342
BIC 0.053 0.369 0.170 0.341
LMS 0.096 0.175 0.298 0.099
RMSE N_PAR 0.057 0.115 0.126 0.188
AIC 0.141 1.030 1.503 0.959
BIC 0.141 1.029 1.493 0.960
LMS 0.468 0.952 6.782 1.329
Note. N_PAR= nonparametric approach; AIC= SEMM approach with AIC; BIC= SEMM approach with BIC;
LMS = Latent Moderated Structural Equations approach. sin2dim represents the sinusoidal function in Eq.
(19). quad represents the rational function with quadratic terms in Eq. (20). The lowest values of bias, SD,
and RMSE are bolded within each case (column).
normal distribution. In two cases of uniform distributions the SEMM approach had lower standard deviations than the LMS
approach. In two cases of normal distributions the LMS approach had lower standard deviations than the SEMM approach.
Third, the nonparametric approach achieved the smallest RMSE in all cases. The SEMMapproachwas better than the LMS
approach in three cases. The LMS approach achieved slightly better RMSE than the SEMM approach for sinusoidal regression
function with normal distribution.
To recapitulate the proposed nonparametric approach worked well for multi-dimensional latent predictor variables as
well as for one-dimensional latent predictor variables as demonstrated in the two previous simulation studies.
5. Proofs
5.1. Proof of Lemma 1
The proof is an extension of the proof of Lemma 2.1 in Li [27]. Set a1 = b1 = 1 = a˜1 = b˜1. For j, k = 1, . . . , d, j ≠ k, we
have
E(X (j)X (k)) = E (ajZ1 + ϵj)(akZ1 + ϵk) = aj akE(Z21 ),
where the last equality follows from the independence assumption and E(ϵk) = 0 for all k ∈ {1, . . . , d}, and similarly
E(X (j)X (k)) = a˜ja˜kE(Z˜21 ).
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Since a2, a3 and E(Z21 ) are nonzero, a˜2, a˜3 and E(Z˜
2
1 ) share this property. Hence for j = 2 we have
a2 = a2a3E(Z
2
1 )
1a3E(Z21 )
= E(X
(2)X (3))
E(X (1)X (3))
= a˜2a˜3E(Z˜
2
1 )
1a˜3E(Z˜21 )
= a˜2
and for j = 3, . . . , dwe get
aj = a2ajE(Z
2
1 )
1a2E(Z21 )
= E(X
(2)X (j))
E(X (1)X (2))
= a˜2a˜jE(Z˜
2
1 )
1a˜2E(Z˜21 )
= a˜j.
Similarly we get
b2 = E(Y
(2)Y (3))
E(Y (1)Y (3))
= b˜2, and bk = E(Y
(2)Y (k))
E(Y (1)Y (2))
= b˜k
for k = 3, . . . , ℓ.
Using (4) and the independence assumption we see that the characteristic function ϕ(X,Y ) of (X, Y ) is given by
ϕ(X,Y )(u1, . . . , ud, v1, . . . , vℓ) = E

exp

i
d
j=1
ujX (j) + i
ℓ
k=1
vkY (k)

= E

exp

i
d
j=1
uj

ajZ1 + ϵj
+ i ℓ
k=1
vk (bkZ2 + δk)

= E

exp

i

d
j=1
ujajZ1 +
ℓ
k=1
vkbkZ2

d
j=1
exp

iujϵj
 ℓ
k=1
exp (ivkδk)

= ϕ(Z1,Z2)

d
j=1
ujaj,
ℓ
k=1
vkbk

d
j=1
ϕϵj(uj)
ℓ
k=1
ϕδk(vk).
Since we know that the characteristic function of (X, Y ) does not vanish at any point, we can conclude that also ϕ(Z1,Z2), ϕϵj
and ϕδk share this property. Furthermore, using
ϕϵj (0) = ϕδk (0) = 1 (j = 2, . . . , d, k = 2, . . . , ℓ)
and ϕ′ϵ2 (0) = iEϵ2 = 0 = ϕ′δ2 (0)we get
ϕ(X,Y )(u1, 0, . . . , 0, v1, 0, . . . , 0) = ϕ(Z1,Z2)(u1, v1)ϕϵ1(u1)ϕδ1(v1),
∂
∂u2
ϕ(X,Y )(u1, 0, . . . , 0, v1, 0, . . . , 0)
= a2 ∂
∂z1
ϕ(Z1,Z2)(u1, v1)ϕϵ1(u1)ϕδ1(v1)+ ϕ(Z1,Z2)(u1, v1)ϕϵ1(u1)ϕδ1(v1)ϕ′ϵ2 (0)
= a2 ∂
∂z1
ϕ(Z1,Z2)(u1, v1)ϕϵ1(u1)ϕδ1(v1)
and
∂
∂v2
ϕ(X,Y )(u1, 0, . . . , 0, v1, 0, . . . , 0) = b2 ∂
∂z2
ϕ(Z1,Z2)(u1, v1)ϕϵ1(u1)ϕδ1(v1).
We conclude
ϕ(Z1,Z2)(u, v) = exp
{lnϕ(Z1,Z2)(u, v)− lnϕ(Z1,Z2)(u, 0)} exp {lnϕ(Z1,Z2)(u, 0)− lnϕ(Z1,Z2)(0, 0)}
= exp
 v
0
1
b2
∂
∂v2
ϕ(X,Y )(u, 0, . . . , 0, s, 0, . . . , 0)
ϕ(X,Y )(u, 0, . . . , 0, s, 0, . . . , 0)
ds

× exp
 u
0
1
a2
∂
∂u2
ϕ(X,Y )(t, 0, . . . , 0, 0, 0, . . . , 0)
ϕ(X,Y )(t, 0, . . . , 0, 0, 0, . . . , 0)
dt

.
We have considered the integrals above as parametrization of complex curve integrals of the function z → 1/z and split
them into finitely many integrals such that ln z is well defined for each integral. (Here the number of intervals is finite since
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the curves in the integrals above have finite length and a positive distance to the origin.) This results in additional factor
exp(is2π) = 1 for some s ∈ N. Similarly we get
ϕ(Z˜1,Z˜2)(u, v) = exp
 v
0
1
b˜2
∂
∂v2
ϕ(X,Y )(u, 0, . . . , 0, s, 0, . . . , 0)
ϕ(X,Y )(u, 0, . . . , 0, s, 0, . . . , 0)
ds

× exp
 u
0
1
a˜2
∂
∂u2
ϕ(X,Y )(t, 0, . . . , 0, 0, 0, . . . , 0)
ϕ(X,Y )(t, 0, . . . , 0, 0, 0, . . . , 0)
dt

and from a2 = a˜2 and b2 = b˜2 we conclude ϕ(Z1,Z2) = ϕ(Z˜1,Z˜2). But from ϕ(Z1,Z2) and a1, . . . , ad, b1, . . . , bℓ we can determine
ϕϵj and ϕδk via
ϕ(X,Y )(0, . . . , 0, uj, 0, . . . , 0, 0, . . . , 0) = ϕ(Z1,Z2)

ujaj, 0

ϕϵj(uj)
and
ϕ(X,Y )(0, . . . , 0, 0, . . . , 0, vk, 0, . . . , 0) = ϕ(Z1,Z2) (0, vkbk) ϕδk(vk).
Using the same relation for ϕ(Z˜1,Z˜2), ϕϵ˜j and ϕδ˜k we see that ϕϵj = ϕϵ˜j and ϕδk = ϕδ˜k ,which implies the assertion. 
5.2. Proof of Theorem 1
Throughout the proof we will use the abbreviation
f {(u1, u2), v1, . . . , vd, w1, . . . , wℓ} dµˆ(zˆ1,zˆ2)
n
1
n
=

f {(u1, u2), v1, . . . , vd, w1, . . . , wℓ} µˆ(zˆ1,zˆ2)
n
1
n d((u1, u2), v1, . . . , vd, w1, . . . , wℓ),
so, e.g.,
σ {−n(u1 − αr,1)}σ {−n(u2 − αr,2)}dµˆ(zˆ1,zˆ2)
n
1
n = 1n
n
i=1
σ {−n(zˆ1,i − αr,1)}σ {−n(zˆi,2 − αr,2)}
and 
vj dµˆ
(zˆ1,zˆ2)n1
n = 1n
n
i=1
ϵˆj,i.
The proof is divided into nine steps. The outline of the proof is as follows: We will show that for every subsequence (nr)r of
(n)n there exists a subsequence (nrk)k such that
µˆ
(zˆ1,zˆ2)
nrk
1
nrk
→ µ weakly.
To do this, we show in the first step of the proof that (µˆ
(zˆ1,zˆ2)n1
n )n∈N is tight with probability 1, which implies the existence of
a measure µ˜ satisfying
µˆ
(zˆ1,zˆ2)
nrk
1
nrk
→ µ˜ weakly.
We show then in steps 3 till 7 that µ˜ has properties, which enable us to conclude via Lemma 1 that µ˜ = µ.
In the first step of the proof we show that (µˆ
(zˆ1,zˆ2)n1
n )n∈N is tight with probability 1, i.e., with probability 1 we find for each
ϵ > 0 a compact set K ⊆ R2 × Rd+ℓ such that
µˆ
(zˆ1,zˆ2)n1
n (K c) ≤ ϵ for all n ∈ N.
By the strong law of large numbers we know that, with probability 1,
1
n
n
i=1
(X (j)i )
2 → E{(X (j))2} <∞ and 1
n
n
i=1
(Y (k)i )
2 → E{(Y (k))2} <∞, (24)
so by definition of the estimate we may assume without loss of generality that
1
n
n
i=1
(X (j)i )
2 ≤ c, 1
n
n
i=1
(Y (k)i )
2 ≤ c, 1
n
n
i=1
zˆ2i,1 ≤ c and
1
n
n
i=1
zˆ2i,2 ≤ c (25)
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for all n ∈ N for some c > 0 with probability 1. Furthermore because of
aˆj → aj (n →∞) and bˆk → bk (n →∞) (26)
with probability 1, we may assume in addition that |aˆj| ≤ c and |bˆk| ≤ c with probability 1. By Markov’s inequality we get
µˆ
(zˆ1,zˆ2)n1
n

([−M,M]2+d+ℓ)c
≤ µˆ(zˆ1,zˆ2)n1n {|u1| > M} + µˆ(zˆ1,zˆ2)
n
1
n {|u2| > M} +
d
j=1
µˆ
(zˆ1,zˆ2)n1
n {|vj| > M} +
ℓ
k=1
µˆ
(zˆ1,zˆ2)n1
n {|wk| > M}
≤
 |u1|2dµˆ(zˆ1,zˆ2)n1n
M2
+
 |u2|2dµˆ(zˆ1,zˆ2)n1n
M2
+
d
j=1
 |vj|2dµˆ(zˆ1,zˆ2)n1n
M2
+
d
k=1
 |wk|2dµˆ(zˆ1,zˆ2)n1n
M2
=
1
n
n
i=1
zˆ21,i
M2
+
1
n
n
i=1
zˆ22,i
M2
+
d
j=1
1
n
n
i=1
(X (j)i − aˆjzˆ1,i)2
M2
+
ℓ
k=1
1
n
n
i=1
(Y (k)i − bˆkzˆ2,i)2
M2
≤ c
M2
+ c
M2
+ d2c + 2c
3
M2
+ ℓ2c + 2c
3
M2
≤ ϵ
forM sufficiently large.
In the second step of the proof we show
Tn → 0 a.s. (27)
Let T˜n and µˆ
(Z1,Z2)n1
n be defined as Tn and µˆ
(zˆ1,zˆ2)n1
n , respectively, with (zˆi,1, zˆi,2) be replaced by (Z1,i, Z2,i)(i = 1, . . . , n). Because
of
E{(X (1))2} = E(Z21 )+ E(ϵ21)
we have EZ21 ≤ E{(X (1))2} <∞, so by the strong law of large numbers we get
1
n
n
i=1
Z21,i → EZ21 ≤ E{(X (1))2} = limn→∞
1
n
n
i=1
(X (1)i )
2 a.s.,
hence with probability 1 for n large enough
1
n
n
i=1
Z21,i ≤ 1+
1
n
n
i=1
(X (1)i )
2.
Similarly we see that with probability 1 we have for n large enough
1
n
n
i=1
Z22,i ≤ 1+
1
n
n
i=1
(Y (1)i )
2.
Then by definition of Tn we have with probability 1 for n large enough Tn ≤ T˜n, so it suffices to show T˜n → 0 a.s. Since
(pr)r∈N are probability weights and since σ is bounded this in turn follows from
vjdµˆ
(Z1,Z2)n1
n
2
→ 0 a.s. (j = 1, . . . , d), (28)
wkdµˆ
(Z1,Z2)n1
n
2
→ 0 a.s. (k = 1, . . . , ℓ) (29)
and for any r ∈ N,  σ {−n(u1 − αr,1)}σ {−n(u2 − αr,2)} d
j=1
σ {−n(vj − βr,j)}
ℓ
k=1
σ {−n(wk − γr,k)}dµˆ(Z1,Z2)
n
1
n
−

σ {−n(u1 − αr,1)}σ {−n(u2 − αr,2)}dµˆ(Z1,Z2)
n
1
n
d
j=1

σ {−n(vj − βr,j)}dµˆ(Z1,Z2)
n
1
n
ℓ
k=1

σ {−n(wk − γr,k)}dµˆ(Z1,Z2)
n
1
n
2 → 0 a.s. (30)
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Let µ¯
(zˆ1,zˆ2)n1
n and µ¯
(Z1,Z2)n1
n be the empiricalmeasureswhichwe get ifwe replace in the definition of µˆ
(zˆ1,zˆ2)n1
n and µˆ
(Z1,Z2)n1
n the
estimated coefficients by the true coefficients, respectively. The proof of step 1 implies that (µ¯
(zˆ1,zˆ2)n1
n )n∈N and (µ¯
(Z1,Z2)n1
n )n∈N
are tight with probability 1, too. Since the estimated coefficients converge by the strong law of large numbers almost surely
to the true coefficients, we conclude that we have for any bounded, uniformly continuous function f
f dµˆ
(zˆ1,zˆ2)n1
n −

f dµ¯
(zˆ1,zˆ2)n1
n → 0 a.s. and

f dµˆ
(Z1,Z2)n1
n −

f dµ¯
(Z1,Z2)n1
n → 0 a.s. (31)
Here we have used that because of the tightness of the measures w.l.o.g. we can integrate (31) over some compact set, so
that all occurring variables are bounded.
Furthermore, since µ¯
(Z1,Z2)n1
n is in fact an empirical distribution to independent and identically distributed data, we know
again by the strong law of large numbers that we have in addition
f dµ¯
(Z1,Z2)n1
n →

f dµ a.s.,
so altogether we know that we have for all bounded, uniformly continuous functions f
f dµˆ
(Z1,Z2)n1
n →

f dµ a.s.
Because of our independence assumption, which implies
E

σ {−n(Z1 − αr,1)}σ {−n(Z2 − αr,2)}
d
j=1
σ {−n(ϵj − βr,j)}
ℓ
k=1
σ {−n(δk − γr,k)}

= E σ {−n(Z1 − αr,1)}σ {−n(Z2 − αr,2)} d
j=1
E

σ {−n(ϵj − βr,j)}
 ℓ
k=1
E

σ {−n(δk − γr,k)}

,
from this we conclude (30). Relation (28) follows from Eϵj = 0 and the strong law of large numbers, which implies
vj dµˆ
(Z1,Z2)n1
n = 1n
n
i=1
(X (j)i − aˆjZ1,i)→ E{X (j) − ajZ1} = Eϵj a.s.
Similarly we conclude (29) from Eδk = 0.
In the third step of the proof we set Sj(x1, . . . , x2+d+ℓ) = ajx1+xj+2 for j ∈ {1, . . . , d} and Sj(x1, . . . , x2+d+ℓ) = bj−dx2+xj+2
for j ∈ {d+ 1, . . . , d+ ℓ} and show that we have, with probability 1,
µˆ
(zˆ1,zˆ2)n1
n

(S1,...,Sd+ℓ)
→ P(X(1),...,X(d),Y (1),...,Y (ℓ)) weakly. (32)
To see this, we set
ϵ¯j,i = X (j)i − ajzˆ1,i and δ¯k,i = Y (k)i − bkzˆ2,i
and observe that our estimates of the random variables satisfy trivially the equations
X (j)i = ajzˆ1,i + X (j)i − ajzˆ1,i = Sj(zˆ1,i, zˆ2,i, ϵ¯1,i, . . . , ϵ¯d,i, δ¯1,i, . . . , δ¯ℓ,i)
and
Y (k)i = bkzˆ2,i + Y (k)i − bkzˆ2,i = Sd+k(zˆ1,i, zˆ2,i, ϵˆ1,i, . . . , ϵ¯d,i, δ¯1,i, . . . , δ¯ℓ,i),
from which we conclude
µ¯
(zˆ1,zˆ2)n1
n

(S1,...,Sd+ℓ)
= µn,(X,Y )n1 ,
where the distribution on the right-hand side is the empirical distribution to (X1, Y1), . . . , (Xn, Yn). But this distribution
converges weakly to P(X,Y ), and together with (31) and the continuity of S1, . . . , Sd+ℓ this implies (32).
In the fourth step of the proof we show that, with probability 1, there exists a subsequence (nr)r of (n)n and a measure µ
satisfying
µˆ
(zˆ1,zˆ2)
nr
1
nr → µ weakly (33)
and
µ(S1,...,Sd+ℓ) = P(X,Y ). (34)
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To see this, observe that by the first step of the proof the measures µˆ
(zˆ1,zˆ2)n1
n are tight, and hence according to the theorem of
Prohorov (see, e.g., Theorem 6.1 in [63]) relatively compact, so (33) holds. Since S1, . . . , Sd+ℓ are continuous, this implies
µˆ
(zˆ1,zˆ2)
nr
1
nr

(S1,...,Sd+ℓ)
→ µ(S1,...,Sd+ℓ) weakly,
from which we get (34) by (32) and the uniqueness of the limit distribution in the case of weak convergence.
In the fifth step of the proof we show by an approximation of indicator functions of intervals by suitable neural networks
that because of (27) the components ofµ corresponding to (Z1, Z2), ϵ1, . . . , ϵd, δ1, . . . , δℓ are independent with probability
1. Let F be the cumulative distribution function of µ, i.e.,
F{(x1, x2), e1, . . . , ed, d1, . . . , dℓ} = µ{u1 ≤ x1, u2 ≤ x2, v1 ≤ e1, . . . , vd ≤ ed, w1 ≤ d1, . . . , wℓ ≤ dℓ},
and set F(Z1,Z2)(x1, x2) = µ{u1 ≤ x1, u2 ≤ x2}, Fϵj(ej) = µ{vj ≤ ej} and Fδk(dk) = µ{wk ≤ dk}.We have to show that
F{(x1, x2), e1, . . . , ed, d1, . . . , dℓ} = F(Z1,Z2)(x1, x2)
d
j=1
Fϵj(ej)
ℓ
k=1
Fδk(dk) (35)
for all x1, x2, e1, . . . , ed, d1, . . . , dℓ ∈ R.
Since distribution functions are right continuous, it suffices to show (35) for x1, x2, e1, . . . , ed, d1, . . . , dℓ in some dense
subset of R, which we choose as
D = R \

x ∈ R : µ{u1 = x} + µ{u2 = x} +
d
j=1
µ{vj = x} +
ℓ
k=1
µ{wk = x} > 0

(which is dense in R since {. . .} is countable).
Let x1, x2, e1, . . . , ed, d1, . . . , dℓ ∈ D. For any x ∈ R and any ϵ > 0 we can find α ∈ Q satisfying for sufficiently large n
−n(z − α) is sufficiently large for z < x− ϵ
and
−n(z − α) is sufficiently small for z > x− ϵ
such that1(−∞,x](z)− σ {−n(z − α)} ≤ ϵ
for z < x− ϵ or z > x+ ϵ in case n sufficiently large. Furthermore, for any x1, x2 ∈ R and any ϵ > 0 we can find α1, α2 ∈ Q
satisfying1(−∞,x1]×(−∞,x2](z1, z2)− σ {−n(z1 − α1)}σ {−n(z2 − α2)} ≤ ϵ (36)
in case that z1 < x1− ϵ or z1 > x1+ ϵ, and that z2 < x2− ϵ or z2 > x2+ ϵ, for n sufficiently large. To see this, fix x1, x2 ∈ R
and ϵ > 0. Choose α1, α2 ∈ Q such that1(−∞,x1](z)− σ {−n(z − α1)} ≤ ϵ2
for z < x1 − ϵ or z > x1 + ϵ, and such that1(−∞,x2](z)− σ {−n(z − α2)} ≤ ϵ2
for z < x2 − ϵ or z > x2 + ϵ. Then it is easy to see that (36) holds if one considers separately the four cases z1 < x1 − ϵ and
z2 < x2 − ϵ, z1 > x1 + ϵ and z2 < x2 − ϵ, z1 < x1 − ϵ and z2 > x2 + ϵ, and z1 > x1 − ϵ and z2 > x2 − ϵ.
Consequently for suitably chosen r we see by expanding the terms below in a telescoping sum that we haveF{(x1, x2), e1, . . . , ed, d1, . . . , dℓ}
−

σ {−n(u1 − αr,1)}σ {−n(u2 − αr,2)}
d
j=1
σ {−n(vj − βr,j)}
ℓ
k=1
σ {−n(wk − γr,k)}dµ

≤ (d+ ℓ+ 1)ϵ + µ{x1 − ϵ ≤ z1 ≤ x1 + ϵ} + µ{x2 − ϵ ≤ z2 ≤ x2 + ϵ}
+
d
j=1
µ{ej − ϵ ≤ vj ≤ ej + ϵ} +
ℓ
k=1
µ{dk − ϵ ≤ wk ≤ dk + ϵ}
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and F(Z1,Z2)(x1, x2) d
j=1
Fϵj(ej)
ℓ
k=1
Fδk(dk)
−

σ {−n(u1 − αr,1)}σ {−n(u2 − αr,2)} dµ
d
j=1

σ {−n(vj − βr,j)} dµ
ℓ
k=1

σ {−n(wk − γr,k)} dµ

≤ (d+ ℓ+ 1)ϵ + µ{x1 − ϵ ≤ z1 ≤ x1 + ϵ} + µ{x2 − ϵ ≤ z2 ≤ x2 + ϵ}
+
d
j=1
µ{ej − ϵ ≤ vj ≤ ej + ϵ} +
ℓ
k=1
µ{dk − ϵ ≤ wk ≤ dk + ϵ}.
For x1, x2, e1, . . . , ed, d1, . . . , dℓ ∈ D the right-hand side above converges to zero for ϵ → 0, so it suffices to show that we
have for any r
σ {−n(u1 − αr,1)}σ {−n(u2 − αr,2)}
d
j=1
σ {−n(vj − βr,j)}
ℓ
k=1
σ {−n(wk − γr,k)}dµ
=

σ {−n(u1 − αr,1)}σ {−n(u2 − αr,2)} dµ
d
j=1

σ {−n(vj − βr,j)} dµ
ℓ
k=1

σ {−n(wk − γr,k)} dµ.
But this in turn follows from (33), since
σ {−n(u1 − αr,1)}σ {−n(u2 − αr,2)}
d
j=1
σ {−n(vj − βr,j)}
ℓ
k=1
σ {−n(wk − γr,k)}dµ
−

σ {−n(u1 − αr,1)}σ {−n(u2 − αr,2)} dµ
d
j=1

σ {−n(vj − βr,j)} dµ
ℓ
k=1

σ {−n(wk − γr,k)} dµ
= lim
l→∞

σ {−n(u1 − αr,1)}σ {−n(u2 − αr,2)}
d
j=1
σ {−n(vj − βr,j)}
ℓ
k=1
σ {−n(wk − γr,k)}dµˆ(zˆ1,zˆ2)
nℓ
1
nℓ
−

σ {−n(u1 − αr,1)}σ {−n(u2 − αr,2)} dµˆ(zˆ1,zˆ2)
nℓ
1
nℓ
d
j=1

σ {−n(vj − βr,j)} dµˆ(zˆ1,zˆ2)
nℓ
1
nℓ
ℓ
k=1

σ {−n(wk − γr,k)}dµˆ(zˆ1,zˆ2)
nℓ
1
nℓ

= 0 a.s.
by (27) and Nn →∞(n →∞).
In the sixth step of the proof we show that the components ofµ are, with probability 1, in L1. By the Portmanteau theorem
(see [63]) and µˆ
(zˆ1,zˆ2)
nr
1
nr → µweakly, with probability 1, we have, with probability 1,
|u1| dµ =
 ∞
0
µ{|u1| > t} dt
≤
 ∞
0
lim inf
r→∞ µˆ
(zˆ1,zˆ2)
nr
1
nr {|u1| > t} dt
≤
 ∞
0
lim inf
r→∞
 |u1|2dµˆ(zˆ1,zˆ2)nr1nr
t2
dt <∞,
since by definition of the estimate we have, with probability 1,
lim inf
r→∞

|u1|2dµˆ(zˆ1,zˆ2)
nr
1
nr = lim infr→∞
1
nr
nr
i=1
zˆ21,i
≤ lim inf
r→∞

1+ 1
nr
nr
i=1
(X (1)i )
2

= 1+ E{(X (1)i )2} <∞.
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Furthermore
|vj| dµ ≤
 ∞
0
lim inf
r→∞
 |vj|2dµˆ(zˆ1,zˆ2)nr1nr
t2
dt <∞ a.s.,
since we have, with probability 1,
lim inf
r→∞

|vj|2dµˆ(zˆ1,zˆ2)
nr
1
nr = lim infr→∞
1
nr
nr
i=1

X (j)i − aˆjzˆ1,i
2
≤ lim inf
r→∞

2
1
nr
nr
i=1

X (j)i
2 + 2aˆ2j 1nr
nr
i=1
zˆ21,i

= 2E{(X (1)i )2} + 2a2j (1+ E{(X (1)i )2}) <∞.
Similar arguments for the other components yield the desired result.
In the seventh step of the proof we show that we have, with probability 1,
vj dµ =

wk dµ = 0 for j ∈ {1, . . . , d} and k ∈ {1, . . . , ℓ}. (37)
To do this, we observe that because of (27) we have, with probability 1,
vj dµˆ
(zˆ1,zˆ2)n1
n → 0 (n →∞) and

wk dµˆ
(zˆ1,zˆ2)n1
n → 0 (n →∞)
for j ∈ {1, . . . , d} and k ∈ {1, . . . , ℓ}. Using the arguments of the sixth step of the proof we see that we have
|xj|1{|xj|>L}dµ(xj)→ 0 (L →∞)
and 
|xj|1{|xj|>L}dµˆ
(zˆ1,zˆ2)
nr
1
nr (xj) ≤
1
L

|xj|2dµˆ(zˆ1,zˆ2)
nr
1
nr (xj)→ 0 (L →∞).
Consequently we may replace (x1, . . . , x2+d+ℓ) → xj by a bounded and continuous function in the integrals below, hence
µˆ
(zˆ1,zˆ2)
nr
1
nr → µweakly implies
xj dµ(xj) = lim
r→∞

xj dµˆ
(zˆ1,zˆ2)
nr
1
nr (xj) = 0.
In the eighth step of the proof we show that we have, with probability 1,
µ = P((Z1,Z2),ϵ(1),...,ϵ(d),δ(1),...,δ(ℓ)). (38)
This follows directly of the uniqueness of the distribution of ((Z1, Z2), ϵ(1), . . . , ϵ(d), δ(1), . . . , δ(ℓ)) shown in Lemma 1 and
the properties of the distribution µ proven in the previous four steps.
In the ninth and final step of the proof we show the assertion of the theorem.
Let f be an arbitrary bounded and continuous function. We have to show that, with probability 1, for all such functions
f dµˆ
(zˆ1,zˆ2)n1
n →

f dP((Z1,Z2),ϵ(1),...,ϵ(d),δ(1),...,δ(ℓ)) (n →∞).
To show this, it suffices to show that, with probability 1, for any subsequence (nr)r of (n)n and all such functions there exists
a subsubsequence (nrk)k with the property
f dµˆ
(zˆ1,zˆ2)
nrk
1
nrk
→

f dP((Z1,Z2),ϵ(1),...,ϵ(d),δ(1),...,δ(ℓ)) (k →∞). (39)
Let (nr)r be an arbitrary subsequence of (n)n. According to steps 1 till 8 above applied to (nr)r instead of (n)n there exists a
subsequence (nrk)k of (nr)r with the property
µˆ
(zˆ1,zˆ2)
nrk
1
nrk
→ P((Z1,Z2),ϵ(1),...,ϵ(d),δ(1),...,δ(ℓ)) weakly.
Here the weak convergence holds whenever (24)–(26) hold. But this implies (39), and the proof is complete. 
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5.3. Proof of Theorem 2
Choose fn ∈ Fn such that
|fn(z)−m(z)|2PZ1(dz)→ 0 (n →∞).
Then
0 ≤

|mn(z)−m(z)|2PZ1(dz)
=

|mn(z1)− z2|2dµ−

|m(z1)− z2|2dµ
=

|mn(z1)− z2|2dµ−

|fn(z1)− z2|2dµ+

|fn(z)−m(z)|2PZ1(dz).
Hence it suffices to show
lim sup
n→∞

|mn(z1)− z2|2dµ−

|fn(z1)− z2|2dµ ≤ 0 a.s.
Since by definition ofmn
|mn(z1)− z2|2dµ−

|fn(z1)− z2|2dµ ≤

|mn(z1)− z2|2dµ− 1n
n
i=1
|mn(zˆi,1)− zˆi,2|2
+ 1
n
n
i=1
|fn(zˆi,1)− zˆi,2|2 −

|fn(z1)− z2|2dµ
this in turn follows from
|mn(z1)− z2|2dµ− 1n
n
i=1
|mn(zˆi,1)− zˆi,2|2 → 0 a.s. (40)
and
1
n
n
i=1
|fn(zˆi,1)− zˆi,2|2 −

|fn(z1)− z2|2dµ→ 0 a.s. (41)
For β > 0 and z ∈ R set Tβz = max{min{z, β},−β}. We have
|z2|21{|z2|>β}dµ→ 0 (β →∞)
by dominated convergence and
lim sup
n→∞
1
n
n
i=1
|zˆi,2|21{|zˆi,2|>β} ≤ lim sup
n→∞
1
β2
1
n
n
i=1
|zˆi,2|4
≤ 1
β2
lim sup
n→∞
1+ 2561n
n
i=1
(Y (1)i )
4 + 272

1
n
n
i=1
Y (1)i
4
→ 0 (β →∞)
a.s. by (6) and the Strong Law of Large Numbers. Hence in order to prove (40) it suffices to show
|mn(z1)− Tβz2|2dµ− 1n
n
i=1
|mn(zˆi,1)− Tβ zˆi,2|2 → 0 a.s.
for all β > 0.
Let β > 0 be arbitrary. It suffices to show that with probability 1, any subsequence (nk)k from (n)n contains a
subsubsequence nkr such that
|mnkr (z1)− Tβz2|2dµ−
1
nkr
nkr
i=1
|mnkr (zˆi,1)− Tβ zˆi,2|2 → 0 (r →∞).
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In the sequel we condition on the event that
µˆ
(zˆ1,zˆ2)n1
n → µ weakly, (42)
which has probability 1 because of Theorem 1. Let (nk)k be an arbitrary subsequence of (n)n. By the Arzela–Ascoli Theorem
(see [64]) the sequence mnk of equicontinuous functions contains a (random) subsequence mnkr which converges in
supremum norm to some (random) function m¯. Since the functionsmnkr are continuous and bounded, m¯ has this property,
too. By (42) we know
|m¯(z1)− Tβz2|2dµ− 1nkr
nkr
i=1
|m¯(zˆi,1)− Tβ zˆi,2|2 → 0 (r →∞).
Using  |mnkr (z1)− Tβz2|2dµ−  |m¯(z1)− Tβz2|2dµ =  {mnkr (z1)− m¯(z1)}{mnkr (z1)+ m¯(z1)− 2Tβz2}dµ
≤ (2L+ 2β)∥mnkr − m¯∥∞
and  1nkr
nkr
i=1
|mnkr (zˆi,1)− Tβ zˆi,2|2 −
1
nkr
nkr
i=1
|m¯(zˆi,1)− Tβ zˆi,2|2
 ≤ (2L+ 2β)∥mnkr − m¯∥∞,
we see that this implies (40). In the same way we can also prove (41), which completes the proof. 
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