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Abstrat
We present a systemati approah to deriving normal forms and related amplitude equa-
tions for ows and disrete dynamis on the enter manifold of a dynamial system at loal
bifurations and unfoldings of these. We derive a general, expliit reurrene relation that om-
pletely determines the amplitude equation and the assoiated transformation from amplitudes
to physial spae. At any order, the relation provides expliit expressions for all the nonva-
nishing oeients of the amplitude equation together with straightforward linear equations
for the oeients of the transformation. The reurrene relation therefore provides all the
mahinery needed to solve a given physial problem in physial terms through an amplitude
equation. The new result applies to any loal bifuration of a ow or map for whih all the
ritial eigenvalues are semisimple (i.e. have Riesz index unity). The method is an eient and
rigorous alternative to more intuitive approahes in terms of multiple time sales. We illustrate
the use of the method by deriving amplitude equations and assoiated transformations for the
most ommon simple bifurations in ows and iterated maps. The results are expressed in
tables in a form that an be immediately applied to spei problems.
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1
2The behavior of physial, hemial, and biologial systems near the onset of dy-
nami instabilities has onsiderable importane. Here the dynamis an be desribed
eiently in a low-dimensional spae of amplitudes by using so-alled amplitude
equations or normal forms. Amplitude equations like the omplex Ginzburg-Landau
equation have been widely used to desribe the qualitative behavior of suh systems.
The paper provides a general method for setting up all the neessary equations to
solve a given physial problem quantitatively in terms of amplitude equations.
For example, hemial osillations and waves an be desribed by dierential equa-
tions whih near the onset of osillation an be approximated in terms of omplex
amplitudes. This redues the state spae from the (possibly high-dimensional) on-
entration spae to a omplex plane. Suh redutions usually result in immense savings
in omputational eort. To desribe the dynamis in terms of amplitudes one must
rst of all determine the oeients of the amplitude equation. For a quantitative
study and omparison with experiments, one must also determine the transformation
from amplitudes to the atual onentrations of all the hemial speies. The paper
provides tables of formulas for alulating all relevant oeients. For instabilities not
overed by the tables, the formulas an be alulated by a simple reurrene relation,
the main result of the paper.
1 Introdution
The present work grew out of a need to extend the omplex Ginzburg-Landau equation for a hemial
reation-diusion problem [1, 2℄. In the proess it beame lear that a systemati and eient
method of deriving amplitude equations and assoiated transformations for loal bifurations is
laking. We provide suh a method for an important lass of bifurations in the present paper.
Briey, the idea of an amplitude equation for an osillatory system is to represent the state
of the system through a omplex amplitude (real amplitude and phase) whih varies muh more
slowly in spae and time than the original dynamial variables. A slow variation of an amplitude
as ompared with muh faster osillations apply near a superritial Hopf bifuration. In fat, the
onept of an amplitude an be generalized to non-osillatory modes near loal bifurations.
A large dierene of harateristi times of variation of amplitudes versus period of osillation,
is the basis of traditional methods of multiple times [36℄ to derive amplitude equations. Unfortu-
nately, suh methods are somewhat intuitive (as opposed to rigorous) and are not easy to generalize.
The property utilized in amplitude equations is the ritial slowing down of modes assoiated with
a bifuration. This means that amplitude equations an be related to normal forms desribing the
essential features of the motion of a state point in the enter manifold at a bifuration. In this paper,
we suggest a preise and general denition of amplitude equations assoiated with loal bifurations
of a ow or iterated map and develop a systemati method of deriving them. We emphasize that
the present work does not require any use of normal form theory. In fat, the derivation of the
traditional normal form theorem appears naturally as part of the theory developed in this paper.
We restrit the disussion to bifurations assoiated with spatially homogeneous systems and
exlude e.g. Turing bifurations. Consequently, we shall treat systems dened by ordinary dieren-
tial equations or iterated maps. The theory an be generalized to spatially inhomogeneous systems
e.g. with a linear diusion operator.
The idea of the method proposed is the following. Consider a dynamial system at a loal
bifuration. The motion of the state point in the r-dimensional enter manifold W c is desribed
by r (generalized) amplitudes zj (j = 1, . . . , r). These are oordinates of a point z in the enter
subspae Ec with respet to a basis of eigenvetors of the linearized vetor eld or map J. We
assume that J has r linearly independent eigenvetors in Ec, but make no assumptions about the
3other modes.
For a ow, we derive a set of dierential equations for the amplitudes zj , the amplitude equation,
and a transformation h(z) from Ec to W c so that the image h
(
z(t)
)
desribes the dynamial
evolution of the state point on W c when z(t) is the appropriate solution to the amplitude equation.
The transformation h(z) is determined by the ondition that as many oeients of the ampli-
tude equation as possible must vanish, i.e. it is a speial type of normal form transformation. The
non-vanishing oeients of the amplitude equation are determined together with the transforma-
tion h(z), order by order in an iterative proess. The method is very eient  in one proess, it
determines the amplitude equation (in normal form) and its unfolding as well as the enter man-
ifold. Initially, all that is required is to determine the non-hyperboli eigenvalues of the Jaobian
J and the orresponding right and left eigenvetors. (Thus, it is not neessary to transform J into
Jordan blok form.) At eah order of iteration, the only non-trivial alulations are the solution of
a few systems of linear equations. The enter manifold is then loally determined by the transfor-
mation h(z) that immediately provides the physial solution from that of the amplitude equation.
Other representations of the geometry of the enter manifold an easily be obtained from h(z). The
method for iterated maps (inluding Poinaré maps assoiated with periodi solutions to ows) is
similar to that just desribed for ows.
The method reported here makes it straightforward to solve a given physial (hemial, biolog-
ial, . . . ) problem in terms of an amplitude desription. One the general expliit formulas have
been derived for the type of bifuration in question, the oeients of the amplitude equation and
the transformation h(z) an be alulated for the partiular problem diretly in terms of the vetor
eld (or map). So the amplitude equation for the partiular physial problem an be written down
immediately, and any solution to it in terms of amplitudes an then be expressed in terms of real
physial quantities through the transformation h(z). To illustrate the method, we derive general
formulas for the most ommon simple bifurations for ows as well as iterated maps. A more hal-
lenging appliation of the method to derive an amplitude equation for an extension of the omplex
Ginzburg-Landau equation in the ontext of fold-Hopf bifurations in reation-diusion problems
will be published separately.
A method similar to the one developed here has been obtained previously by Bruno [7℄ (and
see the referenes therein) for the general ase. However, the restrition to semisimple ritial
eigenvalues allows us to derive results for any suh bifuration in partiularly simple form. These
results, a reurrene relation (28) with (29) for ows and (54) for iterated maps, provide expliit
expressions for the amplitude equation (or normal form), (31) and (55) respetively, and expliit
linear equations for the transformation from amplitudes to physial spae, (30) and (56) respetively.
It is entirely straightforward to obtain all the nonvanishing oeients of the amplitude equation
and the assoiated transformation, order by order to any desired order, and to apply these to spei
physial problems.
Expliit results for a number of spei bifurations, appliable at the bifuration points, an
also be found in the reent book by Kutznetsov [8℄. Other approahes are desribed for example by
Gukenheimer & Holmes [9℄, Coullet & Spiegel [10℄, Elphik et al. [11℄, and by Golubitsky et al. [12℄.
For a more physially oriented disussion, see also Crawford [13℄. Other important tehniques for
obtaining information on the dynamis in a viinity of bifuration points are perturbation methods
whih have been reviewed in detail by Iooss & Joseph [14℄ and Hassard et al. [15℄. These approahes
generally provide series expansions of the non-trivial steady or periodi solutions that emerge at
the bifuration points.
The paper is organized as follows. In Setion 2, we develop the amplitude desription for ows
on the enter manifold. Setion 3 extends the results to desribe the unfolding of the derived
amplitude equation. The orresponding theory for iterated maps is very similar to that for ows
and is given in Setion 4. Setion 5 illustrates the use of the general method by deriving amplitude
equations and transformation equations for the most ommon simple bifurations. It presents the
4results as onvenient tables that an be used immediately for any spei physial problem overed
by the tables. We illustrate the use of the tables in appendix A by deriving amplitude equations
and transformations for some well-known systems.
Amplitudes as initially dened in this paper (Setions 2 and 4) have simple geometri signif-
iane, ommon to all bifurations for ows and iterated maps. However, for osillatory modes,
it is advantageous to introdue the onept of proper amplitudes, whih are omplex variables
for whih both modulus and argument vary slowly. These proper amplitudes agree with aepted
usage. It is then possible to sale time and amplitudes for all bifurations so that the saled am-
plitude equations beome independent of the distane from the bifuration point to lowest order
 we dene proper amplitudes to inorporate suh saling. Salings and proper amplitudes are
disussed in Setion 6.
The physial interpretation of unfoldings of amplitude equations is disussed in Setion 7 aiming
at a more intuitive understanding of their meaning. Setion 8 disusses some features of the solutions
to amplitude equations, transformed bak to the original physial spae, i.e. solutions in physial
terms to physial problems. Suh bak transformation is an important part of the solution and it
follows naturally from the present method. In the nal Setion 9, we summarize and disuss the
results of this paper.
2 Amplitude equations for ows
We start by onsidering a ow on Rn
x˙ = F(x) = J·x+ f(x), (1)
with a stationary solution x = 0. Here, the vetor eld on the right-hand side has been split into
linear and nonlinear parts J·x and f(x). We assume that J has r distint right eigenvetors uj
and left eigenvetors u∗j orresponding to r ritial eigenvalues λj with zero real part (j = 1, . . . , r),
hosen to satisfy the biorthonormality onditions
u∗i ·uj = δij , for i, j = 1, . . . , r, (2)
where δij is the usual Kroneker delta. The r eigenvetors span the r-dimensional enter subspae
Ec. As disussed in [9℄, the enter manifold W c an be loally parameterized by points z ∈ Ec
through a smooth transformation h : Ec → Rn:
W c =
{
x
∣∣ x = z+ h(z)}. (3)
The geometrial interpretation of this parameterization of the enter manifold is illustrated in Fig. 1.
The ow in W c dened by (1) is determined through (3) by solutions to the dierential equation
in z ∈ Ec
(
I+
∂h
∂z
)
·z˙ = J·z+ J·h(z) + f(z+ h(z)), (4)
in whih I is the unit tensor. Equation (4) may be transformed to the dierential equation
z˙ =
(
I+
∂h
∂z
)−1
·
(
J·z+ J·h(z) + f(z+ h(z))) (5)
whih we formally express as
z˙ = J·z+ g(z), (6)
5with the nonlinear part g(z) still to be determined.
We now represent the vetor z ∈ Ec by oordinates z1, . . . , zr in the basis of ritial eigenvetors
z =
r∑
j=1
zjuj . (7)
We an then Taylor expand the relevant funtions dened on Ec in the oordinates zj as follows
f
(
z+ h(z)
)
=
∑
p
fpz
p, (8a)
h(z) =
∑
p
hpz
p, (8b)
g(z) =
∑
p
gpz
p. (8)
Here
p = (p1, . . . , pr) ∈ Nr0, (9a)
zp =
r∏
j=1
z
pj
j , (9b)
and |p| = ∑rj=1 pj ≥ 2 for all terms of the nonlinear funtions dened in (8). The oeients
fp, hp, and gp are vetors in R
n
(Cn if any of the ritial eigenvalues are omplex). In terms of
the partiular oordinates zj , the set of dierential equations from (6) for the ow on the enter
manifold W c beomes
z˙j = λjzj +
∑
p
(u∗j ·gp)zp, (10)
whih we shall refer to as the amplitude equation for (1) on the enter manifold when the transfor-
mation h(z) is hosen so that (10) ontains as few non-vanishing oeients u∗j ·gp as possible. As
desribed below, this proedure also denes the transformation h(z).
The transformation h(z) is determined through its oeients hp in (8b) whih must be obtained
iteratively together with the oeients fp and gp. This is possible beause the enter subspae E
c
is tangent to the enter manifold W c at x = 0. We therefore substitute (6) and (8) in (4) to get
(
I+
∑
p
r∑
j=1
hpz
p pj
zj
u∗j
)·(
r∑
k=1
zkλkuk +
∑
p
gpz
p
)
=
r∑
k=1
zkλkuk + J·
∑
p
hpz
p +
∑
p
fpz
p.
(11)
The equation for the linear terms has already been antiipated in (6). For the nonlinear terms, (11)
must be satised for eah term indiated by p separately. We shall introdue a notation for the
oeient to zp from the produt of the two sums over p on the left taken together with the last
term on the right-hand side of (11), namely
Φp = fp −
∑
p′
hp′
r∑
j=1
p′ju
∗
j ·g(p−p′+δj). (12)
6Here the sum over p′ is taken over all ordered sets p′ = (p′1, . . . , p
′
r) for whih the terms are dened,
whereas the set δj has δjk as its k'th omponent.
From (11), we then get the oeient gp as
gp =
(
J−
r∑
j=1
pjλjI
)
·hp +Φp. (13)
Thus, the oeient gp an be eliminated if the oeient hp of the transformation h(z) an be
hosen in suh a way that the right-hand side of (13) is zero, that is if
(
J−
r∑
j=1
pjλjI
)
·hp = −Φp, (14)
is solvable for hp. By biorthogonality, (14) splits into two independent equations for omponents in
Ec and omponents in the generalized eigenspae omplement to Ec. In the omplement subspae,
(14) an always be satised. For omponents in Ec, (14) an be solved for any omponent u∗i ·hp
of hp in the eigenvetor basis ui for whih
∑r
j=1 pjλj 6= λi. For eah of these omponents, we may
eliminate the orresponding term u∗i ·gp of (10) by hoosing u∗i ·hp as the solution to (14), namely
u∗i ·hp =
−u∗i ·Φp
λi −
∑r
j=1 pjλj
. (15)
In ontrast, a omponent u∗i ·gp of gp annot be eliminated by any hoie of transformation
h(z) if the resonane ondition
r∑
j=1
pjλj = λi (16)
applies. The ondition (16) is idential to the one appearing in a somewhat dierent setting in the
traditional derivation of the normal form theorem [16,17℄, and the essential ontents are of ourse
the same in the two desriptions. The resonant terms must appear in the amplitude equation (10)
and are determined by (13) one the orresponding omponents u∗i ·hp of the transformation h(z)
have been hosen. We set eah of them equal to zero so any non-vanishing (resonant) oeient
beomes
(
from (13)
)
u∗i ·gp = u∗i ·Φp. (17)
The amplitude equation an now be written more expliitly as
z˙i = λizi +
∑
p
(u∗i ·Φp)zp, i = 1, . . . , p, (18)
in whih the sum for the i'th amplitude zi is taken over all sets p that satisfy the resonane ondition
(16).
In pratie, alulation of the amplitude equation (18) does not require a deomposition of (14)
as we did above. For any given p, we may solve (14) diretly for all non-resonant omponents of hp
in terms of the part of Φp biorthogonal to the null spae of (J−
∑r
j=1 pjλjI), so hp is ompletely
determined by the set of equations
(
J−
r∑
j=1
pjλjI
)
·hp = −Qp ·Φp, (19a)
Rp ·hp = 0. (19b)
7Here the projetions Rp and Qp are dened for any x ∈ Rn as
Rp ·x = (I−Qp)·x =
∑
i
(u∗i ·x)ui, (20)
where the sum is taken over all integers i for whih the resonane ondition (16) is satised at
given order p. In pratie, the solution of (19) is onveniently obtained by means of singular value
deomposition [18℄.
We shall refer to the transformation x = z + h(z) from Ec to W c with h(z) determined by
(8b) and (19) as the amplitude transformation assoiated with the (1).
The problem of nding the non-vanishing oeients of the amplitude equation (18) and the
oeients hp of the amplitude transformation leading to it, is solved order by order for inreasing
|p| =∑rj=1 pj . For any given p with |p| ≥ 2, the non-vanishing omponents of the vetor oeient
gp of the amplitude equation are determined by the resonant part of Φp whereas hp is obtained
as the solution to (19) in terms of the non-resonant part of Φp. We note that, for any p, i, either
u∗i ·gp or u∗i ·hp must vanish.
The iterative solution is possible beause Φp is determined by lower order oeients of gp
and hp. This fat is obvious sine the sum over p
′
in (12) only involves oeients of orders
within the range 2 ≤ p′ ≤ |p| − 1, and sine the Taylor expansion of f(x) ontains no linear terms.
Consequently, the rst term, fp, on the right-hand side of (12) only ontains omponents hp′ of
orders 2, . . . , |p| − 1 through (8a).
The amplitude equation (18) and the linear system of equations (19) together with expression
(12) for Φp, onstitute the main result of this setion. Their pratial use for a number of spei
bifurations will be demonstrated in Setion 5. First we need to extend the theory to systems
dened at a nite distane from the bifuration point. This we do next.
3 Unfoldings of amplitude equations
For physial systems, one is often interested in studying the behavior of a dynamial system in a
viinity of a ertain bifuration point. We therefore onsider a dynamial system
x˙ = F(x,µ) = J·x+ f(x,µ), (21)
depending on a set of parameters µ ∈ Rs, in suh a way that it ontains the system (1) onsidered
previously as the speial ase µ = 0. In physial problems, the motion in a slow manifold at
µ 6= 0 smoothly developed from the enter manifold at µ = 0, is of speial importane. There
are several ways of approahing this problem. One may treat the motion in an unstable manifold
in the same way as desribed in the (previous) Setion 2 for the enter manifold with but a minor
modiation. We shall omment on this idea in Setion 7.
Here we use an approah desribed in [9℄ and extend the dierential equation (21) as
x˙ = J·x+ f(x,µ),
µ˙ = 0,
(22)
in whih (x,µ) ∈ Rn+s. Note that we treat the term J·x linear in x expliitly in (22) whereas all
other terms are ontained in f(x,µ).
We are interested in the motion in the enter manifold of the extended system (22), whih
represents the slow motion for nite µ near µ = 0, desired for an eient desription of the
physial problem. Unfortunately, we annot use the results of Setion 2 diretly beause the linear
part of the vetor eld in (22) need not have r + s independent ritial eigenvetors.
8the struture of (22) is so simple that we an use essentially the same approah as in Setion 2.
We sketh the arguments and introdue the neessary notation in order to analyze the extended
system.
We onsider only a dependene of the vetor eld on the parameter µ for whih (0,µ) ∈ Rn+s
belongs to the enter subspae of (22) at (x,µ) = (0,0). Then the enter manifold of (22) may be
parameterized by points (z,µ) ∈ Ec ×Rs in the enter subspae of the extended system through a
transformation h : Rn × Rs → Rn:
W c =
{
(x,µ)
∣∣ x = z+ h(z,µ)}. (23)
This means that the ow in W c dened by (22) is determined by the dierential equation
z˙ =
(
I+
∂h
∂z
)−1
·
(
J·z+ J·h(z,µ)) + f(z+ h(z,µ),µ)),
µ˙ = 0.
(24)
Clearly, this dierential equation an be written in the form
z˙ = J·z+ g(z,µ). (25)
We express z in a basis of eigenvetors of J as z =
∑r
j=1 zjuj , and expand the funtions f , h, and
g in a manner similar to (8) as
f
(
z+ h(z,µ),µ
)
=
∑
pq
fpqz
pµq, (26a)
h(z,µ) =
∑
pq
hpqz
pµq, (26b)
g(z,µ) =
∑
pq
gpqz
pµq, (26)
in whih
p = (p1, . . . , pr) ∈ Nr0, q = (q1, . . . , qs) ∈ Ns0, (27a)
zp =
r∏
j=1
z
pj
j , µ
q =
s∏
k=1
µqkk . (27b)
Note that we have introdued the short-hand notation pq for the index (p,q). Here, |p|+ |q| ≥ 1,
with the ases |p| = 1, |q| = 0 exluded. Sine (23)(26) eah has the same struture as in setion 2,
we arrive at the following equation for the vetor gpq whih must be satised for eah separate
order (p,q)
gpq =
(
J−
r∑
j=1
pjλjI
)
·hpq +Φpq. (28)
The vetor Φpq ∈ Rn is dened by a straightforward extension of (12), namely
Φpq = fpq −
∑
p′q′
hp′q′
r∑
j=1
p′ju
∗
j ·g(p−p′+δj)(q−q′). (29)
9Consequently, the vetor gpq will vanish provided that hpq is hosen as a solution to the equation
(
J−
r∑
j=1
pjλjI
)
·hpq = −Qp ·Φpq, (30a)
Rp ·hpq = 0. (30b)
Observe now that (30) has exatly the same form as (19). We may therefore onlude that the
unfolding of the amplitude equation in (18) simply beomes
z˙i = λizi +
∑
pq
(u∗i ·Φpq)zpµq, i = 1, . . . , p, (31)
where the sum for the i'th omponent is taken over all sets (p,q) where resonane ours. For
µ = 0, only terms with |q| = 0 ontribute, and we reover the results of the previous setion. For
general µ, (31) is an extension of (18) whih inorporates the parametri dependene on µ of the
resonant terms.
Equations (28) and (29) thus onstitute a reurrene relation for determining gpq and hpq. One
must rst determine the oeients for |q| = 0 for all orders p up to p0+1 where p0 is the maximum
value of |p| to be inluded for any q. Subsequently, the oeients are determined for all q with
|q| = 1 in the same way.
On the enter manifold, the funtions g(z,µ) and h(z,µ) are at least quadrati in z. However,
the unfoldings may ontain nonvanishing oeients gpq and hpq with |p| = 0, 1 when |q| ≥ 1.
In other words, the funtions g(z,µ) and h(z,µ) may ontain terms depending on µ whih are
onstant or linear in z whih now briey disuss. For |p| = 0 and |q| = 1, we have
J·h0δk = −Q0 ·Φ0δk , for k = 1, . . . , q. (32)
with δk dened below (12). If λi 6= 0, the orresponding oeient u∗i ·g0δk will vanish from the
amplitude equation provided that the oeient u∗i ·h0δk is hosen as
u∗i ·h0δk = −
u∗i ·Φ0δk
λi
. (33)
On the other hand, if λi = 0 we hoose u
∗
i ·h0δk = 0 by (30b), and get the following ontribution
from u∗i ·g0δk in the amplitude equation
u∗i ·g0δk = u∗i ·Φ0δk . (34)
At the order |p| = 1, |q| = 1, we nd that the following equation must hold for eah ordered
pair (δj , δk)
(J− λjI)·hδjδk = −Qδj·Φδjδk . (35)
For i = j, we always have u∗j ·(J − λjI)·hδjδk = 0, implying that we get a ontribution to the
amplitude equation given by u∗j ·gδjδk = u∗j ·Φδjδk and u∗j ·hδjδk = 0 from (30b). In the asymmetri
ase i 6= j we have
λi 6= λj : u∗i ·hδjδk = −
u∗i ·Φδjδk
λi − λj , u
∗
i ·gδjδk = 0, (36a)
λi = λj : u
∗
i ·hδjδk = 0, u∗i ·gδjδk = u∗i ·Φδjδk . (36b)
We shall illustrate the use of these results in Setion 5 and explain their meaning in Setion 7.
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4 Amplitude equations for iterated maps
The desription of the dynamis on enter manifolds for iterated maps is very similar to that of
ows presented in Setion 2. Therefore we merely give a short outline of the theory.
A disrete system in Rn is desribed by a map of the form
x 7→ F(x) = J·x+ f(x). (37)
We assume that x = 0 is a non-hyperboli xed point of (37) where the linear part J has r eigen-
values λj with |λj | = 1 (j = 1, . . . , r). The orresponding right and left eigenvetors are denoted by
uj and u
∗
j and are assumed to be normalized in aordane with the biorthonormal relations in (2).
The r-dimensional enter manifold W c of the xed point x = 0 may be parameterized by points in
the enter subspae as
x = z+ h(z) ≡ K(z), (38)
where x ∈ W c and z ∈ Ec. Inserting (38) into (37) yields
z+ h(z) 7→ J·z+ J·h(z) + f(z+ h(z)), (39)
whih shows that the disrete dynamis on the enter manifold is indued by the map
z 7→ K−1(J·z+ J·h(z) + f(z+ h(z))), (40)
in the enter subspae.
To nd the map in Ec expliitly, we formally express it as
z 7→ J·z+ g(z). (41)
As in the ontinuous ase, we express z in terms of oordinates based on the right eigenvetors uj ,
viz. z =
∑r
j=1 zjuj . The funtions f
(
z+ h(z)
)
, h(z), and g(z) an then be Taylor expanded as
f
(
z+ h(z)
)
=
∑
p
fpz
p, (42a)
h(z) =
∑
p
hpz
p, (42b)
g(z) =
∑
p
gpz
p, (42)
and the map (41) beomes
zi 7→ λizi +
∑
p
(u∗i ·gp)zp. (43)
When the transformation h(z) is hosen so that (43) ontains as few non-vanishing oeients
u∗j ·gp as possible, we shall refer to this equation as the amplitude equation for the map in (37).
To determine h(z), we rst substitute (41) for z on the left-hand side of (39). Sine the resulting
expression is equal to the right-hand side of (39), we obtain
J·z+ g(z) + h(J·z+ g(z)) = J·z+ J·h(z) + f(z+ h(z)). (44)
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Here we note that the term h
(
J·z+ g(z)) may be written as
h
(
J·z+ g(z)) =∑
p
hp
r∏
j=1
(
λjzj +
∑
p′
(u∗j ·gp′)zp
′)pj
,
=
∑
p
hpz
p
r∏
j=1
λ
pj
j +
∑
p
Ψpz
p. (45)
The last step denes the vetorΨp ∈ Rn whih abbreviates the (rather ompliated) oeient that
remains at order p when the term
∑
p hpz
p
∏r
j=1 λ
pj
j is taken out. Substitution of z =
∑r
j=1 zjuj
together with (42), and (45) in (44) followed by a simple rearrangement of terms then yields the
following expression for the oeient vetor gp
gp =
(
J−
r∏
j=1
λ
pj
j I
)
·hp +Φp, (46)
where Φp = fp −Ψp. Consequently, the oeient vetor gp an be eliminated if hp is hosen as
a solution to the equation
(
J−
r∏
j=1
λ
pj
j I
)·hp = −Φp. (47)
However, a omponent u∗i ·gp of gp annot be removed by any hoie of hp if the resonane ondition
r∏
j=1
λ
pj
j = λi, (48)
is satised.
Using a series of arguments analogous to the derivation of the amplitude equation for ows given
in setion 2, one easily obtains the following reurrene relation for the oeients gp and hp of
the amplitude equation and the assoiated transformation
gp =
(
J−
r∏
j=1
λ
pj
j I
)
·hp +Φp. (49)
We may therefore onlude that the unfolding of the amplitude equation (43) beomes
zi 7→ λizi +
∑
p
(u∗i ·Φp)zp, i = 1, . . . , p, (50)
where the sum is taken over all resonant sets p for the i'th omponent. Furthermore, all resonant
omponents u∗i ·hp of hp are set equal to zero whereas non-resonant terms are removed by hoosing
the orresponding oeient ui ·hp of hp as
u∗i ·hp =
−u∗i ·Φp
λi −
∏r
j=1 λ
pj
j
. (51)
Again, we note that the resonane ondition (48) is idential to the one that appears in the tradi-
tional normal form derivation for dieomorphisms [16, 17℄.
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For a map depending on a set of parameters µ ∈ Rs,
x 7→ F(x,µ) = J·x+ f(x,µ), (52)
we use the same approah as for ows and study the extended system
x 7→ J·x+ f(x,µ),
µ 7→ µ. (53)
Using expansions (26) and an approah ompletely analogous to the one disussed above, we nd
a reurrene relation
gpq =
(
J−
r∏
j=1
λ
pj
j I
)
·hpq +Φpq. (54)
with Φpq = fpq − Ψpq where the denition of Ψpq is analogous to that of Ψp. An example of
the alulation of Φpq for the period doubling bifuration in Setion 5.5 illustrates the use of the
formula. In onlusion, the unfolded amplitude equation for the iterated map (53) beomes
zi 7→ λizi +
∑
pq
(u∗i ·Φpq)zpµq, i = 1, . . . , r, (55)
where the sum is taken over all sets (p,q) for whih resonane ours for the i'th omponent.
The oeients hpq of the unfolded amplitude transformation are determined as solutions to
the linear equations
(
J−
r∏
j=1
λ
pj
j I
)·hpq = −Qp ·Φpq, (56a)
Rp ·hpq = 0. (56b)
As for (19), the linear system (56) is solved in pratie by appliation of a singular value
deomposition.
In Setion 5.5 below, we demonstrate the use of these results for the period doubling bifuration.
5 Amplitude equations for simple bifurations
In this setion, we derive expliit expressions for the oeients of the amplitude equation and the
assoiated transformation h(z,µ) to lowest non-trivial order for some simple bifurations. For this
purpose, we represent the vetor eld on the right-hand side of (21) and (52) as Taylor expansions
in some physially relevant oordinates xj of x ∈ Rn and µj of µ ∈ Rs. In terms of x and µ the
expansion of the vetor eld (21) takes the form
F(x,µ) = J·x+ Fµ ·µ+ Fxµ(x,µ) + 12!Fxx(x,x) + 13!Fxxx(x,x,x) + · · · , (57)
in onise notation with
Fxx(x,x) =
n∑
i,j=1
∂2F
∂xi∂xj
xixj , Fxxx(x,x,x) =
n∑
i,j,k=1
∂3F
∂xi∂xj∂xk
xixjxk,
Fµ ·µ =
s∑
i=1
∂F
∂µi
µi, Fxµ(x,µ) =
n∑
i=1
s∑
j=1
∂2F
∂xi∂µj
xiµj , . . .
(58)
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where all derivatives are evaluated at x = 0 and µ = 0. Here, the multilinear vetor funtions,
Fxx(x,x), Fxxx(x,x,x), et, are symmetri in all their arguments, so we need not speify them
any further. We shall only onsider unfoldings linear in µ, so we need not take any terms beyond
those exhibited in (57) into aount. From part of (57) nonlinear in x, namely
f(x,µ) = Fµ ·µ+ Fxµ(x,µ) + 12!Fxx(x,x) + 13!Fxxx(x,x,x) + · · · , (59)
we get the oeients fpq by rst substituting the parameterization of the enter manifold
x =
r∑
j=1
zjuj +
∑
pq
hpqz
pµq (60)
for x and then olleting all terms of order (p,q) (i.e. terms ontaining zpµq). In the examples
onsidered here, we shall only disuss problems assoiated with a salar parametri dependene µ,
implying that we may simplify the multilinear vetor funtions in (57) by writing
Fxpµq (x,x, . . . ,x, µ, µ, . . . , µ) = Fxpµq (x,x, . . . ,x)µ
q . (61)
5.1 Bifurations at a single zero eigenvalue
We rst look at a stationary point of the ow (1) where one real eigenvalue of J is zero and assume
that all other eigenvalues have non-zero real parts. We denote the right and left eigenvetors
orresponding to λ = 0 by u and u∗ respetively. Here the enter manifold and the enter subspae
are both one-dimensional, and the latter is spanned by u. There is just one amplitude z, and the
set of integers p beomes just a simple index p.
The resonane ondition (16) takes the form λ = pλ, and is satised for all orders p ≥ 2. So none
of the nonlinear terms of the amplitude equation vanish in general, whereas all of the omponents
u∗ ·hpq do. At the bifuration point, the amplitude equation (31) therefore has the following form
z˙ = g01µ+ g11µz + g20z
2 + g30z
3 + · · · , (62)
in whih gpq = u
∗ ·gpq. For the lowest order ontributions to the amplitude equation and the
transformation h(z, µ), we need rst alulate Φpq from (29). To obtain the oeients fpq , we
substitute
x = uz + h01µ+ h11µz + h20z
2 + h30z
3 + · · · (63)
in the expansion (59)
f(x) = Fµµ+
(
Fxµ ·u+ Fxx(u,h01)
)
µz +
1
2Fxx(u,u)z
2 +
(
Fxx(u,h20) +
1
6Fxxx(u,u,u)
)
z3 + · · · . (64)
Thus,
f01 = Fµ, (65a)
f11 = Fxµ ·u+ Fxx(u,h01), (65b)
f20 =
1
2Fxx(u,u), (65)
f30 = Fxx(u,h20) +
1
6Fxxx(u,u,u). (65d)
Seond order in z (p = 2 and q = 0)
At seond order, there is no ontribution from the sum over p′ and q′ in (29), implying that
Φ20 = f20 =
1
2Fxx(u,u). (66)
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We therefore get the seond order oeient of the amplitude equation from (31) as
g20 = u
∗ ·Φ20 = 12u∗ ·Fxx(u,u), (67)
and a linear equation for the oeient vetor h20 from (30)
J·h20 = − 12Q·Fxx(u,u), (68a)
u∗ ·h20 = 0, (68b)
with the projetion Q dened through Q·x = x− (u∗ ·x)u.
Third order in z (p = 3 and q = 0)
One g20 and h20 have been obtained from (67) and (68) respetively, we may derive the third
order ontributions using (29) for Φ30
Φ30 = f30 − 2g20h20,
= Fxx(u,h20) +
1
6Fxxx(u,u,u)− 2g20h20. (69)
We observe that u∗ ·h20 = 0, and onlude from the above expression that
g30 = u
∗ ·Φ30 = u∗ ·Fxx(u,h20) + 16u∗ ·Fxxx(u,u,u), (70)
whereas the oeient vetor h30 is determined by the linear equation
J·h30 = −Q·
(
Fxx(u,h20) +
1
6Fxxx(u,u,u)
)
+2g20h20, (71a)
u∗ ·h30 = 0. (71b)
Following this proedure, the iterative solution for gp0 and hp0 an be developed to still higher
orders.
Unfolding terms (p = 0 and q = 1)
Here Φ01 = f01. From (65), we get the rst ontribution to the unfolding as
g01 = u
∗ ·Fµ. (72)
In order to nd h01, we must solve the linear equations
J·h01 = −Q·Fµ, (73a)
u∗ ·h01 = 0. (73b)
Unfolding terms (p = 1 and q = 1)
From (29), we nd that Φ11 = f11 − 2g01h20. Having obtained both g01 and h01, we may nally
nd the ontribution g11 to the unfolding of the amplitude equation (62) as
g11 = u
∗ ·Φ11 = u∗ ·Fxµ ·u+ u∗ ·Fxx(u,h01), (74)
sine u∗ ·h20 = 0. The oeient vetor h11 an then be obtained by solving the linear system of
equations
J·h11 = −Q
(·Fxµ ·u+ ·Fxx(u,h01))−2g01h20, (75a)
u∗ ·h11 = 0. (75b)
We now speialize the results for the amplitude equation to three important bifurations at a
single zero eigenvalue, inluding only the terms at lowest order in z for q = 0, 1. For the terms
linear in µ, we introdue the simpler notation σp = gp1, whereas we shall use gp = gp0 for terms
independent of µ.
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5.1.1 Saddle-node bifuration
If σ0 6= 0 and g2 6= 0, a saddle-node bifuration ours at µ = 0, and the orresponding amplitude
equations takes the form
z˙ = σ0µ+ g2z
2, (76)
with
g2 =
1
2u
∗ ·Fxx(u,u), (77a)
σ0 = u
∗ ·Fµ. (77b)
5.1.2 Transritial bifuration
If σ0 = 0 but σ1 6= 0 and g2 6= 0, a transritial bifuration ours at µ = 0, for whih the amplitude
equation is
z˙ = σ1µz + g2z
2, (78)
with g2 given by (77a) and
σ1 = u
∗ ·Fxµ ·u+ u∗ ·Fxx(u,h01). (79)
5.1.3 Pithfork bifuration
Finally, if σ0 = 0 and g2 = 0, but σ1 6= 0 and g3 6= 0, a pithfork bifuration is realized at µ = 0.
Here the amplitude equation beomes
z˙ = σ1µz + g3z
3, (80)
where σ1 is given by (79) and
g3 = u
∗ ·Fxx(u,h20) + 16u∗ ·Fxxx(u,u,u). (81)
The results derived for these three bifurations are summarized in Table 1, whih also exhibits the
equations for the oeients of the amplitude transformation.
5.2 Bifurations at λ = 1 for iterated maps
The results derived above for ows require little modiation in order to give the oeients of
the equivalent amplitude equations for saddle-node, transritial, and pithfork bifurations in the
iterated map (37) (at a xed point where one eigenvalue of J satises λ = 1 and all other eigenvalues
have λ 6= 1). In fat, the only neessary modiation is to
replae J by J− I (82)
everywhere in (68), (71), (73), and (75). For this reason, we do not show the details of the alula-
tions for the iterated map here, but simply give the results for the unfolded amplitude equations:
z 7→ σ0µ+ z + g2z2 (saddle-node), (83a)
z 7→ (1 + σ1µ)z + g2z2 (transritial), (83b)
z 7→ (1 + σ1µ)z + g3z3 (pithfork). (83)
Here the oeients σ0, σ1, g2, and g3 are given by (77b), (79), (77a), and (81) with the linear
equations (68), (71), (73), and (75) modied in aordane with (82). The results derived for
the saddle-node, the transritial, and pithfork bifurations for iterated maps are summarized in
Table 1.
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5.3 Hopf bifuration
We now onsider a stationary point of the ow (21) at whih the linearization J has two omplex
onjugate, pure imaginary eigenvalues λ1 = λ2 = iω0, and all other eigenvalues have non-zero real
parts. We denote the right and left eigenvetors of J orresponding to λ1 by u1 and u
∗
1, and those
of λ2 by u2 and u
∗
2, as in the general theory  and hoose u2 = u1 normalized aording to (2).
Consequently, we may simplify the notation by dening u = u1 and u
∗ = u∗1. By this hoie, the
two-dimensional enter subspae is spanned by any linear ombinations of Reu and Imu, whereas
the motion in the two-dimensional enter manifold is determined by an amplitude equation whih,
as a straightforward appliation of the general theory, is formulated in terms of the two omplex
eigenvalues and omplex onjugate amplitudes z, z with z = zu+ zu ∈ Ec.
The ordered set of integers p now has two omponents, p = (p1, p2). The resonane ondition
for any p is satised for either of the two omponents if
p1λ1 + p2λ2 = (p1 − p2)λ1 = λ1 (84a)
or
p1λ1 + p2λ2 = (p2 − p1)λ2 = λ2. (84b)
Thus, the resonane ondition is fullled for the rst omponent if p1 = p2 + 1, and for the seond
omponent if p2 = p1 + 1 provided that p1 + p2 ≥ 2. The amplitude equation therefore takes the
form
z˙ = iω0z + g101µz + g210|z|2z + g320|z|4z + · · · , (85)
where gijk = u
∗ ·gijk.
To derive expressions for the oeients of (85), we rst determine the onstant vetors fpq by
substitution of
x = uz + uz + h200z
2 + h110|z|2 + h020z2 + h001µ+ h101µz + h011µz + · · · (86)
in (59). Colleting separate orders in z, z, and µ, we nd the following ontributions for terms of
zero order in µ
f200 =
1
2Fxx(u,u), (87a)
f110 = Fxx(u,u), (87b)
f300 = Fxx(u,h200) +
1
6Fxxx(u,u,u), (87)
f210 = Fxx(u,h110) + Fxx(u,h200) +
1
2Fxxx(u,u,u). (87d)
whereas the terms linear in µ are
f001 = Fµ, (88a)
f101 = Fxµ ·u+ Fxx(u,h001), (88b)
Notie also that Φp0 = fp0 at seond and third orders in |p| beause the rst non-vanishing
oeients gp0 ome at third order in |p|. Although all seond order oeients gp0 vanish, we
must still derive the oeients hp0 of the transformation h at seond order sine these are needed
to obtain the higher order oeients gp0 as well as for determining the amplitude transformation.
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Seond order terms in z (p1 + p2 = 2 and q = 0)
From (87), we nd
Φ200 = Φ020 =
1
2Fxx(u,u), (89a)
Φ110 = Fxx(u,u). (89b)
Sine there is no resonane at seond order, the right-hand side of (30a) is simply −Φp0, and
we get using λ1 = λ2 = iω0
(J− 2 iω0I)·h200 = − 12Fxx(u,u), (90a)
J·h110 = −Fxx(u,u), (90b)
whereas h020 is determined by the relation h020 = h200.
Third order terms in z (p1 + p2 = 3 and q = 0)
One (90) has been solved for the seond order oeient vetors hp0, we immediately get the third
order terms Φp0 expliitly from (87)
Φ300 = Fxx(u,h200) +
1
6Fxxx(u,u,u), (91a)
Φ210 = Fxx(u,h110) + Fxx(u,h200) +
1
2Fxxx(u,u,u), (91b)
Φ120 = Φ210, Φ030 = Φ300. (91)
The third order nonlinear oeient g210 of the amplitude equation (85) then beomes
g210 = u
∗ ·Φ210 = u∗ ·Fxx(u,h110) + u∗ ·Fxx(u,h200) + 12u∗ ·Fxxx(u,u,u). (92)
Notie that expressions like (91) forΦp0 an be written down immediately in terms of the oeients
hp0 and gp0, but to get expliit expressions, equations like (90) must rst be solved for the lower
order oeients. In other words  to get expliit expressions, one must work order by order
starting with the seond order.
For the amplitude equation (85) to third order, we need go no further. However, to obtain an
expliit expression for the transformation h(z) to third order we must solve the linear equations
(J − 3 iω0I)·h300 = −Φ300, (93a)
(J− iω0I)·h210 = −Q·Φ210, (93b)
u∗ ·h210 = 0, (93)
h030 = h300, h120 = h210, (93d)
where the projetion Q is dened as
Q·x = x− (u∗ ·x)u. (94)
Unfolding terms (p1 = p2 = 0 and q = 1)
First, the oeient vetor h001, must be found by solving the linear equation
J·h001 = −Fµ, (95)
whih is non-singular sine λ1 = λ2 = iω0 6= 0.
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Unfolding terms (p1 = 1, p2 = 0 and q = 1)
We rst alulate Φ101 as
Φ101 = f101 − 2h200(u∗ ·g001)− 2h110(u∗ ·g001) (96)
= f101 = Fxµ ·u+ Fxx(u,h001), (97)
sine g001 = 0. Having obtained h001, the rst non-trivial oeient of the unfolded amplitude
equation beomes
g101 = u
∗ ·Φ101 = u∗ ·Fxµ ·u+ u∗ ·Fxx(u,h001), (98)
whereas the linear equation whih determines the orresponding oeient vetor h101 in the trans-
formation beomes
(J− iω0I)·h101 = −Q·Φ101, (99a)
u∗ ·h101 = 0, (99b)
h011 = h101, (99)
We now simplify the notation using the fat that one index, p = p1+p2 say, is suient to desribe
the resonant terms sine p1 = (p+1)/2 and p2 = (p−1)/2 for the rst omponent. Setting σ1 = g101
and g3 = g210, we nally onlude that the unfolded amplitude equation beomes
z˙ = (iω0 + σ1µ)z + g3z|z|2, (100)
with
g3 = u
∗ ·Fxx(u,h110) + u∗ ·Fxx(u,h200) + 12u∗ ·Fxxx(u,u,u), (101a)
σ1 = u
∗ ·Fxµ ·u+ u∗ ·Fxx(u,h001). (101b)
The results derived for the Hopf bifuration for ows are summarized in Table 2.
5.4 Neimark-Saker bifuration
The equivalent situation where an iterated map (37) exhibits a Neimark-Saker bifuration orre-
sponds to a xed point where two omplex eigenvalues of J satisfy λ1 = λ2 = e
iθ0
(|λ1| = |λ2| = 1).
For simpliity, we exlude the strong resonane ases where θ0 =
2pi
k
for k = 1, 2, 3, or 4. The
unfolded amplitude equation and the assoiated oeients for this problem is easily obtained by
only a few modiations of the results derived above for the Hopf bifuration for ows. The only
required modiation is to
replae (J− i kω0I) by (J− eikθ0I) (102)
everywhere in (90), (93), (95), and (99). We shall not show the details of the remaining alula-
tions here but merely present the main result for the amplitude equation for the Neimark-Saker
bifuration, namely
z 7→ (eiθ0 + σ1µ)z + g3z|z|2, (103)
with the oeients g3 and σ1 given by (101a) and (101b) respetively with the linear equations
(90), (93), and (95) modied aording to (102). The results for the amplitude equation for the
Neimark-Saker bifuration are summarized in Table 2.
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5.5 Period doubling bifuration
To illustrate the priniples of deriving amplitude equations for iterated maps, we onsider a xed
point solution x = 0 of (53) where one eigenvalue of J satises λ = −1 at µ = 0 whereas all other
eigenvalues are assumed to have modulus dierent from unity. The right and left eigenvetors are
denoted by u and u∗ respetively orresponding to a one-dimensional enter manifold desribed by
a single real amplitude z and a simple index p.
The resonane ondition (48) is simply λ = λp, whih is satised for all odd p ≥ 3. Correspond-
ingly, the amplitude equation (50) takes the form
z 7→ (g11µ− 1)z + g30z3 + g50z5 + · · · , (104)
with gpq = u
∗ ·gpq.
To determine relations for the oeients of (104), we rst insert
x = uz + h20z
2 + h30z
3 + h01µ+ h11µz + · · · (105)
in (59) and nd the following expressions for f20, f30, f01, and f11
f20 =
1
2Fxx(u,u), (106a)
f30 = Fxx(u,h20) +
1
6Fxxx(u,u,u), (106b)
f01 = Fµ, (106)
f11 = Fxµ ·u+ Fxx(u,h01). (106d)
Now, to derive expressions for the onstant vetors Φp0 dened impliitly by (44)(54), we note
that u∗ ·g20 = 0, and onlude that Ψp0 = 0 for p ≤ 3 sine u∗ ·gp0 rst enters (45) at fourth order.
This therefore implies Φ20 = f20 and Φ30 = f30.
Seond order terms in z (p = 2 and q = 0)
To nd h20, we have
Φ20 =
1
2Fxx(u,u). (107)
There is no resonane at seond order, but we must still solve the regular linear system
(J− I)·h20 = − 12Fxx(u,u), (108)
for h20 in order to obtain an expliit expression for Φ30.
Third order terms in z (p = 3 and q = 0)
For Φ30, we have
Φ30 = Fxx(u,h20) +
1
6Fxxx(u,u,u), (109)
so one the linear equation for h20 has been solved, we may determine the resonant third order
oeient in (104) as
g30 = u
∗ ·Φ30 = u∗ ·
(
Fxx(u,h20) +
1
6Fxxx(u,u,u)
)
. (110)
The third order term h30 of the transformation h(z) an then be found by solving the equations
(J+ I)·h30 = −Q·Φ30, (111a)
u∗ ·h30 = 0, (111b)
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where the projetion Q is dened in (20), i.e. Q·x = x− (u∗ ·x)u.
Unfolding terms (p = 0, 1 and q = 1)
To ndΦ01 andΦ11, we useΦpq = fpq−Ψpq and take fpq from (106). To determine any ontribution
fromΨpq, we substitute the right-hand side of (104) for z in the expansion of h(z, µ). Now, substrat
h(−z, µ) and order the rest aording to (p, q). The oeient of zpµq is then Φpq. We may than
onlude for the period doubling bifuration that Φ01 = Φ11 = 0. Consequently,
Φ01 = Fµ, (112a)
Φ11 = Fxµ ·u+ Fxx(u,h01). (112b)
To determine the oeient vetor h01, we must solve the linear system
(J− I)·h01 = −Fµ, (113)
whih always is regular sine J by assumption has no eigenvalue λ = 1. Having obtained h01, we
nd the non-trivial ontribution to the unfolding of the amplitude equation as
u∗ ·g11 = u∗ ·Fxµ ·u+ u∗ ·Fxx(u,h01), (114)
and the oeient vetor h11 by solving the linear system of equations
(J+ I)·h11 = −Q·
(
Fxµ ·u+ Fxx(u,h01)
)
, (115a)
u∗ ·h11 = 0. (115b)
In onlusion, we arrive at the following unfolded amplitude equation for the period doubling
bifuration
z 7→ (σ1µ− 1)z + g3z3, (116)
where
g3 = u
∗ ·Fxx(u,h20) + 16u∗ ·Fxxx(u,u,u), (117)
σ1 = u
∗ ·Fxµ ·u+ u∗ ·Fxx(u,h01). (118)
The results for the period doubling bifuration are summarized in Table 3.
6 Salings and proper amplitude equations
The amplitude of a harmoni osillation is half the dierene between the maximum and minimum
values of the osillating funtion. This basi onept of an amplitude an be generalized to a set
of (possibly omplex) Fourier amplitudes for anharmoni periodi osillations. For the aperiodi
(transient) osillations that an our near a Hopf bifuration, we an introdue a slowly varying,
omplex amplitude w related to z of (100) by extrating the time dependene assoiated with
harmoni osillations with (vanishingly) small amplitude at the bifuration point. Speially, we
an extrat a phase fator eiω0t from z(t) to get a time dependent amplitude modulating the basi
osillations desribed by the phase eiω0t.
We shall introdue the notion of a proper amplitude to aount for this and similar slow mod-
ulations. At the same time, it is onvenient to aount also for the important salings harateristi
of a Hopf bifuration. Thus, the amplitude of the limit yle osillations grows as
√
µ for small µ,
and the harateristi times in a viinity of the stationary point as well as near the limit yle are
both proportional to µ lose enough to the bifuration point.
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We therefore introdue a proper (saled) amplitude w(τ) as a funtion of a saled time τ by the
denition
w(τ) =
1√
µ
exp(− iω0t)z(t), (119)
τ = µt. (120)
Substitution of these two expressions in (100) then leads to the proper amplitude equation for w(τ)
dw
dτ
= σ1w + g3w|w|2, (121)
whih traditionally is alled the Stuart-Landau equation [19, 20℄. It has the important property
of being independent of the distane from the bifuration point (whih of ourse only applies at
the lowest non-trivial orders in z and µ of the original amplitude equation). So the Stuart-Landau
equation is universal for any ow exhibiting a Hopf bifuration  haraterized by just two pa-
rameters σ1 and g3. Note that the salings leading to (121) are ditated by the form of (100). The
Stuart-Landau equation (121) an be derived from (100) without any knowledge of the properties
of the Hopf bifuration other than those ontained in (100).
Our remarks leading to (121) are meant solely as motivation of the idea of saling and are not
needed for the derivation itself. On the ontrary, we an infer the saling properties for the limit
yle and the ritial slowing down from the amplitude equation. This feature distinguishes the
present derivation of (proper) amplitude equations from those based on multiple time sales; in the
latter ase the salings are basi assumptions of the atual derivation of the amplitude equation
whereas these follow naturally from the derivations presented here.
For non-osillatory modes, the amplitude equations at lowest nonlinear order an also be saled
to yield a proper amplitude equation whih also will be universal for any ow exhibiting the bifura-
tion in question. In fat, similar proper amplitude equations are easily derived for the saddle-node,
the transritial, and the pithfork bifuration. For the equivalent amplitude equations of an iter-
ated map, one an show that the saling t = µτ is replaed by an expliit fator µ in the saled
amplitude equation.
7 Interpretation of the unfoldings
The signiane of the desription of the motion in the enter manifold in terms of an amplitude
equation is obvious from the geometrial interpretation illustrated in Fig. 1. But the meaning of
the unfolding is perhaps not so lear.
To understand terms like the oeient vetor hpq in (30) for |q| 6= 0, we look rst at the ase
|p| = 0, |q| = 1 orresponding to (32)(34). These equations are assoiated with the hange of the
stationary point xs(µ) with the parameter µ as desribed by the equation
F
(
xs(µ),µ
)
= 0. (122)
The hange from (xs,µ) = (0,0) is to rst order in µ determined by the equation
dF
dµ
·µ = (J· ∂xs
∂µ
+ Fµ
)·µ = 0 (123)
in whih all derivatives are evaluated at (x,µ) = (0,0). For nite µ, the expression inside the
parentheses in (123) must vanish, and we nd
J· ∂xs
∂µ
= −Fµ, (124)
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whih orresponds to (32) for the k'th omponent of µ.
Thus the omponent of h0δk in the range of J determines the hange in R
n
of the stationary
point xs(µ) as
xs(µ) =
s∑
k=1
h0δkµk. (125)
A hange with µ of the motion in the nullspae of J is determined by the ontribution to the
amplitude equation (31) provided the derivative Fµ has a non-vanishing omponent in the null-
spae of J. In ontrast, the transformation h will have no omponent in the nullspae.
We see the eets of the |p| = 0, |q| = 1 ontributions to the unfoldings for the single zero
eigenvalue in Setion 5.1 and for the Hopf bifuration in Setion 5.3. Thus, the hange of the
stationary point is given to rst order in µ by (73) and (95). In this ase, there is only a ontribution
to the amplitude equation for the saddle-node bifuration where Fµ has a non-vanishing omponent
in the nullspae of J. Here the non-hyperboli stationary point splits in two whih annot be
aounted for as a smooth displaement of the stationary point under the unfolding  a term must
therefore appear in the amplitude equation. For the transritial, pithfork, and Hopf bifurations,
on the other hand, the hange of the stationary point with µ an simply be aounted for by the
smooth transformation h(z,µ).
At the order |p| = 1, |q| = 1 the unfolding an be understood in terms of perturbation theory
for the eigenvalue problem. Consider the hange of the Jaobian matrix at the stationary point xs
to rst order in µ
J(µ) = J+ Fxµ(·,µ) + Fxx(·,xs), (126)
in whih xs (to rst order in µ) is given by (125). For short we write (126) as
J(µ) = J+ δJ (127)
and onsider the eigenvalue problem
(J+ δJ)· (uj + δuj) = (λj + δλj)(uj + δuj). (128)
To lowest order (linear in µ), we nd from perturbation theory [21℄ that the hange δλj of the
eigenvalue λj is
δλj = u
∗
j ·δJ·uj , (129)
whereas the hange δuj of the eigenvetor uj is determined by the linear equation
(J− λjI)·δuj = −(I− uju∗j )·δJ·uj ,
u∗j ·δuj = 0.
(130)
From (126), we nd for δJ·uj
δJ·uj = Fxµ(uj ,µ) + Fxx(uj ,xs). (131)
By omparison of (130) and (131) with (35), we identify hδjδk as the ontribution to the hange
of the j'th eigenvetor per unit hange of µk. Similarly, we identify the oeient u
∗
j ·gδjδk in the
unfolded amplitude equation as the derivative of the j'th eigenvalue with respet to µk.
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The eets of the |p| = 1, |q| = 1 ontributions an be inferred diretly from the spei
bifurations studied in Setions 5.1 and 5.3. For a salar parameter µ, we have Φδjδk = Φδj1
implying that (131) redues to
δJ·uj = Fxµ ·uj + Fxx(uj ,h01). (132)
The right-hand side of this expression has the same form as (65b) and (88b) for a single zero
eigenvalue and for a Hopf bifuration respetively. For a salar parameter, we also note that the
hange of the stationary point is simply h01µ orresponding to rst order terms h01µ and h001µ in
Setions 5.1 and 5.3 respetively.
We an summarize these results for one ritial omponent with eigenvalue λ, right eigenvetor
u and amplitude z in simplied notation (disregarding other ritial modes) by grouping terms as
follows
z˙ = g01µ+ (λ+ g11µ)z + · · · , (133a)
x = h01µ+ (u+ h11µ)z + · · · , (133b)
where '· · · ' indiates linear ontributions from other ritial omponents plus nonlinear terms.
Thus, the result (133) partly aounts for the hange of the stationary point to h01µ and hanged
eigenvalue λ + g11µ and eigenvetor u + h11µ evaluated at the new stationary point. It seems
reasonably to assume that other terms an be interpreted as orretions hanging the amplitude,
but we shall not pursue the interpretation any further.
The interpretation indiated above suggest that for nite µ one may obtain an eient de-
sription of the dynamis by using the formulas obtained for the enter manifold using the (nearly
ritial) eigenvalues and eigenvetors as well as all oeients alulated from the vetor eld at
xs(µ) for the nite value of µ.
In the important speial ase where no eigenvalues have positive real parts at the bifuration and
all the ritial eigenvalues and no others aquire positive real parts at the nite µ, we an appeal
to the stable manifold theorem and use essentially the same line of reasoning as in Setion 2 for the
desription of the motion in the unstable manifold. We may still lassify the terms to inlude in the
amplitude equation and those to inlude in the assoiated transformation aording to whether or
not the resonane ondition is satised at the bifuration point. Although it is in general possible to
eliminate all nonlinear terms from the amplitude equation, one should not do so, but instead inlude
preisely those that appear at the bifuration. Then the amplitude equation and transformation
hange smoothly with µ, and the formulas derived here for the enter manifold an be applied to
the unstable manifold with all quantities alulated at xs(µ) for nite µ.
8 Physial relevane of the amplitude equation
An amplitude equation desribes the kind of dynamial behavior (e.g. haos) that an be observed
in any system to whih it applies. It an therefore be studied in its own right as a representative of
a large lass of dynamial systems.
For a spei system, the amplitude equation has its oeients xed by the physial system.
Some or all of these oeients an often be determined from a summary knowledge of the system,
suh as harateristi (invariant) exponents. Furthermore, sine the atual (physial) system is
topologially equivalent to that determined by the amplitude equation, the number of solutions
that branh o at the bifuration point and the stability of the bifurating solutions (the super- and
subritial nature of the bifuration) are additional examples of harateristis that are determined
diretly by the properties of the amplitude equation.
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However, to desribe a real physial system in more detail in terms of amplitudes, the amplitude
equation is not suient. The transformation (60) between the desription in terms of amplitudes
and the atual physial variables is essential. Fortunately, that transformation is obtained together
with the amplitude equation with little extra work, sine the oeients hpq of the transformation
must be alulated in order to determine the amplitude equation anyway.
For a given amplitude equation, we may therefore study the dynamis by either analyti or
numerial methods and then use (60) to transform the dynamis bak to the physial spae of
the original problem. For all the amplitude equations derived in Setion 5, an analyti approah
is possible. The alulation of the limit sets of these amplitude equations is straightforward. The
results and their relation to the physial spae is summarized in Tables 13 and Table 4 respetively.
The advantage of using an amplitude approah to a physial problem is that the essential
dynamis usually takes plae in a subspae (the enter subspae of amplitudes) of muh lower
dimension than the full dimension of the dynamial system. So whether one has an experiment
or a model, it is often advantageous to solve or analyze the problem in terms of amplitudes. For
suh work, a quantitative approah like that desribed in the present paper is neessary. As an
example we mention a quantitative experimental analysis of osillatory hemial reations near a
superritial Hopf bifuration relying on the Stuart-Landau equation (121) and the basi geometry
of the amplitude transformation [22, 23℄ and a study of hemial waves in a omplex hemial
reation-diusion system [2℄.
9 Summary and disussion
The main result of this paper is a general and systemati method of deriving amplitude equations
(or normal forms) for ows and iterated maps near a loal bifuration. In addition, the method also
provides the transformations that onnet the amplitude desription with the real world desribed
in terms of appropriate physial variables, the amplitude transformation. In partiular, the method
provides an expliit reurrene relation (28) with (29) for ows, and (54) for iterated maps in the
ase of semisimple ritial eigenvalues.
The method is ompletely transparent: the amplitudes representing the instantaneous state
of a system and the amplitude transformation to a physial desription of the state have simple
geometri interpretations. The use of the method for a given type of bifuration is straightforward
and unambiguous, and an in priniple be arried out to any desired order of nonlinearity.
The method is eient in terms of neessary omputational eorts as will beome lear from a
summary of the steps of the method whih we now present: We rst have to nd the eigenvalues λi
and the assoiated eigenvetors ui and u
∗
i satisfying the ondition Reλi = 0 (for ows) or |λi| = 1
(for iterated maps). From this, we immediately get the struture of the amplitude equation and the
amplitude transformation h(z,µ) through a lassiation of terms u∗i ·gpq and u∗i ·hpq depending
on whether or not the resonane ondition
r∑
j=1
pjλj = λi (for ows), (134a)
r∏
j=1
λ
pj
j = λi (for maps) (134b)
is satised for the i'th omponent (amplitude zi) of the term indiated by the order (p,q). The
amplitude equation inludes all resonant terms and no others, whereas the amplitude transformation
ontains non-resonant terms only.
The next step is to alulate the onstant vetors Φpq in terms of the Taylor oeients fpq,
gpq, and hpq. This step is straightforward. For simple bifurations (as onsidered in this paper),
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the neessary alulations are easily done by hand, whereas more omplex problems of higher
odimension is a simple task for software tools suh as Mathematia and Maple [24, 25℄.
The oeients gpq (for the amplitude equation) and hpq (for the amplitude transformation)
are now obtained order by order in an iterative proedure. At any order (p,q), any non-vanishing
omponent u∗i ·gpq in the amplitude equation is given expliitly by
u∗i ·gpq = u∗i ·Φpq. (135)
This term only appears if the resonane ondition is fullled. To obtain the oeient hpq, one has
to solve the system of linear equations
(
J−
r∑
j=1
pjλjI
)
·hpq = −Qp ·Φpq (for ows), (136a)
(
J−
r∏
j=1
λ
pj
j I
)
·hpq = −Qp ·Φpq (for maps) (136b)
determining the non-resonant omponents of hpq, with the auxiliary ondition
Rp ·hpq = 0, (137)
whih ensures that the resonant omponents of hpq vanish. Equation (136a) or (136b) together
with (137) determine hpq ompletely.
This is all that is needed to formulate a given physial problem in terms of an amplitude
equation. Notie arefully that the above proedure does not require that the Jaobian matrix
has been transformed to blok form  a feature that greatly simplies the omputations. The
only non-trivial parts of the omputations are the determination of the right and left eigenvetors
assoiated with the bifurating eigenvalues and the solution of the systems of linear equations (136).
Another signiant result of the present paper is the ompilation of general results for several
types of bifurations as summarized in Tables 14. This part of the work serves two important
purposes. First we use it to demonstrate how the general proedure (skethed above) works in
pratie for ows and iterated maps. Seondly, it provides expliit expressions that an be used
immediately for any spei problem. Suh atual use of the tables is illustrated in Appendix A
where the alulation of amplitude equations and assoiated transformations is demonstrated for a
few spei problems, using the formulas of the tables.
As an be seen from the spei bifurations disussed in Setion 5 and the examples of the
Appendix, the mahinery is quite easy to use despite the array of expansions involved. In pra-
tie, these expansions are nite or an be trunated so that only few terms need be onsidered.
Usually, only a few ritial modes are involved. Thus the amplitude equation has few omponents,
and in general one needs only inlude its rst few terms to get a satisfatory desription of the
dynamis. The assoiated amplitude transformation an usually be trunated after the highest or-
der inluded in the amplitude equation. We also emphasize that onsiderable simpliation ours
in many appliations as a result of the form of the vetor eld or map. For example, this is the
ase in hemial kinetis based on elementary reations, whih are at most of the seond order.
Consequently, the Taylor expansion (57) terminates at low order beause higher order derivatives
vanish. As mentioned previously, if the derivations by hand beome too laborious, one an always
arry it through by resorting to software pakage like Mathematia or Maple whih are apable of
performing symboli omputations
The main appliation of the results of the present paper is for determining the time evolution
of dynamial systems near a loal bifuration. However, the derivation of an amplitude equation
also provides an expliit expression for the enter manifold in the simplest possible way.
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In addition, the formulas of Tables 14 provide a general tool for determining numerial esti-
mates of branhings of stationary, xed points, and periodi solutions of ows and maps when a
bifuration is traversed. Suh estimates are typially needed in ontinuation problems as imple-
mented in the numerial software pakages CONT [26,27, pp. 302361℄ and AUTO [28℄. Estimates
based on the solutions of amplitude equations are more aurate than those traditionally used in
terms of tangents of the interseting branhes at the bifuration point [29℄. These do not inlude
the urvature of the branhes at the bifuration and equally important  they do not determine the
stability harater (as super- or subritial) of the bifuration point. All of these issues are generally
important when alulating deliate solution and bifuration diagrams. For details regarding the
numerial loation of bifuration points of the type disussed in this paper, we refer to [2931℄ and
referenes therein.
Notie also that the method presented here is generally valid also for stable and unstable man-
ifolds. Exept for aidental resonane, the dierential equation desribing the dynamis on these
manifolds an in general be linearized to any order implying that all terms are non-resonant and
therefore ontained in the assoiated transformation.
As already mentioned in Setions 2 and 4, we emphasize that the theory for amplitude equations
an be used diretly to perform redutions of ows and iterated maps to normal form. Traditional
approahes, where the normal form theorem is applied diretly to a given problem, involves the
determination of Lie brakets and solutions of the assoiated homologial equation. As noted
by Arrowsmith & Plae [17℄, suh alulations are often ompliated and rather lengthy. The
approah onsidered here, however, determines the normal form and the assoiated (normal form)
transformation simply by solving systems of linear equations. From pratial experiene, we nd the
approah onsidered here muh more onvenient ompared to traditional normal form redutions.
In this paper, we have worked out expliit formulas for a number of simple bifurations. The
derivation of these serve as an illustration of the general method presented but also provides a
olletion of results than an be useful for appliations to spei systems: it may indeed save muh
time.
However, the method of deriving amplitude equations and assoiated transformations is abso-
lutely straightforward also for more ompliated loal bifurations (of odimension-two and higher).
We have derived expliit amplitude equations and transformations for some of these higher bifur-
ations for ows and maps with the method desribed here. In this onnetion, it is natural to
treat also bifurations where the geometri multipliity of the ritial eigenvalues is smaller than
the algebrai multipliity. Suh bifurations an be treated in terms of generalized eigenvetors by
straightforward modiation of the present method. However, the general ase requires a ompli-
ated notation, so we have not made the extension to generalized enter eigenspae in the present
paper. At the time of writing, we have worked out expliit expressions for oeients of ampli-
tude equations and transformations for a Bautin bifuration (where a Hopf bifuration hanges
from super- to subritial and a quinti term is needed), for a Bogdanov-Takens bifuration, for
a fold-Hopf bifuration, and for a Hopf-Hopf bifuration (where two pairs of omplex onjugate
eigenvalues pass the imaginary axis) with and without strong resonanes. For iterated maps, we
have worked out the four ases of strong resonane for the Neimark-Saker bifuration.
In a future paper, we shall show how an amplitude equation for a fold-Hopf bifuration an
be applied on a quantitative level to desribe a realisti reation-diusion model system for the
Belousov-Zhabotinsky reation under irumstanes where the omplex Ginzburg-Landau equation
fails entirely. In fat, this observation suggests that suh odimension-two desriptions may be
muh more useful than the odimension initially suggests. In partiular, that paper will illustrate
how results for amplitude equations and their assoiated transformations an be used to obtain a
desription in physial terms that may be ompared quantitatively with the full model system and
experimental data.
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A Examples
In order to illustrate the theory disussed in the previous setions and demonstrate the use of
the formulas of Tables 14, we disuss three simple examples. They will show the fundamental
steps involved in alulating the amplitude equation for various bifurations in atual systems. We
emphasize that the use of amplitude equations for the partiular examples disussed here has been
hosen to illustrate the priniples of the method for some simple bifurations  not beause it
neessarily provides the omputationally shortest path to the solution.
A.1 The Lorenz equations
To illustrate the derivation of amplitude equations for bifurations involving a single zero eigenvalue,
we onsider the Lorenz equations [32℄
x˙1x˙2
x˙3

 =

 s(x2 − x1)rx1 − x2 − x1x3
−bx3 + x1x2

 , (138)
and hoose the term r as the bifuration parameter. One easily sees that (138) admits the trivial
solution (0, 0, 0)T with the orresponding Jaobian
J(r) =

−s s 0r −1 0
0 0 −b

 , (139)
whih has a single real eigenvalue λ = 0 for r = 1. This implies that the Lorenz system has a
one-dimensional enter manifold at the stationary point (0, 0, 0)T for r = 1. The right and left
eigenvetors u and u∗ of J = J(1) are
u = (1, 1, 0)T, (140)
u∗ =
1
1 + s
(1, s, 0). (141)
Seond and third order terms
Sine the oeient σ0 in Table 1 satises σ0 = u
∗ ·Fr = u∗ · ∂F∂r
∣∣
r=1
= 0, we may exlude the
possibility of a saddle-node bifuration. Furthermore, sine
Fxx(ξ,η) = (0,−ξ1η3 − η1ξ3, ξ1η2 + η1ξ1)T, (142)
we may alulate the quadrati oeient g2 from Table 1 as
g2 =
1
2u
∗ ·Fxx(u,u) = u∗ ·(0, 0, 1)T = 0, (143)
whih exludes the possibility of a transritial bifuration. In order to determine the third order
oeient g3, we must rst nd the oeient vetor h20. From Table 1 we get
J·h20 = −(0, 0, 1)T, (144)
u∗ ·h20 = 0, (145)
implying that h20 = (0, 0,
1
b
)T. Observing that the Taylor expansion of (138) terminates at seond
order (Fxxx = 0), we may determine the ubi oeient g3 from Table 1 as
g3 = u
∗ ·Fxx(u,h20) = u∗ ·(0,−1
b
, 0)T = − s
b(1 + s)
. (146)
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Unfolding terms
To nd the oeient σ1 in the unfolding of the amplitude equation assoiated with pithfork
bifuration (see Table 1), we rst observe that Fr = 0 implying that the oeient vetor h01
vanishes implying that the term u∗ ·Fxx(u,h01) in σ1 disappears. Consequently, we get from Table 1
σ1 = u
∗ ·Fxr ·u = u∗ ·

0 0 01 0 0
0 0 0

·u = s
s+ 1
. (147)
For s 6= 0, we have g3 6= 0, and σ1 6= 0, and therefore onlude that a pithfork bifuration ours
in the Lorenz system (138) at r = 1. If s > 0 and b > 0, the bifuration will be superritial.
From Table 1, we now obtain the following expression for the amplitude equation for the Lorenz
system (138)
z˙ =
s
s+ 1
[
(r − 1)z − 1
b
z3
]
, (148)
whih admits the non-trivial stationary solutions
z± = ±
√
b(r − 1). (149)
To determine the branhing behavior of (138) in the physial (x1, x2, x3)-spae, we use the
amplitude transformation assoiated with the pithfork bifuration from Table 4. We nd

x1x2
x3


±
= ±

11
0

√b(r − 1) +

00
1

 (r − 1). (150)
We have not shown the alulation of the oeient vetors h30 and h11, sine these aidentally
anel when inserted into the amplitude transformation.
A.2 The Gray-Sott model
As an example of a two-dimensional hemial system that exhibits a Hopf bifuration, we on-
sider the Gray-Sott model [33℄ for the transformation of a reatant A to a produt B with two
intermediate speies X1 and X2:
A
k1−→ X1
X1 + 2X2
k2−→ 3X2
X2
k3−→ B
Introduing dimensionless onentrations by x1 =
√
k2/k1[X1] and x2 =
√
k2/k1[X2], a dimen-
sionless time by τ = k1t, and hoosing k3 = k1 the saled kineti equations beome
(
x˙1
x˙2
)
=
(
ν − x1x22
x1x
2
2 − x2
)
, (151)
where ν =
√
k2/k1[A] is used as bifuration parameter. Here we onsider the stationary solution
xs = (
1
ν
, ν). The Jaobian of (151) at xs is
J(ν) =
(−ν2 −2
ν2 1
)
(152)
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For ν = 1 the Jaobian J has eigenvalues λ1 = λ2 = i implying that the system exhibits a Hopf
bifuration. The rst order terms are given by the right and left omplex eigenvetors u and u∗
assoiated with λ1. We get
u = (−2, 1 + i)T and u∗ = −1
4
(1 + i, 2 i)T. (153)
The seond and third order terms an be obtained from Table 2 by alulating Fxx and Fxxx
at the bifuration point where ν = 1 and xs = (1, 1)
T
. By denition
Fxx(ξ,η) =
2∑
i,j=1
∂2F
∂xi∂xj
∣∣∣∣
xs
ξiηj and Fxxx(ξ,η, ζ) =
2∑
i,j,k=1
∂3F
∂xi∂xj∂xk
∣∣∣∣
xs
ξiηjζk. (154)
From (151) and (154), we get
∂2F
∂x21
∣∣∣∣
xs
=
(
0
0
)
,
∂2F
∂x1∂x2
∣∣∣∣
xs
=
∂2F
∂x2∂x1
∣∣∣∣
xs
=
∂2F
∂x22
∣∣∣∣
xs
=
(−2
2
)
. (155)
Seond order terms
From (154) and (155) we get
Φ200 =
1
2Fxx(u,u) = (8 + 2 i,−8− 2 i)T, (156)
Φ110 = Fxx(u,u) = (4,−4)T. (157)
The oeients h200, h020, and h110 an then be found by solving the linear equations
(J− 2 i I)·h200 = −Φ200 = −(4 + 2 i,−4− 2 i)T, (158)
J·h110 = −Φ110 = −(4,−4)T. (159)
giving
h200 = h020 = −2
3
(5 i, 2− 4 i)T, (160)
h110 = (4, 0)
T. (161)
Third order terms
From (151), (154),(160), and (161), we get
Fxx(u,h200) = −4
3
(3− 11 i)v, Fxx(u,h110) = −(2 + 6 i)v, Fxx(u,h200) = −4
3
(1 − 7 i)v,
Fxxx(u,u,u) = 24 iv, Fxxx(u,u,u) = (16 + 8 i)v,
(162)
where v = (1,−1)T. The third order oeients an then be found by solving the following linear
equations. Solving
(J− 3 i I)·h300 = −Φ300 = −4
3
(3− 14 i,−3 + 14 i)T (163)
gives
h300 = h030 = −1
6
(−45 + 5 i, 42 + 9 i)T. (164)
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Solving
(J− i I)·h210 = −Φ210 = −4
3
(1 − 4 i,−1 + 4 i)T,
u∗ ·h210 = 0,
(165)
gives
h210 = h120 =
1
3
(3 + 5 i,−4− i). (166)
Using Table 2, we may nd the resonant oeient g3 from (163) as
g3 = u
∗ ·Φ210 = −(1 + 5
3
i). (167)
Here we notie that the resonant oeient satises Re g3 < 0 for all ν showing that the Hopf
bifuration is always superritial.
Unfolding terms
We rst note that
Fν =
∂F
∂ν
∣∣∣∣
xs
= (1, 0)T, (168)
implying that h001 an be found from the equation
J·h001 = −(1, 0)T, (169)
giving
h001 = (−1, 1)T. (170)
Observing that Fxν = 0, we may alulate the oeient σ1 as
σ1 = u
∗ ·Fxx(u,h001) = −1 + i . (171)
Finally, we may nd the oeient vetor h101 by solving
(J − i I)·h101 = (4,−4)T,
u∗ ·h101 = 0,
(172)
whih gives
h101 = h011 = (1− i, i)T. (173)
Amplitude equation
In onlusion, the amplitude equation (100) assoiated with the superritial Hopf bifuration in
the Gray-Sott model beomes
z˙ = i z − (1− i)νz − (1 + 5
3
i)z|z|2. (174)
Any solution to the amplitude equation an then be transformed bak to the onentration spae
by using
x =
(
1
1
)
+
(−1
1
)
ν +
[( −2
1 + i
)
z + c.c.
]
− 2
3
[(
5 i
2− 4 i
)
z2 + c.c.
]
−
(
4
0
)
|z|2 −
1
6
[(−45 + 5 i
42 + 9 i
)
z3 + 2
(
3 + 5 i
−4− i
)
z|z|2 + c.c.
]
+
[(
1 + i
i
)
νz + c.c.
]
,
(175)
where c.c. denotes the omplex onjugate of all terms within a partiular square braket.
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A.3 The Hénon map
As an example of an iterated map whih exhibits a period doubling bifuration, we onsider the
Hénon map [34℄
(
x1
x2
)
7→
(
a− x21 + bx2
x1
)
, (176)
and derive an expliit amplitude equation for it using the parameter a as bifuration parameter.
We observe that (176) admits the non-trivial xed point solution
x1 = x2 =
1
2
(
b− 1 +
√
4a− (b − 1)2 ), (177)
with orresponding Jaobian
J(a) =
(
1− b−
√
4a+ (b − 1)2) b
1 0
)
. (178)
Clearly, J(a) has an eigenvalue λ = −1 if
a =
3(b− 1)2
4
. (179)
The right and left eigenvetors assoiated with the ritial eigenvalue are
u = (−1, 1)T, (180)
u∗ =
1
1 + b
(−1, b). (181)
Seond and third order terms
Observing that Fxx(ξ,η) = (−2ξ1η1, 0)T, we nd
1
2Fxx(u,u) = (−1, 0)T. (182)
The seond order oeient vetor h20 an then be found from Table 3 by solving the linear equation
(J− I)·h20 = (1, 0)T, (183)
namely
h20 =
1
2(b− 1)(1, 1)
T. (184)
Noting that Fxxx = 0, we use Table 3 and alulate the third order resonant term g3 as
g3 = u
∗ ·Fxx(u,h20) = u∗ ·( 1
b − 1 , 0)
T =
1
1− b2 . (185)
Unfolding terms
To nd the unfolding of the amplitude equation assoiated with the period doubling in (176), we
rst determine the onstant oeient vetor h01. From Table 3, we get
(J− I)·h01 = −Fa = −(1, 0)T (186)
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whih readily is solved for h01 as
h01 =
1
2(1− b) (1, 1)
T. (187)
Here we note that all elements of the matrix Fxa are zero. Using Table 3, we onlude that the
unfolding oeient σ1 beomes
σ1 = u
∗ ·Fxx(u,h01) = 1
b2 − 1 . (188)
If we furthermore dene the distane µ from the bifuration point as µ = a− 3(1−b)24 , we arrive at
the following amplitude equation for the period doubling bifuration in the Hénon map (176)
z 7→ ( 1
b2 − 1µ− 1)z +
1
1− b2 z
3. (189)
For the doubly iterate of the amplitude equation, we nd the following two non-trivial xed point
solutions
z± = ±√µ. (190)
For the Hénon map, this orresponds to the emergene of a two stable period-two orbits whose
loation in (x1, x2)-phase spae and parametri dependene on µ is determined via the amplitude
transformation from Table 4 as(
x1
x2
)
±
= 12 (1− b)
(
1
1
)√
µ±
(−1
1
)√
µ+
1
2(b− 1)
(
1
1
)
µ. (191)
Just as in the Lorenz model (138), we have not shown the alulation of the oeient vetors
h30 and h11, sine these aidentally anel when inserted into the amplitude transformation.
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Captions of tables and gures
Figure 1: Geometrial illustration of the parameterization of the enter manifold by (3). A point
z ∈ Ec is mapped by the transformation h to the point h(z) so that z+ h(z) ∈W c.
Table 1: Expressions for alulating the oeients of the amplitude transformation and the
amplitude equation for eah of six bifurations: saddle-node, transritial, and pithfork bifurations
for ows and iterated maps. At the bifuration, the Jaobian J has right and left eigenvetors u and
u∗ respetively orresponding to a ritial eigenvalue λ = 0 for ows and λ = 1 for iterated maps.
The amplitude transformation x = z+h(z, µ), z = uz, transforms a solution z(t) of the amplitude
equation to the motion x(t) on the unfolded enter manifold for the dynamial system. The vetor
oeients hpq written as hp) are determined as solutions to the linear equations indiated, in
terms of the derivatives of the vetor eld F. The oeients of the amplitude equations an then
be found through the expliit expressions indiated, in terms of F and hpq.
Table 2: Formulae for alulating the oeients of the amplitude transformation and the ampli-
tude equation for the Hopf bifuration and the Neimark-Saker bifuration. At the bifuration, the
Jaobian J has two omplex onjugate eigenvetors u and u and left eigenvetors u∗ and u∗ orre-
sponding to ritial eigenvalues λ = ± iω0 for ows (Hopf bifuration) and λ = e± iθ0 for iterated
maps (Neimark-Saker bifuration). The amplitude transformation x = z + h(z, µ), z = uz + uz,
transforms a solution z(t) of the amplitude equation to the motion x(t) on the unfolded enter
manifold for the dynamial system. The vetor oeients hijk are determined as solutions to the
linear equations indiated, in terms of the derivatives of the vetor eld F. The oeients of the
amplitude equations an then be found through the expliit expressions indiated, in terms of F
and hijk.
Table 3: Expressions for alulating the oeients of the amplitude transformation and the
amplitude equation for the period doubling bifuration. At the bifuration, the Jaobian J has
right and left eigenvetors u and u∗ respetively orresponding to a ritial eigenvalue λ = −1. The
amplitude transformation z+h(z, µ), z = uz, transforms a solution z(t) to the amplitude equation
to the motion x(t) on the unfolded enter manifold for the dynamial system. The vetor oeients
hpq are determined as solutions to the linear equations indiated, in terms of the derivatives of the
vetor eld F. The oeients of the amplitude equation an then be found through the expliit
expressions indiated, in terms of F and hpq.
Table 4: Table showing the limit set solutions (stationary points, xed points, or period orbits)
arising from: a) saddle-node, transritial, and pithfork bifurations in ows and iterated maps, b)
Hopf bifurations in ows, and ) period doubling and Neimark-Saker bifuration in iterated maps.
The seond olumn shows the well-known solutions to the amplitude equation, whereas olumn three
gives the physial representation of these in terms of the amplitude transformation. Sine the period
doubling in an iterated map orresponds to a pithfork bifuration in the doubly iterated map, the
results for these two bifurations are idential as indiated in the table. The solution shown for the
Hopf and Neimark-Saker bifuration orresponds to a periodi solution for the Hopf bifuration.
The limit yle orresponds to the invariant ellipse emerging at the Neimark-Saker bifuration.
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Figure 1:
Bifuration
Saddle-node Transritial Pithfork
Transformation
x = z+ h(z, µ)
x = uz + h20z2 + h01µ x = uz + h20z2 + h01µ+ h11zµ x = uz + h20z2 + h30z3 + h01µ+ h11zµ
Linear equations
for hpq
z2:
J·h20 = −
1
2
Q·Fxx(u,u)
u∗ ·h20 = 0
µ:
J·h01 = −Q·Fµ
u∗ ·h01 = 0
z2:
J·h20 = −
1
2
Q·Fxx(u,u)
u∗ ·h20 = 0
µ:
J·h01 = −Fµ
u∗ ·h01 = 0
µz:
J·h11 = −Q·
(
Fxµ ·u+Fxx(u,h01)
)
u∗ ·h11 = 0
z2:
J·h20 = −
1
2
Q·Fxx(u,u)
u∗ ·h20 = 0
z3:
J·h30 = −Q·Fxx(u,h20) +
1
6
Q·Fxxx(u,u,u)
u∗ ·h30 = 0
µ:
J·h01 = −Fµ
u∗ ·h01 = 0
µz:
J·h11 = −Q·
(
Fxµ ·u+ Fxx(u,h01)
)
u∗ ·h11 = 0
Resonant oeients
g2 =
1
2
u∗ ·Fxx(u,u)
σ0 = u
∗ ·Fµ
g2 =
1
2
u∗ ·Fxx(u,u)
σ1 = u
∗ ·Fxµ ·u+ u
∗ ·Fxx(u,h01)
g3 = u
∗ ·Fxx(u,h20) +
1
6
u∗ ·Fxxx(u,u,u)
σ1 = u
∗ ·Fxµ ·u+ u
∗ ·Fxx(u,h01)
Amplitude equation
z˙ = σ0µ+ g2z2
z 7→ σ0µ+ z + g2z2
z˙ = σ1µz + g2z2
z 7→ (1 + σ1µ)z + g2z2
z˙ = σ1µz + g3z3
z 7→ (1 + σ1µ)z + g3z3
J = J for ows,
J = J− I for iterated maps,
Q·x = x− (u∗ ·x)u.
Table 1:
Hopf and Neimark-Saker Bifurations
Transformation
x = z+ h(z, µ)
x = uz + uz + h200z
2 + h110|z|
2 + h020z
2 + h300z
3 + h210|z|
2z +
h120|z|
2z + h030z
3 + h001µ+ (h101z + h011z)µ
Linear equations
for hijk
z2:
(J− γ2I)·h200 = −
1
2
Fxx(u,u)
h020 = h200
|z|2: (J− γ0I)·h110 = −Fxx(u,u)
z3:
(J− γ3I)·h300 = −Fxx(u,h200)−
1
6
Fxxx(u,u,u),
h030 = h300
z|z|2:
(J− γ1I)·h210 = −Q·
(
Fxx(u,h110) + Fxx(u,h200) +
1
2
Fxxx(u,u,u)
)
u∗ ·h210 = 0
h120 = h210
µ: (J− γ0I)·h001 = −Fµ
µz:
(J− γ1I)·h101 = −Q·
(
Fxµ ·u+Fxx(u,h001)
)
u∗ ·h101 = 0
h011 = h101
Resonant oeients
g3 = u
∗ ·Fxx(u,h110) + u
∗ ·Fxx(u,h200) +
1
2
u∗ ·Fxxx(u,u,u)
σ1 = u
∗ ·Fxµ ·u+ u
∗ ·Fxx(u,h001)
Amplitude equation
z˙ = (iω0 + σ1µ)z + g3z|z|2
z 7→ (eiθ0 + σ1µ)z + g3z|z|2
γk = k iω0 for ows,
γk = e
kiθ0
for iterated maps,
Q·x = x− (u∗ ·x)u.
Table 2:
Period Doubling Bifuration
Transformation
x = z+ h(z, µ)
x = uz + h20z2 + h30z3 + h01µ + h11µz
Linear equations
for hpq
z2: (J− I)·h20 = −
1
2
Fxx(u,u)
z3:
(J+ I)·h30 = −Q·
(
Fxx(u,h20) +
1
6
Fxxx(u,u,u)
)
u∗ ·h30 = 0
µ: (J− I)·h01 = −Fµ
µz:
(J+ I)·h11 = −Q·
(
Fxµ ·u+ Fxx(u,h01)
)
u∗ ·h11 = 0
Resonant oeients
g3 = u
∗ ·Fxx(u,h20) +
1
6
u∗ ·Fxxx(u,u,u)
σ1 = u
∗ ·Fxµ ·u+ u
∗ ·Fxx(u,h01)
Amplitude equation z 7→ (σ1µ − 1)z + g3z3
Q·x = x− (u∗ ·x)u.
Table 3:
Limit set solutions
Bifuration Amplitude spae Physial spae Solution diagram
Saddle-node
z± = ±a, a =
√
−σ0µ
g2
x± = ±ua+ h20a2 + h01µ
µ
z
Transritial
z+ = a, a = −σ1µ
g2
z0 = 0
x+ = ua+ h20a
2 + h01µ+ h11aµ
x0 = h01µ µ
z
Pithfork/
Period doubling
z± = ±a, a =
√
−σ1µ
g3
z0 = 0
x± = ±ua+ h20a2 ± h30a3 + h01µ± h11aµ
x0 = h01µ µ
z
Hopf/Neimark
z = aeiωt, z0 = 0,
a =
√
−σ′1µ/g′3,
ω = ω0 + (σ
′′
1 −
g′′3
g′3
σ′1)µ,
g3 = g
′
3 + i g
′′
3 , σ1 = σ
′
1 + iσ
′′
1
x =
[
uaeiωt + h200a
2e2 iωt + h300a
3e3 iωt+
h210a
3eiωt + h101ae
iωtµ+ c.c.
]
+
h110a
2 + h001µ,
x0 = h001µ
µ
RezImz
Table 4:
