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INTRODUCTION
Global growth has visibly slowed down since the financial crisis of [2008] [2009] . Initially, the slowdown was largely confined to the advanced economies where the crisis originated, giving rise to a two-speed world economy of sluggish advanced economies and robust emerging markets. Subsequently, however, growth in emerging markets has also decelerated, further dampening global growth prospects. Slower growth in the advanced economies and the less favorable external environment no doubt played a role in the slower growth of the emerging markets. But a wide range of internal factors may also have contributed to the emerging market slowdown.
In this context, the postcrisis emerging market growth deceleration is giving fresh impetus to the so-called "middle-income trap" debate. The debate is centered on a well-known stylized fact: Many countries made the jump from low income to middle income, but only a handful were able to make the final jump from middle income to high income. A number of structural factors, such as the shift from input-led growth to productivity-and innovation-led growth, make the middle-to-high transition more challenging. The idea of a middle-income trap resonates especially in Asia, which has been transformed by sustained rapid growth from a low-income region to a middle-income region. Of particular interest is the People's Republic of China (PRC), where a tangible decline in the growth rate since the postcrisis period, after decades of world-topping growth that turned the country into the world's second largest economy, is triggering widespread concerns about the middle-income trap. The burning question for the PRC, which is now comfortably middle income, is whether it will follow in the footsteps of Brazil or, more hopefully, in the footsteps of the Republic of Korea.
The literature on the middle-income trap is fundamentally a literature on economic growth in middle-income countries. But much, albeit not all, of that literature leans heavily on anecdotal-that is to say, country-and episode-specific-evidence. (Exceptions include Eichengreen, Park, and Shin 2012; and Pritchett and Summers 2014.) Contributions to that literature consider a limited number of factors or variables. They employ a confusing array of different definitions of what constitutes a middle-income country.
Thus, it is fair to say that this literature and the associated policy debate could both be better informed by empirical facts. In this paper, we seek to impose some structure on this analytical chaos. We adopt the same taxonomy as other studies in this report when defining or identifying middle-income countries. We consider a wide range of factors or definitions designed to encompass the key variables considered in the preceding literature. We look, not only at the significant determinants of the growth of gross domestic product (GDP) per capita, but also at differences in those determinants across the manufacturing and service sectors. And we analyze not just the determinants of the growth of GDP, but also its "growth accounting components," namely capital stock, labor hours, and total factor productivity (TFP).
Our basic findings are that the economic factors associated with per capita income growth do, in fact, differ across countries in different income classes and between middle income and other countries in particular. The critical distinction is between low-and middle-income countries, insofar as we are concerned with how the prospects for growth, and its determinants, change as formerly poor countries experiencing sustained growth graduate to middle-income status. We find that the lendingto-deposit interest rate spread (as a measure of the efficiency of the financial system) is importantly related to the growth rate in low-income countries (in the expected negative direction). The gender ratio (male to female) and working-age population ratio (share of the population that is of working age) are positively associated with growth in low-income countries, confirming the importance of demographics and specifically the demographic dividend (Lee and Mason 2006) .
In contrast, among middle-income countries, the lending-deposit rate spread no longer matters as consistently; this measure of the (under)development of the financial system binds even less frequently and operates less powerfully on growth among high-income countries. Our results suggest, then, that inefficiencies in the financial system matter less, relative to other factors, as countries move up the income scale.
Similarly, the gender ratio is no longer as important as before (although the share of working-age population continues to matter), suggesting the diminishing importance of demographic determinants with graduation to middle-income status. At this point, other variables gain a growing role: these include whether the country experiences a banking or currency crisis (which affects growth negatively), the extent of capital inflows excluding foreign direct investment (FDI) (which affects growth negatively), and government debt as a share of GDP (which again affects growth negatively).
We also distinguish the growth of the manufacturing and service sectors on the grounds that the transition from manufacturing to services is a prominent characteristic, and not infrequently a problem for middle-income countries. There is some sign that demographic factors, government spending, the state of the financial system, and the strength of the political system all matter for the growth of the manufacturing sector in middle-income countries, but the determinants of service sector growth rates are harder to pin down. Put another way, there is a number of concrete policy measures that middleincome countries can do to sustain manufacturing sector growth, but promoting faster service sector growth remains a more elusive quest; it may require, in addition, deep institutional and social reform (Rodrik 2012) .
Decomposing overall growth into its proximate growth-accounting components, we find weak evidence that countries that successfully graduate from middle-to high-income status maintain higher investment rates, and strong evidence that they succeed in recording higher TFP growth rates.
We also pursue the point about crises further, given the debate about whether crises affect growth negatively as a result of financial retrenchment (as argued by Reinhart and Rogoff 2009) , or positively via their cleansing and reform-galvanizing effect and by encouraging additional investment in the precrisis period (as argued by Tornell and Westermann 2005) . We find that very recent crises negatively affect growth, but that past crises do not have a long-run effect on growth either positively or negatively.
An interpretation is that demographic structure and banking sector development are key to growth in low-income countries, but with graduation to middle-income status macroeconomic and financial policies, which shape investment, dependence on portfolio capital inflows, the debt burden, and vulnerability to banking and financial crises, come increasingly to the fore. And when it comes to the movement from middle-to high-income status, the always-elusive determinants of TFP growth emerge as a critical factor.
II. DATA
As in other contributions to this project, we define middle-income countries as those with GDP per capita incomes greater than $2,585 but less than or equal to $17,600 in 2011 purchasing power parity (PPP) terms, according to Penn World Tables 9.0 (PWT 9.0).
The cutoff point and definition of middle-income countries were provided by staff of the Asian Development Bank. The latest update of PWT 9.0 is found in Feenstra, Inklaar, and Timmer (2015) .
Middle-income countries can be further classified into (i) lower middle income with GDP per capita incomes that are less than or equal to $5,351; and (ii) upper middle income with per capita incomes that are greater than $5,351. The income thresholds were derived by making the World Bank income thresholds based on gross national income (GNI) per capita (Atlas method) terms compatible with the PWT data in 2011 PPP. This was done by using the ratios of the average GNI per capita (Atlas method) to GDP per capita in constant PPP per income group (i.e., low income, lower middle income, upper middle income, and high income) and applying them to the thresholds in GNI per capita (Atlas method) to get the equivalent thresholds in GDP per capita in PPP. But some adjustments were effected to make the United States income as the threshold for classifying high-income countries. Further, the thresholds for lower and upper-middleincome countries were calibrated so that there are about the same number of countries in the lower and upper middle-income categories in 1960.
The dependent variable for most of our analysis, the rate of growth of per capita GDP, is collected from PWT 9.0. Given the source, it follows that per capita GDP is expressed in PPP terms. Sources for the other variables are described in Appendix Table A1 .
The resulting sample runs from 1960 to 2014. We divide the sample period into six subsamples: 5 decades (1960-1970, 1971-1980, 1981-1990, 1991-2000, 2001-2010 ) and a final 4-year period (2011) (2012) (2013) (2014) . We simplify by referring to all subsample periods as "decades" in what follows. Note that, in the following empirical analysis, we use one-period start or period-average observation for each country/decade.
We consider 22 variables that in previous analyses, such as Han and Wei (2015) , have been shown to bear some relationship to economic growth:
1.
Per capita real GDP growth 2.
Years of schooling 3.
Investment share 4.
Working-age population share 5.
Working-age population growth 6.
Paved roads (kilometer [km] per number of workers) 7.
Electricity-generating capacity (kilowatt per number of workers) 8.
Railway (km per number of workers) 9. Inflation 10. Domestic credit to private sector (extended by private banks and other financial institutions) 11.
Bank credit-to-deposit ratio 12. Lending-to-deposit interest rate spread 13. Banking or currency crisis (number of years with either banking of currency crises divided by 10 for the decade observations and by 4 for the last period [2010] [2011] [2012] [2013] [2014] FDI = foreign direct investment, GDP = gross domestic product. Notes: Years of schooling, paved roads, electricity-generating capacity, railway, inflation, conflicts index, trade share in GDP, Gini index are log transformed. Since inflation can take a negative number, we calculate ln π √ , where π is inflation rate. We divide the whole sample into (1) all countries, (2) countries that stayed low-income countries during the decade, (3) countries that moved from low-to a higher (middle-or high-) income countries during the decade, (4) countries that stayed middle-income countries during the decade, (5) countries that moved from middle-to high-income countries during the decade, (6) countries that stayed middle-income countries during the decade, and (7) countries that dropped to lower-income countries during the decade. Sources: Appendix Table A1 for data sources; and authors' calculation.
Note that these 22 variables are identical to the 22 variables considered in Han and Wei (2015) with the following exceptions/modifications: (i) We did not include global growth rate because we add period dummies (fixed effects) in regressions. (ii) We include the investment share, which was not considered in Han and Wei. (iii) We use Gini coefficient instead of the income share of the bottom 40%.
All variables are measured at the initial year except for growth rates that are for the entire decade. We log-transform years of schooling, paved roads, electricity-generating capacity, railway, inflation [ ln π , conflicts index, trade share of GDP, and the Gini coefficient.
In the sensitivity analysis that follows, we always include (i) initial income, and (ii) years of schooling, and then add any one variable of interest and add n-tuples for sensitivity analysis in the preceding list. For sensitivity analysis of investment share, for example, we always include investment share itself, the initial income and years of education in the regression, and an n-tuple to check the significance of investment share. We chose n equal to 3 following Levine and Renault (1992) .
The classification of low-, middle-, and high-income countries follows Han and Wei (2015) , taking into consideration the fact that the base years used in their and our study are different (the base year in PWT 9.0 is 2011). Table 1 presents summary statistics (mean and standard deviation) for these variables for the different country groupings distinguished in the analysis: all observations, countries that began a decade as low-income countries and stayed that way; those that moved from low-to middleor high-income status during the decade; those that started a decade as middle income and stayed that way, those that moved from middle-to high-income status in a decade; those that started a decade as high income and stayed that way; and finally countries that dropped to lower-income status in the course of a decade. Note that we report summary statistics when oil countries are included (Table 1) and excluded (Appendix Tables A2-A6). In Table 1 , the fuller of the two samples, the number of countries in each of these groupings is relatively similar with the exception of the last (countries that drop to lower-income status in the course of the decade). This suggests treating the results for this last category with caution.
III. BASIC RESULTS
In Table 2 through Table 6 , we report the regression results (oil-producing countries included) based on the extreme-bounds analysis (EBA) and the entire distribution analysis (EDA) of, inter alia, Sala-iMartin (1997) for various subsamples (i.e., various individual and combinations of income classes). The results, based on the observations excluding oil countries turn out to be very similar and, hence, not reported. An exception is Table 7 , for which we report results both with oil-producing countries included and excluded. Table 2 starts with all country/decade observations. There, as in the tables that follow, RE denotes panel regressions with random effects, FE panel regressions with fixed effects, and GMM generalized-method-of-moments estimates of dynamic panel regressions. The base Beta is the estimated coefficient of the variable of interest from the regression with the variable and the alwaysincluded variables (initial income and years of schooling). The high Beta is then the estimated coefficient of the variable of interest from the regression with the extreme high bound, while the low Beta is the estimated coefficient of the variable of interest from the regression with the extreme low bound. "Other Variables" refer to the additional variables included beside the variable of interest and the alwaysincluded variables when producing the extreme bound coefficients. FDI = foreign direct investment, GDP = gross domestic product, SE = standard error, v1 = investment share, v2 = working-age population share, v3 = working-age population growth, v4 = paved roads (kilometer [km] per number of workers), v5 = electricity-generating capacity (kilowatt per number of workers), v8 = domestic credit to private sector (extended by private banks and other financial institutions), v9 = bank credit-todeposit ratio, v10 = lending-to-deposit interest rate spread, v11 = banking or currency crisis (number of years with either banking of currency crises divided by 10 for the decade observations and by 4 for the last period [2010] [2011] [2012] [2013] [2014] ), v12 = government debt share (debt-to-GDP ratio), v13 = conflict index, v15 = accumulated FDI inflows (4 years ahead of each decade), v16 = accumulated non-FDI inflows (4 years ahead of each decade), v18 = Gini index. Notes: All country/decade observations are used for estimation. RE refers to panel regression with random effects, FE refers to panel regression with fixed effects, and GMM refers to generalized method of moments approach to dynamic panel regression. The base Beta reports the estimated coefficient of variable from the regression with the variable and the always-included variables (initial income and years of schooling) used as regressors. The high Beta reports the extreme high bound of the estimated coefficient of variable of interest; the low Beta reports the extreme low bound of variable of interest. Other variables are the variables that are included besides the variable of interest and the alwaysincluded variables, in producing the extreme bound coefficient. We report variables if they are insignificant at the 5% level (one sided) less than 10% of all the sensitivity regressions. NS is the number of regressions where the estimated coefficient is not significant at the 5% level (one sided EBA sometimes imposes the restriction that the relevant coefficients must be statistically significant in every single regression on which the sensitivity analyses are based. In practice, few of our variables satisfy this relatively strict criterion. We, therefore, relaxed the restriction to enable us to report coefficients for a variable if its coefficient is insignificant in less than 10% of all the sensitivity regressions. In other words, when we do 1,159 ( sensitivity regressions, we report results for a variable if at most 115 cases yield a coefficient that is insignificantly different from zero at the 5% level (one-sided test). In the above equation, 19 is calculated by subtracting 3 (two always-included variable and the variable of interest) from 22 variables listed above.
In the case of EDA, we report coefficients for a variable when the average p-value (weighted by likelihood) or p-value of the average of coefficients (using average standard errors) is less than 0.05.
The results differ a bit, depending on whether random effects, fixed effects, or GMM are used. The EBA points to the importance of banking and currency crises (which depress growth) and accumulated non-FDI (portfolio and "other," in practice mainly bank related) financial capital inflows. In addition, the random effects results suggest a role for the investment share and the share of the population that is of working age. Magnitudes vary; one magnitude to worry about is that on non-FDI inflows, the coefficient of which can switch from positive to negative, depending on whether the high or low value is used.
The EDA results again point to the importance of banking and currency crises as well as accumulated non-FDI inflows. In addition, the random-effects and fixed-effects results suggest a role for the investment share and working-age-population share, as before, and also now to the ratio of government debt to GDP (which enters negatively according to the random-effects results). Table 3 focuses on all country/decade observations for which the corresponding country belongs to the group of low-income countries in the initial year of the decade. (Note that we, therefore, also include country/decade observations for which the country starts the decade as low income, but ends it as middle or high income.) Here, the EBA results point to the importance of the lending-todeposit interest rate spread (a measure of the efficiency of the banking system) and the gender ratio, where the spread has a clear negative impact on growth, while the gender ratio has a positive base effect, but we cannot rule out the possibility of a negative coefficient. The EDA results similarly single out the spread (again with its negative effect) and the gender ratio (again with a positive effect), and in addition point to the positive effect of a relatively large share of the population that is of working age. FDI = foreign direct investment, GDP = gross domestic product, RE = panel regression with random effects, SE = standard error, v1 = investment share, v2 = working-age population share, v6 = railway (km per number of workers), v8 = domestic credit to private sector (extended by private banks and other financial institutions), v9 = bank credit-to-deposit ratio, v11 = banking or currency crisis (number of years with either banking of currency crises divided by 10 for the decade observations and by 4 for the last period [2010] [2011] [2012] [2013] [2014] ), v16 = accumulated non-FDI inflows (4 years ahead of each decade), v17 = trade share (trade [exports + imports] to GDP ratio), v18 = Gini index. Notes: Extreme-bounds analysis is done by using observations for which the corresponding country belongs to low-income countries at the initial year of the decade. All country/decade observations are used for estimation. The base Beta reports the estimated coefficient of variable from the regression with the variable and the always-included variables (initial income and years of schooling) used as regressors. The high Beta reports the extreme high bound of the estimated coefficient of variable of interest; the low Beta reports the extreme low bound of variable of interest. Other variables are the variables that are included besides the variable of interest and the always-included variables, in producing the extreme bound coefficient. We report variables if they are insignificant at the 5% level (one sided) less than 10% of all the sensitivity regressions. NS is the number of regressions where the estimated coefficient is not significant at the 5% level (one sided). Source: Authors' calculation.
(b) Entire distribution analysis Notes: Entire distribution analysis is done by using observations for which the corresponding country belongs to low-income countries at the initial year of the decade. Beta, df, and SD are weighted averages of the estimated coefficients, degrees of freedom, and standard deviations, respectively, using the likelihood values as weights in the sensitivity regressions for each variable reported in Table 2a . Mean of p-value is weighted average of p values; p value of the mean is p-value of the average coefficient using the average standard errors that are calculated from the weighted average of estimated variances. We report variables only when the mean of p-value or p-value of the mean is less than .05. Source: Authors' calculation.
The role of the share of the population that is of working age has been emphasized in the literature on the demographic dividend, as noted above. The role of the gender ratio in low-and middleincome countries, while the subject of less attention, has been analyzed by Han and Wei (2015) .
" Wei and Zhang (2011a , 2011b and Du and Wei (2013) Table 4 includes all country/decade observations for which the corresponding country belongs to either low-or middle-income country groupings in the initial year of the decade. (Again, we did not impose any restriction on the final year of the decade). Here, the share of the working-age population continues to matter, while there is also a role for banking and currency crises according to the EDA. Table 5 next does the same for all country/decade observations for which the corresponding country belongs to the group of middle-income countries in the initial year of the decade; the results are entirely consistent with those in Table 4 . Finally, Table 6 repeats the exercise for the combined groups of middleand high-income countries. In this case, there appears to be a role for banking and currency crises, as before, perhaps for the share of the population that is of working age (although this variable registers now in only about half of the cases considered), and accumulated non-FDI-related capital inflows. It makes sense that portfolio capital inflows show up as mattering more for middle-and high-income countries than they do for the low-income grouping, since until recently many low-income countries had maintained relatively strict capital controls and, for other reasons such as political instability and financial underdevelopment, were not on the receiving end of large non-FDI-related flows. RE = panel regression with random effects. v3 = working-age population growth, v9 = bank credit-to-deposit ratio, v12 = government debt share (debt-to-GDP ratio), v13 = conflict index, v15 = accumulated FDI inflows (4 years ahead of each decade). Notes: Extreme-bounds analysis is done by using observations for which the corresponding country belongs to either low-or middleincome countries at the initial year of the decade. All country/decade observations are used for estimation. The base Beta reports the estimated coefficient of variable from the regression with the variable and the always-included variables (initial income and years of schooling) used as regressors. The high Beta reports the extreme high bound of the estimated coefficient of variable of interest; the low Beta reports the extreme low bound of variable of interest. Other variables are the variables that are included besides the variable of interest and the always-included variables, in producing the extreme bound coefficient. We report variables if they are insignificant at the 5% level (one sided) less than 10% of all the sensitivity regressions. NS is the number of regressions where the estimated coefficient is not significant at the 5% level (one sided). Source: Authors' calculation.
(b) Entire distribution analysis Notes: Entire distribution analysis is done by using observations for which the corresponding country belongs to either low-or middleincome countries at the initial year of the decade. Beta, df, and SD are weighted averages of the estimated coefficients, degrees of freedom, and standard deviations, respectively, using the likelihood values as weights in the sensitivity regressions for each variable reported in Table 2a . Mean of p-value is weighted average of p values; p value of the mean is p-value of the average coefficient using the average standard errors that are calculated from the weighted average of estimated variances. We report variables only when the mean of p-value or p-value of the mean is less than .05. Source: Authors' calculation. FDI = foreign direct investment, GDP = gross domestic product, RE = panel regression with fixed effect, SE = standard error, v3 = working-age population growth, v9 = bank credit-to-deposit ratio, v12 = government debt share (debt-to-GDP ratio), v13 = conflict index, v15 = accumulated FDI inflows (4 years ahead of each decade). Notes: Extreme-bounds analysis is done by using observations for which the corresponding country belongs to middle-income countries at the initial year of the decade. All country/decade observations are used for estimation. The base Beta reports the estimated coefficient of variable from the regression with the variable and the always-included variables (initial income and years of schooling) used as regressors. The high Beta reports the extreme high bound of the estimated coefficient of variable of interest; the low Beta reports the extreme low bound of variable of interest. Other variables are the variables that are included besides the variable of interest and the always-included variables, in producing the extreme bound coefficient. We report variables if they are insignificant at the 5% level (one sided) less than 10% of all the sensitivity regressions. NS is the number of regressions where the estimated coefficient is not significant at the 5% level (one sided). Source: Authors' calculation.
(b) Entire distribution analysis Notes: Entire distribution analysis is done by using observations for which the corresponding country belongs to middle-income countries at the initial year of the decade. Beta, df, and SD are weighted averages of the estimated coefficients, degrees of freedom, and standard deviations, respectively, using the likelihood values as weights in the sensitivity regressions for each variable reported in Table  2a . Mean of p-value is weighted average of p values; p value of the mean is p-value of the average coefficient using the average standard errors that are calculated from the weighted average of estimated variances. We report variables only when the mean of p-value or pvalue of the mean is less than .05. Source: Authors' calculation.
In one case (the entire distribution analysis where equations include random effects), there also appears to be an influence of the investment share of GDP. Recall that this variable showed up in the random effects estimates for the entire sample (Table 2) . Table 6 is telling us that this effect is largely limited to-that it matters most-for middle-and high-income countries. Table 7 summarizes Tables 2-6 , along with appendix tables, based on observations excluding oil countries) to report variables that pass the EBA and EDA. It turns out that the results, including and excluding oil exporters, are broadly similar, so we discuss results including oil-producing countries. Clearly, the factors associated with growth differ when countries are grouped by per capita income or level of economic development. The critical distinction is between low-and middle-income countries, insofar as we are concerned with how the prospects for growth, and its determinants, change as formerly poor countries experiencing sustained growth graduate to middle-income status. The lending-todeposit interest rate spread (as a measure of the efficiency of the financial system) is importantly related to the growth rate in low-income countries (in the expected negative direction). The gender ratio (male to female) and working-age population ratio (share of the population that is of working age) are both positively associated with growth, confirming that demographics and specifically, the demographic dividend matter importantly for low-income countries (think India, for example). FDI = foreign direct investment, GDP = gross domestic product, v2 = working-age population share, v3 = working-age population growth, v4 = paved roads (kilometer [km] per number of workers), v5 = electricity-generating capacity (kilowatt per number of workers), v8 = domestic credit to private sector (extended by private banks and other financial institutions), v9 = bank credit-to-deposit ratio, v10 = lending-to-deposit interest rate spread, v11 = banking or currency crisis (number of years with either banking of currency crises divided by 10 for the decade observations and by 4 for the last period [2010] [2011] [2012] [2013] [2014] ), v12 = government debt share (debt-to-GDP ratio), v13 = conflict index, v16 = accumulated non-FDI inflows (4 years ahead of each decade), v17 = trade share (trade [exports + imports] to GDP ratio), v18 = Gini index, v20 = government consumption share. Notes: Extreme-bounds analysis is done by using observations for which the corresponding country belongs to middle-or high-income countries at the initial year of the decade. All country/decade observations are used for estimation. RE refers to panel regression with random effects, FE refers to panel regression with fixed effects, and GMM refers to generalized method of moments approach to dynamic panel regression. The base Beta reports the estimated coefficient of variable from the regression with the variable and the always-included variables (initial income and years of schooling) used as regressors. The high Beta reports the extreme high bound of the estimated coefficient of variable of interest; the low Beta reports the extreme low bound of variable of interest. Other variables are the variables that are included besides the variable of interest and the always-included variables, in producing the extreme bound coefficient. We report variables if they are insignificant at the 5% level (one sided) less than 10% of all the sensitivity regressions. NS is the number of regressions where the estimated coefficient is not significant at the 5% level (one sided Among middle-income countries, in contrast, the lending-to-deposit interest rate spread no longer matters as important, as if inefficiencies in the banking and financial system are no longer as binding a constraint as at earlier stages of economic development. This variable is even less consistently related to growth among high-than middle-income countries. (When we include oil exporters, random effects estimates, including the lending-to-deposit interest rate spread, yield negative coefficients in 703 cases and no single case of a positive coefficient. Fixed-effects estimates produce 632 negative coefficients and only 71 positive coefficients, GMM estimates 689 versus 14. We obtain a larger number of positive coefficients for middle-income countries and a still larger number for high-income countries. Regressions substituting private credit relative to GDP as a measure of financial development yield precisely the same pattern, albeit with the opposite sign, consistent with the above. In this case, though, we find relatively more supporting evidence that financial development is important for middle-income countries in the sense that, in some estimations, the number of positive coefficients for middle-income countries is larger than that for low-income countries as well as than that for high-income countries.) Our results, thus, suggest that inefficiencies in the financial system matter less, relative to other factors, as countries move up the income scale.
Similarly, the gender ratio is no longer as important as before, indicating the declining role of demographic determinants with graduation to middle-income status. At this point, other variables gain a growing role: these include whether the country experiences a banking or currency crisis (which affects growth negatively), extent of non-FDI capital inflows (which affects growth negatively), and government debt as a share of GDP (which again affects growth negatively).
Finally, among high-income countries, there is a positive association between investment and growth in a few (but not all) of our estimates.
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EBA = extreme-bounds analysis, EDA = entire distribution analysis, FE = panel regression with fixed effects, GMM = generalized method of moments, RE = panel regression with random effects. Notes: We summarize variables that pass the criteria of the EBA and/or the EDA in Tables 2-6 that include oil countries. Variables with (-) are negatively associated with growth; variables without (-) are positively associated with growth. Inv is investment rate; WR is working-age population; Cris is the share of years in a period in which the country in question was in banking or currency crisis; NFDI is accumulated non-FDI inflows; GDbt is government debt to GDP ratio; LDS is lending-to-deposit interest rate spread; SR is sex ratio (male/female) for ages 0-29. Source: Authors' calculation.
IV. GROWTH ACCOUNTING
In Table 8a , we report growth accounting decompositions of aggregate GDP for different income classes of countries. In PWT 9.0, TFP is calculated (for the first time) using labor hours, not number of employees, as the measure of labor input. For countries that do not report labor hours, PWT 9.0 assumes that the average labor hours changed the same way as in the United States over the period. We again categorize countries according to the level of per capita income at the beginning of each decade and whether they moved to another category over the remainder of that period. For present purposes, the most relevant results are those for middle-income countries that remained middle income, versus middle-income countries that graduated to high-income status.
In Table 8e , we see that countries moving from middle-to high-income status had positive TFP growth in every decade. This includes even the 1970s, which were notorious for their productivity slump. Countries that graduated to high-income status did better in terms of growth of TFP than the full sample of countries (Table 8a ) in all decades except the 1960s, when there are only five such countries.
Human capital input also rises relatively strongly, more rapidly than in the previously and still high-income countries (although not more strongly than in the sample as a whole). We interpret this as reflecting relatively heavy investments in education, and the fact that middle-income countries start out behind in terms of educational attainment. Finally, the physical capital stock grows more rapidly in countries that graduate to high-income status than in the incumbent high-income countries in overall averages (2.14% versus 1.59%). This is particularly true in the 1980s, 1990s, and 2010-2014. Again, not too much should probably be made of the 1960s exception, given the small sample size. From 2000 to 2009 was a period when a number of high-income countries experienced investment booms in the form of construction/real estate bubbles, not something that countries seeking to graduate to high-income status would necessarily want to emulate.
Comparing middle-income countries that graduate (Table 8e ) with those that do not (Table 8d ) also reveals some interesting contrasts. TFP growth is slower in countries that "remain trapped" in middle-income status. This is consistently true with the exception only of the anomalous 1960s. More surprisingly, the increase in human capital formation is faster in countries that "remain trapped" in middle-income status; this suggests that investment in education is no silver bullet-no guarantee of graduating. The rate of growth of the capital stock is also faster in countries that "remain trapped," although this variable jumps around a lot, investment being volatile, which causes us to hesitate in drawing firm conclusions.
Thus, this growth accounting decomposition suggests that countries graduating to high-income status (countries escaping the middle-income trap) exploit multiple advantages, including relatively fast TFP growth, relatively rapid growth of human capital, and relatively high fixed investment. But rapid growth of the fixed and human capital stocks (brute force investment) are not guarantees of escaping the middle-income trap. While we find evidence for both "perspiration" (investment) and "inspiration" (productivity growth), evidence for the latter is more robust in some cases.
V. SECTORAL COMPARISONS
In this section, we separate aggregate economic growth into the growth of the manufacturing and service sectors, exploring the hypotheses that the two sectors are prone to accelerate and decelerate at different times for different reasons.
Results are somewhat sensitive to which of the two procedures is used to identify robust regressors. For manufacturing, EBA points to the importance of the share of government consumption in GDP, which is negatively associated with the subsequent growth of per capita GDP in middle-income countries; this is consistent with worries about the growth effects of bloated public sectors whose spending focuses on transfer payments in particular, something that is a growing problem in a number of middle-income countries. In contrast, neither government consumption nor any of the other candidate variables is identified using EBA when we turn to the service sector.
EDA points to a number of variables as important for the growth of the manufacturing sector in middle-income countries when the relevant relationship is estimated using random effects. These include the share of the population that is of working age, the male-to-female sex ratio, bank credit as a share of bank deposits, and the strength of the political system, which is the political constraint index, where higher values are associated with more robust political systems). All of these variables are positively associated with growth, as well as the Gini coefficient, which is negatively associated with growth. For the service sector, it points to the male-to-female sex ratio and lending-to-deposit interest rate spread as positively associated with growth, which is a bit puzzling.
Overall, it is easier to identify the circumstances under which the growth of the manufacturing sector slows in middle-income countries; those circumstances include unfavorable demographics (a low share of the working-age population, a high ratio of female-to-male workers), a banking sector that provides relatively little credit to producers, a high level of income inequality, and a political system in which the executive is only weakly constrained, along perhaps with a large public sector focused on transfers and other current payments. By comparison, it is harder to characterize the circumstances under which service sector growth slows or stagnates in such economies. 3 We would note again that the elusive nature of fluctuations in growth, in this case in service sector growth, are not specific to middle-income countries. The same result, namely that there appears to be relatively few significant correlates of changes in service sector growth-perhaps the gender balance, or perhaps none of the variables considered in the present analysis, depending on the technique used to identify robust regressors-applies equally to low-, middle-, and high-income countries, or so it would appear from the appendix tables. Institutional capabilities and human capital are essential for sustained service sector growth (as argued by, inter alia, Rodrik 2012). We could not include these factors as regressors since few reasonable proxies exist for these variables for a wide coverage of countries and a relatively long period. 4 
VI. CRISES AND GROWTH
Tables 3-7 highlighted a possible role for banking and currency crises in affecting growth in middleincome countries generally. To investigate their long-term impact, in Table 9 we add to our earlier growth regressions indicator variables for crises not just in the current decade (that for which the dependent variable is defined) and also the preceding decade. We then estimated three sets of regressions that included all of the significant variables in Appendix Table A1 , except for accumulated non-FDI inflows and government debt (for which there are a substantial number of missing 3
In the case of services, there is a bit of evidence favoring demographic explanations, as in the case of manufacturing, but not much. observations). In the first set of regressions (the first three columns), the crisis variables-current and lagged crises-were measured as the share of years in a period in which the country in question was in crisis, i.e., the number of years with either banking or currency crises divided by 10 for the decade observations and by 4 for the last period. In the second set of regressions (the second set of three columns), we use a simple dummy variable of whether a country experienced a crisis in a decade. Finally, in the last set of regressions (the last three columns), the regressors include an additional variable based only on the last 3 years of the previous decade (toward the end of the preceding period). Table 9a shows the results for the full sample. Experiencing a crisis in the current decade has a negative impact on economic growth (the coefficients in question are significantly different from zero at the 99% confidence level), something that will not surprise aficionados of the crisis literature. In contrast, experiencing a crisis in the previous decade, irrespective of how this is measured (average years in crisis or a decade incidence dummy), does not appear to affect growth either positively or negatively, contrary to what has been suggested in some earlier literature. This same finding obtains whether lagged crises are recorded over the entire previous decade or in its final 3 years only. One of the nine coefficients on lagged crises is positive, consistent with the Tornell and Westermann (2005) view. But the safest conclusion appears to be that crises have no long-run impact on growth, either positive or negative.
When we focus exclusively on middle-income countries (Table 9b) , basically the same results again come through. FE = panel regression with fixed effects, GDP = gross domestic product, GMM = generalized method of moments, RE = panel regression with random effects. Notes: The sample includes observations for which the corresponding country belongs to middle-income countries at the initial year of the decade. Oil-producing countries are also included. Column (1) reports panel regressions with random effects and fixed effects, and dynamic-panel GMM estimation when the current and lagged average crises are used as explanatory variables. Column (2) reports the same regressions when the current and lagged crisis dummies are used. The crisis dummy takes one if any year of the current decade experiences a crisis. Finally, column (3) reports the same three regressions when the average crisis in the last 3 years of the predecade is used. Oil-producing countries are included. * = statistically significant at the 10% level. ** = statistically significant at the 5% level. *** = statistically significant at the 1% level. Source: Authors' calculation.
VII. CONCLUSIONS
In this paper, we have summarized some broad stylized facts about growth in middle-income countries and the determinants-positive and negative-of the potential transition to high-income status.
A key finding is that the economic factors associated with growth differ between middle-income and other countries. One distinction is between low-and middle-income countries. We find that the efficiency of the financial system is more importantly related to the growth rate in low-income countries. We consider a number of different measures of financial development and, consistently, find that this variable matters less, relative to other factors, as one moves up the per capita income scale. At this point, other variables gain a growing role; these include whether the country experiences a banking or currency crisis (which affects current growth negatively), the extent of non-FDI capital inflows (which affects growth negatively), and government debt as a share of GDP (which again affects growth negatively). In addition, we find that demographic variables are especially important for growth in low-income countries, less so in middle-income countries.
A complementary approach to these same questions is growth accounting. Our growth accounting analysis suggests that countries escaping the middle-income trap are characterized by relatively fast TFP growth, relatively rapid growth of human capital, and relatively high fixed investment. But while we find evidence for both "perspiration" (rapid rates of capital formation) and "inspiration" (rapid productivity growth), the evidence for the latter is more robust in some sense.
Distinguishing the manufacturing sector from the service sector turns out to be easier to account for the successful growth of manufacturing in middle-income countries. Success or failure at growing the manufacturing sector appears to hinge on a number of specific labor market variables, financial market variables, and public finance variables (debts and deficits). The growth of the service sector, in contrast, is more difficult to account for (more difficult to associate with these and other variables). We interpret this as suggesting that other, more difficult-to-measure institutional variables are important for sustaining service sector growth. This does not mean that the transition from manufacturing-to services-led growth is impossible for middle-income countries, but success at this transition may not depend on a simple policy formula.
Finally, we confirm that financial crises are bad for growth (not surprisingly) at the time when they occur. But there is little evidence that such crises have a long-lived impact, either positive or negative, over a period of decades. While financial crises are best avoided, sustaining economic growth in middle-income countries and successfully completing the transition to high-income status require policy makers and societies to continue to focus on the fundamental determinants of growth.
Our findings have a number of significant implications for developing Asia in general and the PRC in particular. For one, the positive effect of a relatively young, low-income population on the region's growth in the past may outweigh the adverse effect of an older, middle-income population at present. Returns to further finance sector development may decline now that the region is largely middle income. Combined with our finding that banking crisis and non-FDI capital flows harm growth, these suggest a need for a cautious and gradual approach to financial liberalization. A tradition of fiscal prudence served Asia well in the past, and will serve it well in the future. Above all, our evidence confirms the central importance of TFP growth in Asia's quest to avoid the middle-income trap that has afflicted many other parts of the developing world. That is, to move beyond middle income, the region must shift toward a growth paradigm in which productivity growth takes center stage. Investment in both physical and human capital will also help the region to continue to grow. Table 9 .0 Labor share Share of labor compensation in GDP at current national prices Penn World Table 9 .0 Number of persons engaged
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In million Penn World Table 9 .0 Average annual hours Average annual hours worked by persons engaged Penn World Table 9 .0 Capital stock Capital stock at constant 2011 national prices ($ million, 2011) Penn World Table 9 .0 Total factor productivity Constant national prices (2011 = 1) Penn World Table 9 .0 FDI = foreign direct investment, GDP = gross domestic product, PPP = purchasing power parity. Source: Authors' compilation. FDI = foreign direct investment, GDP = gross domestic product, SE = standard error, v1 = investment share, v2 = working-age population share, v3 = working-age population growth, v4 = paved roads (kilometer [km] per number of workers), v9 = bank credit-to-deposit ratio, v10 = lendingto-deposit interest rate spread, v11 = banking or currency crisis (number of years with either banking of currency crises divided by 10 for the decade observations and by 4 for the last period [2010] [2011] [2012] [2013] [2014] ), v12 = government debt share (debt-to-GDP ratio), v13 = conflict index, v15 = accumulated FDI inflows (4 years ahead of each decade), v16 = accumulated non-FDI inflows (4 years ahead of each decade), v17 = trade share (trade [exports + imports] to GDP ratio), v18 = Gini index, v19 = gender ratio for ages 0-29. Notes: This is the same table as Table 2a except that the sample does not include observations from oil countries. All country/decade observations are used for estimation. RE refers to panel regression with random effects, FE refers to panel regression with fixed effects, and GMM refers to generalized method of moments approach to dynamic panel regression. The base Beta reports the estimated coefficient of variable from the regression with the variable and the always-included variables (initial income and years of schooling) used as regressors. The high Beta reports the extreme high bound of the estimated coefficient of variable of interest; the low Beta reports the extreme low bound of variable of interest. Other variables are the variables that are included besides the variable of interest and the always-included variables, in producing the extreme bound coefficient. We report variables if they are insignificant at the 5% level (one sided) less than 10% of all the sensitivity regressions. NS is the number of regressions where the estimated coefficient is not significant at the 5% level (one sided FDI = foreign direct investment, GDP = gross domestic product, RE = panel regression with random effects, SE = standard error, v1 = investment share, v2 = working-age population share, v6 = railway (km per number of workers), v8 = domestic credit to private sector (extended by private banks and other financial institutions), v9 = bank credit-to-deposit ratio, v11 = banking or currency crisis (number of years with either banking of currency crises divided by 10 for the decade observations and by 4 for the last period [2010] [2011] [2012] [2013] [2014] ), v16 = accumulated non-FDI inflows (4 years ahead of each decade), v17 = trade share (trade [exports + imports] to GDP ratio), v18 = Gini index. Notes: This is the same table as Table 3a except that the sample does not include observations from oil countries. Extreme-bounds analysis is done by using observations for which the corresponding country belongs to low-income countries at the initial year of the decade. All country/decade observations are used for estimation. The base Beta reports the estimated coefficient of variable from the regression with the variable and the always-included variables (initial income and years of schooling) used as regressors. The high Beta reports the extreme high bound of the estimated coefficient of variable of interest; the low Beta reports the extreme low bound of variable of interest. Other variables are the variables that are included besides the variable of interest and the always-included variables, in producing the extreme bound coefficient. We report variables if they are insignificant at the 5% level (one sided) less than 10% of all the sensitivity regressions. NS is the number of regressions where the estimated coefficient is not significant at the 5% level (one sided GDP = gross domestic product, RE = panel regression with random effects, SE = standard error. v3 = working-age population growth, v6 = railway (km per number of workers), v10 = lending-to-deposit interest rate spread, v12 = government debt share (debt-to-GDP ratio), v13 = conflict index. Notes: This is the same table as Table 4a except that the sample does not include observations from oil countries. Extreme-bounds analysis is done by using observations for which the corresponding country belongs to either low-or middle-income countries at the initial year of the decade. All country/decade observations are used for estimation. The base Beta reports the estimated coefficient of variable from the regression with the variable and the always-included variables (initial income and years of schooling) used as regressors. The high Beta reports the extreme high bound of the estimated coefficient of variable of interest; the low Beta reports the extreme low bound of variable of interest. Other variables are the variables that are included besides the variable of interest and the always-included variables, in producing the extreme bound coefficient. We report variables if they are insignificant at the 5% level (one sided) less than 10% of all the sensitivity regressions. NS is the number of regressions where the estimated coefficient is not significant at the 5% level (one sided). Source: Authors' calculation.
(b) Entire distribution analysis Table 4b except that the sample does not include observations from oil countries. Entire distribution analysis is done by using observations for which the corresponding country belongs to middle-income countries at the initial year of the decade. Beta, df, and SD are weighted averages of the estimated coefficients, degrees of freedom, and standard deviations, respectively, using the likelihood values as weights in the sensitivity regressions for each variable reported in Table 2a . Mean of p-value is weighted average of p values; p value of the mean is p-value of the average coefficient using the average standard errors that are calculated from the weighted average of estimated variances. We report variables only when the mean of p-value or p-value of the mean is less than .05. Source: Authors' calculation. FDI = foreign direct investment, GDP = gross domestic product, RE = panel regression with fixed effect, SE = standard error, v3 = workingage population growth, v6 = railway (km per number of workers), v10 = lending-to-deposit interest rate spread, v12 = government debt share (debt-to-GDP ratio), v13 = conflict index, v15 = accumulated FDI inflows (4 years ahead of each decade). Notes: This is the same table as Table 5a except that the sample does not include observations from oil countries. Extreme-bound analysis is done by using observations for which the corresponding country belongs to middle-income countries at the initial year of the decade. All country/decade observations are used for estimation. The base Beta reports the estimated coefficient of variable from the regression with the variable and the always-included variables (initial income and years of schooling) used as regressors. The high Beta reports the extreme high bound of the estimated coefficient of variable of interest; the low Beta reports the extreme low bound of variable of interest. Other variables are the variables that are included besides the variable of interest and the always-included variables, in producing the extreme bound coefficient. We report variables if they are insignificant at the 5% level (one sided) less than 10% of all the sensitivity regressions. NS is the number of regressions where the estimated coefficient is not significant at the 5% level (one sided). Source: Authors' calculation.
(b) Entire distribution analysis Table 5b except that the sample does not include observations from oil countries. Entire distribution analysis is done by using observations for which the corresponding country belongs to middle-income countries at the initial year of the decade. Beta, df, and SD are weighted averages of the estimated coefficients, degrees of freedom, and standard deviations, respectively, using the likelihood values as weights in the sensitivity regressions for each variable reported in Table 2a . Mean of p-value is weighted average of p values; p value of the mean is p-value of the average coefficient using the average standard errors that are calculated from the weighted average of estimated variances. We report variables only when the mean of p-value or p-value of the mean is less than .05. Source: Authors' calculation. FDI = foreign direct investment, GDP = gross domestic product, SE = standard error, v2 = working-age population share, v3 = working-age population growth, v5 = electricity-generating capacity (kilowatt per number of workers), v8 = domestic credit to private sector (extended by private banks and other financial institutions), v9 = bank credit-to-deposit ratio, v10 = lending-to-deposit interest rate spread, v11 = banking or currency crisis (number of years with either banking of currency crises divided by 10 for the decade observations and by 4 for the last period [2010] [2011] [2012] [2013] [2014] ), v12 = government debt share (debt-to-GDP ratio), v13 = conflict index, v15 = accumulated FDI inflows (4 years ahead of each decade), v16 = accumulated non-FDI inflows (4 years ahead of each decade), v17 = trade share (trade [exports + imports] to GDP ratio), v18 = Gini index. Notes: This is the same table as Table 6a except that the sample does not include observations from oil countries. Extreme-bounds analysis is done by using observations for which the corresponding country belongs to middle-or high-income countries at the initial year of the decade. All country/decade observations are used for estimation. RE refers to panel regression with random effects, FE refers to panel regression with fixed effects, and GMM refers to generalized method of moments approach to dynamic panel regression. The base Beta reports the estimated coefficient of variable from the regression with the variable and the always-included variables (initial income and years of schooling) used as regressors. The high Beta reports the extreme high bound of the estimated coefficient of variable of interest; the low Beta reports the extreme low bound of variable of interest. Other variables are the variables that are included besides the variable of interest and the always-included variables, in producing the extreme bound coefficient. We report variables if they are insignificant at the 5% level (one sided) less than 10% of all the sensitivity regressions. NS is the number of regressions where the estimated coefficient is not significant at the 5% level (one sided Table 6b except that the sample does not include observations from oil countries. Entire distribution analysis is done by using observations for which the corresponding country belongs to middle-or high-income countries at the initial year of the decade. Beta, df, and SD are weighted averages of the estimated coefficients, degrees of freedom, and standard deviations, respectively, using the likelihood values as weights in the sensitivity regressions for each variable reported in Table 2a . Mean of p-value is weighted average of p values; p value of the mean is p-value of the average coefficient using the average standard errors that are calculated from the weighted average of estimated variances. We report variables only when the mean of p-value or p-value of the mean is less than .05. Source: Authors' calculation.
