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Введение. Матричнозначные функциональные интегралы представляют собой один из ви-
дов функциональных интегралов. В матричнозначных интегралах интегрирование производится 
по обычным вещественным переменным, а переходные функции, определяющие меру, прини-
мают матричные значения. Через матричнозначные функциональные интегралы выражаются 
фундаментальные решения систем дифференциальных уравнений [1, 2]. Матричнозначные ин-
тегралы возникают, например, при рассмотрении релятивистских частиц с целым и полуцелым 
спином [3, 4]. Использование  матричнозначных интегралов для представления фундаментально-
го решения задачи Коши для уравнения Дирака, описывающего движение заряженной частицы 
во внешнем электромагнитном поле, рассмотрено в работах [5, 6]. 
Следуя работам [5, 6], матричнозначный функциональный интеграл будем рассматривать 
на пространстве функций ( ),  ,x s tτ ≤ τ ≤  удовлетворяющих условию ( ) 0x s =  и условию Липшица 
с порядком, равным единице, т. е. для любых ,  | ( ) ( ) | | |s a b t x b x a M b a≤ < ≤ − ≤ − . Интеграл опре-
деляется равенством 
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1
] , ] 1 1 1
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F(x(•))d (x) ( ) ( ) ( , ) ... ,lim j j
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n F x S t t x x dx dx− − −
∆ → = =
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µ = χ ⋅ − −  
 
∑ ∏∫ ∫ ∫  (1)
если этот предел существует для любого разбиения отрезка [s,t] точками s = t0 < t1 < ... < tn = t.
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Здесь xj = x(tj), 1] , ] ( )j jt t-χ t  – характеристическая функция интервала ]tj-1,tj]; 1 1( , )j j j jS t t x x- -- -  – 
переходная функция, являющаяся фундаментальным решением уравнения 
 
( , ) ( , )
( , )
S t x S t x
a b S t x
t x
∂ ∂
= a + b
∂ ∂
, (2)
где a, b – вещественные параметры, α, β – антикоммутирующие величины (операторы или ма-
трицы), т. е. 0ab +ba = . 
Некоторые классы матричнозначных интегралов, которые могут быть вычислены точно, 
рассмотрены в работах [7, 8]. Один из методов вычисления матричнозначных функциональных 
интегралов – это аппроксимация матричнозначных интегралов скалярнозначными функцио-
нальными интегралами [9–11]. Широкое и детальное исследование методов вычисления ска-
лярнозначных функциональных интегралов проведено в работах [12–14]. Еще один метод – это 
построение приближенных формул, точных для функциональных многочленов заданной сте-
пе ни [15]. Такие формулы называются формулами заданной степени точности и широко исполь-
зуются для приближенного вычисления скалярнозначных функциональных интегралов. В рабо-
тах [16, 17] рассмотрен метод приближенного вычисления матричнозначных функциональных 
интегралов при малых значениях параметра а и больших значениях параметра b, который осно-
ван на аппроксимации интегрируемого функционала функциональными многочленами.
В данной работе предлагается метод приближенного вычисления матричнозначных функцио-
нальных интегралов при малых значениях параметра b, который основывается на аппроксима-
ции хронологически упорядоченной экспоненты обычными экспонентами. 
1. Аппроксимация матричнозначного функционального интеграла. метод приближенно-
го вычисления матричнозначных функциональных интегралов рассмотрим для цилиндрических 
функционалов, т. е. функционалов вида 
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Т е о р е м а. Пусть функции ( ),  1 ,jf j dt ≤ ≤  интегрируемы в смысле Римана, пусть 
1 1
1
ˆ ( ,..., ) exp ( ) | | || || | | ... 
d
d l dl
l
F z z t s a f z dz dz C
=
 
- ⋅ a ≤ 
 
∑∫ , где ˆ  F обозначает обратное преобразо-
вание Фурье функции F, max | ( ) |,  1ll
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доказательство. Если функции ( ),  1 ,jf j dt ≤ ≤  интегрируемы в смысле Римана, а функ-
ция ( ),  ,x s tt ≤ t ≤  удовлетворяет условию липшица с порядком, равным единице, то интегралы 
( ) ( ),  1 ,
t
j
s
f dx j dt t ≤ ≤∫  существуют [18]. 
По определению матричнозначного интеграла имеем 
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Используя замену переменных 1j j jx x y-- =  и то, что преобразование Фурье функции 
1( , )j j jS t t y--  равно 1exp(( )( ))j j jt t ia z b-- - a + b , получим 
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Здесь ˆ  обозначаетF  обратное преобразование Фурье функции F. 
Используя хронологически упорядоченную экспоненту [19–21], определяемую равенством
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мы можем записать 
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в виде 
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Рассмотрим равенство, позволяющее перейти от хронологически упорядоченной экспоненты 
к обычной экспоненте:
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Применяя последовательно это равенство для хронологически упорядоченной экспоненты, 
получим 
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В (7), используя соотношения антикоммутации для ,  α β, расположим bβ справа от экспонент, со-
держащих aα. Получим 
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После вычисления интегралов по 1... ddz dz  выражение для I примет вид 
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Вычисляя предел, получаем следующее равенство для I:
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т. е. равенство (4) верно. 
Норму остатка mR  можно оценить величиной 
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2. Численные результаты. В качестве примера рассмотрим вычисление интеграла 
 
( ) exp  ( ) ( ) d (x).
t
s
I t f dx
 
= τ τ µ 
 
∫ ∫  (8)
Для этого интеграла при некоторых функциях f можно получить точное значение, так как инте-
грал ( )I t  равен exp ( ( ) )
t
s
T a f b d
 
− α τ + β τ 
 
∫

 и удовлетворяет уравнению 
 
( )( ) ( ) ( ),dI t a f b I t
dt
= − α τ + β    ( ) .I s E=   (9)
При 
1 0
0 1
 
α =  − 
, 
0 1
1 0
 
β =  
 
, 1( )f
a
τ = −
τ
 решение уравнения (9) имеет вид 
 
11
1 1( ) exp{ ( )} exp{ ( )}
2 2
bs bsI t b t s b t s
bs bs
+ −
= − + − − ,  
 
2 2
21 2 2
( ) 1 ( ) 1( ) exp{ ( )} exp{ ( )}
2 2
b st b t s b st b t sI t b t s b t s
b st b st
+ − − − + − +
= − + − − ,  
 12
1 1( ) exp{ ( )} exp{ ( )}
2 2
I t b t s b t s= − − − − ,  
 22
1 1( ) exp{ ( )} exp{ ( )}
2 2
bt btI t b t s b t s
bt bt
− +
= − + − − . 
Рассмотрим приближенное вычисление интеграла (8) с помощью формулы (4). При 2m =  по-
лучим 
 
1
1
t
1
s
( ) exp ( ) exp ( 1) ( ) ( )
t t
s s
I t a f d a f d f d d b
τ
τ
   
 ≈ − α τ τ + − α − τ τ + τ τ τ β +         
∫ ∫ ∫ ∫   
 
1 2 1
2 1
t
2
2 1
s
exp ( ) ( 1) ( ) ( ) ( ) .
t
s s
a f d f d f d d d b
τ τ τ
τ τ
  
 + − α τ τ + − τ τ + τ τ τ τ β     
∫ ∫ ∫ ∫ ∫  
При 
1 0
0 1
 
a =  - 
, 
0 1
1 0
 
b =  
 
, 
1
( )f
a
t = -
t
 получаем: 
 
1 2t t
2 2
1 2 12 2
1 1s s
( ) exp ln exp ln exp ln ( )
s
t st t
I t d b d d b
s s
t       t ≈ a + a t b + a t t b =           t t        
∫ ∫ ∫   
 
3 2
22 2
2 3
00 0
6 2 3
00 03 3
3 6 2
t t ts st s
s sb bt ss t s st
s tt t
   -  - +      = + +     -     + -     
. 
При 1,  2,  0,1s t b= = =  приближенное значение интеграла ( )I t  равно 
2,00666 0,1
,
0,11666 0,50416
 
 
 
 точное 
значение равно 
2,00670 0,10017
.
0,11667 0,50415
 
 
 
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