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I. INTRODUCTION 
A review of the literature reveals that much effort has 
been made to simplify the neutron kinetic equations. (1,2,3/4) 
These efforts have naturally increased in complexity and 
generality with time. The early analyses were based upon the 
continuous slowing down - diffusion model, where the neutron 
flux distribution was assumed to be separable in space and 
time. The classic space-independent zero power kinetic 
equations are then derived by assuming that the space depen­
dency can be represented by some average distribution whose 
shape does not change with time. (1,2,3,4) 
To place these analyses on a more firm theoretical foot­
ing, Henry (5) rederived the kinetic equations from the more 
general transport theory. The purpose of this paper was to 
obtain a precise statement of the approximations required to 
derive the reduced equation and to clarify the physical meaning 
of the parameters appearing in such a reduction. The neutron 
density is expressed as an amplitude T(t) times a shape func­
tion, n(r,t), which is itself time dependent. By the introduc­
tion of a static adjoint flux, the spatial dependency of the 
separable neutron transport equation could be eliminated. 
The resulting time-dependent equation was indeed of the same 
form as the classic kinetic equations that had previously been 
obtained, but the parameters - such as reactivity, neutron 
lifetime, and the effective delayed neutron fraction - were 
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precisely defined. This reformulation is only a formality 
since the unknown space shape, ri(r,t), is involved in the eval­
uation of the reactor parameters. Except in the few cases 
where the shape is constant and known during the transient, 
it is necessary to approximate n(r,t). A very common approxi­
mation is to use the shape, (r), corresponding to the steady 
* 
state. In this case use of the static adjoint flux, 4)^ (r) , 
causes the first order part of the error in the computation of 
reactivity to vanish. (5,6) However, other choices of the 
weighting function have been made; these choices are discussed 
and compared by Gozani. (7) 
The physical interpretation of the adjoint function has 
been discussed by Hurwitz (8) and Ussachoff (9) in the critical 
case, Selengut (10) and Kadomtsev (11) in the subcritical case, 
and Lewins (12) in the time dependent case. 
The numerical solution of the space-independent reactor 
kinetic equations has been treated by various authors. (13,14, 
15,16) The various techniques have had varying degrees of 
success in handling the problems of numerical stability, 
truncation error, and machine running time. 
"More recently it has become both necessary and possible 
to describe in some detail the space-time kinetic behavior 
of a nuclear reactor. The necessity has arisen for two 
reasons. First, the current trend in power reactors is to­
wards very large sizes for which space-time effects can become 
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limiting design considerations. Second, certain useful ex­
perimental techniques for measuring basic reactor parameters 
and for verifying the adequacy of theoretical models require 
that space-time phenomena be accounted for, either as an 
essential part of the analysis or to insure that they are not 
perturbing the experimental conditions. The possibility of 
providing a detailed description of space-time effects has 
arisen from an improved understanding of the basic theory and 
from an increased capacity to determine numerical solutions 
to the governing equations through the use of digital com­
puters." (17) 
The usual approach that is taken to treat the space-time 
dynamics problem is to try to break the space-time equations 
into separate space equations and time equations. The space 
equations are usually solved on digital computers, and the time 
equations are solved either digitally, by discretizing the 
time variable, or by an analog computer with time varying con­
tinuously. Several methods which have been used or proposed 
for accomplishing this breakdown of the space-time equations 
are now described. 
As mentioned previously, most reactor dynamic studies and 
computer programs use the point kinetic equations, where it 
is assumed that the space shape is constant, i.e., n (r ,t) =ri (r) . 
The adiabatic method, as originally suggested by Henry (18), 
attempts to improve on this assumption while still retaining 
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the point kinetics formulation. The basic idea is to replace 
the true shape function, n(r,t), at any instant by the funda­
mental lambda mode (17), 41, corresponding to the reactor con­
dition at that instant. A static weighting function given as 
the adjoint solution for the unperturbed reactor is still 
necessary as a part of the analysis. 
In a series of papers (19,20,6), J. Lewins pointed out 
that the choice of a static weighting function was arbitrary 
and could be justified only a posteriori. At the same time, 
Kaplan and Margolis (21) demonstrated that the adiabatic 
approximation was not valid for core geometries whose charac­
teristic dimension exceeded about 20 neutron migration lengths. 
They showed that after a change in the material properties 
of the core, the flux shape changes part way towards its 
asymptotic form in a few prompt neutron lifetimes, but the re­
maining change takes place in times characteristic of the delay 
precursors. The "prompt" jump component of the asymptotic 
flux shape decreases as the core size increases. The replace­
ment of n by ij) implies that the flux shape responds instantane­
ously to changes of the reactor properties; hence, the adia­
batic approximation may be a poor method to apply to large 
reactors. 
In a second method for treating the space-time problem, 
called nodal analysis, the reactor is divided into regions, or 
nodes, and a set of time dependent equations is found involving 
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the average fluxes at each node. The space part of the prob-. 
lem consists of the determination of the parameters governing 
the diffusion of neutrons from node to node. 
Finite difference techniques (22) may be considered as a 
limiting form of nodal analysis in which the nodes are small 
and closely spaced. This approach has been used for digital 
computer codes that solve the space-time problems including, 
in some cases, various feedback effects. The digital code 
WIGLE (23) solves the two-group space-time equations for one 
dimensional slab geometry. This program is the only really 
effective space-time program in existence to date, and it is 
not readily extended to more energy groups or more dimensions. 
When the nodes are few and represent gross regions of the 
core, different concepts are needed. In this case leakage 
parameters must be inferred from experiment or from fine 
mesh, time independent spatial calculations. An example of 
the latter is the determination of the parameters, k^^, in 
Avery's theory of coupled reactors. (24) The term "coupled" 
is taken to mean that in each of the reactors some of the 
fission neutrons are emitted in fissions induced by neutrons 
born in other reactors. 
The third general method for treating the space-time 
problem is called modal analysis. In this method the un­
known function of space and time is approximated by a linear 
combination of known space functions (modes) and unknown time 
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dependent coefficients. The space part of the problem is 
the selection or construction of the modes; the time part is 
the determination of the coefficients. 
In this discussion several versions of the modal analysis 
technique will be described corresponding to different methods 
of choosing the space functions. Once functions are chosen, 
however, the coefficients of combination are always found in 
the same manner. The assumed form of the solution is substi­
tuted into the governing differential equation, this equation 
is then multiplied through by other space functions, termed 
weighting functions, and the result is integrated over space 
and set equal to zero. This yields a set of differential 
equations which have the coefficients of combination as un­
knowns. The substitute-integrate process can be motivated by 
variational principles (19,25), and this motivation suggests 
that the weighting functions should be chosen to approximate 
the time dependent adjoint flux. In principle, many other 
types of weighting functions may be used. One example would 
be the weighted residual. (26) However, in this discussion 
only the adjoint type will be discussed. 
Perhaps the most basic and common version of modal 
analysis is to expand each flux and precursor group in a 
series of ordinary orthogonal functions. A very common set 
of functions that has been used (27,28) is the set of eigen-
functions of the Helmholtz equation. This approach is pri-
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itiarily suitable for one-dimensional uniform reactor models. 
For a more complicated, and typical, reactor configuration 
many modes are needed and all the expansion coefficients must 
be solved for simultaneously. 
The modal solution for the space-time problem can be 
expressed in simple expansion form if one can find the set 
of modes having the so-called finality property, as described 
by Kaplan. (29) These modes are the set of eigenfunctions 
diagonalizing the differential operator of the basic differ­
ential equations. However, it is generally difficult to 
solve such an eigenvalue problem. 
For more complicated models it is advisable to use modes 
which are more specific to the problem at hand, e.g., the 
lambda or omega modes. (30,31) If one writes the reactor 
equations in the operator form 
t3 + L(? = Mç 
then the omega modes are defined to be the eigenfunctions of 
the problem 
[L-%] T , 
and the lambda modes are the eigenfunctions of the problem 
I 
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Generally speaking the more effort put into finding the modes 
the less is required in finding the time dependent coeffi­
cients. Thus if the "natural" modes (31) of the system are 
used, ordinarily only a few modes are needed and the coeffi­
cient of each may be found independently of all the others. 
The question of completeness of the lambda and omega 
modes is not fully settled. (32) However, to the designer 
this question is academic since for practical computations 
he is able to use only a small number of modes anyway. 
Therefore the idea is generated that one need not necessarily 
use eigenfunctions as the basis functions. Indeed, one may 
use any functions which intuition or experience suggest may 
yield an adequate approximation. Thus Dougherty and Shen 
(33) propose the use of Green's Function Modes obtained by 
solving the diffusion equations with sources fixed in various 
subregions of the reactor. These modes, although not ortho­
gonal, can be adapted to perturbations in the diffusion para­
meters about which one has some a priori information. 
In order to circumvent the difficulties of an adiabatic 
approximation and to eliminate the arbitrariness of the static 
adjoint weighting functions. Lewins (19) suggested extending 
the work of Selengut (10) and Calame (34) on the use of a 
variational principle to derive a consistent method of finding 
approximately separated solutions. Briefly, a Lagrangian is 
chosen whose Euler equations are given by the time-dependent 
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equations for the neutron and precursor densities, together 
with the time-dependent adjoint equations. A separable trial 
function is substituted into the functional and integrated 
where possible before variation. The subsequently derived 
equations then contain time-and space-averaged coefficients 
that couple the separated equations in a consistent manner. 
Dougherty and Shen (33) modified the variational principle 
as originally suggested by Lewins so as to include a natural 
boundary condition. With this modification the variational 
principle now requires trial functions that need only be con­
tinuous and satisfy homogeneous boundary conditions. The 
trial functions were also extended to include a modal develop­
ment of the flux and adjoint. 
It is to be noted that the functional used in the varia­
tional principle is not selfadjoint; hence, one can only ex­
pect to get a saddle point as the stationary point of the 
functional. This means that the methods that exist for the 
maximum-minimum case for assessing the errors made in the cal­
culations with the variational principle do not apply here. 
However, the useful property still exists that first order 
errors in the flux and adjoint flux do not appear in the nu­
merical value of the functional. 
In this thesis the basic modal technique as suggested by 
Dougherty and Shen (33) has been modified and extended in 
order to obtain the kinetic response of various model coupled-
10 
core nuclear reactors. The response of the model reactors 
to step, ramp, and oscillating reactivity inputs is found. 
The model reactors are one-dimensional slab geometry, and the 
dynamics of the reactors are described by both one-group and 
two-group diffusion theory. 
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II. ANALYTICAL TECHNIQUE 
In this section a review will be made of the basic method 
used in this paper as it was originally suggested by Dougherty 
and Shen (33) . 
A solution to the reactor kinetic equations in the oper­
ator form L<{i = V~^ is desired. The solution is to be ex-
d "C 
pressed in the series form 
N 
* (x,t) = 5! A- (t) . (x) , 
i=l ^ ^ 
where the functions A^(t) and are to be determined. In 
previous analyses (27,2S) the functions il'j^(x) have been chosen 
as solutions of the Helmholtz equation 
9^i('^(x) + i^^(x) = 0. 
However, in this analysis the set of functions 'J'j^(x) will be 
derived by obtaining an approximate solution of the kinetic 
equations by the "Green's Function" method. In this case the 
functions (x) will not be orthogonal, but it will be shown 
that they converge to the solution <|)(x,t) more readily than 
the Helmholtz modes. 
When the space modes ^j^(x) have been determined, the 
corresponding time dependent coefficients, A^(t), may be ob­
tained by using the method of semidirect calculus of variations. 
The procedure is to establish a Lagrangian whose Euler equa-
12 
tions are the neutron kinetic equations and the corresponding 
adjoint kinetic equations. A separable trial function 
N 
* (x,t) = I A. (t) ij;. (x) 
^ i=l ^ ^ 
is substituted into the functional and integrated where pos­
sible before variation. The result, after variation, is a 
set of coupled, first order, ordinary differential equations 
whose dependent variables are the time coefficients, A^^ (t) . 
The kinetic equations for a given reactor system can, as 
stated previously,usually be written in the matrix form 
LO = V"^ II" , (1) 
where L is a space and time dependent matrix operator, and 
the elements of the diagonal matrix V ^ are reciprocals of 
neutron velocities. The matrix * has as its elements the 
reactor variables, such as energy group fluxes, temperature, 
etc. 
In deriving a variational principle for Equation 1 it is 
necessary to define the adjoint multigroup equations 
L*/ = -V-1 fi- , 
where 
> 
dr {<i)*L<j) - = 0. 
R 
In order to write the kinetic equations in integral equa­
tion form the multigroup operator L is redefined in terms of a 
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removal operator Lr and a production operator vM such that 
L = Lr - vM. Equation 1 is now written as the integral equa­
tion 
rtfX^ 
^o 
(J) {x,t) -4IQ (X) = dx 'dt ' {G(x,t;x' ,t ' ) vM(x' ,t ' ) * (x' ,t ' ) } 
X 
( 2 )  
where the kernel of Equation 2 is defined by 
(Lr - 3/g^) G{x,t;x',t') = Ô (x-x' ) Ô (t-f ) 
plus the same homogeneous boundary conditions as required for 
*(x,t). 
The integrand of Equation 2 is now approximated by a 
finite sum in the manner 
G(x,t;x',t ' ) vM(x',t') 4» (x',t ' ) 
N 
= I C^(t') G^(x,x') vM^(x') <j)^(x') A^(x) (3) 
i=l 
where 
zero subscripts denote initial values. 
G^(x,x') is the initial, steady state "Green's Function", 
defined by 
LrQG^(x,x') = 6(x-x'), 
and 
A^(x) = unity in i^^ reactor region and zero elsewhere. 
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By substituting the approximation given in Equation 3 into 
Equation 2, the following equation is obtained: 
* (x,t) -<{>Q(x) 
N 
= I  
i=l 
t 
( 
o 
'Ci(f) {Jx^ dx'G^(x,x')\,M^(x')^^(x')Aj^(x') }dt' 
(4) 
The space modes are now defined to be 
dx'G^(x,x') vMQ(x') <I>Q(x') A^(x') . (5) 
It is apparent from the definition of G^(x,x') that the space 
modes il'^(x) also satisfy the differential equations 
Lr© = vMQ(X) (i)^(x) A^(x) . ( 6 )  
It is also noted that 
N 
"o .1, = ^"o*o ' 
X—X 
so the initial steady state flux is equal to the sum of the 
space modes; that is, 
N 
«^{x) = I  il;.(x) . 
° i=l ^ 
The time dependent flux is thus expressed in terms of these 
space modes as 
N 
(J) {x,t) = I A. (t) Ij, . (x) 
i=l ^ ^ 
(7) 
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where 
A^{t) = I + f C^(t')dt' . 
^ o 
Similarly, it can be shown that the adjoint space modes are 
determined by 
Lr^ = vM^^^A^(x) (8) 
where 
M * 
<î>„(x) = I ij, . (x) . 
° i=l ^ 
Associated with Equations 6 and 8 are the same homogeneous 
boundary conditions as required for (t)(x,t). 
* 
Thus, the space modes (x) and ;^^(x) may be easily 
determined by the following procedure: 
I. Calculate the initial steady state flux and adjoint 
flux. 
II. Subdivide the reactor into N regions. 
III. Calculate the space mode, , and the adjoint space 
«/It 
mode, , by substituting the source ob­
tained from step I, into the i^^ region and zero 
source elsewhere. Repeat this step for the N regions. 
The choice of dividing the reactor into N regions will 
depend upon the spatial and temporal variations of the core 
parameters. Note that the calculation of the space modes does 
not require the usual source iteration. Also, for one-group 
analyses, it is not necessary to determine adjoint modes. 
J-O 
Semidirect calculus of variations will now be used to 
determine time coefficients suitable for the space modes 
* (x). 'The functional which will be used is given by 
C X 
(9) 
wnere 
The first variations of Fit?'"", <?] will give the equations 
oF[6(J)* ,<{) j = I ^ dxdt |V ^ - Lç ! ô<i* 
L J 
2 A j J 
plus the transition conditions = 0 
and 
r" r^T\T 6F [** , ôo] = 11*' ûxdt V ^ II- 4- L*(?* i c* 
plus the transition conditions D 
St 
Sx 
=  0 .  
Thus requiring the functional FE*-,*] to be stationary implies 
not only that the kinetic equations are satisfied but also 
that the trial functions satisfy the internal boundary con­
ditions of continuity of current. 
Trial functions are assumed of the form 
N 
4,^ (x,t) = y A, (t) 
i=l 
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N 
<}.„(x,t) = f A. (t) ij;. (x) 
^ i=l ^ ^ 
and substituted into Equation 9. After the spatial integration 
has been performed, the functional reduces to 
rX  
= 
o 
where 
at • Q(t,a.^,a.*,â.^) (10) 
A^(t) = 
a^^(t) 0 
0 a^2 0 , etc. 
The result of taking the first variation of Equation 10 is 
,  T g N 
SFlô<(,*,4>l = I dt I I 6a * . 
Jo k=l i=l ®^ik 
Since the variations of 6a^^ are independent, the requirement 
that be stationary is that 
3 (|) 
= 0 ;  i = l , 2 , . . . , N  
k — l,2,e*#,g * 
(11) 
The solution to the system of coupled differential equations 
indicated in Equation 11 determines a set of time coefficients, 
a^j^(t) , for the space modes , where 
18 
^12 
Thus the dyna.riic behavior of a nuclear reactor may now 
be analyzed by expressing the flux as 
N 
<J> (x,t) = I A. (t) ij; . (x) 
i=l ^ ^ 
where the elements A^(t) and are obtained as previously 
indicated. 
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III. REFERENCE REACTOR FOR 
ONE-GROUP ANALYSIS 
The one-dimensional reactor shown in Figure 1 will serve 
as the analytical model for all analyses in which the reactor 
dynamics are described by one-group diffusion theory, neglect­
ing delayed neutrons. The model is a coupled core reactor 
consisting of two semi-infinite multiplying regions joined by 
a non-multiplying coupling region. The reactor parameters, 
given in Table 1, are analogous to those used by Foderaro (27), 
Table 1. Reference reactor critical parameters 
Region ^ ° 
(cm ) (cm ) (cm) (cm/sec) 
0<x<^27 0.00818 0.0161 0.890 220000. 
27£X<_47 0.0210 0 0.890 
47<x<74 0.00818 0.0161 0.890 
The kinetics of this reactor are to be described by the 
one-group diffusion equation 
where the subscripts denote values for the i^^ region. 
After the parameters listed in Table 1 were established, 
the reactor critical size was determined by the usual technique 
27 37 L7 7U 0 
Distance (cm) 
Fig. 1. RefercncG rcactor for One-group 
analysis vrith critic:;] flux distribution 
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of solving the criticality determinant. The equations to be 
solved are 
where 
C = reactor critical size, to be determined 
a = 0.5C - 10.0 
e = 0.5C + 10.0 
The associated boundary conditions are 
<}>^(o) = 0; I = | 
<J),(C) = 0; *^(6) = <j>,(e); V<|)_| = V<j) 1 
S B 
The resulting set of solutions can be written, in matrix 
form, as B-y = 0, where B is a 6 x 6 matrix. The value of C 
which establishes the determinant of B as zero is the reactor 
critical size and was found to be C=74.0 cm. 
Since IBI = 0, the equations B-y = 0 now may be solved 
for all the unknowns y, except one. The remaining unknown is 
a power level factor and was chosen to equal unity. The 
normalized critical flux distribution was then found to be 
described by the equations 
DV^(j)^(x) - 1^1*1 = 0 
DV^^^Cx) - = 0 
DV^*^(x) - Ia3<!>3(x) + = 0 
a<x< 3 
0<x<a 
e<x<c 
22 
(x) = sin B(l)-x 0_<x<^27 
*^(x) = 0.000390 + 33.88 @-^(2) «x 27<x<_47 
(x) =-0.765 [sin B(3)-x - 0.846 cos B(3)-x] 47^x<74 
where 
3^(1) = ; B^(2) = ^  ; B^(3) = . 
This normalized critical flux distribution is also indicated 
in Figure 1. The problem now to be analyzed is the dynamic 
response of this reactor to various reactivity inputs. 
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IV. ONE GROUP ANALYSIS: 
STEP RESPONSE 
The response of the reactor shown in Figure 1 to step 
reactivity inputs will be analyzed in this section. Initially, 
the reactor is divided into three regions as indicated below; 
Region 1 0<x£27 cm. 
Region 2 27fx<_47 cm. 
Region 3 47^x£74 cm. 
The problem now is to determine the three corresponding space 
modes using the equation 
Lr^4>i(x) = vM<j)^(x) A^(x) / (6) 
as developed previously. The kinetic equations for one-group 
diffusion theory, neglecting delayed neutrons, can be written 
in the operator form 
L* = V"^ Il , 
where 
L = . 
The operator L is now redefined sc that 
L = Lr - vM 
where 
Lr = DV^ -
vM 
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The three space modes will be derived as solutions to the 
following sets of equations: 
Mode 1 
D7^4<^(x) - lalo^l(x) " "v^fl^o^x) Oix<27 
- Ia2o*l(*) == 0 27<x<47 
DV^vp^(x) - Ia3o*l(x) = ° 47<x<74 
Mode 2 
- Ialo42(x) = ° 0<x<27 
- Ia2o*2(*) = "V%f2*o(x) = 0 27<x<47 
DV^v^Cx) - Ia3o*2(*) " ° 47<x<74 
Mode 3 
DV^VgCx) - Ialo*3(*) " ° 0<XJ<27 
DV^VgCx) - Ia2o*3(*) " ° 27<xi47 
DV^Vgtx) - Ia3o*3(*) " -v%f3*o(x) 47<x<74 
where 
y . indicates the critical value of Y in the i^^ 
'•aio ^a 
region. In addition, the modes must be continuous functions 
in the interval 0£x^74, satisfying the boundary conditions 
= 0 i=l,2,3 
*i(74)= 0 i=l,2,3 
and possessing continuous first derivatives in the interval 
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0£X£74. If the diffusion coefficient were not uniform 
throughout the reactor, the condition of continuous first 
derivatives would be replaced by the conditions 
diit. 
-d# 
dij; . 
= D, 
3+1 dx x=x. 
i=l,2,3 
j=l,2,...,N-1 
] 3 
where Xj denotes region interfaces. 
Space modes 1 and 3 may be obtained in a completely 
analytical manner, and their graph is shown in Figure 2. 
However, mode 2 is required to be the solution of a set of 
homogeneous equations with homogeneous boundary conditions; 
thus <|/2(x) = 0. The condition 
3 
4>O(x) = I  
i=l 
remains valid. The problem is that without the contribution 
of a mode describing the behavior of the coupling region, it 
is not possible to obtain a valid expression for 4(x,t). 
For instance, if a reactivity change is made in region 2,. 
the expression for *(x,t) will become 
3 
<>(x,t) = I a. {t)\|>.(x) = <|) (x)e 
i=l 1 1 ° 
That is, no flux shape changes will occur. Thus a method 
must be obtained for generating a mode for the non-multiplying 
region. 
In order to generate a mode the operator L was 
redefined in the various regions as follows. 
1.0 
8 
5 0.6 
0.)4 
0.2 
0 
Ih  37 
Distance (ci) 
0 
Fig. ?. Tv;o region spacc ir.odcs 
10 
.10' 
h 0 ? 3 
Tino (int;cc) 
10 
C>.$ 
8 '  
«H O 
0 
1 
I to m 
0.2 
10 
g 
Fig. 3 . T.-'uiie coefficients for 
tlirco ri'f;lon i.-iodo;; 
27 
Region 1 Region 3 
L = 0,2 - * vlfi L = 07^ - + VÎJ3 
Lr = Dv2 - Lr = D?2 - 1^3 
vM = vM = -vYgg 
Region 2 
a2 ~ ^a2 ' ^a2 ~ ^ a2 ' ^a2 
I 
a2 
vM = I "  
L = dv2 - , where I,, = + 1,^ 
Lr = DV^ - Li 
•a2 
Note that a pseudo production operator, vM = 1^2' been 
established by dividing the absorption cross section in 
region 2 in the manner indicated. The resulting system of 
equations used to determine the three space modes is given 
below. 
Mode 1 Mode 3 
• %alo*l = -v%fl*o 0£X£27 DV^I}»2 - ^alo^3 
- %a2o*l = 0 27£X£47 - %a2Ô*3 
- Ia3o*l = 0 47£X<_74 - %a3o*3 
Mode 2 
D?^*2 " %alo*2 = 0 0<x<27 
" %a2Ô*2 = I "4 ^a2o o 27<X<_47 
28 
09^*2 - I^3o*2 " ° 47<x<74 
It is anticipated that the choice of the ratio 
not be a critical factor, and it will be shown later that 
this is indeed the case. Initially, Ia2^^a2 chosen to 
equal 4 x 10~^. The resulting three space modes are shown 
3 
in Figure 4, where again * (x) = ^ . (x) . It is also noted 
° i=l ^ 
that in the case of one-group diffusion theory, 
Next it is required to determine the time coefficients 
for these space modes. As indicated previously the functional 
that will be used in applying the calculus of variations is 
given by 
^ ||- + 1^ D ^ - 4*H4] dxdt, (9) F[**,*] = T 
X. 
where in this case H = - ]]^(t). Trial functions are 
assumed of the type 
3 3 
*(x,t) = I a. (t)*.(x); **(x,t) = I a.* (t) ijj .* (x) , 
i=l ^ ^ i=l 1 1 
and substituted into Equation 3. The result, after substitu­
tion, is 
•it f  ^ * * * * * * — 1 
F(4,*) = I I [aTVi+a2V2+&3*3]V [a^i}»^+a2'i'2+^24» 3I dxdt 
^o^x 
* * * * * * 
*0 
[*l*x*l+*2:x*2+*3*x*3]D[ai3x*i+a23x*2+a3*x*3]aKat 
- J ^ [3l*l+&2*2**3*3](*%f"%a(t))[*1*1**2*2**3*3]^^^^" 
0) O.u 
8 0.2 
Distança (c:::) 
ij. Three region space v.oôc.s 
â -0.2 w o 
li7 
Djstance (cm) 
Fi C « î>. Three region space r.;odor> 
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The result of performing the spatial integration and taking 
the first variation with respect to * * is 
rT fX 
6F(5**,*) = { [XiTâ + X 
J ' V 12^2 ^13^3^ ^ ^1 
+ [ai{kii-fii) + ^2^^12'"^12^ ^3 ^^13"^13^ ^ ^^1 
^^^21^1 ^22^2 ^23^3 ^1^^2l'"^21^ ^2^^22"^22^ 
+ a^ (k23-f23) 3 «Sa^ + 
where 
^ij ^ f^j = 
and 
"ij = tVi •D-'x'f'jl' 
rx. 
X. 
(x) F(x,t) %!, j (x) dx 
The Euler equations for the Lagrangian thus establish a set 
of differential equations given, in matrix form, by 
rÂ = BA (12) 
where 
r = B = [f^j-k^j]; = [a^fa^ya^] . 
In order to evaluate the elements of matrices r and B, 
it is necessary to perform integrations of the type 
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^"Nî * (x)F(x,t)^j(x)dx. This integration is performed on 
' ^o 
a digital computing niachine using Gregory's formula of nu­
merical integration (35), 
•F 
^O 
f(x)dx = h [ T f^ -T- - - - -r f.^_i -^] 
- lY - Afo] -
where h = 1 era. If the time dependence of T^(x,t) is chosen 
to be a step function, then Equation 12 will represent a 
first order, linear system, of differential equations with 
constant coefficients. Several methods for solving such 
equations will now be described and their relative merits 
investigated. 
Eigenvalue method 
Due to the nature of the differential equations the 
following substitutions may be made (35): 
^1 (t) 
= 
^2 (t) 
= 
^3 (t) 
= 
This substitution will result in the generalized eigenvalue 
problem 3a = uFa. Corresponding to each eigenvalue of the 
matrix r is an eigenvector which represents a solution fo 
the a's, within an arbitrary constant. In the case where 
r ^B is a 3x3 matrix, the solutions to Equation 12 are given 
32 
by 
t t 
a, (t) = k.a.ye + k,a,_e 
^3*23® 
where 
-1 
a . . =  a . _  ,  i  =  1 , 2 , 3 ,  r e p r e s e n t  3  e i g e n v e c t o r s  o f  r  B  
31 ] ^ 
The arbitrary constants are determined by applying the 
initial condition a^(0) = 1.0, i=l,2,3. Various numerical 
schemes (36,37) are available for determining the eigen­
values and eigenvectors. The major difficulty encountered 
with this method is the determination of all the eigenvalues 
of a large matrix with sufficient accuracy. 
Numerical method 
Many numerical integration schemes are available for 
solving differential equations. (38,39) A Runge-Kutta 
technique and its various modifications are commonly employed 
to solve problems like Equation 12. However, in many situa­
tions in which the differential equations are describing the 
dynamics of a nuclear reactor, numerical schemes have proven 
unsatisfactory. (40) The problem is that the time increments 
required for stability of the numerical method are so short 
33 
that exceeding long machine running times are required. 
In this thesis the subroutine NODE will be used as the 
numerical scheme that is used to solve the set of differential 
equations given by Equation 12. The version of NODE written 
in FORTRAN language as applied to the IBM 360 machine is 
used. (41) The numerical technique utilized in this program 
is basically that of Runge-Kutta. 
Analog method 
A system of differential equations can also be solved on 
an analog computing machine. One advantage of the analog 
method becomes apparent when time scaling is applied. A 
typical equation from Equation 6 is 
Xiiâi(t) + ^12^2 ^13^3 ^ ^ 11^1 ^12*2 ^13^3 
where When time scaling is applied, 
d _ d 
dt * dT ' 
where t is machine time and o <1, it can be seen that 
and b.. tend to become more comparable in size. This 
eliminates some of the problems that would be present in 
numerical techniques, when The major difficulty 
associated with an analog computing machine, when applied to 
problems like Equation 12, is the large equipment require­
ments . 
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Exponential method 
Consider the set of homogeneous linear differential equa­
tions 
Da = Ba ; D = ^  (13) 
where a is a column vector of n unknowns, and B is a square 
matrix of coefficients whose magnitudes may, in general, 
be functions of time. If a^ denotes the vector whose ele­
ments are the initial values of the variables, then the system 
given in Equation 13 may be written as an integral equation 
of the form 
ft 
( )dt' is an integral opera-
o 
tor. The Peano-Baker method (42) of solving this integral 
a = a^ + Q(B) ' a .  where Q = 
equation is to use the iteration method 
â = [I + 0(B) + Q(B)^-Q(B) + 0(B).Q(B).Q(B) +...]â^ (14) 
where I is the n^^ order unit matrix. If the elements of 
the matrix B are analytic throughout the range in t, it can 
be shown that the series in Equation 14 converges absolutely 
and uniformly. (43) The matrix 
H(B) = (I + Q(u) + Q(u)Q(u) + ...) (15) 
has been named the matrizant of B by Baker. (44) The solution 
to Equation 13 is now written in the form 
a = H(B)-a^ 
If the set of differential equations has constant coefficients, 
the elements of the matrix B are constants. In this case the 
series in Equation 15 reduces to 
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Ii(B) =14- —|y + . . . = (16) 
and the solution to Equation 13 is then written as 
• a = e^'"*a^ (17) 
St The function e may be interpreted by Sylvester's theorem 
(45), but this involves use of eigenvalues of B, which are 
sometimes difficult to obtain. However, the series in Equa­
tion 16 does converge analytically and represents the de­
sired solution- It has been found that convergence of a 
series analytically does not always imply convergence of the 
series on a numerical computing machine. That is, the time 
coefficients for the space modes are represented by differen­
tial equations of the form 
Pa = Ba or a = r "Ba (18) 
where the elements of the matrix r ~B are constants^ but the 
-1 ? Bt 
series representation for e* does not always converge 
•rapidly on a digital machine. However, convergence may be 
obtained by a slight change in the technique. For a specific 
time t^ the problem reduces to 
-1 
aftg) =6^^ a^ E e^-a^ Now in series form 
The technique is to evaluate a new matrix, e , where n zs 
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chosen so that the matrix has the sum of the squares 
of all its elements less than unity. The series 
e - I  
m=l ml 
will, inevitably converge to some matrix, call it W. The 
solution to Equation is then obtained as 
on _ 
a = [W] • a^ . 
It will be shown that this method yields solutions for 
Equation 18 where the other methods mentioned above either 
fail or become unwieldy. 
With techniques available for obtaining both the space 
modes and their corresponding time coefficients, it is now 
possible to investigate the kinetic response of_the reactor 
shown in Figure 1., The time dependent flux is expressed as 
*(x,t) = \ a. (t)4i(x) , 
i=l ^ 1 
(IS) 
where the modes i{)^(x) are shown in Figure 4. In one analysis 
the absorption cross section in the region 27_^x£47 was reduced 
to zero in a step wise manner. The time coefficients are 
solutions of the equations 
"22.24 -5.38 4.541 
-5.38 4.42 -6.12 
_ 4.54 -6.12 22.21 
These equations were solved successfully by use of all four 
techniques described previously, and the solutions were iden­
9832 -5592 7360 
^1 
= 
-5592 -1079 -5780 
^2 
ij- _7360 -5780 983^ 
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tical in all cases. The solutions are demonstrated in Figure 
,3. The eigenvalue method leads to an analytical expression 
for the time coefficients; thus, if this technique is applied, 
the expression for the time dependent flux, Equation 7, be­
comes 
N N w t 
4(x,t) = Y I bw a . e ^ (20) 
i=l ^ y=l 
where 
N w t 
e ^ 
represents the expression for A^(t). Table 2 lists the 
constants of Equation 20 as they were determined for the 
case %2=0 in region 27_<x£47. 
Table 2. Eigenvalue expansion coefficients: 
* *%1 "w 
1 6.29xl0~^ -4.84x10"^ 6.08xl0~^ 1.03x10° 6.82x10^ 
2 -7.19x10"^ -1.05x10"^ 6.94x10"^ 2.13xl0"^ 1.52x10^ 
3 2.30x10"^ 9.47x10"^ 2.24xl0"^ 1.58x10° -2.48x10^ 
Application of Equation 20 and the constants listed in Table 
2 leads to the time dependent flux distributions shown in 
Figure 6. It is interesting to note that an asymptotic flux 
shape is attained at some time t^, and after time t^ the flux 
rises exponentially, with this asymptotic shape, on a period 
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determined by the predominant positive eigenvalue found in 
solutions for A^(t). 
In a second analysis the absorption cross section in the 
region 27_<x^47 was reduced stepwise to = 0.013 cm ^. In 
this case the constants needed for Equation 20 are as listed 
in Table 3. 
Table 3. Eigenvalue expansion coefficients; cm ^ 
W WY 
1 6.45x10"^ 4.32x10"^ 6.30xl0~^ 1.46x10° 1.49x10^ 
2 -7.21xl0~^ -9.02x10"^ 6.93xl0~^ l.Vlxlo"^ -3.18x10^ 
3 1.87xl0~^ 9.65x10"^ 1.83xl0~^ 3.83xl0~^ -4.50x10^ 
The time dependent flux distributions are shown in Figure 7, 
and again it is noted that an asymptotic flux shape is 
achieved. 
As noted previously the space modes shown in Figure 4 
were obtained by choosing Ia2/^a2 ~ 4x10 and it was pre­
dicted that this choice would not affect the final form for 
*(x,t). When chosen to equal 4x10 the space 
modes for the three region case were obtained as shown in 
Figure These modes are somewhat different than the 
modes shown in Figure 4 ; but when they were substituted into 
Equation 12 and the corresponding time coefficients were ob-
40 
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tained/ the final form for *(x,t) agreed with the distribution 
shown in Figures 6 and 7. 
Note that when the statement is made in this paper that 
two results "agreed", it is meant to imply that the first two 
significant figures of each result were identical. In some 
cases even better agreement was obtained, but it is felt that 
two significant figures constitutes very sufficient agreement 
for results obtained in this paper. 
The criterion for determining whether sufficient modes 
have been chosen in a flux synthesis technique is to compare 
the results of an N+1 mode expansion with those of an N mode , 
expansion. In order to apply this criterion to the previous 
analyses, the region 27£X<_47 was divided into two equal 
regions, and four space modes were determined as shown in 
Figure 9. When again reduced to zero in the region 
27£X^47, the flux distributions derived from the expression 
4 
<j> ( x ,t) = 1 a. (t)Vi(x) (21) 
i=l 
agreed with those obtained from the previous three mode ex­
pansion, as displayed in Figure G. The time coefficients 
used in Equation 21 were obtained by the eigenvalue method, 
and the constants used in Equation 20 for this four mode case 
are listed in Table 4. 
However, when the absorption cross section in the region 
OJ<x^27 was reduced stepwise to = 0.004 cm the results 
of a three mode expansion did not agree with those of a four 
Table 4. Eigenvalue expansion coefficients; 
^ «yl %2 %3 %4 % % 
1 5.60x10"^ -4.36x10"! -4.28x10"^ 5.59x10"^ 1.14x10^ 6.82x10^ 
2 -6.45x10"! 2.93x10"! -2.88x10"! 6.44xl0~! 2.26x10"* 1.62x10^ 
3 1.67x10"! 6.94x10"! g.SOxlo"! 1.67xl0"! 2.17x10® -2.48x10^ 
4 6.23xl0"2 7.10x10"! -6.98xl0"! -6.23x10"% -1.44x10"^ -7.18x10^ 
Table 5. Eigenvalue expansion coefficients: = 0.004 cm ! 
%1 %2 %3 %4 % % 
1 7.12x10"! 6.94x10"! l.OSxlo"! 2.25xl0"^ 1.52x10® 8.19x10^ 
2 -5.30x10"^ 5.49xl0"2 6.36xlo"! 7.68xl0"! 1.26x10® -5.69xlo! 
3 1.23x10"! 7.39xl0"! 6.51xlo"! 1.22xl0~! -6.06x10"^ -5.83x10^ 
4 5.45x10"^ 7.05x10"! -7.05xl0"! -5.72xlo"^ -l.llxio"! -1.03x10^ 
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mode expansion. A graphic comparison of this results is shown 
in Figure IG. This situation seems to infer that three modes 
are not sufficient to attain the correct form^or nonsymraetric 
flux variations. The constants used in evaluating the time 
coefficients for the nonsvTTimetric four mode expansion are 
listed in Table 5, as obtained from the eigenvalue method. 
Helmholtz modal analysis 
Another method for solving reactor kinetic equations that 
has been applied previously (27) is a technique commonly called 
Helmholtz modal analysis- This technique consists of ex­
pressing the flux in the form 
N 
4>(x,t) = 1 Tv(t) Wv (x) , (22) 
v=l 
where the space functions Wv vx) are now eigenfunctions of the 
2 2 Helmholtz equation V Wv (x) Bv Wv (x) = 0 with the associated 
boundary conditions Wv(o) = 0 and Wv(c) = 0, where r = 0 and 
r = c are the reactor extrapolated boundaries. 
The reactor shown in Figure 1 will now be analyzed using 
this method and assuming the kinetics of the reactor are 
described by the equation 
D?24(x,t) - ^<)(x,t) 4- v%g4(x,t) = I . (23) 
Substituting Equation 22 into Equation 23 gives the result 
I DTv(t) V^Wv (x) - I I=Tv(t)Wv(x) (24) 
V V 
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+ % Tv(t)Wv(x) = ^ % Av T^(t)Wv(x) . 
V V 
If the eigenfunctions have been normalized, the orthonormal 
condition 
Wv(x)Wy(x)dx = ÔUV (25) 
will hold. Now integrating Equation 24 over the reactor 
volume, applying Equation 25, and substituting 
(x) = -Bv^Wv(x), 
the result obtained is 
I - DTv (t) Bv Wu (x) Wv (x) dx 
" 1 [ ^ AvTv(t)Wu(x)Wv(x)dx 
V J o 
+ % [ v^^Tv(t)Wy(x)Wv(x)dx 
= ^  % Tv{t) f Wp(x)Wv(x)dx . 
V •' o 
This equation may be rewritten in the form 
I R TV (t) + I Q Tv(t) = I I Tv(t)6u^ 
where 
R ^ = -DBv^Syv - f (x)Wy(x)Wv(x)dx 
^ ^ o 
^yv ~ I (x)Wy (x)Wv (x)dx . 
(26) 
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Equation 26 is a system of ordinary differential equations 
having Tv(t) as its dependent variables. If the flux were 
expressed by an infinite series of the form, 
4(x,t) = 1 Tv(t)Wv(x), 
v=l 
then the series would converge to the function *(x,t) since 
the eigenfunctions Wv(x) constitute a complete set. (46) 
However, in modal analysis a finite approximation is applied 
where in Equation 26 becomes a finite set by letting 
U = 1,2, ,N 
V — 1,2,«..,N. 
Hence, the function 4(x,t} is-approximated by a set of N 
harmonics. 
The solution to a linear system of homogeneous 
differential equations is of the form e"^, so the substitution 
Tv(t) = ave"^ 
is made in Equation 26. The result is the equation 
I [K - ^  6 v'** = - Î • (27) 
V=1 V=1 
By defining B.•=(R..+Q-•)'V and allowing the index y to take Xj ij Ij 
on its values 1,2,...,N, the system of equations given in 
Equation 27 may be written in matrix form as 
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®11 ®12 •** ®1N ''I "^1 
®2l ^22 ••• ®2N °'2 
• • 
= w 
• 
®N1 ^NN 
•
 
^
 
1 
o x  _— — Ba = (oa . 
Hence, the solution for the time coefficients is 
T^(t) = Wlc'-kv® 
k=l 
(28 )  
where 
= N eigenvalues of matrix B, 
and 
= elements of the corresponding N eigenvectors of B, 
= arbitrary constants involved in the eigenvectors. 
The arbitrary constants are determined by applying the 
initial condition that 
N 
(j)(x,o) = I Tv(o)Wv(x) . 
v=l 
Application of Equation 25 to Equation 28 leads to the condi­
tion 
N 
Tv(o)6^^ = I A^a 
k=l k"kv 
<j> (x ,o)Wp (x) dx, u=l/2,.../N. 
Hence, the flux is now expressed as 
N N 
<J)(x,t> = I Wv(x) I A a, e 
v=l k=l ^  Kv 
(29) 
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In the case of the reactor shcv'n in Figure 1 the eigenfunctions 
Wv(x) are given by 
Wv (x) = /2//74 sin ^  x 
The response of the reactor shown in Figure 1 to various 
reactivity perturbations was deternined using Equation 29-
When the absorption cross section in the entire center region 
was again reduced to zero stepwise, it was found that 7 lûodes 
were required for convergence of the series. Actually X was 
equal to 14, but no odd harmonics were needed to describe the 
syirir.etric flux distribution. The results obtained agreed 
with those obtained by the three mode variational expression. 
Equation 19. 
In a second analysis the absorption cross section in the 
region 0_f_x_<27 was reduced to 0.004 czi and the resulting flux 
distribution was determined from Equation 29. In th'is case 
14 modes were required for convergence of the series, and the 
resulting flux distributions agreed with those obtained by 
the four raode variational expression. Equation 21. A comparison 
of the variational method and Helmholtz method for this par­
ticular analysis is shown in Figure 8-
It is felt that these comparisons serve not only to 
verify the validity of the variational method but also estab­
lish the superior convergence rate of the variational method. 
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Six mode analysis 
In order to perform a more detailed analysis the reactor 
in Figure 1 is subdivided into the six regions shown in Figure 
12. Formation of these regions and application of the equa­
tion (with vM properly defined in coupling region) 
Lro'i'i(x) = i=l,2, ,6 
leads to solutions for the corresponding six space modes; 
these modes are illustrated in Figure 14. Again these six 
modes will sum to <S>^(x). It is anticipated that region 2, 
centered in the left core, might represent a control rod which 
could be removed in a step or ramp manner or could be oscil­
lated. The time-dependent flux for this analysis is now ex­
pressed as 
6 
4(x,t) = I a. (t)^.(x), (30) 
i=l ^ 1 
where the ^ ^^x) are shown in Figure 14. Application of the 
calculus of variations to determine the coefficients a^(t) 
will result, as before, in a set of differential equations of 
the form rÂ = BA, where r and B are now square matrices of 
order 6, and A is a column matrix of the 6 unknown coeffi­
cients a^(t). 
Initially, the absorption cross section in the region 
27£X<,47 was reduced to zero, and the resulting flux distribu­
tion was determined by Equation 30. In this case the time 
coefficients were determined by the eigenvalue method. As 
N 
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expected the flux distributions obtained agreed with those of 
the three mode analysis shown in Figure 6. The constants used 
in determining the a-(t) are given in Table 6. 
Secondly, in the region 0£^x<_27 was reduced stepwise 
to = 0.004 cm and the resulting flux distribution was 
determined using Equation 30. In this case the flux distri­
butions obtained agreed with those of the corresponding four 
mode analysis, as shown in Figure lo. The constants used in 
determining the a^(t) are given in Table 7. Also a display 
of these time coefficients as a function of time is given in 
Figure 15. 
The six mode expression. Equation 30, was then used to 
obtain the response of the reactor shown in Figure 12 to 
reactivity perturbations in various other regions. The eigen­
value method was used in all cases to determine the time co­
efficients a^(t). The eigenvalues obtained for the various 
investigations are listed in Table 8. Figures 16,17,18, 
19, and 20 display the flux distributions obtained for the 
reactivity perturbations as indicated on the graphs. The 
time coefficients corresponding to the analysis where 
= 0.004 cm~^ in the region 10£X£l7 were also determined by 
the exponential method. This method converged rapidly, and 
the resulting time coefficients were comparable with those ob­
tained by the eigenvalue technique. A comparison of the two 
results is given in Figure 21. It might be noted that in the 
Table 6. Eigenvalue expansion coefficients; = 0: 27<x_<47 
V %1 *W2 *W3 *W4 *W6 bw "y 
1 0. 386 0.396 0.539 -0.282 -0.360 0.441 1.42 6.86x10^ 
2 0. 468 0.464 0.506 -0.201 0.214 -0.473 -0.0327 1.62x10^ 
3 0. 371 0.273 0.0137 0.611 0.624 0.158 2.07 -2.31x10^ 
4 -0. 446 -0.171 0.248 -0.297 0.784 0.0863 0.492 -5.34x10^ 
5 -0. 451 0.0808 0.222 0.732 -0.452 -0.031 0.322 -1.07x10^ 
6 0. 656 -0.544 0.304 0.398 -0.150 -0.00815 0.0976 -2.22x10^ 
Table 7. Eigenvalue expansion coefficients •• L = 0-004 cm ^, 0<x<27 
u %1 "y2 %3 *w4 (0 V 
1 0. 524 0.515 0.482 0.471 0.0772 0.0155 2.16 8.20x10^ 
2 -0. 0733 -0.0683 -0.0316 0.0736 0.641 0.757 1.28 -5.66x10^ 
3 0. 810 0.327 -0.422 0.210 0.109 0.0448 -0.0914 -4.21x10^ 
4 -0. 468 -0.0339 0.284 0.164 0.813 0.101 -0.0426 -7.11x10^ 
5 -0. 478 0.194 0.121 0.687 -0.496 -0.0339 -0.0936 -1.27x10^ 
6 0. 613 -0.522 0.312 0.466 -0.194 -0.0105 -0.0441 -2.20x10^ 
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Table 8. Eigenvalues for six mode analyses 
region 
(cm"-^) (10^) (10-^) (10-^) (10-^) (10*) (10^) 
0.004 05x5.10 1.10 -6.68 -4.54 -7.24 -1.29 -2.25 
0.004 101x117 3.05 -6.00 -4.66 -7.32 -1.30 -2.24 
0 01x5.10 2.74 -6.00 -4.31 -7.15 -1.27 -2.23 
0 271x137 3.78 -6.82 -3.13 -7.00 -1.15 -2.23 
0 10<x<17 6.63 -5.66 -4.56 -7.30 -1.29 -2.21 
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exponential method the maximum-value of N chosen was 8. 
No further investigations were made concerning the step 
response of the reactor shown in Figure 1. It is felt that 
the results displayed in this section indicate the following 
conclusions ; 
1. Obtaining the space modes is merely a simple alge­
braic problem. Extension of the analysis to coupled cores 
is also easily accomplished. 
2. Solving the differential equations obtained for the 
time coefficients is the only major problem in the analysis. 
These differential equations are describing the kinetics of 
a nuclear reactor, so it is not surprising that their solu­
tion might present some problems. However, as far as the one-
group analysis is concerned, the equations were solved 
successfully by four separate techniques. The numerical 
method, the eigenvalue method, and the exponential method 
are all methods applicable to a digital computing machine, 
and all three methods seemed to operate with about equal ease. 
It is felt that the analog method would also work quite well, 
due especially to the time scaling effect, but sufficient 
equipment was not available to apply this technique to any 
analyses other than the simplest 3 region model. 
3. The Helmholtz analysis serves to indicate both the 
validity and the improved convergence of the variational method. 
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V. ONE GROUP ANALYSIS: FREQUENCY RESPONSE 
The response of the reactor shown in Figure 1 to an 
oscillating absorber located in some region is to be detormin 
by applying the same basic technique that was utilized in 
obtaining step responses. Recall that the variational method 
generated differential equations for the time coefficients 
of the form 
rÂ = BA (12) 
where 
r = ; 
B = 0(3^4 . 
In the one group case, F = - I^(t). In this analysis it 
will be assumed that in some region of the reactor can 
be expressed in the form 
iut 
L = Lo + (31) 
where 
= critical value of in the region of oscillation 
6 Y = small amplitude variation in T that is being 
^a ^a 
oscillated in the region. 
When Equation 31 is substituted into Equation 12, it can be 
seen that the matrix B will now be of the form 
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+ ÔB 
o 
where 
iwt 
and 
6B = -6%^e the integration is 
over the region of oscillation only 
B = [ [i^ . *F ij» .]-(3 ^.*)D(3^.)]..]; the parameters D and 
O  1 0 3  X I  X  J  i j  
are the critical reactor parameters. 
Thus, Equation 1 may now be written as 
rÂ = (3^+6B)A . (32) 
It is also noted that the matrix A may be expressed in the 
form 
lut 
A = A. + 6Ae 
o 
(33) 
where 
^o = and ÔA = 
6a. 
5â.« 
Substitution of Equation 33 into Equation 32 leads to the 
result 
i wt iwt 
r- ôAe = (B +ÔB) (A +6Ae ) , 
at o o 
or 
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iut iojt i<ut 
i 'iw'T.ôA = B A +6B.A + B •ôAe + 6B-6Ae 
o o o o 
iwt 
= ôB'A + B* ÔAe 
o o 
(34) 
where second order term ôB*ôA has been neglected and where 
it has been noted that B^-A^=0, the criticality condition. 
Now Equation 34 may be written in the matrix form 
[itoT - BQ] 5A = -6%^[ ' ijl • 1 
1 
(35) 
Several observations are now made concerning the pre­
vious analysis. 
1. The condition B^-A^ = 0 provides a good check on 
the calculations that have been performed. That is, when 
the elements of the matrix B have been evaluated using 
critical reactor parameters, one may determine their correct­
ness, to some extent, by observing the values of B^*A^. 
iwt 
2. When the statement is made that A = A^+ôAe , 
what is really being stated is that the flux may be expressed 
in the form 
iwt iwt 
*(x,t) = [1 + ôa^e l^^fx) + [1 + Sa^e ] 
iwt 
[1 + 
iwt 
= Og(x) + <5^ (x) e 
That is, the flux is oscillating about 4'Q(x) with the same 
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frequency as the oscillator but with different phase and 
magnitude. 
3. The elements of 6A are then really the coefficients 
for the space modes, evaluated in the frequency domain. 
Hence, these elements are complex numbers and may be written 
in the form 
Sa^ = Yk + xs^ . 
Thus, Equation 35 may be written in the form 
1 [iwF - BQ] Yl + 
(36) 
Equation 36 represents a set of algebraic equations 
for the unknowns and g^, k=l,2,...,N. The equations are 
solved by separating the 2N equations into N equations 
representing the real parts and N equations for the imaginary 
part; this results in a set of equations of the form 
DY - B^B = 0 D - B_ 
o Y 0 
or = 
+ B^Y + DB = -y 
1 
o
 o
 
PQ 
,
 
B -Y 
(37) 
where 
3 = [B^l; Y = [Y^] ; D = wr = 
and where 
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The solution for the coefficients 6A can then be 
determined by simple matrix manipulation as 
Y i D 
-1 r 0 
LTY _ 
The frequency dependent flux is expressed in the form 
= (Y^+iS^) (x) 4-
= Y-, (x)+Y?*?(x) + +7^^^ (x) +i ( 3-1 (x) +32*2 ^ ) 
= w (x, Cj)-riY(x,u) (38) 
where the modes (x) are same as those used in step 
analysis. 
The frequency response of the reactor is obtained by 
noting that magnitude and phase of this response are given by 
9 9 ^ 
Magnitude = |9(x,u)| = [W -fY"] 
Phase = tan ^  Y/W . 
The frequency response of the reactor shown in Figure 1 
is to be determined using the technique just described and 
assuming that the kinetics of the reactor are described by 
one-group diffusion theory, excluding delayed neutrons. 
Initially it was assumed that an absorber of magnitude 
6^^ = 0.0 01 cm ^ was being oscillated in the region 27£x<_47. 
The magnitude and phase diagrams shown in Figures 22 and 23 
Gçuftouy opow o&jqq. .xoj osuocïooj /ouociboaj jo opn%yu3e% «gg -Sr^ 
( 00 s /prsd ) Âo uonb3ocj[ 
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Fig, 23. Phase an%lc of frcquoncy rosponco for three modo analyr.xci 
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represent the frequency response of the reactor for this 
situation. Note that x in the frequency response diagrams 
refers to distance in cm. measured from the left face of 
the reactor. The diagrams do indicate some spatial de­
pendence of the frequency response, but this effect is 
small due to the large area being oscillated. 
The reactor shown in Figure 1 was next divided into 
five regions, as shown in Figure 11. The 8 cm. region in 
the center of the reactor was assumed to have an oscillator 
of amplitude 6%^ = 0.0021 cm The five space modes used 
in this situation are displayed in Figure 13. Magnitude 
and phase diagrams representing the frequency response of 
the reactor shown in Figure ll are displayed in Figures 24 
and 25. It is noted that more spatial dependence of the 
frequency response appears in this situation. 
When the reactor was divided into six regions as shown 
in Figure 12/ six space modes were derived as shown in 
Figure 14. These space modes were used to obtain the fre­
quency response of this reactor when the region 10^x^17 was 
oscillated with an amplitude of oscillation 5%^ = 0.0 008 cm 
The magnitude and phase diagrams of this frequency response 
are displayed in Figures 26 and 27. It is interesting to 
note the very pronounced spatial dependence in this situation. 
For example, the magnitude of the frequency response evaluated 
in right hand core is falling off approximately twice as 
70 
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rapidly as the magnitude in left hand core. 
A six-mode analysis was also applied to obtain the 
frequency response of the reactor when the region 27_<x£47 
was oscillated with an amplitude of oscillation 
5%^ = 0.001 cm"^. As expected, this six-mode analysis of 
the frequency response agreed with that obtained previously 
by the three mode analysis as displayed in Figures 22 and 23 
It should be noted that since the equations describing 
the frequency response of the reactor have been linearized, 
the value of 6^^ chosen only affects the magnitude of the 
frequency response, and this is merely a relative effect. 
That is, changing the value of 6^^ will only shift the 
magnitude diagram of the frequency response along the ordinate. 
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VI. REFERENCE REACTOR FOR 
TWO-GROUP ANALYSIS 
Two-group diffusion, theory, including one group of 
delayed neutrons, will be used to describe the kinetic 
behavior of the reference reactor shown in Figure 2S. This 
analytical model is again a coupled core reactor consisting 
of two semi-infinite multiplying regions joined by a non-
multiplying coupling region. The critical reactor parameters 
are given in Table 9. 
Table 9. Reference reactor critical parameters 
Region ^a_^ ^ 
(cm ~) (cm ) (cm) (cm ~) 
0<x_<50  0.00818 0 .0161  1 .0  0 .00340  
50j^xj£70 0.01522 0 1.0 0.00340 
7C<x<120  0 .00818  0 .0161  1 .0  0 .00340  
The kinetic response of this reactor is to be described 
by the two-group diffusion equations 
-L l_'^Fi 
V_ 3t 
r' 
where 
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and 
. th 
subscripts denote values for i region 
-1 
X — decay constant for delayed neutrons = 0.08 sec 
B = delayed neutron fraction = 0.007 
C = precursor concentration 
(j)p = fast neutron flux 
= slow neutron flux. 
In the steady state situation the kinetic equations 
reduce to the form 
= 0 
+ 1=4? = 0 (39) 
6vl f 
c = —T-
The steady state equations are solved in the manner 
suggested in Glasstone and Edlund (47), wherein solutions 
are assumed of the form 
= 0 
9^*2 + = 0. 
In this manner the two-group critical flux distributions are 
found to be 
= H sin yx + B cos px + Ce^^ + Ee 
(jig = S^A sin yx + S^B cos yx + SgCe^* + SgEe 
0<x<50 
Core Core 
0 ^0 60 70 120 
Distance (CM) 
Fig. 28. Roferonoe rcactor for two-group analyses 
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B,x -B,x 
<|> = Fe + Ge 
B,x -B,x B_x -B_x 
*g = SgFe ^ + SgGe ^ + He ^ + le 
50<x<70 
\>X —\}V 
= J sin yx + K cos ux + Le + Me 
(j>S = S^J sin yx + S^K cos vx + + S^Me 
where 
1 
2 -(Y1+Y2) + [(Tl+Y2)^+4(YiY3-yiY2)]2 
y -
1 
2 _ -(Y1+Y2) " [ (Y1+Y2) (Y173-Y1Y2) ] ^ ; 
70<x<120 
2 
and 
Y 1 = W d '  ^2 = lal/o' ^ 3  = vlf/ D ' 
When these equations are coupled by the boundary condi­
tion at the reactor interfaces, a set of homogeneous equations 
is determined of the form Ba = 0, where B is a 12x12 matrix 
and a is a column matrix of the 12 unknowns A,B,Cf...,M. 
The reactor critical size is found by solving the criticality 
condition, |B| = 0-
After the reactor critical size was determined, the 
critical flux distributions were determined as shown in Figure 
1.6 
l.il 
1.2 
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Fig. 29. Koritialiaod two-gi'ouj) critical fliuces 
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29. The fluxes have been normalized by choosing the power 
level variable to be A = 1.0. 
The steady state neutron equations. Equation 39/ can 
be written in operator form as L* = 0 where 
XI — 
DfZ - I 
•R 
R v^f(i-e) X 
D V ^  -  0  <l> = 
The adjoint variables are solutions of the operator 
equations L*** = 0, where the adjoint operator L* is defined 
by the relation 
X. N [(p*L<l> - *L*4*]dx = 0. 
In this case L* is given by 
L*= 
R D7^ - I 
vlf(l-S) Dv2-% 
0 
a '^f 
-X 
Thus the steady state adjoint equations are 
09^*2* - + lR*s* = 0 
D V "  "*S* " %a*S* = 0 (40) 
C* = <t>p* 
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The adjoint steady state equations are solved in the 
same manner as Equations 39, and the solutions are 
4)p* = A sin ux +-B cos yx + Ce^^ + Ee 
*g* = S^A sin px + S^B cos ux + SgCe^*' + SgEe 
0<x<50 
B-x -B,x B«x -B.x 
= SgPe ^ + SgGe + He ^ + le 
B-X -B_x 
4,g* = Fe ^ + Ge 
50<x<70 
*p* = J sin yx + K cos yx + Le^^ + Me 
(jjg* = S^J sin yx + S^K cos yx + LSge^^+MSge 
70<x<120 
where 
D V 2  +  I  I „  -  D v 2  I  
^ ° L '• = î7^ 
R 
•R 'R ^a2 
and 
®2 ^R^D ' 
2 2 y ,v are as defined previously . 
These equations are again coupled by the interface 
boundary conditions of continuity of flux and current, and 
the resulting set of equations is written in the form 
m rj» 
B n = 0, where B is the transpose of the matrix determined 
in the ordinary steady state equations. Hence, the condition 
jB 1 = 0 is satisfied and the adjoint critical flux distribu­
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tions can be determined as shown in Figure 29. 
The values for the variables found in solving the steady 
state equations 
Ba = 0 
T B n = 0 
are given in Table 10. 
Now the problem to be analyzed is the response of the 
reactor shown in Figure 28, with critical flux distributions 
as shown in Figure 29/ to various reactivity inputs. 
Table 10. Critical flux solution constants 
Flux A B C E F G 
Critical 1.0 -0. 0006152 0. 00005944 0. 0005558 0. 01046 11.43 
Adjoint 1.0 -0. 0006119 0. 0004102 0. 0002017 0. 0001053 452.2 
Flux H I J K L M 
Critical 0.0000046 19. 66 -0. 5931 -0. 8064 0 69.82 
Adjoint 0.01486 16. 24 -0. 5931 -0. 8064 0 481.9 
Flux Si S2 S3 Bl ®2 B3 
Critical 0.3345 -0. 6314 0. 2656 0. 05831 0. 1273 -
Adjoint 1.584 —2. 990 -0. 2656 - 0. 05831 0.1273 
Flux Y V 
Critical 0.04455 0. 1165 
Adjoint 0.04455 0. 1165 
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VII. TWO GROUP ANALYSIS: 
STEP RESPONSE 
In this section two-group diffusion theory will be used 
to analyze the kinetic response of the reactor shown in Figure 
23 to step inputs of reactivity. That is, the absorption cross 
section in some region of the reactor will be reduced in a 
stepwise manner, and the resulting time dependent flux distri­
butions are then to be determined. 
The analysis is analogous to the previously described one-
group analysis in that the kinetic equations may again be 
written in the form L(j) = V ^ •— t but now in the two-group 
à  t Z  
situation the operators and L and V and the variable 4» are 
matrices given by 
D7^ -
^R ^If (1-6 ) X 
L = D7^ - ) 
:a 
0 
' 
0 f -X 
V 0 0 ^F 
H
 
II 0 
0 0 
-1 0 
1.0 
* = 
*S 
c 
The operator L is again to be divided into a production 
and a loss operator in the form L = Lr - vM, and the kinetic 
equations written in integral equation form as 
(j) (x,t)(x) = 
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rtrx^ 
o 
where 
(Lr - V ^ ~) G(x,t;x',t') = 6 (x-x ' ) 6 (t-t ' ) . 
The only difference between this analysis and the one-group 
analysis then is that all variables are now matrices. The 
space modes are obtained as solutions to the equations 
L^o^i = vMo*oAi(x)' 
and the adjoint space modes are obtained as solutions to the 
equations 
Lr*»* = vM*0*Aj^(x) . 
It is noted that now • 
Initially, the reactor is divided into three regions as 
indicated below; 
Region 1 0£x_<50 cm 
Region 2 50_<x_<70 
Region 3 70£x_<120 , 
and the corresponding space modes are to be determined. 
It is noted that the equations describing the steady state 
fluxes are coupled, and this situation makes their solution 
more difficult. It was found that this complication could be 
avoided when solving for the space modes if the matrix opera­
tors Lr and vM are defined in the manner. 
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DV^ - I  
Lr= 
R 
D9 - I .  
- X  
vM= 
-IR 
-vy^(i-s) Â~j 
0 
0 
The space modes are solutions to the equations 
rbv: - % 
Ro 
Dv^ - y 
ao 
0 
C 
n 
Fi 
^Si 
-XJ L ci_. 
-I Ro 
-v%fo(l-g) -X ®Fo 
*So 
Co 
Aj_(x) , 
for i=l,2,3 in the three region situation, 
the equations are, in fact, uncoupled; 
DV '^Fi " ^Ro^Fi - -vIfo(l-*)*SoAi(x) ~ 
It can be seen that 
XC^A^(x) 
- îao'si = -ÏRo'Fo''i<==' (41) 
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^*Ci = 
The equations given in Equations 41 will determine three 
spaces modes to describe the fast flux, three modes for the 
slow flux, and three modes for the precursor. However, since 
vT_=0 in the region 50_f_x_<70, it was found that = In 
order to generate a mode the matrix operators Lr and vM 
are defined in the region 50_<x_<70 as follows: 
Lr= 
D7 - 0 
0 
0 
D9 - L 
I: -vlf(i-s) 
vM= 
-1% 
•SvJ-
— X i 
0 
Where 7% = . R 
The system of equations used to determine the space modes 
is given below. 
Fast Modes 
Mode 1 
fo^ 'So 
D V ^ i P  
F 1  
^Ro^Fl 
0 
0 
V I 
^Ro^Fl 
%Ro^Fl 
0_<x_<50 
50j<x£70 
70<x<120 
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Mode 2 
,2 
D9 *F2 - ÎRO*F2 = ° 
- lRo*P2 = ^RO^FO 50<.X£70 
F2 " %RO*F2 
- % * = 0 70<x<120 
Mode 3 
- Iro^FS = ° 0:1X150 
DV^^F3 " lRÔ»F3 = 0 50<x<70 
D?^*F3 - %Ro*F3 =-v%fo*So 70<x<120 
Precursor Modes 
Mode 1 
*ci = --T- *so 
(1;^^ = 0 50<x£^120 
Mode 2 
»g2 = 0 01X1120 
Mode 3 
'J'q3 = 0 0<x_<70 
S^îf 
*C3 — •so 70<x<120 
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Slow Modes 
Mode 1 
- Ialo*Sl = -ÏRO+FO 
- I.9n*c1 = 0 50<x<70 
'SI ^a2o^Sl 
'si " îaSo^Sl D9^»C1 - L,„»C1 = 0 70<x<120 
Mode 2 
07^*52 - Ialo*S2 = ° 
D ? 2 * S 2  -  h 2 o * S 2  r  - Ï R O ^ ' F O  S 0 < % ± 7 0  
°'^*S2 - Ia3o*S2 = ° 70«<120 
Mode 3 
°'^»S3 - Ealo*S3 = ° 0^x^50 
09^*53 - Ia2o*S3 = ° 50£x<70 
D?^*S3 " %a3o*S3 = "^Ro'^Po 70<x<120 
The space modes are shown in Figures 30 and 31. Again it is 
noted that 
3 3 3 
*Fo=Jj_*Pi'- «SO = J^^si : =o = J/ci • 
The adjoint kinetic equations can be written in the form 
L*4* = 1^ 
90 
0.^ 
CO O.ii 
o ^  
O 0.3 
CH O O " X S  
^gO'2 
w 
s 0.1 
0 
— / 
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where 
L* = 
t-^„2 bv^ - I  R •R 
vlf(l-G) D9^ -
-X 
In order to generate adjoint space modes, operators Lr* and 
vM* are defined as follows; 
Lr*= 
DV^ - I  R 
0 
DV^ - y 0 
^a 
-X 
; vM*= 
-I R 
— X 
0 1 
-Svlf 
0 J 
The adjoint space modes are determined by solving the system 
of equations 
or, in non-matrix form, 
- ÎrI-I. = - lR*sSAi(x) 
In this case it can be seen that when the slow adjoint modes 
are determined, it will be found that = 0« Hence, in the 
• k  
region 50<x_<70 the operators Lr and vM* are defined as 
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. J 
* 
Lr= 
R 
0 
0 
DÏ - I • 
0 
0 
-X 
; vM*= 
0 
0 
-X 
-I  R 
where L = Il + I" • 
'a "a ^a 
The adjoint space modes are given in Figures 32 and 33, where 
Cx X—X X—i. i—X 
Now it is required to determine the corresponding time 
coefficients for these space modes. The functional that will 
be used in the calculus of variations technique is 
F[4*,4*,C*,*F,4g,C] = 
0 
0 
V, 
0 0 
-1 0 
1.0 
3x 
3C* 
3x ' 3x 
-Ip v^.(l-B) 
D 0 0 
0 D 0 
0 0 0 
34p/3x 
3$g/3x 
JC/3x_ 
*F 
C 
(42) 
[4p*,*g*,C*] 
•R 
•R 
0 
-L 
X 
0 
-X 
} dxdt. 
The Euler equations for this functional are the two-group 
kinetic equations; i.e.. 
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6F[6**,**,...,€]= 
3^4» 
X_ 3x 
o 
ô**dxdt. 
etc. 
Trial functions are assumed of the type 
N N 
*Tp = I a . (t) <i»p. (x) ; ** = I a*(t)*p*(x); 
£ i=l ^ . i=l . 
*S = .I^bi(t)*gi(x); 4* = ^I^bt(t)*g*(x); 
N N 
C = % ;  C *  =  I  d * ( t)*2i(x)' 
i=l i=l 
and substituted into Equation 42. Variations are taken, after 
performing the spatial integration, with respect to a|, b*, and 
df. The resulting Euler equations can be written in matrix 
form as, for the case of N=2, 
r e  =  B e  
where 
e = 
and the matrices r and B are shown on the following pages. 
o o o o 
0 0 t*iS Vg-\ [•J Vg-i *22, 0 0 
° » »2S Vg"' *lsl '*2S *28' » ° 
0 0 0 0 [*1* 
Matrix 1. Coefficient matrix r 
[^IFx^^lFx] "[^IFx^^ZFx] ^"''iF^^f '''23^ ^"''iF^'^'lC^ ^"^1F^'^2C^ 
[^IF^R^IF^ "[^IF^R^ZF^ 
[*2FxD*lFx] "[*2FxD^2Fx] [*2F^%f(l~G)^ig] [^2F^%f(l"G)^2s][*2F^*lc]*[^2F^^2c] 
(*2F%R^1F] "[^2F%R*2F] 
[^IS^R^lp] [*1S%R*2F] "[^ISxP^lSx] "(*lSxD^2Sx] 
-[*is%a*is] -[*is%a*2s] 
[*2S%R*1F] [*2S%R*2F] "^^aSx^^lSx] "[*2SxD*2Sx] 
"[^2s%a*is] "[*2s%a^2s] 
0 [^lcA^2c] 
I  
0 l*2cG"%f*lsl l*2cGv%f*2s) -IV2cÂ*lcl-t*2C^*2cL 
Matrix 2. Coefficient matrix B 
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The elements of the matrices are determined, as before, 
by Gregory's method of numerical integration. The problem 
then is reduced to solving a system of differential equations 
of the form 
r e  =  B 8 ,  ( 4 3 )  
which is a problem very comparable to that encountered in 
the one-group analysis. Equation 12. It was found, however, 
that Equation 43 was not as easily solved as Equation 12. 
3 mode analysis 
In the first analysis the reactor was divided into three 
regions, as mentioned previously, and space modes were ob­
tained as shown in Figures 30,31,32, and 33. The time depen­
dent fluxes are expressed as 
3 3 
(x,t) = y a. (t)*ni(x); = I b. (t) . (x) , 
F i=l 1 Û i=l ^ SI 
where the time coefficients are determined as solutions to 
equations like Equation 43. When the absorption cross section 
in the region 50_<x<_70 was reduced stepwise to ^2=0.0005 cm 
the matrices r and B in Equation 43 were found to be as shown 
in Matrices 3 and 4. 
1.47x10"^ l.llxlO"^ -1.77xl0~^ 1.28x10"^ 1.23xlo'^ 1.25xl0"^ 9.87x10"^ 8.67xlo"^ 
1.80x10"^ 7.61x10"^ -1.80x10"^ 1.23xl0~^ 3.52xl0"^ 1.23xl0"^ l.OlxlO"^ 9.71xl0~^ 
1 77x10"^ 1 llxlO"^ -1.48xl0~^ 1.25x10*"^' 1.23xl0"^ 1.28xl0"^ 9.05x10"^ 9.84x10""^ 
1.66x10"^-1.79x10"^ 3.48xlO"2-i.46xio~l-7.28x10*3 2.31x10"^ Q 0 
1.82x10"^ 5.87x10"^ -1.82xl0~^ 2.86x10""^ 4.70x10"^ 2.86x10"^ 0 0 
3.48xl0"^-1.79xl0'"^ 1.67xl0~^ 2.31xlo"'^~7.29x10"^-1.47xl0"^ 0 0 
0 0 0 1.06x10*3 9,92x10*5 i.ggxlo'^-l.lSxlo'^ o 
0 0 0 1.59x10*5 9.60x10*5 i,06xl0"3 0 -1.17x10*3 
Matrix 3. Coefficient matrix B for three mode analysis 
6.69x10"® -8.04x10 ^ 1.87x10"® 0 
1.16x10"® -3.37x10"^ 1.17x10"® 0 
1.87xl0"® -8.05x10"^ 6.71xl0"® 0 
0 6.59x10"^ 9.77x10"^ 4.26x10"^ 0 
0 -4.43x10"^ ~3.87xl0"G -4.44x10"^ 0 
0 4.26xl0"G 9.78xl0"G 6.60x10*"^ ° 
0 1.46x10"^ ® 
0 1.46x10 
Matrix 4. Coefficient matrix r for three mode analysis 
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The problem now is to solve Equation 43 with T and B as 
shown. The first technique attempted was the eigenvalue 
method. The eigenvalues and eigenvectors of the matrix r 
were determined using the "power method". (45) The eigen­
values are listed in Table 11. 
Table 11. Eigenvalues for two-group analysis: ^^^=0.005 cm ^ 
w^= -4.743x10^ w^= -2.184x10^ w^= -6.013xl0"^ 
0)2= -2.686x10^ w^= +5.159x10^ Wg= -8.025xl0~^ 
w^= -1.79x10^ Ug= -4.799x10^ 
The second technique attempted was the exponential method, 
and it was found to converge rapidly to a solution that 
agreed with the results of the eigenvalue method. In this 
-1 
case it was found that the elements of the matrix r B in 
-1 
e? Bt to be divided by 2^, where N=13, in order to in­
sure convergence. The first attempt at using the numerical 
algorithm NODE was unsuccessful. The time increment required 
for stability of the scheme was found to be on the order of 
10 ^ sec. This condition is very unsatisfactory since it 
would require very long running times on the digital 
machine before results could be found for times on the order 
of 10 sec., which are the times being investigated. The 
time increment required for stability of the numerical scheme 
-4 in the one-group analysis was about 5x10 sec. The sharp 
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difference in this time for the two-group case is thought 
to be due to the fast neutron lifetime that has been intro­
duced. However, it was found that this problem could be 
alleviated by a slight change in the analysis. Recall that 
the matrix r has elements like [which multiply 
the elements a^(t), the fast derivatives. Since Vp>>Vg, 
it was thought that perhaps these elements could be neglected. 
Hence, these terms in r, were set to zero and 1 i J 
the numerical routine NODE was again used to solve the system 
of equations 
r'8 = BG, 
where r' is the matrix T with fast terms set equal to zero. 
The numerical routine now required a time increment of 
5x10**^ sec. and converged rapidly to solutions for the time 
coefficients that agreed with the previous results. This 
result seems to be a very interesting and useful fact. The 
presence of the terms [4)is not required for the 
proper solution to Equations 43 but is sufficient to cause 
very serious numerical problems. 
The solution for the time coefficients determined for 
the situation where %2^=0.0005 cm ^ is shown in Figure 34. 
Also the time dependent flux distributions are shown in 
Figures 35 and 36. 
In a second analysis the absorption cross section in the 
region 50«^70 was reduced stepwise to ^^2~0.008 cm 
102 
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Fig. 3L. Time coefficients for three 
region two-group analysis 
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Fig* 35. Time dependent slow flux for three region two-
group analysis where Z a - 0.0005 era 
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Fig. 36. Tine dependent fast fluX for three region tico-
group analysis %here5[a-0.0005 
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When the eigenvalue method was applied to determine the time 
coefficients for this situation some problems developed. 
As seen from Table 11 there are usually some very large nega­
tive eigenvalues found before a predominant positive eigen­
value is found, corresponding to the asymptotic reactor 
period. For small reactivity changes this positive eigen­
value becomes so small that it becomes very difficult to 
converge to it by numerical methods. Most numerical schemes 
for finding eigenvalues converge to the eigenvalues of 
largest magnitudes first; thus the errors of the numerical 
scheme may become very large before the smaller eigenvalues 
are found. This was the case in all two-group analyses 
except the case for 2^^=0.0005 cm~^; thus the eigenvalue method 
had to be discarded. 
However, both the exponential method and the numerical 
routine, NODE, with the extension as mentioned previously, 
continued to converge rapidly to solutions for the time 
coefficients, and the solutions agreed. The flux distribu­
tions for the case ^2^=0.008 cm ^ are shown in Figures 37 and 
38 as obtained from these methods. 
Since the two-group analysis included the effect of 
delayed neutrons, an attempt was made to perform an analysis 
wherein their effect could be detected. In the investigations 
reported previously the reactivity changes were so large that 
the delayed neutrons had no effect, but for smaller reactiv-
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Fig. 37. Time dependent slow flux for three region ttzo-
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ity changes they should become important. In one case the 
absorption cross section in the region 50£Xj^70 was reduced 
to cm and the equations for the time coefficients 
were solved both with delayed neutrons included and with 
delayed neutrons removed. When the two solutions were com­
pared, it was found that they were identical; thus the de­
layed neutrons had no effect in this case. In order to ob­
tain an expression for the reactivity effect corresponding 
to a certain change in the absorption cross section, the 
following approximation is made: 
k eff = T—_gy , where L is leakage 
^ao ^a 
vîfL 
6k _ -lao+^Ia _ , . 
k lao-«la 
"ao '-a 
1 + *%a/%ao) 
(-1 + 
V 
I 
=  1  - — v i /  
•ao 
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For the case of 5|^2~0.015 cm ^ = 0.074, and the reactor . 
is prompt critical. 
When the absorption cross section in the region 50^x^70 
was reduced to ^^=0.01610 cm it was found that 6k/k=0.006, 
and the delayed neutrons should be important in this analysis. 
The time coefficients determined for this situation are shown 
in Figure 40, for both cases: delayed neutrons included and 
delayed neutrons removed. The effect of delayed neutrons 
is apparent. 
6 mode analysis 
The reactor shown in Figure 28 was also divided into 
six regions as shown in Figure 39, The six regions are 
Region Location 
1 0£X£20 
2 20_<x_<30 
3 30<.x<.50 
4 50_<X£60 
5 60£X<.70 
6 70<x<_120 
Space modes corresponding to these six regions were determined 
in the same manner as were the modes for the three region 
analysis, and the modes are displayed in Figures 41, 42, 43, 
and 44. Again the condition that the modes sum to the corres­
ponding steady state fluxes is valid. Now the time dependent 
fluxes are expressed in the form 
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Fig. 39, Division of reference reactor for si^ : region, 
two-group analysis 
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Fig. lU:. Six region adjoint fast modes and adjoint 
precursor modes for two-group analysis 
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6 6 
4p(x,t)= I a^(t) i|jp^(x) ; 4g(x,t) = %^b^^t)Vg^(x), (45) 
where the time coefficients are determined as solutions to a 
set of differential equations of the form rè = B6. 
The absorption cross section in the region 50^x_<_70 was 
reduced stepwise to ^^=0.0005 cm and the matrices r and B 
were determined. The time coefficients a^(t) and b^(t) are 
then solutions to the differential equations re = B0. The 
solutions for the time coefficients were obtained by the ex­
ponential method and by the numerical method NODE, with the 
terms set equal to zero. The results of these two 
methods agreed. When the time dependent flux distributions 
were obtained from Equation 45, it was found that the results 
were not in complete agreement with those obtained from the 
three mode analysis, as shown in Figures 35 and 36. A 
comparison of the slow flux as determined by the three mode 
and six mode analyses is given in Figure 45. It can be seen 
that the six mode analysis predicts that the reactor is 
slightly more supercritical than the three mode analysis pre­
dicts. 
Since the exponential and numerical methods converged to 
the same solutions for the six mode time coefficients, it is 
believed that the differences shown in Figure 45 should be 
attributed to some other problem. One possibility that exists 
is that three modes are not sufficient for convergence pur­
poses. However, it is felt that a more likely explanation is 
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Fig. ii5. Comparison of time dependent slow flizc for three 
mode and six mode analyses 
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that there are numerical calculation errors involved in the 
generation of the elements of the matrices r and B. All 
errors involved in the numerical calculations performed in 
determining the critical fluxes, determining the space modes, 
and integrating the space modes are included in the elements 
of r and B. As indicated previously the criticality condition 
is that B A =0, where B is the matrix 3 evaluated with all 
o o o 
critical parameters. In the three region, two-group analysis 
-4 it was found that B^A^=[10 ], but in the six region, two-
group analysis B^A^=[10 ^]. Hence, the calculations involved 
in the six region analysis did involve somewhat greater in­
accuracies. More support for this conclusion will be given 
in the next section. 
The absorption cross section in the region 20_<xj^30 was 
reduced stepwise to ^^=0.004 cm ^, and the resulting time 
dependent flux distributions were determined from Equation 25 
and are displayed in Figures 46 and 47. The exponential 
method and NODE again converged to solutions for the time 
coefficients that agreed with each other. 
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VIII. TWO GROUP ANALYSIS: 
FREQUENCY RESPONSE 
The response of the reactor shown in Figure 28 to an 
oscillating absorber located in some region is to be deter­
mined by applying the same basic technique that was utilized 
in obtaining the one-group frequency response. It is assumed 
that the absorption cross section in some region of the 
reactor can be expressed in the form 
Recall that the differential equations for determining the 
time coefficients are of the form ré = B6. Also note that, 
as shown for the two mode case, the absorption cross section 
only appears in some elements of the matrix B. Hence, when 
the equations are written in the form 
rê = (B^+6B)0, 
it is found, for the two mode case, that 
[*Si *%a*Si]' ôB= 
0 0 0 0 
0 0 0 0 
0 0 
*^33 6b 
0 0 
*^43 5b 
0 
0 
0 
0 
0 
0 
34 
44 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
where 
Sby 
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Note again that the integration indicated in 
is only over the region of oscillation. 
Following the same procedure as in the one-group fre­
quency analysis will lead to the set of equations 
[iwT - B^]66 = 6B-8g 
where 
+ ib-
^2 + ib. 
^1 + idi 
^2 + «2 
^1 + 
-2 + "a-
The frequency dependent fluxes are now written, where a two 
mode expansion is used for illustration, as 
9p(x,u) = (a^+ib^) i>p2_ (x) + (a2+ib2)'iJp2 
= Wp(x,oj) + iYp(x,u) 
<?g(x,u) = (c^+id^)^g^(x) + (c2+id2) 1^22 
= Wg(x,u) + iYg(x,u) . 
The frequency response of the reactor shown in Figure 
is now determined using the three expansion modes shown in 
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Figures 30 and 31. It is assumed that an absorber of magni­
tude 6^^=0.002 cm ^ is oscillated in the region 50£x_<70. The 
magnitude of the frequency response for the fast and slow 
fluxes is shown in Figure 48 and the corresponding phase 
diagrams are given in Figure 49. Several features of these 
diagrams are worthy of note. The magnitude of the frequency 
response for the fast flux, evaluated at x=6 cm., has the 
same shape as the frequency response for the slow flux 
evaluated at the same point in the reactor. In fact, in all 
instances investigated in this three mode analysis, the magni­
tude diagrams for the fast flux had the same shape as the 
diagrams for the corresponding slow flux magnitude response. 
However, as seen from Figure 49, the phase response does 
show some differences. Also note that the effect of the 
delayed neutrons is apparent at low frequencies. 
In Figure 50 several variations of the magnitude of the 
frequency response for the three mode analysis are indicated. 
In one instance the frequency response for the slow flux, 
evaluated at x=26 cm., was determined after setting the 
terms equal to zero. This corresponds to 
r 1 r r J 
setting equal to zero the time derivative of the fast flux. 
As can be seen from Figure 50, the frequency response was not 
affected by this elimination. In a second analysis the terms 
corresponding to Vg *gj] were set equal to zero; that 
is, the time derivative of the slow flux was assumed to be 
x=26 (slow flux) 
x= 66'(slow flux) 
x=6 (slow flux) 
10 
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zero. In this case the frequency response was affected only 
at frequencies greater than 10 rad/sec. It is interesting 
to compare the results of these analyses with the results 
obtained by performing an analogous analysis using the space-
independent, or point, kinetic equations 
If ' 
The point kinetic transfer function is given by (44) 
rfe\ _ AN(S) _ n(0) (S+X) _ n(0) (ju+X) ..f.. 
I ^ • AK(S) iS(S+8/£) £(juj) (ju+e/£) ^ ' 
At low frequencies where w<<B/&, Equation 46 reduces to 
Now the point transfer function is derived by first letting 
^ = 0. The standard substitutions are made that 
n(t) = n^+ôn 
c(t) = c^+ac 
and initial conditions are applied. The result is 
- HE + xsc = 0 
(48) 
^=i|2 -X6C, 
where the second order term has been eliminated. 
Equations 48 are now Laplace transformed and solved for the 
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ratio result is 
AN(S) ^ n(Q)(S+X) ,.q\ 
AK(s) e-s ^ ' 
When the substitution is made S=jaj, it can be seen that 
Equations 49 and 47 are identical. 
Also shown in Figure 50 is the result of eliminating 
delayed neutrons from the analysis- The frequency response 
for the slow fl-ux, evaluated at x=6 cm., is shown for the 
situations in which delayed neutrons are included in the 
analysis and when they are eliminated. It is apparent that 
the delayed neutrons only influence the frequency response 
at low frequencies where . 
The frequency response of the reactor shown in Figure 28 
was next determined using the six region space modes dis­
played in Figures 41, 42, 43, and 44. When an absorber of 
magnitude 6%g=0.002 cm ^ was assumed to be oscillated in the 
region 50j<x<_70, the magnitude of the frequency response for 
the slow flux was determined at x=6 cm. as shown in Figure 
51. Also shown in Figure 51 is a comparison of this six mode 
analysis with the frequency response obtained by the previous 
three mode analysis. It can be seen that the diagrams are 
in agreement except at low frequencies. This difference is 
again thought to be due to the somewhat greater inaccuracies 
involved in the six mode analysis. As indicated in Figure 45 
the six mode analysis tends to predict a somewhat more super-
o x=-6; slow fliiXj three mode foialysis 
10 
,-2 10 
I'VequcncyCrad/sco) 
10 
Fig. 5l. CoMparison of three mode and six modo frequency ro^ponôo for two-group analysis 
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critical behavior than does the three mode analysis. Refer­
ence is made to a paper by Cohn (48) in which he demonstrated, 
analytically, that a reactor which is very slightly super -
or sub - critical will not possess a frequency response of 
the usual form at low frequencies. 
The six mode analysis was finally used to obtain the 
response of the reactor in Figure 28 to an oscillating absorber 
of magnitude 6^^=0,0008 cm ^ in the region 20£x<_30. Magnitude 
and phase diagrams for this analysis are shown in Figures 
52, 53, and 54. Again no fast flux magnitude plots were 
shown because the shapes were the same as those for the 
corresponding slow fluxes. However, as sho^cn in Figures 53 
and 54, there was again some differences in the phase angle 
for corresponding fast and slow flux responses. Also note 
the increased roll off in magnitude for frequency responses 
determined at x=66 cm. and x=86 cm. 
10 
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IX. ONE GROUP ANALYSIS: 
RAMP RESPONSE 
The purpose of this section is to illustrate that the 
basic technique used in this paper can be easily extended to 
include ramp reactivity inputs. As an example the reactor 
shown in Figure 1 will be analyzed using one-group diffusion 
theory. It is assumed that the absorption cross section in 
the region 10<x£l7 can be expressed in the form 
~ (0.00818-t)cm~^, 0£tj<0.00818 sec. 
The time dependent flux is written in the form 
6 
*(Xft) = I a. (t)V.(x), (50) 
i=l ^ ^ 
where the space functions #^^x) are shown in Figure 14 
Recall that the time coefficients a^(t) are determined as 
solutions to the differential equations 
re = B6 
where 
r = [X^j] = ; 
B = [b^j] = 
In this case, however, the absorption cross section in the 
region 10£x_<17 is a function of time. Hence, the matrix B is 
now of the form 
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where 
®o- " [boij] - [ 
10 rll 
dx + dx 
n  x a i j  ^ 1 0  • '  
G = [g%j] = [ 
+ 
17 
10 
74 
17 dx] 
il/fp- dx] 1 ] 
-1 Yg^(t) = (0.00818-t) cm 
The time coefficients are thus solutions to the differential 
equations 
rS = B^e - lagCt)'G8 (51) 
The equations given in Equation 51 represent a set of first 
order differential equations with time dependent coefficients. 
These equations were solved by means of the numerical routine 
NODE with a machine running time very comparable to the step 
analyses. The solutions for the time coefficients a^fag, and 
a^ are shown in Figure 55. The time dependent flux distribu­
tions, as obtained from Equation 50, are shown in Figure 56. 
Note that the flux distributions shown in Figure 56 possess 
shapes very comparable to those for the step analysis, shown 
in Figure 18, but that their magnitudes are less by a factor 
of 10. Hence, even though a very fast ramp input was used, 
the difference between the ramp and step analyses was very 
significant. 
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X. CONCLUSIONS 
The modal analysis technique has been used in this paper 
to solve the kinetic equations for a nuclear reactor. This 
method involves expressing the time dependent neutron flux 
in the form 
N 
4» (x,t) = I a. (t)^. (x) 
i=l ^ ^ 
where the space functions ^^(x) and the time coefficients 
a^(t) need to be determined in some suitable and consistent 
manner. The Green's function space modes used in this paper 
have proven to have several desirable properties. 
The Green's function space modes are relatively easy to 
generate. They are determined as the solution to a straight­
forward set of differential equations and corresponding 
boundary conditions, and their solution involves no source 
iteration. The only information needed in order to deter­
mine the modes is the solution to the steady state problem. 
This information may easily be obtained either by analytical 
means, as was done in this paper, or by the many numerical 
methods that are available. The problem is even simpler for 
a one energy group analysis since no adjoint space modes need 
to be determined. 
It was found that an extension was required in order to 
generate space modes that would represent non-multiplying 
regions in the reactor. This problem became apparent when no 
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mode was determined to describe the coupling region of a 
coupled core reactor. Without such a mode it was not possible 
to correctly describe the time dependent behavior of the 
reactor. The same problem would arise in the case of a re­
flected reactor or a seed-blanket type reactor. Modes for 
the non-multiplying regions were determined by the relatively 
easy extension of creating a psuedo production operator in 
the non-multiplying region. This psuedo production operator 
was formed by a suitable division of the removal operators 
or for the coupling regions. It is quite significant 
that the choice of the relative division of these operators 
does not affect the final expression for the reactor time 
dependent flux. 
The shape of the space modes is partially determined by 
the manner in which the reactor is divided into various 
regions. The choice as to the number of regions and their 
relative locations is determined by the type of perturbation 
that is to be made in the reactor. That ±s, since it is 
anticipated that the greatest changes in flux shape will occur 
in the regions nearest the region of perturbation, more 
regions are established in this area. Therefore, there are 
more space modes available to describe the time dependent flux 
shape in the areas where it is undergoing the greatest changes. 
The shape of the modes is also partially determined by the 
reactor critical flux distribution; in fact, the space modes 
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Sim to this critical flux. The net result of obtaining space 
modes in this manner is a rapid convergence rate of the ex­
pression for the time dependent flxix as compared to other 
modes, such as the Helmholtz modes. A rapid convergence rate 
is important because it results in less computer running time; 
in addition, fewer modes require fewer time coefficients, 
which simplifies the time dependent portion of the problem. 
After the space modes have been established, the corres­
ponding time coefficients are derived by means of a variational 
principle. Recall that the space functions do not possess 
orthogonality properties. In the variational technique a 
functional is established whose Euler equations are the 
neutron kinetic and adjoint kinetic equations. After a 
separable trial function is substituted into this functional, 
taking the first variation of the resulting functional leads 
to a set of first order, linear differential equations whose 
solution represents the time coefficients. These differential 
equations are inherently describing the dynamic behavior of a 
nuclear reactor, and the solution of such equations typically 
involves some interesting and difficult numerical problems. 
Four independent techniques were investigated as possibilities 
for solving these differential equations. 
The analog computer method was mentioned only briefly. 
The advantage of time scaling and the disadvantage of hardware 
requirements were discussed. The eigenvalue method proved to 
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be a fast and easy method so long as the numerical method 
utilized was capable of obtaining the eigenvalues and eigen­
vectors of the problem at hand. It was noted that as the 
description of the reactor becomes more complex, the eigen­
value method falters due to the sizes of the matrices that 
result from the analysis. The numerical routine NODE was a 
very satisfactory technique after the fast neutron lifetime 
was removed from the analysis. It is not completely evident 
from the analyses performed in this paper whether a Runge-
Kutta technique such as employed in NODE would be satisfactory 
for a multi-group analysis in which more than two energy 
groups were included. However, since the analysis in this 
paper was for the extreme fast and slow fluxes, it is believed 
that a Runge-Kutta scheme should continue to be a useful 
technique for more complex analyses. The exponential method 
gave excellent results for all investigations. The method is 
fast and seems to continue to be useful even for more complex 
analyses. That is, in the case of a more complex descrip­
tion of the reactor, the effect on the exponential method is 
only an increase in the size of the matrix U in e^. This in­
crease only results in a slightly longer convergence time on 
the digital computer. The larger matrices do involve some 
problem as far as round off error is concerned, but this does 
not seem to be a significant problem except for analyses in­
volving very small perturbations to the reactor. 
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A very significant advantage of the overall analytical 
technique employed in this paper is its versatility. The 
technique allows one to obtain the response of a nuclear 
reactor to perturbations of a step, ramp, or oscillatory 
nature. The space modes are determined from the steady state 
problem and are independent of the type of perturbation that 
is to be made. The modes are only dependent on the region 
in which the perturbation is made in the manner described 
previously. Therefore, only the problem of determining the 
time coefficients is affected by the type of perturbation. 
A ramp perturbation is the hardest to analyze in that it re­
quires the solution of a set of first order differential 
equations with non-constant coefficients. The step input 
problem is then somewhat easier since in this case the differ­
ential equations resulting from the variational technique 
are first order with constant coefficients. The response of 
the reactor to an oscillating absorber is the easiest problem 
to analyze since the differential equations for the time coeffi­
cients in this case reduce to algebraic equations. The only 
problem encountered in the oscillatory analysis was that of 
maintaining sufficient accuracy at low frequencies so that the 
influence of delayed neutrons is not lost. However, in all 
cases the overall analytical technique requires very slight 
adjustments in order to encompass the various types of per­
turbations . 
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The actual results obtained in this paper are displayed 
in various figures throughout the text. A fundamental result 
of the overall analysis is the demonstration that the time 
dependent response of a nuclear reactor is spatially depen­
dent. Recall that the space-independent, or point, kinetic 
equations assume that the reactor maintains some fixed spatial 
distribution and that this distribution then rises ex­
ponentially. The space-time results demonstrated in this 
paper clearly show that the flux shape does undergo some 
changes in shape during a transient period, and when an asymp­
totic distribution is reached, it is not the same distribu­
tion as the critical. In fact, in certain cases very large 
flux tilting occurs. The point kinetic equations also pre­
dict that the frequency response of a reactor will be the 
same at any point in the reactor. The fact that the frequency 
response can, in fact, be very much spatially dependent is 
also clearly demonstrated by the frequency response diagrams 
displayed in this paper. It was interesting to note the com­
parison between the frequency responses as obtained from the 
point analysis and from the space-time analysis when the time 
derivative terms were neglected. In the space-time analysis 
the removal of the fast derivative terms greatly simplifies 
the numerical calculations, and it is significant that their 
removal does not affect the expression obtained for the reactor 
frequency response. 
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It was realized that it is impossible to obtain a step 
reactivity input in a physical sense. Thus it was interesting 
to note the comparison obtained for the reactor response to 
a step and a very rapid ramp input. The flux shapes obtained 
were very comparable, but the magnitude of the flux at any 
given time was significantly less in the case of the ramp 
analysis. 
The extension of the basic technique employed in this 
paper to more neutron energy groups or more delayed neutron 
groups should be straightforward. The neutron kinetic equa­
tions could still be written in the matrix form 
L. =V-^|± 
where the matrices L, V and * are now merely larger in 
size than those analyzed in this paper. However, when one 
tries to include feedback effects, such as xenon, in the 
description of the reactor, some problems develop. The 
kinetic equations can no longer be written in the linear 
form &*.= V~^ ~ since feedback effects include some non-O U 
linearities. One possible way to eliminate this difficulty 
is to linearize the kinetic equations by expressing all 
variables in terms of a steady state part and a small, time 
dependent part, such as 
<i> = <Î>Q + 5<j>(t) 
C = CQ + 6C(t). 
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This linearization implies that one is limited to investi­
gating small reactivity perturbations. The kinetic equations 
will now be expressible in the form 
L* = , 
where the matrix has only steady state terms as its ele­
ments. The analysis could now be continued by dividing the 
operator L as before and attempting to determine space modes 
to describe the reactor variables. A functional would have 
to be derived that would include the terms as part of its 
Euler equations. One other problem that might develop is 
that xenon feedback is a effect that is present at low 
frequencies, which is where some problems developed in this 
paper when considering delayed neutrons. In the case of a 
step reactivity input the xenon contribution to the reactor 
time dependent behavior would probably be described by small 
eigenvalues, if the eigenvalue method is used to solve the 
differential equations, and this also leads to problems. 
In any event including feedback effects into the analysis 
would be an interesting problem to pursue. 
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