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El objetivo del presente estudio es resaltar la importancia de las ma´quinas de
vector soporte, conjunto de te´cnicas de aprendizaje supervisado aplicadas a resol-
ver tareas de clasificacio´n. Adema´s, se enfatizan algunos de los enlaces entre los
me´todos de optimizacio´n matema´tica y la clasificacio´n supervisada. Muchas a´reas
diferentes de optimizacio´n matema´tica desempen˜an un papel central en los me´to-
dos de clasificacio´n supervisada. Por otra parte, la optimizacio´n matema´tica resulta
extremadamente u´til para abordar cuestiones importantes en la clasificacio´n, como
la identificacio´n de variables relevantes o la mejora de la interpretabilidad de los
clasificadores.
Antes que nada, se hace un desarrollo teo´rico de los fundamentos matema´ticos
de las ma´quinas de vector soporte 1. Se comienza el desarrollo por el caso ma´s sen-
cillo, es decir, el caso de clasificacio´n binaria y, atendiendo al tipo de separabilidad
de los ejemplos de entrada, se consideran distintas opciones. As´ı, en primer lugar,
se aborda el caso ideal de ejemplos linealmente separables para, seguidamente,
abordar el caso de ejemplos no linealmente separables, donde las SVM demuestran
su gran potencialidad. Para este u´ltimo caso, se introducen las funciones kernel
que hace que las SMV sean aplicables para cualquier conjunto de datos.
Finalmente, estas te´cnicas estudiadas son utilizadas para la clasificacio´n de ma-
mograf´ıas, lo cual permite construir un clasificador que separe la clase de tumores
benignos de la clase de tumores malignos, a partir de un conjunto de datos to-
mados de “UCI Machine Learning Repository: Breast Cancer Wisconsin”. De esta
forma, el objetivo sera´ construir el mejor clasificador para dicho conjunto de datos.




The aim of the present study is to highlight the importance of support vector
machines, which are a set of supervised learning techniques applied to solve classifi-
cation tasks. In addition, some links between mathematical optimization methods
and supervised classification are emphasized. Many different areas of mathemati-
cal optimization play a central role in the methods of supervised classification. On
the other hand, the mathematical optimization turns out to be extremely useful
in order to deal with important issues in classifications, as the identification of
relevant variables or the improvement of the interpretability of classifiers.
First of all, a theoretical development of the mathematical foundations of sup-
port vector machines (SVM) is presented. The development begins for the simplest
case, that is to say, the case of binary classification and attending the type of sepa-
rability of the input examples, we can consider different options. Firstly, the ideal
case of linearly separable examples are approached, afterwards, the case of not li-
nearly separable examples is approached as well, where the SVM demonstrates his
great potential. For the latter case, to apply the SVM for any set of information,
kernel functions are introduced.
Finally, these techniques are used for the classification of mammograms, which
allows to construct a classifier that separates the class of benign tumours from the
class of malignant tumours, from a set of data taken of “ UCI Machine Learning
Repository: Breast Cancer Wisconsin”. In this way, the aim will be to construct
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La construccio´n de ma´quinas capaces de aprender de la experiencia ha sido
durante mucho tiempo objetivo de debate tanto filoso´fico como te´cnico, ya que la
posibilidad de crear ma´quinas que adquieran conocimiento, que fueran ma´s alla´
del conocimiento del disen˜ador del algoritmo, ha fascinado desde siempre.
Desde el punto de vista filoso´fico, el problema de aprender de los datos ha sido
investigado por los filo´sofos a lo largo de la historia, bajo el nombre de inferen-
cia inductiva. Aunque fue en el siglo XX, gracias al trabajo fundamental de Karl
Popper, cuando se reconocio´ la induccio´n pura como imposible, a no ser que se
asumiese algu´n conocimiento previo. Adema´s, hay una larga historia del estudio de
este problema dentro del marco estad´ıstico y del a´rea de la inteligencia artificial.
Alan Turing [1] planteo´ la idea de que las ma´quinas pueden pensar en 1950, pero
fue pocos an˜os ma´s tarde cuando comenzaron a desarrollarse los primeros ejemplos
de estas ma´quinas, como el borrador de Arthur Samuel [2],que fue un ejemplo tem-
prano de aprendizaje de refuerzo, o el perceptro´n de Frank Rosenblatt [3]. Hasta
que finalmente, las Support Vector Machine 1) fueron presentadas por Vladimir
Vapnik y sus colaboradores en el COLT [4], a principio de los an˜os noventa.
Desde el punto de vista te´cnico, las ma´quinas tienen un nivel significativo de ca-
pacidad de aprendizaje, aunque los l´ımites de esta capacidad no esta´n claramente
definidos. Asimismo, la disponibilidad de sistemas de aprendizaje es de gran impor-
tancia, ya que hay muchas tareas que no pueden ser resueltas mediante te´cnicas de
programacio´n cla´sica al no haber un modelo matema´tico del problema disponible.




Una estrategia alternativa para resolver este tipo de problemas es que la ma´quina
intente aprender la funcionalidad de entrada/salida a partir de ejemplos.
1.1. Aprendizaje Automa´tico
Como se menciono´ anteriormente, desde que se inventaron las ma´quinas, nos
hemos preguntado si podr´ıan hacerse para aprender. Si se podr´ıa entender co´mo
programarlas para que aprendan (para mejorar automa´ticamente con la experien-
cia), por ejemplo, para saber que´ tratamientos son ma´s efectivos para nuevas en-
fermedades en funcio´n de los registros me´dicos. Adema´s, una comprensio´n exitosa
de co´mo hacer que las ma´quinas aprendan abrir´ıa mu´ltiples usos nuevos de estas.
El Machine Learning (aprendizaje automa´tico) busca resolver la cuestio´n de
co´mo construir programas de ma´quinas que mejoren automa´ticamente con la ex-
periencia. En los u´ltimos an˜os, se han desarrollado muchas aplicaciones exitosas
de aprendizaje automa´tico, desde programas de extraccio´n de datos que detectan
transacciones fraudulentas con tarjeta de cre´dito, sistemas de filtrado de infor-
macio´n que aprenden las preferencias de lectura de los usuarios, hasta veh´ıculos
auto´nomos que aprenden a conducir en autopistas pu´blicas. Al mismo tiempo, han
habido avances importantes en la teor´ıa y los algoritmos que forman los cimientos
de este campo.
Se basa en conceptos y resultados de muchos campos, incluidas la estad´ıstica,
la inteligencia artificial, la filosof´ıa, la teor´ıa de la informacio´n, la biolog´ıa, la cien-
cia cognitiva, la complejidad computacional y la teor´ıa del control. La teor´ıa del
aprendizaje automa´tico pretende responder al siguiente tipo de preguntas: “¿Co´mo
var´ıa el rendimiento del aprendizaje con la cantidad de ejemplos de entrenamiento
presentados?”, “¿Que´ algoritmos de aprendizaje son los ma´s apropiados para va-
rios tipos de tareas de aprendizaje?”.
A d´ıa de hoy, no se sabe co´mo hacer que las ma´quinas aprendan tan bien co-
mo la gente aprende. Sin embargo, se han inventado algoritmos que son efectivos
para ciertos tipos de tareas de aprendizaje y esta´ empezando a surgir una com-
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prensio´n teo´rica del aprendizaje. Tambie´n han comenzado a aparecer aplicaciones
comerciales significativas para problemas tales como el reconocimiento de voz. A
continuacio´n, se va a definir que´ se entiende por aprendizaje de manera amplia,
para incluir cualquier programa que mejore su ejecucio´n en alguna tarea a trave´s
de la experiencia,
Definicio´n 1. Se dice que un programa aprende de la experiencia E con respecto
a alguna clase de tareas T y la medida de rendimiento P , si su ejecucio´n de tareas
en T , medido por P , mejora con la experiencia E.
En general, para tener un problema de aprendizaje bien definido, debemos
identificar las tres caracter´ısticas siguientes: la clase de tareas, la medida del ren-
dimiento que se debe mejorar y la fuente de la experiencia. Disen˜ar un enfoque de
aprendizaje automa´tico implica una serie de opciones de disen˜o, que incluyen elegir
el tipo de experiencia de entrenamiento, la funcio´n de destino que se debe apren-
der, una representacio´n para esta funcio´n objetivo y un algoritmo para aprender
la funcio´n objetivo a partir de ejemplos de entrenamiento. Es ma´s, implica una
bu´squeda a trave´s de un espacio de posibles hipo´tesis para encontrar la hipo´tesis
que mejor se ajusta a los ejemplos de capacitacio´n disponibles y otras limitaciones
o conocimientos previos.
Los algoritmos de aprendizaje automa´tico han demostrado ser de gran valor
pra´ctico en una variedad de dominios de aplicaciones. Son especialmente u´tiles en:
1. Problemas de Data Mining (miner´ıa de datos)2, donde grandes bases de da-
tos pueden contener valiosas regularidades impl´ıcitas que se pueden descubrir
automa´ticamente. Por ejemplo, analizar resultados de tratamientos me´dicos
de bases de datos de pacientes.
2. Dominios en los que los humanos podr´ıan no tener el conocimiento necesario
para desarrollar algoritmos efectivos. Por ejemplo, reconocimiento de rostros
humanos a partir de ima´genes.
3. Dominios donde el programa debe adaptarse dina´micamente a las condicio-
nes cambiantes. Por ejemplo,adaptarse a los cambiantes intereses de lectura
de las personas.
2Una introduccio´n de Data Mining la podemos encontrar en [5]
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El aprendizaje automa´tico se divide en dos a´reas principales: aprendizaje su-
pervisado y aprendizaje no supervisado, estos conceptos hacen referencia a que´
queremos hacer con los datos. Uno de los usos ma´s extendidos del aprendizaje
supervisado consiste en hacer predicciones a futuro basadas en comportamientos
o caracter´ısticas que se han visto en los datos ya almacenados (el histo´rico de
datos). El aprendizaje supervisado permite buscar patrones en datos histo´ricos re-
lacionando todos los campos con un campo especial, llamado campo objetivo. En
cuanto al aprendizaje no supervisado, usa datos histo´ricos que no esta´n etiqueta-
dos. El fin es explorarlos para encontrar alguna estructura o forma de organizarlos.
A lo largo de este trabajo, se va a estudiar un caso particular dentro del apren-
dizaje automa´tico supervisado, que son las SVM. En este contexto, se puede dife-
renciar distintos problemas en funcio´n del tipo de salida que generen, de manera
que podemos establecer la siguiente clasificacio´n.
Definicio´n 2. Un problema de aprendizaje con salidas binarias se define como
problema de clasificacio´n binaria, uno con un nu´mero finito de categor´ıas como
clasificacio´n de clases mu´ltiples y cuando estas salidas son valores reales se conoce
como un problema de regresio´n.
As´ı, un problema de clasificacio´n que es una te´cnica muy u´til, usada en diversos
campos como el de reconocimiento de patrones, predice una categor´ıa, mientras
que uno de regresio´n predice un nu´mero. Las SVM se pueden aplicar tanto para
problemas de casificacio´n como de regresio´n, no obstante, so´lo se va a hacer un
estudio de las SVM aplicadas a problemas de clasificacio´n.
Como se menciono´ anteriormente, la clasificacio´n supervisada cuenta con un
conocimiento a priori, es decir, la tarea de clasificar un objeto dentro de una cate-
gor´ıa o clase cuenta con modelos ya clasificados. Por lo tanto, se pueden diferenciar
dos fases dentro de este tipo de clasificacio´n: en primer lugar, se parte de un con-
junto de entrenamiento con el que se disen˜a el clasificador, que va a ser el modelo
o regla para la clasificacio´n, y en segundo lugar, se clasifican los objetos de los que
se desconoce la clase de pertenencia (el conjunto de dichos objetos se conoce como
conjunto test).
En definitiva, en la clasificacio´n supervisada ([5],[6]), dado un conjunto de ob-
jetos en Ω divididos en un conjunto de clases C con el objetivo de, a partir de ellos,
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clasificar nuevos objetos. Cada objeto i ∈ Ω tiene asociado un par (xi, yi), donde
xi es el vector predictor, que toma valores en un conjunto X e yi ∈ Ω va a ser la
clase a la que pertenece el objeto i . Generalmente, suponemos que X ⊆ Rp. De
aqu´ı en adelante, se usa el te´rmino variable para referirse a cada componente del
vector predictor. Sin embargo, no toda a informacio´n sobre los objetos en Ω esta´
disponible, so´lo se conoce la clase a la que pertenecen los objetos i que esta´n en un
subconjunto I ⊂ Ω, llamado conjunto de entrenamiento. Con esta informacio´n, se
busca una regla de clasificacio´n, en definitiva, una funcio´n y : X → C, que asigne
la etiqueta y(x) ∈ C al vector predictor x, ∀x.
En su forma ba´sica, C consiste en un conjunto finito de valores nominales, sin
una clasificacio´n intr´ınseca (por ejemplo, C={benigno, maligno}), aunque parte
de la teor´ıa se extiende al caso en que C es un conjunto finito equipado con una
relacio´n de orden, o un segmento de la l´ınea real. En este u´ltimo caso, tendr´ıamos
un problema de regresio´n en su lugar [7], como ya se adelanto´.
La clasificacio´n supervisada se ha aplicado con e´xito en muchos campos di-
ferentes. Se encuentran ejemplos en la categorizacio´n de texto [8], la indexacio´n
de documentos, la clasificacio´n de pa´ginas web y el filtrado de correo no deseado.
Tambie´n se encuentran muchos ejemplos en el a´mbito de la biolog´ıa y la medicina,
como la clasificacio´n de datos de expresio´n ge´nica [9, 10], deteccio´n de homolog´ıa
[11], prediccio´n de interaccio´n prote´ına-prote´ına [12, 13], cerebro anormal clasifi-
cacio´n de actividad [14] y diagno´stico de ca´ncer [15, 16]; la visio´n artificial [17, 18];
la agricultura [19]; o la qu´ımica [20], por citar algunos campos y referencias.
Las aplicaciones empresariales han tenido un comienzo posterior, a pesar de
esto, hoy en d´ıa podemos encontrar muchas aplicaciones de clasificacio´n supervisa-
da en marketing, banca, entre otros [21, 22, 23, 24]. Las aplicaciones empresariales
t´ıpicas son la puntacio´n de cre´dito [25], la quiebra [26], deteccio´n de fraude [27],
orientacio´n de clientes [28], lealtad del cliente [29, 30], ana´lisis de cesta de mercado
[31], recomendador sistemas [32], gestio´n de ingresos [33], cancelacio´n de reservas
de servicios [34], calificaciones de riesgo pa´ıs [35], prediccio´n de la salud costos [36]
o previsio´n del mercado de valores [37].
Cabe destacar la importancia de la optimizacio´n matema´tica ([38, 39]), ya que
va a ser el nu´cleo de estos me´todos. El e´xito de la optimizacio´n matema´tica cuan-
do se aplica a la clasificacio´n supervisada tiene uno de sus principales exponentes
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en SVM ([40], [41], [42], [43]), una te´cnica arraigada en la teor´ıa del aprendizaje
estad´ıstico ([42], [43]) que ha demostrado ser uno de los me´todos ma´s modernos
para el aprendizaje supervisado, pero no va a ser el u´nico. Para el caso de dos
clases, SVM tiene como objetivo separar ambas clases por medio de un hiperplano
que maximiza el margen, es decir, el ancho del banda que separa los dos conjuntos.
1.1.1. Algunos me´todos
Dentro del a´mbito del Aprendizaje Automa´tico y ma´s concretamente de la
clasificacio´n supervisada, se han desarrollado numerosos me´todos entre los cuales
podemos destacar los siguientes:
A´rboles de decisio´n
El aprendizaje del a´rbol de decisio´n es uno de los me´todos ma´s utilizados y
pra´cticos para la inferencia inductiva. Es un me´todo para aproximar las funciones
objetivo de valores discretos, en el que la funcio´n aprendida se representa me-
diante un a´rbol de decisiones, que es resistente para datos dispares y capaz de
aprender expresiones disyuntivas. Las ramas constituyen los patrones reconocidos
en el proceso de aprendizaje, mientras que en las hojas de las ramas se situ´an las
predicciones para cada patro´n.
Este me´todo buscan un espacio de hipo´tesis completamente expresivo para evi-
tar las dificultades de los espacios de hipo´tesis restringidos. Su sesgo inductivo es
una preferencia por a´rboles pequen˜os sobre a´rboles grandes.
Los a´rboles de decisio´n se han aplicado con e´xito a una amplia gama de tareas,
desde aprender a diagnosticar casos me´dicos hasta aprender a evaluar el riesgo de
cre´dito de los solicitantes de pre´stamos.
Un a´rbol de decisio´n esta´ formado por un conjunto de nodos de decisio´n (inte-
riores) y de nodos-respuesta (hojas), donde:
◦ Un nodo de decisio´n esta´ asociado a uno de los atributos y tiene 2 o ma´s
ramas que salen de e´l, cada una de ellas representando los posibles valores
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que puede tomar el atributo asociado. De alguna forma, un nodo de decisio´n
es como una pregunta que se le hace al ejemplo analizado, y dependiendo de
la respuesta que de, una u otra de las ramas salientes.
◦ Un nodo-respuesta esta´ asociado a la clasificacio´n que se quiere proporcionar,
y nos devuelve la decisio´n del a´rbol con respecto al ejemplo de entrada.
Sin embargo, la construccio´n del a´rbol de decisio´n no es u´nica, si aplicamos
una estrategia u otra a la hora para decidir el orden de las preguntas sobre los
atributos podemos encontrar a´rboles muy dispares. De manera que, entre todos
los posibles a´rboles, se busca aquellos que cumplan las mejores caracter´ısticas. Un
me´todo para construir a´rboles de decisio´n que presentan muy buenas caracter´ısti-
cas (buen balanceo y taman˜o pequen˜o) es el algoritmo ID3. Este u´ltimo, construye
un a´rbol de decisio´n de arriba a abajo, de forma directa y basa´ndose en los ejem-
plos iniciales proporcionados, usando el concepto de ganancia de informacio´n para
seleccionar el atributo ma´s u´til en cada paso.
Redes Neuronales Artificiales
Una Red Neuronal Artificial ([44]) es un modelo matema´tico inspirado en el
comportamiento biolo´gico de las neuronas y en co´mo se organizan formando la
estructura del cerebro. La unidad fundamental de la red neuronal es el perceptro´n,
que es un elemento que tiene varias entradas con un cierto peso. Respecto a su
funcionamiento, el cerebro puede ser visto como un sistema inteligente que lleva
a cabo tareas de manera distinta a como lo hacen las ma´quinas actuales. E´stas
u´ltimas son muy ra´pidas en el procesamiento de la informacio´n, pero existen tareas
muy complejas, como el reconocimiento y clasificacio´n de patrones, que demandan
demasiado tiempo y esfuerzo en las ma´quinas ma´s potentes de la actualidad. Sin
embargo, el cerebro humano es ma´s eficiente para resolverlas, muchas veces sin
aparente esfuerzo (por ejemplo, el reconocimiento de un rostro familiar entre una
multitud de otros rostros).
Las redes neuronales artificiales (ANN3) proporcionan un me´todo general y
pra´ctico para el aprendizaje de ejemplos de valores reales, valores discretos y valo-
3Estas siglas esta´n tomadas del nombre ingle´s, ArtificialNeuralNetwork, aunque tambie´n
se pueden encontrar las siglas en espan˜ol RNA.
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res de vectores, que es resistente a errores en los datos de entrenamiento. Se aplica
con e´xito a problemas tales como la interpretacio´n de escenas visuales, el recono-
cimiento de voz y el aprendizaje de estrategias de control de robots. Para ciertos
tipos de problemas, como aprender a interpretar datos complejos de sensores del
mundo real, las redes neuronales artificiales se encuentran entre los me´todos de
aprendizaje ma´s efectivos actualmente conocidos.
El estudio de las redes neuronales artificiales se inspiro´ en los sistemas de
aprendizaje biolo´gico, que esta´n formados por redes muy complejas de neuronas
interconectadas. Por ello, se construyen a partir de un conjunto de unidades simples
(llamados nodos o neuronas) densamente interconectadas que esta´n organizados
en capa, donde cada unidad toma una cantidad de entradas de valores reales y
produce una sola salida de valor real. Cada neurona esta´ conectada con otras neu-
ronas mediante enlaces de comunicacio´n, cada uno de los cuales tiene asociado un
peso. El algoritmo “Propagacio´n hacia atra´s” es el me´todo de aprendizaje en red
ma´s comu´n.
Las ANN son sistemas adaptativos que aprenden de la experiencia, esto es,
aprenden a llevar a cabo tareas mediante un entrenamiento o aprendizaje. Gracias
a este entrenamiento, crean su propia representacio´n interna del problema (por ello
se dice que son autoorganizadas), con el fin de generar estos casos a otros nuevos.
Adema´s, las ANN realizan el procesamiento de la informacio´n en paralelo, lo
que permite que muchas neuronas pueden estar funcionando al mismo tiempo. Es
ah´ı donde reside una parte fundamental de su poder de procesamiento. El tipo de
representacio´n de la informacio´n que manejan, tanto en los pesos de las conexio-
nes como en las entradas y salidas de informacio´n, es nume´rica. En definitiva, las
ANN se inspiran en la estructura del sistema nervioso, con la intencio´n de construir
sistemas de procesamiento de la informacio´n paralelos, distribuidos y adaptativos
que pueden presentar un cierto comportamiento inteligente.
Aprendizaje Bayesiano
El razonamiento bayesiano proporciona un enfoque probabil´ıstico para la in-
ferencia. Se basa en la suposicio´n de que las cantidades de intere´s, se rigen por
distribuciones de probabilidad y que las decisiones o´ptimas se pueden tomar ra-
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zonando sobre estas probabilidades junto con los datos observados. Consiste en
sopesar las diferentes hipo´tesis y asignarles una probabilidad de acuerdo a los
datos de entrenamiento que clasifica correctamente. Por esa razo´n, forma la base
para aprender algoritmos que manipulan directamente las probabilidades, as´ı como
un marco para analizar el funcionamiento de otros algoritmos que no manipulan
expl´ıcitamente las probabilidades.
Los algoritmos de aprendizaje bayesiano que calculan probabilidades expl´ıci-
tas para hipo´tesis, como el clasificador ingenuo de Bayes, se encuentran entre los
enfoques ma´s pra´cticos para ciertos tipos de problemas de aprendizaje.
En el aprendizaje automa´tico a menudo nos interesa determinar la mejor hipo´te-
sis desde algu´n espacio H, dados los datos de entrenamiento observados D. El teo-
rema de Bayes va a proporcionar una forma de calcular la probabilidad de una
hipo´tesis en funcio´n de su probabilidad previa, las probabilidades de observar va-
rios datos dada la hipo´tesis y los datos observados; de forma que e´sta va a ser
hipo´tesis o´ptima en el sentido de que ninguna otra hipo´tesis es ma´s probable.
En el aprendizaje bayesiano, cada ejemplo de entrenamieto observado puede
incrementar o disminuir la probabilidad estimada de una hipo´tesis. El conocimien-
to a priori se obtiene a partir de la probabilidad para cada hipo´tesis candidata
y la distribucio´n de la probabilidad sobre los datos observados para cada posible
hipo´tesis. Adema´s, el conocimiento a priori puede ser combinado con los datos
observados para determinar la probabilidad final de una hipo´tesis.
Una dificultad pra´ctica en la aplicacio´n de me´todos bayesianos es que, general-
mente, requieren un conocimiento inicial de muchas probabilidades. Cuando estas
probabilidades no se conocen de antemano, a menudo se estiman basa´ndose en el
conocimiento previo, datos disponibles previamente y suposiciones sobre la forma
de las distribuciones subyacentes. Una segunda dificultad pra´ctica es el significa-
tivo coste computacional requerido para determinar la hipo´tesis o´ptima de Bayes
en el caso general.
En particular, una SVM es un algoritmo de aprendizaje automa´tico capaz de
identificar un separador. Es decir, si consideramos un conjunto finito de vectores
de Rn separados en dos clases, construir un clasificador consiste en construir una
funcio´n que toma como valores de entrada un vector del conjunto y devuelve como
17
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salida la pertenencia del vector a una de las clases. Las SVM proporcionan una
solucio´n a este problema con buenas propiedades de generalizacio´n.
SVM tiene algunas ventajas en comparacio´n con otros me´todos. Primero, re-
suelve un problema de programacio´n cuadra´tica (QP), que asegura que una vez
que se obtiene su solucio´n, es la solucio´n u´nica (global). En segundo lugar, la
escasez de SVM asegura una mejor generalizacio´n. En tercer lugar, en lugar del
principio emp´ırico de minimizacio´n de riesgos, SVM implementa el principio de
minimizacio´n del riesgo estructural que minimiza el l´ımite superior del error de
generalizacio´n. En cuarto lugar, tiene una clara intuicio´n geome´trica en la tarea
de clasificacio´n.
Por consiguiente, podemos resaltar la relacio´n existente entre SVM y per-
ceptro´n, o neurona artificial, cuya diferencia es que el perceptro´n busca reducir
el nu´mero de errores en cada iteracio´n.
La primera idea del disen˜o de SVM fue partir de un tipo de funciones sencillas
buscando una solucio´n o´ptima y, posteriormente, ampliar el tipo de funciones que
pueden aprenderse usando kernel sin aumentar excesivamente la complejidad del
proceso. En particular, las SVM buscan el hiperplano con menos riesgo desde el
punto de vista estructural, de manera que el objetivo va a ser maximizar el margen
de la solucio´n; esto lo podemos entender como buscar un clasificador de forma que
separe en mayor medida las dos clases. Dicho proceso de maximizar nos va a llevar
a un problema de optimizacio´n.
18
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2.1. Ma´quinas Vectoriales de Soporte
SVM es un algoritmo de aprendizaje automa´tico capaz de identificar un clasifi-
cador. En el aprendizaje supervisado, la ma´quina de aprendizaje recibe un conjunto
de ejemplos de entrenamiento (o entradas) con etiquetas asociadas (o valores de
salida). Por lo general, los ejemplos esta´n en forma de vectores caracter´ısticos, de
modo que el espacio de entrada es un subconjunto de Rn. Una vez que los vec-
tores caracter´ısticos esta´n disponibles, se podr´ıa elegir un nu´mero de conjuntos
de hipo´tesis para el problema. Entre estas, las funciones lineales son las mejor
entendidas y las ma´s simples de aplicar. Por ello nos referiremos a las ma´quinas
de aprendizaje que utilizan hipo´tesis que forman combinaciones lineales de las va-
riables de entrada como ma´quinas de aprendizaje lineal, ya que en estos casos las
ma´quinas pueden representarse en una forma particularmente u´til que denomina-
remos representacio´n dual.
Como se cito´ anteriormente, SVM fueron introducidas por Vapnik a partir de
sus trabajos sobre las teor´ıas del aprendizaje estad´ıstico, en los que acotaba el error
en funcio´n de la complejidad del espacio de hipo´tesis. Sin embargo, es su capaci-
dad para producir buenos modelos, para mu´ltiples tipos de aplicaciones pra´cticas,
la que le ha llevado a tener una gran popularidad. En un principio, se disen˜aron
exclusivamente para resolver problemas de clasificacio´n binaria, pero con el tiempo
su uso se extendio´ a tareas de regresio´n, clasificacio´n multi-catego´ricas, agrupa-
miento, etc. SVM busca producir predicciones en las que se pueda tener mucha
confianza a costa de producir ciertos errores, es decir, pretende construir modelos
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confiables lo que se conoce como el principio Minimizacio´n del Riesgo Estructural
(un modelo que estructuralmente tenga poco riesgo de cometer errores ante datos
futuros). En definitiva, las SVM se utilizan para predecir datos una vez que se
haya entrenado la ma´quina, de esta forma, su resolucio´n se basa en una primera
fase de entrenamiento (se les informa con muchos ejemplos) y una segunda fase de
uso para la resolucio´n de problemas.
2.1.1. Clasificador de margen ma´ximo
Para comenzar, se definen algunos conceptos para referirnos a las entradas, sali-
das, conjuntos de entrenamiento, etc. A las cantidades introducidas para describir
los datos las llamaremos caracter´ısticas, mientras que las cantidades originales
sera´n los atributos.
Definicio´n 3. Usualmente X se conoce como el espacio de entrada, Y para el do-
minio de salida y F como el espacio de caracter´ısticas. Generalmente, tendremos
X ⊆ Rn, mientras que para la clasificacio´n binaria Y = {−1, 1}, para la clasi-
ficacio´n en m clases Y = {1, 2, ...,m}, y para la regresio´n Y ⊆ R. Un conjunto
de entrenamiento es una coleccio´n de ejemplos de entrenamiento, que tambie´n se
llaman datos de entrenamiento. Se suele denotar por
S = {(x1, y1), ..., (xl, yl)} ⊆ (X× Y )l,
donde l es la cantidad de ejemplos. Nos referimos a las xi como ejemplos o ins-
tancias y a las yi como sus etiquetas. El conjunto de entrenamiento S es trivial si
las etiquetas de todos los ejemplos son iguales. Hay que tener en cuenta que si X
es un espacio vectorial, los vectores de entrada son vectores de columnas al igual
que los vectores de ponderacio´n. Si deseamos formar un vector fila a partir de xi
podemos tomar la traspuesta x′i.
Se va a comenzar el estudio analizando el caso ma´s sencillo en el que se tienen
dos clases linealmente separables. El procedimiento general a seguir va a ser cons-
truir un hiperplano que separe el conjunto de datos en dos semiespacios lo ma´s
amplios posibles. Para ello, se va a definir el concepto de hiperplano (que va a ser
una herramienta fundamental en el estudio).
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Definicio´n 4. En un espacio p-dimensional, un hiperplano es una variedad af´ın
plana (p-1)-dimensional. Cuya ecuacio´n general puede ser expresada como:
w1x1 + w2x2 + ...+ wpxp + b = 0
Se parte de un conjunto de muestras dado
Figura 2.1: Representa un conjunto de muestra cualquiera.
que esta´n etiquetadas en dos clases distintas, y dado un nuevo individuo se
busca saber a que´ clases de las anteriores pertenece.
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Figura 2.2: Cada uno de los colores representa una clase, mientras que el punto
rojo representa un nuevo individuo.
La idea central es definir un problema de optimizacio´n basado en los vectores
que conocemos la clase de pertenencia. La clasificacio´n binaria se realiza frecuen-
temente utilizando la funcio´n de valores reales, f : X ⊆ Rn → R, de manera que a
los datos de entrada x = (x1, ..., xn)
′ se asigna a la clase positiva si f(x) ≥ 0 y, en
caso contrario, la clase negativa. Consideramos el caso donde f(x) es una funcio´n
lineal de x, de modo que se puede escribir como




donde (w, b) ∈ Rn×R son los para´metros que controlan la funcio´n. La metodolog´ıa
de aprendizaje implica que estos para´metros deben aprenderse de los datos, ya que
dicho hiperplano tiene que separar los datos iniciales. Para construir el clasificador
aplicamos la funcio´n signo al valor devuelto por f ,
h(x) = sgn(f(x)),
usaremos el convenio de que sgn(0)=1.
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Se utiliza la funcio´n signo como clasificador debido a que un nuevo vector x∗ se
clasifica en la clase 1 si f(x∗) = 〈w · x∗〉+b > 0, mientras que se clasifica en la clase
-1 si f(x∗) = 〈w · x∗〉 + b < 0. Adema´s, la cercan´ıa o lejan´ıa de x∗ al hiperplano
puede ayudar intuitivamente a decidir co´mo de buena ha sido nuestra eleccio´n de
clasificacio´n. De este modo, si f(x∗) es un nu´mero lejano a 0, la eleccio´n tiene ma´s
garant´ıa de ser acertada que si fuese cercano a 0.
Una interpretacio´n geome´trica de este tipo de hipo´tesis es que el espacio de
entrada X se divide en dos partes, el l´ımite de separacio´n entre las dos clases viene
dado por f(x) = 〈w · x〉 + b = 0 y este borde es un hiperplano af´ın en el caso de
un separador lineal. Un hiperplano es un subespacio af´ın de dimensio´n n− 1 que
divide el espacio en dos espacios medios que corresponden a las entradas de las
dos clases distintas. El vector w define una direccio´n perpendicular al hiperplano,
mientras que al variar el valor de b mueve el hiperplano paralelo a s´ı mismo. En
particular, se necesita una representacio´n que implique n+ 1 para´metros libres, si
se quiere representar todos los posibles hiperplanos en Rn.
Figura 2.3: La l´ınea representa el hiperplano de separacio´n entre ambas clases,
f(x).
Nos referiremos a las cantidades w y b como el vector de ponderacio´n y el sesgo,
te´rminos tomados de la literatura de redes neuronales. A veces −b se reemplaza
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por θ, una cantidad conocida como umbral. Tanto los estad´ısticos como los in-
vestigadores de redes neuronales han utilizado con frecuencia este tipo simple de
clasificador, denomina´ndolos respectivamente discriminadores lineales y perceptro-
nes.
Perceptro´n
El primer algoritmo iterativo para el aprendizaje de clasificaciones lineales es el
procedimiento propuesto por Frank Rosenblatt en 1956 para el perceptro´n. Es un
procedimiento ‘en l´ınea’ y basado en errores, que comienza con un vector inicial de
peso w0 (normalmente w0 = 0, el vector nulo) y lo adapta cada vez que un punto
de entrenamiento se clasifica erro´neamente por los pesos actuales. El algoritmo
actualiza directamente el vector de ponderacio´n y el sesgo.
Algoritmo del Perceptro´n
Funcio´n Perceptro´n(S): un hiperplano
w0 ← 0; t← 0
repetir
para i desde 1 hasta n hacer
si yi〈wt, xi〉 ≤ 0 entonces




hasta que no haya errores en una iteracio´n
retorna w
Se garantiza que este procedimiento converge siempre que exista un hiperplano
que clasifique correctamente los datos de entrenamiento. En este caso, decimos que
los datos son linealmente separables. Si no existe tal hiperplano, se dice que los
datos no son separables.
Si ambas clases son linealmente separables, en definitiva, si es posible encon-
trar un hiperplano que separe los ejemplos de cada una de las clases sin errores, el
problema planteado tiene mu´ltiples soluciones ya que habra´ muchos hiperplanos
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capaces de separar correctamente los ejemplos.
Suponiendo el conjunto S linealmente separable, la idea central de SVM es que,
adema´s de separar las muestras de cada clase, es necesario que el hiperplano corta
“justo en el medio”, es decir, el hiperplano que este´ ma´s alejado de los ejemplos
de ambas clases , que defina una frontera “ma´s ancha”. Esto va a ser la principal
diferencia con respecto al algoritmo del perceptro´n que selecciona el primer hiper-
plano que clasifica bien todos los ejemplos, sin tener en cuenta otros factores.
Figura 2.4: Para una misma muestra S que sea linealmente separable, existen
muchos hiperplanos capaces de separa las clases. Sin embargo, hay uno que va a
ser mejor, que esta´ ma´s distanciado de ambas clases. En este caso, el hiperplano
que mejor separa las clases lo representa la l´ınea continua negra.
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Figura 2.5: Para una misma muestra S que sea linealmente separable, existen
muchos hiperplanos capaces de separa las clases. Sin embargo, hay uno que va a
ser mejor, que esta´ ma´s distanciado de ambas clases. En este caso, el hiperplano
que mejor separa las clases lo representa la l´ınea continua negra.
Para definir formalmente esta nocio´n, de hiperplano con la frontera ma´s ancha,
necesitamos el concepto de margen que puede entenderse de dos formas diferentes
y va´lidas, es decir, va a haber dos tipos de ma´rgenes relacionados entre s´ı:
1. Margen funcional Este margen hace referencia a la menor diferencia entre




2. Margen geome´trico Va a ser la distancia entre los ejemplos de ambas
clases. Esta distancia la podemos calcular como la suma de la distancia del
hiperplano definido por w y b al ejemplo ma´s pro´ximo de cada clase, es decir,
γg = mı´n
+
(d(w, b;x+))−ma´x− (d(w, b;x−))
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Definicio´n 5. Definimos el margen de un ejemplo (xi, yi) con respecto a un hi-
perplano (w, b) como la cantidad
γi = yi(〈w · xi〉+ b),
donde γi > 0 implica que el ejemplo (xi, yi) esta´ clasificado correctamente.
La distribucio´n del margen de un hiperplano (w, b) con respecto a un conjunto
de entrenamiento S es la distribucio´n de los ma´rgenes de los ejemplos en S. A
veces nos referimos al mı´nimo de la distribucio´n del margen como el margen de
un hiperplano (w, b) con respecto a un conjunto de entrenamiento S. En ambas
definiciones si reemplazamos el margen funcional por el margen geome´trico obtene-








mide las distancias euclidianas de los puntos del l´ımite de decisio´n en el espacio de
entrada. Finalmente, el margen de un conjunto de entrenamiento S es el margen
geome´trico ma´ximo sobre todos los hiperplanos. Un hiperplano que se da cuenta
de este ma´ximo se conoce como hiperplano de margen ma´ximo. El taman˜o de su
margen sera´ positivo para un conjunto de entrenamiento linealmente separable.
Figura 2.6: Hiperplano que es perpendicular a w y cuya distancia al origen depende
de b y de ‖w‖
27
Cap´ıtulo 2. SVM y Me´todos Kernel
Figura 2.7: Margen geome´trico en dos puntos con respecto a un hiperplano en dos
dimensiones.




Supongamos que existe un vector wopt tal que ‖wopt‖ = 1 y
yi(〈wopt · xi〉+ bopt) ≥ γ
para 1 ≤ i ≤ l. Entonces, el nu´mero de errores cometidos por el algoritmo del





Para el ana´lisis, se aumentan los vectores de entrada mediante una coordenada




denota x′ como la traspuesta de x. De manera similar, se agrega una coordenada
adicional al vector de ponderacio´n w incorporando el sesgo b, para formar el vector
de peso aumentado wˆ = (w′,
b
R
)′. El algoritmo comienza con un vector de peso
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aumentado wˆ0 = 0 que se va actualizando en cada error. Sea wˆt−1 el vector de peso
aumentado antes del t-e´simo error. La actualizacio´n t-e´sima se realiza cuando
yi〈wˆt−1 · xˆi〉 = yi(〈wt−1 · xi〉+ bt−1) ≤ 0













)′ + ηyi(x′i, R)
′ = wˆt−1 + ηyixˆi,







ya que bt = bt−1 + ηyiR2.
La derivacio´n
〈wˆt · wˆopt〉 = 〈wˆt−1 · wˆopt〉+ ηyi〈xˆi · wˆopt〉 ≥ 〈wˆt−1 · wˆopt〉+ ηγ
implica (por induccio´n) que
〈wˆt · wˆopt〉 ≥ tηγ.
De forma similar, se tiene
‖wˆt‖2 = ‖wˆt−1‖2 + 2ηyi〈wˆt−1 · xˆi〉+ η2‖xˆi‖2
≤ ‖wˆt−1‖2 + η2‖xˆi‖2
≤ ‖wˆt−1‖2 + η2(‖xi‖2 +R2)
≤ ‖wˆt−1‖2 + 2η2R2,
lo que implica que
‖wˆt‖2 ≤ 2tη2R2.
Las dos desigualdades combinadas dan la relacio´n
‖wˆopt‖
√
2tηR ≥ ‖wˆopt‖‖wˆt‖ ≥ 〈wˆt, wˆopt〉 ≥ tηγ,
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ya que bopt ≤ R para una separacio´n no trivial de los datos y entonces,
‖wˆopt‖2 ≤ ‖wopt‖2 + 1 = 2.

El teorema demuestra que el algoritmo converge en un nu´mero finito de ite-
raciones siempre que su margen sea positivo. Simplemente iterando varias veces






algoritmo perceptron encontrara´ un hiperplano de separacio´n y, por lo tanto, se
detendra´, siempre que exista uno.
En los casos donde los datos no son separables linealmente, el algoritmo no
convergera´. Sin embargo, existe un teorema similar al de Novikoff, que limita el
nu´mero de errores cometidos durante una iteracio´n. Utiliza una medida diferente
de la distribucio´n del margen utilizando los ma´rgenes obtenidos por los puntos de
entrenamiento distintos de los ma´s cercanos al hiperplano.
Definicio´n 6. Fijado un valor γ > 0, podemos definir la variable de holgura de
margen de un ejemplo (xi, yi) con respecto al hiperplano (w, b) y el margen objetivo
γ como
ξ((xi, yi), (w, b), γ) = ξi = ma´x(0, γ − yi(〈w · xi〉+ b)).
Informalmente, esta cantidad mide cua´nto falla un punto que tiene margen γ
desde el hiperplano. Si ξi > γ, entonces xi esta´ mal clasificado por (w, b). La norma
‖ξ‖2 mide la cantidad por el que el conjunto de entrenamiento no obtiene el mar-
gen γ y tiene en cuenta las clasificaciones erro´neas de los datos de entrenamiento.
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Figura 2.8: Muestra el taman˜o de las variables de holgura para los puntos mal
clasificados para un hiperplano con norma de unidad. Todos los dema´s puntos de
la figura tienen su variable de holgura cero, ya que tienen un margen (positivo)
mayor que γ
Teorema 2. Sea S un conjunto de entrenamiento no trivial sin ejemplos dupli-








ξ((xi, yi), (w, b), γ)2.
Entonces, el nu´mero de errores en la primera ejecucio´n del bucle for del algo-
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∗ Demostracio´n:
La prueba define un espacio de entrada ampliado parametrizado por ∆ en el que
hay un hiperplano con margen γ que tiene la misma funcionalidad que (w′, b)′ en
datos no vistos. Luego, se puede aplicar el Teorema 1 en el espacio extendido.
Finalmente, optimizando la eleccio´n de ∆ dara´ el resultado. El espacio de entrada
extendido tiene una coordenada adicional para cada ejemplo de entrenamiento.
Las nuevas entradas por ejemplo xi son todas cero excepto para el valor Delta en
la i-e´sima coordenada adicional. Se denota x˜i al vector extendido y S˜ el conjunto




i-e´sima entrada adicional para dar el vector w˜. Observar que
yi(〈w˜ · x˜i〉+ b) = yi(〈w · xi〉+ b) + ξi ≥ γ,







de modo que el margen geome´trico γ˜ se reduce por este factor. Como los ejemplos
de entrenamiento extendido tienen entradas distintas de cero en diferentes coor-
denadas, ejecutar el algoritmo perceptron para el primer bucle forzado en S˜ tiene
el mismo efecto que ejecutarlo en S y se puede enlazar el nu´mero de errores por











El l´ımite es optimizado eligiendo ∆ =
√
RD dando el resultado requerido.

Es importante tener en cuenta que el algoritmo de perceptro´n funciona al agre-
gar ejemplos de entrenamiento positivo mal clasificados o al restar los negativos
de clase erro´nea a un vector de peso arbitrario inicial. Sin pe´rdida de generalidad,
hemos supuesto que el vector de peso inicial es el vector cero, por lo que la hipo´tesis
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donde, dado que el signo del coeficiente xi viene dado por la clasificacio´n yi, los αi
son valores positivos proporcionales al nu´mero de veces que la clasificacio´n erro´nea
de xi ha ocasionado que se actualice el peso. Aquellos ejemplos (puntos) ma´s dif´ıci-
les de clasificar tendra´n valores ma´s altos de αi, mientras que los ejemplos bien
clasificados valdra´ 0 en todas las iteraciones (esta cantidad a veces se conoce como
la fuerza de insercio´n del patro´n xi). Una vez que se ha fijado un conjunto de en-
trenamiento S, se puede pensar en el vector α como una representacio´n alternativa
de las hipo´tesis en coordenadas duales. Esta expansio´n, sin embargo, no es u´nica
ya que diferentes α pueden corresponder a la misma hipo´tesis w. Intuitivamente,
uno tambie´n puede considerar αi como una indicacio´n de la dificultad de clasificar
el ejemplo xi. En el caso de los datos no separables, los coeficientes de los puntos
mal clasificados crecen indefinidamente. La funcio´n de decisio´n se puede reescribir
en coordenadas duales de la siguiente manera:













αiyi 〈xi · x〉+ b
)
,
y el algoritmo del perceptro´n tambie´n se puede expresar completamente en esta
forma dual, lo que aporta buenas propiedades ya que los puntos dif´ıciles de apren-
der se pueden utilizar para clasificar los datos de acuerdo con su contenido de
informacio´n.
El problema de aprender un hiperplano que separa dos conjuntos de puntos
(separables) es un problema planteado, en el sentido de que, en general, existen
varias soluciones diferentes. El peligro de los problemas mal planteados es que no
todas las soluciones pueden ser igualmente u´tiles. De esta forma, podemos elegir no
aprender cualquier regla que separe correctamente las dos clases, sino la que esta´
a una distancia ma´xima de los datos. Este es el hiperplano que realiza el margen
ma´ximo.
Para tratar de maximizar cualquiera de estos ma´rgenes hay que maximizar uno
de ellos y mantener el otro fijo. Lo ma´s habitual es maximizar el margen geome´tri-
co manteniendo fijo el funcional. De modo que consideramos so´lo los hiperplanos
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cano´nicos, donde os para´metros w y b esta´n restringidos por las siguientes condi-
ciones que sirven para fijar el margen funcional:
mı´n
+
(〈w, x+〉+ b = +1, )
ma´x
−
(〈w, x−〉+ b = −1.)




(d(w, b;x+))−mı´n− (d(w, b;x−))
= mı´n
+
















En definitiva, para maximizar el margen geome´trico debemos minimizar la norma
de w, luego tenemos un problema de optimizacio´n de la siguiente forma:
mı´n ‖w‖
s.a. (〈w, xi〉+ b) ≥ +1, ∀xi ∈ +1,
(〈w, xi〉+ b) ≤ −1, ∀xi ∈ −1.
(2.1)
cuya solucio´n sera´ el hiperplano de margen geome´trico ma´ximo que clasifica co-
rrectamente todos los ejemplos1.
Para simplificar y facilitar la resolucio´n del problema anterior sustituiremos






. Adema´s, unificaremos las expresiones de las restricciones y ob-






s.a. yi(〈w, xi〉+ b) ≥ 1, i = 1, ..., n.
(2.2)
1Para resolver dicho problema se van a aplicar me´todos conocidos de optimizacio´n de funciones
que se desarrollan ma´s adelante en la seccio´n 2.3.
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La funcio´n langrangiana asociada a dicho problema es:






αi[yi(〈w, xi〉+ b)− 1],
siendo los αi ≥ 0 las variables duales que se denominan multiplicadores de Lagran-
ge. El signo negativo del sumatorio viene dado al invertir las restricciones de ≤ a
≥. El problema dual se determina diferenciando la funcio´n lagrangiana respecto a













A partir de las ecuaciones anteriores obtenemos la relacio´n entre variables primales





Mediante esta relacio´n podemos pasar al problema dual sustituye´ndola en la fun-
cio´n lagrangiana,
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αi ≥ 0 i = 1, ..., n.
(2.3)
Los productos escalares que aparecen entre los ejemplos de entrenamientos se
pueden sustituir por la aplicacio´n de una funcio´n kernel. Adema´s, las caracter´ısticas
de las funciones kernel nos garantizan que el problema dual siga teniendo solucio´n
(debe ser sime´trica y definida positiva). El valor de la variables b, que no aparece
en el problema dual, se calculara´ una vez obtenido el valor o´ptimo de w, que lo
denotaremos por w∗. El valor o´ptimo de b (b∗) va a venir dado por las restricciones
obtenidas al fijar el margen funcional, es decir,
b∗ = − ma´x−(〈w
∗, x−〉) + mı´n+(〈w∗, x+〉)
2
(2.4)
A partir de los datos obtenidos del problema dual de w∗,b∗ podemos construir
el clasificador que buscamos utilizando el signo al aplicar la funcio´n f a cualquier
x:




α∗i yi 〈xi, x〉+ b∗
)
. (2.5)
La solucio´n, en particular, va a ser una combinacio´n lineal de aquellos datos
de entrenamiento que tengan un multiplicador de Lagrange distinto de 0. Dichos
ejemplos los denominaremos vectores soporte, que en el caso separable van a ser
los que este´n justo en el margen de cada clase de forma que el resto (es decir, los
ejemplos que tengan multiplicador cero) podr´ıamos eliminarlos antes del aprendi-
zaje y se generar´ıa el mismo hiperplano separador.
2.1.2. Margen blando
El problema que se ha estudiado hasta el momento, en el que los ejemplos son
linealmente separables, tiene un escaso intere´s desde el punto de vista pra´ctico
ya que es muy dif´ıcil encontrar aplicaciones reales con este tipo de ejemplos. La
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u´nica posibilidad es generar, a partir de ciertos kernel, espacios de caracter´ısticas
de muy alta dimensio´n donde los datos fueran ma´s fa´cilmente separables, aunque
en estos casos es muy posible que nos sobreajustemos a los datos de entrenamien-
to al emplear un espacio de hipo´tesis excesivamente rico. En definitiva, debemos
generalizar el problema de forma que determinados ejemplos puedan estar mal
clasificados por el hiperplano elegido (el problema de encontrar el hiperplano que
clasifique de manera correcta el mayor nu´mero de ejemplos cuando el conjunto de
entrenamiento no es linealmente separable).
Por otro lado, permitir que algunos ejemplos este´n mal clasificados se traduce
en que las restricciones de dichos ejemplos puedan ser violadas, es decir que no se
verifiquen siempre. Para ello, en cada restriccio´n original se introduce una variable
de holgura, que denotaremos por ξi y nos va a indicar el nu´mero de veces que se
viola la condicio´n de clasificar bien dicho ejemplo. De esta´ forma, las restricciones
originales las vamos a sustituir por las siguientes:
yi(〈w, xi〉+ b) ≥ 1− ξi, i = 1, ..., n.
As´ı, ξi valdra´ cero cuando el ejemplo este´ en la zona definida por su margen, y
tomara´ un valor positivo (mayor que cero) en caso contrario. Luego, dicha cantidad
refleja la diferencia funcional entre el valor que toma el ejemplo y el que deber´ıa
tomar para estar en la regio´n de su clase determinada por el margen. Es decir, el
ejemplo debe estar bien clasificado y ma´s alla´ del margen. Para la funcio´n objetivo,
adema´s de maximizar el margen debemos an˜adirle los errores que esta´ cometiendo
el hiperplano y nos indique el coste de la solucio´n. En definitiva, el problema de








s.a. yi(〈w, xi〉+ b) ≥ 1− ξi, i = 1, ..., n,
ξi ≥ 0 i = 1, ..., n.
(2.6)
La constante C permite regular el grado de sobreajuste que permitimos a la
hipo´tesis generada (es decir, en que´ grado influye dicho te´rmino en relacio´n con la
minimizacio´n de la norma). Va a ser uno de los para´metros claves al aplicar una
SVM. La funcio´n lagrangiana asociada va a tener dos grupos de multiplicadores
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de Lagrange, uno para cada conjunto de restricciones:













Para obtener las relaciones entre las variables primales y duales, como en el caso
linealmente separable, calculamos las derivadas parciales respecto a las variables
del problema primal que en este caso son w,b y ξ e igualamos a cero:












∂L(w, b, ξ, α, β)
∂ξi
= C − αi − βi = 0.
De manera que las relaciones definitivas entre ambos grupos de variables vienen





C = αi + βi.
















0 ≤ αi ≤ C i = 1, ..., n.
(2.7)
Lo que se asemeja mucho al caso separable, con la diferencia de que los valo-
res de los multiplicadores de Lagrange asociado a las restricciones relativas a la
clasificacio´n de cada ejemplo, αi, esta´n acotados superiormente con la constante C.
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Figura 2.9: Valores de los multiplicadores de Lagrange. El valor α de cada ejemplo
depende de la posicio´n en la que se encuentre respecto del hiperplano y la frontera
de margen de cada clase.
Para un problema de clasificacio´n de clase mu´ltiple, el dominio de salida es
Y = {1, 2, ..,m}. La generalizacio´n de las ma´quinas de aprendizaje lineal para el
caso de m-clases es sencilla: a cada una de las m-clases se le asocia un vector de
ponderacio´n y un sesgo, (wi, bi), con i ∈ 1, ..,m y la funcio´n de decisio´n esta´ dada
por
c(x) = arg ma´x
1≤i≤m
(〈wi · x〉+ bi).
Geome´tricamente, esto equivale a asociar un hiperplano a cada clase, y a asig-
nar un nuevo punto x a la clase cuyo hiperplano esta´ ma´s alejado de e´l. El espacio
de entrada se divide en m regiones conectadas y convexas. Existen algoritmos para
aprender los m hiperplanos simulta´neamente a partir de datos, y son extensiones
de los procedimientos ba´sicos descritos anteriormente.
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2.2. Me´todos Kernel
Los me´todos kernel es una familia de algoritmos cuyo elemento elemento comu´n
y pieza fundamental en todos es la funcio´n kernel, su utilidad en el ana´lisis de datos
reside en la representacio´n de la informacio´n. Este tipo de me´todos presentan la
ventaja de que son aplicables a cualquier tipo de datos, adema´s se pueden aplicar
algoritmos lineales y obtener con ellos soluciones no lineales. Las representacio-
nes Kernel ofrecen una solucio´n alternativa al proyectar los datos en un espacio
de caracter´ısticas de alta dimensio´n para aumentar la potencia de ca´lculo de las
ma´quinas de aprendizaje lineal.
La ventaja de utilizar las ma´quinas en la representacio´n dual deriva del hecho
de que, en esta representacio´n, el nu´mero de para´metros ajustables no depende del
nu´mero de atributos que se utilizan. Al reemplazar el producto interno con una
funcio´n de kernel elegida apropiadamente, se puede realizar impl´ıcitamente una
funcio´n no lineal a un espacio de caracter´ısticas de alta dimensio´n sin aumentar el
nu´mero de para´metros ajustables, siempre que el nu´cleo calcule el producto interno
de los vectores de caracter´ısticas correspondientes a las dos entradas. Por tanto, el
problema consiste en elegir un kernel adecuado para la SVM. El principal intere´s
de los kernel, en el contexto de SVM, es que lo que se ha visto en el caso de sepa-
racio´n lineal tambie´n se aplica fa´cilmente a la separacio´n no lineal mediante su uso.
Figura 2.10: Para la nube de puntos representada el kernel RBF va a ser ma´s
adecuado que el lineal para SVM.
40
Cap´ıtulo 2. SVM y Me´todos Kernel
Dado un conjunto de objetos S = {x1, ..., xl}, cada xi ∈ X representa un objeto
diferente que puede ser una prote´ına, imagen, cliente, etc. Una manera de repre-
sentar los datos consiste en definir para cada objeto xi ∈ X una representacio´n
φ(xi) ∈ F que puede consistir en un vector de nu´meros reales, una secuencia de
longitud la dimensio´n del espacio de 0’s y 1’s, una cadena de caracteres de taman˜o
fijo, etc; de forma que se podr´ıa representar S como el conjunto de representaciones
de cada objeto, φ(S) = {φ(x1), ..., φ(xl)}.
Con frecuencia se busca identificar el conjunto ma´s pequen˜o de caracter´ısticas
que que contenga la informacio´n esencial de los atributos originales, lo que se
conoce como reduccio´n de dimensionalidad,
x = (x1, .., xl) 7→ φ(x) = (φ1(x), .., φd(x)), con d < l,
lo que puede ser beneficioso, ya que tanto el rendimiento computacional como el
de generalizacio´n puede degradarse a medida que aumenta el nu´mero de carac-
ter´ısticas, cuanto mayor sea dicho conjunto, ma´s probable es que la funcio´n que se
va a aprender se pueda representar utilizando una ma´quina de aprendizaje estan-
darizada y, adema´s, puede crear problema de sobreajuste.
Para aprender relaciones no lineales con una ma´quina lineal necesitamos selec-
cionar un conjunto de caracter´ısticas no lineales y reescribir los datos en la nueva
representacio´n. Esto es equivalente a aplicar una funcio´n no lineal fija de los datos
a un espacio de caracter´ısticas, en el que se puede usar la ma´quina lineal. Entonces,





donde φ : X → F es una funcio´n no lineal del espacio de entrada a un espacio de
caracter´ıstica. Esto significa que se construyen ma´quinas no lineales en dos pasos:
primero, una asignacio´n fija no lineal que transforma los datos en un espacio de
caracter´ısticas F y, posteriormente, se usa una ma´quina lineal para clasificarlos en
el espacio de caracter´ısticas.
Las ma´quinas de aprendizaje lineal se pueden expresar en una representacio´n
dual. Una consecuencia importante de la representacio´n dual es que la dimensio´n
del espacio de caracter´ısticas no tiene por que´ afectar en el ca´lculo. Con dicha repre-
sentacio´n, la hipo´tesis se puede expresar como una combinacio´n lineal de los puntos
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de entrenamiento, de modo que la regla de decisio´n se puede evaluar utilizando





αiyi 〈φ(xi) · φ(x)〉+ b.
De manera que si tenemos una forma de calcular el producto interno 〈φ(xi) · φ(x)〉
en el espacio de caracter´ısticas directamente en funcio´n de los puntos de entrada
originales, es posible fusionar los dos pasos necesarios para construir una ma´qui-
na de aprendizaje no lineal. A este me´todo de ca´lculo directo lo denominaremos
funcio´n de kernel. Los me´todos kernel son algoritmos que procesan la informacio´n
representada mediante el uso de funciones kernel, es decir, reciben la informacio´n
a procesar en forma de matrices calculadas mediante una funcio´n kernel.
La ’kernelizacio´n’ de algoritmos consiste en reemplazar el producto escalar de
la formulacio´n original por la evaluacio´n de una funcio´n kernel. Con este truco, se
puede extender la aplicacio´n de algoritmos cla´sicos en espacios vectoriales dotados
de un producto escalar a cualquier otro tipo de datos siempre que se pueda definir
un kernel. Esto lo podemos aplicar a muchos campos de aplicaciones a d´ıa de hoy
como en el a´mbito de la biolog´ıa [45].
Como hemos citado anteriormente, el perceptro´n [46] forma parte de la familia
de los clasificadores lineales, algoritmos que producen una funcio´n lineal que se
pueden utilizar para diferenciar entre ejemplos de dos clases. Este tipo de algorit-
mos se adaptan a muchos problemas reales como decidir si un paciente tiene o no
una enfermedad, si se le concede un pre´stamo bancario a un cliente, etc. La idea
es que la funcio´n no lineal que representa la solucio´n que buscamos en el espacio
de entrada es una funcio´n lineal en algu´n espacio de caracter´ısticas.
Los me´todos kernel representan la informacio´n mediante una funcio´n k, k :
X × X → R, que calcula la similitud de cada par de objetos del conjunto de en-
trada X. De esta forma, la representacio´n del conjunto S viene dado por la matriz
K de nu´meros reales con dimensio´n l× l, donde cada elemento de dicha matriz es
el resultado de aplicar la funcio´n k a cada par de objetos del espacio de entrada,
es decir, Kij = k(xi, xj). Esta matriz se conoce como la matriz kernel, y en este
contexto, utilizaremos el s´ımbolo K para denotarla.
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Una de las ventajas que presentan este tipo de representacio´n es su modulari-
dad, es decir, que son capaces de disen˜ar algoritmos gene´ricos que manipulan la
informacio´n de matrices de nu´meros reales sin la necesidad de conocer la funcio´n k
que se utilice ni el tipo de objetos del dominio. Adema´s, permiten que algoritmos
de ana´lisis relativamente sencillos encuentren relaciones complejas entre objetos.
Definicio´n 7. Una funcio´n kernel es una funcio´n k : X×X→ R, que asigna a cada
par de objetos del espacio de entrada, X, un valor real correspondiente al producto
escalar de las ima´genes de dichos objetos en un espacio F, que denominaremos
espacio de caracter´ısticas, es decir,
k(x, z) = 〈φ(x), φ(z)〉 ,
donde φ : X→ F.
Definicio´n 8. Una funcio´n k : X×X→ R es sime´trica si para cada par de objetos
x, z ∈ X se tiene que
k(x, z) = k(z, x).





cicjk(xi, xj) ≥ 0
para cualquier conjunto de n objetos x1, ..., xn de X y cualquier conjunto de valores
reales c1, ..., cn con n > 0
La clave de este enfoque es encontrar una funcio´n kernel que pueda evaluarse
de manera eficiente. Una vez que tengamos tal funcio´n, la regla de decisio´n puede




αiyik(xi, x) + b.
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Un aspecto importante del uso de kernel es que no necesitamos conocer la
funcio´n subyacente para poder aprender en el espacio de caracter´ısticas. Adema´s,
un kernel generaliza el producto interno esta´ndar en el espacio de entrada, ya
que dicho producto interno proporciona un ejemplo de kernel haciendo que la
caracter´ıstica trace la identidad
k(x, z) = 〈x · z〉 .
Tambie´n podemos tomar la funcio´n de caracter´ısticas mediante una transfor-
macio´n lineal fija x 7→ Ax, para alguna matriz A. En este caso, la funcio´n kernel
esta´ dada por
k(x, z) = 〈Ax · Az〉 = x′A′Az = x′Bx,
donde, B = A′A que es una matriz cuadrada, sime´trica, semidefinida positiva.
Vamos a ver ahora algunos ejemplos de las funciones kernel ma´s relevantes,
co´mo se contruyen y condiciones que tienen que cumplir.
2.2.1. Ejemplos de funciones Kernel
Las funciones kernel ma´s habituales aplicables cuando X ⊆ Rn son:
(a) Kernel lineal :





Una funcio´n kernel polino´mica de grado d se expresa como
k(x, z) = (〈x · z〉)d
44
Cap´ıtulo 2. SVM y Me´todos Kernel
o de la siguiente forma,
k(x, z) = (〈x · z〉+ c)d
Corresponde a una proyeccio´n de φ(x) en un espacio de caracter´ısticas donde
cada componente φi(x) es un producto de componentes de x con grado menor
que d, es decir, un monomio. El separador calculado a partir de este kernel
es un polinomio de grado d, cuyos te´rminos son las componentes de x. En
definitiva, la funcio´n φ asociada a dicho kernel lleva a cada vector de entrada
en un vector con todos los posibles monomios de grado d, para el primer caso,
o a vectores compuestos por todos los monomios de grado menor o igual a
d, en el segundo.
(c) Kernel gaussiano:
Se trata de una funcio´n de base radial gaussiana
k(x, z) = e−
‖x−z‖2
2σ2
Corresponde a una proyeccio´n en un espacio de dimensiones finitas. El kernel
gaussiano tiene la peculiaridad de que k(x, x) = e0 = 1 ∀x ∈ X, luego
‖φ(x)‖ = 1. Adema´s, k(x, z) > 0 para todo x, z ∈ X esto nos lleva a que
el a´ngulo entre cualquier par de ima´genes es menor que pi
2
, de forma que las
ima´genes de los vectores del espacio de entrada caen dentro de una regio´n
restringida del espacio de caracter´ısticas.
(d) Combinacio´n de funciones kernel :
Sean:
• k1, k2, k3 tres funciones kernel.
• f una funcio´n de valores reales.
• φ una funcio´n que proyecta los vectores en otro espacio vectorial.
• B una matriz semidefinida positiva.
• p un polinomio con coeficientes positivos.
• α un nu´mero positivo
entonces, las siguientes funciones k tambie´n son funciones kernel:
45
Cap´ıtulo 2. SVM y Me´todos Kernel
1. k(x, z) = k1(x, z) + k2(x, z)
2. k(x, z) = αk1(x, z)
3. k(x, z) = k1(x, z)k2(x, z)
4. k(x, z) = f(x)f(z)
5. k(x, z) = k3(φ(x), φ(z))
6. k(x, z) = xTBz
7. k(x, z) = p(k1(x, z))
8. k(x, z) = exp(k1(x, z))
Vamos a determinar las propiedades de una funcio´n k(x, z) que son necesarias
para garantizar que se trate de un espacio de caracter´ısticas del kernel. Para ello,
la funcio´n debe ser sime´trica y satisfacer las desigualdades que se derivan de la
desigualdad de Cauchy-Schwarz,
k(x, z)2 = 〈φ(x) · φ(z)〉2 ≤ ‖φ(x)‖2‖φ(z)‖2
= 〈φ(x) · φ(x)〉 〈φ(z) · φ(z)〉 = k(x, x)k(z, z).
Aunque estas condiciones no son suficientes para caracterizar la existencia de un
espacio de caracter´ısticas. A continuacio´n vamos a ver el teorema de Mercer, que
proporciona una caracterizacio´n de cuando una funcio´n k(x, z) es un kernel.
Proposicio´n 1. Sea X = {x1, ..., xn} un espacio de entrada finito con k(x, z) una




i,j=1 = (k(xi, xj))
n
i,j=1,
es semidefinida positiva (es decir, tiene autovalores no negativos).
Una generalizacio´n de un producto interno en un espacio de Hilbert al intro-
ducir una ponderacio´n λi para cada dimensio´n,
〈φ(x) · φ(z)〉 =
∞∑
i=1
λiφi(x)φi(z) = k(x, z),
de modo que el vector caracter´ıstica se convierte en
φ(x) = (φ1(x), φ2(x), ..., φn(x), ...)
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De forma que, el teorema de Mercer da las condiciones necesarias y suficientes para





con λi no negativo, que es equivalente a k(x, z) siendo un producto interno en el
espacio de caracter´ıstica F ⊇ φ(X) , donde F es el espacio l2 de todas las secuencias







Esto inducira´ un espacio definido por el vector de caracter´ısticas como consecuencia




λiψiφi(x) + b =
l∑
j=1
αjyjk(x, xj) + b,
donde la primera expresio´n es la representacio´n primal de la funcio´n y la segunda





Observacio´n 1. El nu´mero de te´rminos del sumatorio en la representacio´n primal
coincide con la dimensionalidad del espacio de caracter´ısticas, mientras que en el
dual tiene l te´rminos (donde l es el taman˜o de la muestra).
Teorema 3 (Mercer). Sea X un subconjunto compacto de Rn. Supongamos k una
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es positivo, eso es ∫
X×X
k(x, z)f(x)f(z)dxdz ≥ 0,
para toda f ∈ L2(X). Entonces, podemos expandir k(x,z) en una serie uniforme-
mente convergente (en X × X) en te´rminos de φj ∈ L2(X), que son las autofun-
ciones de los T ′ks, normalizada de tal manera que ‖φj‖L2 = 1, y los autovalores





Las condiciones del teorema de Mercer son, por lo tanto, equivalentes a re-
querir que para cualquier subconjunto finito de X, la matriz correspondiente es
semi-definida positiva. Las funciones que satisfacen esta propiedad las llamare-
mos kernel (o kernel de Mercer). Las caracter´ısticas de Mercer proporcionan una
representacio´n de los puntos de entrada por medio de su imagen en el espacio
de caracter´ısticas con el producto interno definido por el nu´mero potencialmente
infinito de autovalores del kernel. El subconjunto formado por la imagen del es-
pacio de entrada esta´ definido por los autovectores del operador kernel. Aunque
las ima´genes de los puntos φ(x) ∈ F no se computara´n, sus productos internos se
pueden calcular utilizando la funcio´n kernel.
2.3. Optimizacio´n de funciones
El objetivo final en los problemas de optimizacio´n es obtener los valores que
maximizan o minimizan una funcio´n, pero considerando que dichos valores tie-
nen que cumplir una serie de restricciones. La estructura general de este tipo de
problemas es la siguiente:
mı´n f(w), w ∈ Ω,
s.a. gi ≤ 0, i = 1, ..., k.
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Este tipo de problema, que se denomina primal, pretende obtener los valores
de las variables primales, que esta´n representadas por w, que minimizan la funcio´n
objetivo f(w). Las soluciones esta´n sujetas a que tienen que respetar las restriccio-
nes, que pueden ser de igualdad, desigualdad o ambas en funcio´n del caso (en el
anterior solo aparecen restricciones de desigualdad), gi(w). Si todas las funciones,
f y las distintas gi, son lineales se denomina problema de programacio´n lineal ; en
cambio, si f es cuadra´tica y las restricciones lineales se dice problema de programa-
cio´n cuadra´tica. Al conjunto de todos los puntos del dominio que cumplen todas
las restricciones se le llama conjunto factible, un elemento de dicho conjunto sera´ el
o´ptimo, que se denota por w∗. El o´ptimo va a ser el elemento del conjunto factible
que verifica que para cualquier otro elemento del conjunto f(w∗) ≤ f(w).
2.3.1. Convexidad
La convexidad va a ser un punto clave en la resolucio´n, ya que la convexidad
del dominimo y de la funcio´n objetivo elimina la posibilidad de o´ptimos locales.
Definicio´n 10. Un dominio Ω es convexo si y solo si el segmento de la recta que
une cualquier par de puntos del dominio esta´ tambie´n incluido en el dominio,
Ω es convexo ⇔ ∀u, v ∈ Ω, ∀θ ∈ (0, 1) entonces θu+ (1− θ)v ∈ Ω.
En particular, en el caso de tener un problema cuadra´tico, si el dominio Ω es
convexo entonces el conjunto factible tambie´n lo es, ya que las restricciones lineales
no pueden eliminar la convexidad del dominio Ω.
Definicio´n 11. Una funcio´n f : Rd → R se dice que es convexa, si ∀u, v ∈ Rd y
para cualquier θ ∈ (0, 1),
f(θv + (1− θ)u) ≤ θf(v) + (1− θ)f(u).
Es decir, que el segmento de la recta que une el valor de la funcio´n en cualquier
par de puntos, u y v, queda por encima del valor de la funcio´n en los puntos entre
u y v. Si la desigualdad fuera estricta, entonces la funcio´n ser´ıa estrictamente con-
vexa. En particular, una forma de ver que una funcio´n doblemente diferenciable
49
Cap´ıtulo 2. SVM y Me´todos Kernel
sea convexa es estudiar si su matriz Hessiana es semi-definida positiva.
Se dice que un problema es convexo cuando tanto el dominio, como la funcio´n
objetivo y las restricciones son convexas. Este tipo de problemas son de gran in-
tere´s gracias a la inexistencia de mı´nimos locales, lo que facilita la bu´squeda del
o´ptimo porque el primer mı´nimo encontrado va a ser tambie´n el mı´nimo global de
la funcio´n.
Proposicio´n 2. Si una funcio´n f es convexa, entonces cualquier mı´nimo local w∗
es tambie´n mı´nimo global.
∗ Demostracio´n:
Por definicio´n de mı´nimo local, para cualquier v 6= w∗ existira´ un θ suficientemente
cerca de 1 tal que,
f(w∗) ≤ f(θw∗ + (1− θ)v)
f(w∗) ≤ (1− θ)f(v)
(1− θ)f(w∗) ≤ (1− θ)f(v)
luego f(w∗) ≤ f(v) para cualquier v, y por tanto w∗ es mı´nimo global.

2.3.2. Dualidad
La teor´ıa de Lagrange permite caracterizar las soluciones e indica co´mo obte-
nerla. Fue establecida originalmente por Lagrange para problemas sin restricciones
y completada por Kuhn-Tucker an˜adiendo el caso de restricciones de desigualdad.
Los dos elementos principales de la teor´ıa son los multiplicadores de Lagrange y
la funcio´n lagrangiana.
Definicio´n 12. Dado el problema de optimizacio´n con funcio´n objetivo f(w), de-
finida sobre el dominio Ω ⊆ Rd limitido por k restricciones gi(w) ≤ 0, se define la
funcio´n lagrangiana como:
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donde los distintos αi se denominan multiplicadores de Lagrange y deben tener
valores no negativos.
A los multiplicadores de Lagrange tambie´n se les denomina variables duales,
que indica la importancia de cada restriccio´n, a mayor valor, ma´s dif´ıcil es cumplir
la restriccio´n. A partir de la funcio´n lagrangiana se puede definir el problema dual
de la siguiente forma:
ma´x W (α) = ı´nf
w∈Ω
L(w, α),
s.a. αi ≥ 0.
El intere´s del problema dual es que puede ser ma´s sencillo de resolver que el
primal y, bajo ciertas condiciones, al resolverlo se puede obtener una solucio´n del
problema primal asociado.
Teorema 4. (Dualidad de´bil)
Sea w ∈ Ω una solucio´n factible del problema primal y α una solucio´n factible del
problema dual, entonces W (α) ≤ f(w).
∗ Demostracio´n:
W (α) = ı´nf
v∈Ω
L(v, α) ≤





Como w y α son factibles (del problema primal y dua respectivamente), entonces
el sumatorio de las restricciones tiene que ser una cantidad negativa ya que las
funciones gi(w) sera´n negativas y los αi positivos.

Por tanto, de este teorema podemos sacar dos conclusiones:
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1. El valor del problema dual esta´ acotado superiormente por el primal:
sup{W (α) : αi ≥ 0} ≤ ı´nf{f(w) : g(w) ≤ 0}
2. Si f(w∗) = W (α∗), respeta´ndose las restricciones gi(w∗) ≤ 0 y αi ≥ 0,
entonces w∗ y α∗ son, respectivamente, las soluciones factibles del problema
primal y dual.
A continuacio´n vamos a ver el teorema de Kuhn-Tucker que indica las condi-
ciones que deben cumplirse para poder resolver un problema primal gracias al dual.
Teorema 5. (Teorema de Kuhn-Tucker)
Sea un problema de optimizacio´n primal, donde tanto el dominio Ω como f son
convexas y las restricciones gi son funciones lineales, las condiciones necesarias y





∗) = 0, i = 1, ..., k,
gi(w
∗) ≤ 0, i = 1, ..., k,
α∗i ≥ 0, i = 1, ..., k.
Al conjunto de todas estas condiciones se les denomina condiciones de Karush-
Kuhn-Tucker o condiciones KKT. En caso de cumplirse, estamos garantizando que
el valor en los o´ptimos del problema primal y dual coinciden (f(w∗) = W (α∗)), ya
que todos los sumandos an˜adidos a la funcio´n lagrangiana ser´ıan iguales a cero.
La segunda condicio´n de las KKT, es decir, α∗i gi(w
∗) = 0 se denomina condi-
cio´n complementaria. Esta condicio´n indica que para las restricciones gi activas
(aquellas que valen exactamente cero) su multiplicador de Lagrange puede ser ma-
yor o igual que cero; sin embargo, para las inactivas (valen estrictamente menor
que cero) el multiplicador asociado debe ser exactamente cero. Esto determina una
propiedad muy importante de las SVM como es la dispersio´n de la solucio´n.
En la pra´ctica, partiendo del problema primal, se transforma en el dual igualan-
do a cero las derivadas parciales de la funcio´n lagrangiana respecto de las variables
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primales y sustituyendo las relaciones obtenidas de nuevo en la funcio´n lagrangiana.
De esta forma, la funcio´n dual va a contener como variables los multiplicadores de
Lagrange y la tenemos que maximizar teniendo en cuenta que dichos multiplica-
dores deben ser no negativos. Si se cumplen todas las condiciones KKT, entonces
al resolver el problema dual se tendra´ resuelto tambie´n el primal.
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En este cap´ıtulo, se va a aplicar el desarrollo teo´rico que se ha visto en cap´ıtulos
anteriores, de SVM y Me´todos Kernel, a un caso concreto que podr´ıa ser real. Para
ello, vamos a utilizar una base de datos esta´ndar, pero el estudio no cambiar´ıa si
esa base hubiese sido de datos reales. El objetivo va a ser el mismo que se expuso
al desarrollar la teor´ıa, es decir, se parte de un conjunto de datos que van a estar
separados en dos clases distintas, de forma que, se pretende construir el clasificador
que separe las clases y, adema´s, que sea el que mejor clasifique nuevos individuos.
La base de datos que se va a utilizar para realizar el estudio, es la base de
datos de diagno´stico de ca´ncer de mama de Wisconsin. Esta base de datos esta´
formada por 569 muestras y 32 atributos, que son reales, de las cuales una es el
nu´mero ID y otra es el diagno´stico de si el tumor es benigno o maligno. Luego, en
realidad, de los 32 atributos para el estudio no va a influir el ID. Para visualizar
la forma que va a tener el conjunto de datos, se va a tomar, por ejemplo, las 5




Figura 3.1: Conjunto de datos de las 5 primeras muestras y los 5 primero atributos,
sin contar con ID.
Figura 3.2: Se visualiza el conjunto de datos en forma de gra´fica. Tomando en este
caso tambie´n las 5 primeras muestras y atributos.
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Los atributos se va a separar en dos matrices, que llamaremos X e Y. Por un
lado, la matriz X tiene los atributos quitando el nu´mero ID y el diagno´stico del
tumor, es decir, es una matriz de 569 filas y 30 columnas. Por otro lado, Y que en
realidad es un vector, de 569 filas, nos da las clases de las muestras, ya que es el
atributo del diagno´stico del tumor. De forma que, si el tumor es benigno la variable
Y de esa muestras concreta vale 1 y si es maligno vale 0. En particular, en dicha ba-
se de datos se tienen 212 muestras de tumores malignos y 357 de tumores benignos.
Sin embargo, para realizar el estudio, nos interesa dividir la base de datos en
dos y de esta forma tener el conjunto de entrenamiento, a partir del cual se ge-
nera el clasificador, y el conjunto test, que van a ser los nuevos individuos que
se pretenden clasificar correctamente mediante el clasificador. Esto se va a hacer
de manera aleatoria utilizando el comando train test split y fijando una semilla
para que siempre tome los mismos conjunto. De esta forma, se toma el 80 % de las
muestras para el conjunto de entrenamiento y el 20 % para el conjunto test. En
definitiva, el conjunto de entrenamiento, que se denota por (x, y), esta´ formado
por 455 de las 569 muestras, mientras que el conjunto test, (xtest, ytest), lo forman
las 114 muestras restantes.
Con todo ello, se tiene lo necesario para comenzar la construccio´n del clasifica-
dor y el estudio del mejor clasificador para dicho conjunto de datos. Para realizar
el estudio de los clasificadores se va a seguir siempre el mismo procedimiento: pri-
mero, entrenamos el clasificador con el conjunto de entrenamiento, seguidamente
predecimos las y del conjunto de entrenamiento y, por u´ltimo, predecimos las y del
conjunto test calculando la bondad del modelo.
3.1. Kernel lineal
Como se menciono´ anteriormente, en primer lugar, se va a construir el clasifi-
cador que entrenamos con el conjunto de entrenamiento (x, y).
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Figura 3.3: Construccio´n del clasificador mediante SMV utilizando el kernel lineal,
que seguidamente entrenamos con el conjunto x.
Seguidamente, se predicen las y del conjunto x, que denotaremos por y pred.
Se sabe que del conjunto de entrenamiento 291 muestras son tumores benignos y
164 malignos, en cambio la y pred nos ha salido que tiene 298 tumores benignos
y 157 malignos. Con lo que se deduce que va a haber muestras que el clasificador
no predice correctamente su clase de pertenencia. Para ello, vamos a realizar un
estudio para saber la bondad de ajuste del modelo.
Figura 3.4: Comando accuracy score para ver bondad del modelo.
El comando accuracy score calcula la precisio´n del clasificador para dicho con-
junto. Este para´metro lo que indica es que el modelo ha acertado en un 96, 26 % en
la clasificacio´n de las muestras del conjunto de entrenamiento. Asimismo, podemos
visualizar la matriz de confusio´n (y la matriz de confusio´n normalizada), que nos
da un recuento de los verdaderos benignos, falsos benignos, verdaderos malignos y
falsos malignos, en nuestro caso.
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Figura 3.5: A la izquierda la matriz de confusio´n y a la derecha la matriz de
confusio´n normalizada.
Gracias a la matriz de confusio´n se puede decir que de los 164 tumores malig-
nos que hay en el conjunto de entrenamiento, 152 los ha predicho correctamente y
los 12 restantes ha predicho que son tumores benignos (siendo malignos), mientras
que de los 291 tumores benignos, 286 los ha clasificado correctamente y 5 los ha
clasificado en la clase de los tumores malignos siendo benigno. Luego, el 93 % de
los tumores malignos y el 98 % de los benignos han sido clasificados correctamen-
te mediante el kernel lineal. Adema´s, el error cuadra´tico medio sale un valor de
0.0373626.., que es un valor muy cercano a 0 con lo que podemos deducir que
el clasificador utilizando un kernel lineal es bastante bueno para el conjunto de
entrenamiento.
Se va a ver tambie´n una tabla que resume los resultados de bondad del modelo
para cada clase. El comando precision calcula la presicio´n, que es la habilidad del
clasificador de no etiquetar como 0 una muestra que es de la clase 1 y viceversa (el
mejor valor es 1 y el peor valor es 0). El comando recall calcula la memoria, que es
la habilidad del clasificador para encontrar todas las muestras de una clase, (donde
el mejor valor vuelve a ser 1 y el peor es 0). El f1 score calcula la puntuacio´n f1,
que se puede interpretar como un promedio ponderado de precisio´n y memoria, en
el que la contribucio´n relativa de ambas son iguales (alcanza su mejor valor en 1
y su peor valor en 0).
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Figura 3.6: Resumen de la precisio´n, memoria y puntuacio´n f1 para cada clase.
Ahora, se va a realizar el mismo procedimiento pero para predecir los nuevos
individuos del conjunto test (que son los que se buscan que este´n correctamen-
te clasificados), utilizando el clasificador que hemos entrenado con el conjunto de
entrenamiento, que se va a denotar por ytest pred. De esta manera, se obtiene
que 67 de ellos se clasifican en la clase de los tumores benignos y 47 en la de los
malignos. Mediante el comando accuracy score se tiene que el modelo ha acertado
un 97, 37 % en la clasificacio´n de los individuos del conjuntos test. En este caso, la
matriz de confusio´n va a ser la siguiente,
Figura 3.7: Matriz de confusio´n y matriz de confusio´n normalizada.
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de la cual se tiene 46 y 65 de los tumores malignos y benignos esta´n clasificados
correctamente, es decir, el 96 % y 98 % respectivamente. Con un error cuadra´tico
medio de 0.026315.., luego se puede concluir el estudio del clasificador utilizando
un kernel lineal diciendo va a ser muy bueno para clasificar nuevos individuos en
el conjunto de datos con el que se esta´ trabajando.
Figura 3.8: Resumen de la precisio´n, memoria y puntuacio´n f1 para cada clase del
conjunto test.
3.2. Kernel gaussiano
En esta seccio´n, se van a seguir los mismos pasos que se realizaron al hacer el
estudio del clasificador utilizando un kernel lineal, pero en este caso se va a utilizar
el kernel gaussiano. Por consiguiente, comenzamos construyendo el clasificador y
entrenarlo con el conjunto x (de entrenamiento).
Figura 3.9: Construccio´n del clasificador mediante SMV utilizando el kernel RBF,
que seguidamente entrenamos con el conjunto x.
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Seguidamente, predecimos la y del conjunto de entrenamiento, y se obtiene
que hay 291 muestras de la clase de los tumores benignos y 164 de los tumores
malignos. Estos nu´meros coinciden con los que realmente hay por clase (como ya
se nombro´ anteriormente), lo que no se sabe es si ha sido coincidencia o porque
realmente ha clasificado correctamente el 100 % de las muestras. Para despejar
esta inco´gnita, calculamos el para´metro accuracy score que sale 1, lo que quiere
decir que ha acertado el 100 %. Por tanto, este modelo va a ser a priori el modelo
hipote´tico. De ah´ı que el error cuadra´tico medio sea 0 y la matriz de confusio´n
tenga la siguiente forma,
Figura 3.10: Matriz de confusio´n y matriz de confusio´n normalizada.
Figura 3.11: Resumen de la precisio´n, memoria y puntuacio´n f1 para cada clase.
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Igualmente, se va a predecir los nuevos individuos del conjunto test utilizando
dicho clasificador, que se va a denotar por ytest pred1. De tal modo se obtiene que
114 se clasifican en la clase de los tumores benignos y ninguno en la clase de los
malignos, con lo que acierta el 57, 89 % y se tiene la matriz de confusio´n:
Figura 3.12: Matriz de confusio´n y matriz de confusio´n normalizada del conjunto
test.
El error cuadra´tico medio es de 0,42105.., que ya no es un punto tan cercano a
0, lo que evidencia que este modelo no va a ser bueno a la hora de clasificar nuevos
individuos.
Figura 3.13: Resumen de la precisio´n, memoria y puntuacio´n f1 para cada clase.
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En definitiva, una vez realizado el estudio de ambos modelos, se pueden com-
parar los resultados con el objetivo de saber que modelo va a ser ma´s eficiente para
el conjunto de datos que se esta´ estudiando. En primer lugar, se van a comparar
mediante un histograma los resultados obtenidos para el conjunto de entrenamien-
to y, en segundo lugar, los obtenidos para el conjunto test. En dicho histograma
los resultados utilizando el clasificador con kernel lineal van a aparecer en azul,
mientras que los que utilizan el kernel gaussiano aparecen en verde.
Figura 3.14: Comparacio´n de las puntuaciones del conjunto de entrenamiento uti-
lizando el clasificador linear frente a rbf (gaussiano).
Figura 3.15: Comparacio´n de las puntuaciones del conjunto test utilizando el cla-
sificador linear frente a rbf (gaussiano).
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Por consiguiente, cabe destacar que aunque aparentemente parece que el cla-
sificador utilizando el kernel gaussiano va a ser el modelo ma´s eficiente, se puede
observar como no clasifica bien ninguna muestra que pertenece a la clase de los
tumores malignos.
3.3. Conclusio´n
Como se menciono´ anteriormente, la idea central no solo es buscar el clasifi-
cador que separe las clases sino que sea el que mejor clasifique nuevos individuos.
En otras palabras, se busca que ante nuevos individuos, el clasificador sea un buen
predictor. De esta manera, nos vamos a fijar en el error que comete un modelo
sobre el conjunto test y no sobre el conjunto de entrenamiento, para ver la bondad
del modelo. Podemos agrupar los datos sobre lo errores cuadra´ticos medios obte-
nidos en una tabla1 de la siguiente forma,
Tabla de error cuadra´tico medio
Conjunto de entrenamiento Conjunto test
Modelo lineal 0,04 0,03
Modelo gaussiano 0 0,42
En realidad que haya un error bajo sobre el conjunto de entrenamiento es indicio
de posible sobreajuste. Por tanto, para este caso concreto de conjunto de datos, el
kernel gaussiano tiene un gran problema de sobreajuste ya que el hecho de que cla-
sifique correctamente el 100 % de los datos del conjunto de entrenamiento no nos
asegura que sea una buena herramienta predictiva (en tal caso, el error cuadra´tico
medio es 0.42 que es bastante alto). El indicador que nos da la clave para saber
cua´l de los dos es mejor herramienta de clasificacio´n es el error cuadra´tico medio
sobre el conjunto test.
En contra de lo que cab´ıa esperar, el modelo utilizando el clasificador lineal tie-
ne un error cuadra´tico medio mucho menor que el modelo utilizando el clasificador
1En la tabla los errores esta´n redondeados a dos decimales.
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gaussiano. Por lo que podemos concluir que el mejor me´todo para este problema
de aprendizaje es el clasificador lineal.
Conviene puntualizar que estas conclusiones son relativas para el conjunto de
entrenamiento concreto que estamos utilizando, sino los resultados cambiar´ıan. En
resumen, para estos datos de ca´ncer de mama, el modelo con clasificador lineal va




Con este trabajo de fin de grado se ha intentado dar evidencia de la gran im-
portancia de los fundamentos matema´ticos y su estudio para resolver problemas
reales de la vida cotidiana y, en particular, de los problemas de clasificacio´n que
nos podemos encontrar. Desde problemas de clasificacio´n de vinos, plantas, hasta
problemas en el a´mbito de la medicina, como es el caso de clasificacio´n de mamo-
graf´ıas.
De la misma forma que se ha realizado el estudio de separar la clase de los
tumores benignos y malignos de una base esta´ndar, se podr´ıa haber utilizado una
base creada mediante pacientes concretos del hospital, ya que el estudio que se
tendr´ıa que realizar seguir´ıa los mismos pasos que se han realizado en el trabajo.
Adema´s, se podr´ıa haber tomado un caso en el que la clasificacio´n no fuese binaria,
en otras palabras, se podr´ıa haber tomado una base de datos que la clasificacio´n
fuera en 3 o ma´s clases.
En conclusio´n, se podr´ıa seguir profundizando acerca de este tema utilizando
otros me´todos kernel apropiados para ciertos datos concretos, estudiando las dife-
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