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1 Introduction
Assume Q is a simply-laced Dynkin graph, and g is the corresponding simple
Lie algebra. Let U+q be the plus part of the quantized enveloping algebra
of g. It has the PBW type basis which is important in the study of U+q .
But the the PBW type basis is dependent of the orientation we choose for
Q. In [L1], Lusztig defined the canonical basis of U+q . Later, the canonical
basis was extended to general case by Lusztig in [L3] and independently by
Kasiwara in [K] called crystal basis. The canonical basis is parameterized
by the irreducible components of the nilpotent variety of the preprojective
algebra of Q [L2, KS] and is independent of the orientation we choose for Q
and has a lot of good properties. When q limits to 1, we get the canonical
basis of U+, the plus part of enveloping algebra of g. In [L4], Lusztig defined
another basis of U+ called semicanonical basis. The semicanonical basis
doesn’t coincide with the canonical basis in general, but they share some
common properties. For example, they are compatible with various filtrations
of U+, compatible with the canonical antiautomorphism of U+ and projects
to a basis of irreducible modules. It is known that the matrix between the
PBW basis and the canonical basis is upper triangular unipotent (implicit
in the proof of the existence of canonical bases of Lusztig in [L1]). So we
may ask wether the assertion is true for semicanonical basis? In this paper
we show the answer is positive for a special PBW basis of type An. That is
Theorem 1.1. Let g be sln(C) and U+ be the universal enveloping alge-
bra of the positive part of g. We choose the linear orientation
−→
An for the
Dynkin graph An of g. Let {fM}M∈Rep(−→An,V ) and {PM}M∈Rep(
−→
An,V )
be the
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semicanonical basis and the PBW basis of U+V . Then, fM =
∑
M≤degN
aNPN
and aM = 1.
The same question was investigated for simply-laced Dynkin type in [BK].
Here we want to use the representations of quivers to understand it, and our
method is very different and more direct.
This paper is organized as follows: in section 2, we recall the definition
and some facts about the semicaonical basis; in section 3, we make some
preparations and then prove our main result.
Acknowledgements The authors would like to thank professor Jan.Schro¨er
for answering a lots of questions and pointing the paper of P.Baumann and
J.Kamniter. The authors also would like to thank professor K.Bongartz to
provide the proof of lemma 3.3 and lemma 3.4 below.
2 Preliminary
2.1 Enveloping algebra
Let Q be a simply-laced Dynkin graph and Q0 be the set of vertices. Let aij
be the minus number of the edges connecting the vertices i and j if i 6= j
and aii = 2. Then we get a Cartan datum. The algebra U
+ is the associative
algebra over C generated by {ei}i∈Q0 with Serre relations
∑
p,q∈N;p+q=−aij+1
(−1)p
epi
p!
ej
eqj
q!
= 0
for i 6= j.
3
Let V =
⊕
i∈Q0
Vi be aQ0-graded vector space. We write |V | =
∑
i dimVii ∈
N[Q0]. Let U
+
V be the subspace of U
+ generated by the monomials ei1ei2 · · · ein
for various sequence i1, i2, · · · , in in which i appears dimVi times for any
i ∈ Q0. This gives a grade of U
+.
2.2 Preprojective algebra
We choose an orientation for Q, then Q = (Q0, Q1) became a Dynkin quiver
of ADE type, where Q0 is the set of vertices and Q1 is the set of arrows.
Given an arrow α, we denote by s(α) the start point of α and by t(α) the
end point of α. Let Q be the double quiver of Q, which is obtained from
Q by adding an arrow α∗ : j → i whenever there is an arrow α : i → j in
Q. Let Q∗1 = {α
∗|α ∈ Q1} and Q1 = Q1 ∪ Q
∗
1. The preprojective algebra
associated with Q is defined as
Λ = ΛQ = KQ/(ci)i∈Q0
where ci is the relation
ci =
∑
α∈Q1,s(α)=i
(α∗α)
and KQ is the path algebra of Q. Note that the preprojective algebra is
independent of the orientation of Q.
2.3 Representation variety
Given a quiver Q, let V =
⊕
i∈Q0
Vi be a Q0-graded vector space. Let
Rep(Q, V ) =
∏
h∈Q1
Homk(Vs(h), Vt(h)) be the representation variety of the
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quiver Q. There is an action of algebraic group GV =
∏
i∈Q0
GL(Vi) on
Rep(Q, V ) which is defined by g · x = (gt(h)xhg
−1
s(h)). Let M ∈ Rep(Q, V ),
we denote OM the orbit of M under the action of GV . We denote by
ΛV the nilpotent variety of the preprojective algebra Λ, that is the ele-
ments (xh) of Rep(Q, V ) satisfying: (1) for all i ∈ Q0,
∑
h∈Q1,s(h)=i
xh∗xh =∑
h∈Q1,t(h)=i
xhxh∗ ; (2) there is an integer N such that for any sequence
h1, h2, · · · , hn with n ≥ N in Q1, the xhn · · ·xh2xh1 is zero. There is a func-
tor πQ from ΛV to EQ which sends xh to xh when h ∈ Q1 and to zero when
h ∈ Q∗1.
For Dynkin case, it was proved that ΛV is just all the Λ-modules with
underlying vector space V in [L3]. Let Irr ΛV be the set of the irreducible
components of ΛV . It is known that every element of Irr ΛV is of the form
π−1Q (OM) where M is the element of Rep(Q, V ) and π
−1(OM) means the clo-
sure of π−1Q (OM) in the variety ΛV [L3]. So we denote the irreducible compo-
nent of ΛV by ZM where M means an isomorphism class in Rep(Q, V ). The
affine space Rep(Q, V ) is a subset of ΛV and it is an irreducible component
of ΛV .
Let
ΛV,i,p = {(xh) ∈ ΛV | codimVi(
∑
h∈Q1,t(h)=i
Im (xh : Vs(h) → Vi)) = p}.
For i ∈ Q0 and Z ∈ Irr ΛV , there is a unique p such that ΛV,i,p ∩ Z is
open dense in Z. Set ti(Z) = p. This is a function from Irr ΛV to N
defined by Lusztig in [L4]. Similarly, for M ∈ Rep(Q, V ), we define ti(M) =
codimVi(
∑
h∈Q1,t(h)=i
Im(xh : Vs(h) → Vi)).
Let x ∈ ΛV,i,p. Then there is a unique subrepresentation x
′ of x such that
5
x′ ∈ ΛV ′,i,0, where |V | = |V
′|+ pi. This was proved in [L4, 12.5].
2.4 Semicanonical basis and PBW basis
A subset of an affine variety is called constructible if it is a finite union of
locally closed subsets. A function from an affine variety to a vector space
is called constructible if the image set is finite and the converse image of a
point is a constructible subset.
Let M˜V be the vector space of constructible functions from ΛV to C which
is constant on the same orbit and let M˜ =
⊕
V M˜V . Then M˜ becomes an
associative algebra under the product ∗ defined below. Let |V | = |V ′|+ |V ′′|,
f ∈ M˜V ′, g ∈ M˜V ′′ and x ∈ ΛV , define
(f ∗ g)(x) =
∫
x′′
f(x/x′′)g(x′′)
where x′′ is the subrepresentation of x with underlying vector space V ′′.
We denote by Si the simple representation corresponding to vertices i
and 1i the function which maps OSi to 1. Let M be the subalgebra of M˜
generated by {1i}, then there is an algebra isomorphism Φ between M and
U+ which sends 1i to ei [L3, 12.13].
Let f ∈ M˜. For each ZM ∈ Irr ΛV , there is a unique c ∈ Q such that
f−1(c) ∩ ZM contains an open dense subset of ZM . We denote the function
sending f to c by ρZM .
Theorem 2.1 (Lusztig). Let Z ∈ Irr ΛV. There exists f ∈ MV such that
ρZ(f) = 1 and ρZ′(f) = 0 for any Z
′ ∈ Irr ΛV−{Z}. This is a basis of MV .
The basis {fZ} is called the semicanonical basis of MV and its image
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under Φ is called the semicanonical basis of U+V [L4]. We will identify them
from now on and denote them both by BV . Then B = ∪VBV is called
the semicanonical basis of U+. For the Dynkin case, we also write {fM}
for {fZM}. Although the semicanonical basis is independent of the choice
of orientation of the quiver, the parametrization of the semicanonicl basis
depents on, thus our denotation can’t lead to misunderstanding.
For a Dynkin quiver Q, Ringel showed that the algebra U+ has a basis
parameterized by the isomorphism classes of representations of the quiver,
which is called PBW basis and we denote it by {PM}, see [S]. In [GLS, 5.9],
Geiß, Leclerc and Schro¨er describe them in M:
Lemma 2.1. Let O be a GV -orbit in Rep(Q,V). There exists a unique
KO ∈ M whose restriction to Rep(Q,V) is the characteristic function of
O. The collection of all KO ∈ M where O runs through all GV -orbit in
Rep(Q,V) is equal to Φ−1({PM}) ∩M.
In other words, we can identify the elements of PBW basis with the
characteristic functions of the orbits in Rep(Q, V ).
2.5 Some geometry of representations of finite dimen-
sional algebras
This subsection is just a copy of the material in [B1].
Let A be a finite dimensional associated k-algebras with basis a1 =
1, · · · , an. We have the corresponding structure constants aijk defined by
aiaj =
∑
aijkak. The affine variety Mod
d
A of d-dimensional A-modules is
given by the n-tuples m = (m1, · · · , mn) of d × d-matrices such that mi
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denotes the action of ai and they satisfy mimj =
∑
aijkmk for all i and
j. Let Gld(k) be the d
2 dimensional general linear group which acts on
ModdA by conjugation. The orbits correspond to the isomorphism classes of
d-dimensional modules.
Let r, t and s = r + t be three natural numbers. Let U be an irreducible
subvariety of ModrA and V be an irreducible subvariety of Mod
t
A. The space
of 1-cocycles is the tuples z = (0, z2, · · · , zn) in k
r×t such that
∑
aijkzk =
uizj+zivj holds for all i and j. Thus Z(v, u) is the set of solutions of a system
of homogeneous linear equations whose coefficients depend polynomially on
the entries of u and v. Therefore, the map (v, u) → dimZ(v, u) is upper
semi-continuous. Let B(v, u) be the subspace of coboundaries which is the
image of the linear map from kr×t to Z(v, u) sending h to the tuple with the
ith entry hvi − uih. Because Ext
1
A(V, U) = Z(V, U)/B(V, U), we have
dim Z(V, U) = dim Ext1A(V, U) + dim B(V, U) (2.1)
= dim Ext1A(V, U)− dim HomA(V, U) + rt. (2.2)
Thus dimZ(V, U) is constant if and only if dim Ext1A(V, U)−dim HomA(V, U)
is. In this case, we have a vector bundle
p : L → U × V
with irreducible total space
L =



 u z
0 v

∣∣∣∣u ∈ U , v ∈ V, z ∈ Z(v, u)

 .
The image L′ of the conjugation
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Gls ×L →Mod
s
A
is the irreducible constructible set of all extensions of some V in V by some
U in U .
3 Main result
In this section we set g = sln+1(C), then the Dynkin graph of g is of type A.
Let
−→
An be the quiver as follows:
1 // 2 // · · · // n− 1 // n .
Let Λ be a finite dimensional algebra and M,N ∈ mod Λ. We say M
degenerate to N and denote by M ≤deg N , if ON ⊂ OM . This is a partial
order of Rep(V,Q), see [B1]. There is also another partial order ≤ define as
follows. M ≤ N if and only if dim Hom(M,L) ≤ dim Hom(N,L) for any
Λ-module L. In general, we can deduce M ≤ N from M ≤deg N , and the
converse is not true. But for direct algebras, especially path algebras, ≤ and
≤deg are equivalent, see [B2].
Let A = k
−→
An be path algebra of
−→
An over an algebraic closed field k, then
the elements of Rep(
−→
An, V ) can be viewed as A-modules and we will not
distinguish them.
Lemma 3.1. tn(ZM) = tn(M)
Proof. Since n is the sink point of
−→
An, it is the source point of
−→
An
op. For any
M ′ ∈ π−1(OM),
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ti(M
′) = codim(Im(xh : Vn−1 → Vn)) = ti(M)
So ΛV,n,tn(M) ∩ ZM contains π
−1(OM) and must contain an open dense
subset. So tn(Zm) = tn(M).
Lemma 3.2. If ti+1(M) = 0, then ti(ZM) = ti(M)
Proof. The local part of M looks as follows
Vi−1
xh1
,,
xh∗
1
ll Vi
xh2 ,,
xh∗
2
ll Vi+1 .
Let M ′ ∈ π−1(OM). By the relation of preprojective algebras, we have
xh1xh∗1 + xh∗2xh2 = 0. Since xh2 is surjective, we deduce Imxh∗2 ⊂ Imxh1 . By
the definition, ti(M
′) = codim(Imxh1) = ti(M). So ΛV,i,ti(M) ∩ ZM contains
π−1(OM) and must contain an open dense subset. So ti(ZM) = ti(M).
The following two lemmas are proved by K.Bongartz and they hold for
any Dynkin quivers not only our choice.
Lemma 3.3. Let M be an A-module and S a simple A-module. Set Sm =
⊕mi=1S. Let T be the set of all the A-modules N such that there is an exact
sequence 0 → M → N → Sm → 0. Then there is a module L such that all
the other modules in T is a degeneration of L .
Proof. Let r be the total dimension of M and let t be the total dimension of
Sm and set s = r+ t. Now, we take for U the orbit of M and for V the orbit
of Sm in section 2.5. Then L′ is irreducible because the space of cocycles has
constant dimension for obvious reasons (formula (2.2)). Since the irreducible
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set L′ is a finite union of orbits - A is representation-finite - there is a dense
orbit. This is the wanted module L.
We call the module L in the lemma the generic extension of Sm by M .
Lemma 3.4. Let U ≤deg W . Set S is a simple A-module and S
m = ⊕mi=1S
and there is an exact sequence 0 → W → N → Sm → 0, then there is an
exact sequence 0→ U → M → Smi → 0 such that M ≤deg N .
Proof. We take for U the closure of the orbit of U and for V the orbit of Sm
again, then W ∈ U and N ∈ L. because A is hereditary, dim Ext1A(V, U) −
dim HomA(V, U) is determined by the dimension vectors of V and U , then
the space of cocycles has constant dimension. Again there is a dense orbit in
L′ because L′ is a finite union of orbits. Call this module M . The orbit of
M is open and so is its non-empty intersection F with L. Since the bundle-
projection p from L to U is an open map and since U is irreducible, the
image p(F ) and the orbit of U ( which is open in U ) intersect. Then M is
an extension of Sm by U . Thus M is the wanted module.
Let ZM ∈ Irr ΛV and ti(Z) = p. Then Z = ZM ∩ ΛV,i,p ∈ Irr ΛV,i,p.
Given x ∈ Z, there is a unique submodule x′ of x such that x/x′ ∼= S
p
i .
Denote the orbit of x′ by O(x), then Z ′ = ∪x∈ZMO(x) ∈ Irr ΛV ′,i,0 and
Z = {x ∈ ΛV,i,p|O(x) ∈ Z
′}. This gives a bijection between Irr ΛV,i,p and
Irr ΛV ′,i,0, see [L4, 2.3]. The closure of Z
′ in ΛV ′ is an irreducible component
of ΛV ′ and can be written as ZM ′. It is obvious that M
′ is a submodule of
M , and M/M ′ ∼= S
p
i .
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Lemma 3.5. Let M be an A-module with ti(M) = m, ti+1(M) = 0. Set
ZM ′ ∈ Irr ΛV′ with ti(ZM ′) = 0 corresponding to ZM . Then M is the generic
extension of Smi by M
′.
Proof. By Lemma 3.2, ti(ZM) = ti(M) = m. By the description above, M
is an extension of Smi by M
′. Now ti+1(M) = 0 means that M is the generic
extension and we will explain the reasons.
Let M ′ be the representation with the local part of i as follows:
Vi−1
x1 // Vi
x2 // Vi+1 ,
Then any extension N of M ′ by Smi is of the form
Vi−1
(
x1 0
)
// Vi ⊕ V
′
i

 x2
x′2


// Vi+1 .
If ti+1(N) = 0, then rank
(
x2
x′
2
)
= dimVi+1. If
(
x2
x′′
2
)
is another matrix
with rank dimVi+1, then we can find an invertible matrix
(
I 0
h2 h3
)
such
that
(
I 0
h2 h3
)(
x2
x′′
2
)
=
(
x2
x′
2
)
. So we have the communicative diagram
Vi−1
(
x1 0
)
//
id

Vi ⊕ V
′
i

 x2
x′
2


//

 I 0
h2 h3



Vi+1
id

Vi−1
(
x1 0
)
// Vi ⊕ V
′
i

 x2
x′′
2


// Vi+1
.
Then it is easy to see that under the sense of isomorphism, there is only
one extension N of Smi by M
′ such that ti+1(N) = 0.
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For any extension L of Smi by M
′ with ti+1(L) > 0, we have 0 =
dim HomA(M,Si) < dim HomA(L, Si). So L can’t degenerate to M . By the
existence of generic extension of Lemma 3.3., we see that M is the generic
extension.
Lemma 3.6. Let M be an A-module with ti(M) = m > 0, ti+1(M) = 0. Set
ZM ′ ∈ Irr ΛV′ with ti(ZM ′) = 0 corresponding to ZM . Then f˜M = 1Smi ∗ PM ′
can be written as the linear combination of {PN}M≤degN and the coefficient
of PM is 1.
Proof. By the definition of f˜M , f˜M(N) 6= 0 if and only if there is an exact
sequence 0 → M ′ → N → Smi → 0. By Lemma 3.5, M is the generic
extension of Smi by M
′, So M ≤deg N . Then by Lemma 2.1, f˜M = 1Smi ∗PM ′
can be written as the linear combination of {PN}M≤degN . It is obvious that
f˜M(M) = 1, so the coefficient of PM is 1.
Lemma 3.7. Let M be an A-module with ti(M) = m > 0, ti+1(M) = 0. Set
ZM ′ ∈ Irr ΛV′ with ti(ZM ′) = 0 corresponding to ZM . Let M
′ ≤deg M
′′, then
1Smi ∗ PM ′′ can be written as the linear combination of {PN}M≤degN .
Proof. 1Smi ∗ PM ′′(N) 6= 0 if and only if N is an extension of S
m
i by M
′′. By
Lemma 3.4, M ≤deg N because M is the generic extension of S
m
i by M
′.
Then the lemma follows from lemma 2.1.
LetM be an A-module. Assume 0 ⊂Mk ⊂Mk−1 ⊂ · · · ⊂M1 ⊂M0 = M
is a submodule flag of M such that M/M1 ∼= S
m1
i1
,Mj/Mj+1 ∼= S
mj
ij
and for
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every 1 ≤ j ≤ k − 1, Mj is the generic extension of S
mj
ij
by Mij+1 . We call
such a flag generic flag and denote it by (M,Sm1i1 , · · · , S
mk
ik
). If Mk = S
mk
ik
,
we say the flag is total.
Lemma 3.8. Let M be an A-module and (M,Sm1i1 , · · · , S
mk
ik
) be any generic
flag of M . If ρZN (1sm1i1
∗ · · · ∗ 1smkik
∗ fMk) 6= 0, then M ≤deg N .
Proof. If dimM = 1 or M is semisimple, it is easy to check. Now, assume
the assertion is true for all L such that dimL < dimM or M ≤deg L and
assume that M 
deg N
Set tik+1(Mk) = mk+1 > 0, tik+1+1(Mk) = 0 and ZMk+1 ∈ Irr ΛVk+1 with
tik+1(ZM ′) = 0 corresponding to ZMk , then Mk is the generic extension of
S
mk+1
ik+1
by Mk+1 by lemma 3.5. By the construction of Lusztig [L4, the proof
of Lemma 2.2], we have
fMk = 1Smk+1ik+1
∗ fMk+1 −
∑
ZL∈Irr(ΛV ),ti(ZL)>m
ρZL(1Smk+1ik+1
∗ fMk+1)fL.
By the induction hypothesis,
1sm1
i1
∗ · · · ∗ 1smkik
∗ fMk = 1sm1i1
∗ · · · ∗ 1smkik
∗ (1
s
mk+1
ik+1
∗ fMk+1
−
∑
Mk+1≤degX
aXfX)
= 1sm1i1
∗ · · · ∗ 1smkik
∗ 1
s
mk+1
ik+1
∗ fMk+1
−1sm1i1
∗ · · · ∗ 1smkik
∗
∑
Mk≤degX
aXfX ,
where aX = ρZX (1Smk+1ik+1
∗ fMk+1).
We set (X,Sm1i1 , · · · , S
mk
ik
) is the generic flag of X with 0 ⊂ X ⊂ Xk−1 ⊂
· · · ⊂ X1 ⊂ X .
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By lemma 3.4, we have M ≤deg X . Thus X 
deg N . By hypothesis,
ρZN (1sm1i1
∗· · ·∗1smkik
∗
∑
Mk+1≤degX
aXfX) = 0. So, we have ρZN (1sm1i1
∗· · ·∗1smkik
∗
1
s
mk+1
ik+1
∗fMk+1) 6= 0. Recursively, we get that ρZN (1sm1i1
∗ · · · ∗1smkik
∗1smnin ) 6= 0,
where (M,Sm1i1 , · · · , S
mn
in
) is a total generic flag of M .
Then there is a dense subset S of ZN such that the value of 1sm1i1
∗ · · · ∗
1smkik
∗1smnin on S is a nonzero constant and π(S) is ON . For any Y ∈ S, there
is a flag 0 ⊂ Yn ⊂ · · · ⊂ Y of Y such that Yj/Yj+1 = S
mj
ij
for all 1 ≤ j ≤ n−1
and Yn = S
mn
in
. we have N also has such a flag because any flag of Y is a flag
of N . Thus M ≤deg N .
Remark 3.1. For our choice of A, any A-module M has a total generic flag.
In fact, there always exists i such that ti(M) = m > 0 and ti+1(M) = 0, then
by lemma 3.5, there is a submodule M ′ such that M is the generic extension
of Smi by M
′. Recursively, we can find a total generic flag of M .
Now we can prove our main theorem.
Theorem 3.1. Let g = sln+1(C) and U+ be the positive part of the uni-
versal enveloping algebra of g. We choose the linear orientation
−→
An for the
Dynkin graph An of g. Let {fM}M∈Rep(−→An,V ) and {PM}M∈Rep(
−→
An,V )
be the sem-
icanonical basis and the PBW basis of U+V . Then, fM =
∑
M≤degN
aNPN and
aM = 1.
Proof. We induct on the dimension of V . If dim V = 1, the result is trivial.
We assume the result is right for dim V ≤ n. For dim V = n + 1, Let
M ∈ Rep(V,Q), we can always find a vertex i such that ti(M) = m > 0 and
ti+1(M) = 0 (just check from n). If M is semisimple, we can easily verify
fM = PM . In fact, we assume M = ⊕i∈Q0S
ri
i . By Lusztig’s construction
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[L4, the proof of Lemma 2.2], fM = 1Srnn ∗ fM ′ where M
′ = M/Srnn , by the
induction we get fM = 1Srnn ∗ · · · ∗ 1Sr11 = PM . So we can assume the theorem
is true for all L such that M ≤deg L.
Set ZM ′ ∈ Irr ΛV ′ with ti(ZM ′) = 0 corresponds to ZM . By the construc-
tion of Lusztig [L4, the proof of Lemma 2.2],
fM = 1Smi ∗ fM ′ −
∑
ZL∈Irr(ΛV ),ti(ZL)>m
ρZL(1Smn ∗ fM ′)fL.
By the induction, fM ′ =
∑
M ′≤degN
′ bN ′PN ′ with bM ′ = 1. From Lemma 3.6
and Lemma 3.7, we get 1Smi ∗ fM ′ =
∑
M≤degN
cNPN with cM = 1. From
Lemma 3.8, we know
∑
ZL∈Irr(ΛV ),ti(ZL)>m
ρZL(1Smn ∗fM ′)fL =
∑
ZL∈Irr(ΛV ),M≤degL,ti(ZL)>m
ρZL(1Smn ∗fM ′)fL.
By the second induction hypothesis, fL can be written as the linear
combination of PL′ where L ≤deg L
′. Because M ≤deg L, we get fM =∑
N≤degM
aNPN and aM = 1.
We can refine the partial order ≤deg to an total order. It is easy to get
the follow Corollary.
Corollary 3.1. Let g = sln+1(C) and U+ be the positive part of the universal
enveloping algebra of g. We choose the linear orientation
−→
An for the Dynkin
graph An of g. Then the matrix between the PBW bases of type
−→
An and the
semicanonical bases is upper triangular unipotent under any order which is
compatible with the partial order ≤deg.
16
4 Example
Let Q and its double quiver Q as follows:
Q : 1 // 2 , Q : 1
β
))
α
ii 2
Set V = V1⊕V2, dimV1 = dimV2 = 2. There are three nonisomormphism
representations in Rep(Q, V ), namely, M1 = 1
2⊕ 22, M2 = 1⊕
1
2
⊕ 2, M3 =
1
2
⊕ 1
2
. We have M1 ≤deg M2 ≤deg M3, so we order them M3 < M2 < M1.
We have
ZM1 = π
−1(OM1) = O 2
1 ⊕1⊕2
∪ O12⊕22 ∪ O 2
1 ⊕
2
1
ZM2 = π
−1(OM2) = O 2
1 ⊕1⊕2
∪ O
2
1 ⊕
1
2
∪ O12⊕22 ∪ O 1
2 ⊕1⊕2
ZM3 = π
−1(OM3) = O 1
2 ⊕1⊕2
∪ O
1
2 ⊕
1
2
∪ O12⊕22
It is easy to calculate the semicanonical basis from the definition:
fM1 =
1
4
(122 ∗ 1
2
1), fM2 =
1
2
(12 ∗ 11 ∗ 11 ∗ 12), fM3 =
1
4
(121 ∗ 1
2
2).
It is easy to see that
fM1 = PM1, fM2 = PM2 + 2PM1, fM3 = PM1 + PM2 + PM3.
So, the matrix between (fM3 , fM2, fM1) and (PM3, PM2, PM1) is upper tri-
angular unipotent.
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