The data cube paradigm has been successfully applied in several domains of the geosciences. In this work we present the results of an analysis conducted in the context of the EU project EUDAT2020. We combined the data cube concept with cloud resources in a specific use case: the computation of the sky view factor of The Netherlands. We report our experience moving from a "traditional" -file-based -approach to a data cube approach to manage and analyse large geospatial datasets. We provide an empirical analysis of the results from a user perspective, discuss possible applications and recommendations.
INTRODUCTION
Geospatial computations often involve big amounts of data. For instance, when the subject of investigation are regions with large extensions and the desired analysis targets high resolutions, the volume of input/output data to handle increases inevitably. Geospatial data are characterised by projections and coordinate reference systems in which the spatial components are encoded. Combining and sub-setting such datasets (even with the same type of observations) might be not straightforward. Those operations demand specific knowledge of underlying details such as reference systems and encodings. As a consequence the management and data manipulation processes can be time consuming and error prone.
Recent developments propose a data cube approach to address those issues. Data cubes offer several improvements and foster the use of standards to interact with geospatial data, e.g. the guidelines of the Open Geospatial Consortium (OGC) [1] . The adoption of standards such as the OGC Web Coverage Service (WCS) and Web Mapping Service (WMS)
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In this paper we describe our experience setting up, populating and using a data cube infrastructure based on Rasdaman [2] . We adopted a data cube to support the processing of elevation data to compute sky view factor (SVF) measurements for The Netherlands with a high resolution. We present results and compare the data cube approach with a "traditional" one where we deal explicitly with the geospatial data management aspects including storage and access. Our focus is on qualitative aspects from a user's perspective rather than on a performance analysis. We use cloud resources for the deployment and executions of the experiments.
The remainder of the paper is organised as follows: in Section 2 we introduce data cubes and their applications; Section 3 describes the use case chosen, while Section 4 provides details about the experimental settings; Section 5 provides an overview of the results achieved and the lessons learned; finally in Section 6 we outline conclusions and future plans.
DATA CUBES AND THEIR APPLICATIONS
Data cubes have gained considerable attention in the Earth Observation community. The value of such infrastructure as a means to provide effective management, access and analysis of large multidimensional datasets is widely recognised. The Datacube Manifesto [3] provides a clear definition of a data cube as a "massive multidimensional array" and it presents the requirements that should be offered by such systems. Building on that definition Strobl et al. identify six main dimensions that characterise data cubes [4] . They refer to Geospatial Data Cube (GDC) to describe a system "based on regularly and irregularly gridded, spatial and/or temporal data with n dimensions (or axes) and characterized by the presence of the 6 faces". Such faces correspond to the features that a GDC enables and are listed below: 1. Parameter Model -describing the semantics of the cube cell; 2. Data Representation -describing how a parameter is discretised and encoded along the axes of the cube; 3. Data Organisation -dealing with the physical arrangement of the discretised parameters; 4. Infrastructure -hosting the data storage units; 5. Access and Analysis -providing functionalities to manipulate the cube via APIs ; and 6. Interoperability -enabling the fusion of different spatial information. The latter depends on the broad adoption of stan-dards that can be fostered by data cubes. Nativi et al. focus on interoperability aspects and propose a view-based model on top of data cubes [5] . Data cubes are also associated with the concept of Analysis Ready Data (ARD) and have been adopted to perform the analysis of large time series (e.g. satellite observations) and to enable real time exploration and visualisations [6] . 
USE CASE
The selection of the use case has been influenced by the following requirements: 1. we want to apply the data cube approach in a real case scenario in order to test the potential improvements with respect to an existing traditional approach; 2. we want to tackle existing issues, for instance concerning scalability, e.g. due to the amount of data to be stored and analysed; and 3. we want to benefit of the data cube features to improve the quality of a product of broad interest within our community, e.g. by including higher resolutions. Following those criteria we decided to compute the sky view factor (SVF) of The Netherlands by ingesting a data cube with a dataset containing elevations of terrain and objects (e.g. buildings, infrastructures, trees) of the Dutch territory.
The SVF is a measure to assess how a point in space is impaired in viewing the full sky. More formally: the SVF denotes the ratio between radiation received by a planar surface and that from the entire hemispheric radiating environment [12] . The SVF is calculated as the fraction of sky visible from the ground up, such quantity is dimensionless and the values are comprised between 0 to 1. A SVF of 1 means that the sky is completely visible. When in a location there are buildings, trees or in general obstacles are present, then the SVF is reduced by the proportion of obstructed visible sky.
In order to have a good representation of the SVF for the whole territory, it is necessary to work at a high resolution. Therefore, the resolution chosen to compute the SVF is a grid of square tiles with a side of 1 meter. Such a high resolution can be very helpful to correctly assess the radiation balances taking place in a point on the ground. The SVF at such resolution is a good metric to estimate urban environments especially when investigating urban heat islands; SVF can play a role to estimate the formation of fog since it gives an idea of the obstacles that can block radiations and slow evaporation. In addition, since the SVF can be used as a proxy for the radiation that influence observation recordings of instrumentation, it can be used to assess the environmental conditions in which an equipment for remote observations is placed.
TWO APPROACHES FOR SVF COMPU-TATION
As we want to provide a user's perspective with a special focus on data management and access, we have performed the computation of the SVF for the same region (i.e. The Netherlands) in two different ways. In the first set-up we have adopted a "traditional" approach with data stored in files and custom code to access to the data content; the second way is based on accessing the data once they are ingested in the data cube implemented in Rasdaman. In the next sections we describe the two approaches and their corresponding setup.
Traditional approach
Our input data consist of a dataset of more than 40000 files containing point cloud [13] representing the elevation of objects and terrain of The Netherlands. Each file usually contains the point cloud for a 1km-by-1km section. The overall size adds up to more than 1.5TB in a highly compressed (LAZ) format [14] . The processing workflow proceeds as follows:i) a region of interest (ROI) is identified together with the corresponding files which have the geolocation information encoded in the filename; ii) the files containing the ROI are decompressed; iii) the files composing the ROI are merged together; iv) the area of interest is further subsetted to avoid unnecessary computation and preserve memory availability; v) the subsetted area is rasterised to a spatial resolution of 1 meter; and vi) the SVF is computed from the raster using R programming language by leveraging on the built-in functions in the R package horizon 8 . In order to speed up the computation, a distributed computation cluster has been setup on the Amazon AWS cloud using 5 hosts to achieve a total of 80 cores. An R process is deployed on each core to perform the computation.
Data cube approach
In the data cube approach the initial step is the ingestion of the data. In this phase the data format of the original dataset is very important. Data cube frameworks usually offer native support for a number of well-known formats e.g. TIFF, PNG, NetCDF, DEM. Having the data already encoded in one of the supported formats is a great advantage. However, there are solutions that can be applied to overcome encoding issues, in our case we opted for an initial conversion to a supported format. Once data are available in the desired format, the ingestion phase follows. The ingestion phase consists in populating the cube with data. This operation is straightforward if the data are of good quality; it might be time-consuming depending on the size of the data. Instead, when the data have lower quality, e.g. due to incompleteness and overlaps, a data cleansing phase might be necessary. Also in that case some frameworks might offer support to manipulate the original data with customised ingestions recipes. Our strategy was to keep the ingestion as clean as possible and avoid customisations. Therefore the processing workflow can be summarised as follows: i) rasterise the point cloud raw compressed data (i.e. LAZ files) to 1 meter resolution and save them as geoTiff file format which is supported by Rasdaman; ii) ingest the geoTiff files in the data cube (by means of a Mosaic Map recipe and the WCSTImport utility); iii) query the data cube for a ROI using the standard OGC WCS web API, where the ROI is specified as a rectangular grid identified by the vertexes; iv) compute the SVF from the raster object returned by the WCS by using R programming and leveraging on the builtin functions in the R package horizon. In order to speed up the computation, a distributed computation cluster has been setup on the SURFSara HPC cloud using 20 hosts to achieve a total of 40 cores. An R process is deployed on each core to perform the computation. The main differences between the two approaches are summarised in Table 1 
The Two Setups
Below we describe the experimental setup in both traditional and data cube approaches. The technical details of the configuration are summarised in Table 2 and Table 3 for the traditional and data cube approach, respectively.
Traditional setup
The traditional approach is shown in Figure 1a . The configuration consists of one master machine running the R statistical framework. The master distributes the work to 80 workers (i.e. one worker per core as shown in Figure 1a ) that perform the computation workflow described in Section 4.1. In each worker the R statistical framework is installed. The workers fetch the the raw data files that are stored in a shared file system (i.e. Amazon Elastic File System). Once the computation is performed the results are written back in the shared filesystem. The hardware and software characteristics of the machines involved are shown in Table 2 . 
Data cube setup
The data cube approach is shown in Figure 1b . The configuration consists of one server running Rasdaman and the required dependencies (i.e. Java VM, PostgreSQL, Apache Tomcat). In addition a master machine running R statistical framework is required. The master distributes the work to 39 workers (i.e. each worker is assigned to a core: 1 slave is using a free core on the master and 38 cores are on the slave machines as shown in Figure 1b ) that perform the computation workflow described in Section 4.2. The slaves have the R statistical framework installed. The workers get the data by performing an appropriate query to the Rasdaman server that returns the portion of the dataset requested. The slaves perform the computation on the data and once finished the results are written in a shared filesystem. The hardware and software characteristics of the machines involved are shown in Table 3 .
The configuration in the traditional setup has been chosen taking into account the limitations of R in handling distributed processes (i.e. at most 128 processes spawned by a master process). In the data cube setup we have chosen a default configuration for the Rasdaman server and a number of cores that would provide a good trade-off between available resources and query performance.
RESULTS AND LESSONS LEARNED

Use case results
From a use case standpoint, we have succeeded in our goal of computing high resolution SVF for the whole Netherlands Table 3 : Hardware and software setup for the data cube computation approach.
at the resolution of 1 meter with both the approaches. An example of the SVF computed is shown in Figure 2 . One can see that open regions such as grass fields with no trees have a SVF of roughly 1. The bottom-left part and the top-right of the Figure 2 show two sets of small urban settlements (i.e. villages); in these areas the SVF assumes smaller values. Two aspects to be noted in Figure 2 are: i) the water bodies absorb wave emitted by the light and ranging (lidar) system used to perform observation of objects elevation [15] , therefore water bodies have no values for elevation and thus a null SVF is computed as shown in Figure 2 in white; and ii) the polygonal chain ranging from top-left to almost bottom-right that describes a region with lower SVF is a high voltage power line that reduces the visible hemispherical from the ground up. We have also performed a preliminary analysis on the effort required and the performance of the computation of the SVF in the "traditional" and data cube approach from a user perspective. We measure the effort required in terms of lines of code produced to perform the two workflows described in Section 4. For the "traditional" approach we have written more than 230 lines of code, while in the data cube one the lines written are just 80. Of course this is not an absolute metric as it can be influenced by several factors such as context, domain and skills of the programmer. In our case the code has been written by the same scientist. This metric can provide us a rough indication of the effort required by a user in both situations: the data cube approach requires almost three times less code than the "traditional" approach. This reduced programming effort in data cube approach comes also with a reduction of the computation time for the SVF with grid of 1km-by-1km. We have performed the computation on the same hardware (24 cores Intel Xeon CPU E5-2643 v3 @ 3.40GHz, 128GB RAM, CentOS Linux release 7.4, R v3.4.2) with local data in the "traditional" approach, while the data was on a remote Rasdaman server in the data cube one. The average computation time on 10 runs is 1290 seconds and 775 seconds for the "traditional" and data cube approach, respectively. Of course one has to be careful in interpreting these numbers since the "traditional" approach includes additional operations such as decompression and rasterisation of the raw data, merging and subsetting of the ROI. In the data cube approach some of these operations are not required to be performed by the user who analyses the data, as they are performed at server side (e.g. subsetting) or during the ingestion phase (e.g. rasterisation). In addition, the network data transfer between the Rasdaman server and the client is a relevant aspect that here is included as part of the computation time in the data cube approach.
Lessons learned
We report the results of our experience moving from a "traditional" to a data cube approach to perform geospatial data analytics. It is important to say that prior to these experiments we had a limited specific knowledge of data cubes and array databases. Therefore, we can provide the point of view of a user that approaches such frameworks with a fresh look. Although the complexity of such systems might vary depending on the specific implementation, it is clear that a not negligible learning curve is necessary in order to master the offered features. Some adjustments are required at user side. For instance, automated procedures and methods should be adapted in order to interface the APIs exposed by the data cube. In this case the effort invested is partly mitigated as APIs are usually conform to well-known standards e.g. OGC. Also, setting up, tuning, and operating such a system require to acquire specific knowledge preferably by communicating and exchanging information with experts.
The point that might pose substantial challenges is the ingestion of the data in the system. This requires an intense communication and exchange between domain and technology experts. An understanding of the use cases to support is fundamental in order to ensure an optimised use of the available resources. In some cases trade-offs might be needed. Especially in those cases that are not "standard", populating the data cube might not be trivial and involve several preparation steps. However, a big advantage of such a platform is that the effort invested in the ingestion phase can be amortised by repeated re-uses. Once data is in the cube users will benefit from the features offered in terms of query mechanisms, abstraction, performance, minimised data transfers etc. The data cube acts as an abstraction layer that decouples from the underlining infrastructure details and presents data ready to be analysed in the desired format, thereby enabling a separation of concerns. A scientist can focus on the analysis without having to know how data is organised, stored, or the original coordinate system and projection in which the data has been recorded.
CONCLUSIONS
Data cubes are becoming more and more popular among several scientific communities thanks to the features provided by such frameworks: e.g. for the standardised way to access to the data, the simplification of having one data access point, and the reduction of data duplication. An additional advantage is the reduced set of operations performed by scientists (compared to a traditional file-based data access) to have the data in a format that they can analyse. This approach enables faster results and minimise errors.
We have performed a comparison between a traditional file-based approach and a data cube approach in the computation of the SVF at 1-meter resolution for The Netherlands. This comparison has shown how beneficial the use of modern data cube technology can be from a user perspective. Our simplified analysis has quantified the benefits in terms of the of amount of lines of custom code required to perform the same SVF computation and the computation time required for the same result. The data cube approach proves to require less effort for the final user providing a faster time to results. Such an analysis should be extended including additional test cases with different data sets and data cube technologies.
Offering a ready-to-use data cube as-a-service might be a great added value and save resources avoiding multiple storage of data, eliminate the creation of multiple ad hoc ways to access data, and make data easier to access thus appealing to a broader multidisciplinary audience. In such a data cube scenario, technology experts would focus on the configuration, maintenance and optimisation of the data cube system and offer support to users and domain experts. Such a collaboration might yield best practices and recipes that could be shared and made available for diverse user communities. Moreover, a data cube service provisioning could be complemented by additional services, e.g. for data preparation, thus helping to close the gaps and provide incentives to users. We believe that shared data cube infrastructures at national and international level would be of great benefit for the scientists. They would promote exchange and collaboration by bringing data of multidisciplinary communities in a shared context and streamline scientists' work.
In this respect the European Open Science Cloud (EOSC) [16] might play an important role and provide a context where to deploy multidisciplinary data cubes to enable effective geospatial computations, seamless access to data products and on-demand compute resources.
