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Introduction
La réduction du bruit des aéronefs est un enjeu important pour l’industrie aéronautique. Eneffet, dans un contexte mondial de croissance du trafic aérien, les nuisances sonores liées
au décollage et à l’atterrissage des avions représentent une gêne considérable qu’il convient de
maîtriser et de réduire dans un souci de respect et d’amélioration de la qualité environnementale
aux abords des aéroports. Dans cette optique, les normes européennes en matière de niveaux
sonores admissibles sont de plus en plus strictes. D’ambitieux objectifs ont notamment été
préconisés par l’Advisory Council for Aeronautics Research in Europe (ACARE), visant une
réduction de 65% du bruit perçu à l’horizon 2050.
Pour atteindre de tels objectifs, il est avant tout nécessaire d’identifier les sources responsables
du bruit d’un avion. Ainsi, un aperçu de la répartition énergétique des différentes sources de
bruit au décollage et à l’atterrissage d’un avion de ligne moderne peut être observé sur la figure 1.
Les sources de nuisances sonores, et avec elles les mécanismes aéroacoustiques mis en jeu, sont
multiples. À l’atterrissage d’un avion, les nuisances sonores trouvent majoritairement leur origine
dans l’aéroacoustique des souﬄantes (fan) et de la cellule (train d’atterrissage, volets, etc). Au
décollage cependant, le bruit de jet est la source principale de bruit. En vue d’une réduction
globale du bruit d’un avion, particulièrement au décollage, il est donc primordial d’étudier et
d’agir sur cette composante qu’est le bruit de jet.
(a) Décollage (b) Atterrissage
Figure 1 – Exemple de répartition d’intensités acoustiques illustrant les différentes origines du bruit issu
d’un avion (a) au décollage et (b) à l’atterrissage (Source : site du DLR, projet PROBAND)
Afin d’en réduire l’intensité, il est nécessaire d’acquérir une compréhension fine des mécanismes
générateurs de bruit dans de tels écoulements, ceci dans l’optique, à terme, d’élaborer des stratégies
efficaces de contrôle de bruit. Au cours des dernières décennies, d’importantes avancées dans la
modélisation et la prévision de l’aéroacoustique des jets ont été réalisées. Entre autres, dans ce
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domaine, les travaux de Lighthill [1952, 1954] sont largement considérés comme fondateurs de la
discipline, posant des bases théoriques importantes dans la compréhension du lien unissant le
champ acoustique d’un jet à la turbulence de cet écoulement. Malgré des efforts considérables,
les mécanismes hydrodynamiques précis générateurs du bruit de jet observé en champ acoustique
lointain n’ont que partiellement été mis en évidence. Une telle difficulté à identifier l’origine
hydrodynamique exacte de caractéristiques acoustiques fréquentielles tient à la nature même
de l’écoulement étudié. En effet, le rayonnement acoustique d’un jet est le résultat final d’une
dynamique complexe régie par la turbulence de l’écoulement dont les mécanismes physiques sont
largement non linéaires et instationnaires.
Il s’avère, cependant, qu’un écoulement de type jet n’est pas totalement chaotique, mais
que des structures cohérentes en temps et en espace se développent dans la région initiale du
jet. Ces structures hydrodynamiques, mises en évidence dans un jet en particulier par Crow
et Champagne [1971], ont changé la compréhension de l’aéroacoustique des jets. En effet, ces
structures, ayant une signature cohérente mesurable, ont put être corrélées à l’acoustique en
champ lointain, entre autres dans les expériences pionnières de Mollo-Christensen et al. [1964].
Malgré l’identification de ces structures de grande échelle comme sources acoustiques potentielles,
ces observations n’ont pas permis d’établir une méthode de prévision quantitative du bruit qui leur
est associé, à l’exception d’écoulements supersoniques (Troutt et McLaughlin [1982]). Récemment,
une approche basée sur l’étude de la stabilité des écoulements cisaillés et initialement développée
par Herbert [1994, 1997], a permis de modéliser plus précisément et plus aisément qu’auparavant
l’évolution spatiale de telles structures cohérentes. Une telle approche utilise des équations de
stabilité parabolisées et forme des modèles dits PSE (Parabolized Stability Equations). Cependant,
si les caractéristiques hydrodynamiques ont bien été analysées au sein du jet, le lien entre ces
structures hydrodynamiques et leur rayonnement acoustique n’a quasiment jamais été analysé
au vu de résultats expérimentaux, si ce n’est très récemment par Gudmundsson [2010]. Ces
études ont permis de mettre en évidence l’existence et la contribution importante des structures
cohérentes dans l’hydrodynamique des jets. De plus, les modélisations effectuées reproduisent
globalement les caractéristiques de ces structures en champ proche hydrodynamique. Enfin, leur
contribution acoustique en champ lointain a également été largement étayée expérimentalement
[Jordan et Gervais, 2008]. Cependant, toutes ces études sont limitées à l’étude de jets simples,
supersoniques ou subsoniques. Le cas de configurations industrielles de jets à double flux n’a
que très rarement été abordé du point de vue de la stabilité (voir par exemple Dahl et Morris
[1997a,b]). Enfin, l’étude du lien entre l’évolution axiale de ces structures modélisées par une
approche PSE et l’acoustique rayonnée en champ lointain d’un jet double-flux n’a encore jamais
été effectuée.
L’objectif de la thèse présentée ici consiste donc en une analyse détaillée, à la fois hydrodyna-
mique et acoustique, des rapports entre mesures et résultats numériques issus d’une modélisation
PSE sur des cas complexes de jets double-flux représentatifs des configurations industrielles.
Suite à une présentation détaillée du contexte de la thèse (Chapitre 1), la démarche a
donc consisté, dans un premier temps, à décrire mathématiquement l’évolution des instabilités
hydrodynamiques décrivant ces structures cohérentes. Pour cela, un modèle d’équations de
stabilité parabolisées linéaires a été développé. De plus, une analyse numérique détaillée du
modèle a permis d’en déterminer les caractéristiques ainsi que le domaine de validité. Par la
suite, ce modèle a été validé sur différents types d’écoulements afin de vérifier sa capacité à
prévoir l’évolution axiale des instabilités hydrodynamiques (Chapitre 2). Dans un deuxième
temps, ce modèle PSE linéaire a permis d’étudier les fluctuations hydrodynamiques de jets
double-flux en champ proche. Pour cela, une analyse détaillée de données expérimentales de jets
double-flux issues du projet européen CoJeN (Coaxial Jet Noise) a été effectuée afin d’en extraire
les caractéristiques des fluctuations de pression représentatives des structures étudiées. Le modèle
PSE linéaire a ensuite été appliqué aux écoulements correspondants afin d’évaluer l’évolution
théorique des instabilités hydrodynamiques. Enfin, une comparaison entre ces prévisions et les
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mesures filtrées a été menée afin de conclure quant à la nature des fluctuations hydrodynamiques
observées expérimentalement (Chapitre 3). Suite à cette analyse hydrodynamique, l’étape suivante
a consisté à développer un modèle de propagation de ces fluctuations en champ acoustique lointain.
Pour cela, la validité de la méthode de résolution PSE dans le domaine acoustique a été analysée
afin d’en montrer les limites. Deux méthodes complémentaires de propagation acoustique à partir
de surfaces de Kirchhoff cylindriques et coniques ont ensuite été mises en place afin de propager
les fluctuations précédemment calculées. Ces modèles de propagation ont ensuite été étudiés sur
un cas analytique afin d’en déterminer la validité. Enfin, suite à ces validations, les fluctuations
de pression analysées au chapitre précédent ont été propagées en champ lointain afin de les
comparer aux mesures. Cette comparaison nous a permis de conclure de manière quantitative
sur la part du rayonnement induit par ces instabilités et d’argumenter quant à l’origine du bruit
mesuré (Chapitre 4). Les observations effectuées dans les chapitres précédents nous ont conduit
à conclure quant à l’influence des structures cohérentes sur les caractéristiques hydrodynamiques
et acoustiques des jets, ainsi que sur la pertinence d’une modélisation linéaire. Une dernière
étape a été d’étendre notre modélisation dans le but d’explorer l’influence de non linéarités issues
d’interactions modales sur la dynamique des ondes d’instabilité. Pour cela, nous avons développé
un modèle PSE faiblement non linéaire. Ce modèle a ensuite été appliqué à quelques cas d’étude
simples afin d’évaluer les conséquences de la prise en compte d’interactions modales. Nous avons
alors pu conclure quant à l’intérêt d’une telle modélisation et dégager quelques perspectives
associées (Chapitre 5).
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I.1 Introduction sur l’aéroacoustique des jets
1.1 Problématique de l’aéroacoustique des jets simples
Une question centrale de l’aéroacoustique se situe dans l’identification de sources acoustiques
présentes dans un écoulement ainsi que dans la prévision du bruit engendré par celles-ci. Le type
d’écoulement ici considéré, le jet débouchant dans un milieu au repos, est en général non linéaire,
turbulent et instationnaire. La figure I.1 donne ainsi une visualisation instantanée d’un tel
écoulement libre en sortie d’une tuyère simple avec un nombre de Reynolds Re = Ujρjd/µj = 105.
Elle met en évidence la relative complexité de l’écoulement par l’injection de fumée aux lèvres
de la tuyère. Le développement de la couche de mélange est ainsi bien visualisé : fine au début,
elle s’élargit vers l’aval, dispersant la fumée de manière qualitativement chaotique. Les deux
couches de mélange présentes dans cette section se rejoignent finalement pour ne former qu’un
seul panache de fumée s’évasant toujours dans la direction aval.
Une telle description est schématisée dans la figure I.2. La première zone observée correspond
ainsi à la région du cône potentiel. Dans cette zone, le profil de vitesse axiale ux pris dans une
section transverse et moyenné temporellement est uniforme à l’extérieur de la couche de mélange,
croît rapidement dans la zone cisaillée et atteint une vitesse moyenne maximale, la vitesse de
sortie du jet Uj , jusqu’à l’axe de symétrie. Le cône potentiel est ainsi défini par cette zone où
Figure I.1 – Visualisation instantanée d’une section d’un jet simple à Re = 105 réalisée par Parekh et al.
[1988].
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Figure I.2 – Schéma d’un jet simple en sortie de tuyère (1), faisant apparaître le cône potentiel (2), la
couche de mélange (3), la zone potentielle du jet (4), la région de transition (5) et la région pleinement
développée (6).
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le champ de vitesse est quasiment uniforme et irrotationnel. L’élargissement des couches de
mélange, responsable de l’étrécissement progressif du cône potentiel, est la conséquence directe de
la viscosité et du développement de la turbulence dans le jet. Ainsi, la fin de la zone potentielle
est caractérisée par une région de transition, où le plateau de vitesse précédent disparaît pour
laisser place à un écoulement pleinement turbulent où les profils moyens de vitesse axiale peuvent
être décrits par des lois de similitude.
Cette turbulence, qui dessine les caractéristiques géométriques du jet et rend le champ
hydrodynamique complexe, est également productrice de bruit. Ce rayonnement acoustique, qui
se propage à l’extérieur du jet, est caractérisé par des amplitudes de fluctuations de pression
relativement faibles. Par exemple, même pour un jet “extrêmement bruyant” ayant un niveau
de bruit de l’ordre de 114 dB sur un point de contrôle latéral utilisé pour la certification
industrielle, les amplitudes des fluctuations de pression caractérisant le rayonnement acoustique
sont inférieures à 0.01% de la pression ambiante [Colonius et Lele, 2004]. Par conséquent, l’énergie
associée au rayonnement acoustique ne représente qu’une fraction infime de l’énergie turbulente
présente dans un jet.
Cette disparité d’échelles entre l’acoustique observée et les sources associées (d’origine
turbulente) entraîne de grandes difficultés à identifier ces dernières et à prévoir le bruit d’un
jet. D’un point de vue numérique par exemple, cela signifie que pour estimer l’acoustique d’un
jet turbulent, l’ensemble des échelles énergétiques caractérisant la turbulence doit être pris en
compte. Cela peut être fait complètement dans le cas de simulations numériques directes (ou
DNS pour Direct Numerical Simulation) ou partiellement avec un modèle de sous-maille dans
le cas de simulations des grandes échelles (ou LES pour Large Eddy Simulation). Cependant,
les méthodes numériques utilisées dans de tels modèles (modèles de sous-maille, dissipation
visqueuse artificielle, discrétisation, etc.), valides pour le calcul hydrodynamique du jet, peuvent
induire de grandes erreurs dans la prévision de l’acoustique si cette problématique n’est pas
correctement traitée [Colonius et Lele, 2004], la production de bruit reposant sur des mécanismes
parfois subtils d’interférences constructives ou destructives. De manière générale, ces méthodes
numériques pour la prévision de l’acoustique, très coûteuses en temps de calcul, restent encore
aujourd’hui restreintes à des géométries simples ou des nombres de Reynolds modérés.
1.2 Réduction du bruit au moyen de jets double-flux
Or, pour pouvoir réduire le bruit de jet, une bonne compréhension des mécanismes responsables
du bruit observé est indispensable. Ce manque de compréhension explique en partie le peu
d’avancées significatives effectuées au cours des dernières années dans ce domaine. La dernière
rupture technologique dans la réduction du bruit de jet est l’utilisation de tuyères coaxiales
éjectant un jet double-flux.
De tels jets sont constitués d’un jet primaire central, entouré d’un jet secondaire annulaire
comme représenté dans la figure I.3. Dans cette dernière, le champ de vitesse axial ux instantané
issu d’un calcul LES met en évidence le développement et l’interaction de ces deux jets. Deux
couches de mélange sont visibles. La première se situe entre le jet interne (ou jet primaire) et le
jet annulaire externe (ou jet secondaire). La deuxième couche de mélange se situe entre le jet
secondaire et le milieu ambiant. Dans cet écoulement, la vitesse du jet primaire est supérieure à
celle du jet secondaire, donnant ce qui est nommé un profil de vitesse normal. Le contraire est
possible, donnant des profils de vitesse inversés, mais ces derniers ne seront pas abordés dans
cette étude. La dynamique des jets double-flux est donc plus complexe que celle des jets simples,
les interactions turbulentes pouvant être plus importantes.
De manière schématique, on peut représenter un tel jet double-flux par la figure I.4. La
distinction en trois régions est basée sur l’analyse de Ko et Kwan [1976] et Kwan et Ko [1977]. En
effet, dans la zone initiale de mélange, les profils moyens de vitesse axiale des couches de mélange
interne et externe suivent globalement une loi de similitude, comparable à deux jets simples
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Figure I.3 – Champ de vitesse axiale instantané issu d’un calcul LES sur un jet double-flux en sortie
d’une tuyère coaxiale, calcul réalisé par Vuillot et al. [2008].
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Figure I.4 – Schéma d’un jet double-flux issu d’une tuyère non coplanaire, où sont représentés la tuyère
externe (1), la tuyère interne (2), le cône potentiel primaire (3), le cône potentiel secondaire (4), la
couche de mélange interne (5), la couche de mélange externe (6), la zone initiale de mélange (7), la zone
intermédiaire (8) et la zone complètement développée (9).
pris isolément. En fin du cône potentiel secondaire, les deux couches de mélange interagissent et
aucune similitude n’est trouvée, cette zone intermédiaire étant une région de transition. Enfin,
l’écoulement devient comparable à un jet simple dans la région pleinement développée, où des
lois de similitudes peuvent être observées.
Dans ce type de jet, cet ajout d’un écoulement secondaire périphérique froid permet d’aug-
menter la poussée utile du turboréacteur en augmentant le débit massique total. Ainsi, à poussée
fixe, la vitesse de sortie du jet primaire chaud peut être réduite. Cette diminution de vitesse
d’éjection est accompagnée d’une forte diminution du bruit rayonné [Morris et Viswanathan,
2011]. En effet, comme détaillé par la suite, pour des jets subsoniques, la puissance acoustique
rayonnée suit globalement une loi en U8j , résultat classique de l’analogie acoustique de Lighthill.
Cette solution technologique est aujourd’hui largement utilisée dans le domaine de l’aviation civile
afin de satisfaire les contraintes de nuisances sonores. Ce type de turboréacteur est également
plus économique qu’un équivalent simple flux pour des régimes subsoniques. De manière générale,
l’augmentation du taux de dilution, c’est-à-dire le rapport des débits massiques des jets secondaire
et primaire, permet une réduction du bruit observé, en même temps qu’une diminution de la
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(a) (b)
Figure I.5 – Exemples de dispositifs de contrôle du bruit de jet : (a) Dispositif mécanique passif de type
chevrons équipant une tuyère double-flux Rolls-Royce Trent 1000 sur un Boeing 787 ; (b) Dispositif de
contrôle actif par actionneurs plasma [Adamovich et al., 2008].
consommation de carburant.
1.3 Vers un contrôle du bruit de jet
Cependant, une telle technologie permettant la réduction du bruit de jet atteint aujourd’hui
des limites technologiques. En effet, de plus grands taux de dilution impliquent par exemple
une augmentation des dimensions de la souﬄante et du diamètre de la nacelle. Les contraintes
mécaniques sont alors plus importantes et la taille des turboréacteurs est limitée par les contraintes
dimensionnelles de l’avion.
Malgré le développement actif de turboréacteurs à grands taux de dilution (comme le Pratt &
Whitney PW1000G avec un taux de 12 : 1), une avancée significative dans la réduction du bruit
de jet pourrait se situer dans le développement de méthodes innovantes de contrôle du bruit,
qu’elles soient passives, donc sans apport énergétique extérieur, au moyen de chevrons (figure
I.5(a)) ou de tabs par exemple, ou actives, au moyen de microjets fluidiques ou synthétiques
(figure I.5(b)) par exemple. Beaucoup de travaux s’intéressent au contrôle des couches de mélange,
l’objectif pouvant être aéroacoustique comme ici (Samimy et al. [2007b], Hardy [2012], Koenig
et al. [2011] pour n’en citer que quelques-uns) ou hydrodynamique (voir par exemple Zaman
[1999], Mathis [2006]). Il est intéressant de noter que les dispositifs actifs ont une plus grande
flexibilité que leurs équivalents passifs. En effet, le contrôle de la couche de mélange peut se faire
de manière dynamique, les possibilités de contrôle offrant un éventail plus large et ouvrant la
voie à des systèmes de contrôle rétroactifs. De plus, le contrôle du bruit de jet n’est nécessaire
que pour une courte plage de vol et il peut être utile de stopper le contrôle dans les autres
phases de vol pour des raisons de performances. Globalement, de telles technologies paraissent
prometteuses, même si les gains observés de réduction du bruit total restent souvent en dessous
de 3 dB comme dans les travaux de Samimy et al. [2007a].
Les mécanismes sur lesquels de telles approches se basent, dans l’optique de réduire le bruit
de jet, sont moins directs que dans le cas des tuyères double-flux. En effet, l’objectif est ici de
modifier la dynamique des structures turbulentes évoluant dans la couche de mélange du jet. Une
altération des sources acoustiques turbulentes est ainsi visée, de manière statique ou dynamique.
Par conséquent, le développement de telles méthodes de contrôle requiert une connaissance
poussée des mécanismes mis en jeu dans la production de bruit par un jet turbulent afin de
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les contrôler de façon optimale. En effet, les démonstrations de contrôle de bruit de jet citées
précédemment sont souvent le résultat d’un apprentissage empirique par essais et erreurs. Une
optimisation de ces approches demande une modélisation précise des sources d’origine turbulente.
Or, si d’importantes avancées dans la compréhension des mécanismes responsables du bruit
de jet ont vu le jour au cours des dernières décennies, la description et la modélisation de
l’aéroacoustique d’un jet ne sont encore aujourd’hui que partiellement résolues.
1.4 Problématique de la thèse
Beaucoup de travaux sont aujourd’hui entrepris dans cette voie par différentes approches,
souvent complémentaires, dans des contextes expérimentaux ou numériques. Les sections suivantes
ont pour objectif de mettre en lumière ces différentes méthodes et les théories sous-jacentes,
afin d’apporter des éléments clés à mettre en perspective avec les travaux ici réalisés. En effet,
cette étude s’inscrit précisément sur cet axe de recherche qu’est la compréhension physique et
phénoménologique des mécanismes générateurs de bruit dans les jets. Plus précisément, et comme
détaillé par la suite, on s’intéresse à la description des turbulences de grande échelle évoluant
dans des jets double-flux. On cherche par ailleurs à répondre à plusieurs questions directrices :
peut-on modéliser précisément et simplement l’évolution de ces structures même dans le contexte
complexe d’un jet double-flux coaxial ? Retrouve-t-on ces évolutions dans les mesures obtenues
en champ proche ? Ces structures peuvent-elles contribuer au rayonnement acoustique observé en
champ lointain, même dans le cas de jets subsoniques ? Et si tel est le cas, quelle est la part du
rayonnement de ces structures dans le champ rayonné total ? L’état de l’art suivant apporte les
bases nécessaires permettant de situer ces questions dans leur contexte et d’en voir l’enjeu. Il ne
saurait en aucun cas être exhaustif et d’excellentes synthèses sont disponibles dans la littérature.
Ainsi, parmi bien d’autres, nous renvoyons le lecteur vers les synthèses de Lilley [1995], Goldstein
[1995], Tam [1995, 1998], Morris et Viswanathan [2011] sur le bruit de jet, la revue de Jordan et
Gervais [2008] sur les méthodes expérimentales employées dans l’étude de l’aéroacoustique des
jets et la synthèse de Colonius et Lele [2004] sur l’aéroacoustique numérique.
I.2 Mise en évidence expérimentale des caractéristiques du bruit
de jet
On s’intéresse principalement aux jets parfaitement adaptés en pression, ne présentant donc
pas de chocs, qui peuvent avoir une grande importance sur le bruit pour des régimes supersoniques
(broadband shock-associated noise et screech tone dans la littérature, voir par exemple Tam [1995]).
2.1 Turbulence de petite et de grande échelle
Dans de tels jets, qu’ils soient subsoniques ou supersoniques, le bruit observé est un bruit de
mélange turbulent (turbulent mixing noise), qui trouve donc son origine dans la turbulence même
de l’écoulement. Historiquement, aux prémices de l’aéroacoustique, la turbulence était essentielle-
ment appréhendée comme un phénomène physique chaotique, les fluctuations hydrodynamiques
d’un jet n’ayant donc aucune corrélation temporelle ou spatiale. Cette turbulence de petite
échelle (fine-scale turbulence) était alors perçue comme un ensemble aléatoire de petits tourbillons
formant des sources acoustiques quadripolaires convectées dans le jet. Le bruit résultant de cette
modélisation a donc des caractéristiques aléatoires et quasi-isotropes, les effets de convection
et de réfraction mis à part. Or, dans les années 1960, les travaux de Mollo-Christensen [1967]
sur des jets pleinement turbulents ont mis en évidence des fluctuations de pression évoluant en
dehors du jet de manière cohérente, sous la forme de paquets d’ondes corrélés temporellement. Ce
résultat est important car il suggère l’existence d’une source turbulente cohérente dans le champ
hydrodynamique du jet, remettant en cause la vision précédente. Ainsi, dans la continuité de
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ces travaux, des expériences furent menées sur les couches de mélange bidimensionnelles (Brown
et Roshko [1974], figure I.6(a)) et dans les jets (Crow et Champagne [1971], figure I.6(b)) et
mirent en évidence l’existence d’une turbulence de grande échelle (large-scale tubulence) dans ces
écoulements cisaillés, et ce même pour des nombre de Reynolds élevés (Re > 105).
Crow et Champagne [1971] ont ainsi montré que des jets subsoniques libres initialement
laminaires présentaient naturellement des structures cohérentes de grande échelle se développant
dans leurs couches de mélange. Ce résultat, obtenu pour des jets laminaires, était connu bien
avant ces expériences (voir par exemple Bradshaw et al. [1964]). Cependant, afin d’isoler ces
structures et de contrôler au mieux la fréquence et l’amplitude des fluctuations initiales en sortie
de tuyère, les auteurs ont utilisé un forçage périodique acoustique au moyen d’un haut-parleur.
De plus, afin de contrôler au maximum les conditions initiales, la turbulence de la couche
limite en sortie de tuyère fut déclenchée, les jets étant alors pleinement turbulents. Les auteurs
montrèrent ainsi qu’un forçage acoustique permet d’amplifier ces structures, qui croissent d’abord
exponentiellement dans la direction du jet pour ensuite saturer et engendrer des harmoniques par
non linéarité. Différents types de structures ont ainsi pu être observés, correspondant à différents
modes azimutaux. Le mode axisymétrique correspond ainsi à une succession de structures
annulaires, alors que les modes hélicoïdaux forment des structures s’enroulant périodiquement
autour du jet, dans la direction azimutale. De plus, ces ondes fondamentales excitées possèdent
des vitesses de phase globalement bien estimées par des théories de stabilité linéaire. Enfin, pour
les jets subsoniques considérés dans leurs travaux, Crow et Champagne [1971] ont observé qu’une
fréquence particulière correspondant à un nombre de Strouhal St = f.d/U = 0.3 permettait
d’engendrer une perturbation d’amplitude maximum. Une telle fréquence est appelée la fréquence
privilégiée du jet, fréquence qui serait donc naturellement dominante dans un jet libre.
Ces structures cohérentes de grande échelle sont le résultat d’instabilités de la couche de
mélange. En effet, la couche de mélange axisymétrique d’un jet est un écoulement cisaillé
présentant un profil moyen de vitesse axiale inflexionnel (voir les profils de vitesse représentés
dans la figure I.2). Or, un tel profil d’écoulement est convectivement instable [Godrèche et al.,
2005] et des instabilités de type Kelvin-Helmholtz (KH par la suite) s’y développent. Il est
important de noter que ces instabilités ne sont pas d’origine visqueuse mais hydrodynamique.
En amont de cette couche de mélange, la couche limite qui se développe sur les parois de la
tuyère contient des fluctuations turbulentes, elles d’origine visqueuse, qui, en sortie de tuyère,
viennent exciter les instabilités KH de la couche de mélange. Ces excitations aux lèvres de la
tuyère représentent des conditions initiales qui relèvent de la réceptivité de la couche de mélange.
Ce domaine d’étude est complexe et n’est pas abordé ici, mais il est important de noter que les
amplitudes des fluctuations étudiées par la suite résultent directement de ces conditions initiales.
Suite à l’excitation de la couche de mélange par ces fluctuations turbulentes, les instabilités
de Kelvin-Helmholtz croissent dans la direction de l’écoulement comme schématisé dans la figure
I.7. Cette croissance prend fin, soit lorsque l’écoulement redevient stable pour la perturbation
considérée (en raison de l’épaississement de la couche de mélange), soit lorsque l’amplitude de
l’onde devient trop importante, auquel cas elle sature par effets non linéaires. La turbulence de
petite échelle est elle-aussi présente dans l’ensemble de l’écoulement et croît en intensité dans la
direction aval. Dans le jet, il y a donc coexistence d’une turbulence de petite échelle, au caractère
chaotique, et d’une turbulence plus organisée, dite de grande échelle.
Si les résultats de Crow et Champagne [1971], confirmés par la suite (voir entre autres Winant
et Browand [1974] pour la couche de mélange, Moore [1977], Yule [1978] dans le cas des jets),
ont mis en évidence l’existence de ces structures cohérentes dans des écoulements cisaillés libres
et turbulents, leur importance dans le rayonnement acoustique d’un jet n’a été admis que plus
tardivement.
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(a) Brown et Roshko [1974]
(b) Crow et Champagne [1971]
Figure I.6 – Photographies Schlieren montrant la présence de structures turbulentes organisées (a) dans
une couche de mélange bidimensionnelle entre de l’hélium et de l’azote (Re > 105) et (b) dans un jet d’air
(Re = 1.05× 104).
2.2 Le rayonnement acoustique des jets supersoniques
La mise en évidence du rôle de ces grosses structures turbulentes dans le mécanisme de
rayonnement acoustique est tout d’abord venu de l’étude des jets supersoniques. En effet, dans ces
derniers, les ondes d’instabilité se propagent majoritairement à des vitesses de phase supersoniques,
produisant alors des ondes de Mach, facilement identifiables par leur directivité et leur vitesse de
phase.
Notamment, McLaughlin et al. [1975] et Troutt et McLaughlin [1982], ont mené une série
d’expériences sur des jets supersoniques libres ou forcés afin d’étudier la dépendance du champ
acoustique aux ondes d’instabilité présentes dans le jet. De par la complexité du jet et des
techniques de mesure, les nombres de Reynolds atteints lors de ces expériences restent modérés et
de l’ordre de 105. Cependant, comme l’ont montré plus tard Seiner et al. [1982], les conclusions
sont similaires pour des nombres de Reynolds plus élevés. Des mesures de fluctuations de vitesse
par fils-chauds ainsi que des mesures acoustiques par microphones ont été menées sur des jets
parfaitement adaptés en pression, pour un nombre de Mach moyen autour de M = 2. Des ondes
se déplaçant à des vitesses de phase supersoniques ont ainsi pu être observées et identifiées comme
étant des ondes d’instabilité prévues par la théorie de stabilité locale, les taux de croissance et les
longueurs d’onde étant retrouvés. De plus, les mesures acoustiques ont montré que la directivité
(autour de θ = 30◦), la fréquence et la longueur d’onde des ondes acoustiques observées étayaient
le modèle de rayonnement par ondes de Mach. Enfin, il a été observé, par simple méthode de
lancer de rayon, que la région de production acoustique se situe principalement dans la zone de
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Figure I.7 – Schéma illustrant la turbulence de petite (1) et de grande échelle (2) dans un jet simple,
ainsi qu’une représentation de leurs directions privilégiées de rayonnement (3-4).
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Figure I.8 – Directivités mesurées dans le champ lointain d’un jet supersonique à M = 2 et T = 500K
et filtrées autour des fréquences suivantes : St = 0.067 ( d), St = 0.12 (), St = 0.20 (4), St = 0.40 (O)
[Seiner et al., 1994].
couche de mélange où les fluctuations cohérentes saturent et commencent à s’amortir, les modes
privilégiés rapportés étant le mode axisymétrique (m = 0) et le mode hélicoïdal (m = 1). Ainsi,
il est conclu que le rayonnement acoustique du jet supersonique associe à la fois la saturation des
ondes d’instabilité et la production d’ondes de Mach. Ces résultats sont par la suite confirmés
par la théorie, en particulier par Tam et Burton [1984a,b] sur ce cas particulier.
Ces expériences ayant été menées à des nombres de Reynolds modérés, il est important de se
demander si les mêmes mécanismes sont responsables du bruit observé en champ lointain avec
des jets dont le nombre de Reynolds est plus proche des applications industrielles, soit Re > 106.
Dans cette optique, Seiner et al. [1982] ont mené des expériences sur des jets supersoniques (dont
le nombre de Mach varie autour de M = 2) froids à différents nombres de Reynolds, variant de
3.7× 103 à 5.2× 106. Leurs observations des champs acoustiques mesurés montrent une grande
similitude des spectres émis, des directivités et de la puissance acoustique rayonnée entre ces
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différents jets. Ces observations portent à conclure que les mécanismes physiques sont les mêmes
sur cette gamme de nombres de Reynolds, et confortent ainsi l’importance des ondes d’instabilité
dans la production acoustique des jets supersoniques. De plus, en accord avec des observations
antérieures, la zone d’émission acoustique correspond à la région où les perturbations atteignent
leur amplitude maximum.
Issues d’expériences similaires, les figures I.8 et I.9 mettent en évidence des caractéristiques
importantes du rayonnement acoustique des structures turbulentes. Ainsi, la figure I.8 donne les
directivités, mesurées en champ lointain d’un jet supersonique chaud à M = 2 et Tj = 500K par
Seiner et al. [1994]. Ces directivités sont montrées à plusieurs fréquences autour de Std = 0.20,
dans une gamme fréquentielle présentant classiquement le maximum d’intensité acoustique
associé aux structures turbulentes de grande échelle. Malgré cette plage fréquentielle privilégiée,
il est important de noter que le rayonnement acoustique de ces structures est par nature large-
bande. On observe ici une région de directivité acoustique très intense pour de faibles angles
θ, correspondant au rayonnement acoustique très directif d’ondes supersoniques. À l’opposé,
le rayonnement acoustique observé autour de θ = 90◦ est comparativement faible (plus de
20 dB inférieur au maximum d’intensité acoustique) et relativement uniforme, suggérant le
caractère isotrope de sa source. Ce rayonnement, également large-bande, est associé aux structures
turbulentes de petite échelle et possède une direction de rayonnement relativement privilégiée à la
perpendiculaire de l’axe du jet. Ces directivités propres sont schématisées dans la figure I.7. Des
résultats qualitativement similaires peuvent être observés dans la figure I.9. Cette dernière est
issue des travaux de Tanna [1977] et présente des directivités d’intensité sonore globale (OASPL
pour Overall Sound Pressure Level), non filtrées fréquentiellement, pour différentes températures
d’un jet supersonique. Ainsi, les caractéristiques spectrales du rayonnement acoustique varient
sensiblement avec le nombre de Mach et la température, mais gardent un profil similaire.
On voit donc apparaître ici une distinction spectrale entre le rayonnement acoustique de
structures turbulentes de petite et de grande échelle. Il est alors important de bien définir
ces termes, car la définition d’une structure cohérente varie dans la littérature [Mathis, 2006].
Ainsi, entre autres, Hussain [1983] définit ces structures comme étant des masses de fluide dont
la vorticité évolue en corrélation de phase sur son étendue spatiale. Suivant les travaux de
Morris et Viswanathan [2011], la distinction entre ces deux structures peut également se faire
en fonction des mécanismes acoustiques observés. Ainsi, la turbulence de petite échelle peut
référer aux structures turbulentes formant des sources acoustiques relativement compactes et
impliquant une propagation acoustique à travers le jet, propagation pour laquelle les phénomènes
de convection et de réfraction sont alors importants. Les structures de grande échelle peuvent
quant à elles être associées à des structures turbulentes évoluant au sein de la couche de mélange,
formant des sources non compactes et en relation directe avec le champ acoustique proche et
lointain. À l’évidence, quelle que soit la définition, aucune frontière naturelle n’existe entre ces
deux types de structures, l’ensemble des structures turbulentes formant un spectre continu. Ces
définitions servent à placer une frontière, arbitraire, permettant leur identification. Dans notre
cas d’étude, la définition portera sur la corrélation de phase. En effet, nos analyses de stabilité
portent uniquement sur des structures ondulatoires, donc possédant une phase, mais a priori pas
nécessairement productrices de bruit, surtout dans le cas de jets subsoniques.
L’ensemble de ces travaux a clairement identifié ces structures turbulentes de grande échelle
comme responsables du maximum d’intensité acoustique aux faibles angles d’observation dans le
cas de jets supersoniques. Le mécanisme ici mis en jeu repose sur la création d’ondes de Mach
par les ondes d’instabilités supersoniques.
2.3 Continuité des mécanismes acoustiques dans les jets subsoniques
S’il peut donc sembler au premier abord que cette production sonore hautement directionnelle
est propre aux seuls jets supersoniques, il est en réalité possible d’imaginer une continuité des
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Figure I.9 – Effet de la température d’un jet supersonique (Vj/ao = 1.47) sur la directivité de l’intensité
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Figure I.10 – Spectres de similitude de Tam [1998] : spectre associé aux structures de grande échelle
( ) et spectre associé aux structures de petite échelle ( ).
mécanismes acoustiques entre les jets supersoniques et subsoniques, continuité observée dans
plusieurs travaux relativement récents.
Partant de l’hypothèse que les mécanismes responsables du bruit de jet observé sont identiques
quel que soit le jet supersonique considéré, et qu’ils peuvent être attribués aux deux sources
turbulentes distinctes que sont les structures cohérentes de petite et de grande échelle, Tam
[1998, 2009] a proposé l’existence de deux spectres de similitude caractérisant les directivités en
champ lointain. Ces deux spectres sont représentés dans la figure I.10, normalisés en amplitude
et en fréquence, avec fp la fréquence du maximum d’intensité acoustique du spectre considéré.
Le premier spectre, en trait continu, caractérise le spectre de similitude proposé comme étant
associé aux structures de grande échelle (LSS pour Large Scale Similarity). Ce spectre présente
donc une fréquence privilégiée bien marquée dans une bande fréquentielle étroite. Le second
spectre, en traits interrompus, caractériserait le spectre de similitude associé aux structures de
petite échelle (FSS pour Fine Scale Similarity), plus étalé en fréquence. Pour obtenir ces spectres
de similitude, une large base de données expérimentales de jets supersoniques, d’environ 1900
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Figure I.11 – Spectres d’intensité acoustique totale mesurés à (a) θ = 30◦ et (b) θ = 90◦ en champ
lointain de jets froids à M = 1.0 ( d), M = 0.8 (4) et M = 0.6 (O) obtenus par Viswanathan [2004] ; les
lignes continues représentent les spectres de similitude de Tam [1998].
spectres, a été étudiée de manière statistique et empirique. Ainsi, en faisant varier l’amplitude et
la fréquence de référence de ces deux spectres, Tam est en mesure de “reconstruire” les spectres
expérimentaux de jets supersoniques avec une précision remarquable.
Cette approche a ensuite été appliquée aux cas de jets subsoniques et de bonnes corrélations
ont été rapportées par Tam [1998] ou Viswanathan [2004]. Un tel résultat est illustré dans la
figure I.11 issue des travaux de Viswanathan [2004], et obtenue pour des jets simples froids
soniques ou subsoniques. Les deux profils spectraux correctement calibrés rendent bien compte
des mesures obtenues à θ = 30◦, angle pour lequel les structures turbulentes de grande échelle
sont a priori les sources prédominantes, ou à θ = 90◦, où la turbulence de petite échelle est cette
fois le mécanisme acoustique dominant. Or, comme on peut le voir sur ces figures, une telle
approche, qui donne de bonnes corrélations en supersonique, permet également de retrouver la
forme spectrale du rayonnement acoustique de jets subsoniques.
Globalement, de très bonnes comparaisons sont obtenues sur l’ensemble des mesures, aussi
bien sur des jets supersoniques que subsoniques. Ces observations semblent donc aller dans le
sens d’une telle approche et suggèrent bien la distinction possible entre ces deux mécanismes
acoustiques associés aux structures de petite et de grande échelle, aussi bien dans les cas
supersoniques que subsoniques.
Malgré ses mérites, plusieurs critiques peuvent cependant être adressées à un tel modèle. Il
semble en effet assez difficile d’extraire une compréhension physique des mécanismes aéroacous-
tiques mis en jeu au vu des expressions empiriques complexes servant à décrire ces deux spectres
de similitude (voir Tam et al. [1996] pour les expressions analytiques). Cette méthode résulte
largement d’une approche empirique et aucune démonstration n’est à chercher. De plus, d’autres
théories existent, cherchant à expliquer et décrire les caractéristiques spectrales à 30◦ ou 90◦. Par
exemple, on peut imaginer que des mécanismes de convection, d’effet Doppler et d’interactions
entre l’écoulement et les ondes acoustiques pourraient, seuls, expliquer les variations spectrales en
fonction de l’angle d’observation θ, sans qu’il y ait de production sonore associée aux structures
turbulentes de grande échelle.
Cependant, un nombre croissant d’observations vont dans le sens de cette décomposition des
sources acoustiques en une partie issue de la turbulence de petite échelle et l’autre de structures
de grande échelle. Ainsi, dans la continuité de ces travaux, Tam et al. [2008] ont en particulier
mis en évidence que les caractéristiques acoustiques à 30◦ et à 90◦ sont très différentes, aussi
bien en subsonique qu’en supersonique. En particulier, Tam et al. [2008] et Viswanathan [2009]
ont mesuré les corrélations entre les fluctuations de masse volumique dans le jet et de pression
en champ lointain. Ils ont ainsi mis en évidence une variation importante de ces corrélations en
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Figure I.12 – Diagramme extrait de Suzuki et Colonius [2006] : moyenne temporelle d’une fluctuation de
pression issue d’un calcul DNS ( ), comparée à la fonction propre de perturbation de pression issue
d’un calcul de stabilité local ( ).
fonction de l’angle d’observation en champ lointain. Pour des cas supersoniques, de très faibles
taux de corrélations sont observés pour des angles θ > 50◦. Dans la région aval cependant, autour
de θ = 30◦, d’importantes corrélations sont rapportées (autour de 20 %). La même tendance
est observée pour des jets subsoniques. Ces observations suggèrent là encore la présence de
deux mécanismes acoustiques distincts dans ces deux directions, avec un mécanisme cohérent
produisant un pic de directivité en aval et un mécanisme très incohérent dominant le spectre
pour des angles plus importants.
La difficulté à dégager une conclusion claire sur le rôle acoustique précis des structures
cohérentes de grande échelle dans un jet turbulent libre tient au fait qu’il est relativement
difficile de mettre en évidence leur existence. Pour ce faire, il est nécessaire d’identifier une
signature caractéristique de leur présence. Dans le cas de jets turbulents forcés, les techniques
de mesure et de corrélation permettent leur mise en évidence de manière relativement aisée,
comme dans les expériences de Moore [1977]. Leurs fortes amplitudes ainsi que leurs grandes
corrélations de phase permettent de les séparer facilement du reste des fluctuations turbulentes
de l’écoulement. Cependant, dans le cas des jets turbulents libres, cette séparation du champ de
mesure tridimensionnel instantané n’est pas aussi accessible. En effet, les fluctuations associées
aux structures cohérentes d’un jet libre sont corrélées sur des échelles de temps et de longueur
bien plus courtes que dans le cas d’un jet forcé. Aucune méthode ne permet aujourd’hui de faire
une telle séparation en vue d’identifier directement leur présence, même si des outils tels que la
décomposition en modes propres orthogonaux (POD pour Proper Orthogonal Decomposition)
vont dans cette direction. Reconnaissant cette difficulté, des études visant à détecter ces ondes
d’instabilité ont été menées par Suzuki et Colonius [2006]. Ces derniers sont partis du constat
que ces ondes d’instabilité s’étendent au-delà du jet dans une région de champ proche non
contaminée par les non linéarités du jet, appelée “région hydrodynamique linéaire” par la suite
(linear-hydrodynamic region). Dans cette zone irrotationnelle, située juste en dehors du jet et
mise en évidence dans la figure I.12, ces fluctuations hydrodynamiques prévalent encore sur
l’acoustique. Cette zone est une région de transition entre le comportement hydrodynamique
d’une part, où la décroissance de l’amplitude de l’onde est exponentielle, et le comportement
acoustique d’autre part, pour lequel la décroissance est algébrique. Cette distinction est retrouvée
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dans les travaux de Arndt et al. [1997], où un critère sur kr est obtenu afin d’identifier une zone
pour laquelle le comportement d’une onde peut être considéré comme acoustique, et ce même en
champ proche. Suzuki et Colonius [2006] ont ainsi cherché à corréler leurs mesures obtenues dans
cette région aux théories de stabilité locale. Les comparaisons statistiques favorables rapportées
apportent un élément de preuve supplémentaire soutenant la présence de ces ondes dans des jets
subsoniques libres, depuis la sortie de tuyère jusqu’à la fin du cône potentiel, particulièrement
autour de fréquences privilégiées.
Cependant, malgré leur existence, l’importance acoustique de ces structures cohérentes de
grande échelle dans les jets subsoniques libres n’est pas certaine et fait encore débat dans la
communauté aéroacoustique. Les éléments présentés dans cette section suggèrent cependant un
rôle non négligeable dans la direction aval, au pic de directivité, comme dans le cas supersonique.
Par conséquent et comme précisé dans la section 1.4, un objectif de ces travaux de thèse est
également d’apporter, si possible, des éléments permettant de soutenir ou d’invalider cette théorie,
à savoir s’il existe une contribution de la part des structures turbulentes cohérentes de grande
échelle dans le rayonnement acoustique de jets subsoniques.
I.3 Méthodes de prévision du bruit de jet
Ces résultats expérimentaux mettent en évidence les différentes caractéristiques du bruit
de jet, ce dernier étant une conséquence directe de la turbulence, qu’elle soit de petite ou de
grande échelle. Afin de comprendre et de prévoir le bruit de jet, il est donc nécessaire d’étudier
le lien unissant turbulence et production acoustique. Différentes approches tentant de faire ce
lien peuvent être trouvées dans la littérature. Cette section n’est pas exhaustive, des approches
telles que la SNGR (Stochastic Noise Generation and Radiation, voir entre autres Bailly et Juvé
[1999]) par exemple n’étant pas abordées. L’objectif de cette section est de mettre en évidence,
succinctement, quelques méthodes de prévision du bruit de jet, leurs limites, et par conséquent
l’apport potentiel de ces travaux de thèse dans cette thématique.
3.1 Analogies acoustiques
Historiquement, les travaux fondateurs de Lighthill [1952, 1954] sont considérés comme les
premiers pas vers une modélisation du lien unissant turbulence et acoustique d’un jet. Dans ses
travaux, Lighthill part de l’hypothèse que le rayonnement acoustique du jet peut être étudié de
manière indépendante de la turbulence qui le produit. En d’autres termes, les ondes acoustiques
ne modifient pas leurs sources, comme cela est le cas par exemple pour des mécanismes résonants.
Ainsi, Lighthill effectue une séparation formelle des équations de Navier-Stokes entre un opérateur
linéaire de propagation acoustique dans un milieu au repos d’une part (opérateur L) et un terme
source d’autre part (opérateur S), appliqués aux variables q de l’écoulement :
L(q) = S(q) (1-1)
Une telle séparation est exacte et ne change pas la complexité du problème, mais permet
de le considérer autrement : connaissant les termes sources issus de la turbulence, il est alors
possible d’en calculer le rayonnement. Le problème n’en est pas pour autant simplifié, le calcul
des termes sources n’étant pas résolu. Il est cependant possible de modéliser ces termes afin
d’obtenir une représentation approchée du rayonnement acoustique d’un jet. Cette séparation
en un opérateur de propagation et un terme source est appelée analogie acoustique. En effet, la
propagation acoustique est ici représentée de manière équivalente à celle qui aurait lieu dans un
milieu au repos dans lequel seraient placées des sources acoustiques.
Lighthill [1952, 1954] s’est plus particulièrement intéressé à la propagation acoustique de
sources quadripolaires dans un milieu au repos afin de modéliser le rayonnement acoustique d’un
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jet. En effet, la réécriture des équations de Navier-Stokes dans ce cas donne l’équation exacte de
Lighthill
∂2ρ
∂t2
− a20
∂2ρ
∂xi∂xj
= ∂
2Tij
∂xi∂xj
, (1-2)
où ρ est la masse volumique, a0 est la vitesse du son dans le milieu ambiant, et Tij est le tenseur
de Lighthill, représentant les termes sources donnés par
Tij = ρuiuj + pij − a20 ρ δij − τij . (1-3)
Dans cette dernière équation, ui et pi sont la vitesse et la pression instantanées dans la
direction i, δij le symbole de Kronecker et τij le tenseur des contraintes visqueuses.
Partant de l’hypothèse que dans le cas de jets froids subsoniques (bas nombre de Mach)
Tij ≈ ρ0uiuj , Lighthill a mis en évidence, au moyen d’une analyse dimensionnelle, que la puissance
acoustique issue d’un tel jet était proportionnelle à U8j , avec Uj la vitesse du jet en sortie de tuyère.
De plus, prenant en compte les effets de convection des sources quadripolaires par l’écoulement,
un effet Doppler apparaît et modifie cette loi dans le cas de jets supersoniques, pour lesquels la
puissance acoustique est alors proportionnelle à U3j .
Se basant sur une telle approche, plusieurs autres analogies acoustiques ont été développées
au cours des dernières décennies. En particulier, prenant en compte les effets de réfraction dus
à la présence de l’écoulement, Lilley [1974] a développé une analogie acoustique modifiée. Une
telle analogie permet entre autre de mettre en évidence la zone de silence en aval du jet [Tam,
1998]. Plus récemment, Goldstein [2003] a généralisé l’approche de Lighthill pour tout type
d’écoulement cisaillé.
Ce type d’approche est en théorie capable de reproduire exactement le rayonnement acoustique
d’un jet, pourvu que la modélisation des termes sources soit exacte. Or, en pratique, cela est
difficilement réalisable. Différentes approches peuvent être envisagées : le terme source peut être
modélisé au moyen d’une turbulence isotrope (par exemple dans Lilley [1995]), d’une turbulence
axisymétrique (par exemple Khavaran [1999]), au moyen de mesures de corrélations spatiales en
deux points (Davies et al. [1963]), ou encore au moyen de simulations numériques de type RANS
ou LES (Karabasov et al. [2010]). Si les résultats sont encourageants, la prévision du bruit d’un
jet par ces méthodes reste peu fiable et spécifique aux jets étudiés.
Il est également intéressant de mentionner ici une approche légèrement différente développée
par Tam et Auriault [1998, 1999]. Bien que ces auteurs insistent sur le fait qu’il ne s’agisse
pas d’une analogie acoustique au sens des théories précédentes, leur approche met en jeu des
opérateurs identiques à ceux exposés par Lilley [1974] dans le cas d’un jet parallèle [Morris
et Viswanathan, 2011]. Établissant un parallèle avec la théorie cinétique des gaz, les auteurs
ont cherché à développer une modélisation du bruit issu de la turbulence de petite échelle. Les
résultats obtenus sont en général très satisfaisants dans la direction latérale du jet, encore une
fois là où le rayonnement acoustique de la turbulence de petite échelle est dominant, dans des
configurations subsoniques ou supersoniques.
Dans ces différentes approches, la modélisation des termes sources décrivant le comportement
des structures de grande échelle n’est en général pas explicitement prise en compte. Par conséquent,
les méthodes de prévision du bruit de jet basées sur de telles analogies acoustiques donnent
de bons résultats autour de θ = 90◦, mais sont peu fiables dans la direction aval. En effet, s’il
est relativement aisé de modéliser statistiquement une turbulence quasi-isotrope et large-bande
correspondant aux structures de petite échelle, il est plus difficile d’en faire de même avec une
turbulence anisotrope et marquée en fréquence, représentative de la turbulence de grande échelle.
3.2 Méthodes semi-empiriques pour jet simple ou double-flux
Malgré le grand nombre de travaux présents dans la littérature et basés sur ces analogies
acoustiques, il n’existe finalement que peu de méthodes directes de prévision du bruit de jet. Ces
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méthodes sont largement semi-empiriques, basées directement sur des analogies acoustiques ou
bien sur des extrapolations de bases de données. Les résultats issus de ces approches sont parfois
discutables, souvent éloignés de plusieurs décibels et valables seulement dans certaines directions
et plages fréquentielles.
L’une des premières méthodes développées tentant de modéliser à la fois l’aérodynamique et
l’acoustique des jets est la méthode MGB (Mani-Gliebe-Balsa), ensuite améliorée par le modèle
MGBK (MGB-Khavaran [Khavaran et al., 1994]). Dans ce dernier, un modèle de turbulence
k − ε est utilisé afin de prévoir l’aérodynamique du jet et donc les échelles caractéristiques
spectrales des sources. Une analogie acoustique de type Lilley est ensuite employée afin d’évaluer
le rayonnement acoustique associé. Ce modèle MGBK a été appliqué à des configurations de
jets simples [Khavaran et al., 1994] et double-flux [Khavaran, 1999], avec succès dans certaines
directions et bandes de fréquences. Cependant, un tel modèle nécessite plusieurs constantes
empiriques de calibration, que ce soit pour le modèle de turbulence ou pour la calibration d’échelles
caractéristiques, rendant la méthode peu fiable pour de nouvelles configurations complexes. On
note également que l’approche développée par Tam et Auriault [1998] s’appuie sur un modèle
de turbulence de type k − ε, et dépend donc de constantes empiriques équivalentes. Il semble
cependant, au vu des résultats exposés par Morris et Viswanathan [2011], que cette dernière
méthode produise globalement de meilleurs résultats que l’approche MGBK dans la direction
latérale du jet. La prévision du bruit dans la direction aval reste généralement non assurée par
ces approches pour les raisons citées précédemment.
D’un point de vue industriel, les méthodes utilisées reposent davantage sur des lois d’échelles
et d’extrapolation de bases de données, ces approches étant bien plus rapides et donc utilisables
dans des phases de conception. Dans le cas des jets double-flux, une liste des principales méthodes
peut être trouvée dans les travaux de De Almeida [2008]. Les résultats de ce dernier mettent
particulièrement en évidence les performances du modèle à 4 sources de Fisher et al. [1998a,b].
Cette approche s’appuie sur la décomposition des caractéristiques turbulentes des jets double-flux
en plusieurs équivalents de jets simples, en se basant notamment sur les travaux de Ko et Kwan
[1976]. Cette séparation en quatre zones distinctes, chacune indépendamment productrice de
bruit, permet ensuite, par interpolations et extrapolations de bases de données issues de jets
simples, de reconstruire les directivités en champ lointain. D’excellentes comparaisons ont été
obtenues par De Almeida [2008] sur diverses géométries et points de fonctionnement. On remarque
que de telles méthodes de prévision de bruit de jet sont a priori capables de rendre compte du
pic de directivité dans la direction aval, ce dernier étant naturellement présent dans les mesures
constituant les bases de données utilisées.
La majeure partie de ces méthodes de prévision reste très empirique et dépend largement
de paramètres d’ajustement. Il manque donc toujours une certaine compréhension physique des
mécanismes, limitant ainsi grandement leur flexibilité et leur précision. Leur utilisation pour
prévoir la réduction du bruit de jet par des dispositifs de contrôle d’écoulement est donc très
discutable. Afin d’améliorer ces modèles, il est nécessaire d’étudier plus finement le lien entre la
turbulence du jet et son rayonnement acoustique.
3.3 Simulations numériques pour l’aéroacoustique
L’important essor des capacités numériques au cours des dernières décennies permet aujour-
d’hui l’utilisation intensive de méthodes de résolution, complète ou partielle, des échelles de la
turbulence. Ces approches numériques, extrêmement coûteuses en temps de calcul, permettent
potentiellement une résolution précise de la turbulence d’un écoulement. Ainsi, l’ensemble des
structures turbulentes, de petite ou de grande échelle, pouvant jouer un rôle dans le rayonnement
acoustique du jet, peut être pris en compte. Cette résolution, couplée à une propagation acoustique,
permet alors l’étude fine du lien entre la turbulence du jet et le rayonnement acoustique produit,
comme illustré dans la figure I.13. Ce domaine d’étude, la CAA (Computational AeroAcoustics),
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Figure I.13 – Image instantanée d’un calcul LES effectué par Cavalieri et al. [2011] sur un jet à M = 0.9 ;
Au centre se trouvent les isosurfaces de facteurs Q = 0.05(U/d)2 positifs, entourées du champ de pression
rayonné.
est abondamment documenté dans la littérature et d’excellentes synthèses peuvent être trouvées
dans les travaux de Colonius et Lele [2004] ou encore dans l’ouvrage de Wagner et al. [2004].
De manière très succincte, on peut distinguer les approches utilisées en CAA en fonction des
échelles de turbulence qu’elles tentent de capturer. La résolution complète de l’écoulement, incluant
l’ensemble des échelles de la turbulence, constitue l’approche DNS (Direct Numerical Simulation).
Les méthodes LES (Large Eddy Simulation), elles, modélisent une partie des échelles de la
turbulence par un modèle de sous-maille. Ce dernier reproduit, idéalement, le comportement de
la turbulence de très petite échelle, d’une fréquence de coupure jusqu’aux échelles de Kolmogorov.
En pratique, cela n’est pas totalement vérifié, des compromis étant à effectuer afin d’assurer la
stabilité et la rapidité des calculs. Enfin, les approches RANS (Reynolds-Averaged Navier Stokes)
modélisent complètement la turbulence au moyen de modèles. Ces dernières se révèlent donc en
pratique peu adaptées à la prévision du bruit de jet, les approches les plus prometteuses et les
plus activement développées en CAA étant les approches DNS et LES.
Le coût numérique des approches DNS augmentant très rapidement avec le nombre de
Reynolds, les études DNS de jets sont restreintes à des écoulements à nombres de Reynolds
relativement bas [Freund et al., 2000]. Malgré cela, il est très intéressant de noter que d’excellentes
comparaisons avec des mesures sont rapportées par Freund [2001], aussi bien en termes de profils
de turbulence que de directivités acoustiques. De plus, l’analyse des sources acoustiques de ce jet
suggère qu’une source représentée sous forme de paquets d’ondes serait responsable d’une large
partie du rayonnement acoustique observé. Plusieurs éléments concordants ont été rapportés dans
la continuité des travaux de cet auteur [Freund et al., 2002]. Ces observations ont été effectuées
sur des jets à bas Reynolds, mais comme observé précédemment par Seiner et al. [1992], les
mécanismes de production acoustique dans les jets semblent être peu dépendants du nombre de
Reynolds. De tels résultats vont donc dans le sens des observations expérimentales précédentes.
L’approche LES est quant à elle plus adaptée aux capacités numériques actuelles. Cette voie
de recherche est extrêmement active et un grand nombre de travaux peut être trouvé dans la
littérature [Colonius et Lele, 2004]. Malgré la grande dépendance de ces approches aux modèles
de sous-maille, ou encore aux conditions initiales génératrices de la turbulence [Bogey et Bailly,
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2010], des comparaisons très favorables de profils de turbulence [Bogey et Bailly, 2009] et de
directivités acoustiques avec des mesures peuvent être observées dans le cas de jets simples
[Bodony et Lele, 2004]. Certaines limites sont cependant atteintes en haute fréquence par exemple,
et une grande attention doit être portée aux schémas numériques utilisés afin d’assurer la qualité
des prévisions [Colonius et Lele, 2004]. Le nombre de points de discrétisation est également
critique dans de telles approches. Par conséquent, l’étude de jets double-flux est, comparativement
aux jets simples, un objectif plus ambitieux car nécessitant un maillage plus important du fait
de la présence de deux couches de mélange.
Ainsi, dans le cadre du projet européen CoJeN (Coaxial Jet Noise), plusieurs calculs LES
ont été menés afin de déterminer les capacités de telles méthodes à prévoir les caractéristiques
turbulentes et acoustiques de jets double-flux coaxiaux dans des configurations industrielles
et pour différents points de fonctionnement représentatifs des conditions de décollage d’avions
modernes. Une partie des détails de ces géométries et points de fonctionnement est présentée
par la suite dans la section III.1. En effet, ces travaux de thèse s’articulent essentiellement
autour de jets coaxiaux étudiés dans le cadre de ce projet, une large base de données numériques
et expérimentales ayant été obtenue. Ainsi, Vuillot et al. [2008] ont effectué plusieurs calculs
LES dans une optique plutôt industrielle. Le choix d’une résolution relativement basse limite
grandement la résolution spectrale des résultats et plusieurs différences majeures sont rapportées
par comparaison aux mesures aérodynamiques et acoustiques : les taux de turbulence surestimés
impliquent un cône potentiel principal trop court, et une surestimation des niveaux sonores en
champ lointain. Cependant, les tendances entre les différentes configurations sont cohérentes et
permettent de conclure quant aux performances relatives des différentes tuyères. Ces travaux ont
également servi de base à Fayard [2010]. Au moyen d’un maillage bien plus fin, Bogey et al. [2009]
ont effectué des calculs LES sur des configurations similaires. Si là aussi des comparaisons avec
des mesures de directivité montrent un bon accord relatif, des écarts sont encore bien présents.
Globalement, les approches LES sur des configurations industrielles aussi complexes produisent
des résultats absolus mitigés mais prometteurs. Ces résultats montrent également que des efforts
conséquents de modélisation restent encore à effectuer dans ce domaine, notamment en termes
de schémas numériques ou de modèles de sous-maille.
Malgré ces limitations, qui s’atténuent progressivement avec l’évolution des modèles, ces
approches permettent globalement de développer et d’enrichir la compréhension actuelle des
mécanismes régissant la turbulence, ainsi que son lien avec l’aéroacoustique des jets. En effet, ces
outils permettent d’avoir accès plus aisément aux diverses grandeurs physiques de l’écoulement
que dans les études expérimentales et par conséquent d’aller plus loin dans la modélisation des
mécanismes générateurs de bruit. Les travaux de Bogey et Bailly [2007] s’appuient ainsi par
exemple sur des résultats LES afin d’analyser le lien unissant structures turbulentes et production
acoustique. Ces auteurs mettent en évidence la forte corrélation observée entre l’intermittence de
structures tourbillonnaires en fin de cône potentiel de jets et le bruit observé dans la direction
aval de l’écoulement. Cavalieri et al. [2011] ont également tiré profit d’une simulation des grandes
échelles sur un jet simple à M = 0.9 (figure I.13) afin d’étudier les structures turbulentes
responsables du bruit observé en champ lointain. Au moyen d’un modèle de paquet d’ondes
relativement simple, modulé spatialement et temporellement, et d’une analyse fine d’évènements
hydrodynamiques et acoustiques en champs proches et lointains, ces auteurs ont été en mesure
de reproduire certaines caractéristiques importantes du bruit de jet.
3.4 Vers l’étude des structures de grande échelle par l’analyse de stabilité
L’ensemble des travaux présentés jusqu’à présent, qu’ils soient expérimentaux ou numériques,
s’accorde généralement sur l’importance des structures turbulentes de grande échelle dans la
dynamique des jets libres, subsoniques ou supersoniques. Leur contribution à l’acoustique observée
en champ lointain et leur modélisation restent une question ouverte, surtout dans le cas des jets
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subsoniques libres.
L’étude de ces structures peut se faire par différentes approches. D’un point de vue expé-
rimental tout d’abord, comme par exemple dans les travaux précédemment cités de Suzuki et
Colonius [2006]. D’un point de vue numérique ensuite, domaine dans lequel plusieurs méthodes
d’analyse peuvent être envisagées. Ainsi, comme évoqué précédemment, les simulations numé-
riques instationnaires de type LES ou DNS permettent le calcul de l’évolution de telles structures.
Ainsi, il est tout à fait possible d’extraire de ces données, au moyen d’outils de filtrages (Fourier,
POD, corrélations spatio-temporelles, etc [Jordan, 2011]), les caractéristiques hydrodynamiques
et acoustiques de structures cohérentes présentes dans un jet [Cavalieri et al., 2011].
Une approche plus théorique est également envisageable en considérant la nature même des
structures cohérentes de grande échelle. En effet, un cadre théorique permettant d’étudier ces
structures, identifiées comme des instabilités convectives de type Kelvin-Helmholtz, peut être
trouvé en théorie de stabilité. Ici aussi, différents outils existent. Les analyses de stabilité globale
par exemple donnent accès à l’ensemble des modes d’un jet [Nichols et al., 2010], qu’ils soient
linéaires ou non linéaires. Ces approches, très coûteuses numériquement, sont très récentes et
prometteuses. Les approches de stabilité plus locales permettent également l’étude de ces modes
instables caractérisant les structures cohérentes de grande échelle mentionnées jusqu’à présent,
pour un coût numérique très faible et une excellente précision. Ces méthodes constituent l’objet
des sections suivantes et l’approche PSE utilisée dans ces travaux de thèse est à ranger dans
cette catégorie.
Le contexte théorique de ces travaux permet donc d’étudier les mécanismes mêmes de création
et d’évolution des structures cohérentes, afin d’en acquérir une meilleure compréhension. En
cela, l’analyse de stabilité est complémentaire des autres approches citées, puisque, comme nous
le verrons par la suite, les analyses de stabilité effectuées ici n’auront de valeur prédictive que
conjuguées à des résultats numériques ou expérimentaux.
I.4 Études de stabilité pour la modélisation des structures de
grande échelle
L’approche consiste à étudier la stabilité d’un écoulement de base q(x), qui est une donnée du
problème. Cet écoulement porteur est supposé stationnaire et ne dépend donc que des coordonnées
spatiales x. Une perturbation instationnaire q′(x, t) modélisant l’onde d’instabilité à étudier y
est superposée, décrivant alors un écoulement instationnaire q(x, t) :
q(x, t) = q(x) + q′(x, t) (1-4)
Les fluctuations sont cherchées sous la forme de modes normaux, incluant un terme ondulatoire
exponentiel, couplé à une fonction d’amplitude. On obtient alors un système aux valeurs propres
dont on peut numériquement trouver les solutions. Dans le cas particulier du jet axisymétrique,
pris dans un repère cylindrique (x, r, φ), une perturbation q′ se propageant dans la direction
axiale x peut être représentée par l’équation 1-5, où qˆ est la fonction d’amplitude et Ω une
fonction de phase.
q′(x, r, φ, t) = qˆ(x, r) eiΩ(x,φ,t) (1-5)
Une pierre angulaire de l’analyse de stabilité du jet repose sur la faible divergence de
l’écoulement porteur. En effet, prenant en compte cette particularité, diverses approximations
dans l’écriture de ces perturbations peuvent être faites, menant à des formulations simplifiées du
problème considéré. Ces différentes approches permettant de calculer l’évolution des instabilités
se développant dans la couche de mélange d’un jet sont abordées dans les sections qui suivent.
De plus amples détails sur les instabilités hydrodynamiques peuvent être trouvés dans l’ouvrage
de Godrèche et al. [2005].
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4.1 Analyse de stabilité locale
Éléments théoriques La théorie de stabilité locale est basée sur l’hypothèse simplificatrice
d’un écoulement porteur localement parallèle. Cette approximation, raisonnable à l’ordre zéro
pour un jet peu divergent, implique donc un écoulement de base, ainsi que des statistiques
turbulentes, localement indépendants de l’abscisse x. Considérant une section infiniment mince
du jet, prise entre x et x+ dx, la stabilité de l’écoulement ne dépend ni des variations amont,
ni de la divergence du jet. La perturbation locale est donc caractérisée par un nombre d’onde
axial α ainsi qu’une amplitude qˆ localement indépendants de x. Par conséquent, la forme modale
des perturbations 1-5 peut être simplifiée et représentée par l’équation 1-6, où α est le nombre
d’onde axial local, m le nombre d’onde azimutal et ω la pulsation temporelle. En supposant une
symétrie azimutale du jet, m est un entier relatif. Les nombres α et ω sont, a priori, des nombres
complexes constants.
q′(x, r, φ, t) = qˆ(r) ei(αx+mφ−ωt) (1-6)
Une telle formulation des perturbations peut alors être introduite dans les équations perturbées
du mouvement. En prenant par exemple les équations d’Euler perturbées, le système est ramené
à une équation différentielle ordinaire homogène sur la pression, soit l’équation non visqueuse
axisymétrique de Pridmore-Brown
d2pˆ
dr2
+
(1
r
− 1
ρ¯
dρ¯
dr
− 2α
αu¯x − ω
)
dpˆ
dr
+
(
ρ¯M2(αu¯x − ω)2 − m
2
r2
− α2
)
pˆ = 0 , (1-7)
que nous écrirons ensuite simplement
L (pˆ) = 0 . (1-8)
Ce problème, assimilable à un problème aux valeurs propres, admet alors une solution non nulle
lorsque les variables α, m et ω vérifient une relation complexe de dispersion
D (α,m, ω) = 0 . (1-9)
Ainsi, satisfaire cette relation complexe de dispersion revient à satisfaire deux relations réelles,
< (D) = 0 et = (D) = 0. En considérant un nombre d’onde azimutal m fixé, ces deux expressions
font intervenir les 4 inconnues réelles (αr, αi, ωr, ωi). Il est donc nécessaire de définir deux de
ces quatres inconnues afin de résoudre le système. On distingue ainsi deux types d’analyses de
stabilité selon le choix des variables étudiées.
La théorie de stabilité temporelle s’attache à étudier la stabilité au cours du temps d’une
onde dont le nombre d’onde α est un réel fixé. La perturbation s’écrit alors de manière suivante,
où ωr et ωi sont les parties réelle et imaginaire de ω :
q′(x, r, φ, t) = qˆ(r) eωit ei(αx+mφ−ωrt) (1-10)
La résolution du problème aux valeurs propres permet de trouver la fonction d’amplitude
ainsi que le coefficient d’amplification local ωi, dont la valeur caractérise la stabilité (ωi < 0), la
neutralité (ωi = 0) ou l’instabilité (ωi > 0) de l’onde. Cette théorie est cependant peu pertinente
d’un point de vue physique dans notre contexte d’étude, puisque nous nous intéressons avant
tout à l’amplification ou l’amortissement des ondes dans leur évolution spatiale, et non en un
point de l’espace en fonction du temps.
La théorie spatiale est donc celle qui est utilisée par la suite. À une pulsation temporelle
réelle ω donnée, les perturbations s’écrivent sous la forme suivante, où αr et αi sont les parties
réelle et imaginaire du nombre d’onde axial α :
q′(x, r, φ, t) = qˆ(r) e−αix ei(αrx+mφ−ωt) (1-11)
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De manière similaire, la résolution du problème permet d’identifier la nature de l’onde en
fonction du taux d’amplification local αi :
αi < 0 : onde instable (1-12)
αi > 0 : onde stable (1-13)
αi = 0 : stabilité neutre (1-14)
Résultats Cette théorie permet d’effectuer une première étude de stabilité sur le jet. Ainsi Crow
et Champagne [1971], en complément de leurs mesures et de leurs observations, ont effectué une
analyse de stabilité linéaire sur un jet turbulent. Explorant les approches spatiales et temporelles,
ils ont obtenu de cette dernière de bonnes prévisions des vitesses de phase des modes les plus
instables. La théorie spatiale, cependant, n’a pas semblé concluante. Mattingly et Chang [1974]
suggèrent que ce résultat étonnant est la conséquence du choix du profil de vitesse discontinu, en
forme de fonction porte. Ces auteurs ont ainsi effectué une analyse de stabilité locale en théorie
spatiale, mais en se basant sur des profils de vitesse expérimentaux d’un jet à Re = 300. De
bonnes prévisions de taux d’amplification et de longueurs d’onde sont cette fois obtenues en
comparaison avec les mesures.
Comme le rapportent Crighton et Gaster [1976], Michalke [1971] a également appliqué cette
approche au cas du jet subsonique étudié par Crow et Champagne [1971], en utilisant les mesures
de ces derniers pour l’approximation de l’écoulement porteur. Ici aussi, et contrairement à
Crow et Champagne [1971], l’épaisseur de la couche de mélange est prise en compte dans le
profil de vitesse. Les résultats obtenus sur les vitesses de phase et les taux d’amplification
correspondent relativement bien aux mesures rapportées à x = 2 d. De plus, Michalke [1971]
observe, conformément aux observations expérimentales, que le mode ayant un nombre de
Strouhal se situant autour de 0.3 présente le plus fort taux d’amplification.
Très peu d’études de stabilité ont été menées sur les jets double-flux. Perrault-Joncas et Mas-
lowe [2008] ont ainsi appliqué la théorie de stabilité locale à l’étude de jets coaxiaux subsoniques
chauds et froids. Leur étude, purement numérique et sans comparaisons expérimentales, est
cohérente avec les résultats de certains auteurs comme Plaschko [1979] concernant la dominance
du mode axisymétrique (m = 0) et du premier mode hélicoïdal (m = 1). Une étude paramétrique
a également permis aux auteurs de déterminer l’importance sur les taux de croissance des ondes
instables de paramètres tels que l’épaisseur des couches de mélange, le rapport des diamètres, ou
encore le rapport des vitesses des deux flux.
Cette théorie a cependant ses limites et il a vite été reconnu que la prise en compte de la
divergence du jet est importante dans la prévision de l’évolution axiale des modes instables. En
effet, comme le précisent Crighton et Gaster [1976], les caractéristiques du champ moyen variant
faiblement dans la direction axiale ne sont pas identiques à celles d’un champ moyen analogue
localement parallèle. Il n’est alors pas surprenant de ne pas pouvoir correctement prévoir la
position axiale du maximum d’amplification avec une telle modélisation. De plus, dans l’optique
d’étudier le rayonnement acoustique des ondes d’instabilité dans un jet, il est primordial de prendre
en compte l’évolution axiale des instabilités, c’est-à-dire l’effet d’accumulation représentatif de
“l’histoire” axiale de l’onde, dû à la divergence du jet. Cette prise en compte des effets non
parallèles fait l’objet des sections suivantes.
Cette théorie locale n’est pas entièrement satisfaisante, mais il est cependant intéressant de
noter qu’elle permet d’évaluer facilement une solution approchée du mode recherché, notamment
lors de l’initialisation d’un calcul plus complexe prenant en compte des effets non parallèles.
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4.2 Prise en compte de la faible divergence du jet
4.2.1 Méthode des échelles multiples
Si la théorie de stabilité locale permet une première approche du problème dans un contexte
quasi-parallèle, les résultats obtenus ne représentent que l’ordre 0 de la solution réelle et une
partie de la physique reste absente. Comme précisé précédemment, l’hypothèse d’un écoulement
localement parallèle ne permet pas de prendre en compte l’historique de l’onde et la faible
divergence du jet. Or, ces deux aspects ne sont pas complètement négligeables dans la modélisation
du développement des instabilités.
Éléments théoriques La faible divergence du jet peut être prise en compte par l’introduction
d’un petit paramètre ε représentatif du taux d’évasement du jet. Ainsi, la lente variation du
champ moyen dans la direction axiale peut être modélisée par un changement d’échelle dans
cette direction, en introduisant une variable lente s telle que
s = εx . (1-15)
Le champ moyen est alors redéfini avec les nouveaux paramètres dans le repère cylindrique
(x, r, φ) de la manière suivante :
q(x, r, φ) = {ux(s, r), ε ur(s, r), 0, ρ(s, r), p(s, r)}T (1-16)
Les modes peuvent être représentés suivant la méthode des échelles multiples (MEM) en
effectuant un développement des fonctions d’amplitudes en ε,
q′(x, r, φ, t) =
( ∞∑
k=0
εkqˆ
k
(s, r)
)
exp i
(∫ x
x0
α(ξ)dξ +mφ− ωt
)
, (1-17)
où le nombre d’onde axial α(x) est une fonction de l’abscisse x, contrairement à la théorie de
stabilité locale.
Cette décomposition modale est introduite dans les équations perturbées du mouvement
et les ordres en puissances de ε peuvent alors être séparés. En reprenant les équations d’Euler
perturbées, l’ordre 0 donne l’équation différentielle homogène de Pridmore-Brown (1-7) déjà
explicitée dans la description de la théorie de stabilité locale, et portant toujours sur la pression :
L (pˆ0) = 0 (1-18)
Les ordres k supérieurs sont écrits de manière similaire,
L (pˆk) = χk , (1-19)
où les termes non homogènes χk du membre de droite ne contiennent que des variables pˆi
d’ordres i inférieurs à k. Les solutions peuvent ainsi être calculées par ordres croissants. Une
approximation au premier ordre, donc en ne résolvant que les ordres 0 et 1, est en général considérée
comme suffisante dans les études présentées par la suite, les développements mathématiques se
compliquant avec l’ordre étudié.
Résultats La méthode des échelles multiples a tout d’abord été appliquée à l’étude des
instabilités se développant dans une couche limite, dont les développement théoriques sont
détaillés par Saric et Nayfeh [1975]. En se basant sur ces travaux, Crighton et Gaster [1976]
ont appliqué cette théorie à l’étude du jet. Comparant leurs résultats aux mesures de Crow et
Champagne [1971], ces auteurs montrent un excellent accord sur les longueurs d’ondes ainsi
calculées. Des comparaisons moins favorables sont cependant rapportées sur les grandeurs faisant
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intervenir l’effet d’accumulation, c’est-à-dire l’intégrale du nombre d’onde axial, comme les taux
d’amplification. Ces différences sont cependant à modérer du fait des incertitudes de mesure et de
la simplicité du modèle linéaire utilisé. En effet, dans leurs expériences, Crow et Champagne [1971]
ont rapporté la présence de fortes non linéarités dans les mesures observées, dues notamment à
l’amplitude trop importante du forçage exercé afin de mettre en exergue les structures cohérentes.
Les travaux de Crighton et Gaster [1976] se sont focalisés sur l’étude des modes axisymétriques
(m = 0) se développant dans un jet, ces modes étant généralement dominants. Cependant, des
études expérimentales ont également montré l’importance des modes azimutaux, en particulier du
premier mode hélicoïdal (m = 1), dans le développement de ces structures cohérentes. Reprenant
le modèle théorique des échelles multiples appliqué au jet, Plaschko [1979] a étudié la croissance
spatiale des modes azimutaux dans un jet faiblement divergent, dont le profil de vitesse est
comparable à celui étudié par Crighton et Gaster [1976]. Cette étude se confine à l’analyse du
mode axisymétrique et des deux premiers modes hélicoïdaux. En prenant soin de comparer les
résultats théoriques des taux d’amplification des perturbations de pression dans la couche de
mélange avec leurs équivalents expérimentaux, un bon accord est rapporté concernant le nombre
de Strouhal préféré du jet, se situant alors autour de 0.5 dans la couche de mélange. Enfin,
les modes hélicoïdaux semblent être tout aussi instables, et parfois même plus, que les modes
axisymétriques, selon la fréquence étudiée. Ces observations rejoignent certaines conclusions
expérimentales rapportées par Plaschko [1979].
Cette méthode des échelles multiples a également été étudiée par Morris [1981, 1983]. Dans
ses travaux, l’auteur montre l’importance de la prise en compte de la faible divergence du jet
étudié. Ainsi, la prise en compte des effets non parallèles augmente les taux d’amplification en
comparaison de la théorie de stabilité locale. De plus, en adéquation avec les résultats de Plaschko
[1979], le premier mode hélicoïdal apparaît comme potentiellement tout aussi instable et amplifié
dans la couche de mélange que le mode axisymétrique. Enfin, l’auteur a également étudié l’effet
de la viscosité et du nombre de Mach sur le développement des instabilités, en considérant la
MEM appliquée aux équations visqueuses compressibles. Un effet stabilisateur du nombre de
Mach, lorsque celui-ci augmente, ainsi que du nombre de Reynolds, lorsque ce dernier diminue,
est rapporté.
Si ce modèle basé sur la théorie des échelles multiples donne de bons résultats concernant
la prévision de l’amplification des perturbations dans un jet faiblement divergent, aucun lien
théorique n’a jusqu’ici été fait avec le rayonnement acoustique observé en champ lointain.
Ce premier pas vers une modélisation globale du rayonnement acoustique associé aux ondes
d’instabilité a été effectué par Tam et Morris [1980]. Leur approche reprend la théorie des échelles
multiples appliquée aux couches de mélange bidimensionnelles, avec cependant l’observation
capitale de la nature locale des solutions obtenues, et que, de par le modèle utilisé, la solution
locale calculée n’est pas valide en dehors de la couche de mélange [Morris, 1981]. Il est alors
nécessaire de construire une solution globale au problème du rayonnement acoustique. En effet,
l’introduction d’une variable axiale lente par la MEM privilégie une coordonnée, ici la direction
axiale, ce qui est incompatible avec la propagation acoustique pour laquelle aucune direction n’est
privilégiée. En supposant que la solution obtenue par la MEM est encore valide dans une région
proche de la couche de mélange, Tam et Morris [1980] ont construit une solution uniformément
valide étendue au champ lointain. Après résolution du développement des ondes instables dans la
couche de mélange, les équations de propagation des ondes acoustiques sont résolues par une
méthode de transformée de Fourier, avec les solutions hydrodynamiques comme conditions aux
limites.
La suite logique de ce modèle est son application aux jets axisymétriques. Ainsi, Tam et
Burton [1984a,b] ont repris cette méthode de décomposition de la solution globale en une solution
hydrodynamique valide dans le jet et une solution acoustique valide en dehors de la couche de
mélange, la méthode des développements asymptotiques raccordés étant utilisée dans la région
de champ proche afin de construire une solution uniformément valide. Afin de valider ce modèle,
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Tam et Burton [1984b] ont comparé leurs résultats théoriques aux mesures rapportées par Troutt
et McLaughlin [1982] sur un jet supersonique à Mach 2.1, ces comparaisons étant effectuées à la
fois dans le jet pour valider les solutions hydrodynamiques, et en champ proche et lointain pour
les solutions acoustiques. D’excellentes comparaisons sont obtenues dans les deux cas et pour deux
fréquences d’étude, validant ainsi l’approche proposée pour le calcul du rayonnement acoustique
à partir des solutions hydrodynamiques obtenues par la méthode des échelles multiples.
Ainsi, leurs résultats montrent que les grosses structures turbulentes supersoniques sont
directement responsables du bruit rayonné, avec une directivité privilégiée d’environ 30◦, confor-
mément aux observations expérimentales de Troutt et McLaughlin [1982]. Toujours suivant ces
résultats, les sources acoustiques émanent principalement de la région du jet où les instabilités
saturent en amplitude et commencent à décroître, typiquement en fin du cône potentiel. Les
modes prédominants en champ acoustique proche sont le mode axisymétrique et le premier mode
hélicoïdal. Enfin, le mécanisme principal générateur de bruit est ici identifié comme étant une
combinaison d’ondes de Mach et de saturation des instabilités.
Cette méthode des échelles multiples a également permis l’étude des différentes familles de
modes pouvant se développer dans les jets supersoniques [Tam et Hu, 1989]. En effet, en plus
des modes de Kelvin-Helmholtz présentés auparavant, Tam et Hu [1989] montrent l’existence
de deux autres familles de modes, l’une caractérisée par des vitesses de phase supersoniques et
l’autre par des vitesses de phase subsoniques. Ces familles de modes sont effectivement observées
expérimentalement [Oertel, 1979] et de plus amples détails sur ces modes peuvent être trouvés
dans la thèse de Millet [2003].
Enfin, la MEM a été appliquée à l’étude du rayonnement acoustique d’ondes d’instabilités
dans des jets double-flux supersoniques par Dahl et Morris [1997a,b,c]. Ces auteurs ont ainsi
appliqué la méthode de raccord développée par Tam et Morris [1980] afin d’évaluer la contribution
des ondes d’instabilité supersoniques au champ acoustique lointain. Plus particulièrement, Dahl
et Morris [1997b] ont effectué une analyse paramétrique de l’influence des rapports de vitesses du
jet primaire et secondaire, ainsi que des rapports des masses volumiques et des rayons des buses
dans l’étude de jets à poussée constante. En supposant une amplitude initiale unitaire des ondes
d’instabilité en sortie de tuyère, en supposant donc une excitation des modes instables par un
bruit blanc, les amplitudes relatives des différents modes, et donc leur rayonnement acoustique
relatif, ont pu être mis en évidence.
Limites Du point de vue de la stabilité, la prise en compte de la divergence du jet au moyen de
la méthode des échelles multiples est une approche plus satisfaisante et cohérente que l’approche
de stabilité locale. Ainsi, l’effet d’accumulation est pris en compte et une meilleure prévision de
l’évolution axiale des modes autour des fréquences dominantes est obtenue en comparaison avec
les mesures.
Certains points de cette théorie sont cependant délicats à traiter. On peut notamment
rencontrer des difficultés d’ordre numérique, dues au modèle lui-même, apparaissant sous certaines
conditions, quand l’onde d’instabilité se trouve amortie. Une analyse plus détaillée de l’équation
(1-7) permet de montrer que le dénominateur (αux − ω) peut s’annuler pour certaines valeurs de
r, lorsque la vitesse de phase de l’onde égale la vitesse de convection du jet. Cette singularité
introduit des problèmes numériques ne permettant pas le calcul direct de l’évolution de l’onde.
Une solution consiste à déformer le chemin d’intégration sur r dans le plan complexe afin de
contourner les pôles du système, sans en introduire de nouveaux (voir par exemple les travaux
de Tam et Morris [1980] ou la thèse de Millet [2003]). Cette approche, somme toute relativement
complexe à mettre en oeuvre, a le désavantage de faire perdre les notions physiques des variables
considérées par le passage de la variable r dans le plan complexe.
Il est également important de remarquer que cette méthode des échelles multiples ne permet
que la prise en compte des phénomènes linéaires, l’introduction de termes non linéaires n’étant
pas triviale. Ainsi, une étude se focalisant à la fois sur les effets non parallèles et non linéaires
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serait très difficile à mettre en oeuvre au moyen de cette théorie. Il faut donc se tourner vers une
autre approche plus flexible si l’on veut étudier, par exemple, les interactions faiblement non
linéaires de plusieurs modes, ou la décomposition en harmoniques d’un mode principal lors de
son évolution spatiale.
Ces méthodes de stabilité, locale ou MEM, permettent une évaluation des caractéristiques des
ondes d’instabilité dans le jet, mais ne rayonnent pas en champ lointain. Cependant, le couplage
développé par Tam et Burton [1984a,b] de la solution MEM avec une solution globale dans la
région acoustique au moyen d’une méthode de développements asymptotiques raccordés permet
d’obtenir des résultats en accord avec les caractéristiques principales des expériences menées sur
le bruit de jets supersoniques. L’utilisation de méthodes plus évoluées, comme les PSE présentées
dans la section suivante, permet d’obtenir de meilleures prévisions.
4.2.2 Les équations de stabilité parabolisées (PSE)
Les équations de stabilité parabolisées (ou PSE pour Parabolized Stability Equations) simpli-
fient significativement les études de stabilité précédentes, tout en prenant en compte les effets
non parallèles, l’effet d’accumulation, le calcul dans la zone stable et la possibilité d’étudier les
interactions entre différents modes.
Éléments théoriques Cette approche a originellement été introduite et développée par Ber-
tolotti et Herbert [1991], Herbert [1994, 1997] dans l’étude des instabilités de la couche limite,
et s’inspire largement de la méthode des échelles multiples. De manière générale, la méthode
peut être appliquée à tout écoulement faiblement divergent présentant une situation d’instabilité
convective, comme dans les couches de mélange et les jets. Reprenant la décomposition modale
précédente, les perturbations sont écrites sous la forme
q′(x, r, φ, t) = q˜(x, r) exp i (mφ− ωt) , (1-20a)
q˜(x, r) = qˆ(x, r) exp i
(∫ x
x0
α(ξ)dξ
)
︸ ︷︷ ︸
A
, (1-20b)
où qˆ est la fonction d’amplitude, dépendant de la position radiale et de l’abscisse, α(x) le nombre
d’onde axial dépendant également de l’abscisse afin de prendre en compte l’historique de l’onde,
m le nombre d’onde azimutal et ω la pulsation temporelle.
L’hypothèse de l’écoulement faiblement divergent est ici utilisée afin de supposer que les
fonctions d’amplitude qˆ varient faiblement dans la direction de l’écoulement x et que la majorité
de la partie ondulatoire est absorbée dans le terme exponentiel A . Cette séparation entre terme
d’amplitude et terme ondulatoire permet ainsi d’éviter l’utilisation d’une résolution spatiale
fine. De plus, la faible variation de la fonction d’amplitude selon x permet de négliger les
dérivées secondes ∂2qˆ/∂x2 et ainsi de “paraboliser” les équations perturbées du mouvement, bien
qu’une ellipticité résiduelle soit encore présente [Li et Malik, 1996, Andersson et al., 1998]. Cette
parabolisation des équations permet leur résolution par une méthode d’avancement en x. Ainsi,
ces deux caractéristiques confèrent aux PSE une grande efficacité pour un coût numérique très
faible.
L’expression des perturbations (1-20a) peut être introduite dans les équations du mouvement
linéarisées (équations de Navier-Stokes ou d’Euler par exemple selon le sujet d’étude), afin
d’obtenir le système d’équations aux dérivées partielles homogène quasi-parabolique :
P(qˆ) =
(
A+ B + C ∂
∂x
+D ∂
∂r
)
· qˆ = 0 (1-21)
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Ainsi, une résolution pas à pas dans la direction axiale x peut être menée, en supposant une
condition initiale ainsi que des conditions aux limites adéquates, sur l’axe de symétrie et à l’infini.
De plus amples détails théoriques sont développés dans le chapitre II.
Résultats Si cette approche a tout d’abord été développée pour étudier les modes instables
évoluant dans les couches limites, elle a également été rapidement appliquée à l’étude des jets.
Ainsi, Malik et Chang [1997] se sont intéressés au calcul du développement des instabilités dans
un jet supersonique à M = 2.5, et à faible nombre de Reynolds Re = 8700, afin de comparer
leurs résultats aux mesures de Morrison et McLaughlin [1980]. Dans leurs travaux, Malik et
Chang [1997] ont étudié dans un premier temps la stabilité locale et les PSE linéaires, se basant
sur les équations perturbées de Navier-Stokes compressibles, avant de s’intéresser, comme on le
verra par la suite, aux PSE non linéaires. Dans un tel jet, deux types de modes instables peuvent
être identifiés, en fonction de leur vitesse de phase, conformément aux travaux précédents de
Tam et Hu [1989], qui mettent en évidence différentes familles d’ondes dans les jets à très haute
vitesse. Les auteurs ont retrouvé la présence de deux types d’onde. Une étude de stabilité locale a
permis d’observer que les modes supersoniques présentent les taux d’amplification les plus élevés,
à une abscisse donnée de x = 5.1 d. Les deux premiers modes hélicoïdaux (m = 1 et m = 2)
sont ainsi observés comme étant les plus amplifiés, suivis du mode axisymétrique (m = 0). Les
grandeurs obtenues, telles que les vitesses de phase ou le Strouhal d’amplification maximum,
sont en bon accord avec les résultats expérimentaux de Morrison et McLaughlin [1980]. Cette
première approche a ensuite permis une comparaison de ces résultats avec ceux obtenus par
l’approche PSE. Ainsi, la prise en compte des effets non parallèles et d’accumulation par les
PSE donne des taux d’amplification supérieurs, comme observé précédemment au moyen de la
méthode des échelles multiples [Morris, 1981]. De plus, Malik et Chang [1997] se sont intéressés
aux champs proches de fluctuations de pression issus des calculs PSE. Les angles formés par les
fronts d’onde à phase constante avec l’axe du jet correspondent qualitativement aux observations
expérimentales. La forme du champ de pression rayonné par les instabilités de la couche de
mélange correspond ainsi à certaines visualisations. De plus, une analyse des longueurs d’onde
permet aux auteurs de suggérer l’efficacité acoustique potentielle de certains modes.
Toujours concernant le rayonnement acoustique issu d’ondes d’instabilité, Malik et Chang
[1997] n’ont pas cherché à étendre le problème à la manière de Tam et Burton [1984a], ou à
utiliser une analogie acoustique pour reconstruire les sources. Dans cette optique, Balakumar
[1998] a développé cette approche afin d’évaluer, en champ lointain, le rayonnement acoustique
associé aux fluctuations de pression obtenues par calculs PSE. Prenant comme référence les
expériences de Troutt et McLaughlin [1982] sur un jet froid supersonique à M = 2.1, Balakumar
[1998] a calculé les perturbations de pression évoluant dans ce jet au moyen d’un modèle PSE
linéaire basé sur les équations de Navier-Stokes. Par une technique analogue à celle développée
par Tam et Burton [1984b], c’est-à-dire en résolvant des équations de propagation des ondes dans
un milieu au repos par une méthode de transformées de Fourier, l’auteur a ainsi pu évaluer les
directivités associées en champ lointain. Les développements de cette approche sont par ailleurs
repris dans la section IV.1.2.1. L’étude de Balakumar [1998] se focalise sur le développement du
premier mode hélicoïdal, correspondant au mode le plus amplifié, à deux fréquences différentes,
pour des nombres de Strouhal valant 0.2 et 0.4. Un bon accord entre les champs acoustiques
calculés et mesurés est rapporté. L’auteur observe de plus que la majorité du rayonnement
acoustique a pour origine les premiers diamètres en sortie de tuyère, où les ondes d’instabilité
se déplacent à des vitesses supersoniques, retrouvant les observations expérimentales. Enfin, les
directivités acoustiques correspondent très bien aux mesures de Troutt et McLaughlin [1982]
comme observé dans la figure I.14. Ce couplage des PSE linéaires avec un modèle de propagation
acoustique semble donc donner des résultats en très bon accord avec cette expérience menée sur
un jet froid supersonique.
Parallèlement, Yen et Messersmith [1998] se sont également intéressés au calcul du déve-
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Figure I.14 – Comparaison du rayonnement acoustique d’un mode calculé au moyen des PSE linéaires,
avec le champ proche mesuré expérimentalement
loppement des instabilités dans un jet au moyen des PSE linéaires, en se limitant à l’étude
d’écoulements incompressibles. Des résultats similaires à ceux obtenus par Plaschko [1979] et
Morris [1981] avec la MEM sont rapportés. Yen et Messersmith [1999] ont par la suite appliqué
cette méthode à l’étude du jet supersonique de Troutt et McLaughlin [1982], de manière similaire
à Balakumar [1998]. Les auteurs ont ainsi pu étudier les caractéristiques des instabilités du jet
ainsi que les prémices du rayonnement associé à leur développement, sans toutefois faire rayonner
les perturbations de pression en champ lointain par une méthode de propagation. Ainsi, même si
les angles de propagation du front d’onde en champ proche sont comparables aux directivités
en champ lointain rapportées expérimentalement, il est difficile de conclure qualitativement sur
l’utilisation directe des PSE linéaires dans l’évaluation du rayonnement acoustique des ondes
d’instabilité. En réalité, de manière similaire à la MEM, les PSE ne permettent pas de modéliser
directement le rayonnement acoustique en champ lointain, comme observé par différents auteurs,
notamment Cheung et Lele [2004]. Une discussion plus complète étudiant cette limitation est
présentée dans la section IV.1.1.
Une première application des PSE au cas d’un jet subsonique chaud a été menée par Bertolotti
et Colonius [2003] qui ont étudié le bruit produit non pas par les modes étudiés précédemment,
c’est-à-dire les modes de Kelvin-Helmholtz résultant du profil inflexionnel du champ de vitesse,
mais par des modes de cœur entropiques (core modes). Ces modes peuvent être générés en
amont de la tuyère, par divers éléments mécaniques présents dans le moteur, tels que la chambre
de combustion, puis convectés dans le jet. Ces modes sont susceptibles d’être d’importants
contributeurs au rayonnement acoustique dans un jet subsonique chaud : en effet, la distribution
spectrale de nombre d’onde de ces perturbations présente des composantes majoritairement
supersoniques, comparées aux modes de type Kelvin-Helmholtz. Cependant, là aussi, les auteurs
pointent l’incapacité des PSE à calculer directement le champ acoustique. L’approche PSE permet
en revanche d’identifier l’angle de rayonnement des ondes de Mach en champ proche de manière
satisfaisante.
La théorie généralement avancée afin de justifier le possible rayonnement d’ondes d’instabilités
subsoniques est une continuité des mécanismes générateurs de bruit décrits en supersonique [Tam,
1998]. Dans ce dernier cas, une onde possédant une vitesse de phase supersonique produit des
ondes de Mach soniques qui peuvent alors se propager en champ lointain. Dans le cas d’ondes à
vitesse de phase subsonique, ce mécanisme peut encore être valide dans une moindre mesure. En
effet, la modulation d’amplitude axiale de l’onde étale son spectre de nombre d’onde autour de sa
valeur principale, comme illustré dans la figure I.15. Ainsi, des composantes spectrales peuvent
se trouver dans une zone supersonique et ainsi participer au rayonnement acoustique de l’onde
d’instabilité. Ce mécanisme de rayonnement acoustique par modulation spatial de l’amplitude
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Figure I.15 – (a) Amplitude ( ) et partie réelle ( ) d’une fluctuation de pression évoluant dans
la direction axiale x et extraite des résultats du chapitre IV, ainsi que (b) le résultat de la transformée
de Fourier axiale montrant le spectre de nombre d’onde axial α caractérisant cette perturbation ; la zone
blanche contient des composantes supersoniques (α < ω/c) et la zone grise des composantes
subsoniques.
d’une onde a notamment été étudié par Crighton et Huerre [1990]. Le caractère directionnel
du rayonnement produit par un tel mécanisme est effectivement retrouvé dans les directivités
acoustiques des jets aussi bien supersoniques que subsoniques.
Si les core modes étudiés par Bertolotti et Colonius [2003] sont susceptibles d’être de forts
radiateurs acoustiques en subsonique, les modes de Kelvin-Helmholtz peuvent théoriquement,
par ce mécanisme, également produire du bruit. Dans cette optique, Lin et al. [2004] ont donc
appliqué la méthode PSE linéaire, dans un cas tridimensionnel en se basant sur les équations de
Navier-Stokes linéarisées, à un jet subsonique chaud à M = 0.9. Cette approche est également
couplée à une résolution de l’équation de propagation des ondes comme présenté par Balakumar
[1998]. Les résultats obtenus montrent une bonne corrélation sur les niveaux acoustiques entre
les calculs PSE linéaires rayonnés et les mesures, sur une gamme de nombres de Strouhal
représentative de basses fréquences.
L’application des PSE linéaires à l’étude d’un jet subsonique chaud a également été faite
par Piot [2005] et Piot et al. [2006]. Dans ces travaux, une approche PSE linéaire basée sur les
équations d’Euler compressibles a permis le calcul du développement des ondes d’instabilité dans
un jet à M = 0.7 dont le champ moyen est issu des calculs LES de Muller [2006]. Ainsi, une
comparaison de l’évolution axiale des ondes d’instabilités entre les résultats PSE linéaires et
des résultats de calcul LES montre un bon accord en champ proche entre les deux approches.
Cependant, des différences apparaissent lorsque la position radiale de comparaison augmente,
soit en s’éloignant de la couche de mélange. Là aussi, l’incapacité des méthodes PSE à évaluer la
propagation des perturbations au-delà du champ proche peut être observée.
Se basant sur les travaux de Suzuki et Colonius [2006] et Ryu et al. [2008], Gudmundsson et
Colonius [2009] et Gudmundsson [2010] ont appliqué les PSE linéaires à l’étude des instabilités
se développant dans les jets subsoniques chauds et froids à des nombres de Mach compris entre
0.5 et 0.9. Les résultats obtenus montrent un excellent accord entre les mesures obtenues en
champ proche pour de basses fréquences et filtrées par décomposition orthogonale aux valeurs
propres (POD pour Proper Orthogonal Decomposition), et les fluctuations de pression calculées
au moyen des PSE, tant au niveau des amplitudes que des phases. Les POD sont ici utilisées
afin d’extraire des mesures la structure cohérente possédant le maximum d’énergie cinétique.
De façon remarquable, les prévisions PSE linéaires reproduisent de manière très satisfaisante
l’évolution des perturbations bien après le cône potentiel (figure I.16). Ces résultats témoignent
donc de la présence de structures cohérentes de grande échelle dans ces jets subsoniques. Par la
suite, Colonius et al. [2010] ont poursuivi ces travaux en calculant le rayonnement acoustique
associé aux modes instables par une méthode de rayonnement acoustique de type Kirchhoff, en
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Figure I.16 – Amplitudes et angles de phase des perturbations de pression à St = 0.35 sur l’antenne
linéaire positionnée en champ proche d’un jet froid subsonique Mj = 0.9 ; d : Mesures ;  : 1er mode
POD ; : PSE [Gudmundsson, 2010].
Figure I.17 – Comparaison des résultats PSE ( ) du mode axisymétrique m = 0 et des mesures ()
de fluctuation de vitesse sur l’axe d’un jet froid subsonique à M = 0.4 [Cavalieri et al., 2012].
se basant sur les travaux de Reba et al. [2010]. De bonnes comparaisons sont là aussi observées.
De très bonnes corrélations sont également obtenues dans les travaux de Ray et al. [2009], et
ce pour des jets libres subsoniques et supersoniques. Ces résultats suggèrent là aussi la validité
d’une approche PSE dans l’étude des structures cohérentes de grande échelle se développant dans
des jets libres subsoniques ou supersoniques. Ces résultats sont intéressants car ils ne vont pas
dans le sens des travaux de Ryu et al. [2008]. Ces derniers ont en effet observé de larges écarts,
en champs proches et lointains, dans des comparaisons effectuées entre des résultats de calculs
PSE et LES sur des jets soniques et supersoniques. Ryu et al. [2008] suggèrent l’importance
d’une modélisation non linéaire dans leur cas d’étude d’un jet supersonique. La contamination
des senseurs par les ondes de Mach est également avancée par les auteurs comme possible source
d’erreur.
Enfin, dans la continuité des travaux de Colonius et al. [2010], Rodríguez et al. [2011] et
Cavalieri et al. [2012] ont appliqué l’approche PSE linéaire aux cas de jets subsoniques froids à
M = 0.4, 0.5, 0.6. Des comparaisons sur les évolutions axiales des fluctuations de vitesses sur l’axe
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du jet entre les mesures et les prévisions PSE sont excellentes dans la région du cône potentiel
sur une gamme de nombres de Strouhal compris entre 0.3 et 0.6 (figure I.17). D’importantes
différences sont cependant observées pour des nombres de Strouhal autour de 0.1. Ce résultat
est généralement observé dans d’autres études PSE [Piot, 2005, Gudmundsson, 2010] et trouve
vraisemblablement une explication dans le fait que, pour ces basses fréquences, les longueurs
d’ondes sont du même ordre de grandeur que la longueur du cône potentiel. Par conséquent,
l’hypothèse PSE d’une lente variation axiale de l’écoulement porteur n’est plus vérifiée. Les
différences apparaissant pour des Strouhal supérieurs à 0.3, et au-delà du cône potentiel, seraient
le résultat de la turbulence de petite échelle venant se superposer aux mesures de perturbations
associées aux structures turbulentes de grande échelle. En effet, dans la zone potentielle, cette
turbulence fine n’est pas encore présente. Les excellentes comparaisons observées dans la région
potentielle sont là aussi un témoignage de la présence de structures cohérentes dans les jets
subsoniques libres et de la capacité des approches PSE à prévoir leur évolution.
4.3 Modélisations faiblement non linéaires
L’approche PSE linéaire présentée dans la section précédente semble donc en mesure de
modéliser de manière très satisfaisante certaines caractéristiques des structures cohérentes de
grande échelle. Ainsi les taux d’amplification et les vitesses de phase des modes les plus amplifiés
sont remarquablement reproduits dans une région du jet correspondant globalement au cône
potentiel. Cependant, plusieurs critiques peuvent être formulées vis-à-vis de l’approche linéaire
adoptée. En effet, rien ne prouve que les mécanismes régissant le développement des ondes ici
étudiées soient entièrement linéaires, malgré les résultats remarquables précédents. L’écoulement
considéré étant de nature hautement non linéaire, il peut être surprenant que l’évolution de
telles structures puisse être modélisée par un système linéaire. De plus, les ondes étant amplifiées
spatialement, elles peuvent atteindre une amplitude de saturation, donnant lieu à des effets non
linéaires. Enfin, si on s’intéresse à la production sonore des jets, il est tout à fait envisageable
que des phénomènes non linéaires aient une importance dans le rayonnement acoustique des jets
(appariement tourbillonnaire, saturation, interactions modales, etc). Mohseni et al. [2002] se sont
par exemple intéressés au cas d’un jet supersonique à M = 1.92 à bas Reynolds (Re = 2000)
calculé par DNS [Freund et al., 2000]. Utilisant ce calcul pour l’écoulement de base, les auteurs ont
résolu les équations de Navier-Stokes linéarisées afin de comparer le rayonnement acoustique des
différents modes avec celui obtenu dans l’approche non linéaire. Si des comparaisons satisfaisantes
sont rapportées autour de la fréquence dominante, d’importants effets non linéaires semblent
intervenir soit dans l’amplification des modes, soit dans dans la propagation acoustique des ondes
de Mach.
Afin d’étudier l’importance de certains phénomènes non linéaires dans le calcul des instabilités
se développant dans un jet, subsonique ou supersonique, ainsi que dans les mécanismes de
production acoustique, l’utilisation des PSE constitue une approche relativement simple et
prometteuse. En effet, les interactions entre modes, et notamment la création d’harmoniques,
peuvent être prises en compte en retenant, dans les équations perturbées, les termes non linéaires
issus du produit des perturbations, et en résolvant plusieurs systèmes semblables aux PSE
linéaires mais comportant un terme non homogène. Les développements sont détaillés dans la
section V.1.1. Il n’y a donc a priori aucune difficulté d’ordre théorique ; les limitations sont à
chercher dans les conditions initiales des modes étudiés, ainsi que dans le traitement du mode
déformant le champ de base. Les PSE permettent donc de traiter à la fois l’effet non parallèle de
l’écoulement et les interactions modales, autorisant ainsi une prise en compte complète des effets
faiblement non linéaires.
Éléments théoriques L’approche utilisée pour inclure les termes non linéaires dans les
équations PSE est identique à celle présentée par Herbert [1997] et Airiau [1994] dans l’étude
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de la couche limite. On s’intéresse ici aux interactions faiblement non linéaires dans le sens où
l’on étudie l’évolution d’un mode principal, caractérisé par une pulsation temporelle ω et un
nombre d’onde azimutal m, qui est linéairement amplifié, pour ensuite donner naissance à des
harmoniques temporelles et azimutales. Dans ce cadre d’étude, on s’intéresse également aux
interactions entre plusieurs modes sélectionnés en conditions initiales.
Reprenant les équations d’Euler perturbées utilisées pour développer le système PSE linéaire,
les termes non linéaires issus du produit des perturbations sont conservés. Afin de pouvoir
considérer la création de ces harmoniques lors de l’étude d’un ou de plusieurs modes principaux,
les perturbations sont écrites sous forme modale, comme précédemment, mais en la considérant
cette fois comme une superposition de plusieurs modes, caractérisés par des nombres d’onde
azimutaux m et des pulsations temporelles nω, soit sous la forme d’une double série de Fourier :
q′(x, r, φ, t) =
+∞∑
m=−∞
+∞∑
n=−∞
q˜
m,n
(x, r) exp i(mφ− nωt) (1-22a)
q˜
m,n
(x, r) = qˆ
m,n
(x, r) εm,n exp
(
i
∫ x
x0
αm,n(ξ)dξ
)
︸ ︷︷ ︸
Am,n
(1-22b)
Cette décomposition modale est similaire à celle employée dans la formulation PSE linéaire,
et les même hypothèses sont utilisées afin de décomposer les fonctions q˜
m,n
(x, r) en une partie
lentement variable qˆ
m,n
(x, r) dans la direction de l’écoulement et une partie ondulatoire Am,n
absorbant les fortes variations axiales de l’onde.
Les amplitudes relatives sont ici importantes dans l’étude des modes et leurs valeurs initiales
sont introduites par les termes εm,n inclus dans Am,n. Le système d’équation obtenu dans
l’approche PSE linéaire 1-21 est complété d’un terme non homogène pour chaque mode (m,n)
étudié :
Pm,n(qˆm,n) = −
Fm,n
Am,n
(1-23)
Ce terme non homogène représente un terme de forçage associé aux interactions croisées des
modes considérés et représente donc des termes d’ordre au minimum quadratique.
Par construction et en appliquant des hypothèses PSE, le système d’équations obtenu est
quasi-parabolique. La méthode de résolution précédente par marche en x peut être employée, du
fait de la faible variation des fonctions d’amplitude dans la direction de l’écoulement.
Résultats Parmi les phénomènes non linéaires potentiellement importants dans l’étude des
jets, les interactions modales peuvent avoir un impact significatif sur l’évolution des modes dans
une couche de mélange. Plus particulièrement, les modes hélicoïdaux m = ±1 sont susceptibles
de fortement interagir et de mener à une rapide transition turbulente, ce mécanisme étant
couramment appelé oblique-mode breakdown. Ainsi, suite à une analyse PSE linéaire, Malik
et Chang [1997] ont appliqué l’approche PSE non linéaire à l’étude de ce scénario sur un jet
supersonique à M = 2.5. De très fortes interactions modales sont observées, ainsi qu’une rapide
saturation des modes, une forte déformation du champ de base en aval et une augmentation
importante du nombre d’harmoniques remplissant le spectre des modes. Une comparaison du
débit massique calculé, avec des mesures effectuées par Morrison et McLaughlin [1980], montrent
un accord très satisfaisant avec le mode dominant hélicoïdal.
Les PSE non linéaires ont également été employées dans l’étude du forçage de couches de
mélange compressibles subsoniques réactives par Day et al. [2001]. Dans ces travaux, les auteurs
ont comparé l’évolution des perturbations calculées au moyen des PSE non linéaires à celles
obtenues par calcul DNS. Un excellent accord sur les fluctuations de vitesse est obtenu entre ces
deux méthodes lorsque les conditions initiales employées sont identiques, avec un gain de temps
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appréciable avec les PSE. Les PSE linéaires montrent ici très rapidement leurs limites. De plus,
il est montré dans cette étude que le mécanisme d’appariement tourbillonnaire peut être décrit
par une modélisation PSE non linéaire, suggérant que les mécanismes associés sont intimement
liés aux ondes d’instabilité.
Dans la continuité de ces travaux, qui se sont focalisés sur l’étude des perturbations et des
interactions non linéaires, Cheung et Lele [2004], puis Cheung et al. [2007], ont appliqué les PSE
non linéaires à l’étude des perturbations dans les couches de mélange subsoniques et supersoniques,
puis dans les jets turbulents forcés, afin d’en extraire le rayonnement acoustique au moyen d’une
analogie acoustique de type Lilley. Des comparaisons entre résultats PSE et DNS montrent, de
manière similaire à Day et al. [2001], d’excellentes corrélations, validant l’approche PSE non
linéaire pour le calcul des fluctuations à l’intérieur du jet et en champ proche. Cependant, le
calcul du champ acoustique rayonné est clairement mis en défaut. Cette observation rejoint celles
effectuées précédemment lors de l’étude des PSE linéaires, montrant que l’incapacité des PSE
à calculer le champ lointain ne réside pas dans la modélisation des termes non linéaires, mais
bien dans la nature même de la modélisation. Afin de contourner cette limitation, il est donc
nécessaire de faire appel à une méthode de rayonnement acoustique, comme ici une analogie
acoustique de Lilley. Les résultats de Cheung et al. [2007] semblent cependant discutables, le
champ propagé étant moyennement corrélé aux résultats DNS. Les auteurs précisent également
que l’utilisation d’une méthode de rayonnement par surfaces de Kirchoff n’est pas satisfaisante,
les champs lointains obtenus étant a priori irréalistes.
D’autres travaux menés par Sandham et al. [2006a] montrent également l’importance des
mécanismes non linéaires dans l’étude acoustique de jets forcés. Au moyen d’une approche PSE
non linéaire, Sandham et al. [2008] ont ainsi obtenu des comparaisons qualitatives intéressantes
entre calculs et résultats expérimentaux sur des jets subsoniques à M = 0.9 et faible Reynolds.
Dans la continuité de ces travaux, Suponitsky et al. [2010] ont émis l’hypothèse de l’importance
de l’interaction modale dans le rayonnement acoustique de certains jets pour expliquer un pic de
directivité observé expérimentalement à une fréquence dominante différente de celle observée en
champ proche. Par interactions forcées de deux modes, ces auteurs concluent sur la possibilité de
produire un rayonnement plus efficace que lors d’un forçage direct. Cependant, Rodríguez et al.
[2011] remettent en question ce mécanisme dans le cas de jets libres à hauts nombres de Reynolds.
Reprenant les travaux de Suponitsky et al. [2010], ces auteurs ont montré que ce mécanisme est
considérablement moins efficace dans le cas d’un jet libre.
Conclusions partielles Considérant tous ces éléments, plusieurs conclusions concernant l’in-
térêt d’une approche PSE non linéaire dans l’étude des jets peuvent être établies. Tout d’abord,
l’approche PSE linéaire semble être en mesure de reproduire de manière très satisfaisante les
caractéristiques des structures cohérentes de grande échelle, aussi bien à l’intérieur qu’en péri-
phérie proche de jets libres subsoniques et supersoniques. Ces observations suggèrent donc que
l’évolution de ces structures peut être décrite par un modèle linéaire relativement simple, malgré
la complexité de l’écoulement considéré. Cependant, ces résultats ne permettent pas d’exclure
une possible contribution de mécanismes non linéaires dans la dynamique de ces ondes, certaines
observations allant dans ce sens. Des travaux restent donc à mener concernant la part des non
linéarités dans la description de ces structures, et une approche PSE non linéaire est un outil
envisageable.
Ensuite, l’utilisation d’une approche PSE non linéaire est très efficace et prometteuse dans
l’étude de jets ou de couches de mélange forcés. Des comparaisons expérimentales ou numériques
(DNS) montrent la précision et le potentiel de cette méthode. En conséquence de cette remarque,
l’emploi d’une approche PSE non linéaire dans l’étude du contrôle d’un jet par forçage périodique
peut être envisagé.
Enfin, même si l’évolution axiale des structures cohérentes de grande échelle peut être
correctement modélisée au moyen d’une approche PSE, le rayonnement acoustique associé à
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ces ondes reste problématique, surtout dans le cas de jets subsoniques, et n’est pas résolu au
moyen d’une méthode non linéaire. En effet, l’approche PSE ne permettant pas par construction
le calcul du champ lointain, il est nécessaire d’avoir recours à des méthodes de propagation
complémentaires (Lighthill, Kirchhoff, etc.). De manière générale, le rayonnement acoustique
de paquets d’ondes subsoniques n’est pas trivial et la section suivante s’attache à en donner
quelques éléments.
I.5 Le rayonnement acoustique de paquets d’ondes subsoniques
Comme évoqué dans les sections précédentes, le rayonnement acoustique d’un paquet d’ondes
se déplaçant à une vitesse de phase supersonique trouve clairement son origine dans la production
d’ondes de Mach [Tam, 1998]. Le mécanisme de production sonore d’un paquet d’ondes subsonique
a également été présenté et peut trouver son origine dans la continuité de ce même mécanisme,
par l’étalement du spectre de nombre d’onde dans une plage supersonique (figure I.15) permettant
alors à l’onde de rayonner en champ lointain. Crighton et Huerre [1990] ont ainsi mis en évidence
le rôle important de la modulation d’amplitude des paquets d’ondes dans cette production
acoustique. En considérant des enveloppes spatiales gaussiennes, classiquement rencontrées dans
la modélisation des ondes d’instabilité évoluant dans un jet, un rayonnement super-directif a
ainsi été mis en évidence pour des paquets d’ondes ayant des vitesses de phase subsoniques. Une
extension des travaux de Crighton et Huerre [1990] peut être trouvée dans ceux de Sandham
et al. [2006b], où une variation temporelle de l’enveloppe est étudiée afin de montrer, là aussi, le
rayonnement acoustique effectif d’un paquet d’ondes subsonique.
Les travaux de Cavalieri et al. [2011] vont également dans ce sens. Considérant un paquet
d’ondes subsonique modulé à la fois spatialement et temporellement par des enveloppes gaus-
siennes, ces auteurs ont étudié l’effet de l’étendue ou de la localisation spatio-temporelle de ces
paquets d’ondes sur les niveaux acoustiques en champ lointain. En effet, dans un jet, de tels
paquets d’ondes apparaissent par intermittence et possèdent donc une évolution temporelle en
plus de leur évolution spatiale. Cavalieri et al. [2011] montrent ainsi que l’étendue temporelle joue
un rôle potentiellement tout aussi important dans la prévision des niveaux acoustiques observés à
de faibles angles dans le champ lointain de jets subsoniques. Appliquant leur modèle simplifié au
cas de deux jets subsoniques à M = 0.9, ces auteurs présentent des résultats de directivité très
cohérents dans la direction aval. Ces conclusions suggèrent alors qu’un tel mécanisme temporel
joue un rôle important dans la modélisation de paquets d’ondes, et donc des structures cohérentes
de grande échelle, comme sources acoustiques de jets subsoniques.
Ce mécanisme temporel n’est pas pris en compte dans une approche PSE, contrairement à la
modulation axiale de l’amplitude des perturbations. En considérant uniquement le mécanisme
acoustique associé à cette modulation spatiale, plusieurs approches peuvent être couplées aux
calculs PSE afin d’évaluer le rayonnement acoustique des ondes d’instabilité. Les méthodes basées
sur des surfaces de Kirchhoff cylindriques [Balakumar, 1998] ou coniques [Colonius et al., 2010]
sont théoriquement en mesure d’effectuer une telle propagation. Le placement de la surface de
Kirchhoff est critique, car la solution de stabilité devient rapidement non valable en dehors
du jet, s’amortissant approximativement en exp(−√1−M2r). Cette limitation est discutée
par la suite dans la section IV.1.1. Alternativement, des approches basées sur les analogies
acoustiques permettent également la reconstruction du champ acoustique associé à une onde
d’instabilité [Cheung et al., 2007]. Au moyen d’une analogie acoustique simplifiée s’inspirant de
la modélisation de Cavalieri et al. [2011], Rodríguez et al. [2011] ont ainsi évalué le rayonnement
acoustique d’instabilités calculées par un modèle PSE linéaire dans des jets subsoniques froids.
Des accords satisfaisants sont rapportés, et un exemple de directivité comparant cette projection
aux mesures peut être observé dans la figure I.18. De manière très remarquable, ces directivités
projetées en champ lointain à partir de fluctuations de vitesses calibrées sur l’axe reproduisent
très correctement les niveaux mesurés avec moins de 3 dB d’erreur dans la direction aval du jet.
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Figure I.18 – Comparaison des directivités d’un jet subsonique froid à M = 0.5 entre mesure () et
projection des calculs PSE linéaires ( ) [Rodríguez et al., 2011].
Enfin, une telle modélisation permet également de retrouver les tendances des niveaux sonores
absolus en fonction du nombre de Mach.
Ces différentes études étayent donc la possibilité de rayonnement acoustique de structures
cohérentes de grande échelle dans des jets subsoniques. Plus encore, même si une approche de
stabilité de type PSE ne permet pas le calcul direct du rayonnement acoustique d’une onde
d’instabilité, il est tout de même possible de reconstruire raisonnablement celui-ci.
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I.6 Conclusions
L’étude des structures cohérentes de grande échelle se développant dans les jets est au cœur de
nombreuses activités de recherche. L’existence de telles structures hydrodynamiques a été mise
en évidence dans des jets supersoniques et subsoniques, libres et forcés. Les mécanismes mis en
jeu, ainsi que le rôle exact de ces structures dans l’acoustique des jets, restent cependant encore
mal définis, empêchant le développement de méthodes de prévision de bruit efficaces. Parmi
les mécanismes sources avancés dans la littérature, les structures cohérentes de grande échelle,
identifiables à des ondes d’instabilité convectives hydrodynamiques, semblent être responsables
d’un rayonnement acoustique très directif, aussi bien pour des jets subsoniques que supersoniques.
De telles structures forment ainsi des sources non compactes, modulées en temps et en espace,
et dont la dynamique est potentiellement descriptible au moyen de modèles linéaires pour des
jets libres. Une approche pertinente permettant l’étude de ces structures est alors donnée par
les théories de stabilité, notamment par les modélisations basées sur les équations de stabilité
parabolisées (PSE). En effet, de tels modèles sont prometteurs et reproduisent de manière très
satisfaisante les caractéristiques des perturbations mesurées dans les jets simples subsoniques ou
supersoniques.
Ces travaux de thèse s’inscrivent dans la continuité des études présentées jusqu’ici. Ainsi, un
objectif est de mettre en évidence au moyen d’un modèle PSE linéaire la présence d’ondes
d’instabilité dans les mesures acoustiques réalisées en champ proche de jets libres à double flux,
issus de tuyères à géométries complexes. Nous cherchons donc à évaluer si une telle approche
permet, conformément aux études précédentes réalisées sur des cas plus simples, d’en décrire les
caractéristiques de manière satisfaisante. L’objectif principal de nos travaux est alors d’évaluer la
part du rayonnement acoustique, mesuré en champ lointain, attribuable à la dynamique de ces
ondes d’instabilité dans des jets à configurations quasiment industrielles.
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Ce chapitre présente le développement des équations de stabilité parabolisées linéaires baséessur les équations d’Euler perturbées dans le cas d’un écoulement cisaillé de type jet. Ces
équations sont explicitées dans un repère cylindrique pour un jet axisymétrique. Les hypothèses
effectuées sur l’écoulement ainsi que sur la forme des ondes étudiées sont explicitées et discutées. Le
système linéaire obtenu permet ainsi de décrire mathématiquement et numériquement l’évolution
axiale des instabilités de Kelvin-Helmholtz se développant dans les jets. Les détails sur les
méthodes numériques employées dans la résolution du système sont donnés, notamment sur
les schémas numériques utilisés. Enfin, plusieurs validations de la méthode développée sont
présentées. Ainsi, les sensibilités aux conditions de normalisation et au pas d’avancement axial
sont discutées. Des comparaisons avec des cas déjà traités dans la littérature sont analysées.
L’ensemble de ces résultats nous permet de conclure quant à la validité du modèle.
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II.1 Développement des équations de stabilité parabolisées linéaires
Les structures étudiées sont équivalentes à des ondes d’instabilité hydrodynamiques convectives
de type Kelvin-Helmholtz se développant dans la couche de mélange d’un jet. L’étude de ces
structures peut donc être effectuée au moyen d’une analyse de stabilité. Pour cela, un écoulement
de base, ou écoulement porteur, est donné et représente en toute rigueur l’écoulement stationnaire
associé au problème considéré. L’objectif est alors d’étudier la réponse de cet écoulement porteur
à une perturbation caractérisant un mode instable, à une fréquence et un nombre d’onde azimutal
donnés.
Un objectif de ce chapitre est de développer un système d’équations permettant de décrire
l’évolution axiale de ces ondes instables. Pour cela, et afin de simplifier au maximum la complexité
du système, plusieurs hypothèses et simplifications sont appliquées sur la base de l’analyse
dimensionnelle et de la connaissance physique que nous possédons des ondes étudiées.
1.1 Les équations du mouvement
L’écoulement considéré satisfait les équations de Navier-Stokes instationnaires, compressibles
et tridimensionnelles. Ces équations, très complexes et dont le coût de résolution numérique
est prohibitif, constituent donc la base de notre analyse. Or, la prise en compte de l’intégralité
de la physique décrite par ces équations n’est a priori pas nécessaire pour l’étude ici envisagée.
Il est donc intéressant d’effectuer un ensemble d’approximations, adaptées au cadre de notre
étude, et de réduire ainsi le modèle à des équations décrivant principalement l’évolution des
ondes d’instabilité étudiées.
1.1.1 Adimensionnements
Avant de considérer les équations du mouvement mises en jeu, il est utile d’effectuer un
adimensionnement des variables de l’écoulement. Cette étape permet de mettre en évidence
les paramètres intrinsèques à l’écoulement et d’effectuer par la suite des comparaisons entre
différentes configurations. Ainsi, on adimensionne les variables d’écoulement du jet par des
grandeurs de référence, comme présenté dans l’équation 2-1, où les membres de gauche sont des
grandeurs adimensionnées. On note x l’abscisse, r la position radiale, t la variable temporelle, u
le champ de vitesse instantané, ρ la masse volumique, p la pression statique, T la température
statique et e l’énergie interne. De plus, d est le diamètre de la tuyère supposée cylindrique, Uj
est la vitesse axiale du jet en sortie de tuyère et Cv la capacité thermique du fluide à volume
constant, également en sortie de tuyère. Enfin, les grandeurs indicées par j représentent ces
grandeurs prises en sortie de tuyère sur l’axe, et les grandeurs marquées d’un symbole ∗ sont des
grandeurs dimensionnelles.
x = x
∗
d
r = r
∗
d
t = t
∗ Uj
d
(2-1a)
u = u
∗
Uj
ρ = ρ
∗
ρj
p = p
∗
ρjU2j
(2-1b)
T = T
∗
Tj
e = e
∗
Cv Tj
(2-1c)
Avec ces adimensionnements, on définit respectivement les nombres de Mach, de Reynolds et
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de Prandtl :
Mj =
Uj
aj
, (2-2)
Red =
Uj ρj d
µj
, (2-3)
Pr = µj Cp
λj
, (2-4)
où aj est la vitesse du son, µj la viscosité dynamique et λj le coefficient de conductivité thermique
du fluide, ces paramètres étant pris en sortie de tuyère. La vitesse du son a pour un gaz parfait
est donnée par
a =
√
γ
p
ρ
=
√
γ Rs T , (2-5)
où γ est le coefficient adiabatique et Rs est la constante spécifique de l’air. On obtient alors les
relations adimensionnelles pour la pression pj et l’énergie interne ej en sortie de tuyère
pj
ρj U2j
= 1
γM2j
, (2-6)
ej =
a2j
γ (γ − 1) . (2-7)
1.1.2 Équations de Navier-Stokes adimensionnées
En négligeant les forces volumiques ainsi que les flux de rayonnement, les équations de
Navier-Stokes adimensionnées s’écrivent alors sous la forme des équations de continuité 2-8a, de
quantité de mouvement 2-8b et de conservation de l’énergie 2-8c,
∂ρ
∂t
+∇ · ( ρu ) = 0 , (2-8a)
∂ ( ρu )
∂t
+∇ · ( ρu⊗ u ) =−∇p + 1
Red
(
∇ · τ
)
, (2-8b)
∂ ( ρe )
∂t
+∇ · ( ρeu ) =− γ (γ − 1)M2j p (∇ · u )
+ γ (γ − 1)M
2
j
Red
ΦD (2-8c)
− γ
Pr Red
(
∇ · ϕc
)
,
avec τ le tenseur des contraintes visqueuses, ΦD la fonction de dissipation et ϕc le flux de chaleur
par conduction. Ces variables s’expriment, respectivement, au moyen des équations 2-9 et 2-10
en utilisant les hypothèses de Stokes, et au moyen de l’équation 2-11 selon la loi de Fourier.
τ = −2µ3 (∇ · u) I + µ
(
∇u+∇ut
)
(2-9)
ΦD =
τ2
2µ (2-10)
ϕc = −λc∇T (2-11)
On peut remarquer que la fonction de dissipation produit des termes non linéaires des variables
de vitesse, le tenseur de viscosité τ étant lié à u par la loi de Newton pour les fluides ici étudiés.
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1.1.3 Méthode des petites perturbations
Comme présenté dans la section I.4, lors d’une analyse de stabilité, l’approche consiste à
étudier le comportement d’un champ de base stationnaire q(x) soumis à une perturbation q′(x, t) :
q(x, t) = q(x) + q′(x, t) (2-12)
Le champ de base est supposé satisfaire les équations de Navier-Stokes stationnaires, alors que le
champ instationnaire doit être solution des équations instationnaires précédentes.
Les écoulements porteurs étudiés par la suite sont toujours supposés axisymétriques, avec
une vitesse azimutale nulle. En se plaçant dans un repère cylindrique (x, r, φ), cela implique
uφ = 0. Cette hypothèse est généralement vérifiée dans les jets étudiés ici, mais il peut en être
autrement, par exemple lorsqu’une rotation solide (ou swirl) est appliquée au jet. De plus, le
champ de pression est supposé uniforme dans le jet, soit ∇p = 0. Cette approximation est
expérimentalement bien vérifiée pour les jets étudiés, parfaitement adaptés en pression. De plus,
avec les choix d’adimensionnement effectués (relation 2-6), la pression du champ de base est telle
que p = 1/(γM2). Les grandeurs instantanées étudiées s’écrivent alors :
ux = ux + u′x (2-13a)
ur = ur + u′r (2-13b)
uφ = u′φ (2-13c)
ρ = ρ+ ρ′ (2-13d)
p = 1
γM2
+ p′ (2-13e)
1.1.4 Importance des termes visqueux
Les équations complètes de Navier-Stokes 2-8 doivent être satisfaites lors d’une résolution
numérique mettant en jeu l’ensemble des échelles de la turbulence. Cependant, on s’intéresse
ici à des fluctuations de grande échelle se propageant dans la direction de l’écoulement. Par
conséquent, les échelles étudiées couvrent une gamme relativement restreinte, qu’il est intéressant
d’utiliser afin de simplifier nos équations.
En effet, l’échelle caractérisant l’évolution de ces structures dans la direction axiale x est
de l’ordre du diamètre, utilisé dans l’adimensionnement précédent, soit un ordre de grandeur
unitaire dans les équations adimensionnelles précédentes. Dans la direction radiale, l’échelle
caractéristique est différente de par la présence de la couche de mélange : on prend l’épaisseur
adimensionnée (par le diamètre d) de celle-ci, δw, comme ordre de grandeur. Enfin, on considère des
perturbations ayant des amplitudes adimensionnées de l’ordre de δ et une fréquence caractéristique
adimensionnée en nombre de Strouhal St = f d/Uj .
Pour simplifier l’analyse, on omet le fait qu’il existe également un ordre de grandeur entre les
vitesses axiale ux et radiale ur. Cela n’influence que peu l’analyse suivante et n’en modifie pas
les conclusions. On écrit alors pour une grandeur stationnaire ϕ et une perturbation ϕ′ :
ϕ ∼ 1 ϕ′ ∼ δ (2-14a)
∂ϕ
∂x
∼ 1 ∂ϕ
′
∂x
∼ δ (2-14b)
∂ϕ
∂y
∼ 1
δw
∂ϕ′
∂y
∼ δ
δw
(2-14c)
∂ϕ
∂t
= 0 ∂ϕ
′
∂t
∼ 2pi St δ (2-14d)
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Afin d’apprécier simplement les importances relatives des différents termes des équations
du mouvement, nous pouvons considérer l’exemple d’un écoulement bidimensionnel, le cas
axisymétrique étant équivalent en termes d’ordres de grandeur. L’équation de quantité de
mouvement projetée selon ex s’écrit comme suit pour un écoulement incompressible :
ρ
(
∂ux
∂t
+ ux
∂ux
∂x
+ uy
∂ux
∂y
)
+ ∂p
∂x
= 1
Red
(
∂2ux
∂x2
+ ∂
2ux
∂y2
)
(2-15)
Après développement de cette équation, le membre de gauche fait apparaître des termes ayant des
ordres de grandeurs δ, 2pi St δ et δ/δw, ainsi que des termes d’ordres supérieurs en δ correspondant
à des termes non linéaires issus du produit des perturbations. Les ordres de grandeur de ces
termes sont δ2, δ2/δw et δ3. Le membre de droite contient lui des termes ayant pour ordres de
grandeur δ/Red et δ/(Red δ2w). Des ordres de grandeur identiques sont retrouvés avec l’équation
de quantité de mouvement projetée selon ey.
Les écoulements étudiés par la suite ont des nombres de Reynolds de l’ordre de Red = 106.
De plus, les épaisseurs des couches de mélange sont inférieures au diamètre d’au moins un ordre
de grandeur, rendant le rapport 1/δw conséquent. Enfin, les nombres de Strouhal considérés sont
supérieurs à 0.1. En considérant uniquement les termes linéaires du membre de gauche dans
l’équation 2-15, l’ordre de grandeur le plus petit est donc δ. Dans le membre de droite, l’ordre de
grandeur le plus grand est δ/(Red δ2w). Par conséquent, ces deux termes sont du même ordre de
grandeur si δw ∼ 1/
√
Red = 10−3.
Or, l’ensemble des jets étudiés par la suite présentent des couches de mélange ayant des
épaisseurs caractéristiques supérieures à δw ∼ 10−2, et croissant rapidement. Une approximation
peut donc être faite ici en supposant que les termes visqueux jouent un rôle peu important dans
l’évolution des perturbations étudiées. Certes, une telle approximation semble plutôt grossière
dans la région de la couche de mélange, surtout lorsque cette dernière est fine (généralement sur
le premier diamètre de l’écoulement), mais reste raisonnable, comme nous le verrons par la suite.
De plus, on peut remarquer que le terme du membre de gauche d’ordre δ/δw sera dominant. Il est
également intéressant de remarquer que cette approximation trouve un écho dans les observations
expérimentales de Brown et Roshko [1974], où la variation du nombre de Reynolds ne modifie
que très peu les caractéristiques des structures cohérentes de grande échelle observées.
Ce résultat constitue donc une première simplification négligeant la contribution des termes
visqueux dans les équations de quantité de mouvement. La même analyse peut être répétée
sur l’équation de conservation de l’énergie. En effet, la fonction de dissipation ΦD ainsi que le
terme de conduction thermique (Laplacien de la température) font apparaître le même ordre de
grandeur maximum. De telles simplifications nous amènent alors à considérer dans la section
suivante les équations d’Euler comme suffisantes en première approximation dans la description
de l’évolution des perturbations de grande échelle dans un jet.
Cependant, cette approximation devient discutable si maintenant nous nous intéressons à
la contribution des termes non linéaires. En effet, les ordres de grandeur minimum considérés
dans le membre de gauche de l’équation 2-15 sont alors δ2 et δ3. Le terme d’ordre de grandeur
maximum du membre de droite est toujours δ/(Red δ2w). Dans ce cas, ces deux termes sont du
même ordre de grandeur si δw ∼ 1/
√
δRed ≈ 10−2. L’approximation est donc ici moins pertinente,
dans le cas non linéaire, si on veut garder une certaine cohérence des ordres considérés dans nos
équations. Entre autres et allant dans le sens de cette observation, Day et al. [2001] ont rapporté
un effet stabilisateur dans la résolution des équations PSE non linéaires, appliquées aux couches
de mélanges réactives bidimensionnelles, lorsque les effets de viscosité sont pris en compte.
1.1.5 Les équations d’Euler compressibles
L’analyse précédente permet de négliger en première approximation la contribution des termes
visqueux dans l’évolution des perturbations. Cela revient donc à considérer les équations d’Euler
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compressibles dans la modélisation de ces dernières. Il est cependant important de remarquer
que ces équations servent ici uniquement à décrire ces structures de grande échelle et que le
champ de base stationnaire, lui, doit être obtenu en considérant l’intégralité des échelles de la
turbulence. En effet, le développement de la couche de mélange est piloté par l’ensemble des
structures turbulentes.
En négligeant les termes en 1/Red et en utilisant la relation entre l’entropie s et l’énergie
interne e
ρ T
ds
dt
= ρ de
dt
+ γ ( γ − 1 ) M2j p (∇ · u ) , (2-16)
les équations du mouvement s’expriment alors au moyen des équations 2-17. L’équation de
l’énergie sous forme entropique traduit la modélisation isentropique des ondes étudiées.
∂ρ
∂t
+∇ · ( ρu ) = 0 (2-17a)
∂ ( ρu )
∂t
+∇ · ( ρu⊗ u ) =−∇p (2-17b)
∂s
∂t
+∇s · u =0 (2-17c)
Pour un gaz caloriquement parfait, la variable d’entropie s et sa dérivée totale sont reliées à la
pression p et à la masse volumique ρ au moyen des relations suivantes :
s = Cv ln
(
p
ργ
)
(2-18)
ds = Cv
(
dp
p
− γ dρ
ρ
)
(2-19)
Les équations d’Euler perturbées peuvent alors être formulées par les équations 2-20, après
simplification des termes de l’écoulement de base.
∂ρ′
∂t
+ ρ
(∇ · u′ )+ ρ′ (∇ · u ) + (u · ∇ρ′ )+ (u′ · ∇ρ ) = f1 (2-20a)
ρ
(
∂ u′
∂t
+
(
∇u′ · u
)
+
(
∇u · u′
))
+ ρ′
(
∇u · u
)
+∇p′ = f2 (2-20b)
∂s′
∂t
+
(∇s′ · u )+ (∇s · u′ ) = f3 (2-20c)
Les termes fi regroupent quant à eux les termes non linéaires, développés dans les équations
2-21.
f1 = −ρ′
(∇ · u′ )− (u′ · ∇ρ′ ) (2-21a)
f2 = −ρ
(
∇u′ · u′
)
− ρ′
(
∂ u′
∂t
+
(
∇u′ · u
)
+
(
∇u · u′
)
+
(
∇u′ · u′
))
(2-21b)
f3 = −
(∇s′ · u′ ) (2-21c)
En tenant compte du fait que la pression moyenne p est constante dans l’ensemble des écoulements
considérés, soit que ∇p′ = 0, les équations 2-20 se réduisent aux équations 2-22 suivantes, le
terme ∇u · u étant alors nul.
∂ρ′
∂t
+ ρ
(∇ · u′ )+ ρ′ (∇ · u ) + (u · ∇ρ′ )+ (u′ · ∇ρ ) = f1 (2-22a)
ρ
(
∂ u′
∂t
+
(
∇u′ · u
)
+
(
∇u · u′
))
+∇p′ = f2 (2-22b)
∂s′
∂t
+
(∇s′ · u )+ (∇s · u′ ) = f3 (2-22c)
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Figure II.1 – Représentation du repère cylindrique (x, r, φ) ; l’axe du jet coïncide avec ex.
1.1.6 Linéarisation des équations d’Euler compressibles perturbées
On considère par la suite des perturbations q′ de “petites” amplitudes, c’est-à-dire pour
lesquelles les termes non linéaires (d’ordres supérieurs à 1 en δ) issus des produits des perturbations
sont négligeables : on suppose ici que les interactions modales ne sont pas les mécanismes
principaux pilotant la dynamique des ondes d’instabilité dans un écoulement naturel. Comme on
le verra par la suite, on supposera que l’évolution des perturbations est plutôt contrôlée par des
effets non parallèles issus de la divergence du jet. Les équations obtenues sont alors les équations
d’Euler linéarisées 2-23, qui se réduisent aux équations 2-22 avec fi = 0.
∂ρ′
∂t
+ ρ
(∇ · u′ )+ ρ′ (∇ · u ) + (u · ∇ρ′ )+ (u′ · ∇ρ ) = 0 (2-23a)
ρ
(
∂ u′
∂t
+
(
∇u′ · u
)
+
(
∇u · u′
))
+∇p′ = 0 (2-23b)
∂s′
∂t
+
(∇s′ · u )+ (∇s · u′ ) = 0 (2-23c)
1.1.7 Écriture des équations du mouvement dans le repère cylindrique
Ces équations vectorielles sont ici développées dans un repère cylindrique (x, r, φ) associé au
jet, comme schématisé dans la figure II.1 : ex est situé dans l’axe du jet et dirigé dans le sens de
l’écoulement, er dans la direction radiale et eφ dans la direction azimutale.
En coordonnées cylindriques, les opérateurs vectoriels se développent sous la forme suivante,
en prenant a = ( ax, ar, aφ ) :
∇ · a = ∂ ax
∂x
+ 1
r
∂ ( rar )
∂r
+ 1
r
∂ aφ
∂φ
(2-24a)
∇b = ∂ b
∂x
ex +
∂ b
∂r
er +
1
r
∂ b
∂φ
eφ (2-24b)
∇a · u =
(
ux
∂
∂x
+ ur
∂
∂r
+ uφ
r
∂
∂φ
)
a (2-24c)
En particulier, l’opérateur d’advection s’écrit une fois développé
∇a · u =
(
ur
∂ar
∂r
+ uφ
r
∂ar
∂φ
+ ux
∂ar
∂x
− uφaφ
r
)
er +(
ur
∂aφ
∂r
+ uφ
r
∂aφ
∂φ
+ ux
∂aφ
∂x
+ uφar
r
)
eφ + (2-25)(
ur
∂ax
∂r
+ uφ
r
∂ax
∂φ
+ ux
∂ax
∂x
)
ex .
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Les équations 2-23 s’expriment dans ce repère par les équations 2-26, l’entropie ayant été remplacée
par la relation thermodynamique 2-18.
dρ′
dt
+ ρ
(
∂u′x
∂x
+ 1
r
∂ ( ru′r )
∂r
+ 1
r
∂u′φ
∂φ
)
+
ρ′
(
∂ux
∂x
+ 1
r
∂ ( rur )
∂r
)
+
(
u′x
∂ρ
∂x
+ u′r
∂ρ
∂r
)
= 0 (2-26a)
ρ
(
du′x
dt
+ u′x
∂ux
∂x
+ u′r
∂ux
∂r
)
+ ∂p
′
∂x
= 0 (2-26b)
ρ
(
du′r
dt
+ u′x
∂ur
∂x
+ u′r
∂ur
∂r
)
+ ∂p
′
∂r
= 0 (2-26c)
ρ
(
du′φ
dt
+
u′φur
r
)
+ 1
r
∂p′
∂φ
= 0 (2-26d)
ρM2
dp′
dt
− dρ
′
dt
− u′x
∂ρ
∂x
− u′r
∂ρ
∂r
= 0 (2-26e)
avec la dérivée particulaire se basant sur l’écoulement porteur définie par
d
dt
= ∂
∂t
+ ux
∂
∂x
+ ur
∂
∂r
. (2-27)
Ce système de 5 équations à 5 inconnues, (u′x, u′r, u′φ, ρ′, p′) est le système final sur lequel est
ensuite basée notre analyse de stabilité linéaire avec les PSE.
1.2 Discussion sur l’écoulement porteur
Dans la modélisation précédente, l’écoulement porteur a clairement été identifié comme étant
une solution stationnaire des équations de Navier-Stokes non linéaires. Or, en pratique, obtenir
cette solution pour des écoulements turbulents à grands nombres de Reynolds n’est pas aisé,
les solutions étant intrinsèquement instables et les calculs DNS à réaliser étant en dehors des
capacités numériques actuelles. Cependant, pour des nombres de Reynolds raisonnables, de
récentes techniques peuvent être employées. Ainsi, par exemple, Bagheri et al. [2009] ont évalué le
champ de base d’un écoulement présentant un jet de paroi sortant dans un écoulement transverse.
Pour cela, ces auteurs ont couplé leur résolution DNS (un champ instantané de vorticité est
présenté sur la figure II.2(a)) à une méthode de filtrage fréquentiel développée par Akervik
et al. [2006] permettant l’obtention d’une solution d’équilibre stationnaire. L’écoulement de base
obtenu est ainsi visible sur la figure II.2(b).
Pour les écoulements que nous souhaitons étudier, les nombres de Reynolds sont considérables.
Une telle approche est donc hors de portée. Face à cette difficulté, une solution très simple consiste
à considérer le champ moyenné temporellement comme écoulement porteur de nos instabilités.
Cette approche n’est cependant pas rigoureuse : pour un écoulement turbulent, il n’y a pas
identité entre solution stationnaire et champ moyen, ce dernier n’étant pas un point d’équilibre
stationnaire des équations de Navier-Stokes non linéaires. Les figures II.2(c) et (d) mettent ce
point en évidence : clairement, les moyennes temporelles des fluctuations de vitesse axiale ux
(rouges) pour les deux senseurs positionnés dans l’écoulement étudié par Bagheri et al. [2009] sont
différentes des solutions stationnaires (bleues). L’emploi du champ moyen comme écoulement
porteur dans une étude de stabilité peut donc paraître inadapté. Toutefois, il est important de
remarquer qu’une telle approche peut convenir dans des configurations pour lesquelles le critère
développé par [Sipp et Lebedev, 2007] est vérifié. Dans l’étude des jets, il semble que ce choix
soit suffisamment pertinent pour l’étude des modes dominants.
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Figure II.2 – Illustrations issues des travaux de Bagheri et al. [2009] sur un jet débouchant dans écoulement
transverse, présentant (a) un champ de vorticité instantané issu d’un calcul DNS, (b) l’écoulement de base
convergé, ainsi que (c) et (d) les fluctuations temporelles de vitesse axiale mesurées par deux senseurs sur
les cas (a) et (b).
En effet, la région du cône potentiel est globalement une zone où les perturbations s’accroissent
et où les non linéarités ne se manifestent a priori que de manière limitée. Dans cette zone, il
paraît raisonnable de prendre pour écoulement porteur un champ moyen issu de mesures ou de
simulations. Cependant, dans la région en aval du cône potentiel, de très fortes non linéarités
apparaissent. Il est alors très discutable, voir incohérent, de prendre comme écoulement porteur
ce même champ moyen. Par conséquent, effectuer une analyse de stabilité sur ce dernier ne peut
a priori pas rendre compte correctement de l’évolution aval des perturbations. À défaut d’autres
solutions adaptées, tout en reconnaissant les limites de l’approche, nous utilisons toujours dans
la suite de notre étude des champs moyennés temporellement comme écoulement de base.
Malgré cette limitation apparente, il est intéressant d’observer les résultats de Gudmundsson
[2010] reproduits sur la figure I.16 du chapitre précédent. L’auteur compare l’évolution des
perturbations de pression en champ proche d’un jet subsonique froid, sur une antenne linéaire,
entre mesures filtrées par POD et calculs PSE linéaires autour de la fréquence dominante. Il
est très intéressant d’observer qu’à la fois la croissance et la décroissance des perturbations de
pression sont reproduites par l’analyse de stabilité. Or, cette décroissance a lieu dans cette zone
pleinement turbulente. Il semblerait donc que, dans ce cas, le choix du champ moyen comme
écoulement porteur des perturbations étudiées soit suffisamment représentatif de l’écoulement
stationnaire, au moins pour les fréquences dominantes qui nous intéressent. Il est alors important
de remarquer que ce champ moyen inclut naturellement toute déformation stationnaire du champ
de base issue des non linéarités du jet dans la zone pleinement turbulente : la concordance
observée par Gudmundsson et Colonius [2011] entre les mesures et les calculs PSE linéaires dans
la zone turbulente laisse supposer qu’une telle modélisation permet de prendre en compte dans
une certaine mesure l’effet des non linéarités par le biais de l’écoulement porteur choisi. Cette
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discussion se retrouve ainsi dans la section V.1.2.1 sur la déformation de l’écoulement porteur
par le mode stationnaire (0, 0) dans la modélisation PSE non linéaire.
1.3 La modélisation PSE linéaire
On se base sur les équations simplifiées 2-26 (non visqueuses et linéarisées) pour développer
un modèle adapté à la description de l’évolution des instabilités hydrodynamiques. Pour cela, on
cherche à faire d’autres hypothèses, cette fois sur la forme des ondes étudiées, afin de simplifier
davantage le système à résoudre.
1.3.1 Formes modales des perturbations
Contrairement à la théorie de stabilité locale dans laquelle l’écoulement porteur est supposé
quasi-parallèle, l’approche ici développée cherche à prendre en compte la divergence du jet afin
de modéliser plus précisément l’évolution axiale des ondes d’instabilité. Cette divergence du jet
étant faible dans la direction axiale, on peut représenter le champ porteur comme étant fonction
d’un paramètre s défini dans l’équation 2-28a, lentement variable en x, avec ε un paramètre
d’échelle représentatif de cette faible divergence et donc du taux d’évasement du jet :
s = ε x (2-28a)
ε = ∆δw∆x (2-28b)
On réécrit la superposition d’une perturbation à l’écoulement de base en théorie de stabilité
(équation 2-12) par l’équation 2-29, afin de marquer cette lente variation axiale de l’écoulement
porteur.
q(x, r, φ, t) = q(s, r) + q′(x, r, φ, t) (2-29)
Les perturbations q′ ne varient a priori pas aussi lentement que l’écoulement porteur dans
la direction axiale. Cependant, suivant l’approche développée par Herbert [1994, 1997], ces
fluctuations peuvent être écrites sous la forme de modes normaux avec une fonction d’amplitude
qˆ lentement variable dans la direction axiale x, donc fonction du paramètre s, et un terme
ondulatoire dont l’objet est d’absorber un maximum de fluctuations axiales rapides. Une telle
approche est donc très proche de la méthode des échelles multiples. Les perturbations s’écrivent
alors
q′(x, r, φ, t) = qˆ(s, r) exp i
(∫ x
x0
α(ξ)dξ +mφ− ω t
)
, (2-30)
avec α le nombre d’onde axial, m le nombre d’onde azimutal et ω la pulsation temporelle. Les
dérivées partielles s’écrivent
∂q′
∂x
(x, r, φ, t) =
(
∂qˆ
∂x
+ iα(x)qˆ
)
E , (2-31a)
∂q′
∂r
(x, r, φ, t) =
∂qˆ
∂r
E , (2-31b)
∂q′
∂φ
(x, r, φ, t) = imqˆ E , (2-31c)
∂q′
∂t
(x, r, φ, t) = −iωqˆ E , (2-31d)
avec E = exp i
(∫ x
x0
α(ξ)dξ +mφ− ω t
)
le terme ondulatoire.
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1.3.2 Perturbations dans un écoulement turbulent
Il est ici important de faire un lien avec la physique réelle de l’écoulement. En effet, l’approche
de stabilité représentée par l’équation 2-29 représente l’évolution instationnaire d’une perturbation
cohérente sur un écoulement porteur. Or, ce champ instationnaire q n’est pas représentatif d’un
écoulement turbulent instationnaire réel. En effet, le champ instationnaire mesuré ou simulé, que
nous notons ici ϕ, contient, en plus des structures cohérentes que nous étudions, des fluctuations
incohérentes q′′ que nous identifions à la turbulence de petite échelle. Ce champ instationnaire
réel peut donc être représenté au moyen d’une décomposition triple comme dans l’équation 2-32.
Dans une telle décomposition, q′ représente les fluctuations cohérentes, corrélées en phase, et q′′
représente les fluctuations incohérentes, non corrélées en phase.
ϕ(x, r, φ, t) = q(s, r) + q′(x, r, φ, t) + q′′(x, r, φ, t) (2-32)
On voit alors que l’évolution des structures cohérentes de grande échelle est également
dépendante de l’évolution de la turbulence de petite échelle, puisque l’ensemble doit satisfaire
les équations de Navier-Stokes. Par conséquent, la pertinence de notre étude de stabilité dans
la description des structures cohérentes au moyen de l’équation 2-29 n’a physiquement de sens
que si l’influence de la turbulence de petite échelle sur ces grandes structures turbulentes est
négligeable.
Une telle simplification suppose donc que les échelles spatiales et temporelles des petites et
grandes structures turbulentes soient suffisamment séparées afin d’en négliger les interactions, ce
qui est globalement vérifié [Hussain, 1983]. Cette hypothèse peut être étayée par l’expérience,
toujours en se basant sur les observations expérimentales de Brown et Roshko [1974] : dans ces
travaux, malgré l’augmentation importante du nombre de Reynolds et donc de la turbulence de
petite échelle, les structures cohérentes de grande échelle sont, elles, qualitativement inchangées.
1.3.3 Système PSE linéaire
On définit les vecteurs des variables d’écoulement du champ de base et du champ perturbé
par
q = (ux, ur, 0, ρ, p)T , (2-33a)
q′ =
(
u′x, u
′
r, u
′
φ, ρ
′, p′
)T
. (2-33b)
L’introduction de la décomposition en modes normaux 2-30 dans les équations 2-26 donne
alors un système d’équations linéaires portant sur le terme d’amplitude qˆ lentement variable
en x. Ce système est représenté sous forme matricielle dans l’équation 2-34, les expressions des
matrices mises en jeu étant explicitées dans les équations 2-35.
(
A+ B
)
· qˆ + C · ∂qˆ
∂x
+D · ∂qˆ
∂r
= 0 (2-34)
A = α(x)A0 +mA1 + ωA2 (2-35a)
A0 = i

ρ 0 0 ux 0
0 ρ ux 0 0 0
0 0 ρ ux 0 0
ρ ux 0 0 0 1
0 0 0 −ux ρ uxM2
 (2-35b)
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A1 = i
r

0 0 ρ 0 0
0 0 0 0 0
0 0 0 0 1
0 0 0 0 0
0 0 0 0 0
 (2-35c)
A2 = −i

0 0 0 1 0
0 ρ 0 0 0
0 0 ρ 0 0
ρ 0 0 0 0
0 0 0 −1 ρM2
 (2-35d)
B =

∂ρ
∂x
ρ
r +
∂ρ
∂r 0
ur
r +
∂ux
∂x +
∂ur
∂r 0
ρ∂ur∂x ρ
∂ur
∂r 0 0 0
0 0 ρ urr 0 0
ρ∂ux∂x ρ
∂ux
∂r 0 0 0
− ∂ρ∂x −∂ρ∂r 0 0 0

(2-35e)
C =

ρ 0 0 ux 0
0 ρ ux 0 0 0
0 0 ρ ux 0 0
ρ ux 0 0 0 1
0 0 0 −ux ρ uxM2
 (2-35f)
D =

0 ρ 0 ur 0
0 ρ ur 0 0 1
0 0 ρ ur 0 0
ρ ur 0 0 0 0
0 0 0 −ur ρ urM2
 (2-35g)
Le système 2-34 porte sur le vecteur des amplitudes qˆ supposé “lentement” variable dans
la direction axiale. Par conséquent, pourvu que cette hypothèse soit vérifiée, la résolution du
système dans cette direction ne devrait requérir que peu d’efforts numériques. De plus, plusieurs
travaux antérieurs ont mis en évidence la quasi parabolicité d’un tel système dans la direction
axiale, sujet abordé dans la section 2.2. En effet, la direction de l’écoulement constitue une
direction fortement privilégiée dans la propagation des ondes d’instabilité hydrodynamiques ici
étudiées. Quasiment aucune perturbation ne “remonte” l’écoulement, tant que l’on se situe dans
l’écoulement et pour l’ensemble des jets ici considérés. 1 Cependant, une telle approche n’est
a priori plus valable en dehors de l’écoulement, où les ondes acoustiques ne sont pas soumises
aux mêmes contraintes. Cette observation justifiera dans le chapitre IV l’emploi d’une technique
complémentaire de propagation acoustique.
Par conséquent, dans l’étude des ondes d’instabilité, la résolution du système peut se faire
par une simple méthode de marche en avant : se donnant une solution initiale, l’évolution de
l’onde aux abscisses suivantes peut être obtenue.
1.3.4 Condition de normalisation
La décomposition effectuée dans l’équation 2-30 en une amplitude lentement variable en x
d’une part, et un terme ondulatoire E également fonction de l’abscisse par le nombre d’onde
1. Lorsque le jet est suffisamment chauffé, des instabilités absolues peuvent apparaître, pour lesquelles cette
hypothèse n’est plus valable [Lesshafft et al., 2006].
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axial α(x) d’autre part, est ambigüe. En effet, une telle décomposition ne saurait être unique, la
répartition des énergies associées aux fluctuations q′(x, t) pouvant a priori s’effectuer de différentes
manières entre α(x) et qˆ(s, r), aucune condition n’étant imposée dans la formulation précédente.
De plus, ce nombre d’onde axial s’ajoute aux 5 inconnues de qˆ(s, r), portant le total à 6 inconnues
pour 5 équations. Il est donc nécessaire d’établir une relation assurant une telle décomposition
et permettant de satisfaire l’hypothèse énoncée précédemment d’une lente variation axiale des
amplitudes qˆ(s, r), soit encore d’une absorption maximale des variations axiales rapides dans le
terme ondulatoire E.
Pour cela, Herbert [1997] part du principe que l’analyse PSE est une extension directe de
l’analyse de stabilité locale. Dans cette dernière, la dérivée du logarithme de la fluctuation q′
donne naturellement le nombre d’onde axial,
−i∂ ln q
′
∂x
= α , (2-36)
tandis que dans l’approche PSE,
−i∂ ln q
′
∂x
= α(x)− i1
qˆ
∂qˆ
∂x
. (2-37)
Si dans l’analyse de stabilité locale la relation 2-36 est indépendante de r par construction, il
n’en va pas de même dans l’approche PSE. En effet, cette dernière est une fonction de la position
radiale : une définition de α(x) comparable à celle de l’approche de stabilité locale ne peut être
obtenue que dans un sens local ou intégral. Suivant la modélisation de Airiau [1994], on multiplie
cette dernière équation par qˆ†qˆµk, on intègre dans la direction radiale et on divise par l’intégrale
de la distribution |qˆ|2µk, représentant potentiellement une forme d’énergie associée à la fonction
d’amplitude qˆ(x, t) : ∫∞
0 −i|qˆ|2
∂ ln q′
∂x µk dr∫∞
0 |qˆ|2µk dr
= α(x)− i
∫∞
0 qˆ
† ∂qˆ
∂xµk dr∫∞
0 |qˆ|2µk dr
(2-38)
Le terme µk est fonction du type de normalisation choisie. Une liste non exhaustive de
normalisations possibles peut être trouvée dans les travaux de Airiau [1994]. Dans la suite de
cette étude, on ne considérera que deux valeurs possibles de µk :
– µ1 = 1, utilisé par exemple dans les travaux de Piot et al. [2006] ou encore Yen et
Messersmith [1999]
– µ2 = r, utilisé par Gudmundsson [2010]
Différentes normalisations sont ainsi étudiées sur un cas numérique dans la section 3.3. Le choix
de la norme porte également sur les variables représentées par qˆ : seules les fonctions d’amplitude
des vitesses, par exemple, peuvent être utilisées afin de travailler sur une norme basée sur la
représentation de l’énergie cinétique associée aux fonctions d’amplitudes des perturbations. Ainsi,
en toute rigueur, les notations qˆ
j
et αk,j(x) devraient ici être employées. Par simplicité ces indices
sont omis, mais il importe de remarquer que selon la norme choisie, le nombre d’onde axial α(x)
diffère. La perturbation finale q′, elle, ne devrait par contre pas dépendre de la norme choisie,
puisque cette dernière n’a pour but que de “répartir” les énergies entre E et qˆ.
L’équation 2-38 peut s’écrire de manière schématique
αobj = α(x)− i N
A2
, (2-39)
où αobj est la valeur recherchée du nombre d’onde axial, N la normalisation et A l’amplitude de
la perturbation associée à la normalisation choisie. Ainsi, en imposant la condition
N =
∫ ∞
0
qˆ†
∂qˆ
∂x
µk dr = 0 , (2-40)
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on obtient une définition du nombre d’onde axial α(x) sous forme intégrale dans l’approche PSE,
cohérente et compatible avec l’approche de stabilité locale :
α(x) = −i
∫∞
0 |qˆ|2
∂ ln q′
∂x µk dr∫∞
0 |qˆ|2µk dr
(2-41)
La condition 2-40 est appelée condition de normalisation et assure la suppression de toute
forme exponentielle dans la définition de qˆ, qui a alors une évolution lente (algébrique) dans
la direction axiale [Gudmundsson, 2010]. La condition 2-40 peut être vue comme la projection
de ∂qˆ∂x sur le vecteur qˆ au moyen d’un produit scalaire. En imposant la normalité de ces deux
vecteurs on assure la croissance algébrique de qˆ en x. En effet, dans le cas contraire on aurait
une relation différentielle du type ∂qˆ∂x = aqˆ + b donnant lieu à une croissance exponentielle de qˆ.
Une telle condition satisfait donc la contrainte souhaitée précédemment sur la “lente” évolution
axiale du terme d’amplitude et permet de définir la valeur du nombre d’onde axial α(x).
1.4 Conditions initiales
Par la quasi-parabolicité du système, une simple méthode de marche en x est utilisée pour sa
résolution. L’initialisation de la résolution se fait donc à l’abscisse initiale x0 au moyen d’une
solution exacte ou approchée du problème.
1.4.1 Méthodes d’initialisation
La prise en compte des effets non parallèles dans cette condition initiale devrait en toute
rigueur être faite, l’approche PSE étant développée dans cette optique. En effet, il est important
d’apporter une condition initiale qui ne soit pas trop éloignée de la solution réelle afin que la
convergence et donc la résolution du système PSE soient assurées. Pour ce faire, des approches
asymptotiques de type méthode des échelles multiples peuvent être employées localement. Une
autre approche consiste à résoudre le système PSE sur un écoulement parallèle représentatif de
l’écoulement initial afin d’approcher la solution PSE réelle [Yen et Messersmith, 1998, 1999]. Ces
différentes méthodes assurent une certaine cohérence dans l’initialisation du système PSE et
réduisent les effets transitoires.
Cependant, l’initialisation peut également se faire au moyen de solutions issues de l’analyse de
stabilité locale. Le gain apporté par l’utilisation de méthodes non parallèles est en général mineur.
En effet, la divergence de l’écoulement étant faible, l’analyse de stabilité locale, qui donne la
solution à l’ordre 0, est généralement suffisante. Les effets transitoires sont plus importants aux
premières stations, mais ne compromettent pas la convergence du calcul. De plus, cette solution
est beaucoup plus simple à mettre en oeuvre qu’une initialisation prenant en compte les effets
non parallèles. Notre choix s’est donc porté sur cette approche.
1.4.2 Système d’équations pour l’analyse de stabilité locale
Le système à résoudre pour l’analyse de stabilité locale est directement obtenu à partir du
formalisme développé pour l’analyse PSE linéaire dans les équations 2-34 et 2-35. Pour cela,
comme présenté dans la section I.4.1, on considère un écoulement localement parallèle et une
forme des mode normaux définie par l’équation 1-6. Tous les termes d’ordre ε sont alors négligés
(les dérivées axiales et la vitesse radiale ur de l’écoulement de base), ainsi que la dérivée axiale du
vecteur qˆ. On obtient ainsi un système simplifié, à l’ordre 0 en ε, qui s’écrit sous forme matricielle
de manière comparable au système PSE :
(
A+ B
)
· qˆ +D · ∂qˆ
∂r
= 0 (2-42)
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A = αA0 +mA1 + ωA2 (2-43a)
A0 = i

ρ 0 0 ux 0
0 ρ ux 0 0 0
0 0 ρ ux 0 0
ρ ux 0 0 0 1
0 0 0 −ux ρ uxM2
 (2-43b)
A1 = i
r

0 0 ρ 0 0
0 0 0 0 0
0 0 0 0 1
0 0 0 0 0
0 0 0 0 0
 (2-43c)
A2 = −i

0 0 0 1 0
0 ρ 0 0 0
0 0 ρ 0 0
ρ 0 0 0 0
0 0 0 −1 ρM2
 (2-43d)
B =

0 ρr +
∂ρ
∂r 0 0 0
0 0 0 0 0
0 0 0 0 0
0 ρ∂ux∂r 0 0 0
0 −∂ρ∂r 0 0 0

(2-43e)
D =

0 ρ 0 0 0
0 0 0 0 1
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
 (2-43f)
Pour un nombre d’onde azimutal m et une pulsation ω donnés, le système constitue un
problème aux valeurs propres pour α. La détermination des valeurs propres du système se fait
par un calcul direct, les dimensions des matrices considérées par la suite restant raisonnables. Un
spectre de stabilité donnant la répartition des nombres d’onde axiaux α dans le plan complexe
est ainsi obtenu. Un tel spectre est présenté sur la figure II.3. Ce dernier est obtenu à l’abscisse
initiale d’un jet supersonique à M = 2.1, étudié dans la section 3.4, pour un nombre d’onde
azimutal m = 0 (mode axisymétrique) et une fréquence adimensionnée en nombre de Strouhal
St = f d/Uj = 0.20.
Il est possible de mettre en évidence plusieurs familles de valeurs propres dans ce spectre.
Avec la convention de signes choisie dans l’équation 2-30, les modes hydrodynamiques instables
de Kelvin-Helmholtz (modes KH par la suite) sont identifiés dans le quart de plan inférieur droit.
Ainsi, ces modes possèdent une partie imaginaire αi négative, leur taux d’amplification, et une
partie réelle αr positive, associée à leur vitesse de phase locale.
À cette valeur propre α est associé un vecteur propre qˆ = (uˆx, uˆr, uˆφ, ρˆ, pˆ). Ce couple (α, qˆ)
définit notre condition d’initialisation du système PSE. Les fonctions définissant le vecteur propre
qˆ associé à l’exemple précédent sont représentées sur la figure II.4, en notant que dans le cas
axisymétrique uˆφ = 0. Dans cet exemple, la couche de mélange se situe à la position radiale
r/d = 0.5, où les amplitudes des perturbations sont les plus importantes.
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Figure II.3 – Spectre de stabilité d’un jet supersonique à M = 2.1 [Troutt et McLaughlin, 1982], obtenu
pour m = 0 et St = 0.20 à l’abscisse initiale x = 0, mettant en évidence les différentes valeurs propres du
système ( d), ainsi qu’un mode KH (l) pour un nombre d’onde axial α = 1.4− 0.4i.
1.5 Conditions aux limites
La résolution du système 2-34 nécessite la définition de conditions aux limites adéquates pour
le problème considéré, sur l’axe et à l’infini.
Conditions sur l’axe L’utilisation de coordonnées cylindriques introduit classiquement une
singularité sur l’axe, en r = 0, par l’apparition de termes en 1/r dans les matrices A1 et B. Cette
difficulté est résolue au moyen de conditions appropriées obtenues en considérant l’équation de
continuité et l’équation de quantité de mouvement projetée sur φ. Ainsi, on fait apparaître les
conditions
ρuˆr + imρuˆφ = 0 , (2-44a)
impˆ = 0 , (2-44b)
sachant que par symétrie on doit avoir ur = 0 sur l’axe du jet. Cette dernière condition est
importante et doit être vérifiée afin d’obtenir une solution satisfaisante. Dans le cas contraire,
la résolution peut rapidement diverger par incompatibilité des conditions sur l’axe. On voit
apparaître deux cas distincts selon la valeur prise par le nombre d’onde azimutal m :
m = 0 =⇒ uˆr = 0 (2-45)
m 6= 0 =⇒
{
pˆ = 0
uˆr + imuˆφ = 0
(2-46)
Ces conditions ne sont valables que pour les équations développées dans notre modélisation PSE
à partir des équations d’Euler linéarisées et perturbées. Lorsque les termes visqueux sont retenus,
des conditions telles que celles utilisées par Khorrami et al. [1989] sont nécessaires, d’autres
distinctions selon m pouvant apparaître.
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Figure II.4 – Fonctions propres issues de l’analyse de stabilité locale effectuée sur un jet supersonique
M = 2.1 pour m = 0 et St = 0.20, décrivant les parties réelles ( ) et imaginaires ( ) des fonctions
(a) uˆx ; (b) ρˆ ; (c) uˆr ; (d) pˆ.
Conditions à l’infini Loin de l’axe, le système 2-34 se simplifie en considérant un milieu
ambiant au repos, soit avec ux = ur = uφ = 0. On obtient alors le système d’équations suivant :
(iρα) uˆx +
(
ρ
r
)
uˆr +
(
imρ
r
)
uˆφ − (iω) ρˆ+ ρ
(
∂uˆx
∂x
+ ∂uˆr
∂r
)
= 0 (2-47a)
− (iωρ) uˆr + ∂pˆ
∂r
= 0 (2-47b)
− (iωρ) uˆφ +
(
im
r
)
pˆ = 0 (2-47c)
− (iωρ) uˆx + (iα) pˆ+ ∂pˆ
∂x
= 0 (2-47d)
(iω) ρˆ−
(
iωρM2
)
pˆ = 0 (2-47e)
Plusieurs approches sont ici possibles. Afin d’obtenir des conditions à l’infini satisfaisantes,
il est a priori nécessaire d’utiliser une méthode numérique de non réflexion sur cette frontière.
On peut par exemple citer les conditions de Thompson [1987], utilisées dans l’approche PSE de
Malik et Chang [1997] ou Gudmundsson [2010].
Il est cependant possible de simplifier davantage ce système en exploitant les hypothèses
PSE [Piot et al., 2006]. En effet, la lente variation axiale des fonctions d’amplitude permet de
considérer les termes ∂xpˆ et ∂xuˆx comme étant d’ordre 1 en ε, les autres termes étant d’ordre 0.
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En négligeant ces termes, on obtient alors une équation différentielle homogène d’ordre 2 sur pˆ :
∂2pˆ
∂r2
+ 1
r
∂pˆ
∂r
+
(
ρω2M2 − m
2
r2
− α2
)
pˆ = 0 (2-48)
Cette équation a pour solution une combinaison linéaire des fonctions de Hankel H(1)m et H(2)m ,
soit
pˆ(r) = a1H(1)m (iλr) + a2H(2)m (iλr) , (2-49)
avec λ2 = α2− ρω2M2. Ces fonctions ont des comportements asymptotiques exponentiels en r et
seule une solution décroissante peut être physiquement admissible. On choisit alors λ tel que sa
partie réelle soit positive et la solution est alors
pˆ(r) = a1H(1)m (iλr) . (2-50)
Finalement, le comportement asymptotique de H(1)m lorsque r →∞ permet d’obtenir la relation
suivante utilisée sur notre frontière :
∂pˆ
∂r
+
(
λ+ 12r
)
pˆ = 0 (2-51)
Une telle approche n’est a priori pas cohérente avec la modélisation PSE, dont le but était
justement de prendre en compte ces termes d’ordre ε. Cependant, comme montré par la suite, le
terme ∂xpˆ est négligé dans la résolution du système PSE. Le terme ∂xuˆx quant à lui s’exprime
en fonction de ∂xpˆ, ∂2xpˆ et ∂xα. Ces deux premiers termes sont négligeables avec l’argument
précédent. Le dernier terme est, lui, d’ordre ε et n’est pas négligé dans la résolution PSE. On
considère cependant cette approximation comme satisfaisante au vu des résultats obtenus par
la suite, peu de différences significatives étant attendues par l’utilisation des méthodes plus
complexes évoquées précédemment.
II.2 Méthodes numériques pour la résolution du système PSE li-
néaire
La résolution du système PSE nécessite la discrétisation radiale et axiale des opérateurs, ainsi
que l’utilisation de méthodes numériques adaptées au problème afin d’assurer la convergence et
la qualité de la solution. Cette solution est recherchée sous la forme du couple (α, qˆ) à chaque
abscisse x.
2.1 Maillage
Le maillage utilisé dans l’ensemble des configurations ici traitées est un maillage bidimensionnel
structuré dans le plan (x, r), le problème étant axisymétrique. De plus, la méthode de résolution
associée à l’approche PSE impose de considérer le problème à des abscisses x successives. Par
conséquent, il est naturel ici de choisir un maillage rectiligne. Enfin, les profils des champs
porteurs présentent typiquement de forts gradients dans la couche de mélange autour de r = 0.5 d
comme observé sur la figure II.4. Il est donc nécessaire de concentrer la répartition radiale des
points dans de telles zones. Par simplicité, comme la divergence du jet est faible, le maillage
radial est choisi constant dans la direction axiale. Ainsi, la figure II.5 est représentative des
maillages utilisés par la suite. Une répartition radiale évoluant axialement peut également être
envisagée en introduisant alors une métrique associée à cette répartition dans notre système PSE
(voir par exemple Airiau [1994]).
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Figure II.5 – Maillage structuré bidimensionnel rectiligne resserré autour de r/d = 0.5.
2.2 Discrétisation axiale
Le système PSE étant quasi-parabolique, un schéma implicite d’ordre 1 est généralement
considéré comme suffisant afin d’estimer les dérivées axiales du système [Airiau, 1994, Day et al.,
2001], les variations axiales des fonctions d’amplitude étant faibles par construction du modèle
PSE. Les résultats de la section 3.2 vérifient cette hypothèse sur un cas particulier en comparant
des schémas d’ordre 1 et 2 en x. Numériquement, la résolution se fait alors par incréments axiaux
∆xj et les dérivées axiales s’écrivent
∂qˆ
∂x
≈ qˆj − qˆj−1∆xj , (2-52)
avec ∆xj = xj − xj−1.
Pour un système parfaitement parabolique, ce pas de discrétisation axial pourrait être choisi
sans contraintes. Or, le système PSE ici obtenu contient un résidu d’ellipticité principalement
associé au gradient de la fonction d’amplitude de pression ∂xpˆ, comme observé dans le cas de la
couche limite par Haj-Hariri [1994]. Ce résidu d’ellipticité peut être physiquement appréhendé
comme une perturbation pouvant se propager dans la direction amont, invalidant l’hypothèse de
parabolicité et rendant le problème mal posé. Pour de trop petits incréments ∆x, la méthode de
résolution ne converge plus.
Afin d’assurer la convergence de la solution, plusieurs approches sont possibles. En effet,
comme explicité par Li et Malik [1996] dans le cas de couches de mélange bidimensionnelles, un
critère sur le pas de discrétisation axial peut être établi. Ces auteurs ont ainsi montré qu’un
incrément axial tel que
∆x > 1|αr| (2-53)
permet de “sauter” les perturbations se propageant dans la direction amont et ainsi assurer la
stabilité du calcul. Ce pas minimum est également retrouvé dans le cas du jet dans les travaux
de Piot [2005]. Une solution permettant de réduire cette ellipticité est d’amortir l’effet de ce
gradient de pression. Sa suppression pure et simple permet de réduire le pas d’avancement en x
d’un ordre de grandeur et ne modifie pas significativement la solution [Li et Malik, 1996]. Cette
approche est celle retenue dans nos travaux. Cette suppression du terme ∂xpˆ a également été
choisie par Day et al. [2001] dans l’analyse de couches de mélange réactives, et d’excellentes
comparaisons numériques avec des résultats DNS ont été observées. Il est cependant intéressant
de noter que malgré la suppression de ce terme, le système n’est toujours pas complètement
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parabolique. Une ellipticité résiduelle se manifeste ainsi pour des incréments plus faibles et
pourrait être une conséquence de la condition de normalisation. Enfin, une dernière solution est
de stabiliser la méthode de résolution des PSE, comme cela est suggéré par Andersson et al.
[1998]. Cette méthode, relativement simple, n’a cependant que peu d’intérêt ici : comme nous le
verrons par la suite, les pas de discrétisation que nous pouvons utiliser sont suffisamment faibles
pour décrire correctement la solution, puisque une dizaine de points par longueur d’onde peuvent
généralement être obtenus.
La convergence de la solution est également conditionnée par le schéma numérique utilisé
dans la direction axiale. En effet, comme observé par Herbert [1994] et Airiau [1994], les schémas
explicites engendrent des instabilités numériques. On utilise donc un schéma totalement implicite.
2.3 Discrétisation radiale
Dans la direction radiale, les contraintes de discrétisation sont différentes. Les approches de
stabilité, locales ou non locales, nécessitent de capturer finement les inflexions des profils du
champ de base. Ainsi, une discrétisation relativement fine doit être effectuée dans les zones de
cisaillement. Suite à plusieurs essais, deux schémas de discrétisation radiale sont ici utilisés, selon
le jet étudié.
2.3.1 Méthode spectrale
La méthode de collocation spectrale pour la résolution d’équations différentielles emprunte à la
méthode de Fourier en représentant la solution comme une somme tronquée de fonctions de base
[Peyret, 2002]. Dans le cas de problèmes à caractère non périodique, l’utilisation de polynômes
de Tchebychev comme base de décomposition avec les points de collocation de Gauss-Lobato
est bien adaptée. Ces points de collocation, définis dans l’espace de calcul sur l’intervalle [−1, 1],
sont tels que
ξj = cos
(
jpi
N
)
, (2-54)
avec 0 ≤ j ≤ N , définissant ainsi N + 1 points de collocation dans le domaine considéré. Les
fonctions propres peuvent ainsi être décomposées sur la base des polynômes de Tchebychev
qˆ(ξ) =
N∑
k=0
akTk(ξ) , (2-55)
où les Tk sont les polynômes définis par
Tk(ξ) = cos
(
k cos−1 ξ
)
. (2-56)
Un résultat important dans l’utilisation de la méthode de collocation spectrale est l’obtention
de la dérivée des grandeurs considérées en fonction de ces mêmes grandeurs aux points de
collocation. Ainsi, on montre que
∂qˆ
∂ξ
(ξi) =
N∑
j=0
di,j qˆ(ξj) , (2-57)
soit encore sous forme matricielle, pour un vecteur qˆ issu de la discrétisation d’une fonction qˆ : 2
∂qˆ
∂ξ
= D · qˆ . (2-58)
2. Ce vecteur qˆ issu de la discrétisation d’une fonction qˆ est différent du vecteur qˆ = (uˆx, uˆr, uˆθ, ρˆ, pˆ)T utilisé
dans la modélisation PSE pour définir l’ensemble des variables de l’écoulement. Cependant, la forme discrète de ce
dernier vecteur est également représentée par un vecteur qˆ, ce qui justifie cette indifférence de notation.
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Les coefficients de la matrice de dérivation D sont tels que
di,j =
ci
cj
(−1)i+j
(ξi − ξj) , 0 ≤ i, j ≤ N, i 6= j
di,i = − ξi2(1− ξ2i )
, 1 ≤ i ≤ N − 1
d0,0 = −dN,N = 2N
2 + 1
6 ,
(2-59)
où c0 = cN = 2 et cj = 1 pour 1 ≤ j ≤ N − 1. Cette matrice complète de dérivation donne la
dérivée dans l’espace de calcul ξ. Les points de collocation étant définis et fixes dans l’espace de
calcul, il est probable que leur répartition ne soit pas adaptée aux caractéristiques du problème
considéré, puisque ces points sont concentrés aux extrémités du domaine par une répartition en
cosinus.
Il est par conséquent nécessaire d’utiliser un changement de variable définissant une fonction
de correspondance entre l’espace de calcul et l’espace physique, afin de mieux mailler les zones de
forts gradients. Cette fonction ξ 7→ r = f(ξ) doit être bijective, facilement inversible et continue.
Dans l’espace physique, la dérivée d’une fonction qˆ au point i est alors donnée par
∂qˆ
∂r
(ξi) =
N∑
j=0
di,j qˆ(ξj)
(
f ′(ξi)
)−1
, (2-60)
soit sous forme matricielle
∂qˆ
∂r
= E · qˆ , (2-61)
avec les éléments de la matrice de dérivation dans l’espace physique E
i,j
= di,j (f ′i)−1.
Une approche de type collocation spectrale permet l’utilisation de peu de points pour
l’obtention d’une solution précise, là où des méthodes classiques de différences finies seraient
moins efficaces. Cependant, lorsque les fonctions étudiées présentent de très forts gradients, la
répartition des points de collocation devient critique. En effet, des oscillations de type Gibbs
peuvent apparaître si cette répartition n’est pas adaptée. De plus, pour un nombre de points
important, l’utilisation de méthodes spectrales n’est pas plus avantageuse que certains schémas
de différences finies.
2.3.2 Différences finies
Une seconde approche dans la discrétisation radiale du système a donc été recherchée dans les
cas où la méthode spectrale montrait ses limites et où la répartition des points devenait délicate.
Ainsi, un schéma compact d’approximation tridiagonale d’ordre 6 permet d’avoir une précision
pseudo-spectrale tout en imposant moins de contraintes sur le maillage qu’avec la méthode de
collocation spectrale précédente.
Sur un maillage non uniforme, deux techniques sont possibles : la transformation jacobienne
et la FIM (Fully Integrated Metrics) [Gamet et al., 1999, Lele, 1992]. La première approche
est la plus simple et se base sur l’approximation de fonctions sur un maillage uniforme. Elle
conduit cependant à d’importantes erreurs lorsque la fonction de passage de l’espace de calcul à
l’espace physique ξ 7→ r = f(ξ) n’est pas dérivable. La seconde approche est plus précise, mais
demande des développements mathématiques plus conséquents. Par simplicité, la transformation
jacobienne a été retenue ici.
Afin d’exprimer les dérivées premières radiales, on utilise l’approximation tridiagonale de
dérivation suivante sur un maillage régulier à pas de discrétisation h :
1
3 qˆ
′
i−1 + qˆ′i +
1
3 qˆ
′
i+1 =
14
9
qˆi+1 − qˆi−1
2h +
1
9
qˆi+2 − qˆi−2
4h (2-62)
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Aux bornes du domaine, des schémas de discrétisation non centrés sont nécessaires, et on
utilise des schémas de Padé d’ordre 4 :
i = 1, qˆ′1 + 2qˆ′2 =
1
h
(
−52 qˆ1 + 2qˆ2 +
1
2 qˆ3
)
(2-63a)
i = 2, 14 qˆ
′
1 + qˆ′2 +
1
4 qˆ
′
3 =
3
4h (qˆ3 − qˆ1) (2-63b)
i = N − 1, 14 qˆ
′
N−2 + qˆ′N−1 +
1
4 qˆ
′
N =
3
4h (qˆN − qˆN−2) (2-63c)
i = N, qˆ′N + 2qˆ′N−1 =
1
h
(5
2 qˆN − 2qˆN−1 −
1
2 qˆN−2
)
(2-63d)
Ces relations peuvent alors se mettre sous forme matricielle afin de construire une matrice de
dérivation dans l’espace de calcul ξ, dans lequel la répartition des points est uniforme,
D1 ·
∂qˆ
∂ξ
= D2 · qˆ , (2-64)
soit encore
∂qˆ
∂ξ
= D−11 ·D2 · qˆ = D3 · qˆ . (2-65)
La transformation jacobienne permet alors de définir la matrice de dérivation dans l’espace
physique, où le maillage est irrégulier, soit
∂qˆ
∂r
= D3 · J · qˆ = E · qˆ , (2-66)
où J
i,j
= δi,j (f ′i)−1. Bien entendu, la matrice de dérivation radiale finale E est différente de celle
développée par la méthode de collocation spectrale, mais par cohérence avec la suite la même
notation est utilisée.
2.4 Convergence sur le nombre d’onde axial
La résolution du système PSE demande l’évaluation du nombre d’onde axial α au moyen
d’une condition de normalisation développée dans la section 1.3.4. Une première méthode de
calcul de α peut être basée sur l’approche développée par Herbert [1994]. Au moyen de l’équation
2-39, la méthode itérative suivante est obtenue :
αp+1j = α
p
j − i
N(qˆp
j
, qˆp
j−1)
A2(qˆp
j
) , (2-67)
avec
N(qˆp
j
, qˆp
j−1) =
1
∆xj
∫ ∞
0
(qˆp
j
)† · (qˆp
j
− qˆp
j−1)µk dr , (2-68a)
A2(qˆp
j
) =
∫ ∞
0
|qˆp
j
|2µk dr . (2-68b)
Ainsi, à une station axiale xj , partant d’une condition initiale (α0j , qˆ0j ) = (αj−1, qˆj−1), une
nouvelle valeur du nombre d’onde α1j est calculée. Le système PSE est alors résolu afin d’obtenir
qˆ1
j
. En itérant ainsi sur p, une solution convergée du système PSE à l’abscisse xj est obtenue
lorsque le critère de convergence ∣∣∣∣∣α
p+1
j − αpj
αp+1j
∣∣∣∣∣ ≤ 10−6 (2-69)
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est satisfait. La même procédure est alors appliquée à l’abscisse suivante, avec comme conditions
initiales le résultat convergé obtenu précédemment.
Une seconde approche, strictement équivalente, peut être basée directement sur l’annulation
de la normalisation N . Par une méthode de type Newton-Raphson, une convergence sur le nombre
d’onde axial peut être effectuée de la même manière et avec le même critère de convergence.
Contrairement aux résultats de Airiau [1994], cette approche s’est révélée bien plus robuste que
la méthode itérative de Herbert [1994], surtout lorsque le terme ∂xpˆ est négligé dans les équations
PSE. Cette dernière méthode a donc été privilégiée au cours de cette étude.
2.5 Résolution du système discret
Après discrétisation, le système PSE linéaire 2-35 s’écrit sous la forme matricielle
(
A
j
+ B
)
· qˆ
j
+ C ·
[
qˆ
j
− qˆ
j−1
∆xj
]
+D ·
[
E · qˆ
j
]
= 0 , (2-70)
soit encore
(
A
j
+ B + C∆xj +D · E
)
· qˆ
j
=
C
∆xj
· qˆ
j−1 . (2-71)
La solution à l’abscisse xj−1 étant connue, le membre de droite est identifiable. Le système
linéaire ainsi formé est alors numériquement résolu afin d’obtenir la solution à l’abscisse xj .
Comme détaillé auparavant, cette résolution se fait par la détermination du nombre d’onde
complexe α(xj). Ce dernier est présent dans la matrice Aj et doit être évalué à chaque position
axiale xj en utilisant les approches itératives développées dans la section 2.4. L’organigramme
suivant, extrait de Piot [2005] et de Airiau [1994], présente ainsi l’approche retenue :
α0j = αj−1
qˆ0
j
= qˆ
j−1
p = 0
(
αpj , qˆ
p
j
)
qˆp+1
j α
p+1
j = α
p
j + ∆α
∣∣∣∣ ∆ααp+1j
∣∣∣∣ < ε
p = p + 1
xj+1 = xj + ∆xj = j + 1
Initialisation
Résolution du système
pour αpj fixé
Normalisation Critère de convergence
Marche en x
Oui
Non
Figure II.6 – Organigramme de résolution du système PSE linéaire.
II.3 Validation du modèle
Afin de valider le modèle développé et implémenté, plusieurs cas de validation ont été analysés.
Le premier se concentre sur l’étude d’un jet incompressible et compare différents résultats à
ceux rapportés par Yen et Messersmith [1998]. Ensuite, sur ce même cas d’étude, l’influence du
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Figure II.7 – Comparaison de l’évolution axiale des parties (a) réelle et (b) imaginaire issues du calcul
de stabilité locale ( ) avec les résultats de Yen et Messersmith [1998] ( d) dans l’étude d’un jet
incompressible à St = 0.6 et m = 0.
pas de discrétisation axial ainsi que le choix de la normalisation sont analysés afin de vérifier la
cohérence de notre modélisation. Enfin, une seconde comparaison est effectuée, cette fois dans un
contexte compressible, sur le cas d’un jet supersonique étudié par Yen et Messersmith [1999].
3.1 Étude d’un jet incompressible
Nous reprenons ici le cas étudié par Yen et Messersmith [1998] et Piot [2005] d’un jet
incompressible représentatif des expériences menées par Crow et Champagne [1971]. Les auteurs
des deux premières références ont ainsi effectué une analyse PSE linéaire sur cet écoulement.
L’écoulement porteur est défini de manière analytique par
ux(x, r) =
1
2
(
1 + tanh
[ 1
4Θ(x)
( 1
2r − 2r
)])
, (2-72a)
ρ(x, r) =1 , (2-72b)
avec Θ(x) = 0.03x+ 0.02 l’épaisseur locale de quantité de mouvement de la couche de mélange,
adimensionnée par le diamètre d. Le champ de vitesse radiale ur(x, r) est obtenu en résolvant
l’équation de continuité.
Dans leur étude, Yen et Messersmith [1998] se sont basés sur des équations totalement
incompressibles. Suivant l’approche de Piot [2005], et afin de pouvoir nous placer dans un
contexte incompressible sans introduire de singularité dans nos équations, les résultats obtenus
par la suite le sont pour un nombre de Mach M = 0.01.
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Figure II.8 – Comparaison de l’évolution axiale des parties (a) réelle et (b) imaginaire issues du calcul
PSE ( ) avec les résultats de Yen et Messersmith [1998] ( d) dans l’étude d’un jet incompressible à
St = 0.6 et m = 0.
Stabilité locale Avant toute analyse PSE, il est intéressant de comparer nos résultats issus
d’un calcul de stabilité locale. Ainsi, la figure II.7 représente l’évolution axiale des parties réelle
et imaginaire du nombre d’onde axial α pour un nombre de Strouhal St = f d/Uj = 0.6 et un
nombre d’onde azimutal m = 0. Les lignes continues représentent nos résultats et les symboles
les calculs de Yen et Messersmith [1998].
Dans l’intervalle x/d ∈ [0.0, 1.7], nos résultats sont en parfait accord. En particulier, la partie
imaginaire du nombre d’onde axial est initialement négative, autour de αi = −4.0, pour ensuite
croître et approcher l’axe des abscisses vers x/d ≈ 1.7. À cette abscisse, on observe alors une
divergence entre nos résultats et ceux de Yen et Messersmith [1998]. En effet, à cette abscisse,
une singularité apparaît dans nos équations de stabilité locale, explicitée dans la section I.4.1.
Cette singularité de la couche critique n’est pas traitée dans notre approche : la partie imaginaire
devient alors nulle et la solution diverge de la solution réelle. Yen et Messersmith [1998] ont
quant à eux effectué un contournement des pôles dans le plan complexe du chemin d’intégration
en r afin de continuer la résolution dans la zone de décroissance de l’onde d’instabilité. Nous
n’avons cependant pas jugé utile d’en faire de même, notre étude étant axée sur l’analyse PSE
dans laquelle cette singularité n’apparaît pas.
En dehors de cette zone, notre approche locale reproduit exactement l’évolution du nombre
d’onde axial.
Analyse PSE linéaire Les figures suivantes présentent nos résultats issus de calculs PSE
linéaires pour plusieurs fréquences et nombres d’onde azimutaux.
Ainsi, la figure II.8 reprend le cas d’étude précédent pour l’analyse de stabilité locale et
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Figure II.9 – Comparaison des fonctions d’amplitude (a) uˆx ; (b) uˆr ; (c) pˆ issues du calcul PSE ( )
avec les résultats de Yen et Messersmith [1998] ( d) à l’abscisse initiale x = 0.0 dans l’étude d’un jet
incompressible à St = 0.6 et m = 0.
compare l’évolution des parties réelle et imaginaire du nombre d’onde axial α(x). Là encore, les
lignes continues représentent nos résultats PSE, et les symboles ceux de Yen et Messersmith
[1998].
Tout d’abord, on peut observer une nette différence des valeurs initiales de =(α) : nos résultats
présentent une valeur supérieure à celle de référence. Cependant, après un pas d’avancement
axial, les valeurs redeviennent parfaitement comparables, formant une légère cassure entre la
station initiale x = 0 et les abscisses suivantes. Cette légère différence trouve son origine dans
l’initialisation du problème : là où les auteurs ont utilisé une approche PSE sur un écoulement
localement parallèle à la première station, nous avons choisi d’utiliser directement la solution
issue d’un calcul de stabilité locale. Comme on peut l’observer, cette différence d’initialisation a
finalement peu d’effet sur l’évolution du nombre d’onde axial, et la comparaison est quasiment
parfaite, validant la méthode d’initialisation ici choisie.
L’analyse PSE n’est pas confrontée au problème précédent de singularité, et le calcul poursuit
la résolution dans la zone de décroissance. Cette zone débute au point de neutralité, soit =(α) = 0,
autour de x/d = 2.7. L’analyse de stabilité locale précédente situe ce point de neutralité à une
abscisse x/d = 2.0. Cette différence est non négligeable et met en évidence la relative incapacité
de l’analyse locale à rendre compte de l’abscisse du maximum d’amplitude. Cette observation
illustre l’importance de l’effet d’accumulation modélisé dans l’approche PSE, et par cela la
nécessité de la prise en compte de la faible divergence du jet, au moins au premier ordre.
La solution PSE est constituée du couple (α, qˆ). Il est donc également nécessaire de valider le
calcul des fonctions d’amplitude. La figure II.9 montre ainsi les fonctions d’amplitude de vitesse
axiale uˆx, de vitesse radiale uˆr et de pression pˆ obtenues à l’abscisse initiale au moyen des équations
PSE appliquées à un écoulement localement parallèle. Les comparaisons sont dans l’ensemble
satisfaisantes. On note cependant quelques différences, notamment sur la fonction d’amplitude
de pression, au niveau de l’axe. Cette différence est très probablement due aux conditions aux
limites employées par Yen et Messersmith [1998] sur la pression, qui sont légèrement différentes
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Figure II.10 – Comparaisons entre les gains de pression issus des calculs PSE obtenus pour m = 0 : ;
m = 1 : ; m = 2 : ; avec (a) St = 0.3 et (b) St = 0.5, et les résultats de Yen et Messersmith
[1998] avec m = 0 : d; m = 1 : 4 ; m = 2 : O.
des nôtres. Cela ne semble cependant pas avoir d’impact sur les autres fonctions, le nombre
d’onde axial ou même la fonction de pression au niveau de la couche de mélange pour r/d = 0.5.
Enfin, la représentation combinée du couple solution (α(x), qˆ(x, r)) se traduit par la représen-
tation de l’évolution des perturbations q′(x, r). La figure II.10 met ainsi en évidence l’évolution
des gains de pression |p′| dans la couche de mélange du jet à r/d = 0.5 pour deux fréquences
différentes de celles étudiées jusqu’à présent, St = 0.3 et St = 0.5, et pour les nombres d’onde
azimutaux m = 0, 1, 2. Dans ces deux figures, les amplitudes des courbes ont été ajustées afin de
correspondre aux données de Yen et Messersmith [1998]. En effet, l’analyse étant linéaire, les
amplitudes absolues ne sont pas significatives. Cependant, ces écarts d’amplitude traduisent ici
aussi les différences d’initialisation entre les deux méthodes PSE. Malgré cela, un excellent accord
sur les profils d’évolution des gains de pression est observé entre nos résultats PSE linéaires et
ceux de référence, pour les deux fréquences et les trois nombres d’onde azimutaux considérés.
Ces comparaisons numériques sont globalement excellentes et suffisantes pour valider notre
approche et notre implémentation de la méthode, au moins dans le cas de jets incompressibles.
Une seconde validation, sur le cas d’un jet supersonique, est effectuée par la suite. À cette étape
de la validation, il est cependant intéressant d’aller plus loin dans l’analyse de ce cas relativement
simple et d’étudier certaines hypothèses émises précédemment dans la modélisation du système.
3.2 Influence de l’incrément axial
La résolution numérique du système PSE est faite au moyen d’une méthode de marche en x.
Un schéma implicite d’ordre 1 est utilisé avec un pas ∆x. Or, comme expliqué dans la section
2.2, un résidu d’ellipticité dans nos équations nous empêche d’utiliser un pas de discrétisation
trop fin. Par conséquent, il est nécessaire de vérifier que notre solution n’est pas trop dépendante
de ∆x, auquel cas l’approche retenue ne serait pas satisfaisante.
Pour cela, on considère le cas d’étude précédent où St = 0.5 et m = 0. Ce cas correspond à
une onde présentant une longueur d’onde axiale adimensionnée λ = 2pi/αr ∈ [1.1, 1.8]. Le pas
minimum théorique obtenu par Li et Malik [1996] est alors ∆xmin = 1/αr = 0.3 à l’abscisse initiale
x = 0, ce qui ne permet d’avoir que 6 points environ par longueur d’onde dans la description des
ondes d’instabilité. En supprimant le terme ∂xpˆ, on élimine une partie de l’ellipticité résiduelle,
ce qui nous permet de diminuer ce pas.
Ainsi, sur la figure II.11 sont représentées les évolutions axiales de α(x) pour des pas de
discrétisation ∆x de 0.1, 0.2 et 0.4, avec le terme ∂xpˆ négligé dans le calcul PSE. Un calcul prenant
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Figure II.11 – Évolutions axiales des parties (a) réelle et (b) imaginaire du nombre d’onde axial α issues
de calculs PSE sur un jet incompressible à St = 0.5 et m = 0 pour différents incréments axiaux ∆x ; 0.1 :
; 0.2 : O ; 0.4 : 4 ; Un calcul avec ∆x = 0.4 et en conservant ∂xpˆ est représenté ( ).
en compte ce terme est également représenté, pour un pas de discrétisation de 0.4. Plusieurs
remarques peuvent être faites. Tout d’abord, on vérifie ici que la suppression du gradient de
pression n’impacte que peu l’évolution du nombre d’onde axial. Ensuite, sa suppression permet
effectivement de diminuer largement le pas. Enfin, en prenant comme référence le calcul effectué
avec le pas le plus faible de 0.1, de très légères différences sont observées qualitativement pour
des pas plus importants, suggérant une certaine robustesse dans la méthode de résolution PSE.
La figure II.12 représente ces tendances de manière plus quantitative. Ainsi, toujours en
prenant le cas ∆x = 0.1 comme référence, cette figure met en évidence les différences absolues
sur les parties réelle et imaginaire des nombres d’onde axiaux. Quatre pas de discrétisation sont
représentés, entre 0.1 et 0.4. Les plus grandes différences sont observées pour le plus grand pas,
et inversement, suggérant une relative convergence de la solution en fonction du pas, même si
nous ne pouvons pas diminuer beaucoup plus du fait de l’ellipticité résiduelle.
L’impact relativement limité du choix du pas de discrétisation dans ce cas d’étude est
également observé sur les fonctions d’amplitude. Ainsi, la figure II.13 représente l’amplitude des
fonctions de vitesse axiale uˆx, de vitesse radiale uˆr et de pression pˆ à l’abscisse x/d = 2.4. Ces
amplitudes sont obtenues pour des pas de discrétisation de 0.05, 0.10, 0.20 et 0.40. Peu d’écarts
sont visibles entre les différentes solutions, celles s’éloignant le plus des autres étant obtenues
pour le plus grand pas de discrétisation ∆x = 0.4. Les courbes des fonctions obtenues pour des
pas de 0.05 et 0.10 sont quasiment confondues et suggèrent ici également une convergence des
solutions.
Il est intéressant de remarquer que malgré les différences marginales relevées dans ces dernières
figures entre les solutions obtenues pour des pas de discrétisation de 0.1 et 0.4 par exemple, l’effet
d’accumulation des PSE amplifie ces erreurs lors de l’intégration du nombre d’onde axial. Ainsi,
sur la figure II.14, sont comparées les évolutions axiales des gains de pression sur l’axe (r/d = 0)
et dans la couche de mélange (r/d = 0.5). Si les écarts entre les solutions obtenues pour ∆x
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Figure II.12 – Évolutions axiales des différences absolues des parties (a) réelle et (b) imaginaire du
nombre d’onde axial α entre la solution PSE obtenue avec ∆x = 0.10 et les résolutions effectuées avec
∆x = 0.20 : ; 0.30 : ; 0.40 : ; Jet incompressible à St = 0.5 et m = 0.
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Figure II.13 – Fonctions d’amplitude normalisées des perturbations de (a) vitesse axiale, (b) vitesse
radiale, (c) pression, issues de calculs PSE effectués avec ∆x = 0.05 : ; 0.10 : ; 0.20 : ;
0.40 : ; Jet incompressible à St = 0.5 et m = 0.
égal à 0.05 et 0.10 sont très raisonnables, de larges différences sont observées entre ∆x égal à
0.10 et 0.40. Or, ce sont ces perturbations “totales” q′ que nous souhaitons calculer. Il apparaît
donc important de choisir un pas de discrétisation bien plus petit que le pas minimum théorique,
afin d’obtenir une solution suffisamment convergée et peu dépendante du choix de ∆x. Cette
observation justifie donc le choix de la suppression du gradient de pression ∂xpˆ et d’un pas de
discrétisation le plus fin possible.
Enfin, pour conclure cette étape de validation du schéma de discrétisation axial, la figure II.15
représente l’évolution axiale de α(x) calculé avec un schéma de discrétisation axiale implicite
d’ordre 1 et d’ordre 2, avec un pas de discrétisation de 0.20. De très faibles écarts sont observés,
encore moins significatifs que lors de la suppression du gradient de pression. Par conséquent,
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Figure II.14 – Évolutions axiales des amplitudes des perturbations de pression (a) sur l’axe et (b) dans
la couche de mélange, issues de calculs PSE effectués avec ∆x = 0.05 : ; 0.10 : ; 0.20 : ;
0.40 : ; Jet incompressible à St = 0.5 et m = 0.
nous considérons le schéma de discrétisation à l’ordre 1 comme suffisant.
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Figure II.15 – Évolutions axiales des parties (a) réelle et (b) imaginaire du nombre d’onde axial obtenues
par calcul PSE avec ∆x = 0.20 et un schéma en x d’ordre 1 ( ) et d’ordre 2 ( ), pour un jet
incompressible à St = 0.50 et m = 0.
3.3 Influence de la condition de normalisation
Nous nous intéressons ici à l’effet du choix de la normalisation présentée dans la section 1.3.4.
En effet, différentes options nous sont offertes quant à la définition de cette norme, permettant le
calcul du nombre d’onde axial afin d’assurer une “lente” variation axiale des fonctions d’amplitude.
Les différentes normes ici étudiées sont :
N1 =
∫ ∞
0
(
uˆ†x
∂uˆx
∂x
+ uˆ†r
∂uˆr
∂x
+ uˆ†φ
∂uˆφ
∂x
)
dr (2-73a)
N2 =
∫ ∞
0
(
uˆ†x
∂uˆx
∂x
)
dr (2-73b)
N3 =
∫ ∞
0
(
uˆ†x
∂uˆx
∂x
+ uˆ†r
∂uˆr
∂x
+ uˆ†φ
∂uˆφ
∂x
)
rdr (2-73c)
N4 =
∫ ∞
0
 uˆ†x√
uˆ†xuˆx
∂uˆx
∂x
 dr (2-73d)
À ces différentes normes sont associées les amplitudes :
A1 =
(∫ ∞
0
(
|uˆx|2 + |uˆr|2 + |uˆφ|2
)
dr
)1/2
(2-74a)
A2 =
(∫ ∞
0
(
|uˆx|2
)
dr
)1/2
(2-74b)
A3 =
(∫ ∞
0
(
|uˆx|2 + |uˆr|2 + |uˆφ|2
)
rdr
)1/2
(2-74c)
A4 =
∫ ∞
0
|uˆx|dr (2-74d)
Ainsi, la norme N1 est à relier à l’énergie cinétique des fonctions d’amplitude, mais en
considérant le problème comme étant cartésien. La norme N2 est à relier à l’énergie associée à
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la vitesse axiale, de la même manière. La norme N3, quant à elle, est également représentative
de l’énergie cinétique des fonctions d’amplitude, mais pour un problème cylindrique. Enfin, la
norme N4 n’a pas d’interprétation physique, mais sert à illustrer la diversité des normes pouvant
être employées [Airiau, 1994].
L’effet de ces différentes normes sur la détermination du nombre d’onde axial α est représenté
sur la figure II.16. À l’évidence, le choix de la condition de normalisation a un impact non
négligeable sur le calcul de α. En effet, la condition de normalisation intervient directement dans
cette détermination selon l’équation 2-39. Par conséquent, il est nécessaire de se demander si ces
différences se répercutent sur la solution finale, soit sur les perturbations q′ recherchées.
Ainsi, la figure II.17 met en évidence l’évolution des gains de pression associés à ces différentes
conditions de normalisation, sur l’axe et dans la couche de mélange. L’hypothèse de la section
1.3.4 selon laquelle la normalisation ne devrait pas modifier la solution finale n’est pas totalement
vérifiée : les figures (a) et (b) montrent ainsi des écarts d’amplitude appréciables selon la
normalisation choisie. Cependant, une fois ces profils normalisés par leur maximum respectif, ces
évolutions se superposent quasiment parfaitement, comme observé sur les figures (c) et (d). De
plus, les phases des perturbations sont également quasiment identiques, comme visible sur les
figure (e) et (f) où les courbes sont strictement superposées.
Ainsi, le choix de la condition de normalisation n’a qu’un faible impact sur l’évolution relative
des perturbations de pression ici calculées, validant l’hypothèse émise lors de la modélisation. Les
écarts absolus d’amplitudes n’ont ici aucune importance, l’analyse étant linéaire. Par conséquent,
dans la suite de l’étude nous baserons notre choix de normalisation sur la norme N1.
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Figure II.16 – Évolutions axiales des parties (a) réelle et (b) imaginaire du nombre d’onde axial issues de
calculs PSE effectués avec les conditions de normalisation N1 : ; N2 : ; N3 : ; N4 : ;
sur un jet incompressible à St = 0.50 et m = 0.
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Figure II.17 – Évolution axiale des gains de pression (a) sur l’axe et (b) dans la couche de mélange
obtenues avec les conditions de normalisation N1 : ; N2 : ; N3 : ; N4 : ; sur un jet
incompressible à St = 0.50 et m = 0 ; ces mêmes évolutions normalisées donnent respectivement les courbes
(c) et (d) ; les phases de ces perturbations donnent respectivement les courbes (e) et (f).
Enfin, une remarque importante doit ici être mentionnée. Une comparaison directe des seules
valeurs du nombre d’onde axial α entre la théorie de stabilité locale et l’analyse PSE n’est pas
entièrement satisfaisante. Comme nous avons pu le voir dans la figure II.16, cette évolution
est dépendante de la normalisation choisie et ne prend pas en compte l’évolution axiale des
fonctions d’amplitude ; il serait plus pertinent d’employer la définition 2-41 afin d’effectuer de
telles comparaisons.
3.4 Étude d’un jet supersonique
Suite à ces validations de certaines hypothèses émises dans notre modélisation PSE, ainsi
qu’à la validation de notre résolution sur un cas incompressible, il est maintenant intéressant de
comparer nos résultats sur un second écoulement. Nous choisissons ici le cas d’un jet supersonique
à M = 2.1, étudié expérimentalement par Troutt et McLaughlin [1982] et pour lequel Yen et
Messersmith [1999] et Balakumar [1998] ont effectué une analyse PSE linéaire, et Tam et Burton
[1984b] une analyse par la méthode des échelles multiples. Ces derniers se sont essentiellement
attachés à une problématique acoustique ; nous prenons donc comme référence les travaux de
Yen et Messersmith [1999].
L’écoulement de base est ici calculé au moyen de la méthode empirique développée par Tam et
Burton [1984b] et également utilisée par Balakumar [1998] et Yen et Messersmith [1999]. Suivant
cette méthode, le jet est décomposé en trois zones :
– la région potentielle, telle que 0 < x < xt, pour laquelle
ux(x, r) =
 1 r < hexp(− ln 2 [ r−h(x)b(x) ]2) r ≥ h (2-75)
– la région de transition, telle que xt < x < xf , pour laquelle
ux(x, r) =
 uc(x) r < huc(x) exp(− ln 2 [ r−h(x)b(x) ]2) r ≥ h (2-76)
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Figure II.18 – Évolution axiale des paramètres b(x) : ; h(x) : ; uc(x) : ; définissant le
champ moyen issu des expériences de Troutt et McLaughlin [1982].
– la région complètement développée, telle que x > xf , pour laquelle
ux(x, r) = uc(x) exp
(
− ln 2
[
r
b(x)
]2)
(2-77)
Les fonctions h(x) et b(x) sont respectivement l’épaisseur de la région potentielle et la distance
radiale séparant cette frontière potentielle du point à vitesse axiale divisée de moitié ux/2. Ces
paramètres sont ici adimensionnés par le diamètre d. La fonction uc(x) est quant à elle la vitesse
axiale sur l’axe, adimensionnée par Uj . Ces fonctions sont déterminées en se basant sur les données
expérimentales rapportées par Troutt et McLaughlin [1982], au moyen de splines interpolantes et
de la conservation de moment axial [Tam et Burton, 1984b]. Les fonctions utilisées sont ainsi
représentées sur la figure II.18. Enfin, les positions axiales xt et xf désignent respectivement les
abscisses de fin de cône potentiel et de début de la zone pleinement développée. Ces abscisses sont
choisies telles que xt/d = 5 et xf/d = 8, valeurs correspondant aux observations expérimentales.
En se basant sur cet écoulement porteur, nous effectuons une analyse de stabilité PSE aux
fréquences de Strouhal St = 0.2 et St = 0.4, pour des nombres d’onde azimutaux m = 0 et 1.
Les champs de perturbations de pression sont alors obtenus et nous comparons sur la figure II.19
l’évolution des gains de pression dans la couche de mélange, à r/d = 0.5, entre nos résultats et
ceux rapportés par Yen et Messersmith [1999]. On notera que nous avons ajusté les amplitudes
des résultats de ces auteurs afin de les comparer aux nôtres, puisque comme nous l’avons vu
précédemment, ces amplitudes absolues sont dépendantes du pas de discrétisation, de la condition
de normalisation choisie ou encore des conditions d’initialisation.
Cette comparaison met en évidence un accord très raisonnable avec nos résultats, même si
elle n’est pas aussi bonne que dans le cas de validation de la section 3.1. Notamment dans les
zones de décroissance, des différences relativement marquées apparaissent, malgré un excellent
accord sur la croissance. Deux explications nous paraissent ici plausibles : une différence sensible
entre nos écoulements porteurs pourrait produire ces écarts constants, ou bien le fait que Yen
et Messersmith [1999] ont utilisé les équations complètes de Navier-Stokes perturbées dans leur
modélisation, alors que nous utilisons les équations d’Euler.
Les figures II.20, quant à elles, montrent les différences sur les parties réelles des champs
de pression. Nous pouvons ainsi apprécier et comparer, qualitativement faute de résultats plus
précis présentés par Yen et Messersmith [1999], les longueurs d’ondes calculées pour un nombre
de Strouhal St = 0.20 et pour le mode axisymétrique et le premier mode hélicoïdal. Tout d’abord,
les niveaux utilisés ne sont manifestement pas parfaitement identiques, puisque comme observé
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Figure II.19 – Comparaisons des gains de pression à r/d = 0.5 des calculs PSE effectués aux fréquences
(a) St = 0.2 et (b) St = 0.4 pour les modes m = 0 ( ) et m = 1 ( ) avec les résultats de Yen et
Messersmith [1999] (respectivement 4 et O) obtenus sur un jet supersonique à M = 2.1.
précédemment, les amplitudes absolues sont différentes de nos résultats. Cela ne nous empêche
pas d’observer une très bonne correspondance des formes d’onde dans tout le plan considéré.
Ensuite, il est possible de comparer assez précisément les longueurs d’onde en se basant sur les
contours coupant l’axe des abscisses. Notamment, 3 longueurs d’onde 1/2 correspondent dans les
deux cas à l’abscisse x/Rj = 20. Enfin, on peut déjà remarquer un front d’onde se propageant en
dehors de la couche de mélange et possédant une directivité très marquée représentative d’un
rayonnement par onde de Mach.
Globalement, les écarts relevés entre nos résultats et ceux de Yen et Messersmith [1999]
restent modérés, et étant donné les différences de modélisation entre nos deux approches, nous
les considérons comme tout à fait acceptables.
Enfin, il est intéressant de remarquer que, sur nos deux cas de validation, la modélisation
que nous avons choisi d’adopter en nous basant sur les équations d’Euler perturbées produit
des résultats très satisfaisants comparés aux approches prenant en compte la viscosité. Cette
observation étaye a posteriori notre choix dicté par l’analyse dimensionnelle de la section 1.1.4
consistant à négliger les effets de la viscosité.
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Figure II.20 – Parties réelles du champ des perturbations de pression <(p′) rapportées par Yen et
Messersmith [1999] pour un nombre de Strouhal St = 0.20 et pour un nombre d’onde azimutal (a) m = 0
et (b) m = 1, comparées à nos calculs PSE respectifs (c) et (d).
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II.4 Conclusions
Dans ce chapitre, le développement d’un système d’équations PSE linéaires adapté à la description
des ondes d’instabilité convective de Kelvin-Helmholtz, ainsi que l’ensemble des méthodes
numériques utilisées dans sa résolution ont été explicités. Cette modélisation a ensuite été
appliquée à deux cas d’étude de jets pour lesquels des analyses PSE linéaires sont rapportées dans
la littérature. Ainsi, sur ces deux cas d’écoulements, l’un incompressible et l’autre compressible,
d’excellents accords sur les évolutions des nombres d’onde axiaux ainsi que des gains de pression
dans la couche de mélange sont observés pour plusieurs fréquences et nombres d’onde azimutaux.
De plus, si ces résultats valident notre modèle ainsi que nos méthodes numériques face aux
modélisations d’autres auteurs, ils nous permettent également d’explorer plusieurs hypothèses
émises lors de notre modélisation. Ainsi, notre choix d’initialisation par une simple approche
locale est suffisant. De plus, le pas de discrétisation dans la méthode de marche en x doit être
suffisamment réduit afin de garantir l’obtention de solutions convergées. L’emploi d’un schéma
numérique d’ordre supérieur à 1 dans la direction axiale n’est pas nécessaire. Ensuite, le choix de
la condition de normalisation a une influence sur l’amplitude absolue des perturbations calculées.
Cependant, les champs relatifs sont parfaitement équivalents. Enfin, notre modélisation basée
sur les équations d’Euler perturbées donne des résultats parfaitement comparables à ceux des
modèles basés sur les équations de Navier-Stokes perturbées.
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Suite au développement et à la validation de notre approche PSE linéaire, nous nous intéressonsà son application sur des configurations complexes de jets double-flux coaxiaux subsoniques.
Pour cela, nous nous appuyons sur un ensemble de données numériques et expérimentales
issues du projet européen CoJeN (Coaxial Jet Noise). Dans ce chapitre, nous effectuons tout
d’abord une série de post-traitements de mesures obtenues en champ proche de jets double-flux.
L’analyse fréquentielle et modale des fluctuations de pression, obtenues sur des antennes linéaire
et azimutale, met ainsi en évidence les caractéristiques des structures turbulentes évoluant dans
ces jets. Ensuite, des écoulements porteurs représentatifs des écoulements moyens mesurés par
PIV ou LDV sont construits à partir de résultats de calculs LES. Ces écoulements de base calibrés
nous permettent alors d’effectuer des analyses PSE linéaires. Enfin, ces calculs de stabilité sont
comparés aux mesures précédentes en champ proche des jets.
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III.1 Caractéristiques des jets double-flux issus du projet CoJeN
Les jets double-flux étudiés dans ces travaux sont issus du projet collaboratif européen CoJeN
(2004 - 2007). Plusieurs études numériques et expérimentales ont ainsi déjà été menées sur les
configurations ici retenues. Nos travaux s’appuient donc largement sur l’ensemble des études
menées au cours de ce projet, dont les résultats sont notamment rapportés dans les travaux de
Tinney et Jordan [2008], Bogey et al. [2009], Vuillot et al. [2008], Fayard [2010], Guérin et Michel
[2006] et Kerhervé et Fitzpatrick [2011].
1.1 Géométries des tuyères
Nous nous concentrons sur deux géométries de tuyère. La première est une tuyère coaxiale
coplanaire dont la géométrie est présentée sur la figure III.1(a). Les diamètres des buses interne
et externe sont respectivement dp = 100mm et ds = 200mm, soit un rapport surfacique égal à 3.
L’origine axiale x = 0 est prise aux lèvres de la tuyère.
La seconde géométrie étudiée est celle d’une tuyère coaxiale de type short-cowl avec un
corps central de révolution, dont les caractéristiques sont données par la figure III.1(b). Cette
dernière géométrie est représentative d’une configuration industrielle. Les diamètres des buses
sont ici légèrement différents du cas coplanaire, avec dp = 136mm et ds = 273.4mm, le rapport
surfacique étant cependant toujours égal à 3. Enfin, l’origine axiale est ici prise aux lèvres de la
tuyère externe.
Au cours du projet CoJeN, une troisième configuration a été étudiée, numériquement et
expérimentalement. Cette configuration reprend la géométrie de la tuyère short-cowl en y ajoutant
une série de chevrons aux lèvres de la tuyère externe. Les détails de cette configuration sont
donnés, par exemple, dans les travaux de Tinney et Jordan [2008].
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Figure III.1 – Géométries des tuyères coaxiales (a) coplanaire et (b) short-cowl définies lors du projet
CoJeN.
1.2 Points de fonctionnement
Ces deux tuyères ont été étudiées pour trois points de fonctionnement (TP par la suite pour
test point). Pour des raisons de disponibilité de données, nos travaux ne s’appuient ici que sur
deux de ces trois conditions d’opération, soit les points 2 et 3 définis dans le projet. Ces points
de fonctionnement sont décrits dans la table III.1 et sont désignés par la suite par les conditions
TP2 et TP3.
Plusieurs paramètres conditionnent les caractéristiques du bruit engendré par un jet double-
flux : le rapport des vitesses du jet primaire au jet secondaire λ = Up/Us, le nombre de Mach
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U [m.s−1] a [m.s−1] Mj T [K] T0 [K]
Primaire TP2 Up = 404.5 ap = 548.2 Mp = 0.738 Tp = 775.60 T0p = 849.5
Primaire TP3 Up = 480.7 ap = 548.2 Mp = 0.877 Tp = 775.60 T0p = 879.9
Secondaire Us = 306.8 as = 340.3 Ms = 0.902 Ts = 288.14 T0s = 335.0
Atmosphère U∞ = 0 a∞ = 340.3 0 T∞ = 288.14 T0∞ = 288.14
Tableau III.1 – Points de fonctionnement TP2 et TP3 des tuyères étudiées dans le cadre du projet
CoJeN.
TP2 TP3
CO Calculs LES, champ de vitesse PIV
SC Calcul LES, champ de vitesse LDV,
mesures antennes en champ proche,
directivité en champ lointain
Calcul LES, champ de vitesse LDV,
mesures antennes en champ proche,
directivité en champ lointain
Tableau III.2 – Données expérimentales et numériques disponibles.
des jets, le rapport des températures du primaire à l’atmosphère ou encore le rapport des
températures du secondaire à l’atmosphère.
Pour les deux points de fonctionnement, TP2 et TP3, le jet primaire est un jet chaud dont le
nombre de Mach de sortie Mj est subsonique. 1 Le jet secondaire est froid, éjecté à une vitesse
inférieure à celle du jet primaire, avec un nombre de Mach également subsonique. Le milieu
ambiant est quant à lui au repos. Ainsi, entre les conditions TP2 et TP3, seules les caractéristiques
du jet primaire sont modifiées : les températures statiques des deux jets sont inchangées, mais les
rapports de vitesses diffèrent, avec λTP2 = 1.32 et λTP3 = 1.57, la vitesse d’éjection du primaire
étant plus importante dans le cas TP3. On observe que l’écart de vitesse entre les jets primaire
et secondaire reste cependant bien inférieur à l’écart de vitesse existant entre le jet secondaire et
l’atmosphère. Enfin, il est intéressant de remarquer que les caractéristiques de ces jets ont été
choisies afin de reproduire des conditions types de jets double-flux au décollage d’un avion de
ligne moderne.
1.3 Configurations d’étude
Par l’importance des moyens mis en oeuvre et le temps alloué lors du projet CoJeN, l’ensemble
des configurations possibles entre géométries et points de fonctionnement n’a pas été étudié.
Ainsi, d’un point de vue expérimental, les mesures par microphones des fluctuations de pression
en champ proche n’ont été réalisées que dans le cas de la tuyère short-cowl (SC par la suite). Par
conséquent, nos analyses PSE ne pourront être comparées d’un point de vue hydrodynamique
que sur les cas SCTP2 et SCTP3. Le cas COTP2 sera tout de même analysé en comparaison
des résultats obtenus sur ces deux derniers cas. Les mesures acoustiques en champ lointain sont
disponibles dans les cas coplanaire (CO par la suite) et short-cowl des conditions TP2 et TP3.
Cependant, pour des raisons détaillées ultérieurement, seules les directivités mesurées sur les cas
SCTP2 et SCTP3 seront utilisées.
Le tableau III.2 récapitule les données disponibles que nous utilisons dans ces travaux. En
champ proche, nous étudions donc par la suite les cas COTP2, SCTP2 et SCTP3. En champ
lointain, nous comparons les directivités des cas SCTP2 et SCTP3.
1. Les nombres de Mach acoustiques (M = Up/a∞) du jet primaire pour les deux conditions SCTP2 et SCTP3
sont cependant supersoniques, avec respectivement M = 1.19 et M = 1.41.
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Figure III.2 – Montage expérimental de la tuyère coaxiale short-cowl en présence des antennes azimutale
et linéaire au NTF (Noise Test Facility) de QinetiQ.
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Figure III.3 – Positions des microphones de l’antenne linéaire ( d) et abscisses d’acquisition de l’antenne
azimutale ( ).
III.2 Analyse des mesures de fluctuation de pression
Avant d’effectuer une analyse PSE sur ces trois configurations, nous réalisons ici une étude
fréquentielle et modale des fluctuations de pression mesurées en champ proche des jets SCTP2
et SCTP3. Cette étude a pour objectif de préparer ces résultats expérimentaux en vue d’une
comparaison aux calculs PSE linéaires.
2.1 Géométrie des antennes en champ proche et travaux réalisés sur ces mesures
Les mesures de fluctuation de pression en champ proche des jets SCTP2 et SCTP3 ont été
réalisées au NTF (Noise Test Facility) de QinetiQ, à Farnborough, UK. Les mesures de pression
ont été réalisées au moyen d’une antenne linéaire et d’une antenne azimutale, toutes deux visibles
sur la figure III.2. L’antenne linéaire est composée de 48 microphones, répartis à intervalles
réguliers de 50mm, positionnés sur une droite inclinée d’un angle de 8.5◦ par rapport à l’axe du
jet afin de suivre sa divergence axiale. Les positions de ces microphones sont ainsi représentées
sur la figure III.3. Le premier microphone est situé à l’abscisse initiale x/ds = 0, aux lèvres
de la tuyère externe, à une position radiale r/ds = 0.738. L’antenne azimutale est constituée
de 15 microphones, en plus d’un 16ème pris sur l’antenne linéaire et servant de référence. Ces
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microphones sont ainsi répartis uniformément sur un cercle dont le rayon dépend de la position
radiale du microphone de l’antenne linéaire. Cette antenne azimutale est déplacée à 9 positions
axiales représentées dans les figures III.3 et III.5.
Une analyse poussée de ces données a notamment été menée dans les travaux de Tinney
et Jordan [2008]. Ces derniers ont focalisé leur étude sur une analyse POD des fluctuations
de pression, ainsi que sur une analyse hydro-acoustique de ces mesures. Plus particulièrement,
les auteurs mettent en évidence le caractère très structuré du champ de pression proche au
moyen d’une analyse POD des corrélations temporelles de fluctuations de pression mesurées
sur l’antenne linéaire. Une analyse POD basée sur les interspectres des fluctuations de pression
a également été explorée, mais de manière plus succincte : nous reprenons par la suite cette
dernière approche pour analyser la structure des fluctuations de pression aux fréquences que
nous étudions par la suite, ce qui n’est pas détaillé dans les travaux de Tinney et Jordan [2008].
Ces derniers se sont également intéressés à l’action de chevrons, placés aux lèvres extérieures
de la tuyère short-cowl, sur la dynamique et la structure du champ proche de pression, ainsi
que sur la réduction du bruit observé. L’analyse hydro-acoustique de leurs travaux consiste en
une séparation explicite des mesures de fluctuations de pression de l’antenne linéaire en une
partie subsonique, d’origine hydrodynamique, et une partie supersonique, d’origine acoustique.
Dans nos travaux, nous n’effectuons pas explicitement un tel filtrage hydro-acoustique, mais
nous sommes cependant en mesure de retrouver une partie de leurs observations. Ces résultats
nous servent alors de base afin d’approfondir l’analyse au moyen de notre modélisation PSE,
puisque, contrairement à ces auteurs, nous pouvons alors déterminer l’origine des fluctuations
hydrodynamiques et acoustiques.
Parmi les autres études réalisées sur ces mesures, Guérin et Michel [2006] ont étudié la structure
azimutale du champ proche de pression. Pour cela, ces auteurs ont réalisé une décomposition à
la fois azimutale et spectrale des mesures réalisées sur l’antenne circulaire. Cependant, dans leurs
travaux, seule la condition SCTP1 a été étudiée, et uniquement pour des fréquences supérieures à
1 kHz, considérant que les plus basses fréquences ne sont pas importantes en termes de nuisances
sonores. Comme nous le justifions par la suite, notre étude se concentre justement sur ces
fréquences inférieures à 1 kHz, sur les cas SCTP2 et SCTP3. Par conséquent, nos résultats
de décomposition azimutale des champs proches de pression issus des tuyères short-cowl sont
clairement à différencier des travaux de Guérin et Michel [2006].
2.2 Identification de la bande fréquentielle d’étude et mesures en champ lointain
En plus des fluctuations de pression dans la région proche du jet, des mesures de puissance
acoustique en champ lointain (R > 40 ds) ont été relevées sur un arc compris entre θ = 30◦
et θ = 120◦ pour les trois cas d’étude COTP2, SCTP2 et SCTP3. La figure III.4 met ainsi en
évidence les densités spectrales de puissance acoustique mesurées aux angles θ = 30◦, 40◦, 50◦ et
60◦. Pour ces trois cas d’étude, le maximum de puissance est obtenu à un angle de 30◦ et à une
fréquence de 400Hz. En adimensionnant la fréquence en termes de nombre de Strouhal basé sur
les caractéristiques du jet secondaire, soit
Stds =
f ds
Us
, (3-1)
le maximum de puissance acoustique est obtenu pour Stds = 0.261 dans le cas COTP2 et
Stds = 0.356 dans les cas SCTP2 et SCTP3. Nous remarquons de plus que la densité spectrale de
puissance acoustique à 40◦ est également significative, son maximum étant à moins de 2 dB du pic
observé à 30◦. Ce maximum est ainsi atteint autour d’une fréquence de 500Hz, soit Stds = 0.326
dans le cas COTP2 et Stds = 0.446 dans les cas SCTP2 et SCTP3. Enfin, cet adimensionnement
par rapport aux grandeurs du jet secondaire trouve son sens dans les observations ultérieures,
montrant la pertinence d’une telle description dans l’étude du champ hydrodynamique proche,
pour lequel les instabilités de la couche de mélange externe sont dominantes.
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Figure III.4 – Densité spectrale de puissance acoustique en champ lointain observée dans les configurations
(a) COTP2, (b) SCTP2, (c) SCTP3, aux angles θ d’observation d : 30◦ ; • : 40◦ ; 4 : 50◦ ; N : 60◦ ; Les
directivités en champ lointain des cas SCTP2 ( d) et SCTP3 (•) sont présentées sur la figure (d) aux
fréquences f = 400Hz ( ) et f = 800Hz ( ) ; ces données sont issues des mesures réalisées par
QinetiQ.
Réf. (a) (b) (c) (d) (e) (f)
f [Hz] 250 315 400 500 630 800
Stds COTP2 0.163 0.205 0.261 0.326 0.411 0.522
Stds SCTP2/3 0.223 0.281 0.356 0.446 0.561 0.713
Tableau III.3 – Correspondance entre fréquences et nombres de Strouhal dans les différents cas d’étude.
Notre étude se focalise sur l’étude des instabilités se développant dans ces jets double-flux
et leur lien potentiel avec ces pics de directivité acoustique observés en champ lointain. Par
conséquent, nous centrons notre analyse sur une gamme de fréquence relativement restreinte,
autour des fréquences présentant un maximum de puissance acoustique à de faibles angles dans
la direction axiale du jet. Les fréquences et nombres de Strouhal étudiés par la suite sont donnés
dans la table III.3.
À ces différentes fréquences d’étude sont associées des directivités acoustiques présentant
la puissance en fonction de l’angle d’observation. La figure III.4(d) donne ainsi un aperçu de
ces directivités pour les cas SCTP2 et SCTP3 pour les nombres de Strouhal Stds = 0.356 et
0.713. Globalement, les puissances acoustiques observées sur le cas SCTP3 et pour les basses
fréquences considérées sont plus importantes que dans le cas SCTP2. Ce résultat suggère une
influence non négligeable des caractéristiques du jet primaire dans le rayonnement acoustique à
de faibles angles et de basses fréquences.
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Figure III.5 – Niveaux de pression acoustique (OASPL) mesurés sur l’antenne linéaire dans les configu-
rations SCTP2 ( d) et SCTP3 (•) ; Les symboles × indiquent les positions axiales de l’antenne azimutale.
2.3 Décomposition des fluctuations de pression de l’antenne linéaire
Suite à l’identification de la bande fréquentielle d’étude, nous analysons ici les mesures de
fluctuation de pression sur l’antenne linéaire seule, dans les cas SCTP2 et SCTP3. Comme décrit
précédemment, cette antenne linéaire est composée d’un nombre important de microphones, dont
sont issues des mesures simultanées. Cette acquisition en temps réel et cette résolution spatiale
nous permettent de décrire précisément la dynamique des fluctuations de pression au moyen
d’analyses spectrales, objectif de cette section.
Il est cependant important de remarquer qu’une décomposition azimutale de ces fluctuations
sur l’ensemble des microphones de l’antenne linéaire n’est pas possible. En effet, une seule
antenne azimutale a servi aux mesures, et ce pour seulement 9 positions axiales. Par conséquent,
nous n’avons pas de moyen direct d’effectuer un filtrage azimutal des fluctuations mesurées sur
l’antenne linéaire. Une telle décomposition azimutale peut néanmoins être effectuée localement,
aux 9 abscisses de mesures, et fait l’objet de la section 2.4. 2
2.3.1 Fluctuations de pression en champ proche
L’évolution axiale des niveaux de pression acoustique (OASPL pour overall sound pressure
level) mesurés le long de l’antenne linéaire pour les conditions SCTP2 et SCTP3 est tracée sur la
figure III.5. Peu de différences sont observées entre les deux points de fonctionnement pour des
abscisses x/ds < 4. Une forte croissance est visible dans la région 1 < x/ds < 3, ensuite suivie
par une seconde amplification bien moins marquée. Les différences entre les conditions SCTP2 et
SCTP3 sont plus significatives dans la région x/ds > 4. L’augmentation de la vitesse de sortie du
jet primaire, dans ce cas, se traduit par une augmentation des niveaux totaux dans cette zone.
Afin de mettre en perspective ces mesures avec notre étude PSE, il est nécessaire d’accéder
au contenu fréquentiel de ces données. La figure III.6 donne ainsi les spectres fréquentiels
associés aux microphones 14 et 30 de l’antenne linéaire, soit encore, respectivement, aux abscisses
x/ds = 2.35 et x/ds = 5.25, pour les deux cas d’utilisation SCTP2 et SCTP3. Sur cette figure, il
apparaît que le contenu spectral des fluctuations de pression en champ proche pour des abscisses
x/ds < 4 est quasiment identique entre les conditions SCTP2 et SCTP3. Pour des abscisses
supérieures, les différences se manifestent sur une large bande fréquentielle. À l’abscisse considérée
dans la figure III.6(b), cette région débute à un nombre de Strouhal d’environ Stds = 0.4. Le
contenu spectral à plus basse fréquence est quant à lui quasiment inchangé. Ces observations
sont également rapportées dans les travaux de Tinney et Jordan [2008]. Ainsi, le changement du
2. Nous remarquons cependant que des outils tels que la LSE (Linear Stochastic Estimation, voir par exemple
Tinney et al. [2006]) pourraient permettre d’estimer des champs de pression azimutaux représentatifs de ces
mesures.
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Figure III.6 – Spectres des fluctuations de pression des microphones aux abscisses (a) x = 2.35 ds et (b)
x = 5.25 ds pour les configurations SCTP2 ( ) et SCTP3 ( ).
point de fonctionnement du jet primaire n’a que très peu modifié la signature spectrale mesurée
en champ proche sur les premiers diamètres du jet, les effets ne se faisant ressentir qu’en aval à
“haute” fréquence.
La figure III.6(a) met également en évidence la séparation possible du contenu spectral en
deux régions distinctes : la première, en basses fréquences, est dominée par des fluctuations
hydrodynamiques, cette région s’étendant jusqu’à la zone présentant une décroissance en f−6.67 ;
la seconde, en plus hautes fréquences, est dominée par des fluctuations d’origine acoustique,
caractérisées par une décroissance en f−2. Ces distinctions suivent les observations de Arndt
et al. [1997] dans le cas d’un jet simple. La frontière est extrêmement nette à cette abscisse,
autour de Stds = 1.0, comme déjà observé sur le cas présent dans les travaux de Tinney et Jordan
[2008]. Cette séparation en deux régimes hydro-acoustiques distincts semble pertinente [Coiffet
et al., 2006] et nous permet donc de distinguer la nature hydrodynamique ou acoustique des
fluctuations mesurées sur l’antenne linéaire en fonction de la fréquence.
La figure III.6(b), quant à elle, ne présente pas une telle démarcation. Une décroissance
en f−2 est tout de même suggérée en hautes fréquences, même si les pentes observées sont
légèrement différentes, trouvant potentiellement une origine dans un effet Doppler. Ainsi, la
région à dominance acoustique semble ici débuter autour de Stds = 0.4, correspondant également
à la région où les différences spectrales entre les conditions SCTP2 et SCTP3 se manifestent sur
cette figure. Ainsi, l’augmentation de la vitesse du jet primaire semble majoritairement impliquer
une modification des signatures acoustiques ici observées, plutôt qu’une altération des signatures
hydrodynamiques. Ces observations portent à conclure que le champ proche hydrodynamique
dans la région initiale est majoritairement contrôlé par les caractéristiques du jet secondaire, au
moins pour les deux configurations ici étudiées [Tinney et Jordan, 2008].
Enfin, ces observations montrent également que les microphones de l’antenne linéaire sont
situés dans une région proche du jet permettant d’avoir accès au contenu hydrodynamique des
fluctuations sur la gamme fréquentielle qui nous intéresse, soit des nombres de Strouhal compris
entre 0.22 et 0.71, au moins sur les 4 premiers diamètres du jet. L’antenne linéaire est ainsi
positionnée dans la région hydrodynamique linéaire présentée précédemment sur la figure I.12 de
la section I.4.2.2.
2.3.2 Décomposition aux valeurs propres (POD)
L’analyse précédente va dans le sens de notre étude, puisque nous souhaitons, si possible,
extraire de ces mesures une signature hydrodynamique comparable aux ondes d’instabilité
étudiées par la suite. Cependant, le jet étant libre, l’excitation des modes instables est aléatoire,
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Figure III.7 – Convergence des valeurs propres Λ(n) issues de la POD pour les configurations SCTP2
( ) et SCTP3 ( ) aux fréquences respectives retenues dans le tableau III.3.
rendant la signature de ces structures cohérentes également aléatoire (amplitude et phase). Ainsi,
les mesures contiennent ici essentiellement des signaux non corrélés en phase dans lesquels nous
cherchons à identifier ces structures cohérentes. Or, après un nombre important de “réalisations”,
les caractéristiques de ces structures cohérentes doivent apparaître en moyenne [Gudmundsson,
2010], nous permettant ainsi de les identifier. La question que nous nous posons ici est alors
la suivante : dans quelle proportion les mesures de fluctuation de pression que nous analysons
sont-elles représentatives de structures cohérentes ?
Afin de répondre à cette question, nous effectuons ici une analyse par décomposition aux
valeurs propres (POD pour proper orthogonal decomposition). Nous reprenons ici une approche
employée dans les travaux de Tinney et Jordan [2008]. Les résultats que nous obtenons ne font
cependant pas partie de leur étude, puisque nous nous intéressons à la structure du champ de
pression à des fréquences spécifiques. Afin d’isoler les composantes fréquentielles, nous basons le
noyau de notre analyse POD sur les densités interspectrales des fluctuations de pression, soit
R(x, x′; f) = 12pi
∫ ∞
−∞
〈p(x, t)p(x′, t+ τ)〉e−2ipifτdτ . (3-2)
Les valeurs propres Λ(n) et les vecteurs propres Φ(n)(x, f) donnant la décomposition optimale
des fluctuations en composantes orthogonales sont obtenus en résolvant l’équation∫
R(x, x′; f) Φ(n)(x′, f) dx′ = Λ(n)(f) Φ(n)(x, f) . (3-3)
Le problème est alors équivalent à un problème aux valeurs propres.
Ainsi, en appliquant cette décomposition aux fréquences d’étude du tableau III.3 et pour
les deux conditions SCTP2 et SCTP3, nous obtenons la figure III.7. Sur cette dernière sont
représentées les convergences des valeurs propres normalisées par l’énergie totale ∑i Λ(i) pour
ces différentes fréquences et conditions. Ces valeurs propres Λ(n) sont représentatives de l’énergie
associée au mode POD n dont les caractéristiques spatiales sont données par le vecteur propre
Φ(n)(x, f). La convergence extrêmement rapide des valeurs propres est significative d’une structure
très cohérente des fluctuations de pression aux fréquences considérées. Ainsi, les 3 premiers modes
concentrent à eux seuls plus de 80% de l’énergie dans tous les cas étudiés, dépassant généralement
90%.
Cette forte structuration du champ de pression mesuré nous permet donc d’envisager une
extraction modale des fluctuations. Cependant, l’analyse POD n’a pas été poussée plus loin. En
effet, il aurait été très intéressant d’effectuer une décomposition azimutale, en plus du filtrage
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fréquentiel ici réalisé, couplée à une décomposition aux valeurs propres. De tels travaux ont été
réalisés par Gudmundsson [2010] dans le cas d’un jet simple subsonique, et d’excellents résultats
y sont rapportés (voir la figure I.16 de la section I.4.2.2). Les données dont nous disposons ne
permettent pas d’aller dans cette direction, puisque les acquisitions des antennes azimutales à
différentes abscisses n’ont pas été simultanées, ne permettant donc pas d’effectuer de corrélation
de phase. De plus, les modes POD ici extraits des mesures de l’antenne linéaire seule n’ont
pas de raison apparente d’être représentatifs des modes instables étudiés. En effet, les modes
POD ne sont ici qu’une représentation optimale en terme d’énergie des structures cohérentes
des fluctuations de pression mesurées, et ne donnent donc pas explicitement accès aux modes
azimutaux des deux couches de mélange. Aucune comparaison n’est donc ici réalisée avec nos
résultats PSE.
2.3.3 Phases des composantes fréquentielles
L’analyse précédente confirme le caractère organisé et cohérent des fluctuations de pression
mesurées. Nous analysons maintenant les caractéristiques axiales de ces fluctuations. La phase
de la fluctuation la plus corrélée à la fréquence d’étude f entre deux microphones consécutifs i et
j de l’antenne linéaire est obtenue par
∆ϕi,j = arg(Ci,j(f)) (3-4)
où Ci,j(f) est l’interspectre des deux signaux considérés. Ce dernier est obtenu par moyenne de
périodogrammes selon la méthode de Welch. La figure III.8 donne ainsi les évolutions axiales des
phases des fluctuations les plus corrélées pour les 6 fréquences et les 2 points de fonctionnement
étudiés.
Tout d’abord, les écarts entre les conditions SCTP2 et SCTP3 sont très peu marqués sur
l’ensemble des fréquences étudiées. Cela suggère que les mécanismes produisant ces signatures de
phase sont similaires dans les deux conditions et peu influencés par le changement de régime
du jet primaire. Ensuite, l’évolution axiale des phases peut globalement être séparée en 2 zones
linéaires, une rupture de pente autour de x/ds = 3 ou 4, selon la fréquence, étant visible. Cette
rupture de pente intervient à des abscisses comparables à celles relevées précédemment concernant
le changement de nature des fluctuations, passant d’un régime hydrodynamique à un régime
acoustique. Il est donc intéressant d’étudier les vitesses de phase associées, de manière similaire à
l’analyse hydro-acoustique menée par Tinney et Jordan [2008].
Dans cette optique, nous représentons sur la figure III.9 les pentes des phases observées dans
la figure III.8 en fonction du nombre de Strouhal, pour la condition SCTP2. Ces pentes ∂xϕ sont
directement reliées aux vitesses de phase vph (adimensionnées par la vitesse de référence Us) par
1
2pi
∂ϕ
∂( xds )
= Stds
vph
(3-5)
Sur cette figure sont également représentées les droites issues de la relation 3-5 où la vitesse
de phase est prise égale à la vitesse du son a∞ = 340.3m/s (droite sonique), la vitesse du jet
primaire Up = 404.5m/s et la vitesse de convection globale définie par
Uconv = 0.60
(
Us + Up
2
)
= 213.4m/s . (3-6)
Une telle définition de la vitesse de convection globale est issue des travaux de Tinney et Jordan
[2008]. Cette vitesse de convection globale représente une vitesse de convection de structures
dans un jet simple présentant une vitesse en sortie de tuyère qui serait la moyenne des vitesses
des jets primaire et secondaire que nous étudions. Elle est alors représentative de la vitesse de
convection de structures évoluant dans la couche de mélange d’un tel jet, soit, dans le cas des jets
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Figure III.8 – Évolutions axiales de la phase des fluctuations de pression dans les configurations SCTP2
( d) et SCTP3 (•) aux fréquences suivantes : (a) St = 0.223 ; (b) St = 0.281 ; (c) St = 0.356 ; (d)
St = 0.446 ; (e) St = 0.561 ; (f) St = 0.713.
double-flux que nous étudions, de structures principalement pilotées par la couche de mélange
externe.
La partie inférieure à la droite sonique représente une zone à vitesses de phase supersoniques.
Dans cette figure, les vitesses de phase mesurées sur les premiers diamètres du jet suivent
raisonnablement bien la droite issue de la vitesse de convection globale Uconv. Les structures
dominant cette première région du champ proche du jet sont donc subsoniques et préférentiellement
pilotées par la couche de mélange externe. Concernant les vitesses de phase mesurées plus en
aval, elles sont soniques ou supersoniques pour Stds > 0.35, en accord avec l’analyse spectrale
menée précédemment. Suivant les observations de Tinney et Jordan [2008] sur ce même jet, le jet
primaire peut être en partie responsable de ce rayonnement acoustique par des effets purement
convectifs, si les fluctuations hydrodynamiques associées à la couche de mélange interne atteignent
le champ proche du jet. Ceci ne paraît possible que dans cette région aval et l’analyse PSE peut
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Figure III.9 – Comparaison des rapports de la fréquence à la vitesse de phase St/vph mesurés dans la
région x/ds < 4 ( d) et dans la région aval (•), avec les droites obtenues en considérant la vitesse du
son a∞ ( ), la vitesse du jet primaire Up ( ) et la vitesse de convection Uconv ( ), sur le cas
SCTP2.
potentiellement apporter des éléments de réponse à cette question.
2.3.4 Amplitudes des composantes fréquentielles
L’analyse précédente étudie les phases des fluctuations de pression les plus corrélées, sur la
gamme fréquentielle d’étude. Nous étudions maintenant l’évolution des amplitudes de ces mêmes
fluctuations, toujours sur l’antenne linéaire seule. Ainsi, l’amplitude d’un mode fréquentiel est
obtenue après évaluation des spectres des microphones par
|p′(xi, f)|2 = |Si(f)| (3-7)
où Si(f) est le spectre du microphone i calculé par la méthode des périodogrammes de Welch.
Afin d’affiner les résultats, une moyenne sur une bande de 40Hz est utilisée.
La figure III.10 présente les évolutions axiales des fluctuations de pression aux 6 fréquences et
2 points de fonctionnement étudiés. De manière cohérente avec nos résultats précédents, très peu
de différences sont observées sur les 3 premiers diamètres entre les conditions SCTP2 et SCTP3.
La croissance des fluctuations dans cette région est très forte, avant d’atteindre un maximum
et de décroître. Cette décroissance est généralement suivie par une seconde zone de croissance,
plus importante dans le cas SCTP3 que SCTP2. En nous basant sur l’ensemble des observations
des sections précédentes, la croissance initiale est d’origine hydrodynamique et cette seconde
croissance est vraisemblablement d’origine acoustique. Il apparaît donc que l’augmentation de la
vitesse du jet primaire se traduit par une forte contribution acoustique dans la zone de l’antenne
linéaire, pour les fréquences d’étude et dans la région aval du jet, par rapport au cas SCTP2.
Suivant les observations de Tinney et Jordan [2008], nous pouvons imaginer deux mécanismes
impliqués dans cette signature acoustique observée dans la région aval. Le premier est lié à la
modulation d’amplitude de paquets d’ondes subsoniques pouvant engendrer un rayonnement
acoustique [Crighton et Huerre, 1990]. De tels paquets d’ondes seraient à trouver parmi les
fluctuations issues des couches de mélange du jet double-flux. Cependant, rien ici ne nous permet
de conclure quant à leur nature ou leur localisation. La modulation temporelle de tels paquets
d’ondes pourrait également jouer un rôle important dans la production de ces composantes
acoustiques [Cavalieri et al., 2011]. Le deuxième mécanisme envisagé est directement lié à la
propagation supersonique de fluctuations, engendrant une signature acoustique de type onde de
Mach. Ce mécanisme est rendu possible par la vitesse et la température importante du jet primaire,
dont le nombre de Mach par rapport à l’atmosphère est supersonique (Mpa = Up/a∞ = 1.19
dans le cas SCTP2 et Mpa = 1.41 dans le cas SCTP3). Comme observé sur la figure III.10,
l’augmentation de la vitesse du jet primaire dans le cas SCTP3 se traduit par une augmentation
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Figure III.10 – Évolutions axiales des amplitudes des fluctuations de pression ; voir la légende de la
figure III.8.
des amplitudes d’origine acoustique dans la région aval, par rapport au cas SCTP2. Ainsi, par un
mécanisme purement convectif, les fluctuations issues de la couche de mélange interne seraient
en mesure d’engendrer cette production acoustique, accrue dans le cas SCTP3. Ce mécanisme
ne peut être efficace que lorsque les fluctuations de pression associées à ces structures internes
atteignent le champ proche hydrodynamique linéaire leur permettant de rayonner dans le milieu
ambiant. Ces observations suggèrent que, pour les fréquences étudiées, cela n’est possible que
dans la région aval du jet.
2.4 Décomposition des fluctuations de pression de l’antenne azimutale
L’analyse fréquentielle précédente des fluctuations de pression mesurées sur l’antenne linéaire
nous a permis d’identifier leurs natures hydrodynamique ou acoustique. Cependant, une décom-
position azimutale de ces fluctuations est également nécessaire afin de réaliser une comparaison
pertinente avec les résultats d’une analyse PSE. Cette section a donc pour objectif d’évaluer les
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caractéristiques des principaux modes azimutaux au moyen des mesures réalisées sur l’antenne
azimutale. Pour cela, nous disposons de ces mesures réalisées à 9 positions axiales spécifiées
précédemment dans la figure III.3.
2.4.1 Spectre des microphones et recalibrage
Lors du traitement des mesures issues de l’antenne azimutale sur le cas SCTP3, nous avons
observé un écart non négligeable des niveaux entre les microphones de l’antenne azimutale et
le microphone de référence de l’antenne linéaire. Cette différence, sûrement due à une erreur
de calibration, est visible sur la figure III.11 et a été relevée sur plusieurs positions axiales.
Après vérification que tous les spectres issus des microphones de l’antenne azimutale avaient
des enveloppes identiques, un simple facteur correctif a été appliqué sur ces microphones afin
d’ajuster les niveaux à celui du microphone de référence, situé sur l’antenne linéaire.
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Figure III.11 – Spectre d’un microphone de l’antenne azimutale ( ) dont les niveaux sont inférieurs
à ceux du microphone de référence situé sur l’antenne linéaire ( ).
2.4.2 Répartition énergétique des modes azimutaux
La densité spectrale de puissance des modes azimutaux s’exprime sous la forme suivante,
avec Cj,k(f) l’interspectre des signaux obtenus sur les microphones j et k :
|p′m(f)|2 =
1
N2
∑
j,k
Cj,k(f) eim(θj−θk) (3-8a)
L’énergie contenue dans un mode azimutal est alors évaluée par intégration de cette densité
spectrale modale. Ainsi, la figure III.12 représente l’évolution axiale de l’énergie contenue dans
chaque mode azimutal m, en pourcentage de l’énergie totale obtenue à chaque abscisse. Le
mode axisymétrique m = 0 ainsi que les 3 premiers modes azimutaux positifs et négatifs y sont
présentés pour les configurations SCTP2 et SCTP3.
On observe tout d’abord que la répartition énergétique entre les modes azimutaux opposés
est quasiment symétrique, témoignant du caractère axisymétrique des jets double-flux étudiés.
Nous avons également vérifié que les caractéristiques spectrales de ces modes sont similaires,
et qu’aucune différence significative n’est à noter. Par la suite, nous nous concentrons donc
uniquement sur les modes à nombre d’onde azimutal positif.
Ensuite, sur le premier diamètre du jet x/ds < 1, l’énergie des fluctuations est principalement
répartie sur les 4 premiers modes azimutaux. En particulier, près des lèvres de la tuyère, l’énergie
des modes m = ±1 et m = ±2 est supérieure à l’énergie associée au mode axisymétrique m = 0.
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Figure III.12 – Évolution axiale des énergies des modes azimutaux pour les configurations SCTP2 (
pour m ≥ 0 ; pour m < 0) et SCTP3 ( pour m ≥ 0 ; pour m < 0).
En aval, le mode axisymétrique m = 0 devient rapidement le mode le plus énergétique, dès
l’abscisse x/ds > 2, pour atteindre près de 50% de l’énergie totale. Le premier mode hélicoïdal
m = 1 évolue peu et se maintient autour de 30% de l’énergie totale, en cumulant les modes
positif et négatif. Les modes azimutaux supérieurs, quant à eux, voient leurs énergies relatives
s’amoindrir avec l’accroissement énergétique du mode axisymétrique. Ainsi, les modes azimutaux
dominant énergétiquement la structure du champ proche de pression sont les modes m = 0 et
m = ±1, cumulant à eux deux plus de 80% de l’énergie des fluctuations mesurées. Dans la suite
de notre étude, nous n’avons donc retenu que les modes azimutaux m ≤ 2.
Il est cependant important de remarquer que ces résultats traduisent des évolutions relatives,
qu’il convient de mettre en perspective avec les évolutions absolues de la section suivante. En effet,
la décroissance énergétique relative observée sur les modes hélicoïdaux, par exemple, n’implique
pas une décroissance énergétique absolue de ces modes.
Enfin, si peu de différences sont observées entre les conditions SCTP2 et SCTP3 sur le premier
diamètre du jet, quelques écarts se manifestent plus en aval. Ainsi, l’augmentation de la vitesse
du jet primaire dans le cas SCTP3 semble ici légèrement défavoriser le mode axisymétrique
jusqu’à l’abscisse x/ds = 5, par rapport au cas SCTP2, pour ensuite le voir dominer. La tendance
inverse est observée sur les mode hélicoïdaux.
2.4.3 Amplitudes des modes azimutaux
La décomposition azimutale effectuée au moyen de l’équation 3-8 nous permet également
d’étudier l’évolution axiale des modes azimutaux aux fréquences définies dans le tableau III.3 et
étudiées dans les sections précédentes.
La figure III.13 met ainsi en évidence l’évolution axiale de l’amplitude des modes azimutaux
|p′m(f, x)| pour les 6 fréquences et les 2 points de fonctionnement. Pour comparaison, les évolutions
axiales des fluctuations de pression extraites de l’antenne linéaire, et détaillées précédemment
dans la figure III.10, y sont également représentées.
Aux fréquences étudiées, le mode axisymétrique m = 0 est le mode présentant la plus forte
croissance, dominant les autres modes azimutaux sur l’ensemble des abscisses considérées. Ainsi,
l’évolution axiale du mode axisymétrique détermine fortement l’enveloppe des fluctuations totales
de pression extraites précédemment de l’antenne linéaire. Cette observation est d’autant plus
justifiée dans la région aval du jet x/ds > 5 où les modes hélicoïdaux ont tendance à décroître.
Cette zone met également en évidence que le mode axisymétrique est le mode le plus affecté par
l’augmentation de la vitesse du jet primaire. Or, cette région du champ proche a précédemment
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Figure III.13 – Évolution axiale des modes azimutaux ( d,• : m = 0 ; 4, N : m = 1 ; ,  : m = 2)
dans les configurations SCTP2 (blanc) et SCTP3 (noir) pour les fréquences de la figure III.8 ; les lignes
représentent les évolutions obtenues sur l’antenne linéaire ; : SCTP2 ; : SCTP3.
été identifiée comme étant en régime acoustique dans cette gamme fréquentielle. Cela suggère
alors l’importance acoustique du mode axisymétrique dans cette zone du champ proche de
pression, au moins dans le cas SCTP3.
Alternativement, nous pouvons représenter ces décompositions azimutales de manière spatio-
fréquentielle comme sur la figure III.14. Ainsi, nous pouvons observer que les modes azimutaux
représentés subissent tous un gain énergétique, mais dont le maximum fréquentiel est progressive-
ment déplacé vers les basses fréquences. Cette observation traduit l’amortissement des modes en
hautes fréquences, alors que les modes de plus basses fréquences sont amplifiés dans la direction
axiale. Cette dynamique est qualitativement la même pour tous les modes ici considérés, soit
le mode axisymétrique et les 2 premiers modes hélicoïdaux. De plus, si initialement l’énergie
est concentrée sur une bande fréquentielle restreinte, autour de 1000Hz, les spectres semblent
progressivement s’étaler en fréquence alors qu’ils gagnent en énergie dans la direction axiale. Ces
dynamiques spatio-fréquentielles des modes azimutaux semblent peu modifiées par le changement
de vitesse du jet primaire. On note cependant encore ici que c’est la région aval qui est la plus
influencée : pour des abscisses x/ds > 4, les spectres fréquentiels sont plus larges et semblent
donc plus énergétiques que dans le cas SCTP2, particulièrement pour le mode axisymétrique.
Une dernière représentation possible de cette répartition énergétique parmi les modes azimu-
taux est donnée par la figure III.15. Sur cette dernière sont mises en évidence les amplitudes
des modes à 3 abscisses en fonction de la fréquence et du nombre d’onde azimutal. Cette figure
permet notamment d’apprécier le rôle en champ proche des modes ayant un nombre d’onde
azimutal m > 2. Dans la région initiale, autour de x/ds = 1.09, l’énergie est ici aussi observée
comme très localisée en haute fréquence et sur peu de modes azimutaux, l’échelle étant en
décibels. En avançant dans la direction axiale, les modes azimutaux gagnent en énergie, particu-
lièrement en basses fréquences. Ainsi, à une abscisse x/ds = 5.79, les maxima d’amplitude des
modes azimutaux sont observés autour d’une fréquence relativement commune de 100Hz, pour
les deux conditions étudiées. Il apparaît ainsi que, tout comme le spectre fréquentiel s’élargit
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Figure III.14 – Contours des amplitudes des modes azimutaux m ≤ 2 en fonction de la fréquence et de
l’abscisse pour les cas SCTP2 (gauche) et SCTP3 (droite).
avec les abscisses croissantes, le spectre des nombres d’onde azimutaux se remplit également
progressivement.
Les différences entre les conditions SCTP2 et SCTP3 sont bien plus visibles sur cette figure.
En effet, si les états initiaux, à x/ds = 1.09, sont très semblables, les contours obtenus à des
abscisses plus avancées font apparaître quelques écarts. Le premier correspond à l’observation
effectuée sur la figure précédente : la répartition énergétique est moins importante sur les modes
azimutaux en basses fréquences dans le cas SCTP3. Ainsi, le lobe très prononcé dans le cas
SCTP2 autour de 100 Hz et pour x/ds = 5.79, l’est légèrement moins dans ce cas. Au contraire,
le mode axisymétrique est plus énergétique, avec un spectre fréquentiel plus large. La seconde
différence est l’émergence dans le cas SCTP3, dans la région aval, d’un lobe en haute fréquence
et surtout visible pour des nombres d’onde azimutaux m > 2. Comme évoqué précédemment, à
l’abscisse x/ds = 5.79 et aux fréquences considérées, nous pouvons considérer le régime comme
étant ici acoustique. Par conséquent, l’augmentation de la vitesse du jet primaire a ici pour
effet d’augmenter l’importance acoustique du mode m = 0 au détriment des modes azimutaux
d’ordres supérieurs, mais également d’augmenter celle des modes à plus hautes fréquences et
nombres d’onde azimutaux, par rapport au cas SCTP2 et dans la région de champ proche.
2.4.4 Phase des modes azimutaux
Afin de compléter cette décomposition azimutale des fluctuations de pression mesurées en
champ proche, nous pouvons également extraire l’évolution axiale de la phase associée à chaque
mode. En effet, malgré le fait que les acquisitions des microphones de l’antenne azimutale
effectuées à différentes abscisses n’ont pas été simultanées, les acquisitions sur l’antenne linéaire
sont cependant disponibles. Ainsi, en prenant comme référence un microphone de l’antenne
linéaire situé à une abscisse intermédiaire des deux abscisses de mesure de l’antenne azimutale,
l’évolution axiale de la phase des modes azimutaux peut être indirectement évaluée.
La différence de phase ∆ϕ(m)j,k d’un mode azimutal m entre les positions axiales xj et xk,
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Figure III.15 – Contours des amplitudes des modes en fonction de la fréquence et du nombre d’onde
azimutal m pour les cas SCTP2 (gauche) et SCTP3 (droite).
pour lesquelles des mesures sur l’antenne azimutale sont disponibles, est obtenue au moyen du
microphone de l’antenne linéaire situé à l’abscisse xp par
∆ϕ(m)j,k (f) = ∆ϕ
(m)
j,p (f) + ∆ϕ
(m)
p,k (f) (3-9a)
= arg
(
1
N
∑
q
C(j,q);p(f)eimθq
)
+ arg
(
1
N
∑
r
Cp;(k,r)(f)e−imθr)
)
, (3-9b)
où C(j,q);p(f) est l’interspectre du microphone de l’antenne azimutale à l’abscisse xj et à l’angle
θq, avec le microphone de l’antenne linéaire situé à l’abscisse xp. Pour qu’une telle décomposition
soit valable, les signaux mesurés entre les microphones des abscisses xj et xp, ainsi que xp et xk,
doivent être suffisamment corrélés. Comme nous le verrons par la suite, cela est globalement le
cas.
La figure III.16 met en évidence l’évolution axiale de la phase du mode axisymétrique m = 0
obtenue par cette méthode. Cette évolution axiale est comparée à celle obtenue sur l’antenne
linéaire pour les fluctuations les mieux corrélées, présentée sur la figure III.8. Comme nous
pouvons l’observer, les phases ici obtenues suivent de manière très satisfaisante l’évolution des
phases issues de l’antenne linéaire. Ce résultat est cohérent avec l’observation précédente de la
dominance énergétique du mode axisymétrique. Nous observons cependant quelques écarts, les
comparaisons n’étant pas parfaites, que nous attribuons à la faible résolution axiale des mesures
effectuées au moyen de l’antenne azimutale. Nous jugeons cependant l’approche satisfaisante,
nous permettant par la suite d’extraire l’évolution axiale des modes azimutaux.
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Figure III.16 – Évolutions axiales des phases du mode axisymétrique m = 0 aux fréquences du tableau III.3
obtenues dans les cas SCTP2 ( d) et SCTP3 (•), comparées aux évolutions axiales des phases mesurées
sur l’antenne linéaire dans le cas SCTP2 ( ) et SCTP3 ( ).
III.3 Application de l’analyse PSE linéaire aux jets coaxiaux
Suite à l’analyse détaillée des caractéristiques hydrodynamiques et acoustiques des fluctuations
de pression en champ proche du jet, mesurées sur les antennes linéaire et azimutale pour les
conditions SCTP2 et SCTP3, nous appliquons ici l’analyse PSE développée dans le chapitre II sur
ces mêmes configurations, ainsi que sur la condition COTP2. Pour ce faire, nous construisons les
champs de base nécessaires à partir de résultats de calculs LES et de mesures PIV ou LDV. Après
sélection des conditions initiales des différents modes à étudier, nous analysons quelques résultats
de calcul PSE, en nous intéressant particulièrement à la configuration COTP2. Une analyse
détaillée des résultats de l’approche PSE appliquée aux cas SCTP2 et SCTP3 sera effectuée par
la suite dans la section III.4.
3.1 Approximation des écoulements porteurs
L’application de notre analyse PSE nécessite la connaissance d’un écoulement porteur constitué
des profils de vitesse axiale ux, de vitesse radiale ur et de masse volumique ρ. Comme détaillé
précédemment dans la section II.1.2 nous choisissons comme écoulement porteur la moyenne
temporelle de l’écoulement turbulent. Afin de construire des champs de base représentatifs des
écoulements étudiés, nous disposons de résultats de calculs LES, ainsi que de mesures PIV sur le
cas COTP2 [Skeen, 2006] 3 et LDV sur les cas short-cowl [Kerhervé et Fitzpatrick, 2011].
Une première approche dans cette évaluation des écoulement porteurs peut se baser unique-
ment sur les mesures de vitesse : à partir des mesures de ux et de ur, il est possible d’approcher
le champ de masse volumique ρ au moyen de l’équation de continuité. Cependant, il s’avère que
les mesures du champ de vitesse radiale ur ne sont pas suffisamment précises et font apparaître
des variations sur l’axe du jet incompatibles avec les conditions aux limites utilisées dans notre
3. Des mesures PIV sont également disponibles sur les cas SCTP2 et SCTP3 [Skeen, 2006].
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Figure III.17 – Calibration du champ moyen LES ( ) par rapport aux mesures PIV ( d) dans la
configuration COTP2.
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Figure III.18 – Vitesse axiale sur l’axe du champ moyen LES calibré ( ) et des mesures PIV ( d)
dans la configuration COTP2.
modélisation PSE.
Nous avons donc utilisé une seconde approche en nous appuyant sur les champs moyens
LES obtenus par Vuillot et al. [2008]. Les détails de ces simulations peuvent être trouvés dans
cette référence. En particulier, les parois des buses ont été intégrées dans ces calculs LES afin
d’essayer d’obtenir des niveaux de turbulence réalistes en sortie de tuyère. De plus, aucun forçage
n’a été appliqué, les fluctuations se développant librement dans les couches limites. Cependant,
pour des raisons de coût numérique, ces couches limites ont été sous-résolues, donnant lieu
à des taux de turbulence trop importants en sortie de tuyère, par rapport aux observations
expérimentales. Ces écarts se traduisent également par des cônes potentiels invariablement trop
courts. Par conséquent, comparés aux mesures PIV ou LDV, les profils moyens de vitesse obtenus
ici par LES ne sont pas en accord. Comme observé par Vuillot et al. [2008], il est toutefois
envisageable de corriger les champs moyens LES afin d’approcher les champs réels mesurés. Ainsi,
nous cherchons ici uniquement un moyen de décrire convenablement les écoulements porteurs,
en alliant résultats LES et mesures : nous ne cherchons en aucun cas à justifier la validité des
simulations instationnaires effectuées, qui ont leurs qualités et leurs défauts.
3.1.1 Tuyère coplanaire
En effet, même si les profils de vitesse issus des calculs LES à une abscisse xPIV ne cor-
respondent pas aux profils mesurés à cette même abscisse, il est possible de rechercher une
abscisse xLES à laquelle l’accord est le meilleur au sens des moindres carrés. La figure III.17
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Figure III.19 – Profils radiaux de vitesse axiale ux du champ moyen LES calibré ( ) et des mesures
PIV (•) dans la configuration COTP2.
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Figure III.20 – Profils radiaux de masse volumique ρ du champ moyen LES calibré ( ) dans la
configuration COTP2.
présente ainsi le résultat d’une telle démarche, donnant les abscisses des profils de vitesse issus
des calculs LES produisant les meilleures représentations des profils de vitesse mesurés par PIV.
Sur l’ensemble des abscisses considérées, la répartition est linéaire, suggérant qu’une simple
dilatation des abscisses du champ moyen LES nous permet d’approcher le champ moyen réel de
manière satisfaisante.
Ainsi, la figure III.18 représente la vitesse axiale mesurée sur l’axe par PIV, comparée à la
vitesse axiale issue des calculs LES corrigés par cette transformation linéaire. La comparaison est
excellente dans la région du cône potentiel ainsi que dans la zone développée. Des comparaisons
favorables sont également obtenues sur l’ensemble du champ de vitesse axiale, représenté sur la
figure III.19. Les profils de vitesse axiale mesurés sont approchés de manière satisfaisante dans
tout le plan, quelques écarts étant cependant observés dans les régions des couches de mélange.
En effet, notre champ approché surestime les gradients de vitesse axiale. Cette surestimation est
non négligeable, surtout dans la couche de mélange externe. À défaut de mieux, nous retenons
cette représentation du champ de vitesse axiale moyenne pour décrire l’écoulement porteur du cas
COTP2. Mais, comme nous le montrons par la suite, cette surestimation des inflexions des profils
de vitesse introduit potentiellement des tendances incohérentes sur l’évolution des perturbations
de pression.
Enfin, le champ de masse volumique associé est représenté sur la figure III.20 et met en
évidence une particularité de notre approche : les profils de vitesse et de masse volumique sont
approchés par des B-splines cubiques. Cette approche nous permet d’obtenir une représentation
fidèle des profils, mais également d’appliquer un maillage raffiné adapté à nos analyses de stabilité,
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tout en assurant leur dérivabilité radiale (fonctions C2). Les spécificités des couches de mélange
sont ainsi bien reproduites (voir par exemple la présence des sillages dans les profils de vitesse et
de masse volumique), ce qui n’aurait pas été le cas avec une approche plus classique consistant
à approcher les profils par des fonctions de type tangente hyperbolique. Le champ de vitesse
radiale ur est alors obtenu en résolvant l’équation de continuité, nous permettant d’assurer sa
nullité sur l’axe du jet, en accord avec les conditions aux limites utilisées dans notre approche
PSE.
3.1.2 Tuyère short-cowl
Une approche identique a été utilisée dans la construction des écoulements porteurs pour
les conditions SCTP2 et SCTP3. Cependant, pour des raisons de qualité et de disponibilité
de données, nous avons utilisé ici comme référence des profils de vitesse issus de mesures LDV
[Kerhervé et Fitzpatrick, 2011]. Ces mesures étant locales, seule une dizaine de profils de vitesse
est disponible.
De manière similaire au cas de la tuyère coplanaire, les figures III.21(a) et III.21(b) mettent
toutes deux en évidence des relations linéaires entre les abscisses optimales de correspondance des
profils moyens LES et LDV. Ces relations sont spécifiques à chaque cas, avec une dilatation plus
importante pour la condition SCTP3. Ainsi, après application de ces transformations linéaires,
les figures III.22(a) et III.22(b) permettent de comparer l’ensemble des profils moyens de vitesse
axiale des champs LES corrigés avec leurs équivalents LDV, pour les deux conditions SCTP2 et
SCTP3. Les accords sont globalement très satisfaisants, montrant la pertinence de l’optimisation
effectuée. Les écarts les plus notables sont observés au niveau des couches de mélange, mais
également sur l’axe. En effet, la présence du corps central de révolution dans la configuration
short-cowl induit un déficit de vitesse sur l’axe et une zone supplémentaire de mélange que
les profils LES reproduisent de manière moins satisfaisante, tout en restant raisonnable. Étant
donné la complexité de l’écoulement, nous considérons ici aussi que nos écoulements porteurs
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Figure III.21 – Calibration du champ moyen LES ( ) par rapport aux mesures LDV ( d) dans la
configuration (a) SCTP2 et (b) SCTP3.
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Figure III.22 – Profils radiaux de vitesse axiale ux du champ moyen LES calibré ( ) et des mesures
LDV (•) dans la configuration (a) SCTP2 et (b) SCTP3.
reconstruits sont suffisamment représentatifs des mesures. Les inflexions des profils de vitesse
sont notamment correctement reproduites, de manière beaucoup plus satisfaisante que dans le
cas d’étude COTP2.
3.2 Identification des modes hydrodynamiques
Une fois l’écoulement de base défini, nous cherchons à identifier les conditions initiales à
imposer à notre système PSE. Pour cela, nous effectuons une analyse de stabilité locale à l’abscisse
initiale x0 (voir la section II.1.4).
La figure III.23(a) présente ainsi un spectre de stabilité obtenu dans le cas COTP2 à l’abscisse
x/ds = 0, pour un nombre de Strouhal Stds = 0.26 et pour un nombre d’onde azimutal m = 0.
Un tel spectre est représentatif de l’ensemble des spectres obtenus pour toutes les conditions
étudiées par la suite. On identifie ainsi deux modes hydrodynamiques associés aux couches
de mélange interne et externe, que l’on désigne ensuite respectivement par KHi et KHo (KH
pour Kelvin-Helmholtz). Seuls ces deux modes hydrodynamiques instables apparaissent dans
l’ensemble de notre étude, définissant ainsi deux conditions initiales possibles pour nos analyses
PSE. À la fréquence et pour mode azimutal ici présentés, le mode de la couche de mélange
externe KHo est nettement plus instable que le mode de la couche de mélange interne KHi.
À ces valeurs propres sont associées des fonctions propres (uˆx, uˆr, uˆφ, ρˆ, pˆ) caractérisant ainsi
complètement le mode issu de l’analyse de stabilité locale. Sur la figure III.23(b) sont représentées
les amplitudes des fonctions propres de pression associées aux deux modes hydrodynamiques
précédents. Le mode KHi atteint un maximum de pression à une position radiale r/ds = 0.25,
-101-
Chapitre III. Analyse PSE des fluctuations de pression en champ proche de jets double-flux
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
−1 0 1 2 3 4
=(α)
<(α)
KHo
KHi
(a)
0
0.2
0.4
0.6
0.8
1
0.250 0.5 1 1.5 2 2.5 3
|pˆ|
r/ds
(b)
Figure III.23 – Résultats de l’analyse de stabilité locale effectuée sur le jet COTP2 à l’abscisse x/ds = 0,
pour un nombre de Strouhal Stds = 0.26 et un nombre d’onde azimutal m = 0, montrant (a) le spectre
de stabilité et (b) les amplitudes normalisées des fonctions propres de pression associées aux modes
hydrodynamiques KHi ( ) et KHo ( ).
soit dans la couche de mélange interne, alors que le mode KHo atteint un maximum de pression
à r/ds = 0.50, soit dans la couche de mélange externe.
On remarque ici que l’analyse de stabilité locale suggère que le mode de la couche de mélange
interne KHi ne se trouve pas confiné dans le jet, mais présente une fonction propre de pression
s’étendant au delà de la couche de mélange externe. Ce résultat n’est pas trivial et peut sembler
aller à l’encontre des observations précédemment effectuées dans la section 2.3, où les fluctuations
de la couche de mélange externe ont été identifiées comme dominant le champ hydrodynamique
proche pour des abscisses x/ds < 4. De plus, les travaux de Tinney et Jordan [2008], ou encore
ceux de Ko et Kwan [1976] pour des jets double-flux ayant des rapports de vitesse équivalents à
ceux des jets ici étudiés, suggèrent également la dominance hydrodynamique des fluctuations de la
couche de mélange externe dans cette région initiale du jet. Comme illustré sur la figure III.23(a),
le mode KHi est bien moins instable que le mode KHo sur cette gamme de basses fréquences.
Ainsi, même si le mode KHi s’étend en champ proche, le mode KHo paraît prépondérant, en
accord avec nos observations.
Enfin, une analyse de stabilité locale plus détaillée est donnée en annexe dans la section VII.1,
effectuée à une abscisse x/ds = 3.0 en fin du cône potentiel du jet secondaire. Cette analyse de
stabilité locale met en évidence quelques caractéristiques fréquentielles des modes étudiés.
3.3 Approche PSE appliquée au cas coplanaire
Une première application de notre approche PSE linéaire est ici réalisée sur le cas de la
tuyère coplanaire au point de fonctionnement TP2. Ne disposant pas de mesures en champ
hydrodynamique proche comme pour les cas SCTP2 et SCTP3, nous ne pouvons pas comparer les
évolutions axiales des fluctuations de pression. Ce cas d’étude a cependant un intérêt différent :
la simplicité de sa géométrie nous permet d’effectuer un calcul PSE débutant immédiatement
en sortie de tuyère, contrairement au cas de la tuyère short-cowl où les calculs PSE ne peuvent
débuter, avec notre modélisation, qu’à l’abscisse où le corps central de révolution prend fin.
Ainsi, une hypothèse couramment effectuée, dans une analyse de stabilité visant à comparer
les amplitudes relatives des différents modes d’un jet, consiste à supposer que ces derniers
sont initialement excités à la même amplitude. Le spectre des fluctuations est donc supposé
initialement équivalent à un bruit blanc. L’étude du cas coplanaire nous permet d’explorer cette
hypothèse et de tenter d’en apprécier la validité sur la gamme fréquentielle d’étude.
Les amplitudes des modes des couches de mélange interne (modes KHi) et externe (modes
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KHo) sont donc initialement identiques et fixées à l’unité par linéarité du modèle PSE. Nous
étudions ici les modes internes et externes du jet COTP2 aux fréquences présentées dans le
tableau III.3 et pour les nombres d’onde azimutaux m = 0 et m = 1. Suite à la résolution pas à
pas du système, nous obtenons des champs de perturbations (u′x, u′r, u′φ, ρ′, p′)m.
Afin d’évaluer la cohérence des résultats, il est intéressant d’étudier les évolutions axiales des
amplitudes de perturbations de pression |p′m| dans une zone du champ hydrodynamique proche,
équivalent à celui étudié dans la section III.2 au moyen des antennes linéaire et azimutale sur
les cas short-cowl. Nous définissons donc, dans le cas coplanaire, une antenne linéaire fictive
identique, telle que l’ordonnée à l’origine soit également r0/ds = 0.738, et l’angle formé avec l’axe
des abscisses de 8.5◦. Nous vérifions également que dans cette configuration l’antenne est située
en dehors du jet (ici dans une région où la vitesse axiale moyenne du jet est ux/Uj < 0.01) et
suit correctement la divergence axiale du jet.
Enfin, nous vérifions que l’antenne est située dans une zone hydrodynamique, et non acoustique,
pour les perturbations considérées. En effet, les résultats de stabilité ne sont valables que dans
une telle région, explicitée dans la section I.2.3 et mise en évidence sur la figure I.12. Pour s’en
assurer, nous utilisons un critère ad hoc développé par Arndt et al. [1997] dans le cas d’un jet
simple, définissant la zone à dominance hydrodynamique de telle manière que αr r∗ < 2, avec
r∗ la position radiale définie à partir de la couche de mélange. Nos résultats de calculs PSE
nous montrent que, pour que l’antenne linéaire soit localisée dans une région hydrodynamique
pour les modes aux 6 fréquences étudiées, et selon ce critère, le mode à plus haute fréquence est
limitant. En effet, les modes azimutaux à Stds = 0.522 présentent les plus grandes valeurs de αr.
Ainsi, à l’abscisse initiale x/ds = 0, la séparation entre régime hydrodynamique et acoustique, à
cette fréquence, est située autour de r/ds = 1.0. Le positionnement de notre antenne linéaire à
r/ds = 0.738 à l’abscisse initiale est donc satisfaisant. Le nombre d’onde axial des modes étudiés
évolue, mais l’inclinaison de l’antenne, suivant au mieux la divergence du jet, suit correctement
cette évolution et nous assure un positionnement continu dans cette région hydrodynamique
linéaire, pour l’ensemble des modes étudiés.
Nous pouvons alors comparer les évolutions axiales des perturbations de pression des différents
modes azimutaux obtenus sur cette antenne linéaire. Sur la figure III.24 sont représentées les
évolutions des deux premiers modes azimutaux m = 0 et m = 1 issus de la couche de mélange
externe (modes KHo), aux 6 fréquences d’étude. Nous ne représentons pas les modes de la
couche de mélange interne (modes KHi) pour deux raisons : la première est que le champ
hydrodynamique proche des jets double-flux étudiés est normalement dominé par les modes de la
couche de mélange externe [Tinney et Jordan, 2008, Ko et Kwan, 1976, Kwan et Ko, 1977]. La
seconde est que notre approche PSE semble ici avoir des difficultés à isoler l’évolution des modes
KHi.
Cette limitation de notre analyse PSE semble en effet pouvoir apparaître lorsque plusieurs
modes instables existent, avec l’un plus instable que les autres. L’initialisation des modes semble
alors critique. En effet, celle-ci est effectuée avec des modes issus de la stabilité locale, qui ne sont
donc pas exactement solution des équations PSE. Lors de l’initialisation d’un mode beaucoup
moins instable qu’un second, ici le mode KHi, cette erreur semble pouvoir exciter le mode KHo.
La solution PSE est alors une combinaison de modes. Cette particularité apparaît singulièrement
dans le cas d’étude COTP2, mais n’est pas observée dans les résultats PSE des conditions SCTP2
et SCTP3. Une étude plus détaillée de ce mécanisme est donnée en annexe dans la section VII.2.
Il est intéressant de noter que cette ambigüité disparaît lorsque le calcul PSE est effectué à partir
d’une abscisse plus en aval, lorsque le mode KHo est moins instable.
Par la méthode ici adoptée, c’est à dire l’extraction des perturbations de pression sur une
antenne linéaire fictive équivalente à l’antenne utilisée pour les observations expérimentales de
la section III.2, cette figure III.24 doit être mise en perspective avec la figure III.13. En effet,
même si les géométries sont différentes entre les configurations coplanaire et short-cowl, les
mécanismes hydrodynamiques ne doivent pas être très différents, puisque le point de fonctionne-
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Figure III.24 – Évolution axiale des amplitudes de perturbations de pression de la couche de mélange
externe KHo, dans le cas COTP2 aux fréquences définies dans le tableau III.3, des modes m = 0 ( ) et
m = 1 ( ), obtenues avec l’hypothèse d’amplitudes initiales unitaires.
ment (TP2) et les rapports surfaciques sont identiques. Or, les observations expérimentales de
la figure III.13 ne montrent pas les même tendances en terme d’amplitudes : là où les résultats
expérimentaux montrent une décroissance du maximum d’amplitude des modes m = 0 et m = 1
avec l’augmentation du nombre de Strouhal, les résultats PSE montrent ici le résultat opposé.
En effet, l’augmentation en fréquence se traduit ici par un accroissement relatif des amplitudes
de perturbation de pression. De plus, les résultats PSE prévoient ici, à certaines fréquences,
une amplitude du mode hélicoïdal supérieure à celle du mode axisymétrique, allant là aussi à
l’encontre des mesures.
Nous identifions deux causes potentielles au désaccord qualitatif observé. Tout d’abord, cette
incohérence pourrait avoir pour origine l’hypothèse émise sur l’uniformité des amplitudes initiales.
En effet, la réceptivité en sortie de tuyère est vraisemblablement plus complexe qu’un simple
bruit blanc ; cependant, la gamme de fréquence étudiée étant restreinte, cette approximation
peut paraître raisonnable. Cette hypothèse a notamment été utilisée dans les travaux de Dahl et
Morris [1997a,b], les résultats semblant concluants. Au vu de nos résultats, il semble cependant
qu’une telle hypothèse est ici à prendre avec précautions. Ensuite, le fait que les hautes fréquences
sont indiscutablement privilégiées dans notre analyse PSE pourrait être la conséquence d’un
écoulement porteur inadapté. Les comparaisons des profils de vitesse axiale moyenne entre
mesures PIV et résultats LES à l’abscisse initiale x = 0 (figure III.19) vont indubitablement
dans ce sens, puisque les couches de mélange sont initialement bien trop fines, permettant le
développement de perturbations à haute fréquence irréalistes.
Par conséquent, ces observations nous amènent à conclure qu’il paraît discutable d’utiliser
directement ces résultats de calculs PSE linéaires, sans calibration, dans l’optique de comparer
les amplitudes de différents modes et d’en identifier les principaux. Enfin, nous estimons que
l’ensemble de ces résultats ne permet pas d’envisager la propagation acoustique de ces perturba-
tions en champ lointain dans le chapitre IV. En effet, l’écoulement porteur semble inadéquat, les
modes internes ne peuvent pas être calculés correctement et nous ne pouvons pas calibrer les
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amplitudes des perturbations par rapport aux mesures en champ proche. Ce cas d’étude COTP2
nous permet avant tout de mettre en évidence quelques limites de l’analyse PSE, qu’il convenait
d’identifier avant d’étudier les cas SCTP2 et SCTP3.
3.4 Approche PSE appliquée aux cas short-cowl
Contrairement au cas COTP2, les ressources expérimentales de la section III.2 nous permettent
d’envisager une analyse PSE plus approfondie des cas SCTP2 et SCTP3. En effet, nous disposons
pour ces cas des amplitudes des fluctuations de pression en champ hydrodynamique proche, nous
permettant de calibrer nos résultats PSE. L’hypothèse précédente de réceptivité uniforme n’est
pas nécessaire. Elle est de plus inapplicable : en effet, la géométrie de la tuyère est telle que les
buses interne et externe ne sont pas coplanaires, et un corps central de révolution est présent
en sortie de tuyère (figure III.1(b)). Ainsi, avec notre modélisation PSE, nous ne sommes pas
en mesure de débuter le calcul aux lèvres des tuyères, la prise en compte des parois n’étant pas
prévue. Nous débutons alors nos calculs à l’abscisse de fin du corps central, soit à x/ds = 0.9. Or,
à cette abscisse, les perturbations ont déjà eu l’espace de se développer. Supposer des amplitudes
uniformes à une telle abscisse n’a donc physiquement aucun sens.
Ensuite, il est important de remarquer que la limitation observée précédemment dans le calcul
de l’évolution axiale des modes KHi n’apparaît pas dans ces cas d’étude. En effet, la couche
de mélange externe est relativement épaisse, rendant les modes KHo raisonnablement instables
pour ne pas apparaître spontanément dans la résolution PSE des modes KHi. Nos calculs PSE
permettent donc de suivre les modes KHo et KHi de manière indépendante sur les cas SCTP2 et
SCTP3, contrairement au cas COTP2.
Enfin, les inflexions des couches de mélange des écoulements porteurs employés (figures III.22)
sont plus réalistes que dans le cas COTP2 et reproduisent de manière plus satisfaisante les mesures.
Cette bonne description des couches de mélange nous permet d’envisager une reproduction correcte
de l’évolution axiale des modes.
Les résultats issus de l’analyse PSE des cas SCTP2 et SCTP3 sont présentés dans la section
suivante, et sont mis en perspective avec les mesures de fluctuation de pression réalisées en champ
proche et post-traitées dans la section III.2.
III.4 Comparaison entre mesures et résultats de l’analyse PSE sur
les cas short-cowl
4.1 Évolution axiale des phases
Nous comparons ici, dans un premier temps, les évolutions axiales des phases des perturbations
extraites des mesures dans la section 2.4 avec celles des modes de stabilité évalués au moyen de
notre analyse PSE linéaire. Nous étudions ici les modes instables des couches de mélange externe
(modes KHo) et interne (modes KHi) aux 6 fréquences définies dans le tableau III.3 et pour les
modes azimutaux m ∈ {0, 1, 2}. Les figures III.25, III.26 et III.27 comparent ainsi respectivement
les évolutions axiales des phases des modes m = 0, m = 1 et m = 2. Dans l’ensemble de ces
figures, les phases issues des calculs PSE ont été ajustées verticalement par une méthode de
moindres carrés ciblée sur certaines zones afin de suivre au mieux les mesures. En effet, les phases
sont définies à une constante additive près, ne modifiant en rien la nature des résultats. Enfin, sur
ces figures, nous n’avons pas distingué les résultats PSE des cas SCTP2 et SCTP3 : les phases
des modes des couches de mélange externes (internes) ont des tendances très similaires sur la
première moitié (seconde moitié) des abscisses considérées. Ainsi, pour des raisons de lisibilité,
les évolutions axiales des phases des modes KHo (respectivement KHi) des cas SCTP2 et SCTP3
sont représentées par une même ligne continue (respectivement discontinue).
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Figure III.25 – Évolutions axiales des phases des fluctuations des modes m = 0 extraites des mesures
sur les cas SCTP2 ( d) et SCTP3 (•), comparées à celles des modes KHo ( ) et KHi ( ) issues de
calculs PSE linéaires aux nombres de Strouhal définis dans le tableau III.3.
Les tendances observées sont similaires pour l’ensemble des modes azimutaux considérés. Pour
les 6 fréquences étudiées, les évolutions axiales des phases sur les premiers diamètres (x/ds < 3 ou
4 selon la fréquence, voire plus selon le nombre d’onde azimutal m) sont correctement reproduites
par les modes de la couche de mélange externe (modes KHo) pour les 2 conditions SCTP2 et
SCTP3. Pour les abscisses supérieures, ce sont les modes de la couche de mélange interne (modes
KHi) qui reproduisent le plus fidèlement ces évolutions axiales. L’identification de ces deux
signatures distinctes, induisant une nette rupture de pente dans l’évolution axiale des phases, est
visible sur l’ensemble des modes azimutaux et des fréquences étudiées, montrant la cohérence des
résultats et suggérant la validité de notre approche.
Comme observé précédemment dans la section 2.3, cette rupture de pente traduit un change-
ment de régime hydro-acoustique des structures dominantes. En nous basant sur les vitesses de
phase des structures mesurées, nous avons suggéré dans la section 2.3 que les premières abscisses
étaient dominées par des structures associées à la couche de mélange externe, et les structures
plus en aval en partie liées à la couche de mélange interne et produisant une signature sonique
ou supersonique. Ces résultats PSE vont dans le sens de ces observations, au moins du point
de vue des phases obtenues. Ainsi, le champ proche du jet semble effectivement piloté par les
instabilités de la couche de mélange externe sur les premiers diamètres, alors que les instabilités
de la couche de mélange interne sont en phase avec les mesures dans les régions identifiées
en régime acoustique. Par conséquent, ces observations suggèrent que les modes KHi peuvent
effectivement être responsables de ces signatures soniques ou supersoniques dans la région aval
en champ proche du jet, préférentiellement par effet convectif. Mais cela n’exclut en aucun cas
une contribution possible des modes KHo dans cette signature acoustique par un mécanisme de
modulation d’amplitude.
-106-
III.4. Comparaison entre mesures et résultats de l’analyse PSE sur les cas short-cowl
-5
0
5
10
15
20
25
30
0 1 2 3 4 5 6 7
ph
as
e
de
p
′ m
[r
ad
] (a)
-5
0
5
10
15
20
25
30
0 1 2 3 4 5 6 7
ph
as
e
de
p
′ m
[r
ad
] (b)
-5
0
5
10
15
20
25
30
0 1 2 3 4 5 6 7
ph
as
e
de
p
′ m
[r
ad
] (c)
-5
0
5
10
15
20
25
30
0 1 2 3 4 5 6 7
ph
as
e
de
p
′ m
[r
ad
] (d)
-5
0
5
10
15
20
25
30
0 1 2 3 4 5 6 7
ph
as
e
de
p
′ m
[r
ad
]
x/ds
(e)
-5
0
5
10
15
20
25
30
0 1 2 3 4 5 6 7
ph
as
e
de
p
′ m
[r
ad
]
x/ds
(f)
Figure III.26 – Évolutions axiales des phases des fluctuations des modes m = 1, se reporter à la légende
de la figure III.25.
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Figure III.27 – Évolutions axiales des phases des fluctuations des modes m = 2, se reporter à la légende
de la figure III.25.
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4.2 Évolution axiale des amplitudes
Suite à la comparaison des évolutions axiales des phases entre les mesures et les résultats PSE
sur l’ensemble des modes étudiés, nous nous intéressons, dans un second temps, aux amplitudes
des modes azimutaux. L’analyse précédente nous a permis de mettre en évidence des éléments
suggérant l’origine des fluctuations de pression observées en champ proche de jets double-flux.
Nous cherchons donc ici à étayer ou à infirmer les hypothèse émises lors de cette analyse. Pour
cela, nous représentons sur les figures III.28, III.29 et III.30 les évolutions axiales des amplitudes
des perturbations de pression en champ proche issues des mesures et de notre modélisation PSE,
respectivement pour les nombres d’onde azimutaux m = 0, m = 1 et m = 2, et uniquement pour
la condition SCTP2. Les figures III.31, III.32 et III.33 présentent ces mêmes résultats pour la
condition SCTP3.
Pour chaque couple de nombre d’onde azimutal m et nombre de Strouhal Stds , nous avons
les évolutions axiales des amplitudes issues des mesures, ainsi que celles des modes KHo et KHi
issues des calculs PSE. Or, les amplitudes des modes calculés sont arbitraires, le système PSE
étant linéaire. De plus, nous ne savons pas quelles sont les amplitudes relatives des modes KHo
et KHi, ni même si ces modes sont effectivement représentatifs des fluctuations mesurées. Par
conséquent, ce dernier point étant un objectif de cette section, nous ajustons les amplitudes des
modes KHo et KHi par une méthode des moindres carrés sur des zones spécifiques, identifiées
lors de l’analyse précédente des phases (une région amont pour le mode KHo et une région aval
pour le mode KHi), dans le but de comparer les enveloppes de ces modes avec les amplitudes
mesurées.
Globalement, par cette approche, nous observons que les modes KHo de la couche de mé-
lange externe reproduisent de manière particulièrement satisfaisante la croissance initiale des
fluctuations de pression mesurées en champ hydrodynamique proche du jet pour quasiment
l’ensemble des modes étudiés (6 fréquences, 3 modes azimutaux et 2 points de fonctionnement).
Une exception apparaît pour le mode axisymétrique m = 0 en basses fréquences (particulièrement
St = 0.223) où la croissance n’est pas correctement calculée pour les 2 conditions SCTP2 et
SCTP3. Un tel désaccord entre mesures et résultats PSE pour les fréquences les plus basses et
pour le mode axisymétrique est également retrouvé dans les travaux de Gudmundsson et Colonius
[2011] et Rodríguez et al. [2011]. Une explication possible, également avancée dans les travaux
de Piot [2005], est à trouver dans les longueurs d’onde des modes PSE qui sont de l’ordre de
grandeur du cône potentiel pour de faibles nombres de Strouhal. Ainsi, l’hypothèse d’une faible
variation axiale du champ moyen peut être remise en question. Cependant, il est intéressant
d’observer que cette limitation apparaît essentiellement pour les modes axisymétriques (m = 0),
les modes hélicoïdaux (m = 1 et 2) aux mêmes basses fréquences reproduisant remarquablement
la croissance des perturbations mesurées, malgré des longueurs d’onde très comparables. Cet
argument est donc sensible au nombre d’onde azimutal m considéré. Gudmundsson et Colonius
[2011] avancent alors que les conditions aux limites des modes jouent ici un rôle, puisque seul
le mode axisymétrique ne s’annule pas sur l’axe du jet. Ainsi, les modes m = 0 ont pour ordre
de grandeur de variation plutôt le diamètre du jet, là où les modes hélicoïdaux sont plutôt
dépendants de l’épaisseur de la couche de mélange δω. Par conséquent, en reprenant l’argument
initial des longueurs d’onde, les modes axisymétriques seraient effectivement plus sensibles aux
effets non parallèles, l’échelle caractéristique de variation étant plus importante.
L’excellent accord observé sur l’ensemble de ces données est un élément particulièrement
probant allant dans le sens des hypothèses émises auparavant. Tout d’abord, les fluctuations de
pression mesurées en champ hydrodynamique proche dans la région initiale de ces jets semblent
effectivement avoir pour origine principale les modes d’instabilité de la couche de mélange externe.
De plus, la croissance initiale de ces perturbations de pression est fidèlement reproduite au moyen
d’une modélisation PSE linéaire, suggérant donc la linéarité des mécanismes mis en jeu dans leur
dynamique, au moins dans cette région amont. Enfin, ces résultats témoignent de la présence de
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structures cohérentes équivalentes à des ondes d’instabilité dans ces jets à double-flux libres, soit
pour lesquels aucun forçage n’est appliqué en sortie de tuyère.
Les modes KHi de la couche de mélange interne, quant à eux, atteignent leur maximum
sensiblement plus en aval, par rapport aux modes KHo. Les évolutions axiales des amplitudes de
ces modes semblent globalement bien compenser la décroissance des modes KHo, permettant
de reproduire qualitativement les enveloppes issues des mesures dans une région relativement
restreinte et médiane aux abscisses considérées. Les comparaisons semblent ici plus délicates et
moins flagrantes, mais en accord avec l’hypothèse précédente d’une dominance hydrodynamique
des modes KHo suivie d’une dominance des modes KHi. Particulièrement en hautes fréquences,
les modes de la couche de mélange interne semblent dominer une large partie des abscisses, en
accord avec nos analyses des phases menées par exemple sur la figure III.25.
Cette difficulté à clairement identifier le rôle des modes de la couche de mélange interne
dans la région aval tient au fait que cette zone n’est pas reproduite de manière satisfaisante : au
lieu de présenter la décroissance suggérée par les modes KHi, les mesures font apparaître des
niveaux plus importants ou croissants. Nous avons identifié deux raisons pouvant expliquer un
tel désaccord. La première a pour origine l’écoulement porteur. En effet, comme détaillé dans
la section II.1.2, notre choix de l’écoulement de base n’est pas rigoureux, en particulier dans
la région pleinement développée où les effets non linéaires sont importants pour l’écoulement
instationnaire. Par conséquent, les résultats de notre analyse de stabilité peuvent ici ne pas être
représentatifs de l’évolution des amplitudes des perturbations des couches de mélange externe et
interne. Les travaux de Gudmundsson et Colonius [2011] semblent cependant suggérer que cette
difficulté n’est pas la principale source de désaccord (voir la section I.4.2.2) pour les structures
ici étudiées. En effet, une seconde explication est à trouver dans la séparation hydro-acoustique
effectuée précédemment. Nos analyses de stabilité ne mettent ici en évidence que l’évolution
hydrodynamique des instabilités, leur production acoustique n’étant pas rendue pour des raisons
détaillées par la suite dans le chapitre IV. Or, les fluctuations dans la région aval ont été identifiées
comme étant de nature acoustique (section 2.3). Par conséquent, nos résultats PSE ne sont
effectivement pas en mesure de reproduire convenablement l’évolution des perturbations de
pression dans cette région aval du champ proche.
Une dernière question est alors de savoir quels modes sont responsables de cette excroissance
acoustique dans la région aval. En effet, nous avons auparavant cité deux mécanismes envisageables
dans la génération d’une signature acoustique : la modulation d’amplitude des modes KHo ou
la convection supersonique des modes KHi. Nous tenterons de répondre à cette question dans
le chapitre IV, mais nous pouvons ici observer que le mode de la couche de mélange externe
est effectivement en mesure d’atteindre la région de champ proche en aval du jet. De plus,
l’augmentation de la vitesse du jet primaire a pour principal effet d’augmenter l’amplitude de ces
composantes acoustiques. Ainsi, le mode KHi a vraisemblablement un rôle prépondérant dans la
production de ces dernières.
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Figure III.28 – Évolutions axiales des amplitudes des perturbations de pression du mode m = 0 aux
fréquences (a) St = 0.223 ; (b) St = 0.281 ; (c) St = 0.356 ; (d) St = 0.446 ; (e) St = 0.561 ; (f) St = 0.713 ;
issues des mesures sur l’antenne azimutale (•), ainsi que des calculs PSE des modes KHo ( ) et KHi
( ), pour la condition SCTP2. Sont également représentées les amplitudes issues des mesures de
l’antenne linéaire ().
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Figure III.29 – Évolutions axiales des amplitudes des perturbations de pression du mode m = 1, condition
SCTP2 ; se reporter à la légende de la figure III.28.
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Figure III.30 – Évolutions axiales des amplitudes des perturbations de pression du mode m = 2, condition
SCTP2 ; se reporter à la légende de la figure III.28.
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Figure III.31 – Évolutions axiales des amplitudes des perturbations de pression du mode m = 0, condition
SCTP3 ; se reporter à la légende de la figure III.28.
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Figure III.32 – Évolutions axiales des amplitudes des perturbations de pression du mode m = 1, condition
SCTP3 ; se reporter à la légende de la figure III.28.
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Figure III.33 – Évolutions axiales des amplitudes des perturbations de pression du mode m = 2, condition
SCTP3 ; se reporter à la légende de la figure III.28.
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III.5 Conclusions
Ce chapitre est constitué de deux grandes parties. Dans la première, nous avons mis en évidence
les caractéristiques hydrodynamiques et acoustiques de fluctuations de pression mesurées en
champ proche de jets double-flux sur des antennes linéaire et azimutale. Si les fluctuations de
pression aux fréquences considérées, dans la région initiale du jet, sont d’origine hydrodynamique,
la région plus aval est dominée par des fluctuations en régime acoustique.
Dans la seconde partie, nous avons appliqué notre modélisation PSE linéaire à ces jets double-
flux. L’ensemble des résultats suggère ainsi que, sur la gamme fréquentielle d’étude, les modes
d’instabilité KHo de la couche de mélange externe pilotent principalement la région initiale du
champ hydrodynamique proche. La dynamique initiale de ces modes semble linéaire et décrite
de manière satisfaisante par notre modèle, montrant également que les structures cohérentes
observées dans ces jets double-flux libres sont effectivement associées à ces instabilités. Les modes
KHi de la couche de mélange interne semblent quant à eux responsables de la présence des
fluctuations acoustiques observées dans la région aval du jet.
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Lire la seconde partie de la thèse 
