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GRAPH QUILTING:
GRAPHICAL MODEL SELECTION FROM
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BY GIUSEPPE VINCI* , GAUTAM DASARATHY† AND GENEVERA I. ALLEN*
Rice University*, Arizona State University†
We investigate the problem of conditional dependence graph estimation
when several pairs of nodes have no joint observation. For these pairs even
the simplest metric of covariability, the sample covariance, is unavailable.
This problem arises, for instance, in calcium imaging recordings where the
activities of a large population of neurons are typically observed by record-
ing from smaller subsets of cells at once, and several pairs of cells are never
recorded simultaneously. With no additional assumption, the unavailability
of parts of the covariance matrix translates into the unidentifiability of the
precision matrix that, in the Gaussian graphical model setting, specifies the
graph. Recovering a conditional dependence graph in such settings is funda-
mentally an extremely hard challenge, because it requires to infer conditional
dependences between network nodes with no empirical evidence of their co-
variability. We call this challenge the “graph quilting problem”. We demon-
strate that, under mild conditions, it is possible to correctly identify not only
the edges connecting the observed pairs of nodes, but also a superset of those
connecting the variables that are never observed jointly. We propose an `1
regularized graph estimator based on a partially observed sample covariance
matrix and establish its rates of convergence in high-dimensions. We finally
present a simulation study and the analysis of calcium imaging data of ten
thousand neurons in mouse visual cortex.
1. Introduction. Let X = (X1, ...,Xp )T be a p-dimensional random vector fol-
lowing a multivariate Gaussian distribution N (µ,Σ), where µ is the mean vector
and Θ=Σ−1 is the p×p positive definite precision matrix. The nonzero entries of
Θ identify conditional dependences, which can be depicted by an undirected graph
G = (V ,E) where the vertices or nodes V = {1, ...,p} represent the p variables in
X , and an edge in E connects two vertices (i , j ) if and only if Θi j 6= 0. Given n
i.i.d. data samples X (1), ...,X (n) of X , the precision matrix Θ, and thereby the con-
ditional dependence graph G , are typically estimated via penalized maximum like-
lihood estimation, such as `1-regularization (Yuan and Lin, 2007), which requires
the sample covariance matrix Σ̂ computed from X (1), ...,X (n). Gaussian graphical
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FIG 1. (A) Four different subsets of nodes are observed across a total of 1000 samples. (B) Ob-
served empirical covariance. Grey entries have zero sample size. (C) Graph with edges colored in
correspondence to the observed pairs of nodes. Dotted edges connect pairs of nodes that are never
observed jointly.
models have been extensively used to infer neuronal functional connectivity (Yat-
senko et al., 2015; Vinci et al., 2018a,b), gene expression networks (Allen and Liu,
2013; Dobra et al., 2004; Gallopin et al., 2013; Hartemink et al., 2000; Krämer et
al., 2009), and metabolic networks (Krumsiek et al., 2011), and their theoretical
properties have been largely studied in high-dimensions (Yuan, 2010; Ravikumar
et al., 2011; Liu et al., 2012), where the sample size n can be small relatively to the
number of nodes p.
1.1. The graph quilting problem. Suppose now that the vectors X (1), ...,X (n)
are not fully observed in a way that several pairs of the p variables are never ob-
served jointly across the n samples. For instance, Figure 1 illustrates the case where
four different subsets V1,V2,V3,V4 ⊂V of p = 100 nodes are observed across a to-
tal of n = 1000 data points but, although ∪kVk =V , many pairs of nodes are never
observed jointly. Indeed, we only observe pairs in the set O =∪kVk ×Vk ⊂V ×V .
These circumstances generate a fundamental problem: the sample covariances for
the pairs of nodes in Oc that have no joint observation are infeasible. This situation
brings us to pose several questions: Can we recover the precision matrix Θ from
an incomplete covariance matrix? Can we estimate the precision matrix from an
incomplete set of empirical covariances? It is certainly possible to recover or esti-
mate a graph for any subset of the p nodes for which all pairs have been observed
jointly, but such graph would represent the dependence structure of those nodes
unconditionally on the others. Recovering the full conditional dependence graph
of all p nodes in such settings is fundamentally extremely hard, because it requires
to infer dependences between network nodes with no empirical evidence of their
covariability. We call the challenging situation of recovering the precision matrix
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and the graph from partially observed covariances the “graph quilting problem”.
The name of this problem is evocative of the implicit task of recovering or esti-
mating the graph by “quilting” together multiple graphical structures relative to the
observed subsets of nodes.
1.2. Graph quilting in applied contexts. The graph quilting problem is not
only a theoretical conundrum. It may arise in several applied contexts.
Neuroscience. Functional connectivity is the statistical dependence structure of
neurons’ activities. Estimating functional connectivity from in vivo neuronal record-
ings helps us understand how neurons interact with one another while they process
information under different stimuli and other experimental conditions (Vinci et al.,
2016, 2018a,b; Yatsenko et al., 2015), and ultimately it enables us to understand
the functions of neuronal circuits and the causes of their dysfunction characteriz-
ing various brain disorders (Baggio and Junqué, 2019; Engels et al., 2018; Cai et
al., 2018). With the development of multiple-neuron recording technologies, such
as multielectrode arrays (Kelly et al., 2007) and 2–photon calcium imaging (Pnev-
matikakis et al., 2016), the study of neuronal dependence has progressed from the
simple assessment of marginal pairwise neuronal dependences (Smith and Kohn,
2008; Smith and Sommer, 2013; Goris, Movshon, and Simoncelli, 2014; Vinci
et al., 2016) to the more complex task of conditional dependence graph estima-
tion (Vinci et al., 2018a,b; Yatsenko et al., 2015), where the strength of the rela-
tionship between two neurons is quantified taking into account the effects of the
other neurons and input processes in the network. Gaussian graphical models have
been successfully applied to several neuronal data recordings to infer the functional
connectivity of hundreds of neurons (Vinci et al., 2018a,b; Yatsenko et al., 2015).
However, the fast increase in the number of neurons that can be recorded simulta-
neously (Ahrens et al., 2015; Alivisatos et al., 2013; Kerr and Denk, 2008; Kipke et
al., 2008) has posed new statistical challenges requiring new appropriate method-
ologies that can recover and explain the covariability structure of large neuronal
networks (Shadlen and Newsome, 1998; Brown et al., 2004; Cunningham and Yu,
2014; Stevenson and Kording, 2011; Song et al., 2013; Yatsenko et al., 2015; Co-
hen and Maunsell, 2009; Cohen and Kohn, 2011; Efron et al., 2001; Kelly and
Kass, 2012; Mitchell, Sundberg, and Reynolds, 2009; Vinci et al., 2016, 2018a,b).
New ambitious neuroscience projects involve the in vivo recording of the activi-
ties of tens-to-hundreds of thousands of neurons in 3-dimensional portions of brain
via calcium imaging technology. One of the ultimate goals of these massive exper-
iments is to understand the relationship between the functional connectivity of the
full neuronal population and the structure of neuronal anatomical connections. A
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fundamental trade-off between temporal and spatial resolution characterizes cal-
cium imaging technologies: the more neurons we aim to record from simultane-
ously, the coarser the time resolution is. Since important neuronal activity patterns
happen on very short time scales, it is often preferred to record the activities of
a subset of neurons at once with a fine temporal resolution rather than recording
the activities of the entire neuronal population simultaneously with a coarse time
resolution (see Figure 6 in Section 6). Yet, on the other hand, if these subsets of
the neuronal population are recorded nonsimultaneously, only a subset O of all
possible pairs of neurons may have joint observations, while the rest (Oc ) remain
unobserved with no empirical covariance. Hence, the graph quilting problem arises.
Genetics. Since the advent of high-throughput measures of gene expression over
twenty years ago, scientists have studied gene co-expression networks leading to
discoveries of new genomic pathways, novel important disease genes or “hub”
genes, and disrupted gene expression patterns and pathways in disease, among
others (Stuart et al., 2003; Heng et al., 2008; Zhang and Horvath, 2005; Wang
and Huang, 2014). Many have argued that graphical models based on conditional
dependencies are particularly advantageous for modeling gene expression (Fried-
man, 2004; Dobra et al., 2004; Hartemink et al., 2000), and have applied these to
estimate gene expression networks from microarrays (Friedman, 2004; Dobra et
al., 2004; Krämer et al., 2009) and RNA-sequencing (RNAseq) (Allen and Liu,
2013; Gallopin et al., 2013).
However, there is much recent excitement about a fairly new genomic tech-
nology, single cell RNA-sequencing (scRNAseq), which can measure gene ex-
pression levels of each individual cell (Macosko et al., 2015; Klein et al., 2015).
This technology along with the successes of studying gene expression networks
prompts the scientific question: How do gene expression networks change across
cell types? Answering this question would allow scientists to study the specific
genomic changes that lead to cell-specific functions (e.g. individual immune cell
functions) or dysfunctions associated with disease (e.g. changes that have devel-
oped in tumor cells) (Gerlinger et al., 2012). But, this scientific problem poses
several major statistical challenges. Data quality of scRNAseq is much poorer than
that of bulk RNAseq. This is in large part due to “dropouts”, a technical artifact
where genes appear to have zero expression because scRNAseq technology can
only capture a small fraction of the transcriptome of each cell, thus missing many
genes which are indeed expressed (Gawad et al., 2016; Li and Li, 2018). Data from
scRNAseq is highly sparse with “zeros” in the data either occurring for biological
reasons (no expression) or due to technical artifacts (missing values = dropouts).
Many have attempted to retrieve gene expression networks from scRNAseq by first
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(i) aggressively filtering the genes down to those that are largely non-missing and
by (ii) imputing the remaining missing values, for which many techniques have
been developed (Li and Li, 2018; Gong et al., 2018; Zhang and Zhang, 2018). Af-
ter these two preprocessing steps, several have gone on to estimate gene expression
networks (van Dijk et al., 2017; Stegle et al., 2015). But, these preprocessing steps
may create major biases in downstream analysis. First, restricting the analysis to
genes largely non-missing leads to a limited set of genes to study in the network and
also induces false positives in the estimated graph structure because other genes in
the system are removed and not conditioned on (Chandrasekaran et al., 2012). Sec-
ond, many have noted challenges with existing imputation methods for scRNAseq
(Kiselev et al., 2019) that are likely to be exacerbated and cause errors in graph
estimation, as they are designed to impute the data and not directly for the task of
graph estimation. Thus, the inference of gene expression networks from scRNAseq
data is still an unsolved problem falling within the graph quilting problem.
Other fields. The graph quilting problem may also arise in the analysis of med-
ical records, since different physiological characteristics may be recorded across
patients, although it would be of interest to study the dependence structure of all
medical variables ever surveyed across patients. In proteomics, we aim at finding
relationships among proteomes, which differ from cell to cell and from time to
time, as distinct genes are expressed in different cell types. In finance, it is of inter-
est to study the dependence structure of the several financial risks that companies
may face, although companies are exposed to different sets of risks.
1.3. Related literature. The graph quilting problem is fundamentally different
from a typical missing-data problem (CandÃl´s and Recht, 2009; CandÃl´s and Plan,
2010; Loh and Wainwright, 2012; Kolar and Xing, 2012; Städler and Bülmann,
2012; Soudry et al., 2015), where missingness is usually assumed to be at random
in such a way that all pairs of variables are observed jointly at least once or twice
with high-probability – in Figure 1 we would have Oc = ; with high-probability,
whereas in our case Oc 6= ;. The problem we deal with is instead strictly related to
covariance matrix completion, for which several approaches exist: positive definite
matrix completions (Dempster, 1972; Grone et al., 1984; Bakonyi and Woerdeman,
1995; Vandenberghe et al., 1998; Laurent, 2009), methods that assume the covari-
ance matrix to be low-rank (Pfau et al., 2013; Bishop and Yu, 2014), and statistical
models for neural data (Wohrer et al., 2010; Turaga et al., 2013). Yet, most of the
existing literature does not deal with the quality of retrieval of a conditional depen-
dence graph, which, in the Gaussian framework, is given by the nonzero structure
of the inverse covariance matrix – covariance matrix completion does not guarantee
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the accurate recovery of the graphical structure of the inverse covariance matrix.
The graph quilting problem is therefore an unsolved, largely unexplored prob-
lem, especially in the finite sample case, where a partially observed empirical co-
variance matrix is to be used and it is not even guaranteed to enjoy the algebraic
properties required by matrix completion methods. The problem is undoubtedly
substantially magnified in high-dimensions, where the sample size n can be small
relatively to the number of nodes p.
1.4. Main contributions. We now outline our main contributions.
Characterization of the graph quilting problem. We define the graph quilting
problem as the problem of retrieving Θ and G given the partially observed covari-
ance matrix ΣO = {Σi j : (i , j ) ∈O}, or the estimation of Θ and G from an incomplete
set of empirical covariances Σ̂O . As we show in Section 2, with no additional as-
sumptions, the answers to these problems are strikingly disheartening: the precision
matrix Θ and the conditional dependence graphG are impossible to be uniquely re-
covered from ΣO alone. This is because no one-to-one mapping may be established
between ΣO and Θ – not even between ΣO and ΘO – and this problem is inherited
at the estimation level where ΣO is replaced by an empirical estimate Σ̂O . However,
in Section 3 we show that the assumption ΘOc = 0 lets us obtain Θ˜, an approxima-
tion of Θ given ΣO that can be very close to Θ. For instance if ‖ΘOc‖∞ is relatively
small, that is the edges in Oc are relatively weak, then the distortion Θ−Θ˜ can also
be very small, and some thresholding strategies may be implemented to eliminate
just the spurious edges produced in Θ˜. If ΘOc = 0 truly, then Θ˜ = Θ. We call the
approximation Θ˜ MADGQ because of its relationship with the maximum determi-
nant problem (Dempster, 1972). By exploiting the distortions identified in Θ˜O , it
is also possible to construct a minimal superset S of the edges in Oc via a novel
algorithm, the Recursive Complement (RECO), which we propose in this paper.
Graph recovery in high-dimensions. To recover Θ and G given an incomplete
empirical covariance matrix Σ̂O , in Section 4 we propose the MADGQlasso, an `1
regularized estimator given by
Θ̂ = argmax
ΘÂ0,ΘOc=0
logdetΘ− ∑
(i , j )∈O
Θi j Σ̂i j −‖Λ¯Θ‖1,off,
where Λ is a matrix of nonnegative penalties, and the constraint ΘOc = 0 rules out
the dependence of the likelihood function on the unobserved empirical covariances
Σ̂Oc . We prove the following main results:
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MAIN RESULT 1 - GRAPH RECOVERY IN O. Under appropriate conditions,
there exists a threshold τ such that the graph estimate Ê = {(i , j ) : |Θ̂i j | > τ} satisfies
ÊO = EO := {(i , j ) ∈O :Θi j 6= 0}
with high probability.
MAIN RESULT 2 - GRAPH RECOVERY IN Oc . Under appropriate conditions,
we can obtain a set-valued function Ŝ of Θ̂ such that, for a sufficiently large sample
size,
Ŝ =S ⊇ EOc := {(i , j ) ∈Oc :Θi j 6= 0}
with high probability. Alternatively, under weaker conditions we can obtain an-
other set-valued function Û of Θ̂ that, for sufficiently large sample size, contains a
minimal number of edges in Oc with high probability.
The first result exploits the fact that the estimator Θ̂ converges in `∞ norm to
the population quantity Θ˜, that is the MADGQ reconstruction of Θ given ΣO . If Θ˜
is sufficiently close to Θ, then Θ̂ can be appropriately thresholded to perfectly re-
cover the graphical structure of Θ. The proof involves several lemmas exploiting
the Fixed Point Theorem, Union bound, Berge’s Maximum Theorem, and several
results on matrix concentration inequalities. The rate at which Θ̂ converges to Θ˜ is
derived in a setting similar to the one used in Ravikumar et al. (2011) for the graph-
ical lasso in the full data case (no missingness). Our second main result also relies
on the fact that the estimator Θ̂ converges to Θ˜, but further exploits the Recursive-
Complement algorithm for the detection of edges in the set Oc . We illustrate the
properties of our graph estimators in simulations (Section 5) and the analysis of
calcium imaging data (Section 6).
2. The graph quilting problem. Let Θ=Σ−1 be a p×p positive definite pre-
cision matrix whose support induces the graphG = (V ,E), where V = {1, ...,p} is the
set of vertices representing p random variables X1, ...,Xp , and E = {(i , j ) :Θi j 6= 0}
is the set of vertex pairs connected by an edge. If X = (X1, ...,Xp )T ∼N (µ,Σ), then
the p random variables are said to form a Gaussian graphical model with con-
ditional dependence structure given by G: two variables Xi ,X j are independent
conditionally on the other p −2 variables if and only if Θi j = 0. By uniqueness of
the matrix inverse operator, also Σ identifies G – the converse is not true, since E
only specifies the support of Θ. Given n data vectors X (1), ...,X (n) i .i .d .∼ N (µ,Σ), the
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precision matrix Θ may be estimated via maximum likelihood estimation (MLE)
(2.1) Θ̂ = argmax
Θ
logdetΘ−
p∑
i , j=1
Θi j Σ̂i j ,
where Σ̂ = 1n
∑n
r=1(X
(r )− X¯ )(X (r )− X¯ )T is the sample covariance matrix, and X¯ =
1
n
∑n
r=1 X
(r ) is the sample mean vector. When p < n, the solution to Equation (2.1)
is Θ̂ = Σ̂−1. However, the MLE contains no zero entries almost surely, that is Θ̂
in Equation (2.1) does not readily provide an estimate of G . Moreover, when p is
large the MLE performs poorly, and when p ≥ n, Σ̂ is singular. To achieve graphical
structure and better statistical efficiency, Θ and thereby the graph G are typically
estimated via penalized likelihood maximization
(2.2) Θ̂ = argmax
ΘÂ0
logdetΘ−
p∑
i , j=1
Θi j Σ̂i j −PENALTY(Θ),
where ΘÂ 0 constrains Θ to be in the cone of p×p positive definite matrices, and
the component PENALTY(Θ) is often designed to enforce sparsity in Θ̂. A notable
example is the graphical lasso estimator (Yuan and Lin, 2007; Yuan, 2010; Raviku-
mar et al., 2011), where PENALTY(Θ)= λ‖Θ‖1,off = λ
∑
i 6= j |Θi j |, and λ> 0. In the
last decade, the graphical lasso has been applied to very disparate research fields
and several extensions have been proposed (Fan et al., 2009; Chandrasekaran et al.,
2012; Banerjee and Ghosal, 2015; Vinci et al., 2018a,b; Dobra et al., 2004; Krämer
et al., 2009; Krumsiek et al., 2011; Yin and Li, 2011; Yatsenko et al., 2015).
2.1. Partially observed covariances. Maximum likelihood estimation and pe-
nalized maximum likelihood estimation (Equations (2.1) and (2.2)) rely on the
availability of the empirical covariance matrix Σ̂. Suppose now that none of the
vectors X (1), ...,X (n) is fully observed although all p variables are individually
observed across some of the n samples. Specifically, suppose we observe multi-
ple datasets X1, ...,XK , where Xk ∈ Rnk×|Vk | contains nk > 1 samples of vectors of
nodes Vk ⊂ V , implying |Vk | < p,∀k, and with Vk 6= Vh ,∀k 6= h, ⋃k Vk = V , and∑K
k=1nk = n. The set of jointly observed pairs of nodes across the n samples is
given by
(2.3) O =
K⋃
k=1
Vk ×Vk ,
where O is a subset of V ×V . If O ⊂ V ×V , then several pairs of the p variables
– the pairs in Oc 6= ; – are never observed jointly across the n samples. This sit-
uation is fundamentally different from a typical missing-data problem (CandÃl´s
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and Recht, 2009; CandÃl´s and Plan, 2010; Loh and Wainwright, 2012; Kolar and
Xing, 2012; Städler and Bülmann, 2012; Soudry et al., 2015), where missingness
is usually assumed to be at random and/or in such a way that all pairs of vari-
ables are observed jointly at least once or twice with high-probability; that is, such
methods assume O =V ×V with high probability. As discussed in Section 1.2, the
case Oc 6= ; is likely to happen in many applied contexts due to technology limita-
tions constraining |Vk | < p,∀k, or simply because an optimal observational scheme
guaranteeing Oc =; could not be planned prior data collection or was too expen-
sive to implement. For instance, if |Vk | ≤ 2< p, ∀k, due to technology limitations,
then we would need to observe data about K = (p2) node subsets V1, ...,VK , which
could be prohibitive to implement when p is large. Figure 1 illustrates (A) the case
were we observe four datasets about subsets V1,V2,V3,V4 ⊂ V of p = 100 nodes
across a total of n = 1000 data points. Although ∪kVk = V , many pairs of nodes
are never observed jointly. The four datasets are combined together to produce one
incomplete sample covariance matrix (B),
(2.4) Σ̂O = {Σ̂i j : (i , j ) ∈O},
where each entry Σ̂i j is computed using all available joint observations (X (r )i ,X
(r )
j )
across the n samples (Definition 4.1, Section 4.1). Differently colored portions of
the observed empirical covariance matrix have different sample sizes. In particular,
the grey portions have zero sample size, so the pairs of nodes falling in those re-
gions have no covariance estimate. The true underlying graph is displayed (C) with
edges colored to match the observed pairs. Dotted edges connect pairs of nodes
that are never observed jointly.
2.2. The graph quilting problem. The situation described above brings us to
pose several questions. Can we estimate Θ and G from an incomplete empirical
covariance matrix Σ̂O? Or even in the apparently easier situation where we observe
ΣO = {Σi j : (i , j ) ∈O}, a portion of the true covariance matrix Σ: Can we recover Θ
from ΣO? Can we recover G from ΣO? We define the “graph quilting problem” as
the problem of retrieving Θ and G given the partially observed covariance matrix
ΣO , or the estimation of Θ and G from an incomplete set of empirical covariances
Σ̂O . The term “quilting” is evocative of the implicit task of recovering or estimat-
ing the graph by “quilting” together multiple graphical structures relative to the
observed subsets of nodes.
Recovering the full conditional dependence graph of all p nodes given partially
observed covariances is fundamentally an extremely hard problem, because it re-
quires to infer a multiplicity of conditional dependence statements among network
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nodes, even for those node pairs with no empirical evidence of their covariabil-
ity. In the Gaussian framework, to verify the conditional independence statement
X ⊥ Y | Z we need to observe each pair (X ,Y ), (X ,Z ), and (Y ,Z ) jointly to infer
their covariances, but in our situation at least one of these pairs would be unob-
served. In a conditional graphical model with p nodes we have to verify the condi-
tional statement Xi ⊥ X j | {Xk }k∈V \{i , j } for each pair (i , j ) ∈V ×V , which requires
to observe all possible pairs (Xi ,X j ), whereas in our case all pairs in Oc are not
observed; indeed we only observe ΣO , or its empirical estimate Σ̂O .
It is certainly possible to estimate a graph for any subset of the p nodes for
which all pairs have been observed (e.g. any set Vk in Equation (2.3)), but such
graph would represent the dependence structure of those nodes unconditionally
on the remaining nodes. Indeed, for any set A ⊂ V , the Schur complement gives
Σ−1AA =ΘAA −ΘAAcΘ−1Ac AcΘAc A , so in general Σ−1AA 6=ΘAA . Hence, neither the inter-
section nor the union of marginally recovered subgraphs in O are guaranteed to
be good approximations of the graph in O. Furthermore, we also would like to re-
cover the graph in Oc , which is clearly excluded from the intersection or union of
marginal subgraphs inO. Alternatively, we could attempt to assign values to the en-
tries of ΣOc or Σ̂Oc , to obtain a full covariance matrix. But, what values? Assigning
arbitrary values to the covariances in Oc would produce an inverse covariance ma-
trix with a correspondingly arbitrary graphical structure. For instance, the simple
choice ΣOc = 0 is not even guaranteed to yield a positive definite matrix.
With no additional assumptions, the answers to the questions we posed above,
and that are the foundations of the graph quilting problem, are strikingly disheart-
ening: the precision matrix Θ and the conditional dependence graph G are im-
possible to be uniquely recovered from ΣO alone. This is because no one-to-one
mapping may be established between ΣO and Θ, and this problem is inherited at
the estimation level where ΣO is replaced by an empirical estimate Σ̂O .
However, in this paper we show that with sufficient additional assumptions it
is possible to recover, either fully or partially, Θ and G from partially observed
covariances. First of all, consider the following theorem which describes the ideal,
although unlikely, scenario whereΘ can be fully retrieved from a partially observed
covariance matrix ΣO :
THEOREM 2.1 (Complete Identifiability). If E ⊆O, then Θ and G can be fully
recovered from ΣO .
The proof of Theorem 2.1 is in Appendix A. Theorem 2.1 exploits the fact that
the solution of Equation (2.1) when Σ̂ is replaced by Σ is exactly Θ. If E ⊆ O,
then ΘOc = 0 so that the optimization problem in Equation (2.1) no longer depends
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on the unknown covariances ΣOc , while the solution is still Θ. For illustration,
suppose A,B ,C is a partition of V , and Oc = (A×C )∪ (C × A). Then Theorem 2.1
implies that Θ and G can be completely recovered from ΣO , for instance, if B
is a separator of A and C , or if there is no path between A and B while each
node in B has a path to every node in C . Yet, the condition E ⊆ O is unlikely
satisfied in practice, and reconstructingΘ under this assumption when it is incorrect
can produce inaccurate graphs. For instance, consider a chain graph of p = 10
nodes, where, under appropriate ordering of the nodes’ indices in V , we have Θi j 6=
0⇔ |i − j | ≤ 1. In this case all p nodes are connected to each other through some
path, although each node connects directly with at most two nodes. Suppose Oc =
{(5,6), (6,5)}. Assuming Θ5,6 = 0 would break the chain, but the covariances in ΣO
would still carry information about the existence of paths connecting nodes i ≤ 5
and j ≥ 6. Indeed, the recovered precision matrix via Equation (2.1) with constrain
Θ5,6 = 0 will present several nonzero entries for |i− j | > 1 to reflect the dependence
pathways expressed by ΣO .
The graph quilting problem is strictly related to covariance matrix completion –
recovery of ΣOc given ΣO – for which several approaches exist. These approaches
include positive definite completions (Dempster, 1972; Grone et al., 1984; Bakonyi
and Woerdeman, 1995; Vandenberghe et al., 1998), methods that assume the co-
variance matrix to be low-rank (Pfau et al., 2013; Bishop and Yu, 2014), and sta-
tistical models for neural data (Wohrer et al., 2010; Turaga et al., 2013). Yet, most
of the existing literature does not focus on the quality of retrieval of a conditional
dependence graphical structure. Indeed, the graph quilting problem is more subtle
and challenging than covariance matrix completion in which accuracy of recon-
struction is focused on retrieving ΣOc , and typically it does not involve the problem
of recovering exact zeros in the inverse of Σ. In the Gaussian framework the in-
verse of the covariance matrix specifies the graphical dependence structure of the
random vector X , and, as a butterfly effect, little perturbations in the recovery of
ΣOc can propagate over any entry of the reconstructed inverse covariance matrix,
thereby providing a very inaccurate graph recovery. The gravity of the problem is
even more amplified at the estimation level, when an estimate of ΣO is to be used
to recover Θ.
2.3. How we tackle the problem. We identify two broad families of solutions
to the graph quilting problem:
(a) Two-step or plug-in methods, which first perform covariance matrix com-
pletion on ΣO or Σ̂O , and then retrieve the precision matrix through Equa-
tions (2.1) or (2.2);
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(b) Observed likelihood methods, which reconstruct the precision matrix from
ΣO or Σ̂O directly by maximizing the observed part of the log likelihood
function L(Θ,ΣO) = logdetΘ−∑(i , j )∈OΘi jΣi j with specific constraints on
ΘOc .
These two approaches are strictly interrelated since reconstructing Σ or Θ also pro-
vides a reconstruction of their respective inverses. However, approaches of type (b)
may be more suitable for a more targeted and accurate reconstruction of Θ and the
graph G , which is the ultimate goal of this paper. Therefore, we follow strategy (b),
which we characterize in the form of the constrained optimization problem
(2.5) Θ˜= argmax
ΘÂ0, ΘOc ∈C
logdetΘ− ∑
(i , j )∈O
Θi jΣi j ,
where C is a set of admissible values of ΘOc , and the objective function is the ob-
served log likelihood function that does not depend on the unobserved covariances
of the set Oc . Note that without an appropriate constraint ΘOc ∈C the optimization
problem would not have any solution. The approach (b) that we investigate in this
paper is very straightforward for the recovery of Θ from ΣO , or the estimation of Θ
given partially observed sample covariances Σ̂O . However, the study of the proper-
ties of the methodologies based on (b) will prove to be very challenging, although
highly rewarding. We do not exclude the possibility of approaching the graph quilt-
ing problem in the frameworks of CLIME (Cai et al., 2011), Dantzig selector (Can-
dÃl´s & Tao, 2007; Bickel et al., 2009), or nodewise lasso regression (Meinshausen
and Bühlmann, 2006), but leave this investigation for future research.
2.4. The MADGQ solution. In this paper we focus on a specific instance of
Equation (2.5) called MADGQ :
DEFINITION 2.1 (MADGQ). Let Σ be a positive definite covariance matrix, and
let O ⊆V ×V be a symmetric set of node pairs, with (i , i ) ∈O,∀i ∈V . The MADGQ
approximation of Θ=Σ−1 given ΣO is
(2.6) Θ˜= argmax
ΘÂ0, ΘOc=0
logdetΘ− ∑
(i , j )∈O
Θi jΣi j (MADGQ )
We call this solution MADGQ because of its relationship with the maximum
determinant positive definite covariance matrix completion:
LEMMA 2.1. Equation (2.6) is equivalent to the max determinant problem
(2.7) Θ˜−1 := Σ˜= argmax
SÂ0, SO=ΣO
detS,
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which has a unique solution as long as all available principal minors in ΣO are
positive, i.e. as long as ΣO is completable to a positive definite matrix.
The optimization problem in Equation (2.7) is discussed in Dempster (1972),
Grone et al. (1984), and Bakonyi and Woerdeman (1995) as a covariance matrix
completion methodology. Equation (2.7) and thereby Equation (2.6) enjoy several
desirable statistical properties. Most notably, their solution corresponds to the max-
imum entropy distribution with covariance constraints over the set O. The repre-
sentation in Equation (2.6) further reveals that the MADGQ maximizes the expected
Gaussian log density under the constraint ΘOc = 0, which rules out the dependence
of the objective function on the unobserved ΣOc by assuming no edges among the
unobserved pairs of nodes. Lemma 2.1 also demonstrates that [Θ˜−1]O = ΣO , that
is the MADGQ solution preserves the observed portion ΣO while inducing a co-
variance matrix completion over Oc . Note that the simple alternate completion Σ∗
where Σ∗O = ΣO and Σ∗Oc = 0 is not as desirable as Equation (2.7), fundamentally
because Σ∗ is not guaranteed to be positive definite. The optimization problems
in Equations (2.6) and (2.7) can be solved algorithmically (Grone et al., 1984) or
with closed formulae when the graph or Oc are of special kinds (Smith, 2008). In
Equation (C.6) of Appendix C we derive a closed formula for Θ˜ (Equation (2.6)) in
the case where Oc = (A×C )∪ (C ×A) with A,C ⊂V , A∩C =; (see Section 3.2.4).
Although Equation (2.7) has been investigated as a covariance completion ap-
proach, the reliability of the retrieved conditional dependence graph given by Θ˜ is
largely unexplored. If the assumption E ⊆O of the Complete Identifiability Theo-
rem (Theorem 2.1) is correct, then the reconstructed MADGQ matrix Θ˜ matches Θ
exactly, and thereby the graph G is perfectly recovered. If E 6⊆O, then, in general,
Θ˜ 6=Θ, so that the graphical structure of Θ˜ will not match G . Indeed, as discussed
earlier with an example of chain graph, erroneously assuming that one or more
pairs of nodes are conditionally independent within a network of p nodes would
force the rest of the recovered network to adjust in order to reflect the dependence
pathways expressed by ΣO . For instance, if two nodes i and j are dependent only
through a node k, and we assume (i ,k) to be conditionally independent, then it is
likely that (i , j ) will be connected by an edge (or a new path through other nodes)
in the recovered graph given the observed covariances. Moreover, other unexplored
problems are: Can we recover any information about the graph in Oc? How do we
deal with the finite sample case where ΣO is replaced by an empirical estimate Σ̂O
that is not guaranteed to be completable to a positive definite matrix as required by
Lemma 2.1? In this paper we try to answer all such questions.
We first investigate the graph quilting problem at the population level, where we
aim at reconstructing Θ and the graph G from ΣO , a portion of the true covariance
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matrix (Section 3). We show that the MADGQ solution (Equation (2.6)) contains no
false negatives in O almost everywhere and further give conditions and strategies
to manipulate the MADGQ solution to perfectly recover the graph in O. Further-
more, for the purpose of identifying all potential edges in Oc based on distortions
found in Θ˜O , we devise the Recursive-Complement (RECO), a powerful algorithm
which allows us to identify edges connecting the variables that are never observed
jointly. In Section 4 we deal with the estimation of Θ and G given an empirical es-
timate Σ̂O . We propose the MADGQlasso, an `1-regularized variant of MADGQ that
enjoys all properties of MADGQ with high-probability whenever the sample size is
sufficiently large relatively to the number of nodes. Based on the MADGQlasso , we
construct graph estimators and assess their graph recovery performance in high-
dimensions. In Section 5 we report an extensive simulation study, and in Section 6
we apply the methods to neuronal functional connectivity graph estimation from
nonsimultaneous calcium imaging recordings of ten thousand neurons in mouse
visual cortex.
3. Graph recovery: population analysis. In this section we investigate the
graph quilting problem at the population level, where we aim at reconstructing Θ
and the graph G from ΣO , a portion of the true covariance matrix. In the next two
sections we investigate the recovery of the graph in O and in Oc by virtue of the
MADGQ solution (Equation (2.6)).
3.1. Graph recovery inO. We state two important theorems about the recovery
of the graph in O,
(3.1) EO = {(i , j ) ∈O :Θi j 6= 0},
by virtue of the MADGQ solution Θ˜ in Equation (2.6) given ΣO : Theorem 3.1
proves the theoretical negligibility of the cases where the graph induced by Θ˜ con-
tains any false negatives in O, i.e. cases where Θ˜ is zero over some pair (i , j ) ∈O,
whereas Θi j 6= 0; and Theorem 3.2 states conditions under which it is possible to
perfectly retrieve the graph in O by appropriately thresholding Θ˜. These two the-
orems are proved in Appendix A and exploit Lemma B.4 in Appendix B, which
shows that Θ˜ is a continuous function of ΣO Â 0 and, given ΘO , it is a continuous
function of ΘOc , as long as ΘÂ 0. The lemma uses Berge’s Maximum Theorem for
which Θ˜ is an upper hemicontinuous correspondence of ΣO and, for fixed ΘO , of
ΘOc . The uniqueness of the solution Θ˜ further guarantees that Θ˜ is a single-valued
correspondence, hence a function.
We now move on to the statement of the first theorem:
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THEOREM 3.1 (MAIN RESULT - NO FALSE NEGATIVES IN O). Let E˜ =
{(i , j ) : Θ˜i j 6= 0} be the edge set induced by the MADGQ solution Θ˜ in Equation (2.1).
Then EO ⊆ E˜O almost everywhere, since Θ˜O is sparser than ΘO only in situations
that are Lebesgue measure negligible.
This result is very strong and reassuring as it guarantees that it is theoretically
negligible to incur into a situation where the MADGQ reconstruction misses any
edge in O. Thus, the recovered graph in O is a superset of the true graph in O
almost everywhere. To get intuition about Theorem 3.1, suppose Σ is any point of
the cone of p×p positive definite matrices, and let ∆i j = Θ˜i j −Θi j . Having a false
negative in (i , j ) would require Θi j =−∆i j . The set of matrices that exactly satisfy
the latter equality constitutes a lower dimensional manifold which occupies zero
volume in the positive definite cone.
For the second theorem, let
(3.2) δ= max
(i , j )∈O,i 6= j
|Θi j − Θ˜i j |
denote the maximum distortion between the off-diagonals of ΘO and Θ˜O , and let
(3.3) ν= min
(i , j )∈O,i 6= j ,Θi j 6=0
|Θi j |
be the smallest nonzero magnitude of the off-diagonals of ΘO . We assume that at
least one edge is in O, so that ν exists and is positive.
THEOREM 3.2 (MAIN RESULT - EXACT GRAPH RECOVERY IN O). If δ <
ν/2, then the true graph structure EO can be perfectly recovered from Θ˜O by as-
signing edges wherever |Θ˜i j | > ν/2, that is
(3.4) Eν/2O (Θ˜) :=
{
(i , j ) : |Θ˜i j | > ν/2
} = EO
Specifically, |Θ˜i j | > ν/2 ⇔ Θi j 6= 0 with sign(Θ˜i j ) = sign(Θi j ), ∀(i , j ) ∈ O, i 6= j .
A sufficient condition for δ< ν/2 is ‖ΘOc‖∞ to be sufficiently small with 0 ∈DΘO ,
where DMO = {MOc : M Â 0}.
Theorem 3.2 states that it is possible to perfectly recover the graph and the signs
of the entries of the precision matrix in O from ΣO as long as δ< ν/2, because this
condition lets us appropriately eliminate all false positives in Θ˜O without producing
any false negatives. A sufficient condition for δ< ν/2 is ‖ΘOc‖∞ to be sufficiently
small with 0 ∈DΘO . This is due to the continuity of Θ˜ as a function of ΘOc about
ΘOc = 0 whenΘO is kept constant (Lemma B.4). Indeed, whenever ‖ΘOc‖∞ ≈ 0, we
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have ‖Θ−Θ˜‖∞ ≈ 0 because ΘOc = 0 implies Θ˜=Θ, as guaranteed by the Complete
Identifiability Theorem (Theorem 2.1). Theorem 3.2 can also be restated in terms
of partial correlations. Let
(3.5) δpcor = max
(i , j )∈O,i 6= j
|Ri j − R˜i j | and νpcor = min
(i , j )∈O,i 6= j ,Ri j 6=0
|Ri j |,
where Ri j = −Θi j (Θi iΘ j j )−1/2 is the partial correlation of nodes (i , j ), and R˜i j =
−Θ˜i j (Θ˜i i Θ˜ j j )−1/2 is its MADGQ recovery: if δpcor < νpcor/2, then EO can be re-
covered perfectly by assigning edges wherever |R˜i j | > νpcor/2.
In Figure 2 we present an example where the precision matrix Θ displayed in
(A) contains several edges in Oc (grey set of unobserved covariances shown in
(B)). We designed Θ to have γ := ‖ΘOc‖∞ = 0.0125 to be sufficiently small so that
the condition δ< ν/2 of Theorem 3.2 is satisfied. The condition δ< ν/2 would still
hold also if we slightly deviate from the specific value γ = 0.0125. To show this,
we compute
(3.6) δ¯(γ)= max
Θ∗ Â 0
s.t Θ∗O =ΘO ,‖Θ∗Oc ‖∞ = γ,E∗Oc = EOc
δ(Θ∗),
where δ(Θ∗) is given by Equation (3.2) with Θ=Θ∗ and ΣO = [Θ∗−1]O . The quan-
tity δ¯(γ) is the worst possible distortion given ΘO , EOc , and as a function of γ.
In Figure 2(C) we show that the distortion δ¯(γ) increases with γ, goes to zero as
γ→ 0+, and for any value of γ in a neighborhood of γ = 0.0125 it stays well be-
low ν/2; in all such cases, Theorem 3.2 would successfully apply. In Figure 2(D)
we show the support of the MADGQ solution Θ˜, which contains several false posi-
tives in O, false negatives in Oc , but no false negatives are in O, in agreement with
Theorem 3.1. After thresholding the entries of Θ˜ at ν/2 (i.e. removing all edges
(i , j ) where |Θ˜i j | ≤ ν/2) we perfectly recover the graph in O (Figure 2(E)) as per
Theorem 3.2. Figure 3 illustrates another example analogous to Figure 2 where the
observed sets V1, ...,VK are random, demonstrating that, indeed, Theorem 3.2 does
not require the sets V1, ...,VK to be “chained” as in Figure 2. The edge identification
in Oc (Figures 2(E)-(F) and 3(E)-(F)) is described in Section 3.2.
3.1.1. Special case K = 2. To provide more insight into Theorem 3.2, consider
the simple case with K = 2 in Equation (2.3), which can be defined by V1 = A∪B
and V2 =B ∪C , where A,B ,C is a partition of V so that
(3.7) Oc = (A×C )∪ (C × A).
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The next theorem illustrates the dependence of the distortion Θ− Θ˜ on the fea-
tures of Θ explicity:
THEOREM 3.3 (Recovery guarantees in O (K = 2)). Suppose Equation (3.7)
holds. For any node sets E ,F ⊆ V , define γEF = ‖ΘEF‖∞, γ¯EE = ‖Θ−1EE‖∞, and
rdEF =maxi∈E ‖ΘiF‖0. Let γ= γAC and κ= ‖ΘAC‖0. Then
‖ΘAA− Θ˜AA‖∞ ≤ rd2AC γ¯CCγ2(3.8)
‖ΘCC − Θ˜CC‖∞ ≤ rd2CAγ¯AAγ2(3.9)
‖ΘAB − Θ˜AB‖∞ ≤ rdAC rdBC γ¯CCγBCγ(3.10)
‖ΘBC − Θ˜BC‖∞ ≤ rdBArdCAγ¯AAγABγ(3.11)
An expression of the bound for ‖ΘBB − Θ˜BB‖∞ together with bounds on the `0
distortion are in Lemma B.6 in Appendix B. For fixed ΘO , there exist nonnegative
constants a1,a2,b0,b1,b2 such that
‖ΘO − Θ˜O‖∞ ≤ a1γ+a2γ2(3.12)
‖ΘO − Θ˜O‖0 ≤ b0I (κ> 0)+b1κ+b2κ2.(3.13)
Theorem 3.3, proved in Appendix A, displays the dependence of the distortion
in O on the largest magnitude γ in ΘAC , on the number of edges κ in AC , and on
other graphical features of Θ in terms of row degrees over different portions of Θ.
For instance, we can see that the smaller rdAC and rdCA , the smaller the impact of
γ over the distortions across Θ˜. Moreover, Equations (3.12) and (3.13) remark the
quadratic forms of the bounds on the `∞ and `0 distortions as functions of γ and κ.
We can see that, assuming 0 ∈DΘO , γ→ 0+ implies δ≤ ‖ΘO−Θ˜O‖∞→ 0+, thereby
allowing the condition δ< ν/2 of Theorem 3.2 to hold.
Case B = ; and the latent variable graphical model. In this paragraph we il-
lustrate the relationship between the problem of estimating the conditional depen-
dence graph of a set of nodes in the presence of latent variables, and graph quilting
in the case K = 2 with B =;. Suppose nodes V = AunionsqC and O = A×A while nodes
C are hidden. It is known that
(3.14) Σ−1AA = ΘAA−ΘACΘ−1CCΘCA ,
where ΘAA is the AA portion of the precision matrix Θ whose nonzero structure
identifies the dependence structure of nodes A conditionally onC , while the second
term of the right-hand-side has rank no larger than |A|, and accounts for the network
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FIG 2. Example of graph structure recovery. (A) Support of Θ, p = 40. (B) Observed pair set O =
∪k (Vk ×Vk ) (colored areas), and Oc (grey area). (C) Exact graph recovery in O can be achieved
when δ < ν/2, as per Theorem 3.2. The case considered here satisfies this condition. Indeed, the
maximum possible distortion δ¯ (Equation (3.6)) is smaller than ν/2 at the true value of γ= 0.0125.
Thus, the condition δ < ν/2 would still hold also if we slightly deviate from the specific value γ =
0.0125 (D) Support of the MADGQ solution Θ˜. Green entries are false positives, and red entries are
false negatives. (E) Recovered graph after thresholding and superset identification via Theorems 3.2
and 3.4. All false positives in Θ˜O have been eliminated, and the superset of edges in Oc (black and
green) contains all true edges. (F) Recovered graph via Theorem 3.2 and Proposition 3.1.
effects of the hidden nodes in C . Based on this fact, Chandrasekaran et al. (2012)
proposed to estimate EAA – the AA subgraph of the full conditional dependence
graph of all nodes V – by first estimating the inverse covariance matrix of A as the
difference of a sparse matrix S and a low rank matrix L,
Σ̂−1AA = Ŝ− L̂,
and then taking the support of Ŝ as an estimate of EAA . Suppose now that O =
(A× A)∪ (C ×C ), that is we are in a graph quilting situation where V1 = A, and
V2 =C . Then, Oc = (A×C )∪ (C × A) and the MADGQ solution would be equal to
(3.15) Θ˜=
[
Σ−1AA 0
0 Σ−1CC
]
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Theorem 3.2 guarantees that if δ< ν/2 then EO can be perfectly recovered from Θ˜O
by assigning edges wherever |Θ˜i j | > ν/2. But since Θ˜AA is not a function of ΣCC ,
this thresholding is valid even if O = A×A, that is even if nodes C are unobserved!
The following corollary summarizes this result:
COROLLARY 3.1 (Latent variable graphical model). Suppose O = A× A, and
C =V \ A 6= ;. If δ< ν/2, then
(3.16)
{
(i , j ) ∈ A× A : |[Σ−1AA]i j | > ν/2
} = EAA
This corollary states that, under appropriate conditions, the subgraph connecting
the nodes A within the full conditional dependence graph of V = AunionsqC can be re-
trieved from ΣO =ΣAA without recovering the sparse and the low-rank components
S and L, but by just appropriately thresholding the entries of the inverse of ΣAA .
Consequently, at the estimation level, it may be possible to avoid estimating the
components S and L of the decomposition, but rather just obtain a good estimate of
Σ−1AA to threshold. Such procedure may be more appealing than the sparse and low
rank approach because it would involve the estimation of a much smaller number
of parameters.
3.2. Graph recovery in Oc . In the previous section we demonstrated how it is
possible to perfectly recover the graph in O from a partially observed covariance
matrix ΣO under certain conditions. We now consider the far more challenging
problem of recovering the graph in Oc .
Recovering the graph in Oc based on a partially observed covariance matrix ΣO
is a seemingly impossible task because it requires to retrieve conditional depen-
dence statements about pairs of variables for which even their marginal correlation
is unobserved. Although under standard conditions marginal covariation is neces-
sary to infer conditional dependence, we show that with some assumptions it is
actually possible to retrieve substantial information about the graph in Oc even
without knowledge about ΣOc . As described in the previous section, the MADGQ
Equation (2.6) produces a precision matrix Θ˜, where Θ˜Oc = 0 and Θ˜O 6=ΘO when-
ever ΘOc 6= 0. The distortions in Θ˜O , however, have a pattern which depends on
the edge structure in Oc . Specifically, not all entries of Θ˜O differ from the corre-
sponding ones in ΘO , and a specific pattern of distortions in O can be caused only
by specific graphical structures in Oc . Hence, identifying distortions in Θ˜O can let
us triangulate the possible graphical structures in Oc , thereby discarding all those
edges that may not have contributed to the origin of the observed distortions in Θ˜O .
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FIG 3. Example of graph structure recovery. (A) Support of Θ, p = 40. (B) Observed pair set O =
∪k (Vk ×Vk ) (colored areas), and Oc (grey area). (C) Exact graph recovery in O can be achieved
when δ < ν/2, as per Theorem 3.2. The case considered here satisfies this condition. Indeed, the
maximum possible distortion δ¯ (Equation (3.6)) is smaller than ν/2 at the true value of γ= 0.0125.
Thus, the condition δ < ν/2 would still hold also if we slightly deviate from the specific value γ =
0.0125 (D) Support of the MADGQ solution Θ˜. Green entries are false positives, and red entries are
false negatives. (E) Recovered graph after thresholding and superset identification via Theorems 3.2
and 3.4. All false positives in Θ˜O have been eliminated, and the superset of edges in Oc (black and
green) contains all true edges. (F) Recovered graph via Theorem 3.2 and Proposition 3.1.
For the purpose of identifying edges in Oc based on distortions found in Θ˜O , we
devise the Recursive-Complement (RECO), a novel algorithm which allows us to
identify the potential graphical structures inOc that may have induced the observed
distortions in the MADGQ reconstruction Θ˜O . The RECO algorithm builds upon a
fundamental property that entangles Θ˜ with Θ through Σ by virtue of the Schur
complement:
LEMMA 3.1 (MADGQ ENTANGLEMENT). Let Θ˜ be the MADGQ solution in
Equation (2.6) based on the observed covariance matrix ΣO . For any U ⊂ V such
that U ×U ⊆O,
(3.17) Θ˜UU − Θ˜UU c Θ˜−1U cU c Θ˜U cU = Σ−1UU = ΘUU −ΘUU cΘ−1U cU cΘU cU .
The proof of this lemma uses the fact that [Θ˜−1]O ≡ ΣO ≡ [Θ−1]O (Lemma 2.1),
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which creates a channel of correspondences between Θ˜ and Θ via Schur comple-
ments. We propose two versions of the RECO algorithm: (a) one that assumes
diag(Θ) to be known and produces a supersetS of all edges in Oc (Algorithm 3.1),
and (b) one that identifies a minimum number of true edges in Oc but without as-
suming diag(Θ) known (Algorithm 3.2). For each case, we will see the important
role played by Lemma 3.1.
3.2.1. Assuming diag(Θ) known. In Equation (3.17), if a diagonal entry (i , i )
of Θ˜UU − Θ˜UU c Θ˜−1U cU c Θ˜U cU is smaller than the corresponding diagonal entry of
ΘUU , then ΘUU cΘ−1U cU cΘU cU must be nonzero on the same diagonal position. Since
ΘU cU c is positive definite we also conclude that ΘUU c is nonzero in row i . This
fact is relevant if (U ×U c )∩Oc 6= ;, as it indicates the possible presence of an
edge in Oc . The RECO procedure summarized in Algorithm 3.1 assumes diag(Θ)
to be known and recursively applies Equation (3.17) across all Cartesian squares
of nodal subsets inscribed within O, specifically all sets Vk ×Vk , for k = 1, ...,K ,
where O =∪Kk=1Vk ×Vk , allowing us to identify a set Sξ containing edges in Oc :
ALGORITHM 3.1 (RECURSIVE COMPLEMENT – diag(Θ) KNOWN).
Input: Sets V1, ...,VK ⊂V s.t. O =∪Kk=1(Vk ×Vk ), diag(Θ), Θ˜Â 0, and ξ ∈R.
1. Compute Θ˜(1), ...,Θ˜(K ), where
(3.18) Θ˜(k) = Θ˜VkVk − Θ˜VkV ck Θ˜
−1
V ck V
c
k
Θ˜V ck Vk
2. Compute Θ¯11, ...,Θ¯pp , where
(3.19) Θ¯i i = max
k:i∈Vk
Θ˜(k)ik ik
and i ∈V is the ik-th element of Vk .
3. Obtain
(3.20) Dξ =
{
i ∈V : Θ¯i i <Θi i +ξ
}
.
Output: Set
(3.21) Sξ = O˘c ∩ (Dξ×Dξ),
where O˘c = {(i , j ) ∈Oc : i < j }.
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The RECO Algorithm 3.1 takes V1, ...,VK , diag(Θ), and Θ˜ as inputs and produces
the set Sξ in Equation (3.21) as output. For ξ> 0 we have Sξ = O˘c because Θ¯i i ≤
Θi i ,∀i ∈V . For ξ= 0 we have a striking result: the RECO Algorithm 3.1 produces
the set S :=S0, which is a nontrivial superset of the edges connecting the variable
pairs in Oc . The following theorem precisely states the properties of this superset:
THEOREM 3.4 (SUPERSET OF EDGES IN Oc - diag(Θ) KNOWN). Let
(3.22) S :=S0,
where Sξ is the output of the RECO Algorithm 3.1 in Equation (3.21). Then
(i). S is a superset of edges in Oc .
(ii). S contains at least
(3.23) M =max
t=1,2 |projt (Ω)|
true edges of Oc , where
(3.24) Ω= O˘c ∩ (D¯× D¯),
(3.25) D¯ = {i ∈D0 : ∃k, i ∈Vk , {i }×V ck ⊆Oc} ,
Dξ is given in Equation (3.20), and projt
(
{z1 j ,z2 j }Kj=1
)= {zt j }Kj=1.
Theorem 3.4 (i) establishes that all edges connecting the pairs inOc are included
in the edge set S obtained via the RECO Algorithm 3.1. On the other hand, we
also have ΘOc∩S c = 0, that is there is no true edge in Oc outside of S . Thus the
RECO Algorithm 3.1 allows us to identify all pairs in Oc that are connected, but
also several pairs of nodes that cannot be connected. Hence, an upper bound to the
number of edges in Oc is |S |. On the other hand, part (ii) of the theorem states
that at least M edges in S are true. This number M is therefore a lower bound to
the number of edges connecting the unobserved node pairs in Oc . In Section 3.2.4
we will see that the RECO Algorithm 3.1 greatly simplifies when K = 2. In light
of this, one may wonder whether we could just enlarge Oc = (∪Kk=1(Vk ×Vk ))c into
a Cartesian product W ×W ⊇ Oc and exploit the easier procedure for the case
K = 2 rather than Algorithm 3.1. Proposition B.1 in Appendix B discusses the
possibility of reducing a case K > 2 to a case K = 2, but explains why such approach
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is not desirable because it is not always applicable and would only produce a larger
superset S than the one produced via Algorithm 3.1.
Figure 2 illustrates an example where the K observed subsets of nodes V1, ...,VK
are chained, i.e. Vi ∩Vi+1 6= ;, ∀i = 1, ...,K − 1. In Figure 2(E) we display the
recovered graph, where we can see that all edges in Oc have been retrieved thanks
to the RECO algorithm. However, the sets V1, ...,VK do not need to be chained to
have the RECO procedure succeed; in fact, the procedure would work even if, for
some k, Vk ∩ (∪ j 6=kV j ) = ;, as long as ∪iVi = V , that is even if some set Vk does
not overlap with any other. Thus, in Figure 3 we present another example where
the sets V1, ...,VK are random. Indeed, also in this case, the set S in Figure 3(E)
successfully contains all true edges in EOc .
3.2.2. Assuming diag(Θ) unknown. The set S in Equation (3.21) could be
viewed as an oracle superset that, however, is likely infeasible because assuming
diag(Θ) to be known can be highly impractical. Thus, we provide more practical
schemes for the identification of edges in Oc . The following Algorithm 3.2 is a
variant of Algorithm 3.1 that does not require any knowledge of diag(Θ), while
only two nonnegative scalars ξ1,ξ2 are involved:
ALGORITHM 3.2 (RECURSIVE COMPLEMENT - diag(Θ) UNKNOWN).
Input: Sets V1, ...,VK ⊂V s.t. O =∪Kk=1(Vk ×Vk ), Θ˜Â 0, and ξ1,ξ2 ∈R+.
1. Compute Θ˜(1), ...,Θ˜(K ), where
(3.26) Θ˜(k) = Θ˜VkVk − Θ˜VkV ck Θ˜
−1
V ck V
c
k
Θ˜V ck Vk
2. Obtain
(3.27) Hξ1,ξ2 =
{
i ∈V : ∀k s.t . i ∈Vk , ∃ j 6= i , ξ1 < |Θ˜(k)ik jk | < ξ2
}
.
where i , j ∈V are, respectively, the ik-th and jk-th elements of Vk .
Output: Set
(3.28) Uξ1,ξ2 = O˘c ∩
[
(Hξ1,ξ2 ×V )∪ (V ×Hξ1,ξ2 )
]
.
We can see that, while the RECO Algorithm 3.1 identifies discrepancies be-
tween the diagonals of Θ˜(k) (Equation (3.18)) and the corresponding diagonals of
Θ, the RECO Algorithm 3.2 instead searches for the nonzero off-diagonal entries
of Θ˜(k) which have too small a magnitude. Specifically, as established in the next
proposition, setting ξ1 = 0 and ξ2 = ν (Equation (3.3)) lets us find the entries of Θ˜(k)
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that cannot be equal to the corresponding ones in Θ simply because, by definition
of ν, no entry in Θ has magnitude in (0,ν). Indeed, if a discrepancy is found for an
entry Θ˜(k)ik jk , then Lemma 3.1 implies ΘiV ck 6= 0 and Θ jV ck 6= 0, i.e. at least one edge
must be on row i and row j . The following proposition establishes the theoretical
guarantees of the RECO Algorithm 3.2 as a recovery strategy of the edges in Oc
when diag(Θ) is unknown:
PROPOSITION 3.1 (EDGE RECOVERY IN Oc - diag(Θ) UNKNOWN). Let
(3.29) U :=U0,ν,
where Uξ1,ξ2 is the output of the RECO Algorithm 3.2 in Equation (3.28) and ν is
the smallest magnitude of the nonzero entries of ΘO (Equation (3.3)). The set U
contains at least
(3.30) N =max
t=1,2
∣∣projt (O˘c ∩ (H¯0,ν×H¯0,ν))∣∣
true edges of Oc , where H¯0,ν =
{
i ∈H0,ν : ∃k, i ∈Vk , {i }×V ck ⊆Oc
}
, andHξ1,ξ2 is
given in Equation (3.27).
Proposition 3.1 provides a lower bound N to the number of true edges ofOc con-
tained in the edge set U (Equation (3.29)) obtained via the RECO Algorithm 3.2.
In Figures 2(F) and 3(F) we show that, in these specific examples, all the edges
in Oc have been recovered by U . Yet, in general, there is no guarantee U con-
tains all the edges in Oc , whereas the set S obtained through Algorithm 3.1 is a
superset of EOc (Theorem 3.4). However, the set U is more realistically feasible
than S because knowing the diagonals of Θ is too strong an assumption, while
knowledge about ν may be easier to assume. Indeed, as better discussed in Sec-
tion 4.1, in practice knowledge about ν might be inherited from prior studies, or its
value might be easily constrained based on very interpretable assumptions about,
for instance, the general level of sparsity of ΘO or node degrees. Furthermore, the
RECO Algorithm 3.2 can be modified to operate on the scale of partial correla-
tions: simply replace the matrix Θ˜(k) in Equation (3.27) by its standardized version
R˜(k) = −diag(Θ˜(k))− 12 Θ˜(k)diag(Θ˜(k))− 12 . This may have great advantages in prac-
tice because partial correlations are easier to interpret – they are all on the same
scale, while the entries of the precision matrix may be arbitrary. Setting ξ1 = 0 and
ξ2 = νpcor (Equation (3.5)) would finally produce a set analogous toU , sayU pcor,
which enjoys the properties guaranteed by Proposition 3.1.
As the reader may have noted, the setUξ1,ξ2 in Equation (3.28) does not involve
the simple Cartesian product of two node sets as the set Sξ in Equation (3.21),
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but rather the union of two Cartesian products. This is because, by construction,
H0,ν ⊆Dν (Equation (3.20)), and the alternate formulation of U given by U alt =
O˘c ∩ (H0,ν×H0,ν) would not be guaranteed to contain any true edge. We give an
example of such scenario at the end of Section 3.2.4.
3.2.3. Final recovered graphs. By combining the theorem on the exact graph
recovery in O (Theorem 3.2) with the theorem on the superset of edges in Oc when
diag(Θ) is known (Theorem 3.4) and the proposition for the recovery of edges in
Oc when diag(Θ) is unknown (Proposition 3.1), we can specify the following two
possible final graph recoveries:
(3.31) ES =
{
(i , j ) : |Θ˜i j | > ν/2
}∪S (DIAG(Θ) KNOWN)
and
(3.32) EU =
{
(i , j ) : |Θ˜i j | > ν/2
}∪U (DIAG(Θ) UNKNOWN)
The variant of EU based on partial correlations is given by
E
pcor
U =
{
(i , j ) : |R˜i j | > νpcor/2
}∪U pcor,
where νpcor is the smallest of the nonzero magnitudes of the true partial corre-
lations (Equation (3.5)), and U pcor is obtained, as described earlier, by simply
replacing the matrix Θ˜(k) in Equation (3.27) of the RECO Algorithm 3.2 by its
standardized version R˜(k) =−diag(Θ˜(k))− 12 Θ˜(k)diag(Θ˜(k))− 12 , and setting ξ1 = 0 and
ξ2 = νpcor. Finite sample counterparts of ES and EU will be specified in Section 4.1.
3.2.4. Special case K = 2. To provide more insight into the results on the graph
recovery in Oc , consider the special case with K = 2 in Equation (2.3), which can
be defined by V1 = A∪B and V2 = B ∪C , where A,B ,C is a partition of V so that
Oc = (A×C )∪ (C × A) (Equation (3.7)). The following theorem is a special case of
Theorem 3.4, but also provides additional results about the number of possible true
graph structures in Oc :
THEOREM 3.5 (Superset of edges in Oc - diag(Θ) known (K = 2)). Suppose
V1 = A∪B and V2 = B ∪C , where A,B ,C is a partition of V , and B may be the
empty set. Let
(3.33) S = {i ∈ A : Θ˜i i <Θi i }︸ ︷︷ ︸
A∗
×{ j ∈C : Θ˜ j j <Θ j j }︸ ︷︷ ︸
C∗
and let m =min{|A∗|, |C∗|} and M =max{|A∗|, |C∗|}. Then
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(i). S is a superset of EAC .
(ii). S contains at least M true edges and, for M ≤ κ≤mM , it allows for up to
(3.34) ξκ ≤ ϕκ :=
(
|A||C |
κ
)
possible true graph structures of κ edges in AC . If m = 1, then S = EAC .
(iii). S is minimal in the sense that no graph structure included in S may induce
more distortions than those observed in the diagonals of Θ˜AA and Θ˜CC .
Theorem 3.5 is a special case of Theorem 3.4 and, indeed the superset derived
from the RECO Algorithm 3.1 for the general case K > 1 in Equation (3.22) reduces
to Equation (3.33) for K = 2. However, Theorem 3.5 can be proved in an easier
way because in this special case K = 2 the superset S of the edges in ΘAC is
simply based on the distortions on the diagonals of Θ˜ with respect to Θ as per
Lemma B.7a in Appendix B. Part (ii) of the theorem shows that there are at least
M = max{|A∗|, |C∗|} true edges in S , that is M is a lower bound to the number
of edges in ΘAC . Indeed, M is the smallest number of nonzero entries in ΘAC
that could have induced the distortions found in the diagonals of Θ˜AA and Θ˜CC .
On the other hand, we have no more than mM edges in ΘAC because that is the
cardinality of the superset S . Equation (3.34) states that the number of possible
true graph structures of κ edges in Oc given that all of these are guaranteed to be
inside S , is smaller than the number ϕκ of all possible graph structures of κ edges
connecting nodes in A to nodes in C . For instance, if |A| = 3, |C | = 4, m =M = 2,
then ξ2 = 2 < ϕ2 = 66. Another example: if |A| = |C | = 7, m = 4 and M = 5, then
ξ5 = 240 < ϕ5 = 1,906,884. This phenomenon happens first of all because m ≤
M ≤ |A|, |C |. Moreover, every row and column of S is guaranteed to contain at
least one true edge, and this constraint substantially reduces the number of possible
graphical structures. A simple metric that quantifies the usefulness of the superset
identification is χκ = (1−ξκ/φk ) ∈ (0,1], where χκ ≈ 1 indicates high informative
power. Indeed, when χκ is large, it is much more likely to guess the true graph
structure in Oc by randomly picking one of the possible graphs in S than from
the full set Oc . If m = 1, we have that the superset perfectly matches the full set of
edges inOc . This is the case where only one node in A is connected toC and/or only
one node in C is connected with A. Lemma B.11 in Appendix B describes another,
although very restrictive, special case where EAC can be recovered exactly. Finally,
part (iii) remarks that S is optimal as it is the smallest possible superset of the
edges in EAC given the distortions found in the diagonals of Θ˜AA and Θ˜CC . This
property is reassuring as it excludes S from being a trivial superset.
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The following proposition restates Proposition 3.1 for the recovery of the edges
in Oc when diag(Θ) is unknown in the special case K = 2:
PROPOSITION 3.2. Suppose V1 = A ∪B and V2 = B ∪C , where A,B ,C is a
partition of V . The set
(3.35) U = (Aν×C )∪ (A×Cν),
where
Aν =
{
i ∈ A : ∃ j 6= i ,0< |Θ˜i j | < ν
}
,(3.36)
Cν =
{
j ∈C : ∃i 6= j ,0< |Θ˜i j | < ν
}
,(3.37)
contains at least max{|Aν|, |Cν|} true edges of Oc .
A version of U based on partial correlation distortions, U pcor, can be obtained
by simply replacing Θ˜i j with R˜i j =−Θ˜i j (Θ˜i i Θ˜ j j )−1/2 and ν with νpcor in the equa-
tions above; U pcor enjoys analogous properties stated by Proposition 3.2. As ex-
plained in the previous section, U is more realistically feasible than S = A∗×C∗
in Equation (3.33), since identifying the distortions over all the diagonals of Θ˜
requires too strong assumptions, while assumptions about ν may be easier to for-
mulate. Proposition 3.2 exploits Lemma B.7b in Appendix B, which states that
there can be a distortion on a off-diagonal entry (i , j ) of Θ˜O only if the correspond-
ing diagonals (i , i ) and ( j , j ) are distorted. Unfortunately the converse is not true,
meaning that Aν ⊆ A∗ and Cν ⊆C∗ so that U is not guaranteed to be a superset of
EAC since S = A∗×C∗ is minimal (Theorem 3.5 (iii)). For these reasons, the set
U is not defined as a simple Cartesian product. Indeed the alternate formulation
U alt = Aν ×Cν would not be guaranteed to contain any true edge. For instance,
suppose p = 15, A = {1, ...,5}, C = {11, ...,15}, with EAC = {(1,11), (5,15)}. Suppose
Aν = {5} and Cν = {11}. Then, while it is certain that S = {1,5}×{11,15}⊇ EAC , and
that U = ({5}× {11, ...,15})∪ ({1, ...,5}× {11}) contains at least max{|Aν|, |Cν|} = 1
true edge of Oc (in this case, it contains all of them!), U alt = {(5,11)} contains no
true edge.
4. Graph recovery: finite sample analysis. In the previous section we in-
vestigated the graph quilting problem at the population level where we aim at re-
covering Θ and G from an incomplete true covariance matrix ΣO . In this section
we investigate the graph quilting problem in the finite sample setting, where the
population quantity ΣO is replaced by an empirical estimate Σ̂O . The finite sam-
ple setting differs substantially from the population level fundamentally for two
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reasons. First, Σ̂O is a random quantity, so any recovered graph based on Σ̂O is a
random object whose stochasticity and related graph recovery accuracy depend on
multiple factors, primarily sample size n and number of node variables p; such de-
pendences need to be carefully studied, especially in high-dimensions when p can
be very large compared with n. Second, Σ̂O is not guaranteed to be completable
to a positive definite matrix, especially in high-dimensions. Indeed, the MADGQ
optimization problem in Equation (2.6) based on such empirical estimate Σ̂O is not
guaranteed to have any solution, or one with desirable statistical properties. Cor-
respondingly, the max determinant matrix completion in Equation (2.7) based on
Σ̂O is not guaranteed to produce any properly reconstructed sample covariance ma-
trix, say ˜̂Σ. Therefore, the simple two-step procedure where ˜̂Σ is first computed via
Equation (2.7) and then plugged into a regularized estimation as in Equation (2.2),
e.g. the graphical lasso (Yuan and Lin, 2007), would not constitute a solid approach
to deal with the graph quilting estimation, especially in high-dimensions.
To deal with the graph quilting problem in finite sample settings we propose the
MADGQlasso, an `1-regularized variant of the MADGQ that simultaneously per-
forms precision matrix reconstruction and regularized estimation based on the em-
pirical estimate Σ̂O . The MADGQlasso estimate Θ̂ is well defined in high-dimensions
and converges to the MADGQ solution Θ˜ (Equation (2.6)) with rates of conver-
gence similar to the graphical lasso (Ravikumar et al., 2011). All properties of
MADGQ at the population level are inherited by MADGQlasso in the finite sample
settings with high-probability whenever the sample size is sufficiently large rela-
tively to the number of nodes. Specifically, we obtain graph estimators based on
the MADGQlasso analogous to the graph recoveries based on the MADGQ specified
in Section 3.2.3, and demonstrate that, for a sufficiently large sample size, these
have same properties as their population counterparts. In Section 4.1 we define
the various precision matrix and graph estimators. In Section 4.2 we establish the
statistical properties of the estimators.
4.1. Estimators. Suppose we observe a collection of datasets X1,..., XK , where
Xk ∈Rnk×|Vk | contains nk > 1 joint observations about nodes Vk ⊂V , Vk 6=Vl ,∀k 6=
l , and
⋃
k Vk =V . Note that, in the population analysis of Section 3 the case where
Vk ⊂Vl for some k 6= l was considered a trivial situation becauseO =∪ j∈{1,...,K }V j×
V j = ∪ j∈{1,...,K }\{k}V j ×V j . In finite sample settings we allow for these situations
because they indeed affect the sample sizes of the sample covariances. We define
the observed sample covariance matrix where the covariance between a pair (i , j )
of variables is computed by using all available joint observations across the K
datasets:
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DEFINITION 4.1 (OBSERVED SAMPLE COVARIANCE). Let X (1), ...,X (n) be
n i.i.d. samples of a p-dimensional random vector X (r ) = (X (r )1 , ...,X (r )p )T . Let I =
[Ir i ] ∈ Rn×p be a matrix of indicators where Ir i = 1 if X (r )i is observed, and Ir i =
0 otherwise. Let O be the set of pairs (i , j ) that have joint sample size ni j :=∑n
r=1 Ir i Ir j > 1. The observed sample covariance of Xi and X j is
(4.1) Σ̂i j =
{
m̂i j −m̂i m̂ j , (i , j ) ∈O
Ø, otherwise,
where
(4.2) m̂i j =
∑n
r=1 X
(r )
i X
(r )
j Ir i Ir j∑n
r=1 Ir i Ir j
, m̂i =
∑n
r=1 X
(r )
i Ir i∑n
r=1 Ir i
,
or m̂i ≡µi if E[X (r )i ]=µi is known.
The observed sample covariance Σ̂O defined in Equation (4.1) is a consistent es-
timator of ΣO as ni j →∞,∀(i , j ) ∈O. Yet, for finite n, Σ̂O is not guaranteed to have
all principal minors positive, in which case it would not yield a proper MADGQ so-
lution if simply plugged in Equation (2.6) in place of the population quantity ΣO .
We use regularization to overcome this problem and to further improve estimation
accuracy in high-dimensions. We propose the MADGQlasso , a regularized variant
of the MADGQ optimization problem (Equation (2.6)) that enjoys desirable statis-
tical properties in high-dimensions thanks to `1 penalization:
DEFINITION 4.2 (MADGQlasso). The MAD graph quilting lasso is the solution
of the `1-penalized optimization problem
(4.3) ̂˜Θ = argmax
ΘÂ0,ΘOc=0
logdetΘ− ∑
(i , j )∈O
Θi j Σ̂i j − ‖Λ¯Θ‖1,off (MADGQlasso)
where Σ̂i j is the observed sample covariance defined in Equation (4.1), ‖M‖1,off =∑
i 6= j |Mi j | is the `1 matrix norm computed only over the off-diagonals of the matrix
M , Λ = [λi j ] is a matrix of nonnegative penalty parameters, and ¯ denotes the
Hadamard entrywise matrix product.
We can see that the MADGQlasso optimization problem (Equation (4.3)) com-
bines the MADGQ problem (Equation (2.6)) with an `1 penalty over the off-diagonal
entries of Θ, and imposes Θi j = 0 wherever ni j < 2. The following lemma shows
that the `1 penalty guarantees Equation (4.3) to have a solution that is unique as
long as the diagonals of Σ̂O are positive, without requiring the principal minors of
Σ̂O to be all positive:
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LEMMA 4.1. The MADGQlasso optimization problem in Equation (4.3) has a
unique solution if ‖Σ̂O‖∞ <∞, and Σ̂i i > 0 and λi j > 0, for all i , j ∈V .
Also the graphical lasso estimator (Yuan and Lin, 2007)
(4.4) Θ̂glasso = argmax
ΘÂ0
logdetΘ−
p∑
i , j=1
Θi j Σ̂i j − λ‖Θ‖1,off,
imposes an `1 penalty which enforces sparse solutions, but it assumes O ≡ V ×V
and ni j ≡ n ≥ 2 for any (i , j ). Therefore, the MADGQlasso framework is more gen-
eral than the graphical lasso, although it is an estimator of Θ˜, rather than Θ. The
study of the statistical properties of the MADGQlasso will prove to be more chal-
lenging than in the full data samples case of the graphical lasso. Theorem 4.1
in Section 4.2 determines the statistical behavior of the MADGQlasso in high-
dimensions.
In the following definition we specify two graph structure estimators, which
are finite sample versions of the graph structure recoveries ES and EU defined in
Section 3.2.3:
DEFINITION 4.3 (GRAPH STRUCTURE ESTIMATORS). Let ̂˜Θ be the MADGQlasso
estimator (Equation 4.3) based on the observed empirical covariance matrix Σ̂O
(Equation 4.1). Let Ŝξ and Ûξ1,ξ2 be equal to, respectively, the outputs of the RECO
Algorithm 3.1 (diag(Θ) known) and the RECO Algorithm 3.2 (diag(Θ) unknown)
using ̂˜Θ in place of Θ˜, and let τ,ξ,ξ1,ξ2 ∈ R be hyperparameters. We define the
following graph structure estimators:
(4.5) Ê τ,ξS =
{
(i , j ) ∈O : | ̂˜Θ| > τ}∪ Ŝξ (DIAG(Θ) KNOWN)
and
(4.6) Ê τ,ξ1,ξ2U =
{
(i , j ) ∈O : | ̂˜Θ| > τ}∪Ûξ1,ξ2 (DIAG(Θ) UNKNOWN)
Of course, a variant of Ê τ,ξ1,ξ2U based on partial correlations, say Ê
pcor,τ,ξ1,ξ2
U , can
also be obtained analogously to U pcorU in Section 3.2.3. The statistical properties
of these estimators are established in Theorems 4.2 and 4.3 in Section 4.2.2. Each
graph estimator requires the penalty parameter Λ and a parameter τ to obtain an es-
timate of EO . The optimal parameter Λ is given by Theorem 4.1 and, in practice, it
may be chosen using cross-validation or stability (Fan et al., 2009; Liu et al., 2010).
Under the assumptions of Theorem 4.2 the oracle parameter of τ is τ= ν/2 (Equa-
tion (3.3)) for Ê τ,ξS and Ê
τ,ξ1,ξ2
U , and τ= νpcor/2 (Equation (3.5)) for Ê
pcor,τ,ξ1,ξ2
U . In
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practice, whenever some basic knowledge about the graph is available, it may be
possible to reasonably approximate the threshold τ for any estimator. For instance,
suppose it is safe to assume that the proportion of edges in O is approximately
equal to piO ∈ [0,1]. Then, perhaps, the parameter τ may be chosen so that the es-
timate of EO , say ÊτO := Ê τ,ξS,O = Ê τ,ξ1,ξ2U ,O , contains no more than a proportion piO of
edges, that is
τ∗ =min{t : |Ê tO | ≤piO ×|O|}
Analogous argument can be done in terms of τpcor in relation to Ê
pcor,τ,ξ1,ξ2
U .
While Ê τ,ξS requires diag(Θ) and ξ to produce an estimate of the superset S ,
the estimator Ê τ,ξ1,ξ2U only needs two parameters ξ1 and ξ2. Thus, it is reasonable
to conclude that Ê τ,ξ1,ξ2U is more realistically feasible than Ê
τ,ξ
S because knowledge
of diag(Θ) is very unrealistic. Theorem 4.3 provides the oracle parameters for ξ1
and ξ2 for the exact recovery of the setU with high-probability. In order to choose
ξ1 and ξ2 in practice, at least two options are possible: (i) we simply set ξ1 = 0
and ξ2 = τ and accept the possibility of detecting several false distortions, which
in turn may lead to too large a set Û containing many false positives; (ii) we use
the bootstrap to approximate the standard deviation sdi j k of | ̂˜Θ(k)ik jk | – the finite
sample counterpart of Equation (3.26) based on the MADGQlasso estimator ̂˜Θ – for
all i , j ,k, and then set ξ1 = 2maxi j k sdi j k and ξ2 = ν−2maxi j k sdi j k . However,
the accurate theoretical study of all these possible solutions is beyond the scope of
this paper, and it is left to our future research.
4.2. Statistical properties of the estimators. In this section we establish the sta-
tistical guarantees for the estimators proposed in Section 4.1. We first specify the
statistical framework of analysis by stating some assumptions (Assumptions 4.1).
We then state three theorems: Theorem 4.1, which establishes the rates of con-
vergence of the MADGQlasso ̂˜Θ (Equation 4.3) as an estimator of the MADGQ
recovered precision matrix Θ˜ (Equation 2.6), and Theorems 4.2 and 4.3, which es-
tablish, respectively, the high-dimensional graph structure recovery guarantees of
Ê
τ,ξ
S (Equation (4.5)) and of Ê
τ,ξ1,ξ2
U (Equation (4.6)).
4.2.1. Assumptions. To investigate the statistical behavior of the MADGQlasso
in high-dimensions and the related graph structure estimators Ê τ,ξS and Ê
τ,ξ1,ξ2
U , we
first need to impose some assumptions to put the problem into a sufficiently general
but manageable framework. Several of our assumptions match those of Ravikumar
et al. (2011), who proved that the graphical lasso estimator (Equation (4.4)) is spar-
sistent for Θ – graph structure consistency – and concentrates about Θ in elemen-
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twise `∞-norm with rates expressed in terms of tail conditions on the probability
concentration inequalities of the empirical covariances. The results of Ravikumar
et al. (2011) are quite general as they do not require the data to be Gaussian, but
that the aforementioned tail conditions are of exponential or polynomial type; in
the special case of Gaussian data the convergence rate of the graphical lasso can be
expressed as O
(√
logp/n
)
. However, our situation is quite different in several as-
pects, so we need to depart from Ravikumar et al. (2011) in several aspects. Indeed,
the MADGQlasso estimator ̂˜Θ (Equation (4.3)) is based on a partially observed sam-
ple covariance matrix Σ̂O , whereas the graphical lasso uses a fully observed sample
covariance matrix. This requires us to make assumptions about the observed pairs
set O and the heterogeneous sample sizes across the entries of Σ̂O . Moreover, our
graph estimators Ê τ,ξS and Ê
τ,ξ1,ξ2
U involve several additional matrix manipulations,
such as thresholding and the RECO algorithms 3.1 and 3.2. The ensemble of all
those operations makes the study of the graph estimation performance more intri-
cate, requiring a delicate assessment of uncertainty propagation.
We make the following assumptions:
ASSUMPTIONS 4.1. Let ni j = ∑nr=1 Ir i Ir j be the joint sample size for node
pair (i , j ) (Definition 4.1), and let O = {(i , j ) : ni j > 1} be the observed set of node
pairs with minimum joint sample size n¯ = min(i , j )∈O ni j . Let Θ˜ be the MADGQ
precision matrix (Equation 2.6) based on the observed portion of the population
covariance matrix ΣO (Equation (2.6)), and let Σ˜ = Θ˜−1 and E˜ = {(i , j ) : Θ˜i j 6= 0}.
Let
(4.7) ω= min
i : Θ¯i i<Θi i
|Θi i − Θ¯i i |,
where Θ¯i i is defined in Equation (3.19) of the RECO Algorithm 3.1. Moreover, let
σ(n,²)=max(i , j )∈O σi j (n,²), where
(4.8) σi j (n,²)= inf
{
σ≥ 0 : P (|Σ̂i j ,n −Σi j | >σ)≤ ²−1
}
specifies the tail condition of the empirical covariance Σ̂i j ,n := Σ̂i j with sample
size ni j = n (Equation (4.1)). We assume
A1. For all i ∈V , ni i > 1.
A2. For any p, |Oc | = dηp2e, for some η< 1.
A3. ∃α ∈ (0,1] such that maxe∈E˜ c ‖ΓeE˜ (ΓE˜ E˜ )−1‖1 ≤ 1−α, where Γ= Σ˜⊗ Σ˜.
A4. σ(n,²) is nonincreasing with n and nondecreasing with ² ∈ (1,∞).
A5. The maximum node degree is d :=maxi=1,...,p ‖Θi ,V \{i }‖0 ≥ 1.
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Assumption A1 guarantees that (i , i ) ∈O,∀i ∈V , so that all diagonals of Σ and Σ̂
are included in ΣO and Σ̂O , respectively. Assumption A2 introduces the parameter
η, which measures the relative size of Oc . We will see that, even though a smaller
η means more observed node pairs, a larger η also implies a higher probability of
concentration of ̂˜Θ about Θ˜. Indeed, a smaller set O translates into less parameters
to estimate as a larger portionΘOc is set to zero in Equation (4.3). Assumption A3 is
the same mutual incoherence condition in Ravikumar et al. (2011), except that it is
imposed on Θ˜ rather than Θ. The mutual incoherence condition limits the influence
of the pairs of disconnected nodes on the pairs of connected nodes. Assumption A4
guarantees that the observed sample covariances concentrate around their target
values as the sample size increases. Finally, A5 specifies the node degree of the
graph.
4.2.2. Main theorems. The following theorem establishes the rate of conver-
gence of ̂˜Θ as an estimator of Θ˜:
THEOREM 4.1 (CONVERGENCE RATE OF MADGQlasso). Suppose Assump-
tions 4.1 hold, and let Λi j = λp,n¯ = 8ασ(n¯,pγ) with γ > 2, for all (i , j ) ∈O. There
exist a minimal sample size n¯∗ (Equation (A.2)) and a scalar C > 0 depending on
α and Γ defined in A3, such that for any n¯ ≥ n¯∗
(4.9) ‖ ̂˜Θ− Θ˜‖∞ ≤Cσ(n¯,pγ)
with probability larger than 1− (1−η)p2−γ, where ‖∗‖∞ is the elementwise `∞
norm.
Equation (4.9) induces a hyper-cubic region centered at the target parameter Θ˜.
For a fixed parameter γ > 2, the estimator ̂˜Θ lies in this region with probability
larger than 1− (1−η)p2−γ. The size of this region decreases as the minimal sam-
ple size n¯ increases, and increases with the number of nodes p according to the
tail condition on the empirical covariance estimator (Equation (4.8)). A larger γ
systematically yields a larger hyper-cube and, correspondingly, a larger guaran-
teed probability of concentration for any given n¯ and p. Also, a larger η, which
measures the relative size of Oc , yields a larger probability of concentration. The
latter is an important aspect of the MADGQlasso : while the rate of convergence in
Equation (4.9) matches the one of the graphical lasso (Ravikumar et al., 2011),
the guaranteed probability of concentration of ̂˜Θ around Θ˜, i.e. 1− (1−η)p2−γ, is
larger than the probability of concentration of the graphical lasso about Θ with full
sample covariances, i.e. 1−p2−γ. Indeed, this is because ̂˜Θ has less parameters to
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estimate, as ̂˜ΘOc has been constrained to be zero, which is beneficial since, by def-
inition, Θ˜Oc = 0. The proof of Theorem 4.1 in Appendix A builds upon the one of
Theorem 1 in Ravikumar et al. (2011) for the convergence rates of the graphical
lasso, but it departs from it in several aspects because of the additional constraint
ΘOc = 0 of the MADGQlasso (Equation (4.3)) and the diverse sample sizes across
the entries of the partially observed empirical covariance matrix Σ̂O .
For the special case of Gaussian data, the rate of convergence established by
Theorem 4.1 takes the explicit form given in the following corollary:
COROLLARY 4.1 (CONVERGENCE RATE IN THE GAUSSIAN CASE). Sup-
pose the conditions of Theorem 4.1 hold. If the data are i.i.d. multivariate Gaus-
sian, then there exists a scalar C > 0 depending on α, Γ, and γ such that Equa-
tion (4.9) reduces to
(4.10) ‖ ̂˜Θ− Θ˜‖∞ ≤C
√
logp
n¯
This corollary shows that with Gaussian data the minimal sample size n¯ needs
to scale with the logarithm of the number of nodes p in order to guarantee concen-
tration of ̂˜Θ about Θ˜.
Although it is also possible to show that the MADGQlasso estimator (Equa-
tion (4.3)) is sparsistent for Θ˜ (that is, under some conditions, ̂˜Θ has same graphical
structure as Θ˜ with high probability), because we build the graph estimators Ê τ,ξS
and Ê τ,ξ1,ξ2U (Definition 4.3) via thresholding strategies and the application of the
RECO algorithms (3.1 and 3.2), such sparsistency result is not necessary. In fact,
we only need to exploit the bound in Equation (4.9) to show that, whenever ̂˜Θ
gets sufficiently close to Θ˜, the graph estimators Ê τ,ξS and Ê
τ,ξ1,ξ2
U (with appropriate
choice of parameters τ,ξ,ξ1,ξ2) match their population level counterparts ES and
EU (Section 3.2.3) with high probability. We establish the statistical guarantees of
the two graph structure estimators separately in two theorems, Theorem 4.2 and
Theorem 4.3. In these two theorems, while the statements about the recovery in O
are identical, the properties of the recovered edges of Oc differ as they are based on
the two different RECO Algorithms 3.1 and 3.2, where the first assumes diag(Θ)
known and the second does not.
In the following theorem we establish the high-dimensional graph structure re-
covery guarantees provided by the graph structure estimator Ê τ,ξS when diag(Θ) is
known (Equation (4.5)):
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THEOREM 4.2 (FINITE SAMPLE GRAPH RECOVERY – diag(Θ) KNOWN).
Suppose Assumptions 4.1 hold, and further assume δ < ν/2 (Equations (3.2) and
(3.3)). Moreover, let Λi j = λp,n¯ = 8ασ(n¯,pγ) with γ > 2 for all (i , j ) ∈ O, and let
ÊS ≡ Ê ν/2,−ω/2S be as in Equation (4.5) where we set τ= ν/2 and ξ=−ω/2 (Equa-
tion (4.7)). Then
(i). EXACT GRAPH RECOVERY IN O .
For n¯ > n¯∗O = max
{
n¯∗,min{n :Cσ(n,pγ)≤ ν/2−δ}}, where C is a scalar
depending on α and Γ, with probability larger than 1− (1−η)p2−γ we have
(4.11) ÊS,O = EO
(ii). NO FALSE NEGATIVES IN Oc .
For n¯ > n¯∗
S
=max{n¯∗,min{n :D√dpσ(n,pγ)≤ω/2}}, where D is a scalar
depending on α and Γ, with probability larger than 1− (1−η)p2−γ we have
(4.12) ÊS,Oc =S ⊇ EOc ,
where S is the superset of edges of Oc (Equation (3.22)).
Theorem 4.2 states the conditions under which, with high probability, the graph
structure estimator ÊS exactly recovers the true graph structure in O (EO) and the
superset of edges in Oc (S ⊇ EOc , Equation (3.22)) obtained via the RECO Algo-
rithm 3.1. Specifically, part (i) of the theorem combines the theorem on the exact
graph recovery in O (Theorem 3.2) with the theorem on the rate of convergence
of the MADGQlasso (Theorem 4.1), thereby identifying the conditions that guar-
antee ̂˜Θ to be sufficiently close to Θ˜ to let us threshold it appropriately as per
Theorem 3.2. Part (ii) of the theorem combines the theorem on the superset of
edges in Oc (Theorem 3.4) with the theorem on the rate of convergence of the
MADGQlasso (Theorem 4.1), demonstrating that also in the finite sample setting it
is possible to recover all the edges in Oc with high probability. We can see that,
in both parts of the theorem, the required sample sizes n¯∗O and n¯
∗
S
decrease with
ν/2−δ (positive by assumption) and with ω (Equation (4.7)). This is reasonable
because: (a) ν/2−δ is the maximum distortion allowed between ̂˜Θ and Θ˜ to guar-
antee δ̂ :=max(i , j )∈O,i 6= j |Θi j − ̂˜Θi j | ≤ ν/2, allowing us to apply Theorem 3.2 on ̂˜Θ
rather than on Θ˜ for the exact recovery of EO with high-probability; (b) ω is the
smallest of the nonzero distances |Θ¯i i −Θi i |, i = 1, ...,p, where Θ¯i i and Θi i are key
quantities of the RECO Algorithm 3.1 as it is built upon the detection of instances
where Θ¯i i < Θi i – the tighter the inequality is, the more difficult it is to verify it
accurately. Hence, in both cases, a larger minimal sample size is required when
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ν/2−δ or ω are smaller because the distinction between signal and noise becomes
subtler. Corollary 4.2 provides more explicit expressions of the minimal required
sample sizes n¯∗O and n¯
∗
S
for the case of Gaussian data.
In the following theorem we establish the high-dimensional graph structure re-
covery guarantees provided by the graph structure estimator Ê τ,ξ1,ξ2U when diag(Θ)
is unknown (Equation (4.6)):
THEOREM 4.3 (FINITE SAMPLE GRAPH RECOVERY – diag(Θ) UNKNOWN).
Suppose Assumptions 4.1 hold, and further assume δ < ν/2 (Equations (3.2) and
(3.3)) and let Λi j = λp,n¯ = 8ασ(n¯,pγ) with γ > 2 for all (i , j ) ∈ O. Moreover, let
ÊU ≡ Ê ν/2,ψ1,ν−ψ2U be as in Equation (4.5) where we set τ = ν/2 and ξ1 = ψ1 and
ξ2 = ν−ψ2 with
(4.13) ψ1 = min
0<Θ˜(k)ik jk<ν
|Θ˜(k)ik jk |/2 and ψ2 =
ν− max
0<Θ˜(k)ik jk<ν
|Θ˜(k)ik jk |
/2
where Θ˜(k)ik jk is defined in Equation (3.27) of Algorithm 3.2. Then
(i). EXACT GRAPH RECOVERY IN O .
For n¯ > n¯∗O = max
{
n¯∗,min{n :Cσ(n,pγ)≤ ν/2−δ}}, where C is a scalar
depending on α and Γ, with probability larger than 1− (1−η)p2−γ we have
(4.14) ÊU ,O = EO
(ii). MINIMAL EDGE RECOVERY IN Oc .
For n¯ > n¯∗
U
= max{n¯∗,min[n :D√dpσ(n,pγ)≤min(ψ1,ψ2)]}, where D
is a scalar depending on α and Γ, with probability larger than 1−(1−η)p2−γ
we have
(4.15) ÊU ,Oc =U ,
where U is the set in Equation (3.29) containing at least N edges of Oc
(Equation (3.30)).
Theorem 4.2 states the conditions under which, with high probability, the graph
structure estimator ÊU exactly recovers the true graph structure in O (EO) and the
set U in Equation (3.29) containing at least N edges of Oc (Equation (3.30)). The
condition n¯ > n¯∗
U
guarantees that, with probability larger than 1− (1−η)p2−γ, the
estimator ̂˜Θ(k)ik jk is sufficiently close to Θ˜(k)ik jk so that, for any i , j ,k, the condition
ψ1 < | ̂˜Θ(k)ik jk | < ν−ψ2 is equivalent to 0 < |Θ˜(k)ik jk | < ν, which is the condition used
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in Equation (3.27) of the RECO Algorithm 3.2 with ξ1 = 0,ξ2 = ν. Theorem 4.3
may also be restated in terms of Ê pcorU by replacing Θ˜
(k) by its standardized version
R˜(k) =−diag(Θ˜(k))− 12 Θ˜(k)diag(Θ˜(k))− 12 , and ν by νpcor.
The following corollary provides more explicit expressions of the minimal sam-
ple sizes n¯∗O , n¯
∗
S
, n¯∗
U
used in Theorems 4.2 and 4.3 for the case of Gaussian data:
COROLLARY 4.2 (SAMPLE COMPLEXITY IN THE GAUSSIAN CASE). Sup-
pose the conditions of Theorem 4.1 hold. If the data are i.i.d. multivariate Gaussian
then the minimal joint sample sizes n¯∗O , n¯
∗
S
, and n¯∗
U
required in Theorems 4.2 and
4.3 are
(4.16) n¯∗O =max
{
n¯∗, CO
logp
(ν/2−δ)2
}
(GRAPH IN O)
(4.17) n¯∗S =max
{
n¯∗, CS
dp logp
ω2
}
(GRAPH IN Oc −DIAG(Θ) KNOWN)
(4.18) n¯∗U =max
{
n¯∗, CU
dp logp
min(ψ1,ψ2)2
}
(GRAPH IN Oc−DIAG(Θ) UNKNOWN)
where CO , CS , and CU are scalars depending on α, Γ, and γ.
We can see that the minimum theoretical sample sizes to achieve graph structure
recovery as per Theorems 4.2 and 4.3 depend on the parameters δ,ν,ω, andψi . The
smaller the quantities ν/2−δ, ω, and min{ψ1,ψ2} are, the subtler the distinction
between signal and noise becomes, and therefore a larger sample size is required
to achieve exact recovery of EO , S or U .
5. Simulations. We now illustrate the statistical properties of the MADGQlasso
with an extensive simulation study. We generate Gaussian data with various choices
of number of nodes p, nodal degree d , sample size n, relative size of Oc measured
by η = |Oc |/p2 ∈ [0,1) (see Assumptions 4.1), and with graph G belonging to one
of the following classes illustrated in Figure 4(A):
(i) Chain (d = 2).
(ii) Loop (d = 2).
(iii) Star (1≤ d ≤ p).
(iv) Tree (binary case, d = 3).
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(v) Spatial model S(p,w,r ), where nodes have spatial positions w = {w1,..., wp },
and nodes (i , j ) are connected if their distance Di j = ‖wi −w j‖2 is below r .
(vi) Erdo˝s-Rényi model ER(p,pi) (Erdo˝s and Rényi, 1959), where the edges are
randomly assigned to node pairs independently with probability pi. The ex-
pected node degree is equal to ppi.
(vii) Barabási-Albert model BA(p,p0) (Albert and Barabási, 2002), where p0 <
p is the initial number of connected nodes, and the other p − p0 nodes are
sequentially added to the network by connecting each of them to an existing
node i of degree di with probability proportional to di /
∑
k dk .
(viii) Spatial-Random model SR(p,w, f ), where nodes have spatial positions w =
{w1, ...,wp }, and a pair (i , j ) is connected with probability pii j = f (Di j ), where
f is a decreasing function of the distance Di j = ‖wi −w j‖2, e.g. f (x) =
e−ax ,a > 0. This model produces networks that reflect the spatial neuronal
functional connectivity structure observed in some brain cortical areas (Vinci
et al., 2018a,b), where two neurons are more likely to be conditionally inde-
pendent when physically farther apart (Di j large).
In Section 5.1 we verify the rates of convergence postulated by Theorem 4.1, while
in Section 5.2 we assess the graph recovery performance based on the graph esti-
mators in Definition 4.3. Throughout these sections we set λi j ≡λ,∀i 6= j in Equa-
tion (4.3), denoting the MADGQlasso estimator by ̂˜Θ(λ), and, to avoid our conclu-
sions depend on a specific tuning selection criterion, in several occasions we pick
λ∗ = argminλ≥0 ‖ ̂˜Θ(λ)− Θ˜‖∞, which produces the oracle MADGQlasso denoted
by ̂˜Θ(λ∗). This oracle quantity may be viewed as the best possible evaluation of̂˜Θ(λ) as an estimator of Θ˜ that could ever be achieved with any penalty parameter
selection criterion that aims at minimizing the `∞ distortion between ̂˜Θ(λ) and Θ˜.
Similarly, we denote the oracle graphical lasso (Equation (4.4)) by Θ̂(λ∗∗), where
λ∗∗ = argminλ≥0 ‖Θ̂(λ)−Θ‖∞. All ground truth precision matrices used here have
diagonals equal to 1, while the nonzero off-diagonals have magnitude p−1, 25% of
which are positive and 75% are negative (correspondingly, 75% of nonzero partial
correlations are positive). We ensure all matrices satisfy Assumptions 4.1. We cre-
ate graph quilting scenarios by assuming the observed nodal sets V1, ...,VK ⊂ V to
be given by
(5.1) Vk =
{
1+
⌊
k−1
K−1 (p−q0)
⌋
, ....,q0+
⌈
k−1
K−1 (p−q0)
⌉}
,
where p/K < q0 < p so that |Vk | ≈ q0,∀k = 1, ...,K , and a smaller q0 implies a
larger η, and vice versa. To avoid this specific observational scheme causes any
loss of generality, all precision matrices built as described above have their rows
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FIG 4. Convergence rate of MADGQlasso . (A) Classes of graphs used in simulations. (B) LOSS90
for chain graphs of various number p of nodes plotted versus the rescaled minimum sample size
n¯/logp. All curves concentrate about g (t ) =Ct−β, with β = 1/2 and some constant C > 0 (dashed
curve fitted using least squares), in agreement with Equation (4.10). (C) Fitted β̂ versus η for various
graph structures. In all cases β̂≥ 1/2.
and columns finally randomly permuted so that the set Oc approximately contains
η×100% of the total edges.
5.1. Simulation 1 – Rates of convergence. Given a p × p precision matrix Θ
with graph belonging to one of the classes (i)-(viii) listed above, we generate
N = 100 datasets of n Gaussian random vectors X (1), ...,X (n) i.i.d.∼ N (0,Θ−1). Then,
for a given observational scheme as per Equation (5.1) with K = 3 and missing-
ness proportion η, we compute the N corresponding oracle MADGQlasso estimateŝ˜Θ(λ∗), and the related `1 distortions ‖ ̂˜Θ(λ∗)−Θ˜‖∞. In Figure 4(A) we illustrate the
results for the case of a chain graph and missingness proportion η = .1. We com-
pute the 90th empirical quantile of the N computed `1 distortions (LOSS90) and
plot it versus the scaled minimum joint sample size n¯/logp for p ∈ {50,100,200}
and 500 ≤ n ≤ 50000. This graph shows that the `1 distortion ‖ ̂˜Θ(λ∗)− Θ˜‖∞ at a
given scaled sample size n¯/logp is below the displayed curves with probability
at least 0.9. All curves concentrate about the function g (t )=Ct−β (dashed curve),
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FIG 5. Performance of the graph estimators Ê τ,ξS , Ê
τ,ξ1,ξ2
U (Definition 4.3). We display the AUC
in O (blue curves) and Oc (black and red curves) as functions of the minimal joint sample size n¯
and relative size of Oc given by η for two graph types with p = 100 nodes: Erdo˝s-Rényi ER(p =
100,pi= 0.05) and Barabási-Albert BA(p = 100,p0 = 1). The AUC in O degrades with η but steadily
increases with n¯ converging to 1 for any η. On the other hand, the AUC in Oc is based either on
the set ÊS,Oc = Ŝξ (red curve) or the set ÊU ,Oc = Ûξ1,ξ2 (black curve); the likely presence of false
positives can produce a low specificity explaining the systematically lower AUC that, however, stays
well above the level 0.5 of random edge assignment.
where β = 1/2 and C > 0 is a constant. This result confirms the rate of conver-
gence established in Equation (4.10). We further repeat the simulation in (A) for
several other graph structures and proportions of missingness η ∈ (0, .3]. For each
case, we regress LOSS90 on t = n¯/logp assuming the regression form g (t )=Ct−β.
In Figure 4(B) we plot the fitted β̂ versus η. We can see that for any η the esti-
mated β is slightly larger than 1/2, indeed confirming an even slightly faster rate
of convergence than in Equation (4.10).
5.2. Simulation 2 – Graph recovery performance. We now investigate the graph
recovery performance of the graph structure estimators Ê τ,ξS and Ê
τ,ξ1,ξ2
U in Defini-
tion 4.3. We consider several scenarios with various values of minimal joint sample
size n¯ and relative size of Oc given by η, for the estimation of the graph models
(vi)-(viii) with p = 100 nodes: Erdo˝s-Rényi ER(p = 100,pi = 0.05) and Barabási-
Albert BA(p = 100,p0 = 1). We quantify the graph performance in terms of the
area under the ROC curve (AUC), which summarizes the sensitivity and specificity
across changes of the penalty parameter λ and the hyperparameters τ, ξ, ξ1 and ξ2
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(Definition 4.3). Figure 5 displays the AUC in O (blue curves) and Oc (black and
red curves) as functions of the minimal joint sample size n¯ and relative size of Oc
given by η for the two graph types. The AUC in O degrades with η but steadily
increases with n¯ converging to 1 for any η. On the other hand, the AUC in Oc
is based either on the set ÊS,Oc = Ŝξ (red curve) or the set ÊU ,Oc = Ûξ1,ξ2 (black
curve); the likely presence of false positives can produce a low specificity explain-
ing the systematically lower AUC that, however, stays well above the level 0.5 of
random edge assignment.
6. Neuronal functional connectivity estimation from nonsimultaneous cal-
cium imaging recordings. As explained in Section 1.2, neuronal functional con-
nectivity is the statistical dependence structure of neurons’ activities. Estimating
functional connectivity from in vivo neuronal recordings helps us understand how
neurons interact with one another while they process information under different
stimuli and other experimental conditions. The study of functional connectivity
enables us to understand the functions, and potentially the structure, of neuronal
circuits, but also the causes of their dysfunction that characterize various brain
disorders (Baggio and Junqué, 2019; Engels et al., 2018; Cai et al., 2018). The
functional connectivity of p neurons can be described by means of a conditional
dependence graph, where p nodes represent the neurons, and an edge connects two
nodes if and only if the activities of the corresponding neurons are dependent con-
ditionally on the activity of all the other cells and input sources. Gaussian graphical
models have been successfully applied to several neuronal data recordings to infer
the functional connectivity of hundreds of neurons (Vinci et al., 2018a,b; Yatsenko
et al., 2015).
New ambitious neuroscience projects involve the recording of the activities of
tens of thousands of neurons in 3-dimensional portions of brain through calcium
imaging technology (Pnevmatikakis et al., 2016; Pachitariu et al., 2016; Stringer et
al., 2019). For instance, consider the massive publicly available data set of Stringer
et al. (2019) consisting of calcium activity traces of about 10,000 neurons in a cubic
portion of mouse visual cortex (70–385µm depth). These neurons were simultane-
ously recorded in vivo using 2–photon imaging of GCaMP6s with 2.5Hz scan rate
(Pachitariu et al., 2016), while the animal was free to run on an air-floating ball in
complete darkness for about 105 minutes. In Figure 6(A) we display the neurons’
spatial positions occupying a 1mm×1mm× .5mm 3-dimensional space, and the
functional connections recovered with the graphical lasso (Glasso) based on the
full data (we display 6000 edges for illustration).
The large scale recordings allowed by calcium imaging technologies certainly
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FIG 6. (A) Brain cube functional connectivity network of 9136 neurons (mouse visual cortex) esti-
mated from full data for a given number of edges equal to 6000. (B) Example of nonsimultaneously
recorded subsets of the brain cube. (C) Jointly observed pairs of neurons given scheme in B (η≈ .2).
(D) Graph divergence of Ê τ,ξ1,ξ2U from Glasso as a function of η and total number of edges in the
graph. (E) Graphical lasso network estimate based on simultaneous neuronal recordings of the most
superficial cortical layer of (A), and network recovery assuming neurons in top shaded areas are
never recorded simultaneously with neurons in bottom shaded areas (two cases: η = .2 and η = .4).
Ê
τ,ξ1,ξ2
U largely recovers the network structure, with a few comparative false positives highlighted in
red and comparative false negatives highlighted in blue.
poses the statistical challenge of extreme high-dimensionality, since the length of
the experiments, and thereby the sample size, cannot be increased likewise that
much. However, this is not the only challenge. A fundamental trade-off between
temporal and spatial resolution characterizes calcium imaging technologies: the
more neurons we aim to record from simultaneously, the coarser the time resolu-
tion is. Since important neuronal activity patterns happen on very short time scales,
it is often preferred to record the activities of a subset of neurons at once with a
fine temporal resolution rather than recording the activities of the entire neuronal
population simultaneously with a coarse time resolution. This is particularly nec-
essary when a 1mm3 portion of brain, containing about 100,000 neurons, has to be
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recorded. In Figure 6(B) we illustrate a possible observational scheme over a brain
portion where three subsets of neurons are recorded with a fine temporal resolution
over separate experimental sessions, i.e. nonsimultaneously. Yet, if these subsets
of the neuronal population are recorded nonsimultaneously, only a subset O of all
possible pairs of neurons may have joint observations, while the rest (Oc ) remain
unobserved with no empirical covariance (Figure 6(C)). Hence, the graph quilting
problem arises.
Assuming the observational scheme in (C), we drop data from the 105 minutes
recordings (the data used in (A)) in a way that each of the three subsets of neu-
rons is roughly recorded 105/3 minutes, and compute Ê τ,ξ1,ξ2U (tuned to have same
number of edges as Glasso estimate) for different numbers of edges and values of
η (by varying size of each neuronal subset), and assessed the divergence of Ê τ,ξ1,ξ2U
from Glasso in terms of false positive proportion (FPP), false negative proportion
(FNP), sensitivity (SENS) and specificity (SPEC). Figure 6(D) shows that these
divergences increase with the number of edges and, as expected, with η. However,
we can see that FNP and 1-SPEC are particularly low. This result is in line with
Theorem 3.1, which guarantees that, at the population level, the MADGQ contains
false negatives only in situations that are Lebesgue measure negligible. This prop-
erty is inherited by the MADGQlasso with high probability. Finally, to provide more
insight, in Figure 6(E) we show the graphical lasso network estimate based on si-
multaneous neuronal recordings of the most superficial cortical layer of (A), and
network recoveries assuming that neurons in top shaded areas are never recorded
simultaneously with neurons in bottom shaded areas (two cases: η= .2 and η= .4).
Ê
τ,ξ1,ξ2
U largely recovers the network structure, with a few comparative false posi-
tives highlighted in red and comparative false negatives highlighted in blue.
7. Discussion. We introduced and investigated the graph quilting problem in
Gaussian graphical models. This problem asks for the retrieval of the precision
matrix Θ and the associated graph G = {V ,E }, where E = {(i , j ) : Θi j 6= 0}, given a
partially observed covariance matrix ΣO = {Σi j : (i , j ) ∈O} for some subset of in-
dices O. We extended this to the estimation of Θ and G from an incomplete set of
empirical covariances Σ̂O . We first demonstrated that, with no additional assump-
tions, it is impossible to recoverΘ andG from ΣO alone since there is no one-to-one
mapping between ΣO and Θ. On the other hand, as a first step, we demonstrated
that a simple maximum determinant (MADGQ) estimator Θ˜ can be shown to be
close to the true Θ under certain conditions. In general, the graph induced by Θ˜
given by E˜ = {(i , j ) : Θ˜i j 6= 0} can be quite different from the true graph E . In or-
der to deal with this, we proposed a thresholding strategy targeted at eliminating
only the spurious edges in Θ˜; we show that under certain conditions, this procedure
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removes any edge (i , j ) of E˜ wherever Θi j = 0 and yields perfect graph recovery
in O. Furthermore, we devised an algorithm that we dub Recursive Complement
(RECO) to recover edges in Oc by exploiting the positions of the detected “dis-
tortions” in Θ˜. When the diagonals of Θ are known, then it is possible to use the
RECO algorithm to obtain a nontrivial superset of all edges in Oc ; otherwise, it is
possible to recover at least a minimum number of edges in Oc . In the finite sample
setting, we conduct the aforementioned graph recoveries with an `1 regularized
version of MADGQ , the MADGQlasso , based on an incomplete sample covariance
matrix. We established the statistical properties of two graph estimators based on
MADGQlasso . We also verified the theoretical results via simulations and illustrated
the use of the methods with the analysis of real calcium imaging data.
The graph quilting framework and the proposed algorithms are novel, and sev-
eral extensions are possible. We expect graph quilting, in the forms presented in
this paper or others, to play an important role in the analysis of data from disparate
fields where observations are structurally missing, such as neuroscience, genomics,
analysis of medical records, proteomics, and finance.
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APPENDIX A: PROOFS OF MAIN RESULTS
PROOF OF THEOREM 2.1. A positive definite completion of ΣO exists since Σ
is positive definite. Thus, the max-determinant completion of ΣO (Equation (2.7))
has a unique solution Σ˜= Θ˜−1 where Θ˜Oc ≡ 0 and [Θ˜−1]O =ΣO . On the other hand
[Θ−1]O =ΣO , and since E ⊆O, we also have ΘOc ≡ 0. Therefore Θ˜=Θ.
PROOF OF LEMMA 2.1. The solution Θ˜ = Σ˜−1 to Equation (2.6) is uniquely
identified by the constraints detΘ˜> 0⇔ det Σ˜> 0 and Θ˜Oc = [Σ˜−1]Oc = 0, and by its
first order condition [Θ˜−1]O−ΣO = 0 ⇔ Σ˜O =ΣO . The solution Σ˜ to Equation (2.7)
is uniquely identified by the constraints det Σ˜> 0 and Σ˜O =ΣO , and by its first order
condition [Σ˜−1]Oc = 0. Hence, Equations (2.6) and (2.7) are equivalent.
PROOF OF THEOREM 3.1. Let ν be the Lebesgue measure restricted to the pos-
itive definite cone S ++p of p × p positive definite matrices. Define the function
FO :S ++p →S ++p as FO(Θ) = Θ˜, where Θ˜ is the MADGQ solution based on ΣO =
[Θ−1]O . Since F is a continuous function of ΣO (Lemma B.4), we have that ν({Θ ∈
S ++p : FO(Θ)i j = 0})= 0 for any (i , j ) ∈O. Thus,
ν
(
∪(i , j )∈O{Θ ∈S ++p : FO(Θ)i j = 0}
)
≤ ∑
(i , j )∈O
ν
(
{Θ ∈S ++p : FO(Θ)i j = 0}
)
= 0
Therefore, given ΘO , the set of positive definite matrices that have a MADGQ com-
pletion containing false nondiscoveries in O occupies a subset of the positive defi-
nite cone of null hyper-volume.
PROOF OF THEOREM 3.2. For ‖ΘOc‖∞ sufficiently small, we have δ < ν/2,
since Θ˜O is a continuous function of ΘOc for fixed ΘO (Lemma B.4), and Θ˜O =ΘO
at ΘOc = 0. Then for any (i , j ) ∈O,
Θ˜i j ∈ [Θi j −δ,Θi j +δ]⊂ (Θi j −ν/2,Θi j +ν/2)
The latter interval overlaps with [−ν/2,ν/2] if and only if Θi j = 0, because |Θi j | >
0⇔|Θi j | ≥ ν. Hence, Θ˜i j > ν/2⇔Θi j > 0, and Θ˜i j <−ν/2⇔Θi j < 0.
PROOF OF THEOREM 3.3. The first part of the statement of this lemma is a
simplified version of Lemma B.6, therefore its proof is straightforward. Moreover,
Let γEF = ‖ΘEF‖∞ and γEE = ‖Θ−1EE‖∞. The proof of the second part of the lemma
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follows from a direct application of Lemmas B.1, B.2, and B.3 to the blocks of the
matrix Θ− Θ˜ in
‖Θ− Θ˜‖∞ = max
(D,E)∈{A,B ,C }
‖ΘDE − Θ˜DE‖∞,
and
‖Θ− Θ˜‖0 =
∑
(D,E)∈{A,B ,C }
‖ΘDE − Θ˜DE‖0
where all addends satisfy the functional form given in the statement.
PROOF OF LEMMA 3.1. Let Θ ∈S ++p be a positive definite matrix with inverse
Σ=Θ−1. The Schur complement implies that for any U ⊂V = {1, ...,p}
ΣUU =
(
ΘUU −ΘUU cΘ−1U cU cΘU cU
)−1
Thus, if Θ˜ ∈S ++p has inverse Σ˜= Θ˜−1 such that ΣO = Σ˜O , where O =∪Kk=1Vk ×Vk ,
with Vk ⊂V = {1, ...,p}, then
ΘUU −ΘUU cΘ−1U cU cΘU cU = Θ˜UU − Θ˜UU c Θ˜−1U cU c Θ˜U cU
for any U ⊂V such that U ×U ⊆O.
PROOF OF THEOREM 3.4. The Schur complements of ΘV ck V ck and Θ˜V ck V ck are
entangled by ΣVkVk through Equation (3.18). Since ΘV ck V ck Â 0, then
wTΘ−1V ck V ck w > 0 ⇐⇒ w 6= 0.
Thus, for any k ∈ 1, ...,K and any i ∈Vk ,
(A.1) Θ˜(k)ik ik <
[
ΘVkVk
]
ik ik
⇐⇒
[
ΘVkV ck
]
ik∗
6= 0,
where
[
ΘVkVk
]
ik ik
≡ Θi i , and M j∗ is the j -th row of matrix M . For every i ∈ V
we need the inequality in Equation (A.1) to be satisfied for all k such that i ∈
Vk . Hence, requiring Θ¯i i < Θi i in Equation (3.20) ensures EOc ⊆ S ; this proves
part (i ). To prove (i i ), note that the set D¯ contains all elements of D that identify
rows falling in O˘c that surely contain at least one true edge; this is because the
condition Vk ×V ck ⊆ Oc guarantees that the distortions on the diagonals of Θ¯VkVk
are incontrovertibly due to edges in Oc .
PROOF OF PROPOSITION 3.1. The set H¯0,ν contains all elements ofH0,ν that
identify rows falling in O˘c that surely contain at least one true edge. Taking pro-
jections of O˘c ∩ (H¯0,ν×H¯0,ν) lets us identify the minimum number of true edges
in U , in a similar fashion as in Theorem 3.4.
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PROOF OF THEOREM 3.5. (i) Lemma B.7 guarantees that if Θ˜i i <Θi i with i ∈
A, then there must be a nonzero entry on row i in ΘAC . Moreover, if Θ˜ j j <Θ j j with
i ∈C , then there must be a nonzero entry on column j in ΘAC . On the other hand,
if Θ˜i i = Θi i with i ∈ A, then ΘiC = 0, and if Θ˜ j j = Θ j j with j ∈ C , then ΘA j = 0.
Therefore the set S in Equation (3.33) contains all pairs of nodes in A×C that
are connected. (ii) The set S is a Cartesian product where every row and every
column contains at least one edge. Thus, the minimum number of true edges in S
is M , while the maximum number of edges is mM , that is the cardinality of S .
(iii) Finally, from the same reasoning used in (i), the existence of any edge in S
would have at least one but no more than the distortions observed in the diagonals
of Θ˜AA and Θ˜CC .
PROOF OF PROPOSITION 3.2. The second part of Lemma B.7 guarantees that
if a distortion is found in the off-diagonal entries in A × (A ∪B) and (B ∪C )×
C , then it is possible to identify rows and columns of ΘAC that are nonzero, as
in Theorem 3.5. However, off-diagonal distortions are not necessary to diagonal
distortions, and there might be more distortions beyond those entries where |Θ˜i j | <
ν. But, by construction, U contains at least max{|Aν|, |Cν|} true edges.
PROOF OF LEMMA 4.1. The maximum in Equation (4.3), if it exists, is unique
because the objective function is strictly concave as its log-determinant component
is strictly concave. To see that the maximum is achieved, first note that, for λi j >
0,∀(i , j ) ∈O, Lagrangian duality lets us rewrite Equation (4.3) as
̂˜Θ= argmax
ΘÂ0,ΘOc=0,‖Λ¯Θ‖1,off≤C (Λ)
logdetΘ− ∑
(i , j )∈O
Θi j Σ̂i j ,
for some C (Λ)<∞. This representation shows that the off-diagonal elements of Θ
are bounded within the weighted `1-ball, meaning that only {Θi i }i∈V might poten-
tially diverge to infinity, and thereby the objective function. However, we have
logdetΘ− ∑
(i , j )∈O
Θi j Σ̂i j ≤ logdetΘ−
∑
i∈V
Θi i Σ̂i i +const
≤ ∑
i∈V
(
logΘi i −Θi i Σ̂i i
)+const
=: −h(Θ11, ...,Θpp ),
where the first inequality holds because the off-diagonals of Θ are bounded in the
`1-ball and ‖Σ̂O‖∞ <∞, while the second inequality is an application of Hadamard’s
inequality for positive definite matrices. The function h is a coercive function of
{Θi i }i∈V since it diverges to ∞ for any sequence ‖(Θt11, ....,Θtpp )‖2 →+∞, as long
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as Σ̂i i > 0,∀i ∈ V . Therefore, the maximum of the objective function of Equa-
tion (4.3) is attained. Finally, a matrix Θ̂ Â 0 is optimal for Equation (4.3) if and
only if there exists Ẑ in the sub-differential ∂‖∗‖1,off evaluated at Θ̂ satisfying the
first order condition Σ̂O − [Θ̂−1]O +ΛO ¯ ẐO = 0.
PROOF OF THEOREM 4.1. Let S = {(i , j ) : Θ˜i j 6= 0}. Since Θ˜Oc = 0, we have
S ⊆O, Oc ⊆ Sc , and S∪ (Sc \Oc )=O. Let ̂˜ΘS be a more constrained version of the
MADGQlasso in Equation (4.3) where the constraint ΘOc = 0 is replaced by ΘSc = 0.
Define
WO = Σ̂O −ΣO ,
∆ = ̂˜ΘS − Θ˜,
R(∆) = ( ̂˜ΘS)−1− Σ˜+ Σ˜∆Σ˜,
Γ = Σ˜⊗ Σ˜,
κΣ = |||Σ˜|||∞ =max
j
p∑
k=1
|Σ˜ j k |,
κΓ = |||(ΓSS)−1|||∞
The following proof exploits the results B1, B2, and B3 of Lemma B.8. Let λn¯ =
8
ασ(n¯,p
γ), and suppose
(i) ‖WO‖∞ ≤σ(n¯,pγ)
(ii) n¯ ≥ n¯∗ where
(A.2) n¯∗ =min
{
n :σ(n,pγ)≤ [2(1+ 8α )23d max{κΣκΓ,κ3Σκ2Γ}]−1}
1. First, note that
‖WO‖∞+λn¯ ≤ σ(n¯,pγ)+ 8ασ(n¯,pγ)
= (1+ 8α )σ(n¯,pγ)
≤ (1+ 8α )
[
2(1+ 8α )23d max{κΣκΓ,κ3Σκ2Γ}
]−1 [using (ii)]
≤ [2κΓ]−1 min{(3κΣd)−1, (3κ3ΣκΓd)−1} (1+ 8α )−1︸ ︷︷ ︸
≤1
≤ [2κΓ]−1 min{(3κΣd)−1, (3κ3ΣκΓd)−1}
so that B3 implies ‖∆‖∞ ≤ 2κΓ(‖WO‖∞+λn¯). Thus, this implies two useful
facts:
(a) ‖∆‖∞ ≤ (3κΣd)−1;
GRAPH QUILTING 53
(b) ‖∆‖∞ ≤ 2κΓ(1+8/α)σ(n¯,pγ).
2. Inequality (a) lets B2 of Lemma B.8 hold, so that
‖R(∆)O‖∞ ≤ ‖R(∆)‖∞
≤ 32d‖∆‖2∞κ3Σ
≤ 6κ3Σκ2Γd(1+ 8α )2[σ(n¯,pγ)]2 [using (b)]
= [6κ3Σκ2Γd(1+ 8α )2σ(n¯,pγ)] α8λn¯
≤
[
6κ3Σκ
2
Γd(1+ 8α )2
[
2(1+ 8α )23d max{κΣκΓ,κ3Σκ2Γ}
]−1] α
8λn¯ [using (ii)]
≤ α8λn¯
3. Therefore, max{‖WO‖∞,‖R(∆)O‖∞}≤ α8λn¯ , so B1 implies ̂˜Θ= ̂˜ΘS , and con-
sequently ‖ ̂˜Θ−Θ˜‖∞ = ‖ ̂˜ΘS−Θ˜‖∞ = ‖∆‖∞ ≤ 2κΓ(1+8/α)σ(n¯,pγ) (result (b)
in step 1). Steps 1-2 hold if ‖WO‖∞ ≤σ(n¯,pγ), which does not happen with
probability
P
(‖WO‖∞ >σ(n¯,pγ)) = P
( ⋃
(i , j )∈O
{|Wi j | >σ(n¯,pγ)}
)
≤ ∑
(i , j )∈O,i≤ j
P
(|Wi j | >σ(n¯,pγ))
≤ ∑
(i , j )∈O,i≤ j
P
(|Wi j | >σ(ni j ,pγ))
≤ ∑
(i , j )∈O,i≤ j
P
(|Wi j | >σi j (ni j ,pγ))
≤ |O|+p
2
p−γ
≤ |O|p−γ
≤ (p2−|Oc |)p−γ
= (p2−dηp2e)p−γ
≤ (1−η)p2−γ
where we used A4 (Assumption 4.1).
PROOF OF THEOREM 4.2. If n¯ ≥ n¯∗O , then Theorem 4.1 implies that, with prob-
ability larger than 1− (1−η)p2−τ,
‖ ̂˜Θ− Θ˜‖∞ ≤Cσ(n¯,pτ)≤ ν/2−δ,
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which implies
δ˜ := max
(i , j )∈O,i 6= j
| ̂˜Θ−Θi j |
≤ max
(i , j )∈O,i 6= j
| ̂˜Θ− Θ˜i j |+ max
(i , j )∈O,i 6= j
|Θ˜i j −Θi j |
≤ ‖ ̂˜Θ− Θ˜‖∞+ max
(i , j )∈O,i 6= j
|Θ˜i j −Θi j |
< ν/2−δ+δ
< ν/2
Since δ˜< ν/2, Theorem 3.2 implies | ̂˜Θi j | > ν/2⇔Θi j 6= 0 with sign( ̂˜Θi j )= sign(Θi j ),
∀(i , j ) ∈ O, i 6= j . This proves part (i) of the theorem. For part (ii), first note that
Lemma B.9 implies that
‖ ̂˜Θ− Θ˜‖∞ ≤ t ⇒ | ̂˜Θ(k)ik ik − Θ˜(k)ik ik | =O (√dpt )
for any i ∈V and any k = 1, ...,K . Lemma B.10 further implies
| ̂¯Θi i − Θ¯i i | = |max
k
̂˜Θ(k)ik ik −maxk Θ˜(k)ik ik | ≤ maxk=1,...,K | ̂˜Θ(k)ik ik − Θ˜(k)ik ik | =O (
√
dpt ).
Under the assumptions of Theorem 4.1, for n¯ ≥ n¯∗ with probability larger than
1− (1−η)p2−γ, the inequality above holds with t =Cσ(n¯,pγ), and so
max
i∈V
| ̂¯Θi i − Θ¯i i | ≤D√dpσ(n,pγ)
for some scalar D depending on α and Γ. Thus, if n¯ ≥ n¯∗
S
≥ n¯∗ we have, with
probability larger than 1− (1−η)p2−γ,
max
i∈V
| ̂¯Θi i − Θ¯i i | ≤ω/2
which, finally, implies
̂¯Θi i <Θi i −ω/2 ⇔ Θ¯i i <Θi i , ∀i ∈V ,
yielding
Ŝ−ω/2 =S ⊇ EOc .
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PROOF OF THEOREM 4.3. The part (i) of the theorem is equivalent to part (i)
of Theorem 4.2, so we only need to prove part (ii). Lemma B.9 implies
‖ ̂˜Θ− Θ˜‖∞ ≤ t ⇒ ‖ ̂˜Θ(k)− Θ˜(k)‖∞ =O (√dpt )
for all k = 1, ...,K . Under the assumptions of Theorem 4.1, for n¯ ≥ n¯∗ with prob-
ability larger than 1− (1−η)p2−γ, the inequality above holds with t = Cσ(n¯,pγ),
and so
max
i , j ,k
| ̂˜Θ(k)ik jk − Θ˜(k)ik jk | ≤D√dpσ(n,pγ)
for some scalar D depending on α and Γ. Thus, if n¯ ≥ n¯∗
U
≥ n¯∗ we have, with
probability larger than 1− (1−η)p2−γ,
max
i , j ,k
| ̂˜Θ(k)ik jk − Θ˜(k)ik jk | ≤min{ψ1,ψ2}
which implies
ψ1 < | ̂˜Θ(k)ik jk | < ν−ψ2 ⇔ 0< |Θ˜(k)ik jk | < ν, for any i , j ,k,
yielding
Ûψ1,ν−ψ2 =U
APPENDIX B: AUXILIARY RESULTS
LEMMA B.1. Let U , D, and V be matrices of dimensions m×d , d × s, and
s × q , respectively. Let m0 be the number of nonzero rows of U and q0 be the
number of nonzero columns of V . Let rd(M) and cd(M) be maximum row-degree
and maximum column-degree of a matrix M , respectively. Then
‖UDV ‖0 ≤ min
[
m0 min{q0,min(s, rd(U )rd(D))rd(V )},
q0 min{m0,min(d ,cd(V )cd(D))cd(U )}
]
≤ min[m0 min{q0,min(s, rd(U )‖D‖0)rd(V )},
q0 min{m0,min(d ,cd(V )‖D‖0))cd(U )}
]
≤ min[m0 min{q0, s rd(V )},q0 min{m0,d cd(U )}]
≤ m0q0
≤ min{m,‖U‖0}min{q,‖V ‖0}
56 VINCI, DASARATHY AND ALLEN
If D is a d ×d symmetric matrix and V =UT , then
‖UDUT ‖0 ≤ m0 min{m0,min(d , rd(U )rd(D))cd(U )}
≤ m0 min{m0,d cd(U )}
≤ m20
≤ min{m,‖U‖0}2
LEMMA B.2. Let M be a p ×p positive definite matrix, and let k = (‖M‖0−
p)/2. Then
‖M−1‖0 ≤ min{p2,k2+k+p}(B.1)
LEMMA B.3. Let M ∈Rd×q , P ∈Rq×p , and Q ∈Rp×r . Then
‖MP‖∞ ≤min{rd(M),cd(P )}‖M‖∞‖P‖∞ ≤ q‖M‖∞‖P‖∞
and
‖MPQ‖∞ ≤ min{rd(M),cd(P )}cd(Q)‖M‖∞‖P‖∞‖Q‖∞
≤ qp‖M‖∞‖P‖∞‖Q‖∞
If p = q and M and Q are diagonal matrices, then
‖MPQ‖∞ ≤ ‖M‖∞‖P‖∞‖Q‖∞
If S is positive definite diagonalizable as S =VΛV T , then
(B.2) ‖S−1‖∞ ≤λ−1minrd(V )‖V ‖2∞ ≤λ−1minq‖V ‖2∞
LEMMA B.4 (MADGQ continuity). Let DMO = {MOc : M Â 0} be the set of
portions MOc that complete MO into a positive definite matrix M , and let Fp =
{MO : DMO 6= ;} be the set of positive completable partial matrices. Let Θ˜ be the
MADGQ solution in Equation (2.6). Then
1. Θ˜ is a continuous function of ΣO ∈Fp .
2. For fixed ΘO , Θ˜ is a continuous function of ΘOc ∈DΘO .
LEMMA B.5 (MADGQ as a function ofΘ). Assume Equation (3.7). The MADGQ
solution Θ˜ in Equation (2.6) has components Θ˜AC = 0, and
Θ˜AA =ΘAA−ΘACΘ−1CCΘCA , Θ˜AB =ΘAB −ΘACΘ−1CCΘCB ,
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Θ˜BC =ΘBC −ΘBAΘ−1AAΘAC , Θ˜CC =ΘCC −ΘCAΘ−1AAΘAC ,
Θ˜BB = ΘBB −ΘBCΘ−1CCΘCB + Θ˜BC Θ˜−1CC Θ˜CB
= ΘBB −ΘBAΘ−1AAΘAB + Θ˜BAΘ˜−1AAΘ˜AB
Clearly, if ΘAC = 0, we obtain Θ˜≡Θ. The distortion Θ˜BB −ΘBB is due to B being
forced to be a separator of A and C . Note that Θ˜i i ≤Θi i ,∀i ∈ A∪C .
LEMMA B.6. Let mEF be the number of nonzero rows in ΘEF , rdEF = rd(ΘEF ),
and r˜dEE = rd(Θ−1EE ), where rd(∗) is defined in Lemma B.1. Moreover, let κ =
‖ΘAC‖0 and γ= ‖ΘAC‖∞. Under the conditions of Lemma B.5 we have
1. The `0 distortion between Θ and Θ˜ has components
‖ΘAC − Θ˜AC‖0 = κ
‖ΘAA− Θ˜AA‖0 ≤ mAC min
{
mAC ,min
{|C |, rdAC r˜dCC }rdCA}
‖ΘBB − Θ˜BB‖0 ≤ min
{
mBC min
{
mBC ,min
{|C |, rdBC r˜dCC }rdCB}
+mB˜C min
{
mB˜C ,min
{|C |, rdB˜C r˜dC˜C }rdC˜B} ,
mBA min
{
mBA ,min
{|A|, rdBA r˜dAA}rdAB}
+mB˜ A min
{
mB˜ A ,min
{|A|, rdB˜ A r˜dA˜A}rdA˜B}}
‖ΘCC − Θ˜CC‖0 ≤ mCA min
{
mCA ,min
{|A|, rdCA r˜dAA}rdAC }
‖ΘAB − Θ˜AB‖0 ≤ min
{
mAC min
{
mBC ,min
{|C |, rdAC r˜dCC }rdCB} ,
mBC min
{
mAC ,min
{|C |, rdBC r˜dCC }rdCA}}
‖ΘBC − Θ˜BC‖0 ≤ min
{
mBA min
{
mAC ,min
{|A|, rdBA r˜dAA}rdAC } ,
mAC min
{
mBC ,min
{|A|, rdCA r˜dAA}rdAB}}
2. The `∞ distortion between Θ and Θ˜ has components
‖ΘAC − Θ˜AC‖∞ = γ
‖ΘAA− Θ˜AA‖∞ ≤ min{rdAC , r˜dCC }rdAC γ˜CCγ2
‖ΘBB − Θ˜BB‖∞
≤ I (γ> 0)min{min{rdBC , r˜dCC }rdBCγ2BC γ˜CC
+min{|B |, |C |}|B |(γBC +min{rdBA , r˜dAA}rdCAγAB γ˜AAγ)2η1,
min{rdBA , r˜dAA}rdBAγ
2
BAγ˜AA
+min{|A|, |B |}|B |(γBA+min{rdBC , r˜dCC }rdACγCB γ˜CCγ)2η2}
‖ΘCC − Θ˜CC‖∞ ≤ min{rdCA , r˜dAA}rdCAγ˜AAγ2
‖ΘAB − Θ˜AB‖∞ ≤ min{rdAC , r˜dCC }rdBC γ˜CCγBCγ
‖ΘBC − Θ˜BC‖∞ ≤ min{rdBA , r˜dAA}rdCAγ˜AAγABγ
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where
η1 = sup
ΘAC , s.t. ΘÂ0
‖(ΘCC −ΘCAΘ−1AAΘAC )−1‖∞ <∞
η2 = sup
ΘAC , s.t. ΘÂ0
‖(ΘAA−ΘACΘ−1CCΘCA)−1‖∞ <∞
LEMMA B.7. Assume Equation (3.7) holds. Then,
(a). For i ∈ A, Θ˜i i <Θi i ⇔ΘiC 6= 0, and for j ∈C , Θ˜ j j <Θ j j ⇔Θ j A 6= 0, that is if
a distortion is found on a diagonal entry Θ˜ss with s ∈ A or s ∈C , then there
must be a nonzero entry in the corresponding row or column, respectively, of
ΘAC .
(b). For (i , j ) ∈ A × (A ∪B), Θ˜i j 6= Θi j ⇒ Θ˜i i < Θi i , and for (i , j ) ∈ (B ∪C )×
C , Θ˜i j 6= Θi j ⇒ Θ˜ j j < Θ j j . Hence, distortions in the off-diagonals of Θ˜O
imply distortions on the corresponding diagonals entries, which in turn let
us identify nonzero rows or columns in ΘAC as described above.
LEMMA B.8. Under assumptions A1-A5:
B1. If max{‖WO‖∞,‖R(∆)O‖∞}≤ α8λ, then ̂˜Θ= ̂˜ΘS .
B2. If ‖∆‖∞ ≤ (3κΣd)−1, then ‖R(∆)O‖∞ ≤ ‖R(∆)‖∞ ≤ 32d‖∆‖2∞κ3Σ.
B3. If r := 2κΓ(‖WO‖∞+λ)≤min
{
(3κΣd)−1, (3κ3ΣκΓd)
−1}, then ‖∆‖∞ ≤ r .
LEMMA B.9. Let X ,Y ∈ Rp×p be positive definite matrices with row-degree
smaller than d . Then, for any set A ⊂ {1, ...,p},
(B.3) ‖X /XAA − Y /YAA‖∞ ≤ C
√
dp‖X −Y ‖∞
LEMMA B.10. Let (x1, y1), ..., (xK , yK ) ∈R2. Then
(B.4)
∣∣∣∣ maxk=1,...,K xk − maxj=1,...,K y j
∣∣∣∣ ≤ maxk=1,...,K |xk − yk |
LEMMA B.11 (Exact graph recovery in Oc in a special case). If ΘCC is diag-
onal, then there is an edge connecting (i , j ) ∈ AC if ∃k ∈ B s.t. Θ j k 6= 0, Θ− j ,k = 0
and Θ˜ik 6= Θik . Similarly, if ΘAA is diagonal, then there is an edge (i , j ) ∈ AC if
∃k ∈B s.t. Θik 6= 0, Θ−i ,k = 0 and Θ˜ j k 6=Θ j k .
PROPOSITION B.1 (Reduction to K = 2). Let U¯1 = {i ∈V : ∃ j > i : (i , j ) ∈Oc }
and U¯2 = { j ∈ V : ∃i < j : (i , j ) ∈Oc }. If U¯1∩U¯2 = ;, then a K > 2 case may be
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transformed into a K = 2 case by using ΣO2 instead of ΣO , whereOc2 = U¯1×U¯2 ⊇Oc .
The superset given by Equation (3.33) with A = U¯1 and C = U¯2 contains S in
Equation (3.21).
APPENDIX C: PROOFS OF AUXILIARY RESULTS
PROOF OF LEMMA B.1. First of all, rd(UD) ≤ min{s, rd(U )rd(D)}, and simi-
larly rd(UDV )≤min{q0,min{s, rd(U )rd(D)}rd(V )}. Thus, we obtain
‖UDV ‖0 ≤m0 min{q0,min(s, rd(U )rd(D))rd(V )}.
On the other hand, we further have ‖UDV ‖0 ≤ q0cd(UDV ) = q0rd(V TDTUT ),
where rd(MT ) ≡ cd(M). This proves the first inequality; the other ones are triv-
ial. To prove the last of each group of inequalities, we can alternatively see the
following. The matrix UD is zero on the same rows where U is zero. Similarly,
V T (DTUT ) is zero on the same rows where V T is zero. Hence, UDV is zero on
the rows where U is zero and columns where V is zero.
PROOF OF LEMMA B.2. The maximum number of either directly or indirectly
connected pairs of nodes through k edges can be attained in a chain graph connect-
ing m =min{p,k+1} nodes; we give a proof of this at the end. If M is a precision
matrix with k non-zero upper-diagonal entries, then the pairwise covariances in
M−1 of these m connected nodes are all potentially non-zero, while covariances
with disconnected nodes are zero. Thus, the number of non-zero entries in M−1
can be as large as m2 plus the number of diagonals relative to the p −m discon-
nected nodes.
Suppose a graph G1 is made of q disconnected chain subgraphs {Ci }, and ei ≥ 2
is the number of nodes in Ci . The number of nonzero covariances under {Ci } is∑q
i=1 e
2
i . Let G2 be a graph obtained by rearranging the edges in G1, and is made of
a unique chain graph C , which contains at least
∑q
i=1 ei −(q−1) nodes, and (q−1)
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disconnected nodes. The number of nonzero covariances under G2 is at least(
q∑
i=1
ei − (q −1)
)2
+ (q −1) =
(
q∑
i=1
ei
)2
+ (q −1)2−2(q −1)
k∑
i=1
ei + (q −1)
=
q∑
i=1
e2i +
q∑
i=1
ei
∑
j 6=i
e j +q2−q −2(q −1)
q∑
i=1
ei
≥
q∑
i=1
e2i +q2−q
≥
q∑
i=1
e2i
where the first inequality holds because
∑
j∈{1,...,q}\{i } e j ≥ 2(q − 1), for any fixed
i .
PROOF OF LEMMA B.3. Each entry of MP is the inner product of two vectors
of length q where one has at most rd(M)≤ q non-zero entries of maximum magni-
tude ‖M‖∞, and the other one has at most cd(P )≤ q non-zero entries of maximum
magnitude ‖P‖∞.
PROOF OF LEMMA B.4. The objective function in Equation (2.6)
f (ΘO ,ΣO) = logdetΘ−
∑
(i , j )∈O
Θi jΣi j ,
for ΘOc = 0, is a continuous real-valued function of (ΘO ,ΣO) ∈ Fp ×Fp . Equa-
tion (2.6) can be rewritten as
(C.1) Θ˜ := F (ΣO) = argmax
Θ∈A (ΣO )
f (ΘO ,ΣO),
where A (ΣO) is a continuous compact-valued correspondence. By Berge’s Maxi-
mum Theorem, F (ΣO) is an upper hemicontinuous correspondence with nonempty
and compact values. On the other hand, since ΣO is completable to a positive def-
inite matrix, the max determinant problem has a unique solution, i.e. F (ΣO) is
single-valued. Therefore, Θ˜ is a continuous function of ΣO . Thus, the first statement
is proved. For the second statement, note that Σ=G(Θ) :=Θ−1, where G :S ++→
S ++ is a continuous function, and S ++ is the cone of p×p positive definite matri-
ces. For a fixed positive completable ΘO , we have that Σ =GΘO (ΘOc ) and thereby
ΣO = [GΘO (ΘOc )]O are continuous functions of ΘOc ∈ DΘO . For a fixed ΘO , the
chain of mappings ΘOc 7→ ΣO 7→ Θ˜ defines the composite function Θ˜ = H(ΘOc ) =
F ([GΘO (ΘOc )]O) where F (ΣO) is given in Equation (C.1). SinceA ([GΘO (ΘOc )]O) is
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a continuous compact-valued correspondence of ΘOc , Berge’s Maximum Theorem
applies and therefore Θ˜ is a continuous function of ΘOc ∈DΘO .
PROOF OF LEMMA B.5. Let
Σ1 =
[
ΣAA ΣAB
ΣBA ΣBB
]
, Σ2 =
[
ΣBB ΣBC
ΣCB ΣCC
]
Θ1 =
[
ΘAA ΘAB
ΘBA ΘBB
]
, Θ2 =
[
ΘBB ΘBC
ΘCB ΘCC
]
,
Θ1,C =
[
ΘAC
ΘBC
]
, Θ2,A =
[
ΘBA
ΘCA
]
,
and ΘC ,1 =ΘT1,C and ΘA,2 =ΘT2,A . The Schur complement gives
Σ−11 = Θ1−Θ1,CΘ−1CCΘC ,1
=
[
ΘAA−ΘACΘ−1CCΘCA , ΘAB −ΘACΘ−1CCΘCB
ΘBA−ΘBCΘ−1CCΘCA , ΘBB −ΘBCΘ−1CCΘCB
]
(C.2)
and
Σ−12 = Θ2−Θ2,AΘ−1AAΘA,2
=
[
ΘBB −ΘBAΘ−1AAΘAB , ΘBC −ΘBAΘ−1AAΘAC
ΘCB −ΘCAΘ−1AAΘAB , ΘCC −ΘCAΘ−1AAΘAC
]
.(C.3)
If ΘAC = 0 then
(C.4) Σ−11 =
[
ΘAA , ΘAB
ΘBA , ΘBB −ΘBCΘ−1CCΘCB
]
(C.5) Σ−12 =
[
ΘBB −ΘBAΘ−1AAΘAB , ΘBC
ΘCB , ΘCC
]
and solving (C.4) and (C.5) for each block of Θ gives
(C.6) Θ˜= Σ˜−1 =

[
Σ−11
]
AA
[
Σ−11
]
AB 0[
Σ−11
]
BA Θ˜BB
[
Σ−12
]
BC
0
[
Σ−12
]
CB
[
Σ−12
]
CC

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where
Θ˜BB =
[
Σ−11
]
BB +
[
Σ−12
]
BC
[
Σ−12
]−1
CC
[
Σ−12
]
CB(C.7)
= [Σ−12 ]BB + [Σ−11 ]BA [Σ−11 ]−1AA [Σ−11 ]AB(C.8)
Rewriting (C.6) in terms of Θ components using expressions in (C.2) and (C.3)
completes the proof.
PROOF OF LEMMA B.6. The upper bounds given in this lemma are obtained by
applying Lemma B.1. It is worth giving details about bounding ‖ΘBB − Θ˜BB‖∞ ≤
‖ΘBCΘ−1CCΘCB‖∞+‖Θ˜BC Θ˜−1CC Θ˜CB‖∞ where
‖Θ˜BC Θ˜−1CC Θ˜CB‖∞ ≤ min{rdB˜C , r˜dC˜C }rdB˜Cγ2B˜C γ˜C˜C
≤ min{|B |, |C |}|B |(γBC +‖ΘBAΘ−1AAΘAC‖∞)2η1
≤ min{|B |, |C |}|B |(γBC +min{rdBA , r˜dAA}rdCAγAB γ˜AAγAC )2η1
Similar steps can be done to bound
‖ΘBB − Θ˜BB‖∞ ≤ ‖ΘBAΘ−1AAΘAB‖∞+‖Θ˜BAΘ˜−1AAΘ˜AB‖∞.
PROOF OF LEMMA B.7. Lemma B.5 implies
ΘA(A∪B)− Θ˜A(A∪B) =
[
ΘACΘ
−1
CCΘCA , ΘACΘ
−1
CCΘCB
]
(C.9)
and
Θ(B∪C )C − Θ˜(B∪C )C =
[
ΘCAΘ
−1
AAΘAB , ΘCAΘ
−1
AAΘAC
]T
.(C.10)
Since ΘCC is positive definite, given a vector w , we have wTΘ−1CCw > 0 if and
only if w 6= 0, where w 6= 0 means that at least one entry of w is nonzero. Thus,
for i ∈ A, Θi i > Θ˜i i if and only if ΘiCΘ−1CCΘCi > 0 ⇔ ΘiC 6= 0. Similarly, ΘAA is
positive definite so that, for j ∈ C , Θ j j > Θ˜ j j if and only if ΘA j 6= 0. Moreover,
for (i , j ) ∈ A× (A∪B) and i 6= j , we have that Θi j 6= Θ˜i j only if ΘiCΘ−1CCΘC j 6=
0, requiring ΘiC 6= 0; it is not a sufficient condition because ΘiCΘ−1CCΘC j = 0 if
ΘC j = 0. Similarly, for (i , j ) ∈ (B ∪C )×C and i 6= j , we have that Θi j 6= Θ˜i j only if
Θi AΘ
−1
AAΘA j 6= 0, requiring ΘA j 6= 0.
PROOF OF LEMMA B.8. B1 is proved in the same way as Lemma 4 of Raviku-
mar et al. (2011) where we only need to replace WA or R(∆)A by WA∩O and RA∩O ,
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for any set of entries A. B2 follows from Lemma 5 of Ravikumar et al. (2011) who
proved ‖R(∆)‖∞ ≤ 32d‖∆‖2∞κ3Σ∗ . B3 can be proved by modifying the last part of
the proof of Lemma 6 of Ravikumar et al. (2011) as follows: upperbounds to the
quantities ‖T1‖∞ and ‖T2‖∞ can be established by replacing ‖W ‖∞ by ‖WO‖∞,
and ‖R(∆)‖∞ by ‖R(∆)O‖∞.
PROOF OF LEMMA B.9.
We will prove the equivalent statement: for any p ×p positive definite matrices Σ
and Ψ, and any set A ⊂ {1, ...,p}
‖Σ−1AA−Ψ−1AA‖∞ ≤C
√
dp‖Σ−1−Ψ−1‖∞
Notice that the following chain of (in)equalities are true
‖Σ−1AA−Ψ−1AA‖∞ ≤ ‖Σ−1AA−Ψ−1AA‖2
= ‖Σ−1AA(ΣAA−ΨAA)Ψ−1AA‖2
≤ ‖Σ−1AA‖2 ‖ΣAA−ΨAA‖2 ‖Ψ−1AA‖2
≤ ‖Σ−1AA‖2 ‖Σ−Ψ‖2 ‖Ψ−1AA‖2
≤ ‖Σ−1AA‖2 ‖Σ‖2 ‖Σ−1−Ψ−1‖2 ‖Ψ‖2 ‖Ψ−1AA‖2
≤ C
√
dp ‖Σ−1−Ψ−1‖∞,
where the third inequality comes from sub-multiplicativity of the matrix `2-norm.
The second and the penultimate step follows from observing that for any two square
matrices X and Y , we can write X−1−Y −1 = Y −1(Y −X )X−1. The fourth from the
fact that the `2-norm of a submatrix is smaller than the `2-norm of the full matrix.
In the last step, we use the standard relationship between the `2-norm and the max-
norm for a matrix with O (dp) non-zeros, and the constant C only depends on the
condition numbers of the matrices in question.
PROOF OF LEMMA B.10. Suppose maxk xk ≤maxk yk , and let k∗y = argmaxk yk .
Then
xk∗y ≤maxk xk ≤maxk yk = yk∗y ,
which implies
|max
k
xk − max
k
yk | ≤ |yk∗y −xk∗y | ≤ maxk=1,...,K |xk − yk |.
Same inequality can be obtained for the case maxk xk ≥maxk yk .
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PROOF OF PROPOSITION B.1. The proposition identifies conditions where the
shape of Oc allows for a reduction of O into a K = 2 case. As the size of Oc in-
creases, the number of true edges falling in Oc is nondecreasing, inducing a non-
decreasing variation in the set of diagonal distortions in the portions Θ¯VkVk ’s, and
therefore a larger superset of edges in Oc2, which includes the superset of edges in
Oc .
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