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meine Eltern und Geschwister,
die es mir ermöglicht haben meine Träume zu verwirklichen
und
meine Frau,
die jeden Tag zum Traum werden lässt.
A B S T R A C T
Most of the images one finds in the media, such as on the Internet
or in textbooks and magazines, contain humans as the main point of
attention. Thus, there is an inherent necessity for industry, society, and
private persons to be able to thoroughly analyze and synthesize the
human-related content in these images.
One aspect of this analysis and subject of this thesis is to infer the 3D
pose and surface deformation, using only visual information, which is
also known as human performance capture. Human performance capture
enables the tracking of virtual characters from real-world observations,
and this is key for visual effects, games, VR, and AR, to name just a few
application areas. However, traditional capture methods usually rely
on expensive multi-view (marker-based) systems that are prohibitively
expensive for the vast majority of people, or they use depth sensors,
which are still not as common as single color cameras. Recently, some
approaches have attempted to solve the task by assuming only a single
RGB image is given. Nonetheless, they can either not track the dense
deforming geometry of the human, such as the clothing layers, or they
are far from real time, which is indispensable for many applications.
To overcome these shortcomings, this thesis proposes two monocular
human performance capture methods, which for the first time allow
the real-time capture of the dense deforming geometry as well as
an unseen 3D accuracy for pose and surface deformations. At the
technical core, this work introduces novel GPU-based and data-parallel
optimization strategies in conjunction with other algorithmic design
choices that are all geared towards real-time performance at high
accuracy. Moreover, this thesis presents a new weakly supervised multi-
view training strategy combined with a fully differentiable character
representation that shows superior 3D accuracy.
However, there is more to human-related Computer Vision than only
the analysis of people in images. It is equally important to synthesize
new images of humans in unseen poses and also from camera view-
points that have not been observed in the real world. Such tools are
essential for the movie industry because they, for example, allow the
synthesis of photo-realistic virtual worlds with real-looking humans
or of contents that are too dangerous for actors to perform on set. But
also video conferencing and telepresence applications can benefit from
photo-real 3D characters, as they can enhance the immersive experi-
ence of these applications. Here, the traditional Computer Graphics
pipeline for rendering photo-realistic images involves many tedious
and time-consuming steps that require expert knowledge and are
far from real time. Traditional rendering involves character rigging
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and skinning, the modeling of the surface appearance properties, and
physically based ray tracing. Recent learning-based methods attempt
to simplify the traditional rendering pipeline and instead learn the
rendering function from data resulting in methods that are easier acces-
sible to non-experts. However, most of them model the synthesis task
entirely in image space such that 3D consistency cannot be achieved,
and/or they fail to model motion- and view-dependent appearance
effects. To this end, this thesis presents a method and ongoing work on
character synthesis, which allow the synthesis of controllable photo-
real characters that achieve motion- and view-dependent appearance
effects as well as 3D consistency and which run in real time. This
is technically achieved by a novel coarse-to-fine geometric character
representation for efficient synthesis, which can be solely supervised
on multi-view imagery. Furthermore, this work shows how such a
geometric representation can be combined with an implicit surface
representation to boost synthesis and geometric quality.
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Z U S A M M E N FA S S U N G
In den meisten Bildern in den heutigen Medien, wie dem Internet, Bü-
chern und Magazinen, ist der Mensch das zentrale Objekt der Bildkom-
position. Daher besteht eine inhärente Notwendigkeit für die Industrie,
die Gesellschaft und auch für Privatpersonen, die auf den Mensch
fokussierten Eigenschaften in den Bildern detailliert analysieren und
auch synthetisieren zu können.
Ein Teilaspekt der Anaylse von menschlichen Bilddaten und damit
Bestandteil der Thesis ist das Rekonstruieren der 3D-Skelett-Pose und
der Oberflächendeformation des Menschen anhand von visuellen Infor-
mationen, was fachsprachlich auch als Human Performance Capture
bezeichnet wird. Solche Rekonstruktionsverfahren ermöglichen das
Tracking von virtuellen Charakteren anhand von Beobachtungen in
der echten Welt, was unabdingbar ist für Applikationen im Bereich
der visuellen Effekte, Virtual und Augmented Reality, um nur einige
Applikationsfelder zu nennen. Nichtsdestotrotz basieren traditionelle
Tracking-Methoden auf teuren (markerbasierten) Multi-Kamera Sys-
temen, welche für die Mehrheit der Bevölkerung nicht erschwinglich
sind oder auf Tiefenkameras, die noch immer nicht so gebräuchlich
sind wie herkömmliche Farbkameras. In den letzten Jahren gab es
daher erste Methoden, die versuchen, das Tracking-Problem nur mit
Hilfe einer Farbkamera zu lösen. Allerdings können diese entweder
die Kleidung der Person im Bild nicht tracken oder die Methoden be-
nötigen zu viel Rechenzeit, als dass sie in realen Applikationen genutzt
werden könnten. Um diese Probleme zu lösen, stellt die Thesis zwei
monokulare Human Performance Capture Methoden vor, die zum
ersten Mal eine Echtzeit-Rechenleistung erreichen sowie im Vergleich
zu vorherigen Arbeiten die Genauigkeit von Pose und Oberfläche in
3D weiter verbessern. Der Kern der Methoden beinhaltet eine neu-
artige GPU-basierte und datenparallelisierte Optimierungsstrategie,
die im Zusammenspiel mit anderen algorithmischen Designentschei-
dungen akkurate Ergebnisse erzeugt und dabei eine Echtzeit-Laufzeit
ermöglicht. Daneben wird eine neue, differenzierbare und schwach
beaufsichtigte, Multi-Kamera basierte Trainingsstrategie in Kombinati-
on mit einem komplett differenzierbaren Charaktermodell vorgestellt,
welches ungesehene 3D Präzision erreicht.
Allerdings spielt nicht nur die Analyse von Menschen in Bildern in
Computer Vision eine wichtige Rolle, sondern auch die Möglichkeit,
neue Bilder von Personen in unterschiedlichen Posen und Kamera-
Blickwinkeln synthetisch zu rendern, ohne dass solche Daten zuvor in
der Realität aufgenommen wurden. Diese Methoden sind unabdingbar
für die Filmindustrie, da sie es zum Beispiel ermöglichen, fotorealis-
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tische virtuelle Welten mit real aussehenden Menschen zu erzeugen,
sowie die Möglichkeit bieten, Szenen, die für den Schauspieler zu
gefährlich sind, virtuell zu produzieren, ohne dass eine reale Person
diese Aktionen tatsächlich ausführen muss. Aber auch Videokonfe-
renzen und Telepresence-Applikationen können von fotorealistischen
3D-Charakteren profitieren, da diese die immersive Erfahrung von
solchen Applikationen verstärken. Traditionelle Verfahren zum Ren-
dern von fotorealistischen Bildern involvieren viele mühsame und
zeitintensive Schritte, welche Expertenwissen vorraussetzen und zu-
dem auch Rechenzeiten erreichen, die jenseits von Echtzeit sind. Diese
Schritte beinhalten das Rigging und Skinning von virtuellen Charak-
teren, das Modellieren von Reflektions- und Materialeigenschaften
sowie physikalisch basiertes Ray Tracing. Vor Kurzem haben Deep
Learning-basierte Methoden versucht, die Rendering-Funktion von
Daten zu lernen, was in Verfahren resultierte, die eine Nutzung durch
Nicht-Experten ermöglicht. Allerdings basieren die meisten Methoden
auf Synthese-Verfahren im 2D-Bildbereich und können daher keine
3D-Konsistenz garantieren. Darüber hinaus gelingt es den meisten
Methoden auch nicht, bewegungs- und blickwinkelabhängige Effek-
te zu erzeugen. Daher präsentiert diese Thesis eine neue Methode
und eine laufende Forschungsarbeit zum Thema Charakter-Synthese,
die es erlauben, fotorealistische und kontrollierbare 3D-Charakteren
synthetisch zu rendern, die nicht nur 3D-konsistent sind, sondern
auch bewegungs- und blickwinkelabhängige Effekte modellieren und
Echtzeit-Rechenzeiten ermöglichen. Dazu wird eine neuartige Grob-
zu-Fein-Charakterrepräsentation für effiziente Bild-Synthese von Men-
schen vorgestellt, welche nur anhand von Multi-Kamera-Daten trainiert
werden kann. Daneben wird gezeigt, wie diese explizite Geometrie-
Repräsentation mit einer impliziten Oberflächendarstellung kombiniert
werden kann, was eine bessere Synthese von geomtrischen Deforma-
tionen sowie Bildern ermöglicht.
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I N T R O D U C T I O N
1.1 motivation
Most of the images one finds in the media, such as on the Internet
or in textbooks and magazines, contain humans as the main point of
attention. Thus, it is of enormous interest for industry, private people,
and society to analyze and synthesize such human-centered visual content
in an automated way.
Analyzing visual content like images or videos of humans typically
means inferring a deeper understanding of a scene, such as the 3D
pose or motion of the human or even its entire 3D surface just from
the visual information (see Figure 1.1). In the literature, inferring the
skeletal pose from images is also called motion capture, and inferring
the entire time-varying geometry is called human performance cap-
ture. As motion capture makes it possible to recover the 3D skeletal
pose simply from images, it is quite relevant for medical applications,
namely to analyze the patient’s recovery status and, if needed, to pro-
vide useful feedback for the therapist. But there are many more sports,
entertainment, and surveillance applications where captured images
of motions are used to analyze sports exercises’ effectiveness, animate
virtual characters, or detect suspicious activities, respectively. However,
capturing skeletal motion alone does not suffice for many applications.
One of these applications is a virtual try-on where the subject wants to
receive interactive feedback about whether the clothing fits their body
or not. Also, augmented and virtual reality applications prefer dense
character tracking over pure skeleton capture since immersive effects
can only be achieved when the 3D human characters look realistic
from all aspects. Thus, besides the skeletal motion, a dense tracking of
the entire surface, including the clothing, is also of great importance
to reach the necessary level of realism.
While the above discussion mainly focused on analyzing the visual
scene content, another aspect of human-centered Computer Vision
is synthesizing photo-realistic humans from user-generated skeletal
motions (see Figure 1.1). Having such a photoreal avatar would enable
animation such that the avatar performs the desired actions, and it
would also allow it to be rendered from an arbitrary virtual viewpoint.
Such a setting would provide cinematic artists a simpler and more
intuitive tool to create visual content, which is very time-consuming
and tedious to produce when using the traditional Computer Graphics
pipeline. For example, one can design a virtual double of an actor,
insert photo-realistic actors into a fully virtual world, or synthesize
1
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Figure 1.1: Left. Analyzing images and videos of humans allows the extraction
of useful 3D information such as the skeletal pose, which can be used in
medical applications, for example. Right. Recovering 3D models of humans
from video data allows character synthesis in an augmented or virtual reality.
© The respective copyright owners.
performances that would have been too dangerous for the actors on
the film set. In fact, photo-realistic humans can also be advantageous
for augmented and virtual reality setups to enhance either the real or
the virtual world with digital doubles of real humans.
Currently, capturing the skeletal motion or the dense human surface
relies on complicated hardware setups involving marker suits, depth
cameras, or multiple cameras. Unfortunately, marker suits do not
allow the capture of a person’s everyday clothing, multiple cameras
are expensive and require explicit calibration, and depth sensors cannot
work in environments with bright sunlight and also consume a lot of
power. Thus, none of the above are ideal solutions to the problem of
human performance capture, and the use of these setups is inherently
restricted to people who have expert knowledge and can afford such
expensive equipment. To standardize human performance capture,
one would ideally require only a single RGB camera, which everyone
has on their smartphone or laptop. Moreover, the ideal method should
capture the skeleton motion and the entire surface and its space-time-
coherent deformation to create a more complete and realistic capture
of the performance. This is quintessential for applications where both
realism and an immersive experience are desirable.
For synthesizing virtual humans, the traditional computer graphics
pipeline used for visual effects is very complicated, expensive, and
time-consuming - in many aspects, from the character modeling to the
rigging, skinning, and the rendering itself. Unlike this classical process,
one would ideally like to have a very intuitive creation of the photo-
real avatar, e.g., an artist would just have to define the motion. Then,
the photo-real rendering is generated in an automated way. Moreover,
the rendering process should be fast such that interactive editing is
possible. Most importantly, the results should look photo-realistic,
blending into real scenes without visual artifacts.
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Despite great progress, the problem of monocular human perfor-
mance capture, as well as an intuitive, fast, and photo-real character
synthesis, are far from being solved and are accompanied by very
deep technical challenges. The monocular human performance capture
setup is inherently ambiguous due to the unknown scene depth, the
highly articulated structure of human bodies, and the lack of visual
information in the case of occlusions where body parts are not visible
to the camera. Similarly, creating photo-realistic characters remains a
difficult process and is far from being intuitive. The traditional graph-
ics pipeline for realistic character creation involves many steps, such as
scanning, rigging, skinning, and physically based rendering – the last
step here being especially time-consuming, which makes interactive
editing nearly impossible. Ideally, one would like to be able to create
animatable human characters directly from video data.
To tackle the problem of unknown scene depth and the lack of visual
information in occlusion, recent research has focused on monocular
human performance capture and has tried to disambiguate the task
by employing deep learning techniques and inverse kinematics fitting.
Some methods regress low dimensional parameters of data-driven
body models. However, such models typically cannot capture clothing;
rather, they can only capture the naked human body, which is not ideal
for AR/VR applications. Further, they achieve a plausible overlay on
the input images, but the 3D performance is far from accurate. Other
methods regress independent geometries for each frame, which lack
temporal coherence, preventing them from being used in applications
such as re-texturing. Only a few methods focus on jointly tracking
a coherent geometry over time, and these methods are far from real-
time performance. In addition, similarly as before, they suffer from an
inaccurate 3D performance. For the synthesis of photo-real humans,
recent monocular methods have partially replaced the tedious graphics
pipeline with deep learning modules or texture retrieval techniques
and learn the character appearance from video data. While these
methods allow the user to control the synthesis process more intuitively,
their results have various weaknesses as well; they cannot model view-
dependent effects, they barely generalize to unseen motions, they
cannot handle loose clothing, or they cannot run in real time.
To overcome these shortcomings, this thesis advances the state of the
art in terms of monocular human performance capture and controllable
character synthesis in several ways. In particular, this thesis presents
the first real-time monocular human performance capture approach
that tracks the skeletal pose and the space-time coherent deforming
geometry of the entire human. Further, this thesis proposes a novel
learning-based approach for monocular human performance capture
that leverages multi-view supervision during training to improve the
3D accuracy in terms of skeletal pose and 3D surface deformation.
Finally, this thesis introduces a real-time character synthesis approach
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Figure 1.2: The proposed monocular human performance capture approaches
allow one to extract the space-time coherent geometry of a human from a
single color image (Chapter 4 and 5). Both methods advance the state of the
art in terms of runtime performance and 3D accuracy, respectively.
that enables intuitive control and synthesis of photo-realistic characters
solely learned from multi-view video data.
1.2 overview
One goal of this thesis is to propose solutions that advance the state
of the art and improve the task of monocular human performance
capture, which targets the recovery of the dense 3D surface geometry
of the entire human, including the clothing, from a single color image
(see Figure 1.2). For many applications, it is desirable for the capture
approach to run in real time in order to allow interactive feedback,
which is, for example, required for tasks such as virtual try-on, texture
augmentation, and applications in VR and AR. Key challenges in the
monocular setting are the inherent ambiguities; self-occlusions and
the generally unknown absolute depth can lead to strong ambiguities
in terms of 3D pose and surface deformation. This thesis attempts to
solve these challenges by introducing an efficient optimization-based
tracking algorithm that jointly captures the 3D pose and surface defor-
mation in real time. Further, a learning-based approach is proposed,
demonstrating superior 3D performance in terms of pose and surface
accuracy.
However, not only the analysis of human-centered image and video
content is important, but also the capability to create novel content
involving the synthesis of novel views and unseen motions (see Fig-
ure 1.3). Here, it is essential to ensure 3D consistency when changing
the virtual viewpoint, to capture motion-dependent deformations and
appearance changes, and to model view-dependent effects, such as
specular reflections. In this thesis, new methods are presented that ex-
plicitly capture a motion- and view-dependent as well as 3D consistent
geometry and appearance.
In Chapter 4, LiveCap is introduced, which is a monocular human
performance capture approach that, for the first time, demonstrates
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Figure 1.3: The proposed human synthesis approach allows the photo-realistic
rendering of novel views and motions of a given actor. This enables visual
effects such as a person is fighting a virtual double (see right image).
real-time performance while also being able to recover dense surface
deformations such as clothing wrinkles. The approach assumes that
a rigged character template of the subject is given. Then, sparse and
dense image cues are extracted from the individual video frames,
and in the first stage, the pose is optimized to match the monocular
observations. In a second stage, the non-rigid surface deformations
are optimized using dense photometric energy terms starting with
the posed template as initialization. Notably, all energy terms are
efficiently solved in a data-parallel manner on the GPU using dedi-
cated optimization techniques and novel algorithmic design choices
all geared towards real-time performance.
In Chapter 5, DeepCap is introduced, which is a novel deep learn-
ing approach for monocular dense human performance capture. The
proposed method is trained in a weakly supervised manner based on
multi-view supervision, completely removing the need for training
data with 3D ground truth annotations. This multi-view supervision
has the advantage that at test time, monocular ambiguities such as
occlusions and depth ambiguity can be resolved, which significantly
improves the 3D accuracy compared to the state of the art.
As mentioned earlier, analyzing the human-centered image and
video content is only one goal of this thesis. Another one is photo-
realistic character synthesis. Therefore, in Chapter 6, a novel learning-
based approach for video-based character synthesis is proposed. This
method jointly models motion- and view-dependent surface deforma-
tion as well as appearance. In contrast to previous work, the explicit
modeling of a deforming geometry allows for view-consistent 3D
results, and the appearance recovers view- and motion-dependent
effects in real time. To further improve the geometric accuracy and
the synthesis quality, Chapter 6 also introduces an ongoing work for
user-controlled 3D character synthesis using a combination of explicit
and implicit geometry representations.
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1.3 structure
In the following, the contents of the individual chapters of this thesis
are summarized:
• Chapter 1 motivates the topic of this thesis, provides an overview
and structure of its content, and a summary of all the contribu-
tions made in the individual publications as well as a list of all
the published works.
• Chapter 2 discusses works related to the proposed approaches
that are presented in this thesis.
• Chapter 3 introduces the foundational concepts used later in the
respective publications.
• Chapter 4 proposes the first method for real-time human perfor-
mance capture, which requires only a single RGB camera and
which can densely capture the dense human surface, including
the clothing deformations.
• Chapter 5 presents a new learning-based method for monocular
human performance capture that shows superior 3D reconstruc-
tion accuracy by leveraging weak multi-view supervision during
training.
• Chapter 6 proposes a new learning-based method for motion-
driven synthesis of photo-realistic human characters. This method
jointly captures motion-dependent geometry as well as motion-
and view-dependent dynamic appearance effects while running
in real time. Moreover, an ongoing work is presented, which
further improves the geometric detail and the synthesis quality
of controllable and photo-realistic 3D characters by combining
explicit and implicit geometry representations.
• Chapter 7 summarizes the insights that have been acquired in the
proposed approaches and provides an outlook for future projects,
for which the presented work will serve as a basis.
1.4 summary of contributions
The contributions made in Chapter 4 (published as Habermann et al.,
2019) are:
• The first real-time system for monocular human performance
capture is presented. To achieve real-time performance, several
new algorithmic concepts are presented to guarantee high-quality
results under a tight real-time constraint.
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• It is shown how to efficiently implement these design decisions
by combining the compute power of two GPUs and the CPU in a
pipelined architecture and how dense and sparse linear systems
of equations can be efficiently optimized on the GPU.
• The approach is evaluated on a wide range of data where high-
quality results are shown on an extensive new dataset of more
than 20 minutes of video footage captured in 11 scenarios, con-
taining different types of loose apparel and challenging motions.
Further, the new concepts presented in Chapter 5 (published as
Habermann et al., 2020 and Habermann et al., 2021b) can be summa-
rized as:
• A learning-based 3D human performance capture approach that
jointly tracks the skeletal pose and the non-rigid surface defor-
mations from monocular images.
• A new differentiable representation of deforming human surfaces
that enables training from multi-view video footage directly.
Finally, the contributions in Chapter 6 (published as Habermann
et al., 2021a) are:
• The first learning-based real-time approach that takes a motion
and camera pose as input and predicts the motion-dependent
surface deformation and motion- and view-dependent texture
for the full human body. The approach is trained using weak 2D
supervision only.
• A differentiable 3D character representation that can be trained
from coarse to fine.
• A graph convolutional architecture allowing the formulation of
the learning problem as a graph-to-graph translation task.
• A new benchmark dataset, called DynaCap, containing 5 actors
captured with a dense multi-view system, which is publicly
available for research.
• A combined explicit and implicit geometry representation is in-
troduced, which further improves the geometric details and the
synthesis quality of controllable and photo-realistic 3D charac-
ters.
1.5 publications
The following lists peer-reviewed publications accepted at top-tier
conferences and journals, and which are presented in this thesis:
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• Marc Habermann et al. (2019). “LiveCap: Real-Time Human Per-
formance Capture From Monocular Video.” In: ACM Transactions
on Graphics (TOG). ACM
• Marc Habermann et al. (2020). “DeepCap: Monocular Human
Performance Capture Using Weak Supervision.” In: Proceedings of
the Conference on Computer Vision and Pattern Recognition (CVPR).
IEEE [CVPR 2020 Best Student Paper Honorable Mention]
• Marc Habermann et al. (2021b). “A Deeper Look into DeepCap.”
In: IEEE Transactions on Pattern Analysis and Machine Intelligence
(TPAMI). IEEE
• Marc Habermann et al. (2021a). “Real-time Deep Dynamic Char-
acters.” In: Proceedings of Special Interest Group on Graphics and
Interactive Techniques (SIGGRAPH). ACM
Further, I contributed to the following works, which are also published
at top-tier conferences and journals; however, these are not part of this
thesis:
• Marc Habermann et al. (2018). “NRST: Non-rigid Surface Track-
ing from Monocular Video.” In: Proceedings of the German Confer-
ence on Pattern Recognition (GCPR). Springer
• Lingjie Liu et al. (2019a). “Neural Rendering and Reenactment
of Human Actor Videos.” In: ACM Transactions on Graphics (TOG).
ACM
• Yuxiao Zhou et al. (2020). “Monocular Real-time Hand Shape
and Motion Capture using Multi-modal Data.” In: Proceedings of
the Conference on Computer Vision and Pattern Recognition (CVPR).
IEEE
• Lan Xu et al. (2020). “EventCap: Monocular 3D Capture of High-
Speed Human Motions using an Event Camera.” In: Proceedings of
the Conference on Computer Vision and Pattern Recognition (CVPR).
IEEE
• Lingjie Liu et al. (2020b). “Neural Human Video Rendering
by Learning Dynamic Textures and Rendering-to-Video Trans-
lation.” In: Transactions on Visualization and Computer Graphics
(TVCG). IEEE
• Yuxiao Zhou et al. (2021). “Monocular Real-time Full Body
Capture with Inter-part Correlations.” In: In Proceedings of the
Conference on Computer Vision and Pattern Recognition (CVPR).
IEEE
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• Linjie Lyu et al. (2021). “Efficient and Differentiable Shadow
Computation for Inverse Problems.” In: In Proceedings of the Inter-
national Conference on Computer Vision (ICCV). IEEE
• Lingjie Liu et al. (2021). “Neural Actor: Neural Free-view Syn-
thesis of Human Actors with Pose Control.” In: ACM Transactions
on Graphics (Proc. ACM SIGGRAPH Asia (conditionally accepted)).
ACM
Finally, I contributed to the following pre-published work, which is
currently available on arXiv:
• Yue Li et al. (2020a). “Deep Physics-aware Inference of Cloth
Deformation for Monocular Human Performance Capture.” In:
arXiv: 2011.12866 [cs.CV]
2
R E L AT E D W O R K
Human performance capture is a well-studied field in Computer Vision
and Graphics, and many works were proposed in recent years. A key
difference between these approaches is the type of input used. Thus,
in the following, works are categorized into approaches that leverage
multi-view imagery (Section 2.1), depth streams (Section 2.2), and,
most related to the works presented in this thesis, single RGB images
(Section 2.3). However, as mentioned earlier, capturing the performance
is only one goal of this thesis, while synthesizing virtual humans under
novel motions and camera views is the other. To this end, methods
that aim to create video-based characters are discussed (Section 2.4).
Neural and differentiable rendering are important components for the
capture and synthesis of humans, and, hence, they are discussed in
Section 2.5. As the realistic motion of cloth is important for capturing
natural-looking human performances, methods introduced in this
thesis are also capable of modeling motion-dependent deformations of
the apparel; thus, learning-based cloth deformation works are reviewed
in Section 2.6.
2.1 multi-view based human performance capture
In the following, previous works that leverage multi-view imagery for
reconstructing the dense and deforming human surface are reviewed
(see also Figure 2.1). Many multi-view methods use stereo and shape
from silhouette cues to capture the moving actor (Collet et al., 2015;
Matusik et al., 2000; Starck and Hilton, 2007; Waschbüsch et al., 2005),
or reconstruct the human via multi-view photometric stereo (Vlasic
et al., 2009). Provided with sufficient images, some methods directly
non-rigidly deform a subject specific template mesh (Cagniart et al.,
2010; Carranza et al., 2003; De Aguiar et al., 2008) or a volumetric shape
representation (Allain et al., 2015; Huang et al., 2016). Such methods
are free-form and can potentially capture arbitrary shapes (Mustafa
et al., 2016) as they do not incorporate any skeletal constraints. Such
flexibility comes at the cost of robustness. To mitigate this, some
methods incorporate a skeleton in the template to constrain the motion
to be nearly articulated (Gall et al., 2009; Liu et al., 2011; Vlasic et al.,
2008). This also enables off-line performance capture from a stereo pair
of cameras (Wu et al., 2013). Some systems combine reconstruction
and segmentation to improve results (Bray et al., 2006; Brox et al., 2010;
Liu et al., 2011; Wu et al., 2012). Such methods typically require a
high-resolution scan of the person as input. To side step scanning, a
10
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Figure 2.1: Top. Some works (Cagniart et al., 2010; Carranza et al., 2003;
De Aguiar et al., 2008) reconstruct the dense and deforming surface from
multi-view images. Bottom left. Other works (Anguelov et al., 2005; Loper et
al., 2015) first build a statistical body model from thousands of scans. Bottom
right. These body models are then tracked using multi-view constrains (Joo
et al., 2018). © The respective copyright owners.
parametric body model can be employed. Early models were based on
simple geometric primitives (Metaxas and Terzopoulos, 1993; Plänkers
and Fua, 2001; Sigal et al., 2004; Sminchisescu and Triggs, 2003). Recent
ones are more accurate, detailed, and are learned from thousands of
scans (Anguelov et al., 2005; Hasler et al., 2010; Hesse et al., 2018;
Kadlecek et al., 2016; Kim et al., 2017; Loper et al., 2015; Park and
Hodgins, 2008; Pons-Moll et al., 2015). Capture approaches that use a
statistical body model typically ignore clothing, treat it as noise (Balan
et al., 2007), or explicitly estimate the shape under the apparel (Bălan
and Black, 2008; Yang et al., 2016; Zhang et al., 2017). The offline human
performance capture approach of Huang et al., 2017 fits the SMPL body
model to 2D joint detections and silhouettes of the multi-view data.
Some of the recent off-line approaches jointly track facial expressions
(Joo et al., 2018) and hands (Joo et al., 2018; Romero et al., 2017). To
capture the geometry of the actor beyond the body shape, an option
is to non-rigidly deform the base model to fit a scan (Zhang et al.,
2017) or a set of images (Rhodin et al., 2016). Recently, the approach
of Pons-Moll et al., 2017 can jointly capture body shape, and clothing
using separate meshes; very realistic results are achieved with this
method, but it requires an expensive multi-view active stereo setup.
Multi-view CNNs can map 2D images to 3D volumetric fields enabling
reconstruction of a clothed human body at arbitrary resolution (Huang
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Figure 2.2: Top. Monocular depth-based methods (Guo et al., 2017; New-
combe et al., 2015) usually fuse unseen geometric details into a canonical vol-
ume, resulting in an improved reconstruction quality over time. Bottom. This
concept was also extended to multiple sensors (Dou et al., 2016; Orts-Escolano
et al., 2016), which allows a more robust tracking of faster performances and
a higher quality. © The respective copyright owners.
et al., 2018). All the aforementioned approaches require multi-view
setups and are not practical for consumer use. Furthermore, none of
the methods runs at real-time frame rates.
2.2 depth-based human performance capture
With the availability of affordable depth camera sensors, e.g., the
Kinect, many depth-based methods emerged (see also Figure 2.2). Re-
cent approaches that are based on a single depth camera, such as
KinectFusion, enable the reconstruction of 3D rigid scenes (Izadi et al.,
2011; Newcombe et al., 2011) and also appearance models (Zhou and
Koltun, 2014) by incrementally fusing geometry in a canonical frame.
DynamicFusion (Newcombe et al., 2015) generalized KinectFusion to
capture dynamic non-rigid scenes. The approach alternates non-rigid
registration of the incoming depth frames with updates to the incom-
plete geometry, which is constructed incrementally. Such template-free
methods (Guo et al., 2017; Innmann et al., 2016; Newcombe et al., 2011;
Slavcheva et al., 2017) are flexible but are limited to capturing slow and
careful motions. One way to make fusion and tracking more robust is
by using a combination of a high frame rate/low resolution and a low
frame rate/high-resolution depth sensor (Guo et al., 2018), improved
hardware and software components (Kowdle et al., 2018), multiple
Kinects or similar depth sensors (Dou et al., 2017, 2016; Orts-Escolano
et al., 2016; Ye et al., 2012; Zhang et al., 2014a), or multi-view data (Col-
let et al., 2015; Leroy et al., 2017; Prada et al., 2017) and registering new
frames to a neighboring keyframe; such methods achieve impressive
reconstructions, but do not register all frames to the same canonical
template and require complicated capture setups. Another way to con-
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strain the capture is to pre-scan the object or person to be tracked (De
Aguiar et al., 2008; Ye et al., 2012; Zollhöfer et al., 2014), reducing
the problem to tracking the non-rigid deformations. Constraining the
motion to be articulated is also shown to increase robustness (Yu et al.,
2017, 2018). Instead, HybridFusion (Zheng et al., 2018) additionally
incorporates a sparse set of inertial measurement units. Some works
use simple human shape or statistical body models (Bogo et al., 2015;
Helten et al., 2013; Wei et al., 2012; Weiss et al., 2011; Ye and Yang,
2014; Zhang et al., 2014b,c), some of which exploit the temporal infor-
mation to infer shape. Typically, a single shape and multiple poses are
optimized to exploit the temporal information. Such approaches are
limited to capture naked human shape or, at best, very tight clothing.
Depth sensors are affordable and more practical than multi-view se-
tups. Unfortunately, they have a high power consumption, do not work
well under general illumination, and most media content is still in the
format of 2D images and video. Furthermore, depth-based methods
do not directly generalize to work with monocular video. In contrast,
the methods presented in this thesis can work on the more popular
RGB format and can work in outdoor conditions that are not suitable
for depth-based methods.
2.3 monocular 3d pose estimation and human perfor-
mance capture
Next, related works that only leverage a single RGB image are re-
viewed (see also Figure 2.3). Most methods to infer 3D human motion
from monocular images are based on convolutional neural networks
(CNNs) and leverage 2D joint detections and predict 3D joint pose in
the form of stick figures (Popa et al., 2017; Rogez et al., 2017; Sun et al.,
2017; Tome et al., 2017; Zhou et al., 2017). Tekin et al., 2016 directly
predict the 3D body pose from a rectified spatio-temporal volume of
input frames. The approach of Tekin et al., 2017 learns to optimally
fuse 2D and 3D image cues. These approaches do not capture the
dense deforming shape. One work within this thesis (Chapter 4) also
leverages a recent CNN-based 3D pose estimation method (Mehta
et al., 2017), but it is only employed to regularize the skeletal motion
estimation. Some works fit a (statistical) body surface model to images
using substantial manual interaction (Guan et al., 2009; Jain et al.,
2010; Rogge et al., 2014; Zhou et al., 2010) typically for the task of
image manipulation. Shape and clothing can also be recovered (Chen
et al., 2013; Guo et al., 2012), but the user needs to click points in the
image, select the clothing types from a database, and dynamics are
not captured. Instead of clicked points, Kraevoy et al., 2009 propose
to obtain the shape from contour drawings. With the advance of 2D
joint detections, some works (Bogo et al., 2016; Kanazawa et al., 2018;
Kolotouros et al., 2019; Lassner et al., 2017) fit a 3D body model (Loper
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Figure 2.3: Top left. Some works (Mehta et al., 2017; Sun et al., 2017) predict
a sparse 3D skeletal pose from single images. Top right. Others (Kanazawa
et al., 2018; Kolotouros et al., 2019) jointly predict the 3D pose and shape of
the naked human leveraging a statistical body model. Bottom. Further, there
are template-based approaches (Xu et al., 2018), which optimize for dense 3D
surface deformations using foreground masks. © The respective copyright
owners.
et al., 2015) to them; since only model parameters are optimized, the
results are constrained to the shape space. An alternative is to regress
model parameters directly (Kanazawa et al., 2018, 2019; Pavlakos et al.,
2018) or directly regressing a coarse volumetric body shape (Varol
et al., 2018). Correspondences from pixels of an input image to surface
points on the SMPL body model can also be directly regressed (Güler
et al., 2018). Some works also jointly regress the skeletal body pose
with facial expressions and hand gestures (Pavlakos et al., 2019; Xiang
et al., 2019; Zhou et al., 2021). Capturing 3D non-rigid deformations
from monocular video is very hard. In the domain of non-rigid struc-
ture from motion, model-free methods using rigidity and temporal
smoothness priors can capture coarse 3D models of simple motions
and medium-scale deformations (Garg et al., 2013; Russell et al., 2014).
Some methods (Bartoli et al., 2015; Salzmann and Fua, 2011; Yu et al.,
2015) can non-rigidly track simple shapes and motions by off-line
template fitting, but they were not shown to handle highly articulated
fast body motions, including clothing. Specifically for faces, monocular
performance capture methods were presented (Cao et al., 2015; Garrido
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et al., 2016). However, monocular full-body capture faces additional
challenges due to more frequent (self-)occlusions and much more com-
plex and diverse clothing as well as appearance. The pioneering work
of Xu et al., 2018 shows for the first time that 3D performance capture
of the human body, including the non-rigid deformation of clothing
from monocular video, can be achieved. Its space-time formulation
can resolve difficult self-occluded poses at the expense of temporally
oversmoothing the actual motion. It is also challenged by starkly non-
rigidly moving clothing. Recently, MonoClothCap (Xiang et al., 2020)
removes the need for a personalized template but instead deforms
the SMPL model while capturing the performance of the actor. Both
methods report a runtime of over 1 minute per frame, which is imprac-
tical for many applications such as virtual try-on, gaming, or virtual
teleportation. Reducing the processing time without compromising
accuracy introduces challenges in the formulation and implementation
of model-based performance capture, which is addressed in this thesis.
To this end, for the first time, a real-time full-body performance cap-
ture system (Chapter 4) is presented that only requires a monocular
video as input. It is shown that it comes close in accuracy to the best
off-line monocular and even multi-view methods while being orders of
magnitude faster. Moreover, current monocular methods suffer from
the inherent depth ambiguity and occlusions resulting in limited 3D
performance. To overcome these limitations, this thesis also presents
a monocular human performance capture approach (Chapter 5) that
reports state of the art 3D accuracy in terms of sparse 3D pose as well
as dense 3D surface deformation by leveraging multi-view supervision
and a dedicated coarse-to-fine regression strategy, which can be trained
entirely weakly supervised.
2.4 video-based characters
Previous work in the field of video-based characters aims at creating
photo-realistic renderings of controllable virtual avatars under un-
seen motions and viewpoints (see also Figure 2.4). Classical methods
attempt to achieve this by synthesizing textures on surface meshes
and/or employing image synthesis techniques in 2D space. Some
works (Carranza et al., 2003; Collet et al., 2015; Hilsmann et al., 2020;
Li et al., 2014; Zitnick et al., 2004) focus on achieving free-viewpoint re-
play from multi-view videos with or without 3D proxies, however, they
are not able to produce new motions for human characters. The ap-
proach of Stoll et al., 2010 incorporates a physically based cloth model
to reconstruct a rigged fully-animatable character in loose cloths from
multi-view videos, but it can only synthesize a fixed static texture for
different poses. To render the character with dynamic textures in new
poses from arbitrary viewpoints, Xu et al., 2011 propose a method that
first retrieves the most similar poses and viewpoints in a pre-captured
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Figure 2.4: Top left. Some works (Casas et al., 2014; Xu et al., 2011) apply
texture retrieval techniques from a multi-view database of the actor’s perfor-
mance. Top right. Recent learning-based approaches (Chan et al., 2019; Liu
et al., 2020b; Pumarola et al., 2018) only leverage a single camera to synthesize
unseen actor motions. Bottom. Other learning-based approaches (Shysheya
et al., 2019) leverage multi-view data and learn a 2D texture that is used to
create the final rendering. © The respective copyright owners.
database and then applies retrieval-based texture synthesis. However,
their method takes several seconds per frame and thus cannot support
interactive character animation. Casas et al., 2014 and Volino et al., 2014
compute a temporally coherent layered representation of appearance
in texture space to achieve interactive speed, but the synthesis quality
is limited due to the coarse geometric proxy. Most of the traditional
methods for free-viewpoint rendering of video-based characters fall
either short in terms of generalization to new poses and/or suffer from
a high runtime and/or a limited synthesis quality.
More recent works employ neural networks to close the gap between
rendered virtual characters and real captured images. While some
approaches have shown convincing results for the facial area (Kim
et al., 2018a; Lombardi et al., 2018), creating photo-real images of
the entire human is still a challenge. Most of the methods, which
target synthesizing entire humans, learn an image-to-image mapping
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from renderings of a skeleton (Chan et al., 2019; Esser et al., 2018;
Pumarola et al., 2018; Si et al., 2018), depth map (Martin-Brualla et al.,
2018), dense mesh (Liu et al., 2020b, 2019a; Sarkar et al., 2020; Wang
et al., 2018a) or joint position heatmaps (Aberman et al., 2019), to real
images. Among these approaches, the most related work (Liu et al.,
2020b) achieves better temporally-coherent dynamic textures by first
learning fine-scale details in texture space and then translating the
rendered mesh with dynamic textures into realistic imagery. While
only requiring a single camera, these methods only demonstrate the
rendering from a fixed camera position, while the approach proposed
within this thesis (Chapter 6) works well for arbitrary viewpoints and
also models the view-dependent appearance effects. Further, these
methods heavily rely on an image-to-image translation network to
augment the realism. However, this refinement simply applied in 2D
image space leads to missing limbs and other artifacts in their results.
In contrast, the approach presented within this thesis does not require
any refinement in 2D image space but explicitly generates high-quality
view- and motion-dependent geometry and texture for rendering to
avoid such kind of artifacts. Textured Neural Avatars (Shysheya et
al., 2019) (TNA) also assumes multi-view imagery is given during
training. However, TNA can neither synthesize motion- and view-
dependent dynamic textures nor predict the dense 3D surface. This
thesis proposes a method and ongoing work that can predict motion-
dependent deformations on surface geometry as well as dynamic
textures from a given pose sequence and camera view leading to
video-realistic renderings.
2.5 neural and differentiable rendering
Differentiable and neural rendering bridges the gap between 2D su-
pervision and unknown 3D scene parameters that one wants to learn
or optimize (see also Figure 2.5). Thus, differentiable rendering allows
one to train deep architectures that learn the 3D parameters of a scene,
solely using 2D images for supervision. OpenDR (Loper and Black,
2014) first introduces an approximate differentiable renderer by rep-
resenting a pixel as a linear combination of neighboring pixels and
calculating pixel derivatives using differential filters. Kato et al., 2018
propose a 3D mesh renderer that is differentiable up to the visibility
assumed to be constant during one gradient step. Liu et al., 2019b
differentiate through the visibility function and replace the z-buffer-
based triangle selection with a probabilistic approach which assigns
each pixel to all faces of a mesh. DIB-R (Chen et al., 2019) proposes
to compute gradients analytically for all pixels in an image by rep-
resenting foreground rasterization as a weighted interpolation of a
face’s vertex attributes and representing background rasterization as a
distance-based aggregation of global face information. SDFDiff (Jiang
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Figure 2.5: Top left. Some works (Kato et al., 2018; Loper and Black, 2014)
make the rasterization process differentiable, allowing one to densely su-
pervise scene properties using a photometric consistency loss between the
rendering and the real image. Top right. Other approaches (Sitzmann et al.,
2019a) focus on the learnable scene representation itself, such as a voxel
grid where deep features are attached. Bottom. Alternatively, neural radiance
fields (Mildenhall et al., 2020) model the scene as a volume, and volume
rendering is applied to retrieve novel views of a static scene. © The respective
copyright owners.
et al., 2020) introduces a differentiable renderer based on ray-casting
signed distance functions. The implementation of differentiable render-
ing presented in this thesis (Chapter 6) follows the one of Kato et al.,
2018 where the surface is modeled as non-transparent, and, thus, the
visibility is non-differentiable. This is preferable for capturing humans
as treating the human body and clothing as transparent would lead to
wrong surface deformations and blurry dynamic textures.
Unlike differentiable rendering, neural rendering makes almost no
assumptions about the physical model and uses neural networks to
learn the rendering process from data to synthesize photo-realistic
images. Some neural rendering methods (Aberman et al., 2019; Chan
et al., 2019; Kim et al., 2018b; Liu et al., 2020b, 2019a; Ma et al., 2017,
2018; Martin-Brualla et al., 2018; Pumarola et al., 2018; Sarkar et al.,
2020; Shysheya et al., 2019; Siarohin et al., 2018; Thies et al., 2019; Yoon
et al., 2020) employ image-to-image translation networks (Isola et al.,
2017a; Wang et al., 2018a,b) to augment the quality of the rendering.
However, most of these methods suffer from view and/or temporal in-
consistency. To enforce view and temporal consistency, some attempts
were made to learn scene representations for novel view synthesis
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from 2D images. Although this kind of methods achieve impressive
renderings on static scenes (Liu et al., 2020a; Mildenhall et al., 2020;
Sitzmann et al., 2019a,b; Zhang et al., 2020) and dynamic scenes for
playback or implicit interpolation (Li et al., 2020b; Lombardi et al., 2019;
Park et al., 2020; Peng et al., 2021; Pumarola et al., 2021; Raj et al., 2021;
Tretschk et al., 2020; Wang et al., 2020b; Xian et al., 2020; Zhang et al.,
2020) and faces (Gafni et al., 2021), it is not straightforward to extend
these methods to synthesize full body human images with explicit
pose control. Instead, the approach and the ongoing work presented
in this thesis (Chapter 6) can achieve video-realistic renderings of the
full human body with motion- and view-dependent dynamic textures
for arbitrary body poses and camera views.
2.6 learning-based cloth deformation
Modeling clothing and its deformations from images is also a widely
studied field, and many works were proposed (see Figure 2.6). Syn-
thesizing realistic cloth deformations with physics-based simulation
has been extensively explored (Choi and Ko, 2005; Liang et al., 2019;
Narain et al., 2012; Nealen et al., 2005; Su et al., 2020; Tang et al., 2018;
Tao et al., 2019). They employ either continuum mechanics principles
followed by finite element discretization or physically consistent mod-
els. However, they are computationally expensive and often require
manual parameter tuning. To address this issue, some methods (Feng
et al., 2010; Guan et al., 2012; Hahn et al., 2014; Kim and Vendrovsky,
2008; Wang et al., 2010; Xu et al., 2014; Zurdo et al., 2013) model cloth
deformations as a function of the underlying skeletal pose and/or the
shape of the person and learn the function from data.
With the development of deep learning, skinning-based deforma-
tions can be improved (Bailey et al., 2018) over the traditional methods
like linear blend skinning (Magnenat-Thalmann et al., 1988) or dual
quaternion skinning (Kavan et al., 2007). Other works go beyond
skinning-based deformations and incorporate deep learning for pre-
dicting cloth deformations and learn garment deformations from the
body pose and/or shape. Some works (Alldieck et al., 2019a, 2018a,b;
Bhatnagar et al., 2019; Jin et al., 2020; Pons-Moll et al., 2017) generate
per-vertex displacements over a parametric human model to capture
the garment deformations. While this is an efficient representation,
it only works well for tight clothes such as pants and shirts. Instead
of such a discrete template mesh, some approaches (Saito et al., 2019,
2020) regress the body and the clothing geometry using an implicit
surface representation, combine a coarse-scale volumetric reconstruc-
tion with a refinement network to add high-frequency details (Zheng
et al., 2019), or use a multi-view silhouette representation (Natsume
et al., 2019). Gundogdu et al., 2019 use neural networks to extract
garment features at varying levels of detail (i.e., point-wise, patch-wise,
2.6 learning-based cloth deformation 20
Figure 2.6: Top left. Some works (Lähner et al., 2018) decompose the clothing
geometry into an explicit mesh component, and for modeling finer details,
they leverage a 2D texture representation in addition. Top right. Others (Patel
et al., 2020) model the clothing deformations entirely with a mesh-based
representation but decompose the deformations into low and high frequencies.
Bottom. A completely different approach to modeling clothing is to model
the apparel as an implicit surface which is defined by the zero crossings of
a (signed) distance function (Saito et al., 2019). © The respective copyright
owners.
and global features). Patel et al., 2020 decompose the deformation
into a high frequency and a low-frequency component. While the
low-frequency component is predicted from pose, shape, and style
of garment geometry with an MLP, the high-frequency component is
generated with a mixture of shape-style specific pose models. Related
to that, Choi et al., 2020 predict the geometry of the naked human from
coarse to fine given the skeletal pose. Santesteban et al., 2019 separate
the global coarse garment fit, due to body shape, from local detailed
garment wrinkles, due to both body pose dynamics and shape. Other
methods (Lähner et al., 2018; Zhang et al., 2021) recover fine garment
wrinkles for high-quality renderings or 3D modeling by augmenting
a low-resolution normal map of a garment with high-frequency de-
tails using GANs. Zhi et al., 2020 also reconstruct albedo textures
and refine a coarse geometry obtained from RGB-D data. The method
proposed in this thesis (Chapter 6) factors cloth deformation into low-
frequency large deformations represented by an embedded graph and
high-frequency fine wrinkles modeled by per-vertex displacements
or a mesh-guided implicit surface representation, which enables the
synthesis of deformations for any type of clothing, including also loose
clothes. In contrast to the above methods, the proposed approach pre-
dicts not only geometric deformations but also a dynamic texture map
that allows one to render photo-realistic controllable characters.
3
P R E R E Q U I S I T E S
Humans have a highly articulated structure with their arms, legs, and
head. Thus, it is particularly hard to capture them when starting from
the finest level, e.g., tracking the surface deformation directly on vertex
level. Fortunately, humans have a piecewise rigid structure, the skeleton,
which can describe coarse deformations in a lower-dimensional param-
eter space. Figure 3.1 shows a detailed 3D model of the anatomical
structure of the human skeleton, but in visual computing, coarser
approximations to the real human skeleton (see Figure 3.2) are more
commonly used, and also this thesis leverages such a coarser version.
Importantly, skeletons have a rather low number of degrees of freedom
attached to their joints, enabling the control of the mesh with only
a few parameters compared to directly editing single vertices. The
works proposed in this thesis leverage this fact and model deforma-
tions of the human as a hierarchy of representations with the skeleton
at the lowest level. Thus, in the following sections, the necessary
prerequisites for skeleton-based deformation are described starting
with how a skeleton can be animated (Section 3.1) to how the final
mesh can be deformed according to the skeleton pose (Section 3.2).
Figure 3.1: A detailed 3D model of the
human skeleton depicting joints and
bones, which form a kinematic struc-
ture. Figure from Kadlecek et al., 2016.
3.1 kinematic chain
The human skeleton can be de-
fined as a tree-like structure or
graph, with the root usually be-
ing one of the spine joints (see
Figure 3.2). Then, bones connect
the joints with other joints build-
ing the tree-like structure, which
ends in the end effectors, i.e., fin-
gertips, toes, and head. When
looking at the two ends of a
bone, one can define the root-
oriented side (ROS), which is the
end of the bone closer to the
root joint when traversing the
previous bones, and the non-root-
oriented side (NROS), which is
defined vice versa. Importantly,
at a joint, there can only be one
21
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Figure 3.2: A visualization of the human skeleton structure, including the
root joint, the (non) root-oriented sides of the bones, and the joints j and
i. Here, i is a parent joint of j, and j is a child joint of joint i. Individual
transforms can be applied along the kinematic chain, i.e., transforms on the
shoulder and elbow joints, to finally pose the human’s left hand.
non-root-oriented side but multiple root-oriented ones for a tree-like
structure. Another important property is that the paths, which can be
traversed, are uni-directional. Thus, when taking a step from a ROS
to NROS, all consecutive steps have to go from ROS to NROS or vice
versa. This property is important as it ensures that when one wants
to traverse the tree from one joint to another one, there exists either
a single path or no path at all. Further, for each joint, there exists a
unique path to the root. This consideration leads to another internal
relation between joints, which is the notion of a parent joint and a
child joint. Here, a joint i is called a parent joint with respect to another
joint j if and only if the path from j to the root passes i. Likewise, a
joint j is called a child joint of joint i if and only if there exists a path,
which connects i and j and where the distance to the root is larger for
j compared to the distance between the root and i. This relationship
finally defines a so-called kinematic chain (Reuleaux, 1875), which is the
set of all joints k that are contained in the path from joint i to joint j.
Next, it is explained how the articulated motion of a skeleton struc-
ture can be controlled. To this end, a single or multiple degrees of
freedom (DoF) can be assigned to a joint i. More precisely, the DoF is
a rotation angle θ where the center of rotation is the center of the joint
i and the rotation axis is locally defined and attached to the respective
joint. The local rotation angle θ defines a rigid transform Aj ∈ SE(3)
and the mapping from angles to rotation matrices depends on the
angle representation used, i.e., Euler angles, dual quaternions, or axis
angles. Independent of the type of rotation representation, the rigid
transform can be generally defined as a function
aj(θ) = Aj, (3.1)
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which takes the angle θ ∈ R and returns the rigid transform Aj ∈ R4×4.
A skeleton can have multiple DoFs, which define the pose θ ∈ RD of
the skeleton where D is the total number of DoFs. To determine the
transform of a joint j, all transforms along the kinematic chain (starting
from the joint j itself) to the root have to be consecutively applied,
which can be written as the recursive function




where par(·) denotes the parent of joint j. Here, Bpar(j),j ∈ R4×4 is the
transform defined by the local offset vector between the parent joint of
j and joint j itself. Further, Borigin,j ∈ R4×4 is a transform defined by the
offset between the root and the origin of the global coordinate system.
Similarly, one can obtain the global position pgj ∈ R3 of joint j as the
translational component of Agj . In addition to these local rotations, one
also wants to move and rotate the entire skeleton in 3D space. Thus,
additional 6 DoFs are usually attached to the root joint, 3 for the 3D
translation t ∈ R3 and 3 for the 3D rotation α ∈ R3. Altogether, the
forward kinematics function can be defined as
f (θ, α, t) = Pg, (3.4)
which takes all DoFs as input and returns the matrix Pg ∈ RJ×3 where
row j contains the position of joint j in global space after applying the
pose according to Equation 3.1, 3.2, and 3.3. Here, J denotes the total
number of joints. It is important to note that this function is differen-
tiable with respect to the joint angles, which allows backpropagation
from the global 3D joint positions to the angles, which is essential for
the inverse kinematics task solved in the later chapters.
So far, the skeleton can be posed by modifying the DoFs. However,
instead of only posing the skeleton, it is important to pose a dense 3D
mesh for most Computer Graphics and Vision applications in order to
enhance the visual appearance. To this end, the next section provides
the background for applying the skeletal pose to a mesh, which is
referred to as rigging and skinning.
3.2 rigging and skinning
To animate a mesh based on an underlying skeleton, the mesh has to
be attached to the skeleton so that transformations along the kinematic
chain are propagated to the mesh itself. Importantly, the kinematic
transforms must be only locally applied to the mesh, e.g., a transform
on the elbow does not influence mesh vertices around the knees. This
can be achieved by so-called skinning weights. Assuming the skeleton
contains K joints and the mesh has N vertices, the skinning weight
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Figure 3.3: Visualization of Dual Quaternion Skinning. From left to right. The
skeleton and mesh in the canonical pose. Different skeletal poses and the
respective posed meshes using Dual Quaternion Skinning.
matrix S has a dimensionality of N × K. Here, S has to satisfy certain
properties such as all entries are non-negative, and the rows have to
sum up to one. The intuition behind this is that the value Si,j defines
how much vertex i is influenced by the joint transformation Agj . Most
of these skinning weights are zero, with non-zero regions around
their local influence zones. The process of aligning the sparse skeleton
with a mesh in canonical pose and deriving those skinning weights
is also called rigging, which can be either performed manually or
automatically with 3D modeling software. However, for more details,
it is, for example, referred to the work of Baran and Popović, 2007.
Given the skinning weights, one could compute the weighted sum of
joint transformations for each vertex using the skinning weights, which
is also called Linear Blend Skinning (LBS). However, as pointed out
by Kavan et al., 2007, linear combinations of rotation matrices do not
necessarily lead to a valid rotation matrix, such that so-called candy
wrapper artifacts can arise. Thus, instead of LBS, all presented works
in this thesis leverage Dual Quaternion Skinning (DQS) (Kavan et al.,
2007), which is explained in more detail in the following. The idea of
DQS is to convert the global joint transformation Agj of joint j to a dual




where DQ(·) is the conversion function. Now, to pose a vertex vi the














where one has to note that the blending of the individual DQs results
in a normalized DQ, which implies that it can be converted back to
a valid rigid transform. Here, DQ−1R (
·) is a function that converts the
rotational part of the DQ back into a valid rotation matrix. Similarly,
DQ−1T (
·) is the function that converts the translational part of the
DQ back into a translation vector. Important to note is that the only
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variables here are the DoFs of the underlying skeleton, and moreover,
the skinning process is fully differentiable. This is particularly helpful
for inverse kinematics problems where losses and energy terms directly
act on the vertices, e.g., the posed character should match a target point
cloud. Due to the differentiability of the skinning, the supervision can
be directly backpropagated into the pose variables of the skeleton.
As all the necessary tools for dense 3D character posing are in-
troduced, the next chapter of this thesis presents the first real-time
approach for dense monocular human performance capture.
4
L I V E C A P : R E A L - T I M E H U M A N P E R F O R M A N C E
C A P T U R E F R O M M O N O C U L A R V I D E O
This chapter presents the first real-time human performance capture
approach (published as Habermann et al., 2019) that reconstructs dense,
space-time coherent deforming geometry of entire humans in general
everyday clothing from just a single RGB video. A novel two-stage
analysis-by-synthesis optimization is proposed whose formulation
and implementation are designed for high performance. In the first
stage, a skinned template model is jointly fitted to a background-
subtracted input video, 2D and 3D skeleton joint positions found
using a deep neural network, and a set of sparse facial landmark
detections. In the second stage, dense non-rigid 3D deformations of
skin and even loose apparel are captured based on a novel real-time
capable algorithm for non-rigid tracking using dense photometric
and silhouette constraints. The novel energy formulation leverages
automatically identified material regions on the template to model
the differing non-rigid deformation behavior of skin and apparel. The
two resulting non-linear optimization problems are solved per frame
with specially-tailored data-parallel Gauss-Newton solvers. In order
to achieve a real-time performance of over 25Hz, a pipelined parallel
architecture is designed which uses the CPU and two commodity
GPUs. The proposed method is the first real-time monocular approach
for full-body performance capture and yields comparable accuracy
with off-line performance capture techniques while being orders of
magnitude faster.
4.1 introduction
Dynamic models of virtual human actors are key elements of modern
visual effects for movies and games, and they are invaluable for believ-
able, immersive virtual and augmented reality, telepresence, as well as
3D and free-viewpoint video. Such virtual human characters ideally
feature high-quality, space-time coherent dense models of shape, mo-
tion, and deformation, as well as appearance of people, irrespective
of physique or clothing style. Creating such models at high fidelity
often requires many months of work of talented artists. To simplify the
process, marker-less performance capture methods were researched to
reconstruct at least parts of such models from camera recordings of
real humans in motion.
Existing multi-camera methods are capable of capturing human
models at very good quality, but they often need dense arrays of video
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Figure 4.1: This chapter proposes the first real-time human performance
capture approach that reconstructs dense, space-time coherent deforming ge-
ometry of people in their loose everyday clothing from just a single monocular
RGB stream, e.g., captured by a webcam.
or depth cameras and controlled studios, struggle with complex de-
formations, and need pre-captured templates. Only a few multi-view
methods achieve real-time performance, but no real-time method for
single RGB performance capture exists. Many applications in interac-
tive VR and AR, gaming, virtual try-on (Hilsmann and Eisert, 2009;
Pons-Moll et al., 2017; Sekine et al., 2014), pre-visualization for visual
effects, 3DTV or telepresence (Orts-Escolano et al., 2016) critically de-
pend on real-time performance capture. The use of complex camera
arrays and studios restricted to indoor scenes presents a practical bar-
rier to these applications. In daily use, systems should ideally require
only one camera and work outdoors.
Under these requirements, performance capture becomes a much
harder and much more underconstrained problem. Some methods have
approached this challenge by using multiple (Collet et al., 2015; Dou et
al., 2016; Wang et al., 2016) or a single low-cost consumer-grade depth
(RGB-D) (Newcombe et al., 2015; Yu et al., 2017) camera for dense
non-rigid deformation tracking. While these methods are a significant
step forward, RGB-D cameras are not as cheap and ubiquitous as
color cameras, often have a limited capture range, do not work well
under bright sunlight, and have limited resolution. Real-time human
performance capture with a single color camera would therefore greatly
enhance and simplify performance capture and further democratize its
use, in particular in the aforementioned interactive applications of ever-
increasing importance. However, dense real-time reconstruction from
one color view is even harder, and so today’s best monocular methods
only capture very coarse models, such as bone skeletons (Mehta et al.,
2017; Sun et al., 2017), or the naked human body (Kanazawa et al.,
2018).
In this chapter, the first real-time human performance capture
method is proposed that reconstructs dense, space-time coherent de-
forming geometry of people in their loose everyday clothing from
a single video camera (see Figure 4.1). In a pre-processing step, the
method builds a rigged surface and appearance template from a short
video of the person in a static pose, on which regions of skin and
pieces of apparel are automatically identified using a new multi-view
segmentation that leverages deep learning. The template is fitted to the
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video sequence in a new coarse-to-fine two-stage optimization, whose
problem formulation and implementation are rigorously designed for
best accuracy at real-time performance. In its first stage, the new real-
time skeleton pose optimizer fits the skinned template to (1) 2D and
3D skeleton joint positions found with a CNN, to (2) sparse detected
facial landmarks, and (3) to the foreground silhouette.
In a second stage, dense non-rigid 3D deformations of even loose
apparel are captured. To this end, a novel real-time capable algorithm
for non-rigid analysis-by-synthesis tracking from monocular RGB data
is proposed. It minimizes a template-to-image alignment energy by
jointly considering distance-field-based silhouette alignment, dense
photometric alignment, and spatial and temporal regularizers, all de-
signed for real-time performance. The energy formulation leverages
the shape template segmentation labels (obtained in the pre-processing
stage) to account for the varying non-rigid deformation behavior of
different clothing during reconstruction. The non-linear optimization
problems in both stages are solved with specially-tailored GPU ac-
celerated Gauss-Newton solvers. In order to achieve a real-time per-
formance of over 25 Hz, a pipelined solver architecture is designed
that executes the first and the second stage on two GPUs in a rolling
manner. The proposed approach captures high-quality models of hu-
mans and their clothing in real time from a single monocular camera.
Intriguing examples of live applications in 3D video and virtual try-
on are demonstrated. The proposed method, both qualitatively and
quantitatively, outperforms related monocular online methods and
comes close to offline performance capture approaches in terms of
reconstruction density and accuracy.
In summary, the contributions of this chapter are:
• This chapter proposes the first real-time system for monocu-
lar human performance capture. In order to achieve real-time
performance, not only specific algorithmic design choices are
made, but also several new algorithmic ideas are proposed, e.g.,
the adaptive material-based regularization and the displacement
warping to guarantee high-quality results under a tight real-time
constraint.
• This chapter shows how to efficiently implement these design
decisions by combining the compute power of two GPUs and the
CPU in a pipelined architecture and how dense and sparse linear
systems of equations can be efficiently optimized on the GPU.
• To evaluate the proposed approach on a wide range of data,
high-quality results are shown on an extensive new dataset of
more than 20 minutes of video footage captured in 11 scenarios,
which contains different types of loose apparel and challenging
motions.
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Figure 4.2: The proposed real-time performance capture approach recon-
structs dense, space-time coherent deforming geometry of people in loose
everyday clothing from just a single RGB stream. A skinned template is jointly
fit to background-subtracted input video, 2D and 3D joint estimates, and
sparse facial detections. Non-rigid 3D deformations of skin and even loose
apparel are captured based on a novel real-time capable dense surface tracker.
4.2 overview
The input to the proposed method is a single color video stream (Sec-
tion 4.4). In addition, the approach requires a textured actor model,
which is acquired in a preprocessing step (Section 4.3) from a monoc-
ular video sequence. From this input alone, this real-time human
performance capture approach automatically estimates the articulated
actor motion and the non-rigid deformation of skin and clothing in
a coarse-to-fine manner from two subsequent stages per input frame.
In the first stage, the articulated 3D pose of the underlying kinematic
skeleton is estimated. To this end, an efficient way to fit the skele-
tal pose of the skinned template to 2D and 3D joint positions from
a state-of-the-art CNN-based regressor to sparse detected face land-
marks and to the foreground silhouette is proposed (Section 4.5). With
this skeleton-deformed mesh and the warped non-rigid displacement
of the previous frame as initialization, the second stage captures the
surface deformation of the actor using a novel real-time template-to-
image non-rigid registration approach (Section 4.6). The non-rigid
registration is expressed as an optimization problem consisting of a
silhouette alignment term, a photometric term, and several regulariza-
tion terms; the formulation and combination of terms in the energy are
geared towards high efficiency at high accuracy despite the monocular
ambiguities. The different components of the proposed approach are
illustrated in Figure 4.2. In order to achieve real-time performance, the
underlying optimization problems are solved using dedicated data-
parallel GPU optimizers (Section 4.7). In the following, all components
are explained.
4.3 actor model acquisition
Similar to many existing template-based performance capture meth-
ods (Allain et al., 2015; Cagniart et al., 2010; Gall et al., 2009; Vlasic
et al., 2008; Xu et al., 2018), an actor model is reconstructed in a pre-
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processing step. To this end, a set of M images Irec = {Irec1 , · · · , IrecM}
of the actor in a static neutral pose is taken from a video captured
while walking around the person, which covers the entire body. For
all the templates, around M = 70 images are used. With these im-
ages, a triangulated template mesh V̂ ∈ RN×3 (N denotes the number
of vertices in the mesh) and the associated texture map of the actor
is generated using an image-based 3D reconstruction software1. The
reconstructed geometry is downsampled to a resolution of approx-
imately N = 5000 by using the Quadric Edge Collapse Decimation
algorithm implemented in MeshLab2. The vertex colors of the template
mesh C ∈ RN×3 are transferred from the generated texture map. Then,
skeleton joints and facial markers are manually placed on the template
mesh resulting in a skeleton model. The template mesh is rigged to
this skeleton model via dual quaternion skinning (Kavan et al., 2007)
(see Chapter 3), where the skinning weights are automatically com-
puted using Blender3 (other auto-rigging tools would be feasible). This
allows the proposed approach to deform the template mesh using the
estimated skeletal pose parameters (Section 4.5). An important feature
of this performance capture method is that material-dependent differ-
ences in the deformation behavior are explicitly modeled, e.g., of skin
and apparel during tracking (see Section 4.6). To this end, a new multi-
view method to segment the template into one of seven non-rigidity
classes is proposed. First, the state-of-the-art human parsing method
of Gong et al., 2017 is applied to each image in Irec separately to ob-
tain the corresponding semantic label images Lrec = {Lrec1 , · · · , LrecM}.
The semantic labels L ∈ {1, · · · , 20}N for all vertices Vi are computed
based on their back-projection into all label images and a majority
vote per vertex. The materials are binned into 7 non-rigidity classes,
each having a different per-edge non-rigidity weight in the employed
regularization term (Section 4.6). Those weights were empirically de-
termined by visual observation of the deformation behavior under
different weighting factors. The different classes and the corresponding
non-rigidity weights are shown in Table 4.1. Very high weights are
used for rigid body parts, e.g., the head, medium weights for the less
rigid body parts, e.g., skin and tight clothing, and low weights for
loose clothing. A high rigidity weight is used for any kind of hairstyle
since, similar to all other human performance capture approaches,
hair dynamics are not considered and thus not tracked. The per-vertex
smoothness weights are mapped to per-edge non-rigidity weights si,j
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Class ID Weight Part/Apparel Type
1 1.0 dress, coat, jumpsuit, skirt, background
2 2.0 upper clothes
3 2.5 pants
4 3.0 scarf
5 50.0 left leg, right leg, left arm, right arm, socks
6 100.0 hat, glove, left shoe, right shoe,
7 200.0 hair, face, sunglasses
Table 4.1: The employed non-rigidity weights si,j.
4.4 input stream processing
After the actor model acquisition step, the proposed real-time perfor-
mance capture approach works fully automatically, and the proposed
method does not rely on careful initialization, e.g., it is sufficient to
place the T-posed character model in the center of the frame. The input
to the algorithm is a single color video stream from a static camera, e.g.,
a webcam. Thus, it is assumed that the camera and the world space
are the same. The camera intrinsics are recovered using the Matlab
calibration toolbox4. The skeletal pose estimation and non-rigid regis-
tration stages rely on the silhouette segmentation of the input video
frames. To this end, the background subtraction method of Zivkovic
and Heijden, 2006 is leveraged. It is assumed that the background is
static, that its color is sufficiently different from the foreground, and
that a few frames of the empty scene are recorded before performance
capture commences. The distance transform images IDT are efficiently
computed from the foreground silhouettes, which are used in the
skeletal pose estimation and non-rigid alignment step.
4.5 skeletal pose estimation
The skeletal pose estimation is formulated as a non-linear optimization




The set S = {θ, R, t} contains the joint angles θ ∈ R27 of the J joints
of the skeletal model, and the global pose R ∈ SO(3) and translation
4 http://www.vision.caltech.edu/bouguetj/calib_doc
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t ∈ R3 of the root. For pose estimation, an energy of the following
general form is optimized:
Epose(S) =E2D(S) + E3D(S) + Esilhouette(S) + Etemporal(S)
+Eanatomic(S) .
(4.2)
Here, E2D and E3D are alignment constraints based on the regressed
2D and 3D joint positions, respectively. In addition, Esilhouette is a dense
alignment term that fits the silhouette of the actor model to the detected
silhouette in the input color images. Lastly, Etemporal and Eanatomic are
temporal and anatomical regularization constraints that ensure that the
speed of the motion and the joint angles stay in physically plausible
ranges. To better handle fast motion, the skeleton parameters are
initialized before optimization by extrapolating the poses of the last
two frames in joint angle space based on an explicit Euler step. In the
following, each energy term is explained in more detail.
4.5.1 Sparse 2D and 3D Alignment Constraint
For each input frame I, the 2D and 3D joint positions P2D,i ∈ R2 and
P3D,i ∈ R3 of the J joints are estimated using the efficient deep skeleton
joint regression network of the VNect algorithm (Mehta et al., 2017)
trained with the original data of (Mehta et al., 2017). However, with
these skeleton-only joint detections, it is not possible to determine
the head’s orientation. Therefore, the 2D joint predictions of (Mehta
et al., 2017) are further augmented with a subset of the facial landmark
detections of (Saragih et al., 2009), which includes the eyes, nose, and






λi ‖π (p3D,i(θ, R, t))− P2D,i‖2 . (4.3)
Here, p3D,i is the 3D position of the i-th joint/face marker of the used
kinematic skeleton and π : R3 → R2 is a full perspective projection
that maps 3D space to the 2D image plane. Thus, this term enforces that
all projected joint positions are close to their corresponding detections.
λi are detection-based weights which are set to λi = 0.326 for the facial
landmarks and λi = 1.0 for all other detections to avoid that the head
error dominates all other body parts. To resolve the inherent depth
ambiguities of the re-projection constraint, the following 3D-to-3D






∥∥p3D,i(θ, R, t)− (P3D,i + t′)∥∥2 . (4.4)
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Figure 4.3: The two cases in the silhouette alignment constraint. Target sil-
houette (yellow), model silhouette (red), the negative gradient of the distance
field z (green arrow), and the projected 2D normal n of the boundary vertex
(red arrow).
Here, t′ ∈ R3 is an auxiliary variable that transforms the regressed 3D
joint positions P3D,i from the root centered local coordinate system to
the global coordinate system. Note that the regressed 3D joint positions
P3D,i are in normalized space. Therefore, the regressed skeleton is
rescaled according to the bone lengths of the parameterized skeleton
model.
4.5.2 Dense Silhouette Alignment Constraint
A dense alignment between the boundary of the skinned actor model
and the detected silhouette in the input image is also enforced. In
contrast to the approach of Xu et al., 2018, which requires closest
point computations, a distance transform-based constraint is employed
for efficiency reasons. Once per frame, a set of contour vertices B
is extracted from the current deformed version of the actor model.
Afterwards, all contour vertices are forced to align well to the interface
between the detected foreground and background:









Here, Vi is the i-th boundary vertex of the skinned actor model, and
the image IDT stores the Euclidean distance transform with respect to
the detected silhouette in the input image. The bi ∈ {−1,+1} are direc-
tional weights that guide the optimization to follow the right direction
in the distance field. In the minimization of the term in Equation 4.5,
silhouette model points are pushed in the negative direction of the
distance transform image gradient z = −∇xy IDT ∈ R2. By definition,
z points in the direction of the nearest image silhouette (IS) contour.
If model points fall outside of the IS, they will be dragged towards
the nearest IS contour as desired. However, when model points fall
inside the IS, there are two possibilities: 1) the model point normal
n follows roughly the same direction as z or 2) it does not. In case 1)
the normal at the nearest IS point matches the direction of the model
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point normal. This indicates that z is a good direction to follow. In case
2) however, the normal at the nearest IS point follows the opposite
direction, indicating that z is pointing towards the wrong IS contour,
see Figure 4.3. Therefore, in case 2) the opposite direction p = −z is
chosen by setting bi = −1. This is preferable over just following n,
since n is not necessarily pointing away from the wrong IS contour.
Mathematically, case 2) is considered when nTz < 0. For all the other
cases, the direction of z is chosen by setting bi = +1.
4.5.3 Temporal Stabilization
To mitigate temporal noise, a temporal stabilization constraint is used,







∥∥∥p3D,i(θ, R, t)− pt−13D,i(θ, R, t)∥∥∥2 . (4.6)
Here, the λi are joint-based temporal smoothness weights which are set
to λi = 2.5 for joints on the torso and the head, λi = 2.0 for shoulders,
λi = 1.5 for knees and elbows, and λi = 1.0 for the hands and feet.
4.5.4 Joint Angle Limits
The joints of the human skeleton have physical limits. This prior
knowledge is integrated into the pose estimation objective based on
a soft-constraint on θ ∈ R27. To this end, all degrees of freedom are







Here, Ψ(x) is a quadratic barrier function that penalizes if a degree of
freedom exceeds its limits:
Ψ(x) =

(x− θmax,i)2, if x > θmax,i
(θmin,i − x)2 , if x < θmin,i
0 , otherwise .
This term prevents implausible human pose estimates.
4.6 non-rigid surface registration
The pose estimation step cannot capture realistic non-rigid deforma-
tions of skin and clothing that are not explained through skinning. The
model, therefore, does not yet align with the image well everywhere,
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in particular around the cloth and in some skin regions. Hence, start-
ing from the pose estimation result, the following non-rigid surface
tracking energy is minimized:
Enon−rigid(V) = Edata(V) + Ereg(V) . (4.7)
The energy consists of several data terms Edata and regularization
constraints Ereg, which is explained in the following. The proposed
data terms are a combination of a dense photometric alignment term
Ephoto and a dense silhouette alignment term Esilhouette:
Edata(V) = Ephoto(V) + Esilhouette(V) . (4.8)
4.6.1 Dense Photometric Alignment




wphoto ‖σc (IGauss (π (Vi))− Ci)‖2 , (4.9)
where Ci is the color of vertex Vi in the template model and σc(·) is a
robust kernel that prunes wrong correspondences according to color
similarity by setting residuals that are above a certain threshold to
zero. More specifically, every visible vertex Vi ∈ V is projected onto
the screen space based on the full perspective camera model π. The
visibility is obtained from the skinned mesh after the pose estimation
step using depth buffering. In order to speed up convergence, the
photometric term is computed based on a 3-level pyramid of the input
image where one Gauss-Newton iteration is performed on each level.
The projected positions are used to sample a Gaussian blurred version
IGauss of the input image I at the current time step for more stable and
longer range gradients. The Gaussian kernel sizes for the 3 levels are
15, 9, and 3, respectively.
4.6.2 Dense Silhouette Alignment
In addition to dense photometric alignment, an alignment of the pro-
jected 3D model boundary with the detected silhouette in the input
image is also enforced:









After Stage I, the model boundary B is first updated, and all vertices
Vi ∈ B are considered. These boundary vertices are encouraged to
match the zero iso-line of the distance transform image IDT and thus be
aligned with the detected input silhouette. The bi are computed similar
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Figure 4.4: Left: Input image. Middle: Textured reconstruction without using
the body part mask. One can clearly see the artifacts since multiple model
boundaries wrongly explain the silhouette of the arms. Right: Using the
body part mask in the distance transform image, the foreground silhouette is
correctly explained.
to the pose optimization step (see Section 4.5). Due to the non-rigid
deformation that cannot be recovered by the pose estimation stage, in
some cases, the projection of the mesh from Stage I has a gap between
body parts such as arms and torso, while in the input image, the gaps
do not exist. To prevent image silhouettes being wrongly explained
by multiple model boundaries, the posed model VS is projected into
the current frame, and a body part mask is computed — derived from
the skinning weights. The extent of each body part is increased by a
dilation (maximum of 10 pixels, the torso is preferred over the other
parts) to obtain a conservative region boundary that closes the above-
mentioned gaps. If a vertex Vi moves onto a region with a differing
semantic label, its silhouette term is disabled by setting bi = 0. This
drastically improves the reconstruction quality (see Figure 4.4).
This high-dimensional monocular non-rigid registration problem
with only the data terms is ill-posed. Therefore, regularization con-
straints are used:
Ereg(V) = Esmooth(V) + Eedge(V) + Evelocity(V) + Eacceleration(V) .
(4.11)
Here, Esmooth and Eedge are spatial smoothness priors on the mesh
geometry, and Evelocity and Eacceleration are temporal priors. In the fol-
lowing, more details are provided.
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4.6.3 Spatial Smoothness
The first prior on the mesh geometry is a spatial smoothness term with
respect to the pose estimation result:








∥∥∥(Vi −Vj)− (VSi −VSj )∥∥∥2 .
(4.12)
Here, the Vi are the unknown optimal vertex positions, and the VSi are
the vertex positions after skinning using the current pose estimation
result of Stage I. sij are the semantic label-based per-edge smoothness
weights (see Section 4.3) that model material dependent non-rigidity.
The energy term enforces that every edge in the deformed model is
similar to the undeformed model regarding its length and orienta-
tion. In addition to this surface smoothness term, locally isometric
deformations are also enforced:








(∥∥Vi −Vj∥∥− ∥∥V̂i − V̂j∥∥)2 , (4.13)
where V̂ denotes the vertex position in the template’s rest pose. It is
enforced that the edge length does not change much between the rest
pose V̂i and the optimal unknown pose Vi. While this is similar to the
first term, it allows the approach to penalize stretching independently
of shearing.
4.6.4 Temporal Smoothness
Temporal priors are also employed to favor temporally coherent non-
rigid deformations. Similar to temporal smoothness in skeletal pose
estimation, the first term




∥∥∥Vi −Vt−1i ∥∥∥2 , (4.14)
encourages small velocity, and the second term




∥∥∥Vi − 2Vt−1i + Vt−2i ∥∥∥2 , (4.15)
encourages small acceleration between adjacent frames.
4.6.5 Displacement Warping




i ∈ R3 that are added
to each vertex i after skinning are usually similar from frame t − 1
to frame t. dt−1i is warped back to the rest pose by applying Dual
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Quaternion skinning with the inverse rotation quaternions given by
the pose at time t− 1. They are referred to as d̂t−1i . For the next frame
t, d̂t−1i is transformed according to the pose at time t resulting in
a skinned displacement dS,ti . Then, the non-rigid stage is initialized




i . This jump-starts the non-rigid alignment step
and leads to improved tracking quality. Similarly, dS,ti is added to the
skinned actor model for a more accurate dense silhouette alignment
during the skeletal pose estimation stage.
4.6.6 Vertex Snapping
After the non-rigid stage, the boundary vertices are already very close
to the image silhouette. Therefore, they can be robustly snapped to the
closest silhouette point by walking on the distance transform along the
negative gradient direction until the zero crossing is reached. Vertex
snapping allows the algorithm to reduce the number of iteration steps
since if the solution is already close to the optimum, the updates of
the solver become smaller, as is true for most optimization problems.
Therefore, if the mesh is already close to the silhouette, it is ‘snapped’
to the silhouette in a single step instead of requiring multiple itera-
tions of Gauss-Newton. To obtain continuous results, non-boundary
vertices are smoothly adjusted based on a Laplacian warp in a local
neighborhood around the mesh contour.
4.7 data-parallel gpu optimization
The described pose estimation and non-rigid registration problems
are non-linear optimizations based on an objective E with respect to
unknowns X , i.e., the parameters of the kinematic model S for pose es-
timation and the vertex positions V for non-rigid surface deformation.
The optimal parameters X ∗ are found via energy minimization:
X ∗ = arg minX E(X ) . (4.16)
In both capture stages, i.e., pose estimation (see Section 4.5) and non-
rigid surface tracking (see Section 4.6), the objective E can be expressed
as a sum of squares:






∣∣∣∣F(X )∣∣∣∣22 . (4.17)
Here, F is the error vector resulting from stacking all residual terms.
This optimization is solved at real-time rates using a data-parallel itera-
tive Gauss-Newton solver that minimizes the total error by linearizing
F and taking local steps Xk =Xk−1 + δ∗k obtained by the solution of a
sequence of linear sub-problems (normal equations):
JT(Xk−1)J(Xk−1) · δ∗k = −JT(Xk−1)F(Xk−1) . (4.18)
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Here, J is the Jacobian of F. Depending on the problems (pose es-
timation or non-rigid registration), the linear systems have a quite
different structure in terms of dimensionality and sparsity. Thus, tai-
lored parallelization strategies for each of the problems are used. Since
Gauss-Newton is used instead of Levenberg-Marquardt, the residual
has not to be computed during the iterations, thus leading to faster
runtimes, and in consequence, more iterations are possible within the
tight real-time constraint.
4.7.1 Pose Estimation
The normal equations of the pose optimization problem are small
but dense, i.e., the corresponding system matrix is small, rectangular,
and dense. Handling each non-linear Gauss-Newton step efficiently
requires a specifically tailored parallelization and optimization strategy.
First, at the beginning of each Gauss-Newton step, the system matrix
JTJ and the right-hand side −JTF are computed in global memory on
the GPU. Afterwards, the small system of size 36× 36 (36 = 3+3+27+3,
3 DoFs for R, 3 for t, 27 for θ, and 3 for t′) is shipped to the CPU
and it is solved using QR decomposition. The strategy of splitting the
computation to CPU and GPU is in spirit similar to (Tagliasacchi et al.,
2015). To compute JTJ on the GPU, J is first computed fully in parallel,
and it is then stored in device memory based on a kernel that launches
one thread per matrix entry. A similar operation is performed for F. JTJ
is then computed based on a data-parallel version of a matrix-matrix
multiplication that exploits shared memory for high performance. The
same kernel also directly computes JTF. Several thread blocks are
launched per element of the output matrix/vector, which cooperate in
computing the required dot products, e.g., between the i-th and j-th
column of J or the i-th column of J and F. To this end, each thread
block computes a small subpart of the dot product based on a shared
memory reduction. The per-block results are summed up based on
global memory atomics. In total, 6 Gauss-Newton steps are performed,
which turned out to be a good trade-off between accuracy and speed.
4.7.2 Non-rigid Surface Registration
The non-rigid optimization problem that results from the energy
Enon-rigid has a substantially different structure. It leads to a large
sparse system of normal equations, i.e., the corresponding system
matrix is sparse and has a low number of non-zeros per row. Similar
to Zollhöfer et al., 2014 and Innmann et al., 2016, during GPU-based
data-parallel Preconditioned Conjugate Gradient (PCG), the solver
is parallelized over the rows (unknowns) of the system matrix JTJ
using one thread per block row (x-,y-, and z-entry of a vertex). Each
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thread collects and handles all non-zeros in the corresponding row.
The diagonal of 1JTJ is used as a preconditioner. Three Gauss-Newton
steps are performed, and the linear system is solved based on 4 PCG
iterations, which turned out to be a good trade-off between accuracy
and speed.
4.7.3 Pipelined Implementation
To achieve real-time performance, a data-parallel implementation of
the entire performance capture algorithm is used in combination with
a pipeline strategy tailored for the dedicated problem. To this end, the
proposed approach is running three threads on a PC with two GPUs.
Thread 1 uses only the CPU, which is responsible for data preprocess-
ing. Thread 2 computes the CNN-based human pose detection on the
first graphics card, thread 3 solves the pose optimization problem and
estimates the non-rigid deformation on the second graphics card. The
proposed distributed computation strategy induces a 2 frame delay,
but for most applications, it is barely noticeable.
4.8 evaluation
For all the tests, an Intel Core i7 is employed with two Geforce GTX
1080Ti graphics cards. The algorithm runs at around 25 FPS, which
fulfills the performance requirement of many real-time applications.
In all the experiments, the same set of parameters are used which
are empirically determined: λ2D = 460, λ3D = 28, λsilhouette = 200,
λtemporal = 1.5, λanatomic = 106, wphoto = 10000, wsilhouette = 600,
wsmooth = 10.0, wedge = 30.0, wvelocity = 0.25 and wacceleration = 0.1.
In the following, a new dataset is introduced. Then, the proposed
approach is qualitatively and quantitatively evaluated on several chal-
lenging sequences, and it is also compared to related methods. After
that, an ablation evaluation is performed to study the importance of
the different components of the proposed approach. Finally, several
live applications are demonstrated. A smoothing step with a filter of
window size 3 (stencil: [0.15, 0.7, 0.15]) is applied to the trajectories of
the vertex coordinates as a post-process for all video results except in
the live setup.
4.8.1 Dataset
In order to qualitatively evaluate the proposed method on a wide range
of settings, several challenging motion sequences are recorded. These
contain large variations in non-rigid clothing deformations, e.g., skirts
and hooded sweaters, and fast motions like dancing and jumping jacks.
In total, over 20 minutes of video footage are captured that is split
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Figure 4.5: Qualitative results. Several live monocular performance capture
results of entire humans are shown in their loose everyday clothing. (a)
shows the template models. (b) shows input images to the proposed method,
while (c) shows that the corresponding results precisely overlay the person
in the input images. The results can be used to render realistic images (d) or
free-viewpoint video (e).
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Figure 4.6: The accurate overlay on the input view with the reconstructed
mesh shows the high quality of the reconstruction. Also, note that the re-
construction results match the images captured from a laterally displaced
reference view, which is not used for tracking.
into 11 sequences with different sets of apparel, each worn by one of
seven subjects. All sequences were recorded with a Blackmagic video
camera (30fps, 540× 960 resolution). The dataset provides semantically
segmented, rigged, and textured templates, calibrated camera parame-
ters, and an empty background image for all sequences. In addition, it
also contains the silhouettes from background subtraction, the motion
estimates, and the non-rigidly deformed meshes. For eight sequences,
the subject was captured from a reference view, which will also be
made available to evaluate the tracking quality. Figure 4.5 shows some
of the templates and example frames of the captured sequences. The
full dataset will be made publicly available.
4.8.2 Evaluation Setup
In total, the proposed approach is evaluated on the new dataset and
five existing video sequences of people in different sets of apparel.
In addition, the method is tested with 4 subjects in a live setup (see
Figure 4.1) with a low-cost webcam. The method takes frames at
540× 960 resolution as input. To better evaluate the non-rigid sur-
face registration method, challenging loose clothing is used in these
sequences, including skirts, dresses, hooded sweatshirts, and baggy
pants. The sequences show a wide range of difficult motions (slow to
fast, self-occlusions) for monocular capture. Additionally, the proposed
approach is compared to the state-of-the-art monocular performance
capture method of Xu et al., 2018 on two of their sequences and on
one of the new captured sequences.
4.8.3 Qualitative Evaluation
In Figure 4.5, several frames from live performance capture results are
shown. The results precisely overlay the person in the input images.
Note that body pose, head orientation, and non-rigid deformation of
loose clothing are accurately captured. Both the side-by-side compar-
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Figure 4.7: The proposed real-time approach even tracks challenging and fast
motions, such as jumping and a fast 360◦ rotation with high accuracy. The
reconstructions overlay the input image well.
ison to RGB input and the accurate overlay with the reconstructed
mesh show the high quality of the reconstruction. Also, note that the
reconstruction results match the images captured from a laterally dis-
placed reference view, which is not used for tracking (see Fig. 4.6). This
further evidences the fidelity of the 3D performance capture results,
also in-depth, which shows that the formulation effectively meets the
non-trivial underconstrained monocular reconstruction challenge. To
evaluate the robustness of the proposed method, many fast and chal-
lenging motions are included in the test set. As shown in Figure 4.7,
even the fast 360◦ rotation (see the first row) and the jumping mo-
tion (see the second row) are successfully tracked. This illustrates the
robustness of the algorithm and its efficient and effective combined
consideration of sparse and dense image cues, as well as learning-
based and model-based capture, which in this combination were not
used in prior work, let alone in real time.
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Figure 4.8: Qualitative comparison to related monocular methods. The re-
sults of the proposed approach overlay much better with the input than the
skeleton-only results of Zhou et al., 2016 and Mehta et al., 2017. The shown
results come close in quality to the off-line approach of Xu et al., 2018.
Figure 4.9: Quantitative comparison to related monocular methods. In terms
of the silhouette overlap accuracy (Intersection over Union, IoU), the proposed
method achieves better results and outperforms (Zhou et al., 2016) and (Mehta
et al., 2017) by 8.5% and 9.4%, respectively. On average, the results are only
4.3% worse than the off-line approach of Xu et al., 2018, but the proposed
approach is orders of magnitude faster.
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4.8.4 Comparison to Related Monocular Methods
In Figure 4.8, a comparison to 3 related state-of-the-art methods is
provided: The fundamentally off-line, monocular dense (surface-based)
performance capture method of Xu et al., 2018, called MonoPerfCap,
and two current monocular methods for 3D skeleton-only reconstruc-
tion, the 2D-to-3D lifting method of Zhou et al., 2016 and the real-time
VNect algorithm (Mehta et al., 2017). For the latter two, the skinned
rendering of the template using their skeleton pose is shown. The test
sequence is provided by Xu et al., 2018 with manually labeled ground
truth silhouettes. The proposed method’s results overlay much better
with the input than the skeleton-only results of Zhou et al., 2016 and
Mehta et al., 2017, confirming the much better reconstructions. Also,
a quantitative comparison on this sequence in terms of the silhouette
overlap accuracy (Intersection over Union, IoU), Figure 4.9, shows that
the proposed method achieves clearly better results and outperforms
(Zhou et al., 2016) and (Mehta et al., 2017) by 8.5% and 9.4%, respec-
tively. Using the same metric, the IoU is only 4.3% smaller than Xu
et al., 2018, which is mainly caused by the fact that their foreground
segmentation is more accurate due to their more advanced but offline
foreground segmentation strategy (see Figure 4.11). However, please
note that the proposed method is overall orders of magnitude faster
than their algorithm, which takes over 1 minute per frame, and the
reconstructions are still robust to the noisy foreground segmentation.
To compare against MonoPerfCap more thoroughly, it is also evalu-
ated on one of the sequences of the new dataset (see Section 4.8.1),
which shows more challenging non-rigid dress deformations in com-
bination with fast motions (see bottom rows of Figure 4.10). On this
sequence, the accuracy of the foreground estimation is roughly the
same, leading to the fact that the proposed approach achieves an IoU
of 86.86% (averaged over 500 frames), which is almost identical to the
one of Xu et al., 2018 (86.89%). As shown in Figure 4.10, comparable
reconstruction quality, and overlay is achieved while being orders of
magnitude faster. MonoPerfCap’s window-based optimizer achieves
slightly better boundary alignment and more stable tracking for some
difficult, convolved, and self-occluded poses but is much slower. The
reconstruction of the head and feet is consistently better than (Xu et al.,
2018) due to the additional facial landmark alignment term and the
better pose detector that are employed.
4.8.5 Surface Reconstruction Accuracy
To evaluate the surface reconstruction error, also relative to multi-
view methods, the Pablo sequence from the state-of-the-art multi-view
template-based performance capture method of Robertini et al., 2016
(they also provide the template) is used. As shown in Figure 4.13, the
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Figure 4.10: Qualitative comparison to MonoPerfCap (Xu et al., 2018). Com-
parable reconstruction quality and overlay are achieved while being orders of
magnitude faster.
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Figure 4.11: Comparison of the foreground segmentation of Xu et al., 2018
and the proposed method. Note that the silhouette estimates are less accurate
than the ones of Xu et al., 2018. Nevertheless, the reconstruction results are
robust to the noisy foreground estimates and look plausible.
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Figure 4.12: Quantitative comparison of the surface reconstruction accuracy
on the Pablo sequence. The proposed real-time monocular approach comes
very close in quality to the results of the monocular offline method of Xu et al.,
2018. It clearly outperforms the monocular non-rigid capture method of Yu
et al., 2015 and the rigged skeleton-only results of the 3D pose estimation
methods of Zhou et al., 2016 and Mehta et al., 2017.
proposed real-time monocular method comes very close in quality to
the results of the fundamentally off-line multi-view approach of Rober-
tini et al., 2016 and the monocular off-line method of Xu et al., 2018.
In addition, it clearly outperforms the monocular non-rigid capture
method of Yu et al., 2015 and the rigged skeleton-only results of the
3D pose estimation methods of Zhou et al., 2016 and Mehta et al., 2017
(latter two as described in the previous paragraph). This is further
evidenced by the quantitative evaluation of per-vertex position errors
(see Figure 4.12). The reconstruction results of Robertini et al., 2016
is used as a reference, and the per-vertex Euclidean surface error is
shown. Similar to (Xu et al., 2018), the reconstruction of all methods
are aligned to the reference meshes with a translation to eliminate the
global depth offset. The method of Xu et al., 2018 achieves slightly
better results in terms of surface reconstruction accuracy. Similar to
the previous experiment (see Figure 4.11), it can be observed that the
foreground estimates are slightly worse than the ones of Xu et al., 2018
which caused the lower accuracy.
4.8.6 Skeletal Pose Estimation Accuracy
The proposed approach is also compared against VNect (Mehta et al.,
2017), (Zhou et al., 2016) and MonoPerfCap (Xu et al., 2018) in terms
of joint position accuracy on the Pablo sequence. As a reference, the
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Figure 4.13: Qualitative comparisons of the surface reconstruction accuracy
on the Pablo sequence. The proposed real-time monocular approach comes
very close in quality to the results of the fundamentally off-line multi-view
approach of Robertini et al., 2016 and the monocular off-line method of Xu et
al., 2018. It clearly outperforms the monocular non-rigid capture method of Yu
et al., 2015 and the rigged skeleton-only results of the 3D pose estimation
methods of Zhou et al., 2016 and Mehta et al., 2017.
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Figure 4.14: Comparison of the skeletal pose estimation accuracy in terms
of average per-joint 3D error on the Pablo sequence. The proposed method
outperforms the three other methods, most notably the skeleton-only methods
of Mehta et al., 2017 and Zhou et al., 2016.
joint positions from the multi-view method of Robertini et al., 2016
are used. The average per-joint 3D error (in millimeters) is reported
after aligning the per-frame poses with a similarity transform. As
shown in Figure 4.14, the proposed method outperforms the three
other methods, most notably the skeleton-only methods (Mehta et al.,
2017; Zhou et al., 2016). This shows that the combined surface and
skeleton reconstruction also benefits 3D pose estimation quality in
itself.
4.8.7 Ablation Study
First, the importance of all algorithmic components is qualitatively
evaluated in an ablation study on a real video sequence. To this end,
the results of the proposed method are compared to: 1) the pose estima-
tion without facial landmark alignment term and the silhouette term,
which is referred to as E2Dw/o f ace + E3D, 2) the pose estimation with-
out the silhouette term ( E2D + E3D), 3) the complete pose estimation
(Epose) and 4) the full pipeline (Epose + Enon−rigid). As shown in Fig-
ure 4.15, 1) the facial landmark alignment term significantly improves
the head orientation estimation (red circles), 2) the misalignment of
E2D + E3D is corrected by the silhouette term in Epose (yellow circles), 3)
the non-rigid deformation on the surface, which cannot be modeled by
skinning, is accurately captured by the proposed non-rigid registration
method Enon−rigid (blue circles). Second, the importance of the terms
is also quantitatively evaluated on a sequence where high-quality re-
constructions based on the multi-view performance capture results
of De Aguiar et al., 2008 are used as ground truth. The mean vertex
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Figure 4.15: Ablation study. 1) the facial landmark alignment term signif-
icantly improves the head orientation estimation (red circles), 2) the mis-
alignment of E2D + E3D is corrected by the silhouette term in Epose (yellow
circles), 3) the non-rigid deformation on the surface, which cannot be mod-
eled by skinning, is accurately captured by the non-rigid registration method
Enon−rigid (blue circles).
Figure 4.16: Ablation study. The mean vertex position error clearly demon-
strates the consistent improvement by each of the algorithmic components of
the approach. The full approach consistently obtains the lowest error.
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Figure 4.17: Improvement of the non-rigid stage (Epose + Enon−rigid) over pose-
only deformation (Epose). Top row: Four monocular input images. On the
bottom row, for each image, the per-vertex error of the pose only results
minus the per-vertex error of the proposed method is shown. Consequently,
a negative value means pose only is better, and it is colored in red. A positive
value means the proposed method is better, and it is colored in blue. As
expected, the presented approach achieves the most improvement on the
non-rigid skirt part— which is around 20mm for the shown frames.
position error shown in Figure 4.16 clearly demonstrates the consistent
improvement by each of the algorithmic components of the approach.
The non-rigid alignment stage obtains, on average better results than
the pose-only alignment. Since non-rigid deformations are most of the
time concentrated in certain areas, e.g., a skirt, and at certain frames
when articulated motion takes place, the per-frame and per-vertex
improvement of the proposed non-rigid stage is also measured. To
this end, the improvement of (Epose + Enon−rigid) over (Epose) is mea-
sured by computing the per-vertex error of the pose only results minus
the per-vertex error of the proposed method. Consequently, positive
means the presented approach is better than the pose-only deforma-
tion. As demonstrated in Figure 4.17, the non-rigid stage significantly
improves the reconstruction of the skirt and the arm. The improvement
is especially noticeable for frames where the deformation of the skirt
significantly differs from the static template model since such motion
cannot be handled by the pose-only step. On the same dataset, the in-
fluence of 1) the warping of the non-rigid displacement of the previous
frame, 2) the proposed body part masks used in the dense silhouette
alignment, and 3) the proposed vertex snapping are evaluated. Those
algorithmic changes respectively lead to 2.4%, 1.7%, and 1.7% improve-
ment in average 3D vertex error, which sums up to a total improvement
of 5.8%. The importance of the material-based non-rigid deformation
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Figure 4.18: Importance of the material-based non-rigid deformation adapta-
tion strategy. With a low global regularization weight, the deformation of the
skirt is well reconstructed, but the head is distorted (left). A high deformation
weight preserves the shape of the head but prevents tracking of the skirt
motion (middle). The new semantic weight adaptation strategy enables the
reconstruction of both regions with high accuracy and leads to the best results
(right).
adaptation strategy is shown in Figure 4.18. Using constantly low non-
rigidity weights (si,j = 2.0) in all regions, the deformation of the skirt is
well reconstructed, but the head is severely distorted (left). In contrast,
with high global non-rigidity weights (si,j = 50.0), the head shape is
preserved, but the skirt cannot be tracked reliably (middle). The new
semantic weight adaptation strategy enables the reconstruction of both
regions with high accuracy and leads to the best results (right).
4.8.8 Applications
The proposed monocular real-time human performance capture method
can facilitate many applications that depend on real-time capture: inter-
active VR and AR, human-computer interaction, pre-visualization for
visual effects, 3D video, or telepresence. Two application demonstra-
tors are exemplified here. In Figure 4.19, it is shown that the method
allows live free-viewpoint video rendering and computer animation
of the performance captured result from just single color input. This
illustrates the potential of the presented method in several of the afore-
mentioned live application domains. In Figure 4.20, a real-time virtual
try-on application is demonstrated based on the proposed performance
capture method. Here, the texture corresponding to the trousers on the
template is exchanged, and the tracked result is visualized in real time.
With such a system, the users can see themselves in clothing variants
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Figure 4.19: Free-viewpoint video rendering results.
Figure 4.20: Live virtual try-on application based on the proposed approach.
in real time with live feedback, which could be potentially used in VR
or even AR online shopping.
4.9 limitations and future work
Compelling real-time full-body human performance capture results
have been demonstrated using only a single consumer-grade color cam-
era. The proposed formulation combines constraints used individually
in different image-based reconstruction methods before. However, the
specific combination that is employed embedded in a hierarchical real-
time approach is new and enables, for the first time, real-time monocu-
lar performance capture. Further, this formulation geared rigorously
for real-time use differs from the related, but off-line MonoPerfCap (Xu
et al., 2018) method in several ways: In Stage I, the facial landmarks as
well as the displacement warping, which is also added during pose
tracking, improve the pose accuracy of the real-time method. Further,
the pose is tracked per frame instead of a batch-based formulation
which reduces the computation time and allows faster motions. Further
improvements in terms of efficiency are achieved by the GPU-based
pose solver. In Stage II, the dense photometric term that adds con-
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Figure 4.21: Failure cases. Top row: The underlying 3D joint regression deep
network can fail for extreme poses not seen in training, which can produce
glitches in the tracking results. The model fitting can often but not always
correct such wrong estimates. However, the proposed performance capture
approach robustly recovers from such situations. Bottom row: The estimates
for occluded parts will be less accurate than with multi-view methods due to
the lack of image evidence. While pose and silhouette plausibly constrain the
back-side of the body, fully-occluded limbs may have incorrect poses.
straints for non-boundary vertices and the adaptive material-based reg-
ularization improve reconstruction quality. The non-rigid fitting stage
is faster due to the more efficient combination of spatial regularizers
that requires a much smaller number of variables than the as-rigid-as-
possible regularizer. It is directly solved for the vertex displacements
instead of estimating the embedded graph rotations/translations. This
formulation is better suited for a parallel implementation on the GPU,
and it also gives a more flexible representation. Due to the real-time
constraint, an efficient distance transform-based representation is em-
ployed instead of the ICP-based approach that requires an expensive
search of correspondences between the model boundary and the image
silhouettes. The experiments show that the proposed method achieves
a similar reconstruction quality compared to the off-line performance
capture approach of Xu et al., 2018 while being orders of magnitude
faster.
Nonetheless, the proposed approach is subject to some limitations;
see also Figure 4.21. Due to the ambiguities that come along with
monocular performance capture, the method relies on an accurate
template acquisition since reconstruction errors and mislabeled part
segmentations in the template itself cannot be recovered during track-
ing. Further, the method cannot handle topological changes that are too
far from the template, e.g., removing some clothes and deformations
4.10 conclusion 56
along the camera viewing axis can only be partially recovered by the
photometric term. The latter point could be addressed by an additional
term that involves shading and illumination estimation. As is common
for learning methods, the underlying 3D joint regression deep network
fails for extreme poses not seen in training. The model fitting can often,
but not always, correct such wrong estimates, which produces glitches
in the tracking results. However, the performance capture approach
robustly recovers from such situations, see Figure 4.21 (top). Since the
proposed method uses foreground/background segmentation, strong
shadows and shading effects, objects with a similar color to the per-
former, and changing illumination situations can cause suboptimal
segmentation; thus leading to noisy data association in the silhouette
alignment term, which manifests itself as high-frequency jitter. The
presented approach is robust to some degree of miss-classifications but
can get confused by big segmentation outliers. This could be alleviated
in the future by incorporating more sophisticated background segmen-
tation strategies, e.g., based on deep neural networks. Strong changes
in shading or shadows, specular materials, or non-diffuse lighting can
also negatively impact the color alignment term. A joint optimiza-
tion for scene illumination and material properties could alleviate this
problem. Even though the components of the presented method are
carefully orchestrated to achieve high accuracy and temporal stability
in this challenging monocular setting, even under non-trivial occlu-
sions, extensive (self-)occlusion is still fundamentally difficult. The
estimates for occluded parts will be less accurate than with multi-view
methods due to the lack of image evidence. While pose and silhouette
plausibly constrain the back-side of the body, fully-occluded limbs may
have incorrect poses. Additional learned motion priors could further
resolve such ambiguous situations. Fortunately, the proposed approach
recovers as soon as the difficult occlusions are gone, see Figure 4.21
(bottom).
4.10 conclusion
This chapter of the thesis presented the first monocular real-time hu-
man performance capture approach that reconstructs dense, space-time
coherent deforming geometry of entire humans in their loose every-
day clothing. The novel energy formulation leverages automatically
identified material regions on the template to differentiate between
different non-rigid deformation behaviors of skin and various types
of apparel. The underlying non-linear optimization problems are tack-
led in real time based on a pipelined implementation that runs two
specially-tailored data-parallel Gauss-Newton solvers, one for pose
estimation and one for non-rigid tracking, at the same time. The pro-
posed approach can be seen as the first step towards general real-time
capture of humans from just a single view, which is an invaluable tool
4.10 conclusion 57
for believable, immersive virtual and augmented reality, telepresence,
virtual try-on, and many more exciting applications the future will
bring to our homes.
As stated in the limitations section, the approach presented in this
chapter has a reduced 3D pose and surface accuracy in the case of
occlusions. To this end, the next chapter proposes a fully learning-based
method that regresses the pose and surface of a human from a single
image while weak multi-view supervision during training improves
the 3D pose and surface accuracy for both visible and occluded areas.
5
D E E P C A P : M O N O C U L A R H U M A N P E R F O R M A N C E
C A P T U R E U S I N G W E A K S U P E RV I S I O N
The previous chapter introduced a novel method for real-time human
performance capture, which recovers the deforming surface of the
entire human, including also the clothing, just using a single cam-
era. Many previous performance capture approaches either require
expensive multi-view setups, do not recover dense space-time coher-
ent geometry with frame-to-frame correspondences, or have limited
accuracy in 3D like the method proposed in the previous chapter. In
this chapter, a novel deep learning approach (published as Habermann
et al., 2020 and Habermann et al., 2021b) for monocular dense human
performance capture is proposed, which aims at further improving the
3D performance by leveraging weak multi-view supervision during
training. As the method is trained in a weakly supervised manner
based on multi-view imagery, it completely removes the need for train-
ing data with 3D ground truth annotations. The network architecture
is based on two separate networks that disentangle the task into a pose
estimation and a non-rigid surface deformation step. Extensive qualita-
tive and quantitative evaluations show that the approach outperforms
the state of the art in terms of quality and robustness.
5.1 introduction
Human performance capture, i.e., the space-time coherent 4D capture
of full pose and non-rigid surface deformation of people in general
clothing, revolutionized the film and gaming industry in recent years.
Apart from visual effects, it has many use cases in generating person-
alized dynamic virtual avatars for telepresence, virtual try-on, mixed
reality, and many other areas. In particular, for the latter applica-
tions, being able to performance capture humans from monocular videos
would be a game-changer. The majority of established monocular meth-
ods only captures articulated motion (including hands or sparse facial
expression at most). However, the monocular tracking of dense full-
body deformations of skin and clothing, in addition to articulated pose,
which plays an important role in producing realistic virtual characters,
is still in its infancy.
In literature, multi-view marker-less methods (Bray et al., 2006;
Brox et al., 2006, 2010; Cagniart et al., 2010; De Aguiar et al., 2008;
Gall et al., 2009; Liu et al., 2011; Mustafa et al., 2015; Pons-Moll et
al., 2017, 2015; Vlasic et al., 2008, 2009; Wu et al., 2013) have shown
compelling results. However, these approaches rely on well-controlled
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Figure 5.1: The first learning-based approach for dense monocular human
performance capture using weak multi-view supervision is presented that
predicts not only the pose but also the space-time coherent non-rigid defor-
mations of the model surface.
multi-camera studios (typically with green screen), which prohibits
them from being used for location shootings of films and telepresence
in living spaces.
Recent monocular human modeling approaches have shown com-
pelling reconstructions of humans, including clothing, hair, and facial
details (Alldieck et al., 2019a, 2018b; Bhatnagar et al., 2019; Ma et al.,
2020; Patel et al., 2020; Saito et al., 2019; Zheng et al., 2019). Some
directly regress voxels (Gabeur et al., 2019; Zheng et al., 2019) or
the continuous occupancy of the surface (Saito et al., 2019). Since
predictions are pixel aligned, reconstructions have nice detail, but
limbs are often missing, especially for difficult poses. Moreover, the
recovered motion is not factorized into articulation and non-rigid de-
formation, which prevents the computer graphics style control over
the reconstructions that is required in many of the aforementioned
applications. Importantly, surface vertices are not tracked over time,
so no space-time coherent model is captured. Another line of work
predicts deformations or displacements to an articulated template,
which prevents missing limbs and allows more control (Alldieck et al.,
2019a,b; Bhatnagar et al., 2019; Pumarola et al., 2019). However, these
works do not capture motion and surface deformations.
The state-of-the-art monocular human performance capture meth-
ods (Habermann et al., 2019; Xu et al., 2018) densely track the deforma-
tion of the surface. They leverage deep learning-based sparse keypoint
detections and perform an expensive template fitting afterwards. In
consequence, they can only non-rigidly fit the input view and suffer
from instability. By contrast, the first learning-based method is pre-
sented that jointly infers the articulated and non-rigid 3D deformation
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parameters in a single feed-forward pass at much higher performance,
accuracy, and robustness (see also Figure 5.1). The core of the method
is a CNN model which integrates a fully differentiable mesh template
parameterized with pose and an embedded deformation graph. From a
single image, the network predicts the skeletal pose and the rotation
and translation parameters for each node in the deformation graph. In
stark contrast to implicit representations (Chibane et al., 2020; Saito
et al., 2019; Zheng et al., 2019), the proposed mesh-based method
tracks the surface vertices over time, which is crucial for adding semantics
and for texturing and rendering in graphics. Further, by virtue of the
parameterization, the model always produces a human surface without
missing limbs, even during occlusions and out-of-plane motions.
While previous methods (Alldieck et al., 2019a; Bhatnagar et al.,
2019; Saito et al., 2019; Zheng et al., 2019) rely on 3D ground truth for
training, the proposed method is weakly supervised from multi-view
images. To this end, a fully differentiable architecture is proposed,
which is trained in an analysis-by-synthesis fashion, without explicitly
using any 3D ground truth annotation. Specifically, during training,
the method only requires a personalized template mesh of the actor
and a multi-view video sequence of the actor performing various
motions. Then, the network learns to predict 3D pose and dense
non-rigidly deformed surface shape by comparing its single image
feed-forward predictions in a differentiable manner against the multi-
view 2D observations. At test time, the proposed method only requires
a single-view image as input and produces a deformed template
matching the actor’s non-rigid motion in the image. In summary, the
main technical contributions are:
• A learning-based 3D human performance capture approach that
jointly tracks the skeletal pose and the non-rigid surface defor-
mations from monocular images.
• A new differentiable representation of deforming human sur-
faces, which enables training from multi-view video footage
directly.
The new model achieves high-quality, dense human performance cap-
ture results on the new challenging dataset, demonstrating, qualita-
tively and quantitatively, the advantages of the proposed approach
over previous work. It is experimentally shown that the method pro-
duces reconstructions of higher accuracy and 3D stability, in particular
in depth, than related work, also under difficult poses.
5.2 overview
Given a single RGB video of a moving human in general clothing and a
respective template mesh (Section 5.3), the goal is to capture the dense
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Figure 5.2: Overview of the proposed approach. The proposed method takes
a single segmented image as input. First, the pose network, PoseNet, is trained
to predict the joint angles and the camera relative rotation using sparse
multi-view 2D joint detections as weak supervision. Second, the deformation
network, DefNet, is trained to regress embedded graph rotation and trans-
lation parameters to account for non-rigid deformations. To train DefNet,
multi-view 2D joint detections and silhouettes are used for supervision.
deforming surface of the full body. This is achieved by training a neural
network consisting of two components: As illustrated in Figure 5.2, the
pose network, PoseNet, estimates the skeletal pose of the actor in the
form of joint angles from a monocular image (Section 5.5). Next, the
deformation network, DefNet, regresses the non-rigid deformation of
the dense surface, which cannot be modeled by the skeletal motion, in
the embedded deformation graph representation (Section 5.6). To avoid
generating dense 3D ground truth annotation, the network is trained
in a weakly supervised manner. To this end, a fully differentiable
human deformation and rendering model is proposed, which allows
the proposed approach to compare the rendering of the human body
model to the 2D image evidence and backpropagate the losses. For
training, a video sequence in a calibrated multi-camera green screen
studio is captured first (Section 5.4). Note that the multi-view video
is only used during training. At test time, only a single RGB video
and a dedicated domain adaptation step (Section 5.7) are required to
perform dense non-rigid tracking.
5.3 character model
The proposed method relies on a person-specific 3D template model.
First, the actor is scanned with a 3D scanner (Treedys 2020) to obtain the
textured mesh. To create the textured mesh (see Figure 5.3), the person
is captured in a static T-pose with an RGB-based scanner1 which has
134 RGB cameras resulting in 134 images Irec = {Irec1 , · · · , Irec134}.
The textured 3D geometry is obtained by leveraging a commercial 3D
1 https://www.treedys.com/
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Figure 5.3: Character models. Here, the character model of S1 to S4 (top to
bottom) of the new dataset is shown. It consists of the textured mesh, the
underlying embedded deformation graph as well as the attached skeleton.
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reconstruction software, called Agisoft Metashape2, that takes as input
the images Irec and reconstructs a textured 3D mesh of the person (see
Figure 5.3). Metashape’s mesh simplification is applied to reduce the
number of vertices N and Meshmixer’s3 remeshing is performed to
obtain roughly uniform shaped triangular surfaces. Next, the skeleton
(see Figure 5.3) is automatically fit to the 3D mesh by fitting the SMPL
model (Loper et al., 2015). To this end, first, the pose is optimized by
performing a sparse non-rigid ICP where the head, hands, and feet
are used as feature points since they can be easily detected in a T-pose.
Then, a dense non-rigid ICP is performed on vertex level to obtain
the final pose and shape parameters. For clothing types that roughly
follow the human body shape, e.g., pants and shirt, the per-vertex
skinning weights of the naked SMPL model are propagated to the
template vertices. For other types of clothing, like skirts and dresses,
Blenders’s4 automated skinning weight computation is leveraged. The
skeleton consists of 23 joints and 21 attached landmarks (17 body and 4
face landmarks) and is parameterized with 27 joint angles θ ∈ R27, the
camera relative rotation α ∈ R3 and translation t ∈ R3. The landmark
placement follows the convention of OpenPose (Cao et al., 2018, 2017;
Simon et al., 2017; Wei et al., 2016). To model the non-rigid surface
deformation, an embedded deformation graph G with K nodes is
automatically build by further decimating the template mesh to around
500 vertices (see Figure 5.3). The connections of a node k to neighboring
nodes are given by the vertex connections of the decimated mesh and
are denoted as the set Nn(k). For each vertex of the decimated mesh,
it is searched for the closest vertex on the template mesh in terms of
Euclidean distance. These points then define the position of the graph
nodes G ∈ RK×3 where Gk is the position of node k. To compute the
vertex-to-node weights wi,k, the geodesic distance is measured between
the graph node k and the template vertex i, and Nvn(i) denotes the
set of nodes that influence vertex i. The nodes are parameterized
with Euler angles A ∈ RK×3 and translations T ∈ RK×3. Similar to
(Habermann et al., 2019), the mesh is segmented into different non-
rigidity classes resulting in per-vertex rigidity weights si. This enables
the modeling of varying deformation behaviors for different surface
materials, e.g., skin deforms less than clothing (see Equation 5.13).
5.4 training data
To acquire the training data, a multi-view video of the actor doing vari-
ous actions is recorded in a calibrated multi-camera studio with a green
screen. The number of frames per subject varies between 26,000 and
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calibrated and synchronized cameras with a resolution of 1024× 1024
are leveraged for capturing where for all subjects between 11 and 14
cameras are used. To provide weak supervision for the training, first,
2D pose detection is performed on the sequences using OpenPose (Cao
et al., 2018, 2017; Simon et al., 2017; Wei et al., 2016), and temporal
filtering is applied. Then, the foreground mask is generated using color
keying and the corresponding distance transform image D f ,c (Borge-
fors, 1986) is computed, where f ∈ [0, F] and c ∈ [0, C] denote the
frame index and camera index, respectively. The original image reso-
lution is too large to transfer all the distance transform images to the
GPU during training. Fortunately, most of the image information is
anyways redundant since one is only interested in the image region
where the person is. Therefore, the distance transform images are
cropped using the bounding box that contains the segmentation mask
with a conservative margin. Finally, they are resized to a resolution
of 350× 350 without losing important information. During training,
one camera view c′ and frame f ′ is randomly sampled for which the
recorded image is cropped with a bounding box, based on the 2D
joint detections. The final training input image I f ′,c′ ∈ R256×256×3 is
obtained by removing the background and augmenting the foreground
with random brightness, hue, contrast, and saturation changes. For
simplicity, the operation on frame f ′ is described, and the subscript f ′
is omitted in the following equations.
5.5 pose network
In the proposed PoseNet, ResNet50 (He et al., 2016) pretrained on
ImageNet (Deng et al., 2009) is used as a backbone and the last fully
connected layer is modified to output a vector containing the joint
angles θ and the camera relative root rotation α, given the input image
Ic′ . Since generating the ground truth for θ and α is a non-trivial task,
a weakly supervised training is proposed based on fitting the skeleton
to multi-view 2D joint detections.
5.5.1 Kinematics Layer
To this end, a kinematics layer is introduced as the differentiable
function that takes the joint angles θ and the camera relative rotation
α and computes the positions Pc′ ∈ RM×3 of the M 3D landmarks
attached to the skeleton (17 body joints and 4 face landmarks). Note
that Pc′ lives in a camera-root-relative coordinate system. In order to
project the landmarks to other camera views, Pc′ has to be transformed
to the world coordinate system:
Pm = RTc′Pc′,m + t, (5.1)
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where Rc′ is the rotation matrix of the input camera c′ and t is the
global translation of the skeleton.
5.5.2 Global Alignment Layer
To obtain the global translation t, a global alignment layer is proposed
that is attached to the kinematics layer. It localizes the skeleton model
in the world space, such that the globally rotated landmarks RTc′Pc′,m
project onto the corresponding detections in all camera views. This
is done by minimizing the distance between the rotated landmarks
RTc′Pc′,m and the corresponding rays cast from the camera origin oc to





σc,m‖(RTc′Pc′,m + t− oc)× dc,m‖2, (5.2)
where dc,m is the direction of a ray from camera c to the 2D joint
detection pc,m corresponding to landmark m:
dc,m =
(E−1c p̃c,m)xyz − oc
‖(E−1c p̃c,m)xyz − oc‖
. (5.3)
Here, Ec ∈ R4×4 is the projection matrix of camera c and p̃c,m =
(pc,m, 1, 1)T. Each point-to-line distance is weighted by the joint detec-
tion confidence σc,m, which is set to zero if below 0.4. The minimization
problem of Equation 5.2 can be solved in closed form:
t = W−1 ∑
c,m







Here, I is the 3× 3 identity matrix and Dc,m = dc,mdTc,m. Note that the
operation in Equation 5.4 is differentiable with respect to the landmark
positions Pc′ .
5.5.3 Sparse Keypoint Loss





λmσc,m‖πc (Pm)− pc,m‖2, (5.6)
which ensures that each landmark projects onto the corresponding
2D joint detections pc,m in all camera views. Here, πc is the projection
function of camera c and σc,m is the same as in Equation 5.2. λm is a
hierarchical re-weighting factor that varies during training for better
convergence. More precisely, for the first one-third of the training
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iterations per training stage for PoseNet, the keypoint loss is multiplied
with a factor of λm = 3 for all torso markers and with a factor of
λm = 2 for elbow and knee markers. For all other markers, lambda
is set to λm = 1. For the remaining iterations, it is set to λm = 3 for
all markers. This re-weighting lets the model first focus on the global
rotation (by weighting torso markers higher than others). It is found
that this gives better convergence during training and joint angles
overshoot less often, especially at the beginning of training.
5.5.4 Pose Prior Loss









(x− θmax,i)2, if x > θmax,i
(θmin,i − x)2 , if x < θmin,i
0 , otherwise
, (5.8)
that encourages that each joint angle θi stays in a range [θmin,i, θmax,i]
depending on the anatomic constraints.
5.6 deformation network
With the skeletal pose from PoseNet alone, the non-rigid deformation
of the skin and clothes cannot be fully explained. Therefore, the non-
rigid deformation and the articulated skeletal motion are disentangled.
DefNet takes the input image Ic′ and regresses the non-rigid deforma-
tion parameterized with rotation angles A and translation vectors T of
the nodes of the embedded deformation graph. DefNet uses the same
backbone architecture as PoseNet, while the last fully connected layer
outputs a 6K-dimensional vector reshaped to match the dimensions
of A and T. The weights of PoseNet are fixed while training DefNet.
Again, no direct supervision is used for A and T. Instead, a deforma-
tion layer with differentiable rendering is proposed, and a multi-view
silhouette-based weak supervision is leveraged.
5.6.1 Deformation Layer
The deformation layer takes A and T from DefNet as input to non-
rigidly deform the surface
Yi = ∑
k∈Nvn(i)
wi,k(R(Ak)(V̂i −Gk) + Gk + Tk). (5.9)
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Here, Y, V̂ ∈ RN×3 are the vertex positions of the deformed and unde-
formed template mesh, respectively. wi,k are vertex-to-node weights,
but in contrast to (Sumner et al., 2007), they are computed based on
geodesic distances. G ∈ RK×3 are the node positions of the unde-
formed graph, Nvn(i) is the set of nodes that influence vertex i, and
R(·) is a function that converts the Euler angles to rotation matrices.
Further, the skeletal pose is applied on the deformed mesh vertices to
obtain the vertex positions in the input camera space
Vc′,i = ∑
k∈Nvn(i)
wi,k(Rsk,k(θ, α)Yi + tsk,k(θ, α)), (5.10)
where the node rotation Rsk,k and translation tsk,k are derived from
the pose parameters using dual quaternion skinning (Kavan et al.,
2007). Equation 5.9 and Equation 5.10 are differentiable with respect
to pose and graph parameters. Thus, the layer can be integrated into
the learning framework, and gradients can be propagated to DefNet.
So far, Vc′,i is still rotated relative to the camera c′ and located around
the origin. To bring them to global space, the inverse camera rotation
and the global translation are applied, defined in Equation 5.4, Vi =
RTc′Vc′,i + t.
5.6.2 Non-rigid Silhouette Loss
This loss encourages that the non-rigidly deformed mesh matches the
multi-view silhouettes in all camera views. It can be formulated using





ρc,i‖Dc (πc (Vi)) ‖2. (5.11)
Here, Bc is the set of vertices that lie on the boundary when the
deformed 3D mesh is projected onto the distance transform image Dc
of camera c. Those vertices are computed by rendering a depth map
using a custom CUDA-based rasterizer that can be easily integrated
into deep learning architectures as a separate layer. The vertices that
project onto a depth discontinuity (background vs. foreground) in
the depth map are treated as boundary vertices. ρc,i is a directional
weighting (Habermann et al., 2019) that guides the gradient in Dc.
The silhouette loss ensures that the boundary vertices project onto the
zero-set of the distance transform, i.e., the foreground silhouette.
5.6.3 Sparse Keypoint Graph Loss
Only using the silhouette loss can lead to wrong mesh-to-image as-
signments, especially for highly articulated motions. To this end, a
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sparse keypoint loss is used to constrain the mesh deformation, which





σc,m‖πc (Mm)− pc,m‖2. (5.12)
Differently from Equation 5.6, the deformed and posed landmarks
M are derived from the embedded deformation graph. To this end,
the canonical landmark positions can be deformed and posed by
attaching them to its closest graph node g in canonical pose with
weight wm,g = 1.0. Landmarks can then be deformed according to
Equation 5.9, 5.10, resulting in Mc′ which is brought to global space
via Mm = RTc′Mc′,m + t.
5.6.4 As-rigid-as-possible Loss
To enforce local smoothness of the surface, an as-rigid-as-possible
loss (Sorkine and Alexa, 2007) is imposed






dk,l(A, T)=R(Ak)(Gl −Gk) + Tk + Gk − (Gl + Tl).
Nn(k) is the set of indices of the neighbors of node k. In contrast to
(Sorkine and Alexa, 2007), weighting factors uk,l are proposed that
influence the rigidity of respective parts of the graph. uk,l can be
derived by averaging all per-vertex rigidity weights si (Habermann
et al., 2019) for all vertices (see Section 5.3), which are connected to
node k or l. Thus, the mesh can deform either less or more depending
on the surface material. For example, graph nodes that are mostly
connected to vertices on a skirt can deform more freely than nodes
that are mainly connected to vertices on the skin.
5.7 in-the-wild domain adaptation
Since the training set is captured in a green screen studio and the
test set is captured in the wild, there is a significant domain gap
between them due to different lighting conditions and camera response
functions. To improve the performance of the proposed method on
in-the-wild images, the networks are fine-tuned on the monocular test
images for a small number of iterations using the same 2D keypoint
and silhouette losses as before, but only on a single view. This drastically
improves the performance at test time, as shown in Figure 5.12.
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Figure 5.4: Qualitative results. Each row shows results for a different person
with varying types of apparel. The input frames and the reconstruction
overlayed to the corresponding frame are visualized. Note that the results
precisely overlay the input. Further, the reconstructions are shown from a
virtual 3D viewpoint. Note that they also look plausible in 3D.
Figure 5.5: Results on the evaluation sequences where input views (IV) and
reference views (RV) are available. Note that the reconstruction also precisely
overlays on RV even though they are not used for tracking.
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5.8 evaluation
All experiments were performed on a machine with an NVIDIA Tesla
V100 GPU. A forward pass of the proposed method takes around
50ms, which breaks down to 25ms for PoseNet and 25ms for DefNet.
During testing, the off-the-shelf video segmentation method of (Caelles
et al., 2017) is used to remove the background in the input image. The
proposed method requires OpenPose’s 2D joint detections (Cao et al.,
2018, 2017; Simon et al., 2017; Wei et al., 2016) as input during testing
to crop the frames and to obtain the 3D global translation with the
global alignment layer. Finally, the output mesh vertices are temporally
smoothed with a Gaussian kernel of size 5 frames.
5.8.1 Dataset
The proposed approach is evaluated on 4 subjects (S1 to S4) with
varying types of apparel. For qualitative evaluation, 13 in-the-wild
sequences are recorded in different indoor and outdoor environments
shown in Figure 5.4. For quantitative evaluation, 4 sequences in a cali-
brated multi-camera green screen studio are captured (see Figure 5.5),
for which the ground truth 3D joint locations are calculated using
the multi-view motion capture software, The Captury (The Captury
2020), and a color keying algorithm is used for ground truth fore-
ground segmentation. All sequences contain a large variety of motions,
ranging from simple ones like walking up to more difficult ones like
fast dancing or baseball pitching. The dataset is released for future
research.
5.8.2 Qualitative Comparisons
Figure 5.4 shows qualitative results on in-the-wild test sequences with
various clothing styles, poses, and environments. The reconstructions
not only precisely overlay with the input images but also look plausible
from arbitrary 3D viewpoints. In Figure 5.6 and 5.7, the approach is
qualitatively compared to the related human capture and reconstruc-
tion methods (Habermann et al., 2019; Kanazawa et al., 2018; Saito
et al., 2019; Zheng et al., 2019) on the green screen and the in-the-wild
sequences, respectively. In terms of the shape representation, the pro-
posed method is most closely related to LiveCap (Habermann et al.,
2019) that also uses a person-specific template. Since they non-rigidly
fit the template only to the monocular input view, their results do
not faithfully depict the deformation in other viewpoints. Further,
their pose estimation severely suffers from the monocular ambiguities,
whereas the pose results of the proposed method are more robust
and accurate. Comparing to the other three methods (Kanazawa et al.,
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Input HMR LiveCap PIFu DeepHuman Ours
Figure 5.6: Qualitative comparison to other methods (Habermann et al.,
2019; Kanazawa et al., 2018; Saito et al., 2019; Zheng et al., 2019) on the
green screen evaluation sequences. Note that the results of the proposed
approach overlay more accurately to the input view and also look more
plausible from a reference view that was not used for tracking. Ground
truth global translation is used to match the reference view for the results
of (Habermann et al., 2019; Kanazawa et al., 2018). Since PIFu (Saito et al.,
2019) and DeepHuman (Zheng et al., 2019) output meshes with varying
topology in a canonical volume without an attached root, it is not possible to
apply the ground truth translation, and therefore the reference view is shown
without overlay.
2018; Saito et al., 2019; Zheng et al., 2019) that are trained for gen-
eral subjects, the presented approach has the following advantages:
First, the method recovers the non-rigid deformations of humans
in general clothes, whereas the parametric model-based approaches
(Kanazawa et al., 2018, 2019) only recover naked body shape. Second,
the method directly provides surface correspondences over time which
is important for AR/VR applications. In contrast, the results of implicit
representation-based methods, PIFu (Saito et al., 2019) and DeepHu-
man (Zheng et al., 2019), lack temporal surface correspondences and
do not preserve the skeletal structure of the human body, i.e., they
often exhibit missing arms and disconnected geometry. Furthermore,
DeepHuman (Zheng et al., 2019) only recovers a coarse shape in com-
bination with a normal image of the input view, while the proposed
method can recover medium-level detailed geometry that looks plausi-
ble from all views. Last but not least, all these existing methods have
problems when overlaying their reconstructions on the reference view,
even though some of the methods show a very good overlay on the
input view. In contrast, the presented approach reconstructs accurate
3D geometry, and therefore, the results can precisely overlay on the
reference views (also see Figure 5.5, 5.8, 5.9, and 5.10).
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Input HMR LiveCap PIFu DeepHuman Ours
Figure 5.7: Comparisons to related work (Habermann et al., 2019; Kanazawa
et al., 2018; Saito et al., 2019; Zheng et al., 2019) on the in-the-wild sequences
showing S1 and S4. The proposed approach can recover the deformations
of clothing in contrast to (Kanazawa et al., 2018) and gives more stable and
accurate results in 3D compared to (Habermann et al., 2019). Moreover, note
that in contrast to previous work (Saito et al., 2019; Zheng et al., 2019), the
presented method regresses space-time coherent geometry, which follows the
structure of the human body.
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5.8.3 Skeletal Pose Accuracy
The pose results (output of PoseNet) are quantitatively compared to
existing pose estimation methods on S1 to S4. To account for different
types of apparel, S1 and S2 are chosen who wear trousers and a T-
shirt or a pullover as well as S3 and S4 who wear a long and short
dress, respectively. The bone lengths are rescaled for all methods to
the ground truth, and the following metrics are evaluated on the 14
commonly used joints (Mehta et al., 2017) for every 10th frame: 1) The
root joint position error or global localization error (GLE) is evaluated
to measure how well the skeleton is placed in global 3D space. Note
that GLE can only be evaluated for LiveCap (Habermann et al., 2019)
and the presented approach since other methods only produce up-to-
scale depth. 2) To evaluate the accuracy of the pose estimation, the 3D
percentage of correct keypoints (3DPCK) with a threshold of 150mm
of the root aligned poses and the area under the 3DPCK curve (AUC)
are reported. 3) To factor out the errors in the global rotation; also the
mean per joint position error (MPJPE) after Procrustes alignment is
reported. The proposed approach is compared against the state-of-the-
art pose estimation approaches, including VNect (Mehta et al., 2017),
HMR (Kanazawa et al., 2018), HMMR (Kanazawa et al., 2019), and
LiveCap (Habermann et al., 2019). It is also compared to a multi-view
baseline approach (MVBL), where the differentiable skeleton model
is used in an optimization framework to solve for the pose per frame
using the proposed multi-view losses. One can see from Table 5.3 that
the presented approach outperforms the related monocular methods
in all metrics by a large margin and is even close to MVBL although
the proposed method only takes a single image as input. The proposed
method is further compared to VNect (Mehta et al., 2017) fine-tuned
on the training images for S1. To this end, the 3D joint position is
computed using The Captury (The Captury 2020) to provide ground
truth supervision for VNect. On the evaluation sequence for S1, the
fine-tuned VNect achieved 95.66% 3DPCK, 52.13% AUC and 47.16mm
MPJPE. This shows that the presented weakly supervised approach
yields comparable or better results than supervised methods in the
person-specific setting. However, the proposed approach does not
require 3D ground truth annotation that is difficult to obtain, even for
only sparse keypoints, let alone the dense surfaces. Further note that
even for S3 accurate results can be achieved even though she wears a
long dress such that legs are mostly occluded. On S2, it is found that
the results of the presented approach are more accurate than MVBL
since the classical frame-to-frame optimization can get stuck in local
minima, leading to wrong poses.
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MPJPE/GLE (in mm) and 3DPCK/AUC (in %) on S1
Method GLE↓ 3DPCK↑ AUC↑ MPJPE↓
VNect (Mehta et al., 2017) - 66.06 28.02 77.19
HMR (Kanazawa et al., 2018) - 82.39 43.61 72.61
HMMR (Kanazawa et al., 2019) - 87.48 45.33 72.40
LiveCap (Habermann et al., 2019) 317.01 71.13 37.90 92.84
Ours 91.08 98.43 58.71 49.11
MVBL 76.03 99.17 57.79 45.44
MPJPE/GLE (in mm) and 3DPCK/AUC (in %) on S2
Method GLE↓ 3DPCK↑ AUC↑ MPJPE↓
VNect (Mehta et al., 2017) - 80.50 39.98 66.96
HMR (Kanazawa et al., 2018) - 80.02 39.24 71.87
HMMR (Kanazawa et al., 2019) - 82.08 41.00 74.69
LiveCap (Habermann et al., 2019) 142.39 79.17 42.59 69.18
Ours 75.79 94.72 54.61 52.71
MVBL 64.12 89.91 45.58 57.52
MPJPE/GLE (in mm) and 3DPCK/AUC (in %) on S3
Method GLE↓ 3DPCK↑ AUC↑ MPJPE↓
VNect (Mehta et al., 2017) - 78.03 41.95 88.14
HMR (Kanazawa et al., 2018) - 83.37 42.37 79.02
HMMR (Kanazawa et al., 2019) - 79.93 36.27 91.62
LiveCap (Habermann et al., 2019) 281.27 66.30 31.44 98.76
Ours 89.54 95.09 54.00 58.77
MVBL 67.82 96.37 54.99 56.08
MPJPE/GLE (in mm) and 3DPCK/AUC (in %) on S4
Method GLE↓ 3DPCK↑ AUC↑ MPJPE↓
VNect (Mehta et al., 2017) - 82.06 42.73 72.62
HMR (Kanazawa et al., 2018) - 86.88 43.91 73.63
HMMR (Kanazawa et al., 2019) - 82.80 41.18 77.41
LiveCap (Habermann et al., 2019) 248.67 75.11 37.35 83.48
Ours 96.56 96.74 59.25 45.40
MVBL 75.82 96.20 57.27 45.12
Table 5.1: Skeletal pose accuracy. Note that the proposed approach is consis-
tently better than other monocular approaches. Moreover, it is even close to
the multi-view baseline.
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5.8.4 Surface Reconstruction Accuracy
To evaluate the accuracy of the regressed non-rigid deformations,
the intersection over union (IoU) is computed between the ground
truth foreground masks and the 2D projection of the estimated shape
on S1 and S4 for every 100th frame. The IoU is evaluated on all
views, on all views except the input view, and on the input view which
is referred to as AMVIoU, RVIoU and SVIoU, respectively. To factor
out the errors in global localization, the ground truth translation is
applied to the reconstructed geometries. For DeepHuman (Zheng et al.,
2019) and PIFu (Saito et al., 2019), the AMVIoU and RVIoU cannot be
reported since one cannot overlay their results on reference views as
discussed before. Further, PIFu (Saito et al., 2019) by design achieves
perfect overlay on the input view since they regress the depth for
each foreground pixel. However, their reconstruction does not reflect
the true 3D geometry (see Figure 5.6). Therefore, it is meaningless to
report their SVIoU. Similarly, DeepHuman (Zheng et al., 2019) achieves
high SVIoU due to their volumetric representation. But their results
are often wrong when looking from side views. In contrast, DeepCap
consistently outperforms all other approaches in terms of AMVIoU
and RVIoU, which shows the high accuracy of the proposed method in
recovering the 3D geometry. Further, the results are again close to the
multi-view baseline.
5.8.5 Ablation Study
To evaluate the importance of the number of cameras, the number of
training images, and the DefNet, an ablation study is performed on S4
in Table 5.3. 1) In the first group of Table 5.3, the proposed networks
are trained with supervision using 1 to 14 views. One can see that
adding more views consistently improves the quality of the estimated
poses and deformations. The most significant improvement is from one
to two cameras. This is not surprising since the single-camera setting is
inherently ambiguous. In Figure 5.8, the importance of the number of
cameras is also shown qualitatively. 2) In the second group of Table 5.3
and in Figure 5.9, the training data is reduced to 1/2 and 1/4. One
can see that the more frames with different poses and deformations
are seen during training, the better the reconstruction quality is. This
is expected since a larger number of frames may better sample the
possible space of poses and deformations. 3) In the third group of
Table 5.3, the AMVIoU is evaluated on the template mesh animated
with the results of PoseNet, which is referred to as PoseNet-only. One
can see that on average, the AMVIoU is improved by around 4%. Since
most non-rigid deformations rather happen locally, the difference is
visually even more significant, as shown in Figure 5.11. Especially,
the skirt is correctly deformed according to the input image, whereas
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AMVIoU, RVIoU, and SVIoU (in %) on S1 sequence
Method AMVIoU↑ RVIoU↑ SVIoU↑
HMR (Kanazawa et al., 2018) 62.25 61.7 68.85
HMMR (Kanazawa et al., 2019) 65.98 65.58 70.77
LiveCap (Habermann et al., 2019) 56.02 54.21 77.75
DeepHuman (Zheng et al., 2019) - - 91.57
Ours 87.2 87.03 89.26
MVBL 91.74 91.72 92.02
AMVIoU, RVIoU and SVIoU (in %) on S2
Method AMVIoU↑ RVIoU↑ SVIoU↑
HMR (Kanazawa et al., 2018) 59.79 59.1 66.78
HMMR (Kanazawa et al., 2019) 62.64 62.03 68.77
LiveCap (Habermann et al., 2019) 60.52 58.82 77.75
DeepHuman (Zheng et al., 2019) - - 91.57
Ours 83.73 83.49 89.26
MVBL 89.62 89.67 92.02
AMVIoU, RVIoU and SVIoU (in %) on S3
Method AMVIoU↑ RVIoU↑ SVIoU↑
HMR (Kanazawa et al., 2018) 59.05 58.73 63.12
HMMR (Kanazawa et al., 2019) 61.73 61.32 67.14
LiveCap (Habermann et al., 2019) 61.55 60.47 75.6
DeepHuman (Zheng et al., 2019) - - 79.66
Ours 85.75 85.55 88.27
MVBL 90.31 90.21 91.53
AMVIoU, RVIoU, and SVIoU (in %) on S4 sequence
Method AMVIoU↑ RVIoU↑ SVIoU↑
HMR (Kanazawa et al., 2018) 65.1 64.66 70.84
HMMR (Kanazawa et al., 2019) 63.79 63.29 70.23
LiveCap (Habermann et al., 2019) 59.96 59.02 72.16
DeepHuman (Zheng et al., 2019) - - 84.15
Ours 82.53 82.22 86.66
MVBL 88.14 88.03 89.66
Table 5.2: Surface deformation accuracy. Note that the proposed method
again outperforms all other monocular methods and is close to the multi-
view baseline. Further note that for (Zheng et al., 2019) an evaluation of the
multi-view IoU is not possible since their output is always in local image
space that cannot be brought to global space.
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Figure 5.8: Ablation for the number of cameras used during training. The most
significant improvement happens when adding one additional camera to the
monocular setting. But also adding further cameras consistently improves the
result, as the yellow circles indicate.
Figure 5.9: Ablation for the number of frames used during training. The more
frames are used during training, the better the result becomes as the network
can better sample the possible pose and deformation space.
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Figure 5.10: DeepCap result from the input view and a reference view that
was not used for tracking. Note that the DefNet can even regress deformations
along the camera viewing axis of the input camera (second column), and it
can correctly deform surface parts that are occluded (fourth column).
the PoseNet-only result cannot fit the input due to the limitation of
skinning. Figure 5.10 shows the PoseNet-only result and the final result
on one of the evaluation sequences where a reference view is available.
The deformed template also looks plausible from a reference view that
was not used for tracking. Importantly, DefNet can correctly regress
deformations that are along the camera viewing direction of the input
camera (see reference view in the second column) and surface parts
that are even occluded (see reference view in the fourth column). This
implies that the weak multi-view supervision during training lets
the network learn the entire 3D surface deformation of the human
body. 4) finally, in Figure 5.12, the impact of the domain adaptation
step is visually demonstrated. It becomes obvious that the refinement
drastically improves the pose as well as the non-rigid deformations
so that the input can be matched at much higher accuracy. Further,
no additional input is required for the refinement as the losses can be
directly adapted to the monocular setting.
5.8.6 Applications
The presented method enables driving 3D characters just from a monoc-
ular RGB video (see Figure 5.4). As the only device needed is a single
color camera, DeepCap can be easily used in daily life scenarios. Fur-
ther, as it is also accounted for non-rigid surface deformations, the
proposed method also enhances the realism of the virtual characters.
The proposed approach also allows augmenting a video as shown in
Figure 5.13. Since the entire 3D geometry is tracked, the augmented
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Figure 5.11: PoseNet + DefNet vs. PoseNet-only. DefNet can deform the template
to accurately match the input, especially for loose clothing. In addition, DefNet
also corrects slight errors in the pose and typical skinning artifacts.
Figure 5.12: Impact of the in-the-wild domain adaption step. Note that after
the network refinement, both the pose as well as the deformations better
match the input.
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3DPCK and AMVIoU (in %) on S4 sequence
Method 3DPCK↑ AMVIoU↑
1 camera view 62.11 65.11
2 camera views 93.52 78.44
3 camera views 94.70 79.75
7 camera views 95.95 81.73
6500 frames 85.19 73.41
13000 frames 92.25 78.97
PoseNet-only 96.74 78.51
Ours(14 views, 26000 frames) 96.74 82.53
Table 5.3: Ablation study. The number of cameras and the number of frames
used during training is evaluated in terms of the 3DPCK and AMVIoU
metrics. Adding more cameras and frames consistently improves the quality
of reconstruction. Further, DefNet improves the AMVIoU compared to pure
pose estimation.
texture is also aware of occlusions in contrast to pure image-based
augmentation techniques.
5.9 limitations and future work
Conceptually, both representations, pose and non-rigid deformations,
are decoupled. Nevertheless, since the predicted poses during training
are not perfect, the DefNet also deforms the graph to account for wrong
poses to a certain degree. The proposed method was also tested on
subjects that were not used for training but who wear the same clothing
as the training subject. Although the presented method still performs
reasonable, the overall accuracy drops as the subject’s appearance was
never observed during training. Further, DeepCap can fail for extreme
poses, e.g., a handstand, that were not observed during training.
5.10 conclusion
A learning-based approach for monocular dense human performance
capture using only weak multi-view supervision was presented. In
contrast to existing methods, the proposed approach directly regresses
poses and surface deformations from neural networks, produces tem-
poral surface correspondences, preserves the skeletal structure of the
human body, and can handle loose clothes. Qualitative and quantita-
tive results in different scenarios show that DeepCap produces a more
accurate 3D reconstruction of pose and non-rigid deformation than
existing methods. Incorporating the hands and the face into the mesh
5.10 conclusion 81
Figure 5.13: Video augmentation. The proposed method can be used to aug-
ment a video with textures like the logo on the T-shirt. Since the underlying
3D geometry is tracked, the proposed method also accounts for occlusions of
the augmented texture.
representation could be an interesting direction for future research,
which would enable joint tracking of the body, facial expressions, and
hand gestures. Despite that, it could also be interesting to incorporate
physically more correct multi-layered representations to model the
garments even more realistically.
The last two chapters presented new methods for faster and more
accurate monocular human performance capture compared to the
previous state of the art. While these approaches focused mainly on
capturing the human in the image, it is equally important to be able to
also synthesize photo-real humans. Thus, in the following chapter, a
novel learning-based approach is presented, which creates animatable
and photorealistic 3D characters that can be rendered in real time
where the motion can be completely controlled by a user. Importantly,
these characters can be obtained solely from 2D multi-view video
footage, and no 3D ground truth is required.
6
R E A L - T I M E D E E P D Y N A M I C C H A R A C T E R S
While the previous chapters of the thesis focused on capturing the
human performance, this chapter proposes a deep video realistic 3D
human character model (published as Habermann et al., 2021a) display-
ing highly realistic shape, motion, and dynamic appearance learned in
a new weakly supervised way from multi-view imagery. In contrast
to previous work, the proposed controllable 3D character displays dy-
namics, e.g., the swing of the skirt, dependent on skeletal body motion
in an efficient data-driven way, without requiring complex physics sim-
ulation. The character model also features a learned dynamic texture
model that accounts for photo-realistic motion-dependent appearance
details, as well as view-dependent lighting effects. During training,
the difficult dynamic 3D capture of the entire human is not required;
instead, the model can be entirely trained on multi-view video in a
weakly supervised manner. To this end, a parametric and differentiable
character representation is proposed, which allows the approach to
model coarse and fine dynamic deformations, e.g., garment wrinkles,
as explicit space-time coherent mesh geometry that is augmented with
high-quality dynamic textures dependent on motion and viewpoint.
As input to the model at test time, only an arbitrary 3D skeleton motion
is required, making it directly compatible with the established 3D ani-
mation pipeline in Computer Graphics. A novel graph convolutional
network architecture is introduced, which enables motion-dependent
deformation learning of body and clothing, including dynamics, and a
neural generative dynamic texture model creates corresponding dy-
namic texture maps. It is shown that by merely providing new skeletal
motions, the model creates motion-dependent surface deformations,
physically plausible dynamic clothing deformations, as well as video-
realistic surface textures at a much higher level of detail than the
previous state of the art approaches, and even in real time.
6.1 introduction
Animatable and photo-realistic virtual 3D characters are of enormous
importance nowadays. With the rise of computer graphics in movies,
games, telepresence, and many other areas, 3D virtual characters are
everywhere. Recent developments in virtual and augmented reality
and the resulting immersive experience further boosted the need for
virtual characters as they now become part of our real lives. However,
generating realistic characters still requires manual intervention, ex-
pensive equipment, and the resulting characters are either difficult to
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Figure 6.1: The proposed learning-based method takes a sequence of poses
and regresses the motion-dependent dynamic surface deformation of a
person-specific template. To further enhance realism, the approach also pre-
dicts a motion- and view-dependent dynamic texture map. Note that the final
textured model looks video realistic and can be used in many applications,
e.g., neural video synthesis or interactive character editing.
control or not realistic. Therefore, the goal is to learn digital characters
which are both realistic and easy to control and can be learned directly
from a multi-view video.
It is a complicated process to synthesize realistic-looking images of
deforming characters following the conventional computer graphics
pipeline. The static geometry of real humans is typically represented
with a mesh obtained with 3D scanners. In order to pose or animate the
mesh, a skeleton has to be attached to the geometry, i.e., rigging and
skinning techniques can then be used to deform the mesh according
to the skeletal motion. While these approaches are easy to control and
efficient, they lack realism as the non-rigid deformations of clothing
are not modeled, e.g., the swinging of a skirt. While physics simulation
can address this, it requires expert knowledge as it is hard to control.
Further, these techniques are either computationally expensive or not
robust to very articulated poses leading to glitches in the geometry.
Finally, expensive physically based rendering techniques are needed
to render realistic images of the 3D character. Those techniques are not
only time-consuming but also require expert knowledge and manual
parameter tuning.
To model clothing deformations, recent work combines classical
skinning with a learned mapping from skeletal motion to non-rigid
deformations and learns the model from data. One line of work learns
from real data, but the results either lack realism (Ma et al., 2020) or
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are limited to partial clothing, e.g., a T-shirt (Lähner et al., 2018). More
importantly, as they rely on ground truth registered 3D geometry, they
require expensive 3D scanners and challenging template registration.
Another line of work tries to learn from a large database of simulated
clothing (Guan et al., 2012; Patel et al., 2020). While they can generalize
across clothing categories and achieve faster run-times than physics
simulations, the realism is still limited by the physics engine used for
training data generation.
Furthermore, the texture dynamics are not captured by the afore-
mentioned methods, although they are crucial to achieve photo-realism.
Monocular neural rendering approaches (Chan et al., 2019; Liu et al.,
2020b, 2019a) for humans learn a mapping from a CG rendering to
a photo-realistic image, but their results have limited resolution and
quality and struggle with consistency when changing pose and view-
point. The most related works (Casas et al., 2014; Shysheya et al., 2019;
Xu et al., 2011) are the ones leveraging multi-view imagery for creating
animatable characters. However, all of them are not modeling a motion-
dependent deforming geometry and/or view-dependent appearance
changes.
To overcome the limitations of traditional skinning, the requirement
of direct 3D supervision of recent learning-based methods, as well as
their lack of dynamic textures, a learning-based method is proposed
that predicts the non-rigid character surface deformation of the full hu-
man body as well as a dynamic texture from skeletal motion using only
weak supervision in the form of multi-view images during training. At the
core of the method is a differentiable character (with neural networks
parameterizing dynamic textures and non-rigid deformations) which
can generate images differentiable with respect to its parameters. This
allows one to train directly with multi-view image supervision using
analysis by synthesis and back-propagation, instead of pre-computing
3D mesh registrations, which is difficult, tedious, and prone to error.
In designing differentiable characters, the key insight is to learn as
much of the deformation as possible in geometry space and produce
the subtle fine details in texture space. Compared to learning geome-
try deformations in image space, this results in much more coherent
results when changing viewpoint and pose. To this end, a novel graph
convolutional network architecture is proposed which takes a temporal
motion encoding and predicts the surface deformation in a coarse to
fine manner using the new fully differentiable character representa-
tion. The learned non-rigid deformation and dynamic texture not only
account for dynamic clothing effects such as the swinging of a skirt
caused by the actor’s motion or fine wrinkles appearing in the texture
but also fixes traditional skinning artifacts such as candy wrappers.
Moreover, as the dynamic texture is conditioned on the camera pose,
the proposed approach can also model view-dependent effects, e.g.,
specular surface reflections.
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Figure 6.2: Overview. The proposed method takes a motion sequence as input.
The pose information is converted into task-specific representations making
the regression task easier for the network as input and output share the same
representation. Then the two networks regress the motion-dependent coarse
and fine deformations in the canonical pose. Given motion and deformations,
the deformation layer outputs the posed and deformed character. Further,
the TexNet regresses a motion- and view-dependent dynamic texture map.
The regressed geometry, as well as texture, are weakly supervised based on
multi-view 2D images.
In summary, the contributions are:
• The first learning-based real-time approach that takes a skele-
tal motion and camera pose as input and predicts the motion-
dependent surface deformation and motion- and view-dependent
texture for the full human body using direct image supervision.
• A differentiable 3D character representation which can be trained
from coarse to fine (Section 6.3).
• A graph convolutional architecture allowing one to formulate the
learning problem as a graph-to-graph translation (Section 6.5).
• A new benchmark dataset, called DynaCap, containing 5 actors
captured with a dense multi-view system which will be made
publicly available (Section 6.9.1).
The resulting dynamic characters can be driven either by motion
capture approaches or by interactive editing of the underlying skeleton.
This enables many exciting applications in gaming and movies, such
as more realistic character control as the character deformation and
texture will account for dynamic effects. Qualitative and quantitative
results show that the proposed approach is a significant step forward
towards photo-realistic and animatable full-body human avatars.
6.2 overview
Given multi-view images for training, the goal is to learn a poseable
3D character with dense deforming geometry of the full body and
view- and motion-dependent textures that can be driven just by posing
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a skeleton and defining a camera view. A weakly supervised learning
method with only multi-view 2D supervision is proposed in order
to remove the need for detailed 3D ground truth geometry and 3D
annotations. Once trained, the network takes the current pose and
a frame window of past motions of a moving person as input and
then outputs the motion-dependent geometry and texture, as shown
in Figure 6.2. Note that the deformed geometry captures not only
per-bone rigid transformations via classical skinning but also non-rigid
deformations of clothing dependent on the current pose as well as the
velocity and acceleration derived from the past motions. In the follow-
ing, a novel deformable character model (Section 6.3) is proposed, and
the data acquisition process is described (Section 6.4). To regress the
non-rigid deformations, a coarse-to-fine approach is proposed. First,
the deformation is regressed as rotations and translations of a coarse
embedded graph (Section 6.5) only using multi-view foreground im-
ages as supervision signal. As a result, a posed and deformed character
can be obtained that already matches the silhouettes of the multi-view
images. Next, a differentiable rendering layer is defined, which allows
the approach to optimize the scene lighting, which accounts for white
balance shift and directional light changes (Section 6.6). Finally, the
second network regresses per-vertex displacements to account for finer
wrinkles and deformations that cannot be captured by the embedded
deformation. This layer can be trained using the foreground masks
again, but in addition, it is also supervised with a dense rendering loss
using the previously optimized scene lighting (Section 6.7). Last, the
dynamic texture network takes a view and motion encoding in texture
space and outputs a dynamic texture (Section 6.8) to further enhance
the realism of the 3D character. Similar to before, the texture network
is weakly supervised using the differentiable renderer. Note that none
of the proposed components requires ground truth 3D geometry and
can be entirely trained weakly supervised.
6.3 character deformation model
Next, the data acquisition for the template is described as well as the
skeleton, embedded graph, and vertex displacement representations
which are then combined in the final character representation.
6.3.1 Template Acquisition
The proposed method is person-specific and requires a 3D template
model of the actor. First, the actor is scanned in T-pose using a 3D
scanner (Treedys 2020). Next, a commercial multi-view stereo recon-
struction software (PhotoScan 2016) is used to reconstruct the 3D mesh
with a static texture Tst and the reconstructed mesh is downsampled
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to a resolution of around 5000 vertices. Like (Habermann et al., 2020,
2019), the mesh is manually segmented using the common human
parsing labels, and per-vertex rigidity weights si are defined to model
different degrees of deformation for different materials, where low
rigidity weights allow more non-rigid deformations and vice versa,
e.g., the skin has higher rigidity weights than clothing.
6.3.2 Skeleton
The template mesh is manually rigged to a skeleton. Here, the skeleton
is parameterized as the set S = {θ, α, z} with joint angles θ ∈ R57,
global rotation α ∈ R3, and global translation z ∈ R3, where skinning
weights are automatically computed using Blender (Blender 2020). This
allows the deformation of the mesh for a given pose by using dual
quaternion skinning (Kavan et al., 2007).
6.3.3 Embedded Deformation
As discussed before, the traditional skinning process alone is hardly
able to model non-rigid deformations such as the swinging of a skirt.
To address this issue, the non-rigid deformations are modeled in the
canonical pose from coarse to fine before applying dual quaternion
skinning. On the coarse level, large deformations are captured with
the embedded deformation representation (Sorkine and Alexa, 2007;
Sumner et al., 2007), which requires a small number of parameters. An
embedded graph G is constructed consisting of K nodes (K is around
500 in the experiments) by downsampling the mesh. The embedded
graph G is parameterized with A ∈ RK×3 and T ∈ RK×3, where each
row k of A and T is the local rotation ak ∈ R3 in the form of Euler
angles and local translation tk ∈ R3 of node k with respect to the
initial position gk of node k. The connectivity of the graph node k can
be derived from the connectivity of the downsampled mesh and is
denoted as Nn(k). To deform the original mesh with the embedded
graph, the movement of each vertex on the original mesh is calculated
as a linear combination of the movements of all the nodes of the
embedded graph. Here, the weights wi,k ∈ R for vertex i and node k
are computed based on the geodesic distance between the vertex i and
the vertex on the original mesh that has the smallest Euclidean distance
to the node k, where the weight is set to zero if the geodesic distance
exceeds a certain threshold. The set of nodes that finally influences the
movement of the vertex i is denoted as Nvn(i).
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6.3.4 Vertex Displacements
On the fine level, in addition to the embedded graph, which models
large deformations, vertex displacements are used to recover fine-scale
deformations, where a displacement di ∈ R3 is assigned to each vertex
i. Although regressing so many parameters is not an easy task, the
training of the vertex displacement can still be achieved since the
embedded graph captures most deformations on a coarse level. Thus,
the regressed displacements, the network has to learn, are rather small.
6.3.5 Character Deformation Model
Given the skeletal pose θ, α, z, the embedded graph parameters A, T,
and the vertex displacements di, each vertex i can be deformed with
the function
Ci(θ, α, z, A, T, di) = vi (6.1)
which defines the final character representation. Specifically, first, the
embedded deformation and the per-vertex displacements are applied
to the template mesh in canonical pose, which significantly simplifies
the learning of non-rigid deformations by alleviating ambiguities in
the movements of mesh vertices caused by pose variations. Thus, the
deformed vertex position is given as
yi = di + ∑
k∈Nvn(i)
wi,k(R(ak)(v̂i − gk) + gk + tk), (6.2)
where v̂i is the initial position of vertex i in the template mesh. R :
R3 → SO(3) converts the Euler angles to a rotation matrix. The skeletal
pose is applied to the deformed vertex yi in canonical pose to obtain
the deformed and posed vertex in the global space
vi = z + ∑
k∈Nvn(i)
wi,k(Rsk,k(θ, α)yi + tsk,k(θ, α)), (6.3)
where the rotation Rsk,k and the translation tsk,k are derived from
the skeletal pose using dual quaternion skinning, and z is the global
translation of the skeleton. Note that Equation 6.2 and 6.3 are fully
differentiable with respect to pose, embedded graph, and vertex dis-
placements. Thus, gradients can be propagated in learning frameworks.
The final model does not only allow the approach to pose the mesh via
skinning but also to model non-rigid surface deformations in a coarse
to fine manner via embedded deformation and vertex displacements.
Further, it disentangles the pose and the surface deformation, where
the latter is represented in the canonical pose space.
The main difference to data-driven body models, e.g., SMPL (Loper
et al., 2015), is that the character formulation allows posing, deforming,
and texturing using an effective and simple equation that is differen-
tiable to all its input parameters. SMPL and other human body models
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do not account for deformations, e.g., clothing, and they also do not
provide a texture. The specific formulation allows seamless integration
into a learning framework and learning its parameters conditioned on
skeletal motion (and camera pose) as well as adding spatial regular-
ization from coarse to fine, which is important when considering a
weakly supervised setup.
6.4 data capture and motion preprocessing
For supervision, the proposed method requires multi-view images and
foreground masks of the actor performing a wide range of motions
at varying speeds to sample different kinds of dynamic deformations
of clothing caused by the body motion. Thus, the subject is placed in
a multi-camera capture studio with a green screen, and a sequence
with C = 120 synchronized and calibrated 4K cameras is recorded at
25 frames per second. Color keying is applied to segment the fore-
ground, and then the foreground masks are converted into distance
transform images (Borgefors, 1986). The f th frame of camera c and its
corresponding distance transform image and the foreground mask are
denoted as Ic, f , Dc, f , and Fc, f , respectively.
Further, the human motions are tracked using a multi-view mark-
erless motion capture system (The Captury 2020). The tracked motion
of the f th frame is denoted as S f = {θ f , α f , z f }. Next, the temporal
window of motions Mt = {S f : f ∈ {t− F, ..., t}} is normalized for
geometry and texture generation separately as it is very hard to sample
all combinations of rigid transforms and joint angle configurations
during training data acquisition. The normalization for geometry gen-
eration is based on two observations: 1) The global position of the
motion sequence should not influence the dynamics of the geometry;
therefore the global translation of S f is normalized across different tem-
poral windows of motions while keeping relative translations between
the frames in each temporal window, i.e., the translation is set to ẑt = 0
and ẑt′ = zt′ − zt for t′ ∈ {t− F, ..., t− 1} where 0 is the zero vector
in R3. 2) The rotation around the y axis will not affect the geometry
generation as it is in parallel with the gravity direction; thus, similar
to normalizing the global translation, the rotation is set to α̂y,t = 0 and
α̂y,t′ = αy,t′ − αy,t. The temporal window of the normalized motions
for geometry generation is denoted as M̂t = {Ŝ f : f ∈ {t− F, ..., t}},
where Ŝ f = {θ̂ f , α̂ f , ẑ f }. For texture generation, only the global trans-
lation is normalized, but not the rotation around the y axis to get the
normalized motions M̃t, since the goal is to generate view-dependent
textures where the subject’s relative direction towards the light source
and therefore the rotation around the y axis matters. In all the results,
the frame window is set to F = 2. For readability reasons, it is assumed
that t is fixed and the subscript is dropped.
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6.5 embedded deformation regression
Next, it is described how the coarse embedded deformations of the
character model are regressed given a skeletal motion as input. To this
end, a novel graph convolutional architecture is proposed, and it is
described how the network is supervised.
6.5.1 Embedded Deformation Regression
With the skeletal pose alone, the non-rigid deformations of the skin and
clothes cannot be generated. Therefore, an embedded graph network,
EGNet, is introduced to produce coarse-level deformations. EGNet
learns a mapping from the temporal window of normalized motions
M̂ to the rotations A and translations T of the embedded graph de-
fined in the canonical pose for the current frame (i.e., the last frame
of the temporal window). EGNet learns deformations correlated to
the velocity and acceleration at the current frame since it takes the
pose of the current frame as well as the previous two frames as input.
Directly regressing A and T from the normalized skeletal motion M̂
is challenging as the input and output are parameterized in a different
way, i.e., M̂ represents skeleton joint angles while A and T model
rotation and translation of the graph nodes. To address this issue, this
regression task is formulated as a graph-to-graph translation prob-
lem rather than a skeleton-to-graph one. Specifically, the embedded
graph is posed with the normalized skeletal motion M̂ using dual
quaternion skinning (Kavan et al., 2007) to obtain the rotation and trans-
lation parameters M̂eg ∈ RK×6(F+1) of the embedded graph. Therefore,
the mapping of EGNet can be formulated as feg(M̂eg, weg) = (A, T),
which takes the posed embedded graph rotations and translations
M̂eg and learnable network weights weg as inputs and outputs the
embedded deformation (A, T) in canonical pose. Using the charac-
ter representation defined in Equation 6.1, the posed and coarsely
deformed character is defined as
Ci(θ, α, z, feg(M̂eg, weg), 0) = vco,i. (6.4)
Here, θ, α, z are the unnormalized pose of the last frame of the motion
sequence, and the displacements are set to zero. Next, the novel graph
convolutional architecture of EGNet is explained.
6.5.2 Structure-aware Graph Convolution
Importantly, the graph is fixed as the proposed method is person-
specific. Thus, the spatial relationship between the graph nodes and
their position implicitly encodes a strong prior. For example, a node
that is mostly attached to skin vertices will deform very different
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Figure 6.3: Structure aware graph convolutional network (top) as well as a
detailed illustration of the proposed Structure Aware Graph Convolution
(bottom).
than nodes that are mainly connected to vertices of a skirt region.
This implies that learnable node features require different proper-
ties depending on which node is considered. However, recent graph
convolutional operators (Defferrard et al., 2016) apply the same filter
on every node, which contradicts the above requirements. Therefore,
the proposed approach aims for a graph convolutional operator that
applies an individual kernel per node.
Thus, a new Structure-aware Graph Convolution (SAGC) is introduced.
To define the per-node SAGC, it is assumed that an input node feature
fk ∈ RH of size H is given, and the output feature dimension is H′ for
a node k. Now, the output feature f′k can be computed as
f′k = bk + ∑
l∈NR(k)
ak,lKlfl (6.5)
where NR(k) is the R-ring neighbourhood of the graph node k. bk ∈
RH
′
and Kl ∈ RH
′×H are a trainable bias vector and kernel matrix. ak,l





where for a node k rk,l is the inverse ring value, e.g., for the case
l = k the value is R and for the direct neighbours of k the value is
R− 1. More intuitively, the operator computes a linear combination
of modified features Klfl of node k and neigbouring nodes l within
the R-ring neighbourhood weighted by ak,l that has a linear falloff to
obtain the new feature for node k. Importantly, each node has its own
learnable kernel Kl and bias bk weights allowing features at different
locations in the graph to account for different spatial properties. As
shown at the bottom of Figure 6.3, the features for each node can be
efficiently computed in parallel, and by combining all the per node
input/output features, one obtains the corresponding input/output
feature matrices Fk, F′k.
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6.5.3 Structure-aware Graph Convolutional Network
The structure-aware graph convolutional network (SAGCN) takes as
input a graph feature matrix Finput ∈ RK×Hinput and outputs a new
graph feature matrix Foutput ∈ RK×Houtput (see Figure 6.3). First, Finput
is convolved with the SAGC operator, resulting in a feature matrix of
size K× H1. Inspired by the ResNet architecture (He et al., 2016), also
so-called residual blocks are used that take the feature matrix of size
K× H1 and output a feature matrix of the same size. Input and output
feature matrices are connected via skip connections which prevent
vanishing gradients, even for very deep architectures. A residual block
consists of two chains of a batch normalization, an Elu activation
function, and a SAGC operation. For a very large number of graph
nodes, the local features can barely spread through the entire graph. To
still allow the network to share features between far nodes, a so-called
dense block is proposed, which consists of a batch normalization, an
Elu activation, and a SAGC operator. Importantly, for this specific
dense block, all entries of the weighting matrix are set to ak,l = 1 which
allows the network to share features between far nodes. In total, L
residual blocks are used, half of them before and half of them after the
dense block. The last layers (Elu and SAGC) resize the features to the
desired output size.
Now, EGNet can be defined as a SAGCN architecture where the
graph is given as the embedded graph G. The input feature matrix is
given by the normalized embedded graph rotations and translations
M̂eg and the output is the deformation parameters (A, T). Thus, the
input and output feature sizes are Hinput = 6(F + 1) and Houtput = 6,
respectively. Further, the hyperparameters are set to H1 = 16, L = 8,
and R = 3. As G only contains around 500 nodes, a dense block is not
employed at this stage.
6.5.4 Weakly Supervised Losses
To train the weights weg of EGNet feg(M̂eg, weg), only a weakly su-
pervised loss is imposed on the posed and deformed vertices Vco and
on the regressed embedded deformation parameters (A, T) directly as
Leg(Vco, A, T) = Lsil(Vco) + Larap(A, T). (6.7)
Here, the first term is a multi-view image-based data loss, and the
second term is a spatial regularizer.
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6.5.4.1 Silhouette Loss




















ensures that the silhouette of the projected character model aligns with
the multi-view image silhouettes in an analysis-by-synthesis manner.
Therefore, a bi-sided loss is employed. The first part of Equation 6.8 is a
model-to-data loss which enforces that the projected boundary vertices
are pushed to the zero contour line of the distance transform image
Dc for all cameras c. Here, πc is the perspective camera projection of
camera c and ρc,i is a scalar weight accounting for matching image
and model normals (Habermann et al., 2019). Bc is the set of boundary
vertices, e.g., the vertices that lie on the boundary after projecting onto
camera view c. Bc can be efficiently computed using the differentiable
renderer, which is introduced later, by rendering out the depth maps
and checking if a projected vertex lies near a background pixel in
the depth map. The second part of Equation 6.8 is a data-to-model
loss which ensures that all silhouette pixels {u ∈ R2|Dc(u) = 0} are
covered by their closest vertex vco,p using the Euclidean distance in 2D
image space as the distance metric.
6.5.4.2 ARAP Loss
Only using the above loss would lead to an ill-posed problem as
vertices could drift along the visual hull carved by the silhouette
images without receiving any penalty resulting in distorted meshes.
Thus, an as-rigid-as-possible regularization (Sorkine and Alexa, 2007;








dk,l(A, T)=R(ak)(gl − gk) + tk + gk − (gl + tl).
Material-aware weighting factors uk,l (Habermann et al., 2020) are used,
which are computed by averaging the rigidity weights si of all vertices
attached to node k and l. Thus, different levels of rigidity are assigned
to individual surface parts, e.g., graph nodes attached to skirt vertices
can deform more freely than those attached to skin vertices.
6.6 lighting estimation
So far, the posed and coarsely deformed character Vco can be obtained
using EGNet and Equation 6.4. What is still missing are the finer
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Figure 6.4: From left to right. Ground truth image. Template rendered with
the static texture. Mean squared pixel error (MSE) image computed from the
masked ground truth and the rendering. Template rendered with the static
texture and the optimized lighting. MSE image computed from the ground truth
and the render with optimized lighting. Note that the optimized lighting
clearly lowers the error between the rendering and the ground truth, which
is advantageous for learning the per-vertex displacements. Further note that
this is not the final appearance result. Instead, only the optimized lighting is
used to improve the dense rendering loss, which supervises the displacement
network that will be introduced in the next section.
deformations which are hard to capture just with multi-view silhouette
images. Thus, it is aimed for a dense rendering loss that takes the posed
and deformed geometry along with the static texture Tst, renders it
into all camera views, and compares it to the corresponding images.
However, the lighting condition differs when capturing the scan of
the subject, and therefore the texture and the lighting in the multi-
camera studio can vary due to different light temperatures, camera
optics and sensors, and scene reflections as shown in Figure 6.4. As
a remedy, a differentiable rendering is proposed that also accounts
for the difference in lighting and explicitly optimizes the lighting
parameters for the multi-camera studio sequences.
6.6.1 Differentiable Rendering
It is assumed that the subject has a purely Lambertian surface re-
flectance (Lambert, 1760) and that the light sources are sufficiently far
away, resulting in an overall smooth lighting environment. Hence, the
efficient Spherical Harmonics (SH) lighting representation (Mueller,
1966) can be used, which models the scene lighting only with a few
coefficients. To account for view-dependent effects, each of the C cam-
eras has its own lighting coefficients lc ∈ R9×3 which in total sums
up to 27C coefficients. It is assumed that the image has a resolu-
tion of W × H. To compute the RGB color of a pixel u ∈ R where
R = {(u, v)|u ∈ [1, W], v ∈ [1, H]} in camera view c, the rendering
function
Φc,u(V, T , lc) = ac,u(V, T ) · ic,u(V, lc) (6.10)
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is used which takes the vertex positions V, the texture T , and the
lighting coefficients lc for camera c. As a Lambertian reflectance model
is assumed, the rendering equation simplifies to a dot product of
the albedo ac,u(V, T ) of the projected surface and the illumination
ic,u(V, lc). The albedo can be computed as
ac,u(V, T ) = vc,u(V)tc,u(V, T ) (6.11)
where vc,u(V) is an indicator function that computes whether a sur-
face is visible or not given the pixel position, camera, and surface.
Like traditional rasterization (Pineda, 1988), tc,u(V, T ) computes the
barycentric coordinates of the point on the triangle that is covering
pixel u, which are then used to bi-linearly sample the position in






where lc,j ∈ R3 are the jth SH coefficients for each color channel and
SHj are the corresponding SH basis functions. nc,u(V) computes the
screen space pixel normal given the underlying geometry.
Note that the final color Φc,u(V, T , lc) only depends on the geometry
V, the texture T , and the lighting coefficients lc assuming camera and
pixel position are fixed. As all the above equations (except visibility)
are differentiable with respect to these variables, gradients can be
backpropagated through the rendering process. The visibility vc,u(V)
is fixed during one gradient step.
6.6.2 Lighting Optimization
To optimize the lighting, it is assumed that the texture and geometry
are fixed. Therefore, the texture is set to T = Tst which is the static
texture obtained from the scan. The geometry is set to V = Vco which is
the deformed and posed vertex positions regressed by EGNet. Now, the
lighting coefficients lmcs,c for camera c can be computed by minimizing
Llight(lmcs,c) = ∑
u∈R
‖Φc,u(Vco, Tst, lmcs,c)− Ic,u‖2 (6.13)
for all frames of the training sequence. Note that all frames are used
while the lighting coefficients are the same across frames. As one can-
not solve for all frames jointly, stochastic gradient descent is employed,
which randomly samples 4 frames and 30,000 iterations are applied.
As a result, the optimal lighting coefficients l∗mcs,c are obtained, and the
rendering with the static texture and the optimized lighting matches
the global appearance much better than a rendering which is not ex-
plicitly modeling lighting (see Figure 6.4). As the lighting and the
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Figure 6.5: From left to right. Input motion. The result without the displace-
ments predicted by DeltaNet. The result with the predicted displacements.
Note that the displacements clearly improve the overlay as they allow captur-
ing finer geometric details.
texture are now known, they can be leveraged in the rendering func-
tion Equation 6.10 to densely supervise the per-vertex displacements,
which are regressed on top of the embedded deformation parameters
in the following.
6.7 vertex displacement regression
Next, the network architecture for regressing vertex displacement is
introduced, and it is explained how the architecture is supervised.
6.7.1 Displacement Network DeltaNet
The goal is capturing also finer deformations, which the character
representation models as per-vertex displacements di, that were pre-
viously set to zero. The second network, called DeltaNet, takes the
motion sequence again and regresses the displacements D ∈ RN×3
for the N vertices of the template mesh in canonical pose. Here, the
ith row of D contains the displacement di for vertex i. Similar to the
EGNet, the pose is represented in the same space as the output space
of the regression task. Thus, the template mesh is posed to the re-
spective poses from the normalized motion M̂ using dual quaternion
skinning resulting in F + 1 consecutive 3D vertex positions, which
is denoted as M̂delta ∈ RN×3(F+1). DeltaNet is denoted as the func-
tion fdelta(M̂delta, wdelta) = D where wdelta are the trainable network
weights. Similarly, the displacement for a single vertex is referred to as
fdelta,i(M̂delta, wdelta) = di and the final posed and deformed character
vertices are defined as
Ci(θ, α, z, feg(M̂eg, weg), fdelta,i(M̂delta, wdelta)) = vfi,i. (6.14)
Vfi ∈ RN×3 denotes the matrix that contains all the posed and de-
formed vertices. Again, the SAGCN architecture is used as it is able to
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preserve local structures better than fully connected architectures. The
graph is defined by the connectivity of the template mesh, and each
vertex is a graph node. The input is M̂delta and therefore the input and
output feature sizes are Hinput = 3(F + 1) and Houtput = 3, respectively.
Further, the hyperparameters are set to H1 = 16, L = 8, and R = 3.
Different from EgNet, the dense block is employed as the mesh graph
is very large, and thus sharing features for very far nodes is difficult
otherwise. Figure 6.5 shows that adding these displacements improves
the silhouette matching as the finer geometric details can be captured.
6.7.2 Weakly Supervised Losses
The displacement predictions and therefore Vfi are weakly supervised
using the loss function
LDelta(Vfi) = Lchroma(Vfi) + Lsil(Vfi) + Llap(Vfi) (6.15)
which is composed of two multi-view image-based data terms and a
spatial regularizer. Lsil is the silhouette loss introduced in Equation 5.11
but now applied to the vertices after adding the displacements to still
ensure matching model and image silhouettes.
6.7.2.1 Chroma Loss
The silhouette-based loss alone can only constrain the boundary ver-
tices of the model. But since one wants to learn the displacements








‖g(Φc,u(Vfi, Tst, l∗mcs,c))− g(Ic,u)‖2 (6.16)
is employed, which renders the mesh Vfi into the camera view c and
compares it with the ground truth image Ic by using the differentiable
renderer proposed in the previous section. In contrast to the previous
rendering loss (see Equation 6.13), the color transform g is applied to
both the rendered and the ground truth image. g converts RGB values
into the YUV color space and only returns the UV channels. Thus, the
loss is more invariant to shadow effects such as self-shadows which
are not modeled by the renderer. Instead, the loss mainly compares
the chroma values of the rendering and the ground truth.
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6.7.2.2 Laplacian Loss
Only using the multi-view image-based constraints can still lead to
distorted geometry. Thus, the posed and deformed model is further











which ensures that the Laplacian of the mesh before and after adding
the displacements is locally similar. Here, Ni is the set that contains
the indices of the one ring neighbourhood of vertex i, and si are the
per-vertex spatially varying regularization weights.
6.8 dynamic texture regression
To add further realism to the poseable neural character, it is indispens-
able to have a realistic-looking texture. Although the scan provides
a static texture, it is found that wrinkles are baked in and thus look
unrealistic for certain poses, and further, it cannot account for view-
dependent effects. Therefore, the goal is to also regress a motion and
view point dependent texture Tdyn ∈ R1024×1024×3.
As explained in Section 6.4, the normalized motion M̃ is used as
a conditioning input. Regressing textures just from these joint angles
is difficult as the input and output are in different spaces. Thus, the
mesh is posed according to the poses in M̃ and the global normals are
rendered into a texture map. By stacking the normal maps for each of
the F + 1 poses in M̃, one obtains Tnorm ∈ R1024×1024×3(F+1) where a
texture size of 1024× 1024 is used. As textural appearance does not
only depend on poses but also on the positioning of the subject with
respect to the camera, further the camera position and orientation
is encoded into texture space denoted as Tcam ∈ R1024×1024×6 where
each pixel contains the position and orientation of the camera. By
concatenating Tnorm and Tcam, Tinput ∈ R1024×1024×3(F+1)+6 is obtained,
which is the final input to the texture regression network.
The texture network, TexNet, is based on the UNet architecture (Isola
et al., 2017b), which is adapted to handle input and output dimen-
sions of size 1024× 1024. It takes the input texture encoding Tinput
and outputs the dynamic texture Tdyn. Note that due to the input
representation, the network can learn motion-dependent texture effects
as well as view-dependent effects.
6.8.1 Photometric Loss
To supervise Tdyn for the conditioning camera view c′, a texture loss
Ltexture(Tdyn) = ∑
u∈R
|F̂c′,u(Φc′,u(Vfi, Tdyn, Ish)− Ic′,u)| (6.18)
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is imposed, which renders the character using the dynamic texture
regressed from TexNet and the geometry from the EgNet and DefNet
and compares it to the real image. Here, F̂c,u is the eroded image
foreground mask. An erosion is applied to avoid that background
pixels are projected into the dynamic texture if the predicted geometry
does not perfectly align with the image. Ish denotes the identity light-
ing. In contrast to the previous rendering losses, the network is only
supervised on the conditioning view and not on all camera views.
6.9 evaluation
All the results are computed on a machine with an AMD EPYC 7502P
processing unit and an Nvidia Quadro RTX 8000 graphics card. The
proposed approach can run at 38 frames per second (fps) at inference
time and therefore allows interactive applications, as discussed later.
For the first frame of a test sequence, the pose of the first frame is
copied over as the "previous frames" of the motion window as there
are no real previous frames.
6.9.1 Dataset
A new dataset, called DynaCap, is created, which consists of 5 se-
quences containing 4 subjects wearing 5 different types of apparel, e.g.,
trousers and skirts (see Figure 6.6). Each sequence is recorded at 25fps
and is split into a training and testing recording, which contain around
20,000 and 7,000 frames, respectively. The training and test motions
are significantly different from each other. Following common practice,
separate recordings are acquired for training and testing (instead of
randomly sampling from a single sequence). For each sequence, the
subject was asked to perform a wide range of motions like “dancing”,
which was freely interpreted by the subject. 50 to 101 synchronized
and calibrated cameras at a resolution of 1285× 940 were used for
the recording. Further, each person was scanned to acquire a 3D tem-
plate, as described in Section 6.3, which is rigged to a skeleton. For all
sequences, the skeletal motion is estimated using (The Captury 2020),
and the foreground is segmented using color keying. The new dataset
is publicly available, as there are no other datasets available that tar-
get exactly such a setting, namely a single actor captured for a large
range of motions and with such a dense camera setup. The dataset
can be particularly interesting for dynamic neural scene representation
approaches and can serve as a benchmark.
In addition, the subjects S1, S2, and S4 of the publicly available
DeepCap dataset (Habermann et al., 2020) are used who wear trousers,
T-shirts, skirts, and sleeves to evaluate the proposed method also on
external data, which has a sparser camera setup. The dataset comes
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Figure 6.6: DynaCap dataset. 5 subjects wearing different types of apparel
are recorded with multiple calibrated and synchronized cameras. Further, a
3D template mesh is captured and rigged to a skeleton. For each frame, the
ground truth 3D skeletal pose, as well as ground truth foreground segmenta-
tion, are computed.
along with ground truth pose tracking, calibrated, segmented, and
synchronized multi-view imagery, in addition to a rigged template
mesh. The dataset contains between 11 and 14 camera views at a
resolution of 1024× 1024 and a frame rate of 50fps.
6.9.2 Qualitative Results
In Figure 6.7, results for all 8 sequences are illustrated, showing dif-
ferent types of apparel. Again, note that the presented method learns
video realistic motion- and view-dependent dynamic surface deforma-
tion, including also deformations of loose apparel (such as the skirt
and dress in Figure 6.7), without requiring a physics simulation, and
texture only from multi-view imagery and does not require any dense
3D data such as depth maps, point clouds or registered meshes for
supervision. The proposed approach works not only well for tighter
clothes such as pants but also for more dynamic ones like skirts. It is
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demonstrated that the proposed approach can create video realistic
results for unseen very challenging and fast motions, e.g., jumping
jacks. Moreover, the texture is consistent while changing the view-
point (images without green screen background), which shows that
the view conditioned TexNet also generalizes to novel viewpoints. The
generalization comes from the fact that the networks for deformation
regression as well as for texture regression focus on local configura-
tions rather than the full 3D body motion. However, the network still
allows global reasoning, but this effect is dampened by the network
design. Technically, this is accomplished by the local graph/image
features and the graph/image convolutions. Further, note the view-
dependent effects like reflections on the skin and clothing (second and
third column where the pose is kept fixed and only the viewpoint is
changed). Given an image of the empty capture scene (images with
green screen background), the presented approach allows augmenting
the empty background image with the obtained results to produce
realistic-looking images.
Figure 6.8 shows that the predicted geometry (on test data) precisely
overlays to the corresponding image, which demonstrates that the pre-
sented approach generalizes well to unseen motions. Importantly, the
ground truth frame showing the actor is not an input to the proposed
method as it only takes the skeletal motion, which is extracted from
the video. The textured result is also shown as an overlay onto the
ground truth. The TexNet generalizes well to unseen motions, captures
the motion-dependent dynamics, and looks photo-realistic as ground
truth and the rendered result look almost identical.
6.9.3 Comparison
Only a few people in the research community have targeted creating
video realistic characters from multi-view video that can be controlled
to perform unseen skeleton motions. There are only three previous
works (Casas et al., 2014; Shysheya et al., 2019; Xu et al., 2011) that
also assume multi-view video data for building a controllable and
textured character. However, these works do not provide their code
and thus are hard to compare to. Moreover, they either do not share
their data (Shysheya et al., 2019) or the publicly available sequences
are too short for training the proposed approach (Casas et al., 2014; Xu
et al., 2011) and as well lack a textured template, which the presented
method assumes as given. Therefore in Table 6.1, it is resorted to
a conceptual comparison showing the advantage of the proposed
method.
The earlier works of (Xu et al., 2011) and (Casas et al., 2014) are both
non learning-based and instead use texture retrieval to synthesize dy-
namic textures. In contrast to the presented approach, they both suffer
from the fact that their geometry is either fully driven by skinning-
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Figure 6.7: Qualitative results. From left to right. Input testing pose and the
posed, deformed, and textured result shown from an arbitrary viewpoint.
The obtained result for another testing pose and viewpoint. The same pose
as in the second column but rendered from a different viewpoint. Note the
view-dependent appearance change on the skin and clothing due to view-
dependent reflections. The last two columns show testing poses but viewed
from the training camera viewpoints. This allows augmenting the empty
background that is captured for each camera with the result of the proposed
method.
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Figure 6.8: The geometry and texture networks generalize well to unseen
motions as the geometry overlays nicely onto the ground truth frame, and the
final textured result looks almost identical to the ground truth. Importantly,
the presented method does not take the ground truth frame as an input as it
only takes the unseen motion from the video.
based deformations (Xu et al., 2011) or by motion graphs (Casas et al.,
2014). Thus, they cannot model motion-dependent geometric defor-
mations and fail to model plausible dynamics of loose apparel, as the
proposed method can do it. Moreover, as they rely on retrieval-based
techniques, their approaches do not generalize well to motions differ-
ent from motions in the dataset. Furthermore, the retrieval is expensive
to compute, making real-time applications impossible. In contrast, the
proposed approach leverages dedicated geometry networks (EGNet
and DeltaNet), which predict motion-dependent geometry deforma-
tions for both tight and loose apparel. Further, the presented method
enables animation and control in real time and generalizes well to
unseen motions (see Figure 6.7).
More recently, Textured Neural Avatars (Shysheya et al., 2019) was
proposed as the first learning-based approach for creating controllable
and textured characters using multi-view data. In contrast to the
proposed approach, they do not model geometry explicitly but use
DensePose (Güler et al., 2018) as a geometric proxy in image space. As
a consequence, their approach does not provide space-time coherent
geometry as well as motion-dependent surface deformation, which
is important in most graphics and animation settings. Moreover, they
recover a static texture during training, which prevents modelling
motion- and view-dependent effects.
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Comparison to Previous Multi-view Based Methods
Property Xu et al. Casas et al. Shysheya et al. Ours
Dyn. Geo. 7 7 7 3
Dyn. Tex. 3 3 7 3
View Dep. 3 3 7 3
Control 3 3 3 3
Real-time 7 7 3 3
Unseen Motions 7 7 3 3
Loose Clothing 7 7 7 3
Table 6.1: Conceptual comparison to previous multi-view based approaches
for controllable character animation / synthesis (Casas et al., 2014; Shysheya
et al., 2019; Xu et al., 2011). Note that all previous works fall short in multiple
desirable categories while the proposed approach fulfills all these require-
ments.
6.9.4 Quantitative Evaluation
Next, the proposed approach is quantitatively evaluated and com-
pared to previous state-of-the-art methods in terms of geometric and
appearance accuracy.
6.9.4.1 Geometry
To evaluate the proposed approach in terms of geometry, the challeng-
ing S4 testing sequence (11,000 frames) of the DeepCap dataset (Haber-
mann et al., 2020) is leveraged and shown in the top row of Figure 6.8.
The model is trained on the corresponding multi-view training se-
quence, and their mesh template is used. The evaluation procedure
follows the one described in the original paper. Therefore, the multi-
view foreground mask overlap between ground truth foreground seg-
mentation and the foreground mask obtained from the projected and
deformed model is measured on all available views (AMVIoU) and
averaged over every 100th frame.
In Table 6.2, the proposed approach is compared to the multi-view
baseline implementation of (Habermann et al., 2020), referred to as
MVBL. Here, they perform optimization-based multi-view pose and
surface fitting using sparse and dense image cues, e.g., 2D joint predic-
tions and the foreground masks. Importantly, they apply this on the
testing sequence directly, whereas the proposed method only takes the
skeletal motion without even seeing the multi-view imagery. Nonethe-
less, the obtained results are more accurate than MVBL. It is found
that their sequential optimization of pose and deformation can fall into
erroneous local optima, resulting in a worse overlay. In contrast, the
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AMVIoU (in %) on S4 sequence
Method AMVIoU↑
MVBL (Habermann et al., 2020) 88.14
(Kavan et al., 2007) 79.45
Ours 90.70
Ours (Train) 94.07
Table 6.2: Accuracy of the surface deformation. Note that the proposed
method outperforms the pure skinning-based approach (Kavan et al., 2007) as
they cannot account for dynamic cloth deformations. The presented method
further improves over MVBL even though this optimization-based approach
sees the multi-view test images. Finally, the proposed approach performs
similarly on training and testing data showing that the geometry networks
generalize to unseen motions.
presented method benefits from the randomness of the stochastic gra-
dient descent and the shuffling of data, which reduces the likelihood
of getting stuck in local optima. The poseable and dynamic repre-
sentation is also compared to the classical Dual Quaternion character
skinning (Kavan et al., 2007) where the same poses, which are also
used by the proposed approach, are leveraged to animate the rigged
character. Skinning can merely approximate skeleton-induced surface
deformation, but it fails to represent dynamic clothing deformations, as
the proposed method can handle them. Thus, the presented approach
clearly outperforms their approach as they cannot account for the
surface deformation caused by the motion of the actor, e.g., swinging
of a skirt.
The same metrics are also reported on the training data. Even from
a reconstruction perspective, the proposed method produces accurate
results during training, and the proposed representation is able to
fit the image observations almost perfectly. Notably, there is only a
small accuracy difference between training and testing performance.
This confirms that the presented approach generalizes well to unseen
motions.
6.9.4.2 Texture
In Table 6.3, the realism of the motion-dependent dynamic texture is
evaluated on the same sequence as before (testing sequence of S4). It
is again trained on the training motion sequence of S4, but camera
4 is hold out as a test view. The presented approach is evaluated on
Train Camera 0 and Test Camera 4 for Train Motions and Test Motions.
Therefore, the mean squared image error (MSE) and the structural
similarity index measure (SSIM) between the rendered model and the
ground truth multi-view images are computed and averaged over every
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Photometric Error on S4
Method MSE ↓ SSIM↑
Ours (Train Motion / Train Camera) 14.79 0.99054
Ours (Train Motion / Test Camera) 31.44 0.98610
Ours (Test Motion / Train Camera) 29.00 0.98357
Ours (Test Motion / Test Camera) 43.29 0.98278
Table 6.3: Photometric error in terms of MSE and SSIM averaged over every
100th frame. Note that the presented approach achieves overall low MSE
results and high SSIM values. While the accuracy differs between test and
train, the absolute accuracy is still comparably high, and the visual quality
only decreases slightly, proving the generalization ability of the presented
approach.
100th frame where the background is masked out as the proposed
approach does not synthesize the background. The proposed method
produces visually plausible results for novel motions rendered from a
training view (see top row of Figure 6.8 and the 4th and 5th column of
the second last row of Figure 6.7). But also for novel motions and novel
camera views, the presented approach produces video-realistic results
(see 1th, 2th, and 3th column of the second last row of Figure 6.7).
Table 6.3 also quantitatively confirms this since all configurations of
training/testing poses and camera views have a low MSE value and
a high SSIM value. While there is an accuracy drop between test and
train, visually, the quality only decreases slightly, and the absolute
accuracy for each configuration is comparably high.
6.9.5 Ablation
Next, an ablation study is performed on the deformation and texture
modules as well as the amount of required data.
6.9.5.1 Deformation Modules
First, the design choices for predicting the surface deformations are
evaluated. Therefore, the impact of the DeltaNet is compared against
only using EGNet, which is referred to as EGNet-only. Table 6.4 clearly
shows that the additional vertex displacements improve the reconstruc-
tion accuracy as they are able to capture finer wrinkles and deforma-
tions (see also Figure 6.5). While the regressed embedded deformation
still performs better than a pure skinning approach, it cannot com-
pletely match the ground truth silhouettes due to the limited graph
resolution causing the slightly lower accuracy compared to using the
displacements.
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Further, the impact of the SAGC is evaluated and compared to two
baselines using a fully connected (FC) architecture and an unstructured
graph convolutional operator (Defferrard et al., 2016) where the latter
is integrated into the overall architecture and therefore just replaces the
SAGC operators. EGNet and DeltaNet are replaced with two fully con-
nected networks that take the normalized motion angles as input, apply
19 fully connected layers (same depth as the proposed architecture)
with nonlinear Elu activation functions, and output graph parameters
and vertex displacements, respectively. As the fully connected net-
works have no notion of locality, they are not able to generalize well.
Further, one can see that the proposed graph convolutional operation
performs better than the one proposed by (Defferrard et al., 2016)
because the latter shares weights across nodes while the presented
approach uses node-specific weights, which are able to encode the
underlying knowledge about the individual deformation behaviours
of the surface.
The importance of predicting the per-vertex displacements in the
canonical pose space is also evaluated and compared to predicting
them in the global pose space. Note that the disentanglement of pose
and deformation helps with the generalization of the network, which
leads to better accuracy in terms of foreground overlay.
Finally, the impact of the chroma loss is evaluated and compared to
only using silhouette supervision. Note that reporting the IoU would
not be meaningful as the silhouette loss alone can already ensure
matching silhouettes. However, drifts along the visual hull, carved by
the silhouette images, cannot be well tracked by the silhouette term
alone, as shown in Figure 6.9. The chroma loss penalizes these drifts,
both during training and testing, leading to better results. This can be
best evaluated by comparing the MSE of the deformed model with
the static texture and the ground truth image as shown in Figure 6.9
Here, using the chroma loss has an error of 38.20 compared to an error
of 44.53 when only the silhouette loss is used during test time. This
clearly shows that the chroma error can disambiguate drifts on the
visual hull and thus gives more accurate results.
6.9.5.2 Texture Module
Next, the motion- and view-dependent texture is compared to using
a static texture rendered with and without optimized lighting. Using
the static texture without optimized lighting leads to the highest error.
Optimizing the light already brings the rendering globally a bit closer
to the ground truth image but still fails to represent important dynamic
and view-dependent effects. By applying the dynamic texture also
motion- and view-dependent texture effects can be captured, resulting
in the lowest error.
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Figure 6.9: Impact of the chroma loss. During training and testing, the chroma
loss disambiguates drifts on the visual hull and gives more accurate results.
6.9.5.3 Amount of Data
Finally, the influence of the number of training cameras is evaluated
for the OlekDesert sequence in Table 6.5. More precisely, the training
with 5, 10, 25, and 49 cameras placed around the scene in a dome-like
arrangement is tested here. The respective test motions are used for
all reported metrics. For computing the MSE, camera 46 is chosen,
which was not part of the training views for all experiments. Note
that already 5 cameras can lead to plausible results. Interestingly, with
such a sparse setup, the presented approach still produces coherent
results for unseen viewpoints as the prediction is in canonical texture
space, which implicitly regularizes the predictions, leading to a better
generalization ability. However, adding more cameras further improves
both geometry and texture quality.
6.9.6 Applications
As shown in Figure 6.10, the presented method can be used in several
applications such as motion re-targeting where a source actor (blue
dress girl) drives the character model (red shirt girl). Further, the
proposed method synthesizes new free-viewpoint videos of an actor
only with a driving motion sequence. Moreover, an interactive interface
is implemented, where the user can freely change the skeletal pose and
3D camera viewpoint, and the method produces the posed, deformed,
and texture geometry in real time.
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Ablation on the S4 sequence
Method AMVIoU↑ MSE↓
EGNet-only 87.89 —
Fully Connected 87.48 —
Unstructured GraphConv 83.30 —
Global Pose Space 89.81 —
Without Lighting and Dynamic Texture — 176.99
Without Dynamic Texture — 60.50
Ours 90.70 43.29
Table 6.4: Ablation study. The design choices are evaluated for the geometry
networks and texture networks. Note that the proposed approach beats the
baselines in all aspects, confirming that the design choices indeed lead to an
improvement.
Ablation on the OlekDesert sequence
Method AMVIoU↑ MSE↓
5 camera views 90.27 20.85
10 camera views 90.34 19.32
25 camera views 90.36 17.49
Ours (49 views) 90.68 16.72
Table 6.5: Influence of the number of available training cameras. Already
with few cameras, the proposed method achieves plausible results. However,
adding more cameras further improves the quality of both geometry and
texture.
6.10 limitations and future work
The presented approach approximates clothing dynamics in a data-
driven and plausible way, but actual physics-based clothing animation
may still lead to further improved results. In future research, this
could be handled by employing those physics-based priors in the
learning process or even at inference. Further, the proposed method
cannot handle apparent topological changes such as taking off pieces
of apparel as well as smaller-scale wrinkles. The current progress in
implicit representations combined with the proposed representation
could help to generate such changes and details even though they are
radically different from the initial template mesh. The facial expression
and hands are not tracked. 2D face landmark trackers, as well as
hand trackers, could be used to also track hands and face so that
they can also be controlled in the deep dynamic character. Currently,
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Figure 6.10: Applications. The proposed method can be used in several appli-
cations such as motion re-targeting, neural video synthesis, and interactive
character editing. Note that for all these applications, the proposed method
produces video realistic results creating an immersive experience.
the training time of the network modules is quite long. In the future,
more efficient training schemes could be explored to solve this issue.
Moreover, the method relies on good foreground segmentation results.
In consequence, the proposed method might receive a wrong silhouette
supervision when multiple people or other moving objects, which are
detected as foreground, are in the training scene. Explicitly modeling
multi-person scenes and using a learning-based multi-person detector
could help here. Finally, severely articulated poses like a handstand,
which are not within the training motion distribution, can lead to
wrong deformation and texture predictions.
6.11 conclusion
This chapter presented a real-time method that enables animation of
the dynamic 3D surface deformation and texture of highly realistic
3D avatars in a user-controllable way. Skeleton motion can be freely
controlled, and avatars can be free-viewpoint rendered from any 3D
viewpoint. To this end, a learning-based architecture was proposed,
which regresses not only dynamic surface deformations but also dy-
namic textures. The proposed approach does not require any ground
truth 3D supervision. Instead, it only needs multi-view imagery, and
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it employs new analysis-by-synthesis losses for supervision. The ob-
tained results outperform the state of the art in terms of surface detail
and textural appearance, and therefore the high visual quality of the
animations opens up new possibilities in video-realistic character ani-
mation, controllable free-viewpoint video, and neural video synthesis.
As discussed in the limitations of this chapter, the proposed method
can only partially capture finer geometric details, and it is not able
to handle topological changes. To this end, the next section presents
ongoing work on character synthesis where the key idea is to combine
implicit and explicit mesh representations to further enhance the ge-
ometric details of the deforming mesh and to improve the synthesis
quality.
6.12 towards higher fidelity 3d character synthesis
As mentioned before, it remains challenging for the previously pre-
sented approach, also referred to as DDC in the following, to nicely
capture the finer geometric details such as wrinkles on the clothing,
especially if these wrinkles are very different from the ones that are
baked in the initial (unposed and undeformed) template mesh (see
Figure 6.11). To this end, this section introduces an ongoing project,
which aims at further improving the motion-dependent geometric
details of the motion- and view-dependent controllable 3D character
as well as further improving the video synthesis quality. The key idea
to achieve this goal is to combine an explicit mesh representation
(based on Habermann et al., 2021a) with an implicit neural radiance
field (NeRF) (Mildenhall et al., 2020) that surrounds the mesh. More
precisely, the method takes a skeletal motion as input and predicts
a motion-dependent deforming geometry as well as a motion- and
view-dependent neural radiance field that is parameterized near the
mesh. This has the advantage that the deformed and posed geometry
can act as an initializer for the sampling and the feature accumulation
of the neural radiance field, which allows more efficient sampling
of the NeRF and, most importantly, enables NeRF to work also for
dynamic scenes. However, not only the implicit component can be
improved based on the explicit mesh, but the implicit representation
can also be leveraged to further improve the regressed explicit mesh
representation. It can be observed that the accumulated depth of the
neural radiance field contains finer geometric details such as cloth
wrinkles and can thus be used to guide the deformations of the explicit
geometry, which enables the approach to be trained only with 2D
multi-view imagery, without any ground truth 3D supervision. The
approach is designed to be fully differentiable, allowing end-to-end
training. Preliminary results show that the proposed method further
improves the geometric quality while the high synthesis quality of
previous work is preserved.
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Figure 6.11: Comparison of the wrinkle accuracy of the previously presented
method (Habermann et al., 2021a) and the mesh-conditioned NeRF, which is
presented in this section, on the training sequence of the Vlad sequence of the
DynaCap dataset (Habermann et al., 2021a). NeRF is trained on the single
frame. Note that the mesh does not capture the geometric details while the
NeRF volume contains the smaller scale wrinkles in the accumulated point
cloud.
6.12.1 Overview
The input to the method is a skeletal motion and a camera pose, and it
outputs a posed and deformed mesh as well as an attached neural radi-
ance field which synthesizes the appearance of the subject. Figure 6.12
shows an overview of the proposed method. In the following, first
some fundamentals regarding neural radiance fields (Mildenhall et al.,
2020) are provided (Section 6.12.2). Then, the combined explicit and
implicit mesh representation is introduced (Section 6.12.3), followed by
a more detailed explanation of the sampling strategy (Section 6.12.3.1).
Next, the network architecture is described (Section 6.12.3.2) and how
it is supervised (Section 6.12.3.3). Then, it is explained how the entire
approach is trained (Section 6.12.4), and some preliminary results are
presented (Section 6.12.5). Finally, remaining challenges are discussed
(Section 6.12.6).
6.12.2 Background
A neural radiance field (Mildenhall et al., 2020) is a deep, volumetric
scene representation of a static scene, which allows for photo-realistic
novel view synthesis. In detail, when one wants to render an image,
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Figure 6.12: Overview of the proposed approach. The numbers in brackets
denote the respective tensor sizes. It takes the camera parameters and the
current motion of the kinematic skeleton as input. Then, a graph convolutional
network predicts a motion-dependent posed and deformed mesh. Further,
a NeRF-like architecture (Mildenhall et al., 2020) predicts a volume density
and color per ray, which can be rendered to the final image of the subject
using volume rendering. Importantly, the NeRF synthesis can be guided by
the mesh (light orange arrows), which allows for synthesis of dynamic scenes
and a better sampling strategy. As the accumulated depth of NeRF can be
used to compute an accurate point cloud of the scene, this point cloud can
also be used to refine the deformed and posed mesh (dark orange arrows).
This process can be iteratively performed so that the implicit and explicit
mesh representations improve each other.
each pixel is represented by a ray that has a normalized direction
d ∈ R3 and an origin o ∈ R3. Then, i ∈ {0, ..., K} samples along the
ray at position xi = o + tid, where xi ∈ R3 and ti is the depth along
the ray, are drawn and fed into an MLP
fnerf(γ(xi), γ(d), wnerf) = (ci, σi) (6.19)
which takes the positional encoding (Mildenhall et al., 2020) γ(·) of
xi and d as input. Then, the network predicts a color ci ∈ R3 and a
density value σi ∈ R. Here, wnerf are the trainable network weights.
To obtain the final pixel color, the individual colors and densities
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αi = 1− e−δiσi (6.22)
where δi is the Euclidean distance between the sample points xi+1 and
xi.
Conveniently, NeRF can be supervised with multi-view images alone.
Assuming C images of calibrated cameras are given as input, a pixel r
from the images is chosen where the ground truth color c(r)gt is known.
NeRF employs an L2 loss on the color difference
Lcolor(c̃(r)) = ‖c̃(r) − c
(r)
gt ‖2 (6.23)
where c̃(r) is obtained according to Equation 6.20.
NeRF has shown state-of-the-art synthesis quality on static scenes
and outperformed other scene representations. Interestingly, when
training NeRF on a scene containing a human, the recovered depth
maps show detailed wrinkle patterns despite some noise and outliers
(see Figure 6.11). However, it is also important to note that the MLP has
to be evaluated for each pixel of the image individually, which makes
this computation slow, and the original NeRF is limited to static scenes
and cannot handle dynamic ones. Further, since in the original ap-
proach, no prior knowledge about the scene is assumed, the sampling
process has to cover the entire 3D space where potentially many sam-
ple points are in the empty space and thus do not contribute to the final
color. In the following, a combination of a mesh-based representation
and a neural radiance field is introduced, which leverages the strength
of NeRF, namely the synthesis quality and the recovered depth maps,
while most importantly allowing for user-controlled dynamic scenes
of articulated humans that can be rendered from arbitrary views and
that are efficient to compute and sample.
6.12.3 Combined Explicit and Implicit Character Representation
The main insight of the proposed geometry-based character represen-
tation of DDC previously presented in Equation 6.14 is that it can
represent dynamically moving humans and that the reconstructed and
simulated geometry is close to the ground truth. However, there still
remains a residual in terms of surface accuracy. As a result, smaller
wrinkles are not captured by the deformed geometry. One can think of
this residual as an uncertainty volume around the deformed geometry.
Thus, both representations, NeRF and DDC, have complementary ad-
vantages and disadvantages, and the aim in the following is to combine
the two representations.
6.12.3.1 Geometry-guided Sampling
To this end, it is assumed that a pre-trained version of DDC is given
as described in Section 6.7, which provides the posed and densely
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Figure 6.13: Illustration of the geometry-guided neural radiance field sam-
pling. Note that samples only have to be drawn close to the mesh surface
inside the volume marked in grey. Then, the distance and the barycentric co-
ordinates are computed for interpolating the graph features that are attached
to the mesh vertices.
deformed vertices Vfi of the template mesh. For simplicity, the index
is dropped, and the template is defined as V = Vfi in the following.
Further, it is assumed that multi-view images of calibrated cameras and
the respective foreground masks, which contain the actor, are given.
Since reconstructing the background is not a goal of this approach, the
images are masked using these foreground masks. Now, to combine
the geometry with a NeRF, it has to be noted that the ith sample xi
along the ray of the NeRF can be represented as a function of the
geometry











by replacing the depth ti along the ray with t
(r)
i (V) in the sampling
formulation. Here, Φ(r)dp(V) is similar to the previously introduced dif-
ferentiable rasterizer Φ with the difference that it renders the depth of
the mesh with respect to the camera, and r indicates the specific pixel
that was rendered in any of the available camera views. The function
di(·) represents the dilation operator, which computes the maximum
depth value in the depth map around the sampled location r. Similarly,
er(·) computes the eroded value or minimum value around the sam-
pled location r. The erosion and dilation ensure that the neural scene
representation is also sampled on the foreground when the underlying
mesh is erroneously not overlaying the ground truth foreground mask.
Moreover, tmi defines the volume that is sampled in front of the actual
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surface, and similarly tma defines the volume that is sampled behind
the actual surface by ensuring that the distance between the mesh and
the sample point does not exceed tmi and tma. Lastly, K defines the
number of samples along the ray. When sampling r, only pixels that
project onto the eroded/dilated depth maps are considered. Otherwise,
they are discarded during the NeRF evaluation described later.
This allows a more effective sampling of the neural radiance field
since most samples are very close to the actual surface. A visualization
of this process is shown in Figure 6.13. Importantly, all terms (except
the visibility in the depth renderer) of Equation 6.24 are differentiable
with respect to the surface vertices, and thus the loss functions, which
are employed on the 3D sample points, can also backpropagate into
the deformation networks.
6.12.3.2 Geometry-guided Motion Feature Assignment
The other important property, which is missing in the original NeRF
approach, is that it can only render a static scene under novel views.
However, the proposed approach targets synthesizing novel views and
performances of dynamic scenes. Fortunately, the posed and deformed
DDC template can also help to enable the synthesis of dynamic scenes
as well as improving the inference speed. Following the notations from
earlier sections, the index of the frame is dropped, and it is assumed
to be fixed for now.
The main idea is that motion-dependent deep features can be at-
tached to the mesh, which are then the input to the NeRF instead of the
positional encodings of the positions in global space (see Figure 6.13).
More specifically, Equation 6.19 is modified as
fnf(b(V, xi, fgr(M̃delta, wgr)), γ(d(V, xi)), γ(d), wnf) = (ci, σi). (6.25)
Here, fgr(M̃, wgr) is a graph convolutional network based on the
architecture introduced in Section 6.5 which takes the translation
normalized motion window M̃delta encoded as posed vertex positions
for the current frame as input and predicts a motion-dependent feature
vector of size H per node of the graph. The template itself serves as
the graph in this case. Then, b(·) takes the mesh V, the sample xi
along the ray, and the per-vertex graph features as input and computes
the closest point from xi onto the mesh, which can be described by
the three vertices enclosing the face and the respective barycentric
coordinates. The latter ones are then used to interpolate the per-vertex
graph features of the enclosing vertices resulting in a single feature
vector also of size H. d(·) takes again the mesh and the sample point
as input and outputs the signed and normalized distance between
the two. Here, the interior of the mesh is defined to have a negative
sign, and the points outside the mesh have a positive sign. The term
normalized means that the actual distance is divided either by tmi or
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by tma, depending on whether the sample point is inside or outside
the mesh surface. A positional encoding (Mildenhall et al., 2020) is
then applied to the distance value. Finally, the modified NeRF MLP
also takes the positional encoding of the viewing direction similar
to the original approach. Importantly, the template mesh enables a
more efficient sampling. Therefore, importance sampling and a second
finer network branch are not required compared to the original NeRF
architecture (Mildenhall et al., 2020).
This reformulation allows the network to encode the dynamic mo-
tion of the actor and thus allows NeRF to handle dynamically moving
humans. Due to the specific motion representation and the graph
convolutional architecture, the motion can be encoded locally on the
surface level to improve the generalization. Moreover, the feature en-
coding at graph level only requires a single inference pass independent
of the number of pixels. Thus, most of the capacity can be shifted into
the graph convolutional architecture, which is faster to evaluate, and a
shallower MLP can be used for the NeRF evaluation. This allows for a
faster inference speed while still being able to synthesize high-quality
results.
6.12.3.3 NeRF-guided Geometry Supervision
So far, it was only discussed how the NeRF representation can leverage
the advantages of the underlying 3D template mesh; however, the
geometry can also be improved using the NeRF. The key observation is
that a weakly supervised setup, as presented in Section 6.7, struggles
with recovering the finer wrinkles on the clothing. This is mostly due
to the limited supervision from the rendering loss. Specifically, there
are three reasons: 1) the rendering loss is very sensitive to local minima
as gradients of the input image are computed with finite differences
on the ground truth image; 2) this loss struggles with deformations
that are out of the camera plane, and 3) the rendering loss cannot
account for shadow and view-dependent effects. A possible solution
is to further improve the rendering loss by using ray-tracing based
approaches that are differentiable (Li et al., 2018; Nimier-David et al.,
2019). However, their runtime is rather slow, which prevents them
from being used in this setup. Fortunately, it can be observed that the
per-view point clouds that can be recovered from the proposed NeRF
architecture contain small-scale wrinkles. Thus, the template mesh
can be supervised by a 3D-to-3D constraint between the posed and
deformed template and the per-view point cloud, which is explained
in more detail in the following.
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First, the per-view point cloud for any given ray r (which passes
through the dilated/eroded depth map) of the current frame can be
computed as












Then, all rays R of the current view, which have an accumulated
density that is higher than a threshold T, define the set of points in
the point cloud. This point cloud, which contains the higher frequency
geometric details, can be used to supervise the underlying template

















where N is the number of template vertices and η(·) is a robust loss
function that sets the value to zero when it exceeds a certain threshold
to ensure a robustness with respect to outliers. Now, DeltaNet can be
refined with the losses introduced in Equation 6.15 and in addition
with the proposed Chamfer loss. Further, an isometry or edge length
constraint is imposed similar to the one proposed by (Habermann
et al., 2019). This constraint has the advantage that it allows local
rotations in contrast to the Laplacian regularization, which is important
when trying to reproduce wrinkle patterns. It can be seen that the
Chamfer loss can help to recover finer wrinkles in the geometry, which
are hard to learn using only the weakly supervised losses for the
aforementioned reasons.
So far, a combined and deep representation of an explicit mesh and
an implicit NeRF has been introduced. Next, it is explained how this
representation is trained and how the explicit and implicit geometry
component iteratively improve each other.
6.12.4 Supervision and Training Procedure
After the introduction of the individual components in the previous sec-
tions, it is explained how the combined representation can be trained.
To this end, it is assumed EGNet and DeltaNet are pretrained as de-
scribed in Section 6.5 and 6.7, and the posed and deformed template
mesh for any frame f can be obtained with the character representation.
Again, f is fixed, and the index is dropped in the following.
6.12.4.1 Training the Geometry-guided NeRF
In the first stage, the mesh deformation networks are fixed, and only
the NeRF network fnf is trained. For readability, it is assumed the ray
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r is fixed, and the superscript is dropped. To this end, the network
weights are supervised with the loss
Lnerf = Lcolor + Lmask + λvarianceLvariance (6.28)
which consists of two image-based data terms and one regularizer
where λvariance is a weighting factor. Lcolor is the same color term as
proposed in the original work (Mildenhall et al., 2020) but applied on
the novel NeRF architecture.
Then, a mask loss










is employed, which ensures that the accumulated density values of
rays are one when they hit the foreground mask F and zero when
they hit the background. By that, sharper boundaries can be ensured.
Further, by ensuring the accumulated density is one in the foreground,
it is implicitly ensured that the accumulated depth is close to the
depth of the deformed and posed mesh. This is due to the fact that the
samples are drawn around the mesh, and by ensuring the individual
weights sum up to one, the resulting depth estimate is approximately
a linear combination of the depth samples.
Further, the skin and the clothing of humans normally are quite
Lambertian, and the goal is to train a NeRF such that the accumulated
depth is accurate and can be used for refining the mesh deformation
networks. Thus, the volume rendering is constrained to have a small
variance along the depth in terms of the density values, and they are
constrained by the variance loss
Lvariance(α0, ..., αK) = ((Var(α0, ..., αK))2 (6.30)














where Var(·) computes the variance along the depth of the ray, and
Lvariance ensures that the variance is small by applying an L2 loss on
the variance.
6.12.4.2 Refinement of the Template Mesh
In the second stage, the NeRF network weights are fixed and only used
to create the per-view point clouds. Then, DeltaNet is refined based on
these point clouds according to Equation 6.26, where random views
are sampled per training iteration. The final loss is a combination
of the losses used to train DeltaNet of the original DDC approach
(see Equation 6.15) and the Chamfer loss proposed in Equation 6.27.
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However, the chroma loss is set to zero. After training, the motion-
dependent geometry contains higher frequency details due to the
better supervision signals, baked-in template wrinkles are removed,
and the deformed and posed template better matches the ground truth,
as demonstrated in the results.
6.12.4.3 Iterating the Individual Stages
Once again, it must be noted that the human surface is actually opaque,
and thus the NeRF volume density around the human should converge
to a single point in the end. Further, the training stages can be iterated
multiple times. The idea here is that once the geometry is refined using
the NeRF-based supervision, it can be again used for a better sampling
and feature attachment when training NeRF. After this second refine-
ment of the NeRF network, the improved NeRF point clouds can then
be used for a better supervision of the template deformations again.
This training procedure can be iterated multiple times, and eventually,
an end-to-end training of both networks, i.e., DefNet and the NeRF
MLP, is also possible at later iterations. Simultaneously, λvariance can be
gradually increased during each iteration so that the depth samples of
NeRF converge to a real surface instead of a volume, which is along
the observation that humans usually have a rather opaque surface.
6.12.5 Preliminary Results
6.12.5.1 Dataset
To evaluate the proposed approach, the Vlad sequence of the Dy-
naCap dataset (Habermann et al., 2021a) is leveraged, which contains
101 camera views. Specifically, for a proof of concept, the method
was only trained on multi-view images of a single time step (frame
8510) showing a boxing motion. In addition to the original data, the
ground truth geometry is reconstructed using a multi-view stereo
approach (PhotoScan 2016) that is used to quantitatively compare the
proposed approach against the baselines.
6.12.5.2 Novel View Synthesis on a Single Frame
First, it is tested whether the mesh-guided NeRF architecture influences
the highly accurate synthesis quality of the original NeRF (Mildenhall
et al., 2020). To this end, the original NeRF is replaced with the pro-
posed architecture and trained on a single frame. For testing, a camera
path orbiting around the static subject is chosen. Here, all camera
views are not seen during training. Some example camera views of the
proposed method and the original NeRF approach (Mildenhall et al.,
2020) are shown in Figure 6.14. Note that the approach can synthesize
highly detailed images showing individual cloth wrinkles and also
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Figure 6.14: Synthesis result on a single frame. Note that also for testing cam-
era views, the method achieves highly accurate and photo-realistic synthesis
results. Further, the individual per-view results are also consistent across
views. Compared to the original NeRF approach (Mildenhall et al., 2020), the
proposed method achieves a comparable synthesis quality while being faster
and applicable to dynamic scenes.
smaller textural features such as the ones on the shoes. Further, the
appearance of the character is also consistent across individual views.
Compared to the original approach, which by design can only handle a
static scene, the proposed method still achieves a comparable synthesis
quality while the proposed design allows handling dynamic scenes.
Thus, the proposed architecture still has the advantages of the original
one while potentially being able to handle dynamic scenes. Moreover,
the inference speed for a single frame is 14.0 seconds, whereas the
original NeRF approach takes 61.9 seconds. This is mainly due to the
better sampling, which allows the proposed method to only evaluate
rays near the depth maps of the rendered model and the fact that the
proposed approach does not require a finer network in addition to the
coarse one, as proposed in the original approach.
6.12.5.3 Geometry Refinement on a Single Frame
Next, the refinement of the template mesh based on the NeRF-guided
supervision is evaluated. To this end, the NeRF trained on the single
frame is used, and the per-view point clouds are generated following
Equation 6.26. Then, as discussed before, the DeltaNet is refined using
the per-view point clouds as supervision. As a baseline, DeltaNet
is trained without the point cloud supervision. Both methods are
refined for 300 iterations on the single frame. The results are then
compared to the ground truth geometry in terms of the per-template-
vertex Hausdorff distance averaged over all template vertices. The
results are reported in Table 6.6. Using the proposed NeRF-guided
supervision clearly improves the result compared to the baseline. Also,
more iterations of the proposed iterative scheme further lower the
error with respect to the ground truth geometry. Thus, the proposed
NeRF-guided supervision drastically improves the geometric accuracy
of the template. A visualization of these results is shown in Figure 6.15.
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Figure 6.15: Geometry refinement result on a single frame. For all results,
DeltaNet is overfitted to the specific frame. The yellow color represents
a high error (30mm), and the blue color indicates a low error (0.007mm)
in terms of the Hausdorff distance measured between the result and the
ground truth scan. Left. The per-vertex error of the posed and deformed
template mesh using only the original losses proposed in (Habermann et
al., 2021a). Middle. The per-vertex error of the template after the first and
second iteration using the NeRF-guided supervision in addition to the losses
proposed in (Habermann et al., 2021a). Right. The result after the second
iteration using the proposed NeRF-guided supervision. When using the
NeRF-guided supervision, the template matches the ground truth much
better as wrinkles, and general deformations can be better supervised.
6.12.5.4 Convergence of NeRF to a Surface
Next, the iterative refinement is evaluated. To this end, the refined
template result is used to guide the NeRF in a second training iteration.
In addition, the variance regularizer is now increased as described
before to ensure that NeRF converges closer to a surface rather than
a volume. In Figure 6.16, a visualization of the NeRF point cloud
before and after refinement is shown. One can see that before the first
refinement, the recovered point cloud of NeRF is less structured and
still contains noise. This is due to the fact that NeRF can compensate
for geometric errors by the volume rendering and the view-dependent
network branch. However, when refining NeRF with better template
guidance and the increased regularization, the NeRF is sampled closer
to the true underlying surface, and the increased regularization forces
NeRF to learn the true geometry and prevents it from compensating
errors by the volume rendering and the view-dependent branch.
6.12.6 Remaining Challenges
Although the preliminary results can serve as a proof of concept, there
are still remaining challenges to be tackled. Most importantly, it needs
to be evaluated if the proposed architecture works well for multiple
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1 Iter. w/o CL ↓ 1 Iter. w/ CL ↓ 2 Iter. w/ CL ↓
12.45mm 7.20mm 7.11mm
Table 6.6: Geometric refinement using NeRF point clouds. Here, the refined
geometry is compared to the ground truth scan in terms of the Hausdorff
distance. First, DeltaNet was refined without using the Chamfer loss (CL) and,
therefore, the NeRF-guided supervision. Then, DeltaNet was refined by using
the Chamfer loss. Clearly, the NeRF-guided supervision helps to better match
the ground truth. Last, a second iteration of refinement is performed, which
further improves the alignment quality.
Figure 6.16: Evaluation of the iterative refinement. Left. The NeRF point
cloud after the initial training. Right. The NeRF point cloud after training
with the already refined mesh and with an increased variance regularization.
Note that the result after a second iteration of training is more structured and
contains less noise, which indicates that the NeRF better matches the true
underlying surface.
frames during training and whether the high quality can be preserved
for dynamic scenes. This can also potentially influence the selection of
hyperparameters, e.g., the choice of the graph feature size. Moreover,
an ablation needs to be performed on the number of training iterations
to see when the refinement of each component converged to an optimal
state. Another interesting aspect that should be evaluated is the end-
to-end training of all components since the sampling procedure is
differentiable with respect to the underlying mesh vertices. Further,
the generalization of the proposed architecture to novel motions needs
to be evaluated. Finally, more subjects and clothing types (especially
loose clothing) should be evaluated.
7
C O N C L U S I O N
This thesis has presented new methods for monocular human perfor-
mance capture, which has further pushed the state of the art in terms
of efficiency and 3D accuracy.
LiveCap, presented in Chapter 4, proposes novel algorithmic design
choices and a new GPU-based and data-parallel solver architecture in
order to achieve real-time performance while capturing the entire dense
deforming surface of the human from a single color stream. Chapter 5
presented DeepCap, which is the first learning-based approach for
dense, space-time coherent monocular human performance capture
that only requires weak multi-view supervision during training. It was
shown that this specific supervision can greatly resolve the inherent
ambiguities of the monocular setting, and thus it can achieve state-of-
the-art 3D accuracy in terms of 3D pose and surface deformation.
However, it is not only important to be able to capture humans in
images, but also to be able to synthesize controllable 3D characters
and render them into photo-real images from novel viewpoints.
Chapter 6 introduced a novel human synthesis method that allows
full control over the motion of the 3D character, the camera position as
well as the viewing direction. Moreover, it predicts motion-dependent
deforming geometry as well as motion- and view-dependent dynamic
textures. The proposed method not only shows photo-real synthesis
results for virtual 3D characters but also proofs to be 3D consistent due
to the explicit modeling of geometry. This chapter further investigated
how a combination of implicit and explicit surface representations
can enhance the geometric deformations and the synthesis quality
for photo-real humans. Preliminary results show that explicit shape
representations can guide the implicit ones and vice versa such that a
synergy effect emerges.
7.1 insights and implications
Beyond the contributions of the presented works in this thesis, there
are general insights that can be gained from the individual chapters.
7.1.1 Image-based Supervision
One key observation in all presented approaches is that 3D supervi-
sion, e.g., in the form of point clouds or registered templates, is not
strictly required for capturing the pose and surface deformation or
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for learning to synthesize humans. This thesis has shown that 2D
losses, which can be based on either sparse joint keypoint detections,
foreground silhouettes, or dense photometric losses, in combination
with a regularization in the spatial and temporal domain, can remove
the need for 3D supervision entirely. This comes with the additional
benefit that the number of cameras can be flexible in these approaches,
and one can jointly train on multi-view and single-view data. This is to
some extent demonstrated in the domain adaptation step of DeepCap,
where the same multi-view image-based losses are leveraged but only
on a single camera view.
7.1.2 Coarse-to-fine Modeling and Pose Normalization
Another insight gained is that when capturing and modeling defor-
mations, the decomposition of deformations into coarse and fine ones
is key essential for good capture and synthesis quality. All presented
approaches use skinning-based deformation as the coarsest level where
the skeletal pose is driving the mesh. In most cases, this leads to a very
good initialization for either capturing the remaining deformation or
for learning motion-dependent deformations that cannot be explained
by skinning. The finer levels of deformation can be consecutively rep-
resented by embedded deformation and vertex displacements. Also,
2D displacement or normal maps could be added as proposed in other
works (Lähner et al., 2018) to model details beyond the resolution of
the mesh. An alternative to these explicit geometry representations
for fine-scale details are implicit surface representations that can be
combined with an explicit representation, as shown within this thesis
(see Section 6.12). Along these lines, it is also shown that it is bene-
ficial for learning-based approaches to take pose normalized inputs
when regressing geometric deformations, as this has been shown to
simplify the learning for the network and has also demonstrated better
generalization to unseen data.
7.1.3 Regression and Optimization of Model Parameters
This thesis has presented two monocular human performance capture
approaches – one of them based on classical model fitting and one
on regression using deep neural architectures. The obvious question
is which of these two concepts is the better choice; granted, both
approaches have advantages and disadvantages. Model fitting is prone
to fall into erroneous local minima, although, when a good solution
is found, it can potentially explain the input almost pixel-perfect.
Regression typically fails to perfectly match the observation of the
input (such as the model overlap onto the input image), but it is
usually not prone to fall into local minima. Here, this thesis provides
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evidence that a combination of these two concepts can provide the
best result. DeepCap, for example, regresses the model parameters
from images; however, in the domain adaption step, the network is
fine-tuned on the monocular testing data to provide the most accurate
result. This step can be viewed as a model fitting using the pre-trained
network as initialization which can help to prevent the convergence at a
local minimum. Thus, for future projects, a combined approach would
be desirable – one that initializes model parameters using regression
to avoid converging at a local minimum and applies a final fitting step
to better match the image evidence.
7.1.4 Datasets
Three novel datasets, which will further stimulate research and serve
as benchmarks for future works, were proposed in this thesis. The
first dataset is proposed in (Habermann et al., 2019), for which more
than 20 minutes of monocular human performances were recorded,
including challenging motions, clothing types, and environments. This
dataset is ideal for testing monocular human performance capture ap-
proaches under in-the-wild conditions. The second dataset is proposed
in (Habermann et al., 2020), for which four subjects were recorded
performing an extensive set of motions in a sparse multi-camera studio
with a green screen. In addition to image annotations that include the
2D pose and the foreground masks, rigged and skinned meshes are
provided along with ground truth 3D poses and in-the-wild test se-
quences. Finally, a multi-camera capture of individual humans, similar
to the DeepCap dataset, is provided in Chapter 6. For this dataset,
however, a dense camera system with over 100 cameras was used for
recording. Acquiring data at such a scale is far from trivial, and there
is not a single one of comparable size and quality publicly available,
which means that this dataset can stimulate further research and en-
able new research directions, e.g., in the domain of dynamic scene
representation learning from multi-view imagery.
7.2 future directions
This thesis has presented methods that advance the state of the art in
terms of monocular human performance capture and animated 3D
character synthesis. Nevertheless, there are still remaining challenges
and open questions towards the vision of detailed and fast capture
and synthesis of entire humans from ideally sparse visual data, which
opens up future work in these areas. Some promising directions for
future work are described in the following.
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7.2.1 Incorporating Physics into Monocular Human Performance Capture
Figure 7.1: Incorporating physics into the
learning of the surface deformation of entire
humans allows one to model clothing more
accurately as a separate piece of geometry. Fig-
ure from Li et al., 2020a.
One important aspect cur-
rently missing for pre-
vious learning-based monoc-
ular human performance
capture approaches is that
the regressed pose and ge-
ometry should not only
match the image evi-
dence but should also be
physically plausible. This
means that the 3D char-
acter pose should also
take physical reality into
account, such as gravity,
and, on the surface level,
clothing should be mod-
eled as separate layers that interact with the underlying driving body of
the human. Initial works have shown compelling results for physically
plausible body poses (Shimada et al., 2021, 2020) and the modeling of
clothing as independent pieces (Li et al., 2020a). However, a unified
approach for physically plausible pose and surface deformation that
also estimates the physical material parameters has not yet been found
and will be an interesting line of research in the future.
7.2.2 Expressive Full Body Capture
Figure 7.2: Joint regression of body pose, hand
gestures, and facial expressions of a naked
human body model. Figure from Zhou et al.,
2021.
The work in this thesis
has mostly focused on
body pose and clothing
deformations. However, it
is equally important to
capture facial expressions,
hand gestures, and hair.
Capturing hands (Wang
et al., 2020a; Zhou et
al., 2020) and faces (B R
et al., 2021; Kim et al.,
2018a; Tewari et al., 2017)
are very active research
areas, and some works
have already started to
jointly capture the individ-
ual body parts (Joo et al.,
2018; Zhou et al., 2021).
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An interesting question will be how body pose, clothing, facial expres-
sions, hand gestures, and hair can be reconstructed from monocular
image data in real time and whether jointly capturing them can help
to improve the overall quality, as they can potentially influence each
other.
7.2.3 Different Input Modalities
Figure 7.3: High-speed performance capture
using a single event camera. Figure from Xu
et al., 2020.
Apart from single color
images, there are also
other types of sensors
such as event cameras,
and some works have al-
ready demonstrated high-
speed performance cap-
ture with a small mem-
ory footprint (Xu et al.,
2020). Interesting follow-
up could involve mixed
data modalities such as
RGB and event streams
where very high spatial ac-
curacy can be ensured by
the RGB camera and high
temporal resolution by the event stream. Inertial sensors could also be
of interest as a complementary type of supervision with respect to RGB
data. Some works already show how the pose can be recovered from a
sparse set of sensors (Yi et al., 2021) and how an additional egocentric
camera can help to navigate in large 3D scenes (Guzov et al., 2021).
However, an interesting question that remains unanswered is whether
an extrinsic camera and very few inertial sensors or even only a single
inertial sensor attached to the captured human can improve the 3D
performance without increasing the hardware requirements too much,
as regular smartphones already have built-in inertial measurement
units.
7.2.4 Control over Illumination
Being able to control the motion of a photo-real character and allowing
the change of viewpoint are important steps towards controllable
photo-real 3D avatars. However, it is equally important to be able to
control and change the scene lighting. Some works (Guo et al., 2019)
enable relighting of a captured human performance; but for now, it
remains an open question as to how the explicit control of the lighting
can be ensured for novel motions. Here, ideas that were proposed
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in this thesis could be combined with recent approaches in the area
of neural radiance fields (Boss et al., 2020; Mildenhall et al., 2020;
Srinivasan et al., 2021) to disentangle the lighting component in the
rendering process, allowing it to be directly controlled at inference
time.
7.2.5 Improving the Supervising Loss Functions
Figure 7.4: Efficient and differentiable compu-
tation of visibility and shadows. Figure from
Lyu et al., 2021.
Another promising av-
enue of future work is to
further improve the super-
vising loss functions. The
current rendering losses,
used in this thesis, do not
account for self shadows
and, thus, cannot explain
them properly, which can
lead to geometric arti-
facts, e.g., when the geom-
etry tries to explain the
shadow. However, some
works (Lyu et al., 2021)
show fast approximations
for shadow computation
that could be leveraged to
provide a better supervision signal when learning deformations in the
context of human performance capture. There are additional properties
that would be desirable for rendering losses in the human performance
capture context, such as backpropagating gradients into vertices even
if they are occluded. These properties would be beneficial because
they even allow the supervision of occluded body parts, e.g., when the
arm is visible in the ground truth image but not in the current model
estimate.
7.2.6 Generalization across Identities
One limitation of the methods presented in this thesis is that they
rely on a pre-scanned template and are, therefore, person-specific.
Interesting questions for future research will include whether a mesh
representation can be found, which can represent a class of humans
and apparel types. Moreover, such a representation should still provide
sufficient prior information to eliminate ambiguities in the setups that
were dealt with in this thesis, while allowing for the modeling of a
wide range of body types and clothing shapes, including, e.g., trousers
and skirts. Moreover, the dimensions needing sampling will drastically
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increase, which means efficient data capture, processing, and storage
will become a relevant problem, as well as the question of how much
data is necessary to sufficiently sample the solution space. Finally, it
remains to be answered whether it is possible to fully separate identity
and pose-dependent aspects, which would be desirable for enabling
separate control of the pose and the identity, e.g., when applying new
motions on a fixed identity or interpolating the identity in a particular
pose.
7.3 final conclusion
Being able to analyze and synthesize humans solely from images can
benefit our daily lives in so many ways, from medical applications for
better diagnoses through automated motion analysis and immersive
communication between people perhaps separated by thousands of
kilometers to movie production and games. Thus, earlier work has
begun to focus on the emerging problems of the future and has shown
tremendous progress in these areas. This thesis has provided key
solutions that have further improved human performance capture in
terms of run-time performance, 3D accuracy, and have also enabled
a synthesis quality never seen before in the context of intuitively
controllable 3D avatars. The aim of this thesis is to further stimulate
research with the vision of achieving even more realistic capture and
synthesis of entire humans, while, at the same time, the hardware
setup hopefully gradually becomes simpler such that this technology
can be democratized to everyone.
A
A P P E N D I X
This chapter provides the implementation details of the presented
approaches, including, for example, the hyperparameters and the
training strategies.
a.1 implementation details for deepcap (chapter 5)
Both network architectures, as well as the GPU-based custom layers,
are implemented in the Tensorflow framework (Abadi et al., 2015). The
Adam optimizer (Kingma and Ba, 2014) is used in all experiments.
a.1.1 Training Strategy for PoseNet
As one is interested in joint angle regression, one has to note that
multiple solutions for the joint angles exist due to the fact that every
correct solution can be multiplied by 2π, leading to the same loss
value. To this end, training has to be carefully designed. In general, the
strategy first focuses on the torso markers by giving them more weight
(see Section 5.5). Using this strategy, the global rotation will be roughly
correct, and joint angles are slowly trained to avoid overshooting of
angular values. This is further ensured by the limits term. After several
epochs, when the network already learned to fit the poses roughly, the
regularization is turned off, and the angles are further refined. More
precisely, the training of PoseNet proceeds in three stages. First, PoseNet
is trained for 120k iterations with a learning rate of 10−5 and weight
Lkp with 0.01. Llimit has a weight of 1.0 for the first 40k iterations.
Between 40k and 60k iterations, Llimit is re-weighted with a factor
of 0.1. Finally, Llimit is set to zero for the remaining training steps.
Second, PoseNet is trained for another 120k iterations with a learning
rate of 10−6 and Lkp is weighted with a factor of 10−4. Third, PoseNet
is trained for again 120k iterations with a learning rate of 10−6 and Lkp
is weighted with a factor of 10−5. A batch size of 90 is always used.
a.1.2 Training Strategy for DefNet
DefNet is trained for 120k iterations with a batch size of 50. A learning
rate of 10−5 is used and Lsil, Lkpg, and Larap are weighted with 1k,
0.05, and 1.5k respectively.
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a.1.3 Training Strategy for the Domain Adaptation
To fine-tune the network for in-the-wild monocular test sequences, the
pre-trained PoseNet and DefNet are trained for 250 iterations, respec-
tively. To this end, the multi-view loss is replaced with a single view
loss which can be trivially achieved. For PoseNet, Llimit is disabled
and Lkp is weighed with 10−6. For DefNet, Lsil, Lkpg, and Larap are
weighted with 1k, 0.05, and 1.5k respectively. Further, a learning rate
of 10−6 and the same batch sizes as before are used. This fine-tuning
in total takes around 5 minutes.
a.2 implementation details for ddc (chapter 6)
In all experiments, the Adam optimizer (Kingma and Ba, 2014) is used.
Due to the memory limits and training time, 40 cameras views (if
available) are randomly sampled for all multi-view losses. The dis-
tance transform images have a resolution of 350× 350. The rendering
resolution of the differentiable renderer is 512× 512 (643× 470) for
the training of DeltaNet and the lighting optimization and 1024× 1024
(1285× 940) for the training of TexNet. EGNet is trained for 360,000
iterations with a batch size of 40 where the silhouette and ARAP term
are balanced with 100.0 and 1500.0, respectively, and a learning rate
of 0.0001 is used. This step takes 20 hours using 4 NVIDIA Quadro
RTX 8000 with 48GB of memory. The lighting is optimized with a
batch size of 4, a learning rate of 0.0001, and 30,000 iterations. This
takes around 7 hours. For training DeltaNet, the chroma, silhouette,
and Laplacian loss are balanced with 0.03775, 500.0, and 100,000.0,
respectively. Again, the network is trained for 360,000 iterations using
a batch size of 8 and a learning rate of 0.0001 which takes 2 days.
Finally, for training TexNet, a batch size of 12 and a learning rate of
0.0001 are used. 720,000 iterations are applied, which takes 4 days.
a.3 implementation details for chapter 6 .12
tmi and tma are both set to 4cm. The graph features attached to the
vertices have a feature size of 64. The erosion and dilation operator,
which are applied to the depth maps, have a stencil size of 9× 9. The
density threshold T for generating the per-view point clouds is set
to 0.98. The distance threshold for the proposed Chamfer loss is set
to 4.0cm. The variance weight for the first iteration of training is set
to 0.01 and then increased to 0.1 for the second iteration. 64 samples
are drawn per ray, and one batch contains 1000 rays during training
randomly sampled from one camera view. For the single frame case,
the graph convolutional network, which encodes the motion as per-
vertex features, has 8 residual blocks with a feature size of 16. The
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other hyperparameters are equal to the ones reported for the DeltaNet
in Section 6.7. For the first iteration, the NeRF was trained for 110,000
iterations; then, the DeltaNet was fine-tuned for 400 iterations. For the
second iteration, NeRF was trained for another 500,000 iterations, and
DeltaNet was again fine-tuned for 400 iterations. The weighting terms
for the silhouette loss, the laplacian regularizer, the Chamfer loss, and
the isometry loss are adjusted for the refinement of DeltaNet, and they
are set to 50.0, 4000.0, 5000.0, and 0.075, respectively.
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Baran, Ilya and Jovan Popović (2007). “Automatic Rigging and Anima-
tion of 3D Characters.” In: ACM Trans. Graph. 26.3.
Bartoli, A., Y. Gérard, F. Chadebecq, T. Collins, and D. Pizarro (2015).
“Shape-from-Template.” In: IEEE Transactions on Pattern Analysis and
Machine Intelligence 37.10, pp. 2099–2118.
Bhatnagar, Bharat Lal, Garvita Tiwari, Christian Theobalt, and Gerard
Pons-Moll (2019). “Multi-Garment Net: Learning to Dress 3D People
from Images.” In: IEEE International Conference on Computer Vision
(ICCV). IEEE.
Blender (2020). https://www.blender.org/.
Bogo, Federica, Michael J. Black, Matthew Loper, and Javier Romero
(2015). “Detailed Full-Body Reconstructions of Moving People from
Monocular RGB-D Sequences.” In: International Conference on Com-
puter Vision (ICCV), pp. 2300–2308.
Bogo, Federica, Angjoo Kanazawa, Christoph Lassner, Peter Gehler,
Javier Romero, and Michael J. Black (2016). “Keep it SMPL: Au-
tomatic Estimation of 3D Human Pose and Shape from a Single
Image.” In: European Conference on Computer Vision (ECCV).
Borgefors, Gunilla (1986). “Distance transformations in digital images.”
In: Computer Vision, Graphics, and Image Processing 34.3, pp. 344 –371.
Boss, Mark, Raphael Braun, Varun Jampani, Jonathan T. Barron, Ce
Liu, and Hendrik P.A. Lensch (2020). “NeRD: Neural Reflectance
Decomposition from Image Collections.” In: CoRR.
Bray, Matthieu, Pushmeet Kohli, and Philip HS Torr (2006). “Posecut:
Simultaneous segmentation and 3d pose estimation of humans us-
ing dynamic graph-cuts.” In: European conference on computer vision.
Springer, pp. 642–655.
Brox, Thomas, Bodo Rosenhahn, Daniel Cremers, and Hans-Peter Sei-
del (2006). “High accuracy optical flow serves 3-D pose tracking:
exploiting contour and flow based constraints.” In: European Confer-
ence on Computer Vision. Springer, pp. 98–111.
Brox, Thomas, Bodo Rosenhahn, Juergen Gall, and Daniel Cremers
(2010). “Combined region and motion-based 3D tracking of rigid
and articulated objects.” In: IEEE Transactions on Pattern Analysis and
Machine Intelligence 32.3, pp. 402–415.
Caelles, Sergi, Kevis-Kokitsi Maninis, Jordi Pont-Tuset, Laura Leal-
Taixé, Daniel Cremers, and Luc Van Gool (2017). “One-Shot Video
Object Segmentation.” In: Computer Vision and Pattern Recognition
(CVPR).
Cagniart, Cedric, Edmond Boyer, and Slobodan Ilic (2010). “Free-form
mesh tracking: a patch-based approach.” In: Computer Vision and
bibliography 136
Pattern Recognition (CVPR), 2010 IEEE Conference on. IEEE, pp. 1339–
1346.
Cao, Chen, Derek Bradley, Kun Zhou, and Thabo Beeler (2015). “Real-
time High-fidelity Facial Performance Capture.” In: ACM Trans.
Graph 34.4, 46:1–46:9.
Cao, Zhe, Gines Hidalgo, Tomas Simon, Shih-En Wei, and Yaser Sheikh
(2018). “OpenPose: realtime multi-person 2D pose estimation using
Part Affinity Fields.” In: arXiv preprint arXiv:1812.08008.
Cao, Zhe, Tomas Simon, Shih-En Wei, and Yaser Sheikh (2017). “Real-
time Multi-Person 2D Pose Estimation using Part Affinity Fields.”
In: CVPR.
Carranza, Joel, Christian Theobalt, Marcus A. Magnor, and Hans-Peter
Seidel (2003). “Free-viewpoint Video of Human Actors.” In: ACM
Trans. Graph. 22.3.
Casas, Dan, Marco Volino, John Collomosse, and Adrian Hilton (2014).
“4D Video Textures for Interactive Character Appearance.” In: Com-
put. Graph. Forum 33.2.
Chan, Caroline, Shiry Ginosar, Tinghui Zhou, and Alexei A Efros
(2019). “Everybody Dance Now.” In: IEEE International Conference on
Computer Vision (ICCV).
Chen, Wenzheng, Jun Gao, Huan Ling, Edward Smith, Jaakko Lehtinen,
Alec Jacobson, and Sanja Fidler (2019). “Learning to Predict 3D
Objects with an Interpolation-based Differentiable Renderer.” In:
Advances In Neural Information Processing Systems.
Chen, Xiaowu, Yu Guo, Bin Zhou, and Qinping Zhao (2013). “De-
formable model for estimating clothed and naked human shapes
from a single image.” In: The Visual Computer 29.11, pp. 1187–1196.
Chibane, Julian, Thiemo Alldieck, and Gerard Pons-Moll (2020). “Im-
plicit Functions in Feature Space for 3D Shape Reconstruction and
Completion.” In: IEEE Conference on Computer Vision and Pattern
Recognition (CVPR). IEEE.
Choi, Hongsuk, Gyeongsik Moon, and Kyoung Mu Lee (2020). “Pose2Mesh:
Graph Convolutional Network for 3D Human Pose and Mesh Re-
covery from a 2D Human Pose.” In: European Conference on Computer
Vision (ECCV).
Choi, Kwang-Jin and H. Ko (2005). “Research problems in clothing
simulation.” In: Comput. Aided Des. 37, pp. 585–592.
Collet, Alvaro, Ming Chuang, Pat Sweeney, Don Gillett, Dennis Evseev,
David Calabrese, Hugues Hoppe, Adam Kirk, and Steve Sullivan
(2015). “High-quality streamable free-viewpoint video.” In: ACM
Transactions on Graphics (TOG) 34.4, p. 69.
De Aguiar, Edilson, Carsten Stoll, Christian Theobalt, Naveed Ahmed,
Hans-Peter Seidel, and Sebastian Thrun (2008). “Performance cap-
ture from sparse multi-view video.” In: ACM Transactions on Graphics
(TOG). Vol. 27. 3. ACM, p. 98.
bibliography 137
Defferrard, Michaël, Xavier Bresson, and Pierre Vandergheynst (2016).
“Convolutional Neural Networks on Graphs with Fast Localized
Spectral Filtering.” In: Proceedings of the 30th International Conference
on Neural Information Processing Systems. NIPS’16. Red Hook, NY,
USA: Curran Associates Inc., pp. 3844–3852.
Deng, J., W. Dong, R. Socher, L.-J. Li, K. Li, and L. Fei-Fei (2009). “Ima-
geNet: A Large-Scale Hierarchical Image Database.” In: CVPR09.
Dou, Mingsong, Philip Davidson, Sean Ryan Fanello, Sameh Khamis,
Adarsh Kowdle, Christoph Rhemann, Vladimir Tankovich, and
Shahram Izadi (2017). “Motion2Fusion: Real-time Volumetric Perfor-
mance Capture.” In: ACM Trans. Graph. 36.6, 246:1–246:16.
Dou, Mingsong, Sameh Khamis, Yury Degtyarev, Philip Davidson,
Sean Ryan Fanello, Adarsh Kowdle, Sergio Orts Escolano, Christoph
Rhemann, David Kim, Jonathan Taylor, et al. (2016). “Fusion4d:
Real-time performance capture of challenging scenes.” In: ACM
Transactions on Graphics (TOG) 35.4, p. 114.
Esser, Patrick, Johannes Haux, Timo Milbich, and Bj orn Ommer (2018).
“Towards Learning a Realistic Rendering of Human Behavior.” In:
The European Conference on Computer Vision (ECCV) Workshops.
Feng, Wei-Wen, Yizhou Yu, and Byung-Uck Kim (2010). “A Deforma-
tion Transformer for Real-Time Cloth Animation.” In: ACM Trans.
Graph. 29.4.
Gabeur, Valentin, Jean-Sébastien Franco, Xavier Martin, Cordelia Schmid,
and Gregory Rogez (2019). “Moulding humans: Non-parametric 3d
human shape estimation from single images.” In: Proceedings of the
IEEE International Conference on Computer Vision, pp. 2232–2241.
Gafni, Guy, Justus Thies, Michael Zollhöfer, and Matthias Nießner
(2021). “Dynamic Neural Radiance Fields for Monocular 4D Facial
Avatar Reconstruction.” In: Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition (CVPR), pp. 8649–8658.
Gall, Juergen, Carsten Stoll, Edilson De Aguiar, Christian Theobalt,
Bodo Rosenhahn, and Hans-Peter Seidel (2009). “Motion capture
using joint skeleton tracking and surface estimation.” In: Computer
Vision and Pattern Recognition, 2009. CVPR 2009. IEEE Conference on.
IEEE, pp. 1746–1753.
Garg, R., A. Roussos, and L. Agapito (2013). “Dense Variational Re-
construction of Non-rigid Surfaces from Monocular Video.” In: 2013
IEEE Conference on Computer Vision and Pattern Recognition, pp. 1272–
1279.
Garrido, Pablo, Michael Zollhoefer, Dan Casas, Levi Valgaerts, Kiran
Varanasi, Patrick Perez, and Christian Theobalt (2016). “Reconstruc-
tion of Personalized 3D Face Rigs from Monocular Video.” In: 35.3,
28:1–28:15.
Gong, Ke, Xiaodan Liang, Dongyu Zhang, Xiaohui Shen, and Liang
Lin (2017). “Look Into Person: Self-Supervised Structure-Sensitive
bibliography 138
Learning and a New Benchmark for Human Parsing.” In: The IEEE
Conference on Computer Vision and Pattern Recognition (CVPR).
Guan, Peng, Loretta Reiss, David A. Hirshberg, Alexander Weiss, and
Michael J. Black (2012). “DRAPE: DRessing Any PErson.” In: ACM
Trans. Graph. 31.4.
Guan, Peng, Alexander Weiss, Alexandru O Bălan, and Michael J Black
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