Abstract. In this paper we present a complete perturbation analysis for the Hamiltonian Schur form of a Hamiltonian matrix under similarity transformations with unitary symplectic matrices. Both linear asymptotic and non-linear perturbation bounds are presented. The same analysis is also carried out for two less condensed block-Schur forms. It suggests that the block forms are less sensitive to perturbations. The analysis is based on the technique of splitting operators and Lyapunov majorants as well as on a representation of the symplectic unitary group which is convenient for perturbation analysis of condensed forms. As a corollary a perturbation bound for the stable invariant subspace of Hamiltonian matrices is obtained. Finally, given an ε-perturbation in the initial Hamiltonian matrix, the perturbations in the Hamiltonian Schur form and the unitary symplectic basis are constructed in the form of power series expansions in ε.
1. Introduction. The computation of the eigenvalues and invariant subspaces (in particular the stable invariant subspace) of Hamiltonian matrices is an important problem in many applications like linear quadratic optimal control and H ∞ control, as well as the solution of continuous-time algebraic Riccati equations [20, 23, 30, 34] .
It is known [26] that for a Hamiltonian matrix H with no eigenvalues on the imaginary axis there exists a unitary symplectic matrix U , such that Σ = U H HU = T R 0 −T H , where R is Hermitian and T is upper triangular with all eigenvalues in the left half plane. A matrix of the form Σ is called Hamiltonian Schur form of H. Under some further conditions, see [21, 22] , such a form also exists if the Hamiltonian matrix has eigenvalues on the imaginary axis.
The computation of the Hamiltonian Schur form is a highly structured problem and the analysis, as well as the corresponding numerical method, should reflect this structure in the maximal possible way. This is important to increase the efficiency of the numerical method and the accuracy of the computed solution.
It was suggested as an open problem in [26] to construct a method that is backwards stable of complexity O(n 3 ) and fully exploits the Hamiltonian structure. Many approaches have been made but, except for some important special cases, [6] , it is still an open problem to construct such a method. It was shown in [2] that here a fundamental difficulty occurs, in comparison with the transformation into standard Schur form. This is due to the fact that the group of unitary symplectic 2n × 2n matrices, being an algebraic variety of real dimension only 2n 2 , is much "smaller" than the group of unitary 2n × 2n matrices, which is of real dimension 4n
2 . Several new approaches have been developed which partially (but not yet completely) overcome this difficulty, see [1, 3, 4 ]. An important issue, when considering structure preserving algorithms for structured problems, is the analysis of the influence of perturbations that are also structured. This includes determination of the sensitivity of the problem (finding condition estimates in particular) and studying the accuracy of the numerical methods. In case of the Hamiltonian eigenvalue problem one has to study the sensitivity of the Hamiltonian Schur form under the influence of Hamiltonian perturbations. In particular, it is important to analyse the sensitivity of the stable invariant subspace, which is often the desired object when computing the Hamiltonian Schur form. This is essential for the applications arising in linear quadratic and H ∞ control problems, [23, 38] .
The perturbation problem for eigensystems under general perturbations is well understood since the fundamental work of Stewart [35] (see also [36] ) and some recent developments in [16, 29] . However, one may expect that the results will be different if the perturbations are structured but a structured perturbation analysis for the Hamiltonian Schur form has not been carried out previously.
In this paper we call a bound asymptotic if it holds for perturbations in the data tending to zero and we call a bound non-local if it holds for perturbations in the data which belong to a finite (although possibly small) domain.
We present a complete perturbation analysis for both the Hamiltonian Schur form and the corresponding unitary symplectic transformation matrix. We derive non-local non-linear perturbation bounds based on the technique of splitting operators [16, 29] (see Appendix C) and analyse in detail asymptotic perturbation bounds.
The same analysis is done for other less condensed block-Schur forms of Hamiltonian matrices. An estimate for the sensitivity of the stable invariant subspace is obtained as a corollary. Finally we construct power series expansions for the perturbed Hamiltonian Schur form as well as for the transformation matrix.
We use the following notation: F -the field of real or complex numbers, i.e., F = R or F = C; R + = [0, ∞); ı = √ −1; C − and C + -the open left and right half of the complex plane C; F m×n -the set of m × n matrices over F, F n×1 = F n ; . 2 and . F -the spectral and Frobenius norms in F m×n (we use . for the Euclidian norm of vectors as well as for matrices when the particular norm is not specified); Range(A) -the range of the matrix A; Inv(A) -an invariant subspace of the matrix A; gap(M, N ) -the gap between the subspaces M and N ; spect(A) -the collection of n eigenvalues of the matrix A ∈ C n×n , counted according to their algebraic multiplicities; spect − (A), spect + (A) -the collection of eigenvalues of A in the open left or right half plane, respectively; rad(A) -the spectral radius of A; I n -the n × n identity matrix; e k ∈ R n×1 -the k-th column of I n ; 0 m×n -the zero m × n matrix (if the size is clear from the context we write 0 for the zero matrix); vec(A) ∈ F mn -the column-wise vector representation of the matrix A ∈ F m×n ; Π n ∈ R We also use the following notation for different sets of square matrices:
• GL(n) ⊂ C n×n -the group of non-singular matrices; • U(n) ⊂ GL(n) -the group of unitary matrices V , V V H = I n ; • Her(n) ⊂ C n×n -the set of Hermitian matrices B = B H ; • T(n) ⊂ C n×n -the set of upper triangular matrices;
• S(2n) ⊂ GL(2n) -the group of symplectic matrices U , U H J 2n U = J 2n , where J 2n = 0 I n −I n 0 ;
• US(2n) = U(2n) ∩ S(2n) -the group of unitary symplectic matrices;
• Ham(2n) ⊂ C 2n×2n -the set of Hamiltonian matrices H, J 2n H = (J 2n H) H ; • Ham 0 (2n) ⊂ Ham(2n) -the set of Hamiltonian matrices with no eigenvalues on the imaginary axis. The projectors in C n×n onto the strictly lower triangular, diagonal and strictly upper triangular parts of a matrix are denoted by low, diag and up, respectively. With this notation we have up(X) = (low(X )) , T(n) = Range(diag + up) and low(X) = n−1 j=1 n i=j+1 e i e i Xe j e j , diag(X) = n i=1 e i e i Xe i e i .
The compressed vectorisations of the operations low, diag and up are denoted by lvec : C n×n → C , dvec : C n×n → C n and uvec : C n×n → C , where = n(n − 1)/2. Thus for X = [x ij ] ∈ C n×n we have lvec(X) = [x 2,1 , . . . , x n,1 , x 3,2 , . . . , x n,2 , . . . , x n,n
where
The abbreviation ":=" stands for "equal by definition". We note finally that A is not used for the complex conjugate of A.
2. Condensed forms for Hamiltonian matrices. In this section we consider three condensed forms for Hamiltonian 2n × 2n matrices under the similarity action of the unitary symplectic and unitary transformation groups US(2n) and U(n).
Consider the Hamiltonian matrix
If H ∈ Ham 0 (2n) then the spectrum of H splits in two parts, spect(H) = spect − (H)∪ spect + (H), where spect − (H) ⊂ C − and spect + (H) ⊂ C + . The elements of spect − (H) are called the stable eigenvalues of H and the associated invariant subspace is the stable H-invariant subspace. It was shown in [26] that in this case there exists a matrix
where spect(T ) = spect − (H) (for properties of unitary symplectic matrices U[V, W ] see Appendix A). An analogous form may also exist if H has purely imaginary eigenvalues, see [22] . A complete analysis of this case is not available yet. The uniqueness of the stable invariant subspaces for this case has been studied in [24] and a partial analysis on the stability of such subspaces under perturbations follows from the results in [31] . In general the above Hamiltonian Schur forms are not unique unless additional restrictions on the blocks of Σ are imposed. Definition 2.1. A matrix Σ as in (2.2), where T has no eigenvalues in C + , is called a Hamiltonian Schur form of H under the action of US(2n). The columns of U form a symplectic Schur basis of H. The set of all matrices of the form (2.2) is called the set of Hamiltonian Schur forms of Ham(2n) under the action of US(2n) and is denoted by HSF(2n).
The stabiliser of Σ ∈ HSF(2n) relative to US(2n) is denoted by
Similarly, for T ∈ T(n) we denote by Stab(T, U(n)) ⊂ U(n) the stabiliser of T relative to U(n). (2n)) and let T ∈ T(n) be the upper left block of Σ := U H ΣU ∈ HSF(2n). It follows from ΣU = U Σ that W satisfies the Sylvester equation T H W + W T = 0. Since both matrices T and T are stable it follows from the theory of Sylvester equations [8] that W = 0. Proposition 2.2 implies that Stab(Σ, US(2n)) is isomorphic to Stab(T, U(n)). In the generic case when H (and hence T ) has n distinct stable eigenvalues, then except for similarity transformations with unitary diagonal matrices, the stabiliser Stab(Σ, US(2n)) contains n(n − 1)/2 substantially different elements. They correspond to the matrices V ij ∈ Stab(T, U(n)), whose similarity action interchanges the eigenvalues t ii and t jj of the matrix T = [t ij ] along its diagonal.
The Hamiltonian Schur form (2.2) is only a condensed form and not a canonical one in the strict sense, unless some additional restrictions on T are imposed, see [24] . For a discussion on the standard Schur canonical form see [33] .
In many applications (e.g., in the computation of stabilising solutions of algebraic Riccati equations) one is interested in the stable invariant subspace of H and it suffices to have a condensed form like (2.2) relative to transformations from US(2n) but without the restriction T ∈ T(n). Therefore we also consider the less condensed Hamiltonian block-Schur form
relative to US(2n), where
and T has no eigenvalues in C + . Note that if H ∈ Ham 0 (2n) then spect( T ) = spect − (H).
A Hamiltonian matrix may be transformed into Hamiltonian block-Schur form if and only if it may be transformed into Hamiltonian Schur form. Indeed, the Hamiltonian Schur form is also a Hamiltonian block-Schur form. In turn, if H admits a Hamiltonian block-Schur form Σ then a further symplectic unitary transformation with a matrix diag(V, V ) with V ∈ U(n), such that V H T V ∈ T(n), reduces the Hamiltonian block-Schur form Σ into a Hamiltonian Schur form Σ.
We also consider the least condensed block-Schur form
of H relative to transformations from U(2n), where the matrix T ∈ C n×n has no eigenvalues in C + . If H ∈ Ham 0 (2n), then this implies spect(T ) = spect − (H) but it may happen that the matrix Σ is not Hamiltonian. Such a block-Schur form always exists as a consequence of Schur's theorem [9] and may be computed, e.g., by the algorithm proposed in [28] .
The standard Schur form of H relative to U(2n) is as Σ in (2.5) with the additional requirement T , S ∈ T(n). In this case the linear and non-linear perturbation bounds from [16] are applicable.
As the following analysis suggests, the block-Schur forms Σ, Σ and the associated transformation matrices U , U may be much less sensitive to perturbations than the corresponding matrices Σ and U in the Hamiltonian Schur form. So if the structure of the upper left block in the condensed form is not important, it is preferable to work with the forms (2.4) or (2.5). Some numerical algorithms for computing the stable H-invariant subspace, however, lead to a Hamiltonian Schur form or to a standard Schur form rather than to the forms (2.4) or (2.5) . This is because the triangular form is usually needed for the eigenvalue ordering. An exception is the multishift-method from [1] . Also, methods based on the matrix sign function [7, 15] and some related methods implicitly compute block-Schur forms rather than the Hamiltonian Schur form.
3. Perturbation theory for condensed forms. In this section we formulate the basic problems in the perturbation analysis for the three condensed forms that we have introduced in Section 2.
3.1. Hamiltonian Schur form. Our main assumptions when studying the Hamiltonian Schur form (2.2) are A1 The matrix H has no imaginary eigenvalues, i.e., H ∈ Ham 0 (2n). A2 The matrix H has distinct eigenvalues. Assumption A2 seems restrictive but in a sense is necessary. Indeed, if H has multiple eigenvalues then the perturbations in the symplectic Schur basis U may be discontinuous functions of the perturbations in H (see Appendix B for a detailed analysis of this phenomenon).
We consider two types of structured perturbations. These are general Hamiltonian perturbations
with ε := δH F , and one-parameter families of perturbations
Here ε ≥ 0 is a (usually small) parameter. In the latter case we assume that H 1 F = 1 so that the F-norm of εH 1 is ε. Families of one-parameter matrix perturbations are considered in more details in Appendix B. Note that we do not require that Assumption A1 and/or A2 hold for the perturbed matrix H := H + δH.
For matrices H ∈ Ham 0 (2n) the Hamiltonian Schur form exists. If we require H := H + δH also to be in Ham 0 (2n) this would imply restrictions on the norm ε of δH as follows. The quantity 
the corresponding transformation matrix. Then the matrix Σ = U H H U is
where spect(T + δT ) ⊂ C − provided that H ∈ Ham 0 (2n). If we set
and δV = V X − W Y , δW = W X + V Y . By (3.6) we obtain Z + Z H + ZZ H = 0 and hence we have the conditions for unitarity
If H ∈ Ham 0 (2n), then the columns of the matrix V + δV −W − δW span the stable
In what follows we determine a constant ε 0 > 0 such that the perturbed matrix H has a Hamiltonian Schur form provided that ε ≤ ε 0 . Then we derive estimates for X F and Y F of the form
where ε ∈ [0, ε 0 ] and p, q : [0, ε 0 ] → R + are continuous non-decreasing functions, such that p(0) = q(0) = 0. Using the bounds p and q we obtain bounds for δU F . Finally δΣ F is estimated via q and ε.
Due to the non-uniqueness of the Hamiltonian Schur form, the estimates (3.8) are not valid for all transformation matrices U . They rather hold true for at least one U which transforms H to Hamiltonian Schur form Σ. This is a common situation in perturbation problems with non-unique solution.
To be precise, let us introduce the concept of a minimal perturbation. Let δH be a fixed small perturbation so that H = H +δH has Hamiltonian Schur form. Consider the set M ⊂ C 2n×2n of all δU , such that U = U +δU ∈ U(2n) and U H H U ∈ HSF(2n). We are interested in those perturbations δU which are small together with δH. It is necessary to restrict ourselves to these perturbations, because M always contains elements of large norm. Indeed, if δU ∈ M is small, then the matrix −2U − δU is also in M but has a F-norm, close to 2 √ n. Since M is a compact set, there exists δU 0 ∈ M, such that
The perturbations δU in U and δΣ = U H H U − U H HU in Σ are said to be minimal if δU F = δU 0 F . In view of this, the bounds (3.8) are valid for minimal perturbations.
3.2.
Hamiltonian block-Schur form and stable invariant subspaces. For the Hamiltonian block-Schur form (2.4) we have an analogous perturbation problem. In this case we require only assumption A1 to be fulfilled (Assumption A2 is not needed here since the matrix T in (2.4) is not necessarily upper triangular.) Since the Hamiltonian Schur and Hamiltonian block-Schur forms of H exist simultaneously, the inequality ε < ε 0 (see Section 3.1) guarantees that the Hamiltonian block-Schur form of H = H + δH also exists. In the perturbation analysis of the Hamiltonian block-Schur form, presented below, we find a quantity ε 0 for which this form exists provided ε ≤ ε 0 . In this case the corresponding perturbation bounds of type (3.8) are valid for ε ∈ [0, ε 0 ].
Suppose that the Hamiltonian block-Schur form Σ of H exists. Denote by
the transformation matrix, such that
where spect(
Suppose that H ∈ Ham 0 (2n). Then the perturbation analysis for the Hamiltonian block-Schur form (2.4) gives also estimates for the gap (see [36] )
between the stable H-invariant subspace Inv − (H) and the stable H-invariant subspace Inv − ( H). The gap γ is the smallest distance from a vector in Inv − (H) of unit length to its projection onto Inv − ( H). Since
and X, Y satisfy (3.7), we get γ = Θ 2 , where
. Hence,
and, since
where σ min ( Y ) is the minimal singular value of Y . Hence,
We see that the gap between the stable invariant subspaces of H and H is bounded from above by a quantity, which depends only on Y and is of asymptotic order Y 2 for small Y 2 .
It follows from this analysis that the sensitivity of the symplectic Schur basis U in the Hamiltonian Schur form and the sensitivity of the stable H-invariant subspace Inv − (H) to perturbations H → H + δH may be different. The reason is that for small ε the norm of X (and hence the norm of δU ) may not be small, while at the same time Y 2 , which governs the gap γ, remains small.
The symplectic Schur basis for the Hamiltonian Schur form may be sensitive to perturbations if H has any close eigenvalues. Thus the Hamiltonian Schur form Σ may not be relevant for the investigation of the sensitivity of the stable H-invariant subspace. To study the sensitivity of this subspace we need to use the sensitivity estimates for the Hamiltonian block-Schur form (2.4) or the block-Schur form (2.5).
3.3. Block-Schur form. In this subsection we shall need some facts about finite collections λ := {λ 1 , . . . , λ n }, i.e. sets with possibly repeated elements, which are very useful in describing and analysing matrix spectra. Note that from a set-theoretical point of view a collection is indistinguishable from the set of its disjoint elements.
Let l = {l 1 , . . . , l m } be the set of disjoint elements in λ. Then λ may be represented by k pairs (l 1 , k 1 ), . . . , (l m , k m ), where k i is the number of l i -s in λ.
The following operations with finite collections may be introduced. The empty collection ∅ is the standard empty set. The number of elements in the collection λ is denoted by #λ. The collection λ is a subcollection of λ, denoted as λ ⊂ λ, if for each pair (l i , k i ), associated with λ , there is a pair (l i , k i ), associated with λ and such that l i = l i and k i ≥ k i . The union λ ∨ λ of two collections λ and λ is the collection, containing all elements from λ and λ . The intersection λ ∧ λ of λ and λ is the collection, containing the joint elements λ i = λ i from λ and λ , each one taken with multiplicity min{k i , k i }. Note that the union and intersection of two collections are different from the corresponding operations for sets.
The Hamiltonian matrix H is similar to −H H . Hence, the spectrum spect(H) of H may be represented as the union S − ∨ S 0 ∨ S + of three disjoint collections, where the elements of S − (if any) are from C − , the collection S + is symmetric to S − relative to the imaginary axis and the elements of S 0 (if any) are purely imaginary.
The perturbation analysis of the block-Schur form (2.5) is done under the following assumption. A3 The spectrum spect(H) of H ∈ Ham(2n) may be represented as the union Λ − ∨ Λ + of two disjoint collections Λ − and Λ + , such that #Λ − = n and Λ − contains no elements from C + . Note that S − ⊂ Λ − , S + ⊂ Λ + and the collections Λ − and Λ + may contain (an equal number of) imaginary elements.
In view of A3 we may always assume that the matrix T is chosen so as spect(T ) = Λ − . Thus the matrix T is stable if and only if H ∈ Ham 0 (2n) (i.e. if and only if
Whether Assumption A3 holds for a particular Hamiltonian matrix H depends only on the imaginary part S 0 of the spectrum of H. For example assumption A3 is fulfilled if H has no imaginary eigenvalues. At the same time A3 may be valid also if the imaginary part S 0 of the collection spect(H) is non-empty but has a certain special structure as described below.
Let r := #S 0 = 2(n − #S + ). If the collection S 0 is not empty, then we have r ≥ 2 and S 0 = {ıα 1 , ıα 2 , . . . , ıα r }. Here α := {α 1 , α 2 , . . . , α r } is a real collection with each element participating an even number of times, e.g., α 1 = α 2 , . . . , α r−1 = α r . Let the disjoint elements of α be l 1 , . . . , l m with multiplicities k 1 ≤ · · · ≤ k m , respectively, where
We have m ≤ r/2 since k i are positive even numbers.
Then Assumption A3 is valid if and only if either H ∈ Ham 0 (2n) (which is Assumption A1) or A4 The number r/2 is even and there is a positive integer p < m such that k 1 + · · · + k p = r/2. Thus either A1 or A4 must hold in order to guarantee that we can create the blockSchur form in a specific way such that for every purely imaginary eigenvalue all of its multiplicity is in only one of the diagonal blocks. Example 1. For α = {1, 1, 0, 0} we have r = 4, m = 2, r 1 = r 2 = 2 and Assumption A4 holds with p = 1. For α = {1, 1, −1, −1, 0, 0, 0, 0} we have r = 8, m = 3, r 1 = r 2 = 2, r 3 = 4 and Assumption A4 holds with p = 2. For α = {1, 1, 1, 1} we have m = 1, a positive integer p < 1 does not exist and Assumption A4 does not hold. For α = {1, 1, −1, −1, 0, 0} we have r = 6, the number r/2 = 3 is odd and Assumption A4 does not hold. For α = {1, 1, 0, 0, 0, 0, 0, 0} we have r = 8, m = 2, r 1 = 2, r 2 = 6 and Assumption A4 does not hold.
Assumption A4 relaxes the restrictions on H. At the same time for the blockSchur form of a Hamiltonian matrix the transformation matrix U in general is not symplectic. Consider the following example.
Example 2. The matrix
has spectrum {ı, ı, −ı, −ı} coinciding with S 0 with r = 4, m = 2, k 1 = k 2 = 2, and satisfies Assumption A4. A block-Schur form of H is
At the same time there exists no symplectic transformation to block Schur form, see [22] . For the block-Schur form it is not necessary to consider Hamiltonian perturbations, since the Hamiltonian structure of H is not preserved under general unitary transformations. So in this case we assume that the perturbation in H is
be the block-Schur form of the perturbed matrix H + δH. Setting
we have I 2n + Z ∈ U(2n). Hence, for i = 1, 2 and j = i we have that
In the following we derive non-local perturbation bounds for the F-norms of the matrices Z ij and hence of Z. In view of δU F = Z F this gives the desired perturbation bounds for the Schur basis U and the block-Schur form Σ as functions of ε := δH F . These bounds are valid for ε ∈ [0, ε 0 ], where ε 0 is a positive constant.
Basic relations for perturbation analysis.
In this section we derive the basic relations necessary for the perturbation analysis of the condensed forms, described in Sections 2 and 3. We recall that the condensed forms are considered under the assumptions listed in the 
where the matrices E, F, G are partitioned conformally with H. Then
and since H U = U Σ, we have that
where the matrix Z = U H δU is defined by (3.5). We may rewrite (4.2) in two equivalent forms, namely
Equations (4.3), (4.4) and (3.7) are the basic relations that we use to determine the blocks X and Y in Z. From equation (4.3) and the fact that Σ ∈ HSF(2n) we obtain Σ 11 = T + δT ∈ T(n) (which is equivalent to δT ∈ T(n)) and furthermore that Σ 21 = 0.
For the (1, 1) block in (4.3) we obtain
To show that Σ 11 ∈ T(n) we apply the low projector on both sides of (4.5) having in mind that low(δT ) = 0. We obtain
Thus the equation for the matrix X is obtained by putting the (1, 1) block of Σ into upper triangular (Schur) form, while the equation for the matrix Y is derived by zeroing the (2, 1) block of Σ.
The equation for the (2, 2) block in (4.3) yields
where in general
We will also use the identity
for the (1, 1) block in (4.4).
An important observation from (4.6) and the upper triangular form of T is that the matrices low(T X), low(XT ) and hence low(T X − XT ) depend only on low(X), see [16] . Taking the lvec operation on both sides of (4.6) we obtain
is the matrix of the linear operator lvec(X) → lvec(T X − XT ), see [16] , and Ω is as in (1.1). The eigenvalues of the matrix M are λ ij := t ii − t jj , i > j. Hence, M is non-singular if and only if the matrix T = [t ij ] has distinct eigenvalues, which is the case according to Assumption A2. Example 3. For n = 4 the matrix M in (4.12) is
4.2.
Hamiltonian block-Schur form. If we perturb H to H + δH, then the matrices U , Σ and T are perturbed to U + δ U = U (I 2n + Z), Σ + δ Σ and T + δ T . Here the matrices T , δ T and T +δ T may have nonzero elements below the diagonal. Hence, in this case we only have an equation of the form (4.7) and the unitarity conditions (3.7), i.e.,
As we will show in Appendix A we may set
is a decomposition of the form (A.5) in Appendix A.
Block-Schur form.
If we consider the block-Schur form (2.5), then we obtain the following identities analogous to (4.2), (4.3) and (4.4),
analogous to (4.7) while the unitarity conditions are given by (3.10).
First order perturbation analysis.
In this section we present a detailed first order (or asymptotic) perturbation analysis of the condensed forms for Hamiltonian matrices, giving the first order terms of the corresponding perturbation bounds. The first order approximations are used then in the next section to derive higher order approximations.
The asymptotic perturbation analysis produces relations of the form
where ε = δH F and K is absolute condition number of Σ relative to perturbations in H (for other types of first order bounds see [19] ). Since the O(ε 2 )-term in (5.1) is usually not known, bounds of this type are applied in the chopped form δΣ F ≤ Kε neglecting second and higher order terms. This must be done very carefully since the quantity Kε may in fact underestimate the actual perturbation δΣ F . The underestimation may occur when, e.g., the first partial derivatives of the mapping δH → δΣ(δH) in the elements of δH are non-negative and the Hessian of the same mapping is a positive definite matrix (if the Hessian exists and is a continuous function). Due to the lack of a general algorithm for computing the Hamiltonian Schur form in the case of eigenvalues on the imaginary axis it is not an easy task to construct such an example. For the related problem of quadratic matrix equations, examples that show the underestimation of the perturbations by the linear bound are given in [17] .
Hamiltonian Schur form.
It may be shown (see Proposition 7.1) that for ε small enough the matrices Z in (3.5) and δΣ in (3.4) are analytic functions in ε that vanish for ε = 0, i.e.,
Hence, the first order perturbations X 0 := εX 1 and Y 0 := εY 1 satisfy the basic equations
and the first order approximations to conditions for unitarity (3.7) are
where M is given in (4.12) and E 21 ∈ Her(n) according to (4.1).
We can solve equations ( 
To satisfy the first equation in (5.5) we choose X 0 to be the following skew-Hermitian matrix with zero main diagonal (this minimises δU F in a first order approximation):
It is instructive to see how the first order terms in the equations for the (2, 2) and (1, 2) block in (4.3) look. Since E 22 = −E H 11 , the first order part of (4.8) is
and, since X H 0 = −X 0 , we see that (5.7) is fulfilled. Equation (4.9) yields the following first order relation for R 0 := εR 1 ,
Since Y 0 , E 12 , R ∈ Her(n) and X 0 is skew-Hermitian, it follows that necessarily R 0 ∈ Her(n).
In most applications only information on the norms of the perturbations in the data is available. For this reason we now derive first order bounds for the F-norms of X 0 , Y 0 and δU , δΣ in terms of the quantities ε ij := E ij F , ε := δH F = 2ε 2 11 + ε 2 12 + ε 2 21 , (5.8) see (4.1). We have Y 0 F ≤ lε 21 , which together with (5.6) yields
Here we have made the substitutions
The norm of δU , which is in first order approximation equal to the norm of
In turn, the norm of the perturbation δΣ can be estimated via (4.4) and (5.10) as
Returning to the perturbations δU and δΣ, it follows from (5.10) and (5.11) that
where the quantity K U , depending on l, m and r, is determined as The explicit expression for K U is obtained using the fact that for matrices Q, P ∈ Her(n) with Q non-negative and P positive definite one has max y H Qy : x ∈ C n , y
2 ) and y, P as above it follows that
i.e.,
The quantities K U and K Σ are estimates for the absolute condition numbers for the symplectic Schur basis U and for the Hamiltonian Schur form Σ, respectively.
Hamiltonian block-Schur form. Consider the form (2.4). Using the notation
equations (4.13) and (4.14) give L( Y 0 ) = − E 21 and
The matrices L, L and Σ, Σ, respectively, are unitarily similar which implies that l = l and s = s. Therefore Y 0 F ≤ l ε 21 and
Since the equality ε 21 = ε is possible, it follows that the quantities K U := √ 2 l and K Σ := 1+ √ 2 sl are estimates of the absolute condition numbers of the symplectic basis U and the Hamiltonian block-Schur form Σ, respectively. The condition numbers K U and K Σ for the Hamiltonian block-Schur form can be much smaller than the corresponding numbers K U and K Σ for the Hamiltonian Schur form. The reason is that when dealing with the Hamiltonian block-Schur form we do not transform the (1, 1) block of H + δH into upper triangular form, which leaves more freedom in X 0 in comparison with X 0 . In fact X 0 may be chosen as zero.
In a first order approximation the gap γ, see (3.9) , between the stable invariant subspaces of H and H may be estimated as
Note that l 2 is invariant under the action of the stabiliser of Σ in US(2n). Indeed, following the proof of Proposition 2.2 we see that this stabiliser consists of matrices diag(V, V ), V ∈ U(n). Hence, the norms of the operators L and L −1 , induced by any unitarily invariant norm in C n×n , are the same for each T with spect( T ) = spect − (H) in (2.4). Thus the condition number for the gap is
where the matrix Γ = L −1 (I n ) solves the stable Lyapunov equation T H Γ + ΓT = I n , see [11] The linear term l 2 E 21 2 in the estimate (5.21), (5.23) coincides with the linear term in the estimate for the gap from [35] . 
and L := I n × S − T ⊗ I n . The quantities K U := √ 2 l and K Σ := 1 + √ 2 ls are the absolute condition numbers of the unitary basis U and of the block-Schur form Σ, respectively.
Summary of the first order perturbation analysis.
We summarise the results of the first order perturbation analysis in the following theorem.
Theorem 5.1. Consider a Hamiltonian matrix as in (2.1) and a perturbation as in (3.1).
1. For the Hamiltonian Schur form we have
where K U is given by (5.18).
For the Hamiltonian block-Schur form we have
with l, s given by (5.9) and (5.12). 3. For the gap between the stable invariant subspaces we have
with l 2 given by (5.23). 6. Non-local perturbation analysis. In this section we derive non-linear, nonlocal perturbation bounds for the Hamiltonian Schur and block-Schur forms of H as functions of the quantities ε ij , ε ij , ε ij . For this purpose we rewrite the perturbation problem as an equivalent operator equation for the blocks of the matrices Z, Z and Z.
For the block-Schur form we have
6.1. Hamiltonian Schur form. The blocks X and Y in Z contain 4n 2 real elements. For these elements we have n(n − 1)/2 complex (or n(n − 1) real) equations from (4.5), n 2 complex (or 2n 2 real) equations from (4.6) and n 2 real equations from (3.7). Thus at this stage we face the more general problem of perturbation analysis for transformation matrices U from the set S * (2n) of matrices of the form
with N ∈ U(n) and V 2 ≤ 1, see Appendix A. In the following we construct an operator equation for X, Y and, using the Schauder fixed point principle [14, 25] , we show that it has at least one solution in a closed convex set ∆(ε) ⊂ S * (2n). The diameter of ∆(ε) tends to zero together with ε and this gives us the desired perturbation bounds. An additional canonical projection of the resulting matrix I 2n + Z with Z = U[X, Y ] into the group of unitary matrices proves that the bounds are valid for the original problem as well. Set
2 . We have
Recalling that δH F = ε and using (4.10) it may be shown that equations (4.7), (4.11) and (3.7) are equivalent to the operator equation x = Φ(x, ε), where the components of the operator Φ : 
Here x 1 is the complex conjugate of x 1 , the matrix M is as in (4.12) and the matrix L is as in (5.9). It is assumed also that X has a real main diagonal, see [16] . To get tighter bounds it is better to work with the Hamiltonian perturbation matrix E instead with the general perturbation matrix F . Since F = E(I 2n + Z) we obtain 
Having in mind that G ∈ Ham(2n), it follows from (4.10) and the results in [16] that
It follows from (6.3) and (2.2) that s 1 ≤ s.
+ and c n := (n − 1)/(2n).
If x i ≤ ξ i then using (6.3), (6.2) and the estimates from [16] we get
where ε ij = ε e ij and 2e ). Note that in the trivial case that e 11 = e 21 = 0 we may choose ξ = 0, which corresponds to x = 0. Indeed, here the matrix Σ + δΣ is already in Hamiltonian Schur form and there is nothing to transform. So we assume further that at least one of the quantities e 11 or e 21 is positive.
Consider the function f :
+ , defined by (6.4). Let J(ξ, ε) := f ξ (ξ, ε), ξ = 0, be the Jacobi matrix of f relative to ξ, and set
The matrix J(ξ, ε) has non-negative elements, which are continuous functions of ξ and ε. The spectral radius of J(0, ε) is
and hence rad(J(ξ, ε)) → 0 for ξ → 0 and ε → 0. The function f is a vector Lyapunov majorant for the operator Φ, see [10, 18] . We recall that a function f of non-negative arguments is a Lyapunov majorant for Φ if the following conditions are satisfied:
• For x i ≤ ξ i the inequalities Φ i (x, ε) F ≤ f i (ξ, ε) are fulfilled.
• The function f is non-negative, continuously differentiable and non-decreasing in all its arguments, f (0, 0) = 0 and rad(J(0, 0)) < 1. In addition we have f (ξ, ε) → ∞ as ξ → ∞, and
Therefore, according to the technique of Lyapunov majorants, see [10] , and using the fact that f (ξ, ε) is algebraic in ξ and ε, there exists a number ε 0 > 0 with the following properties:
• For ε ≤ ε 0 the system of equations ξ = f (ξ, ε) has a solution ξ = ξ(ε), which is continuous and non-decreasing in ε and satisfies ξ(0) = 0, rad(J(ξ(ε), ε)) < 1 for ε < ε 0 and rad(J(ξ(ε 0 ), ε 0 )) = 1.
+ is algebraic, differentiable on the interval [0, ε 0 ) and its derivative ξ satisfies
for ε < ε 0 and ξ (ε) → ∞ as ε → ε 0 . Thus the critical value ε 0 for ε may be determined solving the system ξ = f (ξ, ε), det(I 4 − J(ξ, ε)) = 0 of 5 algebraic equations for the 5 unknowns ξ 1 , . . . , ξ 4 , ε.
Let ∆(ε) ⊂ C 2n 2 be the set of all x such that x i ≤ ξ i (ε) for ε ≤ ε 0 . In view of (6.4) the operator Φ maps the convex, compact set ∆(ε) into itself. According to the Schauder fixed point principle, see e.g. [14, 25] , there exists a solution x ∈ ∆(ε) of the operator equation x = Φ(x, ε). Thus we have the estimates
and
After some calculations the system ξ = f (ξ, ε) in view of (6.4) yields an algebraic equation of 8-th degree for ξ of the form
where the coefficients a i (ε) are given by
The discriminant of (6.7) is an algebraic polynomial in ε, whose smallest positive root is the number ε 0 . There is no explicit formula for the solution ξ of (6.7) as a function of ε or for determining ε 0 . Computable bounds for these quantities are derived below.
If we represent the solution ξ(ε) as power series in ε, then after some elementary calculations we get
where the coefficients α 1 ≤ K U / √ 2 and α 2 are determined from 
Hence,
We may bound f from above to get slightly less sharp bounds x i ≤ η i (ε), which are easier to compute (these new bounds will differ from ξ i (ε) only by O(ε 2 ) terms). It follows from the second and third equations of the system ξ = f (ξ, ε) and from (6.4) that
(because of the definition of f 2 ) and, since ξ 4 ≤ ξ , we obtain ξ 1 ξ ≤ ξ 2 / √ 2 and ξ 4 ξ ≤ ξ 2 . Thus we get the majorant system for the vector η with elements η i ≥ ξ i ,
This system yields the following biquadratic equation in η
and a 0 (ε) is defined from (6.8). We choose the smaller positive root of equation (6.13), (6.15) which is of order O(ε). Here ε 1 < ε 0 is the smallest positive root of the equation
The quantity ε 1 > 0 is well defined. Indeed, β(0) = 1, a 0 (0) = 0 and 0 is not a root of (6.16) . A direct computation shows that ε := (l(1/ √ 2 + e 11 )) −1 > 0 is a root of (6.16), so the equation has at least one positive root. Since β(ε ) < 0, we see that ε 1 < ε .
As a result, using (4.4) and (5.12), we obtain the rigorous and easily computable bounds
It may be shown that η(ε) = α 1 ε + O(ε 2 ) = ξ(ε) + O(ε 2 ). Hence, the bounds (6.17), (6.18) coincide with (6.5), (6.6) within first order terms of magnitude relative to the small parameter ε.
The above perturbation analysis for the Hamiltonian Schur form solves the perturbation problem for transformation matrices from S * (2n) rather than from US(2n). However, the bounds are the same for matrices from US(2n). Indeed, let U = U[V, W ](I 2n + Z) ∈ S * (2n), where Z = U[X, Y ], be the matrix for which the derived non-linear non-local perturbation bounds hold. In general U / ∈ US(2n). In this case according to the parametrisation (A.8) of US(2n), there exists a matrix R ∈ U(n) (not necessarily as in (2.2)) such that I 2n + U[X, Y R] ∈ US(2n), and hence
The matrix Y R := Y R satisfies the equation
It follows from (4.7) that the matrix representation
and the above perturbation bounds hold for X and Y R as well.
Hamiltonian block-Schur form.
The non-local perturbation analysis for the Hamiltonian block-Schur form (2.4) is easier than the analysis of the Hamiltonian Schur form, because we do not have to make the (1, 1) block of Σ upper triangular. This additional freedom in the transformation matrix explains why the form (2.4) may be less sensitive to perturbations in comparison with the form (2.2).
To simplify the presentation we assume X ∈ Her(n) in (3.7), which implies
n . Then the system of matrix equations (6.19) may be written as an equivalent operator equation x = Φ( x, ε), where
+ and x i ≤ ξ i . Then we have
where ε ij := ε e ij . We may assume that e 21 > 0, since otherwise Σ + δ Σ is in Hamiltonian block-Schur form, and we have the trivial case ξ = 0 and x = 0. As in Section 6.1 it can be shown that the function f := [
is a vector Lyapunov majorant for the operator Φ. Hence, there exists ε 0 > 0 such that for ε ≤ ε 0 the system of algebraic equations ξ = f ( ξ, ε) has a continuous solution ξ = ξ(ε), differentiable in ε < ε 0 and such that ξ(0) = 0. Let ∆(ε) ⊂ C 2n 2 be the set of all x with x i ≤ ξ(ε) for ε ≤ ε 0 . Then there exists a solution x ∈ ∆(ε) of the operator equation x = Φ( x, ε). Therefore we have the estimates
The system ξ = f ( ξ, ε) yields an algebraic equation of 6-th degree for ξ ,
and λ(ε) := 1 − l(ε/ √ 2 + ε 11 ). The smallest positive root of the discriminant of (6.22) is the number ε 0 . If we represent the solution ξ of (6.22) as power series in ε, then we get
Again, we may bound f from above using the inequality ξ ξ 2 ≤ ξ 2 in order to get slightly less sharp, but easily computable perturbation bounds. This gives a new majorant system for η := [ η 1 , η 2 ] ∈ R 2 + with η i ≥ ξ i , namely
The quantity η satisfies the biquadratic equation
The positive root of equation (6.25) 
, ε ≤ ε 1 , (6.27) where ε 1 < ε 0 is the smallest positive root of the equation β 2 (ε) = 4 α(ε) a 0 (ε). Thus the perturbation bounds for the Hamiltonian block-Schur form becomes
and hence the bounds (6.20), (6.21) and (6.28), (6.29) coincide within first order terms relative to ε.
Using (3.9), a non-local bound for the gap γ is straightforward, i.e.,
As in Section 6.1 the presented perturbation analysis solves the perturbation problem for transformation matrices from S * (2n) rather than from US(2n). The same arguments as before imply that the bounds are the same for matrices from US(2n).
It can be shown that the given estimates for the gap are identical in first order with those in [35] (see also Theorem 2.8 from [36] ). As non-linear expressions these estimates are alternative to the estimates for the gap, i.e., one or the other may give better results depending on H and δH.
6.3. Block-Schur form. The non-local perturbation analysis for the blockSchur form (2.4) makes sense even when the matrix H has imaginary eigenvalues as described in Assumption A4. In this case we cannot use unitary symplectic transformations, since they yield S = −T H and the Lyapunov operator L would be singular.
For the sake of simplicity we take Z 11 , Z 22 ∈ Her(n), which implies
In the following analysis we use the representation (4.15) which yields
2 F , where
n . Then the system (6.31) is equivalent to the operator equation x = Φ(x, ε), where
where ε ij := ε e ij . We may assume that e 21 > 0, since otherwise we have the trivial case ξ = 0 and
+ is a Lyapunov majorant for Φ. Hence, there exists ε 0 > 0 such that for ε ≤ ε 0 the system ξ = f (ξ, ε) has a continuous solution ξ = ξ(ε), differentiable in ε < ε 0 and such that ξ(0) = 0. Therefore we have the estimates
The system ξ = f (ξ, ε) yields, unfortunately, an algebraic equation of 24-th degree for ξ , which is not presented here. The smallest positive root of its discriminant is ε 0 .
The asymptotic representation of ξ(ε) is
We will bound f from above to get computable bounds. There are many ways to do this. We bound the sums ξ Assuming that ξ ≤ 1 we have ξ 3 ≤ 0.5 and hence f 3 (ξ) ≤ 2ξ 4 . This gives a new majorant system for η i ≥ ξ i , namely
which yields a biquadratic equation for η , Theorem 6.1. Given a Hamiltonian matrix as in (2.1) and perturbations of the form (3.1), the non-local perturbation bounds for the condensed forms of Hamiltonian matrices are as follows.
with coefficients given by (6.9), (6.10) and (6.15), (6.14), respectively. 2. For the Hamiltonian block-Schur form we have
with coefficients given by (6.27), (6.26). 3. For the gap we have
with coefficients given by (6.27), (6.26). 4. For the block-Schur form we have
with coefficients in (6.39), (6.38) , and (6.40).
7. Power series expansions. An alternative way to obtain non-linear perturbation bounds for the condensed forms of Hamiltonian matrices is based on power series expansions for the perturbations in the condensed forms of Hamiltonian matrices. We begin with the Hamiltonian Schur form and derive a recurrence for the computation of the perturbed matrix U and from this also for Σ of H when the perturbation δH = εH 1 is given.
For ε small enough the matrices Z and δΣ are analytic functions of ε, vanishing together with ε = 0. Substituting (5.2) in (4.3) and comparing the coefficients we get the recurrence relation
where E 1 := U H H 1 U (note that we have already constructed the first order approximations Z 0 = εZ 1 and δΣ 0 = εΣ 1 ).
Taking the low operation in the (1, 1) block in (7.1), using the (2, 1) block and having in mind that low(Σ k+1 ) = 0 and that the (2, 1) block in Σ k+1 vanishes, we get
where M is as in (4.12) and N k,ij are the corresponding n × n blocks of the matrix
The second equation in (7.2) has a unique solution Y k+1 = L −1 (N k,21 ), which is then substituted in the first equation in (7.2) .
At stage k + 1 of the recurrence (7.1) we can determine the whole matrix Y k+1 and the n(n − 1)/2 elements of the lower part lvec(X k+1 ) of X k+1 . To determine the remaining elements of X k+1 we use (3.7). Substituting the power series expansions for X = X(ε) and Y = Y (ε) we get
Taking the operations up and diag on both sides of (7.4) we obtain
Thus the remaining part of the matrix X k+1 is determined. The presented approach is justified by the following proposition.
Proposition 7.1. There exists ε * > 0, such that the power series expansions (5.2) are convergent for ε ∈ [0, ε * ). Proof. As we have shown already, the perturbation problem for the Hamiltonian Schur form with δH = εH 1 is equivalent to the operator equation x = Φ(x, ε), where Φ is as in (6.1). We have proved in Section 6.1 that for each ε ∈ [0, ε 0 ) a solution x = x(ε) exists, such that x i (ε) ≤ ξ i (ε). Since Φ is a polynomial in x and ε (in fact quadratic in x and affine in ε), it follows that the solution x(ε) is analytic in ε. Hence, it may be represented as the sum of a convergent series
in the powers of ε, starting from the first power since x(0) = 0. The number ε * > 0 is then the radius of convergence of the power series.
Similar results hold for the Hamiltonian block-Schur and block-Schur forms as well.
A numerical example.
In this section we present a numerical example which illustrates the accuracy and applicability of the derived linear and non-linear perturbation bounds for the Hamiltonian Schur form. All computations are done in floating-point arithmetic with round off unit u = 2.22 × 10 −16 . Consider a sixth order Hamiltonian matrix which is already in Hamiltonian Schur form (H = Σ) with
The Hamiltonian Schur form is perturbed to
where δT = 10 −4 δT 0 , δR = 10 −4 δR 0 and The elements of this block are of order ε 2 and its 2-norm is 6.42 × 10 −7 . The gap between the perturbed and original stable invariant subspaces is γ = 5.21 × 10 −4 . If we compute the projection onto the approximate subspace spanned by the first three columns of the approximated matrix U lin then we obtain that γ 0 = 5.22 × 10 −4 . To compare the linear and nonlinear estimates for perturbations of different size and to demonstrate the quality of our bounds we computed the exact quantities related to the perturbation analysis along with their estimates for perturbations δH constructed as described above for
In Table 1 we give the values of ε = δH F along with the values of the exact and estimated quantities. The linear bounds for δU F and δΣ F are denoted by u lin , σ lin , and the nonlinear bounds by u nonlin , σ nonlin , respectively. The cases when the corresponding nonlinear bounds do not exist are denoted by * .
Note that the theoretically obtained perturbation bounds are valid for the minimal perturbations in U and Σ. To construct minimal perturbations, however, is a difficult optimization problem. In this example δU and δΣ are not constructed as minimal perturbations but we see from the numerical results that the computed perturbation bounds are correct bounds nevertheless. Conclusions and future research. We have presented a complete perturbation analysis of the Hamiltonian Schur form and of two less condensed block-Schur forms for Hamiltonian matrices H. The analysis is based on the technique of splitting operators [16, 29] and Lyapunov majorants [10, 18] as well a special representation of the unitary symplectic group US(2n), see Appendix A. The technique for perturbation analysis of the block-Schur form of a Hamiltonian matrix is applicable to the investigation of the sensitivity of the block-Schur form S = S 11 S 12 0 S 22 of an arbitrary square matrix A, whose spectrum splits into two non-empty disjoint collections. From the perturbation results for the condensed forms and the corresponding Schur bases we have also obtained bounds for the sensitivity of the stable H-invariant subspace when H has no imaginary eigenvalues. The sensitivity of the stable Hinvariant subspace may be analyzed using the results from [35] , see also [36] . Our estimates and the estimates from [35] coincide within first order terms. As non-linear expressions, both estimates are alternative.
The Hamiltonian Schur and Hamiltonian block-Schur forms of a Hamiltonian matrix are also Hamiltonian matrices. So in these two cases we have considered structured Hamiltonian perturbations in order to preserve the Hamiltonian structure of the condensed forms for the perturbed matrices and to remain in the group of unitary symplectic transformations. This approach corresponds to the use of structure preserving methods for transforming Hamiltonian matrices into condensed form. Here we have also assumed that the initial Hamiltonian matrix has no imaginary eigenvalues. Thus various phenomena connected with splitting of imaginary eigenvalues under small perturbations (such as round off errors) have not been completely analyzed. Partial results follow from [31] .
The case of general unstructured perturbations of Hamiltonian matrices is covered by the analysis of the block-Schur condensed form. In this case the transformations are unitary but not necessarily symplectic. Here we deal with Hamiltonian matrices which may have imaginary eigenvalues that split in two disjoint collections.
The perturbation bounds are tighter when given in terms of the quantities ε ij from (5.8), (4.1), instead of ε, see also [35] . This, however, requires a knowledge about the norms of the blocks E ij of the transformed perturbation E, which may not be available even if the norms of the perturbations δA, δB and δC are known. In this case one should use bounds in terms of ε such as (5.14), (5.15) which are directly deducible from the bounds based on ε ij having in mind that 2ε
The minimum is taken over a compact subset of U(n) × U(n) and is hence achieved.
Then we obtain G(V ) = P (V )G(D(V ))P H (V ) and the equation for N R becomes where Θ := (I 2 ± J 2 )/ √ 2, being discontinuous as functions of ε for ε = 0. At the same time µ(V + εF ) = µ 0 (V + εF ) = 0, i.e., the functions ε → µ(V + εF ), µ 0 (V + εF ) are constant and hence continuous. Then the pair (P, Q) = (I 2 , I 2 ) remains unchanged but the pair (P 0 , Q 0 ) jumps from (I 2 , I 2 ) to 1 0 0 −1 , I 2 . Hence, the function ε → µ(V + εF ) = 0 is constant but the function ε → µ 0 (V + εF ) is discontinuous at ε = 0.
Example 8. Let V = 0 2×2 be perturbed to V + εF = 0 0 ε 0 , ε > 0. Then both pairs (P, Q) = (P 0 , Q 0 ) jump from (I 2 , I 2 ) to (±J 2 , I 2 ). Hence, the functions ε → µ(V + εF ) = µ 0 (V + εF ) are discontinuous at ε = 0.
Appendix B. One-parameter families of perturbations.
In the sensitivity analysis of the Hamiltonian Schur form of H we study the case when the minimally perturbed matrices are analytic functions in ε that vanish at ε = 0. Here we impose the additional assumption that H (and hence T ) has distinct eigenvalues for the following reasons.
The case of multiple eigenvalues is more complicated and may lead to nonanalyticity or even discontinuity of some of the involved quantities. Indeed, see [37] , if a defective matrix M 0 ∈ C n×n is perturbed to M 0 + εM 1 , where ε is a small parameter, then some eigenvalues of M 0 + εM 1 may depend on fractional powers ε p/q of ε, being non-differentiable in ε = 0 and hence non-analytical in a neighbourhood of ε = 0. If M 0 is non-derogatory (i.e., if each eigenvalue of M 0 is involved in only one Jordan block) then the minimal perturbations in the corresponding eigenvectors and principal vectors, as well as in the Schur vectors of M 0 + εM 1 , will depend on ε p/q as well. If M 0 is derogatory then not only the minimal perturbations in some eigenvectors and principal vectors but also the minimal perturbations in some of the Schur vectors of M 0 +εM 1 may be discontinuous functions of ε. In this case the modal basis, which yields the Jordan canonical form, and the Schur basis, which yields the Schur form, have equally unpleasant behaviour and this is true also for normal matrices [27] . It should be emphasized that the Schur form is continuous as a function of the perturbations but that the Schur basis may be a discontinuous function of the same perturbations. The bases of singular vectors may also be discontinuous functions of the perturbations (see .
To give a quantitative expression for the sensitivity of canonical forms, let CF ⊂ C n×n be a set of condensed forms for the similarity action of a group Γ ⊂ GL(n) on C n×n . To avoid trivial results let us assume that Γ is large enough, e.g., U(n) ⊂ Γ. Then we may assume that CF ⊂ T(n). Obviously ω(0) = 0. For the transformation group Γ = U(n) the function ω : R + → R + is continuous and satisfies ω(ε) = O(ε 1/k ), ε → 0, where k is the index of nilpotency of up(M c ) and M c ∈ C(M ), see [9] .
The function ω is discontinuous for Jordan canonical forms, where CF is the set of bidiagonal matrices with elements 1 or 0 on the super diagonal. However, the ones in the super diagonal are introduced for purely theoretical purposes, to make the form canonical under the action of the general linear group. But because of that the transformation matrices may have arbitrary large norms, which makes the standard Jordan canonical form not very suitable for computations in finite arithmetic. For computational purposes it is better to use either upper triangular forms or variants of the Jordan canonical form with no restrictions on the sizes of the elements on the super diagonal, see e.g. [12, 13, 32] and [30] .
In order to analyse the sensitivity of the transformation matrices let 
The expression b(ε) may be used to analyse the sensitivity of the canonical basis V of M relative to perturbations of size ε. We have b(0) = 0. The function b will be discontinuous at the point ε = 0 for both transformation groups Γ = U(n) and Γ = GL(n) in the case when the matrix M is derogatory. The sensitivity of Schur and Hamiltonian Schur forms is illustrated in the next three examples. 
