Abstruct-We present a new class of dithering algorithms for black and white (b/w) images. The basic idea behind our technique is to divide the image into small blocks and minimize the distortion between the original continuous-tone image and its low-pass-filtered halftone. This corresponds to a quadratic programming problem with linear constraints which is solved via standard optimization techniques. Examples of b/w halftone images using our technique are compared to halftones obtained via existing dithering algorithms.
I. INTRODUCTION
IGITAL halftoning schemes are important to rendition of D continuous-tone images on binary output devices such as displays, workstations, and laser printers. While the pixels in a continuous-tone image take on a continuum of gray levels all the way from black to white, those of binary images are either black or white. If the binary pixels are spaced closely enough, the low-pass filtering of the human visual system results in an illusion of a continuous-tone image. Thus, digital halftoning is a prime example of multidimensional signal representation in which the amplitude resolution of the signal is traded off with its spatial resolution. Other examples of such tradeoffs are shown in [l] , [2] .
Existing digital halftoning algorithms include globally fixed level thresholding, locally adaptive thresholding, orthographic tone scale creation, clustered or dispersed ordered dithering, white noise dithering, and error diffusion [4] , [5] . The metrics used to compare these algorithms are low and high frequency rendition, processing artifacts, and processing complexity. Ordered dither, which is among the most popular of the above halftoning techniques, consists of thresholding samples of the continuous-tone image with a periodic screen, or dither matrix. The optimization of dither matrices has been studied by a number of authors [5] - [7] . The goal in such optimizations is to choose the number and order of the thresholds in the dither matrix in such a way that the resulting dot profile for DC inputs minimizes the amount of distortion energy falling into the viewer's passband. To this end, the low-order Fourier coefficients due to thresholding DC inputs are minimized. A major drawback of this technique, for square screen functions on a rectangularly sampled lattice, is that the fundamental spectral components shift back and forth among the loworder horizontal and vertical coefficients [6] . Specifically, the lowest-order coefficients alternate between zero and nonzero Manuscript received February 29, 1992 ; revised March 27, 1993. This work was supported by National Science Foundation PYI award M1P-9 057 466, ONR Young Investigator award NO0 014-92-5-1732, Digital Equipment Corporation, and Sun Microsystems. The associate editor coordinating the review of this paper and approving it for publication was Dr. F. Mintzer.
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values for adjacent gray level values, resulting in undesirable contour artifacts. Rao et al. propose a way of overcoming this problem by changing the orientation and periodicity of the screen function and the sampling lattice [6] , [7] . In this paper, we develop another class of digital halftoning algorithms based on binary optimization techniques. Our approach is similar to that of [9] , [8] in that it is a leastsquares model based technique. Its main difference from [8] and [9] however is that it divides a large optimization problem into a series of smaller ones. The outline of the paper is as follows: Section I1 includes our basic algorithm for b/w halftoning based on space domain optimization. Examples of this algorithm are included in Section 11-B. A variation of our basic algorithm known as the "neighboring" algorithm is included in Section 11-C. Section I11 includes an algorithm based on frequency domain optimization. Section IV includes comparison with existing halftoning techniques. Section V includes a brief discussion of computational complexity, and finally Section VI includes conclusions.
SPACE DOMAIN OPTIMIZATION
We describe our basic algorithm in Section 11-A, present examples of halftone images resulting from our algorithm in Section 11-B, and describe the neighboring algorithm in Section 11-c.
A. The Algorithm
The most straightforward formulation of the digital halftoning problem can be stated in the following way: Find a binary image such that the distortion between the continuous-tone picture and its perceived bilevel image is minimized [2] . Since the human eye can be modeled as a low-pass filter [lo] , an acceptable distortion function to minimize is the mean squared error (MSE) between the continuous-tone image and the lowpass version of its halftone. Specifically, if c(z,y) denotes a continuous-tone, continuous-space image and f (2, y) is a bilevel continuous-space signal, and h ( z , y) is the low-pass filter model for the human visual characteristics, then the above mentioned MSE can be expressed as
where D denotes the domain of interest, and * denotes convolution. The bilevel continuous space signal f (2, y) is assumed to be piecewise constant and is given by the following expression: We further assume that in optimizing the N2 binary pixels of an N x N halftone block, the contributions of the pixels surrounding the N x N block can be discarded altogether. This is clearly an approximation and we will remove it later in Section 11-C. Specifically, in Section 11-C, we introduce a variation of our algorithm, called the "neighboring" technique which takes the neighboring pixels of an N x N block into account while optimizing the N2 binary pixel variables inside the block.
Based on the above discussion, we divide the continuoustone, continuous-space image into small areas of size N A x N A and optimize the N x N halftone pixels of the block centered at location (20, yo), as shown in Fig. 1 , by minimizing where f N ( X , y) is defined to be
The MSE criterion of (4) can be rewritten as [3] MSE(X0,YO) Optimization of MSE(,, ,yo) is a quadratic programming (QP) problem with N2 variables and, as such, can be solved via a number of binary optimization techniques such as brute force exhaustive search, or the well known branch-and-bound (BB) algorithm. The particular choice of the algorithm is highly dependent on the size of the optimization problem. 
B. Experimental Results
We have found numerically that for small values of N , the best choice of optimization algorithm is exhaustive search, while for large values, the branch-and-bound algorithm is more computation efficient. In using the BB algorithm, we have the option of directly applying it to the QP problem at hand, or converting it to an equivalent linear programming (LP) problem with more unknown variables and linear constraints. In our specific problem, it can be shown that the version of Lena using the low-pass triangular filter of the form where with A = 1 and WO = 15 cycles per centimeter is shown in Fig. 3 (a). Note that w,wz, and wy in (12) and (13) are all in units of cycle per centimeter, and as a result the bandwidth of H ( w , , w~) in the two dimensional frequency domain is 30 cycles per centimeter in both x and y directions. Assuming viewing distance of one meter, this is in approximate agreement with the bandwidth of the human eye's modulation transfer function (MTF) as a function of angular frequency in units of cycles per degree [lo] , [13] . The images in this paper were designed for viewing distance of approximately one meter and resolution of 150 dots per inch. The particular printer we use is Apple laser writer with capability of printing up to 300 dotsfinch. As seen in Fig. 3 (a), there are large white areas in the forehead, hat, and shoulder indicating that the DC value of the original continuous-tone image has not been preserved. Inserting (13) forcing the DC value of e(.) i.e., s e ( x ) d x to be zero. Since our optimization problem involves minimizing the integral of ( f~ * h -c )~ rather than the integral of ( f~ * h -c), we are not explicitly forcing the DC value of f~ * h to match that of c.
scale have no black dots.
While minimizing MSE(,,,y,) in (4) does not assure DC preservation, changing A in (13) will affect the brightness of the final halftone image. Inspection of (4) indicates that increasing A will lower f N , and b ( n 1 , n z ) and therefore will make the image darker. Thus, to remove the white areas in the shoulder and forehead, we would have to increase A. As an example setting A = 1.1 in (13) results in the halftone image shown in Fig. 3(b) . As seen, the white shoulder areas in Fig. 3 (a) have disappeared in Fig. 3(b) . The DC gray bar of the filter in (13) with A = 1.1 is shown in Fig. 4 (b). As we expect, comparing the gray bar for A = 1.1 with that of A = 1, we find the former to be darker than the latter.
An alternative way to ensure that the DC value in each 4 x 4 block is preserved is to enforce it in the optimization processes as a constraint. This has the added advantage of speeding up the optimization process since it reduces the size of the search space. An example of adding DC constraint to the image of Fig. 3(b) is shown in Fig. 5 . As seen, imposing the DC constraint reduces the contouring artifact in Fig. 3(b) .
While the frequency response in (12) was primarily chosen for its simplicity and analytical tractability, we have found experimentally that it performs just as well as other filters that are known to model the characteristics of the human eye [lo] .
Optimal choice of the filter used in the optimization process remains an interesting topic for future work.
C. The Neighboring Algorithm
As it was mentioned earlier, one way to justify the breakup of the optimization problem into a large number of smaller N x N optimization problems is to assume that the contribution of the pixels surrounding the N x N block can be discarded altogether. Clearly as N becomes large, the approximation to the large optimization problem becomes more valid. Of course, the major drawback of choosing a large value for N is that the size of the optimization problem becomes so large that it might be intractable. (12) with DC constraints for A = 1.1.
One way to circumvent the computational complexity of choosing a large value of N is to take into account the effect of the surrounding region of an N x N block while optimizing its N 2 binary halftone variables. This way the optimization is carried out over a larger area than N A x N A at the same time as keeping the number of variables to N 2 .
We will refer to this variation of our basic algorithm as the "neighboring" algorithm. The neighboring algorithm uses the already halftoned neighboring pixels in optimizing the current N x N block. Thus, if the optimization is carried out from left to right and top to bottom, then optimization of a typical N x N block, needs the halftone pattern of the block to its left, the block above it, and the block above and to the left of it. This way, the number of binary variables is still N 2 , but the domain of interest is four times larger as before. Specifically, the quantity to be minimized is of the form and Rijl is defined as YO) In the above equation, b k n o w n ( n 1 , n2) denotes the known and D/(zo,yo) is an area of size 2 N A x 2 N A as defined by the integration limits of (14) . Note that the terms Q and values of the halftone patterns, above, left, and above/left of the block under consideration. We will refer to optimization Of (4) as and that Of (14) as neighboring Optimization' Q/ in the expression for MSE~,o,yo) are simply constants and independent of b, and therefore they do not need to be to the approach in Section ll-A, we can write the convolution of f 3 N with h as computed for the actual optimization process. 
An example of the neighboring optimization algorithm is shown in Fig. 6(a) . The filter used in Fig. 6(a) is the triangular filter with A = 1. Comparing Fig. 6(a) to the images obtained using our basic algorithm in Fig. 3 , we conclude that the neighboring algorithm results in less contouring artifact that where gfized(x, y) denotes the contribution due to the known binary pixels bknown to the convolution f 3~ * h. Combining (16) and (14), we get
where Gijlml Rij and Q are defined in (9), (lo) , and (11) of Section 11-A, except that the integration region is now changed
to Df(z0,yo). &I is defined as the basic algorithm. To improve the cheesecloth appearance of Fig 6(a) , we can rotate the optimization blocks of the neighboring algorithm by 45 degrees so that each block is a rhombus rather than square. The motivation behind doing so is to make the periodic artifacts appear at 45 degrees, and therefore less noticeable to the human eye. As seen, the resulting image, shown in Fig. 6(b) , exhibits less horizontal and vertical artifacts than Fig. 6(a) .
FREQUENCY DOMAIN OPTIMIZATION
In this section, we develop another variation of the halftoning algorithm of the previous section. Specifically, we use a frequency, rather than space domain distortion measure to arrive at the binary optimum solution. In Section 111-A we describe our proposed algorithm, and in Section 111-B we show examples of halftone images obtained via the proposed algorithm.
A. The Algorithm
A distortion measure which is both tractable from an analytical point of view and is in reasonable agreement with human visual characteristics is the frequency weighted squared error (FWSE) criterion [2] . If C ( k 1 , k z ) and B(k1,ka) denote the discrete Fourier transform (DFT) of a continuous-tone image and its halftone version, then the frequency weighted MSE between the two can be written as
where H ( k 1 , k2) is the weighting function obtained from psychophysical experiments. While the above criterion is closely related to the one in (l), its main advantage lies in its superior image quality, and relative ease of implementation. For instance, the frequency domain optimization does not require numerical integrations of the form in (9). Therefore, unlike the space domain optimization, the function H (51, k2) need not be separable, and can be chosen to be circularly symmetric without a tremendous increase in the computation time.
It can be shown that if the weighting function in (20) is identically one, then optimization of (20) 
These are converted to radial frequencies and scaled for a particular viewing distance, dis, into cyclesldegree. of the N 2 binary pixels of the halftone signal are sampled at P x P locations. This results in a quadratic programming problem with N 2 variables which we solve via exhaustive search. We will refer to P as the oversampling ratio, and is used to avoid aliasing.
Jm. (23)
As well as oversampling, we can also pad each of the P N x P N samples of the contone and halftone images with zeros before taking their DFT. There are two reasons behind this. First, padding may be necessary in order for the FWSE criterion in (27) to correspond to a linear, rather than circular, convolution of the weighting filter h with the difference image c -b. Second, and more importantly, without padding, there may be too few samples of the MTF function in the frequency domain to permit an accurate representation of it. Padding increases the number of degrees of freedom in the DFT domain to shape the noise spectrum without introducing excessing complexity in the optimization.
N A B. Experimental Results
This section compares the results of the new halftoning algorithm with those of existing algorithms. The block size N was chosen to be 4. The halftone pictures in this section were optimized for a minimum viewing distance, dis, of 0.61 meters, and dot pitch of 0.0847 millimeters, corresponding to 300 dots per inch. In order to show the details of the halftone. images more clearly, the examples shown in the paper were enlarged and printed at 150 dots per inch. Oversampling ratios, P = 1 and 2, were used as well as Ox and 1 x zero padding.
We have found experimentally that 0 x zero padding for both P = 1 and P = 2 results in a distinct medium-high frequency noise which tends to obscure detail and gives the image an overall "dirty" appearance. Fig. 7 shows the effect of 2x zero padding with P = 1. The medium-high frequency noise of Ox zero padding has all but disappeared and there is only a hint of high-frequency noise that is only just perceivable. A slight contouring effect is also visible on the shoulder. We have found that increasing the oversampling factor P from one to two in the image of Fig. 7 does not affect its appearance significantly.
C. The Neighboring Algorithm
As alluded to at the end of Section 111-A and confirmed in Section 111-B, zero padding has a significant effect on the overall appearance of the halftone. But rather than pad each sampled block with zeros before taking their DFT, we can apply the neighboring algorithm described in Section 11-C, namely by using the previously halftoned blocks as padding for the current N x N block. To optimize the N x N halftone pixels of the block centered at location (zo,yo), we must minimize the following metric: Using the parameters chosen in Section III-&i.e., block size 4, viewing distance 0.61 m, and dot pitch 0.0847 mm-we find that the resulting halftone exhibits many fewer artifacts. In particular, there is little or no evidence of contouring. Unfortunately, the resulting halftone also exhibits a series of horizontal streaks in the region just above her head. Close examination of original image revealed the streaking region to be mostly uniform, indicating a lack of high frequencies. To handle this situation, we adjust the MTF by making it more low-pass. This can be done by increasing the viewing distance parameter. We found that increasing the viewing distance by 25% eliminated the streaking, without excessive blurring. The resulting halftone is shown in Fig. 8 . The quality of the halftone image in Fig. 8 is superior to space domain optimization halftones in that it does not suffer from the cheesecloth texture typically seen in space domain optimization halftones.
IV. COMPARISON WITH EXISTING TECHNIQUES
For comparison purposes, the clustered dot dither, dispersed dither, and error diffusion halftoned version of Lena are shown in Figs. 9(a), 9(b), and 9(c), respectively. The threshold matrix for the clustered dot dither of Fig. 9 (a) has 18 levels and is given by [14] : 11 14 1 2 6 2 7 18 15 3 1 4 16 1 0 8 5 9 13 17
The threshold matrix for dispersed dither of Fig. 9(b Jarvis filter with 12 coefficients was used for the error diffusion halftone image of Fig. 9 (c) [15] . We have found that with our particular printer, Jarvis filter results in minimum printer artifacts as compared to Floyd and Stienberg and Stucki's filters [SI. While extensive subjective testing is outside the scope of this paper and therefore has not been performed, it is the opinion of the authors that the images obtained via our A. Non-Neighboring Space Domain Optimization proposed algorithms such as the one shown in Figs. 5, 6 , and 8 have less contouring effects than the dispersed dither image, have less periodic artifact and are sharper than clustered dither, and have fewer snake like artifacts than the error diffusion picture. Among Figs. 5, 6(a), 6(b), and 8, the former two have a cheesecloth type horizontal/vertical artifact that the latter one is free of.
We now discuss the computation complexity of the space domain optimization algorithm of Section 11. The computation cost can be divided into two parts: a) computing the coef- In spite of this, note that computing GiJlm would tremendously simplify
Our proposed it is words about the arithmetic count of our proposed algorithms. if gr is separable.
to compute the double integral in (lo), we exploit the fact that the continuous time signal c(x,y) is piecewise constant over each pixel; Thus, the double integral can be replaced by a summation with N 2 terms, where each term requires 2 multiplications; this way, the number of multiplications for each ( i , j ) is 2 N 2 and the number of additions is N 2 -1. Since i and j can each range from 0 to N -1, there are a total of N 2 values of ( i , j ) for which Rij needs to be computed. Therefore, computing all the values of Rij requires 2N4 adds and N 2 ( N 2 -1) multiplies.
To compute MSE (,,,,,) as shown in (8) where p is the number of pixels that are predetermined to be white or black based on the DC constraint. Under these conditions, for N = 4 and p = 8, the number of adds is approximately 3.5 million and the number of multiplies is 240. The run time of the neighboring space domain optimization halftone image of Fig. 6(a) without imposing DC constraint is approximately 6 hours on a DEC 5000 work~tation.~
B. Neighboring Space Domain Optimization

C. Frequency Domain Optimization
Since the neighboring version of the frequency domain optimization results in higher quality halftone images than the nonneighboring version, we first discuss the computational complexity of the neighboring algorithm. In the frequency domain optimization algorithm, we first compute the DC in each block in order to determine the number of "on" pixels. If for a specific block, there are p pixels on, then the number of combinations of the block that need to be considered are 
VI. CONCLUSIONS
We demonstrated the feasibility of applying binary optimization techniques to b/w halftoning. These algorithms minimize the distortion between the continuous-tone image and its lowpass-filtered halftone either in space or frequency domain.
3Note that the run time is a different quantity from the CPU time. By run time, we mean the total amount of time we had to wait for the algorithm to finish provided there is no other computation load on the computer.
While the space and frequency domain distortion criteria are related, the computational properties of their corresponding algorithms are somewhat different. We examined the effect of various optimization parameters on the quality of the halftoned images. Specifically, we found that imposing DC constraint speeds up combinatorial optimization algorithms and results in halftone images with equal or higher quality than the basic algorithm. We also found that the neighboring algorithm reduces the contouring artifact of the basic space and frequency domain optimization algorithms.
Comparing the theoretical and actual computationabwmplexity of the space and freque29 domain optimization, we find that the s p a c g h a n i optimization is considerably faster. This e m be attributed to fewer multiplications required -by the space domain optimization. While the computational complexity of our proposed techniques is higher than traditional schemes such as dispersed dither and error diffusion, it seems likely that today's VLSI technology is capable of implementing our algorithm on an integrated circuit. The regular structure of the algorithm is particularly helpful in such implementations.
Future research should be directed toward enhancing basic distortion model and examination of various optimization filters.
As we mentioned in the introduction, in the last few years there has been a number of new results on model based halftoning [9] , [8] . Specifically Pappas and Neuhoff consider the printer model in the halftoning algorithm in [SI, and Analoui and Allebach find a near global minimum solution to the larger optimization problem iteratively rather than dividing it into a number of smaller ones [9] . In doing 20, they find that the final solution is highly dependent-on the initial binary image used in the i t e r a t k algorithm; they also develop a "look-up"-technique which effectively reduces the CPU rime of their global optimization algorithm from about 350 minutes to about 20 minutes. One interesting direction for future research is to see whether the "look-up" approach of Analoui and Allebach in [9] can be used directly or indirectly in our block-based approach. Anoter possibility is to see whether there are intermediate approaches in between global optimization technique in [9] and the approach presented in this paper.
