important in the theory of complex angular momenta, was obtained by
Newton Q3] by employing a perturbation method which becomes exact in the limit Z-» --y-.
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Above arguments, however, are restricted to our real space, that is, to the three-dimensional space. In the case of one-and two-dimensional spaces, as is well known in exercises on quantum mechanics, an attractive square-well potential with a fixed radius can produce at least one bound state, however shallow the well may be. This suggests that, in the oneand two-dimensional cases, an inequality for the number of bound states will take a form drastically different from that in the three-dimensional space.
The purpose of the present paper is to generalize Bargmann's inequality to the space of arbitrary dimension and to justify in a mathematically rigorous way the heuristic arguments employed thus far.
General formalism is given in the next section for two-or higherdimensional case. A straightfoward extension of Bargmann's inequality to the two-or higher-dimensional space except for the zero-th wave in the two-dimensional space is performed in Sec. 3. Heuristic derivations are given for the one-dimensional case in Sec. 4 and for the case 1=0 in the two-dimensional case in Sec. 5. Section 6 is devoted to the justification of arguments in the preceding two sections. In the final section are given a summary and discussions.
In polar coordinates, the TZ-dimensional (n^2) Laplacian £ n is expressed as where r is the radial variable and A% is the Laplacian on the (re -1)-dimensional unit sphere. The Laplacian A% has a series of eigenvalues -1(1+n -2) (1=0,1,...) each of which has a degree of degeneracy [JT] (21} h(n A_ (2.1) h(n, 1) Here h (2, 0) must be interpreted as a limit lim h(n, 0) -1. 
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For the case n=3, 1=0, in order to make the eigenvalue problem well defined, we must require a boundary condition 0 §(r)=0(r) as r-»0 for the eigenfunctions in addition to the same conditions on the potential as 
| o
The second factor on the right hand side of this inequality is estimated as
where we have made use of the property that I V (K V ) is a positive-valued monotonously increasing (decreasing) function. As is easily verified, the function In order to prove that the equality actually occurs in this inequality, it is sufficient to notice that, by a slight modification of the argument of Mercer's theorem £8], the right hand side of (3.5) converges uniformly on any compact subset of QO, oo) to the left-hand side as 7V-»oo. Consequently we have (3.6) tr (Gi(A)) = r/ /+ l,_ 1 (Ar).J£: ; ,1,-^Ar) | F(r) | dr. Jo 2 2 We shall next consider the zero-energy "bound state" problem, that is,
with the boundary condition r 0(r' + <»-i>"), r^0 , The proof follows from this inequality and Lemma 3.4.
We are now in a position to prove The inequality (3.11) is the generalized Bargmann's inequality. It must be noticed that each bound state has the multiplicity h(n, /), if we take into account the freedom of the angular part. §4 0 One-Dimensional Case
The bound state problem in the one-dimensional space is to solve the eigenvalue equation This assumption will be proved in Sec. 6. In the one-dimensional case, we shall mainly confine ourselves to J^y , so we shall write ^/^(^instead of \V(x)\dx and the inner product, the norm of vectors, the Hilbert-Schmidt norm, and the trace of operators in where the kernel function of the integral operator K l and the vector e 0 are given as (4.7) (*!)(*, *')=-|-*-*'! and (*")(*) = 1.
Proof: The proof is obtained, for example, by rewriting the differential equation (4.3) into its equivalent integral equations on the right-half and the left-half parts to the (say) origin of the real line separately and by making use of the continuity condition at the origin, that is, the solution defined on the right-and left-half parts must be continuous up to the first derivatives at the origin.
From Eqs. (4.5) and (4.6), it readily follows that the vector e 0 is an eigenvector belonging to the eigenvalue ^ = 0. For ^^0 9 eigenvectors necessarily belong to JFy, the orthogonal complement of e 0 . Let P be the projection operator from tfP\ to 3IF^, then Eq. (4.5) takes the form 
J~oo
Proof: To prove the positivity, it is sufficient to show
is positive for not identically-vanishing, real-valued infinitely differentiate function f with compact support in (-00, oo) satisfying the condition For such a function, the expression (4.10) is transformed, by the integration by parts, into which is evidently positive. In order to prove that PK^P has a trace (and hence is of HilbertSchmidt type because of Lemma 3.2), we note that the kernel function of PK^P is given by 
r\V(r}\dr Jo
Proof: From the inequality (4.12), we obtain
\t-t'\\W(t')\dt'\W(t}\dt
This inequality, expressed in term of the variable r, takes the form of (5.6).
Newton QH has obtained the same inequality as (5.6) for the casê --«-with n = 3. Since in both cases 21+ n -2 vanishes, the relation between them is obvious.
Finally we note that, as is easily verified from Eq. (4.11), the kernel function of the integral operator corresponding to Eq. (5.1) is given, on the orthogonal complement of the eigenf unction with the eigenvalue A = 0, by 
Then P(k)K l (k)P(k) is a positive operator and has a trace uniformly bounded with respect to
Proof: The positivity of P(k}K l (k)P(k} is obvious. From the equality
and (6.6), it follows r 0 (*) r 0 r 0 (/c) (6.9) and hence Proof: We first note that the projection operator P defined in Lemma 6.4 is identical with the projection operator introduced in Eq. (4.8). Because of the equality
we obtain -PK.PH, where use has been made of the equality
From Lemma 6.3 and 6.4 it immediately follows that the second and third terms on the right hand side tend to zero as k-»0. To prove 1 ||P(K 1 (A;) -K 1 )P|| 2 -»0 ? we shall first derive an inequality for the kernel function of PK^k^P.
The positivity of PK^k^P implies
where (PK l (k)P)(x 9 x) is shown to be equal to . For 2l + n -2^Q, i.e., 1 = 0, n = 2 and 1 = 0, n = I, under the condition (2.6) and (4.2), respectively, the inequalities (5.6) and (4.15) can be expressed as where P is the projection operator from tfty to the orthogonal complement of the vector e 0 (e 0 (l;) = l in both cases).
As was noticed in Sec. 2, inequalities in which \V\ is replaced by | V-| hold true also.
The saturation of the inequalities, established for n = 3 in Refs. Q] and Q2], can be proved analogously, that is, we can find a potential such that the generalized Bargmann's inequality takes the form N The second term evidently approaches to -Tr(r + log(r/2))( V dXr') <*Xr),
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as k-»0 and the last term tends to zero. Combining these results we obtain the last inequality in (6.G)'.
Appendix Cs Proof of Lemma 6 0 4/ By the same argument as in the proof of Lemma 6.4 9 it is sufficient to prove the left hand side of which is given, from (6.5)' and (6.5) 0!) aŝ
The behaviours of J 0 and ^0 given in Appendix A imply \K 0 (x) I 0 (x') + log x\^b l9 for Q^x'^x^I (b 1 : constant) and \K 0 (x)Io(x')\^b 29 for x^l and x^x'^Q (6 2 : constant). 
Consequently

