Synesthesia is a phenomenon in which human experience a cross-sensory interaction in perception. However, it is hard to bridge two sensory modalities in artificial intelligence. Emotion, the universal content across multiple media modalities, can be a cue to connect sensory perceptions for developing computer-based synesthetic intelligence. In this study, we present an image-music, cross-synesthesia-aware model based on their similarity in the emotion space. In this experiment, we built an affective synesthesia database of 250,000 image-music pairs. Multiple music and image features were extracted to form the database. Emotional representation is abstract and complex in perception, and the recognition of emotional similarity is fraught with uncertainty. In this work, Pearson correlation coefficient (PCC) and Euclidean distance (ED) method was compared to obtain the emotional similarity labels of each affective imagemusic pair. The proposed method could predict emotional similarity with mean squared error of 0.0075, demonstrating the effectiveness of our approach and may shed light on the development of cross-modal synesthesia-aware systems.
I. INTRODUCTION
There is rich emotional information within music and images [1] - [3] , and emotion has become an important index term in retrieval [4] , [5] . At present, a user's emotional need in retrieval is becoming more and more prominent. Currently, semantic terms are mainly applied in the retrieval system. However, this approach has some essential shortcomings; for example, a semantic approach cannot fully convey the multidimensional and fuzzy character of emotions, and the recall ratio and accuracy would hardly meet users' requirements.
In order to solve the problems of semantic limitations on emotional needs in retrieval, we attempt to find a new emotional synesthesia retrieval method. The emotional features will be applied as a bridge to link music and image data. Based on affective computing theory and methodology, a cross-media retrieval method will be created to meet users' need, and we attempt to find a method of affective computing The associate editor coordinating the review of this manuscript and approving it for publication was Kathiravan Srinivasan . that is suitable for computers to realize emotional synesthesia intelligence.
In this study, we first proceeded to define emotional similarity scores using a relevance model of multi-dimensional vectors. The affective synesthesia recognition model was then achieved using deep convolutional neural networks based on image-music feature fusion.
Specifically, we combined an emotional music database (500 music clips) and an emotional image database (500 images) to produce 250,000 image-music pairs with emotional labeling based on eight emotion categories from the Hevner Emotion Ring model [4] . The Pearson correlation coefficient (PCC) method and Euclidean Distance (ED) measurement were employed to obtain the emotional similarity of each image-music pair. Image and music features and similarity scores were obtained to form the image-music emotional similarity database. Several machine learning algorithms were applied to build the emotional similarity recognition model. The experiment results show that the optimizing mean squared error rate (MSE) was 0.0075 using deep convolutional neural networks (DCNNs), proving that the model is effective. The benefit of our proposed affective synesthesia recognition model was evaluated by a user study of the recommended image-music pairs. In the evaluation experiment, image-music pairs with a high score of emotional similarity (top 10 pairs of each music clip) were selected as affective synesthesia stimuli, and participants were invited to rate the positive rate at which the pairs are affective synesthesia related.
The main contributions of this work include: (1) We applied emotion as a cue to connect sensory perceptions for developing computer-based synesthetic intelligence. An affective synesthesia database of 250,000 image-music pairs was built. (2) In this work, we set the PCC value and ED value of image and music pairs as the affective synesthesia labeling scores for similarity prediction modeling. Experimental results demonstrated that PCC can achieve lower MSE (Mean Squared Error) value in modeling for similarity prediction than Euclidean Distance measure.
(3) Several machine learning algorithms were compared in cross-media affective similarity mapping. VGG-19 was proved to achieve the best performance in the experiment. And the user evaluation study result indicated the effectiveness of the proposed method. The research roadmap of image-music affective synesthesia-aware model exploration roadmap is presented in Figure 1 .
This paper is organized as follows. Section 2 presents related image-music cross-media studies. Section 3 describes the experiment procedure of building an emotional similarity database, an emotional similarity study using the PCC and ED method, and comparing the model efficiency of different algorithms for emotional similarity recognition. Section 4 presents the results and discussion of the experiments. Finally, section 5 concludes with some directions for further study.
II. RELATED WORK
Currently, some researchers have provided inspiring methodologies in realizing affective synesthesia-aware modeling. Most of the related studies focus on pursuing the better mapping result based on image/music emotion recognition separately. While in some research, image-music feature fusion method was adopted to achieve better accuracy in similarity/correlation score prediction. Moreover, usually some efforts should be put towards the model validation testing, or some user evaluation of the image-music pairs mapping effect was required.
According to the existing literature, the limitation in the existing studies can be concluded in three aspects: (1) cross-media data of synesthesia characters are relatively inadequate; (2) there is a lack of effective synesthesia-aware correlation model for cross-media data mapping; (3) groundtruth user evaluation on synesthesia-aware multimedia system or modeling performance is limited.
Here we briefly summarized the related works in image/ music emotion recognition and reviewed the methodologies in existing works related to affective synesthesia-aware modeling.
A. IMAGE EMOTION RECOGNITION
Image emotion recognition study is conducted with machine learning method based on dataset of multiple image features [6] - [10] . It is transformed in either emotion classification or regression question of image analysis. The main tasks in image emotion recognition can be concluded in two aspects: (1) image feature extraction and processing;
(2) optimal method and algorithm exploration.
In the recent studies, most of works have achieved an accuracy of 60%∼80% in the experimental result, and the modeling algorithm and feature processing approaches have been discussed. Specifically, Zhao et al. applied the principle-of-art based emotion features (HSV features mainly) to achieve about 5% accuracy improvement on classification with IAPS dataset [11] . They also implemented the ImageNet-CNN approach to verify the superiority of CNNs in several image datasets, including abstract painting dataset (279 images), Emotion6(1,980 images) dataset and IESN(1,012,901 images) dataset [12] . You et al. extracted 4,096 dimensional deep visual features on a dataset of 3 million images to obtain an emotion classification accuracy of 60% [13] . In order to leverage the ambiguity and relationship between emotional classes for visual emotion prediction, Yang et al. addressed the question via label distribution learning and constructed a multi-task deep framework by jointly optimizing image emotion classification and distribution prediction [14] . Generally, the current mainstream research method for image emotion recognition is conducted with CNNs approaches to extract deep features and achieve the optimal model.
B. MUSIC EMOTION RECOGNITION
Music is a multimedia carrier of rich emotion, which can be recognized by extracted low-level audio features using various machine learning algorithms [15] .
Yang et al. formulated music emotion recognition as a regression problem to predict the score of arousal and valence of music pieces. SVM was employed as the regression approach. The R 2 statistics is 58.3% for arousal and 28.1% for valence [16] . Huq et al. presented a systematic study aiming to maximize the prediction performance of automated music emotion recognition study. They considered different algorithms for feature selection and model training, and they also pointed out the limitation of scale of database and highlevel music features exploration that restricting the development of music emotion recognition research [17] . Malik et al. studied music emotion recognition based on convolutional (CNN) and recurrent neural networks (RNN) to evaluate ''MediaEval2015 emotion in music'' dataset. The experiment result achieved an RMSE of 0.202 for arousal and 0.268 for valence, which is the best result obtained on this dataset [18] . A variety of DCNNs methods were applied in music emotion recognition to achieve the optimal result comparing to conventional machine learning algorithms [19] , [20] .
A majority of existing research were conducted with the classification approaches to identify the music emotion class. While the others applied regression method to predict the score of emotion strength or level expressed in specific music pieces.
C. CROSS-MEDIA AFFECTIVE SYNESTHESIA MODELING
The implicit relationship between image and music multimedia data is beyond the semantic dimension in the real world. Color-music [21] , lighting-music [22] , environmentemotion [23] , and image-music [6] , [24] , [25] can trigger the human experience of synesthesia. The exploration of imagemusic cross-media correlation should change the perspective of general cognition. Moreover, these approaches can be used in multimedia creation applications, such as music composition [26] , [27] , multimedia retrieval [28] , video generation [29] , [30] , and multimedia recommendation. Consequently, we introduce the cross-media synesthetic perception of emotional similarity as a new way of thinking.
In existing studies, great efforts have been made to develop cross-media computing, including information retrieval and multimedia generation [26] , [31] . However, studies on image-music cross-media computing are limited. In this section, we summarize some classic methods in this domain.
There are briefly three aspects that should be considered in the related studies: (1) cross-media feature selection;
(2) machine learning approaches, (3) similarity measurements or middle-media selection. Some researchers have used low-level features of images and music data as the input for modeling of synesthesia, whereas in most studies, they primarily transferred multimedia data to high-level semantic labels and explored the correlation of crossmodalities. In earlier studies, Li et al. extracted low-level features from images and music and mapped them using similarity metrics to bridge image and music synesthesia relevance, in order to bridge human hearing and vision in multimodal data retrieval. Specific music MFCC (Mel Frequency Cepstral Coefficient) features and image features of color and texture were extracted to form the dataset. They queried music using images by sorting the similarity results of comparison metrics, including histogram intersection, Minkowski distance, quadratic distance, Kullback-Leibler divergence, Jeffrey divergence, Mahalanobis distance, earth mover's distance, Kolmogorov-Smirnov, and match distance [6] . Zhang et al. explored image-music cross-media retrieval via the emotional correlation. The DE-support vector machine (SVM) ensemble method was applied to predict the emotional label and intensity of image and music data respectively, and the retrieval system was developed to recommend affective images with ranking results for music input according to the level of similarity of the main emotion [4] . Later, deep learning methods were taking into consideration. Jiang et al. proposed a real time text-image cross-media retrieval method based on deep learning and on a large amount of image features, achieving high precision and efficiency, indicating the potential of a deep learning approach [32] . Guo et al. conducted cross-media analysis exploits based on multimodal social data, including text, images, and voice, aiming at discover and understand the knowledge, such as stress and emotion. They proposed a novel unsupervised method cross autoencoder (CAE) for cross-modality element-level feature learning. The performance of crossmedia learning was evaluated in a four-category classification task, including true positive, false negative, false positive, and true negative. A convolutional cross autoencoder was used to achieve good accuracy [33] .
Moreover, researchers found great potential in developing various applications by using cross-media understanding models. Hsiao et al. explored lighting and music matching mechanism based on emotion analysis for exploring the stage lighting regulations requirements in industry. A support vector regression model was trained to construct the simulation between the two modalities via music emotional strength and genre analysis, and an intelligent lighting control system was developed based on the methodology [22] . Zhao et al. proposed an effectiveness method to musicalize images based on their emotions. They extracted visual features to recognize image emotions inspired by the concept of principles-ofart [34] . Yoo et al. set affective icons for songs based on music emotional content analysis. They developed a system realizing music emotion visualization from icon appearance generation. The system was built to enhance the efficiency of music collection management [35] . Since it is difficult to select the music from large scale of datasets to meet user preference, Sasaki et al. presented an affective music recommendation system using an affective image input to construct a personal music listening experience that can best match users' mood [36] . Wu et al. bridged music and image data via a cross-modal ranking analysis, aiming to explore the method of music-image intelligent matching. They constructed a benchmark dataset of more than 45,000 musicimage pairs for the experiment. Suitable semantic representations of music and images for a matching task were investigated, and the semantic similarity was learned using a cross-modal ranking analysis, achieving 91.5% consistency with human annotation [37] . Su et al. set the goal to create a pleasant browsing atmosphere by developing an audiovisual presentation system namely PhotoSense based on the relationship analysis between emotion and media contents. They designed a sequence matching algorithm to associate music and photo by maximizing similarity in the emotion space. It was proven to be effective in enriching the experience of browsing [39] . Tzirakis et al. applied ResNet-50 to extract features and propose an emotion recognition system using speech and visual data. The proposed system was then trained in an end-to-end manner. The prediction result of spontaneous and natural emotions significantly outperformed the traditional approaches based on handcrafted features in the RECOLA database [40] . Chakraverty et al. were aiming to propose a fresh perspective for generating recommendations for e-commerce websites. A Cross-Domain Recommendation (CDR) system that can promote products cross-selling and revenues were developed. An emotion-based CDR scheme was explored using the movie and book domains as a case study. Experimental results on Movielens and Bookcrossing datasets indicated that the F1-measure score of proposed approach is 77.1% better than existing semantic clustering-based approach [41] . To summarize, in existing cross-media data analytics, studies have mainly focused on venue semantic modeling to bridge crossmedia understanding and retrieval [38] ; the computer model of empirical sensing in cross-media settings to simulate synesthesia remains to be explored. The related works of cross-media synesthesia study are listed in Table 1 .
Generally, the related studies differ in various aspects, including datasets differentiation, culture background, application goal and annotation difference. Consequently, some universal questions have raised in this field, and they also bring new opportunities for our work. Here, the experiment conducted in this work aims to build a synesthesiaaware mapping model between image and music in terms of emotion similarity. The affective synesthesia-aware modeling was trained by VGG-19 based on the image-music feature fusion database. In our review of the related works, the study of Gaurav Verma is the closest one to our work [42] , in which they explored the cross-modal relationship from the perspective of emotion. However, there are several characteristics of the experiment in this study:
(1) The datasets are collections of Chinese folk music and Chinese folk images, so that it maintains the consistency of the culture background for perception;
(2) The emotion of image and music were annotated with Hevner Emotion Ring model with eight emotion categories, which presented the emotion in a more comprehensive and detailed manner to analyze the similarity;
(3) A comparison of emotion similarity approaches was made between PCC and ED method, in order to investigate which metric has better performance in similarity mapping;
(4) An original database of image-music pairs with emotion similarity annotation was constructed in this study.
In view of the methods in related studies, we applied deep learning approach to train an optimal model on an imagemusic database with similarity metrics. Moreover, a groundtruth user evaluation was made to verify the effectiveness of recommendation results.
III. EXPERIMENTS A. MUSIC AND IMAGE EMOTION LABELING EXPERIMENT
In this experiment, we collected 500 images and 500 music clips (each lasting for 30 second in.wav format, with a sampling rate of 16 kHZ) [4] to construct an emotional music and image dataset. Examples of affective images are shown in Figure 2 .
The music emotion database and image emotion database were constructed in the previous study [4] . A brief introduction about the database construction is described as follows.
The music and image files were collected based on the following principles:
• Chinese folk music/image development timeline. Music from different Chinese dynasties were collected;
• Music played by traditional Chinese instruments were collected;
• Music/images created in different land region in China were collected.
1) CHINESE FOLK MUSIC EMOTION DATABASE
580 music songs were collected in the experiment. A clip of 30 second was selected from the music songs. And music and images in the databases were labeled with Hevner Emotion Ring model [43] . The original songs were obtained from music albums and internet. All the songs were transformed to be .wav format for further analysis. A total of 5 music major students were invited to complete the pre-segment work for the music database. They selected a clip of 30 seconds which presents the main emotion from each song. At last, 500 valid music clips were collected to form the music database.
2) CHINESE FOLK IMAGE EMOTION DATABASE

3) MUSIC/IMAGE EMOTION LABELING EXPERIMENT
Hevner Emotion Ring Model: The music and image datasets were annotated based on the Hevner Emotion Ring model, which describes emotion based on eight categories, namely, Vigorous, Dignified, Sad, Dreaming, Soothing, Graceful, Joyous, and Exciting (Figure 3) .
Thus, the emotion vector of images and music can be presented as:
where x i and y i correspond to vigorous, dignified, sad, dreaming, soothing, graceful, joyous, and exciting, respectively, for image and music emotional characters. The participants were requested to rate the affective multimedia stimuli on a scale of 0-10 in eight categories according to the emotion intensity. The average scoring of each multimedia piece will be the final emotion annotation. Emotion Labeling Experiment: The collection of 500 music clips is divided into 10 groups for emotion labeling experiment. Then, 50 participants (aged from 20 to 61) are invited to annotate the music clips with Hevner Emotion Ring model in 8 categories: (Vigorous, Dignified, Sad, Dreaming, Soothing, Graceful, Joyous, and Exciting). They rated each clip from a scale from 0 to 1 for each emotion class. A music clip can be described as the emotion vector of (0, 0.1, 0, 0.3, 0.2, 0.2, 0.9, 0.7), which is corresponding to Vigorous, Dignified, Sad, Dreaming, Soothing, Graceful, Joyous, and Exciting. The image emotion labeling experiment is conducted in the same procedure as music emotion labeling experiment.
B. IMAGE AND MUSIC MULTIPLE FEATURES EXTRACTION
Music and image features were extracted to form the fusion database for exploration of affective synesthesia modeling.
• Image features of HSV (64 dimensions) were extracted using OpenCV. HSV features are image color features of Hue, Saturation and Value, which have good performance in high-level semantic classification in existing affective computing and multimedia cross-model retrieval studies [6] , [22] , [26] .
• Music features were extracted using OpenSMILE, including MFCC (52 dimensions), flux (four dimensions), centroid (four dimensions), and spectrum roll-off (four dimensions). The specific information regarding feature types is presented in Table 2 .
C. IMAGE-MUSIC EMOTION SIMILARITY EXPLORATION
There are several similarity metrics in similarity evaluation, including PCC, COS, ED and MSD [44] , [45] . While Pearson Correlation Coefficient (PCC) and Euclidean Distance measure are popular similarity measures for multi-dimensional vectors, which are correlation-based prediction scheme to evaluate the correlation between two multimedia files. They are shown to perform well in existing studies, so that it provides promising method for affective correlation exploration in this study [44] - [47] . Here we set the PCC value and ED value of image and music pairs as the affective synesthesia labeling for similarity prediction modeling. 
1) PEARSON CORRELATION COEFFICIENT
PCC value was calculated to obtain emotional similarity scores based on the emotion vector image i and music m of the image-music pairs. In statistics, the PCC is a method used to measure linear correlation between two variables. The value of the PCC lies on a scale of (−1 to 1), where 1 represents total positive linear correlation and −1 represents no linear correlation [44] . Therefore, PCC value can evaluate the similarity between two multimedia files. In this experiment, the image and music files were all labeled with Hevner Emotion Ring model, so they have the common labeling items for PCC similarity measurement.
The PCC for image i and music m emotion vectors was calculated as follows [44] :
In which, r i,k and r m,k are set as the emotion annotation scores of image and music files, while r i and r m are the average scores of image and music files. And I = I i ∩ I m denote the emotion class items annotions of image i and music m.
2) EUCLIDEAN DISTANCE
Euclidean Distance is used to describe the distance between two vectors in n-dimensional space [46] , [47] . For image emotion vector i and music emotion vector m, the Euclidean Distance between them is:
Experimental results on the image-music affective synesthesia dataset demonstrated that PCC can achieve lower MSE (Mean Squared Error) [48] value in VGG-19 modeling for similarity prediction than Euclidean Distance measure, see Table 3 . MSE is an important metric that indicates the accuracy of prediction model.
In which, α k is the observed value of image-music affective similarity, β k is the predicted affective similarity value, and MSE can exhibit the difference between them. In this experiment, Hevner Emotion Ring model is applied in annotation, rather than the arousal-valence model, for that the multi-categorical approach can describe multimedia artwork in a multi-dimensional way, which is conducive to similarity score computing using PCC method.
D. IMAGE-MUSIC AFFECTIVE SYNESTHESIA MODELING
Then we transformed the affective synesthesia question into an exploration of emotional similarity recognition using image-music cross-modalities. In the real world, visual stimuli image will strike a chord with the music appreciation, while affective music will color the scene in visual perception.
In this study, we used Python to build an algorithm model with 10-fold cross-validation. In the experiment, five algorithms were implemented for the regression of emotional similarity score, including LibSVM, Liblinear [49] , RBFNetwork, RandomTree [50] , and VGG-19. An introduction to the optimal method applied in this study is presented below.
1) AFFECTIVE SYNESTHESIA MODELING BASED ON VGG-19
Convolutional neural network (CNN, or ConvNet) is a class of deep neural networks, most commonly applied to analyzing visual imagery. CNNs are regularized versions of multilayer perceptrons. Multilayer perceptrons usually refer to fully connected networks, that is, each neuron in one layer is connected to all neurons in the next layer. The ''fullyconnectedness'' of these networks makes them prone to over fitting data. Typical regularization methods include adding some form of magnitude measurement of weights to the loss function. However, CNNs take a different approach toward regularization; they take advantage of the hierarchical pattern in data and assemble more complex patterns using smaller and simpler patterns.
In this study, we implemented VGG-19 to train the regression model for affective similarity prediction. VGG-19 is proved to be feasible in the large-scale multimedia recognition [51] . Its architecture is constructed with small convolution filters, but it can achieve a good performance by 16-19 weight layers. The VGG-19 network construction process is shown in Table 4 . Soft-max layer is the final layer and ReLU is applied as the activation function in hidden layers. Figure 4 illustrates the architecture of the framework of the proposed method in this work. VGG-19 is introduced to extract multimodal features of the affective images. First, the size of each image was reset to 224 × 224 pixels before the training process. We then used networks pre-trained weight of VGG-19 to extract the multimodal features. The output vector of VGG-19 had the size 1 × 1000. This was reduced to a 512-dimensional feature vector using a fully connected network as the neural network input in the next step. We used the OpenSmile [52] Python audio processing tool to extract music features manually, including MFCC (400-dimensional) and spectral roll-off (112-dimensional). The feature vector was further fed into a fully connected network, which has 16 fully connected layers. We then proceeded to use 1024-dimensional features and the normalized correlation value to train the fully connected network for 59 epochs. In the 16-layer fully connected network, activation functions of the other layers are ReLU to prevent the gradient from disappearing or exploding. Specifically, sigmoid (mapping the result to 0-1) is applied as the activation function in the output layer.
2) IMAGE AND MUSIC FEATURE EXTRACTION
VGG-19 was applied to extract 512-dimensional image features from each image and 512-dimensional audio features from each music clip to form 250,000 image-music pairs. The database was randomly divided into 225,000 pairs for the training set and 25,000 pairs for testing set.
3) AFFECTIVE SIMILARITY PREDICTION MODELING
As shown in Figure 4 , a 16-layer fully connected network was introduced to predict similarity after image-audio feature training. All activation functions in the FCNN were ReLU to prevent gradients from disappearing or gradients exploding.
During the training process, the MSE was set as a loss function and Adam was set as the optimizer. The detailed comparison results of different algorithms are presented in Table 4 . LibSVM, RBF, LibLinear, and RT were applied to build prediction model based on the fusion database of features extracted by OpenCV. In the comparison of results, DCNNs had the best performance, achieving an MSE of 0.0075. According to this experiment, the emotional similarity can be recognized efficiently by DCNNs. And the detailed information regarding the feature extraction process using VGG-19 is shown in Table 5 .
E. IMAGE-MUSIC AFFECTIVE SYNESTHESIA RETRIEVAL RESULT
By employing the synesthesia-aware model, the most similar affective images for a target music clip can be retrieved. An example of the recommended images selected from the top 10 affective synesthesia image-music pairs are presented in Figure 5 , and the affective synesthesia image-music pairs can be viewed via the submitted attachment.
F. SYNESTHESIA-AWARE MODELING RESULTS EVALUATION
In order to examine the affective synesthesia effect thoroughly with ground truth evidence, we selected the top 10 pairs for each music clip that was recognized as the best accordance in emotional similarity predicted using this method. A total of 5,000 image-music pairs (with a PCC score >0.9) were selected as experimental stimuli. A user study was arranged to test whether people agree with the recommended pairs such that they can trigger their affective synesthesia perception. Twenty participants (aged from 22 to 36 years; 10 female/10 male) were invited to participate in the experiment. (1) Step 1: Synesthetic stimuli The top 10 affective synesthesia pairs of image-music for each music clip were selected. Finally, a total of 5,000 pairs were obtained as synesthetic stimuli.
(2) Step 2: Affective synesthesia stimuli presentation Each stimulus pair was shown on the computer screen for 10 seconds, and there was a 5-second break between the presentations of the two stimuli.
(3) Step 3: Affective synesthesia level rating Twenty volunteers participated in the rating experiment. They were requested to rate a group of image-music pairs on a scale from 0 to 5 according to the level of affective synesthesia they perceived, indicating a higher value if the pair had an affective synesthesia effect. The rating experiment for each volunteer lasted for approximately 70 minutes in annotation for one group of image-music pairs, each group contains 250 image-music pairs. And each volunteer rated three groups. Thus, each pair was labeled by three annotators to obtain an average score as a more objective annotation for statistical analysis.
In the further analysis, the overall average score of the positive rate given by participants is 3.93. The distribution map of image-music pairs' rating results is presented in Figure 6 . By analysis, the medians score is 4.03, and the skewness value is −0.91. The standard deviation value is calculated as 0.71, while the maximum score of all the ratings is 5 and the minimum score is 1.67. The detailed analysis of the annotation scores is presented in Table 6 .
Consequently, this method was tested with user evaluation study and the results have indicated the feasibility of this approach. The results of the synesthesia rating experiment for imagemusic pairs demonstrate that the recommended pairs have a positive effect in inducing a cross-sensory affective feeling.
IV. RESULTS AND DISCUSSION
In this study, we investigated the possibility of image-music synesthesia sensing by utilizing music and image feature fusion. Synesthesia-aware modeling can be explored based on cross-modal emotional similarity cues. Our experimental results have demonstrated that DCNNs can be trained to efficiently map between audiovisual fusion features and image-music emotion similarity. This study offers the possible approach of giving a computer the ability to perceive cross-media synesthesia. In the experiment, the emotional similarity scores were obtained using the PCC. The model does well in predicting cross-media emotion similarity based on the dataset of 250,000 image-music pairs. The results of the recommended synesthesia image-music pairs are satisfied in the retrieval experiment, which demonstrates the effectiveness of this approach.
DCNNs have greatly improved the results of multimedia pattern recognition in various ways [26] , [27] . The affective computing domain also has benefited with the advent of DCNNs. However, it is uncertain whether DCNNs can outperform a hand-crafted multimedia feature set using traditional machine learning methods. Considering this, the prediction results obtained by LibSVM, RBF, Liblinear, and RT based on the hand-crafted image-music fusion features were compared with those obtained using the DCNNs algorithms. Among all methods, the DCNNs achieved the lowest MSE for the best performance, indicating the great potential of our method.
During the DCNNs training process, the learning rate is appropriately reduced when the loss value of the MSE becomes stable (lr = lr × 0.2). The final optimal value achieved after 59 epochs of training was 0.0075, see Figure 7 .
In the existing literature, studies related to computer synesthesia are limited. Meanwhile, multimodal media data fusion is being adopted increasingly by researchers in computer sensing development, and affective computing performance has been greatly improved in recent years. Many studies have presented that multimedia emotional characters can be recognized with outstanding efficiency and accuracy, which has established the foundation of generating the image-music emotional similarity value for synesthesia-aware modeling.
We also found that the specific mechanism of harmony perception in multimedia combinations should be investigated systematically. The improvement of emotional similarity recognition for synesthesia modeling and the assumption of the harmony perception method will be our research focus in further studies.
V. CONCLUSION AND FUTURE WORK
Images can trigger musical echo; a picture will come to mind with a melody. Synesthesia may be an expansion or enhancement of cross-modal multimedia processing in human cognition. Consequently, there may be a mapping relationship between cross-modal multimedia contents inherent in their feature symbolism. Apart from synesthetes, the average person has a superior understanding of affective synesthesia with respect to music and image perception. To explore this, we predicted that emotion could be a trigger of affective synesthesia between music and images.
In this study, we presented a cross-modal synesthesiaaware model based on image-music emotional similarity analysis. A unique affective synesthesia database of 250,000 image-music pairs was constructed in the experiment. Multiple features of the music and images were extracted for pattern recognition. The affective similarity score was obtained using the PCC method. Several machine learning approaches were utilized in the exploration of modeling, including LibSVM, Liblinear, RBFNetwork, RandomTree, and VGG-19. Among all the algorithms, VGG-19 achieved the best performance, with an MSE of 0.0075. This result suggests that we can develop a basic synesthetic ability for computers. The result of the experiments indicates that the computer synesthetic perception result is concordant with users' assessment results to a certain extent.
In further studies, we will conduct synesthesia-related experiments and several aspects of pattern exploration. First, a cross-modal synesthesia-aware retrieval system can be developed to verify the model. Second, we will perform the methodology on more relevant image-music datasets, and a larger database of synesthesia image-music pairs will be built for model optimization. Finally, the form of cross-sensory similarity will be examined using the methods of interdisciplinary studies, extending synesthesia intelligence research to a broader scope, encompassing not only image-music pairs, but a complex cross-sensory mixture of touch, smell, vision, and hearing. The effectiveness of synesthesia recognition modeling is largely reliant on the similarity of exploration with respect to understanding the perceptual nature of synesthesia and decomposing the feature-level correlation in synesthesia stimulation mechanisms.
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