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1. Introduction
The Kerr spacetime is one of the most important exact solutions to the Einstein vacuum
equations. Its relevance stems from the uniqueness theorems for black holes which state
that under rather general conditions the Kerr spacetime is the only asymptotically flat,
stationary, vacuum black hole solution —see e.g. the introduction of [19] for a critical
review of the issue of black hole uniqueness and the involved assumptions. Although, the
Kerr spacetime is very well understood from a spacetime perspective, the same cannot
be said if one adopts a 3+1 point of view —which would be the case if one tries to
numerically calculate the spacetime from some Cauchy initial data.
As soon as one moves away from a 3+1 gauge which is adapted to the stationary
and axial symmetries —which can occur in some applications, in particular in numerical
ones— an analysis of the Kerr spacetime and initial data sets thereof becomes very
complicated. The explicit nature of the Kerr solution makes it tempting to perform
detailed calculations in order to, say, verify a particular property of the spacetime. This
approach usually leads to very lengthy expressions which can be very hard to analyse.
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In a sense one could say that exact solutions contain too much information. In this case
it can be more convenient to adopt more abstract approaches and, accordingly, it may
prove useful to have at hand a characterization of Kerr initial data.
The question of providing an invariant characterization of initial data sets for the
Schwarzschild spacetime has been addressed in [28, 16]. In particular, the analysis of [16]
provides an algorithmic characterization of Schwarzschild data. That is, a procedure is
provided to verify whether a given initial data set for the Einstein field equations will
render a development which is isometric to a portion of the Schwarzschild spacetime.
One of the most important algebraic properties of the Kerr spacetime is that its
Weyl tensor is of Petrov type D. The close relation between vacuum spacetimes with a
Weyl tensor of Petrov type D and Killing spinors has been exploited in [17] to provide
a characterization of initial data sets whose developments will be of Petrov type D.
This characterization relies on one being able to decide whether a set of overdetermined
partial differential equations has solutions for a given initial data set. Accordingly, such
a characterization is not algorithmic. Although not explicitly stated in [17], from that
analysis it should be possible to obtain a characterization of Kerr initial data by adding
some global conditions.
The characterization of initial data sets discussed in [28, 16, 17] has followed the
general strategy of starting from a given tensorial (respectively, spinorial) spacetime
characterization of the class of spacetimes under consideration. Necessary conditions on
the initial data set are obtained by performing a 3+1 decomposition of the spacetime
characterization. Given a set of necessary conditions on the initial data, it is then
natural to address the question of sufficiency. This is, usually, the most challenging part
of the procedure as one has to discuss the evolution of complicated tensorial objects.
The idea behind this is to show that if the necessary conditions are satisfied on some
open subset of the initial hypersurface, then one can —possibly, under some additional
assumptions— recover the spacetime characterization on the development of the open
subset on the initial hypersurface from which one started.
In this article a particular characterization of Kerr initial data is addressed. Our
starting point is a certain spacetime characterization of the Kerr spacetime given in
[21, 22]. This characterization was developed with the aim of providing an alternative
way of proving the uniqueness of Kerr spacetime among the class of stationary,
asymptotically flat black holes. This expectation has been recently fulfilled in [19],
where a proof of the uniqueness of Kerr which does not make assumptions on the
analyticity of the metric has been given. At the heart of the spacetime characterization
given in [21, 22] —cfr. theorem 3— is a certain tensor, the Mars-Simon tensor, whose
construction requires the existence of a timelike Killing vector. The Mars-Simon tensor
is a spacetime version of the Simon tensor, a tensor, defined in the quotient manifold
of a stationary spacetime, which characterizes the Kerr spacetime —see [27].
Following the general strategy for the construction of characterizations of initial
data sets out of spacetime characterizations, necessary conditions for Kerr initial data
are deduced from a 3+1 splitting of the Mars-Simon tensor. Accordingly, one assumes
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that the spacetime one is working with has a timelike Killing vector. This requirement
can be encoded in the initial data by requiring that the data has a suitable Killing
initial data (KID). The Mars-Simon tensor has the same symmetries as the Weyl tensor,
and hence its 3+1 decomposition can be given in terms of its electric and magnetic
parts. In order to discuss the propagation of the Mars-Simon tensor we make use
of a framework for discussing the propagation tensorial fields using superenergy-type
tensors —this framework has been discussed in e.g. [4]. It should be pointed out that
the characterization discussed in this article is not algorithmic. That is, like the one
for type D initial data discussed in [17] it depends on being able to decide whether a
certain overdetermined system of partial differential equations admits a solution.
The article is structured as follows: in section 2 our main conventions are fixed and
relevant aspects of the 3+1 formalism are discussed. Section 3 discusses the properties
and causal propagation of Weyl candidates —i.e. tensors with the same symmetries of
the Weyl tensor. Section 4 is concerned with the properties of the Mars-Simon tensor.
Section 5 discusses the causal propagation of the Mars-Simon tensor. Section 6 applies
the previous discussion to the construction of a characterization of Kerr initial data.
Our main result is provided in theorem 6. In section 6.1 we particularize to the case of
the Schwarzschild spacetime, where, with the aim of the results of [16] it is possible to
obtain an initial data characterization which is algorithmic. Some concluding remarks
are provided in section 7. Finally, some technical details, too lengthy to be presented
in the main text are presented in the appendix A.
All the tensor computations of this paper have been performed with the software
xAct [23]. xAct is a suite of MATHEMATICA packages which has among its many
features the capability to efficiently canonicalize tensor expressions by the use of powerful
algorithms based on permutation group theory [24]. Currently no other software, either
free or commercial, is capable to handle the tensor computations needed in this paper.
2. Preliminaries
Let (M, gµν) denote a smooth orientable spacetime. The following conventions will
be used: plain Greek letters α, β, γ, . . . denote abstract indices and boldface Latin
characters a, b, c, . . . will be used for component indices. The signature of the metric
tensor gµν will be taken to be (−,+,+,+), while Rµναρ, Rµν = Rαµαν andWαβµν denote,
respectively the Riemann, Ricci and Weyl tensors of gµν . The tensor ηαβσν is the volume
element which is used to define the Hodge dual of any antisymmetric tensor —denoted
by attaching a star ∗ to the tensor symbol. Sometimes we will need to work with
complex tensors in which case the complex conjugation of a tensor is denoted by an
overbar. The operator L~u symbolizes the Lie derivative with respect to the vector field
uµ.
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2.1. The orthogonal splitting
Let nµ be a unit timelike vector, nµnµ = −1 defined onM. Then any tensor or tensorial
expression can be decomposed with respect to nµ and the way to achieve it is the essence
of the orthogonal splitting (also known as 3+1 formalism) which is described in many
places of the literature —see e.g. [11, 12]). We review the parts of this formalism needed
in this work. The spatial metric is defined by hµν ≡ gµν +nµnν and it has the algebraic
properties hµµ = 3, h
σ
µ hσν = hµν . We shall call a covariant tensor Tα1...αm spatial with
respect to hµν if it is invariant under h
µ
ν i.e. if
hα1β1 · · ·h
αm
βm
Tα1···αm = Tβ1···βm, (2.1)
with the obvious generalization for any mixed tensor. This property implies that the
inner contraction of nµ with Tα1...αm (taken on any index) vanishes. The orthogonal
splitting of a tensor expression consists in writing it as a sum of terms which are tensor
products of the unit normal and spatial tensors of lesser degree —or the same degree in
which case the unit normal is absent.
In order to find the orthogonal splitting of expressions containing covariant
derivatives we need to introduce the spatial derivative Dµ which is an operator whose
action on any tensor field T
α1...αp
β1...βq
, p, q ∈ N is given by
DµT
α1...αp
β1...βq
≡ hα1ρ1 . . . h
αp
ρp
hσ1β1 . . . h
σq
βq
hλµ∇λT
ρ1...ρp
σ1...σq
. (2.2)
From equation (2.2) it is clear that DµT
α1...αp
β1...βq
is spatial.
The results just described hold for an arbitrary unit timelike vector nµ but in our
framework we only need to consider integrable timelike vectors which are characterized
by the condition n[µ∇νnσ] = 0 (Frobenius condition). In this case there exists a foliation
of M such that the vector field nµ is orthogonal to the leaves of the foliation. We shall
denote by {Σt}, t ∈ I ⊂ R, the family of leaves of this foliation and Σ0 is called the
initial data hypersurface —it is assumed that 0 ∈ I. The tensor hµν plays the role of the
first fundamental form for any of the leaves while the symmetric tensor Kµν defined by
Kµν ≡ −
1
2
L~nhµν , (2.3)
can be identified with the second fundamental form. Combining the previous definition
with the Frobenius condition we easily derive
∇µnν = −Kµν − nµAν , (2.4)
where Aµ ≡ nρ∇ρnµ is the acceleration of nµ. By using these quantities one is in
principle able to work out the orthogonal splitting of any tensorial expression. We
supply below the explicit results of calculations which will be needed repeatedly in the
sequel.
• Orthogonal splitting of the volume element:
ηαβγδ = −nαεβγδ + nβεαγδ − nγεαβδ + nδεαβγ. (2.5)
Here εαβγ ≡ nµηµαβγ is the spatial volume element which is a fully antisymmetric
spatial tensor.
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• Orthogonal splitting of an antisymmetric tensor. If Hµν is an arbitrary
antisymmetric tensor then its orthogonal splitting takes the form
Hµν = 2P[νnµ] −Qρε
ρ
µν , (2.6)
where Pµ ≡ Hµνn
ν , Qµ ≡ H
∗
µνn
ν are clearly spatial tensors. It is straightforward
from the previous equation to find an analogous formula for the orthogonal splitting
of H∗µν . If we work with the self-dual part of Hµν , denoted by Hµν and defined by
Hµν ≡ Hµν + i H
∗
µν , (2.7)
then its orthogonal splitting takes the form
Hµν = i ερµνP
ρ − 2P[µnν], Pµ ≡ Pµ + i Qµ. (2.8)
• Orthogonal splitting of the Weyl tensor:
Wµνλρ = 2
(
lµ[λEρ]ν − lν[λEρ]µ − n[λBρ]τǫ
τ
µν − n[µBν]τǫ
τ
λρ
)
, (2.9)
where
Eτρ ≡Wτνρλn
νnλ, Bτρ ≡W
∗
τνρλn
νnλ, (2.10)
denote the Weyl tensor electric and magnetic parts respectively, and lµν ≡ hµν +
nµnν . The tensors Eµν and Bµν are symmetric, traceless, and spatial. Equation
(2.9) also holds for any rank-4 tensor possessing the same algebraic properties as
the Weyl tensor. Such tensors will be designated collectively as Weyl candidates
—see section 3. We can also choose to work with the self-dual Weyl tensor Wµνλρ
which is given by
Wµνλρ ≡
1
2
(Wµνλρ + i W
∗
µνλρ), (2.11)
Using (2.9) and the analogous formula for the orthogonal splitting of W ∗µνλρ one
can obtain an expression for the orthogonal splitting of Wµνλρ
Wµνρλ = 2(lν[λEρ]µ + lµ[ρEλ]ν + i ερλαn[µE
α
ν] + i εµναn[ρE
α
λ] ), (2.12)
where
Eµν ≡ Wµρνλn
ρnλ =
1
2
(Eµν − i Bµν), E(µν) = Eµν , E
ρ
ρ = 0. (2.13)
Again a similar formula to (2.12) holds for any Weyl candidate.
• Let T µ be any spatial vector. Then the orthogonal splitting of ∇µTν is
∇µTν = DµTν − nµ(KρνT
ρ + L~nTν)− T
ρAρnµnν − nνKρµT
ρ. (2.14)
Note that since Tµ is spatial then L~nTν is also spatial.
2.2. The Cauchy problem
We briefly review the standard formulation of the Cauchy problem for the vacuum
Einstein equations. In this formulation one considers a 3-dimensional connected
Riemannian manifold (Σ, hij) —we use small plain Latin letters i, j, k, . . . for the abstract
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indices of tensors on this manifold— and an isometric embedding φ : Σ −→M. The map
φ is an isometric embedding if ∂iφ
µ∂jφ
νgµν = hij where ∂iφ
µ∂jφ
ν realises the pullback,
φ∗, of tensor fields from M to Σ. The metric hij defines a unique affine connection Di
(Levi-Civita connection) by means of the standard condition
Djhik = 0. (2.15)
The Riemann tensor of Di is rijkl and from it we define its Ricci tensor by rij ≡ rlilj
and its scalar curvature r ≡ rii —in Σ indices are raised and lowered with hij and its
inverse hij .
Theorem 1. Let (Σ, hij) be a Riemannian manifold and suppose that there exists a
symmetric tensor field Kij on it which verifies the conditions (vacuum constraints)
r +K2 −KijKij = 0, (2.16a)
DjKij −DiK = 0, (2.16b)
where K ≡ Kii. Provided that hij and Kij are suitably smooth there exists an isometric
embedding φ of Σ into a globally hyperbolic, vacuum solution (N , gµν) of the Einstein
field equations. The set (Σ, hij, Kij) is then called a vacuum initial data set and the
spacetime (N , gµν) is the data development. Furthermore the spacelike hypersurface
φ(Σ) is a Cauchy hypersurface in N .
A statement of this theorem containing precise regularity conditions on hij , Kij is
formulated in reference [20].
Under the conditions of the theorem 1, we may construct a foliation of N with nµ
as the timelike unit vector which is orthogonal to the leaves and, in the above notation,
set Σ0 = φ(Σ). It is then clear that ∂iφ
µ∂jφ
νhµν = hij . Other key properties are
∂iφ
µ∂jφ
νKµν = Kij, ∂iφ
µ∂j1φ
ν1 · · ·∂jqφ
νq(DµTν1...νq) = Di(∂ν1φ
ν1 · · ·∂νqφ
νqTν1...νq).(2.17)
Using these properties and the Ricci identity for nµ one can show that
Eij ≡ ∂iφ
µ∂jφ
νEµν = rij +KKij −KikK
k
j, (2.18a)
Bij ≡ ∂iφ
µ∂jφ
νBµν = ǫ
kl
(i D|kKl|j) . (2.18b)
Another property which is needed later on is the following one: for any spatial tensor
Pα1...αp, p ∈ N with respect to n
µ we have the property
Pα1...αp |φ(Σ) = 0⇐⇒ φ
∗(Pα1...αp) = 0. (2.19)
3. Weyl candidates
Fundamental for our discussion will be tensors of rank 4 having the same algebraic
properties as the Weyl tensor. More precisely, one defines a Weyl candidate as any rank
4 tensor Cαβγδ fulfilling the properties
C[αβ]γδ = Cαβγδ = Cγδαβ , C
α
αγδ = 0, Cα[βγδ] = 0. (3.1)
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From (3.1) we easily deduce that ∗Cαβγδ = C
∗
αβγδ = (1/2)ηγδστC
στ
αβ and indeed C
∗
αβγδ
is also a Weyl candidate. Given a Weyl candidate Cαβγδ, itsWeyl current Jαβγ is defined
by
Jβγδ ≡ ∇αC
α
βγδ. (3.2)
The tensor Jβγδ is trace-free, antisymmetric in the last pair of indices and it has the
property J[βγδ] = 0. From (3.2) we deduce the following identities
∇[αCβγ]µν = −
1
3
ηαβγσJ
∗σ
µν , ∇βJ
β
γδ = R
σρµ
[γ Cδ]σρµ, (3.3)
where J∗σµν ≡ η
ρλ
µν J
σ
ρλ/2. Equations (3.2)-(3.3) have counterparts involving C
∗
µνρσ
which we will not discuss. Also, if we combine (3.2) and (3.3) we get a wave equation
for the Weyl candidate:
∇α∇
αCβγχρ = −2R
α δ
γ [ρ Cχ]δβα − 2R
α δ
χ ρ Cβγαδ + 2R
α
[ρ Cχ]αβγ + 2R
α δ
β [ρ Cχ]δγα
+ηχρλπ∇
πJ∗λβγ + 2∇[χJρ]βγ. (3.4)
The previous considerations hold regardless of whether the Weyl candidate is real or
complex. Indeed, from any real Weyl candidate Cµνρσ we may construct a complex Weyl
candidate Cµνρσ by means of
Cµνρσ =
1
2
(Cµνρσ + i C
∗
µνρσ). (3.5)
A Weyl candidate constructed in such a way is self-dual‡
C∗µνρσ = i Cµνρσ. (3.6)
Reciprocally, if a complex Weyl candidate Cµνρσ fulfils (3.6) then its real part Re(Cµνρλ)
and its imaginary part Im(Cµνρλ) are also Weyl candidates related via
Im(Cµνρλ) =
1
2
ηρλαβRe(C
αβ
µν ), Re(Cµνρλ) = −
1
2
ηρλαβIm(C
αβ
µν ). (3.7)
3.1. The causal propagation of a Weyl candidate
Besides the basic algebraic properties of a Weyl candidate just explained we need to
introduce a further concept which will play a crucial role in the sequel.
Definition 1. Let (M, gµν) be a spacetime and consider a Weyl candidate Cαβµν defined
in the whole of M. We say that the Weyl candidate Cαβµν propagates causally on M
if for any embedded spacelike hypersurface B ⊂ M the condition Cαβµν |B = 0 implies
Cαβµν = 0 on D(B).
Given a set B, a point p ∈ M belongs to the future Cauchy development D+(B) if any
past-inextendible causal curve containing p intersects B. There is a similar notion of
D−(B) and the set D(B) ≡ D+(B)∪D−(B) is called the Cauchy development of B. It is
well-known that the interior of D(B) is globally hyperbolic and since B is an embedded
‡ Note that sometimes the opposite convention is followed in the literature whereby the complex
conjugate of Cµνρσ is given the name of “self-dual”.
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spacelike hypersurface then it will be a Cauchy hypersurface for D(B) —see e.g. [29]
for an elementary introduction to these concepts of causality theory.
The simplest example of a Weyl candidate which propagates causally is the Weyl
tensor Wαβµν of a vacuum spacetime —see e.g. [5]. It is possible to address the causal
propagation of a Weyl candidate by following the general techniques given in [4] —see
also [26]— in which the causal propagation of any tensor is analysed. These ideas are
reviewed next.
An essential object to study the causal propagation of a Weyl candidate is its Bel-
Robinson tensor. Given a real Weyl candidate Cαβγδ, we define its Bel-Robinson tensor
by
Tαβγδ ≡ C
ρ µ
α δ Cβργµ + C
µ ρ
α γ Cβµδρ −
1
8
gαβgγδCµνρλC
µνρλ. (3.8)
The previous definition has been described in a more general framework in [25] as the
superenergy tensor of the Weyl candidate Cαβγδ. In our particular context we prefer to
call this tensor the Bel-Robinson tensor of Cαβγδ in analogy with the Bel-Robinson tensor
constructed outof the Weyl tensor [3]. The Bel-Robinson tensor of a Weyl candidate has
the following properties —see [25] for detailed proofs of points (i), (ii) and (iii); point
(iv) follows by taking the covariant divergence of (3.8) and then using repeatedly (3.2)
and (3.3).
Theorem 2. If Tαβµν is the Bel-Robinson tensor of the Weyl candidate Cαβµν then
(i) T(αβµν) = Tαβµν , T
α
αµν = 0.
(ii) Generalized dominant property: if uµ1 , u
µ
2 , u
µ
3 , u
µ
4 are causal future-directed vectors
then Tαβµνu
α
1u
β
2u
µ
3u
ν
4 ≥ 0. This property admits an alternative formulation: let
E = {eµ0 , e
µ
1 , e
µ
2 , e
µ
3} be any orthonormal frame with e
µ
0 the timelike vector. Then the
following inequality holds
T0000 ≥ |Tabcd|,
where the component indices refer to the frame E.
(iii) Tαβµν = 0⇐⇒ Cαβµν = 0⇐⇒ ∃ a timelike vector uµ such that Tαβµνuαuβuµuν = 0.
(iv) The covariant divergence of Tαβµν is given by
∇αT
α
βγδ = 4J
α σ
(γ Cβ)αδσ − 2J
ασ
(γ Cβ)δασ − gβγJ
ασρCδασρ. (3.9)
Next, we explain how the properties summarized in theorem 2 are useful in the
study of the causal propagation of Cµνρλ. We follow closely [4] in our exposition. Let
D+(B) be the future Cauchy development of a closed achronal hypersurface B and pick
up any event q ∈ D+(B). Furthermore, let J−(q) denote the causal past of the event
q. The set K = J−(q) ∩ D+(B) is compact and it contains the set B˜ ≡ K ∩ B. The
boundary of K is ∂K = B˜ ∪ H+(B˜) where H+(B˜) is the future Cauchy horizon of B˜.
Also, since the interior of D+(B) is globally hyperbolic we deduce that it can be foliated
by a family of spacelike hypersurfaces {Σt}, t ∈ I, where t0 ≤ t ≤ t1, t0 < 0, 0 < t1 and
Σ0 = B. The figure 3.1 shows a schematic view of this geometric construction.
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q
Σ t
B~B
+ ~ 
+D (B)
H (B)
Figure 1. Schematic depiction of the sets B, B˜, D+(B) and H+(B˜) —see the main
text for further details.
Let nµ be the timelike normal 1-form to the leaves of {Σt}t∈I and define the quantity
W (t) ≡
∫
J−(Σt)∩K
Tµναβn
µnνnαnβ dM =
∫ t
0
dt′
(∫
Σt′∩K
Tµναβn
µnνnαnβ dΣt′
)
. (3.10)
Here, dM is the positive measure on the spacetimeM constructed from the volume form
ηµνρσ (any measure defined from a volume form will be understood as positive) and dΣt′
is the measure on the hypersurface Σt′ obtained from its volume form n
µηµνρσ|Σt′ . The
scalar Tµνρλn
µnνnρnλ is called the superenergy density and is everywhere non-negative
—see point (ii) of theorem 2— which entails W (t) ≥ 0. Also, from the definition of
W (t) we get
W ′(t) =
∫
Σt∩K
Tµναβn
µnνnαnβ dΣt =
∫
Σt∩K
Pµn
µ dΣt, (3.11)
where Pµ is defined by
Pµ ≡ Tµνρσn
νnρnσ. (3.12)
Again point (ii) of theorem 2 implies that Pµn
µ is also a non-negative quantity and
hence W ′(t) ≥ 0. Now, according to the Gauss theorem we have∫
J−(Σt)∩K
∇µP
µ dM =
∫
Σt∩K
Pµn
µ dΣt −
∫
B˜
Pµn
µ dB˜ +
∫
H+(B˜)
Pµk
µ d(H+(B˜)), (3.13)
where dB˜ and d(H+(B˜)) denote the measures on the hypersurfaces B˜ and H+(B˜)
respectively induced by the volume forms nµηµνρλ|B˜, and k
µηµνρλ|H+(B˜). In this last
expression kµ is a causal vector which is orthogonal to the null hypersurface H+(B˜),
points outward to K (therefore it is future-directed) and is such that kµηµνρλ|H+(B˜) 6= 0.
Note that these three conditions do not fix the vector kµ univocally. By combining
(3.11) and (3.13) we deduce
W ′(t) =
∫
J−(Σt)∩K
∇µP
µ dM+
∫
B˜
P µnµ dB˜ −
∫
H+(B˜)∩J−(Σt)
P µkµ d(H
+(B˜)). (3.14)
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Now, we need to estimate the right hand side of (3.14). According to point (ii) of
theorem 2, the quantity P µkµ is positive and therefore
0 ≤
∫
H+(B˜)∩J−(Σt)
P µkµ d(H
+(B˜)). (3.15)
On the other hand, if Cαβµν vanishes on B then W (0) = 0 and∫
B˜
P µnµ dB˜ = 0. (3.16)
Next, we set up an orthonormal frame E = {eµ0 , e
µ
1 , e
µ
2 , e
µ
3} with e
µ
0 = n
µ and we consider
the set of components ∇anb in such a frame. Since these are continuous functions we
deduce that in the compact set K the estimate ∇anb ≤ m0, ∀a, b = 0, 1, 2, 3 holds for
some constant m0. Hence
∇aP
a = 3ncndT
cdab∇anb + nanbnc∇dT
dabc
≤ 3m0
3∑
c,d=0
T 00cd + nanbnc∇dT
dabc ≤ 3m0T
abcdnanbncnd + nanbnc∇dT
dabc,
(3.17)
where in the last step, point (ii) of theorem 2 was used. From here, we deduce∫
J−(Σt)∩K
∇µP
µ dM
≤
∫
J−(Σt)∩K
(∇µT
µνρσ)nνnρnσ dM+ 3m0
∫
J−(Σt)∩K
T µνρσnµnνnρnσ dM. (3.18)
Using the above estimates in (3.14) we get
0 ≤W ′(t) ≤
∫
J−(Σt)∩K
(∇µT
µνρσ)nνnρnσ dM+ 3m0W (t). (3.19)
Now it only remains to estimate nνnρnσ∇µT µνρσ and to that end (3.9) is used. The
actual estimate will depend on the particular expression of the Weyl current. For
example, the simplest case arises when Jµνρ = 0 where no further estimates are needed
and Gro¨nwall’s lemma entails
W (t) = 0, t ∈ [0, t1), (3.20)
which in turn implies that the scalar Tµναβn
µnνnαnβ vanishes in K. From the
arbitrariness of q we deduce that the superenergy density is zero in D+(B) and by
a similar argument as the above one can show that this is also the case for D−(B).
Hence point 3 of theorem 2 implies that Cαβµν = 0 on D
±(B). Consequently the tensor
Cαβµν propagates causally whenever the Weyl current is zero.
Remark 1. Point (iii) of theorem 2 entails Cαβµν |B = 0 if and only if
(Tαβµνn
αnβnµnν)|B = 0. Accordingly, the causal propagation of a Weyl candidate
can also be formulated in terms of the vanishing of the superenergy density at the
hypersurface B.
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4. The Mars-Simon tensor
We start this section by recalling some basic background about vacuum spacetimes
possessing a Killing vector —see e.g. [18] for a complete account. Let (M, gµν)
be a vacuum solution of Einstein field equations and let ξµ be a Killing vector,
∇µξν + ∇νξµ = 0. This condition enables us to define a 2-form, the Killing form,
by
Fµν ≡ ∇[µξν] = ∇µξν . (4.1)
Elementary manipulations lead to
∇µFνλ =Wνλµρξ
ρ. (4.2)
The self-dual Killing form Fµν is then
Fµν = Fµν + iF
∗
µν , (4.3)
with F ∗µν = (1/2)ηµνλρF
λρ the Hodge dual of Fµν . From the previous definition it is
straightforward to obtain the property (self-duality)
Fµν = i F
∗
µν . (4.4)
We shall write F2 = FµνFµν . The Killing form is said to be degenerate if F2 = 0.
Other basic algebraic properties of Fµν are
FµρF
ρ
ν =
1
4
gµνF
2, F ρ[µ Fν]ρ = 0, FµνF
µν
= 0. (4.5)
From a Killing vector ξµ we may define its associated Ernst 1-form by
σν ≡ 2ξ
µFµν = −∇νΛ− iΩν , (4.6)
where Λ ≡ ξµξµ is the norm of the Killing vector and Ωµ ≡ ηµνλρξν∇λξρ denotes its twist
form. It is well-known that in a vacuum spacetime σµ is closed —i.e. ∇[νσµ] = 0. Thus
locally —if we are in a simply connected region— there exists a scalar field σ, the Ernst
potential, such that σµ = ∇µσ. The self-dual Weyl tensor and the self-dual Killing form
are related by
∇µFνρ = 2Wνρµαξ
α, (4.7)
a property which is easily obtained from (4.2). Finally, we introduce the tensor Iµνλρ
defined by
Iµνλρ ≡
1
2
(gµλgνρ − gµρgνλ + iηµνλρ) . (4.8)
The tensor Iµνλρ has the obvious symmetries Iµνλρ = I[µν]λρ = Iλρµν . This tensor can
be regarded as a metric in the space of self-dual 2-forms.
We have now all the ingredients to define the Mars-Simon tensor. This is a four-
rank tensor Sµνλρ whose expression is given by §
Sµνλρ ≡ 2Wµνλρ +
6
1− σ
(
FµνFλρ −
1
6
F2Iµνλρ
)
. (4.9)
§ We follow the convention set in [19] of calling this tensor the Mars-Simon tensor. Note however, that
our conventions are slightly different.
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From the previous expression we deduce that in a vacuum spacetime admitting a Killing
vector, the Mars-Simon tensor is determined up to a choice for the Ernst potential. We
make a choice such that σ 6= 1 onM. Our interest in the Mars-Simon tensor lies in the
following result —see [21, 22] for a proof.
Theorem 3. Let (M, gµν) be a smooth, vacuum spacetime with a Killing vector ξ
µ.
Let Fµν denote the associated self-dual Killing form. If there is a non-vanishing real
constant M such that the conditions
F2 = −M2(1− σ)4, (4.10a)
Sµνλρ = 0, (4.10b)
hold on a non-empty N ⊂M then (N , gµν) is locally isometric to the Kerr spacetime.
Condition (4.10a) of theorem 3 can be reformulated in the form
Ξ(M, ~ξ) = 0, (4.11)
where the scalar Ξ(M, ~ξ) is defined for any Killing vector ~ξ and any real constant M by
the expression
Ξ(M, ~ξ) ≡ F2 +M2(1− σ)4. (4.12)
A very important property of the scalar Ξ(M, ~ξ) is that it fulfils the differential equation
∇µΞ = −2F
αβSµραβξ
ρ +
4Ξσµ
σ − 1
. (4.13)
To see it, differentiate both sides of (4.12) and use (4.7) to replace the covariant
derivatives of Fµν . The result is
∇µΞ = −4(F
αβWµραβξ
ρ +M2σµ(1− σ)
3). (4.14)
Next use (4.9) to write Wµραβ in terms of Sµραβ and replace all the occurrences of Iµραβ
by means of (4.8) to obtain
∇µΞ = 2(2M
2σµ(σ − 1)
3 −FαβSµραβξ
ρ) +
F2(−10Fµρ + 2i F∗µρ)ξ
ρ
σ − 1
.(4.15)
We use here (4.4) and (4.6) with the result
∇µΞ = −2F
αβSµραβξ
ρ +
4σµ(F2 +M2(1− σ)4)
σ − 1
, (4.16)
from which (4.13) is deduced.
4.1. Mars-Simon tensor as a Weyl candidate
In [19] it is proved that the Mars-Simon tensor Sµναβ is a Weyl candidate. Furthermore,
it was shown that its Weyl current is a linear function of Sµναβ in which case the wave
equation (3.4) is homogeneous in Sµναβ . The derivation of these results are discussed as
some of the intermediate calculations will be needed in section 5.
Proposition 1. The Mars-Simon tensor is a Weyl candidate.
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Proof. From (4.9) it is clear that S[µν]αλ = Sµν[αλ] = Sαλµν . Using (4.5) one can show
that S ρµρ λ = 0 and therefore the Mars-Simon tensor is traceless. To finish our proof
we need to show that the Mars-Simon tensor fulfils the cyclic identity. To that end we
compute Sµ[νρλ] getting
Sµ[νρλ] =
6
1− σ
Fµ[νFρλ] −
i F2
2(1− σ)
ηµνρλ. (4.17)
The right hand side of this expression vanishes by virtue of the identity
Fµ[νFρλ] =
1
12
i F2ηµνρλ, (4.18)
which in turn is a consequence of the algebraic property Fµ[νFρλ] = F[µνFρλ] and the
fact that in four dimensions F[µνFρλ] is proportional to ηµνρλ.
A direct computation shows that the Mars-Simon tensor is self-dual
Sµνρλ = i S
∗
µνρλ. (4.19)
Therefore Re(Sµνρλ) and Im(Sµνρλ) are then related by duality as explained in section
3:
Im(Sµνρλ) =
1
2
ηρλαβRe(S
αβ
µν ), Re(Sµνρλ) = −
1
2
ηρλαβIm(S
αβ
µν ). (4.20)
Any property of Sµνρλ will admit an equivalent counterpart formulated in terms of either
its real or imaginary part. In particular, this shows that both Re(Sµνρλ) and Im(Sµνρλ)
are Weyl candidates and any of them contains the same information as the original
Mars-Simon tensor.
Proposition 2. The covariant divergence of the Mars-Simon tensor is given by
∇αS
α
βγδ =
1
σ − 1
(
4(F ρ[δ Sγ]βαρ + F
ρ
β Sγδαρ) + 2gβ[γSδ]αλρF
λρ
)
ξα. (4.21)
Proof. To calculate ∇αSαβγδ we start from (4.9) and take the covariant divergence of
Sµνλρ. Next we apply the relations (4.7), ∇µσ = σµ, ∇αW
α
σµν = 0 and ∇αIµνρσ = 0.
Finally we expand all the occurrences of Iµνρσ using (4.8) with the result
∇αS
α
βγδ =
1
2(1− σ)2
(−12FβαFγδσ
α + (i ηβγδασ
α + 2gβ[γσδ])F
2)
+
1
1− σ
((2i ηβγδαW
α
ρ πκξ
ρ + 4gβ[δWγ]απκξ
α)Fπκ − 12F ρβ Wγδαρξ
α) (4.22)
The dependence on the Ernst 1-form can be removed from this expression if we write
σµ in terms of Fµν and ξµ by means of (4.6). The final step is to rearrange the terms in
the resulting expression in order to render it in the form of (4.21). This is accomplished
by using (4.9) to write Wµνλρ in terms of the Mars-Simon tensor, expanding again all
the occurrences of Iµνρσ by means of (4.8) and using (4.5), (4.4) where necessary.
Equation (4.21) enables us to define the Weyl current of the Mars-Simon tensor as
Jβγδ ≡
1
σ − 1
(
4(F ρ[δ Sγ]βαρ + F
ρ
β Sγδαρ) + 2gβ[γSδ]ασρF
σρ
)
ξα. (4.23)
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Since Jβγδ is linear in the Mars-Simon tensor, we conclude —in view of (3.4)—
that Sµνρσ fulfils a homogeneous wave equation. This interesting property was used
in [19] to show that the domain of outer communication of an asymptotically flat
smooth stationary spacetime is, under certain additional conditions, isometric to the
Kerr domain of outer communication —i.e. the uniqueness of Kerr.
Using ∇αS
α
µνρ = Jµνρ together with the self-duality of the Mars-Simon tensor one
deduces
Jµνρ = i J
∗
µνρ =
i
2
ηνραβJ
αβ
µ , (4.24)
that is to say, Jµνρ is also self-dual with respect to the block of indices νρ.
4.2. Orthogonal splitting of the Mars-Simon tensor
In our forthcoming calculations it is necessary to use the orthogonal splitting of Sµνρλ
with respect to a unit timelike vector field nµ. Since Sµνρλ is a Weyl candidate we can
use (2.12) to find such a orthogonal splitting. The resulting split is given by
Sµνρλ = 2(lν[λTρ]µ + lµ[ρTλ]ν + i ερλαn[µT
α
ν] + i εµναn[ρT
α
λ] ), (4.25)
where
Tµν ≡ Sµρνλn
ρnλ. (4.26)
The tensor Tµν is symmetric, spatial and traceless. Alternatively, the orthogonal
splitting of the Mars-Simon tensor can be calculated directly from (4.9). To that end
one needs to find the orthogonal splitting of the different quantities which appear in
(4.9). The orthogonal splitting of Wµνρλ is given in (2.12) and the orthogonal splitting
of Fµν is calculated by means of (2.8) and is given by
Fµν = i ερµνE
ρ − 2E[µnν], (4.27)
where
Eµ ≡ Fµρn
ρ. (4.28)
One also needs the orthogonal splitting of Iµνρλ which is easily calculated from (4.8)
and (2.5) so that
Iµνρλ = hµ[ρhλ]ν + 2n[νhµ][λnρ] + i (n[µεν]ρλ + n[ρελ]µν). (4.29)
We insert relations (2.12), (4.27) and (4.29) into the formula (4.9) and then equal the
resulting expression to (4.25). The result of that is the relation
Tµν = 2Eµν +
2
1− σ
(3EµEν − hµνEαE
α), (4.30)
which shall be used later on. Also needed later on is the relation
F2 = −4EµE
µ =⇒ Ξ(M, ~ξ) = −4EµE
µ +M2(1− σ)4, (4.31)
which is derived from equation (4.27).
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The Killing vector ξµ can be decomposed in the form ξµ = −Y nµ + Y µ where Y ,
Y µ are called the Killing lapse and the Killing shift respectively. We need to find a
formula relating Eµ to Y , Yµ. To that end, we start by taking the covariant derivative
of both sides of ξµ = −Y nµ + Yµ and replace ∇µnν by means of (2.4). The result is
∇µξν = Y (Kµν + Aνnµ) +∇µYν − nν∇µY.
Next we use in this expression the property ∇µY = DµY − nµL~nY and equation (2.14)
to replace ∇µY and ∇µYν respectively yielding
∇µξν = Y Kµν +DµYν + nµnν(L~nY − A
ρYρ)
+ nµ(Y Aν −KνρY
ρ − L~nYν)− nν(KµρY
ρ +DµY ). (4.32)
The antisymmetric part of this expression gives the orthogonal splitting of the 2-form
Fµν which is
Fµν = −Y A[µnν] + n[µDν]Y +D[µYν] − n[µL~nYν]. (4.33)
Also the symmetric part of (4.32) is the Killing condition ∇(µξν) = 0. Explicitly one
has
Y Kµν +D(µYν) + nµnν(L~nY −A
ρYρ) + n(µ(Aν)Y − 2Kν)ρY
ρ −Dν)Y −L~nYν)) = 0,
from which we deduce
L~nYµ = AµY −DµY − 2KµρY
ρ, (4.34)
which renders the relation (4.33) in the form
Fµν = 2n[µKν]ρY
ρ +D[µYν] + 2n[µDν]Y. (4.35)
From this expression we may compute the orthogonal splitting of F ∗µν which is
F ∗µν = εµνβ(K
β
α Y
α +DβY ) + n[µεν]αβD
αY β , (4.36)
where equation (2.5) was used along the way. Inserting equations (4.35) and (4.36) in
(4.3) and applying (4.28) on the resulting expression we deduce
Eµ = KµρY
ρ +DµY −
1
2
i εµνρD
νY ρ, (4.37)
which is the required relation.
5. The causal propagation of the Mars-Simon tensor
In this section a proof of the following result is provided.
Theorem 4. The Mars-Simon tensor Sµνρλ propagates causally.
Proof. According to (4.20) it is enough to show that either Re(Sµνρλ) or Im(Sµνρλ)
propagates causally. We choose to work with the former, so let us set Sµνρλ ≡ Re(Sµνρλ)
and define Lµνλ ≡ Re(Jµνλ). Equation (4.21) entails
∇αS
α
βγδ = Lβγδ. (5.1)
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Hence, Lβγδ is the Weyl current of the Weyl candidate Sµνρλ. To study the causal
propagation of Sµνρλ we follow the general procedure explained in section 3.1. We
denote by Bµνρλ the Bel-Robinson tensor constructed from the Weyl candidate Sµνρλ.
To prove our result, we need to find a good estimate for the quantity nνnρnλ∇µB
µ
νρλ
—see equation (3.19). One can write
nνnρnλ∇µB
µ
νρλ = L
ρνλnµSµρνλ + 4L
µ ν
ρ n
ρnλnαSλµαν , (5.2)
where (3.9) was used. In order to work out the right hand side of equation (5.2) we
calculate the orthogonal splitting of Sµνρλ and Lµνλ with respect to n
µ. The tensors
Sµνρλ and Lµνρ are related to Sµνρλ and Jµνρ by means of the relations
Sµνρσ =
1
2
(Sµνρσ + Sµνρσ), Lµνρ ≡
1
2
(Jµνρ + J µνρ), (5.3)
and therefore their orthogonal splittings can be calculated once those of Sµνρσ and
Jµνρ are known. The orthogonal splitting of Sµνρσ is given in equation (4.25) and the
orthogonal splitting of Jµνρ can be calculated from equation (4.23) given that we know
the orthogonal splitting of all the quantities which appear in the definition of Jµνρ —see
(A.1) and (A.2)-(A.5) in appendix Appendix A.1 for the precise formulae. Inserting
these orthogonal splittings in (5.2) we get
nνnρnλ∇µB
µ
νρλ = 12 Re
[
1
σ − 1
(
EµYµT
ρλT ρλ − 2E
µY νT λ(µ T ν)λ
)]
− 6i εµνρT
λνT
ρ
λ Y
(
Eµ
σ − 1
−
E
µ
σ − 1
)
. (5.4)
Now, using the equations (A.13)-(A.14) of appendix Appendix A.2 we can deduce the
property
Bαµνρ(E
αnνnρY µ−EαnµnνnρY ) = −i εµναE
µT ρνT
α
ρ Y +E
µYµT
αβT αβ−2E
µY νT ρ(ν T µ)ρ,
which when combined with (5.4) yields
nνnρnσ∇µB
µ
νρσ = Re
[
12
1− σ
Bµναβ(E
µnβnνnαY − EµnαnβY ν)
]
. (5.5)
Equation (5.5) is the key to get the required estimate. To obtain it, let us introduce an
orthonormal frame E = {eµ0 , e
µ
1 , e
µ
2 , e
µ
3} with n
µ = eµ0 . Since E
µ, Y µ are spatial vectors
they can be written as a linear combination of the vectors eµ1 , e
µ
2 , e
µ
3 . Therefore, point
(ii) of theorem 2 entails the estimates
Re
[
12
1− σ
BµναβE
µnβnνnαY
]
≤ m1Bµναβn
µnνnαnβ, (5.6a)
−Re
[
12
1− σ
BµναβE
µnαnβY ν
]
≤ m2Bµναβn
µnνnαnβ, (5.6b)
for some scalar continuous functions m1, m2 defined on K. Using these estimates in
equation (5.5) we obtain our final estimate nνnρnσ∇µBµνρσ ≤ m3Bµναβn
µnνnαnβ where
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m3 is the upper bound of m1+m2 in the compact set K and thus (3.19) can be written
in the form
0 ≤W ′(t) ≤ (m3 + 3m0)W (t), ∀t ∈ [0, t1). (5.7)
Since W (0) = 0, then an application of Gro¨nwall’s lemma enables us to conclude that
W (t) = 0, ∀t ∈ [0, t1) which, according to the considerations made at the end of section
3.1 proves the causal propagation.
Remark 2. We stress that the fact that Sµνρλ satisfies a wave equation and the property
(4.21) do not, by themselves, suffice to show the causal propagation of this tensor. If we
impose that Sµνρλ and some directional derivative of this quantity vanish on a spacelike
hypersurface B then using the wave equation and standard results on hyperbolic partial
differential equations allow us to conclude that Sµνρλ vanishes on a neighbourhood of B.
In doing so, extra conditions needed to be imposed so that Sµνρλ is indeed zero in D(B).
This approach leads, in principle, to a weaker result than the one given in theorem 4.
Consider now any vacuum spacetime admitting a Killing vector ξµ and use ξµ to
construct the Mars-Simon tensor Sµνρλ and as above, define its real part Sµνρλ and the
Bel-Robinson tensor Bµνρλ of Sµνρλ. For any unit timelike vector n
µ, define the positive
scalar
Φ(~n, ~ξ) ≡ Bµνραn
µnνnρnα. (5.8)
One can find an explicit expression for Φ(~n, ~ξ) if we use the property —see equation
(A.12) in Appendix A.2—
Bµνραn
µnνnρnα = TµνT
µν
= 4EµνEµν−24Re
[
EµEνEµν
σ − 1
]
−12
∣∣∣∣ EµEµσ − 1
∣∣∣∣
2
+36
∣∣∣∣ EµEµσ − 1
∣∣∣∣
2
, (5.9)
which shows that Φ(~n, ~ξ) can be expressed in terms of Eµν , Eµ and σ exclusively. When
Φ(~n, ~ξ) vanishes on a Cauchy hypersurface, the causal propagation of Sµνρλ entails the
following result.
Theorem 5. Let (M, gµν) be a globally hyperbolic vacuum spacetime and suppose that
M admits a Killing vector ξµ. If there are a Cauchy hypersurface B ⊂ M and a real
constant M such that Φ( ~N, ~ξ)|B = 0 and Ξ(M, ~ξ)|B = 0 where ~N is the unit timelike
normal to B, then M is locally isometric to the Kerr spacetime.
Proof. If Φ( ~N, ~ξ) is zero on B then by (5.8) BµνραNµNνNρNα|B = 0. Therefore,
remark 1 leads us to
Sµνρα|B = 0.
Using that the Mars-Simon tensor propagates causally, one deduces that Sµνρα = 0 on
M. In particular, this implies that (4.13) is rendered in the form
∇µΞ(M, ~ξ) =
4σµΞ(M, ~ξ)
σ − 1
, (5.10)
which can be integrated to yield Ξ = A(1 − σ)4 for some complex constant A. The
condition Ξ(M, ~ξ)|B = 0 implies that A = 0 and hence Ξ(M, ~ξ) vanishes on M.
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Theorem 3 can now be applied and we conclude that M is locally isometric to the
Kerr spacetime.
6. Application: characterization of Kerr initial data
We explain in this section how to use previous results to find conditions which ensure
that the data development of a vacuum initial data set is isometric to a subset of the
Kerr spacetime. The basic idea behind is to express the result of theorem 5 in terms of
conditions on a vacuum initial data set (Σ, hij , Kij).
Theorem 6 (Kerr initial data). Let (Σ, hij, Kij) be a vacuum initial data set and
assume that there exist two scalar fields Y˜ , σ˜, a vector field Y˜j and a real constant M ,
all defined on Σ, fulfilling the following conditions
EjE
j =
1
4
M2(1− σ˜)4, (6.1a)
4E ijE ij − 24Re
[
E iE jEij
σ˜ − 1
]
−
3
4
M4|1− σ˜|6 + 36
∣∣∣∣ E iE iσ˜ − 1
∣∣∣∣
2
= 0, (6.1b)
Dj σ˜ = 2Y˜ KjlY˜
l − 2 i εjml(K
l
k Y˜
kY˜ m + Y˜ mDlY˜ ) + 2Y˜ DjY˜ + 2Y˜
lD[lY˜j], (6.1c)
D(iY˜j) + Y˜ Kij = 0, (6.1d)
DiDj Y˜ + LY˜ lKij = Y˜ (rij +KKij − 2KilK
l
j), (6.1e)
where
Ej ≡ KjkY˜
k +DjY˜ −
1
2
i εjklD
kY˜ l, (6.2a)
Ejk ≡
1
2
(Ejk − i Bjk). (6.2b)
Then the data development (M, gµν) of (Σ, hij , Kij) is locally isometric to an open subset
of the Kerr spacetime.
Remark 3. The conditions (6.1d) and (6.1e) are the Killing initial data (KID)
equations. It is well-known that if both a solution (Y˜ , Y˜i) and the initial data set
(Σ, hij , Kij) are suitably smooth, then the development of the initial data (Σ, hij , Kij)
possesses a Killing vector such that the pull-back of its restriction to Σ coincides with
the given Killing data —see for example, [9, 13], and in particular [8] for an explicit
set of smoothness conditions on the Killing data. Alternatively, if the Killing data is
transversal, that is Y˜ 6= 0, then one can make use of the concept of Killing development
to ensure the existence of a spacetime with a Killing vector associated to the Killing data
under question —see [1]. Again, under suitable regularity conditions it can be shown
that the Killing development always includes the Cauchy development of (Σ, hij , Kij)
—see again [9]: the Killing development is unique and maximal among the class of
spacetimes containing the relevant Cauchy data and a Killing vector with non-closed
orbits; hence, if the Cauchy development has a timelike Killing vector, then it must be
a subset of the Killing development.
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Proof. Let M be the data development of the vacuum initial data set (Σ, hij , Kij) and
let ξµ be the Killing vector mentioned in remark 3. As usual consider a foliation {Σt},
t ∈ I, of M with Σ0 = φ(Σ) and let nµ be the unit timelike normal to the leaves of
this foliation. Let us adopt the formalism and notation explained in section 4 with ξµ
being the Killing vector. Then the orthogonal splitting of ξµ is ξµ = −Y nµ + Y µ. As
explained in remark 3 we have the property
φ∗Y = Y˜ , ∂jφ
µYµ = Y˜j. (6.3)
which combined with equations (6.2a) and (4.37) entails ∂jφ
µ(Eµ) = Ej. The orthogonal
splitting of σµ is calculated on one hand from equation (4.6) using the expressions (4.27),
(4.37) and the property ξµ = −Y nµ + Y µ. The result is
σµ = sµ + snµ, (6.4)
where
s ≡ −2KµνY
µY ν − 2Y µDµY + i εµρνY
µDρY ν ,
sµ ≡ 2Y KµρY
ρ − 2 i εµνρ(K
ρ
α Y
αY ν + Y νDρY ) + 2Y DµY + 2Y
νD[νYµ]. (6.5)
On the other hand, the orthogonal splitting of σµ can be calculated from the relation
σµ = ∇µσ yielding
s = −L~nσ, sµ = Dµσ. (6.6)
Combining the previous equation with the pull-back of equation (6.5) under φ and (6.1c)
we deduce
Dj(σ˜) = Dj(φ
∗(σ)). (6.7)
Upon a suitable choice of the Ernst potential σ, this equation can be integrated on Σ
to give φ∗(σ) = σ˜. Next consider the Mars-Simon tensor Sµνρλ constructed with the
Killing vector ξµ and calculate its orthogonal splitting with respect to nµ —equation
(4.25). Using (4.30) and our previous results, we get
φ∗(Φ(~n, ~ξ)) = φ∗(TµνT
µν
)
=
(
2Ejk +
2
1− σ˜
(3EjEk − hjkElE
l)
)(
2E jk +
2
1− σ˜
(3E
j
E
k
− hjkEmE
m
)
)
. (6.8)
Expanding this product and using conditions (6.1a)-(6.1b) we conclude
Φ(~n, ~ξ)|φ(Σ) = 0. (6.9)
Moreover, equation (6.1a) implies Ξ(M, ~ξ)|φ(Σ) = 0—see (4.31). Thus, theorem 5 applies
and therefore we conclude that (M, gµν) must be locally isometric to an open subset of
the Kerr spacetime.
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6.1. Schwarzschild initial data
Theorem 6 asserts that under certain conditions the development of a vacuum initial
data set is isometric to an open subset of the Kerr spacetime but nothing is said as to
the resulting development being one of the specializations of the Kerr spacetime: the
Schwarzschild solution. In this section we show the form which theorem 6 takes in that
case. This complements previous work of the present authors about the same issue [16].
To state our result we need a preliminary lemma whose proof can be found in [6].
Lemma 1. Let (Σ, hij , Kij) be a vacuum initial data set and assume that there exist a
scalar Y˜ and a vector field Y˜j, all defined on Σ, fulfilling the following conditions
Y˜ D[iY˜j] + 2Y˜[iDj]Y˜ + 2Y˜[iKj]lY˜
l = 0, (6.10a)
Y˜[iDj Y˜k] = 0. (6.10b)
Then there exists an integrable Killing vector ξµ in the data development of (Σ, hij , Kij).
With the aid of this lemma we can now derive conditions guaranteeing that
the development of a vacuum initial data set is isometric to an open subset of the
Schwarzschild spacetime
Theorem 7 (Schwarzschild initial data). Let (Σ, hij , Kij) be a vacuum initial data
set and assume that there exist two scalar fields Y˜ , σ˜ and a vector field Y˜j, all defined on
Σ, fulfilling the conditions of theorem 6 with (6.1d)-(6.1e) replaced by (6.10a)-(6.10b).
Then the data developmentM is locally isometric to an open subset of the Schwarzschild
spacetime.
Proof. The first step in the proof of this theorem is to use lemma 1 to show that the data
developmentM admits an integrable Killing vector ξµ . The remaining part of the proof
follows the same pattern as that of theorem 6 and therefore we reach the conclusion that
M is isometric to an open subset of a specialization of the Kerr spacetime possessing an
integrable Killing vector which, as is well known, is the Schwarzschild spacetime.
Remark 4. It is worth recalling that the analysis of [16] has provided an explicit formula
for a timelike KID candidate in terms of concomitants of the initial data (hij , Kij).
Hence, a combination of theorem 7 with the such timelike KID candidate renders an
algorithmic characterization of Schwarzschild initial data alternative to the one given in
[16].
7. Conclusions
The main result obtained in this article, theorem 6 provides a characterization of
initial data for the Kerr spacetime by first requiring that a set of overdetermined
elliptic differential equations —the KID equations— admit a solution; and then in turn
requiring that certain objects constructed out of the solutions to the KID equation
satisfy very particular relations. This characterization fails to be algorithmic in two
ways. First, it is in practise a non-trivial problem to verify whether a certain initial
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data set admits a KID or not. A pointwise procedure for doing this has been discussed
in [2]. Alternatively, one could resort to a non-time symmetric generalization of the
geometric invariant characterizing static time symmetric initial data sets constructed
in [10] —which requires solving a fourth-order elliptic partial differential equation. In
any case —and this leads to the second way the result fails to be algorithmic— even if
one could ascertain the existence of a KID on the initial data, one requires to know the
KID in an explicit manner in order to be able to verify the conditions (6.1a), (6.1b) and
(6.1c). It is plausible that from an hypothetical characterization of the Kerr spacetime in
terms of, say, concomitants of the Weyl tensor —analogous to that for the Schwarzschild
spacetime given in [15]— one would be able to construct, following the ideas of [16], KID
candidates for the initial data set (Σ, hij, Kij). If such a KID candidate were available,
then theorem 6 would constitute a powerful tool to analyse the behaviour of dynamical
black hole spacetimes, both from an analytic and a numerical point of view.
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Appendix A. Technical details about the calculations
Appendix A.1. The orthogonal splitting of Jµνρ
Given the symmetries of the Weyl current Jµνρ it is immediate to realise that its
orthogonal splitting must take the form
Jµνρ = nµZνρ + n[ρXν]µ + nµn[νVρ] + Pµνρ. (A.1)
It takes a greater effort, however, to find the explicit expression of the spatial tensors
Zµν , Xµν , Vµ, Pµνρ. These expressions are found by inserting into equation (4.23) the
orthogonal splitting of Sµνρλ shown in (4.25), the orthogonal splitting of Fµν shown in
(4.27) and the relation ξµ = −Y nµ + Y µ . A computer calculation yields the results
Zµν ≡
4
1− σ
(i Y EαT ρ[µ εν]αρ + 3E[µTν]ρY
ρ + Y[νTµ]αE
α − i εµνρE
αT ρα Y ), (A.2)
Xµν ≡
1
1− σ
(
Eα(4iY (T ρ(α εν)µρ − εναρT
ρ
µ ) + 6TνµYα − 2TµαYν − 4TναYµ + 4hνµTαρY
ρ)
+ 6EνTµαY
α)
)
, (A.3)
Vµ ≡
Eα
1− σ
(
4i Y ρ(εµλ(ρT
λ
α) + εαρλT
λ
µ )− 2Y Tµα
)
, (A.4)
Pµνρ ≡
2
1− σ
(
2 i ενρλ EµT α
λY α + 2E [ρ(3Y T ν]µ + i εν]µλT α
λ Y α)
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+ Eα
(
− 2i
(
εραλT [ν
λ Y µ] + εναλT [µ
λY ρ] + 2εµαλT [ν
λY ρ]
+ Y λ(ενραT µλ + εµα[νT ρ]λ)
)
+ 2hµ[ν
(
T ρ]αY + i Y
λ(ερ]λδT α
δ + T ρ]
δεαλδ + ερ]αδT λ
δ)
)))
. (A.5)
Appendix A.2. The orthogonal splitting of Bµνρσ
In [14] the orthogonal splitting of the Bel-Robinson tensor was calculated and the
different parts resulting from such splitting were studied in detail. The calculations
are similar for the Bel-Robinson tensor of a Weyl candidate and therefore we only need
to adapt these results for the particular case of Sµνρλ. In this case the orthogonal
splitting of Bµνρλ reads —see section (5.1) of [14]—
Bµνρλ =Wnµnνnρnλ + 4P(µnνnρnλ) + 6t(µνnρnλ) + 4Q(µνρnλ) + tµνρλ, (A.6)
where the different parts of this splitting are given by
W ≡ eαβe
αβ + bαβb
αβ , (A.7)
Pµ ≡ 2b
λ
α eρλε
αρ
µ , (A.8)
tµν ≡Whµν − 2(b
ρ
µ bνρ + e
ρ
µ eνρ), (A.9)
Qµνρ ≡ hµνPρ − 2 (bναeµβ + bµαeνβ) ε
αβ
ρ , (A.10)
tµνρλ ≡ 4(bµνbρλ + eµνeρλ)− hρλtµν + 2hν(λtρ)µ + 2hµ(λtρ)ν − hµνtρλ +
+W (hµνhρλ − 2hµ(ρhλ)ν), (A.11)
where eµν and bµν are respectively the electric and magnetic parts of the Weyl candidate
Sµνλρ. From (A.6) and (A.10) we get
Bµνρλn
µnνnρnλ = TρλT
ρλ
(A.12)
Bµνρλn
νnρnλ = −nµT
ρλT ρλ + i εµνρT
λνT
ρ
λ . (A.13)
Bµνρλn
ρnλ = −2T ρ(µ Tν)ρ + (nµnν + hµν)T
ρλT ρλ − 2i T
αρT
λ
α ερλ(µnν), (A.14)
where the relations
eµν = Tµν + T µν , bµν = i (Tµν − T µν),
need to be used.
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