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Let x1 , ..• , xn +1 be independent exponentially distributed random variables, and let x; have intensity >.1 
for i .;;;; -r and intensity >.2 for i > -r, where -r is an unknown instant and >.1 and >.2 are also unknown. In 
this paper we prove that the asymptotic null-distribution of the likelihood ratio statistic for testing >.1 = >.2 
(or, equivalently, -r = 0 or n + 1) is an extreme value distribution, by application of theorems concerning 
the normed uniform quantile process. The rate of convergence is studied with Monte Carlo methods. 
Since it appears very low, simulated 5% critical values are given. 
Furthermore it is shown that the test is optimal in the sense of Bahadur. Simulation results indicate a 
good power for values of n that are relevant for most applications. 
The likelihood ratio test is compared with an other test which has the same asymptotic null-distribution. 
It is proved that this test has Bahadur efficiency zero. The simulation results confirm that the likelihood ratio 
test is superior to the latter test. 
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1. INTRODUCTION 
1 
Let x1'x2 , ••• , Xn + 1 be n + 1 independent random variables. In general tests for a change point are 
concerned with the hypotheses: 
H 0 : the x/s are identically distributed with probability density/>.. (x ); 
H 1 : the x;'s are identically distributed with probability density f'>,1 (x) for i .;;;;; T and f->.,, (x) for 
i > T; 
where i\1 as well as i\2 are in whole or in part unknown, and where T, the change point, is unknown. 
Report MS-R8507 
Centre for Mathematics and Computer Science 
P.O. Box 4079, 1009 AB Amsterdam, The Netherlands 
2 
Abrupt parameter changes at unknown time-points occur in a variety of experimental sciences, for 
instance in economical time series (Hsu 1979) and in hydrological time series (COBB 1978). This has 
led to a large number of papers on this subject over the past twenty years. See e.g. SHABAN (1980) 
for a recent annotated bibliography. · 
The associated statistical problems are non-standard since the usual regularity conditions are not 
satisfied. They derive their relevance in the first place from their practical importance. Our interest 
stems from biological observations on animal behaviour. In ethology sudden parameter changes are 
assumed to be due to (unobservable) changes in the internal (motivational) processes of the animals. 
Ethological time sequences can often be adequately described by continuous time Markov chains (see 
e.g. METZ et al. 1983),in which case the durations of (groups of) behavioural acts are independently 
and exponentially distributed. DIENSKE and METz (1977) used this model for the description of the 
time structure of body-contact of rhesus monkey mother-infant pairs. The goal of their study was to 
examine the influence of mother-infant interactions on the social development of the infant. This 
requires an accurate quantification of the observed behaviour. They found that the continuous time 
Markov model description fitted well for relatively short observation periods. Over longer periods, 
however, a significant number of deviations from exponentiality was found (DIENSKE et al. 1980). 
This appeared to be due to inhomogeneity in the duration of one of the three distinguished groups of 
acts, caused by changes in arousal of the infant. Such changes are in general not directly observable. 
Visual inspection of graphical representations of the data showed that changes in average duration of 
the group of acts in question are very abrupt. HAccou et al. (1983) proposed maximum likelihood 
methods for estimating parameters and testing hypotheses. Additional analysis showed that the 
changes detected in this way agreed well with pervasive shifts in the behaviour of the infant. 
The ethological problem described above can be considered as a change point problem with 
exponentially distributed x;'s and unknown parameters A1 and ;\2• Although there is a large amount 
of literature on change point problems there are few cases in which the explicit (asymptotic) distribu-
tion of a test for H 0 against H 1 has been derived. In the case of exponential distributions this is pos-
sible by taking advantage of the special structure of the problem when a likelihood ratio approach is 
used. 
A 
Let k be an integer between l and n. Denote by ;\,;\1 and A2 the maximum likelihood estimators 
under the corresponding hypotheses provided that the change point is at k. Define the function 
fn(x;k) by 
k n+I n+I 
fn(x;k) = 2/og[{ IT fi. (x;) IT fi. (x;)} / IT fi.(x;)], 
i=J I i=k+J 2 i=J 
(1.1) 
where x denotes the vector (x1>x2 , ••• , Xn + 1 )'. The maximum likelihood estimator for the change 
point.,. is the integer value for whichfn(x;k) attains its maximum as a function of k. In this paper we 
prove that in the exponential case, i.e., if f>.. (x) = Aexp ( - Ax), a linear transformation of the square 
root of the maximum (over k) of fn(x;k) has asymptotically, i.e. for n tends to infinity, an extreme 
value distribution. For the proof we use the well-known property that partial sums of identical 
exponentially distributed random variables divided by the total sum, have the same distribution as the 
order statistics of a uniform (0, 1) distribution. This enables us to apply theorems concerning functions 
of these order statistics (such as uniform quantile functions). 
These results are contained in part 1 of the paper, where we consider the distribution of the likeli-
hood ratio statistic under the null-hypothesis. The line of reasoning is described in sections 2 and 3. 
The proofs are given in sections 4 and 5 and in the Appendix. In section 6 we give some numerical 
results on the rate of convergence and critical values for small values of n. 
In part 2 we consider efficiency and power properties. In section 7 we derive a theorem concerning 
the Bahadur efficiency of tests for the change point problem in general, whereas in section 8 the spe-
cial case of exponentially distributed variables is considered. The optimality in the sense of Bahadur 
of the likelihood ratio test follows immediately from the results in section 7. We also consider an 
other test statistic with the same asymptotic null-distribution. This test, however, has Bahadur 
3 
efficiency zero. section 9 contains simulation results on the power of both tests for relatively small n. 
These results confirm the superiority of the likelihood ratio test. 
PART 1: DISTRIBUTION UNDER THE NULL-HYPOTHESIS 
2. RELATION WITH THE UNIFORM QUANTILE PROCESS 
When the X;(i = l, ... ,n + 1) are exponentially distributed, the likelihood ratio process, specified in 
( 1.1) can be written as: 
fn(x;k) = 2.(n + l)[-yn(k)/og{Pn(x;k) / 'Yn(k)} 
- (1-yn(k))log{(I-Pn(x;k))/ (1-yn(k))}], (2.1) 
(k = 1,2, ... ,n), 
k n+l 
where Pn(x;k) and 'Yn(k) are defined by ( ~ x;) / ( ~ x;) and k / (n + 1) respectively. 
i=l i=l 
When f,,(x;k) is considered as a function of Pn(x;k), a second order Taylor expansion in the point 
'Yn(k) leads to the more convenient form: 
f,,(x;k) = {(n + l)(pn(x;k)-yn(k))2 / 'Yn(k)(l -yn(k))}·{l + Rn(k)} (k = 1,2, ... ,n), 
where the remainder Rn(k) is equal to 
; ·<Pn(x;k)-rn(k))·[{'Yn(k)·(l-yn(k))2 / (l-€2,n(k))3} 
-{('Yn(k))2·(1-yn(k)) / (€1,n(k))3 } ], 
with €1,n(k) and €2,n(k) between 'Yn(k) and Pn(x;k). 
Let Un(k) denote the k-th order statistic of a random sample of size n from a uniform (0,1) distri-
bution. It is well-known that, when the x/s (i = l, ... ,n + 1) are identical exponentially distributed, 
the distribution of Pn(x;k) is equal to the distribution of Un(k) (k = l,, ... ,n) for every n ~ 1. We 
will use this to define a process in Un(k) which has the same properties as f,,(x;k). 
Define the following functions: 
_ [Un(k) for (k-1) / n < y ~ k / n 
Un(y) - 1 O for y =O, (2.2) 
_ {k/(n+l) for(k-1)/n <y ~ k/n 
Zn(y) - 0 for y =O, 
l 
'.Xn(y) = (n + 1)2 ·(Un(y)-zn(y)), 
I 
fn(y) = {zn(y)-(1-zn(y))} 2 . 
The function Un(y) is called the uniform quantile function. 
Now, consider the process: 
fn(y) = (Xn(y) / fn(y))2·(1 + R.n(y)), 0 ~ Y ~ 1, (2.3) 
with 
l 
R.n(y) = ; ·'.Xn(y)·(n + 1)-2 ·[{zn(y)(l -zn(y))2 / (l -€2,n(y))3} 
-{(zn(y))2·(1 -zn(y)) / (€1,n(y))3}] 
and €1,n(y) and €2,n(y) between Zn(y) and Un(y). 
4 
Clearly, for each n ;;;;., 1, the distribution of the maximum over k (k = 1, ... ,n) 2f f,,(x;k) is the same 
as the distribution of the supremum over y (y E[(n + 1)-1, 1-(n + 1)-1]) of fn(y). Thus, theorems 
concerning properties of the uniform quantile function Un(y) can be used to derive the asymptotic 
distribution of the maximum of f,,(x;k). (However, note that, since the tw2 processes are defined on 
different probability spaces, almost sure convergence of the supremum of fn(y) implies only conver-
gence in distribution of the maximum of f,,(x;k)). In the proof we will in particular use limit theorems 
concerning the so-called uniform quantile process: 
I 
U,,(y) = n 2 . (Un(y)-y), 0 :so;; Y :so;; 1. (2.4) 
We want to emphasize that the theorems proved in this paper might also be derived directly, without 
referring to the uniform quantile process. Yet, nothing would be gained since it would imply the 
almost exact duplication of well-known analogous results. 
3. AsYMPTOTIC PROPERTIES OF THE PROCESS fn(y): AN OUTLINE OF THE PROOF 
Inspection of equation (2.3) reveals that the first term in the expansion of fn(y) closely resembles the 
square of: 
I 
g,,(y) = Un(y)/(y(l-y))2 , 0 :s;;;y :so;; l. (3.1) 
Now, the asymptotic distribution of linear combination of lg,,(y)I is known to be an extreme value 
distribution. In fact, inspired by JAESCHKE (1979), CsoRGO & R.EvEsz (1981) proved: 
J... l l 
THEOREM 3.1. Let an = (2 log log n) 2 and bn = 2 log log n + 2log log log n -2log 'TT, then: 
lim P{ _1 sup _1 (anlg,,(y)l-bn)<t} = exp(-2 exp(-t)), -oo < t < co. 
n-+oo (n + 1) o;;y<I-(n +I) 
In this paper we will prove: 
THEOREM 3.2. 
- J... 
lim P{ _1 SUP _1 (an(fn(y)) 2 -bn)<t} 
n-+oo (n +I) .;;y<I-(n +I) 
= lim P{ s~ (a l0 (y)l-b )<t}, ( 1)-1 ( l)-1 n en n n-+oo n+ ..:y - n+ 
-co< t < 00. 
- J... 
To this end we will first prove almost sure convergence of an(fn(y)) 2 to anlg,,(y)I on an expanding 
subinterval. This follows from the following two propositions: 
PROPOSITION 3.1. Let t:n = (loglogn )4 / n, then: 
- J... 
limsup sup an{l(fn(y)) 2 -IXn(y)/rn(y)ll} = 0 almost surely. 
n-+oo <,,o;;y<l-<,, 
PROPOSITION 3.2. 
limsup SUP a~l(Xn(y) I rn(y))2-(g,,(y))21 = 0 almost surely. 
n-+oo <,,o;;y..:'1-<,, 
- J... 
Subsequently it is proved, that the probability that the supremum of { an(fn(y)) 2 -bn} lies in either 
of the remaining intervals [ ( n + 1 )- 1 , t:n] or [ l -t:n, 1 -( n + l )- 1 ], goes to zero as n goes to infinity. This 
follows from: 
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PROPOSITION 3.3 .. 
lim P{ _, sup _ fn(y) > (t +bn)2 /a~} = 0, -oo < t < oo 
n-+oo ((n + 1) <y<<,,)U(l-<,,<;y<;l-(n + 1) 1) 
The combination of Theorem 3.1 and 3.2 gives the asymptotic distribution of the maximum of the 
likelihood ratio process (cf. equation (2.1)) provided that it is properly normalized: ' 
'THEOREM 3.3. 
I 
lim P{max(anifn(x;k))2 -bn)<t} = exp(-2exp(-t)), -oo < t < oo. 
n-+OO k 
Some of the lemma's needed for the proof can be derived straightforwardly from existing theorems. 
These derivations are given in the Appendix. In the main text we give the original theorems (as 
lemma's) as well as the lemma's derived from them. In order to emphasize their relation, the 
corresponding lemma's have the same numbers, whereas the original lemma is distinguished by means 
of a prime. 
4. ALMOST SURE CONVERGENCE ON A SUBINTERVAL 
In this section Proposition 3.1 and 3.2 are proved. For the proof of Proposition 3.1 we use: 
LEMMA 4.1'. 
I 
limsup sup {(log logn)- 2 lg,,(y)I} < 4 almost surely 
n-+OO <,,<y<l-<,, 
proof: see CsoRoo & R:EvEsz (1981). 
A straightforward modification of this lemma gives: 
LEMMA 4.1. 
I 
lim sup SUP {(log logn) - 2 rxn(y) I rn(y )I} <5 v'2 almost surely. 
n-+oo <,,<;y <I-<,, 
An outline of the proof is given in the Appendix. 
Furthermore we need: 
LEMMA 4.2. 
limsup sup {(log logn)·IR,,(y)I} = 0 almost surely. 
n-+oo <,,<;y<I-<,, 
proof: Rearranging terms in the expression for R,,(y) in (2.3) gives: 
2 
R,,(y) = 3·CXn(y) I rn(y))·(r2,n(y)-r1,n(y)) 
with 
3 I 
r1,n(y) = (l-zn(y))2 ·(zn(y) / E1,n(y))3·(zn(y)-(n + 1))-2 
and 
I 
1'2,n(y) = (zn(y))·{(l -zn(y)) / (l -E2,n(y))}3·{(1-zn(y)Xn + l)} - 2 . 
Consider r1,n(y). It is easily seen that: 
O<r1,n(y)<(log logn)-2·(zn(y) / E1,n(y))3 uniformly iny E [En, 1-en]. 
(4.1) 
(4.2) 
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Since f 1,n(y) lies between Zn(y) and Un(y), the right term in (4.2) is O{(log logn)-2 } for those y for 
which zn(y) is less than Un(y), otherwise: 
0 < Zn(y) / f1,n(y) ~ Zn(y) / (zn(y)-IUn(y)-zn(y)I) 
I ~~ 
= 1 +IX,,(y)I /((n + 1)2 Zn(y)-IX,z<Y)I). 
Now, since: · 
I I I I I I 
(log logn)-2 ·(rn(y))-2 ·(n+1)2 Zn(y) = (log logn)-2 (n+1)2 {zn(y) / (1-zn(y))} 2 
I I 
~ {(n + 1)/ log logn} 2 ·{fn /(l-£n)} 2 
3 
= (log logn) 2 ·{I+ 0 ((log logn )4 / n)} uniformly in y E [fm l -£n], 
it follows from Lemma 4.1 and equation (4.3) that for large n, (zn(y) / f1,n(y)) is almost surely less 
than two, uniformly in y E [£n, 1 -£n1· Thus, it follows from ( 4.2) that for large n: 
O<r1,n(y)<8(log logn)-2 almost surely, uniformly iny E [£m l-£n1· 
In an analogous way this can also be proved for r2,n(y). Combining this with equation (4.1) and 
applying Lemma 4.1 gives the required result. 0 
PROOF OF PROPOSITION 3.1. 
Taking square roots on both sides in equation (2.3) gives: 
- i i 
(fn(y)) 2 = IX,,(y) I rn(y)i·(l + Rn(y)) 2 
I 
= IX,,(y) I rn(y)l'{l + ~ Rn(y) I (1 +f3,n(y))2 } (4.4) 
with f3,n(y) between 0 and Rn(y ). 
From Lemma 4.2 it follows that for large n, (1 +f3,n(y)) is almost surely larger than ! uniformly in 
y E [£n, l -£n1· Furthermore, combination of Lemma 4.1 and 4.2 gives: 
I 
limsup SUP {(log logn)2 ·IX,,(y) I rn(y)l·l:Rn(y)I} = 0 almost surely 
n--><Xl E,,..;y<I-._ 
Which, in view of ( 4.4), proves Proposition 3.1. 0 
The proof of Proposition 3.2 is based on Lemma 4.1 and 
LEMMA4.3'. 
I I 
limsup sup [(log logn)2 ·IU,,(y)IJ = 2-2 almost surely 
n--><Xl O<y <::I 
proof: see Smirnov (1944). 
Application of this lemma and rearrangement of the expression for X,,(y) (defined in 2.2) gives: 
LEMMA 4.3. 
I 
limsup sup [{(n + 1) /log log n} 2 ·IX,,(y)-U,,(y)IJ = 0 almost surely 
n-->oo O..;yii;;;J 
proof: see Appendix. 
PROOF OF PROPOSITION 3.2. 
First note that 
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SUP l(X,,(Y) I rn(Y))2-(g,,(Y))21 
£,,<y<l-£,, 
(4.5) 
I 
. •!O\~!l?-f,, l{X,,(Y) I (Y(1-y))T }2-(g,,(Y))21 
I 
+ SUP l(X,,(Y) I rn(Y))2-{X,,(Y) I (Y(l -y))2 } 21. 
£,,<y<l-£,, 
The last term in ( 4.5) is less than: 
{ SUP IX,,(Y) I rn(Y)l}2·[ SUP 11-r~(Y) I {y(l -y)}IJ. 
£,,<y<l-£,, £,,<y<l-£,, 
(4.6) 
Furthermore 
sup 11-r~(Y) / {y(l -y)}I = O((log logn)-4 ). 
£,,<y<l-£,, 
(4.7) 
Equation (4.7) is easily derived from the definition of rn(Y) (see Appendix). Thus, according to 
Lemma 4.1, expression (4.6) will almost surely tend to zero, when multiplied by log logn. The remain-
ing term on the right hand side in ( 4.5) is less than: 
(tn·(l-fn))- 1·{ SUP IX,,(Y)-U,.(Y)l}2 (4.8) 
£,,<y<l-£,, 
I 
+ 2·(fn(l-fn))-2 ·{ SUP IX,,(Y)-U,.(Y)I}·{ SUP lg,,(Y)I}. 
£,,<y<l-£,, £,,<y<l-£,, 
Now, since (tn·(l -tn))-1 is O(n /(log logn)4), according to Lemma 4.3 the first term in (4.8) van-
ishes almost surely when m~tiplied bY; log logn. Combination of Lemma 4.1' and 4.3, and application 
of the fact that (tn(l-tn))-2 = O(n 2 /(log logn)2), proves the same for the remaining term in (4.8). 
D 
5. CoNVERGENCE IN DISTRIBUTION OVER THE ENTIRE INTERVAL• .!. 
From the preceding section it follows that the supremum of an(fn(Y )) 2 converges almost surely to the 
supremum of anl&i(Y)I pn the interval [tn, 1-tn]. We will now prove that the probability that the 
supremum of (an·(fn(Y))2 -bn) lies in either of the intervals [(n + 1)-1,tn] or [1-fn• 1-(n + 1)-1] goes 
to zero as n goes to infinity. Since the proofs are identical for both intervals, it suffices to consider the 
left interval only. For the proof we need the additional lemma's: 
LEMMA 5.1'. 
I I 
lim P{ ~e IU,.(Y)/y 2 1>(log logn)4 } = o 
n-+oo (n +I) ;;;;;y<f,, 
proof: see Cs0Roo & REvEsz (1981), 
which can be modified to 
LEMMA 5.1. 
I I 
lim P{ ~{! IX,,(Y) / (zn(Y))2 l>2(log logn)4 } = 0 
n-+oo (n +I) ii;;;y<f,, 
proof: see Appendix 
and: 
LEMMA 5.2'. Let v;(i = l, •.. ,n) be n nonnegative, exchangeable random variables which are stochasti-
cally independent ofUn(k) (k = l, ... ,n), then: 
8 
n · k n n 
P{ n (Un(k)> ~ P;)} = 1-(~ P;) if 0 :so;; ~P; :so;; 1 
k=l i=l i=l i=l 
proof: DANIELS (1945); see also KARLIN & TAYLOR (1981), 
which gives: 
LEMMA 5.2. Let Pn be an increasing sequence of numbers, with lim Pn = oo then: 
R-->00 
n~ P{(n+l)-·~~-(n+lf' lzn(y)/Un(y)l>Pn} = 0 
proof: see Appendix 
PROOF OF PROPOSmON 3.3. 
From the definition of an and bn (cf. Theorem 3.1) it is seen that for every t E (-00,00) there is an 
N, such that for n > N1,(t +bn)2 /a~ is larger than log logn. Hence, it suffices to prove: 
lim P{ syp lfn(y)l>log logn} = 0. (5.1) 
n-->oo (n + l) ~<€,, 
From equation (2.3) it is easily seen that for large n: 
-
...!.. 
lfn(y)l:s;;;2·lfXn(y) / (zn(y)) 2 } 2·{1 + R,,(y)}I uniformly iny E [(n + 1)-1,En]· 
Thus, application of Lemma 5.1 gives: 
lim P{ syp lfn(y)l>log logn} 
n-->oo (n + l) ~<€,, 
(5.2) 
I 
< lim P{ syp II +R,,(y)I> (log log n)T } 
n-->oo (n + l) ~<€,, 8 
I 
< lim P{ syp IR,,(y)I> (log log n)T }· 
n-->oo (n + l) ~<€,, 16 
Furthermore, it follows from equation (4.1) that for large n: 
I 
IR,,(y)l:s=;;l{Je.i(y) / (zn(y))2 }·{r2,n(y)-r1,n(y)}I uniformly iny E [(n + 1)-1,En]. 
Thus, Lemma 5.1 and equation (5.2) give: 
lim P{ syp lfn(y)l>log log n} 
n-->oo (n + l) E;;y<f,, 
(5.3) 
I 
. (log logn) 4 
< lim P{ s~p lr2,n(y)-r1,n(y)l> 32 }· n->oo (n +I) <:y <f,, 
Since r1,n(y) and r2,n(y) are both positive, the supremum of their difference is less than or equal to the 
maximum of their suprema. From the definitions in equation ( 4.1) it follows that: 
r1,n(y) < (zn(y) / ~l,n(y ))3, 
3 
r2,n(y) < (zn(y))2 ·{(1-zn(y))/(1-~2,n(y))}3 uniformlyiny E [(n+l)-1,En]. 
With ~1,n(y) and ~2,n(y) between Un(y) and zn(y). Thus, for those y for which Zn(y) is less than Un(y), 
r 1,n(y) is less than one and: 
3 
r2,n(y) < (zn(y))2 ·{(1-zn(y))/(l-Un(y))}3 
3 
< EJ" ·(l -Un(y))- 3 uniformly iny E [(n + 1)- 1,En]. 
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Application of Lemma 4.3' gives: 
(y) < +{l- _ (log logn )+}-3 < +{l- _ (log /ogn )+}-3 f2,n t:n Y 2(n + 1) t:n t:n 2(n + 1) 
for large n, almost surely uniformly iny e [(n + l)-1,t:n1· Thus, in this case r1,n(y) is 0(1) and r2,n(y) 
is op(l). Hence, the probability on the right in (5.3) automatically goes to zero for those y for which 
Zn(y) is les8 than 
1 
Up(y). When Un(y) is less than Zn(y), Lemma 5.2 can be applied with 
Pn = ( 3~ (log logn) 4 ) 3 to derive: 
I 
fun P { s~1p lzn(y) / Un(y )13 > (log /ogn) 4 } = 0 
n-+oo (n + l) :r <:y <f,, 32 · 
3 
Furthermore, r2,n(y) is in that case less then t:J uniformly in y e [(n + l)-1,t:n1· Thus, in view of 
(5.3), statement (5.1) follows and Proposition 3.3 is proved. D 
6. RATE OF CoNVERGENCE AND SMALL SAMPLE CRITICAL VALUES 
According to Theorem 3.3, the distribution of the test statistic: 
I 
t,. = an TJ° -bm 
where 
Tn = max fn(x;k), 
l<k<n 
.. 
(6.1) 
(6.2) 
converges under the null-hypothesis to the extreme value distribution with distribution function 
exp(-2exp(-t)) when n tends to infinity. To obtain an impression of the rate of convergence we 
estimated the distribution function of tn from series of pseudo random numbers that were simulated 
by means of a mixed congruential random number generator (see JANSSON 1966). The results indicate 
that the convergence is extremely slow (Table 1 ). This is not surprising considered the low rate at 
which log logn increases with n. Furthermore, the distribution of supl&i(y)I (cf. Theorem 3.1) con-
verges only very slowly to the extreme value distribution. JAESC:maf (1979) already pointed this out 
for the distribution of the supremum of the weighted empirical process, a function analogous to &i(y) 
and with the same limiting distribution. Table 1 also shows the rate of convergence for the distribu-
tion of 
(6.3) 
where 
(6.4) 
(For definition of symbols see section 2). It follows from the proof of Theorem 3.3 that under the 
null-hypotheses t: has asymptotically the same distribution as t,.. (However, for the unnormalized 
statistics Tn and T: this does not apply). In sections 9 and 10 we will discuss the possibility of using 
T: as an alternative test statistic. 
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TABLE 1. The rate of convergence 
maximum absolute difference between simulated 
distribution function and exp ( - 2 exp ( - t)) 
n 
10 
50 
100 
500 
2000 
tn 
0.111 
0.094 
0.075 
0.070 
0.065 
• tn 
0.140 
0.127 
0.105 
0.092 
0.075 
Results are based on 5000 simulation runs per n; 
tn as defined in (6.1); t: as defined in (6.3) 
In order to investigate if, despite the low convergence rate, the asymptotic distribution of fn can be 
used for significance tests, we have estimated the 5% critical values of fn from simulated series for n 
up to 2000. We consider this large enough for practical purpose. It appears that the rate at which the 
5% critical value of the extreme value distribution, i.e. 3.66, is approximated is also very low (Fig.I). 
Moreover, we found that the estimated significance level at 3.66 is less than 1% for n <400 and 
between 1 % and 2.5% for 500 ~n ~ 2000. Thus, in this case the asymptotic distribution of the test 
statistic is not useful for practical purposes. An approximation with the extreme value distribution 
would be too coarse and would result in a far too conservative test. 
6 
----+--t-""1 
10 20 50 100 200 500 1000 2000 
~ 
Fig. I.Critical values of tn (with 95% confidence intervals). Based on 5000 simulation runs per n. The 
solid line is: y =2.52+0.13x for 50.,;;;;n,,..2000. (Estimated standard error of residuals : 0.05). 
Dotted line: transformed tabulated critical values of Tn for n less than 50 (see Table 2). 
Therefore we give the estimated 5% critical values of fn as well as Tn in Table 2. These critical 
values have been estimated by means of least square methods. For n less than 2000 the relation 
11 
between the critieaI value of Tn and logn is described adequately by a second-order polynoma (Fig.2). 
The tabulated critical values of t,, for n between 50 and 2000 have been calculated from a fitted 
straight line (Fig.I). For n less than 50 they have been calculated by transformation of the tabulated 
critical values of Tn. These values are indicated by a dotted line in Fig. 1. 
TABLE 2. Estimated 5% caritical values for the likelihood ratio test 
n+l 
10 
15 
20 
25 
30 
35 
40 
45 
50 
60 
70 
80 
90 
100 
Tn tn 
7.50 2.55 
8.01 2.59 
8.33 2.62 
8.57 2.64 
8.75 2.66 
8.90 2.67 
9.03 2.69 
9.14 2.70 
9.23 2.73 
9.39 2.74 
9.51 2.75 
9.62 2.76 
9.71 2.77 
9.79 2.77 
n+l 
125 
150 
175 
200 
300 
400 
500 
600 
700 
800 
900 
1000 
2000 
00 
Tn In 
9.95 2.78 
10.07 2.80 
10.17 2.80 
10.25 2.81 
10.48 2.83 
10.62 2.85 
10.72 2.86 
10.80 2.87 
10.86 2.88 
10.91 2.89 
10.95 2.89 
10.98 2.90 
11.14 2.94 
00 3.66 
From Table I it can be seen that the rate at which the distribution of t: converges to the extreme 
value distribution is also very low. Yet it appears that the approximation of the distribution of t: by 
the extreme value distribution is already accurate enough for practical purposes at much smaller 
values of n. This is demonstrated in Fig. 3 for the 5% critical value oft:. Therefore a test based on t: 
might be more practical than the likelihood ratio test. However, the usefulness of t: as an alternative 
test statistic also depends on the efficiency and power of this test when compared to the likelihood 
ratio test. It appears that in that respect the likelihood ratio test is superior to the test based on t:. 
This will be shown in the next sections, where we consider the asymptotic efficiency of both tests as 
well as their power properties for relatively small n. (The latter has been studied by means of simula-
tions). 
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PART 2: EFFICIENCY AND POWER PROPERTIES 
7. ON THE BAHADUR EFFICIENCY OF THE LIKELWOOD RATIO TEST 
13 
In this section we will consider the two sample and the change point model without specification of 
the distributional assumptions, i.e. we tum to the general problem introduced in section 1. Our pur-
pose is to obtain sufficient conditions such that the likelihood ratio test is optimal in the sense of 
Bahadur. Section 8, where we return to the case of exponentially distributed random variables, is a 
straightforward application of theorems in this section. 
Let us first review some results on Bahadur efficiency. A possible criterion for the selection of a 
test is the minimum number of observations necessary in order that the test becomes significant at a 
particular alternative. This quantity depends on the significance level a and the required power. When 
a tends to zero, the minimum sample size needed is proportional to the inverse of the "Bahadur 
slope". 
In many instances, the likelihood ratio test is "optimal in the sense of Bahadur", that is, among 
other candidate tests the likelihood ratio test has maximal Bahadur slope (see BAHADUR (1967,1971), 
BAHADUR and RAGHAVACHARI (1972), BROWN (1971) and KALLENBERG (1978)). 
Before we state two fundamental theorems due to Bahadur, some definitions are needed. Let 
{P8 ;8E8} be a set of probability measures dominated by a a-finite measureµ. 
Po = dPo Idµ., 
and let {Tn} be a sequence of test statistics for testing H 0 :8E80 against H 1 :8E81• Define fort >0 
Gn(t) = PH0 (Tn;;;i:t) (7.1) 
with 
14 
Pn0 <:fn;;a.1) = suoPB(Tn;;a.t). Bee0 
Denote L,, = Gn(Tn). The sequence {Tn} has exact slope c(fJ) if 
1 1 
-;; log L,, ~ - 2 c(fJ). (7.2) 
The Kullback-Leibler information number of PB with respect to po' is defined as 
, -{f PBlog(pBIPB')dµ if PB<<P,, 
K((),()) - oo otherwise. (7.3) 
Finally, denote 
J(fJ) = inf K(8,8'). 
8'E9o 
(7.4) 
THEOREM 7.1. For each() and£> 0 
fun Po(l. log L,, ~ -J(fJ)-£) = 0. 
n-+oo n 
(7.5) 
proof: see BAHADUR (1971). 
The next theorem is very useful to find the Bahadur slope of a sequence of tests. 
THEOREM 7 .2. Suppose that 
1 P• 
-Tn ~c(fJ), 8e81, as n ~ oo (7.6) 
n 
fun l. log Pn
0 
(Tn;;a.na) = -l(a)for all a>O in a neighbourhood of c(fJ), (7.7) 
n-+OO n 
where I(') is a nonnegative function continuous at c(fJ), then the Bahadur slope of {Tn} is equal to 
2/(c(fJ)). 
proof: see BAHADUR (1967,1971). 
Hence, if (7.6) and (7.7) are satisfied with l(c(fJ)) = J(fJ), then {Tn} is optimal in the sense of 
Bahadur. Although Bahadur originally demanded PB almost sure convergence in (7.6), for practical 
purposes convergence in probability suffices. In that case the number /(c(fJ)) is called the weak Baha-
dur slope. 
Theorem 7.2 will be used in section 8, where we show that (7.6) and (7.7) hold for the test statistic T: defined in (6.4). This section concerns the construction of optimal tests, i.e. tests that achieve the 
upperbound of Theorem 7.1. The following lemma is comparable to Theorem 7.2. It is a minor 
modification of Corollary 5 in BAHADUR and RAGHAVACHARI (1972). 
LEMMA 7.1. Suppose that 
funinf l. Tn ;;a.2J(fJ) under PB 
n-+OO n 
(7.8) 
fun sup l. log Pn0 (Tn;;a.na)~ - ~a, a >0, 
n-+oo n 
(7.9) 
then Tn is optimal in the sense of Bahadur. 
proof: Let£> 0 be arbitrary, then from (7.5) 
limPo(..!_ log Ln :,,;;;; -J(O)-£) = 0. 
n-+OO n 
Conversely let 'IJE(0,2£), then 
limsup Po(..!. log Ln ;;;;.: -J(8)+£) 
n-+OO n 
:;;;;; limsup Po(_!_ log Ln ;;;;.: -J(fJ)+£, ..!_ Tn ;;;;.: 21(()}-'IJ) 
n-+oo n n 
+ lim Po(_!_ Tn :,,;;;; 21(8)-.,,). 
n-+OO n 
By (7.8) 
lim Po(_!_ Tn :,,;;;; 21({})-'IJ) = 0. 
n-+oo n 
Moreover, if..!_ Tn ;;;;.: 21({})-'IJ 
n 
1 1 
- log Ln = - log Gn(Tn) 
n n 
:,,;;;; ..!_log Gn(n(2J(())-'IJ)) 
n 
and 
limsup ..!_log Gn(n2J(())-'IJ)):;;;;; -J(())+; 'IJ 
n-+oo n 
by application of (7.9) with a = 21(8)-'IJ. Thus 
limsup Po(.! log Ln ;;;;.: -J(())+£) = 0. 
n-+OO n 
Combination of (7.10) and (7.11) yields 
1 P• 
- log Ln ~ -J(O) 
n 
which completes the proof. D 
15 
(7.10) 
(7.11) 
Lemma 7 .1 in its general form is the basic tool for the problem of concern here. The situation is as 
before; { x., . . . , x.,.} respectively { X.,.+ i. . . . , x,, + i} are sampled from FA, respectively FA. , with 
{F>.;~EA} some family of distributions, such that for each F>. the probability density/>. with respect 
to a a-finite measure p. exists. As a convention adopted from preceding sections, we take the total 
sample size equal to n + 1 instead of n. 
The likelihood ratio for the two sample problem (the case T is known) is 
fn(x;T) = 2 log (7.12) 
In the change point model there is one more unknown parameter. The likelihood ratio becomes 
16 
Tn = · max fn(x;k). 
lE;kE;n (7.13) 
The aim is to check the optimality of these tests, using the asymptotic concept of Bahadur efficiency 
of sequences of tests. In the two sample as well as the change point· situation, the Bahadur slope can 
only be defined at alternatives for which the proportion of observations in both samples converges to 
some limit: 
1 T = Tn, n + 1 Tn ~IC E[O, 1). (7.14) 
In the sequel we will always consider alternatives of this type. Fllrthermore, we regard IC (rather than 
Tn) as the parameter of interest. The parameter space is thus 
E> = {O = (A1).2,1C),A; EA, i = 1,2, IC e[O,l]} 
8 0 = {O = (Ai.A2 ,1C), A1 = A2 and/or IC e{O,l}}, 
8 1 = {O = (Ai.Az,1C),A1 =I= A2 and IC e(O, l)}. 
The Kullback-Leibler information of (P.>..J"(P.>..,)n+l-"• with respect to (F>..f +1 is equal to 
Tn n +1-Tn 
n + l K(Ai.A) + n +I K(Az,A), 
where K(A~,A),i = 1,2 is the Kullback-Leibler information for a single observation. Hence for J(fJ), 
with (J = (Ai.Az,1C), we find the following expression 
J(fJ) = inf 1CK(Ai.A)+(l-1C)K(A2,A). (7.15) AEA 
The next theorem states sufficient conditions for optimality of fn(x;,,.n) and Tn. 
THEOREM 7.3. Suppose that Tn / n + 1 ~ ICE(O, 1), and 
1 P• 
liminf -+ l fn(x;-rn) ~ 2J(O) n~oo n (7.16) 
limsup - 1-1 log Pn.(f,,(x;-rn) ;a. (n + l)a) .;;;;; - ~a, a > 0, n~oo n + (7.17) 
then {fn(x;-rn)} is optimal in the sense of Bahadur. Furthermore, if we denote by { T:} a sequence that 
satisfies · 
Pn 1 ",,x;-r:)) = max Pn (f,,(x;k) ;;;;;. (n + l)a), n = 1,2, .... .v~ I.;;k.;;n • (7.18) 
then when (7.16) holds and 
limsup - 1- 1 log Pn.(f,,(x;-r:) ;a. (n + l)a) .;;;;; - 2
1 
a, a > 0, n~oo n + (7.19) 
{Tn} is optimal in the sense of Bahadur. 
proof: It follows immediately from (7.16), (7.17) and Lemma 7.1 that {fn(x;-rn)} has optimal Bahadur 
slope 2J(O). In view of (7.19) 
limsup - 1-1 log Pn.(Tn;a.(n + l)a) n~oo n + 
.;;;;; limsup - 1-
1 
log[nPn.(fn(x;-r:);a. (n + l)a)] n~oo n + 
17 
Furthermore, by (7.16) 
liminf-1- T = liminf-1- max f,(x·k) 
n-+oo n + 1 n n-+OO n + 1 lE;;kE;;n n ' 
;;;;::, liminf - 1-1 
fn(x;Tn) ;;;;::, 21 (8). 
n-+oo n + 
Application of Lemma 7. I completes the proof. D 
Condition (7.16) is satisfied for {Fx;i\EA} an exponential family in standard representation and 
i\i.i\2 in the interior of the parameter space (KALLENBERG (1978)). Also, condition (7.17) and (7.18) 
are fulfilled for a large class of distributions. To see this, consider the likelihood ratio's 
and 
k 
suo_Il fx1 (xi) A1EAf =l LR1(k,l\o) = 2 log __ k __ _ 
LR2(k, l\o) = 2 log 
.rr f>.0 (xi) 1=1 
n+l 
sup IT fx. (x;) A,ei\ i=k+l 
n+l IT f">.,,(x;) 
i=k+l 
LR1 (k, l\o) is the likelihood ratio statistic for testing i\1 = Ao against i\1 #=l\o, based on the first k 
observations, and similar for LR2(k,l\o). It suffices to consider one sample statistics to obtain (7.17) or 
(7.18) (W.C.M. Kallenberg, personal communication). This is shown in Lemma 7.2 below. 
LEMMA 7.2. Let {"'1} be a sequence of integers, l ~kn ~ n, n = 1,2, .... Suppose 
limsup -+1 1 /og[sup P71o(LR;(l\o,kn);;;;::, (n + l)a)] ~ - ; a n-+oo n "Ao ei\ 
a > 0, i=l,2, 
then 
limsup - 1-1 log PH0 (/n(x;kn) ;;;;::, (n + l)a) ~ - ; a. n-+oo n + 
proof: Since 
fn(x;kn) = inf { LR1(kmi\)+LR2(kn,i\)} 
AEA 
for each Ao E A, 
PH
0
ifn(x;kn) ;;;;::, (n + l)a) 
= supP">.,,(/n(x;kn) ;;;;::, (n + l)a). 
">.,,ei\ 
~ sup P71o(LR1(kn,l\o)+LR2(kmAo);;;;::, (n + l)a). 
">.,,ei\ 
For each t: > 0 
(7.21) 
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P>..,CLR1(kn,l\o)+LR2(kml\o) ~ (n + l)a) 
11!.1 
( 
~ ~ P>..,[LR1(kn,Ao) E [(n + l)i£,(n + IXi + 1)£),LR2(kn.,Ao) ~ (n + l)a -(n + l)(i + 1)£] 
i=O 
+ P>..,(LR1(kn,Ao) ~ (n + l)a) 
[l!.I 
( 
~ ~ P>..,[LR1(kmAo) ~ (n + l)i£)Pl\o(LR2(kn,Ao)~ (n + l)a -(n + l)(i + 1)£] 
i=O 
+ P>..,(LR1(kmAo) ~ (n + l)a). 
From (7.21) we have for arbitrary 8 > 0 and n sufficiently large 
and 
SUP. P>..,(LR1(l\o,kn) ~ (n + l)it:) ~exp(-(n +I)( '2.t: -8)) >..,Ei\ 
. a (i + 1)£ SUP. P>..,(LR2(l\o,kn) ~ (n + l)a -(n + l)(z + 1)£) ~ exp(-(n + 1)(-2 - 2 -8), >..,Ei\ 
which implies that for n sufficiently large 
1.!!..1 
( 
~ SUP. P>..,(LR1(kml\o) ~ (n + l)it:)P>..,(LR2(kmAo) ~ (n + l)a -(n + l)(i + 1)£) 
i=O >..,Ei\ 
a (n +I)..!... -(n + J)(l!.-28) 
+SUP. P>..,(LR1(kml\o) ~ (n+l)a) ~ [([-]+l)e 2 +l]e 2 
>..,Ei\ £ 
Since t: and 8 are arbitrary, this implies 
limsup-1-
1 
logPn/J,,(x;kn) ~ (n+l)a) ~ - ~a.D 
n-+oo n + 
If {F;i,;AEA} is a one-parameter exponential family, (7.21) holds for every sequence {kn} ( KAL-
LENBERG (1978)). Therefore, we can conclude that for a one-parameter exponential family, both 
fn(x;Tn) and Tn are optimal in the sense of Bahadur at alternatives 8 = (Ai,A2,1C), with ;\1 and ;\2 in 
the interior of A. For most k-parameter exponential families (for instance for the normal distribution) 
(7 .21) can be checked by direct calculation. 
8. THE BAHADUR SLOPE OF Tn AND T~ IN THE CASE OF EXPONENTIALLY DISTRIBUTED RANDOM VARI-
ABLES. 
The density of the exponential distribution, with respect to Lebesgue measure, is 
/;i,(x) = ;\e-'lu, ;\ > 0. 
As was shown in section 7, the test statistics fn(x,,,.n) and Tn are optimal in the sense of Bahadur at 
alternatives 8 = (Ai.A2,1C) with A1 > 0,>.2 > 0 and IC = lim 'T'n / (n + 1). By straight forward calcu-
n-+oo 
lation, one obtains the exact Bahadur slope 
I I IC 1-ic 
2/(8) = -2iclog ~ -2(1-1C)log A
2 
+ 2 log(~ + ~). 
It follows from the law of large numbers that 
I p, 
n + 1 fn(x;,,.n) ~ 21 (8). 
Corollary 5 in BAHADUR and RAGHAVACHARI (1972) implies that also 
and that 
1 P• 
--1 Tn--+ 2J(D) n+ 
1im +l 1 logPH0 (f,,(x;Tn)";;:t:(n + l)a) = 1im -
1
-
1 
log PH.Cfn;;ai:(n + l)a) = - ~a. 
n->oo n n->oo n + 
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Our aim is now to obtain the Bahadur slope of T: defined in (6.4). It was shown earlier that, in the 
I I 
exponential case, t: = an(f:)2 -bn and t,, = anCfn)2 -bn have the same limiting null-distribution, 
so the use of T: as an alternative test statistic lies at hand. However, T: and Tn have completely 
different tail-behaviour, as is shown in Theorem 8.1. This results in Bahadur slope zero for T:. 
THEOREM 8.1. 
1e(l -1e)(-1 - _1 )2 
1 * P• A1 A2 
--T-+-------
n+l n (1e/A1+(l-1e)/A2f 
(8.1) 
1im - 1-1 log PH.cr:;;;i:(n + l)a) = 0, a > 0 
n->oo n + 
(8.2) 
'1' 
proof: For X; exponentially distributed with parameter A1 if i E:;; Tn and A2 if i > Tm ( n ~ 1 --+ 1e) 
define 
{
AI X; if 1 E0; i E0; '1' n 
Y; = A2X; if Tn < i E:;; n + 1. 
Then Yi. ... , y n + 1 are independent identically distributed with distribution function 
F 1(y) = 1-e-Y. Moreover, define 
k 
Wn(x;k)- n + 1 )2 
/,,(x;k) = (n + 1) k k (8.3) 
n +l (l- n +1) 
with 
k n+l 
Pn(x;k) = ( ~ X;) / ( ~ X;). 
i=l i=l 
We have that 
T: = max /r.(x;k ). 
l<k<n 
To prove (8.1), we will only consider max /,,(x;k). The Pe-convergence of 
l<k<-r. 
max -
1
-
1 
/,,(x;k) follows from the same line of reasoning. 
1".<K<n n + I I 
Write (n + 1)-2 (/,,(x;k))2 as follows 
I I 
(n + 1)-2 (/,,(x;k))2 
I I 
= (n + 1)-2 (/,,(y;k))2 
1 n +1 
- ~Y; 
A1 i=I 
1 1"• 1 n +1 
- ~ Y; + - ~ Y; 
A1 ; =1 A2; =1"·+• 
(8.4) 
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+( k/n+I ) 
I-k/n+I 
I 
Since </n(y;k))T is distributed as the uniform quantile process, 
_ _!_ ..!.. P• 
max (n + 1) 2 <fn(y;k)) 2 ~ 0. 
l<;k..:n 
Apply (8.5) and the law of large numbers to obtain that 
(l-1C)2(-1 - _1 )2 
1 P• s A2 A1 
max -- /,,(x;k) ~ sup -- --------
1..:k..: .... n+I O<s<:K I-s (1C/A1+(1-1C)/A.2)2 
1C(l-1C)(-1 - _1 )2 
A.1 A.2 
= -------(IC I Ai +(I -IC) I A2>2 
(8.5) 
(8.6) 
We proceed by proving (8.2), which states that under H 0 , the tail probabilities of T: do not converge 
at the required rate. 
Pn ( max /,,(x;k)~(n + l)a) 0 l..:k<;n 
~ Pn.<fn(x;l)~(n +l)a) 
= p ~a 
[ 
CUn(l)- n l 1 )2 
1 1 
n +I (I- n +I) 
where Un(l) is the first order statistic of a sample of size n from the uniform distribution. 
p I ~Va 
[ 
Un(l)- n li 
(-1-(l- _l_))T 
n+I n+l 
= P[U (l)~( l--;h- )+Va+-1-] 
n n+l n+l 
~ p [un(l)~( n l 1)+Va+nl1 l 
;;. P [u.(I);;. 2 ·~} 
where in the last inequality n is taken sufficiently large such that n l i :E;;; #· Since 
P(Un(l)~2 #) = (1-2 #)n, 
it follows that 
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1 . • 
--1 log P
n (Tn;;;;;o(n +l)a) 
n + • 
;;;;;. n ~. /og(l-2 #r ~ 0.0 
The supremum of the weighted empirical process behaves like Tn and T:, in the sense that it has 
asymptotically an extreme value distribution (( CsoRoo and REvEsz (1981)). However, as with T:, 
the tails do not converge to zero exponentially fast ( GROENEBOOM and SHORACK (1981)). 
In the next section, the power properties of Tn and T: are compared by simulation studies. Indeed, 
at most alternatives, the loss of power when T: is used instead of Tn is considerable. 
9. SIMULATION REsULTS ON POWER PROPERTIBS 
In the Bahadur sense the likelihood ratio test is more efficient than the T: test. To get a clear percep-
tion of the power properties of the tests at values of n that are relevant in practical situations, we used 
simulations. 
We estimated the power of both tests for several values of IC and p (defined as X2 / X1) and for rela-
tively small n (up ton+ 1 =400). Critical values fort: were obtained analogously to those of Tn (cf. 
section 6). We will first discuss the results for the test based on Tn. 
Figure 4 shows the estimated power for n + 1=100, as a function of log p, for several values of IC. 
The situation when 1C=b and p=a is equivalent to the case that IC = 1-b, p = 1 / a(O<b <l,a >0). 
Thus, when IC = 0.5 the power as a function of log p is symmetric around p = 1. For each l>(p+l) 
the power increases with IC (O<IC~0.5) and thus is optimal when IC = 0.5 (Fig. 4). This can be 
expected on intuitive grounds. The results also indicate that when the fraction of small x;'s is small, 
i.e. when IC < 0.5, p < 1, the test performs less good than in the opposite case, i.e. IC< 0.5, p > 1 
(see Fig. 4 and HA.ccou et al. 1983). 
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Fig. 4.Power of the likelihood ratio test for n + l = 100. Based on 500 simulation runs per point. 
From Fig. 5 it can be seen that, even when IC is near zero and p less than one, the power increases 
rapidly with n. For those n that are relevant in ethological applications (20<n <200) the power is 
good. 
A survey of the simulation results is given in Tables 3a to g. It can be seen that the conclusions 
hold for all the simulation results. 
In order to study the power function for the larger values of n (i.e. n + 1 = 200,400) we simulated 
series under alternatives near the null-hypothesis. The results indicate that here too the power of the 
test is good. Moreover, there were no indications of a notable bias (see Tables 3f and g). 
We will now consider the alternative test statistic, T~. When n + 1 is less than 100 the global power 
properties of this test are different from those of the likelihood ratio test. For most tested values of 
p > 1 the power does not increase when K increases from 0 to 0.5 (tables 3a toe). For larger n, how-
ever, the properties of the power functions are similar i.e. maximal power for IC = 0.5 and a less good 
performance for IC < 0.5, p < I than for IC < 0.5, p > I (Tables 3f and g). However, when p is less 
than I and IC less than 0.5 the power of this test is extremely bad (Tables 3a to g). 
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A comparison· of the power of the two tests reveals that, when " is small and p > 1 (or, 
equivalently" is large, p < I) the power of the T: test is slightly better t1ran the power of the Tn test 
(Fig. 6a and 6b). When" is near 0.5, the likelihood ratio test is more powerful for all p (Fig. 6c). 
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Fig. 5.Power of the likelihood ratio test for rc=O.l and several n. Based on 500 simulation runs per 
point. 
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For small IC and p < 1 (or large IC, p > 1) there is a huge loss in power when T: is used instead of Tn 
(Figs. 6a and 6b ). These conclusions hold for all tested values of n (Tables 3a to g). Since IC and p are 
unknown, it can be concluded that the likelihood ratio test is to be preferred to the test based on T:. 
These findings agree with the analytical results on asymptotic efficiency. 
To present a clear overview of the results we did not indicate confidence intervals in Figs. 4 to 6. 
The confidence intervals are maximal for an estimated power of 0.5. In that case the 95% confidence 
interval, conditional on the estimated critical value, is about 4%. The unconditional confidence 
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interval, however~ would be about twice as large. Yet, an error in the estimated critical value would 
not seriously affect the form of the power functions and thus the conclusions remain the same. 
TABLE 3a. Estimated power (n + l = 10) 
IC ** 
0.1 0.2 0.5 
p Tn r: Tn r: Tn r: 
1/8 0.16 0.05 0.35 0.06 
1/4 0.09 0.04 0.18 0.06 
1/3 0.10 0.04 0.12 0.05 
1/2 0.07 0.05 0.08 0.04 
2 0.08 0.11 0.11 0.17 0.12 0.08 
3 0.13 0.22 0.18 0.31 0.23 0.17 
4 0.17 0.33 0.28 0.40 0.38 0.23 
8 0.41 0.57 0.62 0.75 0.73 0.44 
Estimated values based on 500 simulation runs per p,IC 
Significance level: a = 0.05 
Tn: likelihood ratio test (equation 6.2) 
Tn : alternative test (equation 6.4) 
Further explanation of symbols see text. 
**: for IC = 0.5, the power at p = a 
is equal to the power at p = 1 / a(a >0) 
TABLE 3b. Estimated power (n + 1 =20) 
IC 
0.1 0.2 0.5 
p Tn r: Tn r: Tn r: 
1/8 0.29 0.05 0.71 0.11 
1/4 0.13 0.04 0.37 0.08 
1/3 0.14 0.04 0.25 0.08 
112 0.11 0.03 0.12 0.04 
2 0.11 0.19 0.16 0.22 0.16 0.14 
3 0.18 0.31 0.32 0.46 0.43 0.28 
4 0.32 0.50 0.51 0.63 0.65 0.46 
8 0.61 0.77 0.86 0.92 0.97 0.88 
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TABLE 3c. Estimated power (n + 1 =40) 
" 0.1 0.2 0.5 
p Tn r: Tn r: Tn r: 
1/8 0.72 0.04 
1/4 0.32 0.04 0.70 0.08 
1/3 0.21 0.03 0.47 0.08 
1/2 0.13 0.03 0.21 0.05 
2 0.13 0.26 0.25 0.31 0.38 0.23 
3 0.37 0.53 0.59 0.67 0.78 0.61 
4 0.60 0.71 0.83 0.88 0.94 0.87 
8 0.90 0.96 
TABLE 3d. Estimated power (n + 1 =60) 
" 0.1 0.2 0.5 
p Tn r: Tn r: Tn r: 
1/8 0.95 0.04 
1/4 0.53 0.05 0.93 0.16 
1/3 0.32 0.05 0.68 0.11 
1/2 0.17 0.04 0.29 0.05 
2 0.22 0.31 0.34 0.43 0.54 0.36 
3 0.51 0.63 0.80 0.84 0.93 0.84 
4 0.75 0.84 0.95 0.97 1.00 0.98 
8 0.97 0.99 
TABLE 3e. Estimated power (n + 1=100) 
" 0.1 0.2 0.5 
p Tn r: Tn r: Tn r: 
1/4 0.84 0.07 1.00 0.75 
1/3 0.57 0.06 0.92 0.35 
1/2 0.18 0.04 0.40 0.11 
2 0.33 0.44 0.57 0.63 0.77 0.61 
3 0.73 0.80 0.94 0.96 1.00 0.98 
4 0.93 0.95 0.99 0.99 1.00 1.00 
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TABLE 3f. Estimated power (n + 1 =200) 
IC 
0.1 0.2 0.5 
p Tn Tn Tn Tn Tn Tn 
114 1.00 0.50 1.00 1.00 
113 0.93 0.18 1.00 0.97 
112 0.46 0.06 0.83 0.39 
111.5 0.17 0.03 0.35 0.08 
111.2 0.07 0.02 0.12 0.05 
111.1 0.08 0.03 0.05 0.04 
111.05 0.05 0.05 0.05 0.04 
1.05 0.03 0.07 0.05 0.05 0.05 0.05 
1.1 0.04 0.06 0.06 0.07 0.08 0.07 
1.2 0.08 0.10 0.08 0.09 0.11 0.08 
1.5 0.22 0.28 0.38 0.41 0.56 0.39 
2 0.64 0.73 0.88 0.89 0.99 0.94 
3 0.97 0.97 1.00 1.00 1.00 1.00 
4 1.00 1.00 1.00 1.00 1.00 1.00 
TABLE 3g. Estimated power (n + 1 =400) 
IC 
0.1 0.2 0.5 
p Tn Tn Tn Tn Tn Tn 
114 1.00 1.00 1.00 1.00 
113 1.00 0.97 1.00 1.00 
112 0.89 0.39 0.99 0.94 
111.5 0.31 0.08 0.68 0.35 
111.2 0.11 0.05 0.14 0.05 
111.1 0.04 0.04 0.06 0.04 
111.05 0.05 0.04 0.06 0.06 
1.05 0.05 0.07 0.06 0.06 0.08 0.06 
1.1 0.05 0.06 0.09 0.11 0.10 0.09 
1.2 0.12 0.14 0.16 0.18 0.20 0.11 
1.5 0.41 0.45 0.71 0.68 0.88 0.78 
2 0.92 0.94 1.00 1.00 1.00 1.00 
3 1.00 1.00 1.00 1.00 1.00 1.00 
4 1.00 1.00 1.00 1.00 1.00 1.00 
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10. DISCUSSION 
Although there is a large amount of literature concerning change point problems, there are few 
authors who consider the case in which there is neither information of the place nor of the rate of the 
parameter change. For the situation with an exponential distribution there have been proposed Baye-
sian procedures. For instance by Hsu (1979), who derived a locally most powerful test when the prior 
distribution of" is uniform, and BROEMELING (1974), who considered several prior distributions of p. 
The more general approach of HINKLEY (1972), who gives approximations for the critical values of 
arbitrary linear discriminant functions cari also be applied in this situation. 
In this paper we assume no a priori information on the location or the rate of change. One of the 
results is that the likelihood ratio test statistic, when properly transformed, follows, under the null-
hypothesis, asymptotically an extreme value distribution. However, for practical purposes the rate of 
convergence is too low, critical values have to be obtained by simulation. For an alternative test, with 
the same limiting null-distribution, it is found that the rate of convergence is slightly better. 
In general the likelihood ratio test for change point problems appears to have favourable efficiency 
properties (see HINKLEY (1970), DESHAYES and PICARD (1982)). For the exponential case, we showed 
that the likelihood ratio test is optimal in the sense of Bahadur, whereas the proposed alternative test 
has Bahadur slope zero. Our simulation results reflect this. A comparison with the simulations of 
Hsu (1979), who considers a one-sided test, i.e. for p > 1, confirms our results. HINKLEY (1972) also 
mentions a loss of efficiency for some special cases when other discriminant functions than the likeli-
hood are used. Apart from Bayesian procedures and the tests proposed by HINKLEY (1972) there are, 
to our knowledge, at the moment no alternative parametric tests for the exponential case. 
A possible topic of further research is the validity of the results in this paper for other families of 
distributions. The asymptotic null-distribution and the efficiency of the likelihood ratio test depends 
heavily on the tail-behaviour of the distributions. For a one-parameter exponential family, and in gen-
eral also for a k-parameter exponential family, the likelihood ratio test is optimal in the sense of 
Bahadur. We are unaware of any results on the asymptotic null-distribution of the test for other fami-
lies of distributions. However for normally distributed variables with known variance, it is easy to see 
that the test also has an extreme-value limiting null-distsribution. 
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APPENDIX 
We will repeatedly use the following inequalities, which follow from the definition of zn(y) in (2.2) 
(main text): 
(A.I) y / Zn(y) ..,;;; (n + 1) / n when y is between (k -1) / n and k / n; the same applies for 
(l-y)/(1-zn(y)). 
(A~2) [y -zn(y)I ..,;;; (n + 1)- 1 wheny is between (k-1) / n and k / n. 
Furthermore, we will use: 
I I 
(A.3) X,,(y) = {(n+l)/n}2 ·Un(y)+(n+l)2 ·(y-zn(y)), 
which follows from the definitions of X,,(Y) in (2.2) and Un(y) in (2.4) of the main text. 
PROOF OF LEMMA 4.1. 
From equation (A.3) it follows that: 
I I 
X,,(y) / fn(y) = g,.(Y)·{(n + l)y(l-y) / n} 2 (fn(Y))- 1+(n+1)2 (Y-zn(y)) fn(y). 
Equation (A. I) gives 
I 3 
l(n+l).y(l-y)/n)2 (fn(y))- 1l:s;;;;{(n+l)/n}2 < V2 
for large n, uniformly iny E [t:m 1-t:nl· Equation (A.2) gives: 
I I I 
l(n + 1)2 (y-zn(Y)) / fn(y)l:s;;;;{(n + 1)2 fn(Y)}- 1 :s;;;;{(n + l)t:n(l-t:n)}-2 < Vl 
for large n, uniformly iny E[t:n, 1-t:nl· Hence: 
IX,,(y) / fn(y)l:s;;;; Yllg,.(y)I + V2 for large n, uniformly iny E[t:n, 1-t:nl· 
Thus, application of Lemma 4.1' gives Lemma 4.1. D 
PROOF OF LEMMA 4.3. 
Rearrangement of equation (A.3) gives: 
X,,(Y)-Un(y) = {-2
1 
+ O(~)}Un(Y)+(n + l)+ (y-zn(Y)). 
n n 
Hence, it follows from (A.2) that: 
I I 
_..!.. 
IX,,(Y)-Un(Y)I ..,;;; l{-2 + 0(2)}lln(y)I + (n + 1) 
2 
uniformly iny E [O, l]. 
n n 
Thus, application of Lemma 4.3' establishes Lemma 4.3. D 
PROOF OF LEMMA 5.1. 
From equation (A.3) follows: 
I I I I I 
X,,(y)/(zn(y))2 = (lln(Y)/y2 ){(n+l)y /(n.zn(y))}2 + (n+l)2 (y-zn(y))/(zn(Y))2 . 
Equation (A.2) gives: 
I I I 
l(n+I)2 (y-zn(Y)Xzn(y))-2 1:s;;;;l{(n+l)zn(y))}-2 1<1 uniformlyiny E [(n+l)- 1,t:nl· 
Combining this with (A.I) gives: 
I I 
IX,,(y)/(zn(y))2 1:s;;;;{(n +l)/n}Un(y)/y 2 + 1 uniformly iny E [(n + 1)-1,t:nl· 
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Thus, it follows from Lemma 5.1' that: 
I I 
fun P{ s~e IX,,(Y)/(zn(y))2 1 > {(n+1)/n}(loglogn)4 +l} = 0. 
n->oo (n + l) <;;y..:£,, 
I I 
SiI\ce for large n {(n + 1) / n }(log logn)4 + 1 < 2(log logn)4 , Lemma 5.1 follows. D 
PROOF OF LEMMA 5.2. 
From the definition in (2.2) (main text) it follows that 
n 
P{ _, sup _, lzn(y)/Un(Y)I > Pn} = P{ U (pnUn(k) < k /(n +l))} 
(n+l) ..:y<I-(n+l) k=l 
n k 1 
~ 1-P{ n (Un(k) > ( +l) -)}. 
k=l n Pn 
Thus, with 11; = {(n +l)pn}- 1 (i = l, ... ,n), Lemma 5.2' gives: 
n 1 
P{(n +W'~!!R-(n +If' lzn(Y) /Un(Y)l>Pn}~l -(1- n + 1 Pn ). 
Hence, this probability goes to zero for each sequence of numbers Pn for which p; 1 goes to zero if n 
goes to infinity. D 
PROOF OF STATEMENT (4.7) (MAIN TEXT). 
Recall that r~(y) is equal to Zn(Y)(l -zn(Y)). Now for y between (k - I) In and k In we have the fol-
lowing inequalities: 
_n_ ~ Zn(Y) ~-n- __ k_, 
n+l y n+l k-1 
where the left inequality follows from (A.I) and the right inequality is easily derived from the 
definition of Zn(Y) ((2.2), main text). For y E[En, 1-En], the term on the right is less than ( n; 1 ){1-(/og /ogn)-4}-1• Since the same applies for (\~.:~)),we have: 
(-n-)2 < (~n(Y))2 < (-n-)2{1-(/o lo )-4}-2 = (-n-)2{1 +O((l l )-4)}. 
n+l y(l-y) n+l ig 'grt n+I og ogn 
Hence: 

