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Como indica el título, el objetivo del presente trabajo es construir un 
Cálculo Funcional para operadores lineales no negativos sobre un espacio 
de Banach no necesariamente univaluados, de forma que en el conjunto 
de funciones admisibles esté, al menos, za, con 0 < R ea < 1, con el 
fin de definir la potencia fraccionaria de un operador multivaluado y 
obtener como corolario las propiedades exigibles a una teoría satisfactoria 
de potencias.
Conviene resaltar la importancia de trabajar con operadores multiva­
luados: siempre tienen sentido los operadores clausura, inverso y adjunto 
de uno dado.
Ya en 1961 R. Arens en [Ar] construye un Cálculo Simbólico para 
relaciones lineales, es decir, para subespacios vectoriales del espacio X x Y  
con X  e Y  espacios vectoriales sobre un cuerpo K , donde las funciones 
admisibles son polinomios con coeficientes en el cuerpo K.  Se obtienen, 
entre otras propiedades, la fórmula del producto, la ley de la composición 
y el teorema espectral cuando K  es algebraicamente cerrado.
Por otra parte, en 1972 F. Hirsch en [Hil] introduce el concepto de 
transformada de Stieltjes de una familia resolvente de operadores acota­
dos, que le permite construir un Cálculo Funcional para operadores A  no 
negativos densamente definidos, y que consiste en asociar a cada función 
f (z )  de la forma
f{z)  = a +  í  * dfi(t), 2 € C  \  M_,
JR+ 1 ~r tz
con a > 0 y fi una medida de Radon no negativa sobre M+ =  [0, -foo[
con fR+ d¡i(t) < oo , es decir, f ( z  x) es una transformada de Stieltjes 
(véase [Hil] o [Wi]) lo que en adelante indicaremos mediante f (z)  
un operador f (Á)  determinado por
f (A)  = a +  í  A  (1 +  tÁ)~1dp(t) . 
m+
Se obtienen las siguientes propiedades:
(i) f (A)  es un operador no negativo.
(ii) S i / , g e Z +  entonces /  ° 9 £ y
( /  ° 9){A) = f(g(A))  (estabilidad bajo composición).
(iii) Si ae denota el espectro esencial entonces
ae(f(A))  =  { /(s) • s G o-e(A)} (teorema espectral).
En el trabajo [Hi2] prueba además la siguiente propiedad:
(iv) Si f ,g  e %+ y el producto /  g G X+ entonces
( /  g)(Á) =  f (A)  g(A)) (fórmula del producto).
La teoría de Hirsch ha sufrido, cuando menos, dos extensiones. La 
primera se debe a E. Alaarabiou que en [All] extiende el Cálculo Fun­
cional de Hirsch a operadores multivaluados no negativos A  sobre un 
espacio de Banach complejo X . El proceso de extensión se basa en con­
siderar una adecuada topología sobre el conjunto M. de operadores mul­
tivaluados no negativos, de forma que el subconjunto de A i
M 0 = { A e  C(X)  : ] -  oo, 0] C p(A)} 
resulta ser denso. De hecho,
lím A \  +  A =  A  en AA.
A—>0
donde A\ =  y(l — (1 +  AA)-1) es la resolvente de Yosida del operador 
A. Así, para /  G %+ se define f (A)  mediante:
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f (A)  = hm f ( A x +  A) en M ,
donde f ( A \  +  A) se calcula a partir del Cálculo Funcional de Dunford. 
Destaquemos que para este Cálculo no se consiguen resultados impor­
tantes como son la fórmula del producto y el teorema espectral. Como 
caso particular se construye la potencia fraccionaria Aa con 0 < a  <  1 , 
obteniendo esencialmente las siguientes propiedades:
1 . (Aa)P = A QP, 0 < a , / ? <  1,
2. (Aa)-1 =  (A-1)", 0 < a  < 1,
3. A aAP = 0 < a, (3 < 1 con a  +  (3 < 1,
4. A = lím in fA a ,a—► i
quedando el teorema espectral como un problema abierto.
Las dos primeras propiedades se obtienen directamente del Cálculo 
Funcional, en donde se prueban vía la continuidad de f (z )  como apli­
cación de A4 en A4, mientras que la tercera se demuestra expresamente 
para el caso de las potencias fraccionarias con técnicas similares a las 
presentadas por Martínez-Sanz-Marco en [MSM] .
La segunda extensión a la que hemos hecho referencia, de próxima 
aparición, se debe a Martínez-Sanz que en [MS] extienden el Cálculo 
Operacional de Hirsch en una doble vertiente: se amplia el conjunto de 
funciones admisibles de tal manera que estas son aquellas f ( z )  para las 
que / ( 2-1) es una transformada de Stieltjes de una medida compleja 
de Radon sobre M+ (se incluyen por tanto la función f ( z )  = za con 
0 < R ea  < 1 y otras funciones interesantes como por ejemplo f ( z )  = 
e~tz<* , donde 0 < a  < que no pertenecen a la clase T+) y por otra parte 
es válido para operadores univaluados no negativos no necesariamente 
densamente definidos.
En esta memoria, haciendo uso del Cálculo Funcional de Dunford, 
aunque también se podría partir del Cálculo presentado en [MS] para ope­
radores acotados no negativos de forma que fuera posible trabajar sobre 
una clase de espacios más general que los espacios de Banach, construi­
mos un Cálculo Funcional que extiende al presentado por Alaarabiou, por
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el hecho de admitir una clase más amplia de funciones, y al propuesto 
por Martínez-Sanz en el sentido de que es válido para un conjunto más 
amplio de operadores, mediante la definición:
f (A)  = lím inf/(yU ).
Para este Cálculo se prueban las propiedades más deseables, que nos 
permiten calificarlo como tal, pero con técnicas totalmente distintas a 
las presentadas en [All], ya que para nuestras funciones base f (z)  no 
tenemos asegurada la no negatividad del operador transformado f (A).  
La idea base consiste en “bajar” al Cálculo para operadores de C(X)  no 
negativos mediante la igualdad
¡ (A ) -1 =  ¡ ( A '1),
donde f (z)  = /(z-i) »(lue se Prueba directamente a partir de la definición, 
junto con un resultado que relaciona f (A)  con f ( A  +  s) para e > 0. De 
este último resultado se deduce que
f(A*)  =  f(A)*,
para una clase de funciones más amplia que £+•
Posiblemente el mejor resultado obtenido es la llamada fórmula de 
diagonalización
f (A)  = (l + A) f (A)( l  + A ) -1 \-m ,
que conecta el caso general con el caso densamente definido, toda vez 
que permite evaluar f (Á)  de forma más sencilla, y que es determinante 
para obtener la fórmula del producto y la ley de composición antes men­
cionadas. Se obtiene además un teorema espectral que relaciona el es­
pectro de f (A)  con el de A ; en particular para /  € T+ se consigue una 
relación completa entre ambos espectros.
Nuestro Cálculo Simbólico permite como consecuencia inmediata cons­
truir la potencia fraccionaria Aa con Re a > 0 obteniendo directamente 
del mismo, entre otras, las propiedades 1 a 3 anteriores y parte del teo­
rema espectral. No obstante, demostramos este último resultado de dos
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formas diferentes: con técnicas similares a las expuestas por Balakris- 
hnan en [Ba], que se basan en la teoría de Algebras de Banach, o con 
las ideas propuestas en [MS] que no necesitan de la citada teoría y que 
por consiguiente son válidas para espacios más generales. Además se 
establece, bajo ciertas condiciones, que (A*)a = (Aa)*. Finalizamos el 
trabajo exponiendo algunos resultados sobre potencias de exponente a  
con Re a  < 0 que son corolarios inmediatos de las propiedades correspon­
dientes para cuando R ea  > 0.
Por último, resaltar que los resultados obtenidos permiten plantearse 
una serie de cuestiones que deberemos, por su interés, abordar en el 
futuro y entre las que destacamos las dos siguientes:
a) Posibilidad de definir potencias fraccionarias imaginarias puras sin 
necesidad de exigir propiedades adicionales al operador A. Para r  G M 
podríamos definir
AÍT — líminf (Aa +  A)*t ,
A—+0
donde {A\ +  A)lT se puede calcular mediante el Cálculo Funcional holo- 
morfo. La definición propuesta es coherente en el sentido de que, como 
es deseable, A t0 = 1.
b) Es de esperar que las técnicas establecidas junto con la teoría de 
semigrupos para operadores multivaluados propuesta por A. Yagi en [Ya] 
permitan obtener teoremas de existencia y unicidad para inclusiones de 
evolución de orden n  G N del tipo
dnu . .
que surgen, tras un cambio de variable, en el ámbito de las ecuaciones 
lineales de evolución degeneradas en la derivada temporal (véanse al res­
pecto [FY1] y [FY2]). De hecho, cuando n > 2, el propio Cálculo Fun­
cional nos proporciona directamente el semigrupo asociado —A1/” para 






En este capítulo establecemos algunas de las propiedades más intere­
santes de los operadores multivaluados no negativos y de las potencias de 
exponente entero de los mismos. Nótese que, en principio, las potencias 
citadas no heredan la no negatividad; eso sí, comparten con el operador 
original alguna de sus características más importantes. Asimismo, se 
proporcionan algunos ejemplos de operadores no negativos propiamente 
multivaluados.
Observaremos también que en el ámbito de los operadores lineales 
multivaluados siempre tiene sentido considerar el inverso, el adjunto y la 
clausura de uno dado; de hecho, las dos primeras operaciones conservan 
la no negatividad.
2.1 Definiciones y  propiedades.
Durante todo el trabajo mediante (X,  || ||) denotaremos a los espacios 
de Banach complejos. Si R, S  son subconjuntos de X  entonces definimos
R  *4~ S  = {tt "fu £ X  i u £ R , v £ Sy
a R  — { a u € X : u ^ R } ,  Va £ C.
Definición 2.1 Llamaremos operador lineal sobre X  a todo subespa- 
cio vectorial A  de X  x X  , y lo indicaremos mediante A  C X  x X .
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Como es habitual utilizaremos la siguiente notación en relación con A:
D(A) = {u G X  : 3v G X con (t¿, v) G A} ,
Au = {v G X  : (u, v) G A}, Vu € D(A),
R(A) — {v G Au : u G D(A)} y Ker A  =  {u G D(A) : 0 G Au}.
Es fácil comprobar que la linealidad de A  está caracterizada por la 
propiedad
a A u  + (3 Av C  A (a u  + fiv), Wu,v G D(A), Va,/? G C.
Si AO =  {0} diremos que A es un operador lineal univaluado o 
uniforme, utilizando el concepto de multivaluado para el caso general, 
incluyéndose por tanto a los operadores univaluados.
Es evidente que AO, D(Á) y  R(A) son subespacios vectoriales de X,
y  que si (u, v) G A entonces Au = v + AO.
La siguiente propiedad es útil para probar que dos operadores A y  B  
coinciden:
A C B ,  D(B)  C  D(A) y  B0 C  £ 0  => A  =  R
Diremos que el operador A es cerrado si A es un subconjunto cerrado 
de X  x X, lo que implica que AO es cerrado, y que es acotado si el 
conjunto
{ u  G Au  : \\u\\ < 1  y u G D(A)}
es acotado. En este último caso A es uniforme, ya que si v G AO entonces
se puede obtener a una relación del tipo
|M| < —, Vn € N, n
donde K  es una constante, y por tanto v = 0.
Mediante C(X)  denotaremos el álgebra de Banach de los operadores 
lineales y acotados definidos sobre todo X.
Sean A ,B  C  X  x X. Definimos el operador suma de A y  como
A +  B  =  {(u, v + w) G X  x X  : (u,u) G A , (w,w) G fi},
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y el p roducto  p o r un escalar a 6 C  mediante
a. A  — {(u, av)  G X  x X  : (t¿, v) G Á}.
Cuando hablemos del operador a  haremos referencia a a l  donde I  = 
{(u, u) G X  x X  : u G X }  es la identidad sobre X.
Definimos la composición o producto  de A  con B , que denotaremos 
A B ,  mediante
(u, v) G A B  <=>• u G D(A) y existe w G Au  fl D{B)  tal que (w , v) G B.
Es evidente que A B  es un operador lineal sobre X  .
A  todo operador lineal A  le podemos asociar un operador que deno­
minaremos inverso, y que denotaremos mediante A-1, determinado por 
la relación
( u ,  v) G A~l (v,u) G A.
Nótese que A~XA  es una extensión de la identidad restringida a D(A ), 
es decir,
{(«,«) e X x X : u e  D(A)} C  A - 1 A,
y que A A ~ X extiende a la identidad sobre R(A). Es un ejercicio sencillo 
probar que
A~l B~x = ( B A ) - 1.
Destaquemos en este punto que las propiedades habituales de las o- 
peraciones previamente introducidas cuando se trabaja con operadores 
uniformes, no son válidas en general para operadores multivaluados. Por 
ejemplo, se tiene:
(2.1) (a + p ) A C a A  + (3A dándose la igualdad si a  +  ¡3 ^  0.
Obviamente no siempre es cierta la igualdad (si {0} £  AO entonces 0A  £  
A  — A). En consecuencia, el conjunto de operadores lineales sobre X  no 
tiene estructura de espacio vectorial. Para A ,B ,C  C X  x X  tenemos:
A B  +  A C  C  A (B  +  C), y si D{A) = X  se da la igualdad.
Sin embargo, en general no es cierta la ley distributiva. Análogamente 
se tiene que
(B + C ) A C B A  + C A
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siendo iguales si A es univaluado.
A un operador A  C X  x X  se le puede asociar un operador lineal A* 
sobre el espacio dual X*, que llamaremos adjunto, determinado por:
A* = {(u*,v*) e r x T :  {v*,u) = (u*,v) , V(u,v) G A}.
Proposición 2.1 Sean A, B C X x X , a € . C * .  Se tienen las siguientes 
propiedades:
(i) A* es cerrado.
(ii) Si A C.B entonces B* C A*.
(iii) (A*)-1 = (A-1)*.
(iv) A*0 =  DÍA)1 =  {«* € X* : («*,u) = 0 , Vu € D(A)} y Ker A* =
RÍA)1 -
(v) A* es univaluado si, y sólo si, A  es densamente definido.
(vi) Si A  € C(X) entonces A* G C{X*) con ||A*|| =  ||A||.
(vii) ( aÁ)*=aA* .
(viii) A* B* C (B A )*. Si B  G C(X) entonces se da la igualdad.
(ix) A* +  B* C (A +  B)*. Se da la igualdad siempre que D{A*) = X* y 
D(B)  C D(A).
Demostración. Utilícese la definición. Los apartados (v) y (vi) son 
consecuencia del teorema de Hahn-Banach. ■
Para un operador lineal A definimos el conjunto resolvente de A, 
p(A), mediante:
p(A) = { z € C : ( z - A ) - 1 eC (X) } ,
y el espectro  de A como cr(A) =  C — p{A).
Notar que si A es cerrado entonces, por el teorema de la gráfica cerra­
da, z  G p(A) si, y sólo si, z — A  es una biyección de D(A)  en X.  Además,
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si A = X  x X  entonces cr(A) = C incluso cuando X  es un espacio vec­
torial de dimensión finita, lo que pone de manifiesto un comportamiento 
anómalo respecto del caso univaluado. Al igual que en el caso uniforme 
se tiene el siguiente resultado.
Proposición 2.2 Sea A  C X  x X . El conjunto p(Á) es un subconjunto 
abierto de C . Si p(A) /  0  entonces la aplicación resolvente
R : p(A) — C(X)
z -> Rz — {z — A )-1
es holomorfa y se verifica la identidad resolvente:
Rz -  Ry = ( y -  z)R zRy, V z , y G p{A).
Demostración. Si p(A) = 0  la primera afirmación es evidente. En 
otro caso sea z q  G p{A). Para z  G C tenemos:
z - A  = ( l - ( z 0 -  z)R Z0) ( z 0 -  A ),
luego si exigimos que
(2.2) \ z - z 0 \ ||fíZ0|| < 1,
entonces
Rz = Rz0 (1 “  {¿o ~  z) RzoY1 € C{X),
por lo que zq es un punto interior de p(Á).
Supongamos que p(A) ^ 0 y  sea zo G p(A). Si z  G C \  { z q }  verifica
la condición (2.2) entonces
z -  z0
luego
Rz Rz° =  - R l  (1 -  (zo -  z) R ^ ) - 1
Km Rz Rz° = -R *
z - > Z 0 Z  —  Z q  ^
Finalmente, Vy, z  G p(A) se tiene:
Rz - R y  =  (y -  A)~1(y -  A){z  — A)~r — (y -  Á)~l (z — A) ( z  — A ) '1 
= (y - z ) R y Rz.
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Se puede definir un cálculo funcional para operadores lineales donde 
las funciones base son polinomios con coeficientes en un cuerpo K  (ver 
[Ar]). Nosotros nos vamos a restringir a operadores A  sobre X  para los 
que
(2.3) AO D D(A) = {0},
propiedad que veremos verifican los operadores no negativos, a sabiendas 
de que los resultados son válidos en el caso general, con la diferencia de 
ser la demostración algo más sofisticada.
Sea pn{z) = an zn + a n_i zn_1 +  ...  +  a i 2 +  ao un polinomio con 
coeficientes complejos de grado n, an ^  0 (observar que se descarta en la 
definición el polinomio idénticamente nulo), y sea A C X x X  . Definimos 
pn(A) como el operador lineal
pn(A) =  a n An +  G:n_ 1AJ1 1 +  . . .  4- o¿\ A  +  oíq.
T eorem a 2.1 Sea A  C  X  x X  verificando (2.3). Seanpn(z) y qm(z) dos 
polinomios a coeficientes complejos. Se tiene:
(i) D(pn(Á)) = D (An), sobreentendiendo que A° = I, y pn(A)0 = AO si 
n > 1.
(ii) Si n  yé m  o en el caso de ser n  — m se tiene que la suma de los 
coeficientes de mayor grado es no nula, entonces
(Pn +  qm){A) =  pn{A) +  qm(A).
(iü) (Pnqm) ( A ) = p n(A) qm(Á).
(iv) (pn O  qm)(A) = Pn{ qm{A)).
(v) Supongamos que A  es cerrado. Si a(A) = 0  entonces <j(pn(Á)) — 0  
y en otro caso
v(Pn(A)) = {pn(z) : z e  a(A)}.
Demostración, (i) La primera afirmación es evidente. Respecto de la 
segunda téngase en cuenta que (2.3) implica As0 =  AO para s — 1 ,2 ,...
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En efecto, en primer lugar AO C An0; la otra inclusión se prueba por 
inducción sobre n, ya que si v G An0 entonces existe w G An-10 fl D(A)  
tal que (v , w) G A, pero, por la hipótesis de inducción, se tendría w — 0 
y por tanto que v G AO.
(ii) La inclusión C  de la igualdad propuesta es consecuencia de la 
propiedad (2.1) y de la conmutatividad y la asociatividad de la suma 
de operadores. Por otra parte, es evidente que el dominio de ambos 
operadores es D(AS) con s = máx {n,ra}, y que el conjunto imagen del 
0 también es el mismo en los dos casos, luego son iguales.
(iii) Comencemos probando que (z pn(z))(A) = A pn(A). Tenemos:
A pn(A) D a n A n+1 +  Oín-i A n +  ... + ai A2 + a0 A = (z pn(z))(A),
de donde razonando como en el apartado previo se deduce la igualdad. 
Evidentemente (a pn(z))(A) = a  pn(^), Va G C \  {0}. Por tanto, para 
oí G C* ,
(A -  q) pn(A) C  A pn(A) -  a  pn(A) = (z pn(z))(A) -  (a pn(z))(A) 
= ( ( z - a ) p n(*))(A),
y, por consiguiente, (z — a)(A) pn(A) =  ([z — a) pn(z))(Á). Por último, 
teniendo en cuenta que C es algebraicamente cerrado y mediante un 
proceso de inducción se prueba la fórmula del producto en el caso general.
(iv) Si Pn(z) = a n zn + a n_i zn~1 +  . . .  +  «i 2 +  a 0 se tiene:
Pn(Qm(<Á)') = Oín qm(A) +  Oín—i qm(A) -t- . . .  -f- ol i qm(A') H- oí o
=  a n Qm(A) +  Qín- 1 Qm X(^ ) +  • • • +  <^ 1 Qm(A) +  Qo
=  (Pn°tfm)(A),
donde la primera identidad es consecuencia de la definición, la segunda 
de la fórmula del producto y la última del apartado (ii).
(v) Podemos suponer n > 1. Para 6 G C tenemos, por la fórmula del 
producto, que
(2.4) pn( Á ) - 6  = (pn( z ) -6 ) ( A )
=  oín(A — úi)(A — ó2)...(A — <5n),
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donde i = 1 .. .n , son las n  raíces, posiblemente repetidas, del poli­
nomio pn(z) — 8. Si (t(A) = 0  entonces de la relación (4) se sigue que 
p(pn(A)) =  C. Sea 8 = pn(zo) para algún zq G cr{A) y supongamos 
que 8 G p(pn(A)) ; por la relación (4), observando que los factores de la 
última igualdad conmutan, se tiene z q  G p(A). Hemos probado por tanto 
la inclusión D del enunciado. Si 8 G a(pn(Á)) es ya evidente que debe 
existir una raíz z q  del polinomio pn(z) —  8 que esté en cr(A), es decir, 
8 = P n ( z o )  con z0 G o-(A). ■
Lem a 2.1 Sea A  C  X  x  X. Si z G p(A) entonces Vn G N se tiene:
Rz Anu C  AnRz u, Vu G D(An).
Demostración. Si (u, v) G A  entonces
A R z u 3  z  Rz u — u =  Rz v.
Supongamos que el resultado se verifica para n. Si (i¿, v) G A n+1 debe 
existir w G X  con (u, w) G An y (iu, u) G A. Por tanto,
An+1 Rz u = A A n R z u D A R z w 3 Rz v.
■
Proposición 2.3 Sea A C I x I  verificando (2.3) y con p(Á) ^  0. 5e 
¿¿ene gne An es débilmente cerrado, Vn G N.
Demostración. Vamos a probar por inducción sobre n que A n es ce­
rrado, de donde, al ser un operador lineal, se deduce que es débilmente 
cerrado. Para n  =  1 es evidente por la hipótesis sobre el conjunto re­
solvente. Supongamos el resultado válido para n y comprobémoslo para 
n  +  1. Sea {(% , um)}mGN C  An+1 tal que
lím (um,Vm) = (u,v).m-too
Si —2: G p(A) entonces por el lema anterior y la condición (2.3) obtenemos 
( z + A)-1um G An+l{z -I- Á)~lum =  A n(uTn -  z(z  +  A)~lum),
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y como
Jím^ {um -  z(z-\-A)~lum,(z  + A)~lvrn) =  ( u -  z(z + A)_1u, (z + A ^ v ) ,
entonces por la hipótesis de inducción
(u — z(z  +  A)_1i¿, (z -f A)-1u) € An.
Por tanto u — z(z  -f- A)_1iz € D(An), de donde, en particular, u 6 D(A).  
Finalmente,
v € (z + A)(z + A)~lv C  (z +  A) An(z +  A)~lAu =  An+1u.
m
Definición 2.2 Diremos que A  C X  x X  es no negativo si 





Al conjunto de operadores lineales no negativos sobre X  lo denotaremos 
por A i (X )  (Ai si no hay riesgo de confusión).
Definición 2.3 Sea {Aí}íGj  una red de operadores lineales sobre X . 
Siguiendo [All], llamaremos límite inferior de la red siguiendo X al 
operador lineal
líminf Ai =  {(íz, v) e  X  x  X  : ^{{uí^Ví)}^ convergente 
a (w,u) en X  x X , donde (u¿,u¿) G A¿,Ví G X}.
N ota 2.1 Si Ai =  A, G J, entonces A¿ = A. También es evidente 
que A  =  líminf si, y sólo si, A-1 =  líminf A "1. Finalmente destacar 
que si A i  G C(X),  Vi 6 I ,  y límsup ||A¿|| <  +oo, entonces líminf A* 
es un operador uniforme. Efectivamente, supongamos que (0 , v) G lím inf 
A{, entonces existe una red {wi}iex en X  convergente a cero y tal que la 
red {AíUí}í€x converge a v , por lo que
H  < límsup ||Ai|| lím \\m\\ =  0.
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Proposición 2.4 Sea {A¿}¿€x una red en jC(X) con límsup ||Aj|| < 
+00; y sea A  G C(X) . Equivalen:
(i) A=l ím infA ¿ ,
(ii) Au =  lím AiU, Vu € X .
Demostración. Supongamos que A = líminf A¿. Sea u G X  ; existe 
una red {uí}í&j  tal que U{ —> u y —> At¿. Así
||A¿i¿ -  Au\\ < || Ai\\ ||Ui -  i¿|| -f ||AíUí -  A u \\,
luego Au =  lím A¿w.
Asumamos ahora que A  es el límite puntual de {A¿}í€i  en X . Clara­
mente lím inf Ai es una extensión de A y por el último comentario de la 
nota previa líminf A¿ es un operador univaluado, luego son iguales. ■
Corolario 2.1 Sea (A¿}iGx una red en M  con límsup M(A¿) < +00 y 
sea A e M . Equivalen:
(i) A=lím infA ¿ ,
(ii) converge a J^u  siguiendo X, \fu G X  y VA > 0.
En esta situación se tiene además que M(A)  < líminf M(Ai).
Demostración. La equivalencia es inmediata a partir del resultado 
anterior. Sea u € X  con ||w|| =  1. Tenemos
J*u = lím J?‘u < lím inf M(Ai)
y en consecuencia M(Á)  < lím inf M(A¿). ■
A cada operador A e  M í e  asociamos la familia de operadores acota­
dos, llamados habitualmente regularización Yosida del operador A,
=  j ( l  -  Jx),  VA > 0.
Se tiene:
A J^u  = A \u  -f A0, Vu € A,
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A \u  =  J \A u , Vi¿ G D(A).
Nótese que en el caso general tenemos \\A\\\ < j (M(A)  +  1), mientras 
que si A  G C(X)  se tiene la acotación uniforme \\A\ II <  M(A)  ||A||.
Proposición 2.5 Sea A  G M .  Las siguientes afirmaciones son ciertas:
(i) M(A) = 0 si, y sólo si, A  =  {0} x X . En otro caso M(A)  > 1.
(ii) A~l G M  con J f 31 =  1 -  j £ x, VA > 0.
(iii) A* G M(X*)  con M(A*) =  M(A).
(iv) Pora todo X > 0, A \  G £(A¡T) ^  M  c o n
J A x  —  _____\ ____
M fi + X
?/ M (A \)  < máx (M(v4), 1}. Además
(Ax'jfji = (Ap'jx = Afx+Xi V/x, A > 0.
(v) >1 =  líminf Aa y A~l =  lím inf A Jjf.
A—»0 A—>+oo
(vi) Z (^i4) (P(A)) no es denso en X  entonces para todo natural n  se 
verifica que (X  \  D(Aj) fl R{An) ¿ 0 ( ( X \  R(Áj) D D (An) ±  0 ).
Demostración, (i) Si A = {0} x X  es evidente que A  es no negativo 
con M(A) = 0, lo que no sucede en el conjunto de operadores lineales 
uniformes no negativos donde se tiene siempre M(A)  >  1. Obsérvese 
que si M(A) = 0 entonces el operador A  es el previamente citado. En 
otro caso existe u G D(A) \  {0} que podemos suponer unitario; entonces 
tomando (u, v) G A se tiene
u A J?v j \ u < M(A),
de donde haciendo A —> 0 obtenemos M(A) > 1.
(ii) Sea A > 0; por las siguientes equivalencias
v G (1 - f  XA x)u <=> Xu G A(v — u) <==> u = v — Jv-iu,
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obtenemos que J \ 1 — 1 — J£-1 por lo que A  1 € M. con M(A  x) < 
M(A)  +  1.
(iii) Respecto del operador adjunto basta tener en cuenta que por 
las propiedades establecidas en la proposición 2.1 tenemos j£* =  {J\)*, 
VA > 0.
(iv) De las siguientes equivalencias
v = (l + fiA \)u  z — u € A((A +  ¡j l ) u  — Au)
pv e  (1 +  (A +  n)A)((\  +  ¡i)u -  Au)
u =
¡jl 4* A 
se deduce
(A +  iíJx+ií)v,
=  —T t (A +  ** - O  e  > °>¡JL ~r A
por lo que A \ es no negativo con M(A\)  < máx{M(yt), 1}. Por otra 
parte
^  =  ¿ (1 -  ^ T a (a +  ** ^  =  /7 T a {1 -  ^  ^
(v) Obsérvese en primer lugar que si A  E C(X)  fl M. entonces lím.\-fO 
A\  =  A  en £(X ) ya que
II4\ — j4|| < \ M ( A )  H.4II2.
Evidentemente Kmsup.\->o M (A \) < oo. Sean u G X  y (i > 0; se tiene:
\ j * xu -  J*u\ =  fl ||(4,)*tt -  A^ u]] A-=t° 0,
luego del corolario 2.1 se deduce que A = Km inf^o  A\. Tomando A -1 
en el lugar de A  se obtiene la segunda igualdad.
(vi) Sean u £ D(A)  y A > 0. Tenemos que (XA\)nu € R(An) pero
(AA t f u  =  (1 -  J*Yu  =  u +  £ ( - 1 ) *  r )  ( )hu i  D(A).
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N o ta  2.2 Para A E A i  se comprueba mediante cálculos sencillos que 
1 +  A y pA , p > 0, son operadores no negativos. En particular E A4, 
VAX).
Por otra parte { A a } a > o es una familia resolvente, es decir, verifica
A \ -  A,, =  (p -  X)A¡1Ax , VA, p > 0,
y además sup | | A A a || < oo. En efecto, como en términos de la función
A >0
resolvente Jx =  donde v =  — a partir de la fórmula resolvente 
para Rv se tiene
(/i -  A)J¿J*  = p j*  -  AJ t  VA,/i > 0,
luego
= ^ ( 1  -  J£ -  J¿) +  -  AJÍ)
Recíprocamente, si tenemos {Ra}a>o Q: verificando la identidad
resolvente y con sup ||ARa|| < 00 > existe un único operador A E A4
A >0
de modo que A \ =  Rxy X  > 0. Es obvio que un operador con estas 
características es único y debe ser A  =  R x(l — ARa)_1; Comprobemos 
que A  es independiente de A. Sea (u,v) E (1 — ARa)-1 entonces
R x(l — XRx)_1u =  {-Ra(  ^+ w) : w = XRxw}.
Para p > 0, por la identidad resolvente, se tiene:
(1 -  pRfj,)u = (1 +  (A — p)Rti)~1u
de lo que se deduce
Rx(l — XRx)~xu = R^( 1 -  p R ^ ^ u .
Intercambiando A y p  obtenemos la igualdad buscada. Además, =  
1 — pRp, V/x > 0, confirmándose que A  E A4 . Esta disquisición pone
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de manifiesto la estrecha conexión existente entre A y su regularización 
Yosida A\.
Como veremos más adelante, en la construcción del cálculo funcional, 
es interesante demostrar A  =  líminfA-*o A x de forma constructiva. Ob­
servar en primer lugar que VA > 0 y Vrt E X
lím J ^ u  =  J V  
A—+0 ** **
ya que
II J ^ u  -  J¿u\ < A (M(A) +  1) l l ^ l l  +  |  -  J*
Sea (u^v) E A. Tenemos
lím J \ x(u 4- v) =  u y lím AxJ i x(u 4- v) =  u,
A—>0 A—+0
luego (u,v) £líminfA_>o A x. Supongamos ahora que (u,v) E  lím infA^o 
A, es decir, existe una red { « a } a > o verificando
lím U \ = u  y lím Axux =  v.
A—*0 A—>0
Se prueba fácilmente que
lím J i x(l 4- Ax)ux = J f ( u  4- v), 
a —>o v x
luego por la unicidad del límite u = J i (u  4  v) y por tanto (u: v) E A.
En la siguiente proposición se demuestra una útil caracterización de 
las clausuras del dominio y del rango de A , que evidentemente no tienen 
porqué coincidir con todo el espacio X .
Proposición 2.6 Sea A  E A i. Para cualesquiera n y m  enteros posi­
tivos se tiene:
(i) D(A) =  { u E X  : lím ( J f ) nu = u} = {u E X  : lím (AA x)nu = 0}
=  D {& ),
(ii) R(A) = {u E X  : Km ( J f ) nu = 0} =  {u E X  : Km ( \A x)nu = u }
________  A—+00 A—voo
=  R ( A n ) ,
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(iii) D(A) H R{A) = D(An) fl R(Am).
Demostración, (i) Comencemos probando la primera igualdad para 
n  =  1. Sea u € D(A); tomando v 6 Au  arbitrario tenemos:
<  A M (y4)||u ||^ °0
Utilizando la equicontinuidad de la familia {J \  } a > o y mediante un argu- 
mentó del tipo e/3 se obtiene el resultado sobre D(A). La otra inclusión 
es trivial.
Para n  > 2 de la cadena de desigualdades
II { J t f u  -  u¡ <  11(1 -  A/La)"u -  «II <  £  ( k ) (M(A) +  1) 




{u E X  : l í m  J^u  =  u \  C  {u € X  : l í m  (J \ ) nu =  w } ,  
a-> o  — A->0
q u e  j u n t o  c o n  l a  c a d e n a  d e  i n c l u s i o n e s  i n m e d i a t a s
{ u e X :  lím ( J f ) nu = u} C  D(An) C  D(A),
conduce a
{u E X  : lím ( J f ) nu = u} = D(An) =  D(A).
Por último, de la acotación
IK A ^ r ilK M ^  + l)”- 1 II A /y ,
se obtiene la inclusión
D(A) C  { u e X :  lím (A Ax)nu = 0}.
A->0




concluyéndose que u G D(A) ya que ( j£ )ku G D(A), VA > 0 y V/c G 
{ l , . . . ,n } .
(ii) Considerar el anterior apartado para A-1 observando que (A_1)n =
( ¿ T 1-
(iii) La inclusión D es inmediata. La otra comenzaremos probándola 
para n = m. Sea u G D(Á)nR(A ) ; por el apartado previo lírn\_,oo(^4.A)nix 
=  u. Como, por densidad, para cada A > 0 podemos determinar U\ G 
D(An) tal que ||i¿ a  — w|| < 1/A entonces
||( \A \)"u  -  (A40"u*|| <  (M(A| + 1 )n , VA > 0,
con lo que l ím x^^XA x^U x  =  u, de donde se deduce la inclusión deseada 
debido a que
A xnux = ( j£ )nAnux e  An(J¿)nux.
Finalmente, en el caso general tomamos p =  máx{ra, m} y se tiene:
D(A) D R(A) = D(AP) D R(Ap) C D(An) n R(Am).
Corolario 2.2 Sean í g M ,  A > 0 j / n G N . .  Se cumplen las siguientes 
afirmaciones:
(i) A0 =  An0 =K er ( J f )n. Además An0 n D(An) =  {0}.
(ii) Ker A =  KerAn =  Ker A xn y Ker An fl R(An) =  {0}.
(iii) An es un operador débilmente cerrado.
(iv) Si &(A) es el conjunto vacío entonces cr(An) también lo es. En otro 
caso
a(An) = {zn : z e  a(A)}.
(v) Si A  es acotado entonces A  G £{X).
Demostración. Por la proposición 2.6 se tiene A0 fl D(A) =  {0}, 
luego por el teorema 2.1 A0 =  An0. Además es sencillo comprobar que
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AO =  K er(J^)n. Como D(A) = D(An) queda demostrado el apartado
(i), y el segundo es consecuencia de éste.
Los apartados (iii) y (iv) se obtienen a partir de la proposición 2.3 y 
el teorema 2.1 respectivamente, eso sí, teniendo presente (i).
Sabemos que si A  es acotado entonces es univaluado. Sea u 6 X  ; 
como
u — J*u = \ \ \ A xu \ \< \M ( A ) K \ \u \ \ ,
con K  constante, tenemos por la proposición 2.6 que A  es densamente 
definido. Si u € X  existe una sucesión { i¿ n } n e N  en D(A) con límn-^ooitn =  
u. Por ser A  acotado, {Aun}n6N es convergente y, al ser A  cerrado, se 
tiene u € D(A), con lo que D(A) = X .  ■
N o ta  2.3 Observar que del corolario anterior se desprende que si A € A i  
es densamente definido entonces A es un operador uniforme, y si A tiene 
rango denso entonces A es inyectivo.
La propiedad que probamos a continuación jugará un papel funda­
mental en la prueba del teorema espectral.
Proposición 2.7 Sean A e  M  y A > 0. Si A  € £ (X )  entonces
< A X) =  £  : * € a(A)},
mientras que en otro caso
a(A) = {i f ^ : z € u { b ■
Demostración. Comencemos probando la inclusión 3  para ambos ca­
sos. En primer lugar es evidente que ^ 6 p(A\) si, y sólo si, A € £(X ).  
Si z  € o'(A), como A es no negativo, z  ^  — j  y, por tanto, si 6 p(A\) 
de la relación
z -  A = {  1 +  Az)(1 ^ Az. -  a a)(1 +  AA), 
se deduce que z  € p(A).
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Para la inclusión restante partamos de s en el complementario del 
conjunto : z  € <r(A)}U{^} y comprobemos que (s—Ax)-1 € £(.X ). 
Por la elección de s tenemos que € p(Á). Como
« -  A * C  (1 -  A » ) ( y ^  -  A ) J x ,
entonces Ker (z — A\) C  AO, de donde, como s ^  j ,  se deduce que 
Ker (z — A\) — 0. Por otra parte para u  € X  construimos el elemento
v = i \  ( i \  ( i S \----- ^ ) _1 -  *)u1 — As 1 — As 1 +  As
y se cumple por la fórmula resolvente que (z — A\)v = u. En resumen, 
(z — A*)-1 es un operador univaluado definido sobre todo X  y cerrado, 
luego por el teorema de la gráfica cerrada está en C(X). ■
En el resultado siguiente se proporciona una red de operadores no 
negativos especiales, en el sentido de que están en la clase de operadores a 
los que se les puede aplicar el cálculo funcional de Dunford para funciones 
/  holomorfas en C \] — oo,0], que “converge” a A.
Proposición 2.8 El conjunto Áio = {A  € C(X) :] — oo,0] C  p(A)} es 
un subconjunto de M.. Además VA 6 A4, {A \  +  A}a>o Q Ado y
A  = lím  inf (Aa 4- A).
A—»0
Demostración. Para A > 0 con 2 A ||A|| < 1  se tiene
J A
~  1 -  A H.4II -  2-
Por otra parte J A — ¡iR^ con ¡i — — 1/A y puesto que la función (iR^ 
es continua en el compacto [—2 ||A|| ,0] se deduce que J A está acotada 
si 2 A ||A|| > 1 .  Luego se puede afirmar con propiedad que AAq C  JA. 
Evidentemente la red {Aa +  A}a>o está en JAq. La condición sobre el 
límite inferior se obtiene de forma inmediata probando directamente que
líminf ( Aa +  A) =  Km inf A\.
A—K) '  '  A—*o
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Pese a que el operador A no sea univaluado se pueden considerar 
restricciones del mismo que conservan la no negatividad con dominio 
denso, con rango denso, e incluso con dominio denso y rango denso, 
sobre espacios de Banach adecuados, algunos de los cuales nos serán útiles 
en la construcción del cálculo simbólico. Consideramos los subespacios 
cerrados de X ,  y que por tanto dotados de la norma del espacio son 
espacios de Banach, siguientes: X d  = D(A ), X r  =  R(A) y X q =  D(A) H 
R(A).
Proposición 2.9 Sea A  € M.. Se tienen las siguientes afirmaciones 
sobre los operadores restricción:
(i) Aj) = AV\Xd  x X d  es no negativo y densamente definido sobre Xd-
(ii) A r  = A  f l  X r  x X r  es no negativo sobre X r  y tiene rango denso.
(iii) Ao =  A  f) X q x  X q es no negativo sobre X 0 y tiene dominio y rango 
densos.
Demostración. En los tres casos se obtiene la no negatividad si para 
cada uno de los subespacios cerrados Y  previamente considerados se 
cumple J ^ Y  C  Y ,  A > 0. Si Y  = X d  esta relación es evidente. Por 
otra parte J^R(A)  C  R(A), inclusión que se extiende a R(A) utilizando 
que Jjf € £(X).  El caso restante es ya inmediato.
Por la proposición 2.6 tenemos:
D(Ad) = {u € X d - lím =  u} = {u € X D ’• lím J^u  = u} = X d -
Por otra parte es fácil convencerse de que (A#)-1 =  (A~x)d luego tiene 
rango denso. Finalmente de la inclusión D(A2) f l  R(A) C  D(Ao) y la 
proposición citada se tiene que Aq es densamente definido. Que tiene 
rango denso es ya inmediato de la relación (A~1)0 =  (A))-1- ■
N o ta  2.4 El subespacio X + = AQ +  D(A) de X  es cerrado. Efectiva­
mente, téngase presente que si u 6 D(Á) y v 6 AO, entonces
y por consiguiente también
IMI <  (M(A) + 1) ||u +  « | | ,
En definitiva, se puede considerar A+ = A  fl X + X  X + como operador 
sobre el espacio de Banach X +. Obviamente es no negativo. Se tiene 
D (A+) = D{Ajt ~R{A+) =  AO + D {A )n R {A ), A+0 = AO y Ker A+ = 
Ker A; es decir, no se mejoran las características de A.
Proposición 2.10 Sea A € Ai. Si X  es un espacio de Banach re­
flexivo , entonces para todo entero positivo n se cumplen las siguientes 
afirmaciones:
(i) X  = An0 © D(An) =K er An 0  R(An). En particular A  es uniforme 
(inyectivo) si, y sólo si, tiene dominio (rango) denso.
(ii) D(An) =  {u G X  : lím s u p  ||A”u|| < oo} y R(An) =  {u G X  : 
lím s u p  An ( j£ )nu < oo}.
A-»0
A—>00
Demostración, (i) Por la proposición 2.6 y el corolario 2.2 para pro­
bar la primera igualdad es suficiente demostrarla para n  =  1 y, como 
es habitual, la segunda se obtiene considerando A - 1 . Sea u G X; como 
la red { Jj^u}a>o está acotada, podemos determinar una subred, que de­
notamos de igual modo, que converge débilmente a un elemento v G X  
cuando A —► 0. Como D(A) es débilmente cerrado, por ser un sub- 
espacio vectorial fuertemente cerrado, entonces v G D(A). Además, 
u — Jf)u G A(XJ^u) y converge débilmente a u — v, por lo que, al ser A 
débilmente cerrado, u — v G AO. Basta pues escribir u =  (u — v) -f v.
(ii) La inclusión C de la primera igualdad es evidente, y la otra in­
clusión la probaremos por inducción sobre n. Si u G X  verifica que lím 
sup^-,0 || AaI¿|| < oo, entonces existe una subred de {Aí\1í}a>o5 que deno­
taremos de igual modo, que converge débilmente a un elemento v G X  
cuando A —► 0. Como límA-*o« f^w = u y A  es débilmente cerrado, tene­
mos que u  G D(A). Supongamos que el resultado es válido para n — 1. 
Sea u G X  tal que lím supA_>o || < oo entonces de la relación
A T 'A y u  =  (A A, +  J í V > ,
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se deduce
l í m s u p  A ” - 1 A 1i¿ <  o o ,
A—>0
de donde, por hipótesis de inducción, se llega a que A\U G D(An~1). En 
particular u G jD(Á), y por la proposición 2.6 tenemos que lírriA->o(^ Al)nw 
=  u. Por la elección de u existe una subred de {AAnu}A>o5 que deno­
taremos de igual modo, que converge débilmente a un elemento v  G X  
cuando A —> 0. En definitiva, como An es débilmente cerrado, se obtiene 
que u G D(An).
La igualdad acerca del rango de An se obtiene, de nuevo, considerando 
A-1 en el papel de A  en la relación que acabamos de probar. ■
Definición 2.4 Sea lj G [0,7r]. Diremos que un operador A  C  X  x  X  es 
si
a(A) C  S» := {z G C* : |a r g  z\ < lj} U  {0},
y los operadores z (z—A)~1 son uniformemente acotados para z G C - S ^ .  
En el caso de u  =  0 se entiende que cr(A) se reduce a {0} o es él conjunto 
vacío.
Obsérvese que si A  es o;—sectorial entonces A  G Ad y también A-1 
y A* son o;—sectoriales. Recíprocamente, si A  G Ad con M(A) =  0 
entonces A  es 0-sectorial, y en otro caso se tiene, al menos, que A  es 
7T—sectorial. En el siguiente resultado se consigue una propiedad más 
fuerte de forma análoga al caso univaluado.
Proposición 2.11 Sea A  G Ad conM(Á) 0 y sea 8 =  are sen (1 /M(A)), 
Entonces A es (n — 8 4- e)—sectorial para todo 0 < e < 8.
Demostración. Consideremos z = \z\ ettp, con \z\ > 0 y 7 r  — ó +  e <  
\<p\ < 7T, y  comprobemos que z  G p(A). Tomando A =  — \z\ /eos </?, que 
es positivo por la elección de (p, tenemos que
z — A  =  —(1 — (A +  z ) ( \  +  A ) 1)(A +  A),
y como
fl (A +  z)(X +  A ) '1! < M (A )^ ± £ Í  =  M(A) sen \<p\<l,
29
entonces (z — A) 1 =  —(A +  A) *(1 — (A 4- z)(X +  A) *)) 1 € £(X). 
Además
z(z — A) - i < M(A)1 — M(A) sen (ó — e)
Nótese que el sector donde tenemos la acotación uniforme de z (z—A)-1 
es tanto mayor cuanto menor sea M(A). En particular, si M(A) = 1 el 
operador es ( |  4- e)—sectorial para todo 0 < e <
2.2 Ejemplos.
En esta sección proporcionamos una lista de operadores no negativos
✓
propiamente multivaluados. Esta se puede ampliar con los ejemplos pro­
puestos en las referencias [Ya] sección 5 y [FY1] sección 6.
Ejemplo 2.1 Sea (X , ( , )) un espacio de Hilbert complejo. Se dice que 
un operador lineal A  C X  x X  es un operador monótono si
Re (v,u) > 0, V(u,i>) € A.
Un operador A  monótono es maximal monótono si no admite exten­
siones estrictas (incluidas las no lineales) y monótonas. Se tiene que A  es 
maximal monótono si, y sólo si, A es monótono y R(1 -f A) = X  . Si A es 
maximal monótono entonces A  es no negativo con M(A) = 1. Nótese que 
si X  es un espacio de Hilbert real y A es maximal monótono, entonces 
A es densamente definido, y en consecuencia, univaluado. Todas estas 
cuestiones se pueden consultar en ?? y ??.
Ejemplo 2.2 Para cada A 6 Ad podemos construir el operador B  sobre 
el espacio de Banach X  X X  mediante D(B) =  {0} x D(A) y
B(0,u) =  {(v,w) : v £ X , w 6 At¿}, e  D(A).
Para todo A > 0 se tiene que J^(v,w) = (0, J \w ),  V(v,u;) E l x l ,  y 
por tanto B  es no negativo y siempre multivaluado lo sea A o no. Si A 
no es inyectivo también B  es propiamente multivaluado.
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Este ejemplo confirma que se pueden construir operadores no negativos 
con dominio cerrado estrictamente contenido en el espacio de trabajo 
(basta partir de A € C(X) no negativo en la construcción de B ), lo que 
no sucede si nos restringimos a los que son uniformes (utilizar el teorema 
de la gráfica cerrada para convencerse de ello).
E jem plo 2.3 Como ya hemos anticipado, tenemos otras formas más 
naturales e interesantes que la anterior, de construir operadores no nega­
tivos propiamente multivaluados: considerar el operador inverso de un 
operador uniforme no negativo y no inyectivo o el adjunto de un operador 
no densamente definido y no negativo. Por ejemplo, sea X  = C([a,b]) 
dotado de HH .^ Fijamos c G ]a, b[ y <p(x) G X  valiendo 0 en [a ,  c] y 
estrictamente en el resto del intervalo. Definimos el operador A  sobre 
todo X  mediante: \f<p G X
Se tiene que A  G £(X ),  es no negativo y no es inyectivo, con lo que A  1 
es un operador del tipo buscado.
Ejem plo 2.4 Consideremos el espacio de Banach X  =  (L°°(0 ,4-oo; C), || H^). 
Definimos el operador uniforme
Evidentemente V  no es inyectivo. Comprobemos que V  es no negativo 
con M (V)  =  1. Sea A > 0. Si /  G W1,oo(0, +oo) es solución de la 
ecuación diferencial /  — X f  = 0 , entonces existe una constante K  tal 
que f (x )  = K  e*, pero esta función es de L°° si, y solamente si, K  =  0, 
con lo que 1 +  XV es inyectivo.
Sea g G L°°(0,-fioo). Si /  G fF1,oo(0, -foo) es solución de la ecuación 
diferencial /  — X f  =  <?, entonces
(A<j>)(x) = (p(x)</>(x) , \/x G [ a , b]
V :  fF1,oo(0, -foo) X
í  -> ~ f
Como




Um f(y)  e - i  =  O,
luego
1 í00 3_Xf(x)  = -  J  g(s) e > ds, Vx > 0,
Partamos de la función obtenida y comprobemos que está en W1,oo(0, +oo) 
y que verifica la ecuación /  — X f  = g. Tenemos trivialmente que /  £ X.
Sea <¡) £ C2(]0, +oo[); utilizando el teorema de Fubini se tiene:
r o o  r o o  r o o  r s
I ( I  g(s) e~*ds) <j/(x)dx = / g (s )e ~ * ( l  <¡)'(x)dx)ds
r o o
=  / 9(s) e ds,
Jo
luego la derivada distribucional de /  satisface la ecuación indicada, y de 
este hecho se obtiene también que f  £ X .  Así R( 1 +  AíD) =  X.
En definitiva, VA > 0 existe (1 +  AP)-1 definido sobre todo X  y 
determinado por: Vg £ X ,
1 r ° °  . - - r
9){x) = J J X d(s) e ~ ~  ds, Vx > 0.
Es ya evidente que D es no negativo con M(Q) =  1.
Tenemos pues que el operador integral 3 =  P _1 es un operador lineal 
multivaluado no negativo con dominio
R(T>) = { f e  L°°(0, +oo) : T f(s )  ds £ L°°(0, +oo)},
7o
de modo que
V  =  { -  r  / ( 5) ds + K  : K  € €}, V/ £ R(p).
Jo
Obviamente R(D) no es denso ya que 3 es propiamente multivaluado. 
De cualquier forma esta afirmación es fácilmente constatable ya que las 
constantes no nulas no forman parte de R(Q). En efecto, si /  =  k £ 
R(D), k /  0, entonces existe g € R(Q) tal que \\g — fW^ < k/2, pero 
esto implica que, para casi todo x > 0, g(x) > k/2  cuando k > 0 o 
g(x) > —k/2  cuando k < 0, lo que en cualquier caso se opone a la 
elección de g en
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Obsérvese que los anteriores razonamientos se pueden reproducir si 
sustituimos ]0, + 00[ por todo EL De igual forma análoga se prueba que el 
operador derivada es no negativo con constante de no negatividad igual a 
1 y no inyectivo en X  =  L°°(—00,0). Análogamente el operador derivada 
es no negativo y no es inyectivo en Lc
Ejem plo 2.5 Consideremos el espacio de Banach X  = (L°°(R), HH^). 
Definimos el operador uniforme
A: JP2’°°(R) -* X
f  -  - / "
Evidentemente A  no es inyectivo y mostraremos que A  es no negativo 
con M(A) = 1. Sea A > 0. Si /  G VF2,00(R) es solución de la ecuación 
diferencial /  — Xf" = 0, entonces /  es solución clásica ( /  G C00^ ) )  del 
problema de valores iniciales
u — Xu" = 0; u (0 )= /(0 ) , u'(0) =  / '(  0),
cuya única solución es:
«(*) = \  [(/(o) -  Va/'(o)) e'vj + (/(o) + Va/'(o)) ¿ % \, Vx e r .
Por tanto, como /  debe estar acotada necesariamente es la función nula 
y así el operador 1 +  AA es inyectivo.
Sea g G L°°(R). Consideramos la función (obtenida mediante el 
método de variación de las constantes)
V x  G
I” 5 —x  rO O   a —x
=  * 7 x  d 5 + Jx g^ e ^ ds
y comprobemos que /  G W'2,00(R) y que es solución de la ecuación diferen­
cial /  — Xf" =  g. Evidentemente /  G L°°(R). Calculamos las derivadas 
distribucionales primera y segunda de /  obteniendo:
1 P /*íC a — x  rO O  g —x  1
= 2Á r Zoo9^ ds+L 9^  e~ ^ ds y =
de donde se deducen las propiedades deseadas. Por tanto, R (l + A A) =  
L°°(R). Es ya inmediato que A es no negativo con M(A) =  1.
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Tenemos pues que el operador A  1 es un operador lineal propiamente 
multivaluado no negativo definido sobre
R(A) = { f e  L°°(R) : g{x) := f  f(s)  ds G L°°(M) y  f  g(x) dx G L°°( R)},
j o  J o
mediante




Cálculo Funcional sobre A4 
asociado a transformadas de 
Stieltjes.
Puesto que vamos a construir un Cálculo Funcional (también se uti­
lizan las expresiones Cálculo Simbólico o Cálculo Operacional), es intere­
sante comenzar estableciendo lo que entendemos con este término.
Definición 3.1 Sea £  el conjunto de todos los operadores lineales sobre 
el espacio de Banach X .  Sea Q C C. Para una clase 91 C £  que 
contenga a los operadores de la forma z l  para z € O, y para una clase Tí 
de funciones definidas en O con valores en <C, diremos que una aplicación
Tí x 91 -> £
( f ,A )  -  f (A )
es un Cálculo Funcional sobre 91 si, V/ € Tí, verifica
f ( z l )  = f (z ) I ,  Vz e  fl.
En la siguiente sección estudiamos la clase de funciones numéricas 
sobre las que vamos a definir el Cálculo Simbólico: aquellas que, tras in­
vertir la variable, son transformadas de Stieltjes de una medida compleja 
de Radon sobre [0, oo[.
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3.1 Las clases de funciones T , 7^, 7q y  <So
La demostración de los resultados que detallamos a continuación se 
ha extraído de [MS]. No obstante, los teoremas concernientes a la clase 
T+ ya habían sido probados por F. Hirsch en [Hil].
Utilizaremos la notación R+ =  [0, +oo[ y R_ =] — oo,0]. Conside 
ramos el espacio Cc(R+ ,C) de las funciones continuas con soporte com­
pacto definidas sobre R+ dotado de la r  topología, es decir, las redes 
convergentes son aquellas que convergen uniformemente en R+ de modo 
que los soportes de todas las funciones de la red están contenidos en un 
compacto común. Por Co(R+,C) denotaremos el espacio de funciones 
continuas que se anulan en oo dotado de HH ,^ y mediante C&(R+ ,C)  
haremos referencia al espacio de funciones continuas y acotadas dotado 
de la misma norma. Recuérdese que C) es denso en Co(R+, C).
Identificamos las medidas complejas de Radon sobre R+ con las formas 
lineales y continuas p sobre Cc(R+, C). Por el teorema de Riesz-Markov 
p  se puede representar formalmente mediante p  =  pi — P2 +  (pz — ^ 4) 2, 
donde pi es una medida no negativa de Radon para 1 < i < 4. Además 
por el teorema de Lebesgue-Radon-Nikodym se tiene que existe una me­
dida no negativa de Radon v sobre R+ y una función p : R+ —> C 
localmente integrable respecto de */, tales que dtp — pdv. Finalmente la 
variación total \p\ de la medida viene dada por d \p\ = \p\ dv.
Definición 3.2 Sea p una medida compleja de Radon sobre R + verifi­
cando que existe zq G C \  R_ con
( 3 ' x )  h\ÁT\dm)<0°'
y sea a G C. Llamaremos transformada de Stieltjes de la medida p 
con valor a en el infinito a la función f{z)  : C \  R_ —► C determinada 
por:
La condición (3.1) asegura que la función /  está bien definida. Efec­




lím f(z)  =  a
z - > o o  J v ’
( z >  0)
por lo que escribiremos /(oo) = a.
Proposición 3.1 Si f (z )  es la transformada de Stieltjes de una medida 
II, ésta está unívocamente determinada.
Demostración. Supongamos que f (z )  es transformada de Stieltjes de 
dos medidas /¿i y /¿2, es decir,
L = í  7X7 Vz € € \ R_,JR+ Z +  t  JR+ Z -r t
y comprobemos que /xi y /x2 son iguales. Comencemos probando por 
inducción completa sobre n  € N que
(3 2) L  ( I T í F  d M t)  = L  ( ¡ W  d M t ) ’ Vz >  °-
Para n = 1 es evidente. Supongamos que se cumple para 1 ,2 ,. . . ,  n. Sea 
a > O fijo; por el teorema de convergencia dominada
L dMt) = ^  L IT7T7v h r dfli(t)' i = 1’2‘
mientras que desarrollando en fracciones simples y por la hipótesis de 
inducción
í  -----------7— —~r-dfíiít) = f  ----- ----- 7— —r- d/i2 (t), Ve >  0.JR+ z  +  e +  t  (z -f t)n JR+ z +  e +  t (z  +  t)n
Por tanto, se verifica la relación (3.2) para n +  1. Por el teorema de 
Stone-Weierstrass (versión compleja para espacios de Hausdorff local­
mente compactos), el álgebra compleja generada por la función es
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densa en Co(K+, C). En consecuencia, teniendo en cuenta que las medi­
das ^  son finitas (i = 1,2), se deduce, por convergencia uniforme, 
que
í  - ^ — ■4>{t)díí1(t)==¡  - i -  i¡)(t)dti2{t), VV> 6 C0(K+,€).JR+ 1 +  t J R+ 1 + í
En particular, si ip(t) G (7C(R+, C) entonces, tomando t) =  (l+í)<¿?(¿) G 
Cq(R+,C) en la anterior relación, se tiene
í  <p(t) dfiíit) = [  (p{t)dfj,2(t).
JR 4- JnU1+ R+
Por consiguiente, /¿i =  /X2- ■
En definitiva, las transformadas de Stieltjes están unívocamente de­
terminadas por la medida /x y por el valor de a. Por ello, en adelante uti­
lizaremos la notación f ( z )  = (a,fi)(z) para indicar de que transformada 
de Stieltjes estamos hablando. Al conjunto de transformadas de Stieltjes 
lo denotaremos por S  (nótese que <S dotado de la suma de funciones y del 
producto por un escalar habituales tiene estructura de espacio vectorial 
sobre el cuerpo C). Por -5+ entenderemos la subclase de S  formada por 
las funciones f ( z)  = (a, p){z) con a > 0 y /i > 0, y finalmente
So = {f (z)  = {a,i¿)(z)€S : í¿({0}) =  0 y  í  ^d\fi\( t)<  oo}.J)0,oo[ t
Proposición 3.2 Sea f ( z)  = (a,¡i){z). Se tiene que f (z)  es analítica en 
el abierto C \ R _ .  Si f ( z)  G S + y no es idénticamente nula, entonces sus 
valores permanecen en el abierto C \  K_ , y si además no es constante, 
su restricción a ]0, oo[ es real, positiva y estrictamente decreciente.
Demostración. Sea zq G C \  R_. Es obvio que
f ( z ) ~  f ( zo) í  1
L u  (z -I- t)(zo 4-1)Z — ZQ Jr+
lo que junto con la acotación
<
\z + t\\zo + t\ \zo + t\
]i¿^. s i l m z ^ O y  R e z < 0
“ M ld h p ü h } -  s i l m z ^ O y  R e z > 0  
s ilm z  =  °
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que permite utilizar convergencia dominada, conduce a que existe f'(zo) 
y vale
Supongamos de aquí en adelante que f (z)  G <S+ y no es idénticamente 
nula. Si fj, =  0 entonces a > 0 con lo que trivialmente /(C \R _ ) C C \R _ . 
En otro caso,
f ( z ) = a + í  dfj,(t) -  i í  V z e C \ R _ ,
JR+  | Z  +  í |  JR+ \Z +  t \
luego si Im /(z) =  0 se tiene Imz =  0 y en consecuencia R e /(z ) > 0
pues Re z > 0. Se verifica por tanto la inclusión deseada.
Si suponemos que f ( z)  no es constante, entonces fi no es idénticamente 
nula, por lo que /(z), z > 0, hereda el carácter estrictamente decreciente 
de la función como función de z. ■
Nótese que /(z )  = ~ — G S  no es idénticamente nula y /(1 ) =  
0. Si /(z )  G S+ tiene sentido siempre límz_fo(z>o) f ( z ) cantidad que, 
aún en el caso de ser +oo, denotaremos por /(O). También para las 
funciones /(z ) G<So se tiene, por convergencia dominada, que existe el 
anterior límite y vale a a +  /]o)00[ t d¡i(t).
T eorem a 3.1 Si una sucesión de transformadas de Stieltjes / n(z) =
(^n, € <S+ converge puntualmente a una función /(z )  sobre ]0, oo[,
ésta es la restricción a ]0, oo[ de una función /(z ) =  (a, fi){z) G S+ y las 
medidas fin convergen vagamente a la medida fi, es decir,
lím í  (p(t) dfjLn(t) =  í  (p(t)dp(t), \tip G Cc(M+,C). 
n_>0°  JR+ JR +
Si además lím On =  a entonces las medidas finitas ^  dfj,n(t) convergen 
estrechamente a la medida finita ^  dfi(t) para cualquier z  > 0, es decir,
Demostración. Dividimos la prueba en varias fases: 
1. Construcción de la medida fi.
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Para cada n  G N construimos las formas lineales sobre C q (R+, C)
yn(<p) = f ^ 7 7  dfin(t), Vtp G Co(M+, C),
JR+  1 ~ r  t
que son equiacotadas pues
IKH < s u p /n(l).
n €  N
Consideramos el conjunto de funciones de t > 0
A  =  {—-— : z  > 0, 2: 1} C Co(R+, C)z + 1
y sobre éste la aplicación
" (I T í ) =  =  j z t
= ( /( i)  - / ( * ) ) .
Z  —  1
que extendemos por linealidad al subespacio vectorial generado por A  
que denotamos (^4). La clausura en Co(M+, C) de (.A) contiene al álgebra 
compleja engendrada por la función ^  que es densa en Co(R+,C). La 
equicontinuidad de {un}nen junto con la densidad anunciada permiten 
extender v al espacio Co(K+, C) como forma lineal positiva y continua 
verificando
v((p) = ^ o Vn(<p), Vy? G Co(R+,C).
Por el teorema de Riesz-Markov existe una única medida de Radon sobre 
R+, fj,o, no negativa y finita, tal que
v(tp) = f ip(t) dfjLo(t), Vtp G C 0 ( R f , C ) .
JR+
Finalmente, definimos la medida ¡i mediante d¡i(t) = (1 + 1) dfio(t). Si 
B = {<p(t) : (1 +  t)(p(t) G Cx)(M+,C )} D Cc(R+,C), se tiene que toda 
<p(t) G B es /¿(t)-integrable y
f dfi(t) =  lím í <p(t) dtinft),
JR+  n  00 JR+
40
y por tanto se verifica la convergencia vaga del enunciado.
2. f ( z )  es la restricción a ]0, oo[ de una función de S+.
Sea z > 0. Consideramos la sucesión creciente de funciones de B, 




ra » / v ra , . ,, ,vd/x(t) = -------- (f(z) -
Ir + (m  +  t ) ( z  +  t)  r a  —  z
luego, por el teorema de convergencia monótona,
1/
JR.
dK t)  =  f ( z) -  /(oo).
Ir + z  + 1
donde se sobreentiende que /(oo) =  ^ írn^ /(m ) que existe es finito y no 
negativo, ya que f ( z)  es decreciente y toma valores no negativos al ser 
límite puntual de funciones con dichas características. Por consiguiente, 
f (z)  es la restricción a ]0, oo[ de (/(oo),/x)(z) € S +.
3. Si Jírn^ an =  / (oo)(— a) entonces las medidas finitas dfj,n(t)
convergen estrechamente a la medida finita -^d fi( t) ,  Vz > 0.
Sean xp € C{,(R+, C) y z  > 0. Consideramos un natural m > z\ se 
tienen las estimaciones siguientes:
L  T T t  m  d^ {t) ~  L  (m + m z  + t) m  dtln{t)
Z  TTh
-  M  ; sup +  ~  0n))>771 Z  tzGN Z
í      V/í) du(t) — í   ---------- r- iftít) d/j,(t)
/ m + z  +  í v w p w  / r +  (rn í )  ( z  í )
m  — z m  — z
Sea e > 0. Evidentemente existe mi a partir del cual el segundo miembro 
de la segunda estimación es menor que e/3. También existe ra2 tal que 
las cantidades sup f n{z) Y f ( m ) ~ a sean suficientemente pequeñas
m  Z n €  N
para los naturales posteriores. Sea rao =m áx {raí, 7712}. Teniendo en 
cuenta la descomposición
f n(m0 ) - a n = (/ n(ra0) -  /(ra0)) +  (a -  an) +  (/(rao) -  a)
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se comprende, recordando la hipótesis lím an = a, que existe un no tal
n —>oo
que, Vn > no, el segundo sumando de la primera estimación, calculada 
para mo, es menor que e/3. Por otra parte, como <¡>(t) = (roo.ff(z+t) £ 
¡6, existe un ni tal que, Vn > ni,
f R+
Finalmente, utilizando las relaciones obtenidas, tenemos que Vn > máx
{«0,^ 1}
L 7X7 ~  !  — J-7 ll> (t)dl4t)
JM.+ Z ~t  t  JHL4. Z  -f- t
< e.
Teorem a 3.2 5ea /(z)G<S+. Las funciones f \{ z)  =  ^ A > 0, y la 
función f  (z) =  j^rj, si f (z )  no se anula, permanecen en la clase s +.
Demostración. Si f (z )  es constante el resultado es trivial, por lo que 
asumimos que esto no sucede. Sea z > 0. Para cada n G N dividi­
mos el intervalo [0, n] en n2 subintervalos de igual longitud y llamamos 
¿o, a los puntos de la partición resultante. Construimos la función
escalonada
* ,,(* ) =  /  ¿ r ,' si í  e [ í p _ i , í p [ , p = i ,2, . . .n2
\  0, si t G [tn2,oo[
Se comprueba que
lím ipnA1) =  Ví ^  °»n->oo z +  t
deduciéndose, por convergencia dominada, que
■ ^ = n15ü>(a +  L  V’n,z(í)dM í))=nlím (“ +  7 7 7 )' V z >0 ,
JR+ 1 <p < n 2 p
donde Cp =  /x([^_ijí1,[), 1 < p < n2. Por tanto, f (z)  es límite puntual en 
]0,00[ de una sucesión de funciones cada una de ellas de la forma
(3-3) “ +  £  7 + Í T ’l < p < m  z  ^  a P
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con a ,ap,A p (p = constantes no negativas, y el lema siguiente
permite afirmar lo mismo de f\{z) y  f  (z). Como las funciones del tipo 
(3.3) están en S+, el teorema 3.1 nos permite afirmar que tanto f \( z )  
como /  (z) están en s+. ■
L em a 3.1 Si h(z), z > 0, es de la forma (3.3) entonces las funciones 
h\(z)  =  ; A > 0, y la función h {z) = siempre que h(z) no
se anule, admiten un desarrollo del mismo tipo.
Demostración. Hagamos la prueba para el primer caso. Un razona­
miento análogo es válido para la segunda situación. Sin pérdida de gener­
alidad, podemos suponer que Ap > 0, p =  1, . . . ,  m, y que 0 < a\ < a<¿ <
. . .  < am. Como h(z) es estrictamente decreciente en todo su dominio 
entonces la ecuación h(z) =  —j  tiene exactamente m  soluciones situadas 
en los intervalos ] — oo, —Om[,] — a™, — am_i[,. . . , ]  — a^, — a\[. Por otra 
parte, podemos escribir
f P{z)
hx{z)^ p  + W Y
con P(z)  y Q{z) polinomios, grado (P(z)) < grado (Q(z)), y (3 constante 
no negativa, ya que /? =lím z_f00 h\(z). Dado que las soluciones de 
h(z) — — j  son raíces del polinomio Q(z), entonces el desarrollo en frac­
ciones simples de h\(z) es de la forma
h\{z) = P + £
1 < p < m  ¿ ^ ~ UP
con bp > 0, p =  1 , . . . ,  m. Además, puesto que
Bp = lím (z +  bp) hx(z),
zí—bp
se tiene Bp > 0, p =  1, . . . ,  m. ■
N o ta  3.1 Para f ( z ) e S +, si f \(z )  = (aA, f¿\)(z), como existe límz_ 0(z>o) f\{z) < 
00 Y fx{z) > Ma({0}) z~l entonces /xa({0}) =  0. Finalmente, por el teo­
rema de convergencia monótona, |  es //¿(^-integrable y
f  j d / i A( í ) =  A ( o )  - / a ( o o ) .
J]0,oo[ t
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Obsérvese que tenemos f \ ( z )eS o , VA > 0.
Definición 3.3 Introducimos la clases de funciones siguientes:
T  = { f (z)  : f i z - 1) € S }  , r + =  { / W : / ( ^ ) 6 S +},
y % como el subconjunto de funciones f (z)  G T  que no se anulan con 
f e T  y /  (0) =  0.
Se tiene la inclusión «So C  T. En efecto, si f (z)  =  (a,/x)(z) G «So, 
entonces f (z)  también se puede expresar en la forma
f{z)  = b + [  — ^— dz/(s), V z g C \ R _ ,
j]0,oo[ 1 H- sz
con b = a -f /]o)00[ i  dfi(t), dv{s) — — s2dfj,(s~1) en ]0, oo[ y ^({0}) =  0.
No es cierto que si f ( z )  G T  no se anula entonces /  (z) G T  pues 
si tomamos f ( z)  G «So con / ( oo) =  0, como sucede por ejemplo con 
f (z)  = (0,te~ídt)(z) o f ( z)  =  1/(1 -f z), entonces /  (z) ^ T  ya que no 
existe /  (0).
La condición /  (z) G T  implica que límz_,oo(z>o) V/O2) existe y vale 
/(0). Si /(O) =  0 entonces
JSg, I /(*) I = “fg, (m + £ ITÜ d w w) = °°-
(z > 0 )  ( z > 0 )  v  +  ' /
y por tanto, si /x({0}) =  0, se tiene
J]0 ,oo [ t
Si /  (0) 0 entonces
lím f ( z)  =  1
£3» /  (0)
de donde se deduce que /(z ), para z > 0, está acotada. Por el teorema 
de convergencia dominada
ton = MÍO}), v/(z) € r ,
( z > 0 )
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luego bajo nuestra hipótesis /¿({O}) =  0.
De lo que acabamos de razonar se deduce que T+ es la unión disjunta 
de T+ C\Tq y  T+ nSo.
Si f ( z )  = (a,/i)(z_1) G T  no toma el valor nulo y /  (z) =  (a, p  
)(z-1) G T  entonces /(z )  =  z //(2 ) G T  con /(^r) =  ( í  ({0}),/¿)(z_1) 
donde /x({0}) —a y dfi(s) = sdV- (s-1) en ]0, oo[. Nótese que si f ( z )  G T+
no es idénticamente nula, entonces /(z ) G T+. Además, existe/ (z) = f  
(*) € r  y
7 (0) =  lím ¿ / ( ¿ _1) =  lím (oz +  /  --^-d/z(í)) =  íi({0}),2-*0 z—»0 , 2 -J- i
(z>0) (^ >0)
donde la última identidad se obtiene utilizando convergencia dominada 
en el límite de la integral. En consecuencia /(z )  € Tq si, y sólo si,
m({0}) =  0, lo que sucede seguro cuando /  (0) ^  0.
El producto de dos funciones de T  no tiene porqué pertenecer a T . 
Basta considerar que f ( z )  = z  G T+ y sin embargo g(z) = z2 £ T  (de 
hecho, como i2 = —1 se puede afirmar directamente que z2 £T+).
T eorem a 3.3 Si f (z)  =  (a,/x)(z_1) G T  (T+ ) y g(z) =  (5, i/)(z-1) G 7^ 
entonces ( f  o g)(z) G T  (7!^  j.
Demostración. Sean i/0 =  i/ y i/t la medida no negativa de Radon 
asociada a <7t(z) =  g(z)/ ( l  +tg(z))  G Vi > 0. Para p  G Cc(R+,C) la 
función sobre R+
i —> /  p(s) dvt{s)
J  R +
es continua por el teorema 3.1, y además, si sop p  C [0, N] entonces 
í  ip(s)dvt(s) < |M|(1 +  N) f  Y T -d u t(s )
J R +  J  R +  1 H- S
=  |M| ( i  +  w ) f e ( i ) -
con lo que resulta ser /¿(í)-integrable. Podemos pues definir la forma 
hneal
=  /  ( /  ¥>(5) ^ t(s ) )  G Cc(R+, C),
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y vamos a comprobar que es continua, de tal suerte que habremos deter­
minado una medida de Radon compleja (no negativa si /¿ lo es, ya que 
en ese caso la forma lineal es positiva) sobre M+ que denotaremos u. Sea 
{Vn} nGN una sucesión en Cc(M+,C), r-convergente a cierta función ip. 
Por tanto, S  = U sop (pn es acotado y la sucesión es uniformemente con-
n € N
vergente. Sea K  > 0 tal que ||y?n|| < AT, Vn G N, y sea <f> G C^R+j [0,1]) 
verificando <¡)(s) =  1, Vs G S. Entonces la desigualdad
/  ipn(s) dvt(s) < K  <f>(s)di/t (s),
./R +  JR+
permite aplicar convergencia dominada para concluir que
Km wUpn) =cj((p).
n —* o o  '  7 '  7
Para finalizar la prueba, determinamos una sucesión {</>n } n e N  en Cc(R+, 
[0,1]) monótona creciente y convergente puntualmente a la unidad. Sea 
o la medida de Radon no negativa asociada a la forma lineal positiva 
Ir+(/r+ ^ (5) dvt(s)) d M W- Para 2 > 0 se tiene:
L  L  ( f  M s ) j ^ — d¡'t(s))d\fi\(t)>
JR+ I -J- t  Z JR4. JR-j. 1 ~r S Z
de donde, aplicando convergencia monótona, se sigue que es cr(t)- 
integrable. Como para todo conjunto de Borel B  de R+ tenemos |a;| (B) < 
&(B), por la definición de las medidas u  y a  y su regularidad, entonces 
es w(í)-integrable. Por otra parte,
L  =  L  ( L  <t>n(s) ,  ^ M ( s ) ) d i x ( t ) ,
JR +  1 H- t  Z J R-j. J R +  1 S Z
de donde por convergencia dominada se deduce
í  Z -' -dw{t) =  í  ( f  — di/t (s) ] dfi(t).
JR+ 1  +  t Z  JR+ \ J r + 1  +  SZ J
Ahora ya es sencillo comprobar que ( /  o g)(z) = (f (b),u)(z~x), 2: > 0, 
y por analiticidad la identidad es válida en C \  R_, quedando así de 
manifiesto que /  o g e  T . ■
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A continuación, vamos a proporcionar algunas funciones interesantes 
que están en la clase T . La lista se puede completar consultando la 
referencia clásica [Wi] o [Er] donde se proporciona una tabla de transfor­
madas de Stieltjes.
Ejem plo 3.1 Sea a = a -1- ir  E C con |o;|2 < Re a  (lo que implica que 
0 < ( T < l y r ^ 0 ) .  Es fácil comprobar que si elegimos /x E C con
|M| = e 0r+argM) ^
entonces fi € Q.a = C* \  {Aa eta0 : A > 0, 0 E [—7r,7r]}, y que si /x E ü a 
entonces /x-1 E fia . Elegimos /x tal que —fi E Q.a con lo que la función 
f ( z )  =  { ii+z~a)~l es holomorfa en C\R_.  Sea z  E C\R_;  consideramos 
0 < r < | z | < . ñ y 0 < € <  7r/2, de forma que 2 esté en el interior de la 
curva T formada por la unión de las siguientes curvas:
Ti =  | R e t(p : <pe [—7r e,7r — e]} , T2 =  | r  eltp : <p E [—7r +  e,7r — e]} ,
r 3 =  [t  ei(-7r+€) : t E [r, R]} y  T4 =  {t : t E  [r, R]} .
Orientamos T en el sentido contrario al de las agujas del reloj. Por la 
fórmula integral de Cauchy
(3.4) /(•*) =  í  A ^ - d s ,2m Jt s — z
independientemente de la elección de los parámetros r, R  y e, elegidos, 
eso sí, en las condiciones ya apuntadas. Como E [—n -f e,7r — e]
|^| - l )  + \z\ + RR e
(fj, +  R~ae-i(Pa) { R e ^ - z )  /x
r e i<P
(/x +  r~ae_í<^ a:)(r — z)
al tomar límites en (J
1 1 f ° °
<“ > «  - ; +5sí '
<
<
( ü - | z | ) ( H ^ c “M » - l )  |/x| 
r <7+1elTl7r
(W — r)(l — \ f A  r a e ^ )  ’
0, se tieneentonces, 3.4) cuando R —>o o y r
ei(-n+€)
+ —  I ( , ■(/x +  t~ae~ «*(-*■+€)) (t ei(_7r+€) -  z)
giOr-e)
(/x 4- -  2:)
) d í ,
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entendiendo la integral anterior como una integral de Riemann impropia. 
Si mediante /(£, e) denotamos a la función del integrando, el hecho de 
poder obtener una acotación del tipo:
i t u  M ^  /  C t° ,0 < £ < ó
l / ( í . e ) |  <  |  > s < t
para una adecuada elección de 6, donde C  y D  son independientes de r  y
€, permite utilizar el teorema de convergencia dominada y concluir, tras
tomar límites en (3.5) cuando e —> 0, que
. . 1 sen air r°° ta 1
fi~^ ir Jo t2afi2 +  2 f i ta eos ai: + \ z  + t 
Ahora ya es sencillo comprobar que (/¿-f z_a)_1 G «So y, por tanto, también 
es cierto que (fi +  za)-1 G «So-
E jem plo  3.2 La función z", para a  G C con 0 < R e a  < 1, está en la 




— a dt, Vz G C \  M_.1 +  íz
A partir de esta función es sencillo comprobar que, para cada e > 0,
(2 +  e)a € T  y (z + e)~a, (z(z + e)-*)“ € 50.
Si 0 < a < 1 y A > 0, se tiene
1 seno:7r r°° ta 1 _ . . _ --------= --------- / —— —---------------------   dt: Vz  G C  \  R_.
A + za ir Jo A2 +  2 A ta eos a7r +  í2" z + 1
y por consiguiente está en «So- A partir de esta función obtendremos la
representación integral de Jjf*.
Ejemplo 3.3 Para 0 < a < \  , de nuevo por la fórmula integral de
Cauchy, se verifica la relación:
1 r ° °  1
e~tza = -  /  e"ís cosa7rsen(£sa sena7r) da, V z g C \ R _ ,
ir Jo z  +  a x
y consecuentemente e~tz,a G «So.
Ejemplo 3.4 Puesto que
b g  (i +*)  =  / 1r dt+ tz
es evidente la pertenencia de la citada función a la clase 7¿ fl T+.
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3.2 Definición del cálculo funcional. 
Primeras propiedades.
Vamos a considerar como operadores base los elementos de Ai o donde 
podemos definir /(A ) a partir del cálculo de Dunford como hace Alaara- 
biou en [All] para las funciones de T+.
Si A € M q y f ( z)  = (a, ¡i)(z~l) e  T  entonces
(3.6) m  =  ¿  jf Rz f (z)  dz
= a + ^  f  r á S * dfi(t))dz,
27rz ./»+ 1 +
siendo T cualquier contorno que rodee a <r(A) en C \  R_ (véanse [Ru], 
[HP] o [DS]). Consideremos la función
f ( z > $  = T T T '  t ) e T x  R+*i +  tz
Si elegimos zq, 2i € T tales que |zo| =  mínzGr \z\ > 0 y \zi\ =  máxzGr \z\ 
entonces, por continuidad, f (z , t )  está acotada en T x [0, l^ol-1 +  1]> y 
como
i / 0 m) | < v (z>í) e T x + 1 »°°[»
podemos acotar la función f ( z , t )  en T x R+. Así, la función está 
acotada y por el teorema de Fubini se concluye a partir de (3.6) que
(3.7) f (A)  = a +  í A t dfi(t),
Jr +
donde la integral es convergente en C(X)  y Aq = A.  Evidentemente se 
cumple f ( z l )  = f (z)  / ,  Vz € C \  R_.
En realidad podríamos iniciar la construcción a partir del cálculo 
obtenido por Martínez y Sanz en [MS] para el caso particular de ope­
radores acotados no negativos: si f (z)  — (a,/x)(z-1) € T  y el operador 
A  € C(X)  fl M. , se define /(A ) mediante la fórmula (3.7). Como veremos 
más adelante, la extensión obtenida en ambos casos coincide; no ob­
stante, con la presentación elegida conseguimos que el cálculo funcional
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sea autocontenido, aunque, como contrapartida, perdemos la posibilidad 
de extender la construcción a espacios vectoriales localmente convexos 
más generales.
Teorem a 3.4 Sean f ( z)  =  (a,fi)(z~1) G T  y A  G M-o. Se verifican las 
siguientes afirmaciones:
( i )  f (A)  G C(X) con
(3.8) ||/ (¿ ) || <  |a| +  ||A|| M(A)\n\ ([0,1])
+(M(Á) + l) [
7]l,oo[ I t I
(ii) Si g(z) G T  y h(z) = f ( z)  g(z) G T  entonces
h(A) = f ( A) g ( A) =g( A) f ( A) .
(iii) Si f  no se anula y f ( z ) e r  entonces
f ( A ) - 1 = /  (A"1).
(iv) Si f ( z)  e T + no se anula entonces f (A)  G Mq con
J{(A) = \ - \ f x ( A ) ,  VAX),
y M( f (A) )  < M(A).
(v) Si g(z) G T+ no se anula entonces
f (9(Á))  =  ( /  ° 9)(A).
(vi) c(f (A))  = {f (z)  : z  £ a (A)}.
(vii) f (A)  = lím  f (Ax + A) en C(X).
Demostración. El apartado (i) es inmediato y los apartados (ii), (iii) 
y (vi) son consecuencia del cálculo funcional holomorfo. Respecto del
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apartado (iv) tenemos que para cada A > 0 la función 1 — Af \{z)  G <So, 
donde f \( z )  =  f ( z ) / ( l  +  Af (z))  — (a\ , p\)(z~l ), luego por la fórmula del 
producto
J{(A) =  1 -  Xh(A ) = - ¡ —  -  A í  At
I  +  A  a j ]o,cx>[
— J - —  + X Í  t  dfji\ ( í) .
1 “ 1“  A / ( o o )  y ]0 ,oo[ t
Por tanto, al tomar normas en C(X)  se tiene:
1J HA)A <
<
1 +  A/(oo)
1 -M(A) < M(A).
+ XM(A)(fx(oo) — / a ( 0 ) )
1 Aa
Además, por el apartado (iii) tenemos que 0 G p(f(A)).  En definitiva, 
f (A)  6 M 0.
Ahora, el apartado (v) es consecuencia del cálculo funcional de Dun- 
ford.
Comprobemos finalmente que (vii) es cierto. Para t > 0 tenemos
(3.9) (Aa +  A)t -  (A ,)t = t  I d - tA í+tA
=
X
1+tA 1  -j“ t \
siendo válida la igualdad obtenida incluso para t  =  0, de donde, VA > 0, 
se obtiene la siguiente acotación:
fR+
< (M(A)  + 1 )
+A || A || Ai (A) [ H A|| M(A)  |M| ([0,1]) 
+2 (M(A)  -f 1) í  d l/i-l (t ) ]
J]l,O o[ 1  T Í
Utilizando el teorema de convergencia dominada para el primer sumando 
del último miembro de la anterior cadena de desigualdades se demuestra 
la afirmación (vii). ■
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N o ta  3.2 El apartado (iv) se podría obtener a partir del apartado (iii)
ya que si consideramos la función h(z) = (1 +  Af (z))  G T+ entonces
h (z) =  (1 +  Xf(z~1))~1 G T+ y por tanto
J{W  = h (A -1) =  1 +  /  -  J t  d M (í),
1 “I- A /(o o )  y]0,oo[ t  t
donde hemos supuesto que h (z ) =  ((1 +  A/(oo))_1, í) (z _1).
Del último apartado se deduce, vía la proposición 2.4, que f (Á )  = lím  
infA_>o/(4\ +  A), lo que sugiere la siguiente definición.
Definición 3.4 Para f(z)  G T  y A  G M. definimos el operador f (A )  
mediante:
/(A )= K m in f/(A A +  A).
Para demostrar el teorema espectral enunciado en el teorema siguiente, 
recordamos previamente algunos resultados sobre álgebras de Banach que 
podemos encontrar, por ejemplo, en [Ru]. Sea A  un álgebra de Banach 
compleja, no necesariamente conmutativa. Si C es un subconjunto de A , 
se define el conmutador de C como el conjunto
Cc = { S e A : T S  = S T , V T e  £},
y se verifican las siguientes afirmaciones:
a. Cc es un álgebra de Banach. Si A  tiene elemento unidad, lo mismo le 
sucede a C°.
b .  £  C ( £ c ) c . Si £  es conmutativo entonces ( £ c)c también lo es.
c. S  G £° es invertible entonces S~Y G £ c. Así, el espectro de cualquier 
elemento de £ c es indistinto considerarlo respecto de £ c o respecto de A.
Si suponemos adicionalmente que A  es un álgebra conmutativa con 
elemento unidad, se verifican las siguientes propiedades:
d. El conjunto JC formado por las formas lineales sobre A  multiplicativas 
y no idénticamente nulas es no vacío.
e. Toda forma lineal multiplicativa no idénticamente nula es continua.
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f. S  G A  es invertible si, y sólo si, (p(S) ^  0, V<p G K. Por tanto
a ( S )  =  { i p { S )  : <p €  K . } .
Teorem a 3.5 Sean f ( z )  =  (a,fí)(z~1) € T  y A  6 C(X) D M .  Se 
verifican las siguientes afirmaciones:
(i) /(A ) € C(X) con f (A )  =  a +  JR+ At d/z(£) y se tiene la acotación
(3.8).
(ii) / ( ¿ )= H m  f ( A \  + A) en C(X).
(iii) Si g(z) G T  y h(z) = f (z )  g(z) G T  entonces
h(A) = f ( A ) g ( A ) = g (A ) f ( A ) .
(iv) Si f(z)  G T+ entonces f (A)  G M  con
j ( W  =  1 -  Ah ( A ) ,  VA > 0,
y M(f(A))  < M(A).
(v) Si g(z) G T+ entonces
f{9(A)) = ( f  o g)(A).
(vi) <j(f(A))  =  {/(z) : z S c(A)}.
(vii) f(A*) = f ( A Y .
(viii) V<7(z) G T  se tiene
( f  + g)(A) = ¡(A) + g(A).
Demostración, (i) Por la acotación (3.8) tenemos que lím inf\->o / {A\+ 
A) es un operador univaluado. Sea u G X; como
||(Aa +  A)*H < (IIA|| M(A) +  A) (M(A) +  1) Xm  
+(M(A)  +  2) y-j-y X]l,oo[,
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donde X  representa la función característica del conjunto indicado, y
lím (Aa +  A)tu =  Ati¿, Vi > 0,
por convergencia dominada se sigue que
lím inf f ( A \  +  A)tx = au+ Atu dfi(t). 
a - » o  J R +
Ahora la demostración de que f (A)  E C(X) y la acotación (3.8) es ya 
rutinaria.
(ii) La demostración del teorema 3.4 se puede reproducir teniendo en 
cuenta (i).
(iii) Por la fórmula del producto para los operadores de Ai o
h(Ax +  A) =  f { A \  +  A) g(Ax + A) =  g(Ax +  A) f ( A x 4- A), VA > 0,
de donde, por el apartado previo, se deduce el resultado deseado.
(iv) Razonar como en el teorema 3.4 a partir de la fórmula del pro­
ducto.
(v) Observar que por (iv) el primer término de la igualdad tiene sen­
tido. Sabemos que
f (g(Ax + \))  = { fog){A x + \ ) ,  VA > 0.
Sea u £ X; es fácil convencerse de que
lím g(Ax -1- A)tu = g(A)tu , VA > 0,
A-+0
lo que junto con la acotación
\\g{Ax H- A)í|| < ||p(AA +  A) || (M(A) +  l)A¡o,i] +  (M(A) +  2) y +1  
permite, por medio del teorema de convergencia dominada, concluir
f e  f ( 9 {Ax +  X))u = f(g(A))u ,
A—h)
y por tanto, como




(vi) Consideremos el subconjunto conmutativo (por la identidad re­
solvente)
£  =  {AX : A > 0}
del álgebra de Banach compleja, unitaria y no conmutativa en general, 
C (X ), y su biconmutador A  — (£c)c, que es una subálgebra conmutativa 
y unitaria de £(X).  Por /C denotaremos el conjunto de las formas lineales 
no idénticamente nulas y multiplicativas sobre A  . Sabemos que
a(Ax) = M ^ a )  : <p € £} 
y por la proposición 2.7
<*(A x) =  : z € <*(A)} .
con lo que tenemos perfectamente determinada <p(Ax) para ip G /C .
Por la expresión de f (A)  y teniendo en cuenta que la integral es con­
vergente en C(X)  entonces f (A)  G (£c)c; en consecuencia
cr(/(A)) =  M /(A ))  :<pe}C} = {a + (p{f A t dfi(t)) : (pe JC}
JR+
=  {a +  j í  + 1 _|^ ^  dfi(t) : z  e  a(A)} =  { f (z )  : z  € a(A)},
siendo válida la penúltima igualdad por el hecho de que las formas 
lineales, al ser continuas, conmutan con la integral si <p(At) es p(t)~ 
integrable, lo que sucede para todas las (p G JC.
(vii) Para todo u* G X* y u G X  tenemos:
( f(A)*u*,u) = (u*,au +  J  Atu dfi(t)^
=  a (u*, u) +  f  ((A*)t u*,u) d/j,(t)
JR+
= (^ au* + f R (A*)t u* dji(t), ,
siendo la última igualdad consecuencia de que A* G £ (X )  D Ai.  Por 
tanto, se da la relación apuntada.
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(viii) Es evidente a partir del primer apartado.
N o ta  3.3 Para A £ £(X)r\A4 se tiene también que f ( A ) = líniA->o f{A+  
A)en £(X)  puesto que
No obstante, es obvio que no podemos utilizar la igualdad probada como 
definición para el caso general. El siguiente resultado si proporciona una 
definición válida en términos del concepto ya introducido para operadores 
de la clase £(X)  fl M..
Proposición 3.3 Sean f ( z )  = (a7/i)(z~1) G T  y A £  M.. Se tiene:
Demostración. La primera igualdad es consecuencia de la cadena de 
igualdades (3.9) ya que entonces
y por convergencia dominada la última integral converge a cero cuando 
A —> 0, de donde es ya inmediato comprobar que
||/(A  +A) -  f { A )|| < (í).
f (A)  = lím inf f ( A x) = a  + í  At dfx(t)
A—»0 ./] l,o o [
4- lím inf
II{Ax + A), -  (40,11 d |M| (t ) < (M(A)  +  l)2 ^  d M  (í),
f (A)  =  límúnf f ( A x +  A) =  lím^inf f ( A x).
La segunda identidad se obtiene fácilmente de la definición de límite
inferior.
Para f(z)  = (a,fi){z x) G T  y A  £ M  construimos el operador lineal 
Wf(A)  definido mediante D(Wf(A)) = D(A) y
Wt(A)u = au+ f Atudfj,(t) +  /¿(O) Au, G D(A)
J ]  0,oo[
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Obsérvese que si /¿(O) ^  0 entonces Wf(Á) es multivaluado si, y sólo si, 
lo es A , ya que en dicho caso Wf(A)0 =  AO. Si /¿(O) =  0 entonces Wf{A) 
es univaluado independientemente de que lo sea o no A. Nótese que el 
operador, multivaluado si, y sólo si, lo es A,
a +  f At dfi(i) +  A f dp(t) =: S  + A T ,
7]i,oo[ J[o,i]
con S 'y T e n  C(X)t proporciona una extensión cerrada de Wf(Á).
Proposición 3.4 Sean f (z)  = (a}fi)(z~1) G T  y A  G M.. Se cumplen 
las siguientes afirmaciones:
(i) Para todo z G p(A) se tiene:
f(A)  Rzu =  Rz f (A )u  +  f (A )0, Vu G D(f(A)).
(ii) f ( A )0 C AO. En particular si A  es uniforme entonces f{A) es 
uniforme.
(iii) Wf (A) C  f (A)  Q S  + AT.
(iv) Si £¿({0}) 0 y además \  es \p\ (t)-integrable en ]0, oo[, entonces
f (A )  =  W,{A).
Demostración, (i) Sea (u,v) G f{A).  Existe una red { u a } a > o en X  tal 
que
lím u\  = u y lím f ( A x)ux =  u,
A—*0 A—>0
luego
Km Rzux = Rzu y lím Rz f ( A x)ux =  Rzv ,
y como
f ( A x)Rzu = Rzf ( A x)u, Vu G X , 
por ser Rz acotado y conmutar con Ax+t, se obtiene:
(Rzu, Rzv) G lím inf f ( A x) =  f(A).
A—+0
(ii) Sea v G f (A )0. Entonces existe una red { u a } a > o en X  de forma 
que
lím ux — 0 y lím / (A\)t ux du,(t) =  v. 
a —>o a ^ o 7 r + v ’ w
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Por tanto
lina í  (1 +  A ) _ 1 ( A a ) í  ux dfi(t) = (1 4- A)~lv.
A->0 J k +
Para todo u G X  se tiene que AA+tU G AJ^+tu, lo que se traduce en:
(í+yirHAo^ a-a+ArViÍK-
Por ello, tenemos que
< M(A)(M(A)  + 1) \\ux\\
M [ M D + /
•/]l,oo[ l
luego (1 4- A) lv — 0, es decir, v G AO.
(iii) Sea (u,w) G Wf(Á). Existe v G Au tal que
w =  au 4- f  j fvd f i( t )  4- /í({0})u. 
7]0.ooí' » [
Como observamos en la nota 2.2
lím (i¿ +  v) = u y lím Aa+i(i¿ 4- v) =  v.
A—>0 A—+0
Para todo t  g ]0 , 1] tenemos que
A x+t J ^ ( u  +  «)|| =  I JtAxA x+1(u +  «)|| <  (M(A) + l )2 ||« +  « ||.
lím Ax+t J Ax (« +  «) =  j f v ,
A—»0
ya que
A x+t J ^ { u  + v ) ~  J¿*«|| < p A+t|| |  J ^ ( u  +  v) -  u|| +  ¡Aa+( u  -  J Av 
Así, por convergencia dominada,
Km í  Ax+t J \ x {u +  v) dfi(t) = [  J/W /z(í),
a - o 7 ]o ,i]  7 ]o ,i]
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luego
j  J f v  dfi{t) 4  £¿({0}> G J  A x+t d/j.(t)
y en consecuencia (u, w) G /(A ).
Para probar la otra inclusión comencemos demostrando que si £¿({0}) 7^  
0 entonces
f (A )  n  (D(A) x D(Á}) = Wf(Ao),  
mientras que si £¿({0}) =  0 entonces
f (A )  n (D(A) x D(A)) = Wf(Á).
Para comprobar la primera afirmación consideremos u G D(A)\ por la 
inclusión probada si w € f (A )u  fl D(Á)  entonces existe v G Au  tal que
w = au 4 í  A tu dfi(t) 4  £¿({0})v J]0,oo[
y por tanto v G Au  fl D(A ), lo que implica que u G D(Ad) y que
w = au 4  I A tu djj,(t) 4  £¿({0}) Ar>u.
J] 0,oo[
La inclusión restante es inmediata así como la segunda afirmación. 
En definitiva, si (u, v) G f{A)  entonces por (i)
(Jfu ,  J?v) G f (A )  fl (D(A) x D(A))
lo que conduce fácilmente a la inclusión buscada si £¿({0}) =  0. En otro 
caso, por el comentario previo, J f u  G D(Ad)  y existirá w G A0 con
j f v  =  a J±u 4- f  A t J iU d¡i(t) 4  £¿({0}) {A\u 4  w) ,
J]oM
luego
Ai f  Jfudfj,(t) 4  £¿({0})w G D(A),
J[ 0,1]
de donde
í  J^udfiit)  4  £¿({0})w G D(A),
J{ 0,1]
con lo que w G D(A) fl A0 =  {0}. Por consiguiente, (i¿, v) G A T  4  S.
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(iv) Sea ahora (i¿, v)  G /(A ) y asumamos las hipótesis adicionales del 
enunciado. Por definición existe una red {ua}a>o en X  de modo que
l í m  u\ = u  y
A—>0 J
lím f ( A x)ux = lím (aux + /  Ax+t ux dfi(t) +  /x({0}) Aaua) =  v.
A -»0  A ->0 J]0 ,c » [
Por convergencia dominada se tiene
l í m /  Ax+tux dfi(t)= At udfi(t),
A—»0 y]0 ,oo[ y)0,oo[
y por tanto
lím /x({0}) Axux = v  — au  — / At ud/i(t),
A-»0 J]0,oo[
d e  d o n d e ,  a l  t e n e r  q u e  A  =  l í m i n f A _ +o 4 \ J s e  d e d u c e  q u e  ( u ,  v)  G W f ( A ) .
m
N ota 3.4 Del apartado (iii) anterior se deduce en particular que 
D(A)  C D(f(A)) C { u e X :  j  JtAudfi{t) € D(A)},
lo que en el caso de que /¿({O}) ^  0 conduce a que D(f(A))  C D(A).
De los resultados anteriores se deduce también que si /¿({O}) 0
entonces .40 =  f(Á)0,  y en las condiciones del apartado (iv) tenemos 
además que f (Á)  es cerrado por ser suma de un acotado con un cerrado.
Proposición 3.5 Sean f (z)  = (a,fi)(z) G <So y A  G M .  Entonces:
(i) f (A )  G C(X) con
f{A) = a +  [  (t +  A )-1 dfj,(t).
J  lo,°°[
(ii) V^g T  se tiene
( f  + g)(A) =  Í(A)  +  g(A).
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(iii) Sea {A í\ í£x una r^d en M. tal que
(3.10) A =  líminfA¿ y límsup M(Ai) < oo.
Entonces
f(A )  = líminf f(Ai).
Demostración, (i) Sabemos, a partir de la prueba de la inclusión 
¿>o Q T  en la sección 3.1, que
f { A x) =  a +  [  ( t  +  A x ) 1 df j , ( t )
J] 0,oo[
y que
(3.11) \\f(Ax)\\<\a\ + (M(A) + l) f  U M  (t)),
J]0,oo[ t
luego f (A )  es un operador univaluado. Sea u G X;  como Vi > 0 
lím (t +  A A ~ lu =  lím — J ^ xu = — J±uA—>0 A—>0 t  t ¿ i
y
7  < (M(A)  +  1) i
t
entonces, por convergencia dominada,
lím f (A \ )u  = a u +  [  (t +  A)~1udn(t),
A - * 0  j ]0 ,o o [
de donde se deduce la afirmación enunciada.
(ii) Basta tener en cuenta que ( /  +  p )(4 \) =  f (A \ )  4- g(A\), y que 
para toda red { i ¿ a } a > o  con l ín iA —o u\ = use  tiene que lín iA _ > o  f ( A \ ) u \  =  
f (A )u  por la acotación (3.11) uniforme respecto de A.
(iii) Razonar de forma análoga a como se ha hecho en el primer 
apartado. ■
Como vamos a ver a continuación, la propiedad de “continuidad” 
probada en el apartado (iii) permanece válida en la clase T+. Precisa­
mente, este hecho y la estabilidad son los que utiliza Alaarabiou en [All] 
para construir su cálculo funcional sobre la citada clase de funciones.
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Teorema 3.6 Sean f ( z ) = (a,fi)(z x) G T+ y A  G Ai.  Se verifican las 
siguientes afirmaciones:
(i) f (A)  € M  con J Í (A) =  1 -  Xfx(A), VA > 0, y M (f(A))  < M(A).
(ii) Sea {Ai}iex una red en A i  verificando (3.10). Entonces
f (A )  =  líminf f(Ai).
Demostración, (i) Sea p >  0. Por la proposición 3.3 tenemos f (Á)  =  
líminfA-+0/(A A) luego




< M(Á)  4-1 entonces el operador (I  +  pf(A))  1 
por convergencia dominada Vu G X  se tiene:
luego
de donde f (A)  G A i  con la relación ya habitual entre M(f(A))  y M(A).
(ii) Sea (A,i¿) g]0, oo[x X]  se tiene:
-  J-m U\ < A f  || (Ai)tu -  A tu\\ dpx(t)
J] 0,oo[
=  A í  j  dpx{t),
J]0,c»[ t
donde el último término tiende a cero siguiendo J  puesto que Jj0,oo[ \  dpx(t)  
< oo y límsupM(A¿) < oo, luego por el corolario 2.1 se obtiene la tesis 
anunciada. ■
Es evidente que en general f (A)  puede no ser no negativo. Pensar 
por ejemplo que A e M  no implica que —A  G AA . El siguiente teo­
rema se debe a Alaarabiou y establece lo que podríamos calificar como 
“continuidad” del cálculo simbólico.
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Teorem a 3.7 Sean A € M. y { fn(z)}n€n C T+ de modo que 
Jim f n(z) = f(z),  Vz e  [0, oo].
Entonces
lím inf f n{Á) = f(Á).
TI—* OO '  7 X 7
Demostración. Recuérdese que f ( z )  G Tj. por ser límite puntual en 
]0, oo[ de funciones de T+. Sean fin\  y las medidas asociadas a f nx{z) = 
f n(z ) / ( l+Xfn(z)) y f \ ( z )  = f ( z ) / ( l + \ f ( z ) )  respectivamente. Observar 
que fnx(z) converge puntualmente a f \ (z )  en [0, oo]. Por el corolario 2.1 
para demostrar la tesis basta comprobar que
lím J + A)u  =  j { (A)u, Vu € X ,  VA > 0.n—*oo A ’
En primer lugar, por el teorema 3.6, tenemos que
límsup M (/n(A)) < M(Á)
n—*oo
y  , ,
J ™ u = T T x m u ~ XÍ M AtUdlI’lx{t)’
J ™ u = T T J f W ) u “  A L  AtU dtlx{t)’
luego sólo resta demostrar que
lím / A tudfjLn\{t) = /  A tudfi\(t).
J]0,oo[ J)0,oo[
Para ello es suficiente con comprobar que las medidas finitas \  finx{t) 
convergen estrechamente a la medida finita \  f¿x(t) en C¿,(]0, oo[;R) y 
aplicar el lema siguiente. Para simplificar la notación vamos a  denotar 
las anteriores medidas mediante vn y v respectivamente. Por la hipótesis 
tenemos que lmin-H*, i/n(]0, oo[) =  z/(]0, oo[).
Como
jím I 1 /í \ _  fn\(00) ~  Aa(z_1) _  fx(oo) -  f x i z - 1)
í m  í   d v n ( t ) =  l í m
710.OOÍ Z +  t  n~+<*I] ,oo[ *°° Z
Vz > 0,i]0,oo[ Z +  t
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entonces, \/<p € C o([0 , oo[; R),
(3-12) lím í  f>{t) di/„(t) =  í  m(t) dv{t),
n_>°°  J]0,oo[ J]0,oo[
puesto que por el teorema de Stone-Weierstrass el álgebra engendrada 
por el subespacio vectorial generado por { ^  : z > 0} es densa en 
C o([0 , oo[; R ) . Ahora ya es sencillo mostrar que la convergencia expresada 
en (3 .1 2 )  es válida en C o (]0 , oo[; R ) , ya que toda función de este espacio se 
puede extender a 0  dándole el valor 0  y la extensión está en C o([0, oo[; R ) .
Sean € C f,(]0, oo[;R) y e > 0 . Tomamos <p € C^QO, oo[; [0 ,1 ])  de 
forma que
¡/(]0, oo[) -  f  tp(t) di/(t) < €..
J\0,oo[
Evidentemente existe no £ N tal que
i/n(]0,oo[) -  /  (p(t) dvn(t) < e, Vn > no.
J] 0,oo[
Así
/  Mt) dv„(t) -  t  é(t)dv{t)
|J]0,oo[ •']0,oo[
+  [  dun(t) -  í  v(t)4>{t) du(t)
7]0,oo[ J] 0,oo[
de donde, por la arbitrariedad de e, se deduce que
lím f  dvn(t) =  í  Mt) dv(t).
n o° 7]0,oo[ «/]0,oo[
Lem a 3.2 Sea X  un espacio de Banach. Sean { /¿ n } n eN  y M añedidas de 
Borel sobre ]0, oo[ no negativas y finitas, de forma que
lím f  ^(t)  dpn(t) =  í  i¡)(t) dp{t), e  C^ QO, oo[;R).
Tl-HX> J ]0jOO[ J ]o,oo[
Entonces
lím f  tp(t) dfin(t) = f  ip(t) dp(t), V'ipeCbQ0,oo[;X).
n —f° °  7]0,oo[ J]0,oo[
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Demostración. Comenzamos probando que Jím^ /xn(]0, z\) — /x(]0, z\)
c.p.p. en ]0, oo[ respecto de la medida de Lebesgue. La función /¿(]0, z]) 
es monótona creciente, luego el conjunto de puntos donde es discontinua 
es numerable y por tanto tiene medida de Lebesgue nula. Sea z e]0, oo[ 
donde /x(]0, ^]) es continua. Sea e > 0. Construimos la función
V'í (í ) =
Claramente
1, 0 < t < z
z < t  < z  + e 
0, z + e < t
límsup /X n (]0, z]) < í  V'eOt) < A*Q0, z + A)'
n—foo 7]0,oo[
Tomando límites cuando e —> 0 en la anterior relación se tiene
límsup /¿n(]0,z]) < fi(]Q,z]).
n —►oo
Análogamente se prueba
l™ inf íi„(]0,z]) >  ¿tQO, z } ) ,
y en definitiva tenemos que lím^oo Hn(]0, z]) = /i(]0, z]).
Sea \/<p € C\  (]0, oo[; X )  y supongamos que soporte de (p está contenido 
en [a, b] C]0, oo[. Por el teorema de Fubini se tiene:
í  M t )  dft(t) = - f  [ í  ip'(s)ds]dfí(t) =  -  í  [ f  dfj,(t)]ip'(s)ds 
7]0,oo[ 7[a,i>] Jt Ja  7[a,s]
roo
= -  /¿(]0,s])<¿/(s) d5-
7o
Esta integración por partes es también válida para las fin por lo que 
tomando límites, teniendo en cuenta que al estar la sucesión {/¿n(]0, ¿])}n€N 
imiformemente acotada podemos utilizar convergencia dominada, se ob­
tiene:
lím f  v(f) <W(í) = i  v(t) dfi{t).
n  o°  7]0,oo[ 7]0,oo[
Como C¿(]0, oo[; X )  es denso en <7C(]0, oo[; X )  para la topología de la 
convergencia uniforme, se comprueba sin dificultad que la anterior con­
vergencia se puede extender a este último espacio. Para finalizar basta 
con razonar como se ha hecho en el teorema anterior. ■
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N ota  3.5 Si en el teorema anterior suponemos que A  £ £(X) fl A i  
entonces línin^oo f n(A) = f (Á)  en C(X). En efecto, basta tener en cuenta 
que
f (Á)  = a +  í  (1 4-1) A t ——  d¡i(t),
J[0,oo[ 1 ~r t
con una relación análoga para f n{A), (1 + t ) A t £ (7¿([0, oo[; C{X)) y 
que las medidas finitas ^  dfinit) convergen estrechamente a la medida 
finita y^d/z(í) en Ct,([0, o o [ ; R ) ,  y razonar de forma análoga a como se 
ha hecho en el lema anterior.
El resultado siguiente relaciona /(A )-1 con /(A -1), lo que junto con 
una proposición que veremos en la próxima sección que conecta f ( A  + e) 
con /(A ), para e > 0, nos permitirá utilizar las propiedades del cálculo 
funcional para los operadores de C(X)  fl A i  y extenderlas, en la medida 
de lo posible, al caso multivaluado.
Teorem a 3.8 Sean A  £ Ai y f (z )  = (a, /.i)(z-1) € T  que no se anula y 
de forma que f (z)  £ T . Entonces
/ ( A ) - 1 =  / ( A - 1).
Demostración. Para todo A > 0 se tiene que A \  -f A £ Aio luego por 
el teorema 3.4 tenemos
f ( A x + \ ) - '  = f ( ( A ,  + \ ) - ' ) .
Como líminf a->of ( A \  +  A)-1 =  /(A )-1 el resultado queda probado si 
comprobamos que líminf a->o/((A\ +  A)-1) =  /(A -1), V/(z) £ T . Para 
t  > 0 tenemos:
+ A)-), -  i  *> -  A - x  -  A j
siendo también válida la igualdad obtenida para t  = 0, lo que junto con 
la identidad resolvente nos conduce a
En consecuencia,
/ R+ ||((Aa +  A)"1), -  ( A - V t|  d H  (t) < (M(A) + l )2
L l + X(t + X )d M { t )
y por convergencia dominada la última integral converge a cero cuando 
A —> 0. De este hecho se concluye:
lím inf f ( {A x +  A)-1) =  lím inf /((A -1)*) =  f ( A  -  1).
A—>0 A—>0
■
N ota  3.6 Podríamos probar a partir del resultado anterior que se con­
serva el signo es decir si /  G T+ entonces f (A)  € Á4.
Corolario 3.1 Sean A  G A4 y f ( z )  € T  que no se anula con f ( z ) € T . 
Entonces:
(i) Ker f (A)  C Ker A. En particular si A  es inyectivo entonces f (A )  es 
inyectivo.
(ii) C  R(f(A))  c  {« G X  : / IOil, JtA~'udfi(t) e  R(A)}.
(iii) Si Km -7f-r 7^  0 entonces R(f(A))  C R(A) y Ker f (A )  =K er A.x—*0 J\Z)
(*> 0 )
Demostración. Considerar los resultados de la proposición 3.4 para 
A-1 y /  , teniendo en cuenta la igualdad del teorema anterior y que la 
condición límz_>0(z>o) ^  0 es otra forma de decir que /I({0}) =¿0. ■
3.3 Fórmula de diagonalización.
En esta sección comprobaremos que nuestra definición es una ex­
tensión de la conocida para el caso uniforme. Se establece también una 
expresión de f{A)  para /  € Tq que relaciona el caso multivaluado con el 
caso densamente definido.
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Proposición 3.6 Sean A e. M. y f(z)  =  (a,¡i)(z x) € T. Entonces 
Ve > 0 existe un operador Fe G C(X) con límelo \\F€\\ =  0 de modo que
f ( A  + e) = f (A)  + F€.
En particular D(f(A))  =  D (f(A  +  e)). Además
f(A)  = lím inf ¡(A  +  e).
Demostración. Sea e > 0 fijo . Para t  > 0 y A > 0 tenemos
(A + e)x+t- A x+t = j L .  {Jii+( _  i  +  ^  + ^
_  ________f   M  j A
-  1 +  €(A4-Í) A+t
Por ello, si definimos
S\,e =  f  ((^  +  e)x+t — A \+t) dfi{t),
J] 0,1]
se tiene que S\ t€ G £(X ) con
5 U <Á ? L  r h d ^ -
Teniendo en cuenta la acotación uniforme anterior y por convergencia 
dominada llegamos a
St :=líminf SXe = í  — —  JtA j \  dpit) € C(X).
A-.0 ' / ] o,l] 1 +  et ‘ v ’ K '
Para concluir la primera afirmación basta con mostrar que
límmf O({0}) * J f  J \  +  5a,£ +  í  A x+t dfj,(t))
A—►O 1 +  €A 1+«A ,7]0,1]
=  € /z({ 0}) +  S€+ fiminf f  Ax+t dfi(t),
lo que es sencillo en el caso de /¿({O}) — 0* En otro caso tenemos (nota 
3.4) que D (f(A + e )), D(f(Á))  C D(Á)\ como para toda red {ua}a>o con




J\  J AX u\ — u
1 + eA
< M ( A ?  ||ua - u | |  +  M(A)
podemos afirmar que
J A X u — u + J Au — u
1+eA
lím J \ _ u x =  u,
A—*0 1+eA
con lo que se obtiene sin dificultad el resultado deseado. 
En resumidas cuentas, f ( A  +- e) =  f ( A ) +  Fe donde
=  L  ,  T T T t e  £ ( X ) './[0,oo[ 1 *+ £ Í  !+«*
Como
\\F€\ \ < M { A f í  - L - d ^ K t ) ,
j[0,oo[ 1 +  eA
entonces, por convergencia dominada, lím€_*o \\Fe\\ =  0- 
Por lo que acabamos de demostrar tenemos
f (A )  C  lím inf f ( A  + e).
Sea (u,v) 6  lím inf€_o f ( A  +- e); entonces existe (u€,v€) G f ( A  +  e) de 
modo que lím^o (uc,u€) =  (u, v). Por lo ya probado se tiene que Ve > 0 
existe (w€, we) G f (A)  de forma que
ve = w€ + Feue,
y como lím ^oF€u€ = 0 entonces (u, v) G f ( A ) . ■
Corolario 3.2 Sean A  G M. y f ( z )  = (a,/a)(z~1) G T  de forma que 
m  e r .  Entonces
/(A*) =  /(A)*.
Demostración. Por el teorema 3.5 se tiene
/ ( ( i + ¿ r 1) = m + ¿ y 1)*,
de donde, tras tomar inversos,
/( !+ -  A*) = f ( l + A ) \
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Por la proposición 3.6 aplicada a ambos miembros de la última igualdad 
/ ( I  +  A)* = (f ( A ) + F , r  = /(A)* + f JtA' j * i  d,i(t)
JR+  1 + t  i+ *
y '  /• i/ ( I  +  A*) =  /(A*) + — J f  J g  drft).
J  R + 1 +  t  *+*
Por consiguiente, al estar el sumando común en C (X*), se obtiene la 
igualdad deseada. ■
C orolario 3.3 Sean A e M. y f ( z ) G %. Entonces A  G C{X) si, y sólo 
si, f (A )  G C(X).
Demostración. Por el teorema 3.5 si A  G C(X) entonces f (Á)  G C(X). 
Recíprocamente, si A  fcC(X)  entonces 0 G <j(A-1). Si 0 G p(A) entonces 
por el teorema espectral para operadores acotados y el teorema 3.8
o =  /(o) € {/(*) : « € a íA -1)} =  a( j(A~1)) = a( f (A)~l),
con lo que f (A)  £ D(X). Si 0 G o-(Á) consideramos el operador 1 +  A  que 
está el las condiciones anteriores por lo que se verifica / ( I  +  A) £ C{X). 
Por la proposición 3.6 se concluye que f (Á)  £ C(X). ■
En el siguiente corolario se establece que nuestra construcción coincide, 
al menos, con la de Martínez-Sanz [MS] en el caso más interesante, esto
es, cuando f ( z )  y f ( z )  están en la clase T. (Obsérvese que también
coinciden por ejemplo sobre la clase «So).
L em a 3.3 Si f ( z )  G T  y A  e. M. entonces
(1 +  A) /(A ) J f  =  (1 +  AA) f (A)  J a , VA > 0.
Demostración. Sea A > 0. La relación
/(A ) J Au  =  i  (/(A ) J Au +  (A -  1) /(A ) J A J£u), Vu € X,
implica sin dificultad que el dominio de ambos operadores es el mismo. 
Sea u G X  de forma que f (A )  J^u  fl D(A) ^  0 . Entonces
(J? + A Ai) /(A ) J Au  =  /(A ) J fu ,
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de donde
(1 +  XA) f (A)  J i u  = (1 +  A) (J? +  A/lj) f (A)  J f u  = (1 +  A) f (A )  J fu .
■
Corolario 3.4 Sean A  £ M. y f(z)  =  (a,fj,)(z~1) £ T  que no se anula 
con f ( z )  =  (a, ¡ix)(;z_1) € T .  Se cumplen:
(i) f (A )  es cerrado. En particular
f(A )  = lím inf f ( A  + e).
(ii) Si A  es univaluado entonces
f(A)  =  (1 + A) f (A)(  1 +  A ) - 1 = S  + AT.
Si además A  es densamente definido entonces
f (A )  =  Wf (Á).
Demostración, (i) Por el teorema 3.8 / ( I  +  A) tiene inverso en C(X)  
luego es cerrado. Por la proposición 3.6 f (A)  es cerrado al ser suma de 
un operador cerrado con un operador acotado.
(ii) En primer lugar como, Vu £ X , se tiene
Wf(Á)  (1 4- A)~xu =  (1 +  A)~l [Su -  J  jfudp,(t)] -f ^ J Awd/¿(í),
se obtiene fácilmente la igualdad
(7 +  A) f (A )  (7 +  A ) ' 1 = S  + AT.
Por la proposición 3.4 tenemos
Wf (A) C f(A)  Q A T  + S,
donde todos los operadores relacionados son univaluados. Sólo resta pro­
bar que si u E X  con / (A)(l-h Á)~luC\ D(A) ^  0  entonces u E D(f(A)).
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Cuando A tiene inverso acotado si v = Wf(A)(l  -f A) 1u G D(A) y 
w =  (1 +  A)v tenemos:
(l+A )-1u = (A_1)(l-f-A)_1iu =  a (1+A)- 1uH- /  (A- 1)t(l+A )_1u;
J[ 0,oo[
Como la resolvente conmuta con /(A -1), por que lo hace con (A-1)* con 
t  >  0, entonces
(1 +  A y ^ f i A - ^ w  -  u) =  o,
deduciéndose de ello que u = /(A _1)iü, es decir, w = f(A)u.
Para un A G Ai arbitrario consideramos el operador A +  e para un 
e > 0 que tiene inverso acotado y que por lo tanto verifica la igualdad
/(A  +  e) =  (1 +  e H- A) / (A +  e )(l +  e +  A) 1.
Luego si/(A )(l +  Á)~lu € D(A) tenemos, aplicando el lema anterior, 
que /(A )(l +  e +  A)~lu G D(A). Por la proposición 3.6
/(A  +  e) (1 +  e +  A)-1u =  /(A ) (1 +  e +  A)- 1t¿ +  F€(l + e +  A)-1u
= /(A)(l + e + A)- 1i¿+(l + e + A)- 1F€it,
de donde, al estar el elemento de la derecha de la última igualdad en 
D(A)} obtenemos que u G D (f(A  +  e)) =  D(f(A)).
Para la segunda afirmación como /(A ) es cerrado obtenemos el resul­
tado si comprobamos que
AT + S C  Wf (A).
Sea u G X  tal que Tu G D(A). Teniendo presente que A es densamente 
definido se puede afirmar:
lím j £ u  — u y lím Wf(A ) j £ u  = lím J \ { A T  +  S)u  =  (AT +  S)%
y por tanto Wf(A ) es una extensión de A T  +  5. ■
Proposición 3.7 Sean f (z)  = (a,/x)(z_1) G T  con f (z )  =  (a,/i)(z-1) G 
T  y A  G AL 5e verifican las siguientes afirmaciones:
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(i) S i /x({0}) =  0 y  a  =  0 e n to n c e s
D(A) C D(f(A))  C D(A), 
y el operador W/(A) es cerrable con
Wf (A) = f (A )D = f ( A D).
(ii) Si M{0}) /=0 entonces
Wf {AD) — }{A)d =  f(Ar>).
(iii) En los dos casos anteriores se tiene
Um f ( A  +  e)D =  f (Á )D.
Demostración, (i) Sabemos que D(A) C D(f(A)  con Wf(A)u  G 
f (A )u , Vii G D(Á). Para probar que D(f(A)  C D(A) basta observar 
que
D(f(A))  =  R ( f i A ) - 1) = R ( f ( A - 1)),
y comprobar que si g G T  con <7(0) =  0 y B  G Al, entonces i?(p(i?)) C 
R(B). Ahora bien, por definición de g(B) es inmediato que
R(g(B))C UQR(g(Bx) ) C R (B ) .
Por otra parte,
Wf(A)u = au+  í  A tudfi{t) G D(A ), Vu € D(A)3
*']0,oo[
luego Wf(Á)  fl D(A) x D(Á) =  W/(A). Es ya evidente que f ( Á)D es un 
operador cerrado y uniforme puesto que f (A)  0 fl -D(A) C A0 fl D(A) =  
{0}. Por tanto, Wf(A)  es cerrable y W/(Á)  C /(A)¿> Sea (w,v) G 
f ( A ) D; como
(Jjfu, Jjfu) G /(A ) n  £>(A) x D(A) = Wf (A)
y límA^ o ( J \ u , J \ v) — (u ,v ) entonces (u,v) G Wf(Á).  En definitiva 
W¡{A) =  /(A )D.
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Es ya evidente que Í {A d) =  Wf(Ajr)) C Wf(A). Sea v = Wf{A)u\ 
como
lím j £ u  = u y Km W/(Ad) J\U = lím Wf(A)  Jjfu =  v ,
entonces v = Wf{Ar,)u obteniéndose así la otra inclusión.
(ii) Sabemos que } { A )d  es un operador uniforme y cerrado que ex­
tiende a Wf(Ar>) luego f (Ao)  Q f { A )o • La inclusión restante se prueba 
como en el caso anterior.
(iii) Para probar la convergencia puntual indicada notar que por la 
proposición 3.6 se tiene
f { A  + e)o = f{{A + €)d) =  / ( A d +  e) =  Í {A d) +  Fe = Í (Á)d -f Fe.
■
Corolario 3.5 Sean f(z)  = (a1/i)(z~1) € T  con f ( z )  = (a,/i)(2:_1) € T  
y A  G A4. Se verifican las siguientes afirmaciones:
(i) Si /¿({O}) =  0 y a = 0 entonces
R(A) C R(f(A))  C R(A),  
y el operador Wj{A~x) es cerrable con
w 7(A-i)  = ( f{A)Rr i = f ( A Rr i .
(ii) Si /x({0}) /=0 entonces
Wj(A-¿)  =  (/(A )*)"1 =  f ( A R)~\
(iii) En los dos casos anteriores se tiene
lím f ( A  +  €)r =  }{A)r .
Demostración. Aplicar la proposición anterior a A-1 y /  para obtener
(i) y (ii) . Para probar (iii) úsense las relaciones siguientes:
f ( A  +  e)R = f({A + e)R) = f  (AR +  e) =  / (AR) +  Fe = f  (Á)R 4- Fe.
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Corolario 3.6 Sean f(z)  = (a,¡i){z *) G T  0 y A  G -M. Entonces 
/(Ajd) /(A ) V solamente si, D(A) £
Demostración. Por la proposición previa f (A o )  — Í{Á)d- Supong­
amos que D(A) £  X.  El corolario 3.1 nos asegura que R (A) C R(f(A)) ,  
y la proposición 2.5 que existe v G R(A) con v £ D(A). Entonces ten­
emos que existe (u , v) G /(A) que no está en f (Ao)-  La otra implicación 
es obvia. ■
Teorem a 3.9 Sea A G M .  Si f( z)  =  (a,ii)(z~1) G 7¿ entonces
AO =  /(A )0,
y
(3.13) /(A) =  (1 +  A) /(A ) (1 4- A) 1 | £>(A) =  S  +  AT | £>(a)-
Demostración. La inclusión /(A )0 C  AO es siempre válida. Sea 
(0,i>) G A. Como /(A )-1 =  /(A -1) entonces basta probar que (u,0) G 
/(A -1). Sea /(.z) =  (0,//)(2_1). Tenemos
04‘ V t  iW i =  (1 -  J i x>
luego
1 /  {A-x)x+tAx+lvdJl,{t) < M (A ) (M (A )  +  1) |Át|([0,l])
K(o,i] 1
y por tanto,
Km J  ^(A_1)a+í A\+\v d}i(t) = 0.
Este hecho permite afirmar que
(u,0) G lím inf í  (A '^x+t d¡í(t), 
a -* o  y [o ,i]
y puesto que
[  (A~x)tv djí(t) = [  j  Jivdjí( t )  =  0,
7]l,oo[ •1)1,°o[ t  1
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entonces (u, 0) G /(A -1). Queda así probada la inclusión AO C /(A )0.
Probemos ahora la primera igualdad de (3.13). Sea (w,v) G /(A); 
sabemos que (l+ A )-1u G /(A )(l+ A )-1« con lo que v G (1+A) /(A ) (1+ 
A)_1ií. Como /(A )0 =  (1 +  A) /(A ) (1 +  A)_10 entonces para deducir la 
igualdad buscada es suficiente con probar la inclusión de dominios que 
aún desconocemos, es decir, si u G D(A) es tal que /(A )(l 4- A)~lu fl 
D(A) 0  entonces u G D(f(A)).
Comencemos probando el resultado buscado en el caso de que 0 G p(A) 
. Sean u G D(A) tal que v = f(A)o{  1 +  A)- 1i¿ G D(Á) y  w G (1 +  A)u. 
Basta comprobar que
u = /(A - 1)u; =  í  (A~l)tw d¡l(t).
J  R+
Ahora bien, como tenemos
/(A -1)(l +  A)~lw =  (1 +  Á)~xu
y la resolvente conmuta con /(A -1), por que lo hace con (A_1)t para 
t > 0, entonces
(1 +  A)"1 ( /(A -1)™ -  t¿) =  0.
Por lo tanto, al tener que f {A ~ l )w G D(A)1 se obtiene que u =  f (A ~ l )w.
Para un A G Ai cualquiera razonaríamos exactamente como en el 
apartado (ii) del corolario 3.4.
Finalmente como, Vu G D(A), se tiene
f ( A ) D( l  +  A)~lu =  (1 4- A)~x[Su — (  j fudp( t ) \  +  f  j fud f i ( t ) ,
J[0,1] J[0,1]
podemos confirmar la validez de la segunda igualdad de (3.13). ■
N o ta  3.7 Razonando como acabamos de hacer se tiene también que 
/(A ) =  a +  í  A t dfi(t) + A Í  dp{t) \ d(a), V6 >  0.J]b, oo[ 7(0,6]
Obsérvese que en las condiciones del teorema anterior no se puede 
esperar, como sucede en el caso univaluado, que /(A) =  (1+A) /(A ) (1 +  
A)-1 (corolario 3.4), puesto que ésta relación implica que A es univaluado.
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En efecto, por la anterior igualdad si u E X  es tal que f (A)(  1 +  A)~luC\ 
D(Á)  0  se tiene que u E D(f(Á))  y por tanto está en D(A ), luego si 
v E AO tenemos que
0 G / ( j4 ) ( l  +  i4)-1 v n  jD(í4),
lo que implica que v G D(A), y por consiguiente u =  0. No obstante, 
cuando /¿({O}) ^  0 si que es cierta la igualdad f (A )  = S  +  AT.
En el resultado anterior si /(O) ^  0 la conclusión que extraemos es 
que f ( Á ) 0 C D(f(A)). Si adicionalmente /  E T + (=> /  G <So) conduce a 
que f (Á )  es univaluado. Por tanto, no es cierta en general la fórmula de 
diagonalización.
Corolario 3.7 Sean f(z)  = (0, /¿)(z-1) G T  con f ( z )  = (a,/I)(z-1) G T  
y A  E M.. Entonces
Ker A = Kev f  (A).
3.4 Fórmulas del producto.
Consecuencias.
Teorema 3.10 Sea A E Ai. Si f , g  eTq con h = f  g E %  entonces
(3.14) h(A) =  f (A)  g(A) = g(A) }{A).
Demostración. Como el operador A +  e, con e > 0, tiene inverso 
acotado por la fórmula del producto para operadores acotados (teorema 
3.5)
g((A +  e)-1) f ( (A  +  e)-1) =  h((A +  e)-1), 
de donde teniendo en cuenta el teorema 3.8 y tras tomar inversos
f { A  4- e) g{A +  e) =  /i(d  +  e), Ve > 0.
Sea (w,u) G h(Á). Por la proposición 3.6 para cada e > 0 existe un 
operador acotado He de forma que
v +  Heu E h(A +  e)u = f ( A  +  e) g(A +  e)u = f ( A  -f e) g(A + e)Du,
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y con límA-^ o ||#e|| =  0. Por la proposición 3.7 tenemos
lím g(A +  e)Du =  g{Á)Du ,
luego
(g(Á)Du, v) Glíminf f ( A  +  e) =  f(A),  
es decir, (u,v) G f (A )  g(A). Notar que tenemos
h(A)0 = A0 = f(A)g(A)0,
luego para concluir la igualdad buscada bastar con probar la inclusión de 
dominios que queda pendiente. Si (u, v) G f (A) g(A), es decir (g(A)£>u, v) 
G f ( A ), entonces por la proposición 3.4 y la inclusión que acabamos de 
probar
(1 +  A y ' v  G f (A )  (1 +  A)~1g{A)Du = f(A) g{Á)D( 1 +  A)~lu 
=  h(Á)(l  +  A)~lu,
esto es,
/i(yl)(l +  A)~lu n  D(A) 0 , 
luego, por el teorema 3.9, u G D(h(A)). ■
Revisando la anterior demostración se observa que ésta es válida para 
operadores univaluados exigiendo únicamente que las tres funciones y 
sus respectivas reversas estén en T. Como veremos en los siguientes 
resultados el caso anterior no es el único en el que se verifica la fórmula 
del producto.
Teorema 3.11 Sea A  G M .  Se verifican las siguientes afirmaciones:
(i) Si f  e T  y g e S 0 de forma que h = f  g e T ,  entonces
g(A)f(A)  C h(A) C f(A)g(A).
Si además f  G «So se verifica (3.14).
(ii) Si f  G T+ r\S0 no se anula y g G % de forma que h = f  g G %, 
entonces se tiene (3.14).
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(iii) Si f , g  E T+ no se anulan y h = f  g E T+ entonces se verifica la 
fórmula del producto (3.14).
Demostración, (i) En primer lugar por la fórmula del producto para 
operadores acotados
h(Ax) = f (A \ )  g{A\) = g(Ax) f ( A x), VA > 0.
Sea (i¿, v) E h(A). Existe una red {i¿a}a>o en X  tal que
lím ux = u y  lím h(Ax) ux =  lím }{AX) g(Ax) ux = v.A—>0 A—*0 A—*0
Como líniA_>og{Ax)u = u y la red de operadores acotados {<7(4\)}a>o 
está uniformemente acotada se tiene que
lím g(Ax) ux = g{A)u,A—»0
luego por definición (g(Á)u,v) E f (A )  y consecuentemente (u, v) E 
f (A)g(A).
Consideremos ahora (u,v) E g(A)f(A) .  Existe w E f{A)u  con v =  
g(A)w. Por definición de f (A)  existe una red { u a } a > o  en X  tal que
lím i ¿a  — u y  Km f ( A x) ux =  w.A—>0 J A—>0 J '
Razonando como anteriormente se obtiene
lím h(Ax) ux =  lím g{Ax) f ( A x) ux = v ,A—*0 A—»0
lo que implica que (u}v) E h(A).
Finalmente, si de forma adicional f  E So es ya evidente que se da la 
fórmula del producto.
(ii) Si f ( z )  =  (a ,p)(z~l ) E T+ entonces con la notación de la sección 
3.1 se tiene que f (z )  =  (6, v)(z) E So con 6 >  0. Por el apartado previo
f ( A ) g ( A ) C h ( A ) C g ( A ) f ( A )
donde
f (A )  = b+ [  (t + ¿ r 1 dv{t) e  C{X).
Como /(A ) g(Á)0 =  AO =  g{A) f (A )0 entonces para probar la fórmula 
del producto basta con mostrar que si u £ X  es tal que f (Á)u  € D(g(A)) 
se tiene necesariamente que u £ D(g(Á)). Por la proposición 3.6
/ ( I  +  A) =  f (A)  + Fl = f (A)  + í  d/x(í).
y]o,oo( i  + 1 1+*
Por ser A cerrado y
L  , ^ l < A& l d M ® z m A ) + i )  f  :- d M ( t ) ,
J]0,oo[ 1 -f- t  x+ ‘ J]0,oo[ t
entonces F\u £ D(A) C D(g(A)), de donde
/(1  +  A)u € J )(j (í )) =  Z)(S(1 + 4)).
Razonando como en otras ocasiones a partir de la fórmula del producto 
para operadores acotados se tiene:
/ ( I  +  A)g(  1 +  ,4) =  5(1 +  A) / ( I  +  A).
Por tanto u £ D(g( 1 +  A)) =  D(g(A)).
(iii) Este caso se reduce a alguno de los casos ya estudiados. En efecto, 
aplicamos el teorema 3.10 si /,<? £ 7o, si /  £ «So y g £ % entonces es la 
primera parte de este apartado la que debemos considerar, mientras que 
en el caso restante utilizamos el apartado (i) del presente teorema. ■
N o ta  3.8 En el apartado (i) del teorema anterior no podemos esperar 
que se produzca en general la igualdad, pues si tomamos f ( z ) =  (1 + z) £ 
7o, g(z) = £ So (notar que no tiene reversa), h(z) =  1 E T + y si A  es
propiamente multivaluado, las dos inclusiones del enunciado son estrictas. 
Este mismo ejemplo pone de manifiesto que la condición f ( z )  e T + í)So 
en el apartado (ii) no se puede sustituir por f ( z )  £ «So.
Obsérvese nuevamente que si f ( z )  £ T+ entonces f (A)  £ M .  Para 
A >  0 sabemos que 1 — Af \ (z )  £ «So, 1 +  Af ( z )  £ T+ y su producto está 
en T+, luego 1 C (1 +  A /(A ))(1 - \fx(A))  e (1 -A /a(A)) (1 +  A/(A)) C 1, 
de donde (1 +  A/(A))"1 =  (1 -  Af x{A)) £ C(X) y M (/(A )) < M(A).
Para a  £ C, con 0 <  a  < 1/ 2, la familia {S(t)}t>o de operadores de 
C (X ), obtenidos a partir de las funciones del ejemplo 3.3,
1 r°°
S(t) = e~tz<*(A) = — I e~tsacos a7r sen(tsa senan) (s+A )-1 <¿s, t > 0, 
7r J o
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y S(0) =  1, verifica la propiedad de semigrupo, es decir,
S(t i) S(t2) =  S(t2) S(ti) =  S ( t i +  í 2), Víi, h  > 0.
La siguiente propiedad permite, si ese es el proceso que se desea seguir, 
extender por aditividad el concepto de potencia fraccionaria a los a  G C 
con R ea  >  1.
Corolario  3.8 Sea A  G M .  Si f (z )  =  (a,/x)(z-1) G % con /¿({O}) =  0 
(f(z) € T +) entonces
A  = f ( A ) J ( A ) = 7 ( A ) f ( A ) .
Demostración. En las condiciones pedidas a /  se tiene que /  € 7o 
luego basta con aplicar el teorema 3.10. Si f (z )  G T+ entonces /  G T+ 
luego las identidades buscadas se obtienen por el apartado (ii) del teorema 
3.11. ■
C orolario 3.9 Sea A  G M .  Si f(z),g(z)  G T+ de forma que existe 
h(z) G T+ con g(z) =  h(z) f (z )  entonces
( f  + g)(A) = f (A )  + g(A).
Por tanto, el operador f (A )  +  g(A) es no negativo.
Demostración. Como hemos visto en el teorema 3.11 se da la fórmula 
del producto en T+1 luego:
h{A) f (A )  =  g(A) = f (A)  h(A)
( /  +  g)(A) =  (1 +  h(A)) f (A )  = f (A )  (1 +  h(A)), 
con lo que se comprueba de forma trivial la propiedad enunciada. ■
Corolario  3.10 Sea A  G Ai.  S i f ( z )  =  (a,fi)(z~1) G T+ confj,({0}) >  0 
entonces
f(A )  =  Wf (A).
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Demostración. Por la proposición 3.4 sólo resta probar que D (f(A)) C 
D(Á). Definimos g(z) — f(z )  — £¿({0}) z e T +. Como
f{z) = g(z) (1 +  /¿({O})-g(z)),
y (1 +  /¿({O}) 17(2)) G entonces por la fórmula del producto y el 
corolario 3.8
f{A)  =  (1 +  M { 0 } ) ^ ) )  g(A) =  g(A) + M({0}) A,
de donde, como D(A) C D(g(Á}), se obtiene la inclusión de dominios 
deseada. ■
3.5 Ley de la composición y teorem a de la 
aplicación espectral.
Esta sección la empleamos en primer lugar para incluir la composición 
de funciones entre las operaciones del cálculo simbólico, y en segundo 
término para establecer relaciones entre el espectro de A y de f (A )  para 
A £ £(X)  (caso que excluimos puesto que el teorema de la aplicaión 
espectral para los operadores de £(X)  fl M. ya ha sido probado en el 
teorema 3.5).
Teorema 3.12 Sea A  G M . Si f (z )  = (aifj,)(z~1) G7óU<So (  D T+) y 
g(z) =  (b,v)(z~l) G Tj_ entonces
f(g(A)) = ( f  o g)(A).
Demostración. Destaquemos para empezar que el operador f(g(A))  
está bien definido pues g(A) G M , y lo propio se puede decir de (fog)(A)  
ya que en el teorema 3.3 se demostró que /  o p G T  (incluso en la clase 
T+ si /  G T+). Supongamos en primer lugar que /  G %. Si g toma el 
valor cero el resultado es triv ial^por tanto podemos asumir que ésto no 
sucede. Con nuestra hipótesis ( /  o g){z) = f{g{z)) G T, luego por la ley 
de la composición para operadores de C(X) fl M.
f(g((A  +  í) -1)) =  ( /  o g){{A + í ) " 1), Ve >  0,
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y al tomar inversos
f(g(A  +  e)) = ( fo g ) (A  + e), Ve > 0.
Por el corolario 3.7 tenemos que
lím inf ( /  og)(A + e) = ( f o  g)(A), 
luego para concluir la demostración es suficiente con probar que
líminf f(g (A  + e)) =  f(g(A)).
Por el teorema 3.9, recordando que siempre D(g(A +  «)) =  D(g(A)), 
Ve > 0, se tiene:
/ +  c)) =  a +  í  g(A -f e)t dfi(t)
J] l,oo[
-\-g{A -f e) /  dfi(t)\D(g(A))
J 10,1]
y
f(g(A)) =  a  +  /  r0 ( 4 ) t  d /x (í) +  p (A )  í  J¡{A) dfi(t)\D{g{A)).
La proposición 3.6 afirma que, Ve > 0, existe un operador Ge € C(X), 
con lím^oG* =  0, de modo que g(A +  e) =  g(Á) + Ge\ por consiguiente, 
teniendo en cuenta que las resolventes de A  y de g(A) conmutan, se 
obtiene la relación:
f  { j f A) -  Jgt {A+i)) dfi(t) =  GC í  t  j f A+t) j f A) dtiíf).
J[o,i] J[0,1]
Como el rango de este último operador de C(X) está contenido en D(g(A)) 
con
Ge í  j f A+t) (1 -  J f{A)) C S(A) /  (J f (A+£) -  J¡W ) dfi(t), 
entonces
f(g{A  + e)) = f{g(Á ))+  f  (g{A + e ) t -g { A ) t)dn{t)
J] l,oo[
+Ge [  tJ?(A+e) J f (A) diAt).
J{0,1]
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Los dos últimos sumandos representan un operador acotado que lla­
mamos Fe y se verifica
||F€|| < M (A)2 [||G.|| |M| ([0,1]) +  /  ( f  , dut(s)) d M (t)].
J\l,oo[ J]0,oo[ 1 +  €S
El segundo sumando de la última expresión converge a cero cuando e —► 0 
por convergencia dominada ya que
Km f  ——— dvAs) =  0, Vt > 1,
€-*0 J)0,oo[ 1 + es
y
i  , dvt(s) < 3,(1) -  3,(0), Ve <  1,J] o,oo[ 1 +  es
donde ^(1) — p¿(0) es \fi\ (t) - integrable en ] 1, oo[. Por lo que acabamos 
de razonar
lím IIF.II =  0,
hecho que nos conduce sin dificultad a
f(g(A)) Q f(9{A  +  <0)-
Sea (u,v) G lím inf^o f(g(A  +  e)). Por definición, existe (ue, ve) € 
f(g (A  +  e)) de modo que
lím (ue,v€) = (u,v).
Por lo ya demostrado se tiene que, Ve > 0, existe (u€,w€) € f(g(A))  de 
forma que v€ — we +  Feue, y como lím ^oFeue = 0 entonces (u, v) G 
7 U(Á)) = f(g(A)).
Finalmente supongamos que /  G «So- Por la ley de la composición para 
el caso acotado
f(g(Ax)) = ( f°g )(A x),  va  > o.
Basta pues tomar Kmites cuando A —► 0 en la anterior igualdad teniendo 
en cuenta que lím inf\_>o^U =  A  con M (A\)  < máx{M(A), 1} y la “con­
tinuidad” probada en la proposición 3.5 para las funciones de Sq. ■
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Teorem a 3.13 Sea A e M  con A  £ £(X ). Se tienen las siguientes 
afirmaciones:
(i) Si f(z)  =  (a,/x)(z-1) G Tq entonces
{/(s) : s € a(A)} C a(f(A)).
(ii) Si f (z )  G So entonces
<r(f(A)) = {/(*) : * e «•(•A)} u {/(oo)}.
(iii) Si f(z)  e T + \S o entonces
a(f(A))  =  {/(«) : s e  <r(i4)}.
Demostración, (i) En primer lugar si s G <r(A) es no nulo entonces 
/(*) -  /(«) =  (* -  *) h(z )>
con
fc(*) = M({0}) + J]oM (l + ts)\ l + tz) M t)  = ,({0}) + /r+ ^  «Mr),
siendo du(r) — dfi(r~l ) en ]0, oo[ y ^({0}) =  0. Tenemos h(z) € «So 
puesto que
V r dl/{r) =  í M T T T s M t ) -
Por el teorema 3.11 tenemos las inclusiones
h(A) (A - » ) C  f(A )  -  f (s )  C ( A - s )  h(A) ,
pues por la proposición 3.5 se tiene f (A )  — f(s )  = (f(z) — f(s))(A). Si 
f (s )  G p(f(A)) de la primera inclusión se deduce que A  — s es suprayec- 
tivo y de la segunda que es inyectivo; en consecuencia, al ser un operador 
cerrado, (A — s)-1 G C(X) lo que contradice la elección de s. Así deduci­
mos que f(s)  G a(f(A)).
Analicemos ahora el caso que hemos excluido. Si 0 G cr(A) vamos 
a comprobar que a =  /(O) G cr(f(Á)) con lo quedará probada nuestra
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afirmación. Como comentamos en la nota 3.7 tenemos que para todo 
6 > 0
f  (A) “  a =  I  At -f A í  dfi(t) | .
7)6,oo[ J[0,6] K J
Nótese que
¡  \ \ A \ \ d \ u , \ ( t ) < 2 ( M ( A )  +  l )  f  —i - - d |/x| (t) —» 0,
«/Jo.ool ,/]6,oo[ 1 t I
si b —> oo. Si suponemos que a G p(f(A)) tenemos:
A L  u dfíW  DW = l1 “ , A‘ “ “)_1 M*)l ( f (A) -  “).*7[0,6] > J]b,oo[
luego eligiendo b suficientemente grande el operador A  Jj0 6] Jf- dp(t) 
es invertible en £(X ).  Si (u, v) G A entonces
f  J f  vdp.it) € A [  jAudfiti),
J[0,b) J[0,b) ^ w ’
por lo que (u, 0) G A implica 0 G A Jj06] Jfud(i(t), de donde u =  0, es 
decir, A  es inyectivo. Como evidentemente R(A) = X  y A  es cerrado se 
tiene 0 G p(A).
(ii) Si f ( z )  G «So entonces f ( z )  = (a,p)(z~1) G T  con
f ( A ) = a + [  At dp(t)y
J] 0 ,oo[
donde la integral es convergente en C(X). Por tanto, considerando la 
notación introducida en el teorema 3.5, /(A ) G £  C (£c)c y razonando 
como en el citado resultado, pero teniendo presente que A  £ £ (X ),
< * { f { A ) )  = {<>■+ [  , 7X -T  d n ( t )  : s e <t(A)} U {a +  f  jd /i( í) } ,
«/]0 ,oo[ 1 ~r S t  J]0 ,oo[ t
siendo válida la última igualdad por el hecho de que las formas lineales 
conmutan con la integral si u(At) es /x(í)-integrable, lo que sucede para 
todas las u G K.
(iii) Por la elección de f  sabemos (ver teorema 3.6 )que f (A )  es no 
negativo con f (A ) \  = /a(A), VA > 0. Además por el corolario 3.3 
/(A ) ^ £{X)  luego por la proposición 2.7
<r(f (A)x) =  : « € <r(f(A))} U { i} ,
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y por el apartado anterior aplicado a f \  tenemos
<r(fx(A)) = {/*(.) : « € *(A)} U {j }, 
de donde se concluye la relación apuntada al igualar cr(f(Á)\) con cr(f\(Á)).
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C apítulo 4 
Potencias fraccionarias de 
operadores lineales 
m ult ivaluados.
En el presente capítulo obtenemos una teoría de potencias fracciona­
rias de operadores lineales multivaluados no negativos para exponentes 
q G C  con Re a  > 0. El cálculo funcional construido proporciona una 
definición, y la mayoría de las propiedades deseables de una teoría de po­
tencias que pueda calificarse como tal, para el caso 0 < Re a < 1 , y ésta 
se podría extender por aditividad al resto de exponentes. No obstante, 
hemos preferido dar una definición global basada en la fórmula de diago- 
nalización, que recordemos relaciona el caso denso con el multivaluado. 
Este tipo de extensión no es nueva: ya Martínez-Sanz en [MS] propo­
nen una definición de potencias fraccionarias para operadores univalua- 
dos mediante esta técnica. Esta construcción permite utilizar, cuando 
sea factible, los resultados sobre potencias fraccionarias para operadores 
no negativos densamente definidos de la que existe una vasta literatura: 
véanse por ejemplo [Ba], [Kol], [MSM] y [MS]. Como veremos, la ob­
tención de algunos resultados importantes pasará inevitablemente por 
el cálculo funcional propuesto en el capítulo anterior, esencialmente de­
bido a que es necesario salirse del ámbito de los operadores densamente 
definidos.
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4.1 Construcción de las potencias 
fraccionarias. Aditividad.
D efinición 4.1 Sean a  £ C con R ea > 0 y i4 6 Llamaremos 
potencia  fraccionaria  de exponente a del operador A  al operador 
lineal A a determinado por
D(Aa) = { u e  D(Aj : (1 + A)~lu £ D(ADa) y A Da (1 + A)~lu £ D(A)},
Aau = (1 +  A) A Da (1 +  A )~ V  Mu £ D(Aa).
N o ta  4.1 Sea a  £ C con 0 < Re a  < 1. Como comentamos en el ejemplo 
3.2 sen ait r°° „ z , ,, „ .  ^z" = --------  / t~a- dt, Vz £ <C \  E_.7T JO 1+ÍZ  '
Por tanto, la función está en la clase % (incluso en T+ si a  es real). Por 
el teorema 3.5 para A  £ C(X) fl M. tenemos
sena7r f°° n . , sena7r r°° „ . v i . ,A = --------  /  í~“At dt = --------  / ía_1(í +  A) A dt.
TV J0 tt Jo
Siguiendo la construcción del cálculo funcional para A  € M. se puede
definir
A" =  lím inf (Aa)". 
a—o v '
Por el teorema 3.9 se tiene
=  (i + ^ a p ^ i + a ) - 1 ^
sen a7r , f°° . . f 1 , x
=  — (j^ t At dt + A t  Jt dt |d(A))’
que coincide con la definición dada. El cálculo funcional proporciona
directamente una serie de propiedades que enunciamos en el teorema 
siguiente.
T eorem a 4.1 Sean A  € M. y a,P  € C con R ea, Re/3 > 0. Se cumplen 
las propiedades que relacionamos a continuación:
90
(i) A a es un operador cerrado con
AQO = AO, Ker A a = Ker A ,
D{A) C  D{Aa) C  D(A) y R(A) C  R{Aa) C  i 2 ( A ) .
(ii) 0 (A “) =  £>((A +  e)“), V £ > 0; y
Aa =  lím inf (A + e)a.
É - * 0  v '
(iii) A G £(X) V s°l° sb Aa G £pO .
(iv) El operador uniforme
c p n  rV T T  fO O
Wa(Á) = {(u,-------  / t~aAtudt) e X  x X : u e  D{A)},
7T 7o
es cerrable con
Wa(A) =  =  (¿d)».
En particular, si A  es densamente definido entonces Aa =  W ^A). Además, 
si D(A) £  X  entonces (Aq)01 £  A“ .
(v) Sz Im a  =  0 entonces A a e M. con
t a <* s e n a 7 r  r°° Xta , i
^ ------------ T5T7- (* +  A) dt> VA > °>7r 7o 1 +  2X1?* cosan +  XH2**
y M (A a) < M(A).
(vi) A a (J \ ) au =  (A \)au +  A0, Vu e X y y {J \)a Aau =  (A\)ai¿, \fu G 
D(Aa).
(vii) Si Im a  =lm(3 =  0 entonces para todo a, b > 0 se tiene que
aAa + bAP e M .
(viii) Para toda sucesión {an}nGN en ]0,1] con límite a  > 0 se cumple
Aa =  l ím  in f  Aan.
n —*oo
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(ix) (AQ)-1 =  (A_1)a.
(x) (A*)a =  (AaY .
(xi) Si Im a  = O entonces (Aa)P = AaP.
(xii) Si Re (a +  ¡3) < 1 entonces
AaA13 = A^Aa = Aa+Íi, 
y por consiguiente D(Aa) C D(A&) siempre que Re /? < Re a .
(xiii) A = A a A 1- a = A 1~a Aa.
(xiv) Si A  G C(X) entonces
(4.1) *(A*) = {za : z e  a(A)},
mientras que cuando A £ C(X) si Im a = O se tiene la relación (4.1) y 
en otro caso se da, al menos, la inclusión D de la citada relación.
Las propiedades (xii) y (xiii) son las que nos permitirían extender por 
aditividad el concepto de potencia fraccionaria a exponentes a  G C con 
R ea  > 1.
Teorem a 4.2 Sean A e  M. y a  G C con R ea  > 0. Se tiene que Aa es 
un operador cerrado.
Demostración. Sea {(un, ^n)}neN una sucesión en Aa convergente a 
(u,v). De entrada u G D(Á). Puesto que
(1 +  A)~lUn A  (1 +  A)~lu
Ad* (1 +  A)~lun =  (1 +  i4)_1un A  (l +  A)-1u 
y es A j f1 cerrado, entonces (1 +  A)_1u G D(Ana) y
A na (1 +  A)~1u =  (1 +  A)~xv G D(A),
teniéndose por tanto que (u,v) G Aa. ■
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El resultado clave para comprobar que se dispone de una teoría satis­
factoria de potencias es la aditividad que nos permitirá, cuando sea nece­
sario, recurrir a la teoría proporcionada por el cálculo funcional para ex­
ponentes a  con 0 < Re a  < 1. Necesitamos el siguiente resultado auxiliar.
Lem a 4.1 Sean a E C con R ea  > 0 y A  E  M .. S iu  E D(Ar>a) y existe 
algún z E C con zu — A ^ u  E D(A) entonces u E D ( A d ) .
Demostración. Supongamos primer lugar que 0 < R e a  < 1 . De­
terminamos n  entero positivo de forma que si P =  (1 — a )/n  entonces 
Re(3 <  Re a  y Re/? < 1. En particular D(ADa) C ¿ ( A d^). Como por 
la propiedad (iv) del teorema 4.1
zu -  A Dau € D(A) C D((A0)d ) =  D (Ad0),
entonces A ¡ fu  € D(Ap0), de donde, utilizando la aditividad para el caso 
denso,
u € D(ADa+0) C D{Ad 20).
Repitiendo el argumento n  veces concluimos que u  € D(Aoa+n0) =  
D(Ad ).
Si R ea > 1 elegimos /? E C con 0 < R e p  <  1. Razonando como 
anteriormente se tiene Ad°u  E D(Ad^) y  de nuevo por aditividad
u € D(ADa+0) = D(ADa+0- lA D) C D(Ad ).
Teorem a 4.3 (aditiv idad) Sean A € M. y a , E  C con Re a  > 0 y
Re P > 0. Entonces
AaA0 =  =  j4“+/S.
Demostración. La relación
AaA0u  =  Vu € D(AaA0),
es inmediata a partir de la definición dada y de la aditividad para el caso 
de dominio denso.
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Para probar la igualdad AaA13 = Aa+P basta con comprobar la in­
clusión de dominios D(Aa+(3) C D(AaA&). Sea u G D(Aa+P)] por 
definición
(1 +  A)~xu G D{ADa+l3) = D(ADa ADP)
y
A Da A Dp{l + A)~lu e D {A ) .
Por el lema 4.1 tenemos que
Ad^(1 +  A) 1u G D(Ad).
luego u G D(A&) y existe w G A@u fl D(A). Es ya sencillo asegurar que 
w G D(Aa) y, por consiguiente, u G D(AaAP). ■
T eorem a 4.4 Para A  G M ,  a  G C con R ea > 0 ?/ 0 < ¡3 < 1, se 
verifican las siguientes afirmaciones:
(i) An = A . . . A  (n veces).
(ii) (j4“)-1 =  (A_1)Q.
(iii) D(Aa) =  5 (3 ) ,  R{A¿j = R{A) , Aa0 =  AO y Ker Aa =Ker  A.
(iv) A  G C{X) si, y sólo si, A a G jC(X).
(v) Si D(Á) £  X  entonces A a es una extensión estricta de Ad**-
(vi) (AP)a =  AaP.
Demostración, (i) Por inducción sobre n. Si n = 1 el resultado es 
evidente. Si el resultado es válido para n  entonces por aditividad An+1 =  
An A  — A . . .  A.
(ii) Sea n G N  con n > R e a .  Por aditividad y la propiedad (ix) del 
teorema 4.1 se tiene:
(.AT 1 = ((Aa/T )_1 = ((Aa/n)_1)n = ((A_1)a/T  =
(iii) Si n  G N verifica n > R e a  entonces por aditividad y la proposición
2.6
D(An) C D(Aa) C D(A) = D(An).
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La igualdad AaO =  AO es trivial- Las otras dos relaciones son conse­
cuencia de aplicar las ya probadas a A-1 y tener presente el apartado 
precedente.
(iv) Es inmediato que si A G C(X)  entonces A a € £(X ). Recíprocamente, 
supongamos que Aa G C(X). Si R ea  <  1 el resultado es conocido ((iii) 
del teorema 4.1). Si R ea  =  1 entonces X  =  D(Aa) C D\Ax/2) con
lo que A1/2 G C(X)  y por tanto A G C(X). Si R ea  > 1 entonces 
X  = D(Aa) C D(A), de donde, al ser A cerrado, A G C(X).
(v) Si A es multivaluado es evidente, mientras que en el caso univalu- 
ado es conocida la citada propiedad (se prueba a partir de la proposición 
2.5).
(vi) Obsérvese que la propiedad tiene sentido plantearla ya que AP G 
M  ((v) del teorema 4.1). Para la demostración utilícese de nuevo un 
argumento de aditividad junto con el apartado (xi) del citado teorema.
P roposic ión  4.1 Sea A  G M. con D(A) D(A). Si 0 <Re/? < R e a  
entonces
D(Aa) £  D(Ap).
Demostración. En primer término nótese que la condición R(A) C 
D(A) implica D(Á) = X, ya que si u G X  entonces A \ U  G D(A) de 
donde u G D(Á).
De la aditividad tenemos D(Aa) C D(A13). Si los dos conjuntos fueran 
iguales para u G D(Aa) de nuevo por la aditividad se tendría que A au = 
AP Aa~Pu, luego
u  G D { Á ¿a~P)  C  D ( A 2(a~ ^ ) .
Mediante un proceso de inducción se concluye
u G D(An(“_/3)), Vn G N,
y de ello se deduce por la aditividad que D(A) = D(A2). En consecuencia 
D(Ad) = D{Á) y  R(A d) Q D(Ad). Por esta última relación tenemos 
D(Ad) =  D(A) lo que contradice la elección de A. ■
N o ta  4.2 Respecto de la condición exigida al dominio del operador 
obsérvese que en el caso univaluado equivalen D(A) cerrado y A G C(X)
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lo que evidentemente no es cierto cuando A es muí ti valuado. En este 
caso no es cierta la anterior propiedad si el dominio de A es cerrado. 
Basta por ejemplo, considerar el operador A = {0} x X  para el que 
Aa — A  cualquiera que sea el exponente a.
4.2 Teorema de la aplicación espectral.
Del cálculo funcional no se deduce directamente, de forma completa, 
el teorema de la aplicación espectral para el caso de exponentes com­
plejos con parte imaginaria no nula y parte real entre cero y uno. En 
el siguiente teorema utilizamos las ideas expuestas por Balakrishnan en 
[Ba] para demostrar el citado resultado. La prueba se basa fuertemente 
en la estructura de álgebra de Banach de £(X )  con X  un espacio de 
Banach, por lo que no es exportable a espacios más generales. Posteri­
ormente, utilizando la fórmula de diagonalización, daremos otra prueba 
alternativa apoyada en el caso denso para el que Martínez-Sanz en [MS] 
dan una prueba basada exclusivamente en representaciones integrales de 
la resolvente, y no en la estructura de álgebra de Banach citada. Esta 
demostración nos permite también extender a nuestra situación las repre­
sentaciones integrales citadas.
Teorem a 4.5 Sean a  G C con R ea  > 0 y A £ M . Si cr{A) es vacío lo 
mismo le sucede a a(Aa), mientras que en otro caso se tiene la relación
cr(Aa) =  { z a : z  G cr(A)}.
Demostración. Evidentemente podemos situarnos directamente en el 
caso A £ £{X). Comenzaremos probando el resultado cuando \a\2 < 
R ea. Teniendo presente el ejemplo (3.1), y si tomamos —7 G íla) en­
tonces por el teorema 3.5 se obtiene:
/* c\\ / a\ 1 sena7T ta .(4.2) (7 ~\~ z  ) (A) — — 1-----------/   — At dt,
7 7r io 1 +  27¿acos an  -f 72t2a
y es un operador de £{X). Por el teorema ?? (7+ z a)~1(A) = (7 -|-^ 4a)-1. 
A partir de las igualdades
Aa- z  =  (7 + A a) ( l - ( ¿ + 7 ) (7 + A a )-1 ) =  (1—(2 + 7 ) (7 + A q)-1 ) (7+ -4a ),
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válidas para todo z  G C, se prueba que Aa — z tiene inverso en C(X) si, 
y sólo si, (1 — (z +  7 ) (7 +  A")-1) tiene inverso en C (X ), es decir,
ze< j{Aa) & z  + 77 ÉO y —  € a ((7 +  i a)_1).z-\- 7
Por el teorema 3.5 tenemos que
"((7 +  ¿ T 1) =  ^  : * € <7(A)} U {0},7-|-5
de donde se deduce el resultado deseado.
Para el caso general es obvio que podemos determinar un entero posi­
tivo n  de forma que a /n  esté en las condiciones previas, con lo que se 
tiene:
cr{Aa) =  cr((A«)n) =  { sn : s G <j (A™)} =  { sa : s G <r(Á)},
donde la primera identidad es consecuencia de la aditividad, la segunda 
de la proposición 2.1 y la tercera del caso ya demostrado. ■
Proposición 4.2 Sean a  G C con R ea  > 0 y A  € M .  Se cumplen las 
relaciones:
A Da = A aD, p(Aa) = p(ADa)
y
(4.3) (z -  A *)-1 =  (1 +  Ad ) ( z  -  A Da) - \ l  +  A ) - \  \/z e  p(Aa).
Demostración. Sea u G D(Ar)a) C D{A)\ entonces
A Da( 1 +  Á)~1u = (1 +  A d ) -1 Adqu G D(ADa),
de donde u G D(AaD) y A ^u  =  A aDU. Consideremos ahora u G 
D(AaD)\ esta condición implica que (1 +  A)~1u G D(ADa+1), por lo 
que al estar u en D(A) se puede afirmar que u G D(ADa)- Queda pues 
probada la primera igualdad.
Sea z G p{Aa). Es evidente que z — Aoa es inyectivo ya que z — Aa lo 
extiende y es inyectivo. Sea w G D(A); por ser z — Aa suprayectivo existe 
(tí, v) G Aa tal que w = zu — v. Por tanto v G D(A ), de donde, teniendo 
presente que A°d = Ad**, se deduce que (ti, v) G Ad* y w = zu — ADau,
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es decir, z — Arf* es suprayectivo. Como es un operador cerrado, por el 
teorema de la gráfica cerrada, se tiene que (z — Ad*)-1 G £ (X d), esto 
es, 2 G p(ADa).
Por otra parte, si z G p(A¡ya), entonces z — Aa es inyectivo pues si 
existe (u, u) G A a con 0 = zu — v, entonces (u, v) G A oa, de donde u =  0. 
Comprobemos que es suprayectivo. Sea u G l ;  consideramos el elemento
v =  ( z - A Da) ^ l  +  A) 1u e  D(ADa).
Como zv — Ad*v G D(A) entonces del lema 4.1 se sigue que v G D(Ad ). 
Podemos por tanto elegir w  € (1 +  A)v fl D(A) y entonces
Ai)a{\ +  A)~lw =  zv — (1 +  A)~lu G D(A ),
es decir, w G D(Aa) y
(z — Aa)w =  zw — {1 +  A) Az>a (1 +  A)~lw
=  zw +  (1 +  A) ((1 +  A)~lu — zv) B u ,
luego z  — Aa es suprayectivo, y al ser cerrado se deduce, como queríamos, 
que z  G p(Aa). Es ya evidente que se verifica la relación (4.3). ■
N o ta  4.3 Como anticipábamos, disponemos de una prueba alternativa 
del teorema de la aplicación espectral. En efecto, para cerciorarse basta 
tener en cuenta el teorema espectral para el caso denso y la proposición 
anterior que relaciona los espectros de Aa y de Ad*. ■
C orolario 4.1 Sean a  G C con \a\2 <  Re a  y A e  M.. Se verifican las 
siguientes fórmulas integrales:
(i) Si z  G C* \  {Aa etda : A > 0, — tt < 6 <  7r} entonces
/ sena7r f°° ta , ,
(z — A ) = ---------------- / -=—  -------------------=- (í +  A) dt.
7T Jo Z2 — 2 Z V* COS 07T +  t2a
(ii) Si z  =  sa con s G (C \  R_ fl p(A)) entonces
(z -  A01) - 1 =  -  (s -  A ) -1 
a
sena7r f°° ta .
-------------/ ----- ----------------------tt +  A) dt
7r Jo s —2 sa ta eos an  +  t 2a
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(iii) S i r  >  O e n to n c e s
( r a e±iCMr -  A0) - 1 =  r 1_“ e±ÍOT (r +  A)~l +
r  (t* — r°) (V*~ — e*2»CT r°) (1 “  r ( r  +  (t +  ^  ^
Demostración. La relación (4.3) junto con que las representaciones 
integrales son válidas para operadores densamente definidos (ver[MS]) 
y con que A d es cerrado, conducen de forma sencilla a las igualdades 
apuntadas. ■
4.3 Potencias fraccionarias del operador 
adjunto.
Esta sección la dedicamos a intentar establecer una conexión entre los 
operadores (A*)a y (AQ)*. El resultado que obtenemos sólo era conocido 
para operadores densamente definidos ([MS]); por otra parte únicamente 
para este tipo de operadores tenía sentido plantearse el citado problema. 
Recuérdese que el cálculo funcional proporciona la igualdad de ambos 
operadores cuando 0 < Rea  < 1.
Lem a 4.2 Sean A  G M , a  € C con R ea  > 0 y u € X  . Si existe n  € N 
de forma que (Ai)nu € D(Aa) entonces u € D(Aa).
Demostración. Haremos la prueba por inducción sobre n. Si A iu  G 
D(Aa) entonces
A l U €  A j f u n D ( A a ) ,
por lo que
J fu  G D(Aa+1) C D(Aa),
luego u G D(Aa). Supongamos el resultado válido para n. Si (Ai)n+1u G 
D(Aa) entonces por el caso n  =  1 tenemos (A\)nu  G D(Aa) y, por 
hipótesis de inducción, u G D(Aa). ■
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T eorem a 4.6 Sea A E M. con AO +  D(A) = X  o Ker A -f R{A) = X .  
Sea a  € C con Re a  > 0. Se cumple:
(A*)a = (Aa)*.
Demostración. Sea n  E N  con n  >Rea. Por la aditividad y  las 
propiedades del adjunto
(A*)“ =  ((A*)“/n)n = ((A“/n)*)" c (A“)*.
Además
(A*)“0 =  A* 0 =  LHA)± = D(Aa)± = (A“)*0,
luego sólo queda por comprobar que D((Aa)*) C  D((A*)a).
Asumamos que AO -f D(A) = X  y comencemos demostrando que
(Aa)*on£>((A<*)*) =  {o}.
Sea u* E (Aa)*0 f l  D((Aa)*). Entonces
(u*, u) = 0 , Vu E -D(A), 
y existe una sucesión {(w*,t£)}nGN en (Aa)* con lím^-H»u*n = u* y
u) = « >  v) > v (w> v) € D(Aa).
Como
(u*n, iü) =  0, Viü 6 AO — Aa0,
entonces u* también se anula sobre AO con lo que u* = 0 por la hipótesis 
sobre A.
Sea u* E D((Aa)*). Observemos en primer lugar que J^* conmuta con 
(Aa)*. En efecto, al conmutar con Aa, es decir, Aa C AaJ^ , y 
tener E £( X)  obtenemos:
J f  (Aa)* C (A V í1)* C ( j f A a)* =  (Aa)* J f .
Así
(AJ)nu* E (A*)n(J^*)nw* =  (A*)n~a(A*)a(jy*)nu*
= {.A*)n- a( j f ) n(Aay u\
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por lo que existe w* G -<4*0 de tal forma que
v* =  (.A\)nu* +  w* G D((A*)a).
Como (Al)nu* = u*+x* con x* € D(A*) C D((A*)a) C D((Aa)*) podemos 
afirmar que
w* G (i4a)*0nD((Aa)*) =  {0}, 
de donde {Af)nu* € D((A*)a) y por el lema anterior se concluye u* G
Si se verifica la relación Ker A  +  R(Á) =  X  entonces A  1 está en las 
condiciones anteriores, luego
((A"1)*)" =  ( (A '1)0)*,
de donde, teniendo en cuenta que la operación de tomar inverso conmuta 
con las de tomar adjunto y elevar al exponente a , se deduce el resultado 
buscado. ■
N o ta  4.4 Recuérdese que la condición exigida al operador en el teorema 
anterior se verifica si el espacio X  es reflexivo (proposición 2.10). Obvi­
amente las hipótesis del teorema incluyen los casos de dominio o rango 
denso.
Repasando la anterior demostración queda claro que en general se 
tiene la relación
(A'T = (AT teppy,
quedando como problema abierto si la restricción a D(A*) es innecesaria, 
como ha sucedido bajo la hipótesis del teorema previo o como ocurre 
cuando 0 < Rea  < 1.
4.4 Potenciáis fraccionarias de exponente  
a  con Re a  <  0.
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Definición 4.2 Sean A  £ M  y a  £ C con Re a  < 0. Definimos la 
potencia  fraccionaria de base A  y  exponente a  como:
A° = (A~1)~a =  (1 +  A~') (ARn i  + A - Y 1 h p j  •
Teorem a 4.7 Sea A  G A4 y a ,  /? € C con Re a, Re ¡3 < 0. Se tiene:
(i) Aa0 =  Ker A, Ker Aa = AO, D(Aa) = R(A) y R(ÁFj = D(A).
(ü) Aa es un operador cerrado.
(iii) (A0) - 1 = (A"1)*.
(iv) (A#)a =  (Aa)r>. Aa es una extensión de (Ar )a si, y sólo si, R(A) 
£ X .
(v) Si 0 < |7 | < 1 entonces AS € M  y V5 € C con Re 6 ^  0
(A7)4 =  ASs.
(vi) AaA13 =  Aa+f3.
(vii) Si A  € C{X) entonces
*(Aa\ - í  0¡ si <r(A) \  {0} =  0
a(A > ~  { {z° : * € <t(A) \  {0}}, si a{A) \  {0} ¿  0  ’
mientras que en otro caso
rr(Aa) - f  Sí a{A) \  {0} =  0
CKA > -  \  {z? ■. z  Z a{A) \  {0}} U {0}, si <7(A) \  {0} ^  0  '
(viii) Si R(A) £  R(A) y Re a < Re/?, entonces
D(Aa) C D(Ap).




Demostración. Sólo requiere alguna aclaración el apartado (vii). Éste 
es consecuencia de que para z  6 C* se verifica la implicación
-  € p(A) => z e  p í a - 1), z
pues en la citada situación se tiene
(z -  A)-1 =  1(1 -  -  A)"1) € C(X),z z z
y del teorema 4.5 de la aplicación espectral que nos permite afirmar: si 
<j(A_1) =  0  entonces a(Aa) =  0  y en otro caso cr(Aa) =  {z~a : z € 
a(A -')} .  ■
N o ta  4.5 La composición de potencias fraccionarias de la misma base 
A  £ M. y de exponentes con partes reales de signo diferente puede no 
verificar la aditividad. Sean a , /? € C con ReP < 0 < Re a y  Re (/3-f a) < 
0. En primer lugar
AfiAa0 =  Ker A  = Afi+aÓ,
pero
AaAp 0 =  AO,
y recuérdese que AOflKerA =  {0}. Por tanto, no podemos esperar 
conexión alguna entre AaA^ y Aa+P, a menos que exijamos de A  y A-1 
que sean univaluados. Además,
Ker A C D ( A pAa) y Ker A fl D(Ap+a) =  {0}.
En consecuencia, para relacionar los operadores A^Aa y A^+a es nece­
sario suponer que A-1 es univaluado. Con esta restricción, por la adi­
tividad, obtenemos:
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Como indica el título, el objetivo del presente trabajo es construir un 
Cálculo Funcional para operadores lineales no negativos sobre un espacio 
de Banach no necesariamente univaluados, de forma que en el conjunto 
de funciones admisibles esté, al menos, z a , 0 < R ea < 1, con el fin de 
obtener como corolario las propiedades exigibles a una teoría satisfac­
toria de potencias fraccionarias de operadores lineales multivaluados no 
negativos.
¿Por qué interesa considerar un concepto más amplio que el habi­
tual de operador lineal? Fundamentalmente porque en el ámbito de los 
operadores lineales multivaluados siempre tienen sentido los operadores 
clausura, inverso y adjunto de uno dado.
Ya en 1961 R. Arens en [Ar] se interesó por este tipo de operadores 
construyendo un Cálculo Simbólico para relaciones lineales, es decir, para 
subespacios vectoriales del espacio X  x X  con X  un espacio vectorial 
sobre un cuerpo K , donde las funciones admisibles son polinomios con 
coeficientes en el cuerpo K. Se obtienen, entre otras propiedades, la 
fórmula del producto, la ley de la composición y el teorema espectral 
cuando K  es algebraicamente cerrado.
Por otra parte, en 1972 F. Hirsch en [Hil] introduce el concepto de 
transformada de Stieltjes de una familia resolvente acotada, que le per­
mite construir un Cálculo Funcional consistente en asociar a cada función 
f ( z )  de la forma
f ( z )  =  a  +  J ^  2G(?\R_,
3
con a > 0 y ¡i una medida de Radon no negativa sobre R+ =  [0, +00 [ para 
la que fR+ dfi(t) < 00, y a un operador A  no negativo densamente 
definido, un operador f(A )  determinado por
f (A ) = a +  A  (1 +  tA)~ldii(t) .
J R+
Las funciones admisibles son aquellas f (z )  para las que f ( z~ l ) es una 
transformada de Stieltjes (véanse [Hil] o [Wi]), lo que en adelante indi­
caremos mediante f(z)  G l +. Se obtienen las siguientes propiedades:
(i) f (A )  es un operador no negativo.
(ii) Si A  tiene rango denso y /  no es idénticamente nula, entonces
f ( A )- '  = f ( A - 1),
donde f (z )  =  € X+.
(iii) Si / ,  g € entonces /  o g e  X+ y
( /  o g)(A) = f(g(A)) (estabilidad bajo composición).
(iv) Si cre denota el espectro esencial entonces
ae(f(A))  =  { / ( s )  : s G ^eCA)} (teorema espectral).
En el trabajo [Hi2] se prueba además la siguiente propiedad:
(v) Si / ,  g G %+ y el producto f  g e%+ entonces
( / g)(A) =  f (A )  g(Á) (fórmula del producto).
La teoría de Hirsch ha sufrido dos extensiones estrechamente rela­
cionadas con el presente trabajo (consúltense [BBD], [Pul] y [Pu2] para 
otras ampliaciones). La primera se debe a E. Alaarabiou que en [All] 
extiende el Cálculo Funcional de Hirsch a operadores multivaluados no 
negativos A  sobre un espacio de Banach complejo X. El proceso de ex­
tensión se basa en considerar una adecuada topología sobre el conjunto
4
M  de operadores multivaluados no negativos, de forma que el subcon- 
junto de M.
M 0 = { A e  £ (X )  :] -  oo, 0] C  p(A)} 
resulta ser denso. De hecho,
lím A \  +  A = A  en M ,A-»0
donde A \ = j ( l  — (1 +  AA)-1) es la resolvente de Yosida del operador 
A. Así, para /  € X+ se define f(Á )  mediante:
f(A )  =  hm f ( A x +  A) en M ,
donde f ( A \  + X) se calcula a partir del Cálculo Funcional de Dunford. Se 
obtienen las propiedades (i) a (iii) anteriores, vía la continuidad de f (z )  
como aplicación de M. en M.. Destaquemos que para este Cálculo no se 
consiguen resultados importantes como son la fórmula del producto y el 
teorema de la espectral.
Como caso particular se construye la potencia fraccionaria A a con 
O < a  < 1 , obteniéndose las siguientes propiedades:
1. Aa e M ,
2 . {AaY  =  Aaf3, O <<*,/?< 1,
3. (Aa)-1 =  (A-1)a , O < a  < 1,
4. A = lím in fA a,
a —>1
5. A aA^ =  Aa+19, O < a, (5 < 1 con a  +  (3 < 1,
quedando el teorema espectral como un problema abierto. Las cuatro 
primeras propiedades son consecuencia directa del Cálculo Funcional, 
mientras que la aditividad se demuestra con técnicas similares a las pre­
sentadas por Martínez-Sanz-Marco en [MSM], probando previamente que 
A a O =  A O .
La segunda extensión a la que hemos hecho referencia, de próxima 
publicación, se debe a Martínez-Sanz, que en su monografía sobre po­
tencias fraccionarias (véase [MS2]) extienden el Cálculo Operacional de~
Hirsch en una doble vertiente: se amplía el conjunto de funciones ad­
misibles de tal manera que éstas son aquellas f(z )  para las que / ( 2-1) 
es una transformada de Stieltjes de una medida compleja de Radon so­
bre R+ (se incluyen por tanto la función f ( z )  = za, con 0 < R ea < 1, 
y otras funciones interesantes como por ejemplo f(z )  =  e~tz<x , donde 
0 < a  < 5, que no pertenecen a la clase X+), y por otra parte es válido 
para operadores univaluados no negativos no necesariamente densamente 
definidos. Se cumplen las propiedades (i) a (v) anteriores, con la salvedad 
de que el teorema de la aplicación espectral se obtiene parcialmente.
Dedicamos el capítulo 2 de esta memoria a estudiar las propiedades 
más importantes de los operadores lineales multivaluados no negativos 
sobre un espacio de Banach, clase de operadores sobre la que se construye 
un Cálculo Operacional.
En el capítulo 3, haciendo uso del Cálculo Funcional de Dunford, 
aunque también se podría partir del Cálculo presentado en [MS2] para 
operadores acotados no negativos de forma que fuera posible trabajar 
sobre una clase de espacios más general que los espacios de Banach, 
construimos un Cálculo Funcional que extiende al presentado por Alaara- 
biou, por el hecho de admitir una clase más amplia de funciones, y al 
propuesto por Martínez-Sanz en el sentido de que es válido para un con­
junto más amplio de operadores, mediante la definición:
f(A )  = lím inf f ( A x + A).
Para este Cálculo se prueban las propiedades más deseables, que nos 
permiten calificarlo como tal, pero con técnicas totalmente distintas a 
las presentadas en [All], ya que para nuestras funciones f (z )  no tenemos 
asegurada la no negatividad del operador transformado f{Á). La idea 
base consiste en “bajar” al Cálculo para operadores de C(X) no negativos 
mediante la igualdad
/ ( ¿ r 1 = h a - 1),
que se prueba directamente a partir de la definición, junto con un resul­
tado que relaciona f (A )  con f ( A  + e) para e > 0. De estas propiedades 
se deduce que
f{ A ‘) = f ( A ) \
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para una clase de funciones más amplia que X+, donde A* representa el 
adjunto del operador A , y confirmamos también que nuestra definición 
extiende a la propuesta por Martínez-Sanz.
Posiblemente el mejor resultado obtenido es la llamada fórmula de 
diagonalización
f(A )  = (l + A )f(A )(l  + A ) - '  1 ^ ,
válida para cierta clase de funciones, que conecta el caso general con el 
caso densamente definido, toda vez que permite evaluar f(A )  de forma 
más sencilla, y que es determinante para obtener la fórmula del pro­
ducto y la ley de composición antes mencionadas. Se obtiene además 
un teorema espectral que relaciona el espectro de f{A)  con el de A\ en 
particular para /  € X+ se consigue una relación completa entre ambos 
espectros.
En el capítulo 4, a partir de los resultados del Cálculo Simbólico, 
se introduce el concepto de potencia fraccionaria de base A  € M  y 
exponente a, R ea  > 0, definiendo
Aa = (1 +  A) A dq (1 -1- A)~l | ^ j ,
donde A q =  A  fl D(A) x D(A), obteniendo las propiedades 1 a 5 antes 
relacionadas. Se podría dar una definición para la que directamente 
se verificara la aditividad (propiedad 5), extendiendo por aditividad la 
definición deducida del Cálculo Funcional; no obstante, es fácil con­
vencerse de que ambas construcciones son equivalentes. En la sección 
siguiente se demuestra el teorema de la aplicación espectral
a(Aa) = {za : z e  a{A)}
de dos formas diferentes: con técnicas similares a las expuestas por 
Balakrishnan en [Ba], que se basan en la teoría de Algebras de Banach, 
o con las ideas propuestas en [MS2] que no necesitan de la citada teoría, 
y que por consiguiente, son válidas para espacios más generales. Con 
esta última técnica, se argumenta que la multiplicatividad (propiedad 2) 
sigue verificándose para exponentes a  en un intervalo que contiene es­
trictamente a ]0,1]. Además se establece, bajo ciertas condiciones, que
7
(A*)a = (Aa)*. Finalizamos el trabajo exponiendo algunos resultados 
sobre potencias fraccionarias de exponente a, con R ea < 0, que son 
corolarios inmediatos de las mismas propiedades para el caso R ea > 0.
Por último, resaltar que las propiedades obtenidas permiten plantearse 
una serie de cuestiones que deberemos, por su interés, abordar más ade­
lante, y entre las que destacamos las dos siguientes:
a) Posibilidad de definir potencias fraccionarias imaginarias puras sin 
necesidad de exigir propiedades adicionales al operador A. Para r e í  
podríamos definir
AÍT = líminf ( A a  + A)ít ,A—0 v '
donde (A\ +  A)lT se obtiene mediante el Cálculo Funcional holomorfo. La 
definición propuesta es coherente en el sentido de que At0 =  1.
b )  La teoría de potencias fraccionarias está íntimamente ligada al estudio 
de las ecuaciones de evolución. Por tanto, es de esperar que las técnicas 
establecidas, junto con la teoría de semigrupos para operadores multiva­
luados propuesta por A. Yagi en [Ya], permitan estudiar las inclusiones 
de evolución de orden n  > 2 del tipo
cPii . ... ,
—  +  A u 3 f ( t ) ,
que surgen, tras un cambio de variable, en el ámbito de las ecuaciones 
lineales de evolución degeneradas en la derivada temporal (véanse al res­





En este capítulo establecemos algunas de las propiedades más intere­
santes de los operadores multivaluados no negativos y de las potencias de 
exponente entero de los mismos. Nótese que, en principio, las potencias 
citadas no heredan la no negatividad; eso sí, comparten con el operador 
original alguna de sus características más importantes. Asimismo, se 
proporcionan algunos ejemplos de operadores no negativos propiamente 
multivaluados.
Observaremos también que en el ámbito de los operadores lineales 
multivaluados siempre tiene sentido considerar el inverso, el adjunto y la 
clausura de uno dado; de hecho, las dos primeras operaciones conservan 
la no negatividad.
2.1 Definiciones y  propiedades.
Durante todo el trabajo (X , || ||) representará un espacio de Banach 
complejo. Si R, S  son subconjuntos de X  entonces definimos
R + S  = {u + v € X : u €R,  v e S}  y 
a R  =  {au  E X  : u E R  }, Va E C.
Definición 2.1 Llamaremos operador lineal sobre X  a todo subespa- 
cio vectorial A de X  x X , y lo indicaremos mediante A  C X  x X .
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Como es habitual utilizaremos la siguiente notación en relación con A:
D(A) =  {u G X  : G X  con (u,u) G A} ,
Au = {v € X  : (u, u) € >1}, Vu € D(Á),
R{A) =  {u G Au : u G Z^ (-A)} y Ker A =  {iíG -D(^) • 0 G Au}.
Es fácil comprobar que la linealidad de A  está caracterizada por la 
propiedad
a Au +  /? Av C  A(a u +  /3v)> Vu, u  G D(Á), Va, (3 G C.
Si AO =  {0} diremos que A es un operador lineal univaluado o 
uniform e, utilizando el concepto de m ultivaluado para el caso general, 
incluyéndose por tanto a los operadores univaluados.
Es evidente que A0, D{A) y R{A) son subespacios vectoriales de X ,
y que si (u, v) G A entonces Au =  u +  A0.
La siguiente propiedad es útil para probar que dos operadores A y  B  
coinciden:
A C B, D(B) C £>(A) y £ 0  C A0 => A =  J5.
Diremos que el operador A es cerrado si A es un subconjunto cerrado 
de X  x X ,  lo que implica que A0 es cerrado, y que es acotado si el 
conjunto
{v G Au : ||u|| < 1  y u G D(A)}
es acotado. En este último caso A es uniforme, ya que si v G A0 entonces 
se puede obtener a una relación del tipo
\\v\\ < ~ ,  Vn G N, n
donde es una constante, y por tanto v =  0.
Mediante C(X) denotaremos el álgebra de Banach de los operadores 
lineales y acotados definidos sobre todo X .
Sean A, B  C  X  x X .  Definimos el operador sum a de A y  B como
A + B  = {(u,v + w) € X  x X  : (u,v) € A, (u,w) G B},
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y el producto por un escalar a  £ C mediante
a A  =  {(u, av)  £ X  x X  : (u, v) £ >1}.
Cuando hablemos del operador a  haremos referencia a a l  donde I  = 
{(u, u) £ X  x X  : u £ X }  es la identidad sobre X .
Definimos la com posición o producto de A  con B, que denotaremos 
A B ,  mediante
(u, v) £ A B  <$=> u £ D(A) y existe w £ Au fl D{B) tal que (w, v) £ B.
Es evidente que A B  es un operador lineal sobre X  .
A  todo operador lineal A  le podemos asociar un operador que deno­
minaremos inverso, y que denotaremos mediante A -1, determinado por 
la relación
(u ,v ) £ A~l (u,w) £ A.
Nótese que A~lA  es una extensión de la identidad restringida a D(Á), 
es decir,
{(u,u) e X x X : u £  D{A)} C A~'A,
y que A A ~ X extiende a la identidad sobre R(A). Es un ejercicio sencillo 
probar que
A - 1 B~l = (B A ) ~ \
Destaquemos en este punto que las propiedades habituales de las o- 
peraciones previamente introducidas cuando se trabaja con operadores 
univaluados, no son válidas en general para operadores multivaluados. 
Por ejemplo, se tiene:
(2.1) (a -I- /3) A  C a A + /? A  dándose la igualdad si a +  (3 ^  0.
Obviamente no siempre es cierta la igualdad (si {0} £  A0 entonces 0A £  
A — A). En consecuencia, el conjunto de operadores lineales sobre X  no 
tiene estructura de espacio vectorial. Para A , B , C C X x X  tenemos:
A B  + A C  C A (B  + C), y si D(A) =  X  se da la igualdad.
Sin embargo, en general no es cierta la ley distributiva. Análogamente 
se tiene que
(B + C ) A C B A  + C A
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siendo iguales si A es univaluado.
A un operador A  C X  x X  se le puede asociar un operador lineal A* 
sobre el espacio dual X*, que llamaremos adjunto, determinado por:
A* =  {(u*,t/*) G X* x X* : (v*,u) =  (u*,v) , V(u,v) G A}.
Proposición 2.1 Sean A , B C X x X , a e C * .  Se tienen las siguientes 
propiedades:
(i) A* es cerrado.
(ii) Si A C B entonces B* C A*.
(iii) (A*)-1 =  (A~l ) \
(iv) A ' 0 =  ~D(Á)L = {u* € X * : (u',u) = 0 , Vu 6 D(A)} y Ker A' =
R ( A ) ± ■
(v) A* es univaluado si, y sólo si, A es densamente definido.
(vi) Si A G C(X)  entonces A* G C(X*) con \\A*\\ =  \\A\\.
(vii) (aA)* =  aA*.
(viii) A* B* C (BA)*. Si B  G C(X)  entonces se da la igualdad.
(ix) A* +  B* C (A +  B)*. Se da la igualdad siempre que D{A*) =  X* y 
D(B) C D(A).
Demostración. Utilícese la definición. Los apartados (v) y (vi) son 
consecuencia del teorema de Hahn-Banach. ■
Para un operador lineal A definimos el conjunto resolvente de A , 
p(Á), mediante:
p ( A )  =  { 2 S C : ( 2 - A ) - 1 g £ ( * ) } ,
y el espectro de A como cr(A) =  C — p{A).
Notar que si A es cerrado entonces, por el teorema de la gráfica cerra­
da, z  G p(A) si, y sólo si, z —A  es una biyección de D(A) en X .  Además,
12
si A = X  x X  entonces a (A) =  C incluso cuando X  es un espacio vec­
torial de dimensión finita, lo que pone de manifiesto un comportamiento 
anómalo respecto del caso univaluado. Al igual que en el caso uniforme 
se tiene el siguiente resultado.
Proposición 2.2 Sea A  C X  x X . El conjunto p(A) es un subconjunto 
abierto de C . Si p(A) ^  0  entonces la aplicación resolvente
R : p(A) -► C{X)
z —► Rz = (z — A)~l
es holomorfa y se verifica la identidad resolvente:
Rz -  Ry =  (y -  z)RzRy, V2, y £ p(A).
Demostración. Si p(Á) = 0  la primera afirmación es evidente. En 
otro caso sea zq € p{A). Para z £ C tenemos:
z -  A  =  (1 -  ( zq -  z)Rzo) (zo -  A),
luego si exigimos que
(2.2) | z -  z0 | ||i?Z0|| < 1,
entonces
R z  =  R Zo (1 ~  (¿o  ~  z )  R z o ) - 1 € ¿ P O ,
por lo que zq es un punto interior de p{A).
Supongamos que p(A) ^ 0 y sea z0 £ p(A). Si 0 £ C \  {zo} verifica 
la condición (2.2) entonces
^ P ^  =  - ^ 0( l - ( z o - ¿ ) ü ío) - \z — Zo
luego
lím Rz ~ Rzo = - R l .
z - > z 0 Z  —  Z 0  0
Finalmente, Vy, z £ p(A) se tiene:
Rz — Ry =  { y -  A ) ~ \ y - A ) { z -  A ) '1 -  { y -  A ) ~ \ z -  A ) { z -  A)~' 
=  (y — z ) R y  R z . M
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Se puede definir un Cálculo Funcional para operadores lineales donde 
las funciones base son polinomios con coeficientes en un cuerpo K  (ver 
[Ar]). Nosotros nos vamos a restringir a operadores A sobre X  para los 
que
(2.3) A0 nD (A ) =  {0},
propiedad que veremos verifican los operadores no negativos, a sabiendas 
de que los resultados son válidos en el caso general, con la diferencia de 
ser la demostración algo más sofisticada.
Sea Pn(z) = an zn +  a n_i zn_1 +  . . .  +  a i 2 +  ao un polinomio con 
coeficientes complejos de grado n, an ^  0, y sea A  C X  x X  . Definimos 
pn(A) como el operador lineal
pn{A) =  a n A n -+- OLn~ 1 An 1 +  . . .  +  c*! A  +  ao-
Teorem a 2.1 Sea A  C X x X  verificando (2.3). Seanpn(z) y qm{z) dos 
polinomios a coeficientes complejos. Se tiene:
(i) D(pn(Á)) = D(An), sobreentendiendo que A° =  I, y pn(A)0 =  AO si 
n > 1.
(ü) Si n  ^  m  o en el caso de ser n  =  m  se tiene que la suma de los 
coeficientes de mayor grado es no nula, entonces
(Pn *7m)(A) =  pn(A) -j- qm(A).
(iii) (Pn qm){A) =Pn{A) qm{A).
(iv) (Pn°qm)(A) =Pn(qm(A)).
(v) Supongamos que A  es cerrado. Si o-(Á) = 0  entonces cr(pn(Á)) = 0  
y en otro caso
v(Pn(A)) =  {p„(z) : z  € a{A)}.
Demostración, (i) La primera afirmación es evidente. Respecto de la 
segunda téngase en cuenta que (2.3) implica As0 =  AO para s = 1,2, . . .  
En efecto, en primer lugar . AO C An0; la otra inclusión se prueba por 
inducción sobre n, ya que si v G An0 entonces existe w G An-10 fl D(A)
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tal que (v, w) € A, pero, por la hipótesis de inducción, se tendría w =  0 
y por tanto que v 6 AO.
(ii) La inclusión C de la igualdad propuesta es consecuencia de la 
propiedad (2.1) y de la conmutatividad y la asociatividad de la suma 
de operadores. Por otra parte, es evidente que el dominio de ambos 
operadores es D(AS) con s =  máx {n, m}, y que el conjunto imagen del 
0 también es el mismo en los dos casos, luego son iguales.
(iii) Comencemos probando que (z pn(z))(A) = A pn(A). Tenemos:
A Pn(A) 2  OLn An+1 +  a n_i An +  ... +  ai A 2 +  a0 A  = (z pn(z))(A),
de donde razonando como en el apartado previo se deduce la igualdad. 
Evidentemente (a pn(z))(A) = a pn(A), Va 6 C*. Por tanto, para 
a e C * ,
(A -  a) pn(A) C  A pn(A) -  a  pn{A) =  (z pn(z))(A) -  (a pn(z))(A) 
= ((z — a) pn(z))(A),
y, por consiguiente, (z — a)(j4) pn(A) =  ((z — a) pn(z))(A). Por último, 
teniendo en cuenta que C es algebraicamente cerrado y mediante un 
proceso de inducción se prueba la fórmula del producto en el caso general.
(iv) Si pn(z) = an zn + a n_i zn~l -f . . .  +  ol\ z +  a0 se tiene:
Pn^QmiA}} =  Otn Qm (j4) +  a n- i  Qm (^ A^  +  . . . +  Q!i Qm (^Á) -f- Q¡o 
=  a n Qm(Á) +  & n-l Qm 1(^ ) +  • • • +  Q¡1 Qm(A) +  «o
=  { Pn°Qm){A) ,
donde la primera identidad es consecuencia de la definición, la segunda 
de la fórmula del producto y la última del apartado (ii).
(v) Podemos suponer n > 1. Para <5 G C tenemos, por la fórmula del 
producto, que
(2.4) pn(A) -  6 = (pn(z) -  6)(A) = an(A -  S ^ A  -  62)...(A -  6n),
donde i = 1 .. .n, son las n raíces, posiblemente repetidas, del poli­
nomio Pn(z) — 8. Si cr(v4) = 0  entonces de la relación (2.4) se sigue que 
p(pn(A)) =  C. Sea 6 =  pn(zo) para algún z0 6 cr(A) y  supongamos que
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8 G p(pn(A))] por la relación (2.4), observando que los factores de la 
última igualdad conmutan, se tiene zo € p(A). Hemos probado por tanto 
la inclusión D del enunciado. Si Ó € a(pn(A)) es ya evidente que debe 
existir una raíz zq del polinomio pn(z) — 6 que esté en cr(A), es decir, 
ó =  Pn(zo) con zo G <r(A). ■
Lem a 2.1 Sea A  C X  x X. Si z  G p(A) entonces, Vn G N, se tiene:
Rz Anu C AnRz u, Vn G D(An).
Demostración. Haremos la prueba por inducción sobre n. Si (u , v) G 
A  entonces
A R z u 3  z  R z u  — u  =  R z v .
Supongamos que el resultado se verifica para n. Si (u , v) G A n+1 debe 
existir w G X  con (u, w) G An y (w, v) G A. Por tanto,
An+1 Rz u = A  An Rz u D A Rz w B Rz v.
Proposición 2.3 Sea A  C  X  x X  verificando (2.3) y con p(A) ^  0 . Se 
tiene que An es débilmente cerrado, Vn G N.
Demostración. Vamos a probar por inducción sobre n que An es ce­
rrado, de donde, al ser un operador lineal, se deduce que es débilmente 
cerrado. Para n =  1 es evidente por la hipótesis sobre el conjunto re­
solvente. Supongamos el resultado válido para n  y comprobémoslo para 
n +  1. Sea {(i¿m, vm)}mGN Q An+1 tal que
lím (um,vm) =  (u,v).
m —► oo
Si — z  G p(A) entonces por el lema anterior y la condición (2.3) obtenemos 
(z +  A)~1vm G An+l(z +  A)~lum =  An(um -  z(z +  A)_1nm), 
y como
lím (um -  z(z + A)~lum, (z + A y 'vm )  = ( u -  z(z + A)~1u, (z + A y 'v ) ,
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entonces por la hipótesis de inducción
(u — z(z +  A)_1i¿, (z +  A)_1í;) E An.
Por tanto u — z(z + A)~lu E D(An), de donde, en particular, u E D{A). 
Finalmente,
v e ( z  + A)(z + A)~lv C (z + A ) An(z +  A)~1Au = An+1u.
Definición 2.2 Diremos que A  C X  x X  es no negativo si




J A <  + 00.
Al conjunto de operadores lineales no negativos sobre X  lo denotaremos 
por A4(X) (M. si no hay riesgo de confusión).
Definición 2.3 Sea {^ 4¿}¿gi una red de operadores lineales sobre X .  
Como en [All], llamaremos lím ite  in fer ior  de la red siguiendo X al 
operador lineal
líminfAj =  {(u,v) E X  x X  : 3{(u¿, v¿)}tei convergente 
a (u ,v ) en X  x X, donde (Uí ,Ví) E E X}.
N ota  2.1 Si Ai =  A, Wi E X , entonces lím inf Ai = A. También es 
evidente que A = lím inf Ai si, y sólo si, A -1 =  lím inf A"1. Finalmente 
destacar que si E C(X),  Vi E X, y límsup ||A¿|| < +oo, entonces 
lím inf Ai es un operador uniforme. Efectivamente, supongamos que 
(O, v) E lím inf A¿, entonces existe una red en X  convergente a
cero y tal que la red {A íUí}í£j  converge a v , por lo que
|H| < límsup | | | |  lím ||u¿|| =  0.
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Proposición 2.4 Sea {Ai) ¿ei  una red en C(X) con límsup ||A¿|| < 
+ 00, y sea A  E C(X) . Equivalen:
(i) A  =  lím inf Ai}
(ii) Au = lím  AiU, Vw E X .
Demostración. Supongamos que A  =  lím inf A¿. Sea u E X \  existe 
una red tal que —► u y AíUí —► Ai¿. Así
||AiU -  Au\\ < ||A¿|| Wm -  u\\ +  ||A íUí -  A u \\,
luego Au — lím A{U.
Asumamos ahora que A  es el límite puntual de en X .  Clara­
mente lím inf Ai es una extensión de A y por el último comentario de la 
nota previa Km inf Ai es un operador univaluado, luego son iguales. ■
Corolario 2.1 Sea {A í) í^i  una red en M  con límsup M(A¿) < +oo y 
sea A  G M . Equivalen:
(i) A =lím infA ¿,
(ii) J ^ u  converge a j£ u  siguiendo T ,V u  € X  y VA > 0.
En esta situación se tiene además que M(A)  < lím inf M(A¿).
Demostración. La equivalencia es inmediata a partir del resultado 
anterior. Sea u 6 X  con ||t¿|| =  1. Tenemos
J \ U = lím J t u < lím inf M(Ai)
y en consecuencia M(Á) < lím inf M(A¿). ■
A cada operador A € Ai le asociamos la familia de operadores de 
C (X ), llamados habitualmente regularización Yosida del operador A,
jIa =  ¿(1  -  Jjf), VA > 0.
Se tiene:
A J^u  =  A \u  +  AO, Vi¿ € X ,
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A \u  =  J AAu, € D(A).
Nótese que en el caso general tenemos \\A\\\ < j (M(A)  + 1), mientras 
que si A  G C(X)  se tiene la acotación uniforme \\AX\\
Proposición 2.5 Sea A E M.. Las siguientes afirmaciones son ciertas:
(i) M(A)  =  0 si, y sólo si, A  =  {0} x X . En otro caso M(Á) > 1.
(ii) A~l E M  con J = 1 — Jx-i, VA > 0.
(iii) A* E M( X*)  con M(A*) = M(A).
(iv) Para todo A > 0 , A X E £(X)  n  M. con
J Ax =  - -  
M fA + A
y M (A\) < máx {M(A),  1}. Además
=  (Af¿)x =  A^+Xy V/z, A >  0.
(v) A =  lím inf Ax y A~l = lím inf A JA.
X—►() A—*+00
(vi) Si D(Á) (R(A)) no es denso en X , entonces para todo natural n  se 
verifica que (X  \  D(A)) n R(An) ¿  0  ((X \  R(Aj) n D(An) ¿  0 ).
Demostración, (i) Si A  =  {0} x X  es evidente que A es no negativo 
con M(A)  = 0, lo que no sucede en el conjunto de operadores lineales 
uniformes no negativos donde se tiene siempre M(A)  > 1. Obsérvese 
que si M(A) = 0 entonces el operador A  es el previamente citado. En 
otro caso existe u € D(A) \  {0} que podemos suponer unitario; entonces 
tomando (u, v) € A  se tiene
u — A J\V J \ U < M(A),
de donde haciendo A —> 0 obtenemos M(Á) > 1.
(ii) Sea A > 0; por las siguientes equivalencias
v € (1 +  XA )i¿ Xu € A{v — u) u = v
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obtenemos que J\  1 = 1 — Jjf-i por lo que A  1 £ M  con M( A  < 
M(A)  +  1.
(iii) Respecto del operador adjunto basta tener en cuenta que por 
las propiedades establecidas en la proposición 2.1 tenemos
VA > 0.
(iv) De las siguientes equivalencias
v =  (1 +  /x A\)u  < = >  v — u £ A ((A  +  /x)ii — Xv)
¡iv £ (1 +  (A 4- fi)A)((X +  fj)u — Xv)
•<==> u — ^  ^(A +
se deduce
^  ( A +  A * e  £ W .  V/ 1 >  o ,
por lo que A \  es no negativo con M (A\)  < máx{M(A), 1}. Por otra 
parte
^  = £(1" ¡r h (A + " ^  = ÍTÁ(1" ^
(v) Obsérvese en primer lugar que si A £ £(X)  fl M  entonces lím ^o  
A\  = A en C(X)  ya que
\\Ax - A \ \ < X M ( A ) \ \ A f .
Evidentemente límsupA-*o M (A\) < oo. Sean u £ X  y /i > 0; se tiene:
= a* II(4*)a« -  4*ull A-*° °>
luego del corolario 2.1 se deduce que A  =  lím inf a—o A\. Tomando A~x 
en el lugar de A  se obtiene la segunda igualdad.
(vi) Sean u £ D(A)  y A > 0. Tenemos que (XA\)nu £ R(An) pero
(X A .ru  =  (1 -  =  u +  ¿ ( - 1 ) *  (f) { J * f u  i  D(Á).
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N ota  2.2 Para A £ M  se comprueba mediante cálculos sencillos que 
1 +  A  y pA, p > 0, son operadores no negativos. En particular Jjf £ M , 
VA > 0.
Por otra parte {A\}a>o es una familia resolvente, es decir, verifica 
A \ Af¿ — (p A)^4 í^4a, VA, p  > 0, 
y además sup ||AAa|| < oo. En efecto, como en términos de la función
A > 0
resolvente =  vR u, donde v — — j ,  a partir de la fórmula resolvente 
para Rv se tiene
-  ^ J x  =  -  XJx,  VA, f i >0 ,
luego
A x ~ A ,  = ^ ( 1  -  J£ -  J¿) + -  XJx)
=  ^ ( 1  -  Jx ~ J » +  J ^ x )  =  ( M -  ^ A x .
Recíprocamente, si tenemos {Ra}a>o Q £(X)  verificando la identidad 
resolvente y con sup ||ARa|| < oo» existe un único operador A  € M
A > 0
de modo que A \  =  Ra5VA > 0. Es obvio que un operador con estas 
características es único y debe ser A  =  R \(l  — XRx)-1. Comprobemos 
que A  es independiente de A. Sea (u,v) € (1 — ARa)-1 entonces
R \( l  — XRx)_1u = {Rx(v + w) : w = XRxw}.
Para p > 0, por la identidad resolvente, se tiene:
(1 -  p R ^ u  =  (1 +  (A -  p)Rtl)~1u
de lo que se deduce
í?a(1 -  ARa)-1u =  J2M( 1 -  pR¿)~lu.
Intercambiando Ay p obtenemos la igualdad buscada. Además, = 
1 — pRp, V/x > 0, confirmándose que A  € M  . Esta disquisición pone
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de manifiesto la estrecha conexión existente entre A  y su regularización 
Yosida A \ .
Como veremos más adelante, en la construcción del Cálculo Funcional, 
es interesante demostrar A  =  líminfA_»o A \  de forma constructiva. Ob­
servar en primer lugar que VA > 0 y Vu E X
lím J*xu =  J^u,
A—+0 M M
ya que
xu -  J*u < X (M (A ) +  1) WA^ uW +  Jx+fiu -  J*u
Sea (u, v) E A. Tenemos
lím J i x (u +  v) = u y lím A \ J \ X (u + v) =  v ,
A—>0
luego (u, v) GlíminfA_»o A\. Supongamos ahora que (u,v) ElíminfA_»o 
A\,  es decir, existe una red { w a } a > o verificando
lím u\ = u y lím A \ U \  =  v. 
A—»0 A->0
Se prueba fácilmente que
lím J*x( 1 +  A x)ux =  J i ( u  +  v),
A—*0
luego por la unicidad del límite u = (u + v) y por tanto (u , v) G A.
En la siguiente proposición se demuestra una útil caracterización de 
las clausuras del dominio y del rango de A , que evidentemente no tienen 
por qué coincidir con todo el espacio X.
Proposición 2.6 Sea A  E M .  Para cualesquiera n y m  enteros posi­
tivos se tiene:
(i) D(A)  =  {u G X  : lím (J \ ) nu = u} = {u G X  : lím (XA\)nu = 0} 
=  D(M) ,
(ii) R(A) =  {u G X  : lím ( j£ )nu =  0} =  {u G X  : lím (XA\)nu =  u}
________  A—+oo A—>oo
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(iii) D(A)  fl R(A) = D(An) n R(Am).
Demostración, (i) Comencemos probando la primera igualdad para 
n =  1. Sea u € D(A); tomando v 6 Au  arbitrario tenemos:
t AJ£u — u < \ M ( A )  ||u|| A-z*° 0.
Utilizando la equicontinuidad de la familia { }>>o y mediante un argu- 
mentó del tipo e/3 se obtiene el resultado sobre D(A). La otra inclusión 
es trivial.
Para n > 2 de la cadena de desigualdades
fe-1
k=1 k
u — j£ u
se deduce la inclusión
{u e X  : lím Jx u = u} C  {u E X  : lím (J \ ) nu = u}, 1 a—o A i — i a—>o v A '  J
que junto con la cadena de inclusiones inmediatas
{u e X  : lím ( J f )nu = u } C  D(An) C D(A),
A—»0
conduce a las igualdades
{u € X  : lím (Jf )nu =  «} =  D(An) =  D(A).
A—+0
Por último, de la acotación 
se obtiene la inclusión
D(A)  C {u € X  : lím (XAx)nu = 0}.
A—+0
Recíprocamente, si \ímx-+o(\Ax)nu = 0 por la fórmula del binomio de 
Newton se deduce
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concluyéndose que u G D(A) ya que ( J \ ) ku G D(Á), VA > 0 y VA; G 
{ l , . . . , n } .
(ii) Considerar el anterior apartado para A~l observando que (A~l)n = 
{A71) -1.
(iii) La inclusión D es inmediata. La otra comenzaremos probándola 
paran  =  m. Sea u G D(A)f]R(A) ; por el apartado previo límA-K»(A>lA)nn 
=  u. Como, por densidad, para cada A > 0 podemos determinar u\ G 
D(An) tal que ||ua — n|| < 1/A entonces
||(Ail»)“u -  (A ^ )n«A|| <  (M(Aj[+ 1 )", VA > 0,
con lo que \ímx-^oo(^Ax)nux =  u, de donde se deduce la inclusión deseada 
debido a que
Axnux = ( j£ )nAnux € An{j£)nux.
Finalmente, en el caso general tomamos p = máx{n, m} y se tiene:
’D {A jnR (Á }  =  D ( A p ) D  R { A p ) C  D(An) D R(Am).
Corolario 2.2 Sean A  E A4, A > 0 i/ n G N. Se cumplen las siguientes 
afirmaciones:
(i) >10 =  >ln0 =  Ker (Jx)n- Además An0 D D(An) = {0}.
(ii) Ker A  = Ker An = KerAxn y KerAn HR(A¿) = {0}.
(iii) >ln es un operador débilmente cerrado.
(iv) Si o,(A) es el conjunto vacio entonces a(An) también lo es. En otro 
caso
a(An) = {zn : z G a(A)}.
(v) Si A es acotado entonces A  G C{X).
Demostración. Por la proposición 2.6 se tiene AO Pl D(A) = {0}, 
luego por el teorema 2.1 >10 = >ln0. Además es sencillo comprobar que
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AO =  Ker ( J \ ) n. Como D(A)  =  D(An) queda demostrado el apartado
(i), y el segundo es consecuencia de éste.
Los apartados (iii) y (iv) se obtienen a partir de la proposición 2.3 y 
el teorema 2.1 respectivamente, eso sí, teniendo presente (i).
Sabemos que si A  es acotado entonces es univaluado. Sea u E X \  
como
u — J^u =  A ||A\u|| < \ M (A) K  ||u ||,
con K  constante, tenemos, por la proposición 2.6, que A  es densamente 
definido. Si u E X  existe una sucesión {t¿n}n€N en D(A)  con límn_ OQi¿n =
u. Por ser A  acotado, {Aiin}n€N es convergente y, al ser A  cerrado, se 
tiene u E D(A ), con lo que D(A)  =  X.  ■
N ota  2.3 Observar que del corolario anterior se desprende que si A  E M  
es densamente definido entonces A  es un operador univaluado, y si A  tiene 
rango denso entonces A  es inyectivo.
La propiedad que probamos a continuación jugará un papel funda­
mental en la prueba del teorema espectral.
Proposición 2.7 Sean A € M  y A > 0. Si A  G C(X) entonces
° ( A \ )  =  : 2 €
mientras que en otro caso
Demostración. Comencemos probando la inclusión D para ambos ca­
sos. En primer lugar es evidente que j  € p{A\) si, y sólo si, A  E C(X).  
Si z E (t(Á), como A  es no negativo, z y por tanto, si E p{A\)
de la relación
z — A = (1 + Xz)(^ ^_~^ z ~  4 0 (1  +  Aj4),
se deduce que z E p(A).
Para la inclusión restante partamos de s en el complementario del 
conjunto : z e  a C^)}u { a} y  comprobemos que (s—Aa)-1 £ £(X). 
Por la elección de s tenemos que £ p(Á). Como
« -  A» C (1 -  -  A ) J t
entonces Ker(s — A\) C AO, de donde, como s ^  y, se deduce que
Ker (s — A \) =  0. Por otra parte para u £ X  construimos el elemento
" =  r Í (T Í (T T Á i 'A r l - A)u
y se cumple por la fórmula resolvente que (s — A \)v  =  u. En resumen, 
(s — j4a)-1 cs un operador univaluado definido sobre todo X  y cerrado, 
luego por el teorema de la gráfica cerrada está en C(X). ■
En el resultado siguiente se proporciona una red de operadores no 
negativos “especiales” , en el sentido de que están en la clase de ope­
radores a los que se les puede aplicar el Cálculo Funcional de Dunford 
para funciones /  holomorfas en C\] — oo, 0], que “converge” a A.
Proposición 2.8 El conjunto M o = {A  £ C(X) :] — oo,0] C p{A)} es
un subconjunto de M . Además, 'iA  £ M ,  {4 \ +  A}a>o Q M o y
A = lím inf (A\ + A).
A—»0
Demostración. Para A > 0 con 2 A ||A|| < 1 se tiene
7a J\
Por otra parte, J A =  fiR^ con /i =  — 1/A, y puesto que la función fiR^ 
es continua en el compacto [—2 \\A\\, 0], se deduce que J A está acotada 
si 2 A || A || > 1. Luego se puede afirmar con propiedad que M o  C M.. 
Evidentemente la red {A \ -I- A}a>o está en Mo> La condición sobre el 
límite inferior se obtiene de forma inmediata probando directamente que
lím inf ( A \ 4- A) =  lím inf A \.
A—»0 v '  A— 0
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Pese a que el operador A no sea univaluado se pueden considerar 
restricciones del mismo que conservan la no negatividad, con dominio 
denso, con rango denso, e incluso con ambos densos, sobre espacios de 
Banach adecuados, algunos de los cuales nos serán útiles en la cons­
trucción del Cálculo Simbólico. Consideramos los subespacios cerrados 
de X , y que por tanto dotados de la norma del espacio son espacios de 
Banach, siguientes: X d — D(A), X r = R(A) y X q =  D(A) fl R(A).
Proposición 2.9 Sea A  G M . Se tienen las siguientes afirmaciones 
sobre los operadores restricción:
(i) Ad  =  A n X p  x X d  es no negativo y densamente definido sobre Xd-
(ii)  A r  = A  f )  X r  x X r  es no negativo sobre X r  y tiene rango denso.
(iii)  Ao =  A  D  X q x X q es no negativo sobre X q y tiene dominio y rango 
densos.
Demostración. En los tres casos se obtiene la no negatividad si para 
cada uno de los subespacios cerrados Y  previamente considerados se 
cumple J x Y  Q Y , X > 0. Si Y  = X d esta relación es evidente. Por 
otra parte J^R(A ) C i?(A), inclusión que se extiende a R{Á) utilizando 
que j£  € £ (X ). El caso restante es ya inmediato.
Por la proposición 2.6 tenemos:
D (Ad) =  {wE X d ' lím =  u} =  {u G X d - lím J*u  =  u} =  X d -
X—>0 A—>0
Por otra parte es fácil convencerse de que ( A r ) -1 — ( A - 1 )d  luego tiene 
rango denso. Finalmente, de la inclusión D(A2) fl R(Á) C D(Aq) y la 
proposición citada, se tiene que Ao es densamente definido. Que tiene 
rango denso es ya inmediato de la relación (A-1)o =  (Ao)-1. ■
N o ta  2.4 El subespacio X + =  AO +  D(A) de X  es cerrado. Efectiva­
mente, téngase presente que si u G D(A) y v € AO, entonces
lull =  lím
1 11 A—»o
Jx(u  +  v) < M (A) ||i¿ +  v ||,
y por consiguiente también
IMI < (M(A) + 1) ||u +  v ||,
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En definitiva, se puede considerar A+ = A f 1 X + x X + como operador 
sobre el espacio de Banach X +. Obviamente es no negativo. Se tiene 
D(A+) = D(.4), R(A+) = AO +  D(A) fl R(A), A+0 =  AO y Ker A+ = 
Ker A; es decir, no se mejoran las características de A.
Proposición 2.10 Sea A  G M.. Si X  es un espacio de Banach re­
flexivo , entonces para todo entero positivo n se cumplen las siguientes 
afirmaciones:
(i) X  =  An0®.D(An) =K er An ® R(An). En particular A es univaluado 
(inyectivo) si, y sólo si, tiene dominio (rango) denso.
(ii) D(An) = {u e X  ¡límsup ||A5u|| < oo} y R(An) = {u G X  :
A—+0
lím sup An (J \ ) nu < oo}.
A—»oo
Demostración. (i) Por la proposición 2.6 y  el corolario 2.2 para probar 
la primera igualdad es suficiente demostrarla para n = 1, y, como es 
habitual, la segunda se obtiene considerando A-1. Sea u G X \ puesto 
que la red {J^u}x>o está acotada, podemos determinar una subred, que 
denotamos de igual modo, que converge débilmente a un elemento v G X  
cuando A —► 0. Como D(A) es débilmente cerrado, por ser un subespacio 
vectorial fuertemente cerrado, entonces v € D(A). Además, u — j£ u  G 
A(XJ^u) y  converge débilmente a u — v, por lo que, al ser A  débilmente 
cerrado, u — v € AO. Basta pues escribir u =  (u — v) +v.
(ii) La inclusión C  de la primera igualdad es evidente, y  la otra in­
clusión la probaremos por inducción sobre n. Si u G X  verifica que lím 
sup*—>o \\Axu\\ < oo, entonces existe una subred de {Aau}a>o5 que de­
notamos de igual modo, que converge débilmente a un elemento v G X  
cuando A —> 0. Como líniA-^o^u = u y A es débilmente cerrado, tene­
mos que u G D{A). Supongamos que el resultado es válido para n — 1. 
Sea u G X  tal que lím supa_>o < oo entonces de la relación






de donde, por hipótesis de inducción, se llega a que A \u  G D(An~1). En 
particular u G D(A), y por la proposición 2.6 tenemos que lrnix-^o^A1)71^  
=  u. Por la elección de u existe una subred de {A \nw}A>o> P&ra la que 
conservaremos la misma notación, que converge débilmente a un elemento 
v G X  cuando A —> 0. En definitiva, como An es débilmente cerrado, se 
llega a que u G D(An).
La igualdad acerca del rango de A n se obtiene, de nuevo, considerando 
A~l en el papel de A  en la relación que acabamos de probar. ■
Definición 2.4 Sea lj G [0,7r]. Diremos que un operador A C X  x X  es 
lj—sectoria l si
a(A) C Su := {z G C* : |arg z\ < lj} U {0},
y los operadores z(z — A)~1 son uniformemente acotados para z  G C — S^. 
En el caso de lj =  0 se entiende que (t{A) se reduce a {0} o es el conjunto 
vacío.
Dicho de otro modo, que A  sea a;—sectorial es equivalente a que los 
operadores é10A  son uniformemente no negativos (es decir, no negativos 
con la misma constante de no negatividad) para |0| < n — u; de hecho, en 
el lema que veremos a continuación se pone de manifiesto que basta con 
que sean no negativos, con lo que disponemos de un criterio más cómodo 
para determinar si un operador es o;—sectorial.
Lema 2.2 Sea A  C X  x X  tal que &(A) C Su con u G [0,7r]. Equivalen:
(i) A es l j—sectorial.
(ii) M(9) =sup AII(Xé10 — A )-1 < oo para u> < \6\ < n.
A > 0 11
Demostración. Sólo debemos comprobar (ii) => (i), y para ello es su­
ficiente con demostrar que la función M(6) es continua en el compacto 
lj < \6\ < 7r. Por la fórmula resolvente, para 6o, 6 en el compacto citado, 
tenemos
^ R \ e ie — ^^A eieo ( l  +  ( é 100 — et0)Ai?Aeie)> 
de donde, tomando supremos y despejando M(6) suponiendo que 1 —
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\d¡¡ — fl1 M(6q) > O, llegamos a
Af (fl) -  Af (flo) < Aí(flo)2 |flo -  6\1 — |flo — fl| Aí(fl0)’ 
donde hemos utilizado que e,6° — e'6 < |flo — fl|. Análogamente,
\ í (o  \ « e \ '  M { e « ? A - 6 \
poniéndose así de manifiesto la continuidad de M(9) en 0o- ■
Obsérvese que si A es u —sectorial entonces A  G M  y también A~l 
y A* son o;—sectoriales. Recíprocamente, si A  G M. con M(A) = 0 
entonces A  es 0-sectorial, y en otro caso se tiene, al menos, que A  es 
7T—sectorial. En la siguiente proposición se consigue una propiedad más 
fuerte de forma análoga al caso univaluado.
Proposición 2.11 Sea A  G M. conM(A) ^ 0 y sea 6 = are sen (1/M(Á)). 
Entonces A es (n — 6 + c)—sectorial para todo 0 < e < 6.
Demostración. Consideremos z  =  \z\ ettp, con \z\ > 0 y n — 6 + e < 
\<p\ < 7r, y comprobemos que z G p{A). Tomando A =  — \z\ /eos </?, que 
es positivo por la elección de tenemos que
z — A  — —(1 — (A +  z){ \  +  A) J)(A +  Á),
y como
(A +  ^ÍA  +  A) ' 1 < M (A ) |A +  z\ = M(A) sen |</?| < 1,
entonces (z — A) 1 =  —(A +  A) 1(1 — (A 4- z )(A +  A) J)) 1 G C(X). 
Además
z(z — A) - i < M(Á)
1 — M (A) sen (S — e)
Nótese que el sector donde tenemos la acotación uniforme de zi^z—A )-1 
es tanto mayor cuanto menor sea M(Á). En particular, si M (A) = 1 el 
operador es ( |  +  e)—sectorial para todo 0 < e <
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2.2 Ejemplos
En esta sección proporcionamos una lista de operadores no negativos 
propiamente multivaluados. Esta se puede ampliar con los ejemplos pro­
puestos en las referencias [Ya] sección 5 y [FY1] sección 6.
Ejem plo 2.1 Sea (X, (, )) un espacio de Hilbert complejo. Se dice que 
un operador lineal A  C X  x X  es un operador m onótono si
Re (u,u) > 0, V(u,u) E A.
Un operador A  monótono es m axim al m onótono si no admite exten­
siones estrictas (incluidas las no lineales) y monótonas. Se tiene que A  es 
maximal monótono si, y sólo si, A  es monótono y R(1 +  A) =  X  . Si A es 
maximal monótono entonces A  es no negativo con M(A) =  1. Nótese que 
si X  es un espacio de Hilbert real y A  es maximal monótono, entonces 
A  es densamente definido, y en consecuencia, univaluado. Todas estas 
cuestiones se pueden consultar en [Brl] y [Ha].
Ejem plo 2.2 Para cada A E M. podemos construir el operador B  sobre 
el espacio de Banach X  x X  mediante D(B) =  {0} x D(A) y
B(Q,u) =  { ( u , t t ; )  : v E X , w E Au}, E D(A).
Para todo A > 0 se tiene que =  ( 0 E X  x X ,  y
por tanto B  es no negativo y siempre multi valuado lo sea A  o no. Si A 
no es inyectivo también B~l es propiamente multivaluado.
Este ejemplo confirma que se pueden construir operadores no negativos 
con dominio cerrado estrictamente contenido en el espacio de trabajo 
(basta partir de A E C(X) no negativo en la construcción de B), lo que 
no sucede si nos restringimos a los que son uniformes (utilícese el teorema 
de la gráfica cerrada para convencerse de ello).
Ejem plo 2.3 Como ya hemos anticipado, tenemos otras formas más 
naturales e interesantes que la anterior, de construir operadores no nega­
tivos propiamente multivaluados: considerar el operador inverso de un 
operador uniforme no negativo y no inyectivo o el adjunto de un operador 
no densamente definido y no negativo. Por ejemplo, sea X  = C([a,b])
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dotado de HH^ . Fijamos c €]a,6[ y <p(x) 6 X  valiendo 0 en [a,c] y 
estrictamente positiva en el resto del intervalo. Definimos el operador A  
sobre todo X  mediante: V</> 6 X
(.A<f>)(x) =  ip(x)<j>(x) , Va; E [a,b]
Se tiene que A E C (X ), es no negativo y no es inyectivo, con lo que A-1
es un operador del tipo buscado.
Ejem plo 2.4 Consideremos el espacio de Banach X  =  L°°(0,+oo; C) 
dotado de HH .^ Definimos el operador univaluado
X): W 1,oo(0, +oo) -► X
f  -  - r
Evidentemente X) no es inyectivo. Comprobemos que X) es no negativo 
con M(X)) =  1. Sea A > 0. Si f  E W 1,oo(0, H-oo) es solución de la 
ecuación diferencial f  — A/ '  =  0 , entonces existe una constante K  tal 
que f(x )  = K  e*, pero esta función es de L°° si, y solamente si, K  =  0,
con lo que 1 4- AX) es inyectivo.
Sea g E L°°(0,+oo). Si /  6 W^1,oo(0, -foo) es solución de la ecuación 
diferencial /  — \  f  =  g, entonces
f(y )  e * -  f(x )  e * =  —^ J  g(s) e * ds, Va;,?/ > 0.
Como
f(y )  = /(O) +  r f ( s )  ds, Vy > 0,
Jx
se tiene que
Km f(y )  e“* =  0,
y -*  00
luego
1 r°° s-x f(x )  =  -  J g(s) e * ds, Va; > 0.
Partamos de la función obtenida, y comprobemos que está en PF1,oo(0, + 00) 
y que verifica la ecuación /  — A/' =  g. Tenemos trivialmente que /  E X . 
Sea <¡) E C\ (]0, +oo[); utilizando el teorema de Fubini se tiene:
roo roo r o o  r s
I ( I  g(s) e~*ds) <f)'(x)dx =  I g( s ) e~*( l  (¡J{x)dx)ds
roo ¿
= / g(s) e *<f)(s) ds,
Jo
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luego la derivada distribucional de /  satisface la ecuación indicada, y de 
este hecho se obtiene también que f  e  X . Así i?(l +  AS}) =  X .
En definitiva, VA > 0 existe (1 +  AV)~l definido sobre todo X  y 
determinado por: A,
(Jfg){x) = 9{s) ds, Vx > 0.
Es ya evidente que 5!) es no negativo con M(D)  =  1.
Tenemos pues que el operador integral 3 = S}_1 es un operador lineal 
multivaluado no negativo con dominio
R(ÍD) =  { f e  L°°(0,+oc) : r  f  (a)da e L°°(0,+oo)},
Jo
de modo que
3 f  = { - [ Xf (s)ds  + K : K e C } ,  V/ e R(V).
Jo
Obviamente R(®) no es denso ya que 3 es propiamente multivaluado. 
De cualquier forma esta afirmación es fácilmente constatable, ya que las 
constantes no nulas no forman parte de R(S}). En efecto, si f  = k € 
R(S}), k 0, entonces existe g E R fo )  tal que \\g — /H ^ < k / 2, pero 
esto implica que, para casi todo x > 0, g(x) > k/2 cuando k > 0 o 
9(x) > — k/2 cuando k < 0, lo que en cualquier caso se opone a la 
elección de g en R(S}).
Obsérvese que los anteriores razonamientos se pueden reproducir si 
sustituimos ]0,+oo[ por todo R. De igual forma análoga se prueba que 
el operador derivada es no negativo con constante de no negatividad 
igual a 1 y no inyectivo en X  =  L°°(—oo,0). Análogamente, el operador 
derivada es no negativo y no es inyectivo en L°°(R).
También el operador lineal A, sobre el espacio de Banach X  = L°°(R) 
dotado de HH ,^ definido mediante
D(A) = { f €  L°°(R) : g(x) := f* f  (a) da € L°°(R) y í Vg{x)dx € L°°(R)}
Jo Jo
A f  = { - [ g(x) dx + Ky  + L : K , L e C } ,  V/ € D(A),  




Cálculo Funcional sobre A i,  
asociado a transform adas de 
Stieltjes.
Puesto que vamos a construir un Cálculo Funcional (también se uti­
lizan las expresiones Cálculo Simbólico o Cálculo Operacional), es nece­
sario comenzar estableciendo lo que entendemos con este término.
Definición 3.1 Sea £  el conjunto de todos los operadores lineales sobre 
el espacio de Banach X . Sea Q C C. Para una clase 9t C £  que 
contenga a los operadores de la forma z l  para z € fí, y para una clase Ti 
de funciones definidas en H con valores en C, diremos que una aplicación
TixVK -> £
( f ,A)  -  f (A)
es un Cálculo Funcional sobre 91 , asociado a la clase Ti, si para 
toda f  G Ti verifica
f ( z l )  =  f ( z ) I , Vz € ÍI
En la siguiente sección estudiamos la clase de funciones numéricas 
sobre las que vamos a definir el Cálculo Simbólico: aquellas que, tras in­
vertir la variable, son transformadas de Stieltjes de una medida compleja 
de Radon /x sobre [0, oo[.
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3.1 Las clases de funciones T , T + ,  %  y  «So
La demostración de los resultados que detallamos a continuación se 
ha extraído de [MS2]. No obstante, los teoremas concernientes a la clase 
7+ ya habían sido probados por F. Hirsch en [Hil].
Utilizaremos la notación R +  =  [0,+oo[ y R _  =] — oo,0]. Conside 
ramos el espacio C c ( R + , C )  de las funciones continuas con soporte com­
pacto definidas sobre R +  dotado de la r  topología, es decir, las redes 
convergentes son aquellas que convergen uniformemente en R +  de modo 
que los soportes de todas las funciones de la red están contenidos en un 
compacto común. Por C o ( R + , C )  denotaremos el espacio de funciones 
continuas que se anulan en oo dotado de HH ,^ y mediante C b ( R + , C )  
haremos referencia al espacio de funciones continuas y acotadas dotado 
de la misma norma. Recuérdese que C c ( E + , C )  es denso en C o ( R + , C ) .
Identificamos las medidas complejas de Radon sobre R +  con las formas 
lineales y continuas p  sobre C7c (IR-|_, <C). Por el teorema de Riesz-Markov 
p  se puede representar formalmente mediante p = p\ — p2 +  (p3 — p4) i, 
donde //* es una medida no negativa de Radon para 1 < i < 4. Además, 
por el teorema de Lebesgue-Radon-Nikodym, se tiene que existe una 
medida no negativa de Radon 1/ sobre R +  y una función p : R + —► C  
localmente integrable respecto de 1/, tales que dpi =  pdv. Finalmente la 
variación total \p,\ de la medida p, viene dada por d \p\ =  \p\ dv.
Definición 3.2 Sea p, una medida compleja de Radon sobre R+ verifi­
cando que existe Zq G C  \  R _  con
(3'1} L \ ¿ T \ d m ) < 0 ° ’
y sea a 6 C .  Llamaremos transform ada  de S tie ltjes de la medida p  
con valor a en el infinito a la función f (z)  : C  \  R _  —► C  determinada 
por:
f { z ) = a + L Á i M t ) -
La condición (3.1) asegura que la función /  está bien definida. Efec­
tivamente, basta observar que para z 6 C  \  R _  se tiene la acotación
1 ^ 1. 1 .1 (1 + g(z) 1*0-* 1).
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donde
=  í  I b h p  s i l m z ^ °
C ^  1 ñ h -  si l m z  =  0
Por convergencia dominada
lím f ( z)  =  az—*00 ' '
(z>0)
por lo que escribiremos / ( 00) =  a.
Proposición 3.1 Si f (z)  es la transformada de Stieltjes de una medida 
fi, ésta está únivocamente determinada.
Demostración. Supongamos que f (z)  es transformada de Stieltjes de 
dos medidas fi\ y fi2 , es decir,
L r r t d M t ) = L T r t d M t) ' *z e C \ * - -
y comprobemos que fi\ y fi2 son iguales. Comencemos probando, por 
inducción completa sobre n 6 N, que
(3-2) L  d M t ) = L  v h r diH{t)' Vz > °-
Para n  =  1 es evidente. Supongamos que se cumple para 1 ,2 ,. . . ,  n. Sea 
z > 0 fijo; por el teorema de convergencia dominada
L  f í W d i X i { t ) =&  L i + i + í d/ii(t)’ i = 1 , 2 ,
mientras que, desarrollando en fracciones simples y por la hipótesis de 
inducción,
r 1 1  r 1 1/  - ---------- 7------- — áfiAt) =  /  ------------------- —dfi2(t), Ve >  0.
z e -f-1 (z +  t ) n Jr+ z -\- e 1 {z +  t ) n
Por tanto, se verifica la relación (3.2) para n +  1. Por el teorema de 
Stone-Weierstrass (versión compleja para espacios de Hausdorff local­
mente compactos), el álgebra compleja generada por la función es
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densa en Co(R+, C). En consecuencia, teniendo en cuenta que las medi- 
das dfii(t) son finitas (i =  1, 2), se deduce, por convergencia uniforme, 
que
í  — = /  7-77  V’W 'W í) ,  W>€Cb(R+,C)../R+ 1 +  t JR+ 1 +  í
En particular, si </>(í) € Cc(R+, C) entonces, tomando ?/>(£) =  (l+t)ip(t) £ 
Co(R+, C) en la anterior relación, se tiene
í  <p(t)dfii(t) =  í  (p(t)dfi2(t).
J  R+ J  R+
Por consiguiente, /i\ =  /¿2- ®
En definitiva, las transformadas de Stieltjes están unívocamente de­
terminadas por la medida ¡i y por el valor de a. Por ello en adelante uti­
lizaremos la notación f (z )  = (a,fi)(z) para indicar de que transformada 
de Stieltjes estamos hablando. Al conjunto de transformadas de Stieltjes 
lo denotaremos por S  (nótese que «5 dotado de la suma de funciones y del 
producto por un escalar habituales tiene estructura de espacio vectorial 
sobre el cuerpo C). Por S+ entenderemos la subclase de S  formada por 
las funciones f ( z )  =  (a,p)(z)  con a > 0 y / x > 0 , y por último,
s o =  {/(*) =  (a.#*)(*)€s  : M {°»  =  Oy /  jd |^ |( t )<  oo}.
J]0,oo[ t
Proposición 3.2 Seaf(z)  =  (a,fj,)(z). Se tiene que f (z )  es analítica en 
el abierto C \R _ . Si f ( z )  £ S+ y no es idénticamente nula, entonces sus 
valores permanecen en el abierto C \  R_, y si además no es constante, 
su restricción a ] 0,oo[ es positiva y estrictamente decreciente.
Demostración. Sea Zq £ C \  R_. Es obvio que
/(* ) -  /(* >  = -  í   i  dait)
z - z o  yR+(2 + t)(zo +  í)
lo que junto con la acotación
que permite utilizar convergencia dominada, conduce a que existe f'(zo) 
y vale
- / R+( ^ h f M t ) -
Supongamos de aquí en adelante que f (z)  £ «S+ y no es idénticamente 
nula. Si fi =  0 entonces a > 0 con lo que trivialmente /(C \R _ ) C (C\R_. 
En otro caso,
f ( z )  = a + [  7 ^ 7 7 7 ^ ( 0 - * /  I ^  fia <*/*(*)> V z g C \R _ ,
J R+ \Z +  t\ J R+ 1-2 +  £|
luego si Im /(z) =  0 se tiene Imz =  0, y en consecuencia, R e/(z) > 0 
pues Rez > 0. Se verifica por tanto la inclusión deseada.
Si suponemos que f ( z )  no es constante, entonces ¡jl no es idénticamente 
nula, por lo que f ( z ), z  > 0, hereda el carácter estrictamente decreciente 
de la función como función de z. ■z+ t
Nótese que f (z)  =  j  £ S  no es idénticamente nula y / ( 1) =
0. Si f ( z)  £ S+ tiene sentido siempre límz_>o(2>o) f ( z)  cantidad que, 
aún en el caso de ser -foo, denotaremos por /(0). También para las 
funciones f (z)  ESq se tiene, por convergencia dominada, que existe el 
anterior límite y vale a a +  Jjo,oo[ t
Teorem a 3.1 Si una sucesión de transformadas de Stieltjes f n(z) = 
€ S+ converge puntualmente a una función f ( z)  sobre ]0,oo[, 
ésta es la restricción a ]0, oo[ de una función f (z)  =  (a,fi)(z) £ S+ y las 
medidas \in convergen vagamente a la medida (i, es decir,
lím f  <p(t)dfin(t) =  í  ip(t)dfj,(t), Vp E Cc(R+,C).
n-+°° JR+ JR+
Si además Jim an =  a entonces las medidas finitas - ^ d f i n(t) convergen 
estrechamente a la medida finita ^  dfi(t) para cualquier z > 0, es decir,
Demostración. Dividimos la prueba en varias fases:
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1. Construcción de la medida fi.
Para cada n G N  construimos las formas lineales sobre Cq ( R + , C )
«WM  = í  T T 7 <&*(*)> 6 G>(K+. C)>JR+ 1  +  t
que son equiacotadas pues
IKII <sup /„( 1).
n € N
Consideramos el conjunto de funciones de t > 0
A  = { —7 7  : z  >  0 ,  2 + 1}  C  C o ( R + , C ) ,  
z  - r t
y sobre éste la aplicación
=  , &  ^ ( 7 7 7 )  =  TZT nhí&  (( /« M  -  ®») -  -  “»))
= 7 — 7  ( / ( ! ) - / ( 2))>z — 1
que extendemos por linealidad al subespacio vectorial generado por A  
que denotamos (.A). La clausura en Co(R+, C )  de (.4) contiene al álgebra 
compleja engendrada por la función que es densa en C o ( R + , C ) .  La 
equicontinuidad de {un}neN junf° con Ia densidad anunciada permiten 
extender v al espacio C o ( R + , C )  como forma lineal positiva y continua 
verificando
v(<p) = nlím vn(tp), Vy € Cb(R+, €).
Por el teorema de Riesz-Markov existe una única medida de Radon sobre 
R+, /¿o, no negativa y finita, tal que
v(<p) =  í  tp(t) dfio(t), V<p 6 Co(R+, C).
J R+
Finalmente, definimos la medida ¡i mediante dfi(t) =  (1 4- t)dfj,o(t). Si 
B = {<p{t) : (1  + í)y>(t) G C o ( R + , C ) }  D  C c ( R + , C ) ,  se tiene que toda 
(p(t) € B es /i(t)-integrable y
f  v(t) = lto f  <p(t) d¡in{t),JR+ *»-»00 J^+
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y por tanto se verifica la convergencia vaga del enunciado.
2. f ( z)  es la restricción a ]0, oo[ de una función de S +.
Sea z > 0. Consideramos la sucesión creciente de funciones de B, 
(m+t)(z+t) ’ 771 £ que converge puntualmente a en R+. Para m >  z 
tenemos:
L  + = 7^7 M *) ~JR+ [Til ~r t )  yZ ~r t )  Til — Z
luego, por el teorema de convergencia monótona,
donde se sobreentiende que /(oo) =  ^ lím  ^/(ra), que existe, es finito y no 
negativo, ya que f ( z )  es decreciente y toma valores no negativos, al ser 
límite puntual de funciones con dichas características. Por consiguiente, 
f ( z )  es la restricción a ]0, oo[ de (/(oo),fi)(z) € S+.
3. Si Jírn^ an =  / ( oo)(= a) entonces las medidas finitas dfin(t) 
convergen estrechamente a la medida finita d¡i(t), Vz > 0.
Sean € C{,(R+,C) y z  > 0. Consideramos un natural m  > z\  se 
tienen las estimaciones siguientes:
L  T T i  m  dMt) “  L  ( m  +  m z  +  t )  m  ^
Z  T i l
-  M  7 7 7  s u p  / « W  +  ~  “ » ))>71% Z 771 Z
í  —”— V'W dfi(t) — í  t------- ^  r i¡)(t) d¡i(t)
Jr+ z  +  t YK '  Jr+ (m +  t ) ( z  + 1 )
< I W ( - ^ - ; / W  + - ^ - ( / ( m ) - a ) ) .  
m —z m —z
Sea e > 0. Evidentemente existe m\ a partir del cual el segundo miembro
de la segunda estimación es menor que e/3. También existe m,2 tal que
las cantidades sup f n{z)  y f ( m )  — a sean suficientemente pequeñas
n€N
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para los naturales posteriores. Sea rao = m áx{raí,7712}. Teniendo en 
cuenta la descomposición
fn(mo) - a n = (/ n(ra0) -  /(mo)) +  (a -  an) +  (/(ra0) -  a)
se comprende, recordando la hipótesis lím an =  a, que existe un no tal 
que, Vn > no, el segundo sumando de la primera estimación, calculada 
para rao, es menor que e/3. Por otra parte, como <f>(t) = (y^+T^z+t) ^  W e  
#, existe un ni tal que, Vn > ni,
e
< 3 'í  <¡>(t) dfin(t) -  í  <j)(t) dp(t)./R+ J r +
Finalmente, utilizando las relaciones obtenidas, Vn >m áx{no,ni} ten­
emos:
L 7T 7 ^  ~ L 7T 7 < e-Z  1* í  JR +  2- 1" í
Teorem a 3.2 5ea f (z)€S+.  Las funciones f \{z) = i+xf\zj , A > 0, y la 
función f  (z ) =  si f (z)  no se anula, permanecen en la clase S+.
Demostración. Si f (z)  es constante el resultado es trivial, por lo que 
asumimos que esto no sucede. Sea z > 0. Para cada n 6 N, dividi­
mos el intervalo [0, n] en n2 subintervalos de igual longitud, y llamamos 
í0, ¿i,.../n2) a los puntos de la partición resultante. Construimos la función 
escalonada
=  /  « t e [ W p [ . P = 1 . 2 , . . . n a
\  0, si t e  [ ín 2 ,O o [
Se comprueba que
Jim V>n,z(í) =  Vi > 0,
deduciéndose, por convergencia dominada, que
= J5S, (a +  L =Jwn (0 + 2  7 Xr)> Vz > 0,
JR + 1 < p < n 2 Z  l P
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donde Cp = p,([tp- i t p[), 1 < p < n 2. Por tanto, f (z)  es límite puntual en 
]0, oo[ de una sucesión de funciones cada una de ellas de la forma
(3.3) a +  Z
l < p < m  Z  +  Ü P
con q, ap y Ap (p =  1, . . . ,  m)  constantes no negativas, y el lema siguiente 
permite afirmar lo mismo de f \  (z) y  f  (z). Como las funciones del tipo
(3.3) están en 5+, del teorema 3.1 concluimos que tanto f \ (z)  como /  (z) 
están en <S+. ■
Lem a 3.1 Si h(z), z > 0, es de la forma (3.3) entonces las funciones 
h\(z) =  , A > 0, y la función h (z) =  j-jxy, siempre que h(z) no
se anule, admiten un desarrollo del mismo tipo.
Demostración. Hagamos la prueba para el primer caso. Un razona­
miento análogo es válido para la segunda situación. Sin pérdida de gene­
ralidad, podemos suponer que Ap > 0, p =  1, . . . ,  m, y que 0 < a\ < ü2 < 
. . .  < am. Como h(z) es estrictamente decreciente en todo su dominio 
entonces la ecuación h(z) =  —j  tiene exactamente m  soluciones situadas 
en los intervalos ] — oo, — am[}] — am, —am_i[, . . . , ]  — ü2 , — fli[. Por otra 
parte, podemos escribir
h^ z ) = 0 + m '
con P(z)  y Q(z) polinomios, grado (P{z)) < grado (Q(z)), y ¡3 constante 
no negativa, ya que (3 =  lím2_+oo h\(z). Dado que las soluciones de 
h(z) = —j  son raíces del polinomio Q(z), entonces el desarrollo en frac­
ciones simples de h\(z) es de la forma
hx{z) =  /3+ ¿2  T r b
1 < p < m  ¿ T ~ UP
con bp > 0, p =  1, . . . ,  m. Además, puesto que
Bp =  lím (z + bp) hx(z),zl—bp
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se tiene B p >  O, p  =  1 , . . . ,  m .
N ota  3.1 Para f ( z ) e S +, si f \ (z)  =  (a\,n\){z), como existe límz_+0(z>o) 
fx(z) < oo y f \ (z)  > /ía({0}) z~l entonces /xa({0}) =  0. Finalmente, 
por el teorema de convergencia monótona, j  es /iA(^)-integrable y
L . 7 dfíx®  = _ M°°)-J]0,oo[ t
Por tanto tenemos que f\(z)€So, VA > 0.
Introducimos la clases de funciones siguientes:
T  = { /(* ): / (z_1) 6  *5} , T+ =  { f ( z )  ■ /(z-1) € 5+}, 
y Tq como el subconjunto de funciones f (z)  6 T  que no se anulan con
7 e T y / ( 0 )  =  0.
Se tiene la inclusión 5o C T.  En efecto, si f (z)  =  (a, /¿) (z) 6 So, 
entonces f ( z)  también se puede expresar en la forma
f ( z ) = b + !  lT T T y M s ) ,  V z  € C \R_ ,J]0,oo[ 1 +  SZ
con b =  a +  jj0)OO[ 7 dv(s) = —s2dfi(s~1) en ]0, oo[ y ^({0}) =  0.
No es cierto que si f (z)  € T  no se anula entonces f  (z) € T  pues 
si tomamos f (z)  € «So con /(oo) =  0> como sucede por ejemplo con
f (z)  = (0,te~tdt)(z) o f (z)  = 1/(1 +  z), entonces f  (z) £ T  ya que no
existe f  (0).
La condición /  (z) E T  implica que límz_ oo(z>0) 1 /  f{z)  existe y vale 
/ ( 0). Si / ( 0) =  0 entonces
lím | / ( 2: ) |=l ím Mal +  f  ——— d|/¿| (t) | =  oo,
f m V /r+ 1 +  tz IPIV V(z>0) (*>0)
y por tanto, si /¿({0}) =  0, se tiene
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Si /  (0) 7^  0 entonces
lím f ( z )  =  1
(,>5) /  (0)
de donde se deduce que f ( z ), para z > 0, está acotada. Por el teorema 
de convergencia dominada
V/(z) 6 T ,
( z > 0 )
luego bajo nuestra hipótesis /¿({O}) =  0.
De lo que acabamos de razonar se deduce que T+ es la unión disjunta 
de 7+ n 70 y 7+ fl «So-
Si f (z)  =  (a ,n)(z~l ) 6 T  no toma el valor nulo y /  (z) =  (a,t¿ 
)(z_1) € T  , entonces f (z)  = € T  con /(z ) =  (£ ({0}),/t)(z"1)
donde /x({0}) =  a y d/¿(s) = s d  P (s-1) en ]0, oo[. Nótese, que si f ( z)  G 
Ti. no es idénticamente nula, entonces f (z)  eT+. Además, existe /  (z) =  
7 (*) € T  y
7 (0) =  lím z / ( z _1) =  lím ( a z +  í  =  M{0}),
z -> 0  z -» 0  , 2  + 1
( z > 0 )  (* > 0 )
donde la última identidad se obtiene utilizando convergencia dominada 
en el límite de la integral. En consecuencia, f (z)  G % si, y sólo si,
M{0}) =  0, lo que sucede seguro cuando /  (0) ^  0.
El producto de dos funciones de T  no tiene por qué pertenecer a T. 
Basta considerar que f (z)  = z  G T+ y sin embargo g(z) =  z2 £ T  (de 
hecho, como i2 =  — 1 se puede afirmar directamente que z2 ^ T+).
Teorem a 3.3 Si f (z)  = (a,fi)(z~1) G T  (T+ ) y g(z) =  (6, ^)(2-1) G 7^ 
entonces ( f  ° g)(z) G T  (7^ /
Demostración. Sean = v y vt \& medida no negativa de Radon 






es continua por el teorema 3.1, y además, si sop<¿? C [0,N] entonces 
I [  <p(s) dist(s) < |M | (1 +  N) í  —i— dvt{s)
) ,
con lo que resulta ser /¿(í)-integrable. Podemos pues definir la forma 
lineal
w(v0 =  í  ( /  dl/t(s)) dn(t), V(p e Cc(R+, C), 
j r + j r +
y vamos a comprobar que es continua, de tal suerte que habremos deter­
minado una medida de Radon compleja (no negativa si (i lo es, ya que 
en ese caso la forma lineal es positiva) sobre R+ que denotaremos u. Sea 
{^nJneN una sucesión en Cc(R+,C), r-convergente a cierta función <p. 
Por tanto, S  = U sop <pn es acotado y la sucesión es uniformemente con-’ nGN ^ J
vergente. Sea K  > 0 tal que ||<¿>n|| < i í ,  Vn G N, y sea 0 E C7c(R+, [0,1]) 
verificando <¡)(s) =  1, Vs 6 S. Entonces la desigualdad
/  <pn(s)dvt(s) < K  i  (f>(s) dh't(s),
JR+ JR+I  
permite aplicar convergencia dominada para concluir que
lím u(ipn) = uUp).
r a — > 0 0  '  '  '  7
Para finalizar la prueba, determinamos una sucesión {(¡>n}n£n en Cc(R+» 
[0,1]) monótona creciente y convergente puntualmente a la unidad. Sea 
<j la medida de Radon no negativa asociada a la forma lineal positiva 
Jr+(Ir+ ^ i 3) dvt(s)) d \fi\ (t). Para z > 0 se tiene:
í  7 X 7 7  da{t) =  í  ( L M s )  TTT Z dl,t(s)) d H  (t),
J R + 1 ~r t  Z JR+ JR + 1 4 - S Z
de donde, aplicando convergencia monótona, se sigue que es ¿ re ­
integrable. Como para todo conjunto de Borel B  de R+ tenemos |¿j| (B ) <
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a(B),  por la definición de las medidas lj y a y su regularidad, entonces 
es o;(£)-integrable. Por otra parte,
y por tanto, utilizando convergencia dominada, se deduce
L  T T T z  M t )  =  L  { L  TT7~z dl/‘(s))  M t ) -
Ahora ya es sencillo comprobar que ( /  o g)(z) =  (f(b),u;)(z-1), z > 0, 
y por analiticidad la identidad es válida en C \  R _ ,  quedando así de 
manifiesto que /  o g e  T. ■
A continuación, vamos a proporcionar algunas funciones interesantes 
que están en la clase T . La lista se puede completar consultando la refe­
rencia clásica [Wi] o el manual [Er] donde se proporciona una tabla de 
transformadas de Stieltjes. Téngase también presente que las propiedades 
que acabamos de probar, permiten obtener nuevos ejemplos a partir de 
los propuestos.
Ejem plo 3.1 Sea a — o +  ir  G C  con \a\2 < Re a  (lo que implica que 
0 < a < 1). Es fácil comprobar que si elegimos \i G C  cumpliendo
|^| =  e(*+argM)
entonces /x € Qa =  C* \  {^a zxoB : A > 0, 0 G [—7r, 7r]}, y que si fi € Qa 
también gTl G f)a . Elegimos /x tal que —¡i G ÍÍQ con lo que la función 
f (z)  =  {ii+z~a)~l es holomorfa en C \ R _ .  Sea z G C \ R _ ;  consideramos 
0 < r < | ¿ ; | < i 2 y 0 < e <  7r /2, de forma que z esté en el interior de la 
curva T formada por la unión de las siguientes curvas:
Ti =  | R etlp : <p G [—7r +  e,7r — e]} , T2 =  {r ettp : (p G [—tt +  e,7r — e] j  ,
r3 = {í e,(-"+£) : t € [r,R]} y T4 = {t : t € [r,ñ]} .
Orientamos T en el sentido contrario al de las agujas del reloj. Por la 
fórmula integral de Cauchy
i r /(«)
independientemente de la elección de los parámetros r, R  y e , elegidos, 
eso sí, en las condiciones ya apuntadas. Como Vy> E [—n +  e, 7r — e]
(/x +  R -^e-w 01) (R ei(f> -  z) \i
re ,i<p
(/x +  r~ae~itpa)(r ei<p — z)
<
<
\z\ |/x| R'eW* - l )  + \z \ + R
r <T+le \T\ir
(\z\ — r)(l  — H  r (TelTl7r) ’ 
entonces, al tomar límites en (3.4) cuando R  —► oo y r  —► 0, se tiene
et(-7r+c)
/x ^7rz Jo ' (/x +  t -a e-ÍQ(_7r+e))(í e*(_7r+c) — 2)
gt(7T-6)
1 1 r°°
<!5> • ' w - ; + 5 s í <
(/x +  -  2) )dt,
entendiendo la integral anterior como una integral de Riemann impropia. 
Si mediante f ( t ,  e) denotamos a la función del integrando, el hecho de 
poder obtener una acotación del tipo:
0 < t  <61 tu m << /  Ct<Ti Q t
| / ( í ,e ) |  _  |  D t - * - 1 , 6  < t
para una adecuada elección de ó, donde C  y D son independientes de r  y 
e, permite utilizar el teorema de convergencia dominada y concluir, tras 
tomar límites en (3.5) cuando e —► 0, que
x 1 sen an f°°
/ ( 2) = ü + — L  w
ta
■dt ./x n Jo t*u fi2 +  2 /x ta eos Q:7r +  1 z + 1
Ahora ya es sencillo comprobar que (fi+z~a)~l € «So y, por tanto, también 
es cierto que (/x +  za)~l E «So-
Ejem plo 3.2 La función zQ, para q 6 C con 0 < R ea < 1, está en la 
clase %. Téngase en cuenta que, razonando como en ejemplo anterior,
a _  sen an rc
n Jo f 1 +  tz dt, V z e C \ R _ .
A partir de esta función es sencillo comprobar que, para cada e > 0, 
(z +  e)a E T  y (z + e)~a, (z(z +  e)_1)a E S0.
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Si O < a  < 1 y A > O, se tiene 
1 _  sen an r°° ta 1
A +  7r 7o A2 +  2 A ta eos a7r +  t2a z + 1 ’ Z ^
y por consiguiente está en «So- A partir de esta función obtendremos la 
representación integral de j£ * .
Ejem plo 3.3 Para 0 < a < \  , de nuevo por la fórmula integral de 
Cauchy, se verifica la relación:
1 r ° °  1e_íz° =  — /  e- ís“cos a7r sen sen a7r\  ds \fz € C  \  R _ ,
n Jo v J z 4- s '
y consecuentemente e_í2° G «So- 
E jem plo 3.4 Puesto que
Xog{l +  z) =  fa Y T T zdt' 
es evidente la pertenencia de la citada función a la clase Tq fl T+. Para 
cada (3 > 0, la función
y/z are tg =  /
Jo
también está en % fl T+.
3.2 Definición del Cálculo Funcional. 
Primeras propiedades.
Vamos a considerar como operadores base los elementos de M q donde 
podemos definir f (A)  a partir del Cálculo de Dunford, como hace Alaara- 
biou en [All] para las funciones de T+.
Si A e  M q y f ( z)  =  ( a , / x ) ( z - 1 ) € T  entonces
(3'6) f{A) =  é i  I r Rz /(Z) dZ
= a + é i  L R Á L T Í T z M t ) ) d z ’
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siendo T cualquier contorno que rodee a cr(A) en C \  R_ (véanse [Ru], 
[HP] o [DS]). Consideremos la función
/(2 ,í)  =  f r ¿ ’ C M í e r x R * .
Si elegimos zq, Z\ G T tales que \zo\ =  mínzGr \z\ > 0 y |^i| =  máxzGr \z\ 
entonces, por continuidad, f ( z , t )  está acotada en T x [0, |^o|-1 4- 1], y 
como
\f(z,t)\ < V(z >t) £ r  x [kol-1 H- 1, oo[,
podemos acotar la función f (z,  t) en T x R+. Así, la función está 
acotada, y por el teorema de Fubini se concluye, a partir de (3.6), que
(3.7) f ( Á ) = a +  í  Aíd/x(t),
J R+
donde la integral es convergente en C(X)  y Ao =  A.
En realidad podríamos iniciar la construcción a partir del Cálculo 
obtenido por Martínez y Sanz en [MS2] para el caso particular de ope­
radores acotados no negativos: si f ( z)  =  (a, /z)(z_1) G T  y el operador 
A  G C(X)  f l M ,  se define f (A)  mediante la fórmula (3.7). Como veremos 
más adelante, la extensión obtenida en ambos casos coincide; no obs­
tante, con la presentación elegida conseguimos que el Cálculo Funcional 
sea autocontenido, aunque, como contrapartida, perdemos la posibilidad 
de extender la construcción a espacios vectoriales localmente convexos 
más generales.
Teorem a 3.4 Sean f(z)  =  (a,fi)(z~1) G T  y A  G M q. Se verifican las 
siguientes afirmaciones:
(i) f (A)  G C(X) con
(3.8) ||/ (¿ ) || < H  +  ||A|| M(A)  |/x| ([0,1])
+(M(A)  +  1) /  - 2 — d\it\{t).
J ] l,o o [ i  t I
(ii) Si g(z) G T  y h(z) = f (z)  g(z) G T  entonces 
h(A) = f ( A) g ( A) =g( A) f ( A) .
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(iii) Si f  no se anula y f  (z) £ T  entonces
/ ( a r 1 = 7  ( a - 1).
(iv) Si f (z)  € 7 +  no se anula entonces f (A)  £ M q con
J Í(A> = 1 -  Xfx(A), VA > O,
y M( f (A) )  < M(A).
(v) Si g(z) £ T + no se anula entonces
f{9{A)) = ( f  o g)(A).
(vi) v( f (A))  = {f (z)  : 2 € cr(>l)}.
(vii) f (A)  =  lím f ( A \  +  A) en C(X).
Demostración. El apartado (i) es inmediato y los apartados (ii), (iii) 
y (vi) son consecuencia del Cálculo Funcional holomorfo. Respecto del 
apartado (iv) tenemos que para cada A > 0 la función 1 — Xfx{z) £ So, 
donde f \ (z)  = f ( z ) / ( l  + Xf(z)) =  (a\, /¿a)(2-1), luego por la fórmula del 
producto (ii),
Á iA) =  1 -  -  A /  At dnx(t)
1 +  A a  J\o,oo[
=  -^---T 7 ^  +  a /  -j fdiJ.x(t).1 +  A/(oo) «/]0,oo[ t
Por tanto, al tomar normas en C(X)  se tiene:
j f WJ\
2  T T m m ( a )  £
Además, por el apartado (iii) tenemos que 0 £ p(f(A)).  En definitiva, 
f (A)  £ M o.
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Ahora, el apartado (v) es consecuencia del Cálculo Funcional de Dun- 
ford.
Comprobemos finalmente que (vii) es cierto. Para t > 0 tenemos 
( 3 .9 )  ( 4 x  +  A ) t — (A\)t =
t  I +  tA 1+tA
=  J A\
1 + tA  1 -f- tX
siendo válida la igualdad obtenida incluso para t =  0, de donde, VA > 0, 
se obtiene la siguiente acotación:
\\f{Ax +  A) -  /(A)|| < í  ||(Aa +  X)t -  (A \)t +  (A \)t -  At \\ d\fi\ (t)
J R+
< (M(A) + 1) \ (M(A) + l ) J ^ T ^ d M ( t )  
+AII4I M(A)[\\A\\ M(A)  IH ([0,1]) 
+2 (M(A) + 1) /  T v r d | / í | ( í ) ]
y]l,oo[ 1 t i
Utilizando el teorema de convergencia dominada para el primer sumando 
del último miembro de la anterior cadena de desigualdades, se demuestra 
la afirmación (vii). ■
N o ta  3.2 El apartado (iv) se podría obtener a partir del apartado (iii) 
ya que si consideramos la función h(z) — (1 4- Af (z))  G T+ entonces 
h (z) =  (1 4- A/(z-1))-1 e T +, y  por tanto,
donde hemos supuesto que h {z) =  ((1 + A/(oo))-1 ,M)(2:-1).
Del último apartado se deduce, vía la proposición 2.4, que f (A)  = lím  
+  A), lo que sugiere la siguiente definición.
Definición 3.3 Para f (z)  € T  y A e M  definimos el operador f (A)  
mediante:
f (A)  =  líminf f ( A x +  A).
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Evidentemente se cumple la condición f ( z l )  =  f (z)  / ,  Vz £ C \  R_. 
Para probar el teorema espectral enunciado en el teorema siguiente, 
utilizaremos una técnica muy utilizada en la literatura (véanse [Ba] y 
[DS]). Para ello, recordamos previamente algunos resultados sobre álgebras 
de Banach que podemos encontrar, por ejemplo, en [Ru] capítulos 10 y
11. Sea A  un álgebra de Banach compleja, no necesariamente conmuta­
tiva. Si £  es un subconjunto de A, se define el conmutador de C como 
el conjunto
Cc = { S  £ A  : T S  =  ST,  VT € £}, 
y se verifican las siguientes afirmaciones:
a. Cc es un álgebra de Banach. Si A  tiene elemento unidad, lo mismo le 
sucede a Cc.
b. C C (£c)c. Si C es conmutativo entonces (Cc)c también lo es.
c. S  € Cc es invertible entonces 5 -1 € C°. Así, el espectro de cualquier 
elemento de Cc es indistinto considerarlo respecto de Cc o respecto de A.
Si suponemos adicionalmente que A  es un álgebra conmutativa con 
elemento unidad, se verifican las siguientes propiedades:
d. El conjunto K, formado por las formas lineales sobre A  multiplicativas 
y no idénticamente nulas es no vacío.
e. Toda forma lineal multiplicativa no idénticamente nula es continua.
f. S t í A e s  invertible si, y sólo si, (p(S) ^  0, £ K. Por tanto
<7(5) =  {¥ 7 (5 ) : ¥> €  K } .
Teorem a 3.5 Sean f{z)  =  £ T  y A G £( X)  fl M .  Se
verifican las siguientes afirmaciones:
(i) f (A)  £ C(X) con f (Á)  =  a + fR At dfi(t) y se tiene la acotación
(3.8).
(ii) f (A)  =  Km f ( A \  +  A) en C(X).
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(iii) Si g(z) G T  y h(z) = f (z)  g(z) G T  entonces
h(A) = f ( A) g ( A) =g( A) f ( A) .
(iv) Si f ( z)  G T+ entonces }{A) G M  con
j ( (A) =  1 -  \ f x(A),  VAX),
V M( f (A) )  <M{A) .
(v) Si g(z) G T+ entonces
f(g{A)) = (f°g)(A)-
(v¡) <7{f(A)) =  {/(z) : z € a{A)}.
(vii) f{A*) = f (A) ' .
(viii) Vg(z) G T  se tiene
( f  + g)(A) = f{A) + g(A).
Demostración, (i) Por la acotación (3.8) tenemos que lím infA_>o / ( ^ a +  
A) es un operador univaluado. Sea u G l ;  como
| | ( A a  +  A)í|| < (||A|| M(A)  +  A) {M(A)  +  1) Ap,!]
+(M(A)  +  2) —  Ajij00[,
donde X  representa la función característica del conjunto indicado, y
lím (A\  +  A)tu =  Atu , Vi > 0,
por convergencia dominada se sigue que
lím inf f ( A \  + X)u = au+ Atu d/¿(í).J  R+
Ahora la demostración de que f ( A ) G C(X)  y la acotación (3.8) es ya 
rutinaria.
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(ii) La demostración del teorema 3.4 se puede reproducir teniendo en 
cuenta (i).
(iii) Por la fórmula del producto para los operadores de A4o
h(A\ +  A) =  f ( A \  +  A) g(A\ +  A) =  g{Ax +  A) f ( A x +  A), VA > 0,
de donde, por el apartado previo, se deduce el resultado deseado.
(iv) Razonar como en el teorema 3.4 a partir de la fórmula del pro­
ducto.
(v) Observar que por (iv) el primer término de la igualdad tiene sen­
tido. Sabemos que
f (g(Ax + \)) = ( f o g ) ( Ax + \ ), VA > 0.
Sea % e X;  es fácil convencerse de que
lrni g(Ax +  A)tu = g(A)tu, VA > 0,
lo que junto con la acotación
\\g{Ax +  A)t|| < ||g(Ax +  A)|| {M(A)  -I- l)Af[0|i] +  (M( A ) -1- 2) y-j-y <*ji>00[, 
permite, por medio del teorema de convergencia dominada, concluir 
Km f (g(Ax +  A))u =  f{g{A))u,
y por tanto, como
\íuh ( f  ° gXAx +  X)u = ( f °A—»0
ambos operadores coinciden.
(\i) Consideremos el subconjunto conmutativo (por la identidad re­
solvente)
C = {AX : A > 0}
del álgebra de Banach compleja, unitaria y no conmutativa en general, 
C(X), y su biconmutador A  — (Cc)c, que es una subálgebra conmutativa
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y unitaria de C(X).  Por K denotaremos el conjunto de las formas lineales 
no idénticamente nulas y multiplicativas sobre A.  Sabemos que
a(A\) = {<p(Ax) :<peíC}
y por la proposición 2.7
<K40 =  : z e  «'(•A)}.
con lo que tenemos perfectamente determinada y?(4\) para ip G K.
Por la expresión de f (A)  y teniendo en cuenta que la integral es con­
vergente en C(X)  entonces f (A)  G (£c)c; en consecuencia
=  {<P(f(A )) ■¥>€}C} = {a + <p([ A, d/í(t)) : ¡p€ K}JR+
= {“ +  f R+ i  + Xz : Z 6 = ' Z € <T^ ^ ’
siendo válida la penúltima igualdad por el hecho de que las formas 
lineales, al ser continuas, conmutan con la integral si <p(At) es /x(í)- 
integrable, lo que sucede para todas las <p G JC.
(vii) Para todo u* G X* y u G X  tenemos:
u*,au+  /  Atu dp(t))
J R+ J
=  a (i¿*, u) +  í  ((A*)t u*,u) d¡i(t)
J R+
=  (au*  +  (A*)t u* dfi(t), u j  ,
siendo la última igualdad consecuencia de que A* G C{X)  fl M .  Por 
tanto, se da la relación apuntada.
(viii) Es evidente a partir del primer apartado. ■
N o ta  3.3 Para A  G C(X)C\M se tiene también que f (A)  =  lím ^o  f (A+  
A) en C(X)  puesto que
|| f ( A  + A) -  f ( A ) || <  M(A)2 j í  + ^  d \n\ (t ).
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(.f{A)*u*,u) =  /
No obstante, es obvio que no podemos utilizar la igualdad probada como 
definición para el caso general. El siguiente resultado si proporciona una 
definición válida en términos del concepto ya introducido para operadores 
de la clase C(X)  fl M .
Proposición 3.3 Sean f(z)  =  (a, /x)(z_1) G T  y A €  M.. Se tiene:
f (Á)  = lím inf f (A\ )  = a+  f  At dfj,{t)+ líminf í  Ax+tdfj,(t). 
A-»0 J] l,oo[ a-»o  y[o,i]
Demostración. La primera igualdad es consecuencia de la cadena de 
igualdades (3.9) ya que entonces
||(A,  +  A)t -  ( A M \ d M  (í) <  (M(A) + l )2 ^ d M (í),
y por convergencia dominada la última integral converge a cero cuando 
A —► 0, de donde es ya inmediato comprobar que
f (A)  = lím inf f ( A x +  A) =  lím^inf f ( A x).
La segunda identidad se obtiene fácilmente de la definición de límite 
inferior. ■
Para f (z)  =  (a,fjL)(z~1) G T  y A E M  construimos el operador lineal 
Wf(A)  definido mediante D(Wf(Á))  =  D(A) y
Wf(A)u = au+ [  Atudji(t) +  /i(0) Au , Vu G D(A).
J] 0,oo[
Obsérvese que si /x({0}) ^  0 entonces Wf(A)  es multivaluado si, y sólo 
si, lo es A,  ya que en dicho caso Wf(Á)0 =  A0. Si /¿({O}) =  0 entonces 
Wf(A)  es univaluado independientemente de que lo sea o no A. Nótese 
que el operador, multivaluado si, y sólo si, lo es A,
a + í  At dfi(t) + A Í  J f  dfiít) S  + AT,
•/]l,oo[ 7(0,1]
con S  y T  en C(X),  proporciona una extensión cerrada de Wf(A).
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Proposición 3.4 Sean f (z)  =  (a,p)(z *) G T  y A  G M .  Se cumplen 
las siguientes afirmaciones:
(i) Para todo z G p(Á) se tiene:
f (A)  Rzu =  Rz f (A)u  +  ¡(A)0, Vu G D(f(Á)).
(ii) f { A )0 C 4^0. En particular si A  es univaluado entonces f (A)  es 
univaluado.
(iii) Wf (A) C  f (A)  C S  + AT.
(iv) Si ¿¿({0}) 0 y además |  es \p\ (t)-integrable en ]0, oo[, entonces
f (A)  = Wf (A).
Demostración, (i) Sea (u, v) G  f{A).  Existe una red { i ¿a } a > o en X  tal 
que
lím ux = u y lím f ( A x)ux =  v,
A—+0 A—»0
luego
lím Rzux =  Rzu y lím Rz f ( A x)ux =  Rzv,
A—>0 A—»0
y como
f ( A x)Rzu =  Rzf ( A x)u, Vu G X , 
por ser Rz acotado y conmutar con Ax+t, se obtiene:
(Rzu, Rzv) G límjinf f ( A x) =  f (A).
(ii) Sea v G f{A)0.  Entonces existe una red ( ua}a>o en X  de forma 
que
lím ux =  0 y lím /  (Ax)t ux du(t) = v.
A—»0 J A - 0  J r +  V '  V '
Por tanto
lím í  (1 +  A)~1(Ax)t ux dfi(t) =  (1 +  Ay'v.
A-»0 J R +
Para todo u G l s e  tiene que A x+tu G A Jx+tu, lo que se traduce en:
( i + > i r i ( > i A) (  =  ( i - ( i + A ) - V A V
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Por ello, tenemos que
I í  (1 +  A)_1(AA)t Ux dfi(t) 
\\JR+
< M(A)(M(A) + 1) IKH
a í( [o .i ] )+ /  , 7  l/^ l (*)]
J ] l,o o [ Z
luego (1 +  A) lv — 0, es decir, v € A0.
(iii) Sea (u ,w ) € Wf(A).  Existe v € Au  tal que
w = au +  f  j fvdf i ( t )  +  /¿({0})v.
J]  0,oo[
Como observamos en la nota 2.2
lím. J i x (u + v) = u  y Hm Ax+\ (u + v) = v.
Para todo t e ]0 ,1] tenemos que
| | í 4 a + í  ^ ( «  +  v ) | |  =  || J ^ A a+ i Cu  +  v ) !  <  ( M ( i 4 )  +  l ) 2 | | u  +  u | |
y
lím Ax+t J i x(u +  v) = J fv ,
ya que
Ax+t J i x(u + v ) -  J f v  | < H-Aa+íII I +  v) -  u|| +  \\Ax+t u -  J fv  
Así, por convergencia dominada,
lím J  A x+t J i x (u + v) dfi(t) =  j  JtAv dfi(t),
luego
j   ^j f v  dfi(t) +  fj,({0})v E lím inf ^ Ax+t dfi(t),
y en consecuencia (u, w) € f (Á).
Para probar la otra inclusión comencemos demostrando que si /¿({O}) ^  
0 entonces
f ( A ) n ( D ( A ) x D ( Á ) )  = Wf (AD),
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mientras que si /¿({O}) =  O entonces
f (A)  n (D(A) x D(A)) = Wf(A).
Para comprobar la primera afirmación consideremos u G D(A); por la 
inclusión probada si w G f {A)u  f l  D(Á)  entonces existe v G Au  tal que
w = au +  /  Atudfj,(t) +  /¿({0})í;
J] 0,oo[
y por tanto v G Au  f l  D(A), lo que implica que u G D(Ad) y que
w = au + /  Atu + n({0}) Apu.
J] 0,oo[
La inclusión restante es inmediata así como la segunda afirmación.
En definitiva, si (t¿, v) G f (A)  entonces por (i)
(J*u, J*v) € f (A)  n (D(A) x DÍAj),
lo que conduce fácilmente a la inclusión buscada si /¿({O}) =  0. En otro 
caso, por el comentario previo, J f u  G D(Ad)  y existirá w G A0 con
J^v  = a J i U +  I At Jiudfj,(t) + n({0})(Aiu + w),
J) 0,oo[
luego
Ai [  J*udfj,(t) +  fi({0})w G D{Á),
A  0,1]
de donde
J[o i] +  e  ^C^)»
con lo que w G D(A ) f l  A0 =  {0}. Por consiguiente, (u,v ) G AT +  S.
(iv) Sea ahora (u, v) G /(A) y asumamos las hipótesis adicionales del 
enunciado. Por definición existe una red { u a } a > o  en X  de modo que
lím U\ =  u y
A—»0
lím f (A \)u \  =  lím (au\ +  /  Ax+t ux dfi(t) +  /¿({0}) Axux) = v.
A->0 A -*0  y]0,oo[
60
Por convergencia dominada se tiene
lím /  Ax+t ux dfi(t) = At u dn{t),
A—>0 j]0 ,o o [ ./]0,oo[
y por tanto,
lím /¿({O}) AxUx — v — au  — /  At udfi(t),
A—>0 J] o,oo[
de donde, al tener que A  =líminfA_+o A \ t se obtiene que (u, v) 6 Wf(Á).
m
N o ta  3.4 Del apartado (iii) anterior se deduce en particular que
D{A) C D(f(A))  C {u € X  : /  JtAudfj,(t) e  D(A)},
J [  0,1]
lo que en el caso de que /¿({O}) ^  0 conduce a que D(f(A))  C D(A).
De los resultados anteriores se desprende también que si /¿({O}) ^  0 
entonces A0 =  f (A ) 0, y en las condiciones del apartado (iv) tenemos 
además que f (Á)  es cerrado por ser suma de un acotado con un cerrado.
Proposición 3.5 Sean f(z)  = (a,fi)(z) € So y A € M . Entonces:
(i) f{A) e C{X) con
f(A)  = a + [  (t +  A)~l dfi(t).
J] 0,oo[
(ii) V<7 € T  se tiene
(f + g)(A) = f{A) + g(A)-
(iii) Sea {Ai}i¿i una red en M. tal que
(3.10) A = líminf Ai y límsup M(Ai)<oo.
Entonces
f ( A ) =  líminf f(Ai).
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Demostración, (i) Sabemos, a partir de la prueba de la inclusión 
«So C T  en la sección 3.1, que
f ( A x) = a +  í  (t +  Ax) 1 dfi(t)
J] 0,°o[
y que
(3.11) ||/(AU)|| < |a| +  (M(A) + 1) f  -d\ti\  (i)),
J]0,oo[ t
luego f (A)  es un operador univaluado. Sea u G X\  como Vi > 0 
lím (t  + A x ^ u  =  lím -  J^xu =  -  J^u
A—»0 V A; A—>0 t  t t  *
V
< (M(A)  +  1) i ,t 7 t
entonces, por convergencia dominada,
lím f ( A x ) u  = au  +  f  (t +  A)- 1wd/¿(í), 
yjo,c»[
de donde se deduce la afirmación enunciada.
(ii) Basta tener en cuenta que ( /  +  g)(Ax) =  /(Aa) +  <?(Aa), y que 
para toda red { i ¿a } a > o con líniA->o ux = use  tiene que líniA_>o f(Ax)ux = 
f (Á)u  por la acotación (3.11), uniforme respecto de A.
(iii) Razonar de forma análoga a como se ha hecho en el primer 
apartado. ■
Como vamos a ver a continuación, la propiedad de “continuidad” 
probada en el apartado (iii) permanece válida en la clase T+. Precisa­
mente, este hecho y la estabilidad son los que utiliza Alaarabiou en [All] 
para construir su Cálculo Simbólico asociado a la citada clase de fun­
ciones.
Teorem a 3.6 Sean f (z)  = (a,fj,)(z~1) G T+ y A  G M .  Se verifican las 
siguientes afirmaciones:
(i) f { A )  6 M  con j { w  =  1 -  Xf x(A) ,  VA > 0, y  M ( f ( A ) )  < M ( A ) .
(ii) Sea {Ai}iei una red en M. verificando (3.10). Entonces
f ( A )  = líminf f ( Ai ) .
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Demostración, (i) Sea p > 0. Por la proposición 3.3 tenemos f (A)  =  
líminfA-o f {A\ )  luego
(.I  +  pf(A))~1 = lím inf jH Ax).
A—»0
Como tenemos j / ( a a) < M(Á)  + 1  entonces el operador (I  +  pf(A))  
es univaluado. Además, por convergencia dominada se tiene: Vu G X ,
- i
ulím J f0{Ax)u =  „ 
a - o  9 1 +  p a
- p í  Atudpp{t),
7]0,oo[
luego
7/ (yl) = - p [  ,A‘^ p ( í ) e £(*),1 +  p u  J]0,oo[
de donde /(A ) € jM, con la relación ya habitual entre M(f(Á))  y M(Á).
(ii) Sea (A,i¿) G]0, oo[xX; se tiene:
/(>1)u < A í  \\(Ai)tu -  Atu\\ dpx(t)
J) 0,oo[
= A /  J tAiu -  J Au j  dp,\(t),
J]0,oo[ t
donde el último término tiende a cero siguiendo X puesto que J]0)Oo[ * dp,\(t) 
< oo y límsup M(A¿) < oo, luego por el corolario 2.1 se obtiene el resul­
tado deseado. ■
Es evidente que en general f (A)  puede no ser no negativo. Pensar 
por ejemplo que A  G M  no implica que —A  G M  . El siguiente teo­
rema se debe a Alaarabiou y establece lo que podríamos calificar como 
“continuidad” del Cálculo Funcional.
Teorem a 3.7 Sean A  G M  y { f n{z)}neN C T+ de modo que 
tan fn{z) = f(z),  Mz G [O, oo].
Entonces
líminf f n{Á) = f(A).
n—>oo
Demostración. Recuérdese que f (z)  G T+ por ser límite puntual en 
]0, oo[ de funciones de T+. Sean pn\  y las medidas asociadas a f n\{z) =
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/n(«z)/(l+A/n(z)) y f \{z)  =  f ( z ) / ( l+ \ f ( z ) )  respectivamente. Obsérvese 
que f n\{z) converge puntualmente a f \ (z)  en [0, oo]. Por el corolario 2.1 
para demostrar la tesis basta comprobar que
lím j t [A)u = j ( (A)u, Vu € X,  VA > 0.
n —► oo A
En primer lugar, por el teorema 3.6, tenemos que
límsup M ( f n(j4)) < M(>1)
n —♦ oo
y , ,
=  1 +  A/ „  (0) “  “  A i ,o o [ AtU
J i{A)u=T T j m u - x í M AtU dMt ) '
luego sólo resta demostrar que
Km /  Atudfinxit) =  /  Atud^\(t). n-°° J]0,oo[ y]0,cx)[
Para ello es suficiente con comprobar que las medidas finitas \  i¿n\(t) 
convergen estrechamente a la medida finita \ i i \  ( t )  en C^ QO, oo[; R) y 
aplicar el lema siguiente. Para simplificar la notación vamos a denotar 
las anteriores medidas mediante vn y v respectivamente. Por la hipótesis 
tenemos que límn_oo i/n(]0, oo[) =  í/(]0, oo[).
Como
Um f  J - d u n(t) =  lím =
«—00 J]0,oo[ z + t «-oo 2: 2:
=  f  du(t), Vz > 0,
J]0,oo[ Z +  t  W ’ 
entonces, V<¿? 6 Co([0, oo[; R),
(3-12) L v(t) du(t),«—oo J]0,oo[ j]0,oo[
puesto que por el teorema de Stone-Weierstrass el álgebra engendrada 
por el subespacio vectorial generado por { ^  : 2: > 0} es densa en
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Co([0, oo[; M). Ahora ya es sencillo mostrar que la convergencia expresada 
en (3.12) es válida en Co(]0, oo[; M), ya que toda función de este espacio se 
puede extender a O dándole el valor O y la extensión está en Co([0, oo[; R).
Sean i/j G C&QO, oo[;R) y e > 0. Tomamos € Cc(]0, oo[; [0,1]) de 
forma que
Demostración. Comenzamos probando que Jm^ /xn(]0, z]) =  /¿(]0, z]) 
c.p.p. en ]0, oo[ respecto de la medida de Lebesgue! La función /¿(]0, z]) 
es monótona creciente, luego el conjunto de puntos donde es discontinua
Evidentemente existe no € N tal que
^ n ( ] 0 , O o [ ) -  /  <p(t) dun(t) < e, Vn > no-
í  é(t) dvn(t) -  í  é(t) du(t) < 2e ||V>IL
|j]0,oo[ */]0,cx)[
+  í  <p(t)j>(t) dv„(t) -  i  <p(t)ip(t) dv{t) ,
K ]0 ,oo [ j ] 0 ,o o [
de donde, por la arbitrariedad de e, se deduce que
Lem a 3.2 Sea X  un espacio de Banach. Sean {fJmjnen V l1 medidas de 
Borel sobre ]0, oo[ no negativas y finitas, de forma que




í  I¡){t) dpLn{t) =  í  I¡)(t) dfi(t), 6 C&(]0,oo[;X).
 J] 0,oo[
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es numerable, y por tanto, tiene medida de Lebesgue nula. Sea z  G]0, oo[ 
donde /x(]0, z]) es continua. Sea e > 0. Construimos la función
( 1, 0 < t  < z
^J€ ( t ) — |  z < t  < Z  +  €
[o ,  Z  +  €  <  t
Claramente
límsup /¿n(]0, z]) < í  xp€{t) dfi(t) < /¿(]0, z + e]).n—»oo J]0,oo[
Tomando límites cuando e —> 0 en la anterior relación se tiene
límsup /x„(]0, z)) < /x(]0, z}).n—+oo
Análogamente se prueba
líminf fin(]0, *]) > /x(]0, z]),
y en definitiva tenemos que límn_+oo /xn(]0, z]) = /i(]0, z]).
Sea V(p € C\ (]0, oo[; X)  y supongamos que soporte de <p está contenido
en [a, b] C]0, oo[. Por el teorema de Fubini se tiene:
í  ip(t) dfi(t) =  ~ [  J Í  <p'(s)ds]dfi(t) = -  í  [ í  dfi(t)\ <p'(s) ds
7]0,oo[ Jt Ja  ./[a.s]
r o o
= ~ M]0»«]) da.
Jo
Esta integración por partes es también válida para las fin por lo que 
tomando límites, teniendo en cuenta que al estar la sucesión {/xn(]0, ^])}neN 
uniformemente acotada podemos utilizar convergencia dominada, se ob­
tiene:
Como C2(]0,oo[;X) es denso en Cc(]0, oo[; X )  para la topología de la 
convergencia uniforme, se comprueba sin dificultad que la anterior con­
vergencia se puede extender a este último espacio. Para finalizar basta 
con razonar como se ha hecho en el teorema anterior. ■
66
N ota  3.5 Si en el teorema anterior suponemos que A  € jC ( X )  C\ M. 
entonces límn_»oo/n(>l) =  f (A)  en C(X).  En efecto, basta tener en cuenta 
que
con una relación análoga para f n(A), (1 + t ) A t € Ci([0,oo[;£(X)) y 
que las medidas finitas ^  dfin(t) convergen estrechamente a la medida 
finita dfi(t) en C¿>([0, oo[;R), y razonar de forma análoga a como se 
ha hedió en el lema anterior.
una proposición que veremos en la próxima sección que conecta f ( A  + e) 
con f ( A ), para e > 0, nos permitirá utilizar las propiedades del Cálculo 
Funcional para los operadores de C(X)  fl M. y extenderlas, en la medida 
de lo posible, al caso multivaluado.
Teorem a 3.8 Sean A e  M  y f (z)  = € T  que no se anula y
Demostración. Para todo A > 0 se tiene que A \  +  A 6 Mo luego por 
el teorema 3.4 tenemos
Como líminf a_>o/(4\ +  ^)-1 =  / ( ^ ) -1 el resultado queda probado si 
comprobamos que líminf \ ^o f ( (A\  +  A)-1) =  f (A~ l ), V/(z) G T.  Para 
t > 0 tenemos:
El resultado siguiente relaciona f (A)  1 con f ( A  2), lo que junto con
de forma que f (z)  E T . Entonces
H A ) - 1 =  h a - 1).
f {A \  +  A) - 1 =  f ( ( A x +  A)-1).
siendo también válida la igualdad obtenida para t =  0, lo que junto con 
la identidad resolvente nos conduce a
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En consecuencia,
J^ WttAi + xy' -^iA-'WtWdMít)
y por convergencia dominada la última integral converge a cero cuando 
A —► 0. De este hecho se concluye que
Hmmí f ( (Ax +  A)-1) = lím m f f { (A~l )x) =  /(A “l ).
N o ta  3.6 Podríamos probar a partir del resultado anterior que se con­
serva el signo, es decir, si /  e r + entonces f (Á)  G M.
Corolario 3.1 Sean A G M  y f (z)  G T  que no se anula con f ( z )  G T. 
Entonces:
(i) Ker f{A)  C Ker A. En particular si A  es inyectivo entonces f{A)  es 
inyectivo.
(ii) R(A)  C R(f(A))  C { « E I :  / |0|1| € R(A)}.
(iii) Si lím 0 entonces R(f(Á))  C R(A) y Ker f (A)  =  Ker A.
5>o)
Demostración. Considerar los resultados de la proposición 3.4 para 
A~l y f  , teniendo en cuenta la igualdad del teorema anterior y que la 
condición límz^ o(z>0) y 7^  0 es otra forma de decir que /¿({O}) 7^  0. ■
3.3 Fórmula de diagonalización.
En esta sección comprobaremos que nuestra definición es una ex­
tensión de la conocida para el caso univaluado. Se establece también
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una expresión de f (A),  para /  £ 7¿, que relaciona el caso multivaluado 
con el caso densamente definido.
Proposición 3.6 Sean A  £ M  y f (z)  =  (a ,¡i){z~l ) £ T.  Entonces 
Ve > 0 existe un operador Fe £ £(X)  con lím ^o \\Fe\\ =  0 de modo que
}{A + t) =  f (A)  +  Fe.
En particular D(f(A))  =  D( f(A  4- e)). Además,
f (A)  =  líminf f ( A  + e).
Demostración. Sea e > 0 fijo . Para t > 0 y A > 0 tenemos
(A + t)x+t- A x+t =  (JA+t -  1 + ^  +1) J t ^ )
_  _____ f _______  jA jA
~  i  +  c(A +  t) J x + tJ T ^ '
Por ello, si definimos
S\,e =  í  ((A +  c)a+í — A\+t) d/j,(t),
J] 0,1]
se tiene que S \¡e £ C(X)  con
Por convergencia dominada, teniendo en cuenta la acotación uniforme 
anterior, llegamos a que
Se :=lím inf S \ e = f  —^— J A J A, d¡i(t) € C(X).  
a—*o A'£ yjo.i) 1 + á  ' v ’
Para concluir la primera afirmación basta con mostrar que
líminf (/¿({O}) , * J A J \ _  +  S’i.e +  f  A\ +tdfi(t))
A—>0 1 +  eA 1+eA 7]0,1]
= e/¿({0}) +  S€+ líminf í  Ax+t dp(t),
A—»0 7]0,1]
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lo que es sencillo en el caso de /¿({O}) =  0. En otro caso tenemos (nota 
3.4) que D( f (A +e )), D(f(A))  C D(A)\  como para toda red { u a } a > o con
lím u\  =  u G D(A)
A—»0
se tiene
J Ax U — U + J A u — u
1+eA< M ( A ) 2 U«A — «|| +  Af(j4) 
podemos afirmar que
lím J Ax u\  =  u,
A—>0 A T+Zx
con lo que se obtiene sin dificultad el resultado deseado.
En resumidas cuentas, f { A  +  e) =  f (A)  +  Fe, donde
Fe = í  — í—  JtA J \ _  dn{t) € C(X).
J[0,oo[ 1 +  e t  1 r+Tt '
Como
||Fe|| < M { A f  - J — d m ) ,
*/[0,oo[ 1 +  €Á
entonces, por convergencia dominada, lím ^o \\Fe\\ =  0.
Por lo que acabamos de demostrar tenemos
f (A)  C líminf f ( A  + e).
Sea (u,v) Glím míe^ o f ( A  +  e); entonces existe (ue,ve) G f ( A  + e) de 
modo que lím ^o (u e , v e)  = (u,v). Por lo ya probado se tiene que existe 
(ue,we) G /(A ), Ve > 0, de forma que
v€ =  we +  Feue,
y como lím^o-Fe^e =  0 entonces (u, v) G f{A ) . ■
Corolario 3.2 Sean A  G M  y f (z)  = (a,fj,)(z~1) G T  de forma que 
f ( z )  G T.  Entonces
f (A ' )  = f(A)*.
Demostración. Por el teoremas 3.5 y 3.8 se tiene
/ ( ( i + A r 1) =  / ( ( i + ^ r 1r ,
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de donde, tras tomar inversos,
/(1  +  A*) =  /(1  +  A)*.
Por la proposición 3.6 aplicada a ambos miembros de la última igualdad
/ ( I  +  AY  =  (f(A) +  F , r  =  f (AY + í  ~  j ?  M t )
JR+ I  +  t  i+ *
y
/ ( I  +  A')  =  f(A*) +  i
J R+ 1 +  t  *+*
Por consiguiente, al estar el sumando común en C(X*),  se obtiene la 
igualdad deseada. ■
Corolario 3.3 Sean A £ M  y f (z)  £ %. Entonces A £ C(X) si, y sólo 
si, f (A)  € C(X).
Demostración. Por el teorema 3.5 si A £ C(X)  entonces f (A)  £ C(X).  
Recíprocamente, si A £ £ ( X )  entonces 0 € a (A-1). Si 0 € p(A) entonces 
por el teorema espectral para operadores acotados y el teorema 3.8
0 =  /(O) € {f(z)  : z  € a  (A-1)} =  =  ^( / (A) -1),
con lo que f (A)  ^ £{X).  Si 0 € cr(A) consideramos el operador 1+A  que 
está el las condiciones anteriores por lo que se verifica /(1  +  A) ^ £{X).  
Por la proposición 3.6 se concluye que }{A) £ C{X).  ■
En el siguiente corolario se establece que nuestra construcción coin­
cide, al menos, con la de Martínez-Sanz (véase [MS2]) en el caso más 
interesante, esto es, cuando f (z)  y f (z)  están en la clase T. (Obsérvese 
que también coinciden por ejemplo sobre la clase 5o).
Lem a 3.3 Si f (z )  £ T  y A £ M  entonces
(1 +  A) f (A)  J? =  (1 +  XA) f (A)  J t  VA > 0.
Demostración. Sea A > 0. La relación
f (A)  j £ u  =  ¿  (f(A) J f u  +  (A -  1) f (A)  J fa) ,  Vm 6 X,
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implica sin dificultad que el dominio de ambos operadores es el mismo. 
Sea u G X  de forma que f ( A ) J^u  fl D(A ) ^  0 . Entonces
(J? + XA,) f (A)  J£u = f (A)  J*u,
de donde
(1 +  XA) f (A)  J f u  =  (1 +  A) (J? + A ^ ) f (A)  J f u  =  (1 +  A) f (A)  J*  u.
■
Teorem a 3.9 Sean A  6 A i y f (z)  =  (a,fi)(z~1) € T  que no se anula 
con f (z)  =  (á,fi)(z~1) € T.  Se cumplen:
(i) f (Á)  es cerrado. En particular
f (A)  =  líminf f ( A  + e).
(ii) Si A es univaluado entonces
f (A)  = (1 +  A) }{A){ 1 +  A)~l =  S  +  AT.
Si además A  es densamente definido, entonces
f (A)  =  Wf (A).
Demostración, (i) Por el teorema 3.8 / ( I  4- A) tiene inverso en C(X)  
luego es cerrado. Por la proposición 3.6 f (Á)  es cerrado al ser suma de 
un operador cerrado con un operador acotado.
(ii) En primer lugar como, Vtt € X,  se tiene
Wf (A) (1 +  A)~lu =  (1 +  -  í  Jfud(i(t)} +  /  J f u M t ) ,
7[o,i] J[ o,i]
se obtiene fácilmente la igualdad
( / +  A) }(A)  ( /  +  A ) '1 = S  + AT.
Por la proposición 3.4 tenemos
Wf (A) C f (A)  C A T  + S,
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donde todos los operadores relacionados son univaluados. Sólo resta pro­
bar que si u G X  con f(A)(l-\-A)~1u n D ( A ) ^  0  entonces u G D(f(A)).  
Cuando A  tiene inverso acotado, si v = Wf(A)(l  -I- A)~lu G D(A) y 
w =  (1 -f- A)v , entonces
(1-bA)~lu =  (i4_1)(l-f-i4)_1ií; =  a(\+ A )~lw+ f  (A~l )t( \+A)~lw di¡i(t).
J[  0,oo[
Como la resolvente conmuta con / ( A -1), por que lo hace con (i4_1)t para 
t > 0, entonces
(l + A ) - 1(f (A~1) w - u )  = 0,
deduciéndose de ello que u =  f {A~l )w, es decir, w =  f (A)u.
Para un A  G M  arbitrario consideramos el operador A  +  e para un 
e > 0 que tiene inverso acotado y que por lo tanto verifica la igualdad
f {A  +  e) =  (1 +  e +  Ai) f {A  +  e) (1 -1- e 4- Ai)
Luego si/(> l)(l +  A)~lu G D(A) tenemos, aplicando el lema anterior, 
que f (A)(  1 -1- e +  A)~lu G D(A). Por la proposición 3.6
f {A  +  e) (1 +  e +  A) =  f (A)  (1 -I- e -I- A) -1- F€(l e +  A) 1u
— f{A)  (1 +  e +  A) +  (1 +  e -I- Á) 1Feu,
de donde, al estar el elemento de la derecha de la última igualdad en 
D{A), obtenemos que u G D( f(A  +  e)) =  D(f(A)).
Para la segunda afirmación como f (Á)  es cerrado obtenemos el resul­
tado si comprobamos que
AT + S  C Wf(A).
Sea u G X  tal que Tu  G D{A). Teniendo presente que A  es densamente 
definido se puede afirmar:
lím J*u  =  u y lím Wf(Á) j £ u  = lím J \ ( A T  +  S)u = (AT + S)u ,
A—>0 A—*0 A—»0
y por tanto Wf(A)  es una extensión de AT + S. ■
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Proposición 3.7 Sean f (z)  = (a,fi)(z J) e T  con f (z)  =  (a, ¡í)(z €
T  y A  6 .Ad. «Se verifican las siguientes afirmaciones:
(i) Si //({0}) =  0 y a =  0 entonces
D(A)  C £>(/(A)) C £>(A),
?/ eí operador Wf(Á) es cerrable con
Wf (A) = f ( A )D = f ( A D).
(ii) Si /x({0}) 0 entonces
Wf ( AD) =  /(A)¿> =  f ( A D).
(iii) i?n Zos dos casos anteriores se tiene
Km f ( A  +  e)D = f ( A )D.
Demostración, ( i)  Sabemos que D(A)  C  D(f(Á)  con Wf(A)u  E 
f {Á)u , Vu € D(A).  Para probar que D(f(A)  C  .D(A) basta observar 
que
D ( f ( A ) ) = R ( f ( A ) ~ 1) = R ( f ( A - 1)),
y comprobar que si g € T  con <7(0) =  0 y B  € A4, entonces R(g(B)) C  
R(B).  Ahora bien, por definición de g(B) es inmediato que
Por otra parte,
Wf(A)u = au+ [  Atudp(t)  € D{A), Vi¿ € -D(A),
7]0,oo[
luego W/(A) f l  .D(A) x D(A) = Wf(A).  Es ya evidente que f {A)p  es 
un operador cerrado y univaluado puesto que f (A)  0  f l D(A) C  A0 D  
D(A) =  { 0 } .  Por tanto, Wf{A) es cerrable y Wf(A)  C  f(Á)i).  Sea 
(u,v) e  f {Á)D; como
(Jjfu, J »  6  / ( i 4 )  n  D(A) x B ( ¿ )  =  W > ( i4 )
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y Iípia—o (Jfu,  J£v) =  (u,v) entonces (u, v) G Wf(A).  En definitiva
W f f f i  = f ( Á )D• _______ _____  _______
Es ya evidente que }{Ad) =  Wf(An)  C Wf(A).  Sea v — Wf(Á)u; 
como
lím Jjfu =  u y lím W¡{Ad) J\U  =  lím Wf(A) J ^u  =  v,
entonces v =  Wf(Ar))u, obteniéndose así la otra inclusión.
(ii) Sabemos que f {A)n  es un operador uniforme y cerrado que ex­
tiende a Wf(Azj) luego /(4 d )  Q Í (Á)d - La inclusión restante se prueba 
como en el caso anterior.
(iii) Para probar la convergencia puntual indicada notar que por la 
proposición 3.6 se tiene
f ( A  +  e)D =  f ( (A  +  e)D) = f ( A D +  e) =  f ( A D) +  Fe = f (A ) D +  Fe.
m
Corolario 3.4 Sean f(z)  =  (a,p){z~l ) G T  con f(z)  =  (a,Jl)(z~1) G T  
y A £ Ai.  Se verifican las siguientes afirmaciones:
(i) Si /í({0}) =  0 y a =  0 entonces
R(A) C R(f(A))  C R(A), 
y el operador W-^A-1) es cerrable con
Wj(A- i) =  ( / ( A U ) - 1 = f ( A R) - \
(ii) Si £t({0}) 0 entonces
W ¿Áj*) = ( / ( A U ) ' 1 = / ( A r ) - 1.
(iii) En los dos casos anteriores se tiene
lím / ( A  + e)R = / (A ) r -
A—*0
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Demostración. Aplicar la proposición anterior a A 1 y /  para obtener
(i) y (ii) . Para probar (iii) úsense las relaciones siguientes:
/(A  -f c)r =  /((A  +  e)ü) =  í (Ar + e) =  / ( Ar) +  Fe =  }{A)r +  F6.
C orolario 3.5 Sean f (z)  = (a,n)(z 1) € Tq y A  G A4. Entonces 
Í(Ad)  £  /(A ) si, ?/ solamente si, D(A) £  X.
Demostración. Por la proposición previa }{Ad) =  /(A)¿>. Supon­
gamos que .D(A) $1 A". El corolario 3.1 nos asegura que i ?(A) C R(f(A)),  
y la proposición 2.5 que existe G i2(A) con u ^ D(Á). Entonces tene­
mos que existe (u, v) G /(A ) que no está en / ( A j o ) .  La otra implicación 
es obvia. ■
Teorem a 3.10 Sea A  G M .  Si f (z)  = (a,fi)(z~1) G % entonces
AO =  /(A)0,
y
(3.13) f (A)  =  (1 -l- A) f (A)  (1 -I- A)-1 | ~d(a) — S  +  A T  |
Demostración. La inclusión /(A )0 C AO es siempre válida. Sea 
(0, v) G A. Como /(A )-1 =  /(A -1) entonces basta probar que (v,0) G 
/(A -1). Sea f ( z )  = (0,Jí)(z~1). Tenemos
(A-1)x+tA x+x =  (1 -  JA_) Jjf
luego
I  <gi(t) < M(A) (M(A) + 1) \\j*v \\ \n ([0,1]),
y por tanto,
j/m í  (A -1)x+tA x+1v d¡í(t) = 0. 
a -> o y  [o .i]
Este hecho permite afirmar que




f  (A -^ tvd J íi t)  =  f  i  j£vd,JÍ{t) =  0,
entonces (v, 0) G /(A -1). Queda así probada la inclusión A0 C f ( A ) 0.
Probemos ahora la primera igualdad de (3.13). Sea (u, v) G /(A); 
sabemos que (l+ A )-1v G /(A )(l+ A )_1i¿ con lo que v G (1+A) f (A)  (1+ 
A)~lu. Como f (A)0  =  (1 +  A) f (A)  (1 +  A)-10 entonces para deducir 
la igualdad buscada es suficiente con demostrar la inclusión de dominios 
que aún desconocemos, es decir, si u G D(A)  es tal que f (A) ( l  + Á)~1uC\ 
D(A)  0  entonces u G D(f(A)).
Comencemos probando el resultado buscado en el caso de que 0 G 
p(A). Sean u G D(A) tal que v =  +  Á)~lu G D(A)  y w G
(1 +  A)v. Basta comprobar que
u = f (A~1)w=  f  {A~l)tw djí{t).
JR +
Ahora bien, como tenemos
/(A -1)(l +  A)~lw =  (1 +  A)~lu
y la resolvente conmuta con /(A -1), por que lo hace con (A~1)t para 
t > 0, entonces
(1 +  A)~l ( f (A~l )w -  u) = 0.
Por lo tanto, al tener que f {A~l )w G D(A), se obtiene que u = /(A - 1)u;.
Para un A  G M  cualquiera razonaríamos exactamente como en el 
apartado (ii) del teorema 3.9.
Finalmente, como Vu G D(A) se tiene
f(Á)E>(l + A)~1u = (l  + A)~1[Su— f  j f u  dfi(t)] +  f  Jfudfi(t),
J[ 0,1] j[ 0,1]
podemos confirmar la validez de la segunda igualdad de (3.13). ■
N ota  3.7 Razonando como acabamos de hacer se tiene también que 
f (A)  = a +  [  At dp(t) +  A í  J f  dfj,(t) | d(Á), V6 > 0.
./]6,oo[ */[0,6]
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Obsérvese que en las condiciones del teorema anterior no se puede 
esperar, como sucede en el caso univaluado, que f (A)  — (l+ A ) f (A)  (1+ 
i4)-1 (teorema 3.9), puesto que esta relación implica que A  es univaluado. 
En efecto, por la anterior igualdad si u £ X  es tal que f ( A)(l  +  A)~luCl 
D(A)  0  se tiene que u £ D(f(A))  y por tanto está en D(A),  luego si 
v £ AO tenemos que
o e f ( A ) ( i  + A ) - lvn D ( A ) ,
lo que implica que v € D(A),  y por consiguiente v =  0. No obstante, 
cuando /¿({O}) ^  0 si que es cierta la igualdad f (A)  =  S  +  AT.
En el resultado anterior si / ( 0 ) ^ 0  la conclusión que extraemos es 
que f ( j4)0 C D( f (A) j. Si adicionalmente f  £ T+ (=> f  £ So) se llega a 
que f ( j4) es univaluado. Por tanto, no es cierta en general la fórmula de 
diagonalización.
C orolario 3.6 Sean f ( z)  =  (0,/z)(2-1) £ T,  con f (z)  =  (a,/2)(z-1) £ 
T,  y A £ Ai .  Entonces
KeiA = Kerf(A).
3.4 Fórmulas del producto.
Consecuencias.
T eorem a 3.11 Sea A £ M .  Si f , g  £ T0 con h = f  g £ %  entonces
(3.14) h{A) = f (A)  g(A) = g(A) }{A ).
Demostración. Como el operador A  +  e, con e > 0, tiene inverso 
acotado por la fórmula del producto para operadores acotados (teorema 
3.0)
g((A +  e)-1) f ( (A  +  e)-1) =  h((A +  e)-1), 
de donde, teniendo en cuenta el teorema 3.8 y tras tomar inversos,
f ( A  +  e) g{A H- e) =  h(A +  e), Ve > 0.
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Sea {u,v) E h(A). Por la proposición 3.6 para cada e > 0 existe un 
operador acotado He de forma que
v +  Heu E h(A +  e)u =  f ( A  +  e) g(A +  e)u = f ( A  +  e) g(A +  e)Du ,
y con límA-fO ||#e|| =  0. Por la proposición 3.7 tenemos
lím g(A +  e)Du =  g(A)Du,
luego
(g(A)Du,v ) Glímmf / ( ^  +  c) =  /(^)> 
es decir, (u, u) G /(>4) Nótese que tenemos
h{A)0 = A0 = f(A)g(A)0,
por lo que para concluir la igualdad buscada, bastar con probar la in­
clusión de dominios que queda pendiente. Si (u,v) G f (A)  g(A), es decir 
(g(Á)DU,v) G f ( A ), entonces por la proposición 3.4 y la inclusión que 
acabamos de probar
(1 + A)~1v G f ( A ) ( l  + A ) - 1g(A)Du = f (A)g(A)D( l + A ) - 1u 
° = h(A){ 1 + A)~l u ,
esto es,
h(A)(l + A)~1u n D ( A ) ¿ 0 ,  
luego, por el teorema 3.10, u G D(h(A)).  ■
Revisando la anterior demostración se observa que ésta es válida para 
operadores univaluados exigiendo únicamente que las tres funciones y 
sus respectivas reversas estén en T. Como veremos en los siguientes 
resultados el caso anterior no es el único en el que se verifica la fórmula 
del producto.
Teorem a 3.12 Sea A  G M .  Se verifican las siguientes afirmaciones:
(i) Si f  e T  y g E So de forma que h = f  g E T , entonces
g ( A ) f ( A ) C h ( A ) C f ( A ) g ( A ) .
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Si además f  G «So se verifica (3.14).
(ii) Si f  G T+ fl5o no se anula y g G % de forma que h = f  g G %, 
entonces se tiene (3.14).
(iii) Si f ,g  G T+ no se anulan y h =  /  g G T+ entonces se verifica la 
fórmula del producto (3.14).
Demostración, (i) En primer lugar, por la fórmula del producto para 
operadores acotados,
h(Ax) =  f ( A x) g(A\)  =  g(Ax) f ( A x), VA > 0.
Sea (UjV) € h(A). Existe una red { i¿ a } a > o  en X  tal que
lím ux = u y lím h{Ax) ux =  lím f ( A x) g(Ax) ux =  v.A—*0 A—»0 A—»0
Como límA_>o <7(4x)  ^ = u y la red de operadores acotados {p(-Aa)}a>o 
está uniformemente acotada se tiene que
lún g(Ax) ux =  g{A)u,
luego por definición (g(Á)u,v) € }(A)  y consecuentemente (u,v) G 
f (A)9(A).
Consideremos ahora (u, v ) G g(Á)f (A) .  Existe w G f (A)u  con v =  
g(Á)w. Por definición de }{A) existe una red { u a } a > o  en X  tal que
lun ux = u y  lím f ( A x) ux = w.
Razonando como anteriormente se obtiene
lím h(Ax) ux =  lmi g(Ax) f ( A x) ux = v ,
lo que implica que (u, v) G h(Á).
Finalmente, si de forma adicional /  G 5o es ya evidente que se da la 
fórmula del producto.
(ii) Si f ( z )  =  (a, ¡x){z~l ) G T+ entonces con la notación de la sección 
3.1 se tiene que f ( z )  =  (6, v)(z) G 5o con b > 0. Por el apartado previo
f ( A ) g ( A ) C h ( A ) C g ( A ) f ( A )
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donde
m  = b+ (t + A ) - l dv { t ) eC{X) .
J] 0,oo[
Como f (A)  g(A)0 =  AO =  g(A) f ( A )0 entonces para probar la fórmula 
del producto basta con mostrar que si u G X  es tal que f (A)u  G D(g(A)) 
se tiene necesariamente que u € D(g(A)). Por la proposición 3.6
/(I  +  A) =  f (A)  + F, = f (A)  +  f  - J -  JtA du.(t).y]0,oo[ 1 -+-1 i+*
Por ser A  cerrado y
L  + ,7¿Mí*).J]0,oo[ 1 +  t !+* */]0,oo[ t
entonces F\u G D(A)  C D(g(A)), de donde
f ( l  + A )ueD(g(A) )  = D(g( l+A)) .
Ftazonando de nuevo a partir de la fórmula del producto para operadores 
acotados se tiene:
f { l  +  A)g( l  +  A ) = g ( l  +  A ) f ( l  +  A).
Por tanto, u G D(g( 1 +  ^4)) =  D(g(Á)).
(iii) Este caso se reduce a alguno de los casos ya estudiados. En efecto, 
aplicamos el teorema 3.11 si f , g  G 7ó, si /  G So y g G % entonces es la 
primera parte de este apartado la que debemos considerar, mientras que 
en el caso restante utilizamos el apartado (i) del presente teorema. ■
N ota  3.8 En el apartado (i) del teorema anterior no podemos esperar 
que se produzca en general la igualdad, pues si tomamos f ( z)  =  (1 +  z) G 
T0, g(z) = G «So (notar que no tiene reversa), h(z) =  1 G T+ y si A  es 
propiamente multivaluado, las dos inclusiones del enunciado son estrictas. 
Este mismo ejemplo pone de manifiesto que la condición f ( z )  eT+HSo  
en el apartado (ii) no se puede sustituir por f ( z )  G «So-
Obsérvese nuevamente que si f (z)  G T+ entonces f (A)  G M .  Para 
A > 0 sabemos que 1 — \ f \ {z )  G «So, 1 +  Af (z)  G T+ y  su producto está 
en T+, luego 1 C (1 +  Xf(A))(l  — Xfx(A)) e (1 -A f \(A))  (1 +  Af (A))  C 1, 
de donde (1 +  A /(d ))"1 =  (1 -  Af x(A)) G C(X)  y M(f(A))  < M(A).
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Para a  G C, con 0 < a < 1/2, la familia {S(t)}t>o de operadores de 
C(X), obtenidos a partir de las funciones del ejemplo 3.3,
1 f°°
S(t) =  e~tz°(A) =  — /  e~ts cos a7rsen ( tsQ senan) (s +  A)~l ds, t > 0, 7r jo
y 5(0) =  1, verifica la propiedad de semigrupo, es decir,
S(t\) S(t2) =  5 (^ 2) ^(^í) =  5(ti +  ¿2)? Víi,Í2 ^  0.
La siguiente propiedad permite, si ese es el proceso que se desea seguir, 
extender por aditividad el concepto de potencia fraccionaria a los a  € C 
son R ea  > 1.
Corolario 3.7 Sea A  6 M .  Si f (z)  =  (a,/z)(z-1) € % con ¿¿({0}) =  0 
(f{z) €T+) entonces
A = f (A)J(A)  = J(A) f(A).
Demostración. En las condiciones pedidas a /  se tiene que /  € 7ó, 
íuego basta con aplicar el teorema 3.11. Si / (z) 6 T+ entonces /  e  T+, 
y en consecuencia, las identidades buscadas se obtienen por el apartado
(iii) del teorema 3.12. ■
Corolario 3.8 Sea A  € A i. Si f (z),g(z)  G T+ de forma que existe 
h(z) 6 T+ con g(z) =  h(z) f ( z )  entonces
( /  +  g)(A) = f (A)  + g(A).
Por tanto, el operador f (A)  +  g(A) es no negativo.
Demostración. Como hemos visto en el teorema 3.12 se da la fórmula 
del producto en T+, luego:
h(A) }{A)  =  g(A) =  f (Á)  h(A)
y
(.f  + g)(A) =  (1 +  h(A)) f (A)  = f (A)  (1 +  h(A)), 
con lo que se comprueba de forma trivial la propiedad enunciada. ■
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Corolario 3.9 Sea A  G M .  Si f(z)  =  (a,/¿)(z *) G T+ con /¿({0}) > 0 
entonces
f (A)  = Wj(A).
Demostración. Por la proposición 3.4 sólo resta probar que D(f(A))  C 
D(A). Definimos g(z) = f (z)  — /¿({O}) z G T+. Como
f ( z )  =  g(z) (1 +  m({0})s(z)),
y (1 +  fj,({0})~g(z)) G T+, entonces por la fórmula del producto en T+ y 
el corolario 3.7
f (A)  =  (1 +  K { o m A ) ) g ( A )  = g(A) + ^({0}) A,
de donde, como D(A)  C D(g(A)), se obtiene la inclusión de dominios 
deseada. ■
3.5 Ley de la com posición y teorem a de la 
aplicación espectral.
Esta sección la empleamos en primer lugar para incluir la composición 
de funciones entre las operaciones del Cálculo Simbólico, y en segundo 
término para establecer relaciones entre el espectro de A  y de f (A)  para 
A £ C(X)  (caso que excluimos puesto que el teorema de la aplicación 
espectral para los operadores de C(X)  fl M  ya ha sido probado en el 
teorema 3.5).
Teorem a 3.13 Sea A £ M .  Si f (z)  =  (a,/x)(z-1) € %U So ( D T+) y 
g(z) =  (6, í/)(¿-1) G T+ entonces
f(g(A)) =
Demostración. Destaquemos para empezar que el operador f(g(A))  
está bien definido pues g(A) G M ,  y lo propio se puede decir de (fog)(Á)  
ya que en el teorema 3.3 se demostró que /  o g € T  (incluso en la clase 
T+ si /  G T+). Supongamos en primer lugar que /  G %. Si g toma el
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valor cero el resultado es trivialj^por tanto podemos asumir que ésto no 
sucede. Con nuestra hipótesis ( /  o g)(z) =  f(g(z)) £ T, luego por la ley- 
de la composición para operadores de C(X)  fl M ,
f(ff((A + e)-1)) =  ( /  O g)((A + e)"1), Ve > 0,
y al tomar inversos
f (g(A + e)) = ( f og ) ( A  + e), Ve > 0.
Por el corolario 3.7 tenemos que
límmf ( /  og)(A + e) = ( f o  g)(A),
luego para concluir la demostración es suficiente con probar que
iímmf }(g(A +  e)) =  f(g(A)).
Por el teorema 3.10, recordando que siempre D(g(A -f e)) =  D(g(A)),  
Ve > 0, se tiene:
/(p (^  +  €)) =  a +  í  g(A + e)t dfj,(t)+g(A + e) í  dfi(t)\D^A))JJl.ool J[  0,1]
y
f t s (A))  = a + ¡  ,9{A)tdii{t) +  g(A) í  j f A)
J) l,oo[ J[  0,1]
La proposición 3.6 afirma que, Ve > 0, existe un operador Ge £ £(X) ,  
con lím ^o^e =  0, de modo que g(A +  e) =  g(A) +  <7e; por consiguiente, 
teniendo en cuenta que las resolventes de A  y de g(A) conmutan, se 
obtiene la relación:
í  { j f Á) -  J?(A+£)) dn(t) =  Ge /  t J?(A+€) j f A)
J[ o.i] y [0,1]
Como el rango de este último operador de C(X)  está contenido en D(g(A)) 
con




f (g(A + e)) = f (g(A))+ í  (g(A +  e)t -  g(A)t) dg,(t)
+g J  u ? iA+e) j f A)
J[0,1]
Los dos últimos sumandos representan un operador acotado que lla­
mamos Fe y se verifica
IIF.II <  M { A f  [||G.|| H  ([0,1]) +  /  ( /  - ± -  * * { » ) )  d  M (<)]■
J]l,oo[ J]0,oo[ 1 +  es
El segundo sumando de la última expresión converge a cero cuando e —♦ 0 
por convergencia dominada ya que
lím í  ——— dvt{s) =  0, > 1,
e - o  7)0,oo[ 1 +  es  w
y r
L íT r r J 1/t^  - 9tW - 9t^ 'J]0,oo[ 1 + 6 5
donde gt{\) — pt(0) es |/¿| (t) - integrable en ] 1, oo[. Por lo que acabamos 
de razonar
lím ||F.|| =  0, 
hecho que nos conduce sin dificultad a la relación
}{g{A)) C límmf f (g(A  +  e)).
Sea (u,v) elím inf€_>o f (g(A + e)). Por definición, existe (ue,ve) € 
f{g(A +  e)) de modo que
lím (uejv€) =  (u,v).
Por lo ya demostrado se tiene que, Ve > 0, existe (ue,we) £ f(g(A))  de 
forma que v€ = we + Feue, y como límc_o^€ ue =  0 entonces (u,v) €
M A ) )  =  f (s(A)).
Finalmente supongamos que /  € «So- Por la ley de la composición para 
el caso acotado
ñ9(Ax))  = ( f o g ) (A >¡), VAX).
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Basta pues tomar límites cuando A —> 0 en la anterior igualdad teniendo 
en cuenta que lím infa_*o^a =  A  con M (A\) < máx {M(A), 1} y la “con­
tinuidad” probada en la proposición 3.5 para las funciones de «So- H
Teorem a 3.14 Sea A  G M  con A £ C{X). Se tienen las siguientes 
afirmaciones:
(i) Si f (z )  =  (a,/x)(z_1) G % entonces
{ / ( s )  : s € c{A)} c <r{f(A)).
(ii) Si f(z )  G »So entonces
° ( f ( A )) = {/(*) : s € <?{A)} U {/(oo)}.
(iii) Si f(z)  e T + \S o  entonces
ff( f (A )) =  {/(*) : s 6 o(A)}.
Demostración, (i) En primer lugar si s € o-(Á) es no nulo entonces 
/(*) -  /(*) =  ( « - « )
con
h { z )=^{ 0 } ) + (i+t s ) ( i +t z ) M t ) =^ +L  r b  M r ) '
siendo dv(r) =  *) en ]0, oo[ y ^({0}) =  0. Tenemos h(z) G 5 o
puesto que
f  -  d v i r )  =  f  —— — d f i ( t ) .
JR+ r  J] 0,oo[ 1 +  t s
Por el teorema 3.12 son ciertas las inclusiones
h(A) (A -  s) C f (A )  -  f(s)  C ( A - s )  h(A) ,
pues por la proposición 3.5 se tiene f (A )  — f(s) — (f{z) — f(s))(A). Si 
f(s)  G p(f(Á)) de la primera inclusión se deduce que A — s es suprayectivo 
y de la segunda que es inyectivo; en consecuencia, al ser un operador
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cerrado, (A — s)~l G £(X ), lo que contradice la elección de s. Así 
deducimos que f(s )  G a(f(A)).
Analicemos ahora el caso que hemos excluido. Si 0 G cr{A) vamos 
a comprobar que a =  /(O) € <r(f(Á)) con lo quedará probada nuestra 
afirmación. Como comentamos en la nota 3.7 tenemos que para todo 
6 > 0
f  {A) ~  a = L At dfi{t) +  A i  Jt dp(t)y]6,oo[ '
Nótese que
f HAII d H ( t )  <2(M(A) +  1) /
•/]6,oo[ «'JfriOo[ 1 T  I
si b —> oo. Si suponemos que a G p{f{A)) tenemos:
A L M dfí^ Id(aJ =  [1 -  £  ,At (f ( A) -  “ ) _ 1  W] a),*/[0,6] 1 J]b,oo[
luego, eligiendo b suficientemente grande, el operador A  Jjob] d¡i{t)\-^^ 
es invertible en C(X). Si (u, v) G A  entonces
í  , JiVdfi(t) 6 A f  Jfud[i(t), J [0,6] J [0,6]
por lo que (u,0) G A  implica 0 G A  Jjo b] J fu d p ( t ), de donde u = 0, es 
decir, A  es inyectivo. Como evidentemente R(A) = X  y A  es cerrado, se 
tiene 0 G p(A).
(ii) Si f ( z )  G «So entonces f( z )  = (a,p)(z~1) G T  con
f(A ) = a+  í  A t dp(t),
j ] 0 ,cx)[
donde la integral es convergente en C(X). Por tanto, considerando la 
notación introducida en el teorema 3.5, f(A )  G £  C (£c)c, y razonando 
como en el citado resultado, pero teniendo presente que A £(X ),
° ( f(A ))  = {a+  f  T~T~Z dn(t) : s € &(Á)} U {a +  í  \d ii{t)},
J]0,oo[ 1 +  S t  -/]0,oo[ t
siendo válida la última igualdad por el hecho de que las formas lineales 
conmutan con la integral si u(At) es /z(t)-integrable, lo que sucede para 
todas las u G JC.
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(iii) Por la elección de /  sabemos (ver teorema 3.6 ) que f (A )  es no 
negativo con f (Á ) \  =  f\{Á), VA > 0. Además, por el corolario 3.3 
f (A )  C(X), así que por la proposición 2.7
*(f {A)x) =  : « € «r(f(A))}  U { i} .
Puesto que por el apartado anterior aplicado a }\  tenemos 
°Ux{A)) =  { h ( s )  : ,  6 c(A)} U {±}, 
se concluye la relación apuntada al igualar <j(f(A)\) con a(f\(Á)). ■
88
Capítulo 4 
Potencias fraccionarias de 
operadores lineales 
mult ivaluados.
En el presente capítulo obtenemos una teoría de potencias fracciona­
rias de operadores lineales multivaluados no negativos para exponentes 
q G C  con Re a  ^  0. Para 0 < Re a  < 1 el Cálculo Funcional construido 
proporciona la mayoría de las propiedades deseables de una teoría de 
potencias que pueda calificarse como tal.
Este concepto podría extenderse a exponentes con Re a  > 1 por adi- 
tividad. No obstante, hemos preferido dar una definición global basada en 
la fórmula de diagonalización, que recordemos relaciona el caso denso con 
el multivaluado. Este tipo de extensión no es nueva: ya Martínez-Sanz 
en [MSI] proponen una definición de potencias fraccionarias para ope­
radores univaluados mediante esta técnica. Esta construcción permite 
utilizar, cuando sea factible, los resultados sobre potencias fracciona­
rias para operadores no negativos densamente definidos de la que existe 
una vasta literatura: véanse por ejemplo [Ba], [Kol], [MSM] y [MS2]. 
Como veremos, la obtención de algunos resultados importantes pasará 
inevitablemente por el Cálculo Operacional propuesto en el capítulo an­
terior, esencialmente debido a que es necesario “salirse” del ámbito de 
los operadores densamente definidos.
La ampliación de la teoría a exponentes con Re a < 0 se realiza, como 
era presumible, mediante la relación A a =  (A-1)~a .
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4.1 Construcción de las potencias 
fraccionarias. Aditividad.
Definición 4.1 Sean a  E C con R ea  > 0 y A  E M . Llamaremos 
poten cia  fraccionaria base A y  de exponente a al operador lineal 
Aa determinado por
D(Aa) =  {u E D(A) : (1 +  A)~1u E D(ADa) y A Da (1 +  A)~lu E D(A)},
Aau = (1 +  A) ADa (1 +  A)~lu, Vu E D(Aa).
N o ta  4.1 Sea a  E C  con 0 < Re a  < 1. Como comentamos en el ejemplo 
32 sen olít f°° z , . . _ . _z — ---------  / t    di, V ^ e C \ M _ .
7T JO 1 + t Z  '
Por tanto, la función está en la clase 7o (incluso en T+ si a  es real). Por 
el teorema 3.5 para A  E C(X) fl M  tenemos
sena7r r°° , sena7r r°° „ . v i . ,A Q = --------  / r aAt dt = --------  / ta~l (t +  A ) '1 Adt.7T JO 7T JO
Siguiendo la construcción del Cálculo Funcional, para A  E M  se puede 
definir
Aa =lím inf (A\)a. a-»o v '
Por el teorema 3.10 se tiene
AQ = (1 + A) A Da(l + A ) -1 1-----I D(A)
= ^ ^ ( J ^ r aAt dt + A j \ - aJtÁd t \m ),
que coincide con la definición dada.
El Cálculo Funcional proporciona directamente una serie de propiedades 
que enunciamos en el teorema siguiente.
Teorem a 4.1 Sean A € M  y a,P  € C con Rea, Re/? E]0,1[. Se 
cumplen las propiedades que relacionamos a continuación:
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(i) A a es un operador cerrado con
AaO = AO, Ker A a =  Ker A, 
D (A )C D (A Q)C D (A )  y R(A) C R(Aa) C R (Á j.
(ii) D(Aa) = D((A  +  e)a), Ve > O, y
Aa = líminf (A +  e)a .e->0 V '
(iii) A  G C(X) si, y sólo si, AQ G C(X).
(iv) El operador univaluado
c p -n  ( \ ‘TT fOO
W*(A) =  {(n, /  t~aAtudt) G X  x X  : u € D(i4)},7T JO
es cerrable con
W J A j  = AaD = A Da.
En particular, si A  es densamente definido entonces Aa = Wa(A). Además, 
si D(A) £  X  entonces Arf* £  Aa.
(v) Si Im a  =  0 entonces Aa G M. con
T¿« sena7r f°° XtQ .
J* = ----------  /  ----- -------------------- ToTñ— (¿ +  ^ ) VA >  0,7r Jo 1 +  2Xta cosan -f A2í2a
y M (A a) < M(A).
(vi) Aa (J£)au =  (>U)Qu +  -40, Vn G X, y ( j£ )a Aau =  (>U)au, Vn G 
D(Aa).
(vii) Si Im a = ImP  =  0 entonces para todo a, b > 0 se tiene que
aA a + bAP e M .
(viii) Para toda sucesión {an}nGN en ]0,1] con limite a > 0 se cumple
Aa = líminf Aan.
n—>oo
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(ix) (Aa)-1 =  (A_1)a .
(x) (A *)° =  (AQ)*.
(x i) Si Im a  =  O entonces (Aa)P = Aaf3.
(x ii) Si Re (a +  /?) < 1 entonces
AaA 0 =  ApAa = Aa+Í3, 
y por consiguiente D(Aa) C D(A^) siempre que Re /? < Re a.
(x iii) A  =  Aa A l~a =  A l~a Aa. La propiedad anterior es válida bajo la 
condición Re (a +  (3) < 1
(x iv )  Si A  € C(X) entonces
(4.1) o{Aa) = {za : z e  <r(A)},
mientras que cuando A  ^ £(X ), si Im a  =  O se tiene (4.1) y en otro 
caso se da, al menos, la inclusión D de la citada igualdad.
N o ta  4.2 La propiedad (xiii) es la que nos permitiría extender por adi- 
tividad el concepto de potencia fraccionaria a exponentes a  € C con 
R ea  > 1. Obsérvese que siguiendo este proceso, si elegimos un natural 
n  con n  > Re a  > 0, entonces es fácil convencerse de la validez de las 
siguientes igualdades:
=  (A *)»=  ( l+ ¿ )»  A D° { l+ A ) - n | ^ =  (1+ A )A Da ( l+ A )-1 | ^ ,
llegándose de nuevo a la definición propuesta.
Teorem a 4.2 Sean A  € M  y a  € C con R ea > 0. Se tiene que Aa es 
un operador cerrado.
Demostración. Sea {(un, ^n)}rteN una sucesión en Aa convergente a 
(u,v). De entrada u € D(A). Puesto que
(1 +  A ) 1Un —► (1 +  A)
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A d** (1 4- Á) 1un — (1 +  A) 1vn —► (1 +  A) 1'ü 
y es A d * cerrado, entonces (1 +  A)~lu G D(Ar>a) y
A¡ya (1 -f- A) 1tí =  (1 +  A) lv G D(A ), 
teniéndose por tanto que (u,v) G Aa. ■
El resultado clave para comprobar que se dispone de una teoría satis­
factoria de potencias es la aditividad que nos permitirá, cuando sea nece­
sario, recurrir a la teoría proporcionada por el Cálculo Funcional paxa 
exponentes a  con 0 < Rea  < 1. Necesitamos el siguiente resultado auxi­
liar.
Lem a 4.1 Sean a  G C con R ea > 0 y A € M .  S iu  G D(Adq) y existe 
algún z G C con zu — Ai)au G D(A) entonces u G D(Ad).
Demostración. Supongamos primer lugar que 0 < R e a  < 1 . De­
terminamos n  entero positivo de forma que si /? =  (1 — a ) /n  entonces 
Re/? <R e a .  En particular D(Ai)a) C D { A ^ ) .  Como por la propiedad
(iv) del teorema 4.1
zu -  ADau G D{A) C D(A^d ) = D(Ad0),
entonces Ar>au G D(Ad^), de donde, utilizando la aditividad
u G D(ADa+(3) C D{AD2f3).
Repitiendo el argumento n veces concluimos que u G D(ADa+ní3) = 
D(Ad ).
Si R ea  > 1 elegimos /? G C con 0 < R e/3 < 1. Razonando como 
anteriormente se tiene A nau G D(Ad^) y de nuevo por aditividad
u € D(ADa+l¡) =  D{ADa^ ~ lAD) C D{Ad ).
Teorem a 4.3 Sean A E A i y a, /? G C con R ea > 0 y Re (3 > 0. 
Entonces
AaAp = A^AQ =  Aa+I3.
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Demostración. La relación
AaAeu =  Aa+0u, Vu € D(AaA13),
es inmediata a partir de la definición dada y de la aditividad para el caso 
de dominio denso.
Para probar la igualdad A aA 0 =  A a+/3 basta con comprobar la in­
clusión de dominios D(Aa+l3) C D(AaA^), ya que A aAí30 = AO =  Aa+f30. 
Sea u G D(Aa+P); por definición
(1 +  A )-Xu € D(ADa+0) =  D(ADa A D^ )
y
A Da A D0(l + A ) -1u e D ( A ) .
Por el lema 4.1 tenemos que
A d^( 1 +  A) 1ii G D(Ad),
luego u G D(A^) y existe w G A&u fl D(A). Es ya sencillo asegurar que 
w G D(Aa) y, por consiguiente, u G D(AaA/3). ■
Teorem a 4.4 Para A  G M , a  G C con R ea > 0 y 0 < /3 < 1, se 
verifican las siguientes afirmaciones:
(i) An =  A . . .A  (n veces).
(ii) (i4a)-1 =  {A-1)0.
(iii) D(Aa) =  5(3), 5(3“) =  5 (3 )  , Aa0 =  AO y KerAQ =KeiA .
(iv) A  G C(X) si, y sólo si, A a G C(X).
(v) Si D(A) £  X  entonces A a es una extensión estricta de Ap**.
(vi) (AP)a = Aal3.
Demostración, (i) Por inducción sobre n. Si n = 1 el resultado es 
evidente. Si el resultado es válido para n entonces por aditividad
An+1 =  An A  = A . . . A  (n +  1 veces).
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(ii) Sea n G N con n > Re a. Por aditividad y la propiedad (ix) del 
teorema 4.1 se tiene:
=  ( ( ^ a/n)n) - 1 =  ((A a / n ) ~ 1) n =  ((A"1)o/n)n =  ( A - 1) 0 .
(iii) Si n G N verifica n > Re a, entonces, por aditividad y la proposición 
2 .6 ,   ________
D(An) C D(Aa) C D(A) =  D(An).
La igualdad Aa0 =  AO es trivial. Las otras dos relaciones son conse­
cuencia de aplicar las ya probadas a A~l y tener presente el apartado 
precedente.
(iv) Es inmediato que si A  G C(X) entonces A a G C(X). Recíprocamen­
te, supongamos que Aa G C(X). Si R ea  < 1 el resultado es conocido 
((iii) del teorema 4.1). Si R ea =  1 entonces X  =  D(Aa) C D (Alt2) 
con lo que A 1/2 G C(X) y por tanto A  G C(X). Si R ea  > 1 entonces 
X  =  D(Aa) C D{Á), de donde, al ser A  cerrado, A  G C(X).
(v) Si A  es multivaluado es evidente, mientras que en el caso univalua­
do es conocida la citada propiedad (se prueba a partir de la proposición 
2.5 propiedad (vi)).
(vi) Obsérvese que la propiedad tiene sentido plantearla ya que A& G 
M  ((v) del teorema 4.1). Para la demostración utilícese de nuevo un 
argumento de aditividad junto con el apartado (xi) del citado teorema.
Proposición 4.1 Sea A  G M  con D(A) £  D{A). Si 0 < R e¡3 < R e a  
entonces 
D(Aa) 5  D(Afi).
Demostración. En primer término nótese que la condición R(A) C 
D(A) implica D(A) = X ,  ya que si u € X  entonces A\U G D (A ), de 
donde u G D(A).
De la aditividad tenemos D(Aa) C D(A&). Si los dos conjuntos fueran 
iguales para u G D(Aa) de nuevo por la aditividad se tendría que Aau =  
A& Aa~Pu, luego
u G D(A2a- p) C D{A2^ ~ p)).
Mediante un proceso de inducción se concluye
u G D{An{a- p)), Vn G N,
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y de ello se deduce por la aditividad que D(A) — D(A2). En conse­
cuencia, D(Ad) =  D(A) y R(Ad) C D(Ap). Por esta última relación 
tenemos D(Ad) =  D(A), lo que contradice la elección de A. ■
N o ta  4.3 Respecto de la condición exigida al dominio del operador, 
obsérvese que en el caso univaluado equivalen D(A) cerrado y A  € C(X), 
lo que evidentemente no es cierto cuando A  es multivaluado. En este 
caso no es válida la anterior propiedad si el dominio de A  es cerrado. 
Basta por ejemplo considerar el operador A = {0} x X , para el que 
AQ =  A  cualquiera que sea el exponente a.
4.2 Teorema de la aplicación espectral.
Del Cálculo Funcional no se deduce directamente, de forma completa, 
el teorema de la aplicación espectral para el caso de exponentes complejos 
con parte imaginaria no nula y parte real entre cero y uno.
En el siguiente teorema utilizamos las ideas expuestas por Balakrish- 
nan en [Ba] para demostrar el citado resultado. La prueba se basa fuerte­
mente en la estructura de álgebra de Banach de C{X) con X  un espacio 
de Banach, por lo que no es exportable a espacios más generales.
Posteriormente, utilizando la fórmula de diagonalización, daremos otra 
prueba alternativa apoyada en el caso denso para el que Martínez-Sanz en 
[MS2] dan una prueba basada exclusivamente en representaciones inte­
grales de la resolvente, y no en la estructura de álgebra de Banach citada. 
Estas representaciones integrales se extienden a nuestra situación, y nos 
permitirán en la sección siguiente extender la multiplicatividad a expo­
nentes reales más grandes.
Teorem a 4.5 Sean a  € C con R ea  > 0 y A € M .  Si a(A ) es vacio lo 
mismo le sucede a a(Aa), mientras que en otro caso se tiene la relación
a(Aa) = {za : z 6  a(A)}.
Demostración. Evidentemente podemos situarnos directamente en el 
caso A C(X). Comenzaremos probando el resultado cuando |a | <
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Rea. Teniendo presente el ejemplo (3.1), y si tomamos —7 6 CtQ, en­
tonces por la proposición 3.5 se obtiene:
/„  1 sena:7r f ° °  t a  . .(4.2) (7 +  z ) (A) =  — I----------- / -—  ------------------ z-7rAt dt,7 7T 7o 1 +  27ÍaCOS Q7T -f 72£2a
y es un operador de C(X). Por el teorema 3.12 (7 -I- za)~1(A) =  (7 +  
Aa)~l . A partir de las igualdades
Aa- z  =  (7+Aa) (1—(2+ 7 ) (7+Aq)_1) =  (1—(2+ 7 ) (7+Aa)_1) (7 +Aq),
válidas para todo z € C, se prueba que Aa — z tiene inverso en C(X) si, 
y sólo si, (1 — (z +  7 ) (7 -I- A“)-1) tiene inverso en C (X ), es decir,
z € cr(Aa) z +  7 0 y —-— € cr((y +  Aa)-1).
2 +  7
Por el teorema 3.14 tenemos que
<r((7 +  ^ Q)_1) =  : * € ff(A)} U {0},7 -r s
de donde se deduce el resultado deseado.
Para el caso general es obvio que podemos determinar un entero posi­
tivo n de forma que a /n  esté en las condiciones previas, con lo que se 
tiene:
<j(Aa) =  cr((A")n) =  { sn : s € cr(A*)} =  { sa : s G cr(A)},
donde la primera identidad es consecuencia de la aditividad, la segunda 
de la proposición 2.1 y la tercera del caso ya demostrado. ■
Proposición 4.2 Sean a  € C con R e a > 0 ? / A G . M .  Se cumplen las 
relaciones:
ADa = AaD, p(AQ) =  p(ADa) y
(4.3) ( z - J4“) - 1 =  (l +  AD) ( z - A r , ‘T 1(l +  A )-1, V z e p ( A a). 
Demostración. Sea u € D{Aoa) Q D(A); entonces
A Da( 1 +  A ) '1*, =  (1 +  A d ) - 1 ADau 6 D(ADa),
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de donde u G D(A°d) y A ^ u  — A aD u. Consideremos ahora u G 
D(A0d)', esta condición implica que (1 +  A)-1u 6 D{Ad x+1)) por lo 
que al estar u en D{A) se puede afirmar que u G D(Ad0). Queda pues 
probada la primera igualdad.
Sea z  G p(AQ). Es evidente que z — A d° es inyectivo ya que z — A a lo 
extiende y es inyectivo. Sea w G D{A)\ por ser z —Aa suprayectivo existe 
(u, v) G A a tal que w = zu — v. Por tanto v G D (A ), de donde, teniendo 
presente que A aD =  A d°, se deduce que (u,v) € A oa y w = zu — ADau , 
es decir, z — A d° es suprayectivo. Como es un operador cerrado, por el 
teorema de la gráfica cerrada se tiene que (z — A#®)-1 G £(Xn),  esto 
es, 2 G p{ADa).
Por otra parte, si z  G p ( A n a ) ,  entonces z — A a  es inyectivo, pues si 
existe (i¿, v) G A a  con 0 =  z u —v, entonces (u , v) G A d“ , de donde u =  0. 
Comprobemos que es suprayectivo. Sea u G l ;  consideramos el elemento
u =  (z -  A d* ) - ^  1 +  A ) - ^  G £>(>ba).
Como zv — A d0v G .D(A) entonces del lema 4.1 se sigue que v G D(Ad)- 
Podemos por tanto elegir w € (1 + Á)v n D(Á) y entonces
A£>“( 1 -I- A)~lw = zv — (1 +  j4)-1u G D(Á),
es decir, G D(Aa) y
(z — A a)w = zw — (1 +  A) A d* (1 +  A)~lw
=  ziü +  (1 +  A) ((1 +  A)~lu — zv) 3 u ,
luego z — Aa es suprayectivo, y al ser cerrado se deduce, como queríamos, 
que 2 G p{Aa). Es ya evidente que se verifica la relación (4.3). ■
N o ta  4.4 Como anticipábamos, disponemos de una prueba alternativa 
del teorema de la aplicación espectral. En efecto, para cerciorarse de
ello basta tener en cuenta el teorema espectral para el caso denso y la
proposición anterior que relaciona los espectros de Aa y de A d0-
Corolario 4.1 Sean a  G C, con \o¿\2 < R ea, y A  £ M .  Se verifican las 
siguientes fórmulas integrales:
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(i) Si z  € C* \  {Aa et9a : A > O, —7r < 6 < 7r} entonces
/ sena7r r00 t a  ,  _
( 2  — A  )  = ---------------- /  — —  --------------------------—  ( t  +  Á )  d t .
7r 7o z 2  —  2  z t a  eos a7T + t2a
(ii) Si z  =  sa, con s  €E C \  R_ D p(^4), entonces
(.z - A a)"* =  -  s1_a (s -  A)"1 a:
sena7r tQ . _
------------ I  ~ñ ñ-- - - - - - - - - - - - - - - - - - - - ó-7T 7o s2a — 2  Sa t a  COS a7T 4 -  í2a
(iii) £2 r  > 0 entonces
, . ,  . . .  S P T l (~VTT
(r“ e * -  A0) - 1 =  r~“ e±‘“,r J j  +
7r
ta—2
/~°° ( r - < )  n  _  r A rf,
Jo (ta -  r°) (t“ -  e ± 2 i “ *  r “) U i '  í
Demostración. La relación (4.3) junto con que las representaciones in­
tegrales son válidas para operadores densamente definidos (véase [MS2]) 
y con que A d es cerrado, conducen de forma sencilla a las igualdades 
apuntadas. ■
Recuérdese que el apartado (i) ya se obtuvo en el teorema 4.5.
4.3 Sectorialidad de A a . Extensión de la 
multiplicatividad.
En la sección 4.1 se obtuvo la relación (AaY  =  Aa(3 para Re/? > 0 
y 0 < a < 1, siendo la última restricción suficiente para que Aa G M. 
y tener así la certeza de que tiene sentido construir (AaY . Ya en el 
caso univaluado es conocido que si a  > 1 no se tiene asegurada la no 
negatividad de A a por lo que no tiene sentido el operador (A aY • Esto 
es cierto debido a que se puede construir un operador A  no negativo 
que tenga en su espectro un punto con argumento - ,  de modo que, por 
el teorema de la aplicación espectral, AQ £ M.. De hecho, para cada
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subconjunto cerrado C  de la clausura de un sector Su, =  {z G C* : 
|arg z | <  u}  U {0}, con u  G [0,7r[, se puede obtener un operador no 
negativo cuyo espectro sea C  (véase [MS2]).
Vamos a probar que si A es u —sectorial (véase la definición 2.4) la 
multiplicatividad se puede extender a exponentes a > 0 verificando la 
condición a u  < n .  Esta cuestión ha sido ampliamente tratada en el caso 
univaluado (véanse [Ba], [BBD], [Ko2] y [MS2]).
Proposición 4.3 Si A  C X  x X  es u —sectorial con u  € [0,n] y a  > 0 
verifica a u  < n, entonces Aa es a u —sectorial.
Demostración. Por el teorema de la aplicación espectral tenemos que 
v{Aa) C SQu>- Por el lema 2.2 sólo resta comprobar que para cada 6 
fijo, con a u  < \6\ < tt, los operadores A(Ae*e — i4Q)~ \ A > 0, son 
uniformemente acotados.
Comenzaremos asumiendo que a < 1, por lo que son válidas las repre­
sentaciones integrales del corolario 4.1. Sea M  =  supzgsw \\z(z — >4)-1 ||. 
Si a7r < \6\ < 7 r entonces por el apartado (i) del citado corolario, tras 
hacer el cambio de variable t =  A«r, tenemos la acotación uniforme 
respecto de A > 0 siguiente:
A ( l e * - A " ) - 1 < Senan M  í° °___ — __________ dr' -  7r Jo |r2° — 2 r“e*e cosa7r +  e2ie \
Si |^| =  an  entonces por (ii) del corolario al que hemos hecho referencia 
(Ae ^ - A * ) - 1 < M  + ^ ^ - M ( M  + \){h{6) + I2(6)), VA > 0,
7r
donde
h(0) = í  (1 — 3) 7 :-------—------ 77— :ds, ew  7o (1 -  5a) \sa -  e±2ia7r
m - í
s |  
00 s -  1 sa_1 dt.s (sa -  1) \sa -  e±2ia*
Para finalizar, si a u  < \6\ < an  entonces Xe%e =  sa para s G C \  R_ fl 
p{A), luego VA > 0 se tiene:
M  sen an ^ , f°° r Q_1 dr.(Aé e - A a) - 1 < —  + — — M  f  a  n Jo I r2a — 2 raei9 eos an  +  e2 i6
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Para el caso general determinamos n G N con n > a. Sea 2 ^ SauJ. 
Sean Zk, k = 1 , 2 , las raíces n-ésimas de z. Por la fórmula del 
producto para polinomios (véase el teorema 2.1) aplicada al operador 
An y  tras tomar inversos tenemos:
z ( z - A a)~1 = z ( z - ( A ^ ) n)~1 < Yl \\zk{zk -  A * ) '1 ,
k = l
de donde, observando que Zk £ S<lhl y que por el caso anterior A* es s^ ~  
sectorial, se deduce la acotación uniforme que necesitábamos para poder 
afirmar que Aa es au>—sectorial. ■
Teorem a 4.6 Sea (3 G C con Re (3 > 0. Si A  C X  x X  es u —sectorial 
con u  G [0,7r] y a > 0 verifica a u> < 7r, entonces Aa G M. y
{Aaf  = Aap.
Demostración. Por la proposición anterior Aa es aa;—sectorial y en 
consecuencia es no negativo. Por tanto, es susceptible de ser considerado 
base de potencias fraccionarias. Tenemos:
(Aaf  =  ( í + ^ x A ^ y ^ i + A 0) - 1 1—
=  (1 +  A a ) A D a l ) ( l  +  A a ) - '
I D(A)
D(A)
=  (\ + A)(\ + A Da)(\ + A ) - 'A Daí>
(1 + í 4d)(1 + An^-'^l + A)_1
donde hemos hecho uso de que la propiedad que deseamos probar es cierta 
para operadores densamente definidos y de la proposición 4.2. Como 
(1 +  j4)-1 conmuta con A ^  sobre su dominio, y por aditividad también 
conmutan (1 +  A d°) y ADaf3, entonces llegamos a que
(Aaf  = (l + A) A Da!3(l + A) -1 \D{A) = A a/3.
N ota  4.5 Es conocido que el resultado previo sin limitación sobre el ex­
ponente a  no es en general cierto. K. Yosida en [Yo] propone el operador 
Au  =  iu ',u  G para el que
(A2)* ¿  A.
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En las condiciones del teorema anterior, -  es el máximo valor del' w
exponente a  para el que podemos asegurar siempre que Aa G M .  Para 
convencerse de la certeza de esta afirmación, basta considerar la técnica 
expuesta al comienzo de esta sección.
4.4 Potencias fraccionarias del operador 
adjunto.
Esta sección la dedicamos a establecer una conexión entre los opera­
dores (A*)Q y (,4a)*. El resultado que obtenemos sólo era conocido para 
operadores densamente definidos (véanse [MSI] o [Ko3] donde se define 
directamente la potencia del adjunto como (A*)a =  (,4a)*); por otra 
parte únicamente para este tipo de operadores tenía sentido plantearse 
el citado problema. Recuérdese que el Cálculo Funcional proporciona la 
igualdad de ambos operadores cuando 0 < Rea < 1.
Lem a 4.2 Sean A  € M , a  € C con R ea  > 0 y u € X  . Si existe n G N 
de forma que {A\)nu € D(Aa) entonces u € D(Aa).
Demostración. Haremos la prueba por inducción sobre n. Si A\u  € 
D(Aa) entonces
A w  € A j f u n  D{Aa),
por lo que
J fu  € D{Aa+1) C D(Aa),
luego u € D(Aa). Supongamos el resultado válido para n. Si (Ai)n+1u e  
D(Aa) entonces por el caso n  =  1 tenemos (Ai)nu € D(Aa) y, por 
hipótesis de inducción, se sigue que u € D(Aa). ■
Teorem a 4.7 Sea A € M  con AO +  D(A) =  X  o KerA  +  R(A) =  X .  
Sea q g C  con Re a > 0. Se cumple;
(A*)a =  (Aa)*.
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Demostración. Sea n  G N con n >R ea. Por la aditividad y las 
propiedades del adjunto
(A*)“ =  ((A y /" )"  =  ((A“/n)*)" C (A“)*.
Además
(A*)“0 =  A* 0 =  D(A)± = D(Aa)± =  (A°)*0,
luego sólo queda por comprobar que D((Aa)*) C D((A*)a).
Asumamos que AO +  D(Á) =  X  y comencemos demostrando que
(AQ)*0nL>((A“)*) =  {0}.
Sea u* G (Aa)*0 fl D((Aa)*). Entonces
(u*,u)=0,  Vi¿ G D(A),
y existe una sucesión {(u*,v*)}nGN en (Aa)* con límn_+oou*n =  u* y
u) =  « >  u> > v) e ^ (A 0).
Como
(i¿*, iu) =  0, Vu; G AO = A“0,
entonces u* también se anula sobre AO, con lo que u* =  0 por la hipótesis 
sobre A.
Sea u* G D((Aa)*). Observemos en primer lugar que Jf* conmuta con 
(Aa)*. En efecto, al conmutar con AQ, es decir, Aa C A aj y ,  y 
tener G C{X)  obtenemos:
j f  (aq)* c [Aaj f y  c (j*Aay  = (Aay  j f .
Así,
( A ^ V  G (A*)n(Ji*)nu* =  (A*)n~a(A*)a(jy*)nu*
= (A*)n~a( j f ) n(Aayu*,
por lo que existe w* G A*0 de tal forma que
v* = (Al)nu* + w* G D((A*)a).
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Como (A\)nu* =  u* +  x* con x* E D(A*) C D((A*)a) C £>((>!“)*) 
podemos afirmar que
w* e (Aa)*o n D((Aa)*) =  {o},
por lo que (A[)nu* E D((A*)a), y por el lema anterior se concluye que
u* e D((A*)a). ____
Si se verifica la relación Ker A  -f R(A) = X  entonces A~l está en las 
condiciones anteriores, luego
( ( A - ' y r  = ((a -1)»)*,
de donde, teniendo en cuenta que la operación de tomar inverso conmuta 
con las de tomar adjunto y elevar al exponente a, se deduce el resultado 
buscado. ■
N o ta  4.6 Recuérdese que la condición exigida al operador en el teorema 
anterior se verifica si el espacio X  es reflexivo (proposición 2.10). Obvia­
mente las hipótesis del teorema incluyen los casos de dominio o rango 
denso.
Repasando la anterior demostración queda claro que en general se 
tiene la relación
(A*)° =  ( A y  feppy,
permaneciendo como problema abierto la cuestión de dilucidar si la res­
tricción a D(A*) es innecesaria, como ha sucedido bajo la hipótesis del 
teorema previo, o como ocurre cuando 0 < R ea < 1.
4.5 Potenciéis fraccionarias de exponente 
a  con Re a  <  0.
Definición 4.2 Sean A E M. y a E C con R ea < 0. Definimos la 
potencia  fraccionaria de base A y  exponente a  como:
a ° =  (a - ' ) - °  =  ( i + ¿ - 1) (ARn i + A - y 1 \m .
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Teorem a 4.8 Sea A € M  y a, fi € C con Re a, Re 3  <  0. Se tiene:
(i) Aa0 =KerA, KerAa =  AO, D{Aa) = R(A) y R(Aa) =  D(A).
(ii) A a es un operador cerrado.
(iii) (Aa)_1 =  (A_1)Q.
(iv) (Afl)“ =  (A« )&. Aa es una extensión de (A#)® si, y sólo si, R{A)
s * .
(v) Si A es w-sectorial, w € [0,7r], y 0 < \y\ < entonces A7 G A i,  y 
V<5 € C con Re 6 ^  0 se verifica:
(A7)6 =  A7*.
(vi) AaA13 = Aa+(3.
(vii) Si A e C(X) entonces
~ / A a \  _  í 0 .  S í <r(A) \  {0} =  0
C(A > -  \  {z° : z € o(A) \  {0}}, si <r(A) \  {0} JÍ 0  ’
mientras que en otro caso
{ ° } ’ S¿ <t(A) \  {0} =  0
a(A > ~  1 {za : 2 e <r(A) \  {0}} U {0}, si o  (A) \  {0} ^  0  '
(viii) Si R{A) £  R{A) y Re a  < Re ¡3, entonces
D(Aa) §  D(A13).
(ix) Si AO +  D(A) =  X  o Ker A H- R(A) = X  (o incluso si R ea  > 
—1) entonces
(A*)a =  (Aa)*.
Demostración. Todas las propiedades son consecuencia de la definición 
y de las ya obtenidas en las secciones anteriores; sólo requiere alguna
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aclaración el apartado (vii). Éste es consecuencia de que para z E C* se 
verifica la implicación
-  € p(A) =» z  E PÍA-1), z
pues en la citada situación se tiene
(* -  ¿ r 1 =  i ( i  -  -  ¿ r 1) € c ( x ) ,z z z
y del teorema 4.5 de la aplicación espectral que nos permite afirmar: si 
er(A-1) =  0  entonces (r(Aa) =  0 , y en otro caso, cr(Aa) =  {z~a : z E 
« (A -1)}. m
N ota  4.7 La composición de potencias fraccionarias de la misma base 
A E M  y de exponentes con partes reales de signo diferente puede no 
verificar la aditividad. Sean ol,(5 E C con Re (5 <  0 < Re a  y Re (/3+a) < 
0. En primer lugar
A fiA a 0 =  K e r A  =  A^+a 0,
pero
A aAp 0 =  AO,
y recuérdese que AOflKerA =  {0}. Por tanto, no podemos esperar 
conexión alguna entre A aA& y Aa+f3, a menos que exijamos de A  y A-1 
que sean univaluados. Además,
Ker A C D { A ^ A a) y Ker A  n  D{Afi+a) = {0}.
En consecuencia, para relacionar los operadores A^Aa y A^+a es nece­
sario suponer que A-1 es univaluado. Con esta restricción, por la adi­
tividad, obtenemos:
A^AQ = AP+aA - aAa = Ap+a |D(Aa) .
106
Bibliografía
[All] ELH. ALAARABIOU, Calcul fonctionnel et puissance fractionnaire 
d’opérateurs linéaires multivoques non négatifs, C. R. Acad. Sci. 
Paris, t. 313 (1991), Série I, 163-166.
[A12] ELH. ALAARABIOU, Calcul fonctionnel et puissance fractionnaire 
d’opérateurs linéaires multivoques non négatifs, Pub. Math. Be- 
sangon, An. non linéaire, fase. 13, 1991.
[Arl R. ARENS, Operational calculus of linear relations, Pacific J. Math. 
11 (1961), 9-23.
[Ba] A. V. BALAKRISHNAN, Fractional powers of closed operators and 
semigroups generated by them, Pacific J. Math. 10 (1960), 419-437.
[BBD] C. BERG, K. BOYADZHIEV and R. DELAUBENFELS, Generation 
of holomorfic semigroups, J. Austral. Math. Soc. (Series A) 55 (1993), 
246-269.
[BL] Z. BOULMAAROUF and J-PH. LABROUSSE, The Cayley trans- 
form of linear relations, J. Egyptian Math. Soc. 2 (1994), 53-65.
[Brl] H. BRÉZIS, Opérateurs maximaux monotones et semi-groupes de 
contractions dans les espaces de Hilbert, Notas de Matemática, Vol. 
50, North-Holland-Elsevier, Amsterdam-London-New York, 1973.
[Br2] H. BRÉZIS, Análisis funcional, Alianza Editorial, Madrid, 1984.
[CS] R. W. CARROLL and R. SHOWALTER, Singular and degenerate 
Cauchy problems, Academic Press, New York, 1976.
[CP] R. W. CROSS and P. PILLAY, Obiquitous properties of certain ope­
rational quantities of linear relations in normed spaces, Quaestiones 
Mathematicae 17 (1994), 487-498.
[DS] N. DUNFORD and J. T. SCHWARTZ, Linear operators, part. I, 
Interscience, New York, 1958.
107
[Er] A. ERDÉLYI, Tables of integral transforms, Vol. II, MacGraw-Hill, 
New York, 1954.
[FY1] A. FAVINI and A. YAGI, Multivalued linear operators and degene- 
rate evolution equations, Annali Mat. Pura App. (IV), 163 (1993), 
353-384.
[FY2] A. FAVINI and A. YAGI, Abstract second order differential equations 
with applications, Funkcial. Ekvac. 38 (1995), 81-99.
[Fo] G. B. FOLLAND, Real analysis, John Wiley & Sons, New York, 1984.
[GG] V. I. GORBACHUC and M. L. GORBACHUC, Boundary valué pro- 
blems for operator differential equations, mathematics and its appli­
cations (Soviet Series), Vol. 48, Kluwer Academic Publishers, 1984.
[Ha] A. HARAUX, Nonlinear evolution equations-global behavior of Solu­
tions, Lecture Notes in Math., Springer-Verlag, Berlin, 1981.
[HP] E. HILLE and R. S. PHILLIPS, Functionál analysis and semigroups, 
Amer. Math. Soc. Colloquium Publ. 31, Providence, R. I., 1957.
[Hil] F. HIRSCH, Intégrales de résolvants et calcul symbolique, Ann. Inst. 
Fourier, Grenoble 22, Fase. 4 (1972), 239-264.
[Hi2] F. HIRSCH, Familles d’opérateurs potentiels, Ann. Inst. Fourier, 
Grenoble 25, Fase. 3 (1975), 263-288.
[Hi3] F. HIRSCH, Domaines d’operateurs representés comme integrales de 
résolvents, J. Funct. Anal. 23, No 3 (1976), 199-217.
[Hi4] F. HIRSCH, Extention des propietés des puissances fractionaires, 
Seminaire du theorie du potenciel, Lecture notes in Math., Springer- 
Verlag, 563, 100-120, 1977.
[Ke] J. L. KELLEY, Topología general, Editorial Universitaria de Buenos 
Aires, 1975.
[Kol] H. KOMATSU, Fractional powers of operators, Pacific J. Math. 19 
(1966), 285-346.
[Ko2] H. KOMATSU, Fractional powers of operators, III. Negative powers, 
J. Math. Soc. Japan 21 (1969), 205-220.
108
[Ko3] H. KOMATSU, Fractional powers of operators, V. Dual operators, 
J. Fac. Sci. Univ. Tokyo Sect. IA Math. 17 (1970), 373-396.
[Ka] A. M. KRALL, Stieltjes differential-boundary operators III, multi- 
valued operators-linear relations, Pacific J. Math. 59 (1975), 125- 
134.
[MSM] C. MARTÍNEZ, M. A. SANZ and L. MARCO, Fractional powers of 
operators, J. Math. Soc. Japan 40, No 2 (1988), 331-347.
[MSI] C. MARTÍNEZ and M. A. SANZ, Fractional powers of non-densely 
defined operators, Ann. Scuola Norrn. Sup. Pisa Cl. Sci. (4) 23, Fase. 
3 (1991), 443-454.
[MS2] C. MARTÍNEZ and M. A. SANZ, Fractional powers of non-negative 
operators, Elsevier-Science Publishers, B. V. North-Holland Mathe- 
matics Studies, to appear.
[Pul] E. I. PUSTYL’NIK, Absolutely concave functions of positive opera­
tors, Dokl. Akad. Nauk. SSSR 228, No 5 (1976), 547-550 (Russian) 
(English translation in Soviet Math. Dokl. 17, No 3 (1976), 783-787).
[Pu2] E. I. PUSTYL’NIK, On functions of a positive operators, Mat. 
Sbomik. 119, No 1 (1982), 32-47 (Russian) (English translation in 
Math. USSR-Sb. 47 (1984), 27-42).
[Ru] W. RUDIN, Análisis funcional, Reverté, Barcelona, 1979.
[Wi] D. V. WIDDER, The Laplace transform, Princeton University Press, 
Princeton, N. J., 1946.
[Ya] A. YAGI, Generation theorem of semigroup for multivalued linear 
operators, Osaka J. Math. 28 (1991), 385-410.




UNIVERSIDAD DE VALENCIA fACii m út maílmajic^
HgWV W W i  vstm
R eu n id o  e l  Tribunal q u e  s u s c r ib o ,  en  e l  día d ¿  !a f e c h ^  
ac&rdó otorgar, por jnanuriidad, a g e s ta  i deis  uodtoral  d^
B fi'dvJ t cfavier ÚajJvr /^ juirt¿L . . . _
ia ca l i f icac ión  d e  /^737to CuM ÍAUti£
Valencia ,  a ¡0de  d e  1 9 # £ 2 .
El S ecr e ta r io
El P r e s id e n te

