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Preface
Since the early seventies, the Author and his Team have been engaged in their still
ongoing task and vision of developing a comprehensive physical notion of the γ−α
Martensitic Transformation (γ − α MT). The main results of their research work
are published in this monograph. Shortly after an initial review and analysis of
existing literature on the subject, the following initial conclusions could be drawn:
- The γ−αMT is a cooperative lattice transformation proceeding under highly
pronounced deviations from local equilibrium conditions;
- The velocity of rapid controlled growth of α-Martensite crystals is so large
that only a wave-model has the physical potential for a conclusive detailed
and comprehensive explanation of the transformation and growth ;
- A microscopic theory of the transformation is missing.
From the very beginning, the development of a new and comprehensive growth
model of a single martensite crystal was mainly guided by the following two fac-
tors: On the one hand, the realization that a substantial fraction of energy released
during the martensitic transformation process is immediately being converted into
the energy of cooperative lattice displacement waves, by the mechanism of stim-
ulated emission of coherent phonons, becoming most effective in a subsystem of
non-equilibrium 3-d electrons, which ”jump” down to a lower energetic level at
the very instant and location of the martensitic lattice transformation, and on the
other hand, the formulation of a simple two-wave scheme of the crystal growth
control mechanism. Even though these two factors were known to the author
since 1976, considerable efforts were necessary to figure out in detail the kind and
sequence of events during lattice wave generation, and to consistently interpret in
their entirety the observed morphological and kinetic particularities of the γ − α
MT, including those of some binary alloys in a wide range of concentrations of their
second component, as well as to prove experimentally a variety of postulates and
predictions related to the problem. The matter described in this monograph nearly
reproduces the contents of the habilitation paper of the Author at the Department
of Radiating Materials Science of the Ural Polytechnical Institute (nowadays the
Ural State Technical University) and at the Cathedra of Physics of the Ural Forest
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Engineering Institute (nowadays Ural Forest Engineering State University) com-
pleted in 1986.
The decision to publish this monograph was motivated, on the one hand, by
several wishes expressed during the many and extensive discussions with specialists
in the disciplines of Solid State Physics and Phase-Transitions, as well as with
Metal- and Materials scientists, and on the other hand, by the presently achieved
success in the realization of theoretical and experimental research programs on α-
Martensite nucleation focusing on the specific aspects of the Wave-Growth-Model.
The results obtained from 1989 to 1991 are supposed to be worth a presentation in
a single special monograph. The short survey in the final part of this monograph
is to complete the notion of the γ − α MT. Here, let us only mention the most
important:
- It has been found that 60˚ straight line dislocations with 〈110〉 lines could
act as dislocation nucleation centers (DNC) for α-Martensite crystals with
habit planes close to {557} - {225}, whereas 30˚ dislocations with 〈112〉
lines were acceptable candidates for the role of DNC for crystals with habits
close to {259} - {3 10 15}.
- Physical models have been developed for the excited pre-martensitic lattice
condition, being typical of the state of nucleation. It was also possible to re-
produce the physical conditions prevailing in the transformation wave-front,
by means of picosecond-laser irradiation directed onto the surface of a Fe -
31,5 Ni single crystal. The results of these investigations can be interpreted
as supportive and further detailing the qualitative notion of nucleation, which
had been presupposed during the development of the growth model.
This is the first time that the mechanism of phonon generation during a solid
state transformation has been analyzed and identified as a fundamental aspect of
the γ − α transformation. Obviously, the newly developed model of spontaneous
martensitic nucleation and growth is also suitable for a physical description of
the reverse martensitic α− γ-transformation, as well as for other transformations
of the type (i.e. cubic-bcc ↔ cubic-fcc lattice of Cu-Zn alloys). Moreover, the
example of the γ − α MT shows that the key for comprehensive understanding
of the mechanism controlling the growth of a new phase during reconstructive
cooperative transformations is to reveal the dynamic characteristics of an excited
lattice in the non-equilibrium system conditions developing in the frontal zone
of a non-linear transformation wave. This latter conclusion is fundamental as it
includes the essence of the paradigm complementing the traditional conceptual
notion of equilibrium thermodynamics.
The Author hopes that this monograph will close (to some degree) the gap
which previously had existed in the theory of reconstructive martensitic transfor-
mations, and will attract the attention of other scientists to the problem, and be
useful to a wider audience of readers.
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leagues and Specialists who discussed this matter with him, thereby promoting the
progress in research, as well as to the cooperative ”Alvo-Materialovedenie”, who
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Introduction
Since many epochs, the production and use of steel and ferrous alloys have been of
high and ever increasing importance, for almost any branch of industry and econ-
omy. Thus the development of new types of steel with prescribed combinations
of the desired mechanical and physical properties, as well as economical bene-
fits, have been the final aim of numerous and still ongoing metallurgical research
projects. On the one hand, such research traditionally comprises the empirical
development of highly sophisticated metallurgical production methods, like new
thermo-mechanical methods of treatment, by making use of the most suitable
phase- and structural transformations and, on the other hand, has the final aim of
comprehensive and fundamental theoretical understanding of the underlying phase
transitions and related physical processes.
In the metallurgy of steel, the spontaneous martensitic γ − α -transformation
plays a key role among structural transformations, as it constitutes the most im-
portant hardening process ending up in the formation of martensite. Traditionally,
the spontaneous martensitic transformation (MT) is produced by quenching of the
high-temperature (austenitic) phase. The spontaneous MT of ferrous alloys is in-
triguing and challenging from a scientific point of view. One of the most character-
istic features of MT is their diffusionless transformation mechanism, by means of
rapid cooperative rearrangement of the face-centered cubic (fcc) high-temperature
γ-phase (austenite) into the body- centered cubic (bcc) or body-centered tetrag-
onal (bct) low temperature α-phase (martensite). The results of specific research
focusing on martensitic transformations substantially contributed to the increase
of understanding of the many relevant details of diffusionless structural transfor-
mations. However until recently, some key features of martensitic transformations,
like the growth process and lattice-dynamics of the spontaneous transformation,
remained as one of metal physics greatest intractable problems. The disclosure
of the dynamical mechanisms and principles underlying the process of martensitic
transformations would enlighten their intrinsic characteristics and physical nature,
and can thus be regarded as one of the fundamental problems of metal physics.
Till now, dynamic approach has only been (partially) developed for transforma-
tions of the distortional type, in which the lattice symmetry groups of the final
and of the initial phases are mutually subordinated. In principle, the transforma-
tions of the distortional type are close to a second-order phase transition (as a rule
they exhibit weakly pronounced characteristics of first-order transitions). Such
11
transformations are almost satisfactorily explained within the ”Soft-Mode” the-
ory, which, for the most part, focuses around the Shape-Memory-Effect (SME). In
contrast, the reconstructive phase transitions, to which the spontaneous γ−α MT
is related, demonstrate pronounced features of the first-order transitions, namely,
considerable temperature hysteresis (between the direct and reverse transforma-
tions) and thermal and volume effects. Therefore, the ”Soft-Mode” theory cannot
be directly applied to them. Theoretical research on the γ−α MT is mainly char-
acterized by the parallel development of the lattice-geometrical, thermodynamic
and wave approaches. The few attempts to describe the martensite growth within
the wave theory remained uninformative, mainly due to the poorly understood
mechanisms of wave excitation and stabilization, as well as of the types of waves
and their directions of propagation. On the other hand, the results of such in-
vestigations remained in the shadow of an impressive success in the interpretation
of the morphology of the martensite crystals, which had mainly been achieved
by means of lattice-geometrical and thermodynamic investigations. At the same
time it turned out more and more obvious that only the wave approach would
have the full potential for a comprehensive description of the dynamical aspects
of the transformation process. This circumstance determines the immediateness
of development of the wave models of martensite crystal growth.
The main problems of the wave theory of the α -phase growth are the type of the
wave process and the mechanism of energy supply that ensures their steady-state
propagation. Experimental results indicate that the frontal velocity of martensitic
lattice growth only weakly depends on temperature. Its speed of propagation of
about ∼ 103 m/s is of the same order of magnitude as the sound velocity, pre-
sumably exceeding the velocity of longitudinal elastic waves. Supersonic growth
speed, on the one hand, is a clear indication of a complicated, non-linear char-
acter of a wave-process and on the other hand, of its adiabatic nature, which, in
combination with supercooling by about ∆T ≈ 200K below phase equilibrium tem-
perature T0, together with considerable heat- and volume-transformation effects,
must inevitably lead to a strongly pronounced non-equilibrium condition with large
temperature- and chemical potential gradients, in the area between the two phases
and, finally, to intensive electronic flows. In accordance with the general laws of
non-equilibrium thermodynamics, specific self-organizing processes and structures
can in principle emerge within any kind of pronounced non-equilibrium system.
In the particular case of interactions between radiation fields comprising photons
or phonons with inversely occupied radiative (electronic) sub-systems, such con-
ditions may strongly support the generation of coherent waves. To achieve our
final aim of determination of the mechanism controlling the cooperative atom dis-
placements (in a microscopic frame of description) associated with the γ −α MT,
it is necessary to analyze the dynamical properties of a non-equilibrium system
comprising essential electron-phonon interactions. The direction of research initi-
ated by this work, being mainly related to the γ − α martensitic transformation
of ferrous alloys, can essentially be formulated as follows:
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A theoretical description of rapid growth of a martensite crystal as a self-
organizing process being inherently associated with the propagation of dis-
placement waves generated and amplified by non-equilibrium 3-d electrons.
Thus the aim of this work will focus on the substantiation of a wave-model of
martensite growth, which in principle should enable us to determine the basic
relationships between the microscopic particularities of the electronic structure
and the macroscopic (morphologic) features of the transforming systems.
To achieve this goal, the following basic prerequisites will have to be met:
1. The development of a methodology for specific search and the identification
of pairs of electronic states, that are potentially active for the generation of
displacement waves in a local non-equilibrium medium, and an assessment
of the amount of such pairs in the electronic spectrum of fcc-iron during the
γ − α MT.
2. Definition of the threshold conditions for the generation of elastic displace-
ment -waves by nonequilibrium electrons, including an estimation of maxi-
mum wave amplitudes.
3. Substantiation of the possibility to realize the conditions required for wave
generation within a wide range of temperatures and concentrations of the
second component in ferrous alloys.
4. Creation of a model associating a variety of morphologic features of marten-
site crystals with the coordinated propagation of lattice displacement waves.
5. Investigation of the motion of the martensitic crystal interface within the
concept of a coordinated propagation of a ”switching-wave” for relative vol-
ume deformation and displacement waves ensuring the onset of threshold
deformation.
A qualitative notion of the physical state of rapid frontal growth of martensitic
lattice, as obtained from theoretical analysis, thus must at least comprise the
following key features:
1. Frontal growth of martensite is controlled by quasi-longitudinal lattice dis-
tortion waves fastly propagating through a γ- phase;
2. The characteristics of such waves define the basic spatial and temporal scales
of martensitic growth, and as a consequence the gradients of the chemical
potential of electrons (and thereby also the magnitudes of the electrical field
strength and current density) and of temperature in the transformation zone;
3. During martensitic lattice growth, the physical parameters of the interphase
region comprise key characteristics of a highly pronounced non-equilibrium
condition;
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4. The amplitudes of lattice distortion waves are maintained owing to the pro-
cess of stimulated emission of phonons by non-equilibrium 3-d electrons lo-
cated in the transformation zone, thereby revealing the physical nature of
the real process controlling a spontaneous martensitic reaction.
Detailed physical information on the various field characteristics (i.e. displace-
ments, temperature, electrical and magnetic fields) within the non-equilibrium
area in the vicinity of a growing lattice will be of fundamental importance for the
design of experiments aiming at a simulation of the process of lattice nucleation of
the α -phase, as well as for the design of experimental devices for dynamical exci-
tation of a pre-martensitic lattice condition by hypersonic frequencies in a range
of ∼ 1010s−1, which would have to coincide with the range of frequencies of the
distortion waves controlling martensite lattice growth. There exists a variety of
possibilities for controlled oriented lattice growth during the γ−α - transformation
of austenitic single crystals, for example by means of the combined influence of hy-
persound, mechanical stress and strong external magnetic fields. In particular, the
effect of controlled orientation of martensitic crystal growth by means of a strong
magnetic field, as predicted by the author, has experimentally been confirmed at
the ”Institute of Physics of Metals ” of the Academy of Sciences of the USSR.
The first chapter of this monograph includes a short review of the most im-
portant results of theoretical and experimental research on the subject of γ − α
martensitic transformations. The theoretical difficulties arising at the description
of a martensite nucleation and rapid growth of a martensite crystal will be dis-
cussed (in particular, the deficiencies of existing theories dealing with the wave
model), also the discussion of the physical problem will be presented in detail.
Contents of Chapters 2 to 6 is the absolutely original and corresponds to the
objectives of the aforementioned points 1 to 5. Briefly it is presented in a synopsis.
In this synopsis, the conclusions playing a major role in understanding of the
dynamical sequence of processes during the γ−α martensitic transformation with
a survey of results relating to a description of the martensitic nucleation process are
presented. In addition, some objectives of proposed further research are outlined.
In order to understand this monograph, it is essential to read Chapter 1. How-
ever, some alternatives exist for the further sequence of reading. For instance,
those readers only being interested in an explanation of the morphology of the
products of the γ − α MT, can immediately skip over to Chapter 5. Chapter 2 is
of interest for the experts in kinetic properties of metals and alloys. In Chapter
4, specialists in phase-diagrams and electronic structures of alloys can find new
information related to the dependence between concentration and optimum tem-
perature for the onset of the γ − α MT, from the point of view of the growth
theory. None the less, the author recommends to read this monograph in sequence
to those readers who want to thoroughly understand such a complicated process
as the γ − α MT.
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Chapter 1
Basic notions on the γ − α
martensitic transformation in iron
based alloys
1.1 Position of the γ−α martensitic transforma-
tion in relation to other solid state structural
transformations
The proposition that the causal dependence between a structural state and physi-
cal properties of a material is fundamental for solid state physics and defines thus
raising permanent interest and intensive research efforts on structural transforma-
tions (ST). From the point of view of symmetry-theory, the following two types of
ST may be emphasized [1]. The transformations are related to the first type (ST1)
if the spatial group of one of the phases (as a rule, the low-temperature phase) is a
subgroup of the initial phase symmetry group. They are called distortional tran-
sitions. The success of lattice-dynamical theories can mainly be attributed to the
notion of ”Soft-Phonons”. Accordingly, the frequencies of certain phonons exhibit
a strong temperature-dependence and can even vanish at temperature T0 (Ms) ow-
ing to interactions in the system. At the critical point T0, a macroscopic amount
of zero-frequency phonons emerges, and the associated static rearrangements of
atoms can be interpreted and visualized by the concept of Soft-Modes ”frozen” in
initial crystal. At present, this approach for ST-I is well elaborated and described
in detail in the literature (i.e. [1–4]). For this reason, we shall neither dwell on
examples of ST-1 nor on details of the mechanism of the phonons softening, only
remarking here that such structural transformations may proceed as second-order
phase transitions (as a rule, the features of the first-order phase transitions are
only weakly expressed).
In contrast, for the structural transformations of the second type (ST-2) there
is no subordination between the symmetries of the initial phase and the final
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phase. Phase transitions from the fcc to a bcc or to a close packed hexagonal
phase are the examples of the ST-2 transitions. ST-2 exhibits the pronounced
characteristics of the first-order phase transitions, namely, the significant thermal
and volume effects and a temperature hysteresis (between the direct and reverse
transformations). This type of transition is called ”reconstructive”.
A separate class (ST-3) of structural transitions belongs to the type ”order-
disorder”, during which the atoms occupy mainly one of the quasi-equilibrium
positions on temperatures below a transition temperature T0 whereas at tempera-
tures above T0 different (not less than two) positions are occupied with the same
probability. In addition to [1–4], an extensive survey of ST-3 transformations is
given in [5].
As to the fourth type (ST-4) of structural transitions, it is possible to assign
them as ”symmetric-noncommensurate-commensurate” phase transition, in which
an intermediate phase features a ”super-structure” with a lattice period that is
non-commensurate with the period of the parent structure (see more in detail
[1, 4, 6]).
The term ”Martensitic Transformation” is used as a common attribute for dif-
fusionless structural transitions proceeding by a cooperative rearrangement of the
lattice structure. With such an extensive definition, the term MT would equally
apply to the above defined ST-1, ST-2 and ST-4 transitions, with specific exclu-
sion of such ST-3 transformation, for which atomic displacements over distances
comparable to the inter-atomic distances would be an indispensable prerequisite,
typical of this transformation process. It should however be noted that the term
”Martensite” originally was used for designation of the lamellar component in
the microstructure of hardened steel [7]. If the extensive definition of MT en-
compasses the below mentioned totality of transformation characteristics, then we
would rather prefer to use term MT in a more restricted sense, i.e. only for the sub-
set of MT relating to diffusionless transformations of the ST-2 type. As mentioned
in articles [8,9] it is necessary to refine the terminology. Among the reasons for the
insufficient present classification of MT are, on the one hand, its incompleteness,
and on the other hand, the dissimilarities between the microscopic mechanisms
of structural transformations of various types, whose clarification would require
an utmost differentiation of MT from the outset. And vice-versa, in a lattice-
geometrical or thermodynamic model of MT, it would suggest itself to strive for a
standardized interpretation of all the numerous classes of MT.
If kinetic characteristics [10, 11] were used for the classification of diffusionless
spontaneous phase transitions, and if their speed of transformation was mainly de-
termined by the velocity of their mobile phase boundaries, then the distinguishing
features of MT would be their cooperative way of lattice transformation and their
large velocity of growth (with a magnitude of about the sound velocity), being
practically independent on temperature. In contrast, ”normal” or polymorphic
transformations are characterized by an alternative group of distinguishing fea-
tures (like non-correlated migration of atoms over the phase boundaries, as well
16
as relatively slow, thermally activated motion of phase boundaries).
Due to a missing of the standardized classification it is obvious to regard the
existing approaches as complementary, each of them is focused on a different set
of features and aspects of a MT.
Within the frame of this theoretical research work on the γ−α MT (related to
fcc, bcc or bct lattice, respectively), particular attention will be paid to steel and
iron-based (ferrous) alloys. Thus in this paper, the term ”Martensitic Transforma-
tion” (MT) will only be used in its more restricted meaning, if not otherwise ex-
plicitly noted. In addition to its great practical importance, the choice of the γ−α
MT as a subject of research has also been guided by the large amount of already
available experimental data. As contemporary well matured lattice-geometrical
and thermodynamical approaches are not able to provide a comprehensive notion
of MT, there is an increasing need to extend them by a microscopic description,
with the final aim to develop a dynamical model of the γ − α MT. Of course,
the objectives of this work are more modest than the development of a complete
microscopic theory of the γ − α MT. We shall formulate our objectives after a
brief review of the main and well established notions on the γ−α MT in steel and
ferrous alloys.
17
1.2 Characteristic features of the spontaneous
γ − α martensitic transformation
There exist many monographs [10–16] and survey papers (i.e. [7, 17–19]) dealing
with the history of research, as well as with basic aspects of the γ−α MT. For this
reason there is no need here to dwell with history. We only would like to remark
that the basis for quantitative research on the subject of γ − α MT has been
founded in the twenties. In those days it had already been determined by means
of X-ray investigations [20] that the low-temperature phase in steel (martensite)
features a body-centered tetragonal (bct) lattice, whereas the high-temperature
phase (austenite) features a fcc-lattice. A bct lattice is typical of interstitial alloys
(Fe-C, Fe-N), in which tetragonality increases with increasing concentration of the
interstitial component, whereas a bcc-lattice is more typical of substitutional alloys
(Fe-Ni, Fe-Mn). Martensitic transformations of both kinds of alloys feature similar
characteristics. As for their classification, we shall preferentially follow [13] and
choose the systems Fe-C and Fe-Ni for a quantitative presentation.
The definition of the martensitic transformation (MT) mechanism by G.W.
Kurdjumov essentially postulates that a MT is a spontaneous process of lattice
transformation following certain rules, one of them being that the relative mi-
gration distance of neighbor atoms does not exceed the interatomic distance of
the parent lattice. An immediate conclusion from this definition is that a MT
is as a phase transition without change of composition, analog to phase tran-
sitions in a one-component system. For 1st order transitions, the equilibrium-
temperature T0 of phases [21] is determined by the Helmholtz-Equation of free
energy F: Fγ(T0) = Fα(T0). Thus the energy to be invested for creation of a new
phase-boundary always requires a given amount of supercooling below T0 (or, con-
versely, of superheating above T0, during the reverse transition). Typical measured
values of the temperature-hysteresis between these two transformations are quite
substantial and amount to (MS − AS) ≃ 400 K, with similar magnitudes of su-
percooling and super-heating, respectively: T0−MS ≈ AS − T0 ≈ 200K. Here MS
is the starting temperature of the γ − α MT and AS the starting temperature of
the reverse α− γ MT . The change of specific volume also is considerable and has
been assessed by different authors up to values within a range of 2 to 5%, where
the larger figures of the specific volume effect (per unit weight) are more charac-
teristic of the α -phase. The specific heating effect [22] during a MT amounts to
some hundreds of calories per mol, resulting in an increase of the temperature of
a sample by some dozens of centigrades [22, 23].
Let us now enumerate some of the indisputable structural (morphologic) char-
acteristics of the γ − α MT.
1. Martensite emerges in the shape of lamellae featuring a low ratio of thickness
to the other of their characteristic linear dimensions, or in the shape of
lenticular crystals, in the middle of which a lamella (midrib) sets off in the
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first stage of a MT. The thickness of such lamellae varies between 10−7 and
10−6 m (i.e. from 0.1 to a few µm).
2. The habit-plane of a lamellae (i.e. the phase-boundary or flat midrib-
boundaries) has some stable orientations (depending on constitution), in
relation to the crystallographic axis of the γ- and α-phases. In the systems
Fe-C, Fe-Ni, there have been observed habit-planes coming close to the {557}
÷ {111} (up to 0,6 weight% C, up to 29 % Ni), {2 2 5} - (0,6 ÷ 1,4 weight.%
C), {2 5 9} ÷ {3 10 15} - (1,4 ÷ 1,8 weight.% C, 29 + 34 % Ni ). 1
3. The shape of the transformed areas changes with the emergence of a surface-
relief, the shape of which being characterized by distinct macroscopic shear-
parameters. This latter feature suggested the commonly used designation
”Shear-Transformation” as a synonym for MT.
4. There exists an orientational relationship among the γ- and the α-phase, in-
dicating parallelism (or approximate parallelism) among the densely packed
phase-planes: {111}γ ‖ {110}α and among angles of rotation in relation to
the orientation of the densely packed parallel planes.
5. Martensite crystals exhibit an ordered internal structure, and in many cases
a more or less ordered relative arrangement. This way, crystals with habit-
planes {557} ÷ {111} are characterized by a rather complicated lattice dis-
placement structure. They form colonies (packets) of crystals with almost
equal orientation, whereas for crystals with habit-planes {225}, {259} ÷
{3 10 15}, the formation of internal transformation twins and other crystal
arrangements are more typical (more detailed in [24]).
An important conclusion raised in [16] states that ” . . . In a single crystal of
martensite, its habit-plane incorporates a substantial aspect of an orientational
relation, being closely linked to the macroscopic shear parameters or, in other
words, only a single way of martensitic transformation corresponds to a given
habit-plane.”
Any classification of the kinetic characteristics of MT should therefore clearly
distinguish between micro-kinetics, which characterize the growth of a single
lamella, and macro-kinetics, which characterize the increase of the bulk amount of
martensite in a sample.
In terms of micro-kinetics, a MT can be classified as athermal, because firstly,
the speed of transformation and growth of a single lamella is very large (in the
order of magnitude of the speed of sound) and independent on temperature, even
though the MT may occur within a wide range of temperature T - (0 ÷ 103) K,
and secondly, because the transformed volume is determined by the emergence of
1In the following, the crystallographic terms without notation will relate to the axis of the
γ-parent-phase (i.e. three right-hand vectors along the axis of symmetry of the 4th order 〈001〉).
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discrete new crystals and not by the steady growth of previously existing ones.
Thus the growth proceeds with almost non-existent thermal activation, giving
reason for the attribute ”athermal”.
In terms of macro-kinetics, it can be distinguished between isothermal and
athermal MT. Isothermal MT can proceed at constant temperature, attainable
by an isothermal high-capacity heat receptacle (in relation to the transforming
volume), while there exists a characteristic temperature (depending on the com-
position of an alloy) at which the rate of increase of the macroscopic amount of
martensite is utmost. If significant deviations from the optimum temperature are
forced in (i.e. by rapid quenching), then isothermal MT can be suppressed. This
category of macro-kinetics is typical for the formation of packet-martensite.
If athermal macro-kinetics predominate, then the amount of martensite is de-
termined by the degree of supercooling below MS, while isothermal stops of the
quenching process would not cause any increase in the transformed volume. These
characteristics are typical of the growth of crystals with habit planes {259} ÷ {3
10 15}. The extreme case of athermal growth is the ”explosive” MT, during which
an appreciable fraction (some dozens of percents) of the total transformed volume
is produced almost instantaneously within a short ”explosive” period.
Remarkably, there have also been discovered alloys featuring both types of
reaction kinetics [25]. Though, as a rule, the athermal martensite formation nor-
mally proceeds after isothermal (during the cooling process), the observation of
the reverse sequence has also been reported in [26].
In spite of the crucial importance of data required for a precise determination
of the speed of growth of martensite crystals, as well as of the transformation
mechanism, only few experimental data with quantitative details like those shown
in Table 1.1 have been published.
Table 1.1. Experimental data on the speed of growth of martensite
Material Speed of growth 103 m/s Source
Fe - 29,5 % Ni 1 [27]
Fe - 30 % Ni (1,8 ÷ 2) [28]
0.1 [23]
Fe - 32 % Ni 1.1 [29]
0.2 [29]
Fe - 0,35 % C - 8 % Mn 6,6 [30, 31]
Steel Type 18-8 (0,1 ÷ 0,2) [32]
Let us now comment the data shown in Table 1.1. Obviously, the emergence of
a single martensite crystal immediately changes the electrical resistance of a sample
and, in turn, triggers an electrical signal which can be registered by means of a
simple oscilloscope, as reported in [27]. The speed v = l · τ−1 has been determined
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from previously known values of the signal period τ and the grain size l. Basically
in the same way, the speed v has been estimated in [28]. The different order of
magnitude of the data presented in [23] can mainly be deduced from the different
experimental method of determination of the signal period τ , which in this case was
obtained by observation of the change in reflectivity of the sample, being caused
by a dull surface relief showing up simultaneously with the MT and remaining
engraved in the aftermath. Instead of a characteristic timescale τ ≈ 10−7 s, as
used in [27,28], a timescale of τ ≈ 5 · 10−6 s was used in [23], which however is not
directly related to the growth of a single crystal, but to the ”explosive” bulk growth
of the crystals as a whole. It has been clarified in [29] that the speed of 2 · 102 m/s
only relates to the lateral speed of crystal growth, while a radial (frontal) speed
of growth of an order of magnitude of 103 m/s could be confirmed. In [27], the
potential coexistence of two different, superimposed stages of growth of martensite
crystals has been postulated for the first time, based on signal-form analysis. In
another analysis of [27] by Arskij, published in [33], it was further asserted that
the initially upshooting edge of the signal is caused by the rapid formation of a
two-dimensional crystal nucleus, in conjunction with radial growth. We note that
the surface of such a nucleus represents an inhomogeneity, immediately prompting
an increase in electrical resistance. Based on this assumption, it can be inferred
that the observed declining signal edge, having a period 5 to 6 times as large
as that of the increasing edge, can be used as a natural time gauge for lateral
growth of the nucleus (bearing in mind that the specific resistance of martensite
is less than that of austenite). Based on such differentiation of growth stages and
on data published in [27], Lokschin [30, 31] obtained a value of 7 · 103 m/s for
radial growth velocity, clearly exceeding the velocity of longitudinal sound waves
in austenite. This evaluation was substantiated in [30,31] by measurements of the
propagation of detonation waves in steel. In the case where the MT was initiated
by an external detonation, the speed of wave propagation was (6, 5 ÷ 6, 6) · 103
m/s. By contrast, in cases where a MT in steel was induced by a precooling,
the speed of the detonation wave was remarkably lower: (4, 8 ÷ 4, 9) · 103 m/s.
Assuming a measurement error of 4 % in [31], this difference can be interpreted
as an indication of a large proper speed of the transformation. Even though
in [28] no reason is given for a differentiation of the growth mechanism into two
different stages, the observations reported in [34–36], relating to the nucleation
of thin martensite lamellae being triggered by a strong magnetic field, where an
initially rapid nucleation process was followed up by a significantly slower growth
stage, convincingly support the assumption that a differentiation or classification
of the growth mechanism is realistic. Without doubt from a methodological point
of view, such nucleation and growth phenomena would be most promising for
further experimental research aiming at the measurement of frontal velocity of
growth, by systematic measurement and analysis of signals. And finally, it should
be noted that the data reported in [32], which were obtained by evaluation of
acoustic signals, only pertain to the average speed of growth of martensite crystals
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and not to that of a single lamellae, as would be required. Thus, on the basis of
experimental data, an order of magnitude of 103 m/s for radial (frontal) growth of a
martensite crystal during the γ−α MT presumably would be realistic. The results
of direct experiments reported in [30,31] further support the assumption that the
frontal velocity of growth is greater than the velocity of longitudinal elastic waves.
1.3 Lattice-stability near the MS-temperature
and the problem of nucleation during the
γ − α martensitic transformation
The pronounced characteristics of a first-order transition of the γ−α MT suggest
to assume the separate existence of a nucleation and of a growth stage of the new
phase. Thus an important question is related to the stability of the austenitic
lattice at MS - temperature, being closely related to the question of the possible
existence of a temperature TC at which the stability of the austenitic lattice would
completely vanish. In fact, the existence of an absolute temperature TC > 0, at
which a supposedly perfect lattice becomes unstable with respect to infinitesimally
small fluctuations, will lead us to the conclusion that a MT is almost inevitable
during the cooling process. Due to an obvious disparity indicated by the inequality
MS > TC , it can be inferred for alloys with isothermal reaction kinetics, which
can normally be suppressed by sufficiently rapid quenching below MS, that a
distinguished TC - temperature is missing. This in turn is a clear indication of
metastability (relative stability) of the parent lattice at temperatures comprising
not only the T0 > T > MS region, but also the T < MS region. An important
characteristic of alloys with athermal transformation kinetics, being mentioned in
most relevant publications, is the independence of MS from the quenching rate,
which can be interpreted as a clear indication of the impossibility of supercooling
below MS . However, according to experimental results reported in [37], it has also
been possible to supercool an Fe -33,7% Ni alloy down to 4.2 K and to trigger
an ”explosive” MT only in a subsequent reheating process, which also included
some isothermal holding stages. Further indication of the non-existence of an
unequivocal TC for athermally transforming alloys may also be inferred from the
character of incompleteness, being typical of them: The transformation process
ceases at a temperatureMf , with 0 < Mf < MS, whilst subsequent cooling will not
lead to any further growth of martensite, in spite of the existence of a substantial
volumetric fraction ( up to some dozens of percent) of residual, non-transformed
parent phase.
Investigations on the temperature-dependence of elastic moduli published in
[38,39], as well as of dispersion curves of phonon-spectra [38–41] show that, in most
cases, not even a faint tendency towards loss of lattice stability is evident. The
observed abnormal course of the temperature-dependency of elastic moduli [38]
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of alloys of the Fe-Ni-systems (> 30% Ni), which already attain a ferromagnetic
state of order for T > MS, can easily be attributed to the effect of ferromagnetic
ordering [42, 43], instead of lattice instability. This means that in general, a nor-
mal temperature characteristic of the elastic moduli of ferromagnetic systems is
the case. In other words, an austenitic lattice essentially maintains its inherent
stability against certain phonon-modes of small amplitude.
The results of experiments with small particles (diameter > 10−6 m), reported
in [44], convincingly demonstrated that when particles of similar size are cooled
down, a MT only occurs in a certain fraction of the involved particles, this being
further evidence of the heterogeneous nature of martensite nucleation in certain
preferenced centers. The same conclusion can also be drawn from observations
of thermo-cycling, during which repeated (cyclic) growth of parent crystals and
of martensite crystals takes place at the same location. A variety of electron-
microscopical observations documented in [45] give evidence of an intimate rela-
tionship between dislocations and the process of martensitic nucleation.
Even though there is no doubt in general on the heterogeneous character of nu-
cleation, there exists a variety of experiments related to the microscopic mechanism
of nucleation [46], like diffuse electron- and X-ray scattering [47] (see also [45,48]),
and measurements of reactive forces against microscopic deformations at tempera-
tures nearMS [47], all of them providing evidence of a special state of the austenitic
lattice prior to its transformation, manifesting itself by an anisotropic increase of
the squared mean of the oscillatory amplitudes of lattice modes with wave-vectors
of selected orientation (and of selected polarization), as well as in a reduction of
the mechanical resistance to small deformation [49]. In the case of a perfect lattice
being free of phonon-mode softening, this particularity can be interpreted as the
result of non-linear (anharmonic) mode-interaction, associated with the emergence
of isolated, near-order regions of displacements (NORD), as proposed in [50].
The investigations performed in [50] mainly deal with constitutive thermody-
namic aspects of MT (Investigation of lattice stability against quasi-static lattice
deformations, as modeled by a package of ”frozen-in” waves). Obviously, the more
normal situation would be characterized by a transformed spectrum of elementary
lattice oscillations, leading to the emergence of movable near-order domains of the
soliton type [51], their stability being endorsed by the accumulation (localization)
of electrons in the vicinity of isolated NORD (in a similar way as in the case of
the fluctuational model in [52]). From our point of view, a reasonable qualitative
notion of martensite formation, comprising both heterogeneous and homogeneous
nucleation, would have to be a nucleation model encompassing the basic process
of NORD -localization in the vicinity of inhomogeneities produced by single or
grouped dislocations. Obviously this point of view is both in accordance with
pure thermodynamical concepts [10, 53], because any weakening of the binding
energy in the proximity of a lattice defect would compensate for the increase in
energy related to the creation of a boundary area, as well as with the Pinning-
effect [54] in non-linear lattice dynamics. This model thus is closely related to the
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”reactive path” model by Cohen, Machlin and Paranyan [7] in that:
1. A coordinated motion of atoms proceeds by means of ”rapid sequential
change of intermediate structures in a given range. . . ” growing ”. . . in a sim-
ilar way as the propagation of an elastic wave”.
2. ”The activation occurs by means of fluctuating rearrangements of the atomic
configuration within the nucleus, and not through changes of its size”
3. Nucleation occurs in the centers of lattice distortion, including dislocation
rows.
An important feature reported in [50] is the possible loss of stability of NORD,
which could be related to their increase in size in conjunction with partial lattice-
softening. However, as local softening is always existent in the vicinity of a dis-
location, the lateral dimension 2 · r0 of a settling NORD must be larger than the
dimension of mobile NORD without defect.
In pure dislocation nucleation models (e.g. in [55]), theMS -temperature is put
into relation with the emergence of the first dislocation loop, whereas the creation
of follow-up dislocation loops is supposed to occur spontaneously. Subsequently,
a rapid nucleation process up to macroscopic dimensions would be possible by
means of expansion of such dislocation loops, at a speed close to the speed of
sound. With the assumption that a nucleus would have the following main linear
dimensions: Length as determined by the straight section of the dislocation line,
lateral diameter 2 · r, for r ≈ (10−6÷ 10−7)m as a realistic gauge for the thickness
of a typical lamella, it is possible to assess the period of macro-nucleation tN
by tN ≈ r · c−1 ≈ (10−9 ÷ 10−10) s, where c is a speed close to the speed of
sound. A model based on the notion of localized NORD thus would have to
presuppose an initial quantity r0 of a NORD, being significantly smaller than
r ( [50] assumes r0 ≈ 10−9 m), whilst the event of NORD-localization would
simultaneously stimulate the creation of the first dislocation loop. The follow up
expansion of these loops would then be characterized by synchronized growth from
r0 to a macroscopic size r. It should however be considered that the NORD-model
as defined in [50], is inherently confined to short wave length displacements. For
this reason, the existence of soliton solutions with dimensions r0 of about the order
of magnitude of r cannot generally be excluded. The transformation of NORD from
their initial size r0 ≈ 10−7m into a macro-nucleus takes place within a period of
tN ≈ 10−11 s, as the participating atoms would only have to overcome a distance of
about ε· r, within a period tN , where the quantity ε ≈ 0, 1 suggests itself to be taken
as a natural gauge of relative deformation during the γ − α MT [56]. We have to
remark that the usually assumed shape of the nucleus as a thin, flattened spheroid
was mainly determined, on the one hand, by thermodynamical reasons, and on
the other hand, by a presupposed inherent similarity between the initial shape of
the nucleus and the lenticularly shaped final crystal. The last circumstance led to
a nucleation growth model in the pattern of expanding dislocation loops, where
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the edges of the growing crystal would feature mono-atomic thickness in radial
orientation. The model of a slowly thickening spheroid for lenticularly shaped
crystals requires some further explanation related to its central lamellar zone -
the midribs - whose constant thickness can, for good reasons, be regarded as a
characterizing gauge of the bulk structure. In terms of thermodynamics, this
would be analog to a gauge for critical crystal thickness [57], being related to
phenomena of transition between different mechanisms of additional deformation
(i.e. low thickness by twinning vs. larger thickness by slipping). Thus, in principle,
the creation of midribs and their expansion from mono-atomic size to their final
dimensions of r ≈ 10−6 ÷ 10−7 m would be feasible.
Another alternative might be the above mentioned possibility for rapid emer-
gence of a macro-nucleus, whose dimension r determined the length of lattice-
displacement waves excited under non-equilibrium conditions. Thus, if a mecha-
nism for effective maintenance of the wave amplitude would exist in such a way
that the amplitude ε of deformation associated with these waves exceeded the
threshold-value required for initiation of the martesitic transformation, then the
growth had to proceed in a wave-mode, with characteristic structural gauges of
the macro-nuclei corresponding to certain wave-lengths. Obviously, the notion of
non-equilibrium conditions, being typical of the nucleation process, will constitute
the focus of such a model. It is fairly obvious that the highly pronounced non-
equilibrium conditions prevailing in the vicinity of a rapidly growing phase can
only be maintained if the process of heat liberation is adiabatic [58,59]. Then, the
temperature difference between the γ - and the α - phase ∆T ≈ Q ·C−1sp (where Q -
heat energy density, Csp - specific heat), would be comparable with the magnitude
of supercooling T0−MS . This in turn allows to refine the formulation of our basic
task:
Investigation of a non-equilibrium electron-phonon system with the
final aim of clarification and substantiation of the principles and condi-
tions for efficient generation of lattice-displacement waves.
In the above outlined qualitative pattern, the transition from nucleation to the
growth stage features some characteristics of a continuous transition, thus being an
indication of a potential instability with respect to rapid growth of nuclei emerg-
ing under non-equilibrium conditions. Such a conclusion would however have to
presuppose the existence of effective rapid growth mechanisms. This latter circum-
stance may thus play the crucial role in the transition process of the initial system
into a new state. In fact, the following basic rule of non-stationary thermodynam-
ics applies: If a given system can potentially exist in different states, each of them
having a relative minimum of free energy, then ” . . . those states emerging at the
greater speed will be realized first”. Just this way, the kinetic factor comes to the
fore, which is quite natural in a growth stage. Even though the kinetic aspect of
the transformation does not belong to the classic realm of thermodynamics, there
exists a link between the thermodynamical and the kinetic conditions of such phase
generation. In our case however, we shall confine the role of thermodynamics to
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the determination of the thermodynamic stimulus of the transformation, and of
the activation energies required for nucleation and growth.
The missing quantity T0, and therefore the asserted relative stability of the
fcc-lattice at MS -temperature, implies a question related to the magnitude of the
energy barrier, which has to be overcome by the system during the processes of
nucleation and growth. Obviously, this question is closely related to the problem
dealing with the large observed magnitude of supercooling T0−MS ≈ 200 K, which
has been clearly formulated in [58, 59]. This specific problem arises from a con-
sideration of the remarkably small temperature difference ∆T = T0 −MS ≈ 45K,
being required to satisfy the energy requirement of Ee ≈ 50 kal/mol to carry out
the exterior mechanical work during a MT, and of the great observed magnitude of
the supercooling. One of the acceptable explanations stated in [7] is that ”. . . the
kinetics of the process is determined by the speed at which the transient system
overcomes the energy barrier associated with the formation of the nucleation cen-
ter of the new phase, as further growth of martensite crystals proceeds almost
instantly.” Thus, any explanation of the magnitude of supercooling T0−MS must
inevitably consider the key thermodynamic and kinetic process parameters.
In the above discussed model of adiabatic generation of a macro-nucleus, the
heating effect Q associated with the transformation, treated in [56], can be inter-
preted as a result of the distribution of atomic oscillation energy E in the vicinity of
new equilibrium states, among all available 3 ·NN oscillatory modes of the nucleus
(NN - number of atoms in the nucleus), with only a small number of polariza-
tion orientations excluded (for anisotropic deformation). We evaluate E by the
assumption that during the process of nucleation, the excitation of longitudinal
oscillations being polarized in two orientations (called x and y), will be predomi-
nant. Let an oscillatory mode be enumerated by a wave-vector of components qi
(i = x, y). Then, their contribution to E will be
Eqi =
1
2
M ω2qi |uqi |2NN , (1.1)
where M - atomic mass, ωqi - cyclic frequency, uqi - oscillatory amplitude.
Further, the relative deformation ε associated with such oscillations can be
determined by the extreme condition
εm =
2 u
λ/2
=
2 u q
π
, (1.2)
where λ/2 is the distance between two adjacent planes, supposed to oscillate in
mutually opposed phases (λ – wave-length). We further assume the same ε for all
qi, replacing ωqi by ωqi = c qi, where c - speed of sound, and consider that qxqy
attain the value NNx ≈ NNy ≈ 2 rN/a (rN - radius of the macro-nucleus, a - lattice
parameter). Then from (1.1) and (1.2):
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E =
∑
i,qi
Eqi ≈
π2
2a
rNNNMc
2ε2m. (1.3)
At the instant of nucleation t = tN we get
E
NNM
≈ π
2
2
rN c
2 εm2 ≈ Q, (1.4)
where Q is the specific transformation heating effect [J/kg]. Using Q ≈ 4 · 104
J/kg (for a Fe-30 Ni - alloy according to [22]) we get rN ≈ 10−7m, a ≈ 3 · 10−10
m, c = 5 · 103 m/s and from (1.4): εm ≈ 10−3.
This way we can reasonably infer a threshold-value for the deformation εth of
about a magnitude εm ≈ 10−3, at least for long-living modes with quasi-momenta
q ≈ qmin ≈ π · r−1N at the instant t = tN , coinciding with the final instant of the
nucleation stage and with the moment of growth initiation. With respect to the
effect of external stress on MT, it would be useful to compare our estimate of εm
with data published in [13, 49].
The reasons for such comparison - for instance with data of the strain effect -
are obvious, if we consider that the term λ/2 in (1.2) plays the role of the initial
length l of the sample, while the amplitude u corresponds to the incremental length
∆l, and that the quantity λmax = 2 · π/qmin ≈ (10−7 ÷ 10−6) m is a multiple of
the lattice parameter a. In conclusion, the order of magnitude of these quantities
appears to be fairly adequate for a description by continuum mechanics. Useful
information can further be inferred from the mere existence of a temperatureMelast
(in the notion of [49] Melast is close to MS, i.e. Melast −MS ≈ 35 ÷ 40 K), the
quantity Melast being such that if a MT proceeded within the temperature range
MS < T < Melast it could be induced by elastic stress σm, thus satisfying the
inequality σm < σy (σy – yield stress). Remarkably, an evaluation of the stress-
strain curve shows that the values of σ ≤ σy correspond to strains εth ≤ 10−3.
This observation may further support our estimate of εth ≈ 10−3 for threshold
deformation. Thus in the notion of a developing macro-nucleus, supposed to be
inherently unstable in the growth process, a strongly pronounced supercooling
T0−MS is regarded as an imperative condition for the excitation of oscillations with
final (peak) amplitudes (and frequencies) satisfying the condition ε > εth ≈ 10−3.
Moreover, the same condition could be used as a qualitative criterion for lattice
stability (or instability) of the γ - phase at the MS - point.
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1.4 Solved and unresolved problems on the the-
oretical description of the γ − α- martensitic
transformation
Any comprehensive reasoning on the theory of phase transitions will inevitably
lead to the following two fundamental questions, as noted in [10]:
1. Why does a given phase transition occur?
2. Which is its transformation mechanism?
The first question will normally be approached by investigations on the relative
stability of different possible phases. In this case, the phase with lowest value of
free Gibbs-Energy G(P,T) will usually be in the focus of interest. A generalized
expression for G is given by the constitutive expression in [60]:
G(P, T ) = H − TS = U + PV − TS (1.5)
where H, U, S, V are the commonly used specific values of enthalpy H, internal
energy U, entropy S, volume V and pressure P (relating to 1 mol).
A calculus of the (macroscopic) thermodynamic quantities in (1.5) within the
frame of a strict (quantum-statistical) approach would be an extraordinarily com-
plicated task, as the G-values of different phases differ almost inappreciably, and
to the worse, any such calculus cannot be effectively simplified. Nonetheless, today
there exist sufficiently clear and substantiated notions on the causes and mecha-
nisms of polymorphic transitions in pure iron.
Presumably, the high-temperature transition fcc-bcc (γ − δ) at Tγ−δ = 1665 K
is determined by the entropy term in (1.5), as the contribution to S from atomic
oscillations in the more weakly bound bcc lattice, as well as from disordered (large)
magnetic moments, is relatively larger for the δ-phase than for the γ-phase [61].
The low-temperature transition fcc-bcc (γ − α) at Tγ−α = 1183 K, which would
appear paradox from the aspect of the oscillatory contributions of the atoms to
S, can be put into relation with the reduction of internal energy of the α-phase in
the ferromagnetic state of order [62–64]. Taking for granted that the answers are
already given, we shall refrain from dealing here any more in detail with questions
related to phase stability.
Of course, a constitutive solution to our initial question ”Why” related to the
γ−α MT has not yet been found, as the second part of our question, being related
to a ”given phase transition”, belongs to the particularities of the γ − α MT and
is intimately linked up with the question for the mechanism of this particular
transition.
The morphological (phenomenological) features of low-temperature martensite
with habit planes {2 5 9} ÷ {3 10 15} (see 1.2) have successfully been interpreted
by the crystallographic theory. A detailed description of its most important results
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is published in [13,18]. From a crystallographic point of view, MT are regarded as
a lattice deformation process, characterized by a macroscopically invariant plane,
the habit plane. This deformation includes pure lattice-distortion (PLD), as well as
lattice invariant deformation (LID). PLD can either be described within a pattern
including two (or more) shear motions, onto which a dilatation mechanism is
superimposed, or within the pattern of Bain-Distortion (BD) with consecutive
rotations satisfying the constitutive orientational relationships. The BD-pattern is
shown in Fig. 1.1, which has been extracted from [13]. Imagine an elementary bct-
lattice cell (with a tetragonality of
√
2) being partially configured by two adjacent
fcc-cells. Then, in order to transform that bct-cell into a cubic bcc-cell, the bct-cell
has to be subjected to a compression by 20 % along its [001] axis and to a dilatation
by about 13 % along its [100] and [01¯0] axis (or along its [110] and [11¯0] axis).
In Fig.1.1, the principal orientations of compression and dilatation are marked by
bold arrows. The densely packed (111)γ‖(011)α plane is hatched. Fig.1.2 shows
an inhomogeneous lattice resulting from LID in the case of shearing Fig.1.2a and
twinning Fig.1.2b. It is mandatory to consider LID, because pure BD does not
comprise a deformation with an invariant plane (DIP) (during DIP, one of the
main components vanishes, whereas the two remaining deformation components
feature opposite sign). Thus, if LID is used as a method to introduce auxiliary
deformation, it is possible in some cases to attribute the bulk macro-deformation
of the transformed region to a deformation with an invariant plane. Among other
aspects, the twinning mechanism of low-temperature martensite was used to prove
LID, in that different volumetric fractions of twins were predicted, as confirmed
later on by experimental evidence. Among the drawbacks of this approach are
those mentioned in [65], as there are: The lack of physical justification for the
selection of a specific mechanism of deformation, as well as ” . . . of some of the most
essential principles like: attainment of minimum surface energy, minimum active
shear parameter, or minimum of atomic motion.” In addition, the aforementioned
phenomenological theories are not suitable to reasonably explain ”any change of
a crystallographic feature of martensitic transformations in relation to changes of
their composition or of transformation temperature.”
The thermodynamical approach in [17, 19, 66], which takes into consideration
the energy and enthalpy associated with internal stress, within a given system of
coexisting γ- and α-phases, is mainly based on the assumption that the formation
of a final structure reflects the tendency of the system to minimize its free energy
(i.e. a minimum of elastic energy caused by internal stress), thus giving reason-
able justification for regarding the crystallographic pattern of martensite as an
isolated case of phases being in immediate contact in an invariant plane, without
consideration of the appearance of mechanical stress. In addition, it explains the
lamellar equilibrium shape of the crystals, particularities of their internal structure
(like autocatalytic twinning) and other general features related to the emergence
of crystal groups, under the conditions of a sample with free external boundaries as
well as under the conditions imposed by an externally applied field of mechanical
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tension [67–69]. An interpretation of the kinetic particularities must be based on
an evaluation of: a) the level of the energy-barriers which have to be surmounted
during this type of growth. b) The thermodynamic driving force of the trans-
formation. c) The role of relaxation processes in this environment. To take an
example, the observed differences between lath-shaped and lamellar martensite
might be deducible to differences between the dominating relaxation mechanisms
(i.e. slipping processes in austenite and twinning in martensite).
[01¯1]γ
[11¯1]α
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z
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γ
y
α
yαx
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(111)γ
Figure 1.1. Conformance of austenitic and martensitic planes during a fcc→ bcc
Bain- transformation [13]. Planes (111)γ‖(011)α are hatched. Bold arrows point
to orientations of compression [001]γ and tension [100]γ, [010]γ, respectively.
The question about the growth mechanism will lead us into a consideration of
the model of a phase-boundary and into an evaluation of its mobility. For example,
in [17, 19, 70] there has been investigated a model of a phase boundary arising
during a MT, with a transformation pattern characterized by an invariant plane.
In Fig. 1.3, which has been taken from [19], the phase boundary is represented by a
transition layer together with a transition vector S of variable size and orientation,
indicating the locations of atoms (l0 - thickness of the boundary layer, being about
the size of several lined up lattice parameters). The term fn relates to free energy
density, x - coordinate axis oriented parallel to the normal n of the invariant plane
of the boundary layer, fan and ∆f indicate the magnitude of the activation energy
threshold, or of the thermodynamic driving force, respectively. This representation
of a phase boundary thus is akin to that of a ferromagnetic domain [71], which
also includes a term related to the free energy gradient.
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a b c
Figure 1.2. Reconstruction of the shape of a transformed region by additional
deformation [13]: (a) = Mode of transformation; (b) = Reconstruction of the shape
by means of slipping; (c) = Reconstruction of the shape by twinning.
S
S
S S¯
S¯= −1/2
= 1/2
x
n
∆f
fan
fn l0
Figure 1.3. Structural pattern of a phase boundary [19]
As for the MT of alloys of the Fe - Ni, Fe- C systems, a realistic representation
of a phase boundary would, at the first sight, have to satisfy the following two,
obviously contradicting requirements: the pronounced persistence of metastable
austenite at the MS temperature (see also the explanation in 1.3) implies the
existence of a finite energy threshold fan . The almost temperature-independent
speed of growth of an individual martensitic crystal (at least within a wide range
of temperature) is a typical feature of a thresholdless type of growth or motion.
In [17, 19, 70] it is proposed to consider the mobility of a phase boundary analo-
gous to the mobility of a dislocation through a periodic potential as determined
by the lattice with its structural periodicity in n - orientation, in a similar way as
that described by the Frenkel-Kontorova-Model. As a result, the fa1 threshold is
considered instead of the fan threshold, (see Fig.1.4 as taken from [19]), which sep-
arates the relatively unstable states in the boundary area (i.e. where the location
of individual atoms deviates significantly from the stable location with minimum
potential energy in relation to the peaks of the potential ”comb”) from relatively
stable ones (i.e. the atoms are located near the bottom of the periodic lattice
potential), if put into relation with the driving force ∆f . Thus for ∆f > fa1 < f
a
n
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a boundary would move (jump) nearly unhindered over a threshold, at a speed
comparable to the velocity of (transversal) sound waves, nearly independent of
temperature. However it has to be considered that a calculus of the above pos-
tulated speed of propagation has not yet been performed (as this would not be
a typical problem of thermodynamic analysis). Thus the postulate of a large ve-
locity of boundary propagation still needs to be proven. Moreover, according to
data published in [30, 31], the velocity of growth of martensite crystals not only
exceeds the velocity ct of transversal, but also the velocity cl of longitudinal elas-
tic waves. Thus any concept based on an upper velocity limit ct < cl would be
fundamentally inadequate for the description of radial (frontal) growth of a lamel-
lar martensitic crystal, even though an interpretation of lateral growth might be
conceivable within such a concept.
fn
fn
fn
F
F
∆f
fan fa1
S
S
−1/2 S¯
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−1/2 1/2
1/2
S¯S¯
0
0
l0
x
Figure 1.4. Determination of the fa1 -threshold at the phase boundary, analogous
to the Peierls-threshold of a dislocation [19]
What’s more, the assumption of supersonic velocity of martensitic crystal
growth will inevitably lead into another problem: The usually observed γ − α-
phase boundaries belong to the semi-coherent type [12]. High mobility of semi-
coherent boundaries usually is put into relation with the existence of parallel rows
of slipping dislocations making up a boundary [72]. Under the assumption that
the motion of a boundary, including that of a martensite crystal, is produced by
slipping dislocations, then we must inevitably conclude that the motion speed v
of such dislocations will also take place at the of sound velocity ct. We remember
that the supposed motion of dislocations at a velocity exceeding ct is prohibited
within the frame of a continuous model [73]. In principle however, this could yet
be possible in crystals of a discrete atomic structure [74]. Moreover, we must
consider that a dislocation in supersonic motion v > ct would inevitably and per-
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manently emit acoustic radiation energy, due to an effect analogous to the emission
of Tscherenkov-radiation. In accordance with [74], it is possible to calculate the
stress σ needed to maintain a dislocation speed v > ct, by the relation
σ ≈ [υ
2
c2t
− 1] · µ b
2 π a
(1.6)
where µ - shear-modulus; b - Burgers-Vector, a - distance between the planes of
shear.
For example, if v ≈ 2 ct, and b ≈ a were inserted in (1.6), then σ would exceed
the theoretical yield stress ≈ 0, 1 · µ, a result which makes no physical sense. The
same kind of problem would basically also appear in any investigation of shock-
wave propagation in solid state matter. Some alternative opinions about the role of
dislocations in shock-wave propagation are outlined in the papers by Wirthman,
Meyers and Moor in [75]. According to Wirthman, supersonic propagation of
dislocations (Smith-dislocations) should theoretically be possible in conjunction
with the propagation of a shock-wave at a maximum stress level being equivalent
to the yield strength. Meyers and Moor, whose position is based on experimental
evidence however reject this point of view, arguing that dislocations generated in
conjunction with a shock wave would lag behind the shock wave and soon come to
a stop. Rejecting the thesis that the level of stress during the γ − α MT is close
to theoretical yield strength, the motion of the phase boundary should rather be
regarded as some kind of non-linear wave process producing dislocations which at
the same time set up a boundary between the phases arising immediately behind
the propagating wave front.
Machlin and Cohen in [76] were first to clearly formulate a wave model as a
conceptual approach for resolving the martensitic growth problem. Without get-
ting into details on the meaning of velocities, the authors of [76] propose a pattern
of two sequential deformation waves. The first of the waves spreads out into radial
orientations starting from a minute platelet-shaped martensitic nucleus, thereby
causing a homogenous deformation of a lamellarly shaped area, the surface of which
(i.e. the habit plane) matches with the invariant plane. As soon as the deforma-
tion induced stress delivered by the first wave attains certain amount (presumably
the yield limit), the second wave starts to spread into a direction perpendicular
to the habit plane, thereby causing shear deformation (being homogenous only at
a macroscopic scale). The residual inhomogeneous shear deformation completes
the growth process of a martensite lamella. In principle, such wave pattern would
make possible a direct interpretation of the crystallographic (geometrical) theory:
The first wave produces pure lattice deformation, and the second one the required
lattice invariant deformation. But in contrast to the geometrical pattern, in which
the invariant (habit) plane can only arise during a combined lattice-variant and
lattice-invariant deformation, [76] requires that the development of a habit plane
must already occur in the first step of pure deformation. Obviously, there do not
exist any reasons for assuming that inhomogeneous deformation (i.e. by twinning)
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takes place only after formation of the lamellar region. At present, there is no
doubt about inhomogeneous deformation occurring during a martensitic transfor-
mation (transformation twinning according to [13]). Nonetheless, the notion of a
clear distinction between two stages of crystal growth still appears to be current.
Essentially, the aforementioned basic ideas are also proposed in [77]. In addi-
tion, it is postulated therein that the radially propagating wave is of the longitu-
dinal type, leading to a MT in the central area (midrib) of a martensitic crystal.
The transformed midrib-regions thus are about to play the role of second-order
nuclei for excitation of a transversal transformation wave, which would propagate
into an orientation perpendicular to the habit plane. In conclusion, it can only
be the transversal wave which initiates the growth process in the region adjacent
to a midrib. The most important single factor ensuring growth initiation is the
high pressure (about 7,4·109 Pa) being produced in the immediate vicinity of the
midrib, due to its increase in width by about 5 %. This way, right in front of the
transformation wave, short compressive and plastic shear wave pulses are surmised
to move about, slowly widening until the growth process has ceased, after which
the wave-pulses fade down to the level of ordinary elastic waves. The whole sce-
nario is shown in Fig.1.5, extracted from [77]. Fig.1.5 shows a cross-section of a
growing lenticular crystal (the drawing plane is assumed to run perpendicular to
the habit-plane).
The midrib is represented by a straight line, splitting the lenticular region into
two symmetrical halves, while the arrows are pointing into the orientation of wave
propagation. The hatched region represents the region of compressive and shear
wave pulses, and the broken line intersecting the crystal indicates how an originally
straight line of reference (dotted line in Fig.1.5d) is distorted during and after a
MT. Using this pattern of transformation, together with the assumption that the
longitudinal and the transversal transformation waves propagate at vl = cl, and
vt = ct, respectively, there has been reported in [77] an equation for the shape
of the surface of a lenticular crystal, which has been the final aim of that work.
We would further like to remark that the notion of dislocation generation under
the condition of a high level of mechanical stress being built up in the waves,
as postulated in [77], is justified, whilst the motion of the boundary is not put
into clear relation with the motion of the dislocations. Even though the values
of vl in [77] appear to be estimated too low, and too high for vt (see also the
interpretation of the data related to the speed of growth in 1.2), the qualitative
model looks quite promising. However, what is obviously missing in [76, 77] is a
description of the development of a midrib with an internal twinning structure,
which is supposed to take up a leading role during the formation of lenticular
crystals.
In [31,78,79], the growth of martensite has been treated from the point of view
of the shock wave theory. Lokschin also investigated the case of strong shock waves,
opening up a possible explanation for supersonic speed of growth. According to
estimates in [31, 78], the compressive stress or tension being developed within a
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Figure 1.5. Growth pattern of a lenticularly shaped martensite crystal [77]: (a):
Plastic shear and compression waves are propagating ahead of the transformation
front; (b) and (c): Crystal growth process has ceased, but abating waves of plastic
deformation are still propagating in the aftermath; (d): Waves of plastic defor-
mation faded away, after having excited elastic transverse-(t) and longitudinal (l)
waves.
shock wave amounts to about (1, 4÷ 1, 6) · 1010 Pa, being about twice as large as
the value used in [77], thus attaining the same order of magnitude as theoretical
yield stress. Based on data published in [27], Crussard analyzed the case of weak
shock waves with a speed of propagation lower than sonic speed. The common
weakness of these treatises is their lack of interpretations of the extensive amount
of morphological transformation characteristics.
If the role of dislocations during formation and propagation of the phase bound-
ary was not properly considered in the aforementioned models, then the motion
of a phase boundary could simply be regarded as the propagation of a lonely front
(called ”switching” wave in [80]), akin to a step like excitation (as shown in Fig.
1.3. To the left and to the right of such a ”switching” wave, different values of
deformation εα,γ would be produced, being typical of the γ- and α - phases. Such
a process can usually be described on the basis of a quasi-linear parabolic equation
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(non-linear diffusion equation), to be dealt with in Chapter 6.
Let us now briefly discuss the theories focusing on the role of hyperbolic waves
during a MT. Generally, these waves correspond to solutions of non-linear equa-
tions arising from a basic linear hyperbolic equation (i.e. a classical wave equation
featuring spatial and temporal derivatives of the second order) for which (har-
monic) sinusoidal waves are fundamental solutions. In our opinion, the general
interest on waves of this category is due to their potential for simple representa-
tions by (quantisized) totalities of phonons. Our next logical step will thus be to
pass over to phonon theory, which will finally enable us to take advantage of the
well developed and efficient microscopic models of solid state physics, and to estab-
lish later on an important link between microscopic and macroscopic descriptions
of MT.
The assertions in [81] advocate for a description of MT in the wave model.
Remarkably in [81], a decidedly passive role is assigned to dislocations, including
the proposal to reject a differentiation between the nucleation and growth stages,
apparently justified by the lack of observable static nuclei. Thus the kinetics of
any kind of MT should in general be allocated within the explosive type. (Even
the case of slow macroscopic growth of a martensite crystal can easily be explained
within the general notion of explosive transformation, by assuming small micro-
explosions occurring in sequence, with fairly long interruptions in between). In
addition to the above thesis we want to point to another assertion stated in [81]:
It is being proposed to interpret the particularities of the martensitic structure
as a result of the interaction of a combination of one (or more) lattice oscillation
modes, propagating at the velocities of elastic waves).
Kayser [82] was first in trying to associate the athermal activation of explosive
MT in ferrous alloys with the principle of stimulated emission of phonons, which
led to the conceptual notion of a phonon-maser 2 effect coming into being at a given
amount of supercooling below the equilibrium temperature T0 of both phases. The
optimum frequency assumed in [82] is the Debye-frequency νAM ≈ 1013 Hz, while
the associated phonon energy hνAM would equate with the free energy difference
GA − GM (related to one atom) between metastable (pre-martensitic) austenite
GA and stable martensite GM . The radiation system is supposed to be given
by the lattice atoms, which, during the MT, perform a coordinated (cooperative)
jump from an energy level GA down to a level GM , simultaneously with a struc-
tural transformation. As the initial occupation of the GM - level is assumed to
be nil (i.e. when the atoms make up the austenitic lattice) and if the condition
GA > GM was given, then the starting scenario would correspond to the utmost
possible inversion between the occupations GA and GM . The propagation of the
emitted phonons through the transforming lattice is supposed to proceed in such
2Editorial note: Phonon-maser and laser research and development proceeded almost in par-
allel in their initial theoretical and experimental stages in the sixties, but phonon-maser devel-
opment was abandoned later on due to lack of practical need for phonon-masers. See e.g. Phys.
Rev. Lett. vol. 12, pp. 592-595, May 1964.
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a way that the amount of phonons would steadily increase, resulting in a steadily
increasing amplitude of the acoustic wave, up to a magnitude enabling the cre-
ation of lattice defects. Kayser also proposed to interpret the zigzag structures,
comprising a macroscopic group of relatively small martensite crystals, grown and
confined within the space enclosed by two larger, pre-existing lamellae, as a se-
quence of multiple reflections of stimulated phonon radiation between the lamellae.
Fig. 1.6a shows a schematic illustration of the observed zigzag structure (being
more commonly known in metallurgy under the term (”lightning” or ”lace” struc-
ture), whereas Fig. 1.6b shows the Kayser-pattern (arrow lines). Typical of this
structure are two groups of lamellae: Any two lamellae selected from the same
group are parallel, whilst lamellae belonging to different groups adjoin at an acute
angle. We would however like to remark that any two of such totalities of lamel-
lae cannot be built up only on the basis of reflections between non-parallel larger
lamellae. Thus the interpretation by Kayser cannot be regarded as consistent.
Obviously the structure shown in Fig. 1.6b represents nothing more than an ob-
served phenomenological rule, which however does not reconcile with the classical
laws of reflection. The general definition of the radiating system as well as of the
radiation frequency also appear to be contestable. In fact, in a well developed
two-level maser (i.e. see [83]), pairs of inversely occupied energy levels would si-
multaneously exist at certain points of space, and the active radiating sub-system
normally is subjected to the Fermi-Dirac-Statistik. However in the Kayser-pattern,
the physical state corresponding to GM -energy would only potentially be possible,
as the atoms are in a state with GA-energy. Furthermore, short-wave phonons
generally have a highly pronounced rate of decay, corresponding to short average
lifetimes and ranges, thus the argument for the possibility of being generated by
the proposed mechanism appears fairly improbable.
A more promising description of the emission of radiation in conjunction with
atomic jumps is obviously set up by the concept of vacant atomic states, being
closely linked with the physical state of quenched austenite (i.e. see [84]).
An explanation of the mechanism of phonon generation has also been tried by
Zhang in [85]. Refraining here from further and detailed enumeration or discussion
of the various theoretical possibilities, we can conclude that, in the aforementioned
papers, a more or less reasonable concept of the microscopic mechanism of phonon
generation during MT is missing. This can be easily realized by comparing points
2 and 3 of Table 1.2 (next page) which has been borrowed from [85].
In Table 1.2, it has been tried to draw some general analogies (theoretical and
phenomenological) between the laser or maser effect and the MT. Moreover, we
assume that the requirement of a critical rate of cooling down to MS (pt. 3 in
Table 1.2) is not mandatory.
In order to suppress diffusion, it would suffice to rapidly pass through the high-
temperature region, where diffusion processes predominate, whilst further cooling
can succeed at a rather slow rate. For a description of the lateral displacement
37
ab
Figure 1.6. Schematic structural arrangement of typical martensite crystals: (a):
Totality of the lenticularly shaped twinned crystals in a realistic pattern [24]; (b):
Idealized pattern of multiple reflections of excited phonons [82].
wave, Zhang proposes a wave equation borrowed from Laser-Theory:
∇2~ξ + 1
c2
∂2~ξ
∂t2
= −∂
2p
∂t2
, (1.7)
where: c - speed of sound; ~ξ = [∇,u] - axial vector of rotation is correlated with
the antisymmetric rotation tensor [86]; u - vector of translational displacement; ∇
- gradient operator in a spatial frame of reference; p - analog to the polarization-
vector of a lasing medium as used in laser-theory, given by p = c−2εˆ~ξ, where
εˆ - matrix of lattice distortion during a lattice-transformation. As reported in
[85], there have been performed investigations on the characteristics of stationary
wave amplitudes, using a phenomenological approach by the commonly known
Van-der-Pol and Duffing equations, under the assumption that, in a harmonic
approximation, the square of oscillatory frequencies exhibit a critical dependence
on temperature, thus resembling a typical characteristic of ”Soft-Modes”, i.e.:
ω20 ∼ (T − T0).
A discussion of reports related to investigations on the effects of externally
applied magnetic fields and of magnetic ordering in austenite on MT will be subject
of Chapter 5.
3A laser-resonator, being a characteristic part of most lasers, is not an absolute requirement for
realization of laser/maser radiation, as in some radiating systems comprising a sufficiently high
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Table 1.2. Analogies between the Laser-effect and martensitic transformations
Laser Martensitic Transformation
1. Coherent photons 1. Coherent phonons
2. Occupational inversion 2. Mechanism ensuring a (potential) pos-
sibility for stimulated emission of phonons
3. Under the conditions of an oc-
cupational inversion, coherent pho-
tons are emitted during the transi-
tion of electrons to the lower energy
level.
3. Under given conditions (critical rate
of cooling, supercooling down to a cer-
tain temperature), the transition of atoms
occurs from their initial lattice position
of the high-temperature-phase into lat-
tice positions of the low temperature equi-
librium phase. Simultaneously with this
phase transition, coherent phonons are
emitted.
4. Resonator3 4. Lattice boundary, plane lattice defects,
grouped point defects, dislocations etc.
5. Van-der-Pol-Equation 5. Van-der-Pol- and Duffing-Equation
1.5 General physical tasks and objectives
A brief review of existing publications dealing with the spontaneous MT of param-
agnetic austenite lead us to the conclusion that the wave-approach, though being
regarded as most promising for further development of a microscopic dynamical
MT-theory and description of the γ − α- MT, presently is only weakly developed.
At first, the mechanism of wave-generation (and -amplification, respectively) in
the stage of martensite growth has to be determined, and secondly, the substantial
variability of crystallographic characteristics of Martensite must be interpreted in
the wave-model, as without such an interpretation, the wave-approach would be
largely invalidated with respect to materials science.
1. Let us assume that the process of fast development of a macro-nucleus of
a lateral dimension of about 2 r ≈ (10−6 ÷ 10−7) m (see 1.3) occurs within
a period of tN ≈ (10−9 ÷ 10−10) s. Then it is fairly easy to realize that
this postulate represents some kind of specification going beyond the nor-
mally used model of fluctuation nucleation. Let us further assume that
population inversion density (threshold-inversion), a ”single-shot” or ”superradiance” (Dicke)
laser/maser-effect can emerge. (Superradiance however mostly is an undesired, potentially de-
structive and hardly controllable side-effect in many high-intensity lasers.) Moreover, there have
also been discovered innumerable cosmic sources of (continuous) laser/maser radiation, clearly
demonstrating that laser/maser activity is a natural effect, not requiring sophisticated laboratory
equipment like a resonator at all.
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certain spatial scale l can be defined along an orientation perpendicular to
the axis of nucleation, in such a way that l would be complementary to r, as
shown in Fig. 1.7. Then l indicates the width of a specific region (we call
α- phase
2r
- phase- phase γγ
x
µα − µγ
µ− µγ
0
T − Tγ Tα − Tγ
l l
Figure 1.7. Assumed distribution of temperature T and chemical potential µ at
the instant of macro-nucleation of the α-phase. The x-axis is oriented perpendic-
ular to the axis of nucleation.
it Bγ−α) characterized by significant inhomogeneities of such fundamental
macro-parameters like temperature T and chemical potential µ 4. In other
words, the magnitudes of the spatial gradients ∇T and ∇µ in the a.m. Bγ−α-
region are relatively large. In order to evaluate the size of l, we start from
the assumption that heat liberation as well as a remarkable volume change
simultaneously occur in the region penetrated by an elasto-plastic wave-front
(being closely linked up with the γ − α-transformation). Let us further as-
sume that the wave-front propagates at a speed of c ∼ 103 m/s, through a
region transforming within a period tN , rendering: l ∼ c · tN ∼ (10−6÷10−8)
m (see also an evaluation of l under 6.3.3). The order of magnitude of the
quantities ∇T , ∇µ can easily be assessed from the relations:
∇T ∼ ∆T
l
≈ Tα − Tγ
l
, ∇µ ∼ ∆µ
l
≈ µα − µγ
l
. (1.8)
The quantity ∆T is comparable with the degree of supercooling T0−MS , i.e.,
∆T ∼ 100 K (see also the beginning of 1.2) and, as a result, the temperature
gradient would become ∇T ∼ (108 ÷ 1010) K/m. In assessing ∇µ, we take
into consideration that the specific volume of the α-phase increases due to
the volume-effect, and that simultaneously the concentration of electrons
n, and thus also µ, decrease. Let µ ∼ n2/3 be the generally used relation
between µ and n in the free-electron model (see for example [87]).
4The designation µ, having been used in 1.4 as the designation of the shear-modulus, will
from now on exclusively be used as the designation of chemical potential.
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Then we get
∆µ
µ
= −2
3
∆V
V
. (1.9)
For an assumed ratio of volume change ∆V/V ≈ 2, 4 · 10−2, being typical of
the Bain-deformation, and with µ ∼ 10 eV, we get from (1.9): ∆µ = 0, 16eV,
being equivalent to 1860 K at a temperature scale. This way, the quantity
∇µ/kB (kB - Boltzmann-Factor) can easily exceed the value of ∇T by one
order of magnitude, for the same value of l. It should be noted that our
estimate of ∆µ with adequate consideration of the volume-effect should be
essentially correct, due to the use of the relation µ ∼ n 23 for a sub-system
of s-electrons. Of course the same results can be obtained analytically for a
d-electron subsystem (see 4.5).
The remarkable gradients ∇T and ∇µ however require further analysis un-
der non-equilibrium conditions of the electron- and phonon-subsystems of
the Bγ−α-region. A substantiation of such non-equilibrium conditions will
then enable us to confine our further task to the determination of the mecha-
nism of generation (or selective amplification) of phonons by non-equilibrium
electrons.
2. We recall that the physical basis of the maser-effect is that the processes
of stimulated absorption are outnumbered by simultaneously occurring pro-
cesses of stimulated emission in a given region of a system, provided an
inverted occupation is given in the radiating system (i.e. in a lasing system
the occupation of higher energy levels must substantially exceed that of the
lower energy levels). If we choose a group of electrons as a radiating system
and further assume that the band model is correct, then it will be straight
forward to conclude that inversely occupied energy levels are present wher-
ever electronic flows exist, provided their assumed energy levels are correct.
Let fjk denote the non-equilibrium distribution function of electrons in the
state (j,k), where j is a band number, k is the wave vector and ~k the
quasi-momentum ( ~ - Planck’s constant) associated to a given electron of
energy εjk. Let us now regard the graphs pertaining to a non-equilibrium
distribution of electrons (ref. i.e. [87]) being already known from the the-
ories of heat ( for ∇T 6= 0) and of electrical conductivity (for ∇µ 6= 0).
In Fig.1.8, an equilibrium function f 0k (normal line), and a non-equilibrium
function fk (dotted line) are plotted, the degree of non-equilibrium being
determined by the quantities ∇T Fig.1.8a and ∇µ Fig.1.8b. In case (a), it
is clearly obvious that two oppositely oriented electronic flows arise (namely,
electrons with energy ε > µ predominantly move from the warmer to the
cooler regions, i.e., against the temperature-gradient ∇T , whereas electrons
with ε < µ predominantly move parallel to the direction being set by ∇T ).
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Thus, if the quasi-momentum ~k of electrons is oriented anti-parallel to
the temperature-gradient ∇T , a non-equilibrium term ∆fk > 0 for εk > µ,
with ∆fk < 0 for εk < µ, has to be considered. And vice-versa, if ~k
is oriented parallel to ∇T , then ∆fk > 0 for εk < µ and ∆fk < 0 for
εk > µ. Thus the states with quasi-momentum ~k oriented anti-parallel or
parallel to ∇T would be inversely occupied above or below the Fermi-level
µ. In Fig.1.8a, two such inversely occupied energy levels are plotted by thin
horizontal lines, in relation to the Fermi level µ. In Fig.1.8b, the particular
case of parallel electron motion towards decreasing chemical potential, i.e.
against ∇µ, is illustrated, where the sign of the non-equilibrium addend
to the equilibrium distribution function f 0k is independent of the relation
between εk and µ, i.e.: ∆fk > 0 for k ↑↓ ∇µ, and ∆fk < 0 for k ↑↑ ∇µ.
The above concept of formation of inversely occupied states related to the
non-equilibrium conditions during the stage of growth of the α-phase has
been proposed in [88–90].
3. Our investigation of the generation of elastic waves by non-equilibrium elec-
trons should most reasonably start with a definition of the conditions re-
quired for the excitation (or amplification) of a plane wave of atomic displace-
ment, in the ideal case of a crystal of infinite dimensions, with homogenous
and stationary temperature- and chemical potential gradients.
From the point of view of quantum-mechanics, a plane wave of relative atomic
f (ε)
f (ε)
~k′ ↑↑ ~∇T
~k′ ↑↑ ~∇µ
~k ↑↓ ~∇T
~k ↑↓ ~∇µ
µ
µ µ
µ
a
b0
0 ε
ε
1
1
Figure 1.8. Equilibrium (normal line) and non-equilibrium (dashed line) electron
energy distributions: (a): ∇T 6= 0; (b) ∇µ 6= 0
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displacement: u(r, t) = u0cos(ωqt − q r) represents the macroscopic effect
of a totality of coherent phonons of energy ~ωq, with wave-vectors q. This
means that the generation of waves by a maser-mechanism would become fea-
sible whenever a macroscopic number of inversely occupied electronic states
(k,k′) was existent, and transitions between them would predominantly re-
sult in the emission of phonons, in accordance with the laws of energy- and
quasi-momentum conservation:
εik − εi′k′ = ωjq, (1.10)
k− k′ − q = 0,Q. (1.11)
In (1.10), j is the index of the phonon-branch, whereas the equality of (1.11)
depends on whether the electronic transitions belong to a normal ”N-process”
or to a ”U-process” [87] (see Fig.1.9). For an N-process, the right side of
ε
~q
µ
~k~k′−km kma
ε
−km km~k~k′
µ
~q
b
µ
−km km~k′~k
ε
~q
c
Figure 1.9. One-dimensional pattern of N-processes (cases a and b) and U-process
(case c) km – upper momentum limit in the 1
st BZ, q – phonon-momentum. The
energy difference εk − εk′ is not considered, µ – Fermi-level.
(1.11) vanishes, while for a U-process, the right side of (1.11) is the vector Q
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of the reciprocal lattice. This way, our task is equivalent to finding macro-
scopic sets of pairs of inversely occupied electronic states in k-space, which
would have to be equidistant to satisfy the conditions of (1.10,1.11). The
main objective in processing with this task will thus be the identification and
classification of such pairs of electronic states, starting with the definition of
points located in a surface separating inversely occupied states in k-space.
Thus it will be important from the outset of our analysis, to identify and pre-
select such lattice oscillations being characterized by an implicit tendency to
become unstable under non-equilibrium conditions. This analysis will be
based on the assumption that the structure of the electronic spectrum in the
transforming Bγ−α-region maintains all relevant properties of the electronic
spectrum of the fcc-phase of iron, this being a significant prerequisite from
the viewpoint of the phonon-generation mechanism.
If we think of a MT as the manifestation of a particular kind of lattice-
instability, it would be reasonable to identify some key features of solid-
state instabilities in general. Firstly, it can be stated that, except for some
specific aspects of non-equilibrium states, basically the same - finally stated -
particularity of an electronic spectrum is used to explain lattice-instabilities
like the Peierls-instability of a three-dimensional lattice, as well as during a
variety of electronic and magnetic phase transitions, within the frame of a
wave concept for charge- and spin-densities [4, 91–94]: The key point thus
is: The macroscopicity and collectivity of a number of electronic states,
corresponding to (1.10, 1.11). In fact: For the presented examples, there is
a requirement for the existence of more or less large regions on the Fermi-
surface which must nest during a translation by a given vector q. This very
vector q thus characterizes the resulting structure. The existence of such
particularities must manifest itself through the appearance of density-peaks
of the electronic states in the proximity of the Fermi-energy µ [95–97]. Of
course, the pairs of electrons that will attract our particular interest later
on, must also have energies near µ.
4. By analogy with a photon-maser [98], it can be expected that, in order to
realize a phonon-maser, mere satisfaction of the threshold-condition
σ0 > σth =
Γκ
|W |2 R, (1.12)
would be sufficient, which already considers that the inverted initial differ-
ence of the σ0-populations has to exceed a given threshold σth. This threshold
value thus is proportional to the inherent attenuation Γ of radiating electrons,
as well as to the rate of damping κ of generated phonons, and inversely pro-
portional to the square of the matrix-element W of electron-phonon interac-
tion, as well as to the number of pairs of equidistant electronic states R. It
should be noted that Debye-Phonons turn out to be incompetitive, due to
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their high attenuation in relation to the attenuation of phonons with longer
waves, as indicated by (1.12).
5. It has to be clearly distinguished between a dynamical instability, as mani-
fested by the excitation of elastic waves (in accordance with (1.12)) and the
lattice-instability arising as soon as the waves attain a threshold amplitude
of εth ∼ 10−3, as required to initiate plastic deformation (see 1.3). Thus,
in order to materialize the lattice instability to be dealt with here, a more
demanding condition than that of (1.12) has to be satisfied.
6. As the γ − α MT of ferrous alloys occurs in a wide range of concen-
trations of its other component (-s), causing significant variations of the
MS-temperatures (from MS < 10
3 K, for low Ni-concentrations, down to
MS < 4, 2 K, for 34% Ni in a Fe - Ni - System), we have to identify a spe-
cific criterion for an effective working principle of phonon-maser-excitation,
which must be valid for the observed wide range of temperatures and con-
centrations. The specific difficulties arising from this task can most easily
be overcome by a two-band model of the electronic spectrum of a metal,
comprising s and d electrons (a more comprehensive definition of this task
will be given under 4.1).
7. After having established a conceptual notion of a phonon-maser for single
wave generation, let us now get into an interpretation of some morphologi-
cal characteristics of martensite. It would be most convenient to select the
habit plane as a basic characteristic of a MT, as the habit plane is unequiv-
ocally linked up with a MT, as already mentioned under 1.2. For further
interpretation of MT, it will be convenient to start with an outline of the
following geometrical representation, which will play a key role in our further
analysis: Imagine a straight line of fixed (non-rotating) orientation, moving
with a constant velocity relative to an inertial reference frame (associated,
for example, with crystal axes 〈100〉). As a flat surface can geometrically
be defined as the location of all points in space through which such a line
has passed, then this line in motion will generate a plane. (Analogously, a
line can be generated by the trail of a moving point imprinted in a given
plane). In our next step, we assume that the moving line itself is defined
and generated by the geometric locus of a moving intersection of two flat
(non-parallel) wave fronts (i.e. with non-collinear wave-vectors). (The idea
of using a combination of waves has first been expressed in [81]). Further
substantiation of the wave characteristics should aim at defining the class
of waves (i.e. longitudinal or transversal), their direction(s) of propagation,
and their phase-relationships. It can however be anticipated that the com-
bined action of such waves might suffice to build up favorable conditions
for a structural transition. With respect to the γ − α-transformation, lon-
gitudinal (or quasi-longitudinal) waves, supposed to propagate near to the
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orientations 〈001〉, 〈110〉 will be selected. In addition and in accordance with
the pattern of Bain-deformation (see Fig.1.1), let us further suppose that the
growth of a martensite lamella proceeds by progressive unification with its
adjacent areas, which are subjected to the synchronized dilatational and
compressive action of the waves intersecting them. In Fig.1.10, two selected
perpendicular directions of wave propagation are marked by indices 1 and 2,
while the velocities and lengths of the two waves are marked by c1, c2, λ1,
λ2, respectively. The hatched cross-sections represent the areas of favorable
transformation conditions with respect to the orientations of compressive-
(acting in direction 1) and tensile stress (acting in direction 2). Each of the
waves is shown at a given starting time t0 and at a somewhat later instant
t. Obviously in Fig.1.10, the area enclosed by the bold lines represents an
idealized cross-section of a lamella with an approximate width of (1/2)λ1,2,
thus resembling a prototype image of a growing martensite lamella.
2
1
1
2
λ2
1
2
λ1
~c1
~c2
~c
Figure 1.10. Fundamental growth pattern of a martensite lamella in the notion
of two flat longitudinal waves propagating perpendicular to each other: c1, c2 –
wave - velocity, λ1, λ2 – wavelength.
It is easy to conceive from Fig.1.10 that the hatched area of wave-
superposition, as well as the intersecting area of the wave-fronts, are si-
multaneously propagating at the velocity equivalent to the vector-sum (i.e.
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geometrical sum) of their individual velocities c1, c2
5, i.e.
c = c1 + c2, c = |c| =
√
c21 + c
2
2. (1.13)
As the value of |c|, on the one hand, characterizes the frontal speed of growth
of a martensite lamella, and on the other hand can exceed the longitudinal
velocity of sound in direction of c in Fig.1.10, it is possible in principle to
explain this way the aligned supersonic growth of martensite crystals (be-
ing controlled by a pair of ordinary longitudinal waves), thus inherently
representing an important kinetic particularity of the growth stage. This
interpretation was proposed for the first time in [99]. We should also keep in
mind that the dominating role of longitudinal waves in the formation stage
of midribs was postulated in [77] too. If, on the one hand, the types of gen-
erated waves were put in relation with the particularities of the electronic
spectrum and on the other hand, with the morphology of the end product,
then we could expect new explanations of structural and kinetic particulari-
ties of the MT (including the effects of changes in concentration of the second
component), which might be complementary to some important conclusions
drawn from thermodynamic analysis of MT.
8. After having convinced ourselves of the ”functionality” of a two-wave pat-
tern, we shall deal in our next step with the various implications related to
the coordinated propagation of displacement waves in the model of ”switch-
ing waves”, as we will call the isolated, step-shaped fronts of temperature,
chemical potential and distortion. This might finally consolidate our under-
standing of the key phenomena associated with the motion of the interface
of a martensite crystal in the growing stage.
The following chapters will mainly be devoted to the solution of the tasks de-
fined in above sub-points 3 to 8. In brief, the ultimate objective of this work
is to analyze and understand the growth stage of a martensitic crystal during
the γ − α-transformation of ferrous alloys, within the conceptual frame of a
self-organizing process, during which the mechanism of generation (and am-
plification) of lattice-displacement-waves by means of non-equilibrium elec-
trons will play a dominant role.
To avoid any misunderstandings when reading this monograph, the author
recommends to bear in mind that different physical quantities may some-
times be denoted by one and the same symbol. For this reason, the indices
appended to symbols, as well as the ”local” definition of abbreviations, will
normally be introduced in the ”local” text and should be duly considered.
Thus in one instance, εk may represent the energy of an electron of wave-
vector k, whereas ε may represent linear deformation, and ε˜ represents rel-
5In case of non-orthogonality between c1, c2, the velocity c would deviate from (1.13)
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ative volume deformation. Vectors will be represented either by bold letters
or by an arrow placed above a letter.
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Chapter 2
Particularities of an electronic
energy spectrum as required for
realization of a Phonon-Maser
2.1 The Hamiltonian Problem
In accordance with No. 1 and 2 of point 1.5 of this monograph we associate to each
state of an electron a band-index j and a wave-vector k. Let us further assume
that the basic characteristics of the band-structure of γ - iron will essentially
also apply to other ferrous alloys with fcc-lattice, at least in a coherent potential
approximation [100, 101] (also see [102]). Thus our consistent first step will be to
analyze the dynamical characteristics of the electron-phonon system under non-
equilibrium conditions, within the frame of energy of the band spectra of the
involved electrons and phonons.
We choose the standard formulation of the Hamiltonians for non-interacting
electrons He and Phonons Hp, respectively
He =
∑
jk
εjka
+
jkajk, (2.1)
Hp =
∑
iq
~ωiq(b
+
iqbiq +
1
2
), (2.2)
where a+jk, ajk, b
+
iq, biq - are the creation and annihilation operators for electrons
and phonons, respectively. Accordingly, the acoustic branches of the phonon spec-
trum with frequencies ω and wave-vectors q will be enumerated by i = 1,2,3.
In consideration of the predominance of single-phonon processes during electron-
phonon interactions, it is justified to use the Fro¨hlich-Hamiltonian Hep as interac-
tion operator, being linear in the operators b+ and b:
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Hep =
∑
qkijj′
W ∗iqjj′biqa
+
jkaj′k′ +Wiqjj′b
+
iqa
+
j′k′
ajk. (2.3)
In this case the quasi-momenta obey to the conservation-law (1.9b), and Wq is
the matrix-element pertaining to electron-phonon interaction (Wq* is complexly
coupled to Wq). In the tight binding approximation it is possible to get an esti-
mated value for Wq by limiting the calculus to a linear reduction of the resonance
integral G, with respect to atomic displacements, where the magnitude of G de-
termines the width of the electron band [92]. For q < qmax with qmax ∼ π/a, near
the boundary of the 1st Brillouin-Zone (BZ), we get for Normal (N-processes) as
well as for Umklapp (U-processes):
Wq ≈ i
[
~
2MNωq
] 1
2
G(eq,q), (2.4)
where M - atomic mass, N - number of atoms, eq- phonon polarization vector, i -
imaginary unit in (2.4) (we omitted the band and branch indices).
Apart from the Hamiltonians (2.1)-(2.3), the complete Hamiltonian of system
H would also have to take into account electron-electron interactions Hee as well
as anharmonic phonon-phonon interactions Hpp, the explicit form of which will
however not be used further.
2.2 Form of a non-equilibrium addend to the
electronic distribution function and defini-
tion of points separating inversely occupied
states in a one-dimensional electronic spec-
trum
The task related to the identification of pairs of potentially active electronic states
(ES) being involved in the generation of phonons (see sub-point 3 under point
1.5) requires that some additional conditions have to be satisfied, besides those
already defined in (1.9). Above all we have to remark that in the context of this
monograph, the notion ”potentially active” addresses the population inversion
of pairs of ES under non-equilibrium conditions in a transforming lattice. As a
population inversion of the kind to be discussed here always coexists with electronic
flows, it can be anticipated that the uppermost inversion between pairs of ES will
only be realized for such orientations of the group-velocities vk ↑↓ vk′ of electrons
(with wave-vectors k, k′, respectively) being mutually opposed to the relevant
gradient of a locally existing spatial inhomogenity.
It is easy to convince ourselves of the correctness of this latter statement by
writing out a stationary non-equilibrium addend fk − f 0k (for stationary and ho-
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mogenous temperature and chemical potential gradients), as determined by the
standard kinetic equations of electronic populations fk and using the relaxation
time approximations presented in [87]. Our determination of relaxation time τ
will be based on the consideration that the impact-integral can be replaced by
expression (f − f 0)τ−1 , where τ is the average relaxation time to equilibrium
distribution f 0.
fk − f 0k ≈
∂f 0k
∂yk
ykτ
T
(vk, ~∇T ), (2.5)
fk − f 0k ≈
∂f 0k
∂yk
τ
kBT
(vk, ~∇µ). (2.6)
In (2.5) and (2.6) f 0k - Fermi-Distribution
f 0k =
1
eyk + 1
, yk =
εk − µ
kBT
, (2.7)
kB - Boltzmann-Factor.
It immediately follows from (2.5) and (2.6) that the non-equilibrium addends
in brackets simultaneously change their own signs with a change of the orienta-
tion of vk, as indicated by the change of sign of the respective scalar products
(vk, ~∇T ) or (vk, ~∇µ). Bearing in mind that ∂f 0k/∂yk < 0, we can easily note the
correspondence of equations (2.5) and (2.6) with Fig. 1.8.
The requirement of anti-parallelism vk ↓↑ v′k bears a more generalized charac-
ter than the singular requirement of anti-parallelism for quasi-momenta ~k ↑↓ ~k′
of a pair of ES, as indicated under sub-point 2 of point 1.5. The requirement
k ↑↓ k′ is actually satisfied for N and U-processes, near the lower and the upper
edge of an energy band (cases a and c in Fig.1.9). However it would not be satisfied
if an N-process occurred at an intermediate location (case b in Fig. 1.9), whereas
the requirement vk ↓↑ vk′ would be satisfied in any case. Obviously, a consid-
eration of the one-dimensional spectrum Fig. 1.9 shows that mutually opposed
velocity orientations correspond to pairs of ES separated by a point corresponding
to a quasi-momentum p (see below) for which the energy distribution ε(k) features
an extreme value. This means that for k = p the group velocity
vk =
1
~
∂ε(k)
∂k
|p
vanishes (with p = 0: in case a; p = km: in case c; and 0 < p < km: in case b).
This way it will be convenient to select pairs of ES in one-dimensional k-space by
looking for points p corresponding to equilibrium population, which in this case
separate the states k and k′ of an ES-pair.
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2.3 Definition of boundary surfaces separating
inversely occupied states for a 3-dimensional
electronic spectrum
We shall now apply the results of point 2.2 for the case of a 3-dimensional elec-
tronic spectrum. Let R(q) = {|ik〉, |i′k′〉} be sets of equidistant ES-pairs satisfying
the conditions of (1.9), which at the same time are potentially active during the
creation of phonons with quasi-momenta ~q. As already discussed under sub-
point 3 of point 1.5, the contribution of stimulated radiative transitions between
ES within a set R = {|k〉, |k′〉} can in some instances become a macroscopic quan-
tity, provided that the number of ES-pairs in R also is a macroscopic quantity
and a population inversion of the majority of such pairs does exist. For simplicity
the radiative transitions are supposed to be confined to one electron energy band,
and for this reason the band indices will be omitted further on. In the case of
an inhomogeneous spatial electron distribution, a population inversion would be
possible if ES-pairs with anti-parallel components of velocities v = ~−1~∇ε existed
along certain directions. This requirement could essentially be satisfied if the ES
belonging to one pair were separated in k-space by certain geometrically defined
boundary surfaces, including planes, which we shall generally denote as P-surfaces.
In such case the general condition
(v(k),n(k)) = 0 (2.8)
will apply. Here n(k) - unit normal vector in point k of surface P. This enables us
to allocate to each of the P-surfaces a totality of ES-pairs with antiparallel velocity
components being collinear to the axis of n, being localized in the proximity of
a layer with thickness ∼ q (we assume that q ∼ (10−3 ÷ 10−1)π/a, a - lattice-
parameter). However, not all of the P-surfaces actually determine a set of ES-pairs,
as the general requirement of macroscopicity of the number of inversely occupied
ES-pairs, as well as the need of compatibility with (1.9) have to be equally met.
Let a given orientation of the spatial inhomogeneity be denoted by e. Then,
in the proximity of those points of the P-surface where n is collinear to e, an
inverted population (IP) of ES-pairs should actually exist, as in the q-proximity
of these points the existence of states with antiparallel velocity components along
the orientation determined by e would be inevitable. Obviously, the number and
density of these specific points mostly depend on the shape of the P-surface, and
attain a maximum in the case that the P-surface is a plane. For this reason, among
the totality of P-surfaces, the sub-set of P-planes (defined by n = const) will be
highlighted.
By definition, the P-plane is a plane in which the velocity component vn (along
to the normal n of the plane) vanishes for all points of the plane. Obviously, planes
satisfying this specific definition match with the symmetry-planes of the reciprocal
lattice. (We recall the classical rule of reflection which simply states that all normal
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velocity components conserve their magnitudes and only change their signs, before
and after reflection at a plane.) Consequently, on the points of a symmetry plane,
the velocity v (as an invariant during a reflective transformation) does not feature
non-vanishing components collinear to the normal n of that plane.
Of course such symmetry considerations do not exclude in general the possible
existence of P-planes not coinciding with symmetry planes. For this reason we
need to find certain specific equations which may enable us to determine such
P- planes not being defined by symmetry considerations alone, but still being in
accordance with the dispersion law. It should be noted that in case that a surface
is a P-plane, Eqs. (2.8) must be satisfied for all points of this plane and the next
relationship (2.9) occurs
(n, dv)|p = (n, (dk, ~∇)v)|p = 0, (2.9)
where dk corresponds to the requirement (dk,n) = 0. It is further possible to define
two independent vectors dk = dk1, dk = dk2. Supposing that dk1 = [n,v]|pdl and
dk2 = v|pdl, then we get from (2.9):
(n, ([n,v]~∇)v)|p = 0, (n, (v, ~∇)v)|p = 0. (2.10)
If we write the equation for the P-plane in the form (n, k) = C, then it will be
possible to find the normal-vector n and the constant C by resolving (2.8) and
(2.10) for the components of n and C with a given value k = k0 corresponding
to the requirement v(k0) 6= 0. The vector k0, which determines a point in the
P-plane, possesses two independent components, which can be chosen arbitrarily.
For practical reasons however it is more convenient to choose k0 in such a way
that Eqs. (2.8) and (2.10) attain their most simple form for k = k0.
In the particular case of a curved surface P, both its normal vectors n and
the velocity vectors v change their orientation from point to point, with respect
to the orientation of e. Thus the number of ES-pairs with anti-parallel velocity
components ve (collinear to e) located in the q-layer can be small. And vice versa,
from the point of view of a population inversion, only such specific ES-pairs are
highlighted whose mutually anti-parallel velocity components are oriented collinear
to the local spatial inhomogenity e. In k-space, such ES-pairs are separated by
boundary surfaces of a different category (we denote them by S or S-surface) for
which
(v, e) = 0. (2.11)
This means that at any point in S, the projection of v onto e vanishes, i.e. v⊥e.
According to (2.11) the surface S comprises the geometric loci of all singularity
points (i.e. the extremes and flex points) of a function ε(k), if k varies parallel
with e. Obviously, the scalar products (v(k), e), (v(k′), e) will attain different
signs for each pair of points k,k′ located at opposed sides of S, but still remain in
the proximity of S (i.e. where |k− k′| ≤ 0, 1π/a), provided the intersection of the
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vectors k−k′ with S corresponds to a relative extreme of the function ε(k) in such
intersections, i.e. for (k− k′, ~∇)v|s 6= 0. Let (k− k′, ~∇)v|s = 0 define a flex point
of the function ε(k) on the surface S. Then, in the proximity of such a flex point,
there will not occur a change of sign of the scalar product (v(k), e). Consequently,
ES-pairs k,k′ corresponding to such flex points will not be considered further.
The equations of surfaces S can also be written in a form not explicitly de-
pending on e. It will be reasonable to use such a notion when searching for certain
S-surfaces with specific characteristics. Doing this way, the e vectors will not be
given from the outset, but can be derived from the already known equations of an
S-surface. We note that in any point of the S-surface, the velocity vectors v(k) -
according to (2.11) - are oriented parallel to a fixed plane. Consequently, if three
arbitrary points in the S-surface are defined by vectors k, k1, k2 we get
(v(k), [v(k1),v(k2)]) = 0. (2.12)
Assuming that k1 = k + ∆k, k2 = k + ∆k
′, we can develop (2.12) by powers of
∆k,∆k′, however confining our decomposition of v(k1), v(k2) to the linear terms.
(W(k), [∆k,∆k′]) ≈ 0, (2.13)
where
W =
1
2
∑
ijn
eiεijn
(
v ,
[
∂v
∂kj
,
∂v
∂kn
])
(2.14)
and e1, e2, e3 are the orthogonal unit vectors of a right-hand Cartesian frame of
reference, with εijn = (ei, [ej, en]). If ∆k,∆k
′ → 0, then the vector [∆k,∆k′]
adopts the orientation of the normal n of the surface S in point k. For this reason,
the vector [∆k,∆k′] can be replaced by n when reaching the limit ∆k,∆k′ → 0
in (2.13). In result, we obtain the general equation for the S-surfaces we were
searching for:
(W(k),n(k)) = 0. (2.15)
In our specific task of search for and identification of the subset of flat S-surfaces, we
shall essentially use (2.15). Formally, our task of finding such planes, determined
by a vector-fieldW(k), is equivalent to the task of finding P-planes associated with
a velocity-field v(k), as (2.8) and (2.15), which define both the P and S surfaces,
are formally equivalent. Thus their resolution will also lead to a resolution of
Eqs. (2.8), (2.10), only by replacing v by W. By way of illustration let us analyze
a cubic (fcc) lattice, using the definition of the basis vectors of the real and of
the reciprocal lattice given in [103]. This will then enable us to use the simplest
dispersion law in the tight binding approximation for fcc lattice [104]:
ε = ε0 − 2ε1
∑
ij
(1− δij) cos ηi cos ηj, (2.16)
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where ε0, ε1 - constants, ηi = (aki/2), a - lattice-constant. In this case, the set of
P-planes will be confined to planes of symmetry with ki = 2mi(π/a), ki ± kj =
4mij(π/a), i 6= j, i, j = 1, 2, 3; mi, mij = 0,±1,. . . . In our further search for
S-planes, it will be convenient to distinguish between the following 2 variants of
planes: 1) planes oriented parallel to the coordinate planes (or axes) of the lattice
and 2) planes intersecting the coordinate planes or axes. The subset of planes
oriented parallel to the coordinate planes can be defined by the condition ki = ci,
(i = 1, 2, 3). The constants ci can be determined from the relation
(n,W)ki=ci,kj=kl=0 = 2B sin (
1
2
cia)(1 + cos
1
2
cia)
2, (2.17)
where B = 2a5~−3ε31, being satisfied for ci = 2miπ/a, mi = 0,±1,±2,. . . . The
specific planes oriented parallel to a coordinate axis, for example the k3 -axis, can
be defined by the condition n1k1+n2k2 = c12. The unknown quantities n1, n2 and
c12 are determined by
(n,W)|k3=0 = 32BD2K(n1 sin η1 + n2 sin η2) = 0, (2.18)
(n, (W, ~∇)W)|k3=0 = 32aB2D4K{n1 sin η1[K(cos η1 +K − 2)−
− sin2 η1 − sin2 η2] + (1⇆ 2)} = 0 (2.19)
where
D = cos
1
2
η1 cos
1
2
η2, K =
1
2
cos
1
2
(η1 + η2) cos
1
2
(η1 − η2).
The factor is K = 0, if k1 ± k2 = 2(2m + 1)π/a, m = 0,±1,. . . . We can easily
convince ourselves that the term in brackets in (2.18) can only vanish if the con-
dition |n1| = |n2| is satisfied, i.e. for planes with k1 ± k2 = 4πm/a. The Eqs.
k1 ± k2 ± k3 = 4πm/a defining the planes intersecting all coordinate axes can
immediately be identified taking into account that all sections being cut out from
the coordinate axes by such planes must be equally sized, as demanded by (2.17),
(2.18), (2.19). However, the requirement of (2.15) will not be met on these planes,
which means that they would not be S-planes.
It should be kept in mind that the requirement for attainment of maximum
population inversion , which actually selects the flat S-surfaces (planes), is not
the only one. For this reason, also curved S-surfaces have to be included in our
considerations. The Eqs. defining such surfaces can be derived from (2.11) if
certain e are given, as each e is associated with a multi-sheeted S-surface, whose
shape would change with varying e. Using the spectrum given by (2.16), it is
possible to obtain the view about a modification of the shape of S-surfaces setting
e along symmetry axes. For e‖[001] (fourfold axis), e‖[111] (threefold axis) and
e‖[110] (twofold axis) the Eqs. describing the S-surfaces are:
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S[001] : sin (η3) cos
η1 + η2
2
cos
(η1 − η2)
2
= 0, (2.20)
S[111] : sin (η1 + η2) + sin (η1 + η3) + sin (η2 + η3) = 0, (2.21)
S[110] : sin
(η1 + η2)
2
[cos
(η1 + η2)
2
+ cos
(η1 − η2)
2
cos (η3)] = 0. (2.22)
Typical shapes of some sheets of the surfaces (2.20 -2.22), being confined within
the 1st BZ, are shown in Figs. 2.1 -2.3. (In the following, we shall denote those
specific sheets of S-surfaces being located within the 1st BZ as ”reduced sheets”).
For e‖[001], (2.20) describes a totality of planes:
η3 = mπ → k3 = 2mπ/a,m = 0,±1,±2, . . . , (2.23)
η1 ± η2 = (2m+ 1)π → k1 + k2 = 2(2m+ 1)π/a (2.24)
k1
k2
k3
X
X
X
1
2
W
W
W
W
W
W
W
Γ
Figure 2.1. Image of the reduced Surface S[001] for the dispersion-law given by
(2.16); Sheets 1 and 2 are determined by: k3 = 2π/a, k1 + k2 = 2π/a, where a -
parameter of the fcc-lattice.
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In Fig. 2.1, the hatched quadratic sheet of the 1st BZ corresponds to the plane
defined by (2.23) for m = 1 (the opposed quadratic face corresponds to m = -1,
and the flat region including the point Γ corresponds to m = 0 ). The vertically
hatched rectangle in Fig. 2.1 corresponds to one of the four planes given by (2.24)
for m = 0: k1 ± k2 = 2π/a.
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Figure 2.2. Image of one reduced curved sheet of the S[111] surface for dispersion-
law (2.16)
For e‖[111], all sheets of the surface given by (2.21) are curved. Figure 2.2
shows one of the three reduced sheets. It is possible to obtain the sheet of similar
shape by means of the geometric operation of the inversion in relation to point Γ.
(The sheet including the point Γ is not shown in Fig. 2.2).
For e‖[110], (2.22) is satisfied for S-planes with k1 + k2 = 4πm/a (the reduced
flat sheet corresponds to m = 0) as well as for curved S-surfaces (whenever the
expression included in brackets in (2.22) vanishes). Figure 2.3 shows one of the
reduced curved sheets (the second one is produced by the inversion in relation to
point Γ.
In Fig. 2.3, showing the intersections of the S-surfaces (including those not
shown in Fig. 2.1 - 2.3 with planes k1 = k2 for e‖[11ψ], it is possible to track
their continuous transformation with varying e. For ψ >> 1, the traces of the
S-surfaces attain a step-like shape with pronounced linear (nearly vertical and
horizontal) regions, which, for ψ → ∞, will steadily transform into groups of
perpendicular straight lines, which also represent the traces of planes (2.20). The
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Figure 2.3. Image of the reduced curved sheet of the S[110] surface for dispersion-
law (2.16)
trace of that sheet of the S-surface, which includes the point Γ, will be subjected
to the most pronounced changes. This trace changes over from a nearly horizontal
section for ψ >> 1, to the almost vertical, for 0 < ψ << 1 (for ψ = 0, the vertical
line can be regarded as trace of the plane k1 = −k2, corresponding to (2.22)). The
particular signs in figure 2.4 are used to mark and distinguish the different traces
(quadrangles, triangles and ellipses) and also indicate the proximity of e to the
fourfold (ψ >> 1), threefold (ψ = 1) and twofold (ψ << 1) axes of symmetry.
2.4 Limitations imposed by the equidistance re-
lations in (1.9)
The first of the implicit conditions in equation (1.9), as well as the requirement of
macroscopicity of the number of ES-pairs with inverted population will now enable
us to develop an initial conceptual view of the S-surfaces (We should however bear
in mind that P-planes are a sub-set of the totality of S-planes, defined by n = e,
and for this reason the general symbol S will also include P-planes), justifying the
exclusion from further consideration of all ES except those for which R = {Rs} =
{{|k〉, |k′〉}s} with wave-vectors k = s+1/2q+ δ(q/q) and k′ = s−1/2q+ δ(q/q),
being localized in the proximity of S-surfaces within a layer of thickness ∼ q ∼
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Figure 2.4. Image of the intersection of the S[11ψ] surfaces with planes k1 = k2
for dispersion-law (2.16):
− ψ ≫ 1, − ψ = 1, − ψ < 1.
(10−3÷10−1)π/a, with δ = δ(s) = q−1(q, (k+k′)/2−s), |δ| ≤ 1/2q (using |q| = q).
But even within R, not all states are equivalent. Among them, we shall highlight
those energy states located within an interval 2∆ near the Fermi-energy µ, just
because they can attain significant population differences, as will be shown later
on. Let Rµ∆ denote the set of ES-pairs satisfying the conditions
µ−∆ ≤ ε(k), ε(k′) ∼ ε(s) ≤ µ+∆. (2.25)
where Rµ∆ represents a unification of the subsets R
s
µ∆, in which each set is con-
nected with its particular S-surface. For a given ∆, each of these sets is determined
by the dispersion law ε = ε(s) on its S-surface.
Obviously, Rsµ∆ = R
s, if the following two inequalities are satisfied for the
S-surface
εmin ≥ µ−∆, εmax ≤ µ+∆ (2.26)
and Rµ∆ = R, if the inequalities (2.26) are satisfied for any of the S-surfaces. Let us
take for example the spectrum described by (2.16): For ε1 ≈ 0, 3 eV, corresponding
to a band width of 5 eV, together with ∆ ≈ 0, 1 eV and for µ values close to the
upper band boundary, (i.e. µ ∼ εmax = ε0+4ε1), the whole reduced sheet 1 of the
surface S[001] (see Fig. 2.1) is confined between the isoenergetic surfaces ε = µ±∆,
thus the inequalities (2.26) are satisfied. For ferrous alloys, ∆ ≈ 0, 24 eV may be
typical (as shown in Chapter 4) and thus large enough for the limitation imposed
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by (2.25) not becoming too restrictive.
The set Rµ∆ includes all ES-pairs whose contribution to stimulated radiative
transitions may prove to be a potentially macroscopic quantity. Thus our next
task, being immediately related to the determination of the spectrum of generated
phonons, will essentially comprise the isolation of those sub-sets Rµ∆(q) from
Rµ∆ which contain equidistant ES-pairs being directly involved in the emission
of phonons with the fixed magnitude and orientation of q. In resolving this task
we shall consistently take into account the requirements of : Macroscopicity of
the quantity |Rµ∆(q)|- i.e. of the number of ES-pairs in Rµ∆(q), Maximum of
population inversion and the requirements implied by (1.9), as dominant, while
the electronic energy states will be considered as stationary quantities. Each of
the sub-sets Rsµ∆ included in Rµ∆ will have to be considered separately. Let us
now decompose the energies associated with the states |k〉, |k′〉, being localized
close to the S-surface, into powers of the deviations k− s,k′ − s, and confine our
further analysis to the square terms. Using this approximation and considering
(2.25), we get from (1.9):
(~ξ,v(s)) + ~δm−1(s, ~ξ) = q−1ωj(q) = cj~ξ, (2.27)
where m−1 = ~−2(~ξ, ~∇)2ε; ~ξ = q/q, cj~ξ - velocity of sound. If we now ignore the
second addend in (2.27), then (2.27) will be satisfied anywhere on the S-surface,
provided the condition
(~ξ, (~τ, ~∇)v)|s = 0, (2.28)
is satisfied. In (2.28): ~τ - arbitrary unit-vector, located in a tangential plane of S.
According to (2.28) and by definition of the S-surface, the vector (~τ , ~∇)v is oriented
perpendicular to ~ξ and e. Thus (2.28) can be satisfied for any ~ξ being non-collinear
to e, provided the vector (~τ ,~∇) v, being associated with the S-surface, is collinear
to fixed vector ~ν0 i.e., if the velocity field on the S-surface is prescribed by
v(s) = v0(s)~ν0 + v˜, ~ν0, v˜⊥ e (2.29)
where v˜ is a constant vector. Eq. (2.27) only applies to the velocity field (2.29) if
the second term in (2.27) is omitted, and if ~ξ is perpendicular to ~ν0, and if (~ξ, v˜) ≈
cj~ξ . The second term in (2.27) must be considered if (
~ξ,v)|s = const ≈ cj~ξ. In this
case (2.27) is satisfied on the S-surface if, for any displacement in the S-surface,
the incremental change of the first term can be compensated by the incremental
change of the second term. The dependence of the second term in (2.27) on an
additional parameter δ enables us to achieve such compensation at any point of the
S-surface, only by choosing a matching value for δ out of an interval [−1/2q, 1/2q],
taking advantage of the less rigid restrictions of the dispersion law ε = ε(s) in
relation to (2.28). This way the parameter δ can be considered as a function of s,
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not explicitly given by relation (2.27). After conversion of (2.27) with respect to
δ, we get
δ = ~−1m(s, ~ξ)[cj~ξ − (~ξ,v(s))]. (2.30)
Obviously the contribution of each term in (2.27) depends on the relative orien-
tation of ~ξ versus e. For ~ξ → ±e the first term in (2.27) will decrease, whereas
for ~ξ = ±e, only the second term remains unchanged on the S-surface, provided
δ = ~−1m(s, e)cje. We must further note the possible existence of certain points
on the S-surface, in the proximity of which there is a tendency for m−1 → 0, corre-
sponding to flex points of the function ε(k). Then, the second term in (2.27) will
become small, as the terminating values of δ cannot compensate for the decrease
of m−1. For the same reason, (2.27) cannot be satisfied in the proximity of such
points, if (2.27) was obtained by a 2nd order approximation of (1.9) for k - s, k′−s,
so that these points have to be excluded.
As |δ| ≤ 1/2q, the relation (2.30) defines certain limitations on the range of
variation of the functions m(s, ~ξ),v(s), if certain q is given. And vice-versa, if m
and v are given, then relation (2.30) determines the lower limit of possible q-values,
in any point of the S-surface:
q ≥ qmin(s, ~ξ) = 2|δ(s, ~ξ)|. (2.31)
In the case of P-planes with ~ξ‖n we get (~ξ,v(s)) = 0. Thus from (2.30) and (2.31):
qmin = 2~
−1m(s, ~ξ)cj~ξ, (2.32)
where m corresponds to the ~ξ -component of the effective mass-tensor m = m∗ξξ.
For m = (1 ÷ 5)m0 (m0 - free electron mass) and assuming cj~ξ ∼ 103 m/s we get
qmin ∼ (10−3 ÷ 10−2)π/a. If ~ξ deviates from n, then qmin decreases, depending
on the magnitude of (~ξ,v(s)) 6= 0. For |v(s)| < cj~ξ, always is qmin > 0, but for
|v(s)| > cj~ξ, there exists one orientation q for which qmin = 0. (If |v(s)|c−1j~ξ >>
1, then this orientation is close to n but if |v(s)|c−1
j~ξ
∼ 1, then it will deviate
significantly). It has to be taken into account that the orientation of v(s) on the
P-plane does not necessarily remain constant. In this case the reduction of qmin,
being caused by the deviation between the ~ξ and n, will be achieved due to the
decrease in the number of inversely occupied ES-states, already being attached to
a smaller region of the P-surface (related to the case ~ξ ‖n). Thus wherever ~ξ is
non-collinear to n, the P-plane can be partitioned into sections Pi. In such cases
each Pi will be associated with an individual orientation of ~ξ. Curved P-surfaces,
on the other hand, can only be considered if they can be divided into a totality of
sufficiently small sections. Finally, each of them would approximate flat sections.
For example, in the proximity of the hexagonal face of the 1st BZ, the shape of the
P-surface is close to that of the S-surface, as shown in Fig. 2.2. On the hexagonal
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face, the lines LW, which intersect the surface in regions with opposite sign of those
electron group velocity components being oriented normal to the surface, belong
to the P-surface. This means that those P-regions protruding from the upper side
of the hexagonal surface alternate with those P-regions protruding from below. 1
It is reasonable to infer that, in the proximity of the hexagonal faces, the P-surface
is divided into roughly six flat regions (with median lines LW), being projected
towards those faces of the hexagonal face of the 1st BZ being limited by the lines
LK, LU. The normals nj (j = 1, . . . 6) to these regions are grouped in the proximity
of one of the threefold axes 〈111〉, and the degree of deviation from nj depends on
the magnitude of the velocity component vp of the electrons along the lines LW.
Now let us inspect the S-surfaces. The particularity of this case is that the
first addend in (2.27) also exists when S is a plane and ~ξ = ±n (in the case
of P-planes (~ξ,v)|p = 0 for ~ξ = ±n). Induced radiative transitions from states of
higher energy into states with relatively lower energy correspond to such ~ξ pointing
towards regions with increasing electronic energy. For this reason ~ξ must have such
characteristics that the product (~ξ, v(s)) in (2.27) results into a positive quantity.
According to (2.31) qmin depends on ~ξ and varies from point to point of the S-
surface. Let us denote by qm (~ξ) the maximal value of qmin (s,~ξ), corresponding
to a given ~ξ. Among the totality of possible ~ξ we shall highlight those specific ~ξ
satisfying the following conditions:
1. (~ξ, v(s)) ≥ 0 for the majority of points of the S-surface;
2. Maximum population difference with uniform sign at opposed sides of the
S-surface;
3. Small (≤ 10−1π/a) magnitudes of qm.
It should however be noted that for a given S-surface it is possible in principle
that not even a single ~ξ may exist for which compliance with all of these condi-
tions would simultaneously be given at all of its points. In such cases the possibility
of partitioning the S-surface into individual sectors S(i) with an individually as-
signed orientation ~ξ = ~ξi should be considered. The requirement of macroscopicity
|Rs(i)µ∆ (q(i))| for each of the desired q = q(i) must however presuppose the correct-
ness of (2.27) for the majority of points of the section S(i) of an S-surface and can
be satisfied at any point of the section for
q(i) ≥ qm(~ξ(i)). (2.33)
For a given ~ξ(i) the inequality (2.33) determines the minimum magnitude of the
wave vector of those phonons being emitted during stimulated transitions of elec-
trons between ES from the set R
s(i)
µ∆ (q
(i)).
1 We note that such characteristics of a surface are not related to a specific kind of dispersion
law ε(k), as they rather result from pure symmetry considerations [105].
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It should be noted that the requirement of compliance with the conditions of
equidistance (1.9) enables us to compare the S-surfaces being linked up with dif-
ferent e and to sort out those ones which, for a given q, dispose over the largest
total area Σs(q) of the S(q)-regions within the reduced sheets of the S-surface. Ob-
viously the number of ES-pairs being active immediately after their generation in
the proximity of S(q) must be proportional to Σs(q). Taking the spectrum (2.16)
as an example, there exist for e ‖ [001] and e ‖ [110] each a planar (see sheet 2
in Fig. 2.1) and a curved (Fig. 2.3) reduced sheet of the S-surfaces, for which
the vector q ‖ [110] is highlighted from the point of view of maximum population
inversion. Now, let us compare these particular sheets of the S-surfaces. It is
easy to realize that both of the requirements of maximum population inversion,
for positive amount of (~ξ,v) as well as for conservation of the sign of the popula-
tion difference, are satisfied for ~ξ = ±1 /√2 (e1 + e2) in half of the section S[001].
However, for small values of ε1 and q < 0, 1π/a, the majority of points of this
section does not satisfy Eq. (2.27). This is due to the fact that in S[001], the quan-
tity (~ξ, v) varies within the wide range between 0 and 2
√
2aε1, whereas the term
m−1 = −~2a2ε1 remains constant. Due to the small variations of δ (not exceeding
0, 1π/a), (2.27) is valid only for a small number of points in sheet 2 of the surface
S[001]. As a result, the associated amount of pairs of equidistant states is small
and would not even significantly increase with variations of ~ξ. And vice-versa, in
case of a curved surface (2.22) (see also Fig. 2.3) then (2.27) could be satisfied for
the same ~ξ in a region being comparable with that of the sheet S[110] of the surface
S, located within the 1st BZ. The dimensions of this region depend on ε1 and q.
The first addend in (2.27), being related to the surface (2.22), indeed vanishes
for ~ξ = (1/
√
2)(e1 + e2), while the factor m
−1 = −~2a2ε1 sin2 1/2(η1 + η2) varies.
Considering that m−1 → 0 for (η1 + η2) → 0, we must exclude from the possible
range of variables η1, η2 the specific range
|η1 + η2| ≤ 2 arcsin [2~ cj~ξ (qε1a2)−1]1/2, −|η1 + η2| ≤ η1 − η2 ≤ |η1 + η2|,
in which |δ| ≥ |δ|max = q/2. For example, taking cj~ξ = 5 · 103 m/s, a = 3, 5 · 10−10
m, ε1 = 10
−19 J, we obtain |η1 + η2| ≤ π/4 for q = 0, 2π/a, and |η1 + η2| ≤ π/2
for q = 0, 02π/a. The results of this estimate indicate that for S[110], the part of
the area to be excluded amounts to about 10 % in the first case and to about
30% in the second case. As the area Σ of the sheet S[110] is large (Σ ∼ 10π2/a2),
the number of equidistant pairs of states in the proximity of the sheet S[110] also
becomes large. Thus in the case of the dispersion law defined by (2.16), and with
due consideration of the conditions of equidistance, a comparison between flat and
curved S-surfaces turns out in favor of the curved surfaces.
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2.5 Potentially active pairs of electronic states
in the electronic-spectrum of fcc iron
Within the framework of our final aim to describe the γ−α- MT, our interest will
now focus on an analysis of the S-surfaces of the fcc iron lattice. A detailed anal-
ysis however appears to be difficult, as this would imply substantial knowledge on
the spectrum ε(k) as well as on the velocity-fields v(k), within a region limited by
isoenergetic surfaces ε(k) = µ ±∆. The data published in the relevant literature
however only refer to symmetry lines (predominantly relating the bcc-phase of
iron), whereas data on the velocity field are totally missing. Thus is would be rea-
sonable to investigate to which extent the results obtained for the model spectrum
(2.16) can be used further. Above all we have to remark that all symmetry planes
of the reciprocal lattice: ki ± kj = 4πm/a are S-planes, independent of the under-
lying spectrum ε(k). Yet any of the S-planes corresponds to a vector e, oriented in
the normal of the plane. This immediately follows from symmetry considerations.
The velocity v, being an invariant with respect to reflective transformations in the
symmetry-plane, can’t feature a non-vanishing component oriented normal to the
symmetry-plane and thus must completely lie within the symmetry-plane. Based
on this consideration it can be concluded that the reduced sheet 1 of the surface
S[001] (see Fig. 2.1) at e ‖ [001] also remains conserved for the ε(k) -spectrum of
iron. However, there exist no reasons to surmise that the reduced sheet 2 of this
surface maintains its shape. Even the slightest modification of the dispersion-law
(2.16):
ε = ε0 − 2ε1
∑
ij
(1− δij) cos ηi cos ηj + 2ε2
∑
i
cos 2ηi (2.34)
taking into account the interaction with the second neighbor from [104], results
into a curved sheet 2, associated with an expansion of its area. Depending on the
sign of ε2, the curvature of sheet 2 will take shape within the 1
st Brillouin-Zone
(1st BZ) for (ε2 > 0), or be oriented towards the faces of the 1
st BZ for (ε2 < 0),
as shown in Fig. 2.5. Thus the flattening of sheet 2 follows from particularities
of the dispersion law. It can further be stated for the iron spectrum that sheet 2
will intersect the hexagonal surfaces of the 1st BZ in the same horizontal WLW-
lines as sheet 2 in figs. 2.1 and 2.5. Symmetry considerations in fact lead to the
conclusion that the velocity v is oriented along the lines WL (as well as WX), i.e.,
v|WLW⊥e‖[001], whereas the horizontal lines WLW belong to sheet 2 of surface
S[001]. In the case of an iron spectrum, the intersecting region of sheet 2, comprising
the square surfaces of the 1st BZ k1 = 2π/a, k2 = 2π/a can only go along the line
WXW if the dispersion ε vanishes in the lines WX, in the same way as for the
spectrum (2.16), or in other words, if the velocity vector v vanishes along these
lines. Otherwise the intersection would be located either along the curved line
Λ, being defined by the requirement (v, e)|Λ = 0, as shown in Fig. 2.5a, or in
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Figure 2.5. View of reduced curved sheets 2 of the surface S[001] for the spectrum
(2.34): a - Parameter ε2 > 0; b - Parameter ε2 < 0. The intersection of surface
S[001] with the plane k3 = 0 is shown by the horizontal dashed line.
singl points W, as shown in Fig. 2.5b. We emphasize that from the point of
view of materialization of a maser-effect the curved sheets 2 imply a promising
advantage over the flat sheets. The ES-pairs located in the proximity of the flat
sheets 2 cannot contribute to the generation of phonons with q‖[001], as they don’t
feature inverted populations in this direction, and for q ‖ [110], their contribution
would only be small, as already mentioned. This means that for q ‖ e ‖ [001] and
flat sheets 2 only ES-pairs located in the proximity of the flat sheets 1 would have
the potential to actively contribute to phonon generation. However, in the case of
curved faces 2, phonon generation with q‖ [001] would not be generally forbidden.
Therefore, an appreciable increase of the number of ES-pairs being active during
phonon generation with q ‖ [001] can be expected, if compared with the spectrum
(2.16).
For e ‖ [111], the shape of the reduced sheet of surface S[111], as shown in Fig.
2.5, must not differ appreciably from the reduced sheet of surface S[111] of the iron
spectrum ε(k). This way the lines WLW at the hexagonal face of the 1st BZ, and
the lines UXU at the square faces of the 1st BZ will also belong to the surface
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S[111] of iron, as the velocity there is oriented perpendicular to [111], due to the
symmetry requirements. It should also be noted that the aforementioned remarks
on the intersecting lines of face 2 of surface S[001] with the square surface of the
1st BZ also apply to the allocation of lines WXW to surface S[111].
For spectrum (2.16) and for that of iron at e ‖ [110], the common features of
the reduced sheets of the surface S[110] are the vertical lines WXW, being located
on the square faces of the 1st BZ, k1 = 2π/a,k2 = 2π/a, and the horizontal lines
WLW located on the hexagonal surfaces of the 1st BZ, being an immediate result
of the orthogonality relation for the velocity v⊥[110] in these lines. It will however
be necessary to specify the intersection lines of the surface S[110] with the horizontal
square surfaces of the 1st BZ (in the same way as in the previous cases), as well as
the location of the lines WAW (see Fig. 2.3).
µ
0
0,2
0,4
0,6
ε, Ry
Γ ΓX XW WL LK U
W ′1W
′
1 L3L3 X5X5 K2
Figure 2.6. Extract of the calculus in [110] of the dispersion curves of ferromag-
netic nickel with fcc lattice. The solid lines indicate spin-down states, dashed lines
spin-up states, µ = Fermi-energy.
Let us now deal with questions related to the possible existence of electronic
bands in the energy-spectrum of fcc iron, featuring weak dispersion at the reduced
sheets of the S-surfaces, which at the same time dispose of an acceptable energetic
interval ∆ ∼ 0, 2eV in the proximity of the Fermi-energy µ, in accordance with
inequality (2.25). As the bcc lattice modification of iron predominates in the
temperature range between 0 and 1183 K, most calculus related to structure deal
with this modification. Nonetheless, the results published in [106–109], dealing
with the energy spectrum of the fcc lattice modification of iron [106, 107], as well
as with nickel in [108–110], will enable us to answer the first part of the question.
The similarity between the energy spectra of iron and nickel, becoming evident
from a comparison of the results in [107] for spin-up sub-bands with the results
in [108–110], enables us to use the more comprehensive calculus of [110] for Ni,
with the aim to reveal those bands featuring a weakly pronounced dispersion.
Figure 2.6 shows data published in [110], related to those branches of the εL3
energy spectrum featuring the weakest dispersion of the lines corresponding to the
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above discussed S-surfaces. As can be seen in Fig. 2.6, the energy along the lines
LW, LU and LX is close to εL3 , and along the line XW is close to εX5. According
to [106], the difference between the energies εX5 − εL3 ≈ 0, 02Ry ≈ 0, 27 eV. (It
should be noted that in [106] only the curves ε(k) for the γ-phase of iron along
ΓX,ΓL,ΓK, as well as the term - energies in the points Γ, X,K, L are presented).
ε, Ry
ε
L3
µ
0 0,2 0,4 0,6
0
5
10
15
20
25
g(ε), (Ry · atom)−1
Figure 2.7. Density of states (DOS) for the non-magnetic state of nickel with
fcc-lattice [110]. The loci of the Fermi-energy µ and of the energy εL3 are labeled.
Thus it can be inferred from the available details of energy spectra that there
is an appreciable probability for the existence of S-surfaces with weak energy dis-
persion.
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Figure 2.8. DOS-functions of iron with fcc-lattice from [111], for two different
electronic configurations of the iron atoms: a− 3d74s1; b− 3d64s2
The second part of our question will be more difficult to answer: Which are
the mutual arrangements of the energy level µ and of the energies ε(s) on the S-
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surfaces or, put in another way: How can the size of the interval ∆ = |µ − ε(s)|
be unambiguously determined on the basis of existing calculations of electronic
spectra, with a required precision of at least ≤ 0, 1eV . If we denote by εL3 the
spatial average energy on the S-surface, then we will note from the calculus in
[108–110] that εL3 is localized in the peak area of the DOS g(ε), whose energy
is close to the top of the 3d-band, as shown in Fig. 2.7. Provided the electronic
configuration is known, and after having determined the location of µ, it would be
reasonable to assume ∆ = εL3−µ. However, the precise electronic configuration of
iron atoms in the solid (metallic) state is not precisely known and the quantity εL3−
µ varies significantly with changes in the electronic distribution between the 3d and
4s states. In figure 2.8, which has been extracted from [111], the characteristics of
the curves g(ε) are compared for the 3d74s1, 3d 64s 2 configurations. The change of
configurations is associated with a reduction of the difference between the peak-
energies ε ≈ εL3 (in the proximity of the top of the d-band) and µ from ≈ 0,6 eV
down to ≈ 0,2 eV. In the last case, the peak degenerates to a step like shape. The
intermediate configuration 3d 6,54(sp) 1,5 of the γ- and α -phases of iron has been
used in [112]. (However an explicit form of the g(ε) is not presented in [112]).
It should be noted here that the results of the calculated configurations
(3d9,44s0,6 in [108,109] and 3d 8,64(sp) 1,4 in [110]) differ appreciably for the fcc mod-
ification of Ni. If preference was given to the self-consistent calculus in [110, 112],
then the configurations 3d6,54(sp)1,5 for Fe and 3d8,64(sp)1,4 for Ni would be in
harmony with the lemma of increased probability of population of states with a
fraction of s-electrons, during passage from the elements of the mean of the 3d-
group towards its end [113]. A value of ∆ = εL3 − µ ≈ 0,4 eV can be expected,
which would be intermediate in relation to the ∆ = εL3 −µ, for the configurations
3d 74(sp) 1, 3d 64(sp) 2.
One point however, being related to the vague interpretation of paramagnetism
of the γ- phase of iron, is important enough to deserve a remark: Experimental
results published in [114, 115] clearly show that the magnetic susceptibility of the
γ- phase is less by a factor of about 1.5 ÷ 2 in comparison with that of the α- or
δ-phase and, moreover, does not obey to the Curie-Weiss law [62]. In [62], these
facts are reasonably explained by the Pauli-characteristics (including exchange am-
plification) of the paramagnetism of the γ- phase. In contrast, the experimental
results of diffuse magnetic neutron scattering published in [116,117] provide clear
evidence of a remarkable amount of magnetic moment density in the γ- phase (be-
ing of an order of magnitude of Bohr’s magneton µB per atom). As stated in [62],
it is possible to interpret these observations without contradiction by the theory of
spin-fluctuations, stating that the average spin-moment of a given ”knot” vanishes,
due to permanent statistical fluctuations, and thus cannot be observed or derived
from magnetic susceptibility measurements under static conditions. However, if
the measurements are performed at a timescale being comparable with the aver-
age lifetime of these fluctuations (like neutron diffraction), then the spin moment
fluctuations can clearly be observed.
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In a paramagnetic state, the existence of disordered local magnetic moments
of finite magnitude implies that the local DOS varies from point to point, with the
same probability for a spin-up or a spin-down condition of a spin-polarized state.
Thus, in such cases there must also exist spin-up ↑ and spin-down ↓ states located
on S-surfaces, with identical difference ∆ = |ε(s) − µ|. As described in [118], the
average DOS is broadened and characterized by displaced and diffuse peaks of the
DOS function, if compared with a ferromagnetic (or non-magnetic) state.
We should also recall that in [119, 120], the existence of two atomic states (γ1
and γ2) of iron in the γ-phase has already been hypothesized, essentially stating
that a γ1 state coexists with a smaller atomic volume V1 and a smaller magnetic
moment, together with a γ2 state characterized by a relatively larger atomic volume
V2 > V1 and larger magnetic moment. In [107, 112, 121, 122] (see also [123]), this
hypothesis received some verification within the frame of the simple Stoner-model.
As has been shown therein, for an existing exchange-splitting of the bands into
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Figure 2.9. DOS-functions of iron with fcc-lattice. NM - non-magnetic state, F
- ferromagnetic state (lower curve - spin-up, upper curve - spin-down) [122]
spin-up ↑ and spin-down ↓ sub-bands, together with the assumption of steady
increases of the lattice parameters at certain a = a0 (a0 ≈ 3, 58 A˚ in [122] and
3, 63 < a0 < 3, 71 A˚ in [107]), a stable ferromagnetic state with a magnetic moment
of (2, 3 ÷ 3)µB per atom will arise, being separated from states with vanishing
magnetic moment by an energy gap of 0.1 eV [112] (in [120] an energy-gap of 0,037
eV is given). In Fig. 2.9, borrowed from [122], both the DOS functions g(ε) of
the non-magnetic and of the spin-polarized state are shown for a ≈ ao. Obviously,
the peak of the nearly filled spin-up ↑ sub-band is located below the Fermi-level,
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in the proximity of µ, µ − εL3 ↑ ≈ 0, 2 eV. If we took the location of µ between
two large peaks of the DOS function g(ε) of the non-magnetic state as a criterion
for selection of the electronic configuration, then the electronic configuration of
iron would be near the 3d74s1 configuration (as can be confirmed by comparison
with Fig. 2.8a). However, due to the existence of exchange-splitting, the values of
the parameters ∆ ∼ 0, 2 eV are also possible for this configuration. It should be
noted that the value εL − µ ≈ 0,78 eV for the non-magnetic state of the γ-phase
(published in [122]) is larger than the corresponding value of 0,6 eV published
in [111].
As the martensitic transformation temperature MS of pure iron (or of iron
with small content of nickel or carbon) is MS ∼ 103 K, it would be possible
for the iron atoms to simultaneously coexist in both states γ1 and γ2, with the
same probability at T ∼ MS. If we assigned to the state γ1 the configuration
(3d ↑)3(3d ↓)3(4sp)2, which does not feature a local magnetic moment, and to
the state γ2 the configuration (3d ↑)5(3d ↓)2(4sp)1, featuring an atomic moment
of 3µB, as surmised in the modified Weiss-pattern [124], then the states located
above and below the Fermi-level µ, being linked up with the γ1, γ2 - states of iron,
would be interchangeable on the S-surfaces (with values ∆ ∼ 0, 2 eV).
On the basis of energy spectrum calculus however, substantial difficulties arise
in unambiguously determining both the magnitude and the sign of the chemical
potential difference µα− µγ of the electrons in the α- and γ - phase (Let’s remind
that the specified difference is the significant characteristic of a non-equilibrium
condition of an electronic system). According to [111], the chemical potentials of
non-magnetic phases are practically indistinguishable in the configuration 3d74s1.
For the configuration 3d64s2, a value of µα − µγ ≈ −0, 2 eV is proclaimed. How-
ever, the calculus in [125], which was performed by the cluster method (for the
configuration 3d64s2), delivered µα − µγ ≈ +0, 2 eV, the sign thus being opposed
to the aforementioned sign. However, it should be remarked that the limitation
to three regions of nearest neighbors, used in [125], presumably is inadequate for
a sufficiently precise evaluation of the small difference µα − µγ. Thus the calculus
by the augmented plane wave method in [111] should be given preference.
There still remains one unconsidered aspect: During the γ − α - MT (with
exception of Fe-Ni alloys with a Ni-content of > 30 %), the MT is associated with
a transition from the paramagnetic γ- into the ferromagnetic α - phase (we recall
that the Curie-temperature Tc = 1041 K of the α - phase of iron is higher than
the MS temperature at the onset of a martensitic transformation). This means
that µγ of paramagnetic and µα of ferromagnetic iron must be compared among
themselves. Estimates in [118], based on a DOS model, indicate that during the
process of ferromagnetic ordering, the magnitude of µα decreases, that would be
an argument in favor of a negative sign of the difference µα−µγ < 0. Of course this
question could most easily be resolved by a proper experimental method, taking
advantage of the fact that the large temperature hysteresis between martensitic
transformations of Fe-Ni alloys and their reverse transformation (see Pt. 1.2)
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enables us to measure the difference of the contact potential at one and the same
temperature between a sample which has undergone practically the total γ − α
- MT (as with Fe-Ni alloys containing up to 28 % Ni), and an austenitic sample
of same composition. In our further evaluations, a value of µα − µγ = −0, 16
eV will generally be assumed. This latter value was determined under adequate
consideration of the volume-effect of the MT, as described in Pt. 1.5. A more
detailed treatment of this question will be resumed under Pt. 4.5.3.
Some additional remarks
1. In addition to the ES with least dispersion (see Fig. 2.6), there may also exist
active ES belonging to other energy bands. For example, in the proximity
of point X, potentially active ES are those associated with point X2 and
energies εX2 ≈ εL3 .
2. From the point of view of compliance with the energetic criterion (2.25), a
curvature of sheet 2 of surface S[001] oriented towards the faces of the 1
st BZ,
would be more favorable (see Fig. 2.5b ), as on the one hand, the dispersion
along line ΓK is remarkably pronounced, and on the other hand, a curvature
towards the center of the 1st BZ (see Fig. 2.5a) would come into conflict with
the conditions implied by (2.25), for the largest part of sheet 2, and would
thus finally lead to a contraction of the region adjacent to lines LWL.
3. A weak dispersion ε (k) (comparable with the dispersion of the phonon-
branches) in the essential sections of lines LW and LV of the P-surfaces
in the proximity of the hexagonal Brillouin-faces (as well as for similarly
shaped S[111] surfaces) opens up the possibility for participation of ES-pairs -
being mutually separated by these surfaces - on the generation of long-wave
phonons with quasi-momentum ~q, whose orientation would significantly
deviate from the threefold axes of symmetry [111] towards the twofold axes
of symmetry [11¯0], [101¯], [01¯1] (also see the remarks following (2.31) of Pt.
2.4). We also remind that the component of electron group velocity being
oriented normal to the P-surface would vanish by definition of (2.8). This
in turn implies that the non-equilibrium addends relating to the occupation
of states on both sides of a P-plane would essentially be proportional to the
projection of e (e - orientation of spatial inhomogeneity) onto the normal
n of the P-plane. In contrast to the S-surfaces, which vary with variations
of the orientation of e, the P-planes are independent of e. Thus only the
magnitude of occupational inversion would depend on e. Therefore it will be
necessary to correct our conclusions initially inferred from the analysis of ES
located in the proximity of S-surfaces, if they should also apply to ES-pairs
located in the proximity of flat (or nearly flat) sections of P-surfaces. To
take an example: Instead of the generation of phonons with quasi-momenta
q‖〈110〉 strictly aligned with twofold axes of symmetry, which would be most
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obvious due to the extensiveness of the S〈110〉 surfaces (see Fig. 2.3), there
must be expected a deviation of q with respect to the axis 〈110〉. As the area
Σ of the reduced S-surfaces steadily changes with varying e, a deviation of e
from the axis [110] by a small angle of let us say 100, (e‖ [11η], η ≈ 0,3) could
not significantly diminish the area of the reduced surface S[11η], if compared
with S[110]. The additional contribution to the generation of phonons with
q ‖ [11η] comprises about one sixth of the ES-pairs located in the proximity
of the P-planes, in the surroundings of the hexagonal faces of the 1st BZ with
normal vectors n oriented parallel to [1¯11], [11¯1], corresponding to areas of
P-planes ∼ 2√3(π/a)2, thereby not only compensating for the losses but
leading to a surplus of area. This means that a consideration of ES located
in the proximity of P-planes ensures a low generation threshold for waves
whose wave-vectors q lie within orientations confined by a cone centered
around [110], with respect to the threshold for q ‖ [110]. The deviation of q
from [110] will however be essential for an interpretation of the particularities
of the morphology of the product of the γ − α -MT (see Chap.5), as well
as for any reasoning about the actually occurring choice of the pathway of a
martensitic reaction.
4. The conclusion on the existence of S-surfaces with weak energy dispersion
in the proximity of values ε = εL means that the shape of the isoenergetic
surface ε = const ≈ εL3 must be more or less akin to the shape of the S-
surfaces. As in the case of ferromagnetic Ni discussed in [108]- [110], the
location of the Fermi-level with partially filled minority sub-band ( electron
spin-down ↓ oriented against the orientation of the magnetic field) is close to
the energies εL3↓ ( εL3 −µ ≈ 0,3 eV), the method of Fermi - surface calculus
can be used. In Fig. 2.10, the intersections extracted from [109] are depicted
(see also [126]) and the overview of the sheet corresponding to the d-like sheet
of the Fermi-surface in [127] (5β in accordance with the designations used
in [109]). Obviously, the curved surface pronouncedly protrudes towards
the orientation of the WKW-rib of the 1st BZ. Thus condition (2.25) is
satisfied for the similarly curved sheet 2 of surface S[001]. In k-space, the
sheet of the Fermi-surface is more remotely located from sheet 1 of the S[001]
surface than from sheet 2, featuring the shape of a double-saddle in the
region opposite the square surface of the 1st BZ. Obviously with increasing
energy, the isoenergetic surface will come closer to the faces of the 1st BZ,
which in turn will enhance the effectivity of those ES-pairs being located in
the proximity of the vastly extended curved surfaces S[110], S[111] (see also
Figs. 2.2, 2.3).
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2.6 Summary of Chapter 2
A consideration of the crucial conditions for phonon generation to be satisfied by
a radiative electronic sub-system led us to the following conclusion: Potentially
active ES in k-space are localized near regions of S-surfaces being limited by isoen-
ergetic surfaces ε(k) = µ ± ∆. In k-space such S- surfaces separate ES with the
opposite signs of group velocity projections v(k) = ~−1~∇kε(k) on the direction of
the local spatial inhomogeneity e.
Even if the dispersion law ε = ε(s) on the S- surface was arbitrarily chosen,
the conditions for inversely occupied and equidistant ES-pairs would still demand
a slow rate of change of the electron energy on the S- surfaces, hence satisfying
the inequalities (2.25) for the macroscopic majority of points on the S- surface. It
can thus reasonably be expected for systems with high density of electron states in
the proximity of the Fermi-level to satisfy this requirement. Those S- surfaces (as
well as the associated orientations of e) for which the greatest part of their area
is located within the 1st Brillouin-Zone (BZ) (for reduced sheets) are highlighted,
as they correspond to (2.27) and, at the same time, satisfy the requirement of
sign invariance of the population difference of ES associated with a given pair
k,k′, where a phonon-wave-vector q connects the pair of points defined by k,k′,
at opposed sides from S. The quantity q is limited from below, where the minima
of q are mainly determined by the characteristics of the group-velocities v|s, as
well as by the inverse effective masses m−1|s on the S- surfaces (note that the
inverse effective masses are essentially independent of the orientation of q, see
eq.(2.27)). For q ‖ e, the smallest value of q = qmin attains an order of magnitude
of (10−3 ÷ 10−2π/a).
As the vast majority of points of the reduced sheets of the S-surfaces are located
within the 1st BZ, and not at its boundaries, the elementary processes of phonon-
emission with wave-vectors q ≥ qmin can be regarded as N-processes, as they are
determined by electronic transitions of the type k→ k′ being localized in the prox-
imity of the S- surfaces. Thus, under the pronounced non-equilibrium conditions
locally prevailing in a γ − α - MT region, there will predominantly be emitted or
amplified longitudinal (or quasi-longitudinal) phonons, as both the scalar products
(eq,q), and the matrix-elements (2.4) of electron-phonon-interaction would vanish
for pure transversal waves related to N-processes.
The emission of phonons with q vectors collinear with e becomes most probable
under condition of maximum population inversion. Using the conservation law of
quasi-momentum (1.9) and the non-equilibrium addenda, to the electronic distri-
bution function expressed in (2.5), (2.6), it is easy to find the relative orientation
of q and e according to the sign of the expression m−1|s, (ε−µ)|s on the S-surface,
for two different sources of non-equilibrium. Table 2.1 shows the relative orienta-
tion between q and the unit vectors defined by e ‖ eT ‖ ~∇T , e ‖ eµ ‖ ~∇µ. Positive
m−1|s → (+) correlate with the points of minimum, while negative m−1|s → (−)
correlate with the points of maximum of the function ε(k) on the S-surface. For
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example, for m−1|s < 0 → (−), (ε − µ)|ε > 0 → (+), e ‖ eµ in Table 2.1 we get
q ⇈ eµ. The latter statement means that for µα < µγ, there will be generated (or
amplified) the longitudinal waves propagating from the growing martensite crystal
(into the austenite area being free from martensite). Thus it can also be concluded
from Table 2.1 that for e = eµ the relative orientation of q and e is independent
of the sign of the term (ε−µ)|s, whereas such a dependence does exist for e = eT .
This latter conclusion immediately results from the consideration that for ∇µ 6= 0,
there must exist an electron flow oriented from regions with relatively larger chem-
ical potential µ towards regions with lower µ (thus being linked up with charge
transfer), while for ∇T 6= 0, there must exist two mutually opposed electron flows
of equal density, however not contributing to effective charge transfer in that region
(see also the legend to Fig. 1.8).
Table 2.1. Orientation of the wave-vectors of generated phonons relative to the
orientation of spatial inhomogeneity
m−1|s
(ε− µ)|s + –
+
q ↓↑ eT
q ↓↑ eµ
q ⇈ eT
q ⇈ eµ
–
q ⇈ eT
q ↓↑ eµ
q ↓↑ eT
q ⇈ eµ
Considering that Tα > Tγ and bearing in mind that µα < µγ , (see also final
statement of Point (2.5)) the anti-parallelism of eµ and eT becomes evident. Then
the effect of the sources of non-equilibrium for the states with (ε − µ)|s > 0
will partially be counterbalanced (in that the non-equilibrium addenda of (2.5)
and (2.6) are mutually subtracted), whereas they will mutually be amplified for
(ε − µ)| < 0 (i.e. the non-equilibrium addenda of (2.5) and (2.6) add up). Of
course, during the process of generation and amplification of longitudinal waves
propagating ahead of the growing martensitic phase, the dominating quantity is
the inhomogeneity (gradient) of the chemical potential µ and not the temperature
gradient ~∇T . This conclusion is evident as the order of magnitude of the difference
µα − µγ = −0, 16eV is about one order of magnitude greater than that of the
temperature difference Tα − Tγ (after the temperature is adequately converted
into its energy equivalent). Following an evaluation of our electronic band-analysis
under Point 2.5 it appears to be most likely that the value of the parameter ∆
is approximately some tenths of eV for fcc-iron lattice, and that ES-pairs in the
proximity of the surfaces S[001], S[110], S[111] can be active during the generation of
longitudinal phonons with orientations q in the proximity of symmetry axis.
The most important results of our analysis of electronic spectra under the
particular aspect of the general requirements for realization of a phonon maser are
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published in [55, 88, 89, 128–130].
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Figure 2.10. Sheet of the d-like band (5 β with spin-down) for Ni with fcc lattice:
a - sectional view by the plane (001); b - sectional view by the plane (011) [126];
c - general view [127].
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Chapter 3
Constitutive equations of the
electron-phonon system and the
threshold wave generation
conditions
The theoretical finding of pairs of electronic states with the inverted population
(see the previous chapter) is the most essential stage in our aim to disclose the
phonon-generation mechanism. Next it is necessary to get a determination of the
physical conditions required for the functioning of a phonon maser (see Sub-Pt 4
in Pt.1.5) or, put in another way, to determine the threshold value of an inverted
population difference. Thanks to the already existing comprehensive theory of
the maser-effect (for example in [98, 131–133]) this task does not comprise any
fundamental difficulties and can thus be resolved on the basis of well-proven ap-
proaches and methods. The simplest approach is semi-phenomenological. Then
the crucial interaction of a radiating sub-system (in our case the non-equilibrium
3-d electrons) with a radiating field (in our case a specific class of longitudinal
phonons) has to be defined as precisely as possible, while the creation of the in-
verted population (i.e. the pumping), as well as dissipation processes, are treated
by a phenomenological method.
3.1 Threshold conditions for single-mode gener-
ation
Following [132,133] we shall start with a brief consideration of the simplest deriva-
tion of the expression for a threshold-difference of population (1.12), related to
the case of single-mode generation. As the generation of phonons normally begins
with that specific mode for which the required population difference is minimal, it
would be reasonable to start with a consideration of single-mode generation. Thus
77
in this case we start with our analysis by sorting out one specific Hamiltonian H1
from the general set of Hamiltonians 2.1-2.3 of an electron-phonon system:
H1 = ~ ωq b
+
q bq +
∑
p
εp a
+
p ap +
∑
k
W ∗q bq a
+
k ak′ +Wq b
+
q a
+
k′
ak. (3.1)
Here b+q , bq and a
+
p , ap are the phonon and electron creation and annihilation op-
erators, respectively, and Wq is the matrix-element of electron-phonon interaction.
Then, our next step is the decomposition of the complete Hamiltonian H of our
task into the sum
H = H1 +H2,
The Hamiltonian H2 describes the action of other sub-systems like heat reser-
voirs, on the segregated system (3.1). In (3.1), we omitted the indices of bands
related to electron-energies and -operators (in the case of a 3d - electron band), as
well as the polarization index of phonon-energies and -operators (the polarization
is supposed to be longitudinal); ~ - Planck’s constant.
In the Heisenberg-representation, the following constitutive equations of motion
can be assigned to any operator x:
∂x
∂t
≡ x˙ = i
~
[H, x] =
i
~
[H1, x] +
i
~
[H2, x] ≡ x˙1 + x˙2. (3.2)
Using the commutation rule
[b+p , bq] = δq,p, [b
+
q , b
+
p ] = [bq, bp] = 0
and the anticommutation
[a+p , aq]+ = δq,p, [a
+
p , a
+
q ]+ = [ap, aq]+ = 0,
we find from (3.1) and (3.2) that the following expressions describe the phonon
field operators b+q , electron-polarization operators d
+
k,k′
= a+k ak′ and the operator
of the population-difference σkk′ ≡ σ = a+k ak − a+k′ak′ (where k, k′ correspond to
those used in (1.9)):
b˙+q = (i ωq − κq) b+q +
i
~
∑
k
W ∗q d
+
k,k′
,
d˙+
k,k′
= (i ωk,k′ − Γ)d+k,k′ −
i
~
Wq b
+
q σ, (3.3)
σ˙ =
σ0 − σ
tσ
+
2i
~
Wq dk,k′ b
+
q −
2i
~
W ∗q d
+
k,k′
bq,
b˙q = (b˙
+
q )
+, ~ ωk,k′ = εk − εk′ .
78
Here, Γ is the electron-attenuation.
Let us now discuss (3.3): As our interest is focused on the average values of
the operators in (3.3), we can ignore the fluctuational action of heat reservoirs
in (3.3), without introducing any significant error. Then, the effect of dissipation
can be considered phenomenologically by introduction of relaxation times tσ of
electron populations, of phonon attenuation κq, and of electron attenuation Γ.
(It is agreed that an attenuation Γ for the dipole - moment dk,k′ of transition
between a pair of electronic states (ES-pair) k, k′, emitting phonons with the
quasi-momentum q, is of the same order of magnitude as the electronic states
attenuations, i.e., Γ ∼ Γk ∼ Γk′); σ0 - inverse initial population difference of states
k, k′ located on opposite sides of the S-surface, being produced by electronic flows
(drift-pumping mechanism), as well as by other non-coherent processes in absence
of maser radiation.
In principle, the constitutive set of equations (3.3) represents an analog to
the Bloch-equations of magnetic resonance theory. This becomes obvious from
[134, 135] and by comparing σ, d+, d with the projections of the spin-operators
Sz, S+, S−, and the parameters tσ, Γ
−1 with the longitudinal- and transversal
relaxation times T1, T2, respectively. This immediately leads to the restriction
(3.4) already known from [134]:
T1 ≥ T2 : tσ ≥ Γ−1. (3.4)
In the phonon generation (stimulated emission) regime, the number of quanta of
the mode to be emitted becomes macroscopic and the operators b+q , bq represent
satisfactory approximations of c - number functions of time. From the above
presentation it becomes obvious that, in the generation regime, the equations of
the system (3.3), averaged by a density matrix of the system, are identical with
the classical expressions, if all operators were replaced by their average values.
In below equations, this replacement has already been considered. Hence, the
previously used designations of operators now simply pertain to their averages.
The oscillatory dependence on time can then simply be eliminated by adoption of
the quantities
b˜+q = exp [−iΩqt] b+q , b˜q = exp [iΩqt] bq, (3.5)
d˜+ = exp [−iΩqt] d+, d˜ = exp [iΩqt] d,
with consideration of the case of exact resonance:
~Ωq = ~ωq = εk − εk′ = ~ωk,k′. (3.6)
Under stationary conditions, we get from (3.3) - under consideration of (3.5)
and (3.6) - the following system of non-linear algebraic equations:
κqb˜
+
q −
i
~
W ∗q
∑
k′
d˜+
k,k′
= 0,
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Γd˜+
k,k′
+
i
~
Wqb˜
+
q σ = 0, (3.7)
Γd˜k,k′ −
i
~
W ∗q b˜qσ = 0,
σ0 − σ
tσ
+
2i
~
Wqd˜k,k′ b˜
+
q −
2i
~
W ∗q d˜
+
k,k′
b˜q = 0.
The stationary value of the population difference σ, being the result of a balance
between gains and losses, is the threshold value σth. Assuming the existence of
solutions b˜+q 6= 0, we find from the first of two equations of system (3.7) that
∑
k′
σth =
~
2Γκq
|Wq|2 . (3.8)
We note that the attenuation Γ included in (3.8) represents certain mean atten-
uation of the dipole-moment d of the pairs of state k, k′, being localized in the
vicinity of the S-surface. It is further convenient to introduce an average value σth
for those σth associated with the S-surface, by substituting in (3.8) in accordance
with the mean-value rule: ∑
k′
σth = σ¯thRq. (3.9)
Here Rq - number of ES-pairs of state k, k
′ which emit phonons with quasi-
momentum ~q during k− k′ transitions. As the energy of the pairs of state k,k′
must settle within certain interval ∆ (see (2.25)), the substitution in (3.9) requires
from σ¯th to be associated with certain constant amount of energy ε¯ within the
interval ∆: ε−µ ∈ ∆. This requirement is equivalent to the replacement of a non-
isoenergetic S-surface by an isoenergetic one. Considering the weakly pronounced
dispersion of ε(k) near the S-surfaces, such a substitution suggests itself as natural.
Using (3.9) and omitting the mean value sign (horizontal dash on top of σth) we
can write (3.8) in the form
σth =
~
2Γκq
|Wq|2Rq . (3.10)
It immediately follows from (3.10) that σth becomes the less, the greater: the
lifetimes of the quasi-particles Γ−1, κ−1; electron - phonon interaction; the number
of pairs of state with inverted population Rq, being proportional to the area ΣS(q)
of the reduced sheet of the S-surface.
If we express (with the aid of the last of the three Eqs. of (3.7)) the value d˜+ by
b˜+q and b˜q and insert the result into the first of Eqs. (3.7), then, by consideration
of (3.10), we get
b˜+q
[
σ0
σth
(1 +
4tσ|Wq|2
~2Γ
b˜+q b˜q)
−1 − 1
]
= 0, (3.11)
80
with the two solutions:
b˜+q = 0, σ0 < σth, (3.12)
b˜+q b˜q =
~
2Γ
|Wq|24tσ
[
σ0
σth
− 1
]
, σ0 > σth, (3.13)
which clearly verify that the displacement amplitude
uq =
[
2~2
MNωq
] 1
2
b˜q (3.14)
is vanishing below and non-vanishing above the generation threshold, thus indi-
cating essentially classical characteristics of the displacement. In fact, it is obvious
from (3.13) and (2.4) that for σ0 > σth the number of phonons b˜
+
q b˜q ∼ |Wq|−2 ∼ N
becomes a macroscopic quantity. Consequently, the energy of this mode is com-
parable with the energy of the remaining non-coherent phonons.
In order to evaluate σth, the relaxation-parameters κq, Γ and the number of
pairs of active states Rq must be known. To perform such evaluation, we can
use as an upper limit of the parameters κq, Γ their respective values in the high
temperature domain, where scattering by short - wave phonons predominates ( i.e.
where T exceeds the Debye-temperature TD).
For an evaluation of κq, let q << π/a and use the results of Woodruff-
Ehrenreich (see [136]) for the case ωqτ << 1, where τ - average lifetime in the free
path of thermal phonons for T > TD:
κq =
λlTγ
2
0ω
2
q
ρc4q
≡ πλlTγ
2
0
ρc3qa
[qaωq
π
]
. (3.15)
In (3.15), we used (4.63) of [136], after multiplication with the speed of sound
cq, in order to get κq in frequency units. In (3.15): λl - heat-conductivity of the
lattice, γ0 - Gruneisen-constant, ρ - density, a - lattice-parameter. In the case of
fcc-iron lattice with λl ≈ 0, 03λt (λt - is the total heat conductivity), T ∼ 103 K,
λt ≈ 34 W/(m K) [137], γ0 = 2, ρ = 7900 kg/m3, cq = 5 ·103 m/s, a = 3, 57 ·10−10
m, we get from (3.15):
κq ≈ 3, 5 · 10−2aq
π
ωq, (3.16)
i.e., within our region of interest q ∼ (10−3 ÷ 10−2)π/a, the extinction would be
about κq ≤ (10−4 ÷ 10−3)ωq.
For comparison, let us now find out the extinction (κq)e being caused by the
interaction of conduction electrons. In the high temperature region, with q <<
π/a, the condition qle << 1 must be satisfied, where le - mean electron free path.
Using the Pippard-Formula (8.2) in [136] we get:
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(κq)e ≈ 4n0m
15ρ τ
(q le)
2 =
4n0m
15ρ cq
(q le)ωq, (3.17)
where n0 - free electron density, m - mass, v = leτ
−1 - electron velocity. Assuming
that the quantities n0 = 8 · 1028 m−3, m ≈ 10−30 kg, v≈ 106 m/s, ρ, cq are
identical with those used in (3.15), we get from (3.17):
(κq)e ≈ 5 · 10−4(qle)ωq.
In other words, for q ∼ (10−3÷10−2)π/a and qle ≈ 0, 1, we get a result comparable
with that of (3.16), being equivalent to le = (100÷ 10)a. In the high temperature
region however, the value le ∼ 10a may be more realistic, therefore our estimate
(3.16) would not significantly be affected by adequate consideration of (κq)e. The
magnitude of attenuation of the dipole-moment Γ is reciprocal to the average
lifetime τ of the states k,k′, or to the mean scattering period τ = τ0, as defined
in [138]. An evaluation of the quantity τ0 however could easily be obtained if the
following quantities were known: relaxation time τ˜ of the electron energy in the
states k, k′, the non-elastic relaxation coefficient δ0 is the reciprocal number of
scattering events required for the relaxation of an appreciable fraction of energy:
τ0 ≡ τ˜
δ−10
. (3.18)
According to [138] for T > TD
δ−10 ≈ (2Np + 1)
|ε− µ|
∆ε
≈ 2kBT |ε− µ|
~2ω2p
, (3.19)
where Np ≈ kB T/~ωp - occupancy of short-wave phonons with frequencies
ωp ≈ C π/a ≈ kB TD/~, and ∆ε ≈ ~ωp - fraction of energy lost during non-
elastic interaction (for ε − µ > 0) or absorbed (for ε − µ < 0). The presence of a
factor (2Np + 1) in (3.19) becomes obvious by consideration that, for large occu-
pancies Np, the processes of induced emission and induced absorption of phonons
predominate during scattering events, and ” . . . to each Np + 1 events of emission
there correspond Np events of absorption, or, put in another way, during energy
relaxation only one event will be effective out of 2Np + 1 events” [138].
The effects of rapid heating of an electron-subsystem by means of short pulse
of laser radiation, as reported in [139], enables us to assess τ˜ ≈ 10−10 s for nickel,
where τ is a characteristic time of electron-lattice relaxation. In this case, the role
of a large heat reservoir is taken up by the short-wave phonons (which cover the
maximum spectral density of states in the phonon-spectrum). Under the assump-
tion of [139] that the most part of energy of a laser pulse is absorbed by the 3d -
electrons, it would be reasonable to conclude that the scale of τ in Ni is mainly
determined by those electrons with energies near the peak area of the density
function, i.e. near the upper edge of the 3d - band, as the contribution of these
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electrons makes up for the greatest fraction of the heat capacity of an electronic
sub-system. We bear in mind that the same electronic states are considered to be
active during the generation of phonons in the case of fcc-iron (see Pt. 2.5). Thus
our evaluation of Γ ∼ τ−10 can be performed with the aid of Eqs. (3.18) and (3.19),
and under the assumption that in accordance with Pt. 2.5: |ε − µ| ∼ (0, 2 ÷ 0, 3
eV) or |ε− µ| ∼ (5÷ 8)~ωp, kBT ≈ 2, 5~ωp and τ˜ = 10−10 s. Then we get:
δ−10 ≈ 30÷ 50,
τ0 ≈ (3÷ 2) · 10−12s, (3.20)
Γ ≈ (3÷ 5) · 1011s−1.
It should be noted here that the final width of the electronic energy levels at
Γ > ωq enables us to use (without getting into contradiction to the conservation
laws of energy and momentum) as the maximum number of electronic states Rq
the quantity
(Rq)max ≈ 2qΣqδ−1,
Nδ ≈ 4 · (2π/a)3 ∼ q3max. (3.21)
In (3.21): δ - volume of the reciprocal space covering one wave number, the
factor 2 is due to the required consideration of two possible spin-orientations, Σq
- area of one sector of the package of sectors oriented parallel to the reduced sheet
of the S-surface, without being more distant from it in q - space than one unit of
quasi-momentum ~q of the generated phonons, this way ensuring the transition of
electrons from the volume Σqq of the states with quasi-momenta ~k into the same
volume with quasi momenta ~k′, being located at opposite sides of the S-surface.
Further assuming that Σq ≈ 20(π/a)2, we get
Σq δ
−1 =
5 a
8 π
q N, Rq =
5 a
4 π
q N. (3.22)
This means that for q ∼ (10−3÷10−2)π/a the number of pairs of state being active
during phonon generation is about (10−3 ÷ 10−2) times from the total number of
states 2N. After substitution with (3.22), (3.16), (2.4) in (3.10) and using M ≈
10−25 kg, G ≈ 10−19 J (G ≈ 0, 6 eV), Γ ∼ (1011 ÷ 1012) s−1, we finally get
σth ≈ 10−4 ÷ 10−3.
Using the expressions (2.5), (2.6), being related to additional non-equilibrium
terms in the energy distribution of electrons, in conjunction with the energy con-
servation law (1.9), we can express the inverted initial occupational difference in
the pattern
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σ0(∇T ) = fk − fk′ ≈ yk
kBT
|∂f
0
k
∂yk
|
[
kBτ(vk′ − vk)~∇T − ~ωq
]
, (3.23)
σ0(∇µ) = fk − fk′ ≈ 1
kBT
|∂f
0
k
∂yk
|
[
τ(vk′ − vk)~∇µ− ~ωq
]
. (3.24)
Table 3.1 shows the values of σ0 obtained for some representative yk = (εk −
µ)/kBT (after omission of the last term in (3.23) and (3.24)), using: T = 10
3
K, ∇T = ∆T (10 vkτ)−1, ∇µ = ∆µ (10 vkτ)−1, ∆T = 100 K, ∆µ = 0, 15 eV =
1, 74 kBT .
It is obvious from Table 3.1 that the crucial condition for excess generation of
phonons σ0 > σth is easily satisfied for σ0(∇T ), as well as for σ0(∇µ), in the latter
case even with an excess of the order of magnitude (since 2 · 10−1 > σ0(∇µ) >
10−2 > 10 · σth). We have however to remark that for |q| ∼ (10−3 ÷ 10−2)π/a,
the value of the projection vk towards the orientation given by the heterogeneity
gradient attains an order of magnitude of about 103 m/s. At the other hand, if
10 average free path lengths of electrons of about 10vkτ ∼ 10−8 m were taken
as a natural scale of the average size of an heterogeneity, and further assuming
τ ∼ 10−12 s, then we would get a length one order of magnitude less than half
wavelength, as given by the expression λ/2 ∼ 4π/q ∼ 10−7 m. From the point
of view that a MT can be described as a diffusionless lattice deformation process,
then at least λ/2 would fit into our assumed scale of the heterogeneity (see also
the treatment of (1.2) in Pt. 1.3 and Sub-Pt. 7 of Pt. 1.5, as well as Chap. 6).
In this case however, for an evaluation of ∇T and ∇µ, it would be more realistic
to use a value of 102 vk · τ , instead of 10 vk · τ (thus in this case the values
of σ0 in Table 3.1 would have to be reduced by one order of magnitude), and for
σth ∼ 10−3 the condition σ0 > σth would only be satisfied for the σ0(∇µ). However,
assuming σth ∼ 10−4, then the condition σ0 > σth would easily be satisfied for both
the thermal and the chemical potential of heterogeneities ( σ0(∇T ) and σ0(∇µ) ).
We shall resume our consideration of a realistic spatial scale of an inhomogeneous
(non-equilibrium) distribution of T and µ in Pt. 3.3 (from a different point of
view).
3.2 Threshold conditions for two- and three-
mode wave generation and characteristics of
a phase transition of a radiation system
We shall now deal with multi-phonon processes involved in the generation and
amplification of waves, using some reasonable and justified approximations within
the basic objectives of our analysis. In our notion of the γ−α -MT, the electronic
transitions between the states k,k′, occurring in the vicinity of the S〈111〉 surface
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Table 3.1. Inverted initial population difference as a function of the parameter y
y |∂f 0/∂y| σ0(∇T ) · 103 σ0(∇µ) · 102 σth · 103
0 0,5 0 17,4
1 0,197 3,94 6,86
(0, 1÷ 1)
1,54 0,156 4,78 5,43
2 0,105 4,2 3,65
3 0,045 2,7 1,57
under participation of two or three longitudinal phonons, are supposed to be of
real importance. The quasi-momenta of these phonons are oriented either along
the two - and fourfold symmetry axes (during a two-phonon process), or along
the fourfold symmetry axes (during a three-phonon process). This statement is
put into relation with the assumption that predominantly the longitudinal waves,
which propagate in the 〈001〉 and 〈110〉 orientations, initiate the process of Bain-
deformation (see (1.1)). It would be further interesting to find the conditions
for multi-mode generation and to compare them with the conditions for single-
mode generation. Such a comparison would then enable us to find a criterion for
identification of such cases where multi-phonon processes carry out independent
or supportive functions for single-mode generation, during a γ − α - MT.
To disclose and enlighten the outstanding features of two-mode generation, it
is convenient from the outset to omit single-phonon processes and define a specific
model Hamiltonian as the Hamiltonian of the electron-phonon system:
H = ~ωqb
+
q bq+~ωpb
+
p bp+
∑
k
εka
+
k ak+W (q,p)
∑
k
b+p b
+
q a
+
k ak′+bpbqa
+
k′ak. (3.25)
Here, b+, b, a+, a are the phonon and electron creation and annihilation operators,
respectively. During the summation of quasi-momenta of the electrons ~k we shall
however only consider those states located in the vicinity of the surface S[111] (see
(2.2)). In (3.25), the quasi-momenta ~q and ~p are oriented parallel to the axis
[001] and [110] (q⊥p), thus the following conservation rules are satisfied:
εk′ − εk − ~(ωq + ωp) = 0, k′ − k− q− p = 0, Q. (3.26)
Here, Q - vector of the reciprocal lattice, to be considered in the case of U-
Processes. However, as the quasi-momenta ~q, ~p can be judged as small quan-
tities in relation to the quantity ~π/a, the importance of U-processes is only ap-
preciable for a small fraction of the totality of transitions with quasi-momenta
~k, ~k′, in the immediate proximity of the lines LW, XW. Thus we will later
85
consider N-processes, selecting zero in the right-hand side of the quasi-momentum
conservation law (3.26).
With quasi-momenta ~q, ~p << ~π/a, we get the following expression for a
matrix-element of electron-phonon interaction:
W (q,p) ≡ − G q p ~
2 M N
√
ωq ωp
≡W2, (3.27)
where M , N and G have the same meaning as in 2.4.
Let us now perform the same sequence of operations as those already explained
in Pt. 3.1:
1. Neglecting the fluctuation effect of heat reservoirs and considering their dis-
sipation by the phenomenological parameters Γ, κ and tσ, we can formulate
the Heisenberg equations of motion for the operators of the phonon-field b+,
b, the electron-polarization d+k,k′ = a
+
k ak′ , dk,k′ = a
+
k′ak, and the occupation
inversion σ;
2. By averaging out the equations of motion with the aid of the system density-
matrix, we can get over to the classical equations for the mean values of the
relevant operators;
3. We shall confine our considerations to the exact resonance case and, using
equations analog to (3.5), we can use the mean values of the operators d˜+,
d˜, b˜+, b˜, which have no oscillation dependence of time. In the stationary
case, we thus get the following system of non-linear algebraic equations:
κp b˜
+
p −
i
~
W2 R b˜q d˜
+ = 0,
κq b˜
+
q −
i
~
W2 R b˜p d˜
+ = 0, (3.28)
Γ d˜+ +
i
~
W2 σ b˜
+
p b˜
+
q = 0,
σ0 − σ
tσ
+
2i
~
W2 (b˜
+
p b˜
+
q d˜− b˜p b˜q d˜+) = 0,
which is expressed in a shorthand notation, after omission of the coupled
equations obtained by the substitutions b˜+ ⇆ b˜, d˜+ ⇆ d˜, i→ −i. In (3.28),
we denoted by R the number of ES for which an electron transition within
its own group is associated with the emission of a pair of phonons.
We can now derive the equation for σ from system (3.28):
σ2 + σ0σ +
1
4
σ2t2 = 0,
from which follows
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σ1,2 =
σ0
2
± σ0
2
[
1−
(
σth2
σ0
)2] 12
, σth2 =
4 ~ (Γ tσ κq κp)
1
2
R |W2| , (3.29)
where the aim and object of σth2 is the determination of an occupational threshold
difference for two-mode generation. By (3.28), we get the following expression for
b˜p:
κp b˜p
[
1− Rσ0W
2
2 b˜
2
p
~2 (κq Γ + 4W 22 κp tσ b˜
4
p)
]
= 0, (3.30)
which only comprises one singular and valid solution b˜p = 0, for σ0 < σth2. For
σ0 > σth2 , there exist two other valid solutions, in addition to b˜p = 0:
(b˜p)1,2 =
1
2
[
R
κptσ
(σ0 − σ1,2)
] 1
2
6= 0. (3.31)
For σ0 = σth2, we get from (3.29) and (3.31):
σ1 = σ2 =
σ0
2
=
σth2
2
; (b˜p)1 = (b˜p)2 = b˜pth =
1
2
[
R σth2
2 κp tσ
] 1
2
(3.32)
The correct expressions for b˜q can be obtained by replacement of p by q (p⇆ q).
The investigation on the stability of these solutions and their interpretations
will be performed by considering the transition in the generating mode as a par-
ticular kind of phase transition of a radiation system, as proposed by Haken
in [98, 135, 137]. The role of the ordering and temperature parameters will be
represented by b˜ and −σ0 respectively. The analog expression for free energy B
can easily be found by considering Eq.(3.30) as an extreme condition
dB
db˜
= 0.
Then, after omission of the irrelevant constant, we get:
B ≡ B2(b˜) = ϕ(b˜p) + ϕ(b˜q),
ϕ(b˜p) =
1
2
κp b˜
2
p −
Rσ0
16 tσ
ln
[
1 +
4 tσW
2
2 κp b˜
4
p
~2 Γκq
]
. (3.33)
The expression ϕ(b˜q) can be obtained from ϕ(b˜p ) by the changing p⇆ q.
Now it is easy to verify that the function B2(b˜) attains a single minimum in
the region σ0 < σth2, corresponding to b˜ = 0. For σ0 = σth2, a flex point b˜t arises,
being a forerunner of additional extremes taking shape in the region σ0 > σth2. The
additional minimum B2 is associated with the value b˜2 (3.31), while the maximum
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corresponds to b˜1, which indicates an instability of the solution b˜1 and a stability
of the solution b˜2. This is a distinct indication for the emergence of a scenario of a
typical 1st order phase-transition (see (3.1)), where the value σ0 = σth2 determines
the limit of absolute loss of stability of the phase with non-vanishing magnitude
of order parameter.
The analog of the critical temperature of a 1st - order phase transition is the
critical value of occupation inversion σ0 = σc, at which the minimum values of the
function B2 match, i.e.
B2(b˜ = 0) = B2(b˜2) = 0. (3.34)
We can now determine b˜2 by substituting the expression for σ2 from (3.29) in
(3.31). After insertion of b˜2 in (3.33), we are able to express (3.34) in such a
manner that we can determine σc:
1 +
(
1− ψ−2)1/2 − ln [1 + ψ2 [1 + (1− ψ−2)1/2]2] = 0, (3.35)
where ψ = σc σ
−1
th2 . The numeric solution of (3.35) renders:
ψ ≈ 1, 25, σc ≈ 1, 25 σth2.
For σ0 > σc we get B2(b˜2) < B2(0), indicating a higher relative stability of the
phase corresponding to b˜ 6= 0. After further analysis, we can realize a decrease of
the maximum of B2(b˜1), which plays the role of a potential-barrier between the
states with b˜ = 0 and b˜2 6= 0, as well as a decrease of the actual value of b˜1 with
increasing parameter σ0σ
−1
c > 1 (B2(b˜1)→ 0 only for σ0σ−1c →∞ ). As the value
of σ0 is limited (σ0 < 1), the satisfaction of Eqs. b˜1 = 0 and B2(b˜1) = 0, indicating
an absolute loss of stability of the phase with vanishing order-parameter, will only
be possible at σc = 0. However, if σc ∼ σth 6= 0, it is not possible to introduce
a value σc corresponding to the temperature of absolute loss of stability of the
high-temperature phase.
A consideration of three-mode generation with frequencies ωk,ωp and ωq would
lead us to qualitatively similar conclusions. For this reason, we will only denote
the expressions for the threshold- and for the critical occupational differences.
σth3 =
3
R
[
4 Γ t2σ ~
2
κk κq κp
] 1
3 , σc ≈ 1, 41 σth3 (3.36)
where
W3 ≡W (k, p, q) = i G k p q ~
3/2
(2MN)3/2(ωk ωp ωq)1/2
.
We can realize the difference between two- and three phase generation on the
one hand and single-phase generation on the other hand, which can thus be defined
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as a second-order phase transition of a radiation field at threshold occupational
differences σth1 (3.10), which we shall write once more, for comparison,
σth1 =
Γ κq ~
2
R |W1|2 ,W1 ≡W (q) =
i~1/2 G q
(2M N ωq)1/2
(3.37)
and which can be interpreted as an analog to the expression of the Curie-
temperature. In fact, if we regard (3.11) in 3.1 as a prerequisite for a minimum of
the free energy equivalent B1(b˜), then we get:
B1(b˜) =
κ b˜2
2
− σ0 R
8 tσ
ln
[
1 +
4 tσ |W1|2 b˜2
~2 Γ
]
. (3.38)
It can easily be verified that - in the region σ0 < σt1 - the function B1(b˜) attains a
minimum at b˜ = 0, and in the region σ0 > σth1 another minimum at b˜ 6= 0. This
is a clear indication of a non - stability of the ordered state below the generation
threshold, and of the disordered state above the generation threshold. Moreover, a
typical feature of 2nd order transitions can be inferred from the smoothly changing
of the order parameter while approaching to σ0 = σth1.
The expressions σc ∼ σth 2,3 also differ significantly from σth1. By definition,
σc implicitly includes a time-variable tσ, in addition to the parameters specifying
σth1. We thus determine the relations σth2 σ
−1
th1 and σth3 σ
−1
th1, using the assumption
that frequencies of a given order of magnitude will be generated in a single mode,
as well as in two or three modes, respectively. Then we get from Eqs. (3.29),
(3.36) and (3.37), within an accuracy given by factors of order
σth2
σth1
∼ G
~
(
tσ
Γ
)1/2
;
σth3
σth1
∼
[
G
~
(
tσ
Γ
)1/2]4/3
. (3.39)
Thus for ~−1G t
1/2
σ Γ−1/2 < 1, multi-mode generation could formally start sooner
than single-mode generation. It has however to be considered that this inequality
can only be satisfied by a reduction of G or by raising of Γ within the region of the
threshold condition σthj > 1, j = 1, 2, 3, being unattainable in reality due to the
limitation σ0 < 1. But also the parameter tσ has a natural lower limit. According
to (3.4), (tσ)min = Γ
−1, but (σth2 σ
−1
th1)min ∼ G(~ Γ)−1, and for the previously
used values G ∼ 10−19 J, Γ ∼ 1012 1/s we get σth2 σ−1th1 ∼ 103. Thus the role of
processes with two and three participating phonons can mainly be attributed to the
amplification (and possible synchronization) of modes generated by single-phonon
processes.
Our common consideration of single- and two-phonon processes has been per-
formed for the most favorable case of generation, being characterized by electronic
transitions with one or two participating phonons, occurring in the proximity of
different S-surfaces. To take an example, during the generation of a pair of waves
along the orientations ∆−[001] and Σ−[110], it is possible to analyze single-phonon
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Figure 3.1. Image of the function B2 (b˜) at different values of occupational
difference σ0.
processes in the proximity of the surfaces S[001],[110], and two-phonon processes
between states in the proximity of S[111]. Omitting some usual considerations,
being negligible for our purposes, and considering σ0 σ
−1
th2 ≥ σth1 σ−1th2 as a small
quantity, we can present a stationary solution for the simplest case of equalities:
b˜2∆ = b˜
2
Σ = b˜
2 for the numbers of generated phonons; R∆ = RΣ = R for the numbers
of pairs of electronic states; σ0∆ = σ0Σ = σ0Λ = σ0 and tσ∆ = tσΣ = tσΛ = tσ (for
the longitudinal relaxation times), confined to the states located in the proximity
of different S-surfaces. Then our solution is:
b˜2 = 0, σ0 < σth1, (3.40)
b˜2 ≈ ~
2 Γ
4 |W1|2 tσ
(
σ0
σth1
− 1
)(
1 +
(
2 σ0
σth2
)2)
, σ0 > σth1,
being distinguished from the solution for single-mode generation (3.13) by a fac-
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tor 1 + (2 σ0 σ
−1
th2)
2, thus clearly indicating the amplification effect by two-phonon
processes.
3.3 The lattice strain induced by the generated
waves
For realization of martensitic transformation, in accordance with the wave-model,
it is necessary that the amplitudes of the generated waves have exceeded the thresh-
old (ut(λ, T )), which essentially depends on the wave-length λ and on the temper-
ature T. The maximum of ut(λ) can be evaluated by geometrical considerations
alone, taking into account that - for pure Bain-deformation [13] - the transition to
new equilibrium conditions is associated with a relative displacement of 0, 1a (a -
lattice-parameter) of the atoms neighboring in the orientation 〈001〉. This means
that an instability must be expected for relative lattice displacements greater than
≈ 0, 05a. If such displacements were associated with a wave, then the amplitude
of such waves would obviously be ∼ 0, 05 λ/2 = ut(λ). The value ut(λ) being inde-
pendent of temperature can be put into natural correspondence with the threshold
ut(λ, T0), where T0 - equilibrium temperature between austenite and martensite.
The supercooling below the equilibrium temperature ( for definiteness, the
straight MT under cooling is considered ) must occur with the decreasing of austen-
ite stability and hence:
ut(T, λ) < ut(T0, λ).
Let’s remind (see Pt. 1.3) that wave-amplitudes creating the threshold-
deformation εth of about 10
−3 are anticipated in the proximity of MS.
In evaluating the stationary amplitudes u of the generated waves, we can dis-
regard the influence of electron-phonon interaction associated with multi-phonon
processes. Then, using the link between u and b˜ by (3.14), as well as the expres-
sions (3.40) and (3.37), we get the following relation:
uq =
[
2~
MNωq
] 1
2
b˜q ≈ ~
Gq
[
Γ
tσ
(
σ0
σth1
− 1
)] 1
2
. (3.41)
The deformation ε in turn is linked up with the amplitude by the relation (1.2)
in Pt. 1.3:
ε =
2
π
uqq ≈ 2~
πG
[
Γ
tσ
(
σ0
σth1
− 1
)] 1
2
. (3.42)
Assuming tσ = Γ
−1, σth1 ∼ 10−3,
(
σ0σ
−1
th1 − 1
) ≈ 1, 6 - corresponding to the value
σ0(∇µ), y = 2 in Table 3.1 - and using the quantity 102 vk · τ as a natural gage
of heterogeneity (see end of Pt. 3.1), with G ∼ 10−19 J and ~Γ ∼ 10−22 J, we get
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from (3.42): ε ≈ 3, 2/π · 10−3. As a result, the existence of waves with amplitudes
ensuring a lattice deformation near the elastic (yield-) limit, should be reasonably
possible. We further note that for λ/2 ∼ 10−6 m and ε ∼ 10−3 the wave-amplitude
(u = ε λ/4 ≈ 5 ·10−10 m ≈ 1, 4a) becomes even greater than the lattice-parameter.
Let us now discuss the applicability of our estimates, taking into account that
they are based on stationary solutions. Above all, the lifetimes of spatially inhomo-
geneous distributions of temperature and chemical potential have to be evaluated.
Let these times be t∇T , t∇µ and, taking into account that such heterogeneities
rapidly fade away, mainly as a result of conduction and diffusion processes, we can
obtain an estimate of these times t∇, becoming clearly obvious from dimensional
considerations:
t∇T ≈ l
2
T
dT
, t∇µ ≈
l2µ
dµ
, (3.43)
where lT, µ - characteristic gages of inhomogeneity, determining ∇T ≈ ∆T · l−1T ,
∇µ ≈ ∆µ · l−1µ ; dT and dµ - heat-conduction and diffusion coefficients, respectively.
The typical value of dT ≈ 10−5 m2/s for T > TD can easily be obtained from
below equation (3.44), by linking up dT with heat-conductivity λt, specific heat
capacity Csp and density ρ:
dT =
λt
ρCsp
, (3.44)
where λt = 34 W/mK, ρ = 7900 kg/m
3, Csp ≈ 4, 6 · 102 J/kg K (the specific
heat capacity has been derived from the Dulong-Petit-Law, being substantiated
for T > TD).
Taking into account that the term dµ is a coefficient of proportionality which
combines an electric current density j with the gradient ∇nγ of conduction electron
concentration in the γ - phase, we are able to express the term dµ by the specific
conductivity σγ of the γ - phase. For this purpose, we start with an appropriate
conversion of the expression for current-density j, presupposing that µ ∼ n2/3γ :
j = −σγ
e
∇µ = −2
3
σγ µγ
e nγ
∇nγ . (3.45)
After division of both sides of (3.45) by the electron charge e, we get:
j
e
= −2 σγ µγ
3 e2 nγ
∇nγ ≡ −dµ∇nγ , dµ = 2 σγ µγ
3 e2 nγ
. (3.46)
After insertion of σγ ≈ 106 m−1 Ohm−1, nγ = 1029 m−3, µγ ≈ 10 eV = 1, 6 · 10−18
J into (3.46), we get dµ ≈ 4 · 10−4 m2/s.1
1The order of magnitude of the current density j being generated by the chemical potential
gradient 106eV/m in the transformation front is 1012 A/m2 for σγ about 10
6 m−1 Ohm−1 and
substantially greater than any drift current observed in semiconductors.
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Obviously in our assessment of the quantities ∇T , ∇µ the usage of the quan-
tities ∆ T ∼ 102K ∼ (T0 − MS) and ∆µ = |µα − µγ| ≈ 0, 15 eV can be
justified if the nucleation time tN is less or of the same order of magnitude than
that the time of existence of the gradient t∇. Otherwise, conduction- and diffu-
sion processes would smooth down the jumps of temperature and concentration
at the phase boundary. In the nucleation model of the macro-nucleus, we can
determine the minimum values (lT )min and (lµ)min from the requirement tN = t∇,
using (3.43), further assuming tN ∼ 10−11 s (see treatise under Pt. 1.3), which
would correspond to a nuclear radius rN ∼ 10−5 cm and to a speed of propagation
of the nuclear boundary of V ∼ 103 m/s:
(lT )min = (tN dT )
1/2 ∼ 10−8m,
(lµ)min = (tN dµ)
1/2 ∼ 6 · 10−8m.
If ∇µ was considered as a stationary quantity, then the quantity lµ ∼ 10−7 m
would be a natural gage. We remind that, at the end of Pt. 3.1, we came to a
similar conclusion (which however resulted from different considerations).
The issue related to the applicability of stationary estimates of the amplitudes
u = ust and deformations ε = εst is more complex. In fact, the transition to
virtually stationary values of u, ε, within certain characteristic period tu = tε
, will not depend on the values of u0, ε0 at the starting moment t0, provided
tu << t∇. Thus in this particular case, a soft mode of wave excitation with
u0 << ust , ε0 << εst would be possible. But if tu >> t∇, the values u ≈ ust
and ε0 ≈ εst cannot be materialized by a soft mode of excitation. Consequently,
a stationary estimate would only be realistic for a hard mode of excitation with
u0 ≤ ust , ε0 ≤ εst. Of course, for u0 > ust , ε0 > εst, the stationary estimate then
would deliver the lower limit of u, ε (for σ0 > σth1).
For an evaluation of tu, the non-stationary solution of b˜(t) must be known.
However, it cannot be found for the general case, but in the vicinity of the threshold
for single-mode generation, the equation for b˜ leads to the Van-der-Pol equation
(see for example § (3,a) in the lectures of Haken-Weidlich [132]):
(
d
dt
−D
)
b˜+ + β b˜+ b˜ b˜+ = 0,
D = κ
(
σ0
σth1
− 1
)
, β =
4 tσ κ |W1|2 σ0
Γ σth1 ~2
. (3.47)
Formally, the Van-der-Pol equation can be obtained if the temporal derivatives
of system (3.7) are only re-established for the quantities b˜+q , b˜q, by writing -
˙˜
b+q for
the right side of the first Eq. (3.7), instead of zero, leaving the other equations
unchanged (Of course, this is an adiabatic approximation, which means that the
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radiating sub-system will immediately be subordinated to the ordering-parameter
b˜q). Then, d˜ and σ must be excluded, and a decomposition of the resulting factor
[
1 +
4 tσ |W1|2
~2 Γ
b˜+q b˜q
]−1
≈ 1− 4 tσ |W1|
2
~2 Γ
b˜+q b˜q (3.48)
must be performed with an accuracy up and including to the linear term in b˜+q b˜q
. As we already excluded the dipole-moment d˜ and the occupation difference σ in
our search for a stationary equation for b˜+q , we can immediately use Eq. (3.11).
It delivers the non-stationary equation for b˜+q in an adiabatic approximation, by
multiplication with −κq and addition of ˙˜b+q to the left side:
˙˜b+q = κq b˜
+
q

 σ0
σth1
(
1 +
4 tσ |W1|2 b˜+q b˜q
~2 Γ
)−1
− 1

 ≡ −χ b˜+q . (3.49)
With consideration of (3.49), we immediately get (3.47) from (3.49). Eq. (3.49)
will be further used in Chapter 6, so that we can now deal with to the more simple
Eq. (3.47).
Assuming that the quantity b˜ attains the value b˜0, due to fluctuations at the
starting time t = 0 , we get from (3.47):
b˜ =
[(
1
b20
− β
D
)
e−2D t +
β
D
]−1/2
. (3.50)
It follows from (3.50), that for D > 0, t → ∞, b˜ → (D/β)1/2 6= 0, but b˜ → 0, for
D < 0, t→∞. It also is obvious from (3.50) that the only relevant characteristic
time is:
tu = (2D)
−1. (3.51)
Here, the following observation is striking enough to attract our attention: As a
general rule, during approach to the starting temperature of a second-order phase
transition, the tendency of tu to infinity for σ0 → σth1 would be analog to the
critical degradation of fluctuations of the ordering parameter.
Even though the Van-der-Pol equation is not applicable for states located sig-
nificantly beyond the threshold, an evaluation of the order of magnitude of tu can
nonetheless be performed on the basis of Eq. (3.51). Assuming an attenuation
κ ≈ (10−4÷10−3)ω, in accordance with (3.16), we can realize that for (σ0 σ−1th −1)
of order 1 the resulting time tu evaluated on the basis of Eq. (3.51) must be not
less than (10κ)−1. Hence only the inequality tu >> t∇ is satisfied in the region of
parameters interesting for us: ω ∼ 1010 ÷ 1011 s−1, tu ≥ (10−8÷ 10−9) s. In ac-
cordance with our above treatise, it must be concluded from this latter inequality
that our stationary evaluations of u and ε, having been obtained on the basis of
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(3.41), (3.42), would only be justified for hard modes of excitation, i.e. u0 ≤ ust,
ε ≤ εst.2
3.4 Conclusions from Chapter 3
From the above analysis of the equations for a non-equilibrium electron-phonon-
system, it is possible to draw the following conclusions:
1. Electron-phonon processes with participation of a single phonon play a domi-
nating role during the generation of longitudinal lattice-displacement waves,
while the role of multi-phonon processes is limited to the amplification of
waves.
2. Wave generation takes place through relatively long-lived ES with an average
lifetime of about τ0 ≥ 10−12 s.
3. Among two non-equilibrium sources in electronic subsystems, being defined
by the existence of ∇T and ∇µ, the latter one, being caused by the inhomo-
geneity of the chemical potential µ, is the more effective one in generating
long-wave phonons (q ∼ (10−3 ÷ 10−2)π/a).
4. In the case of large-sized reduced sheets of the S-surfaces (Σ ≥ (π/a)2) with
weak energy-dispersion near the µ-value, as well as for chemical potential
gradients ∇µ ∼ 106 eV/m (1010 K/m in a temperature-scale) the generation
of longitudinal elastoplastic waves, being linked up with lattice-deformations
close to the limits of elasticity of about ε ∼ 10−3, becomes possible.
5. For some characteristic temporal gauges, the following chain of inequality
conditions may be suggested:
tu >> t∇ > tN > τ0 ∼ tσ. (3.52)
The central term t∇ > tN of (3.52) determines a relation between t∇ - the
lifetimes of ∇T and ∇µ, respectively - and the time of macro-nucleation
tN ≥ 10−11 s, which, in turn, also implies minimal spatial gauges lT ∼ 10−8
m, lµ ∼ 10−7 m for stationary evaluations of ∇T = ∆T · l−1T , ∇µ = ∆µ ·
l−1µ . The first term tu >> t∇ shows that a realization of the deformation
level obtained from an evaluation of (3.42) (for stationary conditions) only
becomes feasible for hard-mode wave-excitation. Within the frame of the
developed model of the γ−α -MT as a deformation- process, being controlled
2Editorial note: If a transformation energy of ( 0, 01 ÷ 0, 1) eV per atom is assumed, then
the maximum possible power-density (power per unit surface) of the transformation-wave-front
would be of an order of magnitude of ≈ (0, 1÷1)GW cm −2, determining the level of external
energy flow being necessary for the martensitic transformation start.
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by the threshold-deformation εth ∼ 10−3 of the carrier-waves, this means that
the threshold-level εth must arise simultaneously with beginning growth i.e.
for t0 = tN . This latter conclusion matches very well with the interpretation
of the observed pronounced supercooling of the γ-phase below the phase-
equilibrium temperature T0 (including a significant free-energy excess for
compensation of the energy required for built-up of the phase boundary, and
of the elastostatic distortion field), thus being an essential prerequisite for
the excitation of oscillations with an amplitude sufficiently large to produce
permanent lattice-deformations of about ε0 ∼ 10−3 in the nucleation stage
(see Pt. 1.3 and Pt. 1 of the task defined by Pt. 1.5). Such deformation levels
thus will be sufficient to overcome the threshold separating the metastable
state of fcc-lattice from the more stable state of bcc-lattice (at T = MS).
The treatise of Chapter 3 is mostly based on the papers [140, 141] and, to
a lesser extent, on [56], the results of which have been improved in this
chapter, mainly by the replacement of the P-planes of the simplified model
by S-surfaces and by the specification of the rather illustrative quantitative
estimates presented in [140, 141].
Some additional remarks
1. The tasks of development of kinetic equations for a non-equilibrium electron-
phonon system, as well as the analysis of threshold conditions during single-
mode generation within the conceptual notion of isoenergetic P-surfaces with
inhomogeneous distribution of temperature has been treated in [142–146] and
summarized in [147], within the frame of the method of the non-equilibrium
statistical operator of Zubarev and Kalashnikov [148–150]. The results pre-
sented in these works, as far as they relate to the γ − α -MT, are alike to
the results of Pt. 3.1, at least in a qualitative aspect. They can be taken as
a justification of the semi-phenomenological approach, being characterized
by the introduction of relaxation constants to consider dissipative processes.
Furthermore it has been shown in [146,147] that a system of equations with
mixed coordinate- and momentum-representation, resulting from a reduction
of the macro-variables f, σ, d, b by powers of the respective gradients, attains
a local spatial form matching with (3.3), with sufficient precision until the
first non-vanishing terms. However, in this case the macro-variables σ, d, b
must be considered as functions of the x-coordinate being oriented parallel
to the orientation of highest heterogeneity e. This representation highlights
that the probability for the presence of an electron within in the immedi-
ate vicinity of a point x, with simultaneous presence of electronic flows, will
largely depend on the orientation of the group-velocity v of that electron
in relation to e, and that in one and the same point in space states with
inverted occupation can exist. The spatially-local nature of such describing
justifies the application of the findings obtained in the quasi-momentum rep-
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resentation to an analysis of the non-equilibrium state in the proximity of
the propagating phase boundary.
2. Generally speaking, the drift mechanism for the creation of a population in-
version is well known, being used for example at generation and amplification
of elastic waves in semiconductors (see [151, 152]). Usually, the conditions
for wave generation by a drift mechanism focus on the requirement that
the electron drift velocity vd must locally exceed the speed of sound c, i.e.
vd > c. Thus this condition is equivalent to that formulated by Tscherenkov
for phonon radiation generation by drifting electrons. Within the frame of
our designations, the condition vd > c is equivalent to the condition σ0 > 0,
being an essentially weaker requirement than σ0 > σth1. Obviously from
(3.24), the condition σ0 > 0 is equivalent to the equation
(vk′ − vk) τ ~∇µ > ~ωq = ~ c q. (3.53)
Taking into account that the states k, k′ are located in the vicinity of the
S-surface, and that the dispersion-law for these states along the direction e
- is a quadratic function (see Chapter 2), we get:
vk′ − vk = ~ [s− k′ − (s− k)] |m|−1s =
= ~ (k− k′) |m|−1s = ~q |m|−1s , (3.54)
where s - vector designating the intersection point s of the vector k − k′ =
q with the S-surface, |m|−1s - reciprocal effective electron-mass in point s.
After substitution by (3.54) in (3.53), we get the condition for Tscherenkov-
radiation:
vd = τ ∇µ |m|−1s > c. (3.55)
For ∇µ ∼ 106 eV/m = 1, 6 · 10−13 J/m, τ ∼ 10−12 s, |m|s ≈ 3m0 ∼ 3 · 10−30
kg, we obtain vd ≈ 5 · 104 m/s, the magnitude of which exceeds the speed
of longitudinal waves by about one order of magnitude and thus is sufficient
for satisfaction of the threshold condition σ0 > σth1, within a temperature
region of T ∼ 103 K. However, the realization of waves carrying a deforma-
tion amplitude of ε0 ≥ 10−3 requires the larger values of ∇µ, correspond-
ing to vd ∼ 105 m/s. The region of vd ∼ (104 ÷ 105) m/s also is typical
of semiconductors [151]. To have ended this comparison, we remind that
the generation of elastic waves in a semiconductor requires the considerable
drift-velocities as well as the large values of the electron-phonon- interaction
matrix-elements (semiconductors-piezoelectrics). In the case of the γ − α
- MT, this interaction is not large. Instead, the number of pairs (k, k′) of
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active electronic states is large, whereas in turn this factor is of minor impor-
tance for semiconductors. Of course, neither the drift mechanism of pumping
nor the existence of electrical conductivity are exclusive prerequisites for the
emergence of a phonon-maser-effect. Alternative principles of a maser-effect
are also known (see for example [136, 153, 154]).
3. Finally, we remark that, besides stimulated emission of radiation, in an in-
versely occupied radiation system the spontaneous collective super-radiation
(Dicke)8, with the intensity being proportional to the square of the number of
pairs of active states, is also possible (see for example [134,154,155]). As the
time for the development of super-radiation must be less than the relaxation
time Γ−1 ∼ τ0 of the dipole-moment, the generation of a super-radiation pulse
is not possible for the frequencies ν of phonons below τ−10 . Then, assuming
τ0 ∼ 10−12 s, it is meaningless to discuss this effect for phonon-radiation with
quasi-momenta q ∼ (10−3 ÷ 10−2)π/a or with frequencies νq < τ−10 . Thus
the maser-effect is the predominant generation mechanism of phonons with
the relevant region of wave-vectors.
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Chapter 4
Coordination between of the γ − α
martensitic transformation tem-
perature and the optimum wave
generation temperature in
iron-based alloys
4.1 Definition of the task
Our previous analysis suggests that, in the growth stage of martensite, the exis-
tence of lattice-displacement waves with deformation amplitudes of ε ∼ 10−3 is a
real possibility. Let us remind that the evaluation of the fulfilment of the general
threshold-conditions has been performed for the high-temperature region, where
the frequency of collisions with short-wave phonons is large. Then there is reason
to think that this evaluation in order of magnitude is satisfactory not only for
pure iron but also for the iron based alloys. However, to generalize our conclusions
and to obtain the optimum conditions of wave generation over the full range of
concentrations of the alloying elements (for example up to 10% Mn or up to 34%
Ni) and of carbon (up to 1,8 weight%), a special investigation is required.
On the one hand, the existence of a high level of population difference σ0 in
accordance with (3.23), (3.24) would require that the magnitude of the parameter
y = (ε−µ)(kBT )−1 must not exceed a few units, as the multiplier |∂f 0/∂y| rapidly
diminishes with increasing y (see Tab.3.1), and hence also the value σ0. On the
other hand, with increasing concentration of Ni the temperature (MS) is decreasing
(practically, down to 0 K for 34 % Ni), thus the value of y would have to increase.
This difficulty cannot be resolved (vide infra) by the formal assumption about
the necessary reduction of the magnitude (ε − µ) to ensure practical stability or
reduction of the parameter y.
Moreover, the assumption that the increasing of Ni concentration causes a
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requisite reduction of the difference ε − µ, due to the filling of the energy band
(the model of hard zone) by excess-electrons (two electrons per Ni-atom), cannot
generally be supported, as this model leads to the wrong conclusion about the
increasing of MS for a Fe-Mn-system, because the difference ε − µ must increase
with increasing Mn concentration. In reality, investigations on binary alloys of the
Fe-Ni system (up to 28% Ni), as well as of the Fe-Mn system ( up to 10% Mn)
clearly show the decreasing of MS with increasing concentration of the alloying
element for the common type (the packet-martensite) of γ − α - transformation,
therewith the decrease is more pronounced for the Mn-alloys. So, a comparison
of data [7] and [156] shows that a reduction of MS, down to the level of 500 K,
requires concentrations of 20% Ni or only 10% Mn.
Assume that the energies of 3d electronic states, belonging to the S-surface, are
characterized by a given mean εd (see also the context to Eq.(3.9)). Then we can
define the following model antithetical to the hard-zone model: In alloys of iron
with elements of close neighbors in the 3d row of the transition metals (substitution
alloys), the value εd− µ is considered as non-depending (or weakly depending) on
composition and thus conserving the value that is the same as in pure γ - iron.
This means is that the alloying element builds up own 3d sub-bands, which overlap
with the 3d - bands of iron without a charge exchange flow among the components
of alloy. (Hypothesis of minimum polarity [100]). Furthermore, we will assume
that the magnitude of the threshold difference σt retains a value not exceeding
10−3 (as estimated for the region of high temperature), in alloys undergoing a
martensitic transformation. Then, fulfilment of the threshold condition σ0 > σt
can be justified within of the two-band model, for a wide region of concentrations
Cae of alloying elements, using the assumption that the magnitude of attenuation
Γs of mobile s electrons is comparable with the value (εd− µ)~−1 and many times
larger than the attenuation Γd of the 3d - electrons, which are active during the
generation of phonons (the typical lifetime of s - electrons τs ∼ 10−15 s in 3d metals
corresponds to the value ~ Γs ∼ 0, 6 eV). The population of states with energies
εd > µ can be kept up f
0
d ≥ 0, 1 by an effective scattering mechanism into d -
states of s - electrons with energies εs that are corresponding to the condition
εd − µ− ~ Γs
2
< εs − µ+ ~ ω < εd − µ+ ~ Γs
2
. (4.1)
In (4.1) ~ ω is the energy of a short-wave phonon, whose participation is required
for satisfaction of momentum conservation law, if the uncertainty of the quasimo-
mentums of s - electrons is small (in (4.1), the value ~Γd is disregarded compared
to ~Γs). Thus, for large Γs, the magnitude of thermal excitation kBT ∼ (εs − µ)
can be much smaller than εd − µ, without reduction of the d-state occupation. In
a similar way, the mechanism of d - s scattering ensures that the states with the
energy εd, located below the Fermi-level, despite of an inequality µ − εd > kBT
have the occupations f 0d < 1 significantly deviating from unit at the cost of an
additional (nonthermal) broadening of the d - electron distribution function.
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From the above analysis it is clear that the increase of concentration C of the
alloying supplement (C < 1/2), which causes a rapid increase of the attenuation-
part Γs(C) ∼ C(1− C) of total attenuation, linked with the scattering on substi-
tution atoms, Γs being combined with a temperature-reduction, by the following
condition:
~ ω + kB T +
~ Γ(C, T )
2
∼ |εd − µ|. (4.2)
It has to be noted that the temperature-dependent contribution Γs(T ) connected
with the scattering on thermally activated heterogeneities (vacancies, phonons,
magnons etc.) is decreasing with decreasing T and must smooth down the be-
havior of Γs(C, T ), by stabilizing the broadening of the d-electron distribution
function, within a wide range of T and C. Logically, at first we must obtain a
modification of the equilibrium distribution function f 0 → f˜ 0 in such a way that
f˜ 0 must simultaneously consider the distribution function broadening determined
by the factors T and ΓS. After that it is necessary to analyze the behavior of
the derivatives ∂f˜ 0/∂µ, ∂f˜ 0/∂T which determine the magnitude of the population
difference σ0, together with the gradients ∇µ and ∇T . Hence we have to find
such region of the variables ( T and Γ) in which (for a fixed value of |εd − µ|) the
value σ0 attains a maximum that only slightly varies with simultaneous variations
of T and Γ. The temperature belonging to this optimum region might then be
defined as the optimum temperature T˜ for the martensitic transformation process.
If the electronic configurations of the atoms of lattice matrix and of the alloy-
ing element are known, it will be possible to determine the dependence T˜ (C), by
calculating Γs(C) and identifying the correlation between T˜ and Γ(C, T˜ ). Then,
the concentration-dependencies of T˜ (C) and MS(C) will be compared. It is also
possible to deal with the inverted task:
i we require a close relation between the dependencies of T˜ (C) and MS(C);
ii we choose the electron configuration of one of the alloying components;
iii we find the electron configuration of the atoms of the other component. It
is the latter definition of task, allowing us to gather the additional informa-
tion which will be used in the fourth chapter, during a comparison of the
interdependence between T˜ (C) andMS(C), in the substitution alloys (Fe-Ni,
Fe-Co, Fe-Mn) and in the interstitial alloys (Fe - C).
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4.2 Modified electronic distributions and their
derivatives in the case of a rectangular spec-
tral density function
A statistically disordered lattice of the binary substitutional type can be consid-
ered as the medium comprising an ideal (periodic) arrangement of lattice knots, for
which the probability of occupation of a knot (lattice point) with atoms of either
one of its two components is equal to C and 1 − C, respectively, where C - con-
centration of the dissolved component. The missing of a long-range order in such
lattice, being caused by the stochastic nature of its single-knot-potentials, causes
the states with predetermined quasi-momenta to become non-stationary. There-
fore - within the general notion of some kind of periodic ”effective” medium - one
of the approaches for the description of substitutional alloys is characterized by
the introduction of an effective Non-Hermitian Hamiltonian with complex eigen-
values, the imaginary part of which determines the extinction rate of electronic
states [100]. The calculus of mean-values of electronic operators comprises both
thermodynamic and configuration averaging, which have to be performed indepen-
dently from each other for systems without a shot-range order. As an example,
the modified electronic distribution f˜ 0 of our interest is given by the expression
f˜ 0k =
∞∫
−∞
[1 + exp (
ε− µ
kBT
)]−1A(ε, k)dε, (4.3)
where the spectral density A(ε,k) is a configurationally averaged probability in
a given alloy for the existence of an electron of energy ε in a state with quasi-
momentum ~k. Usually, the spectral density obeys the Lorentz (Breit-Wigner)
formula:
A(ε,k) =
1
2 π
~Γk
[
(ε− εk)2 +
(
1
2
~Γk
)2]−1
, (4.4)
where Γk - extinction of an electron in a state with energy εk, where the extinction
corresponds to the width at half of the height of the function A(ε,k). Furthermore,
the normalization condition is satisfied:
∞∫
−∞
A(ε,k)dε = 1. (4.5)
Obviously from (4.4), (4.5), the spectral density (SD) function gradually trans-
forms into the δ - function for Γk → 0
lim
Γk→0
A (ε,k) = δ (ε− εk) , (4.6)
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and the distribution (4.3) into the Fermi-Dirac distribution:
lim
Γk→0
f˜ 0 = f˜ 0k =
[
1 + exp
(
εk − µ
kBT
)]−1
. (4.7)
This is quite reasonable, as the condition Γk = 0 would implicitly require a re-
establishment of long-range ordering, as occurring during gradual transition of a
binary alloy into a single-component system with C → 0.
A simple analytical expression for f˜ 0k can easily be found by choosing a rect-
angularly shaped spectral density function with a height of ~Γk
−1 and a width of
Γk , being symmetrically arranged with respect to the energy εk:
A (ε,k) =
1
~Γk
{
Θ
[
ε−
(
εk − ~Γk
2
)]
−Θ
[
ε−
(
εk +
~Γk
2
)]}
, (4.8)
where Θ - Heaviside unit-function
Θ(ε) =
{
1 ε ≥ 0,
0 ε < 0.
(4.9)
After insertion of (4.8) in (4.3), we get:
f˜ 0k = 1 +
1
2ηk
ln
[
1 + exp (yk − ηk)
1 + exp (yk + ηk)
]
, (4.10)
where yk = (εk−µ)(kBT )−1, ηk = ~Γk(2 kBT )−1. It can easily be verified that the
limit condition (4.7) is satisfied for (4.10), so that we get for the low-temperature
case T → 0
lim
T→0
f˜ 0k =


1 εk < µ− (~Γk)/2
1/2 + (µ− εk)(~Γk)−1 µ− (~Γk)/2 ≤ εk ≤ µ+ (~Γk)/2
0 µ− (~Γk)/2 < εk
(4.11)
a distribution with a scattering width ~Γk, as shown in 4.1. Moreover, the nor-
malization condition for an electronic distribution f˜ 0k = 1/2 at εk = µ is satisfied,
independent of T. Disregarding the dependency on k of the extinction Γ within
a coherent potential approximation [100], we note that f˜ 0k remains constant along
isoenergetic areas with εk = const. in quasi-momentum space, as f˜
0
k = f˜
0
k(εk).
Accordingly, we shall design our spectral function by A(ε,k) = A(ε, εk).
Taking for granted that (4.3) represents the energetic distribution function
f˜ 0 (εk s) ≡ f˜ 0k s of the s-electrons in an alloy, we can now show that, for a given
d-s-scattering mechanism with involvement of short-wave phonons, the equilib-
rium distribution: f˜ 0kd = f˜
0 (εk d) of d-electrons of energy εd in an alloy of the
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same energy εs = εd is nearly equal to the function f˜
0 (εs). According to [157],
the modification of the normalized integral of electron-phonon collisions, being
required after consideration of scattering at the substitutional atoms, can be re-
duced to a replacement of the δ - function, thus reflecting strict compliance with
the conservation of energy requirement, by the Lorentz-function:
(
∂f˜kd
∂ t
)
col
=
2 π
~
∑
k′p
|Wp|2{A(εk′s, εkd + ~ωp)[Np (f˜k′s − f˜kd) +
+f˜k′s(1− f˜kd)] + A(εk′s, εkd − ~ωp)[Np (f˜k′s − f˜kd)− f˜kd(1− f˜k′s)]} (4.12)
where |Wp| - modulus of the matrix-element of electron-phonon-interaction, Np
- phonon-distribution function. Proceeding further with the integration of the
εk ′s, under consideration of the definitions (1.1) and (1.3), and in order to find
the equilibrium-distribution f˜ 0kd, we require that the collision-integral (4.12) must
vanish. Then we get approximately
f˜ 0kd ≈
f˜ 0s (εkd + ~ωp) + [ f˜
0
s (εkd + ~ωp) + f˜
0
s (εkd − ~ωp) ]Np
2Np + 1 + [ f˜ 0s (εkd + ~ωp)− f˜ 0s (εkd − ~ωp) ]
. (4.13)
If we develop (4.13) by powers of ω ′ = ~ωp(εkd−µ)−1, then we get in a zero-order
approximation
f˜ 0kd ≈ f˜ 0s (εd). (4.14)
By consideration of (4.10), the linear supplement in the right hand side of (4.14)
∂f˜ 0s (εd)
∂(εd − µ)(1− 2 f˜
0
s (εd))~ωp
can be written in the following form
1
2Γ ′
sinh Γ ′(T ′)−1
cosh Γ ′(T ′)−1 + cosh (T ′)−1
(1− 2 f˜ 0s )ω′, (4.15)
where
Γ′ =
~Γ
2 (εkd − µ) , T
′ =
kBT
εkd − µ. (4.16)
Let εkd − µ ≈ 0, 2eV, and ωp be of an order of magnitude of half of the Debye-
frequency, then we get ω′ ≤ 10−1. An order of magnitude of about 0,1 also
applies to the product of the other factors in (4.15), so that the corrective factor,
being linear in ω′, becomes at least one order of magnitude smaller than in (4.14).
Therefore, in an analysis of the non-equilibrium addenda to the function f˜d
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∆f˜kd(∇µ) ≈ ∂f˜
0
kd
∂µ′
τ vk ~∇µ
εd − µ , µ
′ =
µ
εd − µ, (4.17)
∆f˜kd(∇T ) ≈ ∂f˜
0
kd
∂T ′
τ vk ~∇T kB
εd − µ ,
it is possible to replace the function f˜ 0d by f˜
0
s (4.3) for εk = εkd. Under the pre-
sumption that this replacement has been performed all over, we can omit in our
subsequent analysis the indices d, zero and tilde in our notation of the function
f˜ 0d → f . After having fixed in (4.17) the values of τv~∇µ, τv~∇T , we only need to
analyze the derivatives ∂f/∂T ′, ∂f/∂µ′ for our envisaged determination of the
optimum values of Γ and T (see Pt. 4.1), as a function of the dimensionless vari-
ables Γ′ and T ′ (4.16). It is convenient to use these variables, as the value of εd−µ
will remain unchanged, according to our assumption in Pt.4.1. In the case of the
spectral density (4.8) we can obtain from (4.10) the derivatives ∂f/∂T ′, ∂f/∂µ′
by direct differentiation:
∂f
∂T ′
=
1
2Γ′
{
ln
[1 + exp (y − η)
1 + exp (y − η)
]
+
y sinh η + η(cosh η + exp y)
cosh y + cosh η
}
, (4.18)
∂f
∂µ′
=
1
2Γ′
sinh η
cosh y + cosh η
, (4.19)
where η = Γ′ T ′ −1, y = T ′ −1.
The results of our calculus of the derivatives ∂f/∂µ′ and ∂f/∂T ′ on the basis
of (4.18) and (4.19) are presented in Figs. 4.2 and 4.3. In these figures, the group
of thin lines represents the constant values of the functions ∂f/∂µ′, ∂f/∂T ′ (being
labeled at each line), while the dashed lines 1 and 2 are defined by the conditions
∂
∂T ′
(
∂f
∂µ′
)
Γ′
= 0,
∂
∂Γ′
(
∂f
∂µ′
)
T ′
= 0. (4.20)
These lines correspond to the maximum values of the derivatives ∂f/∂µ′,
∂f/∂T ′ of the variables T ′ and Γ ′ and pass through those points where the par-
allels to the vertical and horizontal coordinate axes touch the iso-lines. The area
enclosed by the lines in Fig. 4.2 represents a region of values of the parameters
T and Γ for which the occupational inversion σ0 (∇µ ) attains maximum values,
only slowly varying with T and Γ. Obviously, it is justified to define an optimum
temperature for phonon-generation, which decreases with increasing extinction Γ,
by highlighting within this region the point corresponding to pure iron. Thus the
behavior of the derivative ∂f/∂µ′ suggests the existence of an optimum temper-
ature T˜1, the derivative of which obeying to the condition ∂T˜1/∂C < 0, where
C = Cae is the concentration of the alloying element. The jump of the value of
∂f/∂µ ′ from 0 up to 0,5, during the transition from Γ ′ < 1 to Γ′ > 1 (at the point
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Figure 4.1. Modified SD - function at a temperature of 0 K.
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Figure 4.2. Calculated values of the derivative ∂f/∂µ′(Γ′, T ′), for the case of
a rectangular SD- function: —— - iso-lines with constant values of the ∂f/∂µ′ -
function (Lines 1 and 2 are defined in the text).
Γ′ = 1 we have ∂f/∂µ′ = 0, 25) and for T ′ → 0, is obvious from Eq. (4.19), which
attains the following form for T ′ → 0:
∂f
∂µ ′
≈ 1
2Γ ′[1 + exp (1− Γ ′)(T ′)−1] .
This jump is due to the extremely rapid decay of the modeled spectral density
function (4.8) within a variation of the energy εk by ± 1/2Γk, and there is no
reason for expecting such a jump for a smoother behavior of A(ε, εk).
A comparison of Figs. 4.3 with 4.2 obviously shows that the crucial difference
among the behavior of ∂f/∂T ′ vs. that of ∂f/∂µ′ is due to the existence of
an ascending section of line 1 for Γ′ > 1, which could serve as the basis for the
definition of an optimum phonon generation temperature T˜2, which would increase
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Figure 4.3. Calculated values of the derivative ∂f(Γ ′, T ′)/∂T ′, for the case of a
rectangular SD-function:——– - iso-lines.
with increasing value of Cae : ∂T˜2/∂Cae > 0. As the abrupt ”slump” at Γ
′ → 1,
T ′ → 0, along line 1 (at point Γ ′ = 1, T ′ = 0, ∂f/∂T ′ = 1/2 ln 2 ≈ 0, 347)
is caused by the already mentioned particularity of the spectral density function
(4.8). It can be anticipated that this ”slump” will vanish when getting over to the
more smoothly changing functions A(ε, εk), and that the ascending section of line 1
will broaden out. We also note that the quantity ∂f/∂T ′ diminishes more rapidly
with increasing Γ ′ than ∂f/∂µ ′. A convincing explanation for this behavior can
immediately be concluded from (4.3), if one considers that derivations on T and
µ lead accordingly to factors being odd and even on ε concerning the point µ in
the integrand.
If we summarize the results of our calculus with usage of a rectangularly shaped
spectral density, it can be concluded that they provide strong evidence for the ex-
istence of optimum conditions for phonon generation, within a wide concentration
region of the alloying element, a possibility we already tentatively anticipated in
Pt. 4.1, on the basis of qualitative thoughts. However, a more detailed treatise
of the task of Pt. 4.1 could reasonably be performed by determination of the
derivatives ∂f/∂T ′ and ∂f/∂µ′ on the basis of the Lorentz-expression of spectral
density, as will be done in the next chapter.
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4.3 Region of T ′, Γ ′ values with optimum condi-
tions for phonon-generation in the case of a
Lorentz-shaped SD-function
An explicit determination of ∂f/∂µ ′, ∂f/∂T ′ on the basis of (4.3) proves to be
difficult in the case of the Lorentz-form (4.4) of the function A(ε, εk). That’s why
a numeric calculus of T ′ has been performed, the results of which are presented
in Figs. 4.4,4.5. Let us now compare in pairs Fig.4.4 with Fig. 4.2 and 4.5 with
4.3. A comparison of the first pair of results shows that, during a transition to
a smoothly changing spectral density (4.4), the optimum region of parameters
T ′, Γ ′ is being retained, even though lines 1 and 2 of the maximum value of
∂f(T ′,Γ ′)/∂µ ′ exchange their relative positions (in Fig. 4.2, line 2 is located
above line 1 and in Fig. 4.4 below line 1). In addition, in the region between
lines 1 and 2, the values ∂f/∂µ ′ of the Lorentz-form A(ε, εk) slowly decrease
with increasing Γ ′ and with decreasing T ′, while the function ∂f/∂µ ′ in Fig. 4.2
behaves non-monotonously, especially in the vicinity of the point T ′ → 0, Γ ′ → 1.
The solid line 3 in Fig. 4.4 is the projection of the ”crest” of the profile of function
∂f/∂µ′ on plane (Γ ′, T ′). The function T ′ ( Γ ′ ) with lines 1, 2, 3 describes the
reduction of T ′ with increasing Γ ′ , in a similar way as relation (4.2). This means
that they can be used as a basis for determination of the temperature T˜1.
The characteristic difference between Figs. 4.5 and 4.3 consists in the missing
”slump” of line 1, which - for 0 < Γ ′ ≤ 0, 8 - slightly changes in the proximity of
T ′ ≈ 0, 4, attaining its minimum at T ′ ≈ 0, 39, Γ ′ ≈ 0, 42, being approximated by
a straight line for Γ ′ > 0, 8
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T ′ ≈ 0, 25 + 0, 175Γ ′. (4.21)
Of course, also a parabolic approximation might be possible. Obviously, by
usage of the function T ′ (Γ ′), corresponding to (4.21), it would be feasible to
determine the temperature T˜2, which increases with increasing Γ
′. Line 2 in Fig.
4.5 is shifted towards the lower T ′, Γ ′ region, both in relation to Fig. 4.3 and to
Fig. 4.4 and could thus in principle be used for the introduction of temperature T˜1,
provided the starting temperature of the martensitic transformation of the main
alloying component is close to it.
Let us surmise that the function T˜1,2 (Γ
′) - being the mapping of the function
T˜1,2(C) onto the plane (Γ
′, T ′) - is known. Then, in order to determine the explicit
expressions for T˜1,2(C), we must first discriminate those fractions of total electron
extinction Γ being dependent on the concentration of the alloying element:
Γ(T, C) = Γ(T ) + Γ(C). (4.22)
In paramagnetic alloys, at temperatures larger than or close to the Debye-
temperature TD, the extinction Γ(T ) is mainly caused by s-electron scattering at
phonons and magnetic moment fluctuations. The first of these processes leads to
a contribution Γ(T ) exhibiting linear variation with temperature, while the second
one only weakly depends on T - for temperatures above the Curie-temperature Tc
(or the Neel-temperature TN respectively) - and rapidly diminishes for T < Tc.
Measurements of the specific electric resistance ρ [158] (see also §3 of Ch. 25
in [159]) have shown that the contribution to scattering by magnetic inhomo-
geneities for T > 500 K exceeds phonon scattering by about the same order of
magnitude. In the region of temperature T < 1100 K, being relevant for marten-
sitic transformations, ρ decreases monotonously with decreasing T. Even though
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the function ρ(T ) is non-linear, we shall use below, for simplification, the linear
approximation ~Γ(T ) = a0 kBT , where a0 - dimensionless parameter. Obviously,
we can already anticipate that a0 must be a one-digit number greater than 1, as
the contribution of pure phonon-scattering already amounts a0 ≈ 1 in the case of
transition-metals. In principle, it is also possible to include in (4.22) the part being
largely independent of T and C, being caused by scattering on static defects (i.e.
dislocations, alloying atoms of a third element etc.), but we shall assume that the
growth of martensite crystals will proceed within a region being practically devoid
of such defects, thus confining ourselves to the contributions of only two terms in
(4.22). The usage of the ratio (4.22) takes into account that phonon scattering
leads to a more scattered energy distribution function, essentially resulting in the
need for replacement of the δ - function by a Lorentz-line of finite width [160]. In
this context we should remind that during any consideration of the washout of the
Fermi- distribution, the equivalence of different scattering mechanisms will always
be confirmed, which inevitably leads to the question about the justification of a
well defined Fermi-surface in alloys. Among other arguments, it is being empha-
sized that a case is possible for which ”. . . an alloy in the proximity of absolute
zero temperature represents a better model of an ideal lattice than that of a pure
metal lattice at room temperature ” [161].
The extinction Γ(C) is mostly caused by scattering of s-electrons on alloying
elements. In a modeled alloy with diagonal disorder and weak scattering, the
following form is true [100]:
~Γ(C) = 2 π gs(µ) δ
2C(1− C). (4.23)
Here δ = (εaes − εMs ) - difference of the energy levels of s-states of alloying compo-
nents;
gs(µ) - density of s-electron-states of the matrix at Fermi-level (per spin-
orientation). Thus for a numeric assessment of Γ(C), the quantities gs(µ) and
δ must be known. They can be determined if the width Ws of the s-band, the
parameter a0, and the amount of s-electrons donated by the alloying element Zae
(with matrix ZM) into the common s-band, i.e. if the electronic configurations of
the alloying elements are known. In fact, we have a parabolic s-band:
gs(ε) ∼
√
ε,
Ws∫
0
gs(ε) dε = 1, (4.24)
gs (ε) =
3
2
(
ε
W 3s
) 1
2
.
Considering that the occupied part of the s-band accepts ZM/2 electrons, i.e.
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µ∫
0
gs(ε)dε =
ZM
2
, (4.25)
we get, after insertion of (4.24) in (4.25):
(
µ
Ws
) 1
2
=
(
ZM
2
) 1
3
. (4.26)
Finally we can express (4.26) and (4.24) gs(µ) as a function of ZM :
gs(µ) =
3
2Ws
(
µ
Ws
) 1
2
=
3
2Ws
(
ZM
2
) 1
3
. (4.27)
According to [100], the parameter δ is linked up with the difference ∆Z =
Zae − ZM by means of the relation
∆Z = −2
π
arctan [π δ gs(µ) (1− δ I(µ))−1]; (4.28)
I(µ) =
∞∫
−∞
gs(η)
µ− η dη =
3
2Ws
[
x ln
1 + x
1− x
− 2] , (4.29)
x =
(
ZM
2
) 1
3
.
In the following, we shall designate by ZM the number of electrons donated
into the s-band by the iron atoms, using ZM = ZFe.
Obviously, the justification for introduction of the MS(C) - like function of
T˜1,2(C), can be given on the basis of the analysis performed, by mapping the
function MS(C) onto the plane (Γ
′, T ′), with subsequent determination of those
specific values of the parameters a0, δ, εd−µ, for which the obtained representations
M˜S(Γ
′) are located in the vicinities of the dashed lines in Figs. 4.4 and 4.5. Doing
this way, it will be possible to bring in accordance various experimental data with
the defined above laws.
4.4 Mapping of the functions MS(C) into the
T ′, Γ ′ region of optimum phonon-generation,
with analysis of the electronic configurations
of atoms in binary substitutional alloys
The variation of MS(C) with concentration mentioned in Pt. 4.1 belongs to the
kind of results which have been determined with massive specimen. Besides these
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data, there is currently being collected experimental data related to super-rapid
quenching (up to 5 · 105 K/s) of foils with a thickness of ∼ 10−4 m (see for ex-
ample [162–164] for binary alloys and [165, 166] for steel). It could be shown that
in different regimes of cooling-rates of steel and iron-based alloys there can be
realized four ”stages” of martensitic transformations. An extrapolation of these
data towards pure iron delivers the following temperatures M iS of these ”stages”:
M IS = 820, M
II
S = 720, M
III
S = 540, M
IV
S = 430 ˚C. The existence of various
MS - stages is explained in [164] with the hypothesis of structural particularities
of the moving phase-boundaries, as well as by different diffusion mechanisms in
their vicinity. During changes of composition, the amount of ”stages” will usually
decrease, mainly due to the different rates of change of M iS during the alloying
process, resulting into overlapping of the stages.
Let us now inspect more in detail the Fe - Ni and Fe - Co systems. For this
purpose, the corresponding functions M iS are shown in Figs. 4.6 and 4.7. For
Fe-Ni-alloys, the following inequalities apply for the derivatives (slopes) of the
functions M iS(C):
|dM
II
S
dC
| > |dM
I
S
dC
| > |dM
III
S
dC
| > |dM
IV
S
dC
|, dM
i
S
dC
< 0.
This means that allM iS decline with increasing concentrations of C. By contrast, in
Fe-Co-alloys, the temperatures M IS, M
III
S , M
IV
S increase with increasing C, while
M IIS decreases:
|dM
II
S
dC
| > |dM
III
S
dC
| > |dM
IV
S
dC
| > |dM
I
S
dC
|.
If, according to [164], the second MT-stage was combined with the motion of
a phase-boundary embodying a Cottrell-atmosphere, then the abnormal M IIS -
behavior could be attributed - at least in the case of Fe-Co-alloys - to solute carbon,
as the high mobility of carbon atoms can contribute to the rapid formation of a
Cottrell-atmosphere. We note here that for Fe- C-alloys, the slope dM IIS /dC < 0 is
of an order of magnitude of the slope dM IIS /dC, thus exceeding the corresponding
derivatives of Fe-Ni, Fe-Co - alloys. This would be evidence for the correctness
of our above assumption. As the theory of electron-scattering in substitutional
alloys also has to take into account the effects of lattice-deformation, the function
M IIS (C) will not be analyzed here.
We also have to point at another particularity of the functionM IS(C) in Fe-Co-
alloys: In the region of small concentrations of C, M IS remains almost constant,
i.e. dM IS/dC ≈ 0. But if C ≥ 7 %, then a pronounced slope dM IS/dC >
0 appears. Assuming an inherent similarity between the functions M˜ IS(Γ
′) and
T˜2(Γ
′), this particularity can easily be explained: It can be taken for granted that
the temperature M IS(0), when represented on plane (Γ
′, T ′), corresponds to the
coordinates T ′ ≈ 0, 4, Γ ′ ≈ 0, 42, in the vicinity of which (as explained in Pt. 4.3)
there also is located the minimum of curve T˜ ′, where the transition of T˜ ′ (being
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Figure 4.6. Variation with nickel-concentration (weight %) of the temperatures
M˜ iS, in iron-nickel-alloys [162].
essentially independent of Γ˜ ′) towards the function (4.21) takes place. Then we
choose this point as the starting point and get from (4.16):
T ′ =
kBM
I
S(0)
εd − µ ≈ 0, 4; Γ
′ =
α0 kBM
I
S(0)
2 (εd − µ) ≈ 0, 42, (4.30)
from which we can simultaneously determine the values of two parameters: a0 ≈
2, 1 and (εd − µ)/kB ≈ 2, 5M IS ≈ 2750 K. If these values were considered as fixed
and characteristic of the fcc phases of iron, then it would be possible to perform
the mappings of M iS onto plane (Γ
′, T ′), simply by varying the parameter ∆Z,
being determined by (4.28). This way, it has to be considered that in the case of
weak scattering, the parameter δ, being linked with ∆Z, must be a small quantity
in relation to the width Ws of the s-band. Let Ws = 10 eV, which - for an assumed
width Wd = 5 eV of the d-band - would correspond to the 10-fold difference of the
average densities of the s- and d-electron states.
For the Fe-Ni - system, we shall use the two nickel-atom configurations
3d 9,44s0,6 and 3d 8,64s1,4, as configurational references, as proposed in [110, 167].
During our projection of the graphs M iS(C) on plane (Γ
′, T ′) we choose 5 points
being borrowed from [162]: For C1 = 0 (starting points), C2 = 5%, C3 = 12% (in
the proximity of C3, the curves M
III
S (C) and M
IV
S (C) intersect), C4 = 22% (in
the proximity of C4, the slope of curve M
IV
S (C) changes), C5 = 30% (in the prox-
imity of C5 the curves M
I
S(C) and M
IV
S (C) intersect). We further note that for
a Ni-concentration CNi > C5, the slope of the graph MS(C) abruptly increases,
so that variations of Ni-concentrations by about 4% from 30% up to 34% will
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Figure 4.7. Variation with cobalt-concentration (weight %) of the temperature
M˜ iS, in iron-cobalt alloys [164].
cause a decrease of MS from 250-270 K close to 0 K. Then we have to introduce
the additional requirement that the point M˜ IS = M˜
IV
S of the intersection of the
first and second stage must fall on the line of extremes 2 (see Fig.4.4), the end
of which, close to Γ ′ ≈ 1, exhibits a section of rapid, non-linear decrease of T ′,
with only small variation of Γ ′. For the a.m. parameters a0, Ws, ZNi = 0, 6 and
∆Z > 0, it will quite easily be possible to show that, on the basis of (4.16), (4.22),
(4.23), (4.27) - (4.29) and by variation of ∆Z, the condition for location of the
point M˜ IS = M˜
IV
S on line 2 at ZFe = 0, 91 can be met. The magnitude of the slope
∂f/∂µ ′ ≥ 0, 16 at point M˜ IS = M˜ IVS remains high. For comparison, we note that at
ZFe = 1, 02 (point M˜
I
S = M˜
IV
S on line 1) the slope ∂f/∂µ
′ ≈ 0, 13 is significantly
lower. Fig. 4.8 shows the graphs M˜ iS (Γ
′) for ZFe = 0, 91, corresponding to the
configuration 3d 7,094s0,91 of iron-atoms. During deviations of the point M˜ IS = M˜
IV
S
from line 2, being associated with a variation of Z in the region 0, 88 ≤ Z ≤ 0, 93,
the magnitude of ∂f/∂µ ′ ≈ 0, 16 remains unchanged.
For ∆Z < 0, the iron-atoms will attain configurations with a number of s-
electrons less than 0,6. Even though apparently, such a configuration might not
be materialized, a consideration of the case ∆Z < 0 may still be useful, from a
methodological point of view. An analysis of (4.23), (4.27) - (4.29) in fact leads to
the conclusion that, within our notion, the contribution to total extinction Γ(C),
related to scattering on solute charged atoms, will vanish in the following three
specific cases: At ∆Z = 0 (neutral effect), for ZM → 0, x→ 0, gs(µ)→ 0 (in this
case, the Fermi-level corresponds to the bottom of the s-band coinciding with the
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Figure 4.8. Graphs of M˜ iS(Γ
′) for Fe-Ni-alloys with ZNi = 0, 6, ZFe = 0, 91 (or
with ZNi = 1, 4, ZFe = 1, 04): The graphs M˜
i
S were drawn from the starting points
(I, III, IV), which correspond to pure iron; lines 1, 2 and 3 are identical to those
in Fig. 4.4.
baseline of the density of states function) and for ZM → 2, x→ 1 (in this case, the
Fermi-level corresponds to the upper edge of the fully occupied s-band). In these
particular cases and in accordance with (4.22), (4.30), total extinction is mainly
related to the effects of phonon-scattering and magnetic inhomogeneities, so that
the relation Γ ′ = 1, 05 T ′ applies. Point M˜ IS(C5) = M˜
IV
S (C5) has the coordinates
T ′ ≈ 0, 1, Γ ′ ≈ 0, 1, lying outside of the optimum region, ∂f/∂µ ′ ≈ 0, 04, thus
being one fourth as large as the corresponding values in the proximity of line 2
(see Fig. 4.8). For a given value of T ′, the approach to the optimum region will
also depend on the increase of Γ ′, through the scattering effect of the impurities.
A path being almost equivalent to that of curves M˜ iS(Γ
′) in Fig. 4.8 corresponds
to ZFe ≈ 0, 09, for a configuration 3d 7,914s0,09 of the iron atoms, being close to the
3d 84s0 configuration. Full correspondence of the paths of these curves however is
not possible, as for ∆Z < 0, the values of Γ ′ are limited. The existence of the
maximum Γ ′ at fixed T ′, for certain ZFe lying within an interval 0 < ZFe < 0, 6
is obvious, as the extinction Γ ′ takes on minimum equivalent values Γ ′ ≈ T ′,
at the borders of the interval (ZFe = 0, 6 (∆Z = 0), ZFe = 0). The condition
Γ ′ = Γ ′max ≈ 0, 936 at T ′ = 0, 1 also matches with the above mentioned value of
ZFe ≈ 0, 09 with the configuration 3d 7,914s0,09 of the iron atoms. It is also obvious
from Fig. 4.8 that, at the point with coordinates T ′ = 0, 1, Γ ′ ≈ 0, 936, the slope
is ∂f/∂µ ′ ≥ 0, 16, but line 2 is out of reach for the point M˜ IS = M˜ IVS .
For ZNi = 1, 4 and ∆Z < 0, the location of point M˜S(C5) on line 2, with
coordinates T ′ = 0, 1, Γ ′ ≈ 0, 96 (the same as for the case with ZNi = 0, 6,
∆Z > 0), corresponds to the value ZFe ≈ 1, 04 with the iron-atom configuration
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3d 6,964s1,04. After similar considerations as those done in the case of ZNi = 0, 6,
∆Z < 0, we can find out for the difference ∆Z > 0, corresponding to the in-
equality 1, 4 < ZFe < 2, an iron-atom configuration 3d
6,114s1,89, being close to the
configuration 3d 64s2, for which the point M˜S(C5) has the coordinates T
′ ≈ 0, 1,
Γ ′ = Γ ′max ≈ 0, 65. Even though this point does not merely reach line 2, the corre-
sponding slope ∂f/∂µ ′ ≥ 0, 15 at this point is quite high. Thus the assumption on
the existence of two iron-configurations in the γ - phase, being close to the 3d 74s1
and 3d 64s2 configurations with ZNi = 1, 4 (see Pt.2.5), is compatible with the re-
quirement of conservation of optimum generation conditions for phonon-generation
in Fe-Ni-alloys, for both of these configurations.
In [163], the processing of data for the Fe-Mn - system has been performed in a
similar way. As reference-configurations, there were used iron-atom configurations
like those determined above for the Fe-Ni-system. In addition, satisfaction of the
requirement of conformity for points M IVS , within the systems Fe-Ni and Fe-Mn,
with CNi = 22% and CMn = 11%, respectively, was imperative. The results
obtained are listed in Table 4.1.
Table 4.1. Charge numbers of manganese- and iron-ions
ZFe 0,09 0,91 1,04 1,89
ZMn 0,84 0,53 1,37 1,49 0,63 1,19
∆ZFe−Mn - 0,75 0,38 - 0,46 - 0,45 0,41 0,7
To ease our comparison, Table 4.2 also shows the specifications of the quantities
Z and ∆Z, pertaining to the Fe-Ni-system. For ”average” iron-configurations near
3d 74s1 (being equivalent to ZFe = 1), the following conclusion is obvious: To
obtain a slope of the relationship MS(C) in Fe-Mn-alloys, doubly exceeding the
corresponding slope in Fe-Ni-alloys, it will suffice that the manganese-atoms must
only donate 0,1 more electrons into the s-band than the Ni-atoms. For ”marginal”-
configurations near 3d 84s0, 3d 64s2 , this difference would amount to 0,2 electrons
per atom.
Table 4.2. Charge numbers of nickel- and iron-ions
ZNi 0,6 1,4
ZFe 0,09 0,91 1,04 1,89
∆ZFe−Ni - 0,51 0,31 - 0,36 0,49
Now let us use the previously determined iron-atom configurations for our
foundation of the curves M˜ iS(Γ
′) of Fe-Co-alloys. By varying the parameter ∆Z,
it is easy to obtain the lines M˜ iS(Γ
′) for the function T˜ ′(Γ ′), which come close
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to line 1 in Fig. 4.5. In Fig. 4.4, the curves M˜ iS(Γ
′) are depicted for an ”aver-
age” iron-atom-configuration 3d 7,094s0,91 and ∆Z = 0, 2, being in accordance with
the correspondence of the path of curve M˜ IS(Γ
′) with line 1 (dashed line in Fig.
4.4). The ends of lines M˜ iS correspond to a Co-concentration of 40%, and attain
maximum values at M IS, M
III
S (see Fig. 4.7).
T
′
Γ′
10,5
0 0,5 1
I
III
IV
Figure 4.9. Graphs M˜ iS(Γ
′) for Fe-Co-alloys with ZFe = 0, 91, ZCo = 1,12 (or
with ZFe = 1, 04, ZCo = 1, 24); line 1 is identical to that in Fig. 4.5.
The same general path of curves as those with ∆Z = 0, 2 also results for
∆Z = −0, 21, corresponding to a cobalt-atom-configuration 3d 7,884s1,12. Table 4.3
shows the specifications of some other atom-configurations.
Table 4.3. Charge numbers of cobalt- and iron-ions
ZFe 0,09 0,91 1,04 1,89
ZCo 0,29 0,71 1,12 0,83 1,24 1,6
∆ZFe−Co - 0,2 0,2 - 0,21 0,21 - 0,2 0,29
A comparison with Fig. 4.4 shows that the coordinates of the ends of lines
M˜ IS, M˜
III
S , being about T
′ ≈ 0, 4, Γ ′ ≈ 0, 7, correspond to a point on line 3,
and that the coordinates of the end of line M IVS correspond to a point on line
2, with a slope ∂f/∂µ ′ ≈ 0, 18. In this connection, it is also possible to relate
the decrease of M IS, M
III
S for CCo > 40% to the onset of shifting of the mapped
points M˜ IS, M˜
III
S on line 3, thus ensuring a smooth decrease of the slope ∂f/∂µ
′.
At the same time, the point M˜ IVS for CCo > 40% can shift along the line of
constant slope ∂f/∂µ ′ ≈ 0, 18, with smooth increase of M IVS . Obviously, this
interpretation requires an approximated ”equality” of two non-equilibrium sources,
during a martensitic γ − α - transformation in Fe-Co-alloys, while in Fe-Ni- and
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Fe-Mn-alloys, the chemical potential gradient ∇µ serves as the dominating non-
equilibrium source.
4.5 Discussion of the results on substitutional al-
loys
On the basis of reasonable electronic configurations, our consideration shows that it
is possible, in principle, to obtain satisfactory accordance between experimentally
M˜ iS(Γ
′) and the theoretically obtained relationship T˜ ′1,2(Γ
′), provided that the
spectral density A(ε, εk) is chosen in the form of a Lorentz-SD-function, as it has
to account for the complete extinction of s-electrons.
It would also be interesting to discuss the problems related to the amount
of conformity existing between the parameters used for the M˜ iS - mappings and
other relevant data, and how sensitive the evaluations of the ∆Z - quantities would
behave against variations of key parameters, within the frame of an alloying model
with diagonal disorder.
4.5.1 Determination of the parameter a0 and of electronic
atom-configurations on the basis of electrical and op-
tical characteristics of alloying components
Let us start with the parameter a0. To determine the function ρ(T ) of the electric
resistance - within a temperature-interval 0 < T < 1100 K - we use the linear
extrapolation for data of [158]. Then we can determine the average slope of the
curves ρ(T ): ∆ρ/∆T ≈ 10−9 Ohm · m /K. If we now use the Drude-formula (see
for example [87, 168])
1
ρ
=
e2 n
m∗ τ−1
≡ ~ e
2 n
m∗ Γ
=
~ e2 n
m∗ a0 kBT
. (4.31)
we get for a0:
a0 =
e2n ~
m∗ kB
∆ρ
∆T
, (4.32)
where e, m∗ - charge and effective electron-mass, n - electron concentration. If
we further hypothesize that each iron-atom donates one electron into the s-band
(ZFe = 1), we get an s-electron concentration of ns ≈ 8 · 1028m−3. Then we
determine from (4.32) using m∗ = free electron mass = m0 = 9, 1 ·10−31 kg a value
of a0 ≈ 17, 2, being 8-times as large as the previously mentioned value a0 = 2, 1.
For a0 ≈ 17, the extinction Γ at point M IS ≈ 1100 K would be about 1,6 eV
(Assumed s-electron lifetime τ ≈ 4 · 10−16 s). For εd − µ ≈ 0, 24 eV, point M˜ iS
in plane (Γ ′, T ′) had coordinates T ′ ≈ 0, 4, Γ ′ ≈ 3, 3, and the level of the value
∂f/∂µ ′ would decrease to 0,08. We remark that the projection of point M IS into
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the surroundings of the point (T ′ ≈ 0, 1, Γ ′ ≈ 1), including re-establishment of
∂f/∂µ ′ ≈ 0, 15÷ 0, 16 at Γ ′ ≈ 1, 6 eV, is possible for εd − µ ≈ 0, 8 eV, as shown
in [121] for the case of the non-magnetic state of fcc-iron.
Even though in [169] the value τ ∼ 10−16 s was used for an interpretation
of the thermoelectric effect in Nickel, the quantity τ most probably had been
underestimated, and the quantities Γ and a0 overestimated. This is due to the
fact that the Drude-formula (4.31), being correct for the case of a free-electron
gas, does not account for the hybridization of s- and d-bands in transition metals.
As shown in [111] by calculations, the density of the s-states gs is only akin to the
density of states of free electrons in the proximity of the bottom of the s-band.
However, in the overlapping region of s- and d-bands, the s-state density does not
exhibit a monotonous increase with increasing energy ε, and thus will only attain
values gs(µ) of an order of magnitude of 10
−2 1/(eV atom), in the proximity of the
Fermi-level µ. Thus, for correct interpretation of data substantiating the function
ρ(T ), it will be more advisable to use the general formula (4.33), which links up
both quantities ρ and gs(µ):
1
ρ
=
2
3
e2 v2 τ gs(µ) =
2
3
~ e2 v2 gs(µ)
a0 kB T
, (4.33)
where v2 - squared mean value of s-electron velocities at the Fermi-surface [168].
The quantity gs(µ) indicates the number of states for a spin-projection within an
energy and volume unit interval. For an atom concentration of 8 · 1028 m −3, we
get the following correspondence for different units of energy density:
1
eV ·Atom = 5 · 10
47 1
J ·m3 . (4.34)
Let v ∼ 106 m/s, ∆ρ/∆T ≈ 10−9 Ohm m /K. Then we can determine from (4.33),
(4.34) that a value of gs(µ) ≈ 2, 3 · 10−2 1/(eV atom) is assigned to a0 = 2, 1, thus
amounting to only one fifth of the gs(µ) as estimated on the basis of (4.27), using
ZFe = 1.
Without doubt, the results of optical measurements in the far infrared (at
wavelengths of about 10, 6µ m) reported in [170] are interesting, as they enable
us to evaluate data related to the plasma - Ω and relaxation-frequencies τ−1 for
”pure” s- and hybridized s-d-types of the charge-carriers in Fe- and Ni- meltings,
and their solutions with Cr, at T = 1873 K:
Ω2s = 15 · 1030 s−2, Ω2s−d ≈ 33 · 1010 s−2,
τ−1s = 2, 4 · 1014s−1, τ−1s−d ≈ 4 · 1014s−1,
}
Fe
Ω2s ≈ 29 · 1030 s−2 , Ω2s−d ≈ 40 · 1010 s−2,
τ−1s ≈ 2 · 1014 s−1, τ−1s−d ≈ 3 · 1014 s−1.
}
Ni
(4.35)
Firstly, we note a remarkable conformity among the above data (4.35) and those
published in [158], related to the specific resistance ρ. For example we get from
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[158] ρ ≈ 1, 4 · 10−6 Ohm m for iron at T ≈ 1900 K, and an evaluation of the data
shown in (4.35) results in
ρs−d =
τ−1s−d
ε0Ω2s−d
≈ 1, 35 · 10−6 Ohm ·m,
ρs =
τ−1s
ε0Ω2s
≈ 1, 8 · 10−6Ohm ·m,
where ε0 = 8, 85 · 10−12 F/m - dielectric vacuum field constant. Secondly, the
squared ratios of the plasma-frequencies,
Ω2sNi
Ω2sFe
≈ 1, 93, Ω
2
s−dNi
Ω2s−dFe
≈ 1, 21,
being proportional to the ratios of electron-concentrations in Ni and Fe, are greater
than 1, a result being in accordance with our initial assumption of the proximity
of the effective electron-mass m∗Ni ∼ m∗Fe, for our chosen configurations 3d 8,64s1,4
, 3d 74s1 for Ni and Fe, respectively. Thirdly, a calculus of the ns - concentration
of s-electrons, being included in the formula of the plasma-frequency
Ω2s =
e2 ns
ms ε0
, (4.36)
shows that, using ms ≈ m0 , the value of ns, amounting to only one sixteenth of
8 · 1028 m−3, corresponds to ZFe = 1. This means that the mean density g¯s of
s-states (being related to the energy-intervals of occupied states in the s-band) is
smaller by about one order of magnitude than the g¯s value of free electrons. This
is an immediate indication of the existence of collective s-electrons of the iron-
atoms, predominantly in hybridized s-d-states. For our determination of ms−d,
we keep in mind the condition ZFe = 1 and apply formula (4.36) for Ω
2
s−d. After
insertion of ns → ns−d ≈ 7 · 1028 m−3 we obtain an effective mass ms−d ≈ 6, 7m0.
Fourthly, considering that the specific resistance of iron ρ decreases during a change
of temperature T from 1900 K to 1100 K by about 20 ÷ 21% [158], we get the
following relaxation-frequencies of iron at T = 1100 K, instead of the values shown
in (4.35):
τ−1s ≈ 1, 9 · 1014s−1, τ−1s−d ≈ 3, 2 · 1014s−1. (4.37)
From this, we can easily evaluate a0:
a0 s =
~ τ−1s
kBT
≈ 1, 3, a0 s−d =
~ τ−1s−d
kBT
≈ 2, 2. (4.38)
By comparing the results obtained from our interpretation of the concentration-
dependencyMS(C) with measured optical data, it is possible to draw the following
conclusions:
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1. The above used value of a0 ≈ 2, 1 corresponds to a washed out distribution
of hybridized s-d-carriers.
2. Out of two reference-configurations of nickel, the configuration 3d 8,64s1,4
should be preferred, and from possible iron-configurations, those being close
to 3d 74s1.
3. The value of the parameter εd−µ ≈ 0, 24 eV indicates a spin-polarized state
of iron-atoms, i.e. εd − µ = εd↑ − µ (see Pt.2.5).
4. The location of cobalt in the periodical system of elements, i.e. between
nickel and iron, suggests that out of the two ”average” configurations of
its atoms, with ∆Z ≈ ±0, 2 (see Table 4.3), the one enabling a rational
explanation of the function MS(C) in Fe-Co-alloys, being close to 3d
7,84s1,2,
i.e. with ∆Z ≈ −0, 2, should be chosen. In accordance with the above
interpretation of a scenario with plasma-frequencies of s-carriers, it can be
anticipated, that the inequalities: Ω2sFe < Ω
2
sCo < Ω
2
sNi, Ω
2
s−dFe < Ω
2
s−dCo <
Ω2s−dNi will be satisfied. However, it has to be taken into account that the
partition of the frequencies Ω1,2 and τ
−1
1, 2 for two carrier-groups is no trivial
problem, if the frequency of light ω < τ−11 , τ
−1
2 and τ
−1
1 , τ
−1
2 are of the
same order of magnitude [171]. Thus for example the effective values Ω2ef =
(32±1, 2)1030 s−2, and τ−1ef = (0, 8±0, 04)1014 s−1 , as determined in [172] at
T = 295 K for bcc-iron, fit very well with (4.35), taken from [170], for Ω2s−d
and τ−1s−d, under the assumption that the absorption of light is of Drude-like-
character, and if one considers both that the plasma-frequency only weakly
varies with temperature, and that the relaxation frequency declines with
decreasing T (for a0 = 2, 1 and T = 295 K we get τ
−1 = a0 kBT ~
−1 =
0, 81 ·1014 s−1 ). The information on frequencies of the s-sub-system however
remained hidden. Therefore it cannot be excluded that the values determined
for cobalt Ω2 = 31 · 1015 s−2, and τ−1 = 0, 37 · 1014 s−1 (see [171,173]) belong
to hybridized s-d-electrons.
5. Assuming that our conclusions drawn from an alloying-model with diagonal
disorder in the parabolic band of the s-electrons are correct, this would sug-
gest that the density of states (DOS) gs(µ) ≈ 0, 12 1/(eV atom) has been
determined realistically, with our model for hybridized s-d electrons near the
Fermi-level of the γ - phase.
Among the papers dealing with the measurement of the specific electric resis-
tance of Fe-Ni-alloys, we want to emphasize [174–176]. In [174] the ”jumps”
of the specific electric resistance ρ, in the region of temperatures MS and
AS , are reported, being most probably directly linked up with the γ − α -
MT and the α− γ-reverse MT (ρα < ργ) occurring during the temperature-
cycles. During investigations of alloys with 30% Ni [175], only weak vari-
ations of optical data were observed after a γ − α - MT. The paper [176]
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focuses on measurements of the function ρ(T ) , in the adjacency of magnetic
phase transformations. [156]reports on the behavior of ρ(T ) in Fe-Mn-alloys,
while [177–179] is related to Fe-C-systems. In our opinion however, a more
comprehensive consideration of these results would require additional data
on Ω and τ−1, which could in principle be obtained from optical measure-
ments near the MS - temperatures, for a variety of alloys, in a similar way as
with the data for ρ, being presented in [174]. Thus we shall confine ourselves
to only two qualitative remarks.
1 The values of ρ(MS) prove to be almost equivalent for various alloys
with the same MS -temperature, an observation satisfying our initial
requirement for compliance of the extinction Γ ′ for Fe-Mn- and Fe-Ni-
alloys, with identical MS - temperature.
2 In Fe-Ni-, Fe-Mn-alloys, the function ρ(MS) slowly declines with de-
creasing MS, i.e. with increasing Mn and Ni-concentrations, an obser-
vation which, at the first sight, would contradict with our hypothesized
increase of s-electron extinction Γ, with decreasing MS. However, we
have to take into account that, for a given
d-s, s-d scattering mechanism, the increase of Γ delivers the larger con-
tribution to conductivity by the d-electrons, leading to a decrease of
specific impedance. In this case, the increase of Γ leads to the same
class of effect as an increase of photon-frequency, the latter one result-
ing in an increase of the contribution of d-electrons to optically induced
conductivity [172].
4.5.2 Effect of variations of lattice-parameter and the s-
band width on the difference of the charge numbers
∆Z of alloying components
Due to results of energy band analysis (see for example [106]) we will not only
have to expect significant deviations of m∗ from m0, but also an anisotropy of
the values m∗ and gs(µ), mainly caused by the s-d-hybridization of electronic
states. If the value Ws in formula (4.27) was varied for the isotropic function
gs(µ), is could easily be estimated which electronic configurations will lead to
the same optimum functions M˜ iS(Γ
′) as previously determined, for new values of
Ws. According to the band spectrum of iron [106], the ”widths” of the s-band,
related to the orientations ∆ and Λ of the 1st Brillouin-zone, are close to the
above used value Ws ≈ 10 eV, whilst the ”width” of the s-band in Σ - orientation
is Ws ≈ 15 eV. A calculus shows that, for example for ZNi = 0, 6, the transition
Ws ≈ 10 eV to Ws = 15 eV is associated with a transition of the configurational
set 3d 7,14s0,9, 3d 8,34s0,7, 3d 9,44s0,6 (relating to iron, cobalt and nickel, in sequence)
into the configurational set 3d 7,144s0,86, 3d 8,324s0,68, 3d 9,44s0,6. This means that
the variation of the ∆Z - quantity does not exceed 0,04. Of course, for known
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electronic configurations, the deviation of ∆Z could also be larger than 0,04, but
we should not overestimate its exactness, under a qualitative aspect. We also note
that formula (4.28), establishing the link between ∆Z and the δ parameter (Friedel-
summation rule [100]), is only correct in the region of small concentrations of an
alloying element. Consequently, the description of the initial path of the curves
MS(C) would be most realistic for small C-concentrations. However, if the function
MS(C) does not significantly deviate from a linear function in a sufficiently large
range of concentrations, then a more generous application of the results obtained by
means of (4.28) would be justified. For alloys with concentrations C = 0, 2÷ 0, 4,
our results undoubtedly only are of qualitative nature. We also note that the
parameter |δ|W−1s , whose magnitude must be less than 1 (being a prerequisite for
the applicability of formula (4.23)), has not exceeded the region of 0, 23 ÷ 0, 15,
for Ws = 10 ÷ 15 eV, with exception of the case ZFe = 0, 09, ZMn = 0, 84, and
|δ|W−1s = 0, 28 ÷ 0, 18 resembling the least probable ”marginal” configuration
3d 7,914s0,09 of iron atoms in an Fe-Mn-alloy.
Now let us discuss the sensitivity of our calculated results against variations
∆a of the lattice-parameter a, essentially depending on temperature and compo-
sition of an alloy. It is commonly known that a homogenous distribution of the
impurities [180] firstly causes a uniform change of the lattice parameter of an ”av-
erage” crystal, as well as of the function a(C) of the concentration of a solute,
and secondly, the inhomogeneous local static displacements of the lattice, in the
adjacency of an impurity atom. The local variation of volume in the adjacency of
the impurity atom requires a correction of the quantity ∆Z (4.28), which for an
isotropic medium, according to [138], comes to a replacement of the function ∆Z
by
∆Z ′ = ∆Z − ZFe∆V
a3
= ∆Z − ZFe1 + σFe
1− σFe
1
a
da
dC
, (4.39)
where σFe ≈ 0, 3 - Poisson’s number. The corrected expression (4.39) reflects
the fact that the shielded charge of the impurity atom must be corrected by
consideration of the excessive volume ∆V occupied by the additional atom (in
relation of the matrix-atom). To give an example, for Fe-Mn-alloys, the param-
eter a(C) = 3, 575 − 0, 072CMn (in Angstro¨m), according to [156], where CMn -
Mn-concentration. Let ZFe = 1, then we get for the second term in (4.39):
ZFe
1 + σFe
1− σFe
1
a
da
dC
≈ 0, 037. (4.40)
According to data in [181, 182], a function a(CNi) for Fe-Ni-alloys is nearly inex-
istent in the ranges of temperatures above 575 K and concentrations CNi < 0, 3,
being of interest for a comparison of the functions MS(C) of Fe-Ni and Fe-Mn-
alloys (see Fig. 4.10). Thus, if we ignored the corrective factor for ∆Z in Fe-Ni-
alloys, we would note that the difference ZMn − ZNi ≈ 0, 1, which originally had
been obtained from a comparison of the values shown in Tables 4.1 and 4.2 in
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Pt. 4.4, is correlated by nearly 40 % with the corrective factor (4.40) of Fe-Mn-
alloys, being related to the case of ”average” iron-atom configurations (ZFe ≈ 1)
and ∆Z < 0. In other words, the actual number of electrons donated by each
Mn-atom into the s-band can be less than values shown in Table 4.1 in Pt. 4.4,
thus ZMn − ZNi ≈ 0, 06.
3,62
3,58
3,54
3,50
0 0,2 0,4 0,6 0,8 1
1
2
3
4
Fe Ni
a,A˚
Figure 4.10. Variation of the lattice-constant of Fe-Ni-alloys with Fe-Ni-
concentration, at different temperatures [181, 182]: 1 = 0 K, 2 = 288 K, 3 =
575 K, 4 = 875 K.
Now let us get over to an estimate of the increment ∆(εd−µ) of the parameter
(εd − µ), being caused by the homogeneous variation of the parameter a, using
the tight binding approximation. Above all we have to note that the reduction of
a must be associated with increasing probability of transitions of the d-electrons
between the knots, with enlargement of the width ofWd - of the d-band. And vice-
versa: The widthWd must decrease with increasing a. If we further assume that the
relation |εd−µ|W−1d will remain unchanged during the variation a→ a ′ = a+∆a,
i.e. |εd − µ|W−1d = |ε ′d − µ| (W ′d )−1, then
∆(εd − µ) = |εd − µ|W−1d ∆Wd. (4.41)
It has to be noted that the correspondence of the incremental signs of ∆Wd ,
∆(εd − µ) in (4.41) is independent of the sign of the difference εd − µ, as long
as the energy εd is related to a non-polarized (in terms of magnetism) state of
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Figure 4.11. Graph of energy levels showing the opposite signs of the increments
∆(εnpd − µ) ∼ ∆Wd > 0 and ∆(εd↑ − µ) < 0, during enlargement of the width of
the d-band (for W ′d > Wd) in the case of εd↑ < µ.
electrons εd = ε
np
d . However, if polarization exists there are two energy levels
εd↑, εd↓ which emerged after the fission of ε
np
d . The energy level εd = εd↑ is
characterizing the lower energy level of the pair. Then the signs ∆(εd − µ) and
∆Wd will only correspond for εd↑ > µ. But if εd↑ < µ, then the signs will be
opposed (see Fig. 4.11). In this case, the ratio (4.41) must be changed:
∆(εd↑ − µ) = −|εnpd − µ|W−1d ∆Wd, εd↑ < µ. (4.42)
As already discussed above under Pt. 2.5, it is both possible for the γ - phase of
iron to materialize a non-polarized state with εd > µ as well as a spin-polarized
state with εd↑ < µ. However, when using (4.41) in the first case, we have to equalize
εd − µ in both the left and right hand side of (4.41), but in the second case, the
difference εd↑ − µ can significantly deviate from |εnpd − µ|. But also |εnpd − µ| can
deviate from |εd−µ| in (4.41). If we further took εd−µ = µ−εd↑ ≈ 2, 5 kBM IS(0),
being equivalent to 2750 K (see (4.30)) at a temperature scale or to 0,237 eV at
an energy scale, and the quantity |εnpd − µ| ≈ 0, 78 eV (in accordance with [122]),
then we would note that the value ∆(εd↑ − µ) attains a sign opposed to that of
∆(εd − µ), being about 3,3 times larger in magnitude. The quantity Wd and its
increment ∆Wd can easily be estimated, using the relation from [183]
Wd =
6, 83 ~2 r3d
m0 r50
, (4.43)
where rd - atomic parameter, which, in the case of iron, equates to 0, 8 A˚= 8·10−11
m, r0 - radius of the atomic sphere, m0 - electron-mass. Taking into account that,
for an fcc-lattice,
4
3
π r30 =
a3
4
,
then we are able to express the quantities Wd, ∆Wd as a function of a:
Wd =
749, 3 ~2 r3d
m0 a5
, ∆W = −5Wd∆ a
a
. (4.44)
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For a = 3, 6 A˚= 3, 6 ·10−10 m we get from (4.44) Wd ≈ 4, 85 eV. Let us now regard
the increment ∆Wd associated with cooling of the γ - phase of iron. According to
the data in [184] we can assume a linear heat expansion coefficient β ≈ 2, 15 · 10−5
K−1. Then, as a result of cooling by ∆T = −100 K
∆ a
a
= β∆T = −2, 15 · 10−3, ∆Wd = 1, 075 · 10−2Wd. (4.45)
By insertion of (4.45) in (4.42), (4.41), we get
∆(εd − µ) = 0, 237 · 1, 075 · 10−2eV ≈ 2, 55 · 10−3eV,
∆(εd − µ) = −0, 78 · 1, 075 · 10−2eV ≈ −8, 39 · 10−3eV,
or k−1B ∆(εd↑ − µ) ≈ 30 K, k−1B ∆(εd↑ − µ) ≈ −100 K at a temperature scale.
During the cooling process, the starting points M iS(C = 0), if mapped onto a
plane (T ′, Γ ′) in accordance with (4.30), will settle a straight line 1,05 T ′ = Γ ′,
so that a variation of the parameter εd − µ will shift the starting points M˜ III, IVS
along this straight line. In a non-polarized and polarized state, respectively, the
coordinates of edge-points M˜ IVS are (T
′ ≈ 0, 245, Γ ′ ≈ 0, 257) and (T ′ ≈ 0, 298,
Γ ′ ≈ 0, 313), whereas in Figs. 4.8, 4.9, the coordinates of the point M˜ IVS are:
T ′ ≈ 0, 256, Γ ′ ≈ 0, 269. In case of a spin-polarized state, the point M˜ IVS will shift
from the line of constant slope ∂f/∂µ ′ ≈ 0, 14 towards the line of constant slope
∂f/∂µ ′ ≈ 0, 17. Obviously, this shifting of the points is favorable for realization of
optimum conditions for phonon generation. Simultaneously, the shifting of point
M˜ IVS causes a slight reduction of the gradient ∂f/∂µ
′ ≤ 0, 14, in the case of a
non-polarized state. For this reason, the polarized state has certain advantage.
The mappings of points MS , corresponding to alloys with a concentration Cae
greater than a few percent, can be performed by consideration of the follow-
ing: Firstly, we must consider the reduction of the coefficient β, the values of
which being about 1,5 to 2-fold smaller (for iron-alloys) during approach to room-
temperature (and for Fe-Ni-Invar-alloys 10 times smaller) if compared with γ - iron,
and secondly, by adequate consideration of the dependence of the lattice-parameter
on the composition of the alloy. Following [181, 182] the value a ≈ 3, 58 A˚ cor-
responds to a Fe - 30% Ni -alloy. It remains almost invariant with varying tem-
perature below 288 K (see Fig. 4.10), whereas at a temperature M IS = 1093 K,
corresponding to the value εd−µ (see (4.30)), a ≈ 3, 64 A˚. In Tables 4.4, 4.5, there
are presented the ZFe for the polarized state of iron-atoms, as determined by the
requirement of location of point M˜ IS = M˜
IV
S on line 2 (at T
′ ≈ 0, 137, Γ ′ ≈ 0, 92)
and line 3 (at T ′ ≈ 0, 137, Γ ′ ≈ 1, 17 ), taking into account, in each case, the
increment ∆a = −0, 06 A˚.
The data in Tables 4.4, 4.5 only relate to ”average” configurations of iron-
atoms, in accordance with the assumption in Pt. 2.5 on the polarization of states
with a configuration close to 3d 74s1. A comparison of the data are presented
in Tables 4.2, 4.3 also shows that a variation of the lattice-parameter a leads
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Table 4.4. Charge-numbers of nickel- and iron-ions with consideration of the
lattice parameter variation for the case of location of point M˜ IS = M˜
IV
S on line 2
(see explanation in the text)
ZNi 0,6 1,4
ZFe 0,87 1,10
∆ZFe−Ni 0,27 - 0,30
Table 4.5. Charge-numbers of nickel- and iron-ions with consideration of the
lattice parameter variation for the case of location of point M˜ IS = M˜
IV
S on line 3
(see explanation in the text)
ZNi 0,6 1,4
ZFe 0,90 1,06
∆ZFe−Ni 0,30 - 0,34
to a noticeable effect on the quantity εd↑ − µ, which will diminish by 6, 4 · 10−2
eV (or about 27%) for ∆a = −0, 06 A˚, as well as on the quantity |∆Z|, the
reduction of which will lead to an additional deviation of Z from 1, by 0,06. For
”marginal”-configurations, if put into relation with the non-polarized state of iron,
a consideration of ∆a = −0, 06 A˚ will result into an increase of |∆Z| by about 1/3
of the corresponding increment of |∆Z| in the polarized condition of iron.
This way, in the spin-polarized state of iron-atoms, the ZFe - values for ZNi =
0, 6 are lying in a range of 0, 87÷0, 91, and for ZNi = 1, 4, in a range of 1, 04÷1, 10.
As to differential-modules of electron-numbers, associated with the s-band of atoms
of binary substitutional alloys, we obtain the following inequalities:
|∆ZFe−Co| < |∆ZFe−Ni| < |∆ZFe−Mn|. (4.46)
It has to be noted here that the value |∆ZFe−Co| ≈ 0, 2, being used in Table
4.3, nearly corresponds to an approximated conformance of the function M˜ IS with
the sector of line 1 in Fig. 4.5 From the point of view of maintenance of a high
level of the slopes ∂f/∂µ ′, ∂f/∂T ′ during variations of the Co-concentration, a
conformance of the figures ZFe und ZCo would also be favorable, i.e. ∆ZFe−Co =
0. For ∆ZFe−Co = 0, the contribution to extinction being caused by scattering
at charged impurities, also vanishes, i.e., Γ(C) = 0, while the M˜ iS - points at
the (T ′,Γ ′) - plane shift upwards from their initial locations along the straight
line 1, 05 T ′ = Γ ′. The coordinates of point M˜ IS change with variations of Co-
concentration from C = 0 to C = 0,4 from (T ′ ≈ 0, 4, Γ ′ ≈ 0, 42) to (T ′ ≈ 0, 426,
Γ ′ ≈ 0, 447), and, for C = 0,4, the points M˜ IIIS , M˜ IVS shift into positions close to
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that of M˜ IS or M˜
III
S for C = 0. It can further be seen from Figs. 4.4, 4.5 that
the slopes ∂f/∂µ ′ and ∂f/∂T ′ increase at the same time. For Fe-Ni- and Fe-Mn-
alloys, the vanishing of the quantities ∆ZFe−Ni, ∆ZFe−Mn is most unfavorable, as
the downshift of points M˜ iS along line Γ
′ = 1, 05T ′ will lead to rapid reduction of
the magnitudes of slopes ∂f/∂µ ′, ∂f/∂T ′.
We further note that in the above performed analysis of the scattering by
impurities, we omitted a consideration of non-diagonal disorder existent in binary
alloys, being caused by electronic transitions between the knots of the components
of binary alloys [100]. Obviously, any additional contribution to extinction Γ(C)
will cause a decline of the quantity ∆Z. Thus the above determined ∆Z - values
should be regarded as estimates lying above the true differences of the number of
electrons donated into the s-band by the alloying components.
4.5.3 Estimation of the chemical potential differences of
some γ - and α - phases, for the sub-system of d-
electrons
Let us use formula (4.43) in order to calculate the chemical potential difference
∆µ = µγ − µα between austenite and martensite, the magnitude of which will
determine the amount of inverted occupational difference σ0, in addition to the
slope ∂f/∂µ ′. We recall that an elementary assessment of ∆µ, relating to s-
electrons, has already been performed in Pt. 1.5. With regard of the necessary
correspondence of the ∆µ - assessments for different (s and d) electrons, we now
assess ∆µ for the sub-system of d-electrons. Let us count µ from the bottom of
the d-band upwards, assuming that the ratio µW−1d applies for both the γ- and
the α - phases. Then we get:
∆µ = µγ − µα = (Wd γ −Wdα) µγ
Wd γ
=
(
1− Wdα
Wdγ
)
µγ. (4.47)
If we regard the already used quantity εnpd − µ ≈ 0, 78 eV as the energy-difference
between the upper edge of the d-band and the Fermi-level of the γ - phase, we
get for Wd γ ≈ 4, 85 eV the value µγ ≈ 4, 85 − 0, 78 = 4, 07 eV. Taking further in
consideration that, for a bcc-lattice, the volume associated to one atom is
4
3
π r30 =
1
2
a3α,
we then can express by formula (4.43), in a similar way as previously done with
(4.44), the value Wdα by means of the lattice-constant aα , and determine the ratio
Wdα
Wd γ
=
( aγ
21/3 aα
)5
≈ 0, 961, (4.48)
using therein the ratio aα = 0, 8aγ, being typical of the Bain-deformation (see Fig.
1.1 and its legend). If we now insert µγ = 4, 07 eV in (4.47), under consideration of
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(4.48), then we get ∆µ ≈ 0, 16 eV, being in good accordance with the previously
performed estimate for the sub-system of s-electrons.
4.6 The MS(C) function for steel and degree of
ionization of carbon-atoms
In principle, one could try to extend the approach for an analysis of the
concentration-dependence of MS, from binary substitutional alloys towards in-
terstitial alloys, among which the Fe-C-system would be the most interesting one.
We can take for granted that carbon-atoms will only occupy the octahedral inter-
stitial voids in austenite [13]. Let us further surmise that those iron-ions, in the
closest adjacency of which a carbon-atom is localized, can be characterized by a
charge-number ZFeC, and that these iron-ions will adopt the role of the ”alloying-
element”-ions, substituting the ”normal” iron-ions by a combined charge number
ZFeC, being different from ZFe. Then our search for Γ(C), which represents the
contribution to s-electron extintion by scattering at the impurity atoms, can be
reduced to the task of determination of electron-scattering at octahedral clusters
of 6 atoms, whose concentration is identical with the concentration of carbon.
This task however is neither trivial nor has it been completely resolved (see for
example [102,185]). Thus we shall confine ourselves on a qualitative reflection and
start with an estimate of the lower limit by hypothesizing that, during the process
of cluster-scattering, the s-electrons will only interact with one of the six ”solute”
ions (i.e. that one being nearest to the s-electron). In this case, our analysis of
MS(C) can be performed in the same way as in the case of a substitutional lattice
in Pt. 4.4, 4.5. According to [165], the rate of reduction of MS with increasing
carbon concentration is about fourfold or twice as large as that for Fe-Ni- or Fe-
Mn-alloys. Thus for instance, a temperature M IVS ≈ 473 K in Fe-C-, Fe-Mn- and
Fe-Ni-systems corresponds to about 4,6 Atom - % C (1 weight-% C), 10,5 atom -
% Mn and 22 atom - % Ni. In Table 4.6, there are presented some values of ZFeC,
which have been determined for the same parameters as those used in Pt. 4.4, i.e.
Ws = 10 eV, εd − µ ≈ 0, 237 eV, without account on the effect of variable lattice
parameter.
Table 4.6. Effective charge-numbers of iron-atoms included in octahedral clusters
with interstitial carbon atoms ( ZFeC), and of iron-ions without association to
carbon (ZFe )
ZFe 0,09 0,91 1,04 1,89
ZFeC 1,08 0,42 1,53 1,62 0,52 0,86
∆Z - 0,99 0,49 - 0,62 - 0,58 0,52 1,03
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By comparison of the data shown in Tables 4.6 and 4.1, we note that - for
”average” iron-configurations - a twofold increase of the rate of reduction of MS
would requires an increase of ∆Z - by about 0, 1÷ 0, 15. We recall that we came
to a similar conclusion in Pt. 4.4, after having compared the rate of change of the
MS temperature in Fe-Ni and Fe-Mn-alloys.
The measured magnetic susceptibility of Fe-C-alloys, as reported in [186],
points to an increase of electron-concentration in the d-band with increasing con-
centration of carbon. In a local interpretation, d-band occupation by carbon-
electrons is associated with hybridization of the 2p wave-functions of the carbon
with the 3d-functions (eg - symmetry) of the iron. Such hybridization can asso-
ciate with a reduction of the charge-number of the iron-atoms in an octahedral
cluster. Further hypothesizing that the difference between ZFeC and ZFe is only
caused by the additional charge transfer from the carbon-atom, it is suggested to
keep in mind only the following two ZFeC - values of Table 4.6 : ZFeC = 0, 42 (at
ZFe = 0, 91) and ZFeC = 0, 52 (at ZFe = 1, 04). ZFeC = 0, 88 (at ZFe = 1, 89)
should be omitted, as the adoption of one electron per ion (with ∆Z = 1) would
result in complete ionization of the carbon-atom, given an equivalence of six iron-
ions per cluster. The degree of ionization of the carbon atom is
6 ∆Z = 6 (ZFe − ZFeC) ≈
{
2, 94, ZFe = 0, 91
3, 12, ZFe = 1, 04
, (4.49)
i.e. one carbon-atom may donate about three electrons into the d-band.
Consideration of the homogenous change of the lattice-parameter (see Pt.
4.5.2) would lead to a reduction of (εd↑−µ) to 0,215 eV, for Fe-C-alloys (1 weight
% C) at T = M IVS ≈ 473˚K. In Table 4.7, there are presented the corrected ZFeC
values, by adequate consideration of the increments of the lattice constant a (the
values of ZFe were extracted from Table 4.4, as determined from the requirement
of location of point M˜ IVS in the adjacency of line 2 in Fig. 4.4 (at T
′ ≈ 0, 19,
Γ ′ ≈ 0, 82), relating to an Fe-C-alloy with 1 weight % carbon.
In calculating the corrective factor for inhomogeneous volume change, we have
to consider that the quantity ∆Z in Table 4.7 must equate to the quantity ∆Z ′
in (4.39).
Table 4.7. Charge-numbers ZFe, ZFeC with consideration of a variable lattice-
parameter a
ZFe 0,87 1,1
ZFeC 0,42 0,59
∆Z 0,45 0,51
Taking advantage of the concentration-dependency of the lattice-parameter of
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austenite given in [13]: aγ = (3, 578 + 0, 645C)A˚ , where C - fraction of carbon-
atoms, we can determine from (4.39)
∆Z = ∆Z ′ +
1 + σFe
1− σFe
ZFe
6a
da
dC
≈
{
0, 47, ZFe ≈ 0, 87
0, 57, ZFe ≈ 1, 1 (4.50)
The factor 1/6 in the second term in (4.50) considers that only one sixth of the
inhomogeneous volume increase caused by the insertion of the carbon-atom can be
assigned to each iron-ion in the octahedral cluster. The ionization degree of the
carbon-atoms
6 ∆Z ≈
{
2, 82, ZFe ≈ 0, 87
3, 42, ZFe ≈ 1, 1 ,
which had been determined under consideration of the changes of the austenitic
lattice parameter, moderately differs from the results of (4.49). The quantity
6∆Z ≈ 3, 42 presumably is the upper margin for the degree of ionization of the
carbon-atoms, as the hypothesis which transforms the effect of s-electron scattering
at the complete cluster to scattering at only one of its six iron-ions, can only be
substantiated for a larger number of ions involved in s-electron scattering, which
in turn would lead to an increase of ZFe, with corresponding decrease of ∆Z.
However, we note that our conclusion on the maximum value of 6∆Z ≈ 3, 42 is
based on the condition that the point M˜ IVS for Fe-C-alloys (1 weight % C) arrives at
the adjacency of line 2. If we required that the point M˜ IVS arrives at the adjacency
of line 3 in Fig. 4.4 then the degree of ionization would increase to 6∆Z ≈ 3, 78.
This value is an intermediate in relation to the values 3,5 and 3, 9 ÷ 4, which
had been determined in [186] and [187], by analysis of the magnetic susceptibility
of Fe-C-systems, within the notion of a quasi-rigid d-band with ZFe ≈ 1, and by
consideration of data of carbon-diffusion in a constant electric field (electrotransfer-
method).
4.7 Summary of Chapter 4
Our assessments of substitutional (Fe-Ni, Fe-Mn, Fe-Co) and interstitial alloys (Fe-
C) will now enable us to draw a basic conclusion on the possibility of preservation
of the conditions for efficient phonon generation by non-equilibrium 3d-electrons,
within a wide range of concentrations of the second alloying component.
The methodological basis of our investigations was the usage of a SD - function,
which, besides thermal scattering, also takes into account the effect of scattering
(washout) caused by the inhomogeneity of the system. We note that establish-
ment of a modified equilibrium distribution of d-electrons (see Pt. 4.2), whose
degree of ”washout” is mainly determined by the rate of extinction of s-electrons,
is limited by the time τd−s characterizing d-s-electron scattering. As the non-
equilibrium addend to the electronic distribution cannot come into existence prior
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to the formation of the real equilibrium distribution, the time τd−s will determine
the minimum time τσ for establishment of an inverted occupational difference σ0
(pumping-time). From this perspective, the value of τσ ∼ 10−12 s, as determined
in Chapter 3 in our evaluation of the deformation ε, appears quite acceptable.
Our analysis of the behavior of non-equilibrium addends to the electronic dis-
tribution functions revealed the existence of certain region of temperatures T and
extinction Γ with optimum conditions for wave generation (Electron extinction
depends on the concentration C of the second alloying component). Within this
region, during simultaneous change of the key parameters T and C, a high mag-
nitude and slow variation of the non-equilibrium addends are typical.
The next step in our analysis comprised a mapping of the real relationship
MS(C), between temperature and concentration, into the region of optimum val-
ues of parameters T and Γ. As for Γ, the contribution of scattering by impurities
has already been emphasized, and resulted in our consideration of weak scattering,
being intimately related to the diagonal disorder in the system matrix. (Charac-
teristic of this matrix is that it reflects the effect of solute atoms substituting the
matrix-atoms in the lattice knots, with conservation of the transition integrals
among the lattice-knots).
Our choice of the electronic configurations of the Ni-atoms as a reference con-
figuration, based on published data, enabled us to determine the electronic config-
urations of iron, cobalt manganese and carbon, in accordance with the mapping
of the relationship MS(C) into the region of optimum values of the parameters
T and Γ. Among the analyzed substitutional alloys, the difference ∆Z, indicat-
ing the number of electrons donated by an alloying atom into a common s-band,
proved to be least for Fe-Co-alloys: |∆Z|Fe−Co = (0 ÷ 0, 2) and largest for Fe-
Mn-alloys: |∆Z|Fe−Mn = (0, 4 ÷ 0, 5), for the case of an iron-atom configuration
near 3d 74s1. Interestingly, within our model with diagonal disorder, there can be
realized a twice-fold rate of reduction of MS(C) in Fe-Mn-alloys with increasing
manganese-concentration, in relation to the rate of decrease of MS(C) in Fe-Ni-
alloys with |∆Z|Fe−Mn−|∆Z|Fe−Ni ≤ 0, 1. This result could also be confirmed by
comparison of the rates of reduction among the Fe-Mn and Fe-C-systems.
Good accordance with the values of 0, 2 ÷ 0, 3 eV, mentioned in Pt. 2.5, is
also given for the parameters εd − µ = (0, 17 ÷ 0, 26) eV, which we used for the
mapping of the function MS(C). We recall that the value εd − µ ≈ 0, 237 eV has
been chosen as an initial value (at a temperature M IS(0) = 1093 K), and that the
range of the εd − µ values depends on the lattice parameter.
From a quantitative point of view, an evaluation of the derivative ∂f/∂µ ′,
which - besides the quantity ∇µ - determines the initial occupational inversion
σ0, appears to be important. It follows from Fig. 4.4 that, in the vicinity of
line 2 of the maximum values of the function ∂f(Γ ′, T ′)/∂µ ′, the inequalities
0, 21 ≥ ∂f/∂µ ′ ≥ 0, 15 are satisfied, enabling us to use the value ∂f/∂µ ′ ≈ 0, 15 as
a minimum, in our evaluation of σ0. We further note that the value |∂f/∂µ ′| ≈ 0, 1,
as used in Pt. 3.3 in our evaluation of the deformation ε (see (3.42)), was 1,5 -times
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less than the above value.
We further note that the character of the isolines in Figs. 4.4, 4.5 (mirrored C-
shaped curves) does not require that the function M˜S(C) strictly follows the path
of lines 2 or 3. In the general case, which must not necessarily relate to iron-alloys,
a variety of possibilities is permissible. For instance, the mapping of M˜S on the
plane (T ′, Γ ′) (for low MS-temperatures and εd−µ - values near εd−µ ≈ kBMS)
can attain the coordinates (T ′ ≈ 1, Γ ′ ≈ 0), thus going far beyond of the limits
of the region bordered by lines 1 and 2. The value ∂f/∂µ′ ≈ 0, 2 however is large
in this point and remains almost unchanged during a shifting motion along the
isolines, being caused by increases of Γ ′ with simultaneous reduction of T ′. Thus,
if the starting-coordinates of M˜S are located in the adjacency of T
′ ≈ 0, 4, Γ ′ ≈ 0,
then the value ∂f/∂µ′ ≈ 0, 18 can only be conserved with increasing Γ ′, if the
temperature initially decreases and later on increases. A situation is also possible
in which the temperature MS, along certain section of the branches (steps) of the
functions MS(C), decreases with increasing C, but increases along other sectors
of the branches. This situation is illustrated in Fig. 4.12. Obviously, the motion
away from point I along the isoline leads to a reduction of M˜ IS with increasing Γ
′.
Cooling (without change of composition) will shift the system away from point
I to point II. The shifting away from point II, along isoline ∂f/∂µ ′ = const, is
associated with an increase of M˜ IIS , for increasing Γ
′, until the intersection of
branches M˜ IS and M˜
II
S is reached. A similar behavior of the branches M
i
S(C) can
also be observed in Fe-Mo-alloys [164, 188].
Of course, during an analysis of the functions M iS(C) for iron-based alloys, the
thermodynamic limitation
T0(C)−MS(C) ≥ |∆T |min ∼ 102K, (4.51)
may not be ignored.
This limitation shows that, during a γ − α - MT, the point MS is set off by a
limited quantity of about 102 K, below the temperature T0 of phase-equilibrium.
In the case of a reduction of T0(C) with increasing C (∂T0/∂C < 0), the condition
∂MS/∂C > 0 would contradict with the limitation (4.51), thus all functionsM
i
S(C)
must decrease with increasing C, as can actually be observed in the cases of Fe-
Ni-, Fe-Mn- and on Fe-C-alloys. However, if T0(C) increased with increasing C
(∂T0/∂C > 0), then the M
i
S could either increase with increasing C (Fe-Co-, Fe-
Al-alloys), or decrease (Fe-Cr-alloys), without contradicting to (4.51). At the same
time, the high level of ∂f/∂µ ′ remains conserved, while, in an alloying-model with
diagonal disorder, the choice among these two possibilities will be determined by
the quantity ∆Z, being the difference among the charge-numbers of the alloying -
components. For small ∆Z ≤ 0, 1, an increase of MS, and for large ∆Z > 0, 3, a
decrease of MS would be favorable.
As to the general case, instead of a ∆Z - comparison, we have to compare,
for various alloys, the derivatives ∂Γ(C)/∂C. This way the relations (instead of
inequalities (4.46))
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Γ
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M IS = M
II
S
1
3
2
I
II
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= const
Figure 4.12. One of the variants for description of two stages of the concentration-
relationship M I,IIS (C), mapped on the plane of variables Γ
′, T ′: Shifting motion
along the isolines ∂f/∂µ ′ = const: Starting at point I and proceeding along route
1 corresponds to a reduction of M IS, with increasing concentration of the alloying
elements. The motion along route 3 from point II is reflected by an increase of
M IIS . Route 2 describes a cooling process without variation of composition.
∂ Γ
∂ C

Fe−Co
<
∂ Γ
∂ C

Fe−Ni
<
∂ Γ
∂ C

Fe−Mn
are materialized in an alloying model with diagonal disorder.
Thus our presentation of the concentration-relationship MS(C) opens up the
possibility of sustaining a high level of occupational inversion, in a wide range of
variations of temperature and concentration of alloying-elements, thus delivering
a simple explanation for the reasons of the different characteristics of the MS(C)
functions of iron-based alloys, including alloys with elements marking off the limits
of the region of existence of the γ - phase (a more comprehensive list of elements
than that mentioned in Chapter 4 is given in [7]).
The data on which Chapter 4 is based were published in [90, 189, 190]. The
analysis of the electronic configurations of iron-atoms in Fe - Ni - alloys, published
in [190], has been used partially [191].
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Chapter 5
Interpretation of a variety of char-
acteristic morphological features
of martensite within the notion of
a phonon-maser
In iron-based alloys, the structural product of the γ − α - transformation, mainly
bcc or bc-tetragonal martensite, exhibits a large variety of morphological features
(see Pt. 1.2). This morphology undoubtedly contains valuable information on the
dynamical mechanism of the martensitic transformation (MT). Its disclosure will
thus be essential in our search for potential methods of externally influencing a
MT. Thus it would be helpful to define certain models which will then enable us to
gather such information. The notion of a phonon-maser (see Chapter 2.3) focuses
on non-equilibrium conditions emerging in the adjacency of the boundary of the
growing phase, as well as on the possibility of generation of lattice-displacement
waves with amplitudes being sufficiently large to initiate the necessary plastic
lattice deformation. This enabled us to interpret the growth-stage of martensite as
a process being controlled by certain waves propagating through the premartensitic
lattice phase. It should be emphasized that our task to explain the mechanism of
wave generation includes the disclosure of an inherent link between the waves and
some specific particularities of the electronic spectrum. Within the notion of the
wave-model, our interpretation of morphological features of martensite will define
such a link to observable macroscopic features (i.e. habit-planes), which will then
allow us to analyze the physical causes of changes being linked up with variations
of composition or of external boundary conditions.
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5.1 Habit-planes in Fe-Ni, Fe-C-alloys
The qualitative pattern of definition of a habit-plane, which represents a funda-
mental morphological feature of martensite, has already been outlined in Sub-Pt.7
of the definition of our task under Pt. 1.5. Within our aim to resolve this task,
let us start with a qualitative matching of characteristic lattice-planes and waves.
5.1.1 Matching of a plane with a pair of waves
It is generally possible, in principle, to link up planes with waves: Firstly, by
directly associating them with the wave-front of a plane wave, and secondly, by
associating them with the geometrical pattern of those points defined by a frozen-
in trace of a moving line of intersection of two plane wave-fronts, propagating into
different orientations. As the first case is rather trivial, let us consider more in
detail the second case: Let c1 and c2 be two non-parallel wave-velocity vectors,
taking into consideration that their vector-product [c1, c2] is collinear with the line
of intersection of the wave-fronts, which propagates with velocity c. Then we will
be able to define a vector N , being collinear with the normal vector of the plane
defined by the vectors [c1, c2] and c, by the following vector-product
N = [c, [c1, c2]] = c1 c
2
2 − c2 c21. (5.1)
Relation (5.1) immediately resolves the task of determination ofN for given c1,
c2. The resolution of the inverted task however (i.e. the search for a pair of waves
associated with a given N), is ambiguous from the outset. Nonetheless, with the
aid of (5.1), it is possible to determine conditions limiting the degree of ambiguity.
As N is a linear combination of the vectors c1, c2, the vectors c1, c2 define a plane.
Thus their vector triple product will vanish, for any factorial combination of them:
N [c1, c2] = c1 [N, c2] = c2 [N, c1] = 0. (5.2)
Inserting the factor c2c
2
1 in (5.1), we get a representation of (5.1) in the form:
N ‖ n1κ − n2 (5.3)
where
n1 = c1 c
−1
1 , n2 = c2 c
−1
2 , κ = c2 c
−1
1 . (5.4)
5.1.2 Habit (225)
Getting over to an interpretation of the real habit-planes, we recall (see Pt. 1.2)
that in Fe-C-, Fe-Ni-systems, the observed habit-planes are: Near {557} ÷ {111}
(up to 0,6 weight % C, up to 29% Ni), {225} (0,6 - 1,4 weight .% C), {259} ÷
{3 10 15} (1,4 - 1,8 % C, 29 - 34% Ni). In accordance with Pt. 7, Sub-Pt. 1.5
of the definition of our task, as well as with our conclusions from Chapters 2 and
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3, we shall define, in our description of the waves, pairs of longitudinal (quasi-
longitudinal) waves, propagating close to the perpendicular orientations 〈001〉 and
〈110〉 of a fcc-lattice. This way, we can hypothesize that the martensitic trans-
formation is initiated by waves propagating through the austenitic parent areas,
delivering or exceeding the required threshold-deformation ε ∼ εt of austenite. In
addition, the displacement of lattice atoms, being immediately linked up with the
waves, feature just the kind of phase relations being required to perform a Bain-
deformation (the geometric pattern of the Bain-deformation has been treated in
Pt. 1.4, see also Fig. 1.1).
Let us start with a consideration of martensite with habit planes {225}: Our
particular interest in this habit group is based, on the one hand, on that the
crystallographic theory encounters the greatest explanatory difficulties [13] with
this group, and on the other hand, on the intermediate position of martensite
with these habits, in relation to its carbon-concentration, which may facilitate a
comparison of habit planes of martensite belonging to the first and to the third
group.
From the outset of our consideration, we note that, if we choose the velocity
of one of the waves propagating in direction c1 ‖ [001¯] ( Orientation ∆: 4th - order
axis of symmetry), then, according (5.2) and (5.3), it will be possible to define the
type (h h l) habit, where h, l> 0, by choosing the second wave with a velocity
c2 ‖ [11η], using the condition
κ =
c2
c1
=
l− η h
h
√
2 + η2
. (5.5)
Moreover, if we choose waves with reasonable long wave-lengths (see the trea-
tise in Chap. 2), it may be justified to surmise that their role mainly consists
in selecting those macro-regions (or meso-regions) comprising the most favorable
transformation conditions. Under such a point of view, it suggests itself to perform
our interpretation of the particular features of the inner structure of a martensite
lamella (with a thin structure), using the notion of coordinated action of long-
and short-waves. It may be reminded that a lamella with habit (225) consists
of thin twinning lamella (110), among which the main axes [100] and [010] of
Bain-deformation alternate in turn. Thus obviously, if we confined ourselves to a
description of pure Bain-deformation, it would be justified to choose the velocity of
one of the longitudinal waves c1 = c∆ in direction [001¯]. The coordinated action of
such wave with the short-length displacement waves will then result in a tension of
the lattice in the orientation [001], being also required for Bain-deformation with
compressive-axes [100] and [010]. As to the wave along [11η], both type of twins
have equal relevance to it, like in the previously discussed case. Furthermore, if
the wave is of the longitudinal type, it will support the Bain-pressure alternating
among the directions [010] and [100], the more, the closer η is to zero, i.e. the
closer c2 is oriented towards Σ.
For a given alloy, the value κ0 = κ(η0) - corresponding to habit (225) - is
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defined by the intersection between the curves determined experimentally κe(η)
and theoretically κT1(η): κ(η0) = κe(η0) = κT1(η0). According to (5.5), the curve
κT1(η) descents monotonously - within the interval 0 < η < 1 - from κ(0) ≈ 1, 77
down to κ(1) ≈ 0, 87. Obviously, an unequivocal solution κ0 exists within the
interval 0 < η < 1, if the path of curve κe(η) ascends monotonously, with an
initial value κe(0) out of the interval: 0, 87 < κe(0) < 1, 77. As longitudinal waves
normally satisfy the inequality c∆ < cΣ < cΛ, the requirement of monotonous
ascent of curve κe(η) also is satisfied, in addition: κe(0) = cΣ c
−1
∆ > 1, thus the only
remaining restriction is κe(0) < 1, 76. Under consideration of the aforementioned
restriction, which most certainly will be satisfied for the systems of our interest,
there must exist an unequivocal solution. The results of our analysis are presented
in the first part of Fig. 5.1, where the nearly horizontal curve κe represents the
weakly pronounced dependence on orientation of a longitudinal wave during a
transition from the Σ - to the Λ - orientation, resembling a 3rd order of symmetry
axis. As already mentioned, those c2 -orientations being close to the Σ - orientation
will find our greatest interest. Obviously from Fig. 5.1, this approximation occurs
with increasing κe(0).
1
2
ηc η−ηc 1-1
κ
T1
κ
T2
κe ≈ κc
κ
Figure 5.1. Graphic pattern for determination of the η0, which determines the
orientation [11η0] of propagation of a quasi-longitudinal displacement-wave. Shown
is the ”critical” case: The value η0 = ηc corresponds to the habit plane (225) and
the value η0 = −ηc to habit plane (557). Then functions κT (η) and κe(η) are
defined in the text.
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5.1.3 Habit (557). Criterion for transition from habitus
(557) to (225)
The affiliation of habitus (557) to the type (h h l), also being common with (225),
and the possibility of their coexistence in the limit region of carbon-concentration
near 0,6 % C, suggest to describe these lamellae by a pair of waves c1 ‖ [001¯],
c2 ‖ [11η], in a similar way as habitus (225). Even though such a description is
possible, the solution of the equation κ(η0) = κT2(η0) = κe(η0) is defined in the
negative region −1 < η0 < 0. In the left side of Fig. 5.1, the curve κT2(η) has been
drawn in accordance with (5.5), for the habit (557), which ascends monotonously
from κT2(0) ≈ 1 up to κT2(−1) ≈ 1, 386. The larger κe(0) > 1 becomes, the
more the direction of velocity c2 will deviate from that of Σ. In other words,
it behaves just the opposite way as in the case of habit (225). Obviously, there
must exist a value ηc (let us call it the critical value), for which κT1(ηc) = κc =
κT2(−ηc) ≈ κe(0). This equation corresponds to ηc ≈ 0, 55, with κc ≈ 1, 285.
The quantitative criterion for separation of these cases, for which apparently the
dynamical conditions for development of only one of the habits must be more
favorable, has a simple structure:
(225)−−κe(0) > κc,
(557)−−κe(0) < κc. (5.6)
Obviously, both habits can coexist in the region κe(0) ≈ κc. Further assuming
that an increase of carbon-concentration leads to a slow increase of κe(0), and
that the value κc is attained near 0,6 % C, then any further increase of κe(0) > κc
must be associated with a transition from habit (557) to (225).
This specific effect of carbon can be explained in a qualitative manner: Those
carbon atoms accumulating in voids [13] hybridize their 2p - functions with the
3d-functions of the iron atoms with eg - symmetry (as shown under Pt. 4.6), and
thus reduce the effective positive charges Z of the ions, in the field of which the free
4s-electrons are moving. This must cause a local reduction of longitudinal velocity
of sound, as - in accordance with the ”jelly”-model [192] - the velocity of sound is
c ∼ Z1/2. Presumably due to the anisotropy of the 2p-functions in Fe-C-systems,
the increase of the parameter κe(0) = cΣc
−1
∆ is mainly associated with the decrease
of c∆ with increasing carbon-concentration (note that any comparison of the cΛ
- values of different alloys must be performed at the same temperature). In the
more general case, a situation is also conceivable in which an increase of κe(0) is
related to the more rapid increase of the velocity cΣ in relation to c∆.
Remarkably, the lack of a noticeable region of Ni-concentration for habit (225)
in Fe-Ni-systems is in accordance with our criterion (5.6). Experimental evidence
reported in [38] shows that κe(0) can only attain the value κc for 33 % Ni in
ferromagnetic austenite. In this case, κe(0) attains the values 1, 12 ÷ 1, 15 until
reaching magnetic ordering, clearly being less than κc.
Having applied this approach for the case of perpendicular waves
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c1 ‖ [η/2 η/2 1¯], c2 ‖ [1 1 η] - where c1 already is non-parallel to [001¯] - and with
consideration of the variation of habit from (557) to (111), we get the results listed
in Table 5.1.
Table 5.1. Values κc, ηc , θc , for three pairs of habits
habit-pairs κc ηc θc , Degree
(225), (557) 1,3083 0,1962 7,8966
(225), (667) 1,1923 0,2619 10,4913
(225), (111) 1,1061 0,3166 12,6197
Here, θc - angle between [11ηc] and [110]; ηc being determined on the basis of
equivalence of the velocity-modules ratios κ = c2 c
−1
1 , for different habits of the
types (h1 h1 l1) and (h2 h2 l2), as given by
ηc =
√
2 + b2 − b, b = 2 h1 h2 + l1 l2
h1 l2 − h2 l1 , (5.7)
while κc can be determined by substituting η = ηc in the expression
κ =
c2
c1
=
(l − h η)√2
2 h+ l η
. (5.8)
In (5.7) and (5.8) the indices l = l2 = 5, h = h2 = 2 correspond to positive η.
As can be seen from the data in Table 5.1 for perpendicular wave-pairs c1 and c2, an
increase of κ supports the transition from the habit (557) to (225), in conjunction
with a reduction of the angle of deviation θ among the axes of symmetry of second
and fourth order. We also note that the deviation of the first wave from the axis
[001¯] opens up the possibility to significantly reduce the deviation of the second
wave from the axis [110], in comparison with the case c2 ‖ [001¯]. Of course, for
κ ≈ κc, a coexistence of crystals with habits (557) and (225) is possible. This
way, e.g. in [165] a similar kind of coexistence has been observed during rapid
quenching of steels with < 0, 6 % C
5.1.4 Habits {15 3 10} ÷ {9 2 5}
The characteristic feature of martensite with these habit-planes is associated with
internal twinning. For the habits (15 3 10) and (9 2 5), the Bain-pressure axes
in the twins correspond to [010] and [001]. Thus, in analogy with habit (225), we
have to choose as the first wave contributing to lattice expansion of both twins
during Bain-deformation, the longitudinal wave with velocity c1 ‖ [1¯00]. Then
we determine from (5.2) the velocity of the second wave: c2 ‖ [η 0, 3 1] and
c′2‖ [η 0, 4 1] (in the following, we mark with ′ the results relating to the description
of habit (9 2 5)). If we construct, on the basis of (5.4), the curves κT (η) within
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a region 0 ≤ η ≤ 0, 3, and κ′T (η) within a region 0 ≤ η ≤ 0, 4, then we can easily
convince ourselves that they descend monotonously, attaining the following values
at the limits of those regions: κT (0) ≈ 1, 44, κT (0, 3) ≈ 1, 1; κ′T (0) ≈ 1, 67,
κ
′
T (0, 4) ≈ 1, 22. Obviously, there exist unequivocal solutions of the equations
κe(η) = κT (η), κe(η) = κ
′
T (η), corresponding to the experimentally determined
curves κe(η), κ
′
e(η), which ascend monotonously with increasing η, in the regions:
1, 1 < κe(0) < 1, 44; 1, 22 < κ
′
e(0) < 1, 67. Let us now take the data of [38] for Fe
- 33% Ni and use them to calculate the longitudinal velocities of sound, related to
the axes of symmetry of cubic crystals [193], in order to determine κe(0) ≈ 1, 1,
κe(0, 3) ≈ 1, 22 for the second wave: c2 ‖ [0, 22 0, 3 1], c′2 ‖ [0, 34 0, 4 1]. It
should be noted here that the twins no longer can be treated equally in relation
to the second wave, if compared with the case of habit (225). Obviously, the
second wave delivers more pressure towards direction [001]. The experimental
result published in [13] gives evidence for our conclusion that the thickness of the
respective twins effectively is more in comparison to the width of the twins with
Bain-pressure directed in axis [010].
A very convenient form of notation of axes and planes, being particularly useful
for the description of morphologic characteristics of twinned martensitic crystals,
can easily be obtained for any given habit, out of a totality {h k l} under the
assumption |h| < |k| < |l|.
Then the direction 〈0 0 l/|l| 〉 for {h k l}-habits {3 10 15}÷{2 5 9} (the position
of the 1 corresponds with the position of the largest modulus of the index l ) will be
collinear with the direction of wave-propagation with velocity c1, which initiates
the γ−α - transformation in the phase of tension. The axis 〈0 k/|k| 0〉 (position of
the 1 corresponds to the position of the intermediate module of index k) determines
the direction of the main Bain-pressure axis and the axis 〈h/|h|00〉 (the position of
the 1 corresponds to the position of the smallest module of index h) the direction
of the Bain-pressure axis for the volumetrically smaller twin components. The
twinning-plane can be noted in the form { h/|h| k/|k| 0}.
The same symbols can also be used for definition of the direction of the normals
〈 h k l 〉 to habits { h k l }, in a stereographic projection, being commonly
used in crystallographic analysis. Namely: the pole 〈 h k l 〉 is located within a
stereographic triangle, its corners
〈0 0 l|l| 〉, 〈0
h
|k|
l
|l| 〉, 〈
h
|h|
k
|k|
l
|l| 〉 (5.9)
correspond with the projections of the axes of symmetry of the fourth, second
and third order, respectively. Following (5.9), e.g. the normal [15 3¯ 10] corre-
sponds with the stereographic triangle [100] - [101] - [11¯1]. We can easily convince
ourselves that there exists a totality of twenty-four orientational variants, all of
them corresponding with the normals 〈 h k l 〉. By consideration of the notes
in the previous section we see that the corner 〈0 0 l/|l|〉 of the triangle, being
confronted with the { h k l} - habit, indicates the direction of the austenitic ex-
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pansion during formation of a martensite crystal. We also note that the corner
〈 h/|h| k/|k| l/|l|〉 of the stereographic triangle points into the direction of the
normal of the plane of densely packed austenite, out of a totality of four planes
{111}, belonging to the orientational relationship of the lattices of the γ - and
α - phases (see Pt. 1.2), with respect to a materialized habit of the { h k l}
family, which also feature the smallest angle with the habit-plane in relation to
the remaining {111} planes. The latter circumstance most likely is linked up with
the minimization of free energy of the phase-boundary, during its gradually staged
microscopic coupling, as commonly known for grain-boundaries [194].
5.2 Grouping laws for packet-martensite crystals
Research on lath- or packet-martensite is a highly demanding scientific task. The
papers [24,195–205] provide us with a relatively comprehensive and contemporary
image on the development of concepts and the structure of packet-martensite.
The habits of packet-martensite near to {557} were firstly mentioned in [195],
for Fe - 0,2% C-, Fe - 0,6% C-systems (and confirmed in [197, 205]), where the
conformance of a pair of Miller-indices only is approximated. Thus in reality, the
normal of the habit-plane is located within the stereographic triangle (see end of
Pt. 5.1) corresponding to its habit, and not at the border of two triangles. In our
wave-pattern used in Pt. 5.1 for a description of habits { h h l } - {557}÷{225}, an
unequivocal orientation of the habits near {557}, {225} will arise if the directions
defined by c2 ‖ 〈11η〉 are ”split” into pairs 〈1 ± η1, 1 ∓ η2, η〉 , |η1,2| < η. Then
we get instead of {h h l} the corresponding expression {h ±δ1 , h ∓δ2, l}, where
|δ1,2| < 1. Using (5.3) and the relation c1 ‖ [001¯], c2 ‖ [1 + η1, 1 − η2, η] we can
determine the vector N, being collinear to the normal of the habit-plane
N ‖ [ 1 + η1, 1− η2, κ
√
(1 + η1)2 + (1− η2)2 + η2 + η ], (5.10)
where κ = c2 c
−1
1 . Then we can determine from (5.10), e.g. for η1 = η2 = 0, 03,
η = − 0, 21, κ = 1, 2, the habit (4,79 4,51 7), whose normal is located within the
stereographic triangle [001] - [101] - [111].
Let us further assume that, for initiation of a γ − α - transformation resulting
in packet-martensite, there are required certain phase-relationships among the
relative displacements of the lattice atoms associated with the waves, in a similar
way as for lamellar martensite (see Pt. 5.1.4). Then we compare in the crystals
with habits of the type {5 + δ1, 7, 5− δ2}, for δ1,2 > 0, the direction of expansion
- 〈010〉 and the direction of compression 〈100〉, where positions 1 correspond with
those habit-plane indices where the modules attain the largest or the mean value,
respectively.
Further assuming that the strain-amplitudes of the waves are sufficiently large
to initiate plastic deformation, (see Chap.3), then it will be possible to determine
the direction of macro-shear S (lacking the correct sign), as the pair of waves
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propagating into directions 〈001〉, 〈1+η1, 1−η2, η〉, will prefer one of the twelve slip-
systems {111} 〈11¯0〉 of the fcc-lattice. The real selection will then be performed
in accordance with the Schmid-relationships for shear-stress δc (see e.g. [206]):
δc ∼ cosϕ1 cosϕ2, (5.11)
resulting from the requirement of maximum angular factor modulus (5.11) for
the mechanical stress associated with the waves. ϕ1, ϕ2 in (5.11) are the angles
between the direction of applied normal stress (being close to the direction of
propagation of the longitudinal wave) and the directions of the normal 〈111〉 to
the slip plane - {111} or shear 〈11¯0〉, respectively. As a result of this analysis,
the habits {5 ± δ, 5 ∓ δ, 7} will naturally form groups of sextets { h k l} close
to the common slip planes {111}. An example of such grouping is presented in
Table 5.2, for η < 0. This grouping corresponds to a package of crystals [196–198]
Table 5.2. Directions of wave propagation and some characteristics of packet-
martensite (slip-plane (111))
Nr. Habit Direction of c2 Direction
c1
Compressive-
axis
Direction
S
1 (5 + δ1, 5− δ2, 7) [1 + η1, 1− η2, η] [001¯] [100] [1¯01]
2 (5− δ1, 5 + δ2, 7) [1− η1, 1 + η2, η] [001¯] [010] [01¯1]
3 (7, 5 + δ1, 5− δ2) [η, 1 + η1, 1− η2] [1¯00] [010] [11¯0]
4 (7, 5− δ1, 5 + δ2) [η, 1− η1, 1 + η2] [1¯00] [001] [101¯]
5 (5− δ1, 7, 5 + δ2) [1− η1, η, 1 + η2] [01¯0] [001] [011¯]
6 (5 + δ1, 7, 5− δ2) [1 + η1, η, 1− η2] [01¯0] [100] [1¯10]
with six orientations close to the common plane (111), forming part of the orienta-
tional relationship. Obviously there exist three similar groups of crystals with six
orientations in each group, comprising other common planes out of the totality of
{111}. It is also obvious from Table 5.2 that, if the crystals with six orientations
are equally partitioned in such a package, then, during a martensitic transforma-
tion, the region occupied by such a package must be subjected to a quasi-isotropic
volumetric change, as the directions of maximum compressive and tensile stress
correspond to all three variants of Bain-deformation, while the alternating ori-
entations of lattice-displacement S make possible a macroscopic neutralization of
totalized local displacements within a packet. In [196–198], just these rules were
pointed out.
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Due to a missing more stringent definition of the term ”Packet-martensite
crystal” it came about that, apart from methodological problems, different results
were obtained in the determination of the number of orientations associated with
martensite packet crystals. Thus in [199], one or two, in [205] only one, and
in [196–198], six orientations within a common plane {111} were considered. If
one describes the term ”packet” as a totality of martensite-crystals (with habits
near {557}) and with six orientations close to a common plane out of {111}, as
practically done in [196–198], then the determined reduced number of orientations
must be associated with a certain local zone of the packet, which would comprise
a reduced number of orientations. In [202], the existence of four zonal types was
determined in one packet. Type 1 represents triplets of orientations, i.e. habit-
triplets of numbers 1, 3, 5, or 2, 4, 6 as shown in Table 5.2. Type 2 represents
pairs of orientations, i.e. habit-pairs 1, 4; 2, 5; 3, 6 as shown in Table 5.2. Type
3 represents pairs of twin-orientations, corresponding to pairs of habits 1, 2; 3,
4; 5, 6 as shown in Table 5.2. Type 4, with only one orientation, corresponds to
any of the habits shown in Table 5.2. For equal volumetric fractions of crystals
with different orientations in zone of type 1, a quasi-isotropic change of volume in
conjunction with neutralization of shear-deformation may be possible. In the zone
of type 2 (as well as in the zones of type 3 and 4), the volumetric changes become
anisotropic, but a neutralization of displacement-deformation still is possible. This
however is no longer possible for zones of type 3 and 4, that is becoming evident
by comparison of the S-directions in Table 5.2. Obviously, the used definition of
the packet implicitly takes for granted that the transforming austenite comprises
a sufficiently large volume. In other words, this definition is critical with respect
to the austenitic volume size. The results obtained with pseudo-monocrystals
in [203, 204] fit well with the findings in [196–198]. In [200], being related to the
case of coexistence of lamellae with habits {225} and laths, a package is defined as a
totality of ”blocks” composed of lamellae and laths (each lamellae being connected
with laths embodying two twinning-orientations), in such a way that within this
definition, the requirement of six orientations lives on for packet-martensite. A
comparison with the a.m. data [202] shows that, due to the presence of lamellae
with habits {225}, to which a dominant role during formation of packets is assigned
in [200], only the zone of type 3 is segregated out of four types of local packing zones
in lath-shaped crystals. We also note that the association of plane (111) in Table
5.2 with the plane of least slip resistance correlates well with the concepts in [13]
on stress-relaxation, during the isothermal martensitic transformation by shear-
processes within the austenite-matrix surrounding the martensite crystal. The
orientation S, being precisely determined by the Schmid-rule (with exception of
the sign), correlates with the macroscopic direction of displacement of a martensite
crystal of this orientation [200, 201].
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5.3 Effect of the magnetic state of austenite and
of an externally applied magnetic field on the
martensitic γ − α - transformation
5.3.1 Possible causes for the transition of habit-planes
After our matching of the habits with pairs of waves, it will be easy to estimate
which parts of the electronic spectrum are actively involved in a martensitic trans-
formation. Following such general characteristics, it is possible to associate crystals
with habit-planes near {557}, {225}, as the pairs of waves, propagating near the
axes of symmetry of the second and fourth order, can be put in relation with the
electronic states being localized in the vicinity of the S-surfaces: S〈001〉, S〈110〉 (see
Chap. 2). In the case of the habit (15 3 10), already mentioned under Pt. 5.1.4,
the direction of c2 defines an angle θ1 = 20, 3˚, θ2 = 69, 8˚, θ3 = 34, 7˚ in relation
to the axes [001], [110], [111]. It is therefore justified to assume that the habits {15
3 10} need only to be matched with the waves propagating near the fourth-order
symmetry-axes, being linked up with the S〈001〉 surfaces. Thus the causes for the
first and second change of habits, i.e. {557} → {225} in Fe-C-systems, and for
the second change, i.e. {225} → {259} in Fe-C-systems and {557} → {3 10 15} in
Fe-Ni-alloys, apparently must be different.
In the first case, no change of the class of waves governing the growth of a
martensitic lamellae occurs; while the velocity-vector c2 of the second wave remains
within the directional cone near 〈110〉, and only the sign of the projection c2 on
the direction 〈001¯〉 (close to direction of propagation of the first wave (see Pt.
5.1.3)) changes. The causes for this behavior may be:
1. Increase of the velocity-ratio κ = c2c
−1
1 with increasing carbon-
concentration, leading to improved conditions for Bain-deformation for
κ > κc (see Table 5.1) (i.e. to smaller threshold-deformation εt), in case
of changing sign of the projection of c2 on 〈001¯〉.
2. The appearance of a short-wave displacement component, being responsible
for the thin (twinned) structure of macro-lamellae in the case of crystals
with habits {225}. From a dynamical point of view, the appearance of
short-wave displacement (of about half the wave-length with an order of
magnitude of about the thickness of twins) at lower temperatures (related
to the MS - temperature of lath-martensite) should be possible in principle,
as a reduction of T will inevitably lead to a reduction of phonon-extinction
and, consequently, also of the threshold-value σt of an inverted occupational
difference
(see (3.10) in Pt. 3.1). The latter argument fits well with the commonly
used interpretation in [13], stating that during a martensitic transformation,
the relaxation of internal stress at low temperatures is mainly linked up with
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twinning-processes.
The second change of habits apparently is caused by a reduction of the activity of
electronic states localized near the S〈110〉 surfaces, in relation to the states located
near S〈001〉. The relative passiveness near S〈110〉 may be related to the magnitudes
of the parameters Γ and εd−µ, at the surfaces S〈110〉 and S〈001〉. We recall that εd
represents certain mean-value ε¯ of the energies of the d-electrons on the S-surface
and Γ is an extinction of s-electrons of energy εs ≈ εd. As a common cause of the
different values of the Γ parameter at different S-surfaces, it is possible to define
the anisotropy of s-d-scattering, the degree of which varying with concentration of
the alloying elements. The variation of εd − µ for non spin-polarized states with
εd−µ > 0 (see Pt. 4.5) is mainly caused by a the variation of the lattice-parameter
a, whereas the rate of variation of εd − µ may differ for different S-surfaces, due
to the non-correspondence of the rates of change of energies εd. If, for example,
the tight binding approximation in [104] was used with consideration of the first
and second neighbors, as well as the expressions of the matrix-elements Vij ∼ a−5
for the electronic transitions among the knots given in [183], then it would easily
be recognized that the characteristic energies (see Pt. 2.5) εX5, εX2 , εL3 decrease
with increasing a, while the rate of decrease is largest for εX5 and least for εL3. For
spin-polarized states, the value of εd↑−µ < 0 will also depend on the magnitude of
exchange-splitting, which probably increases at temperatures below the magnetic
ordering temperature, and in the case of anisotropic splitting, may be an additional
cause of passivation of electronic states near S〈110〉 for the Fe-Ni-system (with
CNi > 29%), in which magnetic ordering of the γ - phase precedes the martensitic
transformation.
The influence of the magnetic state of austenite on reaction kinetics has been
highlighted in [207] and [208], in connection with a qualitative consideration of
the causes of a selective influence of a magnetic field on the kinetics of the γ −α -
transformation. The most important law published in [15] is related to the effect
of magnetic field bursts with field-strengths H up to 2, 8 · 107 A/m (≈ 350 ke)
on Fe-Ni-alloys. This law states that a magnetic field stimulates the athermal
transformation into lamellar-martensite of Fe-Ni-alloys with Ni-concentration of
more than 25 %. In addition, such magnetic field burts cause a non-monotonous
increase of the point MS by ∆MS, as depicted in Fig. 5.2.
According to [15], the positive shifting ∆MS > 0 is deducible from the larger
inherent magnetization of the α - phase, and, consequently, from the larger in-
cremental free-energy reduction of the α - phase in a magnetic field, in relation
to the γ - phase. Non-monotonous character of the shifting ∆MS is attributable
to the exceptionally large volumetric magnetostriction of the para-process defined
in [209, 210], with consideration that the lower concentration limit of the non-
monotonous magnetic field relationship corresponds with the lower limit of the
∆MS - relationship (see Fig. 5.3, borrowed from [211]). A similar correlation
also exists for steel with a super-paramagnetic γ - phase [209, 212] as well as
for Fe-Ni-Mn-alloys with Fe70+xNi30−2xMnx (0 < x < 4), which have been in-
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Figure 5.2. Relationship between the shifting ofMS in a magnetic field of 2, 6·107
A/m and Ni-concentration (weight %) [15]
vestigated in [213, 214]. A linear extrapolation of the relationship between the
volumetric increment ∆V/V and the quantity H, as shown in Fig. 5.4 (borrowed
from [209]), results in a value of ∆V/V ∼ 10−3 for H = 2, 8 · 107 A/m. The
growth of specific volume in a magnetic field also correlates well with an increase
of magnetization [213]. This suggests that ”quasi-ferromagnetic” ordering exists in
a strong magnetic field, being also associated with the transition towards athermal
transformation kinetics [208]. The emergence of this state presumably is caused
by magnetic-field induced exchange-splitting, which in turn results from the de-
pendence of the exchange integral on the atomic distances (lattice parameter) or
specific volume, respectively. As a reasonable basis for analysis and description of
this effect, the exchange-striction model may be suggested (see e.g. [215]).
5.3.2 Single peak density of states (DOS) model,
exchange-splitting and electronic redistribution
If the Fermi-level µ of the non-magnetic state of the γ - phase of a Fe-Ni-alloy is
located at the boundary of a step-like change of the DOS-function (right in front
of the last peak of the density of states function of the d-band in Fig. 2.9), then
the process of exchange splitting must be associated with an overflow of a part of
the s-electrons into d-states [216,217]. By comparison of a modeled DOS with two
characteristic values g1 and g2, as shown in Figs. 5.5a and 5.5b, it becomes evident
that the exchange-splitting ∆εexch must lower the Fermi-level by forcing the spin-
up states into states with greater occupational density g2. The new Fermi-level µ
′
of the sub-system of d-electrons (dashed line in Fig. 5.5b) can be determined using
the condition of equality of the hatched areas for the sub-bands d ↑, d ↓ as shown
in Fig. 5.5b. With consideration that the difference of the areas of the d ↑, d ↓
sub-bands - below the level µ′ - determines the atomic magnetic momentum µ¯ µ−1B
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Figure 5.3. Relative change of volume due to magnetostriction in a magnetic
field of 8, 4 · 104 A/m [211] (Ni-weight %)
(expressed in units of Bohr’s magneton µB), then we get for the ferromagnetic
phase
∆ εexch =
g1 + g2
g1 g2
µ¯
2µB
, µ− µ′ = g2 − g1
g1 g2
µ¯
4µB
. (5.12)
In the parabolic s-band, being characterized by a monotonously changing density
of states gs (see Pt. 4.3), the variation of the Fermi-level µ = µs of the sub-
system, being related to exchange-splitting of the s-electrons, can be ignored, i.e.,
a separate consideration of the s- and d-band will deliver µ′ = µd < µs = µ. If
an equality of the Fermi-levels of d- and s-electrons was required, then it would
be possible to estimate the number of electrons flowing over from the s- into the
d-band (related to a singe atom):
∆ns ≈ 2 gs(µ) (µ− µ′), (5.13)
where the factor 2 accounts for both projections of the electron-spin (note that
in Pt. 4.3 we have gs(µ) with only one spin-projection). For a width of the s-
band Ws = 10 eV, and ZM ≈ 1, we get from (4.27) gs ≈ 0, 12eV −1 atom−1.
Further assuming that the width of the d-band Wd = 4, 5 eV, and the width of the
rectangular peak 0,5 eV, g1 ≈ 1 eV−1 atom−1, g2 ≈ 2 eV−1 atom−1, µ¯µ−1B = 1, 7,
which, in accordance with [218], almost represents the alloy Fe0,65Ni0,35, then
∆εexch ≈ 1, 28 eV, µ− µ′ ≈ 0, 21 eV, ∆ns ≈ 0, 05. (5.14)
Of course this pattern features an illustrative character, in that it only gives us an
estimated order of magnitude µ−µ′ ∼ 0, 1 eV, ∆ns ∼ 10−2. Presumably, the value
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Figure 5.4. Relative change of austenite volume in the steel 40X2H20 in a mag-
netic field up to 1, 5 · 106 A/m , at temperature of 77 K [209]
∆ns ≈ 0, 05 is too large, as firstly, in the non-magnetic case shown in Fig. 5.5a, the
shape of the DOS-peak, as well as the location of the Fermi-level, correspond to
the maximum value of ∆ns, and, secondly, the relative shift of the d- and s-bands
has not been properly taken into consideration. According to [111], the transition
from configuration 3d64s2 to 3d74s1 of the γ - phase of iron is associated with an
upward shift of the d-band by 5,5 eV - at an energetic scale - due to an increase
of the repulsive energy-potential of the d-electrons. Then, due to an s-electron
overflow of ∆ns = 10
−2 into the d-band, we get the following estimate for the
upward shift of the d-band: ∆µ′ = 5, 5 · 10−2 eV. If we further consider that for
gs ≈ 0, 12 eV−1 atom−1, an s-electron overflow of ∆ns = 10−2 would reduce the
value of µ = µs by 4, 2 · 10−2 eV (using the same g1 and g2), we got a value of
only ∆ns ≈ 0, 022, being less than half of our initial estimate (5.14). Thus, the
reduction of the Fermi-level µ− µ′ proves not to be greater than 0,11 eV.
Of larger interest however is the shift of the Fermi-level being related to the
bottom of the d-band: In the ferromagnetic state, the bottom of the d-band is
equal to the bottom of the d ↑ - sub-band. Let us designate by ∆µd↑ the shift
(towards the upper edge of the band). Then the quantity ∆µd↑ can be determined,
using the condition of equality of the hatched areas in Fig. 5.5b:
∆µd↑ =
g1∆ εexch
g1 + g2
≈ 1
3
∆ εexch ≈ 0, 43eV, (5.15)
where the value ∆εexch has been taken from (5.14). A substantial difference among
the values ∆µd↑ and µ − µ′, namely the weak dependence on the relative shift of
the s- and d-bands, (note that the shift ∆µd↑ is mainly caused by re-distribution
of electrons within the d ↓→ d ↑ sub-bands) as well as disappearing difficulties
related to the selection of the origin of energy-reference, are arguments in support
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Figure 5.5. Modeled (single-peak) DOS-function of d-electrons, in the param-
agnetic (a) and ferromagnetic (b) phase
of ∆µd↑, when compared with the measurement conditions of the parameters ∆µd↑
and µ−µ′. Obviously in our model, the heating process, being associated with the
destruction of ferromagnetic ordering, will result in a relocation of the Fermi-level
relative to the d-band, by about the same magnitude as (5.15), linked with a shift
corresponding to the inverted electron overflow d ↑→ d ↓ (d → s). These find-
ings are in accordance with data presented in [220, 221], in which a relationship
between the Fermi-level and the temperature of invar-alloys has been observed,
during photo-electronic X-ray spectroscopy. During heat-up of two Fe-Ni-alloys
with about 34,87 atom-% Ni and 35,8 atom-% Ni, from 100 K to 600 K, the shift
∆µd↑ towards the bottom of the d-band was about 0,51 eV and 0,36 eV, respec-
tively. Considering of the simplified character of our model, this correspondence
of the measured values with our estimate by (5.15) appears fairly well.
We should however note here that, during magnetic ordering, the associated
s → d redistribution of electrons must result in a reduction ∆Cl of the elastic
modulus Cl, which, according to the Bohm-Staver-formula [192], is proportional to
the ion-charge-number Z, while a variation of Z must correspond with the quantity
- ∆ns. Thus obviously
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Figure 5.6. Contribution of iron - (dashed line) and nickel-atoms (solid line) to
the single-peak DOS- function of the Fe0,6Ni0,4 - alloy [219]
∆Cl ≈ ∆Z
Z
Cl,
and with ∆Z ≈ − 0, 02, Z ≈ 1, we get ∆Cl ≈ − 0, 02Cl, being about 10% of the
of the elastic modulus reduction1 associated with the magnetic ordering process,
as reported in [38].
Despite their low amount, the number ∆ns of electrons participating on the
s → d - transition can be regarded as an informative parameter, due to the high
sensitivity of the isomer-shift δ of the γ - nuclear resonance absorption-line, in
conjunction with to the s → d - transition. In particular, the γ - resonance
increases during s→ d - transitions and decreases during d→ s - transitions (see
e.g. [222]). If we now use the relationship between the isomer-shift of Fe57 and the
charge-density of the 3d- and 4s-electrons (see Fig.16 in [222]), in the configuration
3d8−z4sz, for Z ≈ 1, ∆Z ≈ −∆ns ≈ − 0, 022, then we can determine that the
isomer-shift increases by ∆δ ≈ 6, 4 · 10−5 m/s. This estimate matches fairly well
within the interval of ∆δ = (0, 6 ÷ 1) · 10−4 m/s, as reported in [223] for the
isomer-shift in Fe − (28 ÷ 75)% Ni-alloys during magnetic transitions (however
a somewhat less ∆δ = (4 ÷ 5) · 10−5 m/s has been reported in [224], for Fe-33%
Ni-alloys).
Single-peak DOS-models have successfully been developed for the fcc-lattice
structure of Fe-Ni-alloys (see e.g. [219, 225, 226]). Using a realistic (nearly trian-
gular) shape of the peak, the following characteristics of such DOS-functions were
obtained, on the basis of a coherent-potential approximation:
• An appreciable difference among the DOS-functions for sub-bands d ↑ and
d ↓, being evident in Fig. 2.9;
• Changes of the shape of the sub-band DOS-functions (in most cases, the
shape of the d ↓ - band) will vary with the composition of the alloy;
1The basic contribution to a softening of elastic modulus gives the redistribution of d-electrons.
So e.g. at µ¯ = 1, 7µB from states with small density g1 into states with major density g2 0,85
electron/atom overflows. Then ∆Z/Z ≈ ∆C/C ≈ −0, 85/7.
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• Splitting of the DOS into partial contributions of Fe - and Ni - atoms. An
example for this splitting, pertaining to the Fe0,6Ni0,4 - alloy, borrowed
from [219], is shown in Fig. 5.6.
The relative success of the hard-zone model used for these estimates can mainly be
deduced to the conservation of the shape of the d ↑ band for partial components
of the iron- and nickel-atoms, as well as to the weakly pronounced variation of the
DOS of the d ↓ band at the Fermi-level, with varying alloying composition. It has
to be noted however that the considered mechanism of variation of the isomer-shift
through s→ d - overflow is limited to such Ni-concentrations starting from which
the process of d ↓→ d ↑ - electron redistribution doesn’t cause an appreciable
downshift of the Fermi-level of the d-electrons subsystem. According to the data
in [219], this particular concentration is about 40% Ni, thus the process of s→ d
- overflow can contribute the most part to ∆δ, within the region of concentration
of our interest of 29÷ 34% Ni.
Our qualitative notion of these processes however deserves at least another
remark, namely: Due to significant inhomogeneities of concentration and magnetic
order (see e.g. [227,228]), the transition into a magnetic state of order is remarkably
blurred. Thus, with decreasing temperature, the structure of an inhomogeneity
can vary from a quasi-paramagnetic up to a chaotically-frozen spin distribution,
akin to a spin-glass ( [229]). According to [230,231], the cause of the emergence of a
non-collinear magnetic structure is the blended character of exchange-interaction,
being a common feature of many binary transition-metal alloys. For example, the
exchange-integrals of pairs of Fe-Fe atoms in Fe-Ni - alloys are of negative sign,
i.e. JFe−Fe < 0, and of Fe - Ni -, Ni - Ni- pairs, of positive sign, i.e. JFe−Ni >
0, JNi−Ni > 0. The notion of an anti-ferromagnetic character of the exchange
interaction of Fe-Fe in iron and its alloys with fcc-lattice has for the first time
been postulated in [232]. The values of exchange-interactions JFe−Fe = − 9 meV,
JFe−Ni = 39 meV, JNi−Ni = 52 meV, as determined in [233], are evidence in
support of these concepts, i.e., below the Curie temperature Tc, strictly (collinear)
magnetic structure not exists in the pre-martensitic austenite, thus the assumption
of a ferromagnetic state of the fcc-austenite should only be regarded as a reasonable
approximation.
During various neutron-spectroscopic investigations on austenitic Fe-Ni - invar
alloys (see e.g. [234–236] and further references therein), there have been discovered
super-structures of the γ′, γ′′, γ′′′ type. The first of them already appearing in the
paramagnetic region T > Tc > MS, the second one at T ≤ Tc (T > MS),
being linked up with the onset of ferromagnetic ordering, while the third one
appears at T ≤ TN (TN - Neel-temperature, TN < MS) and reflects the onset
of antiferromagnetic long-range ordering. We note that the γ′′ -phase has been
considered as an intermediate phase in [237, 238], thus ensuring the necessary
symmetry-link between the γ - and the α - phases, which will finally lead to the
Nishiyama orientational relationship of the γ - and α - phases.
Evidence of a rather complex nature of the magnetic transition is also given by
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the results of [239] (more detailed see [240]), in which two different stages of the
magnetic transition of austenite have been determined, in a temperatures range of
0, 8 ≤ T · T−1c ≤ 1, on the basis of a very detailed analysis of the isomer-shift of
Fe-Ni-alloys with (28, 5÷ 31, 3) wt.-% Ni. The first stage occurs in a temperature
range of about 25÷30 K below Tc and is characterized by an increase of the isomer-
shift of Fe57 nuclei in the ferromagnetic areas of the fcc-phase, by about (∆δ)fm ≈
5 · 10−5 m/s, while the δ-values of the paramagnetic areas remain unchanged, i.e.
(∆δ)pm = 0. In the second stage, the isomer-shift decreases, exhibiting slightly
larger incremental decreases of (∆δ)pm ≈ −6 · 10−5 m/s in the paramagnetic areas
than in the ferromagnetic areas, with (∆δ)fm ≈ −4, 5 · 10−5 m/s. The positive
shift (∆δ)fm in the first stage matches fairly well with the estimates of the shift ∆δ
being associated with s → d - electron overflow. However, experimental results
reported in [239, 240], which aimed at an explanation of the particularities of
the second stage of the magnetic transition, by relating them to the increases of
hydrostatic pressure during formation of an ”infinite” ferromagnetic cluster within
the system, provided ∆δ-values which would only correspond to an isomer-shift
of about 15 to 20 % of the observed values. Thus it cannot be excluded that the
missing (main) part of the observed effect is related to the processes of d → d
- electron redistribution between iron- and nickel-atoms, being mainly caused by
the significant relative differences among their affected spectral density regions,
i.e. where the partial contributions of the iron- and nickel-atoms are largest. Thus
for example it is obvious from Fig. 5.6 that the increase of exchange-splitting
must lead to a reduction of the number of d ↓ - electrons of the iron-atoms, and
to a corresponding increase for the nickel-atoms. This kind of d ↓→ d ↓ - electron
redistribution among alloying components must result in a decrease of isomer-shift,
as the decrease of the number of d-electrons of iron-atoms must elevate the charge-
density of s-electrons at the nucleus [222]. Such minor effects however, as well as
those of a possible polarization of quasi-paramagnetic areas, in conjunction with
the formation of internal or external antiferromagnetic order (being put in relation
with the ferromagnetic areas), will not deserve further consideration in our further
analysis.
5.3.3 Oriented lattice-growth of athermal martensite in an
externally applied magnetic field
The orientational effect of an externally applied magnetic field on the growth
of martensite crystals mainly consists in a preferred orientation of the long axes
of martensite crystals parallel to the magnetic field, as highlighted in [15, 241].
The conclusions in [242] on the orientational effect of a magnetic field had been
drawn from investigations of the magnetic anisotropy of a specimen exposed to a
magnetic field during and after a γ −α - MT. A thermodynamical analysis in [15]
explains the predominance of small-angle orientations among martensite-lamellae
in cubic crystals, mainly by attributing them to the minimization effect on the
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magnetic field energy contribution to the thermodynamic potential, being closely
related to the proper magnetic field produced by the magnetic spin-moments of
electrons in the ferromagnetic α - phase. As commonly known for the specific case
of an ellipsoidal magnetic specimen, this energy resembles a quadratic function
of all magnetization-components, the coefficients of which being proportional to
the components of the demagnetization-tensor. For small-angle orientations, the
proper magnetic energy is proportional to the square of magnetization and to the
least of the three eigenvalues of the demagnetization-tensor, being many times less
than 1 for small slices (lamellae). And vice-versa, for lamellae with large-angle
orientation, the demagnetization factor is of an order of magnitude of 1, thus its
contribution by proper magnetic energy becomes largest. It has however to be
considered that the orientational influence of the demagnetization-fields, as well
as that of magnetic anisotropy, on the growth of martensite crystals not exceeding
8 · 105 A/m ∼ 104 Oe, dwindles with increasing externally applied magnetic field
strength, finally disappearing for magnetic fields of H ≥ 107 A/m ∼ 105 Oe [209].
Within this context, in case of strong magnetic fields, those factors which increase
with increasing external magnetic field can come to the fore. Among them, there
is the non-equilibrium addend to the electronic distribution function.
Let us assume that the athermal martensitic transformation would only be
related with those electronic states being localized in the proximity of the S〈001〉
surfaces (see Pt. 5.3.1). Thus we shall consider the effect of a magnetic field H on
the non-equilibrium addend f − f 0 of the electronic distribution function f 0. In
accordance with [243], we can use the following approximation, being linear in H:
f − f 0 = −Φ′ ∂f
0
∂ ε
, (5.16)
Φ′ = (τ P , v) +
e τ
c0 ~
(H, [v , ~∇] ) (τ P , v),
where e - electron charge; τ - average free path time of existence of an electron; c0
- speed of light; ~∇ - gradient-operator in k - space, while the explicit form of the
vector P, including the temperature-, chemical and electrical potential-gradients,
not being worth to be considered in our further analysis.
We shall further confine our analysis to the calculus of the contribution of
non-equilibrium addends to the electronic distribution functions, related to states
in the proximity of the reduced 1st face of the S[001] surface, which in this case
corresponds with the square-shaped border of the 1st BZ. In our calculus of the
group-velocity v and its derivatives, it will be justified to use a dispersion law in the
tight binding approximation, which considers fairly satisfactory the particularities
of the electronic energy spectrum within a weakly dispersed band, being enumer-
ated by X5 on sheet Nr.1. For example, we can obtain from (2.16) ε = 4 ε1 = const
along the line X5W (weak dispersion will only appear after consideration of the
resonance-transition integrals with the second neighbor). Let H‖ [001] and assume
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that the predominant contribution to the rate of change with k under the numeral
of ~∇k brings in v, then we get from (2.16) and (5.16):
Φ′ − (τ P , v) = 2 e τ
2 ε21 a
3
c0 ~3
H ( Jx + Jy + Jz ), (5.17)
Jx = sin x (cos x+ cos z) (1 + cos z cos y)Py,
Jy = − sin y (cos y + cos z) (1 + cos z cosx)Px, (5.18)
Jz = sin z sin x sin y (cos x− cos y)Pz,
vx = 2 ε1 a ~
−1 sin x (cos y + cos z),
vy = 2 ε1 a ~
−1 sin y (cosx+ cos z), (5.19)
vz = 2 ε1 a ~
−1 sin z (cosx+ cos y).
In (5.18), (5.19) we used instead of the designations η1, η2, η3 in (2.16) the
designations x, y, z, without index. During U-processes among states in the prox-
imity of the sheets Nr. 1, the velocity component oriented normal to sheets Nr.
1 inverts its sign ( the Vx,y,z in (5.19) include odd sine-functions), and the differ-
ences of the non-equilibrium terms ∼ (τ P , v) will sum up, which, in effect, leads
to maximum inverted occupational difference (IOD) for ES-pairs. As a result of
(5.18), the field-terms containing the Jx, Jy and also deliver an additional con-
tribution to the IOD, being related to ES - pairs located in the proximity of the
sheets Nr. 1 with normals [100] and [010], have the same characteristics. The
term ∼ Jz however is odd with respect to the inversion x ⇆ y, Therefore, ES -
pairs near sheet Nr. 1 with normal [001] do not contribute to IOD as Jz is in-
tegrated in the region which is symmetric with relation to the x ⇆ y inversion.
Within usual definitions, this behavior of the field-supplements reflects transversal
thermo-magnetic and galvano-magnetic effects. As a result, a field H ‖ [001] will
support the generation of waves with q near [100] and [010]. Thus, in accordance
with the two-wave pattern, there can be expected habits {l k h}, whose smallest
angle with H will be (| l | > | k | > | h |), where the underlined indices mark their
position being fixed, i.e.; {l k h} - (l k h), (k l h), (k l h¯) . . . Accordingly, {l h
k} and { h k l } represent the totalities of the medium- and large angle habits.
For H ‖ 〈111〉, this orientational effect must vanish. This latter conclusion is im-
portant in order to clarify the causes of the observed orientations, as there also
exist thermodynamical reasoning [15] in favor of the small-angled orientation of
the first martensite lamellae, being independent of the orientation of H. The lack
of an appreciable orientation at H ‖ 〈111〉, in relation to H ‖ [001], would imply
that the dynamic mechanism plays a decisive role. Of course, the effect of H on
the generation of lattice-displacement waves becomes appreciable as soon as the
magnitude of field-supplement becomes comparable with the initial supplement
(τ P , v). It is however more convenient to average the supplemental terms when
performing such comparison, by integrating the expressions (5.17) and (5.18) over
those areas being parallel to faces Nr. 1. Then their ratio will be
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ψ ≈ e τ a
2 ε1
5 c0 ~2
Py
Px
H. (5.20)
For Py ≈ Px , τ ∼ 10−12 s, a = 3, 5 · 10−10 m, ε1 = 5 · 10−20 J (corresponding to
the width of the band ∆ε = 16ε1 = 5 eV), H = 8 · 106 A/m ∼ 105 Oe (being
typical experimental results published in [15]), we get from (5.20) ψ ≈ 0, 2. Thus
the field-supplement is a non-negligible quantity.
It has however to be emphasized here that the conclusion related to the
transversal character of the thermo- and galvano-magnetic effects at H ‖ [001],
having been drawn during our previous consideration of the electronic states in
the proximity of the S〈001〉 surfaces, will remain valid during an analysis of the
non-equilibrium terms for states in the proximity of the curved sheets Nr. 2 of
surfaces S〈001〉. To convince oneself, it will suffice to recall the definition (2.11)
of a S-surface, taking into consideration that the vector [v, ~∇] appearing in the
field-supplement (5.16) is perpendicular to v. Consequently, the scalar product
(H, [v, ~∇] ) vanishes for v ‖H attaining a maximum for v⊥H. This means that
our conclusion of the preference of small-angled orientations of martensite lamellae
for H ‖ [001] also applies for the field supplements to the electronic distribution
function f in the proximity of sheets Nr. 2 of the S〈001〉 surfaces, thus being a
general conclusion.
In the case of magnetically ordered austenite, the local field-induction vector
has to be used instead of vector H and also the effect of magnetostriction has
to be taken into account as the emerging lattice deformations can modify the
orientational effect. At H ‖ [001] and for a magnetostrictive constant of λ100 < 0
there will be produced compressive stress in the orientation [001] and, in the
orientations [100], [010] equal magnitudes of tensile strains (see §2, Chap. 23
in [159]). Considering the rule of matching between the compressive and tensile
axes and the habit planes indices, as discussed in Pt. 5.1.4, then there can also be
expected medium-angled {l h k} habits, in addition to the small-angled {l k h}
habits. It is worth to note that if H is oriented near [001], so that a larger dilatation
along one of the transversal axes is ensured, e.g. along [010], then the emergence
of {k l h} and {h l k}, with two fixed indices positions will be most likely for the
small- and medium-angled habits . For λ100 > 0 (i.e. dilatation along [001]), also
large-angled habits {h k l} must arise, apart from the small-angled habits.
We emphasize that the above orientational effect of an externally applied mag-
netic field can be discriminated with satisfactory reliability from orientational ef-
fects related to uni-axial elastic stress (like that produced by magnetostriction or
by externally applied stress), which would result in the appearance of medium-
angled (for compressive stress) and large angled (for tensile stress) orientations of
the lamellae in athermal martensite.
In sufficiently strong magnetic fields, the contribution of a non-equilibrium
electronic field-supplement to the orientational effect, which would have to become
more pronounced with increasing H, can be discriminated from the background
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of statical orientational effects are caused by the existence of demagnetization-
and anisotropy magnetic fields, the general impact of which will decrease with
increasing H.
In [244], the predominance of small-angled orientations of martensitic lamellae
has been reported, based on reproducible experiments with samples of 50X2H22,
77X2H22 steel, being characterized by low autocatalysis of the γ − α - transfor-
mation, both in magnetic field bursts and in constant field conditions. In these
cases, the orientational relationship is most pronounced if H is oriented parallel
to the 〈001〉-axes. This matches fairly well with our above prediction drawn from
our analysis of the effect of the non-equilibrium field supplement. Characteristic
of this effect is that an increase of H over a critical magnitude of Hc = 1, 1 · 107
A/m (related to the steel 50X2H22, where Hc is the magnetic field for which,
at a given temperature Texp = 203 K, the first martensite crystals emerge, i.e.
Texp −MS ≈ 100 K) results in an increase of the orientational effect, if H ‖ [001].
Similar results were obtained for the steel 77X2H22 (at Texp = 77 K, with a critical
field Hc ≈ 8, 76 ·106 A/m). Unfortunately, the results reported in [244], pertaining
to H ‖ 〈111〉, only relate to the specific case H = Hc, thus the dependence of
the orientational relationship on the magnetic field strength H has not been in-
vestigated. In accordance with the above considerations, it can also be concluded
that in the special case of H ‖ 〈111〉 an increase of H must lead to a reduction of
the orientational effect. In general, the results presented in [244] give evidence in
support of our findings based on the notion of the control of the growth process
of athermal martensite by longitudinal waves propagating near the 〈001〉 direc-
tions and, accordingly, also on the dominating role of the electronic states being
localized near the S〈001〉 surfaces.
5.4 Summary of chapter 5
Following our interpretation of the morphological characteristics of martensite
within the notion of a two-wave pattern, the main conclusions that we can draw
here are:
1. The habits of the Fe-Ni- and Fe-C-systems can be associated with a two-wave
pattern, where one of the waves, belonging to the longitudinal type, propa-
gates in the 〈001〉 direction, while the second wave is of a quasi-longitudinal
type, which can be determined on the basis of experimental data of elastic-
moduli at a given temperature MS .
2. The habits near {557} and {225} are characterized by the pairs of waves
propagating near the perpendicular axes of symmetry of the fourth and sec-
ond order 〈110〉, 〈001〉. By means of the criterion discriminating the most
favorable conditions for materialization of habits {557}: κ = cΣc−1∆ < κc
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and {225}: κ = cΣc−1∆ > κc enables us, in principle, to explain the default
of habit {225} in Fe-Ni-systems.
3. The habits near {259}, {3 10 15} are only associated with those waves prop-
agating near the fourth-order axes of symmetry. Possible causes for the
passivation of electronic states (located near the surfaces S〈110〉), being asso-
ciated with wave-generation in the 〈110〉 - direction, can be the anisotropy of
s-d-scattering processes and differences of the parameter εd − µ, depending
on the size of lattice-parameters as well as on the magnetic state of austenite.
4. The large-scale growth process of martensite is being controlled by long
displacement waves, acting in coordination with short displacement waves
which form the fine structure. It is possible e.g. to describe the formation
of a twinning-plane {110} analogous to that of a habit plane, in such a way
that a twinning-plane resembles the imprinted path of the moving line of
intersection of a pair of perpendicular short-wave fronts, including the pairs
of waves propagating perpendicular to 〈001〉. This of course does not im-
pede the description of the transformation of small areas within the concept
of stationary waves, as short-wave displacements can perform a multitude
of oscillations within half a period of the long-wave oscillations, whenever
favorable transformation conditions materialize, thereby enabling the lattice
to perform the transformation under optimized conditions. The oscillation
period can easily be estimated if one considers that the widths of the macro-
and micro-lamellae of the twins is within the order of magnitude of half of a
wave-length each of the long and the short displacements.
Of course, the general possibility of twinning being driven by the need for
periodic discharge of accumulated elastic strain energy, through lattice re-
arrangement, is no contradiction to our two-wave lattice control pattern,
which only emphasizes the main component.
On the other hand, the long-wave displacements, featuring a slower rate of
decay than short-wave displacements, are effective carriers of information
controlling the transformation of various regions of the specimen. Long-
wave displacements thus can attain a leading role in the formation of crystal
ensembles.
5. The knowledge of phase-relationships characterizing atomic displacements
being most favorable for the initiation of the martensitic transformation by
waves enables us to define rules related to the comparison of habits with
the directions of compressive and tensile stresses of the Bain-deformation
(based on a stereographic projection) (see end of Pt. 5.1.4). Using these
rules it is easily possible, among other things, to determine the predominant
orientation of martensite crystals, based on an orientational relationship with
the unidirectional elastic stress field arising at temperatures above the MS -
temperature.
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6. The rules derived from observations on packet-martensite are in accordance
with the conceptual view of martensite growth in which growth is controlled
by pairs of elasto-plastic waves. Within this notion, the deviations of the
habit planes of lath-crystals from the relevant pairs of Miller-indices, result-
ing in unequivocal orientation of martensite lamellae, can be put in relation
with the orientational deviations from the {11¯0} planes of the waves propa-
gating near the 〈110〉 axes.
7. The new mechanism of controlled lattice growth of athermal martensite
within an externally applied magnetic field, having been predicted after
an analysis of the non-equilibrium field-supplement to the electronic dis-
tribution function, is confirmed by experimental analysis on the morphology
of ensembles of martensitic mono-crystals, emerging within the austenitic
single-crystals when being subjected to the orientational action of an exter-
nal magnetic field.
Some additional remarks
1. The simple formalism establishing a link between the habit-plane and a given
pair of waves can be used for a phenomenological analysis of the involved
longitudinal and transversal waves, independently of causes and conditions
of their emergence, like generation under non-equilibrium conditions, local
lattice deformation associated with the nucleation of phases, or even excita-
tion by external sources. To take an example reported in [90], experiments
have been performed which aimed at an interpretation of habits of the type
{h h l}, being observable during the β → γ′, β ′′ - martensitic transforma-
tion of copper and gold based alloys [245], using a combined transversal and
longitudinal two-wave pattern.
2. An experimental verification of the relationship between a two-wave pattern
and the habits must, in the first step, comprise the determination of the κ
- parameters for a given pairs of waves at MS, as well as the selection of
the preferable parameters. Of course it suggests itself to confine our mea-
surements to those velocities of sound (for cubic crystals, at the orientations
∆, Σ, Λ) being sufficient for determination of the elastic moduli. This will
then enable us to calculate κ for any given pair of waves. In the second
step, it will be possible, by means of a pair of external hypersound gener-
ators (ν∼ 109 ÷ 1010 s−1), to excite the selected pair of waves in the single
crystal. This would raise, during a crystallographic analysis, the probabil-
ity for discovery of a habit-plane (already being known at the outset). It
should be noted here that the knowledge on the orientations of propagation
and the types of the waves which materialize a thermodynamically relatively
stable habit, should make it possible to perform such experiments even with
low-power generators. Moreover, using high-power generators, it should be
159
possible to achieve habits not occurring under natural conditions, in a given
type of crystal. For example, a habit (225) in the Fe-Ni-system. Most
promising would be an experiment for the case of a parameter κ being close
to the critical value κc. This way, using a predetermined orientation of c1,
e.g. c1 ‖ [001¯], it should be possible to materialize the cases shown in Table
5.3, simply by varying the orientation of c2.
Table 5.3. Miller-Indices of some habit-planes formed by a pair of waves, for a
variety of orientations of the second wave velocity c2 (c1 ‖ [001¯])
Orientation of c2 η Habit
[1 + η1, 1− η2, η] (5 + δ1, 5− δ2, 7)
[1 − η1, 1 + η2, η] −|ηc| ≤ η < 0 (5− δ1, 5 + δ2, 7)
[1 + η1, 1− η2, η] (2 + δ1 , 2− δ2 , 5)
[1 − η1, 1 + η2, η] 0 < η ≤ |ηc| (2− δ1 , 2 + δ2 , 5)
A large variety of possibilities for exertion of direct influence on directed gen-
eration and growth of martensitic structures in austenitic single crystals is
opened up by the combined application of magnetic, hypersound and conven-
tional treatment. We also want to point at future potential for development
of methods with two or three sources of ultrasound aiming at direct control
of the direction of crystallization immediately out of the melting (upon cool-
ing) and in the amorphous condition (upon heating), while these methods
can be of interest both for stationary as well as for moving waves. In the
latter case, it should be possible e.g. to produce of a chessboard-pattern
structure with alternating amorphous and crystalline regions, by usage of
two external sources of perpendicular waves.
3. The attractiveness of the two-wave pattern is mainly due to its potential
to materially demonstrate the possibility of flexible behavior of a dynamic
system, still being able to preserve the conditions for realization of thermody-
namically favorable phase-coupling, in spite of variations of key parameters
(in our case κe(0)). The materialization e.g. of habit (557) could thus be
attained due to the increasing deviation of the orientation of the velocity vec-
tor c2 from the direction 〈110〉, occurring coincidentally with an increase of
the parameter κe(0). As the energy being released during the transformation
serves as the source of a non-equilibrium, those waves producing the most fa-
vorable conditions of generation (as needed for preservation of temperature-
and chemical potential gradient) will develop and predominate. Due to the
continuous feedback effect, the system will enter into a condition enabling
it to flexibly follow and adapt itself to the most favorable thermodynamical
path, on the one hand, by its ability to tune the spectrum of generated waves
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(i.e. mode selection), and on the other hand, to select various velocities c2
out from an orientational cone around the 〈110〉 axis. Obviously, this point
of view is free of contradictions with general thermodynamical reasoning and
broadens them by an image of transformation dynamics.
4. Within the approach combining martensite growth with wave generation by
non-equilibrium electrons, it is obvious that the conceptual view of nuclear
growth can be complemented by means of a soliton-like description of the
motion of the phase-boundary, as the conditions required for their generation
(i.e. temperature- and chemical potential gradients) exist in the proximity
of the boundary.
The most important results relating to an interpretation of morphological
characteristics of martensite, within the frame of a wave-pattern, have been
published in [99], [56], [246–248]. The re-distribution of electrons during the
development of ferromagnetic ordering within a single-peak DOS environ-
ment is discussed in [216, 217], the results of which were used in [124].
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Chapter 6
Wave-model of motion for a
martensitic lattice boundary
The wave model under development for reconstructive martensitic transformations
is essentially based on the conceptual view of the stage of growth of the new phase
as a lattice deformation propagating in a wave-mode. As already discussed in
Chap. 1, there exists sufficient experimental evidence for a metastable condition
in the lattice of the pre-martensitic γ - phase at MS temperature. This means the
transition into the new lattice structure is inevitably associated with the need to
overcome the interfacial energy barrier, for any degree of supercooling, only be-
coming possible if the magnitude of lattice deformation ε exceeds a given threshold
value εth(MS). In our wave-model, we got ε = 4 uλ
−1, where u - wave-amplitude
and λ - wavelength, further assuming εth(MS) ∼ 10−3.
Under a condition of strongly pronounced supercooling, the transformation of
the austenitic lattice is associated with release of transformation heat and with
a sudden (jump-like) increase of volume. From the outset, the emerging marten-
site crystal exerts a thermal, electrical and mechanical influence on the interfa-
cial region Bγ−α between the phases, thereby causing a deviation of the local
thermodynamic state from equilibrium conditions. Under such non-equilibrium
conditions, amplification of atomic oscillations is generally possible, through the
generation and selective amplification of displacement-waves by means of non-
equilibrium electrons (i.e. instability of lattice oscillations by phonon-maser ac-
tion). The displacement waves in turn ensure a lattice-deformation close to
threshold-deformation. With regard to the aforementioned, it is obvious to con-
sider the non-equilibrium region Bγ−α as an active and highly excited medium,
being capable to generate, preserve and amplify cooperative waves, which in turn
induce a transition at ε ∼ εth(MS). This way the phonon-maser effect can be
defined as an effect based on positive feedback, by conversion of a fraction of the
released transformation energy into the energy of displacement waves. Further
surmising that these waves in turn ensure the overcoming of the energetic barrier,
then it is conclusive to interpret martensitic lattice growth as a self-sustaining
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wave-like process, during which the transforming Bγ−α region propagates in con-
junction with lattice displacement waves.
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6.1 Coordinated propagation of a displacement-
wave with a switching-wave of chemical po-
tential or temperature
We designate in general by a vector u the displacement of atoms participating
on an arbitrary wave motion in a non-transformed lattice area. Let us further
theorize that the wave is longitudinal with wave-length λ = 2 π/q >> a, where
a - lattice-parameter; q - modulus of the wave-vector q. Then, in a continuous
lattice model, we can express the equations of motion for displacements u in the
following way, using a frame of reference where the x-axis is collinear to u:
u¨− c2 u′′xx = χ c u′x, (6.1)
χ = −κq
{
1− σ0
σth
[
1 +
G2e tσ
~2 Γe
(u′ 2x + q
2 u2)
]−1}
. (6.2)
Here, c - velocity of sound; κq - wave-extinction without phonon-generation; tσ -
period for emergence of an occupational inversion σ0; σth - threshold-inversion; Γe
- extinction of electrons active during generation; Ge - resonance overlap integral,
which determines the width of an electronic band in tight binding approximation.
Eq. (6.1) can most easily be derived by confining our consideration of phonon gen-
eration to single-mode (related to the case of perfect resonance) and to adiabatic
approximation, leading to Eq. (3.49) for slowly varying phonon-field amplitudes
b˜+q , b˜q. The expression of effective extinction (6.2) is the same as in (3.49). The
transition to expression (6.2) can easily be performed by insertion of the explicit
form (2.4) of matrix-element W1 in (3.49), using the relations
b˜+q ≈
[
M N ωq
2 ~
] 1
2
exp [−i(ωq t− q x)]
(
u˙
i ωq
+ u
)
,
b˜q ≈
[
M N ωq
2 ~
] 1
2
exp [i (ωq t− qx)]
(
u− u˙
i ωq
)
,
∂ u
∂ t
≡ u˙ ≈ −c u′x
for the transformation of b˜+q , b˜q in (3.49).
Eq. (6.1) can be resolved, provided the class of relationship among the param-
eters appearing therein and the parameters x and t can be substantiated. Most
important is the relationship σ0 = σ0(x, t), whereas the relationships of the re-
maining parameters (c,κq, σth, tσ,Γe, Ge) with x and t is more or less irrelevant
and can thus be ignored, without introducing any significant error. According to
(3.23), (3.24), the quantity σ0(x, t) implicitly also depends on local temperature T,
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chemical potential µ and on their local gradients. Assuming steady motion of the
phase-boundary with a velocity V ∼ c, then it suggests itself to describe temper-
ature and chemical potential by means of ”solitary fronts” which propagate with
the velocity of sound: i.e. switching-waves (see e.g. [80, 249]). Thus the frontal
width l of such a switching wave practically determines the thickness of the trans-
forming region Bγ−α, being characterized by highly pronounced gradients∇T , ∇µ,
which in turn satisfy the threshold-conditions D0 ≡ σ0σ−1thM − 1 > 0 for phonon
generation. Taking this into proper consideration, we can assume σ0 = σ0(x−Vt).
As the amplification of a displacement-wave only is possible within the region of
Bγ−α, propagating at velocity V, a coordinated propagation of stationary switch-
ing waves and displacement waves can only be realized if V = c. Taking this for
granted, then we can search the solution of Eq. (6.1) in form of expression
u = u(x− c t) ≡ u(ξ). (6.3)
After insertion of (6.3) in (6.1) we get a set of equations
∂ u
∂ ξ
= 0,
(
∂ u
∂ ξ
)2
+ q2 u2 − D0(ξ)
β0
= 0, (6.4)
where β0 = ~
−2G2e tσ Γ
−1
e . The first equation in (6.4) delivers a trivial solution,
not matching with our expected spatially inhomogeneous distribution of local dis-
placement at the starting moment. Solutions of the second equation of (6.4) only
exist for D0 ≥ 0, i.e. in the Bγ−α region. If we characterize the region of Bγ−α by
means of inequalities −l ≤ ξ ≤ 0, further assuming that T and µ linearly depend
on ξ - within the Bγ−α region - then we can use the following expression for D0
D0(ξ) =


const1 ≥ 0, ξ ∈ [−l, 0];
const2 < 0, ξ /∈ [−l, 0].
(6.5)
Thus the solution of the second equation in (6.4), being confined to the region
Bγ−α, will look as follows:
u (ξ) =
1
q
[
D0(ξ)
β0
] 1
2
sin (q ξ + ϕ). (6.6)
The value of the phase-term ϕ in (6.6) can be determined from the additional
conditions imposed on u at the starting moment t = 0, at the boundaries of the
segment [−l, 0].
Solution (6.6) is based on the requirement of equality of the velocities of the
displacement-wave and of the switching-waves for T and µ. Within this context
it is reasonable to discuss here the limitations imposed on our model-parameters
by the above requirement. According to [80], a switching-wave can be defined by
a non-linear equation of the diffusion-type:
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ψ˙ = F (ψ) + d ψ′′xx, (6.7)
where d - diffusion coefficient, ψ - dimensionless variable of the type ψ = ψT =
(T−Tγ)/(Tα−Tγ), or ψ = ψµ = (µ−µγ)/(µα−µγ) and F (ψ) - non-linear function.
Assuming that F (ψ) ≥ 0 and Eq. F (ψ) = 0 only has two solutions, namely ψ = 0
and ψ = 1, corresponding to the values of ψ in the γ - and α - phases, then we get
for velocity V [80]:
2 (d F ′ψ(0))
1
2 = 2

d dF
dψ

ψ=0


1
2
≡ Vmin ≤ V. (6.8)
In accordance with (6.8) the equality V = c is possible for Vmin ≤ c. We estimate
Vmin by assuming that Vmin 6= 0. For it, F (ψ) must be materialized. A function
F (ψ), being compatible with the conditions F (0) = F (1) = 0, F ′ψ(0) 6= 0, can
always be expressed in the form
F = τ−1 ψ (1− υ(ψ)), (6.9)
where υ(ψ) = 1 only for ψ = 1 and υ(0) = 0, τ - constant with temporal dimension.
It follows from (6.9), that F ′ψ(0) = τ
−1 and Vmin = 2(d/τ)
1/2:
Vmin = 2
(
dT, µ
τ
) 1
2
. (6.10)
In the case of a temperature-wave (T-wave) the coefficient d ≡ dT is the
temperature- conductivity (dT ∼ 10−5 m2s−1 for iron-alloys). In the case of chem-
ical potential (µ - wave), the coefficient d ≡ dµ can be determined in accordance
with (3.46) by means of the specific conductivity σγ in the form of
dµ =
2
3
σγ µγ
e2 nγ
and dµ ∼ 4 · 10−4 m2/s.
Let us come back to the condition V = Vmin = c and estimate τ from (6.10)
for c = 5 · 103 m/s. This delivers τ ≡ τT ∼ 2 · 10−12 s, τ ≡ τµ ∼ 6 · 10−11 s.
Using a linear approximation for the profile of the frontal region of the switching
wave, we get for l the following relationship with τ , using the condition Vmin = c:
l = Aτ c, where A - a figure not larger than a few units, depending on the form of
expression υ(ψ) in (6.9). For υ(ψ) = ψ, e.g., we have A = 4, according to [249],
thus l = lT ∼ 4 · 10−8 m or l = lµ ∼ 10−6 m, respectively. Taking into account
that the optimum size of the region being deformed by the displacement-wave
corresponds to λ/2 in the wave model, then we can assess the minimum value q
in (6.6) using the relation l ∼ λ/2 = π/q: q = qT ∼ 10−2 π/a for l = lT and
q = qµ ∼ (10−4 ÷ 10−3)π/a at l = lµ.
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Strictly speaking, expression (6.5), when used for resolving (6.4), would require
the following form of the function ψ:
ψ = θ(−η − 1)− η [θ(η + 1)− θ(η)], (6.11)
η =
(x− c t)
l
≡ ξ
l
,
which will only be satisfied after replacement of expression (6.9) for F (ψ) by a
rectangularly shaped pulse-function:
F (ψ) =
1
τ
θ (ψ) θ (1− ψ). (6.12)
In (6.11), (6.12) the function θ - Heaviside unit-function:
θ (ψ) =
{
1 , ψ > 0,
0 , ψ < 0.
Such an approximation of the wave profile and of F (ψ) should be fully satisfactory
for a qualitative consideration, after having determined the speed of propagation
of the switching-wave.
6.2 Coordinated propagation of a pair of
displacement-waves with the switching-wave
of T (µ)
Let us extend the results of Pt. 6.1 to the case of a pair of longitudinal waves
propagating with the velocities c1 and c2 in non-collinear directions of axes x1 and
x2, in that we surmise, as done in Chapter 5, that the formation of a martensite
lamellae of thickness ∼ λ1, ∼ λ2 (λ1,2 - wave lengths) is performed by the asso-
ciation of the areas subjected to synchronized tensile and compressive stress, the
main axes of which being oriented parallel to x1 and x2, respectively. If we start
our conceptual view with a pair of waves of type (6.6), featuring infinite flat fronts,
it will be obvious that the specific region in which the combination of tensile and
compressive stress being required for a martensitic transformation (also combined
with the release of transformation energy) is granted, is identical with the region
of wave-imposition, propagating in the same direction and with the same velocity
c = c1+ c2 (if c1⊥ c2), that is the line of intersection of the (perpendicular) wave
fronts. Consequently, the stationary wave pattern must correspond with the region
Bγ−α bound in both x1 and x2 directions and moving with velocity c. In other
words, a stationary propagation of the pair of displacement-waves in cooperation
with the switching wave is feasible, if the latter one propagates with a velocity V
167
= c = c1 + c2. This also means that, in the case of a displacement-wave, the re-
quirement V = c is to be replaced by the requirement Vx1 = c1, Vx2 = c2. Within
our following considerations, the actual orientation of the axes x1 and x2 will be
of no fundamental importance. Thus we shall further on consider x1 ⊥ x2. With
consideration of (6.6) it is possible to note the expression for the displacements
ui, with i = x1, x2 in the form
ui =
1
qi
[
D0 i
β0 i
] 1
2
sin (qi ξi + ϕi). (6.13)
However, the term D0i already depends on two variables ξ1 = x1 − c1t and ξ2
= x2 − c2t, as the region of Bγ−α, in which D0 i > 0, is in simultaneous motion
both in the x1 - and x2 - directions, while featuring limited dimensions ∼ l1,
l2 in both directions. This means that each of the expressions (6.13) describes a
stationary wave bundle moving together with the switching wave. The most simple
switching-wave model (see Fig. 6.1), corresponding to the wave beams (6.13), can
be prescribed by the expression
ψ =
[
1 +
c2
c1
η2
] [
θ
(
η2 +
c1
c2
)
− θ(η2)
]
θ
(
− η1 − c2
c1
η2 − 1
)
+
+
[
1− c2
c1
η2
] [
θ(η2)− θ
(
η2 − c2
c1
)]
θ
(
− η1 + c1
c2
η2 − 1
)
−
− η1 [θ(η1 + 1)− θ (η1) ]
[
θ
(
η1 +
c2
c1
η2 + 1
)
− θ
(
− η1 + c1
c2
η2 − 1
)]
,
(6.14)
η1 = (c1 ξ1 + c2 ξ2) d˜
−1 , η2 = (c2 ξ1 − c1 ξ2) d˜−1,
where d˜ = c1l1 + c2l2; the coordinates η1, η2 are mutually perpendicular and
located in the plane ξ1 and ξ2, where the axis η1 is oriented parallel to V. If the
definition of the Heaviside θ - function is taken into consideration, it will be easy to
understand that the first row of Eq. (6.14) describes the distribution of the reduced
temperatures (chem. potentials) ψ in the region OA3A1A
′
1, the second row in the
region OA3A2A
′
2, and the third row in the region A1O1A2A3 as illustrated in Fig.
6.1. Put in another way, (6.14) is sub-divided into terms corresponding to the flat
sectors of the triclinic surface ψ.
The peripheral points of the plane (x1, x2), supposed to be reached by the
switching-wave at an instant t, are the points of segment A1A2 of the straight
line η1 = 0 (see Fig. 6.1) on which ψ = const = 0. Consequently, this segment
belongs to the switching-wave front (note that in an orientation perpendicular
to x1 and x2 , the switching-wave front is unlimited). The velocity of motion of
the points belonging to the segment A1A2, related to the frame of reference x1,
x2, is easy to find, after having noted that the conditions η˙1 = 0, η˙2 = 0 are
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Figure 6.1. Model of a switching-wave propagating in conjunction with two
wave-beams. The coordinates of the points are: A1: (η1 = 0, η2 = − c1/c2 ), A2:
(η1 = 0, η2 = c2/c1 ), A3: (η1 = −1, η2 = 0); further explanations are given in the
text.
satisfied for any point of segment A1A2, from which it can be concluded that - in
the frame of reference x1, x2 - the velocity r˙ of the wave-front is equal to V =
c1+c2. Obviously, for η˙2 → ±0 the expression (6.14) transforms into (6.10). Then
it will be possible to determine the expressions for the time τ and the coefficient
of diffusion d, assuming that the quantity V = (c21 + c
2
2)
1/2 corresponds to the
minimum velocity of the switching-wave 2 (dτ−1)1/2, and by consideration of the
relationship ψ˙ = ψ′η1 η˙1 = −η˙1 = τ−1, resulting from (6.7), (6.10) and (6.11), where
η˙1 = − c2/d˜:
τ =
d˜
V 2
, d =
1
4
V 2 τ =
1
4
d˜. (6.15)
For a given d, relationship (6.15) delivers the connection between l1 and l2, and
thus also among the lengths of the displacement-waves, propagating along the x1
and x2 -directions, because l1 ∼ λ1 ∼ q−11 and l2 ∼ λ2 ∼ q−12 .
Finally we have to note that, within the notion of a solitary wave front sepa-
rating regions with different stationary values of T and µ, the description of T and
µ only is an approximation, as the diffusion-processes proceeding perpendicular to
V will modify the profile of a two-dimensional wave with increasing time. Thus
the real profile of the T - and µ - waves would only feature a shape near their
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stationary value if they were located close to the Bγ−α region.
6.3 Stationary wave of relative spatial deforma-
tion ε˜ during the γ − α - transformation
6.3.1 ε˜ - trigger-switching - wave in absence of
displacement-waves
The displacement-waves generated in the Bγ−α region ensure the lattice deforma-
tion required for a cooperative overcoming of the energy-threshold separating the
structural α and γ states. These structural α - and γ - states are characterized
by different values of static (permanent) displacements. However, the states of
the α - and γ - phases feature different T -, µ - values, a fact not having been
explicitly considered in our previous treatise. We shall now focus our analysis on
the static deformations and only consider the relative change of volume during
the transformation or, put in other words, characterize the γ - and α - phases by
their relative volume deformation ε˜, where ε˜γ = 0 and ε˜α = 2, 4 · 10−2, being a
value typical of the volume effect of the Bain-deformation (see also Pt. 1.4). The
tilde-sign (∼) is introduced to distinguish the relative volume deformation ε˜ from
the associated linear deformation ε being produced by a displacement-wave. In a
system comprising two stable states (ε˜ = ε˜α, ε˜ = ε˜γ ), being separated by certain
barrier, the propagation of a trigger-switching wave (TSW) is possible in princi-
ple [80, 250]. However, for its generation, an initial level of excitation (ε˜ = ε˜0)
is required, which must at least exceed the threshold-value (ε˜ = ε˜th). It is also
known that an ε˜ - wave of the triggering type, propagating along the x-orientation,
satisfies the relationship
˙˜ε = dε˜ ε˜
′′
xx + F (ε˜), (6.16)
for which, in contrast to (6.7), the non-linear function F (ε˜) for ε˜ = ε˜γ = 0,
ε˜ = ε˜th > 0, ε˜ = ε˜α > ε˜th must vanish. The most simple expression for F (ε˜) thus
may look as follows:
F (ε˜) = − 1
τε˜
ε˜ (ε˜− ε˜th) (ε˜− ε˜α), (6.17)
where τε˜ - constant with the dimension of time. The stationary solution ε˜ =
ε˜ (x−Vε˜ t) ≡ ε˜ (ξ) of wave-equation (6.16), comprising a non-linearity (6.17), will
look as follows:
ε˜ =
1
2
ε˜α [1− tanh (2 ξ l−1ε˜ )], (6.18)
lε˜ =
4
ε˜α
(2 dε˜ τε˜)
1
2 . (6.19)
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In contrast to the T - and µ - waves - resembling so called phase - switching
waves (PSW) [250]), which dispose of a velocity-continuum V ≥Vmin - a TSW
only features a single (discrete) velocity:
Vε˜ =
[
dε˜
2 τε˜
] 1
2
(ε˜α − 2 ε˜th). (6.20)
In order to interpret these results, we recall that Eq. (6.16) can be expressed
in the notation of the Landau-Halatnikov-Eqaution (see e.g. [251]):
˙˜ε = −Γ δΦ
δ ε˜
,
where Γ - kinetic coefficient (not to be confounded with electron-extinction); Φ -
fraction of free energy depending on ε˜; δΦ/δ ε˜ - functional derivative of Φ by ε˜,
Φ =
∫
d V
{
A
2
ε˜ 2 +
1
3
B ε˜ 3 +
1
4
G ε˜ 4 +
1
2
P
(
∂ ε˜
∂ x
)2}
, (6.21)
where A/G = εth ε˜α, B/G = − (ε˜α + ε˜th) , ΓG = τ−1ε˜ , Γ P = dε˜. Our model
(6.21) for Φ represents a 1st order phase - transformation, because A > 0, B < 0,
G > 0. If, in addition, dB/dT < dA/dT < 0, then the elastic moduli will feature
a normal temperature dependence during cooling, ε˜th and the level of the energy-
threshold Φ0(ε˜th), which separates the states ε˜ = ε˜γ, ε˜ = ε˜α, will subside and
remain a finite quantity. If we use the notation Φ0 for Φ at ∂ ε˜/∂ x = 0, and
consider that
Φ0(ε˜γ) = 0, Φ0(ε˜α) =
V A ε˜ 2α (2 ε˜th − ε˜α)
12 ε˜th
, (6.22)
Φ0(ε˜th) =
V A ε˜ 2th (2 ε˜α − ε˜th)
12 ε˜α
,
where V - volume of the system, it becomes obvious from (6.20) and (6.22), that
Vε˜ ∼ (Φ0(ε˜γ) − Φ0(ε˜α)), being proportional to the driving-force of the transfor-
mation, and Vε˜ = 0 at T = T0, being corresponded by the value of ε˜th = 1/2 ε˜α.
We should however remark that, in order to excite a TSW, being in motion with
non-vanishing velocity Vε˜ at a temperature T near T0, there would be required
large initial values of ε˜0 of about ∼ 1/2 ε˜α.
The frontal width lε˜ of a TSW, as defined by (6.19) (with linear approximation
of its profile), is determined by parameters A and P in the function (6.21), in the
form
lε˜ = 4
[
2 ε˜th P
A ε˜α
] 1
2
. (6.23)
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To perform an evaluation of lε˜, let us first express P by means of the specific
surface-energy Es and A by the additional assumption
Es =
∞∫
−∞
d x P
(
∂ ε˜
∂ x
)2
. (6.24)
After substitution by (6.18) in (6.24), and with consideration of (6.23) we get:
Es =
1
6
[
ε˜α P A
2 ε˜th
] 1
2
ε˜ 2α, (6.25)
i.e.
P = 72 E2s
ε˜th
A ε˜ 5α
.
Using (6.22), we can express ε˜th by the following notation:
ε˜th = Aε˜
3
α
[
2Aε˜ 2α − 12
(
∆Φ0
V
)]−1
. (6.26)
According to the calculus in [58], it is justified to assume for the γ − α - transfor-
mation of iron-based alloys: ∆Φ0(MS)/V ≈ (4/3)Q, where Q - specific reactive
heat (it will be surmised that one fourth part of ∆Φ0/V is needed for the forma-
tion of the phase-boundary, thus providing an explanation for the factor (4 / 3)
associated with Q). E.g. for the alloy H30: Q ≈ 3 · 108 J m−3 [22]. Thus we get
for A ≈ 2 · 1011 J m−3 - being a typical value of the compressive modulus - from
(6.26): ε˜th ≈ 5, 4 ·10−4. Taking a value of 0,2 J m−2 for Es [252], we can determine
from (6.25) and (6.23): P ≈ 10−6 J m−1, lε˜ ≈ 1, 9 · 10−9 m ≈ 5 a, i.e., the width of
the front lε˜ is about 5 times as large as the lattice-parameter of the γ - phase.
Some additional remarks:
1. The data presented in [252] mainly relate to the surface energy of a static
phase-boundary, whereas, in our above compilation of Es, we used the solu-
tion (6.18) pertaining to a moving phase-boundary, which, strictly speaking,
would only be justified for the case of a temperature close to T0, and with
Vε˜ ≈ 0. In case of an arbitrary temperature, the value Es of a static phase-
boundary can however be calculated using the general approach related to
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the determination of the boundary energy of a ferromagnetic domain in [71]:
Es =
(
PA
2
) 1
2
ε2α
27 n2
{
6
√
2 (n− 1) (n2 − n + 1)−
−
√
3 (n− 2) (n− 2) (n− 1) + 2√
n
(2n− 1) (n− 2) (n+ 1) ×
× ln
∣∣∣∣∣2 (2n− 1) + 3
√
2n (n− 1)
n− 2 +
√
3n (n− 2)
∣∣∣∣∣
}
(6.27)
where n = ε˜α ε˜th. A comparison between (6.27) and (6.25) shows that for
T = T0 , (ε˜α = 2 ε˜th), (n = 2) the expressions for Es match, as required. For
T = MS, if n >> 1, we get from (6.27):
Es ≈ (PAn)
1
2
27
√
2
ε˜ 2α
{
6
√
2−
√
3 +
+ 4 ln
∣∣∣∣∣ 4 + 3
√
2√
3 + 1
∣∣∣∣∣
}
≈ 0, 3 (P An) 12 ε˜ 2α, (6.28)
being about 2,5 - fold larger than the result obtained from (6.25). Thus we
obtain with Es ≈ 0, 2 J m−2 the values P ≈ 4 · 10−7 J m−1 and lε˜ ≈ 2 a.
2. In the papers [17, 19], dealing with Es, a ratio of
Es ≈ Φ0(ε˜th)
V
lε˜,
was used, which can also be expressed by
Es ≈ 1
3
(
P A ε˜th
ε˜α
) 1
2
(
2− ε˜th
ε˜α
)
ε˜ 2th, (6.29)
after consideration of (6.22), (6.23). At T = T0, ε˜α = 2 ε˜th, Eq. (6.29)
realistically delivers the order of magnitude of the quantity Es, however at
T = MS and ε˜α ≥ 10 ε˜th, the ratio between Es, as determined from (6.25) or
(6.27), and the value of Es derived from (6.29), is of an order of magnitude
of (ε˜α/2 ε˜th)
3 ≥ 104, thus we can conclude that the assessment from (6.29)
is not realistic in principle.
3. If the motion of the phase-boundary resembles a thermally activated pro-
cess, being controlled e.g. by a diffusion-process, then the quantities Vε˜ and
thus also Γ, dε˜ and τε˜ should exhibit a strongly pronounced (exponential)
dependence on temperature.
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4. In order to determine Γ, dε˜ and τε˜ by means of our model (6.21) of the
potential Φ, it should suffice to know the experimentally determined value
Vε˜ , provided the quantities A, ε˜α , ε˜th, P are previously given. We shall use
the expressions suffixing Eq. (6.21), and write Vε˜ in the form
Vε˜ = Γ
[
P A
2 ε˜th ε˜α
] 1
2
(ε˜α − 2 ε˜th) (6.30)
thus highlighting the proportionality between Vε˜ and Γ.
5. Besides the potential (6.21) there is frequently used a potential which only
depends on even powers of ε, i.e. ε˜ 2 , ε˜ 4 , ε˜ 6. In this particular case,
being qualitatively analogous to that relating to (6.21), it is easily possible
to perform a consideration of the triggering-switching wave (TSW), using
the results of [253].
6.3.2 Effect of the displacement-waves on the velocity of
the ε˜ - switching-wave
The relationship between the velocity Vε˜ and the temperature, in conjunction
with the parameters included in (6.20), is not typical of the γ − α - MT. That
is no surprise, as the mechanism being responsible for the cooperative charac-
ter of the transformation is not expressed explicitly neither in Eq. (6.16) nor
in Eq. (6.21). In the two-wave model however, the cooperative nature of the
lattice-transformation is linked up with displacement-waves, which, during their
propagation, ensure the attainment of the threshold-deformation-level in the Bγ−α
region. As soon as this threshold-deformation is surpassed, irreversible deforma-
tions up to the value of ε˜ = ε˜α will be produced, resulting in the development of
an ε˜ - wave. Obviously, this conceptual view of martensite crystal growth must
take for granted the motion of the ε˜-wave into x-direction with a velocity c, being
equal to the geometric sum of the velocities of each individual displacement wave.
That becomes a possibility when, as a result of the interaction of the ε˜ - TSW and
the displacement waves, the ε˜ - TSW is converted into a wave featuring more than
one discrete velocity Vε˜, i.e. a velocity continuum, like a PSW. In mathematical
terms, the effect of the displacement waves at the points of the Bγ−α region is
expressed in such a way that there occur in sequence the events of approaching,
confluence and finally, of disappearance (so-called ”Folding-Catastrophe” [254]) of
two singular points ε˜γ and ε˜th. As a result, only a singular stable point ε˜α will
remain, to which the system tends (see Fig. 6.2).
In the latter case, the ε˜ - wave can generally propagate with any arbitrary
velocity, since the region deformed by the displacement waves becomes unstable
against any positive fluctuation. As the aforementioned vanishing process of par-
ticular points, propagating with velocity c in space, is caused by the action of
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Figure 6.2. Development of a ”Catastrophe” of the folding-type: Curve 1 -
path of the function (6.17) in absence of displacement waves; Curves 2 and 3
are associated with the confluence and disappearance of discrete points ε˜γ , ε˜th ,
respectively.
displacement waves, just this velocity proves to be the only one highlighted in the
velocity continuum of the modified ε˜ - wave. The vanishing of the discrete points
ε˜γ and ε˜th of the function F (ε˜) can be taken into consideration by adoption of
an addend of the ”field-type” in (6.21): −σ˜ (ε˜u) ε˜, where σ˜ (ε˜u) - pressure and
ε˜u - volume deformation associated with the displacement-waves. If we further
infer that σ˜ (ε˜u) = Kε˜u, with K > 0, and equalize the conditions for confluence
ε˜γ , ε˜th → ε˜′γ = ε˜′th ≈ ε˜th/2 of the discrete points ε˜γ and ε˜th with the condition
ε˜u = ε˜
′
γ, then we can determine K = A/2. Thus, within the framework of our
considered model, ε˜th (MS) = ε˜
′
γ ≈ ε˜th/2.
This way our consideration of displacement waves, which ensure the cooperative
lattice transformation in the growth-stage, leads to a conceptual view of the motion
of the martensite lattice-boundary with a velocity c, only weakly depending on T ,
its magnitude corresponding to that of the velocity of sound. More than that, if c
is the geometric sum of c1, c2, than c can even exceed the velocity of sound in the
direction given by c. We recall that supersonic speed of growth has been observed
during the passage of a detonation wave through steel [30, 31].
6.3.3 The ε˜ - Modified-Switching-Wave
Let us now consider in more detail the ε˜ - Modified-Switching-Wave (ε˜ - MSW),
related to the case of the confluence of the discrete points ε˜γ, ε˜th (Curve 2 in Fig.
6.2): ε˜ ′γ = ε˜
′
t ≈ ε˜th/2. Such a wave can generally be described by an equation of
the form
˙˜ε = dε˜ ε˜
′′
xx +
1
τε˜
(ε˜− ε˜ ′th)2 (ε˜α − ε˜) , (6.31)
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in which, by way of contrast to (6.16), the non-linear function F (ε˜) only features
two values ε˜ ′th, ε˜α, corresponding to the requirement F (ε˜) = 0
1. Let us now
introduce the designations
Z =
ε˜− ε˜ ′th
ε˜α − ε˜ ′th
, τ˜ =
τε˜
(ε˜α − ε˜ ′th)2
, (6.32)
and a dimensionless time t˜ and spatial coordinate x˜:
t˜ =
t
τ˜
, x˜ = x
(
1
dε˜ τ˜
) 1
2
. (6.33)
Then we can write Eq. (6.31) in the form
Z˙t˜ = Z
′′
x˜x˜ + Z
2 (1− Z) . (6.34)
The solution Z is of the travelling-wave type Z = Z(ξ)
Z (ξ) ≡ Z (x˜+ c˜ t˜) , (6.35)
where c˜ - dimensionless wave-velocity
c˜ = c
(
τ˜
dε˜
) 1
2
, (6.36)
corresponds to the equation
Z ′′ξ ξ − c˜ Z ′ξ + Z2 (1− Z) = 0. (6.37)
In case of large values c˜ 2 >> 1 it is possible to use a simplified procedure for
resolving Eq. (6.37), by introduction of a row of additive terms with increasing
powers of the small parameter c˜−2. This procedure is described in detail in [249].
Taking the velocity c = |c1+ c2| as given (see Pt.6.3.2) and the condition c˜2 >> 1
as satisfied, then we will be able to assess the frontal width of the ε˜ - SW. Following
[249], we designate
ϕ = −c˜ Z ′ξ (6.38)
and transform (6.37) into the coordinate frame of a phase plane:
1
c˜ 2
d ϕ
dZ
=
ϕ− Z2 (1− Z)
ϕ
. (6.39)
Let us now search for a solution of (6.39) in the form of
ϕ
(
Z, c˜−2
)
= g0 (Z) + c˜
−2 g1 (Z) +
(
c˜−2
)2
g2 (Z) + · · · . (6.40)
1Notice that equation (6.31) has the solution (6.18) for the solitary wave front propagating
with velocity (6.20)
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After insertion of (6.40) in (6.39) and equalizing the terms with identical powers
(c˜−2) we get:
g0(Z) = Z
2(1− Z), (6.41)
g1 (Z) = g0
d g0
dZ
= Z3 (1− Z) (2− 3Z) , (6.42)
g2 (Z) =
d
dZ
(g0 g1) = 2Z
4 (1− Z) (1− 2Z) (5− 6Z) . (6.43)
We determine the dimensionless frontal width l˜ of the ε˜ - PSW from [249] by
the ratio
l˜ ∼ 1
Z ′ξ(Z0)
, (6.44)
in which Z0 is a solution of the equation
d ϕ
dZ
= 0 (6.45)
corresponding to the flex point of the function Z(ξ), i.e. Z ′′ξ ξ = 0 for Z = Z0.
From (6.45) and (6.40) - (6.43) we can immediately find
Z0 =
2
3
+
14
27
c˜−2 +O
(
c˜−4
)
. (6.46)
After insertion of (6.46) in (6.40), and with consideration of (6.38), we get
Z ′ξ(Z0) =
1
c˜
4
27
+O
(
c˜−5
)
. (6.47)
Making use of (6.44), (6.47), we get
l˜ ∼ 27
4
c˜. (6.48)
If we turn over to dimensional quantities with consideration of (6.36) and (6.33),
we get from (6.48)
l ∼ 7 c τ˜ = 7 c τε˜
(ε˜α − ε˜ ′th)2
≈ 7 c τε˜
ε˜ 2α
, (6.49)
in which the condition ε˜ ′th << ε˜α is appropriately considered.
Up to now, the constant τε˜ with the dimension of time played the role of
a free phenomenological parameter, the determination of which would have to
consider certain additional condition. This condition results from the general
requirement of coordinated propagation of atomic displacement waves (the waves
ensure the attainment of a threshold-deformation ε˜ ′th) with coexistent temperature
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(T ) chemical potential (µ) and ε˜ - switching waves, as this requirement takes for
granted that the a.m. conditions of equalized wave-propagation velocity as well
as that of equalized spatial scale of the frontal widths of the T -, µ - and ε˜ -
SW’s. In fact, an unambiguous relationship between electrochemical potential
µ and electron-concentration (and thus also with specific volume) inhibits the
materialization of a PSW of the µ - type with frontal width lµ, which would
substantially differ from the frontal width of the ε˜-wave. It is nonetheless justified
to assume that also the process of heat-emission, being represented by the non-
linear function F (ψ) introduced in Eq. (6.7), will occur in a region with ε˜ > ε˜ ′th,
i.e. in the frontal area of the ε˜ - MSW. Thus it is justified to introduce the following
additional condition:
l ∼ lµ ∼ lT ∼ λ/2, (6.50)
where λ - length of a displacement-wave with magnitude of about (10−7 ÷ 10−6)
m. For the aforementioned region of λ we can determine from (6.50) and (6.49)
with c ∼ 5 · 103 m/s τε˜ ∼ 2 (10−15 ÷ 10−14) s. The time τ˜ = τε˜/(ε˜α − ε˜ ′th)2, which,
according to (6.49), determines the frontal width l, is of an order of magnitude of
10−11s for ε˜α ∼ 2, 4 · 10−2.
Now it is easy to convince ourselves that, for τε˜ ∼ (10−15÷ 10−14) s, our initial
assumption c˜2 >> 1, used for our above analysis, is satisfied. Thus we can also use
the relationships linking up the quantities dε˜, τε˜ with Γ, P, A, ε˜α, ε˜th, appearing
in Eq. (6.21), to determine
dε˜
τ˜
=
P ε˜th ε˜α
τε˜ τ˜ A
≈ P ε˜th ε˜
3
α
Aτ 2ε˜
. (6.51)
From (6.51), we can determine for P ∼ 4 · 10−7 J/m, A = 2 · 1011 J/m3,
ε˜th ∼ 10−3, ε˜α ∼ 2, 4 · 10−2, τε˜ ∼ (10−15 ÷ 10−14) s the value of dε˜/τ˜ ∼ (102 ÷ 104)
m2/s2 . Then we obtain from (6.36) the quantity c˜ 2 for c ∼ 5 · 103 m/s, delivering
c˜ 2 ∼ (105 ÷ 103) >> 1.
Remarkably, for the same values of P, A, ε˜th, ε˜α, and τε˜ ∼ 10−14 s, we obtain
a kinetic coefficient Γ ∼ 10−2 m3 /(J s), and then, in accordance with (6.30), the
velocity of the TSW Vε˜ ∼ 10 m/s is almost three orders of magnitude smaller than
the speed of growth of a martensite crystal.
Large values of c˜ 2 justify the omission of two addends of an order of magnitude
of c˜−2 and, all the more, those of an order of magnitude of c˜−4, c˜−5 appearing in
Eqs. (6.47), (6.46) without introducing any significant error. This also means
that, when breaking down Eq. (6.40), it is justified to confine our further analysis
to the first addend. This approximation corresponds to an omission of the second
derivative Z ′′ξ ξ in Eq. (6.37). After elementary integration of Eq. (6.37) we are
able to find the expression defining the shape of the ε˜ - modified-wave:
Z
(1− Z) exp (Z−1) = exp
(
ξ
c˜
)
. (6.52)
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Figure 6.3. Phase-Switching-Wave (PSW) profile of relative volume deformation.
As a result of (6.52), we obtain Z → 0 for ξ → −∞, and Z → 1 for ξ → +∞.
Fig. 6.3 shows the profile of the ε˜ - wave, as obtained from Eq. (6.52), as well
as the width l˜ as obtained from Eqs. (6.44) and (6.48). It is obvious from Fig.
6.3 that the wave-profile is asymmetric in relation to the point with coordinates
Z = 1/2, ξ/c˜ = −2, which does not correspond to the flex point (Z = 2/3,
ξ/c˜ ≈ −0, 807) of the function (6.52), and is characterized by a more moderate
variation at Z → 0 in relation to a variation at Z → 1. This in turn justifies to
some degree the usage of the band-structure of the fcc-phase of iron for an analysis
of the conditions for displacement-wave generation.
6.4 Summary of Chapter 6
Let us summarize as follows:
1. Within the framework of the wave-model, our qualitative approach as pro-
posed in Chap. 6 is mainly based on the presumption that several of the
mutually - connected processes, which are propagated in a wave regime, de-
termine the growth mechanism of martensite crystals.
2. In the particular case of missing atomic displacement-waves, the width of
the moving boundary between the adjacent phases is mainly determined by
the frontal width lε˜ of the ε˜ - TSW, corresponding to some lattice-constants.
In the case of non-vanishing atomic displacement-waves, which ensure the
required threshold-deformation, the ε˜ - wave transforms into a modified-
switching wave of frontal width l, being characterized by a displacement-
wavelength λ. For λ/2 ∼ (10−7 ÷ 10−6) m, the quantity l is about two
to three orders of magnitude larger than lε˜. The region Bγ−α, comprising
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highly pronounced inhomogeneities of temperature and chemical potential,
basically corresponds with the frontal structure of the modified ε˜ - wave.
The complicated structure of the wave-process justifies the introduction of
the special term ”transformation-wave”, closely related to the growth stage
of martensite, also having been used in [77], but without specification of the
wave-structure.
3. The cooperative character of the structural transformation, being the most
typical phenomenological feature of martensitic transformations, is ensured
by a phonon-maser effect occurring in the Bγ−α - region, which transforms
a fraction of total reaction energy into energy of the atomic displacement
waves.
4. The specification of the pattern of growth control of a martensite crystal by
a pair of waves, as developed in Chap. 5, is reduced with the replacement
of the lattice displacement waves with infinite frontal dimensions by wave-
beams. The notion of wave-beams, i.e. of displacement-waves with finite
frontal dimensions, suggests itself for the description of the growth process
of a cylindrical macronucleus (see Pt. 1.3), whose lateral dimension will just
determine the minimum dimension of the wave front.
5. In order to provide further evidence for our interpretation by the notion
of wave- beams, it may be of crucial interest to investigate how efficiently
crystal-growth can be stimulated by means of two external sources of hyper-
sound, and its relationship with the dimensions of the wave-front sources,
with the aim of an improved specification of the transformation pattern
treated in the final part of Chap. 5. In particular, getting over to closely lo-
cated and properly oriented linear emitters with lateral dimensions of about
≤ 10−6 m might make possible the simulation of a generation mechanism
with long-wave components of the displacement waves, during the develop-
ment of a single nucleus. It cannot be excluded that a single linear emitter
(with the special orientation) may be a successful tool for simulation of the
development of a single cylindrical macronucleus.
It is obvious from the description of the habits near {557}, {225} in the
two-wave pattern that, in order to excite waves propagating near the axes
〈001¯〉, 〈110〉, the emitter must be oriented in the direction of 〈11¯0〉, lying in
the habit-plane. The success of such an experiment might be evidenced by
the emergence of crystals with a limited choice of habits (i.e. from 1 to 4) of
the type (h± δ, h∓ δ,±l) with δ < 1. Such result would testify the benefit
of nucleation of the martensitic crystals in elastic fields of dislocations with
typical Burgers-vectors of fcc-lattice structures. It would also be promising
to try to simulate the process of energy irradiation during the nucleation
process, by means of narrow (with lateral dimensions of about ∼ 10−6 m)
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directed electron-, ion- or photon- beams, with a profile ensuring a linear
trace of interaction on a single crystal-surface, with a period of interaction
of ti ∼ 10−10 ÷ 10−11 s.
6. The mutual interaction of wave beams among themselves and with PSW
of the T - or µ- type is expressed by the requirement of their coordinated
propagation, i.e. V = c = c1 + c2.
7. In the case of the γ−α - MT, the volumetric effect as well as the macroscopic
shear with a typical magnitude of 0,2, serve as macroscopic characteristics.
It can however easily be shown that the aforementioned model of thermo-
dynamic potential (6.21), being related to the macroshear, will deliver a
threshold-level of macroscopic shear exceeding the threshold of volume de-
formation by one power, even for an A-value equivalent to the minimum
shear-modulus C ′ = (C11 − C12)/2. Thus it can be expected that macro-
scopic shear-distortion will only play a subordinate role, in that it would only
appear in regions which already lost their stability by volume deformation,
due to the action of longitudinal displacement waves. In other words, the rel-
ative volumetric change (actually playing the role of an ordering-parameter)
might be the better choice as a macro-parameter. This point of view is close
to the position of the author of [77], highlighting the leading role of longi-
tudinal waves during the development of the central zone (the ”midrib”) of
lenticularly shaped martensite crystals.
8. In the case of lenticularly shaped martensite crystals, the quantity c de-
termines the greatest (frontal) midrib-growth velocity and thus features an
important characteristic of the process. This circumstance implies the re-
quirement for a precise measurement - by more than only of its order of
magnitude - of the velocity c by an independent measuring principle. For
example, the method described in [27] could be improved by triggering the
martensitic transformation of certain specimen exhibiting a pronounced two-
stage transformation, by means of a strong magnetic field [34, 36]. On the
one hand, this would allow a distinguished identification of the first, rapidly
processing transformation stage and, on the other hand, a reduction of pos-
sible orientations of martensite, by proper consideration of the orientation
of the pre-martensitic austenitic single crystals (see Pt. 5.3.3), in addition
to allowing an improved determination of the dimensions of the crystals.
Some additional remarks:
1. In [255], the temperature-field at the boundary of the growing martensitic
crystal with the shape of an ellipsoid cylinder with small ratio of the cross-
section axes has been treated. The task treated in [255] is like the freezing-
problem of humid ground [256]: The equation of heat-conduction is devoid
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of sources, and the speed of boundary motion is assumed to be proportional
to the temperature-gradient within the boundary. However, this approach
differs remarkably from the one we used. Nonetheless, it is interesting to
note that the estimate of the radius of curvature of the martensite-boundary
ρ ∼ 10−6 m (as determined in [255]), at which adiabatic crystal growth
mode becomes effective, confirms the possibility of adiabatic growth of the
cylindrical macro-nucleus with a radius of an order of magnitude of about
10−6 m.
2. The description of martensitic growth as a lattice-deformation process sug-
gests itself as most natural. In our above consideration, we distinguished
between the deformation controlling the growth process of martensite, by
means of displacement-waves, and the observable macroscopic deformation.
Obviously, from a phenomenological point of view, this interpretation rep-
resents one of some possible variants of description, within the framework
of a pattern of cooperating micro- and macroscopic ordering parameters [1].
We also drew the attention to [257], focusing on the selection of an ordering-
parameter not being deducible to the observed macro-deformation, and on
the applicability of a striction-model for an interpretation of thermodynamic
laws, being typical of thermoelastic martensite.
3. For large propagation velocities of the phase boundary, it is generally re-
quired to take into consideration the systematic motion of the electrons with
the velocity of local lattice motion analogously to the systematic motion of
the electrons with the local velocity of ions in an elastic wave (see e.g. Chap.
3 in [258]). The results published in [29,259] give evidence for the dragging-
effect of electrons by a moving boundary. However it is easy to prove that
the contribution of such dragging effect on the occupational inversion would
only be of an order of magnitude of ∆σ0 ∼ 10−4 and thus have no appre-
ciable effect on the rate of phonon-generation, as becoming obvious after
comparison with the σ0 - values in Table 3.1.
4. In addition to the description of the phase boundary by means of a func-
tional of type (6.21) we also would like to draw attention on the work of
Lihachev [260], which, within the framework of continuum-mechanics, sug-
gests to consider boundary layers in the solid state (without specifying their
structure) as independent planar-defects.
The results related to the qualitative analysis of coordinated propagation of
switching- and displacement-waves, which simulate the motion of the phase-
boundary during the γ − α - MT, are published in papers [261–264]. The
substantiation of Chap. 6 mainly follows the work published in [262].
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Synopsis and outlook
Based on analysis of experimental data and theoretical notions, a new concep-
tual approach for the description of rapid (frontal) crystal growth during fcc -
bcc (γ − α) martensitic transformations in ferrous alloys has been developed.
The particularities in the course of this transformation (e.g. supersonic veloc-
ity of growth, anomalous magnitude of supercooling below the point of phase-
equilibrium, missing phonon mode softening in the temperature region before the
onset of a martensitic transformation) are considered as strong evidence for setting
off the spontaneous martensitic transformation as a pecular kind of ”limiting case”
among diffusionless transformations, contrasting most pronouncedly with the op-
posed ”limiting case” of structural transformations, described most conveniently
under the notion of soft-phonons.
Basically, the martensite growth stage is considered as a process of propaga-
tion of lattice deformation, being controlled by wavelike atomic displacements of
relatively large wavelengths λ ∼ (10−7 ÷ 10−6) m. However, the cooperative char-
acter of atomic displacement can only become effective if significant deviations
from equilibrium conditions in the sub-system of 3d-electrons are present, thus
implying the requirement of the existence of 3-d-electron sub-systems embodying
a macroscopic number of pairs of equidistant, inversely occupied states. This way,
electronic transitions among inversely occupied electronic states lead to the genera-
tion of cooperative macroscopic lattice-displacement waves by stimulated emission
of phonons (phonon-maser effect). Because, from a quantum-mechanical point of
view, the propagating atomic displacement wave represents a macroscopic amount
of phonons of non-vanishing frequency, the previously defined notion of marten-
sitic transformations, being essentially based on the propagation of displacement
waves, is equivalent to a description within the conceptual framework of ”hard”
phonon modes, conforming to the new scientific tendency of theoretical research
on γ − α - martensitic transformations.
The survey of results presented in the final sections of Chaps. 2 to 6 of this
monograph is showing that the tasks determined in Pt. 1.5 have been resolved,
at least at a qualitative level. Nonetheless, let us now review once more the most
important findings considered essential for the new description of the γ − α -
martensitic transformation in ferrous alloys, as well as some remarkable quantita-
tive key-evaluations obtained for the stage of nucleation of martensite, as well as
some predictions derived from the theory and their future developments, respec-
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tively.
Most important findings
1. In the stage of rapid martensite crystal growth there exists a boundary
area between the phases being characterized by intensive electron currents
within coexisting strongly pronounced temperature and even more important
- chemical potential gradients.
2. An electronic drift current leads to an inverted occupation of those pairs
of electronic states being localized in the proximity of the S - surfaces in
quasi-momentum space. S - surfaces are defined by the condition that the
projection of electronic group velocity towards the orientations of ~∇T or ~∇µ
must vanish at all points of the S-surfaces.
3. The number of pairs of inversely occupied electronic states of the 3d - bands
of iron is a macroscopic quantity.
4. The process of generation of atomic displacement waves is energized by stim-
ulated emission of phonons during transitions of the non-equilibrium 3d-
electrons between the inversely occupied states. This process is similar to
the radiation of photons in a maser.
5. The displacement waves controlling the process of martensitic crystal growth
are of the longitudinal type (or quasi-longitudinal) with frequencies of ν ∼
1010 s−1 (region of hypersound) and amplitudes ensuring the required level of
lattice deformation of ε ∼ 10−3 needed for initiation of the γ−α - martensitic
transformation. The mode of initial excitation of waves during the nucleation
stage of the α - phase is a hard mode.
6. Certain combinations of displacement waves are important but not separate
waves. Thus for instance, the stage of rapid growth of a martensitic lamellae
is correlated with the propagation of a pair of perpendicularly oriented waves,
stimulating the process of flat lattice deformation of a combined tensile-
compressive type.
7. The displacement waves exist in the shape of the wave bundles propagating
in coordination with the spatially limited front of a wave of relative volume
deformation and making the function of ”pilot-waves”, paving the way for
the martensitic reaction in their wake.
Key quantitative evaluations
1. Obviously, the electronic (chemical) potential gradient ~∇µ is the main non-
equilibrium source within an electron-subsystem. The assessment of the
quantity ~∇µ requires that the difference of chemical phase potentials ∆µ =
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µγ−µα as well as the width l of the region among the phases are known. The
value ∆µ ≈ 0, 16 eV has been determined for the s - and d - electron sub -
systems under Pts. 1.5 and 4.5.3. The quantity l can be assessed by means of
Eq. (6.49). Taking into account that the constant τε˜ included in (6.49) plays
the role of the minimum time-constant characterizing the Bain-deformation
process, it suggests itself to take the physically consistent value τε˜ ∼ 10−14s,
corresponding to the period in which a lattice - atom will be displaced - at
near-sound velocity - by a distance of about 0, 1 a (a - lattice-parameter).
Then we get from (6.49) the value l ∼ 10−6 m and ∇µ ∼ ∆µ/l ∼ 105 eV/m.
2. Within the frame of the proposed wave-model of martensite-growth the re-
quirement for satisfaction of the condition σ0 > gth for displacement-wave
generation, as outlined under Pt. 3.1, attains a key role. An assessment
of the inverted population difference of a pair of electronic states, associ-
ated with an electron drift in a field ~∇µ, delivers σ0(∇µ) ≥ 10−3. The
threshold-value σth ∼ 10−4 ÷ 10−3 had been determined under Pt. 3.1 from
Eq. (3.10). After further evaluation of σth, it becomes obvious that the
number of pairs of inversely occupied states Rq, being proportional to the
area Σq of the reduced sheet of the S-surface, is of paramount importance.
For Σq ≈ 20(π/a)2 , the condition σ0 > σth is satisfied for ordinary values of
the matrix-elements of electron-phonon-interection Wq (Wq is taken in the
tight binding approximation ). We emphasize that the instability of a metal
lattice, being linked up with the amplification of an acoustic wave by the
mechanism of stimulated emission of phonons (see e.g. [265]) has generally
been supposed as not realizable in metals.
3. The magnitude of maximum lattice deformation εm maintainable in a dis-
placement wave also is of fundamental importance. An evaluation of εm has
been performed under Pt. 3.3 by means of Eq. (3.42), being correct for
stationary conditions. Using this methodology, a value of εm ∼ 10−3 was
obtained for σ0 ≈ 2, 5 σth.
The inequality tu >> t∇, being included in Pt. 3.3, refers to the settling
time - tu - of the stationary amplitude (or of the deformation εm) within the
displacement wave. The lifetime of the chemical potential gradient t∇ shows
that a usage of the stationary εm - estimate is only justified for a hard mode
of wave excitation. With this approach, it is possible to link up the growth
of martensite with displacement waves, while we believe that near MS the
austenitic lattice remains essentially stable against deformations being less
than 10−3, thus suggesting the following conclusion:
the nucleation process of martensite crystals is associated with the hard
mode excitation of displacement waves of an estimated strain amplidude
εm ∼ 10−3.
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4. An evaluation of the threshold value ε˜th(MS) of relative volume deformation
ε˜ at temperature MS also is of crucial importance. The point here is that
coordinated propagation of displacement waves with an interphase boundary
would only be possible if the relative volume deformation ε˜u within the dis-
placement waves exceeded the value ε˜th(MS). Otherwise, (ε˜u < ε˜th(MS)), the
motion of the phase boundary would be described by a triggering-switching
wave with the sole velocity being distinctly smaller than the magnitude
of the sound velocity. In Pts. 6.3.2, 6.3.1, there has been shown that
ε˜th(MS) ≈ 2, 5 · 10−4, so that the condition ε˜u > ε˜th(MS) is easily satis-
fied for εm ∼ 10−3.
Proposed experiments for further verification of the growth model
1. Measurement of the contact-potential difference ∆ϕ among the γ - and α
- phases (see Pt. 2.5). The value and sign of ∆ϕ are needed to determine
the inverted occupational difference σ0 ∼ ∆ϕ, as well as the direction of
propagation of the displacement waves in relation to ~∇µ (see legend of table
2.1).
2. Measurement of the ratio of the velocity moduli of the longitudinal waves
κe = c〈110〉c
−1
〈001〉 in austenite at the temperature MS, as a function of the
concentration of the alloying element Cae, in order to check the criterion for
the first change of the habit-planes ({557} → {225}). A positive result of the
experiments would be an increase of κe with increasing Cae while approaching
to the concentration at which the habit {225} obviously becomes stabilized
(see Pt. 5.1.3).
3. Precise measurement of the rapid frontal growth velocities of martensite
crystals and comparison with the values |c| ≈ |c1 + c2| predicted by theory,
while the velocities c1 and c2 could be calculated on the basis of measured
elastic moduli of austenite at MS .
4. Observation of oriented growth of the martensite crystals during simulta-
neous influence of hypersound and strong magnetic fields, as well as of the
effects of laser radiation pulses impinging on the surface of a specimen, di-
rected along a trace near to a linear form.
We note here that the discovery of a predicted orientational effect in a
magnetic field of H ∼ 107 A/m [244], exceeding in order of a magnitude
both demagnetization- and magnetic anisotropy fields, delivers strong evi-
dence in favor of the maser-effect during phonon-generation, and, moreover,
confirms our conclusion on the connection of the second change of habit
{557} → {3 10 15} in the Fe-Ni-system, and {225} → {259} in the Fe-C-
system, with exclusion of the quasi-longitudinal waves with velocity direc-
tions near the second-order axes of symmetry of the fcc-lattice from the total
spectrum of generated waves.
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If we mention further research, we want to note, above all, that a compre-
hensive understanding of the processes occurring in the stage of growth of
martensite crystals should also contribute to the definition of physical mod-
els of the preceding stage of nucleation, as well as of the subsequent stage
of accommodation of the coexisting phases. This way, for instance, the re-
quirement for coordination of the nucleation stage with the growth stage,
caused by the non-equilibrium conditions at the interphase boundary and
being controlled by displacement waves, will lead to new findings on the
rapid emergence of the macro-nucleus, as treated under Pt. 1.3.
Synthesis of concepts of the heterogeneous nucleation and of the wave
growth of martensitic crystals
The presently achieved success in improved understanding of the nucleation
stage can mainly be attributed to the consolidation of the notions of hetero-
geneous (dislocation-) nucleation as well as of the wave-controlled growth of
martensite [266–272]. A calculus of the elastic fields of linear dislocations,
being typical of the parent- γ- phase, have shown that even single mixed dis-
locations can play the role of nucleation centers (NC) of martensite crystals.
NC-characteristics and macroscopic morphological features of martensite are
(genetically) mutually linked up. In result there exist 24 different variants
of matching patterns in the ”NC-crystal”.
The elastic field of dislocations disarranges the original lattice symmetry by
selecting regions being most favorable for martensitic nucleation. Such a
region features the shape of a perpendicular parallelepiped, its edges being
oriented along the eigenvectors ~ξi of the strain tensor εˆ, its eigenvalues εi
satisfying the following conditions:
ε1 > 0, ε2 < 0, |ε3| << |ε1,2|,
thus ensuring the existence of slightly distorted surfaces (SDS) which are
close to planes with normals
(NSDS)1,2 ‖ ~ξ2 ∓ ~ξ1
√
ε1/|ε2|, |~ξ1,2| = 1.
Obviously, from a point of view of minimization of elastic distortion energy,
phase-coupling is supported by weakly distorted (with ε3 = 0 invariants)
planes. Thus it would be reasonable to expect that the normal of the habit-
plane of the martensite crystal should match with one NSDS.
In fact, among the NSDS, there exist 〈 h k l 〉 situated near 〈557〉, 〈225〉 (
for 60˚ - dislocations with lines 〈11¯0〉 ) and situated near 〈259〉, 〈3 10 15〉 (
for 30˚ - dislocations with lines 〈12¯1〉), being evidence of certain differences
among the NC of packet- vs explosive-martensite.
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Moreover, in the orientational relationship of the phase-lattice, there are
included the slip-plane and the dislocation line, the latter one acting as a
nucleation center, which suggests us to give preference to the Kurdjumov-
Sachs- or Nishiyama-relationships, for various NC.
The question related to the orientation of macroscopic shear S will be re-
solved in conjunction with the choice of one of the two orientations of the
normal NSDS. For this aim, let us consider the notation of the distortional
tensor of the elastic field, being represented as the sum of two diad products,
and discriminate the part containing two addends
S1 ·N1 + S2 ·N2, |N1,2| = 1.
We recall that the diad product S ·N defines a deformation with an invariant
plane, where N - normal of a plane and S - vector characterizing the shape
deformation. Further considering that austenite is metastable at the begin-
ning of the martensitic transformation at MS - temperature, it is justified
in the case of |S1| > |S2|, to surmise that the plane with the normal N1 is
distinguished, and that the anticipated orientation of macroscopic shear is
close to S1. And vice-versa, for |S2| > |S1|, the components N2 and S2 will
be discriminated, respectively. In the case of the straight γ−α - transforma-
tion, the results of this approach are in good accordance with experimental
results.
With this approach, all macroscopic morphological characteristics of marten-
site attain a reasonable interpretation within the conceptual notion of nucle-
ation at dislocations, where dislocations act as centers of forces disturbing
the original lattice symmetry, their effect not being confined to the nuclear
volume.
These findings match in detail with the ideas of the wave theory of growth,
presupposing that the transformation starts with the emergence of an excited
state with the shape of a parallelepiped, built up of vectors ~ξi, its pairs of
edges oscillating in opposed phase, thereby exciting controlling displacement
waves orientated in the wave-normal n1,2 close to ~ξ1,2. In the most simple
approximation of the equations
n1 = ~ξ1, n2 = ~ξ2,
the requirement of correspondence of NWDS with the wave-habit (5.3) deliv-
ers the following condition:
κ =
c2
c1
≈
[
ε1
|ε2|
] 1
2
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which, if satisfied, ensures the possibility of a kinematic agreement of the
wave description with the deformation description of the habit. Obviously,
given the case that the ratio of tensile and compressive deformation in
the wave-mode corresponds with κ2, then dynamic agreement will also be
achieved. We further note that for the γ−α - transformation, which proceeds
with increase of specific volume: ε1 > |ε2|. Consequently, c2 > c1, so that
the tensile strain can be prescribed by the wave propagating with the smaller
velocity c1, whereas compressive strain can be prescribed by the wave prop-
agating with the larger velocity c2 (In the case of the α−γ - transformation,
the situation will just be inverted). Specifically, the latter finding provides a
physical criterion for the realistic choice of phase tuning of the waves control-
ling the transformation, as outlined in Chap. 5, as well as for the selection
for the principal axes of tensile and compressive strain. Undoubtedly, the
rules of deviation of the normal n1,2 of the controlling waves from the axes
of symmetry of an ideal cubic lattice are dictated by the symmetry of the
elastic field of the NC in the nucleation stage, in conjunction with a hard
mode of wave generation. It is further worth to note that the orientation of
the axis ~ξ3 of the cylindrical nucleus of the α - phase can significantly deviate
from the line of dislocations (most pronouncedly for the 30˚ - dislocation
line).
Our specification of the nucleation stage, which also enabled us to define
the orientation ~ξ3, besides lifetime, energy and spatial contour of the state
of excitation, suggested possibilities for their physical simulation [273, 274].
The effect of laser impingement close to a linear trace, with a period of
∼ 2·10−11 s and sufficient power density for atomic vaporization, could induce
the onset of a γ − α - in Fe-31,5 Ni-single crystals, at a temperature some
degrees above MS, however only in cases where the orientation of the trace
of impingement of laser radiation was close to the calculated orientation ~ξ3
on the flat surface of the specimen. Obviously, besides the envisaged precise
measurement of the speed of growth of α - martensite, the already obtained
results are fundamental for proving true the developed dynamical theory of
the transformation.
In order to get over to the dynamical description of the final stage, it would
be useful, from our point of view, to represent the displacement waves by
extremely small bundles of waves (with one of its transversal frontal dimen-
sions of an order of magnitude of about one half wave-length), existing in the
form of half-wave pulses (the dimensions of such pulses of order λ/2 in their
direction of propagation). In fact, given a level of deformation ε ∼ 10−3,
with λ/2 ∼ 10−6 m, the utmost displacement associated with the wave-pulse
would be umax ≈ 1/4 ε λ, i.e., of similar order of magnitude as the lattice-
parameter. Consequently, such wave-pulses must destroy the continuity of
the medium, by causing the following effects: Generation of structural de-
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fects; rotational distortions of the transforming lattice (being equivalent to
the onset of ”rotational modes” [275]), which re-establish the macroscopic
continuity of the medium, as known from [11, 13, 275], also leading to the
emergence of a characteristic relief at the surface of the specimen subjected
to a γ − α - transformation. Of course, all these processes, including the
nucleation stage, are closely associated with the stage of growth and thus
can only partly be put in relation with the stage of accommodation of co-
existing phases. Nonetheless it is reasonable to classify as fundamental the
identification of processes controlling the martensitic transformation, as well
as a more detailed investigation of the microscopic mechanism of their de-
velopment, within the frame of a comprehensive description of the growth
mechanism of martensite.
The identification of dislocation centers linked with martensite-nucleation
opens up new possibilities for an interpretation of the laws and rules gov-
erning the formation of lattice-ensembles, by definition of the spectrum of
new centers of nucleation, being immanent in the newly emerged α - phase
crystal.
Further progress of the general theory of martensitic γ−α - transformations
will undoubtedly be associated with the following topics:
- Theoretical research on the dynamics of lattice-fluctuations including
investigations on the effects of elastic dislocation fields on the nucleation
stage of martensite. It can already be anticipated that the fluctuations
leading to the above defined state of lattice-excitation in the form of an
elongated parallelepiped, are most probable;
- Specification of the area in which the state of excitation is localized,
within the field of dislocation (i.e. the shortest distance to the line of
dislocation), as well as of its probable transversal dimension;
- Specification of the structure of the electronic spectrum in the proximity
of the dislocation-nucleation center (DNC) and of the Bγ−α - region.
Doing so, the following aspects have to be considered:
1) The potential coexistence of a mixture of electronic configurations
of the iron-atoms (the basic pattern of calculus of a band-spectrum
has already been proposed in [276]);
2) The effect of lattice-distortions on the shape of the S-surfaces as
well as of energy-dispersion at the S-surfaces, in the proximity of
the Fermi-surface.
Finally, we remark that S-surfaces resemble individual objects in quasi-
momentum space, thus classifying electronic states with respect to their
contribution to transport-processes. Furthermore, for investigations and in-
terpretations of phenomena in transition-metal alloys, which can most con-
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veniently be described on the basis of a first-order coherent-potential ap-
proximation [277], it will be necessary to evaluate the possible existence of S-
surfaces with large areas. Obviously, our proposed wave-model of growth con-
trol for an α - crystal will be universally applicable for most rapidly proceed-
ing (1st - order) martensitic transformations, being related to a dislocation-
nucleation mechanism. The threshold-deformation for such martensitic
transformation comprises combined tensile and compressive strain, their
main axes being oriented perpendicularly. For atoms in an intermediate
phase region, the energy barrier can be overcome in a cooperative man-
ner by a wave-mode. This way, the controlling displacement-waves imprint
macroscopic characteristics in the martensite-crystals, however without de-
termining the final positions of the atoms. The latter will mainly depend
on the pattern of local interactions among the atoms. The atomic displace-
ments towards their new equilibrium-positions can be initiated by waves of
shorter wavelength (in relation to the control-waves), both in the pretransi-
tional stage and in the growth-stage. Such an additional system of waves,
in parallel with the accommodation-processes, must define the internal fine
structure of the martensite plates.
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Final conclusions
As a final conclusion, it can be stated that the obtained results provide
sufficient evidence of the onset of a new qualitative stage of research on
the large field of γ − α - martensitic transformations, within the frame of
the wave-approach, thus making possible, on principle, to establish and to
describe the following fundamental chain of relationships of cause and effect:
• dislocation-nucleation-center
• initial state of excitation
• non-equilibrium conditions
• particularities of the electronic structure
• spectrum of the generated displacement-waves
• observed morphological characteristics.
It is apparent that just the growth-controlling displacement-waves carry the
information about the elastic field created by the nucleation-center in the
region of nucleation location, thereby ensuring a genetic correspondence
of the characteristics of macroscopic martensite-crystals with those of the
nucleation-center. It is also obvious that, within the developed dynam-
ical theory of γ − α - martensitic transformation, the growth-controlling
displacement-waves play the role of the previously missing link among micro-
and macroscopic description.
Our general conclusion is that the new comprehensive model of growth of the
martensite crystals in a wave regime is basically consistent with observations
and phenomenological theories, now being complemented by contemporary
dynamics of lattice, and also by thermodynamical and quantum theoretical
aspects, missed or only partially considered in previous theories.
The author hopes that near-future research will confirm most of the pre-
dictions, enabling an extension of the insights of the wave-model of α -
martensite-growth in ferrous alloys onto a variety of other solid-state marten-
sitic transformations.
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Epilogue
The author is sure that readers, who have reached up to the end of the monog-
raphy, have understood that the mechanism controlling the spontaneous growth
of martensite crystals (at cooling or heating) is connected with process of elastic
waves generation by nonequilibrium 3d electrons (see also [1,2]). It is self-evident
that the content of the monography is not exhausted by exposition of this process
as the severe fathoming of the martensitic transformation mechanism in iron alloys
needs the knowledge of solid-state physics in full.
Really, the nucleation process exposition of martensite is guessing the knowl-
edge of the elastic fields created by flaws (in particular by dislocations).
It is necessary to understand, on the one hand, features of an energy-band
structure in transition metals, and on the other hand, the essence of the kinetic
phenomenons in them to explain the generation mechanism of waves.
It is necessary to take into account that not only pure metals must be discussed,
but also alloys (in a wide range of concentrations and temperatures); not only
paramagnetic state, but also the ferromagnetic state; not only linear, but also
nonlinear waves with interior dynamic structure of a wave-front, etc.
The explanations covering the physical essence of solved problems and distinc-
tive role of the martensitic transformation γ − α in iron alloys among structural
transformations in solids (as an example of phase transition with extremely high
speed of growth) ensure worth of the given book for broad enough audience of
specialists.
The author has closely overlooked the monography once again and has con-
vinced yourself that there is no need to make any essential changes in the text
holding its topical nature (set of fine misprints have been eliminated at editing of
translation).
It is worth noting that research directions marked in the monography have
received the progress during last decade.
1. Dislocation nucleation centres were established for the martensitic crystals
with all types of habit planes [3]. It has allowed to interpret the processes
of forming of typical ensembles of the martensitic crystals (see for example
[4–6]).
2. The formation of fine twin structure has been described as the consequence
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of the coordinated propagation of relatively short-wave and long-wave atomic
displacements (see [7–9]).
3. Calculations for the dislocation loops have been shown that their elastic
fields (possessing the greater inhomogeneity in comparison with fields of the
infinite rectilinear dislocations) create the such compact regions that the
nucleation within them leads to observed distributions of habit planes.
Hence the distribution of habit planes gives the additional information for
reconstruction of the nucleation process via morphological indications [10–
12].
4. The concept of the crystons was found convenient and constructive for de-
scription of the lattice losing a stability during propagation of the process
controlling the martensite growth [6]. This concept was originally used for
interpretation of shear band formation (see for example [13–17]).
5. The cryston model has been extended to exposition of strain martensite.
In this case the crystons (the shear carriers of superdislocation type) are
direct carriers of threshold strain (see [18, 19]).
Thus there is clear enough fathoming of physical mechanisms for all alternatives
of the γ − α martensitic transformation in iron based alloys.
It is significant that concepts of the heterogeneous nucleation and the strain
controlling the crystal growth (the last is localized in the frontal region of the
growing crystal) are the universal for the exposition of martensite crystal forma-
tion.
However the dynamic nature of controlling processes, as well as mechanisms of
their energy support, essentially discriminate.
For case of the cooling martensite this is the controlling wave process that is
supported in the maser regime by nonequilibrium electrons due to the generation
of energy in transforming phase.
For case of the strain martensite this is the processes of the crystons propaga-
tion that are supported in basic by energy of exterior stresses.
The author is sincerely grateful to mister U. Kayser-Herold and madam J.
Gerlts. The translation that has been carried out by them, adequately transmits
the content of the monography in Russian.
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Summary
Kashchenko Mikhail Petrovich, professor (Holder of Physics Chair, Urals State
Forest Engineering University), doctor of physical-mathematical sciences. The
sphere of his scientific interests: physics of solids, high-excited states of solids,
martensitic transformations, synergetics.
This book is the first monograph in the scientific literature, dedicated to the
γ−α transformation in iron-based alloys, in which the dynamical approach is used
for the explanation of the martensite growth stage.
The rapid growth of a martensite crystal is considered as a self-organized pro-
cess controlled by the quasi-longitudinal lattice displacement waves (DW). The
regime of the DW initial excitation is rigid. DW have the frequencies ∼ 1010sec−1
from the hypersound band and the amplitudes providing the level of deformation
∼ 10−3. The conditions that are necessary for the generation of DW by non-
equilibrium d-electrons are analyzed.
A wide range of questions (from peculiarities of the electronic spectrum to
macroscopic morphological indicators), connected with the physical interpretation
of the γ − α martensitic transformation in iron-based alloys, is discussed.
The short review of results having fundamental meaning for the creation of a
physical model describing the martensite nucleation process is given in the mono-
graph’s conclusion. It is shown, that processes of the heterogeneous nucleation and
wave growth have the genetic connection to the γ−α martensitic transformation.
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