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El objetivo principal de este proyecto es mejorar la calidad de los mapas de
profundidad que se han obtenido a partir de un conjunto de ima´genes en niveles
gris capturadas por una ca´mara monocular. Un mapa de profundidad es simple-
mente una imagen en la que los p´ıxeles, en vez de almacenar colores, almacenan la
profundidad a la que se encuentran los objetos en la escena. El a´mbito de aplica-
cio´n de estos mapas de profundidad es muy variado, reconstruccio´n 3D, deteccio´n
de obsta´culos (u´til por ejemplo para veh´ıculos), algoritmos de tracking de ca´mara,
segmentacio´n de una escena (identificacio´n de distintos objetos que la componen),
etc.
La mejora propuesta en este proyecto consiste en en la aplicacio´n de un algo-
ritmo de fusio´n de mapas de profundidad llamado TGV-fusion, para ello se van
a utilizar te´cnicas variacionales de optimizacio´n densas, es decir, tienen en cuen-
ta informacio´n en toda la imagen. La principal ventaja de esta te´cnica es que
son ido´neas para su programacio´n sobre hardware paralelo, en particular en este
trabajo se utiliza la arquitectura CUDA (Compute Unified Device Architecture)
desarrollada por NVIDIA que extiende el lenguaje de programacio´n C para codi-
ficar algoritmos paralelos en GPUs segu´n el paradigma SIMT (Single Instruction
Multiple Thread), es decir, una misma instruccio´n ejecutada en mu´ltiples threads
simulta´neamente.
Debido a la complejidad matema´tica de los algoritmos involucrados y a las
dificultades iniciales propias de la falta de experiencia programando en CUDA,
se tomo´ la decisio´n en los inicios del proyecto, de resolver primero el problema
de image denoising (eliminacio´n de ruido en ima´genes) debido a que el algoritmo
de esta solucio´n esta´ muy relacionado con el de la fusio´n de mapas pero es ma´s
sencillo de resolver e interpretar de forma intuitiva.
En cuanto a los resultados generados en este proyecto son, en primer lugar la
explicacio´n intuitiva de los me´todos matema´ticos necesarios, definicio´n del algorit-
mo de denoising para distintas normas, implementacio´n de una aplicacio´n para el
estudio del efecto de los para´metros en este algoritmo, aplicacio´n en tiempo real y




La obtencio´n automa´tica de modelos 3D densos de un determinado entorno
usando una ca´mara como u´nico sensor tiene un gran intere´s debido a su bajo coste
y al amplio abanico de aplicaciones: reconstruccio´n y modelado de obras art´ısticas,
obtencio´n de modelos densos de ciudades (Google Maps), asistencia en cirug´ıas no
invasivas como laparoscopias u otras aplicaciones que no dependen estrictamente
de la reconstruccio´n como en la industria del entretenimiento donde se puede usar
para desarrollar juegos para consolas Xbox o Wii que permiten interactuar al
jugador con el mundo real usando realidad aumentada, deteccio´n de obsta´culos en
navegacio´n de veh´ıculos, segmentacio´n, etc.
El proceso para obtener una reconstruccio´n densa a partir de un conjunto de
ima´genes es laborioso y complejo. Desde un punto de vista de alto nivel podemos
identificar distintos bloques, a continuacio´n se explica todo este proceso.
1.1. Contexto en el que se enmarca el proyecto
En la figura 1.1 se muestran los distintos bloques en los se divide el proceso
desde el ca´lculo de los mapas de profundidad hasta las distintas aplicaciones que
pudieran hacer uso de ellos. A continuacio´n se detallan de forma resumida estos
bloques.
1.1.1. Localizacio´n de la ca´mara
La clave para poder conseguir extraer un depth map1 de cualquier escena es
conseguir informacio´n de la profundidad, para ello se requiere ma´s informacio´n que
una sola imagen.
1Depth map: Mapa de profundidad
1
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Figura 1.1: Esquema de todo el proceso desde la consecucio´n de los mapas de
profundidad hasta hasta las aplicaciones de este
Los mapas de profundidad usados como entrada del algoritmo implementado en
este proyecto, se han construido a partir de informacio´n capturada por una ca´ma-
ra monocular. Puesto que de una sola imagen no es posible extraer informacio´n
de la profundidad, como si que ser´ıa posible en una ca´mara este´reo, se requiere
informacio´n redundante para conocerla. Esta se consigue al tomar varias ima´genes
y conocer con precisio´n el desplazamiento de la ca´mara al tomar estas, de este
modo se podra´ deducir la profundidad a la que se encuentra el punto en cuestio´n.
Este proceso tambie´n se puede realizar a la inversa, lograr a partir un mapa de
profundidad la localizacio´n espacial de la ca´mara en el momento de realizar las
distintas capturas.
1.1.2. Mapas de profundidad
En todos los aspectos, un mapa de profundidad es equivalente a una imagen,
so´lo que en vez de almacenar valores de color, almacena distancias.
A partir de un conjunto de ima´genes en niveles de gris y las correspondientes
posiciones de la ca´mara desde donde se tomaron se puede crear un mapa de pro-
fundidad mediante el algoritmo Dense Tracking and Mapping [RAND11]. La idea
intuitiva es que si la profundidad de un punto en el espacio 3D esta´ bien calculada,
los niveles de gris de los p´ıxeles proyectados en todas las ima´genes en las que se vio
deber´ıa coincidir. Desafortunadamente esta te´cnica produce ima´genes de profun-
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didad ruidosas y con espurios que pueden afectar a la calidad de las aplicaciones
que hace uso de ellas. El objetivo del este proyecto es eliminar o al menos reducir
estos efectos en los depth maps construidos como se explica en el apartado 1.3.
1.2. Estado del arte
En cuanto al estado del arte las investigaciones en las que se basa este trabajo
son relativamente recientes.
Por un lado art´ıculos sobre sistemas que se encargan de todos los procesos
necesarios para obtener una reconstruccio´n 3D usando una ca´mara monocular, es
decir abarcan todo el proceso mostrado en la figura 1.1, por ejemploDense Tracking
and Mapping in Real-Time [RAND11] o Dense Reconstruction On–the–Fly [AWB].
Adema´s se encargan de realizarlo en tiempo real.
Existe tambie´n otros art´ıculos que tratan este problema pero usando ca´maras
Kinect que dan mucha informacio´n ya que consiguen de manera sencilla cada uno
de las mapas de profundidad, por ejemplo Kinect-Fusion [SI11].
Por u´ltimo otro art´ıculo muy relacionado es el TGV-Fusion [TPB11], pero con
la diferencia de que este se centra en la reconstruccio´n a partir de ima´genes ae´reas,
por lo que parte del proceso realizado en este proyecto no es necesaria. En este
caso las ima´genes de entrada van a ser ima´genes de corta distancia donde la escena
cambia mucho con un leve movimiento del punto vista, por lo que sera´ necesaria la
programacio´n de un mecanismo de virtualizacio´n como se explicara´ ma´s adelante.
Todos estos trabajos son la fuente de multitud de aplicaciones tales como las
comentadas al inicio del cap´ıtulo.
1.3. Proceso propuesto
La aportacio´n propuesta en este proyecto con respecto al esquema anterior
aparece en la figura 1.2. En concreto se ha incluido un mo´dulo que es le que se va
a encargar que realizar la fusio´n.
Este mo´dulo se basa en el art´ıculo de TGV-fusion [TPB11] para ima´genes ae´reas
pero con la particularidad de que se realizara´ un proceso intermedio para la trans-
formacio´n de los mapas de entrada por lo dicho en el apartado anterior.
1.3.1. Fusio´n de mapas
Como se observa en la figura 1.2, para realizar la fusio´n sera´ necesario ma´s de
un depth map, el nuevo bloque se encarga de fusionar estos mapas de profundidad
que presenten cierto solapamiento (es decir que todos los mapas tengan una misma
regio´n de la escena en comu´n) para generar uno nuevo de mayor calidad.
3
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Figura 1.2: Nuevo esquema del proceso desde la consecucio´n de los mapas de
profundidad hasta hasta las aplicaciones de este pasando por la fusio´n
Los mapas de profundidad resultantes de la etapa anterior a este nuevo mo´dulo
tienen informacio´n redundante, ya que se han generado varios con distintas ima´ge-
nes, este hecho da la capacidad de fusionar estos mapas para lograr uno de mayor
calidad que los anteriores.
Esta fusio´n se realiza aplicando te´cnicas variacionales de optimizacio´n convexa.
En este punto se centra el proyecto, concretamente en la aplicacio´n de este algorit-
mo basado en Primal Dual para la fusio´n de estos mapas de profundidad de forma
eficiente y robusta.
Como se indico´ en el resumen de la memoria, en una primera etapa del proyecto
se estudiara´ el problema del denosising, es decir la eliminacio´n de ruido de una
imagen, ya que es un problema bastante similar al de la fusio´n, ambos tienen la
misma base, por lo que una vez programadas todas las normas2 del denoising la
programacio´n de la fusio´n sera´ ma´s ra´pida ya que se utilizara´n exactamente los
mismos conceptos.
1.4. Algoritmo Primal Dual
La optimizacio´n de funciones es una rama muy importante de estudio en las
matema´ticas, en general, no es posible encontrar el mı´nimo o el ma´ximo absoluto
de un problema de optimizacio´n aunque s´ı existen, para determinados tipos de
funciones, soluciones o´ptimas o buenas heur´ısticas [NY04].
2Normas: Cada una de las variantes del algoritmo de optimizacio´n utilizado en el denoisisg
que se estudiara´n ma´s adelante.
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Afortunadamente en este proyecto nos encontramos en uno de esos casos, en
los que las funciones a minimizar que nos vamos a encontrar, presentan una es-
tructura especial que permite obtener la solucio´n global (o´ptima) del problema.
La estructura gene´rica de los problemas que vamos a resolver, tanto en denoising
como en TGV-fusion, es la siguiente:
mı´n
u
F (Ku) +G(u) (1.1)
Donde F y G son funciones convexas aunque no tienen por que ser diferenciables
y K es un operador lineal. La solucio´n a esta optimizacio´n se basa en el algoritmo
Primal Dual que como veremos ma´s adelante, cuando se aplica a problemas de
visio´n por computador, se puede acelerar considerablemnte usando tarjetas gra´ficas
(GPUs) y programacio´n paralela en CUDA [CUD10].
1.5. Organizacio´n
A lo largo de memoria se van a ir abarcando conceptos de manera gradual
para ayudar a la comprensio´n. Todo el proceso que se sigue a continuacio´n se
basa en el algoritmo Primal dual cuyo ana´lisis esta´ realizado en el anexo A.Una
vez comprendido este algoritmo se abarcara´n los distintos problemas de denoising
que se trata, como se ha dicho, de una aplicacio´n muy directa e intuitiva del
algoritmo Primal Dual (Cap´ıtulo 2), a continuacio´n se abarcara´ el problema de la
fusio´n as´ı como todos los pasos previos para realizarla (Cap´ıtulo 3), por u´ltimo
habra´ un pequen˜o apartado de conclusiones de todo el proyecto donde se expondra´n
las impresiones personales, y se explicara´n posibles l´ıneas futuras de trabajo en
relacio´n al proyecto (Cap´ıtulo 4).
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Como se ha comentado, las funciones de la forma 1.1 se pueden aplicar a muchos
problemas, relacionados o no con el tema de este proyecto. Una aplicacio´n casi
directa, y muy intuitiva del problema es el uso de esta para eliminacio´n de ruido
en ima´genes. En este cap´ıtulo, se van a detallar tres algoritmos con la forma
1.1 que nos dara´n pie a, en primer lugar conocer en mas detalle el algoritmo de
optimizacio´n Primal Dual ya que se trata de una aplicacio´n mas sencilla que la
fusio´n de mapas, y adema´s se aprendera´n conceptos muy u´tiles para apartados
posteriores.
2.1. Introduccio´n







k u  g k22 d(⌦) (2.1)
Esta esta integral afecta al espacio continuo de la imagen, y como tal se trata de
un problema variacional [LIRF92]. Esta compuesta de dos funciones, para lograr la
minimizacio´n habra´ que encontrar un resultado o´ptimo para ambas partes. Cada
una de estas partes tiene un significado valora unas caracter´ısticas concretas que
debera´ tener la imagen resultado.
|ru|: Se trata del regularizador, en este caso es el valor absoluto del gra-
diente de la imagen propio del me´todo TV-ROF que se vera´ mas adelante.
Este te´rmino tratara´ de valorar soluciones cuya variacio´n entre p´ıxeles sea
pequen˜a, para poder eliminar el ruido de alta frecuencia.
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Figura 2.1: Ejemplo de una mala eleccio´n de  , a la izquierda se ha escogido un
  demasiado pequen˜o, a la derecha uno demasiado grande, y en el centro uno que
podr´ıa ser o´ptimo
 
2 k u   g k22: Esta parte se denomina data term. Sera´ comu´n a todos los
me´todos estudiados en el denoising. Valora el hecho de que la solucio´n se
parezca lo ma´ximo a la imagen ruidosa. En este caso en particular se trata
una norma cuadra´tica. Existen otras normas que se podr´ıan colocar en este
punto tales como la norma L1 consistente en una funcio´n valor absoluto o la
norma Huber que sera´ utilizada para la fusio´n y se explicara´ ma´s adelante.
En resumen, una colaboracio´n entre ambas eliminara´ detalles no deseados, mien-
tras que preservara´ los detalles importantes tales como bordes
El para´metro   sera´ el que pondere la relacio´n entre ambos te´rminos, por lo
que un   demasiado grande no eliminara´ el ruido por completo, mientras que uno
demasiado pequen˜o lo hara´ en exceso eliminando excesiva informacio´n. En la figura
2.1 se observa este efecto.




F (Ku) +G(u) (2.2)
Donde K es un operador discreto equivalente al gradiente, en este caso se trata
del ca´lculo hacia delante del mismo. Es decir, para cada uno de los p´ıxeles calcula
la diferencia entre este y el siguiente en filas y en columnas.
Kui,j = (ui+1,j   ui,j, ui,j+1   ui,j)
La expresio´n 2.2 se va a sustituir ahora por una equivalente con que la poder
trabajar, ya que las funciones F (Ku) y G(u) no tienen porque ser diferenciables,
por lo que no es posible la aplicacio´n directa de me´todos cla´sicos. Para ello se realiza
una transformacio´n que logra el propo´sito de convertir la expresio´n en diferenciable,
pero no a cualquier precio ya que la minimizacio´n inicial se ha convertido en una
maximizacio´n y minimizacio´n simulta´neas.
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En resumen, este proceso realiza una dualizacio´n de la funcio´n no diferenciable,
para transformarla a diferenciable.
Todo el proceso detallado para alcanzar la siguiente expresio´n a partir de la 2.2
















En primer lugar la expresio´n 2.3 es directamente la que resulta en el anexo A.
En la 2.4, se encuentra la misma pero indicando la funcio´n dual como restriccio´n
de la maximizacio´n. Por u´ltimo la expresio´n 2.5 es una simplificacio´n de las dos
anteriores que facilitara´ las operaciones que vienen a continuacio´n.
El algoritmo que se usara´ para la resolucio´n del problema tiene la siguiente
estructura ba´sica.
8<: y
n+1 = (I +  @F ⇤) 1(yn +  Kx¯n) (1)
xn+1 = (I + ⌧@G) 1(xn   ⌧K⇤yn+1) (2)
x¯n+1 = xn+1 + ✓(xn+1   xn) (3)
(2.6)
Se trata de un algoritmo llamado proximal map, muy similar al gradiente as-
cendente/descendente pero con unas peculiaridades que lo hace ma´s eficientes.
Se resumen a continuacio´n las operaciones implicadas en cada uno de los pasos.
1. Se trata de la aplicacio´n directa del me´todo del gradiente ascendente a la
expresio´n 2.4, con la particularidad que se realiza la evaluacio´n de y (p en
este caso) en el paso siguiente, y que se aplica el operador proximal map,
para tener en cuenta la restriccio´n que genera la funcio´n dual.
2. Esta parte es incluso ma´s parecida a un gradiente descendente cla´sico ya que
para ella no existe restriccio´n.
3. Esta parte es un factor de suavizado que se aplica a la solucio´n para lograr
una convergencia mas ra´pida.
Para conocer ma´s detalles de este me´todo de optimizacio´n as´ı como saber en
detalle las operaciones del proceso, dir´ıjase al anexo A.
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2.2. TV-ROF
En primer lugar se va a estudiar el algoritmo TV (Total Variation), este es el
ma´s sencillo de los tres, ma´s directo, y tambie´n el primero que se implemento´.
Se basa en el principio de que las sen˜ales con muchos detalles y ruido de alta
frecuencia, tienen una gran variacio´n total, es decir, la integral del gradiente en
valor absoluto de la sen˜al tiene un valor muy alto. De acuerdo con este principio, la
reduccio´n de la variacio´n total de la sen˜al teniendo en cuenta que la sen˜al objetivo
se ha de parecer a la original, elimina detalles no deseados, mientras que preserva
los detalles importantes tales como bordes.
En este caso la funcio´n regularizadora es la funcio´n valor absoluto, como en el
ejemplo de la introduccio´n del cap´ıtulo.
F (Ku) = |Ku|
En cuanto a su funcio´n dual, que sera´ u´til para los ca´lculos posteriores, se encuentra
desarrollada en el anexo A.
2.2.1. Proceso
A continuacio´n se van a desarrollar las distintas operaciones que se van a llevar a
cabo en cada iteracio´n del me´todo. Para ello,se va a partir de la siguiente expresio´n,
que se simplifica en una funcio´n de energ´ıa standard como se muestra para entender













En primer lugar se esta buscando maximizar C(u, p), por lo que se aplicara´ el
gradiente ascendente.
pn+1 = pn +  rpC(un, pn+1)
Sustituyendo C(u, p) por la ecuacio´n original.
rpC(un, pn+1) = Kun
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En este punto se aplica el operador proximal map que realiza la proyeccio´n del




Siendo p˜n+1 = pn +  Kun.
Primal
Ahora se procede al ca´lculo del primal, es decir del mı´nimo de la expresio´n
inicial. Por lo que se aplica en este caso el gradiente descendente.
un+1 = un   ⌧ruC(un+1, pn+1)
Del mismo modo se sustituye ruC(un+1, pn+1) = KTpn+1+ (un+1  g) con lo que
resulta lo siguiente:
un+1 = (un   ⌧KTpn+1)| {z }
u˜
 ⌧ un+1 + ⌧ g
Como en el caso anterior se toma una u˜ para simplificar el proceso. Despejando




En este caso el operador proximal map no realiza ninguna operacio´n puesto que
no existe ninguna restriccio´n.
2.3. Huber-ROF
En me´todo de Variacio´n Total tal y como se ha explicado en el apartado anterior
sufre del conocido como Staircasing problem, esto supone que en las superficies con
una leve variacio´n de color tiende a generar pequen˜as regiones planas de distintos
colores como si de una escalera de distintos tonos se tratase. En la imagen 2.2 se
observa este efecto.
El me´todo de Huber intenta poner solucio´n a este problema cambiando la fun-
cio´n del regularizador valor absoluto del TV por la norma de Huber.
Esta norma de Huber se basa en una mezcla entre la funcio´n cuadra´tica para
valores cercanos a cero y la funcio´n valor absoluto para el resto del espectro. Esto
hace que para valores pequen˜os haya una regularizacio´n cuadra´tica, pero para
valores grandes una regulacio´n de variacio´n total.
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Figura 2.2: Ejemplo representativo de Staircasing Problem
2.3.1. Proceso
Se puede definir la funcio´n de la norma de Huber como una funcio´n por partes
de la siguiente forma.
F (x) =
⇢ |x|2
2↵ |x|  ↵|x|  ↵2 |x| > ↵
(2.8)




2 |p|  11 |p| > 1 (2.9)






< Ku, p > +G(u)  F ⇤(p)
En este caso F ⇤(p) no es 0 en los puntos que no hay restriccio´n como el caso del
TV, por lo que se sustituye por el valor de la expresio´n 2.9.
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< Ku, p > +G(u)  ↵p
2
2
Ademas tiene, por la misma razo´n del valor absoluto, la restriccio´n de que |p|  1.
Las operaciones que definen el bucle principal del me´todo se demuestran de
forma similar a como se hacia en el TV, en particular el caso del primal es exacta-
mente el mismo ya que para hacerlo se deriva respecto a u, y como ↵p
2
2 no depende
de ella, desaparece. Por ello nos centramos en el ca´lculo del Dual que es donde
afecta el cambio en la funcio´n regularizadora.
Dual
Como se hizo para el TV vamos a partir de una funcio´n de energ´ıa standard
C(u, p) y del mismo modo el resultado para la funcio´n general del gradiente as-
cendente es:
pn+1 = pn +  rpC(un, pn+1) (2.10)
Derivando C(u, p).
rpC(un, pn+1) = Kun   ↵pn+1
Sustituyendo en la expresio´n 2.10.
˜pn+1 = pn +  Kun    ↵pn+1




Ahora se aplica el operador proximal map para tener en cuenta la restriccio´n








En u´ltimo lugar se va a detallar el me´todo TGV, es el mas complejo de los tres,
ma´s costoso, pero tambie´n de los ma´s efectivos, y ademas es la base del me´todo que
se usara´ para la fusio´n de mapas de profundidad que sera´ descrita en el siguiente
13
Seccio´n 2.4 2. Image Denoising
cap´ıtulo. Este me´todo parte tambie´n con el objetivo de eliminar el Staircasing
Problem del TV.
En el anexo A se detalla como actu´a esta norma sobre la imagen, pero en
resumen en superficies planas de la imagen en las que la variacio´n de color sea
lineal no habra´ penalizaciones que le obliguen a generar pequen˜as zonas de igual
color como en el TV, si no que permitira´ una variacio´n gradual del color.
2.4.1. Proceso
La funcio´n del regularizador en este caso sera´ la siguiente.
|ru|TGV = ↵1|ru  v|+ ↵2|rv| (2.11)
El principal cambio respecto de los me´todos anteriores es que an˜ade la variable
v y en consecuencia la variable utilizada para indicar su gradiente q, por lo que
habra´ que hacer el primal y el dual de dos elementos en vez de uno. A pesar de
ello el ca´lculo de las funciones dual es sencillo, ya que se trata de la funcio´n valor
absoluto en ambos casos.
Se parte pues de la siguiente ecuacio´n para resolver el problema.
mı´n
u,v
↵1|ru  v|+ ↵2|rv|+   k u  g k22
La expresio´n que resulta tras aplicar el dual y con la que se partira´ en el apartado
siguiente se muestra a continuacio´n. Como en otras ocasiones se presentan la misma















C(u, v, p, q) (2.14)
Dual
Aplicando el gradiente ascendente resulta la siguiente expresio´n:
pn+1 = pn +  rpC(un, vn, pn+1, qn)
Derivando la funcio´n de energ´ıa.
rpC(un, vn, pn+1, qn) = Kuu  v
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Ahora se realiza la misma operacio´n pero para q.
qn+1 = qn +  rqC(un, vn, pn, qn+1)
Derivando.
rpC(un, vn, pn, qn+1) = Kvv








Como siempre en primer se calcula el gradiente descendente. Pero esta vez para
u y v.
un+1 = un   ⌧ruC(un+1, vn+1, pn+1, qn+1)
vn+1 = vn   ⌧rvC(un+1, vn+1, pn+1, qn+1)
Derivando.
ruC(un+1, vn+1, pn+1, qn+1) = KTpn+1 + 2 (u  g)
rvC(un+1, vn+1, pn+1, qn+1) = KTv qn+1   pn+1
Como en ocasiones so´lo sera´ necesario despejar para lograr el resultado.







vn+1 = vn   ⌧(KTv qn+1   pn+1)
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2.5. Eleccio´n de para´metros y resultados
La solucio´n que se obtiene para cada uno de los me´todos depende de dos tipos
de para´metros. Para´metros de convergencia ⌧ y   (pasos del proximal map), que
controlan la velocidad de convergencia de la solucio´n. Para´metros de ponderacio´n
( , ↵, ↵1 y ↵2) que controlan el comportamiento entre ajuste a los datos originales
y la regularizacio´n.
En la literatura sobre Primal-Dual no hay una solucio´n clara en la eleccio´n de
estos para´metros, por lo que en este proyecto se han desarrollado una serie de
aplicaciones que permiten tener una idea de su valor de forma razonable. (Estos
valores dependen de la imagen sobre la que actu´a el me´todo pero se va a supo-
ner que los para´metros o´ptimos obtenidos de estas pruebas son extrapolables a
cualquier imagen)
En cuanto a las pruebas realizadas a lo largo de todo el cap´ıtulo se han desa-
rrollado sobre una tarjeta gra´fica nVidia Tesla M2090.
2.5.1. Para´metros para la convergencia
Para asegurar la convergencia los pasos ⌧ y   del proximal map deben cumplir
la siguiente expresio´n.
⌧ L2  1 (2.15)
Donde L =k K k siendo k K k= p8, este valor es independiente de la imagen.
Se puede encontrar una explicacio´n ma´s detallada de esta eleccio´n en el anexo A
seccio´n 4.1.
Para buscar los valores ⌧ y   que mejoran la velocidad de convergencia, es
decir para reducir el nu´mero de iteraciones para lograr la solucio´n o´ptima, se ha
desarrollado el siguiente proceso.
Se eligen ⌧ y   tal que se cumple la ecuacio´n 2.15 y como se trata de un pro-
blema convexo simplemente se sobreitera el me´todo para llegar au´n resultado
o´ptimo u⇤.
Esta solucio´n sera´ utilizada como criterio de parada.





Donde k es la iteracio´n actual. Se ha establecido un umbral para cuando
e  1e  3 el algoritmo se detenga.
16
2. Image Denoising Seccio´n 2.5
(a) Imagen de la prueba






















Figura 2.3: Resultados generados por la aplicacio´n de prueba de para´metros para
 
El resultado de esta prueba para cada uno de los me´todos estudiados se observa
en la figura 2.3, as´ı como con la imagen que se ha utilizado para conseguirlo.
El valor o´ptimo de   que hacen mı´nimo el numero de iteraciones es cualquiera
entre 0,5 y 1,25 para todos los me´todos, se puede obtener el valor de ⌧ simplemente
igualando a 1 la ecuacio´n 2.15.
Tiempo de ejecucio´n
Para los valores o´ptimos de ⌧ y   elegidos en el apartado anterior, se quiere
comprobar el tiempo de ejecucio´n para ver si es posible la ejecucio´n en tiempo
real, ya que este depende de las iteraciones necesarias para converger.
TV
Iteraciones 50 100 150 200 250
Tiempo (ms) 11 17 25 31 38
Huber
Iteraciones 25 50 100 150 200 250
Tiempo (ms) 7 10 16 23 30 35
TGV
Iteraciones 150 200 250
Tiempo (ms) 59 76 94
Se puede observar que para TV y Huber es posible aumentar el numero de itera-
ciones hasta 200, y seguir´ıa ejecuta´ndose en tiempo real, si es que se trabaja a 30
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frames por segundo. Para TGV el minimo numero de iteraciones para que converja
es 150, es decir 59 milisegundos. Si se fuese ma´s flexible en el tiempo real supo-
niendo que cada 100 ms fuera posible actualizar la imagen, se podr´ıa aumentar
hasta 250 el nu´mero de iteraciones y conseguir la ejecucio´n en tiempo real.
Se ha implementado una una aplicacio´n que realiza este procedimiento, en el
anexo D hay ma´s informacio´n.
2.5.2. Para´metros de ponderacio´n
Para elegir los mejores para´metros de ponderacio´n  (TV, Huber, TGV), ↵1 y ↵2
(TGV) que regulan el compromiso entre la proximidad de la solucio´n a la imagen de
entrada, y regularizacio´n del resultado, se ha disen˜ado el siguiente procedimiento.
1. Para cada algoritmo se realiza el nu´mero de iteraciones calculado en la seccio´n
2.5.1, es decir TV 50, Huber 25 y TGV 150.
2. Se obtiene para un rango de los para´metros a estudio, por ejemplo  k 2
[ 0... n], la solucio´n uk tras correr el algoritmo el nu´mero de iteraciones
comentado en el punto anterior.
Puesto que se dispone de la imagen original sin ruido uGT (Ground truth)
que aparece en la figura 2.3 a, se calcula la relacio´n sen˜al ruido SNR entre
la solucio´n uk y la imagen sin ruido uGT mediante la siguiente fo´rmula.








i,j   uGTi,j )2
Se elige el para´metro que maximiza la SNR.
Eleccio´n de  
Tanto TV como Huber como TGV dependen de este para´metro. Se recuerda que
  pondera la importancia de la sen˜al de entrada (  altos) frente a la regularizacio´n
(  bajos). Para el caso del TGV que depende de dos valores adicionales (↵1 y ↵2)
se han fijado a ↵1 = 0,5 y ↵2 = 1,5.
Para realizar este estudio se toma la imagen uGT y se an˜ade ruido gausiano de
media 0 y   = 0,1 (Se recuerda que la imagen uGT esta normalizada entre 0 y 1).
Aplicando el proceso explicado al inicio de la seccio´n se obtiene la gra´fica de la
figura 2.4 a. Para el TV el mejor es 12, para Huber 8 y para TGV 5. La SNR para
la imagen con ruido (  = 0,1) y la SNR para cada una de las normas utilizando el
valor o´ptimo de   se puede observar en la figura 2.5.
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(a) Ruido gausiano con   = 0,1

















(b) Ruido gausiano con   = 0,3

















(c) Ruido sal y pimienta en el 15% de la imagen
Figura 2.4: Valores o´ptimos de   para distintos tipos y valores de ruido.
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(a) Imagen ruidosa snr = 14,4 (b) TV snr = 24,4
(c) Huber snr = 23,7 (d) TGV snr = 24,3
Figura 2.5: Prueba de comportamiento para los tres me´todos estudiados con un
ruido gausiano con   = 0,1
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(a) Imagen ruidosa snr = 6 (b) TV snr = 18,7
(c) Huber snr = 16,6 (d) TGV snr = 19
Figura 2.6: Prueba de comportamiento para los tres me´todos estudiados con un
ruido gausiano con   = 0,3
Se observa que todas las normas realizan un gran trabajo. A pesar de que la
norma TV logra una mejor SNR, el resultado de TGV es visualmente mejor ya
que no se observa starcasing problem.
Se estudia tambie´n el efecto de subir la desviacio´n esta´ndar del ruido a   = 0,3.
Los valores o´ptimos de   para este caso se muestran en la figura 2.4 b, y son para
TV es 6, para Huber 4, y para TGV 2. La SNR de la imagen con ruido y para
cada norma con los valores o´ptimos de   en este caso se observan en la figura 2.6.
Para este caso se observa que a pesar de que exista mejora entre la imagen con
ruido y los resultados, estos no son ni de lejos tan buenos como en el caso anterior.
Por u´ltimo se estudia el efecto del ruido de sal y pimienta. En la figura 2.4 c se
muestran los resultados obtenidos para   para cada una de las normas. Se observa
que para TV es 6, para Huber 5 y para TGV 2. Se muestran en la figura 2.7 los
resultados obtenidos de esta prueba.
En este caso, como en los anteriores la mejor opcio´n es TGV, pero aun as´ı, nunca
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(a) Imagen ruidosa snr = 8 (b) TV snr = 19,1
(c) Huber snr = 16,1 (d) TGV snr = 19,3
Figura 2.7: Prueba de comportamiento para los tres me´todos estudiados con un
ruido sal y pimienta que afecta al 15% de los p´ıxeles
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Figura 2.8: Espectrograma resultante del ana´lisis sen˜al ruido de ↵1 y ↵2, ambas
entre 0 y 5, para   = 5
llega a suprimir por completo el ruido sal y pimienta, adema´s elimina muchos de
los detalles de la imagen al intentarlo.
La norma ido´nea para este tipo de ruido hubiera sido la TV-L1, aunque para
este proyecto no se ha estudiado.
Eleccio´n de ↵1 y ↵2
Para el caso del TGV, para un ruido gausiano de   = 0,1 y para el valor o´ptimo
de   calculado en el apartado anterior (  = 5), se estudia el efecto de modificar
↵1 y ↵2. El resultado es el que aparece en la figura 2.8. Se observa que existe un
amplio rango de valores de ↵1 y ↵2 para los que la sen˜al ruido es alta (franja roja),
incluidos los valores ↵1 = 0,5 y ↵2 = 1,5 utilizados para las pruebas de la eleccio´n
de  .
Para el estudio de todos estos para´metros se ha implementado una aplicacio´n
cuyos detalles se encuentran en el anexo D.
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La parte central del proyecto es la aplicacio´n de los conceptos explicados ante-
riormente basados en Primal Dual para la fusio´n de mapas de profundidad.
La base de todo el proceso que se va a explicar a continuacio´n son los mapas de
profundidad. Ma´s concretamente un conjunto de ellos, sobre los que se realizara´n
distintas operaciones para lograr una mejora en la calidad del mapa resultante.
3.1. Mapas de profundidad
Como se ha dicho en la introduccio´n del cap´ıtulo, los mapas de profundidad
son el principal componente de todo este proceso. Un mapa de profundidad es
simplemente una imagen que contiene informacio´n relacionada con la distancia de
las superficies de los objetos de la escena desde un solo punto de vista. Estos mapas
se pueden construir de mediante distintas te´cnicas, una de las ma´s actuales y que
ma´s se esta´n utilizando es el sistema Kinect, que captura las distancias a la escena
que tiene delante gracias a un sensor infrarrojo que hay junto a la ca´mara.
Por otro lado se pueden utilizar otras te´cnicas para la construccio´n de mapas
de profundidad a partir de ima´genes tomadas mediante una ca´mara monocular
como puede ser DTAM (Dense Tracking and Mapping in Real-Time) [RAND11].
En este caso se ha utilizado una te´cnica similar a esta para el ca´lculo de los mapas.
3.2. Mapas virtuales
Para realizar la fusio´n de distintos mapas de profundidad deben de estar gene-
rados desde el mismo punto de vista. Para ello se ha de realizar un proceso que se
detalla en la figura 3.1.
En resumen, lo que hace el sistema es proyectar los datos contenidos en el mapa
de profundidad que se quiere trasladar en un cubo 3D, y leer esos datos de vuelta
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Figura 3.1: Esquema de actuacio´n para conseguir mapas equivalentes
desde la perspectiva de la ca´mara de referencia r a la que se quiere trasladar el
mapa equivalente. El proceso para conseguirlo es el siguiente:
Para cada voxel del cubo se calculara´ la distancia dz marcada en la figura 3.1.
Para ello se traza un rayo desde el origen de la ca´mara pasando por el voxel hasta
su interseccio´n con un objeto de la escena. La distancia del mapa al punto de
interseccio´n del rayo con la escena esta´ almacenada en el propio mapa, por lo que
es conocida.
Para calcular pues la distancia dz solo sera´ necesario restar la distancia del
mapa al objeto intersectado (almacenada en el propio mapa) menos la distancia
del mapa al voxel en cuestio´n.
Observando la figura 3.1, se puede ver que la distancia dz de la que se ha
hablado sera´ negativa para zonas que queden detra´s de una superficie en la escena
(dz2 en punto azul), y positivas para las zonas visibles (punto rojo).
Una vez relleno el cubo con el depth map que se quiere trasladar solo sera´ ne-
cesario leer los vo´xeles desde la referencia objetivo r. Para ello, se trazara´n rayos
para cada uno de los p´ıxeles del mapa virtual contra el cubo. Para conocer el valor
de cada p´ıxel del mapa equivalente simplemente hay que buscar el momento en el
que el valor del voxel atravesado por el rayo cambia de signo. En ese momento se
conocera´ a que profundidad z se encuentra la superficie buscada.
Todo este proceso conlleva multitud de operaciones que esta´n detalladas en el
anexo E.
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3.3. Fusio´n
Una vez obtenidos todos los Depth Maps, se han de fusionar para lograr uno de
mayor calidad que cada uno de ellos por separado. Para ello se va a utilizar una
variante del me´todo TGV explicado en el cap´ıtulo anterior para el denoising.
La principal razo´n para que se utilice este algoritmo y no otro es, como se ha
recalcado en el cap´ıtulo anterior, su buen resultado ante el Staircasing problem,
que cuando se habla de escenas 3D tiene mas importancia si cabe. Ademas permite
aproximar mejor superficies afines en la escena.
Para el data term se utilizara´ la norma de Huber y no la cuadra´tica, que se ha
utilizado a lo largo de todos los problemas de denoising estudiados en el proyecto,
debido a que es mas robusta a la presencia de espurios.
Esta decisio´n se basa en dos problemas de la norma ROF (cuadra´tica), el
comportamiento ante el Staircasing problem, y que no es una o´ptima eleccio´n para
el ruido esperado, ya que el ruido en estas condiciones es una mezcla entre ruido
Gaussiano y valores at´ıpicos, para el que la norma de Huber se comporta mejor.
3.3.1. Proceso
El algoritmo utilizado en este caso es similar al de denoising, pero con mas
variables implicadas como se ve a continuacio´n.















En ella se observa por un lado el regularizador, que es similar al de TGV del
denoising.
La novedad de esta ecuacio´n se encuentra en el data term, que se ha conver-
tido en un sumatorio, ya que entran en juego ma´s de una imagen, o mapa de
profundidad en este caso.
Con la expresio´n 3.1 no se puede tratar computacionalmente, ya que esta´ defi-
nida en el espacio continuo, por lo que es necesario discretizarla. Como en el caso
del denoising se dualizan las funciones conflictivas para realizar el me´todo proxi-
mal map. Cabe destacar la aparicio´n de una nueva variable dual r. Existira´ una
rl para cada uno de los mapas de profundidad de entrada con l 2 [1..k]. Esta se
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Sujeto a:
|p|  ↵1, |q|  ↵0, |rl|  1
Como en el caso del denoising se aplican las restricciones correspondientes a las
variables duales que han aparecido al realizar la transformacio´n.
A continuacio´n se va a proceder a la descomposicio´n de la expresio´n 3.2 en cada
una de las operaciones que conformara´n el me´todo proximal map.
Primal



















vn+1 = vn   ⌧(KTv qn+1   pn+1)
Dual
En el caso de las variables p y q se realizan exactamente las mismas operaciones
que el caso del TGV del denoising.














La novedad de este me´todo esta´ en el ca´lculo de la actualizacio´n de las rl, las
nuevas variables que entran en juego.
Para ello, como con todas las anteriores, se calcula el gradiente descendente y
se proyecta la solucio´n para cumplir la restriccio´n que impone el dual.
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Figura 3.2: Prueba del correcto funcionamiento de la virtualizacio´n de mapas de
profundidad. Mapa original capturado en la referencia centrada r(Izquierda). Mapa
que se quiere transladar a r (Centro). Mapa resultante, ya en r (Derecha)
rn+1 = rn +  ((un   fl)   rn+1)
Si se toma r˜n+1 = rn +  (un   fl), al aplicar la proyeccio´n resulta la siguiente.
rn+1 =
r˜n+1/(1 +   )
max(1, |r˜n+1/(1 +   )|)
3.4. Resultados de la fusio´n
Se van a realizar distintas pruebas para comprobar el correcto funcionamiento,
tanto de la fusio´n como del proceso para generar los mapas virtuales.
3.4.1. Generacio´n de mapas virtuales
Para demostrar el correcto funcionamiento de la virtualizacio´n de los mapas de
profundidad simplemente se va a realizar el cambio de la referencia de un mapa
para ponerlo en referencia a otro ma´s centrado.
En la figura 3.2 se observan, por un lado el mapa original capturado desde la
referencia objetivo r, en el centro de la misma el mapa original capturado desde su
referencia inicial, y por u´ltimo el mapa virtualizado. Las zonas negras generadas
corresponden a zonas no visibles desde la referencia inicial.
3.4.2. Fusio´n
En primer lugar, antes de demostrar el funcionamiento de todo el proceso, se
comprobara´ que realmente funciona la fusio´n, para lo que se realizara´ la siguiente
prueba.
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Figura 3.3: Antes y despue´s de la fusio´n de la primera prueba. En cuanto al ruido
  = 0,1 y el 10% de los datos son espurios con un variacio´n ma´xima de 1 metro.
Partiendo de un mapa de profundidad cualquiera se le introducira´ ruido gau-
siano con   = 0,1 y datos espurios para el 10% de los p´ıxeles con una variacio´n
de 1 metro. Se realizara´ este proceso seis veces, tras lo que se realizara´ la fusio´n
de todos ellos.
En la figura 3.3 se muestra uno de los mapas con ruido, ya que los otros cinco
son visualemente similares, y el mapa resultado.
Ya a simple vista el resultado es muy bueno. En cuanto al ana´lisis sen˜al ruido,
el resultado es tambie´n muy asombroso, ya que para los mapas ruidosos tiene un
valor de entre 20 y 21 decibelios, pero para el mapa resultado devuelve un valor
de 40 decibelios.
En la siguiente prueba ya entra en juego la virtualizacio´n. Se va a partir de un
mapa original con un ruido gausiano de   = 0,1 y datos espurios en el 50% de
los p´ıxeles con variacio´n de un metro. Para intentar mejorarlo se introducira´n 11
mapas ma´s, vistos desde distintas perspectivas con un ruido de   = 0,03.
En la figura 3.4 se observan las relaciones sen˜al ruido del mapa inicial ruidoso,
y del resultado tras realizar la fusio´n.
Se puede observar una gran mejora tanto visual como en relacio´n sen˜al ruido.
Cabe destacar que la prueba se ha realizado para una resolucio´n de 512x512x512
del cubo. Si se aumenta esta resolucio´n a 1024x1024x1024, el resultado mejora
hasta una SNR de 25.55 dB.
En este punto se van a comenzar a realizar pruebas con mapas estimados.
Estos mapas estimados se han obtenido mediante una te´cnica similar al DTAM
[RAND11] usando 10 ima´genes en niveles de gris para cada depth map. En la
figura 3.5 se muestra la diferencia entre un mapa perfecto y su correspondiente
mapa estimado.
A continuacio´n se va a probar que de la fusio´n de 12 mapas estimados resulta
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(a) Ruidosa con   = 0,1 y espurios en el
10% de los p´ıxeles. snr= 15.16
(b) Resultado. snr=23.44
Figura 3.4: Resultado de la mejora de un mapa muy ruidoso mediante la fusio´n.
Figura 3.5: Comparacio´n entre un depth map perfecto y su estimacio´n correspon-
diente tras usar 10 ima´genes consecutivas en niveles de gris
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(a) Mapa estimado. snr= 17.5 (b) Resultado. snr=19.1
Figura 3.6: Resultado de la fusio´n de 12 mapas estimados.
uno ma´s parecido al ground truth, por lo que la SNR deber´ıa aumentar en este
caso. Los resultados de esta prueba se muestran en la figura 3.6.Se confirma el
aumento de la SNR tras la fusio´n de los mapas.
Tanto en los bordes de la mesa como en los de la impresora se aprecia una
mejora a simple vista. En la parte del monitor no corrige este efecto debido a que
todos los mapas estimados tienen una mala estimacio´n para esta parte, por lo que
la solucio´n ser´ıa mejorar el me´todo de creacio´n de depth maps.
Para comprobar que la fusio´n puede resolver este problema se introducen mapas
de profundidad de una buena calidad dentro de la fusio´n el resultado deber´ıa
mejorar en gran medida.En la figura 3.7(a) se muestra el mapa obtenido tras
fusionar un 85% de mapas estimados y un 15% de mapas de mas calidad y la
SNR del resultado, y en la figura 3.7(b) el resultado y el SNR para un 50% de
mapas estimados y un 50% de mapas de mas calidad.
La figura 3.8 muestra el efecto que tiene introducir mapas de mas calidad en la
SNR. Como se esperaba se puede decir que la fusio´n mejora conforme la cantidad de
mapas buenos introducidos aumenta. Otro efecto curioso es que la mejora depende
del orden en el que se introducen debido al nivel de solapamiento respecto al depth
map de referencia. Se observa con claridad que cuando se introduce el depth map
numero 7 se produce una gran mejora como se observa en la pendiente de la gra´fica.
3.4.3. Medida de tiempos
En cuanto a la medida de tiempos el intere´s se centra en dos procesos.
Cuanto cuesta crear un solo mapa virtual, ya que que para una aplicacio´n real
este tiempo esta espaciado y depende del nu´mero de ima´genes en niveles de
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(a) Resultado. snr=19.53 (b) Mapa estimado. snr= 21.8
Figura 3.7: Resultado de la fusio´n habiendo an˜adido distinto porcentaje de mapas
de mas calidad.













Figura 3.8: gra´fica de mapas perfectos
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gris necesarias para construir el depth map. Este tiempo es de una media de
200 milisegundos, ya que depende en cierto modo del mapa que se introduce
en el cubo.
Cabe destacar que esta prueba se ha realizado para una resolucio´n de
1024x1024x1024. Una bajada de esta resolucio´n reducir´ıa significativamente
el tiempo de virtualizacio´n, por ejemplo para 512x512x512, el tiempo des-
ciende hasta los 32 milisegundos (Tiempo real).
Por otro lado es interesante saber el tiempo dedicado a la fusio´n en funcio´n
de el nu´mero de mapas que se fusionan. En la figura 3.9 se observa este dato.















Figura 3.9: Tiempos de realizacio´n de la fusio´n en funcio´n del nu´mero de mapas
implicados.
Esta prueba se ha realizado para 100 iteraciones un valor que asegura un
buen resultado.
Estas pruebas, as´ı como todas las de la memoria se han realizado sobre una




A lo largo de proyecto se han ido cumpliendo cada uno de los objetivos plantea-
dos al inicio del mismo. A continuacio´n, se listan las aportaciones realizadas por
parte de este PFC.
Explicacio´n sencilla de los ca´lculos matema´ticos involucrados en todo el pro-
ceso, desde el algoritmo utilizado para la resolucio´n del Primal Dual, hasta
su aplicacio´n en concreto para me´todos de denoising y fusio´n.
Estudio detallado de todos los para´metros implicados en el denioising, tanto
de convergencia como de ponderacio´n. De este modo se tiene una idea ma´s
clara para futuros trabajos sobre las elecciones a tomar en este aspecto, ya
que la documentacio´n existente no hace e´nfasis en este tema.
Estudio de la posible aplicacio´n en tiempo real de los algoritmos de denoising.
U´til para aplicaciones posteriores.
Aplicacio´n del proceso de TGV-Fusion para ima´genes proyectivas y no sola-
mente ortogra´ficas como se hab´ıa realizado hasta la fecha.
Estudio de los resultados de la fusio´n sobre la influencia del punto de vista
y de distintos valores y tipos de ruido.
4.1. Lineas Futuras
En cuanto a posibles trabajos posteriores con relacio´n de este proyecto:
Estudio de la posible mejora del proceso de fusio´n mediante aplicacio´n de
distintos me´todos de denosing despue´s de la virtualizacio´n de los mapas,
justo antes de la fusio´n.
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Realizacio´n de un promedio de los mapas directamente en el cubo que realiza
la virtualizacio´n. En vez de transformar cada uno por separado. Comparar
este resultado con el obtenido mediante la te´cnica utilizada en este proyecto.
Realizacio´n de un me´todo variacional con los datos directamente cargados
en el cubo de virtualizacio´n, y no a posteriori como se realiza en este caso.
Estudio de la distribucio´n del trabajo enviado a la tarjeta gra´fica, para op-
timizarlo segu´n la arquitectura en la que se ejecuta.
Por u´ltimo, hubiera sido interesante la integracio´n de la fusio´n realizada den-
tro de todo el proceso, desde la captura de ima´genes hasta la reconstruccio´n
de la escena. Y estudiar la posible ejecucio´n en tiempo real de todo el proceso.
4.2. Valoracio´n personal
Respecto a la valoracio´n personal, este proyecto ha supuesto todo un reto, ya
que se ha tratado del proyecto ma´s grande que he realizado, gracias a esto he
aprendido mucho, muchas veces de los propios errores.
Tambie´n a supuesto un reto en cuanto a las herramientas empleadas, ya que
antes de realizarlo carec´ıa de experiencia en programacio´n en Cuda. Tampoco
nunca hab´ıa realizado un documento en LATEX lo cual ha hecho mucho ma´s lenta
la etapa de escritura de la memoria.
La realizacio´n de este proyecto me ha permitido conocer el mundo de la visio´n
por computador, un a´rea que a lo largo de la carrera no hab´ıa tocado demasiado,
pero que siempre me hab´ıa llamado la atencio´n. Adema´s este proyecto se ha ba-
sado en la investigacio´n, un campo en mi opinio´n muy interesante para cualquier
ingeniero ya que es donde puedes aplicar todo tu ingenio, trabajar con tecnolog´ıas
punteras, as´ı como estar al d´ıa de todo, gracias a las distintas publicaciones de
centros de investigacio´n y universidades, en definitiva, el l´ımite te lo pones tu´ mis-
mo.
En cuanto al desarrollo del proyecto han sido aplicados conceptos de muy di-
versas materias aprendidas durante los u´ltimos 5 an˜os de carrera. Dentro de es-
tos conceptos, por ejemplo los relacionados con la arquitectura de computadores,
fueron muy u´tiles para comprender la arquitectura de la GPU, y de este modo
programar de forma ma´s eficiente. Por otro lado, se han aplicado multitud de con-
ceptos relacionados con el ca´lculo y el ca´lculo nume´rico. En definitiva me he dado
cuenta de que toda la formacio´n recibida a lo largo de la carrera tiene una gran
aplicacio´n.
En cuanto a mi valoracio´n personal propiamente dicha, ha sido una experiencia
muy buena, ya que el tema del proyecto me gustaba, aunque en ocasiones lo vi
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demasiado teo´rico, ma´s tarde me di cuenta de que la teor´ıa matema´tica es la base
de todos los problemas relacionados con este tema, y que es necesaria una buena
comprensio´n de la misma para poder abarcar cualquiera de los problemas resueltos
a lo largo del proyecto.
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La optimizacio´n de funciones es una rama muy importante de estudio en las
matema´ticas, en general, no es posible encontrar el mı´nimo o el ma´ximo absoluto
de un problema de optimizacio´n aunque s´ı existen, para determinados tipos de
funciones, soluciones o´ptimas o buenas heur´ısticas. [NY04]
Afortunadamente en este proyecto nos encontramos en uno de esos casos, en
los que las funciones a minimizar que nos vamos a encontrar, presentan una es-
tructura especial que permite obtener la solucio´n global (o´ptima) del problema.
La estructura gene´rica de los problemas que vamos a resolver, tanto en denoising
como en TGV-fusion, es la siguiente:
mı´n
u
F (Ku) +G(u) (A.1)
Donde F y G son funciones convexas aunque no tienen por que ser diferenciables
y K es un operador lineal. La solucio´n a esta optimizacio´n se basa en el algoritmo
Primal Dual que como veremos ma´s adelante, cuando se aplica a problemas de
visio´n por computador, se puede acelerar considerablemnte usando tarjetas gra´ficas
(GPUs) y programacio´n paralela en CUDA.
A.1. Algoritmo Primal Dual
Citando a [Roc97] ”La gran l´ınea divisoria en optimizacio´n no es entre proble-
mas lineales y no lineales sino problemas convexos y no convexos”. Para un nu´mero
considerable de problemas convexos con cierta estructura es posible encontrar una
solucio´n o´ptima con buena precisio´n y en un tiempo razonable, independientemen-
te de la inicializacio´n. En nuestro caso la expresio´n 2.1 esta´ compuesta por dos
funciones convexas que admite una solucio´n o´ptima [CP11].
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Figura A.1: Demostracio´n de funcio´n convexa
Como vemos el concepto de convexidad es fundamental en el ana´lisis y resolu-
cio´n de los problemas de optimizacio´n. Una funcio´n es convexa cuando se cumple
que:
8  2 [0, 1] y 8x1, x2 2 dom(f)
 f(x1) + (1   )f(x2)   f( x1 + (1   )x2) (A.2)
Lo que viene a decir que dadas x1 y x2, el segmento de recta que une f(x1)
y f(x2) siempre queda por encima que la funcio´n. En la figura A.1 se muestra
gra´ficamente esta afirmacio´n. La principal consecuencia de esto es que se puede
encontrar en ella el mı´nimo absoluto, a continuacio´n se muestran las te´cnicas que
se van a emplear para conseguir esta minimizacio´n.
Una cualidad conveniente de toda funcio´n sobre la que se va a realizar una mi-
nimizacio´n es que sea diferenciable. En este punto es donde comienza el problema,
ya que en la forma A.1 no se asegura que las funciones implicadas sean diferencia-
bles. Sin ir mas lejos en el primero y ma´s sencillo de los problemas de denoising que
se abarcara´n en el cap´ıtulo 3 esta funcio´n corresponde a la funcio´n valor absoluto.
Para simplificar se va a suponer que la parte de G(u) es diferenciable, as´ı sera´ para
todos los problemas de denoising, pero no en el caso de la fusio´n de mapas que ya
se vera´ en el cap´ıtulo correspondiente.
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Figura A.2: Familia de tangentes que quedan por debajo de la funcio´n a estudiar
Para solucionar este problema se va a realizar una transformacio´n de la funcio´n
problema´tica de modo que sea compatible con los me´todos de optimizacio´n cla´sicos.
A.2. Transformada de Legendre-Fenchel
Como se ha dicho no es posible aplicar los me´todos cla´sicos a priori para resolver
la minimizacio´n A.1, ya que no se asegura la diferenciabilidad de las funciones im-
plicadas. Para lograr esto se va transformar la parte no diferenciable en una funcio´n
apta para la aplicacio´n de estos me´todos para ello utilizaremos la transformacio´n
de Legendre-Fenchel.
En resumen, este me´todo trata de definir las funciones convexas principalmente
de otra forma sin perder informacio´n, en nuestro caso resulta especialmente u´til,
ya que va a permitir convertir una funcio´n convexa no diferenciable, en otra a la
que es posible aplicarle el me´todo del gradiente.
La transformacio´n de Legendre-Fenchel trata de relacionar una funcio´n con-
vexa con la familia de hiperplanos que quedan por debajo de ella es decir, es la
interseccio´n de todos los hiperplanos menores que la funcio´n a transformar.
En la figura A.2 podemos observar como la funcio´n queda tambie´n definida en
este caso. El siguiente paso sera´ tomar de todas estas intersecciones de las tangentes
so´lo las que coincidan con la propia funcio´n, por eso matema´ticamente se expresa
como el superior de todo lo anterior como veremos mas adelante, gra´ficamente
queda bastante claro en la figura A.3 donde se muestran las tangentes a la propia
funcio´n, que tambie´n definen a esta.
La forma vectorial de expresar cada uno de estos hiperplanos es < x, p >  f(x),
siendo < x, p > el producto vectorial y, para este caso en particular, < x, p >= xTp
ya que se trata de vectores. El resultado final de la transformacio´n ser´ıa el siguiente.
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Figura A.3: Familia las rectas tangentes a la funcio´n a estudiar
f ⇤(p) sup
x
< x, p >  f(x) (A.3)
A esta funcio´n f ⇤(x) la llamaremos funcio´n dual de f(x), es tambie´n de una
funcio´n convexa. Ahora se aplica una propiedad de este tipo de funciones que
dice que toda funcio´n convexa se puede poner en funcio´n de su dual. Tras esto
resultara´ una expresio´n de la siguiente forma:
f(x) = sup
p
< x, p >  f ⇤(p) (A.4)
Esta funcio´n es equivalente a la funcio´n inicial con la peculiaridad de que a esta le
podremos aplicar los distintos me´todos de minimizacio´n.
A.2.1. Valor absoluto
Como se ha comentado en el apartado de caracter´ısticas, para uno de los al-
goritmos que se vera´n mas adelante la funcio´n F (Ku) a la que se va a aplicar
esta transformacio´n es la funcio´n valor absoluto. A continuacio´n se van a realizar
todos los pasos para convertir la funcio´n valor absoluto en diferenciable. Esto es
u´til por un lado para ilustrar en un ejemplo lo explicado anteriormente, as´ı co-
mo para partir de este punto al explicar en ocasiones posteriores el ca´lculo de la
transformacio´n dual de funciones parecidas al valor absoluto, u´tiles en distintos
me´todos de denoising.
En primer lugar se define la expresio´n general de la funcio´n dual que ha sido
calculada en el apartado anterior.
F ⇤(p) = sup
x
< x, p >  F (x) (A.5)
44
A. Optimizacio´n convexa: Algoritmo de Primal Dual Seccio´n A.2
Para este caso en particular:
F ⇤(p) = sup
x
< x, p >  |x|1
Al buscar el supx < x, p >  |x|1 estamos buscando el superior de < x, p >, es
decir de |x||p| cos ✓ siendo ✓ el a´ngulo que forman. Para obtener el superior de eso
tendremos que tomar ✓ = 0, por lo que la expresio´n A.5 se reduce a:
F ⇤(p) = sup
x
|x||p|  |x|
O lo que es lo mismo:
F ⇤(p) = sup
x
|x|(|p|  1)
Esta u´ltima aproximacio´n ya se puede interpretar como una funcio´n por partes.
Para ello se puede observar el termino (|p|  1).
Cuando (|p|   1) sea menor o igual a 0, el ma´ximo posible para toda la
expresio´n sera 0, esto se dara´ al tomar x = 0, ya que cualquier otra eleccio´n
dar´ıa un resultado mas bajo.
Si (|p|   1) > 0, no existira´ una cota superior ya que el ma´ximo valor de la
expresio´n sera´ dado en el peor de los casos por el valor de |x|, por lo que el
resultado para estos tramos es 1.
En resumen, resulta de forma simbo´lica la expresio´n A.6, lo que se observa
gra´ficamente en la figura A.4
F ⇤(p) =
⇢
0 |p|  1
1 |p| > 1 (A.6)




< x, p >  F ⇤(p)) = sup|p|1 < x, p >
Dando como resultado una maximizacio´n de una funcio´n diferenciable con una
restriccio´n (|p|  1) con la que se puede trabajar, ma´s adelante se explicara´ el por
que´ de esta funcio´n y se describira´ completamente.
Para concluir se va a realizar una ana´lisis gra´fico de la solucio´n alcanzada. En
la figura A.5 se observa por un lado, en azul, la funcio´n valor absoluto, por otro
lado se muestran dos funciones tangentes a la misma, cada una es un ejemplo cada
una de las dos partes en las que se divide la funcio´n dual de la funcio´n original.
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Figura A.4: Dual de la funcio´n valor absoluto











Figura A.5: Ejemplo u´til para comprender la dual de la funcio´n valor absoluto
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Para comprender mejor la figura hay que recordar la ecuacio´n A.3, en la que
hay dos te´rminos diferenciados, que podemos distinguir en la figura. En primer
lugar esta´ el te´rmino < x, p > representado por las rectas que pasas por el origen
representadas con los colores rojo y verde, y por otro lado esta´ la propia funcio´n
valor absoluto representada en azul. Lo que se pretende buscar es el ma´ximo de la
resta de ambas partes.
Para p > 1 vemos que para x positivas la recta queda por encima de la
funcio´n, por lo que el resultado sera´ positivo y mayor cuanto mas se aleja
del origen, por lo que la ma´xima diferencia entre ambas partes sera´ infinito.
Por otro lado para p  1, la tangente siempre queda por debajo de la funcio´n
por lo que siempre sera´ negativa salvo en el punto en el que es tangente, es
decir, en x=0 cuya diferencia sera´ 0.
A.2.2. Norma de Huber
Se puede definir la funcio´n de la norma de Huber como una funcio´n por partes
de la siguiente forma.
F (x) =
⇢ |x|2
2↵ |x|  ↵|x|  ↵2 |x| > ↵
(A.7)
En este punto como se ha hecho con la funcio´n valor absoluto para el TV, se
tiene que hallar el dual de la funcio´n A.7. En este caso la demostracio´n matema´tica
no es tan evidente como en el caso del valor absoluto por lo que se va a realizar
una demostracio´n gra´fica basada en la figura A.6. En la figura se puede observar,
por un lado la funcio´n A.7 en color azul y naranja, y por otro lado dos ejemplos
de rectas tangentes a la funcio´n, como en el caso del valor absoluto una con p > 1
y otra con p  1.
Para el caso de p > 1 (recta verde) su superior es 1, como se explico´ en
para el valor absoluto la diferencia ma´xima entre la funcio´n y la recta no
esta´ acotada.
La novedad esta´ en que para p  1, ya que en el caso anterior la ma´xima
diferencia era 0 porque siempre estaba por debajo de la funcio´n, pero en este
caso hay una parte de la tangente que esta´ por encima de la funcio´n, adema´s
se puede demostrar que la ma´xima diferencia existente siempre es entre la
tangente y el tramo [ ↵,↵] y esta diferencia es ↵p22 .
Por todo lo anterior la expresio´n resultante para el dual de la funcio´n A.7 es la
siguiente:
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2 |p|  11 |p| > 1 (A.8)
A.2.3. TGV
En el caso del TGV como en los me´todos anteriores existe un cambio en la parte
del regularizador, pero no se trata de un cambio de funcio´n, en este caso introduce
una funcio´n nueva v que lo que pretende es dar cabida a las variaciones lineales
del gradiente. Esto es, en superficies planas de la imagen en las que la variacio´n de
color sea lineal no habra´ penalizaciones que le obliguen a generar pequen˜as zonas
de igual color como en el TV, si no que permitira´ esta variacio´n gradual del color,
en la figura A.7, se observa este hecho en funciones sencillas.
Esta nueva variable v representa la variacio´n del gradiente a lo largo de la
imagen, por lo que como se ha dicho antes, minimizar esta funcio´n tiende a generar
a´reas de gradiente constate.
En la figura se observan cuatro gra´ficas de funciones significativas para entender
el problema, la primera gra´fica es la supuesta funcio´n de entrada con ruido, la
segunda la solucio´n que generar´ıa el me´todo TV, como se ha dicho antes se observa
que tiende a generar superficies planas, en las que no varia el gradiente. En la
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Figura A.7: Comparacio´n de los distintos me´todos en una funcio´n sencilla
tercera gra´fica se observa el resultado que resultar´ıa del me´todo TGV, donde se
conservan las pendientes como deber´ıa. Por u´ltimo se representa la funcio´n v, que es
la cual permite que el TGV se comporte de esa forma, porque el me´todo minimiza
la variacio´n total de esta funcio´n como lo hacia TV para la propia imagen, por lo
que generara´ en ella sectores planos que se correspondera´n variaciones constantes
del gradiente en la imagen resultado.
La parte del regularizador queda pues de la siguiente forma.
|ru|TGV = ↵1|ru  v|+ ↵2|rv| (A.9)
Al haber ahora dos te´rminos existira´n dos funciones a dualizar, la ventaja es
que ambas son la funcio´n valor absoluto, por lo que esas funciones son sencillas
como se ha visto en el caso del TV. A continuacio´n se muestran ambas, como en




0 |p|  ↵1
1 |p| > ↵1
F ⇤(q) =
⇢
0 |q|  ↵2
1 |q| > ↵2
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A.3. Resolucio´n del problema
A partir del apartado anterior, podemos concluir que la ecuacio´n A.1 de la
que se part´ıa, tras aplicar la transformacio´n de Lengendre-Fenchel para el te´rmino











< Ku, p > +G(u) sujeto a |p|  1
Ahora la expresio´n ya es diferenciable, ya que la parte F (Ku) ha quedado
transformada, y la parte G(u) era diferenciable de inicio como se ha supuesto en
el apartado de caracter´ısticas. Por lo que resulta un problema de minimizacio´n,
maximizacio´n de funciones diferenciables.
En este punto es posible aplicar me´todos de primer orden (basados en que la
funcio´n es diferenciable al menos una vez) para la optimizacio´n.
A.3.1. Optimizacio´n convexa de primer orden
En primer lugar se va a definir la optimizacio´n mediante me´todos de primer
orden ya que es el algoritmo en que se basara´ la solucio´n del problema Primal-Dual
para los problemas que se desean resolver. Interesa resolver el siguiente problema:
Dada f : Rn  ! R, campo escalar una vez diferenciable con continuidad,




Encontrar una solucio´n de este problema corresponde a encontrar un punto x¯ que
satisfaga:
f(x¯⇤)  f(x)8x 2 Rn (A.12)
El punto x¯⇤ se denomina mı´nimo absoluto de f sobre Rn
Sabiendo que la funcio´n a estudiar es convexa y diferenciable, si pensamos en
funciones de una variable, habremos encontrado un mı´nimo cuando f 0(x) = 0,
pero al extrapolar este problema a Rn, podemos demostrar de forma teo´rica que
nos encontramos en un mı´nimo cuando se cumple la siguiente condicio´n necesaria
y suficiente. [BV04]
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A continuacio´n se va a describir el me´todo del gradiente descendente que sera´ el
que se utilizara´ con ciertos matices para resolver el problema.
A.3.2. Me´todo del Gradiente
El me´todo del gradiente descendente es uno de los me´todos sencillo de optimi-
zacio´n de funciones diferenciables.
Se trata de un me´todo iterativo que dado un punto inicial busca la direccio´n de
ma´ximo descenso y elije un paso para acercarse a la solucio´n. Matema´ticamente
lo se puede ver como que en cada iteracio´n se busca una direccio´n d 2 Rn dada
por la siguiente expresio´n.
mı´n
d2Rn
f(x)d sujeto a k d k2= 1
Con lo que resulta la siguiente expresio´n.
d =  rf(x)
Es decir, la direccio´n local de ma´ximo descenso es la direccio´n del gradiente
negativo.
En resumen el me´todo del gradiente descendente obedece a la siguiente expre-
sio´n donde en cada paso hay que calcular tau usando un algoritmo de line search.
xn+1 = xn   ⌧rf(xn) (A.13)
A.3.3. Otros me´todos de optimizacio´n
Como se ha dicho anteriormente el me´todo del gradiente es el me´todo ma´s
sencillo, y como tal en condiciones normales es de los ma´s lentos en alcanzar
la solucio´n, existen muchos otros me´todos a priori ma´s ra´pidos y eficientes. Por
ejemplo uno de los ma´s conocidos es el me´todo de Newton, que se basa en el mismo
concepto, pero realiza una aproximacio´n cuadra´tica a la hora de elegir la direccio´n
de descenso.
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La clave para elegir el de gradiente y no el de newton es que en la pra´ctica dado
que cada componente del gradiente se puede calcular de forma independiente, se
puede paralelizar totalmente, dada la independencia de los datos. Si se piensa en
problemas relacionados con la imagen, para hilo de ejecucio´n hara´ las operaciones
para cada pixel, mientras que en el caso de me´todos de aproximacio´n cuadra´tica los
datos no son independientes y resultan operaciones ma´s complejas que involucran
a ma´s datos, por lo que no aprovechar´ıamos la potencia de la programacio´n gra´fica.
A.4. Proximal map
A pesar de que es posible la utilizacio´n del me´todo del gradiente para la optimi-
zacio´n de la expresio´n A.10, se va a utilizar un me´todo llamado proximal map. Se
trata de un me´todo muy similar al del gradiente descendente pero incluye varias
caracter´ısticas que lo hace perfecto para la resolucio´n del Primal Dual. Como se











C(x, y) sujeto a |y|  1
Se muestra en funcio´n de una funcio´n de energ´ıa standard para facilitar la
comprensio´n.
A continuacio´n se muestra la estructura de este me´todo.
8<: y
n+1 = (I +  @F ⇤) 1(yn +  Kx¯n) (1)
xn+1 = (I + ⌧@G) 1(xn   ⌧K⇤yn+1) (2)
x¯n+1 = xn+1 + ✓(xn+1   xn) (3)
(A.14)
Este es el esquema de la resolucio´n del problema Primal Dual, en el se realiza
una maximizacio´n y una minizacio´n para cada una de las iteraciones.
El la parte 1 del proceso se realiza la maximizacio´n. Como se hac´ıa para el
me´todo del gradiente descendente se deriva en funcio´n de y.
y˜n+1 = yn +  ryC(xn, yn+1)
En este punto se observa la primera de las ventajas del proximal map, evalu´a a y
en el punto siguiente del que se encuentra en la iteracio´n actual, lo que acelerara´ el
proceso.
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La siguiente ventaja viene dada por el operador (I+ @F ⇤) 1, su labor consiste
en realizar una proyeccio´n de modo que cumpla la restriccio´n que impone la funcio´n




La parte 2 del proceso realiza la minimizacio´n en x, este caso en algo mas
sencillo que el anterior ya que al realizar la primera derivada desaparece la funcio´n
dual as´ı como su restriccio´n por lo que el operador (I + ⌧@G) 1 es trivial. En este
caso sigue apareciendo la ventaja de que la fucio´n es evaluada en el punto siguiente
al realizar los ca´lculos por lo que la derivada tendra´ la siguiente forma.
xn+1 = xn   ⌧rxC(xn+1, yn+1)
En este caso y tambie´n se evalu´a en el punto siguiente ya que puesto que este
resultado es conocido de antemano.
En cuanto al tercer elemento no tiene una importancia vital para el problema,
se trata de una relajacio´n para lograr que el me´todo converja con mayor rapidez.
En cuanto al paso, para esta forma de funcio´n de energ´ıa en concreto se puede
demostrar que tomando ⌧ y   de forma adecuada se asegura la convergencia. Por
lo que no sera´ necesario realizar el ca´lculo del paso en cada iteracio´n como si que
lo ser´ıa con el me´todo del gradiente.
En resumen el me´todo proximal map utilizado se basa en el me´todo del gradiente
descendente y ascendente evaluados en el punto siguiente y con un paso conocido
de antemano haciendo que en realidad la convergencia sea mas ra´pida y los ca´lculos
ma´s sencillos que en un me´todo de gradiente tradicional.
A.4.1. Eleccio´n de para´metros
Una particularidad de la funcio´n de energ´ıa de este proyecto es que se puede
asegurar que con una correcta eleccio´n de los para´metros el me´todo de gradiente
para este problema siempre converge. Esta correcta eleccio´n se refiere a que los
distintos pasos ⌧ y   deben cumplir la siguiente expresio´n.
⌧ L2  1 (A.15)
Siendo L =k K k es decir, la norma de K. En el art´ıculo en el que se basa esta
parte del proyecto [CP11], escoge ambas con valor aproximado de 0,3536 ya que
se puede demostrar que k K k= p8, por lo que haciendo en la expresio´n anterior
⌧ =   el resultado es el comentado anteriormente.
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En este cap´ıtulo del anexo se va a detallar todo el proceso que se ha ido reali-
zando a lo largo del proyecto.
B.1. Metodolog´ıa
Dadas las caracter´ısticas del proyecto no se aplico´ ninguna metodolog´ıa concreta
para su realizacio´n. A pesar de esto el desarrollo del proyecto se puede dividir en
distintas fases.
Aprendizaje
En principio se realizo´ una etapa de aprendizaje, por un lado del algoritmo
Primal Dual, y por otro del primero de los problemas de denoising, ya que se trata
de el ma´s sencillo, pero en el que se aplican todos los conceptos que se necesitar´ıan
para los siguientes problemas.
A la vez que se aprend´ıan los conceptos teo´ricos y matema´ticos, se comenzo´ a
programar los distintos problemas en distintas tecnolog´ıas gradualmente hasta
llegar a la el u´ltimo escalo´n, una vez all´ı, se fueron implementando los dema´s
me´todos de denoising as´ı como la fusio´n.
Se detallan a continuacio´n todos los pasos llevados a cabo.
Matlab
Como se ha dicho antes se tomo´ el ma´s sencillo de los problemas de denoising,
el TV -Rof , para ello se estudio´ el problema propuesto en el Pock [CP11], y se
programo´ de forma literal en primer lugar en lenguaje matlab, ya que mediante su
uso las operaciones complejas con matrices se tornan muy sencillas. Por lo que no
se tuvo en este primer acercamiento una visio´n a nivel de pixel, y por tanto era
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imposible una interpretacio´n paralela del me´todo. Aun as´ı esta etapa como se ha
dicho ayudo´ a la compresio´n del problema y del algoritmo.
C++
Una vez que el problema estaba programado y funcionando en matlab, se co-
menzo´ a implementar en C ++.
La principal novedad, y punto importante de C ++ frente a matlab, hubo que
cambiar la concepcio´n del problema, hab´ıa que pensar a nivel de pixel.
El paso de pensar en matrices a pensar en p´ıxeles, fue lo mas complejo de esta
etapa pero a la vez lo ma´s interesante ya que se ve´ıa claramente que se pod´ıa
paralelizar de forma sencilla.
CUDA
El siguiente paso, y u´ltimo, fue la implementacio´n en CUDA. La principal
ventaja del uso de GPU’s es, como se comenta en la memoria, la gran paralelizacio´n
que se logra, ya que las funciones primal y dual se ejecutan una vez por cada pixel,
y en cada uno de estos kernels1 se realizan operaciones sencillas en las que las
GPU’s marcan la gran diferencia.
Una vez se llegados a este punto, se fueron realizando los siguientes algoritmos,
despue´s de tenerlos todos implementados, se inicio´ la realizacio´n de las aplicaciones
que les daban soporte a estos me´todos.
Ma´s adelante en los anexos correspondientes se detalla el proceso seguido para
la implementacio´n de cada una de las interfaces.
B.2. Tecnolog´ıas empleadas
La eleccio´n de las tecnolog´ıas empleadas se baso´ principalmente en las directri-
ces dadas por el director del proyecto, ya que todos los trabajos en ese grupo de
investigacio´n se basaban en las mismas tecnolog´ıas por lo que ten´ıan experiencia
en posibles problemas que pudieran surgir.
La principal tecnolog´ıa empleada, y que marco´ la diferencia es Cuda/C + +
utilizada para el backend de la aplicacio´n, es decir, la programacio´n de todos los
problemas propuestos en los distintos Papers.
Como se ha comentado en otras ocasiones a lo largo de la memoria, gracias a
la independencia de las operaciones para cada pixel en el ca´lculo del Primal Dual,
se logra una aceleracio´n, y una gran mejora en el tiempo de ejecucio´n respecto a
versiones en C + + o matlab, por ejemplo para matlab, solo dos iteraciones, le
1kernel: Funcio´n que se ejecuta en la gpu de forma paralela
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costaba casi treinta minutos aunque la mayor parte de este tiempo estaba creando
una matriz para realizar el ca´lculo del gradiente. En el caso de C++ sin paralelizar
para unas 200 iteraciones tardaba sobre 4 segundos. Por u´ltimo en la versio´n ma´s
ra´pida de cuda llega a hacer las 200 iteraciones en treinta milisegundos, es decir,
en tiempo real.
A continuacio´n se explica de forma resumida que es Cuda, y que caracter´ısticas
tienen la arquitectura Nvidia.
Cuda es una plataforma disen˜ada conjuntamente a nivel software y hardware
para aprovechar la potencia de una GPU en aplicaciones de proposito general, per-
mite una comunicacio´n sencilla entre CPU y GPU , y su hardware esta orientado
al ca´lculo paralelo.
El paradigma de programacio´n de cuda consiste en programar ciertas funciones
a paralelizar tal y como se har´ıa si se quisiese ejecutar en un solo hilo, y el siste-
ma se encarga automa´ticamente de ejecutar esta funcio´n paralelamente en tantos
procesadores de la GPU como se requiera.
En la figura B.1 se puede observar una visio´n global de la arquitectura Fermi,
la tercera generacio´n del hardware paralelo de Nvidia, en ella se distinguen a
primera vista una serie de multiprocesadores, y los distintos niveles de memoria.
Cada uno de los multiprocesadores esta compuesto en este caso de 32 nu´cleos
que podra´n ejecutarse en paralelo, as´ı como memoria cache´ local y distintas he-
rramientas para planificar la ejecucio´n de los hilos.
En cuanto a la programacio´n en Cuda como se ha comentado antes, es muy
parecida a la programacio´n secuencial en CPU , la novedad esta´ en el compilador
nvcc que es el que selecciona las partes que han sido programadas para la gpu
(Funciones kernel) y las compila para su ejecucio´n ella. Las interacciones de datos
entre la CPU y la GPU se realizan mediante un bus PCI.
Otro concepto importante para la programacio´n en cuda es el uso de distintos
tipos de memoria, que sera´n u´tiles para acelerar el proceso. En la figura B.2 se
observa la jerarqu´ıa entre los distintos niveles de memoria. Para comprender esto
hay que tener claro la forma que cuda divide el trabajo para enviarlo a los distintos
nu´cleos de la GPU . Cuda estructura el trabajo en varios niveles.
El hilo o thread es el nivel ma´s bajo, cada uno de ellos se ejecutara´ en un
nu´cleo.
Estos threads se agrupan en bloques generalmente de 32. Cada uno de estos
bloques se ejecutara´ exclusivamente en un multiprocesador.
Por u´ltimo el nivel ma´s alto se conoce como grid, sera´ quien agrupe todos
los bloques de una ejecucio´n.
De todas las memorias de la figura se usara´n a lo largo del proyecto las que son
visibles para todos los multiprocesadores que trabajan con el mismo grid, es decir:
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Figura B.1: Visio´n global de la arquitectura Fermi de Nvidia
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Figura B.2: Jerarqu´ıa de memoria para la programacio´n en cuda
Memoria global: Es la u´nica memoria de lectura y escritura visible en todo
el grid.
Memoria constante: Es una memoria exclusivamente de lectura, de poco
taman˜o, u´til para alojar en ella para´metros que se mantendra´n constantes a
lo largo de la ejecucio´n y sera´n consultados con asiduidad por la GPU .
Memoria de textura: Es, como la memoria constante, de solo lectura, es ma´s
lenta que esta, pero tiene mucha ma´s capacidad. Adema´s, esta optimizada la
localidad 2D, lo que hara´ que sea ido´nea para la consulta de p´ıxeles de una
imagen cercanos a el que se esta trabajando.
Para el frontend de las distintas aplicaciones de soporte a los problemas expues-
tos en los papers se utilizo´ QT [Sum10], ya que se trata de librer´ıa multiplataforma
ampliamente usada para desarrollar aplicaciones con interfaz gra´fica de usuario,
por lo que existe una gran comunidad que ayudan a solucionar todos los posibles
problemas, ademas de eso es lo que se ha usado siempre en el grupo de investiga-
cio´n, por lo que fue una eleccio´n fa´cil.
La principal diferencia entre QT y otros frameworks de interfaces, es que no
trabaja con eventos y funciones que capturan esos eventos. Tiene un sistema de
sen˜ales y slots, que ba´sicamente es lo mismo pero dicho de otro modo. Antes de
iniciar el programa se han de realizar las conexiones, esto es indicar que slot, o
slots, se ejecutara´n una vez se haya emitido cada sen˜al.
Existen principalmente sen˜ales de dos tipos, por un lado esta´n las que produce
la interfaz, que en funcionamiento serian similares a los eventos de otro tipo de
sistemas, por ejemplo, cuando un boto´n es clickado, cuando una caja de texto ha
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sido modificada, etc. Por otro lado esta´n las sen˜ales programadas por el usuario,
que son las que marcan la diferencia, ya que permiten por ejemplo interaccio´n
entre clases, e incluso son un posible canal de comunicacio´n al permitir enviar
para´metros que recibe la funcio´n slot que captura la sen˜al.
A pesar de que C++, Cuda y Qt, fueron las principales tecnolog´ıas empleadas,
no son las u´nicas, cabe destacar tambie´n el uso de matlab en los inicios del proyecto
como se ha comentado en el apartado anterior, ya que se trata de un lenguaje muy
potente para temas matema´ticos principalmente en operaciones con matrices, u´tiles
para este tipo de problemas. Mas alla´ de la potencia del lenguaje de programacio´n,
matlab ha sido usado para realizar las gra´ficas explicativas de la memoria ya que
tambie´n es muy potente y flexible en esa faceta.
B.3. Herramientas utilizadas
En cuanto a las herramientas utilizadas a lo largo del proyecto son principal-
mente las que dan soporte a las tecnolog´ıas detalladas en el apartado anterior.
Generalmente a la hora de programar se ha utilizado el QtCreator, ya que por
un lado sirve como IDE de C ++, y por otro incluye el QtDesigner que se trata
de una herramienta muy u´til, por no decir indispensable para construir la interfaz
de forma sencilla.
En cuanto al uso de Cuda, a pesar de que no hab´ıa problema a la hora de
usarlo con el QtCreator, en un principio no se dispon´ıa de un ordenador con
tarjeta gra´fica compatible, lo que complico el trabajo sobremanera.
Para subsanar este problema hab´ıa que conectarse a un cluster del i3a donde
exist´ıan nodos que dispon´ıan de tarjetas gra´ficas. Las tarjetas gra´ficas eran del
modelo Tesla M2090.
El hecho de tener que programar en una ma´quina, y compilar en otra dio´ mul-
titud de problemas, el primero fue que las librer´ıas que se utilizaban en local,
principalmente la de OpenCV [Bra00], tenia una versio´n antigua, con lo que hubo
que subir las librer´ıas compiladas y los include a mano.
Como herramienta para la compilacio´n se utilizo´ CMake. CMake es un sistema
de generacio´n de scripts de compilacio´n (build system) que utiliza ficheros de con-
figuracio´n independientes de plataforma y de compilador para generar el proyecto.
Gracias a esto, con el mismo CMake se puede compilar en local, y compilar y
ejecutar en el servidor.
Todo lo anterior propicio´ el uso de mas herramientas como fueron, Filezilla
para el intercambio de archivos, Terminal para ejecutar y manejar el servidor
mediante ssh, Coda 2 para el intercambio de ficheros y la edicio´n de los mismos
mediante MAC OSX entre otras.
Este problema se agudizo´ en cuando cerraron el cluster por cierre energe´tico
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durante gran parte de agosto, cuando todav´ıa no se hab´ıa finalizado la programa-
cio´n, por lo que hubo que conseguir un antiguo ordenador que dispon´ıa de una
tarjeta gra´fica compatible (GeForce 9600 gt), que era sobre unas 10 veces ma´s
lenta que las tarjetas alojadas en el cluster, pero va´lida para compilar y ejecutar
los programas.
Para la escritura y edicio´n de la memoria se ha utilizado Texmaker, se trata de
un editor LATEX muy potente y de libre distribucio´n. Como se ha dicho antes los
gra´ficos esta´n hechos con Matlab, y algunas de las figuras con Adobe Photoshop.
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Ape´ndice C
Programacio´n de Primal Dual
Una gran parte del proyecto se centro´ en la programacio´n de los distintos proble-
mas de denoising y fusio´n, esta fue la parte ma´s elaborada de toda la programacio´n
y a su vez la mas delicada y dif´ıcil.
Existen un par de factores que hicieron que esta parte fuera una de las que
mc¸as horas requiriera.
Por un lado, es una tecnolog´ıa totalmente nueva para mi, por lo que hubo una
gran parte del tiempo dedicada al aprendizaje, para ello fue muy interesante
la lectura del libro de referencia [CUD10], en el que define perfectamente
todos los elementos de la tecnolog´ıa y adema´s esta repleto de ejemplos muy
u´tiles para comenzar a programar.
El otro gran problema que surgio´ fue la dificultad para encontrar errores en
las funciones kernel, ya que para consultar el resultado de cualquier opera-
cio´n hay que esperar al fin de ejecucio´n y descargar el resultado.
Adema´s al tratarse de problemas en ima´genes la mayor´ıa de las veces ver un
mal resultado no da pistas de lo que haya podido pasar.
Se va a comenzar explicando paso a paso la estructura del co´digo del algoritmo
de denoising TV ya que como se ha dicho con anterioridad es el ma´s sencillo de
todos. Adema´s los cambios que hay que realizar sobre este para programar los
dema´s son mı´nimos en cuanto a la estructura del algoritmo, estos cambios esta´n
localizados principalmente en las funciones kernel que se explicara´n ma´s adelante.
1 Mat TV(Mat Ino i sy , f l o a t tau , f l o a t sigma , f l o a t lambda , i n t
i t e r a c i o n e s )
2 {
3 // Dec larac ion de l o s punteros con l o s que t r aba j a ra l a cpu
4
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5 // Dec larac ion de l o s parametros de l metodo
6 f l o a t gamma = 0.7 f ⇤ lambda ;
7 f l o a t theta ;
8
9 //Reserva e spac i o en gpu para l o s datos n e c e s a r i o s
10
11 cudaMalloc ( . . . ) ;
12 . . .
13
14 // I n i c i a l i z a c i o n de l o s datos
15
16 cudaMemcpy( . . . , cudaMemcpyHostToDevice ) ;
17 cudaMemset ( . . . ) ;
18
19 //Carga de l a s t ex tu ra s
20 cudaBindTexture2D ( . . . ) ;
21 . . .
22
23 //Parametros de l a s d imens iones de t raba jo
24 dim3 nThreads (NTHREADSBLOCK, NTHREADSBLOCK) ;
25 dim3 nBlocks ( divUp ( Ino i s y . co l s , nThreads . x ) , divUp ( Ino i s y . rows ,
nThreads . y ) ) ;
26
27 //Bucle de e j e cu c i on
28 f o r ( i n t i t e r = 0 ; i t e r < i t e r a c i o n e s ; ++i t e r ) {
29
30 updateDualGPU <<< nBlocks , nThreads >>> ( . . . ) ;
31
32 theta = 1 .0 f / s q r t f ( 1 . 0 f+2⇤gamma⇤ tau ) ;
33
34 updatePrimalGPU <<< nBlocks , nThreads >>>(...) ;
35
36 tau = theta ⇤ tau ;
37 sigma = sigma/ theta ;
38 }
39
40 cudaMemcpy( I r e s u l t . data , gpu u , nbytes , cudaMemcpyDeviceToHost ) ;
41
42 // L ibe rac i on de l a s memorias de textura
43 cudaUnbindTexture ( . . . ) ;
44
45 // L ibe rac i on l a memoria en l a gpu
46 cudaFree ( . . ) ;
47
48 r e turn I r e s u l t ;
49 }
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El co´digo anterior es bastante autoexplicativo, en e´l principalmente hay tres
zonas.
La primera de declaracio´n de variables ya carga de datos, lo u´nico a destacar
en esta parte son las instrucciones finales donde inicializa los para´metros
para la llamada al kernel.
En resumen lo que hace en esta parte es asignar en primer lugar el nu´mero de
threads que sera´n generados para cada bloque, para ello declara una malla
de 16*16 threads, despue´s calcula el nu´mero de bloques que sera´n necesarios
para recorrer toda la imagen.
Ma´s tarde en la llamada a la funcio´n kernel se le indica estos dos valores,
para que se realice la paralelizacio´n deseada.
En la parte central esta el bucle de minimizacio´n. En cuanto a este bucle
solo ejecuta la actualizacio´n del primal y del dual una vez por cada iteracio´n,
indicando los bloques y threads necesarios para una ma´xima paralelizacio´n
como se acaba de explicar.
La estructura solo cambia ligeramente en el caso de me´todo Huber, ya que
como se ha dicho con anterioridad este me´todo admite una variacio´n que hace
que sea mas ra´pida la convergencia, lo u´nico que cambia para este caso es
que no se actualizan los para´metros en cada iteracio´n si no que se inicializan
al principio de forma diferente a la anterior, y mantienen el mismo valor
durante todo el proceso.
Por u´ltimo se encuentra la zona de liberar memoria y devolver resultado.
La estructura de las funciones kernel, para la actualizacio´n Primal Dual es la
siguiente
1 g l o b a l void update primalOdual GPU ( . . . ) {
2
3 i n t i = blockDim . x⇤ blockIdx . x + threadIdx . x ;
4 i n t j = blockDim . y⇤ blockIdx . y + threadIdx . y ;
5
6 i f ( i<width && j<he ight ) {
7 //Coordenadas en memoria de textura
8 f l o a t tx=i +0.5 f ;
9 f l o a t ty=j +0.5 f ;
10 /⇤
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En primer lugar lo que hace es averiguar para que pixel se esta ejecutando
el kernel, una vez hecho esto se comprueba que ese supuesto pixel esta dentro
de la imagen, ya que cabe la posibilidad que se hayan ejecutado mas hilos que
p´ıxeles tiene la imagen. Tras esto calcula las coordenadas tx y ty, que sera´n las
coordenadas donde leera´ en la memoria de textura, esto es porque la memoria
textura lee la imagen como algo constante, y no discreto como la memoria global,
por lo que realiza una interpolacio´n, y al sumarle ese 0.5f se desplaza al centro del
pixel en cuestio´n pudiendo as´ı comprobar realmente el valor deseado.
En cuanto a los ca´lculos para cada uno de los kernel de cada uno de los me´todos
es literalmente programar los resultados de las deducciones matema´ticas que se




D.1. Interfaz de prueba de para´metros
El origen de esta interfaz fue improvisado, ya que no se pensaba hacer de ante-
mano, pero surgio´ de la necesidad, ya que en los art´ıculos en los que se basaba el
proyecto eran algo ambiguos con el tema de los para´metros que hab´ıa que intro-
ducir.
D.1.1. Requisitos
En cuanto a requisitos, se definieron sencillamente los siguientes:
Se introducira´ una imagen desde archivo para las pruebas, que sera´ mostrada
en la interfaz.
Existira´ un apartado para introducir ruido en la imagen, una vez introducido,
se debera´ mostrar en la interfaz.
Se tendra´ la opcio´n de elegir entre cada uno de los algoritmos de denoising
del proyecto.
Segu´n el algoritmo elegido se mostrara´ la posibilidad de hacer unas pruebas
u otras.
Se podra´n seleccionar los rangos en los que hacer las pruebas y el valor de
otros para´metros que afecten al algoritmo aunque la prueba no se centre en
ellos.
Se mostrara´n los resultados en una gra´fica embebida en la interfaz.
Se mostrara´ tambie´n al final de la prueba la imagen resultado.
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Figura D.1: Aspecto de la interfaz de prueba de para´metros al inicio de su ejecucio´n.
Las pruebas se realizaran en un thread aparte para que la interfaz no quede
bloqueada durante la prueba.
Se mostrara´ con una barra de carga o similar el proceso de la prueba para
tener nocio´n del tiempo que va a necesitar.
D.1.2. Resultado de la interfaz
Se muestra a continuacio´n el disen˜o de la interfaz, por un lado, el estado inicial
en la figura D.1, y por otro un esquema de la interfaz completa, con todos los
elementos visibles para facilitar la explicacio´n en la figura D.2.
1. Se trata de el widget que mostrara´ en cada momento la imagen con la que
se este trabajando, al principio mostrara´ la imagen que se cargue, y una vez
introducido el ruido, mostrara´ la imagen ruidosa.
2. Es la zona de introducir ruido en la imagen, en ella se puede elegir el tipo de
ruido que se desea mediante el combobox, as´ı como su valor.
3. En esta zona simplemente esta´ el boto´n para cargar la imagen desde archivo,
y el comboBox para la eleccio´n del algoritmo sobre el que se quiere realizar
la prueba.
4. Esta es la zona que ma´s espacio ocupa en la interfaz, pero tambie´n es la ma´s
importante. En ella aparecen dos zonas diferenciadas.
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Figura D.2: Esquema de todos los elementos de la interfaz de para´metros.
a) Se trata de la zona de introduccio´n de los intervalos a muestrear de las
distintas variables as´ı como, por un lado para´metros relacionados con
las pruebas, y por otro para´metros relacionados con el me´todo. Ma´s
adelante se detallara´n todos ellos.
b) En esta zona representan los resultados que se han obtenido en la prue-
ba, cabe destacar que para la mayor´ıa de las pruebas esta representa-
cio´n es en tiempo real gracias a que la interfaz y las pruebas se ejecutan
threads independientes.
Tambie´n existe en esta zona la opcio´n de hacer HoldOn, es decir, la
opcio´n de que se conserven los datos en la gra´fica de una prueba, al
realizar la siguiente, u´til para poder comparar los resultados con otros
me´todos, o elegir otro rango de accio´n de la prueba sin que tengas que
repetir parte de ella.
5. Se trata simplemente del boto´n de ejecutar que desata todas las pruebas.
6. Esta zona solo se muestra despue´s de que se haya realizado una prueba, en
ella se muestra el antes y el despue´s de la imagen ruidosa, siendo el despue´s el
mejor resultado conseguido por todas las muestras ejecutadas en la prueba.
El aspecto de esta sencilla ventana emergente se muestra en la figura D.3.
7. Se trata de la barra de carga, calcula el nu´mero de muestras procesadas para
dar informacio´n sobre el estado de toda la prueba.
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Figura D.3: Aspecto de la ventana emergente que se genera tras pulsar el boto´n
mostrar resultado despue´s de ejecutar una prueba.
D.1.3. Detalles de utilidad
Se van a detallar a continuacio´n que pruebas se pueden realizar para cada
algoritmo, no de forma cualitativa como se ha hecho en la memoria, sino que se
van a describir los para´metros requeridos para cada prueba as´ı como los resultados
que genera.
Prueba ⌧ y  
Los para´metros que se requieren para realizar esta prueba, son, por un lado el
rango de valores de ⌧ o   en los que se va a realizar la prueba y por otro lado los
para´metros relacionados con las prueba, como el nu´mero de iteraciones a realizar al
principio para generar una solucio´n que haya convergido y las iteraciones ma´ximas
a realizar a lo largo de la prueba, ya que si este nu´mero no esta´ acotado, para una
mala eleccio´n de los para´metros puede tardar mucho a converger y la prueba se
eternizar´ıa.
Por u´ltimo hay que introducir tambie´n el valor de  , lo que ofrece un mayor
rango de posibilidades en las pruebas. Cabe destacar que la interfaz es u´nica para
pruebas de ⌧ y de  , por lo que existe un radioButton que da la opcio´n de elegir
una u otra, tampoco ser´ıa necesario que hubiera dos pruebas diferenciadas, ya que
una depende de la otra.
En este caso solo se mide la velocidad de convergencia por lo que no existe
una imagen resultado mejor que las dema´s por lo que en la ventana de mostrar el
resultado se mostrara´ la solucio´n sobreiterada.
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Figura D.4: Pseudodiagrama de clases de parte de la aplicacio´n de prueba de
para´metros.
Prueba de  
Esta prueba esta´ disponible para todos los algoritmos, es bastante simple, so´lo
es necesario introducir el intervalo de datos que se desean probar, y las iteraciones
que se han de realizar para cada muestra.
Prueba de ↵1 y ↵2
Esta prueba es exclusiva del algoritmo TGV , es la mas compleja de las realiza-
das ya que estas dos variables no dependen de s´ı mismas, por lo que el nu´mero de
muestras se multiplica.
Para esta prueba hay que introducir los intervalos en los que realizar la prueba,
as´ı como las iteraciones a realizar por muestra, y el valor de  .
El resultado de esta prueba es distinto a todos los anteriores ya que ahora el
valor del ana´lisis sen˜al ruido a realizar depende de dos variables, por lo que el
resultado se muestra en un espectrograma.
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D.1.4. Detalles de implementacio´n
En este apartado se va a detallar lo ma´s representativo de la parte de la imple-
mentacio´n tanto lo relacionado con la interfaz en QT como la parte de las pruebas
en C ++.
En toda la aplicacio´n se pueden diferenciar tres clases principales, una es la
que soporta la interfaz (MainWindow), otra se utilizara´ para ejecutar todas las
pruebas (Lanzador), y otra en la que esta´n programados los distintos algoritmos
de denoising (Normas). En la figura D.4 se muestra un pseudodiagrama de clases
en el que se muestra la jerarqu´ıa de las dos primeras clases.
Se observa que todo esta heredado de la clase QObject que es la principal clase
de QT , gracias a ella por ejemplo se pueden hacer uso de los signals y slots.
En este punto el diagrama se divide en dos ramas, una llega ya a la clase
lanzador, y otra a QWidget, esta u´ltima clase sera´ la que dote a sus hijos de
distintas propiedades para su representacio´n en la interfaz.
Tras ella se encuentra la clase QMainWindow que simplemente es una distri-
bucio´n predefinida en la interfaz, con posibilidad de crear de forma sencilla barras
de herramientas, menu´s, barras de estado, etc.
Por u´ltimo al final de esta rama se encuentra la clase MainWindow, esta es la
propia interfaz rellena ya con todos los elementos.
A continuacio´n se detalla las distintas clases principales nombradas anterior-
mente.
MainWindow
Es la clase principal de la aplicacio´n maneja todo lo relacionado con la interfaz,
esto queda claro al observar los distintos slots que la componen. Solo con leer el
nombre se observa que cada uno de ellos atiende a una de las posibles acciones que
se pueden desatar en la interfaz, cargar una imagen (loadImage()), introducirle el
ruido (gereraRuido(), ejecutar las pruebas (Ejecutar()), etc. Uno de los requisitos
ma´s laboriosos fue el hecho de que las pruebas se ejecutaran en otro thread para
que la interfaz no quedara bloqueada durante ese tiempo, para ello se construyo´ la
clase Lanzador, que esta asociada a la variable lanzadera de clase QThread. El
funcionamiento de este sistema es el siguiente:
1 l anzadera=new QThread ( ) ;
2 l anzador . moveToThread ( lanzadera ) ;
Se declara el Thread y se indica que la instancia de la clase Lanzador se
ejecute en e´l.
72
D. Interfaces Seccio´n D.1
1 connect(&lanzador , SIGNAL( done ( ) ) , th i s , SLOT( f i nE j e cu c i on ( ) ) ) ;
2 connect ( th i s , SIGNAL(TVtauSigma( f l o a t , f l o a t , f l o a t , int , int , int ,
f l o a t ) ) , &lanzador , SLOT(TVtauSigma( f l o a t , f l o a t , f l o a t , int , int ,
int , f l o a t ) ) ) ;
En las l´ıneas anteriores se indica que cuando la clase lanzador emita la sen˜al
done, es decir, a finalizado las pruebas, se ejecute el slot finEjecucion(). La
segunda l´ınea le indica que cuando la interfaz emita la sen˜al TV tausigma con
todos los para´metros, en el lanzador se ejecutara´ el slot con el mismo nombre,
quien realizara´ la prueba. Esta segunda l´ınea se repite para todas las pruebas
que se puede realizar. Todas estas interaciones entre las clases Mainwindow y
Lanzador, esta´n representadas en el diagrama por las flechas azules.
1 lanzadera >s t a r t ( ) ;
2 emit TVtauSigma ( /⇤ parametros de l a prueba ⇤/ ) ;
Ahora en el momento que quiere ejecutar una prueba en concreto se inicializa el
thread y se emite la sen˜al que capturara´ la el lanzador, quien ejecutara la prueba,
adema´s lo hara´ en un thread paralelo, por lo que la interfaz no quedara´ bloqueada
esperando el ca´lculo.
Una vez realizada la prueba y le´ıdos los resultados se ejecutara´ lo siguiente.
1 lanzadera >qu i t ( ) ;
Con lo que se detendra´ el thread a la espera de la siguiente ejecucio´n.
Al igual la interfaz emite sen˜ales con los valores de una prueba para que la realice
el lanzador, este devuelve los valores de la prueba, estas sen˜ales sera´n detalladas
en el siguiente apartado donde se define la clase Lanzador.
Dentro de la interfaz tambie´n cabe destacar la inclusio´n de widgets1 de la li-
brer´ıa qwt, que se trata de una librer´ıa que incluye nuevos componentes y utilidades
para aplicaciones te´cnicas, en este caso han sido usados dos de estos widgets, am-
bos para la representacio´n de datos, uno ma´s sencillo el qwtP lot que se encarga
simplemente de representar en una gra´fica 2D los datos generados en las pruebas, y
otro ma´s complejo que realiza una representacio´n 3D, mediante un espectrograma,
u´til para la prueba de ↵1 y ↵2.
1Widget: Dı´cese de cada uno de los elementos de la interfaz
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Para este u´ltimo widget el espectrograma ha habido que reprogramar una parte
de la propia clase, ya que estaba preparado para representar funciones continuas y
no datos discretos, como se deseaba en este caso, adema´s se introdujo en esta clase
una funcio´n para realizar la interpolacio´n de los datos, de esta forma el resultado
luce mucho ma´s vistoso.
En este problema el dato de entrada era una matriz de datos con el resultado
de las pruebas y distintos valores del rango de datos, inicio, paso y final, de las
muestras de cada una de las variables. La funcio´n en cuestio´n se ejecutaba una
vez para cada pixel de la gra´fica que representaba por lo que ten´ıa dos para´metros
x e y de entrada. Para cada ejecucio´n se realizaban los siguientes ca´lculos para la
interpolacio´n.
1. Cambio de coordenadas a el rango de resultados:
xg = x minx
yg = y  miny









Siendo floor un redondeo a la baja.
3. Ahora se transforma el ı´ndice a la esquina inferior izquierda, mediante el
siguiente co´digo.
1 i f ( xg<( i x +0.5)⇤pasox ) ix=ix  1;
2 i f ( yg<( i y +0.5)⇤pasoy ) iy=iy  1;
4. Se calculan ahora las celdas para interpolar.
1 i n t ix0 , ix1 , iy0 , iy1 ;
2 i f ( ix<0) ix0=ix +1;
3 e l s e ix0=ix ;
4 i f ( iy<0) iy0=iy +1;
5 e l s e iy0=iy ;
2posicio´n en la matriz de datos
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6 i f ( i x+1>columnas ) ix1=columnas ;
7 e l s e ix1=ix +1;
8 i f ( i y+1> f i l a s ) iy1=f i l a s ;
9 e l s e iy1=iy +1;
5. se calcula la distancia normalizada.
dx =
xg   (ix0 + 0,5)pasox
pasox
dy =
yg   (iy0 + 0,5)pasoy
pasoy
6. Por u´ltimo se consultan los valores de los indices obtenidos en la matriz de
datos, y se realiza la interpolacio´n.
1 f l o a t V00=datos [ ix0+iy0 ⇤columnas ] ;
2 f l o a t V10=datos [ ix1+iy0 ⇤columnas ] ;
3 f l o a t V01=datos [ ix0+iy1 ⇤columnas ] ;
4 f l o a t V11=datos [ ix1+iy1 ⇤columnas ] ;
5 r e turn V00⇤(1 dx )⇤(1 dy )+V10⇤dx⇤(1 dy )+V01⇤(1 dx ) ⇤dy+V11⇤dx⇤dy ;
Ese valor devuelto sera´ representado en la gra´fica en el pixel correspondiente.
Lanzador
Esta es la clase que ejecuta las pruebas que le ordena la interfaz, no ella direc-
tamente sino que llama a otra clase Normas, que es la que ejecuta los algoritmos
de denoisng. El porque´ de esta divisio´n en dos clases para hacer una sola tarea, es
porque la clase Normas como se vera´ esta en Cuda, y Qt no permit´ıa heredar de
QObject en un fichero .cuh, por lo que no hab´ıa posibilidad de capturar sen˜ales ni
emitirlas desde esa clase, obligando ejecutarla directamente en el thread principal.
La clase Lanzador entra en juego cuando la interfaz emite una sen˜al para eje-
cutar una prueba, en ese momento se ejecuta un slot de esta clase. En el diagrama
D.4 se observa que para cada sen˜al que puede lanzar la interfaz, existe un slot del
mismo nombre que captura esta sen˜al y realiza la prueba.
Estas pruebas como se ha visto en apartados anteriores son principalmente de
dos tipos, de convergencia o de ana´lisis sen˜al ruido, a continuacio´n se muestra el
esqueleto de ambos tipos de funciones.
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1 //Primero se c a l c u l a l a imagen sobre i t e r ada
2 Mat r e f e r e n c i a = TV( /⇤Parametros ⇤/ ) ;
3 f o r ( /⇤Todas l a s muestras ⇤/ ) {
4 //Emite e l progre so
5 emit p rog r e s s ( /⇤Porcenta je ⇤/ ) ;
6 //Ejecuta l a prueba
7 TV( /⇤Pametros⇤/ ) ;
8 //Emite una s ena l con e l SNR r e s u l t an t e
9 emit i n f o g r a f i c a ( /⇤Resultados ⇤/ ) ;
10 }
11 // Senal de f i n de l programa
12 emit done ( ) ;
El fragmento de co´digo anterior se trata del esqueleto de las funciones que
ejecutan las pruebas con ⌧ y  , es u´til para ver el el funcionamiento de los distintos
tipos de sen˜ales y slots que entran en juego en la comunicacio´n entre las clases
MainWindow y Lanzador.
Una vez la interfaz emite la sen˜al para que se ejecute una prueba con sus
correspondientes para´metros queda a la espera de recibir informacio´n por parte
del Lanzador sobre el estado del proceso. Durante el bucle de procesamiento de
las muestras este env´ıa dos sen˜ales, una para que segu´n la iteracio´n se actualice la
barra de progreso de la interfaz, y otra que va devolviendo los resultados generados
para las distintas pruebas.
Por u´ltimo se emite la sen˜al done() que simplemente indica a la interfaz que
la prueba a finalizado para que esta detenga el thread y quede dispuesta para la
realizacio´n de otra prueba si se requiriera.
En cuanto al esqueleto de la funcio´n que ejecuta las pruebas de los para´metros
de ponderacio´n que se muestra a continuacio´n. Es similar en el tratamiento de las
sen˜ales, el u´nico cambio es que no realiza una prueba sobreiterada inicial, ya que
en este me´todo no es necesario y que en cada iteracio´n realiza una comprobacio´n
del resultado ya que tiene que almacenar la imagen que genera mayor ı´ndice sen˜al
ruido.
1
2 f o r ( /⇤Todas l a s muestras ⇤/ ) {
3 //Emite e l progre so
4 emit p rog r e s s ( /⇤Porcenta je ⇤/ ) ;
5 //Ejecuta l a prueba
6 TV( /⇤Pametros⇤/ ) ;
7 i f (SNR>SNR ant ) {
8 // Actua l i za e l r e su l t ado
9 }
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10 //Emite una s ena l con e l SNR r e s u l t an t e
11 emit i n f o g r a f i c a ( /⇤Resultados ⇤/ ) ;
12 }
13 // Senal de f i n de l programa
14 emit done ( ) ;
Normas
En cuanto a la clase normas simplemente reu´ne todos los algoritmos de denoi-
sing programados, con la novedad en este caso de para las pruebas de convergencia
para cada iteracio´n va evaluando el resultado, y para las pruebas de los para´metros
de ponderacio´n realiza una ana´lisis sen˜al ruido del resultado al final de todas las
iteraciones.
D.2. Interfaz de visualizacio´n
El objetivo de estas interfaz es principalmente ser el soporte para los proble-
mas de denoising programados a lo largo del proyecto, a su vez tambie´n es u´til
para realizar pruebas sobre el resultado que generan distintas combinaciones de
para´metros, no realiza esto de forma automa´tica y cuantitativa como la interfaz
de para´metros explicada en el cap´ıtulo anterior sino que es ma´s selectiva, da la
posibilidad de ver el resultado de cada prueba, y decidir unos para´metros segu´n el
criterio visual y no simplemente por el valor generado por en ana´lisis sen˜al ruido.
D.2.1. Requisitos
Se detallan a continuacio´n una serie de requisitos que se decidieron de la apli-
cacio´n a modo de ana´lisis previo.
Existira´n dos modos de ejecucio´n, uno en el que se introduzca una imagen
desde archivo para realizar la prueba, y otro que muestre si es posible la
ca´mara web del ordenador para realizar el denoising.
Existira´ como en el caso de la interfaz de para´metros una zona para selec-
cionar e introducir el ruido que se desee.
Para cada uno de los algoritmos programados existira´ una zona en la que
se muestren los posibles para´metros de cada uno para poder realizar las
distintas pruebas
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Figura D.5: Aspecto final de la aplicacio´n para visualizar los resultados del deno-
sing.
Se mostrara´ en todo momento el antes y el despue´s del denoising.
Para cada ejecucio´n del denoising sean cual sean las opciones elegidas devol-
vera´ el tiempo de ejecucio´n.
La interfaz debera´ estar totalmente operativa mientras se realiza el denoising,
por lo que se tendra´n que programar distintos threads
D.2.2. Resultado de la interfaz
En la figura D.5 se observa el aspecto final de la interfaz despue´s de haber
realizado una prueba.
En la figura D.6, se observa cada una de las zonas que cumplen los distintos
requisitos en lo que utilidad se refiere.
1. Esta es la zona de eleccio´n de fuente de ima´genes, existen dos posibilidades,
cargar una imagen desde archivo con su correspondiente boto´n para elegir la
imagen, o cargar las ima´genes de la webcam del ordenador. Una vez pulsada
esta u´ltima opcio´n se comienzan a mostrar las ima´genes capturadas en la
zona correspondiente.
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2. Se trata de la zona de introduccio´n de ruido en la imagen, es similar a la
interfaz de para´metros, por un lado se elige el tipo de ruido, y por otro la
cantidad.
3. Es la zona de introduccio´n de para´metros para cada uno de los tres me´todos,
y donde muestra el tiempo invertido en la ejecucio´n.
a) Esta es la zona donde se introducen los para´metros exclusivos para
cada me´todo, es decir ↵1 y ↵2 para TGV , y ↵ para Huber, adema´s
en este u´ltimo me´todo se seleccionara´ el algoritmo con el que se desea
realizar la ejecucio´n, ya que como se ha dicho en repetidas ocasiones
Huber admite una variacio´n del algoritmo de minimizacio´n que acelera
la convergencia.
b) Aqu´ı se muestran los para´metros de convergencia, es decir, ⌧ y   en
caso de que proceda.
c) En este punto se introduce  .
d) Caja de texto para introducir el nu´mero de iteraciones a ejecutar.
e) Por u´ltimo en esta zona devuelve el resultado en milisegundos del tiem-
po invertido para el denoising.
4. En esta zona se muestra en primer lugar la imagen sin ruido, segu´n la intro-
duces desde archivo, o la lee desde la ca´mara, y la imagen ruidosa, una vez
se haya seleccionado el tipo y el nivel de ruido.
5. Muestra la imagen resultante de ejecutar el denoising para los para´metros
seleccionados en el panel de la izquierda (3).
6. En esta zona simplemente esta´n ubicados los botones de Salir y Ejecutar,
cuya funcio´n es evidente.
D.2.3. Detalles de implementacio´n
Una de las principales dificultades que se encontro´ al hacer la aplicacio´n fue
cumplir el requisito que dice que la interfaz ha de quedar operativa mientras se
ejecuta el denosing.
A priori se penso´ en hacer dos threads como para la interfaz de para´metros, uno
para la interfaz y otro para que ejecutara el me´todo propiamente dicho, pero hubo
que contar tambie´n con el hecho de que exist´ıa la posibilidad de que las ima´genes
a recuperar vinieran desde la ca´mara por lo que hubo que realizar un tercer thread
para la captura de estas.
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Figura D.6: Esquema de las distintas zonas de la interfaz de visualizacio´n.
Aunque pudieran parecer iguales el funcionamiento de estos dos threads es muy
distinto, para entenderlo hay que observar la figura D.7.
Como se puede observa la estructura es muy parecida a la de la aplicacio´n de
prueba de para´metros con el an˜adido del thread de lectura de la ca´mara.
Antes de la implementacio´n de este thread, se barajaron dos posibilidades.
Por un lado, se barajo´ el hecho de hacerlo de igual modo que la clase Lazador,
es decir, que la interfaz cada cierto tiempo ejecutar´ıa el thread para conseguir
un frame de v´ıdeo y trabajar con e´l.
El principal defecto de esta te´cnica es que se ha de inicializar el thread a
cada frame que pide la interfaz, y esto sucede con mucha frecuencia unas 30
veces por segundo.
La otra opcio´n fue el programar una clase que heredara directamente de
QThread, y que se ejecutara cada vez que la aplicacio´n se pusiera en modo
v´ıdeo, y durante este tiempo lea frames de la ca´mara.
Esta u´ltima fue la opcio´n elegida como se puede observar en la figura D.7, su
funcionamiento en resumen consiste en que cada vez que el usuario indica el modo
v´ıdeo se activa el thread de la siguiente forma.
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Figura D.7: Pseudodiagrama de clases de la aplicacio´n de visualizacio´n
1 camera . s t a r t ( ) ;
2
3 t imer = new QTimer( t h i s ) ;
4 connect ( timer ,SIGNAL( timeout ( ) ) , th i s , SLOT( leerCamara ( ) ) ) ;
5 timer >s t a r t (15) ; // se puede poner 0
En primer lugar activa el thread simplemente llamando la funcio´n start(), tras
esto se activa un timeout que leera´ una imagen del thread cada 15 milisegundos
en este caso. Esta lectura se realiza de la siguiente forma.
1 void MainWindow : : leerCamara ( ) {
2 Candado . l o ck ( ) ;
3 imgOr ig ina l = camera . getImagen ( ) ;
4 Candado . unlock ( ) ;
5 imgRuido=addNoise ( imgOrig inal , 0 . 0 , valorRuido ) ;
6 ui >mos t r a r o r i g i n a l >setImage ( imgRuido ) ;
7 ui >mos t r a r o r i g i n a l >updateGL ( ) ;
8 }
Se llama a la funcio´n getImagen(), que devuelve la imagen que en ese momento
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captura la ca´mara.
Una vez capturada cuando el usuario pulsa ejecutar se realiza el denosing de
esa imagen, si al finalizar la ejecucio´n no se ha salido del modo v´ıdeo, se vuelve a
realizar el denoising de la u´ltima imagen que la interfaz haya le´ıdo del thread de
captura.
Una vez se haya salido del modo de v´ıdeo, por ejemplo para cargar una imagen
desde archivo, o directamente para cerrar la aplicacio´n, se detiene la ejecucio´n del
thread de captura de la siguiente forma.
1 t imerDenois ing >stop ( ) ;
2 timer >stop ( ) ;
3 camera . stop ( ) ;
Adema´s de detener el thread se detiene el timeout que se hab´ıa activado para la
captura de las ima´genes, por lo que la interfaz no pedira´ al thread ma´s ima´genes,
lo que producir´ıa un error.
A continuacio´n se resume la implementacio´n de las distintas clases implicadas.
MainWindow
Poco mas se puede de decir de esta clase, la u´nica miga que pudiera tener es
el tratamiento de los distintos threads, de la que ya se ha hablado. Ma´s alla´ de
eso su estructura y funcionamiento de esta clase es similar que en la aplicacio´n de
prueba de para´metros.
Lanzador
El funcionamiento de esta clase es similar que en la aplicacio´n de prueba de
para´metros.
Capture
En cuanto a la implementacio´n de la clase Capture, es una clase que hereda
de QThread, por lo que tiene unas propiedades especiales, su parte central se
encuentra en la funcio´n run(), que es la que se ejecuta automa´ticamente cuando
el thread se inicia. Se muestra a continuacio´n esta funcio´n run() de forma
simplificada.
1 cv : : VideoCapture capture (0 ) ;
2 whi le ( /⇤Fin de l thread ⇤/ ) {
3 capture >> frame ;
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4 cv : : cvtColor ( frame , imGrey ,CVRGB2GRAY) ;
5 Candado . l o ck ( ) ;
6 imagenParaInter faz=imGrey ;
7 Candado . unlock ( ) ;
8 }
Al principio inicia el canal de captura, tras ello comienza el bucle de captura,
dentro de e´l captura un frame, convierte a escala de grises, y almacena el resultado
para que la interfaz lo lea cuando lo desee. Para evitar que la interfaz lea la imagen
justo cuando esta clase la esta escribiendo, se ha colocado unmutex en el momento
en el escribe la imagen, y cuando la lee en la interfaz.
Normas
Esta clase es sencillamente una reunio´n de todos los me´todos de denosing del
proyecto. Para mas informacio´n acerca de la implementacio´n de esta clase dir´ıjase
al anexo correspondiente.
D.3. Interfaz de fusio´n
Esta interfaz es el soporte de todo el proceso de fusio´n de mapas explicado en
la memoria, desde la eleccio´n de los distintos mapas de profundidad y eleccio´n del
ruido pasando por la virtualizacio´n hasta la realizacio´n de la fusio´n.
D.3.1. Requisitos
A continuacio´n se muestran una serie de requisitos generados antes de realizar
la aplicacio´n, con directrices de su funcionamiento.
Se debera´n introducir los mapas profundidad en la aplicacio´n y simulta´nea-
mente las posiciones y para´metros de las ca´maras de referencia.
Sera´ posible la visualizacio´n de cada uno de los mapas una vez introducidos.
Se debera´ de poder introducir ruido gausiano as´ı como datos espurios a cada
mapa de profundidad por separado.
En todo momento se tendra´ la posibilidad de utilizar para la virtualizacio´n
y posterior fusio´n los mapas estimados, o los mapas perfectos (ground truth)
indistintamente.
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Figura D.8: Aspecto inicial de la interfaz de fusio´n habiendo cargado ya un lote
de mapas de profundidad
Una vez haya mapas cargados se habilitara´ la opcio´n de realizar la virtuali-
zacio´n.
Antes de realizar la virtualizacio´n se elegira´n las resoluciones de los distintos
ejes del cubo.
Una vez virtualizados se podra´n consultar los mapas resultantes.
Una vez realizada la fusio´n se mostrara´ el resultado as´ı como el resultado del
ana´lisis sen˜al ruido respecto del mapa en ground truth visto desde la posicio´n
sobre la que se encuentra el resultado.
La fusio´n de los mapas se realizara´ en un thread independiente de modo que
la interfaz no quede bloqueada durante este proceso.
D.3.2. Resultado de la interfaz
En la figura D.8 se observa el aspecto inicial de la aplicacio´n una vez cargados
un lote de mapas de profundidad, y en la figura D.9 la situacio´n final despue´s de
haber realizado la virtualizacio´n y posterior fusio´n de los mapas de profundidad.
Como en las anteriores ocasiones la figura D.10 muestra numeradas cada una
de las partes en las que se divide la interfaz para facilitar la explicacio´n.
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Figura D.9: Aspecto final de la interfaz de fusio´n habiendo realizado ya la fusio´n
de los mapas de profundidad virtualizados
1. Se trata de los botones para cargar los mapas de profundidad al comienzo
de la ejecucio´n y para generar los mapas virtuales en el momento en el que
es posible.
2. Esta zona es la de eleccio´n del tipo de los mapas as´ı como de introduccio´n
de ruido a estos, que sera´n la entrada del siguiente paso.
a) Aqu´ı se muestran todos lo mapas introducidos al comienzo, es posible
navegar entre ellos para poder visualizarlos todos mediante los botones
anterior y siguiente.
Adema´s en esta parte existe la opcio´n de usar mapas en ground truth
o mapas estimados, esta eleccio´n se aplicara´ solamente al mapa que se
este mostrando en ese momento.
b) Se trata de la zona de generacio´n de ruido en los mapas de profundidad
introducidos al inicio, las opciones disponibles son la introduccio´n, por
un lado de ruido gausiano, y por otro de datos espurios, para lo que se
indica el porcentaje de pixeles afectados y la variacio´n ma´xima en estos.
Como en el caso anterior estas modificaciones se ejecutan solamente en
el mapa que se muestra en ese momento.
3. Es la pestan˜a de visualizacio´n de los mapas de profundidad ya colocados
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Figura D.10: Esquema de las distintas partes que conforman la interfaz de la fusio´n
de mapas.
Figura D.11: Dia´logo para la introduccio´n de la ruta de los mapas de profundidad
todos respecto de la misma referencia, esta parte se muestra en la figura D.9.
Como en el caso del visualizador de mapas inicial da la opcio´n de navegar
por todos ellos mediante los botones anterior y siguiente.
4. Se trata de la zona donde se mostrara´ el resultado final del experimento.
5. Por u´ltimo, en esta zona se encuentra, por un lado el boto´n que ordenara´ la
ejecucio´n de la fusio´n siempre y cuando sea posible, y por otro la caja de texto
donde se devolvera´ el valor del ana´lisis sen˜al ruido del resultado obtenido
respecto de el ground truth correspondiente a la ca´mara de referencia del
resultado.
Existen partes de la interfaz que no se muestran en la figura D.10, ya que se
tratan de las distintas ventadas emergentes que se muestran para que el usuario
introduzca los datos oportunos.
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Figura D.12: Dia´logo para la introduccio´n de la resolucio´n en las distintas dimen-
siones del cubo
Figura D.13: Dia´logo de introduccio´n de para´metros para la fusio´n de mapas de
profundidad.
En la figura D.11, se muestra la primera de ellas, se acciona cuando el usuario
pulsa el boto´n de cargar los mapas, en ella se debe introducir la ruta donde se al-
macenan los mapas de profundidad de entrada, as´ı como los para´metros y posicio´n
de las ca´maras desde las que fueron construidos.
El dia´logo de la figura D.12, se muestra antes de realizar la virtualizacio´n de los
mapas de entrada, una vez se a pulsado el boto´n correspondiente, en e´l se introduce
la resolucio´n del cubo en las distintas dimensiones.
Por u´ltimo, el dia´logo mostrado en la figura A.5 entra en accio´n justo antes
de realizar la fusio´n, en e´l el usuario tiene a posibilidad de introducir nuevos
para´metros para el me´todo que generara´ el resultado final.
D.3.3. Detalles de implementacio´n
En cuanto a la implementacio´n la estructura es similar a las interfaces anterio-
res en cuanto al uso de threads, en este caso, como en la interfaz de prueba de
para´metros solo existen dos threads, el de la propia interfaz, y el que se encarga
de realizar la fusio´n, y su estructura es la misma que en caso anterior, en la figura
D.14 se observa esta distribucio´n.
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Figura D.14: Pseudodiagrama de clases de la interfaz de Fusio´n
MainWindow
En cuanto a la clase MainWindow es similar a las anteriores ocasiones. Se basa
en una serie de slots que se actu´an segu´n las sen˜ales emitidas por los elementos de
la interfaz.
En cuanto a los para´metros almacenados en la clase, en otras ocasiones se
almacenaban las distintas ima´genes del proceso, la original, la ruidosa, etc.
En este caso esas ima´genes se han convertido en vectores de ima´genes, adema´s
no hay una entrada como en los problemas de denoising, hay dos, por un lado
esta´n los mapas de profundidad estimados, y por otro esta´n los ground truth
correspondientes, por lo que se duplican las variables, adema´s de eso, hay que
que tener en cuenta que para representar los mapas han de estar normalizados,
lo que significa otro vector ma´s. Por u´ltimo tambie´n almacena el resultado de la
virtualizacio´n normalizado y sin normalizar.
Lanzador
El lanzador es incluso ma´s sencillo que en los casos anteriores ya que solo existe
una funcio´n a la que llamar, se trata la que hace la fusio´n. Esta funcio´n tiene
como entrada una serie de para´metros que se le env´ıan al lanzador mediante la
sen˜alfusion generada por la interfaz, adema´s de eso necesita, como es lo´gico los
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mapas ya virtualizados, para ello la interfaz antes de emitir la sen˜al, ejecutara´ la
funcio´n cargaMapasVirtuales(), de este modo ya se podra´ realizar la fusio´n y en
este caso se realizara´ en un thread paralelo, con lo que la interfaz no se quedara´ inu-
tilizada mientras tanto.
Dia´logos
En cuanto a las distintas clases de dia´logos su funcionamiento en bien sencillo.
Se ejecutan desde la clase MainWindow, una vez aceptados la interfaz consulta
los datos que ha introducido el usuario mediante las distintas funciones get que
existen en las distintas clases dia´logo.
Programacio´n en GPU
Hasta este punto se ha detallado el funcionamiento de la interfaz, pero lo real-
mente importante es lo que queda detra´s de ella, se trata de las distintas clases
que realizan la virtualizacio´n de los mapas y la fusio´n de los mismos.
La programacio´n de la creacio´n de los mapas virtuales esta detallada en el anexo
correspondiente a la fusio´n. En cuanto a la fusio´n propiamente dicha, se ha creado
una clase llamada tgvFusion que simplemente tiene implementado el me´todo de
forma similar a la clase Normas utilizada para el denoising.
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La generacio´n de mapas virtuales a partir de otros es un punto importante del
proceso ya que para para realizar la fusio´n, todos los mapas implicados han de
estar colocados respecto a la misma referencia.
Todos los datos de entrada a este proceso se basan en los mapas de profundidad
y su informacio´n asociada.
La matriz K de informacio´n sobre los para´metros de la ca´mara.
La matriz de transformacio´n que da informacio´n de la situacio´n de esa ca´mara
en el espacio.
El mapa de profundidad en cuestio´n, que se trata como se ha dicho en otras
ocasiones de una imagen que almacena para cada pixel la distancia de la
ca´mara al punto concreto de la escena.
Para conseguir la transformacio´n de los mapas se han de realizar varias trans-
formaciones y operaciones que se detallan a continuacio´n, mas tarde se definira´ la
aplicacio´n de cada una de ellas en el proceso.
Proyeccio´n de 3D a 2D
Esta operacio´n proyecta un punto cualquiera del espacio en la imagen, de este
modo se sabra´ a que pixel del mapa de profundidad corresponde ese punto del
espacio.






Seccio´n E.1 E. Fusio´n
Figura E.1: Esquema de actuacio´n del me´todo para construir mapas de profundi-





Siendo u y v las coordenadas del mapa (p2d) a las que corresponde al punto
p = [x, y, z], fx y fy las distancias focales y ,cx y cy para´metros de la ca´mara como
las distancias focales, y por tanto datos de entrada en el programa.
Proyeccio´n de 2D a 3D (Back proyection)
Es la operacio´n contraria que la anterior, devuelve la posicio´n en el espacio de








Siendo los para´metros los mismos que en el caso anterior.
Transformaciones
Por u´ltimo sera´ necesario realizar transformaciones, es decir, como se ve un
punto del espacio, desde otro punto de vista.
En este momento entra en juego el concepto de matriz de transformacio´n, que








E. Fusio´n Seccio´n E.1
Siendo a y b dos referencias distintas, al multiplicar esta matriz por un punto
cuya referencia es b, devuelve como se ver´ıa el punto desde la referencia a, es decir:
ap = Tab
bp
En este caso en particular la transformacio´n ma´s comu´n que se va a realizar es, de
la referencia de la ca´mara a la del cubo (Tgc), y su inversa, del cubo a la ca´mara
(Tgc). Se calculan ahora las operaciones que hay que seguir para pasar un punto de












1CCA = Rgccp+ tgc
Cabe destacar que el punto cp, tiene cuatro componentes, esta cuarta componente
se trata de un factor de escala que no altera para nada el resultado, pero que si no
estuviera no se podr´ıa llevar acabo la operacio´n ya que la dimension de la matriz

























1CCA = RTgc(gp  tgc)
Creacio´n del cubo
A continuacio´n se describen las operaciones para lograr que todos los mapas
partan del mismo punto.
En primer lugar se define la estructura soporte para toda la informacio´n, se
trata de un cubo, en el que se va a colocar toda la informacio´n para leerla desde
el punto de vista que se desea.
Primero se elige una posicio´n de ca´mara que sera´ de donde partira´n todos los
mapas al finalizar el me´todo. En este caso se elige la posicio´n de la ca´mara del
primero de los mapas introducidos, por simplificar.
A partir de e´l se construira´ el cubo, por lo que se buscan las distancias mı´nima
y ma´xima dentro del depth map, estos sera´n los l´ımites del cubo. Esta eleccio´n
tiene sus desventajas ya que una mala eleccio´n del la referencia final de los mapas
podr´ıa hacer que se perdiese informacio´n y que el resultado final fuera peor.
93
Seccio´n E.1 E. Fusio´n
Para construir el cubo en s´ı, una vez conocidas la distancia mı´nima y ma´xima
se proyecta a trave´s de los ve´rtices superior izquierdo e inferior derecho del mapa,
la ma´xima distancia en el espacio, esos sera´n los extremos del fondo del cubo, una
vez hecho eso sabiendo la profundidad que ha de tener se puede determinar la
posicio´n de los ocho ve´rtices del cubo.
A la hora de realizar operaciones en el obviamente habra´ que discretizarlo,
para ello se define una resolucio´n para cada una de las tres dimensiones, este valor
indicara´ en cuantas partes se va a dividir por cada eje, por lo que el resultado
sera´ un cubo lleno de cubos ma´s pequen˜os en su interior que se denominan vo´xeles,
el nu´mero de estos cubos sera´ resolucionx · resoluciony · resolucionz.
Ahora para cada mapa de profundidad que se quiere virtualizar se realizan las
siguientes operaciones.
Escritura en el cubo
Una vez conocidos los para´metros del cubo, el primer paso es rellenarlo con los
datos, para ello el primer paso es localizar la ca´mara en cuestio´n respecto al cubo.
Es decir hay que calcular Tgc. Para ello son conocidos los siguientes datos:
Tgcini Siendo cini la ca´mara referencia, sobre la que se ha construido el cubo.
Twc1..n Siendo w un punto en el espacio desde el que esta´n localizadas todas
las ca´maras.
Por lo que para conseguir Tgcn solo habra´ que multiplicar las matrices de transfor-
macio´n correspondientes, esto es.
Tcinicn = (Twcini)
 1 Twcn
Tgcn = Tgcini Tcinicn
Una vez hecho esto el siguiente paso es proyectar al depth map cada uno de los
vo´xeles del cubo, para as´ı consultar su valor. Para ello se van a seguir los siguientes
pasos para cada voxel.
En este punto son conocidos los ı´ndices del voxel, por lo que habra´ que
calcular las coordenadas reales del centro del mismo, algo sencillo conociendo
las dimensiones del cubo y la resolucio´n de cada eje.
Una vez conocidas las coordenadas habra´ que pasarlas al sistema de referen-
cia de la ca´mara. Para ello habra´ que multiplicar el punto respecto del cubo
(gp), por la matriz de transformacio´n Tcg, o lo que es lo mismo (Tgc) 1 como
se ha visto en el apartado de operaciones.
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Una vez localizado el punto en referencia de la ca´mara hay que proyectarlo al
mapa de profundidad para conocer su valor. Para ello se realiza la operacio´n
oportuna, definida en el apartado de operaciones.
Una vez hecho esto hay que asegurarse de que el punto caiga dentro del mapa,
ya que puede que ese hipote´tico punto de la escena no sea visible desde el
punto de vista de la ca´mara en la que se esta trabajando. Si no es visible se
dejara´ a 0 el valor de ese voxel, en caso de que la proyeccio´n este dentro de
los l´ımites del mapa se ha de calcular el valor a escribir en ese voxel.
Este ca´lculo es la resta de la distancia real al objeto de la escena, es decir,
la almacenada en el depth map, y la distancia en z de la ca´mara al centro
del voxel, es decir, la componente z del punto en el espacio visto desde la
referencia de la ca´mara que se ha calculado anteriormente. Este valor no se
escribe directamente en el voxel, aunque ser´ıa una opcio´n, antes de escribirlo,
se aplica una funcio´n tsdf (truncated signed distance function), esta funcio´n
es de la siguiente forma.
f(d) =
8<:   d    0 d    
d    < d <  
Siendo   un valor elegido a la hora de generar los para´metros, y d el resultado
del ca´lculo descrito anteriormente. Con esto se consigue que en el cubo se
pueda intuir una superficie en el momento que se encuentre un cambio de
signo. La razo´n de aplicar esta funcio´n tsdf es para acelerar la lectura del
cubo, que sera´ el siguiente paso.
E.1.1. Lectura del cubo
Por u´ltimo se ha de realizar la lectura de los datos que despue´s del apartado an-
terior han quedado en el cubo. Para ello, para cada pixel del mapa de profundidad
a generar se realizan los siguientes ca´lculos.
En primer lugar se calcula la direccio´n normalizada del origen de la ca´mara
deseada al pixel mediante Back proyection, tras esto se transforma este vec-
tor, asi como el origen de la ca´mara a coordenadas del cubo para facilitar las
operaciones posteriores.
A continuacio´n se calcula el punto de inicio y el punto final a muestrear, es
decir,los l´ımites del rayo proyectado que coinciden con el cubo.
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Una vez hecho esto se realiza el muestreo, comenzando por la primera inter-
seccio´n del cubo con el rayo, y usando como paso la ma´xima distancia que











Siendo d la distancia de la arista del cubo en cada una de las dimensiones.
Para cada una de las muestras se tiene un valor en el espacio, el siguiente
paso sera´ encontrar el voxel al que corresponde ese punto, se trata de una
operacio´n sencilla ya que la coordenada a consultar se encuentra respecto de
sistema de referencia del cubo, por lo que so´lo sera´ necesario dividir estas
coordenadas reales entre la resolucio´n de cada eje del cubo.
Una vez consultado el valor del voxel en cuestio´n se compara con el consul-
tado en la muestra anterior, de modo que si se detecta que ha habido un
cambio de signo, significara´ que se a atravesado la superficie.
Tras esto au´n se realiza una interpolacio´n consultando el intervalo en el que
se ha detectado la superficie para estimar mejor la distancia real.
Una vez conseguida esta distancia se ha de trasladar de nuevo a la coordenada
origen. Hay que recordar que en el mapa de profundidad se almacenan las
distancias en el eje z, y no en l´ınea recta desde el origen que es el dato que
se conoce en este momento, por lo que habra´ que calcular esta distancia.
El valor obtenido de este ca´lculo sera´ el introducido en el mapa de profun-
didad trasladado ya a la referencia deseada.
Una vez realizados todos los pasos anteriores para cada uno de los mapas de
entrada ya esta´n dispuesto para realizar la fusio´n.
E.1.2. Programacio´n
A continuacio´n se enumeran las clases utilizadas para realizar el proceso ante-
rior, en cuanto a su programacio´n interna es seguir los pasos descritos anterior-
mente por lo que no se va a hacer hincapie´ en ella.
ReadDepthInfo : Se encarga de la lectura de mapas de profundidad de un
directorio determinado as´ı como de la informacio´n de las ca´maras desde las
que esta´n construidos estos detph maps.
Para lograr esto se requiere que los mapas y los para´metros de las ca´maras
tengan un formato concreto.
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RangeImageOp Se trata de una clase con operaciones muy u´tiles con mapas
de profundidad como las siguientes:
• Normalizar y desnormalizar mapas de profundidad, ya que los mapas
para realizar operaciones con ellos como an˜adir ruido o realizar la fusio´n
necesitan no estar normalizados, sin embargo para representarlos si que
hay que normalizarlos, de ah´ı la gran utilidad de este tipo de funciones.
• An˜adir ruido, esta es una utilidad tambie´n muy u´til de esta clase, con
ella se puede introducir en la imagen de forma sencilla ruido gausiano,
o datos espurios en un porcentaje de la imagen que se requiera.
• Por u´ltimo permite el calculo del ı´ndice de sen˜al ruido de un mapa de
profundidad.
En resumen es una clase muy u´til para este proceso, tanto como lo sera´ para
la fusio´n.
MatrixTransf Se trata de una clase que define una matriz de 3x4, as´ı como
ciertas operaciones sobre ella u´tiles para ca´lculos con matrices de transfor-
macio´n.
CudaCube Es la ma´s importante de las anteriores es la que se encarga de
realizar el proceso anterior propiamente dicho. Este se es totalmente parale-
lizable por lo que el corazo´n del mismo esta programado en CUDA
Por ello esta clase en realidad esta´ compuesta de dos una en C++ y otra en
CUDA, en la parte de C++ simplemente realiza las llamadas oportunas a la
clase en CUDA del mismo nombre que sera´ la que realizara´ los ca´lculos en
paralelo.
Las principales funciones de esta clase son las siguientes:
• setDimFromDepthMap: Esta es la u´nica de las tres funciones que se van
a describir que se ejecuta enteramente en la cpu, se encarga simplemente
de calcular los para´metros del cubo, este ca´lculo lo realiza usando la
ca´mara del primer depth map que se ha le´ıdo.
• fillCube: Como su propio nombre indica se encarga de rellenar el cubo
que se ha generado mediante la funcio´n anterior, con los datos de un
depth map cualquiera.
Esta funcio´n esta paralelizada para que se ejecute una vez por cada pixel
de la cara XY , y dentro de cada kernel se recorra toda la profundidad
del cubo.
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• getVirtualDepthMap: Realiza el u´ltimo paso del proceso, es decir lee los
datos del cubo desde la posicio´n deseada para conseguir el depth map
virtual.
Esta funcio´n realiza el mismo proceso una vez para cada pixel del nuevo
depth map, por lo que la paralelizacio´n es evidente.
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