We study the problem of computing the Minimum Volume Enclosing Ellipsoid (MVEE) containing a given set of ellipsoids Kumar and Yıldırım [17].
Introduction
We study the problem of computing the minimum volume enclosing ellipsoid (MVEE) of a given set of full dimensional ellipsoids S = {E 1 , . . . , E n } ⊆ R d , denoted by MVEE(S), also known as the Löwner ellipsoid for S. Figure 1 shows an approximate minimum volume ellipse containing a set of randomly generated ellipses (Our implementation is in Matlab and took 0.4 seconds to compute the ellipse with an approximate error of ≈ 10 −3 on a Pentium IV 3.6GHz laptop). Minimum volume enclosing ellipsoids play an important role in several diverse applications [8, 26, 30, 31, 7, 1, 18, 12, 5, 11, 25, 29, 21] . One reason that practitioners have shied away from using bounding volume ellipsoidal hierarchies is the non availability of simple algorithms to solve the enclosing ellipsoid of ellip- Figure 1 . An approximate minimum volume ellipse containing a set of 50 randomly generated ellipses (coreset size = 4) computed using our implementation.
soids [8] . With this note, we hope to convince practitioners that a very simple algorithm could be used to compute MVEE's of ellipsoids if they can settle for approximate answers instead of exact answers.
A (full-dimensional) ellipsoid E Q,c in R d is specified by a d × d symmetric positive definite matrix Q and a center c ∈ R d and is defined as
We denote the volume of an ellipsoid by vol E Q,c . The volume of the ellipsoid E Q,c is given by [12] , vol E Q,c = B det Q problem, we refer the reader to [17] . As far as we know, the problem of computing MVEE of ellipsoids has not received as much attention as the MVEE of finite point sets. It is known that the problem is a convex optimization problem with linear matrix constraints and can be solved efficiently in polynomial time [2] . We believe that a different set of fast randomized [20, 31] and deterministic [7] algorithms might also be easily adapted for the case when d is small (with running time
In this paper, we show an efficient way of solving this problem, which is particularly suited for applications where n is large compared to d and which can tolerate moderate values of . The algorithm extends the algorithm of Kumar and Yıldırım by using some very simple lemmas which we present in section 3. From now onwards, we refer to this algorithm as KY algorithm. We will use the real number model of computation unless otherwise stated [4, 24] . We augment this real number model to compute the root of a polynomial exactly in O(x) time when the root can be approximated in O(x log 1/ ) , given the degree of the polynomial is x. We believe that the algorithm is practical but the error analysis complicated if we do not assume the augmented real number model. We also show a very preliminary implementation of one of our key lemmas, which is the only lemma dependent on the augmented real number model of computation (Otherwise the real number model of computation suffices). The paper is organized as follows. In section 2, we give a brief introduction to the KY algorithm [17] . Section 3 defines the modifications needed to the algorithm for it to work on ellipsoids. Section 4 presents a practical variant of our algorithm. Implementation results are presented in Section 5. We list some interesting open problems in Section 6.
MVEE using KY Algorithm
KY algorithm computes a (1 + )-approximate MVEE of a given set of affinely independent input points. One of the interesting aspects of the KY algorithm is that it involves combining two other algorithms and coming up with a practical and more efficient algorithm than either one (in at least cases where n d and is moderately high). To describe the algorithm we first need to review the formulation of the MVEE problem.
Formulation
For Section II, we will assume that S is a set of points instead of full dimensional ellipsoids. Throughout the paper we will assume that S is affinely independent. We will use the superscript * to denote an optimal solution. Given a set S ⊆ R d of n points p 1 , . . . , p n , we define a "lifting" of S to R d+1 via
where
It follows from the results of [15] and [22] that
Since S is centrally symmetric, MVEE(S ) is centered at the origin. This observation gives rise to the following convex optimization problem to compute MVEE(S ), whose solution can be used to compute MVEE(S) via (3):
is symmetric and positive definite,
is the decision variable. The Lagrangian dual of (P(S)) is equivalent to
where u ∈ R n is the decision variable and e is the vector of ones. Let u * denote the u at which the optimal is reached. Here
* denote the matrix with diagonal entries u * . Let P denote the d × n matrix with points p 1 , . . . , p n being the columns of the matrix. Then
The reader is referred to [17] for details. The notion of an approximate MV EE(S) is defined as follows. Given > 0, an ellipsoid E Q,c is said to be a
Note that this is a much more strict definition of (1 + )-approximation compared to some other core set results [16, 6] .
The Algorithm
We are now ready to describe the KY algorithm. The KY algorithm works in two phases. The first phase which is called the initial volume approximation runs the Betke and Henk algorithm to collect a set X 0 of 2d points. In the second phase these set of 2d points are refined by using Khachiyan's algorithm [14] to produce a (1 + )-approximate MVEE of S. Below we describe both phases in more detail since we would need to modify both phases to make the algorithm work when the input is a set of full-dimensional ellipsoids.
The first phase of KY uses an algorithm given by Betke and Henk [3] . The algorithm of Betke and Henk gives a very rough approximation to the volume of the CH(S) but at the same time it produces the approximation by using at most a set of 2d vertices of the CH(S). The algorithm chooses a random direction b 1 in R d and finds supporting hyperplanes h The second phase of KY uses a modification of Khachiyan's algorithm [14] (See Algorithm 1).
In the paper by Kumar and Yıldırım it was showed that if the loop 4-8 in Algorithm 1 is run O(
we are guaranteed a (1 + ) approximate MVEE(S) at termination. Let X denote the points p i for which the corresponding u i 's are non-zero. Note that |X | can be at most O(
. They also showed the following theorem. Recently, we have implemented KY in C++ with approximately 300 lines of code (but the code has not been optimized in any way). The figure 2 shows an approximate MVEE of points computed using the KY algorithm. It also draws the ellipses corresponding to V −1 at each iteration. The green points show the movement of the centers for each iteration. The total time taken for this toy problem was a fraction of a second (0.11 sec with = 0.001 on a 3.6GHz notebook). This is work in progress and we soon plan to extend this implementation to compute MVEE of ellipsoids instead of points. Note that KY algorithm already works for a set of triangles or polytopes in R d as input. It also seems that for most practical needs (for example in games), KY could be just run for a constant number of iterations instead of being driven by a particular .
Theorem 1 Algorithm 1 terminates after O(
nd 3 ) op- erations with vol MVEE(X ) ≤ vol MVEE(S) ≤ vol E Q * ,c * ≤ (1 + )vol MVEE(X ) ≤ (1 + )vol MVEE(S), Algorithm 1 Khachiyan's first-order algorithm Require: Input set of points S = {p 1 , . . . , p n } ⊆ R d , > 0, X 0 ⊆ S 1: i ← 0 2: u 0 ∈ R n such that u 0 j = 1 |X0| for p j ∈ X 0 and u 0 j = 0 otherwise. 3: While not converged 4: loop 5: j ← arg max k=1,...,n (q k ) T V (u i ) −1 q k 6: κ ← max k=1,...,n (q k ) T V (u i ) −1 q k . 7: β ← κ−(d+1) (d+1)(κ−1) 8: u i+1 ← (1 − β)u i + βe j , i ← i + 1. 9: end loop
Extension to Ellipsoids
We will need the following lemmas to extend the KY algorithm so that it works efficiently when S is a set of full-dimensional ellipsoids instead of points. In this section S will mean a set of n full-dimensional ellipsoids. 
Proof. It is easy to derive this lemma from the fact that w = 0 max w T x such that x ∈ E I,0 is achieved at vector c + w ||w|| .
Note that this lemma alone is enough to show that phase one of the KY algorithm can be run for a set of ellipsoids compared to points. The total time taken in this case is O(nd 3 ) . For the complexity, we can just calculate the singular value decompositions of each of the matrices associated with the ellipsoids and store them. In each iteration, for each ellipsoid we can translate it to the origin and rotate it to make it axis aligned before we compute the extreme points p α and p β for that particular ellipsoid in O(d 2 ) (note that this only involves rotation of the linear objective direction). Rotating and translating back p α and p β to get the real optimal points takes another O(d 2 ) and hence the total complexity is given by the initial SVD computation which takes O(nd 3 ) . Note that combining Betke and Henk's result which states that vol CH(S) ≤ d!volCH(X 0 ) combined with lemma 1 can easily show that
( This was already shown in Kumar and Yıldırım [17] ). The only thing remaining to convert in the KY algorithm is adapting Algorithm 1 to make it work with ellipsoids. Note that we are using the fact that ellipsoids are nothing but infinite union of points. If we can implement both phases of KY to run on these infinite point sets, the guarantees of KY will also extend to infinite point sets [16] . Before we move to our next lemma, we note that the only lines in algorithm 1 that touches the input are line 5,6. If we could implement line 5 to run on the infinite point set resulting from union of ellipsoids, KY would start accepting ellipsoids as input (since line 6 can easily be evaluated for the j-th point computed). Let us look at line 5 more closely. It finds out the furthest outlier in the ellipsoidal norm. So we need to solve the following optimization problem for each E Q,c ∈ S.
where V and Q are both positive definite. Note that the furthest outlier computed in each iteration (one run of loop 4-8 in Algorithm 1) will help us run Algorithm 1 to completion. We know that the new V (u) should be
Here β refers to the value of β at the i-th iteration.
Since we maintain V (
time to compute. Later we will see that the cost of solving n (FO) problems dominates the cost of updating V (u i ) −1 in each iteration. Note that we now do not need to keep the vector u explicitly in KY. We can just replace line 7 with our new update rule.
We also know that Algorithm 1 terminates in O(d 2 / ) iterations for any point set [17] . Since a set of ellipsoids is nothing but a set of points, this still remains true. So the only part of the algorithm left to extend is solving the problem (FO). For this we first transform the problem by multiplying the whole space with V −1/2 . This changes the problem to
This effect can be thought of as converting the ellipsoidal norm defined by V −1 to the euclidean norm. Now we can translate the whole space by c such that the constraining ellipsoid Q becomes centered at the origin. This also changes the objective function to max x (x + c ) T (x + c ). Again we apply a rotation to the entire space so that Q becomes axis aligned (diagonal, Please see figure 3 ). So the new problem we want to solve is:
Note that if we solve our problem in this space, it only takes O(d 2 ) time to recover the real solution (which involves translation, rotation and scaling of the current solution to the original space). But to convert our original problem to this form, we already need O(d ω ) where ω ≤ 2.36 is the cost of matrix multiplication of two d × d matrices.
To solve (FO ), we first assume that
T (x − z) = l. We want to compute the point that attains l max for algorithm 1. Finding l max is a constrained optimization problem that can be reduced to polynomial root finding by using Lagrange multipliers. The Lagrangian here is L(x, λ) = (x − z)
. We now can find the maximizing x from the optimality condition
Geometrically, this condition means that the normals of the sphere and the axis-aligned ellipsoid centered at the origin are aligned at the furthest point from z on the ellipsoid. We are now ready to show the following lemma. 
Proof. We want to show that
Using 12 we now need to show,
is ≥ 0 which simplifies to:
Since λ 1 > λ 2 , we only need to show that:
which is trivially true.
We are now ready to prove the following theorem.
Theorem 2 The objective function (x − z)
Proof. Assume z = 0 since that case is trivial to solve. We prove this lemma by splitting the proof in two cases. Case I:
In this case, we can plug x in E D,0 to get:
or the secular equation
where w k = z k r k . When z = 0, by lemma 3 we are only interested in λ max since that is the one that maximizes (x − z)
T (x − z). It's easy to notice that λ max ∈ (r k . The isolated root λ max can now be found using any root finding method or the problem can be formulated as an eigenvalue problem and the largest root can be computed using QR factorization in O(d 3 ) operations [23] . With the result in [19] we can get a running time of O(d 2 ) (Note that [19] assumes that all the radii are distinct for the secular equation, luckily our equation can easily be transformed into their formulation). It was also noted in [27] that our problem is an instance of the semidefinite programming problem for which polynomial time and effective methods exist 1 . Case II: λ = r 2 i for some i. We will search for the optimal answer by setting λ to the radii of E, one at a time. So now we can assume that λ is known. Let 1 The only problem with using polynomial time solvers for SDP problems is that this increases the running time of our algorithm by O (d O(1) ) . The advantage of using this method is that one does not need the augmented real number model of computation but assuming that one can store and do exact computations with real numbers in O(1) suffices. 
The only unknown variables are x k for k ∈ I. Note that x k forms a hyper-ellipsoid. In this case we can pick any set of x k on this hyper-ellipsoid which is given by:
Note that for each λ = r 2 i , we are spending O(d) time to find a corresponding solution. In the end, in O(d 2 ) time, we can find the furthest of the solutions found for this case.
The total running time for the algorithm that does the search for the correct λ is hence O(d 2 ). Note that Case II is indeed a degeneracy. If all z i 's are non-zero, we do not need to take care of Case II 2 (Which is the case, most of the time in practice).
Recently we have implemented a solution to this lemma in Matlab using maximum eigenvalue computation and a sample result is shown in figure 4 (a) (Figure 4(b) shows a zoom in of the furthest computation done by our current implementation). In the near future we plan to replace the maximum eigenvalue computation with the largest root computation of a secular equation. The total time taken to compute this solution was a fraction of a second.
For finite precision arithmetic model, solving our problem gets messy [9] . Note that an error in the calculation of λ max also incurs an error in the calculation of x * . A small error in calculating λ max could possibly result in a very large error in x * . Fortunately, its very easy to show that this does not happen. which shows that δ x * k is linearly dependent on δ λmax . Thus solving λ max to machine precision almost guarantees a machine precision solution to x * . Note that this gives us the power to list the bits of x * efficiently. Now we need to multiply the solution with rotation and scaling matrices. For a more detailed error analysis in the finite precision model, the reader is referred to [9, 23] .
Note that both [9, 23] solve the the minimization version of (FO). Since we have already showed that the secular equation P(λ) has it's maximum root isolated, their results apply to our problem by replacing the minimum root with the maximum root.
The conversion of KY algorithm to work with ellipsoids is hence complete. Now we are ready to prove the main complexity result of this paper. Proof. Since we run KY as if it were running on a finite point set, it terminates with the same guarantees on the infinite point set as it would on the finite point set. This trick was also used in [16] to compute the minimum enclosing ball of a set of balls.
For the running time of the algorithm, the major time taken is solving (FO) Remark: Very recently and parallel to this work, Alper Yıldırım has announced a MVEE algorithm for computing MVEE of ellipsoids with a running time slightly larger than ours [32] . It also seems that our algorithm is simpler to implement. We plan to explore the practicality of this algorithm in the near future and report our results. We also hope to post the source code for both KY and its extensions on the web soon.
A Practical Variant
The first order algorithm, even though nice in theory turned out to be slow in practice when we implemented it (Please see next section). This motivated the design of a core-set/active-set based algorithm for solving our problem where we try to intelligently guess the important points in the input in each iteration and discard the inactive points. From our experiments it was clear that in each iteration we could gain a lot if we relied on a second order method compared to the first order method (as in the theoretical result). Algorithm 2 presents a practical variant of our theoretical method that we presented in the last section.
Algorithm 2 Second-order algorithm
Require: Input set of ellipsoids,
E ← MV E(X) (using [28] ) 3: p i = max x∈Ei ||x − center(E)|| E ∀i ∈ 1 . . . n 4: P = {p i |p i not contained in (1 + )E}.
5:
if |P| == 0 then break; 6: P = Project p i ∈ P on corresponding E i ∈ S.
7:
X = X∪ Betke-Henk(P) 8 :
Finite termination of active set methods can be usually proved assuming that each of the subproblems/iterations are solved exactly [10, 6] . Without an exact solver, the proof of termination with gurantees on running times becomes rather complicated even for very simple problems [16] . For our practical variantriant, we chose to give up on guarantees for finite termination.
Implementation Results
A common drawback of first order algorithms is that they cannot achieve high accuracy. Although the algorithm we presented in this paper is the fastest known algorithm to solve the MVEE problem (when n d and is large), in practice, our experiments with KY motivated us to look for better algorithms, especially because we would like to solve problems with small . Our current implementation efforts suggest that depending on the value of , first or second order algorithms should be dynamically chosen in practice (or a combination used). Hence we have recently started exploring second order algorithms for implementation [16, 28] . The idea of the implementation is essentially the same but we solve each subproblem using a second order algorithm instead of just updating the first order solution. We believe that in practice this is the way to go even for moderately small although the complexity results for these algorithms do not look as promising as the first order algorithms. Even justifying termination or correctness for our practical variant seems tough unless we rely heavily on the augmented real number model of computation. Since the analysis and presentation of the implementation differs significantly from the algorithm presented in this paper, we decided not to include our second order implementation results in this paper. Figure 1 shows an example output of our current implementation that uses a second order algorithm to solve the subproblems (similar to [16] ). 
Future Work
A very interesting open problem that this work opens up is how to analyze our algorithm in finite precision arithmetic and bound the error of the overall algorithm. It might be the case that the error analysis for our algorithm is complicated enough that there is a simpler way to design the entire algorithm and analyze the new algorithm. We plan to work on this in the near future. We also plan to make available our MVEE of ellipsoids code on the web. 
