Abstract. We generalise the construction of multivariate Hawkes processes to a possibly infinite network of counting processes on a directed graph G. The process is constructed as the solution to a system of Poisson driven stochastic differential equations, for which we prove pathwise existence and uniqueness under some reasonable conditions.
1. Introduction 1.1. Motivation. In several apparently different applied fields, a growing interest has been observed recently for a better understanding of stochastic interactions between multiple entities evolving through time. These include: seismology for modelling earthquake replicas (HelmstetterSornette [19] , Kagan [25] , Ogata [31] , Bacry-Muzy [5] ), neuroscience for modelling spike trains in brain activity (Grün et al. [14] , Okatan et al. [32] , Pillow et al. [33] , Reynaud et al. [35, 36] ), genome analysis (Reynaud-Schbath [34] ), financial contagion (Ait-Sahalia et al. [1] ), highfrequency finance (order arrivals, see Bauwens-Hautsch [6] , Hewlett [20] , market micro-structure see Bacry et al. [2] and market impact see Bacry-Muzy [4, 5] ), financial price modelling across scales (Bacry et al. [3] , Jaisson-Rosenbaum [22] ), social networks interactions (Blundell et al. [7] , Simma-Jordan [38] , Zhou et al. [40] ) and epidemiology like for instance viral diffusion on a network (Hang-Zha [39] ), to name but a few. In all these contexts, observations are often represented as events (like spikes or features) associated to agents or nodes on a given network, and that arrive randomly through time but that are not stochastically independent.
In practice, we observe a multivariate counting process (Z where F t denotes the sigma-field generated by (Z i ) 1≤i≤N up to time t. For modelling the interactions, a particularly attractive family of multivariate point processes is given by the class of (mutually exciting) Hawkes processes (Hawkes [16] , Hawkes-Oakes [17] ), with intensity process given by
where the causal functions ϕ ji : [0, ∞) → R model how Z j acts on Z i by affecting its intensity process λ i . The nonnegative functions h i account for some non-linearity, but if we set h i (x) = µ i +x with µ i ≥ 0, we obtain linear Hawkes processes where µ i can be interpreted as a baseline Poisson intensity. In the degenerate case ϕ ji = 0, we actually retrieve standard Poisson processes.
Multivariate Hawkes processes have long been studied in probability theory (see for instance the comprehensive textbook of Daley-Vere-Jones [11] and the references therein, Brémaud-Massoulié [8] or the recent results of Zhu [41, 42] ). Their statistical inference is relatively well understood too, from a classical parametric angle (Ogata [29] ) together with recent significant advances in nonparametrics (Reynaud-Bouret-Schbath [34] , Hansen et al. [18] ). However, the frontier is progressively moving to understanding the case of large N , when the number of components may become increasingly large or possibly infinite, see Massoulié [28] and Galvez-Löcherbach [15] for some constructions in that direction. This context is potentially of major importance for future developments in the aforementioned applied fields. This is the topic of the present paper.
1.2. Setting. We work on a filtered probability space (Ω, F , (F t ) t≥0 , Pr). We say that (X t ) t≥0 is a counting process if it is non-decreasing, càdlàg, integer-valued (and finite for all times), with all its jumps of height 1. For (X t ) t≥0 a (F t ) t≥0 -adapted counting process, there is a unique nondecreasing predictable process (Λ t ) t≥0 , called compensator of (X t ) t≥0 , such that (X t − Λ t ) t≥0 is a (F t ) t≥0 -local martingale, see Jacod-Shiryaev [23, Chapter I].
We consider a countable directed graph G = S, E with vertices (or nodes) i ∈ S and (directed) edges e ∈ E. We write e = (j, i) ∈ E for the oriented edge. We also need to specify the following parameters: a kernel ϕ = (ϕ ji , (j, i) ∈ E) with ϕ ji : [0, ∞) → R, and a nonlinear intensity component h = (h i , i ∈ S) with h i : R → [0, ∞). The natural generalisation of finite-dimensional Hawkes processes is the following. This model can be seen as a particular case of that introduced by Massoulié [28] who considers more general sets of sites (possibly R d ) and a larger class of intensities. We say that a Hawkes process is linear when h i (x) = µ i + x for every x ∈ R, i ∈ S, with µ i ≥ 0 and when ϕ ji ≥ 0.
Definition 1. A Hawkes process with parameters (G, ϕ, h) is a family of (F t
We will give some general existence, uniqueness and approximation results for nonlinear Hawkes processes, but all the precise large-time estimates we will prove concern the linear case. A Hawkes process (Z i t ) i∈S,t≥0 with parameters (G, ϕ, h) behaves as follows. For each i ∈ S, the rate of jump of Z i is, at time t, λ i (t) = h i ( j→i k≥1 ϕ ji (t − T j k )1 {T j k <t} ), where (T j k ) k≥1 are the jump times of Z j . In other words, each time one of the Z j 's has a jump, it excites its neighbours in that it increases their rate of jump (in the natural situation where h is increasing and ϕ is positive). If ϕ is positive and decreases to 0, the case of almost all applications we have in mind, the influence of a jump decreases and tends to 0 as time evolves.
Main results.
In the case where G is a finite graph, under some appropriate assumptions on the parameters, the construction of (Z i t ) i∈S,t≥0 is standard. However, for an infinite graph, the situation is more delicate: we have to check, in some sense, that the interaction does not come from infinity.
The first part of this paper (Section 2) consists of writing a Hawkes process as the solution to a system of Poisson-driven S.D.E.s and of finding a set of assumptions on G and on the parameters (ϕ, h) under which we can prove the pathwise existence and uniqueness for this system of S.D.E.s. Representing counting processes as solutions to S.D.E.s is classical, see , Ogata, [30] , Brémaud-Massoulié [8] , Chevallier [10] . However, the well-posedness of such S.D.E.s is not obvious when G is an infinite graph.
In a second part (Section 3), we study the mean-field situation: we assume that we have a finite (large) number N of particles behaving similarly, with no geometry. In other words, S = {1, . . . , N } is endowed with the set of all possible edges E = {(i, j) : i, j ∈ S}, and there are two functions h and ϕ such that h i = h and ϕ ij = N −1 ϕ for all i, j ∈ S. We show that, as N → ∞, Hawkes processes can be approximated by an i.i.d. family of inhomogeneous Poisson processes. Concerning the large-time behaviour, we discuss, in the linear case, the possible law of large numbers and central limit theorems as (t, N ) → (∞, ∞) and we observe some different situations according to the position of ∞ 0 ϕ(t)dt with respect to 1 (the so-called critical case).
Finally, we consider in Section 4 the case where G is Z d , endowed with the set of edges E = {(i, j) : |i − j| = 0 or 1}, where | · | denotes the Euclidean distance. We study the large time behaviour, in the linear case where h i (x) = µ i + x and when ϕ ij = (2d + 1) −1 ϕ does not depend on i, j. We first assume that µ i does not depend too much on i (consider e.g. the case where the µ i are random, i.i.d. and bounded) and show that (i) if ∞ 0 ϕ(t)dt > 1, then there is a law of large numbers and the interaction makes everything flat, in the sense that for all i = j, Z ϕ(t)dt < 1, then there is again a law of large numbers, but the limiting value depends on i. We also explain why these results are reminiscent of the infinite setting and of the interaction. Finally, we study the case where µ i = 0 for all i but where there is an impulsion at time 0 at i = 0. We compute the probability of extinction of such an impulsion and, in some particular cases, we study how it propagates to the whole space (when it does not blow out).
We also introduce the convolution of h, g : [0, ∞) → R as (if it exists) (g ⋆ h) t = t 0 g s h t−s ds = t 0 g t−s h s ds. As is well-known, when everything makes sense,
2. Well-posedness using a Poisson S.D.E.
We will study Hawkes processes through a system of Poisson-driven stochastic differential equations. This will allow us to speak of pathwise existence and uniqueness and to prove some propagation of chaos using some simple coupling arguments.
Consider, on a filtered probability space (Ω, F , (F t ) t≥0 , Pr), a family (π i (ds dz), i ∈ S) of i.i.d. (F t ) t≥0 -Poisson measures with intensity measure ds dz on [0, ∞) × [0, ∞).
adapted processes is called a Hawkes process with parameters
This formulation is consistent with Definition 1.
Proposition 3. (a) A Hawkes process in the sense of Definition 2 is also a Hawkes process in the sense of Definition 1.
(b) Consider a Hawkes process in the sense of Definition 1 (on some filtered probability space (Ω, F , (F t ) t≥0 , Pr). Then we can build, on a possibly enlarged probability space (Ω,F , (
is a Hawkes process in the sense of Definition 2. Point (a) is very easy: for a Hawkes process (Z i t ) i∈S,t≥0 in the sense of Definition 2, it is clear that for every i ∈ S, the compensator of Z i is Point (b) is more delicate but standard and a very similar result was given in Brémaud-Massoulié [8] . Their proof is based on results found in the book [21] of Jacod, of which one of the main goals is exactly this topic: prove the equivalence between martingale problems and S.D.E.s. We also refer to Chevallier [10, Section IV] where a very complete proof is given as well as a historical survey. Let us mention that the idea to integrate an indicator function with respect to a Poisson measure in order to produce an inhomogeneous Poisson process with given intensity was first introduced by , and later extended by Ogata [30] in the case of a stochastic intensity.
The following set of assumptions will guarantee the well-posedness of (1).
Assumption 4.
There are some nonnegative constants (c i ) i∈S , some positive weights (p i ) i∈S and a locally integrable function φ :
Let us give a few examples of parameters (G, ϕ, h) satisfying Assumption 4.
Remark 5. (i) If
S is finite, then Assumption 4 holds true, with the choice p i = 1, as soon as h i is Lipschitz continuous for all i ∈ S and ϕ ji is locally integrable for all (j, i) ∈ E.
(ii) If S = Z d is endowed with E = {(i, j) : |i − j| = 0 or 1}, then Assumption 4 holds, with the choice
for all i ∈ S, x, y ∈ R, (j, k) ∈ E and t ≥ 0. 
Points (ii) and (iii) of course extend to other graphs. In (iv), there is no growth condition on |h i (0)|, c i and a i . This comes from the fact that the interaction is directed: Z 0 is actually a Poisson process with rate h 0 (0), the intensity of Z 1 is entirely determined by that of Z 0 , and so on. Hence this example is not very interesting. But we can mix e.g. points (ii) and (iv): informally, coefficients corresponding to edges directed to the origin have to be well-controlled, while coefficients corresponding to edges directed to infinity require less assumptions.
Proof. Point (i) is obvious. To check (ii), simply note that for all j ∈ S, i,(j,i)∈E c2
−|j| and define φ = c2(2d + 1)ϕ. Point (iv) holds with (p i ) i∈Z+ defined by p 0 = 1 and, by induction, p i+1 = min{2 
Then the result will easily follow, with the choices p i = b(|i|) and φ = Ccϕ. We define b recursively, by b(0) = a(0) and
Using that a is nonincreasing, we easily check that b is nonincreasing. We next check that i∈Z d b(|i|) < ∞, i.e. that k≥0
Recalling that
This last quantity is nothing but
We finally prove that for all j ∈ Z d , i∈Z d b(|i|)a(|i − j|) ≤ Cb(|j|). First, we claim that there is C such that b(k) ≤ Cb(2k) for all k ≥ 0. This is easily checked, iterating the inequality
2d b(k + 1). Next we write, using that a and b are nonincreasing,
By definition of b, we have a(|j|/2) ≤ b(|j|/2). And we have just seen that b(|j|/2) ≤ Cb(|j|). We finally have checked that i∈Z d b(|i|)a(|i − j|) ≤ Cb(|j|) as desired.
Our well-posedness result is the following.
Theorem 6. Under Assumption 4, there exists a pathwise unique Hawkes process (Z
Observe that this result is not completely obvious in the case of an infinite graph. In some sense, we have to check that the interaction does not come from infinity. Let us insist on the fact that, even in simple situations, a graphical construction is not possible: consider e.g. the case of Z endowed with the set of edges E = {(i, j) : |i − j| = 0 or 1}, assume that h i (x) = 1 + x for all i ∈ S and that ϕ ij = 1 for all (i, j) ∈ E. Then one easily gets convinced that we cannot determine the values of (Z As a second comment, let us mention that we believe it is not possible, or at least quite difficult, to obtain the full uniqueness, i.e. uniqueness outside the class of processes satisfying i∈S p i E[Z i t ] < ∞ (or something similar). Indeed, consider again the case of Z endowed with E = {(i, j) : |i − j| = 0 or 1}, assume that h i (x) = 1 + x for all i ∈ S and that ϕ ji = 1 for all (i, j) ∈ E. One easily checks that for (Z i t ) i∈S,t≥0 a Hawkes process, for m
s )ds for every i. This infinite system of equations is of course closely related to the heat equation ∂ t u(t, x) = 1 + ∂ xx u(t, x) on [0, ∞) × R and with initial condition u(0, x) = 0. As is well-known, uniqueness for this equation fails to hold true without imposing some growth conditions as |x| → ∞. See e.g. Tychonov's counterexample of uniqueness, which can be found in John [24, Chapter 7] .
To compare Theorem 6 with the results of Massoulié [28] , let us consider a very simple situation. Let S = Z d be endowed with E = {(i, j) : |i − j| = 0 or 1}, let h i (x) = 1 + x for all i ∈ S and ϕ ij (t) = ϕ(t) > 0 for all (i, j) ∈ E. Then Theorem 6 applies as soon as ϕ ∈ L 1 loc ([0, ∞)), see . Theorem 1 of [28] does not apply for two reasons: sup i∈S h i is not bounded and, more important, it does not hold true that ( 
On the contrary, [28, Theorem 2] applies, but only in the subcritical case where (2d + 1)
Proof. We first prove uniqueness. Let thus (Z i t ) i∈S,t≥0 and (Z i t ) i∈S,t≥0 be two solutions to (1) satisfying the required condition. Set We have
Taking expectations, we deduce that
by Assumption 4-(a). Using Lemma 22, we see that
which, plugged into (3), yields (2) . Set δ t = i∈S p i δ i t , where the weights p i were introduced in Assumption 4. By assumption, δ t is well-defined and finite. We infer by (2) that
By Assumption 4-(c),
Lemma 23-(i) thus implies that δ t = 0 identically, from which uniqueness follows.
We now quickly prove existence by a Picard iteration. Let Z i,0 t = 0 and, for n ≥ 0,
We define δ
s |] and δ n t = i∈S p i δ i,n t . As in the proof of uniqueness, we obtain, for n ≥ 0,
where we used that, by Lemma 22,
and using Assumption 4-(b)-(c),
Since u 0 t = 0 and φ is locally integrable, we easily check by induction that u n is locally bounded for all n ≥ 0. Consequently, δ n is also locally bounded for all n ≥ 0. Lemma 23-(ii) implies that for all T ≥ 0, n≥1 δ n T < ∞. This classically implies that the Picard sequence is Cauchy and thus converges: there exists a family (Z i t ) i∈S,t≥0 of càdlàg nonnegative adapted processes such that for all T ≥ 0, lim n i∈S
It is then not hard to pass to the limit in (4) to deduce that (Z i t ) i∈S,t≥0 solves (1). Finally, Lemma 23-(iii) implies that sup n u n t < ∞ for all t ≥ 0, from which i∈S p i E[Z i t ] < ∞ as desired.
Mean-field limit
In this section, we work in the following setting. Introduce the limit equation 
the constant C T depending only on h, ϕ and T (see Remark 9 below for some bounds of C T in a few situations).
(iii) Consequently, we have the mean-field approximation
where Proof. For (Z t ) t≥0 a solution to (7), the equation satisfied by
By Lemma 24, we know that this equation has a unique non-decreasing locally bounded solution, which furthermore is of class C 1 on [0, ∞). We now split the proof in several steps.
Step 1. Here we prove the well-posedness of (7). For (Z t ) t≥0 a solution to (7), its expectation (8) and is thus uniquely defined. Thus the right hand side of (7) is uniquely determined, which proves uniqueness. For the existence, consider m the unique solution to (8) and
ϕ(s − u)dm u )ds, which is nothing but m t since m solves (8).
Step 2. We next introduce a suitable coupling. Let (π i (ds dz)) i≥1 be an i.i.d. family of Poisson measures with common intensity measure dsdz on [0, ∞) × [0, ∞). For each N ≥ 1, we consider the Hawkes process (Z
Next, still denoting by m the unique solution to (8), we put, for every i ≥ 1,
family of solutions to (7).
Step 3. Here we introduce ∆
, which obviously does not depend on i (by exchangeability). Observe that
The first inequality follows from the fact that
We show in this step that for all t > 0,
Taking expectations, we find
Using exchangeability and Lemma 22,
Next, we use that X 
But it holds that
Since the integrand is deterministic, denoting byπ 1 the compensated Poisson measure,
Recalling Assumption 7, we find
We used (8) for the last equality. Gathering (11), (12), (13) and (14) completes the step.
Step 4. Here we conclude that for all T ≥ 0, sup [0,T ] 
This will end the proof of (ii) by (9) . This is not hard: it suffices to start from (10) , to apply Lemma 23-(i) and to observe
ds is locally bounded (which follows from the assumption that ϕ is locally square integrable and the fact that m is C 1 on [0, ∞)).
Step 5. Finally, (iii) follows from (ii): by Sznitman [37, Proposition 2.2], it suffices to check that for each fixed ℓ ≥ 1, ((Z N,1 t ) t≥0 , . . . , (Z N,ℓ t ) t≥0 ) goes in law, as N → ∞, to ℓ independent copies of (Z t ) t≥0 (for the uniform topology on compact time intervals). This clearly follows from (ii).
We now want to show that the constant C T we get can be quite satisfactory. (b) Assume that h(x) = µ + x for some µ > 0 and that ϕ(t) = ae Proof. We start with (a). Using the notation of the previous proof, it suffices (see (9)) to show (10) and observing that δ N is non-decreasing, we find δ
We thus only have to check that
We next check (b). First, (8) 
Next, using (10) and the explicit expressions of h, ϕ and m, we find
The use of (9) ends the proof.
Large time behaviour.
We now address the important problem of the large time behaviour. Since the solution (Z t ) t≥0 to (7) is nothing but an inhomogeneous Poisson process, its large-time behaviour is easily and precisely described, provided we have sufficiently information on the solution to (8) . The question is thus: can we use the large time estimates of the mean-field limit to describe the large-time behaviour of the true Hawkes process with a large number of particles? To fix the ideas, we consider the linear case. For A a symmetric nonnegative matrix, we denote by N (0, A) the centered Gaussian distribution with covariance matrix A.
We treat separately the subcritical and supercritical cases. 
Consider also the unique solution (m t ) t≥0 to (8).
1. We have m t ∼ a 0 t as t → ∞, where a 0 = µ/(1 − Λ). Point 2. is of course related to the classical law of large numbers for multivariate Hawkes processes, see e.g. Brémaud-Massoulié [8] or [3] . See also Zhu [43, 42] for some large deviations results. What we prove here is that this law of large numbers is uniform in N . 
1. We have m t ∼ a 0 e α0t as t → ∞, where α 0 > 0 is determined by L ϕ (α 0 ) = 1 and where
For any fixed
′ s ds. Let us summarize. At first order (law of large numbers), the mean-field approximation is always good for large times. At second order (central limit theorem), the mean field approximation is always good for large times in the subcritical case, but fails to be relevant for too large times (depending on N ) in the supercritical case: the independence property breaks down.
In the supercritical case, we have the technical condition that t → t 0 |dϕ(s)| has at most polynomial growth. This is useful to have some precise estimates of the solution m to (8) . This is, e.g. always satisfied when ϕ is bounded and non-increasing, as is often the case in applications. It is slightly restrictive however, since it forces ϕ(0) to be finite.
It should be possible to study also the critical case, but then the situation is more intricate: many regimes might arise. With a little more work, we could also study, in the supercritical case, the regime where m t /N → x ∈ (0, ∞).
In order to prove Theorems 10 and 11, we will use the following central limit theorem for martingales. For two càdlàg martingales M and N , we denote by [ 
In the case where
, where I ℓ is the ℓ × ℓ identity matrix.
Proof. Let (t N ) N ≥1 be a sequence of positive numbers such that t N → ∞. We want to prove that v
Since v is increasing and continuous, τ N is also continuous and increasing for each N . We also clearly have v
this follows from the facts that lim N τ Step 1 will also be used in the supercritical case.
Step 1. Recall that, for some i. 
We consider the mean processes
t . An easy computation using (8) and Lemma 22 shows that
This directly implies that 
Step 2. Recalling (16) and using that Λ = ∞ 0 ϕ(s)ds < 1, we observe that
by the Doob and Cauchy-Schwarz inequalities. We easily deduce that
whence finally, recalling (15),
This says that E[|Z
and thus proves point 2.
Step 3. We then fix ℓ ≥ 1 and use (15) 
t , this is an immediate consequence of point 2. We now turn to the supercritical case.
Proof of Theorem 11. We rewrite (8) 
as t → ∞, which proves point 1. We also know that
and further properties of m, m ′ , Γ, Υ are proved in Lemma 26.
Step 1. We adopt the same notation as in the proof of Theorem 10-Step 1, of which all the results remain valid in the present case. Point 1 follows from Lemma 26-(a).
Step 2. First, (16) says exactly that
Using Lemma 26-(e), we deduce that Since
The last inequality easily follows from Lemma 26-(b).
Using (16) again, we see that
On the other hand, we know from
Using (15), we conclude that
t ). which ends the proof of 2.
Step 3. We then fix ℓ ≥ 1 and write, for i = 1, . . . , ℓ, by (15),
Step 3.1. We first consider the regime (t, N ) → (∞, ∞) with m t /N → 0 and study
The second term tends to 0 in probability, because we can bound, using Step 2, its L 1 -norm by Cm
, which tends to 0 in the present regime. We thus just have to prove 
t , so that the conclusion follows from point 2.
Step 3.2. We finally consider the regime (t, N ) → (∞, ∞) with m t /N → ∞ and study
, which tends to 0 in the present regime. Since V
2 ). We write, using (16), recalling that
Step 2) and integrating by parts (recall that
Lemma 26-(c) tells us that this tends to 0 as t → ∞. We thus only have to prove that W 1/2 is continuous and increasing to the finite limit v ∞ = σ (which was defined in the statement). We thus only have to prove that (a) v
By Lemma 12, we will deduce that v We have,
Using that Z 
Nearest neighbour model
We consider here the case where G is a regular grid, on which particles interact (directly) only if they are neighbours. We will work on Z d , endowed with the set of edges
where
Thus each point has 2d + 1 neighbours (including itself). We hesitated to include self-interaction, but this avoids some needless complications due to the periodicity of the underlying random walk on Z d .
Assumption 13. (i) The graph G = (S, E) is S = Z d (for some d ≥ 1) endowed with the above set of edges E.
(
ii) There is a nonnegative locally integrable function
We next introduce a few notation. In the whole section, we call vector (and write in bold) a family of numbers indexed by Z d . We call matrix a family indexed by
The identity matrix I is of course defined as I(i, j) = 1 {i=j} . We will often use the product of a matrix and a vector. The matrix A = (A(i, j)) i,j∈Z d defined by
will play an important role. Since A is a stochastic matrix, we can define, for any Λ ∈ (0, 1), ,t≥0 with parameters (G, ϕ, h) . Then for all i ∈ Z d , e −α0t Z i t goes in probability, as t → ∞, to a 0 = µα
Consider the unique Hawkes process (Z
Let us comment on these results. In the subcritical case, the parameter µ = (µ i ) i∈Z d is strongly present in the limiting behaviour: the limit of t −1 Z i t depends on a certain mean of µ around the site i and thus depends on i. In the supercritical case, the behaviour is very different: the limit value of e −α0t Z i t does not depend on i, and depends on µ = (µ i ) i∈Z d only through a global mean value. Observe also that for a finite-dimensional (e.g. scalar) Hawkes process, there is no law of large numbers: one can get a limit of something like e −α0t Z i t , but the limit is random, see Zhu [43, Section 5.4] (in particular Theorem 23 and Corollary 1). In that sense, we can say that in the supercritical case, the law of large number is reminiscent of the infinite dimension and of the interaction.
We will need a precise approximation for A n (i, j) where A is defined by (17) . It is given by the local central limit theorem, since A is the transition matrix of an aperiodic symmetric random walk on Z d with bounded jumps. Precisely, we infer from Lawler-Limic [26, Theorem 2.1.1 and (2.5)] that there is a constant C such that for all n ≥ 1, all i ∈ Z d ,
where, for t > 0 and
To apply [26, Theorem 2.1.1], we needed to compute the covariance matrix Γ corresponding to our random walk, we found Γ = 2(2d + 1)
Lemma 16. Consider the matrix (A(i, j)) i,j∈Z d defined by (17).
(i) It holds that ε n = j∈Z d (A n (i, j)) 2 does not depend on i ∈ Z d and tends to 0 as n → ∞.
(ii) Let µ = (µ i ) i∈Z d be bounded and satisfy (19) .
Proof. In the following we denote by C a constant depending only on d.
Point (i) is easy: since
We conclude that ε n ≤ Cn −d/2 → 0 as desired.
Now we turn to the proof of (ii). Let
On the one hand, using that j∈Z d |j| 2 A n (0, j) ≤ Cn (the variance of the random walk at time n is of order n), so that
Similarly, we have j∈Z d |j| 2 p n (j) ≤ Cn and thus
Consequently lim n v 2 n = 0. On the other hand,
From (20) , the first sum is bounded by Cn
For the second sum, we use that, with c d = (2d + 1)/4,
Hence for |j| ≤ n 1/2+1/4d and for n large enough (e.g. so that |i|n −1/2+1/4d ≤ 1),
and we deduce that lim n v 1 n = 0. We have shown that lim v n = 0. It only remains to check that lim n j∈Z d µ j p n (j) = µ. Let (r k ) k≥0 be the increasing sequence of nonnegative numbers such that {r k } k≥0 = {|j| : j ∈ Z d } and observe that
A discrete integration by parts shows that
where v(r) = #{j ∈ Z d : |j| ≤ r}. We easily conclude that lim n j∈Z d µ j p n (j) = µ as desired, because
. This tends to 1, because lim n j∈Z d |p n (j) − A n (0, j)| = 0, as seen in the first part of the proof (this is v n in the special case where i = 0).
Let us now give the
Proof of Theorem 14. We split the proof into several steps. We assume that there is at least one i ∈ Z d such that µ i > 0, because else the result is obvious (because then Z i t = 0 for all i ∈ Z d , all t ≥ 0). The first step will also be used in the supercritical case.
Step 1. We write as usual, for some i.i.d. family (π i (ds dz)) i≥1 of Poisson measures on [0, ∞) × [0, ∞) with intensity measure dsdz, Using the vector formalism, this rewrites m t = µt + t 0 ϕ(t − s)(Am s )ds. We furthermore know (from Theorem 6) that for all t ≥ 0, (22) and that 
We introduce the martingales, for i ∈ Z d , (we use a tilde for compensation),
and observe as usual that [M i , M j ] t = 0 when i = j (because these martingales a.s. never jump at the same time) while
Indeed, for every i ∈ Z d , using Lemma 22 and the equation satisfied by m i t , we find
Equation (25) can be solved as usual as 
) and that A is stochastic)
Step 2. Here we prove that there is a constant C such that for all i ∈ Z d , (m i t ) ′ ≤ C (and thus also m i t ≤ Ct). This follows from (24) , which implies that u t ≤ C + Λu t , whence u t ≤ C/(1 − Λ).
Step 3.
Indeed, starting from (23), using the monotone convergence theorem and that
Step 4. There is a constant C such that for all
. Indeed, this follows from (27) and Step 2, which imply that
Step 5. The conclusion follows immediately, writing
which tends to 0 as t → ∞ by Steps 3 and 4.
We now turn to the supercritical case.
Proof of Theorem 15.
We consider m (not to be confused with m) the unique solution to m t = µt + t 0 ϕ(t − s)m s ds, where µ is the mean value defined by (19) . This equation is studied in details in Lemma 26: with α 0 and a 0 defined in the statement, we have m t ∼ a 0 e α0t and m Step 1. We adopt the notation introduced in Step 1 of the proof of Theorem 14.
Step 2. Here we check that that there is C such that for all i ∈ Z d , (m i t ) ′ ≤ Ce α0t (and thus m i t ≤ Ce α0t ). This follows from (24) , which tells us that u t = sup i∈Z d (m i t ) ′ is locally bounded and satisfies u t ≤ C + t 0 ϕ(t − s)u s ds. Setting h t = u t − t 0 ϕ(t − s)u s ds, we see that h t is locally bounded (from above and from below), because u is locally bounded and ϕ is locally integrable. We furthermore have u = h + u ⋆ ϕ. Applying Lemma 26-(e), we deduce that u = h + h ⋆ Γ. But h is bounded from above by C. Consequently, u ≤ C + C ⋆ Γ = C(1 + Υ), where Υ was defined in Lemma 26. The conclusion follows from Lemma 26-(b).
Step 3. We now show that for all Step 4. Here we check that for every i ∈ Z d , e −α0t E[|U i t |] tends to 0 as t → ∞. We start from (26) to write , with ε n → 0 as n → ∞. Consequently,
Lemma 26-(d) allows us to conclude.
Step 5. The conclusion follows, writing
a 0 e α0t − 1 , and using Steps 3, 4, and that m t ∼ a 0 e α0t by Lemma 26-(a).
Study of an impulsion.
Here we want to study how an impulsion at time 0 at i = 0 propagates. To this end, we work under Assumption 13 with µ i = 0 for all i ∈ Z d , but we assume that Z 0 has a jump at time 0. Such a study is of course important: it allows us to measure, in some sense, the range of the interaction.
We first define precisely the process under study.
Definition 17. We work under Assumption 13-(i)-(ii) and consider a family (π
with intensity measure dsdz. We say that a family (Z i t ) i∈Z d ,t≥0 of (F t ) t≥0 -adapted counting processes is an impulsion Hawkes process if
As said previously, the term j→i ϕ(s)1 {j=0} is interpreted as an excitation due to a forced jump of Z 0 at time 0: simply rewrite it as 1 {0→i}
The following proposition is easy.
Proposition 18. Adopt the assumptions and notation of Definition 17. There exists a pathwise unique impulsion Hawkes process ((Z
Exactly as Theorem 6, this result can be deduced from Massoulié [28, Theorem 2] in the subcritical case where
Proof. The proof resembles much that of Theorem 6, so we only sketch it. We start with uniqueness and thus consider two impulsion Hawkes processes (Z i t ) i∈Z d ,t≥0 and (
t (which is locally bounded by assumption). We may check that δ i t ≤ (2d + 1)
s ds exactly as in the proof of Theorem 6. Summing in i and recalling that each site has 2d + 1 neighbours, we find δ t ≤ t 0 ϕ(t − s)δ s ds. Lemma 23-(i) tells us that δ t = 0 for all t, whence pathwise uniqueness.
Existence follows from a Picard iteration. Let us only check an a priori estimate implying that
We next compute the probability of the extinction event. Point 1 is a noticeable property that makes the result very easy and precise.
Theorem 19. Adopt the assumptions and notation of Definition 17 and consider the impulsion Hawkes process ((Z
i t ) i,∈Z d ,t≥0 . 1. The process Z t = i∈Z Z i t
is a scalar impulsion Hawkes process with excitation function ϕ.
In other words, (Z t ) t≥0 is a counting process with compensator A t = t 0 λ s ds, where
We introduce the extinction event defined by
Of course, we can sometimes use this theorem, by a simple comparison argument, if ϕ ji depends on i, j. For example, to guarantee non-extinction with probability one, it suffices that all the ϕ ji are bounded below by some (2d + 1)
, a detailed study of the tail distribution of the extinction time is handled by Brémaud-Nappo-Torrisi [9] , for a more general scalar model with marks.
Proof. Point 1 is immediate: the compensator of the counting process (Z t ) t≥0 is
We next prove point 2. It is well-known Folklore that a scalar impulsion Hawkes process can be related to a Poisson Galton-Watson process with Poisson(Λ) reproduction law, but we give a direct proof for the sake of completeness. If Λ = ∞, it suffices to note that Pr(Ω e ) = Pr(
(1 − γ∆Z s ) its Doléans-Dade exponential, see Jacod-Shiryaev [23, Chapter 1, Section 4f]. Since Z is a counting process, we see that 
But for all x > 0, there is a unique γ(x) ∈ (0, 1) such that γ(x)Λ + log(1 − γ(x)) = −x, whence E exp −xZ ∞ = exp(−Λγ(x)).
Consequently,
If Λ ∈ (0, 1], we see that γ(0+) = 0, so that Pr(Ω e ) = 1. If now Λ > 1, γ(0+) is the unique solution in (0, 1) to γ(0+)Λ + log(1 − γ(0+)) = 0.
We next study more deeply, in the super-critical case, how the impulsion propagates. Unfortunately, the computations are really tedious: we decided to restrict ourselves to a particular case (ϕ is an exponential function) where some computations are explicit. We believe that the result below can be extended to a general class of functions ϕ, but a difficult technical lemma is required.
Theorem 20. Work under Assumption 13-(i)-(ii), with ϕ(t) = ae
−bt , for some a > b > 0.
Consider the impulsion Hawkes process ((Z
i t ) i∈Z d ,t≥0 . Since ∞ 0 ϕ(s)ds = a/b > 1, we know from Theorem 19 that Pr(Ω e ) ∈ (0, 1). We set α 0 = a − b (for which L ϕ (α 0 ) = 1
) and we recall that the Gaussian density p t (x) is defined by (21).
(i) There are some constants C > 0 and t 0 > 0 and a random variable H ≥ 0 such that for all
→ Hp a (x) in probability as t → ∞. Here, we define the "integer part" ⌊y⌋ of y = (y 1 , . . . ,
(iii) The random variable H is positive on the event Ω c e . This result describes quite precisely how an impulsion propagates. Conditional on non extinction, and the process (Z i t ) i∈Z d resembles a Gaussian profile, with height t −d/2 He α0t and radius √ t, for some positive random variable H.
Compared to the previous result (Theorem 15), the growth is only very slightly slower: a single impulsion at the site 0 produces a growth in t −d/2 e α0t , while we have e α0t when all the sites are regularly excited (as is e.g. the case when µ i = 1 for all i).
Finally, it is important to note that, even if the growth "near 0" of the process is very fast (exponential), the spatial propagation is quite slow (of order √ t).
We start with some preliminary computations.
Lemma 21. Adopt the notation and assumptions of Theorem 20. Introduce also, for
(iv) There are some constants C and t 0 > 0 such that for all
Proof. Point (i) is well-known and can be checked recursively. Using that A n is a stochastic matrix, we see that i∈Z d Γ(i, t) = n≥1 ϕ ⋆n (t). Hence (ii) follows from (i).
Next, we recall that A is the transition matrix of a symmetric random walk on Z d (with bounded jumps), so that there is a constant C such that for all n ≥ 0, i∈Z d |i| 2 A n (0, i) ≤ Cn (its variance at time n is of order n). Consequently,
This is easily computed: it gives Ce
Point (iv) is more complicated. First, we need the Gaussian approximation of A n (0, i) given by (20) . We will also need the following result, which can be found e.g. in [13, ] (plus the fact that for x ∈ (0, 1), (x + 1) log(x + 1) − x ≥ x 2 /4): for any λ > 0, for X a Poisson(λ)-distributed random variable, for any x ∈ (0, 1),
We now turn to our problem. Observing that n≥1 ϕ ⋆n (t) = e α0t , we write
We now assume that t is large enough so that p t/a (i) ≤ 1 for all i and we write
First, using point (i) and (30) (with λ = at and x = (at) −1/3 ), we see that (if t is large enough so that at > 1)
We next use (20) and assume that t is large enough so that |(n−1)−at| ≤ (at) 2/3 implies n ≥ at/2:
Finally, we observe that
We have proved that there are C and t 0 such that for all
which is (28) .
It remains to deduce (29) from (28) . We write
First, point (ii) implies that
Next, (28) tells us, if t is sufficiently large (so that t − t 1/2 ≥ t 0 and t − t 1/2 ≥ t/2), that
Recalling that |∂ t p t (x)| ≤ Ct −d/2−1 , we get (still for t large enough so that t − t 1/2 ≥ t/2)
Finally, if t is suffiently large, we can bound p at (i) by 1 (for all i), whence
All in all, we have proved that for all t large enough, all
as desired.
We finally can give the Proof of Theorem 20. We divide the proof in several steps.
Step 1. As usual, we write
we set m 
We will use several times that for any family (
We finally introduce U 
the last equality defining W i t .
Step 2. Here we treat the terms m 
α0s ds ≤ C(1 + t)e α0t . Finally, we observe that
Step 3. We introduce 
But an easy computation (using that 
Step 3. e −α0s/2 ds, from which the conclusion follows.
Step 3.5. Gathering Steps 3.1 to 3.4, we conclude that indeed, there are C > 0 and t 0 > 0 such that for all
Step 4. Define the random variable H = α −1 0 + X. Recall (33) and write
. Gathering Steps 2 and 3, we see that there are C > 0 and t 0 > 0 such that for all
To prove that H is nonnegative, it suffices to use the above inequality with i = 0, divided by p at (0)e α0t . Recalling that p at (0) = ct −d/2 for some constant c, we deduce that
, and is thus nonnegative. This ends the proof of (i).
Step 5. We now check (ii), which follows from (i): for x ∈ R d , and t ≥ t 0 ,
The first term on the RHS is bounded, by (i), by Ct −1/3 , which tends to 0 as t → ∞. The second term also tends to 0, simply because
Step 6. It remains to prove (iii). First note that H = lim t→∞ e −α0t Z t in L 1 , where
Indeed, recalling (33)
We 
Next, we recall that by Theorem 19-(i), (Z t ) t≥0 is a scalar impulsion Hawkes process: its compensator is given by
We claim that (Z t ) t≥0 has the same law as (Z t ) t≥0 built as follows:
• consider a Poisson process (N t ) t≥0 with intensity ϕ(t)dt, observe that N ∞ is Poisson(Λ)-distributed, denote by 0 < T 1 < · · · < T N∞ its times of jump (we adopt the convention that
• consider an i.i.d. family (Z k t ) t≥0 of scalar impulsion Hawkes process with same law as (Z t ) t≥0 ,
Indeed, (Z t ) t≥0 is a counting process with compensator
We defineH = lim t→∞ e −α0tZ t and, for each k ≥ 1,H k = lim t→∞ e −α0tZ k t . We obviously havẽ H = N∞ k=1 e −α0T kH k . Denoting by p = Pr(H = 0) (which also equals Pr(H = 0) and Pr(H k = 0) for all k ≥ 1), we deduce by independence of the family ( By definition of H, we have Ω e ⊂ {H = 0}. Since Pr(Ω e ) = Pr(H = 0) we conclude that a.s., H > 0 on Ω c e .
Appendix: convolution equations
We collect here some technical results about convolution equations. We start with an identity of constant use in the paper. 
from which the conclusion follows, using the substitution s = t − v.
We carry on with a generalized Grönwall-Picard lemma, which is more or less standard. Proof. We start with point (i). Fix T > 0 and consider A > 0 such that
from which we deduce that sup [ 
To check point (iii), put v n t = sup k=0,...,n u k t . One easily checks that for all n ≥ 0, v The equivalence between (34) and (35) in the linear case directly follows from Lemma 22.
We now investigate the large-time behaviour of m t in the linear case. We start with the subcritical case. Proof. We easily deduce from our assumptions on ϕ that there is some constants C > 0, p > 0 such that for all t ≥ 0, ϕ(t) ≤ C(1 + t) p (in particular, ϕ is locally bounded). Hence its Laplace transform is clearly well-defined on (0, ∞), of class C ∞ , and lim α→∞ L ϕ (α) = 0. Furthermore, L ϕ (0) = ∞ 0 ϕ(t)dt ∈ (1, ∞]. Hence, there indeed exists a unique α 0 > 0 such that L ϕ (α 0 ) = 1. We now divide the proof into several steps.
Step 1. We first prove that Γ is locally bounded. To this end, we introduce Γ n = n k=1 ϕ ⋆k (t) and observe that Γ n+1 = ϕ + Γ n ⋆ ϕ. Since ϕ is locally bounded, Lemma 23-(iii) allows us to conclude that sup n Γ n is locally bounded, whence the result.
Step 2. Here we prove (e). Since h is locally bounded and since ϕ is locally integrable, we easily deduce from Lemma 23-(i) that the equation v = h + v ⋆ ϕ (with unknown v) has at most one locally bounded solution. Since both u and h + h ⋆ Γ are locally bounded solutions, the conclusion follows.
Step 3. The aim of this step is to verify that Γ(t) ∼ (a 0 α 2 0 /µ)e α0t as t → ∞. Observe that Γ solves Γ = ϕ + Γ ⋆ ϕ and introduce u(t) = Γ(t)e −α0t and f (t) = ϕ(t)e −α0t . One easily checks that u = f + u ⋆ f . We now apply Theorem 4 of Feller [12] . We have t 2 ϕ(t)e −α0t dt, which clearly both converge, since ϕ(t) ≤ C(1 + t) p . Finally, it is not difficult to check that f (t), tf (t) and t 2 f (t) have a bounded total variation on [0, ∞) since we have assumed that t → Step 5. Point (d) is not very difficult: using that ϕ(t) ≤ C(1 + t) p , we see that ϕ ⋆n (t) ≤ C n (1 + t) pn for some constants C n > 0 and p n > 0. We next introduce ε k = sup n≥k |η n |, which t < ∞ for all t ≥ 0, but this obviously follows from the facts that u t is locally bounded and that m 0 = 0.
