We provide upper bounds of the expected Wasserstein distance between a probability measure and its empirical version, generalizing recent results for finite dimensional Euclidean spaces and bounded functional spaces. Such a generalization can cover Euclidean spaces with large dimensionality, with the optimal dependence on the dimensionality. Our method also covers the important case of Gaussian processes in separable Hilbert spaces, with rate-optimal upper bounds for functional data distributions whose coordinates decay geometrically or polynomially. Moreover, our bounds of the expected value can be combined with mean-concentration results to yield improved exponential tail probability bounds for the Wasserstein error of empirical measures under a Bernstein-type tail condition.
Introduction
Let µ, ν be two probability measures on a Banach space X , the Wasserstein distance of order p (p ∈ [1, ∞)) between µ, ν is W p (µ, ν) = inf ξ∈C(µ,ν)
where C(µ, ν) denotes the collection of all distributions on X 2 with marginal distributions being µ and ν.
Wasserstein distances have a clear intuitive meaning: What is the minimum cost if we want to obtain ν by transporting the probability mass in µ? Here the cost is defined as the product of probability mass moved and the distance moved raised to the pth power. Therefore, the Wasserstein distance is also called "optimal transport distance" or "earth mover's distance". The problem of optimal transport can be traced back to [18] and [13] .
Since the introduction in [25] , the Wasserstein distances have become an important tool in computer vision and statistical machine learning. In addition to the connection with optimal transport, Wasserstein distances have some desirable features. For example, they can be meaningfully defined for any two distributions without any requirement on the existence of density or absolute continuity. Other measurements, such as the KullbackLeibler divergence, have more stringent requirements on µ and ν. See [21] for a more thorough historical review of Wasserstein distances and their applications in statistics, and [27] for further details about Wasserstein distances and optimal transport in a broader context.
In statistics and machine learning, we often do not have access to µ but only its empirical versionμ, which puts 1/n mass at each one of n independent samples from µ. A fundamental problem is to understand W p (μ, µ). When p = 1 the Kantorovich-Rubinstein duality [14] implies that W 1 (μ, µ) is equivalent to the supremum of the empirical process indexed by Lipschitz-1 functions. As a consequence, [8] provides sharp lower and upper bounds of EW 1 (μ, µ) for µ supported on a bounded finite dimensional set. [22] studies the case when µ is the uniform distribution on a d-dimensional unit cube. For general distributions, [3, 7, 11] establish sharp upper bounds of EW p (μ, µ) in finite dimensional Euclidean spaces.
Recently, [28, 20] provide similar results for general distributions on a bounded metric space X .
In this paper we study upper bounds of EW p (μ, µ) for distributions in unbounded Banach spaces, including higher dimensional Euclidean spaces (X = R d where d may grow to ∞ as n increases) and separable Hilbert spaces (square-integrable functions on [0, 1]) as important examples. Our argument combines the strengths from several recent works and provides more general and improved results in settings of practical interest. In addition to bounding EW p (μ, µ), we also establish a concentration inequality for W p (μ, µ) around its expected value, which is dimension-free and offers improvements over existing results.
Motivating examples.
The convergence of empirical measure in Wasserstein distances in high-dimensional and functional spaces can be useful in several applications. Here we describe two examples.
Example 1. Unsupervised deep learning. The first example is the Wasserstein GAN [1] , where GAN stands for "generative adversarial network". The objective is to find, using deep neural networks, a sampling function f to map a random sample {u 1 , ..., u n } iid ∼ µ 0 into a random sample {f (u 1 ), ..., f (u n )} that looks like the real sample at hand. Here the base measure µ 0 can be chosen simply as uniform on [0, 1] d or standard Gaussian in R d , and the notion of "look like" is quantified by the Wasserstein-1 distance between these two empirical measures. However, this does not guarantee the closeness between the two underlying sampling distributions unless we can show that the empirical measures tend to be close to their population versions in Wasserstein-1 distance. In practice, GAN is typically applied to images and videos, which are naturally high-dimensional or functional data.
Example 2. Latent space representation of exchangeable random graphs. In the network data and random graph literature, [16] establishes a representation of exchangeable random graphs using probability distributions on a separable Hilbert space (a latent space for node embedding). It has been shown that the "closeness" between the sampling distributions of two exchangeable random graph models can be controlled by the Wasserstein-1 distance between the corresponding probability distributions in the latent space. Given an observed network, one can accurately reconstruct the empirical measure of the latent space distribution. Therefore, the approximation can be further carried over for estimating the latent space distribution if we can control the Wasserstein distance between the true latent measure and its empirical version.
Overview of results.
In Section 2, we develop a general argument for bounding EW p (μ, µ). This approach combines the hierarchical transport program under moment conditions developed in [7, 11] , with the abstract partition approach in [28] . Comparing to [7, 11] , both of which focus on fixed dimensionality, our argument uses covering numbers of a baseline set that is compatible with the corresponding moment condition, leading to improved rates of convergence in high dimensional settings, as well as applicability to general Banach spaces. Comparing to [28, 20] , both of whom focus on bounded spaces, our result extends to the unbounded case using a moment condition. The result of [28] is for fixed dimensionality, while the infinite dimensional example in [20] is a special case of the moment condition used in this paper. An example that cannot be covered by these existing works is infinite dimensional Gaussian processes.
In Section 3 we demonstrate the advantage of abstract partition in Euclidean spaces with large dimensionality. If
where the constant c p,q depends only on (p, q) but not d. In contrast, the results in [7, 11, 28, 20] have a constant as an unbounded function of d.
In Section 4 we further apply the general recipe to distributions on separable Hilbert spaces under ellipsoid-type moment conditions. Let µ be a distribution on X = {x ∈ R ∞ : m≥1 x 2 m < ∞}. Let τ = (τ m : m ≥ 1) be a sequence of nonnegative numbers and ρ τ (x) = [ m≥1 (x m /τ m ) 2 ] 1/2 . The moment condition we consider here is Eρ q τ (X) = M< ∞. We consider two popular cases of τ in functional data analysis. In the first case τ m = m −b for some b > 1/2, which corresponds to a polynomial decay of the coordinates. In this case we have (see Theorem 4.1), for some constant c p,q,b depending only on (p, q, b),
In the second case τ m = γ −m for some γ > 1, which corresponds to an exponential decay of the coordinates. In this case we have (Theorem 4.2), for some constant c p,q,γ depending only on (p, q, γ),
2 log γ log n .
These upper bounds are rate-optimal because in each case we can construct a corresponding µ such that the upper bound is matched by a lower bound with the same rate.
In Section 5, we establish concentration inequalities for W p (μ, µ). Assuming a sub-exponential tail behavior of X , the rate of concentration of W p (μ, µ) around its expected value can be as small as n −1/2 when p = 1, which can vanish faster than the optimal upper bound of EW p (μ, µ) in high-dimension settings. The new concentration inequality is dimension-free.
In the case of p = 1, it provides a better concentration rate compared to [2] and [11] under the sub-exponential tail condition. Our proof of concentration is based on an extension McDiarmid's inequality under a Bernstein-type tail assumption.
Notation. B r x = {y ∈ X : x − y ≤ r} is the ball of radius r centered at x. N is the set of all positive integers. For a random variable Z, Z p = (E|Z| p ) 1/p denotes the L p norm of Z. x denotes the norm of x in the Banach space X . L 2 denotes the separable Hilbert space {x ∈ R ∞ : m≥1 x 2 m < ∞}. For B ⊆ X and a ∈ R: aB = {ax : x ∈ B}. For a set B and a measure µ, µ| B is the confinement of µ on B: (µ| B )(A) = µ(B ∩ A).
A general upper bound
Given a distribution µ on an unbounded space X and its empirical versionμ of sample size n. The Wasserstein distance W p (μ, µ) is determined by essentially two aspects of the problem: the complexity of the support of µ and the tail behavior of µ. We describe these two aspects in detail and introduce the corresponding techniques.
Covering and partition in X .
The first quantity that affects W p (μ, µ) comes from the dimensionality (or complexity) of the space X . Suppose for now that µ is supported on a bounded subset B 0 ⊂ X . The complexity of B 0 can be described by its ǫ-covering number.
Definition 1 (ǫ-covering). For B ⊆ X , and ǫ ∈ (0, 1], the ǫ-covering number, denoted as
log N ǫ (B) is called the ǫ-entropy number of B and the speed at which it increases as ǫ decreases plays an important role in the empirical process theory.
Given an ǫ ∈ (0, 1], let x 1 , ..., x Nǫ(B 0 ) be the centers of an ǫ-covering of B 0 . Let F 1 = B ǫ x 1 ∩B 0 , and
A basic tool for controlling W p (μ, µ) is to construct a sequence of nested ǫ ℓ -partitions for a sequence of geometrically decaying (ǫ ℓ : ℓ ∈ 0 ∪ N). [7, 11] use B 0 = [−1, 1] d and recursive dyadic partitions of B 0 . The use of general ǫ-partitions first appeared in [28] .
In our proof of upper bound, we consider ǫ ℓ = 3 −(ℓ+1) as in [28] and definē
The complexity of B 0 will be reflected in the upper bound of
The following lemma is a basic result in upper bounding W p (µ, ν) in the bounded support case using a hierarchical partition.
Lemma 2.1. Let µ and ν be two probability measures supported on B 0 . Let ℓ * ∈ {0}∪N and {B 0 } = A 0 , A 1 , ..., A ℓ * be a sequence of nested partitions of B 0 such that sup F ∈A ℓ diam(F ) ≤ c3 −ℓ for some constant c, then there exists a constant c p depending only on p such that
Lemma 2.1 first appears in its general form as Proposition 1 of [28] , which extends the Euclidean space version with dyadic hypercube partition in [7, 11] . In Appendix B, we give an alternative proof of it, adapting the elegant Markov chain argument in [7] .
In Lemma 2.1, the sum over ℓ comes from the fact that the best way to transport the mass in µ toμ is through its blurred versions on the ǫ ℓ -partition. Let A ℓ be the partition of B 0 at level ℓ, the blurred version, µ ℓ , of µ is (using the convention 0/0 = 0)
These blurred versions can be used to construct a chain of transports that link between µ andμ, while each having small transport cost.
Telescope decomposition and moment condition.
Now we drop the assumption that µ is supported on a bounded set B 0 . The second quantity that affects W p (μ, µ) comes from the tail behavior of µ, which we control using a "telescope decomposition" of X , combined with a moment condition.
Let ρ : X → {0} ∪ R + be a homogenous functional satisfying
0 . Condition (R1) simply requires homogeneity of ρ. Condition (R2) ensures that ρ dominates the Banach space norm.
When X = R d , an example of ρ is ρ(x) = x and the corresponding B 0,ρ is the unit
Sometimes the dimensionality of B 1 0 is too high to yield any meaningful upper bound. For example, if X = L 2 then N ǫ (B 1 0 ) = ∞ for all values of ǫ smaller than a constant. However, B 0,ρ can be substantially smaller than B 1 0 for appropriate choices of ρ, so that we can still obtain useful upper bounds.
To deal with unbounded support of µ, we decompose µ to its confinements on a sequence of "telescoping" subsets (B j : j ∈ 0 ∪ N), where B 0 = B 0,ρ and
The tail behavior of µ is characterized by µ| B j for large values of j. Our analysis will considerμ j , the induced measure of µ| B j µ(B j ) after the mapping x → 2 −j x, and apply the bounded support results toμ j .
The following "telescoping lemma" generalizes the corresponding argument in [11] to the case of general Banach spaces and general moment conditions. Lemma 2.2. Let ρ be a function that satisfies (R1) and (R2). Let µ and ν be two probability measures on X such that ρ(x) < ∞ almost surely under µ and ν. For j ≥ 0, defineμ j (ν j ) to be the normalized probability measure induced by µ| B j (ν| B j ) after the mapping x → 2 −j x. Then there exists a constant c p depending only on p such that
The exponentially increasing factor 2 pj in the above sum needs to be offset by the small terms µ(B j ) ∧ ν(B j ). This motivates the following moment condition:
for some constant q > p.
If the moment condition (3) holds with M q = 1 for X ∼ µ, then the contribution of W p p (μ j ,ν j ) in (2) becomes less important as j gets larger, because µ(B j ) ≤ 2 −q(j−1) .
The moment condition ρ(X) q = M q < ∞ for X ∼ µ serves another purpose: It implies that ρ(x) < ∞ µ-almost surely. In this paper we are mainly interested in the case ν =μ, whose support is no larger than that of µ. As a result, we have ρ(x) < ∞ almost surely under µ and ν, as required by Lemma 2.
2. An important consequence is that {B j : j ≥ 0} forms a partition of the supports of µ and ν.
A general upper bound.
Theorem 2.3. LetN ℓ be defined as in (1) with B 0 = B 0,ρ for a function ρ satisfying conditions R1 and R2. Assume the moment condition (3) holds with q > p ≥ 1 for X ∼ µ, then for any ℓ * ∈ N, we have
Theorem 2.3 looks similar to its counterparts in [7, 11, 28, 20] , and has combined advantages from them. Comparing to [7, 11] , (4) uses a finite sum over ℓ which allows for the use of customized ǫ-partitions. We shall see in Section 3 that this can improve the dependence on the Euclidean dimensionality d when X = R d . This also allows us to cover the case of X = L 2 with appropriately chosen ρ functions, as detailed in Section 4. On the other hand, [28, 20] do not have the outer sum over j and only have the term for j = 0, which only works for bounded support. We prove Theorem 2.3 in Appendix B.
The details in (4) reflect the trade-off between the depth of the partition (indexed by ℓ), the sample size n, and the importance of each telescoping layer B j . The most intriguing part of (4) is the term 2 −qj ∧ N ℓ 2 −qj n −1 1/2 , where the "∧" comes from the fact E|µ(
It suggests that for different layers B j , the critical partition levels ℓ * j (the value of ℓ such that 2 −qj ≍ N ℓ 2 −qj n −1 1/2 ) will be different.
Euclidean spaces: optimal dependence on d
In this section we assume X = R d , together with ρ(x) = x , the Euclidean norm.
where c p,q is a constant depending only on (p, q) (not d), and
Remark 1. Theorem 3.1 can be compared with Theorem 1 of [11] and Example 2 of [20] (the latter assumes bounded support, which corresponds to the case of q = ∞). The key difference is that our constant c p,q M q does not depend on d, while in all existing similar results the constants depend on d in an unbounded manner. Such an improved dependence on d makes a qualitative difference when we want to project the infinite dimensional sample points onto a subspace whose dimension increases as the sample size n. This is particularly the case in the latent space network representation example described in Section 1.1. (5) is active only in the boundary cases such as d = 2p or q = 2p, and is upper bounded by (log n) 2/p in the worst case. For the cases without such a logarithm factor, the optimality of the main factor n
Remark 2. The logarithm factor in
) has been discussed in detail in [11] .
We give the proof of Theorem 3.1 in Appendix C. To highlight the novel ingredients in our proof, here we consider the case d > 2p.
Suboptimality of hypercube partition. If we follow the proof of [11] Our proof avoids this by directly keeping track of eachN ℓ . The effect of d shows up differently in (4) for small and large value of j's. Here we briefly describe the case when j is small. When d > 2p, for small values of j the main contributing term in the inner sum of (4) is 3 −pℓN 1/2 ℓ 2 −qj/2 n −1/2 , which is an increasing geometric sequence and hence bounded by the last term. The key observation here is that the last term in this sequence is bounded by 3 −pℓ 2 −qj by construction, and hence there is no need to use the detailed formula forN ℓ as a function of (ℓ, d).
Functional spaces
In this section we consider the separable Hilbert space X = L 2 = {x ∈ R ∞ :
, the space of square integrable functions on [0, 1], which is a commonly assumed data space in functional data analysis. Now let µ be a probability measure on L 2 . As discussed in Section 2.2, we can use an ellipsoidal moment condition on µ to deal with the infinite dimensionality. The function ρ used for our moment conditions has the following form The moment condition (3) becomes stronger if τ m 's are small. We consider two types of such τ sequences, which correspond to different speeds at which τ m vanishes.
Polynomial decay.
In this case we consider τ sequences with
The class of distributions of interest are those satisfy the moment condition (3) with ρ = ρ τ and τ given in (6) . In this case
Formally, define the distribution class
Theorem 4.1. If p, q, b are constants such that 1 ≤ p < q and b > 1/2, then there exist positive constants c p,q,b ,c p,q,b depending on (p, q, b) such that
The poly-log rate in Theorem 4.1 comes from the fact that the metric entropy (logarithm of the covering number) of B 0,ρτ has a polynomial dependence on ǫ −1 and hence an exponential dependence on ℓ if ǫ = 3 −(ℓ+1) . This is in sharp contrast with the Euclidean case, where the metric entropy is a linear function of log(ǫ −1 ) and hence a linear function of ℓ if ǫ = 3 −(ℓ+1) .
Exponential decay.
In this case we consider τ sequences with exponential decay:
for some γ > 1.
The corresponding class of distributions satisfy the moment condition (3) with ρ = ρ τ and τ given in (8) . In this case
Theorem 4.2. If p, q, γ are constants such that 1 ≤ p < q and γ > 1, then there exist positive constants c p,q,γ ,c p,q,γ depending only on (p, q, γ) such that
Theorem 4.2 shows that, even when the coordinates decay exponentially, the functional space is still fundamentally different from Euclidean spaces. As we will see in Lemma 4.3 below, the metric entropy is a quadratic, instead of linear, function of log(ǫ −1 ), so we can only have a sub-polynomial rate of convergence in Theorem 4.2. Moreover, the exponential decay still makes the problem qualitatively different from the polynomial decay, as this sub-polynomial rate is faster than the poly-log rate in Theorem 4.1.
In both Theorems 4.1 and 4.2, our proofs reflect that when X has higher dimensionality than Euclidean space, W p (μ, µ) is determined by the value ǫ such that N ǫ (B 0 ) ≍ n.
The lower and upper bounds of the covering numbers N ǫ (B 0 ) andN ℓ required in the proof of Theorem 4.2 are provided in the following lemma, which adapts the covering number bounds for finite dimensional ellipsoids in [10, 9] to infinite dimensional ellipsoids using a truncation argument.
2 log γ and for ℓ ∈ N,
2 log γ and c 0 , c 1 positive constants depending on γ.
Functional principal components.
In the previous two subsections we see that W p (μ, µ) tends to be smaller if the majority probability mass of µ can be covered by an ellipsoid B 0 = B 0,ρτ , with fast decaying axes τ m . Intuitively speaking, this corresponds to an orthogonal basis of L 2 , denoted as {φ m : m ≥ 1} such that the variability of the coordinate projections X, φ m decays fast when X ∼ µ.
Such an explanation suggests an immediate connection to functional principal components analysis [12, 19] , where one can choose {φ m : m ≥ 1} to be the eigenvectors of the covariance operator of µ.
To facilitate discussion, we assume that E X∼µ X = 0 and E X∼µ X 2 < ∞. Then we can write the random function (in a separable Hilbert space, such as L 2 ) X ∼ µ in its Karhunen-Loève decomposition
where σ 1 ≥ σ 2 ≥ ... ≥ 0 are the standard deviations of the coordinate projections of X ranked in decreasing order, and (Z m : m ≥ 1) are uncorrelated random variables with mean 0 and unit variance. Standard theory shows that such a basis (ψ m : m ≥ 1) leads to the fastest decay of the tail squared sum j≥m σ 2 j for all m. The speed at which σ m decays as m increases measures the "regularity" of the functional data distribution µ. Here we can make explicit connections between the eigen-decay of µ and the ellipsoidal moment conditions considered in the previous two subsections. 
(Exponential decay) If
σ m ≤ c 0 γ −(m−1) 0 for some constants γ 0 > 1, c 0 > 0, then the moment condition (3) holds with τ sequence given in (8) for any γ ∈ (1, γ 0 ) and M q = c γ,γ 0 ,q c 0 M for some constant c γ,γ 0 ,q depending only on (γ, γ 0 , q).
Concentration inequalities
In this section we consider the concentration of measure for W p (μ, µ). In particular, we are interested in the following two types of concentration inequalities.
1. Mean-concentration. The goal is to find good upper bounds of the probability
for t ∈ R + .
0-concentration. The goal is to upper bound
[4, 11] have considered 0-concentration of W p p (μ, µ). We argue that concentration around the mean can be more informative, since in some important cases (for example, p = 1 and d large or infinite) the rate of concentration around the mean can be much smaller than the mean value itself. Nevertheless, a good mean-concentration can lead to a good 0-concentration, because if
A Bernstein-type McDiarmid's inequality.
Let X i (1 ≤ i ≤ n) be independent (not necessarily identically distributed) samples from probability distributions µ i on spaces X i , and X ′ 1 , ..., X ′ n be independent copies of each X i . Denote X = (X 1 , ..., X n ) and X ′ (i) = (X 1 , ..., X i−1 , X ′ i , X i+1 , ..., X n ), which is identical to X except that the ith entry is replaced by X ′ i . Let f : n i=1 X i → R be a function such that E|f (X)| < ∞, and define
To establish concentration around the mean for a function of independent random inputs, a classical tool is McDiarmid's inequality, which requires the difference D i to be bounded with probability one. This is not enough for our purpose if we take f (X) = W p (μ, µ) and the support of µ is unbounded. To fix this problem, we need a stronger version of McDiarmid's inequality that holds under weaker conditions. In particular, we consider the following Bernstein-type moment condition.
where X −i = (X 1 , ..., X i−1 , X i+1 , ..., X n ) is the random vector obtained by removing X i from X.
When f (X) = n i=1 X i , then equation (11) reduces to the classical Bernstein's tail condition, which is used to prove the Bernstein's inequality for sums of independent random variables. The following theorem extends the Bernstein's inequality to general functions of independent inputs. Theorem 5.1 (Bernstein-type McDiarmid's Inequality). Assume (11) holds, then
where
Theorem 5.1 can be derived from the more general martingale concentration inequalities [5, Theorem 1.2A] (see also [23] ). In Appendix D, we give a simple and short proof that is similar to the standard proofs of Bernstein's inequality and McDiarmid's inequality.
Remark 3. Applying Theorem 5.1 to −f leads to the same concentration bound for the event f − Ef ≤ −t. Thus Theorem 5.1 implies the absolute deviation bound
.
Remark 4.
We discuss a few related works. [15] extends McDiarmid's inequality to unbounded differences by assuming sub-Gaussianity of D i . It is well-known that subGaussianity is strictly stronger than Bernstein's tail condition [24] . In fact, the Bernstein's tail condition is nearly equivalent to being sub-exponential. An unpublished manuscript [29] extends McDiarmid's inequality to a Bernstein-type condition. However, this result still assumes that the differences D i are uniformly bounded. When X 1 = ... = X n = X and X i 's are iid, Theorem 5.1 re-discovers a result of [6, Proposition 3.1].
Concentration of W p (μ, µ).
Now let f (X) = W p (μ, µ), andμ ′ the empirical measure given by X ′ (i) . Since the ordering of sample points does not matter in W p (μ, µ), the particular choice of i does not matter. By triangle inequality |f
for some constants s, V , then straight calculation shows that such f (X) = W p (μ, µ) satisfies the Bernstein-type tail condition (11) with σ i = 2sn −1/p and M = 2V n −1/p . Thus we have the following corollary.
Corollary 5.2. If X i ∼ µ satisfies (13) with some constants s, V , then for all t > 0
Corollary 5.2 is useful when
In the most interesting case p = 1, the rate becomes the desired n −1/2 . This result is dimension-free, assuming only the tail condition (13) . Condition (13) is implied by the sub-exponential tail condition. Following [24] , for a random variable Z and real number α ≥ 1, define the Orlicz ψ α norm of Z as
If X i ψ 1 = C < ∞, then (13) holds with V = C and s = √ 2C. This condition is called "sub-exponential" because X i ψ 1 < ∞ if and only if P( X i ≥ t) ≤ ce −c ′ t for some positive constants c, c ′ .
Remark 5. In the special case of p = 1, there have been related mean-concentration results using variants of McDiarmid's inequality. For example, [2] also provides n −1/2 mean-concentration for W 1 (μ, µ), but requires a stronger sub-Gaussian tail of X i . In a more recent work, [6] establishes a similar mean-concentration result applicable to the case p = 1, under a condition that can be translated to a sub-exponential tail of X i in our context. Euclidean spaces. If X = R d with d > 2, and X i ψ 1 < ∞, the sub-exponential condition implies finiteness of all moments, and Theorem 3.1 implies that EW 1 (μ, µ) ≤ c 1 n −1/d . Applying the one-sided version of Corollary 5.2 we get a 0-concentration bound,
where c is a constant depending only on X i ψ 1 . The bound given in (15) can be compared with [11, Theorem 2, equation (1)], which assumes a stronger condition X i ψα < ∞ for some α > 1. In the interesting regime of t ≍ n −1/d (on the same scale as the optimal upper bound of EW 1 (μ, µ)), the result of [11] only provides a probability bound of order O(1), while (15) Functional spaces. When X = L 2 , the convergence rate of EW 1 (μ, µ) is typically subpolynomial in n, so the polynomial concentration rate given in Corollary 5.2 when p ∈ [1, 2) can be quite meaningful. To better understand the sub-exponential condition (14) for functional data, we consider the Karhunen-Loève decomposition (10) . The sub-exponential condition can be satisfied under standard decay assumptions of the principal score variance σ 2 m , and corresponding tail bounds on the standardized principal component scores Z m . The following proposition can be obtained after some straightforward applications of triangle inequality and some basic properties of Orlicz ψ α norms. 
A Additional background for optimal transport
Definition 2 (Transport and coupling). Let µ, ν be two measures supported on the same measurable set F ⊆ X with the same amount of mass µ(F ) = ν(F ) > 0. A coupling between µ and ν is a measure ξ on F × F such that y∈F ξ(dx, dy) = µ(dx) and x∈F ξ(dx, dy) = ν(dy).
Equivalently, a coupling ξ between µ and ν can also be represented by the corresponding transition kernel K(·, ·) such that for each x ∈ F , K(x, ·) is a measure on F , and x∈F K(x, ·)µ(dx) = ν. We call such a transition kernel a transport from µ to ν.
The following lemma is due to [7] , which is the building block for the construction of optimal transport from µ toμ.
Lemma A.1. Let µ, ν be two measures with same mass on their common support F . Let C 1 , ..., C k be a partition of F such that
Then there exists a coupling ξ between µ and ν such that
where ξ 1 is the measure induced from the univariate measure µ ∧ ν after the mapping x → (x, x), and ξ 2 is the product measure (µ − ν) + × (ν − µ) + . The claim can be directly verified.
B Proofs for the general bound
In this section we provide proofs for Lemma 2.1, Lemma 2.2, and Theorem 2.3. Lemma 2.1 has been proved in [28] , here we present an alternative proof based on the Markov chain method in [7] . The proofs of Lemma 2.2 and Theorem 2.3 combines the proof ideas in [11] with the general and finite partition approach.
Proof of Lemma 2.1. Let µ 0 = µ. For ℓ ≥ 0, define measure µ ℓ+1 as
Again we use the convention 0/0 = 0.
Facts.

For all
Facts 1-2 are straightforward to verify. To see the third one, use the fact that µ ℓ (F ) = ν(F ) for all F ∈ A ℓ , one can construct a transport from µ ℓ | F to ν| F using a product measure, with cost no more than ν(F )[diam(F )] p . The desired claim follows by summing over all F ∈ A ℓ .
Next we need a low-cost transport from µ ℓ to µ ℓ+1 . Due to facts 1 and 2 above, for each F ∈ A ℓ , Lemma A.1 ensures the existence of a coupling ξ F between µ ℓ | F and µ ℓ+1 | F such that
We have
, where K ℓ is the transition kernel corresponding to ξ ℓ . By construction, K ℓ only moves points inside each
Then,
Let (Z ℓ * , Z) be distributed as the optimal coupling between µ ℓ * and ν. Then combining the last inequality and Fact 3 above we obtain
Proof of Lemma 2.2. The moment condition ensures that µ and ν are supported on j≥0 B j .
Letξ j be the optimal coupling betweenμ j andν j , and ξ j the image ofξ j after the map (x, y) → 2 j (x, y).
Then ξ is a coupling between µ and ν. It also holds that α(X ) + β(X ) = η.
which concludes the proof.
Proof of Theorem 2.3. Without loss of generality we assume ρ(X) q = 1, since otherwise we can always consider X/ ρ(X) q .
With ν =μ, the plan is to use Lemma 2.1 to control the term W p p (μ j ,ν j ) in Lemma 2.2. The fact that ν =μ and the moment condition imply the conditions required by Lemma 2.2. First observe that
Now applying Lemma 2.1 to each of W p p (μ j ,ν j ), combining with the last inequality, and plugging in (16), we get
By the moment condition, Markov's inequality implies that
Because nμ(A) is a binomial random variable with parameters µ(A) and n, we have
where the last step uses Cauchy-Schwartz. Now the proof is complete if we can show that there exists a sequence of nested partitions A 1 , ..., A ℓ * such that sup F ∈A diam(F ) ≤ 2 × 3 −ℓ , and card(A ℓ ) ≤N ℓ = N 3 −(ℓ+1) (B 0 ). Proposition 3 of [28] guarantees the existence of such a sequence of partitions.
C Proofs for Euclidean and functional spaces
Proof of Theorem 3.1. Recall that now B 0 is the unit ball in R d . Use the result of [26] , we have, for some constant cN
Then Theorem 2.3 implies
and
If ℓ is an integer, then
Let j * n = sup{j ∈ Z : ℓ * j ≥ 0} = ⌊q −1 (log 2 n − cd log 2 3)⌋.
is a constant and the claim of theorem follows from Theorem 2.3, where the right hand side is trivially bounded by a constant depending only on (p, q).
Now we focus on the case d ≥ (2c) −1 log 3 n, which implies that j * n ≥ 0. When j ≤ j * n , then ℓ * j ≥ 0, and (" " means up to a constant factor c p,q )
When j > j * n , then ℓ * j < 0, and
Case 1: p > d/2. The terms in the sum ℓ * j ℓ=0 3 −(p−d/2)ℓ is geometrically decreasing and hence the sum is bounded by the first term by a constant factor. Moreover, for j ≤ j * n we have (2 −qj n) −p/d ≤ c p,q (2 −qj n) −1/2 . So (18) is bounded by (ignoring constant factors)
Case 1.1: p < q/2. Both terms in (19) are bounded by n −1/2 . Case 1.2: p = q/2. The first term in (19) equals (1 + j * n )n −1/2 ≤ c p,q (log n)n −1/2 , and the second term in (19) equals n −1/2 . Case 1.3: p ∈ (q/2, q). The first sum in (19) equals n −1/2 2 (p−q/2)j * n ≤ c p,q n −(1−p/q) , the same as the second term.
Case 2: p = d/2. Now (18) reduces to (ignoring constant factors)
Case 2.1: p < q/2. The first term is a geometric sum bounded by n −1/2 log n, which dominates the second term.
Case 2.2: p = q/2. The first term is of order n −1/2 (log n) 2 , which dominates the second term.
Case 2.3: p > q/2. The first term becomes n −1/2 j * n j=0 2 (p−q/2)j (ℓ * j + 1). Letj * n = q −1 (log 2 n − cd log 2 3), and a = 2 p−q/2
Standard calculation shows that
Thus (21) is bounded by
and (20) is bounded by c p,q n −(1−p/q) .
Case 3: p < d/2. In this case 3 −(p−d/2)ℓ is an increasing geometric sequence as ℓ changes from 0 to ℓ * j . Thus (18) becomes, using the fact that 3
Case 3.1:
The first term is the sum of an increasing geometric sequence, which is bounded by the last term n −p/d 2 j * n q(p/d+p/q−1) ≤ c p,q n −(1−p/q) , matching the second term. Finally, note that the contribution from j≥0 2 −pj 2 −qj 3 −pℓ * is bounded by n −p/d , which is dominated in all the nine cases.
Proof of Theorem 4.1. Again it suffices to prove for the case M q = 1. In our proof " " means inequality holds up to a constant depending only on (p, q, b).
According to Corollary 2.4 of [17] , we have, as ǫ → 0,
As a consequence we have, for some positive constant c b fixed through this proof, and all
Again, in order to use Theorem 2.3, the key is to break down the term
. The claim of the theorem follows trivially from Theorem 2.3. Now we focus on the case log 2 n ≥ c b so that j * n ≥ 0. So when j ≤ j * n ,
To see the first inequality, observe that the terms 3 −pℓ 2 (c b /2)3 ℓ/b becomes super-geometrically increasing with rate at least 2 after a constant number of terms. Thus the sum is bounded by a constant plus the last term, which is 3
When j > j * n , we have ℓ * j < 0 and hence
Combining the above two inequalities with Theorem 2.3 we obtain
where the (log n) −bp upper bounds 3 −pℓ * , and n −(1−p/q) upper bounds j>j * n 2 pj 2 −qj . Now we control the first two terms in (23) . For the first term, if we pick c b large enough so that c b ≥
, then for all 0 ≤ j ≤ j * n the terms 2 −(q−p)j (log 2 n − qj) −bp in the first sum decreases super-geometrically with rate 2 −(q−p)/2 and hence bounded by the first term, which is of order (log n) −pb .
For the second term, we consider three cases.
Case 1: p < q/2, then the sequence 2 −(q/2−p)j is geometrically decreasing and the sum is bounded by the first term which is 1. So the second part in (23) is bounded by n −1/2 .
Case 2: p = q/2, the sum becomes n −1/2 (1 + j * n ) n −1/2 log n. Case 3: p > q/2, the sum is dominated by the last term, which is n −1/2 2 (p−q/2)j * n n −1/2 n p/q−1/2 = n −(1−p/q) .
In all these cases, (23) is dominated by the first term and hence
which implies the desired upper bound using p ≥ 1 and Jensen's inequality.
Now we prove the lower bound. Let ǫ n = ( Therefore, there exists a constant n 0 ∈ N such that N ǫn ≥ n for all n ≥ n 0 .
For n < n 0 , the result is trivial because the desired lower bound is essentially a constant and one can pick µ n to be a distribution with two point masses that are a constant distance apart.
For n ≥ n 0 , let x 1 , ..., x n be points in B 0 such that min 1≤i<j≤n x i − x j ≥ ǫ n . Let µ n be the measure that puts n −1 mass at each
Ifμ n ({x i }) = 0 for some x i , then any transport betweenμ n and µ n costs probability mass at least n −1 and distance at least ǫ n to just cover the point x i alone. Thus we have the following lower bound
where κ n is the proportion of x i 's such thatμ n ({x i }) = 0. As a result EW p (μ n , µ n ) ≥ ǫ n E(κ 1/p n ) .
Elementary calculation shows that Eκ n → e −1 . Also κ n has bounded difference in the sense that if one out of the n independent sample points is changed arbitrarily, then κ n changes no more than 1/n. Thus, by McDiarmid's inequality, P(|κ n − Eκ n | ≥ t) ≤ 2 exp −2nt 2 for all t > 0. Now for n larger than some constant n 1 we have Eκ n ≥ (2e) −1 . Choosing t = (4e) −1 we have P(κ n ≥ (4e) −1 ) → 1. Therefore E(κ For the upper bound, let θ ∈ (0, 1/2) be a constant. For example, we can pick θ = 1/3.
Then B 0 ⊂ B 2 × B 3 .
By construction τ J 2 +1 /ǫ ≤ √ 1 − θ, so B 3 can be covered by the ball centered at 0 with radius √ 1 − θǫ. As a consequence,
By Theorem 2 of [9] , we have (c 0 , c 1 , depending only on γ, θ, may change from line to line) log N ǫ (B 2 ) ≤ The desired result can be obtained by plugging in ǫ = 3 −(ℓ+1) / √ 2 − θ. cγ then it can be verified that the terms in the first sum in (24) is super-geometrically decreasing with rate 2 −(q−p) . Thus the sum is bounded by the first term 3 The second sum in (24) can be controlled using the same argument as for the second term in (23) in the proof of Theorem 4.1, which is bounded by n −[(1−p/q)∧(1/2)] (log n) 1(q=2p) , and is dominated by the first term in (24) .
Therefore the first and third terms dominate in (24) and final rate is For the lower bound. Let ǫ n = e − √ 2 log γ log n then by Lemma 4.3 we have log N ǫ ≥ 1 2 log γ [log(1/ǫ)] 2 = log n.
So N ǫ ≥ n. Let x 1 , ..., x n ∈ B 0 be such that min i =j x i −x j ≥ ǫ. Let µ n be the distribution putting n −1 mass at each x i . The rest of the proof are identical to the lower bound proof of Theorem 4.1.
Proof of Proposition 4.4. We only prove for the polynomial decay case, the exponential case is similar. Without loss of generality we assume c 0 = M = 1, as both constants can be recovered after scaling. Then , where the inequality uses Minkowski inequality since we assume q/2 ≥ 1. The claimed results follow by replacing σ m by the assumed upper bound, and τ m by the assumed form in (6) or (8) .
