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Suppose the spectral characteristics are sampled uniformly in the visible wavelengths from 400-700 nm, and the number of samples is n. The number of imaging channels is m. The camera response x ∈ R m can be modeled as
where r ∈ R n is the spectral reflectance of the object, S is an m × n matrix of spectral sensitivities of the camera sensors, L is an n × n diagonal matrix having the illuminant's spectral power distribution in the diagonal, and e is an m × 1 column vector of system noise. For abbreviation, Eq. (1) is usually expressed as
where M ¼ SL denotes the spectral responsivity matrix. Given a camera response x, the reflectance estimation problem attempts to find a patternr ∈ R n that has the minimized error compared with the actual reflectance r. Many methods have been developed to tackle this problem [1] [2] [3] [4] [5] [6] . These methods can be roughly divided into three categories: the Wiener estimation, finitedimensional modeling, and regression methods. Wiener estimation has the form
where K r is the covariance matrix of the reflectance and K e is the covariance matrix of noise. Performance of Wiener estimation will be poor if K r and K e are not calculated accurately [1, 2] . Furthermore, Wiener estimation needs to know the spectral responsivity matrix M.
Since it is difficult to measure the spectral responsivity of the imaging system, which could change as a function of environmental parameters such as temperature or humidity, methods that do not require this prior knowledge could be useful. Finite-dimensional modeling exploits the inherent smoothness of reflectance with the use of lowdimensional linear models [3] . The reflectance r is approximated by a weighted sum of l (usually 5-8) basis functions asr
where B is an n × s matrix whose column i is the ith basis function B i , and w is an s × 1 column vector denoting the basis coefficients. If the spectral responsivity matrix M is known, the basis coefficients w can be computed either by pseudoinverse or by nonlinear optimization. The regression methods learn a set of functionŝ
from training samples [4, 5] . Then the reflectance can be estimated asr ¼ ðr 1 ; …;r n Þ T . It is not necessary to know the spectral responsivity matrix M, but only the spectral reflectance and camera responses of the training samples are used, thus making the method more applicable. However, since the regression functions are built separately for each sampled wavelength, the global smoothness of reflectance is not considered.
Reflectance r can be seen as a point that is distributed in the n-dimensional vector space R n . Using the traditional finite-dimensional modeling in Eq. (4) can then be seen to approximate r in a low-dimensional linear subspace determined by the vectors fB i ; i ¼ 1; …; lg. Since there is no evidence that the reflectance vectors of natural objects are completely located in a low-dimensional linear space, using fixed basis functions will have limited approximation capability. Lansel et al. proved that dictionary based sparse recovery method can typically outperform traditional linear models with fixed basis functions [6] . However, their method is computationally intensive and needs to know the spectral responsivity matrix M.
In this Letter, we propose a novel reflectance estimation approach based on the regularized local linear model (RLLM). The reflectance r for a camera response x is approximated adaptively by the linear combination of k reflectances from the training set that have similar camera responses to x. The idea is inspired by the regularized locality preserving method for the preimage problem in kernel principal component analysis [7] . Our method is efficient and we do not need to know the spectral responsivity matrix M.
Local linear model. Although, in a global view, the reflectance vectors are not located in a low-dimensional linear subspace, we expect each reflectance and its neighbors to lie on or close to a locally linear lowdimensional subspace. Since similar reflectances usually have similar camera responses, we can build the local linear model as
where fr i ; i ¼ 1; …; kg are reflectances from the training set that have similar camera responses to x. The reconstruction weight w ¼ ðw i ; …; w k Þ T in Eq. (6) is computed by regularized linear regression as follows.
Regularized linear regression. For a given camera response x, let fx 1 ; …; x k g be its k nearest neighbors by Euclidean distance from the training set, and fr 1 ; …; r k g be the corresponding reflectances of fx 1 ; …; x k g. By substituting Eq. (6) into Eq. (2), we have the relationship
Thus we can learn the local linear reconstruction weight w ¼ ðw i ; …; w k Þ T in Eq. (6) by solving the regularized linear regression problem
where the regularization parameter λ is used to prevent overfitting. Let X be an m × k matrix in which column i is the ith nearest camera responses x i . Then the solution of Eq. (8) can be given by
where I is a k × k identity matrix. Experimental results. We compare the performance of our method with five other methods: linear least squares regression (LLS), finite-dimensional modeling using the first five or 10 principal component analysis (PCA) basis vectors, whose basis coefficients are computed by linear least squares regression, and kernel regression with the Gaussian kernel and the Dochon spline kernel [4] . Note that our experiments are under the assumption that the spectral responsivity matrix M is unknown, so Wiener estimation and other methods that need to know M are not compared here. For each training data size, the results are summarized over 50 trials. In each row the best result is rendered in bold type.
Three datasets of spectral reflectance are used for evaluation and are shown in Table 1 . They are all obtained from [8] . Camera responses are simulated based on the spectral sensitivity curves of a real three-channel camera measured by Barnard et al. [9] . The illumination light is assumed to be the Commission Internationale de l'Eclairage illuminant D65. The spectra of datasets and the sensor sensitivities are sampled from 400 to 700 nm in 10 nm increments.
Different-sized training sets are randomly selected from the 1269 samples of the Munsell dataset. The training set is used to build the regression functions for the regression methods, compute the PCA basis set for the finite-dimensional modeling, and compute the k nearest neighbors for our method. The testing set is used to select the optimal parameters of the kernel regression methods and our method. The best parameters are chosen empirically from predefined sets. The idea is to find parameters that minimize the reflectance error on the testing set. Finally, the generalization performance of the six methods is assessed on the validation set. Table 2 shows the reflectance errors and colorimetric errors of different methods on the validation set. For each training data size, the results are summarized over 50 trials. As can be seen, our method provides the lowest reflectance errors and colorimetric errors in every training set size. Kernel regression methods seem to perform better than the linear least squares regression method. In the case of small training set size (100 samples), kernel regression provides slightly lower reflectance errors than the linear least squares regression but higher colorimetric errors. However, when increasing the number of training samples, it is evident that kernel regression performs much better than linear least squares regression. This verifies that the nonlinear regression methods are more suitable for large training set sizes. The performance of finite-dimensional modeling with PCA basis sets is close to that of the linear least squares regression method. The more the principal components are used, the closer the performance is. This proves, in a sense, that the performance of reflectance approximation in the global space cannot be improved by using a fixed low-dimensional subspace in it.
The performance of our method depends on the choices of the regularization parameter λ and the number of nearest neighbors k. Through evaluation, we find our method is not sensitive to these two parameters. The results of our method in Table 2 Table 2 are simulated with no noise added. We have also investigated the spectral estimation accuracy under two different levels of simulated independent Gaussian noise. We find our method still performs the best.
In summary, our local linear model focuses on the individual reflectance estimation performance rather than on building a global model that fits all the training samples. It performs adaptively and efficiently, and needs mainly the low-order matrix inverse operation. Furthermore, our method does not require prior knowledge of the spectral power distribution of the illuminant and the spectral sensitivities of the camera.
