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Superconductivity is an emergent phenomena
in the sense that the energy scale associated with
Cooper pairing is generically much lower than
the typical kinetic energy of electrons. Address-
ing the mechanism of Cooper pairing amounts
to determine the effective interaction that oper-
ates at low energies. Deriving such an interaction
from a bottom-up approach has not been possible
for any superconductor, especially strongly corre-
lated ones. Top-down approaches, where one as-
sumes an effective interaction, is plagued with the
difficulty of extracting the implied electronic in-
stabilities without uncontrolled approximations.
These facts severely hinder our ability to deter-
mine the pairing mechanism for high temperature
superconductors. Here we perform large-scale
sign-problem-free quantum Monte-Carlo simula-
tions on an effective theory, featured with anti-
ferromagnetic and nematic fluctuations, to study
the intertwined antiferromagnetic, superconduct-
ing, and charge density wave instabilities of the
cuprates. Our results suggest the inclusion of ne-
matic fluctuations is essential in order to produce
the observed type of charge density wave order-
ing. Interestingly we find that the d-wave Cooper
pairing is enhanced by nematic fluctuations.
In the last few years it is established that in addi-
tion to the antiferromagnetic (AF) and superconducting
(SC) orders both electron and hole doped cuprates su-
perconductors exhibit the propensity toward charge den-
sity wave (CDW) order[1–12] . These instabilities to-
gether with nematicity[13–16] form the so-called “inter-
twined orders” of the cuprate superconductors[17–19]. It
is highly demanded to find the correct effective interac-
tion for the cuprates that drives all the above instabili-
ties.
The theoretical progress in the cuprate high tempera-
ture superconductors has been hindered by the strong
electron-electron correlations. In particular un-biased
calculations with no uncontrolled approximation are ex-
tremely rare. Under such circumstance phenomenologi-
cal approaches based on various degree of approximations
and the assumption that antiferromagnetic fluctuation is
mainly responsible for high temperature superconductiv-
ity and all its “intertwined” orders have been useful for
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FIG. 1. (a) A prototypical Fermi surface of the cuprates. The
hot spots are denoted by green dots and the purple arrow
indicate the AF ordering wavevector. (b) The Fermi surface
of the two-band model where the positions of hot spots and
the Fermi velocity at hot spots are made to mimic those in
the single-band model used to describe the cuprates. The
red/blue Fermi surfaces are derived from the bands formed by
the x and y orbitals described by the action in Eq. (S1). (c)
The nematically distorted Fermi surface. The arrows indicate
the distortion.
the understanding of the plethora of electronic instabili-
ties in cuprates[18–25].
Low energy effective theories involving the AF fluctu-
ations and the electrons around hot spots (i.e. the mo-
mentum space points situated at the intersections of the
normal state Fermi surface and the AF Brillouin zone
boundary as shown in Fig. 1(a)) have been used to ad-
dress the AF quantum phase transition[26–29]. Recently
an insightful work of Berg et. al. [30] has achieved in per-
forming a sign-problem-free finite temperature quantum
Monte-Carlo simulation on an effective model featuring
the AF fluctuations and electrons whose band structure
shares the same hot spots as the cuprates. The results
suggest that quantum critical AF fluctuation enhances
Cooper pair correlations in the d-wave channel (although
the d-wave long-range order has not be numerically ob-
served). Since recent experimental progresses show an
incommensurate CDW instability is ubiquitous among
all cuprates,it is natural to ask whether such an effective
theory can account for the CDW instability as well.
Here we perform large-scale zero-temperature sign-
problem-free projector QMC simulations[31–33] to an-
swer this question (see supplemtnary information VI for
a detailed description). The main results are summa-
rized as follows. (1) We show that the ground state of
the effective theory in Ref. [30] has d-wave superconduct-
ing long-range order and the d-wave pairing is strongest
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FIG. 2. (a) The s- and d-wave SC pair correlations P d(s) evaluated at maximum separation ~xmax = (L/2, L/2) for L = 12, 14, 16
and various values of rs. The peak of the enhancement for d-wave pairing occurs at rs ≈ 0.25 which is close to the AF quantum
critical point. (b) Both s- and d-wave pair correlations evaluated at ~xmax are plotted versus 1/L for L = 8, 10, 12, 14, 16, 18.
By fitting them using f(1/L) = a + b/L + c/L2 and extrapolating to the thermodynamic limit (L = ∞), we find that the
d-wave pairing correlations are extrapolated to a non-zero value, (3.1 ± 0.8) × 10−4, while the s-wave pairing correlations to
zero within the error bar. Interestingly the finite size dependence of both correlation functions are dominated by 1/L2 as shown
by the nearly linear dependence of P d(s) on 1/L
2 in the inset of Fig. 2(b). These results clearly indicate that the ground state
possesses d-wave superconducting long-range order. (c) The comparison of the d- and s-wave SC pairing correlations at ~xmax in
the system with L = 14, without and with nematic fluctuation. In the latter case, we set rn = 0.5 which places the system on
the disordered side of the nematic transition. The results show an considerably enhanced d-wave SC correlation by the nematic
fluctuations. (d) P d(s)(~xmax) as a function of 1/L for 1/L for L = 8, · · · , 18. Here (rs, rn) are set to (0.5, 0.5). The solid and
dashed lines are the best fit using f(1/L) = a+ b/L+ c/L2. From comparing the results in this panel with that in panel (b),
we see the d-wave pairing is moderately enhanced by nematic fluctuations.
close to the AF quantum critical point. (2) However, the
CDW instability it predicts has the ordering wave vectors
inconsistent with the ones observed experimentally. (3)
After introducing the nematic fluctuation to the effective
theory the correct type of CDW instability emerges. (4)
In the presence of nematic fluctuations our theory favors
uni- rather than bi-directional CDW. (5) The nematic
fluctuation enhances the d-wave Cooper pairing[20]. (6)
Robust superconductivity with predominant d-wave pair-
ing symmetry exists in the nematic ordered phase. These
results, plus the fact that with nematic fluctuation our
theory can naturally account for the observed nematic
instability, lead us to conclude that nematic fluctuation
is indispensable in “hot spot theories” of the cuprates.
A prototypical Fermi surface of cuprates is shown in
Fig. 1(a). It originates from a band derived from the
copper 3dx2−y2 and the oxygen 2px/y orbitals. The hot
spots (the green dots) are the intersections of this Fermi
surface and the AF Brillouin zone boundary (the dashed
lines). In the same figure the (pi, pi) AF ordering wavevec-
tor is shown as the purple arrow. The fact that the AF
fluctuation scatters electron within the same band hin-
ders sign-problem-free QMC simulations so far. Follow-
ing Ref. [30] we consider a two-band model. The two
bands are derived from two orbitals on each site of the
square lattice. The Fermi surface (marked red and blue
in Fig. 1(b)) of this model features the same hot spots.
Moreover up to linear order in the momentum deviation
from the hot spots the electron dispersion is very simi-
lar to that of the cuprates. These facts motivate one to
think that an effective theory based on this new band
structures and the AF fluctuation can be used to simu-
late the low-energy physics of cuprates when the system
is not too far from the AF quantum critical point[30].
The AF effective action based on the two-band
model consists of the band electrons coupled to an
fluctuating AF order parameter by the Yukawa coupling.
The details are given in supplementary information
I. The most important parameter in this action is rs
which tunes the system across the AF quantum phase
transition. More specifically the disordered phase lies
in the range rs > rs,c and the ordered phase requires
rs < rs,c, where rs,c marks the AF quantum critical. Our
large-scale projective QMC simulation is carried out on
a square lattice with N = L × L sites. Unless otherwise
mentioned we use periodic boundary condition. From
the finite-size scaling of the Binder-ratio[34] associated
with the AF order parameters (see supplemental ma-
terials), we determine rs,c ≈ 0.25 which is consistent
with the value obtained in Ref. [30]. In the following we
present the simulation results on the SC and CDW insta-
bilities and their dependence on the nematic fluctuations.
Cooper pairing induced by AF fluctuations
To investigate whether this model with AF fluctuations
[see Eq. (S1) in supplementary information II] supports
superconductivity we compute the equal-time pair-pair
correlation function Ps/d(~xi) . Here s/d denotes s-wave
and d-wave pairing, respectively and ~xi is the sepa-
ration of the two pairs. In Fig. 2(a) we plot the s-
and d-wave pair correlation functions P d(s)(~xmax) =
1
9
∑
n,m=0,±1 Pd(s)(~xmax + nxˆ + myˆ) for the maximum
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FIG. 3. (a) The s- and d-wave bond CDW structure factor Ss(d)( ~Q) versus ~Q = (k, 0) (horizontal CDW) or ~Q = (k, k) (diagonal
CDW) for the system with L = 16. Here rs is set to 0.5. (b) ∆Ss/d( ~Q), the difference between Ss/d( ~Q) with (rs = 0.5) and
without the AF fluctuations, versus ~Q for L=16. (c) ∆Ss/d( ~Q), the difference between Ss/d( ~Q) with (rs = 0.5, rn = 0.5)
and without the AF+nematic fluctuations, for L=16. (d) ∆Sd( ~Q0) as a function of 1/L for L = 14, 16, 18. The red dots
represent the enhancement of the peak d-wave bond CDW structure factor by both spin (rs = 0.5) and nematic (rn = 0.5)
fluctuations . The black dots are the enhancement by spin fluctuations (rs = 0.5) alone. The solid curves are the best fit using
f(1/L) = a+ b/L+ c/L2. In both cases the structure factors extrapolate to zero within error bar in the thermodynamic limit.
It suggests that the bond CDW order induced by AF and/or nematic fluctuations is short-ranged.
spatial separation ~xmax = (L/2, L/2) for various system
sizes L and different values of rs. (The reason for averag-
ing over the nine neighboring values of ~xmax is to reduce
the statistical noise). It clearly shows that the AF spin
fluctuation enhances d-wave pair correlation more than
the s-wave. In particular the enhancement for d-wave
pairing is the strongest near the AF quantum critical
point rs,c ≈ 0.25.
To determine whether the ground state has SC
long-range order we focus on rs = 0.5 > rs,c. (We choose
this value because the relevant high Tc systems do not
sit at the AF quantum critical point.) We carefully
study the finite-size dependence of P d(s)(L/2, L/2) for
L = 8, 10, 12, 14, 16, 18. As shown in Fig. 2(b) the d-wave
pair correlation function saturates to a non-zero value
after extrapolating to L =∞. (The red curve is the best
fit using a quadratic polynomial of 1/L). In contrast
the s-wave pair correlation extrapolates to zero in the
thermodynamic limit. These results clearly suggest that
the ground state possesses d-wave SC long-range order.
CDW correlation induced by AF fluctuations
In the last few years resonant X-ray scattering experi-
ments on hole doped YBCO[4, 5] and Bi2212[7, 9, 11]
shows the existence of a short-range incommensurate
CDW order. Moreover the order parameter has an ap-
proximate d-wave form factor[6, 10], and the ordering
wavevectors are consistent with those connecting nearby
hot spots[7]. In this section we ask whether the AF fluc-
tuation can also trigger this CDW order. Because ex-
perimentally the strongest CDW modulation is observed
among the oxygen sites (i.e. the mid points of the Cu-
Cu bonds)[6], we focus on the bond CDW. We study
two types of bond CDW structure factor Ss/d( ~Q) (see
supplementary information III). Here s/d denotes the s
and d-form factor. When this quantity extrapolates to a
non-zero value for a particular peak wavevector ~Q0 as
L → ∞, it implies the existence of long range bond
CDW order with modulation period 2pi/| ~Q0|. Exper-
imentally the strongest bond CDW modulation is ob-
served for ~Q0 = (±δ, 0) and (0,±δ) in the Cu-Cu bond
directions with δ ≈ 2pi/3[4, 5, 7, 9, 11]. In Fig. 3(a) we
present the results of Ss/d( ~Q) for L = 16. Given the
fact that the wavevectors connecting the hot spots can
be both diagonal and horizontal we scan ~Q in both direc-
tions. As shown in Fig. 3(a) for each direction the d-wave
bond density wave correlation is stronger than the s-wave
one which is consistent with the d-form factor found ex-
perimentally. However, disagreeing with experiments, we
find the CDW ordering wavevectors lie in the diagonal
directions. Our result agrees with previous approximate
theoretical calculations involving hot spots[21, 22].
In Fig. 3(b) we plot ∆Ss/d( ~Q), namely the difference
of Ss/d( ~Q) with and without the AF fluctuations.
Here a clear peak is observed at ~Q0 = (2pi/λ, 2pi/λ)
where λ ≈ 8a/3. In a L = 16 system this peak
wavevector is consistent with that connecting a pair of
hot spots displaced in the diagonal direction, namely
~Q0 = (2pi/3a, 2pi/3a). The black dots in Fig. 3(d) shows
the dependence of ∆Sd( ~Q0) on 1/L. The extrapolation
to L = ∞ gives zero within errorbar hence suggesting
there is no long range CDW order. Given the fact that
the ground state possesses SC long range order this
should not be a surprise because these two types of
symmetry breaking compete with each other.
CDW correlation induced by both AF and ne-
matic fluctuations
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FIG. 4. (a) ∆Sd( ~Q) for rs = 0.5 and L = 16 is plotted over
the first quadrant of the Brillouin zone. The peak is situated
around ~Q = (2pi/3, 2pi/3); (b) ∆Sd( ~Q) for L = 16, driven
by both spin (rs = 0.5) and nematic (rn = 0.5) fluctuations.
The strongest peaks are situated around ~Q = (2pi/3, 0) and
(0, 2pi/3).
The fact the predicted directions of the CDW ordering
wavevector are inconsistent with experiments makes us
to suspect that AF fluctuations alone is insufficient to
account for the intertwined orders in the cuprates. Moti-
vated by the fact that nematicity have been observed in
many cuprates[13–16], we add the nematic fluctuations to
the effective action (see supplementary information IV).
The parameter that controls the strength of the nematic
fluctuations is rn. Large rn causes the nematic order
parameter to become disordered. In Fig. 3(c) we plot
Ss/d( ~Q) after the inclusion of the nematic fluctuations.
Here we choose rs = 0.5, rn = 0.5 which is on the disor-
der side of both the AF and nematic phase transitions.
The results show the d-wave bond CDW with wavevec-
tors ~Q = (±2pi/λ, 0) and (0,±2pi/λ) where λ ≈ 8a/3 be-
comes the dominant instability ! The Sd( ~Q) without and
with the nematic fluctuations are plotted over the entire
Brillouin zone in Fig. 4(a) and Fig. 4(b). These plots
confirm the global maximum of ∆Sd( ~Q) in the whole
Brillouin zone indeed locates at the previously described
locations.
Even with the nematic fluctuations the CDW corre-
lation is short-range. This is shown by the red points
of Fig. 3(d) which plots ∆Sd( ~Q0) as a function of 1/L,
again the extrapolation to the thermodynamic limit sug-
gests there is no CDW long range order. However even
short-range CDW correlations can imply a substantial
CDW susceptibility. In its presence an actual CDW pat-
tern may be induced when there is external translation
symmetry breaking perturbations such as quenched dis-
orders. Such kind of patterns can be observed in an STM
experiment. In Fig. 5(a), we show a static CDW pattern
induced by the open boundary condition in the system
of size L = 16. The action used to generate this pat-
tern has sufficiently strong nematic fluctuations so that
the CDW ordering wavevectors are in the horizontal and
vertical directions. The CDW modulation wavevector is
about 2pi/3a agreeing with the momentum distance be-
145.0
188.8
2
1
8
.
0


4 6 8 10 12 14
4
6
8
10
12
14
-0.08770
-0.08185
-0.07601
-0.07016
-0.06431
-0.05847
-0.05262
-0.04677
-0.04093
-0.03508
-0.02923
-0.02339
-0.01754
-0.01169
-0.005847
0.000
0.005847
0.01169
0.01754
0.02339
0.02923
0.03508
0.04093
0.04677
0.05262
0.05847
0.06431
0.07016
0.07601
0.08185
0.08770




Bx
By
FIG. 5. (a) The d-wave bond CDW order parameter
〈Bd(i)〉 ≡ 〈
∑
a=±xˆ ψ
†
i,xσ0ψi+a,x −
∑
a=±haty ψ
†
i,yσ0ψi+a,y〉 in
a system of size L = 16 with open boundary conditions. Here
σ0 is the identity matrix in the spin space. The black dots
represent the lattice sites. The pattern of bond CDW order
parameter modulations obtained numerically is almost per-
fectly consistent with the expected modulations with 3a pe-
riod. (b) The concurrence probability P (Bx, By) in the QMC
simulations is plotted as a function of Bx and By, where Bx/y
are the d-wave bond CDW order parameters associated with
ordering wavevector (2pi/3, 0) and (0, 2pi/3), respectively. The
system size in this computation is L = 15, and the parameters
(rs, rn) used is (0.5, 0.5).
tween two horizontally displaced hot spots. In addition
the d-wave nature of the bond CDW is transparent.
An open and interesting issue concerning the CDW
is whether it is uni- or bi-directional. The answer
relies on the sign of the quartic coupling between the
horizontal and vertical CDW order parameters in the
Ginzburg-Landau action. Since the quartic term only
becomes significant when the magnitude of the order
parameter is appreciable, it is difficult to answer this
question by watching the induced CDW pattern, such
as that in Fig. 5(a), in a system without the CDW long
range order. However in a Monte-Carlo simulation we
can determine the concurrence probability P (Bx, By)
where Bx,y are the CDW order parameters associated
with ~Q = (±2pi/3a, 0) and (0,±2pi/3a), respectively. If
the quartic coupling favors the uni-directional CDW, the
peaks of P should appear on the horizontal and vertical
axes of the (Bx, By) plane. Conversely if the quartic
coupling favors the bi-directional CDW the peaks should
appear along the diagonal direction. In Fig. 5(b) we plot
P over the (Bx, By) plane. Four peaks on horizontal
and vertical axes are seen, implying the quartic coupling
term favors the uni-directional (stripe) CDW.
The effects of nematic fluctuation on pairing
Finally we return to superconductivity. Specifically we
study the effects of nematic fluctuation on the SC order.
In Fig. 2(c), we plot the SC pair correlation at ~xmax for
L=14, with and without nematic order parameter fluctu-
ations, as a function of rs. The d-wave SC pairing corre-
lations is moderately enhanced in the presence of nematic
fluctuations (rn = 0.5). In Fig. 2(d), we perform a finite-
5size scaling of the s- and d-wave pair correlation functions
with both AF and nematic fluctuations (rs = rn = 0.5).
The extrapolated d-wave SC order paramater is greater
than the value induced by the AF fluctuation alone. We
have also studied SC in the nematic long range ordered
phase. Interestingly even under that condition the SC
long range order is significantly enhanced. Because in
the nematic phase the d and s wave SC order parameters
can mix, in Fig. S1(a) and Fig. S1(b) of supplementary
information V we show the L-dependence of both order
parameters. When extrapolated to the thermaldynamics
limit the d-wave SC order parameter is much stronger
than the s-wave one.
To conclude, our intrinsically unbiased QMC study of
an effective theory involving the same hot spots as the
cuprates clearly indicates that in order to describe the
intertwined orders in the cuprates nematic fluctuations
are indispensable. Remarkably, the coupling to nematic
fluctuations not only gives rise to correct d-form factor
bond CDW ordering but also enhances the d-wave
superconducting long-range order. Assuming that hot
spot based effective theories could capture the essential
low-energy physics of the cuprates, our results signifi-
cantly further the understanding of pairing mechanism
in cuprates.
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SUPPLEMENTARY INFORMATION
I. The AF effective action
The AF effective action based on the two-band model is given by S = SF + Ss where
SF =
∫ β
0
dτ
{ ∑
ij,α=x,y
ψ†iα
[
(∂τ − µ)δij − tij,α
]
ψjα + λs
∑
i
(−1)i
[
ψ†ix(~σ · ~ϕi)ψiy + h.c.
]}
, (S1)
Ss =
∫ β
0
dτ
{1
2
∑
i
1
c2s
|∂τ ~ϕi|2 + 1
2
∑
〈ij〉
| ~ϕi − ~ϕj |2 +
∑
i
[rs
2
|~ϕi|2 + us
4
(|~ϕi|2)2 ]}. (S2)
Here i labels the sites of a square lattice, α = x, y labels the two orbitals (which transform into each other under the
90◦ rotation) from which the red and blue Fermi surfaces in Fig. 2(b) are derived from, τ denotes the imaginary time
and β is the inverse temperature. In Eq. (S1) ~ϕ is the Neel order parameter and the operator ψiα is a spinor operator
which annihilates an electron in orbital α and on site i. The three ~σ are the spin Pauli matrices.
The parameters in this effective action include the spin wave velocity cs, and rs which tunes the system across
the AF phase transition, and us is the self-interactions of the ~φ field, and λs is the “Yukawa” coupling between the
electrons and the AF fluctuation. The hopping integral tij is chosen to be among nearest neighbor sites and equal
to t‖ = 1.0 for x(y)-orbital along x(y) direction and t⊥ = 0.5 for y(x) orbital along x(y) direction. We choose the
chemical potential to be µ = −0.5 such that the Fermi surface is shown in Fig. 1(b).
Aside from the square lattice spatial symmetries the action is invariant under the anti-unitary transformation
U = iτzσyK, where τz is the third Pauli matrix acting in orbital space and K denotes complex conjugation. It can
be shown that because of this symmetry, the fermion determinant for arbitrary ~ϕi(τ) configuration is positive hence
the QMC simulation is free of minus-sign. This enables us to perform large-scale projective QMC simulation. In the
calculation we fixes λs, c and us to unity, and vary the value of rs to control the severity of AF fluctuation. From the
computed Binder cumulant associated with the AF order parameter we determined the AF quantum critical point to
situate at rs,c = 0.25± 0.1, consistent with the results of Berg et al.
II. The superconducting pair correlation function
To investigate whether Eq.(S1) and Eq.(S2) support superconductivity we compute the equal time pair-pair corre-
lation functions
Ps/d(~ri) = 〈∆s/d(~ri)∆†s/d(~0)〉 (S3)
where
∆s/d(~ri) = ψ
T
ix(iσy)ψix ± ψTiy(iσy)ψiy (S4)
are the s (+ sign) and d (− sign) wave Cooper pair operators, respectively.
7III. The bond CDW structure factor
We define the bond CDW operator at site i as
Bs/d(i) =
∑
a=±xˆ
[
ψ†ixσ0ψi+a,x +H.c.
]± ∑
a=±yˆ
[
ψ†iyσ0ψi+a,y +H.c.
]
, (S5)
where σ0 is the identity 2×2 matrix and + sign corresponds to the s-wave and− to the d-wave form-factor, respectively.
Under a 90◦ rotation around site i, Bs(i)→ Bs(i) while Bd(i)→ −Bd(i). The bond CDW structure factor is defined
as
Ss/d( ~Q) =
1
N2
∑
ij
〈Bs/d(i)Bs/d(j)〉 cos[ ~Q · (~xi − ~xj)]. (S6)
IV. Adding the nematic fluctuation to the effective theory
Adding nematic fluctuation to the effective theory amounts to S → S + ∆S where
∆S = λn
∫ β
0
dτ
∑
i
χi
[
ψ†ixσ0ψix − ψ†iyσ0ψiy
]
+ Sn
Sn =
∫ β
0
dτ
{1
2
∑
i
1
c2n
|∂τχi|2 + 1
2
∑
〈ij〉
|χi − χj |2 +
∑
i
[rn
2
|χi|2 + un
4
χ4i
]}
. (S7)
In the simulation we choose rn = 0.5(0.0) on the disorder (ordered) side of the nematic phase transition and cn =
un = λn = 1.
V. Superconductivity in the nematic ordered phase
Due to the likelihood that the superconductivity in the hole doped cuprates occurs in the nematic ordered phase,
in this section we study the coexistence of superconductivity and nematic long-range order. The results are shown in
Fig. S1. It is worth to mention that in the nematic ordered phase the d and s wave pairing can mix. This is shown in
Fig. S1(b) where a minor s-wave component coexists with the dominant d-wave component. Such mixture has been
observed in YBCO where the four-fold rotation symmetry is explicitly broken by the copper-oxygen chains[1].
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FIG. S1. (a) The comparison of the d- and s-wave SC pairing correlations in the system of L = 14, without and with
nematic long range order. In the latter case, we set rn = 0. These results show that the d-wave SC pairing is enhanced even
in the nematic long-range ordered phase. (b) We plot P d(s)(~xmax) in the nematic long-range ordered phase versus 1/L for
L = 8, · · · , 18. The solid and dashed lines are the best fit using f(1/L) = a+ b/L+ c/L2. Besides the dominant d-wave pairing
long-range order, a weak but finite s-wave component also emerges, as expected in the nematic phase.
8VI. Projector Quantum Monte Carlo
Projector quantum Monte Carlo[2, 3] is one of the determinant QMC algorithms[4] to investigate the ground state
properties of a quantum many-body model. In projector QMC, the expectation value of an observable in the ground
state can be evaluated as:
〈ψ0|O |ψ0〉
〈ψ0 | ψ0〉 = limθ→∞
〈ψT | e−θHOe−θH |ψT 〉
〈ψT | e−2θH |ψT 〉 (S8)
where ψ0 is the true ground state wave function and ψT is a trial wave function which we assume has a finite overlap
with ground state wave function. The imaginary-time projection parameters in our computation is Θ = 40/t, which
is sufficient to obtain converged ground-state quantities within statistical uncertainty. We set the imaginary step
∆τ = 0.1 and also check that results do not change using smaller ∆τ . Here, ZT ≡ 〈ψT | e−2θH |ψT 〉 plays the role
of partition function. After discretizing imaginary time with standard Trotter-Suzuki decomposition[5], it can be
expressed in the form of path integral :
ZT =
∫
[D~ϕ][Dχ]e−SB [~ϕ,χ] 〈ψT |
N∏
τ=1
Bˆτ |ψT 〉 ,
(S9)
where
SB [~ϕ, χ] =
∫ β
0
dτ
{1
2
∑
i
1
c2s
|∂τ ~ϕi|2 + 1
2
∑
〈ij〉
|~ϕi − ~ϕj |2 +
∑
i
[rs
2
|~ϕi|2 + us
4
(|~ϕi|2)2 ]}
+
∫ β
0
dτ
{1
2
∑
i
1
c2n
|∂τχi|2 + 1
2
∑
〈ij〉
|χi − χj |2 +
∑
i
[rn
2
|χi|2 + un
4
χ4i
]}
. (S10)
In Eq. (S10) ~ϕ and χ are the Bose fields associated with the antiferromagnetic and nematic fluctuations, respectively.
The operator Bˆτ are given by:
Bˆτ = e
− 12∆τψ†Kψe−∆τψ
†V sτ ψe−∆τψ
†V nτ ψ
(S11)
Matrices K,V sτ and V
n
τ are:
Kτ ;ij;α,α′;s,s′ = (τ0)α,α′(σ0)s,s′(−tα,ij − µ)
V sτ ;ij;α,α′;s,s′ = λs(τ1)α,α′δij [(~σ)s,s′ · ~ϕi(τ)]
V nτ ;ij;α,α′;s,s′ = λn(τ3)α,α′(σ0)s,s′δijχi(τ). (S12)
Here, τ0,1,2,3 are the Pauli matrices in orbital (x, y) space and σ0,1,2,3 are the Pauli matrices in spin space. In addition
α, α′ = x, y are orbital indices, and s, s′ =↑, ↓ are spin indices. We choose the fermion trial wave function as:
|ψT 〉 =
Nf∏
a=1
(c†P )a |0〉 , (S13)
where P is a matrix with N × Nf dimension. N is the number of sites and Nf is the number of fermions. Usually,
the trial wave is generated from the ground state of non-interacting Hamiltonian. We always check the choice of trial
wave function has no influence on results if θ is large enough.
After fixing trial wave function, the expectation value 〈ψT |
∏N
τ=1 Bˆτ |ψT 〉 can be evaluated[3]:
〈ψT |
N∏
τ=1
Bˆτ |ψT 〉 = det[P †
N∏
τ=1
BτP ], (S14)
thus the effective quantum partition function in projector QMC can be expressed as:
ZT =
∫
[D~ϕ][Dχ]e−SB [~ϕ,χ] det[P †
N∏
τ=1
BτP ] (S15)
9In our simulation different configurations of the ~ϕi(τ), χi(τ) fields are sampled using standard Monte Carlo techniques.
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