A ranking and selection (R&S) procedure allowing comparisons between systems to be made based on any distributional property of interest would be useful. This paper presents initial work toward the development of such a procedure. Previously published work gives a method for using bootstrapping to develop fixed-width confidence intervals with a specified coverage probability around a property of interest. Empirical evidence is provided in support of the use of this approach for building fixed-width confidence intervals around both means and quantiles. Additionally, the use of fixed-width confidence intervals for bootstrapped R&S is demonstrated. For two systems, R&S is performed by building a confidence interval around the difference between two systems. Simultaneous fixed-width confidence intervals are used for R&S on more than 2 systems, and the approach is demonstrated for three systems. The technique is shown to be effective for R&S based on both quantiles and means.
INTRODUCTION
Ranking and Selection procedures are statistical techniques used to select the best system, or a subset of systems containing the best, from a group of competing alternatives. The procedures guarantee a user specified probability of selecting the best system, and typical assumptions include that the response measure is normally distributed and that the analysis is based on expected values of a single stochastic response. A review of ranking and selection procedures can be found in Kim and Nelson (2006) . Traditionally, the response measure is an estimate of the mean, but more recently, increasing attention has been given to developing ranking and selection procedures that allow comparisons to be made more easily on other features of the output distributions. Batur and Choobineh (2010) and Bekki et al. (2007) , for example, both look at the use of quantile estimates from independent simulation runs as a means for comparing competing systems. These approaches address some of the restrictions in the traditional ranking and selection procedures, but are still tailored to a specific feature of the distributions under comparison. A flexible ranking and selection procedure would allow comparisons to be made based on any distributional property of interest. This paper presents initial steps toward the development of such a procedure.
Description of the Problem
Let q i , i = 1, 2, . . . , k represent the same property of interest from distributions F i , i = 1, 2, . . . , k of k systems. Then assume an empirical estimate ofF i , i = 1, 2, . . . , k is generated, and letq i , i = 1, 2, . . . , k represent an estimate of q i based onF i . If N i represents the number of sampled observations used to generateF i , it is of interest to determine the smallest N i that allows us to identify with a specified probability of correct selection (PCS) the system with the largest value of q i .
In the specific case of k = 2 systems, ifq i is the mean, and if F i , i = 1, 2 are known in advance to be normal, the problem can easily be solved analytically. In this case,q i = X i , i = 1, 2, X 1 is N(m 1 , s 2 1 /N 1 ) and X 2 is N(m 2 , s 2 2 /N 2 ). Also, assume that the number of samples used to generatê F 1 andF 2 are identical (N 1 = N 2 = N), and assume m 1 = m 2 (where m 1 and m 2 are the true means of F 1 and F 2 respectively). Based on normal theory, with Z representing a standard normal random variable, the required sample size, N, which ensures selection of the system with the larger q i with probability PCS (=1-a), is shown in (1) 
In the case of real-world situations in which decisions are to be made between k competing systems, however, it is very unlikely that the true distributions, F i , would be known in advance. Moreover, it is also likely that there would more than two systems under consideration. In such cases, we cannot apply (1) for direct calculation of N, making a non-parametric procedure that does not depend on the F i distributions desirable. Nonparametric bootstrapping procedures allow estimates of distributional properties to be obtained from samples and do not make any assumptions about the shape of the underlying population distribution. Consequently, an approach for estimating q i , i = 1, 2, . . . k based on nonparametric bootstrapping would have some attractive features. Swanepoel Swanepoel, van Wyk, and Venter (1983) present a bootstrapping-based approach for determining the sample size required to generate a fixed-width confidence interval around q i , i = 1, 2, . . . , k. The remainder of this paper discusses the Swanepoel Swanepoel, van Wyk, and Venter (1983) procedure, provides empirical support for fixed-width confidence intervals when q represents both the mean and a quantile from the systems of interest, and then demonstrates how the fixed-width confidence interval approach can be used to perform ranking and selection before concluding with future research directions. Swanepoel, Swanepoel, van Wyk, and Venter (1983) present an approach for determining the sample size required to generate a fixed-width confidence interval around q when the samples are i.i.d. Their procedure uses bootstrapping and requires the specification of the desired confidence interval half width, d, the confidence level, a, and an initial sample size, n 0 . Starting first with a sample of size N = n 0 , L new samples, also of size N, are created by sampling with replacement from the original N. An estimate of the property of interest,q Nl , l = 1, 2, . . . L, is calculated from each of the L new samples, and P * NL , the bootstrapped probability that q is contained within the interval q N − d,q N + d , is estimated using (2) and (3), whereq N represents the estimate of q from the original sample.
FIXED-WIDTH CONFIDENCE INTERVALS
If P * NL ≥ 1 − a, then the sample size N was appropriate. Otherwise, N is increased by 1, an additional sample is obtained, and the process of creating L new samples with replacement and calculating P * NL based on the new N is repeated until P * NL ≥ 1 − a.
Application of the Procedure when q is the Mean
Asymptotic properties for the Swanepoel, Swanepoel, van Wyk and Venter (1983) approach are given in their original paper for the cases in which q represents either the mean or the median. Also presented are results from Monte Carlo simulations, performed to evaluate the small-sample behavior of the procedure. Given that the goal is to incorporate their approach as part of a ranking and selection procedure in which smaller sample sizes are more desirable, this small-sample behavior is critical. Their results when q represents the mean show that the small-sample performance of the procedure is very sensitive to the choice of L and n 0 . Specifically, with smaller L values, the actual coverage probability of confidence intervals based on the initial (not resampled) data were not as high as 1 − a. Swanepoel, van Wyk and Venter (1983) , however, looked only at values of L = 25, 100, 200 and n 0 = 5, 10. Efron and Tibshirani (1993) recommend that L should be at least 1000 for standard error estimates, and at least 10,000 for estimates of confidence intervals. Similarly, they suggest that n 0 ≥ 50 for most cases. Given present day computing power, performing the Swanepoel, van Wyk and Venter (1983) experimentation with these larger values of L and n 0 is a realistic possibility. To investigate the impact of these parameter changes, the experimentation performed by Swanepoel, van Wyk and Venter (1983) was repeated using values of L = 200, 10, 000 and n 0 = 10, 50. We tested F = a normal distribution, d = 0.2, 0.3, 0.4, a = 0.05, 0.1,q = sample mean, and the entire procedure was repeated 100 times for each experiment. The experiments in which d = 0.3, 0.4 and a = 0.1 represent cases in which the parameters are identical to the parameters in the Swanepoel, van Wyk and Venter (1983) publication, while the experiments in which d = 0.2 and a = 0.05 give insights for a slightly more severe problem instance. Results of this experimentation are shown in Table 1 , which gives the confidence interval half width, desired coverage probability, initial sample size (n 0 ), and number of times resampling was performed (L). Table 1 : Empirical results to evaluate the small-sample properties of the Swanepoel, van Wyk and Venter (1983) approach with n 0 and L as recommended by Efron and Tibshirani (1993 In Table 1 , for each experimental configuration, the resulting average sample size requirement and standard error (in parenthesis) across all 100 replications are given, along with the resulting coverage probability and standard error. Bolded results are those in which the resulting coverage probability was at least equal to the specified coverage probability. In the column labeled "E(N)", Table 1 also gives the theoretical sample size for building a fixed-width confidence interval of half width d with coverage probability 1 − a around a normal distribution with known s .
The results in Table 1 demonstrate that when the system's distribution is N(0, 1) and when q is the mean, the Swanepoel, van Wyk and Venter (1983) procedure always returns at least the desired coverage probability when the values of the procedure's parameters take on the values suggested by Efron and Tibshirani (1993) . Most notably, when the confidence interval half width and desired coverage probability are the tightest, the experiment done using the Efron and Tibshirani parameters is the only one that returns the desired coverage probability. This implies that the choice of parameters is even more critical when the problem instance is more extreme. Also note that whenever the experimental sample size is greater than the theoretical sample size, the desired coverage probability is obtained. Similarly, the desired coverage probability is less likely to be obtained when the resulting sample size is less than the theoretical value.
Application of the Procedure when q is the 0.7 or 0.9 Quantile
The results in Table 1 support to the use of the bootstrapping approach for generating fixed-width confidence intervals around the mean. However, we are interested in a procedure that is useful when q takes on different types of distributional properties. Consequently, it is of interest to determine whether the Swanepoel, van Wyk and Venter (1983) approach can be used effectively with distributional properties other than the mean. Table 2 shows the application of the procedure for developing confidence intervals around the 0.7 and 0.9 quantiles of the standard normal distribution. Specifically, the impact of the starting sample size and number of times bootstrapping was performed (L) was examined. Desired half widths of 0.2 and 0.3 were examined, along with 200 and 10,000 bootstrapping replications. The entire procedure was repeated 100 times for each set of parameters, and the resulting mean suggested sample size and coverage probability are presented in Table 2 . Table 2 : Empirical results to evaluate the small-sample properties of the Swanepoel, van Wyk and Venter (1983) approach with n 0 and L as recommended by Efron and Tibshirani (1993 The results in Table 2 demonstrate that the choice of initial sample size and number of times bootstrapping is performed are perhaps even more critical when the confidence interval is being built around quantiles rather than the sample mean. Since quantiles are typically more difficult to estimate than means, this result is not surprising. Additionally, the results indicate that as the quantile being estimated tends to the tails, the accuracy of the approach worsens. Specifically, as the desired coverage probability, confidence interval width, and quantile being estimated get more extreme, the initial sample size needs to get larger and larger. The final row of Table 2 demonstrates that with an initial sample size of 200 and replication of the bootstrapping procedure 10,000 times, the desired coverage probability is returned. Consequently, evidence is given in support of the use of the Swanepoel, van Wyk and Venter (1983) approach for developing fixed-width confidence intervals around quantiles. The results also underscore, however, both the need for having a large enough sample size with which to initiate the process and the fact that this sample size is a function of the specific problem instance.
USING FIXED-WIDTH CONFIDENCE INTERVALS FOR RANKING AND SELECTION
Section 2 describes a process for generating fixed-width confidence intervals around a distributional property of interest, q , from a single system at a time and demonstrates that the same process can be used to generate confidence intervals around multiple types of distributional properties. This section addresses how these confidence intervals could also be used to identify with a specified probability of correct selection the system with the largest (or smallest) q i , i = 1, 2, . . . , k.
Ranking and Selection for Two Systems
When only two systems are under comparison, the fixed-width confidence interval approach can be used to build a confidence interval around the difference in the q property between the two systems. This two-sided confidence interval aroundq =q 1 −q 2 of width 2d (d = confidence interval half width) provides a direct mechanism for selecting the better of the two systems. The half width of the confidence interval is analogous to the indifference zone parameter, d , typically used in traditional two-stage ranking and selection procedures. Since the confidence interval is constructed asq = (q 1 − q 2 ) ± d, if the system with the largestq i parameter is chosen as the best, we are guaranteed to have chosen the best system or a system within d = d of the best system with the specified confidence. A description of the algorithm for performing ranking and selection of two systems using the bootstrapping-based fixedwidth confidence interval approach follows. In the algorithm, X Ni = (X 1i , X 2i , . . . , X Ni ) is a sample of size N from the distribution of interest, F i , in system i = 1, 2, . . . , k. Also,F Ni is an empirical cdf of the distribution of interest from system i = 1, 2, . . . , k generated from X Ni . And q i is a distributional property of F i , whileq (X Ni ) is an estimate of q i based on X Ni , i = 1, 2, . . . k.
1. N = n 0 , set 1-a and d 2. Obtain sample X N1 and X N2 , computeq (X N ) =q (X N1 ) −q (X N2 ),F N1 , andF N2 3. Obtain L bootstrap samples of size N fromF N1 :X
Go to 3 (c)
End IF
This algorithm was applied to perform ranking and selection on two systems based on both their means and their 0.9 quantiles. The distribution of all systems was normal, and the d parameter was set to either 0.3 or 0.45, indicating no preference between systems for which the q distributional property is different by less than 0.3 or 0.45. For all three experiments, the bootstrapping procedure was repeated 10,000 times at each sample size, the desired probability of correct selection was set to 0.95, and unique random number streams were used to generate samples from each system, making the resulting confidence intervals independent. The entire procedure was repeated 100 times, and the results from Section 2 guided the selection of the initial sample size, n 0 , for each experiment. The results of this empirical analysis are shown in Table 3 . Table 3 : Empirical results to demonstrate the use of fixed-width confidence intervals for ranking and selection between two systems. System and parameter descriptions for each experiment are given. Column 6 in Table 3 gives the probability of selecting the correct system. Since system 2 has the larger mean or larger 0.9 quantile in all experiments, the probability of correct selection was calculated as the percentage of times in whichq 2 was larger thanq 1 . In all cases, the returned PCS was at least 1 − a, supporting the use of the approach for performing ranking and selection on both means and quantiles.
Table 3 also provides the coverage probability and standard error (in parenthesis) for the confidence interval on the difference between q for the two systems. The true 0.9 quantile for the N(11, 2) system is 13.56, and the true quantile for the N(12, 2) system is 14.56. Consequently, the coverage probability for all three experiments is the probability that the confidence interval contains the value "-1". For all experiments, when the standard error is considered, the desired coverage probability was returned. The average required sample size across all replications for each experiment is also provided in Table  3 . The first and third rows show that, not surprisingly, to achieve the desired coverage probability, the required sample size to develop a fixed-width confidence interval around the differences in the 0.9 quantile was more than double the sample size required to create the the fixed-width confidence interval of the same width around the mean for the same two systems. Finally, Table 3 also demonstrates the impact of the d parameter on both the coverage probability and the sample size requirements. The two experiments in which q represents the mean both have means different by 1.0 between the two systems. However, the d parameter was increased to 0.45 in the second experiment, making the confidence interval width 0.9. The wider confidence intervals required smaller sample sizes even though the variability in System 1 was also slightly increased.
Ranking and Selection for More Than Two Systems
Section 3.1 demonstrates that fixed-width confidence intervals can successfully be used to perform ranking and selection on two systems when the q distributional property represents the mean or the 0.9 quantile. However, when k > 2, a single confidence interval on the difference between two systems is clearly not sufficient. This section discusses the extension of the procedure to more than two systems.
Assume first that simultaneous two-sided confidence intervals of fixed-width 2d are built with coverage probability 1 − a around all pairs of differences, q i − q j ∀ (i, j|i = j). These simultaneous confidence intervals then imply the following useful result from Section 4.2.1 of Hsu (1996) . If
Then,
Hsu's (1996) result in (5) then implies that if the system with the maximumq i , i = 1, 2, . . . , k is selected from all k systems, the selected system is guaranteed with probability 1 − a to be the best system or a system within d of the best system. In order to use Hsu's (1996) result to imply ranking and selection, however, simultaneous confidence intervals of fixed-width 2d and coverage probability 1 − a around the differences of all systems must be built. Section 2 shows a suitable approach for developing the fixed-width confidence intervals, but the method for estimating the bootstrapped coverage probability in Section 3.1 does not provide for more than one simultaneous confidence interval of coverage probability 1 − a. Equation (6), provides a necessary modification to the equation, which defines P * NL to mean simultaneous coverage. In (6), m represents the number of simultaneous confidence intervals being built.
Incorporating this modification to the procedure in Section 3.1, the algorithm for developing bootstrapped simultaneous fixed-width confidence intervals on all pairs of differences is as follows, where k represents the number of systems under comparison. Note that with this approach the number of pairs of differences is m = k 2 . Also, we defineq (X Ni j ) to represent the difference between thê q (X Ni ) andq (X N j ) values for i = j.
End If
This algorithm was used to perform ranking and selection based on both means and 0.9 quantiles for three systems. The distribution of all three systems was normal, and as with the experimentation in Section 3.1, the d parameter was set to either 0.3 or 0.45. For all three experiments, the bootstrapping procedure was repeated 10,000 times at each sample size, the desired probability of correct selection was set to 0.95, and unique random number streams were used to generate samples from each system, making the resulting confidence intervals independent. Also, the entire procedure was repeated 50 times. The results of this empirical analysis are shown in Table 4 . Table 4 : Empirical results to demonstrate the use of fixed-width confidence intervals for ranking and selection between three systems. System and parameter descriptions for each experiment are given. To generate the results in Table 4 , simultaneous confidence intervals of coverage probability 1 − a on all pairs of differences amongst the three systems were generated. In all experiments, system 3 has the largest q value. Consequently, the reported PCS represents the number of times in whichq 3 was the largest of the threeq i , i = 1, 2, 3 values. The PCS values reported in Table 4 show that the correct system was selected in all replications of all experiments, lending support to the approach of using fixed-width confidence intervals for bootstrapped ranking and selection on multiple types of distributional properties. Of note is that the reported PCS is not the same as whether the confidence intervals on the pairs of differences actually all simultaneously contained the correct values; this value is the simultaneous coverage probability and is reported along with its standard error in Table 5 . The experiment numbers in Table 4 (Exp. #) correspond to the experiment numbers in Table 5 and indicate that the desired simultaneous coverage probability is returned in all experiments.
The results in Table 4 also give the mean and standard error of the sample size required across all replications for each experiment. These results demonstrate again that the estimation of quantiles requires a greater sample size than the estimation of means. Additionally, the results demonstrate that as the q values get closer to each other, the required sample size increases. This is evidenced by the fact that in Experiment 4, the 0.9 quantiles are 0.718 units apart (the 0.9 quantile from system 2 is 0.718 units larger than the same quantile from system 1, and the quantile from system 3 is 0.718 units larger than the quantile in system 2), and the required sample size is 1666. Comparatively, in Experiment 3, where the 0.9 quantiles are 1.0 units apart, the required sample size is only 1389.
Table 4 also illustrates that as more systems are involved in the ranking and selection (and, therefore, a greater number of simultaneous confidence intervals must simultaneously have correct coverage in order to make P * NL ≥ 1 − a), the required sample sizes increase. For example, when q represents the mean and k = 2 systems, the mean sample size given in Table 3 was only 331, but when a third system is introduced (as in Experiment 1 in Table 4 ), the sample size increases to 483. Similarly large increases in sample size are noted for the case in which q represents the 0.9 quantile. These extra sample sizes increase the run-time for the procedure, but also may contribute to the high returned PCS. Empirical evidence into the impact on sample size and PCS when k > 3 systems should be obtained as part of future work.
CONCLUSIONS AND FUTURE WORK
A ranking and selection procedure that allows comparisons to be made based on any distributional property of interest from the populations under investigation would be of great use. This paper presented initial work toward the development of such a procedure. Swanepoel, van Wyk and Venter (1983) give a method for using bootstrapping to develop fixed-width confidence intervals with a specified coverage probability around a distributional property of interest. Empirical evidence was provided in support of the use of their approach. Specifically, results showed that when resampling was performed enough times and the initial sample size was large enough, the approach was effective for generating fixed-width confidence intervals around both the mean and the 0.7 and 0.9 quantiles. The fixed-width confidence interval approach was then used to perform bootstrapped ranking and selection. For two systems, the approach required only building a fixed-width confidence interval around the difference between the q in the two systems. The half width of the confidence interval is analogous to the indifference zone parameter of traditional ranking and selection procedures. When bootstrapped ranking and selection is performed on more than two systems, it was shown that simultaneous two-sided confidence intervals of coverage probability 1 − a and fixed-width 2d should first be built around all pairs of differences, q i − q j ∀ (i, j|i = j). The system with the largest q i , i = 1, 2, . . . k is then selected as the best system and is guaranteed to either be the best system or a system within d of the best. For both k = 2 and k = 3 systems, bootstrapped ranking and selection based on fixed-width confidence intervals was shown to be appropriate for making selections based both on means and on 0.9 quantiles. This paper, however, represents only an initial step toward the development of a procedure for determining the earliest point at which a sampling experiment (e.g., a single replication of each of k DES models, each corresponding to a competing system) can be stopped so that the correct system (the one with the largest q ) is chosen at least as often as the specified PCS. To reach that objective, much still needs to be done. Specifically, additionally work should be done with regard to determining the initial sample size required by the bootstrapping procedure used to develop the fixed-width confidence intervals. This work will help ensure thatq is a good estimator of q so that the confidence intervals actually return the desired coverage probabilities. Additionally, the approach presented by Swanepoel, van Wyk and Venter (1983) samples one additional observation at a time. This solution is not practical, and investigations should be made to determine a more efficient method for increasing the sample size between bootstrapping replications. Also of note is that the systems under investigation in this paper had only mild variability and typically had q values far apart from each other when compared to the d parameter. Consequently, future work should also include validation of the approach under more extreme conditions. Lastly, the choices of the L and n 0 parameters were shown in Section 2 to be important. The investigated values of L, 200 and 10,000, are very different; it is conceivable that a value between those two extremes would produce acceptable results and would provide results more quickly, making it a more useful procedure in practice. Additionally, an appropriate choice of n 0 was shown to vary based on the specific system under investigation as well as the d parameter. Therefore, further investigations in to the n 0 , L, and d parameters, as well as the relationship between them, is an important component of future work on the procedure.
Finally, the methods presented thus far also assume that the sampling is being performed on i.i.d. data. However, when the procedure is applied to DES based on queueing systems, the data used to generateF i will not be i.i.d. Suggestions for how to implement bootstrapping procedures on weakly dependent stationary data are found within the literature. Künsch (1989) and Liu and Singh (1992) first introduced the moving block bootstrap, for example. In this approach, blocks of a fixed number of successive observations are resampled (vs. the individual observations themselves). The drawback of such an approach is that both the bias and the variance of the estimators are very dependent on the size of the blocks (Lahiri, 1999) , making the selection of block size very important. Additionally, the resampled data series generated from the moving block bootstrap no longer maintains the stationarity of the original data set (Politis and Romano, 1994) . Politis and Romano (1994) present the stationary bootstrap, which guarantees stationarity in the resampled data.
In the stationary bootstrapping approach, in each bootstrapping replication blocks of a random number of consecutive observations are wrapped together to create pseudo time series, from which the estimate of q is taken. Further investigation into how/whether these bootstrapping approaches can be into the procedure should be performed as part of future work.
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