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Conjugate gradient methods are conjugate direction or gradient deflection 
methods which lie somewhere between the method of steepest descent and 
Newton’s method. Their prmcipal advantage is that they do not require the storage 
of any matrices as in Newton’s method, or as in quasi-Newton methods, and they 
are designed to converge faster than the method of steepest descent. Unlike quasi- 
Newton or variable-metric methods, these are fixed-metric methods in which the 
search direction at each iteration is based on an approximation to the inverse 
Hessian constructed by updating a fixed, symmetric, positive definite matrix, 
typically the identity matrix. The resulting approximation is usually not symmetric, 
although some variants force symmetry and hence derive memoryless quasi-Newton 
methods. In this paper, we present a scaled modified version of the conjugate 
gradient method suggested by Perry, which employs the quasi-Newton condition 
rather than conjugacy under inexact line searches, in order to derive the search 
directtons. The analysis is extended to the memoryless quasi-Newton modification 
of this method, as suggested by Shanno. Computational experience on standard test 
problems indicates that the proposed method, along with Beale and Powell’s 
restarts, improves upon existing conjugate gradient strategies. cl 1990 Acadermc Press, 
Inc 
1. INTR00uc~10N 
Conjugate gradient methods offer a significant improvement over 
steepest descent algorithms at a modest increase in storage requirements, 
and are hence especially well suited to large-scale applications. They are 
conjugate direction algorithms which converge in at most n iterations for 
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unconstrained quadratic optimization problems in R” when using exact lme 
searches. However, they are also applied to nonquadratic problems, 
because smooth functions exhibit quadratic behavior in the vicinity of the 
optimum. In such cases, the procedure is usually reset (reinitialized) every 
n iterations in order to improve the rate of convergence. Various moditica- 
tions of the conjugate gradient strategy have been suggested under the 
relaxation of the quadratic and/or the exact line search assumptions, and 
different restart conditions have been recommended. 
The sequence of iterates for minimizing an unconstrained, differentiable 
function f: R” + R by conjugate gradient methods is generated according 
to 
where 
A= -g,+P,d,-1. (2) 
Here, .xk, gk, dk, and ik are respectively the iterate, the gradient Vf(xk) of 
f( .) at xk, the search direction, and the step length to be taken along dk 
at iteration k. Most conjugate gradient methods differ in their choice for 
the multiplier bk used to construct the search direction given by (2). For 
example, Hestenes and Stiefel [7] derive Bk by requiring the search direc- 
tion dk t0 be Hk-conjugate t0 dk- 1, i.e., enforcing dkHkdk- 1 = 0 (See 
Hestenes [6] or Luenberger [9]), where Hk is the Hessian of f( .) at xk. 
Note that using a quadratic approximation off( .) at xk along with (1 ), we 
have 
(3) 
Hence, the conjugacy requirement gives 
d:(gk-gk-,)=o. (4) 
Substituting (2) into (4) yields Hestenes and Stiefel’s [7] choice (HS) 
Bk= g:(gk-gk-1) =(dcyk)Ak--l 
d;-,kk-gk-d- P: Yk 
(5) 
where for convenience, we have denoted 
yk=gk-gk-I and pk~(Xk-Xk--)~~k~,dk~l. (6) 
The Polak and Ribiere [16] choice (PR) for Bk is given by 
(7) 
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and is a reduction of (5) when exact line searches are performed, since 
gLdk- i = 0 in this event. Furthermore, when f( . ) is quadratic, all the 
directions generated via (2) using (5) or (7) are mutually conjugate, and 
the gradients of f( .) at the different iterates are mutually orthogonal. In 
particular, we have, 
g:g,-,=o. (8) 
Hence, for quadratic functions and under exact line searches, the PR choice 
(7) further reduces to the Fletcher and Reeves [S] formula (FR) 
In fact, using exact line searches, although the (FR) and (PR) choices for 
Pk are equivalent when f( .) is quadratic, the choice (PR) turns out to be 
preferable with nonquadratic functions as demonstrated by Powell [18]. 
However, in order to facilitate convergence to a point of zero gradient 
when using the PR choice, Powell [ 191 recommends a further modification 
in which flk is set to zero whenever (7) turns out to be negative. In the 
same spirit, when inexact line searches are performed, we would expect the 
HS formula (5) to be preferable, and this is confirmed by our compu- 
tational results in Section 4. Note that when inexact line searches are 
performed, the conjugacy relationship holds only between consecutive 
directions, even whenf( .) is quadratic. Nazareth [ 1 l] and Dixon et al. [3] 
propose alternate three-term recurrence relationships for generating 
mutually conjugate directions in this case, if so desired. However, we con- 
centrate on directions generated via the traditional formula (2). 
Perry [lS] observes that using the (HS) choice, the direction dk in (2) 
can be rewritten as 
dk= - I-‘& g,E -Qysgk. [ 1 Y.iPk 
Note that Q:” plays the role in (10) of an approximation to the inverse 
Hessian, but is not symmetric. Hence strictly speaking, it is not a 
memoryless quasi-Newton update (see Luenberger [9]). More pertinently, 
if Qk is denoted as some approximation to the inverse Hessian, the quasi- 
Newton condition requires that Qk yk = pk, or under symmetry, that 
ylQx = P:. (11) 
Aside from nonsymmetry, (10) yields y;Qy” = 0. Now, Perry [15] notes 
that under inexact line searches, it is more appropriate to choose dk as 
-Qh where (P) denotes Perry’s choice and the inverse Hessian 
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approximation Q,’ is chosen to satisfy the (quasi-Newton) condition (11) 
rather than simply H,-conjugacy. Hence, y;d, = -,t’h Q,’ g, = -pL gk must 
hold. Substituting this in (2) gives Perry’s choice for Pk and the corre- 
sponding direction d, as 
dk= - 
c 
&PkY;+P,Pb 
?$Pk YLPk I 
gkE -erg,. 
(12) 
(13) 
Note that an extra term is added to Q,“” to yield the approximation Q,‘, 
and that the choice (P) given by (12) is identical to (HS)/(PR) if exact 
line searches are performed. However, Shanno [21] observes Q,’ is not 
symmetric and so, although (11) holds, the true quasi-Newton condition 
Qk yk = pk is not satisfied with e/i = Q,‘. By adding the term -yk pi/y: pk 
in (13) to make the new Q,’ symmetric, and then forcing the quasi-Newton 
condition to hold, Shanno [21] derives the search direction 
dk = -QpBFGSg,, 
where 
,pBFGs E I- (PkY;+.YkP1) 
.v: Pk 
+[1 +E]g. (14) 
As observed by Shanno [21], this corresponds to a memoryless BFGS 
update, and hence the notation MBFGS in (14). Again, with exact line 
searches, this reduces to the (HS)/(PR) strategy. Additionally, using 
Beale’s [2] restart criterion triggered by a condition due to Powell [lS] 
(see Section 3 below), Shanno [21] proposed the following alternative 
algorithm. Let t denote the iteration at which a restart is performed under 
Powell’s [lS] criterion. Shanno first performs a memoryless update on the 
identity matrix using Oren and Spedicato’s [14] self-scaling conjugate 
gradient strategy at the restart iteration r, and then updates this at the 
current iteration k via the standard BFGS update scheme (see, e.g., 
Luenberger [9, Chap. 91). This leads to the search direction which is 
reproduced for convenience below to correct typographical errors in 
Eqs. (34) and (38) in [21, p. 2501: 
dk= -fikgk+Ptg,k4’k- 
Pf, Yk 
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where 
P’Y @,g,=” yty gk- (164 
Hence, the above procedure due to Shanno [21] employs a sequential 
double quasi-Newton update, and is therefore abbreviated as (SDQN). 
The foregoing strategy is motivated by the superior convergence rate 
properties of quasi-Newton methods over traditional conjugate gradient 
methods (see McCormick and Ritter [lo]). Note that as shown by 
Nazareth [12], when minimizing a quadratic function with a positive 
definite Hessian and employing exact line searches, the conjugate gradient 
method and the BFGS quasi-Newton method generate identical search 
directions at each iteration when initialized at the same point. However, for 
use with nonquadratic functions, Nazareth [ 12, 131 proposes combinations 
of conjugate gradient algorithms with quasi-Newton methods, which either 
employ less frequent updates or employ updates over reduced subspaces 
defined at each iteration by using some recent gradients and/or directions. 
Observe that Shanno’s [21] SDQN method described above is a member 
of this class of algorithms. 
In the sequel, we extend Perry’s [ 151 approach to yield a scaled version 
of (12)-( 13) and of the memoryless quasi-Newton update scheme (14). 
Different strategies attempted for selecting the scaling parameter are 
discussed. One particularly simple choice, however, produces consistently 
superior results, and is therefore chosen for implementation. All of the 
foregoing existing methods and the proposed algorithms are tested using 
Beale’s [2] restart scheme along with Powell’s [18] restart condition, and 
using an inexact quadratic interpolation line search technique. The 
computational results establish the relative advantage of the proposed 
modifications over the previous procedures. 
2. PROPOSED STRATEGIES BASED 
ON SCALED QUASI-NEWTON UPDATES 
We now assume throughout that line searches are performed inexactly. 
Following Perry [ 151, our scheme relies on the quasi-Newton condition 
(1 l), rather than conjugacy, in order to derive the multiplier Pk in (2). The 
method is motivated by the fact that Perry’s derivation for fik in (12) is 
essentially based on equating dk = -gk + pkdk ~ 1 to - Qk g,, where Qk is 
an approximation to the inverse Hessian, albeit nonsymmetric. However, 
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suppose that it turns out that the Newton direction -Hi ‘gl is in fact 
contained in the cone spanned by -gk and LIP ,, and not coincident with 
d k-l. Then ljk cannot alone ensure equality of d, E -g, + pkdr: ~, and 
-H; ‘gk. This is because, under these assumptions, dk and the Newton 
direction are only guaranteed to be collinear. However, by using an 
appropriate scale parameter sk, we can write 
S,d,ESk[-gk+Bx.d~..,]= -H,‘g,. (17) 
Transposing both sides and multiplying with HkdkP , yields 
But from (3), Hkdkp, = Jk/& ,. Using this along with (6) in (18) and 
solving for Bk, we obtain 
(19) 
We abbreviate this modified choice of Pk as (P-SU) for convenience. Notice 
from (12) that with sk = 1, this coincides with Perry’s strategy (P), and as 
sk + co, this coincides with the (HS) choice (5). Hence, (19) provides a 
unifying framework, yielding a continuous variation between Hestenes and 
Stiefel’s [7] and Perry’s [15] strategies. Note that with exact line searches, 
pi g, = 0, and therefore the choice of sk is immaterial, and convergence for 
quadratic functions is obtained in at most n iterations as before. Also, 
observe that when inexact line searches are performed, the quantity -pi gk 
is likely to be positive if the step length /zkp 1 is too short, and negative if 
it is too long relative to the optimal step length. Hence, when Sk lies in the 
range (0, 1) and approaches zero, assuming that the denominator of flk in 
(19) is positive (which is likely if the line search is not too inaccurate), the 
quantity fik will become large in magnitude and positive in the former case, 
and negative in the latter case. Consequently from (2), the search direction 
dk at .Y’ will be aligned closer to dk ~, in the first case, and to -dk , in 
the second case, thus forcing a more accurate line search. 
Next, we need to specif? a suitable value for the scaling parameter sk. 
Note that in the above scenario, since a unit step length along the Newton 
direction is optimal with respect to the quadratic approximation, sk in (17) 
has the interpretation of being an optimal step length that needs to be 
taken along dk = -g, + /lkdk ~, using this approximation off( . ). However, 
flk is itself a function of Sk in (19). Hence, this leads to the following 
derivation. First, using a quadratic approximation f(x” + Id,) = 
f(x”) + idi gk + $Eb2d:Hkdk for the line search, the optimal step length to 
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be taken along a direction dk at xk is given by A* = -dLgkldLHkdk. 
Equating this 1* to sk in view of the above interpretation, we get, using (2), 
(20) 
Let us denote the denominator of (20) as D. Using (3), we get that 
D~g:Hkgk+Bk[Bkd:~1-2gf]Hkdk-, iS giVen by 
Now, we can use a second-order Taylor’s expansion of f( .) at xk to 
approximately write 
(22) 
where o! is some small positive constant, say, tl = 0.01, Substituting (21) and 
(22) into (20), and using fOrIIdi (19) for fik, we obtain a linear equation 
in Sk which yields 
Observe that sk in (23) need not be positive in general. Whenever Sk < 0 in 
(23), one can resort to selecting Sk as the actual previous step length A& I, 
or simply use sk = 1 (Perry’s choice), or take Sk + 00 (Hesteness and 
Stiefel’s choice). Since a nOnpOSitiVe Value of Sk does not appear to favor 
the use of the quasi-Newton type of condition (1 1 ), we opted for the latter- 
most strategy whenever Sk < 0. Hence, we first Compute 
Sk given by (23) in case this is positive, and Sk + co otherwise. (Cl) 
Next, we substitute this value of Sk in (19) to obtain Bk, and finally, use 
this fik in (2) in order to obtain the search direction dk. Note that for quad- 
ratic functions and using exact line searches, convergence in at most n 
iterations is obtained as before. Furthermore, in this case, Sk in (23) is itself 
the optimal step length to be taken, and hence, no line search needs to be 
performed. For the nonquadratic case, since sk given by (23) is based on 
a quadratic approximation for f( . ), it remains a viable approximate step 
length. However, its use gave mixed computational results, and so we chose 
not to employ this prescribed step length. 
As an alternative to the choice (Cl), one can recommend the actual 
previous step length &- I to be used as an estimator for Sk. This yields 
409.‘150.‘2-6 
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another particularly simple choice (C2), which does not involve the 
additional functional evaluations and computations in (23) : 
There are several other choices of sL which we attempted, including the 
smoothing option s/i = (skp, + EL- ,)/2 with s, E 1, and the option of 
selecting sk as a least-squares minimizer of IIs~[H~ g, - /Jk H,d, , ] - g, I/ ’
in view of (17). However, the above choices (Cl ) and (C2) performed 
consistently better, and hence, we omit further details of these alternatives. 
Illustrative Example 
To illustrate, consider the unconstrained minimization of the quadratic 
objective function f(x) = 4x: + 4.~: - 4x, x2 - 12x, defined on R2, taken 
from Bazaraa and Shetty [ 11. Arbitrarily, let us assume that 
xk- ’ = (- 4, 1 )‘, that the direction of motion at .yk ~ ’ is dk _ r = (1, O)‘, and 
that we have taken an inexact step length of & ~, = 4 at xkp ’ along dkP, 
in order to arrive at xk = (0, 1)‘. (The exact step length is unity, and k may 
be equal to 2.) From (6), let us also compute 
g&,=(-8, -2)‘, g,=(-4, -4)‘, yk=(4, -2)’ and Pk=($O)‘. (24) 
Now, let us compute dk in (2) using (i) the conjugacy relationship which 
leads to the (HS) choice (5), (ii) using Perry’s [IS] formula (12), and (iii) 
using our strategy with choice (Cl) above. 
Case (i). The H-conjugacy relationship yields via (5) that Bk = -2. 
Since the step length &-, was short of the exact value, the fact that fik < 0 
in obtaining dk as H-conjugate to dk- r is to be expected. From (2), this 
gives the direction dk = (2,4)‘. The optimal step length along this direction 
is i, leading to the point (i, 2)‘, which is not optimal. Of course, the 
conjugate direction (2,4)‘, would have led to the optimal solution if an 
exact line search had been performed at ,ykp ‘. 
Case (ii). Using Perry’s formula (P) in (12) gives Bk = - 5. This leads 
to dk= (2, 4)’ via (2). Note that the Newton direction at xk is 
-HP ‘gk E (1, 1)’ so that a unit step length along this direction would lead 
to the optimal solution (1,2)‘. However, the direction dk = ($,4)’ has an 
associated optimal step length of (g), leading to the iterate ($$, s)‘. 
Case (iii). Recognizing the scale factor Sk which must be used in (17) 
along with the quasi-Newton condition in order to recover the Newton 
direction if possible, we obtain via (23) that sk = $. Substituting this into 
(19) yields ljk = 0, and leads to dk = (4, 4)’ via (2), which is l/sk E 4 times 
the Newton direction (1, 1)’ at .xk. Now, minimizingf( .) from xk = (0, 1)’ 
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along dk = (4,4)’ requires an optimal step length of $, which is indeed Sk 
itself, yielding the optimal solution (1, 2)‘. Hence, this illustrates the 
advantage of the scaling modification of Perry’s [15] algorithm. 
Derivation of a Scaled Version of the MBFGS Update (14) 
Recall that as pointed out by Shanno [Zl], Perry’s [15] method when 
made symmetric and forced to satisfy the quasi-Newton condition yields 
the memoryless BFGS update in (14). In the same spirit, when flk is given 
by (19) via our strategy above, we obtain from (2) that 
dk = -Qkp-sugk, where QE”” = PkY:+ PkP: I-- - 
Y: Pk 1 skY:Pk ’ 
(25) 
Hence, following Shanno [21], suppose that we make Q%“” symmetric by 
adding to it the term ( -yk pi/y:pk), and thereby obtain the update 
Qk=z---- ~ PkY: YkP;+ PkP: 
Y:Pk Y:Pk SkY:Pk’ 
(26) 
Now, from (17), since skdk is supposed to be our quasi-Newton direction, 
where dk= -Qkg, for some update Qk, we want SkQk to satisfy the 
quasi-Newton condition SkQk yk = pk. However, from (26), we have 
SkekYk= Pk-SkPk(YiYk/YbPk). (27) 
Therefore, in order to force the quasi-Newton condition while maintaining 
the symmetry in Qk, we add the term (Y:Yk/Y:Pk)CPkp:/Y:Pkl to Qk. 
This gives the required Qk = Q~BFGS-SU, say, which is our modification of 
Q/c MBFGS in (14). (It is easily verified that the (scaled) quasi-Newton condi- 
tion SkQk MBFGS-SUyk = pk holds.) We hence obtain 
dk = -Q~BFGS-S”gk, (284 
where 
MBFGS-S” _ z- bk Y: + Yk P:] 
Qk - yipk +[t+$$g- (28b) 
Notice that when sk = 1, (28) coincides with the memoryless BFGS update 
(14). Also, whenever exact line searches are performed, pi g, is zero and so 
dk in (28) reduces to the Hestenes and Stiefel [7] direction given by (2) 
and (5). Hence, the conjugacy relationship holds in this case and so 
convergence is obtained in at most n iterations for quadratic functions. 
Again, a derivation similar to (23) may be used to estimate Sk, or we may 
simply use Sk = 2k-r as in (G2). 
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3. INCORPORATING BEALE AND POWELL'S RESTART CRITERIA 
It is well known that the rate of convergence of a conjugate gradient 
algorithm is only linear unless if it is appropriately restarted occasionally, 
at least every n iterations. (S ee McCormick and Ritter [lo] and 
Hestenes [6].) Instead of restarting at some iteration r with the negative 
gradient direction, Beale [2] suggested that one ought to restart by using 
the computed direction d, itself, which contains useful second-order type of 
information. At the next iteration k = T + 1, the direction dk is computed as 
-gk+BkL1, i.e., 4+, = -gr+l +A+, d,, where pli is derived using any 
appropriate formula. However, in order to maintain conjugacy for itera- 
tions k > r + 1, Beale [2] shows that one needs to use an additional term 
in (2) as given below: 
where 
Pb) 
Powell [18] suggested that one should use Beale’s restart technique by 
setting r = k - 1 either whenever 
Id-,g,l >,o.211gkl12 (30) 
holds or every n iterations, whichever occurs first. Additionally, Powell 
suggested that one ought to check if the search direction is a sufficiently 
descent direction by verifying if 
(31) 
holds. In case (31) is not satisfied, then Powell recommends that the 
procedure may be reset by putting z = k - 1, and redefining dk via (29) 
using yr + , = 0. 
This strategy is shown to yield very favorable results when used with 
the (HS) choice (5), as compared with the standard (PR) and (FR) 
approaches. Also, Shanno [21] reports that this Beale-Powell restart 
criterion leads to a significant improvement in the overall convergence 
properties of his proposed algorithms. Our experience also supports this 
result, and hence this restart criterion is used with all the strategies tested 
herein. Additionally, observe that if exact line searches are used, then when 
the procedure is reset at z = k - 1, the direction dk at k = t + 1 is a descent 
direction, since d: gk = -(Jg,Jl* in this case. However, with inexact line 
searches, if this dk is not a descent direction, we reset with r = k and use 
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dk = -g, as in Perry [ 151. For a modified three-term conjugate gradient 
scheme with alternative restart procedures when inexact line searches are 
performed, we refer the reader to Dixon et al. [3] and Nazareth [ll]. 
4. COMPUTATIONAL RESULTS 
Methods Tested 
In this section, we provide computational experience with the methods of 
Hestenes and Stiefel (HS) [7], Polak and Ribiere (PR) [ 161, Fletcher 
and Reeves (FR) [S], and Perry (P) [15], as well as with Shanno 
[21] and Perry’s [ 151 memoryless BFGS update strategy (MBFGS), 
Shanno’s [21] sequential double quasi-Newton strategy (SDQN), and our 
proposed modifications (P-SU) of Perry’s strategy and (MBFGS-SU) of 
the memoryless BFGS strategy of Section 2. These methods are given 
respectively by Eqs. (5), (7) (9) (12), (14), (15, 16), (19), and (28) used 
in conjunction with (2) where appropriate. Additionally, we report 
experience using (Cl) and (C2) in (19) with (P-SU), and similarly with 
(MBFGS-SU). The Beale-Powell restart criterion embodied by (29), (30), 
and (31) was used with all the methods in the same manner, except that 
Shanno’s [21] algorithm (SDQN) has this restart built into it in (15, 16). 
Note that unlike Shanno [21], we add the term ykdr in (29) to the 
MBFGS and the MBFGS-SU strategies as well, so that with quadratic 
functions and exact line searches, convergence is obtained in at most n 
steps. We found that this significantly improves both the latter strategies. 
Test Problems 
Standard test problems, along with recommended starting solutions, 
available from various sources in the literature were used for the 
comparisons. These problems include those used by Perry [15] and by 
Shanno [21]. For convenience, these problems are reproduced in the 
Appendix, and are indexed in this same order along with the values of n 
in the tables below. 
Overall Convergence Criterion 
All the methods were assumed to have converged when each component 
of the gradient vector was less than 10p5. As mentioned by Shanno [Zl], 
although this is not an ideal criterion and it is typically more difficult to 
achieve than those based an objective function values, it is more realistic 
since the optimal objective value is usually unknown. Whenever this 
criterion was not satisfied within 400 iterations, the method was said to 
have failed in such an instance. This is indicated by an F in the tables 
below. 
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Line Searches 
Two types of standard quadratic interpolation line searches were 
attempted for the problem of minimizing $(A) =,f(xk+ Ad,), ,? 30 (see 
Luenberger [9]). These methods are designated LSl and LS2 below. 
In LSl, three points sl, <CI~ -cc(~ are first determined such that 
4(x1) > I$(CQ) < 4(a3), with at least one inequality strict. The value of tl, is 
taken as zero. If &;lk- 1) < d(O), then we set c(~ = & _, , and otherwise, we 
set cl3 = & ~, . In the former case, cl3 is found by doubling c(~ sequentially 
until the required condition on the three points is satisfied, and in the latter 
case, the value of a? is found by halving CQ sequentially until this condition 
is satisfied. A quadratic curve is constructed through these points, and its 
closed-form minimizer X is determined. The value of 1, is then chosen as 
argmin {#(A): 1 equals CI~ or 2). 
For the line search LS2, after & = A:, say, is determined as in LSl 
above, if the quadratic fit minimizer 2 = CC, then the procedure halts with 
X as the prescribed step length. Otherwise, using 1 and two of the three 
points c(i) LX*, and u3, a set of three points satisfying the condition stated 
in LSl is obtained as follows. If X > CC*, then these three points are selected 
as (tlZ, X, aj) if d(x) < #(a,), and as (c(, , c(~, 1) if d(x) > d(tl*). On the other 
hand, if X < Q, then these three points are selected as (LX,, 2, a2) if 
qVJ)<4(a2), and as (2, a,, clj) if #(;i) > #(cQ). (Note that if 4(X) = &cI~), 
then the third point selected above from CX, or ~1~ should have a larger d( .) 
value.) Then, a quadratic lit is constructed for these three points and a 
revised solution 1: is determined as in LSl above. This process is con- 
tinued until for some jlk = 1;i, q > 1, any one of the following conditions 
holds: If(x”+A;ldk)-f(xk)l < lo-‘If(x or I;lp-%$-‘I 6 lop5 (where 
nl is taken as the initial value of tx2 in LSl), or /d:gk+,l <~ldig~l, where 
g, + , z V’(xk + Agd,). A value of E = 0.1 as recommended by Shanno [21] 
was attempted. (We also tried E = 0.9, but this gave results almost identical 
to the line search LSl.) We remark here that the foregoing line search 
techniques are practical, empirically attractive schemes. However, for 
ensuring theoretical convergence, one would need to operate LS2, for 
example, until some inexact line search termination criterion such as that 
of Armijo, or Goldstein, or Wolfe is satisfied (see Luenberger [9]). 
Statistics Reported 
For each problem solved, we report the total number of (major) itera- 
tions (ITER), and the total number of function and gradient calls (IFN) 
used by each procedure. (The latter quantity is given in brackets for ease 
in reading.) An F indicates that the convergence criterion was not met in 
400 iterations, as noted above. Also, for each problem solved, we ranked 
the eight methods using average ranks, in order of increasing values of 
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IFN. Methods which had IFN values within 10% of each other were 
considered as ties, and were given common average ranks. Hence, for each 
problem the ranks sum to 1 + 2 + . . . + 8 = 36. When several values of n 
were tried for any test problem, the ranks over these problems were 
averaged for each method. Finally, the ranks over all the problems were 
summed for each method, and these sums were then normalized by divid- 
ing through by the smallest such sum. These quantities are respectively 
denoted as the Total Ranks and the Total Normalized Ranks. 
Results 
We first attempted to study the performance of the choices (Cl) versus 
(C2) for selecting the scaling parameter sk to be used in (19) and (28) for 
the proposed strategies (P-SU) and (MBFGS-SU), respectively. (A deriva- 
tion similar to (23) was used for (Cl) in connection with (MBFGS-SU).) 
Table I gives the results using the line search LSl. Note that with the 
TABLE I 
Comparison of Strategies (Cl) and (C2) for Selecting the Scaling Parameter 
Problem 
1 (n=2) 
2 (n=2) 
3 (n=4) 
4 (n=4) 
5 (n=2) 
6 (n=5) 
(n = 10) 
(n = 20) 
(n = 50) 
7 (n=20) 
(n=40) 
(n=lOO) 
(n = 200) 
8 (n=3) 
9 (n=5) 
(n = 10) 
10 (n= 10) 
(n = 20) 
(n = 30) 
(n = 50) 
(P-SU) (P-SU) 
with (Cl) with (C2) 
ITER(IFN) ITER(IFN) 
4(41) 
24(174) 
65(427) 
22( 178) 
8(56) 
40(227) 
85(464) 
129(688) 
259(1360) 
15(107) 
22( 147) 
34(208) 
47(269) 
21(143) 
49(343) 
232(1897) 
8(51) 
lO(63) 
25(151) 
15(95) 
5(28) 
24( 164) 
64(352) 
20( 142) 
8(48) 
42(201) 
80(353) 
124(535) 
273(1163) 
15(92) 
21(120) 
33(170) 
47(225) 
27( 150) 
51(298) 
289(2106) 
7(40) 
9(50) 
lO(56) 
12(65) 
MBFGS-SU 
with (Cl) 
ITER(IFN) 
MBFGS-SU 
with (C2) 
ITER(IFN) 
4(41) 
24( 165) 
76(504) 
32(243) 
8(61) 
37(208) 
71(386) 
136(730) 
262(1371) 
18(122) 
23( 149) 
39(241) 
48(274) 
19( 134) 
48(354) 
246( 1919) 
9(56) 
lo(@) 
lO(56) 
12(76) 
6(41) 
23(169) 
58(330) 
35(251) 
8(46) 
43(205) 
76(343) 
146(639) 
261(1118) 
15(91) 
21(120) 
34(175) 
48(227) 
22(132) 
42(260) 
151(1031) 
9(49) 
lO(55) 
lO(56) 
15(77) 
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method (P-SU), the strategy (Cl) takes at least 10% more gradient and 
function evaluations than does (C2) for all the test problems, except for 
Problems 8 and 9 (with rz = lo), where it performs about 10% better than 
(C2). Similarly, with the method (MBFGS-SU), the strategy (Cl ) performs 
about the same or worse than the strategy (C2). Hence, we recommend the 
strategy (C2), and all the results given below use this choice for selecting 
sk. However, for less nonquadratic problems, one may expect strategy (Cl ) 
to be more competitive. 
Table II gives the results using the line search LSl. The proposed scaling 
modifications (P-SU) and (MBFGS-SU) both appear to provide an 
improvement over (P) and (MBFGS), respectively. In particular, the 
proposed strategy (P-SU) appears to dominate the other strategies tested. 
The overall relative performance of the methods is evidenced by the Total 
Ranks and the Total Normalized Ranks given in Table II. 
Table III gives the results using the line search strategy LS2. Observe 
that on an overall comparison of Tables II and III, the line search strategy 
LSl seems to be preferable. In particular, for the proposed method (P-SU ), 
the line search strategy LS2 performs better on 4 problems, worse on 5 
problems, and about the same on the remaining 11 problems as compared 
with LSl. Again, comparing the relative performances of the different 
methods, the proposed method (P-SU) dominates all the other methods. 
This dominance seems to be more pronounced here than under the line 
search strategy LSl in Table II. This perhaps indicates that the proposed 
modifications generate better search directions which enhance their relative 
performance when using more accurate line searches. 
Finally, we mention that we also attempted to run the algorithms by 
restarting with the negative gradient every n iterations. Similar to 
Powell [ 181 and Shanno [21], we obtained significantly worse results than 
with the use of the Beale-Powell restart criterion. On a relative basis, the 
proposed modification (MBFGS-SU) appeared to perform best in this 
case. On a Total Rank basis, this algorithm gave a Total Rank value of 
35.0, while the methods (HS), (P-SU), (PR), (MBFGS), (P), and (FR) 
gave Total Rank values of 38, 38.5, 39. 39, 45, and 45.5, respectively. 
In conclusion, we have suggested in this paper a scaled version of Perry’s 
method and of the memoryless quasi-Newton algorithm. Both these 
methods, like their predecessors, are derived through the use of the quasi- 
Newton condition rather than the conjugacy relationship, under inexact 
line searches. However, these methods further recognize that there is a scale 
factor which must be attached to the conjugate gradient direction when it 
is used as an estimator for the Newton direction. Using Beale and Powell’s 
restart criterion, the scaled version of Perry’s method, where the scale 
parameter is chosen simply as the previous step length, is shown to yield 
a promising conjugate gradient method. 
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APPENDIX: TEST PROBLEMS AND STARTING SOLUTIONS 
The following functions were used in our computational study, where x0 
is the initial point. 
1. Witte and Hoist’s [23] Strait Function. 
f(x)=(x2-x:)~+100(1-x1)2, x0=(-l .2,1 .O). 
2. Witte and Hoist’s [23] Cube Function. 
f(x) = 100(x* -x:,2 + (1 -x1)‘, x0=(-l .2,1 .O). 
3. C. F. Wood’s Function (see Perry [lS]). 
f(x)= 100(x,-x:)2+ (1 -x,)2+90(x4-x:)2 
+(1-X,)2+10.1(X*-1)2+10.1(x~-1)2 
+ 19 .8(x, - 1)(x4 - l), x0=(-3, -1, -3, -1). 
4. Powell’s [17] Function. 
f(x) = (x1 + 1ox2)2 + 5(x, -x4)2 + (x, - 2x3)4 
+ 10(x, -x,)4, x0 = ( - 3, - 1, 0, 1). 
5. Witte and Hoist’s [23] Shallow Function. 
f(x) = (x2-x:)2 + (x1 - 1)2, x0=(-3, -1). 
6. Rosenbrock’s [20] Function. 
f(x)= i 1oo(xi-x~~,)2+(1-x,-,)2, 
r=2 
x0=(-1 .2, 1 .o, -1 .2, 1-o )... ). 
7. Oren’s Power Function (Spedicato [22]). 
f(x) = (XIAX)2, A = diag( 1, 2, . . . . n), x0=(1, l,...) 1). 
8. Fletcher and Powell’s [4] Trigonometric Function. 
f(x) = loo{ [x, - 108( xI,~7)]2+[r(xI,x2)-l]2}+~~, 
376 
where 
SHERALIANDULULAR x7 
arc tan - if x, >O 
27d(s,, x,) = r i 1 .YI x2 7r+ arc tan - 0 if x,<O x , 
and 
r(x,, 12) = (xf + xy, x0( - 1, 0, 0). 
9. Watson’s Function (Kotvalik and Osborne [S]). 
where 
i- 1 
!‘,=Yjp x0 = (0, 0, . . . . 0). 
10. Mancino’s Function (Spedicato [22 J). 
where 
and 
with 
M = 5, p = 14, y = 3, x0 = (uf,(O), . . . . &(O)), 
-Bn 
a=j?Zn2-(C(+ l)‘(n- 1)2’ 
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