We describe the use of simulation and contrast it to analytical solution techniques for evaluation of analytical reliability models. We also discuss the role importance sampling plays in simulation of models of this type. We next describe the simulator tool we use for our analysis. Finally, we demonstrate the use of the simulator tool by applying it to evaluate the reliability of a fault tolerant hypercube multiprocessor intended for spacecraft designed for long duration missions. We use the reliability analysis to highlight the advantages and disadvantages offered by simulation over analytical solution of Markovian and non-Markovian reliability models.
INTRODUCTION
Recent work in the development of reliability analysis tools has produced a number of software packages that allow complex system behavior to be expressed with analytical models. The systems to which these modeling methods are applied often are complex fault tolerant computing systems designed for very high reliability. However, these systems can exhibit certain types of system behavior that require analytical models for which feasible analytical (numerical) solution techniques are not currently available. In these situations the existing analytical modeling framework may be enhanced to allow simulation of the analytical model (i.e. a fault tree or Markov model) as a replacement solution method to the traditional analytical solution techniques for the model. This is the approach that we follow in this paper.
The very large number of trials needed to obtain sta, tistically significant results historically has been a significant problem for the use of simulation to model complex, highly reliable fault tolerant systems. Recent efforts to overcome this problem have produced new modeling tools capable of obtaining acceptable results with a reasonable number of trials through the use of a variance reduction technique called importance sampling. New modeling tools which incorporate this technique have been designed to be compatible with the Hybrid Automated Reliability Predictor (HARP) modeling tool [9] , which is itself a component of the HiRel package of reliability modeling tools [l] . HARP solves the same types of models as the simulator, but uses analytical (numerical) solution techniques instead of simulation.
As is often the case, the development of the new modeling tool we describe here was driven by the needs of a specific reliability analysis project: the use of hypercube multiprocessors for highly reliable guidance, navigation, and control (G,N,& C) systems for long duration manned spacecraft. We are interested in exploring the use of a fault tolerant hypercube architecture that can use either hot or cold spares. It is clear from preliminary studies that the use of hot and cold spares with the traditional constant failure rate model will not meet the high reliability requirement for long duration space missions without onboard repair [ll, 12, 191 . Recently acquired empirical data provide convincing evidence that decreasing failure rates are common in spacecraft applications [lO] . For these reasons, we want to be able to include decreasing failure rates in our reliability analysis. The inclusion of decreasing failure rates with cold spares requires the use of a non-Markovian reliability model which is substantially more difficult to solve analytically than a Markovian model that assumes constant failure rates. Given the current state of the art, analytical solution of such non-Markovian models generally is tractable only for very small simple models, whereas the model of the above hypercube system is very large. The cumulative effect of all of these factors led us to the use of simulation modeling.
In this paper we summarize the use of simulation as a modeling method and describe how it can be applied to the evaluation of analytical system models. We compare evalugtion of analytical models by simulation to evaluation by analytical solution techniques and describe the role of importance sampling in our implementation of simulation. We next describe the simulator itself and the process of specifying a model for use with it. We then illustrate the use of the simulator by applying it to a hy-percube architecture proposed for a G,N,& C system for long duration spacecraft. We explore the effect of assuming decreasing failure rates for active and cold processors within the hypercube instead of constant failure rates, and demonstrate the advantages that simulation provides over analytical solution methods for such system models.
SIMULATION MODELING FOR RELIABILITY PREDICTION
The usual method of using simulation to evaluate reliability and performance of systems involves building a computer model of the system, generating events of interest (i.e. component failures), and observing the response of the model to the generated events. The timing and types of events are generated using probability distributions which are assumed to govern event occurrence. Values are sampled from the appropriate probability distributions and are used to specify which type of event occurs next and when that occurrence will be. A sequence of events is generated in this manner until either the mission time expires or the system fails. Such a sequence of events provides one instance of how the system would be expected to behave in the environment characterized by the governing probability distributions and is referred to as a "history" or "trial". The model is evaluated at the end of a trial to determine measures of interest such as whether the system is still operating (reliability) or how much work was accomplished (performance), etc. This process is then repeated numerous times to obtain average values for the measures of interest and accompanying sample standard deviations. From probability theory it follows that as the number of trials increases, the average value obtained in the simulation approaches more closely the actual value that characterizes the long run behavior of the system as expressed by the model. The standard deviation, which is a measure of the expected closeness of the simulation average to the actual value, is proportional to -& (where n is the number of trials) [l8] . Hence obtaining a highly accurate value for a measure of interest may require a very large number of trials.
Analytic Solution Methods us. Simulation
An alternate approach to reliability evaluation involves building an analytic (mathematical) model to express the relevant behavior of the system. A number of different analytical model types are in widespread use. One very successful analytical model type is the Markov chain and its generalizations (non-Markovian discrete state models). These models express system behavior by identifying a number of distinct states in which the system may be. The system can be in only one state at a time, and from time to time makes a transition from one state to another. The distribution of the time the system spends in individual states and the characteristics of the transition rates between states differentiate Markovian and non-Markovian models [l3] . Analytical models are usually solved using either direct or numerical methods, so often they can give answers with greater accuracy than simulation methods for a comparable amount of computational effort. However, analytical solution methods suffer from requiring much more memory storage for data structures than simulation methods. As a result, models that become too large to be accommodated by analytical solution methods might still be within reach of simulation techniques. In addition, increasing behavioral complexity in analytical models requires analytical solution techniques with increasing computational requirements. Hence to solve a model of sufficient complexity, an analytical solution method could require more (rather than less) execution time than a simulation method for a comparable level of accuracy in the output. In cases l i e these where the limitations of analytical solution methods are exceeded, simulation provides a useful alternate approach.
The drawback to building a computer simulation model of a system under study is that constructing the model and validating it is often a complex, time consuming, and error-prone process. An alternative is to apply simulation not to a model of the system itself, but to an analytical model of the system such as a Markovian or non-Markovian model. With this approach there is of course the problem of constructing the analytical model. However, this tends to be easier than constructing a system-level simulation model. Also, the topic of analytical model construction has been addressed by a number of researchers in the past several years and tools have been created to assist in model construction (see (31 and [4] for brief surveys of tools for automated Markov model construction). The approach we have chosen for the current study applies simulation to Markovian and non-Markovian models of the hypercube multiprocessor system. This allows us to capitalize on previous work performed by the authors on the hypercube system using Markovian models [5] and permits us to extend the scope of that work.
Simulation for Evaluation of Markovian and nonMarkovian Models
Markovian and non-Markovian discrete-state models can be evaluated by simulation in the following way. Each trial represents a single traversal path among the states of the model. T+e common beginning point for all trials is at an initial state in which all system components are assumed to be' operating correctly. Upon entry into each state, the process is begun for determining the time of transition out of the current state and which state the system goes to next. The time to next transition is sampled from a probability distribution that depends upon there is more than one "clock" in the system upon which component failure rates may depend), the model is a non-Markovian model. We use all three types of models in the present study. Once the time to next transition has been determined, a sampling from a second distribution is done to determine which of the remaining operating components will experience the failure that is the cause of the transition out of the state. The determination of the sampling distributions is described in [14] and [16] . We note that this formulation of the simulation process can accommodate the use of Fault/Error Handling Models (FEHMs) to implement behavioral decomposition for incorporating imperfect fault coverage as is done in HARP [15] . Although that capability was available, we did not consider imperfect fault coverage in the present study. During each trial successive inter-state transitions are generated until either the mission time is exceeded or the system fails, causing the trial to end. The system unreliability is then estimated from the proportion of trials during which the system failed before the mission time was reached.
Importance Sampling
A major characteristic of highly reliable systems is that system failure events are extremely rare. This means that a large majority of the trials are likely to end by the mission time expiring rather than through a system failure. Since system failures are the events of interest, a very large total number of trials must be run before a sufficient number of system failures occur to provide a meaningful estimate from the proportion of failure trials to total trials (i.e. an estimate of the system unreliability). A variance reduction technique called importance sampling may be employed to reduce the total number of trials required. An excellent introduction to importance sampling may be found in [6] . The basic idea behind importance sampling is to select an alternate distribution from which to sample which has much higher probability density than the original distribution in the regions of interest where the original distribution's density is very small. Parity to sampling from the original distribution is maintained by weighting the observations sampled from the new distribution to reflect the relative difference in density magnitude between the two distributions. For example, if the density of the new distribution is four times greater than the density of the original distribution in a certain region, then a failure event observed in that region by sampling from the new distribution is counted as only a of a failure.
The importance sampling techniques implemented in the simulator we used for this study, called forced transitions and failure biasing, are described in [14] . Both have the effect of emphasizing component failure events in order to increase the number of trial terminations due to system failure, hence reducing the total number of trials needed in order to accumulate a sufficient number of system failure terminations to provide an acceptable estimate of the system unreliability.
Simulator Description
The original version of the simulator we used for our analysis was designed by Lewis[l7] and implemented at Northwestern University. It required a system model to be described as a set of components arranged in groups. Each group could optionally have cold spares, and could have either a constant or a Weibull increasing failure rate. Each group could also have a Fault/Error Handling Model (FEHM) associated with it to allow the use of behavioral decomposition as is done in HARP. System failure criteria were specified in the form of a set of component cut sets which the analyst had to derive from a combinatorial model of the system (for example, a fault tree). For our study, we modified this simulator to enable it to use decreasing as well as increasing Weibull failure rates, and to allow it to accept the input model in the form of a dynamic fault tree (see below) rather than as a set of component cut sets. The resulting simulator program accepts its input model in the same form as the HARP program, and accepts input files with the same format as HARP. In addition, it is capable of evaluating all models that HARP is capable of evaluating, making it completely compatible with HARP. This is an important advantage because it allows the reliability analyst to develop his/her system model once and then input it to whatever evaluation program is most appropriate depending on the characteristics of the model and the programs. It also allows a comparative evaluation of the performance of the two programs by applying them both to the same model(s).
SYSTEM MODEL
The hypercube multiprocessor system and the model of it that we use in this study are described in [3] and [5] under the name of Architecture 1. We give a brief description of it here. The architecture is shown in figure  1 . It consists of a 3-dimensional hypercube configured as two fault-tolerant 2-dimensional modules, each with a spare processing node. The processing nodes themselves are multiprocessors containing four active processors and a spare processor. The spare processor can be either a hot or cold spare. The structure of the processing nodes is also shown in figure 1. Each processing node communicates with other processing nodes in the system through four ports. For the system to be operational all eight processing nodes must be operational and must all be able to communicate with each other. Therefore, the system will be considered failed if any processing node fails and a spare processing node is unable to take over or if any two nodes in the hypercube are unable to communicate with each other.
Although the form of the analytical model that is actually evaluated is a Markovian/non-Markovian discretestate model, it is specified by the reliability analyst in the form of a dynamic fault tree [3, 81. When simulation is not used for model evaluation, the dynamic fault tree can be converted into a Markov chain which can then be solved numerically for state probabilities. When simulation is used for model evaluation, the discrete-state structure of the underlying Markovian model is inherent in the simulation process and the dynamic fault tree is used only to determine whether a state which has been entered is a failur: state.
A dynamic fault tree is a generalized fault tree model in which the traditional set of combinatorial fault tree gates is extended to include several non-standard gates that are designed to express sequence dependent behavior. Sequence dependent behavior is behavior that depends in and cold spares (a cold spare cannot fail while it is "cold"; it can fail only after it has been activated to substitute for a failed active component). The functional dependencies appear in the interconnections between the processing nodes; specifically, if either the internode link or one of the two ports on either side of the internode link fails, the remaining two components (link and/or port(s)) become useless to the remaining operation of the system and hence may be considered to be effectively failed themselves. These functional dependencies are modeled with jknctional dependency gates, as shown in figure 2 . Cold spares are used within the processing nodes and are modeled using a cold spare gate, an example of which appears in figure 3 . Figure 4 models a processing node when the spare processor is hot (i.e. active and running from mission start just like the four initially active processors). The 2-outof-4 gate for which the four ports are inputs reflects the effect of the message routing protocol [5] . Figure 3 models the processing node when the spare processor is cold. Diagrams of fault trees modeling the full architecture were omitted from this paper due to lack of space. The interested reader may find them in [3].
PROCEEDINGS

ANALYSIS RESULTS
We evaluated the system model for the cases where all components had constant failure rates with hot or cold spare processors (time homogeneous Markov models), various components had Weibull DFRs with hot spare processors (non-homogeneous Markov model), and various components had Weibull DFRs with cold spare processors (non-Markovian model). For this paper our primary purpose is to illustrate the use of simulation to evaluate the models and contrast it with analytical solution techniques. Therefore we will use here only selected results from our analysis to compare the advantages and disadvantages of simulation vs. analytical solution methods. A more complete reliability analysis of the hypercube system is found in [2] . Our primary analysis goal was to determine whether assuming Weibull decreasing failure rates (DFRs) for components instead of constant failure rates would result in a sufficient improvement in predicted system reliability to conclude that the architecture was adequate to successfully complete a 10 year mission. Results using constant failure rates [2] indicated that the proposed architecture would be inadequate, with the probability of system failure exceeding 60% after 10 years. Initial attempts to evaluate the model with HARP (which uses analytical solution techniques) were not successful due to the large size of the model. The dynamic fault tree model of the system contains 70 basic events (110 components total), and 175 fault tree nodes (basic events + gates). It produces a Markov model with many thousands of states. Furthermore, when Weibull DFRs are assumed together with cold spares, the size and complexity of the resulting non-Markovian model is well beyond the capability of any analytical solver tool that exists today, both'in terms of memory and execution time required for its solution. In contrast, our simulator was able to evaluate the model with none of the problems experienced by HARP. Components with decreasing failure rates were assumed to have an initial failure rate X e l p given in Table 2 : Effect of Weibull DFRs on System Unreliability (Hot Spares) (provided the model is small enough for analytical solution techniques to be used). Table 3 , which shows the reliability of a single processing node in the hypercube A,,ib(t) = AezpatQ-1 ( l ) where a is the Weibull shape parameter [20] which is assumed to have the value a = 0.5. All components not having DFRs were assumed to have constant failure rates given in table 1. The above discussion illustrates the advantage that simulation can have over analytical techniques: simulation may be able to evaluate models that are beyond the reach of analytical techniques both in terms of memory and execution time. Furthermore, if only ballpark evaluations are desired, simulation may be able to produce the required results relatively quickly. Figure 6 contrasts the reliability predictions for the hypercube with hot spares assuming constant failure rates and Weibull DFRs for all components. The results are averaged over 10 runs, with each run consisting of only 1000 trials requiring approximately 4 minutes or less of clock time. With only 1000 trials per run, the standard deviations are relatively large. Nevertheless, the outcome of the comparison is clearly apparent.
However, simulation does have an important disadvantage compared to analytical solution techniques. If the accuracy of the evaluation is important, then the execution time required by simulation to achieve the required accuracy increases rapidly and can quickly become uncompetitive with that required by analytical solution techniques f 0.41 x and the execution time required to obtain it, contrasts the values obtained using HARP to values obtained using the simulator with varying numbers of trials per run. Increases in the accuracy of the reliability estimate, as measured by the decreasing size of the standard deviation, require very significant increases in the execution time. The table clearly shows that it is better to use the analytical solver than the simulator, both in terms of execution time and accuracy of the reliability prediction. This result holds in general, and experience has shown that it is usually preferable to use an analytical solver whenever feasible rather than a simulator to evaluate a reliability model. In particular, whenever accuracy in results is important we feel that the use of a simula, tor generally should be a last resort to be pursued after analytical modeling techniques have been found to be infeasible.
SUMMARY
We have described a reliability analysis study which was performed to determine whether assuming of Weibull decreasing failure rates (DFRs) for components of a fault tolerant hypercube would significantly improve the 10 year system reliability estimate over that obtained assuming constant failure rates. Our results show that a substantial improvement in system reliability does result from assuming Weibull DFRs, indicating that a candidate architecture that would otherwise be considered inadequate insteakcould provide acceptable reliability after all. We also contrasted the use of simulation and analytical solution techniques to evaluate Markovian and nonMarkovian reliability models. Observations made from our analysis indicate that analytical solution techniques are preferable whenever the model is small enough and when accuracy of the answer is important. Conuersely, highly reliable fault-tolerant guidance, navigation, answers for a large model are sufficient, or when the model is too large or exhibits system behavior too complex to be accommodated by analytical solution techniques. Finally, we have described a simulator tool for evaluating Markov and non-Markovian reliability models which is compatible with the HARP (analytical) reliability evaluation program and is part of the HiRel package of reliability evaluation tools. There is a great advantage to having analytical and simulation tools be compatible with each other in this way (i.e., both using the same input models and files, and both providing the same analysis capability) because it allows the reliability analyst a great deal of flexibility in conducting the analysis. Solution methods may be mixed and matched and applied in the most appropriate way to a single system model depending on the type and scope of the desired results.
