Asymptotic approximations to the partition function of Gaussian random fields are derived. Textures are characterized via Gaussian random fields induced by stochastic difference equations determined by finitely supported, stationary, linear difference operators, adjusted to be non-stationary at the boundaries.
template strategies, including snakes, contours, surfaces and deformable areas and volumes [9] , [10] , [11] , [12] , [13] , [14] provide global solutions to the segmentation problem, avoiding the local difficulty of pixel-based methods.
Assume that the image domain, a subset of Z k , is partitioned into M disjoint subregions {V (m) , m = 1, 2, . . . M}. We model the random fields as "cut-outs" from the infinitely extended GMRFs described above. For a random realization X V ≡ {X i , i ∈ V } on a particular subset V , the difference equation is defined by the difference operator L V on V , with the boundary conditions of the cut-out determining the normalizing determinant of the covariance. This normalizer presents a substantial conceptual hurdle for Bayesian shape estimation. Specifically, assume the random field is Gaussian of class α ∈ M (where M is a family of models) with covariance K 
Notice the role the partition function plays! The normalizing determinant of the covariance is determined by the geometry of the partition V and the value of the field associated with the boundary ∂V . Clearly, if the region corresponds to the interior of an unknown shape which is to be inferred and is evolving during the inference procedure, calculation of the partition function over the sub-graph becomes impractical.
The special case where V is rectangular has been well-studied. Kashyap and Chellappa investigated simultaneous AR models on toroidal rectangular regions [15] , [16] , [17] , including applications to synthesis [18] and classification [19] , [20] , [21] . The toroidal wraparound results in a block-circulant covariance, allowing the partition function to be computed explicitly. Noting that straightforward least-squares parameter estimates for simultaneous AR models are not consistent (due to the ignoring of the partition function), they explore maximum-likelihood estimators and a computationally efficient method for computing approximate maximum-likelihood estimates based on a Taylor series approximation to the logarithm. They also explored techniques for choosing an optimal neighborhood structure (section IV, [17] ) in addition to estimating parameters for that structure. Classification
May 5, 2000 DRAFT has also been explored by Fan, Cohen, and coworkers [22] , [23] , [24] . Zhao and Yu, also investigating rectangular regions, presented a modified least-squares estimation procedure which is unbiased [25] . Yuan and Rao [26] estimate the cumulant spectra of GMRFs by smoothing periodograms. Multilevel GMRFs have been considered by Lakshmanan and
Derin [27] .
In many applications, especially biomedical ones, V will not be rectangular, so some additional tools are needed. Previously the difficulty with the partition function was avoided in shape estimation for mitochondria in electron micrographs [28] using pseudolikelihood, a product of conditional probabilities, yielding a modified Bayesian paradigm. This paper is devoted to deriving asymptotic results on the normalization constants so that a purely Bayesian formulation can be adopted.
We have shapes embedded in a continuum in mind, discretized with a fixed sampling size on the lattice. We shall assume that the shapes are large enough relative to their thin boundaries so that
With this assumption, the results will be true for any boundary conditions. Since the inverse covariance of the field is determined by L V L † V , we will show that the determinant of the covariance is given asymptotically by
where c is a constant and T k is the k-torus, parameterized by ω = (ω 1 , . . . , ω k ); −π ≤ ω i ≤ π.
The conclusion is qualitatively the same as the classical Toeplitz theorem in a rectangle:
the shape does not matter as long as the discretized boundaries are thin! It is also kindred to Weyl's result on the asymptotics of the eigenvalues associated with an elliptic differential operator.
Using minimax learning theory, Zhu, Wu, and Mumford [29] have created non-Gaussian MRF texture models which synthesize substantially more realistic textures than Gaussian Note that in recognition applications, we only need enough separation in the Gaussian parameter space to make classification feasible; we are not needing (or claiming) that realizations of our Gaussian models would fool a human observer into thinking they were real-world textures.
II. Gaussian Random Fields Induced by Differential Operators
A. Stationary Processes on Z k Consider Gaussian random fields on the infinite lattice {X i , i ∈ Z k } induced via stochastic partial difference equations of the type (LX) i = W i , where L is a linear difference operator, and {W i , i ∈ Z k } is a white noise process on the lattice. The operator determines the covariance and neighborhood structure of the induced random field (see Section 5.5 of
Let L be a finite difference, bounded support, stationary operator acting on functions f ∈ l 2 (Z k ) (where l 2 (S) denotes the set of square-summable functions mapping a discrete set S into ℜ) with the form
where (3) is tantamount to assuming L(i, j) = L(j − i) = a j−i for j − i ∈ H and 0 otherwise, and bounded support means |H| < ∞. We have made the notationally convenient
The stationary process induced by the operator L on Z k has a spectral representation which asymptotically, with proper normalization, is equal to the determinant of the covariance of the induced process. Introduce the eigenelements {φ(ω), σ(ω)} of the operator L associated with Z k . Since the operator is shift invariant, these are determined by the Fourier transform. Let ·, · be the standard inner product in R k . We will make use of the following properties of the operator of (3) and its p-th power:
, with L (p) (·) and the spectral den-
These properties are readily proved by rearranging summations and manipulating indices. Property (4) follows by induction. See [30] for details.
Since the operator has bounded support, there is no issue with the existence of the Fourier transform. If L is self-adjoint (symmetric), then σ(·) is the square root of the spectrum of the associated Toeplitz operator (
B. Processes on Finite Subsets of Z k
For finite regions V ⊂ Z k , we define {X i , i ∈ V } to be a real-valued Gaussian MRF satisfying a stochastic difference equation defined by a difference operator L V on V , with appropriate boundary conditions. We specify interior neighborhoods so as to include only sites in V corresponding to choosing one of the boundary configurations. We shall work with the 0-boundary, defined as follows. Let f 0 : Z k → R, f 0 having support only on V with 0-boundary:
V } a white noise process of independent, identically distributed Gaussian variables with variance σ 2 , then X is a Gaussian MRF with the density
where
.2 of [8]).
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III. Asymptotics of Gaussian Random Fields
Placing the inference of underlying ideal shapes into a Bayesian framework requires calculating the likelihood of the set of shapes given by the probability of a partition of the scene into a family of Gaussian fields. The fundamental issue which arises is that the value of the field on the boundary ∂V determines the normalizing determinant of the covariance.
The asymptotics we now examine are a direct assault on the influence of the boundary on the covariance, appealing to results familiar to Toeplitz afficianados [31] . For this, the crucial assumption exploited is that the operator L V is homogeneous over the interior sites in V o . This allows for the calculation of the eigenfunctions and eigenvalues of the operator associated with Z k , corresponding to complex exponentials and Fourier transforms of the operator. Such expressions appear in [32] , [33] and particularly in the early work of
Whittle [34] and recent work by Kent and Mardia [35] . Our extension of these ideas relies on the fact that the normalized finite volume partition function has dependence on the boundary which goes as O(
|∂V | |V |
). This provides a handle on the asymptotic properties of the eigenvalues determining the covariance K X V .
A. Asymptotic Log-Normalizer Theorem
This section examines the eigenstructure of the inverse covariance L V L † V as the support set V grows on the lattice Z k . Define Ω 0 ⊂ R k to be the interior of some simply connected region. Apply elements of the scale group with parameter n to Ω 0 , and then associate the subgraph V n = {z ∈ Z k |z/n ∈ Ω 0 } corresponding to the subset of lattice sites of fixed spacing interior to the scaled Ω 0 . The asymptotics occur as the volume is allowed to grow with the scale of the shape, n → ∞. Notice the number of points in V n , |V n | → ∞ with n → ∞. We assume the boundaries are thin,
With this assumption, our results will be true for any boundary conditions; since the shape is arbitrary it is most natural to study the 0-boundary. Define f 0 : Z k → R to be f on V n with 0-boundary:
n . With these defined, we have the following main theorem.
Theorem 1: Let the boundary be thin so that
If the domain of the eigenvalues does not include 0, then
Proof: The proof is in the appendix.
IV. Simultaneous AR Image Modeling via Asymptotic

Maximum-Likelihood Estimation
Explicitly writing the operator L V = L V (a) as a function of the coefficients a, the
From property 2 in Section II-A and Theorem 1 the estimators a AM L given by
are asymptotic ML (AML) estimators in the sense that
The following subsections explore three choices for imposing structure on the a h -s. MAT-LAB subroutines implementing some of these computations are available on the web at www.cis.jhu.edu/wu_research/gaussian-textures.html.
A. Laplacian Operator Induced Gaussian Processes
For our first example, consider the Laplacian in R 2 made non-singular:
where ∆ =
. This corresponds to model NC1 on Table I of Jain and Jain [7] ; it was used to model potato textures in [36] . Model textures as Gaussian random fields with mean µ and covariance structures induced via solutions of the stochastic PDE LX = W , where W has variance σ 2 and ∆ has been discretized as
In all of our examples, the maximum-likelihood estimate of the average pixel valueμ is subtracted from all the object pixels before analysis; during inference, the means of the various textures are introduced in the quadratic form of the Gaussian loglikelihood.
The square-root spectral density function σ(ω), ω = (
(1 − cos ω k ) + a, yielding the normalization used in the large size limit of the shape with N pixels:
Apply AML estimation to the normalized log-likelihood function (σ 2 ,â) = arg max
Since the log-partition function is independent of the variance, the maximum likelihood
Upon substitution, estimating a requires the maximization of
Using the asymptotic eigenvalue expression giveŝ
One of the integrations can be done in closed form, yielding
with the remaining integration performed by numerical quadrature.
Laplacian for Mitochondria:
The left panel of Figure 1 shows electron micrograph data from rabbit-kidney cells at 20,000 times magnification. The right panel shows a hand segmentation of the left image into two region types, mitochondria (white) and background (black). Table I shows the parameters estimated for these regions. AML estimates of the mean µ, noise standard deviation σ, and a.
B. Anisotropic Textures with Fixed Orientation
Thus far we have described MRFs which are isotropic and homogeneous fields, textures which are rotationally invariant with no preferred direction. However, there are clearly applications for which this is not appropriate. Fig. 2 shows exquisite examples of actinmyosin complexes with oriented textures. A great deal of work has been done on the representation of oriented textured fields [37] , such as those evidenced in wood grains and finger prints.
Let us continue to explore two-dimensional lattices; higher dimensional lattices follow as well. Extend the approach of the previous section to the more general operator formulation
Treat the constant a 0 and the 2 × 2 symmetric matrix A = 
This yields AML estimates for A and a 0 . The eigenvectors of the estimated matrixÂ
give the principal directions of the texture, and the ratio of the eigenvalues determine how anisotropic it is.
Actin-myosin and Mitochondria: Here we estimate the directional texture parameters of the mitochondria and the actin-myosin complexes in the right panel of 2. A hand segmentation was used to extract the regions for parameter estimation. Notice it could be assumed that σ 2 is fixed, with the a parameters then estimated.
Equivalently, one of the other parameters could be fixed and the remainder estimated.
Since the ML estimate for σ 2 can be computed in closed form, a 0 = 1 is set; this reduces the number of parameters to be searched over. It is reasonable to synthesize the actin-myosin complexes under the model to determine model appropriateness via visual inspection. For this a white random field W is generated and the random field X is solved for using a standard fixed-point iteration with
"checkerboard" interchange, updating the red and black squares on alternate iterations (since updating all pixel values simultaneously can result in divergence). 
C. Higher-Order Isotropic Texture Models
We can generalize the approach to powers of the operator. Discretize the second order operator L = a 2 △ 2 −a 1 △ +a 0 according to
The corresponding square-root spectral Fourier representation used to compute the logeigenvalue sum normalizer is
−16(cos ω 1 + cos ω 2 ) + 8(cos ω 1 cos ω 2 ) + 20].
As in the previous section, set a 0 = 1 and use the closed-form solution of the ML estimate for σ, requiring maximization over only two parameters. Even at first glance, the clutter synthesized from the second-order model appears to more closely capture the characteristics of the real clutter than the first-order model. Say that we have decided on a certain canonical A = diag(a 11 , a 22 , a 33 ) which, without loss of generality, can be given in diagonal form since it will be subjected to an arbitrary rotation. Parameterize the matrix B = B(O) via the unknown rotation matrix O, an element of the special orthogonal group SO(3), describing the preferred orientation of the texture for a particular shape. This may vary from shape to shape. Differentiation depends upon the choice of coordinate system. If y = Ox ∈ R 3 , then it is straightforward to show that
with b kl = ij a ij o ki o lj . In other words, B(O) = OAO T . This transfers directly to finite differences.
We want to estimate the nuisance parameter O for a given texture in order to test various hypotheses. Use the estimation procedure of the previous section to estimate the matrix B = OAO T ; call this estimateB. To determine the rotation that makesB as close as possible to OAO T , use the Hilbert-Schmidt (or Frobenius) norm
for symmetric matrices M. We seek the O ∈ SO(3) which minimizes B − OAO T 2 , or equivalently maximizes tr(BOAO T ). Problems of this form were well-studied by von
Neumann [40] ; here we invoke a version of his results formulated by Brockett (Theorem 4, [41] ). The solution involves finding the eigenvectors E 1 , E 2 , E 3 and eigenvalues λ 1 , λ 2 , λ 3 ofB and a permutation Π : {1, 2, 3} → {1, 2, 3} of the eigenvalues such that 3 ν=1 a νν λ Π(ν) is maximized. This is a classical problem ( [42] , Chapter X); the answer is to place the λ's in the same order as the a's. The ν-th column of the optimal O is given by E Π(ν) . Since eigenvectors are determined up to their sign, there will typically be 8 solutions; it does not matter which is chosen.
V. Texture Segmentation of the Shapes
We have explored template-based methods for the estimation of mitochondria shapes in micrographs, with the regions modeled with the GMRFs from Section IV-A. Results are shown in the left column of Fig. 6 . Two region types were modeled, mitochondria and background. The deformable templates were manually seeded and then automatically deformed. The templates are polygonal shapes with vertices represented as white squares superimposed on the data. The global shape models were deformed to maximize the probability that the represented regions in the data are realizations of the appropriate texture model as described in [28] . The most likely shapes were generated by performing gradient ascent on the posterior distribution consisting of the asymptotic likelihood function and a second term representing smoothness of the biological shapes (see [28] for details). As the shapes are transformed, the partition function is approximated using the asymptotic In [28] we had used Besag's pseudolikelihood, a modified Bayesian technique, for the likelihood term. For purposes of comparison, we have deformed the shapes using the pseudolikelihood in addition to the asymptotic Bayes factor.
In these pseudolikelihood experiments, MRF models for mitochondria and background are parameterized by a set of conditional probabilities {P (x i |x j , j ∈ N i )} with nearestneighbor neighborhood structure. These are estimated from a set of training micrographs and are based on the local average grey-level feature on 256 grey levels and a 4-grey level texture feature [43] , [44] . Estimating the local conditional probabilities for the organelles is straightforward. The Von-Mises estimator for the conditional probabilities were computed by counting the relative frequency of occurrence of x i ∈ {0, 1, 2, 3}, given its neighboring configuration.
The right column of Fig. 6 shows segmentations based on the pseudolikelihood model.
It appears that the Gaussian model with the asymptotic partition function is slightly more robust at the boundaries of the shapes. In particular, note the mitochondria in the top right corner of the top images and the vertically extended mitochondria in the bottom images.
VI. Appendix: Proof of Theorem 1
To calculate the normalizer, we study the trace of the operator. This is a common technique.
The equality in the definition follows from the trace being invariant to diagonalizations.
To prove the theorem, we will need two lemmas. The first relates the normalized p-th moments of the eigenvalues, for all p, to the p-th moment of σ(·). The second shows that the eigenvalues lie in a compact set; this will let us approximate the logarithms in the statement of Theorem 1 via polynomials which are equivalent by the first lemma. Lemma 1: Let the boundary be thin so that
Proof: From (22), the sum can be rewritten in terms of the k-tuples h j = i j+1 − i j according to
But the terms are constant over the sets
It is then natural to introduce the number of points in these sets N(h 1 , . . . , h p−1 ; n) = |X(h 1 , . . . , h p−1 ; n)|. This number will typically be less than |V n |, but not very much. . . . , h p−1 ) as a structure element, shifted around and placed at points i 1 where it remains inside V n . As n grows, the amount eroded by the hypercube is on the order of the amount excluded from V n .
Since |V n | increases like n k the excluded volume is asymptotically negligible compared to |V n | as n → ∞:
But we can write 
summed over all h-s with R(h 1 , . . . , h p−1 ; n) = N(h 1 , . . . , h p−1 ; n) |V n |
and the convention that R = 0 for h-values that do not appear for a given n.
Assuming the operator has finite support (|H| finite), then the L(i − j) values vanish as soon as |i − j| > range where range measures the extent of the support. Then we get immediately that
with the convolution sum of order p 
completing the proof.
The function σ(ω) is continuous since we have bounded support operators and is therefore bounded over ω ∈ T k . Denote the range of σ(·) by W = {σ(ω); ω ∈ T k }. Since L need not be self-adjoint the function σ(·) need not be real valued; W is a closed subset of the complex plane.
Lemma 2: All eigenvalues λ are contained in the convex hull C of W .
Proof: If λ is an eigenvalue of L n , there is a vector v = v i , i ∈ V n of norm one such that
Multiplying inside of the equation by v ⋆ i , summing over i ∈ V n and using the property that the v vector has norm one gives
But the function
is non-negative and integrates to one ( ω∈T k g(ω)dω = 1) since the v-vector had norm one.
Hence λ ∈ C as stated in the lemma. 
for all continuous h. Assuming that 0 ∈ C, we can complete the theorem by simply taking h(z) = log z (unambiguously defined for complex z by systematically taking the main branch of the log-function).
