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Résumé
La copule de Marshall-Olkin a été construite à partir de la fonction conjointe
H dont les distributions marginales F et G, telle que F est la fonction de la
distribution de Marshall-Olkin Burr MOB(; ; ) et G est la fonction de la
distribution de Marshall-Olkin Pareto MOP (; ).
Dans ce mémoire de magister, nous faisons une synthèse sur la théorie des
copules et les mesures de concordances. Particulièrement nous nous intéressons à
la caractérisation de la copule de Marshall-Olkin et les mesures de concordances
associées à cette famille de copule et ses applications en actuariat et en nance.
Abstract
The Marshall-Olkin copula has been built from the joint function H whose
marginal distributions F and G, so that F is the MarshallOlkin Burr distri-
butionMOB(; ; ) function, and G is the MarshallOlkin Pareto distribution
MOP (; ) function.
In this work, we presented some background on copula theory and measures
of concordance. In particular we focus on the characterization of the Marshall-
Olkin copula and measures of concordance associated with this family of copula
and their applications in actuarial sciences and nance.
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Introduction
Pendant très longtemps, les copules ont été utilisées comme outil pour ré-
soudre des problèmes mathématiques sans toutefois être lobjet détudes spéci-
ques. En e¤et, le concept de copule a été introduit par Sklar en 1959 an de
résoudre un problème de probabilité énoncé par Maurice Fréchet. Ce problème
concernait les espaces métriques aléatoires. Même si les copules occupent une
place importante dans les travaux de Sklar et Schweizer, elles ne sont pas lob-
jet de leurs recherches. De façon générale, les copules ninterviennent que pour
résoudre certains problèmes et ne font pas lobjet détudes spéciques. Viennent
ensuite les travaux sur la dépendance de Kimeldorf et Sampson dans les années
1975 ou encore les recherches de Paul Deheuvels à la n des années 1970. Il faut
par contre attendre le milieu des années 1980 pour que les copules fassent lobjet
détudes approfondies de la part de quelques statisticiens. Le point de départ de
ces études est larticle The Joy of copulas de Genest et MacKey (1986) publié
dans The American Statistician. Le premier livre dintroduction aux copules ne
sera écrit quen 1999 par Nelson. Depuis, les copules sont un outil largement
utilisé pour étudier la dépendance.
Alors et en toute simplicité, les copules constituent un outil statistique qui
présente de nombreux avantages. La dépendance entre les séries na aucune rai-
son à priori dêtre linéaire, encore moins monotone. Le plus signicatif est que les
marchés semblent plus dépendants en période de crash quen période normale,
traduisant ainsi une dépendance des queues. Les fonctions copules permettent
de déterminer la nature de dépendance des séries quelle soit linéaire ou pas,
monotone ou pas. Les copules autorisent une sélection plus entendue des dis-
tributions jointes des séries nancières. Les fonctions copules permettent une
représentation moins naïve de la dépendance statistique en nance fondée sur la
mesure traditionnelle de corrélation (Embrechts et al., 1999). En plus, elles auto-
risent des distributions de probabilités jointes moins restrictives qui permettent
de mieux prendre en compte les faits stylisés en nance (leptokurticité, asymé-
trie, dépendance des queues). La copule est donc une statistique exhaustive de
la dépendance. Nous nous intéresserons dans ce document a une copule bivariée
particulière, soit "la copule de Marshall-Olkin".
Le mémoire que je présente se décompose en deux parties :
La première partie est partagée en trois chapitres, le premier chapitre
parle de la théorie des copules bivariées, notamment le théorème de Sklar, on
essayera de prime à bord de donner une dénition précise aux copules. Nous
faisons ensuite un bref survol sur les principales propriétés des copules. Le second
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comprend quelques familles de copules, et dans la troisième nous avons abordé
la notion de dépendance, et les mesures de concordance qui sont des coe¢ cients
de corrélation non linéaire et non paramétrique comme (le tau de Kendall et le
rho de Spearman) qui peuvent être exprimées à partir des copules.
La deuxième partie est partagée en trois chapitres, le premier comprend
des généralités sur la distribution de Marshall-Olkin, et le second est consacré
à la caractérisation de la copule de Marshall-Olkin et les mesures de concor-
dance associées à cette famille de copules. Dans le troisième chapitre, nous avons
terminé notre travail avec des applications en actuariat et en nance.
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Généralités sur les copules
bivariées
Les copules constituent un outil statistique qui présente de nombreux avan-
tages, tant pour les statisticiens que pour les nanciers. Outre une grande sou-
plesse dans la mise en uvre de lanalyse multivariée, les copules autorisent
une sélection plus étendue des distributions conjointes des séries nancières. Les
fonctions copules permettent une représentation moins naïve de la dépendance
statistique en nance fondée sur la mesure traditionnelle de corrélation qui pré-
sente des limites dans létude de linterdépendance entre deux variables (cf.,
Embrechts et al. 1999).
En outre, elles autorisent des distributions de probabilités jointes moins res-
trictives, prenant mieux en compte certains faits en nance (leptokurticité, asy-
métrie, dépendance des queues). Elles permettent la construction de distributions
multidimensionnelles assez générales et ce, indépendamment des lois marginales
qui peuvent avoir des lois di¤érentes et quelconques. Par conséquent, elles per-
mettent de sa¤ranchir de certaines hypothèses peu réalistes faites dans les études
empiriques. Par ailleurs, lapproche par les copules a beaucoup contribué dans
lanalyse, dans la modélisation statistique multivariée.
En e¤et, la théorie des copules permet une décomposition de la loi multi-
dimensionnelle en ses marginales univariées et en une fonction de dépendance,
rendant possibles des extensions naturelles de certains résultats obtenus dans le
cas univarié au cas multivarié. Les distributions multidimensionnelles ainsi ob-
tenues sont davantage en adéquation avec la réalité surtout dans lutilisation
4
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nancière des statistiques. Par souci de simplicité et du fait que la théorie multi-
variée est une extension du cas bivarié nous nous limiterons à la théorie bivariée
des couples.
1.1 Dénition dune copule bivariée
Dans tout ce qui suit I désignera lintervalle unité I = [0; 1]:
On appelle copule bivariée toute fonction C dénie de I2 = [0; 1]2 dans I
vériant les propriétés suivantes :
i) 8u 2 I; C(u; 0) = C(0; u) = 0 et C(u; 1) = C(1; u) = u:
ii) C est 2-croissante i.e.
C(u0; v0)  C(u0; v)  C(u; v0) + C(u; v)  0;8u; u0; v; v0 2 I;
avec u  u0 et v  v0:
La propriété (i) traduit, en particulier, que toute copule est une distribution
dont les distributions marginales sont de loi uniforme dénie sur I = [0; 1]. En
e¤et en considérant le vecteur aléatoire U = (U1; U2) où U1 et U2 sont deux
variables aléatoires uniformes sur I = [0; 1] alors on a :
C(u1; u2) = P (U1  u1; U2  u2): (1.1)
La propriété (ii) est la 2-croissance ou inégalité du rectangle de la distri-







Exemple 1.1.1 (1) 8u; v 2 I, la fonction M(u; v) = min(u; v) dénit une co-
pule.
En e¤et :
8u; v 2 I; on a
8><>:
min(u; 0) = 0 = min(0; u);
et
min(u; 1) = u et min(1; v) = v;
alors M vérie (i)
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De même 8u; v; u0; v0 2 I, avec u  v et u0  v0;
On a :
min(u0; v0)  min(u0; v);
et
min(u; v0)  min(u; v);
:
alors M vérie (ii):
Par conséquent M est une copule.
Exemple 1.1.2 (2) De la même façon on établit que les fonctions :8><>:
W (u; v) = max(u+ v   1; 0);
et
(u; v) = uv;
dénissent aussi des copules. M , W et  sont des copules usuelles.
Les résultats suivants donnent les propriétés immédiates dune copule biva-
riée.
1.1.1 Propriétés immédiates des copules
Théorème 1.1.1 (Bornes de Fréchet) Pour toute copule C on a :
8u; v 2 I; W (u; v)  C(u; v) M(u; v): (1.3)
Preuve. En e¤et,
8u; v 2 I; C(u; v)  C(u; 1) = u et C(u; v)  C(1; v) = v:
Alors :
C(u; v)  min(u; v): (a)
La propriété (ii) =) 8u; v 2 I; C(u; v)  C(u; 1) + C(1; v)  C(1; 1);
alors C(u; v)  u+ v   1 ou 8u; v 2 I; C(u; v)  0:
Donc :
C(u; v)  max(u+ v   1; 0): (b)
(a) et (b) implique que :
max(u+ v   1; 0) = W (u; v)  C(u; v) M(u; v) = min(u; v):
Les copulesW etM sont appelées borne inférieure (respectivement borne su-
périeure) de Fréchet-Hoe¤ding ou copule minimale (respectivement copule maxi-
male). Elles sont aussi notées respectivement C  et C+:
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Conséquence du théorème
8u; v 2 I; W (u; v)  (u; v) M(u; v):
Le résultat suivant montre, via la condition de Lipstchiz, que toute copule
est absolument continue.
Théorème 1.1.2 Pour toute copule bivariée C on a 8u; v; u0; v0 2 I, on a :
jC(u0; v0)  C(u; v)j  jC(u0; v0)  C(u; v0)j+ jC(u; v0)  C(u; v)j :
1.2 Copules et variables aléatoires
Un des problèmes auxquels les statisticiens se sont intéressés dans les années
50 est létude de la relation entre une distribution multivariée et les distributions
marginales dordre inférieur (dordre 1 ou supérieur à 1). En 1959 Abel Sklar
apporte une solution partielle à ce problème pour les distributions marginales
univariées. Par un théorème qui porte son nom, Sklar établit que si H est une
distribution conjointe de distributions marginales F (x) et G(y) alors il existe
une copule C telle que :
8(x; y) 2 R2; H(x; y) = C(F (x); G(y)):
Etant donné quune fonction de répartition est dabord une distribution avant
dêtre continue à droite et à gauche nous donnons ici le théorème de Sklar dans
sa version probabiliste.
1.2.1 Le théorème de Sklar et ses applications
Loutil fondamental de la théorie des copules est le théorème de Sklar. Il
établit le lien entre la dénition formelle ci-dessus des copules et les variables
aléatoires, permettant ainsi lapplication des copules dans la modélisation sta-
tistique.
Le théorème de Sklar
Théorème 1.2.1 Soit H une distribution bivariée dont les disitributions mar-
ginales sont F et G. Il existe une copule bivariée C telle que :
8(x; y) 2 R2; H(x; y) = C(F (x); G(y)): (1.4)
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- Si les distributions marginales F et G sont continues alors la copule C
est unique, sinon elle est déterminée de manière unique sur (ImF ) (ImG):
- Réciproquement si C est une copule et F et G sont des distributions univa-
riées alors la fonction H dénie par (1.4) est la distribution conjointe dont les
marges sont F et G:
Ce théorème permet dassocier à chaque distribution bidimensionnelle une
copule. La relation (1.4) donne une représentation canonique de la distribution
H en mettant en présence dune part les marges F et G des directions unidi-
mensionnelles et dautre part la copule qui permet de "cimenter" ces marges.





= c(F (x); G(y)):f(x):g(y); (1.5)
où c(u; v) est la densité de la copule C.
La copule C est dite copule des variables aléatoires X et Y ou copule de la
distribution H. On la note CXY ou CH .
Application à la construction des copules
Soient X et Y deux variables aléatoires de distributions respectives F et G
supposées strictement monotones. On peut, à partir de leur distribution conjointe
H, construire la copule associée aux deux variables X et Y . Introduisons, pour ce
faire, la dénition suivante pour généraliser cette construction aux distributions
pas nécessairement strictement monotones.
Dénition 1.2.1 (de la pseudo-inverse ou l inverse généralisée) Soit F
une distribution. On dénit la pseudo-inverse F ( 1)de F telle que :
1) Si t 2 ImF , alors F ( 1)(t) = x 2 R : F (x) = t	 :
2) Si t =2 ImF , alors F ( 1)(t) = inf fx : F (x)  tg = sup fx : F (x)  tg :
Remarque 1.2.1 Si la fonction F est strictement croissante alors la notion de
pseudo-inverse coïncide avec la notion dinverse ou de réciproque i.e. F ( 1) =
F 1. En utilisant la notion de pseudo-inverse dans le théorème de Sklar on ob-
tient le résultat suivant :
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Corollaire 1.2.1 Soit H une distribution bivariée dont les distributions margi-
nales univariées sont F et G de pseudo-inverses respectives F 1et G 1: Alors il
existe une copule C telle que :
8u; v 2 I; C(u; v) = H(F 1(u); G 1(v)): (1.6)
Le corollaire (1.2.1) donne ainsi une procédure de construction dune copule
associée à un couple de variables aléatoires connaissant la distribution conjointe
et les distributions marginales continues.
Exemples de construction de copules
La copule de Galambos Pour tout réel   1; la distribution bivariée




(x+ y)  (x  + y ) 1
io
;
dénie sur [0;+1[ [0;+1[ admet pour marges :
F (x) = G(x) = exp( x); 8x 2 [0;+1[ :
Soit 8u 2 [0; 1[ ; F ( 1)(u) = G 1(u) =   lnu:
La copule associée est telle que :








;   1;
cest la copule de Galambos.




(x+ y)(ey   1)
x+ 2ey   1 sur [ 1; 1] [0;+1]
1  e y sur ]1;+1[ [0;+1]
0 ailleurs:
On vérie que F 1(u) = 2u  1 et G 1(v) =   ln(1  v):
Par conséquent, la copule associée est telle que :
C(u; v) =
uv
u+ v   uv ;8u; v 2 I:
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La copule copule normale Soit H une distribution normale bivariée de
coe¢ cient de corrélation  telle que :


























Supposons que H est la loi conjointe de v.a. normales X1  N (m1; 1) et
X2  N (m2; 2) (en e¤et, on établira par la suite que la distribution conjointe de
deux lois gaussiennes nest pas automatiquement une loi gaussienne). La copule
associée à H est alors donnée par :


























où  1i ; i = 1; 2 est la fonction quantile de la loi N(mi; i):


















copule de Gauss de corrélation .
Comme sa distribution, la copule de Gauss est souvent caractérisée par sa
densité c. Soit h la densité associée à la distribution H, de sa représentation
canonique (A) on déduit que : 8x; y 2 R;
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Par suite : 8x; y 2 R;







2   2xy + y2





Application à la modélisation multivariée des distributions
Le corollaire précédent signie dautre part que si H est une distribution
bivariée continue de distributions marginales F et G dont les inverses sont F 1
et G 1 alors la fonction C est dénie telle que :
8u; v 2 I; C(u; v) = H(F 1(u); G 1(v));
est lunique copule vériant la représentation canonique de H. En e¤et luni-
cité résulte des propriétés suivantes :
Propriété
i) Si X est une v.a.c. de distribution F alors la variable Y = F (X) est de loi
uniforme U[0;1].
ii) Si F est une distribution continue dinverse F 1 et X une v.a.c. telle que :
X  U[0;1] alors F 1(X) F:
Rappel
On dit que X est une variable aléatoire absolument continue (v.a.c.) si sa
fonction de répartition est continue et dérivable à gauche et à droite de tout
point de x de R .
Conséquence
Si (x; y) H de marges F et G alors H(F 1(u); G 1(v)) C:
Réciproquement si (U; V ) C alors H(F 1(u); G 1(v)) H:
Conclusion 1.2.1 Toute copule est une distribution indépendante de ses distri-
butions marginales. De plus 8u; v 2 I; C(u; 1) = C(1; u) = u signie que les
distributions marginales de cette distribution sont des lois uniformes.
Remarque 1.2.2 Certains auteurs dénissent la copule comme une distribu-
tion uniforme. Ainsi, le théorème de Sklar fait des copules un outil " puissant"
de lanalyse multivariée, car elles permettent de construire des modèles de distri-
butions multivariées compatibles avec les modèles marginaux unidimensionnels,
(puisquon part de ces marges), laquelle compatibilité est souvent très importante
dans la modélisation nancière (modèles destimation de la valeur à risque). Par
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ailleurs, les copules permettent de résoudre un autre problème : lélaboration des
modèles non gaussiens. En e¤et, il est très di¢ cile de construire des modèles non
gaussiens. La famille des distributions non gaussiennes est non seulement réduite
mais présente linconvénient que les marges sont identiques. Or, avec les copules
on peut construire par exemple une distribution avec une marge gaussienne et
une marge uniforme ou un inverse gaussien et une Beta.
Exemples de construction de distributions Partant de la copule de Ga-
lambos :








;   1:
Construisons la distribution bivariée H

ayant une marge normale N(0; 1) et
une marge uniforme U[0;1]:
Pour   1 et 8x; y 2 R, on a :
H
















où  est la fonction de répartition de la loi normale standard.
De même, la distribution bivariée de marges une logistique et une Gumbel
standard associée à la copule
C(u; v) =
uv
u+ v   uv ; 8u; v 2 I;
est donnée, 8x; y 2 R, par :








e x + exp( e x) :
1.3 Les propriétés fondamentales des copules
Comme la souligné Fisher dans "Encyclopedia Statistical Sciences" les co-
pules sont dun grand intérêt pour le statisticien pour deux raisons principales :
dune part, elles permettent de construire des familles de distributions multi-
variées à partir des distributions marginales univariées données ( théorème de
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Sklar), et dautre part, elles constituent un outil de mesure de dépendance entre
distributions univariées tout en restant invariantes sous des transformations stric-
tement monotones de celles-ci.
Les résultats suivants résument les propriétés fondamentales des copules.
Théorème 1.3.1 (caractérisation de la copule dindépendance) SoientX
et Y deux v.a.c. et CXY la copule associée. Alors X et Y sont indépendantes si
et seulement si CXY = :
Preuve. En e¤et,
1) Si X et Y sont indépendants alors, 8(x; y) 2 R2; H(x; y) = F (x)G(y);
ou 8u; v 2 I; CXY (u; v) = H(F 1(u); G 1(v)):
Dòu CXY (u; v) = F (F 1(u))G(G 1(v)) = uv = (u; v):
2) Si CXY = ; alors 8u; v 2 I; CXY (u; v) = (u; v) = uv;
alors 8(x; y) 2 R2;
H(x; y) = CXY (F (x); G(y))
= (F (x); G(y))
= F (x)G(y):
Donc les variables X et Y sont indépendantes.
Théorème 1.3.2 Soient deux v.a.c. X et Y de copule associée CXY . Si  et 
sont des fonctions strictement croissantes sur Im(X) et Im(Y ) respectivement
alors on a :
C(X)(Y ) = CXY :
Ce théorème révèle une propriété importante de loutil copule : elle reste
invariante sous des transformations strictement croissantes de ses distributions
marginales.
Preuve. Notons, dune part, H la distribution conjointe des v.a.c. X et Y
de lois respectives F et G et, dautre part, H
0
la distribution de la transformée




: on a :
8x 2 R; F 0(x) = P ((X)  x) = P (X   1(x)) = F ( 1(x)):
( 1 existe car  est strictement %)
1. Généralités sur les copules bivariées 14
De même on a :8y 2 R; G0(y) = G( 1(x));et donc F 0 1(u) = (F 1(u));
et G
0 1(v) = (G 1(v)):
Il vient que : 8u; v 2 I;





= P [(X) < F 1(u); (Y ) < G 1(v)]
= P

X   1 [F 1(u)] ; Y   1 [G 1(v)]
= P [X  F 1(u); Y  G 1(v)]
= H(F 1(u); G 1(v))
= CXY (u; v):
Par exemple, la copule de la distribution lognormale est la même que celle de
la loi normale (en e¤et la première est une transformation strictement croissante
(y = log x) de la seconde).
Théorème 1.3.3 Soient X et Y deux variables aléatoires continues de copule
CXY . Si  et  sont des fonctions strictement croissantes sur Im(X) et Im(Y )
respectivement alors :
i) Si  est strictement croissante et  strictement décroissante alors :
C(X)(Y )(u; v) = u  CXY (u; 1  v):
ii) Si  est strictement décroissante et  strictement croissante alors :
C(X)(Y )(u; v) = v   CXY (1  u; v):
iii) Si  et  sont strictement décroissantes alors :
C(X)(Y )(u; v) = u+ v   1 + CXY (1  u; 1  v) = ~C(u; v):
1.3.1 Copules associées à une copule
La copule de survie
SoitX une variable aléatoire de distribution F . On note F = 1 F la fonction
de survie associée à F i.e.
8x 2 R; F (x) = P (X > x) = 1  F (x):
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Par exemple, si la v.a.c.X modélise la durée de vie dun individu au sein
dune population alors F (x) est la probabilité que lindividu vive ou survive au
delà du temps x. De même, on peut associer à la distribution conjointe H dun
couple de variables aléatoires (X;Y ) une distribution de survie H par :
H(x; y) = P (X > x; Y > y) dont les distributions marginales :







Probléme : Comment H sexprime en fonction de ses marges ?
8(x; y) 2 R2;
H(x; y) = P (X > x; Y > y) = 1  F (x) G(y) +H(x; y);
(en e¤et, probabilité élémentaire) :
P ( A \ B) = P (A [B) = 1  P (A)  P (B) + P (A \B)):
Alors
H(x; y) = F (x) + G(y)  1 + C(F (x); G(y)):
Donc 8(x; y) 2 R2;
H(x; y) = F (x) + G(y)  1 + C(1  F (x); 1  G(y)):
Soit C la copule associée à la distribution H. En considérant la fonction C^
telle que :
8u; v 2 I; C^(u; v) = u+ v   1 + C(1  u; 1  v);
alors on obtient
8(x; y) 2 R2; H(x; y) = C^( F (x); G(y)):
On vérie que C^ est une copule, la copule de survie de C. Elle associe à
chaque distribution conjointe de survie ses distributions marginales de survie.
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Remarque 1.3.1 Il ne faut pas confondre la copule de survie C^ et la distribution
de survie C associée à C (puisque C est aussi une distribution).
On a plutôt :
8u; v 2 I; C(u; v) = 1  u  v + C(u; v);
et on vérie que C^ et C sont liées par la relation :
8u; v 2 I; C^(u; v) = C(1  u; 1  v);
ou simplement 8u; v 2 I; C^(u; v) = C(u; v);
avec u = 1  u et v = 1  v:
Dans un raisonnement similaire on peut exprimer les probabilités :
P (X  x ou Y  y); P (X > x ou Y > y); P (X  x; Y > y); et
P (X > x; Y  y) en terme de copule.
La copule duale
P (X  x ou Y  y) = P (X  x) + P (Y  y)  P (X  x;Y  y)
= F (x) +G(y) H(x; y)
= F (x) +G(y)  C(F (x); G(y)):
En posant ~C(F (x); G(y)) = F (x) +G(y)  C(F (x); G(y)):
On vérie que :
8u; v 2 I; ~C(u; v ) = u+ v   C(u; v);
~C est dite copule duale de C.
Attention : ~C nest pas une copule car ~C(1; 0 ) = 1 6= 0:
La co-copule
P (X > x ou Y > y) = P (X > x) + P (Y > y)  P (X > x; Y > y)
= F (x) + G(y)  H(x; y)
= 1  C(1  F (x); 1  G(y)):
Car H(x; y) = F (x) + G(y)  1 + C(1  F (x); 1  G(y)):
Alors P (X > x ou Y > y) = 1  C(1  F (x); 1  G(y)):
En posant C?(F (x); G(y)) = 1  C(1  F (x); 1  G(y)):
On vérie que : 8u; v 2 I; C?(u; v) = 1 C(1 u; 1 v) ; C? est une co-copule
de C.
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La copule mixte
P (X > x; Y  y) = F (x)  C(F (x); G(y))
= 1 G(y)  C(1  F (x); 1  G(y)):
En posant C?(F (x); G(y)) = 1 G(y)  C(1  F (x); 1  G(y)):
On vérie que : 8u; v 2 I; C(u; v) = v   1 + C(1  u; 1  v), copule mixte.
De même on établit que P (X  x; Y > y) = C(u; v ) = v 1+C(1 u; 1 v);la
copule mixte.
A partir de chaque copule C on peut construire trois autres copules :
1) C^(u; v) = u+ v   C(1  u; 1  v)  ! la copule de survie.
2) ~C(u; v) = u+ v   C(u; v)  ! la copule duale.
3) C?(u; v) = 1  C(1  u; 1  v)  ! la co-copule.
4) C(u; v) = 1  v C(1  u; 1  v) et C(u; v) = v  1+C(1  u; 1  v)  !
les copules mixtes.




Nous exposons dans la présente section les principales copules paramétriques.
Ces copules présentent un intérêt particulier dans la gestion des risques (modé-
lisation nancière), de part le fait quelles autorisent la construction de modèles
paramétriques ou semi-paramétriques.
2.1 Les copules usuelles
2.1.1 La copule dindépendance
La copule dindépendance a la forme suivante :
;  (u; v) = uv (Cest à dire les v.a. X et Y sont indépendantes).
2.1.2 La copule (minimale et maximale)
La copule minimale W , 8u; v 2 I; W (u; v) = max(u+ v  1; 0); borne inf de
Fréchet.
La copule maximale M; M(u; v) = min(u; v); borne sup de Fréchet.
Pour toute copule C on a la relation :
W (u; v)  C(u; v) M(u; v):
La famille de Fréchet formée par les combinaisons linéaires convexes deM ; et
W . Par exemple la copule de Mardia :
18
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8 2 [ 1; 1] ;8u; v 2 I ;
C (u; v) =




1  2(u; v) + 2 (1 + )
2
W (u; v):
La borne supérieure C+ de Fréchet sera appelée La copule comonotone , et la
borne inférieure de Fréchet C sera appelée copule anticomonotone.
Figure 1 : Representation de la copule comonotone
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Figure 2 : Representation de la copule anticomonotone:
- La borne inférieure de Fréchet nest pas une copule que dans le cas où d = 2:
- Les bornes de Fréchet nadmettent pas de densité.
- Toutes les copules sont comprises entre ces deux bornes.
2.2 Les copules elliptiques
2.2.1 Caractérisation
Dénition 2.2.1 On appelle copule élliptique toute copule de la forme :
8u; v 2 I :




















où H est la distribution conjointe des variables X et Y ,  1g;1 et 
 1
g;2 les fonctions
quantiles respectives et  leur coe¢ cient de corrélation.
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2.2.2 Copules élliptiques classiques
La Copule normale bivariée
Tout comme les distributions normale et binormale, un des types de copules
beaucoup utilisées dans la modélisation nancière est la copule normale bivariée.
Si X et Y sont deux variables normales standard de corrélation  leur copule est
donnée par :
















où  1 est la fonction quantile de la loi normale standard N(0; 1):
Figure 3 : Copule normale
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Figure 4 : Densite de la copule normale ( = 0:7,  = 0:89)
La Copule de Student
Soit une matrice diagonale dénie positive avec diag  = 1 et t; , la distribu-
tion de Student bivariée standard à  degrés de liberté et matrice de corrélation.
La copule de Student associée à cette distribution est alors dénie de la façon
suivante :















où t 1 est la fonction inverse de la distribution standard de Student à  degrés
de liberté.
La copule Student est extraite de la même manière que la copule Gaussienne.
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Figure 5 : La Copule de Student
Figure 6 : Log densite de la copule de Student
Remarque 2.2.1 Les copules gaussienne et de Student, dites copules elliptiques,
elles sont en e¤et moins bien adaptées en assurance car elles sappliquent à
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des distributions symétriques. Elles sont des copules symétriques et relativement
simples dutilisation ; du fait que lon connaît bien les distributions auxquelles
elles sont associées. Elles sont souvent appelées copules implicites car nayant
pas de forme analytique explicite et sexprime par conséquent en fonction de
distributions bivariées à eux, associées par le théorème de Sklar.
La copule mixte normale
Cest une combinaison convexe de deux copules normales. Soient (X1; Y1) et
(X2; Y2) deux couples de variables de copules normales C1 et C2 respectivement.
Soit (X; Y ) un couple de variables, égal à (X1; Y1) avec une probabilité P et
égal à (X2; Y2) avec une probabilité 1  P:
La copule associée à (X; Y ) est la copule CP telle que 8u; v 2 I;
CP (u; v) = PC1(u; v) + (1  P )C2(u; v):
CP est une copule élliptique.
2.3 Les copules aux valeurs extrêmes
2.3.1 Caractérisation
On appelle copule des valeurs extrêmes, toute copule C vériant la propriété
suivante :
8u; v 2 I; 8t > 0; C(ut; vt) = Ct(u; v);
ou encore
8t > 0; C 1t (ut; vt) = C(u; v):
Par la suite on tentera de justier lappellation de ces copules en établissant
lexistence dun lien entre la caractérisation ci-dessus et la théorie des valeurs
extrêmes bivariées.
Considérons la copule :
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(Copule de Galambos)
8t > 0; on a :
C(u


































= Ct (u; v) ;
donc est une copule bivariée de valeurs extrêmes notée BEV.
2.4 Les copules Archimédiennes
Dans la littérature nancière, plusieurs fonctions de copules ont été utilisées,
les principales sont la copule Normale, la copule de Student et les copules dites
archimédiennes, comme la famille de Clayton, de Frank et de Gumbel. Nelsen
(1999) donne une importante liste de familles de copules dont la plus importante
est la famille des copules archimédiennes auxquelles, par exemple, les copules
de Clayton, de Frank et de Gumbel, de plus en plus utilisées en nance. Les
copules archimédiennes ont un double avantage. Outre le fait que la plupart de
ces copules ont une expression analytique, elles permettent de prendre en compte
un large éventail de structures de dépendance.
2.4.1 Caractérisation
On appelle copule archimédienne toute copule de la forme :
C(u; v) =
(
' 1 (' (u) + ' (v)) si ' (u) + ' (v)  0:
0 sinon.
Avec ' une fonction de classe C2 qui vérie
' (1) = 0; '0 (u) < 0 et '00 (u) > 0 8 u; v 2 I;
où ' : [0; 1]  ! [0;+1[ est une fonction convexe décroissante telle que
' (1) = 0 et ' 1 la pseudo-inverse de ':
On pose ' (0) = +1 si lim
t !+1
' (t) = +1 et ' 1 (t) = 0 si t  ' (0) :
La fonction ' est dite générateur archimédien de la copule C.
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Si ' (0) = +1; alors la copule C est dite strictement archimédienne auquel
cas ' 1 coïncide avec la fonction réciproque de ':
2.4.2 Familles classiques de copules archimédiennes
Exemple 2.4.1 8  0 et 8t > 0 la fonction ' (t) = (  ln t) satisfait à la ca-




; elle dénit donc un générateur
archimédien et la copule C associée est telle que :



















cest la copule de Gumbel.
Le cas particulier  = 1 correspond à la copule indépendante (u; v) = uv:
Quelques familles classiques de copules archimédiennes
Le tableau suivant donne quelques familles classiques de copules archimé-
diennes :
Famille Generateur '(u) Copule C (u; v)
Indépendante   lnu (u; v) = uv
Clayton u    1  u  + v    1 1 ;   0



















e u   1  e v   1
e    1
!
;  6= 0
Tableau 1 : Quelques familles classiques de copules archimediennes
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La copule dindépendance
Figure 7 : Copule d0independance
La densité de cette copule est une constante.
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La copule de Gumbel
Figure 8 : Representation de la copule de Gumbel ( = 0:7,  = 3:33)
La copule de Gumbel nappréhende que des dépendances positives et pos-
sède la caractéristique de pouvoir représenter des risques dont la structure de
dépendance est plus accentuée sur la queue supérieure. Elle est à ce titre par-
ticulièrement adaptée en assurance et en nance pour étudier limpact de la
survenance dévénements de forte intensité sur la dépendance entre branches
dassurance ou actifs nanciers.
Le paramètre de la copule de Gumbel étant nécessairement supérieur à 1,
celle-ci nappréhende que les dépendances positives. Elle représente bien les
risques ayant une structure de dépendance plus accentuée que la queue. Cest
pourquoi elle est particulièrement adaptée en assurance et en nance, notamment
lorsque lon étudie la dépendance entre les événements de forte intensité.
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La copule de Clayton
Figure 9 : Representation de la copule de Clayton ( = 0:7,  = 4:67)
Comme la copule de Gumbel, la copule de Clayton ne permet de modéliser
que les dépendances positives. A linverse de la copule de Gumbel, elle vise à
rendre compte dune dépendance sur les événements de faible intensité.
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La copule de Franck
Figure 10 : Representation de la copule de Frank ( = 0:7,  = 11:4)
La copule de Franck permet de modéliser les dépendances aussi bien positives
que négatives. On note quil nexiste pas de dépendance de queue pour cette
copule. Elle, étant la seule copule archimédienne à respecter léquation :
C(u; v) = CF (u; v);
celle-ci risque de ne pas être tout à fait appropriée à des applications dans le do-
maine de lassurance. Elle est symétrique dans la queue inférieure et supérieure,
et a donc tendance à corréler les petits sinistres comme les gros sinistres.
Dans les applications liées à lassurance, il existe très certainement une plus
forte dépendance entre les gros sinistres quentre les petits. De telles asymé-
tries ne peuvent être mises en valeur à laide des copules elliptiques (les copules
elliptiques vérient C = CF ).
Remarque 2.4.1 Les Copules Archimédiennes sont dénies de manière beau-
coup plus simple que les copules elliptiques, en tout cas lorsque lon étudie des
phénomènes en deux dimensions. Les générateurs permettent également de cal-
culer le tau de Kendall.
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2.5 La famille Archimax
Cette famille de copules a lavantage denglober un grand nombre de copules.
2.5.1 Caractérisation
Une fonction bivariée est une copule Archimax si et seulment si elle est de la
forme :
C;A (u; v) = 
 1

( (u) +  (v))A

 (u)
 (u) +  (v)

;
pour tout u; v 2 [0; 1], où




telle que : max (t; 1  t)  A (t)  1 pour tout 0  t  1;
 : ]0; 1[  ! [0;+1[ est une fonction convexe, décroissante qui vérie
 (1) = 0:
On adoptera la notation  (0) = lim
t !+1
 (t) ; et  1 (s) = 0 pour s   (0) :
Cas particuliers
Pour  (t) =   ln t; on obtient
C;A (u; v) = CA (u; v) = exp







avec u; v 2 [0; 1] : Cest la forme générale des copules des valeurs extrêmes.
En choisissant A = 1 on retrouve la forme générale des copules archimé-
diennes :
C;A (u; v) = C (u; v) = 
 1 ( (u) +  (v)) :
2.6 La copule empirique
Les copules empiriques ont été initialement introduites par Deheuvels (1979)
et connue sous lappélation Fonction empirique de dépendance.
Soient En = f(xk; yk) ; k = 1; :::; ng, un échantillon de taille n de couples de










Nombre de paires (x; y) dans léchantillon tels que x  xi ; y  yi
n
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si (xi; yj) 2 En
0 sinon.
































































3.1 Mesure de dépendance ou corrélation
Lobjet de ce paragraphe est de dénir ce quest une mesure de dépendance,
et de présenter les mesures les plus utilisées. Une mesure de dépendance est
une application qui associe à deux variables aléatoires ; un réel permettant de
quantier la force de la dépendance qui lie les deux variables aléatoires. Pour
être jugée satisfaisante, une mesure de dépendance doit satisfaire un nombre de
propriétés, entre autres être une mesure de concordance.
3.2 Mesure de concordance
La copule C dun vecteur aléatoire continue (X; Y ) est une paramétrisation,
une normalisation de la distribution conjointe H après avoir éliminé les e¤ets des
marges. Cest donc une structure de dépendance entre les deux variables aléa-
toires X et Y connaissant leurs distributions respectives. Cette structure permet
des estimations des di¤érents moyens détudier cette dépendance à travers les
mesures de concordance (corrélation linéaire, la concordance, tau de Kendall et
rho de Spearman).
3.2.1 Fonction de concordance
Notion de concordance
Deux observations (x1; y1) et (x2; y2) dun couple de v.a.c. (X; Y ) sont dites :
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a )Concordantes si :
(x1   x2)(y1   y2) > 0()
8><>:
(x1 < x2 et y1 < y2);
ou
(x1 > x2 et y1 > y2):
b )Discordantes si :
(x1   x2)(y1   y2) < 0()
8><>:
(x1 < x2 et y1 > y2);
ou
(x1 > x2 et y1 < y2):
Plus généralement, soit (x1; y1); (x2; y2); :::; (xn; yn) un échantillon dobserva-
tions dun couple (X;Y ). Il existeC2n paires distinctes de couples (xi; yi) et (xj; yj) qui
sont, soit concordantes, soit discordantes. Soit (X1; Y1) et (X2; Y2) deux couples
aléatoires continues de lois conjointes H1 et H2 mais de marges communes F et
G ( ie F pour X1 et X2) et (G pour Y1 et Y2).
Dénition 3.2.1 On appelle fonction de concordance entre deux couples (X1; Y1) et
(X2; Y2) par :
Q = P [(X1  X2) (Y1   Y2) > 0]  P [(X1  X2) (Y1   Y2) < 0] :
Cest la di¤érence entre la probabilité de concordance et celle de discordance.
Chaque distribution conjointe étant caractérisée par une copule unique par le
théorème de Sklar, le résultat suivant permet détablir une relation entre toute
fonction de concordance Q et les copules associées aux deux couples aléatoires.
Propriétés de la fonction de concordance
Théorème 3.2.1 Soient (X1; Y1) et (X2; Y2) deux couples de v.a. indépendants
de distributions conjointes H1 et H2 avec des marges communes F et G res-
pectivement. Soient C1 et C2 les copules associées aux distributions H1 et H2
respectivement. Alors :





C2(u; v)dC1(u; v)  1:
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Preuve.
Q = P [(X1  X2) (Y1   Y2) > 0]  P (X1  X2) (Y1   Y2) < 0)
= P [(X1  X2) (Y1   Y2) > 0]  (1  P [(X1  X2) (Y1   Y2) > 0])
= 2P [(X1  X2) (Y1   Y2) > 0]  1;
avec P [(X1  X2) (Y1   Y2) > 0] = P (X1 < X2; Y1 < Y2)+P (X1 > X2; Y1 > Y2) :
Par ailleurs













De façon similaire P (X1 < X2; Y1 < Y2) = (PX2 > X1; Y2 > Y1) ;
donc :
P (X1 < X2; Y1 < Y2) =
Z
R2

























Par suite : Q = 4
Z
I2
C2(u; v)dC1(u; v)  1
Le résultat suivant résume les propriétés essentielles de la fonction Q.
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Corollaire 3.2.1 Soit C1 et C2 et Q donnés par le théorème (3.2.1), alors :
i) Q est symétrique ie : Q(C1; C2) = Q(C2; C1)
ii) Q concerve lordre ie si : C1  C1 et C2  C2 alors Q(C1; C2)  Q( C1; C2)
iii) Q est invariante par rapport à la survie ie : Q(C1; C2)  Q(C^1; C^2)
Preuve. ii)Q( C1; C2) Q(C1; C2) = 4
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donc dC1(u; v) < d C1(u; v):




C2(u; v)  C2(u; v)
i
dC1(u; v) > 0:




et C^(u; v) = 1  u  v + C(u; v):Il sen suite que : dC(u; v) = dC^(u; v):
Q(C^1; C^2) = 4
Z
I2








(1  u  v) dC1(u; v) + 4
Z
I2










Q(C^1; C^2) = 4
Z
I2
C2(u; v)dC1(u; v)  1 = Q(C1; C2):
Le résultat suivant donne les fonctions de dépendance des copules usuelles
W , et M pris deux à deux.
Propriété
Q(M;M) = 1; Q(M;) = 1
3
= Q(W;); Q(M;W ) = 0 = Q(;) et
Q(W;W ) =  1:
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Pour toute copule C on a :
0  Q(C;M)  1;  1  Q(C;W )  1 et  1
3




























u2du  1 = 1
3
:
Q(M;W ) = 4
Z
I2




(2u  1) du = 0:








u2du  1 = 1
3
Q(W;W ) = 4
Z
I2




(2u  1) du  1 = 0
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uvdudv   1 = 0:
2) Pour toute copule quelconque C on a :
W  C M:
Alors
Q(M;W )  Q(C;M)  Q(M;M):
Donc
0  Q(C;M)  1:
De la même maniére, on etablit que :
 1  Q(C;W )  1et  1
3
 Q(C;M)  1
3
:
3.3 Mesure de concordance
3.3.1 Caractérisation dune mesure de concordance
Dénition 3.3.1 (dune mesure de concordance) Une mesure dassociation
K entre deux variables aléatoires continues X et Y de copule C est une mesure
de concordance si elle vérie les propriétés suivantes :
1) K est dénie pour tout couple (X; Y ) de variables aléatoires continues.
2)  1 = KX; X  KY;X  KX;X = 1:
3) KX;Y = KY;X :
4) Si X et Y sont indépendantes alors KX;Y = 0:
5) K X;Y = KX; Y =  KX;Y :
6) Si C1 et C2 sont deux copules telles que C1 < C2 alors on a : KC1 < KC2 :
7) Si f(Xn; Yn)g est une suite de couples aléatoires dont la copule est Cn et
si fCng converge vers C alors KCn converge vers KC :
Deux des mesures de concordance sont plus connues et jouent un rôle très
important en statistique non paramétriques : le tau deKendall et le rho de Spear-
man.
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3.3.2 Le coe¢ cient de corrélation de Kendall (Le tau de
Kendall)
Le tau de Kendall est une mesure de concordance bien connue en statistique.
Elle donne une mesure de la corrélation entre les rangs des observations, à la
di¤érence du coe¢ cient de corrélation linéaire, qui lui apprécie la corrélation
entre les valeurs des observations. Elle o¤re par ailleurs lavantage de sexprimer
simplement en fonction de la copule associée au couple de variables aléatoires.
Soit (x1; y1) ; (x2; y2) ; :::; (xn; yn) un échantillon de n observations dun couple
(X; Y ) : On dénit le tau de Kendall (version échantillon) par :
 =
[nombre de paires concordantes]  [nombre de paires disconcordantes]
nombre total de paires
:
Soient (X1; X2) et (Y1; Y2) deux observations dun couple aléatoire (X; Y ) : Si
(X1; X2) et (Y1; Y2) sont i.i.d. de la loi H ; on dénit le tau de Kendall par :
XY = P [(X1  X2) (Y1   Y2) > 0]  P [(X1  X2) (Y1   Y2) < 0] :
Remarque 3.3.1 Si les couples sont identiquement distribués i.e.
H1 = H2 = H; alors :
XY = QXY si C est la copule associée au couple (X; Y ).
Le résultat suivant donne la conséquence immédiate du théorème (3.2.1).
Théorème 3.3.1 Soit X et Y deux variables aléatoires continues de copule C.
Alors le taux de Kendall de X et Y est donné par :
XY = C = Q(C;C) = 4
Z
I2
C(u; v)dC(u; v)  1:
Soient U et V deux variables aléatoires ; de loi jointe C uniformément distribuées
sur I ; donc




Ainsi, on peut écrire :
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où FC est la distribution de la variable aléatoire C(U; V ):
Exemple 3.3.1 Pour toute copule de la famille de Fréchet
C; = M + (1    ) + W:
Par suite on a :
dC; = dM + (1    ) d+ dW:
Et
C; (dC;) = 
2MdM +  (1    )Md+ MdW +  (1    )dM
+(1    )2d+  (1    )dW + WdM
+ (1    )Wd+ 2WdW:
Alors :Z
I2
C;(u; v)dC;(u; v) = 
2Q (M;M) +  (1    )Q (M;) + Q (M;W )
+ (1    )Q (;M) + (1    )2Q (;)
+ (1    )Q (;W ) + Q (W;M)
+ (1    )Q (W;) + 2Q (W;W )
= 2Q (M;M) + (1    )2Q (;) + 2Q (W;W )
+2 [ (1    )Q (M;) + Q (M;W ) :
Donc :
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Z
I2
C;(u; v)dC;(u; v) = 




 (1    )  1
3
















C;(u; v)dC;(u; v) =
(  ) (+  + 2)
3
= ;:
3.3.3 Le coe¢ cient de corrélation de Spearman (Le rho
de Spearman)
Tout comme le tau de Kendall, le rho de Spearman est une mesure de dépen-
dance basée sur la notion de concordance. Soient (X1; Y1); (X2; Y2) et (X3; Y3)
trois vecteurs aléatoires indépendants de même distribution H; dont les distri-
butions marginales sont F et G et dont la copule associée est C:
Dénition 3.3.2 La version population du rho de Spearman est dénie comme
étant proportionnelle à la di¤érence de la probabilité de concordance et celle de





= 3 ([P (X1; Y1) (X2; Y3) > 0]  [P (X1; Y1) (X2; Y3) < 0]) :
Propriété
La distribution de (X1; Y1) étant H et celle de (X2; Y3) étant  (car les
variables X2 et Y3 sont indépendantes).
Alors daprès ce qui précède on a le théorème suivant :
Théorème 3.3.2 Soit (X; Y ) un couple de variables continues de copule. Le rho





= 3Q(C;) = 12
Z
I2
uvdC(u; v)  3 = 12
Z
I2
C(u; v)dudv   3:
Le tableau suivant donne des mesures de concordance de quelques familles
de copules :
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   + 
3
2   + 2





Frank 1 + 4
D1 ()  1

1  12D2 ( ) D1 ( )

Tableau 2 : Mesures de concordance de quelques familles de copules






et   1dt est dite la fonction de "Debye".
3.3.4 La relation entre le tau de Kendall et le rho de
Spearman
Théorème 3.3.3 Soit X et Y des variables aléatoires continues,  et  désignent
le tau de Kendall et le rho de Spearman, respectivement. Alors :


















Preuve. Voir Nilson page 176 ; 177.
3.4 Le coe¢ cient de corrélation de Pearson
Le coe¢ cient de corrélation de Pearson, également appelé le coe¢ cient de
corrélation linéaire, est la première mesure de dépendance à avoir été utilisée.
La covariance est donnée par :
COV (X; Y ) = E (XY )  E (X)E (Y ) :
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Elle mesure le surcroît de variabilité (ou la diminution) de la somme de deux
variables aléatoires par rapport à la somme de leur variance. Elle nous renseigne
donc par son signe sur le sens de la covariation entre X et Y .
Le coe¢ cient de corrélation linéaire en est une version normée, et a ainsi
lavantage dêtre sans dimension. Le coe¢ cient de corrélation de Pearson est
déni par :
 (X;Y ) =
Cov (X; Y )p
V (X)V (Y )
:
Où
Cov(X; Y ) = E[XY ]  E[X]E[Y ]:
Plus ce coe¢ cient est grand en valeur absolue, plus la dépendance entre
les variables est forte. Par contre, ce nest pas une mesure de concordance. Il
est important de rappeler que la dépendance et la corrélation sont des notions
di¤érentes.
En e¤et, on aX et Y indépendantes ; alorsX et Y non corrélées ou (X; Y ) =
0; mais la réciproque est fausse sauf dans le cas où les variables sont gaussiennes
car la dépendance est alors entièrement caractérisée par le coe¢ cient de corré-
lation. Le contre-exemple le plus connu dans la littérature est le suivant : soit
X  N(0; 1) et Y = X2 , alors
Cov(X; Y ) = E(X3) = 0:
3.5 Dépendance de queue
Dénissons enn un concept essentiel : la dépendance de queue pour une
copule bivariée. Cette dernière mesure la probabilité de réalisations extrêmes
simultanées. Lindicateur de dépendance de queue dune copule se déduit des
probabilités conditionnelles suivantes :
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P [U1  u1=U2  u2] = P [U1  u1; U2  u2]





P [U1 > u1; U2 > u2]
P [U2 > u2]
=
P [U1  1; U2 > u2]  P [U1  u1; U2 > u2]
P [U2  1]  P [U2  u2]
=
P [U1  1; U2  1]  P [U1  1; U2  u2]  P [U1  u1; U2 > u2]
1  u2
=
1  u2   P [U1  u1; U2  1] + P [U1  u1; U2  u2]
1  u2
=
1  u1   u2 + C(u1; u2)
1  u2
Nous pouvons alors dénir les dépendances de queue à gauche et à droite.







existe et L 2 (0; 1]. Si L = 0 alors elle na pas de dépendance de queue à
gauche.




1  2u+ C(u; u)
1  u ;






Généralités sur la distribution de
Marshall-Olkin
4.1 La distribution de Marshall-Olkin Burr
4.1.1 Introduction
Par diverses méthodes, de nouveaux paramètres peuvent être présenté pour
développer les familles de distributions, pour plus de exibilité ou de construire
le modèle covariable. Lintroduction dun paramètre déchelle méne pour accélé-
rer le modéle de vie et les pouvoirs de prise dune fonction de survie présente un
paramètre qui donne le modèle des risques proportionnels. Une méthode dajou-
ter un paramètre à une famille de distribution, a été proposée par Marshall et
Olkin (1997). Nous proposons ici une méthode pour présenter deux paramètres
dans une famille de distribution. Ceci peut être vu comme une généralisation
à la méthode suggérée par Marshall et Olkin (1997). On commençant par une
fonction de survie F , et la fonction de densité f , la famille de deux-paramètre




1   F (x)

;  1 < x <1; 0 <  <1; 0 <  <1: (4.1)





et en particulier quand  =  = 1, nous obtenons : G1;1(x) = F (x):
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1   F (x)
 1
f(x)
1   F (x)2 ; (4.2)
où G et g sont : la fonction de survie, et la fonction de densité de la nouvelle
famille de la distribution.








1   F (x) : (4.3)
Burr (1942) a présenté 12 familles de distributions qui pourraient prendre
une variété de formes et docile pour travailler avec ces derniers. La distribution
de Burr (type XII) a reçu la plupart dattention dans la littérature. Elle a été
appliquée dans une variété de domaines. En e¤et, la distribution de Burr (type
XII) souvent sappelle simplement la distribution de Burr en littérature. Puisque
cest des applications de distribution particulièrement exibles se sont avérés être
beaucoup plus large. Les applications peuvent être trouvées dans les domaines de
la qualité, le contrôle, la durée de la modélisation du temps déchec, modélisation
de la distribution de revenu, biologique et le test dhypothèse.
Rodriguez (1977) a consacré une particulière attention au type XII dont la






; 0 < x <1; 0 <  <1; 0 <  <1: (4.4)






si  > 1 et
0 si  < 1
On peut voir quun certain nombre de données que nous rencontrons par
hasard en pratique peuvent exposer quelques mouvements périodiques, et avoir
plusieurs maximums locaux. Pour modeler de telles situations, la distribution
de Pareto semble être insu¢ sante, et la recherche se termina par la distribution
que lon appelle semi-Pareto, qui reçoit Pareto et en attendant lexhibition de
mouvements périodiques.
Dénition 4.1.1 On dit que la variable aléatoire X, de support positif, suit
la distribution semi- Pareto notée par SP (); si sa fonction de survie est de la













;  > 0; 0 < p < 1: (4.6)
La solution de léquation fonctionnelle est :
	(x) = xh(x);





. ( Pour la preuve voir
Kagan et al., 1973, p. 163).
Par exemple, si h(x) = e cos( lnx) il satisfait léquation fonctionnelle avec
p = e 2 et 	(x) monotone croissante avec 0 <  < 1.
Alice et Jose (2003) ont utilisés la méthode introduite par Marshall et Olkin
(1997) pour dénir la distribution de Marshall-Olkin semi-Pareto. La distribution
de Burr (type XII), ce qui donne un large éventail de valeurs de skewness et
kurtosis, peut être utilisé pour sadapter à presque nimporte quel ensemble de
données unimodales. Parfois, nous rencontrons des données qui présentent la
nature périodique dobjet exposé, et en même temps ne peut être modélisée
par la distribution semi-Pareto. Dans de telles situations, il devient nécessaire
dintroduire une classe plus générale de distribution, qui inclut la distribution
semi-Pareto.
Dénition 4.1.2 On dit quune variable aléatoire X; de support positif, suit la







;  > 0; (4.7)
où 	(x) satisfait léquation fonctionnelle (4.6).
4.1.2 La distribution de Marshall-Olkin semi-Burr
En substituant léquation (4.5) dans léquation (4.1), nous obtenons la distri-
bution de Marshall-Olkin semi-Burr (MOSB(; ; )) dont la fonction de survie
est donnée par :















où 	(x) satisfait léquation fonctionnelle. (4.6).
Notez quil savére être une distribution semi-Burr de trois paramètres dénie
en (4.8).









	0(x); ; ;  > 0: (4.9)
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Figure 11 : La distribution de MOSB(; ; )
pour differentes valeurs de ; ;  et :
4.1.3 La distribution de Marshall-Olkin Burr
Comme un cas spécial de la distribution de semi-Burr de Marshall-Olkin,
nous présentons la distribution de Burr de Marshall-Olkin.
Dénition 4.1.3 On dit quune variable aléatoire X; de support positif, suit la
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;  > 0: (4.11)
Lorsque F (x) =
1
1 + x















La distribution avec la fonction de survie (4.12) sappelle la distribution de
Marshall-Olkin Burr notée par MOB(; ; ):
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Figure 12 : La densite de MOB(; ; ) pour differentes valeurs de ;  et :
Chapitre 5
Caractérisation de la copule de
Marshall-Olkin
5.1 Copule de Marshall-Olkin
















Lemme 5.1.1 SoientX et Y deux variables aléatoires telle que :X yMOB(; ; )
et Y y MOP (; ); alors
daprés (Jayakumar et Thomas, 2002.) la fonction de survie conjointe de
(X; Y ) est de la forme :












Preuve. (voir Jayakumar et Gupta, 2006, page 205).
Pour plus de clarication voir applications (dernier chapitre).
On va trouver maintenant la copule de Marshall-Olkin :








; 0 <  <1; 0 <  <1; 0 <  <1; 0 < x <1:
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; 0 <  <1; 0 <  <1; 0 < x <1:






















































+1 si x < vy
Soit :





























Et on a :
C(u; v) = H(F 1(u); G 1(v))











1  v   
 1

; (5.6) devient :








































































  1 
1
(1  u) 1+1
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uv si u > 1 

1  v
v+1 + 1  v
+1
(1  v)+1   1 + u+ v si u < 1 

1  v












1 si u > 1 

1  v
v+1 + 1  v
+1
0 si u < 1 

1  v
v+1 + 1  v
+1 (5.3)
5.1.2 Les mesures de concordances associées à cette fa-
mille de copules




C(u; v)dC(u; v)  1:
On a C(u; v) =
8>><>>:
uv si u > 1 

1  v
v+1 + 1  v
+1
(1  v)+1   1 + u+ v si u < 1 

1  v
v+1 + 1  v
+1
;
alors dC(u; v) =
8>><>>:
1dudv si u > 1 

1  v
v+1 + 1  v
+1
0 si u < 1 

1  v
v+1 + 1  v
+1
Donc C(u; v)dC(u; v) =
8>><>>:
uvdudv si u > 1 

1  v
v+1 + 1  v
+1
0 si u < 1 

1  v
v+1 + 1  v
+1
alors :













1A dv   1;! = 1   1  v

















































































v+1 + 1  v
+1
dv   1:





= 3Q(C;) = 12
ZZ
I2
uvdC(u; v)  3 = 12
ZZ
I2
C(u; v)dudv   3:
On a dC(u; v) =
8>><>>:
1dudv si u > 1 

1  v
v+1 + 1  v
+1
:
0 si u < 1 

1  v

















35 dv   3;! = 1   1  v

































v+1 + 1  v





























v+1 + 1  v
+1#
1  v




















Nous avons présenté dans ce chapitre lapplication de la distribution de
Marshall-Olkin Burr dans la construction de la modélisation de séries chronolo-
giques, la distribution de Marshall-Olkin semi- Burr est utilisée pour modéliser
le taux de change quotidien du yuan chinois avec le dollar américain. La dis-
tribution de Burr (type XII) est largement utilisée dans des domaines comme
les a¤aires, le génie, la abilité, lhydrologie et la minéralogie comme le modèle
déchec et ses propriétés a été étudiée par Burr et Cislak (1968) et Tadikamalla
(1980).
6.1 Applications de la distribution de Marshall-
Olkin Burr dans la modélisation de série
chronologique
Lanalyse de la série chronologique dans linstallation classique est fondée
sur lhypothèse quune série observée soit une réalisation dune séquence gaus-
sienne. Cependant, il y a beaucoup de situations où les données naturellement
arrivantes montrent une tendance de suivre des distributions asymétriques et à
queues lourdes, qui ne peuvent pas être modélisées par des distributions gaus-
siennes. Les techniques habituelles de transférer des données pour utiliser le mo-
dèle gaussien, échoue aussi dans certaines situations (voir Lawrance, 1991). Ainsi
un certain nombre de modèles non gaussiens de séries chronologiques ont été pré-
sentés par plusieurs chercheurs au cours dernières années (voir par exemple, Ba-
lakrishnan et Jayakumar, 1997 ; Jayakumar, 1995 et 1997 ; Jayakumar et Pillai,
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1993 ; Jayakumar et Thomas, 2002).
Létude sur le processus autorégressif de minication a commencé par le
travail innovateur de Tavares (1980). Dans son travail, les observations sont
générées par léquation :
Xn = kmin (Xn 1; "n) ; n  0; (6.1)
où k > 1 est une constante et f"ng est un processus novateur des variables
aléatoires i.i.d. choisies pour assurer que fXng est un processus de Markov sta-
tionnaire avec la fonction de distribution marginale FX0(x). A cause de la struc-
ture de (6.1), le processus fXng est appelé processus de minication. Même si la
distribution de Burr (type XII) peut être utilisé pour sadapter à presque nim-
porte quel ensemble de données unimodales, pas su¢ samment détudes ont été
faites sur des modèles de séries chronologiques avec la distribution marginales
de Burr (type XII).
Jayakumar et Thomas (2002) ont présenté un processus autorégressif du pre-
mier ordre de minication avec la distribution marginale de Burr (type XII). Ce
modèle peut être étendu à dénir un processus autorégressif de premier ordre de
minication avec la distribution de Marshall-Olkin Burr en tant que marginale.
En considérant la distribution de Marshall-Olkin Burr (MOB(; ; )) avec








; 0 <  <1; 0 <  <1; 0 <  <1; 0 < x <1;
et la distribution deMarshall-Olkin Pareto (MOP (; )) (voir Alice et Jose,






; 0 <  <1; 0 <  <1; 0 < x <1:
Théorème 6.1.1 Soit le processus fXng être dénie comme :
Xn = min
 
V  1n Xn 1; "n

; n = 1; 2; ::; (6.2)
où fVng et f"ng sont deux suites de variables aléatoires i.i.d. indépendantes telle
que fVng a la fonction de distribution FVn(v) = v; ;  > 0 et 0 < v < 1:
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=MOB(; ; ) si et seulement si "n
d
=MOP (; ):
Preuve. On note par FXn(x) et F"n(x) la fonction de survie de Xn et "n





où fVn(v) = v












































(voir Jayakumar et Gupta, 2006, page 204)
Réciproquement, si fXng est stationnaire avec la distributionMOB(; ; ) comme


































=MOP (; ). Ceci accomplit la preuve.
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Sur la base de ce résultat nous dénissons le processus autorégressif du pre-
mier ordre de Burr comme suit :
Soit X0 = MOB(; ; ) et Xn = min(V  1n Xn 1; "n) pour n = 1; 2; :::;où
fVng est une suite de variables aléatoires i.i.d.de fonction de puissance avec
une fonction de distribution FVn(v) = v
; ;  > 0 et 0 < v < 1 et f"ng est
une suite de variables aléatoires i.i.d. de MOP (; ) indépendantes de fVng. Le
processusfXng est stationnaire avec la distribution marginale de MOB(; ; ).













Preuve. En e¤et :
FXnXn+1(x; y) = P (Xn > x; Yn > y)
= P ("n+1 > y)
1Z
0


























(voir Jayakumar et Gupta, 2006, page 205).
Lemme 6.1.2 Un calcul élémentaire montre que :





Preuve. En e¤et :





1 + 	 (x)

(1 + )	0 (x)







(1 + )	0 (x)

















dy; y = 1

x






= ( + 1)







(voir Jayakumar et Gupta (2006), page 207).
Le comportement trajet de léchantillon du processus de Marshall-Olkin Burr
est donné dans La gure : 11.
Le tableau 03 donne lautocorrélation dordre jusquà 13 pour di¤érentes
valeurs de  avec  = 2 et  = 1. La première colonne donne les valeurs de  et
la première rangée donne lordre de corrélation.
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Figure 13 : Le comportement chemin d0echantillons de processus de
MOB(; ; )
Le tableau suivant donne lautocorrélation dordre jusquà 13 pour  = 2 et
 =1
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r 1 2 3 4 5 6 7 8 9 10 11 12 13
0.1 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.00 0.01 0.00
0.9 0.36 0.17 0.08 0.03 0.02 0.00 0.01 0.03 0.02 0.01 0.00 0.00 0.00
1.7 0.55 0.34 0.21 0.12 0.08 0.04 0.04 0.03 0.03 0.03 0.02 0.00 0.00
2.5 0.67 0.48 0.33 0.23 0.17 0.12 0.09 0.07 0.06 0.05 0.03 0.01 0.01
3.9 0.79 0.63 0.50 0.40 0.32 0.26 0.21 0.17 0.14 0.12 0.09 0.07 0.05
4.7 0.82 0.68 0.56 0.47 0.39 0.32 0.27 0.23 0.19 0.16 0.13 0.11 0.09
5.5 0.85 0.78 0.61 0.52 0.44 0.38 0.32 0.28 0.24 0.20 0.17 0.14 0.12
6.5 0.87 0.76 0.66 0.58 0.50 0.44 0.38 0.34 0.29 0.26 0.22 0.19 0.16
8.1 0.90 0.81 0.72 0.65 0.58 0.52 0.47 0.42 0.38 0.34 0.30 0.27 0.24
10 0.92 0.84 0.77 0.71 0.65 0.60 0.55 0.50 0.46 0.42 0.39 0.36 0.33
14 0.94 0.89 0.83 0.78 0.74 0.69 0.65 0.62 0.58 0.55 0.51 0.48 0.46
20 0.96 0.92 0.88 0.85 0.81 0.78 0.75 0.72 0.69 0.67 0.64 0.62 0.59
24 0.97 0.94 0.90 0.87 0.85 0.82 0.79 0.76 0.74 0.72 0.69 0.67 0.65
30 0.97 0.95 0.92 0.90 0.87 0.85 0.83 0.80 0.78 0.76 0.74 0.72 0.70
35 0.98 0.95 0.93 0.91 0.89 0.87 0.85 0.83 0.81 0.79 0.77 0.75 0.74
40 0.98 0.96 0.94 0.92 0.90 0.88 0.86 0.84 0.83 0.81 0.79 0.78 0.76
50 0.98 0.97 0.95 0.93 0.92 0.90 0.89 0.87 0.86 0.84 0.83 0.81 0.80
80 0.99 0.98 0.97 0.96 0.95 0.94 0.93 0.92 0.91 0.90 0.89 0.89 0.88
100 0.99 0.98 0.98 0.97 0.96 0.95 0.94 0.94 0.93 0.92 0.91 0.91 0.90
150 0.99 0.99 0.98 0.98 0.97 0.97 0.96 0.95 0.95 0.94 0.94 0.93 0.93
Tableau 03 : Autocorrelation d0ordre jusqu0a 13 pour  = 2 et  = 1
6.2 Application de la distribution de Marshall-
Olkin semi-Burr dans la modélisation des
taux de change
Des observations quotidiennes du taux de change de la Chine-États-Unis sont
pris en compte. Les données se composent de 1024 observations à partir du 2
janvier 1981 au 11 janvier 1985. Les données sont rassemblées sur le site web du
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conseil de gouvernement de Système Fédérale de Réserve Etats-Unis.Tracer des
séries chronologiques de données est fournie dans la gure 14.
Figure 14 : Sries chronologiques des taux de change quotidien du yuan chinois en dollars
amricains.
Lautocorrélation du premier ordre de la série fXng savère 0.9993. Lau-
tocorrélation de premier ordre de di¤érenciation est prise pour rendre la série
stationnaire. La série qui en résulte est obtenue par léquation :
Yn = Xn   r0Xn 1;
où r0 est lautocorrélation du premier ordre. En soustrayant la moyenne et en
divisant par lécart-type dobtenir la série normalisée. La série qui en résulte est
rendue positive en prenant le module. Lautocorrélation de la série qui en résulte
est jugée insigniante. Chaque observation dans la série est multipliée par 10. La
valeur maximale de la série est trouvée à 66,274. Les observations sont classées
dans les classes à 49 de légalité (1,333) de largeur. Lhistogramme est construit
avec une valeur moyenne de classes sur le long de laxe des x et de la fréquence
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sur le long de laxe des y. Le tracé de lhistogramme et la courbe de fréquence
cumulative sont présentés dans la gure : 15 a,b.
Figure 15 a,b : L0histogramme et la courbe de frequence cumulative de la serie
observee
Lhistogramme rapproche de la forme de fonction de la distribution semi-Burr
présentée dans la gure 11.
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