Abstract-Ideal hardware performance counters provide exact deterministic results. Real-world performance monitoring unit (PMU) implementations do not always live up to this ideal. Events that should be exact and deterministic (such as retired instructions) show run-to-run variation and overcount on x86 64 machines, even when run in strictly controlled environments. These effects are non-intuitive to casual users and cause difficulties when strict determinism is desirable, such as when implementing deterministic replay or deterministic threading libraries.
I. INTRODUCTION
Most modern CPUs have hardware performance counters; these counters allow detailed, low-level measurement of processor behavior. The counters are most commonly used for performance analysis, especially in the High Performance Computing (HPC) field. Usage has spread to the desktop and embedded areas, with many new and novel utilization scenarios.
There are a wide variety of events that can be measured with performance counters, with event availability varying considerably among CPUs and vendors. Some processors provide hundreds of events; separating the useful and accurate ones from those that are broken and/or measure esoteric architectural minutia can be a harrowing process. Event details are buried in architectural manuals, often accompanied by disclaimers disavowing any guarantees of useful results.
Counter validation is a difficult process. Some events cannot be validated effectively, as they require exact knowledge of the underlying CPU architecture and can be influenced by outside timing effects not under user control [1] . This includes most cache events, cycle counts, and any event affected by speculative execution.
A subset of events exists that is architecturally specified; these measure various kinds of retired instructions. With a deterministic program (one that when provided with the same input traverses the exact same code path and generates the exact same output) the counter results should be the same for every run. These counts should be consistent; otherwise the processor would not be ISA compatible with others in the same architecture.
A. The Need for Deterministic Events
There are many situations where deterministic software execution is necessary. Deterministic execution is useful when validating architectural simulators [2] , [3] , when analyzing program behavior using basic block vectors (BBVs) [4] , when performing Feedback Directed Optimization (FDO) [5] , when using hardware checkpointing and rollback recovery [6] , when performing intrusion analysis [7] , and when implementing parallel deterministic execution. Parallel deterministic execution enables debugging and analysis of multi-threaded applications in a repeatable way. Deterministic lock interleaving makes it possible to track down locking problems in large parallel applications. There have been many proposals about how to best implement parallel deterministic execution; many require modified hardware or modified operating systems. A quick and easy way to build deterministic locks is to use hardware performance counters to ensure that previously non-deterministic lock behavior happens in a consistent, repeatable way [8] , [9] , [10] , [11] . The need for parallel deterministic execution has been the primary impetus for the search for deterministic performance events.
B. Definitions
In this work we search for useful deterministic events. We define a useful deterministic event as one where the value does not change run-to-run due to the microarchitecture of the processor (it is not affected by speculative execution), the expected value can be determined via code inspection, and the event occurs with enough frequency and distribution to be useful in program analysis.
We find two primary causes for events to deviate from the expected result: nondeterminism (identical runs returning different values) and overcount (some instructions counting multiple times). We investigate both sources of deviation.
II. EXPERIMENTAL SETUP
Processor vendors make no guarantees about determinism or counter accuracy; any limitations must be determined experimentally. We investigate multiple x86 64 implementations to see if any of the performance events can provide deterministic events with no overcount, suitable for applications such as parallel deterministic execution. We also investigate the availability of such events on other platforms.
A. External Sources of Non-Determinism
Measuring exact event counts can be difficult due to various external sources of variation found in a typical system, including operating system interaction [12] , program layout [13] , [1] , measurement overhead [14] , multi-processor variation [15] , and hardware implementation details [13] , [16] . In our experiments we attempt to avoid these sources of variability by carefully controlling our test environment.
Benchmarks often have internal sources of nondeterminism that are inherent in their design, usually unintentionally. If a program depends on the time, pointer values, or I/O input, then the application can take unpredictable paths through its codebase. Even benchmarks designed to give repeatable results, such as SPEC CPU, can vary in subtle ways due to a changing operating system environment [13] . We carefully construct our test-cases to avoid these sources of variation as much as possible.
B. Our Custom Assembly Benchmark
Analysis of performance counter accuracy is difficult; it requires exact knowledge of all executing instructions and their effects on a system. This precludes using existing benchmarks written in high level languages as the resulting binaries are compiler dependent and no "known" overall instruction count is available. Compilers rarely use the full complement of available processor opcodes, leaving many unexplored corner cases. Total aggregate event measurements over large benchmarks can make major divergences from estimated totals visible, but the root causes can be nearly impossible to discover. Counts can vary due to complex interactions deep within a program and can be perturbed by debugging.
We avoid the variation inherent in high-level benchmarks by writing a large assembly language benchmark. This microbenchmark has over 200 million dynamic instructions, which is larger than the interval size used in many computer architecture investigations. The benchmark attempts to exercise most x86 64 instructions while having no outside dependencies (by calling operating system syscalls directly, as in our previous code density investigation [17] ).
Due to the CISC nature of the x86 architecture it is difficult to make a completely comprehensive test. We exercise most integer, x87 floating point, MMX, and SSE instructions (up to and including SSE3). We attempt to use various combinations of register accesses, operand sizes (single byte accesses up through 128-bit SSE), memory accesses, and the wide variety of x86 addressing modes. Sections of the code are looped many thousands of times to make anomalies stand out in the overall instruction count and to allow binary searches for extra counts. The complete annotated source for the microbenchmark is available from our website: http://www.eece.maine.edu/ ∼ vweaver/projects/deterministic/ We measure userspace events generated by our benchmark alone; the operating system provides process-specific counts We have not found these to affect event counts.
C. Events
Modern processors have hundreds of available performance events (a full list can be found in the various vendor's architectural manuals [18] , [19] ). We limit our search to those described as counting retired or committed instructions.
In general the following types of retired instruction counts are available:
• total retired instructions
• retired branches (total or conditional),
• retired loads and stores, and
• retired floating point and SSE.
In addition, many processors provide retired counts of unusual instructions, such as fxch, cpuid, move operations, serializing instructions, memory barriers, multiplies and divides, and not-taken branches. While these are useful when analyzing specific program bottlenecks, they are less useful for large-scale validation work. Other retired events, such as retired µops, are unsuitable because they are speculative and implementation dependent.
Tables I and II list the names of the events for which we provide detailed results.
D. The Experiments
We ran our assembly benchmark ten times each on eleven different x86 64 machines as shown in Table III . We compare the results of our benchmarks against an expected value determined via code inspection. Due to circumstances beyond our control the test machines are running different Linux kernel revisions; we ran tests of various kernels and performance counter implementations on the same machine and found that the different kernel infrastructures have no impact on userspace-only aggregate counter results. We use the perf tool on systems that support the perf_events interface, and the pfmon tool systems using perfmon2 [20] .
The perf tool only supports a small number of common "generic" events; many events have to be specified using a raw event code. We use the libpfm4 library to determine these codes. We run perf as follows:
perf stat -e r5001c0:u ./retired_instructions
In this example r5001c0 corresponds to the Core2 RETIRED_LOADS event and the :u mask specifies we only care about user-space (not kernel) counts.
The pfmon utility included with perfmon2 has a much more user-friendly interface that uses proper event names. It is run like this:
pfmon -e RETIRED_LOADS ./retired_instructions
III. EVALUATION
We first look at results found using our assembly microbenchmark on x86 64. We then look at other architectures to see if the same limitations apply. We analyze methods for mitigating the variations in counts. Finally we attempt to apply our methodology to a full benchmark suite.
A. Sources of Overcount and Non-Determinism on x86 64
We use our hand-crafted assembly language benchmark to find deviation from the known expected count. We are interested in nondeterminism (run-to-run variations) and overcount (always-the-same predictable offsets against known event count due to errata in the chip design).
We calculate known total event counts for the various metrics via code inspection, and then validate the expected counts with the Pin [21] dynamic binary instrumentation (DBI) tool. We use a script to gather performance counter totals for each platform; in the common case where counter results do not match expectations we manually comment out parts of the assembly benchmark and re-run until we localize the source of variation. Table IV shows a summary of the overcount and nondeterminism found on each system. The actual event totals gathered are not important; they are arbitrary values related to the instruction mix of the benchmark. They key below the table describes the sources of variation, as described below.
1) Nondeterministic Hardware Interrupts: Most x86 64 events are incremented an extra time for every hardware interrupt that occurs (the most common hardware interrupt is the periodic timer, causing a noticeable runtime-related variation). This interrupt behavior was originally undocumented when we first described it, but now appears in some vendor documentation. The number of extra events is inherently unpredictable, but often can be measured with an additional "hardware interrupts" event that can be used to adjust the total aggregate results. If an event is affected by hardware interrupts, then it cannot be a deterministic event, as it is impossible to predict in advance when these events will happen.
Another source of interrupts is generated when a page fault occurs; in general the first time a page of memory is accessed it causes a page fault that counts as an extra instruction. This variation is more predictable than other interrupts, but can still be affected by the behavior of the operating system and other programs running on the system.
2) Sources of Instruction Overcount: There are various sources that can cause overcount on x86 processors.
On all the systems we tested an extra instruction event happens if the x87 top-of-stack pointer overflows; care is taken in our benchmark to avoid this condition.
An additional count may happen when the floating point unit is used for the first time; this is due to the lazy floatingpoint save mechanism used by Linux to avoid context-switch overhead for non-floating point applications.
A major source of overcount is when an instruction event is incremented multiple times for a single instruction, or when an instruction is not counted at all. This is likely due to missing terms in the instruction classifying hardware on the PMU.
One last source of overcount is when an event measures microcoded events rather than retired events. Sometimes these events are deterministic, but it is hard to verify because microcode is system dependent and undocumented. Recent counter documentation has gotten much better at indicating which events are architectural instructions and which are microcoded. a) Total Retired Instruction Overcount: The total retired instructions event is high-profile and often used, but still may be affected by overcount.
While not strictly a source of overcount, some instructions are actually pseudo-instructions and can confuse a user determining expected instruction counts via code inspection. Various x87 floating point instructions have "wait" and "no wait" versions that optionally force execution to wait to see if an exception has occurred. The wait versions are pseudo-ops for instructions with a wait prefix and count twice.
The AMD machines overcount by one when fninit, fnsave, and fnclex instructions execute and one of the FP exception status word flags (such as PE or ZE) is set. Despite being interrupt related, this variation is an overcount because it can be predicted and happens deterministically.
The Pentium D processor has two different retired instruction events. The newer (not available on earlier Pentium 4 models) event is INSTRUCTIONS_COMPLETED:NBOGUS which behaves like the corresponding event on other processors. The other event, INSTRUCTIONS_RETIRED:NBOGUSNTAG is very different. It is not affected by hardware interrupts (unless those interrupts cause a string instruction to re-start). This has the potential to be a deterministic event; however it suffers from overcount with the following instructions: fldcw, fldenv, frstor, maskmovq, emms, cvtpd2pi (mem), cvttpd2pi (mem), sfence, and mfence. The fldcw instruction is particularly troublesome as it is a common instruction used when converting floating point values to integers (and it has been shown to cause up to 2% overcount on some SPEC CPU benchmarks [13] ). b) Retired Branches Overcount: The retired branches event counts control flow changes, including system call entry.
On AMD processors, the perf event branches:u generalized event counts the wrong value. We supplied a fix that was incorporated into the 2.6.35 kernel; care must be taken to use the proper raw event on earlier kernels. On Core2 processors the cpuid instruction also counts as a branch. c) Retired Conditional Branches Overcount: Not all processors support counting conditional branches (and we were unable to test on Pentium D as the machine we used for the other results has been decommissioned).
Noll [22] reports that this event is deterministic on SandyBridge; we have verified this result and found that the equivalent event is likewise deterministic on Westmere and Nehalem. The Nehalem event suffers from overcount: in addition to conditional branches (which start with opcode 0F) many instructions are counted that also start with opcode 0F, including various non-branch MMX and SSE instructions.
3) Retired Load Overcount: Retired loads are not supported on all of the processors we investigate. Extra loads are counted on exceptions: first floating point usage, page faults, x87 FPU exceptions and SSE exceptions.
Load events are subject to various forms of under and overcount. Conditional move instructions will always register a load from memory, even if the condition is not met. The fbstp "store 80-bit BCD" instruction counts as a load. The cmps string compare instruction (where two values from distinct memory are loaded and then compared) counts as only being a single load.
On Core2 machines the leave instruction counts as two loads. The fstenv, fxsave, and fsave floating point statesave instructions also count as loads. The maskmovq and maskmovdqu count loads even though they only write to memory. The movups, movupd and movdqu instructions count as loads even if their operands indicate a store-tomemory operation.
On Nehalem processors the paddb, paddw, and paddd On Pentium D, the retired loads event shows unusual behavior with rep movs string instructions. The observed count is related to 64-byte chunks being moved with individual moves for the remainder: (f loor(reps/64) * 4) + (reps%64).
do not count as load operations even if the their operands indicate a load from memory.
The Pentium D event has complicated overcount, likely because it is recording microcoded loads and not architectural loads. Unlike other x86 processors, software prefetches are not counted as loads and page faults count as five loads total. Pop of a segment (fs/gs), movdqu (load), lddqu, movupd (load), and fldt all count as two loads instead of one. fldenv counts as seven loads, frstor counts as 23 loads, and fxrstor counts as 26. The movups (store) instruction counts as a load. The fstps instruction counts as two (not zero) loads.
Unlike the other x86 load events that treat a rep-prefixed string instruction as a single atomic instruction, on Pentium D the loads are counted separately, sometimes at a cacheline granularity. The rep lods and rep scas instructions count each repeated load individually. The rep movs instructions performs moves in blocks of 64-bytes, then goes one-byone for the remainder (see Fig. 1 ). The rep cmps instruction counts each compare instruction as two loads.
The SandyBridge load event measures load µops so it has limitations similar to Pentium D. On IvyBridge the event name for this event was changed to make its µop nature more obvious. a) Retired Store Overcount: On Core2 processors the retired store event was found by Olszewski et al. [8] to be deterministic with no overcount, and we have reproduced this result. All other processors count hardware interrupts and page faults with store events.
On Nehalem and Westmere processors the cpuid, sfence, and mfence instructions all count as stores (these are all serializing instructions). clflush also counts as a store.
As with retired loads, the Pentium D processor has elaborate retired store behavior that likely exposes internal microcode behavior. As with Nehalem, the cpuid, sfence, mfence and clflush instructions count as a stores. The enter instruction counts an extra store for each nested stack frame. The fbstp, fstps, fstpt, movups (store), movupd (store), movdqu (store), and maskmovdqu instructions counts as two stores. The fstenv instruction counts as seven stores, fsave as 23 and fxsave as 25. The rep stos string instruction counts stores in 16B blocks (unless storing backwards in memory). The rep movs instruction counts stores in 16B blocks.
The SandyBridge and IvyBridge store events measure µops and have similar limitations to Pentium D. Tables V and VI show results from other events that we investigated as possibly being useful deterministic events, but found to have too much microarchitectural variation. Total events are show to give a feel for the variation, for comparison the dynamic total retired event count is 226,990,030. The values shown are the average of ten runs, with the plus/minus value indicating the maximum distance from the average. a) Retired µops: Despite the "retired" modifier in the event name, µop behavior is nondeterministic as well as implementation specific and cannot be relied on when comparing different machines. The values are almost two orders of magnitude higher than the total instruction count; this is skewed by the fact that repeated string instructions are only counted once by the retired instruction event but counted individually by the µop event.
4) Other Events:
b) Multiplies and Divides: Table V also shows the numbers of multiplies and divides for each processor. Some of these counts are speculative or else count µops; the documentation for the counters is not always clear. The implementation of these events varies from model to model; some count integer only, some also count floating point and SSE, and some count multiple times for one instruction. On Core2 divq (64-bit divide) instructions also count as a multiply, and mulq (64-bit multiplies) count twice.
On Atom and Bobcat processors the events are deterministic, but these instructions are rare enough in most code that they would likely not be useful in practice. Table VI shows results for various floating point, MMX and SSE events. Some of these events appear to be deterministic, most notably the events on the AMD machines. Unfortunately these events are hard to predict via code inspection. Some events are retired, some speculative; some count retired instructions, some count retired µops. Some count only math instructions, some count any sort of instruction where floating point is involved. Comparisons between machines will not work due to these variations, and these events would not be useful for obtaining deterministic counts on integer-only benchmarks.
c) Floating Point and SSE:

B. Other Architectures
In addition to the x86 64 architecture, we investigate other architectures to see if they have similar limitations with regard to determinism.
Creating a detailed microbenchmark like the one used on x86 64 is a long and tedious process, and we do not currently have sufficient resources to do this for every architecture. Instead we use the ll assembly benchmark [17] modified to repeat 10,000 times. This is not as comprehensive as the x86 64 test (it does not test every possible opcode so may miss issues with overcount), but should catch any obvious determinism issues (such as hardware interrupts being counted).
ARM We count retired instructions on ARM Cortex-A8 and Cortex-A9 processors. Unfortunately the performance counters on this architecture cannot select only user-space events; kernel events are always counted too, which makes all of the available events non-deterministic.
IA64
On Merced STORES_RETIRED, LOADS_RETIRED, and IA64_INST_RETIRED appear to be deterministic.
POWER On a POWER6 system we find instructions:u to be deterministic, but branches:u suffers from overcount.
SPARC Finally, on a SPARC Niagara T-1 system we find that the INSTR_CNT event is deterministic.
IV. COMPENSATING FOR OVERCOUNTS
Now that we have determined the factors causing nondeterminism and overcount, we investigate if it may be possible to compensate for the limitations and derive deterministic events where there are none.
Overcount on its own does not provide a problem for applications such as deterministic locking. The run-to-run counts will be the same, just different from the expected value. This is only a problem if applying results gathered on one machine to runs on a different one with different level of overcounts. In this case adjusted results can be generated if the exact opcode mix of a program is known; this is usually not possible without extra analysis by an external tool and in general not possible to determine in real time.
Compensating for non-determinism is a more difficult problem. When measuring aggregate totals, a compensation factor can be subtracted at the end of a run. For events that include hardware interrupts, corrected counts can be generated by measuring a hardware interrupt event (if available) and adjusting the total by this count. Many implementations include an event which can be used for this purpose; some CPUs do not (such as Atom or Pentium D) and on some the event is unreliable when HyperThreading is enabled (Nehalem) [23] . When no interrupt event is available it is possible (at least on Linux) to use values from /proc/interrupts instead (although this adds additional error and may count interrupts that happen outside of process context).
Compensation becomes more difficult when using hardware counters in overflow or sampling mode (as is often used in performance analysis or deterministic threading). Users may want hardware to signal an interrupt after exactly one million retired instructions; aggregate compensation methods will not work in this case. One workaround for this is described in the ReVirt project [7] ; they set the counter to overflow at a value before the value wanted, adjust the count to be accurate, and then slowly single step the program until the desired count occurs.
A. Dynamic Binary Instrumentation Results
To aid in determining expected instruction counts, as well as determining per-opcode instruction frequency, we used various dynamic binary instrumentation (DBI) tools. These tools are used in program analysis and are capable of measuring program execution at a per-instruction level; ideally the counts generated will match actual hardware.
We evaluate Pin [21] version 2.8-33586, the exp-bbv and cachegrind tools that come with Valgrind [24] version 3.8, and a current git checkout of Qemu [25] that is patched to generate instruction statistics.
Initial results did not match expected values; this is because all of the DBI tools report string instructions with a rep repeat prefix as having a count equivalent to the times repeated; this contrasts with real hardware which reports rep-prefixed string instruction as only one instruction. We have modified the tools to take this into account, and for Pin the results for the assembly benchmark match the expected values exactly.
We were unable to fully evaluate Valgrind as it currently does not handle numerous infrequent instructions that are not generated by gcc but are generated by our test. Qemu works well, but the patches needed for it to generate counts are intrusive and make it a poor candidate for this type of analysis.
B. Full-sized benchmarks
We apply our methods to the SPEC CPU 2000 [26] benchmarks and investigate how much variation is found in "realworld" applications. We compile these programs statically using gcc 4.3 and the -O3 -sse3 compiler options. We run on a Core2 machine with a perf event enabled kernel. SPEC CPU 2000 is out-dated compared to more recent benchmarks, but it provides enough runtime to show any variations without completely overwhelming analysis with orders of magnitude larger instruction counts.
Care is made to turn off address layout randomization and attempt to set the environment up in an exacting way previously shown to minimize run-to-run variations [13] . Despite these precautions, some variation is caused by the Pin DBI tool, as it adds various environment variables. Table VII shows results for retired instructions on each benchmark, with the reference Pin result, the adjusted measured value, and the difference between the two. Likewise, Table VIII shows results for retired stores, which is deterministic on Core2. The results show large divergences that are still under investigation, although some seem to be related to malloc() and strlen() being non-deterministic at runtime. It is extremely difficult to track down the causes of divergences in benchmarks this large, so new methodologies need to be designed to analyze these kinds of problems. This will be even more difficult when analyzing parallel applications. The primary use of deterministic events is for parallel deterministic execution and deterministic replay. In these cases any deterministic event will do, and once one is found it tends to be mentioned in passing without discussing the methodology used to analyze the determinism.
Olszewski et al. [8] , while attempting to create a user-space deterministic multi-threading library, find that RETIRED_STORES is deterministic on Core2 processors. They do not describe their methodology for how this was determined, nor do they look at any other architectures. Bergan et al. [11] use retired instructions while doing deterministic multi-threading; they use the methodology of Dunlap et al. [7] which used retired branches on AMD machines but stopped early and single-stepped to avoid hardware interrupt issues.
Many other studies use hardware performance counters in various ways, but there has been little research into deterministic variation or overcount. Our work is unique in looking at a wide range of architectures and a wide variety of modern 64-bit machines, as well as determining correctness based on code inspection rather than using a simulator.
Stodden et al. [6] use assembly-language programs to validate use of hardware counters for log-based rollback recovery, but they do not analyze the determinism of the events, only the amount of interrupt lag when trying to stop at a precise instruction address.
Zaparanuks et al. [14] investigate the performance counter accuracy as provided by various high-level counter APIs on three different x86 architectures. They measure overhead of the cycle and total retired instruction events, but use a very small (4 instruction long) assembly benchmark and do not fully explore the underlying causes of the variation.
Mytkowicz et al. [1] investigate sources of measurement bias and non-determinism in program execution. The cycles event was used in this work, and the problems found focused on high-level executable layout and operating system issues and not limitations of the underlying PMU.
Korn, Teller, and Castillo [27] validate MIPS R12000 performance counters with microbenchmarks, reporting up to 25% error with INSTRUCTIONS_DECODED when comparing against a hardware simulator. Black et al. [28] investigate the number of retired instructions and cycles on the PowerPC 604 platform, comparing their results against a cycle-accurate simulator. Cycle-accurate simulators have their own inherent error, so unless that is known exactly it limits what can be learned about the accuracy of the hardware counters being compared.
We previously investigate the determinism of the RETIRED_INSTRUCTION counter on a wide range of 32-bit x86 processors using the SPEC CPU benchmarks [13] , finding upward of 2% error on Pentium D. This work found many sources of variation but was limited to one event and did not fully explore the causes of non-determinism.
Maxwell et al. [29] look at accuracy of performance counters on a variety of architectures, reporting less than 1% error with retired instructions when using a microbenchmark. DeRose et al. [30] look at variation and error with performance counters on a Power3 system, but only for startup and shutdown costs; they do not report total benchmark behavior.
VI. CONCLUSIONS AND FUTURE WORK
In our experiments we have found only a small minority of x86 64 events to be deterministic and without overcount: RETIRED_STORES on Core2 and BR_INST_RETIRED_CONDITIONAL on SandyBridge and Westmere. This lack of useful events limits the use of performance counters for advanced applications such as deterministic replay and threading libraries on the popular x86 64 architecture.
Many potentially deterministic events are rendered unusable by including the unpredictable hardware interrupt count. This can be mitigated by subtracting off a separate interrupt counter event (if available), but this will not help in the deterministic use case where exact overflow is desired in order to stop at precise locations.
Our investigation of other architectures shows that deterministic events are more common on non-x86 hardware. This shows that deterministic events can be accomplished and are not an unsolvable problem. Unfortunately these platforms are typically not available to most users.
New users of performance counters are often frustrated that the results they measure are not the ones they "know" to be correct. Eventually the users learn the sources of the error, and undertake analysis that allows for run-to-run variation in the results. It becomes almost a rite of passage, learning why the counters work the way they do, and working around them. This fatalistic view of the quality of counters explains the lack of impetus for fixing the underlying problem.
We propose that there are definite benefits to providing deterministic counters with little overcount or variation. Existing methodologies that can stand some variation will not be harmed, and new and better uses for the counters will be found. Use of counters by non-experts can then be encouraged, as there will be so many fewer caveats to their use.
The various x86 64 vendors need to be strongly encouraged to fix the performance monitoring units on their respective CPUs. There are many inherent hardware problems with providing deterministic counters, but other non-x86 architectures seem to have solved them. This may mean simplifying the available counters or limiting the number of available events, but in practice few people use the counters at all, let alone the full feature set.
A change like this will not happen overnight; In the meantime more work on analyzing the causes and amounts of variations can be done. Manually generating and validating test suites is a slow, tedious process. We are investigating a method of automated testcase generation and validation that can vastly improve the process. When deterministic counters do become available, they will be welcomed not only by those working on deterministic replay and simulator validators, but also by all users of performance counters.
