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Abstract
Frequency-based designs are presented for exploring large numbers of factors
in simulation experiments. This approach yields completely orthogonal full
second-order space-filling designs. We describe how they are generated, explore
their space-filling properties, and compare their performance to other designs of
similar sizes. We illustrate their use for test planning on a simulation model of a
live counter-IED (improved explosive device) test event and present some ideas
about ways in which simulation experiments can be used to support planning
for live tests.
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1 INTRODUCTION
Frequency domain experimentation (FDE) is a type of
factor screening method developed for studies involving
nonterminating simulations. The basic idea, as proposed
by Schruben and Cogliano,1 is to make two very long simu-
lation runs of the model and record the time-series output.
The first is a “noise” run in which all factors are held
constant at a baseline level, and the second is a “signal”
run in which factors are varied sinusoidally at carefully
selected driving frequencies as the simulation model time
advances. The Fourier spectrum of the noise run charac-
terizes the natural correlation structure of the simulation
model's response behavior. If the response is sensitive to
a factor at a particular driving frequency, there will be a
spike at the Fourier spectrum of the signal run at a known
indicator frequency. Jacobson et al2 propose a method for
determining feasible sets of driving frequencies for poly-
nomial metamodels with interactions.
Abbreviations: FBD, frequency-based designs; FDE, frequency domain experimentation; IED, improvised explosive device; MANA, Map Aware
Non-uniform Automata.
Tests for determining the statistical significance of FDEs
are discussed by Schruben and Cogliano,1 who propose
using multiple assignments of factors to frequencies to
mitigate the problem of certain indicator terms being
adversely affected by system gain. Sanchez and Buss3 and
Sohi et al4 also discuss statistical underpinnings of FDEs.
FDEs have been applied to a variety of simulation mod-
els with dozens of factors in the interim. Examples include
Sanchez,5 who conducts a 35-factor study of a shipping
port; Hazra et al,6 who consider different indexing schemes
for FDE, using illustrations from queuing networks and
manufacturing systems; and Sanchez et al,7 who apply
an FDE with 34 factors to study the design of a kanban
production system.
For stochastic terminating simulations, within-run fac-
tor oscillation is not possible. However, the analyst can
still apply frequency domain methods by viewing the set of
all simulation runs as a single index-based output, where
the factor levels are varied as if they were oscillating over
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Published 2018. This article is a U.S. Government work and is in the public domain in the USA
854 wileyonlinelibrary.com/journal/qre Qual Reliab Engng Int. 2019;35:854–867.
Paul J. Sanchez Susan M. Sanchez
SANCHEZ AND SANCHEZ 855
time. The runs for the first replication are followed by those
for the second, third, etc. If the runs are independently
seeded, then the cross-run correlation is zero. In this case,
there is no need to conduct a separate noise run. Instead,
the Fourier spectrum of the signal run can be used for
factor screening. Sanchez and Wu8 use this approach to
investigate an agent-based model for peace enforcement
operations.
FDE principles have been extended to include
discrete-valued bases. Function sets such as Walsh
functions have a natural relationship to factorial designs
and orthogonal arrays. Further details can be found in
Sanchez and Sanchez,9,10 Karnavas et al,11 Hedayat et al,12
and Sanchez et al.13
In this paper, we separate the spectral analysis method-
ology from the design and focus on using the designs to
explore terminating simulations. Since the analysis is no
longer necessarily in the frequency domain, we refer to
these as frequency-based designs (FBDs). In this paper,
we expand the portfolio of designs suitable for large-scale
simulation experiments by identifying sets of frequency
assignments for up to hundreds of factors. We also evaluate
the properties of these designs and compare and contrast
them with several other design alternatives. Finally, we
demonstrate the utility of FBDs with a practical appli-
cation. We conclude with some general guidance about
how well-designed simulation experiments can aid devel-
opmental and operational test and evaluation (T&E) pro-
fessionals as they prepare for live test events.
2 BACKGROUND ON FOURIER
FREQUENCIES
One of the core concepts of the discrete Fourier transform
is that vectors of sine and cosine functions sampled at
integer multiples of discrete Fourier frequencies:
𝜔𝑗 =
2𝜋𝑗
N
𝑗 = 0· · ·(N − 1),
constitute a complete, orthogonal basis for a real-valued
N-dimensional vector space.
These can be converted into a saturated main-effects
only experiment design for k = N − 1 factors by varying
the factors sinusoidally, each at a distinct nonzero Fourier
frequency. The result is an orthogonal design, by con-
struction, where linear main effects will project directly
onto the corresponding basis vector with no confound-
ing. The resulting design is less efficient (in terms of the
number of design points required) than a two-level facto-
rial or fractional factorial if all effects are, in fact, linear.
However, regardless of the true nature of the response sur-
face, this approach samples at Chebyshev points, which
are known to minimize the maximum error of estimation
for polynomial fits.
The following trigonometric properties form the basis
for generating unconfounded designs based on frequency
domain principles:
sin(𝜔1) · sin(𝜔2) =
1
2
[cos(𝜔1 − 𝜔2) − cos(𝜔1 + 𝜔2)] ,
cos(𝜔1) · cos(𝜔2) =
1
2
[cos(𝜔1 − 𝜔2) + cos(𝜔1 + 𝜔2)] ,
sin(𝜔1) · cos(𝜔2) =
1
2
[sin(𝜔1 + 𝜔2) + sin(𝜔1 − 𝜔2)] ,
cos(𝜔1) · sin(𝜔2) =
1
2
[sin(𝜔1 + 𝜔2) − sin(𝜔1 − 𝜔2)] ,
sin2(𝜔) = 1
2
[1 − cos(2𝜔)] ,
cos2(𝜔) = 1
2
[1 + cos(2𝜔)] .
In other words, if each factor is assigned a unique fre-
quency, then two-way interactions will manifest with indi-
cators at the sum and difference of the two factors' frequen-
cies, while quadratics will have an indicator at double the
frequency of the factor. This paper presents an algorithm
that utilizes these properties to construct unconfounded
second-order designs. We base our designs on sine func-
tions to leverage the property that sin(𝜔t) = 0 ∀𝜔 when
t = 0, so the resulting designs include a center point.
Throughout the remainder of the paper, we will express
frequencies in units of cycles per observation, expressed as
ratios of integers. If our design has N design points, the
lowest frequency completes one cycle in the design and
is thus 1
N
cycles/observation. The highest observable fre-
quency is called the Nyquist frequency and is N∕2
N
= 1
2
. It
completes one cycle every two observations. Phenomena
that occur at frequencies 𝜔 higher than the Nyquist fre-
quency are aliased to a lower observed frequency𝜔′ via the
sawtooth-shaped mapping:
𝜔′ = 1
2
−
||||(𝜔 mod 1) − 12 |||| for 𝜔 > 12 . (1)
Aliasing explains the “wagon wheel” effect sometimes
seen in American western movies. The spokes of a wagon
wheel start rotating as the wagon starts moving, but the
rotation will then appear to slow down or even go in
reverse as the wagon continues to accelerate. That slow-
ing or reversal is an artifact of the film being composed of
periodically sampled still-shots.
3 IMPLEMENTATION
Our goal is to create designs by using the trigonometric
relationships from the previous section to identify sets of
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frequencies where the primary frequencies, their doubled
values, and their sums and differences are all distinct. Note
that since we express frequencies as ratios of integers, this
can be accomplished by focusing solely on the numerators
and then determining a suitable Nyquist value which pre-
serves the uniqueness of all frequencies of interest after
aliasing. A recursive backtracking algorithm to do this is
provided in Figure 1.
This algorithm attempts to add factors one by one,
checking for collisions between main effect frequency
assignments and the concomitant quadratic and two-way
frequency indicators. The first new main effects candi-
date to be considered will be one larger than the max-
imum of the current main effects set M. The check for
potential collisions is expressed using set notation in the
algorithm, but in practice, each term is checked as it is
generated to allow for quick failure via “short-circuiting”
if collisions exist. Each quadratic or two-way interac-
tion term that avoids collision is added to the appro-
priate provisional set, Q′ or T′. Storing the sets as
hash tables significantly improves runtimes by making
collision checking O(1) time per term. If a collision
occurs, the candidate frequency is rejected, the candi-
date frequency gets incremented, and the provisional
quadratic and two-way interaction sets (denoted with
primes) are reverted to their base levels for the current
recursive call. If there are no collisions, the candidate is
added to the main effects provisional set M′, the number
of additional factors that need to be added is decremented,
and the three provisional sets are used for as the basis for
the next recursive call to try to add another factor.
The base case for the recursion is when the remaining
number of factors reaches zero. At this point, M contains
a feasible set of frequency assignments which have no
confounding of main effects, quadratics, or two-way inter-
actions if a Nyquist value N = 2 ∗ max(M,Q,T) + 1
is used. However, since N ends up being the number of
design points we would like to see if we can find a value
N′ < N which preserves the lack of confounding when
values larger than N′∕2 get remapped via Equation 1. Our
algorithm represents this remapping using f(S, i) to denote
the set of values obtained by remapping each element of
set S relative to value i. After the best value of N′ has been
determined, it outputs N′ and M if N′ is at least as good as
the best Nyquist choice seen to this point and returns its
finding of the best.
The algorithm is initialized with N ← ∞, so the first
solution to emerge represents a feasible solution, but
different frequency assignments may be capable of accom-
plishing our objectives with fewer design points. This is
FIGURE 1 Recursive backtracking algorithm to generate unconfounded frequency assignments for second-order frequency-based designs
(FBDs)
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TABLE 1 Optimal frequency assignments for k = 2 to 10 factors
Number of
k Design Points Design Specifications
2 13 [1, 5] [2, 3] [4, 6]
3 27 [1, 5, 8] [2, 10, 11] [8, 10, 13]
[2, 5, 13] [4, 11, 13]
4 46 [1, 4, 10, 17] [3, 5, 12, 16] [8, 11, 20, 21]
[1, 6, 16, 19] [4, 5, 7, 20] [12, 14, 15, 21]
[2, 3, 11, 18] [6, 8, 9, 13] [13, 14, 17, 22]
[2, 9, 10, 15] [7, 18, 19, 22]
5 69 [1, 4, 13, 19, 29] [2, 20, 25, 28, 34] [8, 10, 14, 17, 29]
[1, 10, 14, 17, 22] [4, 5, 7, 20, 26] [8, 14, 25, 32, 34]
[2, 5, 11, 25, 26] [4, 7, 16, 17, 22] [8, 20, 25, 31, 34]
[2, 8, 11, 26, 31] [4, 10, 17, 19, 22] [11, 16, 20, 28, 34]
[2, 10, 13, 31, 32] [5, 7, 11, 26, 34] [13, 17, 29, 31, 32]
[2, 11, 14, 31, 32]
6 103 [1, 5, 22, 35, 42, 50] + 31 additional designs
7 130 [1, 4, 19, 31, 44, 53, 60] + 23 additional designs
8 168 [1, 9, 13, 16, 40, 46, 51, 74] + 11 additional designs
9 209 [1, 5, 19, 22, 31, 56, 64, 71, 99] + 24 additional designs
10 268 [1, 5, 13, 24, 51, 54, 71, 86, 93, 114] + 30 additional designs
FIGURE 2 Scatterplot matrix for a seven-factor optimal frequency-based design [Colour figure can be viewed at wileyonlinelibrary.com]
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where the backtracking portion of the algorithm comes
into play. Having found a solution, any solution which
requires a larger N (more design points) can be rejected.
This is accomplished by the break statement in the
candidate loop. We know that quadratics will double the
frequency of the main effect, so if a candidate value is
bigger than half the value of our best N so far, minus the
number of factors remaining to be added, it is impossible
to add those additional factors without exceeding N and it
is then time to backtrack to the prior recurrence level.
4 RESULTS
All frequency assignments which are tied for the mini-
mum value N constitute a set of “optimal” FBDs, in terms
of the number of design points, for a given number of fac-
tors. This is a combinatorially large search space, and we
are reaching the computational limits of current genera-
tion computers for k > 10 factors. The results for 2 ≤
k ≤ 10 are presented in Table 1. We remark that many
of these designs appear in Jacobson et al,2 but our designs
have fewer design points for k = 2 and 3, and we have
TABLE 2 Design improvement achieved for k = 11 or more factors, where relative
efficiency is Nyquistbest∕Nyquistf irst
First Feasible Best Nyquist Relative k∕2 quadratics
k Terms Nyquist Found Efficiency k Terms
11 78 508 335 0.66 22 265
12 91 610 440 0.72 24 313
13 105 708 579 0.82 26 365
14 120 879 684 0.78 28 421
15 136 995 840 0.84 30 481
16 153 1185 928 0.78 32 545
17 171 1237 1081 0.87 34 613
18 190 1537 1256 0.82 36 685
19 210 1696 1458 0.86 38 761
20 231 1935 1673 0.86 40 841
21 253 2271 1871 0.82 42 925
22 276 2367 2070 0.87 44 1013
23 300 2895 2306 0.80 46 1105
24 325 3091 2625 0.85 48 1201
25 351 3355 2886 0.86 50 1301
26 378 4011 3227 0.80 52 1405
27 406 4404 3549 0.81 54 1513
28 435 4491 3931 0.88 56 1625
29 465 5095 4298 0.84 58 1741
30 496 5664 4692 0.83 60 1861
31 528 5933 5127 0.86 62 1985
32 561 6643 5512 0.83 64 2113
33 595 7212 5991 0.83 66 2245
34 630 7656 6506 0.85 68 2381
35 666 8504 7074 0.83 70 2521
36 703 8695 7493 0.86 72 2665
37 741 9512 8102 0.85 74 2813
38 780 10 506 8563 0.82 76 2965
39 820 10 891 9221 0.85 78 3121
40 861 12 035 10 168 0.84 80 3281
50 1326 20 496 17 761 0.87 100 5101
100 5151 124 347 115 323 0.93 200 20 201
200 20 301 826 480 800 427 0.97 400 80 401
500 125 751 10 279 563 10 279 563 1.00 1000 501 001
1000 501 501 74 305 189 74 240 114 1.00 2000 2 002 001
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identified additional designs guaranteed to be optimal for
k = 4, … , 10. A scatterplot matrix showing all pairwise
projections for a seven-factor FBD appears in Figure 2. (We
chose k = 7 for readability in this and subsequent plots, as
a compromise between showing interesting characteristics
while being able to fit on a single page.)
For k > 10, we can still find assignments which reduce
N relative to our preliminary identification of a feasible
solution but cannot declare them optimal since additional
improvement might be possible if more computing power
were available—we halted the search for better solutions
for k = 11, … , 100 after three CPU months apiece.
Nevertheless, feasible solutions can be found very quickly
and are available for k up to 1000. Table 2 shows the num-
ber of design points for the first feasible solution and the
best solution found for 11 < k ≤ 20 and selected addi-
tional values of k to illustrate the degree of improvement
for each of these cases. The number of design points of the
best design (Nyquistbest) ranges from 66% to 100% of that
of the first feasible design (Nyquistfirst), with a median of
85%. This is similar to the results for k ≤ 10, where the
optimal size ranges from 69% to 100% of that of the first
feasible solution, with a median of 84%.
The final two columns of Table 2 relate to an addi-
tional design choice. Sine and cosine vectors sampled
at discrete Fourier frequencies are mutually orthogonal,
so we can assign the same frequency to two different
factors—generating one vector with a sine function and
the other with a cosine. However, the quadratic terms
for any such pair of factors would be perfectly negatively
correlated since
sin2(𝜔) + cos2(𝜔) = 1
⇒ sin2(𝜔) = 1 − cos2(𝜔).
Consequently, twice as many factors can be studied for
a given frequency assignment if we are willing to forego
estimating quadratic terms for half of them. In that case,
the total number of estimatible terms for k frequencies is
1 + 3k +
(
2k
2
)
= 2k2 + 2k + 1 and is presented as the final
column of Table 2. Note that we will also lose the global
center point since cos(𝜔t) = 1 ∀𝜔 when t = 0.
The resulting designs have good performance for their
rate of growth relative to the number of factors. O(g(k)),
Ω(g(k)), and 𝛩(g(k)) denote g(k) as an asymptotic upper
bound, lower bound, or exact rate of growth in k, respec-
tively. For a full second-order model with k factors, the
potential terms in the model include the intercept, k main
effects, k quadratics, and
(
k
2
)
two-way interactions. The
dominant term is the two-way interactions, giving a lower
bound of Ω(k2) for the rate of growth of such a design. The
upper bound appears to be O(k3), as evidenced by Figure 3,
which shows that Nyquistbest∕k3 (ie, the number of design
FIGURE 3 Nyquistbest∕k3 converges to zero as k increases
[Colour figure can be viewed at wileyonlinelibrary.com]
points divided by k3) converges to zero as k increases. The
graph for Nyquistfirst∕k3 versus k is similar.
5 EXTENSIONS
Larger designs can be constructed from a given design
by changing the assignment of factor names to columns.
Depending on the design, this can potentially improve
its characteristics. One approach is to shift the column
assignments and append the results. For example, the base
design for k = 3 assigns the first factor to column 1, the
second factor to column 2, and the third factor to column
3. The next stack assigns the first factor to column 2, the
second factor to column 3, and the third factor to column
1. This process can be repeated k times for a design with k
factors. Of course, it is possible to use other methods (such
as using all possible stacks, randomly selecting stacks, or
carefully choosing stacks based on specific criteria), but
the shift-and-stack method is easily automated, and we
have adopted it as our default for stacking. Figure 4 is a
scatterplot matrix of seven stacks of the seven-factor FBD
of Figure 2, with the original design highlighted. We can
see that the two-way projections exhibit better space-filling
behavior than the original design and also that they sample
more heavily near the edges of the factor space. The latter
observation is more pronounced for large k.
The design generating algorithm in Figure 1 can be
further generalized. First, while the implementation pre-
sented here is for full second-order models, the approach
can be broadened to include higher order model terms by
adding and maintaining additional sets. Jacobson et al2
provide feasible frequency assignments for cubic poly-
nomial metamodeling involving k = 2, … , 11 factors.
Secondly, and probably of greater interest, this approach
can be used with any orthogonal function set which
has well-defined multiplication identities. Sanchez and
Sanchez10 used binary-valued Walsh functions to construct
860 SANCHEZ AND SANCHEZ
FIGURE 4 Scatterplot matrix for seven stacks of a seven-factor optimal frequency-based design [Colour figure can be viewed at
wileyonlinelibrary.com]
two-level Resolution V fractional designs up to 2120− 105
and have extended this to 2443− 423 Resolution V and
2100− 78 Resolution VII designs.
6 COMPARISONS
In this section, we compare the properties of FBDs with
those of several other classes of space-filling designs. These
include the following:
• SFSP: Space-filling sphere-packing design.
• FFFD: Flexible fast filling design.14
• SFLH: Latin hypercube with optimal spacing.
• MmLH: Maximin Latin hypercube.
• NOLH2: second-order nearly orthogonal Latin
hypercube.15
• RAND: points generated uniformly in each dimen-
sion of a k-dimensional unit cube.
The first three types were constructed in JMP,16 the
MmLH is the maximinESE_LHS from the DiceDesign
package in R,17 and the NOLH2 designs are available at
harvest.nps.edu. The random design is used for compari-
son purposes.
Many design construction methods focus on trade-offs
between pairwise correlation and space-filling behav-
ior. Heuristics are used to generate such designs for
large sample sizes because of the complexity of the
underlying analytic formulation. In cases where these
computer-generated designs involve heuristics, we gener-
ate a representative design. For illustrative purposes, we
perform comparisons for k = 10.
We begin by examining the correlation behaviors of the
various designs. We expand each design matrix to its corre-
sponding analysis matrix, generating additional columns
corresponding to (centered) interactions and quadratic
effects. Figure 5 shows pairs of boxplots for each type of
design. The left (blue) boxplot of each pair shows the dis-
tribution of correlations between pairs of columns in the
design matrix, ie, if the correlations are all zero, then all
main effects can be estimated without confounding. The
right (red) boxplot of each pair shows the distribution
of correlations between pairs of columns in the analysis
matrix, where large magnitude correlations indicate the
potential impact that confounding may have on the esti-
mation of higher-order effects. Clearly, the FBD dominates
the other designs with regard to orthogonality. Empirically,
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FIGURE 5 Pairwise correlations among all main effect terms,
and all second-order model terms, for a variety of designs with
k = 10 [Colour figure can be viewed at wileyonlinelibrary.com]
FIGURE 6 The average minimum distance to the nearest
neighbor (𝛾) decreases as the number of stacks increases, but
differences among designs are still evident. Frequency-based
designs (FBDs) do well even though duplicate design points are
permissible [Colour figure can be viewed at wileyonlinelibrary.com]
FIGURE 7 Coverage comparisons for various designs when
k = 10. Only MmLH and SFLH differ significantly from FBDs
[Colour figure can be viewed at wileyonlinelibrary.com]
the heuristics do a better job on the main effects than on
higher-order terms, since all boxplots for the former are
more compact than for the latter.
Space-filling behavior is another important considera-
tion. Let 𝛾 i be the distance between the ith point and its
nearest neighbor. Many designs, such as the MmLH and
the SFSP, seek to maximize mini{𝛾i}. For FBDs, there are
instances where individual design points are repeated, so
mini{𝛾i} = 0. This is not true for the other designs in our
comparisons. However, if the average of the 𝛾 i's (𝛾) is large,
this is another indication that design points are well dis-
persed. Figure 6 plots 𝛾 for different amounts of stacking
of the various designs. As expected, the average distance
diminishes with the number of stacks since stacking packs
more points into a fixed volume. The SFSP designs have
the highest 𝛾 in all cases. The FBDs are second, indicat-
ing that the small number of zero or near-zero minimum
distances has little impact on the overall space-filling prop-
erties. It is not surprising that the NOLH2s have lower
values because the two designs use 36% and 75% more
design points, respectively, for this value of k. MmLH has
substantially lower performance than the other designs we
examine.
We also examine coverage, defined as follows:
coverage = 1
𝛾
(
1
n
n∑
i=1
(
𝛾i − 𝛾
)2)1∕2
.
(see, eg, Dupuy et al17). This unitless measure is equal to
zero for a regular grid, and smaller values are indicative
of better space-filling behavior. Figure 7 provides coverage
comparisons for different designs. The horizontal line rep-
resents the overall sample mean. Each green diamond is a
visual summary of a 95% confidence interval for the mean,
where the greatest width occurs at the sample mean and
the upper and lower tips of the diamond indicate the upper
and lower confidence limits. The red circles indicate that a
one-way ANOVA, blocking on the number of stacks (1, … ,
10), shows that the FBDs are statistically indistinguishable
from all other designs except the MmLHs and SFLHs.
7 EXAMPLE
In 2008, the Department of Defense Modeling &
Simulation Steering Committee (DMSC) released a report
on Modeling & Simulation (M&S) Strategic Initiatives to
Support Test & Evaluation.18 This report states that M&S
can improve all phases of testing—developmental testing,
operational testing, and interoperability certification. It
can also support and enhance test planning in several
ways:
• focusing live testing on critical areas;
• identifying the “edges of the envelope” suitable for
testing;
• extrapolating system performance in conditions that
would otherwise be limited by safety, environmental,
or treaty constraints; and
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FIGURE 8 Counter-IED simulation scenario [Colour figure can be viewed at wileyonlinelibrary.com]
• improving instrumentation placement to maximize
data collection during live tests.
7.1 Counter-IED testing
We illustrate the use of FBDs with a simulation of a
counter-IED use-case developed to model aspects of live
tests conducted at Yuma Proving Grounds in Yuma, Ari-
zona. The following description is adapted from a pre-
sentation given at the 2017 Science of Test Workshop.19
The scenario is instantiated in Map Aware Non-uniform
Automata (MANA), an agent-based modeling platform
developed by the New Zealand Defence Technology
Agency.20,21 Figure 8 provides an overview of the scenario
in which convoy vehicles travel along a roadway. Figure 8A
is a conceptual representation of key components in the
model. Convoy vehicles are shown as blue circles, the
transmitter is a red diamond, the receiver is a red trian-
gle, and the explosive is a red square. Roads are outlined
in dark gray, and elevation is indicated by green contour
curves. When the convoy vehicles are sufficiently close to
an improvised explosive device (IED), an enemy agent will
attempt to remotely detonate it by transmitting a trigger-
ing signal. The convoy uses one or more jammers to try
to prevent detonation by interfering with receipt of the
signal. Figure 8B is a screenshot of the final MANA sce-
nario. MANA uses terrain and elevation maps (not shown)
to incorporate roads and other terrain features that affect
cover, concealment, and mobility, and elevation used for
line-of-sight calculations.
The purpose of this virtual experiment is to gain insights
into the impact of jammer and threat emplacement, con-
figuration, and use, as well as the role of interactions
between threat and jammer tactics. The design goal is to
provide information about the robustness of the existing
operational test templates, and the factors that influence
the effectiveness of the system under test. The scenario
includes many decision factors, ie, factors representing
choices that could be made about equipping convoys.
Examples include the number and speed of the vehicles,
the placement of jammers and predetonation devices, and
characteristics of the jammers and predetonation devices.
There are also “noise factors,” ie, factors that may affect
the outcome and are controllable during the test event
but would be uncontrollable and unknown during actual
convoy missions. Examples include the distances between
the trigger point and IED and the frequency of trigger
attempts. The data used here are notional and are intended
solely for purposes of illustration.
Table 3 presents the ranges of variation for the factors
in our design. We have 12 quantitative factors, 10 related
to the Blue convoy and two related to the Red threat. We
also have two binary factors that characterize whether or
not the Blue convoy jammer and predetonation devices
are distributed to all vehicles or restricted to only the first
vehicle. We remark that the jammer and threat perfor-
mance characteristics affect the probability of successful
jamming or successful transmission in nonlinear ways. For
example, jamming is most successful when the jammer is
colocated with the device it is attempting to jam. The prob-
ability of successful jamming falls off precipitously based
on distance to the receiver, following a decreasing logistic
curve. These behaviors are incorporated in MANA through
the use of lookup tables for the jammer and receiver sen-
sor and transmitter performances that interpolate between
user-specified values at a series of points.
For this experiment, we cross a 22 factorial for the binary
factors with a 12-factor FBD for the remaining factors,
resulting in 4 × 440 = 1760 design points, each replicated
40 times. This represents 70 400 simulated counter-IED
tests—orders of magnitude more than would be conceiv-
able for live testing. The outcome of a trial is successful if
either the IED is predetonated without causing Blue casu-
alties (“Predet”) or the IED fails to detonate for any reason.
A trial that results in the IED detonation is considered a
failure.
We highlight a few key results from this experiment.
Our primary response is the proportion of success. The
results are heavily skewed, ranging from 0.0 to 1.0 across
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TABLE 3 Setup and notional data for counter-IED simulation experiment
Ranges
Scenario Factor Name Units Baseline Low High
Blue Convoy
Number of vehicles NumVeh # 4 2 6
Speed of vehicles SpeedVeh km/hr 10 2 25
Blue Jammer
All vehicles have jammer Jammer Yes/No Yes No Yes
Range of jammer JammerMaxRange meters 500 500 1000
Lobe aperture of jammer JammerLobeAper degrees 45 15 60
Slew rate of jammer SlewRate deg/sec 30 15 60
Jamming duration on transmitter JamEffectDur seconds 2 1 5
Blue Predetonation Device
All vehicles have predet Predet Yes/No Yes No Yes
Range of predet PredetMaxRange meters 500 500 1000
Lobe aperture of predet PredetLobeAper degrees 45 15 60
Time between predet attempts PredetTimeBetw seconds 5 1 10
Threat Device
Distance of trigger point to IED TransEarlyWarning meters 500 100 1000
Threat Transmitter
Distance of transmitter to receiver TransDistance meters 500 100 500
Time between trigger attempts TransCommLat seconds 2 1 5
FIGURE 9 Partition tree of mean success for the counter-IED simulation [Colour figure can be viewed at wileyonlinelibrary.com]
the design points but with over 60% of the design points
yielding success in all 40 trials. Clearly, there is enough
variation in the response across the design points to war-
rant investigation into the causes. Although FBDs are con-
structed for polynomial orthogonality, their space-filling
nature means they are amenable to a large variety of anal-
ysis techniques.
We investigated second-order metamodels for charac-
terizing the mean success probability, as well as logistic
models, but opted for the partition tree in Figure 9 as being
both simple and informative (R2 = 0.534 with five splits).
The leaves are color-coded to aid in interpretation, with red
for bad outcomes, yellow for intermediate, and green for
good. The first split in the tree shows that the lobe aperture
of the Predet device is the factor with the greatest impact
on success. Traversing further down the branch where
PredetLobeAper≥ 22◦, we find that if the time required
between predetonation attempts is low (PredetTimeBetw≤
5) the probability of success is even higher. If not, the
split on vehicle speed shows that the opportunity for addi-
tional Predet attempts by traveling slowly outweighs the
benefit of moving quickly past the IED emplacement site.
The left side of the tree shows that the combination of
a small lobe aperture with a moderate jammer slew rate
(between 39◦∕sec and 54◦∕sec) is a disaster for Blue, but
either higher or lower slew rates can partially mitigate the
negative impact of small lobe apertures. The nonmono-
tonicity of this result seems unusual. In counterintuitive
circumstances like this, the analyst may seek confirmation
or refutation from historical data or live experiments.
If we are testing system-of-system performance, then
this initial scenario may be reasonable. However, if the
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goal of the test is to determine whether the jammer char-
acteristics are suitable, there appears to be no benefit of
conducting trials involving a capable Predet device and a
slow-moving convoy, corresponding to the two rightmost
leaves in Figure 9.
Even if the scenario is deemed reasonable, the fact
that so many of the design points are successful in all
40 trials may mean that the range of experimentation
should be more focused for live testing. This is one way
that space-filling designs enable us to gain insights which
would not be possible using sparser designs. This high-
lights a fundamental pragmatic difference between phys-
ical experiments and simulation experiments. In the for-
mer, real constraints due to cost, safety, availability, and
the difficulty of controlling the test environment severely
limit the number of trials—and consequently, the scope of
the study. For the latter, modern computing has negated
these constraints by making additional trials cheap and
plentiful. This means that a focus on reducing the number
of design points is counterproductive. Cluster computing
makes it easy to generate large amounts of simulation
data in a relatively short time. The additional control the
modeler/analyst has over the simulation also facilitates
large-scale experimentation to identify robust alternatives
by purposefully varying noise factors.
For decision makers, noting which factors are unimpor-
tant may be as informative as noting which are important,
depending on the goals of the study. If the focus is on how
many vehicles should have a jammer, or how many should
have a predet device, this test configuration is unsuitable. It
is better to find this out via simulation than after expending
the time and resources for a sequence of live tests.
Neither binary variable shows up as important, but this
clearly does not mean that both devices are unnecessary.
With simulation, it is easy to conduct follow-on exper-
iments based on initial results, or confirmation experi-
ments to check whether the metamodel provides a good fit
at previously untested configurations. For the counter-IED
model, we reran the baseline design point for the 12
quantitative factors but add five additional jammer/predet
combinations to determine how much the absence of any
jammer and/or any predet device affects performance. In
other words, we expand the original 22 design for Jammer
and Predet to a 23, where the third level of each corre-
sponds not having a device. We also increase the number
of replications to 200. In this revised experiment, lack of
a Predet device always leads to failure. However, if a Pre-
det devise is available, then the number and placement
of jammers (none, front, or all) has no discernable effect.
The consequences of operating without any working Pre-
det devices are severe, suggesting a need for redundancy.
Live testing with a single Predet device will be fragile if that
device is out of commission and a spare is not available. For
live operations, a convoy incurs substantial risk in similar
circumstances.
For illustrative purposes, we chose to vary only a small
subset of the large set of potential factors. Each type of
transmitter device has a unique trigger process that influ-
ences its performance and use. Transmitter characteristics
such as the transmission power, line of sight requirements,
or whether the transmitter is fixed or mobile may influ-
ence performance. Similarly, antenna characteristics such
as the radiation pattern, orientation, and height could be
explored as additional threat-related factors. Environmen-
tal factors such as temperature and humidity, vegetation,
and terrain features could also affect performance. Any of
these factors could be explored by expanding the scope of
the model and the corresponding design. This underscores
the need for and benefits of having a portfolio of designs
capable of handling large numbers of factors.
7.2 General insights for testing
Our counter-IED example demonstrates several aspects of
the potential interplay between virtual experiments and
live tests. An iterative “model-test-model” approach is ben-
eficial from the beginning of the simulation model devel-
opment and through all phases of the developmental and
operational test process. This approach allows analysts and
test planners to simultaneously develop an understanding
of the simulation's behavior, use designed experiments to
assist in structured verification and validation (V&V), and
help build the model's credibility regarding its intended
use.22,23 Large-scale simulation experiments are also ben-
eficial for expeditiously exploring and developing new
doctrine and tactics that might otherwise be overlooked.
There are real but nonquantitative benefits to con-
ducting simulation experiments. For example, the abil-
ity to either visually replay specific simulation runs, or
re-execute the run and collect detailed information about
all the state changes that occur in the model, is extremely
useful for V&V purposes. This can be accomplished if
the analyst has control over the random number seed(s).
Another benefit is the ease of conducting additional exper-
iments. Once the structure for automating a large-scale
simulation experiment (eg, a “data farming wrapper”) has
been set up, it is relatively simple to initiate additional
runs. The overall process can be orders of magnitude less
costly than live experiments since simulation experiments
are typically much faster and cheaper.
Simulation experiments can provide information to
facilitate test planning. The primary objective is to assist
test planners in setting up the live test design by iden-
tifying factor regions that are likely to be particularly
informative. Several possibilities are worth considering.
The planner may be interested in avoiding test plans that
SANCHEZ AND SANCHEZ 865
are too easy to pass or fail, preferring design points that
provide sufficiently challenging threat conditions or stres-
sor scenarios.24 The test planner should consider design
points that reflect unusual responses, as measured by their
means, variability, quantiles, or other performance char-
acteristics in the simulation experiments. Doing so will
reveal one of the following three cases:
• If the unusual results are attributable to bugs, this
exposes a verification issue. The simulation should
be revised and the simulation experiments should be
rerun and re-analyzed.
• If no bugs are found, and (some of) these design
points are included in the test plan but the simulated
and real-world results do not agree, this identifies a
validation issue. Model builders should re-evaluate
the conceptual underpinnings of the model.
• The most interesting case may be when counterin-
tuitive results from the simulation experiment are
upheld by real-world data. In this case, the simula-
tion process changes our intuition about the underly-
ing system by exposing new behavior. This is particu-
larly true when we investigate complicated systems.
Even if subject matter experts have a good grasp
of the behavior of specific subsystems over portions
of the factor space, their intuition may not apply
to the space as a whole because of the presence of
nonlinear and interaction effects.25 This aspect of
validation—when necessary, correcting our insight
rather than correcting a model—is fundamental to
using models for inference rather than simply for
confirmation.
Stochastic simulations can help test planners anticipate
the impact variability may have on live testing. Variability
can play a major role in the behavior of real-world systems,
so thinking only in terms of mean performance carries
substantial risk. For example, a model of a test involving
the survivability upgrade to the amphibious assault vehicle
(AAV-SU) shows that low reliability of the vehicles jeopar-
dizes the chances of completing the test within the allot-
ted time.26 Additionally, real-world sources of uncertainty
can be explicitly manipulated in computational models
by including them as factors in designed experiments.
Incorporating the resulting variability into system perfor-
mance is key to identifying robust solutions and avoiding
fragile ones.
After the test plans are formulated and live tests are
concluded, the results (actual data, and potentially other
aspects) can be used to evaluate or improve the simula-
tion model. This supports the iterative model-test-model
approach: the simulation is used to inform the live test,
the results of the live test are then used to improve the
simulation model, and so on. The sooner this process is
applied, the more rapidly it can yield tangible benefits. For
example, if the simulation analysis shows that there is a
threshold effect near a particular region, test settings to
either side of this threshold may help define the “edge of
the envelope” for practical purposes. If the test results are
statistically indistinguishable from those of the simulation
metamodel, that supports the credibility of the model. If
they differ, the new information can be fed back to the
model, or some type of data fusion can be used to combine
the virtual and actual data, or insights from the live test
results can be used to improve either the metamodel of the
simulation's behavior or the simulation model itself. If a
live test went poorly but observers noted, eg, that sensors
failed because humidity was unusually high, that could
either lead to wider ranges of sensor performance (used as
a noise factor in a study to identify robust alternatives), or
a computational model of sensor behavior that takes into
account more detailed environmental information. In any
case, this model-test-model approach will assist in the vali-
dation process. We believe useful models evolve over time,
and view model validation as an ongoing process. As a
result, establishing the credibility of the model and main-
taining it over time reduces the need for costly, dangerous,
or difficult-to-design tests.
8 CONCLUSIONS
We find that using discrete orthogonal function sets
presents a rigorous basis for constructing statistical
designs of experiments with desirable properties. We sum-
marize with the following observations.
• FBDs maintain perfect orthogonality for complete
second order models with large numbers of factors,
completely dominating all of the other space-filling
designs in this regard. The orthogonality is guaran-
teed by the characteristics and multiplication prop-
erties of the underlying basis functions, combined
with the systematic structure imposed by the design
generating algorithm.
• The construction method quickly identifies a feasi-
ble FBD for a specified number of factors, and then
uses a recursive backtracking search to seek FBDs
with fewer design points. We provide multiple opti-
mal designs for k ≤ 10, and selected feasible designs
for k up to 500.
• FBD sampling for individual factors occurs at
Chebyshev points, which are optimal for fitting
higher-order polynomials. Our design generator can
be extended to higher-order polynomials if desired,
albeit at the cost of larger designs.
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• An FBD is parsimoniously represented as a set
{N, [𝜔1, … 𝜔k]}, where N is the Nyquist term (and
the number of design points) and k is the number
of factors. This representation makes it easy to gen-
erate designs on demand, rather than storing and
retrieving large tables.
• The number of design points N for second-order
FBDs with k factors has N ∈ Ω(k2) and appears
to have N ∈ O(k3) as lower and upper bounds,
respectively.
• FBDs compare favorably to other designs in the
literature in terms of their space-filling behavior.
The space-filling coverage is enhanced by stacking
rotations of the factor/column assignments of the
designs.
• Pairwise plotting of the design points shows they are
sparser in the center and denser at the edges. This is
actually a desirable behavior, since most of the vol-
ume in higher dimensions s near the edges of the
factor space. This is borne out by the good coverage
behavior of the high-dimensional FBDs.
We are strong advocates of conducting well-designed
large-scale simulation experiments—not just in support
of test planning but in other contexts as well. There are
many benefits of doing so, including identifying domi-
nant factors in your model, establishing factor causal-
ity and interactions, aiding in verification and validation
efforts by stress-testing your model, facilitating model
reduction/simplification by identifying factors which the
model performance is not sensitive to, identifying regions
of robust performance, identifying transitions or tipping
points, enabling construction of response surface meta-
models for prediction or stochastic optimization, and mas-
sive sensitivity analysis, to name a few. These benefits are
not limited to the designs we construct in this paper and
can be achieved with many classes of space-filling designs.
Nonetheless, the properties of FBDs make them attractive
alternatives given the frequency with which nonlinearities
and interactions are observed in simulation analyses.
The US Department of Defense is responsible for acquir-
ing “some of the world's most-complex systems” and relies
on data and statistics for their assessment.27 The complex-
ity and expense of those systems means that the data and
statistics cannot be drawn solely from live tests. We see
tremendous potential in the synergistic use of simulation
experimentation and live experimentation.
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