Abstract-Industrial wireless mesh networks are deployed in harsh and noisy environments for process measurement and control applications. Compared with wireless community networks, they have more stringent requirements on communication reliability and real-time performance. Missing or delaying of the process data by the network may severely degrade the overall control performance. In this paper, we abstract the primary reliability requirements in typical industrial wireless mesh networks and define three types of reliable routing graphs for different communication purposes. We present efficient algorithms to construct them and describe the recovery mechanisms in the event of component failures. Based on these graphs, data link layer communication schedules are generated to achieve end-toend real-time performance. We demonstrate through extensive experimental results that our algorithms can achieve highly reliable routing, improved communication latency and stable real-time communication in large-scale networks at the cost of modest overhead in device configuration.
I. Introduction
Wireless process control has been increasingly recognized as an important technology in the field of industrial process management [1] , [2] , [3] , [4] , [5] . Several industrial organizations such as ISA [6] , HART [7] and ZigBee [8] have been actively pushing the application of wireless technologies in industrial automation. However, compared with wireless community networks, the industrial control environment is harsher and noisier and thus has more stringent requirements on reliable and real-time communication. Missing or delaying the process data may severely degrade the quality of control. The shifting of wireless signal strength with time and location, the mobility of the control devices and the power limitation due to battery usage make the problem even worse. Accordingly, network management techniques adapted for industrial wireless mesh are critically important.
WirelessHART [9] is the first global wireless communication standard approved by IEC, and it is specifically designed for process measurement and control applications. Unlike the decentralized control adopted by wireless ad-hoc or peer-topeer networks, it advocates explicit and centralized network management. The standard pushes the complexity of ensuring reliable and real-time communication to a centralized Network Manager, but it provides little guidance on how to meet the demanding design goals. This paper attempts to bridge the gap and shall explore efficient approaches for forming a WirelessHART network, managing reliable graph routing, allocating network resources and constructing data link layer communication schedules.
In a typical WirelessHART network, each device has a designated sample rate to publish its process data to the Gateway. In the other direction, the Network Manager sends the control data back to the devices periodically. The standard defines three types of routing graphs for different communication paradigms. The network shares one broadcast graph for propagating common control messages and one uplink graph for devices to publish process data. If needed, each device further has a unique downlink graph from the Network Manager for forwarding specific control messages to itself. Although several research works have been devoted to the design of data link layer scheduling in WirelessHART networks [10] , [11] , [12] , [13] , the problem of how to satisfy the strict reliability requirements on the routing graphs and to construct the communication schedules on top of them is still a challenging goal and has not received sufficient attention.
In this paper, we abstract the reliability requirements for packet routing as defined in WirelessHART standard. We present efficient algorithms to construct these reliable graphs and describe the recovery mechanisms to handle communication failures. These algorithms are designed to maintain the maximum number of reliable nodes in the graphs while achieving good network latency. To improve the scalability of the downlink graphs, we further propose an extension on the standard to replace the single downlink graph with a sequence of ordered local graphs. These local graphs work as reusable building blocks in constructing the downlink graphs for different destinations, thereby greatly reducing the overall overhead in device configuration.
Based on these routing graphs, the data link layer communication schedule is further developed. Our approach allows multiple devices to compete for the retry links to the same device, and splits the traffic from one device among all its successors, thereby reducing the bandwidth allocation on each of them. We then design the communication schedules on the successors in such a way that their combination has the same communication pattern as the original device. The global communication schedule is then spliced into sub-schedules and distributed to the corresponding devices. These sub-schedules work together to guarantee that the periodic process/control data between devices and the Gateway can be forwarded through multi-hops in a timely manner.
For lack of space, we describe the WirelessHART network architecture, its fundamental synchronization mechanism and the standard approach for constructing reliable donwlink graphs in our technical report. Interested readers are referred to [14] for these detailed background knowledge. The remainder of this paper is organized as follows. Section II reviews the previous works on reliable routing and real-time scheduling in WirelessHART networks. The algorithm details of constructing reliable routing graphs and communication schedule are described in Section III and Section IV. Section V summarizes our experiment results. We conclude the paper and discuss the future works in Section VI.
II. Related Works
The reliable graph routing defined in the WirelessHART standard is essentially a multipath routing approach which has been extensively studied in the literature and has been recognized as an efficient approach for improving routing reliability [15] , [16] , [17] , [18] , [19] , [20] , [21] . In [18] , node-disjoint and braided multipath schemes are proposed to provide energy efficiency and resilience against node failures. SMR [19] is a multipath version of DSR. It is designed to utilize multipath concurrently by splitting traffic onto two maximally disjoint routes. AOMDV [20] is a multipath extension to AODV. It ensures that alternate paths at every node are disjoint, and therefore achieves path disjointness without using source routing. AODVM [21] is another extension to AODV for finding multiple node-disjoint paths. It proposes an infrastructure to include the deployment of reliable nodes which can route on multiple paths. This infrastructure increases the number of node-disjoint paths between the source and the destination especially when they are far apart.
Most of these works focus on finding multiple node or edge-disjoint paths to improve the routing reliability. However, order to deal with the harsher and noisier industrial control environments, the WirelessHART standard defines more stringent requirements. In particular, each intermediate node on the routing graph must have at least two neighbors to help forward the traffic. For this reason, the previous works cannot be directly applied in WirelessHART networks, and new routing algorithms have to be designed.
Since the standard was ratified in 2007, several research works have been devoted to the link scheduling and channel assignment problems in WirelessHART networks to achieve end-to-end real-time communication [11] , [12] , [13] . In [12] , [13] , the convergecast scheduling problem is studied for linear network topologies. The authors formulate the problem as a mixed integer linear programming problem and design algorithms based on different assumptions about the devices' buffering capability. [11] considers a more general WirelessHART network model including arbitrary network topology and multi-path routing. It formulates the sensor-toactuator real-time flow scheduling problem and proves that it is NP-hard. By exploiting a necessary condition for schedulability, they propose an optimal scheduling algorithm based on a branch-and-bound search technique. A practical scheduling policy called Conflict-aware Least Laxity First is also proposed to achieve better scalability and to handle network dynamics.
All these aforementioned works assume that the network layer routes have already been provided and only focus on data link layer scheduling. The relationship between the routes and the data link layer schedules has not been treated in a compreshensive fashion. In our work, we present a general framework for network management in WirelessHART networks. We study how to achieve reliable routing for different communication paradigms and accordingly construct data link layer communication schedules based on them. Our solution can be easily integrated into the Network Manager, with the result that the setup of an operational WirelessHART network can be quick and simple, thus enhancing scalability.
III. Reliable Graph Routing
In this section, we present the problem of reliable routing in a typical wireless industrial mesh network like WirelessHART and discuss our solution. We first describe the primary routing approaches adopted in WirelessHART in Section III-A. Section III-C abstracts the reliability requirements, defines three types of reliable graphs, and describes their properties. The algorithmic details are presented in Section III-D, Section III-E and Section III-F. We describe the recovery mechanisms in Section III-G.
A. Source Routing and Graph Routing
Two primary routing approaches are defined in WirelessHART: graph routing and source routing. When using graph routing, a network device sends packets with a graph id in the network layer header along a path to the destination. Each intermediate device on the path can be pre-configured with multiple neighbors to help forward the packets. In contrast, the source routing approach only establishes a single fixed path between the source and destination, and any link or node failure will cut off the communication. For this reason, source routing is mostly used for diagnostics purposes in industrial wireless networks. In this paper, we will focus on the graph routing approach and investigate how to construct reliable routing graphs satisfying the given reliability requirements. Based on different communication purposes, there are three types of routing graphs defined in WirelessHART, and Figure 1 gives an example.
Uplink graph: is a graph connecting all devices upward to the Gateway. It is used to propagate the devices' process data periodically to the Gateway. Broadcast graph: is a graph connecting the Gateway downward to all the devices. It is used to broadcast common configuration and control messages to the entire network. Downlink graph: is a graph, one per device and sources from the Gateway to each device. The unicast messages from the Gateway/Network Manager to each device traverse through this graph.
The Network Manager constructs these graphs and distribute them to each affected device in the network. Only after the routes are constructed and downloaded to every device can the communication schedule be generated. We shall elaborate on this procedure in Section IV.
B. Notations
This section summarizes the notations to be used throughout the paper. Given the original network topology G(V, E), we use g to denote the Gateway, V AP to denote the set of Access Points and V D to denote the set of devices. 
C. Reliability Requirements and Reliable Graphs
Compared with wireless community networks, industrial wireless mesh networks have a much higher demand on the routing reliability to tolerate node and link failures. In this section, we abstract the reliability requirements defined in WirelessHART by using the concept of (k, m)-reliability in packet routing. We assume that the Gateway and Access Points are all connected by wire and are reliable, so the reliability requirements only apply to wireless devices. Based on this definition, we now give the definitions of the aforementioned three reliable routing graphs and present their important properties. For the proofs of these properties, interested readers are referred to the technical report [14] .
, is a reliable broadcast graph if the (2, 0)-reliability holds on every node in
G B requires that each device has at least two parents to receive the broadcast messages. This significantly increases the chance for the broadcast messages to be propagated to the entire network. G B has the following property.
Property III.1: Each device in G B has at least two paths from g.
Different from the broadcast graph, the uplink graph is used by the devices to forward their process data to the Gateway with a required sample rate. It is considered reliable if and only if for each device in the network except the Access Points, it has two children to forward its packet to the Gateway. In case when the communication between the device and one of its children is broken, the process data can still be delivered to the Gateway through the alternative child. The broadcast and uplink graph are global graphs shared by the entire network. However, to support the transmission of configuration and control messages to a specific device v, a unique downlink graph G v (V v , E v ) from the Gateway and Network Manager to v is also required. G v is defined to be reliable only if (0, 2)-reliability holds on each intermediate node.
Property III.4 states the existence of directed cycles in G v . However, to guarantee the prompt delivery of the downlink messages, we must avoid arbitrary cycles in G v which will generate infinite loops in packet forwarding. Thus in its definition, we restrict that there is only one cycle of length 2 in G v and require that every node on the cycle must be the destination's parent. Once the packet reaches such nodes, it will be directly forwarded to the destination which is required by the standard. This will avoid any cyclic transmission, and unnecessary delay.
, is a reliable downlink graph from g to v if 1) v is the only sink and g is the only source in G v ; 2) (0, 2)-reliability holds on each intermediate node in G v ; and 3) there is only one cycle of length 2 in G v , and each node on the cycle has a direct edge to v.
D. Constructing Reliable Broadcast Graph
In a broadcast graph, we say that a node i is reliable if and
and we want to maximize |S B | when we construct the reliable broadcast graph G B . Furthermore, to reduce the energy consumption in propagating broadcast messages and improve network latency, we also hope to minimize the average number of hops from the Gateway to each node. For node i, we denote its average number of hops from the Gateway byh i and use P i to represent its parents in G B . We have:
We present a greedy algorithm (Alg. 1) to achieve these two goals in constructing G B . In our approach, we maintain a set V B to record the explored nodes and V B is initialized as {g} ∪ V AP . We incrementally select one node v from V − V B . if S ∅ then 7: for all node v ∈ S do 8: Sort its edges e u,v from V B according toh u
Alg 1 Constructing Reliable Broadcast Graph
G B (V B , E B ) 1: // G(V, E) is
9:
Choose the first two edges e u 1 Find S ⊆ V − V B : ∀v ∈ S , v has one edge e u,v from V B
16:
if S ∅ then 17: for all node v ∈ S do 18:h v =h u + 1 19: Calculate n v , the # of its outgoing edges to V − V B
20:
end for 21: Choose the node v with maximum n v , break tie usingh v In each loop, we first find S , the set of reliable nodes in V − V B (Line 5). For each node v in S , we sort its incoming edges from V B according to their averaged number of hops from the Gateway in ascending order. We select the first two edges and calculateh v according to Eq. 1. We select the node in S with the minimumh v and add it to V B . If there is no reliable node available in V − V B , we will instead find S , the set of nodes with one edge from V B (Line 15). We select the node in S with the maximum number of outgoing edges to V − V B to maximize the chance to find reliable nodes in the next round. This process continues until all nodes in V are explored. Otherwise an error will be reported (Line 24). This will trigger the Network Manager to execute appropriate recovery actions. The worst-case complexity of the algorithm is
E. Constructing Reliable Uplink Graph
The construction of reliable uplink graph G U (V U , E U ) is similar to that of G B (V B , E B ). Essentially, we only need to reverse all edges in the original graph G(V, E), construct G B on the reversed graph and then reverse all its edges back. The greedy algorithm to construct G U (V U , E U ) is summarized in Alg. 2. Its worst-case complexity is O(|V| 3 ).
F. Constructing Scalable Reliable Downlink Graph
In the technical report [14] , we proposed an algorithm which strictly complies with the WirelessHART standard and constructs one reliable downlink graph from the Gateway to each individual node. However, this approach is not scalable.
Alg 2 Constructing Reliable Uplink Graph
// Construct G U by reversing all edges in G B 7:
// the network topology is disconnected 10: return FAIL; 11: end if 12: return SUCCESS; When a device is multiple hops away from the Gateway, its downlink graph has to traverse multiple intermediate devices but cannot reuse their downlink graph information. This will introduce unnecessarily high configuration overhead in the network, and further hurt the schedulability when constructing the communication schedule. To achieve reliable downlink graph routing in large-scale wireless networks, in this section we propose to extend the current downlink route from a single graph to a sequence of ordered local graphs, and we call this approach Sequential Reliable Downlink Routing (SRDR). Instead of constructing a completely new graph from Gateway to device v, SRDR lets each node only keep a small local graph to maintain the reliable routing from its parents. The reliable downlink graph to a given node can be constructed by assembling the intermediate nodes' local graphs together based on a given order. These local graphs can be taken as building blocks in constructing downlink graphs for different destinations, thus existing device configurations can be reused. This will significantly reduce the overall configuration overhead and improve the downlink routing scalability.
Extension:
To support sequential reliable downlink routing, we need two extensions in the current WirelessHART standard. First, as depicted in Figure 2 , we use the reserved bits (Bits 4-3) of the control byte in the network layer header to indicate, when set, the presence of the sequential downlink routing fields, and we use the source routing option field to store the ordered graph list; Second, the routing module needs an enhancement to support SRDR. When the packet arrives at the intermediate node, the routing module will retrieve the earliest graph ID in the graph list and verify if the current node is the sink of this specific graph. If it is, we remove this graph ID from the graph list and route this packet on the next earliest graph. This process continues until we reach the final destination or the routing fails. In the latter case, we will remove this graph ID and try the next earliest graph ID if it has corresponding edges. Otherwise, alarm messages will be sent to the Network Manager and appropriate actions shall be taken.
Alg. 3 summarizes the framework of SRDR. In the algorithm, given the original graph G, we construct the reliable downlink route (an ordered graph list) for each node in the network. We maintain S , a set of nodes whose downlink routes have already been constructed (Line 1). We incrementally 
If such an eligible node cannot be found, we will instead select the node that has two parents from S with the minimum average latency to the Gateway (Line 18). If every node in V − S has only one parent from S , the one with minimum average latency will be chosen (Line 28 -40). Alg. 4 gives the details of how we construct R v .
Example III.1: Figure 3 illustrates an example for constructing the reliable downlink routes for devices in a WirelessHART network. Figure 3(a) gives the original topology of the network. We first include node 2 and node 3 into the explored node set S . The dotted lines in Figure 3 (b) and Figure 3 (c) show their local downlink graphs. When adding node 1 into S , as A1 and node 2 are already in S and they satisfy the constraints C1 and C2, R 1 is derived as g 2 → g 1 . We have the similar operations when adding node 4 into S and
However, when adding node 5 into S , node 2 and node 3 are independent. As we have a link between C1: v has at least two parents u 1 , u 2 , and they form a cycle. C2: u 1 is u 2 's parent in u 2 's local downlink graph. C3: u 2 (u 1 ) has at least one parent from the cycle in G u 1 (G u 2 ) Find S ⊆ V − S : ∀v ∈ S , v has at least two edges from S
7:
// S r is the reliable node set in S , initially S r = ∅
8:
if S ∅ then 9: for all node v ∈ S do 10: for all edge pair (e u 1 ,v , e u 2 ,v ) from S do 11:h u 1 ,u 2 = (h u 1 +h u 2 )/2 12: end for 13: Find P v , set of edge pairs of v satisfying C1 ∧ (C2 ∪ C3) 14: if P v ∅ then 15: S r = S r ∪ {v} 16: Choose (e u 1 ,v , e u 2 ,v ) from P v with minh u 1 ,u 2 17: Optimization: In the basic SRDR, routing is performed strictly according to the sequence in the ordered graph list. However, as each node can keep graph information to multiple destinations, we can choose the graph which is closer to the destination and take advantage of the "shortcut" to further improve the network latency. We call this approach SRDR-OPT. When a packet arrives at an intermediate node i, instead of using the earliest graph ID, SRDR-OPT searches the 
if u 1 is u 2 's parent in G u 2 then 5:
end if 9: else if u 1 , u 2 satisfy C1 ∧ C3 then 10: if u 1 has an edge e from u 2 's parents in G u 2 then 11:
12:
end if 14: if u 2 has an edge e from u 1 's parents in G u 1 ∧ (h u 2 < h u 1 ) then 15 : 16 :
end if 18 : else 19: if e u 1 ,u 2 and e u 2 ,u 1 both exist then 20 :
else if there is neither e u 1 ,u 2 nor e u 2 ,u 1 then 23:
else if e u 1 ,u 2 exists then 26:
else 29:
end if 32: end if ordered graph list backward and finds the first graph ID that is stored in its routing table. The packet then will take the "shortcut" and be forwarded on this graph. If this forwarding is successful, at the destination of this selected graph, all the preceding graph IDs in the ordered graph list including the current ID will be removed. Otherwise, node i will select the next available graph ID backward and repeat this process. The following example shows the advantage of SRDR-OPT over SRDR. Example III.2: In Figure 4 , packets are routed from node s to node 4 and R 4 is g 2 → g 3 → g 4 . In node 2, it contains edges 2 → 3 and 2 → 1 on g 3 and edges 2 → 4 and 2 → 3 on g 4 . When a packet arrives at node 2 with an ordered graph list g 3 → g 4 in the network layer header (g 2 is removed at node 2), node 2 will take the "shortcut" and try to forward the packet on graph g 4 first. Only when both edges on graph g 4 are broken, will node 2 forward the packet on graph g 3 and try the edge 2 → 1 instead. Under this worse-case scenario, the packet will be forwarded to node 4 through s → 2 → 1 → 3 → 4.
G. Maintaining Reliable Routing with Network Dynamics
The algorithms presented in the previous subsections construct the reliable routing graphs in ideal scenarios where network devices work properly after joining the network. Although the industrial wireless mesh is usually quite stable after deployment, network devices may experience various failures. Wireless links can also be blocked by interference and become temporarily or permanently unavailable. All these scenarios require the Network Manager to recover the routing graphs to maintain the reliability requirements. In WirelessHART networks, network abnormalities and statistics are reported to the Network Manager through a set of network maintenance commands. For instance, Command 779 summarizes the communication statistics of a specific device; Command 780 and 787 report a device's neighbor signal strengths; Command 788, 789 and 790 are triggered once a path failure or routing failure is detected in the network. Based on these information, the Network Manager will update the network topology, adjust the routing graphs and communication schedules if necessary to reach a good balance between the reliability and recovery cost.
Our current heuristics to recover G B consists of two steps. We first find G B (V B , E B ) , the sub graph of G B where all nodes in V B are still reliable after the topology changes. In the second step, we replace G B with G B and repeat Alg. 1 to incrementally add nodes to G B . This process repeats until either all the nodes are included in G B or disconnected nodes are identified. The mechanism to reconstruct G U is similar to that of G B . Designing efficient algorithms to reconstruct G v to each node v is more challenging and will be addressed in our future works.
IV. Communication Schedule and Channel Management
Typical wireless industrial process control applications take the approach that the devices specify their requirements in communication bandwidth and the Network Manager allocates the necessary resources such as timeslots, to maintain the periodic sensing-control loop. In the sensing phase, the devices publish their process data to the Gateway on the uplink graph; In the control phase, the Network Manager generates control messages and sends them back to each individual device on its downlink graph. The Network Manager maintains a global communication schedule for transmitting these process and control data. The construction of the communication schedule is subject to several practical constraints in WirelessHART networks:
• The max number of concurrent active channels is 16.
• Each device can only be scheduled to TX/RX once in a time slot.
• Simultaneous TX are allowed in shared timeslot.
• On a multi-hop path, early hops must be scheduled first.
• The practical sample rates are defined as 2 n sec (−2 ≤ n ≤ 9).
Our design philosophy is to spread out the channel usage in the network as much as possible and apply the Fastest Sample Rate First policy (FSRF) to schedule the devices' periodic publishing and control data.
We use the concept of superframe to group a sequence of consecutive timeslots and represent the communication pattern for a given sample rate. We define two types of superframes: data superframe and management superframe. The data superframe is used to support data transmissions between the devices and the Gateway while the management superframe is used to exchange network management messages. The number of data superframes is decided by the number of different sample rates existing in the network. There can be multiple devices having the same sample rate, thus a data superframe will represent the periodic behavior of multiple devices.
We maintain a global matrix M to keep track of the current slot/channel usage in the network. Each entry in the matrix, M i, j represents the slot usage at timeslot i on channel j, and it has four types: unused, exclusive, shared and reserved. A unused entry can be allocated to any pair of devices if there is no communication conflict; An exclusive entry is one occupied by two devices for dedicated communication; Reserved entries are reserved by the Network Manager for maintenance purposes; and a shared entry allows multiple devices to compete for transmitting to the same device simultaneously. Several other important data structures are also maintained for constructing the communication schedule. These include one data superframe F i per sample rate r i and a global management superframe F m . For each node v, we maintain a schedule S v to record its own slot/channel usage. Here we use l i to denote the length of F i and the length of M and S v are both equal to the maximum length among the existing superframes. These schedules will be distributed to the devices to achieve end-toend real-time communication. for all node v ∈ N i do 8: // Schedule primary and retry links for publishing data 9: ScheduleLinks(v, g, G U , F i , 0, Exclusive); 10:
, Shared); 11: 12: // Schedule primary and retry links for control data 13 :
, Shared); 15: 16: if link assignment is not successful then 17: // Defer bandwidth request from node v 18: return FAIL; 19: end if 20: end for 21 : end for 22: return SUCCESS;
Our algorithm framework for constructing data communication schedule is presented in Alg. 5. We apply the FSRF policy in scheduling data transmissions and the construction is based on the reliable graphs we introduced in Section III. For each device v, in its sensing phase, it allocates the primary and retry links along the uplink graph G U to the Gateway (Line 9 -10); In the control phase, the Network Manager sends the control messages back and allocates the primary and retry links along the downlink graph G v (Line 13 -14) . The ScheduleLinks(u, v,  G, F , t, o) function is described in Alg. 6. It allocates every link on the paths from u to v on graph G one by one in a depth-first manner. It allocates the earliest available timeslot t i from t for each link and updates M, F and each affected node's schedule accordingly. If we cannot find a slot in [t, l F ] to accommodate all the allocations, the Network Manager will defer the bandwidth request from the corresponding device until enough bandwidth resources are available (Line 16 -19 in Alg. 5).
Notice that a device v is typically multi-hop away from the Gateway, and it has multiple paths to the Gateway due to the property of reliable graph routing. However, if we allocate the required communication bandwidth on each hop along all its paths to the Gateway, most of the allocated links will be wasted because only one path will be picked in each transmission. This will severely degrade the schedulability of the network schedule. To address this problem, as shown in Alg. 6 (Line 17 -33), when the device has two successors to forward the messages, we reduce the transmission rate between v and each of its successor to half of the original sample rate, and schedule the links on the corresponding superframe F whose superframe length is two times as large as that of F . We determine the timeslot offset of these links in F to make sure that their combinations will form a communication pattern the same as the original sample rate.
V. Performance Evaluation
This section reports the major results from our simulations to evaluate the performance of our algorithms. The simulation model and parameter settings are described in Section V-A. Section V-B compares our algorithms in constructing reliable routing graphs to traditional approaches. Section V-C evaluates the performance of our approach for generating communication schedules. The results show that our approaches can achieve higher routing success rate, better end-to-end communication latency while incurring only modest configuration overheads on devices.
A. Simulation Model and Parameters
In the experiments, the simulation area is fixed at 450 m × 450 m and the default device communication distance is 100 m with a 0 dBm transmitter. We assume that there is no edge between a pair of nodes if they are not in each other's communication range. Otherwise, an edge exists with a probability p that is varied from 0.0 to 1.0. The size of the network is varied from 50 to 150 to evaluate the effect of network density on algorithm performance. We disable a given portion of links in the network to evaluate the reliability 
B. Performance of Reliable Routing Graphs
We conducted a series of experiments to evaluate the performance of the reliable broadcast graph G B , reliable uplink graph G U and reliable downlink graph G v for each node v. The experiment results of G U are omitted here because G U is essentially the reversed version of G B , and their performance are quite similar.
We compare our approach for constructing G B with two baseline methods. The first method constructs a single broadcast tree using breadth-first search and the second method finds the max-reliable broadcast graph. In the latter method, when a node is selected to be added to the broadcast graph, all its incoming edges from the current broadcast graph are also added. Different from this method, our approach only chooses the first two incoming edges of the selected node with minimum latency, thus achieves a balance between high routing reliability and low configuration overhead. In this paper, the configuration overhead is defined as the average number of links to be configured per node. It is an important performance metric because wireless devices' resource is limited and configuring large number of links in the network will severely hurt the schedulability of the communication schedule.
The first experiment compares the configuration overhead among these three approaches. In the experiments, we vary the size of the network from 50 to 150 nodes to evaluate its impact. Figure 5 summarizes our results. As expected, we observe that the configuration overhead of the max-reliable approach is much higher than the others and it increases linearly along with the increase of the network density. On the other hand, the overhead in our approach and the broadcast tree solution is much lower and stable. The overhead in our approach is always below 2 links per node, and it is closer to the performance
Alg 6 ScheduleLinks(u, v, G, F , t, o)
1: // u and v are the source and destination of the communication 2: // G is the routing graph and F is the superframe 3: // t is the earliest slot to be allocated and o is the link option 4: 5: Identify data superframe F with l F = 2l F 6: for all node i ∈ Successor(u) do 7: Identify the schedule S u and S i for node u and i 8: if i is the only successor of u then 9: Identify t i , the earliest slot from t with a channel c to: 10: Allocate entries M k·l F +t i ,c (k = 0, 1, ...) on M
11:
Allocate the slots k · l F + t i on S u and S i 12:
Allocate slot t i on F 13: 14: if All allocations are successful then 15: ScheduleLink(i, v, G, F , t i , o); 16: end if 17: else 18: if i is the first successor then 19: Identify t i , the earliest slot from t with a channel c to: 20: Allocate entries M k·l F +t i ,c on M of the broadcast tree when the network density is low. This is because when the network density is low, many nodes are difficult to find two parents in the network thus they only have one link in G B .
In the next experiment, we first construct the broadcast graphs based on these three approaches with 100 nodes in the network. We then gradually increase the percentage of failed links in the network from 0% to 95%. We compare the reliability of these three approaches and apply the recovery mechanisms we discussed in Section III-G on them. Figure 6 shows that along with the increased percentage of failed links in the network, the reliability of the broadcast tree drops quickly and when half of the links die, only around 25% nodes are reachable from the Gateway. Our approach performs much better. With the same percentage of failed links, around 55% nodes are still connected. The max-reliable broadcast graph has the best performance as a tradeoff of its poor scalability and much higher configuration overhead. In figure 6 , we also show a curve of the reachability for the broadcast graphs after the recovery. As the recovery mechanisms are all based on the same underlying network topology, all three approaches have the same reachability after reconstruction. This in turn verifies the correctness of our recovery mechanisms. Figure 7 and Figure 8 compare the recovery overhead in terms of the number of changed links among these approaches. Figure 7 shows the overhead to resume the connectivity of the broadcast graphs while Figure 8 further shows the overhead to recover their reliability properties. We observe from Figure 7 that the broadcast tree always has the heaviest recovery overhead while the max-reliable broadcast tree has the minimum because of its best reliability. The performance of our approach sits between them. However, Figure 8 shows that to recover the reliability property, our approach needs to add more links than the other two approaches. The reason is the broadcast tree has no reliability requirement while the max-reliable approach has already added most of the links in the construction stage thus its recovery overhead is relatively smaller.
We further evaluate the performance of the two proposed approaches for constructing reliable downlink graphs, the standard approach RDG(standard) defined in WirelessHART and the sequential reliable downlink routing approach (SRDR). For the details of RDG(standard), interested readers are referred to [14] . We compare them with two baseline methods. The single shortest path routing and the two nodedisjoint path routing. The latter method can tolerate one link or node failure. Figure 9 compares the routing reliability among these four approaches. It clearly shows that the single shortest path approach always has the worst performance. On the other hand, RDG(standard) maintains the best reliability and always outperforms the two node-disjoint path method more than 30%. SRDR is around 8% worse than RDG(standard). This is because the downlink graphs constructed under RDG(standard) have more redundant links. As a tradeoff, as shown in Figure 10 , RDG(standard) introduces a much higher configuration overhead. The average number of nodes (edges) in the constructed graphs is 2 (5.5) times and 1.2 (2.8) times larger than that of the single shortest path approach and two node-disjoint path approach respectively. On the contrary, SRDR only introduces very limited configuration overhead because it only constructs local graphs and these local graphs can be further reused for assembling downlink routes to different destinations. Its average number of nodes is the lowest among all the four approaches and its average number of links is only slightly higher than the single shortest path approach and around 33% lower than the two nodedisjoint path approach.
We also evaluate the performance of the optimization mechanism SRDR-OPT, and measure its improvement on average latency. In the experiment we fix the number of nodes in the network at 150 and vary the communication range of the devices from 50 m to 200 m. In Fig. 11 , we observe that the average latencies of all the four approaches decrease with the increase of the communication range, and SRDR has a much higher average latency compared with RDG(standard). This is because when constraint C2 in Table I is satisfied, SRDR selects the node with larger latency as its parent in constructing downlink graph while RDG(standard) takes both and its latency is calculated as their average plus one. This deficiency is overcome by SRDR-OPT because the shortcuts are taken in the optimization, and the performance of SRDR-OPT is similar to RDG(standard).
C. Construction of Communication Schedules
Our approach for constructing the communication schedule has two unique features. First, we split the traffic from a device among all its successors so that the bandwidth requirement on each successor is reduced. The schedules on the successors are carefully designed so that their combination has the same patten as the original device. Second, we use the concept of shared timeslot to allow multiple devices to compete for communicating with the same device simultaneously. This is especially useful for the retry links and it can significantly improve the network throughput.
In this section, we evaluate the performance of these two features by comparing our approach with three baseline methods. The basic methods either lack one of the features or both of them. For simplicity, we only show our results on scheduling process data from devices to the Gateway on the uplink graph. Scheduling control data on the other direction is similar, thus is omitted here. Two performance metrics are defined. The first metric is the scheduling success ratio which measures the percentage of nodes that can successfully allocate the required bandwidth; The second metric is the network utilization which measures the percentage of entries in matrix M that are already allocated for communication. Our results are summarized in Figure 12 and Figure 13 respectively.
In Figure 12 , we compare the scheduling success ratio by deploying 50 nodes in the network and varying the device sample rate from 250 ms to 4 min and 16 sec (each device has the same sample rate). We observe that by halving the bandwidth requirement on a device's successors (if they exist), the success ratio can be greatly improved. The improvement is more than 25% when the sample rate is 2 sec and is even higher with faster sampling rate. Figure 12 also shows that by applying the shared timeslot, the success ratio can be consistently increased by 5% until the sample rate is low enough that the scheduling success ratio approaches 100%. Figure 13 shows that when the approaches have a similar scheduling success ratio, our approach has a much lower network utilization, and this will further help include more devices into the network. When the sample rate is fast (< 1 sec), our approach has a higher network utilization because in these scenarios, the success ratio for other approaches is so poor that very limited number of devices can successfully allocate their required bandwidth.
VI. Conclusions and Future Work
In this paper, we study the problem of how to achieve reliable and real-time communication in industrial wireless mesh networks. Taking WirelessHART as an example, we abstract the reliability requirements in typical wireless industrial process control applications and present algorithms for constructing reliable routing graphs for different communication purposes. We describe how to generate the communication schedules based on these routing graphs, and demonstrate our approach's unique features to enhance scalability. Extensive simulations are also conducted to evaluate the performance of our algorithms.
In ongoing and future work, we are deploying our system in a manufacturing factory to evaluate the performance of our network management techniques in a real industrial environment. We shall continue to look for more efficient approaches for constructing routing graphs and communication schedules to maximize power saving in WirelessHART networks, and to study their recovery mechanisms.
