Given integers n, m and a probability distribution P * on [m] = {1, . . . , m}, consider the random intersection graph on the vertex set [n], where i, j ∈ [n] are declared to be adjacent whenever
Introduction
Given subsets S(1), . . . , S(n) of a set W = {w 1 , . . . , w m }, define the intersection graph on the vertex set V = {v 1 , . . . , v n } such that v i and v j are joined by an edge (denoted v i ∼ v j ) whenever S(i) ∩ S(j) = ∅ for i = j. Assuming that the sets S(i), i = 1, . . . , n, are drawn at random, we obtain a random intersection graph. We consider a class of random intersection graphs where the random subsets S(i) = S(v i ), i = 1, . . . , n, are independent and identically distributed. Moreover, we assume that the distribution of S(i) is a mixture of uniform distributions. That is, for every k, conditionally on the event |S(i)| = k, the random set S(i) is uniformly distributed in the class of all subsets of W of size k. In particular, with P * denoting the distribution of |S(i)|, we have, for every A ⊂ W , P(S(i) = A) = studied in Godehard and Jaworski [12] . They are applied in the analysis of secure wireless networks [9] , [11] , [14] , social networks [8] , and statistical classification [12] . We study the component evolution of random intersection graphs G(n, m, P * ) in the case where m is much larger than n. Note that if we choose P * such that P * ( cm/n) = 1, where c ≥ 0 is a constant, then the expected value of the degree of a typical vertex is approximately c, see [12] , [17] . Therefore, one may expect to observe a fast growth of the largest connected component in G(n, m, P * ) when |S(i)| (the size of a typical random set) is of stochastic order Θ P ( m/n). Assuming that, as n, m → ∞, the probability distribution of n/m |S(i)| converges to some limiting probability distribution on [0, +∞), sayP , we describe the asymptotics of the size of the largest connected component in terms ofP . The paper is organized as follows: results are stated and discussed in Section 2, and proofs are given in Section 3.
Results
We start with mentioning related results for random graphs with independent edges. Erdős and Rényi [10] showed the fast growth of the largest connected component of the random graph G n,p (obtained from the complete graph K n by removing edges independently and with probability 1 − p) in the case where the edge density p passes the threshold p = 1/n as n → ∞. Namely, for a constant c > 0 and p = c/n, the order of the largest connected component (denoted N 1 ) is N 1 = O P (log n) if c < 1 and N 1 = ρ c n + o P (n) if c > 1. Here, ρ c denotes the survival probability of the Galton-Watson branching process with Poisson offspring distribution having mean value c. Recently, the component evolution of a general inhomogeneous random graph with independent edges was studied by Bollobás, Janson, and Riordan [5] . Let V = {v 1 , . . . , v n } be the vertex set, and let p (n) ij = P (v i ∼ v j ) denote the probability of the event that vertices v i , v j ∈ V are adjacent. Assuming mild regularity conditions on the sequence of probabilities {p (n) ij , 1 ≤ i < j ≤ n} ∞ n=1 , Bollobás, Janson, and Riordan [5] showed that
Here, ρ * > 0 is the expected survival probability of the multi-type Galton-Watson branching process with Poisson offspring distribution that approximates the neighborhood discovery process performed by the breath first search procedure starting at a randomly chosen vertex from V . Behrisch [2] extended the above-mentioned result of Erdős and Rényi [10] to the random intersection graph G(n, m, P * ) with binomial distribution P * and m = n α , α > 1. For degenerate P * , a similar result was shown in [4] . In the present paper, we extend (1) to random intersection graphs G(n, m, P * ) with general P * in the case where n ln 2 n = o(m). In order to trace the connection between G(n, m, P * ) and the random graph model studied in [5] , it is convenient first to look at G(n, m, P * ) conditioned on S = {|S(v 1 )|, . . . , |S(v n )|}. In this way, we obtain an inhomogeneous random intersection graph, say G S , where the sizes of the sets are now nonrandom. For m much larger than n, edges of G S are approximately independent as m, n → ∞, and we have
Therefore, G S resembles the inhomogeneous random graph with independent edges having probabilities of the form p
represents the idd sample from the probability distribution P * . Note that the giant component of an inhomogeneous random graph with independent edges having probabilities of the form P (v i ∼ v j ) = p i p j (with nonrandom weights p i ) has been studied in [7] .
Before stating our result, we introduce some notation. Given a probability distributionP on [0, +∞), let XP denote the multi-type Galton-Watson branching process, where particles are of prescribed types from the set [0, +∞) and where a particle of type y ∈ [0, +∞) is replaced in the next generation by a set of particles distributed as a Poisson process on [0, +∞) with intensity xyP (dx). In particular, the number of children of y with types x ∈ [a, b] has Poisson distribution with mean b a xyP (dx), see, e.g., [5] . By XP (y) we denote the process XP starting at a particle of type y. ρ(P , y) denotes the probability of nonextinction of XP (y), and ρ(P ) := ρ(y)P (dy). We consider the sequence of random intersection graphs G(n, m n , P n ), n = 1, 2, . . . . Define the sequence {P n } of probability distributions on [0, +∞) by puttingP n (A) = P n (n/m n ) 1/2 A for every Borel set A ⊂ [0, +∞). LetZ n be a random variable with the distributionP n . Note that (m n /n) 1/2 is the scale of the size of a typical random set, say S n (v), in the case where the degrees of G(n, m n , P n ) are stochastically bounded as n → ∞. Therefore, it is convenient to state conditions in terms of distributionsP n of rescaled random variables (n/m n ) 1/2 |S n (v)|. Let N 1 (G) denote the order of the the largest connected component of a graph G (i.e., N 1 (G) is the number of vertices of the connected component which has the largest number of vertices). Theorem 1. LetP be a probability distribution on [0, +∞). LetỸ be a random variable with the distributionP . Assume that EỸ < ∞ and EZ n < ∞ for all n. Assume that, as n → ∞,
Remark 1. Conditions (i) and (ii) together imply the uniform integrability of the sequence of the random variables {Z n }, i.e.,
For a sequence of numbers a n , we write a n = Θ(n) if there exist positive constants c 1 < c 2 and n 0 such that c 1 n ≤ a n ≤ c 2 n for n > n 0 .
Remark 2.
Assume that the conditions of Theorem 1 are satisfied and EỸ 2 < ∞. It this case, we have EỸ 2 ≤ 1 whenever ρ(P ) = 0, see . Therefore, from Theorem 1 it follows that, with probability tending to 1, we have
It would be interesting to learn more about the order N 1 of the largest connected component in the case where ρ(P ) = 0, and about the order N 2 (G) of the second largest component in the case where ρ(P ) > 0. It is likely that a more precise asymptotics is related to the order of decay of the tail P (Ỹ > t) as t → ∞, c.f. [16] .
The result of Theorem 1 should be considered as a first step in understanding the structure of general random intersection graphs with n = o(m). The interesting and important class of random intersection graphs G(n, m, P * ) with n = O(m) exhibit stronger clustering and is beyond the scope of this paper.
Proof
The section is organized as follows. In Section 3. 
Here we denote
For λ = EH = ab/m and t ≥ 0, we have
Note that inequalities (3, 4) remain valid if one of the sets S a or S b is nonrandom.
Proof of Lemma 1. Inequalities (3) are shown in [17] . Inequalities (4) are simple consequences of (3). Exponential inequalities for hypergeometric probabilities (5) can be derived from the corresponding inequalities for binomial probabilities, see [13] . Their proof can be found, e.g., in [15] .
Assume, in addition, that bd ≤ m and 2ab < m. Then, for t ≥ 10, we have
Proof of Lemma 2. Let us prove (6) . Introduce the events
s} and write the left-hand side of (6) in the form P(B∩A)/P(A).
In the last step, we estimate p j ≤ 1 for j > r and invoke the simple inequalities p j ≤ p r for 1 ≤ j ≤ r − 1. (8) implies (6) . Inequality (7) follows from (6) and the inequalities of Lemma 1. Let r = t and write
The simple inequalities
imply (see (5))
In the last step, we used the assumption t ≥ 10. The inequality 2ab/m ≤ 1, combined with (4),
Invoking this inequality and (10) in (6), we obtain (7).
3.2.
Given a finite measure Q on [0, +∞) with [0,+∞) tQ(dt) < ∞, let X Q and X Q (y), y ∈ [0, +∞), be multi-type Poisson branching processes with type space [0, +∞), defined in the same way as XP and XP (y) in Section 2 above, but with respect to a more general measure Q. Let |X Q (y)| denote the total progeny of the process starting at a particle of type y ∈ [0, +∞).
is the survival probability of the process
In Lemma 3 we collect some facts from [5] about survival probabilities of Poisson branching processes that are relevant to the random graph model considered in Theorem 1. For a general theory and proofs, we refer to Sect. 5 of [5] .
(ii) For all
and the corresponding sequences of partitions {B M } and measures {Q
3.3. In the proof of Theorem 1, we use some ideas and techniques developed in [5] and [2] . Let us mention that the vertices of a random intersection graph resemble the particles of a related Poisson branching process and the sizes of their random sets resemble the types of the particles. We start with Lemma 4, where we establish the result in the case where the sizes of the sets 
Then there exists a sequence {ε * n } n≥1 converging to zero (depending only on B, {m n }, {ε n }, and {ε n }) such that, for n > n 0 , we have
Throughout the proofs of Lemma 4 and Theorem 1, we call the elements of W = W m attributes. S(v i ) is called the attribute set of v i . Given a sequence of random variables {X n } and a number a ∈ R, we write X n ≥ na − o P (n) if there exists another sequence of random variables {ξ n } such that X n ≥ na − ξ n for every n and, for each ε > 0, we have P(ξ n > εn) → 0 as n → ∞. The notation X n ≤ na + o P (n) is defined in a similar way.
Proof of Lemma 4.
Before the proof, we introduce some more notation. By c B , c B , etc. we denote positive constants which depend on B only. Similarly, c B,τ depend on B and a parameter τ only.
. In what follows, we drop the subscript n and write m = m n , ε = ε n , . We assume that these random sets are independent of S(v 1 ), . . . , S(v n ). Given 0 < δ < 1, letỸ −δ andỸ +δ denote multi-type G-W processes with the type space [M ] such that the number of u-type children of a particle of type t has Poisson distribution with the mean (1 − δ) 2 q u y t y u and (1 + δ) 2 q u y t y u , respectively. Write
HereỸ −δ (t) denotes the processỸ starting at a particle of type t. ForỸ +δ , the corresponding quantities ρ
+δ , ρ +δ are defined in the same way. We assume without loss of generality that 0 < y 1 < y 2 < · · · < y M . Indeed, if y 1 = 0, then all vertices of type t = 1 are isolated, and N 1 (G) belongs to the subgraph, say G , of G spanned by the vertices of types t ∈ {2, . . . , M }. If, in addition, q 1 = 1, then the order of G is at most nε n = o(1), and (15) 
Let us prove (15) . We shall show the following two bounds, which together imply (15) :
First, we prove the upper bound (16) . Given an integer function ω such that ω(n) → ∞ and ω(n) = o(n), we call a component of G big (ω-big) if it has at least ω(n) vertices. Let B = B ω be the union of vertices of big components. We shall show that, for any such ω(·),
as n → ∞. This identity and the obvious inequality N 1 (G) ≤ max{ω(n), |B|} imply (16). The proof of (18) consists of several steps. We start with showing that
Proof of (19) . Given v ∈ V , we evaluate the probability P(v ∈ B). For this purpose, we explore the connected component containing v as follows. 
We obtain
In addition, it follows from condition (i) of the lemma that
It follows from (21)- (22) that, given δ > 0, there exists n δ such that, for every n ≥ n δ and every unlabeled vertex x i ∈ L v , we have
In view of (23)- (24), for large n, we can couple offspring numbers X itu of an unlabeled x i with the binomial random variables
In addition, we can couple the exploration process (until the first labeled vertex) with two Galton-Watson processes, say Y − and Y + , that have binomial offspring distributions (25) and (26) as follows. In order to obtain the Galton-Watson tree of Y − , we perform the Breath First Search in T * v starting at the root v and delete discovered vertices (together with subtrees of their descendants) independently at random so that offspring numbers of vertices of the resulting pruned tree would follow binomial distributions (25). In addition, we replace white leaves and labeled leaves of the pruned three by independent Galton-Watson trees with offspring distributions (25). The process Y + is defined similarly, but now we insert independent GaltonWatson trees (generated using offspring distributions (26)) instead of deleting subtrees of T * v . Since (21) fails on the event A i complement to A i , inequalities (27) are valid for x 1 , x 2 , . . . , x i−1 until the first occurrence of A i (until the first labeled vertex x i ). Let A i * = {k ≥ i} ∩ ∩ 1≤j≤i−1 A j ∩ A i denote the event that x i is the first vertex that receives the label. On the event A * , complement to A * = ∪ 1≤i<ω(n) A i * , the coupling (27) is valid and implies the relations
Note that v ∈ B ⇔ |L v | = ω(n). Therefore, from (28) we obtain
Let us show that the probability of the event A * is negligibly small,
We write P(A * ) ≤ 1≤i<ω(n )P(A i * ) and prove that P(A i * ) ≤ c B n −3 for i < ω(n). In order to prove the latter inequality, we establish the same bound for the conditional probability (1)). In addition, we always have
, we obtain from (7) the bound p * ≤ c B n −3 , thus, completing the proof of (30). Next, we replace the probabilities
and ρ
, where t v denotes the type of vertex v. The total variation distance between the binomial distribution Bi(r, p) and the Poisson distribution with the same mean is at most p; see, e.g., inequality (1.23) in [1] . Therefore, the error of this replacement is O(ω(n)/n). Now, from (29) and (30) we obtain (uniformly in v ∈ V ) the inequalities
Invoking (31) in the sum E|B| = v∈V P(v ∈ B) and using condition (i) of the lemma, we get
Finally, letting n → ∞, we conclude from (11) and (32) that
Since ρ −δ , ρ +δ → ρ(Q) as δ ↓ 0 (see (12) ), the latter inequalities imply (19) .
Let ω(n) = ln n . For this particular ω(·), we prove that
Proof of (34). In the proof, we use the identity
and exploit the fact that events {v ∈ B} and {w ∈ B} are asymptotically independent as n → ∞. This fact is not surprising as each of the events L v := {|L v | = ω(n)} and L w := {|L w | = ω(n)} (equivalent to {v ∈ B} and {w ∈ B}) refers to at most O(ln n) vertices. We first generate the list
We shall show below that
On the event H, the exploration process starting at w does not encounter any vertex of L v . Conditionally, given D and H, we can couple this (starting at w) exploration process with two G-W processes as in the proof of (19) above but with the attribute set W \ D instead of W and the vertex set V \ L v instead of V . Since
. Therefore, (31) extends to the conditional probability
Here, t w denotes the type of w. Combining (38) with the total probability formulae, where sums are taken over all possible values ∆ of the random set D,
we obtain
In view of (36), we can replace
It follows from (35) and (39) and the obvious identity
Letting first n → ∞ and then δ ↓ 0, we obtain, by the same argument as in (32-33) above, that
. The latter identity, combined with (19), shows (34). It remains to prove (36). For this purpose, we write the complement event H in the form
, and show that
Let i = 1. Given D, we apply (4) to S a = S(z 1 ), S b = D, and W = W . Using the inequalities |S(z 1 )| ≤ d M and (37), we obtain (41). For i = 2, we expand, by the total probability formula,
where
, we obtain from (4) that p h ≤ c B ω(n)n −1 uniformly in h. This bound, combined with (42), shows (41) for i = 2. For i = 3, 4, . . . , ω(n), the proof of (41) is much the same. Proof of (18) . For ω(n) = ln n , (18) follows from (19) and (34). We extend (18) to any B defined using another function ω (·). To this aim, we apply (19) to max{ω(n), ω (n)} and min{ω(n), ω (n)} and obtain the bound for the expected size of the symmetric difference E|B B | = o(n). This bound implies that both |B|/n and |B |/n have the same limit in probability.
Let us prove the lower bound (17) . To this aim, we show that, for every 0 < τ < 1,
Indeed, this inequality implies (17), because ρ −τ → ρ(Q) as τ ↓ 0, see (12) . We fix τ ∈ (0, 1) and prove (43). Let G 0 be the intersection graph on the vertex set V defined by the collection of sets (18) that
We show that the event G = {all vertices of B 0 lie in at most one component of G} has the probability
as n → ∞. From (44) and (45) we obtain (43). It remains to prove (45).
Proof of (45). Given
. . denote the connected components of G 0 of order at least ω(n), and let V 1 , V 2 , . . . denote their vertex sets (we assume that there are at least two such components since otherwise G is automatically satisfied). In the proof of (45), we use the fact that the random sets W * (V i ) := ∪ v∈V i S * (v), i = 1, 2, . . . , are large enough so that they intersect with high probability. Such intersections produce links between V i and V j in G * that imply the event G. Introduce the events A ij = {there is a link in G * between V i and V j }, i = j. Note that
We show below that, uniformly in S 0 , we have, for every
Invoking this bound in (46) and using the observation that there can be at most n 2/3 pairs C i = C j of components of order at least n 2/3 , we obtain (45).
Proof of (47).
We first show that W * (V i ) is large with high probability,
Recall that
. (48) follows from the simple identity |W * (V i )| = 1≤h≤k |S * (w h )| and from the following inequalities which hold uniformly in h ≤ k and
To show this bound, we write the probability in the form P(H a,b,m > y), where
Now (5) shows (49). We have arrived at (48). Next, we show that W * (V i ) and W * (V j ) intersect with high probability. By the conditional independence, given W * (V i ) and S 0 , of the random variables
The second inequality of (5) implies
. In addition, invoking the inequalities
for v ∈ V j , we obtain from (50) that
, the right-hand side is bounded from above by exp{−c B,τ n 1/3 }. This bound, together with (48), implies (47).
Proof of Theorem 1.
In what follows, we write, for short, m = m n and G n = G(n, m, P n ) and denote
Observe that the random variables Z n1 , . . . , Z nn are independent and have the common distributionP n . We start with a short outline of the proof. First, we truncateZ n1 , . . . ,Z nn at level ∆ > 0 and approximate the truncated random variables by discrete ones. Then we establish the result for discrete random variables (see Lemma 4) , extend it to bounded random variables Z n1 I {Z n1 ≤∆} , . . . ,Z nn I {Z nn ≤∆} , and, finally, letting the truncation level ∆ → +∞, complete the proof.
Step 1 (result for truncated random variables). Given ∆ > 0 satisfying P(Ỹ = ∆) = 0 and P(Ỹ < ∆) > 0, let G n (∆) be the random intersection graph on the vertex set V defined by the collection
In the first step of the proof, we show that
Here,P ∆ denotes the distribution ofỸ I {Ỹ ≤∆} .
Fix ε ∈ (0, ∆) and an increasing sequence 0 = y 1 < y 2 < · · · < y M = ∆ such that P(Ỹ = y i ) = 0 and y i −y i−1 < ε, i > 1. We say that v is of type j ∈ {1, . .
Every v ∈ V is assigned random subsets S − (v) and S + (v) of sizes d is a subgraph of another) , and, therefore, we have
We are going to apply Lemma 4 to N 1 (G − n ) and N 1 (G + n ). Let Q − ε (respectively Q + ε ) denote the probability distribution on the set B = {y 1 , . . . , y M } that assigns the mass q i =P ∆ ([y i , y i+1 ) ) to y i (respectively y i+1 ), 1 ≤ i < M , and Q − ε (y M ) = Q + ε (y 1 ) = 0. We shall show that
In view of the limits (14) , from (54) and (53) we obtain (51). Let us prove (54). By assumption (i), the probability that given vertex is of type i,
converges to q i as n → ∞. In particular, δ n := max 1≤i<M |q ni − q i | converges to zero as n → ∞. In addition, Chernoff's exponential bound applied to the number n i of vertices v ∈ V of type i shows
We conclude that the events Z r := {max 1≤i<M |q i − n i /n| < δ n + n −1/2 ln 2 n ∀n ≥ r} have the probabilities P(Z r ) = 1 − o(1) as r → ∞. Finally, given δ > 0 and r, Lemma 4 implies the bound P |N 1 
, which yields the first part of (54). The proof of the second part is the same.
Step 2 (result for arbitrary random variables). We show two bounds
which together imply the result
(55) is a simple consequence of (51). Indeed, the inequality (13)), we obtain (55). Let us prove (56). Given k, G n , and G n (∆), let B k and B k (∆) denote the unions of vertices of components of order ≥ k in G n and G n (∆), respectively. Let V ∆ denote the set of vertices v ∈ V with |S(v)| ≥ ∆ m/n (such vertices are isolated in G n (∆) but not necessarily in G n ). Let X ∆ denote the number of edges of G n with one endpoint in V ∆ an another in V \ V ∆ . The proof of (56) is based on the simple inequalities
These inequalities imply
In order to show (56), we choose k, n1Zn2 . Invoking this inequality in (59), we obtain
where we denote ϕ 2 (∆) = 3 sup n EZ n2 EZ n1 I {Z n1 ≥∆} . Observe that, by (2), ϕ(∆) → 0 as ∆ → ∞. Finally, invoking the inequality P(I A ∆ X ∆ ≥ nϕ(∆)) ≤ ϕ(∆), which follows from (60) by Chebyshev's inequality, we obtain P X ∆ ≥ nϕ(∆) ≤ P(A ∆ ) + P(I A ∆ X ∆ ≥ nϕ(∆)) ≤ P(A ∆ ) + ϕ(∆).
Next, we construct the upper bound for |B k (∆)|,
Proceeding in the same way as in the proof of (18) and (52-54), we show that |B k (∆)| = nρ (k) (P ∆ )+o P (n). Then, invoking the inequality ρ (k) (P ∆ ) ≤ ρ (k) (P ) of Lemma 3, we obtain (62). Finally, we show that, for each 0 < ε < 1, we have, as n → ∞,
Fix ε. In view of (13), we can choose (sufficiently large) k = k(ε) such that
Given k, we choose (sufficiently large) ∆ such that kϕ(∆) < ε and ∀n, P(|V ∆ | ≥ nε) ≤ ε.
Here, the last inequality, for large ∆, follows from the inequalities
Letting n → ∞, we obtain from (58), (61), and (65) that P(kX ∆ + |V ∆ | ≥ 2εn) ≤ 2ε + o (1) . From (62) and (64) we obtain P |B k (∆)| ≤ nρ(P ) + 2nε = 1 − o (1) . Collecting these bounds and the simple inequality k < εn (which holds for all sufficiently large n) in (57), we obtain (63), thus completing the proof of (56).
Proof of Remark 3. For ρ(P ) = 0, the bound N 2 (G) = o P (n) is an immediate consequence of Theorem 1. For ρ(P ) > 0, this bound follows from the result of Theorem 1 combined with the bound |B k | ≤ ρ(P )+o P (n) as n, k → ∞. Here B k and k are the same as in the proof of (56).
Note added in proof. The result of Theorem 1 remains valid if we replace condition (iii) by the weaker condition n = o(m n ) as n → ∞. The proof remains almost the same with the only difference that instead of using Chernoff type bound (the first inequality of (5)) we now use the bound P(H i,j,m ≥ k) ≤ c(∆, k)(ij/m) k , for k = 1, 2, . . . , and j 2 /m ≤ ∆ 2 , which is an immediate consequence of Sródka (1963) inequality, see, e.g., formula (6.70) of [18] . In particular, in the proof of Theorem 1, we consider functions ω(n) = O(n α ), 0 < α < 1, and may safely assume that with a high probability intersections of random sets have at most a finite number k = k(α), elements (instead of t = Θ(ln n)).
