This paper describes the design of FIR delay filters with prescribed number of zeros at ω = π and prescribed magnitude and group delay flatness at ω = 0 that minimize a squared error. Even though the flatness constraints are in general non-linear functions of the filter coefficients, we show the remarkable fact that for a subclass of the filters a simple orthogonal projection of least squared error filters onto a special linear subspace determined via Baher filters gives the solution. The paper also introduces the notion of delay filters that are high order approximations to the ideal delay and establishes their equivalence to Baher filters. This connection gives novel elementary derivations of Baher filters and their properties. Matlab programs are provided at the end of the paper for the design of filters described in this paper.
Introduction
Herrmann [1] introduced linear-phase FIR lowpass filters with maximally flat magnitude response at ω = 0 and prescribed number of zeros at π. Baher [2] generalized these lowpass filters to the the class of (not-necessarily linear phase) FIR filters with prescribed magnitude and group-delay flatness at ω = 0 and prescribed number of zeros at π. The magnitude and group delay flatness are approximately the same in the analytical formula that he gave for his filters. This paper looks at the problem of designing delay filters (not necessarily lowpass) and naturally arrives at Baher filters. Thus arguably Baher filters are prototypical FIR delay filters. This fact seems to a large extent have not been noticed in the literature; for example the recent survey on fractional delay FIR and IIR filters does not even mention Baher filters [3] . Baher's derivation of his formula uses a continuous-time formulation of magnitude and group delay flatness, followed by application of the bilinear transform and final truncation of a certain polynomial. The continuous domain formulation depends on a closed form expression for the so-called continuous time equal emphasis polynomial derived in [4] . Our approach to designing delay filters using a complex approximation to a particular power series expansion of the ideal delay. We establish that these delay filters are identical to Baher filters and hence this gives an elementary and readily accessible derivation of Baher filters.
Selesnick and Burrus [5] looked at the problem of extending Baher filters by only requiring that the degree of group delay flatness be less than or equal the degree of magnitude flatness. Their work uses Grobner basis techniques and the design is quite intricate with several special cases. This paper clarifies and simplifies the techniques in that paper using the concept of τ -shifted moments. Furthermore, this paper extends their work by also considering the class of filters where the degree of magnitude flatness lags behind the degree of phase flatness. This case was specifically dropped as complicated in [5] . However, it turns out that the class of FIR Thiran filters [6] is one example of this class -there are no constraints on magnitude flatness but a prescribed degree of group delay flatness. Prompted by this observation this paper investigates this case and remarkably shows that such filters can be easily designed using Baher filters by solving a set of linear equations.
Samadi, Nishihara and Iwakura [7] discovered a new formula for Baher filters and showed their equivalence to Baher filters with assistance from a computer algebra package. Furthermore, they showed that Baher filters were universal maximally flat filters in the sense that the included Herrmann filters, Lagrange interpolation delay filters and generalized half-band filters. Furthermore, by using the so-called Montmort form of the Z-transform, Samadi and Nishihara [8] showed that Baher filters pass polynomial signals without distortion. All of these facts are re-visited in this paper with the simplicity afforded by our novel viewpoint of Baher filters as delay filters.
Gopinath [6] recently showed how Herrmann filters and Thiran filters can be used to design FIR linear-phase filters with prescribed amplitude flatness and FIR delay filters with prescribed group delay flatness respectively that also minimize a squared error criterion.
For example one can readily modify least squared error optimal filters with spline transition bands by an orthogonal projection to to obtain least squared error optimal filters with spline transition bands and amplitude/group-delay flatness constraints. This paper extends that work by using the so-called (K, (L, τ ), (M, 1))-flat filters to the design of FIR filters that minimize a squared error criterion and has prescribed magnitude and group delay flatness and prescribed number of zeros at ω = π.
The organization of the paper is as follows. Section 2 gives the notation and background. Section 3 motivates the least squared error filter design problem with magnitude and group delay flatness constraints and reviews the fact that group delay constraints are linear.
Section 4 describes the concept of delay filters (filters with linear constraints) and establishes their equivalence to Baher filters (filters with non-linear constraints). Section 5 describes the notion of filters that act as pure delays on polynomial signals and establishes that delay filters are indeed the minimal length signals that are pure delays for polynomial signals that have a prescribed number of zeros at z = −1. In Section 6 we finally establish that as long as the degree of magnitude flatness constraints does not lead the degree of group delay flatness constraint by roughly a factor of two the flatness constraints are linear and expressible in terms of the vanishing property of τ -shifted moments of the filter. Finally Section 7 describes the design of least squared error optimal filters when the flatness constraints are linear. Matlab programs for all the filter designs described are given at the end of the paper.
Notation
The Z-transform of a length N real-valued FIR filter h(n) is given by
The frequency response is given by H(e ıω ) ∆ = |H(e ıω )| e −θ(ω) . The real and imaginary parts of the frequency response are trigonometric polynomials (since h(n) is FIR) given by
The magnitude response is given by
The group delay response is given by
Both the magnitude and group delay are clearly non-linear functions of the filter coefficients
The magnitude response is said to be flat to order 2M − 2 if the following M constraints (since A(ω) is an even function of ω)
The group delay response of value τ is said to be flat to order 2L − 2 if the following L constraints (since θ(ω) is an odd function of ω)
The number of zeros of H(z) at z = −1 is denoted by K.
If (1), (2) and (3) are satisfied the filter is said to be (K, (L, τ ), (M, α))-flat. Note that (1), (2) and (3) can be equivalently stated as
and
While the constraints in (3) are linear in h(n), the constraints in (1) and (2) appear to depend non-linearly in the filter coefficients.
Motivation and a Problem
One of the main contributions in this paper is the design of length N (K, (L, τ ), (M, 1))-flat FIR filters that minimize a squared error criterion. The basic problem can be stated as follows:
Special cases of the above problem were solved recently [6] using Herrmann filters [1] for magnitude flatness and Thiran filters [9] for group delay flatness.
When there are no constraints the optimal solution is obviously h = P −1 q. Furthermore, if the constraints are linear, then, then the filter h that solves (4) is the orthogonal projection of P −1 q onto the linear space of filters satisfying the constraints.
One choice of (P, q) in (4) leads to the design of an FIR filter of length N that approximates an ideal frequency response e −ıωτ I [−ωo,ωo] -where I Ω is the indicator function of the set Ω -with respect to the integral squared error criterion. The coefficients of the optimal filter h = P −1 q is given by
Clearly τ has to be chosen in the vicinity of (N − 1)/2 in order to get a reasonably good approximation to the ideal response. [10, 3] 
Another choice for the (P, q) leads to Savitzky-Golay polynomial smoothing filters [11] .
In this ideal response is zero in [−π, π], i.e., P = I and q = 0. In other words the squared error filter with no flatness constraints is trivial.
This paper shows the remarkable fact that the (K, (L, τ ), (M, 1))-flatness constraints are linear provided M ≤ 2L + 2. This is quite surprising when one examines the constraints (1), (2) and (3).
Group Delay Flatness Constraints are Linear
Thiran gave an analytical formula for the minimal length all-pole filter whose group delay satisfies (2) . The reciprocal of an all-pole filter is an FIR filter whose phase response has a flipped sign. Therefore, with τ → −τ , the denominator of the Thiran polynomial is the minimal length FIR filter satisfying (2) . In the process of deriving his formula Thiran showed that the group delay constraints, despite appearing to be non-linear, are in fact linear in terms of the filter coefficients. To see this write (2) equivalently in terms of θ(ω)
Since cos(x) = 1 + O(x 2 ), this implies
In terms of the τ -shifted moments of h (8) becomes
In other words (2), a set of non-linear equations in h, is equivalent to (9), a set of L homogeneous linear equations in h! We summarize this in the following lemma.
) flat if and only if its odd τ -shifted moments m 2k+1
By arbitrarily setting h(0) = 1, the unique minimal length N = L + 1 solution to this set of linear equations is given by (adapted from Thiran [9] ):
The following characterization of (K, (L, τ ), 0)-flat filters first presented in [6] is immediate.
Lemma 2 Every length
N FIR filter that is (K, (L, τ ), 0)-flat is of the form F N,L,K,τ (z) = N −L−K−1 k=0 α k z −k (1 + z −1 ) K F L,τ −k− K 2 (z).(10)
Delay Filters
The ideal delay filter has a frequency response e −ıωτ , τ ∈ IR. When τ ∈ ZZ delay filters are sometimes called fractional delay filters. Fractional delay filters find numerous applications in signal processing, communications and music technology [3] . Delay filters in general also find applications in standard low-pass filtering applications where a prescribed low delay τ is desired.
Approximation of the ideal delay by an FIR filter entails approximation of e −ıωτ by a trigonometric polynomial. This is clearly a complex approximation problem. If the approximation is with respect to a squared error, then, in some cases as we saw in Section 3, the optimal approximation has a closed form solution.
In this section we approximate e −ıτ ω to a high order near ω = 0 with a trigonometric polynomial. The basic strategy is to expand e −ıτ ω in a power series near ω = 0 and approximate it by truncating it to a finite number of terms.
. Then
For |ω| < π/2 also note that
Therefore for |ω| < π/2 and any real number β,
The coefficients c
For arbitrary τ , β and J the above truncated series gives a (J − 1) th order approximation to the ideal fractional delay e −ıτ ω at ω = 0. Moreover if 2β is a non-negative integer, say
where N is a positive integer, then, for N ≥ J, the series is a trigonometric polynomial and hence, as we will explicitly show shortly, represents the Fourier transform of an FIR filter. Furthermore, when N > J there is a zero of order N − J at ω = π. i.e., the FIR filter is low-pass.
we have 
From the derivation of delay filters above the following lemma is also clear. 
Another equivalent form of these filters is
The main point of Lemma 3 is that is that the space of filters of length N than approximate the ideal delay to high order is linear.
Baher Filters
We now show that the delay filters G N,J,τ (z) are precisely the class of Baher filters [2] . The
Baher filter B N,K,τ (z) is length N FIR low-pass filters that is (K, (
, 1)) flat depending on whether (N − K) is an even integer or an odd integer. We now show that G N,J,τ (z) is a causal FIR filter of length N that is
)-flat and hence
The truncated series in (11) approximates both the real and imaginary parts of e −ıτ ω and as such solves a complex approximation problem. Indeed if we define
then both the real and imaginary parts are (flat to order J) approximations of cos(τ ω) and sin(τ ω) respectively:
Also (11) is equivalently written as
Therefore the magnitude response
and the group delay response is
We have thus established (16). Notice that on the one hand Baher filters satisfy the nonlinear constraints (1, 2, 3) and delay filters satisfy the linear constraints (13). Since they are identical we have established the non-trivial fact that the constraints (1, 2, 3) and (13) are
Herrmann Filters
Herrmann filters are length 2(M + K) − 1 even-symmetric linear-phase FIR low-pass filters such that H(z) has 2K zeros at z = −1 and H(z)−1 has 2M zeros at z = 1. The Herrmann filter H K,M (z) with parameters M and K is a Baher filter.
Indeed the derivation of (11) simplifies when we take β = (M + K) − 1, τ = 0 and u = sin 2 (ω/2). What follows is identical to the the derivation of Herrmann filters in [6] :
(20) can be identified with (11) with J = 2M − 1 and hence (19) is established.
Delay Filters and Polynomial Signals
Discrete time polynomial signals are samples of a polynomial -and hence necessarily biinfinite. Every polynomial signal of degree J − 1 is of the form
where the underlying continuous time polynomial is x(t) = J−1 j=0 a j t j . The output of a linear filter to a polynomial signal, being a linear combination of shifts of a polynomial signal, is also a polynomial signal of (at most) the same degree. However, if the frequency response of the filter is sufficiently flat at ω = 0, then, the filter acts as a pure delay.
Specifically let H(z) be a filter (not necessarily FIR) of the form
Equivalently for 0 ≤ j ≤ J − 1, its τ shifted moments satisfy
Then the output, y(n), of the filter h(n) to a polynomial signal x(n) is given by
Thus the filter H(z) acts as a delay by τ filter for polynomial signals of degree J − 1 or less. By induction on J one can also prove the converse result: a filter is a pure delay by τ to polynomials only if it satisfies (22). We have the following result:
Theorem 2 Any digital filter (FIR or IIR) is a pure τ -delay filter for polynomial signals of degree J − 1 if and only if H(e ıω ) = e −ıτ ω + O(ω J ) or equivalently the τ -shifted moments
By a truncated polynomial signal we mean a polynomial signal that is zero for n < N 1
and N > N 2 , where N 1 and N 2 are integers with the possibility that N 1 = −∞ and N 2 = ∞. Assume that a filter H(z) that satisfies (22) 
Since both G J,J,τ (z) and the Lagrange interpolation filter both are the same length J and satisfy the same J linear constraints (22) they have to be identical.
Corollary 1 G J,J,τ (z) is the Lagrange interpolation delay filter.
Besides being an ideal delay for polynomial signals, G N,J,τ (z) also has N − J zeros at z = −1, i.e., satisfies (3) . In fact from Theorem 1 and Theorem 2 it is clear that these two properties characterize G N,J,τ (z).
Theorem 3 G J+K,J,τ (z) is the unique minimal length FIR filter that is the ideal τ delay
filter for polynomial signals of degree J − 1 and has K zeros at z = −1.
Linearity of Flatness Constraints
In Section 3.1 we saw that group delay constraints on a filter are linear. More precisely they are equivalent to the vanishing of τ -shifted odd moments. Furthermore in Section 4 the equivalence of delay filters and Baher filters showed that in that case the combined magnitude and group delay constraints are equivalent to a set of linear constraints -the vanishing of τ -shifted moments, both odd and even. One might wonder thus if the magnitude flatness constraints (1) moments of a(n) have to satisfy
Now assume that the filter has a group delay that is (L, τ ) flat. That is, its τ -shifted
Now recursively we find µ 0 = 0⇒m
We have proved the following theorem 
Theorem 4 characterizes a large class of FIR filters that includes as special cases the Thiran and Baher filters. Moreover, it includes the class of filters described in [5] for which an analytical design procedure was given. Notice that the prescription given here is much simpler than that in [5] because of working with τ -shifted moments. 
The constraint i λ i = 1 specifically ensures that n h(n) = 1. By dropping this linear constraint we get an additional degree of freedom. Such filters will floating zero-frequency response will be referred to as (K, (L, τ ), (M, ·))-flat filters.
Least Squared Error Filters with Flatness Constraints
We now return to problem that motivated the investigation in this paper.
From Lemma (26) is then given by RP −1 q. We have already seen that for standard low-pass filter design problems (even with spline-transition bands) P −1 q is given in closed form -see (5, 6, 7) . Therefore the design of these filters is complete once we compute R or equivalently W . The choice of the basis W can be taken based on the value of M .
M ∈ {0, 1} : Thiran Basis
In this case there are no magnitude flatness constraints. Therefore, from Lemma 2 the columns of W can be chosen to be shifted Thiran filters. 
M ∈ {L, L + 1}: Baher Basis
In this case group delay flatness constraint is equal to or lags one behind the degree of magnitude flatness. Therefore with J = M + L from Lemma 3 the the columns of W can be chosen to be shifted Baher filters. Notice that either (14) or (15) can be used to define W . Both these distinct choices of W lead to the same projection matrix R. (24)). Let J = 2M . Then, from
where the λ i 's are also such that
If m i k are the τ -shifted moments of z −i G J+K,J,τ −i (z), then, equivalently, λ i 's are given by the unique solution to the following (L − M + 1) equations. Figure 3 shows the impulse response, magnitude response and phase delay responses of the optimal squared error filters with and without the flatness constraints. Figure 4 shows the impulse response, magnitude response and phase delay responses of the optimal squared error filters with and without the flatness constraints.
Matlab programs for generating Thiran filters, Baher filters, (K, (L, τ ), (M, 1)) filters, the basis W and the projection R are given at the end of the paper. 
