The Continuation of Invariant Subspaces (CIS) algorithm produces a smoothly-varying basis for an invariant subspace R(s) of a parameter-dependent matrix A(s). We have incorporated the CIS algorithm into Cl_matcont, a Matlab package for the study of dynamical systems and their bifurcations. Using subspace reduction, we extend the functionality of Cl_matcont to large-scale computations of bifurcations of equilibria. In this paper, we describe the algorithms and functionality of the resulting Matlab bifurcation package Cl_matcontL. The novel features include: new CIS-based, continuous, well-scaled test functions for codimension 1 and 2 bifurcations; detailed description of locators for large problems; and examples of bifurcation analysis in large sparse problems.
Introduction
Parameter-dependent Jacobian matrices provide important information about dynamical systems du dt = f (u, α), where u ∈ R n , α ∈ R, f (u, α) ∈ R n .
(
For example, to analyze stability of branches (u(s), α(s)) of steady states
we look at the linearization f u (u(s), α(s)). For general background on dynamical systems theory we refer to the literature, in particular [1] . We are interested in continuation and bifurcation analysis of the stationary problem (2) in the case when the dimension n is large. In this setting, direct methods to detect and locate bifurcations are expensive; but if we can multiply by f u quickly, we can use projection methods. For example, consider a spatial discretization of an elliptic partial differential equation. In this case, f u is typically large and sparse, but a small invariant subspace R(s) corresponding to a few eigenvalues near the imaginary axis provides information about stability and bifurcations. Numerical continuation for large nonlinear systems of this form is an active area of research, and the idea of subspace projection is common in many methods being developed. The continuation algorithms are typically based on Krylov subspaces, or on recursive projection methods that use a time integrator as a black box to identify the low-dimensional invariant subspace where interesting dynamics take place; see e.g. [2] [3] [4] [5] and references there. The review article [6] provides an overview of current techniques and typical applications of numerical bifurcation analysis in fluid dynamical problems.
To our knowledge, the C++ package LOCA [7] is the only general-purpose bifurcation analysis package that targets large-scale equilibrium systems on parallel computers. In 1-parameter continuation in LOCA, bifurcations are detected by finding an eigenvalue whose real part changes sign. Then augmented systems are used to locate fold, pitchfork, and Hopf bifurcations, and to continue these bifurcations with respect to a second parameter. pde2path [8] is a recent Matlab package for 1-parameter continuation and bifurcation in 2D elliptic systems. A simple bifurcation point is detected using sign (det f u ) as a test function, a bisection method is then used to locate it, and branch switching is also supported. We are not aware of any bifurcation packages for large systems that compute codimension-2 bifurcations on 1-parameter curves of bifurcations. The starting point for our work is the command line code Cl_matcont [9] . Cl_matcont and its GUI version matcont [10] are Matlab packages for the study of small and moderate-size dynamical systems and their bifurcations. They both use minimally augmented systems [11] for continuation of bifurcations.
The Continuation of Invariant Subspaces (CIS) algorithm produces a smooth orthonormal basis for an invariant subspace R(s) of a parameter-dependent matrix A(s) [12] [13] [14] [15] [16] . The CIS algorithm uses projection methods to deal with large problems, though other approaches have been used in closely related work [17] . We have incorporated the CIS algorithm into Cl_matcontL to extend its functionality to large scale bifurcation computations of equilibria via subspace reduction. The result is a Matlab bifurcation package Cl_matcontL [18, 19] . In this paper we describe the algorithms and functionality of Cl_matcontL and give representative examples. Some initial results in this direction are reported in [20, 21] . See also [16, 22] , and references there for analysis of the algorithms in Cl_matcontL. See [23] for an application of Cl_matcontL to a bifurcation analysis of the mitochondrial respiratory chain. The novel features include: new CIS-based, continuous, well-scaled test functions for codimension 1 and 2 bifurcations, especially useful for large problems; detailed description of locators for large problems; and examples of bifurcation analysis of large, sparse equilibrium systems with 20,000-25,000 unknowns, including detecting and locating codimension 1 and 2 bifurcations.
The rest of the paper is organized as follows. Section 2 contains preliminaries. In Section 3, we introduce and analyze four new CIS-based test functions for detecting fold, Hopf, and branch point bifurcations. This may lead to a more reliable detection of singularities. We also note that the CIS algorithm ensures that only eigenvalues of a matrix that is much smaller than A(s), namely, the restriction C (s) := A(s)| R(s) , can cross the imaginary axis, so that C (s) provides most of the relevant information about bifurcations. In addition, the subspace R(s) that is continued is adapted to track behavior relevant to bifurcations. In Section 4, we use subspace reduction to extend to large-scale equilibrium problems a minimally augmented system technique for locating fold, Hopf, and branch point bifurcations, and for branch switching. Some material in this section is a review of previous results (to make this paper self-contained), as indicated in the text. In Section 5, we extend the results in Sections 3 and 4 to continuation of fold and Hopf bifurcations and to detecting and locating most generic codimension-2 bifurcations on those two curves. Section 6 contains several representative examples of bifurcation analysis in large sparse equilibrium problems (2) . These examples support the assertion that the new CIS-based algorithms can accurately, reliably, and within a reasonable time detect, locate, and continue singularities of interest in large systems.
Preliminaries
Notation. If A is a matrix, then A * denotes the transposed matrix in the real case and the complex conjugate transposed matrix in the complex case.
Let f (x) ≡ f (u, α) be a smooth function and x 0 = (u 0 , α 0 ) a given point. We then use the notation
as a short hand for the derivatives of f with respect to u evaluated at x 0 and as a multi-linear form applied to vectors v and w.
Subspace reduction for large systems
be a small set consisting of the rightmost eigenvalues of A(s). Then an application of the CIS algorithm [15, 16] 
to A(s)
produces an orthonormal basis Q 1 (s) ∈ R n×m for the invariant subspace R(s) corresponding to Λ 1 (s), and we consider the restriction
of A(s) onto R(s). Here, T 11 comes from the block Schur decomposition
Moreover, the CIS algorithm ensures that the only eigenvalues of A(s) that can cross the imaginary axis come from Λ 1 (s), and these are exactly the eigenvalues of C (s). We use this result to construct new methods for detecting and locating bifurcations. Note, that Λ 1 (s) is computed automatically whenever C (s) is computed.
Solving bordered systems
Consider linear systems of the form
where M has the bordered form
with A ∈ R n×n large and sparse, B,
, and k ≪ n; see [24, 25] , and [11, Section 3.6].
When both M and A are well-conditioned, (6) can be solved accurately by two different block LU factorizations of M: BED (block elimination Doolittle), based on the factorization
and BEC (block elimination Crout), based on the factorization
When M is well-conditioned and A is ill-conditioned, (6) can be solved accurately by a combination of BED and BEC, called BEM (mixed block elimination) in the case k = 1 and BEMW in the case k > 1.
Algorithm 1. BED (Block Elimination Doolittle) algorithm.
Step 1 Solve
Step 2 Computē
Step 3 SolveD
Step 4 Solve.
Remark 1.
We use the SVD decomposition, which has better stability properties than LU factorization, to solve the small linear system (10).
Remark 2.
We use the BEM algorithm to solve linear systems for locating and continuing folds since A can be ill-conditioned in this case. We use the BED algorithm to solve linear systems for locating and continuing Hopf bifurcations. In this case A is usually well-conditioned, butD can be ill-conditioned if we are not careful with our choice of the minimally augmented system. We hence consider matrices M i with different borders, and use Steps 1 and 2 of Algorithm 1 to choose the index i so thatD i has the smallest condition number. This computation is summarized in Algorithm 2.
Algorithm 2. Select a bordered matrix M i so that the correspondingD i has the smallest condition number.
Input:
Step 1 Solve the linear system:
3. Detecting fold, Hopf, and branch point bifurcations
Introduction
Bifurcations. Let x(s) = (u(s), α(s)) ∈ R n × R be a smooth local parameterization of a solution branch of the system (2). We write the Jacobian matrix along this path as A(x(s)) = f u (x(s)). We will also use the notation
) is a (typically) smooth scalar function that has a regular zero at a bifurcation point. A bifurcation point between consecutive continuation points x(s k ) and x(s k+1 ) is detected when
Once a bifurcation point has been detected, it can be located by solving the system
for an appropriate function g. On a solution branch x(s) of the system (2), we consider the two generic codimension-1 bifurcations, fold or limit point (LP) and Hopf (H) bifurcations, and also branch point (BP) bifurcations.
Definition 1.
We call x 0 a simple fold if Test functions for bifurcations in Cl_matcont. To detect and locate branch points, Hopf points, and limit points, Cl_matcont uses the following test functions (see e.g. [1, 11, 26, 9] ):
whereẋ ≡ dx/ds and ⊙ is the bialternate product [11] 
. The bifurcations are defined by:
Numerical continuation of equilibria
For numerical continuation of equilibria, one solves (2) together with an additional scalar equation. To use a Newton-like method, one needs the Jacobian matrix of the resulting system, which has a bordered form (7). Here we can multiply by A quickly, both M and A are well-conditioned, and k = 1. Hence we use BED to solve (6) 
Detecting singularities
To detect fold points, branch points, and Hopf points, we define four new continuous, well-scaled test functions as follows. 
and a piecewise smooth function
Also given is the factorization
and a piecewise smooth function:
Then the new piecewise smooth CIS test functions defined below satisfy:
changes sign if and only if ψ
2. 3. 
ψ (1)
H (x(s)) := µ min (s)(−1) M u (s)(26)
changes sign if and only if
ψ M H (x(s)) does. Moreover, ψ(2)H (x(s)) := (−1) m pairs u ,(27)
Proof. Easy.
Using the above test functions, we can detect the singularities:
Remark 4. The principal advantage of the new CIS-based test function ψ LP (25) , as compared with the standard one ψ M LP (15) , is that ψ LP is based on an eigenvalue, like all other new CIS-based test functions in Cl_matcontL. Hence it is scaled in the same way as all other new CIS-based test functions, whereas the α-component of the normalized tangent vector to the curve might be very small. H are zero not only when A(s) has a pure imaginary pair of eigenvalues (±iω), but also if there is a pair of real eigenvalues with sum zero; ψ (2) H is used to exclude this case.
Locators for fold, Hopf and branch points
We use minimally augmented systems (see [11, 10, 9] ) with A(x(s)) replaced by its restriction C (x(s)) onto R(s) whenever possible.
Locator for a fold
Let x 0 be a fold point. Then A 0 has rank n − 1. The minimally augmented system to locate x 0 consists of n + 1 scalar equations for n + 1 components
where
where v bor ∈ R m is close to a null vector of C 0 , and w bor ∈ R m is close to a null vector of C 0 * (which ensures that the matrix in (32) is nonsingular). For g = 0, system (32) implies C v = 0, v * bor v = 1. Thus (31) and (32) hold at x = x 0 , which is a regular zero of (31) . The system (31) is solved using Newton's method, and its Jacobian matrix is:
where g x is computed as
with w obtained by solving
To reduce the cost of computing J, we use an approximation
and a first-order finite difference approximation
Combining the above two equations, we get
Finally we note that at each Newton step for solving (31) , linear systems with the matrix (33) should be solved by the BEM, since the matrix (33) has the form (7) with k = 1 and A can be ill-conditioned.
Remark 6. An approximation (36) to C x (x)v is accurate only when the subspace R(s) does not vary much at x : (Q 1 (x)) x is 'small'. This does not seem to cause difficulties in practice. In all our computations, we observed convergence of the Newton iteration, possibly with step size reduction in some cases.
Algorithm 3. One step of Newton's method for locating a fold.
Input: Initial point x = (u, α), the matrices f x , C and parameters v bor , w bor .
Step
Step 3 Solve B *
Step 5 Compute
Step 7 Solve
Step 8 Compute f x = f x (x new ) and then C = C (x new ) using the CIS algorithm. Output:
Once the fold point x 0 = (u 0 , α 0 ) is computed, the corresponding quadratic normal form coefficient
is computed approximately as
where  w is computed directly from A *
Locator for a Hopf bifurcation
We summarize here results from [27] . Let x 0 be a Hopf point, and let κ 0 be the square of the imaginary part of the Hopf bifurcation eigenvalue (λ = iω 0 ). Then A 0 has rank n. The minimally augmented system to locate x 0 consists of n + 2 scalar equations for n + 2 components (x, κ)
The Jacobian matrix of system (40) is:
where g ij ≡ g ij (x, κ). The two g ij in (40) are selected from four g ij , the entries of the solution matrix 
Thus (40) and (42) hold at (x, κ) = (x 0 , κ 0 ), which is a regular zero of (40).
Remark 7.
Depending on the possible choice of i 1 , j 1 , i 2 , j 2 , there are K = 6 different Jacobian matrices (41). We solve linear systems with the Jacobian matrix (41), which has the bordered form (7), using Algorithm 1; and we use Algorithm 2 to select the set {i 1 , j 1 , i 2 , j 2 } so that the matrixD in (10) has the smallest condition number.
Setting up the Jacobian matrix (41). The entries (g i 1 j 1 ) u and (g i 2 j 2 ) u are computed as
with w i obtained by solving
Furthermore, (g i 1 j 1 ) α and (g i 2 j 2 ) α are computed as
where (C 2 ) α v i is computed as
Finally, (g i 1 j 1 ) κ and (g i 2 j 2 ) κ are computed as
Algorithm 4. One step of Newton's method for locating a Hopf bifurcation using the system (40) with the Jacobian matrices (41).
Input: Initial point x = (u, α), κ, the matrices f x , C , and the matrices
Step 2 Denote by M i , 1 ≤ i ≤ K = 6, the Jacobian matrices (41). Note, that M i has the bordered form (7). Use Algorithm 2 to select M i and compute the correspondingD i
Step 3 Solve M i
using Steps 3 and 4 of the BED Algorithm 1. Then set
Step 4 Compute f x = f x (x new ) and C = C (x new ) using the CIS algorithm. Output:
Once the Hopf point x 0 = (u 0 , α 0 ) is computed, the corresponding quadratic normal form coefficient (the first Lyapunov coefficient) l 1 is given by
Then l 1 is approximated as follows:  v is computed from C (x 0 )v = iω 0 v, v = Q 1 v, and  w is computed as above, and
Branching
Let x 0 = x(s 0 ) be a a simple singular point (see e.g. [26] ), i.e. f 0 x = f x (x 0 ) has rank n − 1 and
Locator for a branch point
We use a minimally augmented system [28] [29] [30] of n + 2 scalar equations for n + 2 components (x, µ) = (u, α, µ) ∈
where µ is an unfolding parameter, w bor ∈ R n is fixed, and g 1 = g 1 (x), g 2 = g 2 (x) ∈ R are computed as the last row of the solution matrix The system (51) is solved by Newton's method [28] with the modifications in [29] . Newton's method is globalized by combining it with a bisection algorithm on the solution curve.
Algorithm 5. One step of Newton's method for locating a branch point.
Input: Initial point x = (u, α), the matrix f x = f x (x), and the parameters w bor and V bor =  v 1,bor v 2,bor  .
Step 4 Solve B *
, where
Step 6 Solve Mξ = g − η for ξ = (ξ 1 , ξ 2 ) *
Step 7 Set
Step 8 Set w bor,new = ψ ∥ψ∥
Step 
where f x w = λw, and λ is the real eigenvalue of f x with smallest absolute value. We also use the approximations:
Switching branches at simple branch points
When the discriminant of the algebraic branching equation (ABE) is greater than zero (see e.g. [26] ), we have a simple branch point (BP); that is, two distinct solution branches of (2) pass through x 0 .
Although branch points are not generic along equilibrium curves, they do appear in many applications due to symmetries. For instance, they appear in the Brusselator Example 1, because this example has a reflectional symmetry; the BP points are symmetry-breaking bifurcations in this case.
Branch points are symmetry-breaking bifurcations. Although they are not generic along equilibrium curves, they appear in many applications. For instance, they appear in the Brusselator Example 1, because this example has a reflectional symmetry.
Once a simple branch point x 0 = x(s 0 ) on a solution branch x(s) has been located, one may want to compute the bifurcating branch. Three methods of switching branches are implemented in Cl_matcontL [18, 19] .
1. A branch switching method based on the ABE (see e.g. [26] and references there), which requires the computation of second order derivatives using (55), (56). 2. Computing the first solution point x 1 on the bifurcating branch from 3. An improved version of (57) 
Continuation of fold and Hopf bifurcations

Fold continuation
We again use the system (31) of n + 1 scalar equations, but now for n + 2 components
Again g is obtained by solving (32) , where g x is computed using (34), (35) , and (37) .
There are three generic codimension-2 bifurcations on a fold curve: Bogdanov-Takens (or double zero) points (BT), zeroHopf points (ZH), and cusp points (CP); see e.g. [1] . These are detected and located by the corresponding modifications of Cl_matcont test functions.
(BT)
An additional real eigenvalue of f u meets the imaginary axis: λ 1,2 = 0, with geometric multiplicity remaining one.
The Cl_matcont test function to detect Bogdanov-Takens points is ψ
This is replaced in Cl_matcontL by (26) and (27) used to detect Hopf points. Let
be a numerical approximation of the zero eigenvalue on f u on a fold curve. We further assume that the set
is ordered in such a way that the eigenvalue λ k (s) with |(λ k (s))| = λ min (s) has the index k = m. We next
In our case:
Then a zero-Hopf point is detected as:
ZH (x(s k+1 )) < 0 and ψ (2) ZH (x(s k )) ψ (2) ZH (x(s k+1 )) < 0.
(64)
Note [9] , ψ (1) ZH is regular at a generic zero-Hopf point. However, ψ
ZH will also vanish at Bogdanov-Takens points. 
Continuation of Hopf bifurcations
We use again the system (40) of n + 2 scalar equations, but for n + 3 components (x, κ) = (u, α, κ) ∈ R n × R 2 × R, in this case. The size of the border is increased by one, see Remark 3. There are four generic codimension-2 bifurcations on the curve of Hopf bifurcations: Bogdanov-Takens (or double zero) points (BT), zero-Hopf points (ZH), double-Hopf points (HH), and generalized Hopf points (GH); see e.g. [1] . These are detected and located by the corresponding modifications of Cl_matcont test functions. (26) and (27) used to detect Hopf points. This modification is to ensure that the two eigenvalues, say, λ k,k+1 = ±iω 0 , ω 0 > 0 (in exact arithmetic) do not contribute to our test functions. This is important from the numerical point of view, since ℜ(λ k (s)) = ℜ(λ k+1 (s)) can numerically be nonzero, but small in absolute value, and may change sign during a continuation of Hopf bifurcations. Let
(BT) As in
Define:
Then we use
as the test function to detect double-Hopf bifurcations. By an argument analogous to that in Lemma 3, it is easy to see that ψ (1) HH is equivalent to the test function
used in Cl_matcont [9] . Note that 
(GH)
We use an approximation l 1h to the first Lyapunov coefficient l 1 (see (49), (50)) ψ GH (x(s)) := l 1h (74) as the test function to detect a generalized Hopf bifurcation.
Examples
All computations below are performed on a laptop running 32-bit Windows XP and under 32-bit Matlab version 2010a. The machine has a 2.67 GHz Intel Core i7 CPU with 4 GB of RAM. The computations are performed on a single core of the i7 processor. Timing is measured using the Matlab profiler function which returns the actual CPU time. In all the tables below 't' stands for time in seconds.
The main goal of these examples is not to discover some new interesting bifurcation behaviors, but to verify that the new CIS-based algorithms can accurately, reliably, and within a reasonable time detect, locate, and continue singularities of interest in large systems. We will use very fine grids to verify that the algorithms presented remain accurate and do not break down for large numbers of unknowns, as well as for timing purposes; it is not implied that these are necessary for the bifurcation study. In fact, in all the examples below fairly coarse grids are sufficient for that purpose, which is the reason these examples are selected in the first place. Note, the size m of the invariant subspace in the examples is between 5 and 12.
No comparison is given between the computational results with new CIS-based test functions/locators and those in Cl_matcont, as Cl_matcont was not really intended to deal with large equilibrium systems like discretized PDEs. For example, for a discretized PDE the Jacobian will probably be sparse, and a good sparse LU decomposition could be added to Cl_matcont, but the determinant would be badly scaled. So this approach cannot be recommended. 
is a well-known model system [32] for autocatalytic chemical reactions with diffusion. The left hand side of the equilibrium equations in (75) has the form (2), which is the right hand side of the dynamical system (1). This problem exhibits a rich bifurcation scenario and has been used in the literature as a standard model for bifurcation analysis [33] [34] [35] [36] [37] [38] . We utilize the second-order central difference discretization
with a uniform grid of N points. Since there are two unknowns per grid point, the resulting discrete problem, which has dimension n = 2N, can be written in the form (2) . This discretization of the Brusselator is used in a Cl_matcont example [9] .
We consider the system (75) with a constant initial equilibrium solution
The initial values of the parameters are:
(a) The initial equilibrium solution (76) is continued in parameter b, and a Hopf (H) point is located. Table 1 The pair of functions (77) is not an equilibrium, but the continuer first locates an equilibrium close to this initial guess. Table 3 displays the CPU times for continuation, the CIS algorithm, LP location, and the value of a at the LP for different values of n. See Fig. 1(B) for the corresponding bifurcation diagram (for n = 25 600).
(b) The initial value of the parameter l is 0.06228. The initial equilibrium solution (77) is continued in parameter l, and two BPs (BP1 and BP2) are located. Table 4 displays the CPU times for continuation, the CIS algorithm, the BP1 and BP2
locations, and (l 1 , l 2 ) at (BP1, BP2) for different values of n. We next switch to another branch of equilibria at BP1 and BP2
and then continue both. Table 5 displays the CPU times for continuation, the CIS algorithm, and for switching from one branch of equilibria to another branch of equilibria at BP2 (using the bisection-like algorithm [22] ) for different values of n. See Fig. 1C for the corresponding bifurcation diagram (for n = 25 600) and Fig. 1D for the corresponding bifurcation diagram (for n = 25 600) when switching from one branch of equilibria to another branch of equilibria at BP2 (using the algebraic branching equation, ABE).
We utilize the second-order central difference discretization with uniform grid of N grid points in each of the two directions.
The resulting discrete problem, which has dimension n = 2N 2 , can be written in the form (2) . We consider the system (78) with a constant initial equilibrium solution point is located at step 41. Table 7 displays the CPU times for continuation, the CIS algorithm, BT point location, and the value of (a, b) at the BT point for different values of n. See Fig. 1(E) for the corresponding bifurcation diagram (for n = 20 000).
Remark 9.
The most accurate eigenvalues at the BT point we could get are ±7.6 × 10 −6 (for n = 200) and ±2.0 × 10 −5 (for n = 20 000) with the residuals 4.8 ×10 −15 and 1.1 ×10 −12 , respectively. Generically, there should also be a fold curve going through the BT point that is tangential to the curve of Hopf bifurcations in the projection on the parameter plane. However, no fold curve was found in this case. (for n = 20 000) at the GH point, and it changes sign from positive to negative at the GH point. Table 8 displays the CPU times for continuation, the CIS algorithm, GH point location, and the value of (d 2 , b) at the GH point for different values of n. See Fig. 1(F) for the corresponding bifurcation diagram (for n = 20 000).
Example 4. Deformation of a 2D arch.
We consider the snap-through of an elastic arch, shown in Fig. 2 . The arch is pinned at both ends, and the y displacement of the center of the arch is controlled as a continuation parameter.
Let Ω 0 ⊂ R 2 be the interior of the undeformed arch (Fig. 2, top left) , and write the boundary as Γ = Γ D ∪ Γ N , where Γ D consists of the two points where the arch is pinned, and Γ N is the remainder of the boundary, which is free. At equilibrium, material points X ∈ Ω 0 in the deformed arch move to positions x = X + u. Except at the control point X center in the center of the arch, this deformation satisfies the equilibrium force-balance equation [39] 
where the second Piola-Kirchhoff stress tensor S is a nonlinear function of the Green strain tensor E, where E := 
The first condition at X center says that the vertical displacement is determined; the second condition says that there is zero force in the horizontal direction. We discretize (80) with biquadratic isoparametric Lagrangian finite elements. Let m be the number of elements through the arch thickness, and n be the number of elements along the length of the arch; then there are (2m + 1)(2n + 1) nodes, each with two associated degrees of freedom. The Dirichlet boundary conditions are used to eliminate four unknowns, and one of the unknowns (written as a) is used as a control parameter. Specifically, we choose the continuation parameter a to be the y displacement of the node in middle of the arch. So the resulting discrete problem, which has dimension N = 2(2m + 1)(2n + 1) − 5, can be written in the form (2) . We consider the system (80)-(82) with a constant initial equilibrium solution
The initial value of the parameter a is 0.
The initial equilibrium solution (83) is continued in parameter a, and a BP is located. Fig. 2 displays the results for (m, n, N) = (4, 60, 2173) (top left, top right, and bottom left) and for (m, n, N) = (12, 192, 19 245 ) (bottom right). Table 9 displays the CPU times for continuation, the CIS algorithm, and BP location, along with a at the BP, for different values of (m, n, N). We next switch to another branch of equilibria at the BP and then continue it. Table 10 
