The gravitational self-force (GSF) and post-Newtonian (PN) schemes are complementary approximation methods for modelling the dynamics of compact binary systems. Comparison of their results in an overlapping domain of validity provides a crucial test for both methods, and can be used to enhance their accuracy, e.g. via the determination of previously unknown PN parameters. Here, for the first time, we extend such comparisons to noncircular orbits-specifically, to a system of two nonspinning objects in a bound (eccentric) orbit. To enable the comparison we use a certain orbital-averaged quantity U that generalizes Detweiler's redshift invariant. The functional relationship U (Ω r , Ω φ ), where Ω r and Ω φ are the frequencies of the radial and azimuthal motions, is an invariant characteristic of the conservative dynamics. We compute U (Ω r , Ω φ ) numerically through linear order in the mass ratio q, using a GSF code which is based on a frequency-domain treatment of the linearized Einstein equations in the Lorenz gauge. We also derive U (Ω r , Ω φ ) analytically through 3PN order, for an arbitrary q, using the known near-zone 3PN metric and the generalized quasi-Keplerian representation of the motion. We demonstrate that the O(q) piece of the analytical PN prediction is perfectly consistent with the numerical GSF results, and we use the latter to estimate yet unknown pieces of the 4PN expression at O(q).
I. INTRODUCTION
With the Advanced LIGO observatories scheduled to start science runs in 2015 [1] , the next few years are likely to see first direct detections of gravitational waves from astrophysical sources. Prime targets are inspiralling and coalescing binary systems of neutron stars and/or black holes, with predicted rates that may be as high as a few dozen per observation year [2] . Theoretical templates of the gravitational waveforms must be developed to enable detection and interpretation of the weak signals [3] . The parameter space of these waveforms is too large for numerical relativity simulations to cover sufficiently well. Instead, the community has been seeking semi-analytical models that can be informed by a judiciously chosen set of numerical relativity templates. A leading framework is the effective one-body (EOB) model, where the two-body relativistic dynamics is mapped onto a model of (non)geodesic motion in an effective spacetime [4] [5] [6] [7] . EOB waveforms will play a crucial role in searches based on matched filtering, and there is an important need to refine the model, particularly in the strong-field regime [8] [9] [10] .
One avenue of refinement is provided by the gravitational self-force (GSF) method, a perturbative scheme based on an expansion in the mass ratio of the binary [11] [12] [13] . The GSF approach is complementary to the post-Newtonian (PN) approximation, a weak-field/smallvelocity expansion valid for arbitrary mass ratios [14] . Recently, there has been much activity in attempt to "synergize" the two schemes. The goal of such cross-cultural studies is threefold: to test the two independent approximation schemes-GSF and PN-and help delineate their respective domains of validity; to determine yet-unknown high-order expansion terms in both approaches (hence improving both approximations); and to help calibrate the EOB model across the entire inspiral parameter space.
To facilitate such studies requires the identification of concrete gauge-invariant physical quantities that can be computed using both approaches. A first such quantity was identified by Detweiler in 2008 within the GSF framework [15] : the so-called "redshift" variable, defined for strictly circular orbits when dissipation is ignored. The functional relation between the redshift and the orbital frequency is a gauge-invariant diagnostic of the conservative sector of the binary dynamics. Detweiler made the first successful comparison with the PN prediction at 2PN order [15] . This comparison was later extended by Blanchet et al. to 3PN order and to even higher orders [16] [17] [18] [19] [20] . The calculation of the redshift through linear order in the mass ratio was subsequently confirmed by several other GSF computations in different gauges [21, 22] , which provided an internal consistency check for the GSF formalism.
Soon after, Barack and Sago considered two more such "conservative" invariant quantities, namely the frequency of the innermost stable circular orbit (ISCO), and the rate of periastron advance [23, 24] . These results led to a plethora of comparisons between PN, GSF and numerical relativity [25] [26] [27] [28] [29] [30] and the subsequent refinement of EOB theory [31] [32] [33] [34] . More recently, the geodetic spin precession along circular orbits was computed by Dolan et al. through linear order in the mass ratio, and the numerical results successfully compared to a 3PN-accurate prediction [35] . The results allowed a numerical prediction of the (hitherto unknown) 4PN expression for the spin precession. This was later confirmed analytically by Bini and Damour [9] , who also proceeded to obtain all PN terms up to the 8.5PN order, at linear order in the mass ratio. Dolan et al. [36] then presented a computation of the leading post-geodesic corrections to certain tidal invariants defined along the orbit. The PN series for these tidal invariants were also computed analytically up to 7.5PN order in Ref. [10] , still at linear order in the mass ratio.
All synergistic work so far has focused on circular orbits, for simplicity. Here, for the first time, we extend this program to orbits of arbitrary eccentricity. There are several reasons to do so. First, eccentricity provides more "handle" on the strong-field dynamics, giving access to new degrees of freedom in the EOB formulation. Second, although most Advanced LIGO binaries would have completely circularized by the time they enter the observable frequency band, there are scenarios where eccentricity effects could become observable and would give access to much interesting physics [37] [38] [39] [40] [41] [42] . Third, eccentric inspirals in the extreme-massratio regime will be key sources for a future mHz-band detector in space [43] [44] [45] [46] [47] .
A gauge-invariant quantity for eccentric orbits, suitable for synergistic studies, was introduced by Barack and Sago in Ref. [24] (henceforth BS2011). This quantity is a straightforward generalization of Detweiler's redshift, obtained by averaging the time component of the particle's four-velocity with respect to proper time over one epicyclic period of the motion. In other words, it is the ratio between the period measured in the coordinate time of a static observer at infinity and the proper-time period. This "averaged redshift," denoted here U , is defined with the dissipative piece of the GSF ignored. The functional relationship between U and the two invariant frequencies that characterize the motion is a gauge-invariant diagnostic of the conservative eccentric-orbit dynamics. BS2011 calculated U (numerically) through linear order in the mass ratio for a sample of strong-field orbits, but they stopped short of attempting a calculation in a weaker-field regime where a meaningful comparison with PN results might be possible. The method of BS2011, which is based on a time-domain numerical integration of the relevant field equations, was best suited for tackling strong-field orbits, and its performance deteriorated fast with increasing orbital radius because of the longer evolution time required.
Here we extend the range of BS2011's calculation into the weaker-field regime, derive a 3PN-accurate formula for U , valid for any mass ratio, and compare between the numerical GSF results and the analytical PN prediction in the small mass-ratio limit. This is the first such comparison for noncircular orbits. It shows a good agreement for large and medium separations, and allows us to assess the performance of the PN expansion all the way down to the innermost stable orbit. Moreover, we are also able, through fits to the numerical GSF data, to extract some information about the 4PN approximation.
Our numerical GSF calculation improves on that of BS2011 in both accuracy and weakfield reach. This improvement is achieved in two ways. First, our computation is based on the frequency-domain approach of Akcay et al. [48] , in which the field equations are reduced to ordinary differential equations. This offers significant computational saving, particularly at lower eccentricities (e 0.4). Second, we have found a way to significantly simplify the expression given in BS2011 for U as a function of the two orbital frequencies. The new form requires a simpler type of numerical input, which can be obtained at greater accuracy. This paper is organized as follows. In Sec. II we review relevant results for bound motion in Schwarzschild spacetime and for the redshift as defined for circular orbits. We then extend the definition to eccentric orbits and obtain a simple expression for the generalized redshift U in terms of calculable perturbative quantities. Section III discusses the numerics and sources of error, and displays a sample of numerical results for U . In Sec. IV we perform a detailed derivation of the PN expression for U through 3PN order. Our calculations rely crucially on the known 3PN near-zone metric and the 3PN quasi-Keplerian representation of the motion. The numerical GSF and analytical PN results are compared in Sec. V. In Appendix A we establish the equivalence between our simplified formulation of U and that of BS2011. Appendix B derives some useful PN formulas valid in the test-mass limit. Table I summarizes some of our notation, for easy reference. In the GSF context, we denote the mass of the background Schwarzschild geometry by m 2 and the mass of the orbiting particle by m 1 , with the assumption that q ≡ m 1 /m 2 1. In the PN context, the two particles of masses m 1 and m 2 have an arbitrary mass ratio q. We will set G = c = 1, except in Sec. IV where we keep these constants explicit in PN expressions. We use a metric signature (−, +, +, +). 
II. GENERALIZED REDSHIFT: FORMULATION IN SELF-FORCE APPROACH

A. Bound geodesic orbits in Schwarzschild spacetime
We first review relevant results for bound geodesic motion in Schwarzschild spacetime. We consider a test particle of mass m 1 moving on a bound (timelike) geodesic orbit in the Schwarzschild spacetime of a black hole of mass m 2 . Using Schwarzschild coordinates {t, r, θ, φ}, we label the position of the particle by 
where f (r) ≡ 1 − 2m 2 /r, and V eff (r;
is an effective potential for the radial motion. Bound (eccentric) geodesics exist for 2 √ 2/3 < E < 1 and L > 2 √ 3 m 2 . For a given bound geodesic, the radial distance r p (τ 0 ) is confined to a finite range 2m 2 < r min ≤ r p (τ 0 ) ≤ r max < ∞ with r min , r max denoting periastron and apastron radii, respectively. These two turning-point radii can be mapped bijectively to {E, L}. Thus the pair {r min , r max } can also parameterize the family of bound geodesics. Another such pair is given by the dimensionless "semi-latus rectum" p and the "eccentricity" e, defined by
These relations can be inverted to yield the Keplerian-like formulas
We can further express the specific energy and angular momentum in terms of p and e by solving the equation
Following Darwin [49] , we parameterize the radial motion using the "relativistic anomaly"
where χ = 0 and χ = π correspond to periastron and apastron passages, respectively. Using Eq. (2.1c) with Eq. (2.5), we obtain
(1 + e cos χ) 6) which, with the help of Eqs. (2.1a), (2.1b) and (2.4), also gives
The functions τ 0 (χ), t p (χ) and φ p (χ) are all monotonically increasing along the orbit. The radial periods in coordinate and proper times are calculated, respectively, via 8) and the accumulated azimuthal angle between successive periastron passages is
Here ellipK(k) ≡ π/2 0
(1 − k sin 2 θ) −1/2 dθ is the complete elliptic integral of the first kind and subscripts '0' serve to distinguish the geodesic values T r0 , T r0 and Φ 0 from their corresponding GSF-perturbed quantities to be introduced below. For any (p, e) we have Φ 0 > 2π, hence the periastron advances.
We can now define the radial and (average) azimuthal frequencies via
The pair {Ω r , Ω φ } provides a gauge-invariant parametrization of eccentric orbits. It should be noted, however, that the mapping between (p, e) and (Ω r , Ω φ ) is not bijective: there exist (infinitely many) pairs of physically distinct geodesics of different {p, e} values but the same set of frequencies. This degeneracy, first noted in BS2011, was thoroughly studied in [50] . The phenomenon is a feature of orbits very close to the innermost stable orbit. Since in this work we focus on less bound orbits (for the purpose of comparison with PN theory), the phenomenon of isofrequency pairing will not be relevant to us.
In the parameter space of eccentric geodesics, stable orbits are located in the region given by p > 6 + 2e. The curve p = 6 + 2e is called the separatrix. Along it both Φ 0 and T r0 diverge, but Ω φ remains finite. This gives rise to the so-called "zoom-whirl" behavior [51] , where the orbiting particle zooms in from far away, whirls around the black hole many times, thus accumulating a large azimuthal phase, then zooms back out. In the limit p → 6 + 2e, the particle sits exactly at the peak of the effective potential and whirls infinitely on an unstable circular geodesic.
B. The redshift invariant for circular orbits
Now let the particle's mass m 1 be finite but small, i.e., 11) and consider the effect of self-interaction on the motion through O(q). Within the context of linear perturbation theory, Detweiler and Whiting [52] showed that such a particle follows a geodesic motion in a certain smooth, effective, locally-defined spacetime with metric
Here, h R αβ is a certain smooth piece of the physical (retarded) metric perturbation produced by the particle. The physical perturbation itself is a solution of the linearized Einstein equation, sourced by the particle's energy-momentum, with suitable "retarded" boundary conditions. How h R αβ may be computed in practice, on a Schwarzcshild background, is discussed, for example, in Ref. [23] .
Within linear perturbation theory, h R αβ may be split into a dissipative piece and a conservative (time-symmetric) piece, and the effects of the two pieces may be considered separately. The conservative part of the perturbation is defined as h In the absence of dissipation the orbit remains circular, and the spacetime possesses a helical Killing vector field, which, on the orbit, is proportional to the 4-velocity u α = dx α /dτ . We introduce here τ as a proper-time parameter along the geodesic in the effective metric g cons αβ , with u α normalized with respect to that metric, i.e., g cons αβ u α u β = −1. Thanks to the helical symmetry, all components of the particle's 4-velocity are invariant under gauge transformations that respect the helical symmetry [21] . Detweiler proposed to use the functional relationship between u t and Ω ≡ u φ /u t as a gauge-invariant benchmark for the conservative self-force effect beyond the geodesic approximation. The frequency Ω is the circular-orbit reduction of the frequency Ω φ defined earlier for eccentric orbits. The quantity u t (or rather, its inverse) may be assigned a heuristic meaning of "redshift" (as measured in the smooth metric h R,cons αβ by a static asymptotic observer located along the helical symmetry axis), but it should be remembered that the true redshift, as measured in the physical metric of the particle, is, of course, divergent.
Detweiler obtained [15] 
where
is the geodesic limit, and
is the O(q) correction arising from self-interaction. Note that the correction u t gsf is defined for a fixed value of Ω at the background, which ensures its gauge invariance. In Ref. [15] and subsequent work [16, 17] (see also [18] [19] [20] ), Detweiler and collaborators calculated numerically the post-geodesic correction u t gsf (Ω), and showed that it is consistent with corresponding PN expressions in an overlapping domain of validity.
Detweiler's numerical results were derived using the Regge-Wheeler gauge. An independent calculation using a direct numerical integration of the Lorenz-gauge form of the perturbation equations later recovered the same invariant relation u t gsf (Ω) [21] . This comparison highlighted a subtlety in the notion of invariance as applied to u t gsf (Ω): the gauge transformation between the Lorenz-gauge metric perturbation and the Regge-Wheeler one does not leave u t gsf (Ω) invariant, due to a certain minor gauge irregularity of the Lorenz-gauge metric (that was first identified in Ref. [53] and further discussed in [21] ). Specifically, the physical metric perturbation does not vanish at infinity when expressed in the Lorenz gauge; see Eq. (2.23) below. While the perturbation remains helically symmetric, the transformation to an "asymptotically flat" gauge like Regge-Wheeler's (or the harmonic gauge of PN theory), in which Eq. (2.15) applies, has a generator that itself does not have a helical symmetry. As a result, the transformation introduces a correction to u t gsf (Ω). Denoting byĥ αβ the Lorenzgauge metric perturbation, one finds [21] q u
The parameter α is extracted from the Lorenz-gauge perturbation as prescribed in Eq. (2.23) below; for a circular orbit it reads α = q(m 2 Ω) 2/3 u t 0 . One must be mindful, when working in the Lorenz gauge (as we do here), to take proper account of this gauge irregularity. We shall return to this point in more detail when discussing eccentric orbits.
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C. The redshift invariant generalized to eccentric orbits Now consider an eccentric orbit subject to the conservative effect of the GSF. In absence of dissipation, the orbit remains bound and has a constant radial period T r and a constant accumulated azimuthal phase Φ per radial period. Hence it possesses a well defined pair of frequencies {Ω r , Ω φ }, defined via Eq. (2.10) with the subscripts '0' dropped. The functional relation between these invariant frequencies and any gauge-dependent set of parameters can be written as the sum of a "geodesic" term and a GSF correction; such relations were derived in explicit form in BS2011 but will not be needed here.
The GSF-perturbed orbit is a geodesic in the effective metric g It is easily checked that u t is no longer gaugeinvariant in a pointwise sense when the orbit is noncircular. Instead, BS2011 suggested to consider the orbital average 17) where T r is the radial period measured in proper time τ . BS2011 argued that U is invariant under gauge transformations that respect the periodicity of the orbit and are well behaved (in a certain sense) at infinity. We may split U in the form 18) where Ω i ≡ {Ω r , Ω φ }, U 0 is the geodesic limit of U taken with fixed Ω i , and q U gsf is the GSF correction, defined for fixed Ω i . The functional relation U gsf (Ω i ) is an invariant measure of the GSF effect on the eccentric orbit, and it is the quantity that we will use for our GSF-PN comparison in this paper. The geodesic limit of U is given by 19) where the periods T r0 and T r0 may be calculated via (2.8) given the parameters p, e of the geodesic orbit. BS2011 describes a practical method for (numerically) inverting the relations Ω i (p, e) in order to obtain p(Ω i ) and e(Ω i ). This method may be used in conjunction with Eqs. (2.8) and (2.19) in order to compute U 0 for given frequencies Ω i . Our goal now is to express U gsf (Ω i ) explicitly in terms of calculable perturbative quantities (the metric perturbation and/or the GSF). Since fixing Ω i fixes T r , the only contribution to U gsf (Ω i ) comes from the O(q) difference T r −T r0 . From the normalizations g 20) where terms of O(q 2 ) and higher are omitted. Since the contraction h R uu automatically picks out the conservative piece of h R αβ , the label 'cons' becomes redundant and we have dropped it. Neglecting subleading terms in the mass ratio q, we now obtain
where the average is taken with respect to τ (or τ 0 ) over a radial period. The O(q) perturbation of U = T r /T r at fixed Ω i therefore reads
This would be our final result for U gsf if h R uu were to be calculated in a suitable "asymptotically flat" gauge. Our calculation, however, will be performed in the Lorenz gauge, which suffers from the aforementioned irregularity at infinity. Let us now describe this irregularity more specifically. For either circular or noncircular orbits, the Lorenz-gauge metric componentĥ tt tends to a finite nonzero value at r → ∞ (other components are regular). This behavior is due entirely to the static piece of the mass monopole perturbation, and therefore the asymptotic value ofĥ tt does not depend on the angular direction even for eccentric orbits; it depends only on the orbital parameters. To remove this gauge artifact, following BS2011 we introduce the normalized time coordinate t = (1 + α)t, wheret denotes the original Lorenz-gauge time coordinate, and α = α(Ω i ) is given by
This normalization, which amounts to an O(q) gauge transformation away from the Lorenz gauge, corrects the asymptotic behavior. Undert → t we have, at leading order,
Thus, to re-express U gsf in Eq. (2.22) in terms of the Lorenz-gauge perturbation, we need simply replace h R uu →ĥ R uu + 2αE U 0 . We finally get
Equation (2.25) is one of our main results, giving U gsf in terms of quantities directly calculable using existing GSF codes: the R-fieldĥ R αβ in the Lorenz gauge, and the corresponding asymptotic parameter α. It is clear that Eq. (2.25) reduces to (2.15) in the circular-orbit limit. As in the circular case, the expression for U gsf involves only the R-field along the orbit (and the parameter α), and not the GSF itself. Our result (2.25) is much simpler than the one derived in BS2011 using a different procedure. In that work, certain simplifications that reduce the expression for U gsf to the form (2.25) have been overlooked. In Appendix A we establish the equivalence between the two results.
III. NUMERICAL CALCULATION OF THE GENERALIZED REDSHIFT
We have used the frequency-domain computational framework of Ref. [48] in order to compute U gsf for a large sample of orbits, focusing primarily on obtaining weak-field data for PN comparisons. Our calculation is based on Eq. (2.25), which takes as input the regularized Lorenz-gauge metric perturbation evaluated along the orbit (as well as the asymptotic value α, also to be read off the Lorenz-gauge perturbation). Since the GSF correction q U gsf (defined at fixed frequencies Ω i ) is of O(q), it is sufficient to use as input the metric perturbation calculated along geodesic orbits. For convenience we shall use p, e (as defined in Sec. II A), rather than Ω i , to parameterize these geodesics, and will thus express our results in the form U gsf = U gsf (p, e). It is important to emphasize that our results refer to the GSF correction to the functional relation U gsf (Ω i ) defined for fixed invariant frequencies Ω i , even though we use the geodesic parameters p and e as independent variables. These two facts should not be confused.
A. Details of numerics and sources of error
We use the eccentric-orbit GSF code of Ref. [48] to obtain the metric perturbationĥ R αβ (χ) along the geodesic orbit. This code employs a frequency-domain approach, coupled with the method of extended homogeneous solutions of Ref. [54] , to compute the regularized metric perturbationĥ R αβ . It then outputsĥ R uu (χ) at 2400 evenly spaced points along the orbit, and interpolates the numerical data using Mathematica's Interpolation function. In its default setting, Interpolation fits cubic polynomials between successive data points. Sinceĥ R uu (χ) is very smooth this level of interpolation is sufficient for our purposes. We subsequently calculate the orbital average ĥ R uu using NIntegrate with the appropriate numerical integration options/controls offered by Mathematica. The coefficient α is extracted, using (2.23), from the static monopole piece of the metric perturbation, whose construction is prescribed in App. B of [48] . Since this piece is essentially known analytically (its computation involves the evaluation of a certain orbital integral, easily done with Mathematica at extremely high accuracy), numerical error in our calculation of U gsf comes entirely from the numerical evaluation ofĥ R uu (χ). Reference [48] contains a thorough analysis of error sources forĥ R uu (χ) and the GSF. Here, we briefly review two dominant sources.
Each Fourier mode of our computation has associated with it a frequency, ω =ñΩ r +mΩ φ , whereñ andm are integer harmonic numbers. The dominating source of numerical error depends on the value of ω. For modes of sufficiently large frequency (m 2 ω 10 −4 ), the dominant error comes from the estimation of the contribution from the tail of uncomputed multipoles of large l values. Typically, we compute the contributions to all the l-modes up to and including l = 15, and estimate the remaining contribution to the mode sum by fitting numerical data to suitable power-law models of the large-l behavior [23, 48, 55] . This is a relatively well-modelled and well-controlled source of error, and it can be reduced in a straightforward manner using additional computational resources.
For modes with small frequencies, m 2 ω 10 −4 , a second source of numerical error takes over. This comes from rounding errors introduced when inverting the matrix of amplitude coefficients as part of the procedure for computing inhomogeneous solutions to the Lorenzgauge field equations [48] . When ω is very small, the matrix becomes nearly singular, and its inversion using machine-precision arithmetic introduces large errors. The problematic "nearly-static" modes occur generically in our calculation, since, given any orbital parameters, there will exist values ofm andñ in the Fourier sum for which m 2 ω is very small. In practice, the sum overñ andm is truncated once our results reach a desired accuracy. Consequently, the problem is less severe for low-eccentricity orbits, where the effective frequency band is narrow, and more severe at high eccentricity, where the broad frequency band implies a higher chance of encountering nearly static modes. Ultimately, this restricts our calculation to orbits with eccentricities of e 0.4. Low-ω modes are encountered also when the fundamental frequencies themselves are small, as with weak-field orbits-the main focus of the present work. Our code incorporates several methods for mitigating this small-frequency problem (see Ref. [48] for details), but even with these techniques employed, our current calculation appears limited to orbits with p 130; at larger p we observe a rapid reduction in accuracy.
The issue of nearly-static modes has been addressed in a very recent paper by Osburn et al. [56] , who proposed additional mitigation methods. These may be used to improve the performance of weak-field calculations in future work.
B. Numerical results
Table II displays a sample of our numerical results for U gsf . Parenthetical figures indicate estimated error bars on the last displayed decimals; for instance, −0.0556761(1) stands for −0.0556761 ± 1 × 10 −7 . Additional data may be made available to interested readers upon request from the authors. Some of the data shown in the table are plotted in Fig. 1 of Sec. V, where we discuss the comparison with PN results.
As a check of our frequency-domain computation, we compare our results for U gsf with those obtained in BS2011 using a time-domain method. BS2011 provided a small sample of numerical results in the range p ≤ 20 and e ≤ 0.5. The comparison is shown in Table III . There is evidently a good agreement between the two sets of numerical results, although in some of the entries the values appear not fully consistent given the stated error bars (in all these cases the BS2011 values are smaller than ours). We have strong evidence to suggest that the source of disagreement is a slight underestimation of the magnitude of systematic error in the time-domain analysis of BS2011: We have tested the output of our frequency-domain code against accurate GSF data published in Ref. [56] , and against yet unpublished redshift data calculated by van de Meent [57] (using a very different frequencydomain method based on a semi-analytical treatment of Teukolsky's equation [58] ). These comparisons strongly favor the frequency-domain data in the table.
Also evident from the table is the fact that our code's accuracy starts to degrade for e = 0.4; however, it still matches BS2011's results to five or six significant digits. No published numerical data exist to allow comparison beyond p = 20. (Reference [56] gives results for e ≤ 0.7 and p ≤ 90, but these are for the GSF components, not for U gsf .)
IV. GENERALIZED REDSHIFT: POST-NEWTONIAN CALCULATION
We shall now derive the invariant relation U (Ω r , Ω φ ) within the PN approximation. Our calculations will be similar in spirit to those performed by Arun et al. [59, 60] , except that we will consider the orbital average of a quantity that is related to the orbital dynamics of a binary of nonspinning compact objects, modelled as point particles, while Refs. [59, 60] calculated the orbital-averaged fluxes of energy and angular momentum radiated at infinity. Furthermore, while these fluxes are invariant under the exchange 1 ↔ 2 of the bodies' labels, and requires knowledge of the gravitational field in the wave-zone, the generalized redshift U is a property of one particle, whose evaluation involves the near-zone metric. A. Redshift variable in standard harmonic coordinates
The regularized 3PN metric
Throughout Sec. IV we assume that m 1 < m 2 , and treat m 1 as the "particle" orbiting the "black hole" of mass m 2 . The redshift of the particle can be computed from the knowledge of the regularized PN metric g αβ (y 1 ) ≡ g αβ (t, y 1 ), generated by the two bodies and evaluated at the coordinate location y 1 (t) of the particle, as [16] U ≡ u
, with v 1 = dy 1 /dt the coordinate velocity of the particle. The generalized redshift will be given by the proper-time average of Eq. (4.1) over one radial period.
The regularized PN metric g αβ (y 1 ) was itself computed up to 2.5PN order, in harmonic coordinates, in Ref. [61] . This calculation was then extended to 3PN order in Ref. [16] , partly based on existing computations of the 3PN equations of motion using Hadamard regularization [62] and dimensional regularization [63] . Reference [16] performed two calculations of the 3PN regularized metric, using both Hadamard and dimensional regularizations, obtaining the same metric but expressed in two different harmonic coordinate systems. The two metrics were found to differ by an infinitesimal 3PN coordinate transformation in the "bulk," i.e., outside the particle's worldlines, and also by an intrinsic shift of these worldlines. Combining Eqs. (4.2) and (A15) of Ref. [16] , the 3PN-accurate expression of the regularized metric reads, in the standard harmonic coordinates corresponding to the use of Hadamard 1 As usual we denote by r 12 = |y 1 − y 2 | the coordinate separation, by n 12 = (y 1 − y 2 )/r 12 the unit direction from particle 2 to particle 1, and by v 12 = v 1 −v 2 the relative velocity, where v a = dy a /dt is the 3-velocity of particle a. The Euclidean scalar product between two 3-vectors A and B is denoted (AB). Parentheses around indices are used to indicate symmetrization, i.e., Since we are considering only the conservative part of the binary dynamics, we did not include in (4.2) the dissipative 2.5PN radiation-reaction terms; these can be found in Eqs. (7.6) of Ref. [61] . Notice the occurence at 3PN order of some logarithmic terms, containing two constants r 1 and r 2 (one for each body) that have the dimension of a length. These ultraviolet (UV) regularization parameters come from regularizing the self-field of point particles using the Hadamard regularization of Ref. [62] . The constants r 1 and r 2 are gauge-dependent, as they can be arbitrarily changed by a coordinate transformation of the bulk metric [16, 62] or by some shifts of the worldlines of the particles [63] . The metric coefficient g 00 (y 1 ) also involves a constant r 0 that originates from the infrared (IR) regularization of the metric at spatial infinity, as discussed in Ref. [16] . This arbitrary IR scale should also disappear from the final gauge-invariant results. We introduce the expression (4.2) of the regularized 3PN metric into the definition (4.1) of the redshift, and expand in powers of 1/c, keeping all terms up to O(c −8 ). This gives an expression for U as a function of the two masses m 1 and m 2 , the coordinate separation r 12 , and the scalar products (n 12 v 1 ), (n 12 v 2 ), (v 1 v 1 ), (v 1 v 2 ) and (v 2 v 2 ), as well as the regularization constants r 0 , r 1 and r 2 , in an arbitrary reference frame. The resulting expression is too lengthy to be displayed here.
Reduction to the center-of-mass frame
We wish to specialize the previous expression to the center-of-mass (CM) frame, which is consistently defined at 3PN order by the vanishing of the center-of-mass integral deduced from the 3PN binary equations of motion [64] . This condition yields expressions for the individual positions y a and velocities v a relatively to the CM in terms of the relative position y ≡ y 1 − y 2 and relative velocity v ≡ v 1 − v 2 [65] . Since these results play an important role in our algebraic manipulations, we recall here the expressions for the functional relationships y a [y, v] in the harmonic gauge that was used to derive the regularized metric (4.2). Thus,
3a)
where ν ≡ m 1 m 2 /m 2 is the symmetric mass ratio and X a ≡ m a /m, with m ≡ m 1 + m 2 the total mass of the binary. The coefficients P and Q depend on the parameters m and ν, the separation r ≡ |y|, the relative velocity squared v 2 ≡ (vv), and the radial velocityṙ ≡ (nv). They explicitly read [65] 
where the various PN contributions read
Gm r , (4.7a) Here, ∆ ≡ (m 2 − m 1 )/m = X 2 − X 1 = √ 1 − 4ν denotes the reduced mass difference, so that the test-mass limit of particle 1 corresponds to ν → 0. Since the redshift (4.1) is a property of particle 1, the expressions (4.7) are not symmetric by exchange 1 ↔ 2 of the bodies' labels. The redshift of particle 2 is simply obtained by setting ∆ → −∆ in Eqs. (4.7). As expected, the regularization constants r 0 , r 1 and r 2 that enter the expression (4.2) of the regularized 3PN metric appear in the CM expression (4.6)-(4.7) for the redshift. In Sec. IV D we will check that the orbital averaging cancels out the dependance on these arbitrary length scales.
B. Redshift variable in alternative coordinates
In the previous section we obtained an expression for the redshift variable in the standard harmonic (SH) coordinate system, namely the coordinate system in which the 3PN equations of motion were originally derived [62, 65] . These coordinates are such that the equations of motion involve some gauge-dependent logarithmic terms at 3PN order. Importantly, these logarithms prevent the use of the 3PN quasi-Keplerian representation of the binary motion (reviewed in Sec. IV C below), thus impeding the averaging of the redshift over an orbit. Therefore, it is useful to have the expression for the redshift in a modified harmonic (MH) coordinate system, without logarithmic terms in the equations of motion, such as the one used in Refs. [59, 60] . Alternatively, we shall use ADM-type coordinates, which are also free of such logarithms at 3PN order in the equations of motion. Both the MH coordinates and the ADM coordinates are suitable for a 3PN quasi-Keplerian parametrization of the motion [66] . This will require us to re-express the redshift in terms of the variables r,ṙ and v 2 in these alternative coordinate systems.
Modified harmonic coordinates
The trajectories y a (t) of the particles in MH coordinates are related to their counterparts y a (t) in SH coordinates by some 3PN shifts ξ a (t) of the worldlines induced by a coordinate transformation in the "bulk," namely y a = y a +ξ a [62] . Therefore, in the CM frame, the MH coordinate separation y is related to the SH coordinate separation y through y = y + ξ, where the relative shift ξ ≡ ξ 1 − ξ 2 is given by [59] ξ (SH → MH) = − 22 3
with n ≡ y/r the unit direction pointing from particle 2 to particle 1. Following [59] , we introduced the "logarithmic barycenter" r 0 of the constants r 1 and r 2 , (not to be confused with the IR constant r 0 ):
The expression U [r,ṙ, v 2 ] for the redshift in MH coordinates can then be deduced from the formula for U [r,ṙ, v 2 ] in SH coordinates by means of the functional equality U = U + δ ξ U , where
Since the relative shift (4.8) comes at 3PN order, the nonlinear terms O(ξ 2 ) in Eqs. (4.10) and (4.11) contribute at leading 6PN order, and can thus be neglected. Plugging the expression (4.8) into Eqs. (4.11), we find the explicit expressions (δ ξ r) (SH → MH) = − 22 3
In order to compute the change δ ξ U in the redshift induced by the relative shift (4.8), we only require the Newtonian expression for U [r,ṙ, v 2 ], which is given by Eq. (4.7a). Combined with (4.10) and (4.12), this gives
Adding the above shift to the formula (4.6)-(4.7) for the redshift in SH coordinates yields the expression for the redshift in MH coordinates. Since U = U + δ ξ U is a functional equality, the resulting MH redshift is expressed as a function of the "dummy" variables r,ṙ and v 2 . Adding together Eqs. (4.7d) and (4.13), we find that the UV regularization constant r 2 disappears from the expression for U [r,ṙ, v 2 ] in MH coordinates. However the UV and IR constants r 1 and r 0 remain and enter the result through the logarithmic contributions
For circular orbits, such thatṙ = 0 and v 2 = Gm/r+O(c −2 ), these logarithmic contributions cancel out. We will see that the factor (v 2 −3ṙ 2 −Gm/r)/r 3 vanishes when averaged over one radial period, such that the constants r 0 and r 1 will cancel out from the final, gauge-invariant result for the orbital-averaged redshift, as expected.
ADM-type coordinates
Similarly, the individual trajectories y a (t) of the particles in ADM coordinates are related to the trajectories y a (t) in SH coordinates by some shifts ξ a (t) of the worldlines: y a = y a +ξ a [64, 67] . In the CM frame, the ADM coordinate separation y is related to the SH coordinate separation y through y = y + ξ, where the relative shift ξ = ξ 1 − ξ 2 reads [59, 65] The expression U [r,ṙ, v 2 ] for the redshift in ADM coordinates can then be deduced from the result (4.6)-(4.7) in SH coordinates via the functional equality U = U + δ ξ U . Using the expressions (4.10) and (4.16), the SH redshift is found to be modified by 2PN and 3PN corrections that read 
Although the additional contribution (4.17) in ADM coordinates is more involved than its counterpart (4.13) in MH coordinates, they share the same logarithmic terms. Thus, adding Eqs. (4.7d) and (4.17) we find that the UV regularization constant r 2 disappears from the expression for U [r,ṙ, v 2 ] in ADM coordinates, while the constants r 0 and r 1 remain and enter the final result through the logarithmic terms (4.14).
C. The generalized quasi-Keplerian representation
Before we discuss the orbital averaging of the redshift in Sec. IV D, we must summarize the 3PN generalized quasi-Keplerian (QK) representation of the motion of Memmesheimer et al. [66] . Indeed, since averaging over one radial period is most conveniently performed using an explicit solution of the equations of motion, the generalized QK representation is an essential input for our 3PN calculation. The QK representation was originally introduced by Damour and Deruelle [68] to account for the leading-order 1PN general relativistic effects in the timing formula of the Hulse-Taylor binary pulsar. It was later extended at 2PN order in Refs. [69] [70] [71] , in ADM coordinates, and more recently at 3PN order [66] in both ADM and harmonic coordinates.
We first introduce the mean anomaly
where t per is the coordinate time at a periastron passage and Ω r = 2π/T r is the radial frequency (also known as the mean motion n), i.e., the frequency associated with the periodicity T r of the radial motion. The mean anomaly simply maps one radial period t ∈ [t per , t per +T r ) to the trigonometric interval ∈ [0, 2π). We then adopt a parametric description of the binary's motion in polar coordinates, in the CM frame, in terms of the eccentric anomaly u ∈ [0, 2π). At 3PN order, this parametrization reads
where φ per is the value of the orbital phase when t = t per , at a periastron passage, K ≡ 1 + k is the fractional angle of advance of the periastron per orbital revolution, such that the angle of return to periastron is given by Φ = 2πK (equivalent to ∆Φ = 2π k), and the true anomaly V is defined by The previous generalized QK representation is complete only once the orbital elements Ω r , K, a r , e t , e r , e φ , f t , g t , i t , h t , f φ , g φ , i φ and h φ have been related to the first integrals of the motion, namely the binding energy E and the orbital angular momentum J, both per reduced mass µ = m 1 m 2 /m. Following Ref. [59] , we shall instead make use of the convenient, dimensionless, coordinate-invariant quantities 21) such that ε > 0 and j > 0 for a generic bound eccentric orbit (since E < 0 for such orbits). Notice the PN scalings ε = O(c −2 ) and j = O(c 0 ). Therefore, we shall consider expansions in powers of the PN parameter ε, with coefficients depending on j and ν. In ADM coordinates, the 3PN-accurate expressions for the orbital elements read [59, 66] 
22a)
In the Newtonian limit, a r is the semi-major axis, the three eccentricities coincide (e t = e r = e φ ≡ e), an eccentric orbit does not precess (K = 1), and f t = g t = i t = h t = f φ = g φ = i φ = h φ = 0. 4 For circular orbits, we have the well-known Newtonian limits ε ∼ v 2 /c 2 ∼ Gm/(rc 2 ) and j ∼ 1.
+
The eccentricities e are all such that j = 1 − e 2 + O(c −2 ) at Newtonian order; they start differing from each other at leading 1PN order.
The expressions (4.22) are specific to the ADM coordinates. Before we give the corresponding expressions in MH coordinates, let us recall an important point related to the use of gauge-invariant variables. As shown in Ref. [69] , the functional forms of Ω r = 2π/T r and K = Φ/(2π) as functions of gauge-invariant variables like ε and j are identical in different coordinate systems. In particular we have the exact same relations in MH coordinates as in 25 ADM coordinates:
We may therefore use any combination of Ω r and K instead of the constants of the motion ε and j to parameterize in a physically meaningful way a given eccentric orbit (assuming a one-to-one relation). Following Ref. [59] , we introduce the frequency Ω φ ≡ K Ω r , which is a natural generalization of the circular-orbit frequency Ω, 5 and we define the dimensionless coordinate-invariant parameters (remember that k = K − 1)
The PN parameter x is O(c −2 ), while ι is merely Newtonian at leading order (the relativistic periastron advance first appears at 1PN order). The choice of variables (4.24) is the obvious generalization of the gauge-invariant variable x that is commonly used for circular orbits. It will thus facilitate checking the circular-orbit limit. In Sec. IV E, we shall express our final results in terms of either of the two sets of gauge-invariant parameters (ε, j) or (x, ι).
To compute the invariant relationships U (ε, j) and U (x, ι) from the expressions (4.6)-(4.7) and (4.10) for the redshift in MH coordinates, we shall also need expressions for the orbital elements a r , e t , e r , e φ , f t , g t , i t , h t , f φ , g φ , i φ and h φ in these coordinates. They are given by Eqs. (4.22c)-(4.22l), to which we must add the differences [66] We are finally in a position to compute the generalized redshift 26) which coincides with the ratio T r /T r of the coordinate time period T r and the proper time period T r of the radial motion. 6 The averaged redshift (4.26) can be written in the convenient alternative forms 27) where ≡ d /du can be computed from Eqs. (4.19b) and (4.20) . We first perform the orbit averaging in MH coordinates.
Orbital average in MH coordinates
Using the generalized QK representation (4.18)-(4.20), (4.22)-(4.23) and (4.25), the variables r,ṙ and v 2 =ṙ 2 +r 2φ2 that enter the expression (4.6)-(4.7) and (4.13) for the redshift in MH coordinates can be expressed as functions of the binding energy ε, the time eccentricity e t ≡ e MH t , and the eccentric anomaly u. The integrand in Eq. (4.27) then reads
The computation of the coefficients α N and β N is straightforward, but the resulting expressions are too cumbersome to be reported here. The integral in (4.27) is readily performed thanks to the following formulas, which are valid for all integers N 1:
We note that the logarithmic contributions in (4.28) arise at 3PN order from those terms proportional to ln r/r 0 and ln r/r 1 in Eq. (4.14). Indeed, combining Eqs. Hence some coefficients α N in (4.28) depend on the regularization constants r 0 and r 1 through ln a r /r 0 and ln a r /r 1 . However, when averaged over one radial period, these terms cancel out from the final expression, because they appear only through the vanishing combination 2I 2 (e) − 5I 3 (e) + 3(1 − e 2 )I 4 (e) = 0 . (4.32)
The final expression for U (ε, e MH t ) is thus free of the regularization constants r 0 and r 1 . Implementing all the above integrations, the expression (4.6)-(4.7) and (4.13) for the redshift in MH coordinates can be averaged over an orbit. Up to 3PN order, the generalized redshift (4.26) then takes the form 33) where the PN coefficients depend on the symmetric mass ratio ν, the reduced mass difference ∆ = √ 1 − 4ν, and the time eccentricity e t in MH coordinates (hence e t ≡ e MH t ). They read
34a)
Orbital average in ADM coordinates
We shall now perform an independent calculation in ADM coordinates. We start from the expression for the redshift in ADM coordinates, as given by (4.6)-(4.7) and (4.17), employ the appropriate QK parametrization and perform the orbital averaging as outlined above. We find that the form (4.28) is obtained also in the ADM case, with the same coefficients β N but different coefficients α N in general. The result for the generalized redshift in ADM coordinates is of the form 35) where the various coefficients depend on ν, ∆, and the time eccentricity in ADM coordinates (hence e t ≡ e ADM t ), and read 
frequencies Ω r and Ω φ . Indeed, inverting the PN expansions (4.22a) and (4.22b) yields 
We thus have the leading-order relationships x = ε+O(c −2 ) and ι = j +O(c −2 ). Introducing the expansions (4.40) into Eq. (4.38)-(4.39), our main PN result reads
where the various PN coefficients, which depend on the variable ι as well as on the particle's masses, read up to 3PN order
(iii) The 3PN formula reproduces the GSF results extremely well even in what might be considered a "strong-field" regime: at p = 10 it does so to within ∼ 1% for e = 0.1 and to within a few percent for e = 0.4; at p = 20 the agreement is already at the level of one part in a thousand. Numerical GSF output for U gsf (black data points) versus analytical PN approximations (solid curves). Each panel shows U gsf as a function of semi-latus rectum p for a fixed eccentricity e. Insets display, on a log-log scale, the relative differences ∆ nPN rel ≡ |1−U nPN / U gsf |, where U nPN is the PN approximation through nPN order. In both the main plots and the insets, the three curves correspond, top to bottom, to the 1PN, 2PN and 3PN approximations. Solid curves in the insets are the analytical PN residues 1 − U 1PN /U 3PN (upper curve) and 1 − U 2PN /U 3PN (middle curve); for the lower curve we have fitted the simple model 1 − U 3PN / U gsf = p −4 (α 1 + α 2 ln p + α 3 /p).
We can make the comparison more quantitative by attempting to extract the large-p behavior of the numerically computed function U gsf (p, e). Our strategy will be to fit the numerical data against the PN model (4.51), leaving the numerical coefficients as unknown fitting parameters, later to be compared with the analytically known values. Given the relative sparseness of data available, we shall not attempt a simultaneous fit over p and e, but rather fit over each of the two dimensions separately, as described below. We will follow a "marginalization" procedure, whereby each of the PN orders is fitted for in turn, assuming the analytic values of all terms at lower PN order. Since the circular limit of U gsf has been computed previously at great accuracy [17, 18, 22, 34] , we are able to accurately "remove" the circular (e-independent) part of U gsf from the data, fitting only for the e-dependent residue. This should allow to fit the eccentricity-related terms of interest here with greater accuracy.
Let us now describe this procedure in more detail. We assume the e-expanded form (4.52) of the full PN expression (4.51). The term a(p) is the circular-orbit limit of U gsf , which has been computed to at least ten significant figures in Refs. [17, 18, 22, 34] . By subtracting off these numerical data from ours, we construct a new data set for the difference
We assume that the functions b(p), c(p), . . . admit expansions in p −1 as in Eqs. (4.53), but pretend that the PN coefficients are unknown:
where subscripts are mnemonics for the PN order at which coefficients occur, and we have fixed the "Newtonian," 1/p term of b(p) at its known value of unity. Our goal is to determine the coefficient b n , c n , . . . from the numerical data for U
gsf . To this end, we first prepare subsets of data where in each subset p is fixed and e varies. We fit each subset with respect to e using the model (5.1), including terms through O(e 6 ). This yields three one-dimensional data sets, representing b(p), c(p) and d(p).
Focusing first on the data set for b(p), we fit it against the PN model [79, 80] . 8 The truncation order N is left as a control parameter; by varying it we obtain a rough estimate of the numerical uncertainty in the fitted values of the parameters. We apply a marginalization procedure, whereby to determine b n we set all b n <n at their known analytic values. We use this procedure to estimate the values of b 1 , b 2 and b 3 , and we later similarly determine c 1 . Our results are shown in Table IV , alongside the known analytic values for these parameters. We see a good agreement through 3PN order in the O(e 2 ) term, and at 1PN order in the O(e 4 ) term. Unfortunately, the accuracy of our current code (and its limited utility at e 0.4) does not seem to allow us an accurate extraction of b n≥4 , c n≥2 , or any of the b log n 's. The reason for this can be appreciated from Fig. 2 , where we compare the amplitudes of the 3PN and 4PN terms with the amplitude of numerical noise in our U (e) gsf data. Note that, while the "signal" from the b 3 term lies well above the noise, the c 2 signal is buried deep inside it. Since our data is limited to relatively small eccentricities, it is clear why we have less "handle" on the Figure 2 also suggests that we might have just enough "signal" coming from the O(e 2 ) terms at 4PN to allow a rough estimation of the coefficients b 4 and b log 4 , which are not known analytically. We have experimented fitting to a large number of models of the form (5.3) , where all the analytically known coefficients are pre-specified, and varying both the cutoff N and the number of nonzero logarithmic terms. We find that fitting uncertainties are almost as large as the fitted values themselves. However, we are able to confidently constrain the Future analytic calculations of the 4PN terms may be checked against these predictions. Our current code does not allow the determination of unknown PN coefficients related to eccentricity with any greater accuracy. To improve on our predictions would require (i) to push the reach of the computation to higher eccentricities and larger p, and at the same time (ii) to reduce the numerical error in the calculation of U gsf . Some improvement may be achieved using the method of Ref. [56] , which is a slightly more advanced variant of our method. More significant improvements may have to await the development of eccentricorbit GSF codes based on the Teukolsky equation [58, 82] . We expect such codes to start delivering accurate numerical results in the very near future.
To this end, we note the two key relations
which shall be derived below. Substituting these C r and C φ into Eq. (A1) and using T r0 = T r0 / U 0 , we obtain
For this to be identical to Eq. (2.25), the sum of three term in brackets on the right-hand side should vanish. Indeed, writing (dτ /dχ) 2 = −g αβ (dx α /dχ)(dx β /dχ) and perturbing linearly with ∆, holding p, e and r p (or, equivalently, p, e and χ) fixed, we find
which, upon integrating over a radial period, gives
Hence Eq. (A4) reduces to our Eq. (2.25) for U gsf . It remains to establish the relations (A3a) and (A3b). This can be achieved by manipulating the explicit elliptic-integral representations of Ω φ , Ω r and U 0 , given in BS2011, but this approach involves much ungainly algebra and will not be presented here. A much neater derivation uses general results derived from the Hamiltonian formulation of geodesic motion in Kerr spacetime [83] . Start by averaging u α 0 u 0α = −1 with respect to t over a radial period of the geodesic orbit, to obtain
where J r ≡ (2π) 2 dt is the invariant action variable (per mass m 1 ) associated with the radial motion [84] . This relation is the Schwarzschild reduction of Eq. (3.4) of Ref. [83] . In addition, we require a relation between the partial derivatives of E, L and J r with respect to Ω i . The necessary relation follows most directly from the general variational formula ("first law") δE = Ω φ δL + Ω r δJ r (A8) established in [83] [this form is the reduction of Eq. (3.5) therein to Schwarzschild spacetime, with a fixed black-hole mass m 2 , and with suitable notational adjustments]. Here δE, δL and δJ r correspond to an arbitrary variation of a geodesic with frequencies Ω i onto a nearby geodesic. If we regard E, L and J r as functions of Ω i , we obtain
Taking the partial derivative of (A7) with respect to Ω φ and using (A9) immediately leads to (A3a). Equation (A3b), in turn, is obtained by taking the derivative of (A7) with respect to Ω r , then using Eq. (A9), and finally substituting for J r from (A7). The above establishes the equivalence of our simple expression (2.25) and the BS2011 result (A1). The simplification obtained here owes itself primarily to the two key relations (A3a) and (A3b), which have unfortunately gone unnoticed (by two of us) in BS2011.
