Abstract-This paper considers the problem of compressively sampling wide sense stationary random vectors with a low rank Toeplitz covariance matrix. Certain families of structured deterministic samplers are shown to efficiently compress a high-dimensional Toeplitz matrix of size N × N , producing a compressed sketch of size O( √ r) × O( √ r).The reconstruction problem can be cast as that of line spectrum estimation, whereby, in absence of noise, Toeplitz matrices of any size N can be exactly recovered from compressive sketches of size O( √ r) × O( √ r), no matter how large N is. In the presence of noise and finite data, the line spectrum estimation algorithm is combined with a novel denoising technique that only exploits a positive semidefinite (PSD) Toeplitz constraint to denoise the compressed sketch using a simple least-squares minimization framework. A major advantage of the algorithm is that it does not require any regularization parameter. It also enjoys lower computational complexity owing to its ability to predict the unobserved entries of the low-rank Toeplitz matrix. Explicit bounds on the reconstruction error are established and it is shown that the PSD constraint on the denoiser is sufficient to ensure stable reconstruction from a sketch of size O( √ r) × O( √ r). Extensive simulations demonstrate that the proposed algorithm provides better performance over random samplers and algorithms that use nuclear-norm-based regularizers.
I. INTRODUCTION
E STIMATION of second-order statistics (or correlation) of high-dimensional data plays a central role in modern statistical analysis and information processing. The covariance matrix acts as a sufficient statistic in many signal processing problems [1] , [2] . It also provides a compact summary of a large dataset, and is used for dimensionality reduction. A popular example is that of principal component analysis [3] , [4] where the secondorder statistics of the data are used to project the data along the Manuscript received May 29, 2016 ; revised September 26, 2016 , December 12, 2016 , and January 11, 2017; accepted January 12, 2017. Date of publication January 25, 2017; date of current version February 21, 2017 . The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Wei Liu. This work was supported in part by the NSF CPS Synergy 1544798, in part by the University of Maryland, College Park, and in part by the University of California, San Diego.
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Digital Object Identifier 10.1109/TSP.2017.2659644 dominant eigenvectors, thereby attaining dimension reduction. The inverse covariance matrix also plays an important role in many applications related to classification of Gaussian data and establishing independence relations in exploratory data analysis and testing [5] .
Owing to its large dimension, it may not be always possible to store and/or reliably communicate the entire high dimensional covariance matrix. Hence, it is crucial to obtain a compressive sketch of the covariance matrix which can be efficiently stored and transmitted. The topic of compressive covariance sampling [6] - [10] , is receiving increasing attention, where the goal is to compress and reconstruct the high dimensional covariance matrix using so-called covariance samplers. In general, it is not possible to design a compressive sampler unless the correlation matrix exhibits some low dimensional structure that allows compression. Typical structural assumptions include that of sparsity, low rank and stationarity of data (which imposes a Toeplitz structure on the covariance matrix) [6] , [8] .
A. Related Work
The problem of obtaining a sketch of the covariance matrix by compressively sampling the underlying random process has been recently investigated in a number of works [6] - [9] , [11] . In [11] , a high dimensional covariance matrix Σ ∈ R N ×N is sketched using rank-one measurements where Σ is assumed to exhibit distributed sparsity. The required sample size for compressing sparse covariance matrices is proved to be O( √ N logN ). When the covariance matrix exhibits a Toeplitz structure, compressive covariance sensing becomes equivalent to compressive power spectrum estimation, which has been investigated in [7] - [10] , [12] , [13] . The common theme in this body of work is the use of deterministic sub-Nyquist samplers (often inspired from the idea of difference-sets [14] ) for compressively sampling WSS signals. Such samplers can compress Toeplitz matrices of size N × N using a sketch of size
The work in [15] , considers a cyclostationary signal model for which the number of measurements is shown to be O( √ N ). In [16] , the authors consider the estimation of Toeplitz covariance matrix via Maximum Likelihood methods. However, the results are asymptotic and no stability result is available for a noisy and finite snapshot model.
In this paper, besides Toeplitz structure, we also exploit low rank of the covariance matrix that allows further compression over what is possible by exploiting the Toeplitz structure alone. In many practical problems across scientific and engineering disciplines, the signal of interest often has a spectrally sparse represenation, i.e., its power spectrum can be modeled as a superposition of a few spikes [17] . By Carathéodory's theorem, the covariance matrix of such signals possess low rank positive semidefinite (PSD) Toeplitz structure, and they arise in a large number of practical applications such as direction finding for radar, sonar and astronomical imaging [18] - [22] , neural source localization using sensor arrays (e.g. EEG/MEG) [23] - [25] , source localization and inverse scattering in seismic imaging [26] - [28] and so forth. In these problems, low rank is typically attributed to the presence of only a few sources or scatterers compared to the number of physical sensors. 1 A key feature of our reconstruction algorithm is that unlike sparsity enforcing techniques [29] , [30] which discretize the parameter space into a grid with finite points and assumes the parameters to lie on this grid, we allow the spectral lines to take up any value continuously within a range. In this regard, our algorithm belongs to a class of "discretization-free" or "gridless line spectrum estimation" techniques which encompass classical methods such as MUSIC, covariance fitting algorithms based on Maximum Likelihood criterion [16] , [31] , as well as more recent techniques based on nuclear and atomic norm minimization [32] , [33] . The terminology "gridless" is also used in recent literature [34] - [37] . The authors in [34] , [36] consider gridless extension of the SPICE algorithm [30] and its connection to regularizer based methods. In [35] , a denoising based MUSIC algorithm for DOA estimation of more sources than sensors is proposed to combat finite snapshot estimation errors. In [37] , algorithmic implementations of atomic norm based algorithms are discussed. However, these works do not establish any stability analysis or explicit error bounds for gridless methods as a function of the number of snapshots.
1) Regularizer-Based Methods: Much of the existing work on low rank matrix recovery from compressive measurements [38] - [43] uses random sampling along with a nuclear norm minimization heuristic to establish performance guarantees. The number of measurements in such cases is shown to be of the general form O(r α N β polylog(N )), α, β > 0. These methods however do not consider compression of low rank Toeplitz matrices. The authors in [6] provide a unified analysis for compressing and recovering low rank Toeplitz covariance matrix (again, using a nuclear norm heuristic) and shows that O(rpolylogN ) measurements are sufficient for compressing N -dimensional Toeplitz covariance matrices with rank r. Recently, in [32] , the authors consider the problem of line spectrum estimation from multiple measurement vector models (MMV) compressed using deterministic sparse samplers, and propose a nuclear norm minimization technique to recover the frequencies. However, the size of the compressed covariance matrix (obtained from 1 Owing to the presence of noise, the covariance matrix of the received signal in these applications is not strictly low rank, rather it is a sum of low rank PSD Toeplitz matrix, and a scaled diagonal matrix, where the scaling factor denotes noise power. We will show in Sec. IV that the proposed sampling and reconstruction framework continues to be applicable for such full rank positive definite Toeplitz matrices as well.
the MMV model) in [32] 
since the sampling scheme does not exploit low rank. Furthermore, the recovery guarantees cannot be easily extended to the case when the compressed sketch is of size O(
Finally, these approaches use a regularization parameter, (or a suitable feasible region) that require accurate knowledge of the noise power. Consequently, the performance of these algorithms can deteriorate if the parameter is not accurately tuned.
Our work stands in sharp contrast to random sampling based approaches since we use a deterministic structured sampler. Hence, we cannot use the existing tools for analyzing the performance of nuclear norm minimization algorithms (which heavily rely on random sampling for showing existence of necessary dual certificates, or proving RIP of suitable sampling operators). For compressing low rank PSD Toeplitz matrices, we use a newly proposed deterministic sampling scheme called Generalized Nested Sampling (GNS) [44] , [45] . Compared with existing sparse ruler type samplers [7] , [8] , [12] , GNS provides a closed-form expression for the sampling matrix for any dimension. Moreover, the works in [7] , [8] , [12] , [32] use a compressive sketch of size O(
to compress a Toeplitz matrix of size N × N , which is suboptimal when the matrix is low rank (i.e. has rank r N ). In this paper, by utilizing the line spectrum representation of low rank Toeplitz covariance matrices, we show that the size of the compressed sketch for exact and stable recovery can be as small as O(
, which is independent of ambient dimension N . Such a sketch can be acquired either using the proposed GNS, or a minimal sparse ruler. The proposed reconstruction technique is also very different from existing body of work in low rank matrix recovery. We transform the problem of low rank Toeplitz matrix recovery to that of line spectrum estimation, and use the recently developed analysis tools in frequency domain [33] , [43] , [46] for establishing performance guarantees for noiseless as well as noisy recovery. For a noisy measurement model, our algorithm employs a simple least squares denoising technique (with positive semidefinite and Toeplitz constraints) which does not require any regularization parameter, and provably leads to stable reconstruction of low rank PSD Toeplitz matrices from a compressed sketch of size O(
Regularizer-Free Methods: Sparsity enforcing parametric and semi-parametric covariance fitting algorithms [16] , [30] , [31] , [52] constitute another class of regularization-free algorithms that can be used to estimate low rank Toeplitz structured covariance matrices from full or compressed measurements. These powerful algorithms have a sound statistical justification, since they are based on the Maximum Likelihood estimation framework, and they can be solved using convex optimization. The proposed regularization-free algorithm and its analysis differ from these algorithms in three distinct ways. Firstly, the theoretical guarantees in [30] , [31] show that the algorithms are statistically consistent and asymptotically (in the number of snapshots) equivalent to Maximum Likelihood (ML) estimation. However, it is quite non-trivial to develop non asymptotic finite-snapshot statistical bounds on the error of reconstruction for these methods. In contrast, in Theorem 3, we provide finite snapshot guarantees for our method and show that it is also statistically consistent in the number of snapshots. Secondly, the covariance fitting algorithms and their convex implementations [30] , [31] are derived from the ML objective function assuming a Gaussian model for the measurements. Hence, the asymptotic theoretical guarantees may not continue to hold for a non Gaussian model. However, our analysis framework is quite general and the error bounds developed in Theorem 3 can be readily applied to non-Gaussian signals as well. Finally, we propose to predict the entries of the Toeplitz matrix beyond the range of observed values, and provide an explicit error bound on the prediction error, which is not available in existing literature.
B. Our Contributions
The main contributions of the paper are twofold. Firstly, we propose the use of structured deterministic samplers such as GNS or sparse ruler, as an "order-wise" optimal sampler for compressing rank-r Toeplitz covariance matrices. In particular, we show that these samplers use only O(r) measurements to ensure perfect recovery of rank r Toeplitz matrices (in the noiseless setting) irrespective of how large the dimension N of the matrix may be. This also shows the sub-optimality of random samplers for low rank Toeplitz compression [6] whose number of measurements always depends on the ambient size N .
Secondly, we propose a novel reconstruction technique as well as an analysis frameowrk, that combines a simple least squares denoising algorithm (with positive semidefinite and Toeplitz constraints) with a prediction based approach for recovering low rank Toeplitz matrices from their compressed sketch. A significant advantage of our method is that it does not require tuning of any regularization parameter, regardless of the noise power. This makes it especially advantageous over the algorithms in [6] , [32] that use nuclear norm based regularizers, since tuning parameters are often sensitive to uncertainties in our knowledge of noise power. It also enjoys significantly lower computational complexity compared to the algorithms in [6] , [32] , since we solve a semidefinite program (SDP) with only O(r) variables (as opposed to O(N ) variables) and use a novel prediction based approach to estimate the entries of the original high dimensional Toeplitz matrix of any size N . Finally, we thoroughly analyze the performance of the proposed regularization-free algorithm, and derive non-asymptotic bounds on the reconstruction error as a function of finite number of snapshots. The analysis can be adopted for both Gaussian and non-Gaussian measurement models. On the other hand, existing theoretical guarantees for regularization-free gridless algorithms [31] are asymptotic (in the number of snapshots) and restricted to Gaussian measurement models.
C. Notation
Throughout this paper, bold upper case letters such as A denote matrices while bold lower case letters such as v represent vectors. For any matrix A or vector v, super scripts H and T respectively denote conjugate transpose and transpose.
II. PRELIMINARIES FOR LOW RANK TOEPLITZ RECOVERY
We begin by introducing our measurement model and then review a key property of low rank Toeplitz matrices that we will exploit throughout the paper.
A. Model Description
Consider a sequence of high dimensional zero-mean random vectors {x p } ∞ p=−∞ of dimension N (N is a large integer), whose covariance matrix is given by E(x p x T p ) T ∈ R N ×N . We compressively sample the data using a sampling matrix
where M is treated as sample size to be minimized throughout the paper. The covariance matrix of {y p } ∞ p=−∞ is given by
Instead of the larger covariance matrix T, we store and/or transmit the compressed covariance matrix R Y ∈ R M ×M . This paper focuses on the special case when the vectors x p are wide-sense stationary, whereby its covariance matrix T ∈ R N ×N is a Toeplitz matrix, satisfying
The goal of this paper is to design the sampling matrix A s to obtain the compressed sketch R Y and develop a reconstruction algorithm to recover T from R Y under the assumption that T is Toeplitz and low rank.
B. Low Rank Toeplitz Matrix and Vandermonde Decomposition Lemma
Our proposed sampling scheme and recovery algorithms are fundamentally based on the famous Carathéodory's theorem [43] , [53] , [54] that provides an explicit algebraic structure of T in terms of a Vandermonde matrix:
Theorem 1: A positive semidefinite Toeplitz matrix T ∈ R N ×N with rank r < N has the following decomposition:
where
The matrix D ∈ R r ×r is diagonal with positive entries
Remark II.1: The Vandermonde decomposition lemma is also true for complex valued low rank PSD Toeplitz matrices. However, we present it for real valued T which is the focus of current paper.
The decomposition (2) allows us to deduce similar factorization for all leading principals of T. In particular, we have the following corollary.
Corollary 1: For all 1 ≤ n ≤ N , we have the following decomposition of T (n )
where the columns of V n ∈ C n ×r are defined in the same way as (3).
The degrees of freedom of a matrix is defined as the minimum number of real numbers needed to represent it. Using Carathéodory's theorem, the degrees of freedom of a rank r Toeplitz matrix is given by Corollary 2: A PSD Toeplitz matrix T ∈ R N ×N with rank r, has at most 2r degrees of freedom (DOF), characterized by the real numbers
given by (3) . Two important remarks follow:
r The DOF of a rank r < N Toeplitz matrix is completely independent of the ambient dimension N . We will exploit this property to propose a recovery technique that has significantly lower complexity than the nuclear norm minimization framework of [33] , [46] .
r Any (order-wise) optimal sketching method should pro-
.e., it should contain O(r) measurements of T. The proposed sampling and reconstruction scheme will be shown to be order-wise optimal.
III. NEAR OPTIMAL COMPRESSION AND RECOVERY OF LOW-RANK TOEPLITZ MATRICES
The Vandermonde decomposition lemma dictates that a rank r PSD Toeplitz matrix can be compressed by simply retaining its n × n principal T (n ) where n = O(r). The possibility of compressing and reconstructing a n × n Toeplitz matrix simply by exploiting the redundancies in its entries has been explored in [7] - [10] where the sampling matrix A s is constructed using a minimum redundancy sampler or a sparse ruler [14] . The size of the optimally compressed covariance matrix
and it retains all n distinct entries of T (n ) . However, one disadvantage of using sparse rulers is that there are no closed form expressions for the sampling set, or the exact size of the sketch. We recently proposed another structured deterministic sampler, namely, the Generalized Nested Sampler (GNS) [44] , [45] that ensures perfect reconstruction of
An advantage of GNS is that closed form expressions for the sampling matrix A s and the size of the sketch can be derived for almost any n.
The use of random samplers for compressing Toeplitz matrices has also been considered in [8] , and it is shown that with probability 1, they attain the same order wise compression (i.e. O( √ n)) as sparse rulers. However, these samplers usually lead to a dense measurement matrix A s while sparse rulers or GNS yield highly sparse A s which can require less storage space and allow faster computations. We next review the principles behind a GNS and discuss how it can be used for low-rank Toeplitz compression. We would like to reiterate that in principle, the GNS can be replaced by a sparse ruler or minimum redundancy sampler, without any loss in generality of the derived results.
A. Review of Generalized Nested Sampler (GNS)
The Generalized Nested Sampler (GNS) was first introduced in [44] and further developed in [45] . Following [44] , we review some key properties in this section. A GNS is defined in terms of two integer-valued functions Θ(N ) and Γ(N ).
Here . denotes the floor operation.
Given an integer L, a GNS can be defined as a measurement matrix as follows:
was introduced as "Nested Array" in [13] . As discussed in [44] , the fundamental idea behind GNS or other sparse ruler type sampler is to exploit the difference set of the sampling indices. In particular, each row of A s contains a single 1 and let c(i) denote the index of the column containing it. Then, the (i, j)th entry of R Y corresponds to t c(i)−c(j ) . The length of smallest range over which (i, j) should be chosen so that
and the GNS shows a constructive way to select c(i) over this range.
The following result from [44] shows how to compress a N × N Toeplitz matrix without assuming it to be low rank. 
Then the compressed sketch R Y is given by
Then obviously, we can recover T from observation R Y . Compression Using Structure Alone: It is worth noting that the row or column size M of the compressed matrix R Y is O( √ N ). This shows that GNS can compress a N × N Toeplitz matrix T by entirely exploiting its structure, even when it is not necessarily low rank. As an immediate consequence of Lemma 1, we have following corollary on recovering the n × n principal T (n ) of T.
Corollary 3: For any 6 ≤ n ≤ N , T (n ) can be exactly recovered from its compressive sketch R Y = A s TA T s where the measurement matrix A s ∈ R (Γ(n )+Θ(n )−1)×N is given by A s defined as
where A n GN S ∈ R (Γ(n )+Θ(n )−1)×n is a GNS defined as (6).
B. Sampling and Reconstruction in Absence of Noise
We now propose an end-to-end sampling and reconstruction scheme for low rank PSD Toeplitz matrices in noiseless case using GNS as a representative example of an order-wise optimal sampler. In principle, GNS can also be replaced by a sparse-ruler type sampler [7] , [8] .
1) Compression: Given a sequence of high dimensional WSS data x p ∈ R N with Toeplitz covariance matrix T having rank r < N, obtain compressed measurements y p ∈ R Γ(r +q )+Θ(r +q )−1 as 
. . , r be the parameters describing its parametric decomposition (4). Recover {f i , d i } using MUSIC and least-square (LS) according to (4). c) Given {f i , d i }, recover T using its Vandermonde decomposition (2). Fig. 1 shows the pictorial depiction of the end-to-end compression and reconstruction system.
IV. STABLE RECONSTRUCTION WITH NOISY FINITE MEASUREMENTS: A REGULARIZER-FREE APPROACH
In this section, we consider a finite number (L) of noisy compressed measurements as
where {n p } are independent zero-mean white Gaussian noise vectors with covariance σ n I M . We propose a novel algorithm that generalizes the noiseless reconstruction technique proposed in Sec. III-B, by adding a simple denoiser prior to performing MUSIC. The main idea is to solve a constrained least squares minimization problem (with positive semidefinite and Toeplitz constraints) to denoise the n noisy measurements (n = O(r)) and use them to predict the remaining N − n entries of T. We show that this algorithm leads to provably stable reconstruction with finite noisy measurements.
A. Vandermonde Decomposition of Positive Definite Toeplitz Matrices
Our algorithm is based on the following elegant Vandermonde decomposition lemma from [56] that holds for any positive definite Toeplitz matrix:
Lemma 2: [56] A positive (semi) definite Toeplitz matrix T ∈ R N ×N has the following decomposition:
Here σ is the smallest singular value of T, I N ∈ R N ×N is the identity matrix and
Remark IV.1: Lemma 2 is actually a more general version of (2) and it applies to both positive definite and semidefinite Toeplitz matrices, using appropriate values of σ and N . When T is low rank, (12) reduces to (2) with σ = 0, N = rank(T) If T is positive definite, N = N − m σ where m σ is the multiplicity of its smallest singular value σ. In both cases, the frequencies in the representations (12) and (2) are uniquely determined and can be found using a harmonic retrieval algorithm such as MUSIC [55] .
B. Regularization-Free Reconstruction from Finite Noisy Measurements
Consider the following noisy compressive sketch (of size
, where n ≥ r + 1) of T obtained from the sample covariance corresponding to the measurements (11)
Here W (L ) denotes the finite snapshot estimation error associated with the empirical covariance matrixR Y . As before, the sampling matrix A s is an order-wise optimal structured sampler (such as the GNS in (9), designed for a specified n ≥ r + 1) and we use the fact that A s I N A T s = I M . From properties of GNS (or sparse ruler), we construct a vectort (n ) ∈ R n by selecting
where t 1(n ) = t (n ) + σ n e 1(n ) and e 1(n ) = [1, 0, . . . , 0] T . In order to recover T from the compressive noisy measurementst (n ) , we propose a new recovery algorithm which is described in Table I .
The algorithm consists of three steps: (i) Denoising (ii) Parameterization, and (iii) Prediction. The denoising step finds a denoised estimate t # (n ) of t 1(n ) , by solving a simple least squares problem under Toeplitz and Positive semidefinite (PSD) constraints. Under these constraints, it is guaranteed that T (t # (n ) ) 0 Therefore, according to Lemma 2, T (t # (n ) ) has a Vandermonde decomposition given by (16) . The second step (Parameterization) crucially utilizes this representation to estimate the associated parameters σ # , n , f
. The final step then comprises of predicting the remaining N − n entries of T by using these parameters.
Remark IV.2: The PSD constraint in the denoising stage, and the Vandermonde decomposition dictated by Lemma 2 are crucial ingredients in the proposed algorithm. In fact the PSD constraint ensures that we can apply Lemma 2 to the denoised estimate t # (n ) and use the corresponding parametric representation to predict the remaining N − n entries.
Remark IV.3: Notice that Step 3 in Table I essentially extends the PSD Toeplitz matrix
is positive definite (which typically happens in presence of noise), it is possible to find two or more N × N Toeplitz covariance matrices such that T (t # (n ) ) corresponds to the n × n principal of both [53] , [56] , [57] . The proposed algorithm finds one such representation. On the other hand, if σ # = 0, there is only one way to extend it into a PSD Toeplitz matrix of larger dimension N .
C. Sampling Requirements with Infinite Snapshots
In order to analyze the performance of the algorithm proposed in Table I , we first show that with infinite snapshots, it recovers the desired PSD Toeplitz covariance matrix T and noise power σ n with only n ≥ r + 1 measurements. Compared to the random 2 Recall that R Y contains a total of n distinct entries which are distributed across the matrix, with repetitions. Instead of directly selecting the corresponding n distinct entries fromR Y , it is also possible to compute an average corresponding to each entry over the number of times it repeats. This will lead to a weighted least squares objective in (15) instead of a simple least squares, and Steps 2 and 3 will continue to hold. The analysis framework developed in this paper will be applicable for such a setting as well, with straightforward modifications. sampler proposed in [6] that requires O(rpolylogN ) samples with infinite snapshots, the number of measurements required by our algorithm is near-minimal, with no dependence on the ambient dimension N .
Theorem 2: When L → ∞, the solution of the algorithm proposed in Table I satisfies T = T # and σ n = σ # if n ≥ r + 1.
Proof:
Therefore, with infinite snapshots, t # (n ) = t 1(n ) becomes the unique global minimizer of (15) . If n ≥ r + 1, T (t # (n ) ) is full rank and σ n is the smallest singular value. The frequencies
can be uniquely determined using the MUSIC algorithm since
can also be uniquely recovered by least-square since V # n ×n is a Vandermonde matrix with full-column rank. Since the representation (2) of T consists of these same frequencies and amplitudes, Step 3 of the proposed algorithm exactly recovers T.
Therefore, with infinite snapshots, we can exactly recover T when n ≥ r + 1. This implies that the dimension (M ) of the compressed covariance matrix satisfies M = O( √ r), which is order-wise optimal.
D. Stability Analysis with Finite Noiseless Snapshots
We first analyze the performance of the proposed algorithm as a function of the number of snapshots (L) in absence of additive noise. The stability analysis in [32] is also performed under a similar noiseless setting by only considering the effect of finite snapshots. We divide the total error in N entries of the Toeplitz matrix into two parts (i) estimation error, that represents the error in the first n entries, and (ii) prediction error, which is the error in the last N − n entries. While it is straightforward to bound the estimation error directly using the denoising step, establishing a bound on the prediction error is more involved. We will make novel use of properties of trigonometric polynomials, such as those developed in [33] , [47] , [58] to formulate an explicit bound on the prediction error. Note that the analysis technique in [33] , [47] , [58] was developed for Total Variation norm minimization/atomic norm minimization -however, our algorithm does not use any regularizer. In this case, the ideal covariance matrix of y p is given by R Y = A s TA representing the approximation error due to finite snapshot averaging. As before, using the properties of GNS or sparse ruler, we can extract n appropriate entries ofR Y to obtain (14) . In order to statistically characterize w
Gaussian random vectors distributed as x p ∼ N (0, T) and therefore, the measurements y p are distributed as y p ∼ N (0, R Y ). We now invoke the following large deviation bound from [49] .
where c 1 is a positive universal constant. It can be easily verified that w
where M = O( √ n). Firstly, the estimation error associated with the denoising step is given by the following lemma.
Lemma 4: The solution t
Proof: Since the true t (n ) is a feasible solution to (15), we have t
(n ) 2 which establishes (19) .
Before establishing the bound on prediction error, we will need to define several quantities, and state two lemmas from [33] that will be used in our proof. Notice that t (n ) and t
where μ, μ # are positive finite measures given by 
We will also make use of the following two lemmas from [33] in order to derive the desired bound on the prediction error. [33] ): Consider the measurement model (14) and the representations for t (n ) and t # (n ) as given by (20) . If the true frequencies {f l } r l=1 satisfies min p =q ρ(f p , f q ) > 4/n and n > 256, then there exists a trigonometric polynomial Q(f ) such that
Lemma 5 (Lemma 3 and Theorem 4 in
where C a , C b , C c are positive constants and ξ [33] ): Consider the measurement model (14) and the representations for t (n ) and t # (n ) as given by (20 
Lemma 6 (Lemma 2 in
Notice that Lemma 6 establishes upper bounds on I 0 and I 1 in terms of I 2 and F |ν|(df ). We next prove a key lemma which, in turn, bounds the quantities I 2 and F |ν|(df ) in terms of the measurement noise.
Lemma 7: Consider the measurement model (14) and the representations for t (n ) and t # (n ) as given by (20) . If the true frequencies {f l } r l=1 satisfy min p =q ρ(f p , f q ) > 4/n and n > 256, then, there exist positive constants c 1 , c 2 such that
Using triangle inequality and recalling that P F denotes the projection onto F, we have
where we have used (24) and (23) for the second and third inequalities. We also have
Combining (29) and (28), we get
A key observation is to notice that both μ, μ # as given by (20) are positive measures. Therefore, we have
Using (31) in (30), we finally obtain (14) is derived, where t (n ) has the line spectrum representation (20) . Let T # be the estimate of T obtained from the algorithm proposed in Table I and t # m denote the mth entry in the first row (or column) of T # . Then, with probability
Furthermore, if n > 256, and if the frequencies
where c 1 , γ 1 , γ 2 , γ 3 , γ 4 are positive constants and M = O( √ n). Proof: The bound (33) follows directly from Lemma 4 and (18) . To establish the bound (34) on the prediction error, observe that for any n ≤ m ≤ N − 1, we have
where (35) follows from triangle inequality. Using Taylor's theorem for each neighborhood N l around f l we get, 
where we used Lemma 7 to derive (38) and
are positive constants. Using Cauchy-Schwartz inequality, we can bound ξ as
Finally, from (15) , it follows that
The proof completes by substituting (39) and (40) in (38) . Theorem 3 provides a finite-sample bound on the prediction error and shows that as L → ∞, it is possible to perfectly recover T using the proposed prediction based framework.
Remark IV.4: In [32] , the authors derived a related bound on the covariance estimation error (as a function of L) by considering a noiseless model, and sampling the entire covariance matrix. This corresponds to the scenario when n = N and no prediction is necessary. Hence, we can compare the error bound in [32] with the bound on estimation error (33) from Step 1 of our proposed algorithm. According to [32] ,
where λ is the regularization parameter and c is a universal constant. For large enough L, the parameter λ in Theorem 4 of [32] is lower bounded as
where c is another constant and · is the operator norm. From (41) and (42), the tightest upper bound on
where c 1 is a positive constant. Since M < n, we have M n < M n . In addition, due to the structure of A s , the diagonal entries of R Y are all t 0 , and R Y ≥ t 0 . Hence the bound (33) is tighter than (43) . Our numerical experiments will further validate this fact.
E. Stability Analysis in Presence of Noise
We now consider the effect of additive noise in (14) . Using Lemma 3, with probability
where M = O( √ n). Theorem 3 can be used to derive noisy finite-snapshot guarantees with some modifications. Notice thatt 1(n ) from (14) now serves as the input for the algorithm proposed in Table I . The solution t
H is a low rank PSD Toeplitz matrix which can also be verified to be realvalued (since t # (n ) is real). Lett # (n ) denote the first row (or column) of this matrix, i.e. T (t
) is the estimate of t (n ) . We can now derive bounds on the observed and prediction error as follows:
On the other hand,
where the second inequality follows from the fact that t # (n ) is the minimizer of (15) . Combining (45) and (46), obtain the following bound on the estimation error (of first n entries):
We need some additional notations to derive the prediction error bound. Similar to (20) 
Definingν =μ # − μ as the difference measure, it can be verified that Lemmas 5, 6 and 7 continue to hold, usingν as the difference measure instead of ν, and replacing t 
where the last inequality follows from (47) . Similarly, we have
Following the same steps as in the proof of Theorem 3 (for deriving (38) ), and using (50) and (49), we obtain the following upper bound on prediction error as
Finally, using (44), we summarize the bounds on the estimation and prediction error as
(n ) satisfies (44). Remark IV.5: Unlike the result in Theorem 3, the error bound (52) is implicit since it is itself a function of the error |σ # − σ n | in estimating the noise power σ n . It is non-trivial to explicitly express this error as a function of finite snapshots, which is beyond the scope of this paper. However, in the limit L → ∞, sinceR Y → A s TA T s + σ n I M , following our previous argument, it holds that t 1(n ) will be the unique minimizer of (15), implying σ # = σ n . Hence as L → ∞, both prediction and estimation error will become zero, and it will be possible to exactly recover T.
F. Advantages of the Proposed Algorithm
Compared to recently proposed compressive Toeplitz covariance estimation algorithms [6] , [32] that are based on nuclear norm minimization framework, or algorithms derived from Maximum Likelihood (ML) estimation [16] , [31] , the proposed algorithm enjoys unique advantages which are discussed as follows:
1) Absence of Regularization Parameter: The PSD Toeplitz constraint in (15) ensures stable reconstruction using a simple least squares denoising (a fact also noted in [59] , [60] ), without the need for any regularizer. In contrast, the method proposed in [6] requires knowledge of noise power (or an upper bound) while [32] needs a tuning parameter for atomic-norm based regularization. Our algorithm can be especially advantageous over these techniques since tuning parameters are often sensitive to uncertainties in our knowledge of noise power. Although the ML based methods [31] also do not require any regularization parameter, their performance can only be analyzed in the asymptotic regime. In contrast, the analysis framework for our method permits non-asymptotic theoretical analysis of the reconstruction error, even for non-Gaussian models.
2) Stable Reconstruction with Near-minimal Sample Size:
Theorem 2 shows that in absence of noise, the proposed algorithm only requires n ≥ r + 1 samples for perfect recovery of T. In presence of noise, the number of measurements required for stable reconstruction is indirectly provided by the separation condition in Theorem 3. In particular, in order to satisfy the separation condition, we need n > 4r measurements, and this implies that the size of the
, which does not depend on the ambient dimension N . On the other hand, the random sampling based approach in [6] requires O(rpolylogN ) samples, whereas the structured sampling based approach in [32] and the ML based approach using sparse arrays in [31] 
to recover a Toeplitz PSD matrix of size N × N (which is sub-optimal when r N ). 3) Low Computational Complexity: The algorithms in [6] , [32] as well as the ML based technique in [31] attempt to recover the entire N × N matrix T by solving a single Semidefinite Program (SDP), whose problem size (and the computational complexity) scales with N . In contrast, we only need to solve an SDP (15) with n variables, and perform an eigenvalue decomposition (Step 2 in Table I ) on a matrix of size n × n. The complexity of both steps scale only with n = O(r), and is independent of the ambient dimension N . Hence our approach requires fewer measurements and has lower complexity (especially when r N ) than those proposed in [6] , [32] and [31] . 4) Theoretical Guarantees with Finite Samples: One of our key contributions over the ML based algorithms in [31] is that we are able to analytically characterize the reconstruction error and provide explicit upper bounds that continue to hold for a finite number (L) of samples. On the other hand, the algorithm in [16] , [31] is shown to be asymptotically equivalent to Maximum Likelihood Estimation for Gaussian signal models. Its performance in presence of finite snapshots has not been analyzed. Furthermore, the algorithms in [16] , [31] are all derived by assuming a Gaussian measurement model, whereas our results in Theorem 3 hold for any distribution on the signal as long as w
(n ) can be upper bounded.
5) Separation Condition and Prediction v/s Estimation Er-
ror: Theorem 2 dictates that the proposed algorithm can exactly reconstruct a low rank Toeplitz PSD T using n ≥ r + 1 measurements without requiring a separation condition on the frequenices. This is because we exploit the positive semidefiniteness of T which, in turn, dictates that the coefficients d i are positive. The fact that the "separation condition" can be avoided when the coefficients d i in the line spectrum are positive has been noted in [46] , [48] , [50] , [51] and our algorithm further corroborates this observation. In presence of noise, we have established different bounds for the estimation error (given in (33) ) and prediction error (given by (34) ). The former is obtained by directly using triangle inequality, whereas the latter result is the first of its kind. Another important distinction between the two bounds is that (33) does not require a separation condition, whereas it is needed for establishing (34). The reason is that for prediction, we need to estimate the frequencies that parameterize T (which is not necessary for just denoising the observed entries). Existing results in noisy line spectrum estimation [33] , [43] , [46] , [47] , [58] also seem to require a "separation condition" for developing error bounds on the estimated frequencies. In [50] , similar results as in [33] have been obtained without explicitly assuming separation condition, but requiring the dual polynomial to satisfy a so-called Quadratic Isolation Condition (QIC). Another closely related idea is that of Rayleigh regularity [48] which does not lead to a strict separation condition on the frequencies. It is however, non trivial to extend this analysis for bounding the error in frequency estimates. Since it is presently unclear what kind of separation is fundamentally necessary for frequency estimation in presence of noise, in this paper, we still assume the specific form of the separation condition as used in [33] , [46] , [58] , and leave the general case as an open problem for future research.
V. NUMERICAL RESULTS
In this section, we show simulation results supporting the practical applicability of the proposed compression and recovery algorithms for low rank PSD Toeplitz matrices, and numerically compare its performance with related works in [6] , [31] , [32] . For given rank r ≤ N , we generate the real PSD Toeplitz matrix by invoking the Vandermonde decomposition (2). The frequencies and amplitudes are generated randomly while satisfying the separation condition. In particular, for a given r, we generate r equispaced frequencies on [−1/2, 1/2] (ensuring that both positive and negative frequencies occur in pair so that T is real). The amplitudes d i are generated as i.i.d random variables following a uniform distribution on [0,1]. The same amplitude d i is used for both f i and −f i . We further normalize the entries of T so that the diagonal entries satisfy t 0 = 1. The recovered matrix is denoted as T # . We use the GNS matrix A s defined in (9) to compress T. All simulations are executed using the CVX Toolbox for MATLAB. Fig. 2 shows the noiseless phase transition plot of the probability of successfully recovering T from its compressed sketch, for different choices of the rank r and the sampled size n. As a reference, we also show the theoretical lower bound and it is obvious that the simulation results agree with this bound perfectly. In particular, GNS based compression, along with the proposed reconstruction algorithm can perfectly recover T as soon as n ≥ r + 1. The phase transition exhibits a perfectly linear behavior, which is in agreement with the fundamental compression limit of rank r Toeplitz matrices.
A. Phase Transition with Infinite Noiseless Snapshots
We also compare the results with random sampling based compression and recovery of Toeplitz matrices, as proposed in [6] . The sampling model for our method is different from that in [6] (in particular, [6] uses rank 1 measurement matrices). For fairness of comparison, we fix the value of n and simulate the measurement model in [6] by collecting n measurements. This ensures that the reconstruction algorithms for both approaches use the compressed sketch of same size. Fig. 3 shows the noiseless phase transition for the nucelar norm based recovery algorithm from [6] . Comparing Fig. 2 and Fig. 3 , it is obvious that the proposed method has tighter transition boundary and larger success region. The underlying reason for this difference is that we transform the matrix completion problem into spectrum detection problem and the Vandermonde decomposition theorem gives us deterministic guarantees with minimum possible measurement size, thereby leading to the sharp phase transition. The non-linear shape of the transition region in Fig. 3 is due to the nature of random sampling used in [6] , for which the number of required measurements needed for a given r is strictly larger than that for our method.
B. Study of Prediction and Total Error
We next evaluate the performance of the proposed method in presence as a function of number measurement size (n), SNR, number of snapshots, and compare them with related works in [6] , [32] . In particular, we compare the following algorithms:
r proposed: This refers to the proposed reconstruction algorithm described in Table I. r nuclear-psd: This refers to the nuclear norm minimization framework in [32] 
where A det (·) represents a deterministic sampler andR ∈ R M ×M represents the compressed sample covariance matrix of size M × M . In [32] , A det (·) corresponded to a sparse ruler that sampled the entire covariance matrix, implying M = O( √ N ) and there was no need for prediction. In this paper, we will use a GNS instead of sparse ruler (so that the proposed algorithm and (53) r random: This represents the covariance compression/reconstruction framework of [6] using random samplers. In particular, the algorithm in [6] solves the following convex problem:
s.t. T 0, Toeplitz
where z ∈ R M r denotes M r measurements of the high dimensional covariance matrix T acquired using so-called rank-1 random measurements as proposed in [6] . The corresponding sampling operator is denoted by A random (·). Notice that the proposed algorithm and (53) use the same measurement model which samples a certain number of entries of T. On the other hand, the measurement model in (54) is different, where each measurement contains a random linear combination of all the entries of T. However, for fair comparison, in this subsection, we provide the same measurement size to our algorithm and [6] . In particular, this implies n = M r (recall that n denotes the number of distinct entries of T that are observed using GNS based measurement model).
In this subsection, we compare the performance of our algorithm against (53) and (54) under two different settings. In the first setting, we assume that the acquired sketchR Y is a perturbed version of the error-free measurements, i.e.
where W represents a perturbation matrix with bounded entries. This measurement model with bounded perturbations was used in the numerical experiments of [6] , and we consider a similar setting to be consistent with [6] . The regularization parameter λ for [32] is found through exhaustive search to ensure best performance. Similarly, in (54), we assume knowledge of the upper bound on the perturbation errors. In contrast, our algorithm does not need any regularization parameter nor the knowledge of the perturbation error bound.
In the second setting, we consider the measurement model (13) where W (L ) represents the noisy finite snapshot estimation error, with L denoting the number of snapshots, and σ n representing the noise power.
1) Setting 1 Perturbed Measurements:
Under the perturbed measurement model, as before, we can extract n entriest (n ) fromR Y such thatt (n ) = t (n ) + w (n ) where w (n ) denotes the corresponding perturbation vector. In this case, we can define a Signal-to-Noise Ratio (SNR) as SN R 10 log 10
The entries of w (n ) are assumed to be i.i.d random variables following the uniform distribution on α [0, 1] , where α is a normalizing constant adjusted to different values of the SN R as defined above. The normalized total error of reconstruction is defined as =
where t # is the estimate of t (the first row/column of T). Similarly, the normalized prediction error is defined
We further assume that all algorithms use the same number of measurements, denoted by n. This means that the proposed algorithm as well as (53) effectively sample the first n (perturbed) entries of T, whereas for (54), we assume M r = n. When n < N, the algorithms in (54) and (53) implicitly perform "extrapolation/prediction" in order to find the optimal estimate of T. In Fig. 4 , we study the normalized prediction error pred and the normalized total error of the aforementioned algorithms as a function of SNR. It can be seen that the proposed method outperforms the algorithms in [6] , [32] , in terms of both the prediction error and the total normalized error.
We also study the prediction error as a function of the sampled size n. Fig. 5 shows the normalized total error and prediction error as a function of sampled size n. It can be seen that the average prediction error decreases with increasing n, and increases as rank and noise power increase. In all cases, the proposed method shows better performance over random and nuclearpsd. The absence of any tuning parameter, and exploitation of the exact parametric representation of low rank PSD Toeplitz matrices (for both compression and reconstruction) are potential factors behind the superior performance of our algorithm.
2) Setting 2 Finite Noisy Snapshots: We next consider the noisy measurement model (11) consisting of a finite number (L) of snapshots. We study the error of reconstruction for two values of n: (i) n = 30 (ii) n = N = 42. In the latter case, no prediction is necessary, and we only only execute Step 1 (denoising) of our proposed algorithm. Fig. 6 and Fig. 7 show the performance of all the algorithms as functions of L for both scenarios. It can be seen that the proposed algorithm continues to outperform (54) and (53) . This shows that simple least squares based estimation with PSD and Toeplitz constraints provides the best performance in this setting.
C. Approximate Low Rank
In practice, T may not be low rank but can be approximated by a low rank matrix. We study the robustness of the proposed method in such a setting when the entries of T can no longer be represented as a sum of complex exponentials. We generated an approximately low rank T by adding a small diagonal loading factor to a low rank PSD Toeplitz matrix. In Fig. 8 , we study the performance of proposed method for such an approximately low rank T as a function of sampled dimension n and compare it with nuclear-psd and random. The proposed method exhibits robustness to violation of the low rank assumption and its performance improves with increasing n.
D. Comparison with Maximum Likelihood Based Method
We now compare the performance of our algorithm with the SPA algorithm developed in [31] , which is derived from the Maximum Likelihood method and is also regularization-free. Since the SPA algorithm [31] assumes that the measurements {y p } are Gaussian random variables, we also generate both the data {x p } and noise {n p } as i.i.d zero mean Gaussian random variables, with respective covariance matrices given by T and σ n I. Additionally, we adopt the same definition of SNR as in [31] : SN R = 10 log 10
The normalized meansquare-error (N-MSE) is defined as
wheret # k is the estimate of t (the first column of T) for kth Monte-Carlo run.
In Fig. 9 , we compare the N-MSE as a function of SNR for different values of rank r and number of snapshots L. It can be seen that for the same value of n = 30, SPA performs better for smaller value of r, whereas our algorithm outperforms SPA when r = 28, which corresponds to a maximally compressed setting. Additionally, the performance of both algorithms improve as L increases. We also compare the frequency estimation performance of both algorithms by reproducing a similar plot from [31] (corresponding to sparse arrays) in Fig. 10 which shows the estimated values of frequencies and powers over several Monte Carlo runs. 3 Both methods exhibit similar frequency reconstruction performance. Unlike SPA, although the proposed method is not provably asymptotically Maximum Likelihood for Gaussian signals, its frequency reconstruction performance seems to be similar to SPA, and for near-critically compressed measurements, it can even outperform SPA in terms of covariance estimation error.
E. Study on Frequency Separation
Recall that the stability of prediction in Theorem 3 is established under a separation condition on the frequencies, that is inversely proportional to n. We now study the effect of frequency separation as a function of n on the reconstruction error. We generate T of size N = 20, with four symmetric frequencies (two positive and two negative) where one of the positive frequencies is fixed at 0.1 and the other is located at 0.1 + Δ. We consider two values for the frequency separation Δ: (i) Δ = 0.02 and (ii) Δ = 0.2. For each value of Δ, we compare the performance of our algorithm against (54) and (53) .
For each of the following experiments, we assume that (53) samples all of the N entries of T, (implying M = O( √ N )). As stated earlier, this same setting was used in the numerical experiments of [32] . Similarly, we assume that (54) uses M r = N measurements. However, for our proposed algorithm, we use two different values of n (for each Δ), in order to understand how changing n affects the quality of prediction for small and large Δ. Fig. 11 except that in this case, the proposed algorithm also observes the entire matrix with n = N .
In the first experiment, we assume n = 12, implying that the number of measurements for the proposed algorithm is smaller than both nuclear-psd and random, and we need to predict the remaining N − n = 8 entries of T. Fig. 11 shows the performance of all the algorithms for Δ = 0.02 and Δ = 0.2. Here, N-MSE denotes the covariance estimation error given by (56) and F-MSE is the mean squared error for frequency estimation defined as F-MSE =
where K is the number of Monte-Carlo runs and f # i,k is the estimate of f i in kth run. It can be seen that for Δ = 0.02 (small frequency separation), (53) outperforms the proposed algorithm. However, for a larger separation of Δ = 0.2, the proposed algorithm shows similar performance as (53) , although it uses smaller number of measurements.
In the second experiment, we assume that the proposed algorithm also samples the entire matrix T, (i.e. n = N ) and therefore uses the same number of measurements as nuclearpsd and random. Fig. 12 shows the corresponding performance of all the algorithms in this setting. It can be seen that proposed Fig. 13 . Comparison of run-times of the proposed method and the nuclear norm based recovery algorithms in [6] , [32] . Here, r = 10, SNR = 20 dB and n = 20. The run-time is averaged over 100 runs.
algorithm outperforms both nuclear-psd and random in terms of N-MSE, regardless of the separation between frequencies. From these experiments, it can be concluded that when the proposed algorithm uses fewer measurements than nuclear-psd, its performance depends on the separation Δ between frequencies. For small Δ, nuclear-psd outperforms the proposed method, but for larger Δ, both algorithms exhibit similar N-MSE for different values of L. On the other hand, when both algorithms use the same number of measurements, the proposed algorithm outperforms nuclear-psd in terms of N-MSE, regardless of frequency separation.
F. Computational Complexity
Finally, we compare the computational complexity of the proposed method with nuclear-psd and random. Fig. 13 shows the run-time of these algorithms as we increase the problem size N . We simulated all algorithms on a Dell OptiPlex 7020 desktop with Intel(R) Core(TM) i7-4790 CPU @ 3.60 GHz, and 16 GB Memory, using the CVX toolbox for MATLAB, and on the same dataset. Since the problem size (number of unknown variables) of the proposed algorithm is O(n), rather than N , the complexity of our method is smaller than the other algorithms. Moreover, our complexity does not grow with N . This may turn out to be especially advantageous in the high dimensional setting when N is very large.
VI. CONCLUSION
In this paper, we considered the problem of compressing and recovering a low rank PSD Toeplitz matrix using minimal number of measurements. As a major contribution of this work, we showed that it is possible to recover a rank r PSD Toeplitz matrix from a sketch of size O( √ r) × O( √ r), which is order-wise optimal. The sketch can be obtained by using a newly proposed class of structured sampler, namely, the Generalized Nested Sampler (GNS), or sparse ruler based sampling techniques. In absence of noise, these structured samplers provably outperform random sampling where the number of required measurements exhibits a logarithmic dependence on ambient dimension N . We further reformulated the reconstruction problem in terms of line spectrum estimation and studied the performance of gridless techniques, such as MUSIC, for recovering T from its sketch produced by the GNS. By using the Vandermonde decomposition of PSD Toeplitz matrices, we show that a simple least squares denoising with PSD constraints suffice to guarantee stable reconstruction of a N × N Toeplitz covariance matrix of rank r from a sketch of size O( √ r) × O( √ r). The proposed method is regularization-free and has low complexity. In the presence of noise and finite snapshots, we developed an explicit bound on the prediction error in terms of r, noise power and the observation length n. The numerical simulations validated the theoretical claims established in this paper. Future work will be directed towards understanding the need for separation condition for frequency estimation in presence of noise, and establishing optimal error bounds.
