Abstract-We prove the strong well-posed solvability of the Cauchy problem for a second-order singular hyperbolic differential equation with variable domain of variable unbounded operator coefficients and for the mixed problem for a complete equation of string vibrations with a strong singularity in time and with a time-dependent boundary condition.
INTRODUCTION
Singular second-order hyperbolic differential-operator equations with constant domains of variable unbounded operators were considered in [1] . The first nonsingular hyperbolic differentialoperator equations with variable domains were studied in [2, 3] . The paper [4] dealt with the existence, uniqueness, continuous dependence, and traces of strong solutions of two mixed problems for the equation of string vibrations with time singularities of a second-order differential operator in another variable. In the present paper, we use the method of energy inequalities to prove the existence and uniqueness of strong solutions of the Cauchy problem for a singular hyperbolic differential-operator equation of the Euler-Poisson-Darboux type with variable domains of variable unbounded operators and the continuous dependence of these solutions on the right-hand side of the equation. Their uniqueness and continuous dependence follow from the energy inequality derived on the basis of abstract smoothing operators, and their existence is a consequence of the density of the range, which is proved with the use of Lemma 4.2 (see below) about the adjoint operator. These results are applied to the mixed problem for a singular complete equation of string vibrations under a nonstationary boundary condition.
STATEMENT OF THE CAUCHY PROBLEM
On a bounded interval ]0, T [, we consider the singular differential-operator equation
B(t) t du(t) dt + A(t)u(t) = f (t),
with the homogeneous initial conditions
where u and f are abstract functions of the variable t ranging 
in a Hilbert space H and A(t) and B(t) are linear unbounded operators in H with t-dependent domains D(A(t)) and D(B(t)), respectively. Let the operators A(t) and B(t)
satisfy
. For all t ∈ [0, T ], their inverse operators A −1 (t) ∈ B([0, T ], L(H)) are strongly continuous with respect to t in H and have a bounded strong derivative
are bounded, and
are the Banach spaces of all operator-valued functions bounded for all and almost all t ∈ [0, T ], respectively, and ranging in the space of linear continuous operators acting in H. We encounter the problem as to whether the Cauchy problem (1.1), (1.2) is well posed in the Hadamard sense in the class of strong (generalized) solutions. Remark 1.1. Unlike the second initial condition in (1.2), the first one is not necessarily homogeneous (see [1] ). In [1] , the sets D(A(t)) and D(B(t)) are independent of t; therefore, inequalities (1.4) and (1.5) are absent (they are necessarily true), the right-hand sides of inequalities (1.6) and (1.7) do not contain the factor t, and inequality (1.8) without the multiplier t is necessarily true. In papers earlier than [1] , the operators B(t) were assumed to be bounded.
DEFINITION OF STRONG SOLUTIONS OF THE CAUCHY PROBLEM
Let us introduce spaces in which the operator of the posed Cauchy problem acts. Let the space of strong solutions of the Cauchy problem (1.1), (1.2) be the Hilbert space E obtained as the closure of the set
of all smooth solutions in the Hermitian norm
Let the space of right-hand sides f of Eq. (1.1) be the Banach space F that is the closure of the set H in the norm
Obviously, the negative space F is the set of all antilinear continuous functionals on the positive
Hilbert space E 1 with Hermitian norm
; i.e., F = (E 1 ) is the strong dual space of E 1 .
To the Cauchy problem (1.1), (1.2), there corresponds a linear unbounded operator
The following assertion can be proved in a standard way. 
Lemma 2.1. If the operators A(t) satisfy condition
Proof. In the Hilbert space H, we introduce the set of abstract smoothing operators A −1
They have the following properties [2] : (a) the operator norm satisfies the inequality A
In the derivation of inequality (3.1), the unbounded and nondifferentiable operators A(t) are approximated by the bounded operators A(t)A −1 ε (t), ε > 0, which are strongly differentiable with respect to t in H for all t ∈ [0, T ] :
By using the above-mentioned properties of the operators A −1 ε (t), formula (3.2), and the estimate (1.4) and by following [2] , one can prove the inequality
On the right-hand side of this inequality, we add and subtract the expression
(T −t) (T − t)((B(t)/t)(du/dt), (du/dt)) dt;
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By virtue of the estimate (1.6), the right-hand side of inequality (3.3) does not exceed the quantity
whose half for c = c 2 = max{a 1 , 2b 0 } and for the norm (2.2) can be estimated from above by the quantity
After the estimation of the left-hand side of inequality (3.3) from below by u 2 E and its righthand side from above by the doubled expression (3.4) and after the elimination of u E , we obtain inequality (3.1), first for smooth solutions u ∈ D(L(t)) and then, after the passage to the limit, for all strong solutions u ∈ D(L(t)). The proof of Theorem 3.1 is complete.
The energy inequality (3.1) implies the following assertion.
Corollary 3.1. If the assumptions of Theorem 3.1 are satisfied, then R(L(t)) = R(L(t)), where R(L(t)) is the range of the operator L(t) and R(L(t)) is the closure of the range R(L(t)) of the operator L(t) in F .
This corollary implies the existence of strong solutions of the Cauchy problem (1.1), (1.2) for all f in the Banach subspace R(L(t)) of the space F .
THE RANGE OF THE CAUCHY PROBLEM IS DENSE
For the existence of strong solutions of this Cauchy problem for all f ∈ F , we show that the set R(L(t)) is dense in F . 
Proof. By Corollary 4.1, to prove the everywhere strong solvability of the Cauchy problem (1.1), (1.2), it suffices to prove by contradiction that the range R(
Then, by the well-known corollary of the Hahn-Banach theorem, on the reflexive Banach space F , there exists a linear continuous functional 0 = v ∈ F = (E 1 ) = E 1 orthogonal to the set R(L(t)). Here single and double primes stand for the first and second strong dual spaces, respectively. Since
To prove that the set R(L(t)) is dense in the space F by contradiction, it suffices to show that relation (4.2) implies that v = 0.
By virtue of the double differentiability of the operators A −1 (t) with respect to t for each τ ∈ [0, T [, in relation (4.2), we set u = A −1 (t)h, where
and obtain the identity , we obtain the identity 4) where the sesquilinear form is as follows:
In the inner product in the first integral in this identity, one cannot integrate by parts with respect to t from the left to the right since, by construction, the function t −1 (dw/dt) is not differentiable with respect to t in H τ .
Since, by virtue of conditions (A 1 ), (A 2 ), and (B 1 ), the norms of the operators 
This inequality implies that the linear functional
)(T − t)e c(T −t) t −1 (dw/dt) belongs to the domain of the adjoint operator of the operator generated by the differential expression d(tg(t))/dt on functions g(t)
For the simultaneous integration with respect to the variable t and multiplication by t on the left-hand side in identity (4.4), we need the following assertion.
Lemma 4.1 [2]. Let X, Y , and Z be Banach spaces, let S : X → Y be a linear bounded operator , and let P : Y ⊃ D(P ) → Z be a linear closed operator with dense domain. If the domain D(P S) of the product P S : X ⊃ D(P S) → Z is dense in X, then the adjoint operator (P S)
* is equal to the weak closure of the product S * P * of their adjoint operators S * and P * .
In Hilbert spaces, the weak closure of linear sets coincides with their strong closure. We apply Lemma 4.1 in the Hilbert spaces X = Y = Z = H τ to the bounded operator Su = tu with domain D(S) = H τ and to the closed operator P g = dg/dt with the domain
Obviously, the adjoint operator is S * = S = t : H τ → H τ . Obviously, the adjoint operator of P is the operator
Then, by Lemma 4.1, the adjoint operator of their product is equal to
Here and throughout the following, the bar above operator products stands for their strong closures. After the use of Lemma 4.1, identity (4.4) acquires the form
We extend the resulting identity by passing to the limit from functions h ∈ M τ to all functions h ∈ H τ such that t −1 (dh/dt) ∈ H τ and h(t) = 0, t ∈ [0, τ], set h = w, and obtain
Note that, in the inner product on the left-hand side of this relation, the traditional integration by parts with respect to t from the right to the left for the evaluation of its double real part is impossible, since the function dw/dt is not differentiable with respect to t in H τ . Therefore, we use Lemma 4.1 again but in the Hilbert spaces X = Y = H τ and Z = H τ × H and with different operators S and P . The operator S = A −1 (
t)(T − t)e c(T −t) with domain D(S)
= H τ is linear and bounded in H τ . Its adjoint operator S * = S : H τ → H τ is bounded as well. The operator
) is linear and closed. Obviously, the adjoint operator of P coincides with the adjoint operator of the operator
. Before using Lemma 4.1, we find the adjoint operator of P .
Lemma 4.2. Let an operator
P 0 : H τ → H τ × H act in accordance with the relation P 0 g = {t(dg/dt), g(τ )} ∈ H τ × H on functions in its domain D(P 0 ) = {g ∈ H τ : dg/dt ∈ H τ , g(T ) = 0}.
Then its adjoint operator
and its values are given by the formula P * 
In addition, by construction, we assume that w(t) = P *
({k(t), ϕ}). Let us prove the inclusion D * ⊂ D(P * ). If a vector function {k(t), τk(τ )} belongs to the set D * , then by integrating once by parts with respect to t,
we prove the existence of the function w(t) = −d(tk(t))/dt ∈ H τ . Consequently, the vector function {k(t), τk(τ )} belongs to the set D(P * 0 ). Let us prove the opposite embedding D(P * 0 ) ⊂ D * . Let identity (4.7) hold for some vector function {k(t), ϕ} ∈ H τ × H. If the function g belongs to the set D 0 (P 0 ) = {g ∈ D(P 0 ) : g(τ ) = 0}, then from this identity, we obtain
This, together with the well-known assertion on the adjoint operator, implies that d(tk(t))/dt ∈ H τ and w(t) = −d(tk(t))/dt. Therefore, by setting w(t) = −d(tk(t))
/dt in the identity (4.7) and by performing integration by parts once with respect to t, we obtain the identity
Hence we obtain the relation (g(τ ), (ϕ − τ k(τ ))) = 0 for all g ∈ D(P 0 ), which, in the case of Thus, by Lemma 4.2, the adjoint operator P * is given by the formula
and its domain is
To use Lemma 4.1 on the left-hand side of relation (4.6), one should show that
, where D((P S) * ) is the domain of the adjoint operator (P S) * of the product P S. To this end, it suffices to note that, on the right-hand side of the obvious identity
the first integral is estimated from above by the right-hand side of inequality (4.5), and the remaining integrals are also estimated by the right-hand side of inequality (4.5) with some other constant c 4 > 0, i.e., by the norm
Now we rewrite the left-hand side of relation (4.6) for almost all τ ∈ ]0, T [ in the form
and here, in the first two terms (without the minus), we use Lemma 4.1 for the operators
As a result, we obtain the value of the adjoint operator
for sufficiently smooth functions w, by taking the closure of this difference of operator products, from (4.9), we find that the value of the adjoint operator (P · S)
For the closure of the product of operators on the right-hand side of relation (4.10), we use the following lemma. Lemma 4.3 [2] . Let X and Y be Banach spaces. If S 1 : X → X is a linear bounded operator , and
An application of this lemma to the linear bounded operator
and the linear unbounded operator
As a result, from (4.9)-(4.11), we obtain
By using formulas (4.12), from the representation (4.8), we obtain
for almost all τ ∈ ]0, T [. By integrating by parts once with respect to t, we obtain 2 Re
If, on both sides in relation (4.6), we take the doubled real part, then, by virtue of (4.13) and (4.14), we obtain
where the sesquilinear form is given by
By virtue of relations (1.4), (1.5), (1.7), and (1.8) and the inequality 2ab ≤ a 2 + b 2 , the form Ψ(w, w) does not exceed the quantity 
