Abstract
Introduction
Consider the SDE where W (·, ·) denotes a two-dimensional white noise, i.e. a generalized zero mean Gaussian random field on R 2 + , whose covariance operator is the identity operator on L 2 (R 2 + ). Our assumptions on the function f : R + → R will be specified below.
For any fixed x > 0, the solution of (1.1) has the same law as the solution of the simpler SDE
where B is a standard scalar Brownian motion. However, the formulation (1.1), which follows Dawson and Li [2] , is the simplest and most natural way to specify a coupling which its infinitesimal generator, by writing a martingale problem formulation of the path-valued SDE which it solves, see Theorem 2 and Corollary 4.12 below. Let us now specify our standing assumptions on the nonlinear function f . We assume that f ∈ C(R + ; R), f (0) = 0, and f satisfies in addition the following three assumptions The first assumption is crucial for equation (1.1) to be well-posed, see [1] . It also implies that f (z) ≤ θz for all z > 0, which will be important in the next section. The second assumption implies that b −1/2 [f (a + b) − f (a)] remains bounded while b → 0, which will be essential for our Girsanov transformations below. Finally, it is shown in [1] that the third assumption implies that, for all x > 0, the random path Z x · hits zero in finite time a.s., which will be important in many of our arguments below. For technical as well as for conceptual reasons we want to study models of populations which go extinct in finite time. This is why we assume that f (0) = 0, and not just that f (0) ≥ 0. In particular, we do not consider populations with immigration (except as an auxiliary construction in some proofs below).
Note that a sufficient condition for (1.4) to hold is that there exists z 0 > 0 such that f (z) ≤ 2, for all z ≥ z 0 . Clearly, a wide variety of functions f satisfy our assumptions.
The paper is organized as follows. In section 2, we establish the basic properties of the solution of (1.1), recalling in particular the existence and uniqueness result from [2] . Section 3 is devoted to comparison with a supercritical Feller diffusion Y , with supercriticality parameter θ, the same real number which appears in the assumption (1.2). We first prove a basic and easy comparison theorem between Z and Y . Next we construct another coupling of the two processes, for which a much stronger comparison holds. This permits us to deduce that Z increases only where Y increases, in particular x → Z x | [δ,∞) is constant between its jumps for all δ > 0.
Section 4 is devoted to establishing a path-valued SDE satisfied by {Z x · , x > 0}, and deducing the exact form of the generator of that Markov process. Here again we shall consider a pair (Y, Z). However the process Y will then be a critical Feller diffusion, and in this case there will be no comparison between Z and Y . Instead, we shall exploit Girsanov's theorem and write the Radon-Nikodym derivative of the law of Z with respect to that of Y . This will be our key ingredient for the identification of the generator of the process Z x · .
Basic results
It follows from Theorem 2.1 in [2] that for any x > 0, (1.1) has a unique continuous nonnegative solution. Note in particular that the assumptions of that theorem are satisfied here, since we can decompose f (a) = θa + [f (a) − θa], where a → θa is Lipschitz, while a → f (a) − θa is continuous and non increasing.
Since we are interested in the two parameter process {Z x t , t ≥ 0, x > 0}, we need to make sure that we can choose an appropriate version.
Lemma 2.1
The mapping ξ → Z ξ · is increasing, and for each x ≥ 0, ξ → Z ξ t is a.s. continuous at ξ = x, locally uniformly in t.
Proof : The fact that ξ → Z ξ · is increasing follows from the Comparison Theorem 2.2 in [2] . We prove the right continuity, which is the only one which matters for us (the proof of the left continuity at any x > 0 is essentially the same). It is plain that for each x, y > 0,
Taking the expectation in this identity, and exploiting (1.2) and Gronwall's Lemma, we infer that
Let M t denote the last term on the right of (2.1). The quadratic variation of this martingale is given by
A consequence of (2.1) and (1.2) is that for any t > 0 :
Taking the expectation in (2.3), we deduce from the Burkholder-Davis-Gundy and Schwartz inequalities and (2.2) that there exists a constant c > 0 such that
from which it follows that for fixed x, the collection of non negative r.v.'s {∆ y , y ≥ 0} defined by
is monotone, and, as y → 0, tends to zero in L 1 , hence also a.s. Since t > 0 is arbitrary, the result follows. ♦ As we will see below, the mapping ξ → Z ξ · does have discontinuities with positive probability, and, of course, the null set on which the mapping ξ → Z ξ · fails to be continuous at x does depend upon x. Definition 2.2 We will denote by E the space of continuous functions u from [0, +∞) into itself, which are such that whenever ζ(u) := inf{t > 0, u(t) = 0} is finite, then u(t) = 0, for any t ≥ ζ(u). We equip E with the topology of uniform convergence on compacts.
Let us now define for each x > 0, t ≥ 0, Z 
Connection with a supercritical Feller diffusion
In this section, {Y x t , t ≥ 0, x > 0} stands for a Feller branching diffusion with supercriticality parameter θ, starting from an ancestral mass x > 0. More precisely, for a given space-time white noise W and some θ > 0 (which is exactly the parameter which enters condition (1.2) on f ), we write Y x for the solution of
Let Z x be the solution of (1.1), with f satisfying conditions (1.2), (1.3) and (1.4). The two equations (3.1) and (1.1) with the same W describe one possible coupling of the two random fields {Y x t , t ≥ 0, x > 0} and {Z x t , t ≥ 0, x > 0}. Proposition 3.1 For each x > 0,
Proof : Since f (x) ≤ θx, this is immediate from the comparison theorem (Theorem 2.2) in Dawson, Li [2] . ♦
We now construct yet another coupling which will allow to derive distributional properties of Z that are required in the sequel. For each t > 0, x > 0, let Figure 1 : The region R ξ of the noise W that drivesZ ξ −Z ξ− (which is shaded in the picture) is contained in the region of the noise that drives Y ξ − Y ξ− (which is the one between Y ξ− and Y ξ ). In particular, R ξ does not intersect the region to the left of Y ξ− , which would be the case ifZ were replaced by Z.
Theorem 1 There exists a random field {Z x t , x > 0, t ≥ 0} such that t →Z x t is continuous, x →Z x t is right-continuous, {Z x t , x > 0, t ≥ 0} has the same law as {Z x t , x > 0, t ≥ 0} solution of (1.1), {Z x t , x > 0, t ≥ 0} solves the SDẼ
and moreover for all x, y > 0,
Proof : For a solution of (3.2), the equality in law between {Z x t , x > 0, t ≥ 0} and {Z x t , x > 0, t ≥ 0} follows from the fact that the Lebesgue measure of A x t (Z) equalsZ x t . We now construct a solution of (3.2).
For each k, n ≥ 1, let x k n := 2 −n k. For each n ≥ 1, we now define {Z
And for k ≥ 2, we define recursively {Z
It is plain that for all k ≥ 1,
and that the law of {Z
Let us now fix δ, M > 0. For almost any realization of Y , the mapping x → Y x δ has only finitely many jumps on (0, M ]. Let n be so large that there is at most one of those jumps in each interval (k2 −n , (k + 1)2 −n ], for k ≤ M 2 n − 1. Then for each x that belongs to an interval (k2 −n , (k + 1)2 −n ] which contains no jump of x → Y x δ , and for any n ′ > n, we have Z for all t > 0. We still have to show thatZ satisfies (3.2). It is plain that for any δ > 0,
In order to deduce thatZ satisfies (3.2), it remains to show thatZ x δ → x a.s., as δ → 0, which follows readily from the equality of the laws ofZ and Z. ♦ Corollary 3.2 For any t > 0, x → Z x t has finitely many jumps on any compact interval, and is constant between those jumps.
Proof : The assertion follows from the fact thatZ possesses that property, as a consequence of (3.3) and the properties of Y .
♦ From the properties of the map x → Z x , we infer that x → ζ x := ζ(Z x ) is increasing and right continuous, constant between its jumps, with a.s. finitely many jumps on any compact subinterval of (0, +∞), and a sufficient condition is given in [3] for the limit ζ ∞ to be a.s. finite.
We have moreover Corollary 3.3 For any s > 0,
Proof : Let us first fix t > s and x > 0. We have
Consequently, taking the conditional expectation given Z x s − Z x− s , and using both (1.2) and Gronwall's Lemma, we obtain
is continuous in t and right continuous in x,
The result follows from the fact that the set {0 < x ≤ M ; Z x s − Z x− s = 0} is a.s. a finite union of intervals of the form [V 1 , V 2 ), and M > 0 was arbitrary. ♦ Remark 3. 4 We believe that the coupling constructed in Theorem 1 is interesting in its own right. In the rest of this paper we shall exploit its Corollary 3.2.
An SDE for the path-valued Markov process
Again, let Z x be the solution of (1.1), with f satisfying conditions (1.2), (1.3) and (1.4). From now on, the process Y x will be the solution of
We shall use the notation
Let x, y > 0, and define
We can couple these stochastic processes, by representing them as solutions
with a W different from (but having the same distribution as) the one appearing in (1.1) and (4.1), and leading to a pair (U, V ) that thas the same marginal distributions as the ones specified by (4.2). We now define a Girsanov-Radon-Nikodym derivative, which will play an essential role in the sequel. For z ∈ E, U as in (4.4) (or, as we will need it later, also for some other R + -valued continuous semimartingale U with quadratic variation d U s = 4U s ds) and t > 0, we define
where we use the convention
hence L t (z, U ) is a well-defined random variable. We shall also consider L t (Z, U ), where z is replaced by the process Z, solution of (1.1) with some initial condition Z 0 = x. Note that whenever we consider L t (Z, U ), the processes Z and U will always be mutually independent.
Finally L(Z, U ) (resp. L(z, U )) will be defined by
where ζ = ζ(U ) = inf{t > 0, U t = 0}. We shall consider the r.v. L(Z, U (or L(z, U )) only when ζ < ∞ a.s., which e.g. is the case if U solves (4.4); hence the above quantities are well defined. We have Proposition 4.1 For V and U as in (4.3), (4.4), the law of {V x,y t , 0 ≤ t ≤ ζ} is absolutely continuous with respect to the law of {U x,y t , 0 ≤ t ≤ ζ}, and the Radon-Nikodym derivative is L(Z x , U x,y ).
Proof : For simplicity, we suppress the superindices x and y. We introduce the local martingale
where again ζ = inf{t > 0, U t = 0} is the extinction time of U . Define, for each n ≥ 1,
It is plain that the sequence of events B n = {T n = ζ} is increasing. Thus from the fact that ζ < ∞ P a.s. together with the assumption (1.3) it follows that P( n B n ) = 1. Moreover for any fixed n ≥ 1, (L t∧Tn ) t≥0 is a uniformly integrable martingale, and if we define Q on F Tn by
we have that the law of U under Q| F Tn equals the law of the process (V t∧Tn ) t≥0 . It remains to show that Q| F ζ ≪ P| F ζ , and that
To this purpose, let A ∈ F ζ and n ≥ 1. Clearly A ∩ {T n = ζ} ∈ F Tn and
We have not only P( n B n ) = 1, but also Q( n B n ) = 1 (indeed condition (1.4) implies that Z x+y = Z x + V x,y goes extinct in finite time a.s., hence also V = V x,y has this property). Thus, by letting n → ∞ in the above equality, we deduce from the monotone convergence theorem that
Since L ζ = L(Z x , U y ), the proposition is proved. ♦ Let us define for each x > 0 the sigma-field G x = σ{Z ξ t , 0 < ξ ≤ x, t ≥ 0}. As a corollary of Proposition 4.1 and of the independence of Z x and U x we obtain for an arbitrary t > 0,
In order to achieve the goal of deriving an SDE for the path-valued process Z x , x ≥ 0, and in view of Proposition 4.1, we want to take the limit as y → 0 in the expression
Note that the law of U x,y is that of the unique solution of the SDE
In particular that law (which is a probability measure on E) does not depend on x; we denote it by P y . For any t > 0, A ∈ σ{U r , r ≥ 0}, y > 0, let
For t > 0 we write F t := σ{U r , 0 ≤ r ≤ t}.
Proposition 4.2 For any fixed t > 0 and y > 0, the process U = {U r , 0 ≤ r ≤ t} is, under Q y,t , a Feller process with immigration. More precisely, U solves under Q y,t the SDE
whereB is a Q y,t -standard Brownian motion.
Proof : Denoting by ζ the extinction time of U , we have
which by Girsanov's theorem implies the result, if we letB r = B r − 2 r 0 (U s ) −1/2 ds.
Note that we can apply Girsanov's theorem here, since E Py U t = y implies that
♦
As a corollary to Proposition 4.2 (and the Markov property) we get that for t > 0, the process {U r , r ≥ 0} under Q y,t solves the SDE
It is immediate that the limit of Q y,t exists as y → 0. We will denote this limit by Q 0,t , and note that it is the law of {U r , r ≥ 0}, the solution of
For y ≥ 0, we denote by Q y,∞ the law of the process U = {U r , r ≥ 0}, that satisfies (4.12) with t = ∞. For t < ∞, r > 0 and z ∈ E, from L r (z, U ) and L(z, U ) defined as in (4.5) and (4.7) we obtain the Q y,t -a.e. defined measurable functions u → L r (z, u) and u → L(z, u). Under Q y,∞ , we shall consider only L r (z, U ), since ζ = +∞ Q y,∞ a.s. For any t > 0 and any partition P = {x k , k = 0, 1, . . .} with 0 = x 0 < x 1 < · · · we have that
where we have used (4.8) and (4.10), and where we define
For every n ∈ N, we consider the partition P n := {x n k = k2 −n , k ≥ 1}. It follows from the above arguments that if x is a dyadic number and n is large enough, then, with M x,n := M x,Pn ,
Our aim is to show convergence of the right hand side as n → ∞, leading to
14)
where {M x t , x ≥ 0} is a G x -martingale. To this purpose we start by proving Lemma 4.3 For any y ≥ 0, t > 0 and z ∈ E,
Proof : Since Q y,∞ and Q y,t coincide when restricted to F t , and since L t (z, ·) is F tmeasurable, the right hand side of (4.15) equals
It thus remains to show that this is equal to the left hand side. Because of (4.12), the process (U s ) s≥t under Q y,t is a driftless Feller diffusion. Thus the exponential martingale
constitutes a process of Girsanov densities with respect to Q y,t , with the property that U under the transformed measure satisfies the SDE 
, that is, the l.h.s. of (4.15) indeed equals (4.16). ♦ For y ≥ 0, z ∈ E andB a standard Brownian motion, consider the SDE
and denote the law of its solution byQ z y,∞ .
Lemma 4.4 For any y
Proof : We recall that Q y,∞ has been defined as the law of the solution U of the SDE
We note that
s F (zs,Us)ds , (4.20)
with G t being defined as
It is plain that (G t , t ≥ 0) is a local martingale under Q y,∞ . We now show that it satifies the Girsanov condition
Again we proceed similarly as in the proof of Proposition 4.1 and define for n = 0, 1, 2, . . .
T n := inf{r :
Since, for each t ≥ 0, (G t∧Tn , n = 0, 1, 2, . . .) is a martingale, for any y > 0 we can define a measureQ y,∞ on F t∧T∞ whose restriction to F t∧Tn is given by
Then for all A ∈ F t and n ≥ 1, since A ∩ {T n ≥ t} ∈ F t∧Tn , we havẽ
Letting n → ∞ we obtaiñ
Because of
we have
Thus, in view of (4.11) and (1.3),
On the other hand, under the measureQ y,∞ , the process U is the solution of
up to the time T n ∧ t for each n, and therefore also up to the time T ∞ ∧ t. Consequently, we also haveQ y,∞ (T ∞ ≥ t) = 1. Thus, (4.22) simplifies toQ y,∞ (A) = E Qy,∞ (1 A G t ), which implies (4.21). Thus, (G t , t ≥ 0) is a martingale, and the result follows.
♦
We now prove the
, and it converges to 1 as t → 0.
Proof : Fix z ∈ E and y ≥ 0. Let U be an E-valued random variable with distribution Q y,∞ . Then, for all z ∈ E, the mapping t → L t (z, U ) is a.s. continuous. From (4.20) and (1.2), we infer that 0 ≤ L t (z, U ) ≤ G t (z, U )e θt , hence for any b > 0, the uniform integrability of the family of random variables {L t (z, U ), 0 ≤ t ≤ b} follows from that of {G t (z, U ), 0 ≤ t ≤ b}, which in turn follows from its martingale property established in Lemma 4.4. This implies the claimed continuity. The fact that the integral equals 1 at t = 0 follows from the fact that L 0 (z, u) = 1. Finally, the fact that E L t (z, u)Q y,∞ (du) ≤ exp(θt) follows readily from Lemma 4.4 and (1.2). ♦ Proposition 4.6 For any t, y ≥ 0, the mapping
Proof : (a) Let us first check that the mappings z → G t (z, .) and z → L t (z, .) and both are continuous in Q y,∞ -probability. Clearly, for any s > 0 the mapping z
We start by considering the case y > 0. Then
(Note that (4.26) follows from (4.6) and dominated convergence, since due to (4.24) we have
ds < ∞ Q y,∞ a.s.) From (4.25) and (4.26) we conclude that G t (z n , U ) → G t (z, U ) and L t (z n , U ) → L t (z, U ), both in Q y,∞ -probability.
(ii) It remains to treat the case y = 0. In this case, U 0 = 0, and
. We let M = sup n≥1 sup 0≤s≤t z n (s), and C M be the associated constant appearing in (1.3). Then whenever 0 ≤ s ≤ T ∧ t,
hence by bounded convergence
as n → ∞. The convergence (4.25) for y = 0 now follows from (4.27) and the above part 1 of the proof, with the strong Markov property apllied to the stopping time T and y = 1. From this we conclude that G t (z n , U ) → G t (z, U ) in Q 0,∞ -probability. To obtain (4.26) from (4.6) and dominated convergence also in the case y = 0, we observe, using (4.11) and Itô's formula applied to √ U s , that
On the other hand from (4.6) we have
thus we conclude by Lebesgue's dominated convergence theorem that
This together with (4.25) for y = 1 implies (4.25) also for y = 0. We have thus established (4.25) and (4.26) for y ≥ 0, which yields the claimed continuity of the mapping z → L t (z, .) in Q y,∞ -probability.
(b) In order to conclude the proof we need uniform integrability of the family L t (z n , .), z ∈ E, with respect to Q y,∞ , where z n , z ∈ E and z n → z. This can be established in the very same manner as we did in the proof of Proposition 4.5, after observing that 0 ≤ L t (z n , .) ≤ G t (z n , .)e θt , and that G t (z n , .) not only converges in Q y,∞ -probability towards G t (z, .) due to part (a), but also is uniformly integrable because of E Qy,∞ [G t (z n , U )] = 1 for all n ≥ 1, and E Qy,∞ [G t (z, U )] = 1. ♦ Combining this result with Corollary 2.3, we deduce Corollary 4.7 For any t, y ≥ 0, the mapping
is a.s. càdlàg from R + into R + .
We are now in a position to establish
in probability, as n → ∞.
Proof : We first show that
as n → ∞. To this purpose we define for each n ≥ 1 and
It follows from Lemma 4.4 that
where V 2 −n (z) (resp. V 0 (z)) denotes the solution of the SDE (4.18) with y = 2 −n (resp. with y = 0). For ξ ∈ [0, x] we put
Whenever ξ ∈ [(k − 1)2 −n , k2 −n ), we briefly write
hence as n → ∞, ξ n → ξ and Z ξn → Z ξ− a.s. Also, h n can be rewritten as
From (1.2), the expression in the expectation on the right hand side of (4.29) is bounded in absolute value by 2 exp(θt). Hence we infer from Lemma 4.9 below and Lebesgue's dominated convergence theorem that for all ξ > 0 H n (Z ξn ) → 0 in probability as n → ∞.
Since the left hand side of (4.28) equals x 0 h n (ξ)dξ, and since |H n (z)| ≤ 2 exp(θt), the assertion (4.28) follows by dominated convergence. It thus remains to show that 
We finally establish the following result Lemma 4.9 Let ξ > 0 and ξ n be as in (4.30), V n,n :
Proof : We first note that V n,n s > 0 a.s. for all s ≥ 0, while V n s > 0 for all s > 0, but V n 0 = 0. These facts follow from our assumption (1.3), which implies that when those solutions get close to zero, their drift is bigger than 2. Consequently, since for any s the mapping v → v −1 F (Z ξn s , v) is locally bounded and continuous away from v = 0, we conclude that for any 0 < δ ≤ 1, both
a.s. , whereṼ denotes the solution of the SDE (4.18) with y = 0 and z = Z ξ− . Since for any ε > 0,
the Lemma will follow from the fact that for any ε > 0, η > 0, there exists 0 < δ ≤ 1 small enough such that
It is plain that V n s ≤ V n,n s ≤ V s , where V solves the SDE
and for any η > 0, there exists M > 0 such that
In order to show (4.31) we consider the events Ω M = {sup 0≤s≤1,n≥1 Z ξn s ≤ M }. From (1.3) we infer sup 0≤u≤M ; 0≤z≤M u −1/2 |F (z, u)| ≤ c M for some finite constant c M depending on M . Thus, if we let τ M = inf{s > 0, V s > M }, it follows from Itô's formula that, writing V s for either V n,n s or V n s ,
Now for both V = V n,n and V = V n ,
Finally, since P(Ω M ) → 0 as M → ∞, by choosing first M sufficiently large and then δ sufficiently small, (4.31) follows readily from the previous estimate and (4.33). ♦ Guided by (4.14) we now define Suppose now that x and a are arbitrary positive real numbers, satisfying again 0 < a < x. Let x n (resp. a n ) be a decreasing sequence of dyadic reals, such that x n → x (resp. a n → y), and with a n < x n for all n ≥ 1. It is plain that M xn t → M x t and M an t → M a t a.s. and in L 1 . Moreover for each n ≥ 1,
hence taking the limit as n → ∞ in that identity, we deduce that (4.35) holds true for any 0 < a < x. The result is established. ♦
We now show that for any A ∈ E, the Borel field of E, any t > 0,
where the σ-finite measure Q on (E, E) is the excursion measure of Feller's critical diffusion (4.9), in the sense of Pitman and Yor, see formula (3a) in [7] , with the scale function s being chosen as s(y) = y. To see (4.37), first note that for all Φ ∈ C b (E), By the definition of Q y,t the l.h.s is lim y→0 E Φ(u)Q y,t (du), which is E Φ(u)Q 0,t (du) in view of (4.11). This proves (4.37). The measures Q • u −1 t , t > 0, constitute an entrance law of of the Feller diffusion (4.9). This entrance law, which also figures in formula (3.2) of [7] , is given by Indeed, it is readily checked from formula (4.12) that the distribution of u t under Q y,t is Gamma(2, 2t), which is the size-biasing of Exp((2t) −1 ). On the other hand, it is immediate from (4.37) that Q 0,t • u t is the size-biasing of Q • u −1 t . From this the claim (4.38) is immediate. Let us also note that our probabilities Q y,∞ are the "upward diffusions" P ↑ y of [7] .
Combining (4.34), (4.37) and Remark 4.10, we immediately arrive at our main result Theorem 2 The path-valued process {Z x · , x > 0} admits the decomposition
39)
where M x is a C([0, +∞); R)-valued càdlàg martingale (if C([0, +∞); R) is equipped with the topology of uniform convergence on compacts).
We know that x → Z x arises as a sum of excursions, as was stated above in Corollary 3.2. Call N Z (dξ, du) the corresponding point process, which is such that for all x > 0,
uN Z (dξ, du).
The above statement shows that the predictable intensity measure of N Z is L(Z ξ , u)Q(du)dξ.
Intuitively (and somewhat informally stated) this means that, given (Z ξ ) 0≤ξ<x , the predicted increment of Z in the next bit dx of ancestral mass is a Poisson point process with intensity measure L(Z x− , u)Q(du) dx. This is made precise by the following statement, which was conjectured in the case of a logistic drift in [5] :
Corollary 4.12 For bounded g : R + → R + and z ∈ E, put Φ g (z) := e − g,z . Then, for this class of functions,
gives the generator of Z in the sense that for all g : R + → R + , for some real-valued càdlag martingale {M x g , x > 0}, which yields (4.40). ♦
