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BOUNDS ON THE MEASURABLE CHROMATIC NUMBER 
OF R” 
“Sight may distinguish of colours; but suddenly 
To nominate them all, ‘s impossible.” 
-W. Shakespeare, King Henry VI, Part ZZ. 
L.A. SZ&ELY* 
ELTE Matematikai Int&et, Mureum Krt 6-8, Budapest, 1088 Hungary 
N.C. WORMALD 
Department of Mathematics and Statbtics, University of Auckland, Private Bag, Auckland, New 
Zealand 
We develop a method of estimating the (upper) density of a set in W” or S” for which the 
distance between any pair of points is not in a prescribed set. This is a generalisation of a 
planar principle of the first author. It improves the best known results for small values of n 2 3. 
It also improves the known lower bounds on the measurable chromatic number of LB” for small 
n 34. 
1. Introduction 
Let H be a set of positive real numbers. We define the geometric graph GH as 
follows: its vertex set is R” or S”, and two vertices are adjacent if the distance 
between them belongs to H. If H = { 1) we write Gi. A set A of vertices is 
H-independent if A is independent in GH. 
The problem we consider is: how big can an H-independent set be? That is, 
how big can a set be if certain distances are forbidden between its points? The 
question of size confines our attention to Lebesgue measurable sets and leads us 
to the notion of upper Lebesgue density. 
We define the density threshold, m H, of H-independent sets in S”(r) and R”, as 
follows: 
m$)(r) = s;p {a,(A)/a,(S”(r)) :A c Sri(r) measurable H-independent} 
m$) = m$)(co) 
= sup lim sup A(A fl Z)/n(Z) : Z cube, A c R” measurable H-independent . 
A GO+-- 
Here a, is the area measure in Rn+‘, Y(r) is a sphere of radius r in Rn+‘, and 3, is 
the Lebesgue measure. If H = { 1) we write ml for mH. 
*This research was carried out when this author was a postdoctoral fellow at the University of 
Auckland. 
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The importance of the density threshold originates from its relation to the 
chromatic number of geometric graphs. The measurable chromatic number xm of 
GH is defined in [34] as the minimum number of colours required in a proper 
colouring of the vertices of GH having Lebesgue measurable colour classes. The 
well-known graph theoretic inequality cux L IV( (where (Y is the size of a 
maximum independent set, x is the chromatic number, and V is the vertex set) 
has its counterpart: 
This makes it possible to give a lower bound for x,,, as the reciprocal of the 
density threshold. Obviously, we also have x s xm. 
As observed in [34], the concept of measurable chromatic number is as natural 
as the concept of chromatic number, and perhaps these numbers differ. On the 
other hand, if we reject the Axiom of Choice and suppose that all sets are 
measurable in [w”, then these concepts are identical. Making such an assumption, 
we lose the de Bruijn-Erdos theorem [l] which states that for k E N a graph is 
k-colourable if and only if all its finite subgraphs are. The advantage in 
investigating x,,, is that good lower bounds can be given by good upper bounds on 
mH proved by analytic tools. 
We use the following notation: 
S”(r): a sphere in [Wn+’ with radius r; Y(a) is identified with Iw”. 
Y(z, r): an Y(r) with centre z. 
G: the group of orientation-preserving orthogonal transformations either 
of S”, or of R, and fixing the origin. 
h: the normalized Haar measure of G. 
a,: the area measure in III”+‘. 
il: the Lebesgue measure. 
xR: the characteristic function of the set B. 
x: chromatic number; x(R”) : x(G,) in R”. 
x,,,: measureable chromatic number; x,(R”) : xm(G1) in Iw”. 
PQ: the distance between P and Q. 
P: the vector from the origin to P in [w”. 
P: probability. 
The first systematic study of density thresholds was made by Larman and 
Rogers [23] who introduced the following configurational principle. 
Theorem A. If there are M points (multiple points permitted) in R”(Y(r)) and 
every (D + l)-subset of these points has at least one pair of points determining a 
distance belonging to H, then 
rng)< D/M (mg)(r) G D/M). 
Larman and Rogers proved Theorem A only for [w”, making use of the 
translation group structure of KY”. Such a proof cannot work for S”, except for 
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IZ = 1 and 3 of course. Frank1 and Wilson [15] applied it to spheres, but without a 
detailed proof. We give a proof now since we have some comments to make on 
the method, and we need the result for spheres. 
Proof. Let A E Y(r) Be measurable and H-independent, and let a,, . . . , a,+, 
denote the M points. By the independence of A, 
3 XA(g(ai)) c D (1.1) 
i=l 
for every g E G. As a consequence of Lemma 5 in Section 2, since A + 
IG XA(dai)) dh is an isometry-invariant measure on the sphere, we have 
I xMai>) dh = 4Ahz(S”(r)). G 
Hence, integration of (1.1) by h yields 
The two methods of proof of Theorem A exemplify the two dual approaches of 
the present paper: sieve or inclusion-exclusion formulas for translated copies of 
measurable H-independent sets; and polynomials of characteristic functions of 
sets evaluated pointwise in connexion with a configuration and integrated on an 
isometry group. The first approach, sifting sets, is not as widely applicable as the 
second, seemingly not applying to S” for n # 1 or 3, but in R” it provides a less 
intricate argument han the second, sifting points, would require. To set the scene 
for our main result, we mention the first author’s recent introduction of the 
following planar configurational principle [34]. 
Theorem B. Suppose t = inf H E H. Let Pl, . . . , P,,,, be a configuration of M 
points in the plane. If 
p=I{(i,j):i<j,qe<t/2}1, 
q = [{(i, j):i <j, PiPj:.-’ t/2, PiPj $ H}J, 
then 
m$y C 
2 
2M-2p-q 
if 2M-2p-q>O. 
The main aim of the present paper is to give the following generalisation of 
Theorem B, and some of its applications. 
Theorem 1. Suppose Pl, . . . , PM is a finite sequence of points in S”(r), where 
346 L.A. Szttkely, N.C. Womudd 
n 2 1, 0 < I s m and multiple points are allowed. Let 
with rn$-‘j(O) = 1. Then 
mg)(r) s--- 
kM-Z 
where k = [22/M]. 
To see that Theorem B is implied by Theorem 1, we observe that when IZ = 2 
and r = 03, rn;t;‘(&<) can be estimated by 4 or 1 according as Pi4 is at least, or - 
less than, min H, and it is 0 if fiZ$ E H. Theroem 1 actually holds for all k 2 1 for 
which km - _?I > 0; the stated value of k gives the best upper bound (see Lemma 4 
in Section 2) while Theorem B uses k = 1. 
In the following section we review the known results related to ours. Section 3 
contains some probabilistic and measure-theoretic lemmas necessary for the proof 
of Theorem 1. We note here that combining Lemmas 3 and 4 gives the following 
apparently new result. 
Theorem 2. Let AI, . . . , AM be events of the same probability p and let 
.Z =p-l Ci<i P(Ai f~ Ai). Then 
where k = [2Z/M]. 
Theorem 1 is proved in Section 4. Our main use of Theorem 1 is to investigate 
the geometric graph G1 and to improve a number of upper bounds for rnp) and 
lower bounds for xm. This is done by iterating the application of Theorem 1 to a 
number of appropriate configurations of increasing dimension. Our method is 
easier to handle in practical computations than the use of Theorem A. This is 
because the best use of the latter requires knowledge of the maximum size of an 
independent set in the subgraph of GH induced by the M points, which requires 
the solution of an NP-complete problem in general. In [23], for some big 
configurations D could only be estimated by the Davenport-Hajos Lemma. 
The configurations we found useful are described in Section 5. The algorithm 
we used in applying Theorem 1 to these cofigurations was complicated by the fact 
that many configurations were involved. We describe our computer implementa- 
tion of this algorithm in Section 6. The results are presented in Section 7, 
together with a complete proof of our bounds on m$“) and x,(R”) for 3 c n 6 9. 
Related unsolved problems are given in Section 8. 
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2. History 
Investigation in this direction was initiated by Hadwiger [18], who proved in 
1944 that if [w” is covered by n + 1 closed sets (n 2 l), then one of the sets realises 
all positive reals as the distance between two of its points. In 1970, Raiskii [30, 
311 dropped the restriction “closed” for II 2 2, and Woodall [28] independently 
did the same in 1973. 
Generalising Raiskii’s idea, Larman and Rogers [23] proved Theorem A, and 
the following result, in 1972. 
Theorem C. Suppose there are M points in R” (multiple points allowed) such that 
every (D + l)-subset of these points has at least one pair of points at unit distance 
apart. Then any covering of R” using less than MID sets has at least one set 
realising all the positive reals as the distance between two of its points. 
The existence of a configuration as in Theorem C clearly imples x(Iw”) 2 M/D, 
whereas Raiskii’s theorem implies x([w”) 3 n + 2. 
The best known bounds in dimensions 2 and 3 are . 
4~~(R2)S~,(R2)S7 (Hadwiger [19], L. and W. Moser [27]), 
5 =S x,(R”), 6 G x&R”) (Falconer [14]), 
5 s x(R3) s x,(rW”) s 21 (Raiskii [30], [31]; the colouring is an exercise 
for the reader). 
Frank1 and Wilson [14] demonstrated the exponential nature of ~([w”), thereby 
solving a longstanding problem of P. Erdos, by proving that x(R”) 2 (1.2 + o(l))” 
and rnp) s (1.2 + o(l))-“. On the other hand, ~,(lR”) G (3 + o(l))” and hence 
my)2 (3 + o(l))-“, as proved by Larman and Rogers [23], using previous results 
of Butler [2] and Erdiis and Rogers [ll]. Falconer [14] recently proved, without 
using rnr), that x,JR”) an + 3, which is much worse than the Frankl-Wilson 
bound in high dimensions but notable if n = 2 or 3. On the other hand, the 
Frankl-Wilson bound is weak even in the 25th dimension. 
The Moser spindle (Fig. 1) and Theorem A prove that mi2) c 3, and a natural 
generalisation, the Moser-Raiskii spindle, proves rni2) c 4 [23]. These estimates 
Fig. 1. The Moser spindle. 
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were improved by the first author to rni2’ s g [34] (and further [33]) and rn$” s & 
]351- 
The latter inequality is an alternative proof for x,&R”) > 6. On the other hand, 
an easy lower bound is rni2’ 2 n/(8fi) = 0.2267, given by a configuration of open 
disks of diameter 1 with centres at the vertices of a lattice of equilateral triangles 
of diameter 2. L. Moser obtained m 1"' 2 0 2293 by a slight but tricky modification 
of this set (see Croft [8] and W. Moser [28]). 
In Table 1 we quote the results of Larman and Rogers [23] for dimensions n up 
Table 1. The best known applications of Theorem A to lower bounds 
M/D for the reciprocal of m’;‘, n < 25. By Theorem C, M/D is a lower 
bound for @“). 
n 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
M 
7 
14 
23 
16 
316 
56 
64 
64 
165 
220 
286 
364 
455 
560 
680 
816 
969 
1140 
1330 
1540 
1771 
4600 
4692 
2600 
D 
2 
3 
4 
2 
32 
4 
4 
4 
9 
12 
12 
12 
13 
16 
16 
16 
17 
20 
20 
20 
21 
46 
46 
24 
M/D 
3; 
4; 
5; 
8 
9; 
14 
16 
16 
18+ ’ 
18; 
23; 
30; 
35 
35 
42; ) 
51 
57 
57 
66; 
77 
84; / 
100 
102 
108; 
Configuration 
Moser spindle 
Moser-Raiskii spindle 
Moser-Raiskii spindle 
Half-cube 
Half-cube spindle 
‘I-dimensional Gosset polytope 
Special Gosset spindle 
Special Gosset spindle 
Erdos-T-S& configurations 
Leech-Conway configuration 
Special Leech-Conway spindle 
Erdos-T-S& configuration , 
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to 25. Of these, only when IZ = 2 and 3 were better bounds for m$“) obtained prior 
to our present results. 
3. Preliiary lemmas 
The first two lemmas, due to RCnyi, are equivalent. We will use the second 
explicitly, and we include the first for comparison with a step in the proof of 
Theorem 1. 
Lemma 1 (RCnyi). Let f be any function from (0, l}” to R, and D a probability 
space with measure w. Then 
I f(X& . . . 7 xAn) dw 2 0 for all events AI, . . . , A,, c & 
iff 
f(X& * . . Y x&(o) 2 0 for all sequences AI, . . . , A, 
of events of probability 0 or 1 in D and all w E a. 
Lemma 2 (RCnyi [26, 321). For i = 1,2, . . . , k let Bi be a Boolean polynomial 
(with operations U, f~ and complementation) and let Ci be a constant. Then 
x ciP(Bj(A,, . . . , A,)) 30 
for all sequences AI, . . . , A,, of events in a probability space Q if and only if the 
inequality holds for all sequences AI, . . . , A,, of events in D of probability 0 or 1. 
RCnyi actually proved only Lemma 2, but the equivalence with Lemma 1 is 
easy to see. 
Lemma 3 (Kai Lai Chung [22]). Zf AI, . . . , A, are any events in a probability 
space and k is a natural number, then 
3 k 2 P(Ai) - C P(Ai fl Aj). 
i=l i<j 
Proof. By Lemma 2, it is enough to check that the inequality is true whenever 
exactly t events have probability 1 and the rest have probability 0 (t = 0, . . _ , n). 
In this case, the inequality is equivalent to (k - t)* + (k - t) 3 0. Cl 
Lemma 3 can be strengthened, as is plain from its proof, but as we shall see, it 
is optimal for our present purposes. Its bound is optimized in turn by the 
following lemma, which is straightforward to check. 
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Lemma 4. Let M > 0, 2 > 0, p 3 0. If 
for every natural number k > ZlM, then the sharpest of these bounds is for 
k = [2.Z/M]. 
It may be surprising that, although the method proof of Lemma 3 can give a 
more general result, we only require the stated version. This is because the way 
we shall use Lemmas 3 and 4 is the following. For a certain natural number M, 
and a fixed 2, reals a and b satisfying a 3 bt - (:) for all t = 0, . . . , M and 
b >_Z/M will lead to the inequality m$)(r) ~a/(bm - 2). Thus, the sharpest 
inequality occurs when (bla)M - (l/a)2 is maximised, subject to 12 (b/a)t - 
(l/a)(;) for t = 0, . . . , M. In this linear programming problem, the maximum 
occurs when at least two of the constraints hold simultaneously, and it is easily 
seen that these must be consecutive integers t. It follows that a = (“l’) and b is 
integral. 
The next result apparently follows immediately from results in the theory of 
relative invariant measures in homogeneous spaces (see Helgason [21]). We 
prove it here since its extraction from that theory is difficult, and the proof, 
while using techniques reminiscent of that theory, is quite simple. 
Lemma 5. Every finite isometry-invariant measure on the Lebesgue-measurable 
sets of S” is ca, for some nonnegative constant c. 
Proof. The area a, is isometry-invariant. Suppose ,U is an isometry-invariant 
measure on S” such that a,(Y) = p(Y) and there exists a measurable set 
X c S” with 
Since both of a,, and ~1 are isometry-invariant, we have for every g E G 
I k,og da,, = S” I S” kxd+j-~xd~=~s~xogd~ 
and hence 
If G S” k,ogda,dh= kxda,#~skxd~=/~-/x~gd~dh. I (3.1) S” 
On the other hand, the function z E S” + IG k,(g(z)) dh is constant and by 
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p(S”) = a,(Y) we have 
II 
k,og dh da, = 
II 
kx og dh dp. 
S” G S” G 
We now have a contradiction by (3.1), (3.2) and Fubini’s theorem. 0 
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(3.2) 
It is also possible to give a rather elementary proof of Lemma 5 for n = 2 by the 
following sequence of steps. If y is isometry-invariant hen p = ca, on: the digons 
determined by great circles (lunes) having an angle (p/q)n, all lunes, all spheric 
triangles (by Girard’s area formula using the areas of lunes), all open sets. For 
n = 1 and 3, the lemma also follows immediately from the unicity of the Haar 
measure, as these spheres are topological groups. 
For z E S”(r) and p > 0, let T(z, p) denote Y(r) fl S”(Z, p). 
Lemma 6. Let P, Q E S”(r), and XE Sn(r), X measurable. Then Z,(P, Q) = 
&(P, Q), where 
W’, Q> = 1 xxW-‘)MdQ)) dk 
G 
UP, Q> = ’ I xx(z) a,(S”(r)) sn(r)an-l(T(Z, PQ)) T(~,Px)‘~ dan-1 dan(z)* -I
Proof. Let G’ denote the subgroup of G fixing P, with corresponding measure 
h’, and let g’ denote an element of G’. We prove the lemma by showing 
Z,(P, Q) = IGf Z,(P, g’(Q)) dh’ = IGP Z,(P, g’(Q)) dh’ = Z,(P, Q). The third of 
these is immediate, and the first follows from (g’)-’ E G’ c G, so we examine the 
second in detail. We have 
j-$(P~ g'(Q)) dh’ = ~GxxO)j-G,xx(~ og’(Q>) dh’ dh 
(by Fubini’s theorem), 
= I XxkW) ca,-l(T(g(P), PQ)) T(P(P),~)*~ dan-1 dh -I
(by Lemma 5, regarding the second integral as the measure of X tl T(g(P), m)), 
1 = 
I I 
xx(&)) 
a&Vr)) s”(r) G %2-m&), rn)) T(&),PQ)xx dan-1 dh dan(z) I 
(by the invariance of the Haar measure on G), 
= UP> Q> 
(after reversing the order of the first two integrations). Cl 
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4. Proof of Theorem 1 
Let X be an H-independent measurable set in S”(r). We assume without loss of 
generality that X is closed, since in any case X contains a closed set whose 
measure (or upper Lebesgue density, if r = 30) differs from that of X by a 
negligible amount. 
Suppose firstly that Y(r) is itself a topological group; i.e. I = m or r < 33 and 
n = 1 or 3. Let C be a big cube if r = 00 and let C = Y(r) if r < m. Let * denote 
the group operation; i.e. addition in R”, multiplication of complex numbers of 
unit absolute value in S’(r) (with r scaled to 1) and multiplication of unit 
quatemions in S3(r). Applying Lemma 3 to Ai = fi * (X fl C) in the probability 
spaces 
and 
A(AinC) . 
P(Ai) = A(c) in C (4.1) 
P(A1) =n,(S”) nn(A’) in S” (for arbitrary n) 
we have 
ws + (x n w n (4 + (x n 0) 
A(C) 
+ 41) 
(4.2) 
and 
(4.2’) 
In (4.2), the error term o(1) is for A(C)+ 3~. After slight modification, we get 
-c 
q(xnc)n(-q+q+xnc)) 
A(C) 
+ o(1) (4.3) 
i<j 
and 
sMkn”(X)_~ a,(xnP;l*q*x) 
%(V i<, fl,w> . 
(4.3’) 
We next integrate the inequalities (4.3) and (4.3’) over g E G where the 
positions of Pr, . . . , PM have been moved by g. The only non-constant terms are 
the numerators in the terms in the summations. They become 
and 
j$X n c) n -g(E) + g(q) + (X n C)) dh = j&&)&(z) dh 
j a,(X n g(c)-’ *g(q) *X) dh = 1 ~&9&(r) da,, 
G S” 
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where we have used for brevity the notations 
E,(z) = j--~-~cr;)+p~~,+xnc(r) dh 
and 
E&) = I, ~g(qj-l*g(~)*x(t) dh. 
For fixed pi, 4, z E R” (or S”) and C, and an arbitrary set X, the values of E,(z) 
and E*(Z) depend only on the intersection of X with the spheres ,Y(.z, eq) and 
S” n Y(z, ee) respectively, and it is easy to check that they are normalised 
isometry-invariant measures on these spheres. Hence, by Lemma 5, 
E,(z) = 
4x n wj em ( mcn-l,(p.p.) 
- .H %pyz, SQ) 1 I 
and 
@,-1(X n S” l-l Y(Z, Piq)) - - 
E&) = a,_,(Sn n S”(Z, 44)) 
=s mj;-')(P&l - (&q/2@). 
We also have that ~xnc(z)El(z) (and xx(z)E2(z) respectively) is identically equal 
to 0 if &q E H. Hence integration of (3.3) and (3.3’) over g E G yields 
s (Mk - qn(x n q/A(c) + 0(i) (4.4) 
and 
( > k ; l 2 (Mk - Z)u,(X)/a,(Y). (4.4’) 
The theorem now follows for R” and S1 and S3, and the stated value of k is 
optimal by Lemma 4. 
To complete the proof, we consider arbitrary S”(r) with r < w. Let 
b 1,. . . 1 bw E S”(r) and let k be a natural number. Then 
( > k l ’ 2 k f$ Xx(bi) - C Xx(bi)Xdbj)* i=l i<j (4.5) 
(In fact, integration of this inequality gives an alternative proof for Lemma 3, 
and integration of a more general one gives Lemma 2.) Setting bi = g(c) in (3.5) 
and integrating over g E G, we get 
(k f ‘) a k g /&(g(p,)) dh - g ]Gxx(g(p1)h(g(6)) dh. (4.6) 
By Lemma 5, the first integral is a,(X)/a,(S”). The second integral is clearly 0 if 
44 E H, and otherwise, by Lemma 6, it has the upper bound 
&‘)(?j@/l - (~/2r)‘)a,(X)Ia,(S”). 
The theorem now follows. Cl 
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We remark that the proof given for P(r) (sifting points) works for [w” as well if 
the integration of (4.5) to (4.6) is on an appropriate big part of the isometry 
group of [w” of type G x C rather than on G, but the formulae become more 
complicated. Although we could not apply the argument given for groups (sifting 
sets) to non-group spheres, the dual approaches of sifting points and sifting sets 
are in accordance with the duality of Lemmas 1 and 2. 
5. List of configurations 
Here we list and briefly describe the configurations that we need. The 
dimension of the configuration is denoted by n, M is the number of points, r is 
the radius and x tk denotes that the distance t/;; occurs k times. S(k, m, n) 
denotes a Steiner system with these parameters. Existence and properties of the 
Steiner systems used can be found in [3] and [20]. Some of these configurations 
are spherical designs or subsets thereof, in the sense of [9]. 
nZcube 
Take n coordinates, put f 1 into two and 0 into n - 2 of them in every possible 
way. Here3Gns24, M=2(n2-n), r*=2, 
2+8r1(~ 2 ‘), 4+48(y) +4(I), 6+8r1(~ i’), 8+n(n - 1). 
n3-cube 
Take n coordinates, put f 1 into three and 0 into n - 2 of them in every 
possible way. Here 3 G n c 24, 
M=8Y, 0 r*= 3, 2-96 (y), 4+96(n ,‘)n + 12(J), 
6+640(I) + 192(I), 8+96(n 4 ‘)n +12(i), 10+96(a), 12+4(i). 
Simplex 
Take a regular simplex of unit edge length. Here 3 6 n s 24, M = n + 1, 
1 t(” z’). Let f2 = 2, t,, = 1 - ((n - l)ln)2t,_I; then r”, = (n/(n + l))*fn. 
Cross polytopes 
See [5]. Here 3 sns24, M=2n, r2=$., 1+(2)-n, 2tn. 
Erdh-T. S& configuration 
See [23]. Take n + 1 coordinates, put 1 into three and 0 into n - 2 of them in 
every possible way. Here 10 s n c 24, M = (” : ‘), r2 = 3(n* - n - 2)/(n + 1)2, 
(In some dimensions these configurations are the best for the Larman-Rogers 
principle.) 
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Steiner-3 
Take a Steiner system S(2, 3, n) [20] and let the vertices of the conguration be 
the columns of the incidence matrix of S(2, 3, n) (i.e. the characteristic functions 
of the edges). Here n - 1 = 6, 8, 12, 14, 18, 20, 24; it4 = f(;), r2 = 3(n -3)/n, 
4+ F, 6-a(;)(:(;)-+3)-l). 
The dimension of the configuration is 12 - 1, since the sum of the coordinates of 
vertices is constant. 
Steiner-3-cube 
Sign the nonzero entries in the vertices of Steiner-3 in all possible ways. Here 
n = 7, 9, 13, 15, 19, 21; M = 4(n - l)n/3, r2 = 3, 
4 t(4n - lO)n(n - l), 6 +(;)(+(;) _ZZ+ 1) 
8 + (4n - lO)n(n - l), 12 +-2(n - l)n/3. 
We remark that the Steiner-3-cube for n = 7 is the 7-dimensional Gosset 
polytope; see [36]. 
Steiner-4 
Take a Steiner system S(3, 4, n) [20] and let the vertices of the configuration be 
the 
21; 
columns of the incidence matrix of S(3, 4, n). Here n - 1= 7, 9, 13, 15, 19, 
M = i($), r2 = 2(n - 4)/n, 
4+(9)(n-4), 6+(;)($(7)-6n+20), 
8-i(;)(:(;)-$(“;‘)+3n-9). 
Steiner-4-cube 
Sign the non zero entries in the vertices of Steiner-4 in all possible ways. Here 
IZ =8, 10, 14, 16, 20, 22; M = 4(T), r2= 4, 
4+(24n-88)(t), 6t64(;)((n-1y-2)-;+5), 
-(;)(:(;) - $(,-l)(n-2)+3n-9)+48(;)(n-4)+12(F), 
(n - l)(n -2) 3n 
6 . 
-7+5 ), 12+(24n -88)(l), 
16+a 
n 0 3 - 
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Steiner 4-318 cube 
Keep only those vertices of the Steiner-4-cube whose sum of coordinates is 
zero. Here n - 1 = 7, 9, 13, 15, 19, 21; M = $(;), r* = 4, 
4t$y)(n-4), 6+~(~)(24(n~1)-108n+360), 
8+:(:)(9(l) -48(n 2 ‘) + 156n -492), 
.10+$(;)(24(n; ‘) - 108n+360). 12+(l45)(l)(n -4), 
16-2 
n 0 3 . 
Steiner 3-618 cube 
Keep only those vertices of the Steiner-3-cube whose sum of coordinates is f 1. 
Here n =7, 9, 13, 15, 19, 21; A4 =2(y), r*=3, 
4t (1)(4.5n - 11.5), 6+(T)(n(n - 1)-4.5n +7.5), 
8tn(n -l), 12+ 1 . 
0 
Halfcube 
Consider those 0 - 1 sequences of length n whose sum is even. Here 
3 c n =Z 13, M = 2”-l, r* = n/4, 
2i t 
0 
2: 2”-* (i = 1,2,. . . , Ln/2]). 
Gosset 6 
See [17], [5]. H ere n = 6, M = 27, r* = y, 8 t216, 16t135. See [6] for the 
analogous Hessian polytope. 
Gosset 8 
See [17], [5]. Here n = 8, M = 240, r* = 3, 3 t6720, 6 t 15120, 9 t6720, 
12 t 120. See [6] for the analogous Witting polytope. The coordinates we used 
for Gosset 8 are given in [7]. 
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Gosset 7 
See Steiner-3-cube in 7 dimensions. 
Pentagonal configuration 
Represent R4 as (x, y, u, v). Put a regular pentagon of unit edgelength centred 
at the origin into the plane (x, y, 0, 0) and put a regular star-pentagon of unit 
edgelength centred at the origin into the plane (0, 0, U, v). Here n = 4, M = 10, 
the configuration is not spherical, 1+35, (I/!? + 1)2/4 -5, (fi - 1)2/4t5. 
Dodecahedron, icosahedron 
Turned out to be useless. 
“Other” polytope 
See [6]. Here n = 6, M = 72, r2 = 3, 3 +720, 6~1080, 9+720, 12t36. 
~(5, 8,24) 
See [3]. Here n = 23, M = 759, r2 = 16/3, 8+170016, 12-106260, 16~ 
11385. 
~(5~6~24) 
See [3]. Here n = 23, M = 7084, r2 = 4.5, 2t478170, 6~2975280, 8 c 
8607060, 10 t 9563400, 12 t 3464076. 
S(5,6, 12) 
See [3]. Here n = 11, M = 132, r2 = 2, 162970, 4 +2640, 2 ~2970, 3 t66. 
q4,5, 11) 
See [3]. Here n = 10, M = 66, r2 = 15/22, l-990, $ ~660, 2 t495. 
Perm(++---) 
Take the permutations of 2 “1” and 3 “-1”. Here n = 4, M = 10, r2 = 2415, 
8 t30, 16 t 15. 
Perm (-11000) 
Permute - 11000 every possible way. Here n = 4, M = 20, r2 = 2, 2 t60, 
4~60, 6~60, 8~12. 
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Quartercube 
See [23]. Here n = 10, M = 28, r2 = 5, 4 -2560, 8 + 14080, 12 t 12800, 
4 t 3200. 
~(4, 5,231 
See [3]. Here n = 22, M = 1771, r2 = 90123, 4t79965, 6t371910, 8 t 
717255, 10 ~398475. 
~(4, 7,231 
See [3]. Here n = 22, M = 253, r2 = 112/23, 6 t 17710, 12 t 14168. 
The following few configurations are direct products. The vertices of the 
product configuration are (q, . . . , II,, ul, . . . , u,), where (ul, . . . , v,) is a 
vertex of the first and (ul, . . . , u;) is a vertex of the second‘ configuration. Si 
denotes the regular unit simplex of R’. 
Gosset 8 x Sl 
n = 9, M = 480, r2 = 3.75, 3 + 13680, 6 ~43680, 9 t43680, 12 t 13680, 15 t 
240. 
Gosset 8 x S2 
n = 10, M = 720, r2 = 4, 3 +20880, 6 ~85680, 9 t 110880, 12 t40680, 15 c 
720. 
Gosset 8 X S3 
n = 11, M = 960, r2 = 4.125, 3 t28320, 6 t 141120, 9 ~208320, 12 t81120, 
15 + 1440. 
Gosset 6 x Gosset 6 
n=12, M=729, r2=4, 3-11664, 6-+100602, 9+116640, 12+36450. 
Gosset 6 x Gosset 8 
n = 14, M = 6480, r2 = 5, 3 +233280, 6 +3343680, 9 t8527680, 12 ~6988680, 
15 t 1866240, 18 t32400. 
Gosset 6 x Gosset 7 
n = 13, M = 1512, r2 = 4.25, 3 +32508, 6 ~354564, 9 +531468, 12 ~216216, 
15 + 7560. 
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Gosset 7 x Gosset 7 
n = 14, M = 3136, r2 = 4.5, 3 +84672, 6 t 1227744, 9 ~2289280, 12 c 
1227744, 15 t 84672, 18 + 1568. 
Moser configuration 
See Fig. 1. This configuration is realizable on S2(r) if 0.5862~ r < 0.6277 or 
0.8195 < r. 
Morning star 
Take a regular unit simplex centred at the origin in R3. Reflect all the vertices 
in the opposite faces and keep two copies of the vertices of the original simplex. 
Here n = 3, M = 12, it is non-spherical, 0 -4, 1 t48, l2 -8, u2 ~6, where 1 is 
the distance of a vertex from its mirror image in the opposite face, and v is the 
distance between two outer vertices. The morning star can be made into a 
spherical configuration in R4 by translating the outer vertices by a distance i along 
the fourth dimension axis, keeping the unit distances. If x is the distance from 
one of the outer vertices to the vertex of the opposite face of the original 
tehahedron in R3, r is the radius of the S3 containing the configuration and j is the 
fourth coordinate of its centre, then the following relations hold: 
x2+i2=1 
r2 = (j - i)’ + (j/F-$ + +j/$)’ 
r2=j2+$ 
Z2=i2+(fl+J/_F-$)2 
v2 = J(d_ + a$)! 
We often use a subconfiguration W of a spherical configuration T. A useful 
tactic is to specify one point in T as the pole, and then let W = T n S where S is a 
sphere of radius q centered at the pole. If q is the minimum distance occurring in 
T then W is the arctic. If q is fl times the radius of T then W is the equator. 
G2 
The equator of Gosset 8 choosing any of its points as a pole. Here n = 7, 
M = 126, r2 = 8, 8 + 2016, 16 + 3780, 24 c 2016, 32 t63. 
G21 
The intersection of the equator of Gosset 8 with pole (1, 1, 1, 1, 1, 1, 1,l) and 
the arctic of Gosset 8 with pole (0, 0, 0, 0,2,0,0,2). Here n = 6, M = r2 32, = 6, 
8 t 240, 16 + 240, 24 + 16. 
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The intersection of the equators of Gosset 8 for (1, 1, 1, 1, 1, 1, 1,l) and 
(0, 0, 0, 0,2,0,0,2). Here II = 6, M = 60, r2 = 8, 8 +480, 16 ~780, 24 t480, 
32 t30. (We note that the arctic of the Gosset 8 is the Gosset 7.) 
Linspace 
The Steiner system S(5, 8,24) generates a set algebra. We suppose the 
underlying set to be { 1,2, . . . ,24}. The vertices of linspace are the characteristic 
functions of the elements of the set algebra. 
The blocks of S(5, 8, 24) (octads) were produced as the orbit of 
{1,2,3,4,5,8,11,13} under the permutation group Mathiu 24 (see [3]) gen- 
erated by the three permutations 
(1,2, . . . ,24); 
(2,16,9,6,8)(3,12,13,18,4)(7,17,10,11,22)(14,19,21,20,15); 
(1,22)(2,11)(3,15)(4,17)(5,9)(6,19)(7,13) 
(8,20)(10,16)(12,21)(14,18)(23,24). 
Any arctic of linspace is isometric to S(5, 8, 24) and any equator is isometric to 
the set of 1Zelement sets in the algebra (dodecads). We kept the dodecads as 
increasing sequences of 12 elements of {1,2, . . . ,24}, lexicographically ordered. 
Only four different distances occur in linspace; a, a, 4 and j/% The notation 
doili2 - - - ik means the subconfiguration of do&i2 - - - ik--l lying at distance J/% 
from the first point of ill2 - - * ik-,, while dodecs = do is the whole set of dode- 
cads. A similar notation is used for octads. All these configurations are kept in 
lexicographical order. The statistics relating to these configurations are given in 
Table 2. Here, the column headed by Y/N answers the question of whether this 
configuration was actually used in proving the bounds on m$“) and m?)(r) given 
Table 2. S&configurations of the dodecads and octads. 
Y/N 
N do 23 46 2576 637560 2040192 637560 
Y do2 22 4/r/3 495 45540 71280 5445 
N do3 22 46 1584 249480 753984 249480 
Y do22 21 J5 184 8408 8208 220 
N do23 21 421/z 288 16704 23040 1584 
N do32 21 4/J3 315 18540 28440 2475 
N do33 21 46 952 93060 266080 93060 
Y do332 20 4/J3 195 7080 10800 1035 
N do333 20 d6 560 32760 90720 32760 
Y do3332 19 4/43 117 2520 3852 414 
N do3333 19 'i6 324 11250 29664 11250 
N oct2 22 45 200 19600 19040 420 
N oct3 22 -/21/z 448 40320 56448 3360 
Configuration " r M d2 d3 d4 d6 
1288 
0 
792 
0 
0 
0 
476 
280 
0 
162 
0 
0 
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in Table 6. (Y = Yes.) The column headed by di refers to the frequency of the 
distance J/& Note also that the table gives r2, which is rational. 
L 
The Leech lattice was discovered by Leech [24, 251 and many of its remarkable 
properties were found by Conway [4]. We use Conway’s description of it, as a set 
of lattice points on the sphere of radius 4fi centred at the origin. We call this 
configuration L. The squares of distances occurring in L are 16i (i = 
2, 3, 4, 5, 6, 8). Specifying a linear order of the vertices of L, we define 
subconfigurations Lil * * - is - * - ik (is E (2, 3, 4, 5, 6, 8)) in the same way as we did 
for dodecs, with the one difference that the pole of L used in generating L2, L3 
and L4 was (-4, -4,O, . . . , 0) rather than the first point of L in the linear 
ordering. For all other configurations, the pole was the first point stored, and 
points in a subconfiguration are stored in the same order as in L. To specify the 
linear order of the vertices of L (we did nof use lexicographic), we give the 
following pseudo-Pascal program for generating them. As before, each octad is an 
g-subset of (1, . . . ,24}, stored as an increasing 8-tuple. Each dodec is a 1Zsubset 
of (1,. . . ,24}. Both are read lexicographically. Also, append denotes appending 
(x(l), . * * , x(24)) to the output file. 
procedure subsl(k, 1); 
fort:=lto24tox(t):=O; 
x(i) : = k and x(j) : = 1. 
procedure subs2(i, A); 
forj:=l to24setx(j):=l ifj~A andx(j):=-1 otherwise. 
x(i) := -3 *x(i). 
program generate L; 
begin 
fori:=l to23do 
forj:=i+l to24do 
begin 
subsl(4,4); append; subsl(-4, -4); append; 
subsl(4, -4); append; subsl(-4, -4); append; 
end; 
repeat 
A:=next octad =a(l), . . . , a(8); 
for k:=O to 127 do 
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begin 
(c(l), c(2), . * . 9 c(7)) : = the binary representation of k; 
c(8) : = 0 or 1 so that Zc(i) is even; 
fori:= to8do 
x(a(i)) := 2 if c(i) = 0 and -2 otherwise; 
set x(i):=0 for all i $A; 
append; 
end; 
fori:=l to24do 
begin 
subs2(i, A); 
append; 
for j:= 1 to 24 do x(j):= -x(j); 
append; 
end; 
until A = last octad; 
repeat 
A : = next dodec; 
fori:=l to24do 
begin 
subs2(i, A); 
append; 
end; 
until A = last dodec; 
fori:=lto24do 
begin 
subs2(i, {1,2, . . . ,24}); 
append; 
subs2(i, 0); 
append; 
end; 
end. 
The configurations L, L2, L3, L4, L22, L23, L24, L232 and L233 all have a 
nice distance-invariance property: the frequencies of the distances from a point x 
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to all other points is independent of x (this follows from the results of [9]). This 
made it easier to compute their distance distribution (see also [16, p. 1291). The 
others were done by computing the distances between all pairs of points, using a 
computer. The results are in Table 3, where Y/N is as for Table 2, and di refers 
to the frequency of the distance m. 
Although we almost always used the first point in a configuration as the pole in 
generating subconfigurations, other subconfigurations were sometimes found 
using different poles. However, a little investigation made it appear that no 
particular advantage was to be gained by using these other configurations. 
6. Method of computation 
The basic items of data computed were ordered pairs, called jump points, of 
two types: singular and nonsingular. These are arranged into sets Sing(n) and 
Nonsing( 2 s n c 24. The only requirement is that if a jump point (r, 6) is in 
Sing(n) then m’;‘(r) s b, and if (r, b) is in Nonsing then my’(r’) s b for all 
r’ 3 r, including r’ = 00. 
Given Sing(k - 1) and Nonsing(k - l), we obtain sets Sing(k) and Nonsing 
by applying Theorem 1 for each of the configurations which can be embedded in 
an Sk, or in [Wk. Theorem A was also applied, but turned out to be useless for 
k 2 3. Almost all the configurations used are spherical. Such a configuration of 
dimension n and radius r,, gives rise to a jump point (ro, b) in Sing(k) if n = k + 1, 
and to a number of jump points (r, b) E Nonsing( with r 2 r,, if rr sk. 
Non-spherical configurations (such as the pentagonal configuration) give rise to 
jump points with r = 00. 
A convenient place to begin the computation is with dimension 2. Firstly, and 
trivially, we can put (0, 1) in Nonsing(2). We also obtain the following elements 
of Nonsing(2) by applying the Larman-Rogers principle (Theorem A) to the 
given configurations: 
(4, +)-two points at distance 1 apart; 
(*, $)-the vertices of a unit equilateral triangle; 
(0.819417678, $)-the Moser configuration. 
Finally, put (fi, a) into Sing(2) by applying Theorem A to the vertices of a unit 
3-simplex in S*(G). 
The Moser configuration can also be embedded in S*(r) for 0.5862 =Z r c 
0.6277. This does not produce any more elements of Nonsing(2), but can be 
viewed as giving an infinite subset of Sing(2) if required. However, our 
implementation of the computations made such information difficult to deal with, 
and a little experimentation showed that it made very little difference to jump 
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points obtained in higher dimensions, and no observable difference to our bound 
on m$“)(m) for small n. Hence, this extra interval of existence of an embedding of 
the Moser configuration was not made use of. (In fact, our vast experience at 
repeated computations showed that omitting a jump point, or even any single 
configuration, from the computations, rarely made much difference to the bounds 
obtained, especially in dimensions much higher than that of the omitted 
configuration.) 
Given a list of elements of Sing(k - 1) and Nonsing(k - l), we proceed to 
calculate elements of Sing(k) and Nonsing as folows, via Theorem 1. In these 
calculations, two points Pi and Pi with PiPj = d lead to a sphere of radius 
r, = d 1 - (~f/2r)~. We call r, the radius induced by d in Sk(r). To estimate 
ml“-l)(r,), we use the best upper bound implied by Sing(k - 1) and Nonsing(k - 
1). 
The configurations of the correct dimensions are taken one at a time. Except 
for the morning star, which we postpone discussing, each distance present in the 
configuration is taken in turn, and the configuration is expanded or contracted so 
that the chosen distance becomes 1. Its adjusted radius and distances are 
computed. 
For a non-spherical configuration, its dimension must be at least k. Theorem 1 
is then applied with r = ~4. The result is an element (03, b) of Sing(k). 
On the other hand, for a spherical configuration, two things are done. Firstly, if 
its dimension is k + 1, then a singular jump point (rO, b) is obtained by Theorem 
1, where r, is the adjusted radius of the configuration. Secondly, for each 
(adjusted) distance d in the configuration, other than 1, and for each jump point 
(r, 6) in Sing(k - 1) or Nonsing(k - l), do the following. Set r, = d2/2vm (if 
it is real or infinite). Then embedding the configuration in S“(r,) and applying 
Theorem 1 causes m(,‘-‘j(r) to be called for when P$. = d. Hence, we obtain a 
jump point (rl, b,). We call this the jump point induced by d and (r, b). It is 
singular either if (r, b) was singular or if any elements of Sing(k - 1) were used 
for obtaining bounds, and is then added to Sing(k). If (r, b) is in Nonsing(k - l), 
the computation is repeated using only bounds obtained from Nonsing(k - l), to 
obtain an element of Nonsing( 
The treatment of the morning star is slightly different, since the distances of the 
configuration, when embedded in a sphere of given radius, must be computed by 
a different method. We did this using the equations relating r, 1 and u given in the 
description in Section 5. As when treating the other configurations, for each jump 
point (r,,, b) in Sing(k - 1) or Nonsing(k - l), the values of r, 1 and u were 
computed so that g-“(rO) was called for when apply Theorem 1, first with 
Sq = 1, then with EP: = V. If no singular jump points were used for bounds, this 
gave an element of Nonsing( because of the monotonicity of the appropriate 
functions (we omit details). Otherwise, it gave an element of Sing(k), as long as 
r, 1 and v were all positive reals. We did not expand or contract the morning star. 
Finally, all the elements of Sing(k - 1) and Nonsing(k - 1) were directly copied 
366 L.A. Szikely, N. C. Wormald 
into Sing(k) and Nonsing( since they were all obtained by Theorem 1 or 
Theorem A, and both of these give the same bound when the dimension of the 
space is increased by any positive integer. 
This method was implemented in a Pascal program. For a jump point (r, b), 
the bound b was represented as a real, and we may expect very high accuracy in 
the results here: probably to 14 significant figures as far as our present 
computations are concerned. In preliminary computations, we stored r as a real 
for all jump points, and assumed that b was an upper bound on m’:)(C) whenever 
Ir’ - rl < 10-7, whether or not the jump point was singular. This possibly gave 
invalid results, erring on the side of providing stronger bounds, and was done 
because of the inaccuracies in representing reals on a computer, In all ,later 
computations, valid bounds were obtained by effectively storing r2 as a rational 
whenever it had been computed that Nor2 is an integer, where No is any suitable 
integer. Such a jump point is called precise. With No = 64 x 81 x 5 x 7 x 11, we 
obtained virtually the same results as with the preliminary computations. For 
imprecise jump points, r was stored as a real. 
If a jump point (r, b,) is induced by a distance d and an imprecise jump point 
(r, b), then (r, b) is always applicable in the computation of bl, but r, will not be 
precise. In all other cases that an imprecise jump point (r, b) in Nonsing was 
used in a computation, it was only applied to mik’(r’) for r’ > r + E, where we 
used E = 10e7, One can show that the errors in our computations of the values of 
r and r’ could not exceed s/2. Hence, the actual value of r is indeed less than r’, 
and so this jump point really does provide a bound on mp)(r’). At some other 
places in the computation, it was also necessary to err on the side of safety. 
Steps had to be taken to reduce the proliferation of jump points. Obviously, if 
(rl, b,) is in Nonsing and (r2, b2) is in Sing(k) or Nonsing with r, s r2 and 
bl s b2, then (r2, b2) can be deleted. Similarly, if these jump points are both in 
Sing(k) and rl = r2 and bl s b2, then delete (r2, b2). This policy still left too many 
jump points: over 1000 when k 59, with the number doubling to tripling with 
each extra dimension. The extra information carried along with jump points, 
given necessary details of how they were obtained, limited the total number of 
jump points to 20,000 or so, when practical considerations were made. 
To circumvent this problem, note that deleting jump points still gives valid 
results. A constant 6 was chosen, and at the end of the computation of Sing(k) 
and Nonsing described above, it was ensured that for every nonsingular jump 
point (r, b) retained, all jump points (r’, b’) with r’ 2 r and b’ 2 b(1 - 6) were 
deleted. With 6 = 0.001, several thousand jump points were required for all 
k s 24. Reducing 6 below this value did not seem to change any results much. 
For example, 6 = 0.0001 gives exactly the same bound on ~~([w~~). 
7. Results 
The method of computation described in Section 6 was implemented in a Pascal 
program and run on an IBM 4341 at the University of Auckland. The results 
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quoted in this section took an hour or so of computation time. (The time required 
for Table 3 was much greater.) After computing Sing(k) and Nonsing for 
3 c k 6 rr, the program made a list of all the jump points required to establish the 
upper bounds obtained for m(:)(w) and for ml”(r) for large r (i.e. the element 
(r, b) of Nonsing for which r was greatest). 
The results for IZ = 8, with 6 = 0, are shown in Table 4. The column headed 
“jump” gives a name to each jump point (r, b), “sing” shows Y for singular and 
N for non-singular and “r2” gives r2 if the jump point is precise and “?” if not. 
The name of the configuration used to establish the jump point is given, “copied” 
appears in the “configuration” column if the jump point was copied from the 
previous dimension, and “dim” gives the dimension of the configuration. Given a 
configuration, number the different distances appearing in it in increasing order. 
The one expanded/contracted to equal 1 is given as “unit”, and the radii induced 
Table 5. Jump points (r, b) used in the proof of lower bounds 
on m’;‘(r) for n s 9 and large r. 
n r Sing .2 bound configuration dim 
3 0.0 
3 0.500000 
3 0.541122 
3 0.577350 
3 0.612372 
3 0.919417 
0.0 
0.547722 
0.559016 
0.577350 
0.784464 
0.929876 
N 
N 
Y 
N 
N 
N 
N 
N 
Y 
Y 
N 
N 
Y 
N 
N 
Y 
Y 
N 
N 
N 
N 
N 
Y 
N 
N 
N 
N 
Y 
N 
N 
Y 
N 
Y 
N 
Y 
0 1.000000 copied 
l/4 0.500000 copied 
3/10 0.400000 perm2+3 4 
l/3 0.333333 copied 
3/8 0.250000 simplex 3 
? 0.187500 morning star 
0 
3/10 
5/16 
l/3 
? 
7 
1.000000 
0.400000 
0.312500 
0.316216 
0.142857 
0.137931 
0.128000 
copied 
perm2+3 4 
halfcube 5 
n2cube 5 
cross polytope 4 
cross po1ytope 4 
pentagonal 4 
5 0.0 
5 0.559016 
5 0.577350 
5 0.612372 
5 0.849836 
5 0.938510 
0 1.000000 copied 
5/16 0.312500 halfcube 
l/3 0.222222 gosset 
3/8 0.209773 G21 
? 0.097222 halfcube 
? 0.095394 halfcube 
6 0.0 
6 0.577350 
6 0.612372 
6 0.612372 
6 0.884651 
6 0.945249 
1.000000 copied 
0.222222 gosset 
0.207920 G21 
0.142857 SteinerScube 
0.072072 gosset 
0.070812 gosset 
7 
7 
7 
1 
7 
8 
8 
8 
9 
9 
0.0 
0.612372 
0.707106 
1.007326 
1.033499 
0 
l/3 
3/e 
3/8 
? 
? 
0 
3/8 
1/2 
? 
? 
l/2 
7 
7 
1.000000 copied 
0.142857 Steiner3cube 
0.075000 gosset 
0.053146 Steiner3cube 
0.053113 Steiner3cube 
0.707106 
1.079198 
0.069444 nlcube 
0.042638 Steiner3cube 
0.034197 gosset 
1.295163 0.034604 Steiner3cube 
0.028820 n2cube 
unit 
2 
1 
2 
2 
3 
1 
1 
1 
2 
2 
2 
1 
1 
2 
2 
2 
1 
1 
2 
2 
1 
1 
2 
1 
2 
1 
2 
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by the others are shown separately (preserving the order), together with the jump 
point used to estimate m, (k-l)(rl) for each induced radius r,. 
Briefer results, omitting the induced radii, are given in Table 5 for n = 9, again 
with 6 = 0. In Table 6, we give for 6 = 0.0001 the nonsingular jump points with 
greatest radii, for all dimensions up to 24, and also the singular jump points with 
r = w, where these give an improved bound (i.e. in all dimensions but 2, 3, 5, 6 
and 7). The implied lower bounds on ~~(S(“j(r)) are also listed, as well as the 
configurations which gave these jump points. We do not give a proof as in Table 5 
because thousands of jump points were involved. 
The configurations listed in Section 5 which were found by the computer to be 
useless in establishing these bounds were: Steiner-4-cube, Steiner 4-i cube, 
“other” polytope, S(5, 8, 24) S(5, 6, 24) S(4, 5, 11) perm(-1, l,O,O, 0), 
S(5, 4, 23), S(4, 7, 23), Gosset 8 x Si (i = 1, 2, 3), Gosset 6 x Gosset i (i = 7, 8), 
Table 6. Our best upper bound b on my’(r) for large r. Its 
reciprocal gives a lower bound 1.b. on X,,,(S(“)(r)). 
n 1 b 1.b. configuration dim 
2 
3 
4 
4 
5 
6 
7 
8 
8 
9 
9 
10 
10 
11 
11 
12 
12 
13 
13 
14 
14 
15 
15 
16 
16 
17 
17 
18 
18 
19 
19 
20 
20 
21 
21 
22 
22 
23 
23 
24 
24 
0.81941 
0.91841 
8 
0.92987 
0.93851 
0.94524 
1.03349 
1.05654 
1.12915 
1.44913 
1.85404 
2.61007 
3.93276 
2.59807 
OL) 
8.04155 
5.88784 
6.45497 
5.88784 
5.88784 
7.22649 
6.03845 
8.59909 
8.34770 
10.9457 
0.28571428 
0.18750000 
0.12800000 
0.13793103 
0.09539473 
0.07081295 
0.05311365 
0.03419769 
0.04264237 
0.02882153 
0.03460966 
0.02234835 
0.02850742 
0.01789325 
0.02404499 
0.01437590 
0.01902089 
0.01203324 
0.01490547 
0.00981770 
0.01301242 
0.00841374 
0.00990294 
0.00677838 
0.00847505 
0.00577854 
0.00767212 
0.00518111 
0.00680895 
0.00380311 
0.00515955 
0.00318213 
0.00436088 
0.00267706 
0.00329095 
0.00190205 
0.00228112 
0.00132755 
0.00160037 
0:00107286 
11 
15 
19 
30 
24 
35 
29 
45 
36 
56 
42 
70 
53 
84 
68 
102 
77 
119 
101 
148 
118 
174 
131 
194 
147 
263 
194 
315 
230 
374 
304 
526 
439 
754 
625 
933 
morning star 3 
pentagonal 4 
cross polytope 4 
halfcube 5 
Gosset 6 
Steiner3cube 7 
Gosset 8 
Steiner3cube 7 
n2cube 9 
Steiner3cube 9 
n2cube 10 
quartercube 10 
n2cube 11 
n2cube 11 
nilcube 12 
G6xG6 12 
n2cube 13 
Steiner3,6/8cube 13 
n2cube 14 
G7xG7 14 
n2cube 15 
Steiner3,6/8cube 15 
n2cube 16 
Steiner3,6/8cube 15 
n2cube 17 
L4444443 17 
n2cube 18 
L444444 18 
n2cube 19 
Steiner3,6/8cube 19 
n2cube 20 
L3445 20 
n2cube 21 
L333 21 
L23 22 
L35 22 
L2 23 
L2 23 
linspace 24 
0.00129086 775 linspace 24 
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G22 and L, as well as those indicated in Tables 2 and 3. Not all of the remaining 
general configurations were useful in all dimensions. For, example, the nZcube 
was used of dimensions 4, 5 and 9 to 21, but the n3-cube was only used of 
dimensions 10 and 11. 
8. Open problems 
1. Is rn? s a? The method of the present paper does not seem strong enough 
to solve this. 
2. What is inf,,,= mg)? This is closely related to the following question of 
Erdos: what is max,i,_X(GH) in the plane? It is known that these quantities can 
be about l/r= (r=), but it is not known if they have polynomial bound. 
For example, the best known results for I = 2 are 
&S inf m$S&. 
IHI= 
(See Proposition 1.2(a), (b) and Corollary 2.5 in [34].) 
3. Is it possible to use our method to prove an exponentially small upper 
bound for ml”)? If the answer is yes, the configurations involved must have strong 
design-like properties. Is an improvement of (1.2 + o(l))-” possibly this way? Is 
there an E > 0 and a configuration in R” of at least (1 + E)” vertices, such that the 
shortest distance occurs at least in E% of the distances? If the answer is yes, 
mathematical induction may work. 
4. What is the connection begween the structure of H and m$)? There are 
some results for n = 2. The first author proved [34] rn($!,) G ! if b/a 2 1.401 and 
conjectured [35] that 
mg)=O ifsupH=w, (5. I) 
lim m&,cx,mj = 0 if inf H = 0. (5.2) 
x+0 
Using a weaker concept of upper density (measured on concentric cubes around 
the origin) Weiss [37] proved (5.1) by ergodic theory. An alternative proof was 
given by Falconer and Marstrand, who also proved (5.2) (see [12, 10, 131). 
Ftirstenberg conjectured the generalization of Weiss’s theorem: 
“If a set of the plane has positive upper density measured in concentric cubes 
centred in the origin, then it contains vertices of a regular triangle with every long 
enough edge length. Further, it contains every big enlargement of every finite 
planar configuration”. 
The same conjecture will be formulated for the upper density concept used by 
us as well. (5.1) is a special case of the conjecture for a two point configuration. 
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5. How can one construct large l-independent sets in R”? This seems to be 
related to the sphere-packing problem in R” (see [23], Assertion 2). On the other 
hand, even in IF!‘, the densest sphere-packing does not give the densest 
l-independent set (see Croft [S]). In R3 (f rom a table of Leech [25]), putting 
spheres of radius 4 at the centres of spheres in a best-known packing yields a set 
of density 10.80-l. Using the same table and a similar construction yields the 
following densities in higher dimensions n: 
n =3:10.80-’ 
n =4:25.83-l 
n = 5 : 82.54-l 
n = 6: 171.62-l 
n = 7 : 1634.10-l. 
The growth here is faster than exponential. Another approach to proving 
m’;) 2 l/k is to prove the existence of a measurable k-colouring of G1 in R”. The 
bound my) 2 (3 + o(l))-” can be obtained by this means, but the function o(l), 
coming from Butler [2], is hard to compute for small values of n. 
6. What happens to xm and mH @) if the distances in R” are defined by another 
norm? 
7. In the definition of measurable chromatic number we may replace the 
Lebesgue measurable sets by any other u-algebra and ask for the corresponding 
restricted chromatic number. The question looks the most meaningful for sets 
having the property of Baire (see Oxtoby [29]) because of the deep analogy 
between them and the Lebesgue measurable sets. Is it true that the chromatic 
number Xb, in which the colour classes must have the property of Baire, is always 
equal to xm? 
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