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1. Problemstellung und Vorbetrachtungen
Wir wollen zunächst in der Mathematik allgemeine als auch spezielle Bezeichnungen
erklären, die im Weiteren verwendet werden.
Mit N bezeichnen wir die Menge aller positiven ganzen Zahlen. Die Menge der komplexen
Zahlen bezeichnen wir üblich mit C sowie die Mengen der reellen und ganzen Zahlen
bezeichnen wir mit R bzw. mit Z. Für jede Wahl α, β ∈ R ∪ {−∞} ∪ {+∞} bezeichne
Zα,β die Menge aller n ∈ Z mit α 5 n 5 β. Die Menge der nichtnegativen ganzen Zahlen
bezeichnen wir mit N0. Das Symbol D stellt die offene Einheitskreisscheibe der komplexen
Ebene dar, d.h. es sei D := {z ∈ C : |z| < 1}.
Falls nichts anderes angegeben ist, gilt immer p, q, r ∈ N. Falls X eine nichtleere Menge
ist, bezeichne Xp×q die Menge aller p × q−Matrizen, deren sämtliche Einträge zu X
gehören, wobei wir auch Xp kurz für Xp×1 schreiben. Des Weiteren bezeichne Ip die
Einheitsmatrix in Cp×p und 0p×q die Nullmatrix in Cp×q. Für jedes A ∈ Cp×q bezeichne
‖A‖ die Operatornorm (auch Spektralnorm genannt) von A. Eine Matrix A ∈ Cp×q
nennt man kontraktiv, wenn ‖A‖ ≤ 1 gilt. Bezeichne Kp×q die Menge aller kontraktiven
komplexen p × q−Matrizen. Falls ‖A‖ < 1 für eine komplexe p × q−Matrix A gilt,
nennt man A streng kontraktiv und die Menge aller streng kontraktiven p× q−Matrizen
bezeichnen wir mit Dp×q. Mit ‖A‖E bezeichnen wir die Euklidische Norm von A ∈ Cp×q.
Für ein beliebiges A ∈ Cp×q stehen die Bezeichnungen A∗ und A† für adjungierte
Matrix zu A bzw. für die Moore-Penrose-Inverse von A. Für den von Nullraum (bzw.
Spaltenraum) von A ∈ Cp×q werden wir die Bezeichnung N (A) (bzw. R(A)) benutzen.
Für jede Matrix A ∈ Cp×p bezeichne detA die Determinante von A und trA die Spur
von A. Sind n ∈ N sowie (pj)nj=1 und (qj)nj=1 Folgen aus N sowie (Aj)nj=0 eine Folge
von Matrizen, sodass Aj ∈ Cpj×qj für jedes j ∈ Z1,n gilt, so wird durch diag(Aj)nj=0 die
Blockmatrix definiert, welche als Diagonalelemente die Matrizen A1, A2, ..., An hat und
sonst mit Nullmatrizen aufgefüllt ist. Sind n ∈ N sowie (qk)nk=1 eine Folge aus N und für
jedes k ∈ Z1,n des Weiteren Ak ∈ Cp×qk , so bezeichne
row(Ak)
n
k=1 := (A1, A2, ..., An).
Sindm ∈ N sowie (pj)mj=1 eine Folge aus N und für jedes j ∈ Z1,m des Weiteren Aj ∈ Cpj×q,
so bezeichne
col(Aj)
m
j=1 :=

A1
A2
...
Am
 .
Hermitesch wird eine Matrix A ∈ Cq×q genannt, wenn A = A∗ gilt. Wir benutzen die
Löwner-Halbordnung auf der Menge Cq×qH aller hermiteschen komplexen q × q−Matrizen:
Wir schreiben A 5 B (oder auch B = A), um zu verdeutlichen, dass A und B hermitesche
komplexe Matrizen (mit gleicher Zeilenanzahl) derart sind, dass die Matrix B − A
nichtnegativ hermitesch ist. Eine Matrix A ∈ Cq×q heißt nichtnegativ hermitesch, falls
x∗Ax ∈ [0,+∞) für jedes x ∈ Cq gilt. Die Menge aller nichtnegativen hermiteschen q ×
q−Matrizen bezeichnen wir mit Cq×q≥ . Falls x∗Ax ∈ (0,+∞) für jedes x ∈ Cq \{0q×1} gilt,
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dann heißt die Matrix A positiv hermitesch. Die Menge aller positiven q×q−hermiteschen
Matrizen bezeichnen wir mit Cq×q> . Bekanntermaßen gilt C
q×q
> j Cq×q= j C
q×q
H .
Das Symbol
√
A stellt die nichtnegativ hermitesche Wurzel von A ∈ Cp×p≥ dar, d.h.
√
A
ist die eindeutig bestimmte komplexe p× p−Matrix mit P ∈ Cp×p≥ und A = P 2.
Für die Matrizen A ∈ Cp×q und B ∈ Cr×s wird durch
A⊗B := (aijB)i=1,...,p
j=1,...,q
das Kronecker-Produkt von A und B definiert.
Für jede Wahl von M ∈ Cp×q, A ∈ Cp×p und B ∈ Cq×q bezeichnet K(M ;A,B) den
abgeschlossenen Matrizenkreis der Form
K(M ;A,B) := {M +AKB : K ∈ Kp×q} .
Sei G ein Gebiet von C, das heißt eine nichtleere, offene und zusammenhängende
Teilmenge von C. Im Weiteren wird für G hauptsächlich die offene Einheitskreisscheibe D
von C betrachtet. Sind G ein Gebiet von C sowie z0 ∈ G und F = (fjk)j=1,...,p
k=1,...,q
: G → Cp×q
eine Matrixfunktion, so nennt man F in z0 holomorph, falls für jede Wahl von j ∈ Z1,p und
k ∈ Z1,q die komplexwertige Funktion fjk in z0 holomorph ist. Falls F in z0 holomorph
ist, bezeichne für jedes n ∈ N0 dann
F (n)(z0) := (f
(n)
jk (z0))j=1,...,p
k=1,...,q
,
wobei für jedes j ∈ Z1,p und jedes k ∈ Z1,q durch f (n)jk (z0) die n−te Ableitung von fjk im
Punkt z0 symbolisiert wird. Des Weiteren bezeichne für jedes Gebiet G von C mit H(G)
die Menge aller Funktionen f : G → C, die in G holomorph sind. Man nennt S : G → Cp×q
eine p× q-Schur-Funktion in G, sofern S in G holomorph ist und für jedes z ∈ G darüber
hinaus S(z) eine kontraktive Matrix ist. Die Menge aller p × q-Schur-Funktionen in G
sei mit Sp×q(G) bezeichnet. Eine p × q−Schur-Funktion S in G nennt man eine streng
kontraktive p× q−Schur-Funktion in G, falls ‖S(z)‖ < 1 für jedes z ∈ G gilt.
Sind κ ∈ N0∪{∞} und (Aj)κj=0 eine Folge aus Cp×q, dann bezeichne für jedes n ∈ Z0,κ
mit S〈A〉n bzw. mit S〈A〉n wie folgt definierten Block-Toeplitz-Matrizen:
S〈A〉n :=

A0 0p×q · · · 0p×q
A1 A0
. . .
...
...
. . . . . . 0p×q
An · · · A1 A0
 und S〈A〉n :=

A0 A1 · · · An
0p×q A0
. . .
...
...
. . . . . . A1
0p×q · · · 0p×q A0
 . (1.1)
Wenn die Folge (Aj)κj=0 nicht mit einer anderen Folge verwechselt werden kann, dann
wird in dieser Arbeit auch nur Sn anstatt S
〈A〉
n sowie Sn anstatt S
〈A〉
n geschrieben.
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Außerdem wollen wir in vorliegender Arbeit noch weitere Mengen benutzen. Dazu
bezeichne für jedes κ ∈ N0 ∪ {+∞} dann
KRp×q,κ :=
{
(Aj)
κ
j=0 aus Cp×q : A0 ∈ Kp×q und
κ⋃
j=1
R(Aj) ⊆ R(P0)
}
, (1.2)
KNp×q,κ :=
{
(Aj)
κ
j=0 aus Cp×q : A0 ∈ Kp×q und N (Q0) ⊆
κ⋂
j=1
N (Aj)
}
(1.3)
und
KDp×q,κ := KRp×q,κ ∩ KNp×q,κ. (1.4)
Des Weiteren wird für jedes n ∈ N und jede Folge (Uj)nj=1 von Unterräumen von Cq die
Bezeichnung
n

j=1
Uj :=


u1
u2
...
un
 : uj ∈ Uj für j ∈ Z1,n

eingeführt.
Die vorliegende Arbeit beschäftigt sich mit folgender matrizieller Version eines klassi-
schen, auf I. Schur zurückgehenden Interpolationsproblems:
Schur-Problem: Seien n ∈ N0 und (Aj)nj=0 eine Folge komplexer q × q−Matrizen.
Beschreibe die Menge Sp×q[D; (Aj)nj=0] aller S ∈ Sp×q(D), die 1j!S(j)(0) = Aj für jedes
j ∈ Z0,n erfüllen.
Im skalaren Fall p = q = 1 wurde durch I. Schur [Sch18] bereits eine Charakterisie-
rung der Lösbarkeit und im Fall der Lösbarkeit eine Charakterisierung der Lösungsmenge
S1×1[D; (Aj)nj=0] angegeben. Der dabei entwickelte und heute nach I. Schur benannte Algo-
rithmus hatte und hat weitreichende Bedeutung für verschiedene Teilgebiete der Mathema-
tik. Interpolationsprobleme für holomorphe komplexwertige Funktionen und Momentpro-
bleme führten in den ersten drei Jahrzehnten des 20. Jahrhunderts zu einer überaus bemer-
kenswerten Entwicklung von funktiontheoretischen und damit verbundenen algebraischen
Methoden. Berühmte Mathematiker wie z.B. Carathéodory( [Car07], [Car11], [Car29]),
Hamburger ( [Ham19], [Ham20], [Ham21], [Ham44a], [Ham44b], [Ham46]), Haus-
dorff [Hau21], Herglotz [Her11], R. Nevanlinna( [Nev19], [Nev22], [Nev29]) und F.
Riesz( [Rie11], [Rie16], [Rie20]) gaben hierbei entscheidende Impulse. In [Boc14, Ab-
schnitt 1] kann man hierzu weitere Details nachlesen.
Mit den fundamentalen Arbeiten von V. M. Adamjan, D. Z. Arov und M. K. Krein
( [AAK68a], [AAK68b], [AAK69], [AAK71a], [AAK71b]) begann eine Entwicklung des
Studiums matrizieller Versionen klassischer Interpolations- und Momentenprobleme. Diese
Entwicklung ist ausführlich auch in [Boc14, Abschnitt 1] dargestellt. Besonders sei hierbei
auf die Arbeiten hingewiesen, die in mathematischen Schulen aus Kharkov und Odessa
entstanden ( [AK81], [AK83], [Dub87], [DK03], [Gal77], [Kat85], [Kov83], [Pot60] u.a.).
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Im nichtdegenerierten Fall stellen D. Z. Arov und M. G. Krein [AK83] eine Para-
metrisierung der Lösungsmenge Sp×q[D; (Aj)nj=0] des matriziellen Schurproblems vor.
In [Dub87, Part I - Part V] behandelte V. K. Dubovoj das matrizielle Schurproblem im all-
gemeinen Fall, indem er die Potapovsche Methode der Fundamentalen Matrixungleichung
mit einer von ihm entwickelten Technik spezieller Unterräume kombinierte.
Ein anderer Zugang , der ebenfalls zu einer Parametrisierung dieser Lösungsmenge
im allgemeinen Fall führt, wird in [FKL09] vorgestellt. Er basiert auf einem induktiven
Koeffizientenvergleich mit einer explizit darstellbaren rationalen Referenzlösung, der
sogenannten zugehörigen zentralen Schur-Funktion (siehe [FK04]).
Der in vorliegender Arbeit vorgestellte Zugang zu einer Parametrisierung der Menge
Sp×q[D; (Aj)nj=0] stellt eine direkte Verallgemeinerung der klassischen algorithmischen
Herangehensweise von I. Schur [Sch18] und des entsprechenden, für den nichtdegenerierten
matriziellen Fall aus [FK87, Part I - Part IV] dar.
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2. Schur-Folgen
In diesem Abschnitt stellen wir die Folgen komplexer p× q−Matrizen vor, die als Folgen
von Taylorkoeffizienten von p× q−Schur-Funktionen in Frage kommen.
Definition 2.1. Sei n ∈ N0. Eine Folge (Aj)nj=0 aus Cp×q heißt p× q - Schur-Folge, falls
Sn ∈ K(n+1)p×(n+1)q gilt. Die Menge aller Schur-Folgen (Aj)nj=0 aus Cp×q wird mit Sp×q,n
bezeichnet.
Bemerkung 2.2. Seien n ∈ N0 und (Aj)nj=0 ∈ Sp×q,n. Dann überzeugt man sich leicht
davon, dass (Aj)mj=0 ∈ Sp×q,m für jedes m ∈ Z0,n gilt.
In Hinblick auf Bemerkung 2.2 ist die folgende Begriffsbildung natürlich.
Definition 2.3. Sei (Aj)∞j=0 eine Folge aus Cp×q. Dann heißt (Aj)∞j=0 eine p× q - Schur-
Folge, falls (Aj)nj=0 ∈ Sp×q,n für jedes n ∈ N0 erfüllt ist.
Das folgende Resultat charakterisiert nun, welche Folgen komplexer p× q−Matrizen als
Folgen von Taylorkoeffizienten von p× q−Schur-Funktionen in Frage kommen:
Theorem 2.4. Sei (Aj)∞j=0 eine Folge komplexer p×q−Matrizen. Dann ist S : D→ Cp×q
gemäß
S(z) :=
∞∑
j=0
Ajz
j
genau dann eine wohldefinierte zu Sp×q(D) gehörige Matrixfunktion, wenn (Aj)+∞j=0 eine
p× q−Schur-Folge ist.
Einen Beweis von Theorem 2.4 findet man z.B. in [DFK92, Theorem 3.1.1, S. 113].
Die Lösbarkeit des Schurproblems lässt sich ebenfalls mittels p × q−Schur-Folgen
charakterisieren:
Theorem 2.5. Seien n ∈ N0 und (Aj)nj=0 eine Folge komplexer p× q−Matrizen. Dann
gilt genau dann Sp×q[D; (Aj)nj=0] 6= ∅, wenn (Aj)nj=0 eine p× q−Folge ist.
Einen Beweis von Theorem 2.5 findet man z.B. in [DFK92, Theorem 3.5.2, S. 127].
Wir stellen nun einige Resultate für p× q−Schur-Folgen dar.
Definition 2.6. Seien κ ∈ N0 ∪ {+∞} und (Aj)κj=0 eine Folge aus Cp×q. Für jedes
k ∈ Z0,κ werden die Matrizen
P
〈A〉
k := I(k+1)p − SkS∗k und Q〈A〉k := I(k+1)q − S∗kSk
als k-te zu (Aj)κj=0 gehörige linke bzw. rechte Defektmatrix bezeichnet.
11
Bezeichnung 2.7. Seien κ ∈ N0 ∪ {+∞} sowie (Aj)κj=0 eine Folge aus Cp×q. Für jedes
k ∈ Z0,κ bezeichne dann
z
〈A〉
k := (Ak, Ak−1, ..., A0) und y
〈A〉
k := col
(
(Aj)
k
j=0
)
.
Bemerkung 2.8. Seien κ ∈ N0 ∪ {+∞} und (Aj)κj=0 eine Folge aus Cp×q. Für jedes
k ∈ Z0,κ werden bei klarer Sachlage auch die Kurzbezeichnungen
Pk := P
〈A〉
k , Qk := Q
〈A〉
k , zk := z
〈A〉
k und yk := y
〈A〉
k
verwendet.
Satz 2.9. Seien n ∈ N0 und (Aj)nj=0 eine Folge aus Cp×q. Dann sind folgende Aussagen
äquivalent:
(i) Es gilt (Aj)nj=0 ∈ Sp×q,n.
(ii) Es gilt Pn ∈ C(n+1)p×(n+1)p≥ .
(iii) Es gilt Qn ∈ C(n+1)q×(n+1)q≥ .
Einen ausführlichen Beweis von Satz 2.9 kann man z.B. in [Bog05, Satz A.4.4, S. 169]
finden.
Ein wichtiges technisches Hilfsresultat für unsere weiteren Betrachtungen, p× q−Schur-
Folgen betreffend, ist das folgende:
Lemma 2.10. Sei κ ∈ N ∪ {+∞}. Dann gilt Sp×q,κ ⊆ KDp×q,κ.
Einen Beweis von Lemma 2.10 findet man z.B. in [Boc14, Lemma 3.18, S. 21].
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3. Reziproke Folgen
In diesem Abschnitt betrachten wir spezielle Folgen komplexer Matrizen. Die Resultate
sind weitergehend aus [FKMS12] entnommen.
Definition 3.1. Seien n ∈ N0 und (Aj)nj=0 eine Folge komplexer p × q-Matrizen. Die
Folge (Aj)nj=0 nennt man invertierbar, falls eine Folge (Rj)
n
j=0 komplexer q × p-Matrizen
derart existiert, dass
(
S
〈A〉
n
)†
= S
〈R〉
n gilt. Mit Ip×q,n sei die Menge aller invertierbaren
Folgen (Aj)nj=0 komplexer p× q-Matrizen bezeichnet.
Definition 3.2. Eine Folge (Aj)∞j=0 komplexer p× q-Matrizen nennt man invertierbar,
falls eine Folge (Rj)∞j=0 komplexer q × p-Matrizen derart existiert, dass
(
S
〈A〉
n
)†
= S
〈R〉
n
für jedes m ∈ N0 gilt.
Bemerkung 3.3. Seien κ ∈ N0 ∪ {+∞} und (Aj)κj=0 ∈ Ip×q,κ. Dann gibt es genau eine
Folge (Rj)κj=0 komplexer q × p-Matrizen derart, dass
(
S
〈A〉
n
)†
= S
〈R〉
n für jedes n ∈ Z0,κ
erfüllt ist. Diese Folge (Rj)κj=0 nennt man die zu (Aj)
κ
j=0 inverse Folge und schreibt
(A‡j)
κ
j=0 für (Rj)
κ
j=0.
Bemerkung 3.4. Seien κ ∈ N0 ∪ {+∞} und (Aj)κj=1 ∈ Ip×q,κ. Bezeichne (A‡j)κj=0 die zu
(Aj)
κ
j=1 inverse Folge. Nach Bemerkung 3.3 gelten dann folgende Aussagen:
(a) Für jedes z ∈ Z0,κ gilt (Aj)mj=0 ∈ Ip×q,m und (A‡j)mj=0 ist die zu (Aj)mj=0 inverse
Folge.
(b) A‡0 = A
+
0 .
Bezeichnung 3.5. Sei κ ∈ N0 ∪ {+∞}. Dann bezeichne Dp×q,κ die Menge aller Folgen
(Aj)
κ
j=0 komplexer p× q-Matrizen, die
N (A0) ⊆
κ⋂
j=0
N (Aj) und
κ⋃
j=0
R(Aj) ⊆ R(A0)
erfüllen.
In Hinblick auf (1.2), (1.3), (1.4) und Bezeichnung 3.5 gilt für jedes κ ∈ N0 ∪ {+∞} die
Beziehung
KDp×q,κ = {(Aj)κj=0 ∈ Dp×q,κ : A0 ∈ Kp×q}.
Lemma 3.6. Sei κ ∈ N ∪ {+∞}. Dann gilt Sp×q,κ ⊆ KDp×q,κ.
Einen Beweis von Lemma 3.6 findet man z.B. in [Boc14, Lemma 3.18, Seite 21].
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Lemma 3.7. Seien κ ∈ N0 ∪ {+∞} und (Aj)κj=0 ∈ Cq×q, wobei A0 als invertierbar
vorausgesetzt sei. Dann gilt (Aj)κj=0 ∈ Dq×q,κ.
Einen Beweis von Lemma 3.7 findet man in [FKMS12, Satz 2.11, S. 14].
Definition 3.8. Sei κ ∈ N0 ∪ {+∞} und (Aj)κj=0 eine Folge komplexer p× q-Matrizen.
Dann heißt die rekursiv gemäß
A]k :=
{
A†0 , falls k = 0
−A†0
∑k−1
l=0 Ak−lA
]
l , falls k ∈ Z1,κ
,
gebildete Folge (A]k)
κ
k=0 die zu (Aj)
κ
j=0 gehörige reziproke Folge. Für jedes m ∈ Z0,κ
bezeichne dann
S]m := S
〈A]〉
m und S] := S〈A
]〉
m .
Lemma 3.9. Seien κ ∈ N∪{+∞} und (Aj)κj=0 eine Folge aus Dp×q,κ. Für jedes m ∈ Z1,κ
hat die Moore-Penrose-Inverse S†m von Sm die folgenden Blockdarstellungen
S†m =
(
S†m−1 0mq×q
−A†0zmS†m−1 A†0
)
und S†m =
(
A†0 0mq×q
−S†m−1ymA†0 S†m−1
)
.
Einen Beweis von Lemma 3.9 findet man in [FKMS12, Lemma 4.18, S. 25].
Satz 3.10. Sei κ ∈ N0 ∪ {+∞} und (Aj)κj=0 ∈ Dp×q,κ. Für jedes m ∈ Z0,κ bezeichne
dann
S†m = S
]
m und S†m = S]m.
Einen Beweis von Satz 3.10 findet man z.B. in [FKMS12, Satz 4.20, S. 26].
Satz 3.11. Sei κ ∈ N0 ∪ {+∞}. Dann gelten folgende Aussagen:
(a) Ip×q,κ = Dp×q,κ.
(b) Falls (Aj)κj=0 ∈ Ip×q,κ, so (A‡j)κj=0 = (A]j)κj=0.
Einen Beweis von Satz 3.11 findet man in [FKMS12, Theorem 4.21, S. 26].
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4. Der Schur-Algorithmus
In diesem Kapitel stellen wir den in [Boc14, Abschnitte 11 und 12, Seiten 112-126]
vorgestellten Algorithmus für matrizielle Schur-Funktionen vor. Wir beginnen jedoch mit
gewissen speziellen Matrixbetrachtungen.
Bezeichnung 4.1. Für jedes E ∈ Cp×q bezeichne
P[E] := Ip − EE∗ und Q[E] := Iq − E∗E.
Bemerkung 4.2. Für jedes E ∈ Kp×q sind nach Lemma A.6 die Matrizen P[E] und Q[E]
beide nichtnegativ hermitesch und insbesondere hermitesch.
Bemerkung 4.3. Sei A0 ∈ Cp×q. Unter Beachtung von (1.1), Definition 2.6 und Bemer-
kung 2.8 gelten dann P0 = Ip −A0A∗0 und Q0 = Iq −A∗0A0. Des Weiteren ergeben sich
unter Bezug auf Bezeichnung 4.1 auch P0 = P[A0] und Q0 = Q[A0].
Im Weiteren wollen wir die Definition einer rechten Schur-Potapov-Transformierten
einzuführen.
Bezeichnung 4.4. Seien κ ∈ N0∪{+∞} und (Aj)κj=0 eine Folge aus Cp×q mit A0 ∈ Kp×q.
(a) Für jedes j ∈ Z0,κ bezeichne
YA,j :=
{√
Iq −A∗0A0 , falls j = 0
−√Iq −A∗0A0†A∗0Aj , falls j ∈ Z1,κ .
(b) Für jedes j ∈ Z0,κ−1 bezeichne
ZA,j :=
√
Ip −A0A∗0
†
Aj+1.
Definition 4.5. Seien κ ∈ N ∪ {+∞} und (Aj)κj=0 eine Folge aus Cp×q. Dann heißt die
für jedes j ∈ Z1,κ−1 gemäß
A
[1]
j :=
j∑
l=0
ZA,lY
]
A,j−l
definierte Folge (A[1]j )
κ−1
j=0 die rechte Schur-Potapov-Transformierte von (Aj)
κ
j=0.
Bezeichnung 4.6. Seien κ ∈ N0 ∪ {+∞} und (Aj)κj=0 eine Folge aus Cp×q. Für jedes
k ∈ Z0,κ seien dann
P
[1]
k := P
〈A[1]〉
k und Q
[1]
k := Q
〈A[1]〉
k .
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Lemma 4.7. Seien n ∈ N und (Aj)nj=0 ∈ Sp×q,n. Dann gehört (A[1]j )n−1j=0 zu Sp×q,n−1 und
es gilt
rank(Qn)− q ≤ rank
(
Q
[1]
n−1
)
≤ (Qn)− q + (n+ 1)(q − rank(Q0)).
Einen Beweis von Lemma 4.7 findet man z.B. in [Boc14, Korollar 6.35, Seite 58/59].
Definition 4.8. Seien κ ∈ N0∪{+∞} und (Aj)κj=0 ∈ Sp×q,κ. Dann sei die Folge (A[0]j )κj=0
gemäß
A
[0]
j := Aj
für jedes j ∈ Z0,κ definiert. Weiterhin sei im Fall κ ≥ 1 für alle k ∈ Z1,κ unter Beachtung
von Lemma 4.7 die Folge (A[k]j )
κ−k
j=0 rekursiv gemäß
A
[k]
j := B
[1]
j
für j ∈ Z0,κ−(k−1) definiert, wobei die Folge (Bj)κ−(k−1)j=0 durch
Bj := A
[k−1]
j
für j ∈ Z0,κ−(k−1) gegeben ist. Für jedes k ∈ Z1,κ heißt (A[k]j )κ−kj=0 die k−te rechte
Schur-Potapov-Transformierte von (Aj)κj=0.
Bemerkung 4.9. Offensichtlich ist Definition 4.8 eine mit Definition 4.5 verträgliche
Erweiterung von dieser.
Das folgende Resultat zeigt nun, dass die vorgestellte Schur-Transformation eine (beliebige)
p× q−Schur-Folge in eine Schur-Folge überführt.
Satz 4.10. Seien κ ∈ N0 ∪ {+∞} und (Aj)κj=0 ∈ Sp×q,κ. Für jedes k ∈ Z0,κ gilt dann
(A
[k]
j )
κ−k
j=0 ∈ Sp×q,κ−k.
Einen Beweis von Satz 4.10 findet man z.B. in [Boc14, Satz 12.3, Seite 121/122].
Bemerkung 4.11. Seien κ ∈ N0 ∪ {+∞} und (Aj)κj=0 ∈ Sp×q,κ. Wegen Satz 4.10 und
Lemma 3.6 gilt für alle k ∈ Z0,κ dann A[k]0 ∈ Kp×q.
Wir geben nun ein Beispiel aus [Mä15] an.
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Beispiel. Seien A0 :=
[
0 1
0 0
]
und A1 :=
[
0 0
1 0
]
. Dann gelten
P0 = I2 −A0A∗0 = I2 −
[
0 1
0 0
] [
0 0
1 0
]
=
[
1 0
0 1
]
−
[
1 0
0 0
]
=
[
0 0
0 1
]
, (4.1)
Q0 = I2 −A∗0A0 = I2 −
[
0 0
1 0
] [
0 1
0 0
]
=
[
1 0
0 1
]
−
[
0 0
0 1
]
=
[
1 0
0 0
]
, (4.2)
P1 = I4 − S1S∗1 = I4 −

0 1 0 0
0 0 0 0
0 0 0 1
1 0 0 0


0 0 0 1
1 0 0 0
0 0 0 0
0 0 1 0

=

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
−

1 0 0 0
0 0 0 0
0 0 1 0
0 0 0 1
 =

0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0
 (4.3)
und
Q1 = I4 − S∗1S1 = I4 −

0 0 0 1
1 0 0 0
0 0 0 0
0 0 1 0


0 1 0 0
0 0 0 0
0 0 0 1
1 0 0 0

=

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
−

1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 1
 =

0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 0
 . (4.4)
Aus (4.1) und (4.2) folgt, dass P0 und Q0 sind aus C2×2= , sowie P1 und Q1 sind aus
C4×4= . Da P0 und Q0 aus C
2×2
= sind, gelten dann
√
P0 = P0 und
√
Q0 = Q0, woraus
die Gültigkeit von
√
P0
†
= P0 sowie
√
Q0
†
= Q0 folgt. Damit gilt nach Lemma A.6
insbesondere (Aj)1j=0 ∈ S2×2,1. Weiterhin gelten
A
[1]
0 = ZA,0Y
]
A,0 =
√
P0
†
A1
√
Q0
†
= P0A1Q0 = A1 =
[
0 0
1 0
]
und damit
P
[1]
0 = I2 −A[1]0 (A[1]0 )∗ = I2 −
[
0 0
1 0
] [
0 1
0 0
]
=
[
1 0
0 1
]
−
[
0 0
0 1
]
=
[
1 0
0 0
]
sowie
Q
[1]
0 = I2 − (A[1]0 )∗A[1]0 = I2 −
[
0 1
0 0
] [
0 0
1 0
]
=
[
1 0
0 1
]
−
[
1 0
0 0
]
=
[
0 0
0 1
]
.
Insbesondere gelten
R(P0) " R(P [1]0 ), R(P [1]0 ) " R(P0)
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und
N (Q0) " N (Q[1]0 ), N (Q[1]0 ) " N (Q0).
Bezeichnung 4.12. Sei F ∈ [H(D)]p×q. Für alle j ∈ N0 bezeichne
C
{F}
j :=
1
j!
F (j)(0),
wobei f (j) die j−te Ableitung von F sei. Für jedes n ∈ N0 sei des Weiteren
S{F}n := S
〈C{F}〉
n .
Für jedes m ∈ N0 bezeichne εm : D→ C die gemäß
εm(z) := z
m (4.5)
definierte Funktion. Für jedes m ∈ N0 ist εm offensichtlich von der Nullfunktion D
verschieden.
Definition 4.13. Sei S ∈ Sp×q(D). Unter Beachtung von A0 := S(0) und Bezeichnung
4.12 wird
S[1] : =
1
ε1
[√
P0
†
(S −A0)
] [√
Q0
†
(Iq −A∗0S)
]†
, (4.6)
die erste Schur-Transformierte von S genannt.
Satz 4.14. Seien κ ∈ N ∪ {+∞} und (Aj)κj=0 ∈ Sp×q,κ sowie S ∈ Sp×q
[
D; (Aj)κj=0
]
.
Dann gilt
S[1] ∈ Sp×q〈D; (A[1]j )κ−1j=0 〉.
Einen Beweis von Satz 4.14 findet man z.B. in [Boc14, Theorem 11.5, Seite 116/117].
Satz 4.15. Seien S ∈ Sp×q(D) und
Aj := C
{S}
j (4.7)
für alle j ∈ N0. Dann gilt A0 = S(0) und es gehört die gemäß (4.6) definierte Matrix-
funktion S[1] zu Sp×q(D) und es ist
C
{S[1]}
j = A
[1]
j (4.8)
für alle j ∈ N0 erfüllt.
Einen Beweis von Satz 4.15 findet man z.B. in [Boc14, Satz 11.4, S. 114-116].
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Bezeichnung 4.16. Seien U ein Unterraum von Cp und V ein Unterraum von Cq. Dann
bezeichne Sp×q〈D;U, V 〉 die Menge aller S ∈ Sp×q(D), die für jedes z ∈ D den Bedingungen
R[S(z)] j U und V j N [S(z)] genügen.
Bemerkung 4.17. Seien E ∈ Kp×q und
S ∈ Sp×q〈D;R(P[E]),N (Q[E])〉. (4.9)
Unter Beachtung von Bezeichnung 4.16 sowie der Lemmata A.8 und A.9 gelten dann
P[E]P
†
[E]S = S und SQ
†
[E]Q[E] = S.
Lemma 4.18. Sei S ∈ Sp×q(D) und bezeichne A0 := S(0). Dann gilt
S[1] ∈ Sp×q[D;R(P0),N (Q0)]. (4.10)
Einen Beweis von Lemma 4.18 findet man z.B. in [Boc14, Lemma 11.8, S. 117-120].
Definition 4.19. Sei S ∈ Sp×q(D). Dann bezeichne
S[0] := S.
Weiterhin sei für alle k ∈ N unter Beachtung von Definition 4.13 und Satz 4.14 die
Funktion S[k] rekursiv durch
S[k] := F [1]
definiert, wobei
F := S[k−1]
bezeichne. Für jedes k ∈ N0 heißt dann S[k] die k−te Schur-Transformierte von S.
Bemerkung 4.20. Offensichtlich ist Definition 4.19 eine mit Definition 4.13 verträgliche
Erweiterung von dieser.
Theorem 4.21. Seien κ ∈ N0∪{+∞} und (Aj)κj=0 ∈ Sp×q,κ sowie S ∈ Sp×q[D; (Aj)κj=0].
Für alle k ∈ Z0,κ gilt dann
S[k] ∈ Sp×q
[
D; (A[k]j )
κ−k
j=0
]
. (4.11)
Einen Beweis von Theorem 4.21 findet man z.B. in [Boc14, Theorem 12.6, Seite 122].
Das folgende Beispiel aus [Mä15] zeigt, dass die Schur-Transformation im Sinne einer
Abbildung von Sp×q[D; (Aj)κj=0] nach Sp×q[D; (A[1]j )κ−1j=0 ] im allgemeinen nicht surjektiv ist.
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Beispiel. Seien A0 := 1 und A1 := 0. Dann gelten
P0 = 1−A0A∗0 = 1− 1 = 0 = 0, (4.12)
Q0 = 1−A∗0A0 = 1− 1 = 0 = 0, (4.13)
P1 = I2 − S1S∗1 = I2 −
[
1 0
0 1
] [
1 0
0 1
]
=
[
1 0
0 1
]
−
[
1 0
0 1
]
= 02×2 = 0 (4.14)
und
Q1 = I2 − S∗1S1 = I2 −
[
1 0
0 1
] [
1 0
0 1
]
=
[
1 0
0 1
]
−
[
1 0
0 1
]
= 02×2 = 0. (4.15)
Aus (4.12) und (4.13) folgt die Gültigkeit von
√
P0
†
= 0 sowie
√
Q0
†
= 0. Damit gilt nach
Lemma A.6 insbesondere, dass (Aj)1j=0 ∈ S1×1,1. Weiterhin ist
A
[1]
0 = ZA,0Y
]
A,0 =
√
P0
†
A1
√
Q0
†
= 0.
Für alle k ∈ N gehört dann Gk : D→ C gemäß
Gk(z) := z
k
zu S1×1
[
D; (A[1]j )0j=0
]
und erfüllt
G
[−1,A0]
k (z) =
(
A0 + z
√
P0
†
Gk(z)
√
Q0
)(
1 + zA∗0
√
P0
†
Gk(z)
√
Q0
)†
= A0 = 1
für alle z ∈ D. Insbesondere ist die Abbildung ϕ : S1×1
[
D; (A[1]j )0j=0
]
→ S1×1
[
D; (Aj)1j=0
]
gemäß
ϕ(G) := G[−1,A0]
nicht injektiv. Für alle F ∈ S1×1
[
D; (Aj)1j=0
]
gilt
F [1](z) =
1
z
[√
P0
†
(F (z)−A0)
] [√
Q0
†
(1−A∗0F (z))
]†
= 0
für alle z ∈ D \ {0} und damit F [1] 6= Gk f¨r alle k ∈ N. Insbesondere ist die Abbildung
ψ : S1×1
[
D; (Aj)1j=0
]
→ S1×1
[
D; (A[1]j )0j=0
]
gemäß ψ(F ) := F [1] nicht surjektiv.
Bezeichnung 4.22. Seien κ ∈ N0 ∪ {+∞} und (Aj)κj=0 ∈ Sp×q,κ sowie k ∈ Z0,κ. Für
alle n ∈ Z0,κ−k bezeichnen in Hinblick auf die Definition von S〈A〉n und Definition 2.6 dann
S[k]n := S
〈A[k]〉
n
sowie
P [k]n := P
〈A[k]〉
n und Q
[k]
n := Q
〈A[k]〉
n .
20
Satz 4.23. Seien n ∈ N0 und (Aj)nj=0 ∈ Sp×q,n sowie S ∈ Sp×q
[
D; (Aj)nj=0
]
. Dann gilt
S[n+1] ∈ Sp×q
〈
D;R
(
P
[n]
0
)
,N
(
Q
[n]
0
)〉
. (4.16)
Einen Beweis von Satz 4.23 findet man z.B. in [Boc14, Satz 12.8, Seite 123].
Bezeichnung 4.24. Für jedes E ∈ Kp×q bezeichne
W[E] :=
( √
P[E]
† −√P[E]†E
−ε1
√
Q[E]
†
E∗ ε1
[√
Q[E]
†
+ (I −Q†[E]Q[E])
]) . (4.17)
Die erste Schur-Transformierte einer matriziellen Schur-Funktion lässt sich als gebrochen-
lineare Transformierte des Ausgangsfunktion darstellen. Hierbei verwenden wir die im
Anhang C erläuterten Bezeichnungen.
Satz 4.25. Sei S ∈ Sp×q(D). Dann gehört A0 := S(0) zu Kp×q und für jedes z ∈ D \ {0}
gelten
S(z) ∈ D−z√Q0†A∗0,z[√Q0†+Iq−Q†0Q0]
und
S[1](z) = T
(p,q)
W[A0](z)
(S(z)).
Einen Beweis von Satz 4.25 findet man z.B. in [Boc14, Satz 12.10, S. 123/124].
Bezeichnung 4.26. Seien κ ∈ N0 ∪ {+∞} und (Aj)κj=0 ∈ Sp×q,κ. Unter Beachtung von
Bemerkung 4.11 und Bezeichnung 4.24 bezeichne für alle k ∈ Z0,κ dann
W
〈A〉
k :=W[A[k]0 ]W[A[k−1]0 ] · ... · W[A[0]0 ],
wobei wir auch kurz Wk für W
〈A〉
k schreiben sowie für die Blockdarstellung
W
〈A〉
k =
(
W
〈A〉
k,11 W
〈A〉
k,12
W
〈A〉
k,21 W
〈A〉
k,22
)
von W〈A〉k mit p× p−Block W〈A〉k,11 auch kurz
Wk =
(
Wk,11 Wk,12
Wk,21 Wk,22
)
schreiben, wobei Wk,11 ein p× p−Block ist.
Wir stellen nun die (k+1)−Schur-Transformierte als eine gebrochen-lineare Transformierte
einer matriziellen Schur-Funktion dar.
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Theorem 4.27. Seien κ ∈ N0∪{+∞} und (Aj)κj=0 ∈ Sp×q,κ sowie S ∈ Sp×q[D; (Aj)κj=0].
Für jedes k ∈ Z0,κ und jedes z ∈ D \ {0} gelten dann
S(z) ∈ DWk,21(z),Wk,22(z)
und
S[k+1](z) = T
(p,q)
Wk(z)
(S(z)).
Einen Beweis von Theorem 4.27 findet man z.B. in [Boc14, Theorem 12.14, Seite 126].
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5. Der inverse Schur-Algorithmus
In diesem Abschnitt, der eine ausführliche Version der entsprechenden Passagen aus [Mä15]
darstellt, wollen wir einen inversen Schur-Algorithmus vorstellen, der zusammen mit dem in
Theorem 4.27 vorgestellten Resultat, welches eine Darstellung der Schur-Transformierten
beinhaltet, eine gewisse Parametrisierung der Lösungsmenge der matriziellen Schur-
Problems (im Falle der Lösbarkeit) liefert.
Bezeichnung 5.1. Seien κ ∈ N ∪ {+∞}, E ∈ Kp×q und (Bj)κ−1j=0 eine Folge aus Cp×q.
(a) Für jedes j ∈ Z0,κ bezeichne
RE,B,j :=
{
E, falls j = 0√
P[E]
†
Bj−1
√
Q[E], falls j ∈ Z1,κ
.
(b) Für jedes j ∈ Z0,κ bezeichne
TE,B,j :=
{
Iq, falls j = 0
E∗
√
P[E]
†
Bj−1
√
Q[E], falls j ∈ Z1,κ
.
Bemerkung 5.2. Sei κ ∈ N0∪{+∞} und (TE,B,j)κj=0 die durch Bezeichnung 5.1 gegebene
Folge komplexer p× q-Matrizen. Dann erfüllt die zu (TE,B,j)κj=0 gehörige reziproke Folge
(T ]E,B,k)
κ
k=0 die Beziehung
T ]E,B,k =
{
T †E,B,0 , falls k = 0
−T †E,B,0
∑k−1
l=0 TE,B,k−lT
]
E,B,l , falls k ∈ Z1,κ
.
Definition 5.3. Seien κ ∈ N∪{+∞}, E ∈ Kp×q und (Bj)κ−1j=0 eine Folge aus Cp×q. Dann
heißt für jedes j ∈ Z0,κ gemäß
B
[−1,E]
j :=
j∑
l=0
RE,B,lT
]
E,B,j−l
gebildete Folge (B[−1,E]j )
κ
j=0 die zu E gehörige rechte inverse Schur-Potapov-Transformierte
von (Bj)κj=0.
Bezeichnung 5.4. Seien E ∈ Kp×q und F : D → Cp×q eine matrixwertige Funktion.
Dann bezeichne
F [−1,E] :=
(
E + ε1
√
P[E]
†
F
√
Q[E]
)(
Iq + ε1E
∗
√
P[E]
†
F
√
Q[E]
)†
.
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Lemma 5.5. Seien E ∈ Kp×q sowie S ∈ Sp×q(D). Für jedes j ∈ N0 bezeichne
Bj := C
{S}
j . (5.1)
Für
Ψ := Iq + ε1E
∗
√
P[E]
†
S
√
Q[E] (5.2)
gelten dann Ψ ∈ [H(D)]p×q sowie für jedes j ∈ N0 auch C{Ψ}j = TE,B,j. Des Weiteren gilt
detΨ(z) 6= 0 für jedes z ∈ D.
Beweis. Wir geben eine ausführliche Variante des in [Mä15] angegebenen Beweises an.
Da ε1 ∈ H(D) gilt und S nach Voraussetzung zur Klasse Sp×q(D) und damit insbesondere
zu [H(D)]p×q gehört, zeigt (5.2) die Gültigkeit von Ψ ∈ [H(D)]q×q und
Ψ(z) = Iq + ε1(z)E
∗
√
P[E]
†
S(z)
√
Q[E]
= Iq + zE
∗
√
P[E]
†
 ∞∑
j=0
C
{S}
j z
j
√Q[E]
= Iq +
∞∑
j=0
E∗
√
P[E]
†
C
{S}
j
√
Q[E]z
j+1
für jedes z ∈ D, woraus wir C{Ψ}0 = Iq und
C
{Ψ}
k = E
∗
√
P[E]
†
C
{S}
k−1
√
Q[E]
für jedes k ∈ N erhalten, sodass mit (5.1) Bezeichnung 5.1(b) dann C{Ψ}0 = TE,B,0 und für
jedes k ∈ N auch C{Ψ}k = TE,B,k folgen. Zum Nachweis dessen, dass die Funktion detΨ in
D nicht verschwindet, betrachten wir ein beliebiges z ∈ D. Wir zeigen
N [Ψ(z)] j {0q×1}. (5.3)
Sei υ ∈ N [Ψ(z)]. Wegen (5.2) ergibt sich dann
0q×1 = Ψ(z)υ =
[
Iq + zE
∗
√
P[E]
†
S(z)
√
Q[E]
]
υ
= υ + zE∗
√
P[E]
†
S(z)
√
Q[E]υ,
woraus
υ = −zE∗
√
P[E]
†
S(z)
√
Q[E]υ, (5.4)
insbesondere √
Q[E]υ = −z
√
Q[E]E
∗
√
P[E]
†
S(z)
√
Q[E]υ
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und damit
‖
√
Q[E]υ‖E = ‖−z
√
Q[E]E
∗
√
P[E]
†
S(z)
√
Q[E]υ‖E
≤ ‖−z
√
Q[E]E
∗
√
P[E]
†
S(z)‖S ·‖
√
Q[E]υ‖E
(5.5)
folgen. Unter Beachtung von E ∈ Kp×q und Bemerkung A.12 gilt
‖
√
P[E]
√
P[E]
†
‖ ≤ 1. (5.6)
Berücksichtigen wir Lemma A.6 und (5.6) sowie die Voraussetzung S ∈ Sp×q(D), so ergibt
sich unter Beachtung von [Pl11, Lemma 14, Seite 12] dann
‖−z
√
Q[E]E
∗
√
P[E]
†
S(z)‖ = |z| · ‖
√
Q[E]E
∗
√
P[E]
†
S(z)‖
= |z| · ‖E∗
√
P[E]
√
P[E]
†
S(z)‖
≤ |z| · ‖E∗‖ · ‖
√
P[E]
√
P[E]
†
‖ · ‖S(z)‖
≤ |z| · 1 · 1 · 1 = |z| < 1.
(5.7)
Wäre ‖√Q[E]υ‖E 6= 0, so liefert (5.5) die Ungleichung
1 ≤ ‖−z
√
Q[E]E
∗
√
P[E]
†
S(z)‖
im Widerspruch zu (5.7). Folglich gilt ‖√Q[E]υ‖ = 0, d.h. √Q[E]υ = 0q×1. Wegen (5.4)
impliziert dies
υ = −zE∗
√
P[E]
†
S(z)0q×1 = 0q×1.
Somit gilt (5.3), woraus detΨ(z) 6= 0 folgt.
Lemma 5.6. Seien E ∈ Kp×q und S ∈ Sp×q(D). Bezeichne Bj := C{S}j für alle j ∈ N0
und sei Ψ durch (5.2) gegeben. Dann gelten Ψ † ∈ [H(D)]q×q und C{Ψ†}j = T ]E,B,j für alle
j ∈ N0.
Beweis. Der Vollständigkeit halber geben wir den in [Mä15] dargestellten Beweis an. Nach
Lemma 5.5 gelten
Ψ ∈ [H(D)]q×q (5.8)
und
C
{Ψ}
j = TE,B,j (5.9)
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für alle j ∈ N0. Wegen Lemma 5.5 ist des Weiteren
detΨ(z) 6= 0 für jedes z ∈ D (5.10)
erfüllt, woraus wir R[Ψ(z)] = Cq = R[Ψ(0)] und N [Ψ(z)] = {0q×1} = N [Ψ(0)] für jedes
z ∈ D erhalten. Somit zeigt [Boc14, Lemma 10.11, S. 111] zusammen mit (5.8), dass
Ψ † ∈ [H(D)]q×q und C{Ψ†}j = (C{Ψ
†}
j )
] für alle j ∈ N0 gültig sind, woraus mit (5.9) dann
C
{Ψ†}
j = T
]
E,B,j für alle j ∈ N0 folgt.
Satz 5.7. Seien E ∈ Kp×q und S ∈ Sp×q(D). Bezeichne Bj := C{S}j für alle j ∈ N0.
Dann gelten S[−1,E] ∈ Sp×q(D) und für jedes j ∈ N des Weiteren C{S
[−1,E]}
j = B
[−1,E]
j .
Beweis. Wir geben eine ausführliche Version des in [Mä15] dargestellten Beweises an.
Seien die auf D definierten Matrixfunktion Φ und Ψ durch
Φ := E + ε1
√
P[E]
†
S
√
Q[E] (5.11)
und (5.2) gegeben. Da S nach Voraussetzung zu Sp×q(D) und folglich zu [H(D)]p×q gehört,
gilt
Φ ∈ [H(D)]p×q. (5.12)
Unter Berücksichtigung von (5.11) und (5.12) ergibt sich für jedes z ∈ D dann
Φ(z) = E + ε1(z)
√
P[E]
†
S(z)
√
Q[E]
= E + z
√
P[E]
†
 ∞∑
j=0
C
{S}
j z
j
√Q[E]
= E +
∞∑
j=0
√
P[E]
†
C
{S}
j
√
Q[E]z
j+1
= E +
∞∑
j=0
√
P[E]
†
Bj
√
Q[E]z
j+1,
woraus wir
C
{Φ}
j =
E , falls j = 0√P[E]†Bj−1√Q[E] , falls j ∈ N (5.13)
erhalten. Aus Bezeichnung 5.1 und (5.13) folgt
C
{Φ}
j = RE,B,j für alle j ∈ N0. (5.14)
Wegen 5.6 gelten
Ψ † ∈ [H(D)]q×q (5.15)
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und
C
{Ψ†}
j = T
]
E,B,j für alle j ∈ N0. (5.16)
In Hinblick auf (5.11),(5.2) und Bezeichnung 5.4 gilt
S[−1,E] = ΦΨ †. (5.17)
Mit Hilfe von (5.12),(5.15) und (5.17) können wir
S[−1,E] ∈ [H(D)]p×q (5.18)
folgern, und unter Beachtung von (5.17), (5.14) und (5.16) ergibt sich
C
{S[−1,E]}
j =
j∑
l=0
RE,B,lT
]
E,B,j−l für alle j ∈ N0. (5.19)
Berücksichtigen wir (5.19) und Definition 5.3, so ergibt sich
C
{S[−1,E]}
j = B
[−1,E]
j für alle j ∈ N0.
Wir betrachten nun ein beliebiges z ∈ D. Da nach Voraussetzung S zu Sp×q(D) gehört,
gilt
‖zS(z)‖ ≤ |z| · ‖S(z)‖ ≤ 1 · 1 = 1 (5.20)
und nach Lemma A.6 somit
Iq − [zS(z)]∗[zS(z)] ≥ 0q×q. (5.21)
Offensichtlich gelten nach Lemma A.11 zunächst
Iq − P[E]P †[E] ∈ Cq×q= (5.22)
sowie unter Berücksichtigung von Lemma A.2 auch
(
√
P[E]
†
)∗ = (
√
P[E]
∗
)† =
√
P[E]
†
(5.23)
und
(
√
Q[E]
†
)∗ = (
√
Q[E]
∗
)† =
√
Q[E]
†
, (5.24)
wohingegen Lemma A.5 die Gültigkeit der Gleichung√
P[E]
†
P †[E]
√
P[E]
†
= P[E]P
†
[E]
zeigt. Beachten wir (5.2),(5.11),(5.23) und (5.24) sowie Bezeichnung 4.1 und Lemma A.5,
so erhalten wir
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Ψ∗(z)Ψ(z)− Φ∗(z)Φ(z)
= (Iq + zE
∗
√
P[E]
†
S(z)
√
Q[E])
∗(Iq + zE∗
√
P[E]
†
S(z)
√
Q[E])
− (E + z
√
P[E]
†
S(z)
√
Q[E])
∗(E + z
√
P[E]
†
S(z)
√
Q[E])
=
[
Iq + z
√
Q[E]S
∗(z)
√
P[E]
†
E
] [
Iq + zE
∗
√
P[E]
†
S(z)
√
Q[E]
]
−
[
E∗ + z
√
Q[E]S
∗(z)
√
P[E]
†] [
E + z
√
P[E]
†
S(z)
√
Q[E]
]
=
[
Iq + zE
∗
√
P[E]
†
S(z)
√
Q[E] + z
√
Q[E]S
∗(z)
√
P[E]
†
E
+|z|2
√
Q[E]S
∗(z)
√
P[E]
†
EE∗
√
P[E]
†
S(z)
√
Q[E]
]
−
[
E∗E + zE∗
√
P[E]
†
S(z)
√
Q[E] + z
√
Q[E]S
∗(z)
√
P[E]
†
E
+|z|2
√
Q[E]S
∗(z)
√
P[E]
†√
P[E]
†
S(z)
√
Q[E]
]
= Iq − E∗E − |z|2
√
Q[E]S
∗(z)
√
P[E]
†
(Iq − EE∗)
√
P[E]
†
S(z)
√
Q[E]
= Q[E] − |z|2
√
Q[E]S
∗(z)
√
P[E]
†
P[E]
√
P[E]
†
S(z)
√
Q[E]
=
√
Q[E](Iq − |z|2S∗(z)P[E]P †[E]S(z)
√
Q[E]
=
√
Q[E](Iq − |z|2S∗(z)S(z) + |z|2S∗(z)(Iq − P[E]P †[E])S(z))
√
Q[E]
=
√
Q[E]
∗
(Iq − [zS(z)]∗ [zS(z)] + [zS(z)]∗ (Iq − P[E]P †[E]) [zS(z)])
√
Q[E]. (5.25)
Lemma 5.5 zeigt die Gültigkeit von
detΨ(z) 6= 0. (5.26)
Unter Berücksichtigung von (5.17),(5.26) und (5.25) ergibt sich
Iq − (S[−1,E](z))∗S[−1,E](z) = Iq − ([Ψ(z)]†)∗[Φ(z)]∗[Φ(z)][Ψ(z)]+
= [Ψ(z)]−∗[Ψ(z)]∗[Ψ(z)][Ψ(z)]−1 − [Ψ(z)]−∗[Φ(z)]∗[Φ(z)][Ψ(z)]−1
= [Ψ(z)]−∗([Ψ(z)]∗Ψ(z)− [Φ(z)]∗[Φ(z)])[Ψ(z)]−1
= [Ψ(z)]−∗
√
Q[E]
∗
(Iq − [zS(z)]∗[zS(z)]
+ [zS(z)]∗(Iq − P[E]P †[E])[zS(z)])
√
Q[E][Ψ(z)]
−1. (5.27)
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Beachten wir (5.21) und (5.22), so erkennen wir, dass
Iq − [zS(z)]∗[zS(z)] + [zS(z)]∗(Iq − P[E]P †[E])[zS(z)]
als Summe zweier nichtnegativ hermitischer Matrizen auch nichtnegativ hermitesch ist,
sodass mit
[Ψ(z)]−∗
√
Q[E]
∗
=
(√
Q[E][Ψ(z)]
−1
)∗
ersichtlich ist, dass die Matrix aud der rechten Seite von (5.27) zu Cq×q= gehört. Demzufolge
ist auch die Matrix auf der linken Seite von (5.27) nichtnegativ hermitesch. Zusammen
mit (5.18) ergibt sich so die Gültigkeit von S[−1,E] ∈ Sp×q(D).
Satz 5.8. Seien κ ∈ N ∪ {∞} und (Aj)κj=0 ∈ Sp×q,κ sowie S ∈ Sp×q[D; (A[1]j )κ−1j=0 ]. Dann
gelten A0 ∈ Kp×q und S[−1,A0] ∈ Sp×q[D; (Aj)κj=0].
Beweis. Wir geben den in [Mä15] dargestellten Beweis an. Bezeichne
Bj := C
{S}
j für alle j ∈ N0. (5.28)
Da S ∈ Sp×q[D; (A[1]j )κ−1j=0 ] vorausgesetzt ist, gelten
S ∈ Sp×q(D) (5.29)
und
C
{S}
j = A
[1]
j für alle j ∈ Z0,κ−1. (5.30)
Aufgrund der Voraussetzung (Aj)κj=0 ∈ Sp×q,κ gilt insbesondere
A0 ∈ Kp×q. (5.31)
Beachten wir (5.28), (5.29) und (5.31), so zeigt Satz 5.7, dass
S[−1,A0] ∈ Sp×q(D) (5.32)
und
C
{S[−1,A0]}
j = B
[−1,A0]
j für alle j ∈ N0 (5.33)
richtig sind. Nun folgt aus (5.28) und (5.30), dass
Bj = A
[1]
j für alle j ∈ Z0,κ−1 (5.34)
erfüllt ist. Da (Aj)κj=0 ∈ Sp×q,κ vorausgesetzt ist, erkennen wir aus [Boc14, Satz 6.56, s.89]
und (5.34), dass B[−1,A0]j = Aj für alle j ∈ Z0,κ−1 gilt, was mit (5.33) die Gültigkeit von
C
{S[−1,A0]}
j = Aj für alle j ∈ Z0,κ−1 liefert. Mit (5.32) folgt S[−1,A0] ∈ Sp×q[D; (Aj)κj=0].
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Lemma 5.9. Seien A0 ∈ Kp×q und S ∈ Sp×q(D). Dann gilt S[−1,A0] ∈ Sp×q[D; (Aj)0j=0].
Beweis. Der Vollständigkeit halber geben wir den Beweis aus [Mä15] an. Bezeichne
Bj := C
{S}
j für alle j ∈ N0. Dann gelten nach Satz 5.7 die Beziehungen
S[−1,A0] ∈ Sp×q(D) (5.35)
sowie
C
{S[−1,A0]}
j = B
[−1,A0]
j für alle j ∈ N0. (5.36)
Nach der Voraussetzung A0 ∈ Kp×q und [Boc14, Lemma 6.52(a), S. 76] ergibt sich
B
[−1,A0]
0 = A0 und unter Berücksichtigung von (5.36) somit
C
{S[−1,A0]}
0 = A0. (5.37)
Wegen (5.35) und (5.37) erhalten wir S[−1,A0] ∈ Sp×q[D; (Aj)0j=0].
Satz 5.10. Seien E ∈ Kp×q und (4.9). Für jedes z ∈ D gelten dann
det
[√
Q[E]
†
+ Iq −Q†[E]Q[E] + zE∗
√
P[E]
†
S(z)
]
6= 0 (5.38)
und
S[−1,E](z) =
(
E
[√
Q[E]
†
+ Iq −Q†[E]Q[E]
]
+ z
√
P[E]
†
S(z)
)
·
[√
Q[E]
†
+ Iq −Q†[E]Q[E] + zE∗
√
P[E]
†
S(z)
]−1
.
Beweis. Wir stellen eine ausführliche Version des in [Mä15] angegebenen Beweises wieder.
Sei z ∈ D. Da E ∈ Kp×q vorausgesetzt ist, zeigt Lemma A.6 die Gültigkeit vonQ[E] ∈ Cq×q= ,
woraus Q[E] ∈ Cq×qH und nach Lemma A.3 dann Q†[E]Q[E] = Q[E]Q†[E] folgt. Wegen z ∈ D
und (4.9) gelten
R(S(z)) ⊆ R(P[E]), (5.39)
N (Q[E]) ⊆ N (S(z)) (5.40)
und
S ∈ Sp×q(D). (5.41)
Die Teilmengenbeziehung (5.40) impliziert mit Lemma A.10 die Gleichung
S(z)Q†[E]Q[E] = S(z). (5.42)
Wegen z ∈ D, E ∈ Kp×q und (5.41), ergibt sich nach Lemma 5.5 und (5.2) die Ungleichung
det(Iq + zE
∗
√
P[E]
†
S(z)
√
Q[E]) 6= 0. (5.43)
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Berücksichtigen wir die Voraussetzung E ∈ Kp×q und (5.43), so erkennen wir mit Hilfe
von Bezeichnung 5.4 die Gültigkeit von
S[−1,E](z) = [E + z
√
P[E]
†
S(z)
√
Q[E] ][Iq + zE
∗
√
P[E]
†
S(z)
√
Q[E]]
−1. (5.44)
Offensichtlich gilt
N (
√
Q[E]
†√
Q[E] + zE
∗
√
P[E]
†
S(z)
√
Q[E])
= N ([
√
Q[E]
†
+ zE∗
√
P[E]
†
S(z)]
√
Q[E]) ⊇ N (
√
Q[E]).
(5.45)
Da E ∈ Kp×q vorausgesetzt ist, liefert Lemma A.6, dass√
Q[E]
†√
Q[E]E
∗
√
P[E]
†
=
√
Q[E]
†√
Q[E]
√
Q[E]
†
E∗
=
√
Q[E]
†
E∗ = E∗
√
P[E]
† (5.46)
erfüllt ist. Berücksichtigen wir nun (5.46), (5.43) sowie die Lemmata A.17 und A.20, so
folgt
R(
√
Q[E]
†√
Q[E] + zE
∗
√
P[E]
†
S(z)
√
Q[E])
= R(
√
Q[E]
†√
Q[E] + z
√
Q[E]
†√
Q[E]E
∗
√
P[E]
†
S(z)
√
Q[E])
= R(
√
Q[E]
†√
Q[E](Iq + zE
∗
√
P[E]
†
S(z)
√
Q[E]))
= R(
√
Q[E]
†√
Q[E]) = R(
√
Q[E]). (5.47)
Die Beziehung (5.47) impliziert
rank(
√
Q[E]
†√
Q[E] + zE
∗
√
P[E]
†
S(z)
√
Q[E]) = rank
√
Q[E]. (5.48)
Wegen (5.47) und Lemma A.8 gilt
R(
√
Q[E]
†√
Q[E] + zE
∗
√
P[E]
†
S(z)
√
Q[E]) = R(
√
Q[E])
= N (
√
Q[E]
∗
)⊥ = N (
√
Q[E])
⊥.
(5.49)
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Beachten wir Lemma A.8 und Lemma A.2, so ergibt sich
R((
√
Q[E]
†√
Q[E] + zE
∗
√
P[E]
†
S(z)
√
Q[E])
∗)
= N (
√
Q[E]
†√
Q[E] + zE
∗
√
P[E]
†
S(z)
√
Q[E])
⊥
= N (
[√
Q[E]
†
+ z
√
P[E]
†
S(z)
]√
Q[E])
⊥ j N (
√
Q[E])
⊥
= R(
√
Q[E]
∗
) = R(
√
Q[E]
†
). (5.50)
Mit Hilfe von (5.48) und Lemma A.2 erhalten wir
dimR
[
(
√
Q[E]
†√
Q[E] + zE
∗
√
P[E]
†
S(z)
√
Q[E])
∗
]
= rank
[
(
√
Q[E]
†√
Q[E] + zE
∗
√
P[E]
†
S(z)
√
Q[E])
∗
]
= rank(
√
Q[E]
†√
Q[E] + zE
∗
√
P[E]
†
S(z)
√
Q[E])
= rank
√
Q[E] = rank(
√
Q[E]
†
) = dimR(
√
Q[E]
†
) < +∞. (5.51)
Aus (5.50), (5.51) und einem bekannten Resultat der Linearen Algebra folgt
R((
√
Q[E]
†√
Q[E] + zE
∗
√
P[E]
†
S(z)
√
Q[E])
∗) = R(
√
Q[E]
†
). (5.52)
Berücksichtigen wir Lemma A.2, so ergibt sich
R(
√
Q[E]
†
) = R(
√
Q[E]
∗
). (5.53)
Aus S ∈ Sp×q(D) erkennen wir die Gültigkeit von
ε1
√
Q[E]E
∗
√
P[E]
†
S ∈ [H(D)]q×q. (5.54)
Lemma A.5, die Beziehung (5.39) und Lemma A.9 implizieren√
P[E]
√
P[E]
†
S(z) = P[E]P
†
[E]S(z) = S(z). (5.55)
Da E ∈ Kp×q vorausgesetzt ist, zeigen Lemma A.6 und (5.55) sowie [Pl11, Lemma 14,
Seite 12] auch
‖z
√
Q[E]E
∗
√
P[E]
†
S(z)‖ = ‖zE∗
√
P[E]
√
P[E]
†
S(z)‖
= ‖zE∗S(z)‖ ≤ |z| · ‖E∗‖ · ‖S(z)‖.
(5.56)
Wegen (5.56), E ∈ Kp×q, z ∈ D und S ∈ Sp×q(D) gilt
‖zE∗S(z)‖ ≤ |z| · ‖E∗‖ · ‖S(z)‖ ≤ 1 · 1 · 1 = 1. (5.57)
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Die Abschätzung (5.56) liefert zusammen mit (5.54) dann
ε1
√
Q[E]E
∗
√
P[E]
†
S ∈ Sq×q(D). (5.58)
Berücksichtigen wir E ∈ Kp×q und (5.58), so zeigt [Boc14, Satz 7.5(a), S. 90] die Gültigkeit
von
N (Iq + z
√
Q[E]E
∗
√
P[E]
†
S(z))
= N (Iq + 0 ·
√
Q[E]E
∗
√
P[E]
†
S(0)) = N (Iq) = 0q×1,
woraus
det(Iq + z
√
Q[E]E
∗
√
P[E]
†
S(z)) 6= 0 (5.59)
folgt. Von LemmaA.5 wissen wir, dass
N (
√
Q
†
[E]) = N (Q[E]) (5.60)
gilt. Unter Beachtung von (5.60) ergibt sich
N (
√
Q[E]
†
+ zE∗
√
P[E]
†
S(z)) ⊇ N (Q[E]). (5.61)
Mit Hilfe von (5.46), (5.59) sowie Lemma A.17 und Lemma A.3 erhalten wir
R(
√
Q[E]
†
+ zE∗
√
P[E]
†
S(z))
= R
[√
Q[E]
†
+
√
Q[E]
†√
Q[E]E
∗
√
P[E]
†
S(z)
]
= R(
√
Q[E]
†
(Iq + z
√
Q[E]E
∗
√
P[E]
†
S(z)))
= R(
√
Q[E]
†
) = N (Q[E])⊥. (5.62)
Dann folgt aus (5.61), (5.62) und Lemma A.15, dass (5.38) und
[
√
Q[E]
†
+ zE∗
√
P[E]
†
S(z)]†
= [
√
Q[E]
†
+ Iq −Q†[E]Q[E] + zE∗
√
P[E]
†
S(z)]−1 − (Iq −Q†[E]Q[E])
(5.63)
gültig sind. Im Hinblick auf die Voraussetzung E ∈ Kp×q und Lemma A.6 wissen wir,
dass
Iq + zE
∗
√
P[E]S(z)
√
Q[E] = Iq + z
√
Q[E]E
∗S(z)
√
Q[E]
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erfüllt ist, sodass wir aus (5.59) dann
det(Iq + zE
∗
√
P[E]
†
S(z)
√
Q[E]) 6= 0 (5.64)
folgern können. Offensichtlich gilt nach Lemma A.5 die Beziehung√
Q[E]
†√
Q[E] = Q
†
[E]Q[E]. (5.65)
Mit Hilfe von (5.65) und (5.42) sowie Lemma A.10 folgt
S(z)
√
Q[E]
†√
Q[E] = S(z)Q
†
[E]Q[E] = S(z). (5.66)
Unter Berücksichtigung von (5.64)√
Q[E][Iq + zE
∗
√
P[E]
†
S(z)
√
Q[E] ]
−1
=
√
Q[E]
[
Iq + zE
∗
√
P[E]
†
S(z)
√
Q[E]
]−1√
Q[E] +
√
Q[E]
√
Q[E]
†√
Q[E]
=
√
Q[E]
[
Iq + zE
∗
√
P[E]
†
S(z)
√
Q[E]
]−1 −√Q[E](Iq −√Q[E]†√Q[E])
=
√
Q[E]
(
[Iq + zE
∗
√
P[E]
†
S(z)
√
Q[E] ]
−1 − (Iq −
√
Q[E]
†√
Q[E])
)
=
√
Q[E]
([
Iq −
√
Q[E]
†√
Q[E] + (
√
Q[E]
†√
Q[E] + zE
∗
√
P[E]
†
S(z)
√
Q[E])
]−1
−
[
Iq −
√
Q[E]
†√
Q[E]
])
. (5.67)
Wegen (5.67),(5.45), (5.49), Lemma A.15, (5.52) und Lemma A.16 sowie 5.65 ergibt sich√
Q[E][Iq + zE
∗
√
P[E]
†
S(z)
√
Q[E] ]
−1
=
√
Q[E]
([
Iq −
√
Q[E]
†√
Q[E] + (
√
Q[E]
†√
Q[E] + zE
∗
√
P[E]
†
S(z)
√
Q[E])
]−1
−
[
Iq −
√
Q[E]
†√
Q[E]
])
=
√
Q[E][
√
Q[E]
†√
Q[E] + zE
∗
√
P[E]
†
S(z)
√
Q[E] ]
†
=
(
[
√
Q[E]
†√
Q[E] + zE
∗
√
P[E]
†
S(z)
√
Q[E] ]
√
Q[E]
†)†
= [
√
Q[E]
†
+ zE∗
√
P[E]
†
S(z)
√
Q[E]
√
Q[E]
†
]†
= [
√
Q[E]
†
+ zE∗
√
P[E]
†
S(z)Q†[E]Q[E]]
†. (5.68)
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Berücksichtigen wir (5.42), so zeigt (5.68), dass√
Q[E][Iq + zE
∗
√
P[E]
†
S(z)
√
Q[E] ]
−1 = [
√
Q[E]
†
+ zE∗
√
P[E]
†
S(z)]†
erfüllt ist, woraus mit (5.63) und (5.65) dann√
Q[E][Iq + zE
∗
√
P[E]
†
S(z)
√
Q[E] ]
−1
= [
√
Q[E]
†
+ Iq −Q†[E]Q[E] + zE∗
√
P[E]
†
S(z)]−1 − (Iq −Q†[E]Q[E])
= [
√
Q[E]
†
+ Iq −Q†[E]Q[E] + zE∗
√
P[E]
†
S(z)]−1 − (Iq −
√
Q[E]
†√
Q[E]) (5.69)
folgt. Beachten wir 5.64,(5.69) und (5.66), so erkennen wir die Gültigkeit von
S(z)
√
Q[E][Iq + zE
∗
√
P[E]
†
S(z)
√
Q[E] ]
−1
= S(z)
([√
Q[E]
†
+ Iq −Q†[E]Q[E] + zE∗
√
P[E]
†
S(z)
]−1 − [Iq −√Q[E]†√Q[E]])
= S(z)
[√
Q[E]
†
+ Iq −Q†[E]Q[E] + zE∗
√
P[E]
†
S(z)
]−1 − S(z) + S(z)√Q[E]†√Q[E]
= S(z)[
√
Q[E]
†
+ Iq −Q†[E]Q[E] + zE∗
√
P[E]
†
S(z)]−1. (5.70)
Mit Bemerkung 4.2 Lemma A.2 ergibt sich
N (Q[E]) = N (Q∗[E]) = N (
√
Q[E]
†
). (5.71)
Des Weiteren zeigen Lemma A.8, Bemerkung 4.2 und Lemma A.5, dass
N (Q[E])⊥ = R(Q∗[E]) = R(Q[E]) = R(
√
Q[E]
†
) (5.72)
erfüllt ist. Wegen (5.71), (5.72) und Lemma A.15 erhalten wir
det(
√
Q[E]
†
+ Iq −Q†[E]Q[E]) 6= 0. (5.73)
Wir erkennen unter Beachtung von (5.65), dass die Gültigkeit der Gleichungen
S(z)
√
Q[E][
√
Q[E]
†
+ Iq −Q†[E]Q[E]]
= S(z)
√
Q[E]
√
Q[E]
†
+ S(z)
√
Q[E] − S(z)
√
Q[E]Q
†
[E]Q[E]
= S(z)
√
Q[E]
√
Q[E]
†
+ S(z)
√
Q[E] − S(z)
√
Q[E]
√
Q[E]
†√
Q[E]
= S(z)
√
Q[E]
√
Q[E]
†
(5.74)
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erfüllt ist. Da nach Bemerkung 4.2 und Lemma A.5 auch
√
Q[E]
√
Q[E]
†
=
√
Q[E]
†√
Q[E]
gültig ist, liefert (5.66), dass
S(z)
√
Q[E]
√
Q[E]
†
= S(z) (5.75)
gilt. Mit (5.74) und (5.75) folgt
S(z)
√
Q[E][
√
Q[E]
†
+ Iq −Q†[E]Q[E]] = S(z). (5.76)
Wegen (5.64), (5.73) und (5.76) gilt
E[Iq + zE
∗
√
P[E]
†
S(z)
√
Q[E] ]
−1
= E(
√
Q[E]
†
+ Iq −Q†[E]Q[E])(
√
Q[E]
†
+ Iq −Q†[E]Q[E])−1[Iq + zE∗
√
P[E]
†
S(z)
√
Q[E] ]
−1
= E(
√
Q[E]
†
+ Iq −Q†[E]Q[E])
(
[Iq + zE
∗
√
P[E]
†
S(z)
√
Q[E] ][
√
Q[E]
†
+ Iq −Q†[E]Q[E]]
)−1
= E(
√
Q[E]
†
+ Iq −Q†[E]Q[E])[
√
Q[E]
†
+ Iq −Q†[E]Q[E] + zE∗
√
P[E]
†
S(z)]−1. (5.77)
Beachten wir nun (5.43), (5.44), (5.77) und (5.70), so folgt
S[−1,E](z) = [E + z
√
P[E]
†
S(z)
√
Q[E] ][Iq + zE
∗
√
P[E]
†
S(z)
√
Q[E]]
−1
= E[Iq + zE
∗
√
P[E]
†
S(z)
√
Q[E] ]
−1
+ z
√
P[E]
†
S(z)
√
Q[E][Iq + zE
∗
√
P[E]
†
S(z)
√
Q[E] ]
−1
= E(
√
Q[E]
†
+ Iq −Q†[E]Q[E])[
√
Q[E]
†
+ Iq −Q†[E]Q[E] + zE∗
√
P[E]
†
S(z)]−1
+ z
√
P[E]
†
S(z)[
√
Q[E]
†
+ Iq −Q†[E]Q[E] + zE∗
√
P[E]
†
S(z)]−1
= [E(
√
Q[E]
†
+ Iq −Q†[E]Q[E]) + z
√
P[E]
†
S(z)]
· [
√
Q[E]
†
+ Iq −Q†[E]Q[E] + zE∗
√
P[E]
†
S(z)]−1.
Bezeichnung 5.11. Für jedes E ∈ Kp×q bezeichne
V[E] :=
[
ε1
√
P[E]
†
E(
√
Q[E]
†
+ Iq −Q†[E]Q[E])
ε1E
∗√P[E]† √Q[E]† + Iq −Q†[E]Q[E]
]
. (5.78)
Es sei an dieser Stelle auf die Bezeichnungen 4.24, C.1 und C.3 hingewiesen.
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Folgerung 5.12. Seien E ∈ Kp×q und S ∈ Sp×q〈D;R(P[E]),N (Q[E])〉. Für jedes z ∈ D
gelten dann
S(z) ∈ D
zE∗
√
P[E]
†
,
√
Q[E]
†
+Iq−Q†[E]Q[E]
(5.79)
und
S[−1,E](z) = T(p,q)V[E](z)(S(z)). (5.80)
Beweis. Sei z ∈ D. Nach Satz 5.10 gilt
det(zE∗
√
P[E]
†
S(z) +
√
Q[E]
†
+ Iq −Q†[E]Q[E]) 6= 0 (5.81)
und in Hinblick auf Bezeichnung C.1 somit (5.79). Bezeichnung 5.11 zeigt die Gültigkeit
von
V[E](z) =
[
z
√
P[E]
†
E(
√
Q[E]
†
+ Iq −Q†[E]Q[E])
zE∗
√
P[E]
† √
Q[E]
†
+ Iq −Q†[E]Q[E]
]
. (5.82)
Somit ergibt sich aus 5.79 und Bezeichnung C.3 die Gültigkeit von
T
(p,q)
V[E](z)(S(z)) = (z
√
P[E]
†
S(z) + E(
√
Q[E]
†
+ Iq −Q†[E]Q[E]))
· (zE∗
√
P[E]
†
S(z) +
√
Q[E]
†
+ Iq −Q†[E]Q[E])−1,
woraus unter Beachtung von Satz 5.10 dann (5.80) folgt.
Lemma 5.13. Sei E ∈ Kp×q. Dann gelten
W[E]V[E] = z
[
P[E]P
†
[E] 0p×q
0q×p Iq
]
(5.83)
und
V[E]W[E] = z
[
P[E]P
†
[E] (Ip − P †[E]P[E])E
0q×p Iq
]
. (5.84)
Beweis. Wir geben eine ausführliche Variante des in [Mä15] dargestellten Beweises an.
Sei z ∈ D. Bezeichne P := P[E] und Q := Q[E]. In Hinblick auf Bezeichnung 4.24 und
Bezeichnung 5.11 gilt
[W[E](z)][V[E](z)]
=
[ √
P
† −√P †E
−z√Q†E∗ z[√Q† + (I −Q†Q)]
][
z
√
P
†
E(
√
Q
†
+ (I −Q†Q))
zE∗
√
P
† √
Q
†
+ (I −Q†Q)
]
.
(5.85)
Offensichtlich gilt nach Lemma A.5 zunächst
√
P
†
(z
√
P
†
) + (−
√
P
†
E)(zE∗
√
P
†
) = z
√
P
†
(I − EE∗)
√
P
†
= z
√
P
†
P
√
P
†
= zPP †.
(5.86)
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Trivialerweise erhalten wir
√
P
†
E(
√
Q
†
+ (I −Q†Q)) + (−
√
P
†
E)(
√
Q
†
+ (I −Q†Q)) = 0q×q. (5.87)
Berücksichtigen wir die Voraussetzung E ∈ Kp×q, so liefern Lemma A.6 und Lemma A.5
die Beziehung
− z
√
Q
†
E∗z
√
P
†
+ z[
√
Q
†
+ (I −Q†Q)]zE∗
√
P
†
= z2[−
√
Q
†
E∗
√
P
†
+
√
Q
†
E∗
√
P
†
+ (I −Q†Q)E∗
√
P
†
]
= z2(I −Q†Q)E∗
√
P
†
= z2(I −Q†Q)
√
Q
†
E∗
= z2(
√
Q
† −Q†Q
√
Q
†
)E∗ = z2(
√
Q
† −
√
Q
†√
Q
√
Q
†
)E∗
= z2(
√
Q
† −
√
Q
†
)E∗ = 0q×q.
(5.88)
Lemma A.5 zeigt die Gültigkeit von
Q†Q = QQ†. (5.89)
Von Bemerkung 4.2 und Lemma A.5 wissen wir, dass√
Q
†
(Iq −Q)(Iq −Q†Q) =
√
Q
† −
√
Q
†
Q†Q−
√
Q
†
Q+
√
Q
†
QQ†Q
=
√
Q
† −
√
Q
†
QQ† −
√
Q
†
Q+
√
Q
†
Q =
√
Q
† −
√
Q
†√
Q
√
Q
†
= 0q×1 (5.90)
und √
Q
†
Q
√
Q
†
= Q†Q (5.91)
gelten. Mit Hilfe von Lemma A.5 erkennen wir, dass√
Q
†
(Iq −QQ†) =
√
Q
† −
√
Q
†
QQ†
=
√
Q
† −
√
Q
†√
Q
√
Q
†
= 0q×q
(5.92)
und
(Iq −Q†Q)
√
Q
†
=
√
Q
† −Q†Q
√
Q
†
=
√
Q
† −
√
Q
†√
Q
√
Q
†
= 0q×q
(5.93)
richtig sind. Wegen (5.89) und (5.92) folgt√
Q
†
(Iq −Q†Q) =
√
Q
†
(Iq −QQ†) = 0q×q. (5.94)
Verwenden wir nun Bezeichnung 4.1, (5.92), (5.93), (5.90), (5.91) und
(Iq −Q†Q)(Iq −Q†Q) = Iq −Q†Q−Q†Q+Q†QQ†Q = Iq −Q†Q, (5.95)
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so ergibt sich
− z
√
Q
†
E∗E(
√
Q
†
+ Iq −Q†Q) + z(
√
Q
†
+ Iq −Q†Q)(
√
Q
†
+ Iq −Q†Q)
= z[
√
Q
†
E∗E(
√
Q
†
+ Iq −Q†Q) +
√
Q
†√
Q
†
+
√
Q
†
(Iq −Q†Q)
+ (Iq −Q†Q)
√
Q
†
+ (Iq −Q†Q)(Iq −Q†Q)]
= z[−
√
Q
†
(Iq −Q)(
√
Q
†
+ (Iq −Q†Q)) +Q† + 0q×q + 0q×q + Iq −Q†Q]
= z[−Q† +
√
Q
†
Q
√
Q
† −
√
Q
†
(Iq −Q†Q) +
√
Q
†
(Q−QQ†Q) +Q† + Iq −Q†Q]
= z(
√
Q
†
Q
√
Q
† − 0q×q +
√
Q
†
0q×q + Iq −Q†Q) = zIq. (5.96)
Setzen wir nun (5.86), (5.87), (5.88) und (5.96) in (5.85) ein, so folgt
[W[E](z)][V[E](z)] =
[
zPP † 0p×q
0q×p zIq
]
= z · diag(
√
P[E]
√
P[E]
†
, Iq).
Damit ist (5.83) bewiesen. Wir zeigen nun, dass auch (5.84) erfüllt ist. Wegen Bezeich-
nung 5.11 und Bezeichnung 4.24 ergibt sich zunächst
[V[E](z)][W[E](z)]
=
[
z
√
P
†
E(
√
Q
†
+ (Ip −Q†Q))
zE∗
√
P
† √
Q
†
+ (Iq −Q†Q)
][ √
P
† −√P †E
−z√Q†E∗ z[√Q† + (Iq −Q†Q)]
]
.
(5.97)
Wegen (5.93) und Bemerkung A.14 folgt
z
√
P
†√
P
†
+ E(
√
Q
†
+ (Iq −Q†Q))(−z
√
Q
†
E∗)
= z[P † + E
√
Q
†√
Q
†
E∗ − E(Iq −Q†Q)
√
Q
†
E∗]
= z[P † + EQ†E∗ + E0q×qE∗] = zPP †. (5.98)
Berücksichtigen wir (5.93), (5.89), (5.92),(5.94) und (5.95) sowie E ∈ Kp×q und Lem-
ma A.6, so folgt
z
√
P
†
(−
√
P
†
E) + E(
√
Q
†
+ (Iq −Q†Q))
[
z(
√
Q
†
+ (Iq −Q†Q))
]
= z[−P †E + E
√
Q
†√
Q
†
+ E(Iq −Q†Q)
√
Q
†
+ E
√
Q
†
(Iq −Q†Q) + E(Iq −Q†Q)2]
= z[−P †E + EQ† + 0p×q + 0p×q + E
√
Q
†
(Iq −QQ†) + E(Iq −Q†Q)2]
= z[−P †E + EQ† + 0p×q + E(I −Q†Q)] = z[−EQ† + EQ† + E(I −Q†Q)]
= zE(I −Q†Q) = z(E − EQ†Q) = z(E − P †EQ)
= z(E − P †PE) = z(I − P †P )E. (5.99)
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Wegen (5.93), E ∈ Kp×q und Lemma A.6 gilt
zE∗
√
P
†√
P
†
+ (
√
Q
†
+ (Iq −Q†Q))(−z
√
Q
†
E∗)
= z[E∗P † −
√
Q
†√
Q
†
E∗ − (Iq −Q†Q)
√
Q
†
E∗]
= z(E∗P † −Q†E∗ + 0q×q) = z(Q†E∗ −Q†E∗) = 0q×q.
(5.100)
Beachten wir (5.94), (5.93), (5.95), die Voraussetzung E ∈ Kp×q und Bemerkung A.14,
so ergibt sich
zE∗
√
P
†
(−
√
P
†
E) + (
√
Q
†
+ (Iq −Q†Q))(z[
√
Q
†
+ (Iq −Q†Q)])
= z
[
−E∗
√
P
†√
P
†
E +
√
Q
†√
Q
†
+
√
Q
†
(Iq −Q†Q)
+ (Iq −Q†Q)
√
Q
†
+ (Iq −Q†Q)2
]
= z[−E∗P †E +Q† + 0q×q + 0q×q + Iq −Q†Q]
= z(Q†Q+ Iq −Q†Q) = zIq. (5.101)
Setzen wir (5.98), (5.99), (5.100) und (5.101) in (5.97) ein, so folgt
[V[E](z)][W[E](z)] =
[
zPP † z(Iq − P †P )E
0q×q zIq
]
= z
[
P[E]P
†
[E] (Iq − P †[E]P[E])E
0q×q Iq
]
.
Damit wurde auch die Gleichung (5.84) gezeigt.
Folgerung 5.14. Seien
A0 ∈ Kp×q und S ∈ Sp×q〈D;R(P0),N (Q0)〉. (5.102)
Für F := S[−1,A0] gelten dann
F (0) = A0 (5.103)
und F [1] = S.
Beweis. Wir stellen den in [Mä15] dargestellten Beweis an. Sei z ∈ D \ {0}. Aufgrund der
Voraussetzungen in (5.102) und Folgerung 5.12 sind
S(z) ∈ D
zA∗0
√
P0
†
,
√
Q0
†
+Iq−Q†0Q0
(5.104)
und
S[−1,A0](z) = T(p,q)VA0 (z)
(S(z))) (5.105)
erfüllt. Wegen (5.104) und Lemma C.2 erkennen wir die Gültigkeit von
rank(zA∗0
√
P0
†
,
√
Q0
†
+ Iq −Q†0Q0) = q. (5.106)
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Da S ∈ Sp×q〈D;R(P0),N (Q0)〉 vorausgesetzt ist, gilt insbesondere
S ∈ Sp×q(D). (5.107)
Wegen der Voraussetzung A0 ∈ Kp×q und (5.107) sowie Lemma 5.9 ergibt sich S[−1,A0] ∈
Sp×q[D; (Aj)0j=0]. Da F := S[−1,A0] bezeichnet ist, folgen somit
F ∈ Sp×q(D) (5.108)
und (5.103). Wegen z ∈ D \ {0} sowie (5.108) und (5.103) folgen mit Satz 4.25 die
Beziehungen
F (z) ∈ D−z√Q0†A∗0,z[√Q0†+Iq−Q†0Q0] (5.109)
und
F [1](z) = T
(p,q)
WA0 (z)
(F (z)). (5.110)
Unter Beachtung von (5.109) und Lemma C.2 sehen wir, dass
rank
(
z
√
Q0
†
A∗0, z
[√
Q0
†
+ Iq −Q†0Q0
])
= q. (5.111)
Berücksichtigen wir die Voraussetzung A0 ∈ Kp×q, so ergibt sich aus Lemma 5.13 dann
[W[A0](z)][V[A0](z)] = z
[
P0P
†
0 0p×q
0q×p Iq
]
. (5.112)
Da wegen z ∈ D \ {0} trivialerweise
det(z0q×pS(z) + zIq) = det(zIq) = zq 6= 0 (5.113)
erfüllt ist, gilt
S(z) ∈ Dz0q×p,zIq . (5.114)
Mit Hilfe von (5.109), (5.110), der Bezeichnung F := S[−1,A0], (5.104), (5.105), (5.82),
(5.106), (4.17), (5.111), (5.112), (5.114), einer bekannten Eigenschaft gebrochen-linearer
Transformationen von Matrizen (siehe Satz C.4) und (5.102) sowie Bemerkun 4.17 erhalten
wir
F [1](z) = T
(p,q)
W[A0](z)
(F (z))) = T
(p,q)
W[A0](z)
(S[−1,A0](z))
= T
(p,q)
W[A0](z)
(T
(p,q)
V[A0](z)
(S(z))) = T
(p,q)
[W[A0](z)][V[A0](z)]
(S(z))
= [zP0P
†
0S(z)][zI]
−1 = P0P
†
0S(z) = S(z).
(5.115)
Beachten wir (5.108), so zeigt Satz 4.15, dass F [1] ∈ Sp×q(D) und insbesondere
F [1] ∈ [H(D)]p×q (5.116)
gelten. Wegen (5.107) ist insbesondere
S ∈ [H(D)]p×q (5.117)
erfüllt. Die Beziehungen (5.115), (5.116) und (5.117) liefern zusammen mit dem Identi-
tätssatz für holomorphe Funktionen dann F [1] = S.
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Folgerung 5.15. Wir geben eine ausführliche Version des in [Mä15] angegebenen
Beweises wieder. Sei S ∈ Sp×q(D). Bezeichne A0 := S(0) und G := S[1]. Dann gelten
A0 ∈ Kp×q und G[−1,A0] = S.
Beweis. Sei z ∈ D \ {0}. Nach den Voraussetzungen S ∈ Sp×q(D) und A0 := S(0) sowie
Satz 4.25 gelten
S(z) ∈ D−z√Q0†A∗0,z[√Q0†+Iq−Q†0Q0] (5.118)
und
S[1](z) = T
(p,q)
W[A0](z)
(S(z))). (5.119)
Wegen (5.118) und Lemma C.2 ist (5.111) erfüllt. Die Voraussetzungen S ∈ Sp×q(D) und
A0 = S(0) zeigen, dass A0 ∈ Kp×q richtig ist, und, dass wegen Lemma 4.18 auch
S[1] ∈ Sp×q〈D;R(P0),N (Q0)〉 (5.120)
gilt. Wegen A0 ∈ Kp×q und z ∈ D \ {0} zeigen (5.120) und Folgerung 5.12, dass mit
G := S[1] dann
G(z) ∈ D
zA∗0
√
P0
†
,
√
Q0
†
+Iq−Q†0Q0
(5.121)
und
G[−1,A0](z) = T(p,q)V[A0](z)
(G(z)) (5.122)
erfüllt sind. Wegen (5.121) und Lemma C.2 ergibt sich (5.106). Unter Berücksichtigung
von A0 ∈ Kp×q und Lemma 5.13 gilt
[V[A0](z)][W[A0](z)] = z
[
P0P
†
0 (I − P †0P0)A0
0q×p Iq
]
. (5.123)
Trivialerweise ergeben sich (5.113) und (5.114). Wegen der Voraussetzungen S ∈ Sp×q(D)
und A0 = S(0) sowie z ∈ D \ {0} zeigt [Boc14, Lemma 9.3, S. 101], dass
R(S(z)−A0) ⊆ R(P0) (5.124)
erfüllt ist. Die Beziehung (5.124) impliziert mit Lemma A.9 die Gültigkeit der Gleichung
P0P
†
0 (S(z)−A0) = S(z)−A0. (5.125)
Berücksichtigen wir (5.121), (5.122), die Bezeichnung G := S[1], (5.118), (5.119), (4.17),
(5.111), (5.82), (5.106), (5.114), Satz C.4, (5.123) sowie (5.125), so ergibt sich
G[−1,A0](z) = T(p,q)V[A0](z)
(G(z)) = T
(p,q)
V[A0](z)
(S[1](z))
= T
(p,q)
V[A0](z)
(T
(p,q)
W[A0](z)
(S(z))) = T
(p,q)
[V[A0](z)][W[A0](z)]
(S(z))
= z[P0P
†
0S(z) + (Iq − P †0P0)A0][zIq]−1
= P0P
†
0S(z) + (Iq − P †0P0)A0 = P0P †0 (S(z)−A0) +A0
= S(z)−A0 +A0 = S(z).
(5.126)
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Wegen der Voraussetzung S ∈ Sp×q(D) gilt insbesondere
S ∈ [H(D)]. (5.127)
In Hinblick auf G := S[1] und (5.120) erhalten wir die Gültigkeit von G ∈ Sp×q(D). Unter
Berücksichtigung der Voraussetzung S ∈ Sp×q(D) und Satz 5.7 gelten
G[−1,A0] ∈ Sp×q(D)
und insbesondere
G[−1,A0] ∈ [H(D)]p×q. (5.128)
Die Beziehungen (5.127), (5.128), (5.126) sowie Identitätssatz für holomorphe Funktionen
implizieren G[−1,A0] = S.
Lemma 5.16. Seien κ ∈ N ∪ {+∞} und
(Aj)
κ
j=0 ∈ Sp×q,κ. (5.129)
Des Weiteren sei
S ∈ Sp×q[D; (Aj)κj=0]. (5.130)
Für jedes k ∈ Z0,κ und jedes z ∈ D gelten dann
S[k+1](z) ∈ D
z(A
[k]
0 )
∗
√
P
[A
[k]
0 ]
†
,
√
Q
[A
[k]
0 ]
†
+Iq−Q†
[A
[k]
0 ]
Q
[A
[k]
0 ]
(5.131)
und
S[k](z) = T
(p,q)
V
[A
[k]
0 ]
(z)(S
[k+1](z)). (5.132)
Beweis. Wir stellen eine ausführliche Version des in [Mä15] dargestellten Beweises vor.
Wegen (5.130) gilt
S ∈ Sp×q(D). (5.133)
Sei k ∈ Zo,κ. Für
F := S[k] (5.134)
ergibt sich unter Berücksichtigung von (5.133), (5.134), der Voraussetzung κ ∈ N∪{+∞}
sowie (5.129) und (5.130) nach Theorem 4.21 die Beziehung (4.11), d.g. wegen (5.134)
auch
F ∈ Sp×q
[
D; (A[k]j )
κ−k
j=0
]
. (5.135)
Wegen (5.135) gilt insbesondere
F ∈ Sp×q(D). (5.136)
Bezeichne
G := F [1]. (5.137)
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Berücksichtigen wir (5.133), (5.134) und Definition 4.19 sowie (5.137), so folgt
S[k+1] = F [1] = G. (5.138)
Wegen (5.134) und (4.11) gilt insbesondere
F (0) = S[k](0) = A
[k]
0 . (5.139)
Mit Hilfe von (5.136), (5.139), (5.137) und Folgerung 5.15 erhalten wir
A
[k]
0 ∈ Kp×q (5.140)
und
G[−1,A
[k]
0 ] = F. (5.141)
Aufgrund von (5.129) sowie Bemerkung 2.2 und Definition 2.3 ergibt sich
(Aj)
k
j=0 ∈ Sp×q,k. (5.142)
Des Weiteren implizieren k ∈ Z0,κ und (5.130) die Beziehung
S ∈ Sp×q[D; (Aj)kj=0]. (5.143)
Verwenden wir nun, dann k zu Z0,κ gehört, sowie (5.142), (5.143) und Satz 4.23, so
erkennen wir die Gültigkeit von
S[k+1] ∈ Sp×q〈D;R(P [k]),N (Q[k])〉. (5.144)
Für jedes z ∈ D folgen wegen (5.140), Bezeichnung 4.22, (5.144), Bezeichnung 4.1 und
Satz 5.10 zunächst (5.131) und im Hinblick auf (5.138) und (5.82) sowie den Bezeichnun-
gen C.1 und C.3 auch
G[−1,A
[k]
0 ](z) =
[
A
[k]
0
(√
Q
[A
[k]
0 ]
†
+ Iq −Q†
[A
[k]
0 ]
Q
[A
[k]
0 ]
)
+ z
√
P
[A
[k]
0 ]
†
S[k+1](z)
]
·
[√
Q
[A
[k]
0 ]
†
+ Iq −Q†
[A
[k]
0 ]
Q
[A
[k]
0 ]
+ (A
[k]
0 )
∗√P
[A
[k]
0 ]
†
S[k+1](z)
]−1
= T
(p,q)
V
[A
[k]
0 ]
(z)(S
[k+1](z)). (5.145)
Berücksichtigen wir (5.141) und (5.134), so zeigt (5.145), dass (5.132) für jedes z ∈ D
gilt.
Bezeichnung 5.17. Seien κ ∈ N0 ∪ {+∞} und (Aj)κj=0 ∈ Sp×q,κ. Unter Beachtung von
Bemerkung 4.11 und Bezeichnung 5.11 bezeichne für alle k ∈ Z0,κ dann
V
〈A〉
k := V[A[0]0 ]V[A[1]0 ] · ... · V[A[k]0 ], (5.146)
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wobei wir auch kurz Vk für V
(A)
k schreiben, sowie
V
(A)
k =
(
V
(A)
k,11 V
(A)
k,12
V
(A)
k,21 V
(A)
k,22
)
die Blockdarstellung von V(A)k mit p× p−Block V(A)k,11 und
Vk =
(
Vk,11 Vk,12
Vk,21 Vk,22
)
die Blockdarstellung von Vk mit p× p−Block Vk,11.
Wir können nun eine beliebige matrizielle Schur-Funktion als gebrochen-lineare Transfor-
mierte ihrer k−ten Schur-Transformierten darstellen:
Theorem 5.18. Seien κ ∈ N ∪ {+∞} sowie (5.129) und (5.130) erfüllt. Für jedes
k ∈ Z1,κ+1 und jedes z ∈ D gelten dann
S[k](z) ∈ DVk−1,21(z),Vk−1,22(z) (5.147)
und
S(z) = T
(p,q)
Vk−1(z)
(S[k](z)). (5.148)
Beweis. Wir geben eine ausführliche Variante des in [Mä15] dargestellten Beweises wieder.
Wegen der Voraussetzungen (5.129) und (5.130) wissen wir von Lemma 5.16, dass für
jedes k ∈ Z0,κ und jedes z ∈ D die Beziehungen (5.131) und (5.132) gültig sind. In
Hinblick auF Definition 4.19 sind für jedes z ∈ D insbesondere
S[0](z) ∈ D
z(A
[0]
0 )
∗
√
P
[A
[0]
0 ]
†
,
√
Q
[A
[0]
0 ]
†
+Iq−Q†
[A
[0]
0 ]
Q
[A
[0]
0 ]
(5.149)
und
S(z) = S[1](z) = T
(p,q)
V
[A
[0]
0 ]
(z)
[
S[1](z)
]
(5.150)
erfüllt. Nach Bezeichnung 5.11 und Bezeichnung 5.17 ergeben sich aus (5.149) und (5.150)
für jedes z ∈ D dann
S[1](z) ∈ DV0,21(z),V0,22(z)
und
S(z) = T
(p,q)
V0(z)
[
S[1](z)
]
.
Folglich gibt es ein m ∈ Z1,κ+1 derart, dass für jedes k ∈ Z1,m und jedes z ∈ D die
Beziehungen (5.147) und (5.148) sowie insbesondere
S[m](z) ∈ DVm−1,21(z),Vm−1,22(z) (5.151)
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und
S(z) = T
(p,q)
Vm−1(z)
[
S[m](z)
]
(5.152)
gelten. Im Fall m = κ + 1 sind (5.147) und (5.148) bewiesen.
Betrachten wir nun den Fall m 5 κ. Wir gehen hierbei induktiv vor. Dazu bemerken wir,
dass nach (5.131) und (5.132) für jedes z ∈ D insbesondere
S[m+1](z) ∈ D
z(A
[m]
0 )
∗
√
P
[A
[m]
0 ]
†
,
√
Q
[A
[m]
0 ]
†
+Iq−Q†
[A
[m]
0 ]
Q
[A
[m]
0 ]
(5.153)
und
S[m](z) = T
(p,q)
V
[A
[m]
0 ]
(z)
[
S[m+1](z)
]
. (5.154)
Wir wollen nun Satz C.4 anwenden. Dazu betrachten wir ein beliebiges z ∈ D. Wegen
Bezeichnung 5.11, (5.153) und Lemma C.2 erhalten wir
rank [Vm−1,21(z),Vm−1,22(z)] = q. (5.155)
Wegen Bezeichnung 5.17 gilt
Vm(z) = Vm−1(z)V[A[m]0 ](z). (5.156)
Beachten wir (5.153), Bezeichnung 5.17, (5.154), (5.151), (5.156), (5.152) sowie die Teile
(b) und (c) von Satz C.4, so ergeben sich
S[m+1](z) ∈ DVm,21(z),Vm,22(z) (5.157)
sowie
T
(p,q)
Vm(z)
[
S[m+1](z)
]
= T
(p,q)
Vm−1(z)V
[A
[m]
0 ]
(z)
[
S[m+1](z)
]
= T
(p,q)
Vm−1(z)
(
T
(p,q)
V
[A
[m]
0 ]
(z)
[
S[m+1](z)
])
= T
(p,q)
Vm−1(z)
(
S[m](z)
)
= S(z). (5.158)
Wegen der für jedes k ∈ Z1,m gültigen Beziehungen (5.147) und (5.148) folgen für jedes
k ∈ Z1,κ+1 induktiv (5.147) und (5.148).
Bezeichnung 5.19. Sei E ∈ Kp×q, so sei die Abbildung FE auf der Menge der Matrix-
funktionen G : D→ Cp×q gemäß FE(G) := G[−1,E] definiert.
Bezeichnung 5.20. Die Abbildung G sei auf der Menge Sp×q(D) gemäß G(F ) := F [1]
definiert.
Lemma 5.21. Sei A0 ∈ Kp×q. Dann ist ϕ : Sp×q〈D;R(P0),N (Q0)〉 → Sp×q
[
D; (Aj)0j=0
]
gemäß ϕ(G) := FA0(G) eine bijektive Abbildung, deren Umkehrabbildung ϕ−1 durch
ϕ−1(F ) = G(F ) gegeben ist.
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Beweis. (I) Nach Lemma 5.9 ist die Abbildung ϕ wohldefiniert. Wegen Lemma 4.18 ist die
Abbildung ψ(F ) := Sp×q
[
D; (Aj)0j=0
]
→ Sp×q〈D;R(P0),N (Q0)〉 gemäß ψ(F ) := G(F )
ebenfalls wohldefiniert.
(II) Wir betrachten zunächst ein G ∈ Sp×q〈D;R(P0),N (Q0)〉. Aus Folgerung 5.14 lässt
sich nun (ψ ◦ ϕ)(G) = G folgern.
(III) Sei jetzt F ∈ Sp×q
[
D; (Aj)0j=0
]
beliebig vorgegeben. Dann liefert Folgerung 5.15
nun (ϕ ◦ ψ)(F ) = F .
(V I) Folglich ist ϕ nach (I), (II) und (III) bijektiv mit Umkehrabbildung ψ.
Lemma 5.22. Seien n ∈ N und
(Aj)
n
j=0 ∈ Sp×q,n. (5.159)
Dann ist ϕ : Sp×q
[
D; (Aj)nj=0
]
→ Sp×q
[
D; (A[1]j )
n−1
j=0
]
gemäß ψ(F ) := G(F ) eine injektive
Abbildung. Darüber hinaus gilt
(ϕ ◦ ψ)(F ) = F (5.160)
für alle F ∈ Sp×q
[
D; (Aj)nj=0
]
.
Beweis. Wir stellen den in [Mä15] angegebenen Beweis an.
(I) Nach Satz 5.8 ist die Abbildung ϕ wohldefiniert. Wegen Satz 4.14 ist die Abbildung ψ
ebenfalls wohldefiniert. Wir betrachten nun ein beliebiges
F ∈ Sp×q
[
D; (Aj)nj=0
]
. (5.161)
Wegen (5.161) gelten dann
F ∈ Sp×q(D) und F (0) = A0. (5.162)
Aufgrund (5.162) und Folgerung 5.15 ergibt isch dann
(ϕ ◦ ψ)(F ) = F. (5.163)
(II) Insbesondere zeigt (5.163) die Gültigkeit von
F = (ϕ ◦ ψ)(F ) = ϕ(ψ(F )) = ϕ(S),
wobei S := ϕ(S) zu Sp×q
[
D; (Aj)nj=0
]
gehört. Folglich ist ϕ surjektiv.
(III) Sind nun F1 und F2 aus Sp×q
[
D; (Aj)nj=0
]
derart, dass ψ(F1) = ψ(F2) gilt, so ist
wegen (5.163) dann auch
F1 = (ϕ ◦ ψ)(F1) = ϕ(ψ(F1)) = ϕ(ψ(F2)) = (ϕ ◦ ψ)(F2) = F2
erfüllt ist. Folglich ist ψ injektiv.
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Theorem 5.23. Seien n ∈ N0 und
(Aj)
n
j=0 ∈ Sp×q,n. (5.164)
Für alle k ∈ Z0,n bezeichne fk := FA[k]0 und gk := G. Dann sind Φn :
Sp×q〈D;R(P [n]0 ),N (Q[n]0 )〉 → Sp×q
[
D; (Aj)nj=0
]
gemäß
Φn(G) := (f0 ◦ f1 ◦ ... ◦ fn)(G) (5.165)
eine bijektive Abbildung sowie Ψn : Sp×q
[
D; (Aj)nj=0
]
→ Sp×q〈D;R(P [n]0 ),N (Q[n]0 )〉 gemäß
Ψn(F ) := (gn ◦ gn−1 ◦ ... ◦ g0)(F ) (5.166)
eine bijektive Abbildung und es gelten
Ψn(F ) = F
[n+1]
sowie
(Φn ◦Ψ)(F ) = F
für alle F ∈ Sp×q
[
D; (Aj)nj=0
]
.
Beweis. Wir stellen eine ausführliche Version des in [Mä15] angegebenen Beseises vor.
Wegen Satz 4.10 gilt (A[k]j )
n−k
j=0 ∈ Sp×q,n−k für alle k ∈ Z0,n. Nach Lemma 5.21 ist
dann ϕn : Sp×q〈D;R(P [k]0 ),N (Q[k]0 )〉 → Sp×q
[
D; (A[n]j )nj=0
]
gemäß ϕn(G) := FA[k]0
(G)
eine bijektive Abbildung, deren Umkehrabbildung ψn durch ψn(F ) = G(F ) gegeben ist.
Insbesondere gilt
(ϕn ◦ ψn)(F ) = F (5.167)
für jedes F ∈ Sp×q
[
D; (A[n]j )nj=0
]
. Im Fall n = 1 sind für alle k ∈ Z0,n−1 unter Beachtung
von 4.8 nach Lemma 5.22 weiterhin ϕk : Sp×q
[
D; (A[k+1]j )
n−k−1
j=0
]
→ Sp×q
[
D; (A[k]j )
n−k
j=0
]
gemäß ϕk(G) := FA[k](G) eine surjektive Abbildung sowie ψ : Sp×q
[
D; (A[k]j )
n−k
j=0
]
→
Sp×q
[
D; (A[k+1]j )
n−k−1
j=0
]
gemäß ψk(F ) := G(F ) eine injektive Abiildung und es gilt
(ϕk ◦ ψ)(F ) = F (5.168)
für alle F ∈ Sp×q
[
D; (A[k]j )
n−k
j=0
]
. Für alle k ∈ Z0,n stimmt im Hinblick auf Bezeichnung 5.20
also ψk(F ) für alle F ∈ Sp×q
[
D; (A[k]j )
n−k
j=0
]
mit F [k] überein:
ψk(F ) = F
[1]. (5.169)
Wegen (5.169) gilt insbesondere
ψ0(F ) = F
[1] (5.170)
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für jedes F ∈ Sp×q
[
D; (Aj)nj=0
]
und aufgrund von (5.168) ist
(ϕ0 ◦ ψk)(F ) = F (5.171)
für jedes F ∈ Sp×q
[
D; (A[0]j )
n−0
j=0
]
. Folglich gibt es ein m ∈ Z0,n derart, dass für jedes
k ∈ Z0,m die Beziehungen
(ψk ◦ ψk−1 ◦ ... ◦ ψ0)(F ) = F [k+1] (5.172)
und
(φ0 ◦ φ1 ◦ ... ◦ φk ◦ ψk ◦ ψk−1 ◦ ... ◦ ψ0)(F ) = F (5.173)
für jedes F ∈ Sp×q
[
D; (A[0]j )
n−0
j=0
]
erfüllt sind. Da nach obigen Bezeichnungen ψk(S) =
gk(S) für jedes S ∈ Sp×q
[
D; (Aj)n−kj=0
]
gilt, folgt nach (5.166) zunächst
Ψn(F ) = (gn ◦ gn−1 ◦ ... ◦ g0)(F ) = gn(gn−1(...(g0(F ))...))
= (ψn(ψn−1(...(ψ0(F ))...))) = (ψn ◦ ψn−1 ◦ ... ◦ ψ0)(F )
für jedes F ∈ Sp×q
[
D; (Aj)nj=0
]
, sodass
Ψn = ψn ◦ ψn−1 ◦ ... ◦ ψ0 (5.174)
erfüllt ist. Somit ist Ψn als Komposition der injektiven Abbildungen auch injektiv. Da für
jedes k ∈ Z0,n nach obigen Bezeichnungen
Φn(G) = (f0 ◦ f1 ◦ ... ◦ fn)(G) = f0(f1(...(fn(G))...))
= φ0(φ1(...(φn(G))...)) = (φ0 ◦ φ1 ◦ ... ◦ φn)(G)
für jedes G ∈ Sp×q〈D;R(P [n]0 ),N (Q[n]0 )〉 und somit
Φn = φ0 ◦ φ1 ◦ ... ◦ φn (5.175)
gültig sind, erkennen wir, dass Φn als Komposition surjektiver Abbildungen auch surjektiv
ist. Nach (5.167) gibt es ein m ∈ Z0,n derart, dass für jedes k ∈ Z0,m und jedes F ∈
Sp×q
[
D; (A[n]j )0j=0
]
auch
(ϕn−m ◦ ϕn−m−1 ◦ ... ◦ ϕn ◦ ψn ◦ ψn−1 ◦ ... ◦ ψn−m)(S) = S (5.176)
für jedes S ∈ Sp×q
[
D; (A[n−m]j )mj=0
]
gilt. Im Fall m = n gilt somit
(ϕ0 ◦ ϕ1 ◦ ... ◦ ϕn ◦ ψn ◦ ψn−1 ◦ ... ◦ ψ0)(F ) = S (5.177)
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für jedes F ∈ Sp×q
[
D; (A[0]j )0j=0
]
.
Betrachten wir den Fall m < n. Für jedes T ∈ Sp×q
[
D; (A[n−(m−1)]j )
m−1
j=0
]
ergibt isch
wegen (5.176) sowie n−m− 1 ∈ Z0,n−1 und (5.168) dann
(ϕn−(m+1) ◦ ϕn−m ◦ ... ◦ ϕn ◦ ψn ◦ ψn−1 ◦ ... ◦ ψn−m ◦ ψn−(m+1))(T )
= ϕn−(m+1)
[
(ϕn−m ◦ ... ◦ ϕn ◦ ψn ◦ ψn−1 ◦ ... ◦ ψn−m)ψn−(m+1)(T ))
]
= ϕn−(m+1)
[
ψn−(m+1)(S)
]
= (ϕn−(m−1) ◦ ψn−(m−1))(T ) = T.
Dann ist auch im Fall m < n die Gültigkeit von (5.177) für jedes F ∈ Sp×q
[
D; (A[0]j )0j=0
]
,
d.h. für jedes F ∈ Sp×q
[
D; (A[0]j )0j=0
]
bewiesen. Unter Berücksichtigung von (5.174)
und (5.175) folgt aus (5.177) dann
Φn ◦Ψn(F ) = [(ϕ0 ◦ ϕ1 ◦ ... ◦ ϕn) ◦ (ψn ◦ ψn−1 ◦ ... ◦ ψ0)] (F )
= (ϕ0 ◦ ϕ ◦ ... ◦ ϕn ◦ ψn ◦ ψn−1 ◦ ... ◦ ψ0)(F ) = F
für jedes F ∈ Sp×q
[
D; (Aj)0j=0
]
. Wegen (5.172) gelten für jedes F ∈ Sp×q
[
D; (Aj)nj=0
]
insbesondere
F [m+1] = (ψm ◦ ψm−1 ◦ ... ◦ ψ0)(F ) ∈ Sp×q
[
D; (A[m+1]j )
n−m−1
j=0
]
und des Weiteren
(ψm+1 ◦ ψm ◦ ... ◦ ψ0)(F ) = ψm+1 [ψm ◦ ψm−1 ◦ ... ◦ ψ0] (F )
= ψm+1
[
F [m+1]
]
= F [m+2],
sodass wir induktiv
(ψn ◦ ψn−1 ◦ ... ◦ ψ0)(F ) = F [n+1] für jedes F ∈ Sp×q
[
D; (Aj)nj=0
]
erhalten. Da fúr jedes k ∈ Z nach obigen Bezeichnungen ψk(S) = gk(S) für jedes
S ∈ Sp×q
[
D; (A[k]j )
n−k
j=0
]
gilt, folgt nach (5.166) auch
Φn(F ) = (gn ◦ gn−1 ◦ ... ◦ g0)(F ) = gn (gn−1 (... (g0(F )) ...))
= ψn(ψn−1(...(ψ0(F ))...)) = (ψn ◦ ψn−1 ◦ ... ◦ ψ0)(F ) = F (n+1)
für jedes F ∈ Sp×q
[
D; (Aj)nj=0
]
.
Folgerung 5.24. Seien n ∈ N und (Aj)nj=0 ∈ Sp×q,n sowie Φn wie im Theorem 5.23
definiert. Dann gilt Sp×q
[
D; (Aj)nj=0
]
= R(Φn) und für alle F ∈ Sp×q
[
D; (Aj)nj=0
]
gehört
G := F [n+1] zu Sp×q〈D;R(P [n]0 ),N (Q[n]0 )〉 und erfüllt Φn(G) = F .
Beweis. Dies folgt aus Theorem 5.23.
50
6. Betrachtungen zur Menge Sp×q〈D;R(P0),N (Q0)〉
In diesem Abschnitt wollen wir die Menge spezieller p× q−Schur-Funktionen diskutieren,
die gemäß Theorem 5.23 eine Parametermenge der Lösungsmenge Sp×q[D; (Aj)nj=0] des
Schur-Problems (siehe Kapitel 1) darstellt. Dazu erklären wir zunächst, was man unter
einer Orthoprojektionsmatrix versteht:
Ist U ein Unterraum von Cq, so ist die orthogonale Projektion P : Cq → Cq von
Cq auf U bekanntenmaßen eine lineare Abbildung. Bezüglich der kanonischen Basis
e
(q)
j := col(δjk)
q
k=1 von C
q gibt es nach einem bekannten Resultat der Linearen Algebra
eine eindeutig bestimmte komplexe q × q−Matrix P mit der sich P Matrixmultiplikation
darstellen lässt, d.h. P(x) = Px für jedes x ∈ Cq gilt. Diese Matrix nennen wir die
Orthoprojektionsmatrix von Cq auf U und schreiben PU für P . Eine komplexe q×q−Matrix
Q heißt Orthoprojektionsmatrix, falls es einen Unterraum U von Cq derart gibt, dass
Q = PU gilt. (In [Glä10, Kapitel 2, Seiten 5-18] und [Gru12, Kapitel 3] kann man einige
Resultate über Orthoprojektionsmatrizen finden.)
Wir geben nun ein technisches Resultat aus [Mä15] einschließlich des dort angegebenen
Beweises an.
Lemma 6.1. Seien U ein Unterraum von Cp und V ein Unterraum von Cq, so ist
Sp×q〈D;U ,V〉 = {PUSPV⊥ : S ∈ Sp×q(D)}.
Beweis. Sei S ∈ Sp×q〈D;U ,V〉 dann gilt
S ∈ Sp×q(D) (6.1)
und R(S(z)) j U ,V j N (S(z)) für alle z ∈ D. Aus (6.1) folgt die Gültigkeit von
PUSPV⊥ = SPV⊥ = S(I − PV) = S. (6.2)
Unter Verwendung von (6.1) und (6.2) gilt dann
S ∈ {PUFPV⊥ : F ∈ Sp×q(D)}
und somit auch
Sp×q〈D;U ,V〉 j {PUSPV⊥ : S ∈ Sp×q(D)}. (6.3)
Sei nun F ∈ Sp×q(D). Dann gilten
F ∈ [H(D)]p×q (6.4)
und
PUFPV⊥ ∈ [H(D)]p×q . (6.5)
Unter Berücksichtigung von F ∈ Sp×q(D) gilt für alle z ∈ D die folgende Beziehung
‖PUF (z)PV⊥‖S 5 ‖PU‖S · ‖F (z)‖S · ‖PV⊥‖S 5 1 · 1 · 1 = 1. (6.6)
Nach (6.4), (6.5) und (6.6) ist dann
PUF (z)PV⊥ ∈ Sp×q(D) (6.7)
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erfüllt. Außerdem gelten
R(PUF (z)PV⊥) j R(PU ) = U (6.8)
und
N (PUF (z)PV⊥) k N (PV⊥) = V (6.9)
für alle z ∈ D. Unter Beachtung von (6.7), (6.8) und (6.9) ergibt sich die Gültigkeit von
PUFPV⊥ ∈ Sp×〈D;U ,V〉 und somit auch von
Sp×q〈D;U ,V〉 k {PUSPV⊥ : S ∈ Sp×q(D)}. (6.10)
Aus (6.3) und (6.10) folgt die Behauptung.
Der Vollständigkeit halber geben wir nun ein weiterhin bekanntes Resultat der Linearen
Algebra einschließlich eines zugehörigen Beweises an.
Lemma 6.2. Sei U ein Unterraum von Cp mit dimU = 1. Bezeichne m := dimU . Sei
u1, u1, ..., um eine Orthonormalbasis von U und bezeichne U := (u1, u2, ..., um). Dann gilt
U∗U = Im und P := UU∗ ist die Orthoprojektormatrix von Cp auf U .
Beweis. Da u1, u2, ..., um ein Orthonormalsystem in Cp ist, gilt u∗juk = δjk für jede Wahl
von j und k in Z1,m. Dies impliziert
U∗U = (u1, u2, ..., up)∗(u1, u2, ..., um) =

u∗1
u∗2
...
u∗m
 (u1, u2, ..., um)
= (u∗juk)
m
j,k=1 = (δj,k)
m
j,k=1 = Im,
folglich
P 2 = PP = UU∗UU∗ = UImU∗ = UU∗ = P (6.11)
sowie
R(P ) = R(UU∗) j R(U) = R(UI) = R(UU∗U) = R(PU) j R(P ),
woraus
R(P ) = R(U) (6.12)
folgt. Offensichtlich ist auch
P ∗ = (UU∗)∗ = (U∗)∗U∗ = UU∗ = P (6.13)
gültig. Wegen (6.11) und (6.13) ist P nach [Glä10, Satz 2.2.10, Seiten 10/11] eine Ortho-
projektionsmatrix. Folglich zeigen (6.12) und [Glä10, Satz 2.2.11, Seite 13], dass P = PU
gilt.
Lemma 6.3. Sei A0 ∈ Kp×q. Dann sind folgende Aussagen äquivalent:
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(i) A0 ∈ Dp×q.
(ii) dimN (P0) = 0.
(iii) dimN (Q0) = 0.
Beweis. (i)⇒ (ii), (iii): Nach (i) und [Pe08, Lemma A.2, Seiten 84/85] sind die Matrizen
P0 = Ip − A0A∗0 und Q0 = Iq − A∗0A0 beide positiv hermitesch, woraus nach einem
bekannten Resultat der Linearen Algebra detP0 6= 0 sowie detQ0 6= 0 und somit (ii)
sowie (iii) folgen.
(iii)⇒ (ii): Wegen (iii) und Q0 ∈ Cq×q ist nach einem bekannten Resultat der Linearen
Algebra
detQ0 = 0 (6.14)
gültig. Da nach Voraussetzung A ∈ Kp×q erfüllt ist, zeigt Lemma A.6, dass die Matrix
Iq −A∗0A0 nichtnegativ hermitesch ist, woraus mit (6.14) und einem bekannten Resultat
der Linearen Algebra dann Iq − A∗0A0 ∈ Cq×q> folgt. Nach [Pe08, Lemma A.2, Seiten
84/85] ist dann die Matrix P0 = Ip −A0A∗0 positiv hermitesch und nach einem bekannten
Resultat der Linearen Algebra somit insbesondere nichtsingulär, sodass (ii) gilt.
(ii) ⇒ (i): Wegen der Voraussetzung A0 ∈ Kp×q und Lemma A.6 ist die Matrix P0 =
Ip − A0A∗0 nichtnegativ hermitesch. Somit implizieren (ii) und ein bekanntes Resultat
der Linearen Algebra, dass die Matrix P0 = Ip − A0A∗0 positiv hermitesch ist, woraus
mit [Pe08, Lemma A.2, Seiten 84/85] dann (i) folgt.
Bemerkung 6.4. Sei A0 ∈ Cp×q. Nach (1.1), Definition 2.6 und Bemerkung 2.8 sind dann
P0 = Ip −A0A∗0 und Q0 = Iq −A∗0A0
erfüllt. Nach Lemma A.21 gilt dann auch
q + rankP0 = q + rank(Ip −A0A∗0) = p+ rank(Iq −A∗0A0) = p+ rankQ0,
sodass nach einem bekannten Resultat der Linearen Algebra dann
dimN (P0) = p−dimR(P0) = p− rankP0 = q− rankQ0 = q−dimR(Q0) = dimN (Q0)
richtig sind. Des weiteren gilt trivialerweise
0 5 dimN (P0) 5 min{p, q}.
Bemerkung 6.5. Sei A0 ∈ Cp×q, so gelten dimR(P0) + dimN (Q0) = p sowie
p − q 5 dimR(P0) 5 p und dimN (Q0) 5 min(p, q), dann unter Berücksichtigung von
Bemerkung 6.4 gelten die Beziehungen
p = dimR(P0) + dimN (P0) = dimR(P0) + dimN (Q0),
p = dimR(P0) = dimR(P0)− dimR(Q0) = p− q
sowie q = dimN (Q0) = dimN (P0) und dimN (P0) 5 p.
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Bei der nachfolgenden Diskussion der Menge Sp×q〈D;R(P0),N (Q0)〉 unterscheiden wir
nun die folgende drei Fälle, die nach Bemerkung 6.4 eine Vollständige Fallunterscheidung
ausmachen:
(I) dimN (Q0) = min{p, q}.
(II) 0 < dimN (Q0) < min{p, q}.
(III) dimN (Q0) = 0.
Wir betrachten zunächst den Fall (I):
Lemma 6.6. Sei A0 ∈ Kp×q derart, dass für l := dimN (Q0) die Gleichung l = min{p, q}
gilt. Dann gilt
Sp×q〈D;R(P0),N (Q0)〉 = {Op×q}, (6.15)
wobei Op×q die auf D definierte konstante Matrixfunktion mit Wert 0p×q bezeichnet.
Beweis. Betrachten wir zunächst den Fall l = p. Dann ist dimN (P0) = p, sodass für die
komplexe p× p−Matrix P0 nach einem bekannten Resultat der Linearen Algebra auch
dimR(P0) = p− dimN (P0) = p− p = 0
erfüllt ist. Somit gilt R(P0) = {0p×1}. Für jedes S ∈ Sp×q〈D;R(P0),N (Q0)〉 gilt nach
Bezeichnung 4.16 folglich
{0q×1} j R [S(z)] j R(P0) = {0p×1}
für jedes z ∈ D, sodass R [S(z)] = {0p×1}, d.h. S(z) = Op×q für jedes z ∈ D gilt. Somit
ist
Sp×q〈D;R(P0),N (Q0)〉 j {Op×q} (6.16)
in diesem Fall bewiesen. Da Op×q offensichtlich zu Sp×q(D) gehört und für jedes z ∈ D
trivialerweise R [Op×q(z)] = {0p×1} = R(P0) und N (Q0) ⊆ Cp = N [Op×q(z)] erfüllt ist,
ergibt sich auch
{Op×q} j Sp×q〈D;R(P0),N (Q0)〉 (6.17)
in diesem Fall. Die Teilmengenbeziehungen (6.16) und (6.17) implizieren (6.15).
Betrachten wir nun den Fall l = q < p. Da Q0 eine komplexe q × q−Matrix ist, er-
halten wir somit N (Q0) = Cq. Für jedes S ∈ Sp×q〈D;R(P0),N (Q0)〉 ergibt sich unter
Berücksichtigung von Bezeichnung 4.16 damit
Cq = N (Q0) j N [S(z)] j Cq
und folglich N [S(z)] = Cq für jedes z ∈ D, woraus S(z) = 0p×q für jedes z ∈ D und somit
S = Op×q folgt. Demnach ist (6.16) auch im Fall l = q < p bewiesen. Offensichtlich ist
umgekehrt die Matrixfunktion Op×q eine zu Sp×q(D) gehörige Matrixfunktion, die
R [Op×q(z)] = {0p×1} j R(P0)
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und
N (Q0) j Cq = N [Op×q(z)]
für jedes z ∈ D erfüllt. Somit ist (6.17) auch in diesem Fall gültig. Wegen (6.16) und (6.17)
ist somit (6.15) auch im Fall l = q < p richtig.
Wir weisen an dieser Stelle darauf hin, dass bei Vorgabe von A0 ∈ Cp×q in Hinblick
auf (1.1), Definition 2.6 und Bemerkung 2.8 die Gleichungen P0 = Ip − A0A∗0 und
Q0 = Iq −A∗0A0 gültig sind.
Satz 6.7. Seien A0 ∈ Kp×q. Für m := min{p, q} und l := dimN (Q0) sei l < m
vorausgesetzt. Dann erfüllen r := dimR(P0) sowie s := dim
[N (Q0)⊥] sowohl r =
1 als auch s = 1 und für jede Orthonormalbasis (u1, u2, ..., ur) von R(P0) und jede
Orthonormalbasis (v1, v2, ..., vs) von N (Q0)⊥ ist die mit den Matrizen U := [u1, u2, ..., ur]
und V := [v1, v2, ..., vs] gemäß ΓU,V (f) := UfV ∗ definierte Abbildung ΓU,V : Sr×s(D)→
Sp×q〈D;R(P0),N (Q0)〉 wohldefiniert und bijektiv.
Beweis. Wir stellen eine ausführliche Version des in [Mä15] dargestellten Beweises vor.
Wegen der Bezeichnungen l := dimN (Q0), s := dim
[N (Q0)⊥] und m := min{p, q}
sowie einem bekannten Resultat der Linearen Algebra (siehe z.B. [Scha12, Lemma
2.6, Bemerkung 2.9, Seiten 7-9]) und der Voraussetzung l < m gilt offensichtlich
s = dim[N (Q0)⊥] = dimCq − dimN (Q0) = q − l > q − m = q − q = 0, woraus
s = 1 folgt. Unter Verwendung der eben genannten Argumente und Bemerkung 6.4 ergibt
sich die Gültigkeit von
r = dimR(P0) = p− dimN (P0) = p− dimN (Q0) = p− l > p−m = p− p = 0,
woraus r = 1 folgt. Da (u1, u2, ..., ur) eine Orthonormalbasis von R(P0) ist, so sind unter
Berücksichtigung von Lemma 6.2 die Gleichungen
UU∗ = PR(P0) (6.18)
und
U∗U = Ir (6.19)
gültig. Wegen (6.19) gelten folglich
rankU = r (6.20)
und
rankU∗ = rankU = r. (6.21)
Da (v1, v2, ..., vs) Orthonormalbasis von N (Q0)⊥ ist, so gelten unter Verwendung von
Lemma 6.2 dann
V V ∗ = PN (Q0)⊥ (6.22)
und
V ∗V = Is. (6.23)
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Unter Berücksichtigung von (6.23) ist dann auch
rankV = r (6.24)
gültig.
Sei f ∈ Sr×s(D). Dann gilt f ∈ [H(D)]r×s, woraus die Gültigkeit von
UfV ∗ ∈ [H(D)]p×q (6.25)
folgt. Unter Berücksichtigung von (6.19) und (6.23) gilt dann
‖Uf(z)V ∗‖S 5 ‖U‖S · ‖f(z)‖S · ‖V ∗‖S =
√
λmax(U∗U) · ‖f(z)‖S · ‖V ‖S
= 1 · ‖f(z)‖S ·
√
λmax(V ∗V ) = 1 · ‖f(z)‖S · 1 5 1 (6.26)
für alle z ∈ D. Aus (6.25) und (6.26) folgt di Gültigkeit von
Uf(z)V ∗ ∈ Sp×q(D). (6.27)
Des Weiteren sind aus (6.18), (6.21), (6.22) und (6.24) sowie nach Lemma A.17 und
Lemma A.18 die Beziehungen
R(Uf(z)V ∗) j R(U) = R(UU∗) = R(P0) (6.28)
und
N (Uf(z)V ∗) k N (V ∗) = N (V V ∗) = N (Q0) (6.29)
für alle z ∈ D gültig. Unter Berücksichtigung von (6.27), (6.28) und (6.29) folgt die
Gültigkeit von Uf(z)V ∗ ∈ Sp×q〈D;R(P0),N (Q0)〉 und damit ist ΓU,V wohldefiniert.
Seien nun f1, f2 ∈ Sr×s(D) mit Uf1V ∗ = Uf2V ∗. Dann folgt unter Verwendung von (6.19)
und (6.23) die Gültigkeit von f1 = f2, woraus sich ergibt, dass ΓU,V injektiv ist.
Sei nun
F ∈ Sp×q〈D;R(P0),N (Q0)〉. (6.30)
Bezeichne
f := U∗FV. (6.31)
Dann impliziert (6.30) zunächst
F ∈ Sp×q(D), (6.32)
woraus die Gültigkeit von F ∈ [H(D)]p×q folgt, und zusammen mit (6.31) auch von
f ∈ [H(D)]r×s (6.33)
folgt. Aus (6.31),einem bekannten Resultat der Linearen Algebra (siehe z.B. [Pl11, Lemma
18, Seite 16]), (6.19), (6.23) und (6.32) gilt
‖f(z)‖S = ‖U∗F (z)V ‖S 5 ‖U∗‖S · ‖F (z)‖S · ‖V ‖S = ‖U‖S · ‖F (z)‖S · ‖V ‖S
=
√
λmax(U∗U) · ‖F (z)‖S ·
√
λmax(V ∗V ) = 1 · ‖F (z)‖S · 1 5 1 (6.34)
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für alle z ∈ D, woraus zusammen mit (6.33) auch
f ∈ Sr×s(D) (6.35)
gültig ist. Für alle z ∈ D ist dann unter Verwendung von (6.31), (6.18), (6.22) und (6.30)
die Beziehung
Uf(z)V ∗ = UU∗F (z)V V ∗ = PR(P0)F (z)PN (Q0)⊥ = F (z)
gültig, woraus die Gültigkeit von
ΓU,V (f) = F (6.36)
folgt. Wegen (6.30), (6.35) und (6.36) ist ΓU,V surjektiv.
Nun diskutieren wir den Fall (III) noch einmal einzeln.
Lemma 6.8. Sei A0 ∈ Kp×q derart, dass dimN (P0) = 0 gilt. dann gilt
Sp×q〈D;R(P0),N (Q0)〉 = Sp×q(D). (6.37)
Beweis. Die Voraussetzung dimN (P0) = 0 und Bemerkung 6.4 implizieren dimN (Q0) =
0, woraus nach einem bekannten Resultat der Linearen Algebra folgt, dass , sodass
N (Q0) = {0q×1} gilt. Die Voraussetzung dimN (P0) = 0 und ein weiteres bekanntes
Resultat der Linearen Algebra implizieren für die komplexe p× p−Matrix P0 auch
dimR(P0) = p− dimN (P0) = p− 0 = p
und folglich R(P0) = Cp. Somit ist
Sp×q〈D;R(P0),N (Q0)〉 = Sp×q〈D;Cp, {0q×1}〉. (6.38)
Da für jedes S ∈ Sp×q(D) und jedes z ∈ D dann trivialerweise R [S(z)] j Cp = R(P0) und
N (Q0) = {0q×1} j N [S(z)] erfüllt sind, gilt Sp×q(D) j Sp×q〈D;R(P0),N (Q0)〉. Weil
nach Bezeichnung 4.16 auch Sp×q〈D;R(P0),N (Q0)〉 j Sp×q(D) richtig ist, folgt (6.37).
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A. Anhang
Lemma A.1. Sei P ∈ Cq×q derart, dass P 2 = P und P ∗ = P erfüllt sind. Dann gilt
‖P‖ =
{
1 , falls P 6= 0q×q
0 , falls P = 0q×q
.
Beweis. Nach [Gl10, Satz 2.2.10, S. 10/11] ist P eine Orthoprojektionsmatrix (siehe z.B.
[Gl10, Definition 2.2.3, S. 8]). Im Fall P 6= 0q×q erkennen wir wegen [Gl10, Lemma 2.2.15,
S. 17], dass ‖P‖ = 1 erfüllt ist. Im Fall P = 0q×q gilt trivialerweise ‖P‖ = 0.
Lemma A.2. Sei A ∈ Cp×q. Dann gelten folgende Aussagen:
(a) (A†)† = A.
(b) (A∗)† = (A†)∗.
(c) (AA∗)† = (A†)∗A†.
(d) (A∗A)† = A†(A†)∗.
(e) A† = A∗(AA∗)†.
(f) A† = (A∗A)†A∗.
(g) rankA† = rankA.
(h) R(A†) = R(A∗).
(i) N (A†) = N (A∗).
Einen Beweis von Lemma A.2 findet man z.B. in [Sto09, Lemma 2.6, S. 13-17].
Lemma A.3. Für jedes A ∈ Cp×qH gelten AA† = A†A und R(A) = R(A†).
Einen Beweis von diesem Lemma findet man z.B. in [Sto09, Lemma 2.12, S. 20/21].
Lemma A.4. Sei A ∈ Cp×p. Dann gilt A ≥ 0p×p genau dann, wenn A† ≥ 0p×p gilt.
Wenn A ≥ 0p×p erfüllt ist, dann gilt des Weiteren
√
A
†
=
√
A†.
Einen Beweis von Lemma A.4 findet man z.B. in [Dup04, Lemma 3.14, Lemma 3.15,
Lemma 3.19, Seite 19].
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Lemma A.5. Sei A ∈ Cp×p≥ . Dann gelten
√
A = A
√
A
†
=
√
A
†
A, (A.1)
√
A
†
= A†
√
A =
√
AA†, (A.2)
R(
√
A
†
) = R(
√
A) = R(A) = R(A†),
N (
√
A
†
) = N (
√
A) = A = A†, (A.3)
und
√
A
√
A
†
=
√
A
†√
A = AA† = A†A =
√
AA†
√
A =
√
A
†
A
√
A
†
.
Beweis. Einen Beweis von Lemma A.5 (mit Ausnahme der in (A.3) angegebenen Glei-
chungen) findet man z.B. in [Dup04, Lemma 3.20, Seite 19/20]. Wir geben nun noch den
Beweis von (A.3) an. Wegen der ersten Gleichung in (A.1) und der zweiten Gleichung in
(A.2) gilt
N (A†) j N (
√
AA†) = N (
√
A
†
) j N (A
√
A
†
) = N (
√
A) j N (
√
A
√
A)
= N (A) j N (A†A) = N (A†
√
A
√
A) = N (
√
AA†
√
A)
= N (
√
A
√
AA†) = N (AA†) j N (A†AA†) = N (A†).
Somit ist auch (A.3) bewiesen.
Lemma A.6. Sei K ∈ Cp×q. Dann gelten folgende Aussagen:
(a). Die folgende Aussagen sind äquivalent:
(i) K ist kontraktiv.
(ii) K∗ ist kontraktiv.
(iii) Iq −K∗K ist nichtnegativ hermitesch.
(iv) Ip −KK∗ ist nichtnegativ hermitesch.
(v)
(
Ip K
K∗ Iq
)
ist nichtnegativ hermitesch.
(vi)
(
Iq K
∗
K Ip
)
ist nichtnegativ hermitesch.
(b). Sei K kontraktiv. Dann gelten
K∗(Ip −KK∗)† = (Ip −K∗K)†K∗,
K∗(Ip −K∗K)† = (Ip −KK∗)†K∗,
(Ip −KK∗)(Ip −KK∗)† = (Ip −KK∗)†(Ip −KK∗)
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und
(Ip −K∗K)(Ip −K∗K)† = (Ip −K∗K)†(Ip −K∗K).
Mit DK :=
√
Iq −K∗K gelten darüber hinaus
KDK = DK∗K, KD
†
K = D
†
K∗K,
K∗DK∗ = DKK∗ und K∗D
†
K∗ = D
†
KK
∗.
Einen Beweis von diesem Lemma A.6 findet man z.B. in [DFK92, Lemma 1.1.12, S.19/20].
Lemma A.7. Seien A ∈ Cp×q und B ∈ Cq×r beides kontraktive Matrizen. Dann ist auch
das Matrizenprodukt AB kontraktiv.
Beweis. Da A und B kontraktiv sind, gelten ‖A‖ 5 1 und ‖B‖ 5 1. Nach [Pl11, Lemma
14, Seite 12] folgt dann ‖AB‖ 5 ‖A‖ · ‖B‖ 5 1 · 1 = 1, sodass auch die Matrix AB
kontraktiv ist.
Lemma A.8. Sei A ∈ Cp×q. Dann gelten
R(A)⊥ = N (A∗) und N (A)⊥ = R(A∗).
Einen Beweis von Lemma A.8 findet man z.B. in [Glä10, Lemma 3.1.2, Seite 20].
Lemma A.9. Sei A ∈ Cp×q und B ∈ Cp×r. Dann sind folgende Aussagen äquivalent:
(i) R(A) ⊆ R(B).
(ii) Es gibt ein X ∈ Cq×r, sodass A = BX gilt.
(iii) BB†A = A.
(iv) Es gibt eine positive, reelle Zahl ν, sodass AA∗ ≤ νBB∗ gilt.
(v) N (B∗) ⊆ N (A∗).
Einen Beweis von Lemma A.9 findet man z.B. in [Glä10, Lemma 3.1.10, Seite 25].
Lemma A.10. Sei A ∈ Cp×q und B ∈ Cr×q. Dann sind folgende Aussagen äquivalent:
(i) N (B) ⊆ N (A).
(ii) Es gibt ein Y ∈ Cp×r, sodass A = Y B gilt.
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(iii) AB†B = A.
(iv) Es gibt eine positive, reelle Zahl ν, sodass A∗A ≤ νB∗B gilt.
(v) R(A∗) ⊆ R(B∗).
Einen Beweis von Lemma A.10 findet man z.B. in [Glä10, Lemma 3.1.11, Seite 26].
Lemma A.11. Für jedes A ∈ Kp×q sind AA†, A†A, Ip −AA† und Ip −A†A nichtnegativ
hermitesche und idempotente Matrizen.
Beweis. Für P := AA† gelten P 2 = AA†AA† = AA† = P und P ∗ = (AA†)∗ = AA† = P
sowie für Q := A†A gelten Q2 = A†AA†A = A†A = Q und Q∗ = (A†A)∗ = A†A = Q.
Folglich ergeben sich
P = P 2 = P ∗P ∈ Cp×p≥ und Q = Q2 = Q∗Q ∈ Cq×q≥
sowie
Ip − P = Ip − P − P + P = Ip − P − P + P 2.
Somit Ip − P = (Ip − P )2 und auch
Ip − P = Ip − P ∗ − P + P ∗P = (Ip − P ∗)(Ip − P ) = (Ip − P )∗(Ip − P ) ∈ Cp×p≥
sowie
Iq −Q = Iq −Q−Q+Q = Iq −Q−Q+Q2.
Somit Iq −Q = (Iq −Q)2 und auch
Iq −Q = Iq −Q−Q+Q∗Q = (Iq −Q∗)(Iq −Q) = (Iq −Q)∗(Iq −Q) ∈ Cq×q≥ .
Bemerkung A.12. Sei A ∈ Kp×q. Nach Lemma A.11, der Inklusion Cq×qgeqq j Cq×qH und
Lemma A.1 gelten
‖AA†‖ ≤ 1 und ‖A†A‖ ≤ 1
sowie
‖Ip −AA†‖ ≤ 1 und ‖Iq −A†A‖ ≤ 1.
Lemma A.13. Seien A ∈ Cq×q≥ und B ∈ Cq×q derart, dass B − A ∈ Cq×q≥ gilt. Dann
sind B ∈ Cq×q≥ sowie N (B) ⊆ N (A) und R(A) ⊆ R(B) erfüllt.
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Beweis. Für jedes x ∈ Cq ergibt sich wegen der Voraussetzung B − A ∈ Cq×q≥ und
A ∈ Cq×q≥ zunächst
x∗Bx = x∗(B −A+A)x = x∗(B −A)x+ x∗Ax ∈ [0,+∞),
sodass B ∈ Cq×q≥ und insbesondere B∗ = B gilt. Die Voraussetzung A ∈ Cq×q≥ impliziert
auch A∗ = A. Für jedes x ∈ N (B) folgt unter Beachtung der Voraussetzungen A ∈ Cq×q≥
und B −A ∈ Cq×q≥ auch
0 ≤ ‖
√
Ax‖2E = x∗
√
A
√
Ax = x∗Ax = x∗[−(B −A) +B]x
= −x∗(B −A)x+ x∗Bx ≤ x∗Bx = x∗0q×1 = 0
und somit
√
Ax = 0q×1, woraus wir die Gültigkeit von Ax =
√
A
√
Ax =
√
A0q×1 = 0q×1
und damit von x ∈ N (A) erkennen. Folglich gilt N (B) ⊆ N (A), woraus wir unter
Berücksichtigung von Lemma A.8 auch
R(A) = R(A∗) = N (A)⊥ ⊆ N (B)⊥ = R(B∗) = R(B)
erhalten.
Bemerkung A.14. Für jedes A0 ∈ Kp×q gelten mit
P0 := Ip −A0A∗0 und Q0 := Iq −A∗0A0 (A.4)
die Beziehungen
P †0 −A0Q†0A∗0 = P0P †0 und Q†0 −A∗0P †0A0 = Q†0Q0, (A.5)
denn es ist nach Lemma A.6 zunächst
P †0 −A0Q†0A∗0 = P †0 −A0A∗0P †0 = (Ip −A0A∗0)P †0 = P0P †0
gültig, woraus durch Vertauschung der Rollen von A0 und A∗0 dann auch unmittelbar die
zweite Gleichung in Satz A.5 folgt.
Lemma A.15. Seien A ∈ Cp×q und B ∈ Cq×q derart, dass N (A) j N (B) und N (A)⊥ j
R(B) erfüllt sind. Dann gelten det(B + Iq −A†A) 6= 0 und
B† = (B + Iq −A†A)−1 − Iq +A†A.
Lemma A.16. Seien A ∈ Cp×q und B ∈ Cq×r derart, dass R(A∗) = R(B) erfüllt ist.
Dann gilt (AB)† = B†A†.
Einen ausführlichen Beweis von Lemma A.16 findet man z.B. in [Sto09, Folgerung 2.21,
S. 31].
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Lemma A.17. Seien A ∈ Cp×q sowie B ∈ Cq×r mit rankB = q. Dann gilt R(AB) =
R(A).
Beweis. Die Teilmengenbeziehung R(AB) j R(A) gilt trivialerweise. Für den Nachweis
von R(AB) = R(A) genügt es somit, noch
R(A) j R(AB) (A.6)
zu zeigen. Wegen rankB = q gilt rank(BB∗) = rankB = q, sodass BB∗ eine invertierbare
Matrix ist. Folglich ergeben sich
A = AIq = A(BB
∗)(BB∗)−1 = AB[B∗(BB)−1]
und insbesondere (A.6).
Lemma A.18. Seien A ∈ Cp×q sowie B ∈ Cr×p mit rankB = p. Dann gilt N (BA) =
N (A).
Beweis. Offensichtlich ist
N (A) j N (BA) (A.7)
erfüllt. Wegen der Voraussetzung rankB = p ergibt sich nach einem bekannten Resultat
der Linearen Algebra rank(BA) = rankA, woraus
dimR(BA) = rank(BA) = rank(A) = dimR(A) (A.8)
folgt. Unter Berücksichtigung von (A.8) zeigt ein bekanntes Resultat der Linearen Algebra
dann die Gültigkeit von
dimN (BA) = q − dim(BA) = q − dimR(A) = dimN (A) < +∞. (A.9)
Die Beziehungen (A.7) und (A.9) implizieren im Zusammenhang mit einem bekannten
Resultat der Linearen Algebra dann N (BA) = NA.
Lemma A.19. Sei A ∈ Cp×q. Dann gelten R(A) = R(AA†) und R(A†A) = R(A∗).
Beweis. Die Beziehung R(A) = R(AA†) ergibt sich unmittelbar aus der trivialen Bezie-
hungR(A) j R(AA†) und aus A = (AA†)A. Demzufolge gilt auchR(A†) = R[A†(A†)†] =
R(A†A). Da die Gleichung R(A†) = R(A∗) nach Lemma A.2 gültig ist, erhalten wir
R(A∗) = R(A†) = R(A†A).
Lemma A.20. Sei A ∈ Cq×qH . Dann gilt R(A) = R(A†A).
Beweis. Nach Lemma A.3 istAA† = A†A erfüllt. Somit folgtR(A) = R(A†A) unmittelbar
aus Lemma A.19.
Lemma A.21. Seien B ∈ Cp×q und C ∈ Cp×q. Dann gelten det(Ip−BC) = det(Iq−CB)
und q + rank(Iq −BC) = p+ rank(Ip − CB).
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Einen Beweis von Lemma A.21 kann man z.B. in [DFK92, Lemma 1.1.8, Seite 18]
finden.
Lemma A.22. Seien m,n ∈ N sowie (pj)mj=1 und (qk)nk=1 Folgen aus N. Für jede Wahl
von j aus Z1,m und k aus Z1,n sei Ujk ∈ Cpj×qk . Es sei vorausgesetzt, dass die Matrix
U := (Ujk)j=1,...,m
k=1,...,n
kontraktiv ist. Für jedes j ∈ Z1,m und jedes k ∈ Z1,n ist dann Ujk eine
kontraktive Matrix.
Beweis. Seien j ∈ Z1,m und k ∈ Z1,n. Bezeichne Lj := row(δj%Ipj )m%=1 sowie Rk :=
col(δσkIqk)
n
σ=1. Wegen
LjL
∗
k =
m∑
%=1
δj%Ipj (δj%Ipj )
∗ =
m∑
%=1
δj%Ipj = Ipj
gilt Ipj − LjL∗j = 0pj×pj sowie wegen
RkR
∗
k =
n∑
σ=1
δσkIqk(δσkIqk)
∗ =
n∑
σ=1
δσkIqk = Iqk
auch Iqk−RkR∗k = 0qk×qk . Insbesondere sind die Matrizen Ipj−LjL∗j und Iqk−RkR∗k beide
nichtnegativ hermitesch. Nach Lemma A.6 sind folglich Lj und Rk beides kontraktive
komplexe Matrizen. Da
Lj ∪Rk = row(δj%Ipj )m%=1 · (Ujk)i=1,...,m
k=1,...,n
· col(δσkIqk)nσ=1
=
m∑
%=1
n∑
σ
δj%IpjUjk(δσkIqk) = IpjUjkIqk = Ujk
gilt und die Matrizen Lj ,U und Rk sämtlich kontraktiv sind, zeigt Lemma A.7, dass Ujk
als Produkt kontraktiver Matrizen auch kontraktiv ist.
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B. Einige Resultate für matrizielle Schur-Funktionen
In diesem Abschnitt geben wir in ausf|’uhrlicher Weise einige Resultate für die Klasse
Sp×q(G) aller p×q−Schur-Funktionen in einem Gebiet G von C an, die in [DFK92, Section
2.1] dargestellt sind. Eine in einem Gebiet G von C definierte Matrixfunktion S : G → Cp×q
nennt man p × q−Schur-Funktion(in G) , falls ‖S(z)‖ < 1 für jedes z ∈ G gilt. Eine
p×q−Schur-Funktion S in einem Gebiet G von C heißt streng kontraktiv, falls ‖S(z)‖ ≤ 1
für jedes z ∈ G erfüllt ist.
Bemerkung B.1. Sei G ein Gebiet von C. Dann ist Sp×q(G) eine konvexe Teilmenge
der Menge [H(G)]p×q aller in G holomorphen Matrixfunktionen F : G → Cp×q, denn
für jede Wahl von S und T in Sp×q(G) und jede reelle Zahl λ mit 0 5 λ 5 1 sind
λS + (1− λ)T ∈ [H(G)]p×q und
‖(λS + (1− λ)T )(z)‖ = ‖λS(z) + (1− λ)T (z)‖ 5 ‖λS(z)‖+ ‖(1− λ)T (z)‖
= |λ|‖S(z)‖+ |(1− λ)|‖T (z)‖ 5 |λ| · 1 + |1− λ| · 1
= |λ|+ |1− λ| = λ+ 1− λ = 1
für jedes z ∈ G gültig.
Bemerkung B.2. Sei G ein Gebiet von C sowie S ∈ Sp×q(G) und T ∈ Sq×r(G). Dann gilt
ST ∈ Sp×q(G), da ST als Produkt in G holomorpher Matrixfunktionen in G holomorph
ist sowie nach [Pl11, Lemma 14, seite 12] auch
‖(ST )(z)‖ = ‖S(z)T (z)‖ 5 ‖S(z)‖ · ‖T (z)‖ (B.1)
und somit ‖(ST )(z)‖ 5 1 ·1 = 1 für jedes z ∈ G gilt. Falls S oder T eine streng kontraktive
Schur-Funktion ist, ist die rechte Seite von (B.1) eine reelle Zahl kleiner als 1, sodass die
Schur-Funktion ST streng kontraktiv ist.
Bemerkung B.3. Seien G ein Gebiet von C sowie S ∈ Sp×q(G) und ε ∈ S1×1(G). Dann
gelten εIp ∈ Sp×p(G) sowie nach Bemerkung B.2 somit εS ∈ Sp×q(G), da für jedes z ∈ G
und jedes x ∈ Cp \ 0p×1 die Beziehungen
‖(εIp)(z)x‖E = ‖ε(z)Ipx‖E = ‖ε(z)x‖E = |ε(z)|‖x‖E 5 1 · ‖x‖E = ‖x‖E
und somit ‖(εIp(z)x)‖E
‖x‖E 5
‖x‖E
‖x‖E = 1
richtig sind, woraus sich aus einem bekannten Resultat der Linearen Algebra (siehe
z.B. [Pl11, Lemma 10, Seite 9, Bezeichnung 11, Seite 11, und Lemma 12, Seite 11]) für
jedes z ∈ G dann
‖(εIp)(z)‖ = sup
x∈Cp\{0p×1}
‖(εIp)(z)x‖E
‖x‖E 5 1
ergibt.
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Bemerkung B.4. Sei G ein Gebiet von C. Dann ist G∨ := {w ∈ C : w¯ ∈ G} ein Gebiet von
C und für jedes S : G → Cp×q ist S∨ : G∨ → Cq×p gemäß S∨(w) := S∗(w¯) wohldefiniert,
wobei offensichtlich (G∨)∨ = G und (S∨)∨(z) = S(z) für jedes z ∈ G gelten. Falls
S ∈ Sp×q(G) ist, gehört S∨ zur Klasse Sp×q(G∨) (siehe z.B. [Schr13, Lemma 4.16, Seite
72]).
Lemma B.5. ( [DFK92, Lemma 2.1.2, Seite 61]). Sei G ein Gebiet von C. Weiterhin
seien S ∈ Sp×q(G) und y ∈ Cq \ {0q×1}.
(a) Dann sind folgende Aussagen äquivalent:
(i) Es gibt ein z0 ∈ G mit ‖S(z0)y‖E = ‖y‖E.
(ii) Für jedes z ∈ G gilt ‖S(z0)y‖E = ‖y‖E.
(iii) Es gibt ein z0 ∈ G mit y = S∗(z0)S(z0)y.
(iv) Für jedes z ∈ G gilt y = S∗(z)S(z)y.
(b) Falls (i) erfüllt ist, gibt es ein z0 ∈ G mit S(z)y = S(z0)y für jedes z ∈ G.
Einen ausführlichen Beweis von Lemma B.5 findet man z.B. in [Schr13, Lemma 4.16,
Seiten 72/73].
Offensichtlich gehört die in C definierte konstante Matrixfunktion S : C→ Cp×q mit Wert
0p×q zu Sp×q(C). Dies zeigt insbesondere, dass die in Teil(b) von Lemma B.5 formulierte,
für (i) aus Teil(a) notwendige Bedingung nicht hinreichend für (i) aus Teil(a) ist.
Lemma B.6. ( [DFK92, Lemma 2.1.3, Seite 61]). Sei G ein Gebiet in C. Des Weiteren
seien S ∈ Sp×q(G) und x ∈ Cp \ {0p×1}.
(a) Dann sind folgende Aussagen äquivalent:
(i) Es gibt ein z0 ∈ G mit ‖S∗(z0)x‖E = ‖x‖E.
(ii) Für jedes z ∈ G gilt ‖S∗(s)x‖E = ‖x‖E.
(iii) Es gibt ein z0 ∈ G mit x = S(z0)S∗(z0)x.
(iv) Für jedes z ∈ G ist x = S(z)S∗(z)x.
(b) Falls (i) erfüllt ist, gilt S∗(z)x = S∗(z0)x.
Beweis. Da in [DFK92, Lemma 2.1.3, Seiten 61/62] nur ein sehr kurzer Beweis dargestellt
ist, geben wir hier einen ausführlichen Beweis an.
Nach Bemerkung B.4 sind G∨ ein Gebiet von C und S∨ : G∨ → Cq×p gemäß
S∨(w) := S∗(w¯) zur Klasse Sq×p(G∨) gehörig, wobei (S∨)∨ = S(z) für jedes z ∈ G gilt.
Somit ist (i) äquivalent mit:
(i)∨ Es gibt ein w0 ∈ G∨ mit ‖S∨(w0)x‖E = ‖x‖E .
Die Aussage (ii) ist äquivalent zu:
66
(ii)∨ Für jedes w ∈ G∨ gilt ‖S∨(w)x‖E = ‖x‖E .
Die Bedingung (iii) ist äquivalent zu:
(iii)∨ Es gibt ein w0 ∈ G∨ mit x = (S∨)∗(w0)S∨(w0)x.
Die Aussage (iv) ist äquivalent zu:
(iv)∨ Für jedes w ∈ G∨ gilt x = (S∨)∗(w)S∨(w)x.
Des Weiteren gilt die Aussage:
(v) Es gibt ein z0 ∈ G mit S∗(z)x = S∗(z0)x für jedes z ∈ G genau dann wenn folgende
Bedingung erfüllt ist:
(v)∨ Es gibt ein w0 ∈ G∨ mit S∨(w)x = S∨(w0)x.
Somit folgt aus Lemma B.5 unmittelbar die Behauptung.
Lemma B.7. ( [DFK92, Lemma 2.1.4, Seite 62]). Seien G ein Gebiet von C sowie
S ∈ Sp×q(G) und z0 ∈ G.
(a) Für jede Wahl von y ∈ N [Iq − S∗(z0)S(z0)] und z ∈ G gelten dann
S(z)y = S(z0)y und y = S∗(z)S(z)y. (B.2)
(b) Für jedes x ∈ N [Ip − S(z0)S∗(z0)] und jedes z ∈ G sind
S∗(z)x = S∗(z0)x und x = S(z)S∗(z)x (B.3)
erfüllt.
Beweis. Wir stellen eine ausführliche Version des in [DFK92, Lemma 2.1.4, Seite 62]
dargestellten Beweis vor.
(a) Falls y = 0q×1 ist (B.2) trivialerweise gültig. Sei nun y ∈ N [Iq − S∗(z0)S(z0)]\{0q×1}.
Dann gilt [Iq − S∗(z0)S(z0)] y = 0q×1, d.h. y = S∗(z0)S(z0)y. Nach Lemma B.5 ist somit
Teil(a) bewiesen.
(b) Falls x = 0p×1 ist, gilt (B.3) trivialerweise. Sei nun x ∈ N [Ip − S(z0)S∗(z0)] \
{0p×1}. Dann ergibt sich [Ip − S(z0)S∗(z0)]x = 0p×1, woraus x = S(z0)S∗(z0)x folgt. Die
Anwendung von Lemma B.6 zeigt uns dann die Gültigkeit von (b).
Lemma B.8. ( [DFK92, Lemma 2.1.5, Seite 62]). Seien G ein Gebiet von C sowie
S ∈ Sp×q(G) und z0 ∈ G. Für jedes z ∈ G gelten dann
N [Ip − S(z)S∗(z)] = N [Ip − S(z0)S∗(z0)] , (B.4)
R [Ip − S(z)S∗(z)] = R [Ip − S(z0)S∗(z0)] , (B.5)
N [Iq − S(z)S∗(z)] = N [Iq − S(z0)S∗(z0)] , (B.6)
R [Ip − S(z)S∗(z)] = R [Ip − S(z0)S∗(z0)] , (B.7)
sowie insbesondere
rank [Ip − S(z)S∗(z)] = rank [Ip − S(z0)S∗(z0)] (B.8)
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und
rank [Iq − S(z)S∗(z)] = rank [Iq − S(z0)S∗(z0)] . (B.9)
Beweis. Wir geben hier einen ausführlichen Beweis an, da der entsprechende Beweis
in [DFK92, Lemma 2.1.5, Seite 62] sehr kurz gefasst ist.
Wir betrachten ein beliebiges w ∈ G. Dann gilt x ∈ N [Ip − S(w)S∗(w)] genau dann,
wenn x zu Cp gehört und [Ip − S(w)S∗(w)]x = 0p×1, d.h. x = S(w)S∗(w)x erf¨llt. Somit
zeigt Teil(b) von Lemma B.7 die Gültigkeit von (B.4) für jedes z ∈ G. Für jedes w ∈ G
erhalten wir wegen Lemma A.8 und
R [Ip − S(w)S∗(w)] = R([Ip − S(w)S∗(w)])∗ = N [Ip − S(w)S∗(w)]⊥ ,
sodass für jedes z ∈ G dann (B.5) aus (B.4) folgt. Analog ist offensichtlich, dass y
genau dann zu N [Iq − S(w)S∗(w)] gehört, wenn y ein zu Cq gehöriger Vektor mit
y = S∗(w)S(w)y ist. Folglich liefert Teil(a) von Lemma B.7 dann (B.6) für jedes z ∈ G.
Ebenso erhalten wir aus Lemma A.8 die Beziehung
R [Iq − S∗(w)S(w)] = R([Iq − S∗(w)S(w)])∗ = N [Iq − S∗(w)S(w)]⊥ .
Für jedes z ∈ G folgt somit (B.7) aus (B.6). da für jedes A ∈ Cp×p bekanntermaßen
rank(A) = dimR(A) gilt, folgen wir für jedes z ∈ G aus (B.5) dann (B.8) und aus (B.7)
auch (B.9).
Satz B.9. ( [DFK92, Lemma 2.1.4, Seite 62]). Seien G ein Gebiet von C und S ∈ Sp×q(G).
(a) Falls U ∈ Cp×q derart ist, dass U∗U = Iq erfüllt ist, gilt
N [U + S(w)] = N [U + S(z)] (B.10)
für jede Wahl von w und z aus G.
(b) Falls V ∈ Cp×q derart ist, dass V V ∗ = Ip erfüllt ist, gilt
R [V + S(w)] = R [V + S(z)] (B.11)
für jede Wahl von w und z aus G.
Einen ausführlichen Beweis von Satz B.9 findet man z.B. in [Schr13, Satz 4.17, Seiten
74/75].
Folgerung B.10. ( [DFK92, Lemma 2.1.7, Seite 62]). Seien G ein Gebiet von C und
S ∈ Sp×q(G). Weiterhin seien U eine unitäre komplexe q × q−Matrix und η ∈ C derart,
dass |η| = 1 gilt. Dann sind folgende Aussagen gültig:
(a) Für jede Wahl von w und z aus G gelten
N [U + ηS(w)] = N [U + ηS(z)] (B.12)
und
R[U + ηS(w)] = R[U + ηS(z)]. (B.13)
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(b) Es sind folgende Aussagen äquivalent:
(i) Für jedes z ∈ G gilt det[U + ηS(z)] 6= 0.
(ii) Es gibt ein z0 ∈ G mit det[U + ηS(z0)] 6= 0.
Einen ausführlichen Beweis von Folgerung B.10 findet man z.B. in [Schr13, Folgerung
4.18, Seiten 75/76].
Folgerung B.11. ( [DFK92, Lemma 2.1.8, Seite 62]). Seien G ein Gebiet von C und f
aus Sp×q(G). Dann sind folgende Aussagen äquivalent:
(i) Es existiert ein w ∈ G derart, dass det[Iq + f(w)] 6= 0 gilt.
(ii) Für alle z ∈ G ist det[Iq + f(z)] 6= 0 erfüllt.
Einen ausführlichen Beweis von Folgerung B.11 findet man z.B. in [Schr13, Folgerung
4.19, Seiten 76-78].
Bezeichnung B.12. Bezeichne T := {ζ ∈ C : |ζ| = 1}.
Folgerung B.13. ( [DFK92, Lemma 2.1.6, Seite 62]) Seien G ein Gebiet in C und
S ∈ Sq×q(G). Des Weiteren seien z0 ∈ G und η ∈ T.
(a) Falls η ein Eigenwert von S(z0) und y0 ∈ Cq ein zugehöriger Eigenvektor von S(z0)
sind, so gilt für jedes z ∈ G, dass η ein Eigenwert von S(z) und y0 ein zugehöriger
Eigenvektor von S(z) sind.
(b) Falls η ein Eigenwert von S∗(z0) und x0 ∈ Cq ein zugehöriger Eigenvektor von
S∗(z0) sind, so gilt für jedes z ∈ G, dass η ein Eigenwert von S∗(z) und x0 ein
zugehöriger Eigenvektor von S∗(z) sind.
Beweis. Wir stellen eine ausführliche Version des in [DFK92, Lemma 2.1.6, Seite 62]
dargestellten Beweis vor.
Wegen η ∈ T gilt
(−ηIq)∗(−ηIq) = (η¯Iq)ηIq = η¯ηIq = |η|2Iq = 1 · Iq = Iq. (B.14)
Nach Teil(a) von Satz B.9 folgt für jedes z ∈ G somit
N [ηIq − S(z)] = N (− [ηIq − S(z)]) = N [−(ηIq) + S(z)]
= N [−(ηIq) + S(z0)] = N [ηIq − S(z0)] ,
woraus die Gültigkeit der in Teil(a) formulierten Behauptung ersichtlich ist. Wegen (B.14)
gilt auch (−η¯Iq)(−η¯Iq)∗ = (−ηIq)∗(−ηIq) = Iq, sodass auch (−ηIq)∗(−ηIq) = Iq erfüllt
ist. Für jedes z ∈ G ergibt sich nach Teil(b) von Satz B.9 dann
R [η¯Iq − S(z)] = R(− [η¯Iq − S(z)]) = R [−η¯Iq + S(z)]
= R(− [η¯Iq − S(z0)]) = R [η¯Iq − S(z0)] ,
69
woraus nach A.8 somit
N [ηIq − S∗(z)] = N ([η¯Iq − S(z)]∗) = R [η¯Iq − S(z)]⊥
= R [η¯Iq − S(z0)]⊥ = N ([η¯Iq − S(z0)]∗)
= N [ηIq − S∗(z0)]
folgt. Dies zeigt die Gültigkeit der in Teil(b) formulierten Aussage.
Das folgende Resultat stellt in gewisser Weise eine Spezifizierung von Lemma A.8 in
einem Spezialfall dar.
Lemma B.14. Seien G ein Gebiet in C sowie S ∈ Sp×q(G). Dann gelten Iq−S∗(z)S(z) ∈
Cq×q= und Ip − S(z)S∗(z) ∈ Cp×p= für jedes z ∈ G. Darüber hinaus sind folgende Aussagen
äquivalent:
(i) S ist eine streng kontraktive p× q−Schur-Funktion in G.
(ii) Es gibt ein z0 ∈ G mit ‖S(z0)‖ < 1.
(iii) det [Ip − S∗(z)S(z)] 6= 0 für jedes z ∈ G.
(iv) Es gibt ein z0 ∈ G mit det [Ip − S∗(z0)S(z0)] 6= 0.
(v) det [Ip − S(z)S∗(z)] 6= 0 für jedes z ∈ G.
(vi) Es gibt ein z0 ∈ G mit det [Ip − S(z0)S∗(z0)] 6= 0.
(vii) N [Iq − S∗(z)S(z)] = {0q×1} für jedes z ∈ G.
(viii) Es gibt ein z0 ∈ G mit N [Iq − S∗(z0)S(z0)] = {0q×1}.
(ix) N [Ip − S(z)S∗(z)] = {0p×1} für jedes z ∈ G.
(x) Es gibt ein z0 ∈ G mit N [Ip − S(z0)S∗(z0)] = {0p×1}.
Beweis. Sei zunächst w ∈ G beliebig gewählt. Wegen S ∈ Sp×q(G) gilt ‖S(z)‖ 5 1 für
jedes z ∈ G, woraus mit Lemma A.5 dann die Gültigkeit folgender beider Aussagen folgen:
(I) Für jedes z ∈ G gilt Iq − S∗(z)S(z) ∈ Cq×q= .
(II) Für jedes z ∈ G gelten Iq − S∗(z)S(z) ∈ Cq×q= und Ip − S(z)S(z)∗ ∈ Cp×p= .
Sei nun w ∈ G beliebig gewählt. nach [Pe08, Lemma A.2, Seiten 84/85] gelten
die folgende beiden Aussagen:
(III) Es gilt genau dann ‖S(w)‖ < 1, wenn Iq − S∗(w)S(w) ∈ Cq×q> erfüllt ist.
(IV ) Es gilt genau dann ‖S(w)‖ < 1, wenn Ip − S(w)S∗(w) ∈ Cp×p> erfüllt ist.
Wegen (I) und einem bekannten Resultat der Linearen Algebra gilt:
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(V ) Es gilt genau dann Iq − S∗(w)S(w) ∈ Cq×q> , wenn det [Iq − S∗(w)S(w)] 6= 0 erfüllt
ist.
Nach einem bekannten Resultat der Linearen Algebra gilt:
(V I) Es gilt genau dann det [Iq − S∗(w)S(w)] 6= 0, wenn N [Iq − S∗(w)S(w)] = {0q×1}
erfüllt ist.
Unter Berücksichtigung von Lemma A.21 ist folgende Aussage gültig:
(V II) Es gilt genau dann det [Iq − S∗(w)S(w)] 6= 0, wenn det [Ip − S(w)S∗(w)] 6= 0
gültig ist.
Wegen (II) und einem bekannten Resultat der Linearen Algebra ist folgende
Aussage gültig:
(V III) Es gilt genau dann Ip − S(w)S∗(w) ∈ Cp×p> , wenn det [Ip − S(w)S∗(w)] 6= 0
richtig ist.
Nach einem bekannten Resultat der Linearen Algebra gilt:
(XI) Es ist genau dann det [Ip − S(w)S∗(w)] 6= 0 erfüllt, wenn N [Ip − S(w)S∗(w)] =
{0p×1} gilt.
Wir beweisen nun die behaupteten Äquivalenzen nach folgendem Schema:
(i)

(ii)

(iii)
OO

// (vii)oo // (viii)oo // (iv)oo
OO

(v)
OO
// (x)oo (ix) // (vi)oo
OO
(i)⇔ (iii); (ii)⇔ (iv) : Diese Äquivalenzen folgen aus (III) und (V ).
(iii)⇔ (v); (iv)⇔ (vi) : Diese Äquivalenzen folgen aus Lemma A.21.
(v)⇔ (x) : Diese Äquivalenz folgt aus (IX).
(vi)⇔ (ix) : Diese Äquivalenz folgt aus (V II).
(vii)⇔ (viii) : Diese Äquivalenz folgt aus Lemma B.8.
(iii)⇔ (vii); (iv)⇔ (viii) : Diese Äquivalenzen ergeben sich wegen (V I).
Satz B.15. ( [DFK92, Proposition 2.1.1, Seite 63]). Seien G ein Gebiet von C sowie
S ∈ Sp×q(G) und z0 ∈ G. Bezeichne m := dimN [Ip − S(z0)S∗(z0)]. Dann gelten folgende
Aussagen:
(a) Falls m = 0 gilt, ist S eine streng kontraktive p× q−Schur+Funktion in G.
(b) Sei u1, u2, ..., up eine Orthonormalbsis von Cp derart, dass im Fall m = 1 dabei
u1, u2, ..., um eine Orthonormalbasis von N [Ip − S(z0)S∗(z0)] ist. Dann ist U :=
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(u1, u2, ..., up) eine unitäre komplexe p× p−Matrix.
(c) Sei m = 1. Dann wird durch vj := S∗(z0)uj für jedes z ∈ Z1,m ein Orthonormalsy-
stem v1, v2, ..., vm in Cq definiert.
(d) Falls 1 5 m < q ist, sei (vk)qk=m+1 ein System von Vektoren aus Cq derart, dass
v1, v2, ..., vm, vm + 1, ..., vq eine Orthonormalbasis von Cq ist. Dann ist sowohl im
Fall 1 5 m < q als auch im Fall m = q die Matrix V :=

v∗1
v∗2
...
v∗q
 eine unitäre
komplexe q × q−Matrix.
(e) Falls m = min{p, q} erfüllt ist, gilt
S(z) =

UV , falls m = p = q
U(Im, 0m×(q−m))V , falls m = p < q
U
(
Im
0(p−m)×m
)
V , falls m = q < p
für jedes z ∈ G.
(f) Falls 1 5 m < min{p, q} erfüllt ist, gibt es eine streng kontraktive p × q−Schur-
Funktion S0 in G derart, dass
S(z) = U · diag(Im, S0) · V
für jedes z ∈ G gilt.
Beweis. Wir stellen eine ausführliche Version des in [DFK92, Proposition 2.1.1, Seiten
62/63] angegebenen Beweises vor.
(I) Nach Lemma B.8 gilt
N [Ip − S(z)S∗(z)] = N [Ip − S(z0)S∗(z0)] (B.15)
für jedes z ∈ G. Betrachten wir nun zunächst den Fall m = 0. Nach (B.15) ergibt sich
dann dimN [Ip − S(z)S∗(z)] = 0 für jedes z ∈ G. Wegen Lemma B.14 ist dann S eine
streng kontraktive p× q−Schur-Funktion in G.
Sei nun m = 1 vorausgesetzt. Da u1, u2, ..., up ein Orthonormalsystem aus Gp ist, ergibt
sich
U∗U = (u1, u2, ..., up)∗(u1, u2, ..., up) =

u∗1
u∗2
...
u∗p
 (u1, u2, ..., up)
= (u∗juk)
p
j,k=1 = (δj,k)
p
j,k=1 = Ip, (B.16)
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sodass U eine unitäre komplexe p× p−Matrix ist und auch
UU∗ = Ip (B.17)
gilt. Nach Voraussetzung ist u1, u2, ..., um ein Orthonormalsystem aus
N [Ip − S(z0)S∗(z0)]. Wegen (B.15) ist für jedes z ∈ G dann u1, u2, ..., um auch
ein Orthonormalsystem in N [Ip − S(z)S∗(z)], sodass insbesondere u1, u2, ..., um ∈
N [Ip − S(z)S∗(z)] für jedes z ∈ G richtig ist. Folglich gilt [Ip − S(z)S∗(z)]uj = 0p×q für
jede Wahl von j ∈ Z1,m und z ∈ G und somit
uj = S(z)S
∗(z)uj (B.18)
für jedes j ∈ Z1,m und jedes z ∈ G. Demnach erhalten wir aufgrund von S ∈ Sp×q(G)
sowie (B.18) und Lemma B.6, dass
S∗(z)uj = S∗(z0)uj = vj (B.19)
für jedes j ∈ Z1,m und jedes z ∈ G gilt. Wegen (B.19) und (B.18) gilt
S(z)vj = S(z)S
∗(z)uj = uj (B.20)
für jedes j ∈ Z1,m und jedes z ∈ G. Des Weiteren erhalten wir aus (B.18) unter Be-
rücksichtigung, dass u1, u2, ..., um ein Orthonormalsystem(in Cp) ist, für jede Wahl von
j ∈ Z1,m, k ∈ Z1,m und z ∈ G, dann[
v∗j
]∗
v∗k = vjv
∗
k =
[
u∗jS(z0)
]
[u∗kS(z0)]
∗
= u∗jS(z0)S
∗(z0)uk = u∗juk = δjk. (B.21)
Dann ist gezeigt:
(i) v∗1, v∗2, ..., v∗m ist ein Orthonormalsystem in Cq.
Falls m < q gilt, gibt es dann Vektoren v∗m+1, v∗m+2, ..., v∗q ∈ Cq derart, dass
v1, v2, ..., vm, vm+1, ..., vq eine Orthonormalbasis von Cq ist. Wir wählen im Fall m < q
die Vektoren vm+1, vm+2, ..., vq aus Cq in diesem Sinne. Dann gilt sowohl im Fall m = q
als auch im Fall (1 5)m < q, dass v1, v2, ..., vq ein Orthonormalsystem in Cq ist, sodass
in jedem Fall
V V ∗ =

v∗1
v∗2
...
v∗q


v∗1
v∗2
...
v∗q

∗
=

v∗1
v∗2
...
v∗q
 (v1, v2, ..., vq) = (v∗j vk)qj,k=1
= (δjk)
q
j,k=1 = Iq (B.22)
folgt. Demnach ist die komplexe q × q−Matrix V unitär.
Wegen (B.19) gilt
u∗jS(z) = [S
∗(z)uj ]∗ = v∗j für jedes j ∈ Z1,m und jedes z ∈ G. (B.23)
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Aufgrund von (B.23) folgt
u∗jS(z)vk = v
∗
j vk = δjk (B.24)
für jedes j ∈ Z1,m, jedes k ∈ Z1,m und jedes z ∈ G.
Bezeichne U11 := (u1, u2, ..., um) sowie im Fall m < p des Weiteren U12 :=
(um+1, um+2, ..., up). Bezeichne
V11 :=

v∗1
v∗2
...
v∗m
 (B.25)
sowie im Fall m < q auch
V21 :=

v∗m+1
v∗m+2
...
v∗p
 . (B.26)
Wegen (B.23) gilt für jedes z ∈ G die Beziehung
U∗11S(z) = (u1, u2, ..., um)
∗S(z) =

u∗1
u∗2
...
u∗m
S(z)
=

u∗1S(z)
u∗2S(z)
...
u∗mS(z)
 =

v∗1
v∗2
...
v∗m
 = V11. (B.27)
Berücksichtigen wir (B.20), so ergibt sich
S(z)V ∗11 = S(z)(v1, v2, ..., vm) = (S(z)v1, S(z)v2, ..., S(z)vm)
= (u1, u2, ..., um) = U11 für jedes z ∈ G. (B.28)
(II) Betrachten wir nun zunächst den Fall m = p. Dann gilt
U = U11, (B.29)
sodass wir wegen (B.17) dann
U11U
∗
11 = UU
∗ = Iq (B.30)
erhalten. Wegen (B.29) und (B.27) ergibt sich für jedes z ∈ G auch
U∗S(z) = U∗11S(z) = V11. (B.31)
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(III) Betrachten wir nun den Fallm < p. Dann gestattet die Matrix U die Blockdarstellung
U = (U11, U12), (B.32)
damit
U∗ =
(
U∗11
U∗12
)
, (B.33)
sadass wir aus der Unitarität der Matrix U dann
diag(Im, Ip−m) = Ip = U∗U =
(
U∗11
U∗12
)
(U11, U12) =
(
U∗11U11 U∗11U12
U∗12U11 U∗12U12
)
und folglich
U∗11U11 = Im, U
∗
11U12 = 0m×(p−m), (B.34)
U∗12U11 = 0(p−m)×m und U
∗
12U12 = Ip−m (B.35)
erhalten.
(IV ) Betrachten wir nun den Fall m = q. Dann gilt
V = V11. (B.36)
Wegen (B.27), (B.36) und (B.22) folgt
U∗11S(z)V
∗
11 = V11V
∗
11 = V V
∗ = Iq. (B.37)
(V ) Betrachten wir nun den Fall m < q. Dann gestattet V die Blockdarstellung
V =
(
V11
V21
)
, (B.38)
woraus auch
V ∗ = (V ∗11, V
∗
21) (B.39)
ersichtlich ist. Wegen der Unitarität der Matrix V sowie (B.38) und (B.39) erhalten wir
diag(Im, Iq−m) = Iq = V ∗V =
(
V11
V21
)
(V ∗11, V
∗
21) =
(
V11V
∗
11 V11V
∗
21
V21V
∗
11 V21V
∗
21
)
und folglich
V11V
∗
11 = Im, V11V
∗
21 = 0m×(q−m), (B.40)
V21V
∗
11 = 0(q−m)×m und V21V
∗
21 = Iq−m. (B.41)
(V I) Betrachten wir nun den Fall m = q = p. Nach (II) ist dann (B.29) erfüllt und nach
(IV ) gilt (B.36). Nach (I) wissen wir, dass (B.27) richtig ist, sodass wir für jedes z ∈ G
dann
U∗S(z) = U∗11S(z) = V11 = V (B.42)
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erhalten. wegen der Unitarität von U sowie (B.42) folgt
S(z) = ImS(z) = UU
∗S(z) = UV für jedes z ∈ G. (B.43)
(V II) Betrachten wir nun den Fallm = p < q. Nach (II) ist dann (B.29) erfüllt. Wegen (V )
gilt die Blockdarstellung (B.38) von V und (B.39) ist gültig. Verwenden wir (B.29), (B.39)
und (B.27) sowie die zweite Gleichung in (B.40), so folgt für jedes z ∈ G die Beziehung
U∗S(z)V ∗ = U∗11S(z)(V
∗
11, V
∗
21)
= (U∗11S(z)V
∗
11, U
∗
11S(z)V
∗
21)
= (Im, U
∗
11S(z)V
∗
21)
= (Im, V11, V
∗
21) = (Ip, 0m×(q−m))
= (Ip, 0p×(q−p)). (B.44)
Da die Matrizen U und V unitär sind, impliziert (B.44) für jedes z ∈ G dann
S(z) = IpS(z)Iq = UU
∗S(z)V ∗V = U(Ip, 0p×(q−p))V. (B.45)
(V II) Betrachten wir nun den Fall m = q < p. nach (III) sind dann (B.33), (B.35)
und (B.28) richtig. Wegen (IV ) sind (B.36) und (B.37) erfüllt. Berc¨ksichtigen
wir (B.33), (B.36), (B.37), (B.28) und die erste Gleichung in (B.35), so erkennen wir die
Gültigkeit von
U∗S(Z)V ∗ =
(
U∗11
U∗12
)
S(z)V11 =
(
U∗11S(z)V11
U∗12S(z)V11
)
=
(
Im
U∗12S(z)V11
)
=
(
Im
U∗12U11
)
=
(
Im
0(p−m)×m
)
=
(
Iq
0(p−q)×q
)
. (B.46)
Da die Matrizen U und V unitär sind, folgt aus (B.46) für jedes z ∈ G dann
S(z) = IpS(z)Iq = UU
∗S(z)V ∗V = U
(
Iq
0(p−q)×q
)
V. (B.47)
(IX) Betrachten wir nun den Fall 1 5 m < min{p, q}. Dann zeigt (III), dass U∗ die Block-
darstellung (B.33) gestattet und (B.35) gilt. In (V ) wurden die Blockdarstellung (B.39)
von V ∗ sowie (B.40) nachgewiesen. Der Beweisteil (I) liefert die Gültigkeit von (B.27)
und (B.28) für jedes z ∈ G. Bezeichne S0 : G → C(p−m)×(q−m) die gemäß
S0(z) := U
∗
12S(z)V
∗
21 (B.48)
definierte Matrixfunktion. Wegen (B.33), (B.39), (B.27), (B.28), (B.40), (B.35) und (B.48)
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folgt
U∗S(z)V ∗ =
(
U∗11
U∗12
)
S(z)(V ∗11, V
∗
21) =
(
U∗11S(z)V ∗11 U∗11S(z)V ∗21
U∗12S(z)V ∗11 U∗12S(z)V ∗21
)
=
(
V11V
∗
11 V11V
∗
21
U∗12U11 S0(z)
)
=
(
Im 0m×(q−m)
0(p−m)×m S0(z)
)
= diag [Im, S0(z)]
für jedes z ∈ G, woraus unter Berücksichtigung der Unitarität von U und V dann
S(z) = IpS(z)Iq = UU
∗S(z)V ∗V = U · diag [Im, S0(z)] · V (B.49)
für jedes z ∈ G folgt. Somit bleibt noch nachzuweisen, dass S0 eine streng kontraktive
(p−m)× (q −m)−Schur-Funktion ist. Nach (B.48) gilt
S0 = U
∗
12SV21. (B.50)
Als Blöcke der unitären und damit kontraktiven Matrizen U bzw. V sind U12 und V21 nach
Lemma A.22 ebenfalls kontraktiv. Folglich sind auch U∗12 und V ∗21 kontraktive Matrizen.
Somit sind die in G definierten konstanten Matrixfunktionen U˜12 und V˜21 mit Werten U∗12
bzw. V ∗21 nicht nur in G holomorph, sondern auch kontraktiv, sodass U˜12 ∈ Sp×(p−m)(G)
und V˜21 ∈ Sq×(q−m)(G) erfüllt sind. Da S ∈ Sp×q(G) vorausgesetzt ist und nach (B.50)
auch S0 = U˜12SV˜21 gilt, zeigt Bemerkung B.2 die Gültigkeit von
S0 ∈ S(p−m)×(q−m)(G). (B.51)
Für jedes z ∈ G gilt wegen (B.49) zunächst
S∗(z) = (U · diag [Im, S0(z)] · V )∗
= V ∗ · diag [Im, S0(z)]∗ · U∗
= V ∗ · diag [Im, S∗0(z)] · U∗ (B.52)
und somit
Ip − S(z)S∗(z) = UU∗ − S(z)S∗(z)
= UU∗ − U · diag [Im, S0(z)] · V · V ∗ · diag [Im, S∗0(z)] · U∗
= UIpU
∗ − U · diag [Im, S0(z)] · Iq · diag [Im, S∗0(z)] · U∗
= U · diag [Im, Ip−m] · U∗ − U · diag [Im, S0(z)S∗0(z)] · U∗
= U (diag [Im, Ip−m]− diag [Im, S0(z)S∗0(z)])U∗
= U · diag [Im − Im, Ip−m − S0(z)S∗0(z)] · U∗
= U · diag [0m×m, Ip−m − S0(z)S∗0(z)] · U∗,
woraus wegen detU 6= 0 dann
rank [Ip − S0(z0)S∗0(z0)] = rank (diag [0m×m, Ip−m − S0(z0)S∗0(z0)])
= rank [Ip−m − S0(z0)S∗0(z0)] (B.53)
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folgt. Nach einem bekannten Resultat der Linearen Algebra gilt
m = dimN [Ip − S(z0)S∗(z0)] = p− rank [Ip − S(z0)S∗(z0)] ,
woraus sich mit (B.53) dann
rank [Ip−m − S0(z0)S∗0(z0)] = p−m (B.54)
ergibt. Da Ip−m−S0(z0)S∗0(z0) eine komplexe (p−m)×(p−m)−Matrix ist, impliziert (B.54)
folglich
det [Ip−m − S0(z0)S∗0(z0)] 6= 0. (B.55)
Wegen (B.51), (B.55) und Lemma B.14 dilt, dass S0 eine streng kontraktive (p−m)×
(q −m)−Schur-Funktion in G ist.
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C. Gebrochen-lineare Transformationen von Matrizen
Bezeichnung C.1. Seien C ∈ Cq×p und D ∈ Cq×q. Dann bezeichne
DC,D := {X ∈ Cp×q : det(CX +D) 6= 0}.
Lemma C.2. Seien C ∈ Cp×q und D ∈ Cq×q. Dann sind folgende Aussagen äquivalent:
(i) Die Menge
DC,D := {X ∈ Cp×q : det(CX +D) 6= 0}
ist nichtleer.
(ii) rank(C,D) = q.
Einen ausführlichen Beweis von Lemma C.2 findet man z.B. in [Bir13, Lemma B.4, S.
208/209].
Bezeichnung C.3. Sei E ∈ C(p+q)×(p+q) derart, dass rank(C,D) = q gilt, wobei
E =
(
A B
C D
)
(C.1)
die Blockdarstellung von E mit q × q-Block D bezeichnet. Dann sei
T
(p,q)
[E] : DC,D −→ Cp×q
gemäß
T
(p,q)
[E] (X) := (AX +B)(CX +D)
−1
definiert.
Satz C.4. Für jedes j ∈ Z1,2 sei Ej ∈ C(p+q)×(p+q) derart, dass rank(Cj , Dj) = q gelte,
wobei
Ej =
(
Aj Bj
Cj Dj
)
die Blockdarstellung von Ej mit q × q−Block Dj bezeichne. Bezeichne weiterhin E :=
E2E1 sowie (C.1) die Blockdarstellung von E mit q × q−Block D. Dann gelten folgende
Ausssagen:
(a) DC1,D1 6= ∅ und DC2,D2 6= ∅.
(b) Es gilt
DC,D =
{
X ∈ DC1,D1 : T(p,q)E1 (X) ∈ DC2,D2
}
(c) Falls DC,D ∩ DC1,D1 6= ∅ ist, gilt für jedes X ∈ DC,D ∩ DC1,D1 die Gleichung
T
(p,q)
E2
[
T
(p,q)
E1
(X)
]
= T
(p,q)
E (X).
Einen Beweis von Satz C.4 findet man z.B. in [Bir13, Folgerung B.9, S. 214].
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Symbolverzeichnis
A∗ Adjungierte von A.
A = B Löwner Halbordnung, S.7
A† Moore-Penrose-Inverse von A.
A⊥ Orthogonalraum von A.
A0 S. 42√
A nichtnegative hermitesche Quadratwurzel aus A.
(A
[1]
j )
n−1
j=0 Rechte SP-Transformierte von (Aj)
n
j=0, S.15
(A
[k]
j )
κ−1
j=0 k−te rechte SP-Transformierte von (Aj)nj=0, S.16
A
[0]
j S.16
A
[k]
j S.16
Bj S.16
(B
[−1,E]
j )
n
j=0 Rechte inverse SP-Transformierte von (Bj)
n
j=0, S.23
C Menge der komplexen Zahlen.
Cp×q Menge der komplexen p× q−Matrizen.
Cp×pH Menge der hermiteschen p× p−Matrizen, S.7
Cp×p= Menge der nichtnegativ hermiteschen p× p−Matrizen, S.7
C
{F}
j S.18
D Offene Einheitskreisscheibe der komplexen Ebene, S.7
Dp×q Menge der streng kontraktiven p× q−Matrizen, S.7
DC,D S.79
DK S.59
det(A) Determinante von A ∈ Cp×p.
dim(A) Dimension von A.
rank(A) Rang der Matrix A.
Dp×q S.79
εm S.18
‖.‖E Euklidische Norm, S.7
‖.‖S Operatornorm(Spektralnorm), S.7
‖.‖ S.7
F [−1,E] S.23
G S.42
[H(D)]p×q Menge der holomorphen p× q−Matrixfunktionen aus D, S.8
Ip Einheitsmatrix aus Cp×p.
KDp×q,κ S.9
KNp×q,κ S.9
KRp×q,κ S.9
Kp×q Menge der kontraktiven p× q−Matrizen, S.7
N Menge der positiven ganzen Zahlen, S.7
N0 Menge der nichtnegativen ganzen Zahlen, S.7
N (A) Nullraum von A, S.7
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P[E] S.15
P [k] S.20
Q[E] S.15
Q[k] S.20
R(A) Spaltenraum von A, S.7
R Menge der reellen Zahlen, S.7
RE,B,j S.23
S
〈A〉
n S.8
S
{F}
n S.18
Sp×q[D; (Aj)κj=0] Menge der p× q−Schur-Funktionen auf D mit Taylorkoeffizienten
(Aj)
κ
j=0
S[0] S.19
S[k] k−te Schur-Transformierte von S, S.19
Sp×q,κ Menge aller Schur-Folgen (Aj)κj=0 aus Cp×q, S.11
Sp×q(D) Menge der p× q−Schur-Funktionen in D
Sp×q〈D;U, V 〉 S.19
T
(p,q)
[E] S.79
TE,B,j S.23
υ S.24
V[E] S.36
V
〈A〉
k S.44
W[E] S.21
W
〈A〉
k S.21
YA,j S.15
Z Menge der ganzen Zahlen, S.7
Zα,β Menge der ganzen Zahlen von n bis m, S.7
ZA,j S.15
εm S.18
Φ S.26
Ψ S.24
0p×q Nullmatrix aus Cp×q.
‖.‖E Euklidische Norm, S.7
‖.‖S Operatornorm(Spektralnorm), S.7
‖.‖ S.7
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