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A supercurrent transistor is a superconductor-semiconductor hybrid device in which the Josephson
supercurrent is switched on and off using a gate voltage. While such devices have been studied
using DC transport, radio-frequency measurements allow for more sensitive and faster experiments.
Here a supercurrent transistor made from a carbon nanotube is measured simultaneously via DC
conductance and radio-frequency reflectometry. The radio-frequency measurement resolves all the
main features of the conductance data across a wide range of bias and gate voltage, and many of
these features are seen more clearly. These results are promising for measuring other kinds of hybrid
superconducting devices, in particular for detecting the reactive component of the impedance, which
a DC measurement can never detect.
I. INTRODUCTION
When a Josephson junction is fabricated from a semi-
conductor, its superconducting properties depend on the
semiconductor’s density of states. This principle is the
basis of the supercurrent transistor [1], in which the junc-
tion’s critical current is modulated by a nearby gate volt-
age, allowing the device to be switched between resis-
tive and superconducting states. Supercurrent transis-
tors are components of low-temperature electronics such
as SQUID magnetometers [2] and gatemon qubits [3, 4].
They can be used to measure level crossings [5] and chi-
ral states [6] in junctions containing quantum dots, and
also to investigate correlated-electron behaviour such as
charge localisation [7].
Josephson junctions based on nanotubes and
nanowires have been previously characterised in
direct-current (DC) transport [1, 2, 8]. Much greater
sensitivity and speed can be achieved using the technique
of radio-frequency (RF) reflectometry. Furthermore,
DC transport is sensitive only to the conductance of a
junction but reflectometry in series with the device is
also sensitive to reactance, and therefore should enable
measurements of quantum capacitance [9] and Josephson
inductance [10]. This has been confirmed by measuring
the changes in conductance and inductance associated
with the onset of superconductivity in NbTiN/InSb
nanowire Josephson junction [11]. The high-frequency
impedance of nanowire Josephson junctions has also
been investigated by integrating them into on-chip
microwave cavities to measure the Andreev states [12–
14]. More recently, a nanowire Josephson junction was
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measured in DC transport while simultaneously being
embedded into a gatemon qubit [15], which allowed
the mapping of critical current characteristics to qubit
frequency behaviour as a function of applied gate
voltage. Nevertheless, the low frequency RF behaviour
of a supercurrent transistor, in which the Josephson
junction is switched on and off using a gate voltage, has
never been investigated.
Here, we use simultaneous RF reflectometry and DC
measurements to characterise a supercurrent transistor
made of a carbon nanotube. We compare these two meth-
ods across the full operating regime of the device in bias
and gate voltage. The RF data reproduces all the main
features of the DC data, including the onset of super-
conductivity, a critical current that is tuned by a gate
voltage and magnetic field, and the presence of Andreev
reflections. In addition, the noise is much lower, as ex-
pected for a high-frequency measurement. These results
show that a supercurrent transistor can be measured at
RF without affecting its operation, and make RF tech-
niques promising for rapidly characterising such devices
under a range of conditions.
II. DEVICE AND MEASUREMENT SETUP
Supercurrent transistors are fabricated using a sin-
gle carbon nanotube contacted by superconducting elec-
trodes as shown in figure 1. Device fabrication begins
by growing nanotubes on a Si/SiO2 substrate. The nan-
otubes are grown by chemical vapour deposition using
Fe/Ru catalyst nano particles [16] at a temperature of
850 ◦C with methane as the precursor gas [17]. Bond-
pads and alignment markers are then patterned using
electron beam lithography (EBL) and metalized with a
bilayer of Ti/Au (10/50 nm). Following lift-off, SEM
imaging is used to locate and select individual nanotubes
for the transistors. Superconducting source and drain
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contacts and a lateral gate electrode are then patterned
with EBL, developed, cleaned in an ultraviolet ozone
chamber, and metallised with a superconducting Pd/Al
(4/80 nm) bilayer. The edge-to-edge distance between
the contacts is 300 nm. Before mounting the sample,
the room-temperature resistances of the devices are mea-
sured to check the fabrication yield. Under atmospheric
conditions and with the gate floating, roughly 80% of the
fabricated devices have a measurable conductance, with
typical resistances between 7 kΩ and 100 kΩ. The two
devices presented here (Devices A and B) are identical
in design and fabrication procedure, but originate from
separate fabrication batches, demonstrating the repro-
ducibility of the fabrication.
The transistors are measured in the sample puck of
a Triton dilution refrigerator with a base temperature
between 10 mK and 20 mK, using the circuit shown in
figure 1, which allows simultaneous DC and RF measure-
ments and in-situ impedance matching for optimal sen-
sitivity [19, 21]. All DC wires are filtered using printed-
circuit-board copper powder filters [20] containing em-
bedded RC filters. The devices are biased with a source-
drain current I, and gated using a voltage VG applied
to the side gate. For DC resistance measurements, the
voltage Vm at the top of the refrigerator is measured, and
converted to a voltage V across the device by subtracting
the voltage drop across the inline series resistance using
V = Vm − IRS. (1)
Here RS is the series resistance, which incorporates all
ohmic resistances in the current path, and is determined
by a linear fit to the I − V trace in the supercurrent
regime. It has the valueRS = 10.72 kΩ (15.71 kΩ) for De-
vice A (Device B), which is is consistent with the known
inline resistance in the cryostat wiring. The differential
resistance ∂V/∂I is calculated numerically.
To allow for RF reflectometry measurements, the de-
vice is mounted on a sample board containing an LC
tank circuit and an in-built bias tee made from discrete
chip components. The tank circuit exhibits a parallel
impedance matching circuit, i.e. a voltage tunable capac-
itor, as in Ref. [21],which was used in order to tune the
resonance into the optimal operation point. The loaded
tank circuit exhibits a resonance frequency of 261.2 MHz
with a quality factor of about 18. Reflectometry mea-
surements are performed by injecting an RF tone via at-
tenuated coaxial lines and a directional coupler, reflected
from the tank circuit, and fed into a homodyne demod-
ulation circuit to generate a demodulated voltage VRF,
cf. figure 1. The RF power exciting the tank circuit was
approximately −117 dBm. Changes in resistance, capac-
itance, and inductance of the device modify the phase
and amplitude of the reflected signal, and therefore the




































Figure 1. Measurement setup and device. The false-colour
SEM image shows a carbon nanotube supercurrent transis-
tor, with the nanotube highlighted in pink, the source and
drain contacts in gold, and the lateral gate electrode in red.
The device is mounted on a printed circuit board contain-
ing a resonant tank circuit with a voltage tunable capacitor
and a bias tee. This allows for simultaneous measurements by
RF reflectometry, using the circuit on the left, and by current-
biased DC transport, using the circuit in the centre. Wiggling
arrows denote the RF path and straight arrows the DC cur-
rent path. The gate voltage VG is used for electrical tuning
of the active transistor region. Here LPF denotes a low-pass
filter, CPF a copper-powder filter containing an embedded
low-pass RC filter, and SLF a stripline filter consisting of a
strip of copper embedded in eccosorb.
III. DC SPECTROSCOPY
To determine typical properties of the nanotube su-
percurrent transistor, we first characterized one device
(Device A) using only DC measurements. In this mea-
surement, the current bias is applied directly to the bond
pad of the source contact, bypassing the bias tee and
tank circuit. Figure 2(a) shows the differential resistance
∂V/∂I as a function of the bias current and gate volt-












2∆ ∆ ∆ / 2(a)
0 30



























































Figure 2. DC current- and voltage-bias spectroscopy, and sub-gap resistance of Device A, with the wiring resistance subtracted.
(a) Differential resistance of the carbon nanotube as a function of the bias current I and the gate voltage VG for an interval of VG
in the p-type conduction regime. The resonances modulated with VG are due to multiple Andreev reflections of different order.
The first sharp resonance marks the critical current Ic of the Josephson junction. The white region near zero bias current, i.e.
where ∂V/∂I = 0 kΩ, is due to proximity-induced supercurrent flowing through the nanotube. The uniform region for large I
is due to quasiparticle transport. (b) Critical current Ic as a function of VG extracted from (a). The maximum value measured
in this device was Ic,max = 17.7 ± 0.7 nA, where the error is the width of the transition in (a). (c) Differential conductance
of the carbon nanotube in units of G0 = 2e/h, converted from (a), as a function of the source-drain voltage V and the gate
voltage VG for the same interval as in (a). Dashed lines in (a), (c) and (d) mark expected positions of Andreev reflections,
with ∆ = 85 µeV. (d) Zoom-in of differential resistance interval shaded blue in (a). Two dotted lines mark the expected sharp
threshold, from which Ic is taken, and the unexpected sub-threshold feature at I < Ic. (e) I-V trace along dashed line in (d).
(f) Differential resistance trace along dashed line in (d). (e) & (f) The critical current is indicated by the purple dotted line.
The shaded area between the purple and teal dotted lines indicates the region with a measurable sub-threshold resistance,
whereas between the two teal dashed lines no residual resistance is observed.
region more negative than the location of the band gap,
i.e. in the p-type conduction regime. As expected, we find
the critical current is higher in this regime, because the
Pd used as contacting layer in the superconducting leads
yields a higher transparency of the contacts for holes [27],
i.e. larger Ic. When I is close to zero, the differential re-
sistance is small, indicating that the nanotube supports
a supercurrent due to the proximity effect. The bound-
ary of this region is marked by a sharp peak in the dif-
ferential resistance, and is taken as the superconducting
critical current Ic.
The critical current is strongly modified by changing
VG, as seen from figure 2(b). It ranges from less than
0.1 nA to a maximum of Ic, max = 17.7 nA. These strong
but irregular variations indicate corresponding fluctua-
tions in the nanotube density of states, such as arise from
Coulomb blockade or from Fabry-Perot oscillations [1].
The maximum critical current is higher than in most
previous experiments with nanotube junctions [2, 28],
although a larger critical current of 30 nA has been
achieved using niobium contacts [29]. This is a strong
indication of high-transparency contacts between the su-
perconducting leads and the nanotube, and demonstrates
the quality of the contact provided by the Al/Pd bi-
layer combined with a UV ozone cleaning prior to contact
metal deposition. This progress in materials and fabrica-
tion methods allows for the integration of such nanotube
Josephson junctions into more complex hybrid supercon-
ducting devices such as superconducting qubits [30]. The
large measured critical current may also indicate that this
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quantity depends on the number of walls of the nanotube.
We did not measure the wall number or the nanotube di-
ameter in our devices, and it is possible that the nanotube
is multi-walled and that this allows for a larger critical
current. The average critical current observed across the
full region of VG covered in figure 2(b) is 〈Ic〉 = 4.7 nA.
The fact that Ic depends on VG confirms that the device
is a supercurrent transistor.
For values of I greater than Ic, there is a series of
broad dips in the differential resistance, consistent with
multiple Andreev reflections [1, 8, 31]. To confirm this
interpretation, figure 2(c) shows the same data plotted
against the source-drain voltage V defined in Eq. (1). As





where n is an integer and ∆ = 85 µeV (Device A; 95 µeV,
Device B), which is close to the typical value of the su-
perconducting gap in nanotubes contacted with a thin
film of aluminium [1, 8]. Here, the superconducting gap
is reduced compared to Al alone, which is due to the Pd
used in the contacts. The voltages calculated from equa-
tion (2) are marked by dashed lines in figure 2(c) and
align with features of low resistance as expected. For
I  Ic the differential resistance is constant, indicat-
ing the normal state resistance Rn of the supercurrent
transistor. Assuming a single-walled carbon nanotube
with 4 conduction channels of equal transmission, Rn
can be used to calculate the transmission coefficient T
via Rn = h/(4e
2T ). Averaging over the full gate voltage
interval shown in figure 2 (a) yields T = 0.65±0.19. How-
ever, one should note that the lateral gate also tunes the
tunnelling barrier between the contact and the carbon
nanotube and hence also parameter T , as can be seen by
the variations in differential resistance in figure 2 (a) for
I  Ic. Nevertheless, this again demonstrates the high
quality contact provided by the Pd/Al bilayer.
Inspection of figure 2(a) also shows weak differential
resistance even below the critical current threshold (i.e.
for |I| < Ic). Figure 2(d) is an expanded view show-
ing this effect. Two dotted lines highlight the resistance
threshold at I = Ic and this weak sub-threshold fea-
ture. Such a sub-threshold resistance indicates excitation
away from the superconducting ground state. Two pos-
sible causes are thermal phase diffusion and formation
of a phase slip [32]. Thermally activated phase diffu-
sion should lead to a smoothly increasing ∂V/∂I [33],
and phase slips should lead to a series of abrupt steps in
V [32]. The sub-threshold feature in figure 2 does not
follow either of these expectations. This is confirmed by
figures 2(e-f), which plot V and ∂V/∂I along a single
cross-section in bias current. We therefore tentatively
suggest that the sub-threshold peak in ∂V/∂I indicates
that the device contains two weak links in series, and
that the sub-threshold peak occurs when the weaker of
the two becomes normal. This might happen if the in-
terface on one side of the device is less clean than on the
other. If this is the correct explanation, then the value
of Ic plotted in figure 2(c) is the critical current of the
stronger link. This sub-threshold peak is not observed in
Device B (see below). However, we note that a similar
peak has been seen just below the transition temperature
in a NbN nanowire device that also exhibited thermal and
quantum phase slips [34].
IV. SPECTROSCOPY USING RF
REFLECTOMETRY
Reflectometry experiments were performed on a sec-
ond device (Device B) fabricated by a similar method as
Device A but in a separate fabrication run. Device B was
bonded to the sample board in the same way as Device A
(figure 1) but now with the tank circuit connected. The
measurement method of figure 2(a) was now repeated on
Device B, except that as well as the DC conductance
∂V/∂I, the demodulated RF voltage VRF was measured
simultaneously. The integration time per point was the
same for the two data sets.
Figure 3(a)-(c) shows the results. As expected, the
DC behaviour (figure 3(a)) is similar to the measurement
presented in figure 2(a), which confirms that the super-
current transistor can operate with an RF excitation ap-
plied. All the main features are reproduced in the RF
measurement (figure 3 (b)), especially the sharp change
at the critical current. We find that VRF is approxi-
mately proportional to the DC resistance, showing that
the RF measurement successfully transduces changes in
the device impedance into changes in the tank circuit’s
reflectance.
Some features of the DC resistance appear more clearly
in the RF data, in particular the sharp superconduct-
ing transition. To explore this more thoroughly, fig-
ure 3(d) and figure 3(e) compare cross-sections at con-
stant VG = −10 V, which is a typical gate voltage in
the transistor’s ‘On’ configuration. The superconducting
transition and the first two Andreev features are evident
in the conductance data (figure 3(d)) but much clearer in
the reflectometry data (figure 3(e)). The signal-to-noise
ratio is higher for the RF measurement. Quantifying the
noise as the scatter of the data points in the quasiparticle
transport regime, and the signal as the full vertical range
of the traces in figure 3, the RF measurement yields an
improvement of ∼ 16 dB. This illustrates the advantage
of measuring at an RF frequency where 1/f noise is re-
duced compared with DC. It may also indicate that part
of the RF signal is a response to the changing super-
conducting inductance, to which the DC measurement is
insensitive.
As a further illustration of the sensitivity of RF mea-
surement, figure 4 shows the DC differential resistance
and the RF signal as a function of magnetic field applied
in (B‖) and out of plane (B⊥) of the device substrate.
As expected, the critical current decreases with increas-




























































Figure 3. Current-biased measurements of a nanotube supercurrent transistor measured in DC transport (a) & (d) and RF
reflectometry (b) & (e). (a) Differential resistance as a function of I and VG. (b) Simultaneously measured RF reflectometry
signal. The main features observed in (a) also appear in the RF signal but with a higher contrast. As in figure 2, dashed lines
in (a) and (b) mark expected positions of the Andreev reflections, using the measured ∆ = 95 µeV. The contrast change around
VG = 0 V indicates the bandgap of the carbon nanotube. At VG > 0, the resistance is generally higher than at VG < 0, due
to the greater Schottky barrier height for electrons than holes. (c) Ic as a function of VG, extracted from (b), with (a) giving
similar results. In this device, Ic, max = 20 ± 3 nA. (d) Differential resistance for VG = −10 V (along the dashed line in (a).
The critical current appears as two sharp peaks symmetrically placed around I = 0 nA. Arrows mark the first three Andreev
features. The region of quasiparticle transport (where the source-drain voltage exceeds 2∆) is shaded grey. (e) Equivalent trace
plotting the RF voltage. The same features appear, but more clearly.
than in the DC measurement. From figure 4 a rough
estimate of the perpendicular and parallel critical mag-
netic fields of the Pd/Al bilayer can be extracted, giving
B⊥,c ∼ 10 mT and B‖,c ∼ 60 mT respectively. This
compares as expected with the critical magnetic field of
bulk Al (Bc ∼ 10 mT), where the Bc can be improved
by aligning a thin film parallel to the magnetic field [38].
V. CONCLUSION
By comparing simultaneous RF and DC transport
measurements of a carbon nanotube supercurrent tran-
sistor, this experiment shows that RF reflectometry is
sensitive to all the main transport features, most of which
appear more distinctly than in DC transport alone. Im-
portantly, the properties of a supercurrent transistor de-
vice integrated into an RF measurement circuit are es-
sentially identical to those of a device measured by DC
transport alone. Our results show that RF reflectome-
try is a non-invasive technique for characterising super-
current transistors and potentially many other nanoscale
devices and physical effects. Although not tested here, re-
flectometry measurements can often be much faster than
transport alone, and thus may allow many devices to
be tested quickly under a wide range of operating con-
ditions. Additionally, the reflectometry circuit can be
























































Figure 4. DC differential resistance (a-b) and RF signal (c-d)
as a function of external magnetic field at VG = −25 V. The
magnetic field is applied parallel (B‖) as well as perpendicular
to the chip surface (B⊥).
reducing device and fabrication complexity, which is a
benefit of the method presented here compared to em-
bedding the Josephson junction with DC access into a
gatemon qubit [15]. This would allow, for example, rapid
fluctuations of the critical current to be measured in real
time [35]. The reflectometry circuit used here might
also allow for fast transport characterisation of other
kinds of superconducting hybrid devices, for example
to compare different ways of optimising superconductor-
semiconductor interfaces, which are crucial for such de-
vices. The ability to distinguish reactive and resistive
impedance changes is a possible tool for studying novel
hybrid devices such as those used to realise Majorana
qubits [36, 37].
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