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Abstract
A kernel two-sample test is developed for decid-
ing whether two dynamical systems are identical
based on data streams from these systems. Such
comparison of dynamical systems is relevant, for
example, when evaluating model-based design,
detecting anomalies in medical data, or for trans-
ferring knowledge from one system to another.
Kernel two-sample tests are a well established
statistical method for comparing probability dis-
tributions and have been applied to many diverse
objects, yet rarely to dynamical systems. In this
paper, we propose an extension of the kernel two-
sample test to dynamical systems based on ergod-
icity theory. This measure-theoretical point of
view on dynamical systems allows us to compare
them in a meaningful way. In particular, we do
not require synchronous sampling, identical ini-
tial conditions, or similar restrictive assumptions.
We demonstrate the effectiveness of the proposed
method experimentally on human walking data
by detecting anomalies in walking patterns.
1. Introduction
Comparing dynamical systems is an important and challeng-
ing problem. For instance, modern engineering applications
often leverage computer simulations instead of directly in-
teracting with a physical plant. Predicting the responses
of a physical plant precisely enables powerful learning al-
gorithms (Hwangbo et al., 2019), model-predictive control
algorithms (Qin & Badgwell, 2003), and is essential for the
future of manufacturing (Jeschke et al., 2017). For this to be
successful, it is critical that the model is accurate. Since it is
highly nontrivial to model complex systems, it is fundamen-
tal that the comparison is directly implemented on the data
streams. To this end, we propose a method that compares
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dynamical systems directly from data in a structured manner.
In particular, we can compare two data streams without any
modelling steps in between.
This comparison is based on kernel two-sample testing,
which was developed to distinguish between stationary prob-
ability distributions (Gretton et al., 2012a). At first glance,
comparing deterministic dynamical systems and probability
distributions look like distinct problems. Nonetheless, there
is a close relationship that can formally be described with
ergodicity theory.
Due to its powerful theoretical properties and versatile appli-
cability, kernel-two sample testing is a well established and
prominent method in the machine learning literature. The
key idea is to use kernel-based techniques to approximate
a metric on the space of probability distributions, which is
otherwise intractable to compute. This metric, the maxi-
mum mean discrepancy (MMD), is defined as a supremum
over test functions in a suitable function space that maxi-
mizes the difference between distributions. Thus, it is not
necessary to manually design features for the test. Instead,
the test automatically detects the most prominent features
to distinguish the distributions. A crucial assumption in
kernel two-sample testing is that data is independent and
identically distributed (i.i.d.). For dynamical systems, this
is naturally not the case and, thus, kernel two-sample testing
is not directly applicable.
Our first contribution is to show how ergodicity and kernel
two-sample testing complement each other. Further, we pro-
vide the means to sample from an ergodic measure induced
by a dynamical system, while maintaining i.i.d. conditions.
These two steps allow the kernel two-sample test to be ap-
plied without any further modification. We demonstrate the
efficacy of the proposed test for dynamical systems numeri-
cally and on experimental data. In particular, we consider
human walking data and analyze raw data from an inertial
measurement unit (IMU) to detect anomalies in the walk-
ing pattern and successfully distinguish between different
subjects. The results are consistent with established litera-
ture, however, obtained without the need for human expert
knowledge and without fitting any model parameters.
Contributions: We propose a kernel two-sample test for
ergodic dynamical systems. In particular, we leverage a
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measure-theoretical point of view on otherwise deterministic
systems to obtain probability measures that fit nicely into the
framework of kernel two-sample tests. Further, we validate
our method on numerical examples and real-world human
walking data. We automatically detect anomalies and can
distinguish subjects purely on raw IMU data.
2. Related Work
There is only limited literature that explicitly investigates the
question of how to compare dynamical systems. One pos-
sibility is the embedding of dynamical systems as infinite-
dimensional objects into reproducing kernel Hilbert spaces
(RKHS) with specifically designed kernels such as Binet-
Cauchy kernels (Vishwanathan et al., 2007) or generaliza-
tions thereof as proposed in (Ishikawa et al., 2018). A sim-
ilar function-analytical approach is considered in (Mezic,
2016), where the authors make an ergodicity assumption as
herein. These articles leverage specifically designed kernels
that expand certain linear operators such as Koopman oper-
ators associated with the dynamical system. Our approach
compares ergodic probability measures that are induced by
dynamical systems via kernel two-sample testing. Thus, it is
straightforward to apply our method and standard implemen-
tations of the kernel two-sample can be salvaged without
any modification. In a different line of work, dynamical
systems are compared by learning latent representations
with the aid of variational autoencoders (Kim et al., 2019).
This approach appears to be promising, however, there is no
statistical treatment of the problem and no explicit metric
on how to compare dynamical systems.
The critical technical issue when working with dynami-
cal systems is non-i.i.d. data. There are several exten-
sions of kernel two-sample tests that have been developed
(Zaremba et al., 2013; Gretton et al., 2012b; Doran et al.,
2014; Lloyd & Ghahramani, 2015; Chwialkowski et al.,
2014; Chwialkowski & Gretton, 2014) to make them appli-
cable to a wider range of problems, where non-i.i.d. data
is also an issue. However, the assumptions made there are
not suitable for the treatment of dynamical systems. In par-
ticular, mixing assumptions for dynamical systems require
careful consideration and are often not valid, as discussed in
detail in (Simchowitz et al., 2018). Recently, the combina-
tion of stochastic systems and kernel mean embeddings was
also proposed in (Zhu et al., 2019). Therein, the distribution
of stochastic systems is embedded pointwise in time into an
RKHS. By generating enough samples from the same initial
point with synchronous sampling, the stochastic system can
be considered as a random variable at each time instant.
Since we are leveraging arguments from ergodicity theory,
we require different assumptions on our system and data
properties.
The problem of comparing dynamical systems is also
present in control theory. For example, in robust control,
there is the notion of the gap metric (Zhou & Doyle, 1998),
which compares the closed-loop behavior of dynamical sys-
tems. These approaches are particularly promising to quan-
tify the similarities between dynamical systems when trying
to achieve effective transfer learning, as shown in (Sorocky
et al., 2020). However, they usually rely on a given model
and certain linear structure in the system. In our approach,
we are completely model-free and can consider a broader
class of dynamical systems. Instead of relying on a given
model, other approaches suggest to identify it from data.
Then, these models can be compared in a suitable function
space norm, such as Lp norms, either directly on the iden-
tified parameters of the models or based on the prediction
error. When considering nonlinear systems, estimating the
dynamics is difficult (Schoukens & Ljung, 2019; Scho¨n
et al., 2011). Analyzing, constructing, or even estimating
the ergodic measure of a dynamical system is also a highly
nontrivial problem on its own (Hang et al., 2018; Luzzatto
et al., 2005). The approach proposed herein circumvents
these difficulties by directly comparing dynamical systems
from data.
Clearly, we need certain assumptions regarding the dynami-
cal systems. Herein, we will consider arguments from ergod-
icity theory. A modern introduction into ergodicity theory
can be found in (Walters, 2000; Einsiedler & Ward, 2013).
An important implication of ergodicity is the existence of
probability measures that link the spatial distribution of a
dynamical system with its time evolution. In particular,
Birkhoff’s ergodic theorem (Birkhoff, 1931) makes this link
explicit and states that the time average coincides with the
spatial average with respect to the ergodic measure. This
ergodic measure is the key object that we leverage herein to
enable kernel two-sample testing for dynamical systems.
3. Mathematical Preliminaries
In the following, we introduce the mathematical objects that
we will consider in this paper. Afterward, we make the
problem explicit. The following definitions correspond to
(Einsiedler & Ward, 2013).
Let (X,A,P) be a probability space, with X ⊂ Rd a com-
pact set, A a σ-algebra, and P a probability measure.
Definition 1 (Measure-preserving System). Assume
f : X → X is a measurable map that preserves the measure
P, i.e., we obtain for all A ∈ A that P[f−1(A)] = P(A).
We define (X,A,P, f) as a measure-preserving (dynamical)
system. We refer to f as the dynamics.
A natural question that arises from the above purely math-
ematical definition is whether such measures do actually
exist for a given map f . The short answer is yes. This is due
to the Kryloff-Bogoliouboff theorem (Einsiedler & Ward,
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2013, Corollary 4.2) that guarantees the existence of such
measures P under mild assumptions on the map f and the
space X . Next, we define ergodicity.
Definition 2 (Ergodicity). Assume f : X → X is a
measure-preserving transformation on (X,A,P). Then, f
is ergodic with respect to P if the following condition holds:
For every A ∈ A with f−1(A) = A either P[A] = 0 or
P[A] = 1.
Historically, ergodic theory originated in thermodynamics
and was developed to describe the asymptotic behavior of
interacting particles. In some sense, it can be understood as
the preservation of mass or energy. Even though particles
are interacting, their mass is not changing, and they are just
moving through the state space.
Throughout this paper, we assume that P is a unique ergodic
measure, i.e., it is the only probability measure on the space
(X,A) that is ergodic with respect to f . This is a mild
assumption and follows naturally for most systems that ex-
hibit some form of stability. The Lorenz system is a famous
example of an ergodic dynamical system with a unique er-
godic measure that has been investigated mathematically
(Luzzatto et al., 2005).
An important property of dynamical systems is the com-
position of the dynamics f . In particular, we can de-
scribe the evolution of an initial state x0 ∈ Rn as itera-
tions of f . Therefore, we obtain the following notation:
xk+1 = f(xk), which is commonly used in control theory.
Further, we will also consider the case where we do not
measure the state xk directly, but instead observe noise-
corrupted observations x˜k = xk + k, with measurement
noise k, whose distribution we assume to be stationary
and independent of the state but otherwise unknown. We
develop the theory for deterministic systems, however, the
derived methods are also applicable to ergodic stochastic
systems with process noise, as we will demonstrate in the
numerical experiments.
4. Problem Formulation
Assume we have two ergodic dynamical systems
yk+1 = fY (yk) and zk+1 = fZ(zk). (1)
The problem that we investigate in this paper is to de-
cide, whether two data sets Y = {y0, y1, . . . , yn} and
Z = {z0, z1, . . . , zm} were generated by the same (un-
known) dynamical system. We assume yi, zi ∈ Rn and,
in general, y0 6= z0. Further, we do not require regular
sampling.
We propose to investigate the induced ergodic measures and
to test if these coincide. Thus, we obtain the null hypothesis
H0 : PY = PZ . (2)
For our method, it is not necessary to estimate or construct
the dynamics functions fY and fZ .
Here, we consider a two-sample setting between two data
streams Y and Z, however, this can easily be applied to
settings where we want to investigate whether a given model
coincides with reality. Then, samples obtained through
measurements can be compared with samples generated
from the model.
5. Foundations
The main idea of this paper can be summarized as applying
a kernel two-sample test (Gretton et al., 2012a) to the orbits
of ergodic dynamical systems. Per se, it is not clear how de-
terministic dynamical systems and probability theory belong
together. We propose to bridge this gap through ergodicity
theory. By leveraging the duality between the ergodic sys-
tem and the unique probability measure P, we are able to
apply a kernel two-sample test. Further, we need to address
the autocorrelations between subsequent samples that arise
in dynamical systems and violate the i.i.d. assumption in
the kernel two-sample test. We begin by summarizing key
results from ergodicity theory and kernel mean embeddings.
5.1. Ergodic Systems and the Probability Measure P
Birkhoff’s ergodic theorem (Birkhoff, 1931) is a crucial
component of our method. It facilitates linking the time
evolution of an ergodic system with its spatial distribution.
Theorem 1 (Birkhoff’s Ergodic Theorem). Assume f is
ergodic with respect to P and iterations of f are denoted by
fn. Then, we obtain for all φ ∈ L1P(X) and P-almost all
x0 that
lim
N→∞
1
N
N−1∑
n=0
φ(fn(x0)) =
∫
X
φ(y)dP(y). (3)
Birkhoff’s ergodic theorem is in some sense a realisation
of the law of large numbers and both sides of the equation
yield the expected value EP[φ]. Thus, we obtain a proba-
bilistic interpretation even for purely deterministic systems
without any process or measurement noise. Intuitively, it
quantifies the spatial distribution of states independent of
time, i.e., what is the likelihood for a state to occur at certain
parts of the state space. This probabilistic point of view
on dynamical systems will be crucial to apply the kernel
two-sample test.
5.2. Kernel Two-sample Test
After establishing the link between dynamical systems and
probability distributions, we will now discuss how to com-
pare probability distributions. An elegant and efficient com-
parison can be achieved with the kernel two-sample test.
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The distributions are embedded into an RKHS, where it
becomes tractable to compute certain metrics on the space
of probability distributions. Here, we will use the maximum
mean discrepancy (MMD).
Definition 3 (Maximum Mean Discrepancy). Let (X, d) be
a metric space and let p, q be two Borel probability measures
defined onX . Further, letF be a class of functions f : X →
R. We define the maximum mean discrepancy as
MMD2[F , p, q] = sup
f∈F
(Ep[f ]− Eq[f ])2. (4)
The MMD yields a metric between probability distributions
and can be efficiently estimated by embedding the distribu-
tions into an RKHSH with the aid of kernel mean embed-
dings (Muandet et al., 2017). It is a challenging problem to
compute (4) directly since F is usually infinite-dimensional.
However, by kernelizing this problem, it is possible to obtain
a tractable approach to estimate (4) from data.
Theorem 2 (Gretton et al. 2012a). Assume k is a charac-
teristic kernel and F is the unit ball in the corresponding
RKHS H. Further, assume (y1, . . . , yn) and (z1, . . . , zm)
are drawn i.i.d. from p respectively q. Then, we obtain the
following test statistic
MMD2b [F , p, q] =
1
n2
n∑
i,j=1
k(yi, yj)+
1
m2
m∑
i,j=1
k(zi, zj)− 2
mn
n∑
i=1
m∑
j=1
k(yi, zj).
(5)
The requirement of a characteristic kernel ensures that the
embedding of the probability distribution is injective and,
thus, a metric is obtained. The kernel k can, for example,
be chosen as a Gaussian kernel since it is well known to be
characteristic (Steinwart & Christmann, 2008).
Theorem 3 (Gretton et al. 2012a). Assume k is a charac-
terstic kernel and F is the unit ball in the corresponding
RKHSH. Then MMD2[F , p, q] = 0 if, and only if, p = q.
Essentially, we do not require any prior knowledge or pa-
rameterization of p and q. Access to i.i.d. samples from
these distributions is enough to estimate the MMD metric
between them. In practice, we only consider finitely many
data points and, thus, an estimate of the MMD. This es-
timate is expected to have some deviation, and even for
identical distributions, the test statistic will be larger than
zero. Therefore, we need finite sample bounds that quantify
the convergence speed of the empirical MMD value to ob-
tain confidence bounds. These bounds are usually the reason
for the i.i.d. assumption. Therefore, we will later introduce
a sampling strategy that maintains the i.i.d. assumption with
respect to the ergodic measure.
6. Kernel two-sample Test for Dynamical
Systems
Next, we state the main result of this paper. We leverage the
notion of ergodicity in order to obtain a kernel two-sample
test for dynamical systems. Thus, we obtain the following
result.
Proposition 1. Assume Y˜ is drawn i.i.d. from the ergodic
measure P corresponding to the dynamical system fY and
Z˜ is drawn i.i.d. from the ergodic measureQ corresponding
to the dynamical system fZ . Further, assume k is a charac-
teristic kernel and F is the unit ball in the corresponding
RKHS H. Then, we obtain MMD2[F ,P,Q] > 0 implies
that P 6= Q, and thus, fY 6= fZ .
Proof. The above result follows directly from the kernel
two-sample test and is explicitly stated for dynamical sys-
tems. Since the dynamics function induces by assumption a
unique ergodic measure, we can infer from different ergodic
measures that there is a difference in the dynamics.
To summarize, ergodic dynamical systems yield a probabil-
ity measure P, and the kernel two-sample test an effective
way of comparing distributions. For i.i.d. samples with
respect to the ergodic measure P, we maintain all theoretical
results from kernel two-sample testing.
Remark 1. Inferring from identical ergodic measures to
identical dynamics functions is not straightforward and
requires careful consideration. It is possible to construct
dynamical systems that yield the same ergodic measure,
however, are not identical. For example, consider a system
that rotates a vector by a certain angle. By rotating in
the opposite direction, we obtain the same induced ergodic
measure, however, the systems are different. Nonetheless,
they exhibit similar qualitative behavior. Investigating the
class of dynamical systems that share a common ergodic
measure is an interesting question on its own, however, out
of the scope of this paper.
Before discussing the concrete sampling strategies, we will
reiterate some implications of Birkhoffs ergodic theorem.
This gives some intuition into how the ergodic measure
represents the dynamical system. If the test function φ in
Birkhoffs ergodic theorem (3) is chosen as the indicator
function χA for any measurable set A ∈ A, we obtain
P-almost everywhere that
lim
N→∞
1
N
N−1∑
n=0
χA(f
n(x0)) =
∫
X
χA(y)dP(y) = P[A].
(6)
Thus, the ergodic measure P describes the spatial distri-
bution of a dynamical system, that is, it quantifies how
much time it spends in a given measurable set (P-almost
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everywhere) when starting in an arbitrary initial point x0.
Intuitively, if we let it evolve long enough and pick a ran-
dom point in time, then this point will be almost distributed
according to the ergodic measure P.
Next, we will discuss how to obtain the desired samples
from the dynamical systems. In particular, we will explain
how to sample i.i.d. from the ergodic distribution P, and
afterward, discuss approximations that are more efficient in
practice.
Clean Sampling: We can enforce i.i.d. sampling by ran-
domly initializing x0, letting the system evolve over time,
and, then, picking a random point from the trajectory. If
the initial points x0 are sampled i.i.d. and only one point is
taken from each trajectory, then the resulting samples are
also independent. The identical distribution with respect to
the ergodic measure P follows naturally after some burn-
in phase as also commonly done in the MCMC literature
(Haario et al., 2005). Initializing x0 close to the ergodic
orbits accelerates the burn-in phase to the ergodic measure.
Sampling as described above yields independent samples
that are distributed according to P. However, this approach
requires restarting the system at random initial positions,
which can be difficult in practice. Thus, we describe two
approximations that still yield effective tests.
Greedy Sampling Strategy: Ideally, we want to use the
whole information that is included in the trajectory of a
dynamical system. However, due to autocorrelations, we
are not able to use successive data points. When considering
a long time horizon, we can sample multiple times from a
single trajectory. Heuristically, this will yield approximately
independent data for long enough data streams.
In practice, it might be beneficial to combine these two
ideas. Thus, we obtain a trade-off between data efficiency
and theoretical guarantees.
Batch Sampling Strategy: To find a middle ground be-
tween picking only one data point per trajectory and picking
points exclusively from one single trajectory, we can also
consider a batch-type strategy. We introduce two new vari-
ables. Let T denote the number of trajectories and P the
number of points taken from each trajectory. We obtain the
greedy approach with T = 1 and P = n. Setting T = n
and P = 1 yields the clean strategy.
Next, we show the effects of the introduced sampling strate-
gies empirically and discuss their differences.
7. Numerical Example – Lorenz System
In this section, we will discuss a numerical example to
illustrate and visualize the effects of the proposed method.
We will show that the test is able to successfully distinguish
-20 -10 0 10 20
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Figure 1. Two-dimensional empirical probability distribution in-
duced by a Lorenz-like system. For the sake of visualization we
changed the parameter in (7) from 10 to 6. The qualitative behavior
does not change.
data sets that were generated by different systems and will
rarely reject the null-hypothesis when the data sets were
created by the same system. Further, we will demonstrate
that the heuristic batch sampling strategies introduced in the
previous section have only little effect on the outcome of
the test compared to the clean sampling strategy.
7.1. Description of the System
The classical Lorenz system is defined by the equations
x˙ = 10(y − x) (7)
y˙ = 28x− y − xz (8)
z˙ = xy − 8
3
z (9)
and well known to yield a unique ergodic probability mea-
sure P (Luzzatto et al., 2005). An illustration of such an
ergodic measure is given in Fig. 1. In order to demonstrate
the effectiveness of our method, we will slightly change the
parameters in the Lorenz system by increasing the coeffi-
cients in (7) from 10 to 12 and in (8) from 28 to 30.
We consider a nontrivial case here, where we can see a
difference between the proposed sampling strategies. The
two systems are similar to each other, and thus, detection is
difficult with the given amount of data as indicated in Fig. 2.
As we will show later, increasing the experiment horizon
and the amount of sample points yields perfect results for
all strategies.
7.2. Description of the Test Parameters
We consider data streams Y (created from the classical
Lorenz system (7) - (9)) and Z (created from the perturbed
system). To obtain data samples, we apply a Runge-Kutta
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Table 1. Results for applying the kernel two-sample test to Lorenz
systems. Experiment 1: Detection indicates that we compare the
classical Lorenz system with the disturbed system. Experiment 2:
False positives indicates that we compare the Lorenz system with
itself. All experiments were repeated 1000 times with αts = 0.05.
n = 500 Detection False Positives
T = 1 P = 500 809/1000 94/1000
T = 10 P = 50 772/1000 34/1000
T = 50 P = 10 770/1000 31/1000
T = 500 P = 1 775/1000 26/1000
solver1 to the systems from tstart = 0 until tend = 500
with randomly initialized x0 close to the ergodic orbits.
The resulting samples are not necessarily equidistant in
time. The first 100 data points from the simulation are
discarded. We create T trajectories with random initial
points and sample P points from each trajectory. Here, we
keep the number of total points n = 500 constant for easier
comparison.
After sampling the data sets Y and Z as described above, we
apply the original implementation of the kernel two-sample
test2 out of the box to obtain a critical threshold and estimate
of the MMD. Based on this, we decide if the systems are
significantly different or not. To demonstrate the effect
of varying the batch size as isolated as possible, we first
determine an estimate of the test threshold with respect to
the parameters T = 1 and P = 500 and the classical Lorenz
system with a one-sided αos value of 0.025 (or two-sided
αts = 0.05)3. We obtain a threshold of 2.87, which we keep
fixed for the following experiments.
Next, we investigate the effects of the batch parameters T
and P . For this, we compute the empirical estimate of the
MMD (2) and compare this to the obtained threshold. If the
estimate is larger than the threshold, we conclude that the
systems are different. Further, the number of false positives
should by construction coincide with the chosen αts value.
7.3. Detecting Different Systems
The test detects reliably that the data streams were created
by different systems, as shown in Table 1. Detection is not
trivial due to the small difference and the small number of
points. The concrete sampling strategy has only little effect
on the power of the test, and all strategies work well.
Due to the properties of the kernel two-sample test, the
test should detect arbitrary small deviations in the distribu-
tion with sufficient data. The results demonstrate that the
1Standard ode45 implementation in Matlab.
2We used the Matlab implementation: http://www.
gatsby.ucl.ac.uk/˜gretton/mmd/mmd.htm
3We run 1000 experiments with 500 bootstrap shuffles each.
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Figure 2. Scatter plot of the data points that are randomly selected
by the greedy scheme for the Lorenz system. The blue circles were
created by classical Lorenz system (7)-(9), while the red crosses
correspond to points from the perturbed system. Deciding if the
two distributions are identical is difficult for the human eye. The
proposed statistical test detects the difference with high confidence.
proposed ergodicity arguments and sampling strategies are
consistent with static kernel two-sample problem.
7.4. False Positives
To exclude hyper-sensitivity of the method, we investigate
the number of false positives. For this, we sample twice
from the same system (7)-(9). In the last column of Table
1, we see that the number of false positives exceeds the
5% induced by αts when we only consider one trajectory
(greedy sampling with T = 1). By increasing the number
of considered trajectories and by decreasing the number of
points taken from each trajectory, we reduce the effect of
autocorrelations and, thus, also the number of false positives.
In particular, for the clean sampling (T = 500, P = 1), we
obtain comparable results to the static kernel-two sample
problem.
7.5. Larger Sample Sizes
The number of false positives for the greedy sampling in-
teracts critically with the time horizon of the experiment.
To validate this, we increase tend = 3000 and keep the re-
maining setup as before (T = 1, P = 500). The resulting
number of false positives reduces to 27 (and 768 successful
detections), which coincides with the values for the clean
i.i.d. sampling strategy.
The considered number of sample points is crucial for the
number of successful detections. We increased the number
of points n = 1000 to investigate the power of the test.
Here, we considered the clean strategy (T = 1000, P = 1,
tend = 500) and obtain 988 detections with respect to the
same test statistic as before.
To summarize, the test behaves as desired, and especially
A Kernel Two-sample Test for Dynamical Systems
for the clean sampling, we obtain similar properties as in
the static i.i.d. kernel two-sample setting.
8. Experimental Example – Human Walking
In this section, we apply the developed kernel two-sample
test to real-world experimental data. We want to demon-
strate the effectiveness of our method in deciding whether
two data streams were created by the same system or not.
For this, we consider raw data from IMUs attached to the
feet of human subjects walking on a treadmill.
8.1. Description of the Experiment
The IMU data of foot motion during gait movement were
collected from 39 healthy subjects without any restrictions
in gait or illnesses that affect their walking ability. The sub-
jects were recruited from the students of FH JOANNEUM
Graz. The data collection was conducted in the movement
analysis laboratory of the same university on a Mercury Med
treadmill (h/p/cosmos). The IMU sensors were attached to
the test subjects’ shoes. To prevent the sensor from slipping
on the shoe, it was attached over the instep and heel of the
foot using velcro straps. The measurements were taken for
90 seconds each trial under the following conditions: walk-
ing at very slow walking speed (1.5 kmh−1), walking at
slow walking speed (3 kmh−1), walking at normal walking
speed (5 kmh−1), walking at slow walking speed with sim-
ulated gait pathology. The mobility of the knee joint of one
leg was restricted using a knee orthosis. The orthosis was
attached to the left knee in a fixed neutral position to disable
further extension or flexion of the joint. The subjects were
asked to stand still with both feet next to each other for 3
seconds at the beginning and end of each trial and to walk as
normally as possible under the various conditions. Before
the trial started, the subjects were able to practice walking
on the treadmill under the respective conditions. They were
allowed to use the handrail of the treadmill if necessary. An
approval from the ethics committee of the university where
the experiment was conducted was obtained for this data
acquisition.
8.2. Description of the Statistical Test
Next, we will describe the setup and parameters for the fol-
lowing statistical tests. We consider all subjects, all recorded
walking speeds, as well as both feet. This yields a total of
296 different data streams (some configurations are miss-
ing). Further, we have access to acceleration and gyroscopic
data for each data stream. The gyro and acceleration data
are both three-dimensional and consist of roughly 14 000
data points each per trial.
For the statistical test, we are considering two settings. We
sample from each configuration n = 100 times and n =
Figure 3. Phase plots of the first two coordinates of the gyroscopic
data of subject #1 for a walking speed of 3 kmh−1. In the top
plot, we can see the movement of the right foot. The blue dots
represent the experiment without the orthesis, and the red asterisks
the experiment with the orthesis, which was attached only to the
left knee. The bottom plot shows the movement of the left foot.
The gaits in the top plot look similar, however, in the bottom plot,
they appear different to the human eye. The proposed method
comes to the same conclusion and classifies the systems in the
bottom plot as different.
500 times with the previously introduced greedy strategy.
Further, we repeat each test 100 times to reduce random
effects. The αts-value is set to 0.05. The results of the
proposed method are summarized in Table 2 and will be
discussed in the following.
8.3. Detecting Different Systems
Next, we investigate if the proposed method can detect,
when data streams are generated by different systems. For
this, we consider two settings.
Detecting the Orthesis: Here, we consider the effect of
attaching an orthesis to the left knee on the walking behav-
ior. We compare the data streams of the left foot that were
collected without the orthesis against the data collected with
the orthesis. For this experiment, we only consider the first
two dimensions of the gyroscopic data (x− y plane). Again,
we sample n = 100 times from the distributions and repeat
this 100 times. The detection rate is, on average, above 80%.
The average is taken over all trials and subjects. Increasing
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Table 2. Summary of the results for applying the kernel two-sample
test with αts = 0.05 to raw IMU data obtained from human
subjects walking on a treadmill. Experiment 1 and 2: Detection
indicates that we compare two different systems. Orthesis tests the
gait of the same person with and without an orthesis. Inter-subject
tests the gaits of two different subjects and we report how often the
difference was significant. Experiment 3: False positives indicates
the percentage of false positives when sampling twice from the
same distribution.
Experiment 1: Orthesis Detection
nsample = 100 nrepeat = 100 80.03%
nsample = 500 nrepeat = 100 99.91%
Experiment 2: Inter-subject Detection
nsample = 500 nrepeat = 10 89.14%
Experiment 3: False Positives
nsample = 100 nrepeat = 100 8.77%
nsample = 500 nrepeat = 100 9.03%
the number of samples to n = 500 yields an average detec-
tion rate of over 99.9%. An illustration of the effect of the
orthesis on the gait is given in Fig. 3.
Inter-subject Comparison: Intuitively, different subjects
should have different walking patterns. To validate this, we
compare the first two dimensions of the gyroscopic data of
the left foot for all subjects against each other (for the same
walking speed). We do this for all recorded walking speeds
individually (and for the trials with the orthesis individually)
and repeat each experiment 10 times with n = 500. We
obtain an overall average detection rate of over 89%. For
the trials with a slow walking speed (1.5 kmh−1) and the
trials with the orthesis, the average inter-subject detection
rate was close to 95%.
8.4. False Positives
Next, we want to demonstrate that the proposed method is
not hyper-sensitive and thus, does not trigger all the time.
Therefore, we consider a similar setting as in Sec. 7 and
sample two data sets from the same distribution, i.e., one
of the 296 different data streams. Afterward, we iterate
over all the configurations, repeat this 100 times each and
investigate the false detection rate.
We obtain an average false detection rate of 9.03% for n =
500, which is higher than the required 5%. Nonetheless,
this is still reasonable and consistent with the results that we
present in Sec. 7. Further, reducing the number of samples
to n = 100 causes a reduction in the average false detection
rate to 8.77%. This is consistent with our observations in
Sec. 7 and we conclude that the test is behaving reasonable
with respect to false positives.
Figure 4. Phase plots of the first two coordinates of the left foot
gyroscopic data of subject #15 in comparison to subject #20 for a
walking speed of 1.5 kmh−1. The two data streams in the top plot
yield a low MMD. Intuitively, the systems actually look similar.
8.5. Interpretation of the MMD
After establishing that the test is able to detect different
systems and is not hyper-sensitive, we were interested in the
corner cases, e.g., the undetected 11% in the inter-subject
comparison. Some of the subjects simply have similar gaits.
Thus, it is not surprising that the proposed method is not
able to tell them apart. To illustrate this, we considered two
subjects, where the data streams regularly have a low MMD.
An example of this shown in Fig. 4, where we consider the
movement of the left foot of subject #15 in comparison to
the left foot movement of subject #20. Usually, when there
is strong overlap between the trajectories, then the MMD
is small, while large disjoint areas create a large MMD.
Detecting automatically what causes the differences could
be realized with the aid of the witness function (Gretton
et al., 2012a). However, we leave this for future work.
9. Discussion
In this paper, we propose to combine ergodicity theory with
kernel two-sample tests to obtain an effective way of com-
paring dynamical systems. It is straightforward to use, has
few parameters, and is model free. We demonstrate the flex-
ibility and relevance of the proposed method experimentally
on raw IMU data. We propose a sampling scheme to obtain
i.i.d. data. Ideally, we want to relax this assumption and
leverage different properties of dynamical system that can
be incorporated into the concentration result part of the ker-
nel two-sample test and are not too restrictive. A promising
approach could be based on martingale small-ball properties,
as introduced in (Simchowitz et al., 2018) in the context of
dynamical systems.
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