Abstract-We address the problem of decentralized robust control of uncertain Markov jump parameter systems via output feedback, which extends recent results on decentralized state feedback control. It is shown that the feasibility of a parametrized collection of mode-dependent coupled algebraic Riccati equations and inequalities is both sufficient and necessary for the existence of a robust decentralized switching controller. A guaranteed upper bound on robust performance is also obtained.
I. INTRODUCTION
The increasing complexity of large-scale systems has stimulated extensive research in recent years. Systems made up of spatially interconnected components are of particular interest. Although centralized controllers for such systems can often be designed using standard control design techniques to achieve an optimal performance, in general centralized control algorithms require a higher level of connectivity, and are computationally more intensive. Furthermore, centralized control algorithms may suffer from higher communication costs and reliability issues compared to decentralized schemes. Therefore, there is a clear motivation to decentralize the control process in such distributed systems, see [7] , [19] , [15] , [18] and the references therein.
The problem addressed in this paper is that of robust control design for an interconnected system subject to uncertain disturbances and having a randomly changing structure. These changes may result from random component failures, repairs or shut down, changes of the operating point, to name a few. Many such events can be modeled using a continuous time finite-state Markov chain, which leads to the hybrid description of system dynamics known as a Markov Jump Parameter (MJP) system [11] . The robust control problem for continuoustime MJP systems has attracted much attention in the past decade; see [3] , [13] , [2] , [6] , [17] , [4] and references therein. Problems of robust decentralized stabilization of uncertain MJP system models were studied in [1] , [12] , [20] . In this paper, the uncertainty affecting dynamics of the underlying system has two sources. The first source of uncertainty is due to the presence of uncertain dynamics in each subsystem of the large scale system. These local uncertainties are associated with internal perturbations within a subsystem, which affect this subsystem dynamics and only have an effect on other subsystems through interconnections between subsystems. These uncertainties are described in terms of time-domain Integral Quadratic Constraints (IQCs); see [16] , [22] . The second source of uncertainties entering the system arises from interactions between subsystems of the large scale system. These interactions are also described in terms of IQCs; see references [21] , [20] where the IQCs uncertainty description was introduced in the context of large-scale systems and MJP systems, respectively. The motivation for using the IQC approach in [21] , [20] was that it allowed to establish the equivalence between the robust control problem considered in those papers and a parameterized family of H ∞ control problems for individual subsystems of the large scale system. In [20] , a special lossless extension of the S-procedure suitable for the analysis of stochastic MJP systems was derived to establish that result. This version of the S-procedure is instrumental in deriving the results of this paper. This paper considers a similar uncertainty model to that studied in [20] . However, unlike [20] this paper focuses on the output feedback decentralized solution. One motivation behind developing an output feedback extension of the approach of [20] has been the fact that in power generation systems considered in [20] , it is usually difficult to measure generator rotor angles. In such a system, as well as many other hybrid systems, practical difficulties of state estimation prohibit the use of switching state-feedback control techniques such as that developed in [20] . This necessitates the use of output feedback control to regulate transients. In this paper, we derive necessary and sufficient conditions which guarantee the existence of a robust decentralized switching output feedback controller for uncertain interconnected hybrid systems. These conditions are formulated in terms of a parametrized collection of mode-dependent coupled algebraic Riccati equations and inequalities related to those arising in the corresponding H ∞ control problem [13] , [9] . The proof of this result uses a novel technique based on the results of [9] . An important difference arising from the output feedback formulation, compared with the state-feedback result of [20] , is that using our method only a suboptimal upper bound on the worstcase output feedback performance can be guaranteed while the state-feedback control design was minimax optimal given an initial condition.
II. PROBLEM FORMULATION
We consider a large-scale system S comprising N subsystems S i of the following form:
where x i is the state, u i is the control input, ξ i is the perturbation, ζ i is the uncertainty output, z i is the controlled output, y i is the measured output, the input r i describes the effect of subsystems S j , j = i, on the subsystem S i , and η(t) describes the mechanism of mode switching in the system.
It is assumed that η(t) is a homogeneous stationary Markov chain defined in a complete probability space (Ω, F , P ) and taking values in a finite set K = {1, 2, ··· , k}. Its state transition rate matrix is Q := [q νμ ] k ν,μ=1 in which q νμ ≥ 0, ν = μ and q νν = −Σ μ =ν q νμ . Furthermore, this process will be assumed to have properties that warrant the existence of a semigroup of measure-preserving one-to-one point or set transformations Γ t : Ω → Ω such that for all t, s ≥ 0, η(t + s, ω) = η(t, Γ s ω) a.s. [5] . The stationary initial distribution π = [π 1 , ··· , π k ] of the process η(t) will be assumed to be positive, i.e., π j > 0, ∀ j ∈ K. Let E, E [·|·] denote the expectation and a conditional expectation with respect to the underlying probability measure. For a given vector function y(·) ∈ L 2 [0, +∞), adapted to the filtration generated by η(t), the norm of y(·) is denoted by
We make following assumptions for the system (1). 
Assumption 5:
Remark: Assumption 2 states that the system does not contain perfectly known subsystems which are disconnected from the rest of the system. This assumption is not restrictive, since if such a subsystem exists, it can be dealt with independently. Also, Assumption 3 is a standard technical assumption commonly used in the linear robust control theory.
We now present the definition of the uncertainty sets. We assume that both the local uncertainty in each subsystem and the interconnection between subsystems of the large-scale system are represented by input signals which satisfy certain integral quadratic constraints.
Let M i ,M i , i = 1, ··· , N, be two collections of positive definite symmetric matrices.
Definition 6: A collection of uncertainty inputs ξ i (·), i = 1, ··· , N, represents an admissible uncertainty for the large scale system (1) if the following conditions hold: Given a collection of locally square integrable control inputs u i (·) and locally square integrable interconnection inputs
The subsystem S i of the given large scale system are said to have admissible interconnection r i (·) to other subsystems of this large scale system, if the following conditions hold: Given a collection of locally square integrable control inputs u i (·) and locally square integrable uncertainty inputs
The sets of admissible uncertainty inputs and admissible interconnection inputs will be denoted by Ξ, Π respectively. It can be shown that without loss of generality, the same sequences of {t l } +∞ l=1 can be chosen in Definitions 6 and 7 whenever they correspond to the same collection of uncertainty inputs, interconnection inputs and disturbance inputs. Note that in (2) and (3) t l may be equal to +∞.
For the uncertain large scale system (1), (2), (3), we consider a decentralized output feedback absolute stabilization problem. The controllers considered are decentralized linear output feedback controllers of the formẋ
where x c,i is the ith controller state vector. Definition 8: The Markov jump parameter large scale system (1), (2) , (3) is said to be absolutely stabilizable via decentralized output feedback control if there exists a decentralized output feedback controller (4) and a constant c 1 > 0 such that for any initial conditions [x i (0), x c,i (0)] , any admissible local uncertainty inputs ξ i (·) and any admissible interconnection inputs r i (·) subject to constraints (2), (3), the signals
III. THE MAIN RESULTS Let τ i > 0, θ i > 0, i = 1, ··· , N, be given constants, and
We consider a collection of coupled generalized algebraic Riccati equations (GAREs) and generalized algebraic Riccati inequalities (GARIs):
where
and
Let X i (η(t)),Y i (η(t)) be defined on [0, +∞) as:
Then associated with (6) and (7) is a collection of decentralized dynamic output feedback controllers of the forṁ
Consider the following set of vectors:
the set of coupled GAREs (6) admits a set of minimal positive definite solutions X i ( j) > 0, j ∈ K, and the set of coupled GARIs (7) admits a set of
Note that the minimal positive definite solutions X i ( j) to the coupled equations (6) as well as solutions Y i ( j) to the GARIs (7) depend on the chosen {τ i ,
This dependence is assumed throughout the paper.
Theorem 9: The large-scale system is absolutely stabilizable via the decentralized dynamic output feedback control (4) if and only if the set T is non-empty.
Theorem 10: Given a vector of initial conditions
, consider a set U of decentralized controllers (4). The optimal worst-case performance of the closedloop system achievable via decentralized controllers of the class U is upper-bounded as follows
∈ T attains the infimum on the right-hand side of (10) . Then a decentralized controller satisfying this upper-bound is given by (9) in which
To achieve the claimed bound on optimal worst-case performance, the optimization problem defined on the right-hand side of (10) must be solved, which requires knowledge of the plant initial states x i (0). When the plant initial states are completely known, it is natural to pass that knowledge on to the controller by setting x c,i (0) = x i (0). In practice, however, the initial state of the plant may not be known. There are a number of ways to avoid using plant initial conditions in the optimization problem on the right-hand side of (10); see [10] .
IV. PROOF OF THEOREMS 9 AND 10
The proof here uses a novel technique based on the results of [9] .
A. Proof of Theorem 9
First we prove the necessity claim. Suppose the given uncertain Markov jump parameter large scale system is stabilizable via decentralized output feedback control and condition (5) holds. That is, there exists a linear decentralized output feedback controller of the form (4) such that the corresponding closed loop system with uncertainty perturbations and interconnections of the sets Ξ, Π satisfies (5). Then we conclude that there exists a decentralized controller of the form (4) such that
For an arbitrary pair of elements of Ξ and Π, let us write the corresponding closed loop system in the forṁ
In view of (11), one can choose a sufficient small constant ε > 0 such that
Define the quadratic functionals
Now consider a set of inputs w ∈ L 2 [0, +∞) for which
Condition (14) implies that each such input satisfies the constraints (2), (3) with t l = +∞. Therefore, in view of the assumption that the chosen decentralized controller guarantees the satisfaction of condition (11), (14) implies that G 0 (w) < 0. Furthermore, since M i > 0,M i > 0, one can choose an input w to satisfy condition (ii) of Lemma 2 of [20] . According to the S-procedure result [20, Lemma 2], these facts imply that one can find constants
this conclusion can be written as follows:
Furthermore, it can be shown that condition (15) implies that τ i > 0, θ i > 0. The proof of this fact follows the lines proving Proposition 2 and 3 of Section 5.3 of [14] ; also, see the original paper [16] . We also note that in the case of
see Proposition 2 of Section 5.3 of [14] and [16] . Condition (16) implies that the closed loop augmented MJP system corresponding to the chosen controller (4),x =Ā(η(t))x(t) +B 2 (η(t))w(t), (17) z =C(η(t))x(t),
satisfies the following H ∞ -type condition:
here,z is the output of the system (17) corresponding to the initial conditionx(0) = 0 and a random η(0) distributed according to the probability distribution π. Condition (18) implies that for each i = 1, ··· , N,
wherew i is the disturbance input of the closed loop subsystem corresponding to the open loop subsysteṁ
and the i-th entry of the considered controller (4) with the initial condition x c,i (0) = 0. To verify this fact, it is sufficient to letw j (·) = 0, j = i, in (18) and (17) . Indeed, all entriesz j (·), j = i, of the corresponding output vector of the system (17) will be equal to zero, hence (19) follows from (18) . Now we observe that the closed-loop subsystem corresponding to (20) and the local controller u i is internally stochastically stable. Indeed, note that ξ i ≡ 0, r i ≡ 0 are in the sets admissible uncertainty inputs and admissible interconnection inputs Ξ, Π. Lettingw i ≡ 0, by (5), given anyx i (0), η(0), we have x i (·) 2 2 < +∞. Since π j > 0 ∀ j ∈ K, this verifies the internally stochastic stability of the closed-loop subsystem for allx i (0) and η(0).
Condition (19) and the internally stochastic stability of the closed-loop subsystem imply that the entry u i of the given controller of the form (4) solves the H ∞ disturbance attenuation problem associated with the MJP system (20) [9] , [13] . We can now apply Theorem 17 of [9] to each system (20) . This result of [9] states that the satisfaction of (19) for the internally stable closed loop system consisting of (20) and the controller (4) is equivalent to the fact that the set T is not empty. Now we prove the sufficiency claim. Suppose T is non-empty, and choose a collection
Associated with this collection of constants, consider the systemẋ (8) , and the inputw ∈ L 2 [0, +∞). Also consider the matrices
satisfy the condition described in the definition of the set T . Then, we conclude that X( j) > 0,Y ( j) > 0 solve the coupled GAREs and GARIs:
Furthermore, the pair A(η(t),B 1 (η(t))) is stochastically stabilizable since the pairs (A i (η(t) ), B i (η(t))) corresponding to each subsystem of the system (21) are stochastically stabilizable by Assumption 4. Also, for each j ∈ K, the pair (A( j),C ( j)C( j)) is observable since the pairs
are given by (9) . Then it follows from the H ∞ control theory of MJP systems (e.g., see Theorem 17 of [9] ) that the controller (A c (η(t)), B c (η(t)), K c (η(t))) solves the output feedback H ∞ control problem defined by the system (21) and the H ∞ norm bound (18) .
Write the closed loop system aṡx
wherex = (x , x c ) , then Tzw ∞ < 1; here Tzw denotes the closed-loop system mapping fromw toz. Because the chosen controller (9) solves the H ∞ control problem, this fact implies internally stochastic stability of the closed loop system (22) . Then, x 2 2 < ∞, and hence there exists a sufficiently small ε > 0 such thatž = [ε 1/2x ,z ] and Tžw ∞ < 1. By the strict bounded real lemma [9, Theorem 7] , there existP( j) > 0, j = 1, ··· , k such thať
Usingx (t)P(η(t))x(t) as a candidate Lyapunov function, it is straightforward to verify by completing the squares [13] that the trajectories of the closed loop system (22) satisfy
for anyw ∈ L 2 [0, +∞) and any initial conditionx(0). Now, let {t l } +∞ l=1 be a sequence of times as in Definitions 6, 7. Let us fix a time t l and choose an arbitrary collection of admissible local uncertainty inputs ξ 1 (·), ··· , ξ N (·) and admissible interconnections r 1 (·), ··· , r N (·). Based on the chosen admissible uncertainties, we define the following uncertainty inputw l (·) for the system (22):
whereξ l i (·),r l i (·) are obtained by extending the chosen admissible uncertainty inputs ξ i (·) and interconnections r i (·) to have a value of zero in the interval [t l , +∞). Then,w l (·) ∈ L 2 [0, +∞) and hence condition (23) holds for this particular uncertainty input. From (23), (2) , (3), we have that
Here z i (·) are the outputs of (1) corresponding to the state trajectory of the closed loop system (22) driven by the inputw l (·). By definition, we can choose t l → +∞. (5) follows from (25), (2), (3). This proves absolute stability of the closed loop system as formulated in Definition 8.
B. Proof of Theorem 10
then it is easy to show that the matrices Σ( j), j ∈ K satisfy the following GARIs [13] :
Now, choosex (t)Σ(η(t))x(t) as a candidate Lyapunov function. Similar to (23) and (25), we have z(t)
wherez(t) is the output of the closed loop system (22) , and z i (·) are the outputs of (1) corresponding to the state trajectory of the closed loop system (22) driven by the inputw l (·) in (24). Therefore,
by letting x c (0) = x(0). It is obvious from (27), that (10) holds and provides the smallest bound over all x c (0). This concludes the proof.
V. LMI REALIZATION
As shown in Theorem 10, the proposed suboptimal guaranteed cost decentralized output feedback controller design involves solving the optimization problem given on the right-hand side of (10) . Generally, it is difficult to provide a systematic way to perform such optimization. In this section, we discuss one possible approach to address this difficulty numerically. The idea is to employ an LMI technique.
It has been shown in Theorem 9-10 that the decentralized dynamic output feedback controllers involve a set of the coupled GAREs (6) and GARIs (7). If {τ i θ i }
N i=1
are given, the solution of (6) can be obtained by solving the following LMI optimization problem in which we letX i ( j) = X −1 i ( j):
The solution of (7) together with constraints Y i ( j) ≥ X i ( j), j ∈ K is given by the following LMIs:
Then we can employ MATLAB nonlinear optimization function fmincon together with LMIs (28-29) to calculate the upper bound on the infimum on the right hand side of (10).
VI. CONCLUSION
This paper considers the decentralized robust control design problem for an interconnected system subject to uncertain disturbances and a randomly changing structure. It extends the results of [20] to the output feedback case. We derive necessary and sufficient conditions for the existence of a suboptimal guaranteed cost decentralized switching controller. The required controller is constructed by solving two collections of mode-dependent coupled algebraic Riccati equations and inequalities specific for each subsystem. A guaranteed upper bound on the system robust performance is also obtained.
