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This work is concerned with several properties of solutions of
stochastic differential equations arising from hybrid switching dif-
fusions. The word “hybrid” highlights the coexistence of contin-
uous dynamics and discrete events. The underlying process has
two components. One component describes the continuous dynam-
ics, whereas the other is a switching process representing discrete
events. One of the main features is the switching component de-
pending on the continuous dynamics. In this paper, weak conti-
nuity is proved ﬁrst. Then continuous and smooth dependence on
initial data are demonstrated. In addition, it is shown that certain
functions of the solutions verify a system of Kolmogorov’s back-
ward differential equations. Moreover, rates of convergence of nu-
merical approximation algorithms are dealt with.
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1. Introduction
This work is concerned with solutions of stochastic differential equations of the form
dX(t) = b(X(t),α(t))dt + σ (X(t),α(t))dw(t),
where b(·) and σ(·) are appropriate functions, w(·) is a multi-dimensional standard Brownian mo-
tion, and α(·) is a switching process taking values in M = {1, . . . ,m0} whose operator and hence the
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ﬁed later. Throughout the rest of the paper, we call such processes x-dependent switching-diffusion
processes or continuous-state-dependent switching-diffusion processes. One of the distinct features is
that in these systems, discrete events and continuous dynamics are highly correlated.
The (X(t),α(t)) is a two-component Markov process. Although it is seemingly similar to the
well-known diffusion processes, the properties of the solutions of the stochastic differential equa-
tion with switching are quite different from those of the usual diffusion processes (e.g., compare [7]
and [8,10,17]). Moreover, stochastic differential equations with continuous-state-dependent switching
are drastically different from stochastic differential equations with Markov switching. For instance,
compare the stability of solutions of stochastic differential equations with Markovian switching and
state-dependent switching; see [6,10] and [8]. As another example, for diffusion processes, one of the
commonly used numerical procedures is based on Picard iterations. For Markovian switching-diffusion
processes, in which the switching process α(t) is a continuous-time Markov chain independent of the
Brownian motion, the Picard method can still be applied [11, p. 83]. However, this approach can no
longer be used for the x-dependent switching diffusions. When Markovian regime-switching processes
are treated, with the given generator of the switching process, we can pre-generate the switching pro-
cess throughout the iterations. In the continuous-state-dependent switching case, since Q (x) varies
with each iteration, we can no longer pre-generate the x-dependent switching process beforehand
and apply the Lipschitz condition directly to obtain the desired estimates. In addition, due to the
presence of the continuous-state-dependent switching processes, the analysis for properties of the
solutions is usually much more complex than that of the usual diffusion processes without switching.
For example, it is a time-honored concept that under suitable conditions, the usual diffusion process
is well posed. That is, such a process is well deﬁned, possesses unique solution for each initial con-
dition, and the solution depends on the initial data continuously and smoothly; see for example [3].
When one has a Markovian switching-diffusion process, although more complex notation is needed
compared with the diffusion counterpart, the well-posedness can be carried over with no essential
diﬃculty. Nevertheless, to prove the well-posedness property for x-dependent switching diffusion is
no longer a straightforward matter. One of the salient features and the main diﬃculties are the con-
tinuous dynamics and discrete events are intertwined. Here, we quest under what conditions, the
well-posedness will still hold.
In this paper, we take a close scrutiny of solutions of stochastic differential equations with x-
dependent switching. These properties include continuity of the solutions in the weak sense (to be
deﬁned more precisely in the later section), the smoothness of solutions with respect to the initial
data x, and related error estimates for numerical solutions of the stochastic differential equations. We
also derive a system of Kolmogorov-type backward equations.
The rest of the paper is organized as follows. The precise formulation of the stochastic differential
equation with x-dependent switching is provided in Section 2. Unlike the Markovian switching diffu-
sion counterpart, in which once the generator of the Markov chain is speciﬁed, one could consider the
stochastic differential equation alone, here we have also to take into consideration the dynamics of
both the continuous state and the switching process. Section 3 is concerned with weak continuity of
solutions of stochastic differential equations mentioned above. Section 4 takes up the issue of smooth
dependence on the initial data. We also establish Feller property for x-dependent switching diffusion
in Section 4. We derive a system of Kolmogorov-type backward equations in Section 5. Section 6 pro-
ceeds with error estimates of numerical solution for the underlying stochastic differential equations,
which ascertains the rates of convergence of the numerical algorithms.
2. Switching diffusions
We work with a probability space (Ω,F ,P). A family of σ -algebras {Ft}, for t  0, or simply
Ft is termed a ﬁltration if Fs ⊂ Ft for s  t . We say that Ft is complete if it contains all null sets
and that the ﬁltration {Ft} satisﬁes the usual condition if F0 is complete. As usual, a probability
space (Ω,F ,P) together with a ﬁltration {Ft} is said to be a ﬁltered probability space, denoted by
(Ω,F , {Ft},P).
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process), ﬁnite-state space M = {1, . . . ,m0}, and x-dependent generator Q (x) so that for a suitable
function f (·,·),
Q (x) f (x, ·)(ı) =
∑
j∈M
qıj (x)
(
f (x, j) − f (x, ı)), for each ı ∈ M. (2.1)
Assume throughout the paper that Q (x) satisﬁes the q-property (see [16]). That is, Q (x) = (qij(x))
satisﬁes
(i) qij(x) is Borel measurable and uniformly bounded for all i, j ∈ M and x ∈Rr ;
(ii) qij(x) 0 for all x ∈Rr and j = i; and
(iii) qii(x) = −∑ j =i qi j(x) for all x ∈Rr and i ∈ M.
Let w(·) be an Rd-valued standard Brownian motion deﬁned in the ﬁltered probability space
(Ω,F , {Ft},P). Suppose that b(·,·) : Rr × M → Rr and that σ(·,·) : Rr × M → Rd . Then the two-
component process (X(·),α(·)), satisfying
dX(t) = b(X(t),α(t))dt + σ (X(t),α(t))dw(t),(
X(0),α(0)
)= (x,α), (2.2)
and for i = j,
P
{
α(t + ) = j ∣∣ α(t) = i, X(s), α(s), s t}= qij(X(t)) + o(), (2.3)
is called an x-dependent switching diffusion.
The evolution of the discrete component or the switching process α(·) can be represented by a
stochastic integral with respect to a Poisson random measure (see, e.g., [11,13]). To do so, for x ∈ Rr
and i, j ∈ M with j = i, let i j(x) be the consecutive left-closed, right-open intervals of the real line,
each having length qij(x). Deﬁne a function h :Rr × M ×R →R by
h(x, i, z) =
m0∑
j=1
( j − i)I{z∈i j(x)}. (2.4)
Then we may write the switching process as a stochastic integral
dα(t) =
∫
R
h
(
X(t),α(t−), z)p(dt,dz), (2.5)
where p(dt,dz) is a Poisson random measure with intensity dt × m(dz), and m(·) is the Lebesgue
measure on R. The Poisson random measure p(·,·) is independent of the Brownian motion w(·). Then
the compensated or centered Poisson measure
μ(ds,dz) = p(ds,dz) − ds ×m(dz)
is a martingale measure.
Similar to diffusions, for each ı ∈ M and each f (·, ı) ∈ C2, a result known as generalized Itô’s
lemma (see [11,13]) reads
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(
X(t),α(t)
)− f (X(0),α(0))= t∫
0
L f (X(s),α(s))ds + M1(t) + M2(t), (2.6)
where L is the operator associated with the process (X(t),α(t)), that is, for any f (·, i) ∈ C2, i ∈ M,
we deﬁne
L f (x, i) = 1
2
r∑
j,k=1
a jk(x, i)
∂2 f (x, i)
∂x j∂xk
+
r∑
j=1
b j(x, i)
∂ f (x, i)
∂x j
+ Q (x)h(x, ·)(i), (2.7)
and
M1(t) =
t∫
0
〈∇ f (X(s),α(s)),σ (X(s),α(s))dw(s)〉,
M2(t) =
t∫
0
∫
R
[
f
(
X(s),α(0) + h(X(s),α(s), z))
− f (X(s),α(s))]μ(ds,dz),
where 〈z, y〉 denotes the usual inner product on Rr .
In view of the generalized Itô formula,
M f (t) = M1(t) + M2(t)
= f (X(t),α(t))− f (X(0),α(0))− t∫
0
L f (X(s),α(s))ds (2.8)
is a local martingale. If for each ι ∈ M, f (x, ι) ∈ C2b (class of functions possessing bounded and con-
tinuous derivatives with respect to x of orders up to 2) or f (x, ι) ∈ C20 (C2 functions with compact
support), then M f (t) deﬁned in (2.8) becomes a martingale. Similar to the case of diffusion processes,
we can deﬁne the corresponding notion of solution of martingale problem accordingly.
Proposition 2.1. Let x ∈ Rr , M = {1, . . . ,m0}, and Q (x) = (qij(x)) an m0 × m0 matrix depending on x
satisfying the q-property. Consider the two-component process Y (t) = (X(t),α(t)) given by (2.2)–(2.3) with
initial data (x,α). Suppose that Q (·) : Rr → Rm0×m0 is a continuous function, that the functions b(·,·) and
σ(·,·) satisfy
∣∣b(x,α)∣∣+ ∣∣σ(x,α)∣∣ K0(1+ |x|), α ∈ M, (2.9)
for some K0 > 0 and that for every integer N  1, there exists a positive constant MN such that for all t ∈ [0, T ],
i ∈ M and all x, y ∈Rr with |x| ∨ |y| MN,∣∣b(x, i) − b(y, i)∣∣∨ ∣∣σ(x, i) − σ(y, i)∣∣ MN |x− y|. (2.10)
Then there exists a unique solution (X(t),α(t)) to Eq. (2.2) with given initial data in which the evolution of
the jump process is speciﬁed by (2.3).
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omitted. Instead, we make the following remarks. There are a number of possible proofs. For example,
the existence can be obtained as in [13, pp. 103–104]. Viewing the switching diffusion as a special
case of a jump-diffusion process (see the stochastic integral representation of α(t) in (2.5)), one may
prove the existence and uniqueness using [5, Section III.2]. Another possibility is to use a martingale
problem formulation together with utilization of truncations and stopping times as in [4, Chapter IV].
In [15], we proposed and analyzed a couple of numerical approximation algorithms for approximating
solutions of switching diffusions. We showed that the interpolations of the iterates converge weakly to
the switching diffusion by a martingale problem formulation. Then using Lipschitz continuity and the
weak convergence, we further obtain the strong convergence of the approximations. As a byproduct,
we also obtained the existence and uniqueness of the solution.
3. Weak continuity
We begin this section with a deﬁnition of weak continuity. We then proceed with obtaining such
a property for the solutions of stochastic differential equations of x-dependent switching-diffusion
processes.
Deﬁnition 3.1. Recall that a stochastic process Y (t) with right-continuous sample paths is said to be
weakly continuous or continuous in probability at t if for any η > 0,
lim
→0P
(∣∣Y (t + ) − Y (t)∣∣ η)= 0. (3.1)
It is mean square continuous at t if
lim
→0E
∣∣Y (t + ) − Y (t)∣∣2 = 0. (3.2)
The process Y (t) is said to be continuous in probability in the interval [0, T ] (or in short continuous
in probability if the interval [0, T ] is clearly understood), if it is continuous in probability at every t ∈
[0, T ]. Likewise it is continuous in mean square if it is continuous in mean square at every t ∈ [0, T ].
As a preparation, we ﬁrst state a lemma, whose proof can be found in [18].
Lemma 3.2. Assume the conditions of Proposition 2.1. Let T > 0 be ﬁxed. Then for any positive constant γ , we
have
Ex,i
[
sup
t∈[0,T ]
∣∣X(t)∣∣γ ] K < ∞, (x, i) ∈Rr × M, (3.3)
where K = K (x, T , γ ) is a constant depending on x, T , and γ .
We proceed to obtain the weak continuity for the two-component switching-diffusion processes
Y (t) = (X(t),α(t)). The results are to be presented in two parts. The ﬁrst part concentrates on Marko-
vian switching diffusions, whereas the second one is concerned with continuous-state-dependent
switching diffusions.
Theorem 3.3. Suppose that the conditions of Proposition 2.1 are satisﬁed with the modiﬁcation Q (x) = Q
that generates a Markov chain independent of the Brownian motion. Then the process Y (t) = (X(t),α(t)) is
continuous in probability and also continuous in mean square.
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P
(∣∣Y (t + ) − Y (t)∣∣ η)→ 0 as  → 0. (3.4)
Note that
Y (t + ) − Y (t) = (X(t + ),α(t + ))− (X(t + ),α(t))
+ (X(t + ),α(t))− (X(t),α(t)). (3.5)
We divide the rest of the proof into several steps.
Step 1: First we recognize that in view of (3.5),
E
∣∣Y (t + ) − Y (t)∣∣2  2[E∣∣α(t + ) − α(t)∣∣2 + E∣∣X(t + ) − X(t)∣∣2]. (3.6)
Thus to estimate the difference of the second moment, it suﬃces to consider the two marginal esti-
mates separately. We do this in the next two steps.
Step 2: We claim that for any t  0 and  0,
E
∣∣X(t + ) − X(t)∣∣2  K. (3.7)
In the above and hereafter, K is taken to be generic positive constant whose values may be different
for different appearances.
Estimate (3.7), in fact, is a modiﬁcation of the standard estimates for solutions of stochastic differ-
ential equations without switching. It mainly uses the linear growth and Lipschitz conditions of the
drift and diffusion coeﬃcients and Lemma 3.2. We thus omit the details.
Step 3: Note that for any t  0,
α(t) =
m0∑
i=1
i I{α(t)=i} = χ(t)(1, . . . ,m0)′,
where
χ(t) = (χ1(t), . . . ,χm0(t))= (I{α(t)=1}, . . . , I{α(t)=m0}) ∈R1×m0 , (3.8)
and (1, . . . ,m0)′ ∈Rm0 is a column vector. Since the Markov chain α(t) is independent of the Brown-
ian motion w(·) (Q is a constant matrix), it is well known that
χ(t + ) − χ(t) −
t+∫
t
χ(s)Q ds is a martingale;
see, for instance, [16, Lemma 2.4]. It follows that
Et
[
χ(t + ) − χ(t) −
t+∫
t
χ(s)Q ds
]
= 0,
where Et denotes the conditional expectation on the σ -algebra
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{(
X(u),α(u)
)
: u  t
}
.
The boundedness of χ(s) then implies that
∣∣∣∣∣
t+∫
t
χ(s)Q ds
∣∣∣∣∣= O () a.s. (3.9)
Thus, we obtain
Etχ(t + ) = χ(t) + O () a.s. (3.10)
Note the structure of χ(t),
χ(t + ) − χ(t) = (χ1(t + ) − χ1(t), . . . ,χm0(t + ) − χm0(t))
with χi(·) given by (3.8). Using (3.10), we have
Et
[
χi(t + ) − χi(t)
]2
= Et[I{α(t+)=i} − I{α(t)=i}]2
= [Et I{α(t+)=i} − 2I{α(t)=i}Et I{α(t+)=i} + I{α(t)=i}]
= O () a.s. (3.11)
Step 4: Next we consider
E
[
α(t + ) − α(t)]2 = E∣∣[χ(t + ) − χ(t)](1, . . . ,m0)′∣∣2
 KE
∣∣χ(t + ) − χ(t)∣∣2
 K
m0∑
i=1
EEt
[
χi(t + ) − χi(t)
]2
 K → 0 as  → 0. (3.12)
From the next to the last line above, we have used (3.11). By combining (3.7) and (3.12), we obtain
that (3.6) leads to
E
∣∣Y (t + ) − Y (t)∣∣2 → 0 as  → 0.
The mean square continuity has been established. Then the desired continuity in probability follows
from Tchebyshev’s inequality. 
We next generalize the above result and allow the switching process to be x-dependent. The as-
sertion is presented next.
Theorem 3.4. Suppose that the conditions of Proposition 2.1 are satisﬁed. Then the process Y (t) = (X(t),α(t))
is continuous in probability and continuous in mean square.
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to Theorem 3.3.
Consider the function H(x,α) = I{α=i} for each i ∈ M. Since H is independent of x, it is readily
seen that
LH(x,α) = Q (x)H(x, ·)(α).
Consequently,
0 = Et
[
H
(
X(t + δ),α(t + ))− H(X(t),α(t))− t+∫
t
LH(X(s), i)ds]
= Et
[
H
(
X(t + ),α(t + ))− H(X(t),α(t))
−
t+∫
t
Q
(
X(s)
)
H
(
X(s), ·)(α(s))ds].
Then the deﬁnition of H(x,α) yields that
Et
[
H
(
X(t + ),α(t + ))− H(X(t),α(t))− t+∫
t
LH(X(s),α(s))ds]
= Et
[
I{α(t+)=i} − I{α(t)=i} −
t+∫
t
m0∑
j=1
qij
(
X(s)
)
I{α(s)=i} ds
]
.
Since Q (x) is bounded, similar to (3.9), we obtain
∣∣∣∣∣
t+∫
t
χ(s)Q
(
X(s)
)
ds
∣∣∣∣∣= O () a.s. (3.13)
With (3.13) at our hands, we proceed as the rest of Steps 3 and 4 in the proof of Theorem 3.3. The
desired result follows. 
4. Continuous and smooth dependence on the initial data x
When one deals with a continuous-time dynamic system modeled by a differential equation to-
gether with appropriate initial data, the well-posedness is crucial. The well-posedness appears in
ordinary differential equations as well as in partial differential equations together with initial and/or
boundary data. They are time-honored phenomena, which naturally carry over to stochastic differen-
tial equations as well as stochastic differential equations with Markovian switching. A problem for the
associated switching diffusion is well posed if there is a unique solution for the initial value problem
and the solution continuously depends on the initial data.
In this section, we devote our attention to the continuous and smoothness dependence on initial
data. Since it is more diﬃcult to obtain the smoothness property with respect to the initial data in
the mean square sense, we shall ﬁrst treat this problem.
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Let us ﬁrst recall the notion of multi-index. A vector β = (β1, . . . , βr) with nonnegative integer
components is referred to as a multi-index. Put |β| = β1 + · · · + βr, and deﬁne Dβx as
Dβx = ∂
β
∂xβ
= ∂
|β|
∂xβ11 · · · ∂xβrr
.
Deﬁnition 4.1. Suppose that Ψ (x1, . . . , xr, t) is a random function. Its partial derivative in mean square
with respect to xi for some 1 i  r is deﬁned as the random variable Ψ˜ (x1, . . . , xr, t) such that
E
∣∣∣∣ 1xi [Ψ (x1, . . . , xi + xi, . . . , xr, t) − Ψ (x1, . . . , xi, . . . , xr, t)]
− Ψ˜ (x1, . . . , xr, t)
∣∣∣∣2 → 0 as xi → 0.
When the mean square partial derivative exists, we normally write it as
Ψ˜ (x1, . . . , xr) = ∂Ψ (x1, . . . , xr)
∂xi
= Ψxi (x1, . . . , xr). (4.1)
Theorem 4.2. Assume the conditions of Proposition 2.1 with the modiﬁcation of the local Lipschitz condition
replaced by a global Lipschitz condition. Let (Xx,α(t),αx,α(t)) be the solution to the system given by (2.2) and
(2.3). Assume that for each i ∈ M, b(·, i) and σ(·, i) have continuous partial derivatives with respect to the
variable x up to the second order and that
∣∣Dβx b(x, i)∣∣+ ∣∣Dβx σ(x, i)∣∣ K0(1+ |x|γ ), (4.2)
where K0 and γ are positive constants and β is a multi-index with |β| 2. Then Xx,α(t) is twice continuously
differentiable in mean square with respect to x.
For ease of presentation, we will prove Theorem 4.2 for the case when X(t) is 1-dimensional.
Multi-dimensional case can be handled similarly; only notation is more involved. It seems to be more
instructive to consider a case with simpler notation so as to gain the main insight without much
notational complication. To proceed, we need to introduce a few more notations. Let  = 0 be small
and denote x˜ = x+. Let (X(t),α(t)) be the switching-diffusion process satisfying (2.2) and (2.3) with
initial condition (x,α) and ( X˜(t), α˜(t)) be the process starting from (x˜,α) (i.e., (X(0),α(0)) = (x,α)
and ( X˜(0), α˜(0)) = (x˜,α) respectively).
Fix any T > 0 and let 0 < t < T . Put
Z(t) = Z(t) = Zx,,α(t) := X˜(t) − X(t)

. (4.3)
Then we have
Z(t) = 1+ 1

t∫ [
b
(
X˜(s), α˜(s)
)− b(X(s),α(s))]ds
0
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
t∫
0
[
σ
(
X˜(s), α˜(s)
)− b(X(s),α(s))]dw(s)
= 1+ φ(t) + 1

t∫
0
[
b
(
X˜(s),α(s)
)− b(X(s),α(s))]ds
+ 1

t∫
0
[
σ
(
X˜(s),α(s)
)− σ (X(s),α(s))]dw(s), (4.4)
where
φ(t) = 1

t∫
0
[
b
(
X˜(s), α˜(s)
)− b( X˜(s),α(s))]ds
+ 1

t∫
0
[
σ
(
X˜(s), α˜(s)
)− σ ( X˜(s),α(s))]dw(s). (4.5)
Lemma 4.3. Under the conditions of Theorem 4.2,
lim
→0E
[
sup
0tT
∣∣φ(t)∣∣2]= 0.
Proof. By virtue of Hölder’s inequality and Doob’s martingale inequality (see, for example, [5, p. 11]
or [11, p. 18]),
E sup
0tT
∣∣φ(t)∣∣2  2T
2
E
T∫
0
∣∣b( X˜(s), α˜(s))− b( X˜(s),α(s))∣∣2 ds
+ 8
2
E
∣∣∣∣∣
T∫
0
[
σ
(
X˜(s), α˜(s)
)− σ ( X˜(s),α(s))]dw(s)∣∣∣∣∣
2
.
We treat each of the terms above separately. Choose η = γ0 with γ0 > 2 and partition the interval
[0, T ] by η. We obtain
E
T∫
0
∣∣b( X˜(s), α˜(s))− b( X˜(s),α(s))∣∣2 ds
= E
T /η−1∑
k=0
kη+η∫
kη
∣∣b( X˜(s), α˜(s))− b( X˜(s),α(s))∣∣2 ds

T /η−1∑
k=0
[
KE
kη+η∫
kη
∣∣b( X˜(s), α˜(s))− b( X˜(ηk), α˜(s))∣∣2 ds
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kη+η∫
kη
∣∣b( X˜(ηk), α˜(s))− b( X˜(ηk),α(s))∣∣2 ds
+ KE
kη+η∫
kη
∣∣b( X˜(ηk),α(s))− b( X˜(s),α(s))∣∣2 ds]. (4.6)
Note that the constant K in (4.6) does not depend on k = 0,1, . . . , T /η or η. The exact value of
K may be different in each occurrence (i.e., we view K as a generic positive constant and use this
convention throughout).
By the Lipschitz continuity and the tightness type of estimate (3.7), we obtain
E
kη+η∫
kη
∣∣b( X˜(s), α˜(s))− b( X˜(ηk), α˜(s))∣∣2 ds
 K
kη+η∫
kη
E
∣∣ X˜(s) − X˜(ηk)∣∣2 ds
 K
kη+η∫
kη
(s − ηk)ds Kη2. (4.7)
Likewise, we can deal with the term on the last line of (4.6), and obtain
E
kη+η∫
kη
∣∣b( X˜(ηk),α(ηk))− b( X˜(s),α(s))∣∣2 ds Kη2. (4.8)
To treat the term on the next to the last line of (4.6), note that for k = 0,1, . . . , T /η − 1,
E
kη+η∫
kη
∣∣b( X˜(ηk), α˜(s))− b( X˜(ηk),α(s))∣∣2 ds
 KE
kη+η∫
kη
∣∣b( X˜(ηk), α˜(s))− b( X˜(ηk), α˜(ηk))∣∣2 ds
+ KE
kη+η∫
kη
∣∣b( X˜(ηk), α˜(ηk))− b( X˜(ηk),α(s))∣∣2 ds. (4.9)
For the term on the second line of (4.9) and k = 0,1, . . . , T /η − 1,
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kη+η∫
kη
∣∣b( X˜(ηk), α˜(s))− b( X˜(ηk), α˜(ηk))∣∣2 ds
= E
kη+η∫
kη
∣∣b( X˜(ηk), α˜(s))− b( X˜(ηk), α˜(ηk))∣∣2 I{α˜(s) =α˜(ηk)} ds
= E
∑
i∈M
∑
j =i
kη+η∫
kη
∣∣b( X˜(ηk), i)− b( X˜(ηk), j)∣∣2 I{α˜(s)= j} I{α˜(ηk)=i} ds
 KE
∑
i∈M
∑
j =i
kη+η∫
kη
[
1+ ∣∣ X˜(ηk)∣∣2]I{α˜(ηk)=i}E[I{α˜(s)= j}∣∣ X˜(ηk), α˜(ηk) = i]ds
 KE
∑
i∈M
kη+η∫
kη
[
1+ ∣∣ X˜(ηk)∣∣2]I{α˜(ηk)=i}[∑
j =i
qi j
(
X˜(ηk)
)
(s − ηk) + o(s − ηk)
]
ds
 K
kη+η∫
kη
O (η)ds Kη2.
In the above, we used Lemma 3.2 and the boundedness of Q (x).
Next, we show that for k = 1, . . . , T /η − 1,
E
kη+η∫
kη
∣∣b( X˜(ηk), α˜(ηk))− b( X˜(ηk),α(s))∣∣2 ds Kη2. (4.10)
To do so, we use the technique of basic coupling of Markov processes (see, for example, the book of
Chen [1, p. 11]). For x, x˜ ∈Rr , and i, j ∈ M, consider the measure
Λ
(
(x, j), (x˜, i)
)= |x− x˜| + d( j, i),
where
d( j, i) =
{
0 if j = i,
1 if j = i.
That is, Λ(·,·) is a measure obtained by piecing the usual Euclidean length of two vectors and the
discrete measure together. Let (α(t), α˜(t)) be a discrete random process with a ﬁnite-state space
M × M such that
P
[(
α(t + h), α˜(t + h))= ( j, i)∣∣(α(t), α˜(t))= (k, l), (X(t), X˜(t))= (x, x˜)]
=
{
q˜(k,l)( j,i)(x, x˜)h + o(h) if (k, l) = ( j, i),
1+ q˜(k,l)(k,l)(x, x˜)h + o(h) if (k, l) = ( j, i), (4.11)
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Q (x˜) = (qkl(x˜)) satisfying
Q˜ (x, x˜) f˜ (k, l) =
∑
( j,i)∈M×M
q(k,l)( j,i)(x, x˜)
(
f˜ ( j, i) − f˜ (k, l))
=
∑
j
(
qkj(x) − qlj(x˜)
)+(
f˜ ( j, l) − f˜ (k, l))
+
∑
j
(
qlj(x˜) − qkj(x)
)+(
f˜ (k, j) − f˜ (k, l))
+
∑
j
(
qkj(x) ∧ qlj(x˜)
)(
f˜ ( j, j) − f˜ (k, l)), (4.12)
for any function f˜ (·,·) deﬁned on M × M. Note that for s ∈ [ηk, ηk + η), α˜(s) can be written as
α˜(s) = ∑l∈M lI{α˜(s)=l} . Owing to the coupling deﬁned above and noting the transition probabilities
(4.11), for i1, i, j, l ∈ M with j = i and s ∈ [ηk, ηk + η), we have
E
[
I{α(s)= j}
∣∣α(ηk) = i1, α˜(ηk) = i, X(ηk) = x, X˜(ηk) = x˜]
=
∑
l∈M
E
[
I{α(s)= j} I{α˜(s)=l}
∣∣α(ηk) = i1, α˜(ηk) = i, X(ηk) = x, X˜(ηk) = x˜]
=
∑
l∈M
q˜(i1,i)( j,l)(x, x˜)(s − ηk) + o(s − ηk) = O (η). (4.13)
By virtue of (4.13), we obtain
E
kη+η∫
kη
∣∣b( X˜(ηk), α˜(ηk))− b( X˜(ηk),α(s))∣∣2 ds
= E
kη+η∫
kη
∣∣b( X˜(ηk),α(s))− b( X˜(ηk), α˜(ηk))∣∣2 I{α(s) =α˜(ηk)} ds
= E
∑
i∈M
∑
j =i
kη+η∫
kη
∣∣b( X˜(ηk), i)− b( X˜(ηk), j)∣∣2 I{α(s)= j} I{α˜(ηk)=i} ds
 KE
∑
i,i1∈M
∑
j =i
kη+η∫
kη
[
1+ ∣∣ X˜(ηk)∣∣2]I{α˜(ηk)=i,α(ηk)=i1}
× E[α(s) = j∣∣α(ηk) = i1, α˜(ηk) = i, X(ηk) = x, X˜(ηk) = x˜]ds
= O (η2).
Using the assumption α˜(0) = α(0) = α and noting X˜(0) = x˜, we obtain
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η∫
0
∣∣b( X˜(0), α˜(0))− b( X˜(0),α(s))∣∣2 ds
= E
η∫
0
∣∣b(x˜,α(0))− b(x˜,α(s))∣∣2 ds
= E
η∫
0
∑
j =α
∣∣b(x˜,α) − b(x˜, j)∣∣2 I{α(s)= j} ds
=
η∫
0
∑
j =α
∣∣b(x˜,α) − b(x˜, j)∣∣2[qα j(x˜)s + o(s)]ds Kη2. (4.14)
Thus, it follows that for k = 0,1, . . . , T /η − 1,
E
kη+η∫
kη
∣∣b( X˜(ηk), α˜(s))− b( X˜(ηk),α(s))∣∣2 ds Kη2. (4.15)
Using the estimates (4.7), (4.8), and (4.15) in (4.6), we obtain
E
T∫
0
∣∣b( X˜(s), α˜(s))− b( X˜(s),α(s))∣∣2 ds T /η−1∑
k=0
Kη2  Kη. (4.16)
Likewise, we obtain
E
∣∣∣∣∣
T∫
0
[
σ
(
X˜(s), α˜(s)
)− σ ( X˜(s),α(s))]dw(s)∣∣∣∣∣
2
 Kη. (4.17)
Recall the deﬁnition of φ(t) given in (4.5). Putting (4.16) and (4.17) into φ(t), we obtain
E sup
0tT
∣∣φ(t)∣∣2  K η
2
= Kγ0−2 → 0 as  → 0, (4.18)
since γ0 > 2. The lemma is proved. 
Remark 4.4. In deriving (4.14), we used α(0) = α˜(0) = α. This condition is crucial. If the initial data of
the switching processes are not the same, there will be a nonzero contribution resulting in diﬃculties
in obtaining the differentiability.
Proposition 4.5. Assume the conditions of Proposition 2.1 hold with the modiﬁcation of the local Lipschitz
condition replaced by a global Lipschitz condition. Then for any ﬁxed T > 0, we have
E
[
sup
0tT
∣∣Xx˜,α(t) − Xx,α(t)∣∣2] K |x˜− x|2, (4.19)
where K is a constant depending only on T and the global Lipschitz and the linear growth constant K0 .
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initial condition (x,α) and ( X˜(t), α˜(t)) be the process starting from (x˜,α) (i.e., (X(0),α(0)) = (x,α)
and ( X˜(0), α˜(0)) = (x˜,α) respectively). Let T > 0 be ﬁxed and denote  = x˜− x. Then we have X˜(t)−
X(t) =  + A(t) + B(t), and hence for any 0 < T1  T , we have
sup
t∈[0,T1]
∣∣ X˜(t) − X(t)∣∣2  32 + 3 sup
t∈[0,T1]
∣∣A(t)∣∣2 + 3 sup
t∈[0,T1]
∣∣B(t)∣∣2,
where
A(t) :=
t∫
0
[
b
(
X˜(s), α˜(s)
)− b( X˜(s),α(s))]ds
+
t∫
0
[
σ
(
X˜(s), α˜(s)
)− σ ( X˜(s),α(s))]dw(s) = φ(t),
and
B(t) :=
t∫
0
[
b
(
X˜(s),α(s)
)− b(X(s),α(s))]ds
+
t∫
0
[
σ
(
X˜(s),α(s)
)− σ (X(s),α(s))]dw(s).
Because γ0 > 2, (4.18) yields that
E sup
t∈[0,T1]
∣∣A(t)∣∣2  K2γ0−2 = Kγ0 = O (γ0)= o(2).
Meanwhile, by virtue of Hölder inequality and Doob’s martingale inequality, we obtain
E sup
t∈[0,T1]
∣∣B(t)∣∣2  2E∣∣∣∣∣
T1∫
0
[
b
(
X˜(s),α(s)
)− b( X˜(s),α(s))]ds∣∣∣∣∣
2
+ 8E
∣∣∣∣∣
T1∫
0
[
σ
(
X˜(s),α(s)
)− σ ( X˜(s),α(s))]dw(s)∣∣∣∣∣
2
 2TE
T1∫
0
∣∣b( X˜(s),α(s))− b( X˜(s),α(s))∣∣2 ds
+ 8E
T1∫
0
∣∣σ ( X˜(s),α(s))− σ ( X˜(s),α(s))∣∣2 ds.
Furthermore, using Lipschitz continuity, we obtain
2424 G. Yin, C. Zhu / J. Differential Equations 249 (2010) 2409–2439E sup
t∈[0,T1]
∣∣B(t)∣∣2  K (T + 1) T1∫
0
E
∣∣ X˜(s) − X(s)∣∣2 ds
 K (T + 1)
T1∫
0
E
[
sup
0us
∣∣ X˜(u) − X(u)∣∣2]ds.
Therefore, we have
E sup
t∈[0,T1]
∣∣ X˜(t) − X(t)∣∣2  K2 + o(2)+ K (T + 1) T1∫
0
E
[
sup
0us
∣∣ X˜(u) − X(u)∣∣2]ds.
Then it follows from Gronwall’s inequality that
E sup
t∈[0,T1]
∣∣ X˜(t) − X(t)∣∣2  K2 exp{K (T + 1)T1} K2 exp{K (T + 1)T }.
Since T1  T is arbitrary, we have
E
[
sup
t∈[0,T ]
∣∣ X˜(t) − X(t)∣∣2] K2 = K |x˜− x|2. (4.20)
This ﬁnishes the proof of the proposition. 
Remark 4.6. While most proofs of the uniqueness of the solutions of stochastic differential equations
take two different solutions with the same initial data and show their difference should be 0 by using
Lipschitz continuity and Gronwall’s inequality, it is possible to consider the difference of the two
solutions with different initial data whose difference is arbitrarily small. In this regard, the uniqueness
of the solution of (2.2) with (2.3) can be derived from Proposition 4.5. Earlier work using such an
approach may be found in [12].
A direct consequence of Proposition 4.5 is the mean square continuity of the solution of the
switching diffusion with respect to x, that is, for any T > 0,
lim
y→xE
∣∣X y,α(t) − Xx,α(t)∣∣2 = 0, for each α ∈ M and t ∈ [0, T ].
That is, the continuous dependence on the initial data x is obtained. We state this fact below.
Corollary 4.7. Assume the conditions of Theorem 4.2. Then Xx,α(t) is continuous in mean square with respect
to x.
Proof of Theorem 4.2. With Lemma 4.3 and Proposition 4.5 at our hands, we proceed to prove Theo-
rem 4.2. Since b(·, j) is twice continuously differentiable with respect to x, we can write
1

t∫ [
b
(
X˜(s),α(s)
)− b(X(s),α(s))]ds
0
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
t∫
0
1∫
0
d
dv
b
(
X(s) + v( X˜(s) − X(s)),α(s))dv ds
=
t∫
0
[ 1∫
0
bx
(
X(s) + v( X˜(s) − X(s)),α(s))dv]Z(s)ds,
where bx(·) denotes the partial derivative of b(·) with respect to x (i.e., bx = (∂/∂x)b). It follows from
Proposition 4.5 that for any s ∈ [0, T ]
X˜(s) − X(s) → 0 in probability as  → 0.
This implies that
1∫
0
bx
(
X(s) + v( X˜(s) − X(s)),α(s))dv → bx(X(s),α(s)) (4.21)
in probability as  → 0. Similarly, we have
1

t∫
0
[
σ
(
X˜(s),α(s)
)− σ (X(s),α(s))]dw(s)
=
t∫
0
[ 1∫
0
σx
(
X(s) + v( X˜(s) − X(s)),α(s))dv]Z(s)dw(s)
and
1∫
0
σx
(
X(s) + v( X˜(s) − X(s)),α(s))dv → σx(X(s),α(s)) (4.22)
in probability as  → 0. Let ζ(t) := ζ x,α(t) be the solution of
ζ(t) = 1+
t∫
0
bx
(
X(s),α(s)
)
ζ(s)ds +
t∫
0
σx
(
X(s),α(s)
)
ζ(s)dw(s), (4.23)
where bx and σx denote the partial derivatives of b and σ with respect to x, respectively. Then (4.4),
(4.18), (4.21), (4.22), and [2, Theorem 5.5.2] imply that
E
∣∣Z(t) − ζ(t)∣∣2 → 0 as  → 0 (4.24)
and ζ(t) = ζ x,α(t) is mean square continuous with respect to x. Therefore, ∂
∂x X(t) exists in the mean
square sense and ∂
∂x X(t) = ζ(t).
Likewise, we can show that (∂2/∂x2)Xx,α(t) exists in the mean square sense and is mean square
continuous with respect to x. The proof of the theorem is thus concluded. 
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x,α(t)
∂x j
and ∂
2 Xx,α(t)
∂x j∂xk
, for
j,k = 1, . . . , r, are mean square continuous with respect to t.
Proof. As in the proof of Theorem 4.2, we consider only the case when X(t) is real valued. Also, we
use the same notations as those in the proof of Theorem 4.2. To see that ζ(t) is continuous in the
mean square sense, we ﬁrst observe that for any t ∈ [0, T ],
E
∣∣ζ(t)∣∣2  2E∣∣ζ(t) − Z(t)∣∣2 + 2E∣∣Z(t)∣∣2.
It follows from (4.18), the Lipschitz condition, and Proposition 4.5 that
E
∣∣Z(t)∣∣2  3E∣∣φ(t)∣∣2 + 3E∣∣∣∣∣ 1
t∫
0
[
b
(
X˜(u),α(u)
)− b(X(u),α(u))]du∣∣∣∣∣
2
+ 3E
∣∣∣∣∣ 1
t∫
0
[
σ
(
X˜(u),α(u)
)− σ (X(u),α(u))]dw(u)∣∣∣∣∣
2
 K + 3t 1||2 E
t∫
0
∣∣b( X˜(u),α(u))− b(X(u),α(u))∣∣2 du
+ 3E 1||2
t∫
0
∣∣σ ( X˜(u),α(u))− σ (X(u),α(u))∣∣2 du
 K + 3K (T + 1) 1||2 E
t∫
0
∣∣ X˜(u) − X(u)∣∣2 du
 K = K (x, T , K0).
That is, K (x, T , K0) is a constant depending on x, T , and K0. Hence we have from (4.24) that
sup
t∈[0,T ]
E
∣∣ζ(t)∣∣2  K = K (x, T , K0) < ∞. (4.25)
Thus ζ(t) is mean square continuous if we can show that
E
∣∣ζ(t) − ζ(s)∣∣2 → 0 as |s − t| → 0.
To this end, we note that for any s, t ∈ [0, T ],
E
∣∣ζ(t) − ζ(s)∣∣2  3E[∣∣ζ(t) − Z(t)∣∣2 + ∣∣ζ(s) − Z(s)∣∣2
+ ∣∣Z(t) − Z(s)∣∣2].
In view of (4.24), we need only prove that
E
∣∣Z(t) − Z(s)∣∣2 → 0 as |s − t| → 0.
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E
∣∣Z(t) − Z(s)∣∣2  3E∣∣φ(t) − φ(s)∣∣2
+ 3E
∣∣∣∣∣ 1
t∫
s
b
(
X˜(u),α(u)
)− b(X(u),α(u))du∣∣∣∣∣
2
+ 3E
∣∣∣∣∣ 1
t∫
s
σ
(
X˜(u),α(u)
)− σ (X(u),α(u))dw(u)∣∣∣∣∣
2
. (4.26)
It follows from the Cauchy–Schwartz inequality, the Lipschitz condition, and Proposition 4.5 that
E
∣∣∣∣∣ 1
t∫
s
b
(
X˜(u),α(u)
)− b(X(u),α(u))du∣∣∣∣∣
2
 (t − s) 1||2 E
t∫
s
∣∣b( X˜(u),α(u))− b(X(u),α(u))∣∣2 du
 (t − s) 1||2 E
t∫
s
K
∣∣ X˜(u) − X(u)∣∣2 du
 K0K (t − s)2, (4.27)
where K0 is the Lipschitz constant and K is a constant independent of t , s, or . Similarly, we can
show that
E
∣∣∣∣∣ 1
t∫
s
σ
(
X˜(u),α(u)
)− σ (X(u),α(u))dw(u)∣∣∣∣∣
2
= E 1||2
t∫
s
∣∣σ ( X˜(u),α(u))− σ (X(u),α(u))∣∣2 du
 K0K (t − s). (4.28)
Next, using the same argument as that of Lemma 4.3, we can show that
E
∣∣φ(t) − φ(s)∣∣2  K (t − s). (4.29)
Thus it follows from (4.26)–(4.29) that E|Z(t) − Z(s)|2 = O (|t − s|) → 0 as |t − s| → 0 and hence
ζ(t) is mean square continuous with respect to t .
Likewise, we can show that (∂2/∂x2)Xx,α(t) is mean square continuous with respect to t . This
concludes the proof. 
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Let us recall the deﬁnition of Feller continuity. Suppose that ξ x(t) is a Markov process satisfying
ξ(0) = x. Denote u(t, x) = Ex f (ξ(t)) = E f (ξ x(t)) for some appropriate function f . The process is said
to be Feller if for any bounded and continuous function f (·), (i) u(t, ·), t > 0, is continuous, and
(ii) limt↓0 u(t, x) = f (x). We show that such property carries over to the switching diffusions. That is,
we need to prove that the function
u(t, x,α) = Ex,α f
(
X(t),α(t)
)= E f (Xx,α(t),αx,α(t))
is continuous with respect to the initial data (x,α) for any t  0 and
lim
t↓0 u(t, x,α) = f (x,α)
for any bounded and continuous function f . By virtue of [18, Lemma 3.6], the process (X(t),α(t)) is
càdlàg, that is, the sample paths of (X(t),α(t)) are right continuous and have left limits. Therefore, it
follows from the boundedness and continuity of f that limt↓0 u(t, x,α) = Ex,α f (X(0),α(0)) = f (x,α).
Note also that u(0, x,α) is automatically continuous by the continuity of f . Since M = {1, . . . ,m0} is
a ﬁnite set, it is enough to show that u(t, x,α) is continuous with respect to x for any t > 0.
We show in this subsection that the Feller property of (X(t),α(t)) follows directly from the esti-
mate (4.20) or Corollary 4.7. The details of the proof are similar to that of, for example, [12]. Since
we have done the preparation in the ground work, we will be brief, and refer to, for example [12], if
the arguments of related results for diffusions can be used. Note that the recent work [14] establishes
Feller property for switching diffusions using an alternative approach.
Proposition 4.9. Assume the conditions of Theorem 4.2. Then the switching diffusion (X(t),α(t)) is a Feller
process.
Proof. For any bounded and continuous function f (·) and each ﬁxed t  0, let u(x,α) = E f (Xx,α(t),
αx,α(t)). As we argued earlier, we need only show that u(·,α) is continuous for each α ∈ M.
To this end, let {xn} be any sequence in Rr converging to x. Then by virtue of Corollary 4.7,
(Xxn,α(t),αxn,α(t)) → (Xx,α(t),αx,α(t)) as n → ∞ in the mean square sense. Hence we can choose
a subsequence {xnk } of {xn} converging to x such that (Xxnk ,α(t),αxnk ,α(t)) → (Xx,α(t),αx,α(t)) a.s. as
k → ∞. Then the dominated convergence theorem implies that
u(xnk ,α) = E f
(
Xxnk ,α(t),αxnk ,α(t)
)
→ E f (Xx,α(t),αx,α(t))= u(x,α) as k → ∞. (4.30)
Therefore, every sequence {xn} converging to x has a subsequence {xnk } such that u(x,α) 
lim infk→∞ u(xnk ,α). Hence u(·,α) is lower semi-continuous for each α ∈ M.
Applying the above argument to −u(x,α) = E[− f (Xx,α(t),αx,α(t))], we obtain that
u(x,α) limsup
k→∞
u(xnk ,α),
and hence u(·,α) is upper semi-continuous for each α ∈ M. Therefore, u(x,α) is continuous with
respect to x. This establishes the Feller property for (X(t),α(t)) as desired. 
Corollary 4.10. Assume the conditions of Proposition 4.9. Then the process (X(t),α(t)) is strong Markov.
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ous and have left limits. The desired assertion then follows from [2, Theorem 2.2.4] and Proposi-
tion 4.9. 
5. System of Kolmogorov backward equations
In this section, we derive a system of the Kolmogorov backward equations. One remarkable point
is that we obtain the equations without assuming nondegeneracy of the diffusion part. These results
are interesting in their own right.
Theorem 5.1. Suppose that for each i ∈ M, the coeﬃcients of (2.2) and (2.3) satisfy b(·, i),σ (·, i) ∈ C2 , that
conditions of Theorem 4.2 hold, that φ(·, i) ∈ C2 , that Dθx (x, i) is Lipschitz continuous for each i ∈ M and|θ | = 2, and that ∣∣Dβx b(x, i)∣∣+ ∣∣Dβx σ(x, i)∣∣+ ∣∣Dβx φ(x, i)∣∣ K0(1+ |x|γ ), i ∈ M, (5.1)
where K0 and γ are positive constants and β is a multi-index with |β| 2. Then for any T > 0, the function
u(t, x, i) := Ex,i
[
φ
(
X(t),α(t)
)]= E[φ(Xx,i(t),αx,i(t))] (5.2)
is twice continuously differentiable with respect to the variable x and satisﬁes∣∣Dβx u(t, x, i)∣∣ K (1+ |x|γ ),
for each i ∈ M, |β| 2, t ∈ [0, T ], and x ∈Rr .
Proof. Again, for notational simplicity, we will prove the theorem when X(t) is one-dimensional.
Multi-dimensional case can be handled in a similar manner. Fix (t, x, i) ∈ [0, T ] × Rr × M. For any
0 < || < 1, let x˜ = x+ . As in the proof of Theorem 4.2, denote(
X(t),α(t)
)= (Xx,i(t),αx,i(t)) and ( X˜(t), α˜(t))= (Xx˜,i(t),α x˜,i(t)).
By virtue of Theorem 4.2, the mean square derivative ζ(t) = ∂ Xx,i(t)
∂x exists and is mean square contin-
uous with respect to x and t .
Note that
u(t, x˜, i) − u(t, x, i)

= 1

E
[
φ
(
X˜(t), α˜(t)
)− φ(X(t),α(t))]
= 1

E
[
φ
(
X˜(t), α˜(t)
)− φ( X˜(t),α(t))]
+ 1

E
[
φ
(
X˜(t),α(t)
)− φ(X(t),α(t))]. (5.3)
Similar to the proof of Lemma 4.3, we can show that
1
2
E
[
sup
0tT
∣∣φ( X˜(t), α˜(t))− φ( X˜(t),α(t))∣∣2]→ 0 as  → 0. (5.4)
To proceed, for each i ∈ M, we shall use φx(·, i) and φxx(·, i) to denote the ﬁrst and the second
derivatives of φ(·, i) with respect to x, respectively. We obtain
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
E
[
φ
(
X˜(t),α(t)
)− φ(X(t),α(t))]
= 1

E
1∫
0
d
dv
φ
(
X(t) + v( X˜(t) − X(t)),α(t))dv
= E
[
Z(t)
1∫
0
φx
(
X(t) + v( X˜(t) − X(t)),α(t))dv],
where Z(t) = X˜(t)−X(t)

as deﬁned in (4.3). Thus it follows that
∣∣∣∣ 1E[φ( X˜(t),α(t))− φ(X(t),α(t))]− E[φx(X(t),α(t))ζ(t)]
∣∣∣∣
 E
∣∣∣∣∣Z(t)
1∫
0
φx
(
X(t) + v( X˜(t) − X(t)),α(t))dv − φx(X(t),α(t))ζ(t)
∣∣∣∣∣
 e1 + e2,
where
e1 := E
∣∣∣∣∣
[ 1∫
0
φx
(
X(t) + v( X˜(t) − X(t)),α(t))dv − φx(X(t),α(t))
]
Z(t)
∣∣∣∣∣,
e2 := E
∣∣φx(X(t),α(t))[Z(t) − ζ(t)]∣∣,
with ζ(t) given in (4.23). It follows from (5.1), Lemma 3.2, and (4.24) that
e2 = E
∣∣φx(X(t),α(t))[Z(t) − ζ(t)]∣∣
 E1/2
∣∣φx(X(t),α(t))∣∣2E1/2∣∣Z(t) − ζ(t)∣∣2
 KE1/2
∣∣Z(t) − ζ(t)∣∣2 → 0 as  → 0.
To estimate the term e1, we note that (5.1) and Lemma 3.2 imply that
E
∣∣φx(X(t) + v( X˜(t) − X(t)),α(t))− φx(X(t),α(t))∣∣2  K
for all 0 < || < 1. By virtue of the argument in the proof of Theorem 4.2, X˜(t) → X(t) in probability
as  → 0 for any t ∈ [0, T ]. Thus it follows that
E
∣∣φx(X(t) + v( X˜(t) − X(t)),α(t))− φx(X(t),α(t))∣∣2 → 0 as  → 0.
Note that we proved in Corollary 4.8 that E|Z(t)|2  K . Then we have from the Cauchy–Schwartz
inequality that
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∣∣∣∣∣
[ 1∫
0
φx
(
X(t) + v( X˜(t) − X(t)),α(t))dv − φx(X(t),α(t))
]
Z(t)
∣∣∣∣∣
 E1/2
∣∣Z(t)∣∣2E1/2∣∣∣∣∣
[ 1∫
0
φx
(
X(t) + v( X˜(t) − X(t)),α(t))dv − φx(X(t),α(t))]
∣∣∣∣∣
2
→ 0 as  → 0.
Hence we have shown that as  → 0,∣∣∣∣ 1E[φ( X˜(t),α(t))− φ(X(t),α(t))]− E[φx(X(t),α(t))ζ(t)]
∣∣∣∣→ 0. (5.5)
Therefore it follows from (5.3), (5.4), and (5.5) that∣∣∣∣u(t, x˜, i) − u(t, x, i) − E[φx(X(t),α(t))ζ(t)]
∣∣∣∣→ 0 as  → 0.
This reveals that u(t, ·, i) is differentiable with respect to the variable x and
∂u(t, x, i)
∂x
= E[φx(X(t),α(t))ζ(t)]= E[φx(Xx,i(t),αx,i(t))∂ Xx,i(t)
∂x
]
.
Moreover, (5.1), Lemma 3.2, and (4.25) imply that for some K > 0, we have∣∣∣∣∂u(t, x, i)∂x
∣∣∣∣ E∣∣φx(X(t),α(t))ζ(t)∣∣
 E1/2
∣∣φx(X(t),α(t))∣∣2E1/2∣∣ζ(t)∣∣2
 KE1/2
(
1+ ∣∣X(t)∣∣γ ) K (1+ |x|γ0),
where γ0 > 2 is as given in the proof of Lemma 4.3. Next, we verify that
∂u(t,x,i)
∂x is continuous with
respect to x. To this end, we consider∣∣∣∣∂u(t, x, i)∂x − ∂u(t, x˜, i)∂x
∣∣∣∣ E∣∣φx( X˜(t), α˜(t))ζ˜ (t) − φx(X(t),α(t))ζ(t)∣∣
 E
∣∣φx(X(t),α(t))(ζ˜ (t) − ζ(t))∣∣
+ E∣∣[φx( X˜(t), α˜(t))− φx(X(t),α(t))]ζ(t)∣∣,
where ζ˜ (t) = ζ x˜,i(t) = ∂ Xx˜,i(t)
∂x . By virtue of Theorem 4.2, ζ(t) = ∂ X(t)∂x is mean square continuous. Hence
it follows that
E
∣∣φx(X(t),α(t))(ζ˜ (t) − ζ(t))∣∣ E1/2∣∣φx(X(t),α(t))∣∣2E1/2∣∣ζ˜ (t) − ζ(t)∣∣2
→ 0 as x˜ → x or as  → 0.
Meanwhile, detailed calculations similar to those in deriving (5.4) lead to
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∣∣[φx( X˜(t), α˜(t))− φx(X(t),α(t))]ζ(t)∣∣
 E1/2
∣∣φx( X˜(t), α˜(t))− φx(X(t),α(t))∣∣2E1/2∣∣ζ(t)∣∣2
 KE1/2
∣∣∣∣φx( X˜(t), α˜(t)) − φx(X(t),α(t))x˜− x
∣∣∣∣2|x˜− x|2
→ 0 as x˜ → x or as  → 0.
Hence it follows that ∂u(t,x,i)
∂x is continuous with respect to x and therefore u(t, x, i) is continuously
differentiable with respect to the variable x.
Likewise, we can show that u(t, x, i) is twice continuously differentiable with respect to the vari-
able x and that
∂2u(t, x, i)
∂x2
= Ex,i
[
φxx
(
X(t),α(t)
)(∂ X(t)
∂x
)2
+ φx
(
X(t),α(t)
)∂2X(t)
∂x2
]
.
Consequently, we can verify that ∣∣∣∣∂2u(t, x, i)∂x2
∣∣∣∣ K (1+ |x|γ ).
This completes the proof of the theorem. 
Theorem 5.2. Assume the conditions of Theorem 5.1. Then the function u deﬁned in (5.2) is continuously
differentiable with respect to the variable t. Moveover, u satisﬁes the system of Kolmogorov backward equations
∂u(t, x, i)
∂t
= Lu(t, x, i), (t, x, i) ∈ (0, T ] ×Rr × M, (5.6)
with initial condition
lim
t↓0 u(t, x, i) = φ(x, i), (x, i) ∈R
r × M, (5.7)
where Lu(t, x, i) in (5.6) is to be interpreted as L applied to the function (x, i) → u(t, x, i).
Proof. First note that by virtue of [18, Lemma 3.6], the process (X(t),α(t)) is càdlàg. Hence the initial
condition (5.7) follows from the continuity of φ. We will divide the rest of the proof into several steps.
Step 1. For ﬁxed (x, i) ∈Rr ×M, u(t, x, i) is absolutely continuous with respect to t ∈ [0, T ]. In fact,
for any 0 s t  T , by virtue of Dynkin’s formula,
u(t, x, i) − u(s, x, i) = Ex,iφ
(
X(t),α(t)
)− Ex,iφ(X(s),α(s))
= Ex,i
[
Ex,i
[(
φ
(
X(t),α(t)
)− φ(X(s),α(s)))∣∣Fs]]
= Ex,i
[ t∫
s
Lφ(X(v),α(v))dv∣∣∣Fs
]

t∫
Ex,i
[∣∣Lφ(X(v),α(v))∣∣∣∣Fs]dv.
s
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Hence it follows from Lemma 3.2 that
Ex,i
[∣∣Lφ(X(v),α(v))∣∣∣∣Fs] KEx,i[(1+ ∣∣X(v)∣∣γ0)∣∣Fs] K ,
where K is independent of t , s, or v . Thus we have
∣∣u(t, x, i) − u(s, x, i)∣∣ K |t − s|.
This shows that u is absolutely continuous with respect to t . Hence ∂u(t,x,i)
∂t exists a.s. on [0, T ] and
we have
u(t, x, i) = u(0, x, i) +
t∫
0
∂u(v, x, i)
∂v
dv. (5.8)
Step 2. For any h > 0, we have from the strong Markov property that
u(t + h, x, i) = Ex,iφ
(
X(t + h),α(t + h))
= Ex,i
[
Ex,i
[
φ
(
X(t + h),α(t + h))∣∣Fh]]
= Ex,i
[
EX(h),α(h)φ
(
X(t + h),α(t + h))]
= Ex,iu
(
t, X(h),α(h)
)
. (5.9)
Now let g(x, i) := u(t, x, i). Then Theorem 5.1 implies that g(·, i) ∈ C2 for each i ∈ M and for some
K > 0 and γ0 > 0, ∣∣Dβx g(x, i)∣∣ K (1+ |x|γ0), i ∈ M.
Thus it follows from Dynkin’s formula that
Ex,i g
(
X(h),α(h)
)− g(x, i) = Ex,i h∫
0
Lg(X(v),α(v))dv.
Using the same argument as in the proof of [2, Theorem 5.6.1], we can show that
1
h
Ex,i
h∫
0
Lg(X(v),α(v))dv → Lg(x, i) as h ↓ 0. (5.10)
Therefore it follows that
lim
h↓0
Ex,i g(X(h),α(h)) − g(x, i)
h
= Lg(x, i).
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lim
h↓0
u(t + h, x, i) − u(t, x, i)
h
= Lg(x, i) = Lu(t, x, i). (5.11)
Thus a combination of (5.8) and (5.11) leads to
u(t, x, i) = u(0, x, i) +
t∫
0
Lu(v, x, i)dv. (5.12)
Step 3. We claim that Lu(t, x, i) is continuous with respect to the variable t . Note that
Lu(t, x, i) = b(x, i) ∂u(t, x, i)
∂x
+ 1
2
σ 2(x, i)
∂2u(t, x, i)
∂x2
+
m0∑
j=1
qij(x)u(t, x, j).
Thus the claim will be true if we can show that ∂u(t,x,i)
∂x and
∂2u(t,x,i)
∂x2
are continuous with respect to t ,
since Step 1 above shows that u(t, x, i) is continuous with respect to t . To this end, let t, s ∈ [0, T ].
Then we have ∣∣∣∣∂u(t, x, i)∂x − ∂u(s, x, i)∂x
∣∣∣∣
= ∣∣Ex,i[φx(X(t),α(t))ζ(t)]− Ex,i[φx(X(s),α(s))ζ(s)]∣∣
 Ex,i
∣∣φx(X(t),α(t))ζ(t) − φx(X(s),α(s))ζ(s)∣∣
 Ex,i
∣∣[φx(X(t),α(t))− φx(X(s),α(s))]ζ(t)∣∣
+ Ex,i
∣∣φx(X(s),α(s))[ζ(t) − ζ(s)]∣∣
 E1/2x,i
∣∣φx(X(t),α(t))− φx(X(s),α(s))∣∣2E1/2x,i ∣∣ζ(t)∣∣2
+ E1/2x,i
∣∣φx(X(s),α(s))∣∣2E1/2x,i ∣∣ζ(t) − ζ(s)∣∣2.
As demonstrated before, E1/2x,i |φx(X(s),α(s))|2  K . Corollary 4.8 implies that ζ(t) is mean square
continuous with respect to t . Hence it follows that
E1/2x,i
∣∣ζ(t) − ζ(s)∣∣2 → 0 as |t − s| → 0.
Meanwhile,
Ex,i
∣∣φx(X(t),α(t))− φx(X(s),α(s))∣∣2  e1 + e2,
where
e1 := KEx,i
∣∣φx(X(t),α(t))− φx(X(s),α(t))∣∣2,
e2 := KEx,i
∣∣φx(X(s),α(t))− φx(X(s),α(s))∣∣2.
G. Yin, C. Zhu / J. Differential Equations 249 (2010) 2409–2439 2435Using (3.7) and (4.25), detailed computations show that
e1  KEx,i
∣∣∣∣∣
1∫
0
φxx
(
X(s) + v(X(t) − X(s)),α(t))dv(X(t) − X(s))∣∣∣∣∣
2
→ 0 as |t − s| → 0.
To treat the term e2, we assume without loss of generality that t > s. We obtain
e2 = KEx,i
∣∣φx(X(s),α(t))− φx(X(s),α(s))∣∣2
=
m0∑
i=1
∑
j =i
Ex,i
∣∣φx(X(s), j)− φx(X(s), i)∣∣2 I{α(t)= j} I{α(s)=i}
=
m0∑
i=1
∑
j =i
Ex,i
[∣∣φx(X(s), j)− φx(X(s), i)∣∣2 I{α(s)=i}Ex,i[I{α(t)= j}|Fs]]
=
m0∑
i=1
∑
j =i
Ex,i
[∣∣φx(X(s), j)− φx(X(s), i)∣∣2 I{α(s)=i}qij(X(s))(t − s) + o(t − s)]
 K (t − s).
Thus it follows that e2 → 0 as |t − s| → 0. Hence we have shown that∣∣∣∣∂u(t, x, i)∂x − ∂u(s, x, i)∂x
∣∣∣∣→ 0 as |t − s| → 0
and so ∂u(t,x,i)
∂x is continuous with respect to the variable t . Similarly, we can show that
∂2u(t,x,i)
∂x2
is
also continuous with respect to the variable t . Therefore Lu(t, x, i) is continuous with respect to the
variable t .
Step 4. Finally, by virtue of (5.12) and Step 3 above, we conclude that ∂u(t,x,i)
∂t exists everywhere for
t ∈ (0, T ] and that
∂u(t, x, i)
∂t
= Lu(t, x, i).
This ﬁnishes the proof of the theorem. 
6. Remarks on rates of convergence of numerical algorithms
Since stochastic differential equations with switching are more complex than stochastic differential
equations without switching, closed-form solutions are diﬃcult to obtain. As a consequence, numeri-
cal approximation is a viable alternative. In a recent paper, we proposed an algorithm for solving (2.2)
together with (2.3). One of the main diﬃculties is that due to the continuous-state dependence, α(t)
and X(t) are dependent; α(t) is non-Markovian. The essence in our approach is to treat the pair of
processes (X(t),α(t)) jointly by noting the two-component process being Markovian. The algorithm
proposed is of the form
Xn+1 = Xn + εb(Xn,αn) +
√
εσ (Xn,αn)ξn. (6.1)
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matrix exp(Q (x)ε), and {ξn} is a sequence of random variables satisfying
√
εξn = w
(
ε(n + 1))− w(εn),
where w(·) is the standard Brownian motion. Clearly, ξn is independent of the σ -algebra Gn generated
by {Xk,αk: k  n}, Eξn = 0, E|ξn|p < ∞ for p  2, and Eξnξ ′n = I . Deﬁne a piecewise constant inter-
polation Xε(t) = Xk and αε(t) = αk for t ∈ [εk, εk + ε). In [15], weak convergence of the algorithm
was established using a martingale problem formulation and L2 convergence was also obtained. It
was shown that (Xε(·),αε(·)) converges weakly to (X(·),α(·)) that is the solution of (2.2) and (2.3).
Moreover,
E sup
0tT
∣∣Xε(t) − X(t)∣∣2 → 0 as ε → 0.
Since we are dealing with a numerical algorithm, it is desirable to have estimation error bounds and
the rates of convergence. This section takes up this issue. In the original deﬁnition of Kloeden and
Platen [9, p. 323], the rate of convergence was deﬁned as follows. For a ﬁnite time T > 0, if there
exists a positive constant K that does not depend on ε such that E|Xε(T ) − X(T )|  Kεγ for some
γ > 0 then the discrete approximation Xε is said to converge strongly to X with order γ . Here we
adopt the more recent approach as in [11] to require the rate be deﬁned uniformly for t ∈ [0, T ]. We
thus concentrate on error bounds for E sup0tT |Xε(t) − X(t)|2.
We assume the conditions of Proposition 2.1 and the conditions for {ξn} and αn are satisﬁed. It is
straightforward that the piecewise constant interpolation of (6.1) leads to
Xε(t) = X0 +
t∫
0
b
(
Xε(s),αε(s)
)
ds +
t∫
0
σ
(
Xε(s),αε(s)
)
dw(s). (6.2)
The representation (6.2) enables us to compare the solution (2.2) with that of the discrete iterations.
Comparing the interpolation of the iterates and the solution of (2.2) and (2.3), we obtain
E sup
0tT
∣∣Xε(t) − X(t)∣∣2
 2E sup
0tT
∣∣∣∣∣
t∫
0
[
b
(
X(s),α(s)
)− b(Xε(s),αε(s))]ds∣∣∣∣∣
2
+ 2E sup
0tT
∣∣∣∣∣
t∫
0
[
σ
(
X(s),α(s)
)− σ (Xε(s),αε(s))]dw∣∣∣∣∣
2
 2TE
T∫
0
∣∣b(X(s),α(s))− b(Xε(s),αε(s))∣∣2 ds
+ 8E
T∫
0
∣∣σ (X(s),α(s))− σ (Xε(s),αε(s))∣∣2 ds. (6.3)
Note that in (6.3), the ﬁrst inequality is obtained from the familiar inequality (a + b)2  2(a2 + b2)
for two real numbers a and b. The ﬁrst term on the right side of the second inequality follows
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inequality [11, p. 18]. To proceed, we treat the drift and diffusion terms separately. Note that
E
T∫
0
∣∣b(X(s),α(s))− b(Xε(s),α(s))∣∣2 ds
 E
T∫
0
∣∣b(X(s),α(s))− b(Xε(s),α(s))∣∣2 ds
+ E
T∫
0
∣∣b(Xε(s),α(s))− b(Xε(s),αε(s))∣∣2 ds
 K
T∫
0
E
∣∣Xε(s) − X(s)∣∣2 ds
+ E
T∫
0
[
1+ ∣∣Xε(s)∣∣2]I{α(s) =αε(s)} ds. (6.4)
The ﬁrst inequality in (6.4) follows from the familiar triangle inequality, and the second inequality is
a consequence of the Lipschitz continuity, the Cauchy inequality, and the linear growth condition. We
now concentrate on the last term in (6.4). Noting the discrete iteration, we have
E
T∫
0
[
1+ ∣∣Xε(s)∣∣2]I{α(s) =αε(s)} ds = t/ε−1∑
k=0
E
εk+ε∫
εk
[
1+ ∣∣Xε(s)∣∣2]I{α(s) =αε(s)} ds,
where t/ε denotes the integer part of t/ε. Using nested conditioning, we further obtain
E
εk+ε∫
εk
[
1+ ∣∣Xε(s)∣∣2]I{α(s) =αε(s)} ds
= E
εk+ε∫
εk
[
1+ |Xk|2
]
E[I{α(s) =αε(s)}|Fεk]ds
= E
([
1+ |Xk|2
] εk+ε∫
εk
∑
i∈M
I{αεk =i}
∑
j =i
[
qij
(
X(εk)
)
(s − εk) + o(s − εk)]ds)
 Kε
εk+ε∫
εk
ds Kε2.
Thus the moment estimate of E|X(t)|2 yields that
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T∫
0
∣∣b(X(s),α(s))− b(Xε(s),α(s))∣∣2 ds
 Kε + K
T∫
0
E
∣∣Xε(s) − X(s)∣∣2 ds. (6.5)
Likewise, for the term involving diffusion, we also obtain
E
T∫
0
∣∣σ (X(s),α(s))− σ (Xε(s),α(s))∣∣2 dw
 Kε + K
T∫
0
E
∣∣Xε(s) − X(s)∣∣2 ds. (6.6)
Using (6.3)–(6.6), we obtain
E sup
0tT
∣∣Xε(t) − X(t)∣∣2
 Kε +
T∫
0
E sup
0vs
∣∣Xε(v) − X(v)∣∣2 ds. (6.7)
An application of Gronwall’s inequality leads to
E sup
0tT
∣∣Xε(t) − X(t)∣∣2  Kε.
Thus, we conclude that the sequence of discrete iterates converges strongly in the L2 sense with an
error bound O (ε). We state it as a result below.
Theorem 6.1. Assume the conditions of Theorem 4.2. Then (Xε(·),αε(·)), the interpolation of the approxima-
tion sequence, converges to (X(·),α(·)) in the sense
E sup
0tT
∣∣Xε(t) − X(t)∣∣2 → 0 as ε → 0. (6.8)
Moreover, we have the following rate of convergence estimate
E sup
0tT
∣∣Xε(t) − X(t)∣∣2 = O (ε). (6.9)
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