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NON-COMMUTATIVE CREPANT RESOLUTIONS OF HIBI RINGS
WITH SMALL CLASS GROUP
YUSUKE NAKAJIMA
Abstract. In this paper, we study splitting (or toric) non-commutative crepant resolutions (= NCCRs)
of some toric rings. In particular, we consider Hibi rings, which are toric rings arising from partially
ordered sets, and show that Gorenstein Hibi rings with class group Z2 have a splitting NCCR.
In the appendix, we also discuss Gorenstein toric rings with class group Z, in which case the existence
of splitting NCCRs is already known. We especially observe the mutations of modules giving splitting
NCCRs for the three dimensional case, and show the connectedness of the exchange graph.
1. Introduction
In this paper, we discuss non-commutative crepant resolutions for some toric rings. Thus, we first
recall the notion of non-commutative crepant resolutions defined by Van den Bergh [VdB2].
Definition 1.1. Let R be a Cohen-Macaulay (= CM) normal domain, and M be a non-zero reflexive
R-module. Let Λ := EndR(M). We say that Λ is a non-commutative crepant resolution (= NCCR) of R
(orM gives an NCCR of R) if gl.dimΛp = dimRp for all p ∈ SpecR and Λ is a maximal Cohen-Macaulay
(= MCM) R-module.
Remark 1.2. We note some remarks concerning the definition of NCCRs.
(a) When R is a Gorenstein normal domain, we can relax the above definition. In such a situation, Λ is
an NCCR of R if and only if gl.dimΛ <∞ and Λ is an MCM R-module (see e.g., [VdB2, Lemma 4.2],
[IW1, Lemma 2.23]).
(b) It was shown in [DITW] that if a CM normal domain R has an NCCR, then R is Q-Gorenstein.
Thus, if the class group of R is a free abelian group and R is not Gorenstein, then R does not have
an NCCR. In this paper, we will mainly consider an NCCR of a CM normal domain R whose class
group is free abelian, thus we often assume that R is Gorenstein.
(c) In addition, we say that an NCCR EndR(M) is splitting if M is a finite direct sum of rank one
reflexive R-modules. A splitting NCCR is also called “toric NCCR” when R is a toric ring (see
[Boc]).
Some NCCRs can be obtained as the endomorphism ring of a tilting bundle on a crepant resolution Y
of SpecR, in which case a tilting bundle T induces a derived equivalence Db(cohY ) ∼= Db(modEnd(T )).
By this equivalence we can consider an NCCR as a non-commutaive analogue of a crepant resolution,
and it gives an interaction between birational geometry and representation theory of algebras. From the
viewpoint of representation theory, NCCRs are also related with cluster tilting theory, higher dimensional
Auslander-Reiten theory etc (see [Iya, IR, IW1] for example). One of the important problems concerning
NCCRs is the existence of an NCCR for a given singularity. For some nice cases, NCCRs have been
constructed in several literatures, see e.g., [Bro, BLVdB, Har, HN, IU, IW1, IW2, SˇpVdB1, VdB2] and
the survey article [Leu]. In this paper, we especially focus on NCCRs of toric rings. The existence of
NCCRs is known for several toric rings. For example, the case of quotient singularities associated with a
finite abelian subgroup in GL(k, d) [VdB2, IW1], Gorenstein toric rings whose class group is Z [VdB2] (see
also Appendix A), 3-dimensional Gorenstein toric rings [Bro, IU, SˇpVdB3], and some higher dimensional
Gorenstein toric rings [SˇpVdB1, HN]. In general, the existence of NCCRs for toric rings is still open.
On the other hand, NCCRs of toric rings mentioned above are splitting ones. Thus, we hoped that
any toric ring has a splitting NCCR, but recently Sˇpenko and Van den Bergh gave the following example.
Proposition 1.3 (see [SˇpVdB2, Example 3.3]). Let G := (k×)2 be the two dimensional algebraic torus
and S := k[x1, · · · , x6] be a polynomial ring. We consider the action of G on S defined by g · xi :=
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βi(g)xi for g ∈ G and i = 1, · · · , 6, in which case R := SG is a toric ring with dimR = 4 and the
class group Cl(R) is isomorphic to Z2. Here, βi is the character of G corresponding to the weight
(1, 1), (−1, 0), (0,−1), (−3,−3), (3, 0), (0, 3) respectively (see Subsection 2.1 for more details). Then, such
a toric ring R has an NCCR but does not have any splitting NCCR.
Thus, it is interesting to ask when a Gorenstein toric ring R with Cl(R) ∼= Z2 has a splitting NCCR.
In this paper, we consider Hibi rings which are toric rings arising from partially ordered sets, and show
the existence of a splitting NCCR for the following Hibi rings.
Theorem 1.4 (see Theorem 3.3). Let R be a Gorenstein Hibi ring with the class group Cl(R) ∼= Z2.
Then, R has a splitting NCCR.
An idea for constructing a splitting NCCR of a toric ring is to consider a nice class of rank one MCM
modules, called conic modules (see Section 2). Conic modules were well studied in [Bru, BG1, SmVdB],
and it is known that the number of those is finite up to isomorphism. Furthermore, the endomorphism
ring of the direct sum of all conic modules has finite global dimension (see [SˇpVdB1, Proposition 1.8],
[FMS, Theorem 6.1]), but in general this endomorphism ring is not an MCM module, and hence not
an NCCR. In particular, taking all conic modules is too big to allow the endomorphism ring to be an
MCM module. A naive idea for constructing an NCCR is to consider a part of conic modules. In fact,
an NCCR of a “quasi-symmetric” toric ring given in [SˇpVdB1], and an NCCR of the Segre products of
polynomial rings given in [HN] are constructed as the endomorphism ring of a part of conic modules.
In this paper, we will use the same strategy for constructing an NCCR of Gorenstein Hibi rings with
the class group Z2, and the resulting NCCR is splitting by this construction. In particular, we give the
precise description of a module giving a splitting NCCR of these Hibi rings. Thus, starting from this
module giving an NCCR, we obtain other modules giving NCCRs using the operation which we call the
mutation. More precisely, we choose a direct summand of a module giving an NCCR, and replace the
chosen direct summand by another module using the approximation theory of MCM modules. Then, the
resulting module also gives an NCCR (see [IW1, Section 6], [HN, Section 4]). The mutated module is
not necessarily isomorphic to the original one, and we sometimes have infinitely many modules giving
NCCRs by repeating the mutations.
We note that to show a given endomorphism ring Λ is an NCCR, we have to show that the global
dimension of Λ is finite and Λ is an MCM module. In this paper, Lemma 3.5 and 3.7 are main ingredients
for showing the finiteness of global dimension. Since these hold for any toric ring, the method used in
this paper might be valid for constructing NCCRs of other toric rings, for example Hibi rings with the
class group Zm where m > 2. However, the combinatorics for checking the assumption of Lemma 3.7
would be complicated in general. In addition, when we check whether a given module is an MCM module
or not, we often consider the vanishing of the local cohomology, and it can be understood by using the
combinatorics (see e.g., [VdB1]). However, that combinatorics is also complicated in general.
The content of this paper is the following. In Section 2, we prepare some notations regarding toric
rings and their divisorial ideals. We then restrict to Hibi rings and review some known facts. In Section 3,
we first classify Gorenstein Hibi rings with class group Z2, and then we construct splitting NCCRs for
those Hibi rings. When we construct such a splitting NCCR, we have to check whether a given rank one
reflexive module is MCM or not. Thus, we will give the complete list of rank one MCM modules for
Gorenstein Hibi rings with class group Z2 in Section 4.
As we mentioned, any Gorenstein toric ring with the class group Z admits a splitting NCCR. In
Appendix A, we further study this class and give the precise description of modules giving splitting
NCCRs. We then restrict to 3-dimensional Gorenstein toric rings, in which case splitting NCCRs are
obtained from consistent dimer models. In particular, we show that the exchange graph of the mutations,
which is the graph whose vertices are modules giving splitting NCCRs and we draw an edge between two
vertices if the corresponding modules are transformed into each other by a single mutation, is connected
for 3-dimensional Gorenstein toric rings with the class group Z. This gives a partial affirmative answer
to [Nak, Question 6.4].
Notation and Conventions. Throughout this paper, we suppose that k is an algebraically closed
field. For an R-module M , we denote by addRM the category consisting of direct summands of finite
direct sums of some copies of M . We say that M ∈ modR is a generator if R ∈ addRM . We say that
M =
⊕
iMi is basic if Mi’s are mutually non-isomorphic.
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2. Preliminaries
2.1. Preliminaries on toric rings. In this paper, we mainly study a toric ring R whose class group
Cl(R) is Zr . Such an R is described in several ways as we will see below. Let N ∼= Zd be a lattice of rank
d and M := HomZ(N,Z) be the dual lattice of N. Let NR := N⊗Z R and MR := M⊗Z R. We denote the
natural inner product by 〈 , 〉 : MR × NR → R. Let
τ := Cone(v1, · · · ,vn) = R≥0v1 + · · ·+ R≥0vn ⊂ NR
be a strongly convex rational polyhedral cone of dimension d generated by v1, · · · ,vn ∈ Zd where n ≥ d.
We assume that this system of generators is minimal. For each generator vi, we consider the linear form
σi(−) := 〈−,vi〉, and denote σ(−) := (σ1(−), · · · , σn(−)). We then consider the dual cone τ∨:
τ∨ := {x ∈ MR | σi(x) ≥ 0 for all i = 1, · · · , n}.
Using this cone, we define the toric ring
R := k[τ∨ ∩M] = k[tm11 · · · t
md
d | (m1, · · · ,md) ∈ τ
∨ ∩M].
It is known that R is a d-dimensional Cohen-Macaulay (= CM) normal domain.
Then, for each a = (a1, · · · , an) ∈ Rn, we set
T(a) := {x ∈ M | (σ1(x), · · · , σn(x)) ≥ (a1, · · · , an)}.
Then, we define the divisorial ideal (rank one reflexive R-module) T (a) generated by all monomials whose
exponent vector is in T(a). By the definition, we have T (a) = T (paq), where p q means the round up
and paq = (pa1q, · · · , panq). Any divisorial ideal of R takes this form (see e.g., [BG2, Theorem 4.54]),
and hence each divisorial ideal is represented by a ∈ Zn. We denote the class group of R by Cl(R), and
in this paper we assume that Cl(R) ∼= Zr. It is known that there exists the exact sequence
0→ Zd
σ(−)
−−−→ Zn → Cl(R)→ 0, (2.1)
thus we see that for a, a′ ∈ Zn, T (a) ∼= T (a′) if and only if there exists y ∈ M such that ai = a′i + σi(y)
for all i = 1, · · · , n (see e.g., [BG2, Corollary 4.56]). Let pi := T (0, · · · , 0,
i
1ˇ, 0, · · · , 0), and consider the
prime divisor Di := V(pi) on SpecR. Then, a divisorial ideal T (a) = T (a1, · · · , an) corresponds to the
Weil divisor −(a1D1 + · · ·+ anDn), and the exact sequence (2.1) gives the relation:
v1,jD1 + · · ·+ vn,jDn = 0, (2.2)
for all j = 1, · · · , d, where vi = t(vi,1, · · · , vi,d) ∈ Zd for i = 1, · · · , n.
We then define one of the nice class of divisorial ideals, called conic. We say that T (a) is a conic
module (or conic divisorial ideal) if there exists x ∈ MR such that a = pσ(x)q. Conic modules are also
characterized as R-modules appearing in R1/m as direct summands for m ≫ 0 [BG1, Proposition 3.6],
thus these are related with positive characteristic commutative algebra (see e.g., [Bru]). Also, we see
that a conic module T (a) is an MCM module. Since the number of rank one MCM R-modules is finite
up to isomorphism [BG1, Corollary 5.2], we have only finitely many non-isomorphic conic modules. We
note that in general there exists a divisorial ideal that is an MCM module but not conic. In fact, we will
see such an example in Section 4. In contrast to it, we see that any rank one MCM module is conic if
Cl(R) ∼= Z (see Proposition A.3).
A toric ring R defined above can be described as the ring of invariants under the action of G :=
Hom(Cl(R), k×) ∼= (k×)r on S := k[x1, · · · , xn]. Let X(G) be the character group of G, which is isomor-
phic to Cl(R). (By the abuse of notations, we will use the same symbol for both of a character and the
corresponding weight.) When we consider the prime divisor Di on SpecR as the element in X(G) ∼= Cl(R)
via the surjection in (2.1), we denote it by βi. For a character χ ∈ X(G), we denote by Vχ the irreducible
representation corresponding to χ, and we let W =
⊕n
i=1 Vβi . Then, the symmetric algebra SymW of
the G-representation W is isomorphic to S, and the algebraic torus G acts on S, that is, g ∈ G acts on
xi as g · xi = βi(g)xi. Here, we recall the notion of the generic action, and the above action of G on S is
generic (see [SˇpVdB1, Subsection 10.6]).
Definition 2.1 (see [SˇpVdB1, Definition 1.6]). We say an action of G on S is generic if SpecS contains
a point with closed G-orbit and trivial stabilizer, and the subset of such points has codimension at least
two in SpecS.
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Then, this action gives the Cl(R)-grading on S, and the degree zero part coincides with the G-invariant
components. In particular, we have that R = SG (see e.g., [BG1, Theorem 2.1]). Also, we say that W
is quasi-symmetric if for every line ℓ ⊂ X(G)R := X(G) ⊗Z R passing through the origin, we have∑
βi∈ℓ
βi = 0 (see [SˇpVdB1, Subsection 1.6]). We also say that a toric ring R is quasi-symmetric if
R ∼= SG with S = SymW and W is a quasi-symmetric representation. If W is quasi-symmetric, then the
top exterior
∧n
W is the trivial representation, and hence R = SG is Gorenstein. For a character χ, we
call an R-module with the formMχ := (S⊗kVχ)G module of covariants, which is generated by f ∈ S with
g · f = χ(g)f for any g ∈ G. In particular, for χ =
∑
i aiβi ∈ X(G) we have that T (a1, · · · , an) = M−χ.
Furthermore, by the arguments in [SˇpVdB1, Section 10.6], we see that M−χ = T (a1, · · · , an) is conic if
and only if χ is a strongly critical character. Here, we say that a character χ ∈ X(G) is strongly critical
with respect to β1, · · · , βn if χ =
∑
i aiβi in X(G)R with ai ∈ (−1, 0] for all i.
2.2. Preliminaries on Hibi rings. In this subsection, we will consider a Hibi ring, which is a toric ring
arising from a partially ordered set (= poset). Let P = {p1, · · · , pd−1} be a finite poset equipped with
a partial order . For pi, pj ∈ P , we say that pi covers pj if pj ≺ pi and there is no p′ ∈ P such that
pj ≺ p′ ≺ pi and p′ 6= pi, pj . We then set P̂ = P ∪ {0ˆ, 1ˆ}, where 0ˆ (resp. 1ˆ) is the unique minimal (resp.
maximal) element not belonging to the poset P . We sometimes denote them as p0 = 0ˆ and pd = 1ˆ. The
Hasse diagram H(P̂ ) of P̂ is a graph whose vertices are {p0, p1, · · · , pd}, and we draw an edge between
pi and pj if pi covers pj or pj covers pi. Thus, we say that e = {pi, pj}, where 0 ≤ i 6= j ≤ d, is an edge
of P̂ if e is an edge of H(P̂ ). We say that a sequence C = (pk1 , · · · , pkm) is a cycle in P̂ if C forms a
cycle in H(P̂ ), i.e., pki 6= pkj for 1 ≤ i 6= j ≤ m and each {pki , pki+1} is an edge of P̂ for 1 ≤ i ≤ m,
where pkm+1 = pk1 . Moreover, a cycle C is said to be a circuit if {pki , pkj} is not an edge of P̂ for any
1 ≤ i, j ≤ m with |i− j| ≥ 2.
For each edge e = {pi, pj} of P̂ with pi ≺ pj , let σe be a linear form in R
d defined by
σe(x) :=
{
xi − xj , if j 6= d,
xi, if j = d
for x = (x0, x1, · · · , xd−1). Let τP = Cone(σe | e is an edge of P̂ ) ⊂ NR = Rd. Then, the toric ring
k[P ] := k[τ∨P ∩ Z
d] is called the Hibi ring associated with a poset P . The basic properties of k[P ] were
studied in [Hib]. In particular, it is known that k[P ] is a CM normal domain with dim k[P ] = |P |+1 = d.
Moreover, k[P ] is Gorenstein if and only if P is pure. Here, we say that P is pure if all of the maximal
chains pi1 ≺ · · · ≺ piℓ have the same length.
Remark 2.2. If there exists an edge e of P̂ such that every maximal chain of P̂ contains e, then we
easily see that the associated Hibi ring is the polynomial extension of a certain Hibi ring. For avoiding
triviality, we assume that P̂ does not contain such an edge, and hence any Hibi ring is not the polynomial
extension.
Next, we consider the divisor class group Cl(k[P ]) of a Hibi ring k[P ]. Let e1, · · · , en be all the edges
of P̂ . We set the linear form σ : Rd → Rn as σ(x) = (σe1 (x), · · · , σen(x)) where x ∈ R
d. For p ∈ P̂\{1ˆ},
let U(p) denote the set of all elements in P̂ which cover p. Also, for p ∈ P̂\{0ˆ}, let D(p) denote the set
of all elements in P̂ which are covered by p. By the construction of the cone τP , each prime divisor is
indexed by an edge of P̂ . Using the description of σ(−) and (2.2), we see that each prime divisor De
corresponding to an edge e of P̂ satisfies the relations:∑
q∈U(p)
D{q,p} =
∑
q′∈D(p)
D{p,q′} for p ∈ P̂\{0ˆ, 1ˆ}, and
∑
q∈U(0ˆ)
D{q,p0} = 0. (2.3)
In particular, using these relations, we see that the class group is a free abelian group as follows.
Theorem 2.3 (see [HHN]). Let the notation be the same as above. Then, we have that Cl(k[P ]) ∼= Zn−d.
Moreover, generators of Cl(k[P ]) can be given by prime divisors corresponding to edges of P̂ not contained
in a spanning tree of P̂ .
Here, a spanning tree of P̂ is a set of d edges ei1 , · · · , eid of P̂ satisfying the conditions:
• any element in P̂ is an endpoint of some edge eij ,
• the edges ei1 , · · · , eid do not form cycles.
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We remark that a spanning tree is not unique. Furthermore, conic classes in Cl(k[P ]) ∼= Zn−d can be
described as follows.
Theorem 2.4 (see [HN, Theorem 2.4]). Let e1, · · · , ed be a spanning tree of P̂ and ed+1, · · · , en be the
remaining edges of P̂ . For a circuit C = (pk1 , · · · , pkm) in P̂ , we define the subsets of edges
X+C = {{pki, pki+1} | 1 ≤ i ≤ m, pki ≺ pki+1},
X−C = {{pki, pki+1} | 1 ≤ i ≤ m, pki+1 ≺ pki},
Y ±C = X
±
C ∩ {e1, · · · , ed}, and Z
±
C = X
±
C ∩ {ed+1, · · · , en},
where pkm+1 = pk1 . We define the convex polytope
C(P ) =
(z1, · · · , zn−d) ∈ Rn−d | −|X−C |+ 1 ≤ ∑
ed+ℓ∈Z
+
C
zℓ −
∑
ed+ℓ′∈Z
−
C
zℓ′ ≤ |X
+
C | − 1
 , (2.4)
where C = (pk1 , · · · , pkm) runs over all circuits in P̂ . Then, conic modules of k[P ] precisely correspond
to points in C(P ) ∩ Cl(k[P ]) = C(P ) ∩ Zn−d.
As we mentioned, conic modules are rank one MCM modules, but there exists a rank one MCM module
that is not conic. In Section 4, we will determine all rank one MCM modules over Hibi rings with class
group Z2, and we can find many examples of non-conic rank one MCM modules there.
Example 2.5. We consider the poset P whose Hasse diagram takes the following form.
e1
e2
e3
e4
e5
e6
e7
e8
In this case, we see that the set of grayed edges {e2, e3, · · · , e7} is a spanning tree, thus the prime
divisors De1 ,De8 generate Cl(R), which is isomorphic to Z
2. Using the relations (2.3), we have that
De1 = De2 = De3 = −De4 , De5 = De6 = −De1 −De8 , De7 = De8 .
Furthermore, by Theorem 2.4 the convex polytope C(P ) can be described as
C(P ) = {(z1, z8) ∈ R
2 | −2 ≤ z1 ≤ 2, −1 ≤ z8 ≤ 1, −2 ≤ z1 − z8 ≤ 2}.
Thus, divisorial ideals corresponding to a1De1 + a8De8 with (a1, a8) ∈ C(P ) ∩ Z
2 are conic modules.
3. Splitting NCCRs for Hibi rings with class group Z2
In this section, we study splitting NCCRs for some Hibi rings. Since the class group of a Hibi ring
is free abelian, non-Gorenstein Hibi rings do not admit an NCCR (see Remark 1.2(b)). Thus, we will
consider Gorenstein Hibi rings, which are coming from pure posets. First, since Hibi rings are toric rings,
Gorenstein Hibi rings with class group Z have a splitting NCCR (see Theorem A.2). In particular, we
easily have the following.
Example 3.1. Let R be a Gorenstein Hibi ring with Cl(R) ∼= Z. We assume that R is not a polynomial
extension (see Remark 2.2). Then, the Hasse diagram H(P̂ ) of a poset P̂ giving such a Hibi ring R takes
the following form.
m− 1
edges
m− 1
edges
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Such a Hibi ring R is isomorphic to the Segre product of two polynomial rings with m+ 1 variables (see
e.g., [HN, Example 2.6]), thus we have that
R ∼= k[x0, · · · , xm]#k[y0, · · · , ym] = k[xiyj | i, j = 0, · · · ,m].
Let T (a) be a divisorial ideal corresponding to a ∈ Cl(R). Then any conic module is described as
T (a) with a ∈ [−m,m] ∩ Z ⊂ Cl(R) (see Theorem 2.4), and any rank one MCM module is conic (see
Lemma A.3). By Theorem A.2, N := T (0) ⊕ · · · ⊕ T (m) gives a splitting NCCR of R, and hence any
module giving a splitting NCCR takes the form
(N ⊗R T (b))
∗∗ ∼= T (b)⊕ T (b+ 1)⊕ · · · ⊕ T (b+m)
with b ∈ Z by Proposition A.4.
Accordingly, we then consider the case where R is a Gorenstein Hibi ring with Cl(R) ∼= Z2. First, we
classify the posets giving such a Hibi ring. We note that even if we turn H(P̂ ) upside down, it gives the
same Hibi ring up to isomorphism. Thus, we classify the desired posets up to this operation.
Lemma 3.2. Let R = k[P ] be the Gorenstein Hibi ring associated with a pure poset P . We assume
that Cl(R) ∼= Z2 and R is not a polynomial extension of a Hibi ring (see Remark 2.2). Then, the Hasse
diagram H(P̂ ) looks like one of posets (I)–(V) shown in Figure 1 where grayed vertices are 0ˆ, 1ˆ respectively.
We remark that since R is Gorenstein each poset P is pure, that is, all of the maximal chains have the
same length. We refer to Figure 2–6 for more precise lengths of chains.
(I) (II) (III)
(IV) (V)
Figure 1. Hasse diagrams H(P̂ ) for Gorenstein Hibi rings R with Cl(R) ∼= Z2
Proof. We consider H(P̂ ) as a simple graph, and denote it by G. Let V (G) be the set of vertices of G,
and E(G) be the set of edges of G, especially V (G) coincides with P̂ . Since Cl(R) ∼= Z2, we have that
|E(G)| − |V (G)| = 1 (see Theorem 2.3). For v ∈ V (G), degG(v) denotes the degree (or valency) of v,
which is the number of edges incident to v.
By the construction of H(P̂ ), we see that G is connected. Also, there are no vertices whose degree
is 1. In fact, since any vertex v ∈ V (G)\{0ˆ, 1ˆ} = P satisfies 0ˆ ≺ v ≺ 1ˆ, we have that degG(v) 6= 1. If
degG(0ˆ) = 1 or degG(1ˆ) = 1, then the associated Hibi ring is obtained as the polynomial extension of a
certain Hibi ring. Thus, we conclude that degG(v) ≥ 2 for any v ∈ G.
We now describe all the possible connected graphs with |E(G)| − |V (G)| = 1 and degG(v) ≥ 2 for any
v ∈ G. By the handshaking lemma (see e.g., [Bol, p.4]), we see that 2|E(G)| =
∑
v∈V (G) degG(v), and
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hence we have that
|V (G)| + 1 =
∑
v∈V (G)
degG(v)
2
Moreover, since degG(v) ≥ 2 for any v ∈ G, only the following two situations may happen:
(i) G has exactly two vertices with degree 3 and all the others have degree 2, or
(ii) G has a unique vertex with degree 4 and all the others have degree 2.
The case (i): Let v and w be the vertices of G with degree 3. Then, degG u = 2 for any u ∈ V (G)\{v, w}.
• Let v = 0ˆ and w = 1ˆ. Then it is easy to see that G looks like (V).
• Let v = 1ˆ and w 6= 0ˆ, and hence w ∈ V (G)\{0ˆ, 1ˆ}. Since other vertices have degree 2, it follows
that G looks like (I). Similarly, when v = 0ˆ and w 6= 1ˆ, we obtain the graph that is the upside-down
of (I), and it gives the same Hibi ring up to isomorphism.
• Let v, w ∈ V (G)\{0ˆ, 1ˆ}. Then, degG(0ˆ) = degG(1ˆ) = 2. Let v1, v2 (resp. w1, w2) be the vertices
which are incident to 0ˆ (resp. 1ˆ), and assume that there is a maximal chain v1 = u1 ≺ u2 ≺ · · · ≺
uℓ = w1 with ui ∈ V (G)\{0ˆ, 1ˆ} for any i = 1, · · · , ℓ.
– We suppose that one of v, w is contained in {u1, · · · , uℓ}. We assume that v ∈ {u1, · · · , uℓ},
and let v = ui. Then, degG ui = 3 and degG uj = 2 for any j 6= i. Let U(v) (resp. D(v)) be
the set of edges incident to v and connecting v to v′ with v ≺ v′ (resp. v′ ≺ v). If |U(v)| = 2
and |D(v)| = 1, then |U(w)| = 1 and |D(w)| = 2 holds. Thus, there should be a maximal
chain v2 = u
′
1 ≺ · · · ≺ u
′
ℓ = w2 with w = u
′
i for some 1 ≤ i ≤ ℓ, and hence we see that
G looks like (II). If |U(v)| = 1 and |D(v)| = 2, we also have the same type by the same
argument.
– If v, w 6∈ {u1, · · · , uℓ} then degG ui = 2 for any i = 1, · · · , ℓ. Thus, there should be a maximal
chain v2 = u
′
1 ≺ · · · ≺ u
′
ℓ = w2 and degG u
′
s = degG u
′
t = 3 for some 1 ≤ s < t ≤ ℓ. Thus, we
see that G looks like (III).
– If v, w ∈ {u1, · · · , uℓ}, then we have degG us = degG ut = 3 for some 1 ≤ s < t ≤ ℓ and
degG ui = 2 for any i 6= s, t. We may assume that v = us, w = ut, and hence v ≺ w.
∗ If |U(v)| = 2 and |D(v)| = 1, then |U(w)| = 1 and |D(w)| = 2 holds. Thus, in this
case, we also have the graph G looks like (III).
∗ If |U(v)| = 1 and |D(v)| = 2, then |U(w)| = 2 and |D(w)| = 1. In this case, any
maximal chain contains edges corresponding to U(v), D(w) (and edges connecting
them). Thus, the associated Hibi ring is the polynomial extension of a certain Hibi ring.
(More precisely, we see that it is the polynomial extension of a Hibi ring associated
with a poset of the type (IV).)
The case (ii): Let v be the vertex of G with degree 4. Then, it is easy to see that v 6∈ {0ˆ, 1ˆ}. Moreover,
we also see that |U(v)| = |D(v)| = 2, and hence G looks like (IV). 
We then show our main theorem.
Theorem 3.3. Let R = k[P ] be a Gorenstein Hibi ring with Cl(R) ∼= Z2, in which case H(P̂ ) is one of
(I)–(V) in Figure 1. For each type of these posets, we define the subset L of the characters as follows.
• When H(P̂ ) is the type (I), we define the number of edges as in Figure 2, and let
L = {χ = (c1, c2) ∈ X(G) | 0 ≤ c1 ≤ m+ n+ 1, 0 ≤ c2 ≤ n}.
• When H(P̂ ) is the type (II), we define the number of edges as in Figure 3, and let
L = {χ = (c1, c2) ∈ X(G) | 0 ≤ c1 ≤ ℓ+m, 0 ≤ c2 ≤ m+ n}.
• When H(P̂ ) is the type (III), we define the number of edges as in Figure 4, and let
L = {χ = (c1, c2) ∈ X(G) | 0 ≤ c1 ≤ ℓ+m+ n+ 1, 0 ≤ c2 ≤ m− 1}.
• When H(P̂ ) is the type (IV), we define the number of edges as in Figure 5, and let
L = {χ = (c1, c2) ∈ X(G) | 0 ≤ c1 ≤ m, 0 ≤ c2 ≤ n}.
• When H(P̂ ) is the type (V), we define the number of edges as in Figure 6, and let
L = {χ = (c1, c2) ∈ X(G) | 0 ≤ c1 ≤ n+ 1, 0 ≤ c2 ≤ n+ 1}.
Then, we have that EndR(ML) is a splitting NCCR of R, where ML :=
⊕
χ∈LMχ and Mχ = (S⊗k Vχ)
G
is the module of covariants associated to χ.
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We note that applying the mutations (see [IW1, Section 6], [HN, Section 4]) repeatedly to the module
ML in Theorem 3.3, we can obtain a lot of modules giving NCCRs of R. We remark that the mutated
one is not necessarily splitting. On the other hand, for a module M giving a splitting NCCR, (M ⊗R I)∗∗
also gives a splitting NCCR where I is a divisorial ideal and (−)∗ = HomR(−, R). Therefore, starting
from a given one, we can obtain infinitely many modules giving splitting NCCRs.
We will prove Theorem 3.3 by a case-by-case check along the classification of posets in Lemma 3.2. Since
the argument is the same for each type, we will give the precise proof for the type (I) in Subsection 3.2
and we only mention an outline for other cases in Subsection 3.3. Also, in the proof of this theorem, we
use the classification of rank one MCM modules for each Hibi ring, thus we will give this classification in
Section 4.
We note that if H(P̂ ) is the type (IV), then the Hibi ring R is quasi-symmetric, thus the assertion also
follows from [SˇpVdB1, Theorem 1.19]. On the other hand, if H(P̂ ) is the type (V), then the Hibi ring R
is isomorphic to the Segre product of three polynomial rings with n+2 variables (see [HN, Example 2.6]),
in which case Theorem 3.3 is a special case of [HN, Theorem 3.6].
3.1. Methods for determining the global dimension. In order to construct NCCRs, some Lemmas
in [SˇpVdB1, Section 10] are main ingredients, thus we introduce several notions following that paper.
Observation 3.4. Although we are interested in Hibi rings, the following argument holds in more general
context, thus let R be a toric ring with Cl(R) ∼= Zr, and use the same notation as in Subsection 2.1. We
consider the category A = mod(G,S) of finitely generated (G,S)-module (i.e., G-equivariant S-modules).
Then, any projective generator of A can be given by Pχ := Vχ ⊗k S with χ ∈ X(G). For a finite subset
L of X(G), we set
PL :=
⊕
χ∈L
Pχ and ΛL := EndA(PL).
For χ ∈ X(G), we set PL,χ := HomA(PL, Pχ), and this is a right projective ΛL-module if χ ∈ L. Using an
equivalence (−)G : ref(G,S)
≃
−→ ref(R) (see e.g., [SˇpVdB1, Lemma 3.3]) between the category of reflexive
(G,S)-modules and that of reflexive R-modules, we see that
HomA(Pχi , Pχj )
∼= (Homk(Vχi , Vχj )⊗k S)
G ∼= HomR(P
G
χi , P
G
χj ) = HomR(Mχi ,Mχj ).
Thus, to determine the global dimension of EndR(P
G
L ) = EndR(ML), we may only consider that of ΛL.
In particular, the following lemma is useful.
Lemma 3.5 (see [SˇpVdB1, Lemma 10.1]). We have that gl.dimΛL <∞ if and only if proj.dimΛLPL,χ <
∞ for all χ ∈ X(G).
We then consider a one-parameter subgroup λb : k× → G = (k×)r of G which is a group homomor-
phism defined as λb(g) = (gb1 , · · · , gbr ) for g ∈ G and b = (b1, · · · , br) ∈ Zr. In particular, the group
Y(G) of one-parameter subgroups of G is isomorphic to Zr by identifying a one-parameter subgroup λb
with its weight b ∈ Zr. The following notion is important for studying the global dimension of ΛL.
Definition 3.6. For a finite subset L ⊂ X(G), we say that χ ∈ X(G) is separated from L by λ ∈ Y(G)R :=
Y(G) ⊗Z R if 〈λ, χ〉 < 〈λ, ν〉 for any ν ∈ L.
For λ ∈ Y(G), let Kλ be the subspace of W =
⊕n
i=1 Vβi spanned by representations corresponding to
βij with 〈λ, βij 〉 > 0, and let dλ := dimkKλ. We then consider the Koszul resolution:
0 −→ ∧dλKλ ⊗k S −→ ∧
dλ−1Kλ ⊗k S −→ · · · −→ S −→ S(W/Kλ) −→ 0.
Applying (Vχ ⊗k −) to this sequence, we have the following exact sequence:
Cλ,χ : 0 −→ (Vχ ⊗ ∧
dλKλ)⊗ S
δdλ−→ (Vχ ⊗ ∧
dλ−1Kλ)⊗ S
δdλ−1
−→ · · · (3.1)
· · ·
δ1−→ Vχ ⊗ S −→ Vχ ⊗ S(W/Kλ) −→ 0.
Here, we note that for p = 1, · · · , dλ the (G,S)-module (Vχ ⊗k ∧pKλ)⊗k S is decomposed as the direct
sum of (G,S)-modules Pµ with the form µ = χ+ βi1 + · · ·+ βip where {i1, · · · , ip} ⊂ {1, · · · , n}, ij 6= ij′
if j 6= j′, and 〈λ, βij 〉 > 0. Then we have the following lemma.
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Lemma 3.7 (see [SˇpVdB1, Lemma 10.2]). We assume that χ ∈ X(G) is separated from L by λ ∈ Y(G)R.
Then, we see that the complex CL,λ,χ = HomA(PL, Cλ,χ) is acyclic. In addition, the 0-th term of CL,λ,χ
is PL,χ and for p = 1, · · · , dλ the −p-th term is the direct sum of PL,µ with the form
µ = χ+ βi1 + · · ·+ βip
where {i1, · · · , ip} ⊂ {1, · · · , n}, ij 6= ij′ if j 6= j′, and 〈λ, βij 〉 > 0.
3.2. Splitting NCCRs for the type (I). In the rest of this section, using Lemma 3.5 and 3.7, we will
show the finiteness of global dimension of EndR(ML) for each Gorenstein Hibi ring R with Cl(R) ∼= Z2
given in Theorem 3.3. We will give the proof for the type (I) in this subsection and we only mention an
outline for other cases in the next subsection. Thus, we first consider the Gorenstein Hibi ring R = k[P ]
associated with the poset P̂ shown in Figure 2. In particular, we fix grayed edges as a spanning tree of
P̂ .
m
n
m
n
a
b
weight the number of weights
(1, 0) m+ n+ 2
(0, 1) n+ 1
(-1, 0) m+ 1
(-1, -1) n+ 1
Figure 2. The type (I) poset in Figure 1, and the list of weights. Here, m,n are the
number of edges, where m ≥ 0, n ≥ 1.
Then, the prime divisors corresponding to edges not contained in this spanning tree, which is denoted
by a, b, generate Cl(R). We denote such divisors by Da,Db respectively, and denote the corresponding
weight by βa = (1, 0) and βb = (0, 1). Using relations (2.3), we have the list of weights corresponding to
prime divisors as shown in Figure 2. Then, we can prove Theorem 3.3.
The proof of Theorem 3.3 for the type (I). First, we show that gl.dimEndR(
⊕
χ∈LMχ) < ∞. By Ob-
servation 3.4, we may only consider the global dimension of ΛL. To show this, we may show that
proj.dimΛLPL,χ <∞ for all χ ∈ X(G) by Lemma 3.5. We recall that if χ ∈ L, then PL,χ is a projective
ΛL-module. Let
Mj = {χ = (c1, c2) ∈ X(G) | 0 ≤ c1 ≤ m+ n+ 1, c2 = −j}
and take λ = (0, 1) ∈ Y(G). For j ∈ Z>0, any character χ ∈ Mj is separated from L by λ, and the
weight βi of characters satisfying 〈λ, βi〉 > 0 are only (0, 1) with multiplicity n+ 1.
When j = 1, we see that proj.dimΛLPL,χ < ∞ for any χ ∈ M1 by using Lemma 3.7. In fact, for
χ ∈ M1, we have the acyclic complex CL,λ,χ as in Lemma 3.7, and we see that each component of the
−p-th term (p = 1, · · · , dλ) is projective. Therefore, CL,λ,χ is just a projective resolution of PL,χ.
We then assume that proj.dimΛLPL,χ < ∞ for any χ ∈ Mk with k = 1, · · · , j − 1. For any χ ∈ Mj,
we again have the acyclic complex CL,λ,χ, and see that each component of the −p-th term (p = 1, · · · , dλ)
has the finite projective dimension by the assumption. Therefore, we have that proj.dimΛLPL,χ <∞ for
any χ ∈Mj with j ∈ Z>0.
Then, we let
Nj = {χ = (c1, c2) ∈ X(G) | c1 = −j, c2 ≤ n}.
For j ∈ Z>0, any character χ ∈ Nj is separated from L by λ = (1, 0) ∈ Y(G), and the weight βi of
characters satisfying 〈λ, βi〉 > 0 are only (1, 0) with multiplicity m + n + 2. By the same inductive
arguments used in the case of Mj , we see that proj.dimΛLPL,χ <∞ for any χ ∈ Nj with j ∈ Z>0.
Since the conic region C(P ) (see Theorem 2.4 or the proof of Proposition 4.3 for the precise description
of C(P )) is contained in L ∪
⋃
j∈Z>0
Mj ∪
⋃
j∈Z>0
Nj , we especially have that proj.dimΛLPL,χ < ∞ for
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any χ ∈ C(P ). This is enough to show proj.dimΛLPL,χ < ∞ for any χ ∈ X(G) by the argument in
[SˇpVdB1, Subsection 10.3]. Thus, we have that gl.dimΛL <∞ and hence gl.dimEndR(
⊕
χ∈LMχ) <∞.
Since HomR(Mχ,Mχ′) ∼= Mχ′−χ, we see that EndR(
⊕
χ∈LMχ) is MCM by the complete list of rank
one MCM modules which will be given in Proposition 4.3. Thus, we have that EndR(
⊕
χ∈LMχ) is an
NCCR of R. 
3.3. Splitting NCCRs for other types. We then prove Theorem 3.3 for Gorenstein Hibi rings asso-
ciated with posets of the type (II)–(V). The proof can be done by combining the same arguments as in
Subsection 3.2 and Proposition 4.4–4.7. Thus, we only mention an outline here.
Let R = k[P ] be the Gorenstein Hibi ring associated with one of the posets P̂ shown in Figure 3–6
below. For these figures, we fix grayed edges as a spanning tree of P̂ . In this situation, the prime divisors
Da,Db corresponding to edges a, b, which are not contained in a fixed spanning tree, generate Cl(R). We
denote the weights corresponding to Da,Db by βa = (1, 0), βb = (0, 1) respectively. Then, by using the
relations (2.3), we have the list of weights corresponding to prime divisors as given in each figure below.
We need only these data for applying the arguments in Subsection 3.2, thus we can prove our assertions.
ℓ
m
n
ℓ
m
n
m
a
b
weight the number of weights
(1, 0) ℓ+m+ 1
(0, 1) m+ n+ 1
(-1, 0) ℓ+ 1
(0, -1) n+ 1
(-1, -1) m
Figure 3. The type (II) poset in Figure 1, and the list of weights. Here, ℓ,m, n are the
number of edges, where ℓ ≥ 0,m ≥ 1, n ≥ 0.
ℓ +m + n
ℓ
m
n
a
b
weight the number of weights
(1, 0) ℓ+m+ n+ 2
(0, 1) m
(-1, 0) ℓ+ n+ 2
(-1, -1) m
Figure 4. The type (III) poset in Figure 1, and the list of weights. Here, ℓ,m, n are
the number of edges, where ℓ ≥ 0,m ≥ 2, n ≥ 0.
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m
n
a
b
weight the number of weights
(1, 0) m+ 1
(0, 1) n+ 1
(-1, 0) m+ 1
(0, -1) n+ 1
Figure 5. The type (IV) poset in Figure 1, and the list of weights. Here, m,n are the
number of edges, where m ≥ 1, n ≥ 1.
n
a
b
weight the number of weights
(1, 0) n+ 2
(0, 1) n+ 2
(-1, -1) n+ 2
Figure 6. The type (V) poset in Figure 1, and the list of weights. Here, n are the
number of edges, where n ≥ 0.
4. Rank one MCM modules for Hibi rings with class group Z2
To complete the proof of Theorem 3.3, in this section we give the explicit description of all rank one
MCM modules for each type (I)–(V) shown in Figure 1.
4.1. Van den Bergh’s criterion of MCM modules. In order to check which rank one reflexive
module is MCM, we will use the criterion given in [VdB1].
Notation 4.1. First, we recall our settings. Let R be a Gorenstein Hibi ring with Cl(R) ∼= Z2, which is
obtained from one of the posets given in Figure 1. For G = Hom(Cl(R), k×) ∼= (k×)2, β1, · · · , βn denote
the weights of the characters corresponding to prime divisors on SpecR, and we let W = {1, · · · , n}.
Then, R ∼= SG under the action of G defined via the weights βi’s, where S = k[x1, · · · , xn]. We note that
it is known that SpecS contains a stable point (i.e., a point in SpecS having the closed G-orbit and finite
stabilizer) if and only if for any 0 6= λ ∈ Y(G) there exists a weight βi such that 〈λ, βi〉 > 0. Therefore,
we easily check that SpecS always contains a stable point in our situation.
Let Y(G) be the group of one-parameter subgroups of G, and let Y(G)R := Y(G)⊗ZR. For λ ∈ Y(G)R,
we set Tλ = {i ∈ W | 〈λ, βi〉 < 0} and T cλ = {i ∈ W | 〈λ, βi〉 ≥ 0}. For λ, λ
′ ∈ Y(G)R, we denote λ ∼ λ′
if Tλ = Tλ′ . We also define
B(G) = {λ ∈ Y(G)R | ‖λ‖ < 1}, B(G)λ = {µ ∈ B(G) | µ ∼ λ},
and sometimes we simply denote these by B,Bλ respectively.
For 0 6= λ ∈ B, we see that Bλ takes one of the following types:
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Λ∅
Λ•
Λ••
Following [VdB1], we denote the set of representative elements 0 6= λ¯ ∈ (B/∼) corresponding to each
type by Λ∅, Λ•, and Λ•• as in the above table (see [VdB1, Corollary 4.1.1] for more precise descriptions).
Then, we have the following criterion.
Proposition 4.2 (see [VdB1, Remark 4.1.2]). Let Uχ ⊂ Zn be the set of all integral solutions a =
(a1, · · · , an) to χ =
∑n
i=1 aiβi ∈ X(G), and let supp−a := {i | ai < 0} for a ∈ U
χ. We suppose that
|Tλ| > 1 for all λ¯ ∈ Λ∅ and |Tλ| > 2 for all λ¯ ∈ Λ••. Then, Mχ is MCM if and only if for any λ¯ ∈ Λ∅∪Λ••,
there is no a ∈ Uχ such that supp−a = T
c
λ.
4.2. Rank one MCM modules for the type (I).
Proposition 4.3. Let R be the Gorenstein Hibi ring with Cl(R) ∼= Z2 associated with the poset shown in
Figure 2. Then, we see that Mχ is a rank one MCM module if and only if χ ∈ X(G) ∼= Z
2 is contained
in the shaded area in Figure 7. In particular, the grayed area represents conic classes.
(0, n)
(0,−n)
(m + n + 1, 0)
(−m− n− 1, 0)
(m + 1,−n)
(−m− 1, n) (m + 2n + 1, n)
(−m− 2n− 1,−n)
Figure 7. The region of rank one MCM modules for type (I)
Proof. By Theorem 2.4, χ = (c1, c2) represents a conic module if and only if χ ∈ C(P ) where
C(P ) = {χ = (c1, c2) | −(m+ n+ 1) ≤ c1 ≤ m+ n+ 1,− n ≤ c2 ≤ n,
− (m+ n+ 1) ≤ c1 − c2 ≤ m+ n+ 1}.
Thus, for any character χ contained in C(P ), we see that Mχ is a conic module, and hence it is MCM.
Then, we consider rank one MCM modules that are not conic. In order to use Proposition 4.2, we
decompose B\{0} ⊂ Y(G)R into the types Λ∅, Λ•, and Λ•• as shown in the following figure.
Λ2
Λ6
Λ1
Λ3
Λ4
Λ5
Λ7
Λ8
type weight βi satisfying 〈λ, βi〉 < 0 for λ ∈ Λi multiplicity
Λ1 Λ• (−1, 0) m+ 1
(−1,−1) n+ 1
Λ2 Λ∅ (−1,−1) n+ 1
Λ3 Λ•• (1, 0) m+ n+ 2
(−1,−1) n+ 1
Λ4 Λ∅ (1, 0) m+ n+ 2
Λ5 Λ•• (1, 0) m+ n+ 2
(0, 1) n+ 1
Λ6 Λ∅ (0, 1) n+ 1
Λ7 Λ• (0, 1) n+ 1
(−1, 0) m+ 1
Λ8 Λ•• (0, 1) n+ 1
(−1, 0) m+ 1
(−1,−1) n+ 1
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As we saw in Proposition 4.2, we need not consider the region with the type Λ• for determining rank
one MCM modules. Thus, we first pay attention to the region Λ2 which is the type Λ∅ and the weights
βi satisfying 〈λ, βi〉 < 0 for λ ∈ Λ2 are (−1,−1) with the multiplicity n + 1. By Proposition 4.2, Mχ is
not MCM if and only if there exists integers a = (ai) satisfying χ =
∑
aiβi with supp−a = T
c
λ for some
λ¯ ∈ Λ∅ ∪ Λ••, and such a character χ can be described as
χ =
∑
s∈T c
λ
asβs +
∑
t∈Tλ
atβt ∈ X(G) (4.1)
where as ∈ Z<0 and at ∈ Z≥0. For λ ∈ Λ2, we can write this as
χ =
m+n+2∑
h=1
(ah, 0) +
n+1∑
i=1
(0, ai) +
m+1∑
j=1
(−aj, 0) +
n+1∑
k=1
(−ak,−ak)
with ah, ai, aj ∈ Z<0 and ak ∈ Z≥0 (see the table given in Figure 2). Thus, we see that such characters
are contained in the grayed area in the left of the following figure, and the corresponding modules of
covariants are not MCM.
(−n− 1,−n− 1)
(1, 0)
(0, -1)(-1, -1)
(-1, 0)
not MCM
(m+ 1,−n− 1)
(1, 0)
(0, -1)
(-1, -1)
not MCM
Similarly, we consider the region Λ3 which is the type Λ••. The weights βi satisfying 〈λ, βi〉 < 0 for
λ ∈ Λ3 are (1, 0) with the multiplicity (m + n+ 2) and (−1,−1) with the multiplicity n + 1. Then, for
λ ∈ Λ3, we consider a character χ with the form (4.1). Such character can be described as
χ =
n+1∑
i=1
(0, ai) +
m+1∑
j=1
(−aj , 0) +
m+n+2∑
h=1
(ah, 0) +
n+1∑
k=1
(−ak,−ak)
with ai, aj ∈ Z<0 and ah, ak ∈ Z≥0. Thus, we see that these characters are contained in the grayed area
in the right of the above figure, and the corresponding modules of covariants are not MCM.
We repeat these arguments for the regions Λ4, Λ5, Λ6, and Λ8 which have the type Λ∅ or Λ••. Then,
we have the region of characters corresponding to rank one MCM modules as shown in Figure 7. 
4.3. Rank one MCM modules for the type (II).
Proposition 4.4. Let R be the Gorenstein Hibi ring with Cl(R) ∼= Z2 associated with the poset shown in
Figure 3. Then, we see that Mχ is a rank one MCM module if and only if χ ∈ X(G) ∼= Z2 is contained
in the shaded area in Figure 8. In particular, the grayed area represents conic classes.
(0,m + n)
(0,−m− n)
(ℓ +m, 0)
(−ℓ−m, 0)
(ℓ +m,−n− 1)
(−ℓ−m,n + 1)
(ℓ + 1,−m− n)
(−ℓ− 1,m + n)
Figure 8. The region of rank one MCM modules for type (II)
Proof. By Theorem 2.4, χ = (c1, c2) represents a conic module if and only if χ ∈ C(P ) where
C(P ) = {χ = (c1, c2) | −(ℓ+m) ≤ c1 ≤ ℓ+m,− (m+ n) ≤ c2 ≤ m+ n,
− (ℓ +m+ n+ 1) ≤ c1 − c2 ≤ ℓ+m+ n+ 1}.
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The remaining assertion follows from the decomposition of B\{0} shown below, and a similar argument
as in the proof of Proposition 4.3.
Λ2
Λ5
Λ7
Λ10
Λ1
Λ3
Λ4
Λ6
Λ8
Λ9
type weight βi satisfying 〈λ, βi〉 < 0 for λ ∈ Λi multiplicity
Λ1 Λ•• (0,−1) n+ 1
(−1,−1) m
(−1, 0) ℓ+ 1
Λ2 Λ∅ (0,−1) n+ 1
(−1,−1) m
Λ3 Λ•• (0,−1) n+ 1
(−1,−1) m
(1, 0) ℓ+m+ 1
Λ4 Λ• (0,−1) n+ 1
(1, 0) ℓ+m+ 1
Λ5 Λ∅ (1, 0) ℓ+m+ 1
Λ6 Λ•• (1, 0) ℓ+m+ 1
(0, 1) m+ n+ 1
Λ7 Λ∅ (0, 1) m+ n+ 1
Λ8 Λ• (0, 1) m+ n+ 1
(−1, 0) ℓ+ 1
Λ9 Λ•• (0, 1) m+ n+ 1
(−1, 0) ℓ+ 1
(−1,−1) m
Λ10 Λ∅ (−1, 0) ℓ+ 1
(−1,−1) m

4.4. Rank one MCM modules for the type (III).
Proposition 4.5. Let R be the Gorenstein Hibi ring with Cl(R) ∼= Z2 associated with the poset shown in
Figure 4. Then, we see that Mχ is a rank one MCM module if and only if χ ∈ X(G) ∼= Z2 is contained
in the shaded area in Figure 9. In particular, the grayed area represents conic classes.
(0,m− 1)
(0,−m + 1)
(ℓ +m + n + 1, 0)
(−ℓ−m− n− 1, 0)
(ℓ + n + 2,−m + 1)
(−ℓ− n− 2,m− 1) (ℓ + 2m + n,m− 1)
(−ℓ− 2m− n,−m + 1)
Figure 9. The region of rank one MCM modules for type (III)
Proof. By Theorem 2.4, χ = (c1, c2) represents a conic module if and only if χ ∈ C(P ) where
C(P ) = {χ = (c1, c2) | −(m− 1) ≤ c2 ≤ m+ 1,− (ℓ +m+ n+ 1) ≤ c1 ≤ ℓ+m+ n+ 1,
− (ℓ +m+ n+ 1) ≤ c1 − c2 ≤ ℓ+m+ n+ 1}.
The remaining assertion follows from the decomposition of B\{0} shown below, and a similar argument
as in the proof of Proposition 4.3.
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Λ2
Λ6
Λ1
Λ3
Λ4
Λ5
Λ7
Λ8
type weight βi satisfying 〈λ, βi〉 < 0 for λ ∈ Λi multiplicity
Λ1 Λ• (−1,−1) m
(−1, 0) ℓ+ n+ 2
Λ2 Λ∅ (−1,−1) m
Λ3 Λ•• (−1,−1) m
(1, 0) ℓ+m+ n+ 2
Λ4 Λ∅ (1, 0) ℓ+m+ n+ 2
Λ5 Λ•• (1, 0) ℓ+m+ n+ 2
(0, 1) m
Λ6 Λ∅ (0, 1) m
Λ7 Λ• (0, 1) m
(−1, 0) ℓ+ n+ 2
Λ8 Λ•• (0, 1) m
(−1, 0) ℓ+ n+ 2
(−1,−1) m

4.5. Rank one MCM modules for the type (IV).
Proposition 4.6. Let R be the Gorenstein Hibi ring with Cl(R) ∼= Z2 associated with the poset shown in
Figure 5. Then, we see that Mχ is a rank one MCM module if and only if χ ∈ X(G) ∼= Z2 is contained in
the shaded area in Figure 10. In particular, the grayed area represents conic classes. (In this case, rank
one MCM modules are precisely conic ones.)
(0, n)
(0,−n)
(m, 0)
(−m, 0)
Figure 10. The region of rank one MCM modules for type (IV)
Proof. By Theorem 2.4, χ = (c1, c2) represents a conic module if and only if χ ∈ C(P ) where
C(P ) = {χ = (c1, c2) | −m ≤ c1 ≤ m,−n ≤ c2 ≤ n}.
The remaining assertion follows from the decomposition of B\{0} shown below, and a similar argument
as in the proof of Proposition 4.3.
Λ2
Λ4
Λ6
Λ8
Λ1Λ3
Λ5 Λ7
type weight βi satisfying 〈λ, βi〉 < 0 for λ ∈ Λi multiplicity
Λ1 Λ•• (0,−1) n+ 1
(−1, 0) m+ 1
Λ2 Λ∅ (0,−1) n+ 1
Λ3 Λ•• (0,−1) n+ 1
(1, 0) m+ 1
Λ4 Λ∅ (1, 0) m+ 1
Λ5 Λ•• (1, 0) m+ 1
(0, 1) n+ 1
Λ6 Λ∅ (0, 1) n+ 1
Λ7 Λ•• (0, 1) n+ 1
(−1, 0) m+ 1
Λ8 Λ∅ (−1, 0) m+ 1

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4.6. Rank one MCM modules for the type (V). For a Hibi ring which is realized as the Segre
product of polynomial rings, the rank one MCM modules have already been studied in [Bru, Section 2]
(see also [HN, Proof of Lemma 3.8]). For the completeness, we give the list of rank one MCM modules
over the Hibi ring arising from the poset shown in Figure 6, which is obtained by restricting the arguments
in [Bru, Section 2] to our situation.
Proposition 4.7. Let R be the Gorenstein Hibi ring with Cl(R) ∼= Z2 associated with the poset shown in
Figure 6. Then, we see that Mχ is a rank one MCM module if and only if χ ∈ X(G) ∼= Z2 is contained
in the shaded area in Figure 11. In particular, the grayed area represents conic classes.
(0, n + 1)
(0,−n− 1)
(n + 1, 0)
(−n− 1, 0)
(n + 1, 2n + 2)
(2n + 2, n + 1)
(−n− 1,−2n− 2)
(−2n− 2,−n− 1)
Figure 11. The region of rank one MCM modules for type (V)
Appendix A. Remarks on splitting NCCRs for toric rings with class group Z
In this section, we will discuss splitting NCCRs of a Gorenstein toric ring R with class group Z. In
particular, we focus on the case of dimR = 3, in which case any splitting NCCR can be obtained from a
consistent dimer model.
Settings A.1. R = k[τ∨ ∩ Zd] is a d-dimensional Gorenstein toric ring with Cl(R) ∼= Z. (We remark
that using (2.1) we see that the number of rays of τ is n = d+ 1.) We denote by T (a) a divisorial ideal
given by an element a ∈ Cl(R). Let D1, · · · ,Dd+1 be prime divisors corresponding to rays of τ , and βi
denotes the character corresponding to Di, and we use the same notation βi for the weight of βi. We
may assume that βi ∈ X(G) ∼= Z satisfies
β1 ≤ β2 ≤ · · · ≤ βs < 0 < βs+1 ≤ βs+2 ≤ · · · ≤ βd+1.
Let W :=
⊕d+1
i=1 Vβi . Then, R is the ring of invariants R = S
G under the action of G = Hom(Cl(R), k×)
on S = SymW ∼= k[x1, · · · , xd+1] defined by g · xi = βi(g)xi for any g ∈ G. Since R is Gorenstein, the
top exterior
∧d+1W is trivial. Thus, we have that −(β1 + · · ·+ βs) = βs+1 + · · ·+ βd+1, and hence the
representation W is quasi-symmetric in particular.
In the following, in order to avoid the triviality, we assume that there are at least two strictly positive
and two strictly negative weights βi and the greatest common divisor of weights is one. We let β :=
−(β1 + · · ·+ βs) ∈ Z>0.
We note that a toric ring satisfying Settings A.1 actually admits a splitting NCCR as follows. (Since
R is quasi-symmetric, this also follows from [SˇpVdB1, Theorem 1.19].)
Theorem A.2 (see [VdB2, Theorem 8.9]). Let R be a toric ring satisfying Settings A.1. Then, the basic
R-module N :=
⊕β−1
a=0 T (a) gives a splitting NCCR of R. In particular, the number of direct summands
in N is β.
In order to study splitting NCCRs further, we note the description of rank one MCM modules.
Lemma A.3. Let R be a toric ring satisfying Settings A.1. For a ∈ Cl(R), we see that T (a) is an MCM
R-module if and only if a ∈ [−β +1, β− 1]∩Z. Thus, we see that every rank one MCM module is conic.
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Proof. By [VdB2, Lemma 8.1] (see also [Sta, VdB1]), we have that T (a) is MCM if and only if a ∈
[−β + 1, β − 1] ∩ Z. On the other hand, T (a) is conic if and only if T (a) is isomorphic to a module of
covariants M−χ for a strongly critical character χ, that is, χ =
∑
i δiβi in X(G)R with δi ∈ (−1, 0] for all
i. By the assumptions in Setting A.1 such a character satisfies
−(βs+1 + · · ·+ βd+1) = −β < χ < β = −(β1 + · · ·+ βs),
thus we have the assertion. 
We then give the precise description of splitting NCCRs as follows.
Proposition A.4. Let R be a toric ring satisfying Settings A.1, and N =
⊕β−1
a=0 T (a) is the basic module
given in Theorem A.2. Then, modules with the form (N ⊗R I)∗∗ where I is a divisorial ideal are precisely
basic modules giving splitting NCCRs of R.
Proof. Let M := T (a1) ⊕ T (a2) ⊕ · · · ⊕ T (ar) be a basic module giving a splitting NCCR of R, where
a1, · · · , ar ∈ Z for some r ∈ Z>0, and we may assume that a1 < a2 · · · < ar. By the maximality of
modules giving an NCCR (see [IW1, Proposition 4.5]) and the description of rank one MCM modules
shown in Lemma A.3, we easily see that ai+1 = a1 + i for all i = 0, · · · , r − 1 and r = β. Thus, we have
that M ∼= (N ⊗R T (a1))
∗∗. On the other hand, since EndR((N ⊗R I)
∗∗) ∼= EndR(N) holds (see e.g.,
[Nak, the proof of Lemma 6.1]), this actually gives a splitting NCCR by Theorem A.2. 
We then turn our attention to 3-dimensional Gorenstein toric rings. In this case, splitting NCCRs
are obtained from dimer models satisfying the consistency condition (see [Bro, IU]). A dimer model is a
polygonal cell decomposition of the real two-torus whose nodes and edges form a finite bipartite graph.
Since a dimer model is a bipartite graph, we color each node either black or white, and each edge connects
a black node to a white node. We say that a dimer model is reduced if it does not contain a node whose
valency is two. If there is a node whose valency is two, we can remove it as shown in [IU, Figure 5],
and make a dimer model reduced. We say that two reduced dimer models are isomorphic if their cell
decompositions of the real two-torus are homotopy equivalent.
On the other hand, we can obtain the quiver with potential (QΓ,WΓ) as the dual of a dimer model Γ.
Namely, for a dimer model Γ, we assign a vertex dual to each face in Γ, an arrow dual to each edge in
Γ. Note that the orientation of arrows is given so that the white node is on the right of the arrow. The
potential WΓ is a certain linear combination of cycles surrounding nodes on Γ. For example, Figure 12 is
a dimer model and the associated quiver.
0
1
22
3
3
3
3
4
4
Figure 12. An example of a dimer model and the associated quiver
Using the quiver with potential (QΓ,WΓ), we define the Jacobian algebra P(QΓ,WΓ), which is the
path algebra of QΓ with relations coming from WΓ. If Γ satisfies the “consistency condition”, then the
center R := Z (P(QΓ,WΓ)) is a 3-dimensional Gorenstein toric ring (see [Bro, Lemma 5.6]). Furthermore,
there exists a reflexive module M such that P(QΓ,WΓ) ∼= EndR(M) and this is a splitting NCCR of R
[Bro, IU]. We remark that for any 3-dimensional Gorenstein toric ring, there is a consistent dimer model
giving R as the center of the Jacobian algebra (see [Gul, IU]), and we call it a consistent dimer model
associated with R. However, such a consistent dimer model is not unique in general.
On the other hand, splitting NCCRs always come from consistent dimer models. In particular, there is
an algorithm to construct a consistent dimer model from a reflexive module giving a splitting NCCR (see
[Boc, CQV]). Also, it is known that the number of rank one reflexive modules appearing in basic modules
giving splitting NCCRs of R is all the same, and it coincides with the number of faces on consistent dimer
models associated with R. Thus, by combining Proposition A.4 we especially have the following.
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Corollary A.5. Let R be a toric ring satisfying Setting A.1 with d = 3. We denote the number of faces
on some (and hence any) consistent dimer model associated with R by r. Then, any module giving a
splitting NCCR of R takes the form
⊕r−1
i=0 T (a+ i) with a ∈ Z.
As we mentioned, a consistent dimer model associated with R is not unique. However, in our situation
the endomorphism ring EndR(
⊕r−1
i=0 T (a+ i)) is isomorphic for all a ∈ Z. Thus, using the method given
in [CQV, subsection 5.3], we see that all consistent dimer models reconstructed from modules giving
splitting NCCRs are isomorphic.
Proposition A.6. Let R be a toric ring satisfying Setting A.1 with d = 3. Then, a consistent dimer
model associated with R is unique up to isomorphism.
We then consider the relationships of modules giving splitting NCCRs using the mutations. Here,
we recall the definition of the mutation. Let M =
⊕
i∈I Mi be a basic reflexive R-module giving an
NCCR where I = {1, · · · , r}. For each i ∈ I, we set MI\{i} =
⊕
j∈I\{i}Mj . We say that a morphism
ϕ : N → Mi with N ∈ addRMI\{i} is a right (addRMI\{i})-approximation of Mi if HomR(MI\{i}, ϕ) is
surjective. Also, we say that ϕ is minimal if there does not exist a non-zero direct summand of N that is
mapped to zero via ϕ. By [AS, the proof of Proposition 4.2], we have that addRMI\{i} is contravariantly
finite, thus a minimal right (addRMI\{i})-approximation ϕ exists and is unique up to isomorphism. We
then define the right mutation µ+i of M at i ∈ I as µ
+
i (M) := MI\{i} ⊕ Kerϕ. Also, we define the left
mutation µ−i of M at i ∈ I as µ
−
i (M) := (µ
+
i (M
∗))∗, and µ+i (M) = µ
−
i (M) holds when dimR = 3 (see
[IW1, Section 6]). Thus, we will simply denote this by µi(M), and call the mutation of M at i ∈ I (or
at Mi). Furthermore, by the results in [IW1, Section 6], we have that µiµi(M) = M and µi(M) also
gives an NCCR. We remark that even if EndR(M) is a splitting NCCR, EndR(µi(M)) is not splitting
in general, this is just an NCCR. Repeating the mutations, we obtain many modules giving NCCRs. In
general, NCCRs are infinitely many families even if we only consider splitting ones. However, the number
of generators giving splitting NCCRs is finite up to isomorphism, because if M is such a generator
then M is MCM by the definition of NCCR, and the number of rank one MCM modules is finite [BG1,
Corollary 5.2]. Under these backgrounds, we introduce the notion of the exchange graph of this mutation.
Definition A.7. The exchange graph EG(R) (resp. EG0(R)) of the mutations of modules (resp. gener-
ators) giving splitting NCCRs is a graph whose vertices are modules (resp. generators) giving splitting
NCCRs, and we draw an edge between modules (resp. generators) M and M ′ giving splitting NCCRs if
M ′ is described as M ′ = µi(M) for some i ∈ I.
In [Nak], the author showed that if R is a 3-dimensional Gorenstein toric ring defined by a reflexive
polygon, then EG(R) is connected. However, we do not know whether EG(R) is connected or not in
general (see [Nak, Question 6.4]). In our situation, we can obtain the next theorem, which gives a partial
affirmative answer to this problem.
Theorem A.8. Let R be a toric ring satisfying Setting A.1 with d = 3. Let M(a) =
⊕r−1
i=0 T (−a + i)
be a module giving a splitting NCCR of R where a ∈ Z (see Corollary A.5). Then, the exchange graph
EG(R) is connected. In particular, the exchange graph EG0(R) takes the following form.
M(0)M(1)M(r − 1) M(r − 2)
Proof. First, we recall that T (−a) is isomorphic to the module of covariantsMχ = (S⊗k Vχ)G associated
with the character χ of weight a. (By the abuse of notation, we will write χ = a.) Thus, we may write
M(a) =
⊕r−1
i=0 Ma−i. Let La = {a, a− 1, · · · , a − r + 1}. We see that χ = a is separated from La\{a}
by λ ∈ Y(G)R with λ < 0. Since dimR = 3 and Cl(R) ∼= Z, there are four prime divisors on SpecR.
Thus, the weights of characters corresponding to prime divisors can be described as β1, · · · , β4 satisfying
β1, β2 > 0, β3, β4 < 0 and β1+ β2 = −(β3+ β4) = r. Thus, for a one-parameter subgroup λ < 0, we have
that 〈λ, β3〉 > 0 and 〈λ, β4〉 > 0. Then, by the same arguments shown in Section 3, we have the exact
sequence
Cλ,a : 0→ Va+β3+β4 ⊗k S
δ2−→ (Va+β3 ⊗k S)⊕ (Va+β4 ⊗k S)
δ1−→ Va ⊗k S.
Then, by Lemma 3.7, we see that Hom(G,S)(PLa\{a}, δ1) is surjective. Also, we see that a+ β3, a+ β4 ∈
La\{a}. Thus, applying the functor (−)G to Cλ,a, we have the exact sequence
0→Ma+β3+β4
δG2−−→Ma+β3 ⊕Ma+β4
δG1−−→Ma,
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and δG1 is a right (addR
⊕r−1
i=1 Ma−i)-approximation of Ma. Since Ma+β3+β4 =Ma−r, we see that M(a−
1) =
⊕r
i=1Ma−i is the mutation of M(a) at Ma, and hence we can draw an edge between M(a) and
M(a− 1) for any a ∈ Z. (Similarly, using λ ∈ Y(G)R with λ > 0, we can see that M(a) is the mutation
of M(a− 1) at Ma−r, in which case we consider the sequence Cλ,a−r using β1 and β2.)
Since M(a) is a generator if and only if a = 0, 1, · · · , r − 1, we have the exchange graph EG0(R) as
above. 
Example A.9. We consider the 3-dimensional Gorenstein toric ring R defined by the cone σ:
σ = Cone{v1 = (1,−1, 1),v2 = (0, 1, 1),v3 = (−1, 0, 1),v4 = (−1,−1, 1)}.
As an element in Cl(R), we have that D2 + 2D1 = 0, D3 − 4D1 = 0, D4 + 3D1 = 0 where Di is the
prime divisor corresponding to vi. Therefore, we have that Cl(R) = 〈D1〉 ∼= Z, and each divisorial
ideal is represented by T (a) where a ∈ Z. For this toric ring R, there is a unique consistent dimer model
associated with R (see Proposition A.6), and that is the one given in Figure 12 (see [Nak, Subsection 5.5]).
By Corollary A.5, generators giving splitting NCCRs are M(a) = T (−a)⊕ T (−a+ 1)⊕ · · · ⊕ T (−a+ 4)
with a = 0, · · · , 4. By Theorem A.8, we have the exchange graph EG0(R) as follows. In the following
figure, the double circle stands for the origin, and each point a ∈ Z corresponds to the module T (a).
M(4) M(3) M(2) M(1) M(0)
Figure 13. An example of the exchange graph EG0(R)
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