Abstract. We estimate the observable diameter of the l p -product space X n of an mm-space X by using the limit formula in our previous paper [9] . The idea of our proof is based on Gromov's book [3, §3. 
Introduction
In the study of concentration of measure phenomenon discovered by Lévy and Milman, it is an important problem to estimate the observable diameter (or equivalently the concentration function) of a given mm-space, where an mm-space is defined to be a space X equipped with a complete separable metric d X and a Borel probability measure µ X on X. The purpose of this paper is to estimate the observable diameter of the l p -product space for x = (x 1 , x 2 , . . . , x n ), y = (y 1 , y 2 , . . . , y n ) ∈ X n , and µ ⊗n X is the product measure. We refer to [1, 5, 8, 11] for some significant studies of concentration of measure for l 1 -product spaces.
One of our main theorems is stated as follows.
Theorem 1.1. Let X be an mm-space with finite diameter. Then, for any 0 < κ < 1 and 1 ≤ p < +∞, we have
In the case where p = 1, Theorem 1.1 is already known (see [5, §1.6] ). For p > 1, a rough sketch of the proof was given in [3, §3. 1 2 .62]. In this paper, we give a complete proof of the theorem by using the limit formula for observable diameter (see Theorem 2.11) established in our previous paper [9] .
For lower estimate, we have the following theorems.
Theorem 1.2. Let X be a nontrivial mm-space of finite diameter such that d X (x, y) ≥ δ for any different x, y ∈ X, where δ is a positive constant. Then, for any 0 < κ < 1 and 1 < p < +∞, we have
and V (f ) is the variance of a function f :
If p = 1, then the δ-discreteness assumption is not necessary. Theorem 1.3. Let X be a nontrivial mm-space of finite diameter. Then, for any 0 < κ < 1, we have
Gromov [3, §3. .42] proved Theorem 1.2 for X = {0, 1} and p = 2. For Theorem 1.2, the δ-discreteness assumption for X is necessary. In fact, we see from a result of [2] that ObsDiam(X n 2 ; −κ) is bounded from above if X is a compact and connected Riemannian manifold (see Proposition 3.4).
In the case where p = +∞, we have the trivial uniform estimates
Combining Theorems 1.1, 1.2, and 1.3 tells us that the order of the observable diameter ObsDiam(X n p ; −κ) as n → ∞ is n 
has the phase transition property with critical scale order ∼ n
where t n X n p is the scale change of X n p of factor t n . A Lévy family is a sequence of mm-spaces with observable diameter tending to zero. An ∞-dissipating sequence is an opposite notion to a Lévy family and means that the mm-spaces disperse into many small pieces far apart each other (see [3, 9, 10] for the details). The corollary claims the asymptotic uniformity of the l p -product spaces X n p in a sense.
Preliminaries
In this section, we state some definitions and facts needed in this paper. We refer to [3, 10] for more details.
Definition 2.1 (Lipschitz order)
. Let X and Y be two mm-spaces. We say that X (Lipschitz ) dominates Y and write Y ≺ X if there exists a 1-Lipschitz map f : X → Y with f * µ X = µ Y , where f * µ X is the push-forward measure of µ X by f . We call the relation ≺ the Lipschitz order.
Definition 2.2 (Partial and observable diameter). Let X be an mmspace. For a real number α, we define the partial diameter diam(X; α) = diam(µ X ; α) of X to be the infimum of diam(A), where A ⊂ X runs over all Borel subsets with µ X (A) ≥ α and diam(A) denotes the diameter of A. For a real number κ > 0, we define the observable diameter of X to be
Clearly, ObsDiam(X; −κ) is monotone nonincreasing in κ > 0. Note that ObsDiam(X; −κ) = diam(X; 1 − κ) = 0 for κ ≥ 1.
For an mm-space X and a real number t > 0, we define tX to be the mm-space X with the scaled metric d tX := td X . 
Definition 2.7 (Separation distance). Let X be an mm-space. For any real numbers κ 0 , κ 1 , · · · , κ N > 0 with N ≥ 1, we define the separation distance 
where L 1 denotes the one-dimensional Lebesgue measure on I.
Any mm-space has a parameter.
Definition 2.10 (Box distance). We define the box distance (X, Y ) between two mm-spaces X and Y to be the infimum of ε ≥ 0 satisfying that there exist parameters ϕ : I → X, ψ : I → Y , and a Borel subset
where
The box distance function is a complete separable metric on the set of isomorphism classes of mm-spaces.
The following is a corollary to [9, Theorem 1.1].
Theorem 2.11 (Limit formula for observable diameter; [9] ). Let X and X n , n = 1, 2, . . . , be mm-spaces. If X n -converges to X as n → ∞, then
for any κ > 0.
Proof
We need some lemmas for the proof of Theorem 1.1.
Definition 3.1. Let k be a natural number. A k-regular mm-space is defined to be a k-point mm-space X satisfying that d X (x, y) = 1 for any different two points x, y ∈ X and µ X = 1 k x∈X δ x , where δ x denotes the Dirac measure at x. Lemma 3.2. Let X be a k-regular mm-space. Then, for any 0 < κ < 1 and 1 ≤ p < +∞, we have
Proof. Let f : X n p → R be an arbitrary 1-Lipschitz function. For δ := n 1 2p , we take a maximal δ-separated net Y ⊂ X n p , i.e., Y is a maximal set of X such that any different two points in Y has l p -distance at least δ. We prove that f is δ 1−p -Lipschitz with respect to d X n
1
. In fact, since X is k-regular, for any different two points x, x ′ ∈ Y we have
So, it suffices to prove that
, which follows from
Let us estimate the distance between f and f ′ . For any point x ∈ X n 1 there is a point
.
By the arbitrariness of f , this completes the proof.
Lemma 3.3. Let X and Y be two mm-spaces. For any natural number n and real number p with 1 ≤ p ≤ +∞, we have
We prove the lemma only in the case of 1 ≤ p < +∞. The proof for p = +∞ is similar.
Note that ≤ 1 and that the lemma is trivial if (X, Y ) = 1. Assume (X, Y ) < ε ≤ 1. It suffices to prove that (X for (s 1 , . . . , s n ) ∈ I n . For any s = (s 1 , . . . , s n ), t = (t 1 , . . . , t n ) ∈ I n 0 , we have
Since there is a Borel isomorphism from I to I n that pushes L 1 to L n (see [4, (17.41 )]), the proof is completed.
Thus, if 0 < κ ′ < κ, then
ObsDiam(X n p ; −κ ′ ) ≥ Sep(X
