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Abstract
Clustering of data simpliﬁes the task of data analysis and results in better disease diagnosis. Well-existing K-Means clustering
hard computes clusters. Due to which the data may be centered to a speciﬁc cluster having less concentration on the effect of the
coupling of clusters. Soft Computing methods are widely used in medical ﬁeld as it contains fuzzy natured data. A Soft Computing
approach of clustering called Fuzzy C-Means (FCM) deals with coupling. FCM clustering soft computes the clusters to determine
the clusters based on the probability of having memberships in each of the clusters. The probability function used, determines the
extent of coupling among the clusters. In order to achieve the computational efﬁciency and binding of features genetic evaluation is
introduced. Genetic-based features are identiﬁed having more cohesion based on the ﬁtness function values and then the coupling of
the clusters is done using K-Means clustering in one trial and FCM in another trial. Analysis of coupling and cohesion is performed
on Wisconsin Breast Cancer Dataset. Nature of clusters formations are observed with respect to coupling and cohesion.
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1. Introduction
Cluster Techniques tend to group the data based on the similarities among calculated values. Clusters help to
determine the structure and the nature of existence of the data, based on which it is easy to derive an accurate problem
solution. Clusters are formed based on commonalities among data and are centered towards a point based on the
measure of distance where the points are located. In an unsupervised environment it is always good to form clusters and
to study the nature of data and its solution states. Clustering helps to determine the coupling and cohesion. “Coupling”
determines the separation of clusters and “Cohesion” determines the closeness of values within a cluster.
Cluster Techniques1 are mainly used where there is a need to track the continuously changing states of data values.
Clusters are very much required to carry out the diagnosis of medical data. Cancer is a disease which results in an
abrupt change of disease properties within no time depending on the biological conditions of the patient’s clinical
results. Breast cancer widely spread among women in foreign countries and in few metropolitan regions of India. The
attribute values of clinical samples of Breast Cancer tend to variation to a greater extent, depending on the state of the
disease. There is a shift of data points from one region to the other region due to which the structure changes and also
it becomes difﬁcult to determine the solution to diagnosis the disease.
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Fig. 1. (a) Cohesion; (B) Coupling.
Table 1. Wisconsin Breast Cancer Dataset.
Serial Attribute Information Domain Description
v1 Sample Code Number Id Number
v2 Clump Thickness 1–10
v3 Uniformity of Cell Size 1–10
v4 Uniformity of Cell Shape 1–10
v5 Marginal Adhesion 1–10
v6 Single Epithelial Cell Size 1–10
v7 Bare Nuclei 1–10
v8 Bland Chromatin 1–10
v9 Normal Nucleoli 1–10
v10 Mitoses 1–10
v11 Class 2-Benign; 4-Malignant
Clustering identiﬁes the location of data points, measures the distance and locates it to a region based on the centroid
of the cluster. Clustering technique is implemented technically using various methods. K-Means clustering is one
of the efﬁcient methods of clustering. Another method which is widely used is Fuzzy C-Means Clustering (FCM).
In this study, K-Means clusters formation, is done and also FCM clusters are formed to determine the variations of
coupling and cohesion. Also, the attributes to which clustering is applied is chosen from Genetic Algorithms. Genetic
Algorithms are applied in order to identify the most prominent attributes that are prone to the disease diagnosis. Using
Genetic Algorithms, best ﬁtness based attributes that contribute more to know the status of the disease are identiﬁed
and only those attributes are chosen to form clusters. The reason to choose prominent attributes is to derive the
computational efﬁciency in diagnosis and also to identify the nature of clusters in terms of most prominent attributes.
2. Literature Survey
Floating centroid method is proposed by Xiaoqian Zhang et al. which diminishes the sensitivity to outliers1; in their
study a different method of centroid related changes in the clusters are speciﬁed which is somewhat similar to coupling
and cohesion. In the work of Hans van Bakel, future directions specify to consider the points for redesign in any ﬁeld
using coupling and cohesion2. Genetic Algorithms are used to cluster data in various forms3 with desirable ﬁtness
computations of the objective function used. Very few works are carried on coupling and my experiments are an
attempt to show the effect of coupling and cohesion on medical data. Little effort to include theoretical approach to a
practical implementation is attempted.
3. Materials and Methods
3.1 Dataset
Dataset used to perform the clustering is Wisconsin Breast Cancer Dataset (WBCD). WBCD contains a total
number of 11 attributes and 699 rows. All the 16 missing values are replaced by the mean of the respective attributes.
The data description of WBCD is shown in the Table 1. All the attributes are given serial representation of v1 to v11.
The data distribution of clinical samples are scaled over 1–10 values.
Out of all the attributes, the ﬁrst attribute is removed in the experimental data as it is not an important value
required for diagnosis. The remaining attributes are evaluated based on Genetic Algorithm to derive the most prominent
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attributes in disease diagnosis and those attributes are considered further for clustering. The attributes v2, v7 and v9
are evaluated by genetic algorithm. These attributes are prone to disease diagnosis. These attributes are considered to
evaluate the cluster structure.
3.2 Genetic-based attribute selection
Genetic Algorithms (GA) are the evolutionary algorithms. These algorithms are more suitable to the medical
domain due to the reason that they are biologically inspired by Darwin’s property of “Survival of the Fittest”. Genetic
Algorithms4 of two types are widely used.
A. Binary-coded genetic algorithms
Binary-Coded Genetic Algorithms are used to decode a chromosome into a candidate solution, then evaluate the
candidate solution and return the resulting ﬁtness back to the binary-coded chromosome that represents the evaluated
candidate solution. This method uses a mapping function as speciﬁed in the equation (1). Mapping is done from
genotype to phenotype. This function returns the upper bound, lower bound, chromosome length in bits and the
chromosome.
Fman = (U − L) ∗ decode−chrome(C)/(2l − 1) + L (1)
The current study uses Binary-Coded Genetic Algorithm5, which is having the basic structure of logic as follows:
Algorithm
Procedure Genetic−Algorithm
{
Start with initial value t = 0;
Initialize the population, P(t);
Evaluate the ﬁtness of P(t);
While (Not Done)
{
Parents (t) = Select−Parents (P(t));
Offspring (t) = Procreate (Parens (t));
Evaluate the ﬁtness of offsprings (t);
Next Generation, P(t + 1) = Select−Survivors (P(t), Offspring (t));
t = t + 1;
}
}
B. Real-coded genetic algorithms:
Real-Coded Genetic Algorithms are made to work on the phenotype without using genotype. The candidate
solutions are evaluated without any mapping function.
3.3 K-Means clustering
K-Means clustering is a traditional clustering method. It groups or classiﬁes the objects based on attributes into K
number of groups. The number of clusters K is based on heuristics. K can be any positive integer. First, ﬁnd the sum
of squares of distances between the data and the corresponding cluster centroids. Then group the attributes based on
the minimum value of the results4.
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Algorithm
Iterate the following steps until no object is left
1. Determine the Centroid co-ordinate.
2. Determine the distance of each object to the centroids.
3. Group the objects based on the minimum distance with respect to the centroid.
This algorithm partitions the observations of the p-by-q matrix M into k clusters. It outputs a p-by-1 vector of cluster
indices of each observation; where p represents the points and q represents the columns. It uses the Euclidean Distance
measure. The Euclidean distance between two random data points [x1, x2, . . . , xd ] and [y1, y2, . . . , yd ] using the
equation (2).
D =
d∑
i=1
√
(xi − yi)2 (2)
Cluster center is calculated using the calculation using the equation (3):
iv = 1Ci
Ci∑
j=1
xi (3)
The objective function of minimization is shown in equation (4)
M(v) =
C∑
i=1
Ci∑
j=1
(‖xi − v j‖)2 (4)
3.4 Fuzzy C-Means clustering
Fuzzy C-Means Clustering is a soft clustering method. It is observed in the practical applications that the data
points can belong to more than one cluster. Fuzzy membership values measure the belongingness. This is considered
as the strength of the association between the data elements of the cluster. Fuzzy clustering is the method of
assigning memberships to the cluster data points6. The minimization of Fuzzy C-Means Clustering is speciﬁed in the
equation (5).
M = arcmin
n∑
i=1
C∑
j=1
wmi j ‖xi − cj‖2 (5)
where
wmi j =
1
∑C
k=1
∑Ci
j=1
( ‖xi−cj‖‖xi−Ck‖
) 2
m−1
3.5 Coupling and Cohesion
Coupling and Cohesion are observed based on the distance measure formed by the previous algorithms. Along with
which the probability of updates is to be considered whenever any data value changes. This can be calculated as shown
in the equation (6).
p(u|d) = p(uˆd)/p(ud) (6)
where u is the change incurred and d is the shift parameter computed based on the variation of distance of values
undergone. Also, when more such computations exists then the probability of change increases which makes it clear
that the coupling is weak and hence the accuracy reduces. The solution is to perform re-clustering with the required
changes being incorporated in the formation of membership function using FCM.
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Fig. 2. K-Means Clustering. Fig. 3. Fuzzy C-Means Clustering.
4. Experimental Results
Experiments are conducted in MATLAB R2013a on WBCD dataset. First, all the 10 attributes are selected and then
Genetic Algorithms are made to work with the tournament size as 2 and the initial population as 50 and the terminating
condition is taken as a maximum number of generation limited to 100. The cross-over threshold is assumed to be
0.6 as it is observed to derive good results in various applications based on literature study. Selection is done based
on Roulette-wheel selection method. The ﬁtness value ﬁnally reached is 0.44. The attributes that are having the best
ﬁtness are v2, v7 and v9. These attributes are taken for the cluster formation.
Clusters are formed using K-Means clustering by taking the Euclidean distance and minimization objective function
is calculated as speciﬁed in the equation (4). It is observed the cohesion of the data points is good, but the coupling
is weak as K-Means determines hard cluster formation. Later, Fuzzy C-Means Clustering is used to determine the
coupling of attributes. Using FCM, the total sum of distances in ﬁnal evaluation is 15.9088 which is the best with
respect to K-Means algorithm having 10.3904. Here it is clear that the cohesion is more and the coupling is less.
Hence, the probability of couplings is more and hence decision making can be done to re-cluster, as more changes had
incurred. The clustered instances are accurate having 91% for the ﬁrst trial. After re-clustering 94% of accuracy in the
formation of clustered instances is observed.
5. Discussions
In this study, an attempt is made to perform clustering on WBCD dataset. Clustering beneﬁts the behavior and
structural study of data used. First, dataset is considered and then it is pre-processed. The pre-processed dataset is the
submitted to Genetic Algorithms to select the prominent attributes that are prone to disease diagnosis. Later, K-Means
algorithm is used to determine that it promotes only cohesion but not coupling. Later, FCM is applied in order to show
that it promotes cohesion and coupling. Now-a-days, most of the data is having both cohesion and coupling of clusters.
So, there is a need to identify the nature of coupling and cohesion for better solution design. Hence, FCM derives
good clustering of medical data. GA is applied in order to show the computational efﬁciency and also to relate the
prominent cluster behavior. Coupling and Cohesion can help in two ways; one is in decision making after identifying
the probability of changes and then adjusting the parameters for the betterment of the result by minimizing fuzzy
nature using FCM.
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