We consider the entanglement entropy for a spacetime region and its spacelike complement in the framework of algebraic quantum field theory. For a Möbius covariant local net satisfying either a certain nuclearity property or the split property, we consider the von Neumann entropy for type I factors between local algebras and introduce an entropic quantity. Then we implement a cutoff on this quantity with respect to the conformal Hamiltonian and show that it remains finite as the distance of two intervals tends to zero. We compare our definition to others in the literature.
Introduction
Recently, entanglement entropy in quantum field theory has been of remarkable interest in various context, e.g. in relation with the black hole entropy [BKLS86, CW94, Sre93] and holographic principle [RT06] . Concrete formulas for the entanglement entropy in various models have been conjectured and their behaviors have been investigated [CH09] . Actually, the definition of entanglement entropy itself is not straightforward. Let us look at this issue closely.
In quantum mechanics, one considers a system on a Hilbert state H composed of the subsystem 1 with Hilbert space H 1 and its complementary subsystem 2 with Hilbert space H 2 , so that H = H 1 ⊗ H 2 . Then one takes a state ϕ on the full system B(H) and restricts it to the subalgebra B(H 1 ) ∼ = B(H 1 ) ⊗ C½ H 2 . This corresponds to taking the global density matrix ρ ϕ and "tracing out" the inaccessible degrees of freedom of the subsystem 2 with the partial trace Tr H 2 (ρ ϕ ). The von Neumann entropy of the resulting reduced density matrix is then called the entanglement entropy of the global state with respect to the subsystem 1, namely, In quantum field theory (QFT), defined on R d , it is natural to consider the division of the whole system into a spacetime region O and its spacelike complement O ′ . However, the corresponding factorization of the Hilbert space H = H O ⊗H O ′ does not exist, even for the free fields: the local algebras of observables are not of type I in the sense of von Neumann (see [Ara64] for the free fields, [BDF87] for a class of QFT with a nuclearity condition and [BGL93] for general conformal field theory), and partial trace does not make sense. Now, whereas states on type I algebras may have finite entropy, a reasonable generalization of entropy is infinite for any state on an algebra of type III 1 . It should be stressed that this divergence is different from the conventional explanation that the entanglement entropy of a state is infinite because of increasing contribution of fluctuations of high-energy states and therefore needs an UV-cutoff. Hence, we need to deal with two issues: non-type I local algebras and UV-divergence.
In physics literature, this is done by the lattice regularization: then the local algebras are of type I (often just finite dimensional), and there are not too many high-energy states, and indeed the entanglement entropy of the ground state has been estimated in several cases and some exact results have been claimed (see [CC04] for an overview of results).
From a mathematical point of view, however, the lattice regularization is not completely satisfactory. For one thing, there may be many different lattice regularizations for a given quantum field theory, and it is unclear how intrinsic the value obtained in a particular regularization is. For another, situations of interest in various contexts, e.g. of black hole entropy, computations on lattices are not quite available. Therefore, we would like a direct approach to entanglement entropy based on the continuum.
The notion of entropy is most clearly presented in terms of operator algebras (see e.g. [OP04] ), hence for this purpose, the operator-algebraic approach, or algebraic QFT [Haa96, Ara99] seems to be the most appropriate. The main ingredient of the theory is a net of von Neumann algebras {A(O)} indexed by (bounded) regions of the spacetime, of which each element A(O) ⊂ B(H) is the algebra generated by the observables which can be measured in O, and they are subject to several conditions called the Haag-Kastler axioms. The entanglement of the vacuum state has been studied in this framework since the discovery of Bell's inequality [SW85, SW87] and related with basic properties such as the Reeh-Schlieder property, see [Yng15] for a review. On the other hand, defining entropy in QFT is already a nontrivial task even for the free field, hence the usual caveat that no interacting QFT in the physical four dimensions has been constructed in the Haag-Kastler framework is not a main concern in this respect.
As remarked above, local algebras in AQFT are not of type I, hence the notion of entanglement entropy must be treated with care. On the other hand, let us point out that in many examples of Haag-Kastler nets, the split property holds: there are type I algebras between local algebras of two regions, one included in the other with finite distance. And the split property is assured when a nuclearity condition holds. A nuclearity condition, although there are several variations, roughly says that "the number of states" in a region with restricted energy is small. It should be noted that "the number of states" is not a precise expression, but the first of such notions, the compactness condition, has been formulated based on this idea [HS65] and various nuclearity conditions put certain quantitative restriction on the state space. It is natural to expect that they are useful in the consideration of entanglement entropy with UV-cutoff.
Indeed, [Nar94] , Narnhofer gave a slightly altered definition of localized entropy of the vacuum ω restricted to an local algebra A(O), using an auxiliary quantity δ > 0 as a regularizing spatial parameter (in the sense that, when δ = 0, the author's definition would recover the standard, yet divergent definition). Furthermore, it was shown that if the local net satisfies a stronger version of the nuclearity condition of Buchholz and Wichmann [BW86] , then one could take O growing to the whole Minkowski space, with δ growing also appropriately, and the entropy would tend to zero, as expected from the vacuum state. Further relations between nuclearity conditions and entropy have been investigated in [Nar02] . Another recent result exploiting a nuclearity condition is available in [HS17] , where entanglement entropy between distant regions is estimated without the need of cutoff regularizations.
Yet, the results claimed by physicists often concern the entanglement entropy between a region and its spacelike complement, hence they are in contact, and a UV-cutoff is necessary. In this paper, we try to make sense of it in the framework of AQFT. In order to concentrate on the implementation of a cutoff, we consider a chiral component of a two-dimensional conformal field theory and its extension to the circle S 1 , the onepoint compactification of the spacetime R. The conformal Hamiltonian L 0 has a discrete spectrum, which makes our analysis easier.
Outline of this work
If a conformal Haag-Kastler net (conformal net for short) satisfies the so-called split property, even though local algebras A(I) are of type III 1 , we can "approximate it from the outside" by factor of type I. More concretely, we take a spacing parameter δ > 0 and an interval I δ which is obtained by expanding I by δ. The split property then assures the existence of a factor R of type I between A(I) and A(I δ ). As these algebras R are of type I, the von Neumann entropy can be defined for any state, although we cannot exclude the possibility that they are infinite for interesting states such as the vacuum. Yet, we can consider the infimum of the von Neumann entropies of all states which dominates the given state restricted to A(I) ∨ A(I ′ δ ). This resembles the definition of entanglement entropy when two algebras do not generate the whole B(H), and in our case, turns out to be finite under a certain growth condition on the eigenspaces of the conformal Hamiltonian L 0 . Next we consider, while δ is still present, a new cutoff parameter E. This cutoff parameter is then used to regularize our considered states by cutting off the contributions of "conformal energy higher than E". Since the conformal Hamiltonian L 0 has a discrete spectrum, many of the calculations can be simplified, and we acquire an upper bound for the entropy that is independent of δ. We think that this captures a certain aspect of entanglement entropy with a UV-cutoff E. Actually, the technical prerequisites for the finiteness of the former are shown to be less restrictive than for its geometric counterpart: it is only required that the chiral net satisfies the split property. Our main result is then the finiteness of this cutoff quantity without the regularization by distance δ. As the split property implies the modular compactness [BDL90a] , the result that the cutoff gives a finite entropy seems to make sense. This paper is organized as follows. In Section 2, we present the mathematical tools to be used, including a brief review of Möbius covariant local nets and of von Neumann entropy. In particular, we recall the defining properties of our nets of observables in Section 2.1 and list important assumptions on nuclearity in Section 2.3. In Section 3, we introduce our definition of regularized entropic quantity for a Möbius covariant local net satisfying the split property, and prove its finiteness (see Theorem 3.11) given that the net satisfies the condition 2.10(4) of conformal nuclearity. We finish with our conclusions in Section 4. This work has been carried out as a part of the Ph.D. project of the author (Y.O.) [Ota17] .
Mathematical preliminaries
In this Section, we introduce our mathematical framework. Section 2.1 recalls Möbius covariant local nets and their basic properties. In 2.2, we review basic properties of von Neumann entropy. Notions concerning nuclear maps and their use in AQFT are summarized in Sections 2.3, 2.4, as well as other related conditions (Definition 2.10).
Möbius covariant local nets
We consider chiral components of conformal field theories in two-spacetime dimensions. Several important observables such as the stress-energy tensor or currents in a twodimensional conformal field theory decompose into chiral components defined on the lightrays, and each component can be studied separately. The Poincaréé group restricted to one lightray is the the translation-dilation group. Furthermore, by conformal covariance, the theory defined on the lightray R extends to its one point compactification S 1 , and it is covariant under an action of the Möbius group Möb ∼ = PSU(1, 1).
In the operator-algebraic approach, we are concerned with the algebras of observables associated with local regions, and they are (non empty, non dense, open and connected) intervals on S 1 . These algebras of observables are required to satisfy a standard set of properties (the Haag-Kastler axioms), which we summarize below.
We denote by I the set of non-empty, non-dense, connected open intervals of S 1 . For I ∈ I, we denote by I ′ its causal complement i.e. the interior of S 1 \ I. The distance between two intervals I 1 , I 2 ∈ I is their angular distance, i.e. the infimum of a value |θ| such that e iθ I 1 intersects I 2 (considering S 1 as a subset of C). Also, for two intervals I 1 , I 2 ∈ I, we say that I 1 ⋐ I 2 if the closure I 1 is contained in I 2 , that is, if I 1 and I ′ 2 have a positive distance.
A Möbius covariant local net consists of a quadruple (A, U, Ω, H), where H is the Hilbert space of the theory, Ω ∈ H is a unit vector corresponding to the vacuum state, U is a strongly continuous unitary representation of Möb on H, and A is a family of von Neumann algebras acting on H and indexed by elements of I. Those are supposed to satisfy the following properties.
1. Isotony. For any pair of intervals I 1 , I 2 ∈ I, if I 1 ⊂ I 2 , then A(I 1 ) ⊂ A(I 2 ).
Locality. For any pair of intervals
3. Covariance. For I ∈ I and g ∈ Möb, it holds that Ad U(g)(A(I)) = A(gI).
4.
Positivity. The generator L 0 of the rotation one-parameter group {U(ρ θ ) = e iθL 0 } θ∈R has a positive spectrum.
5. Uniqueness of the vacuum. Ω is the unique (up to phase) unit vector in H which is invariant for U.
6. Cyclicity of the vacuum. Ω is cyclic for the algebra I∈I A(I).
These assumptions are standard, see e.g. [GF93, FJ96] and [Reh15, Kaw15] for recent reviews. From these axioms, some properties automatically follows.
• Discrete spectrum of L 0 . It holds that sp(L 0 ) ⊂ N.
• Reeh-Schlieder property.
1 The vacuum vector Ω is cyclic for any local algebra A(I), for I ∈ I.
• Haag duality: For any interval I ∈ I, it holds that A(I) ′ = A(I ′ ).
• Additivity: If {I n ∈ I} n∈N is a covering for an interval I ⊂ ∪ n∈N I n ∈ I, then A(I) ⊂ n∈N A(I n ).
• Factoriality. Local algebras are factors of type III 1 .
These are the most general assumptions, and examples satisfying them are not necessarily "physical". A pathological example is the infinite tensor product of any given Möbius covariant local net, which fails to have the stress-energy tensor [CW05, Section 6]. On the other hand, a Möbius covariant local net with a natural stress-energy tensor, and hence conformal (diffeomorphism) covariance, satisfies the modular compactness condition [BDL90a] : it follows from the conformal covariance through the split property [MTW16] . Modular compactness says that state space is "small" in a certain sense. Indeed, many examples studied in the physical literature have the corresponding Möbius covariant local nets with a strengthened state space property. We discuss this issue briefly at the end of Section 2.4.
Von Neumann entropy
Here we make a brief review on von Neumann entropy to set the notation and basic properties used later in this work (for a nice exposition, see e.g. [OP04] ). Let H be separable Hilbert space, and B(H) the algebra of bounded linear operators on H. Recall that any normal state ϕ on B(H) has an associated positive, normalized and trace class operator ("the density matrix") ρ ϕ ∈ B(H), such that ϕ = Tr(ρ ϕ · ), where Tr is the (non-normalized) trace functional.
Proposition 2.1. For a parameter p with 0 < p < 1, there is a constant c p > 0 such that
where the left-hand side equals 0 at t = 0 by convention. Moreover, the optimal value is c p =
Proof. By elementary calculus, the differentiable function given by
attains its maximum at t 0 = e −1/(1−p) , with value c p =
. By multiplying the inequality −t 1−p log t ≤ c p by t p we obtain the claimed inequality.
Let ϕ be a normal state on B(H), and ρ ϕ its associated density matrix. Then its von Neumann entropy is defined as S vN (ϕ) := − Tr(ρ ϕ log(ρ ϕ )).
Proposition 2.2. Let ϕ be a normal state on B(H). Then S vN (ϕ) has the following properties.
3. Concavity: If ϕ = k λ k ϕ k is a convex decomposition of ϕ (i.e. {ϕ k } k∈N if a family of normal states on B(H) and {λ k ≥ 0} k∈N if a family of positive numbers such that
Proof. Positivity and invariance are straightforward from the definition. For a proof of concavity, see [OP04, Proposition 1.6 and 6.2].
We rephrase the concavity property in the following corollary, which will be used later in our calculations.
Corollary 2.3. Let {ϕ k } k∈N be a family of pure states on B(H), and {λ k ≥ 0} k∈N ∈ l 1 + (N) be a summable sequence of positive parameters. Define the positive functional ϕ acting on B(H) by ϕ := k∈N λ k ϕ k . Clearly, its norm is given by ϕ = k∈N λ k . Then, the entropy of the state ϕ/ ϕ satisfies the following inequality
The definition of the von Neumann entropy relies on the underlying Hilbert space, where normal positive functionals can be associated with density matrices. However, by the properties of Proposition 2.2, one can easily define the von Neumann entropy for states on an abstract type I factor by the following.
Definition 2.4. Let R be a factor of type I. Then there is a Hilbert space K such that a * -isomorphism σ : B(K) → R exists. Then, for any normal positive functional ϕ on R, its von Neumann entropy S R (ϕ) is defined by
Since the invariance property in Proposition 2.2 holds, the above definition is independent on the choice of σ, and thus is well-defined.
For general von Neumann algebras (such as local algebras, which are in many cases factors of type III 1 ), there might not be corresponding density matrices nor traces, so the usual definition of von Neumann entropy does not make sense. An alternative definition by means of relative entropy is explained in [OP04, Chapter 6], and shown to diverge for any normal state for algebras of type II or III [OP04, Lemma 6.10][Nar94, Lemma 2.4]. Our work will exploit the split property and depend only on entropy of algebras of type I.
Nuclear maps
In order to discuss the conformal nuclearity condition, we first recall the notions of nuclear maps, p-nuclear maps, and their nuclearity indices, together with some of their basic properties. For this Section, we shall take [BDL90a, BDL90b, FOP05] as reference.
Our interest is only in the case p ≤ 1, where the discussion is much simpler than the general case. For a generalization to the case 1 < p ≤ ∞, see [FOP05] .
Definition 2.5. Let X, Y be Banach spaces and p a parameter with 0 < p ≤ 1. A bounded linear operator T : X → Y is said to be p-nuclear if there are families {φ k } k∈N ⊂ X * of linear functionals on X and {ξ k } k∈N ⊂ Y of vectors in Y such that the following decomposition holds:
and
Furthermore, any such decomposition is called a p-nuclear decomposition, and we define ν p (T ) as the p-nuclearity index of T given by
with the infimum taken over all the p-nuclear decompositions as above.
Proposition 2.6. For operators in B(X, Y ), the following hold.
• Consider 0 < p ≤ 1. Then, ν p (·) is p-homogeneous and subadditive, namely if T 1 , T 2 are two operators and λ is a scalar, then
• Consider 0 < p ≤ 1. Then the following holds:
is a quasi-norm, namely, all the axioms for norm holds except for the triangle inequality, which is replaced by the following, given any family {T k , k = 1, 2, . . . , N} of operators:
• Consider 0 < p ≤ q ≤ 1. Then, p-nuclearity implies q-nuclearity.
Nuclearity conditions and the split property
In this section, we discuss the conformal nuclearity condition and the split property, as well as other related conditions which we will exploit. Let us briefly recall its physical motivations for these conditions. The first of them was the Haag-Swieca compactness criterion [HS65] , a criterion to exclude QFT with "too many states" such as generalized free fields. It requires that the states generated by local observables from the vacuum, multiplied by a spectral projection of the Hamiltonian, form a compact set. The Buchholz-Wichmann energy nuclearity condition [BW86] is a strengthened version of the above. They replace the sharp cutoff by a smooth damping, requiring nuclearity instead of compactness, namely, the set e −βH L O is nuclear for all β > 0, where H is the Hamiltonian and L O is the vectors generated from the vacuum by observables localized in O with norm 1. One can equivalently formulate this condition as the nuclearity of the map from the local algebra A(O) into H, which we also adopt in this work.
For chiral nets, we can consider a variation of the nuclearity conditions using L 0 instead of H, and adopt the nomenclature "conformal nuclearity condition", which was used in [BDL07] . Our precise definition follows.
Definition 2.7. Let (A, U, Ω, H) be a Möbius covariant local net. For I ∈ I and β > 0, define the damping map Θ I,β : A(I) → H by the following formula:
With those maps, we define the conformal nuclearity conditions:
(1) Let p ∈ (0, 1]. The net satisfies the conformal p-nuclearity condition if the map Θ I,β is p-nuclear for any I ∈ I and ν p (Θ I,β ) ≤ exp ( (c I,p /β) n I,p ), where c I,p and n I,p are positive constants depending on I and p.
(2) The net satisfies the conformal nuclearity condition if the above holds for p = 1.
Note that we require an estimate on the nuclearity index, additional to the "conformal nuclearity condition" of [BDL07, Section 6].
We now address one of the consequences of the conformal nuclearity condition, the split property. It is an algebraic property that relates to the statistical independence of two separated local algebras.
Definition 2.8. Let (A, U, Ω, H) be a Möbius covariant local net on a separable Hilbert space H. The net satisfies the split property if, for any any I 1 , I 2 ∈ I such that I 1 ∩ I 2 = ∅ (i.e. I 1 ⋐ I ′ 2 ), the following equivalent properties hold:
extends to an * -isomorphism of von Neumann algebras
• the inclusion A(I 1 ) ⊂ A(I 2 ) ′ is a standard split inclusion of von Neumann algebras (with respect to Ω), i.e. Ω is a cyclic vector for A(I 1 ), A(I 2 ) ′ and A(I 1 ) ′ ∩A(I 2 ) ′ , and there is a von Neumann algebra R which is an intermediate factor type I, namely,
These definitions are indeed equivalent because the underlying Hilbert space is separable and local algebras are type III factors, hence they are isomorphic if and only if they are unitarily equivalent (spatially isomorphic). This will be used in the following without remark. Actually, the second of the statements above forces the separability of the underlying Hilbert space [DL84, Proposition 1.6].
The intermediate factors of type I will be essential in our later definitions involving entropy. Since there are many choices of such factors 2 , we shall adopt the following notation:
Definition 2.9. For (A, U, Ω, H) a Möbius covariant local net satisfying the split property, and I 1 , I 2 ∈ I such that I 1 ⋐ I 2 , we use the symbol (u, R u ) to denote a pair of a unitary operator u : H → H ⊗ H implementing the * -isomorphism A(I 1 ) ∨ A(I 2 ) ∼ = A(I 1 ) ⊗ A(I 2 ), and an intermediate type
Having stated the nuclearity conditions and the split property, we now make a list of useful additional assumptions for Möbius covariant local nets.
Definition 2.10. For a Möbius covariant local net, we can consider the following additional conditions:
for constants κ ∈ (0, 1) and C > 0.
2. Trace class condition: there are positive parameters a, b, c such that
(for β > 0).
3. Conformal p-nuclearity condition for all 0 < p ≤ 1 (Definition 2.7(1)).
4. Conformal nuclearity condition (Definition 2.7(2)).
Split property (Definition 2.8).
Proposition 2.11. For a Möbius covariant local net, there is a chain of implications between the conditions in Definition 2.10:
Proof. We first work on the implication (1) ⇒ (2). Consider the parameters C > 0 and
Since −βN eventually dominates N κ , the trace is always finite. All that is left is to verify the dependence on β. Our strategy is to divide the sum in three parts, the first term, a finite sum, and a infinite sum with exponential decrease.
The exponent can be expressed as −βN + N κ = −βN κ (N 1−κ − 1/β). Note that there is a number A such that N 1−κ − 1/β ≥ A 1−κ − 1/β > 0 whenever N ≥ A. Indeed, one can take any A such that A > β −1/(1−k) , but we shall fix this value later. Defining B := A 1−κ − 1/β > 0, one has that −βN + N κ ≥ −BβN κ for N ≥ A. Hence, dividing the sum in {N = 0}, {0 < N ≤ A} and {N > A}, the first and the later can be bound by the following inequality:
Now, to turn the last term above in a quantity independent of β, we pick A as following:
The sum {N = 0} ∪ {N > A} is then bounded by a constant expressed in the following:
The remaining finite sum can be bounded by the number of terms times the supremum of the function. We first analyze the exponent −βN + N κ . By elementary calculus, it takes its maximal value at N 0 = (κ/β) 1/(1−κ) , and hence one has the supremum bound
Moreover, the number of terms is #{0 < N ≤ A} = ⌊A⌋ ≤ A = (2/β) 1/(1−κ) . One has the following bound for the finite part of the sum:
where
). Therefore, the trace satisfies the following inequality.
where a = C N ∈N e N κ + a 2 , b = 1, and c = c 2 . This concludes the proof of (1) ⇒ (2). The implication (2) ⇒ (3) follows since, for any I ∈ I, 0 < p ≤ 1 and β > 0, the inequality ν p (Θ I,β ) ≤ Tr(e −pβL 0 ) ≤ a exp ((b/p c ) β −c ) holds. The implication (3) ⇒ (4) is trivial. Finally, we refer the proof of (4) ⇒ (5) to references, see [GF93, Lemma 2.12], which translates the arguments of [BDF87, Section 2] to the chiral setting. See also [BDL07, Corollary 6.4] for a different proof that holds also in a "distal" case, involving concepts of modular nuclearity and L 2 -nuclearity.
The p-nuclearity condition was introduced in [BP90] , in the investigations of the phase space in AQFT. Later, in [FOP05] , the formulation is further clarified and meaningfully defined for p > 1. For chiral nets, the conformal nuclearity condition was studied in [BDL07] , together with other notions of nuclearity. Also, in [MTW16] it was proved that the split property follows automatically if the chiral net is Diff + (S 1 )-covariant. To conclude this section, let us remark that most of known Möbius covariant local nets with nice properties satisfy the condition (1). For example, as for the U(1)-current net, the dimension of L 0 -eigenspaces grows as the partition function p(N), which behaves
The same applies to the Virasoro nets with c > 1 [KR87] . Some completely rational nets can be realized as a subnet of a tensor product of copies of the free fermion net, which is nicely summarized in [Ten16, Section 4.2], and a similar estimate can be made there.
Towards cutoff entropy for a chiral net
Throughout this Section, let (A, U, Ω, H) be a Möbius covariant local net satisfying the split property (Definition 2.8). Let ω = Ω, · Ω be the vacuum state, and L 0 the conformal Hamiltonian. We also fix an interval I ∈ I.
As mentioned before, when trying to define the entanglement entropy of the vacuum with respect to I, that is, the quantum entropy of ω as a state restricted to A(I), one has to deal with the fact that A(I) is a von Neumann algebra of type III, whose natural variation of von Neumann entropy is divergent [OP04, Lemma 6.10][Nar94, Lemma 2.4]. Furthermore, one has to deal with UV-divergences expected from the physical literature. One therefore needs a certain regularization.
We define our entropic quantities with various regularizations in three steps.
(1) Let δ > 0 be a parameter such that |I| + 2δ < 2π. We put I δ = ∪ −δ<θ<δ ρ θ (I) ∈ I the "augmentation of I by δ". It then holds that I ⋐ I δ , and the split property asserts that there are pairs (u, R u ), where R u is a type I factor such that A(I) ⊂ R u ⊂ A(I δ ). We introduce the quantity H I,δ (ω) with the aid of intermediate type I factors R u (note that, however, this will not be S Ru of Definition 2.4).
(2) We can estimate H I,δ (ω) from above, provided the net satisfies condition 2.10(1). However, this estimate diverges as δ approaches zero. We then regularize the states by a cutoff parameter E, and define the regularized quantity H E I,δ (ω).
(3) Finally, we consider H E I (ω) with cutoff E, as the limit of the former as δ goes to zero. We also state our main result, Theorem 3.11, stating the finiteness of it, with an upper bound given in terms of the dimensions of eigenspaces of the conformal Hamiltonian. The proof of it is spread in the later sections.
The energy function
Before further discussion, we recall an important lemma from [BDF87] which states the existence of an auxiliary energy function f that will be necessary for our calculations. While in the original paper f is an almost exponentially decreasing function, namely it holds for any κ ∈ (0, 1) that sup t∈R |f (t)| exp(|t| κ ) < ∞, it turns out that for our needs the choice of an energy function becomes more flexible. We reproduce the proof in order to stress this point.
Lemma 3.1. (cf. [BDF87, Lemma 2.3]) Let (A, U, Ω, H) be a Möbius covariant local net. Let α be a parameter such that 0 < α < 1. Then there is an energy function f : t ∈ R → f (t) ∈ R with the following properties:
1. The function f satisfies sup t∈R |f (t)| exp(|t| α ) < ∞ and f (0) = 1/2.
2. If x, y are local operators such that [x, Ad e iθL 0 (y)] = 0 whenever |θ| < 1, it holds that
3. Let f δ be the δ-scaled f , that is, f δ (t) := f (δt). Then, for any pair of local operators x, y such that [x, Ad e iL 0 t (y)] = 0 holds whenever |t| < δ (i.e. the distance of their respective local algebras is larger than δ), it holds that 
By the positivity of L 0 , the left-hand side extends continuously to {ζ ∈ C, Im ζ ≥ 0} and analytically to its interior, and likewise, the right-hand side extends to {ζ ∈ C, Im ζ ≤ 0}. Therefore, there is a holomorphic function h defined on P 1 = C \ ((−∞, −1] ∪ [1, +∞)) such that on (−1, 1) it coincides with the function expressed in (1). Next, fix a constant τ ∈ (0, 1), and consider the conformal map that takes the disc D = {w ∈ C, |w| < 1} onto P τ := C \ ((−∞, −τ ] ∪ [τ, +∞)), given by z τ (w) = 2τ w/(w 2 + 1), As P τ ⊂ P 1 for τ ∈ (0, 1), the function h τ (w) := h(z τ (w)) is holomorphic on D, and it is easy to see that h τ is continuous and bounded (by x · y ) on D \ {±1}. Therefore, by integrating 1 w h τ (w) on a circular path w(s) = re is ∈ D with a fixed radius r < 1 and parameter s ∈ (0, 2π), one can invoke Cauchy's residue theorem and take r ր 1 to get the following equality for all τ ∈ (0, 1):
For α as in the statement, fix a value β such that α < β < 1. There exists a smooth function g such thatg is smooth and supported inside (0, 1) such that g decays as e −|t| β for |t| large with g(0) = 1 (see [Jaf67] and the references therein for the existence functions of almost exponential decay with compact Fourier transform, and [Joh15] for more concrete functions with weaker requirements needed here). One can then multiply the above equality byg(τ ) and integrate it against dτ to then obtain
where f is defined by f (t) = (2π) −1 π 0 g (t/ cos(s)) ds. Putting t = 0 shows that f (0) = 1/2, as we took g(0) = 1. Furthermore, f inherits the decay property from g.
Until now, f is a complex-valued function. Yet, it is immediate that the function f (t) = f (t) has the same property:
Therefore, the real part of f does the same job. In the following, we assume that f is real.
(3): Scaling. Now, considering the parameter δ, consider two local operators a, b satisfying the commutation rule [x, e iθL 0 t ye −iθL 0 ] = 0 whenever θ ∈ (−δ, δ). The previous discussion follows analogously, except that the equality given by equation (2) holds only for ∈ (−δ, δ). In following, usingg(τ /δ) instead ofg we obtain the equality
where now f δ (t) = f (δt), thus proving (3).
Regularization by distance
First, regarding the von Neumann entropy (as introduced in Section 2.2), we make an observation which will stand as motivation of our definition.
Remark 3.2. Given two normal states ϕ, ψ on B(H), we say ϕ ψ if there is a positive number t > 0 such that tϕ ≥ ψ, and equivalently, if there is a positive number λ ∈ (0, 1] such that ϕ ≥ λψ (here, t = 1/λ). The concavity of the von Neumann entropy asserts that S vN (ϕ) ≥ λS vN (ψ). We therefore have
where the infimum runs over all states ϕ to which there is a positive parameter λ ϕ ∈ (0, 1] such that ϕ ≥ λ ϕ ψ. Clearly, equality holds since ψ ψ with λ ψ = 1.
Turning back to conformal nets, we recall the split property (Definition 2.8). Consider an interval I ∈ I and a positive parameter δ > 0. Let I δ = ∪ −δ<θ<δ ρ θ (I) be the the "augmentation of I by δ", where |I| + 2δ < 2π so that it holds that I δ ∈ I, I ⋐ I δ . By the split property, there are pairs (u, R u ) as in Definition 2.9, where u : H → H⊗H is unitary such that u(xy)u * = x ⊗ y for any pair (x, y) ∈ A(I) × A(I δ ) ′ , and R u = u * (B(H) ⊗ C½)u is an intermediate type I factor.
Since the entanglement entropy is can be defined through the formula of von Neumann for type I factors R u (denoted accordingly as S Ru , see Definition 2.4), one can consider the following. Definition 3.3. Consider a normal state ψ on B(H). For I ∈ I and δ > 0 (such that I δ ∈ I), we define
The first infimum runs over all pairs (u, R u ) as in Definition 2.9, and the second infimum runs over all normal states ϕ over B(H) to which there is a positive number λ ϕ ∈ (0, 1] such that ϕ ≥ λ ϕ ψ when restricted to A(I) ∨ A(I δ ) ′ .
Remark 3.4. Let us consider type I situations. Let B(H) = B(H 1 ) ⊗ B(H 2 ) ⊗ B(H 3 ) ⊗ B(H 4 ), and ψ be a pure state on B(H 1 ) ⊗ B(H 2 ). We take a stateψ on B(H) which extends ψ. As ψ is pure, it must be of the formψ = ψ ⊗ ϕ. It is easy to see that S 1,3 (ψ) = S 1 (ψ) + S 3 (ϕ), and S 3 (ϕ) can be zero if we take a tensor product ϕ = ϕ 3 ⊗ ϕ 4 of pure states. Hence for a pure state ψ we have S vN (ψ) = infψ S vN (ψ) where inf runs over all extended state to a type I factor B(H) (H is not necessarily fixed). We believe that this justifies our Definition 3.3. Furthermore, let us point out that there are several possible definitions of entanglement entropy which coincide with the von Neumann entanglement entropy when the state is pure, see e.g. [VP98, Theorem 3]. As our main purpose is type III algebras which admit no normal pure state, we have to make a choice. See [HS17] for a different choice, analogous to that of [VP98, Section D.1]
The definition 3.3 relies on pairs (u, R u ) and the von Neumann entropy of states ϕ restricted to R u . We do the actual calculations through the unitary u, considering ϕ • Ad u * as a state on H ⊗ H and restricting it to the first tensor component. We state this fact in the following lemma.
Lemma 3.5. Consider ψ a normal state in B(H). For δ > 0 fixed, let (u, R u ) be as in Definition 2.9. Let ϕ be a normal positive functional on
where S 1 is the von Neumann entropy of a state in B(H) ⊗ B(H) restricted to the first tensor component.
Proof. Callφ = ϕ • Ad u * and ϕ 1 (·) = ϕ( · ⊗ ½). From definitions 3.3, we have H I,δ (ψ) ≤ ϕ(½) S Ru (φ/φ(½)). It suffices to show that S Ru (φ/φ(½)) = S 1 (ϕ/ϕ(½)) = S vN (ϕ 1 /ϕ 1 (½)), and by Definition 2.4, it suffices to show that there is an * -isomorphism σ :
Our main objective in this section is to prove the following.
Proposition 3.6. Let be a Möbius covariant local net satisfying the condition 2.10(1), i.e. there are constants κ ∈ (0, 1) and
Then, for the vacuum state ω restricted to I ∈ I with regularization parameter δ (such that I δ ∈ I, the quantity H I,δ (ω) is finite. More precisely,
where C δ and S δ are given by
with f the energy function as in Lemma 3.1 with some α satisfying 0 < κ < α < 1.
The split property guarantees the existence of a unitary operator u δ : H → H ⊗ H intertwining A(I) ∨ A(I δ ) ′ and A(I) ⊗ A(I δ ) ′ , and it follows from the assumption 2.10(1). Therefore, the quantity H I,δ (ω) can be defined as above.
Proof. We fix a parameter α such that 0 < κ < α < 1 and invoke Lemma 3.1 to obtain an energy function f : R → R such that sup t∈R e |t| α f (t) < +∞. Recall that the following holds:
Define θ δ as the self-adjoint linear functional on B(H ⊗ H) given by the following formula:
This indeed defines a normal linear functional because of the decay property of f and is self-adjoint because f is real. The vacuum state ω and the functional θ δ • Ad u * δ coincide in A(I) ∨ ⊗A(I δ ) ′ , so one might be tempted to invoke Lemma 3.5 and state that H I,δ (ω) ≤ S 1 (θ δ ). However, one should note that θ δ is only positive when restricted to the above-mentioned algebra. Nevertheless, one can decompose it as θ δ = θ δ,+ − θ δ,− , where θ δ,± are positive functionals on B(H ⊗ H) (this will not be the Jordan decomposition, the detailed construction of θ δ,± will be given below, in particular on equation (5)). Hence, restricted to A(I) ⊗ A(I δ ) ′ , one has θ δ,+ = θ δ + θ δ,− = ω • Ad u * δ + θ δ,− , and therefore, after normalizing it toθ δ,± = θ δ,± / θ δ,± , one has thatθ δ,+ • Ad u δ ≥ (1/ θ δ,+ )ω. By Lemma 3.5, one has the inequality
It suffices then to identify the positive functional θ δ,+ and find and an upper bound for the entropy S 1 (θ δ,+ ). This will be addressed on the following.
The auxiliary functional θ δ,+ and its entropy S 1 (θ δ,+ ) We first further analyze the properties of θ δ to appropriately define a decomposition θ δ = θ δ,+ − θ δ,− . The conformal Hamiltonian L 0 has discrete eigenvalues N ∈ N with eigenspaces H N = ker(L 0 − N) of finite dimension dim (H N ). Let {Φ n } n be a normalized basis which consists of the eigenvectors of L 0 with eigenvalues l n ∈ N. Then, following the definition of θ δ as in Equation (3), one has
We proceed by decomposing the terms given by Ω, xΦ n Φ n , yΩ + Ω, yΦ n Φ n , xΩ as a linear combination of positive terms. First, we note that the n-sum has a special value at n = 0, which account for the state ω ⊗ ω, with multiplicity one since f δ (0) = 1/2. We therefore focus on the terms corresponding to n > 0.
We introduce φ k,n as pure states on H, defined as the following for k = 0, 1, 2, 3 and n > 0:
where the second equality follows since Ω and Φ n are orthogonal to each other. Standard algebraic manipulations show that the following polarizations hold for n > 0:
For n > 0, the terms Ω, xΦ n Φ n , yΩ and Ω, yΦ n Φ n , xΩ appearing in θ δ can then be written as a linear sum of positive functionals as follows:
And hence:
In Equation (4), the above terms show up in θ δ multiplied by f δ (l n ). Aside from the value l n = 0 for which we know f δ (0) = 1/2, each f δ (l n ) might be positive or negative (as we noted, we can and do take a real f ).
We then just need to be cautious about the sign of f δ (l n ). Thus, we define:
Then, for each n at most one of the indices a δ (l n ) and b δ (l n ) is 1, and it holds that
Summing all terms, we obtain
Hence we get the desired decomposition θ δ = θ δ,+ − θ δ,− with θ δ,± defined as
With the definition of equation (5) in hands, we now focus on estimating the entropy S 1 (θ δ,+ / θ δ,+ ).
Define τ δ as the positive functional θ δ,+ restricted to the first tensor component. It is then expressed as follows:
This decomposition of τ δ into pure states φ k,n is indeed convergent in norm, because we assume that the net satisfies the condition 2.10(1), i.e. dim (H N ) grows bounded by an almost exponential function C exp(N κ ) for some C > 0 and κ ∈ (0, 1). The above decomposition into vector states enables us to invoke Corollary 2.3. We first note that, since the operator θ δ,+ is not normalized, so is τ δ not normalized. One can calculate its norm C δ := τ δ = θ δ,+ = θ δ,+ (½ ⊗ ½) as
because every factor |f δ (N)|/2 appears 4 × dim (H N ), where the factor 4 is due to the sum in k. Likewise, with the fact that all φ k,n are pure states, the same Corollary 2.3 tells us that the von Neumann entropy can be bounded as follows:
where the term N = 0 can be dropped in the second term because it corresponds to ω which is normalized. This expression gives indeed a finite number, thanks to the condition 2.10(1) and the fact that κ < α. Hence, we have the upper bound for H I,δ (ω) as follows:
Implementing cutoff
We now consider a cutoff parameter E. We need this since the above quantity H I,δ is expected to diverge when the spatial separation δ, taken as a variable parameter, approaches zero. We first define the regularization of states, and with those, we define the regularized entropy.
For any E > 0, let P E denote the spectral projection of the conformal Hamiltonian L 0 with respect to the set [0, E]. The set {P E } E>0 is then an increasing family of projections (acting on H) indexed by a parameter E > 0, such that P E strongly converges to the unity as E goes to infinity.
Definition 3.7. Let φ be a normal positive functional on B(H), and let (u, R u ) be as in Definition 2.9. For E ∈ N, the regularized functional φ E,u is defined as
For ϕ a normal positive functional on B(H ⊗ H) (e.g. for φ a normal state on B(H) as above, and ϕ = φ • Ad u ), the regularized functional ϕ E (here independent of (u, R u )) is defined as ϕ
For a fixed normal state φ and a fixed pair (u, R u ), the regularized functionals φ E,u are normal positive contractions, and after normalization, φ E,u / φ E,u are again normal states. As the state φ is normal, both φ E,u and φ E,u / φ E,u converge, as E → +∞, to the original state φ in the weak* topology. The same reasoning holds analogously for ϕ a normal state on B(H ⊗ H). In the case of ϕ = φ • Ad u , the restriction of φ E,u to R u "corresponds" to the restriction of ϕ E to the first tensor component (denoted as (ϕ E ) 1 ), which in turn is equal to ϕ 1 (P E · P E ). The last converges to ϕ 1 in the weak* topology, as E → +∞.
Definition 3.8. Consider ψ a state on B(H). For I ∈ J , δ > 0 (with I δ ∈ J ) and E > 0, the regularized entropy H E I,δ of ψ is defined by
Here, the first infimum takes into account all pairs (u, R u ) as in Definition 2.9. The second infimum runs over all normal states φ over B(H) to which there is a parameter λ φ ∈ (0, 1] such that φ E,u ≥ λ φ ψ E,u holds when restricted to A(I) ∨ A(I δ ) ′ .
Proposition 3.9. For a Möbius covariant local net with the split property (Definition 2.8), the quantity H E I,δ (ω) with cutoff E is finite, and independent of δ. More precisely,
with f an energy function as in Lemma 3.1.
Proof. Recall the functionals θ δ,+ and τ δ defined by equations (5) and (6), respectively. The functional θ
, regularized as in Definition 3.7, is a normal positive functional which converges to θ δ,+ in the weak* topology, as E → ∞. Also, its restriction to the first tensor component is just τ δ (P E · P E ), which we denote by τ δ,E . Whereas θ δ,+ and τ δ are only guaranteed to be well-defined if the net satisfies condition 2.10(1), the regularized functionals θ E δ,+ and τ δ,E are well-defined even if the net only satisfied the split property. And since θ E δ,+
• Ad u ≥ ω E , by arguments analog to Lemma 3.5, it follows that τ δ,E S vN (τ δ,E / τ δ,E ) is an upper bound for the regularized entropy given by Definition 3.8. By these reasons, from here on we do not need the requirement of condition 2.10(1), and only require the net to satisfy the split property.
We now focus on estimating S vN (τ δ,E / τ δ,E ). From τ δ = θ +,1 (· ⊗ ½) as expressed in equation (6) and considering that all Φ n are eigenvectors of L 0 with eigenvalue l n , the only non-vanishing terms of τ δ,E are those corresponding to φ l,n such that l n ≤ E. One then has, after cutoff,
The formula above allows us to use Corollary 2.3, and therefore, the entropy S vN (τ E / τ E ) of the normalized state can be estimated by the following:
where c δ,E and S δ,E are respectively the norm τ δ,E and the "non normalized entropy" defined by
As currently presented, the upper bound for S vN (τ δ,E / τ δ,E ) still depends on δ. However, c δ,E and S δ,E can be respectively bounded by constants C E and S E that are inde-pendent of δ, given by the following:
Therefore, joining the above to the bound of S vN (τ δ,E / τ δ,E ), one finally has:
Hence, by arguments analog to Lemma 3.5, and by noting that 1 ≤ c δ,E ≤ C E and S δ,E ≤ S E , we obtain H E I,δ (ω) ≤ C E log C E + S E . The upper bound C E log C E + S E above is finite and independent from δ, thus proving the claim.
Moreover, if condition 2.10(1) holds, the bound can be more explicit. The condition implies
Lifting the regularization by distance
Finally, we consider the quantity H E I with cutoff E a limit of the above when taking δ as a parameter approaching zero (and hence I δ approaching I).
Definition 3.10. Consider ψ a normal state on B(H). For I ∈ I and a cutoff parameter E > 0, we define:
where H E I,δ is as in Definition 3.8.
Theorem 3.11. For a Möbius covariant local net with the split property (Definition 2.8), the quantity H E I (ω) can be bounded from above. More precisely,
The theorem is actually a mere corollary of Proposition 3.9, but is indeed the main result of this work. We have thus established the finiteness of the regularized entanglement entropy for a Möbius covariant local net satisfying the split property, that is, a relativistic chiral component of a quantum field in the algebraic setting.
Conclusions and final remarks
In the present work, we focused our attention on chiral components of two-dimensional CFT, namely the Möbius covariant local nets. Provided the split property holds, we have given a sensible definition for regularized entropic quantities restricted to an interval I ∈ I. Considering the vacuum state, we also provided an upper bound with a conformal energy cutoff E.
We recapitulate our definitions and comment on them a little further. Taking an interval I and a small separation parameter δ, we consider all intermediate pairs (u, R u ) between A(I) and A(I δ ), and all states φ that majorize ω when restricted to A(I) ∨A(I ′ δ ), that is, everywhere besides a vicinity of the boundary of the intervals I and I ′ δ . The quantity H I,δ regularized by δ (Definition 3.3) considers then the infimum of all entropies of the states φ on R u . With a cutoff E, our quantity H E I,δ (Definition 3.8) considers the infimum of all entropies of φ restricted to R u but "adjoined" by the projection u * (P E ⊗½)u. Lastly, the quantity H E I with cutoff E is obtained by the limit δ ց 0 (Definition 3.10). As δ approaches zero, the local algebras A(I) and A(I δ ) are very close to each other, hence the quantity calculated here should reflect the property of entanglement between A(I) and its commutant A(I) ′ = A(I ′ ) of the given state. The infimum on the majorizing states, however, excludes those with too much aberrant behavior near the boundary, in particular split states on A(I) ∨ A(I ′ δ ) are not counted. Furthermore, we can avoid the trouble with type III local algebras by considering intermediate type I factors. Our cutoff with respect to the conformal Hamiltonian L 0 is implemented naturally by applying P E ⊗½ to the state, where H and H ⊗ H are identified by the intermediate type I factor between A(I) ⊂ A(I δ ) and the spectral projection P E of L 0 . We obtained indeed that our H E I is finite with some estimate as a function of E.
Let us compare our results with the physics literature. Considering the U(1)-current model, our estimates are of the order of Ee E , which have a much worse divergence than the estimates 1 3 log(l/a) of Holzhey-Larsen-Wilczek [HLW94, CC04] , where l is the length of the interval (in the real line picture) and a is the lattice spacing, hence 1 a should correspond to the energy cutoff E. Not only that, our results do not even display a dependence on the interval length l. The technical reason for such aspects of our result is that our estimates depend only on an orthonormal basis of eigenvectors of the conformal Hamiltonian, a "very global" operator. Here, sharper estimates ought to take into consideration the characteristics of each local algebra A(I), to bring a bound dependent in l. Yet, also in another operator-algebraic work on entanglement entropy [HS17] , the log(l/a)-dependence could not be obtained. Actually, in general, there are several possible definitions of entanglement entropy which coincide with each other when the state is pure (see e.g. [VP98, Theorem 3]). It is unclear to which definition the lattice approach corresponds. This suggests that the expression of the entanglement entropy in the physics literature is specific to the lattice regularization, and it is difficult to reproduce it directly in the continuum.
Another interesting question is how to adapt the methods provided here to theories in higher dimensions, and implement cutoff with respect to the Hamiltonian H. In contrast to the conformal Hamiltonian L 0 , the usual Hamiltonian H does not have a discrete spectrum, yet energy nuclearity conditions and some ideas from the present paper might help defining an appropriate cutoff. As the energy nuclearity index contains a natural dependence on the size of the region, a successful approach should lead to an estimate of entropy depending also the region. Furthermore, the behaviour of dim (L 0 − N) is related with the central charge of a conformal net if one assumes modularity [KL05] , hence the central charge c appears in a natural way, in accordance with the physics literature.
A further different approach would be as in [Nar94] , where a quantity that should correspond to our H I,δ (ω) is defined, and expected to be finite (the proof required a pnuclearity condition, and implicitly assumed the concavity of the one-subalgebra entropy of Connes-Narnhofer-Thirring). In fact, at finite separation δ, this might even be preferable to our Definition 3.3, since it does not have to consider all pairs (u, R u ) of the split property. The problem in this setting is how to include a true "energy cutoff" that tames the divergence in δ.
