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Chapter 1
Introduction
1.1 Preliminaries
The problem of reconstructing a set in the Euclidean space from a random finite sam-
ple of points whose distribution is closely related to it can be considered from different
points of view, including the estimation of supports, boundaries and level sets. This
theory is known as set estimation and it has open a relatively new chapter of the statis-
tics with important applications in cluster analysis (see Hartigan, 1975), quality control
(see Devroye and Wise, 1980 or Ba´ıllo et al., 2000) or image analysis to reconstruct, for
example, the habitat of a plant or an animal species (see De Haan and Resnick, 1994).
See Cuevas and Fraiman (2010) for a wide review on this topic.
The support estimation problem is established as the problem of estimating the
compact and nonempty support S  Rd of an absolutely continuous random vector X
with probability distribution PX from independent and identically distributed observa-
tions, Xn  tX1, ...,Xnu, taken in it. From a practical point of view in Figure 1.1, is it
possible to reconstruct the contour of Aral Sea in 2000 from a realization of X2000?
Geffroy (1964), Re´nyi and Sulanke (1963, 1964) are the first references on support
estimation. Re´nyi and Sulanke (1963, 1964) studied this problem when S is convex in
the two-dimensional case. They proposed a natural estimator, the convex hull of the
sample points Xn and they studied its asymptotic behaviour. But, what happens if S
is not convex? For instance, if the support S has more than one connected component
then the convex hull of sample could not to be a good estimator. Therefore, to solve
this limitation, two alternatives can be considered: no assumption is made on the
shape of S a more flexible shape restriction than convexity is assumed on the shape of
S. For the first approach, Chevalier (1976) and Devroye and Wise (1980) proposed a
smoothed version of the sample Xn as an estimator for the support. The problem of
support estimation was introduced by Devroye and Wise (1980) in connection with a
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practical application, the detection of abnormal behavior of a system, plant or machine.
Asymptotic results on the performance of the estimator were obtained, among others,
by Chevalier (1976), Devroye and Wise (1980) and Korostele¨v and Tsybakov (1993). In
the second approach, Ba´ıllo et al. (2000) and Ba´ıllo and Cuevas (2001) assumed that
S was connected and star-shaped, respectively, incorporating these prior informations
on Devroye and Wise’s estimator. Rodr´ıguez-Casal (2007) studied first the estimation
of an rconvex support with r ¡ 0. The rconvexity assumption will be presented
and studied in depth in the next sections.
Figure 1.1: A realization of X2000 on the Aral Sea (left). Aral Sea’s image from the
Moderate Resolution Imaging Spectroradiometer on NASA’s Terra satellite in 2000
(center). Aral Sea’s boundary (right).
When an important part of the support S is almost empty from the probabilistic
point of view, estimating the support could not to be too interesting. In this case, if f
denotes the density function of X then it could make sense to consider tlevel sets of
type
Gptq  tx P Rd : f pxq ¥ tu (1.1)
where t ¡ 0. However, in most of the applications, the practitioner needs to guarantee
that the level set has a fixed probability content greater than or equal to 1  τ with
τ P p0, 1q. So, the value of t is unknown and an alternative level set definition can be
presented:
Lpτq  tx P Rd : f pxq ¥ fτu (1.2)
where
fτ  sup
"
y P p0,8q :
»
8
8
f ptqI
tfptq¥yu ¥ 1 τ
*
. (1.3)
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Studying regions with different probability concentrations can be useful, for instance, to
analyze the possible spatial clustering of rare diseases. This kind of studies has grown
in literature considerably, see Diggle (2013). A data set that consists of the residential
coordinates for 322 cases diagnosed of chronic granulocytic leukemia in the North West
of England between 1982 up to 1998 (inclusive) is showed in Figure 1.2. This real data
set will be described in depth in next sections. For values of τ close to one, the level
set Lpτq represents the domain concentrated around the greatest mode. However, if τ
is close to zero then it represents the effective support of the density f , see Figure 1.2.
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.2: In the first row, distribution of 322 cases diagnosed of leukaemia on the
North West of England (left), level set for τ  0.05 in red color (center) and τ  0.25
(right). In the second row, level set for τ  0.5 in red color (left), level set for τ  0.75
in red color (center) and τ  0.95 (right).
Two steps are necessary in order to reconstruct Lpτq in a fully data-driven way from
the random sample Xn specified. First, the threshold fτ must be estimated in order to
ensure the probability content. Then, a method to reconstruct the level set must be
selected. There are three methodologies for the estimation of level sets: Plug-in, excess
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mass and hybrid. The choice of an algorithm depends on the geometric assumptions
made on the shape of the level set just as support case. Next, these three methodologies
are detailed briefly:
The plug-in estimation is the most natural choice to estimate Lpτq when no ge-
ometric information about the level set is available. It based on replacing f by a
nonparametric estimator for the density function fn in (1.2). Usually, fn denotes the
kernel estimator. Given Xn, the kernel density estimator at point x is defined as
fnpxq 
1
n
n¸
i1
KH pxXiq , (1.4)
whereKHpzq  |H|
1{2KpH1{2zq, | | represents the determinant, K : Rd Ñ R denotes
a kernel function (in what follows the Gaussian density) and H, a pddqdimensional
symmetric positive definite matrix. The estimator defined in (1.4) is heavily dependent
on the matrix H, see Wand and Jones (1995). Therefore, the practical problem of
the plug-in methodology is the choice of this matrix. Unlike density estimation, the
level set estimation has been considered in literature from many points of view but,
in general, without deepening in methods for selecting H. In fact, this problem was
first considered by Ba´ıllo and Cuevas (2006) in the context of nonparametric statistical
quality control. Singh et al. (2009) presented a plug-in procedure that is based on an
empirical density estimator, the regular histogram. Later, Samworth and Wand (2010)
derive an automatic bandwidth selection rule to estimate density level sets but only in
the one-dimensional case.
The excess mass estimation assumes that the researcher has information a priori
about the shape of the level set Gptq defined in (1.1). Although they are not designed
for estimating the level set Lpτq defined in (1.2), they can be adapted easily. This
methodology was first proposed by Hartigan (1987) and Mu¨ller and Sawitzki (1987).
Then, Polonik (1995) extended and investigated it in a very general framework. These
algorithms are based on a quite simple idea: The set Gptq maximizes the functional
HtpBq  PpBq  tµpBq,
on the Borel sets B where P denotes the probability measure induced by f and µ, the
Lebesgue measure. In addition, Ht can be estimated empirically. So, if Gptq is assumed
to belong to a family of sets then it could be reconstructed by maximizing the empirical
version of the previous functional on the family considered. Consequently, unlike the
plug-in approximation, excess mass methods do not need to smooth the sample Xn and,
in addition, they impose geometric restrictions on the estimators.
The last and third methodology is a hybrid of the two previous ones. Just as the
excess mass methods, the hybrid methodology assumes some shape restrictions on the
1.2. MATHEMATICAL TOOLS IN SET ESTIMATION 15
class of sets considered and, like the plug-in methods, it needs to smooth the data set.
Walther (1997) proposed the granulometric smoothing method to reconstruct level sets
Lpτq adapting the Devroye and Wise (1980)’s support estimator for level sets under
rconvexity assumptions.
According to the previous ideas, most of the existing set estimators depend on
smoothing parameters just as the nonparametric functional estimators. As we will see,
some of them could be seen as shape indexes. Because of this, set estimation can be
considered as the geometric counterpart of the classical theory of nonparametric func-
tional estimation, see Simonoff (1996). However, one of the most important differences
is related to the strong geometrical motivation behind set estimation. Since in this the-
ory the target is reconstructing sets, rather than functions, it is natural that distances
between sets, as well as the geometric properties concerning their shapes, play an sig-
nificant role. Next, the specific mathematical tools in set estimation are presented in
the Section 1.2. Concretely, we will define some useful distances in set estimation in
Section 1.2.1 and the geometric shape conditions will be presented in Section 1.2.2. The
rest of this chapter is organized as follows. In Section 1.3 the main results contained
in this thesis are reviewed. Finally, the real and simulation data sets that will be used
in this research work will be presented in Section 1.4.
1.2 Mathematical tools in set estimation
Some distances between sets and several interesting geometric shape conditions will be
introduced in this section. Let Rd be Euclidean space and let } } be the Euclidean
norm. The complement of a set A, its closure, its interior and its boundary are denoted
by Ac, A, IntpAq and BA, respectively. The closed and open balls centered at x and
with radius r ¡ 0 are denoted by Brrxs and Brpxq, respectively.
1.2.1 Distances between sets
In order to evaluate the quality of a set estimator, it is necessary to measure the
distance between the estimator and the theoretical set. The most common distance
between points in Rd is the Euclidean distance but the distance between sets is a
different concept. The sets A and C in Figure 1.3 share a border and it could think
that the distance between them is zero but A and C are quite different. Next, three
distances will be presented on subsets of Rd.
One of the most useful distances in set estimation is the distance in measure. It is
defined on the bounded subsets of Rd which belong to the Borel σalgebra.
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A C
Figure 1.3: A and C have a common border.
Definition 1.2.1. Let A and C be two bounded Borel sets. The distance in measure
between A and C is defined by
dµpA,Cq  µpA△Cq,
where µ denotes the Lebesgue measure and △, the symmetric difference (see Figure
1.4), that is,
A△C  pAzCq Y pCzAq.
More generally, if f denotes a density function in Rd and A and C are two Borel
sets (not necessarily bounded) then it is possible to define the distance
dµf pA,Cq 
»
A△C
f ptq dt.
A C
Figure 1.4: Symmetric difference between A and C in R2.
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Remark 1.2.2. dµ is not a metric. For instance, if B1 and B2 are two bounded Borel
sets such that B1 differs from B2 only by a finite set of points then B1  B2 but
dµpB1, B2q  0.
From an intuitive point of view, dµf pA,Cq represents the probability that an ob-
servation from a random variable with density f belongs only to one of the two sets A
and C. In general, dµf gives more weight in regions where data tends to be denser.
Another alternative for measuring the distance between two sets is provided by the
Hausdorff distance. It is defined over the space of the nonempty compact subsets in a
given metric space. In particular, over the ddimensional Euclidean space, Rd.
Definition 1.2.3. Let A,C  Rd be two sets. The Minkowski addition is defined by
A`C  ta  c : a P A, c P Cu.
The Minkowski subtraction is defined by
Aa C  tx : x  C  Au
where x  C denotes txu ` C. For δ P R,
δA  tδa : a P Au.
Definition 1.2.4. Let A and C be nonempty compact subsets of Rd. The Hausdorff
distance between A and C is defined by
dHpA,Cq  max
"
sup
aPA
dpa,Cq, sup
cPC
dpc,Aq
*
,
where
dpa,Cq  inft}a c} : c P Cu.
Equivalently,
dHpA,Cq  inftε ¡ 0 : A  C `Bεp0q, C  A`Bεp0qu.
Figure 1.5 illustrates the difference between the usual Euclidean distance and the
Hausdorff distance.
Remark 1.2.5. The Hausdorff distance was defined over the collection of nonempty
compact subsets of Rd. It can be proved that dH is a metric, see Section 2.4 in Edgar
(1990) or Section 1.4 in Matheron (1975) for more details.
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b a
C
dpa,Cq
dHptau, Cq
Figure 1.5: Hausdorff distance between tau and C.
Hausdorff distance quantifies the physical proximity between two sets whereas the
distance in measure is useful to quantify their similarity in content. According to the
previous comments, these distances between sets will be used to measure the error of
the estimation when a set is reconstructed from a random sample of points Xn.
1.2.2 Shape conditions
In the most general cases, no geometric conditions are imposed on the theoretical
set that is going to be estimated. However, more sophisticated estimators could be
considered if some additional information is given on it. Next, the family of convex
and rconvex sets and the family of sets that satisfies rolling free conditions will be
presented.
Definition 1.2.6. A set A  Rd is said to be convex if for every pair of points x, y P A
and for all γ P r0, 1s, it is verified that γx  p1 γqy P A.
According to the Definition 1.2.6, in the one-dimensional case, the only convex and
compact sets are the intervals ra, bs with a ¤ b. Figure 1.6 shows two sets in R2. The
first one is convex but the second one is not convex.
Definition 1.2.7. Let A  Rd be a set. The convex hull of A is defined as the inter-
section of all convex sets in Rd containing A. It is denoted by convpAq.
Then, the convex hull of a set A is the smallest convex set containing A. Of course,
if A is convex then A  convpAq. The convexity assumption may be too restrictive
in practice. For example, it is not satisfied for sets with more than one connected
components. A more general geometric condition is the rconvexity with r ¡ 0 that
generalizes the convexity property, see Definition 1.2.8.
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b b
Figure 1.6: Convex set (left). Nonconvex set (right).
Definition 1.2.8. A closed set A  Rd is said to be rconvex for some r ¡ 0 if
A  CrpAq,
where
CrpAq 
£
tBrpxq:BrpxqXAHu
pBrpxqq
c
denotes the rconvex hull of A.
r
A
b
Figure 1.7: The set A is equal to CrpAq. Therefore, A is rconvex.
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According to Figure 1.7, the value of the parameter r is related to the shape of
the set A. Furthermore, the rconvex hull of a set A generalizes in a natural way the
concept of convex hull. The first one is calculated as the intersection of the complements
of open balls with radius r which do not intersect A. The closure of the second one
coincides with the intersection of all closed half spaces containing A.
b
r
A
Figure 1.8: The set A in black is not equal to CrpAq in gray. Therefore, A is not
rconvex.
From a geometric point of view, the rconvex hull is related to the erosion and
dilation operators. It is verified that
CrpAq  pA`Brp0qq aBrp0q,
where ` and a denotes the Minkowski operators, see Definition 1.2.3. Figure 1.9 shows
the process of dilation and erosion for a set A  R2.
Many interesting properties are satisfied by the rconvex hull. For instance, CrpAq 
CrpAq for all r ¤ r
, compare Figures 1.7 and 1.8. In addition, it is easy to prove that
if a set A is closed and convex then it will be rconvex for all r ¡ 0. The reciprocal
property will be also satisfied if the interior of the convex hull of A is not empty, see
Walther (1999). Figure 1.10 shows these relationships for three interesting examples.
Walther (1997) studied the relationship between the rconvexity, the Serra’s regular
model and the free rolling condition. In Definition 1.2.9 the Serra’s model is defined.
For more details about Serra’s regular model, see Serra (1984).
Definition 1.2.9. Serra’s regular model is the class of compact sets A that are mor-
phologically open and closed with respect to the compact ball Brr0s of radius r for some
r ¡ 0, that is,
A  pAaBrr0sq `Brr0s  pA`Brr0sq aBrr0s.
1.2. MATHEMATICAL TOOLS IN SET ESTIMATION 21
A A`B1p0q AaB1p0q
Figure 1.9: Dilation and erosion for a set A  R2.
r
A2 A3A1
Figure 1.10: A1 is convex and, so, rconvex for all r ¡ 0. A2 is not convex but it is
rconvex. A3 is not convex and it is not rconvex, for all r ¡ 0.
Next, the free rolling condition and some interesting comments about it are intro-
duced. It can be seen as a sort of geometric smoothness statement. For a detailed
discussion of these issues, see Walther (1997, 1999).
Definition 1.2.10. Let A  Rd be a closed set and r ¡ 0. A ball of radius r is said
to roll freely in A if for each boundary point b P BA there exists x P Rd such that
b P Brrxs  A.
Figure 1.11 shows two sets verifying the free rolling property.
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b
r
b
r
A A
Figure 1.11: A ball of radius r rolls freely in A  R2.
The relationship between these three geometric families of sets can be found in
Theorem 1.2.11. Indeed, Walther (1997) provided a generalization of the Blaschke’s
Rolling Theorem that gives an exact geometric characterization of Serra’s regular model
in terms of rconvexity, free rolling conditions or smoothing restrictions for boundaries.
Theorem 1.2.11. (Walther, 1997) Let A  H be a compact subset of Rd and α0 ¡ 0.
Then the following are equivalent:
1. pA` lB1r0sq aA  A with l P r0, α0q and pAa lB1r0sq `A  A with l P r0, α0q.
2. A and Ac are α0convex and intpAiq  H for each path-connected component
Ai  A.
3. A ball of radius l rolls freely inside each path-connected component of A and Ac
for all 0 ¤ l ¤ α0.
4. BA is pd  1qdimensional submanifold in Rd with the outward pointing unit
normal vector ηpsq at s P BA satisfying the Lipschitz condition
}ηpsq  ηptq} ¤
1
α0
}s t} for all s, t P BA.
Moreover, for some α0 ¡ 0 the preceding is equivalent to:
5. A belongs to Serra’s regular model.
Figures 1.12 and 1.13 show a rconvex set which does not belong to Serra’s regular
model. Similarly, Figure 1.14 shows a set which belongs to Serra’s regular model.
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Ñ
Ñ
Figure 1.12: A  R2 (left). A`Brr0s (center). pA`Brr0sq aBrr0s (right).
Ñ
Ñ
Figure 1.13: A  R2 (left). AaBrr0s (center). pAaBrr0sq `Brr0s (right).
Ñ
Ñ
Figure 1.14: A  R2 (left). A`Brr0s (right).
According to Section 1.1, many methods for reconstructing density level sets or
supports assume geometric restrictions on the shape of the set to be estimated. So, the
geometric properties defined in this section will be really used in this work.
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1.3 A brief overview of the main results
The aim of this section is to summarize the main results achieved in this research. Our
interest has been focused on the support and density level set data-driven estimation.
This problem is not an easy task because the performance of the estimator depends
on the geometric assumptions made on the shape of the set to be estimated. Two new
algorithms will be proposed to estimate rconvex supports and density level sets.
In Chapter 2, the existing data-driven algorithms in literature for estimating the
support and density level sets will be reviewed. It will be showed that in both estima-
tion theories, the estimators typically depend on a sequence of smoothing parameters.
Therefore, the theoretical results will make special emphasis on asymptotic properties,
especially consistency and convergence rates. Chapter 2 is organized as follows. The
literature about support estimation will be presented in Section 2.1. First, the general
case, when no geometric assumptions are made on the shape of the support is con-
sidered. Then, the reconstruction of convex and rconvex supports is studied. They
could be estimated as the convex and rconvex hulls of sample points, respectively. In
that point, it is motivated the need to estimate first the smoothing parameter r if re-
constructing rconvex supports in a data-driven way is the goal. The main theoretical
results about level set estimation will be presented in Section 2.2 by describing in depth
the three methodologies for reconstructing density level sets. In particular, the hybrid
method proposed by Walther (1997) adapts a specific support estimator to the context
of level sets. Two new proposals will be presented in this work for reconstructing con-
vex and rconvex density level sets. These two new hybrid algorithms are adaptations
of two support estimators too. Just as it has been discussed for the support, it will be
show that the estimation of r will be necessary to reconstruct r-convex density level sets
in an automatic way. One interesting open question concerns the practical performance
of the methods of these three groups of methodologies. Their practical behaviour is
compared through an extensive simulation study. We focus on the one-dimensional
setting so as to include some methods that do not have multidimensional counterparts.
The results are presented in Section 2.3. First, the most competitive algorithms of
each methodology are identified. Plug-in methods will be compared in Section 2.3.1.
Excess mass algorithms will be studied in Section 2.3.2 and hybrid methodology in
Section 2.3.3. A final comparison of the most competitive methods in each group is
showed in Section 2.3.4. Chapter 2 closes with some general and useful conclusions for
practitioners elaborated from the obtained simulation results in Section 2.3.5.
Chapter 3 focuses on the data-driven reconstruction of rconvex supports. Ac-
cording to the previous comments, the estimation of the parameter r is necessary. This
problem was first considered by Mandal and Murthy (1997) in the literature. A new
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automatic algorithm will be proposed for selecting it from the data under the hypothe-
sis that the sample is uniformly generated. Chapter 3 is organized as follows. The need
of estimating of the smoothing parameter r is motivated again in Section 3.1. Some
graphical tools for selecting r are presented. They can be useful in a first approxima-
tion. As it has been told before, it is necessary to determine the optimal value of r to
be estimated. This definition is given in Section 3.2. The estimator for this parameter
will be presented in Section 3.3 and its consistency will be proved too. The resulting
automatic support estimator obtained from this smoothing parameter is presented in
Section 3.4. It is shown that the estimator proposed is able to achieve the same con-
vergence rates as the convex hull for estimating convex sets but under a much more
flexible smoothness condition. The numerical and computational aspects to estimate
the smoothing parameter are detailed in Section 3.5. This chapter closes with a brief
simulation study and a real data example. In Section 3.6, the behaviors of our new
proposal and the Mandal and Murthy’s method are compared through a simulation
study. Finally, a real example is considered. It is tested if the Aral Sea has lost water
in the last years in Section 3.7.
Once the good behavior of our hybrid method for estimating rconvex density level
sets, with fixed r, was checked in Section 2.3, the need of estimating the parameter r
appears again. In Chapter 4, a new data-driven algorithm to estimate it will be pro-
posed. As far as we know, this problem is considered by first time in this research
work. Chapter 4 is organized as follows. The problem is introduced for level sets Gptq
defined in (1.1) in Section 4.1. In Section 4.2, the optimal value of r to be estimated
is established. An estimator for it is defined in Section 4.3. Its consistency is proved
in Section 4.4. As consequence, an automatic and consistent level set estimator can
be calculated from the smoothing parameter estimator. This estimator is presented in
Section 4.5 and its convergence rates are obtained too. The numerical and computa-
tional questions to estimate the optimal parameter are exposed in Section 4.6. Finally,
a real data set will be analyzed in Section 4.7. The distribution of 233 cases of diag-
nosed chronic granulocytic leukemia and 988 controls on the North West of England is
considered. It is interesting to know if the clusters of these two data sets are similar in
order to detect the areas where the incidence of the illness is higher.
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1.4 Data sets and models
In order to introduce the problems of support and density level set estimation have
been considered two real data sets in Section 1.1. In addition and according to Section
1.3, the results of two simulations studies are showed in Chapters 2 and 3. Next, these
real data sets and the models considered for simulations are presented.
1.4.1 Real data sets
The Aral Sea and the locations of cases of diagnosed leukaemia and controls in the
North West of England will be used in the rest of this research work. Next, these two
real data sets will be presented. For the first one, the procedure of generating uniform
samples on some water regions of the Aral Sea in 2000 and 2011 will be explained. The
second data set will be described in depth. The geographical locations of these two
data sets are showed in Figure 1.15.
Figure 1.15: Geographical locations of Aral sea and the North West of England, see
red rectangles in Asia and Europe, respectively.
Support estimation and Aral Sea. Aral Sea was once the fourth largest lakes
in the world. However, water withdrawals for irrigation have devastated the Aral Sea
revealing a geology of irregular cliffs. Jime´nez and Yukich (2011) analyzed a complex
waterfront of the Aral Sea for estimating surface integrals related to mean and standard
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deviation of their height. A series of images from the Moderate Resolution Imaging
Spectroradiometer on NASA’s Terra satellite documents the changes in the water level
of the Aral Sea. At the start of this series in 2000, the lake was already a fraction
of its 1960 extent. The Northern Aral Sea had separated from the Southern Aral Sea
and this part had split into eastern and western lobes that remained tenuously con-
nected at both ends. In the rest of this work, we will consider the last one. Figure
1.16 (left) shows the Southern Aral Sea in 2011. The region of our interest is the area
corresponding to the western lobe. It is delimited with red color.
Figure 1.16: Aral sea in 2011 (left). Areal sea’s region of interest in 2000 and in 2011,
respectively (center). Fisher linear discriminant (right).
Specifically, the study is focused on the photographs in Figure 1.16 (center). They
are available on the website of the Earth Observatory, NASA. These two photographs
show the Aral Sea in 2011 and 2000 and they will used to generate uniform random
samples on these two water areas. Some steps are necessaries to do it:
1. Image digitizing. The two jpg files of the original color images in Figure 1.16
(center) have been digitized in an array of 1116  659 pixels. The information
stored in every pixel consists of a vector px1, x2, x3q indicating the level of primary
colors at that point. To build photos in Figure 1.16 (center), the pixels from 540
to 725 and from 59 to 385 in the original images to determinate the red rectangle
have been selected.
2. Image identification and cleaning. The images of interest in Figure 1.16 (center)
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must be treated in order to clearly decide the precise shape of the water area. The
problem is to decide whether or not a pixel in the picture corresponds to water
area. Fisher linear discriminant function was used by basing only on the color
coordinates of every point. To put this in more precise terms, two large samples
of pixels have been taken in the water and in the land area. Then the classical
linear discrimination method was applied to classify the remaining points. The
error rate was not appreciable. The result of this automatic discrimination-based
treatment is shown in Figure 1.16 (right) where the water area has been colored
in black.
From the previous discrimination method, it is possible to generate many uniform
samples of size n, in particular, on the two water regions in Figure 1.16 (center) or, in
general, on any one.
Density level set estimation for leukaemia data in the North West of Eng-
land. As has been introduced in Section 1.1, spatial clustering of rare diseases has
grown in recent years, in part prompted by increasing concerns over possible links be-
tween disease and sources of environmental pollution. See for instance, Besag and
Newell (1991) or Diggle (2013). In this work, the particular case of the North West of
England will be analyzed. It is one of the most important industrial and commercial
regions of the United Kingdom with a diverse range of heavy and light engineering.
The health of the people in this region of England is poor in comparison with other
regions in both the United Kingdom and parts of Europe. The North West is currently
tackling significant health challenges such as cancer, teenage pregnancies, heart disease,
obesity, social inequity within the region and the affects of excessive drinking.
The North West of England has five distinctive sub-regions, Cheshire, Merseyside,
Cumbria, Lancashire and Greater Manchester. The data set that will be studied in
this work derives from the study that provided the data in Henderson et al. (2002).
It contains 1221 pairs of points in Lancashire and Greater Manchester. Concretely, it
contains the residential coordinates for the 233 cases of diagnosed chronic granulocytic
leukemia registered between 1982 up to 1998 (inclusive), together with 988 controls.
For the selection of controls, population counts in each of the 8131 census enumeration
districts that make up the study-region, stratified by age and sex, were extracted from
the 1991 census. The counts were then used to obtain a stratified random sample of two
controls per case with coordinates given by their corresponding centroid coordinates
(slightly jittered to avoid coincident points). In Figure 1.17, the contour of Lancashire
and Greater Manchester and the samples of cases and controls are showed. It is very
interesting problem to examine whether the distribution of this kind of cancer mirrored
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Lancashire
Greater
Manchester
Figure 1.17: Sub-regions of Lancashire and Greater Manchester on the North West
of England (left), distribution of 233 cases of diagnosed leukaemia (center) and 988
controls on Lancashire and Greater Manchester (right) in the North West of England.
that of the population as a whole or whether there was evidence, as implied by concerned
local residents, of clustering. This data set is available on the website of Prof. Peter J.
Diggle, Lancaster University. We would like to thank him for the helpful explanatory
provided on it.
1.4.2 Models for simulations
According to Section 1.3, the results of two simulations studies are presented in this
work. First, existing methods for estimating level sets in dimension 1 will be compared
in order to determinate which one is more competitive. A set of 18 one-dimensional
densities will be used as test models. On the other hand, a new data-driven algorithm
for estimating the parameter r for rconvex supports in general dimension d is pro-
posed. In this case, three two-dimensional sets or supports which are rconvex will be
proposed as models for the simulation results.
Densities for comparing methods of level set estimation. The set of 18 densities
which will be considered includes the models proposed by Marron and Wand (1992) and
three more characteristic densities, see Figure 1.18. They will be denoted by numbers
between 1 and 18. The Marron and Wand’s density functions goes from model number
1 until model 15. The models 16, 17 and 18 correspond to the marronite, caliper and
matterhorn densities proposed in Berlinet and Devroye (1994).
The set of 18 densities considered is wide enough to analyze in depth the behavior
of the algorithms to reconstructing level sets. Marron and Wand’s densities include
densities with different number and kind of modes with interesting properties. The
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Supports for estimating the parameter r under rconvexity assumption.
Three support models in r0, 1s2  R2 with similar volumes will be used for analyzing
the behavior of the new method to estimate the parameter r ¡ 0. The first one is a
circular ring and the other two models are two letters, C and S. In Figure 1.19, they
are represented by including the representation on the horizontal and vertical axis to
show the scale of these three sets. In addition, the biggest ball which rolls freely outside
the set is represented.
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Figure 1.19: Support models in R2 for simulations. S 
B0.35rp0.5, 0.5qszB0.15pp0.5, 0.5qq (first column), S  C (second column) and S  S
(third column).
According to the Definition 1.2.8, these three sets are r convex for different values
of r. For the first one, S  B0.35rp0.5, 0.5qszB0.15pp0.5, 0.5qq, r ¤ 0.15. For the sec-
ond one, S  C, r ¤ 0.2. The last one set S  S is rconvex for r ¤ 0.0353. Note that
CrpSq and S could be very different. In particular, if S  B0.35rp0.5, 0.5qszB0.15pp0.5, 0.5qq
and r ¡ 0.15 then CrpSq  B0.35rp0.5, 0.5qs overestimates S considerably. On the other
hand, we can observe that the boundary of S is not as regular as the boundaries of the
other two models.

Chapter 2
A revision on the existing
data-driven methods for set
estimation
Once distances between sets and some geometric properties of interest have been defined
in Section 1.2, it is possible to review the literature on set estimation. According to
the previous ideas, set estimation is the geometric counterpart of the classical theory of
nonparametric functional estimation. In both theories the estimators typically depend
on a sequence of smoothing parameters, the theoretical results make special emphasis
on asymptotic properties, especially consistency and convergence rates.
This chapter is organized as follows. A brief outline of the classical support es-
timators available in the literature and their properties is given in Section 2.1. The
most general case, when no assumption is made on the shape of the set S, will be first
considered. Then, support estimation problem under the convexity and rconvexity
assumptions is analyzed. In Section 2.2, the main theoretical results in literature about
reconstructing density level sets are considered. In addition, the data-driven methods
to estimate density level sets will be described in depth. Their behavior will be analyzed
through an extensive simulation study and some useful conclusions for practitioners will
be extracted in Section 2.3.
Two publications arising from the work compiled in this chapter, see Saavedra-Nieves
et al. (2014) and Saavedra-Nieves et al. (Under second review).
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2.1 Support estimation
According to the previous notation, Xn  tX1, ...,Xnu denotes a random sample of i.i.d.
observations from a random vector X with absolutely continuous probability distribu-
tion PX . One of the goals of this research work is to reconstruct in a data-driven way
the support S. The most general case, when no assumptions are made on the shape of
S, will be discussed. The problem changes substantially if some additional information
on the support is a priori known. More sophisticated estimators can be considered in
this case. Convexity and more flexible shape restrictions, such as rconvexity, will be
taken into account.
2.1.1 The general case
As has been stated in Section 1.1, the support estimation problem is established as
the problem of estimating the compact and nonempty support S  Rd of an absolutely
continuous random vector X from independent and identically distributed observations,
Xn  tX1, ...,Xnu, taken in it. The main problem is to reconstruct the set by using
the available information.
In the most general case, no assumptions are made on the shape of S. Then, sample
points Xn are the only source information and Xn is an dHconsistent estimator. That
is, with probability one, dHpS,Xnq Ñ 0 (it is understood that the limit as n Ñ 8 is
taken). However, with probability one, dµpS,Xnq  µpS△Xnq  µpSzXnq  µpSq ¡ 0
since that Xn is a finite size set.
Chevalier (1976) and Devroye and Wise (1980) proposed a more general estimator.
They considered a smoothing version of the sample points, Xn. Specifically,
Sn 
n
¤
i1
BǫnrXis, (2.1)
where, remember, BǫnrXis denotes the closed ball with center Xi and radius ǫn which
is assumed that depends only on n.
Figure 2.1 shows the behavior of the estimator for different values of ǫn for the same
random sample considered at the beginning of this work, see Figure 1.1. If it is too
small then the estimator could be split, see Figure 2.1 (left). However, S  Sn for high
values of ǫn, see (right). Devroye and Wise (1980) proved the dµconsistent of this
estimator in probability and almost surely. If ǫn Ñ 0 and nǫ
d
n Ñ8 then dHpSn, Sq Ñ 0
in probability. The assumptions on ǫn are identical to those imposed on the bandwidth
parameter in nonparametric density estimation, to ensure the consistency. In addition,
Devroye and Wise (1980) centered in a concrete testing problem regarding the detection
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Figure 2.1: Devroye and Wise’s estimator for ǫn  5 (left), ǫn  10 (center) and ǫn  40
(red) and X2000 (black) (right).
of the abnormal behavior of a system. Roughly, a machine is observed in normal
operation through the sequence of independent observations Xn  tX1, ...,Xnu drawn
from the density f , and the complement Sc is considered as a danger area. Given
a new and unique observation Xn 1 with density g (possibly different from f), one
has to decide whether or not the system behaves abnormally, in the sense that the
distribution of Xn 1 is different from f . A natural testing strategy then consists in
rejecting the null hypothesis ifXn 1 does not belong to Sn. In this context, the distance
dµf pS, Snq has clear interpretation in terms of error of the first kind (or false alarm
probability). See Definition 1.2.1 to remember the definition of this distance. Moreover,
Korostele¨v and Tsybakov (1993) obtained the convergence rates of the estimator defined
in (2.1) under some piecewise Lipschitz conditions for the boundaries of S. Cuevas and
Rodr´ıguez-Casal (2004) focused on the estimation of BS with respect to the Hausdorff
metric whereas the almost sure dHconsistency of Sn can be straightforwardly obtained
under the assumption that ǫn Ñ 0, consistency results for dHpBS, BSnq Ñ 0 are not
immediate. If ǫn Ñ 0 almost surely together with S  Sn then BSn is an almost
sure dHconsistent estimator of BS. Another alternative to ensure the almost sure
dHconsistency of the boundary is by assuming certain shape restriction on S. In this
context, it is natural to select ǫn such that the estimator ǫn fulfills the same shape
restriction as S. Ba´ıllo et al. (2000) examined the properties of the detection method
proposed by Devroye and Wise (1980) and they obtained the convergence rate for the
probability of false alarm. In addition, they show that the parameter ǫn can be used
to incorporate some prior information on the shape of S. Ba´ıllo and Cuevas (2001)
assumed that S was star-shaped and they incorporated this additional information to
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the Devroye and Wise’s estimator selecting the smallest value of ǫn such that Sn is
also star-shaped. A method of choosing ǫn from the sample was proposed by taken
into account this idea. Almost sure dHconsistenty was proved for the estimator of
the boundary, BSn. Biau et al. (2008) used the Devroye and Wise’s estimator to
reconstruct the support of a density function f . In this case, they calculated the exact
convergence rates using a general distance dg as a criterion of accuracy where g is again
a density function. Under some mild analytic conditions on f and g, there exists an
explicit non-negative constant c such that
a
nǫdnEpdgpSn, Sqq Ñ c as nÑ 8, provided
nǫdn Ñ8 and nǫ
d 2
n Ñ 0.
2.1.2 The convex case
More sophisticated estimators can be used if some additional information on the set
is a priori given. Korostele¨v and Tsybakov (1993) refers to Geffroy (1964), Re´nyi and
Sulanke (1963), and Re´nyi and Sulanke (1964) as the first works on support estimation.
Re´nyi and Sulanke (1963) and Re´nyi and Sulanke (1964) studied the case when S  R2
is a convex support. They proposed a natural estimator, the convex hull of the sample
points,
Hn  convpXnq.
This is just the intersection of all convex sets including Xn. In addition, the estimator
fulfills the convexity shape restriction assumed on S. Figure 2.2 shows the convex hull
for the same sample points considered previously, see Section 1.1.
Figure 2.2: X2000 on the Aral Sea (left). Convex hull of X2000 (right).
Korostele¨v and Tsybakov (1993) proved that Hn is the maximum likelihood esti-
mator in the family of all closed convex sets. Du¨mbgen and Walther (1996) studied
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how closely is S approximated by the convex hull Hn of the sample points. The prox-
imity between the set and the convex hull is studied in terms of the Hausdorff distance
in an arbitrary dimension d. It is proved that dHpS,Hnq  Opplog n{nq
1{d
q almost
surely. Furthermore, if BS is the boundary is under the conditions of Theorem 1.2.11,
dHpS,Hnq is of order plog n{nq
2{pd 1q.
There are some papers literature which studied some geometric characteristics of
Hn such as the number of vertices, the number of facets, the volume or the surface area.
Bra¨ker and Hsing (1998) studied the asymptotic behaviour of the expected area and
perimeter of Hn in the bidimensional case under more general conditions than those
considered by Re´nyi and Sulanke (1963) and Re´nyi and Sulanke (1964). See Schneider
(1988) for an extensive review of classical references in this line or Reitzner (2003) for
more results.
2.1.3 A more flexible geometric condition
In practise, the convexity assumption may be too restrictive. Of course, the convex
hull of the sample could be not the best option when S is not convex, see Figure 2.2
(right).
According to the ideas in Section 2.1.2, if it is assumed that S is rconvex then
the natural estimator for the support S is the rconvex hull,
Sn  CrpXnq. (2.2)
The estimator defined in (2.2) was first studied by Rodr´ıguez-Casal (2007) under the
shape restriction that the set S belongs to Serra’s regular model. If S is rconvex,
dHpS,CrpXnqq  O
 
plog n{nq1{d

almost surely, see Rodr´ıguez-Casal (2007). Note
that, although the family of rconvex sets is much wider than the family of convex
sets, the convergence rates of dHpCrpXnq, Sq and dHpHn, Sq are of the same order, see
Du¨mbgen and Walther (1996). However, if S belongs to Serra’s regular model then
dHpS,CrpXnqq  O
 
plog n{nq2{pd 1q

almost surely. The same convergence rates are
obtained for dHpBS, BCrpXnqq and dµpS,CrpXnqq. Again, the order of convergence of
dHpCrpXnq, Sq is equal to that obtained for dHpHn, Sq when S is convex and satisfies
the smoothness conditions of Theorem 1.2.11.
Although this estimator is well known in the computational geometry since Edels-
brunner et al. (1983) introduced an efficient algorithm to construct the rconvex hull
of a bidimensional set of points and the rconvexity is a shape restriction more flexible
than convexity, the estimator proposed in (2.2) has a big limitation. In practise, S
is unknown and, as consequence, r too. Walther (1999) studied the influence of this
smoothing parameter and he proved that, under some restrictions on a set A, CrpAq
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tends to the closure of A if r tends to zero. However, if r tends to infinity then CrpAq
will tend to the convex hull of A. Mandal and Murthy (1997) proposed a new method
to estimate r from the sample points Xn by using the concept of minimum spanning
tree. However, this method is only valid for the bidimensional case.
Figure 2.3: C10pX2000q (left). C40pX2000q (center). C100pX2000q (right) is almost equal
to the convex hull of X2000.
Figure 2.3 shows the influence of r by using our well-known sample of size n  2000
on the Aral Sea, see Section 1.1. If r is closed enough to zero then CrpXnq coincides
practically with the sample points or it is a very split estimator. However, if high
values of r are considered then CrpXnq is almost equal to the convex hull of sample
points. In addition, land areas will be contained in CrpXnq if r is too large. In this
case, it is possible to find a big gap or spacing in the estimator which does not contain
any sample point. Janson (1987) calibrated the size of the maximal spacings when the
sample distribution is uniform. So, under uniformity restrictions, if a big enough gap
can be found in CrpXnq then the chosen value of r will be too large and we should
choose another smaller one. These are the basic ideas for the new automatic method
which will be proposed in Chapter 3.
2.2 Density level set estimation
Density level sets play a crucial role in various scientific fields, and their estimation
has received considerably interest in literature. Since Hartigan (1975) introduced a
notion of populational cluster as the connected components of density level sets, many
interesting applications have appeared. For more on this approach to clustering, see
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for instance, Stuetzle and Nugent (2010). The idea behind the concept of cluster is
quite related to the notion of mode and, in fact, some clustering algorithms are based
on the estimation of modes, see Cuevas at al. (2000). An interesting application of this
clustering approach to astronomical sky surveys was proposed by Jang (2006). Klemela¨
(2004, 2006) applied a similar point of view to develop methods for visualizing multi-
variate density estimates. Goldenshluger and Zeevi (2004) used level set estimation in
the context of the Hough transform, which is a well-known computer vision algorithm.
Some problems in flow cytometry involve the statistical problem of reconstructing a
level set for the difference of two probability densities, see Roederer and Hardy (2001).
In addition, interesting applications include detection of mine fields based on arial ob-
servations, the analysis of seismic data, as well as certain issues in image segmentation,
see Huo and Lu (2004). Anomaly or novelty detection is another important application
of level set estimation, see Gardner et al. (2006) or Markou and Singh (2003) for a
review. An outlier can be defined as the observation that belongs to the set tf   fτu.
In other words, the outlier does not belong to the effective support determined by the
level set Lpτq. This approach follows the lines of the nonparametric set-based proposal
in Devroye and Wise (1980) to decide if a manufacturing process is out of control. For
quality control schemes see also Ba´ıllo at al. (2000) or Ba´ıllo and Cuevas (2006).
The broad scope of level set estimation clearly motivates the need to study in
depth the practical performance of the existing methods. In general and according to
the Section 1.1, the problem has been approached in the literature using three differ-
ent nonparametric methodologies: Plug-in methods, excess mass methods and hybrid
methods (for a Bayesian alternative, see Gayraud and Rousseau, 2005). The existing
data-driven methods for each methodology will be reviewed separately in Sections 2.2.1,
2.2.2 and 2.2.3, respectively. By using the same notation, Xn  tX1, ...,Xnu denotes a
random sample of i.i.d. observations from an absolutely continuous random vector X
with density function f .
2.2.1 Plug-in methodology
The simplest option to estimate level sets is the so-called plug-in methodology. It is
based on replacing the unknown density f by a suitable nonparametric estimator fn
in (1.2), usually the kernel one. See definition of the kernel density estimator in (1.4).
Therefore, this group of methods proposes
Lˆpτq  tx P Rd : fnpxq ¥ fˆτu, (2.3)
as an estimator, where fˆτ estimates fτ as follows:
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1. Through numerical integration methods by solving the equation
»
tfn¥tu
fnpxqdx  1 τ
in t. This algorithm is consistent with the plug-in philosophy, as fˆτ is the corre-
sponding threshold if f is replaced by fn. However, this may be inefficient from
a computational point of view. For consistency results, see Cadre (2006).
2. Hyndman (1996) proposed a method for estimating fτ by calculating the quantile
τ of the empirical distribution of fnpX1q, ..., fnpXnq. The computational cost of
this approach is lower than that of the previous method. In addition, it can be
a useful method for general dimension. For consistency results, see Cadre et al.
(2009).
The plug-in methodology is the most common approach, and has received con-
siderable attention in the literature, e.g., Tsybakov (1997), Ba´ıllo (2003), Mason and
Polonik (2009), Rigollet and Vert (2009) or Mammen and Polonik (2013). However,
it presents two important problems. On one hand, the estimator proposed in (2.3)
is not useful if some geometric conditions are assumed a priori on the shape of Lpτq
since it is not clear how to include them on the shape of the estimator. On the other
hand, its performance is heavily dependent on the choice of the bandwidth matrix H
for calculating fn. In particular and for the one-dimensional case, H is a positive real
number or, equivalently, H  h2 where h denotes a positive real number called band-
width parameter. If high values of h are chosen, an oversmoothing effect in the kernel
estimator is obtained. However, too small values of it produce the opposite effect, see
Wand and Jones (1995).
Most of the selection criteria for the smoothing parameter were designed to recon-
struct the density function f . However, here, the goal is to reconstruct density level
sets. At this point, three quite important questions must be made: Is a good bandwidth
for estimating f the best alternative to reconstruct Lpτq? Is the smoothing parameter
influential for estimating Lpτq? Does it play the same important role than in density
estimation? In what follows, we will consider only the one-dimensional case.
Two standard bandwidths for density estimation have been taken as reference in
order to give an answer for the first question. The first one, hISE, has been obtained
by minimizing for a given sample the Integrated Squared Error
ISEphq 
»
pfnptq  f ptqq
2 dt.
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The second one, hµf , has been obtained by minimizing for the given sample
dµf pLpτq, Lˆpτqq 
»
Lpτq△Lˆpτq
f ptq dt.
The smoothing parameter hISE minimizes the difference between f and fn. How-
ever, hµf is focused on the reconstruction of Lpτq. In addition, it gives more weight to
those regions in which sample points tend to be denser.
Figures 2.4, 2.5, 2.6 and 2.7 contain the boxplots and scatter plots for 1000 values of
hISE and hµf . They have been calculated by generating 1000 samples of size n  1600
and different values of τ for the model densities 1, 4, 8 y 10, see Section 1.4.2. The two
smoothing parameters present completely different behaviors, see Figures 2.4 or 2.5 for
models 1 and 4, respectively. On the other hand, as expected, the bandwidth hµf is
strongly sensitive to the value of the parameter τ that determinates the threshold of
the level set.
Figure 2.8 represents the different values of τ on the horizontal axis and the quotients
hµf
hISE
for a fixed sample of size n  1600 generated from the same previous models on
the vertical axis. As it can be seen, these quotients can almost take any value, even for
a fixed sample.
The effect of the bandwidth parameter in density level set estimation is studied
graphically for different values of τ in order to give an answer for the second and third
questions, see Figures 2.9, 2.10, 2.11 and 2.12. The first of the 1000 samples considered
previously for each density model has been fixed. The set where f takes values is
represented on the horizontal axis. The plug-in estimator has been calculated for the
sequence of values of bandwidth parameters on the vertical axis. These estimators have
been represented with gray color. The theoretical density level set is delimited with
vertical dotted lines.
Important differences can be observed if the smoothing parameters hµf and hISE
are compared. In general, the last one provides clearly worse estimations. For instance,
see model 1 in Figure 2.9 when τ  0.8, model 4 in Figure 2.10 when τ  0.2, model
8 in Figure 2.11 specially when τ  0.5 or model 10 in Figure 2.12 when τ  0.8. In
some of these cases, the number of the connected components for the theoretical level
set is overestimated.
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Figure 2.4: In the first column, the level sets for the model 1 are represented for τ  0.2
(first row), τ  0.5 (second row) and τ  0.8 (third row). In the second column, the
boxplots for hISE (left) and hµf (right) are showed. In the third column, the scatter
plot with hISE on the horizontal axis and hµf on the vertical one.
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Figure 2.5: In the first column, the level sets for the model 4 are represented for τ  0.2
(first row), τ  0.5 (second row) and τ  0.8 (third row). In the second column, the
boxplots for hISE (left) and hµf (right) are showed. In the third column, the scatter
plot with hISE on the horizontal axis and hµf on the vertical one.
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Figure 2.6: In the first column, the level sets for the model 8 are represented for τ  0.2
(first row), τ  0.5 (second row) and τ  0.8 (third row). In the second column, the
boxplots for hISE (left) and hµf (right) are showed. In the third column, the scatter
plot with hISE on the horizontal axis and hµf on the vertical one.
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Figure 2.7: In the first column, the level sets for the model 10 are represented for
τ  0.2 (first row), τ  0.5 (second row) and τ  0.8 (third row). In the second
column, the boxplots for hISE (left) and hµf (right) are showed. In the third column,
the scatter plot with hISE on the horizontal axis and hµf on the vertical one.
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Figure 2.8: In the first column, models 1 (first row), 4 (second row), 8 (third row) y 10
(fourth row) are showed. In the second column, different values of τ are represented on
the horizontal axis and
hµf
hISE
, on the vertical one for each of considered densities and a
given sample.
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Figure 2.9: In the first column, level sets for model 1 are showed for τ  0.2 (first row),
τ  0.5 (second row) and τ  0.8 (third row). In the second column, the theoretical
level set is delimited with dotted lines and different values of the bandwidth parameter
are represented on the vertical axis including hISE and hµf . For this sequence of values,
the plug-in estimator has been calculated and represented with gray color.
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Figure 2.10: In the first column, level sets for model 4 are showed for τ  0.2 (first row),
τ  0.5 (second row) and τ  0.8 (third row). In the second column, the theoretical
level set is delimited with dotted lines and different values of the bandwidth parameter
are represented on the vertical axis including hISE and hµf . For this sequence of values,
the plug-in estimator has been calculated and represented with gray color.
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Figure 2.11: In the first column, level sets for model 8 are showed for τ  0.2 (first row),
τ  0.5 (second row) and τ  0.8 (third row). In the second column, the theoretical
level set is delimited with dotted lines and different values of the bandwidth parameter
are represented on the vertical axis including hISE and hµf . For this sequence of values,
the plug-in estimator has been calculated and represented with gray color.
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Figure 2.12: In the first column, level sets for model 10 are showed for τ  0.2 (first
row), τ  0.5 (second row) and τ  0.8 (third row). In the second column, the
theoretical level set is delimited with dotted lines and different values of the bandwidth
parameter are represented on the vertical axis including hISE and hµf . For this sequence
of values, the plug-in estimator has been calculated and represented with gray color.
2.2. DENSITY LEVEL SET ESTIMATION 51
Next, the specific data-driven plug-in methods for density level set estimation will
be presented in detail. Of course, selectors designed for estimating density functions
such as cross validation or Sheather and Jones could be also considered, see Bowman
(1984) and Sheather and Jones (1991), respectively.
2.2.1.1 Ba´ıllo and Cuevas’ method
Ba´ıllo and Cuevas (2006) used quality control ideas for estimating level sets. In this
context, Lpτq can be seen as a population tolerance region. Let us assume that a ma-
chine working in normal operation produces a sequence of independent observations
Xn drawn from the density f . For example, Xi could be a value for a certain quality
characteristic of a manufactured product. If the process starts to run out of control, the
distribution of the samples will change. The aim is to detect a real change in this dis-
tribution as soon as possible, subject to the bound τ P p0, 1q on the rate of false alarms.
The key idea is that, if there is no change in the distribution for a new observation,
it is most likely to be within the tolerance limits of the region Lpτq. In practice, we
may determine that the n  1 observation is a change-point in the distribution of the
process, that is, a new observation Xn 1 does not follow the distribution of Xn if Xn 1
does not belong to the plug-in estimator of Lpτq. Hence, choosing a good smoothing
parameter to reconstruct a level set in the context of quality control is an interesting
problem. Ba´ıllo and Cuevas (2006) proposed a bandwidth selector by minimizing (over
a 51point equally spaced grid with center hSJ and width 1.2hSJ where hSJ denotes
the classical selector by Sheather and Jones, 1991 for the one-dimensional case) a cross
validation estimate of
|Pfnphq  τ | where Pfnphq 
»
tfn fˆτ u
f
denotes the probability of false alarm and fˆτ , a estimator of fτ . Specifically, Pfnphq is
approximated by
PCV phq 
1
n
n¸
i1
I
tfn,ipXiq fˆτ,iu
,
where fn,i denotes the kernel estimator with bandwidth h, constructed from
X1, ...,Xi1,Xi 1, ...,Xn and fˆτ,i verifies
»
tfn,i¥fˆτ,iu
fn,i  1 τ.
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2.2.1.2 Samworth and Wand’s method
Samworth and Wand (2010) proposed a new automatic rule to select the smoothing
parameter in the one-dimensional case for the plug-in estimation of density level sets
Lpτq. Their proposal is based on a uniform-in-bandwidth asymptotic approximation of
the specific set estimation risk function, Etdµf pLpτq, Lˆpτqqu, derived under the following
regularity conditions:
SW1. f is uniformly continuous on R. There exist finitely many points x1   ...   x2r
such that
f pxjq  fτ
for j  1, 2, ..., 2r and moreover there exists δ ¡ 0 such that f is twice continuously
differentiable in
Y
r
j1rx2j1  δ, x2j   δs
with f
1
px2j1q ¡ 0 and f
1
px2jq   0 for j  1, ..., r.
SW2. Let h  hn
 and h   hn
  be nonnegative sequences such that h ¤ h ,
such that
nphq4{
a
log p1{hq Ñ 8 and h  Ñ 0
as nÑ8. Then, h  hn is a sequence with hn

¤ hn ¤ hn
  for all n.
SW3. The kernel K is nonnegative, continuously differentiable, of bounded variation,
and satisfies:
»
xKpxq dx  0, µ2pKq 
»
x2Kpxq dx   8 and
»
K
1
pxq
2
dx   8.
The first restriction guarantees that fτ is the only positive real number such that
»
tfptq¥fτ u
f ptq dt  1 τ.
Under the previous assumptions, with probability one and for n large enough, fˆnpxq
presents an analogous property. In other words, fˆτ is the only positive real number
such that
»
tfnptq¥fˆτ u
fnptq dt  1 τ.
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The authors analyzed the asymptotic behavior of Etdµf pLˆpτq, Lpτqqu under SW1,
SW2 and SW3. Before detailing the conclusions, it is necessary to introduce some
convenient notation. Let φ and Φ denote standard normal distribution function and
density function, respectively, and write RpKq 
³
K2ptq dt. Define the quantities:
D1 
1
2
µ2pKq
#
2r¸
j1
1
| f
1
pxjq |
+
1  2r¸
j1
f
2
pxjq
| f
1
pxjq |
 
1
fτ
r¸
j1
tf
1
px2jq  f
1
px2j1qu

,
D2  RpKqfτ
#
2r¸
j1
1
| f
1
pxjq |
+
2 2r¸
j1
1
f
1
pxjq2
and
D3,j 
RpKqfτ
| f
1
pxjq |
#
2r¸
k1
1
| f
1
pxkq |
+
1
, j  1, 2, ..., 2r.
At this point, Theorem 2.2.1 can be established. It is fundamental to propose the
new data-driven method for selecting the bandwidth parameter.
Theorem 2.2.1. Under conditions SW1, SW2 and SW3, it is verified
Etdµf pLˆpτq, Lpτqqu 
2r¸
j1

B1,jφpB2,jn
1{2h5{2q
pnhq1{2
 B3,jh
2
t2ΦpB2,jn
1{2h5{2q  1u

 o

1
pnhq1{2
  h2


as nÑ8, uniformly for h P rh, h s where
B1,j  2fτ
tRpKqfτ  2D3,j  D2u
1{2
| f
1
pxjq |
, B2,j 
| 1{2µ2pKqf
2
pxjq D1 |
tRpKqfτ  2D3,j  D2u1{2
and
B3,j  fτ
| 1{2µ2pKqf
2
pxjq D1 |
| f
1
pxjq |
.
Numerical assessment of risk approximation. Theorem 2.2.1 guarantees the next
approximation for the asymptotic risk:
Etdµf pLˆpτq, Lpτqqu 
2r¸
j1

B1,jφpB2,jn
1{2h5{2q
pnhq1{2
 B3,jh
2
t2ΦpB2,jn
1{2h5{2q  1u

. (2.4)
The right-hand side of (2.4) can be useful for selecting the bandwidth parameter
from Xn. However, first, it is prudent to assess the quality of this approximation to the
risk.
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For a given f , h and τ the risk Etdµf pLˆpτq, Lpτqqu is very difficult to obtain exactly.
Instead, we work with a Monte Carlo approximation
1
M
M¸
i1
dµf pLˆipτq, Lpτqq, (2.5)
where Lˆ1pτq,...,LˆM pτq are M simulated realizations of Lˆpτq.
Figure 2.13 shows the asymptotic error (broken line) and the Monte Carlo approx-
imation for the exact risk (solid line) for the density models 1, 4, 8 and 10, M  500
samples of size n  1000, τ  0.5 and τ  0.8. For τ  0.5, the asymptotic error
approximates is quite good for model 1. Although the model 4 has a single mode,
the asymptotic error is a bad approximation of the exact one determinated by Monte
Carlo. Specifically, the problem seems to be caused for the very large values of |f
2
| at
the crossing points of the threshold f0.5. This level is very close to the rapid transition
from shallow to steep gradient. The same conclusions can be extracted for models 8
and 2. On the other hand and from the obtained results, it is not easy to determinate
the influence of the parameter τ in the error approximation.
The expression (2.4) present a unique minimum under some conditions, see Corol-
lary 2.2.2.
Corolary 2.2.2. Under conditions SW1 and SW3 and assume further that SW1 it is
verified for r  1 and the underlying density f is symmetric about some point on the
real line. Then there exists a unique copt P p0,8q depending on f and K but not on n,
such that any sequence of bandwidths hopt that minimizes Etdµf pLˆpτq, Lpτqqu satisfies
hopt  coptn
1{5
t1  op1qu
as nÑ8.
Selection of the bandwidth. Corollary 2.2.2 gives the desired result in a restricted
scenario; however, the result in fact holds much more widely. From this point, it is
assumed that it exists an only bandwidth hopt that minimizes the asymptotic risk and
hopt  coptn
1{5
t1  op1qu,
where copt P p0,8q minimizes the asymptotic risk
ARpcq 
1
n2{5
2r¸
j1

B1,j
c1{2
φpB2,jc
5{2
q  B3,jc
2
t2ΦpB2,jc
5{2
q  1u

.
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Figure 2.13: In the first column, the models 1 (first row), 4 (second row), 8 (third row)
and 10 (fourth row) are showed. In the second colunm, the asymptotic error (broken
line) and the Monte Carlo approximation (solid line) with n  1000, M  500 and
τ  0.5 are represented . In the third colunm, the asymptotic error (broken line) and
the Monte Carlo approximation (solid line) with n  1000, M  500 and τ  0.8.
56 CHAPTER 2. DATA-DRIVEN METHODS FOR SET ESTIMATION
In practise, it is necessary to obtain an estimator cˆopt of copt in order to find a
bandwidth selector. The most natural way consists in considering the estimators Dˆ1,
Dˆ2 and Dˆ3,j of D1, D2 and D3,j , respectively in order to obtain plug-in estimators for
Bˆ1,j , Bˆ2,j and Bˆ3,j of B1,j, B2,j and B3,j. Then,
cˆopt  arg min
cPp0,8q
AˆRnpcq,
where
AˆRnpcq 
1
n2{5
2r¸
j1

Bˆ1,j
c1{2
φpBˆ2,jc
5{2
q   Bˆ3,jc
2
t2ΦpBˆ2,jc
5{2
q  1u

.
This minimization problem has a unique solution under conditions of Corollary
2.2.2, with probability one and for n large enough. This solution could be approximated
numerically. So, the final bandwidth would be obtained as
hˆτ  cˆoptn
1{5.
Plug-in estimators of fτ , f
1
pxjq and f
2
pxjq for j  1, ..., 2r must be considered in
order to construct the estimators Dˆ1, Dˆ2 and Dˆ3,j. If K is smooth then kernel es-
timators can be constructed for f and for f
1
and f
2
too. Concretely, the necessary
estimations are f
n,hˆ0
pxˆ
j,hˆ0
q, f
1
n,hˆ1
pxˆ
j,hˆ0
q and f
2
n,hˆ2
pxˆ
j,hˆ0
q of fτ , f
1
pxjq and f
2
pxjq, re-
spectively, where xˆj,h0 is an estimator of xj and hˆi, i  0, 1, 2 denote the different
bandwidths for estimating f and their derivaties, f
1
and f
2
.
Estimation of xj, j  1, ..., 2r is easy. Once f is reconstructed nonparametrically
by using fn,h0 and fixed j, xˆj,h0 can be calculated by solving the equation fn,h0  fˆτ ,
where fˆτ denotes the estimator of fτ calculated from Xn.
Theorem 2.2.3 guarantees that the previous procedure is consistent.
Theorem 2.2.3. Under regularity conditions in Theorem 3 by Samworth and Wand
(2010), assume that copt is unique and that AR
2
pcoptq ¡ 0. Then,
hˆτ
hopt
 1 OP pn
2{9
q
when nÑ8. Moreover, recalling that hˆτ  cˆoptn
1{5, it is verified that
AˆRnpcˆoptq
ARpcoptq
 1 OP pn
2{9
q.
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Bandwidth selector.
In practise, pilot bandwidths h0, h1 and h2 are estimated using direct plug-in strate-
gies with two levels of kernel functional estimation, see Samworth and Wand (2010) for
precise details about their estimation. Next, the full algorithm is detailed for K  φ:
1. The inputs are the sample Xn  tX1, ...,Xnu and the parameter 0   τ   1.
2. Calculate the direct plug-in bandwidths hˆ0, hˆ1 and hˆ2 for estimating f , f
1
and
f
2
, respectively, via Gaussian kernel.
3. Use the nonparametric estimation of f with bandwidth hˆ0 for estimating fτ , r
and xi, i  1, ..., 2r.
4. Obtain the estimators Bˆ1,j, Bˆ2,j and Bˆ3,j.
5. The selected bandwidth for estimating the density f with Gaussian kernel is
hˆτ  cˆoptn
1{5
with
cˆopt  arg min
cPp0,8q
AˆRnpcq.
2.2.1.3 Modified Samworth and Wand’s method
It has been detected that the algorithm proposed by Samworth and Wand (2010) can
provide level set estimators equal to the empty set, mainly for large values of τ . The
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Figure 2.14: It is represented the level set for model 10 with τ  0.8 (left) and the
kernel estimator for a sample of size n  1600 with bandwidth hˆτ by estimating the
threshold with hˆ0 for τ  0.8 (right).
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reason for this is simple. The estimation of the pilot bandwidth hˆ0 that is used to
estimate the threshold fτ can be considerably greater than the final smoothing param-
eter hˆτ obtained by the original Samworth and Wand’s algorithm. Then, the kernel
density estimator calculated from hˆτ does not intersect fˆτ , see Figure 2.14. To solve
this problem, the threshold must be recalculated from hˆτ .
According to the previous comments, adding a new step to the original method
proposed in Samworth and Wand (2010) is necessary:
6. Use the nonparametric estimation of f with bandwidth hˆτ for estimating fτ , r
an xi, and xi, i  1, ..., 2r.
2.2.1.4 Singh, Scott and Nowak’s method
Singh et al. (2009) presented a plug-in procedure for reconstructing density level sets
that is based on an empirical density estimator, the regular histogram. This method
considers a collection of cells A as a regular partition of r0, 1sd into hypercubes Aj of
dyadic sidelength 2j , where j is a nonnegative integer. The estimator of the level set
Gptq, for a given value of t ¡ 0, at a resolution level of j is defined as
Gˆptq 
¤
tAPAj :fn,H pAq¥tu
A with fn,HpAq 
PnpAq
µpAq
,
where Pn denotes the empirical probability induced by Xn and µ is the Lebesgue mea-
sure. Lpτq can be estimated by Gˆpfˆτ q where, to avoid the problem of bandwidth
selection, fˆτ is computed using the empirical procedure proposed by Walther (1997).
That is,
fˆτ  maxtt ¡ 0 : PnpGˆptqq ¥ 1 τu,
where Gˆptq denotes the Singh, Scott and Nowak’s estimator for Gptq. In this way,
smoothing the sample data for estimating fτ is avoided. The consideration of r0, 1s
d is
not a real restriction because applications like translations or homothecies can be used.
The algorithm suggested in Singh et al. (2009) depends on the resolution level
denoted by j. This parameter is selected using a data-driven procedure. The his-
togram resolution search is focused on regular partitions of dyadic sidelength 2j ,
j P t0, 1, ..., Ju. The choice of J is completely specified for the authors. Since the
selected resolution needs to be adapted to the local regularity of the density around
the level of interest, it is introduced:
Vˆ
fˆτ ,j
 min
APAj
max
A
1
PA
j
1
XA
|fˆτ  fn,HpA
1
q|
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where j
1
 tj   log2psnqu and sn is a slowly diverging monotone sequence, for example,
log n or log log n and Aj1 Y A denotes the collection of subcells with sidelength 2
j
1
P
r2j{sn, 2
j 1
{snq within the cell A. The empirical vernier Vˆfˆτ ,j is balanced by a penalty
term
Ψj1  maxA P Aj1
d
8 logp2j
1
pd 1q16{δq
nµpAq
max fn,HpAq,
8 logp2j
1
pd 1q16{δq
nµpAq
where 0   δ   1 is a confidence parameter, and µpAq  2j1d. Notice that the penalty
is computable from the given observations. Then,
jˆ  arg min
0¤j¤J
"
Vˆ
fˆτ ,j Ψ
j
1
*
.
Observe that the value of the vernier decreases with increasing resolution as better
approximations to the true level are available. On the other hand, the penalty is
designed to increase with resolution to penalize high complexity estimates that might
overfit the given sample of data. Thus, the above procedure chooses the appropriate
resolution automatically by balancing these two terms. In Singh et al. (2009), it was
proved that near-minimax optimal rates of convergence for a specific class of level sets
are achieved for the resulting density level set estimator.
2.2.2 Excess mass methodology
Another possibility is to assume that the set of interest satisfies some geometric con-
dition, such as convexity. In this case, the excess mass approach, first proposed by
Hartigan (1987) and Mu¨ller and Sawitzki (1987), provides an alternative for the recon-
struction of density level sets. Some previous contributions can be seen in Chernoff
(1964) or Eddy and Hartigan (1977).
This group of algorithms utilizes the fact that the density level set Gptq, for a given
value of t ¡ 0, maximizes the functional
HtpBq  PpBq  tµpBq,
where B is a Borel set, P denotes the probability measure induced by f and µ is the
Lebesgue measure. Then, if B is a given class of sets, a natural estimator Gˆptq of Gptq
under the shape restriction Gptq P B would be the maximizer, on B, of the empirical
excess mass
Ht,npBq  PnpBq  tµpBq,
where Pn denotes the empirical probability induced by the sample Xn. This method
incorporates geometrical conditions in a natural way on the estimator. If no shape
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restriction is assumed the maximizer of Ht,n would be the sample Xn. Some interesting
works can be found in literature. For instance, Hartigan (1987) and Gru¨bel (1988)
considered the case where B is the class of convex sets in the two and one-dimensional
cases, respectively. Nolan (1991) proved the uniform convergence of the empirical
excess mass functional to the theoretical one for the class of all closed ellipsoids in Rd.
Asymptotic results for the estimator for more general classes B were given in Polonik
(1995).
If the goal is to reconstruct density level sets with a fixed probability content we
can follow, again, the empirical procedure proposed by Walther (1997), Lˆpτq  Gˆpfˆτ q,
where
fˆτ  maxtt ¡ 0 : PnpGˆptqq ¥ 1 τu.
This methodology has been widely studied in the literature. Mu¨ller and Sawitzki
(1991) proposed an efficient algorithm for estimating one-dimensional sets by assuming
that the theoretical level set can be written as a finite union ofM closed intervals. This
algorithm assumes that M is known a priori. So, non convex sets could be estimated
if M ¡ 1. In Figure 2.15, one-dimensional levels sets are showed. They can be formed
by a unique interval or the union or several ones. Next, Mu¨ller and Sawitzki’s method
is presented in a detail way in Section 2.2.2.1.
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Figure 2.15: In each column, the level sets for models 1 (first column), 6 (second
column) and 10 (third column) are represented for τ  0.5.
2.2.2.1 Mu¨ller and Sawitzki’s method
Mu¨ller and Sawitzki (1991) studied the function t ÞÑ Eptq where Eptq  supBtHtpBqu
and the supreme is considered over the class of Borel sets for testing multimodality.
From an analytical point of view, a usual definition relates a mode to a local maximum
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of the density. However, with this idea, a distribution can have a mode at a point x
while giving arbitrarily small probability to some neighborhood containing x. Mu¨ller
and Sawitzki adopted a different definition: A mode is present where an excess of
probability mass is concentrated, see Figure 2.16.
Figure 2.16: Modes in two-dimensional densities.
In this context, the connected components of Gptq are called tclusters. As t
increases, the tclusters concentrate on modes (local maxima of f). So, the usual
notion of mode can be replaced by the concept of tcluster.
If a density has exactly m tclusters, the excess Eptq can be expressed as
Eptq  sup
m¸
j1
»
Cj
pf pxq  tq dx,
where the supremum is taken over all families tCj : j  1, ...,mu of pairwise disjoint
connected sets. In general, it is defined
Emptq  sup
m¸
j1
»
Cj
pf pxq  tq dx.
So, it is possible to write:
Emptq  sup
m¸
j1
HtpCjq.
From an empirical point of view, given a random sample Xn, it is considered
En,Mptq  sup
¸
j1,...,M
Ht,npCjq (2.6)
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where the parameter M is the maximum number of modes.
The test statistict proposed by Mu¨ller and Sawitzki for testing multimodality is
defined as
∆n,M  max
t
Dn,M ptq
where
Dn,Mptq  En,M ptq En,1ptq.
A large difference Dn,M ptq indicates a violation of the hypothesis of unimodality.
Components Cj maximizing the sum in (2.6) will be called empirical tclusters
and denoted by empirical tclusters. In the one-dimensional situation the empirical
tclusters are closed intervals with endpoints at data points, or empty. In the absence
of flat parts of f they consistently estimate the real tclusters, see Proposition 2 in
Mu¨ller and Sawitzki (1991).
The Mu¨ller and Sawitzki’s algorithm was designed for the one-dimensional case. It
estimates the excess mass and it finds the empirical tclusters. Therefore, it provides
a method for estimating density level sets Gptq when some information a priori about
the number of modes of it is available. Then, Gptq can be nonconvex.
2.2.3 Hybrid methodology
As the name suggests, hybrid methods assume a priori geometric restrictions on Lpτq
and they also use a pilot nonparametric density estimator to define the sets Xn, pfˆτ q 
tX P Xn : fnpXq ¥ fˆτu and Xn,pfˆτ q  XnzXn, pfˆτ q. In this chapter, two new hybrid
methods to estimate convex and rconvex sets for some r ¡ 0 are proposed. These
two new algorithms are based on the convex hull and rconvex hull methods for esti-
mating the support, see Korostele¨v and Tsybakov (1993) and Rodr´ıguez-Casal (2007),
respectively. They are presented in Sections 2.2.3.1 and 2.2.3.2. Another classic hybrid
method is the so-called the granulometric smoothing method, see Walther (1997). It
assumes that the level set and its complementary are both rconvex. This method
adapts the estimator for the support proposed by Devroye and Wise (1980) to the
context of level set estimation. It is studied in depth in Section 2.2.3.3.
2.2.3.1 The convex hull method
The convex hull method estimate level sets Lpτq by assuming a priori that the level
set is convex. This condition is not too restrictive for small values of τ . In Figure 2.17
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several density models with convex level sets are showed. The convexity hypothesis is
true even when the model is multimodal.
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Figure 2.17: Level sets for models 6 (left), 9 (center) and 10 (right) with τ  0.1.
The estimator proposed adapts the ideas of convex hull for support estimation to
this setting. Next, the steps of algorithm are detailed:
1. A nonparametric kernel estimator fn is used for calculating the threshold estima-
tor fˆτ by using the method by Hyndman (1996) or numerical integration process.
Then, it is possible to define the set
Xn, pfˆτ q  tX P Xn : fnpXq ¥ fˆτu.
2. The estimator of the level set Lˆpτq is defined as the convex hull of Xn, pfˆτ q,
convpXn, pfˆτ qq. For dimension one, convpXn, pfˆτ qq  rmin pXn, q ,max pXn, qs.
The threshold could be estimated by following the empirical process proposed in
Walther (1997). Therefore, fˆτ  maxtt : PnpGˆptqq ¥ 1τu where Gˆptq  convpXn, ptqq.
For the data set presented in Section 1.1, corresponding to 322 cases of diagnosed
of leukaemia on the North West of England, this estimator has been constructed in
Figures 2.18 and 2.19. Convexity can be useful in some cases, see Figure 2.18 but it
may be very restrictive in the most of the situations, see Figure 2.19.
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Figure 2.18: Xn, pfˆ0.95q in blue and Xn,pfˆ0.95q in black (left) with Xn  R
2.
convpXn, pfˆ0.95qq (right).
 
 
 
 
Figure 2.19: Xn, pfˆ0.5q in blue and Xn,pfˆ0.5q in black (left) with Xn  R
2.
convpXn, pfˆ0.5qq (right).
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2.2.3.2 The rconvex hull method
According to the previous comments, convexity may be a very restrictive condition.
The rconvex hull method estimates the level set Lpτq by assuming rconvexity as
shape restriction, see Definition 1.2.8. Rodr´ıguez-Casal (2007) studied by first time the
rconvex hull as a support estimator. Next, this support estimator will be adapted for
reconstructing level sets:
1. A nonparametric kernel estimator fn is used for calculating the threshold estima-
tor fˆτ by using the method by Hyndman (1996) or numerical integration process.
It is possible to define the set
Xn, pfˆτ q  tX P Xn : fnpXq ¥ fˆτu.
2. In this case, the estimator of the level set Lˆpτq is defined as the rconvex hull of
Xn, pfˆτ q with r ¡ 0, CrpXn, pfˆτ qq.
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.20: The set Xn, pfˆ0.95q is represented in blue and Xn,pfˆ0.95q, in black for
Xn  R
2. C0.02pXn, pfˆ0.95qq (center). C0.03pXn, pfˆ0.95qq (center). C0.3pXn, pfˆ0.95qq
(right).
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Figure 2.21: The set Xn, pfˆ0.5q is represented in blue and Xn,pfˆ0.5q, in black for
Xn  R
2. C0.03pXn, pfˆ0.5qq (center). C0.3pXn, pfˆ0.5qq (center). C0.9pXn, pfˆ0.5qq (right).
The threshold could be estimated by following the empirical process proposed in
Walther (1997). Therefore, fˆτ  maxtt : PnpGˆptqq ¥ 1 τu where Gˆptq  CrpXn, ptqq.
The main disadvantage of this estimator is the dependence on the parameter r ¡ 0.
It is usually unknown. In Figures 2.20 and 2.21, this estimator has been constructed
for the 322 cases of diagnosed of leukaemia on the North West of England presented
in Section 1.1. If r is too small the estimator could be split; however, high values of
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r provides estimators almost equal to the convex hull. In Figure 2.21, it can be seen
that the estimator is very sensitive to the selection of r.
2.2.3.3 Granulometric smoothing method
The granulometric smoothing method is the classical hybrid. It was proposed by
Walther (1997) and it is designed for estimating level sets Lpτq. The estimator is a
union of balls with radius r. So, it adapts the support estimator proposed by Devroye
and Wise (1980).
This algorithm assumes as geometric restrictions that a ball of radius r rolls freely
in the level set and in the closure of its complement, see Theorem 1.2.11. This is the
case if the density f is smooth enough. Then, it is proposed the following algorithm:
1. A nonparametric kernel estimator fn is used for calculating the threshold estima-
tor fˆτ by using the method by Hyndman (1996) or numerical integration process.
It is possible to define the sets
Xn, pfˆτ q  tX P Xn : fnpXq ¥ fˆτu, Xn,ptq  XnzXn, ptq.
2. The estimators of Gptq and Lpτq can be defined:
Gˆptq  ppXn, `Brnr0sq
c
X Xn, q `Brnr0s,
Lˆpτq  Gˆpfˆτ q where fˆτ  maxtt : PnpGˆptqq ¥ 1 τu,
and rn is sequence of smoothing parameters which represents the radius of balls
rolling freely on the boundary of Lpτq. In practise, for a fixed sample of size n,
rn is replaced by r.
More specifically, the estimator consists of the union of balls around those points
in Xn,  that have a distance of at least rn from each point in Xn,. So, unlike the
previous hybrid methods, Xn,  is not necessarily contained in the estimator of Lpτq.
The main disadvantage of this estimator is the dependence on the unknown param-
eter rn ¡ 0. Figure 2.23 shows this estimator for the data corresponding to 322 cases of
diagnosed of leukaemia on the North West of England. Small values of r provide split
estimators. However, if r is large enough this estimator could be equal to the empty
set.
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Figure 2.22: Xn, pfˆ0.95q in blue and Xn,pfˆ0.95q in black for Xn  R
2. Walther’s
estimator for r  0.01 (left). Walther’s estimator for r  0.02 (center). Walther’s
estimator for r  0.1 is equal to the empty set (right).
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Figure 2.23: Xn, pfˆ0.95q in blue and Xn,pfˆ0.95q in black for Xn  R
2. Walther’s
estimator for r  0.01 (left). Walther’s estimator for r  0.02 (center). Walther’s
estimator for r  0.03 is equal to the empty set (right).
2.3 A comparative simulation study for density level sets
The existing data-driven methods for reconstructing density level sets presented in
Section 2.2 will be compared through a detailed simulation study to analyze their
performance. The notation for these algorithms in the following sections is showed in
Table 2.1.
We focus on the one-dimensional setting in order to include some methods that
do not have multidimensional counterparts, such as the plug-in algorithm proposed
by Samworth and Wand (2010) or the excess mass method proposed by Mu¨ller and
Sawitzki (1991). This comparison could be used, for instance, as a guide to identify
which of these three methodologies is more promising in general dimension d. It could
arise the need to generalize some one-dimensional methods to general dimension d.
We have generated 1000 samples of size n equal to 1600, 400 and 100 from 18 density
models, see Section 1.4. Models from 1 to 15 are the densities proposed by Marron
and Wand (1992). The models 16, 17 and 18 correspond to the marronite, caliper
and matterhorn densities proposed in Berlinet and Devroye (1994). These models
were added because they present some special properties. Specifically, they have two
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asymmetric and separated modes, two jumps and a non finite peak, respectively.
Full name Short name
Ba´ıllo and Cuevas’ method BC
Samworth and Wand’s method SW
Sheather and Jones’ method SJ
Cross validation method CV
Mu¨ller and Sawitzki’s method with M modes MSM
Convex hull method CH
rconvex hull method CHr
Walther’s method with radius r Wr
Table 2.1: Names for existing data-driven methods to be compared.
In addition, five values of M for the Mu¨ller y Sawitzki’s method have been con-
sidered: M  1, M  2, M  3, M  4 and M  5. Other five values of r were
taken into account for Walther’s method and rconvex hull method: r1  0.01, r2 
0.05, r3  0.1, r4  0.2 and r5  0.3.
Three values for the parameter τ have been considered too: τ  0.2, τ  0.5
and τ  0.8. The threshold fτ was estimated for plug-in methods by using the two
procedures described in Section 2.2.1. Although the comparison is not shown here, the
two algorithms for estimating fτ provide similar results. Therefore, in the following,
only the results for Hyndman’s method will be considered. The bandwidth given by
Sheather and Jones has been used as the pilot selector to calculate fn for the estimation
of fτ . Although it is possible to estimate the threshold by using Hyndman’s method
for Singh, Scott and Nowak’s algorithm, Mu¨ller and Sawitzki’s method and hybrid
algorithms, we propose to imitate the empirical procedure studied in Walther (1997)
in order to estimate the threshold which satisfies the fixed probability content. In this
way, it is not necessary to use a kernel density estimator. We will show the results for
the last one alternative. We have checked that these two algorithms offer very similar
results.
For each fixed random sample and each method (plug-in, excess mass or hybrid), we
have calculated the estimator Lˆpτq of Lpτq and the errors in the estimation dµpLˆpτq△Lpτqq,
dµf pLˆpτq△Lpτqq and dHpLˆpτq, Lpτqq. Although the results are not showed here, the
correlations between these three error criteria were analyzed using the Spearman co-
efficient. The error criteria dµ and dµf often allows to obtain the same conclusions
except for the density models that take values close to zero in their domains or that
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present considerable jumps, see models 3, 15 or 17. The dHerrors must be analyzed
separately. Thus, 1000 errors were obtained for each algorithm, model, value of τ and
error criteria.
Sections 2.3.1, 2.3.2 and 2.3.3 show the comparison of plug-in methods, excess mass
methods and hybrid methods, respectively. This chapter is closed with the comparison
of most competitive algorithms in each methodology. Some interesting conclusions are
exposed in Section 2.3.4.
2.3.1 Simulation results for plug-in methododology
In this section, we will compare Ba´ıllo and Cuevas’ (BC), Samworth and Wand’s (SW),
Sheather and Jones’ (SJ) and cross validation (CV) methods. The first two one are
specific bandwidth selectors to estimate level sets. The last two algorithms are general
selectors to estimate density functions. For instance, the behaviour of these general
methods was studied in the literature in Cao et al. (1994). Singh, Scott and Nowak’s
algorithm is not included in this comparison because, for the sample sizes considered
in the study, its behavior was not satisfactory.
To facilitate the presentation of the results, the following figures are divided into
rectangles of different colours according to the method (vertical axis) and density model
(horizontal axis), where light colours correspond to small errors, and vice versa. This
representation allows us to detect the most competitive algorithm for each fixed value of
τ . Given a density, the empirical means of the 1000 errors have been ordered by testing
whether the mean errors of the compared methods are equal. If the null hypothesis
of equality between two methods is rejected, then each algorithm is painted by using
a different colour (darker or lighter according to the mean error). Otherwise, both
algorithms are represented using the same colour. This approach is used in the rest of
this chapter.
Figure 2.24 shows the comparison for plug-in methods for dµferrors, n  400 and
τ  0.5. Figures 2.25, 2.26 and 2.27 was elaborated for dµferrors but, in this case,
n  1600 and τ  0.2, τ  0.5 and τ  0.8, respectively. Figures 2.28 and 2.29 show
the results for a different error criteria, dH , for n  1600 with τ  0.5 and τ  0.8,
respectively.
If the the error criteria is dµf then the most competitive methods for selecting the
bandwidth parameter are cross validation and Sheather and Jones, see Figures 2.24,
2.25, 2.26 and 2.27. In general, these algorithms provide similar results. However, the
value of the parameter τ is very decisive. For τ  0.8, specific methods for choosing the
smoothing parameter (BC and SW) provide the best results for the unimodal densities
1, 2, 3 and 5 (see Figure 2.27). They are very simple level sets. For lower values of τ ,
cross validation and Sheather and Jones present a better global behavior. If we want
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Figure 2.24: Comparison of plug-in methods (vertical axis) for the 18 model densities
(horizontal axis) considering dµf as error criteria, τ  0.5 and n  400.
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Figure 2.25: Comparison of plug-in methods (vertical axis) for the 18 model densities
(horizontal axis) considering dµf as error criteria, τ  0.2 and n  1600.
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Figure 2.26: Comparison of plug-in methods (vertical axis) for the 18 model densities
(horizontal axis) considering dµf as error criteria, τ  0.5 and n  1600.
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Figure 2.27: Comparison of plug-in methods (vertical axis) for the 18 model densities
(horizontal axis) considering dµf as error criteria, τ  0.8 and n  1600.
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Figure 2.28: Comparison of plug-in methods (vertical axis) for the 18 model densities
(horizontal axis) considering dH as error criteria, τ  0.5 and n  1600.
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Figure 2.29: Comparison of plug-in methods (vertical axis) for the 18 model densities
(horizontal axis) considering dH as error criteria, τ  0.8 and n  1600.
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to study the effect of sample size then Figures 2.24 and 2.25 must be analyzed. Specific
bandwidth selectors for density level sets have even a worse performance for n  400.
The conclusions are similar if the error criteria dµ is considered. Again, the most
competitive algorithms are cross validation and Sheather and Jones. So, these results
are not showed.
Figure 2.28 summarizes the results for dHerrors for n  1600 with τ  0.5. Ba´ıllo
y Cuevas’ method is the less competitive for τ  0.5, see models 1, 2, 5, 6, 9, 10, 12, 13,
14 or 16. Samworth y Wand’s methods presents bad results for simple densities with
one or two modes, see models 2, 3, 5, 6 or 8. However, it improves its results if models
from 9 until 18 are considered. Although specific density selectors have the best good
global results, they are not the most competitive methods for complicated models like
11, 13, 15 or 16. Figure 2.29 shows the comparison for dHerrors for n  1600 with
τ  0.8. In this case, Samworth y Wand’s algorithm presents the worst behavior, see
models 6, 7, 9, 10, 11, 13, 15, 16 and 17. However, specific level set estimation methods
have the best results for densities with a unique mode like model 1, 2, 3, 5 or 8 and for
the model 18 with a non finite peak. For these densities, cross validation and Sheather
and Jones are not competitive
As a conclusion, specific methods to estimate level sets do not improve the results
of the classic bandwidth selection rules. In addition, cross validation and Sheather and
Jones methods often provide similar results and they present the best global behavior.
2.3.2 Simulation results for excess mass methododology
Mu¨ller and Sawitzki’s method depends on an unknown parameter M . This is the
main disadvantage of this algorithm. We have considered five values for the number of
clusters, M  1, 2, 3, 4 and 5 and we have denoted the Mu¨ller and Sawitzki’s method
withM modes by MSM . Next, the influence of this parameter will be analyzed by using
Figures 2.30 and 2.31. They have been elaborated with identical criterial considered
in Section 2.3.1. In this case, different colors are assigned to the five values of M fixed
(M  1, M  2, M  3, M  4 and M  5 in the vertical axis) for each density
model (horizontal axis). In addition, we have written the real number of modes for
each density on the vertical axis too.
The influence of parameterM for τ  0.2 and n  1600 can be analyzed from Figure
2.30. The models from 1 to 5 have one mode andM  1 is the most competitive option.
The same situation is repeated for models 8 and 18. The densities 7, 13 and 16 are
bimodal. Again, M  2 provides the best results. For models 14 and 15 with 6 modes,
M  5 presents the best results. It is the closest to the real number of modes. However,
models like 11 or 12 have some non significant modes so the most competitive results
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are provided by values of M smaller than the real one.
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Figure 2.30: Comparison of Mu¨ller and Sawitzki’s method for different values of M
(vertical axis) and the 18 model densities (horizontal axis) considering dµf as error
criteria, τ  0.2 and n  1600.
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Figure 2.31: Comparison of Mu¨ller and Sawitzki’s method for different values of M
(vertical axis) and the 18 model densities (horizontal axis) considering dµf as error
criteria, τ  0.5 and n  1600.
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We show the results for τ  0.5 and n  1600 in Figure 2.31. The densities 1, 2, 3, 4 and
5 are unimodal and M  1 provides the best results. Densities 6, 7, 8, 16 and 17 have two
modes and, in this case, the best value of M is M  2. The models 9 and 10 have three and
five modes. In this case, M  3 and M  5 provide the best results, respectively. For model 15
with six modes, M  5 is the most competitive alternative since that it is the closest value to
the real number of modes. However, the best value of M for the Mu¨ller and Sawitzki’s method
is not equal to the real value ofM for the models 11, 12, 13 and 14 because some of their modes
are not significant. It can be seen in Figure 2.32 where the boxplots of dµferrors are showed
for some of these models.
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Figure 2.32: In each row, the boxplots for dµf errors have been considered for the
Mu¨ller and Sawitzki method with M  1, M  2, M  3, M  4 and M  5 for
densities 3 (first row), 6 (second row) and 15 (fourth row) with n  1600 and τ  0.5.
Similar conclusions are obtained for τ  0.8. So, the results are not showed. It is clear that
Mu¨ller and Sawitzki’s method is very sensitive to the parameterM from Figures 2.30 and 2.31.
In addition, if misspecification of M occurs it can be seen that big values of M are better than
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a small values because the means of errors are lower, see for example model 7 in Figures 2.30
and 2.31. The conclusions for the rest of error criterias are similar.
2.3.3 Simulation results for hybrid methododology
Granulometric smoothing method and rconvex hull method depend on an unknown parameter
r. This is the main disadvantage of these algorithms. In this work, we have considered five
values for the radius of balls, r: r1  0.01, r2  0.05, r3  0.1, r4  0.2 and r5  0.3. Next, we
will study the influence of this parameter for these two algorithms and then, they and convex
hull method will be compared.
2.3.3.1 Influence of parameter r for the rconvex hull method
According to the previous ideas, the rconvex hull algorithm depends on an unknown parameter
r. From the five values considered, its influence will be studied in Figure 2.33 for τ  0.5 and
n  1600, in Figure 2.34 for τ  0.8 and n  1600 and in Figure 2.35 for τ  0.5 and n  100.
The parameter r is represented on the vertical axis and the 18 density models on the horizontal
axis.
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Figure 2.33: Influence of the parameter r (vertical axis) for the 18 model densities
(horizontal axis) considering dµf as error criteria, τ  0.5 and n  1600.
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Figure 2.34: Influence of the parameter r (vertical axis) for the 18 model densities
(horizontal axis) considering dµf as error criteria, τ  0.8 and n  1600.
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Figure 2.35: Influence of the parameter r (vertical axis) for the 18 model densities
(horizontal axis) considering dµf as error criteria, τ  0.5 and n  100.
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Figures 2.33 and 2.34 show the results for n  1600 with τ  0.5 and τ  0.8,
respectively. From this information, the r convex hull method depend on the param-
eter r in a weak way, see densities 1, 2, 5, 6, 7, 11, 14, 15, 16 and 17 for τ  0.5 and
models 3, 4, 5, 6, 7, 9, 12, 15, 16 and 18 for τ  0.8. For τ  0.2, similar results
are obtained. On the other hand, if low values of n are considered the importance of
selecting r gets stronger, compare Figures 2.33 and 2.35. In the last one, we show the
results for n  100 and τ  0.5.
2.3.3.2 Influence of parameter r for the Walther’s method
As we have told before, Walther’s methods requires the specification of the parameter
r which represents the radius of closed balls rolling freely in complementary of the level
set. Figures 2.36, 2.37 and 2.38 will be used in order to analyze its influence. The five
values of the parameter r are represented on the vertical axis and the 18 denity models
on the horizontal axis.
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Figure 2.36: Influence of the parameter r (vertical axis) for the 18 model densities
(horizontal axis) considering dµf as error criteria, τ  0.5 and n  1600.
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Figure 2.37: Influence of the parameter r (vertical axis) for the 18 model densities
(horizontal axis) considering dµf as error criteria, τ  0.8 and n  1600.
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Figure 2.38: Influence of the parameter r (vertical axis) for the 18 model densities
(horizontal axis) considering dµf as error criteria, τ  0.5 and n  100.
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Figures 2.36 and 2.37 show the results for n  1600 with τ  0.5 and τ  0.8,
respectively. Figure for τ  0.2 is not showed but the conclusions are similar to the case
τ  0.5. From this information, Walther’s method depend heavily on the parameter
r. In addition, this dependence is stronger if τ  0.8. In this case, small values of r
provide better results, see densities from 2 to 12 in Figure 2.37.
On the other hand, if low values of n are considered the importance of selecting r
gets even stronger, compare Figures 2.36 and 2.38. In the last one, we show the results
for n  100 and τ  0.5
2.3.3.3 Comparison of hybrid methods
The convex hull method, the r3convex hull method and the Walther’s method with
r  r3 will compared. The real value of the parameter r is unknown so we have fixed
an intermediate value for it. It should be note that according to the Sections 2.3.3.1
and 2.3.3.2, rconvex hull method is less sensitive to the selection to the parameter r.
Figures 2.39, 2.40 and 2.41 show the results obtained for τ  0.2, τ  0.5 and
τ  0.8, respectively, when n  1600. Each method is represented on the vertical axis
and each density model on the horizontal axis.
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Figure 2.39: Comparison of hybrid methods (vertical axis) for the 18 model densities
(horizontal axis) considering dµf as error criteria, τ  0.2 and n  1600.
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Figure 2.40: Comparison of hybrid methods (vertical axis) for the 18 model densities
(horizontal axis) considering dµf as error criteria, τ  0.5 and n  1600.
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Figure 2.41: Comparison of hybrid methods (vertical axis) for the 18 model densities
(horizontal axis) considering dµf as error criteria, τ  0.8 and n  1600.
Some of density models present convex level sets for τ  0.2 although they are not
unimodal (see for example densities 6, 8 or 11 in Figure 2.39). In this cases, when the
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convexity assumption is true, convex hull method can be very competitive. However,
models 1, 2, 3 and 4 have convex level sets for some value of τ and r3 convex hull
method is the most competitive for them. In addition, sometimes convexity hypothesis
can be very restrictive (see models 7 or 10, for example) and then, r3 convex hull or
granulometric smoothing methods provide better or similar results although the first
one is slightly better for high values of τ .
If τ  0.5 or τ  0.8 then convexity is a very restrictive shape condition for most of
models (see densities 6, 7, 8, 9, 10, 11, 12, 13, 14 or 15 in Figure 2.40 or models 6, 7, 9,
10, 11, 12, 13, 14 or 15 in Figure 2.41). So, granulometric smoothing and r3 convex
hull methods have better behavior than convex hull method. However, the r3 convex
hull method is the most competive for τ  0.8, see models 1, 3, 4, 5, 16 and 17.
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Figure 2.42: Comparison of hybrid methods (vertical axis) for the 18 model densities
(horizontal axis) considering dµf as error criteria, τ  0.5 and n  400.
If smaller sample sizes are considered, the r3convex hull algorithm gets worse its
performance. Figure 2.42 shows the simulation results when n  400 and τ  0.5.
In this case, the r3convex hull method is the most competitive alternative only for
densities 3, 5, 14, 15 and 16. However, granulometric smoothing algorithm presents the
best behaviour for models 1, 2, 4, 6-13 and 18. Nonetheless, note that the r3convex
hull method does not provide the worst result for most of the models considered. This
is quite promising, because the parameter r is not estimated from the data, and the
optimal value was expected that this would change from model to model.
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2.3.4 Final comparison
Finally, we will compare the most competitive methods in each group. So, we will con-
sider cross validation method, Mu¨ller and Sawitzki’s method, granulometric smoothing
method, rconvex hull method and convex hull method. It is necessary to specify a
value for the parameters M and r for Mu¨ller and Sawitzki’s method and granulometric
smoothing method or rconvex hull method. We have fixedM  3,M  2 and r  r3.
Figure 2.43, Figure 2.44 and Figure 2.45 show the results for the error criteria dµf
with τ  0.2, τ  0.5 and τ  0.8, respectively. When τ  0.2, Mu¨ller and Sawitzki’s
method is more competitive with M  1 than with M  2 for unimodal densities 1–5,
as shown in Figure 2.43. The same conclusion can be extracted for models 6, 8, 11,
and 18, because, for this value of τ , their level sets have only one interval. Mu¨ller and
Sawitzki’s method with M  2 does not exhibit very good results, because most of
the models are not bimodal. In spite of this, it is the most competitive algorithm for
models 10, 12, and 16. In this case, cross-validation provides quite good results, except
for densities 3, 4, 6, 7, 9, 11, and 17, where one of the two hybrid methods presents the
best behaviour. However, these two algorithms have a very important disadvantage in
that they depend on an unknown parameter.
When τ  0.5, the cross-validation selector provides quite competitive results (see
models 1, 2, 4, 5, 6, 10, 12, 14, 16, 17, and 18 in Figure 2.44). Granulometric smoothing
and the r3-convex hull method produce the best results for densities 6, 7, and 8 and
3, 8, 9, 11, 15, and 16, respectively. In this case, Mu¨ller and Sawitzki’s method is not
particularly competitive, especially whenM  1 for models 6–17. All of these densities
have level sets with more than one interval.
Cross-validation exhibits the most competitive behaviour for unimodal densities
when τ  0.8 and dµf is the error criteria considered (see models 1, 2, 4, 5, 8, and
density 16 in Figure 2.45). Granulometric smoothing presents its worst performance
for densities 3, 4, 5, and 16. However, although the r3-convex hull method is not the
most competitive for many of the models, it presents very regular behaviour. Mu¨ller
and Sawitzki’s method withM  1 does not provide very good results, e.g., densities 6,
7, 9, 10, 11, 12, 14, and 15. None of these models are unimodal. If we consider M  2,
this method is the most competitive for densities 12, 13, and 17.
Figure 2.46, Figure 2.47 and Figure 2.48 show the results for the error criteria dH
with τ  0.2, τ  0.5 and τ  0.8, respectively. When τ  0.2, MS1 and MS2 are
not too competitive. MS1 offers the best results only for density 10 and MS2, only
for models 12, 16 and 18. Although CHr3 exhibits better results than the excess mass
method, CV and Wr3 are the algorithms with the best regular behavior, see models 1,
2, 5, 7, 8, 13, 15 and 16 or densities 4, 6, 7, 8, 9, 13 and 14, respectively.
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Figure 2.43: Comparison of CV, Wr3 , CHr3 , MS2, and MS1 (vertical axis) with the 18
model densities (horizontal axis) considering dµf as error criteria, τ  0.2 and n  1600.
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Figure 2.44: Comparison of CV, Wr3 , CHr3 , MS2, and MS1 (vertical axis) with the 18
model densities (horizontal axis) considering dµf as error criteria, τ  0.5 and n  1600.
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Figure 2.45: Comparison of CV, Wr3 , CHr3 , MS2, and MS1 (vertical axis) with the 18
model densities (horizontal axis) considering dµf as error criteria, τ  0.8 and n  1600.
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Figure 2.46: Comparison of CV, Wr3 , CHr3 , MS2, and MS1 (vertical axis) with the 18
model densities (horizontal axis), considering dH as error criteria, τ  0.2 and n  1600.
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Figure 2.47: Comparison of CV, Wr3 , CHr3 , MS2, and MS1 (vertical axis) with the 18
model densities (horizontal axis) considering dH as error criteria, τ  0.5 and n  1600.
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Figure 2.48: Comparison of CV, Wr3 , CHr3 , MS2, and MS1 (vertical axis) with the 18
model densities (horizontal axis) considering dH as error criteria, τ  0.8 and n  1600.
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Cross-validation exhibits the most competitive behavior for models 1, 2, 5, 6, 9, 10
and 14 when τ  0.5 and dH is the error criteria considered. For the rest of densities,
it offers quite good results except for the density 11 where MS1 is the most competitive
method. However, MS1 and MS2 are not too competitive in general. They present
the worst results for models 1-4, 9, 14 or 18 (although the densities 1-4 and 18 are
unimodal) and 6-8, 10, 12, 13 or 15-17, respectively. On the other hand, CHr3 and
Wr3 present their best performances for models 3, 16 or 17 and 3, 4, 6, 7, 13 or 18,
respectively.
When τ  0.8 and it is considered dH as error criteria, MS2 improves its results
considerably, see bimodal models 6, 7 or 17 and densities 11-14 and 18. Some of
the modes for models 11-14 are not too significant. However, MS1 is only the most
competitive algorithm for the unimodal densities 3 and 18 or for the models 8 and 16
whose levels sets have an only connected component for τ  0.8. In this case, CHr3
offers better results than Wr3 , see densities 3-7 and 9-17. Cross validation is again the
most regular method with the best performance for models 1, 2, 4, 5, 10 or 15.
Although the results for lower values of the sample size are not showed here, similar
conclusions can be extracted.
2.3.5 Conclusions of the simulation study
As has been stated previously, if no assumption is made on the shape of the density
level set to be estimated, then plug-in methods provide good results. In general, cross-
validation or even Sheather and Jones’ method are good alternatives for reconstructing
the level set. The results showed in this chapter suggest that specific bandwidth selec-
tors for density level sets present worse general behaviour for the sample size considered.
In contrast, excess mass and hybrid methods are useful for incorporating the shape
restrictions of the density level set into the estimators. In particular, Mu¨ller and Saw-
itzki’s algorithm assumes that some information about the number of clusters M is
given a priori. We therefore fixed two values, M  1 and M  2. Although most
model densities satisfy one of these two conditions, this algorithm did not provide very
competitive results in general. However, one of the main advantages of the excess mass
methodology is that it does not need to smooth the data to reconstruct a density level
set with a fixed probability content.
If, however, some geometric properties of the level set are known, then hybrid
methods present a competitive alternative. For instance, if τ is small, the convex hull
method was shown to provide good results. Most of these densities have convex level
sets for sufficiently small values of τ . Under more flexible shape restrictions, the r-
convex hull method and granulometric smoothing could be used. However, their main
disadvantage is the dependence on r, an unknown parameter. These approaches are
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very promising, because they remain quite competitive even when the value of r is
fixed. Selecting r automatically from the sample points would significantly improve
their practical performance. We will explain in depth this possibility in Chapter 4.
Chapter 3
A new data-driven method for
estimating the support
Having reviewed the basics of support estimation, we now turn our attention to this
problem under the assumption of rconvexity. The main goal of this work is to present
a data-driven and stochastic method for estimating the unknown parameter r. As
consequence, an algorithm for reconstructing the shape of a point cloud will be provided.
This problem, for the bidimensional case, has already been studied in literature by
Mandal and Murthy (1997). They proposed a selector for r based on the concept of
minimum spanning but convergence rates for the resulting support estimator were not
provided.
This chapter is organized as follows. In Section 3.1, the rconvex hull of the sample
points is analyzed as an estimator for a rconvex support. The main disadvantage of
this estimator is the selection of the smoothing parameter r. Its real value is unknown
since that the support S is unknown too. The value of the optimal parameter r is
established in Section 3.2. A new geometric condition will be necessary to obtain
some interesting theoretical results. It is discussed in Section 3.2.1. The new data-
driven and stochastic algorithm for selecting the smoothing parameter of CrpXnq is
presented in Section 3.3. It is based on the theory of maximal spacings, see Janson
(1987). Consistency of this estimator is established in Section 3.3.1. In addition, the
resulting support estimator obtained from this smoothing parameter is able to achieve
the same convergence rates as the convex hull for estimating convex sets. This will be
proved in Section 3.4. The numerical questions involving the practical application of
the algorithm are analyzed in Section 3.5. In Section 3.6, the performances of the new
selector and Mandal and Murthy (1997)’s method will be analyzed through a simulation
study. Finally, an application of the new algorithm is presented in Section 3.7. It is
tested if the water area is decreasing in the Aral Sea.
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A publication arising from the work compiled in this chapter, see Rodr´ıguez-Casal
and Saavedra-Nieves (2014).
3.1 Preliminaries
Support estimation deals with the problem of reconstructing the compact and nonempty
support S  Rd of an absolutely continuous random vector X assuming that a random
sample Xn  tX1, ...,Xnu from X is given. According to Section 2.1.3, if it is assumed
that S is rconvex then a natural estimator for the support is the rconvex hull of Xn,
Sn  CrpXnq. This estimator is well known in the computational geometry literature
for producing good global reconstructions if the sample points are (approximately)
uniformly distributed on the set S. See Edelsbrunner (2014) for a survey on the subject.
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Figure 3.1: In the first row, CrpX500q for r  0.02 (left) and r  0.03 (right). In the
second row, CrpX500q for r  0.15 (left) and r  0.155 (right).
However, this estimator depends on an unknown parameter r. For the particular
problem of reconstructing the Aral Sea, we have analyzed the importance of selecting
this smoothing parameter correctly. Next, its influence will be showed again in Figure
3.1. We have represented CrpX500q for different values of r from a uniform sample of
size n  500 on the support S  B0.35rp0.5, 0.5qszB0.15pp0.5, 0.5qq. Small values of r
provide split estimators. However, if the value of r is too large then B0.15pp0.5, 0.5qq
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will be contained in the estimator. This gap which does not intersect the sample points
does not belong to the theoretical support. This intuitive idea will be fundamental to
propose the automatic selection criterion to estimate r. The problem of selecting r can
be also analyzed by using graphical descriptive methods. For the sample considered
previously, we have calculated the area of CrpXnq for a sequence of values from 0 to
0.3. In Figure 3.2 (left) the relationship between the parameter r and the area of the
estimator (on vertical axis) and r (on horizontal axis) is showed. Similar conclusions
could be obtained if the length of the boundary is considered. Other alternatives are
considered in Figure 3.2 (center and right). In Figure 3.2 (center), we have represented
the circles with area equal to the area of CrpXnq for a sequence of values of r using a
gradient of colours. A jump can be observed for values of r greater than 0.15. In this
case, the closed ball B0.15rp0.5, 0.5qs is contained in CrpXnq. In Figure 3.2 (right), we
have represented with blue the circumference with radius equal to the value of r which
provides this change for the area behaviour. From Figure 3.2, it is easy to observe the
existence of a region which is included in the estimator but it does not belong to the
support. Although these tools can be useful for a first approximation, they depend
strongly on the sequence or grid of radius considered.
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Figure 3.2: Graphical methods for selecting the parameter r.
The goal of this research work is to present an automatic method to select the
smoothing parameter of the rconvex hull from a random and uniform sample of
points. The theory of maximal spacings will be used, see Janson (1987).
3.2 Defining the optimal parameter
The problem of reconstructing a rconvex support S in an automatic way can be
solved if the parameter r is estimated from a random sample of points Xn taken in
S. Next, it will be presented an algorithm to do this. The first step is to determine
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precisely the optimal value of r. We will take into account a very simple property: If S
is rconvex for r ¡ 0 then it is rconvex for all 0   r ¤ r, see Section 1.2.2. So, it
seems reasonable to estimate the highest value of r which verifies that S is rconvex,
see Definition 3.2.1. However, if S is convex then it is easy to prove that S is rconvex
for all r ¡ 0. Consequently and for simplicity in the exposition, it is assumed that S
is not convex. If S is a rconvex set that is not convex then tγ ¡ 0 : CγpSq  Su is a
nonemptyset and upper bounded. Therefore, it is possible to present Definition 3.2.1.
Definition 3.2.1. Let S  Rd be a nonempty, compact, non convex and rconvex set
for some r ¡ 0. It is defined
r0  suptγ ¡ 0 : CγpSq  Su. (3.1)
Of course, if S is convex r0 would be infinity. In addition, if r0 is a maximum of
the set tγ ¡ 0 : CγpSq  Su then it is possible to guarantee that S is r0convex. In
this case, it is clear that CrpXnq, for r   r0, is a non admisible estimator since it is
always outperformed by Cr0pXnq. This is because CrpXnq  Cr0pXnq  S and hence,
dµpCr0pXnq, Sq ¤ dµpCrpXnq, Sq (the same holds for the Hausdorff distance). So, the
only admisible parameter would be r  r0. On the other hand, if r ¡ r0 then CrpXnq
can considerably overestimate S specially if S has a big hole inside, see Figure 3.1.
In Proposition 3.2.11, it is proved that the supreme defined in (3.1) is a maximum.
However, it is not enough to assume that S is rconvex for obtaining the proof. It was
necessary to suppose that S satisfies a new geometric property slightly stronger than
rconvexity:
(Rrλ) A closed ball of radius λ ¡ 0 rolls freely in S and a closed ball of radius r ¡ 0
(Rrλ) rolls freely in S
c.
In Definition 1.2.10 was analyzed the intuitive concept of rolling freely. In Proposition
3.2.11 it is proved that, under (Rrλ), if trnu converges to r0 and CrnpSq  S then it
is verified that Cr0pSq  S. The idea of the proof is as follows. If CrnpSq  S then
S would be rnconvex, for all rn. Then, Lemma 3.2.2 would guarantee that a closed
ball of radius rn rolls freely in Sc, for all rn. Therefore, and according to Lemma 3.2.9,
a closed ball of radius r0 rolls freely in Sc. That is, the rolling property is preserved
in the limit. However, it will be showed next that the rolling property with radius
r0 is not enough to guarantee that S is r0convex. Although the rolling property is
preserved if the limit is considered (see Lemma 3.2.9), we have not been able to prove
the analogous result for rconvexity. However, under (Rrλ), the equivalence between
r0convexity and rolling property in Sc for radius r0 can be obtained, see Lemma 3.2.2
and Proposition 3.2.10. Before presenting these results in Section 3.2.2, it is necessary
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to study the relationship between some classical geometric notions and (Rrλ) in Section
3.2.1.
3.2.1 A new flexible geometric condition
Sets fulfilling condition (Rrλ) have a number of desirable properties which make them
easier to handle. Walther (1997, 1999) did not explicitly consider the case where the
radius λ of balls rolling in S can be different from r, the radius of balls rolling freely in
S
c
, see Figure 3.3. But this is important for defining the parameter r0.
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Figure 3.3: (Rrλ) is a more general condition.
The λrolling property ensures that S is smooth but we are not imposing any rela-
tionship between r and λ. According to Figure 3.4, (Rrλ) includes even the case with
r  8 and λ very close to zero.
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Figure 3.4: r ¡ 0 can be very large and λ ¡ 0 can be very close to zero.
Walther (1997, 1999) allows us to prove the equivalence between these three prop-
erties for two closed sets A and Ac: A and Ac are rconvex, A and Ac belong to the
Serra’s model and A satisfies the property (Rrr). In particular, under (R
r
λ), it is possible
to check that both S and Sc are mconvex for m  mintλ, ru, see Figure 3.5.
b
λ
b r
S
Figure 3.5: S is rconvex since that mintλ, ru  r.
Cuevas et al. (2012) studied the relationship between these geometric notions too.
The authors prove that they are not equivalent.
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Lemma 3.2.2. (Cuevas et al., 2012) Let A  Rd be a compact and γconvex set for
some γ ¡ 0. Then, a closed ball of radius γ rolls freely in Ac.
Remark 3.2.3. The outside rolling property for a set A established in Cuevas et al.
(2012) is slightly different from our rolling approach for Ac. However and since BAc 
BA, Lemma 3.2.2 holds.
According to Figure 3.6, the reciprocal is not true in general.
γ
Figure 3.6: γrolling in Ac ÷ γconvexity.
In Proposition 3.2.10, it will be proved that, under (Rrλ) for any λ ¡ 0, S is rconvex
too. So, (Rrλ) is a sufficient condition for guaranteeing rconvexity of the support S;
however, (Rrλ) is not a necessary condition. Figure 3.7 shows three rconvex sets which
do not satisfy (Rrλ) for any λ ¡ 0.
r r
A1 A2 A3
Figure 3.7: A1 is convex and, so, rconvex for all r ¡ 0. A2 and A3 are rconvex.
Next results provide the necessary tools in order to prove Lemma 3.2.9 and Propo-
sition 3.2.10. The first one guarantee the existence of an outward pointing unit vector
98 CHAPTER 3. A DATA-DRIVEN METHOD FOR SUPPORT ESTIMATION
for each point belonging to the boundary of the set.
Lemma 3.2.4. Let A  Rd be a closed and nonempty set such that a ball of radius λ
rolls freely in A. Then, for all a P BA exists ηpaq (not necessarily unique) such that
}ηpaq}  1 and Bλra ληpaqs  A.
Proof. According to the property of rolling freely for a given a P BA exists x P A such
that a P Bλrxs  A verifying that }x a}  λ. If }x a}   λ then a P Bλ}xa}rxs 
IntpAq which is a contradiction since that a P BA. Then, it is possible to define
ηpaq 
pa xq
}a x}
.
It is verified that x  a ληpaq. So,
Bλra ληpaqs  A.
The vector ηpaq (see Figure 4.7) is not unique necessarily. Lemma 3.2.5 relates the
uniqueness of this unit vector and the existence of some x R A such that a coincides
with the metric projection of x onto A.
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λ
Figure 3.8: A ball of radius λ rolls freely in A. For a1 P BA exists a unique x P A such
that a1 P Bλrxs  A. For a2 P BA, a2 P Bλrxs for a non finite number of points x P A.
Lemma 3.2.5. Let A  Rd be a nonempty and closed set and a P BA. Let us assume
that there exists x R A such that
ρ  }x a}  dpx,Aq,
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that is, a is a metric projection of x onto A. If exists λ ¡ 0 and a unit vector ηpaq
such that Bλra ληpaqs  A, then
x  a  ρηpaq.
Proof. To see this suppose the contrary, that is, let us suppose that exists x verifying
the required conditions with x  a   ρηpaq. Then, x, a and a  ληpaq can not lie on
the same line and hence,
}a ληpaq  x}   }a ληpaq  a}   }a x}  λ  ρ. (3.2)
Let z P BBλra ληpaqs X rx, a ληpaqs, where rx, a ληpaqs denotes the line segment
with endpoints x and a ληpaq (see Figure 3.9). Then,
}a ληpaq  x}  |a ληpaq  z}   }z  x}  λ  }z  x}.
According to (3.2),
}z  x}  }a ληpaq  x}  λ   λ ρ λ  ρ,
which is a contradiction since z P A and ρ  dpx,Aq.
bx
ba b
a ληpaq
b
z
A
Ac
Figure 3.9: Elements of Lemma 3.2.5.
Remark 3.2.6. According to Lemma 3.2.5, the unit vector ηpaq is unique, whenever
a P BA is the metric projection of some x R A onto A. Alternatively, if there exists
more than one ball such that a P Bλrxs  A then a can not be the metric projection of
any point x R A, see Figure 3.10.
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Figure 3.10: a P BA is not a metric projection of x R A on A because there exist two
or more unit vectors ηpaq such that Bλra ληpaqs  A.
Lemma 3.2.7 guarantees a reasonable topological behaviour of sets under rolling
freely condition, see Figure 3.11. For these type of sets, it can be proved easily that the
outside rolling property of a set A defined in Cuevas et al. (2012) is totally equivalent
to our rolling definition for Ac. In particular, it holds under (Rrλ).
Lemma 3.2.7. Let A  Rd be a nonempty and closed set. If a ball of radius λ rolls
freely in A then
IntpAcq  Ac and BA  BAc.
Proof. First, we will prove that IntpAcq  Ac. Since that Ac is open and Ac  Ac then
Ac  IntpAcq. Next, it will be proved that IntpAcq  Ac. Let us suppose the contrary,
that is, there exists x P IntpAcq such that x P A. Then, x P AXAc  BA. Rolling freely
in A guarantees that there exists p P A such that x P Bλrps  A with }x  p}  λ.
Since that x P IntpAcq, there exists ǫ ¡ 0 such that Bǫrxs  Ac. Let us assume that
ǫ   λ and let us consider the point
yτ  x  τ
p x
}p x}
, τ P p0, ǫq.
Then, yτ P Bλppq  IntpAq. So, a contradiction is obtained since yτ P Bǫrxs  Ac.
Proving BA  BAc is easy because the boundary of a set can be written as the closure
minus the interior. In addition, A is closed and IntpAcq  Ac. So,
BAc  Acz IntpAcq  AczAc  Acz IntpAcq  BAc  BA.
Lemma 3.2.8 guarantees that, under (Rrλ), the outward pointing unit vector estab-
lished in Lemma 3.2.4 is unique.
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Figure 3.11: A1 and A2 are not under the conditions imposed in Lemma 3.2.7.
Lemma 3.2.8. Let A  Rd be a closed set verifying (Rrλ). Then, for any point a P BA
there exists a unique unit vector ηpaq such that
Bλpa ληpaqq  A and Brpa  rηpaqq  Ac.
Proof. Let a P BA. Under (Rrλ), a ball of radius λ rolls freely in A. Then,
Dx P A such that Bλpxq  A.
In addition, it is possible to write (see Lemma 3.2.4)
x  a ληpaq with ηpaq 
a x
}a x}
.
According to Lemma 3.2.7, BA  BAc and, so, a P BAc. Under (Rrλ), it is verified that
a ball of radius r rolls freely in Ac. Then,
Dy P Ac such that Brpyq  Ac
verifying that }y  a}  dpy,Aq  r. So, a is metric projection of a point y R A.
According to the Lemma 3.2.5,
y  a  rηpaq and then Brpa  rηpaqq  Ac.
Lemma 3.2.9 shows that the rolling freely property present a continuous behavior.
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Lemma 3.2.9. Let A  Rd be a closed set. Let trnu be a sequence of positive terms
converging to r. If a ball of radius rn rolls freely in Ac, for all n, then a ball of radius
r will roll freely in Ac.
Proof. Let us suppose that rn  r for all n since that, otherwise, the proof would be
trivial. It is verified that
a P BA and n P N Dxn such that a P Brnrxns  A
c.
For each a P BA, let us consider the sequence of closed balls tBrnrxnsu  A
c. It is not
restrictive to assume that trnu is an monotone increasing sequence. In another case, it
would be possible to consider a monotone subsequence of trnu denoted by trnu again
converging to r. If a decreasing subsequence was considered, the proof would be trivial.
Then, only the increasing case will be considered. Then, trnu converges to r and txnu
converges to xa since txnu is bounded and it contains a convergent subsequence which
we denote by txnu again. Two steps are necessary to get the proof.
Step 1: It will be proved that for any a P BA it is verified that Brrxas  Ac. To see this
suppose the contrary, that is, let us suppose that a P BA such that Brrxas  Ac with
Ac  Ac Y BA. Then,
Da P IntpAq such that a P Brrxas and, so, a R Ac.
Without loss of generality, we can assume that }axa}   r. If }axa}  r it is enough
to consider a new point on the segment rxa, as. Since a P IntpAq then dpa, BAq ¡ 0. So,
there will exist ra P IntpAq X rxa, as such that }ra  xa}   r. In this case, a  ra would
be taken, see Figure 3.13.
Since trnu Ò r,
Dn0 P N such that }a xa}   rn   r, n ¥ n0.
So,
n ¥ n0, a P Brnpxaq  Brnrxas. (3.3)
Let us define for all n ¥ n0,
dn  dpa, BBrnrxasq.
In addition, trnu is an increasing sequence. Then, it is verified that
Br1rxas  Br2rxas  ...
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Figure 3.12: Elements of Step 1 in Lemma 3.2.9 with }a1  xa}   r and }a2  xa}  r.
and, as consequence and taking (3.3) into account,
0   dn0 ¤ dn1 ¤ dn2 ¤ ...
Let us consider dn0{2, since txnu converges to xa,
Dn1 P N such that }xa  xn}   dn0{2, n ¥ n1.
So,
a P Brnrxns, n ¥ n2  maxtn0, n1u.
To see this, notice that, if n ¥ n2 then
}a xn} ¤ }a xa}   }xa  xn}   rn  dn  
dn0
2
  rn  dn  
dn
2
  rn.
This fact is a contradiction since
Brnrxns  A
c, n
because a P IntpAq.
Step 2: It will be proved that a P Brrxas. We will assume that a R Brrxas and we will
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show that this is impossible under the assumptions we have done. If a R Brrxas then
}a xa} ¡ r and it is possible to define ǫ  }a xa}  r ¡ 0. Since txnu converges to
xa, there exists n0 P N such that }xn  xa}   ǫ. For all n ¥ n0,
}xn  a} ¥ }a xa}  }xa  xn} ¡ }a xa}  ǫ  r.
a b
Bǫpxaq
b
A
r
Figure 3.13: Elements of Step 2 in Lemma 3.2.9: a P BA, xa and Bǫpxaq.
Since trnu is an monotone increasing sequence converging to r, a R Brnrxns. This
is a contradiction since we are assuming that a P Brnrxns for all n.
Proposition 3.2.10 guarantees, under (Rrλ), the rconvexity of the support S. This
result shows that the reciprocal of Lemma 3.2.2 is true if (Rrλ) is assumed.
Proposition 3.2.10. Let S  Rd be a nonempty, compact support verifying (Rrλ).
Then, S is r convex.
Proof. Let us prove that S  CrpSq. Since S  CrpSq for any r ¡ 0, it is enough to
check if CrpSq  S. Equivalently, it will be checked that for all x P S
c there exists
an open ball of radius r containing x that does not intersect S. Let us fix x R S. If
dpx, Sq ¥ r then
x P Brpxq and Brpxq X S  H.
Otherwise, if dpx, Sq   r, let s be a projection of x on S and let us define ρ  dpx, Sq 
}x s}. According to Lemmas 3.2.4 and 3.2.5,
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Bλrs ληpsqs  S,
where ηpsq  ps  xq{}s  x} and x  s   ρηpsq. In addition, s P BS  BSc and,
according to the imposed conditions, a ball of radius r rolls freely in Sc. So,
Dc P Rd such that s P Brrcs and Brrcs  Sc.
It is verified that Brpcq X S  H and, according to Lemma 3.2.5,
c  s  rηpsq.
since s is projection of c on S. We are supposing that ρ   r. So,
}x c}  }pρ rqηpsq}  r  ρ   r.
Then, x R CrpSq since x P Brpcq and Brpcq X S  H.
Figure 3.14 shows the elements used in the proof of Proposition 3.2.10.
b
b
b
r x1
c
s
S
Sc
b
x2
r
Figure 3.14: Elements of Proposition 3.2.10 with dpx1, Sq   r and dpx2, Sq ¡ r.
3.2.2 Studying the smoothing parameter
Having presented the relationships between the different geometric conditions, we are
now ready to prove that the supreme defined in (3.1) is, in fact, a maximum.
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Proposition 3.2.11. Let S  Rd be a nonempty, compact and nonconvex set verifying
(Rrλ) and let r0 be the parameter defined in (3.1). Then,
Cr0pSq  S.
As consequence, a ball of radius r0 rolls freely in Sc.
Proof. It will be proved that r0 P tγ ¡ 0 : CγpSq  Su. According to the properties of
the supreme,
r0 P tγ ¡ 0 : CγpSq  Su
and, so, there exists trnu converging to r0 such that trnu  tγ ¡ 0 : CγpSq  Su. Then,
CrnpSq  S, n P N.
According to Lemma 3.2.2, a ball of radius rn rolls freely in Sc for all n. Then, a ball
of radius r0 rolls freely in Sc, see Lemma 3.2.9. Since a ball of radius λ ¡ 0 rolls freely
in the interior of S, it is possible to guarantee that S is under pRr0λ q. According to
Proposition 3.2.10, S is a r0convex set.
3.3 The new data-driven method
According to the previous comments, if S is compact, nonempty, nonconvex and it is
under (Rrλ) then the existence of the optimal parameter r0 is guaranteed. In addition,
it is satisfied that Cr0pSq  S. The uniformity test proposed by Berrendero et al.
(2012) will be used to estimate r0 in a data-driven way from Xn. This test is based on
the multivariate spacings theory studied by Janson (1987). In the univariate case, the
spacings defined by a random sample of points Xn in a support interval S  ra, bs are
defined as the gap lengths left by the sample points in the interval. They are calculated
in a simple way in terms of differences between consecutive order statistics.
If d ¡ 1 the definition of spacings is not so straightforward. However, there still is
a natural way to define the largest (or maximal) spacing with some valuable properties
derived for it. In this work, we will consider spherical spacings. The maximal spacing
for S is defined in a formal way as
∆npSq  suptγ : Dx with Bγrxs  SzXnu. (3.4)
Obviously, the maximal spacing depends on S and, of course, on the sample points.
The Lebesgue measure (volume) of the balls with radius ∆npSq is denoted by VnpSq.
Theorem 3.3.1 will be essential in order to present the uniformity test.
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Theorem 3.3.1. (Janson (1987)) Let Xn be an i.i.d and uniform sample on S, with
µpSq  1 and µpBSq  0. Then, the following weak convergence holds
nVn  log n pd 1q log log n log β
d
Ñ U,
where Vn denotes the volume associated with the largest spacing ∆n defined in (3.4),
β is a known constant,
d
Ñ denotes the convergence in distribution and U is a random
variable with distribution PpU ¤ uq  expp exppuqq, para u P R.
Remark 3.3.2. Janson (1987) gave explicitly the value of the constant β for the most
of cases. In particular, if d  2 then β  1.
Berrendero et al. (2012) use Theorem 3.3.1 in order to propose a test of uniformity
on the support S establishing as null hypothesis:
H0 : X is uniform on S.
With significance level α, H0 would be rejected whenever
VnpSq ¡
apuα   log n  pd 1q log log n  log βq
n
, (3.5)
where a  µpSq and µ denotes the Lebesgue measure.
However, the main goal of their work is to present a uniformity test for a more gen-
eral case in which the support S is unknown but it satisfies some geometric restriction.
It was assumed that S verified (Rνν) for some ν ¡ 0 and Sn  CνpXnq was considered
as an estimator of S since, under (Rνν), S is νconvex. However, ν is again unknown
and, in addition, its influence is very strong. No data-driven method was provided for
selecting ν. Under H0, the null hypothesis of uniformity could be rejected on CνpXnq
if high values of ν are considered, see Figure 3.15. In this case, the maximal spacing is
estimated as
∆ˆn  suptγ : Dx with Bγrxs  SnzXnu, (3.6)
and the critical region (3.5) is replaced by
Vˆn ¡
anpuα   log n  pd 1q log log n  log βq
n
,
where an  µpSnq and Vˆn denotes the volume of the ball of radius ∆ˆn given in (3.6).
In practise, the authors considered an alternative critical region
Vˆn ¡
anpuα   log n  pd 1q log log n  log βq
n
,
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where an 
n
pnvnq
µpSnq and vn denotes the number of vertices of Sn.
Figure 3.15 shows the maximal spacing for a sample of size n  500 with uniform
distribution on the circular ring B0.35rp0.5, 0.5qszB0.15pp0.5, 0.5qq and the maximal spac-
ing when it is assumed that the support is known, see (left), or unknown, see (center)
and (right). In this last case, Sn  C0.15pX500q and Sn  C0.155pX500q are considered
as support estimators for the circular ring. A bad choice of the smoothing paremeter
(right) allows us to detect a very big gap or spacing, clearly incompatible with the
uniformity hypothesis.
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Figure 3.15: Maximal spacing with support S  B0.35rp0.5, 0.5qszB0.15pp0.5, 0.5qq (left),
Sn  C0.15pX500q (center) and Sn  C0.155pX500q (right).
Similarly, Figure 3.16 shows the maximal spacings for the estimators of the Aral
Sea considered in Figure 2.3. A bad choice (a big value) of the smoothing parameter
allows to detect a large gap in Figure 3.16 (right), again incompatible with uniformity
assumption. The test will reject that Xn is uniform on the support considered (known
or unknown) if it contains a big spacing. Then, null hypothesis of uniformity should
be rejected on Sn  C100pX2000q with level α. However, X2000 is a uniform sample
on the Aral Sea. This means that the estimator contains a large spacing which is not
contained in the Aral Sea. Then, the smoothing parameter have been chosen in a wrong
way because the sample is uniform on the original support. It must be selected smaller
than 100.
From an intuitive point of view, the test will reject that a sample Xn is uniform on
the support considered (known or unknown) if this one contains a gap with a relatively
large area and that does not intersect the sample points. The algorithm that we propose
for estimating r0 is based in the case of the unknown support following the somewhat
opposite approach by Berrendero et al. (2012). We will assume that Xn follows a
uniform distribution on S. If a large spacing is found in CrpXnq then we should reduce
the value of r. As an example in Figure 3.15 (right), the null hypothesis of uniformity
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Figure 3.16: C10pX2000q (left). C40pX2000q (center). C100pX2000q (right) is almost equal
to the convex hull of X2000.
is rejected on Sn  C0.155pX500q with level α. However, X500 is, by construction, a
uniform sample on S. This means that the estimator contains a big enough gap that
is not compatible with the uniformity of the sample points on Sn. This is because Sn
is not contained in S. Then, it is possible to deduce that the choice of the smoothing
parameter is wrong and this one is smaller than 0.155. According to the Definition
3.2.1, we suggest to estimate r0 as
rˆ0  suptγ ¡ 0 : H0 is accepted on CγpXnqu. (3.7)
In the next section some technical aspects will be considered. For instance, the
existence of the supreme defined in (3.7) will be guaranteed, with probability one, for
n large enough.
3.3.1 Consistency for the estimator of the optimal parameter
Next theoretical auxiliary results will be useful for guaranteeing the consistency of the
estimator proposed in (3.7). First we will prove that, with probability increasing to
one, rˆ0 is at least as big as r0.
Theorem 3.3.3. Let S  Rd be a compact, nonconvex and nonempty set verifying
(Rrλ) and Xn a uniform and i.i.d sample on S. Let r0 be the parameter defined in (3.1)
and tαnu  p0, 1q a sequence converging to zero that denotes the significance level of
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the tests performed in (3.7). Then,
lim
nÑ8
Pprˆ0 ¥ r0q  1.
Proof. From the definition of rˆ0, see (3.7), it is clear that
Pprˆ0 ¥ r0q ¥ PpVˆn,r0 ¤ cˆn,αn,r0q,
where Vˆn,r0 denotes the volume of the maximal spacing in Cr0pXnq,
cˆn,αn,r0 
µpCr0pXnqqpuαn   log n  pd 1q log log n  log βq
n
and uαn satisfies PpU ¤ uαnq  1  αn and U is the random variable defined in
Theorem 3.3.1. Since, with probability one, Cr0pXnq  S, we have Vˆn,r0 ¤ VnpSq
where, remember, VnpSq denotes the volume of a ball with radius the maximal spacing
of S. Hence,
Pprˆ0 ¥ r0q ¥ PpVnpSq ¤ cˆn,αn,r0q  P

uαn
An
Un ¤ uαn


,
where
Un 
nVnpSq
µpSq
 log n pd 1q log log n log β
and
An 
ncˆn,αn,r0
µpSq
 log n pd 1q log log n log β.
According to the Janson (1987)’s Theorem, Un
d
Ñ U . Next, it will be proved easily
that
uαn
An
P
Ñ 1.
To see this, notice that it is possible to write
uαn
An

uαn
ncˆn,αn,r0
µpSq
 log n pd 1q log log n log β

uαn
n
µpSq
µpCr0 pXnqqpuαn logn pd1q log logn log βq
n
 log n pd 1q log log n log β

uαn
µpCr0 pXnqq
µpSq
puαn   log n  pd 1q log log n  log βq  log n pd 1q log log n log β
.
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In addition,
µpCr0pXnqq{µpSq  1 OP pplogpnq{nq
2{pd 1q
q,
see Theorem 3 in Rodr´ıguez-Casal (2007). Therefore,
uαn
An
P
Ñ 1.
According to the Slutsky’s Lemma and since that
uαn
An
P
Ñ 1 and Un
d
Ñ U then
uαn
An
Un
d
Ñ U.
Notice that U has a continuous distribution, so convergence in distribution implies that
sup
u
|P ppuαn{AnqUn ¤ uq  PpU ¤ uq| Ñ 0.
Since PpU ¤ uαnq  1 αn and αn Ñ 0, this ensures that
P ppuαn{AnqUn ¤ uαnq Ñ 1.
Therefore, Pprˆ0 ¥ r0q Ñ 1.
Next, it will be proved that rˆ0 cannot be arbitrarily larger that r0. The following
proposition ensures that, for a given γ ¡ r0, there exists an open ball contained in
CγpSq which does not meet S.
Proposition 3.3.4. Let S  Rd be a compact, nonconvex and nonempty set verifying
(Rrλ) and let be γ ¡ 0 such that S  CγpSq. Then, there exists ǫ ¡ 0 and x P CγpSq
such that Bǫpxq  CγpSq and Bǫpxq X S  H.
Proof. Let us assume, for a moment, that we can find s P BS such that s P IntpCγpSqq.
In this case, there exists ρ ¡ 0 satisfying that Bρpsq  CγpSq, see Figure 3.17. On the
other hand, by assumption, S is r0-convex which implies, using Lemma 3.2.2, that a
ball of radius r0 rolls freely in Sc. Lemma 3.2.7 guarantees that s P BS  BSc. So,
there exists a ball y P Rd such that s P Br0rys  S
c. Therefore, Br0pyq  S
c. As
consequence of Lemma 3.2.7, Br0pyq  IntpS
c
q  Sc. Then, Br0pyqXS  H. It is clear
that we can find an open ball Bǫpxq such that Bǫpxq  Br0pyqXBρpsq, see Figure 3.17.
By construction Bǫpxq  Br0pyq and, hence, Bǫpxq X S  H. Finally, Bǫpxq  Bρpsq
and, therefore, Bǫpxq  CγpSq. This would finished the proof in this case.
It remains to prove what happens if BS  BCγpSq. We will show that this is
impossible under the assumptions we have done. First, the hypothesis BS  BCγpSq
imply that a ball of radius γ rolls freely in Sc. This is a straightforward consequence
of Lemma 3.2.2 since CγpSq is γ-convex. So, S would satisfy the pR
γ
λq shape restriction
that implies, see Proposition 3.2.10, γ-convexity. This is a contradiction since we are
assuming that S  CγpSq.
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Figure 3.17: Elements of proof in Lemma 3.3.4. BS in black, BCγpSq in gray, Bρpsq,
Br0rys and Bǫpxq in gray.
Lemma 3.3.5. Let S  Rd be a compact, nonconvex and nonempty set verifying (Rrλ)
and Xn a uniform and i.i.d sample on S. Let r0 be the parameter defined in (3.1).
Then, for all r ¡ r0, there exists an open ball Bρpxq such that Bρpxq X S  H and
P pBρpxq  CrpXnq, eventuallyq  1.
Proof. Let be r such that r ¡ r ¡ r0. Since Cr0pSq  S  CrpSq, according to
Lemma 3.3.4,
DBǫpxq such that Bǫpxq  CrpSq and Bǫpxq X S  H.
It can be assumed, without loss of generality, that r ¤ ǫ
2
  r. If this is not the case
then it would be possible to replace r by r ¡ r satisfying r   r ¤ ǫ
2
  r. For
this r,
Bǫpxq  CrpSq  CrpSq and Bǫpxq X S  H.
Now, we apply Proposition B.0.5 in Appendix B in order to ensure that
P pS `Brr0s  Xn `Brr0s, eventuallyq  1. (3.8)
Since S P GSpr0q, for 0   ǫ

  r0, it is verified that, see Appendix B,
PpS `Brr0s  rpS X Xnq ` pr

  2ǫqB1r0ssq
¤ Dpǫ, S ` pr   2ǫqB1r0sq exp
!
nabmintr   ǫ, r0u
d1
2 ǫ
d 1
2
)
,
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where Dpǫ, Bq  maxtcard N : N  B, |x  y| ¡ ǫ for different x, y P Nu, a is a
dimensional constant and b  1{µpSq. Therefore,
PpS `Brr0s  rpS X Xnq `Br 2ǫr0ssq ¤ A exp tnW u
where A and W denote the corresponding constants. Since
8
¸
i1
exp tnW u   8.
We have, using the Borel Cantelli Lemmas, that
PpS `Brr0s  rpS X Xnq `Br 2ǫr0ssq, infinitely oftenq  0.
Then, with probability one and for n large enough,
S `Brr0s  pS X Xnq `Br 2ǫr0sq.
Then, since S P GCpr0q and, with probability one, Xn  S, it is verified for n large
enough that
S `Brr0s  Xn `Br 2ǫr0s.
In addition, assuming that ǫ   prrq{2, with probability one and for n large enough,
S `Brr0s  Xn `Br 2ǫr0s  Xn `Brr0s.
According to (3.8), if S ` Brr0s  Xn ` Brr0s then pS ` Brr0sq a Brr0s  pXn `
Brr0sq aBrr0s, that is, CrpSq  pXn `Brr0sq aBrr0s. This imply that
CrpSq aBrrr0s  ppXn `Brr0sq aBrr0sq aBrrr0s.
In addition,
ppXn `Brr0sq aBrr0sq aBrrr0s  pXn `Brr0sq aBrr0s  CrpXnq,
where we have used that, for sets A,C and D, pAaCqaD  AapC`Dq. Finally, since
Bǫpxq  CrpSq and ǫ{2 ¥ pr  r

q, we have Bǫ{2pxq  CrpSq a Bǫ{2r0s  CrpSq a
Brrr0s  CrpXnq. This concludes the proof of the lemma by taking ρ  ǫ{2.
Proposition 3.3.6. Let S  Rd be a compact, nonconvex and nonempty set verifying
(Rrλ) and Xn a uniform and i.i.d sample on S. Let r0 be the parameter defined in
(3.1) and tαnu  p0, 1q a sequence of significance levels converging to zero such that
logpαnq{nÑ 0. Then, for any ǫ ¡ 0,
P prˆ0 ¤ r0   ǫ, eventuallyq  1
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Proof. Given ǫ ¡ 0 let be r  r0   ǫ. According to Lemma 3.3.5, there exists x P R
d
and ρ ¡ 0 such that Bρpxq X S  H and
P pBρpxq  CrpXnq, eventuallyq  1.
Since, with probability one, Xn  S we have Bρpxq X Xn  H. Hence, if Bρpxq 
CrpXnq, we have Vˆn,r ¥ µpBρpxqq  cρ ¡ 0. Similarly, Vˆn,r1 ¥ Vˆn,r ¥ cρ for all r
1
¥ r.
On the other hand, since uαn{ logpαnq  logp logp1  αnqq{ logpαnq Ñ 1, we have,
with probability one,
sup
r1
cˆn,αn,r1 ¤
µpconvpSqqpuαn   logn  pd 1q log logn  log βq
n
,
and
µpconvpSqqpuαn   log n  pd 1q log log n  log βq
n
Ñ 0
where convpSq denotes the convex hull of S. This means that, with probability one,
there is n0 such that if n ¥ n0 we have supr1 cˆn,αn,r1   cρ. Therefore, if Bρpxq  CrpXnq,
we get rˆ0 ¤ r. This last statement follows from Vˆn,r1 ¡ cˆn,αn,r1 for all r
1
¥ r and the
definition of rˆ0, see (3.7).
Theorem 3.3.7 shows that rˆ0 is finite and it estimates r0 consistently. We assume
that S is not convex only for simplicity in the exposition considering the case r0  8.
If S is convex it can be shown that rˆ0 goes to infinity (which is the value of r0 in this
case) because, with high probability, the test is not rejected for all values of r.
Theorem 3.3.7. Let S  Rd be a compact, nonconvex and nonempty set verifying
(Rrλ) and Xn a uniform and i.i.d sample on S. Let r0 be the parameter defined in (3.1)
and rˆ0 defined in (3.7). Let tαnu  p0, 1q be a sequence of significance levels converging
to zero verifying limnÑ8 logpαnq{n  0. Then, rˆ0 converges to r0 in probability.
Proof. The proof is a straightforward consequence of Theorem 3.3.3 and Proposition
3.3.6.
3.4 Consistency for the resulting estimator for the sup-
port
Once the consistency of rˆ0 as an estimator of the parameter r0 has been established, it
is necessary to analyze the quality of Crˆ0pXnq as an estimator for the support S. The
distances between sets allow us to calculate the error when the support is estimated
by measuring the distance between S and its estimations. In this work, two usual
metrics between sets are often considered in order to assess the performance of the
supports estimators, Hausdorff distance and distance in measure. In Theorem 3.4.1,
some conditions for guaranteeing the consistency of the estimator are analyzed.
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Theorem 3.4.1. Let S  Rd be a compact, nonconvex and nonempty set verifying
(Rrλ) and Xn a uniform and i.i.d sample on S. Let r0 be the parameter defined in
(3.1) and rˆ0 defined in (3.7). Let tαnu  p0, 1q be a sequence of significance levels
converging to zero verifying limnÑ8 logpαnq{n  0. If limrÑr 
0
dHpS,CrpSqq  0 then
dHpS,Crˆ0pXnqq Ñ 0, in probability. The same holds for dµpS,Crˆ0pXnqq  0.
Proof. For the uniform distribution on S, Theorem 3 of Rodr´ıguez-Casal (2007) ensures
that, under (Rr
r
), then PpEnq Ñ 1, where
En 
#
dHpS,C
r
pXnqq ¤ A

log n
n

2{pd 1q
+
,
and A is some constant. Under the hypothesis of Theorem 3.4.1 this holds for any
r¤ mintr, λu. Fix one r¤ mintr, λu ¤ r0 and observe that C
r
pXnq  Cr0pXnq  S. If
the event En holds we have
dHpS,Cr0pXnqq ¤ dHpS,CrpXnqq ¤ A

log n
n

2{pd 1q
. (3.9)
On the other hand, since limrÑr 
0
dHpS,CrpSqq  0, given ǫ ¡ 0,
Drǫ such that dHpS,CrpSqq   ǫ for all r verifying r0   r   rǫ. (3.10)
According to the Theorem 3.3.7, rˆ0 converges to r0 in probability. In addition, with
probability increasing to one, rˆ0 is at least as big as r0, see Theorem 3.3.3. Then, if
Rn  tr0 ¤ rˆ0 ¤ rǫu, it is verified that PpRnq Ñ 1. Therefore, we have
Cr0pXnq  Crˆ0pXnq  CrǫpSq
and, as consequence,
dHpCrˆ0pXnq, Sq ¤ maxtdHpCr0pXnq, Sq, dH pCrǫpSq, Squ.
Then, if the events En and Rn hold (notice that PpEn XRnq Ñ 1) it is enough to take
(3.9) and (3.10) into account in order to finish the proof.
According to the Theorem 3.4.1, Crˆ0pXnq is a consistent estimator for the support if
Hausdorff or Lebesgue measures are considered when lim
rÑr 
0
dHpS,CrpSqq  0. What
happens if this continuity of the Hausdorff distance does not hold? We have proved
that, with probability increasing to one, rˆ0 ¥ r0. For instance, if we consider as a
support the set represented in Figure 3.18 then, for a large but finite value of n, it
is satisfied that dHpS,CrpXnqq ¥ r0{2 ¡ 0 whenever r ¡ r0. Of course, this does not
imply that dHpS,Crˆ0pXnqq ¥ r0{2 but the condition rˆ0 ¥ r0 complicates the proof. This
problem can be easily solved by considering CrnpXnq as an estimator with rn  νrˆ0
with a fixed ν P p0, 1q, see Theorem 3.4.2.
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b
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S
Figure 3.18: A ball of radius r0 rolls freely in Sc and a ball of radius λ rolls freely in S.
Theorem 3.4.2. Let S  Rd be a compact, nonconvex and nonempty set verifying (Rrλ)
and Xn a uniform and i.i.d sample on S. Let r0 be the parameter defined in the (3.1)
and rˆ0 defined in (3.7). Let tαnu  p0, 1q be a sequence of significance levels converging
to zero under the conditions of Theorem 3.3.7. Let be ν P p0, 1q and rn  νrˆ0. Then,
dHpS,CrnpXnqq  OP

log n
n


2
d 1
,
dHpBS, BCrnpXnqq  OP


log n
n


2
d 1

and
µpS△CrnpXnqq  OP


log n
n


2
d 1

.
Proof. For the uniform distribution on S, Theorem 3 of Rodr´ıguez-Casal (2007) ensures
that, under (Rr
r
), then PpEnq Ñ 1, where
En 
#
dHpS,C
r
pXnqq ¤ A

log n
n

2{pd 1q
+
,
and A is some constant. Under the hypothesis of Theorem 3.4.2 this holds for any
r¤ mintr, λu. Fix one r¤ mintr, λu such that r  νr0 and define Rn  tr¤ rn ¤ r0u.
Since, by Theorem 3.3.7, rn  νrˆ0 converges in probability to νr0 and r   νr0   r0,
we have that PpRnq Ñ 1. If the events En and Rn hold (notice that PpEn XRnq Ñ 1)
we have C
r
pXnq  CrnpXnq  S and, therefore,
dHpS,CrnpXnqq ¤ dHpS,CrpXnqq ¤ A

log n
n

2{pd 1q
.
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This completes the proof of the first statement of Theorem 3.4.2. Similarly, we can
proof the result for the other error criteria considered in Theorem 3.4.2.
Remark 3.4.3. The selector proposed by Mandal and Murthy (1997), rMMn , goes to
zero in probability. In Pateiro-Lo´pez and Rodr´ıguez-Casal (2013) it is proved that,
for a deterministic sequence of parameters dn (dn ¤ r0 and d
2
nn{ logpnq Ñ 8), the
convergence rate (in probability) for the distance in measure is, for the bidimensional
case, d
1{3
n n
2{3. This is the convergence rate of the new proposal plus a penalizing
term d
1{3
n which goes to infinity if dn Ñ 0. It is expected that this penalizing factor,
prMMn q
1{3 also appears for the the Mandal and Murthy’s proposal.
3.5 Numerical aspects of the algorithm
The practical implementation of this method requires considering some numerical as-
pects in order to detail it completely.
For n large enough, the existence of the estimator defined in (3.7) is guaranteed
under the hypothesis of Theorem 3.3.7. However, in practise, it could not to exist for a
specific sample Xn and a given value of the significance level α. Therefore, the influence
of α must be taken into account. The null hypothesis will be (incorrectly) rejected on
CrpXnq for 0   r ¤ r0 with probability α approximately. This is not important from
the theoretical point of view, since we are assuming that α  αn goes to zero as the
sample size increases. But, what to do if, for a given sample, we reject H0 for all r (or
at least all reasonable values of r)? In order to fix a minimum acceptable value of r,
it is assumed that S (and, hence, the estimator) will have no more than C cycles. Too
split estimators will not be considered even in the case that we reject H0 for all r. The
minimum value that ensures a number of cycles not greater than C will be taken in
this latter case, see below.
Dichotomy algorithms can be used to compute rˆ0. The practitioner must select
a maximum number of iterations I and two initial points rm and rM with rm   rM
such that the null hypothesis of uniformity is rejected and accepted on CrM pXnq and
CrmpXnq, respectively. According to the previous comments, it is assumed that the
number of cycles of CrmpXnq must not be greater than C. Choosing a value close
enough to zero is usually sufficient to select rm. However, if selecting this rm is not
possible because, for very low and positive values of r, the hypothesis of uniformity is
still rejected on CrpXnq then r0 is estimated as the positive closest value to zero r such
that the number of cycles of CrpXnq is smaller than or equal to C. On the other hand,
if the hypothesis of uniformity is accepted even on convpXnq then we propose convpXnq
as the estimator for the support.
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To sum up, the next inputs should be given: the significance level α P p0, 1q, a
maximum number of iterations I, a maximum number of cycles C and two initial
values rm and rM . Given these parameters rˆ0 will be computed as follows:
1. In each iteration and while the number of them is smaller than I:
(a) r  prm   rM q{2.
(b) If the null hypothesis is not rejected on CrpXnq then rm  r.
(c) Otherwise, rM  r.
2. Then, rˆ0  rm.
According to the correction of the bias proposed by Ripley and Rasson (1977) for the
convex hull estimator, Berrendero et al. (2012) suggested rejecting the null hypothesis
of uniformity when
Vˆn,r ¡
µpSnqpuα   log n  pd 1q log log n  log βq
n vn
,
where vn denotes the number of vertices of Sn  CrpXnq (points of Xn that belong to
BSn). In this work, it is proposed to redefine the critical region as
Vˆn,r ¡ cˆ

n,α,r,
where cˆn,α,r is equal to
µpSnqpuα   log pn vnq   pd 1q log log pn vnq   log βq
n vn
,
that is, we suggest to replace n by n  vn in the definition of cˆn,α,r elsewhere not
only in the denominator. Although the main theoretical results in Section 3.4 are
established in terms of cˆn,α,r instead of cˆ

n,α,r, the proofs are completely analogous in
both cases since vn is negligible with respect to n, see the upper bound for the expected
number of vertices in Theorem 3 by Pateiro-Lo´pez and Rodr´ıguez-Casal (2013) in the
two-dimensional case or Pateiro-Lo´pez (2008) for general dimension.
Some technical aspects related to the computation of the maximal spacings must
be also considered. Testing the null hypothesis of uniformity is a procedure repeated
I times in this algorithm. This may seem to be very computing intensive since the
test involves calculating the maximal spacing. Berrendero et al. (2012) found the
maximal spacing in two stages. First, based on the Voronoi diagram and Delaunay
triangulation of the sample, an initial radius is determined, stored as a candidate to be
the maximal spacing. Then, by enlarging this initial value iteratively, they define an
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increasing sequence of radius and check whether any of them satisfies the conditions
to define the maximal spacing. However, it is not necessary to know the exact value
of the maximal spacing. In fact, in order to perform the test, it is only necessary to
check if, for a fixed r, CrpXnq contains an open ball, that does not intersect the sample
points with volume greater than the test’s critical value cˆn,α,r. For instance, for the
two-dimensional case, we will simply check if an open ball of radius equal to
b
cˆn,α,r{π
and center x is contained in CrpXnqzXn. If this disc exists then x R Bcˆn,α,rpXnq where
Bcˆn,α,rpXnq 
¤
XiPXn
Bcˆn,α,rpXiq
is the dilation of radius cˆn,α,r of the sample. Therefore, the centers of the possible
maximal balls necessarily lie outside Bcˆn,α,rpXnq. Following Berrendero et al. (2012),
to check if the null hypothesis of uniformity is rejected on CrpXnq, we will follow the
following steps:
1. Determine the set Dprq  CrpXnq X BBcˆn,α,r pXnq. Notice that, if x P Dprq then
Bcˆn,α,rpxq X Xn  H.
2. Calculate Mprq  maxtdpx, BCrpXnq : x P Dprqu.
3. If Mprq ¤ cˆn,α,r then the null hypothesis of uniformity is not rejected.
It should be noted that BCrpXnq and BBcˆn,α,rpXnq can be easily computed (at least
for the bidimensional case), see Pateiro-Lo´pez and Rodr´ıguez-Casal (2010).
3.6 A comparative simulation study
The performances of the algorithm proposed in this paper and Mandal and Murthy
(1997)’s method will be analyzed in this section. They will be denoted by RS and MM,
respectively. A total of 1000 uniform samples of four different sample sizes n have been
generated on three support models in the Euclidean space R2, see Section 1.4.2.
The first set, S  B0.35rp0.5, 0.5qszB0.15pp0.5, 0.5qq, is a circular ring with r0  0.15.
The other two ones are two interesting sets, S  C and S  S with r0  0.2 and
r0  0.0353, respectively. The values of n considered are n  100, n  500, n  1000
and n  1500. In addition, four values for α have been taken into account, α1  10
1,
α2  10
2, α3  10
3 and α4  10
4. The maximum number of cycles C was fixed
arbitrarily in all the simulations equal to 4.
For each fixed random sample, both estimators of the smoothing parameter of the
rconvex hull have been calculated. So, one thousand estimations have been obtained
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1500 1500 1500 1500 1500
n 100 500 1000 1500
RS
α1  10
1 0.1592 0.1456 0.1438 0.1410
α2  10
2 0.1592 0.1509 0.1499 0.1495
α3  10
3 0.1592 0.1516 0.1507 0.1503
α4  10
4 0.1592 0.1517 0.1507 0.1504
MM 0.1969 0.1295 0.1084 0.0977
Table 3.1: Empirical means of 1000 RS and MM estimations for the smoothing pa-
rameter of the rconvex hull with S  B0.35rp0.5, 0.5qszB0.15pp0.5, 0.5qq. In this case,
r0  0.15.
1500 1500 1500 1500 1500
n 100 500 1000 1500
RS
α1  10
1 0.2724 0.2007 0.1903 0.1888
α2  10
2 0.2929 0.2150 0.2056 0.2032
α3  10
3 0.2982 0.2188 0.2089 0.2055
α4  10
4 0.2988 0.2226 0.2105 0.2068
MM 0.1636 0.1072 0.0897 0.0809
Table 3.2: Empirical means of 1000 RS and MM estimations for the smoothing param-
eter of the rconvex hull with S  C. In this case, r0  0.2.
1500 1500 1500 1500 1500
n 100 500 1000 1500
RS
α1  10
1 0.0954 0.0833 0.0637 0.0548
α2  10
2 0.0954 0.0878 0.0695 0.0602
α3  10
3 0.0958 0.0886 0.0736 0.0631
α4  10
4 0.1077 0.0887 0.0778 0.0659
MM 0.1644 0.1055 0.088 0.0792
Table 3.3: Empirical means of 1000 RS and MM estimations for the smoothing param-
eter of the rconvex hull with S  S. In this case, r0  0.0353.
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1500 1500 1500 1500 1500
n 100 500 1000 1500
RS
α1  10
1 0.9288 0.3293 0.2085 0.1623
α2  10
2 0.9288 0.3143 0.1970 0.1492
α3  10
3 0.9294 0.3123 0.1957 0.1484
α4  10
4 0.9288 0.3122 0.1957 0.1483
MM 1.4165 0.3378 0.2316 0.1837
0.9337 0.2956 0.1819 0.1364
Table 3.4: Empirical means of 1000 estimations (multiplied by 10) obtained for the
distance in measure between S  B0.35rp0.5, 0.5qszB0.15pp0.5, 0.5qq and the resulting
support estimators for RS and MM methods. The last row contains the benchmarks
(multiplied by 10) for each sample size.
1500 1500 1500 1500 1500
n 100 500 1000 1500
RS
α1  10
1 0.6041 0.1472 0.0920 0.0712
α2  10
2 0.6677 0.1589 0.0833 0.0640
α3  10
3 0.6820 0.1953 0.0832 0.0631
α4  10
4 0.6837 0.2440 0.0865 0.0626
MM 0.4145 0.1681 0.1125 0.0885
0.3727 0.1277 0.0800 0.0606
Table 3.5: Empirical means of 1000 estimations (multiplied by 10) obtained for the
distance in measure between S  C and the resulting support estimators for RS and
MM methods. The last row contains the benchmarks (multiplied by 10) for each sample
size.
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n 100 500 1000 1500
RS
α1  10
1 0.6389 0.2591 0.1842 0.1485
α2  10
2 0.6389 0.2537 0.1821 0.1455
α3  10
3 0.6411 0.2530 0.1821 0.1464
α4  10
4 0.6797 0.2529 0.1816 0.1476
MM 1.2319 0.4851 0.2445 0.1514
1.0794 0.3320 0.2038 0.1541
Table 3.6: Empirical means of 1000 estimations (multiplied by 10) obtained for the
distance in measure between S  S and the resulting support estimators for RS and
MM methods. The last row contains the benchmarks (multiplied by 10) for each sample
size.
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Figure 3.19: Boxplots of the estimations for the distance in measure for RS and MM
methods when n  1500 for S  B0.35rp0.5, 0.5qszB0.15pp0.5, 0.5qq (right), S  C
(center) and S  S (left). From left to right, RS considering α1, α2, α3 and α4
and MM.
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for each algorithm, fixed a model and the values of n and α. The empirical means
of these one thousand estimations are showed in Tables 3.1, 3.2 and 3.3 for the RS
and MM methods. We should mention that MM method is included in these table
only for illustrative purposes. The results of these two algorithms are not directly
comparable since the goal of MM is not to estimate the parameter r0 defined in (3.1).
On the other hand, Tables 3.4, 3.5 and 3.6 contain the empirical means of one thousand
Monte Carlo estimations for the distance in measure between the RS and MM support
estimators and the corresponding theoretical models, respectively. In addition, we have
also estimated the distance in measure between the r0convex hull of each sample and
its corresponding support model for the different sample sizes. The means of these
estimations can be considered as the benchmark. They are showed (multiplied by 10)
in the last row of Tables 3.4, 3.5 and 3.6. A grid of 3342 points was considered in the
unit square for estimating the distance in measure. The parameter ν was fixed equal
to 0.95 for calculating the RS support estimator.
In order to asses the variability on the estimation, Figure 3.19 contains the boxplots
for the distance in measure between the resulting support estimators for the RS and
MM methods when n  1500.
Conclusions. According to the results showed in Tables 3.1, 3.2 and 3.3, RS presents
a good global behavior for estimating the smoothing parameter r0. Only when S  C
and n  100, MM provides better results, see Table 3.2. In this particular case, the
estimations of RS are specially greater than 0.2, the real value of parameter r0. In
general, MM provides too small estimations, mainly for high values of the sample size,
see Tables 3.1 and 3.2.
The role of the level of significance α must be also discussed. Taking low val-
ues of α reduces the number of outliers considerably for the three support models
presented. In addition, if the model considered is not too complex then small val-
ues of α provide slightly better results for n large enough reducing the risk of re-
jecting the null hypothesis of uniformity when it is satisfied, see for instance S 
B0.35rp0.5, 0.5qszB0.15pp0.5, 0.5qq or S  C in Tables 3.1 and 3.2. Therefore, excessively
low values of r will not be selected. However, if the support model is not so simple then
choosing large values of α provides better estimations for the smoothing parameter, see
Table 3.3 for S  S. Anyway, for moderate and large values of the sample size the
dependence on α of RS method is small.
Finally and according to the Tables 3.4, 3.5 and 3.6, RS always provides the smallest
estimation errors for the criteria considered except when S  C with n  100 or even
n  500 if the value of α is too small, see Table 3.5. Therefore, RS support estimator
is more competitive than MM algorithm. According to the previous comments, it can
124 CHAPTER 3. A DATA-DRIVEN METHOD FOR SUPPORT ESTIMATION
be seen that the number of outliers for RS increases if large values of α are considered
for the three support models, see Figure 3.19.
3.7 A real example
In order to assess the applicability of our estimation method to real examples, we have
analyzed the two Aral Sea’s images presented in Section 1.4. These two photographs
show the Aral Sea in 2011 and 2000, respectively.
In the example considered the goal is to test if water area is decreasing in the two
regions in Figure 1.16 (center). The alternative hypothesis, H1, is Aral Sea’s water is
decreasing. So, if A2000 and A2011 denotes the water areas in 2000 and 2011, respectively
then we can write:
H0 : A2000 ¤ A2011 versus H1 : A2000 ¡ A2011.
Or equivalently,
H0 : A2000{A2011 ¤ 1 versus H1 : A2000{A2011 ¡ 1.
By using the discrimination method, we have constructed two uniform samples
of size n on the two water regions in Figure 1.16 (center) denoted by Xn,2000 and
Xn,2011, respectively. For each one of these two samples, the method proposed in this
work is used to estimate r0. The values obtained are denoted by rˆ0,2000 and rˆ0,2011,
respectively. We have measure the difference between the areas of Crˆ0,2000 pXn,2000q and
Crˆ0,2011pXn,2011q,
T  µpCrˆ0,2000 pXn,2000qq{µpCrˆ0,2011 pXn,2011qq.
To decide if the null hypothesis is or not rejected, the considered test statistic T should
be calibrated and estimated the critical value, CV , under the null hypothesis. The next
procedure is proposed:
1. First, a new sample X2n is defined as the union of Xn,2000 and Xn,2011.
2. The algorithm presented in this work is used for estimating rˆ0,2n from X2n. Then,
S  Crˆ0,2npX2nq will be an auxiliary support.
3. This point must be repeated G  1000 times:
(a) Generate two uniform samples on S of size n, X n,1 and X

n,2.
(b) Estimate r0 by using the proposed method from X

n,1 and X

n,2. We denote
the estimations by rˆ0,1 and rˆ

0,2, respectively.
(c) Compute T   µpCrˆ
0,1
pX n,1qq{µpCrˆ
0,2
pX n,2qq.
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4. If T is greater than CV (95%-quantile of G values T  calculated in the previous
step) then the null hypothesis will be rejected. The Pvalue could be approxi-
mate by calculating the average of bootstrap values which are greater than T .
Tables 3.7, 3.8 and 3.9 contain the results obtained by considering the previous
algorithm for three different values of n: n  1000, n  2000 and n  3000.
T CV pvalue
2.91 1.02 0
Table 3.7: Values of T , critical value estimated and the pvalue approximated for Aral
Sea with n  1000.
T CV pvalue
2.85 1.01 0
Table 3.8: Values of T , critical value estimated and the pvalue approximated for Aral
Sea with n  2000.
T CV pvalue
2.94 1.01 0
Table 3.9: Values of T , critical value estimated and the pvalue approximated for Aral
Sea with n  3000.
According to the previous results, in these three cases, the null hypothesis is rejected
with level of significance α  0.05. So, the Aral Sea is losing water. In fact, the value
of T suggests that the water area in 2000 is around three times greater than the water
area in 2011.

Chapter 4
A new data-driven method for
estimating density level sets
Once proposed a new automatic algorithm for reconstructing the support under the
assumption of rconvexity, we now turn our attention to the problem of estimating
rconvex density level sets. Just as the support case, unknowing the value of the
parameter r will be the main problem. In this chapter an algorithm to estimate it
will be presented. As consequence, an estimator for density level sets will be proposed
too. In this way, the proposal in Section 2.2.3.2 will be improved by introducing slight
modifications. This problem, as far as we know, have not been previously pointed out
in the literature.
This chapter is organized as follows. The problem of reconstructing a rconvex
density level set is reviewed in Section 4.1. As we have told before, the main disad-
vantage of using the rconvex hull as an estimator is the selection of the smoothing
parameter r. The optimal parameter is defined and an estimator for it is established
in Sections 4.2 and 4.3, respectively. The consistency of this new estimator is proved
in Section 4.4. In Section 4.5, the resulting density level set estimator is presented. Its
consistency and convergence rates will be showed. Here, a serie of theoretical results in
Walther (1997) contained in Appendix B will be used. These sections only consider the
theoretical results for estimating level sets Gptq defined in (1.1). However, from a prac-
tical point of view, estimating level sets Lpτq defined in (1.2) can be more interesting.
Therefore, a practical implementation of the method proposed has been designed for
reconstructing Lpτq. It requires considering some numerical aspects detailed in Section
4.6. This chapter closes with a real data example in Section 4.7. The performance
of the new algorithm will be illustrated by comparing the distribution of controls and
cases in the leukaemia data set described in Section 1.4.1.
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4.1 Preliminaries
Level set estimation theory deals with the problem of reconstructing an unknown set
of type Gptq or Lpτq defined in (1.1) and (1.2), respectively given a random sample of
points Xn generated from a distribution with density function f . A new algorithm for
estimating levels sets under rconvexity assumption was proposed in Section 2.2.3.2.
It provides quite good results, see Sections 2.3.3 or 2.3.4. This method divides the
sample points into two subsamples using the information of the kernel estimator fn
defined in (1.4). One of these subsamples contains the sample points such that fn
evaluated on them is equal to or greater than the threshold. These points likely belong
to the theoretical level set Lpτq. Therefore, the resulting estimator for the level set is
constructed as the rconvex hull of this subset of sample points. The main disadvan-
tage of this algorithm is the unknowing of the parameter r and, as we have showed in
Section 2.2.3.2, its influence may be significant. The main goal of this chapter is to
present a data-driven method to estimate the smoothing parameter. As consequence, a
new density level set estimator is proposed under the assumption of rconvexity. Some
slight modifications on the construction of the two subsamples on the original method
of rconvex hull have been introduced in order to get theoretical guarantees on the
performance of the method.
4.2 Defining the optimal parameter
In the same way that support estimation, the first step is to determinate the optimal
value of the smoothing parameter to be estimated. Again, we are interested in esti-
mating the greatest value of r ¡ 0 such that Gptq is rconvex. Its optimality can be
ensured using the same reasonings considered in Section 3.2 for the support. For sim-
plicity in the exposition, we will assume that Gptq is not convex in order to guarantee
that the set tγ ¡ 0 : CγpGptqq  Gptqu is upper bounded. Notice that, in this case, the
parameter depends on the level t ¡ 0 considered, see Figure 4.1.
Definition 4.2.1. Let Gptq be a compact, nonempty, nonconvex and rconvex level
set for some r ¡ 0. It is defined
r0ptq  suptγ ¡ 0 : CγpGptqq  Gptqu. (4.1)
The following geometric property has been assumed on the level set Gptq:
(Rrλ) A closed ball of radius λ ¡ 0 rolls freely in Gptq and a closed ball of radius r ¡ 0
(Rrλ) rolls freely in Gptq
c.
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Gpt1q
Gpt2q
b
r1
b
r2
Figure 4.1: Level sets Gptiq, with i  1, 2 and t1 greater than t2. In addition,
CripGptiqq  Gptiq with ri denoting r0ptiq for i  1, 2. In this case, r2 ¡ r1.
The rolling freely property was analyzed in depth in Definition 1.2.10. Satisfying
the shape condition (Rrλ) is a quite natural general property for level sets of densities.
In fact, in Theorem 2 by Walther (1997) was proved that, under some assumptions on
the density f , its level sets satisfy the conditions in Theorem 1.2.11 for r  λ  m{k,
see below. Then, according to Theorem 2 in Walther (1997), the following assumptions
are considered on f :
A. 1. The threshold t of Gptq belongs to pl, uq with 8   l ¤ u   suppf q.
2. f P CppUq, p ¥ 1 where U is a bounded open set containing Gpl  ζqz IntpGpu 
ζqq for some ζ ¡ 0 where Gpu  ζq is bounded, see Figure 4.2.
3. The gradient of f , ∇f , satisfies |∇f | ¥ m ¡ 0 as well as Lipschitz condition
on U :
|∇f pxq ∇f pyq| ¤ k|x y| for x, y P U.
Under (A), it is verified that r0ptq ¥ m{k. In addition, the consideration of the
shape condition (Rrλ) has allowed us to adapt some useful and necessary properties of
the support to the context of density level set estimation. For instance, the rconvexity
of the level set Gptq is guaranteed under (Rrλ), see Proposition 4.2.2. On the other hand,
the balls of radius r and radius λ that roll freely in Gptqc and Gptq, respectively, under
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Gpu  ζq
Gpl  ζq
U
Figure 4.2: Gpu  ζq and Gpl  ζq in gray. The open set U in dashed line.
(Rrλ) have been characterized, see Lemma 4.2.3. The proofs of these two results are
not showed here since they are a straightforward consequence of Proposition 3.2.10 and
Lema 3.2.8 in Chapter 3, respectively. The proof of Proposition 4.2.4 is similar to that
Proposition 3.3.4 and we will skip the details here.
Proposition 4.2.2. Let Gptq  Rd be a compact and nonempty level set verifying
(Rrλ). Then, Gptq is rconvex.
Lemma 4.2.3. Let Gptq  Rd be a closed level set verifying (Rrλ). Then, for each
xt P BGptq there exists a unique unit vector ηpxtq such that
Bλpxt  ληpxtqq  Gptq and Brpxt   rηpxtqq  Gptqc.
Proposition 4.2.4. Let Gptq  Rd be a compact and nonempty level set verifying (Rrλ)
and γ ¡ 0 such that Gptq  CγpGptqq. Then, there exists xt P IntpCγpGptqqq X BGptq.
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4.3 Defining the estimator for the smoothing parameter
According to the previous comments, the method of the rconvex hull proposed in
Section 2.2.3.2 divides the original sample Xn into two subsamples. The estimator for
the density level set is constructed from the sample points where the density estimator
is greater than or equal to the threshold. Therefore, it takes into account the infor-
mation contained only in one of the two subsamples. Then, the information about the
complement of the level set Gptq is not taken advantage. Our proposal here will solve
this problem by modifying slightly the original algorithm in Section 2.2.3. First, an
estimator for the parameter defined in (4.1) will be proposed. Its definition depends
on a sequence Dn satisfying the assumption:
D. Dn is equal to Mplog n{nq
p{pd 2pq for a big enough value of the constant M ¡ 0.
Definition 4.3.1. Let Gptq be a compact, nonempty and nonconvex level set. Under
assumptions (A) and (D), let Xn be a random sample generated from a distribution
with density function f . An estimator for the parameter defined in (4.1) can be defined
as
rˆ0ptq  suptγ ¡ 0 : CγpX
 
n ptqq X X

n ptq  Hu, (4.2)
where
X n ptq  tX P Xn : fnpXq ¥ t Dnu and X

n ptq  tX P Xn : fnpXq   tDnu.
The original sample Xn is divided into three subsamples, X
 
n ptq, X

n ptq and Xnz
pX n ptq Y X

n ptqq. From an intuitive point of view, X
 
n ptq and X

n ptq should be con-
tained in Gptq and its complementary, respectively. This property is proved in Lemma
4.3.2, even for convex sets. According to Definition 4.3.1, we have assumed that Gptq
is not convex only for simplicity in the exposition. If Gptq is convex then rˆ0ptq  8
and, therefore, the convex hull of sample points, convpX n ptqq, would reconstruct the
level set Gptq. In addition, Lemma 4.3.3 ensures that X n ptq  H. If Gptq is non-
convex then it can be seen that, with probability one and for n large enough, the set
tγ ¡ 0 : CγpX
 
n ptqq XX

n ptq  Hu is nonempty and upper bounded. So, the estimator
proposed in (4.2) is well-defined. In order to guarantee that the estimator satisfies these
interesting and natural properties, two conditions on the kernel estimator fn of f must
be considered, see again Walther (1997) for more details:
K. 1. The kernel function K is a continuous kernel of order at least p with bounded
support and finite variation.
2. The bandwidth parameter is of the order plog n{nq1{pd 2pq.
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Figure 4.3: The set X n ptiq is represented in blue for t  ti, i  1, 2 with t1 (left)
greater than t2 (right).
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.4: The set X n pt1q is represented in blue. C0.02pX
 
n pt1qq (left), C0.03pX
 
n pt1qq
(center) and C0.3pX
 
n pt1qq (right).
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Figure 4.5: The set X n pt2q is represented in blue. C0.03pX
 
n pt2qq (left), C0.3pX
 
n pt2qq
(center) and C0.9pX
 
n pt2qq (right).
In Figure 4.3, we show X n ptq in blue for the data corresponding to 322 cases of
diagnosed of leukaemia on the North West of England by considering two different
values of the parameter t ¡ 0. In practise, the role of the sequence Dn must be taken
into account. The procedure used for calculating Dn and hence X
 
n ptq and X

n ptq is
explained in depth in Section 4.6. In these two cases, the rconvex hulls of X n ptq are
represented for different values of the parameter r in Figures 4.4 and 4.5, respectively. It
is clear, see Figure 4.5, that the influence of the parameter r is important for estimating
Gptq. Reconstructing it in a data-driven way is necessary.
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Lemma 4.3.2. Let Gptq be a compact and nonempty level set. Under assumptions (A),
(D) and (K), let Xn be a random sample generated from a distribution with density
function f and X n ptq and X

n ptq established in Definition 4.3.1. Then,
P
 
X n ptq  Gptq, X

n ptq  Gptq
c, eventually

 1.
Proof. First, we will prove that,
PpX n ptq  Gptq, eventuallyq  1.
For this, it is enough to prove
P

sup
zPGptqc
fnpzq   t M

log n
n

p{pd 2pq
, eventually

 1. (4.3)
Then, let z P Gptqc and C be the compact set defined in Proposition B.0.2. Two cases
are considered: z P C or z P Cc.
1. Let z P Cc. Since z P Gptqc then z R Gplq becauseGplqz IntpGpuqq  C. Therefore,
according to Proposition B.0.3, with probability one and for n large enough,
fnpzq ¤ sup
yPGplqcXCc
fnpyq   l 
w
2
  l,
where w denotes a positive constant. Therefore,
P

sup
zPGptqcXCc
fnpzq   l, eventually

 1,
and since l   t Dn for all t P pl, uq,
P

sup
zPGptqcXCc
fnpzq   t Dn, eventually

 1.
2. Let z P C. According to Proposition B.0.2 we can guarantee that,
sup
C
|fn  f |  O


log n
n

p{pd 2pq

, almost surely.
So, there exists N ¡ 0 such that
sup
C
|fn  f | ¤ N

log n
n

p{pd 2pq
, almost surely. (4.4)
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Since z R Gptq then f pzq   t. Taking into account (4.4), for n large enough, it is
verified that
fnpzq ¤ |fnpzq  f pzq|   f pzq   |fnpzq  f pzq|   t ¤ N

log n
n

p{pd 2pq
  t.
If M ¥ N ,
fnpzq   t M

log n
n

p{pd 2pq
 t Dn, almost surely.
This concludes the proof of (4.3).
Similarly, we will prove that,
PpXn ptq  Gptq
c, eventuallyq  1.
For this, it is enough to prove
P

inf
zPGptq
fnpzq ¥ tM

log n
n

p{pd 2pq
, eventually

 1. (4.5)
Let z P Gptq. Again, two cases are considered: z P C or z P Cc.
1. Let z P Cc. Then, z R pGplqz IntpGpuqqq. But z P Gptq  Gplq. Therefore,
z P IntpGpuqq and, as consequence, f pzq ¡ u. According to Proposition B.0.3,
with probability one,
fnpzq ¥ inf
yPGpuqXCc
fnpyq ¡ u 
w
2
¡ u,
where w denotes a positive constant. Therefore,
P

inf
zPGptqXCc
fnpzq ¡ u, eventually


 1,
and since tDn   u for all t P pl, uq,
P

inf
zPGptqXCc
fnpzq ¡ tDn, eventually


 1.
2. Let z P C. Since z P Gptq then f pzq ¥ t. Taking into account (4.4),
fnpzq ¥ f pzq  |fnpzq  f pzq| ¥ t |fnpzq  f pzq|
¥ tN

log n
n

p{pd 2pq
, almost surely.
If M ¥ N ,
fnpzq ¥ tM

log n
n

p{pd 2pq
 t Dn, almost surely.
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This concludes the proof of (4.5). The lemma is a straightforward consequence of (4.3)
and (4.5).
Lemma 4.3.3 bounds the Euclidian distance between Gptq and X n ptq guaranteeing,
in particular, that the set X n ptq is nonempty eventually, see Figure 4.6.
Lemma 4.3.3. Let Gptq be a compact and nonempty level set. Under assumptions (A)
and (D), let Xn be a random sample generated from a distribution with density function
f and X n ptq established in Definition 4.3.1. Then, for all ǫ ¡ 0 it is verified that
P

sup
xPGptq
dpx,X n ptqq ¤ ǫ, eventually

 1.
b
b
Bǫpx1q
x n1b
Bǫpx2q
b
x n2
Gptq
Figure 4.6: x1, x2 P Gptq and x
 
ni
P Bǫpxiq, i P t1, 2u.
Proof. Let ǫ ¡ 0. It is clear that it is enough to show the result for a value of ǫ small
enough. The followings steps complete the proof:
1. Let x P Gptq. Under (A), a ball of radius m{k rolls freely in Gptq and Gptqc.
According to Lemma 1 in Arias-Castro and Rodr´ıguez-Casal (2014), if ǫ ¤ m{k,
DB ǫ
2
pyq  Bǫpxq such that B ǫ
2
pyq  Gptq.
We define Bxt  Bǫ{4pyq. Obviously, B
x
t  Gptq. In addition, it verifies that
Bxt  Gptq a
ǫ
4
B1r0s
since, for all z P Bxt , z   pǫ{4qB1r0s  Bǫ{2pyq  Gptq. On the other hand,
considering Proposition B.0.4 for ǫ small enough and T  ǫm{8,
Gptq a
ǫ
4
B1r0s  Gpt  T q.
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Therefore, see Figure 4.7,
Bxt  Gptq a
ǫ
4
B1r0s  Gpt  T q.
b
Bǫpxq
Gptq
Gpt  T q
b
Figure 4.7: Elements in proof of Lemma 4.3.3. Gptq in black, Gpt   T q in gray, Bǫpxq
in black and Bxt in gray.
2. Let F  tBxt : x P Gptqu. Under (A), the level set Gptq is bounded since Gpu ζq
is bounded and Gpl  ζqz IntpGpu   ζqq  U where U is a bounded set too. As
consequence, Gpl  ζq is bounded and, therefore, Gptq  Gplq  Gpl  ζq too.
Then, there exists a finite cover for Gptq of balls of radius, for instance, ǫ{10.
Therefore, there exists z1,    , zs P Gptq such that
Gptq 
s
¤
i1
B ǫ
10
pziq.
Then, for all Bxt  Bǫ{4pyq P F where y P Gptq,
Dzj P tz1,    , zsu such that }zj  y}  
ǫ
10
.
Next, we will prove that the ball Bǫ{10pzjq  B
x
t . Let z P Bǫ{10pzjq,
}z  y} ¤ }z  zj}   }zj  y}  
ǫ
10
 
ǫ
10

ǫ
5
 
ǫ
4
.
As consequence, if a ball in F does not meet Xn then there exists a ball B ǫ
10
pziq
with zi P tz1,    , zsu such that B ǫ
10
pziq X Xn  H. So,
PpDx P Gptq : Xn XB
x
t  Hq ¤
s¸
i1
P

Xn XB ǫ
10
pziq  H
	
. (4.6)
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In addition, if ǫ is small enough then
f pzq ¡ l  ζ for all z P B ǫ
10
pziq, i  1,    , s. (4.7)
Let z P B ǫ
10
pziq for some i P t1,    , su. Since zi P Gptq then f pziq ¥ t ¡ l. In
addition, f is continuous in U . Then, two cases must be considered:
(a) If zi P U then given ζ ¡ 0, see assumption (A) for more details,
Dδi ¡ 0 such that w P Bδipziq it is verified that }f pwq  f pziq}   ζ.
Then,
Dδi ¡ 0 such that w P Bδipziq it is verified that f pwq ¡ f pziq  ζ ¥ l  ζ.
(b) If zi R U then zi P IntpGpu  ζqq since zi P Gplq X U
c. Therefore,
Dδi ¡ 0 such that Bδipziq  IntpGpu  ζqq.
Then, for all w P Bδipziq, f pwq ¡ u  ζ ¡ l  ζ.
In order to guarantee (4.7), it is enough to take ǫ   10mintδi : i  1,    , su.
3. Next, using (4.6), we will prove that
PpDx P Gptq : Xn XB
x
t  H, infinitely oftenq  0.
Using the same reasoning as in the Step 2, it is enough to analyze if for each fixed
i P t1,    , su
P

Xn XB ǫ
10
pziq  H, infinitely often
	
 0.
According to Borel-Cantelli’s Lemmas, it is enough to show that
8
¸
n1
P

Xn XB ǫ
10
pziq  H
	
  8.
Since the observations are independent and identically distributed, we can write
P

Xn XB ǫ
10
pziq  H
	
 P

i P t1, ..., nu, Xi R B ǫ
10
pziq
	

n
¹
i1
P

Xi R B ǫ
10
pziq
	


P

X1 R B ǫ
10
pziq
	n


1 P

X1 P B ǫ
10
pziq
	n
¤ e
nP

X1PB ǫ
10
pziq
	
.
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According to (4.7),
P

X1 P B ǫ
10
pziq
	

»
B ǫ
10
pziq
f pxq dµ ¥
»
B ǫ
10
pziq
plζq dµ  plζqµ

B ǫ
10
pziq
	
 ρ ¡ 0
and
P

Xn XB ǫ
10
pziq  H
	
¤ e
nP

X1PB ǫ
10
pziq
	
 enρ.
Then,
8
¸
n1
P

Xn XB ǫ
10
pziq  H
	
¤
8
¸
n1
enρ   8.
4. According to Step 3, with probability one, there exists n0 such that for all x P
Gptq,
Xn XB
x
t  H, n ¥ n0.
Then, there exists n0 such that for all x P Gptq,
DXix P Xn XB
x
t  Xn XBǫpxq, n ¥ n0.
Therefore, it only remains to prove that Xix P X
 
n ptq. According to Proposition
B.0.2, it is possible to guarantee that
sup
C
|fn  f |  O


log n
n

p{pd 2pq

, almost surely
where C  U is under conditions of Proposition B.0.2. Therefore, there exists
N ¡ 0 such that, with probability one,
sup
C
|fn  f | ¤ N

log n
n

p{pd 2pq
.
Two cases are considered: Xix P C and Xix R C.
(a) If Xix P C and Dn  M

logn
n
	p{pd 2pq
with M ¥ N then limnÑ8Dn  0.
So, fixed T {2 ¡ 0 (see Step 1 in this proof),
Dn1 P N such that Dn   T {2,n ¥ n1.
Then,
|fnpXixq  f pXixq| ¤ sup
C
|fn  f | ¤ Dn   T {2, n ¥ tn0, n1u.
Therefore, since Xix P B
x
t  Gpt  T q,
fnpXixq ¥ f pXixq Dn ¥ t  T Dn ¡ t  T 
T
2
 t 
T
2
¥ t Dn.
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(b) If Xix R C then, since Xix P B
x
t  Gpt   T q, it is verified that f pXixq ¥
t   T ¡ t ¥ l. So, Xix P IntpGplqq. Then, Xix P Gpuq X C
c. According to
Proposition B.0.3 for a certain w ¡ 0, with probability one,
Dn2 such that fnpzq ¥ u 
w
2
, z P Gpuq X Cc and n ¥ n2.
For Dn fixed previously, limnÑ8Dn  0. So, given w{2 ¡ 0,
Dn3 P N such that Dn   w{2,n ¥ n3.
Therefore, since t ¤ u,
fnpXixq ¥ u 
w
2
¥ t Dn, n ¥ maxtn0, n2, n3u.
Corollary 4.3.4 shows, in particular, that X n ptq is a consistent estimator for Gptq
in Hausdorff distance. At this point, it is important to remember a similar property
for the support S. The set of sample points Xn is a Hausdorff consistent estimator for
S too.
Corolary 4.3.4. Let Gptq be a compact and nonempty level set. Under assumptions
(A), (D) and (K), let Xn be a random sample generated from a distribution with density
function f and X n ptq established in Definition 4.3.1. Then, for all ǫ ¡ 0 it is verified
that
P
 
dHpGptq,X
 
n ptqq ¤ ǫ, eventually

 1.
Proof. The proof is a straightforward consequence of Lemmas 4.3.2 and 4.3.3.
4.4 Consistency for the estimator of the optimal param-
eter
Lemma 4.4.1 is a useful and auxiliary tool for guaranteeing the consistency for the
estimator established in Definition 4.3.1. It ensures the existence of points in Xn ptq
inside any open ball contained in Gptqc. A straightforward consequence is that, with
probability one and for n large enough, Xn ptq is not empty.
Lemma 4.4.1. Let Gptq be a compact, nonempty and nonconvex. Under assumptions
(A), (D) and (K), let Xn be a random sample generated from a distribution with density
function f and Xn ptq established in Definition 4.3.1. Let Bǫpxq such that Bǫpxq 
IntpGpl  ζqq and Bǫpxq XGptq  H. Then,
P
 
Xn ptq XBǫpxq  H, eventually

 1.
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Gptq
Gpl  ζq
b
x
Bǫpxq
Bδpxq
Figure 4.8: Elements of Lemma 4.4.1. Bδpxq  Bǫpxq  IntpGpl  ζqq XGptq
c.
Proof. Since x P GptqcX IntpGpl ζqq, it is verified that l ζ   f pxq   t. The following
steps complete the proof:
1. Under (A), f is continuous in x. Therefore, given K  tfpxq
2
¡ 0,
Dδ1 ¡ 0 such that y P Bδ1pxq it is verified that }f pxq  f pyq}   K.
Since f pxq  t 2K,
y P Bδ1pxq it is verified that f pyq   tK.
In addition, Bǫpxq  IntpGpt ζqq. Therefore,
y P Bǫpxq it is verified that f pyq ¡ t ζ ¡ 0.
If δ  mintδ1, ǫu then it is verified that l  ζ   f pyq   tK for all y P Bδpxq 
Bǫpxq. See Figure 4.8 for more details.
2. Next, we will prove that, with probability one and for n large enough, there exists
Xix P XnXBδpxq. That is, we will prove that PpXnXBδpxq  H, eventuallyq  1.
According to the Borel-Cantelli’s Lemmas, it is enough to prove that
°
8
n1 PpXnX
Bδpxq  Hq   8. Since the observations are independent and identically dis-
tributed, we can write
PpXn XBδpxq  Hq  Ppi P t1, ..., nu, Xi R Bδpxqq
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
n
¹
i1
PpXi R Bδpxqq  rPpX1 R Bδpxqqs
n
 r1 PpX1 P Bδpxqqs
n
¤ enPpX1PBδpxqq.
According to the previous step, y P Bδpxq it is verified that f pyq ¡ t  ζ ¡ 0.
Therefore,
PpX1 P Bδpxqq 
»
Bδpxq
f pxq dµ ¥
»
Bδpxq
l  ζ dµ
 pl  ζqµpBδpxqq.
So,
PpXn XBδpxq  Hq ¤ e
nPpX1PBδpxqq
¤ enplζqµpBδpxqq ¡ 0.
Then,
8
¸
n1
PpXn XBδpxq  Hq ¤
8
¸
n1
enplζqµpBδpxqq   8.
In addition, for all Xix P Xn X Bδpxq it is satisfied that f pXixq   t  K con
K ¡ 0 and f pXixq ¡ l  ζ (see Step 1 of this proof). It remains to show that
Xix P X

n ptq.
3. According to the previous step, with probability one, there exists n0 such that
Xn XBδpxq  H, n ¥ n0.
According to Proposition B.0.2,
sup
C
|fn  f |  O


log n
n

p{pd 2pq

,
where C  U is under conditions of Proposition B.0.2. Therefore, with probability
one and for n large enough,
DN ¡ 0 such that sup
C
|fn  f | ¤ N

log n
n

p{pd 2pq
.
Two situations are considered: Xix P C and Xix R C.
(a) If Xix P C and Dn  M

logn
n
	p{pd 2pq
with M ¥ N then limnÑ8Dn  0.
So, fixed K{2 ¡ 0 (see Step 1 in this proof),
Dn1 P N such that Dn   K{2,n ¥ n1.
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Then, with probability one,
|fnpXixq  f pXixq| ¤ sup
C
|fn  f | ¤ Dn   K{2, n ¥ maxtn0, n1u.
Therefore, for all n ¥ maxtn0, n1u,
fnpXixq ¤ f pXixq  Dn   tK  Dn   tK  
K
2
 t
K
2
  tDn.
(b) If Xix R C then, since f pxq   t K   t ¤ u, it is verified that x P Gpuq
c.
Without losing generality, we can assume that Bδpxq  Gpuq
c since Gpuqc is
open and x is a interior point. In another case, it is enough to reduce the
radius of the ball. So, Xix P Gplq
c
XCc. According to Proposition B.0.3 for
some w ¡ 0, with probability one,
Dn1 such that fnpzq ¤ l 
w
2
, z P Gplqc X Cc and n ¥ n1.
For Dn previously fixed, limnÑ8Dn  0. Therefore, fixed w{2 ¡ 0,
Dn2 P N such that Dn   w{2,n ¥ n2.
Therefore, since l ¤ t and Xix P Gplq
c
X Cc,
fnpXixq ¤ l 
w
2
¤ tDn, n ¥ maxtn0, n1, n2u.
Proposition 4.4.2 proves that, with probability one and for n large enough, the
estimator rˆ0ptq is greater than or equal to r0ptq.
Proposition 4.4.2. Let Gptq be a compact, nonempty and nonconvex level set. Under
assumptions (A), (D) and (K), let Xn be a random sample generated from a distribu-
tion with density function f , r0ptq and rˆ0ptq established in Definitions 4.2.1 and 4.3.1,
respectively. Then,
Pprˆ0ptq ¥ r0ptq, eventuallyq  1.
Proof. According to Lemma 4.3.2,
Dn1 P N such that X
 
n ptq  Gptq and X

n ptq  Gptq
c, n ¥ n1.
Since Gptq is r0ptqconvex, it is verified that
Cr0ptqpX
 
n ptqq  Cr0ptqpGptqq  Gptq.
Therefore, since Xn ptq  Gptq
c,
rˆ0ptq  suptγ ¡ 0 : CγpX
 
n ptqq XX

n ptq  Hu ¥ r0ptq, n ¥ n1.
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It remains to prove that rˆ0ptq can not be arbitrarily larger than r0ptq. This is
established in Theorem 4.4.3. In order to prove consistency, see Theorem 4.4.4.
Theorem 4.4.3. Let Gptq be a compact, nonempty and nonconvex level set. Under
assumptions (A), (D) and (K), let Xn be a random sample generated from a distribu-
tion with density function f , r0ptq and rˆ0ptq established in Definitions 4.2.1 and 4.3.1,
respectively. Then, for any ǫ ¡ 0
Pprˆ0ptq ¤ r0ptq   ǫ, eventuallyq  1.
Proof. Given ǫ ¡ 0, let be r  r0ptq   ǫ ¡ r0ptq. Let be r
1
such that r ¡ r
1
¡ r0ptq.
The proof is split in several steps:
1. First, we will prove that there exists Bγpxq verifying that
Bγpxq  Cr1 pGptqq XGpl  ζq and Bγpxq XGptq  H. (4.8)
According to Proposition 4.2.4, there exists xt P IntpCr1 pGptqqq X BGptq:
(a) Then, there exists γ1 ¡ 0 such that Bγ1pxtq  Cr1 pGptqq.
(b) Since xt P BGptq, f pxtq  t ¡ l ¡ l  ζ. Therefore, xt P IntpGpl  ζqq. As
consequence, there exists γ2 ¡ 0 such that Bγ2pxtq  IntpGpl  ζqq.
(c) In addition, a ball of radius m{k rolls freely in Gptqc. Then, there exists
y P Gptqc such that xt P Bm{krys with Bm{kpyq XGptq  H.
We fixed 0   γ ¤ mintγ1, γ2, m{ku{2 and x  xt   γηpxtq, see Figure 4.9 and
Lemma 4.2.3 for remember details about the vector ηpxtq. For this γ, Bγpxq satis-
fies (4.8). In addition, notice that we can assume that, without loss of generality,
r ¤ r
1
 γ{2. Otherwise, if rr
1
¡ γ{2, we could select r  r
1
 γ{2   r verifying
r ¡ r
1
¡ r0ptq. For this r
, (4.8) is still satisfied.
2. According to Lemma 4.3.3, with probability one and for n large enough,
Gptq  X n ptq `Brr1 r0s.
Then, with probability one and for n large enough, it is verified that
Gptq `Br1 r0s 
 
X n ptq `Brr1 r0s

`Br1 r0s.
Therefore, with probability one and for n large enough,
Cr1 pGptqq  pGptq `Br1 r0sq aBr1 r0s 
 
X n ptq `Brr1 r0s

`Br1 r0s

aBr1 r0s
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Bγ2pxtq
Gpl  ζq
xt
Gptq
Cr1 pGptqq
Bγ1pxtq
Bm{krys
b
Figure 4.9: Elements of proof in Theorem 4.4.3. Bγrxs in gray color.
or equivalently,
Cr1 pGptqq  pGptq `Br1 r0sq aBr1 r0s 
 
X n ptq `Brr0s

aBr1 r0s.
Then,
Cr1 pGptqq aBrr1 r0s 
 
X n ptq `Brr0s

aBr1 r0s

aBrr1 r0s  CrpX
 
n ptqq.
Since Bγpxq  Cr1 pGptqq, if r  r
1
¤ γ{2 then
B γ
2
pxq  Cr1 pGptqq aBrr1 r0s  CrpX
 
n ptqq.
3. According to Lemma 4.4.1, with probability one and for n large enough,
Xn ptq X Bγ{2pxq  H and, hence, X

n ptq X CrpX
 
n ptqq  H. Therefore, we can
conclude that rˆ0ptq ¤ r.
Theorem 4.4.4. Let Gptq be a compact, nonempty and nonconvex level set. Under
assumptions (A), (D) and (K), let Xn be a random sample generated from a distribu-
tion with density function f , r0ptq and rˆ0ptq established in Definitions 4.2.1 and 4.3.1,
respectively. Then, rˆ0ptq converges to r0, almost surely.
Proof. The proof is a straightforward consequence of Proposition 4.4.2 and Theorem
4.4.3.
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4.5 Consistency for the resulting estimator of the level set
Once the consistency for the estimator of the smoothing parameter rˆ0ptq defined in
(4.2) was studied, it is natural to consider Crˆ0ptqpX
 
n ptqq as an estimator for the level
set Gptq. However and taking into account the support estimator presented in Chapter
3, we will propose CrnptqpX
 
n ptqq as the estimator of the level set Gptq where rnptq 
νrˆ0ptq for a fixed value ν P p0, 1q. This estimator provides a consistent reconstruction
of the theoretical level set and the convergence rates are provided in Theorem 4.5.8.
Before exposing these key results, it is necessary to present some auxiliary proofs. For
instance, Proposition 4.5.1 establishes that the estimator CrnptqpX
 
n ptqq is contained in
the theoretical level set with probability one and for n large enough.
Proposition 4.5.1. Let Gptq be a compact, nonempty and nonconvex level set. Under
assumptions (A), (D) and (K), let Xn be a random sample generated from a distribution
with density function f , r0ptq and rˆ0ptq established in Definitions 4.2.1 and 4.3.1. Let
ν P p0, 1q be a fixed number and rnptq  νrˆ0ptq. Then,
PpCrnptqpX
 
n ptqq  Gptq, eventuallyq  1.
Proof. According to Lemma 4.3.2, with probability one,
Dn1 P N such that X
 
n ptq  Gptq, n ¥ n1.
Since rnptq converges to νr0ptq, almost surely, we have that, with probability one,
Dn2 P N such that rnptq ¤ r0ptq, n ¥ n2.
If n ¥ maxtn1, n2u,
CrnptqpX
 
n ptqq  Cr0ptqpX
 
n ptqq  Gptq.
At this point, it is necessary to introduce some auxiliary sets in order to obtain the
convergence rates of the resulting estimator for the level set, see Definitions 4.5.2, 4.5.3
and Figure 4.10. Really, these new sets are subsets of the original level set Gptq and
the sample Xn, respectively. Notice that both are defined from the theoretical density
function f . The kernel estimator fn is not considered. On the other hand and although
they depend on some parameters like n, this fact is not reflected in their names for
simplicity in the exposition.
Definition 4.5.2. Let Gptq be a compact, nonempty and nonconvex level set. Under
assumptions (A) and (D), the set G ptq  Rd is defined as the level set with threshold
equal to t  2Dn. That is, G
 
ptq  Gpt  2Dnq.
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Gptq
G ptq
Figure 4.10: Sets G ptq and Gptq in Definition 4.5.2.
Definition 4.5.3. Let Gptq be a compact, nonempty and nonconvex level set. Under
assumptions (A) and (D), let Xn be a random sample generated from a distribution
with density function f and let G ptq  Rd be the level set established in Definition
4.5.2. The set XG
 
n is defined by Xn XG
 
ptq. Therefore, it can be written as XG
 
n 
tXi P Xn : f pXiq ¥ t  2Dnu.
A new class of sets is presented in Definition 4.5.4. This family was already consid-
ered in Walther (1997).
Definition 4.5.4. Let A  Rd be a set and γ ¡ 0. Then, GApγq denotes all sets B
that verify (Rγγ) satisfying B  A.
The smoothing parameter established in Definition 4.2.1 is studied in Lemma 4.5.5
for the sets G ptq.
Lemma 4.5.5. Under assumptions (A) and (D), let r0ptq established in Definition
4.2.1. It is verified that
Dn0 P N such that r0pt  2Dnq ¥ m{k, n ¥ n0.
Proof. Since limnÑ8Dn  0,
Dn0 P N such that 2Dn   u t, n ¥ n0.
Therefore,
l   t  2Dn   u, n ¥ n0.
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Under (A), G ptq verifies that a ball of radius m{k rolls freely in G ptq and G ptq
c
for
n ¥ n0. Therefore,
0   m{k ¤ r0pt  2Dnq, n ¥ n0.
Next, it will be proved that G ptq P GGplqprνq for n large enough and rν ¡ 0, see
Lemma 4.5.6 for details about the positive constant rν .
Lemma 4.5.6. Let Gptq be a compact, nonempty and nonconvex level set. Let G ptq
be the set established in Definition 4.5.2. Under assumptions (A), (D) and (K), let
rˆ0ptq established in Definition 4.3.1, ν P p0, 1q be a fixed number and rnptq  νrˆ0ptq.
Then, there exists 0   rν   m{k such that
Pprnptq ¡ rν , eventuallyq  1.
Further,
Dn0 P N such that G
 
ptq P GGptqprνq, n ¥ n0
and, therefore,
G ptq P GGplqprνq, n ¥ n0
for GGptqprνq, GGplqprνq and G
 
ptq established in Definitions 4.5.4 and 4.5.2, respec-
tively.
Proof. Let be rν ¡ 0 verifying that rν   νpm{kq   m{k. It is easy to prove that
Pprnptq ¡ rν , eventuallyq  1 taking into account that rnptq converges to νr0ptq, almost
surely. According to Lemma 4.5.5, it is verified that
Dn0 P N such that r0pt  2Dnq ¥ m{k, n ¥ n0.
Since 0   rν   m{k,
r0pt  2Dnq ¥ m{k ¡ rν , n ¥ n0.
Then, since G ptq  Gpt  2Dnq  Gptq for all n,
G ptq P GGptqprνq, n ¥ n0.
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Gptq
G ptq
Gplq
brν
Figure 4.11: Elements in Lemma 4.5.6. Gptq, Gplq and G ptq. A ball of radius rν (gray
color) rolls freely in G ptqc.
In Lemma 4.5.7, it will proved that, given the threshold t, the set XG
 
n is eventually
contained in X n ptq.
Lemma 4.5.7. Let Gptq be a compact, nonempty and nonconvex level set. Under
assumptions (A), (D) and (K), let Xn be a random sample generated from a distribution
with density function f , let X n ptq be established in Definition 4.3.1 and let X
G 
n be the
subsample defined in Definition 4.5.3. Then,
PpXG
 
n  X
 
n ptq, eventuallyq  1.
Proof. Let Xi P X
G 
n . Therefore, f pXiq ¥ t  2Dn. According to Proposition B.0.2,
sup
C
|fn  f |  O


log n
n

p{pd 2pq

, almost surely.
where C  U is under conditions of Proposition B.0.2. So, with probability one and
for n large enough,
DN ¡ 0 such that sup
C
|fn  f | ¤ N

log n
n

p{pd 2pq
. (4.9)
Two cases are considered: Xi belongs to C or Xi does not belong to C.
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1. Let Xi P C. According to (4.9), if M ¥ N ,
|fnpXiq  f pXiq| ¤ Dn.
Therefore,
fnpXiq ¥ f pXiq Dn ¥ t  2Dn Dn  t Dn.
2. If Xi R C then Xi P Gpuq X C
c since Xi P Gplq and Gplqz IntpGpuqq  C.
According to Proposition B.0.3, with probability one and for n large enough,
fnpXiq ¥ u  v{2 for some v ¡ 0. In addition, since Dn converges to zero,
Dn0 P N such that 2Dn  
v
2
, n ¥ n0.
Then, with probability one and for n large enough,
fnpXiq ¥ u 
v
2
¥ t 
v
2
¥ t Dn.
According to Lemma 4.5.7, it is verified that CrnptqpX
G 
n q  CrnptqpX
 
n ptq). That
is, X n ptq is at least as good as X
G 
n in order to estimate Gptq. Remember that X
G 
n is
constructed from f . It does not depend on the kernel estimator fn. In addition, X
G 
n
would be the natural sample for estimating G ptq. Theorem 4.5.8 uses these ideas for
obtaining the convergence rates of the level set estimator proposed.
Theorem 4.5.8. Let Gptq be a compact, nonempty and nonconvex level set. Under
assumptions (A), (D) and (K), let Xn be a random sample generated from a distribution
with density function f , let X n ptq be established in Definition 4.3.1 and let rnptq 
νrˆ0ptq where ν P p0, 1q is a fixed number and rˆ0ptq defined in (4.2). Then,
dHpCrnptqpX
 
n ptqq, Gptqq  O

max
#

log n
n

p{pd 2pq
,

log n
n


2
d 1
+
, almost surely.
The same convergence order holds for dµpCrnptqpX
 
n ptqq, Gptqq.
Proof. Let rν be a positive constant under the conditions in Lemma 4.5.6 and let r ¡ 0
such that 0   r ¤ rν . Let ǫn 

C logn
n
	
2
d 1
where C ¡ 0 denotes a big enough constant
to be established later. Since limnÑ8 ǫn  0,
Dn0 P N such that 0   ǫn   max
!r
3
, 1
)
, n ¥ n0.
On the other hand,
Dn1 P N such that r  2ǫn ¥ r{2, n ¥ n1.
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According to Proposition B.0.5, if f ¥ b ¡ 0,
PpA`Br3ǫnr0s  rpAX Xnq `Brr0ss for some A P GGplqprνqq
¤ Dpǫn, Gplq `Brr0sqD
 ǫn
10r
, Sd1
	
exp
!
nabpr  2ǫnq
d1
2
pǫn{2q
d 1
2
)
,
where Dpǫ,Bq  maxtcard V : V  B, |xy| ¡ ǫ for different x, y P V u, Sd1 denotes
the unit sphere in Rd and a is a dimensional constant. Therefore, if n ¥ maxtn0, n1u
then r  2ǫn ¥ r{2 and
PpA`Br3ǫnr0s  rpAX Xnq `Brr0ss for some A P GGplqprνqq
¤ Qǫdn ǫ
pd1q
n exp
"
nab
r
2
	
d1
2

C log n
2pd 1q{2n

*
 Qǫp2d 1qn exptW log nu
with Q is a constant depending on r and the dimension d and W  ab
2pd 1q{2
 
r
2

d1
2 C.
If C tends to infinite then W tends to it too. Then, given Q ¡ 0
Dn2 P N such that exptW log nu ¤ Q, n ¥ n2.
Therefore,
PpA` pr  3ǫnqB1r0s  rpAX Xnq `Brr0ss for some A P GGplqprνqq
¤ Q2ǫp2d1qn ¤ Q
2

n
log n


p2d1qpd 1q
2
nM , n ¥ maxtn0, n1, n2u.
If W ¡ p2d1qpd 1q
2
it is verified that
8
¸
i1

n
log n


p2d1qpd 1q
2
nW   8.
So,
PpA`Br3ǫnr0s  rpAX Xnq `Brr0ss for some A P GGplqprνq, infinitely oftenq  0.
Then, with probability one,
Dn3 P N such that A`Br3ǫnr0s  pAX Xnq `Brr0s, A P GGplqprνq and n ¥ n3.
According to Lemma 4.5.6, for n large enough, G ptq P GGplqprνq. So, for n large
enough, with probability one,
pG ptq `Br3ǫnr0sq aBrr0s  pX
G 
n `Brr0sq aBrr0s  CrpX
G 
n q.
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Since G ptq is pr  3ǫnqconvex because r  3ǫn ¤ rν , it is satisfied that
pG ptq `Br3ǫnr0sq aBrr0s 
 pG ptq `Br3ǫnr0sq a pBr3ǫnr0s `B3ǫnr0sq
 pG ptq `Br3ǫnr0s aBr3ǫnr0sq aB3ǫnr0s  G
 
ptq aB3ǫnr0s.
Therefore, since rν ¡ r ¡ 0,
Dn4 P N such that G
 
ptq aB3ǫnr0s  CrpX
G 
n q  Crν pX
G 
n q, n ¥ n4.
According the Lemma 4.5.6,
Dn5 P N such that rnptq ¥ rν , n ¥ n5.
Then,
G ptq aB3ǫnr0s  CrnptqpX
G 
n q, n ¥ maxtn4, n5u.
Therefore, since XG
 
n  X
 
n ptq  Gptq and rnptq ¤ r0ptq, it is verified
G ptq aB3ǫnr0s  CrnptqpX
 
n ptqq  Cr0ptqpGptqq  Gptq, n ¥ maxtn4, n5u. (4.10)
Using (4.10), with probability one and for n large enough,
dHpCrnptqpX
 
n ptqq, Gptqq ¤ dHpG
 
ptq aB3ǫnr0s, Gptqq.
By the triangle inequality,
dHpCrnptqpX
 
n ptqq, Gptqq ¤ dHpG
 
ptq, Gptqq   dHpG
 
ptq, G ptq aB3ǫnr0sq. (4.11)
Since limnÑ8Dn  0,
Dn6 P N such that 2Dn   min
"
pm{2qc,
ζ
2
*
, n ¥ n6.
According to Proposition B.0.4,
Gptq  G ptq `B 4
m
Dn
r0s, n ¥ n6.
Since G ptq  Gptq, dHpG
 
ptq, Gptqq  OpDnq. On the other hand,
G ptq aB3ǫnr0s  G
 
ptq  G ptq `B3ǫnr0s.
Therefore, dHpG
 
ptq, G ptq aB3ǫnr0sq  Opǫnq. As consequence, using (4.11)
dHpCrnptqpX
 
n ptqq, Gptqq  OpmaxtDn, ǫnuq, almost surely.
Remark 4.5.9. If the smoothing parameter is unknown for the granulometric smooth-
ing method then it provides the same convergence rates than the algorithm proposed but
it incurs a penalty, see Theorem 3 in Walther (1997). The rates obtained in Theorem
4.5.8 do no depend on any penalty term because, although r0ptq is a priori unknown, it
is estimated in a data-driven way from Xn.
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4.6 Numerical aspects of the algorithm
From a practical point of view, reconstructing level sets Lpτq may be more interesting
than estimating Gptq. In this work, the algorithm for calculating the estimator for
the smoothing parameter defined in (4.2) is detailed next for this particular case. Of
course, it could be easily adapted if level sets Gptq must be reconstructed.
Once the value of τ P p0, 1q is given by the practitioner, it should be natural, as first
step, to estimate the threshold fτ and, then, determinate the sets X
 
n pfˆτ q and X

n pfˆτ q.
However, these two previous sets depend on the sequence Dn that tends to zero when
the sample size tends to infinity, see Definition 4.3.1. This sequence does not rely on
Xn. However, in practise and for a fixed value of n, we think that establishing some
relationship between them could be really useful. For this, a bootstrap procedure will be
proposed in order to estimate two values of two probability content verifying that τˆ ¤
τ ¤ τˆ . In addition, it is assumed that τˆ  and τˆ could not to be symmetric around the
τ . From these two values, two thresholds fˆ τ and fˆ

τ can be determinated. Therefore,
it would be possible to calculate the subsets Xn, pfˆ
 
τ q and Xn,pfˆ

τ q, see Notation for
remembering their definitions. Notice that, in most of cases, Xn  Xn, pfˆ
 
τ qYXn,pfˆ

τ q.
Therefore, the information contained in XnzpXn, pfˆ
 
τ q Y Xn,pfˆ

τ qq is not taken in
advantage, see first column in Figure 4.12. To solve this, we propose to use knearest
neighbors considering Xn, pfˆ
 
τ q and Xn,pfˆ

τ q as training samples for classifying the
full sample Xn. In particular, the set XnzpXn, pfˆ
 
τ q Y Xn,pfˆ

τ qq will be classified, see
second column in Figure 4.12. Therefore, a value kˆ ¥ 1 for the nearest neighbors must
selected too. Below, the bootstrap procedure considered for calculating fˆ τ , fˆ

τ and kˆ
will be explained in detail. Before, the algorithm for estimating r0pfτ q will be exposed.
For simplicity in the exposition, the estimator will be denoted by rˆ0pfˆτ q. Dichotomy
algorithms will be considered. Therefore, a maximum number of iterations J and two
initial points rm and rM with rm   rM must be selected. In practise, it is necessary to
guarantee that CrmpXn, pfˆ
 
τ qq XXn,pfˆ

τ q  H and CrM pXn, pfˆ
 
τ qq XXn,pfˆ

τ q  H,
respectively. Then, a value close enough to zero must be chosen for rm and rM should
be big enough for guaranteeing that CrM pXn, pfˆ
 
τ qq coincides or is almost equal to
convpXn, pfˆ
 
τ qq. Of course, if convpXn, pfˆ
 
τ qq X Xn,pfˆ

τ q  H then rˆ0pfˆτ q  8 and,
therefore, Lˆpτq  convpXn, pfˆ
 
τ qq. Taking the previous comments under consideration,
rˆ0pfˆτ q will be computed as follows:
1. Use kˆnearest neighbors algorithm considering Xn, pfˆ
 
τ q and Xn,pfˆ

τ q as a train-
ning sample for classifying the original full sample Xn. The two resulting sets are
denoted, for simplicity in the exposition, by the name of the original sets.
2. In each iteration and while the number of them is smaller than J :
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(a) r  prm   rM q{2.
(b) If Xn,pfˆ

τ q X CrpXn, pfˆ
 
τ qq  H then rM  r.
(c) Otherwise, rm  r.
Then, rˆ0pfˆτ q  rm and Lˆpτq  Crˆ0pfˆτ qpXn, pfˆ
 
τ qq.
As we told in Chapter 3, it should be noted that the rconvex and convex hulls
of a sample points can be easily computed (at least for the bidimensional case), see
Pateiro-Lo´pez and Rodr´ıguez-Casal (2010) and Renka (1996), respectively.
Once the algorithm for estimating the smoothing parameter was exposed, it only
remains to detail the procedure in order to calculate the two thresholds, fˆ τ and fˆ

τ ,
and kˆ. A bootstrap method is proposed for selecting them by minimizing an error
criteria between sets, the distance in measure. In an analogous way, other distances
between sets could be considered.
To sum up, the next inputs should be given: the probability content τ P p0, 1q, a
big enough sample size M , a step ∆ and a positive integer I for defining the vectors
τ   pτ, τ  ∆, ..., τ   I∆q and τ  pτ, τ ∆, ..., τ  I∆q verifying τ   I∆ ¤ pn1q{n
and τ  I∆ ¥ 1{n in order to avoid empty sets, a number of bootstrap iterations B, a
vector k of length K containing the number of nearest neighbors to be considered and,
as before, a maximum number of iterations J for the dichotomy algorithm. On the other
hand, the selector for the bandwidth parameter of Bowman (1984) and Rudemo (1982)
could be considered for density estimation in the univariate case since its generalization
for the multivariate case is computed easily, see Duong (2007).
1. Estimate by Monte Carlo approach the threshold fτ in the bootstrap world:
(a) Draw a bootstrap sample of size M from fn where fn denotes the kernel
estimator with bandwidth H obtained from Xn. It is denoted by X

M .
(b) Obtain fτ determinating the quantile τ of the empirical distribution of
fnpX

M q. Therefore, L

pτq  tfn ¥ f

τ u represents the theoretical level
set in the bootstrap world.
2. This step must be repeated B times:
(a) Draw a bootstrap sample of size n from fn. It will be denoted by X

n .
(b) Calculate fnpX

n q and f

npX

n q where f

n is the kernel estimator calculated
from X n with bandwidth H
.
(c) In each iteration, while j1 and j2 are smaller or equal than I   1 and while
j3 is smaller than K:
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Figure 4.12: In the first column, Xn, pfˆ
 
τ q (blue), Xn,pfˆ

τ q (black) and XnzpXn, pfˆ
 
τ qY
Xn,pfˆ

τ qq (red) for τ1 (top) smaller than τ2 (bottom). In the second column, Xn, pfˆ
 
τ q
(blue) and Xn,pfˆ

τ q (black) after classification for τ1 (top) smaller than τ2 (bottom).
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i. Obtain fˆ τ, and fˆ

τ, determinating the quantiles τ
 
pj1q and τ

pj2q of
the empirical distribution of fn pX

n q, respectively.
ii. Calculate X n, pfˆ
 
τ,q, X

n,pfˆ

τ,q and X

n zpX

n, pfˆ
 
τ,q Y X

n,pfˆ

τ,qq.
iii. Use kpj3qnearest neighbors algorithm considering X

n, pfˆ
 
τ,q and X

n,pfˆ

τ,q
as a trainning sample for classifying the full sample X n . The two result-
ing sets are denoted, for simplicity in the exposition again by X n, pfˆ
 
τ,q
and X n,pfˆ

τ,q.
iv. Estimate the smoothing parameter from X n, pfˆ
 
τ,q and X

n,pfˆ

τ,q using
the previous dichotomy algorithm. It will be denoted by rˆ0 pfˆτ,q.
v. Estimate the error dµ

Lpτq, C
rˆ
0
pfˆτ,q
pX n, pfˆ
 
τ,qq
	
induced by fn as
follows:
A. Draw another bootstrap sample YM from fn of size M .
B. Determinate which points in YM are and are not in L

pτq:
YM, pf

τ q  tY P Y

M : fnpY q ¥ f

τ u
and
YM,pf

τ q  tY P Y

M : fnpY q   f

τ u.
C. Calculate the cardinal of the set
!
YM,pf

τ q X Crˆ
0
pfˆτ,q
pXn, pfˆ
 
τ,qq
)
Y
!
YM, pf

τ q X Crˆ
0
pfˆτ,q
pXn, pfˆ
 
τ,qq
c
)
and divide the result obtained by M .
3. Select the values in τ , τ and k which provides the lowest empirical means of
the B errors calculated. They will be denoted by τˆ , τˆ and kˆ, respectively.
4. Obtain fˆ τ and fˆ

τ determinating the quantiles τˆ
  and τˆ of the empirical dis-
tribution of fnpXnq, respectively.
4.7 A real example
The question of whether the geographical incidence of disease shows any tendency
towards clustering in geographical space has a long and rich history. For instance, do
cases of disease tend to occur in proximity to other cases? The problem has become
more urgent in recent years in the light of concerns raised about possible links between
disease incidence and potential sources of environmental contamination, such as nuclear
installations. Evidence of clustering might also lend support to other theories of disease
incidence, such as a viral aetiology. For example, exposure to a common, persistent
viral infection, either during gestation or as a young child with an immune system
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that had been protected at a very early age, might provide clues to explaining possible
leukaemia clustering.
A priori we may expect to observe a certain amount of clustering due to natural
background variation in the population from which events arise. For example, cases
of cancer will always cluster because of the distribution of population at risk. In such
instances, we are more interested in detecting evidence of clustering over and above
this underlying environmental heterogeneity; in other words, in discovering whether
the distribution of one type of event clusters relative to that of another.
In order to assess the applicability of the estimation method presented in Section
4.6 and considering the data set presented in Section 1.4.1, the evidence for clustering
of the cases of leukaemia in the North West of England will be studied. Analyzing
whether the distribution of leukaemia mirrored that of the population as a whole or
whether there was evidence, as implied by concerned local residents, of clustering. For
this, it could help identify the peaks or the modes of the density estimation in the
resulting surface allowing to visualize easily an excess of case intensity over that of
population.
τ τˆ  τˆ kˆ rˆ0pfˆτ q
Cases
0.7 0.7 0.66 5 0.529
0.75 0.75 0.69 5 0.571
0.8 0.84 0.70 1 0.382
0.85 0.85 0.8 3 0.434
0.9 0.908 0.812 1 0.544
0.95 0.975 0.95 5 8
Controls
0.7 0.74 0.62 1 0.060
0.75 0.78 0.66 1 0.265
0.8 0.8 0.8 1 0.178
0.85 0.93 0.85 1 8
0.9 0.967 0.822 1 8
0.95 0.973 0.907 1 8
Table 4.1: Estimators of k, τ , τ and r0pfτ q for the samples of cases and controls
with different values of τ .
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Then, we have estimated the level sets Lpτq from the samples of cases and controls
for relatively high values of the probability content τ . More specifically, the values of
τ considered are 0.7, 0.75, 0.8, 0.85, 0.9 and 0.95. In addition, we have fixed I  10,
∆  mintp1  τ  3{nq{I, pτ  3{nq{I, 0.01u where n denotes the sample size of cases
or controls depending on the situation, k  p1, 3, 5q, M  3000, and B  500.
Following the algorithm detailed in Section 4.6, Table 4.1 shows the values obtained
for kˆ, τˆ , τˆ and rˆ0pfˆτ q for the samples of cases and controls with the different values
of τ considered. According to the results obtained for rˆ0pfˆτ q, rconvexity property
plays an interesting role, mainly for the sample of cases. Only for τ equal to 0.95 the
level set estimator is convex. The level set estimators for the sample of controls are
convex for the three largest values of τ considered, 0.85, 0.9 and 0.95. In addition,
τˆ  and τˆ are usually different. Only for the controls with τ  0.8, it is verified that
τˆ   τˆ  0.8. The performance of the estimations for the parameter k is not too
clear. In particular, for the cases, kˆ takes the values 1, 3 and 5. However, it is always
equal to 1 for the sample of controls.
The resulting level sets are showed for the two samples on North West of England
in Figures 4.13, 4.14 and 4.15 for different values of the probability content τ . It
is possible to observe an excess of case intensity over that of population. Greater
Manchester is a metropolitan county in North West England that encompasses one
of the largest metropolitan areas in the United Kingdom. However, Lancashire is a
non-metropolitan county that emerged during the Industrial Revolution as a major
commercial and industrial region. Therefore, there is evidence of clustering and the
leukaemia cases could be related to environmental and industrial factors. Similar studies
have been already considered in literature. For instance, see Cuzick and Edwards (1990)
for the childhood leukaemia in Humberside, Diggle et al. (1990) for the lung and larynx
cancers in Chorley-South Ribble, Kelsall and Diggle (1998) for the lung and stomach
cancer in Walsall, Kelsall and Wakefield (2000) for the colorectal cancer in Birminghan
or Henderson et al. (2002) for acute myeloid leukemia in North West of England.
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Figure 4.13: In the first column, estimated level sets for the sample of 322 cases di-
agnosed of leukaemia on the North West of England with τ  0.7 (top) and τ  0.75
(bottom). In the second column, estimated level sets for the sample of 988 controls of
leukaemia on the North West of England with τ  0.7 (top) and τ  0.75 (bottom).
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Figure 4.14: In the first column, estimated level sets for the sample of 322 cases di-
agnosed of leukaemia on the North West of England with τ  0.8 (top) and τ  0.85
(bottom). In the second column, estimated level sets for the sample of 988 controls of
leukaemia on the North West of England with τ  0.8 (top) and τ  0.85 (bottom).
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Figure 4.15: In the first column, estimated level sets for the sample of 322 cases di-
agnosed of leukaemia on the North West of England with τ  0.9 (top) and τ  0.95
(bottom). In the second column, estimated level sets for the sample of 988 controls of
leukaemia on the North West of England with τ  0.9 (top) and τ  0.95 (bottom).

Appendix A
Formulas of the density models
for estimating level sets
In Chapter 1, the density models for studying the behavior of methods for estimating
level sets have been presented. Only densities 17 and 18 are not normal mixtures. Then,
they can be written as f pxq  ω1Npµ1, σ
2
1q  ... ωnNpµn, σ
2
nq where ω1  ... ωn  1,
µi and σi, ωi P R
 , i  1, ..., n. Next, formulas for normal mixtures are exposed in
Tables A.1 and A.2. The two last models can be seen in Table A.3.
Model hhhhhhhhhhhhhhhhhh ω1Npµ1, σ
2
1q   ...  ωkNpµk, σ
2
kq
1 Gaussian hhhhhjhhhhhhhhjj Np0, 1q
2 Skewed hhhhhjhhhhhhhhhjj 1
5
Np0, 1q   1
5
N

1
2
,
 
2
3
2
	
 
3
5
N

13
12
,
 
5
9
2
	
3 Strongly Skew hhhhhhhhhhj
°7
i0
1
8
Np3t
 
2
3
l
 1u,
 
2
3
2l
q
4 Kurtotic hhhhhjhhhhhhhhjj 2
3
Np0, 1q   1
3
N

0,
 
1
10
2
	
5 Outlier hhhhhjhhhhhhhhhjj 1
10
Np0, 1q   9
10
N

0,
 
1
10
2
	
Table A.1: Parameters for normal mixtures.
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Model hhhhhhhhhhhhhhhhhh ω1Npµ1, σ
2
1q   ...  ωkNpµk, σ
2
kq
6 Bimodal hhhhhjhhhhhhhhhjj 1
2
Np1,
 
2
3
2
q  
1
2
N

1,
 
2
3
2
	
7 Bimodal separated hhhhhhhh 1
2
N

3
2
,
 
1
2
2
	
 
1
2
N

3
2
,
 
1
2
2
	
8 Asymmetric Bimodal hhhhhh 3
4
N p0, 1q   1
4
N

3
2
,
 
1
2
2
	
9 Trimodal hhhhhhkhkkkkkhkh 9
20
N

6
5
,
 
3
5
2
	
 
9
20
N

6
5
,
 
3
5
2
	
 
1
10
N

0,
 
1
4
2
	
10 Claw hhhhhhhhhhhhhhhhhhh 1
2
N p0, 1q  
°4
l0
1
10
Npl{2 1,
 
1
10
2
q
11 Double Claw hhhhhhhhhhhhh 49
100
N

1,
 
2
3
2
	
 
49
100
N

1,
 
2
3
2
	
dddddd  
°6
l0
1
350
Nppl  3q{2,
 
1
100
q
2

12 Asymmetric Claw hhhhhhhhh 1
2
N p0, 1q  
°2
l2p2
1l
{31qN
 
l   1
2
, p2l{10q2

13 Asymmetric Double Clawhhhh
°1
l0
46
100
N

2l  1,
 
2
3
2
	
 
°3
l1
1
300
N

l{2,
 
1
100
2
	
hhhhh  
°3
l1
7
100
N

l{2,
 
7
100
2
	
14 Smooth Comb hhhhhhhhhhh
°5
l0p2
5l
{63qN

t65 96
 
1
2
l
u{21,
 
32
63
2
{22l
	
15 Discrete Comb hhhhhhhhhhh
°2
l0
2
7
N

p12l  15q{7,
 
2
7
2
	
 
°10
l8
1
21
N

2l{7,
 
1
21
2
	
16 Marronite hhhhhhhhhhhhhhh 1
3
N


20
6
,
 
1
24
2
	
 
2
3
Np0,
 
1
6
2
q
Table A.2: Parameters for normal mixtures.
Modelo hhhhhhhhhhhhh f pxq
17 Caliper hhhhhhhhhh f pxq  2
3
p1 px
3

1
10
q
1{3
qI
t
1
10
¤
x
3
¤
11
10
u
17 Caliper hhhhhhhhhh  2p1 px
3

1
10
q
1{3
qI
t
11
10
¤
x
3
¤
1
10
u
18 Matterhorn hhhhhihl f pxq  1
20
1
|
x
20
|logp| x
20
|q
2 I
t
1
e2
¤
x
20
¤
1
e2
u
Table A.3: Density models.
Appendix B
Auxiliary results for set
estimation
Many proofs in Chapters 3 and 4 take into account mathematical aspects considered
in Walther (1997). Next, we will summarize these theoretical results. In particu-
lar, Proposition B.0.1 analyzes the behavior of dilation and erosion operators for the
Lebesgue measure.
Proposition B.0.1. Let K  Rd be a compact set and let GKprq be the family of sets
defined in Definition 4.5.4 for some r ¡ 0. If the sequence ǫn converges to 0
  then it
is verified that
µpA`Bǫnr0sq  µpAq  Opǫnq
and
µpAaBǫnr0sq  µpAq  Opǫnq,
uniformly in A P GKprq.
Proposition B.0.2 can be obtained directly from proof of Theorem 3 in Walther
(1997). It guarantees the existence of a compact set C where the convergence rate for
the density kernel estimator is established.
Proposition B.0.2. Under assumptions (A) and (K) established in Chapter 4, there
exists υ ¡ 0 and a compact set C verifying that
Gplqz IntpGpuqq `Bυr0s  U
and
Gplqz IntpGpuqq `Bυ
2
r0s  C.
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In addition,
sup
C
|fn  f |  O


log n
n

p{pd 2pq

, almost surely.
Gpuq
U
Gplq
Figure B.1: Elements in Proposition B.0.2. Gpuq in gray, Gplq in black and the open
set U in dashed line.
Proof. According to the proof of Theorem 3 in Walther (1997), one can find υ ¡ 0 such
that Gplqz IntpGpuqq ` Bυr0s  U , see Figure B.1. In addition, the kernel K satisfies
the assumptions in Theorem 3.1 in Stute (1984). Following Walther (1997), one can
prove that there exists a compact set C such that Gplqz IntpGpuqq ` Bυ{2r0s  C and
such that if hn is a sequence of the order plog n{nq
1{pd 2pq then it is verified that
sup
C
|fn K  f |  O

np{pd 2pq
	
, almost surely, (B.1)
sup
C
|K  f  f |  O phpnq , (B.2)
where we write K  f for
³
hdn Kpp  xq{hnqf pxq dx. Equations (B.1) and (B.2) cor-
respond to equations (13) and (14) in Walther (1997). By the triangle inequality, we
can guarantee that, almost surely,
sup
C
|fn  f |  O

max
#

log n
n

p{pd 2pq
, np{pd 2pq
+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 O


log n
n

p{pd 2pq

.
Proposition B.0.3 corresponds to equation (15) in Walther (1997). The behavior of
the kernel density estimator is studied in the complement of the compact set C.
Proposition B.0.3. Let C the compact set in Proposition B.0.2. Under assumptions
(A) and (K) established in Chapter 4, there exists w ¡ 0 verifying that
P

inf
GpuqXCc
fnpxq ¡ u 
w
2
, eventually


 1
and
P

sup
GplqcXCc
fnpxq   l 
w
2
, eventually

 1.
Proposition B.0.4 corresponds to Lemma 2 (b) in Walther (1997). It establishes
some interesting relationships between level sets with close enough thresholds.
Proposition B.0.4. Under assumption (A) established in Chapter 4, there exists a
constant c ¡ 0 such that if t1 and t2 are such that l ¤ t1   t2 ¤ u and t2 t1 ¤ pm{2qc
then
Gpt1q aB 2
m
pt2t1q
r0s  Gpt2q  Gpt1q aB 1
2m
pt2t1q
r0s
and
Gpt2q `B 1
2m
pt2t1q
r0s  Gpt1q  Gpt2q `B 2
m
pt2t1q
r0s.
Finally, Proposition B.0.5 is presented. It corresponds to Lemma 3 in Walther
(1997). This result is the only one used in Chapter 3 too.
Proposition B.0.5. Let K  Rd be a compact set, r ¡ 0 and let Xn be a i.i.d. sample
generated from a distribution with density function f . Let GKprq be the family of sets
defined in Definition 4.5.4.
1. If f ¥ b ¡ 0 on A P GKprq and 0   ǫ   mintr{2, ru then
P pA`Br2ǫr0s  pAX Xnq `Brr0sq
¤ D pǫ,A`Brr0sq exp

nabmintr  ǫ, rupd1q{2ǫpd 1q{2
	
.
where
D pǫ,A`Brr0sq  maxtcard V : V  A`Brr0s, |xy| ¡ ǫ for different x, y P Nu
and a is a dimensional constant.
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2. Further, if f ¥ b ¡ 0 on K, 0   ǫ   mintr{3, 1u and r ¥ r  2ǫ then
P pA`Br3ǫr0s  pAX Xnq `Brr0s for some A P GKprqq
¤ D pǫ,K `Brr0sqD
 ǫ
10r
, Sd1
	
exp

nabpr  2ǫqpd1q{2pǫ{2qpd 1q{2
	
where Sd1 denotes the unit sphere.
Summary in Galician
Resumo en galego
A estimacio´n de conxuntos abre un cap´ıtulo relativamente recente da estat´ıstica matema´-
tica onde a xeometr´ıa xoga un papel moi relevante. Esta teor´ıa ten como finalidade
estimar un conxunto no espazo Euclidiano a partir dunha mostra aleatoria de puntos
cuxa distribucio´n esta´ intimamente relacionada con el. A resolucio´n deste tipo de pro-
blemas ten aplicacio´ns interesantes na ana´lise clu´ster (ver Hartigan, 1975), en control
de calidade (ver Devroye e Wise, 1980 ou Ba´ıllo et al., 2000) ou na ana´lise de imaxes
para reconstruir, por exemplo, o ha´bitat dunha planta ou dunha especie animal (ver
De Haan e Resnick, 1994). Para unha revisio´n en profundidade, ver Cuevas e Fraiman
(2010). Neste traballo centrare´monos no problema de estimacio´n do soporte e de con-
xuntos de nivel. Existen distintas alternativas na literatura dependendo das condicio´ns
de forma asumidas sobre o conxunto a reconstruir. Se non dispon˜emos de ningunha
informacio´n a priori, sera´ preciso considerar estimadores flexibles que nos permitan
abordar eficientemente a maior cantidade de situacio´ns posibles. Noutro caso, se res-
trinximos a familia de conxuntos a estimar, poderemos traballar con estimadores ma´is
sofisticados, que se adapten mellor as restricio´ns xeome´tricas establecidas. A maior´ıa
destes estimadores dependen fortemente da eleccio´n de para´metros de suavizado ao
igual que sucede no contexto da estimacio´n funcional non parame´trica. O obxectivo
principal desta tese consiste en estimalos de xeito automa´tico e consistente para, logo,
analizar o comportamento dos estimadores resultantes dos conxuntos a reconstruir.
Antes de revisar os me´todos de estimacio´n para o soporte e para os conxuntos de
nivel que existen na literatura, imos establecer criterios que nos permitan evaluar a
calidade dos mesmos. As distancias entre conxuntos miden a proximidade e similitude
do estimador ao conxunto teo´rico a reconstruir. Existen varias posibilidades para definir
a distancia entre conxuntos tales coma a distancia en medida, en medida ponderada
ou a distancia Hausdorff. Se A e C son dous conxuntos de Borel acotados, def´ınese a
distancia en medida entre A e C como
dµpA,Cq  µpA△Cq,
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onde µ denota a medida de Lebesgue e △, a diferencia sime´trica, isto e´,
A△C  pAzCq Y pCzAq.
Polo tanto, dµpA,Cq e´ unha medida u´til para cuantificar a similitude entre os conxuntos
A e C en termos de contidos. De forma ma´is xeral, se f e´ unha funcio´n de densidade
en Rd e A e C, dous conxuntos de Borel (non necesariamente acotados) ento´n e´ posible
definir a distancia en medida ponderada
dµf pA,Cq 
»
A△C
f ptq dt.
Intuitivamente, dµf pA,Cq representa a probabilidade de que unha observacio´n da vari-
able aleatoria con funcio´n de densidade f pertenza so´ a un dos dous conxuntos A e
C. En xeral, a distancia en medida ponderada concede ma´is peso nas rexio´ns onde os
datos tenden a ser ma´is densos. A distancia Hausdorff esta´ definida sobre o espazo de
subconxuntos non baleiros e compactos en Rd. Sexan A,C  Rd
dHpA,Cq  max
"
sup
aPA
dpa,Cq, sup
cPC
dpc,Aq
*
,
onde dpa,Cq  inft}a c} : c P Cu. Ou equivalentemente,
dHpA,Cq  inftε ¡ 0 : A  C `Bεp0q, C  A`Bεp0qu,
onde Bεp0q e´ a bola aberta de centro 0 e radio ε e ` denota a suma de Minkowski con
C `Bεp0q  tc  b : c P C, b P Bεp0qu. Neste caso, dHpA,Cq cuantifica a proximidade
f´ısica entre os conxuntos A e C. Pode probarse que a distancia Hausdorff e´ unha
me´trica, ver Seccio´n 2.4 en Edgar (1990) ou Seccio´n 1.4 en Matheron (1975) para ma´is
detalles.
A estimacio´n do soporte e´ quiza´is o problema ma´is sinxelo da estimacio´n de
conxuntos. Formalmente, ocu´pase de estimar o soporte S  Rd dunha distribucio´n
de probabilidade absolutamente continua PX da variable aleatoria X a partir dunha
mostra aleatoria simple Xn  tX1, ...,Xnu de X. Se non se asume ningunha restricio´n
de forma sobre S, Chevalier (1976) e Devroye e Wise (1980) propuxeron un estimador
moi simple para o soporte
n
¤
i1
BǫnrXis,
onde BǫnrXis denota a bola pechada de centro Xi e radio ǫn. Ver tame´n Korostele¨v e
Tsybakov (1993), Cuevas e Rodr´ıguez-Casal (2004) e Biau et al. (2008) onde o com-
portamento deste estimador foi analizado. O problema de seleccionar o para´metro de
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suavizado ǫn para incorporar informacio´n a priori sobre S no estimador foi considerado
en Ba´ıllo et al. (2000) e en Ba´ıllo and Cuevas (2001). Asumiron que S era conexo e
estrelado, respectivamente, incorporando estas informacio´ns a priori no estimador de
Devroye e Wise (1980).
Reconstrucio´ns ma´is sofisticados poden usarse se existe informacio´n adicional sobre
o conxunto. Re´nyi e Sulanke (1963) e Re´nyi e Sulanke (1964) estudiaron o caso no
que S  R2 e´ convexo. Propuxeron como estimador a envoltura convexa dos puntos
mostrais, convpXnq. Korostele¨v e Tsybakov (1993) ou Du¨mbgen e Walther (1996)
analizaron o comportamento deste estimador.
Sen embargo, a convexidade pode ser un condicio´n de forma demasiado restrictiva
na pra´ctica. Se S non e´ convexo, convpXnq poder´ıa non ser a mellor opcio´n. Por
iso, e´ preciso considerar unha propiedade xeome´trica ma´is flexible, a rconvexidade
onde r ¡ 0. En lugar de asumir, coma no caso convexo, a existencia dun hiperplano
separador para cada punto exterior, asumimos que existe unha bola aberta separadora
de radio r. Polo tanto, se un conxunto e´ rconvexo ento´n tame´n e´ r
1
convexo para
calquera 0   r
1
¤ r. Se supon˜emos que o soporte S e´ rconvexo, un estimador natural
para S ser´ıa a envoltura rconvexa da mostra
CrpXnq 
£
tBrpxq:BrpxqXXnHu
pBrpxqq
c .
Pode probarse facilmente que Cr1 pXnq  CrpXnq se, de novo, 0   r
1
¤ r. Por outra
banda, a rconvexidade de S implica que unha bola de radio r roda libremente en Sc,
ver Cuevas et al. (2012). E´ dicir, para cada punto s P BS existe x P Rd tal que s P
Brrxs  Sc. A propiedade de rodamento libre garantiza certa suavidade na fronteira.
Para analizar en detalle as relacio´ns existentes entre a rconvexidade e a propiedade
de rodamento libre, ver Walther (1997). Rodr´ıguez-Casal (2007) probou que, se unha
bola de radio r rodaba libremente en S e en Sc, dµpS,CrpXnqq  Opplog n{nq
2{pd 1q
q,
case seguro. As mesmas tasas de converxencia foron obtidas para dHpS,CrpXnqq e
dHpBS, BCrpXnqq. Anque a familia de rconvexos e´ ma´is ampla que a de convexos, as
tasas obtidas son da mesma orde que as da envoltura convexa para estimar soportes
convexos, ver Du¨mbgen e Walther (1996). Sen embargo, este estimador presenta unha
forte limitacio´n. Na pra´ctica, S e´ descon˜ecido e, como consecuencia, r tame´n. Mandal
e Murthy (1997) propuxeron un me´todo para estimar r a partir de Xn so´ va´lido no caso
bidimensional. No´tese que se r esta´ demasiado pro´ximo a cero ento´n CrpXnq coincide
practicamente con Xn. Sen embargo, se r toma un valor demasiado grande, CrpXnq
poder´ıa ser case igual a convpXnq. De feito, ser´ıa posible atopar un spacing (bola
pechada dentro de CrpXnqq con a´rea ma´is ou menos grande que non interseca a Xn.
Por outra banda, a estimacio´n de conxuntos de nivel ocu´pase de reconstruir
conxuntos Gptq  tx P Rd : f pxq ¥ tu onde f denota a funcio´n de densidade de X e
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t ¡ 0. Na maior´ıa das aplicacio´ns, os usuarios precisan garantir que o conxunto de nivel
ten un contido en probabilidade fixado ma´is grande ou igual ca 1  τ onde τ P p0, 1q.
Neste caso, o valor de t e´ descon˜ecido e e´ desexable estimar:
Lpτq  tx P Rd : f pxq ¥ fτu
onde
fτ  sup
"
y P p0,8q :
»
8
8
f ptqI
tfptq¥yu ¥ 1 τ
*
.
Dous pasos son precisos para reconstruir Lpτq de forma automa´tica a partir de Xn
xerada, en este caso, por f . Primeiro, fτ debe ser estimado para satisfacer o contido
en probabilidade fixado. Logo, unha das tres metodolox´ıas diferentes que existen para
reconstruir un conxunto de nivel debe ser seleccionada.
Se fn denota un estimador nonparame´trico, usualmente, o estimador tipo nu´cleo
ento´n o estimador de fτ poder´ıa calcularse de tres xeitos diferentes. Unha opcio´n pasa
por considerar me´todos de integracio´n nume´rica para resolver a ecuacio´n
»
tfn¥tu
fnpxqdx  1 τ
en t. Este algoritmo poder´ıa ser ineficiente dende un punto de vista computacional.
Para resultados de consistencia, ver Cadre (2006). Sen embargo, o me´todo proposto por
Hyndman (1996) ten un coste computacional menor e pode resultar verdadeiramente
u´til para dimensio´n xeral. Estima fτ calculando o cuantil τ da distribucio´n emp´ırica de
fnpX1q, ..., fnpXnq. Ver Cadre et al. (2009), para resultados de consistencia. A u´ltima
alternativa consiste en imitar o procedemento emp´ırico proposto en Walther (1997).
A continuacio´n, detallamos brevemente as tres metodolox´ıas de estimacio´n de conx-
untos de nivel. Elexir un algoritmo ou outro depende, ao igual que na estimacio´n do
soporte, das restricio´ns de forma asumidas.
A estimacio´n plug-in e´ a eleccio´n ma´is natural para estimar Lpτq cando non existe
informacio´n sobre a xeometr´ıa do conxunto. Consiste en reemplazar f por fn. E´ ben
sabido que fn depende fortemente da eleccio´n da venta´, ver Wand e Jones (1995).
Polo tanto, o problema pra´ctico da metodolox´ıa plug-in e´ a seleccio´n da mesma. Este
problema foi considerado por vez primeira no contexto da estimacio´n de conxuntos de
nivel por Ba´ıllo e Cuevas (2006). Ver tame´n os selectores descritos en Samworth e
Wand (2010) ou Singh et al. (2009).
Os me´todos de exceso de masa asumen que o investigador ten informacio´n a priori
sobre a forma do conxunto de nivel Gptq. Esta metodolox´ıa foi proposta por Hartigan
(1987) e Mu¨ller e Sawitzki (1987). Ver tame´n Polonik (1995). A idea base destes
algoritmos e´ moi sinxela: Gptq maximiza o funcional
HtpBq  PpBq  tµpBq.
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Ht pode ser estimado empiricamente. Por tanto, se Gptq pertence a unha familia de
conxuntos dada ento´n o estimador e´ o ma´ximo da versio´n emp´ırica do funcional previo
sobre a familia de conxuntos considerada.
A u´ltima metodolox´ıa e´ un h´ıbrido das du´as anteriores. Ao igual que os me´todos de
exceso de masa, asume restricio´ns de forma sobre a clase de conxuntos considerada e,
como os me´todos plug-in, precisa estimar f de forma nonparame´trica. Walther (1997)
propuxo o me´todo de suavizado granulome´trico para reconstruir Lpτq adaptando o
estimador do soporte de Devroye e Wise (1980) ao contexto da estimacio´n de conxuntos
de nivel asumindo rconvexidade como restricio´n de forma. Na pra´ctica, o estimador
e´ unha unio´n de bolas pechadas de radio r con centros nos puntos de Xn, pfˆτ q que
distan a lo menos r dos puntos de Xn,pfˆτ q, onde Xn, pfˆτ q  tX P Xn : fnpXq ¥ fˆτu,
Xn,pfˆτ q  XnzXn, pfˆτ q e fˆτ e´ un estimador de fτ . Por suposto, a principal desvantaxe
deste me´todo e´ o descon˜ecemento do para´metro r.
No Cap´ıtulo 1 introducimos os problemas de estimacio´n do soporte e de conxuntos
de nivel e revisamos con detalle as du´as ferramentas matema´ticas ba´sicas na estimacio´n
de conxuntos, distancias e propiedades xeome´tricas. A continuacio´n, resumimos breve-
mente os principais resultados obtidos neste traballo de investigacio´n. Finalmente,
mostramos os conxuntos de datos empregados. Primeiro, prese´ntanse dous conxuntos
de datos reais. Decribiremos un procedemento para xerar mostras uniformes sobre as
rexio´ns de auga contidas en du´as imaxes do Mar de Aral tomadas en 2000 e 2011 polo
sate´lite Terra da NASA. A continuacio´n, prese´ntase un conxunto de datos derivado
do estudo realizado en Henderson et al. (2002). Conte´n 1221 pares de coordenadas
de residencia para 233 casos de leucemia e 988 controis rexistrados entre 1982 e 1998
en Lancashire e Greater Manchester. En canto os modelos de simulacio´n, descr´ıbese
un conxunto de 18 densidades un-dimesionais (ver Marron e Wand, 1992 e Berlinet e
Devroye, 1994) e tres modelos de soportes rconvexos contidos en R2.
No Cap´ıtulo 2 realizamos unha revisio´n bibliogra´fica sobre a estimacio´n do so-
porte e de conxuntos de nivel. Ademais, propo´n˜ense dous me´todos h´ıbridos novos para
estimar conxuntos convexos e rconvexos, respectivamente. Ao igual que o me´todo de
suavizado granulome´trico, a´mbolos dous adaptan estimadores do soporte o´ contexto da
estimacio´n de conxuntos de nivel. O primeiro, estima o conxunto de nivel calculando
convpXn, pfˆτ qq. O segundo, CrpXn, pfˆτ qq. No´tese que ningu´n dos dous algoritmos ten
en conta a informacio´n almacenada en Xn,pfˆτ q sobre o complementario do conxunto de
nivel. Nun extenso estudo de simulacio´n amosamos o compartamento pra´ctico das tres
metodolox´ıas existentes para conxuntos de nivel das 18 densidades un-dimensionais con-
sideradas xa que algu´ns dos algoritmos non foron extendidos a dimesio´n superior. Na
comparativa, incluironse os selectores cla´sicos de venta´ de Sheather e Jones e validacio´n
cruzada para ser comparados cos me´todos plug-in espec´ıficos para estimar conxuntos de
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nivel. Os resultados obtidos amosan que os me´todos plug-in cla´sicos, onde a venta´ e´ se-
leccionada para estimar f , son ma´is competitivos que os selectores espec´ıficos de Ba´ıllo
e Cuevas (2006), Samworth e Wand (2010) ou Singh et al. (2009). Ademais, se non
se asumen condicio´ns de forma sobre o conxunto de nivel, son as mellores alternativas
para reconstruilo. Noutro caso, os me´todos de Mu¨ller e Sawitzki ou os h´ıbridos poden
ser considerados. A primeira metodolox´ıa non proporcionou resultados demasiado com-
petitivos. Sen embargo, unha das su´as principais ventaxas e´ que non precisa suavizar os
datos para reconstruir o conxunto de nivel. En canto os me´todos h´ıbridos, os resultados
obtidos son bastante prometedores a´ hora de estimar conxuntos rconvexos a pesar
de que r, ao ser descon˜ecido, foi fixado de antema´n. Seleccionalo de forma automa´tica
poder´ıa mellorar de novo os resultados obtidos.
No Cap´ıtulo 3 propon˜emos un novo me´todo automa´tico para estimar soportes
rconvexos asumindo que a mostra se distribu´e uniformemente en S. Dacordo cos
comentarios previos, o para´metro de suavizado r pode resultar bastante influinte nas
estimacio´ns. Un me´todo descriptivo gra´fico e´ introducido como primeira aproximacio´n
o´ problema de seleccio´n do para´metro de suavizado r. Logo, presentamos un algoritmo
estoca´stico para seleccionar o seu valor o´ptimo, r0, cando S non e´ convexo, onde
r0  suptγ ¡ 0 : CγpSq  Su.
Se S fora convexo, r0  8. Ademais, se r0 e´ ma´ximo do conxunto tγ ¡ 0 : CγpSq 
Su ento´n e´ posible garantir que S e´ tame´n r0convexo. Neste caso, esta´ claro que
CrpXnq, con r   r0, non ser´ıa un estimador admisible xa que infraestimar´ıa S respeto
de Cr0pXnq. Isto de´bese a que CrpXnq  Cr0pXnq  S e ento´n, dµpCr0pXnq, Sq ¤
dµpCrpXnq, Sq (as mesmas conclusio´ns mante´n˜ense para a distancia de Hausdorff). Polo
tanto, o u´nico para´metro admisible ser´ıa r  r0. Por outra banda, se r ¡ r0 ento´n
CrpXnq poder´ıa sobreestimar S considerablemente
Para estimar r0, empleamos o test de uniformidade proposto por Berrendero et
al. (2012). Dado r
1
¡ 0, o contraste rexeita que Xn e´ uniforme sobre Cr1 pXnq se
Cr1 pXnq conte´n unha bola ou spacing de a´rea suficientemente grande que non interseca
a Xn. Neste traballo, asumiremos unha aproximacio´n oposta. Supon˜emos que Xn
se distribu´e uniformemente en S. Ento´n, se existe un spacing demasiado grande en
Cr1 pXnq deduciremos que estamos sobreestimando S. Un valor inferior a r
1
deber´ıa ser
considerado. En definitiva, propon˜emos estimar r0 como
rˆ0  suptγ ¡ 0 : A hipo´tese nula de uniformidade e´ aceptada sobre CγpXnqu.
Probamos que, con probabilidade tendendo a un, rˆ0 ¥ r0. Ademais, rˆ0 converxe a r0,
en probabilidade baixo (Rrλ) como condicio´n de forma:
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(Rrλ) Unha bola pechada de radio λ ¡ 0 roda libremente en S e unha bola pechada
(Rrλ) de radio r ¡ 0 roda libremente en S
c.
Baixo (Rrλ), probamos que o para´metro r0 e´ un ma´ximo. Unha vez que a consisten-
cia de rˆ0 como estimador do para´metro r0 foi establecida, co´mpre analizar a calidade
de Crˆ0pXnq como estimador do soporte S. Baixo certas condicio´ns de regularidade, se
o l´ımite da distancia de Hausdorff entre S e CrpSq e´ cero cando r ¥ r0 ento´n Crˆ0pXnq
e´ un estimador consistente en Hausdorff do soporte S en probabilidade. Os mesmos
resultados mante´n˜ense para a distancia en medida. Sen embargo, se a hipo´tese anterior
non se cumple, dado que rˆ0 ¥ r0, foi preciso considerar CrnpXnq como estimador do so-
porte onde rn  νrˆ0 con ν P p0, 1q. Para tal eleccio´n, mante´n˜ense as tasas obtidas por
Rodr´ıguez-Casal (2007) con r con˜ecido. Nun estudo de simulacio´n compa´ranse a nosa
proposta e o me´todo de Mandal e Murthy (1997) considerando tres modelos distintos,
diferentes valores para os taman˜os mostrais e para o nivel de significacio´n do contraste
empregado. En xeral, o noso algoritmo presenta un mellor comportamento global para
estimar r0. O me´todo de Mandal e Murthy (1997) infraestima r0, principalmente para
valores altos do taman˜o de mostra. Por outra banda, considerar valores do nivel de
significacio´n moi pro´ximos a cero reduce o nu´mero de datos at´ıpicos de forma consid-
erable. Ademais, redu´cese tame´n o risco de rexeitar a hipo´tese nula de uniformidade
cando e´ certa e, se o modelo de simulacio´n considerado non e´ demasiado complexo,
os resultados obtidos son lixeiramente mellores. Finalmente, mostramos un exemplo
con datos reais onde propon˜emos un procedemento u´til para analizar se o Mar de Aral
perdeu auga nos u´ltimos anos empregando as du´as imaxes do sate´lite Terra da NASA
tomadas en 2000 e 2011. Tal e como cab´ıa esperar, os resultados obtidos permiten
concluir que o Mar de Aral perdeu auga. De feito, a superficie de auga en 2000 e´ sobre
o triple da superficie de auga en 2011.
No Cap´ıtulo 4 presentamos un me´todo novo e automa´tico para estimar conxuntos
de nivel Gptq rconvexos. O me´todo da envoltura rconvexa definido no Cap´ıtulo 1
presenta bos resultados a pesar de que o para´metro r e´ descon˜ecido. O valor o´ptimo
de r depende, neste caso, do nivel t considerado,
r0ptq  suptγ ¡ 0 : CγpGptqq  Gptqu.
De novo, se Gptq e´ convexo r0ptq  8. Modificaremos lixeiramente o me´todo da
envoltura rconvexa presentado no Cap´ıtulo 1 para obter un estimador automa´tico
de r0ptq e de Gptq. Empregando a informacio´n sobre Gptq
c propon˜emos estimar r0ptq
coma,
rˆ0ptq  suptγ ¡ 0 : CγpX
 
n ptqq X X

n ptq  Hu,
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onde
X n ptq  tX P Xn : fnpXq ¥ t Dnu e X

n ptq  tX P Xn : fnpXq   tDnu
e Dn  Mplog n{nq
p{pd 2pq para unha constante M ¡ 0 suficientemente grande. De
novo probamos que, con probabilidade un, rˆ0ptq ¥ r0ptq e rˆ0ptq converxe a r0ptq e
dHpCrnptqpX
 
n ptqq, Gptqq  O

max
#

log n
n

p{pd 2pq
,

log n
n


2
d 1
+
, case seguro.
As tasas obtidas coinciden coas do me´todo de suavizado granulome´trico cando o para´me-
tro r e´ con˜ecido. Se r e´ descon˜ecido, o me´todo de Walther (1997) proporciona as mesmas
tasas cun termo de penalizacio´n. Isto non sucede para o me´todo proposto xa que o
parame´tro de suavizado e´ estimado de forma automa´tica a partir de Xn.
Na pra´ctica e como primeiro paso, ser´ıa natural determinar os conxuntos X n ptq
e Xn ptq. Sen embargo, a´mbolos dous dependen da sucesio´n Dn. Un procedemento
bootstrap foi proposto neste traballo para seleccionala de forma automa´tica a partir da
mostra orixinal Xn. Para ilustrar a metodolox´ıa presentada, empregaremos as mostras
de casos de leucemia e controis correspondentes coas a´reas de Lancashire e Greater
Manchester. Resulta moi interesante con˜ecer se a incidencia xeogra´fica desta enfer-
midade mostra algunha tendencia o´ clustering no espazo xeogra´fico considerado. Por
exemplo, e´ conveniente analizar se os casos de leucemia adoitan ocorrer preto doutros
casos. Este problema cobrou moita importancia nos u´ltimos anos, a´ luz das preocu-
pacio´ns levantadas sobre posibles conexio´ns entre incidencia de certas enfermidades e
potenciais fontes de contaminacio´n do medio ambiente. Estudiamos os conxuntos de
nivel para as mostras dos casos e dos controis. Os resultados obtidos permiten observar
un exceso na intensidade dos casos respeto da poboacio´n asociada, moi probablemente,
a factores industriais.
Finalmente, as fo´rmulas das densidades un-dimensionais empregadas como modelos
de proba no estudo de simulacio´n do Cap´ıtulo 2 son mostradas no Ape´ndice A. No
Ape´ndice B, reco´llense unha serie de resultados teo´ricos que aparecen en Walther (1997).
Son verdadeiramente u´tiles para simplificar as probas obtidas nos Cap´ıtulos 3 e 4.
Esta´ en blanco
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Notation
Xn Sample points tX1, ...,Xnu, 11
PX Distribution probability function of X, 11
Pn Empirical distribution probability function of X, 58
f Density function of X, 12
fn Kernel density estimator of f , 14
R
d ddimensional Euclidean space, 11
S Support of X, 11
Gptq Density level set with threshold t, 12
Lpτq Density level set with probability content 1 τ , 12
IA Indicator function of A, 12
fτ Threshold of Lpτq, 12
Ht Excess mass functional, 14
}  } Euclidean norm in Rd, 15
µ Lebesgue measure, 14
A△C Symmetric difference between A and C, 16
dpa,Cq Distance from the point a to the set C, 17
dµpA,Cq Distance in measure between A and C, 16
dµf pA,Cq µfdistance between A and C, 16
dHpA,Cq Hausdorff distance between A and C, 17
Brpxq Open ball centered at x and radius r, 15
Brrxs Closed ball centered at x and radius r, 15
` Minkowski addition, 17
a Minkowski subtraction, 17
Ac Complement of A, 15
IntpAq Interior of A, 15
A Closure of A, 15
BA Boundary of A, 15
convpAq Convex hull of the set A, 18
189
190 NOTATION
Hn Convex hull of Xn, 36
CrpAq rconvex hull of the set A, 19
(Rrλ) Double rolling condition with λ inside the set and with r outside the set, 175
ηpaq Normal vector at a, where a is a point in the boundary of the set, 22, 98
∆npAq Maximal spacing in the set A, 106
VnpAq Volume of the maximal spacing in the set A, 106
r0 Value of parameter r to be estimated for the support, 94
r0ptq Value of parameter r to be estimated for Gptq, 128
Xn, ptq tX P Xn : fnpXq ¥ tu, 62
Xn,ptq XnzXn, ptq, 62
Dn Sequence of order plog n{nq
p{pd 2pq, 131
X n ptq tX P Xn : fnpXq ¥ t Dnu, 131
Xn ptq tX P Xn : fnpXq   tDnu, 131
G n Density level set Gpt  2Dnq, 146
XG
 
n Set Xn XG
 
n , 147
GrA Family of sets contained in A verifying (R
r
r), 147
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