Abstract. It is well-known that in Banach spaces with finite cotype, the R-bounded and γ-bounded families of operators coincide. If in addition X is a Banach lattice, then these notions can be expressed as square function estimates. It is also clear that R-boundedness implies γ-boundedness. In this note we show that all other possible inclusions fail. Furthermore, we will prove that R-boundedness is stable under taking adjoints if and only if the underlying space is K-convex.
Introduction
Square function estimates of the form (1.1)
) and x 1 , . . . , x N ∈ L p (R d ) with 1 < p, q < ∞, play an important role in harmonic analysis, in particular in Calderon-Zygmund and martingale theory. In 1939 Marcinkiewicz and Zygmund [24, 11] (building on previous work of Paley [30] ) proved (1.1) for a single linear operator T = T 1 = . . . = T N : L p → L q by expressing the square functions in terms of random series, i.e.
(1.2)
where (γ n ) n≥1 are independent standard Gaussian random variables and (r n ) n≥1 are independent Rademacher random variables. Such random series with values in a Banach space have become a central tool in the geometry of Banach spaces and probability theory in Banach spaces (see [1, 21, 22, 26] ). Random series also allow to extend (1.1) to general Banach spaces and have become an effective tool to extend many central results about Fourier multipliers, Calderon-Zygmund operators, stochastic integrals and the holomorphic functional calculus to Banach space valued functions and "integral operators" with operator-valued kernels (e.g. see [2, 4, 5, 7, 13, 16, 18, 20, 29, 36] ). In recent years it was observed that many of the classical results extend to the operator-valued setting as long as all uniform boundedness assumptions are replaced by R-boundedness or γ-boundedness assumptions (see the next section for the precise definition). In many of these results it is crucial that the Banach space X has finite cotype and in this case the second part of (1.2) remains valid: (see [22, For this reason R-boundedness and γ-boundedness are equivalent under finite cotype assumptions. Furthermore, it is well-known that R-boundedness always implies γ-boundedness. It was an open problem whether these two notions are the same for all Banach spaces.
By constructing an example in ℓ ∞ n 's and combining this with methods from the geometry of Banach spaces we prove the following result: Theorem 1.1. Let X and Y be nonzero Banach spaces. The following assertions are equivalent:
(i) Every γ-bounded family T ⊆ L(X, Y ) is R-bounded.
(ii) X has finite cotype.
In this case R(T ) X R γ (T ) ≤ R(T ).
In Section 4 we will also discuss the connections between R-boundedness and γ-boundedness and ℓ 2 -boundedness (as defined in (1.1) and Section 4) for general lattices. We show that ℓ 2 -boundedness implies R-boundedness if and only if the codomain Y has finite cotype. Furthermore, R-boundedness implies ℓ 2 -boundedness if and only if the domain X has finite cotype. The proofs are based on connections with classical notions such as p-summing operators and operators of cotype q. These connections and the deep result of Montgomery-Smith and Talagrand, on cotype of operators from C(K), (which are summarized in Talagrand's recent monograph [34] , chapter 16) allow to obtain as quick consequences proofs of Theorem 1.1 and Theorem 4.6. Since the results of Montgomery-Smith and Talagrand are quite involved and we need for the proof of Theorem 1.1 a simple case we decided to give in Section 3 an elementary and a concise proof of Theorem 1.1 which did not refer to the results on the cotype of operators. However we have to underline that the ideas behind this proof are the same as in the proof of [28, Theorem 5.3, page 33] .
In Section 5 we will characterize when R-boundedness and γ-boundedness are stable under taking adjoints. It is well-known that the notion of K-convexity is a sufficient condition for this. We will prove that it is also necessary. Surprisingly the proof of this result is based the similar techniques as in Section 4.
Preliminaries
Let (r n ) n≥1 be a Rademacher sequence defined on a probability space (Ω r , F r , P r ), i.e. P(r 1 = 1) = P(r 1 = −1) = 1/2 and (r n ) n≥1 are independent and identically distributed. Let (γ n ) n≥1 be a Gaussian sequence defined on a probability space (Ω γ , F γ , P γ ), i.e. (γ n ) n≥1 are independent standard Gaussian random variables. Expectation with respect to the Rademacher sequence and Gaussian sequence are denoted by E r and E γ respectively. The expectation on the product space will be denoted by E.
For Banach spaces X and Y , the bounded linear operators from X to Y will be denoted by L(X, Y ).
The least admissible constant C is called the γ-bound of T , notation R γ (T ). (ii) If the above holds with (γ n ) n≥1 replaced by (r n ) n≥1 , then T is called R-bounded. The Rbound of T will be denoted by R(T ). (iii) If T is uniformly bounded we write U(T ) = sup T ∈T T .
We refer to [5, 20] for a detailed discussion on R-boundedness. Let us note that by the KahaneKhincthine inequalities (see [22, Theorem 4.7] ) the second moments may be replaced by any p-th moment with p ∈ (0, ∞).
Remark 2.2. Some of the operators T n in (2.1) could be identical. This sometimes leads to difficulties. However, for R-boundedness a randomization argument shows that it suffices to consider distinct operators T 1 , . . . , T N ∈ T (see [5, Lemma 3.3] ). Unfortunately, such a result is not known for γ-boundedness.
An obvious fact which we will use below is the following: Let T ⊆ L(X, Y ) be R-bounded. If U : E → X and V : Y → Z are bounded operators, then
The same holds for γ-boundedness. For details on type and cotype, we refer to [8, Chapter 11] and [22] . For type and cotype of operators we refer to [31, 34] and references therein.
Let q ∈ [2, ∞]. An operator T ∈ L(X, Y ) is said to be of Rademacher cotype q if there is a constant C such that for all N ≥ 1, and x 1 , . . . , x N ∈ X one has
The infimum of all constants C is denoted by C q (T ). Replacing (r n ) n≥1 by (γ n ) n≥1 one obtains the definition of Gaussian cotype q of T and the optimal constant in this case is denoted by C γ q (T ). It is well-known that this notion is different in general (see Remark 2.7). In the case X = Y and T is the identity, one obtains the notions of Rademacher and Gaussian cotype q of X, and these notions are known to be equivalent (see [8, 22] ).
Let p ∈ [1, 2] . An operator T ∈ L(X, Y ) is said to be of Rademacher type p if there is a constant τ such that for all N ≥ 1, and
The infimum of all constants τ is denoted by τ p (T ). Replacing (r n ) n≥1 by (γ n ) n≥1 one obtains the definition of Gaussian type p of T and the optimal constant in this case is denoted by τ γ q (T ). By an easy randomization argument and [22, Lemma 4.5] these notions can be seen to be equivalent. In the case X = Y and T is the identity, one obtains the notions of Rademacher and Gaussian type p of X. We say that X has nontrivial type if there exists a p ∈ (1, 2] such that X has type p.
The Maurey-Pisier theorem [26, Theorem 1.1] gives a way to check whether a given Banach space X has finite cotype. In order to state this result recall that for p ∈ [1, ∞] and λ > 1, X contains ℓ p n 's λ-uniformly if for every n ≥ 1, there exists a mapping J n : ℓ In [32] it was shown that another equivalent statement is that X is K-convex. For a detailed treatment of these results and much more, we refer to [1, Theorem 11.1.14], [8, Chapter 13 and 14] , [25] and [27] .
Finally we state a simple consequence of Theorem 2.3 which will be applied several times. 
Proof. Fix N ≥ 1. By the Maurey-Pisier Theorem 2.3 we can find a bounded linear operator
is an extension of I N which satisfies I N = I N ≤ 2. From the construction it is clear that
Facts 2.6. Let X be a Banach space and let p ∈ [1, ∞). The following hold:
(i) One always has
(ii) The space X has finite cotype if and only if there is a constant C such that 
In the following result we summarize some of the known results on R-boundedness and γ-boundedness which will be needed.
, where C is a constant which only depends on X.
Proof. (i) follows from the fact that (γ n ) n≥1 and (r n γ n ) n≥1 have the same distribution. (ii) is obvious. (iii) follows from (2.4).
Remark 2.9.
(i) For other connections between R-boundedness, type and cotype we refer to [3, 10, 12, 14, 35] .
(ii) Recall the following result due to Pisier. If every uniformly bounded family is R-bounded then X has cotype 2 and Y has type 2 (see [2, Proposition 1.13]). The same result holds for γ-boundedness which follows from the same proof.
The following lemma gives a connection between R-boundedness and cotype.
The next simple type of uniform boundedness principle will be used several times. For a set S let P(S) denote its power set.
Lemma 2.11. Let V be a vector space. Let Φ i : P(V ) → [0, ∞] for i = 1, 2 be such that the following properties hold:
−n A n one may check that the assertions hold.
For A, B ∈ R, we will write A t B if there exists a constant C depending only on t such that A ≤ CB.
Proof of Theorem 1.1
We start with a characterization of the R-bound of a certain family of functionals on c 0 .
Proposition 3.1. Let (a n ) n≥1 be scalars. Let (T n ) n≥1 be the elements of (c 0 )
Proof. In the sequel we write · for · c0 . For any (
.
By Remark 2.2 this implies that
. Let (x n ) N n=1 in c 0 be defined by x nn = 1 and x nm = 0 for m = n and n = 1, . . . , N . Then
In order to estimate the γ-bound of a specific family of coordinate functionals we need the following lemma which is a variant of [28, Proposition 3.1, page 50]. Our modification of the proof is more concise and gives a better constant.
The constant 4 on the right-hand side of (3.1) is not optimal.
Proof. It suffices to consider the case n ≥ 2. Without loss of generality we can assume E sup i≤n |γ i x i | = 1 and
Recalling Komatsu's bound (see [33, Proposition 3] ):
Note that for every i, one has |y i | = t
K ,
≈ 2.9. Hence letting Θ(y) = ye −1/(2y) we find that
It is straightforward to check that Θ(y) ≥ e −1/y for all y > 0. Therefore, Θ −1 (u) ≤ − 1 log(u) for all u ∈ (0, 1), and we obtain
. Now the result follows by taking t = K + 1.
Remark 3.3. A lower estimate for the constant used in (3.1) follows from the following claim:
Indeed, taking x i = 1 for i = 1, . . . , n with n ≥ 1 in (3.1) arbitrary gives that the constant at the right-hand side of (3.1) cannot be smaller than 2 −1/2 . To prove the claim we follow the argument in [9, Lemma 3.2]. Let ξ = sup i≤n |γ i | and let h : [0, ∞) → [1, ∞) be given by h(t) = cosh(t 1/2 ). One easily checks that h is convex and strictly increasing and h −1 (s) = log(s + (s
It follows from Jensen's inequality that for every t > 0,
Combining both estimates yields that Eξ 2 ≤ (t −1 log(2n) + t/2) 2 , and (3.2) follows by taking t = 2 log(2n).
Lemma 3.4. Let (T n ) n≥1 be elements of (c 0 )
Note that Proposition 3.1 yields that R(T n , 1 ≤ n ≤ N ) = N 1/2 , and hence there is a logarithmic improvement in the above γ-bound.
We will first show that for all x 1 , . . . , x J ∈ c 0 one has
for n = 1, . . . , N . It follows from orthogonality and Lemma 3.2 that
are independent Gaussian random variables and E|Γ nn | 2 = a 2 n , it follows that (Γ nn ) N n=1 and (γ n a n ) N n=1 have equal distributions. This yields
For signs (ǫ k ) k≥1 let I ǫ on c 0 be the isometry given by
where we applied Jensen's inequality and the fact that I r is an isometry. Combining the above estimate with (3.5) and using that Γ 1 , . . . , Γ N are independent and symmetric we obtain
Now (3.3) follows if we combine the latter estimate with (3.4).
To prove the lower estimate, let (x n ) n≥1 be the standard basis for c 0 . Let g N = R γ (T n : 1 ≤ n ≤ N ). The result follows from
where we applied (3.2).
As a consequence of Lemma 3.4 we find the following result which provides an example that the Rademacher cotype and Gaussian cotype of operators are not comparable in general (cf. [28, Theorem 1C.
5.3] and Remark 2.7).
Corollary 3.5. Let (T n ) n≥1 be elements of (c 0 )
Proof. This is immediate from Lemmas 2.10 and 3.4, where we note that
We now turn to the proof of one of the main results. x n for each 1 ≤ n ≤ N . Let T N = {T n : 1 ≤ n ≤ N }. Then as a consequence of Lemma 3.4 we have R γ (T N ) ≤ 1/2. From Proposition 3.1 we find that
Now by Lemma 2.11 we can find a family S ⊆ L(X, R) which is γ-bounded but not R-bounded. This yields a contradiction.
R-boundedness versus ℓ 2 -boundedness
In this section we discuss another boundedness notion which is connected to R-boundedness and γ-boundedness. 
Remark 4.2.
(i) The notion ℓ 2 -boundedness is the same as R s -boundedness with s = 2 as was introduced in [36] . A detailed treatment of the subject and applications can be found in [19] .
(ii) The square functions in (4.1) are formed using Krivine's calculus (see [23] ). (iii) Clearly, every ℓ 2 -bounded family is uniformly bounded. 
In order to check ℓ 2 -boundedness it suffices to consider distinct operators in (4.1). |T
Proof. Let T 1 , . . . , T N ⊆ T and x 1 , . . . , x N ∈ X be arbitrary. Let S 1 , . . . , S M ∈ T be distinct and such that {S 1 , . . . ,
Facts 4.4. Let X be a Banach lattice and let p ∈ [1, ∞). The following hold:
(ii) The space X has finite cotype if and only if there is a constant C such that Recall that a space X is 2-concave if there is a constant C X such that for all N ≥ 1
A space X is 2-convex if there is a constant C X such that for all N ≥ 1
Recall the following facts from [8, Corollary 16.9 and Theorem 16.20] :
• X has cotype 2 if and only if X is 2-concave.
• X has type 2 if and only if it has finite cotype and is 2-convex.
Note that c 0 is an example of a space which is 2-convex, but does not have type 2. The following result is the version of Remark 2.9 (ii) for ℓ 2 -boundedness. 
The proof is a slight variation of the argument in [2] .
First we prove that X is 2-concave. Fix y ∈ Y with y = 1. Let T = {x * ⊗ y : x * ∈ X * with x * ≤ 1}. Then T is uniformly bounded and therefore it is ℓ 2 -bounded. Choose x 1 , . . . , x N ∈ X arbitrary. For each n choose x * n ∈ X * with x * n ≤ 1 such that x n , x * n = x * n and let T n = x * n ⊗ y. Then each T n ∈ T and it follows that from (4.2) that
Next we show that Y is 2-convex. Fix x ∈ X and x * ∈ X * of norm one and such that x, x * = 1. Consider T = {x * ⊗ y : y ∈ Y with y ≤ 1}. Then T is uniformly bounded and hence ℓ 2 -bounded. Choose y 1 , . . . , y N ∈ Y arbitrary. Let T n = x * ⊗ yn yn and x n = y n x for each n. Then T 1 , . . . , T N ∈ T and it follows that
. Theorem 4.6. Let X and Y be nonzero Banach lattices. The following assertions are equivalent:
Proof. (i) ⇒ (ii) follows from Proposition 2.8. To prove (iii) ⇒ (i) assume Y has finite cotype and let T be ℓ 2 -bounded. Fix T 1 , . . . , T N ∈ T and x 1 , . . . , x N ∈ X. It follows from (4.3) for Y and (4.2) for X that
To prove (ii) ⇒ (iii) it suffices to consider X = R. Assume (ii) holds and assume Y does not have finite cotype. By Corollary 2.5 for each N ≥ 1 we can find
T kn a n
Thus with T N = {T n :≤ n ≤ N } we find R 2 (T N ) ≤ 1. On the other hand by (3.1),
. 
This shows that
To prove this result we will apply some results from the theory of absolutely summing operators (see [8] ). Let p, q ∈ [1, ∞). An operator T ∈ L(X, Y ) is called (p, q)-summing if there is a constant C such that for all N ≥ 1 and x 1 , . . . , x N ∈ X one has
The infimum of all C as above, is denoted by
We provide a connection between ℓ 2 -boundedness and 2-summing operators, which is similar as in Lemma 2.10.
Proof. Let S 1 , . . . , S k ∈ T and x 1 , . . . ,
and this shows that
from which the result clearly follows.
The next result is based on an example in [15] and a deep result in [34] . 
where c is a numerical constant. Now the required assertion follows by homogeneity. 
where K G denotes the Grothendieck constant. By Lemma 2.11 we can find a family S ⊆ L(X, R) such that S is R-bounded but not ℓ 2 -bounded. This contradicts the assumption.
Duality and R-boundedness
In this final section we consider duality of R-boundedness, γ-boundedness and ℓ 2 -boundedness. For a family T ⊆ L(X, Y ) we write T * = {T * : T ∈ L(X, Y )}. For ℓ 2 -boundedness, there is a duality result which does not depend on the geometry of the spaces.
Proof. This easily follows from the fact that for Banach lattices E, one has E(ℓ
Recall from [6, 12] that a family T ⊆ L(X, Y ) is R-bounded if and only if T * * ⊆ L(X * * , Y * * ) is R-bounded. The same holds for γ-boundedness. Both result follow for instance from the principle of local reflexivity. It is well-known that for spaces with nontrivial type (or equivalently K-convex by Pisier's theorem, see [8, Chapter 13] [17, Lemma 3.1] ). Note that nontrivial type of X also implies that X has finite cotype (see [8] ). The following result shows that the geometric limitation of nontrivial type is also necessary: 
