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1. Rotating the xyz frame about the z‐axis (A , ), leads to the XYZ frame.   
2. Rotating the XYZ frame about Y‐axis (A , ), leads to the X’Y’Z’ frame.  
3. Rotating the X’Y’Z’ frame about the X’‐axis (A , ), leads to the final X’’Y’’Z’’ frame. 
The sign of the rotation is determined by the right‐hand rule.   
  Euler angles double cover the 3‐sphere when all three angles have a domain from  	to  2 .   



























By multiplying the rotation angle   by the axis  , the rotation vector   representation is obtained.  The 
advantage of the rotation vector is that it is a minimal representation.  Like the axis‐angle 
representation, the rotation vector also has the disadvantage of discontinuous jumps when the angle   








































̅ ⨂ ̅   (4.14) 
and the natural order notation [115] where 












⨂ ̅ ̅  (4.18) 























0 0 0 1   (4.26) 
which has the property 








	⨂ ⨂   (4.29) 
















































































































































, , , ,   (4.53) 
0 0
0 0
0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
0 0 1
0 0 0 1
1 0 0
0 1 0 0
0 0 1 0
0 0 0 1
1 0 0 0
0 0
0 0
0 0 0 1
  (4.54) 
0
0 0 0 1
  (4.55) 
where the DH parameters  ,  ,  ,   are the link length, link twist, link offset, and joint angle, 
respectively.  The link offset   is the displacement along the  ‐axis between reference frames   




link length   is the shortest length (common normal) between the  ‐axis and  ‐axis and is by the DH 




  In the DH convention, at least  1 sets of axes are used.  A set of axes   is set up for each of the 
 joints (prismatic or revolute) and a final set of axes is positioned at the tool or end effector.  
Furthermore, the axes are positioned and aligned such that the following constraints are held: 
1. The axis   is orthogonal to the axis  . 








∈ 3 ,  (4.56) 
 the general inverse kinematics solves for the joint angles  , … , , such that 


























































where   is a null vector,   is a small period of time,  is the angular‐rate noise covariance matrix, 




































The pinhole camera model transforms a point in the world  , ,  to a point on the 






where   and   are the focal lengths in pixel coordinates,  ,  is the principal point in pixel 




















where,  , ,  is point in the camera frame.  For further details of this model used, see [123] and 
[124]. 


































































































































































A three state filter is selected to estimated position  , velocity  , and acceleration  .  Therefore, the 
state vector is defined as 
x ≜   (5.30)
With the use of the wiimote and computational algorithms, position and acceleration measurements are 
obtained, thus, the measurement vector is defined as 





  Assuming constant acceleration  , integrating the basic kinematic definitions  ≜ ⁄  and 
≜ ⁄  over the window ∆ , the set of equations defining the motion are trivially found 




















































































































































































, , ,   (5.48) 
where   is a nonlinear system function, and the process noise vector   is a multivariate Gaussian 
random variable described by (5.2)‐(5.3).  Additionally, the measurement dynamics is described by 









  Since system function   and the measurement function  are nonlinear, they require 
linearization.  A first order approximation must be used in the Riccati equations for the system dynamics 




























, , , , , , ,   (5.58) 
						 , ,   (5.59) 




, ∆   (5.61) 
When the Euler method (first order Runge‐Kutta) becomes unstable or does not provide sufficient 























, , ∆   (5.66) 
























































































































































































































































































































































































sin | |∆ ×
1
| |
1 cos | |∆ ×   (5.120)
Substituting (A.10) into (5.120),   is obtained by 
cos | |∆ sin | |∆
| |
× 1 cos | |∆











































| | ∆ ⋯ ×  












1 cos | |∆ ×
1
| |



















































, , , ,   (5.133)

























cos | |∆ 1
| |
×   (5.139)



























































































































^ ∆   (5.165)
 













^ cos | |∆ sin | |∆ × 1 cos | |∆   (5.168)
^ ∆
1
1 cos | |∆ ×
1
| |∆ sin | |∆   (5.169)


















Sixth, using (5.137)‐(5.142) the error‐state discrete noise covariance  ^  is obtain by replacing  → , 
as was done in the preceding equations. 
 
Seventh, using (5.17) and applying error‐state markings (i.e. setting  → ^ ,	 → , 	 → , 
and  → ^ ), the a priori error‐state covariance is obtained by 


























































































































































































































































































































































































































































































































































































































tan2 ,   (6.5)
where  	 ,  	 , and  	  are the  ,  , and   components of the gravity‐wrt‐User vector, respectively.  
Note that tan2 … ,…     is  in the common computational‐notation form of  ,  and not the typical 
scientific‐notation form of  ,  5.   To prevent double cover of the   manifold, pitch is limited to the 
interval  π 2 ,
π




	⨂ ⨂   (6.6)
where  ,  , and   are obtained by setting the rotation vectors to  , 0,0 , 





























































































































































1348.6927, 1342.3807, 496.88116, 381.90093 
0.073683679, 0.25457907, 0.23550061 
6.8723600, 0.0019153288 
where   and   are the focal lengths in pixel coordinates,  ,  is the principal point in pixel 

























































































covariance   is set by Eq. (5.44),   is set to identity (3 3), and the initial covariance matrix   is 
set to demonstrate a large uncertainty about prior knowledge of the state, i.e., 







Upon attitude filter initialization, the drift‐rate noises are set to  , , 0.2, the drift‐rate ramp 
noise is set to  0.001, and the camera attitude noise is set to  1.0.  Furthermore, the matrices 
and vectors are initialized to their respective dimensions, and are set to null, except where otherwise 
stated.  The three matrices  ,  and   are set to their respectively sized identities, and the initial 
attitude estimate is set to  






























axis the symbol is wrt.  The a priori state vector wrt the x‐axis  	 	 	 	  and the a priori 
covariance wrt the x‐axis  	  is predicted by the x‐filter using the four steps detailed in Sect. 5.2.3.  




























































































rotational states (vis   and  ) are updated with the a posteriori attitude quaternion   and the a 
posteriori bias  , respectively, by using the attitude filter’s correction function.  The specifics of the 
attitude filter’s correction phase are detailed in the ten steps in Sect. 5.5.10.  Note that the attitude 




	 ,	 ,	 ,	 .  The estimated a posteriori attitude (wrt World)   is taken from the 
attitude filter and is used to transform the accelerometer measurement vector from User to World to 
obtain the accelerometer measurement vector wrt World  .  Since the gravity wrt World is known 
≜ 0 0 1 , an estimate of the actual acceleration of the wiimote wrt World (acceleration 
measurement vector) is obtained by 
,	 , ,	   (6.14)




	 	 , , , ,   (6.15)




	 	 , , , ,   (6.17)
The position filters’ correction functions calculate the a posteriori state vectors  	 ,  	 ,  	  and the a 
posteriori covariance matrices  	 ,  	 ,  	  as detailed in the five steps in Sect. 5.2.4. 
By this point, the 6‐DOF pose of the wiimote wrt World is estimated using the 3‐DOF attitude from the 
attitude filter, and the 1‐DOF position from the three position filters.  Specifically, the pose filter’s a 




























































































































cos , sin , 0
sin , cos , 0
0 0 1
, ∈ 1,4,6
cos , 0 sin ,
0 1 0
sin , 0 cos ,
, ∈ 2,3,5
  (6.23)


















Link 5, Link 6, and a portion of the tool.  Each joint   has an angle of rotation  , , with direction specified 
by the positive  ‐axis and the right‐hand‐rule. 
Table 6.1. Denavit–Hartenberg parameters for the robotic manipulator for the axes as chosen in Figure 6.14. 
Link     Link Offset     Joint Angle     Link Length     Link Twist    
1    ,   0  π 2⁄  
2  0  , π 2⁄     0 
3  0  , π 2⁄   0  π 2⁄  
4    , π  0  π 2⁄  
5  0  ,   0  π 2⁄  




















, , ,   (6.25)














where for clarity  ,  ,  , and   are defined as 
≜ cos ,
≜ cos , ,
≜ sin ,














































which can be used to extract  ,  and  ,  when the last three joint angles are not in a gimbal‐lock 
singularity.  Further details are provided below.  



























The first three joint angles  , , , , ,  can be obtained from an analysis of the geometry from 
the the wrist centre  .  There are two solutions for the first joint angle 
, atan2 , , ,   (6.56)





, atan2 , , ,   (6.58)
There are two solutions for the third joint angle 
, atan2 1 ,   (6.59)








The last three joint angles  , , , , ,  are obtained from the geometrically‐decoupled 
orientation set of equations.  Specifically, they are extracted from the use of induction on the nine 
equations of (6.46).  Rearranging (6.49), two solutions for the fifth joint angle are obtained 
, atan2 1 ,   (6.62)









0.  The joint angles  ,  and  ,  are obtained from 
induction on last column and bottom row of (6.46), respectively, while the last three joints are not in a 
singularity state.  There are four theoretical solutions for  , .  For the first two situations, there is one 




, atan2 ,   (6.64) 




, atan2 ,   (6.66) 
, atan2 ,   (6.67) 
The last two theoretical solutions occur when the last three joint angles create gimbal‐lock 






Therefore, when  1, the joint angles  ,  and  ,  are obtained from 
, , atan2 , atan2 ,   (6.69) 
There are infinitely many solutions for  ,  and  ,  when using (6.69), therefore to minimize joint 
rotation, the fourth joint angle at time k is set to the joint angle at the previous time step; specifically, 
, , . 
Using the same methodology, the joint angles  ,  and  ,  can be obtained analogically when  1 
by 


































Eight, check if | 1| , which indicates that the last three angles  , , , , ,  are in the 
neighbourhood of a singularity.  Use a small value for the error, e.g.  0.0000001.  If the inequality is 
true, set  , , ,  , 0, calculate  , ,  using (6.69), and end the inverse kinematics 
computations.  If the inequality is false, continue to the ninth step. 
Ninth, calculate the remaining two solutions for the last three joint angles  , , , , , .  Specifically, 
calculate  , ,  , , and  ,  using (6.62), (6.64), and (6.65), respectively, and calculate  , ,  , , 
and  ,  using (6.63), (6.66), and (6.67), respectively.   
Tenth, test solution a ( , ,  , ,  , ) and solution b ( , ,  , ,  , ) against the A465 Robot 
Manipulator’s range‐of‐motion constraints, and select the valid solution (if it exists) for  , ,  , , and 

































joint angles  ∈ ,…,  are sent to the six respective joints on the virtual robot.  At the next virtual robot 
update, the graphical model causes the spatial model to computer the forward kinematics using the six 
joint angles and the procedure detailed in Sect. 6.9.2.  Specifically, using (6.20) the six homogenous 
































camera along the + , ‐ ,+ , ‐ ,+ , and ‐ ‐axes, respectively.  Arrow keys “left”, “right”, “up”, and 













































































































































































































































































































































































































focal length  ,  , and finally, all the previous parameters  , ,  ,  ,  ,   with the distortion 
parameters  ,  ,  ,  ,  .   
The intrinsic parameters were obtained by camera calibration, and are presented here to eight 
significant figures: 





















































x ≜   (8.1)
where   is the position,   is the velocity, and   is the acceleration at time  .  Assuming a constant 
acceleration, a system of equations that models the dynamics of motion can be obtained by 
0.5 t   (8.2)
t  (8.3)
  (8.4)








where  0, ,  is the normally‐distributed position‐noise with a zero mean and a standard deviation 




























P 1,1 P 2,2 P 3,3   (8.7)









































































































4.0 2.0 1.0 ⁄  
with an initial attitude in rotation vector form of 
5.0 5.0 5.0  
The initial bias vector was set to 
20.0 6.0 10.0  
and had a bias drift rate of 










was tested with simulated wiimote data over the interval 0 8	 .  At each time interval ∆ , the 
simulated true‐attitude   was calculated using Eq. (8.8) and (8.9), the gyro bias   drifted using (8.11), 










The attitude‐error vector   between estimated attitude   and the simulated true‐attitude   
was calculated at each time step using 
  (8.14)




P 1,1 P 2,2 P 3,3   (8.16)
P 4,4 P 5,5 P 6,6   (8.17)








































































































































































The pose filter’s estimated trajectory  		 		 		 ∈ , .  of the roughly circular 
path drawn by the wiimote is illustrated in Figure 8.8.  Furthermore, the converging theoretical error 






























































































































































































































































































































































































































































































































































































































































































































× ×   (A.7) 
× ×   (A.8) 






× | | ∙   (A.10) 
× | | ∙ ×    
    												 × | | ∙ ×    
    												 × | | ∙ ×    
    												 | | ∙ ×  
(A.11) 
× | | ∙ ×   (A.12) 
× × ×  
												 | | ∙ ×  
(A.13) 
× | | ∙ ×      
    												 | | ∙ × | | ∙  
												 | | ∙ ×  
(A.14) 
× | | ∙ ×   (A.15) 
× | | ∙ ×   (A.16) 




















| | ∙  
(A.20) 
| | ∙   (A.21) 
| | ∙   (A.22) 
| | ∙   (A.23) 







































































∆t | | ∙ ⋯ 
(B.5) 











































































































































































































∆ ⋯   (B.24) 
Since the integrator is of the form 
,
  (B.25) 
by neglecting higher order terms, the first‐order quaternion integrator 
,
 is obtained by 
, e ∆
1
48
∆   (B.26) 
which can be presented in a compact form with the use of (B.2) 
, , 1
48
∆   (B.27) 
 
