Abstract. Despite the large body of knowledge on formal analysis techniques for process models, in particular Petri nets, there has been a notable gap of empirical research into verification. In this paper we compare the few studies that report results from applying verification techniques to real-world process model collections. For this comparison we are particularly interested in the different approaches, their computational performance, and the number of errors found. Our comparison reveals that most of the samples have error rates of 10% to 20%. Some of the studies have established a connection between error probability and process model metrics, as well as between model understanding and both metrics and modeling competence of the model reader. Based on these results, we discuss implications and directions for future research.
Introduction
Even though workflow and process modeling have been used extensively over the past 30 years, we know surprisingly little about the factors that contribute to the quality of a process model and how respective quality assurance can be facilitated in real-world projects. This observation contrasts the large body of knowledge that is available on the formal analysis and verification of desirable properties, in particular for Petri nets. Furthermore, there is a notable disconnection between these mostly formal contributions and high-level conceptual work on guidelines and quality frameworks, e.g. [1] [2] [3] . Clearly, an empirical research agenda is needed to acquire new insights on quality and usage aspects of process modeling [4, 5] and its relationship to validation and verification (V&V).
It is a fundamental insight of software engineering that design errors should be detected as early as possible [6, 7, 4] . The later errors are detected, the more rework has to be done, and the more design effort has been at least partially useless. This also holds for the consecutive steps of analysis, design and implementation in the business process management life cycle [8, 9] . Yet, there are only a few papers that discuss validation and verification (V&V) as part of process design, e.g. [10] , and the support for V&V activities is rather poor in current process modeling tools [11] . On the other hand, there are clearly quality issues with real-world process models. Recent studies report a significant rate of models with control flow errors in industry process model collections [11] [12] [13] [14] [15] . The mentioned lack of V&V features in tools as well as the lack of modeling competence in large-scale modeling projects [8] contribute to such high error rates.
These rates are particularly problematic when design models with undetected errors are forwarded to the implementation phase, to the frustration of system engineers. Therefore, the so-called gap between business process design and implementation phase, i.e. the limited reuse of conceptual process models in later design stages, might be partially caused by a lack of quality assurance in the early design phase.
Against this background, this paper aims to compare five recent studies on process model verification for real-world model collections, namely [11] [12] [13] [14] [15] . Such a comparison is beneficiary for the process verification community. It offers conclusions on the performance of verification approaches, though limited, and on the value of verification as a means of quality assurance. For instance, the decomposition approach used in [14] can be combined with reachability analysis in future research. Furthermore, the comparison is important for the process modeling community. The studies highlight issues with process modeling practice that have implications for the design activity and its tool support. Error patterns and their relative frequency allow us to derive guidelines that contribute to a less error-prone modeling style. The Seven Guidelines of Process Modeling (7PMG) [16] demonstrate that empirical insights can be directly fueled back into the design process.
The remainder of the paper is organized as follows. In Section 2 we introduce validation and verification as two complementary activities for quality assurance of process models. We discuss how both relate to each other and which techniques have been applied in verification studies. Section 3 presents findings from these verification studies and compares them in terms of error rates and performance. Building on these results, Section 4 discusses explanations of error rates and implications for process modeling. Finally, Section 5 concludes the paper.
The Scope of Verification
Validation and verification (V&V) are integral parts for establishing confidence in the quality of a process or a workflow model. Section 2.1 defines the scope of both validation and verification. Our focus will be the control flow of the process model. Section 2.2 introduces Event-driven Process Chains (EPCs), a modeling language that is considered in several verification studies, and define the notion of error. We use EPCs also because they include a superset of routing elements that are found in languages like BPMN, UML and YAWL. Furthermore, we illustrate typical verification issues by the help of an example. Finally, Section 2.3 presents verification techniques that have been used in recent empirical studies.
Validation versus Verification
The importance of V&V was recognized in software engineering from the start. As programming is in essence a problem-solving task, it implies that the validity of the solution must be established [17] . In this context, the IEEE Standard Glossary [18] defines Validation and Verification (V&V) as "the process of determining whether the requirements of a system or component are complete and correct, the products of each development phase fulfill the requirement or conditions imposed by the previous phase, and the final system or component complies with specified requirements." Different authors distinguish validation and verification as two complementary quality assurance steps [19] [20] [21] [22] .
Verification In essence, verification addresses both the general properties of a model and the satisfaction of a given formula by a model (see Figure 1 ). Related to the first aspect, formal correctness criteria play an important role in process modeling. Several criteria have been proposed including soundness for Workflow nets [23], relaxed soundness [24] , or well-structuredness (see [25, 26] for comparisons). The second aspect is the subject of model checking and involves issues like separation of duty constraints, which can be verified, for example, by using linear temporal logic (LTL) [27] . The key characteristic of verification is that it relates to the internal correctness of a process model. Since it operates on the formal structure of the process model, it can be conducted without considering the real-world process. Validation In contrast to that, validation addresses the consistency of the model with the universe of discourse, i.e. the real-world process (see Figure 1) . As it is an external correctness criterion, it is more difficult and more ambiguous to decide. While verification typically relies on an algorithmic analysis of the process model, validation requires the consultation of the specification and discussion with process stakeholders. Although validation requires human judgement as a key characteristic, it should be noted that formal methods are useful to support it. For instance, simulation, animation or derivation of natural-language statements facilitate the validation of a process model by users.
The relationship between validation and verification in process modeling has been discussed in [10] . Most notably, the authors propose to perform first verification, then validation. In this way, validation is only conducted if verification succeeds. People involved with the real-world process have to be consulted if the verification problem cannot be resolved based on the existing documentation. If one of the steps points to problems, the model has to be modified appropriately followed by a new iteration of verification and validation. A consequence of this procedure is that validation will be conducted less often than verification. This speeds up the design time and reduces cost: since verification is performed automatically by the help of tools, it is cheaper and faster than validation.
Formal Errors of Process Models
Four of the recent verification studies [11] [12] [13] 15] use Event-driven Process Chain (EPC) business process models as input. Therefore, we briefly introduce EPCs and some potential correctness issues of their control flow. For formalization of EPC syntax and semantics refer to [28, 29] .
The Event-driven Process Chain (EPC) is a business process modeling language for the represention of temporal and logical dependencies of activities in a business process [31] . EPCs offer function type elements to capture the activities of a process and event type elements describing pre-and post-conditions of functions. Furthermore, there are three kinds of connector types (i.e. AND, OR, and XOR) for the definition of complex routing rules. Connectors have either multiple incoming and one outgoing arc (join) or one incoming and multiple outgoing arcs (split). Control flow arcs are used to link elements.
The informal (or intended) semantics of an EPC can be described as follows. The AND-split activates all subsequent branches in a concurrent fashion. The XOR-split represents a choice between exclusive alternative branches. The ORsplit triggers one, two or up to all of multiple branches based on conditions. In both cases of the XOR-and OR-split, the activation conditions are given in events subsequent to the connector. Accordingly, splits from events to functions are forbidden with XOR and OR since the activation conditions do not become clear in the model. The AND-join waits for all incoming branches to complete, then it propagates control to the subsequent EPC element. The XOR-join merges alternative branches. The OR-join synchronizes all active incoming branches, i.e., it needs to know whether the incoming branches may receive tokens in the future. This feature is called non-locality since the state of all (transitive) predecessor nodes has to be considered. Figure 2 shows an EPC of the SAP Reference Model that was analyzed in a recent verification study [13] . This figure illustrates nine errors that were found. In essence, there are two types of errors that may occur in an incorrect process model: deadlocks and lack of synchronization. In the simplest case, a deadlock results from a combination of an XOR-split with an AND-join: while the split only activates one control path, the AND is waiting for both to be completed. A deadlock can be therefore described as a situation where synchronizing joins do not receive control from enough incoming branches to proceed. In the figure, the errors 4 and 9 are potential deadlocks because the AND can receive control from one input branch but, in that case, it is not guaranteed that it also gets control from the other. Error 8 is a deadlock according to the semantics of [29] because the OR-join waits for itself via the branch from within the loop. A process model suffers from a lack of synchronization if multiple branches are activated, but not synchronized later at XOR-joins. Instances of this error type are errors 1, 2, 3, 5, 6, and 7 where multiple incoming branches can be active at the same time.
We define an error of a process model as a structural pattern that results in a deadlock or in a lack of synchronization. In order to identify errors, the formal behavior of the process has to be analyzed. This behavior is often defined based on states and transitions. Different correctness criteria can be verified using the graph of reachable states (reachability graph). They differ in computational complexity and in the precision of pinpointing errors. The following section presents the verification approaches of the five studies considered in this paper.
Verification Approaches
Verification is of particular importance to process modeling. Careless design can easily lead to process models with deadlocks or lack of synchronization which can have a serious business consequences if these models are used as workflows in operations. There are different aspects of a process model (e.g. control flow, data flow or resource allocation), and we focus on control flow here. The need for verification techniques stems from the fact that the complexity of the behavior specified in a process model is difficult to analyze for a human modeler [13] . This complexity is often referred to as the state explosion problem which is inherent to the specification of concurrency [19] . This problem imposes constraints on the applicability of state space analysis since the reachability graph can become exponentially large or even infinite. Therefore, reduction and decomposition techniques are used in order to improve the performance of verification. Below we discuss the correctness criteria that have been used in recent studies and the way they are implemented to verify industry-scale process models. First, we introduce soundness as the classical correctness criterion for process models as a reference. Then, relaxed soundness, an interactive verification approach, EPC soundness, single-entry-single-exit decomposition, and structuredness are discussed. These have been used in the five studies.
Soundness Soundness is an important and prominent correctness criterion for business process models and was first introduced in [23] . The original soundness property is defined for a Workflow net, a Petri net with one source and one sink, and requires that (i) for every state reachable from the source, there exists a firing sequence to the sink (option to complete); (ii) the state with a token in the sink is the only state reachable from the initial state with at least one token in it (proper completion); and (iii) there are no dead transitions [23] . It has been shown that soundness of a Workflow net is equivalent to liveness and boundedness of the corresponding short-circuited Petri net [23] . Therefore, several liveness and boundedness analysis techniques [32, 33] are directly applicable to the verification of soundness. Tools like Woflan facilitate the verification of soundness in practice [34, 35] . Soundness identifies all deadlocks and lack of synchronization for process models with one start and one end node. Relaxed Soundness The soundness property of workflow models has stimulated the specification of several soundness derivatives, mainly because some soundness aspects proved to be too restrictive in certain application domains. In [24] the authors argue that business processes are often conceptually modeled in such a way that only the desired behavior results in a proper completion. Since such conceptual models are not used for workflow execution, deadlocks are resolved by the people working in the process in a cooperative and ad-hoc fashion. The authors define a process to be relaxed sound if every transition in a Petri net representation of the process model is included in at least one proper execution sequence [24] . The relaxed soundness property is used in a study on the verification of the SAP Reference Model [36, 12] . For this study the authors automatically transform the 604 EPCs of the reference model to YAWL nets which are then analyzed using the WofYAWL tool. WofYAWL uses Petri nets analysis techniques including reduction rules and transition invariants to avoid calculating the whole state space [37] . Relaxed soundness does not necessary identify all deadlocks and lack of synchronization. Interactive Verification In [38, 11] the authors introduce an interactive approach for the verification of EPCs. In a first step, reduction rules are automatically applied on the original EPC. Then, the user has to specify the meaningful combinations of start events that can initiate the process. After that, the EPC is translated to a Workflow net and the state space is generated. Then, the user decides for each final state whether it is intended or not. Given these pieces of information, the EPC is classified as correct if the Workflow net is sound, as maybe correct if the net is relaxed sound, and incorrect otherwise. The approach is applied to the procurement module of the SAP Reference Model. The verification is facilitated by an analysis plug-in for ProM [11] . The interactive approach can identify all those deadlocks and lack of synchronization that occur for all start combinations. EPC Soundness Since EPCs may have multiple start and end events, the original soundness definition for workflow nets cannot be directly used for them. Therefore, the property of EPC soundness is proposed in [29] . It builds on the identification of a set of initial markings that covers all start events. The EPC soundness definition demands that (i) there exists such a non-empty set of initial markings, and (ii) that for each initial marking in this set proper completion is guaranteed. Furthermore, (iii) there must be a set of final markings reachable from some of these initial markings such that there exists at least one final marking in which a particular end arc holds a token. If that is fulfilled, proper completion is guaranteed for a set of initial markings that cover all start arcs. The EPC soundness property is stricter than the relaxed soundness criterion since it requires a guarantee of proper completion. Therefore, using it might reveal more errors. EPC soundness is used in another verification study of the SAP Reference Model [13] . The authors use a two-step approach using first reduction rules and then, if necessary, state space calculation. EPC soundness can identify all those deadlocks and lack of synchronization that occur for all start combinations in which a particular start event participates. Decomposition The approach reported in [14] builds on the decomposition of a workflow graph (essentially a free-choice Workflow net) into singleentry-single-exit (SESE) components. Such components can be calculated in linear time using depth-first search techniques [39] . The authors identify some heuristics for sound and for unsound components. In essence, these heuristics match EPC reduction rules as described in [30] . For their study, the authors use an implementation that reads process models in the format of the IBM WebSphere Business Modeler. The verification is conducted for a sample of 340 workflow graphs. The decomposition approach identifies all those deadlocks and lack of synchronization that are defined in the heuristics. Reduction Another heuristic for checking the correctness of process models is used in [15] . The authors identify reduction rules for structured EPC models and heuristics to correct simple connector mismatch errors. The verification is performed for 285 EPCs from student projects, theses, text books, and scientific papers.
This approach identifies all those deadlocks and lack of synchronization that can be traced back to variants of unstructuredness.
The different approaches have in common that they use reduction and decomposition techniques to address the state explosion problem. The performance of these approaches partially comes at the cost of precision, for instance, fast decomposition does not reveal all errors. While there is a complete set of reduction rules for free-choice Petri nets [40] , none of the techniques used in the studies is complete. Therefore, reduction rules and state space analysis are often combined to balance performance and completeness [13, 11] . In practice, reduction is at least that powerful that the reduced process models can be analyzed with state space techniques [13] .
Verification Results
In this section we discuss the results from the five verification studies. The samples used in these studies include: [14] . The first includes 140 workflows, the second 200. 7. Academia: This collection includes documentation EPCs from student and industry projects from the University of Leipzig [15] .
The different background of the samples highlights limitations of doing a comparison. Most notably, samples have been created for different purposes and using different languages. We would assume that workflow models were more rigorously defined and that restrictions in the IBM workflow language (one start, one end node) might provide less opportunities for errors. There are indeed low error rates with the workflow samples as Table 1 reveals. This table shows the number of models, the number of models that had errors, and the error rate for all samples. For some samples we have also indications of size (average number of arcs) and average processing time. We discuss the table below. In particular, we consider three aspects. Section 3.1 compares figures on the performance of the verification algorithm for the studies that report them. Section 3.2 analyzes the error rates of the different samples. Finally, Section 3.3 investigates explanations for the variation in error rates across the samples. 
Verification Performance
Information on the performance of verification is only reported in a few studies. Table 1 summarizes the average number of arcs and the average processing time per model in seconds. The analyses reported in [12] and [13] operate on the same sample, therefore they can be easily compared. The EPC soundness verification using reduction rules is about 20 times faster than the relaxed soundness analysis using WofYAWL. Still, it needs to be mentioned that the WofYAWL processing time includes the conversion of an EPC to a YAWL model by a command-line tool and the internal conversion of a YAWL net into a Petri net in WofYAWL. Without further information it is difficult to estimate which share the conversion contributes to overall processing. Still, it is reasonable that the simple elementwise conversion would not be too expensive. The slow processing might be explained by the inherent complexity of invariant calculation. WofYAWL uses invariant detection algorithms [47] that are exponential in space in the worst case. In contrast to that, the approach based on reduction rules benefits from reducing the models quite quickly. As reported in [30] that approach eliminates on average more than 91% of the model elements. Furthermore, it has a polynomial complexity since it uses reduction rules. In contrast to that, the approach of [14] , that builds on calculating the program structure tree, is linear in complexity, see [39] . This fact is clearly visible in the relative performance: while the SAP reference model is analyzed by reduction in 1.8/21 = 0.09 seconds per edge, the larger library 2 sample of [14] only requires 0.08/126 = 0.0006 seconds per edge. This is about 150 times faster. Such performance figures clearly demonstrate the feasibility of improving performance of process model verification in practice.
Average Error Rates
The average error rates of the different samples in Table 1 give a good indication of how many errors can be expected in process model collections in practice. It must be mentioned that none of the verification approaches is complete. Accordingly, all figures have to be interpreted as lower bounds as non of the applied techniques guarantees all errors to be detected. Furthermore, the different approaches differ in precision: for example, the EPC soundness verification points to 126 errors in the SAP reference model while the relaxed soundness analysis only finds 34 problematic processes. Most of the approaches find a considerable amount of errors in the different samples: Library 1 has the lowest rate of 0%, followed by the Finance sample (3.3%) up to 37.5% in the Academia sample used in [15] . Altogether, from the 2741 distinct models of the studies 371 are not correct. This yields an error rate of 13.53%. The large variation in error rates raises the question why different samples are less error-prone. In the next section we discuss some of the factors.
Variation in Error Rates
Based on cognitive considerations like bounded rationality [48] and limited information processing capabilities of humans [49] , it has been hypothesized that the understanding of a process model has a significant impact on error probability [30] . In the process of constructing a model, understanding relates to two factors: the structure of the model and the modeling capabilities of the modeler. These two factors have been investigated in prior research, namely [12, 13, [50] [51] [52] . In the following we summarize the findings. Different sets of structural metrics of process models have been analyzed for their potential to explain and predict error probability [12, 13, 52] . The authors use logistic regression as a statistical tool. This way, it can be estimated how the value of a particular metric influences error probability. The relaxed soundness study [12] uses a set of simple count metrics (number of functions, events, and connectors of different type) and the SAP reference model as a sample for the estimation. It is shown that a substantial part of the variation can be explained as measured by the Nagelkerke R 2 value of about 30% as a coefficient of determination. In [13] the authors extend this work by using a larger sample of about 2000 models (SAP reference model plus the Service, Finance, and Consulting sample) and a set of more sophisticated ratio metrics including structuredness, connector heterogeneity, and depth. The resulting model explains more than 90% of the variation as measured by the Nagelkerke R 2 value. Accordingly, the fact whether a process model contains errors seems to be largely influenced by its size, its degree of structuredness and similar metrics.
The experiments reported in [50] and [51] investigate both model structure and competence of the model reader as determinants for model understanding. The questionnaires of these experiments use different process models and ask the participants questions that reveal whether the content of the model is interpreted correctly. The first experiment is conducted on paper with a sample of 73 graduate students from Eindhoven University of Technology, the University of Madeira, and the Vienna University of Economics and Business Administration [50] . It shows that the average degree of connectors is negatively correlated to understanding and that those students being trained in Petri nets concepts perform better. The second experiment was conducted as an online questionnaire. It was filled out by 46 respondents [51] . The result show a strong correlation between theoretical process modeling knowledge and understanding of the different models. From the structural metrics the degree of separability, 1 i.e. how easy can the model be separated in two disconnected parts, had a strong correlation with understanding. Apparently, the simpler models were understood better. It is interesting to note that in both experiments participants tended to overestimate their ability to correctly read the models. This confirms earlier observations [49] .
These findings suggest that errors do not occur arbitrarily, but in specific constellations. This has several implications as the following section discusses.
Implications
In this section we discuss implications of the verification studies. In particular, Section 4.1 identifies implications for the way business process modeling is conducted in practice. Then, Section 4.2 highlights some facts that tool vendors should consider. Finally, Section 4.3 points to some directions of future research.
Implications for Process Modeling
The results of the different studies confirm that process models in practice suffer from quality problems. Furthermore, the studies suggest that industry process model collections are likely to have error rates of 10% to 20%. Clearly, there are differences in error rates, and there are different structural metrics that are closely connected with error probability. Based on these connections and on work on activity labeling [53] , Mendling, Reijers, and Van der Aalst propose a set of seven process modeling guidelines (7PMG) that are supposed to direct the modeler to creating understandable models that are less prone to errors [16] . Table 2 . Seven Process Modeling Guidelines [16] G1 Use as few elements in the model as possible G2 Minimize the routing paths per element G3 Use one start and one end event G4 Model as structured as possible G5 Avoid OR routing elements G6 Use verb-object activity labels G7 Decompose a model with more than 50 elements Table 2 summarizes the 7PMG guidelines. Each of them is supported by empirical insight into the connection of structural metrics and errors or understanding. The size of the model has undesirable effects on understandability and likelihood of errors [50, 12, 13] . Therefore, G1 recommends to use as few elements as possible. G2 suggests to minimize the routing paths per element. The higher the degree of elements in the process model the harder it becomes to understand the model [50, 13] . G3 demands to use one start and one end event, since the number of start and end events is positively connected with an increase in error probability [13] . Following G4, models should be structured as much as possible. Unstructured models tend to have more errors and are understood less well [13, 15, 52, 50] . G5 suggests to avoid OR routing elements, since models that have only AND and XOR connectors are less error-prone [13] . G6 recommends using the verb-object labeling style because it is less ambiguous compared to other styles [53] Finally, according to G7 models should be decomposed if they have more than 50 elements.
These guidelines have to be considered as directions for achieving a good verification result. They are founded on the insight that there are alternative ways of expressing the same behavior in a process model. Clearly, a rework of a process model should not affect the validation goal. Creating small models might help to achieve several guidelines, for instance G1, but it reduces the precision of the model. Therefore, the guidelines should be followed if the validity is not reduced.
Implications for Tool Vendors
The amount of errors in the model samples from practice emphasizes the importance of verification. Most of the samples have error rates between 10% and 20%. While verification has been discussed for some time, the studies demonstrate that different approaches can handle large sets of several hundred business process models on a common desktop computer. In particular, the performance of the decomposition approach is that good (linear time) that a continuous verification would be possible every time the designer modifies parts of a model.
While the verification techniques are apparently mature enough to deal with large models from practice, there seems to be too little attention paid to verification issues by tool vendors. Indeed, tool vendors should be interested in these techniques since the lack of respective features has a negative impact on the productivity of the business process modeling exercise: models cannot be reused for system development, business users cannot interpret the models properly, and conclusions can hardly be drawn from the models regarding process performance. Building on validation and verification features, the tool vendors can easily provide a greater benefit to their customers and help to improve the process of designing business process models.
Implications for Future Research
The results of the five studies have several implications of future research. In this section we focus on some of them, in particular, error explanation and autorepair, derivation of behavior-equivalent models, novel verification techniques, and concepts for process model quality assurance.
Explanation The Petri net analyzer Woflan already emphasizes the need for redesign assistance in case the verification of a model fails [35] . The approaches of the studies we considered address this issue as well. The reduction rule approach for EPC soundness generates SVG graphics of the process model with errors being highlighted (cf. Figure 2) . The work on structuredness proposes an auto-repair for certain error patterns like connector mismatch in structured blocks [15] . The problem with such an approach is that there are usually at least two options to repair a model: changing the split behavior or changing the join behavior. Which of them is applicable must be decided by the domain expert who knows the real-world process. In a more sophisticated subgraph structure errors can be caused by the combination of multiple splits and multiple joins. Recommendations for repairing such structures would be a valuable contribution of future research. Behavior-Equivalent Models Some work has been done on the creation of behavior-equivalent process models. Most notable is the work on Petri net synthesis from a labeled transition system [54, 55] . This work has been used to eliminate OR-joins from process models [56] . Further research discusses the untangling of unstructured loops and the derivation of structured BPEL from arbitrary Petri nets [57, 58] . A desirable contribution would be to change a process model in such a way that the behavior is kept, but the structure optimized, e.g. along the lines of the seven process modeling guidelines. Designers would highly appreciate such a feature that would contribute to more understandable models. Verification Techniques In the comparison we have seen the power of the program structure tree decomposition. To our best knowledge this technique
has not yet been applied to the analysis of Petri nets. The EPC soundness study highlights the benefit of combining reduction and reachability graph analysis. A similar approach can be taken to increase the precision of the program structure tree verification. Quality Assurance Validation and verification techniques are discussed in different neighboring disciplined of process modeling, namely requirement engineering [59] , knowledge-based systems [60] , simulation [61] , or conceptual modeling [62] . Some validation and verification techniques for process models are discussed in [10, 9] . Yet, an overarching framework and a systematic analysis of how suitable of such techniques from other areas are for process modeling is missing.
Despite these technical challenges, the analysis of process models is a field where commercial tool support is lagging behind academic concepts. There is a need for a closer collaboration between academia and industry in order to make verification techniques available in a broader range of tools.
Conclusions
In this paper we discussed verification of process models and findings from empirical studies on it. Most of the approaches use some kind of decomposition technique, or a combination of reduction and reachability analysis. The best performance shows the linear time decomposition approach based on the program structure tree. The precision of the different approaches is difficult to compare since different model collections are used and a benchmark verification sample is not available. The comparison of the studies reveals that most of the samples have error rates of 10% to 20%. Some of the studies have established a connection between error probability and process model metrics, as well as between model understanding and both metrics and modeling competence of the model reader. These findings have implications for the way process models are constructed. In this context, we discussed the seven process modeling guidelines. The high error rates are a clear signal to tool vendors to add verification features to their tools. Finally, there are still several challenges for future work. In particular, we identified a need for further research into error repair, derivation of behaviorequivalent models, combined verification techniques, and quality assurance for process models.
