We introduce the concepts of harmonic stability and harmonic index for a complete minimal hypersurface in R n+1 (n ≥ 3) Cao, Y. Shen, and S. Zhu [9] shed some new light on the structure of stable minimal hypersurfaces in R n+1 (n ≥ 3). They proved that a complete oriented stable minimal hypersurface in R n+1 (n ≥ 3) is connected at infinity, that is, has only one end. Inspired by their work, we introduce in this paper the concepts of harmonic stability and harmonic index and use them to study the connectivity at infinity of a
minimal hypersurface in Euclidean space.
Suppose M is a minimal hypersurface in R n+1 . We define a bilinear form as follows:
where A stands for the second fundamental form of M, c (T M) is the set of vector fields with compact supports, and ∇ is the induced connection. The harmonic index, which is denoted by h(M), is defined as the maximal dimension of the vector spaces on which I (·, ·) is positively definite. M is called harmonic stable if h(M) = 0.
Recall that M is called stable if for any compact domain ⊂ M and any smooth function f which vanishes at the boundary of , the following inequality holds:
It can be shown (see next section) that harmonic stability is a concept weaker than stability. Nevertheless, we have the following result.
THEOREM (4) Let M be an oriented complete minimal hypersurface in R n+1 (n ≥ 3). Then M has only finitely many ends if its harmonic index is finite. Moreover, we have (a) the number of ends, which is denoted by e(M), satisfies e(M) ≤ h(M) + 1; (b) there is a nonnegative harmonic function u i related to each end E i ; these u i span an e(M)-dimensional vector space, and e(M)
i=1 u i = 1.
As a further step one would like to investigate the explicit structure of the space of bounded harmonic functions on such a minimal hypersurface with finite harmonic index. For example, we can ask whether the ends generate this space. This is the case for a class of special minimal hypersurfaces in Euclidean spaces, namely, minimal hypersurfaces with finite total scalar curvature. For total scalar curvature, we mean the integral M |A| n . We have the following theorem.
THEOREM (11) Let V be the vector space of bounded harmonic functions on an oriented complete minimal hypersurface M with finite total scalar curvature in R n+1 (n ≥ 3). Then dim V = e(M), and V = span{u 1 , u 2 , . . . , u e(M) }.
Minimal submanifolds with finite total scalar curvature have been studied extensively by many authors (see, for example, [18] , [22] , [2] , [4] , [5] , [17] , [20] ). We obtain an explicit estimate of the harmonic index for hypersurfaces.
THEOREM (10)
The following estimate for the harmonic index h(M) of an oriented complete minimal hypersurface M in R n+1 (n ≥ 3) holds:
where c(n) is a constant depending only on n.
Our other result is the following proposition.
PROPOSITION (9)
The only oriented complete harmonic stable minimal hypersurfaces with finite total scalar curvature in R n+1 (n ≥ 3) are hyperplanes.
We should mention that the above result has been proven in [23] under the stronger condition of assuming the stability of M.
Harmonic stability and harmonic forms
We have introduced the concept of harmonic stability in Section 1. The following proposition demonstrates that stability implies harmonic stability. PROPOSITION 
Let > 0 be a positive real number. Assume that supp X ⊂ B(R), where B(R) is a geodesic ball with radius R. Choose a cutoff function ρ such that
There exists no nontrivial L 2 -harmonic 1-form on a complete harmonic stable minimal hypersurface M in R n+1 .
Before giving a proof, we make some preparations. Given p ∈ M, we can diagonalize the second fundamental form A at p, that is, we can choose the local orthonormal frame {e i } n i=1 such that at p there holds
where {λ i } n i=1 are the principal curvatures at p. Then the Ricci curvature of M satisfies
This gives us the following proposition.
PROPOSITION 3
The following estimate holds for a minimal hypersurface M in R n+1 :
Letting r → ∞ and using the fact that |ϕ
Since ϕ # is nontrivial, A must be vanishing on some nonempty open set. By the uniqueness of minimal hypersurfaces we know that A ≡ 0. Thus from (3) we have
Letting r → ∞, we obtain
This shows that ϕ # is a parallel vector field on M. In particular, |ϕ # | is constant. But |ϕ # | ∈ L 2 (M) implies that |ϕ # | ≡ 0, which is a contradiction.
Harmonic index and the number of ends
Bombieri and Giusti [8] proved that the Harnack inequality holds on area-minimizing Euclidean hypersurfaces, which implies that there exists no nonconstant positive harmonic function on such hypersurfaces. Furthermore, this implies that in fact an areaminimizing hypersurface has only one end. Ends are topological invariants that characterize the connectivity at infinity of a noncompact manifold. By constructing bounded harmonic functions and applying the Sobolev inequality, Cao, Shen, and Zhu [9] proved that a stable minimal hypersurface in the Euclidean space also has only one end. As a particular case, the following result shows that this is also true for a harmonic stable hypersurface. THEOREM 
In particular, if M is harmonic stable, that is, h(M) = 0, then (a) implies that M has only one end.
Before giving a proof, we recall some facts. Suppose M is a complete Rieman-
is minimal for each t > 0. Two such geodesic rays σ, γ are called equivalent if and only if for every compact subset K ⊂ M there exists t 0 ≥ 0 such that for t ≥ t 0 , σ (t) and γ (t) lie in the same connected component of M\K . An equivalence class of geodesic rays is called an end of M. So for each end of M, we can choose a representative geodesic ray. Now, suppose M is an oriented complete minimal hypersurface in R n+1 (n ≥ 3) and E 1 , . . . , E m+1 are different ends of M with corresponding representative geodesic rays σ 1 , . . . , σ m+1 . We construct certain harmonic functions for the given ends. This method of constructing harmonic functions has been used in [15] and [9] . Our exposition follows [9] closely.
We choose a smooth exhaustion of M,
Fix a j ∈ {1, . . . , m +1}. For i ≥ 1, let u i j be the unique solution of the following Dirichlet problem on D i :
where is the Laplace-Beltrami operator on M. By maximum principle we have
From [9] we know that by passing to a subsequence that is still denoted by u i j , we can find a harmonic function u j on M such that
The function u j has the following property. PROPOSITION 
[9]
The harmonic function u j is nonconstant and satisfies 0 ≤ u j ≤ 1. Also, there exists constant C j such that
The following Sobolev inequality for minimal hypersurfaces in R n+1 (see [16] ) plays an important role in the proof of the above proposition:
where p = 2n/(n − 2), c(n) is a constant that depends only on the dimension n, and φ is an arbitrary smooth function that vanishes on ∂ D i . We prove several further properties of the harmonic functions {u j }. These properties are crucial to the proof of Theorem 4.
PROPOSITION 6
The functions {u 1 , . . . , u m+1 } form a basis of an (m + 1)-dimensional vector space of functions.
Proof
We prove this by contradiction. Without loss of generality we can assume that
Multiplying by u m+1 , we have
Since
But this contradicts Proposition 5 and a result of S. Yau [25] , which states that a nonnegative L q (q > 1)-harmonic function on a complete Riemannian manifold must be constant. This finishes our proof of Proposition 6.
PROPOSITION 7
The functions {1, u 1 , . . . , u m } form a basis of an (m + 1)-dimensional vector space of functions.
Proof
Again we prove this by contradiction. By Proposition 6 we can assume that
The same argument as in Proposition 6 yields that u m+1 ∈ L p (M), which is impossible.
Now we know that {∇u 1 , . . . , ∇u m } is a basis of an m-dimensional vector subspace of (T M). To obtain an m-dimensional vector subspace of c (T M), we use cutoff functions. Thus, let φ be a cutoff function such that supp φ is nonempty. We have the following proposition.
PROPOSITION 8
The functions {φ · ∇u 1 , . .
. , φ · ∇u m } form a basis of an m-dimensional vector subspace of c (T M).
Proof Suppose this is not the case. Then there exist constants a 1 , . . . , a m such that
Since supp φ is nonempty, there exists an open subset U ⊂ supp φ such that φ(x) = 0 for every x ∈ U . Now it follows from (6) that, on U , Since M is not a hyperplane (otherwise e(M) = 1), |A| ≡ 0. Choose R 0 > 0 such that |A| is not identically zero on the geodesic ball B(R 0 ). By Proposition 7 we know that the function
is positive and continuous and has a positive minimum that is denoted by 0 .
Choose
The harmonic 1-form du has the dual vector field ∇u. For X = φ · ∇u, we have
(see the proof of Proposition 2). This yields that I (·, ·) is positively definite on the vector space span{φ∇u 1 , . . . , φ∇u m } whose dimension is m. By the definition of harmonic index we immediately obtain
This apparently contradicts the choice of m. Thus we have finished the proof of (a). By (a) we now know that M has finitely many ends. If M has only one end, (b) is certainly valid. Suppose M has more than one end. As above we can construct a harmonic function u j for each end E j (1 ≤ j ≤ e(M)). Since the number of ends is finite, in the process of constructing u j we can assume that M\D 1 Letting i → +∞, we obtain
This finishes our proof of (b).
Minimal submanifolds with finite total scalar curvature
In this section we assume that M has finite total scalar curvature, that is,
M. Anderson [5] proved that such a minimal hypersurface with only one end must be a hyperplane. Combining with Theorem 4, we have the following proposition.
PROPOSITION 9
Under the condition of stability, the above proposition is the main theorem of [23] , where the proof is different from ours. In general, M is not harmonic stable, but we prove that its harmonic index is finite and give an explicit estimate of h(M). Our method is based on [11] . In fact, [11] is concerned with submanifolds of compact manifolds, but the proof there (with minor modification) also works for minimal submanifolds in R n+1 . For completeness we provide the estimate and its proof as follows. THEOREM 
10
Proof
Suppose D is a compact smooth domain on M, and consider the operator
, where ∇ 2 is the Bochner-Laplace operator. Denote by β D the number of negative eigenvalues of the following eigenvalue problem:
Let > 0 be a positive real number. Denote by β those eigenvalues of the operator (1/ p)∇ 2 which are less than or equal to 1, where p = max{|A| 2 , }. It is easily seen that β D ≤ β . Let H (x, y, t) be the heat kernel of the operator (1/ p) −(∂/∂t) on D which satisfies the Dirichlet boundary value condition. Let {µ i } ∞ i=0 be the set of corresponding eigenvalues. Define
The following inequality has been proven in [11] :
On the other hand, by the definition of h(t) and the property of the heat kernel, we have
Differentiation with respect to t gives
The definition of the heat kernel and the Stokes formula have been used in the above computation. Repeatedly using Hölder's inequality, we have
Define
Thus we have
Now (7) can be rewritten as
By the Sobolev inequality (4) we have
Since lim t→0 h(t) = ∞, we obtain
Letting → 0, we get the following estimate:
By the definition of harmonic index we finally obtain
From Theorem 4 we know that M has only finitely many ends, say, E 1 , E 2 , . . . , E e(M) . These ends have the harmonic representatives u 1 , u 2 , . . . , u e(M) , respectively. We have the following theorem.
THEOREM 11
Let V be the vector space of bounded harmonic functions on an oriented complete minimal hypersurface M with finite total scalar curvature in R n+1 (n ≥ 3). Then dim V = e(M), and
We need some preparations to prove this theorem. First, we need the pointwise estimate about the curvature. Such an estimate can be found in [5] , [3] , and [23] . The following result is basically taken from [23] , where the estimate is stated in the extrinsic ball. The proof is the same as in [23] , so we omit it. PROPOSITION 
[23]
For fixed p 0 ∈ M there exists an 
where B p (r ) is the geodesic ball with center p and radius r and c(n) is a constant dependent only on n.
On the other hand, the volume growth of geodesic balls can be controlled very well.
PROPOSITION 14
There exist constants C 1 , C 2 independent of r and p such that
Proof
The left-hand side of the inequality holds for any minimal hypersurfaces with C 1 = ω(n) = vol S n−1 (see, e.g., [9] ). The right-hand side has been proven by Anderson [5] .
Now we have the following crucial Harnack inequality. PROPOSITION 
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Choose p 0 , R 0 as in Proposition 13. We can assume that R 0 is sufficiently large such that From Proposition 14 we know that
Notice that if x i ∈ , B x i (r/2) ⊂ . So for arbitrary p, q ∈ ∂ B p 0 (r ) ∩ , we can find a piecewise geodesic
, and p i p i+1 (0 ≤ i ≤m − 1) is a minimal geodesic with length less than or equal to r/2 contained in B x j (r/2). By Proposition 13 we have
On the other hand,
Since p, q are arbitrary, the proof of this proposition is finished.
Having this Harnack inequality, we now investigate the behavior at infinity of a harmonic function. PROPOSITION 
It follows immediately that
By the maximum principle of harmonic functions we obtain
Letting → 0, by the definition of a j we have
For each end of M we can construct bounded harmonic functions {u j } as we have done in Section 2. We have the following proposition. PROPOSITION 
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The following equalities hold:
where δ i j is the Kronecker delta.
Proof
Fix i = j. Let us recall the constructing of u i . Fix r > R 0 , suppose R > r + 2, and consider the following Dirichlet problem:
By choosing a subsequence R k → ∞, we have
Consider another Dirichlet problem:
Since harmonic functions minimize Dirichlet integrals, there exists a constant C that is independent of R such that
Also, by the maximum principle we know that on j ∩ B p 0 (R)\B p 0 (r ) there holds
Similarly, by choosing a subsequence (still denoted by R k ), we obtain a harmonic
, and φ is 1 on j \B p 0 (r + 2). Then φ · u R is zero on the boundary of the compact domain j ∩ B p 0 (R)\B p 0 (r + 1) . Hence by the Sobolev inequality (4) we have We claim that a = 0. Otherwise, by the above integral inequality we have vol j < ∞. 
Proof of Theorem 11
Suppose u ∈ V , that is, u is a bounded harmonic function. From Proposition 16 we know that for each j the limit lim p∈ j ,dist( p, p 0 )→∞ u exists and is denoted by The above discussion holds for immersed submanifolds. For the embedded case, from [17] we know that one can choose the coordinates {x 1 , . . . , x n+1 } of R n+1 properly such that when restricted on M, x n+1 is bounded. So x n+1 is a bounded harmonic function since M is minimal. From Theorem 11 we deduce that there exist constants {a i } such that Thus the limit position of j is the hyperplane {x n+1 = a j }.
On the other hand, if M has only one end, that is, e(M) = 1, then by the above representation of x n+1 we know that M is contained in a hyperplane and therefore is the hyperplane. This gives another interpretation of Proposition 9 for the embedded case.
