A mixed quantum state is represented by a Hermitian positive semi-definite operator ρ with unit trace. The positivity requirement is responsible for a highly nontrivial geometry of the set of quantum states. A known way to satisfy this requirement automatically is to use the map ρ = τ 2 /tr τ 2 , where τ can be an arbitrary Hermitian operator. We elaborate the parametrization of the set of quantum states induced by the parametrization of the linear space of Hermitian operators by virtue of this map. In particular, we derive an equation for the boundary of the set. Further, we discuss how this parametrization can be applied to a set of quantum states constrained by some symmetry, or, more generally, some linear condition. As an example, we consider the parametrization of sets of Werner states of qubits. *
Introduction
A quantum state of a system with a Hilbert space H = C D with a finite dimension D is represented by a density operator ρ ∈ C D×D which should have unit trace and be Hermitian and positive semi-definite, tr ρ = 1, ρ † = ρ, ρ ≥ 0.
The latter non-linear condition is responsible for an extremely complicated structure of the set M of quantum states which shows up for D > 2 [1] . To describe the shape of this set is an important problem with numerous applications in quantum information and condensed matter theory. In particular, it is often desirable to introduce a parametrization of M, i.e. a map from some subset of R D 2 −1 to M. If a system under consideration is a many-body system and H is a tensor product of one-body Hilbert spaces, one would further wish to have a parametrization with this tensor product structure built in. Unfortunately, widely used parametrizations [2] either fail to explicitly incorporate the tensor product structure or impose the positivity condition in a rather opaque and computationally demanding form.
The purpose of the present paper is to fill this gap by elaborating a parametrization of the set M of quantum states which can account for the positivity in a straightforward manner and is well-suited for many-body systems. A starting point for our reasoning is an observation made in [3] that any density operator ρ can be expressed as
where τ is some Hermitian operator. Obviously the r.h.s. of this equation satisfies all three conditions (1) . Eq. (2) establishes a map H → M between the real linear space H of Hermitian operators, and the set M of quantum states. This map has been used to introduce a measure in M induced by a measure in H [4] . 1 Here we focus on the induced parametrization rather than the induced measure. Namely, we employ the fact that H is easily parametrized in a manner preserving tensor structure [5] . This, in turn, induces a parametrization of M through the map (2). We will use the term "squaring parametrization" for any parametrization obtained in this way.
We construct the squaring parametrization of M, discuss its properties and its relation to the widely used Bloch vector parametrization [6, 7] in Section 2. In particular, within this parametrization we derive an equation for the boundary ∂M of M.
In Section 3 we study the squaring parametrization of the the set of quantum states subject to linear constraints (e.g. symmetry constraints). The usage and merits of the squaring parametrization are exemplified in the case of rotationally invariant states of two and three spins 1/2 (qubits). We conclude with the outlook of possible applications of the squaring parametrization in Section 4. Some technical results are relegated to the Appendix.
2 An unconstrained set of quantum states
Preliminaries
We start from reminding basic facts concerning M and H [1, 5, 8] . The real linear space H of Hermitian operators acting in the Hilbert space H = C D has dimension D 2 . One can introduce a scalar product in H according to
H is a real inner product space with respect to this scalar product. One can always select in H an orthonormal basis consisting of a identity operator, 1, and
Here and in what follows indexes i, j, k run from 1 to (D 2 − 1), a summation over repeated indexes is implied, and f ijk and d ijk are totally antisymmetric and symmetric tensors, respectively. Relations (5), (7) and (8) can be combined,
In the simplest case of a single spin 1/2 there are three generators which can be chosen to be the Pauli matrices, σ α . In the case of a many-body system its Hilbert space H is a tensor product of Hilbert spaces of individual constituents, and one can choose the generators λ i which inherit this tensor product structure. E.g. a system consisting of N spins 1/2 has a Hilbert space H = (C 2 ) ⊗N , D = 2 N , and one can choose
where σ µ n acts in the space of the n'th spin, and is equal to the µ'th Pauli matrix in the case of µ = 1, 2, 3 or an identity operator in the case of µ = 0. Index i enumerates all possible combinations {µ 1 i , µ 2 i , . . . , µ N i } except one which consists of N zeros.
The set M of all density operators ρ defined according to eq. (1) is a convex set of dimension D 2 − 1 embedded in H. The positivity condition implies that inner points of M have D strictly positive eigenvalues while points on its boundary, M, have at least one zero eigenvalue. The extremal points of M are pure states, i.e rank-one projectors, ρ 2 = ρ.
Squaring parametrization
As is obvious from the above discussion, any quantum state ρ can be expanded as
where a i , i = 1, 2, . . . D 2 −1 are real parameters. Such parametrization known as the Bloch or the coherence vector parametrization [6, 7] does not ensure the positivity automatically. The positivity condition, ρ ≥ 0, is fulfilled if and only if the Bloch vector a = (a 1 , a 2 , . . . , a D 2 −1 ) satisfies a set of D − 1 inequalities [6, 7] . The first inequality of this set reads
It ensures that tr ρ 2 ≤ 1. Other inequalities are defined recursively, j'th inequality containing a polynomial in a i of the degree j + 1. The Bloch vector a corresponds to the state on the boundary of M if and only if at least one of these inequalities saturates (i.e. turns into an equality). The set of Bloch vectors subject to the aforementioned inequalities is isomorphous to the set M of quantum states, thus we will identify these sets.
An alternative way do describe M is to employ the squaring parametrization which has an advantage of imposing positivity automatically. It is defined as follows. One introduces an auxiliary Hermitian operator τ parametrized by a real vector
The density operator ρ is then given by eq. (2) 
It should be emphasized that in general the established map, which we will denote as a(b), is not a one-to-one correspondence: A single Bloch vector a can be obtained from several auxiliary vectors b (see examples in the next Section). This is the price for the straightforward accounting for the positivity condition. However for pure states b is unique and equal to a, which follows from ρ 2 = ρ. The set of D 2 equations which determine the Bloch vector for pure states read [7] 
As an immediate corollary of the squaring parametrization we obtain an equation satisfied by the boundary ∂M of the convex set M. A point of the boundary is a critical point of the map a(b), hence the Jacobian of this map should be zero on the boundary:
Of course some of the solutions of this equation can be inner points of M. The usability of this equation will be exemplified in the next Section.
3 Constrained sets of quantum states
General remarks
Often one is interested in a set of quantum states constrained by some condition, e.g. some symmetry requirement. Alternatively, one may wish to visualize the unconstrained set M by plotting its two-or three-dimensional sections. We focus here on the most ubiquitous case of linear conditions. A linear condition can be imposed by choosing a linear subspace H ⊂ H and defining the constrained set of quantum states M as a section of M by H , i.e. M = M ∩ H . This way one obtains, in particular, sets of quantum states symmetric under a certain unitary transformation. At the first sight, the machinery developed in the previous section can be directly applied in the constrained case by substituting H by H . One should be cautious, however, since the constraint can introduce important new features of the geometry of M . One important novel feature is that while the constrained set M is still a convex set, its extreme points need not be pure states. This point will be exemplified and discussed in more detail in what follows. More importantly, a linear constraint, generally speaking, can ruin a tensor product structure of H. Nevertheless, the squaring parametrization can be adapted for the constrained case while retaining most of its attractive features. In particular, the boundary ∂M of the constrained set M will still be given by eq. (17). We do not attempt to systematically describe a squaring parametrization for a general liner constraint in the present paper. Rather, we consider in detail an instructive example -the parametrization of sets of Werner states of qubits.
Set of Werner states of qubits
A Werner or rotationally invariant state of N spins 1/2 (or qubits 2 ) is a quantum state invariant under any unitary transformation of the form U ⊗N , where U is a unitary rotation in the space of a single spin [9] . The space of Werner states is rather well studied for a moderate number of spins [9] [10] [11] or under the additional permutation symmetry [12] . We employ Werner states as a convenient playground to visualize the squaring parametrization and demonstrate its merits.
We find it convenient to expand Werner states in a basis which makes explicit their symmetry but is not normalized. The basic building blocks of this basis are scalar and triple products of 2 × 2 sigma matrices of different spins:
Here and in what follows lower indexes of the σ-matrices label qubits. The upper indexes α, β and γ denote the x, y, z components of the σ-matrices; they are always repeated which implies summation. In the reminder of the paper including Appendix we will omit the tensor product notation and substitute the identity operator 1 of any dimension by 1. In the case of two or three spins considered below in detail the basis in H consists of operators of the form (18) and the identity operator. For larger number of spins the basis operators involve products of operators of the form (18) such as (σ 1 σ 2 )(σ 3 σ 4 σ 5 ). Some remarks regarding ].
the case of arbitrary number of spins as well as some explicit expressions for the pairwise products of the basis operators analogue to eq. (9) can be found in the Appendix A.
Two qubits
We start from a very simple example of a rotationally invariant state of two qubits. This state is given by
The range of the only free parameter a must ensure the positivity of ρ. To find this range we introduce the auxiliary operator τ ,
with b ∈ R and plug it into eq. (2). Note that here and in the reminder of the paper we do not impose the condition tr τ = 1 implied by eq. (13) which is of course a matter of convenience. The map a(b) is found from eq. (2) with the use of eq. (42) and reads
The latter rational function has a maximum of 1 3 and a minimum of (−1), see Fig. 1 . Thus eq. (19) defines a legitimate density matrix if and only if a ∈ [−1, 1 3 ]. Several observations related to the previous discussion are in order.
• The boundary ∂M = {−1, ] satisfies the equation (17) which in the present case reduces to da/db = 0.
• Each a ∈ M except extreme points and the point a = −2/3 has two preimage points b.
• While one of the extreme points of M , a = −1, corresponds to the pure state, another one, a = 1/3, corresponds to the mixed state. This is in contrast to the unconstrained case where all extreme points correspond to pure states. In fact, in the present case two extreme points correspond to the states with a definite total spin (0 and 1, respectively).
The latter point deserves a special remark. One can see that for a constrained space of states, M , the condition ρ 2 = ρ, which have led, in particular, to eqs. (15) [7] , does not necessarily determine all extreme points. Instead, some of the extreme points can be described by density matrices which are equal, up to a numerical factor, to a projector with the rank r ≥ 2. This is equivalent to a condition
with an unknown integer r, 1 ≤ r < D. This equation is sufficient to determine all extreme points in all specific cases considered in the present paper, as will be explicitly demonstrated. However, this is not the case for a general linear constraint. Furthermore, eq. (22) can produce additional solutions which do not correspond to extreme points, as will be the seen in examples with three qubits below. In the present case of two qubits one obtains from eq. (22) two extreme points,
in agreement with the analysis based on the squaring parametrization.
Translation-invariant Werner states of three qubits
A Werner (rotationally invariant) state of three qubits is given by
We would like to reduce the number of parameters from four to three or two for the purpose of visualization. To this end we impose additional symmetries. In the present subsection we require states to be translational invariant which leads to a two-dimensional constrained set of quantum states M . In the next subsection we impose T -invariance and get a threedimensional M . A translational symmetry is a symmetry under cyclic permutations of qubits, (1, 2, 3) → (3, 1, 2) → (2, 3, 1) . Imposing this symmetry, we get a two-dimensional set of states of the form
Introducing 
These equations determine the shape of M which is a triangle shown in Fig. 2 . A direct way to see this is to find the boundary ∂M from eq. (17) which in the present case reads
The solutions of this equation determine three lines in the space of b variables: The map (28) converts these lines to three line segments,
The map (28) is illustrated in fig. (2) . Remarkably, eqs. (31) 
T -invariant Werner states of three qubits
Now we turn to the case of Werner states of three qubits invariant under time reversal. This transformation acts on products of sigma matrices as follow: T (σ i σ k ) = σ i σ k and T (σ 1 σ 2 σ 3 ) = −σ 1 σ 2 σ 3 . Hence, the condition T (ρ) = ρ with ρ given by eq. (25) implies a 123 = 0, and we obtain a three-dimensional set of states of the form
Introducing
we get
and analogous formulae for a 23 and a 13 .
To determine the boundary ∂M we use eq. (17) 
where 
Summary and outlook
To summarize, the squaring parametrization is a surjective nonlinear map from R D 2 −1 to a set M of (in general, mixed) quantum states. This map is explicitly given by eq. (14) which maps each point of R D 2 −1 to a legitimate Bloch vector. The squaring parametrization has several attractive features. First, it automatically accounts for the positivity of a density operator. Second, it produces as a byproduct an equation for boundary of M, see eq. (17). Third, a tensor product structure of a many-body system can be explicitly retained within this parametrization. Finally, the squaring parametrization can be adapted to describe sets of quantum states constrained by a certain symmetry or, more general, a linear constraint.
We believe that the squaring parametrization can be useful in a wide range of problems where the quantum density matrix of a sufficiently large dimension plays a role. This includes questions of separability, entanglement and quantum information processing (especially with higher-dimensional qudits [13] instead of qubits). A special mention in this context is deserved by a variational technique which is based on variation of a reduced density matrix (instead of a many-body wave function) and bounds the ground state energy from below (not from above) [14] . The squaring parametrization seems to be especially well-suited for this technique.
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Appendix A Rotationally invariant operators in the space of qubits
In order to use the squaring parametrization for Werner states one needs to be able to convolute products of scalar and triple products of sigma matrices. Here we give a list of such convolutions involving at most four qubits.
It should be noted that the first nine of these equalities suffice to evaluate all other combinations of scalar and triple products, in particular, eqs. (51),(52) iteratively without exploiting the properties of σ-matrices.
Also observe that eq. (52) implies that operators (σ 1 σ 2 )(σ 3 σ 4 ) and (σ 1 σ 3 )(σ 2 σ 4 ) are not orthogonal with respect to the scalar product (3). This implies that in the case of the number of qubits higher than three on has either to employ an additional orthogonalization procedure or cope with a nonorthogonal basis. A projectors is turned into a density matrix by normalizing it by the numerical factor 1/r, where r is the rank of the projector. Three of the solutions correspond to the extreme points of M (vertexes of the triangle), others can be obtained as equally weighted linear combinations of two or three "extreme" solutions.
Appendix B Extreme points for the translation invariant
Werner states of three qubits
Here we solve equation (22) and this way find the extreme points of the set M of the states of the form (26). We choose to work with projectors Π which are related to the solutions of eq. (22) as Π = rρ and, obviously, satisfy the equation
We further introduce c ≡ r/D. Substituting Π = c(1 + a s (σ 1 σ 2 + σ 2 σ 3 + σ 3 σ 1 ) + a t σ 1 σ 2 σ 3 ).
into eq. (53) and using eqs. 
