1. Introduction. In this paper we are concerned with a systematic and uniform treatment of some analogues and extensions of Hardy's inequality for integrals. This result we state as THEOREM This theorem was first proved by Hardy [1] , and various alternative proofs have been given by other authors. (For reference to these, see [3, [240] [241] [242] [243] .) Theorem 1, together with the following generalization of this result (also due to Hardy, [2] and [3, Th. 330] ) may be regarded as models of the class of inequalities with which this paper deals. Nevertheless, the method is not a variational method, the difficulties involved in such an approach being considerable, (cf. [3, p. 181] , where a variational proof of Theorem 1 is sketched.) Rather, we make use of certain Riccati-like equations associated with (1.2), (1.3) leading to integral identities. Aside from this, the main tools used are Holder's inequality and two special, simple cases of the theorem of the arithmetic-geometric means. In §2 we begin by disposing of several lemmas on the ' 'order of a zero" of a function. There will be needed in § 3, where we deal with the inequalities (1.1); this arrangement avoids interrupting the main thread of the argument. Finally, in § 4, we consider the case that p is a positive, even integer, so that (1.2), (1.3) are the same, and we may allow / (and F) to change sign.
2.
Preliminary lemmas* Throughout this paper our integrals may be interpreted either in the Lebesgue sense, or as (absolutely convergent) improper Riemann integrals, with statements such as f(x) = g(x) to be interpreted accordingly. We always use the letters p and q to denote conjugate exponents, i.e., p' 1 + g" 1 = 1.
LEMMA 2.1. Let r(x) be positive and continuous on a < x <b, and
We remark that (2.1) is well-known in the case r(x) = 1, where the assertion is simply that / e L p (a, x) 
Jfc for x near 6. Given ε > 0 there corresponds X ^ k such that
Proceeding now as in Lemma 2.1, we have
Letting x-> 5-, we obtain 
Again, we shall prove only the second assertion. Since F 2 increases as x-*α + , Fξ decreases; hence if r(x) = o [(x -α) 2 *" 1 ], the conclusion follows.
If the alternative hypothesis holds, then from the proof of Lemma 2.3, we have
. Finally, we note that if a Φ -°°, the second assertion of the lemma will be valid if r(x) is bounded near x = a. LEMMA 2.5. Let r{x), s(x) be positive and continuous for a < x < 6. Suppose F λ {x) is nonnegative and nondecreasing on a < x < 6, and that
Proof. Since Ff is nondecreasing we have
X JX
The result now follows from the fact that the left term of this inequality converges to zero asx->α + . The second assertion of the lemma follows in the same way. Finally we note that if a Φ -oo, and r(x) is bounded near
] is immediately valid.
LEMMA 2.6. With the same hypotheses as in Lemma 2.5, except F 2 (x) is supposed nonnegative and nonincreasing on a < x < b:
This is proved in precisely the same way as Lemma 2.5.
3.
Integral inequalities with p reaK Let p be a real parameter (p Φ 0, p Φ 1). Consider the pair of second-order, nonlinear differential equations
where s(x), r{x), r\x) are assumed continuous on an interval a < x < 6, and r(x) > 0 on this interval. Here either a or 6, or both, may be infinite. We note that these two equations are identical if p is an even integer. In particular, when p = 2, these equations reduce to the selfadjoint linear equation
Let y(x) be a solution of (3.1) for which y(
.
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Similarly, if y(x) is a solution of (3.2) such that y(x) > 0, y\x) < 0 on (α, 6), and we set h{x)
are nonnegative, measurable functions on (α, δ). With the pair of differential equations (3.1), (3. 2), we shall associate the functions
Notice, in particular, that our notation implies -F^α) =F 2 (b) = 0, and that /i,/ a are integrable on any closed subinterval of (a, b). Since r, & and F t are all continuous and h Φ 0 on such a closed subinterval, it follows that if a < α' < 6' < 6, then the integrals
') I n the case 0 < p < 1 this latter condition follows from the fact that / 4 e L(α', &'). If p < 0, we must also insist that fi be strictly positive. Taking i = 1 and integrating by parts the last term of (3.5), we obtain
or using (3.1)*,
Proceeding in the same way for / 2 , and using (3.2)*, we obtain
Ja' Ja'
We now use the fact that I έ (α', 6') is nonnegative if p > 1 or p < 0, and nonpositive if 0 < p < 1. Indeed, this follows from the well-known inequalities [3, Th. 41] (3.8)
Here, & and y are nonnegative (positive if p < 0), and in both cases
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strict inequality holds unless y = x. Setting x = f if y = h p F t in (3.8), and recalling that r(x) > 0 on (α', &' ) ,we see from (3.5) that I^a', V) ^ 0, with strict inequality unless fJF t = ±f if\y, i.e., unless f i Ξ=Ξ cy\ Similarly, in the case 0 < p < 1, we may apply (3.9) to prove /*(<!', 6') ^ 0. Hence from (3.6) and (3.7) we obtain
Ja' Ja' r ) expands. We must now consider separately the three cases p>l,j9<0,0<^><l, as the details differ in the three cases.
3.1. The case p > 1. Here we have two theorems of which we prove only the first, the remaining theorem following by the same arguments. 
where α', 6' will be fixed later. Then F x (x) = y(x) -y{a') for a' < x < δ', and
This inequality is the special case of (3.8) obtained by taking x = 1 -y{a')y~\x), y = 1. Using (3. 
Jx
Hence, according to Lemma 2.2, we have r(x)F?(x) = o^*" 1 ) or f?(αθ = oί^" 1 ) as x -> 0 (for ΐ = 2, r < 1), or as x -• oo (for i = 1, r > 1). Sincê '/T/ = fozr 1 in both cases, it follows that (3.1.3) reduces to (3.1.2), with a similar remark holding in case r < 1.
As another example for Theorem 3.1.1 we have the following inequality (cf. [3, Th. 256] 
equality holding only ify = cy(x) where y(x) is the unique solution of the equation
We conclude this section with three examples similar to Theorem 2. We suppose that p > 1, and i = 1 or 2 according as a > 0 or a < 0 in the first two inequalities, while i -1 or 2 according as a, β are both positive, or both negative in the third inequality. Then To prove the assertion concerning the sharpness of (3.2.8), we must modify the procedure used in Theorem 3.1.1 in view of our requirement / 2 > 0. Here, we set 
We first choose M = ikf(δ') so as to minimize the left side of this inequality. This is accomplished by choosing so that u(a) = u(b) = 0. Proceeding as in § 3 (and noting that (3.8 We now want to weaken the hypotheses on (4.1); in particular we want to allow y' and h to have a single discontinuity at a point c of (a, 6) , and to allow r to have a discontinuity or a zero at x = c. Otherwise, we assume r(x), r'(x) f s(x) continuous, and r(x) > 0 on a < x < 6, as in § 3. Under these hypotheses, by an extended solution of (4.1) we mean a function y(x) positive and continuous on a < x < 6 such that y'{x) is continuous except perhaps at x = c, and such that rh is continuous on (α, 6). Now, replacing I λ {a', b') in (3.5) by I^α', c -ε) + I x {c + ε, V), carrying out the corresponding work following (3.5), and then letting ε -> 0, we again obtain (4.4), assuming the existence of \ru nΊc dx. Finally, since a < c < 6, Lemma 2.1 also holds. The next two inequalities are the extensions of (3.1.17) corresponding to the choices a= -(2k -I)" 1 , β = -2k{2k -I)" 1 and a = -(2fc -I)" 1 , β --2w respectively. (4 13) (2fcD»-ι )(i + ^/»-r J ( }
<
The following examples are the extensions of the analogues (for p > 1) of the inequalities (3.2.14), (3.2.15) . (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) \ " »."*_"". < \ u'™dx unless u n t2Ίc dx _ t α _ û nless u Ξ 0. In (4.16), n is an odd positive integer. The inadmissible extremal functions for these inequalities are respectively. The case Λ = 1 of (4.15) is due to Nehari [4] . In this inequality, we assume m ^ 1, n ^ 1. 
