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Tato bakala´rˇska´ pra´ce pojedna´va´ o hardwarove´ realizaci graficke´ho algoritmu pro vykreslova´n´ı
objekt˚u popsany´ch pomoc´ı 3D point clouds – reprezentace prostorovy´ch objekt˚u. Za´klad pro
implementaci funkcˇn´ıch jednotek tvorˇ´ı FPGA (Field-Programmable Gate Array) pa´rovane´
s DSP (Digital Signal Processor). Vyuzˇit´ım v´ıce pa´r˚u a s t´ım spojenou distribuc´ı za´teˇzˇe
vznika´ zaj´ımava´ mozˇnost zrychlova´n´ı vy´pocˇt˚u. Vstupn´ımi daty jsou takzvane´ 3D point
clouds, neboli mnozˇiny bod˚u, ktere´ jsou pro u´cˇel vykreslen´ı prˇevedeny na orientovane´
kruzˇnice promı´tnute´ do 2D – elipsy. Jako graficka´ reprezentace se jev´ı pro spoustu u´cˇel˚u
mnohem pouzˇitelneˇji, nezˇ nejbeˇzˇneˇji pouzˇ´ıvane´ s´ıteˇ troju´heln´ık˚u. Popsa´na je i samotna´
implementace odpov´ıdaj´ıc´ı na´vrhu syste´mu.
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Abstract
This bachelor’s thesis presents a hardware realization of graphic algorithm for rendering
objects described with 3D point clouds – a spatial objects representation. An FPGA (Field-
Programmable Gate Array) chip coupled with a DSP (Digital Signal Processor) creates
basement for implementation of function units. Is possible to decrease overall computation
time by using more than one of that pair. That mean so simple distribution of load is
used. The input graphical data is 3D point clouds – sets of points which are transformed
into oriented circles just for purpose of rendering. Result of projection of that elements
are ellipses. Such graphical representation seems to be more suitable for many purposes
than the most commonly used triangle meshes. The implementation equivalent to concept
is described too.
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V dnesˇn´ı dobeˇ se cˇloveˇk setka´va´ s pocˇ´ıtacˇi te´meˇrˇ vsˇude a spousta lid´ı si zˇivot bez nich
prakticky nedovede prˇedstavit. Hlavn´ım d˚uvodem je, zˇe s jejich pomoc´ı lze rˇesˇit spoustu
u´kon˚u mnohem efektivneˇji a rychleji. Neusta´le se vyv´ıjej´ıc´ı technicke´ vybaven´ı umozˇnˇuje
psan´ı na´rocˇneˇjˇs´ıch programu˚, jejichzˇ vy´stupy jsou o to kvalitneˇjˇs´ı. Tento trend lze nejle´pe
pozorovat u pocˇ´ıtacˇove´ grafiky, konkre´tneˇ u zobrazova´n´ı prostorovy´ch sce´n.
Na pocˇa´tku e´ry osobn´ıch pocˇ´ıtacˇ˚u sesta´valy konfigurace z pocˇetneˇ ma´lo vy´konny´ch
procesor˚u (Central Processing Unit – CPU ) doplneˇny´ch pameˇt´ı s malou kapacitou a pro-
pustnost´ı. Ani monochromaticke´ monitory s n´ızky´m rozliˇsen´ım 3D grafice prˇ´ıliˇs neprospeˇly.
S postupny´m zlepsˇova´n´ım technologi´ı a s vy´robou vyspeˇlejˇs´ıch vy´konneˇjˇs´ıch komponent˚u
nebyl proble´m rˇesˇit pomoc´ı procesoru klasicke´ operace 3D grafiky, jako jsou transformace,
projekce a dalˇs´ı. Avsˇak vsˇechny tyto vy´pocˇty CPU velice zdrzˇovaly od prova´deˇn´ı ostatn´ıch
operac´ı. Proto byl navrzˇen koncept, kde se o samotnou sce´nu stara´ specializovany´ procesor
osazeny´ na graficke´ karteˇ (Graphics Processing Unit – GPU ). Procesor pocˇ´ıtacˇe tak jizˇ jen
prˇeda´va´ povely GPU, ktere´ rˇesˇ´ı vsˇechny u´kony spojene´ s vykreslova´n´ım. Od te´ doby hraje
specializovany´ hardware v u´loha´ch zobrazova´n´ı 3D model˚u hlavn´ı u´lohu a prˇedevsˇ´ım d´ıky
neˇmu je mozˇno generovat rˇa´doveˇ des´ıtky azˇ stovky sn´ımk˚u sce´ny za sekundu.
Vsˇechny dnesˇn´ı graficke´ procesory jsou striktneˇ orientova´ny (co se ty´cˇe hardwarove´
akcelerace) na polygona´ln´ı modely. Jako popis prostorove´ sce´ny ale existuje mnoho dalˇs´ıch
reprezentac´ı, ktere´ jsou pro jiste´ aplikace mnohem vhodneˇjˇs´ı. Jednou z nich je i 3D point
clouds. Tato reprezentace je charakteristicka´ svy´m specificky´m pouzˇit´ım a odliˇsny´m zp˚usobem
zpracova´n´ı. Protozˇe v dnesˇn´ı dobeˇ chyb´ı podpora point clouds na u´rovni technicke´ho vy-
baven´ı, je hardwarova´ implementace graficky´ch algoritmu˚ pro vykreslova´n´ı a manipulaci
s takto reprezentovany´m modelem logicky´m krokem. Vy´pocˇty pak lze snadno urychlovat
vhodnou distribuc´ı za´teˇzˇe, paraleln´ım zpracova´n´ım u´loh, nebo veˇtsˇ´ımi a rychlejˇs´ımi cˇipy,
ktere´ vykona´vaj´ı danou u´lohu.
Zada´n´ım projektu je tedy vytvorˇit aplikaci, ktera´ bude funkcˇnost hardwarove´ podpory
point clouds vcˇetneˇ paraleln´ıho zpracova´n´ı demonstrovat. Jedna´ se o syste´m sestaveny´ z
r˚uznorody´ch cˇa´st´ı (software, DSP, FPGA, . . . ) jehozˇ u´kolem je vykreslit sce´nu popsanou
pomoc´ı point clouds a vy´sledek zobrazit na monitoru nebo LCD. Kazˇda´ cˇa´st syste´mu se
soustrˇed´ı na vykona´va´n´ı specificke´ operace ktera´ je jej´ımu u´cˇelu pouzˇit´ı vlastn´ı a v n´ızˇ lze
dane´ operace prova´deˇt co mozˇna´ nejefektivneˇji.
C´ıle projektu jsou na´sleduj´ıc´ı. V prvn´ı rˇadeˇ je to sofistikovane´ rˇesˇen´ı syste´move´ ar-
chitektury s prima´rneˇ snadnou modifikovatelnost´ı nejen pro konkre´tn´ı hardware (pocˇet a
velikost cˇip˚u), ale take´ pro konkre´tn´ı potrˇeby uzˇivatele – to jest barevna´ hloubka, rozliˇsen´ı
sce´ny a dalˇs´ı. Podstatna´ je take´ mozˇnost rozsˇ´ıˇren´ı na´vrhu o nove´ budouc´ı mysˇlenky bez
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potrˇeby vy´razneˇ a slozˇiteˇ obmeˇnˇovat na´vrh p˚uvodn´ı. Steˇzˇejn´ı pro cely´ projekt je akcelerace
vy´pocˇt˚u vyuzˇit´ım hardwarovy´ch cˇip˚u naprogramovany´ch “na mı´ru” pro danou aplikaci a
umozˇnuj´ıc´ıch teˇzˇit z vy´hod rˇesˇen´ı pomoc´ı pipeline. Lze take´ zkra´tit celkovou dobu trva´n´ı
operac´ı (u´meˇrne´ pocˇtu funkcˇn´ıch jednotek) d´ıky distribuci za´teˇzˇe a z toho vyply´vaj´ıc´ıho par-
aleln´ıho zpracova´n´ı dat. Vedlejˇs´ım efektem tohoto projektu by mohlo by´t pra´veˇ zviditelneˇn´ı
pouzˇit´ı 3D point clouds model˚u. Urcˇiteˇ je v nich velky´ potencia´l a jejich podpora v GPU
by byla do budoucna v´ıce nezˇ zaj´ımavou a uzˇitecˇnou novinkou nejen pro aplikace typu 3D
CAD, ale trˇeba i pro 3D pocˇ´ıtacˇove´ hry.
Mracˇno bod˚u (v origina´le point cloud) je prakticky mnozˇinou vrchol˚u ve 3D prostoru.
Tyto vrcholy jsou obvykle definova´ny pomoc´ı sourˇadnic X, Y, Z. Point clouds jsou pro-
duktem 3D skener˚u, ktere´ sn´ımaj´ı (promeˇrˇuj´ı) velke´ mnozˇstv´ı bod˚u na povrchu objektu.
Vy´stupem je mnozˇina bod˚u (point cloud) jako datovy´ soubor. Ten reprezentuje viditelny´
povrch objektu, ktery´ byl skenova´n a digitalizova´n. Point clouds lze vyuzˇ´ıt pro spoustu
u´cˇel˚u, vcˇetneˇ vytva´rˇen´ı 3D CAD model˚u pro vyra´beˇne´ soucˇa´sti, metrologii nebo kvalitativn´ı
kontrolu, ale i pro velke´ mnozˇstv´ı vizualizac´ı, animac´ı, vykreslova´n´ı a mnoho za´kaznicky´ch
aplikac´ı. Point clouds obecneˇ nejsou samy o sobeˇ ve veˇtsˇineˇ 3D aplikac´ı pouzˇitelne´ prˇ´ımo,
a proto by´vaj´ı prˇeva´deˇny na model reprezentovany´ s´ıt´ı troju´heln´ık˚u, NURBS surface, nebo
CAD modely zpracova´vane´ procesem beˇzˇneˇ zna´my´m jako reverzn´ı inzˇeny´rstv´ı. Dı´ky tomu
maj´ı sˇiroke´ spektrum pouzˇit´ı. Jedna z aplikac´ı, ve ktere´ jsou point clouds pouzˇitelne´ bez
jaky´chkoli konverz´ı, je pr˚umyslova´ metrologie nebo kontrola. Point cloud vyrobene´ soucˇa´sti
mu˚zˇe by´t prˇeveden na CAD model (nebo i na dalˇs´ı point cloud) a porovna´n pro zjiˇsteˇn´ı
odliˇsnost´ı. Tyto rozd´ıly mohou by´t zobrazeny v podobeˇ barevne´ mapy, ktera´ poslouzˇ´ı jako
indika´tor odchylek mezi vyrobenou soucˇa´st´ı a CAD modelem. Geometricke´ rozmeˇry a tol-
erance lze z point cloud snadno vycˇ´ıst take´. (Prˇelozˇeno z [6].)
Tato bakala´rˇska´ pra´ce je prˇehledneˇ cˇleneˇna do neˇkolika kapitol, prˇicˇemzˇ jejich struktura
a obsah je zhruba na´sleduj´ıc´ı.
Kapitola 1 uva´d´ı do proble´mu pocˇ´ıtacˇ˚u a zobrazova´n´ı obecneˇ. Postupneˇ se zameˇrˇuje na
zobrazova´n´ı modelu popsane´ho pomoc´ı mnozˇiny vrchol˚u (point clouds). Take´ pojedna´va´ o
za´kladn´ıch principech te´to mnozˇiny. Je zde prezentova´na motivace vedouc´ı k implementaci
projektu a prˇedstaveny jsou jeho hlavn´ı c´ıle.
Obsah kapitoly 2 se ty´ka´ princip˚u renderingu point clouds model˚u. Je zde krok za
krokem popsa´n postup generova´n´ı cˇa´stic ze vstupn´ıch dat, tedy jejich promı´tnut´ı do 2D
soustavy sourˇadnic a soucˇasny´ vy´pocˇet barevne´ho modelu. Na´sledneˇ je vysveˇtlena u´loha
buffer˚u sce´ny prˇi vykreslova´n´ı modelu a za´pis dat do pameˇti samotny´.
Jelikozˇ je hlavn´ım pil´ıˇrem projektu hardware, jsou v kapitole 3 strucˇneˇ popsa´ny charak-
teristicke´ vlastnosti architektury jednotlivy´ch prvk˚u – DSP a FPGA. Zmı´neˇna je jak jejich
historie, tak parametry soucˇasny´ch model˚u na trhu hardwarovy´ch komponent.
V kapitole 4 je neˇkolik zmı´nek o p˚uvodn´ı implementaci projektu. Ta je strucˇneˇ popsa´na
a diskutova´ny jsou rozd´ıly vzhledem k nove´ architekturˇe. Rozebra´ny jsou i odliˇsnosti oproti
rˇesˇen´ı s vyuzˇit´ım GPU. Jako za´veˇr ze vsˇech poznatk˚u jsou prezentova´ny prˇedpokla´dane´
vy´hody a nevy´hody.
Kompletn´ı popis architektury syste´mu lze nale´zt v kapitole 5. Jsou zde probra´ny u´koly
jednotlivy´ch hardwarovy´ch prvk˚u v rea´lne´m procesu renderingu.
Kapitola 6 navazuje na kapitolu prˇedchoz´ı a podrobneˇ vysveˇtluje funkci a rˇesˇen´ı jed-
notlivy´ch cˇa´st´ı syste´mu. Take´ jsou zde diskutova´ny programovac´ı jazyky vhodne´ pro imple-
mentaci jednotlivy´ch cˇa´st´ı. Aby nedosˇlo k nedorozumeˇn´ı cˇi nepochopen´ı, je popis pr˚ubeˇzˇneˇ
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doplnˇova´n souvisej´ıc´ımi obra´zky a schematy.
Vy´sledky neˇkolika test˚u vy´konnosti a funkcˇnosti, ktere´ by mohli napoveˇdeˇt co mu˚zˇeme
od syste´mu ocˇeka´vat, jsou shroma´zˇdeˇny v kapitole 7.
Posledn´ı za´veˇrecˇna´ kapitola 8 shrnuje a diskutuje vsˇechny dosazˇene´ c´ıle. Je zde vysveˇtleno
splneˇn´ı zada´n´ı, zmı´neˇny jsou proble´my ktere´ nastaly prˇi rˇesˇen´ı projektu. Syste´m je zhod-
nocen a doplneˇn je vy´hled do budoucna.
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Kapitola 2
Rendering point clouds modelu
Promı´tnut´ı element˚u 3D point clouds modelu do 2D soustavy sourˇadnic pro na´sledny´ ren-
dering je jedn´ım ze slozˇiteˇjˇs´ı u´kol˚u tohoto projektu. Velikou inspirac´ı pro mne byl odborny´
cˇla´nek publikovany´ prˇedn´ımi kapacitami nasˇeho u´stavu [1], ktery´ se danou problematikou
zaby´va´.
2.1 Vstupn´ı mnozˇina dat
Vstupem syste´mu by meˇly by´t jednotlive´ body modelu. Kazˇdy´ z bod˚u je definova´n sourˇadnic´ı
a norma´lovy´m vektorem:
Bod = {strˇed(X0, Y0, Z0), norma´la(Xn, Yn, Zn)}
U´daje o kazˇde´m bodu lze doplnit o polomeˇr cˇa´stice u´meˇrny´ hustoteˇ bod˚u v dane´m mı´steˇ
(viz n´ızˇe). Pro u´cˇely vykreslova´n´ı barevne´ho modelu je v´ıce nezˇ zˇa´douc´ı prˇiˇradit pro kazˇdou
cˇa´stici materia´l jej´ıho povrchu, ktery´ bude pouzˇit pro vy´pocˇet Phongova osveˇtlovac´ıho
modelu (viz n´ızˇe).
Obra´zek 2.1: Prˇ´ıklad graficky zna´zorneˇne´ vstupn´ı mnozˇiny bod˚u.
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2.2 Zobrazova´n´ı cˇa´stic
Protozˇe bod je charakteristicky´ svoj´ı nulovou plochou, je nutne´ jej prˇeve´st na cˇa´stici
kterou jizˇ bude mozˇno bez pot´ızˇ´ı vykreslit. V tomto prˇ´ıpadeˇ se jedna´ o orientovany´ kruh
s vypocˇtenou barvou a polomeˇrem. Prˇevod na tento typ cˇa´stice prob´ıha´ v na´sleduj´ıc´ıch
kroc´ıch:
1. Polomeˇr kruhu je volen podle pocˇtu bod˚u v jej´ım bezprostrˇedn´ım okol´ı. Jiny´mi slovy,
cˇ´ım veˇtsˇ´ı hustota bod˚u v dane´m mı´steˇ, t´ım mensˇ´ı polomeˇr kruh˚u reprezentuj´ıc´ıch
dane´ body. Tote´zˇ plat´ı analogicky i naopak. Protozˇe se jedna´ o nemeˇnny´ u´daj, lze jej
zakomponovat do vstupn´ı mnozˇiny bod˚u. To znamena´, zˇe tyto u´daje jsou spocˇ´ıta´ny
pouze jednou prˇi generova´n´ı vstupn´ıch dat a nen´ı trˇeba pro tento u´cˇel vyhrazovat
prostrˇedky ve vlastn´ım procesu vykreslova´n´ı modelu.
2. Jak jizˇ bylo zmı´neˇno vy´sˇe, kazˇdy´ ze vstupn´ıch bod˚u nen´ı charakterizova´n pouze svy´m
strˇedem, ale take´ norma´lovy´m vektorem urcˇuj´ıc´ım orientaci kruhu. To je steˇzˇejn´ı
pro vy´sledny´ tvar cˇa´stice i jej´ı barvu. Nyn´ı jizˇ mu˚zˇe cˇa´stice dostat svou fina´ln´ı geo-
metrickou podobu. Tento proces sesta´va´ ze dvou na´sleduj´ıc´ıch krok˚u:
• Promı´tnut´ı natocˇene´ho kruhu do 2D soustavy sourˇadnic. Vy´sledkem operace je
elipsa. Prˇ´ıklad te´to projekce si lze prohle´dnout na obra´zku 2.2.
Prˇed promı´tnut´ım samotny´m je jesˇteˇ zˇa´douc´ı zmeˇnit polomeˇr kruhu v za´vislosti





N={x ,y ,z }n n n
C={x ,y ,z }0 0 0
Obra´zek 2.2: Na´kres 2D projekce cˇa´stice se strˇedem C, norma´lou N a polomeˇrem R
• Vy´pocˇet barvy povrchu cˇa´stice. Pro konkre´tn´ı norma´lovy´ vektor, zadany´ ma-
teria´l cˇa´stice a dane´ sveˇtelne´ zdroje je vypocˇten Phong˚uv empiricky´ osveˇtlovac´ı
model [3].
Zde ma´ kazˇdy´ sveˇtelny´ zdroj ovlivnˇuj´ıc´ı sce´nu definova´ny parametry id a is, cozˇ
je intenzita (obvykle zadana´ hodnotami RGB) difuzn´ı a odrazove´ slozˇky emito-
vane´ho sveˇtla. Jediny´ parametr ia popisuje sveˇtlo prˇicha´zej´ıc´ı z okol´ı. Prakticky
se jedna´ o soucˇet sveˇtelny´ch prˇ´ır˚ustk˚u z okoln´ıch zdroj˚u – rozpty´lene´ sveˇtlo,
sveˇtelny´ sˇum.
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Velmi d˚ulezˇity´m pro vy´pocˇet Phongova modelu je materia´l povrchu, na ktery´
sveˇtlo dopada´. Je definova´n teˇmito parametry:
– ka: konstanta definuj´ıc´ı pomeˇr reflexe slozˇky rozpty´lene´ho sveˇtla (ambient),
tato slozˇka je prˇ´ıtomna´ ve vsˇech bodech renderovane´ sce´ny
– kd: konstanta definuj´ıc´ı pomeˇr reflexe difuzn´ı slozˇky dopadaj´ıc´ıho sveˇtla (di-
fuse), jedna´ se o soucˇa´st p˚uvodn´ıho Lambertova osveˇtlovac´ıho modelu
– ks: konstanta definuj´ıc´ı pomeˇr reflexe odrazove´ slozˇky dopadaj´ıc´ıho sveˇtla
(specular)
– ns: konstanta definuj´ıc´ı ostrost odlesku materia´lu, rozhoduje jak rovnomeˇrneˇ
je sveˇtlo odrazˇeno od leskle´ho bodu (to mu˚zˇe ve´st azˇ k zrcadl´ıc´ımu povrchu)
Da´le je pro Phong˚uv model velmi d˚ulezˇita´ poloha a natocˇen´ı sveˇtelny´ch zdroj˚u,
povrchu objektu a pozorovatele v˚ucˇi sobeˇ. Na obra´zku 2.3 je cela´ tato inter-
akce zna´zorneˇna pomoc´ı vektor˚u. ~L reprezentuje vektor sveˇtla dopadaj´ıc´ıho pod
u´hlem θ na povrch s norma´lou ~N . Podle za´konu odrazu je sveˇtlo odrazˇeno
pod stejny´m u´hlem ve smeˇru ~R. Umı´steˇn´ı pozorovatele (virtua´ln´ı kamery) je
naznacˇeno vektorem ~V , ktery´ s paprskem odrazˇene´ho sveˇtla sv´ıra´ u´hel α.
Aplikaci vsˇech teˇchto parametr˚u jasneˇ ukazuje rovnice pro vy´pocˇet Phongova
osveˇtlovac´ıho modelu 2.1. Lze si vsˇimnout, zˇe poloha kamery (~V ) neovlivnˇuje
vy´pocˇet prˇ´ır˚ustku difuzn´ı slozˇky dopadaj´ıc´ıho sveˇtla k celkove´ intenziteˇ sveˇtla
odrazˇene´ho smeˇrem k pozorovateli. Je to proto, zˇe odraz difuzn´ı slozˇky je kon-
stantn´ı ve vsˇech smeˇrech z bodu dopadu. Prˇ´ır˚ustek odrazove´ slozˇky je nezaned-
batelny´ pouze v prˇ´ıpadeˇ, zˇe se smeˇr odrazˇene´ho sveˇtla (~R) bl´ızˇ´ı smeˇru k po-
zorovateli (~V ), cozˇ lze meˇrˇit jako kosinus u´hlu α mezi nimi. Pokud je parametr
ns (oznacˇovany´ take´ jako ostrost odlesku) reprezentova´n velkou hodnotou (zna-
mena´ te´meˇrˇ zrcadl´ıc´ı odraz), pak pro jaky´koli paprsek sveˇtla odrazˇeny´ ve smeˇru
jine´m, nezˇ prˇ´ımo k pozorovateli, bude reflexe odrazove´ slozˇky sveˇtla te´meˇrˇ nulova´
z d˚uvodu velke´ho umocneˇn´ı kosinu.




kd(~L · ~N)id + ks(~R · ~V )nsis
)
(2.1)
V prˇ´ıpadeˇ barevne´ reprezentace hodnotami RGB je vhodne´ vypocˇ´ıtat rovnici 2.1







Obra´zek 2.3: Phong˚uv osveˇtlovac´ı model
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3. Posledn´ım krokem generova´n´ı cˇa´stice je jej´ı rasterizace pomoc´ı vhodne´ho algoritmu,
neboli prˇevod vektorove´ reprezentace na ekvivalentn´ı rastrovou formu. Tu jizˇ lze pixel
po pixelu zapsat do pameˇti a posle´ze vykreslit na rastrovy´ch zobrazovac´ıch zarˇ´ızen´ıch,
jako je naprˇ´ıklad monitor, nebo LCD.
2.3 Vykreslova´n´ı cˇa´stic do bufferu
Pro korektn´ı za´pis cˇa´stic do pameˇti jsou potrˇebne´ dva buffery:
• Buffer pro renderovanou sce´nu - frame buffer . Obsahuje informace o barveˇ kazˇde´ho
z pixel˚u.
• Buffer hloubky – Z-buffer . Obsahuje informaci o hloubce pixelu, ktery´ je pro prˇ´ıslusˇnou
sourˇadnici zapsa´n v pameˇti renderovane´ sce´ny.
Jednotlive´ cˇa´stice jsou postupneˇ zapisova´ny do buffer˚u. Samotny´ za´pis prob´ıha´ pixel po
pixelu a je potrˇeba jej rˇesˇit ve dvou kroc´ıch:
1. Nejprve je porovna´na sourˇadnice Z zapisovane´ho bodu se sourˇadnic´ı zapsanou v
bufferu hloubky.
2. Pokud nen´ı hloubka zapisovane´ho pixelu veˇtsˇ´ı, je zapsa´na jeho barva do frame bufferu
a za´rovenˇ dojde k aktualizaci prˇ´ıslusˇne´ hodnoty v bufferu hloubky.
Pokud by tedy byl pixel cˇa´stice zakryty´ jiny´m pixelem jizˇ vykreslene´ho elementu, pak
nen´ı v˚ubec zapisova´n. Tato technika je nazy´va´na Z-culling [7] a vy´sledkem jej´ıho pouzˇit´ı je
korektneˇ a efektivneˇ vykresleny´ model.
2.4 Zobrazen´ı renderovane´ sce´ny
Obra´zek 2.4: Prˇ´ıklad vykreslene´ho point cloud modelu.
Vy´sledkem postupne´ho proveden´ı vsˇech teˇchto krok˚u je frame buffer obsahuj´ıc´ı ren-
derovany´ model. Ten je jizˇ prˇipraven pro zobrazen´ı na na jake´mkoli 2D rastrove´m zobra-




Nejefektivneˇjˇs´ı cesta ke zrychlen´ı slozˇity´ch algoritmu˚ je jejich implementace do specializo-
vane´ho hardware. Ze soucˇasne´ sˇiroke´ nab´ıdky hardwarovy´ch prvk˚u na trhu se pro konkre´tn´ı
pouzˇit´ı v tomto projektu se nejv´ıce hod´ı dva – DSP a FPGA.
3.1 DSP
Takzvany´ signa´lovy´ procesor (Digital Signal Processor – DSP) je specializovany´m mikro-
procesorem navrzˇeny´m pra´veˇ pro digita´ln´ı zpracova´n´ı signa´l˚u, zpravidla se jedna´ o real-time
vy´pocˇty. (Obsah sekce prˇelozˇen z [4])
Typicke´ vlastnosti
Signa´love´ procesory jsou charakteristicke´ na´sleduj´ıc´ımi vlastnostmi:
• Jsou navrzˇeny pro real-time zpracova´n´ı.
• Maj´ı optima´ln´ı vy´kon pro zpracova´n´ı streamovany´ch dat.
• Jejich pameˇt’ pro program a data je oddeˇlena.
• Podporuj´ı specia´ln´ı instrukce pro SIMD (Single Instruction, Multiple Data) operace.
• Nemaj´ı hardwarovou podporu pro multitasking.
• Jsou schopne´ u´cˇastnit se komunikace jako DMA rˇadicˇe.
• Zpracova´vaj´ı digita´ln´ı signa´ly prˇevedene´ (pomoc´ı A-D prˇevodn´ıku) z analogovy´ch.
Vy´stupy jsou konvertova´ny D-A prˇevodn´ıkem zpeˇt na analogovy´ signa´l.
Rysy architektury
Digitalizovane´ signa´ly mohou by´t zpracova´ny i konvencˇn´ımi procesory (CPU, . . . ). Avsˇak
DSP je navrzˇeno s potrˇebny´mi optimalizacemi prˇ´ımo v architekturˇe, cozˇ ve vy´sledku zna-
mena´ nejen rychlejˇs´ı zpracova´n´ı, ale i nizˇsˇ´ı cenu cˇipu, vcˇetneˇ n´ızke´ho zahrˇ´ıva´n´ı a spotrˇeby
energie.
Typicke´ rysy architektury signa´lovy´ch procesor˚u jsou zhruba na´sleduj´ıc´ı:
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• Co se ty´ka´ toku programu, tak floating-point jednotka je integrova´na prˇ´ımo do cesty
toku dat. Architektura vyuzˇ´ıva´ rˇesˇen´ı pomoc´ı pipeline a v neposledn´ı rˇadeˇ obsahuje
paraleln´ı scˇ´ıtacˇky a na´sobicˇky. Specia´ln´ı hardware zajiˇst’uje prova´deˇn´ı cykl˚u a smycˇek
s minima´ln´ı rezˇi´ı.
• Pameˇt’ova´ architektura mu˚zˇe by´t bud’ Harvardska´, nebo modifikovana´ von Neu-
mannova. Specificka´ by´va´ svou schopnost´ı nacˇ´ıst v´ıce dat cˇi instrukc´ı najednou. Neob-
vykle´ nen´ı ani pouzˇit´ı DMA rˇadicˇe pro prˇ´ıstup do pameˇti, nebo specia´ln´ıho obvodu
pro vy´pocˇet adresy.
• Datove´ operace jsou evidentneˇ prˇizp˚usobeny pro pra´ci se signa´ly. Je pouzˇita specia´ln´ı
aritmetika, kde operace s libovolnou hodnotou mu˚zˇe ve´st azˇ k maximu respektive min-
imu (saturaci), ale nikdy nedojde k prˇetecˇen´ı respektive podtecˇen´ı. Cˇasto je vyuzˇ´ıva´na
fixed-point aritmetika pro urychlen´ı zpracova´n´ı. Prova´deˇn´ı operac´ı v jednom stro-
jove´m cyklu zvysˇuje vy´hody rˇesˇen´ı vyuzˇit´ım pipeline.
• Instrukcˇn´ı sada se vyznacˇuje podporou operac´ı pro scˇ´ıta´n´ı matic urychluj´ıc´ıch kon-
voluce (filtrova´n´ı), skala´rn´ı soucˇin, . . . Vyj´ımkou nen´ı pouzˇit´ı instrukc´ı za u´cˇelem
zlepsˇen´ı paraleln´ıho zpracova´n´ı jako jsou SIMD1, VLIW 2 a superskala´rn´ı architek-
tura3. Pouzˇ´ıvaj´ı se i instrukce pro modulo adresova´n´ı v kruhovy´ch bufferech a bitoveˇ
prˇevra´ceny´ adresovac´ı mo´d pro krˇ´ızˇove´ odkazova´n´ı prˇi rychle´ Fourieroveˇ transformaci
(FFT ). Lze se i setkat s cˇasoveˇ nemeˇnny´m ko´dova´n´ım za u´cˇelem zjednodusˇen´ı hard-
ware a zvy´sˇen´ı efektivity zako´dova´n´ı.
Historie
V minulosti se na trhu vystrˇ´ıdalo neˇkolik generac´ı signa´lovy´ch procesor˚u. Mezi prvn´ı lze
zarˇadit naprˇ´ıklad Intel 2920 z roku 1978, ktery´ meˇl D-A/A-D prˇevodn´ıky integrovane´ prˇ´ımo
na cˇipu. V roce 1979 firma AMI vypustila model S2811 navrzˇeny´ jako periferie procesoru,
ten ale nebyl prˇ´ıliˇs u´speˇsˇny´.
S rokem 1979 se objevil prvn´ı samostatny´ cˇip od Bell Labs, konkre´tneˇ Mac 4 Micro-
processor. Tou dobou se zacˇaly vyra´beˇt procesory ktere´ vyuzˇ´ıvaly vy´hod rˇesˇen´ı vyuzˇit´ım
pipeline.
V roce 1983 prˇiˇsla na trh s vlastn´ım DSP i firma Texas Instruments (TI). Bylo to
TMS32010 s Harvardskou architekturou a specia´ln´ı instrukcˇn´ı sadou. 16-ti bitova´ cˇ´ısla
zpracovalo operac´ı MAC 4 za 390ns. TI se od te´ doby stal nejveˇtsˇ´ım vy´robcem v oblasti
teˇchto specializovany´ch procesor˚u.
Po 5-ti letech, se s druhou generac´ı objevily pameˇti pro ulozˇen´ı dvou operand˚u soucˇasneˇ.
Novy´ byl vestaveˇny´ hardware pro urychlova´n´ı nekonecˇny´ch smycˇek a noveˇ se objevila i
jednotka staraj´ıc´ı se o adresova´n´ı v cyklu. Neˇktere´ procesory meˇly 24 bitove´ promeˇnne´ a
obvykle bylo potrˇeba 21ns pro operaci MAC. Typicky´ prˇedstavitel pro tuto generaci byly
AT&T DSP16A nebo Motorola DSP56001.
Nejd˚ulezˇiteˇjˇs´ı vylepsˇen´ı ve trˇet´ı generaci bylo nasazen´ı aplikacˇneˇ specificky´ch jednotek
(vcˇetneˇ instrukc´ı) do cesty toku dat, nebo neˇkdy i jako koprocesory. Tyto jednotky umozˇnˇovaly
prˇ´ımou hardwarovou akceleraci velice specificky´ch a komplexn´ıch matematicky´ch u´loh.
1Single Instruction, Multiple Data – zpracova´n´ı veˇtsˇ´ıho mnozˇstv´ı dat jednou instrukc´ı
2Very Long Instruction Word – instrukcˇn´ı slovo v sobeˇ nese v´ıce primitivn´ıch instrukc´ı, ktere´ se vykonaj´ı
paralelneˇ
3prova´d´ı se v´ıce nezˇ jedna instrukce beˇhem jednoho strojove´ho cyklu
4Multiply-ACcumulate – maticova´ operace
10
Naprˇ´ıklad se jednalo o Fourierovu transformaci nebo maticove´ operace. Neˇktere´ cˇipy, jako
naprˇ´ıkladMotorola MC68356, byly slozˇeny z v´ıce jader, ktera´ pak pracovala neza´visle. Dalˇs´ı
konkre´tn´ı modely z roku 1995 jsou TI TMS320C541 nebo TMS 320C80.
Cˇtvrtou generaci lze nejle´pe charakterizovat zmeˇnami v instrukcˇn´ıch sada´ch a v jejich
ko´dova´n´ı a deko´dova´n´ı. SIMD a MMX 5 rozsˇ´ıˇren´ı byla zakomponova´na do na´vrhu. Objevila
se i VLIW a superskala´rn´ı architektura. Jako vzˇdy se zvy´sˇila rychlost, 3ns na operaciMAC
nyn´ı nen´ı proble´m.
Soucˇasnost
Dnesˇn´ı signa´love´ procesory poskytuj´ı mnohem veˇtsˇ´ı vy´kon. Je to d˚usledek vylepsˇen´ı v ar-
chitektura´ch a technologi´ıch jako je sˇirsˇ´ı sbeˇrnice, rychla´ dvouu´rovnˇova´ vyrovna´vac´ı pameˇt’,
rˇadicˇ (E)DMA a dalˇs´ı. Pochopitelneˇ ne vsˇechna DSP poskytuj´ı stejny´ vy´kon. Existuje
spousta druh˚u, z nichzˇ kazˇdy´ se hod´ı pro jinou specifickou u´lohu. Jejich ceny se pohybuj´ı
mezi 1, 50$ azˇ 300$. Vy´robc˚u je cela´ rˇada (Freescale, Analog Devices), prˇicˇemzˇ nejzna´meˇjˇs´ı
Texas Instruments ma´ na trhu spoustu u´speˇsˇny´ch model˚u, z nichzˇ naprˇ´ıklad se´rie C6000 je
taktova´na na 1.2GHz, ma´ oddeˇlene´ vyrovna´vac´ı pameˇti pro instrukce a data (8MB v druhe´
u´rovni) a jeho vstup–vy´stupn´ı rychlost je obrovska´ d´ıky cˇtyrˇiasˇedesa´ti (E)DMA kana´l˚um.
Vrcholne´ rˇady maj´ı vy´kon azˇ 8000 MFLOPS 6, pouzˇ´ıvaj´ı VLIW ko´dova´n´ı umozˇnˇuj´ıc´ı 8
operac´ı beˇhem strojove´ho cyklu. Veˇtsˇina se´ri´ı je nav´ıc kompatibiln´ı s velky´m mnozˇstv´ım
periferi´ı a sbeˇrnic.
Spousta model˚u signa´lovy´ch procesor˚u pouzˇ´ıva´ aritmetiku s pevnou rˇa´dovou cˇa´rkou,
protozˇe prˇi zpracova´n´ı rea´lny´ch signa´l˚u nen´ı potrˇebny´ tak velky´ rozsah jako poskytuje
cˇa´rka plovouc´ı. Dı´ky zjednodusˇen´ı hardware se zvy´sˇ´ı jeho vy´pocˇetn´ı vy´kon a sn´ızˇ´ı slozˇitost.
Naopak DSP pocˇ´ıtaj´ıc´ı v plovouc´ı rˇa´dove´ cˇa´rce jsou nepostradatelna´ v aplikac´ıch, kde je
obrovsky´ dynamicky´ rozsah hodnot potrˇebny´. Vy´voja´rˇi je take´ mohou vyuzˇ´ıt k sn´ızˇen´ı ceny
a slozˇitosti software na u´kor ceny hardware, protozˇe algoritmy jsou obecneˇ le´pe implemen-
tovatelne´ ve floating point aritmetice.
Konvencˇn´ı CPU si vyp˚ujcˇily od signa´lovy´ch procesor˚u neˇktere´ z mysˇlenek, jako je
naprˇ´ıklad rozsˇ´ıˇren´ı instrukcˇn´ı sady MMX nebo SSE 7. Tyto koncepty se pak objevily v
instrukcˇn´ı sadeˇ architektury spolecˇnosti Intel zna´me´ jako IA-32.
Obecneˇ jsouDSP velmi slozˇite´ a dedikovane´ integrovane´ obvody, nicme´neˇ jejich funkcionalita
mu˚zˇe by´t realizova´na v cˇipech FPGA.
3.2 FPGA
FPGA (Field-Programmable Gate Array) [8] je polovodicˇovy´ obvod obsahuj´ıc´ı programo-
vatelne´ komponenty zvane´ “logicke´ bloky” a jejich konfigurovatelne´ propojen´ı. Kazˇdy´ ze
za´kladn´ıch prvk˚u mu˚zˇe by´t naprogramova´n na prova´deˇn´ı za´kladn´ıch logicky´ch funkc´ı jako
AND a XOR, nebo z nich lze sestavit komplexneˇjˇs´ı matematicke´ funkce a dekode´ry. Ve
veˇtsˇineˇ FPGA jsou do logicky´ch blok˚u vlozˇeny i pameˇt’ove´ prvky, ktere´ mohou zasta´vat
funkci jako obycˇejny´ klopny´ obvod, nebo je z nich mozˇno vystaveˇt pameˇt’.
5MultiMedia eXtension – obdoba SIMD
6Milion FLoationg point Operations Per Second – pocˇet milion˚u operac´ı v plovouc´ı rˇa´dove´ cˇa´rce za
sekundu, jednotka pro meˇrˇen´ı vy´konu
7Stream SIMD Extension – navazuje na rozsˇ´ıˇren´ı MMX
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Typicke´ vlastnosti
FPGA jsou charakteristicka´ zhruba na´sleduj´ıc´ımi vlastnostmi:
• Hierarchie konfigurovatelne´ho propojen´ı umozˇnˇuje pospojova´n´ı logicky´ch blok˚u podle
potrˇeb na´vrha´rˇe.
• Jsou obvykle pomalejˇs´ı nezˇ aplikacˇneˇ specificke´ integrovane´ obvody (ASIC ), nemohou
pojmout tak komplexn´ı na´vrh a maj´ı i veˇtsˇ´ı spotrˇebu energie.
• Na rozd´ıl od ASIC lze vnitrˇn´ı strukturu zmeˇnit prˇeprogramova´n´ım. Vhodne´ pro ladeˇn´ı
a vy´zkumne´ u´cˇely.
• Jejich programova´n´ı prob´ıha´ na za´kladeˇ popisu specializovany´mi HDL jazyky.
• Pomoc´ı specializovane´ho software je zdrojovy´ ko´d prˇeveden (syntetizova´n) na soubor,
ktery´ je do EEPROM nahra´n – docha´z´ı ke konfiguraci FPGA.
Rysy architektury
Soucˇasne´ nejveˇtsˇ´ı obvody FPGA obsahuj´ı azˇ 6 milion˚u ekvivalentn´ıch hradel (typicke´ dvou-
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Obra´zek 3.1: Vnitrˇn´ı struktura FPGA cˇipu.
Bloky IOB (Input/Output Block) jsou vstup-vy´stupn´ımi obvody pro kazˇdy´ pin pouzdra
cˇipu. Tyto bloky obvykle obsahuj´ı registr, budicˇ, multiplexer a ochranne´ obvody. Bloky
CLB (Configurable Logic Block) prˇedstavuj´ı vlastn´ı programovatelne´ logicke´ bloky, ktere´
mohou by´t mezi sebou libovolneˇ propojeny (naprogramova´n´ım) globa´ln´ı propojovac´ı matic´ı.












Obra´zek 3.2: Typicka´ struktura CLB.
FPGA obvykle umozˇnˇuj´ı propojit neˇktere´ signa´ly logicky´ch blok˚u prˇ´ımo se sousedn´ım
bez nutnosti vyuzˇ´ıvat globa´ln´ı propojovac´ı matici. Takove´to spoje maj´ı mnohem mensˇ´ı
zpozˇdeˇn´ı a umozˇnˇuj´ı tak realizovat naprˇ´ıklad rychle´ obvody sˇ´ıˇren´ı prˇenosu, cozˇ je nezbytne´
pro scˇ´ıtacˇky nebo na´sobicˇky.
Kromeˇ blok˚u zna´zorneˇny´ch na prˇedchoz´ıch obra´zc´ıch integruj´ı vy´robci do FPGA dalˇs´ı
prvky. Veˇtsˇina modern´ıch cˇip˚u obsahuje neˇkolik blok˚u rychle´ synchronn´ı staticke´ pameˇti
RAM. Velmi cˇasto obvody obsahuj´ı PLL (Phase Locked Loop) nebo DLL (Delay Locked
Loop) pro obnoven´ı charakteristik hodinove´ho signa´lu, prˇ´ıpadneˇ pro na´soben´ı nebo deˇlen´ı
jeho frekvence. Nejnoveˇjˇs´ı hradlova´ pole cˇasto obsahuj´ı bloky vhodne´ pro vytva´rˇen´ı slozˇity´ch
syste´mu˚ pro cˇ´ıslicove´ zpracova´n´ı signa´l˚u jako jsou naprˇ´ıklad hardwarove´ na´sobicˇky nebo
dokonce mikroprocesory.
Historie
Historicke´ korˇeny FPGA lze nale´zt v CPLD (Complex Programmable Logic Device) z
poloviny osmdesa´ty´ch let. Spoluzakladatel spolecˇnosti Xilinx, Ross Freeman vyvinul pro-
gramovatelne´ hradlove´ pole v roce 1984. Prakticky prvn´ı FPGA, ktere´ se objevilo na trhu,
byl roku 1985 model XC2064. Pozdeˇji se nova´ rˇada cˇip˚u XC4000 z roku 1991 se stala prvn´ı
opravdu rozsˇ´ıˇrenou a prˇinesla firmeˇ Xilinx zisk z jejich prodeje. Rodina cˇip˚u Virtex (rok
1998) byl jedn´ım z nejveˇtsˇ´ıch pokrok˚u v oblasti architektury FPGA. Dalˇs´ım miln´ıkem bylo
prˇedstaven´ı architektury Spartan-3 (rok 2003). Tento model se stal v˚ubec prvn´ım levny´m
FPGA cˇipem vyrobeny´ 90nm technologi´ı.
Soucˇasnost
V soucˇasne´ dobeˇ ma´ firma Xilinx na trhu modely rˇady Virtex-II, ktere´ jsou vyrobeny
nejmoderneˇjˇs´ımi technologiemi. V za´vislosti na velikosti cˇipu (nejmensˇ´ı XCV40, nejveˇtsˇ´ı
XCV8000 ) ma´ tato rˇada zhruba na´sleduj´ıc´ı vlastnosti:
• pocˇet syste´movy´ch hradel v rozmez´ı 40 tis´ıc azˇ 8 milion˚u, vnitrˇn´ı hodiny taktova´ny
na 420MHz, vstup-vy´stupn´ı rychlost prˇenosu azˇ 840MB/s
• vy´konne´ rozhran´ı pro extern´ı pameˇt’ (DRAM, SRAM, CAM )
• dedikovana´ blok pro na´sobicˇku 18-bit × 18-bit, azˇ 12 DCM modul˚u
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• cˇtvrta´ generace segmentove´ propojovac´ı struktury, minima´ln´ı zpozˇdeˇn´ı propojen´ı neza´visle´
na veˇtven´ı
• kompatibilita s PCI (33 a 66 MHz), PCI-X (66 a 133MHz) sbeˇrnicemi (3.3V), vyuzˇit´ı
diferencˇn´ıho signa´lu (LVDS )
Kompletn´ı vy´cˇet vlastnost´ı te´to rˇady lze naj´ıt v [8].
3.3 Vyuzˇit´ı kombinace DSP a FPGA
Kombinace dvou vy´sˇe uvedeny´ hardwarovy´ch komponent snadno najde uplatneˇn´ı v neˇktere´m
z multimedia´ln´ı projekt˚u, kde je potrˇeba hardwaroveˇ akcelerovat vy´pocˇty. Potom je nezbytne´
navrhnout specia´ln´ı technicke´ vybaven´ı, na ktere´m aplikace pobeˇzˇ´ı. Na uka´zku poslouzˇ´ı
obra´zek hardwarove´ho rˇesˇen´ı spolecˇnosti CAMEA




U´kolem te´to pra´ce bylo vytvorˇen´ı syste´mu pro rendering model˚u popsany´ch pomoc´ı 3D
point clouds. Pro rˇesˇen´ı te´to netrivia´ln´ı u´lohy se jako velice rozumne´ jevilo pouzˇit´ı na´pad˚u
a technik z publikace [1], ktera´ se pra´veˇ problematikou hardwarove´ akcelerace renderingu
teˇchto specificky´ch model˚u zaby´va´. Jedna´ se o prakticky prvn´ı funkcˇn´ı hardwarovou imple-
mentaci podobne´ho syste´mu na U´stavu Pocˇ´ıtacˇove´ Grafiky a Multime´di´ı FIT VUT v Brneˇ.
Postupem cˇasu a s prˇ´ıchodem nove´ho technicke´ho vybaven´ı vsˇak vznikl prostor pro dalˇs´ı
na´pady a vylepsˇen´ı, na neˇzˇ prˇedevsˇ´ım je tento projekt orientova´n.
4.1 Soucˇasny´ stav implementace
V soucˇasne´ dobeˇ je na U´stavu Pocˇ´ıtacˇove´ Grafiky a Multime´di´ı v provozu specia´ln´ı hard-
warova´ implementace. Na rozd´ıl od te´ nove´, pro kterou je prˇipraven univerza´ln´ı PC se
specia´ln´ım hardware, sta´vaj´ıc´ı beˇzˇ´ı na unika´tn´ı platformeˇ vyvinute´ pra´veˇ pro u´cˇel ren-
deringu 3D point clouds model˚u.
Architektura syste´mu sesta´va´ z pameˇti typu flash, signa´love´ho procesoru (DSP), FPGA
cˇipu, DMA rˇadicˇe, DRAM, videopameˇti a specia´ln´ıho obvodu pro rˇ´ızen´ı zobrazova´n´ı na
LCD.
Flash pameˇt’ obsahuje informace o jednotlivy´ch bodech. Ty jsou cˇteny pomoc´ı DSP,
ktere´ na jejich za´kladeˇ z tabulek naplneˇny´ch doprˇedu vypocˇ´ıtany´mi a zako´dovany´mi u´daji
(tvar, barva), vytvorˇ´ı specificke´ ko´dove´ slovo. V DRAM jsou alokova´ny specia´ln´ı buffery do
nichzˇ jsou jednotliva´ slova ukla´da´na v za´vislosti na sourˇadnici Y. Pote´ je naprogramova´n
rˇadicˇ DMA, ktery´ se postara´ o prˇekop´ırova´n´ı dat z DRAM do FPGA, v neˇmzˇ docha´z´ı k
zapisova´n´ı cˇa´stic do frame bufferu a Z-bufferu. Dı´ky vertika´ln´ımu serˇazen´ı cˇa´stic mohou
by´t jizˇ neaktivn´ı rˇa´dky kop´ırova´ny do videopameˇti, odkud je specia´ln´ı subsyste´m zobraz´ı
na monitoru. Alokovany´ch buffer˚u je v DRAM neˇkolik skupin. Po startu syste´mu se kazˇda´
z nich napln´ı ko´dovy´mi slovy transformovany´mi pro urcˇitou polohu kamery. Signa´lovy´ pro-
cesor pak jizˇ zˇa´dna´ data nezpracova´va´, ale pouze v cyklu da´va´ povely rˇadicˇi DMA, ktery´ do
FPGA prˇena´sˇ´ı obsahy jednotlivy´ch cˇa´st´ı pameˇti. To znatelneˇ urychl´ı zobrazovanou animaci.
Co se ty´cˇe vy´sˇe zminˇovane´ho zobrazovac´ıho subsyste´mu, byl nejsp´ıˇse tou nejslozˇiteˇjˇs´ı
a nejv´ıce proble´movou cˇa´st´ı (generovan´ı cˇasova´n´ı pro zobrazovac´ı zarˇ´ızen´ı, . . . ). Proble´mu˚
tohoto typu bude novy´ na´vrh usˇetrˇen vzhledem k pouzˇit´ı univerza´ln´ıho PC, kde je k zo-
brazen´ı sce´ny na LCD vyuzˇito sluzˇeb operacˇn´ıho syste´mu. Dı´ky tomu je bez proble´mu˚
mozˇne´ zmeˇrˇit se na dodrzˇen´ı hlavn´ıch c´ıl˚u uvedeny´ch v u´vodu.
Podrobneˇjˇs´ı popis experimenta´ln´ıho syste´mu (obra´zky 4.1 a 4.2) lze naj´ıt v [1].
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Obra´zek 4.1: Pu˚vodn´ı hardwarova´ implementace syste´mu..
Obra´zek 4.2: Hardwarova´ deska p˚uvodn´ıho syste´mu..
4.2 Odliˇsnosti proti p˚uvodn´ımu na´vrhu
Protozˇe nova´ implementace vyuzˇ´ıva´ stejnou za´kladn´ı mysˇlenku jako ta p˚uvodn´ı, je zrˇejme´,
zˇe si budou syste´my v mnoha ohledech velmi podobne´. Zaj´ımaveˇjˇs´ı bude, zameˇrˇit se na
hlavn´ı rozd´ıly:
1. Hardware:
∗ Novy´ syste´m pobeˇzˇ´ı na specia´ln´ı karteˇ vsazene´ do PCI slotu za´kladn´ı desky uni-
verza´ln´ıho PC. Karta samotna´ potom obsahuje konektory pro prˇipojen´ı modul˚u
se specificky´mi komponenty.
† Pu˚vodn´ı syste´m potrˇeboval pro beˇh pouze samotnou specia´ln´ı hardwarovou desku
vcˇetneˇ slozˇity´ch zobrazovac´ıch obvod˚u.
2. Paraleln´ı zpracova´n´ı:
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∗ Specificky´ hardware je navrzˇen tak, aby bylo mozˇno pouzˇ´ıt v´ıce modul˚u ob-
sahuj´ıc´ıch pa´r DSP – FPGA a pameˇt’ DRAM. Lze tak snadno zrychlit rendering
pomoc´ı distribuce za´teˇzˇe mezi v´ıce modul˚u.
† Hardwarova´ deska pro p˚uvodn´ı projekt zˇa´dne´ dodatecˇne´ u´pravy neumozˇnˇuje. K
dispozici je pouze jeden pa´r DSP – FPGA a bez nove´ho designu a vy´roby desky
nen´ı jake´koli paraleln´ı zpracova´n´ı (ve smyslu distribuce za´teˇzˇe uvedene´ vy´sˇe)
mozˇne´.
3. Velikost cˇa´stic:
∗ Koncept nove´ho syste´mu pocˇ´ıta´ s teoreticky neomezenou velikost´ı cˇa´stice ktera´
ma´ by´t vykreslena.
† Pu˚vodn´ı omezen´ı je 8× 8.
4. Barevny´ model:
∗ Noveˇ se pocˇ´ıta´ zjednodusˇeny´ Phong˚uv osveˇtlovac´ı model pro vsˇechny barevne´
slozˇky – Red, Green, Blue. Soucˇa´st´ı vstupn´ıch dat pro kazˇdy´ bod je i materia´l
povrchu cˇa´stice.
† Pu˚vodneˇ meˇly vsˇechny cˇa´stice stejny´ materia´l a Phong˚uv osveˇtlovac´ı model byl
vypocˇ´ıta´va´n pouze pro jasovou slozˇku b´ıle´ho sveˇtla. Vy´sledkem bylo zobrazen´ı
ve stupn´ıch sˇedi.
4.3 Porovna´n´ı s GPU
Za zmı´nku jisteˇ stoj´ı i srovna´n´ı s konvencˇn´ımi graficky´mi procesory. Hned na prvn´ı pohled
se nab´ız´ı neˇkolik rozd´ıl˚u:
• Vzhledem k podporˇe jednoho konkre´tn´ıho algoritmu ma´ point clouds zobrazovac´ı
syste´m mnohem mensˇ´ı slozˇitost.
• Pouzˇit´ım pa´ru DSP a FPGA je spotrˇeba oproti GPU mnohem mensˇ´ı a to i prˇi
prˇ´ıpadne´m zapojen´ı v´ıce jednotek paralelneˇ.
• Novy´ syste´m lze d´ıky d˚umyslne´mu konceptu provozovat na specializovane´m hardware
i bez PC.
• Vy´kon je zhruba srovnatelny´, ale co se ty´cˇe pocˇtu cˇa´stic za jednotku cˇasu je v´ıteˇzem
jasneˇ novy´ zobrazovac´ı syste´m.
4.4 Vy´hody a nevy´hody nove´ho konceptu
Z neˇkolika odliˇsnost´ı uvedeny´ch v sekci 4.2 vyply´vaj´ı jak vy´hody, tak i nevy´hody. Nejprve
se zameˇrˇme na vy´hody:
+ Dı´ky mozˇnosti propojen´ı cele´ho syste´mu se software pocˇ´ıtacˇe se zjednodusˇuje spousta
u´kon˚u, jako je naprˇ´ıklad za´sobova´n´ı syste´mu vstupn´ımi daty, zobrazen´ı renderovane´
sce´ny, ale i ladeˇn´ı syste´mu samotne´ho.
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+ Pro dalˇs´ı zrychlova´n´ı vy´pocˇt˚u lze vyuzˇ´ıt moduly s rychlejˇs´ımi signa´lovy´mi procesory
nebo veˇtsˇ´ımi a rychlejˇs´ımi FPGA cˇipy. Take´ s veˇtsˇ´ım pocˇtem modul˚u se cˇas potrˇebny´
pro vykreslen´ı sce´ny u´meˇrneˇ snizˇuje.
+ Zobrazova´n´ı jizˇ nen´ı limitova´no omezenou velikost´ı cˇa´stic a v prˇ´ıpadeˇ potrˇeby je bez
proble´mu˚ mozˇno vykreslit cˇa´stici veˇtsˇ´ı nezˇ 8× 8.
+ Dokonalejˇs´ı a veˇrneˇjˇs´ı implementace osveˇtlovac´ıho modelu a to vcˇetneˇ vyuzˇit´ı vsˇech
trˇ´ı jasovy´ch slozˇek RGB a materia´lu povrchu modelu. Vykresleny´ model se pak zda´
realisticˇteˇjˇs´ı.
A nyn´ı nevy´hody:
– Drazˇsˇ´ı hardware z d˚uvodu pouzˇit´ı v´ıce signa´lovy´ch procesor˚u, ale prˇedevsˇ´ım kv˚uli os-
azen´ı veˇtsˇ´ıho pocˇtu drahy´ch FPGA cˇip˚u. Cena je u´meˇrna´ pocˇtu modul˚u pro paraleln´ı
zpracova´n´ı.
Jak vidno proti nove´mu na´vrhu hovorˇ´ı pouze to, zˇe novy´ specia´ln´ı hardware je na´kladnou
za´lezˇitost´ı. Pokud ale vezmeme v u´vahu, zˇe koncepce nove´ho hardware pocˇ´ıta´ s univerza´ln´ım
pouzˇit´ım te´meˇrˇ pro jaky´koli multimedia´ln´ı projekt s pozˇadavkem na akceleraci algoritmu˚,
tak novy´ syste´m oproti p˚uvodn´ımu prakticky zˇa´dne´ hendikepy nema´. Naopak vy´hod je




Za´klad architektury byl s drobny´mi zmeˇnami prˇevzat ze syste´mu p˚uvodn´ıho. Sta´le se tedy
jedna´ o dvojici DSP – FPGA, ktera´ se stara´ o beˇh algoritmu˚ pro rendering. Kompletn´ı
vy´cˇet rozd´ıl˚u mezi na´vrhem p˚uvodn´ım a novy´m lze naj´ıt v kapitole 4.2.
Kazˇdy´ z prvk˚u hardwarove´ architektury se stara´ o urcˇitou cˇa´st procesu renderingu.
Neboli ma´ na starost proveden´ı jiste´ sady u´kon˚u, jezˇ je prvkem samotny´m dostatecˇneˇ efek-
tivneˇ proveditelna´. Naprˇ´ıklad relativneˇ ma´lo na´kladne´ DSP se hraveˇ zhost´ı konvencˇn´ıch
vy´pocˇt˚u a linea´rn´ıch transformac´ı, cˇ´ımzˇ jsou usˇetrˇeny zdroje v FPGA, ktere´ mohou by´t
pouzˇity za u´cˇelem implementace algoritmu˚ pro rychle´ paraleln´ı operace. Tyto nen´ı prak-
ticky mozˇne´ v signa´love´m procesoru efektivneˇ implementovat.
V na´sleduj´ıc´ıch kapitola´ch lze nale´zt popis funkce jednotlivy´ch prvk˚u hardware, prˇicˇemzˇ
jejich propojen´ı zjednodusˇeneˇ vystihuje obra´zek 5.1. Popsa´ny jsou jen relevantn´ı prvky, ale
pro beˇh syste´mu je jich potrˇeba v´ıce (CPLD obvod pro boot, FPGA jako arbitr pameˇti,





















Obra´zek 5.1: Zjednodusˇene´ sche´ma hardwarove´ architektury.
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5.1 Software jako vstupn´ı bod
O vstupn´ı data syste´mu se stara´ software – program pouzˇ´ıvaj´ıc´ı pro zprˇ´ıstupneˇn´ı registr˚u
DSP specia´ln´ı funkce. Nav´ıc se s jeho pomoc´ı inicializuje specia´ln´ı PCI karta, ktera´ nese
vsˇechny ostatn´ı hardwarove´ prvky potrˇebne´ pro implementaci syste´mu. Pomoc´ı tohoto pro-
gramu lze v neposledn´ı rˇadeˇ take´ vycˇ´ıst stavove´ registry z ostatn´ıch jednotek.
Hlavn´ım u´kolem, podstatny´m pro danou aplikaci, je prˇedevsˇ´ım za´sobova´n´ı signa´lovy´ch
procesor˚u vstupn´ımi daty – body popsany´mi strˇedovou sourˇadnic´ı, norma´lou, velikost´ı a
materia´lem. V prˇ´ıpadeˇ v´ıce nezˇ jednoho pa´ru DSP – FPGA se software stara´ o vhodnou
distribuci bod˚u mezi jednotlive´ jednotky. Pomoc´ı specia´ln´ıch knihovn´ıch funkc´ı z´ıska´va´
prˇ´ıstup do adresn´ıho prostoru, kde se nacha´z´ı registryDSP. Za´pisem a cˇten´ım urcˇity´ch z nich
komunikuje (pomoc´ı challenge-handshake) se signa´lovy´m procesorem. Urychlen´ı prˇenosu
dat ze syste´move´ pameˇti do DRAM signa´ln´ıho procesoru lze dosa´hnout naprogramova´n´ım
busmaster arbitra, ktery´ se o kop´ırova´n´ı dat po sbeˇrnici stara´ bez dalˇs´ıch za´sah˚u software.
Stejny´m zp˚usobem je vhodne´ osˇetrˇit i prˇenos renderovane´ sce´ny z hlavn´ı DRAM pameˇti.
Po skoncˇen´ı busmaster transakce ma´ program data prˇipravena v pozˇadovane´m pameˇt’ove´m
mı´steˇ a mu˚zˇe je zobrazit.
V procesu renderingu, tak jak byl teoreticky rozebra´n, se software stara´ o mnozˇinu
popsanou v sekci 2.1.
5.2 DSP – genera´tor ko´d˚u
U´lohou DSP je zajistit za´sobova´n´ı FPGA jasny´mi ko´dy nesouc´ımi v sobeˇ vsˇechny potrˇebne´
informace o cˇa´stici. Komunikace mu˚zˇe prob´ıhat prˇ´ımo, pomoc´ı 16-ti bitove´ho rozhran´ı
EMIFB, nebo naprogramova´n´ım rˇadicˇe DMA, kdy jsou data prˇena´sˇena z DRAM bez
u´cˇasti procesoru. Na pocˇa´tku prova´deˇn´ı instrukcˇn´ıho ko´du si signa´lovy´ procesor alokuje
pameˇt’ pro tabulky ko´dovy´ch slov. Ty jsou naplneˇny prˇedem vypocˇteny´mi hodnotami pro
konkre´tn´ı norma´lovy´ vektor a velikost cˇa´stice. Doprˇedu vypocˇ´ıta´n tak mu˚zˇe by´t tvar (pro-
jekce kruzˇnice a na´sledneˇ rasterizace elipsy) i parametry sveˇtelny´ch zdroj˚u pro osveˇtlovac´ı
model cˇa´stice.
Signa´lovy´ procesor tedy zpracova´va´ data , ktery´mi je z vneˇjˇsku plneˇna pameˇt’ v jeho
adresn´ım prostoru. Vstupn´ı data jsou ulozˇena do pameˇti a nada´le jeDSP z vneˇjˇsku za´sobova´no
pouze transformacˇn´ımi maticemi. Pro konkre´tn´ı parametry bodu (norma´la a velikost) je z
obsah˚u tabulek slozˇeno ko´dove´ slovo, ktere´ je posle´ze doplneˇno o dalˇs´ı u´daje (sourˇadnice
cˇa´stice a materia´l). Zako´dovane´ cˇa´stice jsou zapisova´ny do buffer˚u alokovany´ch v DRAM a
rozdeˇleny´ch podle sourˇadnice Y. Po zpracova´n´ı cele´ mnozˇiny dat je da´n prˇ´ıkaz rˇadicˇi DMA,
ktery´ zajist´ı odesla´n´ı ko´d˚u do dalˇs´ı cˇa´sti syste´mu – FPGA. Rˇadicˇ jizˇ autonomneˇ rˇ´ıd´ı cely´
prˇenos dat a signa´lovy´ procesor se mu˚zˇe veˇnovat zpracova´n´ı mnozˇiny dat s ohledem na
novou transformacˇn´ı matici (jedna´ se o pohyb kamery).
U´loha DSP v procesu renderingu odpov´ıda´ sekci 2.2.
5.3 FPGA a vykreslova´n´ı do buffer˚u
Samotny´ rendering do buffer˚u je u´kolem FPGA. Obsahuje tabulku materia´l˚u, kterou je
mozˇne´ kdykoli naplnit potrˇebny´mi hodnotami. V prˇ´ıpadeˇ v´ıce jednotek, kdy kazˇda´ vykres-
luje urcˇitou mnozˇinu na´hodneˇ rozdeˇleny´ch cˇa´stic, je potrˇebne´ prˇeda´vat si obsahy pameˇt´ı
mezi sebou. Docha´z´ı tak vlastneˇ k postupne´mu dokreslova´n´ı sce´ny – distribuci za´teˇzˇe. Jako
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prostrˇedn´ık slouzˇ´ı takzvany´ master FPGA cˇip, jenzˇ zajiˇst’uje propojen´ı sousedn´ıch jednotek
mezi sebou.
FPGA prˇij´ıma´ sadu ko´d˚u na jejichzˇ za´kladeˇ zapisuje barevna´ data do jednotlivy´ch
buffer˚u. Kazˇda´ cˇa´stice se rozko´duje a pro jej´ı povrch je dopocˇten zjednodusˇeny´ osveˇtlovac´ı
model na za´kladeˇ prˇedany´ch parametr˚u sveˇtelny´ch zdroj˚u a indexu do tabulky materia´lovy´ch
konstant. Za´pis samotny´ prob´ıha´ paralelneˇ, takzˇe se vzˇdy zapisuje velke´ mnozˇstv´ı pixel˚u
na jednou. V pameˇti hloubky dojde nejprve k vyrˇesˇen´ı viditelnost pixelu, pote´ je prˇ´ıpadneˇ
jeho barva zapsa´na do frame-bufferu a za´rovenˇ dojde k aktualizaci hodnoty v Z-bufferu.
Aktivn´ıch pro za´pis je vzˇdy 8 rˇa´dk˚u (takzvany´ pruh) a ostatn´ı se kop´ıruj´ı (v origina´le
flush) do master FPGA, ktere´ je odes´ıla´ na mı´sto urcˇen´ı. Jizˇ zkop´ırovane´ neaktivn´ı rˇa´dky
jsou prˇipraveny pro za´pis. Znovu se aktivuj´ı po urcˇite´m pocˇtu posunut´ı aktivn´ıho pruhu v
obraze.
V prˇ´ıpadeˇ veˇtsˇ´ıho pocˇtu jednotek nasta´va´ dalˇs´ı proble´m v podobeˇ prˇeda´va´n´ı obsahu
buffer˚u. Pro korektn´ı vykreslen´ı je trˇeba s pameˇt´ı sce´ny prˇeda´vat i pameˇt’ hloubky. Prvn´ı
jednotka je specificka´ t´ım, zˇe vzˇdy inicializuje buffery daty z hlavn´ı DRAM (nacˇten´ı pozad´ı
sce´ny). S postupny´m posouva´n´ım aktivn´ıho pruhu se kop´ıruj´ı neaktivn´ı rˇa´dky, a to vcˇetneˇ
odpov´ıdaj´ıc´ıho rˇa´dku Z-bufferu, do dalˇs´ıho FPGA. Jednotky vzˇdy cˇekaj´ı na naplneˇn´ı ak-
tivn´ıho pruhu (8 rˇa´dk˚u frame-bufferu i Z-bufferu) jednotkou prˇedchoz´ı a pote´ mohou zacˇ´ıt
s vykreslova´n´ım. Neaktivn´ı rˇa´dky jsou kop´ırova´ny stejny´m zp˚usobem jako u prvn´ı jednotky
a smeˇrˇuj´ı vzˇdy do na´sleduj´ıc´ıho FPGA.
V procesu renderingu se FPGA stara´ o cˇa´st popsanou v sekci 2.3.
5.4 Propojen´ı skrze master FPGA
Propojovac´ı s´ıt’ je implementova´na v hlavn´ım cˇipu na PCI karteˇ, a sice v master FPGA.
Jeho u´kolem je distribuce obsah˚u buffer˚u mezi jednotlivy´mi jednotkami. Vzˇdy prˇ´ıchoz´ı
rˇa´dky z prvn´ı jednotky prˇeda´va´ jako vstupn´ı data jednotce druhe´, vy´stup jednotky cˇ´ıslo dveˇ
jednotce trˇet´ı a tak da´le. Prvn´ı FPGA za´sobuje pozad´ım sce´ny a z posledn´ıho prˇij´ıma´ jizˇ
kompletn´ı renderovanou sce´nu vcˇetneˇ bufferu hloubky, ktery´ je pro dalˇs´ı postup zbytecˇny´.
Je proto odstraneˇn a zbyla´ RGB data jsou zapsa´na do hlavn´ı DRAM karty.
5.5 Zpracova´n´ı vy´stupu v software
Druhy´m u´kolem jizˇ zminˇovane´ho programu je prˇecˇten´ı renderovane´ sce´ny a jej´ı zobrazen´ı
na LCD.
RGB data jsou cˇtena z hlavn´ı pameˇti DRAM specia´ln´ı hardwarove´ karty a jsou da´le
zpracova´na v software tak, aby bylo mozˇne´ je zobrazit (konverze bitove´ hloubky nebo
barevne´ho modelu). Pote´ je vy´sledek vykreslen pomoc´ı sluzˇeb operacˇn´ı syste´mu na obra-
zovku.




Kapitola 5 strucˇneˇ popisuje funkci jednotlivy´ch cˇa´st´ı hardwarove´ architektury syste´mu.
U´kolem kapitoly te´to je rozvinout a podrobneˇ popsat jejich funkci a zameˇrˇit se na imple-
mentaci rˇesˇen´ı.
6.1 Software
Jak jizˇ bylo zmı´neˇno, u´kolem programu je prˇedevsˇ´ım za´sobova´n´ı signa´lovy´ch procesor˚u vs-
tupn´ımi daty – mnozˇina bod˚u, transformacˇn´ı matice. V konecˇne´ fa´zi renderingu se take´
stara´ o zobrazen´ı dat vy´stupn´ıch. Software vlastneˇ obsluhuje vstupn´ı a vy´stupn´ı body spo-
juj´ıc´ı vnitrˇnosti syste´mu (specia´ln´ı hardware) s beˇzˇny´m programa´torsky´m rozhran´ım
Implementace je vhodna´ prakticky v jake´mkoli programovac´ım jazyce, ktery´ ma´ snadnou
vazbu na hardware. Idea´ln´ı je jazyk C++, ktery´ po sve´m prˇedch˚udci (jazyk C ) zdeˇdil
n´ızkou´rovnˇove´ vlastnosti ale za´rovenˇ lze program snadno vytvorˇit jako “klikac´ı” okenn´ı
aplikaci, cozˇ je podstatne´ pro demonstracˇn´ı u´cˇely a nezbytne´ pro zobrazova´n´ı.
Distribuce za´teˇzˇe
Kriticka´ pro beˇh syste´mu je hned na pocˇa´tku distribuce vstupn´ıch dat mezi jednotlive´ DSP.
Jako nejoptima´lneˇjˇs´ı se jev´ı rozdeˇlen´ı vstupn´ı mnozˇiny na tolik cˇa´st´ı, jako je pocˇet
paraleln´ıch jednotek. Kazˇda´ podmnozˇina by meˇla obsahovat pokud mozˇno stejne´ mnozˇstv´ı
bod˚u se shodnou sourˇadnic´ı Y. T´ım by se zajistilo, zˇe zˇa´dna´ z vykresluj´ıc´ıch jednotek nebude
nijak vy´razneˇ necˇineˇ cˇekat na prˇeda´n´ı buffer˚u z jednotky prˇedchoz´ı. Prakticky ale takove´to
rozdeˇlen´ı nen´ı mozˇne´ a to z d˚uvodu pohybu kamery. Jiny´mi slovy – body rotuj´ı v prostoru a
nelze je prˇedem podle zˇa´dne´ho kl´ıcˇe rozdeˇlit. Nejvhodneˇjˇs´ı je proto body distribuovat cˇisteˇ
na´hodneˇ pomoc´ı randomize funkc´ı.
Za beˇhu syste´mu jizˇ zˇa´dne´ proble´my s distribuc´ı dat nenasta´vaj´ı, protozˇe pro jeden
sn´ımek sce´ny je do vsˇech DSP prˇeda´va´na vzˇdy stejna´ transformacˇn´ı matice.
Zobrazen´ı sce´ny
Jako nejlepsˇ´ı a nejrychlejˇs´ı rˇesˇen´ı pro zobrazen´ı vy´stupu se jevilo vyuzˇit´ı sluzˇeb operacˇn´ıho
syste´mu. Konkre´tneˇ se jedna´ oDirectDraw – soucˇa´stDirectX API [2] vyvinute´ho spolecˇnost´ı
Microsoft.
Du˚vodem volby je jednoduchost pouzˇit´ı, kvalitn´ı dokumentace a prˇ´ıklady na webu, ale
prˇedevsˇ´ım velka´ rychlost vykreslova´n´ı d´ıky prˇ´ıme´mu prˇ´ıstupu do videopameˇti, cozˇ ocen´ıme
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prˇi vysoky´ch pocˇtech sn´ımk˚u za sekundu. DirectDraw vyuzˇ´ıva´ hardwarovou akceleraci v
GPU, takzˇe nakonec i konvencˇn´ı graficky´ procesor najde v tomto projektu uplatneˇn´ı.
6.2 DSP
U´kolem signa´love´ho procesoru je prˇedzpracova´n´ı vstupn´ıch dat pro samotne´ vykreslen´ı v
FPGA. Cely´ program pro DSP je napsa´n v jazyce C, ktery´ je hojneˇ vyuzˇ´ıva´n pro pro-
gramova´n´ı specializovany´ch procesor˚u a mikrorˇadicˇ˚u. Dı´ky svy´m n´ızkou´rovnˇovy´m vlast-
nostem jej lze snadno prˇeve´st na assembler prˇ´ıslusˇne´ho zarˇ´ızen´ı. Vy´hodou ale je prˇ´ıma´
podpora cykl˚u a dalˇs´ıch za´kladn´ıch programovac´ıch konstrukc´ı, ktere´ se v assembleru im-
plementuj´ı velmi teˇzˇkopa´dneˇ a naprogramovat v neˇm takto slozˇity´ funkcˇn´ı ko´d je prakticky
nemozˇne´.
Ko´dova´n´ı tvaru
Nejefektivneˇjˇs´ı zp˚usob pro popis tvaru cˇa´stice je zako´dova´n´ı rˇa´dk˚u jej´ı rastrove´ formy tak,
jak bylo prezentova´no v [1].
Kazˇdy´ rˇa´dek mu˚zˇe by´t bud’ pra´zdny´, nebo se na neˇm nacha´z´ı vzˇdy souvisle vyplneˇne´
seskupen´ı pixel˚u s r˚uznou de´lkou. Pro popis jednoho rˇa´dku cˇa´stice je zapotrˇeb´ı dvou ko´d˚u:
• Start of Scan – sourˇadnice pixelu od ktere´ho se zacˇne s vyplnˇova´n´ım.
• Length of Scan – de´lka souvisle vyplneˇne´ho seskupen´ı pixel˚u.
Pra´zdny´ rˇa´dek je potom ko´dova´n tak, zˇe Start of Scan a Length of Scan po secˇten´ı daj´ı
hodnotu veˇtsˇ´ı nezˇ 7. Takovy´ u´daj je pro zobrazen´ı neplatny´ a mu˚zˇeme jej pro tento u´cˇel
perfektneˇ vyuzˇ´ıt.
Maxima´ln´ı mozˇna´ plocha do ktere´ lze cˇa´stici zapsat je cˇtverec o rozmeˇru 8 × 8 pixel˚u.
Z toho jasneˇ vyply´va´, zˇe pro dvojici ko´d˚u popisuj´ıc´ı vyplneˇnou oblast na rˇa´dku stacˇ´ı 2× 3
bity. Tvar cele´ cˇa´stice je tedy mozˇno popsat pomoc´ı 8 pa´r˚u Start of Scan – Length of Scan.
Dı´ky vlastnostem elipsy je zde ale prostor pro optimalizaci.
• Cˇa´stice mensˇ´ı nezˇ 8× 8 pixel˚u
Elipsa ma´ tu vlastnost, zˇe je strˇedoveˇ symetricka´. Proto je mozˇne´ zako´dovat pouze
jej´ı polovinu a druhou cˇa´st lze jednodusˇe dopocˇ´ıtat (viz obra´zek 6.1). Mu˚zˇeme tak
usˇetrˇit polovinu bit˚u, cozˇ jisteˇ velmi ocen´ıme prˇi prˇenosu dat do FPGA. Pro popis
tvaru cele´ cˇa´stice ra´zem stacˇ´ı pouze 24 bit˚u.
• Cˇa´stice veˇtsˇ´ı nezˇ 8× 8 pixel˚u
Protozˇe pozˇadavek na syste´m byl, aby padlo omezen´ı na vykreslova´n´ı cˇa´stic o maxima´ln´ım
rastru 8 × 8 pixel˚u, je potrˇeba podporovat zako´dova´n´ı i cˇa´stic veˇtsˇ´ıch. Ty jsou ale
vzˇdy rozdeˇleny na kaska´du rastr˚u 8×8. Takova´ cˇa´stice je potom prˇena´sˇena do FPGA
po jednotlivy´ch cˇa´stech. Jelikozˇ nyn´ı nejsou fragmenty elipsy samy o sobeˇ symetricke´,
je potrˇeba odliˇsne´ zako´dova´n´ı. Pro jednotny´ prˇ´ıstup jak ke klasicke´mu symetricke´mu,
tak k interpolovane´mu zako´dova´n´ı je trˇeba se vej´ıt do jizˇ zminˇovany´ch 24 bit˚u. Proto
nen´ı mozˇne´ prˇena´sˇet vsˇechny rˇa´dky cˇa´stice. Prˇedem urcˇene´ z nich se vynechaj´ı a



















Obra´zek 6.2: Zako´dova´n´ı rastru cˇa´stice veˇtsˇ´ıho nezˇ 8× 8 – interpolace.
Ko´dove´ slovo
Pro prˇeda´va´n´ı informac´ı o jednotlivy´ch cˇa´stic´ıch do FPGA slouzˇ´ı takzvana´ ko´dova´ slova.
Je to vlastneˇ fina´ln´ı produkt transformace bodu na objekt ktery´ lze vykreslit. Ko´dove´ slovo
ma´ unifikovanou strukturu (obra´zek 6.3):
• Mode [1 bit] – prˇep´ına´ mezi symetricky´m (bit ma´ hodnotu 0) a interpolovany´m
(hodnota 1) mo´dem zako´dova´n´ı
• Scans [24 bit] – tvar cˇa´stice zako´dovany´ v jednom ze dvou mo´d˚u
• Diffuse term [7 bit] – parametr popisuj´ıc´ı difuzn´ı slozˇku sveˇtelny´ch zdroj˚u
• Specular term [7 bit] – parametr popisuj´ıc´ı odrazovou slozˇku sveˇtelny´ch zdroj˚u
• Material index [7 bit] – index do tabulky materia´l˚u
• X [9 bit] – strˇedova´ sourˇadnice X
• Z [9 bit] – sourˇadnice Z (hloubka)
24
MODE  SCANS  DIFFUSE SPECULAR MATERIAL X Z
0 1 24 25 31 32 38 39 45 46 54 55 63
Obra´zek 6.3: Standardn´ı ko´dove´ slovo.
Pro komunikaci s FPGA je vyhrazena jen jedna datova´ cesta. Cˇas od cˇasu je ale potrˇeba
prˇedat ja´dru, staraj´ıc´ımu se o vykreslen´ı, neˇjaky´ specificky´ prˇ´ıkaz. Za u´cˇelem komunikace
byla vyhrazena specia´ln´ı ko´dova´ slova, jejichzˇ zasla´n´ım se uvnitrˇ FPGA vyvola´ prˇ´ıslusˇna´
uda´lost. Nezbytna´ ko´dova´ slova jsou na´sleduj´ıc´ı:
• start of load – jeho zasla´n´ım je FPGA informova´no, zˇe na´sleduj´ıc´ı data poslouzˇ´ı k
naplneˇn´ı tabulky materia´lovy´ch konstant
• end of load – ukoncˇuje blok za´znamu˚ pro tabulku materia´lovy´ch konstant
• shift N lines – posunut´ı o N rˇa´dk˚u, neboli na tento pocˇet rˇa´dk˚u v dane´ jednotce
nebude prova´deˇn za´pis
• ambient term – zap´ıˇse do specia´ln´ıho registru slozˇku rozpty´lene´ho sveˇtla ve sce´neˇ
(soucˇa´st ko´dove´ho slova).
Specia´ln´ı ko´dove´ slovo mus´ı by´t jednoznacˇneˇ identifikovatelne´ a rozpoznatelne´ od ko´d˚u
reprezentuj´ıc´ıch cˇa´stice. Prvn´ıch osm bit˚u slova pro rozliˇsen´ı bohateˇ postacˇ´ı. Potom, zacˇ´ına´-
li sˇestna´ctkovou hodnotou 0xFF 1, je jasneˇ rozpozna´no jako prˇ´ıkaz. Dalˇs´ı dva bity jej jizˇ iden-
tifikuj´ı konkre´tneˇ a v prˇ´ıpadeˇ, zˇe je potrˇeba mı´t pro jeho proveden´ı k dispozici i parametry,
jsou tyto zako´dova´ny ve zby´vaj´ıc´ı de´lce slova. Konkre´tneˇ se jedna´ o prˇ´ıkaz shift N lines, kde
je prˇeda´n pocˇet rˇa´dk˚u o ktere´ se aktivn´ı pruh posouva´, nebo ko´dove´ slovo ambient term,
jezˇ obsahuje slozˇku rozpty´lene´ho sveˇtla sce´ny.
Vy´pocˇet zjednodusˇene´ho osveˇtlovac´ıho modelu
V kapitole 2.2 byl prezentova´n Phong˚uv osveˇtlovac´ı model. Pro implementaci v hardware
je ale velice slozˇity´ a pro efektivn´ı rychly´ beˇh bylo nutne´ udeˇlat neˇkolik kompromis˚u.
Jedn´ım omezen´ım je prˇedpoklad b´ıly´ch zdroj˚u, cˇ´ımzˇ odpada´ nutnost prˇena´sˇet do FPGA
vsˇechny trˇi barevne´ slozˇky parametr˚u popisuj´ıc´ıch vlastnosti sveˇtla, ale postacˇ´ı pouze slozˇka
jasova´. Rozpty´lene´ sveˇtlo (ambient) je vsˇude ve sce´neˇ konstantn´ı, a proto mu˚zˇe by´t prˇ´ıslusˇny´
parametr nahra´n do registru v FPGA, kde je pote´ vyuzˇ´ıva´n prˇi dopocˇ´ıta´va´n´ı osveˇtlovac´ıho
modelu.
Dalˇs´ımu omezen´ı podle´ha´ parametr definuj´ıc´ı mı´ru odlesku, ten je nastaven pevneˇ na
hodnotu 1. Du˚vod je ten, zˇe logika realizuj´ıc´ı vy´pocˇet mocniny je velmi slozˇita´ a proces
renderingu by neu´meˇrneˇ zdrzˇovala.
Look-up tabulky
Je zrˇejme´, zˇe projekce kruzˇnice do 2D, na´sledna´ rasterizace elipsy a stejneˇ tak evaluace
parametr˚u osveˇtlovac´ıho modelu jsou tak na´rocˇne´ vy´pocˇty, zˇe je prakticky nelze prova´deˇt
1je zrˇejme´, zˇe nyn´ı nelze pouzˇ´ıt pro reprezentaci pra´zdne´ho rˇa´dku hodnoty Start of Scan= 7 a za´rovenˇ
End of Scan= 7
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za plne´ho beˇhu syste´mu. Proto je velice vhodne´ tyto operace prove´st prˇed vlastn´ım procesem
renderingu a vy´sledky ulozˇit do tabulek.
Pro konkre´tn´ı norma´love´ vektory a velikosti cˇa´stice je doprˇedu vypocˇ´ıta´na trˇ´ırozmeˇrna´
tabulka (velikost, a dveˇ slozˇky norma´love´ho vektoru, ktere´ jej plneˇ popisuj´ı). Ta je naplneˇna
ko´dovy´mi slovy, ktera´ zat´ım obsahuj´ı pouze mo´d, tvar a konstanty osveˇtlovac´ıch model˚u.
Beˇhem renderingu je pro konkre´tn´ı bod nacˇten prˇ´ıslusˇny´ za´znam z tabulky a do ko´dove´ho
slova jsou doplneˇny (logickou operac´ı posunu a OR) zbyle´ u´daje, jako je index materia´lu,
sourˇadnice strˇedu X a sourˇadnice hloubky Z. Vsˇechna slova jsou v za´vislosti na sourˇadnici
Y ukla´da´na do buffer˚u, odkud jsou kop´ırova´ny rˇadicˇem DMA do FPGA.
Pro zako´dova´n´ı veˇtsˇ´ıch cˇa´stic je nutne´ pouzˇ´ıt odpov´ıdaj´ıc´ı mnozˇstv´ı tabulek. Naprˇ´ıklad
pro cˇa´stici s rastrem veˇtsˇ´ım nezˇ 8 × 8, ale za´rovenˇ neprˇesahuj´ıc´ım 16 × 16, jsou zapotrˇeb´ı
4 tabulky s doprˇedu prˇipraveny´mi ko´dovy´mi slovy (bit mo´d je nastaven na hodnotu 1 –
interpolovany´). Kazˇda´ z tabulek pak souvis´ı s jednou cˇa´st´ı (cˇtverec 8×8 pixel˚u) veˇtsˇ´ı cˇa´stice.
Pro jeden bod dojde k vybra´n´ı po jednom slovu z kazˇde´ tabulky a nezbytne´ je prˇepocˇten´ı
strˇedove´ sourˇadnice (X a Y ) pro jednotlive´ u´seky. Za prˇedpokladu, zˇe jsou ko´dova´ slova
rozdeˇlena do dvou pol´ı s 32-bitovy´mi za´znamy, je opravdu nutne´ mı´t 4 tabulky obsahuj´ıc´ı
tvar, ale tabulku druhou, ktera´ by meˇla obsahovat cˇa´st z konstant osveˇtlovac´ıho modelu,
lze vyuzˇ´ıt spolecˇnou pro oba mo´dy. Stejny´ je i postup pro veˇtsˇ´ı cˇa´stice, jen s t´ım rozd´ılem,
zˇe naprˇ´ıklad pro rozmeˇr 32× 32 potrˇebujeme obdobny´ch tabulek (obsahuj´ıc´ıch zako´dovany´
tvar) 16. Jiny´mi slovy – se zveˇtsˇova´n´ım rastru cˇa´stice jejich pocˇet kvadraticky roste.
Pohyb kamery
Za u´cˇelem animace, nebo dynamicke´ho chova´n´ı sce´ny je potrˇeba vstupn´ı data, nahrana´ pro-
gramem do DRAM, neˇjaky´m zp˚usobem transformovat. Pro kazˇdy´ zobrazovany´ sn´ımek je
DSP prˇeda´na transformacˇn´ı matice a prˇed prˇeveden´ım bod˚u na zako´dovane´ cˇa´stice (vyh-
leda´n´ı v tabulka´ch) dojde k transformaci kazˇde´ho z bod˚u podle prˇedane´ matice, cozˇ ve
vy´sledku vede k pohybu objektu ve sce´neˇ.
6.3 FPGA
Za u´cˇelem implementace ja´dra pro rendering v FPGA byl od zacˇa´tku favoritem neˇktery´
z HDL jazyk˚u vyvinuty´ch specia´lneˇ pro na´vrh hardware a pouzˇitelny´ch prˇi na´sledne´m
programova´n´ı hradlovy´ch pol´ı. Dı´ky prˇedchoz´ım zkusˇenostem a dostupny´m na´stroj˚um byl
nakonec vybra´n jazyk VHDL.
Framework
Vnitrˇn´ı struktura ja´dra staraj´ıc´ıho se o rendering je prˇipojena na specia´ln´ı framework. Ten
poskytuje jednotne´ rozhran´ı, na ktere´ je pak mozˇne´ prˇipojit aplikacˇneˇ specifickou jednotku
tak, zˇe se prˇenos blok˚u z DSP do FPGA a nazpeˇt pro ni jev´ı transparentn´ı. Framework
zajiˇst’uje i generova´n´ı hodin, obsluhu konfiguracˇn´ıho rozhran´ı a take´ umozˇnˇuje d˚umyslne´
zrˇeteˇzene´ propojen´ı jednotek.
Prˇ´ıchoz´ı data z DSP (rozhran´ı EMIFB) jsou po bloc´ıch docˇasneˇ ukla´da´na do pameˇti,
odkud jsou pote´ prˇeda´va´na ostatn´ım jednotka´m implementovany´m na cˇipu.
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Toplevel architektura
V d˚usledku omezeny´ch zdroj˚u v FPGA cˇipu nen´ı mozˇne´ drzˇet v pameˇti celou sce´nu. V
jeden moment se uchova´va´ pouze neˇkolik (v tomto konkre´tn´ım prˇ´ıpadeˇ 16) rˇa´dk˚u, z nichzˇ
je pra´veˇ 8 aktivn´ıch (do nich jsou zapisova´ny cˇa´stice). Zbytek jsou neaktivn´ı rˇa´dky, prˇicˇemzˇ













Obra´zek 6.4: Sche´ma toplevel architektury FPGA.
Decoder
Prvn´ı jednotkou na vstupu ja´dra renderingu je pra´veˇ Decoder. Jeho u´kolem je prˇeve´st
ko´dove´ slovo popisuj´ıc´ı cˇa´stici na sadu signa´l˚u, ktery´mi jsou ovla´da´ny jednotky dalˇs´ı.
Data prˇicha´zej´ı vzˇdy po 16-ti bitech a proto je nutne´ nejprve nashroma´zˇdit 64-bit˚u,
neboli jedno ko´dove´ slovo, jehozˇ jednotliva´ pole (obra´zek 6.3) jsou rozko´dova´na.
Prˇed deko´dova´n´ım samotny´m je jesˇteˇ logikou oveˇrˇeno, zda se nejedena´ o specia´ln´ı ko´dove´
slovo. Paklizˇe ano, mu˚zˇe na jeho za´kladeˇ doj´ıt k naplneˇn´ı tabulky materia´lovy´ch konstant
(index – materia´l) daty, ktere´ prˇicha´zej´ı v bloku mezi dveˇma uvozuj´ıc´ımi slovy (start of
load – end of load). S osveˇtlovac´ım modelem souvis´ı i registr slozˇky rozpty´lene´ho sveˇtla
sce´ny, ktery´ je po restartu vynulova´n a prˇi prˇ´ıchodu ko´dove´ho slova ambient term se napln´ı
prˇ´ıslusˇnou hodnotou. Jedna´ li se naopak o prˇ´ıkaz posunu, je extrahova´na hodnota reprezen-
tuj´ıc´ı pocˇet rˇa´dk˚u, ktery´ je prˇeda´n na vy´stup jako rˇ´ıd´ıc´ı u´daj pro controller ja´dra.
Paklizˇe se nejedna´ o ko´dove´ slovo specia´ln´ı, je nejprve urcˇen mo´d, na jehozˇ za´kladeˇ je
doplneˇna zby´vaj´ıc´ı polovina ko´d˚u Start of Scan – End of Scan a to bud’ za pomoc´ı symetrie,
nebo interpolac´ı vynechany´ch rˇa´dk˚u (principy vysveˇtleny v sekci 6.2). Na za´kladeˇ indexu
do tabulky materia´l˚u je dopocˇ´ıta´n zjednodusˇeny´ Phong˚uv model. Materia´love´ konstanty
jsou vyna´sobeny s parametry popisuj´ıc´ımi sveˇtelne´ zdroje (soucˇa´st ko´dove´ho slova, registr
slozˇky ambient) a secˇteny po slozˇka´ch RGB. Vy´sledkem je barva povrchu odpov´ıdaj´ıc´ı
osveˇtlovac´ımu modelu. Jako posledn´ı je z ko´dove´ho slova extrahova´na strˇedova´ sourˇadnice
X a hloubka Z.




Rˇ´ıd´ıc´ı jednotkou cele´ho ja´dra je controller. Jeho prima´rn´ım u´kolem je pomoc´ı jednoduche´ho
stavove´ho automatu rˇ´ıdit posun aktivn´ıho pruhu v obraze a take´ je nezbytny´ prˇi importu
a exportu buffer˚u. Informace o posunu a jeho velikosti dosta´va´ od dekode´ru.
Rˇ´ıd´ıc´ı jednotka uchova´va´ trˇi typy aktua´ln´ıch informac´ı:
1. Vertika´ln´ı sourˇadnice v obraze na ktere´ se nacha´z´ı aktivn´ı pruh. Meˇn´ı se s prˇ´ıkazem
posunu.
2. Pocˇet naimportovany´ch rˇa´dk˚u, vcˇetneˇ osmi aktivn´ıch (s renderingem se vycˇka´ na
naplneˇn´ı). Jejich pocˇet se zvysˇuje s prˇ´ıchoz´ımi daty z paraleln´ıch jednotek a naopak
je snizˇova´n s prˇ´ıkazem posunu.
3. Pocˇet rˇa´dk˚u bufferu prˇipraveny´ch pro export. Jejich pocˇet se zvysˇuje s prˇ´ıkazem
posunu a naopak je snizˇova´n s kazˇdy´m jizˇ vyexportovany´m rˇa´dkem.
Na za´kladeˇ teˇchto u´daj˚u jsou rˇ´ızeny jednotky (prˇesneˇji jejich multiplexery) switcher a
porter. Controller nav´ıc zajist´ı pozastaven´ı renderingu v prˇ´ıpadeˇ zˇe nen´ı naplneˇn aktivn´ı
pruh (nen´ı importova´no alesponˇ 8 rˇa´dk˚u). Proces znovu spust´ı jakmile je nacˇten dostatecˇny´
pocˇet rˇa´dk˚u.
Switcher
Signa´ly na vy´stupu dekode´ru je trˇeba vhodneˇ prˇep´ınat mezi jednotky staraj´ıc´ı se o za´pis. Pro
tento u´kol obsahuje ja´dro jednotku switcher, ktera´ je zkomponova´na ze sady multiplexer˚u.
Na za´kladeˇ modulo deˇlen´ı u´daje o aktua´ln´ı vertika´ln´ı sourˇadnici jsou k dispozici vek-
tory (vytvorˇeny kombinacˇn´ı logikou) pro jednotlive´ multiplexery. Switcher s jejich pomoc´ı
prˇepne jednotliva´ vy´stupn´ı rozhran´ı rozhran´ı obsahuj´ıc´ı informace o rˇa´dku cˇa´stice (zacˇa´tek,
de´lka, barva, hlobka a offset) na vstupy konkre´tn´ıch jednotek writer v za´vislosti na posunu
aktivn´ıho pruhu v obraze.
Writer
Jednotkou, ktera´ zajiˇst’uje samotny´ rendering je writer a v ja´drˇe jich je pra´veˇ 8. Kazˇda´
jednotka obsahuje dva rˇa´dky bufferu, ty ale nesmeˇj´ı by´t oba najednou v aktivn´ım pruhu
(idea´lneˇ 1. a 9., 2. a 10., . . . ), protozˇe pak by nebylo mozˇne´ za´pis prova´deˇt paralelneˇ. Oba
rˇa´dky jsou rˇesˇeny prolozˇen´ım poloviny jedne´ BRAM (primitivum FPGA cˇipu se se dveˇma
porty, kde jeden lze vyuzˇ´ıt pro cˇten´ı a druhy´ pro za´pis) polovinou pameˇti druhe´, takzˇe
vzˇdy sude´ bunˇky patrˇ´ı prvn´ı a liche´ druhe´. V prˇ´ıpadeˇ veˇtsˇ´ıho cˇipu lze takovy´chto pameˇt´ı
zakomponovat i v´ıce, vzˇdy v za´vislosti na pocˇtu rˇa´dk˚u bufferu. Dı´ky prolozˇen´ı pameˇt´ı lze
za´pis do pameˇti prove´st cˇa´stecˇneˇ paralelneˇ a u´meˇrneˇ sn´ızˇit dobu potrˇebnou pro za´pis cˇa´stice.
Pameˇt’ove´ mı´sto na svy´ch 36-ti bitech obsahuje jak u´daje o hloubce, tak 24-bit barvu bodu
obrazu. Buffery hloubky a sce´ny jsou tedy sloucˇeny do jednoho. Pro lepsˇ´ı prˇedstavu si lze
prohle´dnout obra´zek 6.5, blok vyznacˇeny´ jako pameˇt’ovy´ bank se skla´da´ ze dvou polovin
BRAM, ktere´ jsou vza´jemneˇ prolozˇeny.
Za´pis do pameˇti prob´ıha´ na´sledovneˇ. Jednotka prˇedem v´ı, jak dlouhy´ souvisly´ pruh
bod˚u ma´ zapsat. Pro kazˇdy´ pixel je jedn´ım portem pameˇti nacˇtena p˚uvodn´ı sourˇadnice Z
a na za´kladeˇ porovna´n´ı s hloubkou aktua´ln´ıho pixelu se rozhodne o tom, zda se ma´ zapsat.
Pokud ano, je pro za´pis pouzˇit druhy´ port. Nacˇten´ı hodnot ze Z-bufferu mus´ı probeˇhnout
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Obra´zek 6.5: Rozlozˇen´ı N rˇa´dk˚u do jednotlivy´ch buffer˚u.
v prˇedstihu, ale d´ıky zrˇeteˇzen´ı nijak vy´razneˇ dobu za´pisu cˇa´stice do pameˇti neovlivnˇuje.
Vlastn´ı za´pis pixel˚u tedy prob´ıha´ se´rioveˇ, cozˇ je ale zrychleno soucˇasny´m zapsa´n´ım sude´ho
a liche´ho bodu obrazu.
Writer take´ zajiˇst’uje import a export dat z buffer˚u. Protozˇe neaktivn´ı rˇa´dky pouzˇ´ıvaj´ı
stejne´ BRAM a dokonce stejne´ porty jako ty aktivn´ı, je nutne´ zabra´nit koliz´ım. Lze k
tomu vyuzˇ´ıt bud’ volne´ cykly prˇi prˇedcˇ´ıta´n´ı z hodnot z bufferu hloubky, nebo tento transfer
prob´ıha´ ve chv´ıl´ıch, kdy nejsou k dispozici zˇa´dna´ data pro rendering. Cely´ tento proces je
jednotkou writer autonomneˇ rˇ´ızen.
Porter
Stejneˇ jako jednotka switcher byla vlastneˇ sestavou multiplexer˚u, tak i porter pracuje na
podobne´m principu. Je prˇipojen prˇ´ımo na rozhran´ı propojene´ s master FPGA a prakticky
zprostrˇedkova´va´ toto komunikacˇn´ı rozhran´ı prˇ´ıslusˇne´ jednotce writer.
Na za´kladeˇ rˇ´ıd´ıc´ıch signa´l˚u od kontrole´ru (controller) spoj´ı jednu urcˇenou zapisovac´ı
jednotku s rozhran´ım pro odes´ılan´ı (export) a druhou s rozhran´ım pro cˇten´ı (import).





Vzhledem k tomu, zˇe dnes jizˇ existuje funkcˇn´ı implementace se kterou lze tento projekt
porovnat, ocˇeka´va´ se jiste´ minima´ln´ı zlepsˇen´ı vy´sledk˚u.
Pu˚vodn´ı syste´m (tak jak dnes beˇzˇ´ı) je schopny´ generovat 5 milion˚u cˇa´stic za sekundu.
Noveˇ, za prˇedpokladu de´lky periody 10ns (105MHz), potrˇeby dvou hodinovy´ch takt˚u na
prˇedcˇten´ı sourˇadnice Z a cˇtyrˇech takt˚u na zapsa´n´ı elementu, je vy´sledek 60ns na cˇa´stici,
cozˇ odpov´ıda´ prˇiblizˇneˇ 17 milion˚um cˇa´stic za sekundu. To je v´ıce nezˇ dobre´ zlepsˇen´ı. Ale
tento konkre´tn´ı design je omezen velikost´ı FPGA cˇipu (XC2V250 ), kdy kv˚uli prˇ´ıliˇs male´mu
pocˇtu BRAM nen´ı mozˇno zajistit u´plne´ paraleln´ı zapsa´n´ı cele´ cˇa´stice. Prˇi pouzˇit´ı veˇtsˇ´ıho
z rodiny programovatelny´ch hradlovy´ch pol´ı, naprˇ´ıklad XC2V1000, lze jednodusˇe realizo-
vat design tak, zˇe za´pis cele´ cˇa´stice trva´ jeden takt (3 takty vcˇetneˇ prˇedcˇten´ı Z-bufferu),
vy´sledkem cˇehozˇ je doba pro vykreslen´ı 30ns na element a a pocˇet cˇa´stic za sekundu je
dvojna´sobny´. V u´vahu mus´ıme vz´ıt jesˇteˇ mozˇnost paraleln´ıho zpracova´n´ı, kdy naprˇ´ıklad prˇi
pouzˇit´ı cˇtyrˇech modul˚u osazeny´ch XC2V1000 je syste´m schopen (idea´ln´ı prˇ´ıpad neuvazˇuj´ıc´ı
rezˇii prˇi prˇeda´va´n´ı buffer˚u) generovat azˇ 133 milion˚u cˇa´stic za sekundu.
Co se ty´ka´ prˇenosu ko´dovy´ch slov z pameˇti DSP (model TI TMS320C6416 ) do FPGA
za u´cˇasti DMA, tak s drobnou rezˇi´ı (jeden azˇ dva takty) prob´ıha´ prˇenos 16-ti bit˚u za jeden
hodinovy´ takt. Z toho vyply´va´, zˇe na prˇenos jednoho elementu do FPGA je potrˇeba 40ns,
cozˇ by znamenalo neusta´le´ za´sobova´n´ı vstupn´ımi daty bez prodlev. Rea´lna´ rychlost prˇenosu
je pak prˇiblizˇneˇ 200MB/s
Distribuce bod˚u pomoc´ı randomize funkc´ı se uka´zala jako nejlepsˇ´ı rˇesˇen´ı. Body jsou
rovnomeˇrneˇ rozdeˇleny mezi jednotlive´ moduly a v drtive´ veˇtsˇineˇ prˇ´ıpad˚u nedocha´z´ı k




V u´vodu bakala´rˇske´ pra´ce bylo stanoveno neˇkolik c´ıl˚u. Vzhledem k tomu, zˇe se podarˇilo
navrhnou flexibiln´ı strukturu zobrazovac´ıho syste´mu, ktery´ je schopen realizovat paraleln´ı
zpracova´n´ı a za´rovenˇ efektivneˇ akceleruje vy´pocˇty za pomoc´ı hardware, povazˇuji vytycˇene´
c´ıle za splneˇne´.
Zada´n´ım te´to bakala´rˇske´ pra´ce bylo peˇt jasneˇ definovany´ch bod˚u, ktere´ byly splneˇny
takto:
1. Co se prvn´ıho bodu ty´cˇe, tak nastudova´n´ı potrˇebne´ literatury na te´ma zpracova´n´ı
obrazu a struktury FPGA obvod˚u jsem provedl jesˇteˇ prˇed zapocˇet´ım prac´ı na projektu
jako takove´m. Neˇktere´ ze z´ıskany´ch poznatk˚u jsou uvedeny v u´vodn´ıch kapitola´ch,
prˇicˇemzˇ prameny, ktery´mi jsem se inspiroval, jsou uvedeny na konci te´to pra´ce.
2. U´kol skry´vaj´ıc´ı se pod bodem cˇ´ıslo dveˇ, totizˇ vytypovat (za asistence vedouc´ıho)
vhodny´ algoritmus pro implementaci v hardware, byl take´ proveden jesˇteˇ prˇed zapocˇet´ım
vlastn´ı pra´ce na projektu. Na za´kladeˇ zkusˇenost´ı se sta´vaj´ıc´ı implementac´ı syste´mu
zobrazuj´ıc´ıho point clouds bylo rozhodnuto o implementaci modifikovane´ verze, ktera´
naplno vyuzˇije specia´lneˇ vyvinute´ho hardware a odstran´ı neˇktere´ neduhy a omezen´ı
te´ p˚uvodn´ı. V u´vodn´ıch kapitola´ch je tento algoritmus prˇedstaven a pozdeˇji jsou v
kapitole 4 diskutova´ny pozˇadovane´ inovace.
3. Implementace syste´mu (tedy bod 3) byla pro kazˇdou jeho cˇa´st provedena ve vhodne´m
programovac´ım jazyce na za´kladeˇ prˇipravene´ho na´vrhu. Vsˇechny programy byly za
u´cˇelem ladeˇn´ı a pozdeˇjˇs´ıho hladke´ho beˇhu v hardware simulova´ny. Vesˇkere´ poznatky
ohledneˇ implementace jsou uvedeny v kapitola´ch 5 a 6
4. Bod 4, neboli demonstrace funkcˇnosti a vy´konnosti. V hardware byla provedena se´rie
za´teˇzˇovy´ch test˚u, ktere´ napov´ı, jake´ vy´sledky lze od syste´mu po odladeˇn´ı ocˇeka´vat.
Take´ byl na u´rovni simulac´ı otestova´n proces renderingu samotny´ vcˇetneˇ teoreticky´ch
prˇedpoklad˚u ohledneˇ distribuce za´teˇzˇe. Tyto poznatky jsou shroma´zˇdeˇny v kapitole
7.
5. Diskuze dosazˇeny´ch vy´sledk˚u (bod 5) probeˇhla na za´kladeˇ srovna´n´ı stanoveny´ch c´ıl˚u
prˇed zapocˇet´ım prac´ı na projektu a c´ıl˚u dosazˇeny´ch po jeho dokoncˇen´ı. Vsˇe je po-
drobneˇ rozebra´no v kapitole 8.
Z me´ho pohledu se zobrazova´n´ı point clouds model˚u jev´ı jako velice zaj´ımavy´ proble´m.
V oblasti hardware, kde je v komercˇn´ı sfe´rˇe podpora te´to graficke´ reprezentace prakticky
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nulova´, by do budoucna mohly neˇktere´ ze zde uvedeny´ch na´pad˚u naj´ıt rea´lne´ uplatneˇn´ı.
Mysl´ım si, zˇe vyra´beˇt a proda´vat specializovane´ procesory pouze pro vy´pocˇet point clouds
sce´n nema´ smysl, ale integrace tohoto konceptu do GPU by byla v´ıce nezˇ vhodna´ a dle me´ho
na´zoru nen´ı do budoucna nerea´lna´. V kazˇde´m prˇ´ıpadeˇ tento projekt odkryl dalˇs´ı potencia´ly
point clouds a v oblasti pocˇ´ıtacˇove´ grafiky tuto reprezentaci zase o neˇco v´ıce zviditelnil.
Jako obt´ızˇneˇjˇs´ı se jevilo ozˇivova´n´ı syste´mu v hardware. Celek se velmi sˇpatneˇ lad´ı, hlavneˇ
proto, zˇe nen´ı mozˇne´ pouzˇ´ıt lad´ıc´ı na´stroj jako je naprˇ´ıklad debugger v prˇ´ıpadeˇ software.
Hardware je velmi nevyzpytatelny´ a je potrˇeba si da´t velky´ pozor prˇi na´vrhu a pecˇliveˇ vsˇe
odsimulovat, protozˇe jaka´koli neprˇesnost mu˚zˇe zp˚usobit proble´my (naprˇ´ıklad zatuhnut´ı).
Syste´m se skla´da´ z r˚uzny´ch cˇa´st´ı naprogramovany´ch v odliˇsny´ch jazyc´ıch a zajistit obcˇas
hladky´ beˇh interakc´ı mezi nimi je nadlidsky´ u´kon. Velmi mi pomohly rady a zkusˇenosti
koleg˚u, kterˇ´ı jizˇ neˇktere´ multimedia´ln´ı syste´my na stejne´ platformeˇ ozˇivovali.
Ve srovna´n´ı s p˚uvodn´ı implementac´ı si lze vsˇimnout znatelne´ho na´r˚ustu vy´konu uzˇ prˇi
pouzˇit´ı jedine´ho modulu a male´ho FPGA. Vy´kon v pocˇtu cˇa´stic za sekundu se zvy´sˇil v´ıce
nezˇ trˇikra´t (17 milion˚u element˚u za sekundu). Prˇi pouzˇit´ı cˇtyrˇech paraleln´ıch jednotek s
velky´mi cˇipy docha´z´ı k teoreticke´mu na´r˚ustu azˇ 133 kra´t.
Co se ty´cˇe vy´hledu do budoucna, ra´d bych jesˇteˇ zapracoval na optimalizaci procesu
zobrazen´ı a t´ım mı´rneˇ zrychlil beˇh syste´mu. Take´ bych chteˇl tento zobrazovac´ı syste´m
prˇizp˚usobit pro zprovozneˇn´ı slozˇiteˇjˇs´ı animace (demo), ktera´ by na prvn´ı pohled zaujala i
problematiky neznale´ho cˇloveˇka.
Jako mozˇnost se jev´ı i prˇesunut´ı cˇa´sti implementovane´ v DSP do programovatelne´ho
hradlove´ho pole, cozˇ by odstranilo za´vislost na signa´love´m procesoru. Take´ by bylo mozˇne´
vsˇechny zmı´neˇne´ algoritmy zakomponovat do graficky´ch procesor˚u a za´lezˇ´ı pouze na vy´robc´ıch,
jak se k tomuto proble´mu postav´ı.
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