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A partition of N is called “admissible” provided some cell has arbitrarily long 
arithmetic progressions of even integers in a fixed increment. The principal 
result is that the statement ‘Whenever {Ai}i<r is an admissible partition of N, there 
are some i < r and some sequence <x,),+, of distinct members of N such that 
.u, + x, E Ai whenever {m, n} _C w” is true when r = 2 and false when r > 3. 
1. INTRODUCTION 
It is a theorem [9, Theorem 3.11, earlier conjectured by Sanders [14] and 
Graham and Rothschild [7], that whenever N = &Ai, there exists a 
sequence which, together with all finite sums of distinct terms of that sequence, 
lies entirely in some one Ai . (See also the nice proofs of this theorem by 
Baumgartner [l] and Glazer [6 and section 10 of 41.) The conclusion is easily 
seen to fail if one allows so much as a single repetition. For example one 
may let A,, = {22”(2s + 1): (n, s> C W) and A, = N\A, . Then, for any 
xEN,xEA0ifandonlyif2xEA,. 
One may wonder, however, if we may restrict the sums to fewer than r 
cells by allowing terms to be repeated a limited number of times. This 
question is explored in Section 4 and answered affirmatively or negatively 
depending on exactly how the question is interpreted. 
Another question, which we investigate, turns out to be more interesting 
because of the tantalizing nature of its partial solution. Let N = Ui.+Ai . 
Must there exist some i < r and some sequence (x,),<, of distinct members 
of N such that x, 4 x, E Ai whenever {m, n} c w  ? This question was 
asked for the case r = 2 by J. C. Owings [12]. It is shown in section 2 that the 
answer is “no” if r > 3. 
This author erroneously announced [lo] a proof that the answer is “yes” 
if r = 2. We are in fact able to provide a “yes” answer only under certain 
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restricted situations, the simplest of which is that some Ai includes arbitrarily 
long arithmetic progressions of even integers with a fixed increment. This 
investigation is undertaken in section 2. 
The thing which makes these answers tantalizing is that statements of this 
form are usually either true for all finite r or false for r q = 2. (See [2], [3], 
and [5] for a wealth of examples of this phenomenon.) 
We also investigate in section 2 how small the third cell of a counterexample 
to the pairwise sums problem may be. Some of the work on this part of the 
problem was done in conjunction with Alan Taylor, to whom this author is 
indebted. 
In section 3 we present another condition on a partition which guarantees 
the existence of a sequence all of whose pairwise sums are in one cell. 
Unless otherwise stated, lower case variables range over the first infinite 
ordinal W. Recall that any ordinal is the set of its predecessors, so that, if 
r < w, then r = (0, 1, 2 ,..., r - l}. For the purposes of this paper we assume 
that 0 $ N (i.e., that N = w\(O)). 
2. PAIRWISE SUMS, WITH REPETITION, IN ONE CELL OF A PARTITION 
The first result establishes that, for any finite partition of N, one can find 
arbitrarily long finite sequences with all pairwise sums in one cell. The 
result is not new; to this author’s knowledge is was previously known by 
R. Rado and by W. Deuber. Its proof is included for completeness. 
2.1 THEOREM. Let r and n be positive integers. Then there is some integer m 
such that, whenever {I, 2 ,..., m> = lJiCrAi one has some i < r and some 
sequence (+Jk<n of distinct members of N such that x7< + x, E Ai whenever 
{k, P> C n. 
Proof. Let s be so large that, whenever {1, 2,..., s} = U,,,.B, , one has 
some d and t and some i < r such that (d + kt: k < 2n) C Bi . One can find 
such s by Van der Waerden’s Theorem [15]. (The proof may also be found in 
[S]). Let m = 2s and assume (1, 2 ,..., m) = &.Ai. For each i < r, let 
Bi = {x: 2x E Ai). Then (1, 2 ,..., s> = UiCrBi . Pick i < r and d and t such 
that {d + kt: k < 2n) C Bi . For each k < n, let xk = d + 2kt. Now let 
{k, p} C n. Then xlc + x, = 2d + 2(k + p)t. Since d + (k + p)t E Bi, we 
have 2d + 2(k + p)t E Ai , as desired. 
We now turn our attention to the problem of obtaining an infinite sequence 
with all pair-wise sums in one cell. We first introduce the notion of an admis- 
sible partition. 
2.2 DEFINITION. , A partition {Ai}i+. of N is admissible if there exist i < r 
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and d E N such that, for each n, there is an even integer x with (x + kd 
k <n}CA,. 
A special case of an admissible partition is one which has some cell 
including arbitrarily long blocks. A simple example of a non-admissible 
partition consists of (Ai}i<z where A, = {CnGF2n: F is a finite non-empty 
subset of w  and 1 F 1 is even}. (The verification that this is a non-admissible 
partition is similar to that of a related partition in Example 3.3.) 
We originally found a three cell admissible partition of N such that no cell 
had all pairwise sums from any sequence of distinct members of N. This 
example had the property that the density of one cell is 0. P. Erdos, in a 
personal communication, then asked how small one could make the third 
cell. An answer is provided in terms of the following definition. 
2.3 DEFINITION. Let f = (fJnCw be a sequence in N. A subset A of N is 
f-small provided there exist sequences (tn)n<w and (d,),<, in N such that, 
(1) for n <w, t, <f, ; 
(3 A C Un+,Mnf & + &I; and 
(3) lim,&n+l -d,-t,J = 00. 
Note that if fn < g, for all n E w  and A is f-small, then A is g-small (The 
sequence (t,),,, in the definition was introduced precisely to guarantee 
this property.) Note also that a set A is f-small for some bounded f if and 
only if there exist sequences (Qnew and (d,),<, in N, satisfying conditions 
(2) and (3), such that (t,Jncw is bounded. 
The answer that is provided by Theorems 2.4 and 2.9 is the following. Let 
<fn>n<w be a non-decreasing sequence in N. Every admissible three cell 
partition with one f-small cell has some cell including all pairwise sums from 
some sequence of distinct members of N if and only if f is bounded. In fact, 
the f-small cells presented in Theorem 2.4 are even smaller than required by 
Definition 2.3. That is, in them one always has dntl > 2(dn + t,). 
2.4 THEOREM. Let f be any unbounded non-decreasing sequence in N. 
There is an admissible partition {Ai}i<3 of N such that A, is f-small and such 
that there are no i < 3 and no sequence (x,),, of distinct members of N 
with x, + x, E Ai whenever {m, n} C w. 
Proof. Let a, = 2, b, = 3, c0 = 4, d, = 6, t, = 1, al = 8, c1 = 12, and 
a2 = 24. Let n > 0 be given and assume that we have chosen (ak&+$, 
<b,h,, > (cc>lc<n+l 2 <d&n, and (tk)k<, satisfying the following inductive 
hypotheses. 
(1) For k < n, ak < 61, < ck < 4 < ak+l ; 
(2) for k < n +l,a,+2k<cl,<2ak 
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and a,,, = 2ck ; 
(3) for k < n, dr, = 2bl,, c~+~ = 2d, , 
and dk > 2ak + 2k; 
(4) for k < n, if k > 0, then 
tk = min{k, fk}; and 
(5) for k < n, if tk > 2, then dk is the smallest even integer such that 
4 > ak+l - tk. 
These hypotheses are easily verified when it = 1. Let t, = min{n, fn}. If 
t, = 1, let d, = 2a, + 2(n + 1). (Note that this case occurs for only a 
finite initial segment of w.) If t, >, 2, let d, be the smallest even integer such 
that d, > a,,, - t, , and note that d, > a,,, - II = 2c, - n > 2(a, + 2n) - 
n > 2a, + 2n. Let b, = d,/2, c,+i = 2d,, and an+2 = 2c,+, . 
We verify the inductive hypotheses at n + 1. Hypotheses (3), (4), and (5), 
and the second conclusion of hypothesis (2) are satisfied directly. 
Note that if t, = 1, then d, = 2a, + 2(n + 1) < 2a, + 4n < 2c, = 
a,,, . Note also that if t, >, 2, then a,,, - 2 >, a, - t, . Thus, in either 
case d, < a,,, . Consequently c,+~ = 2d, < 2a,+l . Also d, > 2a, + 2n 3 
c, + 2n, so that c,+~ = 2d, > 2c, + 4n = a,,, + 4n 3 a,,, + 2(n + 1). 
Thus hypothesis (2) holds. 
Since d,, > 2a,, b, > a, . Since d, < a,,, , b, < c, . Also c, < 2a, < 
d, , so hypothesis (1) holds. 
Let k = min{n: t, 3 2). Let A, = {x: d, < x < a,,, for some n 3 k}, 
A, = {x: a, <x cc, for some n}, and A, = N\(A,u A,). Note that 
{x E A,: x 3 dk} = {x > dk: c, < x < d, for some n}. For later reference, 
let B, = {x: a, < x < b, for some n} and B1 = {x: b, < x < c, for some n}. 
Note that, by condition (5), A, C uncw[dn , d, + t,J. By condition (4) 
and the fact that to = 1, we have t, < fn for all n. Also, by conditions (l), (3) 
and (4), for any n one has d,,, > 2a,+, + 2(n + 1) > 2(dn + r,J so that 
limn+m(dn+l - d, - t,) = a3. Thus A, isf-small. 
We now assert that lim,,,(a,+, - d,) = lim,,,(d, - c,) = lim,,, 
(c, - b,) = lim,,,(b, - a,J = co. Since for each n, c, - b, = (a,,, - 
dJ2 and d, - c, = 2b, - c, > 2(bn - a,), it suffices to show that 
limn+&an+l - d,) = lim,,,(b, - a,) = co. That lim,,,(a,+, - d,) = CO 
follows immediately from condition (5) (specifically that d, - 2 < a,,, - tn) 
and the fact that ( fnJn+, , and hence (t,,),,+, , is non-decreasing and un- 
bounded. That lim,,,(b, - a,) = co follows from the fact that, for each 
n, b, - a, = d,/2 - a, > (2a, + 2n)/2 - a, = n. In particular, we con- 
clude that {Ai)i<3 is admissible. 
Now suppose that there esist i < 3 and (x~)~<~ such that x, + x, E Ai 
whenever (n, m} C w. By the pigeon hole principle, we may assume that 
-hl * . n < W} is contained in some one of the sets A,, B, , B, , or A, and that 
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x,, > dk . Since lim,,,(b, - a,) = 00, if (x,: n < w} CA,, we have for 
sufficiently large n that x0 + x, E A,, u B, . Similarly if {x,: n < w} is 
contained in B,, , B, , or AZ, then for sufficiently large n, x0 + x, is in 
B,, u B, , B, v A, , or A, u A, respectively. On the other hand, if x is in 
A,, , B, , B, , or AZ then 2x is in A,, A,, A,, , or A, respectively. This contra- 
dicts the assumption that x, + x, E Ai whenever {n, m} C w. 
It should be noted that the set A,, constructed in the above proof is neces- 
sarily of density 0. In fact, if d, < t < d,,, , then t > 2” while 1(x E A,,: 
x < t}l < n2. 
We now proceed to four lemmas leading to the proof that the infinite 
version of Theorem 2.1 holds for 3-celled admissible partitions with one cell 
f-small for some bounded sequence (fJnCw . 
2.5 LEMMA. Let {Ai}i<r be a partition of N and let ( y,JnCw be a sequence 
in N. There is a sequence (Hn)nCw offnite non-empty subsets of w such that 
(1) for each n, max H, < min H,,, , and 
(2) letting a, = CksH,yk, ifF and G are jnite non-empty subsets of w 
and t < min(F u G), then t + Ckeflb = t + Ckecak (mod (Ai}i,,) and 
20 + CkEFak) s 20 + CksGak) (mod WL,). 
Prooj For each n < o, let H,,, = {n}. Let q 2 1 and assume that for 
each p -C q we have chosen a sequence (H9,n)n<W of finite non-empty 
subsets of o satisfying the following inductive hypotheses. 
(1) For each n < w, max HOpn < min H9,,+1 ; 
(2) ifp > 0 and n <p, then Hp,n = HDmlSn ; and 
(3) if m <p, F and G are finite non-empty subsets of w  with m < 
min(Fu G), and t Cm, then t + C,MC,H,,Y~ = t - ! T  Cndk6~,,~k 
(modb&,, and 2tt + &F~ksH,,,Yk ) = 2tt + &C~kEH9~nYk) (moWd~‘d 
These hypotheses are easily verified if q = 1 (indeed (2) and (3) are vacuous). 
For finite non-empty subsets F and G of w, agree that F m G if and only if 
both t + Cn&k&Y,-,.,Yk = t + ~n&~ksHQ-l,,Yk (mod&&d and 2(t + 
CnEFCkPH,-I .yk) = 20 + ~nEG~kEHQ-l,nYk) (modG&,) whenever t < 4. 
There are finitely many equivalence classes mod w  (at most r2’J). Thus, by 
corollary 3.3 of [9], we may pick a sequence (F,JnCW of pair-wise disjoint 
non-empty subsets of w  such that all finite non-empty unions are congruent 
mod m. We may presume, by suitably thinning this sequence, that for each n, 
max F, < min Fn+l. In particular, for each n, n < min F,, . 
For n < q, let Hp,n = HQ-I,n . For n 2 q, let I& = UKEF,Hp-l,k . Hypo- 
theses (1) and (2) follow immediately. 
To verify hypothesis (3), let m < q, let F and G be finite non-empty subsets 
ofwwithm<min(FuG),andlett<m.LetK=U{F,,:noF,n>q}U 
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{n EF: II < q} and let L = u(Fn: n E G, n 3 q) u {n E G: n < q}. Then 
C&c kG&Yk = CnsKCkeH,-, ,Yk and %sCCksH, ,Yk = CnELCkeHq-l,,Yk . 
Assume first that m < q. Then m < q - 1 and &r < min(K u L) so the 
conclusion follows from the fact that hypothesis (3) holds at q - 1. (Notice 
that, since t < m, this case can only hold if q > 2.) Now assume m = q, 
and note that in this case K = UnBFFn and L = UnocFn . Since K and L are 
congruent mod =, hypothesis (3) is verified. 
For n < w, let H, = Hn+l,n+l and let a’, = x&n,yk . Since, for any n, 
H - Hn,, ni1.n and max H,,,,, < min Hn+l,n+l , we have immediately 
that max H, -=c min H,,, . Now let F and G be finite non-empty subsets of w, 
let t < min(F u G), and let p = max(F u G) + 1. Note that if n E F u G, 
then Hn+l,n+l = HDsnfl . We have t + LFan = t + CnEF~kEH,,+l,fl+lYk = 
t + CnoFCksH,,,+lYk . Similarly t f CnsGan = t + CnPCCkSH9en+1Yk . Letting 
F’={n+ l:n~F) and G’=(n+ l:nEG}, we have t <min(F’uG’). 
Thus, by hypothesis (3) at p, we have that t + xnEFan = t + Cnpcan 
(moWJi<J and 20 -t C aPFan) = 2(t + C,,,a,)(mod(Ai)i,,) as desired. 
2.6 LEMMA. Let {Ai}i<3 be a partition of N and let b EN. Assume that 
there is no sequence (x,JnCw of distinct members of N such that x, + x, E A, 
whenever {m, n} C w. Then there exists c such that for all n, k, x, w, and v, if 
(2k + 2s: s < n} n A, C [w, w  + b], (2k + 2s: s < n) n A, C [u, v + b], 
and2k,(x,<2k+2n-c,then2x~A,uA,. 
Proof. We will suppose that the conclusion fails and obtain a sequence of 
distinct members of N all of whose pairwise sums are in A,. Under this 
assumption we have that for each c there exist n, k, x, w, and v such that 
(2k + 2s: s < n} n A,, C [w, w  + b], (2k + 2s: s < n} n A, C [u, v + b], 
2k < x < 2k + 2n - c, and 2x E A,. 
Let c0 = 1 and choose n,, , k, , x,, , wO, and v,, as quaranteed for c0 . Let 
m >, 1 and assume that we have chosen (c,),<, , (It,.),<, , (k,),.<, , 
~x,.h.<, , (w.km , and G&, satisfying the following inductive hypotheses. 
(1) (2k, + 2s: s < n,} n A, C [w, , w, + b], {2k, + 2s: s < n,} n A, C 
b, 3 0, + b], 2k, < x, < 2k, + 2n, - c, , and 2x, E A, ; and 
(2) if r > 0, then 2k, > x,-~ + b and c, > x,-~ . 
The hypotheses are satisfied when m = 1. We may assume that there 
exist even integers y1 , yz , and y3 in A,, u A, such that x,-, + b < yI , 
YI + b < ~2 > and y2 + b ==c y3. (Otherwise some final block of 2N is 
contained in A2 and the conclusion is trivial.) Let c, = y, and let n, , k, , 
x wnl, and v, be as 
h%ds automatically. 
guaranteed by our assumption for c, . Hypothesis (1) 
Note that, since2k, < 2k, + 2n, - c, , we have 2n, > c,. Since {2k, + 2s: 
s < n,,) n A, C [w, , w, + b] and {2k, + 2s: s < n,} n A, 2 [v, , v, + b], 
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we must have that not all of y 1, y 2, and y, are in the interval [2/c, , 2k, + 
24. Since 2n, > c, = y, we must have 2k, > y1 and hence 2k, > x,,-~ I- 
b. Since c, = y3, c, > x,-, . Thus hypothesis (2) is satisfied. 
By Ramsey’s Theorem [ 131, we may (and do) choose an increasing sequence 
<m(r)>,,, and i < 3 such that x,(,) + x,(,) is even and x,(,) + x,(,) E Ai 
whenever r ( s. We already know that, for each r, 2x,,(,) E A, so to complete 
the proof, it suffices to show that i = 2. 
Suppose first that i = 0. Note that by the inductive hypotheses, x,c2) > 
2k,(,) > x,c,) f b. Now 2k,(,) < x,(,1 < 2k,t3) i- 2~~) - c,(,) and 
cm(,) > x,,(,) > x,(~) . Thus x,(,) + x,(z) and x,(,) + GM are both in 
{2k,(,, i- 2s: s < ~(3)) n A, . Thus x,(,) + -u2) and xmt3) + .ul) are 
both in [)v,(~) , wmc3) + b]. But x,,(,) > x,(,) + b. This contradiction 
establishes that i # 0. Similarly we conclude that i # 1. 
2.7 LEMMA. Let ( fJnCw be a bounded sequence in N and let (Ai)f<s be a 
partition of N such that A,, is f-small ahd A, contains arbitrarily long blocks of 
even integers. Then there are some i in (1, 2) and some sequence (x%)~+, of 
distinct members of N such that x, + x, E Ai whenever {m, n> C OJ. 
Proof Suppose the conclusion fails. Pick an even integer b such that 
fn < b for all n and let (t,Jncw and (d,),<, be as guaranteed by Definition 2.3. 
Let c1 be as guaranteed by Lemma 2.6 for b and {Ai}i<3 . Let B, = A,, 
B, = A,, and B, = A, , and let c2 be as guaranteed by Lemma 2.6 for b and 
(BijiC3. Let c = max{c, , c2, b}. 
Choose a sequence (k,),<, of even integers such that, for n < w, (k, + 2s: 
s d n} C A, and knfl > 2k,. Note that, if n > c, then {k, $- 2s: s < n} n 
B, = {k, 4- 2s: s < n} n B, = .@ and, for s < c, k, < k, + s < k, + 
2n - C~ so that 2k, f- 2s E B, u B, . That is, {2k, + 2s: s < c> C A, u A, 
whenever n > c. 
Since, by Definition 2.3, lim,,,(d,+l - d, - tn) = co we may pick m 
such that, for n > m, d,,, - d, - t, > 2c. Let p = max{d,+, , cj. For 
each n > p, define a, as the largest even integer smaller than k,+l such that 
there exist w, and a, with (a, + 2s: s < c> n A, C [w, , w, + b] and 
{a, + 2s: s < c). n A, C [vn , v, + b], and pick such w, and v,, . 
We claim that each a, 3 2k, , for n > p. Indeed 2k, < k,+l and {2k, + 2s: 
s < c} n A, = o. Now 2k, > n > p. Pick the last r such that d, < 2k, + 2c. 
Then d,,, - d, - t, > 2~ so {2k, + 2s: s < C} n A,, C [dV, d, + tr] C 
Ed7 , d, + b], and the claim is established. 
We have, for n >p, that a, < alL + c = a, + 2c - c so that, by Lemma 
2.6, {2a, + 2s: s < c} C A, u A, . 
Choose an increasing sequence (m(n)),,, (with m(0) > p) by c + 1 
successive applications of Ramsey’s Theorem so that, if s < c, n, # n2, 
and n3 f n4 , then a,+) + amcnz) + 2s = a,+) + ana(,+ + 2s bmW~~,~3). 
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In choosing (m(n)>,,, we also require that amcnl) t a,,,tn,) is even and 
2a,tnz) + 2s = 2a,(,l) + 2s(mod{Ai}& whenever n, # n2 and s d c. 
Since 2a,(,) > m(0) > p > d,,, we have that for any n there is at most one 
Y such that (2a,tn) + 2s: s < c} n ]dr, d, + tr] # iz. Since also 2a,tnI) + 
2s = 2a,cnz) + 2s(mod(,4i}i<3) whenever n, # n2 and s < c, we can pick 
v < c such that, for any n and any s < c if 2a,(,) + 2s E A,, , then s E [v, v + 
b/2]. Note that, if IZ # r and s $4 [v, v + b/2], then a,(,) + a,(,) f 2s E 
A,, u A, . (Otherwise the sequence (a,(,) + s)~+ would have all pairwise 
sums in A,, contrary to our assumption.) Thus whenever n # r, {a,(,) + 
a,(,) + 2s: s < c> n A, C [anzcn) + a,(,) + 20, a,(,) + a,(,) + 2~ + bl. For 
n > 0, let v&) = a,(,) + a,(,) + 221. Then, for n > 0, fam(n) + a,,,) + 2s: 
s < C> n Al 5 bk(njy vlmfn) + 4. 
Since, for IZ > 0, amtn) + a,(,) > p >, d,,, , there is at most one r such 
that (am(-) + a,(,) + 2s: s < cl n [dr , d, + t,] # O. Thus we may pick, 
for each n > 0, IV&) such that {amen) + a,(,) + 2s: s < c} n A, C [whcnj , 
w&) + b]. By the choice of a,(,) (since each a,(,) + a,(,) is even) we must 
have that a,(,) + a,(,) > k,(,)+l whenever n > 0. 
Pick iz such that m(n) > a,(,) + 2~. Then a,(,) + a,(,) 3 k,(n)+l 
and, since a,(,) < k,(,)+l, a,(,) + a,(,) + 2~ < k,(,)+l + m(n) + 1. Thus 
{a,(,) + a,(,) + 2s: s < c} Z A, . But on the other hand {a,(,) + a,(,) + 2s: 
s G C> n A, C bk(,) , vhlnk + b] while c > b. This contradiction completes 
the proof. 
The straightforward proof of the following lemma is omitted. 
2.8 LEMMA. Let ( fn)n<w be a bounded sequence in N and let {AJic3 be a 
partition of N such that A, is f-small. Let (x + nd),<, be an infinite arithmetic 
progression in N and, for i < 3 deJie C, = (n: x + nd E AJ. Then Co is 
f-small. 
We are now ready for the Proof of the main theorem. 
2.9 THEOREM. Let ( fnjncw be a bounded sequence in N and let {Ai}i<a be 
an admissible partition of N such that A, is f-small. Then there exist a sequence 
&)a<w of distinct members of N and i E (1, 2) such that x,~ + x, E Ai 
whenever {m, n} C w. 
Proof Since (Ai}*< is an admissible partition of N, there is a cell which 
includes arbitrarily long arithmetic progressions of even integers in a fixed 
increment. Since ( fnjncw is bounded and A, is f-small, this cell is not A, . We 
shall assume without loss of generality that this cell is A, . Pick d E N such 
that, for each R, there exists an even x with {x + kd: k < n} C Al . We may 
presume that d is also even. 
Choose inductively a sequence ( yn)n<w of even integers such that, for each 
n > 0, { yn + kd: k < n + CrCn y,} C AI . Pick sequences (H,Jncw and 
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<aA n<w as guaranteed by Lemma 2.5. Then, for each n, max H, < min Hntl , 
a, = CksH,yk , and, whenever F and G are finite non-empty subsets of w  and 
t < min(F u G), one has t + EnSFan = t + LGan (mod{Ai},,,). 
For i < 3, define Bi = {t: a, + t E Ai} and note that, if t E Bi and F is a 
finite non-empty subset of w  with t < min F, then t + CnsFa.,, E Ai . 
For each n, letting m = max H, , we have ym < a, and a, + n < ym + 
n + Crcrnyr < ym + m + C7<,,,y,. . For each n pick x, and m, such that 
(x,+kd:k<m,)CA,,x, is even, x, 9 a, < x, + d, and a, + n d 
x, + m,d. Choose an increasing sequence (t(n)>,<, and s < d such that, for 
each n, a,(,) $ s = x,(,) + d. Since xttra) , d, and a,(,) are even, so is S. 
We claim that {s + kd: k < w} C BI . Indeed, let k < w  and pick n such 
that t(n) > s + kd. Then a,(,) + s + kd = xttn) + (k + I)d. Also al(,) + 
s + kd < a,(,) + t(n) < xttn) + m,(,)d, so a,(,) + s t kd E A, . Thus s + 
kdEB1. 
For i < 3, define Ci = {k: s + kd E Ai}. Note that, by Lemma 2.8, C,, is 
f-small. We claim that C, includes arbitrarily long blocks. Let p be given 
and pick n such that t(n) > (p + 1)d and al(,) > S. Pick the first k such that 
s + kd > atcn) . We claim that {k + r: r < p} C C, . Let r < p and recall 
that s + (k t r)d E B, . Now s -!- kd > a,(,) and s + (k - 1)d < a,(,) . Thus 
a,c,)~st(kir)dds+(k+p)d=s+(k-l)d+(p+l)d<at(,)+ 
t(n). Pick q < t(n) such that s + (k + r)d = a,(,) + q. Pick Y such that 
t(4 > %d + q. Now s + (k + r)d E 4 so am 4 s + (k + r)d = aw + 
atcTL) + q E Al . But atm + at(,) + q = at(,) + q (mod b&3) so at(,) + 
q E A, . Thus s + (k + r)d E A, and hence k + r E C, as desired. 
By Lemma 2.7 there exist i in (1, 2) and a sequence (k,),<, of distinct 
integers such that k,, + k, E Ci whenever {m, n} C w. Thus, letting y, = 
42 + k,,d for each n, we have y, + ,v,, = s + (k,, + k,,)d E Ai whenever 
(m, n) C w. 
2.10 COROLLARY. Let (Ai}i<z be an admissible partition of N. Then 
there exist a sequence <xnjn.+ of distinct members of N and i < 2 such that 
x, + x, E Ai whenever {m, n] C o. 
A natural question is whether Corollary 2.10 holds with numbers of 
repetitions other than 2. That is, let {Ai}io be an admissible partition of N 
and let r (with 2 < r < W) be given. Must there exist a sequence (x~)~<~ of 
distinct members of N and i < 2 such that &,.x,(~) E Ai whenever {n(j): 
j<r)C w? The following theorem shows that the answer is “no”. What 
can be shown is that, if the notion of admissible is changed to require arbi- 
tratily long arithmetic progressions of multiples of m in a fixed increment, 
then Theorem 2.9 holds with the conclusion modified to say “mx, E Ai 
whenever n < o and CnEFxn E Ai whenever FE [w]~“. (The proof uses 
appropriate modifications of Lemmas 2.6 and 2.7. We have not included 
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this more general theorem because we feel the added generality is not of 
sufficient interest to justify the additional complexity of the proofs.) 
2.11 THEOREM. Let m 3 2. Then there exists a partition {A,jiCl of N 
such that there are no sequence (x,.jrCW of distinct members of N and no i < 2 
with mx, + x, E Ai whenever r # s. 
Proof. Let A, = {x: m2n < x < +-+l for some n> and A, = (s: rnzflll < 
x < m211’-2 for some nl-. Suppose there are some i < 2 and some sequence 
<&:“r<W of distinct members of N such that mx, + x, E Af whenever r + s. 
We may assume that there is some j < 2 such that each x, is in A, . 
Assume first that j = 0. For each r, pick n(r) such that nz2n(r) < x,. < 
rn”“(‘)+l. We consider two cases. In the first, there are some k and infinitely 
many r such that X, 3 &n(T)+1 - k. In this case pick s such that x, 3 mk 
and r such that n(r) > n(s) and x, > m2n(r):1 - k. Then 9,. - mx, > 
m2n(r)+l and x, + mx, < /n21~(~bkl + m2n(s) k2 < m2TL(r)-t2 so that x, + mx, g 
A, . Also, mx,. + x, > m(m2n’T)t1 - k) -+ mk = m2(T)+2, while 177x, L- x,~ < 
m2n(r)t2 + m zra(~)~ll < m2n(T);3, so that mx, + x, E A, . 
In the second case, for each k all but finitely many r have the property 
that X, < m211(V)+1 - k. Pick r such that n(r) > n(1) and x, < m2n(r)-1 - mxl . 
Then rnzncr) < x,. + mx, < m2n(r)+1 so that x, + lnxl E A, . Also, m2n(r) I1 < 
mx, f x1 < m2n(r)-‘-2 - m2x1 + x1 < m2n(T)tz so that mx, + x1 E A, . 
The event that j = 1 is handled in a similar fashion. 
We close this section by stating the obvious conjecture, namely that 
Theorem 2.9 holds with the assumption that {AijiC3 is admissible removed. 
3. ANOTHER SUFFICIENT CONDITION 
We present now two contrasting conditions on {Ai}i<2 which are sufficient 
to guarantee the existence of a sequence with all pairwise sums in the same ceil. 
A simple consequence of Theorem 3.1 is that any counterexample must have 
a bound on the gaps between numbers x which have the property that either 
x = 2x (mod {Ai}& or x + 2 = 2x + 2 (mod {Ai}+,). A simple conse- 
quence of Corollary 3.3 is that any counterexample must have a bound on 
the gaps between numbers x which have the property that x * 2x (mod 
{AJic2) and x + 2 $ 2x + 2 (mod {Aiji,,). 
Except for the contrast which it provides to Corollary 3.3, the following 
theorem is of little interest because it is in fact an easy corollary to Corollary 
2.10. 
3.1 THEOREM. Let {Aili< be a partition of N. If there is some d > 1 
such that for all b there exists y such that x f 2x (mod (AJ,,,) and .Y -+ 2d $ 
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2x + 2d(mod {Ai}j,,) whenever x E { y + kd: k < b}, then there exist i < 2 
and a sequence (x,),<, of distinct members of N such that x,,, + x, E Ai 
whenever {m, n} C W. 
Proof. We simply note that the partition {Ai}r<z is admissible. Indeed, if 
d is as assumed, b is given, and y is as guaranteed for b, then it is easily 
verified that (2y + 2kd: 1 < k < b} C Ai for some i < 2. (Assume y + d E A,. 
Then 2( y + d) f A, . Since 2y + 2d E A,, y + 2d E Al , and so on.) 
3.2 THEOREM. Let {Adi,, be a partition qf N. If there exist an even integer d 
(which may be negative) and a sequence (x,),<, such that d + CncFx, = 
d + ?ZnsFxn (modbGi.& w h enever F is aJinite non-empty subset of W, then 
there exist j < 2 and a sequence ( ynjnCW of distinct members of N such that 
ym + yn E Aj whenever (m, n)- C w. 
ProoJ Let d and (x*)~+ be as in the hypothesis. For F and G, finite 
non-empty subsets of w, agree that F ;uv G provided d + CnsFx, = d + 
C,ecxm(mod{Al}i<J. Choose, via Corollary 3.3 of [9], a sequence (Fn)n<w of 
pairwise disjoint non-empty subsets of w such that all finite unions are 
congruent mod RS. We may presume, by taking sufficiently many unions of 
I;;l’s, that if n # r, then CLEF,xk # xksF,xk . 
For n < w, let y% = d/2 + zbeFn xk . Pick j < 2 such that d f zneG 
EM, xk E Aj whenever G is a finite non-empty subset of w. Now, for n < o, 
2~n = d + ?L,,3c - d + Cm, xk (mod(A$&. Thus 2y, E A,. If m # n, 
then Y, + yn = d f CkGF,,,xk + ZksF,,xk = d + ZLA,~,~~ LFrxk, so Y,,, ‘r 
in E 4. 
3.3 COROLLARY. Let {Ai}i<z be a partition of N and let d be given. If 
for all b there exists y such that whenever x E { y + k: k < b} there is some 
t in 2 with / t / < d such that x + 2t = 2x + 2t (mod{Ai}&, then there 
exist i < 2 and a sequence ( yn)lL+, of distinct members of N such that y,,, f 
y,, E Ai whenever (m, n} C w. 
ProoJ Choose a sequence (z,),<, inductively so that, for n > 0, if 
k G Cs<nzs 3 then there is some t in Z with 1 t 1 < d such that z, + k + 2t z 
2(z, + k) + 2t(mod(Ai}&. Then {xnEFzlz: F is a finite non-empty subset of 
w} _C utsd{x: x + 2t E 2x + 2t(mod{Ai}i<z)} u &{x: x - 2t = 2x - 
2t(mod{Ai}i,,)} Thus we may choose a t in Z with I t I < d and a sequence 
<Fn),<w of finite non-empty subsets of w such that (&&&,z~: G is a 
finite non-empty subset of w} 2 {x: x + 2t E 2x + 2t(mod{AJ&}. Letting 
x, = &Efnzk for each n, we apply Theorem 3.2. 
3.4 Example. A partition {Ai}i<, of N which is not admissible and which 
fails to satisfy the hypothesis of Theorem 3.2. 
For x in N, let g(x) be the number of blocks of zeroes in the binary expan- 
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sion of x which have length at least one. (Thus, for example, g(l loo0101 100) = 
3.) For x in N let h(x) = n where x = &EF2k and n = max F. Let A, = 
{x E N: g(x) + h(x) is even} and let A, = N\A, . 
To see that the hypothesis of Theorem 3.2 is not satisfied, let d E Z and let 
<&hL<w be given. Choose n such that d < 2” and pick F such that 2n+1 I 
CkeFxk . Then W + XGGCJ = W + CkeFxk) + 1 while g(d + 2CksFxk) = 
dd + 2LxJ. Thus d + L&G + d + 2CkEFxk(modG&2). 
We now check that {Ai}i<z is not admissible. Let d be given and pick F 
such that d = &eF2t. Let n = max F and let b = 2n+6 + 2”+3. We claim 
that there exist k and m no larger than b such that x + kd f x + md(mod 
(Ai}&. Notice that, as k increases, the greatest integer in (x + kd)/2”+l runs 
through all integers bigger than x/2”+l. (Tn binary, at least every other addi- 
tion of d results in a carry to column n + 1.) Pick k, < 2n+5 such that 
x + k,d = C,,,2t where G = G1 u G, , max G, < n, and min G, = 2n + 4. 
(That is, in binary column 2n + 2, x + kd has a 1 and in columns n + 1 
through 2n + 3 it has 0’s.) Let k, = 2n+2 and k3 = 2n+3 (so that k,d is d 
shifted to columns n + 2 through 2n + 2 and k,d is d shifted to columns 
n + 3 through 2n + 3). Then h(x + (k, + k,)d) = h(x + (k, + k3)d) and 
g(x + (k, + k,)d) = g(x + (k, + W) + 1. Thus x + (k, + k,)d + 
x + (kl + k3)4moWJ~,2). 
4. FINITE SUMS, WITH REPETITION, IN MORE THAN ONE CELL 
Theorem 3.1 of [9] may be stated in the following fashion. If {Aili<,. is a 
partition of N, then there exist i < r and a sequence (x,),.+ such that, 
whenever t E N and {u~}~~, C (0, 11, one has CkCtalcxle E Ai u (0). As we have 
seen, this result fails if we allow some a, = 2. We do however have the follow- 
ing theorem. 
4.1 THEOREM. Let r and p be in N. If (AdiCT is a partition of N, then 
there exist a sequence (x,),<, and a function f taking {I, 2,..., p} to r such that 
c nEFaxn E Art,) whenever 1 < a < p andF is afinite non-empty subset of w. 
Proof. The case p = 1 is the result mentioned above. Let p > 1 and 
assume this theorem is valid for p - 1. Let {Ai}i<r be a partition of N and let 
( YA<lu and the function g from { 1, 2,..., p - l} to r be as guaranteed by the 
inductive hypothesis. For each i < r let Bi = {G: G is a finite non-empty 
subset of w  and x:lzecpyn E Ai}. By Corollary 3.3 of [8] we may find j < r 
and a sequence (H,),<, of pairwise disjoint finite non-empty subsets of o 
such that, whenever F is a finite non-empty subset of w, uneFHS E Bj . Let 
f = gu{(p,j)} and let, for each n E N, x, = CksHmylc . The conclusion is easily 
verified. 
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The next theorem shows that the result of Theorem 4.1 is best possible in 
the sense that, for each p, there is an r such that the function f may be forced 
to be one-to-one. 
4.2 THEOREM. Let p E N. Then there exist Y 3 p and a partition (Ai}i<r of 
N such that, whenever (x,Jn+,, andf are as guaranteed by Theorem 4.1, f must 
be one-to-one. 
Proof. Let r 3 p such that r + 1 is prime and, for each i < r let Ai = 
(x E N: the rightmost non-zero digit of x in its base r + 1 expansion is 
i + I>. Then, for any x, each of x, 2x, 3x ,..., px lie in different cells. 
If x = (&Jn<w is an increasing sequence in N, let 2 = {CkCtakxlc: t E N, 
{ak: k < t> c 3, and some aR # O}. In a personal communication P. Erdiis 
has asked (for the case r = 3) whether, given a partition (Ai}i<r of N, there 
must exist some sequence x such that i{i < r: Ai n 2 # a}] < r. The 
following theorem answers this question in the negative. 
4.3 THEOREM. For each r E N there exists a partition {Ai}i<r of N such that 
whenever (x,),<, is a sequence in N and i < r, one has some t in N and some 
{a& C 3 such that CkCtakxk E Ai . 
Proof, We may assume r > 2. For each x E N, let w(x) be the number of 
even blocks of zeroes in the binary expansion of x. Thus w(11000100101 
0000) = 3 since 110001001010000 has one block each of lengths 0, 2, and 4. 
For each i < r let Ai = {x E n: w(x) = i + l(mod r)}. Suppose that there are 
some sequence (x,),<~ and some i < r such that, whenever t E N and 
hLit C {O, 1, 21 one has Ck<takxlc $ Ai . 
By Lemma 2.3 of [ll], we may assume that 2si2 1 x,+~ whenever 2” < x, 
(and hence that there is at least one 0 between the rightmost 1 of x, + 1 and 
the leftmost 1 of x,). Consider now the possible sums of the form &r-lalcxk 
with {aK}le<,.--l C (1, 2). By choosing a, properly one may make the block of 
zeroes between the rightmost 1 of akxk and the leftmost 1 of akelxkml even or 
odd. Since xk and 2x1, have the same number of even blocks of zeroes between 
their first and last ones, we can thus choose {ak}kjr-l so that w(&<,-la,xJ ES 
i (mod r). This contradiction establishes the result. 
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