Abstract. An improvement strategy of a convergence property of a communication-avoiding Krylov subspace method is numerically investigated, and the method is adopted for a linear system obtained from the Element-Free Galerkin (EFG) method. Although a communicationavoiding Krylov subspace method such as k-skip Conjugate Gradient (k-skip CG) improves parallelization efficiency, a convergence property of the method is degraded. To improve this degradation, we propose two improvement techniques, calculating a true residual vector once in several iterations and adopting weighted average of the a true residual and a numerical residual. As the result, the convergence of k-skip CG becomes more stabilized and faster.
Introduction
In recent years, the performance of computer systems has drastically increased, and a central processing unit (CPU) having a plurality of processing cores have been developed. Thus, parallelization of calculation code is indispensable in order to fully derive the calculation ability of computers. On the other hand, it is clear that the communication time increases with increasing number of processing units (PUs), and a massive communication time between PUs is a big issue for parallelization efficiency.
The Krylov subspace method is a solver for a large sparse linear system, and the method is very easy to parallelize because of a simple algorithm. However, in the method, communications occur at short intervals in parallel calculations of inner products of vectors and multiplication of matrices and vectors. These communication time is degrading parallelization efficiency of parallelized Conjugate Gradient (CG). To solve this issue, various communication-avoiding algorithms are proposed [1] .
The k-skip conjugate gradient (k-skip CG) is one of a communication-avoiding method. The basic concept of the method is to avoid the k times iterative calculation to convert the inner-product operations in the scalar values by using k Krylov bases. Therefore, it is necessary to calculate the power of a coefficient matrix A before the main loop of the method. As the result, convergence property of the method becomes degraded because of the truncation errors.
It is known that the linear system obtained from the meshless approaches such as the Element-Free Galerkin (EFG) [2, 3] becomes an ill-posed one as a number of dimension size increases, and solutions of the system cannot obtain by the Krylov subspace method.
The purpose of the present study is to improve the convergence property of the Krylov subspace method for the linear system obtained from EFG by using variable reduction method. Furthermore, improvement schemes for convergence property of k-skip CG are proposed.
Linear System Obtained from Element-Free Galerkin Method
In this paper, the linear system obtained from EFG is employed as an evaluation system. The objective problem is 2-D Poisson's problem, and the analytical region D is assumed a square region with D(x, y) = (−0.5, 0.5) × (−0.5, 0.5). The Dirichlet conditions are imposed on all boundaries. Additionally, boundary nodes x 1 , x 2 , · · · , x m are uniformly scattered in D, and the nodes x m+1 , x m+2 , · · · , x n are also uniformly scattered on the boundaries. From the above assumptions, the linear system descretized by EFG is defined as follows.
[
Here, a symmetric matrix A * ∈ R m×m is obtained from Laplacian derivative operator, and a matrix C ∈ R m×ℓ is obtained from a boundary condition and a constraint condition where ℓ = n − m. Furthermore, vectors x, λ, b * and c denote an unknown vector, Lagrange multiplier vector, known vectors, respectively. It should be noted that only u is required as a solution of (1). In addition, it is known that the linear system (1) becomes an ill-posed one as a number of dimension size N increases.
In the next section, we adopt the CG as the solver for (1), and the variable reduction method is proposed as the preconditioning strategy of the method. 
Variable Reduction Method
As we mentioned above, the linear system (1) becomes an ill-posed problem as a number of dimension size N increases. In fact, as can be seen from Table 1 , the value of condition number of coefficient matrices increases with the increase of dimension size N. As the result, we cannot obtain the solution of (1) by using CG (see Fig. 1 ).
To improve above behavior of the system, the variable reduction method is adopted as the preconditioning strategy of CG. It is known that the variable reduction method is a very effective preconditioning strategy for the linear system with constraint condition [4] . In EFG, the boundary conditions are imposed using constraint condition such as Lagrange multiplier method, and only unknown vector x is required as a solution of (1). Thus, vector λ can be reduced from the system by using the following procedures.
From (1), the following equation is derived.
We can see from this equation that the second term of (2) is an element of Range C, and the elements of Range C can be eliminated by projection matrices of orthogonal complement of Range C. In order to eliminate the second term of (2), let us first apply the QR factorization to C as
where Q ∈ R m×ℓ , R ∈ R ℓ×ℓ , P ∈ R ℓ×ℓ . By using this equation, we can eliminate λ from (2), and the following variable reduction linear system is obtained.
Here, matrix U is defined by U ≡ E − F, and matrix F is defined by F ≡ QQ T . In addition, E denotes a unit matrix. To ensure the symmetry of the coefficient matrix A * , (4) can be transformed to the following symmetric linear equation.
We can see from (5), λ is eliminated, and variables are reduced from (1). Let us show the eigenvalues distributions of the coefficient matrices of (1) and (5) in Fig. 2 , and condition numbers of A are shown in Table 2 . We can see from Fig. 2 that it is possible to eliminate the eigenvalues concentrated in the vicinity of zero by the variable reduction method. Moreover, only positive eigenvalue remains by the method, and the values of condition number are decreased as compared with Table 1 .
Finally, CG is adopted for the linear system (1) and (5), and the residual histories are shown in Fig. 3 . For the sake of visibility, the case of N = 56 is only shown in the figure. This figure indicates that the solution of the problem can be obtained smoothly by the variable reduction method, and we can conclude that the method is very effective as the preconditioning strategy for the linear system obtained from EFG. In the following sections, (5) is adopted for the numerical evaluations. 
k-skip Conjugate Gradient Method
The communication-avoiding technique is a solution for the communication bottleneck issue of the parallelized Krylov subspace method. The k-skip CG [5] is one of a communicationavoiding Krylov subspace method which is derived from CG. In the standard CG, inner products (r i , r i ) and ( p i , Ap i ) are calculated at i-th iteration. That is to say, in the parallelization method, communication occurs depending on the number of distributed units in each iteration, and this communication costs are a huge hurdle and deteriorates parallelization efficiencies of the method.
In k-skip CG, inner products at (i + 1)-th iteration are expanded by recurrence formula as follows.
The above equations indicate that values of (
were calculated in the previous iteration, and evaluations of equations (6), (7), (8) and (9) can be completed only by using these scalar values without parallel calculation and communication. Besides, by expanding the calculation of the inner products backward by k times, evaluations of inner products can be skipped k times. Thus, the communication occurs once in k + 1 iterations, and computational complexity of scalar operations in k + 1 iterations becomes O(k 2 ). There is related work such as s-step [6] iterative methods and Krylov basis CG method [7] ; nevertheless, k-skip CG has the smallest computational complexity of scalar operations. In Algorithm 1, we show the algorithm of k-skip CG.
We can see from Algorithm 1, it is necessary to calculate Krylov bases A 2k r m and A 2k+1 p m according to a number of skip k. As the result, the calculation of the power of A induces degradation of calculation accuracy and convergence property of the method [8] .
In the next section, improvement techniques for the convergence property of k-skip CG are proposed.
Convergence Property Improvement of k-skip CG
Let us first investigate the numerical property of the standard k-skip CG. In order to investigate the property, (5) is adopted for the evaluation. In the following, the dimension size of the coefficient matrix is fixed as N = 6561. Residual histories of the standard k-skip are shown in Fig. 4 . As it can be seen from the figure, even if the variable reduction method is γ n ← (r n , r n ) 8:
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Reorthogonalization of bases (Improvement 1)
With previous approaches, search directions p i are gradually deviated from conjugate gradient vector during iteration because of accumulated error. The vector p i in an i-th iteration is reset by the true residual r = b − Ax i to resolve the issue. However, if the true residual is adopted in every iteration, it is considered that the convergence speed of the method decreases. This is because the method becomes almost equivalent to the gradient descent method if the true residuals are calculated in every iteration. In order to solve this issue, the conjugate gradient residual r i should be employed for the method aggressively. Hence, a new parameter λ is introduced, and p i is reset once in λ iterations. For example, the true residual is calculated in every iteration in case of λ = 1, and the residual is calculated once in two iterations in case of λ = 2. The above improvement is called improvement 1 in this paper.
Residual histories of k-skip CG with improvement 1 are shown in Fig. 5 . As it can be seen from the figure, numerical solutions are obtained by using the improvement. Especially, the residual history of λ = 1 is very smooth. Although the residual histories of λ = 2, 3 are unstable, total iteration counts are decreased about 90% compared with λ = 1. Note that a solution cannot be obtained in case of λ > 4. Thus, in order to improve the convergence speed of the method, the conjugate gradient residuals should be employed aggressively as much as possible.
As we mentioned in the previous section, increasing of a skip number k induces degra- dation of calculation accuracy and convergence property of the method. In other words, a large value of k leads to instability of the method, and the phenomenon can be observed from the comparison between (5a) and (5b). Thus, the value of k should be chosen in relation to communication time and calculation cost.
Weighted average of residuals (Improvement 2)
To mitigate the issue caused by using true residual (improvement 1), a new parameter κ (0 ≤ κ ≤ 1) is introduced. In the improvement 2, vector p i in an i-th iteration is reset as the following equations.
According to the above formulas, p i is reset by true residual in case of κ = 1, and p i is not reset in case κ = 0. In case of 0 < κ < 1, p i is reset by weighted average of true residual and the calculated residual.
Residual histories of k-skip CG with improvement 2 are shown in Fig. 6 . Compared to improvement 1 with λ = 1, although total iteration count decrease about 60%, the convergence properties of improvement 2 are much stabilized than that of improvement 1. As well as improvement 1, Convergence property is degraded as skip number k increases. Convergence property is improved as the value of κ decreases; however, numerical solutions are not obtained in case of κ ≤ 0.6.
Combination of improvement 1 and 2
In order to positively utilize the excellent part of both improvement 1 and improvement 2, we propose a hybrid method of improvement 1 and 2. In the hybrid improvement, the weighted average of the a true residual and a numerical residual (10), (11) and (12) are adopted once in several iterations.
Iteration counts of k-skip CG with hybrid improvement are shown in Fig. 7 . As we can see from the figure, iteration counts decreases temporarily with increasing value of κ, and iteration counts take the minimum value at κ = 0.95 in both cases. After that, the iteration counts increase with increasing value of κ. Note that the numerical solutions are not obtained in case of k = 4, κ ≤ 0.7. This behavior can be explained as follows: decreasing κ makes the method closer to the original k-skip method which is convergence property is not good, and Increasing κ makes the method closer to the improvement 1 which has a issue with the convergence speed. The typical residual histories of the hybrid improvement (κ = 0.95) are shown in Fig. 8 . Although it is somewhat unstable, it can be seen that the number of iteration can be drastically reduced in both cases (k = 2, 4). Thus, we can conclude that the hybrid improvement is very effective for k-skip CG of convergence property.
Conclusions
In this paper, variable reduction method has been adopted for the linear system obtained from EFG. In addition, two improvement techniques of k-skip CG have been introduced, and numerical features have been investigated. Conclusions obtained in this paper are summarized as follows.
• The linear system becomes an ill-posed problem as increasing number of dimension size. As the result, the numerical solution cannot be obtained by using CG.
• The variable reduction method is so effective to decrease the condition number of an ill-posed problem, that convergence property improved.
• Even if the variable reduction method is adopted, the numerical solution cannot be obtained by using k-skip CG. • Although convergence property improved by adopting true residual in k-skip CG, convergence becomes much slower than that of CG. Convergence speed can be increased by adopting true residual only once in several iterations and adopting weighted average of the a true residual and a numerical residual between numerical residual and true residual. We can conclude that improvement techniques of k-skip CG are effective.
In this paper, newly introduced coefficients are tuned manually. A tuning technique or an auto-tuning method must be investigated. A convergence theorem of k-skip CG with improved technique also has to be investigated. These remain our future work to do.
