Type II supernovae (SNe) originate from the explosion of hydrogen-rich supergiant massive stars. Their first electromagnetic signature is the shock breakout, a short-lived phenomenon which can last from hours to days depending on the density at shock emergence. We present 26 rising optical light curves of SN II candidates discovered shortly after explosion by the High cadence Transient Survey (HiTS) and derive physical parameters based on hydrodynamical models using a Bayesian approach. We observe a steep rise of a few days in 24 out of 26 SN II candidates, indicating the systematic detection of shock breakouts in a dense circumstellar matter consistent with a mass loss rateṀ > 10 −4 M yr −1 or a dense atmosphere. This implies that the characteristic hour timescale signature of stellar envelope SBOs may be rare in nature and could be delayed into longer-lived circumstellar material shock breakouts in most Type II SNe.
SN candidates discovered shortly after explosion by the High cadence Transient Survey (HiTS) 10 , hereafter F16 , and a systematic study of their physical properties.
Type IIP/L SNe, hereafter SNe II, are thought to originate after the core collapse of massive red supergiant stars (RSGs) with main sequence masses between 8 M and 16.5 M 11 , although see 12 . In the currently favored scenario, the neutrino-driven mechanism (see 13 and references therein), a small fraction of the gravitational energy lost during collapse is transferred to the outer layers of the star via neutrino heating. This triggers a shock wave which, depending on the mass of the progenitor and the total input energy, can sometimes unbind the envelope of the star in a SN explosion. This shock wave is radiation dominated, Compton scattering mediated and propagates supersonically, typically at tens of thousands of km/s 14 . The shock precursor has a characteristic optical depth, estimated equating the timescales for photons to diffuse out of the shock front (diffusion timescale) and the timescale for the shock to move into a new region of the star (advection timescale), of τ ≈ c/v shock , where c is the speed of light and v shock is the shock propagation speed 15 . This can be written as a distance of about 30 times the mean free path of a photon scattering off electrons and it is therefore proportional to the electron density.
In RSGs, the shock is expected to travel for about a day until it reaches an optical depth from infinity small enough for the shock to emerge. For example, a shock traveling at 10,000 km/s would take 19 hours to traverse 1,000 R . The emergence of the shock itself, or shock breakout (SBO, see review in 16 ), should typically last for about an hour if it happens from the envelope of a RSG, a timescale which is determined by the width of the shock precursor (proportional to density), the shock velocity and some form factors. We call this scenario an envelope SBO, e.g. 17 .
If a dense wind or atmosphere is present, the ejecta's photosphere at shock emergence can extend beyond the typical RSG sizes predicted by stellar evolution theory. This can push shock emergence radially outwards into lower electron densities, where the shock's radiative precursor will be significantly more extended for the same optical depth and will therefore have a longer-lived emergence. Thus, apart from powering the early light curve via conversion of kinetic energy into radiation, this dense circumstellar material (CSM) can delay the shock emergence and extend its duration to several days due to both the lower electron density and light travel time effects, replacing the much shorter-lived envelope SBO. We call this scenario a wind SBO [18] [19] [20] [21] [22] or extended atmosphere SBO 23 .
After shock emergence, the envelope of RSGs should adiabatically cool until recombination of hydrogen starts. As the RSG envelope expands and cools, its typical temperature enters the optical range in a timescale of several days, making SNe II optical light curves (LCs) rise up to maximum light with a timescale of about 7 days 24 , with possible sub-classes of relatively slow and fast rising SNe II 25 . This timescale has been used to derive typical RSG stellar radii using analytic approximations or hydrodynamical models. The observed rise timescales are shorter than expected and have led researchers to conclude that either the radii of RSGs are much smaller than predicted by stellar evolution theory 24, 26 , or that perhaps a dense wind SBO is responsible for the fast rise. The latter is supported by the early spectroscopic detection of narrow optical emission lines with broad electron-scattering wings in SN2013fs 22 , which are suggestive of slowly moving shocked material 23 ; and by a recent analysis of type II SN light curves around maximum light 27 . Thus, it is important to understand the innermost regions of the wind or extended atmospheres of RSGs.
There have been several observational efforts to discover RSG envelope SBOs using high cadence observations from space 28-31 and ground-based observatories 32 from the UV to optical wavelengths, but only marginal detections have been achieved (a notable exception was the serendipitous discovery of the envelope stripped SN IIb 2016gkg 33 ). HiTS (F16) is a survey which uses the Dark Energy Camera (DECam) to explore the transient sky in timescales from hours to weeks, monitoring the hour timescale transient sky during three observational campaigns in 2013, 2014 and 2015.
Observations and data processing
The observational strategy of HiTS is described in F16. In 2013 we surveyed 120 deg 2 in the u-band with a cadence of 2 hours during 4 consecutive nights. In 2014 and 2015 we surveyed 120 and 150 deg 2 , with a cadence of 2 and 1.6 hours during 5 and 6 consecutive nights, respectively. In 2015 the high cadence phase was followed by a few observations days later, mostly in g, but also in r band. The 2014 and 2015 data were analyzed in real-time, with candidates being generated and filtered only minutes after the end of every exposure. Thanks to these real-time capabilities, in 2014 and 2015 we were able to trigger spectroscopic follow-up observations for a few of the most nearby candidates, with hour timescale spectroscopic follow up capabilities in 2015 using the Very Large Telescope. No clear signatures of envelope SBOs were found and the very fast spectroscopic observations were never triggered, but we obtained spectra for 18 objects after the main high cadence phase of the observations for classification purposes: using NTT (provided by the PESSTO collaboration 34 ), SOAR and VLT (see Methods). These spectra were used for direct classification, but also for testing a LC based classifier. 11 SN candidates were spectroscopically classified as SNe Ia and 7 SN candidates were classified as either SNe II or showed a blue continuum consistent with SNe II.
The DECam data processing from raw image to light curve creation is discussed in Methods. Although the resulting LCs did not show the signature of envelope SBOs it was evident that the first few days of evolution of synthetic light curves which do not include CSM, and which show an hour timescale SBO signature, did not resemble our observations. In order to investigate this further we used models from 20, 21 (hereafter M18), which include CSM, and developed tools that can be used to aid the classification and physical interpretation of these LCs.
Light curve based classification When no spectral information could be acquired we used the SN early LCs for classification. Since our LCs are based on image differences, which sometimes contain a very recent template, our observables are LC differences between two points in time, i.e. we take into account that our templates can contain some SN flux. Comparing these observables against model predictions for a class of events we can perform model selection and classification. For the RSG SNe II we use the family of models from M18. The most important remaining classes are thermonuclear SNe (Ia) and envelopestripped core collapse SNe (Ib/c), which in most cases are explosions whose rise to maximum is dominated by the deposition of energy from 56 Ni starting from a compact configuration 35 . Therefore, as a simple approximation we use SN Ia spectral templates from 36 and allow for a broad range of stretch and scale factors to account for greater diversity. Then, using a Markov Chain Monte Carlo (MCMC) sampler (as explained in Methods) we compute a median log-likelihood for these two families of models and select between them using the Bayesian Information Criterion (BIC). With this method we correctly classify all 18 SNe with spectroscopic classification: 7 SNe II and 11 SNe Ia (see Figure 1) , which highlights the power of using early time photometry for classification.
We removed SNe which had a maximum time span of less than one week, which eliminated all candidates from 2013A and one SN with spectra from 2014A. Also, since we are mostly interested in the Figure 1: Light curve based classification implemented in this work. We show the arcsinh of the BIC differences between our SN II and SN I models as discussed in the text. Note that all SNe with spectroscopic information were correctly classified. There were two SNe with spectra which were not included in the analysis because of their poor sampling at rise.
effect of mass loss and wind acceleration, which affect mostly the initial rise after emergence, we remove those SNe with a poor sampling at rise. We define a poor sampling at rise as those cases where three or more continuous days during rise have no data. This includes SNe which have gaps in the data of two or more consecutive nights during the initial rise (5 SNe discovered at the end of the 15A campaign, which had a logarithmic cadence); and SNe where we cannot rule out that they were seen only three or more days after their first light. For the latter case we remove those SNe that according to our posterior distribution had more than 10% probability of having been observed only three or more days after first light, defining the first light as the moment when the absolute magnitude in g band reaches -13 mag. This additional filter resulted in the removal of two SNe. randomly from the posterior where we have set the mass loss to zero. It can be seen that for most LCs only models with a significant mass loss rate match the fast rise observed in the data.
Synthetic models
Models from M18 assume confined steady-state winds with an extended acceleration length scale. They form a grid of 518 sets of spectral time series spanning different main sequence masses and explosion energies, but also different mass loss properties. The RSG SN progenitors and the CSM around them are constructed in the same way as in M18. We provide a short summary of the progenitors and CSM.
The public stellar evolution code MESA 38-40 is used to compute the RSG SN progenitors of the zero-age main-sequence (ZAMS) masses of 12, 14, and 16 M with solar metallicity. We set the model maximum mass to 16 M because the maximum mass of SN II progenitors is estimated to be at around 16.5 M based on the RSG progenitor detections 11 . The progenitors are evolved by using the Ledoux criterion for convection with a mixing-length parameter of 2.0 and a semiconvection parameter of 0.01.
Overshooting is taken into account on top of the hydrogen-burning convective core with a step function using the overshoot parameter of 0.3H P , where H P is the pressure scale height. We use the 'Dutch' massloss prescription in MESA without scaling for both hot and cool stars. The RSG progentiors are evolved to the core oxygen burning, from which the hydrogen-rich envelope structure hardly changes until the core collapse. The final progenitor properties are summarized in Table 1 .
A CSM structure with density ρ CSM (r) =Ṁ /(4πv wind )r −2 is attached on top of these progenitors.
Here,Ṁ is the progenitor's mass-loss rate, r is the distance from the center of the star and v wind is the wind velocity. We do not changeṀ with r in our models. Instead ofṀ , we take the radial change of v wind caused by the wind acceleration into account. The simple β velocity law for the wind velocity, i.e.,
where v 0 is the initial wind velocity, v ∞ is the terminal wind velocity, and R 0 is the wind launching radius that we set at the stellar surface, is adopted. v ∞ = 10 km s −1 is fixed in our models. v 0 is chosen so that the CSM density is smoothly connected from the surface of the progenitors and it is less than 10 −2 km s −1 . We take β between 1 and 5 because OB stars have β 0.5 − 1 41 and RSGs are known to experience slower wind acceleration than OB stars, i.e., β > 1 e.g. 42, 43 . For instance, a RSG ζ Aurigae is known to have Hydrodynamics and radiative transfer The LCs from the explosions of the above mentioned progenitors with CSM are numerically obtained by using the one-dimensional multi-group radiation hydrodynamics code STELLA 48-50 . STELLA follows the evolution of the spectral energy distributions (SEDs) at each time step and the multi-color LCs from the explosions are obtained by convolving the filter functions to the numerical SEDs. We use the standard setup for the SED resolution, i.e., 100 bins that are distributed between 1Å and 50000Å in a log scale. The code initiates the explosions as thermal bombs. All the models have 0.1 M of the radioactive 56 Ni at the center but it does not affect the early LCs we are interested in. Every progenitor model with CSM is exploded with four different explosion energies to investigate the dependence on the explosion energy; 5 × 10 50 erg, 10 51 erg, 1.5 × 10 51 erg, and 2 × 10 51 erg. The effects of mass, energy, mass loss rate, wind acceleration parameter, attenuation and redshift on the optical light curves can be seen in Figure 3 .
Results
Early time SN II optical LCs are affected by many physical parameters (see Figure 3 ). These can change the light curve normalization, its characteristic rise time and general shape, the ratio between bands or a combination of them. The parameters which affect the normalization the most are first redshift and A V , and then mass loss rate and energy (factor of 10 difference in peak apparent g mag range for the full grid of values tested). The parameters which affect the light curve shape the most are the mass loss rate and redshift, with somewhat similar effects, but very different normalizations which help break their degeneracy. Mass and β also affect the normalization, light curve shape and color, but not as strongly as the other variables.
In this work we have concentrated on those variables constraining the CSM density profile, which in the M18 models used in this work is parametrized via two numbers:Ṁ and β, assuming a terminal wind velocity of 10 km/s and and a maximum CSM radius of 10 15 cm. Therefore, we focus the discussion on these last two quantities.
The posterior distributions ofṀ and β for the entire sample of HiTS SN II candidates, as well as five additional SNe II from the literature with well sampled optical early light curves are summarized in We have found evidence for a density profile consistent with large mass loss ratesṀ > 10 −4 M yr −1 in 29 out of 31 SNe II and evidence for a density profile consistent with relatively slow wind acceleration (large β) for some SNe. These constraints suggest that CSM densities in the vicinity of RSGs before explosion are larger than 10 −13 g cm −3 at 10 14 cm from the center of the star (about 1400 R ). Assuming an electron scattering opacity consistent with fully ionized CSM made of hydrogen and helium at solar abundance (κ = 0.34 cm 2 g −1 ), the optical depth τ ≈ 1 would occur at typical radii between 10 14 and 10 15 cm and at typical densities between 10 −12 and 10 −14 g cm −3 . The typical densities implied from this analysis are in very good agreement with those derived spectroscopically for SN2013fs in 22 , and the mass loss rates are consistent with those derived using NUV data for PS1-13arp.
The large mass loss rates derived in this work imply total CSM masses typically between 0.1 and 1.0 M , and typically between 0.01 and 0.1 M above the breakout radius (τ ≤ c/v). These mass loss rates could not be sustained for large periods of time before explosion as noted by 22 , otherwise we would see Type IIn-like features at late times (narrow optical emission lines with electron scattering wings) and the progenitor star would lose its H-rich envelope before explosion. This favors the interpretation of dense atmospheres or confined accelerated wind SBOs. However, it is interesting to note that the large derived mass loss rates appear to match those from the Type IIb SN2013cu 51-53 , a likely post-RSG star 53 . The fact that most of this CSM would be optically thick at breakout implies that apart from delaying the SBO, most of the shocked material would contribute to the optical light curve via its cooling after breakout. In fact, the differences between LCs with varying CSM radii in 21 are in part explained by this effect.
The range of wind acceleration parameter β favored by these observations is consistent with those derived for many normal RSGs 54 . However, models assume enhanced mass loss before explosion and our observations cannot be used to discard whether such enhanced mass loss is required to produce the high density CSM being shocked. The large mass loss rates suggest that either RSGs undergo this enhanced mass loss before explosion or that we are probing complex RSG atmospheres and not an accelerated wind.
The fact that high resolution observations of nearby RSGs show complex CSM environments 55 suggests that large CSM densities may in fact be possible without requiring accelerated or enhanced mass loss.
An important implication from this work is that if high CSM densities are present in most SNe II, the hour timescale, high density RSG envelope SBOs may be rare in nature. With the exception of two slow rising SNe out of 26 SN II candidates, large CSM densities were always inferred (see Methods for the significance of this result). The photons produced when the shock crosses the outer envelope of these stars and enters the high density CSM would not be able to diffuse in a timescale of hours, but would instead take days to emerge in the wind SBO. Only if the CSM radii are much smaller than the values tested in this work could a short timescale signature be observed (see Figure 7 in 21 ). Given that we have found breakout densities to be similar for different CSM density profiles, measuring the lag between the time of explosion (via neutrinos or gravitational waves in a nearby SNe II) and shock emergence (from one to 12 days after explosion in the parameter space probed by M18), could greatly help understand the true extent of the CSM.
These results also suggest that pre-explosion radii cannot be derived using the early LC of SNe II, at least at the optical bands, because the rise to maximum will not be dominated by the adiabatic cooling of the envelope, but by the wind SBO instead. Furthermore, we have shown that it is possible to accurately separate compact (SNe I) from extended (SNe II) explosions using early time information, opening the possibility of using high cadence observations as a tool for detection and classification of SNe, including potentially distant SNe II which can be used for cosmological applications, where precise explosion time determinations are required 56 .
Finally, we conclude that it may be difficult for future high cadence surveys such as ZTF to systematically discover RSG envelope SBOs. Instead, they will be able to increase the sample of wind SBO events significantly. This also implies that the deep drilling fields from LSST will be an important source of wind SBO events at all redshifts, allowing for the study of the CSM around RSG stars with cosmic age. We expect that the analysis of the physical parameters inferred from populations of events, such as the one presented in this work, will become part of the standard set of tools for both the classification and characterization of large volumes of transients in the future. All correspondence and requests for material in relation to this work should be sent to Francisco
Förster (francisco.forster@gmail.com).
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Methods
Classification spectra The following telegrams were sent to report the spectroscopic observations and classifications performed for this project separated by telescope: NTT 57-60 , SOAR [61] [62] [63] [64] and VLT 65, 66 .
Two example classification spectra are shown in Supplementary Figure 1 compared to SN II spectra using SNID 67 .
Light curves The DECam data calibration included pre-processing, image difference, candidate filtering and LC generation. For pre-processing the data we used a modified version of the DECam community pipeline (DCP), including electronic bias calibration, cross-talk correction, saturation masking, bad pixel masking and interpolation, bias calibration, linearity correction, flat-field gain calibration, fringe pattern subtraction, bleed trail and edge bleed masking, and interpolation. We removed cosmic rays using CRBlaster 68 . After pre-processing we used as templates the first good quality images (i.e. with photometric conditions and good seeing) of the fast cadence phase of observations when no other templates were available. For fields which overlapped between 2014 and 2015 we used good quality images from 2014, which were deeper than in 2015. We aligned all the science images to the template using Lanczos interpolation and we performed difference imaging using a variable size pixel kernel as described in F16. Candidates were selected using machine learning filters over stamps centered at pixels which reached an integrated flux signal-to-noise ratio (S/N ) above five.
To produce the LCs we first removed all flux differences which had a science airmass larger than 1.7.
Then, we improved the SN candidates central position using all the available image differences. We projected the empirical PSF to this new central position and performed optimal photometry to estimate image difference fluxes and their associated variances even when the object was not significantly detected. Absolute calibrations were performed using photometric nights as references and the zero points pre-computed for DECam at different filters and CCDs. We have independently validated whether these nights achieved photometric conditions using the PanSTARRS1 public catalogues 69 .
Spectral time series to light curves In order to ingest time series of synthetic spectra and produce synthetic LCs for any redshift, attenuation and explosion time we first assume a standard Λ-CDM cosmology. We redshift and attenuate the spectral series with distance and assume a Cardelli law with R V = 3.1 for the dust attenuation. We integrate the resulting spectra in the DECam bands and generate synthetics LCs which can be interpolated into a given time array. In order to speed up the model evaluation we pre-compute
LCs for all DECam filters and all available models in a logarithmically spaced time array, a linearly spaced attenuation array and a logarithmically spaced redshift array. From this different time, attenuation and redshift arrays we can interpolate into given observational times assuming an explosion time, an attenuation and a redshift.
Model Interpolation
Apart from the previous interpolations we must be able to interpolate quickly between models with different physical parameters. In order to do this we first find the closest values in all the intrinsic physical dimensions, e.g. mass, energy, mass loss rateṀ and wind acceleration parameter β, and find all the models that have combinations of these values, which we call θ close . The final LC will be a weighted combination of all these models:
where m(t, t exp , z, A V , θ) is the magnitude of the model at a given observation time t, explosion time t exp , redshift z, a given attenuation A V and a given vector of model parameters θ; and the normalized weightŝ w( θ, θ i ) are defined as:ŵ
where the weights are a function of a pair of parameter vectors θ and θ i . In order to avoid having to define a metric to compare values in the different dimensions of the vector of physical parameters we define the weights to be inversely proportional to the product of the differences in all the dimensions of the vector of physical parameters θ, i.e.
with δ a vector with the same physical units as the parameters, but much smaller than the typical separation in the grid of models. This avoids the divergence of the weights when a given coordinate matches the coordinates of known models.
For the attenuation, redshift and mass loss rate we use an internal logarithmic representation. Since we also include models withṀ = 0, we assume them to correspond to a mass loss rate of 10 −8 M yr −1 .
The main advantages of the previous weighting scheme is that it does not require defining a metric and it allows for possible missing models in the grid. We show examples of interpolated models where we vary the physical parameters smoothly, e.g. the mass loss rate continuously between 10 −8 and 10 −2 M yr −1 , in Figure 3 .
Markov Chain Monte Carlo (MCMC) sampler
Having the capability of quickly generating interpolated LCs for any combination of explosion time, redshift, attenuation and vector of physical parameters, we can approach the problem of inferring physical parameters from a Bayesian perspective, i.e. computing the posterior probability of the model parameters given the data and assuming prior distributions.
To do this we sample the posterior of the joint distribution of parameters using a Markov Chain Monte Carlo (MCMC) sampler which uses an affine invariant approach 70 . This method uses parallel Markov chains that sample the posterior distribution moving randomly in directions parallel to the relative positions of the samplers, following acceptance rules that satisfy the condition of detailed balance for reversible Markov chains. This is implemented in python via emcee 71 .
We run the MCMC sampler using pre-defined priors which are relatively flat distributions for most variables in linear (mass, energy, β) or logarithmic (redshift, A V ,Ṁ ) scale (see Supplementary Table 3) .
For the explosion time we require a first guess, for which we run an interactive fitting routine for all the SN LCs using tools found in our public repository, and use a Gaussian prior around this value with a standard deviation of 4 days. We also allow for a variable scale parameter to allow for errors in absolute calibrations, for which we use a Gaussian prior centered at 1.0 and with a standard deviation of 0.01 (1% errors). We use 400 parallel samplers (or walkers) and 900 steps per sampler, with a burn-in period of 450 steps in all cases.
These numbers were set via trial and error, trying to reach the detailed balance condition while reducing the In order to extract posterior probabilities for a given parameter we can marginalize the joint distribution integrating over certain dimensions, e.g. explosion time, redshift when not available, attenuation A V , mass, and energy. This is important in order to derive conclusions about the true distributions ofṀ and β.
Photometric classifier examples In Supplementary Figure 3 we show two observed light curves compared to posterior sampled light curves assuming the SN II or scaled SN Ia models discussed in the text.
Selection effects Given the different filters applied to the data it is reasonable to ask whether they play lower detection efficiency of lowṀ SNe II, i.e. that relatively fewer SNe II with lowṀ reach the necessary S/N for detection; 2) lower classification efficiency, i.e. that lowṀ SNe II are more often miss-classified as Type I SNe by our classifier than largeṀ SNe II; 3) lower selection efficiency when removing SNe with a poorly sampled rise, i.e. that either removing SNe with gaps in the data or with a non-negligible probability of having been seen three or more days after their first light favors largeṀ SNe; or 4) that the inferrence process is biased towards largeṀ values.
We have investigated all the previous possibilities via simulations assuming a uniform logarithmic distribution ofṀ values between 10 −8 and 10 −2 M yr −1 and testing whether there is an excess in the recovery fractions of the samples below and above the median value of 10 −5 M yr −1 , which we call the low and largeṀ samples, respectively. First, for case 1) we simulate 150, 000 synthetic SNe II with a uniform distribution of log 10Ṁ , β, mass, energy, explosion time and an exponential distribution of attenuations, taking into account cosmology, the star formation history, the efficiency at converting stars into SNe II and the actual cadence and depth of the survey (see F16 for more details). We found that the number of SNe with at least two detections (with S/N ≥ 5) and which have at least one observation (with S/N ≥ 2) within the first three days after emergence should be distributed in a proportion of 28 to 72% between the low and largė M samples, i.e. there is a significant bias towards largeṀ values. However, using a binomial distribution with the expected fractions of low and largeṀ SNe II and the total number of SNe in the sample we infer that the probability of having two or less SNe in the lowṀ sample is only 1%. Moreover, the probability of having two or less SNe below 10 −4 M yr −1 is only 2 × 10 −4 , i.e. we can discard that the relative absence of lowṀ SNe II is due to a statistical fluctuation. With these simulations we can also compute the detection efficiency as a function of log 10Ṁ (Supplementary Figure 4) , which we will use to correct the sample distribution of log 10Ṁ values.
In order to test case 2) we simulated 300 SNe whose parameters are drawn from the inferred distribution of parameters in our sample, except for the mass loss rate which is drawn from a uniform logarithmic distribution, and run MCMC to get median log-likelihoods and the BIC classifier on them. We have found that more than 95% of the SNe in the lowṀ sample are correctly classified as SNe II, therefore this effect cannot explain the relative absence of lowṀ SN II candidates. For case 3) we expect that the presence of gaps in the data during the initial rise should not be related to the value ofṀ , but perhaps SNe with lowṀ values have a more uncertain time of emergence (due to their shallower rise) which would lead to larger reported probabilities of having missed the initial three days after first light. We tested this case by measuring the relative uncertainties (percentile 50 minus percentile 10) in the inferred time of first light in the low and largeṀ samples, finding that in the largeṀ case uncertainties tend to be 50% smaller. Therefore, there could be some lowṀ SNe occuring at the beginning of the survey which would be preferentially removed. Consider the case when a lowṀ SN had its first light at the time of first observation, but its uncertainties allowed for a first light more than three days before explosion (for comparison, the median and maximum difference between the percentiles 50 and 5 of the inferred explosion times are 1.8 and 2.9 days, respectively). A similarly observed largeṀ SN having its first light at the same time would not have been removed because its uncertainties were 50% smaller, giving this family of explosions up to one additional effective survey day, or a 10% relative excess considering Supplementary Figure 5 . This cannot explain the large observed excess of largeṀ SN II candidates either. Finally, for case 4) we performed similar simulations with a flat distribution of log mass loss rates and found that if anything there is a bias towards smallṀ values (see discussion in following paragraphs). Thus, from the discussion above we conclude that the excess of largeṀ SN II candidates is not due to a selection effect and that it is significant.
Parameter inference tests
In Supplementary Figure 6 we show a kernel density estimation of the sum of posterior distributions marginalized overṀ and β for the 26 SNe in the sample. In order to combine distributions with very different variances we use Silverman's rule to estimate a kernel width 72 :
where h is the kernel width, x is the random variable whose distribution we want to estimate, var is the variance, IQR is the inter-quartile range and N is the number of sampled values of x. In our case we use the sampled posterior as our random variable, marginalizing over all other variables first. We correct these distributions by the detection efficiencies derived previously, confirming thatṀ < 10 −4 M yr −1 is not favored by the data. Although we find some significantly large values of β for individual SNe, we do not find a strong preference for large β values in the sample.
In order to test whether the preference for largeṀ could be due to some bias in the posterior sampling we simulate 300 SNe from a uniform distribution inṀ in logarithmic scale, a uniform distribution in β, and a uniform distribution in progenitor masses. We use the inferred explosion times from the observed SN sample to mimic the same time coverage; and the inferred energy, redshift and attenuation to mimic the observed apparent magnitudes. We then run the same posterior sampling algorithm and test whether the Then, in order to test whether there is a bias in β or the progenitor masses at the range of highṀ suggested by our observations, we simulated another 300 SNe where we instead use the inferred distribution ofṀ , but uniform distributions of β and progenitor mass. Again, we do not find a bias in β, with a relatively flat distribution and a median at 3.0, exactly in the middle of the distribution. However, we detect a large bias in the progenitor mass distribution towards small values, with a median inferred progenitor mass in both the simulated and observed sample of 12.8 M (instead of 14.0 M ). This means that we are not able to derive meaningful conclusions about the distribution of progenitor masses in the sample. For the case of energy, where we expect a strong degeneracy with redshift, we also simulated a random sample of 300 SNe using inferred values for all the physical quantities, except for the energy which is drawn from a uniform distribution between 0.5 and 2. The median of the inferred distribution is at 1.30, slightly above 1.25, which means that there is only a slight bias towards larger energies. However, the standard deviation of the differences between the medians of the inferred energy distribution and the simulated energies is 0.44, almost the same as the value one would get assuming flat energy posteriors (0.43). Thus, the energy is poorly constrained by our observations, but we detect no significant bias. Note that although energy is poorly constrained, it is important to marginalize over its possible values to learn about the distributions of the other variables.
Using simulated light curves we can also test how well we recover each parameter. We also test whether some of the inferred variables are correlated. For this we build a correlation matrix using the median values of the posterior distributions. We found that the only two variables that are significantly correlated are A V and log 10Ṁ , with a correlation coefficient of -0.79, which points to a degeneracy in the normalization of the light curves. If we remove the two low mass loss rate SNe in the sample, SNHiTS15G and SNHiTS15Q, this correlation weakens to -0.5 and the stronger correlations become redshift with log 10Ṁ (0.68) and redshift with β (-0.66), possibly pointing to a degeneracy in the shape of the LCs (see Figure 3) . No other off-diagonal correlation coefficients are larger than 0.6 in absolute value. This suggests that having independent redshift determinations for the SNe in the sample would significantly improve the quality of our results, as exemplified by SNHiTS15aw.
In order to test for biases related to the observational strategy we study the distribution of explosion times for the HiTS14A and HiTS15A campaigns (see F16), which we show in Supplementary Figure 5 .
For the 2014A campaign the posterior of explosion times span a shorter time than the survey itself, which suggests some bias towards explosions happening at the beginning of the survey. For the 2015A campaign we detect a possible bias for detections during the initial high cadence phase of observations as well. The difference between the maximum and minimum median explosion time is 9.5 days, and the median of these values differs by 1.3 days from the middle point between the minimum and maximum values. We observe a similar behaviour when estimating detection efficiencies as a function of explosion time.
We also show the distribution of inferred redshifts and attenuations in Supplementary Figure 7 . We can see that the survey efficiency starts decreasing at redshift 0.3, and that we may be able to detect SNe up to redshift 0.4-0.5, which highlights the potential for similar surveys to be used for high redshift SNe II studies. The apparent bimodality is not significant: we run a Hartigans' Dip test of Unimodality 73 using the inferred median redshift values and we could not reject unimodality with a p-value of 0.84. The distribution of attenuations appears to follow an exponential distribution with a characteristic scale of 0.07. It is worth noticing that in our simulations most SNe above redshift of 0.3 haveṀ > 10 −3 M yr −1 , which explains the previously described selection effects.
Finally, we show the distribution of favoredṀ values as a function of redshift in Supplementary   Figure 8 , where a lack of lowṀ models at high redshifts is observed. In the same figure we show the predicted distribution of log 10Ṁ and redshift as linearly spaced density contours, assuming a flat distribution of log 10Ṁ . These simulations predict more SNe II than observed at both very large mass loss rates (only two SNe withṀ > 10 −2.45 M yr −1 ) and at low mass loss rates (only two SNe withṀ < 10 −4 M yr −1 ), with probabilities of 0.07 and 0.0002, respectively, i.e. they are unlikely to be due to a statistical fluctuation.
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