Quantized frame expansions based on block transforms and oversampled filter banks (OFBs) have been considered recently as joint source-channel codes (JSCCs) for erasure and error-resilient signal transmission over noisy channels. In this paper, we consider a coding chain involving an OFB-based signal decomposition followed by scalar quantization and a variable-length code (VLC) or a fixed-length code (FLC). This paper first examines the problem of channel error localization and correction in quantized OFB signal expansions. The error localization problem is treated as an M-ary hypothesis testing problem. The likelihood values are derived from the joint pdf of the syndrome vectors under various hypotheses of impulse noise positions, and in a number of consecutive windows of the received samples. The error amplitudes are then estimated by solving the syndrome equations in the least-square sense. The message signal is reconstructed from the corrected received signal by a pseudoinverse receiver. We then improve the error localization procedure by introducing a per-symbol reliability information in the hypothesis testing procedure of the OFB syndrome decoder. The per-symbol reliability information is produced by the soft-input soft-output (SISO) VLC/FLC decoders. This leads to the design of an iterative algorithm for joint decoding of an FLC and an OFB code. The performance of the algorithms developed is evaluated in a wavelet-based image coding system.
INTRODUCTION
Various joint source-channel coding approaches, guided by an optimum tradeoff between compression efficiency and error and/or erasure resilience depending on the link characteristics, have been considered in order to improve multimedia signal transmission over noisy channels. Here, we focus on JSCC techniques based on quantized redundant signal expansions by means of OFB. As the signal representation in this approach is redundant, an OFB-encoded stream has error-resilient features. Error-control coding and signal decomposition are thus integrated in a single block. The errorcorrecting code thus allows also to suppress some quantization noise effects.
So far, the research in this area has been concentrated mainly on the study of oversampled transform codes (OTC) which are OFB codes with polyphase filter orders equal to zero. The OTC can be viewed as real-number block codes, while the OFB codes can be associated to real-number convolutional codes. Decoding of real-number block codes has been considered by many authors [1] [2] [3] [4] [5] [6] [7] . Oversampled block transforms like DFT codes have been shown to be BCH codes over the real field [8, 9] . DFT or DCT codes have also been considered as joint source-channel block codes to obtain robustness to erasures [4] [5] [6] 10] and impulse noise errors [2, 3, [11] [12] [13] . Filter bank frame expansions have also been studied to achieve resilience to erasures [14] [15] [16] . In [14] , the authors have shown correspondences between OFB and frames in l 2 (Z). They have shown that if the frames satisfy some properties, the mean-square reconstruction error can be minimized. The authors in [17] have studied oversampled tree-structured filter banks for erasure recovery. However, there has not been many studies of OFB codes for impulse error correction.
Here we consider OFB-based quantized redundant signal expansions for both signal compression and channel error recovery. The problem of decoding OFB codes can be viewed as a problem of decoding real-number convolutional codes in presence of impulse noise errors and background noise [18, 19] . In contrast to finite-field convolutional codes, real-numbered convolutional codes have infinite state-space size, and therefore Viterbi algorithm cannot be applied. The decoding strategy which is usually considered is based on syndrome decoding [8, 18] . This problem has been treated in [18] in the context of fault-tolerant systems and channel coding for communications, and recently in [19] in the context of JSCC. Presence of background noise requires different error localizations and calculation procedures to be 2 EURASIP Journal on Applied Signal Processing used than that of standard syndrome decoding. The localization procedure usually relies on the hypothesis testing theory. For example, in both [18, 19] , the error localization is motivated by the M-ary hypothesis testing theory. However, they differ in the way the likelihood values for hypothesis testing are calculated. In [18] , the activity detection (presence of impulse errors) is based on forming the quadratic terms for each log-likelihood ratio calculated from the syndrome covariance matrices under various hypotheses. In [19] , the error localization is based on the pdf of syndrome norm.
The error localization procedure presented here is inspired from [18] . However, in contrast to [18] where the detection of the increased noise statistics due to impulse errors employs quadratic forms of likelihood ratios [1, 18] , we apply a minimum total probability of error test [20] . That is, we compute the a posteriori probability of each hypothesis, and choose the largest. We consider two channel impulse noise models. We first consider a Bernoulli-Gaussian impulse noise model as in [18, 19] . We then introduce a quantizerdependent impulse noise model. This model takes into account the discrete nature of the impulse errors at the output of the VLC/FCL decoders. For these two impulse noise models, the error localization procedure based on M-ary hypothesis testing theory is presented. Each possible error position within a window of the received samples is considered as a separate hypothesis. The localization procedure selects the hypothesis with a maximum a posteriori probability. The error amplitudes are then estimated by solving the syndrome equations in the least-square sense. The message is reconstructed from the corrected received sequence by a pseudoinverse receiver. We further consider using the soft information, that is, per-symbol reliability information, produced by the SISO VLC/FLC decoder in the localization procedure of the OFB decoder. The a posteriori probabilities of the source symbols produced by the SISO VLC/FCL decoders are used in the calculation of the hypothesis a priori probabilities. The results show that introducing the soft information in the error localization procedure in this way improves the probability of detection and decreases the MSE. An iterative algorithm for joint decoding of the FLC and an OFB code is presented. In this algorithm, the trellis for the decoding of the FLC-encoded source coefficients modeled by the first-order Markov source is iteratively pruned with the help of the hypothesis a posteriori probabilities. This is done based on the information on the symbols for which errors have been detected in the OFB syndrome decoder. The performance of these algorithms has been tested in the image compression system based on the subband decomposition by a wavelet filter bank.
The paper is organized as follows. Section 2 introduces the general framework and problem statement. OFB codes are described in Section 3. Section 4 describes the SISO VLC/FLC decoders. The impulse error models and the OFB syndrome decoding algorithms are described in Section 5. Iterative algorithm for decoding of the FLC and OFB chain is presented in Section 6. Simulation results are given in Section 7.
GENERAL FRAMEWORK AND PROBLEM STATEMENT
The block diagram of the considered encoding/decoding chain is shown in Figure 1 . The encoding chain consists of an OFB followed by a scalar quantization and a fixed or variablelength coder. An OFB provides an oversampled frame expansion of the input signal. A set of vectors Φ = {φ i } i∈I in a Hilbert space H is a frame if for any x = 0,
where x, y denotes the inner product of x and y, I is the index set, and A > 0, and B < ∞ are constants called frame bounds [14] . The coefficients of the expansion are quantized and encoded. In the sequel, both fixed-and variablelength codes are considered. When considering a system with a variable-length code (VLC), we employ a scalar quantizer with a dead zone and with a number of levels N k Q for each subband k, k = 0, . . . , N − 1. In the system with an FLC, we employ a Lloyd-Max scalar quantizer with the same number of quantization levels N k Q . The encoded subbands are transmitted over an additive white Gaussian noise (AWGN) channel. Overcomplete frame expansions for providing robustness to erasures and errors in communication networks can be regarded as joint source-channel codes. The redundancy inherent in a frame makes the expansion resilient to additive channel and quantization noise. Similarly, the implicit redundancy due to the use of FLC or due to VLC coder suboptimality in capturing the Markov property of the OFB outputs gives extra error-correcting capability. The receiver consists of a SISO VLC/FLC decoder followed by the inverse quantization, OFB syndrome decoder, and a synthesis filter bank.
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OVERSAMPLED FILTER BANK CODES
There are numerous ways to construct oversampled filter banks [15, [21] [22] [23] . A straightforward approach that often yields an OFB from critically uniform FBs is by replacing the downsampling factor to a number less than the number of channels.
The OFB codes constructed in this way may not have the best error-correction power, however they can be very simply integrated in current source-coding standards.
Let us consider the analysis and synthesis filter banks with N filters shown in Figure 2 . In the analysis filter bank, an in-
The sequence y k [n] is obtained by downsampling the output of the filter k with a factor K, where K ≤ N. The sequences y k [n] are then quantized and transmitted over the channel. The task of the receiver is to combine the received signals into a single signal x[n] which, in absence of quantization, is identical to the signal x[n], and which, in presence of quantization, is as close as possible to x[n] in the mean-square error sense. Due to redundant signal representation (K < N), perfect reconstruction (PR) may be possible even if some of the signals y k [n] are corrupted.
The encoding operation performed by an OFB with N channels and downsampling factors K can be described in the polyphase domain as
where X(z) and Y(z) are the polyphase representations of the input and the output signals for the analysis filter bank and E(z) is an [N × K] analysis polyphase matrix [24] .As OFB implement processing analog to that implemented by convolutional codes, the analysis matrix E(z) is referred to as a generator matrix of an OFB code. Similarly, the parity check matrix is defined as
where P i is a [(N − K) × N] matrix and where L P denotes the order of the multiple-input multiple-output parity check filter. From (2) and (3), we observe that filtering a sequence Y(z) with parity check filters yields zero sequences. On the other hand, if the transmitted signal is corrupted by quantization noise and errors, we have
where n(z) is the quantization noise, and e(z) denotes error sequences in various subbands. S(z) denotes a vector of z transforms of the sequences at the parity check filters outputs. The parity check outputs S(z) are referred to as syndromes. Let us denote (N − K) parity check filter outputs for time instant n by a vector
And let the vectors
denote errors and quantization noise at the inputs to the [(N − K) × N] parity check filter at time instant n, respectively.
In the time domain, the syndrome equations for L time instants can be written as
where S is an (N − K)L vector of syndrome values given by
e is an [N(L + L P )] error vector given by
n is an [N(L + L P )] vector containing quantization noise
x[n]
. .
x[n]
Figure 2: Oversampled filter bank structure.
and P is an [(N − K)L × N(L + L P )] parity check matrix given by
The matrix P i is defined in (4) . Note that first L P N elements of the error and quantization noise vectors are equal to zero. As in the case of codes over the finite field, the syndromes can be used to detect and correct errors.
SISO VLC/FLC DECODER
The performance of FLC and VLC decoding can be significantly improved by exploiting the correlation between the coefficients in a subband. The quantized coefficients in the subband k, y k q , are modeled as a first-order Markov process with symbol alphabet S k = {S k 0 · · · S k N k Q −1 }. In this model, the sequence at the output of each subband is described by a vector of symbols' stationary probabilities P k
The SISO decoder uses a symbol-by-symbol maximum a posteriori probability criterion (also referred to as maximum posterior marginals-MPM) for estimating a sequence of subband coefficients. However, it also outputs per-symbol reliability information. That is, the decoder outputs a pair
and where z k is a vector of all the observations at the input of the VLC/FLC decoder for subband k.
The derivation of the SISO decoding algorithm for FLC is straightforward. The channel observations corresponding to each symbol are gathered together. Symbol-by-symbol MAP estimation is done on the trellis defined by the Markov model for the subband coefficients [25] .
The a posteriori probabilities of symbols in the SISO FLC decoders, for each subband k, are computed with the BCJR algorithm [26] in the following way:
where
] are the observations corresponding to the quantized symbol y k
, and S k is the symbol alphabet for subband k. The forward and backward steps consist in calculating α n (s) = s α n−1 (s )γ n (s , s) and β n (s) = s β n+1 (s )γ n+1 (s, s ). The coefficients α 0 (s) are initialized with the stationary probabilities of the source symbols, and the coefficients β L k (s) are initialized with uniform probability distribution.
In the case of a VLC, due to the variable-length property of the codewords, the estimation of the transmitted bit stream must be performed together with its segmentation [25] . That is, it is necessary to calculate the probability of the pair P(y k q [n] = s, N k n = l | z k ), where N k n is the number of bits in the VLC coding of the sequence y k q [0], . . . , y k q [n].The decoder outputs
The symbol-by-symbol MAP estimates are obtained by the application of the BCJR algorithm [26] which, in the case of VLCs, operates on the joint trellis representation of the Markov source and VLC trellis [27, 28] . The MAP estimate can also be obtained by the algorithm which separates the Markov source model and the VLC model [25] . This approach reduces the complexity of the decoding algorithm. Due to channel errors, the VLC/FLC decoder occasionally makes an error and outputs a wrong symbol. This can be seen as if the transmitted symbol has been corrupted by the impulse noise of magnitude equal to the difference between the decoded and transmitted symbols.
SYNDROME DECODING OF OFB CODES
The signal at the input of the OFB decoder (output of the VLC/FLC decoder) y k R [n] can be written as
where n k [n] is the quantization noise and e k [n] is an impulse error at the output of the VLC/FLC decoder in subband k. The quantization noise is modeled as a Gaussian random variable with a zero mean and variance σ 2 q . We consider the two following models for the impulse errors.
Bernoulli-Gaussian model
The impulse noise is modeled as e k [n] = a k [n]b k [n], where a k [n] is a sequence of ones and zeros with probability P(a k [n] = 1) = p k and b k [n] is a Gaussian random variable with zero mean and variance σ k I 2 . The overall noise model is a mixture of the Gaussian and Bernoulli-Gaussian noises [1, 19] .
Quantizer-dependent model
The impulse noise is modeled as e k [n] = a k [n]b k [n], where a k [n] is a sequence of ones and zeros with probability P(a k [n] = 1) = p k and b k [n] is a discrete random variable with P(b k [n] = Δ k ξ ) = P ξ . In this model, the values Δ k ξ are given by the differences between the symbol levels in a subband, while the value P(b k [n] = Δ k ξ ) = P k ξ represents the probability that a VLC/FLC decoder outputs a symbol S k ν , whereas a symbol S k μ = S k ν − Δ k ξ was transmitted. The input of the OFB decoder, the corresponding analysis filter bank's outputs, quantization noise, and impulse errors corrupting the analysis filter banks' outputs in various subbands (16) are arranged in an array as 
where y k [n] = 0, y k R [n] = 0, n k [n] = 0, and e k [n] = 0 for n < 0 and n > L k − 1. L k is the length of the sequences in subband k. In the time domain, the syndrome equations for window j of the received signal can be written as
and P is a matrix in (11) 
As the number of syndrome equations for an entire OFB encoded sequence is large, the syndrome decoder operates on the segments of the received codeword, in a sequential manner. The decoding algorithm consists of two steps: error localization and error amplitude estimation. The error localization procedure determines the positions in which errors have occurred by inspecting the syndromes. Due to quantization noise, syndromes have nonzero values, even in absence of channel noise. The localization procedure therefore has to distinguish between the changes of syndrome values due to quantization noise and that due to impulse errors. This can be done for example by thresholding the syndrome values [18] . However, better results can be achieved by using more sophisticated methods such as methods based on the hypothesis testing theory [1, 18, 19] .
The errors are localized and estimated for the first window of the received signal. Their influence is removed. The decoding procedure for the next syndromeand received data windows S j+M and y j+M R is the same as that for the first window. The typical window size is M = L P + 1.
Error localization
The approach presented here is based on the M-ary hypothesis testing theory [20] , where each possible position of an impulse error within a window of the received data is considered as a separate hypothesis [18] . We further introduce a symbol reliability information provided by a SISO VLC/FLC decoder in this localization procedure.
We assume that impulse errors are sparse and that we can have at most one error within a few consecutive windows of the received data. Each possible position of an impulse error within a window of the received data is considered as a separate hypothesis. The null hypothesis means that there are no impulse errors. We note that in the first window, 6 EURASIP Journal on Applied Signal Processing
] T is a zero vector. As we assume that there is no error propagation, the first L P N samples in the following data windows are corrupted only by quantization noise. The effective window size for impulse error localization and correction is therefore MN samples. That is, we consider MN + 1 hypotheses: null hypothesis H 0 and hypothesis H i , i = 1, . . . , MN which says that there is an impulse error in position NL P + i within the window j of the received data y j R . This in turn means that there is an error at time instant n = (( j − 1)M + i/N ) in subband k = (i mod N). That is, the error position assumed by the hypothesis directly translates into the number of the subband and the time instant in which error has occurred.
Hypothesis testing for a Bernoulli-Gaussian impulse noise model
Assuming that the quantization noise is Gaussian and independent of the impulse noise which has Bernoulli-Gaussian distribution, the joint probability density function (pdf) of the syndromes under hypothesis H i is a multivariate Gaussian distribution given by
where, in order to simplify the notation, the D = (N − K)M elements in S j are denoted by s 1 , . . . s D . M i is the syndrome covariance matrix under hypothesis H i , andS j i is a vector of syndromes mean values under hypothesis H i . The quantities M 0 (hypothesis that there is no channel error), M i , andS j i are given by
where k = (i mod N). The a posteriori probability of each hypothesis is given by
where p a (H i ) is the a priori probability hypothesis H i , that is, the a priori probability of having an error at position i within the considered window.
Hypothesis testing for a quantizer-dependent impulse noise model
The possible error amplitudes at the output of the VLC/FLC decoder are given by the symbol level differences 
where M i andS j i are given by
where k = (i mod N). In this case, the hypothesis is characterized by the parameter Δ k ξ which can take a number of different values. Assuming that we know the probability distribution P(Δ k ξ | H i ), we can apply the composite hypothesis testing. The a posteriori probability of the hypothesis is given by
where P(Δ k ξ = 0 | H 0 ) = 1 and where we have assumed that the probability of making an error Δ k ξ does not depend on the error position, that is, P(Δ k ξ | H i ) = P(Δ k ξ ) = P k ξ .
The hypothesis a priori probabilities
The a priori probability of each hypothesis can be calculated based on the average symbol error rate (SER) at the output of the VLC/FLC decoder or based on the symbol posteriori marginals provided by the SISO VLC/FLC decoder.
Using the average SER
The a priori probabilities are given by
where p k is the probability of an impulse error in the subband k.
Using the symbol posteriori marginals
where P [v] is an element of a vector of symbol probabilities P = [P[0] · · · P[MN − 1]] obtained by interlacing the probabilities at the output of the SISO VLC/FLC decoders in various subbands as
The OFB decoding algorithm with calculation of the a priori probabilities as in (26) and (27) is referred to as Algorithms A and B, respectively.
Error tracking
Due to the memory of the convolutional code, the errors can be tracked by considering syndrome segments S j+1 · · · S j+LP under the same set of hypothesis as in the window corresponding to S j [18] . That is, the hypothesis testing should indicate the same error location in respect to window S j for each of these syndrome segments. We therefore introduce a parameter T which specifies how many times the error location has to be confirmed in order to be considered as a true error location. The tracking of errors is necessary if the structure of the matrix P in (11) is such that not all error positions can be detected by considering only the syndrome segment S j .
Amplitude estimation
Once located, the errors' amplitudes are calculated by solving the syndrome equations in (18) in the least-square sense. For the error at position i within a window y j R , the error amplitude is estimated as
P i denotes the ith column of matrix P. Since impulse errors are sparse, one can consider additional syndrome equations in order to have better estimate of the error amplitudes. It is necessary to consider additional syndrome equations when the matrix P in (11) is such that the system of syndrome equations in (7) is underdetermined for some error positions. For the amplitude estimation, we consider a set of equations corresponding to the following augmented syn-
where E is a parameter which determines the number of additional syndrome equations. After amplitude estimation, the error estimates for particular subband and time instant are subtracted from the received signal.
Message reconstruction
It has been shown in [14] that if the output of an OFB is corrupted by quantization error which can be modeled by an additive white noise, and if the noise sequences in different channels are pairwise uncorrelated, the pseudoinverse is the best linear reconstruction operator in the mean-square sense. Assuming that after impulse error correction the received sequence is corrupted only by quantization noise, the message is reconstructed by applying the pseudoinverse receiver. The polyphase matrix of the synthesis filter bank corresponding to the pseudoinverse receiver is obtained as
where E(z) = E H (1/z * ) denotes the paraconjugate of E(z).
ITERATIVE DECODING OF THE OFB-FLC CHAIN
Here we consider joint decoding of an OFB-FLC code and present an iterative algorithm which can improve the decoding performance. However, we do not give the proof for the convergence of this algorithm. The syndrome decoding algorithm computes the a posteriori probabilities of the hypothesis regarding the impulse error positions. As the symbols at the input of the OFB syndrome decoder are known, the calculated a posteriori probabilities can be used to "eliminate" particular symbols from the trellis in the SISO FLC decoding algorithm in the next iteration. For example, if the a posteriori probability of hypothesis H i is 1, this means that the decoded symbol at time instant corresponding to the error position assumed by hypothesis H i is wrong. This symbol can therefore be eliminated from the trellis of the Markov source. The SISO decoding can thus be performed on the reduced trellis. That is, in this way, the trellis for SISO decoding can be iteratively pruned. The block diagram of the iterative decoder is shown in Figure 3 .
The pruning of the trellis in the FLC decoder is done by multiplying the α n (s) and β n (s) coefficients in (14) by a factor P a k,n (s) in the following way: α n (s) = s α n−1 (s )γ n (s , s)P a k,n (s) and β n (s) = s β n+1 (s )γ n+1 (s, s )P a k,n+1 n(s ). The probability P a k,n (s) is the a priori probability of the state s at time instant n in the trellis for subband k. The probabilities P a k,n (s) are initialized to 1 in the first iteration. In the subsequent iterations,the probabilities P a k,n (s) are updated for the decoded symbols for which an error has been detected in the OFB syndrome decoder in the previous iteration. That is, let us assume that in iteration r − 1, the errors have been detected for the subset of decoded symbols given by [ y k q [n 0 ] = s n0 y k q [n 1 ] = s n1 · · · y k q [n t ] = s nt ], s nm ∈ S k . The probabilities P a k,n (s) in iteration r, denoted in the following by P a k,n,r (s), are updated as P a k,n,r s n = P a k,n,r−1 s n 1 − P app k,n,r−1 s n , n = n 0 , . . . , n t ,
where P app k,n,r (s n ) is the a posteriori probability of the hypothesis H i which, since there is a one-to-one correspondence between the error position in the window of received data and the subband and time indices, says that there is an error at time instant n and subband k. Knowing that the OFB syndrome decoder input in iteration r was y R [n] = s n , the P app k,n,r (s n ) can be seen as the probability that the symbol s n was not transmitted at time instant n in subband k.
There are two problems associated with this iterative algorithm. First, the a posteriori probabilities of the hypothesis are calculated for a number of consecutive overlapping windows of syndromes and the question which one to use as P app k,n,r (s n ). Here, we take an empirical approach and use the average of the hypothesis a posteriori probabilities over the considered syndrome windows. The second problem is the presence of the false detected errors. Due to false detected errors, it is possible that the performance of the algorithm decreases with iterations. However, assuming that the probability of a false alarm is small and that in the case of false detected errors the probabilities P app k,n,r (s n ) are small, we can expect the MSE improvement with iterations. Also, in most cases if a false detected error in one iteration becomes a true error in the next iteration due to soft "elimination" of the correct state, it will be detected by the syndrome decoder and corrected. The experimental results show that the MSE decreases with iterations and stabilizes after a few iterations around a value smaller than the MSE obtained in the first iteration.
PERFORMANCE RESULTS
In this section, we consider an application of the presented decoding algorithm to an image coding system with a treestructured subband signal decomposition shown in Figure 4 . In each stage, an N = 2-channel biorthogonal 9/7 wavelet filter bank is employed.
The redundant signal representation is obtained by removing the downsamplers in the last horizontal filtering stage. Therefore, the signal in the first two subbands is protected by the OFB code with (N, K) = (2, 1). The generator and parity check matrices of an OFB are given by E(z) = [H0(z) H 1 (z)] T and P(z) = [H1(z) −H 0 (z)], where H 0 (z) and H 1 (z) are the z transforms of the two-channel wavelet filter bank impulse responses.
We assume that the oversampling is introduced in the last horizontal filtering stage, whereas VLC/FLC coding is applied on the columns of the 2D subband representation of an image. The JSC codeword is depicted in Figure 5 . In the case of the system with a VLC, this kind of interleaving prevents bursty impulse errors at the output of the entropy decoder. The interleaving also facilitates iterative decoding of the OFB-FLC chain.
All the results are obtained for the gray scale [512 × 512] Lena image. The Markov model parameters are estimated by simulation. The parameters E and T are set to E = 5 and T = 5. The number of quantization levels in subbands LL2, LH2, HL2, HH2, LH1, HL1, and HH1 is 64, 16, 4, 4, 2, 2, and 2, respectively. Tables 1 and 2 show the performance of various decoding algorithms in terms of the mean-square error (MSE), the probability of detection P d , and the probability of a false alarm P f . The probability of detection is the probability that we localize an error when there is an error. The probability of a false alarm is the probability that we localize an error when in fact there is no impulse error at that position. The results compare the performance of the syndrome decoding Algorithms A and B with Bernoulli-Gaussian impulse noise model. The results for the quantizer-dependent impulse noise model are not shown as they are similar to the results for the Bernoulli-Gaussian impulse noise model. The decoding algorithm with no syndrome decoding is referred to as pseudoinverse receiver (PR). Table 1 Table 2 shows the results in the system with an FLC. The MSE in the absence of channel noise is 21.8339. The probabilities of impulse errors at the output of FLC decoders in the first two subbands are p LL2 = 0.0055 and p LH2 = 0.0067 for E b /N 0 = 6 dB, and p LL2 = 0.0282 and p LH2 = 0.0344 for E b /N 0 = 4 dB. The impulse-to-quantization noise ratios are IQR LL2 = 24.9965 dB and IQR LH2 = 14.8449 dB for E b /N 0 = 6 dB, and IQR LL2 = 25.5188 dB and IRQ LH2 = 14.7 dB for E b /N 0 = 4 dB. We assume natural binary index assignment.
From Tables 1 and 2 , we can see that introducing the soft information in the localization procedure of the syndrome decoding algorithm significantly improves the probability of a detection. In the system with an FLC code, the probability of a false alarm is decreased as well. In the system with a VLC code, the probability of a false alarm is decreased in the subband LL2 where the IQR is high. However, in the LH2 subband where the IQR is low, utilizing the soft information can worsen the probability of a false alarm. In both systems, the MSE performance of Algorithms A and B is similar.
The peak signal-to-noise (PSNR) improvement due to OFB syndrome decoding at E b /N 0 = 4 dB is 0.75 dB for the system with an FLC and 0.6 dB for the system with a VLC. We have assumed that the entropy decoders perfectly know the Markov model parameters. In this case, the SISO entropy decoding performs very well, that is, the IQR is small. The possible improvement by using a syndrome decoding algorithm is therefore small. For example, in the system with the FLC, the maximum possible PSNR gain due to syndrome decoding is less than 1.18 dB at E b /N 0 = 4 dB and less than 0.24 dB at E b /N 0 = 6 dB. As the other extreme, we consider a system with the FLC and entropy decoding which does not make use of the Markov property of the source symbols in the first two subbands. For this example, the MSE for E b /N 0 = 6 dB in the system with and without syndrome decoding is 22.87847 and 40.411473. Figures 6 and 7 show the reconstructed image without and with syndrome decoding for this example. Figure 8 shows the MSE versus E b /N o for the first and the fourth iterations in the iterative decoding of the OFB-FLC chain. The results for the pseudoinverse receiver and the performance of the pseudoinverse receiver in the case when there are no impulse errors in the first two subbands are also 10 EURASIP Journal on Applied Signal Processing shown. From this figure, we can see that iterative decoding reduces the MSE. However, at 3 dB, there is still a significant gap between the performance in the fourth iteration and the performance of the system with no impulse errors in the first two subbands.
CONCLUSIONS
We have examined the performance of a JSCC system consisting of OFB codes and of redundant source codes. The localization procedure based on the M-ary hypothesis testing theory for the two impulse noise models has been developed. We have further shown how the soft information at the output of the SISO entropy decoder can be used in order to improve the error localization procedure. An empirical algorithm for the iterative decoding of the FLC-OFB chain has been presented. The performance of the various decoding algorithms has been tested for the image compression system with a wavelet-based signal decomposition.
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