We describe the correspondence between rates of decrease for various moduli of continuity of a function on [Wd and for the tail-integral of the function's Fourier transform. In place of a power function (e.g., t-'), we use a regularly varying function to describe the rates of decrease. 0 1991 Academic PI~SS. IEIC.
implies its Fourier transform f is a member of L,(R) for some y with p/(P+ap-l)<y~p/(p-l),andthatwhenp=2,(1)holdsifandonlyif sup t2" s "
Zygmund [ 17, e. g., Theorem 4.71, of course, described the rates of decrease of Fourier coefficients of a periodic function in Lip(a, p). Lorenz [9 J also considered this problem as well as the rate of decrease of tail-sums of the coefficients. Aljancic and Tomic [ 1 ] have similar results for classes of functions with monotone Fourier coefficients. Reversing functional roles, Boas [S] and Soni and Soni [ 121 describe the Lipschitz behavior of the transform in terms of the tail behavior off. Extending to multiple dimensions, Berisha [2] has shown how to bound the modulus of continuity for periodic functions on [w2 with sums of functions involving the Fourier coefficients and Bitsadze [4] provides related results for functions on K!", extending Lorenz. Younis [ 163 recently has extended Titchmarsh's results to functions on iw", replacing h" and t-" with h" /log hJ -s and t -= (log t/p. More generally, one may replace the power function t Pa with a regularly varying function s(t) (see Definition 3) . We know of no other effort along these lines, although there is an extensive literature on Abelian-Tauberian theorems which relate the tails off to j's behavior near zero (cf. Pitman [lo] and Soni and Soni [13] ; for periodic functions, cf. the review [3, pp. 207-209, 237-2421) .
In this work we generalize Younis' results by replacing t-' llog tlB with a regularly varying function s(t). This will include the two extremes: the slow variation case (tl = 0, which is relevant to the Dini-Lipschitz criterion) and the smooth case (a > m). Furthermore, regular variation allows one to simplify the form of the bounds, instead of expressing them as sums as does Berisha [2] . We also use a more general definition of a modulus of continuity, partly because it is useful in our proofs.
Although we will not explicitly state so in our theorems, the results presented here are transferable to periodic functions on C-n, ~1~ (or on the d-dimensional torus) and their corresponding Fourier coefficients. Thus, the results may have application to generalizing conditions and rates of convergence for Fourier sums or other approximations (see, for example, Stepanets [14] ). The paper complements other work by the author [6] which, assuming d= 1, compares the tail behavior off to smoothness off at individual points.
The next section provides definitions, followed by a section with the main results. The final section deals with the theorem proofs.
DEFINITIONS
By Fourier transform forSEL,(lRd) we mean fw=j@ e'"'"-(x) dx and for f~ L,(Rd), 1 -cp < 2, we mean the extension provided by the Plancherel theorem or by the Hausdorff-Young theorem (Edwards 17, 13.51 ). ForfE L,, 2 <p d co, a Fourier transform may be defined which is a tempered distribution (Rudin [ 11, 7.151) . In this case, however, we will concern ourselves only with those functions whose transforms can be identified with functions in L,,, p' =p/(p -1). It will be to our advantage to note that dyf(x -my/2) and (-2i sin(y'u/2))" f(u) form a Fourier pair. (Indeed, for noninteger m, one may define the former as the inverse transform of the latter, making the following results valid for noninteger m.)
Let Ij Ij be the Euclidean norm on Rd and let II II,, be the L,(Rd) norm. We will call o~,~,~ an L, modulus of continuity and will use w,, as a generic representative. Our attention is focused on G which are invariant to orthonormal transformations, the principal examples being distributions uniform on Cd and Qd. The proof of Theorem 2, in particular, relies on this assumption. This excludes such moduli as and others which are "axis-dependent." (Of course by enclosing spheres with prisms and vice versa and by resealing variables the results can be extended to other distributions.) Another reason for the assumption is an intended application involving the estimation of an unknown probability density. Since the function is assumed unknown, there is no a priori reason to impose an orientation of the axes on it. Definition 1 could also be generalized to include moduli given by difference operators of the form A;L,;.:;;r;t"=A;~ ..,A:,
The distribution G would have support C:. We do not consider such moduli here, but the arguments would be similar to what follows.
The rates of decrease of the moduli of continuity will be compared with In certain cases when I,+,,, decreases rapidly enough (e.g., e,,(t) N tr', cr>m), there is a limit to how rapidly op may diminish. To handle these, the appropriate alternative functions are In this work, rates of decrease will be bounded by or asymptotic to a regularly varying function. We define this class next: suitable references are by Bingham, Goldie, and Teugels [3] and by de Haan [S 1. ,ltrnm s(t)= W-~, Special cases include s(t) = t ~ "(log( 1 + t))" for any real p.
THEOREM STATEMENTS
We will separate results for the two cases p 2 2 (Theorem 1 and Corollary 3) and p < 2 (Theorem 2 and Corollary 4). The case p = 2 extends [ 15, Theorem 85; 16, Theorem 5.21 and corrects the erroneous statement and proof for [ 16, Theorem 5.11 . The results are similar in format to [2] . By the same inequality applied to (-2i 
For the CI 2 m case, (5) is all that is required. But for CI < m, we need [3, Proposition 1.583, which provides the fact that s;,:,, E RI/_,, and Next, assume f E Y(s, cop, M). In every case, if t, >, t > 0, then the Hausdorff-Young inequality [7, 13 .51 gives (6) and likewise $p,,m(t) d CWjl" M Sp',mW sp~,?n(to) .
Thus it remains to find bounds when t 3 t,, t,, yet to be chosen.
Again 
for all t2 1.
The bounds (6) and (11) The argument then proceeds as above, using the fact that sp,,,, E RV. m by [ 3, Proposition 1.5.9a] (p' < co) or by Lemma 5 (p' = cc ). If instead c1= 0, we assume also that s(e') E RV-,, B > l/min(q, p'). Let r = min(q, p') and choose E E (0, fl-l/r). First, we must modify slightly the argument that led to (8) and (9) . Choose P, v, and y.i as before. Since r <p', the argument for (8) is repeated replacing l/p' with r/p', giving $;+I< f 5 (j k=l j=l A,.k ,j$),"du)'p k=l j=l for an appropriate constant c6. Let p =jzd jjylj" G(dy). Multiplying both sides of the above inequality by vr'", integrating and then using r <q, we further obtain k=l j=l < dc6 c (a"Ms(akt/~))'. k=l (12) For each fixed t > e, let a = u(t) = (log t/log log t)(P-E)'M. Then It follows that o,+#r) > bt'piP-1/2u 2,G,q(h). That is, there exists cg such that -@h up,G,q~ M) = 2%~ aZ,G,g, C8M).
The result then follows by using Theorem 2 with p = 2. 1 Proof of Corollary 4. This is similar to the proof of the previous corollary, except the inequalities are reversed. 1
