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ABSTRACT
In mammography, the efficacy of computer-aided detection
methods depends, in part, on the robust localisation of micro-
calcifications (µC). Currently, the most effective methods are
based on three steps: 1) detection of individual µC candidates,
2) clustering of individual µC candidates, and 3) classification
of µC clusters. Where the second step is motivated both to re-
duce the number of false positive detections from the first step
and on the evidence that malignancy depends on a relatively
large number of µC detections within a certain area. In this
paper, we propose a novel approach to µC detection, consist-
ing of the detection and classification of individual µC can-
didates, using shape and appearance features, using a cascade
of boosting classifiers. The final step in our approach then
clusters the remaining individual µC candidates. The main
advantage of this approach lies in its ability to reject a sig-
nificant number of false positive µC candidates compared to
previously proposed methods. Specifically, on the INbreast
dataset, we show that our approach has a true positive rate
(TPR) for individual µCs of 40% at one false positive per
image (FPI) and a TPR of 80% at 10 FPI. These results are
significantly more accurate than the current state of the art,
which has a TPR of less than 1% at one FPI and a TPR of
10% at 10 FPI. Our results are competitive with the state of
the art at the subsequent stage of detecting clusters of µCs.
Index Terms— Micro-calcification, Mammogram, Cas-
cade of Boosting Classifiers
1. INTRODUCTION
Breast cancer is the most diagnosed cancer amongst women
worldwide, with 23% of all diagnosed cancers [1]. Breast
screening programs aims to detect breast cancer at its early
stages, when treatment is generally more effective [2]. These
programs are usually based on the analysis of mammograms,
where one of the main goals is the detection of micro-
calcifications (µC) given that almost half of all breast cancers
are associated with µC [3]. As shown in Fig. 1, µCs are
represented by tiny calcium deposits that are displayed as
small white spots on a mammogram. Their automated locali-
sation by computer-aided detection (CADe) methods has the
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Fig. 1. Appearance of a micro-calcification in a mammogram.
potential to streamline mammogram analysis and reduce the
inter-user variance of µCs [4].
The current state-of-the-art methods for the automated de-
tection of µCs consists of the following standard pipeline:
S.1) detection of individual µC candidates, S.2) clustering of
individual µC candidates based on their geometric distribu-
tion, and S.3) classification of those µC clusters. The fact
that step S.1 above usually produces a large number of false
positive individual µCs combined with the evidence that cal-
cification malignancy is correlated with clusters of µC [3] has
motivated the inclusion of S.2 and S.3. These last two steps
are able to eliminate a large number of isolated false positive
µC detections, but they often fail to reject individual false
positive µCs within clusters, which can potentially bias the
analysis of a mammogram. In this paper, we propose a novel
pipeline comprising the following steps: P.1) detection of in-
dividual µC candidates, P.2) classification of individual µC
candidates, and P.3) clustering of individual µC candidates
based on their geometric distribution. Compared to the stan-
dard pipeline, steps P.1 and S.1 are the same, step P.2 is new,
step P.3 is the same as step S.2, and step S.3 has been re-
moved. We have two goals with our new approach: 1) a sig-
nificant reduction of the number of false positive individual
µC detections, especially within true positive clusters, and 2)
competitive detection rate of µC clusters. A quantitative anal-
ysis of our approach is performed using the publicly available
INBreast dataset [5], where the main results obtained show
that our method achieves a true positive detection of individ-
ual µCs (TPR) of 40% at 1 false positive detection per image
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(FPI) and 80% TPR at 10 FPI, which is significantly more ac-
curate than the current state of the art [6]. We also show com-
petitive results in terms of the detection of clusters of µCs.
2. RELATED WORK
Automatic detection of µCs from mammograms is usually
carried out with a combination of image processing and ma-
chine learning methods [7]. Image processing methods [8]
rely on prior knowledge about the appearance of µCs (such
as local gradient and intensity). However this approach is un-
likely to provide a robust characterisation of all variations in
the appearance of µCs. Alternatively, machine learning [9,
10] aims to provide a robust characterisation of µCs from the
information available from an annotated training set. In gen-
eral, with a relatively large and diverse training set, machine
learning methods can outperform image processing methods.
However, they face some challenges: 1) the selection of an ap-
propriate feature set to be extracted and used by the models,
2) the class imbalance problem that provides a much larger
number of negative than positive samples on which to train the
model (caused by the significantly smaller area occupied by
µCs compared with the area filled with normal breast tissue),
and 3) the selection of the model to be used. State-of-the-art
machine learning methods address these challenges with the
use of a cascade of boosting classifiers that rely on general ap-
pearance and shape features [6, 11, 7]. Therefore, we follow
this strategy here.
The design of current state-of-the-art methods consisting
of steps S.1-S.3 (defined in Sec. 1) is based on the clinical im-
portance that clusters of µCs have in comparison to individual
µCs [3]. Another motivation is that step S.1 tends to generate
a large number of individual false positive µC detections that
need to be subsequently removed. Hence, by clustering indi-
vidual µCs using proximity and number of detections within
a small area, it is possible to reject a large number of iso-
lated false positive detections[6]. However, we observed that
within a cluster, false positive detections were still prevalent.
This motivated us to propose a new pipeline with the intro-
duction of a classification step between standard steps S.1 and
S.2 that filters out individual µC candidates using their shape
and appearance features with a cascade of boosting classi-
fiers [12]. Given that this new process is effective for remov-
ing false positive µC detections, we no longer require step S.3
(cluster classification).
3. METHODOLOGY
The proposed methodology consists of a initial pre-processing
step based on quantum noise equalisation [6], which is fol-
lowed by three steps: P.1) detection of individual µC candi-
dates using pixel-based cascade of boosting classifiers [12]
and Haar like features [6]; P.2) classification of the individual
µC detections (from step P.1) using a region-based cascade
of boosting classifiers [12] with appearance and shape fea-
tures [13]; and P.3) clustering of the individual µCs detected
in step P.2. Each step is explained below, where we assume
the availability of a training set D = {(xi,Mi)}Ni=1, where
x : Ω → R denotes the mammogram (Ω represents the
Fig. 2. Pipeline of the proposed methodology with two exam-
ples, where the red contours on the mammograms denote the
automated detections and green contours represent the man-
ual annotation.
image lattice) and M = {yj}Jj=1 represents the set of µC
annotations for image i with y : Ω → {0, 1} (i.e., each µC
annotation is a binary map, where pixels of yi,j labelled with
1 denote part of the jth µC of ith image).
Pre-processing: Our pre-processing is based on quan-
tum noise equalisation proposed by Bria et al. [6], where the
source of noise fluctuations in full-field digital mammograms
(FFDM) can be described by a Poisson distribution with a
standard deviation that can be estimated from the image.
Step P.1: Detection of individual µC candidates: This
first step consists of a pixel-based classifier [6], represented
by H(q), which estimates the likelihood that the pixel q ∈ Ω
represents part of a µC given the information extracted from a
sub-window of sizeM×M around the pixel. This classifier is
represented by a cascade of boosting classifiers, where a pixel
q is accepted to be part of a µC if it is positively classified
by all stages of the cascade. In this cascade classifier [14],
the detection rate D and false positive rate F of a cascade
with S stages are computed with D =
∏S
s=1 ds and F =∏S
s=1 fs, where ds and fs represent the detection and false
positive rates of stage s. Therefore, if ds = 0.99 and fs = 0.3
and S = 5, then D = 0.951 and F = 0.002.
The training of the classifier at each cascade stage s ∈
{1, ..., S}, denoted by Hs(p), uses a set of positive samples
Ps and negative samplesNs, where each sample xM×M (q) ∈
Ps consists of a sub-image of x of size M × M centred
at position q, such that one of the J µC annotations con-
tains y(q) = 1 (a negative sample is similarly defined with
y(q) = 0). The main issue in training such classifier is the
fact that |Ns| >> |Ps|, and this is solved by under-sampling
the negative set, such that the proportion |Ns|/|Ps| is con-
stant over the training of each cascade stage. The classifier
utilised in this work is the RUSBoost [12], which is designed
to deal with such class imbalance with this under-sampling
procedure. Finally, the feature set used is the Haar-like fea-
tures [14], which are efficiently computed using integral
image [14] (note that we use a set of 1, 697 features instead
of the original 14, 709 features from [6] as this smaller set is
faster to train and we did not notice a significant difference
in the results). The final part of this step consists of finding
the connected components of the pixel-based classification
to form the µC candidates, where connected components
that have width and length larger than 1 mm are removed
because they represent macro-calcifications that are not to be
processed further [6]. The step P.1 is defined by:
{y˜k,dk}Kk=1 = f1(x, θ1), (1)
where y˜k denotes a binary map of the kth µC candidate, θ1 is
the classifier parameter set, and dk ∈ R4 represents the top-
left and bottom-right corner coordinates of the bounding box
of this detection.
Step P.2: Classification of individual µC detections
with shape and appearance features: The contribution of
this paper consists of this individual µC classification step,
where we extract a large set of shape and appearance fea-
tures [13] from each µC candidate in (1), and use a second
cascade of RUSBoost [12] classifiers to further eliminate
false positive µC detections. These features are extracted
with:
z = g(x,d,y). (2)
A set of 11 shape features are calculated from y in (2), which
describe the following geometric information: area, perime-
ter, ratio of perimeter to area, rectangularity, circularity, and
etc. Another set of 27 appearance features in (2) are calcu-
lated from the sub-image of x limited by the bounding box
d, consisting of information (energy, correlation, entropy, in-
ertia, and etc.) extracted from the spatial grey level depen-
dence (SGLD) matrix [13, 15]. In addition, we compute the
1, 697 Haar-like features of step P.1 and the local binary pat-
tern (LBP) [16] from the sub-image x limited by the bounding
box d. The step P.2 is defined by:
{y˜l,dl}Ll=1 = f2(x, {y˜k,dk}Kk=1, θ2), (3)
which selects a subset of the detections from step P.1, with
L ≤ K, where θ2 is the parameter set of the classifier.
Step P.3: Clustering of individual µC detections: The
clustering of the µC detections {y˜l,dl}Ll=1 from step P.2 is
based on the following algorithm [6]: 1) construction of a
Fig. 3. FROC curves of the individual µCs detections for
our methodology (red) and the baseline (blue) [6].
Fig. 4. FROC curves of the cluster µCs detections for our
methodology (red) and the baseline (blue) [6].
weighted graph formed by nodes represented by the centroid
of the detected µCs, and edges that connect nodes that are
closer than 10 mm; and 2) estimation of clusters from the con-
nected components of this graph, where clusters with fewer
than 3 µCs are rejected. Step P.3 is defined by:
C = f3(x, {y˜l,dl}Ll=1, θ3), (4)
where θ3 is the parameter set of the classifier, and C represents
the set of clusters, where each element of this set is formed by
a graph computed from a subset of {y˜l,dl}Ll=1 from step P.2.
4. MATERIALS AND METHODS
The experiments use the INBreast dataset [5], which contains
115 cases with 410 images, where 19 cases have no find-
ings, 68 cases have benign findings and 28 cases have ma-
lignant findings (note that findings include µC and masses),
where 6,880 individual µCs have been identified by two ra-
diologists. The experiments are performed using this dataset
for the following reasons: it is a public domain (allowing di-
rect comparison with other methods) full-field digital dataset
where the individual manual µC annotations are both precise
and reliable. In order to evaluate the detection of µC clus-
ters, we produce the annotation of µC clusters using step P.3
of Sec. 3 from the individual µC manual annotations. We
perform a quantitative evaluation of the individual µC detec-
tion and cluster of µCs detection by randomly dividing the
115 INBreast cases into five cross-validation folds with 60%
Fig. 5. ROC curves of the case-based detections of clusters
of µCs for our methodology (red) and the baseline (blue) [6].
of cases for training, 20% for validation and 20% for testing.
We show the mean and standard deviation of performance on
the both the train and test sets (note that we interpolate the
ROC and FROC curves for each fold at fixed FPR values in
order to plot the mean and standard deviation error bars).
The training of the classifier in step P.1 (Sec. 3) uses sub-
images of size M ×M , with M = 12 pixels (slightly less
than 1 × 1 mm), which is approximately the maximum size
of the µC of interest (i.e., between 0.1 and 1 mm [6]). For
step P.1, we train five cascade stages, where the ratio between
the sizes of the negative and positive sets (step P.1 of Sec. 3)
is fixed to be 1 × 106 for all these stages. The RUSBoost
classifier has 2, 3, 5, 12, and 40 weak classifiers [6] in each
of the stages, where the detection rate is ds = 0.99 and false
positive rate is fs = 0.30 [6]. For step P.2, the connected
components forming the µC candidates are also resized to a
fixed size of 12×12 patches using bicubic interpolation, from
which the shape and appearance features are calculated. The
classifier in step P.2 is a single RUSBoost classifier with 1000
weak learners. Model selection was performed on the valida-
tion set extracted from the training set of each cross validation
fold. We compare our method with the baseline approach by
Bria et al. [6], which consists of a methodology that contains
the same pre-processing, followed by steps P.1 and P.3, and a
final step that classifies the clusters (this baseline is the stan-
dard baseline described in Sec. 1). The implementation of this
cluster classification is based on a cascade of RUSBoost [12]
classifiers that use the mean, standard deviation, minimum
and maximum values of 35 shape and appearance features
from individual µCs and 5 topological cluster features (i.e.,
a total of 4× 35 + 5 features = 145 features).
The quantitative evaluation of individual µCs detections
and clusters of µCs is based on free-response receiver operat-
ing characteristic (FROC) curve that measures the true posi-
tive rate (TPR). An individual µCs is considered as true pos-
itive detection if it has an overlap of at least 0.5 with one of
the manual annotations and a false positive detection if it has
an overlap less than 0.5 with any manual annotation. Simi-
larly, clusters of µC detections are regarded as a true positive
if they overlap with a manually annotated cluster and where
they have at least two individual µCs in common [17, 6]. Fi-
nally, the case-based ROC curve evaluates the performance
Fig. 6. Examples of µC detection produced by our method
(green = manual annotation, red = automated detection).
of the method in terms of finding µC clusters independently
of whether they are in the correct location. Here, a true posi-
tive is defined as a cluster detection in a case that has at least
one manually annotated cluster of µCs, and a false positive
is a detection in case that has no manually annotated cluster.
Fig. 3 shows the FROC curves of individual µCs detections
on training and testing sets for our methodology (red) and the
baseline (blue) [6] (note that we crop the FPI at 102, but TPR
continues to increase for all curves). In Fig. 4, we show the
results of our methodology on cluster of µCs detection (red)
and the baseline result (blue) [6]. Similarly, Fig. 5 shows the
ROC curves of the case-based detections of clusters of µCs
on training and testing sets for our methodology (red) and the
baseline (blue) [6]. Finally, we show some visual examples
of the final detections of our method in Fig. 6.
5. DISCUSSION AND CONCLUSIONS
The results from the Fig. 3 show that our approach is signifi-
cantly more effective at the detection of individual µCs com-
pared to the baseline [6]. It is also interesting to note from
Fig. 4 and Fig. 5 that our approach is competitive with the
baseline in terms of cluster detection and case-based perfor-
mance (note that the the results in those figures agree with
the published results by Bria at al. [6], even though we use a
different dataset). This apparent discrepancy in results is ex-
plained by the large number of individual false positive µC
detections that are preserved within true positive clusters of
µC detections by the baseline approach [6]. Our method is
able to eliminate a significant number of these false positives
and thus provide a more reliable result on which to perform
further assessment of the mammogram. Finally, Fig. 6(a)
shows that our proposed methodology is robust to normal
mammograms, while Fig. 6(b-d) displays visually accurate
detection of the individual as well as clusters of µCs.
In this paper we propose a new µC detection pipeline that
introduces a step that effectively filters out individual false
positive µC detections using shape and appearance features
in a cascade of boosting classifiers. We empirically show that
our method displays a significantly more effective detection
of individual µCs compared to the current state-of-the-art ap-
proach [6]. This has the potential to improve the mammogram
analysis in breast screening programs.
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