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Introduction
Given a polynomial ring R over a field, and a graph G having the set of indeterminates as its vertex
set, one can associate with G a monomial ideal of R: this ideal is generated by the products of the
vertices of each edge of G, and is hence generated by squarefree quadratic monomials. It is called the
edge ideal of G, and was first introduced by Simis, Vasconcelos and Villarreal [13]. It is interesting
to derive algebraic invariants of this ideal from the combinatorial properties of the graph G. An
extensive treatment of this kind is contained in the PhD thesis of Jacques [8], where the modules of
the free resolutions of edge ideals are completely determined by means of a recursive construction.
In a recent work [3], Corso and Nagel give a closed formula for the Betti numbers of the edge ideals
of a special class of bipartite graphs, the so-called Ferrers graphs. The same problem has been
studied for the more general case of hypergraphs by Ha and van Tuyl in [7]. As an application of
the results in [3], in [2] it is shown that for the edge ideal of every Ferrers graph, the arithmetical
rank (ara), i.e., the least number of elements of R which generate the ideal up to radical, is equal
to the projective dimension (pd), i.e., to the length of every minimal free resolution of the quotient
of R with respect to the ideal.
In the present paper the same property is studied for the edge ideals of acyclic graphs, the so-
called forests; from [8] we know that in this case the projective dimension does not depend on the
ground field (see also [9]). We conjecture that for every edge ideal of a forest, the arithmetical
rank equals the projective dimension: we, however, cannot prove this result in general. Using the
recursive construction from [8], we can show the claim for a special class of forests, which we call
stretched. For these forests, the minimum number of elements generating the edge ideal up to
radical can be given in form of a so-called tree-like system: this is a sequence of monomials and
sums of two monomials which reflects the combinatorial structure of the forest. We also give some
1Partially supported by the Italian Ministry of University and Research.
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classes of forests for which the arithmetical rank coincides with the general upper bound which was
determined in [1] for squarefree monomial ideals. Furthermore, we show that this upper bound can
be re-formulated in terms of the number of edges and the degrees of the vertices of the graph. In the
last section we explicitly compute the minimal free resolutions of the edge ideals of a special class
of (non stretched) forests and show that they are all 2-linear. To this end, we apply the approach
presented by Lyubeznik in [11].
It is worth pointing out that the computation of the arithmetical rank of an ideal in a polynomial
ring is, in general, an open problem. For squarefree monomial ideals, a lower bound is provided by
the projective dimension, but there are not many known examples where this is the actual value of
the arithmetical rank; some of them were classified by Terai and can be found in [14] and [15].
1 On the arithmetical rank of monomial ideals
Consider the polynomial ring R = K[x1, . . . , xn], where K is a field. We recall some results on the
arithmetical rank of the ideals in R that are generated by monomials. Since the arithmetical rank
does not change when an ideal is replaced by its radical, we can restrict our study to ideals generated
by squarefree monomials.
A finite set of elements of R which generate a given ideal up to radical can be constructed according
to the following well-known criterion, which is due to Schmitt and Vogel.
Lemma 1 [[12], p.249] Let P be a finite subset of elements of R. Let P0, . . . , Pr be subsets of P
such that
(i)
⋃r
i=0 Pi = P ;
(ii) P0 has exactly one element;
(iii) if p and p′ are different elements of Pi (0 < i ≤ r) there is an integer i′ with 0 ≤ i′ < i
and an element in Pi′ which divides pp
′.
We set qi =
∑
p∈Pi
pe(p), where e(p) ≥ 1 are arbitrary integers. We will write (P ) for the ideal of R
generated by the elements of P . Then we get√
(P ) =
√
(q0, . . . , qr).
In [1] the above result is used to provide a general upper bound for the arithmetical rank of any
squarefree monomial ideal I of R. Let M = {f1, . . . , fs} be the set of its minimal monomial
generators. Set µ(I) = |M | = s. Let I1, . . . , Ir be the minimal primes of I, so that I = ∩rj=1Ij .
Moreover, for all i = 1, . . . , s, define
Mi = {fj : xi divides fj}.
For all j = 1, . . . , r, set
νj = max{|Mi| : xi ∈ Ij}, (1)
and
ν = ν(I) = min{νj : j = 1, . . . , r}. (2)
Finally, for all j = 1, . . . , r, set
ρj = min{|Mi| : xi divides fj}, (3)
2
and
ρ = ρ(I) = max{ρj : j = 1, . . . , s}. (4)
In [1], Proposition 1, it is shown that
ara I ≤ µ(I)− ν(I) + 1. (5)
The above upper bound can be rewritten in a different way, which, as we will see later, emphasizes
its combinatorial character. In fact we have the following identity.
Proposition 1 ν(I) = ρ(I).
Proof .-We prove the two inequalities. First we show that ν ≥ ρ. Without loss of generality we
may assume that ρ = ρ1. For all j = 1, . . . , r, there is a variable xkj ∈ Ij such that xkj divides f1.
Now, by (1) and (3), for all j = 1 . . . , r, we have that
νj ≥ |Mkj | ≥ ρ1 = ρ.
By (2) this implies that ν ≥ ρ, as required. Next we show that ν ≤ ρ. For all j = 1, . . . , s, let xhj
be a variable dividing fj and such that ρj = |Mhj |. Then I ⊂ (xh1 , . . . , xhs). Hence we may assume
that I1 ⊂ (xh1 , . . . , xhs). Then by (2), (1) and (4),
ν ≤ ν1 ≤ max{ρj : j = 1, . . . , s} = ρ.
This completes the proof of the claim.
From [10] we know that, for any squarefree monomial ideal I, the following inequality holds:
pd I ≤ ara I. (6)
Moreover, in view of (5) and Proposition 1, we have
ara I ≤ µ(I)− ρ(I) + 1. (7)
Remark 1 Suppose that all fj have degree 2. In this case I has a natural combinatorial interpre-
tation. It can be associated with the following graph G on the vertex set {x1, . . . , xn}:
G = {{xi, xj} : xixj ∈ I}.
Then I is the so-called edge ideal of the graph G, and we will denote it by I(G). Given an edge
α = {xi, xj} of G, the monomial a = xixj will be called the edge monomial of α. Thus we have that
I(G) is generated by the edge monomials of all edges of G. Hence µ(I) = |G|, and
ρ(I) = max
α∈G
{min{deg(v) : v ∈ α}}.
Our goal is to determine the arithmetical ranks of the edge ideals of a big class of forests, which we
will introduce in Section 3, and for which, as we will show, equality always holds in (6). In Section 4
we will also present some examples where equality holds in (7), too. In the next section we develop
the crucial tool that will be needed for the proof of our main result.
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2 On tree-like systems
This section is entirely devoted to the properties of the notion that is introduced by the following
definition; we will also present its relevance in the generation of the edge ideals of forests up to
radical.
Definition 1 Let a0, a1, . . . , ar ∈ R be non zero pairwise distinct elements and b1, b2, . . . , bn ∈ R
be such that the non zero bi’s are pairwise distinct and also distinct from the ai’s. Call P the set
of all ai’s and all non zero bi’s. Moreover, set q0 = a0 and qi = ai + bi for all i = 1, . . . , r. Suppose
that for all i = 1, . . . , r there is an index j < i such that aj divides aibi. Then the sequence
Σ : q0, q1, . . . , qr
is called a tree-like system. The number r+ 1 is called the length of Σ and is denoted by λ(Σ). The
set P is called the support of Σ. We will also say that Σ starts at (the starting point) a0 and ends
at qr. If bi = 0, we will say that qi = ai is an isolated summand.
A subsequence of Σ which is a tree-like system will be called a subtree of Σ.
Remark 2 In the sequel we will often need to obtain a single tree-like system from several tree-
like systems. This will happen according to two basic constructions. Given two tree-like systems
Σ1 : q
(1)
0 , q
(1)
1 , . . . , q
(1)
r1 with support P
(1) and Σ2 : q
(2)
0 , q
(2)
1 , . . . , q
(2)
r2 with support P
(2), if P (1) and
P (2) are disjoint, then
Σ1,Σ2 : q
(1)
0 , q
(1)
1 , . . . , q
(1)
r1
, q
(2)
0 , q
(2)
1 , . . . , q
(2)
r2
is a tree-like system with support P (1) ∪P (2). This construction by juxtaposition obviously extends
to any finite number of tree-like systems with pairwise disjoint supports.
If Σ1 and Σ2 are subtrees of the same tree-like system Σ, then we denote by Σ1∪Σ2 the subsequence
formed by the elements of Σ which belong to Σ1 or Σ2. This is, of course, a tree-like system. This
construction obviously extends to any set of subtrees of Σ.
With respect to the notation of Definition 1 we also have the next result.
Proposition 2 √
(q0, q1, . . . , qr) =
√
(P ).
Proof .-Set P0 = {a0} and Pi = {ai, bi} for all i = 1, . . . , r. Then the assumption of Lemma 1 is
fulfilled. The claim follows.
According to Proposition 2, two tree-like systems with the same support generate the same ideal up
to radical. This justifies the following
Definition 2 Two tree-like systems with the same support are called equivalent.
Remark 3 In general, given a tree-like system Σ : q0, q1, . . . , qr, there can be other arrangements
of the elements qi which are still tree-like systems. For instance, whenever Σ
′ is a subtree of Σ, then
a tree-like system equivalent to Σ can be obtained by placing Σ′ at the beginning of Σ and then
listing the remaining elements of Σ in their original order. In this case we will say that Σ′ is pushed
to the top of Σ. In particular, pushing any subsequence of isolated summands to the top produces
an equivalent tree-like system.
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Remark 4 Let S be a subset of the tree-like system Σ, and let Q be the set of summands of S. Let
Σ′ be a tree-like system with support Q. Then a tree-like system equivalent to Σ can be obtained
by first omitting the elements of S and then placing Σ′ before the residual subsequence of Σ. In
this case we will simply say that S is replaced by Σ′ in Σ. Note that this construction in particular
applies when S = Σ′ is a subtree of Σ.
Remark 5 Let Σ : q0, q1 . . . , qr be a tree-like system whose support is the set of edge monomials of
the forest T . Then, for all i = 1, . . . , r, if qi is not an isolated summand, we have that qi = uv+wz,
where {u, v} and {w, z} are distinct edges of T . By Definition 1, there is an index j < i such that
qj contains an edge monomial (other than uv and wz) dividing uvwz, i.e., a monomial which is the
product of a factor of uv and a factor of wz. Up to renaming the indeterminates we may assume
that this product is vw. Then α = {u, v}, γ = {v, w}, β = {w, z} are three consecutive edges of
T . We will say that the edge γ lies between α and β. Note that vw is the only edge monomial of
T dividing uvwz: in fact none of {u,w}, {u, z} and {v, z} can be an edge of T , since otherwise T
would contain a cycle. This implies that, in the present case, the index j in Definition 1 is uniquely
determined by i. We will call qj the precedessor of qi in Σ. We will also say that qi is a follower of
qj .
Finally note that, since α and β are disjoint edges, the vertices u, v, w, z are pairwise distinct, i.e.,
no vertex can appear twice in any element of a tree-like system.
Definition 3 In the assumption of Definition 1, if, for all i = 1, . . . , r, bi 6= 0 and j = i − 1, then
the tree-like system Σ is called strict.
Remark 6 As an immediate consequence of Definition 3, the starting point is the only isolated
summand of a strict tree-like system. Moreover, if the support of a strict tree-like system is the set
of edge monomials of a forest, from Remark 5 we deduce that every element (except the last one)
of this strict tree-like system contains an edge monomial whose corresponding edge lies between two
other edges. In particular, if this strict tree-like system has more than one element, it cannot have
the edge monomial of a terminal edge as its isolated summand.
The strict tree-like systems are the fundamental constituents of the theory we are developing here.
In fact every tree-like system is the union of strict subtrees, as we show next.
Lemma 2 For every element of a tree-like system there is a strict subtree ending at this element.
If the support of the tree-like system is the set of edge monomials of a forest, then this strict subtree
is unique.
Proof .-We refer to the notation introduced in Definition 1. Let q be an element of Σ. If q is an
isolated summand, then it forms a strict subtree by itself. According to Remark 6, this is the only
subtree of Σ ending at q. So assume that q = qi = ai+ bi, where ai, bi are distinct non zero elements
of R. Set i0 = i and, for k ≥ 0, if qik is not an isolated summand, recursively define ik+1 as the index
such that qik+1 is the precedessor of qik in Σ. Then the indices ik form a strictly descending sequence
of nonnegative integers. This can only have finitely many terms; hence the process must stop, i.e, we
have that, for some k′, qik′ is an isolated summand. Then Σ
′ : qik′ , qik′−1 , . . . , qi0 is, by construction,
a strict subtree of Σ ending at q = qi0 . If the support of Σ is the set of edge monomials of a forest,
then the uniqueness of Σ′ follows from the uniqueness of precedessors established in Remark 5.
We will say that two edges α and β of a graph T are connected if T contains a sequence (path) of
consecutive edges starting at α and ending at β. This defines an equivalence relation in the set of
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edges of T ; the equivalence classes are the so-called connected components of T . Note that if T is a
forest, the aforementioned path is unique.
Lemma 3 Let Σ be a tree-like system whose support is the set of edge monomials of a forest T . Let
α and β be edges of T such that the corresponding edge monomials a and b belong to the support of
the same strict subtree Σ′ of Σ. Then there is a path of T connecting α and β (i.e., α and β belong
to the same connected component of T ).
Proof .-According to Remark 5 the claim is true if a and b are summands of the same element of
Σ′, since in this case there is an edge lying between α and β. For the rest, it suffices to prove the
claim in the case where a and b appear in two consecutive elements of Σ′, say a in the precedessor
of the element containing b. Assume that these elements are q′i = a + c and q
′
i+1 = b + d, for some
c, d ∈ R. Then, by Remark 6, d 6= 0. Let δ be the corresponding edge of T . If c 6= 0, let γ be the
corresponding edge of T . According to Remark 5, we then have that either α or γ lies between β and
δ. In the former case α and β are consecutive edges, so that the claim is true. Let us consider the
latter case. Then q′i is not an isolated summand, so there is an element q
′
i−1 that is the precedessor
of q′i in Σ
′; it contains an edge monomial e such that the corresponding edge ε lies between α and
γ. Then the path connecting α and β is either α, ε, γ, β or α, ε, β, and the claim is true in this case,
too.
Corollary 1 Let Σ be a tree-like system whose support is the set of edge monomials of the forest T ,
and let C be a connected component of T . Moreover, let Σ(C) be the set of all elements of Σ that
contain the edge monomial of an edge of C. Then Σ(C) is a subtree of Σ whose support is the set
of edge monomials of I(C).
Proof .-Let α be an edge of C. By Lemma 2 there is a strict subtree Σα of Σ whose support contains
the edge monomial of α. Moreover, by Lemma 3, all elements in the support of Σα correspond to
edges of C. This proves that
Σ(C) =
⋃
α∈C
Σα
is the required subtree of Σ; the union on the right-hand side is the one described in Remark 2.
The next result presents an important combinatorial construction on tree-like systems which will
play an important role in the proof of our main theorem.
Lemma 4 Let r ≥ 2 be an integer and let a0, a1, . . . , ar, b1, . . . , br ∈ R be pairwise distinct squarefree
quadratic monomials such that, for all i = 1, . . . r, ai−1 divides aibi. Then there is a strict tree-like
system with support {a0, a1, . . . , ar, b1, . . . , br} and starting point ar−1.
Proof .-We proceed by induction on r. Consider the sets S = {a0}, L = {a1, a2, . . . , ar} and R =
{b1, b2, . . . , br}, whose elements are the starting point, the left summands and the right summands,
respectively, of the strict tree-like system
Σ : q0 = a0, q1 = a1 + b1, . . . , qr = ar + br.
First assume that r = 2. Let a0 = xy, where x, y are indeterminates. Since a0 divides a1b1, up to
renaming the indeterminates we may assume that x divides a1 and y divides b1. Then a1 = xz for
some indeterminate z other than y and x. Since, in turn, a1 divides a2b2, up to interchanging a2
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and b2 (which does not affect the assumption, since a2 and b2 have no followers), we may assume
that x divides a2, and z divides b2. It follows that a0 divides a2b1. Moreover, a1 divides a0b2.
Consequently, Σ′ : q0 = a1, q1 = a0 + b2, q2 = a2 + b1 is the required strict tree-like system. Now
assume that r > 2 and suppose the claim true for all smaller r. The induction basis applies to
S′ = {ar−2}, L
′ = {ar−1, ar}, R
′ = {br−1, br}, since ar−2 divides ar−1br−1 and ar−1 divides arbr:
thus the first part of the proof shows that (up to interchanging ar and br),
Σ¯ : q¯0 = ar−1, q¯1 = ar−2 + br, q¯2 = ar + br−1
is a tree-like system, where ar−2 divides arbr−1. By virtue of this latter statement, induction applies
to S′′ = {a0}, L
′′ = {a1, a2, . . . , ar−2, ar} and R
′′ = {b1, b2, . . . , br−2, br−1}, so that we have a tree-
like system with support S′′ ∪ L′′ ∪ R′′ and starting point ar−2, Σ′′ : q′′0 = ar−2, q
′′
1 , . . . , q
′′
r−1. But
then
Σ′′′ : q′′′0 = ar−1, q
′′′
1 = ar−2 + br, q
′′′
2 = q
′′
1 , . . . , q
′′′
r = q
′′
r−1
is the required strict tree-like system. This completes the proof.
Remark 7 The claim of Lemma 4 can be rephrased as follows: given a strict tree-like system whose
last two elements are qr−1 = ar−1+br−1, qr = ar+br, where ar−1 divides arbr, we can construct an
equivalent strict tree-like system with starting point ar−1. One of the summands in the last but one
element of the initial tree-like system is pushed to the first position; therefore we will refer to this
transformation as a tree-inversion. It has the following graph-theoretical interpretation. Suppose
that a tree T is constructed by the following recursive procedure, which is performed r times, for a
fixed integer r ≥ 2:
Step 1: Draw an edge α0. Set i = 0.
Step 2: Draw two edges αi+1, βi+1, so that αi lies between αi+1 and βi+1.
Step 3: Replace i with i+ 1. If i < r, go to Step 2, else end.
The tree-inversion lemma states that the same tree T can be constructed with a similar procedure,
starting at edge αr−1.
3 The edge ideals of forests
In the sequel, T will be a forest with at least one edge. We consider the edge ideal I(T ) of T in the
polynomial ring R = K[V ], where V is the vertex set of T . For the proof of our main theorem we
need some preliminary results on forests, which are due to Jacques [8] and Jacques and Katzman
[9].
Proposition 3 ([8], Proposition 2.2.8) Let the graph G be the disjoint union of the subgraphs
G1, . . . , Gs. Then
pd I(G) =
s∑
i=1
pd I(Gi).
From this we deduce the following result.
Corollary 2 In the assumption of Proposition 3, suppose that ara I(Gi) = pd I(Gi) for all i =
1, . . . , s. Then
ara I(G) = pd I(G).
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Proof .-For all i = 1, . . . , s, set ai = ara I(Gi) and let q
(i)
1 , q
(i)
2 , . . . , q
(i)
ai ∈ R be such that√
(q
(i)
1 , q
(i)
2 , . . . , q
(i)
ai ) = I(Gi). Then√√√√ s∑
i=1
(q
(i)
1 , q
(i)
2 , . . . , q
(i)
ai ) =
√√√√ s∑
i=1
√
(q
(i)
1 , q
(i)
2 , . . . , q
(i)
ai ) =
√√√√ s∑
i=1
I(Gi) = I(G),
whence
ara I(G) ≤
s∑
i=1
ai =
s∑
i=1
pd I(Gi) = pd I(G)
by Proposition 3. Since, on the other hand, by (6),
pd I(G) ≤ ara I(G),
equality holds. This completes the proof.
Proposition 4 ([9], Proposition 4.1) Let T be a forest. If T contains a vertex of degree at least 2,
then there exists a vertex v with at least two neighbours, such that all but one of its neighbours have
degree 1.
If T has a vertex of degree at least 2, let v be a vertex fulfilling the assumption of Proposition 4.
Otherwise let v be any vertex of T ; in this case v has one only neighbour whose degree is equal to 1
as well. Let v1, . . . , vn be the neighbours of v, where v1, . . . , vn−1 have degree 1 (or v1 has degree 1
if n = 1). Let T ′ be the subgraph of T induced on V \ {v1} and let T ′′ be the subgraph of T induced
on V \ {v, v1, . . . , vn}. Note that T ′ and T ′′ are forests.
Proposition 5 ([8], Theorem 9.4.17) We have:
pd I(T ) = max{pd I(T ′), pd I(T ′′) + n}.
Next we introduce the class of forests which will be the central object of study in this section.
Definition 4 A forest will be called stretched if every edge of it has one vertex of degree at most 2.
Our main result is the following.
Theorem 1 Let T be a stretched forest. Then pd I(T ) = ara I(T ) and there is a tree-like system
of length ara I(T ) whose support is the set of edge monomials of I(T ).
Proof .-In the sequel, for the sake of simplicity, a tree-like system whose support is the set of edge
monomials of a graph G will be called a tree-like system for I(G).
Note that it suffices to prove the claim for stretched forests without isolated vertices, since the
isolated vertices do not appear in the generators of the edge ideal. First assume that all vertices
of T have degree 1. Then T consists of pairwise disjoint edges. The set of edge monomials thus
forms a regular sequence of generators (which is also a tree-like system), so that I(T ) is a complete
intersection, and pd I(T ) = |T | = ara I(T ). Hence the claim is true in this case. Next assume
that T has one vertex of degree greater than 1. By Proposition 4 there is one vertex v of T with
neighbours v1, . . . , vn, where n ≥ 2 and v1, . . . , vn−1 have degree 1. First assume that vn has
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degree 1, too. Then the subgraph C of T induced on {v, v1, . . . , vn} is a connected component of
T whose edge monomials are vv1, . . . , vvn; it is the star-graph Sn of Section 4 below. We thus
have that ara I(C) ≤ n. On the other hand, by [8], Theorem 5.4.11, pd I(C) = n, so that, by
(6), n ≤ ara I(C). Thus ara I(C) = pd I(C) = n, and the edge monomials of C give the required
tree-like system for I(C). Now, in view of Corollary 2, the claim is true if and only if it is true for
every connected component of T . Thus it suffices to prove the claim in the case where vn has degree
greater than 1, i.e., it has some neighbour other than v. Let w1, . . . , wm (m ≥ 1) be the neighbours
of vn other than v and consider the subgraphs T
′ and T ′′ defined above. For convenience of notation,
in this proof T ′ will denote the subgraph induced on V \ {vn−1}. Induction applies to T ′ and T ′′,
since every subgraph of a stretched forest is stretched, too. Set A′ = pd I(T ′) and A′′ = pd I(T ′′)
and
A = max{A′, A′′ + n}. (8)
Since {v, vn} is an edge of T , and T is stretched, either v has degree 2 (in which case n = 2) or
vn has degree 2 (in which case m = 1). Consider the following auxiliary claim: there is a tree-like
system Σ : q0, q1, . . . , qs of length at most A for I(T ) such that
(i) if n = 2, then
q0 = vv2,
q1 = vv1 + v2w1;
(ii) if n ≥ 3 and m = 1, then, up to renaming the indices:
q0 = vvn,
q1 = vv1 + vnw1,
q2 = vv2,
...
qn−1 = vvn−1.
Since, by Proposition 5 and (6), A = pd I(T ) ≤ ara I(T ), once that the auxiliary claim is proven,
it will follow that ara I(T ) = A, so that A will turn out to be the actual length of Σ. Therefore, the
auxiliary claim implies the theorem.
We show the auxiliary claim by induction on the number N of vertices of T . First assume that
n = 2. The minimum N for n = 2 and m ≥ 1 is N = 4 and corresponds to the graph T on the
vertex set V = {v, v1, v2, w1} whose set of edge monomials is {vv1, vv2, v2w1}; this is the line graph
L4 which will be presented in Section 4. Here m = 1. Note that in this case T
′ = {{v, v2}, {v2, w1}}
and T ′′ = ∅, so that A′ = 2, A′′ = 0, and, consequently, A = 2. Then Σ : q0 = vv2, q1 = vv1 + v2w1
is a tree-like system for I(T ) that fulfills the auxiliary claim in case (i). Now assume that n = 2,
N > 4 and that the claim of the theorem is fulfilled by all stretched forests with less than N vertices.
In particular we will assume that A′ =ara I(T ′) and A′′ =ara I(T ′′), and that there are a tree-like
system Σ′ : q′0, . . . , q
′
A′−1 for I(T
′) and a tree-like system Σ′′ : q′′0 , . . . , q
′′
A′′−1 for I(T
′′). Recall that
I(T ) = I(T ′) + (vv1),
I(T ′) = I(T ′′) + (vv2, v2w1, . . . , v2wm). (9)
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We will deduce that the auxiliary claim is true for T , i.e., that there is a tree-like system Σ :
q0, q1, . . . , qA−1 for I(T ) for which (i) is fulfilled. We distinguish between several cases, depending
on where the edge monomials vv2, v2w1, . . . , v2wm of T
′ appear in Σ′.
Case 1: The edge monomials vv2 and v2wi, for some index i, 1 ≤ i ≤ m, both appear as isolated
summands in Σ′. We may assume that i = 1. According to Remark 3, up to rearranging the
elements of Σ′, we may also assume that q′0 = vv2 and q
′
1 = v2w1. Set q0 = q
′
0, q1 = vv1+ v2w1, and
qi = q
′
i for i = 2, . . . , A
′ − 1. Then Σ : q0, q1, . . . , qA′−1 is a tree-like system of length A′ ≤ A for
I(T ) fulfilling (i). Thus the auxiliary claim is true in Case 1.
Case 2: The edge monomial vv2 appears in Σ
′ as an isolated summand, but none of v2wi does. Up
to rearrangement we may assume that q′0 = vv2. For all i = 1, . . . ,m, let q
′
ki
be the element of Σ′
containing the edge monomial v2wi and let xi and yi be indeterminates such that
q′ki = v2wi + xiyi. (10)
Consider the edges αi = {v2, wi}, βi = {xi, yi} of T ′. By Remark 5, for all i = 1, . . . ,m, there is
an edge γi lying between αi and βi. For every index i, one of xi and yi, say xi, belongs to γi, and,
similarly, either v2 or wi belongs to γi. If v2 ∈ γ, then xi is a neighbour of v2 other than wi; it is
also distinct form v, since v is a terminal vertex of T ′ and, consequently, cannot belong to γi. Thus
for some index ji 6= i, we have that xi = wji , i.e., γi = {v2, wji}, and βi = {wji , yi}, whence
q′ki = v2wi + wjiyi. (11)
If wi ∈ γ, then γi = {wi, xi} and yi is not a neighbour of v2, because otherwise the vertices
v2, wi, xi, yi would form a cycle. Therefore
q′ki = v2wi + xiyi, where xi 6= v2 is a neighbour of wi and yi 6= wj for all j = 1, . . . ,m. (12)
At this point we have to distinguish between two subcases.
Case 2.1: For some index i ∈ {1, . . . ,m}, γi = {v2, wji}, i.e., q
′
ki
is of the form (11). We may
assume that i = 1, and j1 = 2. By Lemma 2 there is a unique strict subtree Σ¯ of Σ
′ that ends at
q′k1 = v2w1+w2y1. According to Remark 5, the precedessor of q
′
k1
in Σ¯ contains the edge monomial
c1 = v2w2 of the edge γ1, hence it is q
′
k2
= v2w2+ x2y2. Thus Lemma 4 can be applied to perform a
tree-inversion on Σ¯ with ar = v2w1, br = w2y1, ar−1 = v2w2, br−1 = x2y2 so as to produce a strict
tree-like system Σ˜ equivalent to Σ¯ and with starting point q˜1 = v2w2. By Remark 6, since {v, v2}
is a terminal edge of T ′, q′0 = vv2 cannot belong to Σ¯, hence it does not appear in Σ˜ either. If we
replace Σ˜ for Σ¯ in Σ′, according to Remark 4, we thus obtain a tree-like system for I(T ′) where vv2
and v2w2 are isolated summands. This takes us back to Case 1. Hence the auxiliary claim is true
in Case 2.1.
Case 2.2: For all indices i = 1, . . . ,m, γi = {wi, xi}, i.e., q
′
ki
is of the form (12). Note that the
vertices w1, . . . , wm belong to pairwise distinct connected components of T
′′: if there were a path
connecting wi and wj in T
′′ for some distinct indices i and j, then this path would not contain
the vertex v2, so that the edge {v2, wi}, this path and the edge {v2, wj} would form a cycle. For
all i = 1, . . . ,m, let Ci be the connected component of T
′′ containing wi, and let Cm+1, . . . , Cs be
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the remaining connected components of T ′′ (if any exist). Note that Cm+1, . . . , Cs are connected
components of T ′ as well. For all i = 1, . . . ,m, let C¯i = {{v2, wi}} ∪Ci. Then
T ′ = {{v, v2}} ∪
(
m⋃
i=1
C¯i
)
∪
(
s⋃
i=m+1
Ci
)
, (13)
and
T ′′ =
s⋃
i=1
Ci, (14)
where both unions are disjoint. The induction hypothesis applies to T ′′ and consequently to Ci for
all i = 1 . . . , s; hence, in view of Proposition 3, (14) implies:
A′′ = ara I(T ′′) = pd I(T ′′) =
s∑
i=1
pd I(Ci) =
s∑
i=1
ara I(Ci). (15)
For all i = 1, . . . ,m, let Ai = pd I(C¯i). Since the number of vertices of C¯i is less than the one of T ,
induction applies to C¯i, so that Ai = ara I(C¯i). We distinguish between two more subcases.
Case 2.2.1: We have that ara I(Ci) ≥ Ai for all i = 1, . . . ,m. Then, by (15), it holds:
A′′ =
s∑
i=1
ara I(Ci)
≥
m∑
i=1
Ai +
s∑
i=m+1
ara I(Ci) =
m∑
i=1
ara I(C¯i) +
s∑
i=m+1
ara I(Ci)
≥ ara
(
m∑
i=1
I(C¯i) +
s∑
i=m+1
I(Ci)
)
= ara I(T ′ \ {{v, v2}}) ≥ A
′ − 1. (16)
Recall from (10) that q′k1 = v2w1 + x1y1. By the first equality of (9) and (16) we deduce that
Σ : q0 = vv2, q1 = vv1 + v2w1, q2 = x1y1, Σ
′ \ {q′0, q
′
k1
}
is a tree-like system for I(T ) of length A′ + 1 ≤ A′′ + 2 ≤ A fulfilling (i). Hence the auxiliary claim
is true in Case 2.2.1.
Before discussing Case 2.2.2, we need to show that there are subtrees Σ1, . . . ,Σm of Σ
′ such that Σi
is a tree-like system for I(C¯i) for all i = 1, . . . ,m. This will be done in two steps.
Claim 1: Suppose that, for some element q of Σ′, q = a + b, where a and b are edge monomials of
the edges α and β, respectively, and α ∈ C¯i for some 1 ∈ {1, . . . ,m}. Then β ∈ C¯i.
Proof of Claim 1: For all j = m + 1, . . . , s, C¯i and Cj are not connected to each other; therefore,
as a consequence of Lemma 3, β 6∈ Cj . Moreover, β 6= {v, v2}, since, by the assumption of Case
2, vv2 is an isolated summand in Σ
′. Consequently, in view of (13) we have that β ∈ C¯j for some
j ∈ {1, . . . ,m}. We show that j = i. By Remark 5, there is an edge γ lying between α and β.
Then γ 6∈ Cj for all j = m + 1, . . . , s. Moreover, since {v, v2} is a terminal edge of T
′, we have
that γ 6= {v, v2}. Hence γ ∈ C¯h for some h ∈ {1, . . . ,m}. Suppose that h 6= i. Then the common
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endpoint of α and γ is the only common vertex of C¯i and C¯h, namely v2. But then α = {v2, wi}, so
that q = q′ki ; therefore γ = γi, so that v2 ∈ γi, which contradicts the assumption of Case 2.2.. Hence
γ ∈ C¯i. The arguments used for α can be applied to β, which allows us to conclude that j = i, as
required.
Claim 2: For all i = 1, . . . ,m, let Σi be the set of elements of Σ
′ whose summands are edge monomials
of edges of C¯i. Then Σi is a subtree of Σ
′ (and, consequently, a tree-like system for I(C¯i)).
Proof of Claim 2: Let α ∈ C¯i and let q be the element of Σ′ containing the edge monomial a of α.
By Lemma 2 there is a unique strict subtree Σα of Σ
′ ending at q. We show that Σα ⊂ Σi. It will
follow that
Σi =
⋃
α∈C¯i
Σα,
which, in view of Remark 2, will imply the claim. The above inclusion is obvious if q = a is an
isolated summand, because then Σα coincides with q. So assume that q = a+ b, where b is the edge
monomial of the edge β. From Claim 1 we know that β ∈ C¯i; from its proof we also know that
the precedessor of q in Σα contains an edge monomial c whose corresponding edge γ belongs to C¯i.
This allows us to conclude by finite induction that all summands of Σα correspond to edges of C¯i,
as required.
We are now ready to complete the discussion of Case 2.2.
Case 2.2.2: We have that ara I(Ci) < Ai for some i ∈ {1, . . . ,m}. Then by induction there is
a tree-like system Σ¯i for I(Ci) having length less than Ai. On the other hand, I(C¯i) = I(Ci) +
(v2wi). Therefore, Σ˜i : v2wi, Σ¯i is a tree-like system for I(C¯i) having length at most Ai. But, as
a consequence of Claim 2, Ai ≤ λ(Σi). Hence, replacing Σi by Σ˜i in Σ′ as described in Remark
4 produces a tree-like system for I(T ′) whose length is not greater than A′ (thus it is, necessarily,
equal to A′) and which contains v2wi as an isolated summand. This takes us back to Case 1. Hence
the auxiliary claim is true in Case 2.2.2.
We have thus proven that the auxiliary claim is true in Case 2.2, hence it is true in Case 2.
Case 3: The edge monomial vv2 does not appear as an isolated summand in Σ
′. Then there is
an element of Σ′ of the form q′ = vv2 + b, for some edge monomial b of an edge β = {u, z} of
T ′. According to Remark 5, there is an edge γ of T ′ lying between {v, v2} and β. Since v is a
terminal vertex of T ′, we conclude that v 6∈ γ, so that v2 ∈ γ, whence γ = {v2, wi} for some index
i ∈ {1, . . . ,m}. Therefore wi ∈ β, say u = wi. Moreover, we may assume that i = 1, so that
q′ = vv2 + w1z, and γ = {v2, w1}. Hence the precedessor of q′ in Σ′ is either v2w1 (if this edge
monomial appears as an isolated summand in Σ′), or the element q′k1 . In the latter case, after
applying tree-inversion to the strict subtree of Σ′ ending at q′, the starting point of this subtree
becomes v2w1. This element can be pushed to the top of Σ
′: hence we will henceforth work under
the assumption that the starting point of Σ′ is q′0 = v2w1. Note that after the tree-inversion, the
element of Σ′ containing the summand vv2 is
q′ = vv2 + whz
′ for some index h ∈ {1, . . . ,m} and some neighbour z′ of wh; (17)
moreover, the precedessor of q′ is qkh if h 6= 1, or q
′
0 if h = 1.
Once again, we have to distinguish between two subcases.
Case 3.1: One of the following conditions holds. Either
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(a) A′ ≤ A′′ + 1, or
(b) the edge monomial v2wj appears in Σ
′ as an isolated summand for some index j ∈
{2, . . . ,m}.
First suppose that (a) holds. In this case replace q′ by the tree-like system formed by the two
isolated summands vv2 and whz
′ and push vv2 to the top. Then replace the former starting point
v2w1 of Σ
′ with vv1 + v2w1 and push it to the second position. This produces a tree-like system Σ
for I(T ) that has length A′ + 1 ≤ A′′ + 2 ≤ A and fulfills the auxiliary claim in case (i).
Now assume that (b) holds. We interchange vv2 and v2wj in Σ
′. After this operation, vv2 becomes
an isolated summand and q′ is turned into q′ = v2wj + whz
′. The terminal edge {v, v2} of T ′
cannot lie between two edges, hence this operation does not affect the followers of q′. Moreover,
the precedessor of q′ is still qkh or q
′
0. Hence, after this modification, Σ
′ remains a tree-like system
for I(T ′); since it contains both vv2 and v2w1 as isolated summands, we are taken back to Case 1.
Hence the auxiliary claim is true in Case 3.1.
The next claim, which will be useful in the discussion of Case 3.2, is a consequence of Corollary 1.
Claim 3: For all i = m+1, . . . , s, let Σi be the set of elements of Σ
′ that contain the edge monomial
of an edge of Ci. Then Σi is a subtree of Σ
′ and a tree-like system for I(Ci).
As a consequence, λ(Σi) ≥ ara I(Ci) for all i = m+ 1 . . . , s. Note that, in fact,
λ(Σi) = ara I(Ci), (i = m+ 1, . . . , s), (18)
because, otherwise, if we had λ(Σi) > ara I(Ci) for some index i ∈ {m+ 1, . . . , s}, by induction we
could replace the subtree Σi with an equivalent tree-like system Σ
′
i of length less than Σi; this would
produce a tree-like system equivalent to Σ′ and of length smaller than A′, which is impossible.
Case 3.2: We have that A′ ≥ A′′ + 2 and none of the edge monomials v2wi appears in Σ′ as an
isolated summand for i ∈ {2, . . . ,m}. First assume that m = 1, so that, according to the second
equality of (9), I(T ′) = I(T ′′) + (vv2, v2w1). It follows that A
′ ≤ A′′ + 2, so that, in view of the
first part of the current assumption, A′ = A′′ + 2. Thus Σ˜ : vv2, v2w1,Σ
′′ is a tree-like system for
I(T ′) that has length A′ and to which Case 1 applies. So suppose that m ≥ 2. Then, by the second
part of the current assumption, for all i = 2, . . . ,m, Σ′ contains the element q′ki defined in (10).
Moreover, v2 has degree greater than 2; since T is stretched, it follows that each of its neighbours
wi has at most one neighbour xi other than v2. In particular, in (17) we have that z
′ = xh, so
that q′ = vv2 + whxh. Finally, for all i = 2, . . . ,m, we have q
′
ki
= v2wi + di, where di is the edge
monomial of the edge δi such that
δi =


{wji , xji} ∈ Cji for some ji ∈ {1, . . . ,m}, ji 6= i, if i fulfills (11);
{xi, yi} ∈ Ci if i fulfills (12).
Note that no index ji can be equal to h, since otherwise both q
′
ki
and q′ would contain the edge
monomial whxh, against the definition of tree-like system. Moreover, case (12) cannot occur for
i = h, since otherwise each of q′kh = v2wh+xhyh and q
′ would be the precedessor of the other in Σ′:
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in fact v2wh divides vv2 · whxh and whxh divides v2wh · xhyh. But this is clearly a contradiction.
Hence we can define the following map:
φ : {2, . . . ,m} −→ {1, . . . ,m} \ {h}
i 7→


ji if i fulfills (11);
i if i fulfills (12).
We show that the map φ is bijective. It suffices to prove injectivity. Suppose for a contradiction
that we have φ(i) = φ(i′) for some i, i′ ∈ {2, . . . ,m}, i 6= i′. Since i and i′ are distinct, (12) cannot
hold for i and i′ at the same time. First suppose that (11) occurs for i and (12) occurs for i′. Then
i′ = ji and we have
q′ki = v2wi + wjixji = v2wi + wi′xi′
q′ki′ = v2wi′ + xi′yi′ .
It follows that q′ki and q
′
ki′
are each one the precedessor of the other, which is impossible. So suppose
that (11) occurs for i and i′. Then ji = ji′ , whence
q′ki = v2wi + wjixji
q′ki′ = v2wi′ + wji′xji′ = v2wi′ + wjixji .
This again is impossible, since q′ki and q
′
ki′
both contain the edge monomial wjixji , against the
definition of tree-like system. This shows that φ is bijective. Note that its surjectivity implies that
for all i = 1, . . . ,m, wi has exactly one neighbour xi 6= v2; we already knew it for i = h, in view
of the form of q′. For all j = 1, . . . ,m, let S¯j be the set of all elements of Σ
′ which contain the
edge monomial of an edge of Cj , and let Sj be the subset of those elements whose edge monomials
all fulfill this condition. We investigate the relation between S¯j and Sj . Let q ∈ S¯j \ Sj ; then
q = aj + bj where aj and bj are the edge monomials of some edges αj and βj , such that, up to
exchanging summands, αj ∈ Cj , βj /∈ Cj . Then βj 6= {v2, w1}, because we are assuming that v2w1
is an isolated summand. Furthermore, for all indices i ∈ {1, . . . ,m}, i 6= j, we have that βj /∈ Ci:
otherwise the edge lying between αj and βj would have an endpoint in Cj and the other one in Ci,
which is impossible. In view of (13), there are only the following cases left: either βj = {v, v2}, or
βj ∈ C¯i \Ci for some index i ∈ {2, . . . ,m}. In the former case, q = q′, i.e., aj = whxh, so that j = h.
In the latter case, bj = v2wi, so that j = φ(i), whence j 6= h, and q = qki , i.e., aj = di. Thus
S¯j = Sj ∪ {qk
φ−1(j)
} (j ∈ {1, . . . ,m} \ {h}),
S¯h = Sh ∪ {q
′}. (19)
The set of summands of S¯j is equal to the set of edge monomials of I(Cj) together with v2wφ−1(j)
for all j ∈ {1, . . . ,m}\{h}, whereas the set of summands of S¯h is equal to the set of edge monomials
of I(Ch) together with vv2. In view of (13) and Claim 3 it follows that
Σ′ =
m⋃
i=1
S¯i ∪
s⋃
i=m+1
Σi ∪ {v2w1}, (20)
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where the union is disjoint. Set
Σ′i = Si ∪ {ai} (i ∈ {1, . . . ,m}). (21)
In other words, for all i = 1, . . . ,m, Σ′i is obtained from S¯i by omitting the only edge monomial
(namely, bi) which does not belong to I(Ci). Since, by Lemma 3, the edge lying between two edges of
Ci belongs to Ci as well, it easily follows that Σ
′
i is a tree-like system for I(Ci). For all i = 1, . . . ,m,
set λi = λ(Σ
′
i). Then, comparing (19) and (21) we deduce that λi = |S¯i|. Therefore, according to
(15), the assumption of Case 3.2, (20) and (18) we have that
m∑
i=1
ara I(Ci) +
s∑
i=m+1
ara I(Ci) + 2 = A
′′ + 2 ≤ A′ = λ(Σ′)
=
m∑
i=1
λi +
s∑
i=m+1
λ(Σi) + 1
=
m∑
i=1
λi +
s∑
i=m+1
ara I(Ci) + 1.
This implies that
ara I(Ci) < λi for some index i ∈ {1, . . . ,m}. (22)
By induction, we deduce that there is a tree-like system Σ¯i of length less than λi for I(Ci). In
Σ′ replace S¯i with the tree-like system Σ˜i : v2wφ−1(i), Σ¯i, if i ∈ {1, . . . ,m} \ {h}, or S¯h with the
tree-like system: Σ˜h : vv2, Σ¯h if i = h, as described in Remark 4. In both cases Σ
′ is replaced by
an equivalent tree-like system of non greater length (hence, of the same length), where either v2wj
for some j 6= 1 or vv2 is an isolated summand. We are thus taken back to Case 3.1 (b) or to Case 1
respectively. This shows that the auxiliary claim is true in Case 3.2., hence it is true in Case 3.
We have thus shown the theorem for n = 2. In order to complete the induction step, suppose now
that n ≥ 3, m = 1, N ≥ 4, that the theorem is true for all smaller values of N , and that the
auxiliary claim is true for all smaller values of n. Consider the subgraphs T ′ and T ′′ of T introduced
above. There is a tree-like system Σ′′ : q′′0 , . . . , q
′′
A′′−1 for I(T
′′). The neighbours of v in T ′ are the
n−1 vertices v1, . . . , vn−2, vn, with v1, . . . , vn−2 of degree 1. Hence, by induction, there is a tree-like
system Σ′ : q′0, . . . q
′
A′−1 for I(T
′) fulfilling the auxiliary claim, i.e., such that
(i)′ if n = 3, then
q′0 = vv3,
q′1 = vv1 + v3w1;
(ii)′ if n ≥ 4, then
q′0 = vvn,
q′1 = vv1 + vnw1,
q′2 = vv2,
...
q′n−2 = vvn−2.
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First assume that n = 3. Then √
(q′0, q
′
1) = (vv3, vv1, v3w1). (23)
Set q2 = vv2, and qi = q
′
i for i = 0, 1. From (23) it follows that√
(q0, q1, q2) =
√
(q′0, q
′
1, vv2) = (vv3, vv1, v3w1, vv2).
Hence
I(T ) = (vv3, vv1, vv2, v3w1) + I(T
′′)
=
√
(q0, q1, q2) +
√
(q′′0 , . . . , q
′′
A′′−1),
which shows that, if n = 3, I(T ) is generated, up to radical, by the following tree-like system of
length A′′ + 3 ≤ A:
q0, q1, q2, q
′′
0 , . . . , q
′′
A′′−1. (24)
Moreover, (24) together with (i)′, tells us that (i) is true for T .
Now assume that n ≥ 4. We have:√
(q′0, . . . , q
′
n−2) = (vvn, vv1, . . . , vvn−2, vnw1). (25)
Set qn−1 = vvn−1, and qi = q
′
i for all indices i = 0, . . . , n− 2. From (25) it follows that√
(q0, . . . , qn−2, qn−1) =
√
(q′0, . . . , q
′
n−2, vvn−1) = (vvn, vv1, . . . , vvn−2, vnw1, vvn−1).
Hence
I(T ) = (vvn, vv1, . . . , vvn−2, vvn−1, vnw1) + I(T
′′)
=
√
(q0, . . . , qn−2, qn−1) +
√
(q′′0 , . . . , q
′′
A′′−1),
which shows that, if n ≥ 4, I(T ) is generated, up to radical, by the following tree-like system of
length A′′ + n ≤ A:
q0, . . . , qn−2, qn−1, q
′′
0 , . . . , q
′′
A′′−1. (26)
Moreover, (26) together with (ii)′ tells us that (ii) is true for T . This completes the proof of the
claim.
The proof of the theorem we have given is in fact a constructive one. Following the thread of
arguments developed there, one can recursively produce, for any stretched forest T , a tree-like
system of length ara I(T ) for I(T ), by induction on the number of vertices. In all the possible cases
we have described how to (easily) obtain the required tree-like system for I(T ) from a tree-like
system for I(T ′) or I(T ′′). We explicitly exploited the assumption that the forest T is stretched;
this, evidently, played a crucial in the treatment of Case 3.2. We do not know how to remove it,
in order to extend the procedure to all forests. In fact, the next result reveals the peculiarity of
stretched forests: the associated tree-like systems share a property which does not hold, in general,
for non stretched ones. This result makes Lemma 2 more precise.
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Proposition 6 If T is a stretched forest, then all tree-like systems whose support is the set of edge
monomials of I(T ) are the disjoint union of strict subtrees.
Proof .-Let Σ be a tree-like system for I(T ), and let q be an element of Σ. From Lemma 2 we know
that there is a subtree of Σ containing q. We show that this subtree is unique. Since, by Lemma 2,
there is a unique strict subtree of Σ ending at q, it suffices to show that q cannot have more than
one follower. First assume that q = a is an isolated summand, where a is the edge monomial of
the edge α = {u, v} of T . If q had two different followers, then these would be q1 = uu1 + vv1 and
q2 = uu2 + vv2, where u1, u2 and v1, v2 are distinct neighbours of u and v respectively. But then u
and v would both have degree at least 3, against the definition of stretched forest. Now assume that
q = a + b, where a is as above and b is the edge monomial of the edge β = {w, z} of T . Suppose
for a contradiction that q has two different followers q1 = c1 + d1 and q2 = c2 + d2, where ci and di
are the edge monomials of the edges γi and δi respectively, for i = 1, 2. If the edge lying between γi
and δi is α for i = 1, 2, then q1 and q2 are of the same form as in the previous case, which, as we
have seen, leads to a contradiction. We come to the same conclusion if the edge lying between γi
and δi is β for i = 1, 2. So we have to assume that, up to exchanging indices, α lies between γ1 and
δ1 and β lies between γ2 and δ2. Then q1 = uu1 + vv1 and q2 = ww1 + zz1, where u1, v1, w1 and
z1 are neighbours of u, v, w and z, respectively. Up to renaming vertices, we may assume that the
edge lying between α and β is γ = {v, w}. We conclude that v and w both have degree at least 3:
the vertices u, v1, w are neighbours of v, the vertices z, w1, v are neighbours of w. This, once again,
contradicts the definition of stretched forest. This completes the proof.
Remark 8 We conjecture that the theorem is true for all forests. Some of the examples contained
in the next section will provide supporting evidence for this.
In fact, every forest can be obtained from a stretched one by replacing some of the subgraphs
{{u, u′}, {u′, u′′}} (where u′ has degree 2) with the edge {u, u′′}. We, however, cannot predict, in
general, in which way this operation affects the projective dimension or the arithmetical rank.
Example 1 Let T be the stretched tree whose edges are
{v, v1}, {v, v2}, {v, v3}, {v3, w1}, {w1, a}, {w1, b}, {w1, c}.
Here n = 3, m = 1. We have that pd I(T ) = ara I(T ) = 6 and a tree-like system for I(T ) is:
Σ : q0 = vv3, q1 = vv1 + v3w1, q2 = vv2, q3 = w1a, q4 = w1b, q5 = w1c.
It fulfills the auxiliary claim, case (ii), of the proof of Theorem 1. Moreover, it is the disjoint union
of five strict subtrees, the first one is formed by q0, q1, the other four are formed by the isolated
summands q2, q3, q4, q5.
Example 2 Consider the stretched tree whose edges are
{v, v1}, {v, v2}, {v2, w1}, {v2, w2}, {w1, a}, {a, b}, {a, c}, {c, d}.
Here n = 2, m = 2. We have that pd I(T ) = ara I(T ) = 5 and a tree-like system for I(T ) fulfilling
the auxiliary claim is:
Σ : q0 = vv2, q1 = vv1 + v2w1, q2 = v2w2 + w1a, q3 = ac, q4 = ab+ cd.
It fulfills the auxiliary claim, case (i), of the proof of Theorem 1. It is the disjoint union of two strict
subtrees, formed by q0, q1, q2 and by q3, q4 respectively.
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4 The arithmetical rank of some special trees
In this section we present some special classes of trees for which the arithmetical rank equals the
projective dimension. In all cases, we will show that there is a tree-like system which generates the
edge ideal up to radical, even if the tree is not stretched.
4.1 Double-star graphs
Let r, s be non negative integers, and consider the tree on the vertex set {a, b, x1, . . . , xr , y1, . . . , ys}
given as follows:
Tr,s = {{a, b}} ∪ {{a, xi} : i = 1, . . . , r} ∪ {{b, yi} : i = 1, . . . , s}.
We will call Tr,s a double-star graph. We consider the edge ideal I(Tr,s) of Tr,s in the polynomial
ring
R = K[a, b, x1, . . . , xr, y1, . . . , ys].
The edge monomials of of I(Tr,s) are the following r + s+ 1 elements:
ab, ax1, . . . , axr , by1, . . . , bys. (27)
According to [8], Example 2.1.7,
pd I(Tr,s) = max{r, s}+ 1,
so that
ara I(Tr,s) ≥ max{r, s}+ 1. (28)
In Tr,s all vertices x1, . . . , xr and y1, . . . , ys have degree 1. Therefore, with respect to the notation
introduced in Section 1, and in view of Remark 1,
ρ(I(Tr,s)) = min{deg(a), deg(b)} = min{r + 1, s+ 1} = min{r, s}+ 1.
Consequently,
µ(I(Tr,s))− ρ(I(Tr,s)) + 1 = r + s+ 1−min{r, s} − 1 + 1
= r + s+ 1−min{r, s}
= max{r, s}+ 1. (29)
From (28) and (29) we see that, for the edge ideal of any double-star graph, equality holds in (7),
i.e., the upper bound given in [1], Proposition 1 is sharp. Using Lemma 1 one can easily prove that
- if r ≤ s, then I(Tr,s) is generated up to radical by
ab, ax1 + by1, . . . , axr + byr, byr+1, . . . , bys;
- if r > s, then I(Tr,s) is generated up to radical by
ab, ax1 + by1, . . . , axs + bys, axs+1, . . . , axr.
In both cases, we have a tree-like system of length ara I(Tr,s) for Tr,s. However, Tr,s is stretched if
and only if r = 1 or s = 1. If s = 0, then Tr,s is the star-graph Sr+1. We have
ara I(Sr+1) = pd I(Sr+1) = µ(I(Sr+1))− ρ(I(Sr+1)) + 1 = r + 1.
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4.2 Line graphs
The star graph S1 is a graph with one edge only. It is the simplest example of line graph: for every
integer r ≥ 2, consider the following stretched tree on the vertex set {x1, . . . , xr}:
Lr = {{xi, xi+1} : i = 1, . . . , r − 1}.
Its edge ideal in R = K[x1, . . . , xr] is
I(Lr) = (x1x2, x2x3, . . . , xr−1xr).
The projective dimension of Lr has been completely determined in [8], Corollary 7.7.35. We have
to distinguish between three cases, depending on the residue of r modulo 3. In each case, we make
use of Lemma 1 for determining elements generating ideal I(Lr) up to radical.
- If r = 3s for some integer s, then pd I(Lr) = ara I(Lr) = 2s and I(Lr) is generated up to
radical by x1x2, x2x3 if s = 1 and, if s ≥ 2, by:
x2x3, x1x2 + x3x4,
...
x3k−1x3k, x3k−2x3k−1 + x3kx3k+1,
...
x3s−4x3s−3, x3s−5x3s−4 + x3s−3x3s−2,
x3s−2x3s−1,
x3s−1x3s.
- If r = 3s+ 1 for some integer s, then pd I(Lr) = ara I(Ln) = 2s and I(Lr) is generated up
to radical by:
x2x3, x1x2 + x3x4,
...
x3k−1x3k, x3k−2x3k−1 + x3kx3k+1,
...
x3s−1x3s, x3s−2x3s−1 + x3sx3s+1.
- If 4 = 3s+ 2 for some integer s, then pd I(Lr) = ara I(Lr) = 2s+ 1 and I(Lr) is generated
up to radical by:
x2x3, x1x2 + x3x4,
...
x3k−1x3k, x3k−2x3k−1 + x3kx3k+1,
...
x3s−1x3s, x3s−2x3s−1 + x3sx3s+1,
x3s+1x3s+2.
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Ideal I(L3) = (x1x2, x2x3) is a complete intersection. For r ≥ 4 the auxiliary claim in the proof of
Theorem 1 is fulfilled for v = x2, n = 2, m = 1, v1 = x1, v2 = x3 and w1 = x4.
Also note that, for all r ≥ 2, µ(I(Lr)) = r − 1, whereas ρ(I(L2)) = ρ(I(L3)) = 1, and ρ(I(Lr)) = 2
for all r ≥ 4. An elementary computation shows that equality holds in (7) for I(Lr), i.e., ara I(Lr) =
µ(I(Lr))− ρ(I(Lr)) + 1, if and only if 2 ≤ r ≤ 6. In all the other cases the inequality is strict.
5 An addition on double-star graphs
In this section we explicitly determine the minimal free resolution of the edge ideal of the double-
star graph Tr,s introduced above. Our approach is independent from the one adopted by Jacques
and Katzman in [8] and [9]. We follow the method developed by Lyubeznik in [11]. Let us recall
how he explicitly constructs, for any monomial ideal, a free resolution which is obtained from the
well-known Taylor resolution by omitting redundant terms.
Let f1, . . . , fm be an ordered sequence of s monomials of the polynomial ring R over a field, let I be
the ideal generated by these monomials.
Definition 5 For all sequences (fi1 , . . . , fit), where 1 ≤ i1 < · · · < it ≤ m, the symbol u(fi1 , . . . , fit)
will be called L-admissible of dimension t if fq does not divide lcm (fih , fih+1 , . . . , fit) for all h < t
and q < ih.
Set L0 = R and for all t = 1, . . . ,m, let Lt be the free R-module generated by all L-admissible
symbols of dimension t. Define the map dt : L
t → Lt−1 by setting
dt(u(fi1 , . . . , fit)) =
t∑
j=1
(−1)j+1
lcm(fi1 , . . . , fit)
lcm(fi1 , . . . , fˆij , . . . , fit)
u(fi1 , . . . , fˆij , . . . , fit). (30)
Then one has the following
Theorem 2 ([11], p. 193) The complex
0→ Lm
dm→ Lm−1
dm−1
→ · · ·
d1→ L0 → 0 (∗)
is a free resolution of R/I.
The resolution (∗) is called a Lyubeznik resolution of I. Note that the Lyubeznik resolution of I in
general strictly depends on the order of the sequence f1, . . . , fm: different permutations of the fi
can give rise to non-isomorphic resolutions. Note that resolution (∗) is minimal if and only if for all
admissible symbols u(fi1 , . . . , fit),
lcm (fi1 , . . . , fit) 6= lcm (fi1 , . . . , fˆij , . . . , fit) for all j = 1, . . . , t, (31)
which is true if and only if, among the monomials fi1 , . . . , fit , none divides the least common multiple
of the remaining.
Next we show that the above construction yields a minimal free resolution of I(Tr,s). On the minimal
monomial generating set of I(Tr,s) given in (27) we fix the following order:
f = ab, g1 = ax1, . . . , gr = axr, h1 = by1, . . . , hs = bys. (32)
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Note that the only divisibility relations between the generating monomials listed in (32) are those
deriving from:
f |gi · hj. (1 ≤ i ≤ r, 1 ≤ j ≤ s).
Consequently, the admissible symbols in the sense of Definition 5 are those which do not contain
both an element gi and element hj , i.e., those having one of the following forms:
u(f), u(f, gi1 , . . . , gip), u(f, hi1 , . . . , hiq ), u(gi1 , . . . , gip), u(hi1 , . . . , hiq ), (33)
with 1 ≤ p ≤ r, 1 ≤ q ≤ s. These all fulfill condition (31), because each generator contains an
indeterminate which does divide any of the remaining generators appearing in the same admissible
symbol. We have thus proven:
Proposition 7 The Lyubeznik resolution associated with (32) is a minimal free resolution of I(Tr,s).
It follows that, for all t = 1, . . . , r + s+ 1, the t-th Betti number βt of I(Tr,s) is the rank of L
t, i.e.,
the number of admissible symbols of dimension t listed in (33). The projective dimension of I(Tr,s)
is the maximum dimension of these admissible symbols.
Proposition 8 We have that pd I(Tr,s) = max{r, s}+ 1. Moreover, for all t = 1, . . . , pd I(Tr,s),
βt =


1 + r + s if t = 1
(
r+1
t
)
+
(
s+1
t
)
if 2 ≤ t ≤ pd I(Tr,s),
where we have set equal to zero all binomial coefficients
(
a
b
)
with a < b.
Proof .-In (33), an admissible symbol of maximum dimension is u(f, g1, . . . , gr) if r ≥ s, or
u(f, h1, . . . , hs) if s ≥ r. This shows the first part of the claim.
It is well known that β1 is the number of minimal generators of I(Tr,s), which are listed in (27), i.e.,
β1 = r + s+ 1. Now let 2 ≤ t ≤ pd I(Tr,s). In view of (33), the admissible symbols of dimension t
are those having one of the following forms:
(i) u(f, gi1 , . . . , git−1) (there are
(
r
t−1
)
of this kind);
(ii) u(gi1 , . . . , git) (there are
(
r
t
)
of this kind);
(iii) u(f, hi1 , . . . , hit−1) (there are
(
s
t−1
)
of this kind);
(iv) u(hi1 , . . . , hit) (there are
(
s
t
)
of this kind).
Hence
βt =
(
r
t− 1
)
+
(
r
t
)
+
(
s
t− 1
)
+
(
s
t
)
=
(
r + 1
t
)
+
(
s+ 1
t
)
,
as was to be shown. This completes the proof.
The 0-th syzygies of I(Tr,s) are its minimal monomial generators listed in (27), which are all of degree
2. From (30) we can derive the degree of the higher syzygies of I(Tr,s). For t = 2, . . . , pd I(Tr,s),
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the entries of the (t− 1)-th syzygy matrix are of one of the following forms:
lcm (f, gi1 , . . . , git−1)
lcm (gi1 , . . . , git−1)
= b,
(−1)j
lcm (f, gi1 , . . . , git−1)
lcm (f, gi1 , . . . , gˆij , . . . , git−1)
= (−1)jxij ,
(−1)j+1
lcm (gi1 , . . . , git)
lcm (gi1 , . . . , gˆij , . . . , git)
= (−1)j+1xij ,
lcm (f, hi1 , . . . , hit−1)
lcm (hi1 , . . . , hit−1)
= a,
(−1)j
lcm (f, hi1 , . . . , hit−1 )
lcm (f, hi1 , . . . , hˆij , . . . , hit−1)
= (−1)jyij ,
(−1)j+1
lcm (hi1 , . . . , hit)
lcm (hi1 , . . . , hˆij , . . . , hit)
= (−1)j+1yij ,
which are all of degree 1. This shows the next result.
Corollary 3 The edge ideal of a double-star graph has a 2-linear resolution.
Remark 9 According to the characterization given by Fro¨berg [6], the above statement can be
rephrased in purely combinatorial terms by saying that I(Tr,s) is the Stanley-Reisner ideal of a
simplicial complex which is the clique complex of a chordal graph (see [5], pp. 9–10 for the definitions
of these terms and see [5], Theorem 2.1 for a generalization of this result). An equivalent algebraic
geometric formulation is the following: the projective subvariety of Pr+s+1 associated with I(Tr,s)
is a small scheme in the sense of Eisenbud, Green, Hulek and Popescu [4].
Example 3 We explicitly compute the minimal free-resolution of the double-star graph T2,3, whose
edge ideal is
I(Tr,s) = (ab, ax1, ax2, by1, by2, by3).
According to Proposition 8, pd I(Tr,s) = 4, and the Betti numbers of I(Tr,s) are:
β1 = 6, β2 = 9, β3 = 5, β4 = 1.
We give the t-th syzygy matrix for t = 1, 2, 3, with respect to the basis
u(ab), u(ax1), u(ax2), u(by1), u(by2), u(by3)
of L1, the basis
u(ab, ax1), u(ab, ax2), u(ax1, ax2), u(ab, by1), u(ab, by2),
u(ab, by3), u(by1, by2), u(by1, by3), u(by2, by3)
of L2, the basis
u(ab, ax1, ax2), u(ab, by1, by2), u(ab, by1, by3), u(ab, by2, by3),
u(by1, by2, by3)
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of L3, and the basis
u(ab, by1, by2, by3)
of L4:
S1 =


−x1 b 0 0 0 0
−x2 0 b 0 0 0
0 −x2 x1 0 0 0
−y1 0 0 a 0 0
−y2 0 0 0 a 0
−y3 0 0 0 0 a
0 0 0 −y2 y1 0
0 0 0 −y3 0 y1
0 0 0 0 −y3 y2


S2 =


x2 −x1 b 0 0 0 0 0 0
0 0 0 y2 −y1 0 a 0 0
0 0 0 y3 0 −y1 0 a 0
0 0 0 0 y3 −y2 0 0 a
0 0 0 0 0 0 y3 −y2 y1


S3 =
(
0 −y3 y2 −y1 a
)
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