We examine the set of points (<K?)> <p'(f)> • • •. <Pl"XS)) where |£| < 1 and <p varies over the class of functions analytic in the open unit disk and is either (1) uniformly bounded or (2) subordinate to a given univalent function. In each case boundary points of the set correspond to unique functions associated with finite Blaschke products. This yields information about the form of solutions to extremal problems over the classes, including the problem max Re F(9(f ), "'(£), • • •, <P<">(?)) where \t \ < 1 and F is analytic. k-0
Introduction. Let A = [z: \z\ < 1} and let
A denote the set of functions analytic in A. Let B denote the subset of A consisting of functions <p that satisfy |m(z)| < 1. If |f | < 1 then B"(Ç) shall denote the nth region of variability of B (n = 1, 2, . . . ). The set fi"(f ) consists of those points (wx, w2,. . ., wn) in C for which there is a function <p in B so that <p(*_1)(£) = wk for k = 1, 2,.. ., n (where mW = m).
We shall prove the following theorem about Bn(l). 
The set of extreme points of bn(Ç) is the boundary of Bn(Ç).
Any function <p given by equation (1) where \x\ = 1 and \ak\ < I (k = 1, 2, . . . , m) shall be called a finite Blaschke product of degree m. The proof of Theorem 1 uses the corresponding fact about the nth coefficient region of B, which we denote by Bn. A point (c0, c,, . . . , cn_j) belongs to Bn if there is a function tp in B so that tp(z) = J dkzk (\z\ < 1)
with dk = ck for k = 0, 1, . . . , n -1. It is a classical result of J. Schur [9] , [10] that each boundary point of Bn corresponds to a unique function in B and such a function is a finite Blaschke product of degree at most n -I. Theorem 1 can be used to obtain facts about the set of solutions to various extremal problems over B. The following two theorems give extremal problems for which the general form of the solution set can be identified. Theorem 2. Suppose that |f | < 1 and the functional J is defined on A by J(<P) = "S bkVik\n (4) where <p E A and bk ¥^ Ofor some k. There is a unique function <p0 in B so that Re J(q>0) = max{Re J(<p): <p E B).
Moreover, <p0 is a finite Blaschke product of degree at most n -1.
Conversely, if<p0 is a finite Blaschke product of degree at most n -1 then there is a function J defined on A and having the form of equation (4) so that <p0 is the only function in B satisfying equation (5) . finite Blaschke products of degree at most n -1.
We also prove two theorems similar to Theorems 1 and 3 for the set of functions in A that are subordinate to a given univalent function. In particular, Theorem 5 provides a generalization of the following known result (see [4] , [6] , [7] , [8] ).
Theorem A. Let P denote the subset of A consisting of functions p so that p(0) = 1 and Rep(z) > Ofor \z\ < 1. Suppose that |f| < 1 and the functional J is defined on Pby J{p) = F(p(S),p'(S),...,p(n-x\ï)) (7) where F is a function analytic on the nth region of variability of P. The only functions p0 in P for which Re J(p0) = max{Re J(p): p E P) have the form /t=l ' xkz where 2 K -1, K > 0 and \xk\ = \ (k -1, 2,..., n).
k-\ Theorem A was proved in the cited references by using variational techniques. Our approach is quite different and clarifies the relations on which such results depend. We identify the form of functions associated with boundary points of the variability region and then apply the maximum principle for harmonic functions. where a^ depend on f and, in particular,
Suppose that a correspondence (y0, y" . . . , y"_,) -*(c0, c,,. . ., c"_,) from C to C is defined by c0 = y0 and cm = S^i'/J^y* (m = 1, 2, . .., n -1) where ßâ re given complex numbers. If ßmm ¥= 0 for m = 1, 2.n -1, then this correspondence is a homeomorphism of C onto C. This is a consequence of the condition ßmm =?== 0, which permits the successive solution of yn, y" . . ., y"_, in terms of c0, c,, . . . , c"_, (the matrix defining the linear map is nonsingular since it is lower triangular and each diagonal element is not zero). This implies that the mapping between Bn($) and B" induced through equation (10) is a homeomorphism (ßmk = ot^/m and from equation (14) amm =7=0). Therefore, boundary points of Bn($) correspond to boundary points of Bn.
Suppose that p is a boundary point of 5n(f ) and tp is any function in B associated with p. Then the function \p defined by equation (10) produces a boundary point q of Bn. Because of Schur's result q uniquely associates with ip and 4/ is a finite Blaschke product of degree at most n -1. Since the mapping from B onto B given by equation (10) is one-to-one this implies that <p is the only function associated with/j. Moreover, <p must be a finite Blaschke product of degree at most n -I. This is a consequence of the characterization of finite Blaschke products through the properties <p G A, <p is continuous in A and |<p(z)| = 1 for |z| = 1 (see [2, pp. 12-13] ). If \¡/ has these properties then so does <p. Also, <p has the same degree as \p since each function maps A onto A with the same multiplicity.
The proof of the statement about the extreme points of Bn(Ç) is the same as that given for the extreme points of Bn (see [3, Lemma 2] ). The argument depends on the facts that each boundary point of £"(£) is associated with a unique function <p which is a finite Blaschke product and that if tp, \L and w are any three such products for which <p = tip + (1 -r)w with 0 < t < 1 then ip = w = <p.
Proof of Theorem 2. This argument is the same as that given for the corresponding extremal problem for coefficients (see [ where <p is a finite Blaschke product of degree at most n -1. If J = 0 and n > 2 the same conclusion holds where the Blaschke product has degree at most n -2.
Proof. Sn(Ç) is compact since the family S(f) is compact. Suppose that g E S(f) and g corresponds to tp in B through equation (15). We first consider the case f ¥= 0. Equation (15) implies that g(f ) = /(f<p(?))-By differentiating that equation we find that gW(S) = GMS), tp'(t),..., -,<*-»(f )) + «,,,<*>(£) (16) for k = 1,2, . . . , where Gk is an analytic function on A X C*_1 and ak = tf'(t<p(X))-Since f =?= 0 and / is univalent in A it follows that ak ¥= 0. This implies that the correspondence (z" z2, . .. , z") -» (w" w2, . . ., w") from A X C_ ' into C defined by wi = Ä&i), "k = Gk(zx, z2, . . . , zt_,) + o^z* (A: = 1, 2, . . ., n -1), (17) is a homeomorphism. The condition ak =7= 0 and f =5= 0 make it possible to solve this system for z,, z2, . . ., z"_, successively in terms of wx, w2, . .., wn_x. This proves that the relation (15) induces a homeomorphism of Bn(Ç) onto S"($). In particular, each boundary point of Bn(l¡) corresponds to a unique boundary point of Sn(Ç) through this homeomorphism. An appeal to Theorem 1 completes the proof of this theorem in the case f =7= 0. We now prove the statement when f = 0. If we let fiz) = 2"_0û"^n» g(¿) -2"_o*7iz'1 ana* <P(Z) = ~^-ocnz"' tnen equation (15) implies that b0 = a0 and bn = Hn(cQ, c" . . . , cn_j) + axcn_x for n = 1, 2, . . . where //" is a polynomial. Since ax =£ 0 the correspondence from C"~ ' to Cn_ ' defined by t>m = Hm(c0,cx,...,cm_2) +axcm_x (m-1,2,...,»-1)
is a homeomorphism. Therefore, the mapping (15) induces a homeomorphism between Bn_2 and the set of points (bx, b2, . . ., b"_x) = (g'(0),2\g"(0). (n -l)!g(n_1)(0)). Since b0 = aQ for all functions g in S(f) we have a homeomorphism between B"_2 and S"(0). In particular, each boundary point of S"(0) corresponds to a boundary point of B"_2. Again, an appeal to Schur's result implies that each boundary point of S^iO) corresponds to a unique function g in S(f) where equation (15) holds and tp is a finite Blaschke product of degree at most n -2.
Theorem 5. Suppose that |f | < 1 and F is a nonconstant function analytic on the interior of S"(Ç) and continuous on Sn(Ç). 7/f =>= 0 then the only functions in S(f) that maximize Re F(g($), g'(f )> . . . , g^~l\S)) over S(f) have the form g(z) = fiztp(z)) where tp is a finite Blaschke product of degree at most n -1. If Ç = 0 and n > 2 the same conclusion holds where the Blaschke product has degree at most n -2.
Proof. This is an immediate consequence of Theorem 4 and the fact that Re F(wx, w2, . . . , wn) achieves its maximum over Sn(Ç) only when (wx, w2, . . . , wn)
is on the boundary of S"(f ).
Remarks. 1. Theorem 5 includes Theorem A as a special case since P consists of the functions subordinate to the univalent function fiz) = (1 + z)/(\ -z). Also, when <p is a finite Blaschke product of degree at most n -1 the function g(z) = fiztp(z)) has the form given by equations (8) and (9) (see [3, p. 83] ).
There have been various applications of Theorem A in the last several years. We anticipate useful applications of Theorem 5 for families related to subordination with specific univalent functions/. 2. The arguments given in this paper provide a means of determining the variability regions. For example, the inequalities \c0\ < 1, |c,| + |c0|2 < 1 and |(1 -\c0\2)c2 + c0c2\ + \cx\2 + (1 -|c0|2)2 < 1 give the regions Bx, B2 and B3, respectively, according to Schur's algorithm. If we replace c0, c, and c2 in these inequalities by c0 = y0, c, = y,(l -|?|2) and 2c2 = y2(l -|f |2)2 -2fy,(l -|f |2), as implied by equation (10), we obtain the regions /?,(?)> B2($) and B3(Ç). The regions 5"(?) may be more systematically determined by appealing to the general determinant inequalities which determine Bn (see [10] or [11, p. 159] ). The regions Sn(Ç) also may be expressed through equation (16) from the exact knowledge of the regions Bn(l) once/is specified.
3. Except for the uniqueness statement in Theorem 4, the results in this section appear to hold in the more general setting of subordination, defined by equation (15), with the condition that/is univalent in A replaced by/is nonconstant. If/is not univalent there no longer need be a one-to-one correspondence between boundary points of S"(f) and functions in S(f). Even for n = 1 this occurs, because whenever/is not univalent on {z: \z\ < r) (0 < r < 1) there exist numbers f, x" x2 with |f | = r, |x,| = |x2| = 1, x, ¥= x2 so that/(x,f ) = /(x2f ).
If the univalence of / is replaced by the condition that /' does not vanish, then equation (16) implies that (when f =£ 0) an interior point of /?"(£) can be associated only with interior points of S"(f)-Namely, if (wx, w2,. . ., w"_x) is determined by equation (17) from the interior point (z,, z2, . . ., z"_,) then any point (w\, w'2, . . . , w'n_x) near (wx, w2, . . . , wn_x) also will be attained through these relations by successively determining w'x, w'2, . . ., w'n_x. This uses the fact that /(fz) is an open mapping and that once z'" z2, . . . , z'k_, are found w'k may be obtained from a suitable value of z'k through the linear correspondence between zk and wk (since ok =£ 0). This implies that Theorem 5 holds (when f ¥= 0) with the condition f'(z) ^ 0 for |z| < 1 replacing/is univalent.
If f = 0 similar inferences can be made, In fact, simply if ax = /'(0) ^ 0 then equation (18) still provides a homeomorphism between Bn_2 and Sn(0). It appears that a more general version of equations (16) and (18) (for example, where ax ^ 0 is replaced by ax = a2 = • • • = am_x = 0 and am ¥= 0, in the case of equation (18)) will yield the results in Theorems 4 and 5 for general nonconstant functions /.
