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Given Ω a smooth bounded domain of Rn , n 3, we consider functions u ∈ H22,0(Ω) that
are weak solutions to the equation
2u + au = −div
(
f
|x|s |∇u|
2−2∇u
)
in Ω,
where 2 := 2(n−s)n−2 , s ∈ [0,2) and a, f ∈ C∞(Ω). In this article, we prove the maximal
regularity of solutions to the above equation, depending on the value of s ∈ [0,2) and the
relative position of Ω with respect to the origin. In particular, the solutions are in C4(Ω)
when s = 0.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction and statement of the result
Let Ω be a smooth bounded domain of Rn , n  3. We consider the Sobolev space H22,0(Ω) deﬁned as the completion
of C∞c (Ω) for the norm
‖u‖H22,0 :=
√√√√
∫
Ω
(u)2 dx.
We recall that for any u ∈ C2(Ω), we have that
u ∈ H22,0(Ω) ⇔ u = 0 and
∂u
∂ν
= 0 on ∂Ω,
where ∂u
∂ν denotes the outer normal derivative of u on ∂Ω . It follows from Sobolev’s embedding theorem that H
2
2,0(Ω) is
continuously embedded in the weighted Sobolev space H2

1,0(Ω, |x|−s dx), where 2 := 2(n−s)n−2 , s ∈ [0,2), where for p  1,
Hp1,0(Ω, |x|−s) is the completion of C∞c (Ω) for the norm ‖u‖Hp1,0(Ω,|x|−s) := ‖|x|
− sp ∇u‖p . More precisely, there exists a con-
stant K > 0 such that
(∫
Ω
|∇u|2
|x|s dx
) 2
2
 K
∫
Ω
∣∣∇2u∣∣2 dx
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ties [3]. In addition, since ‖u‖2 = ‖∇2u‖2, we get that there exists K > 0 such that
(∫
Ω
|∇u|2
|x|s dx
) 2
2
 K
∫
Ω
(u)2 dx (1)
for all u ∈ H22,0(Ω). Saturating inequality (1), we let
1
Ks(Ω)
:= inf
u∈H22,0(Ω)\{0}
∫
Ω
(u)2 dx
(
∫
Ω
|∇u|2
|x|s dx)
2
2
. (2)
It follows from (1) that Ks(Ω) > 0 for any s ∈ [0,2). As can be easily checked, extremals for Ks(Ω), when they exist, after
multiplying them by a suitable constant, satisfy the equation
2u = −div
( |∇u|2−2
|x|s ∇u
)
in D′(Ω) (3)
in the weak sense, where we say that u ∈ H22,0(Ω) is a weak solution to
2u + au = −div(X) in D′(Ω)
with a ∈ C∞(Ω) and X ∈ L1loc(Ω,Rn), if for any ϕ ∈ C∞c (Ω), we have that∫
Ω
(uϕ + auϕ)dx =
∫
Ω
X · ∇ϕ dx. (4)
More generally, given a, f ∈ C∞(Ω), let u ∈ H22,0(Ω) be a weak solution to
2u + au = −div
(
f (x)
|x|s |∇u|
2−2∇u
)
in D′(Ω). (5)
In particular, weak solutions of (5) are critical points of the functional
u → J (u) := 1
2
∫
Ω
(
(u)2 + au2)dx− 1
2
∫
Ω
f (x)
|x|s |∇u|
2 dx
deﬁned for u ∈ H22,0(Ω). It is classical to use the functional J to get solutions to (5). The diﬃculty here is that the
functional J does not satisfy the Palais–Smale condition in general due to the lack of compactness of the embedding
H22,0(Ω) ↪→ H2

1,0(Ω, |x|−s dx). However, if one takes 2 < q < 2 instead of 2 in J , one recovers compactness, the new func-
tional satisﬁes the Palais–Smale condition and we obtain critical points. The diﬃculty related to the critical exponent is
quite reminiscent in calculus of variations: we refer to the book of Struwe [15] for further methods and references. In this
context, the following existence result is due to Motron [12]:
Theorem 1.1 (Motron). Let Ω be a bounded domain of Rn, n  3 and choose s ∈ [0,2). We let a, f ∈ C∞(Ω) such that 2 + a is
coercive and that f is positive somewhere. Assume that
inf
v∈H f
∫
Ω
(
(u)2 + au2)dx < 1
Ks(Rn) · (supx∈Ω f (x))
2
2
,
where
H f =
{
u ∈ H22,0(Ω)
/∫
Ω
f |∇u|2
|x|s dx = 1
}
.
Then there exists a nonzero weak solution to (5).
Here, we say that the operator 2 + a is coercive if there exists a constant β > 0 such that for all u ∈ H22,0(Ω), we have
that ∫ (
(u)2 + au2)dx β‖u‖2
H22,0Ω
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s 
= 0. As a concluding remark on this theorem, let us note that the assumption that f is positive somewhere is necessary
if the operator is coercive: taking ϕ := u in (4), we get that ∫
Ω
f (x)
|x|s |∇u|2

dx > 0, and then f is positive somewhere.
Fourth-order elliptic problems have been intensively studied in the past decade, and one of the main problems arising
then is the lack of comparison principle: we refer to Berchio, Gazzola and Weth [2], Djadli, Hebey and Ledoux [4], Ferrero
and Grunau [6], Pucci and Ra˘dulescu [13], Robert [14] and the references therein for more detailed considerations on this
question.
The objective of the present article is to study the regularity of solutions to (5). In the framework of nonlinear equations
related to Sobolev embedding, this question is not trivial due to the critical exponent 2 . If one replaces 2 by a subcritical
exponent q ∈ (1,2), regularity is straightforward due to classical bootstrap arguments.
Needless to say that the most interesting exponent is precisely 2 , the critical one. First, it is related to the natural
Sobolev embedding above H22,0(Ω) ↪→ H2

1,0(Ω, |x|−s dx), but it is also related to the geometry underlying this functional
embedding. When the exponent is 2 , the bootstrap arguments do not permit to improve the order of integrability of the
solution u. This phenomenon is not at all a technical point and is deeply related to the invariance of (3) under rescaling.
More precisely, when Ω =Rn , let u be a solution to (3) and deﬁne
uμ(x) := μ n−42 u(μx) (6)
for all x ∈ Rn . Then the new function uμ is also a solution to (3). For a general domain Ω and for Eq. (5), the same rescaling
leaves the main terms (fourth-order and nonlinear) invariant. Indeed, there is a balance between the fourth-order term and
the nonlinear gradient term: in particular, this allows a potential dynamical concentration of the energy. This phenomenon
cannot hold for a subcritical exponent since the nonlinear part is negligible after rescaling, and the fourth-order part blows
up and cannot be balanced. However, there is a hope to gain regularity by considering a static equation to recover stability.
When the equation is of second-order and the nonlinearity does not involve the gradient, that is for an equation of the
type −u = h(u), the De Giorgi–Nash–Moser scheme provides regularity of u in the critical case. Unfortunately, this scheme
does not apply in general for higher-order problems. An eﬃcient and general method was developed by Van der Vorst [16]
for fourth-order equation with a critical nonlinearity of the type g(u), that is with no covariant derivative of u. We refer
also to Luckhaus [10] for a general point of view and to Djadli, Hebey and Ledoux [4], Mayboroda and Maz’ya [11], Ghergu
and Ra˘dulescu [7] and Esposito and Robert [5] for the case or Riemannian manifolds.
In our context, the new diﬃculty is the gradient nonlinearity coupled with the singularity at 0. The fourth-order argu-
ment of Van der Vorst seems to be the most appropriate tool to tackle regularity here: however, the main crucial point
is that the nonlinearity does not express as in Van der Vorst’s argument due to gradient and the singularity at zero. In
this article, we bypass this diﬃculty by splitting the singularity in two suitable parts and by developing the construction of
suitable endomorphism. We prove the following:
Theorem1.2. LetΩ be a smooth bounded domain ofRn, n 3. Let a, f ∈ C∞(Ω). We assume that2+a is coercive. Let u ∈ H22,0(Ω)
be a weak solution to
2u + au = −div
(
f (x)
|x|s |∇u|
2−2∇u
)
in Ω. (7)
Then u ∈ C1,θ (Ω) for all θ ∈ (0,min{1,2− s}). Moreover,
• If 0 /∈ Ω , then u ∈ C4,α(Ω) for all α ∈ (0,min{1,2 − 2}).
• If 0 ∈ ∂Ω , then with θn := min{1,2 − 2}, we have that⎧⎪⎨
⎪⎩
u ∈ C4,α(Ω) for all α ∈ (0, θn − s) if 0 s < θn,
u ∈ Hp4 (Ω) for all p ∈
(
1,
n
s − θn
)
if θn  s < 2.
In particular, still in the case 0 ∈ ∂Ω , it follows from Sobolev’s embedding that{
u ∈ C3,α(Ω) for all α ∈ (0,1+ θn − s) if θn  s < θn + 1,
u ∈ C2,α(Ω) for all α ∈ (0,2+ θn − s) if θn + 1 s < 2.
• If 0 ∈ Ω , then u ∈ Hp3 (Ω) for all p ∈ (1, ns ). In particular,{
u ∈ C2,α(Ω) for all α ∈ (0,1− s) if s ∈ (0,1),
u ∈ C1,α(Ω) for all α ∈ (0,2− s) if s ∈ [1,2).
This theorem is proved in Section 2. When the singularity is artiﬁcial, that is in the ﬁrst case, this result is due to
Luckhaus [10]. Here, we focus on the singular case where it is natural to ask about the optimality of this regularity results.
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due to the singularity at 0 in the equation. In Section 3, we investigate the consequences of a potential higher regularity on
the structure of the solutions to the equation.
2. Proof of Theorem 1.2
The proof goes through eight steps. In the sequel, we deﬁne L := 2 + a and we assume that L is coercive.
Step 1. We ﬁrst prove a preliminary lemma:
Lemma 2.1. Let Ω be a smooth bounded domain of Rn, n 2. Let a ∈ C∞(Ω) and r ∈ (1,+∞). We assume that 2 + a is coercive.
Then for any X ∈ Lr(Ω,Rn), there exists a unique w ∈ Hr3(Ω) ∩ Hr2,0(Ω) such that
2w + aw = −div(X) (8)
in the weak sense. Moreover, there exists C > 0 independent of X and u such that
‖w‖Hr3(Ω)  C‖X‖Lr (Ω). (9)
Proof. We ﬁrst claim that there exists C > 0 such that (9) holds for all X ∈ Lr(Ω,Rn) and w ∈ Hr3(Ω) ∩ Hr2,0(Ω) such
that (8) holds weakly in Ω . We argue by contradiction and assume that (9) is false: then exists a sequence {Xi}∞i=1 ∈
Lr(Ω,Rn), {wi}∞i=1 ∈ Hr3(Ω) ∩ Hr2,0(Ω) such that 2wi + a(x)wi = −div(Xi) weakly in Ω and such that ‖wi‖Hr3(Ω) >
i‖Xi‖Lr(Ω) for all i ∈ N. Without loss of generality, we assume that ‖wi‖Hr3(Ω) = 1. Then limi→+∞ Xi = 0 in Lr(Ω,Rn). Since
the sequence {wi}∞i is bounded in Hr3(Ω), there exists w ∈ Hr3(Ω) and there exists a subsequence {wik }∞k=1 ⊂ {wi}∞i=1 such
that limk→+∞ wik = w weakly in Hr2,0(Ω). Then, passing to the limit, w ∈ Hr2,0(Ω) is a weak solution of 2w + a(x)w = 0:
it then follows from the coercivity assumption that w ≡ 0. It follows from Theorem 15.3′ in [1] that there exists C ′ > 0 such
that
‖wik‖Hr3(Ω)  C ′
(‖Xik‖Lr(Ω) + ‖wik‖Lr(Ω))
for all i ∈ N. Then, we get that limi→+∞ ‖wik‖Hr3(Ω) = 0. This is a contradiction with the assumption ‖wik‖Hr3(Ω) = 1. This
proves (9). Since (9) holds, it is then standard that the existence and uniqueness part of Lemma 2.1 holds. 
Step 2. Due to the singularity at 0 and the gradient nonlinearity, the strategy of [16] does not apply directly here and we
need to work in different weighted spaces and to split the singularity at the denominator in two parts parametered by θ .
In the spirit of [16], we prove the following:
Lemma 2.2. Let p ∈ (1, n2 ) and s ∈ [0,2) with n 3. We take θ ∈ [0,1] and we consider ϕ ∈ L
n
2−θ s (Ω). We consider the operator⎧⎪⎨
⎪⎩
T p : Hp3 (Ω) → Hp3 (Ω)
w → v ∈ Hp3 (Ω) ∩ Hp2,0(Ω) such that Lv = −div
(
ϕ
∇w
|x|θ s
)
.
Then T p is a well-deﬁned bounded operator. Moreover, there exists C > 0 depending only on p,Ω, L, θ, s such that |||T p||| C‖ϕ‖ n
2−θ s .
Proof. We ﬁx p > 1 as in the statement of the lemma and we let q > 1 be such that
n
q
= n
p
− 2+ θ s.
It follows from the assumptions of the lemma that q > p and that θ sq < n. Therefore, it follows from Lin [9] that there
exists C > 0 such that one has the following inequality of Caffarelli–Kohn–Nirenberg type:
( ∫
Rn
|h|q
|x|θ sq dx
) 1
q
 C
( ∫
Rn
|∇2h|p
) 1
p
for all h ∈ C∞c (Rn). By density and extension arguments, we obtain that there exists C1 > 0 such that∥∥|x|−θ s∇w∥∥q  C1‖w‖Hp3 (Ω)
for all w ∈ Hp(Ω). Given w ∈ Hp(Ω), we then get that ϕ ∇wθ s ∈ Lr(Ω) where3 3 |x|
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r
= 1
q
+ 2− θ s
n
= 1
p
and then r = p > 1. It follows from Lemma 2.1 that there exists v ∈ Hr3(Ω) ∩ Hr2,0(Ω) unique such that Lv = −div(ϕ ∇w|x|θ s )
in Ω . Moreover, there exists C2 independent of ϕ and w such that
‖v‖Hr3  C2
∥∥∥∥ϕ ∇w|x|θ s
∥∥∥∥
r
 C2‖ϕ‖ n
2−θ s
∥∥∥∥ ∇w|x|θ s
∥∥∥∥
q
 C3‖ϕ‖ n
2−θ s ‖w‖Hp3 .
As a consequence, T p is well deﬁned and |||T p||| C3‖ϕ‖ n
2−θ s . 
In the sequel, we let u ∈ H22,0(Ω) be a weak solution to (7).
Step 3. We claim that u ∈ Hp3 (Ω) for all p ∈ (1, 2
n
(2−1)n+s ).
Proof. We ﬁrst choose p ∈ (1, 22−1 ). It then follows from Hölder’s inequality that
∫
Ω
∣∣∣∣ f (x)|x|s |∇u|2
−2∇u
∣∣∣∣
p
dx ‖ f ‖p∞
∫
Ω
( |∇u|
|x| s2
)(2−1)p dx
|x| sp2
 ‖ f ‖p∞
(∫
Ω
|∇u|2
|x|s dx
) (2−1)p
2
(∫
Ω
dx
|x| sp2−(2−1)p
)1− (2−1)p2
.
With p < min{ 22−1 , 2
n
(2−1)n+s } = 2
n
(2−1)n+s > 1, we get that the right-hand side is bounded, and then
f (x)
|x|s |∇u|2
−2∇u ∈
Lp(Ω). It then follows from (7) and Lemma 2.1 that u ∈ Hp3 (Ω). 
Step 4. We let θ ∈ [0,1] be such that θ s sn−4n−2 (this is possible since s 2). We claim that
f |∇u|2−2
|x|(1−θ)s ∈ L
n
2−θ s (Ω). (10)
Proof. We write that
∫
Ω
∣∣∣∣ f |∇u|
2−2
|x|(1−θ)s
∣∣∣∣
n
2−θ s
dx ‖ f ‖
n
2−θ s∞
∫
Ω
|∇u| n(2
−2)
2−θ s
|x| sn(1−θ)2−θ s
dx.
We deﬁne q := n(2−2)2−θ s and γ := (1−θ)s2−2 . Since 1q − γn = 12 − 1n and q  2 > 1 (this is a consequence of the hypothesis on θ ),
it follows from the Caffarelli–Kohn–Nirenberg inequality [3] that there exists C > 0 such that ‖|x|−γ ∇w‖q  C‖w‖H22,0 for
all w ∈ H22,0(Ω). We then get that
∫
Ω
∣∣∣∣ f |∇u|
2−2
|x|(1−θ)s
∣∣∣∣
n
2−θ s
dx C‖ f ‖
n
2−θ s∞ ‖u‖
n(2−2)
2−θ s
H22,0
< ∞.
This proves (10). 
Step 5. We ﬁx θ ∈ [0,1] such that θ s  sn−4n−2 (this is always possible since s  2). We claim that for any  > 0, there is a
function q ∈ L n2−θ s (Ω), a function g : Ω → Rn and a constant K > 0 such that
f
|x|s |∇u|
2−2∇u = q ∇u|x|θ s + g (11)
with ‖q‖ n
2−θ s   and |g(x)| K |x|
− s2 for all x ∈ Ω .
Proof. Given A > 0, we deﬁne
F A := f |∇u|
2−2
|x|(1−θ)s χ{ |∇u|s/2 >A} and gA := f
|∇u|2−2∇u
|x|s χ{ |∇u|s/2 A},|x| |x|
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Lebesgue’s theorem that ‖F A‖
L
n
2−θ s (Ω)
→ 0 when A → +∞. Let A > 0 be such that ‖F A ‖L n2−θ s <  . We deﬁne q := F A
and g := gA . As can be easily checked, (11) holds and there exists K > 0 such that |g(x)| K |x|−
s
2 for all x ∈ Ω . 
Step 6. Let u ∈ H22,0(Ω) be a solution of (5) in the weak sense. We claim that
u ∈ Hr3(Ω) for all r ∈
(
1,
n
s
)
. (12)
In particular, u ∈ C1,α(Ω) for all α ∈ (0,min{1,2− s}).
Proof. We argue as in [16]. With Step 5, we rewrite Eq. (5) in the weak sense, as
Lu = −div
(
q
∇u
|x|θ s
)
− div(g). (13)
Let p ∈ (1, n2 ) such that u ∈ Hp3 (Ω) (this is possible thanks to Step 3). We deﬁne T p as in Step 2 with ϕ := q . In particular,
we have that
|||T p||| C(p)‖q‖ n
2−θ s  C <
1
2
for  > 0 small enough. Therefore Id − T p : Hp3 (Ω) → Hp3 (Ω) is invertible. Coming back to (13), we get that (Id − T p)(u) =
L−1(−div(g)) and then
u = (Id− T p)−1
(
L−1
(−div(g))). (14)
Given q ∈ (p, n2 ), we have that g ∈ Lq(Ω,Rn) and then by Lemma 2.1 we get that there exists h ∈ Hq3(Ω) ∩ Hq2,0(Ω) such
that Lh = −div(g) in Ω . It then follows from (14) that u = (Id− T p)−1(h). Since the operators T p and Tq coincide in the
smallest space between Hp3 (Ω) and H
q
3(Ω), i.e. H
q
3(Ω) since q > p, we get that u ∈ Hq3(Ω) for all q ∈ (1, n2 ). It then follows
from Sobolev’s embedding theorem that u ∈ Ht1(Ω) for all t > 1, and then f |∇u|
2−2∇u
|x|s ∈ Lr(Ω) for all r < ns . It then follows
from Lemma 2.1 that u ∈ Hr3(Ω) for all r < ns . 
In the sequel, we deﬁne
X(x) := f|x|s |∇u|
2−2∇u
for convenience. In particular, 2u + au = −div(X) in Ω .
Step 7. Here, we assume that 0 /∈ Ω . In this case, we claim that
u ∈ C4,α(Ω) for all α ∈ (0,min{1,2 − 2}). (15)
Proof. Since 0 /∈ Ω and u ∈ Ht1(Ω) for all t > 1, we get that X ∈ Lr(Ω,Rn) for all r > 1. Then, it follows from Lemma 2.1
that u ∈ Hr3(Ω) for all r > 1, and then u ∈ C2,θ (Ω) for all θ ∈ (0,1). As can be easily checked, the map t → |t|2
−2t is
in C1,min{1,2
−2}
loc (R), and then X ∈ C1,θ (Ω) for all θ ∈ (0,min{1,2 − 2}). As a consequence, we have that
−div
(
f
|x|s |∇u|
2−2∇u
)
∈ C0,θ (Ω)
for θ > 0 as above. We then get (15). 
Step 8. Here, we assume that 0 ∈ ∂Ω . We deﬁne θn := min{1,2 − 2}. In this case, we claim that
⎧⎨
⎩
u ∈ C4,α(Ω) for all α ∈ (0, θn − s) if 0 < s < θn,
u ∈ Hp4 (Ω) for all p ∈
(
1,
n
θn − s
)
if θn  s < 2.
(16)
I. Fabbri / J. Math. Anal. Appl. 369 (2010) 179–187 185Proof. It follows from (12) that there exists α ∈ (0,1) such that u ∈ C1,α(Ω). In addition, since 0 ∈ ∂Ω and ∇u(0) = 0, there
exists C > 0 such that∣∣X(x)∣∣ C |x|(2−1)α−s
for all x ∈ Ω . In particular, X ∈ Lr(Ω,Rn) for all r > 1 if s  (2 − 1)α and for all r < ns−(2−1)α otherwise, and then
u ∈ Hr3(Ω) for all such r’s. It then follows from Sobolev’s embedding theorem that u ∈ C1,β (Ω) for all 0 < β < min{1,2 −
s + (2 − 1)α}: since 2 − 1 > 1, we have improved the Hölder’s exponent for u. Therefore, we get that u ∈ C1,α(Ω) for all
α ∈ (0,1). With the same type of argument, we get that u ∈ C2,α(Ω) for all α ∈ (0,min{1,2 − s}). We write that
div
(
f (x)
|x|s |∇u|
2−2∇u
)
= − s( f |∇u|
2−2∇u, x)
|x|s+2 +
div( f |∇u|2−2∇u)
|x|s (17)
in Ω . Since u ∈ C2,α(Ω) for all α ∈ (0,min{1,2 − s}), we get with a few estimates that div( f |∇u|2−2∇u) ∈ C0,α(Ω) for all
α ∈ (0, θn).
Case 1. Assume that s < θn . It then follows from Lemma A.1 that
div( f |∇u|2−2∇u)
|x|s ∈ C0,β (Ω) for all β ∈ (0, θn − s). Using again
Lemma A.1, we get that div(X) ∈ C0,β (Ω) for all β ∈ (0, θn − s), and it follows from elliptic theory that u ∈ C4,β (Ω) for all
β ∈ (0, θn − s).
Case 2. Assume that s  θn . It then follows from (17) that for any θ ∈ (0, θn), there exists Cθ > 0 such that |div(X)| 
Cθ |x|θ−s for all x ∈ Ω , and then div(X) ∈ Lp(Ω) for all p < ns−θn . It then follows from elliptic theory that u ∈ H
p
4 (Ω) for all
p < ns−θn . 
3. Optimality of the regularity
In this section we prove that a stronger regularity implies a stronger structure for the functions u and f . More precisely,
we have that
Theorem 3.1. Let Ω be a bounded domain of Rn, n  3 and s ∈ (0,2). Let a, f ∈ C0(Ω) be some functions and assume that 0 ∈ Ω .
Assume that 0 ∈ Ω and that there exists p > ns such that u ∈ Hp3 (Ω) ∩ H22,0(Ω) is a solution to (5): then f (0)∇u(0) = 0. Assume
that 0 ∈ ∂Ω and that there exists p > ns−(2−2) such that u ∈ Hp4 (Ω) ∩ H22,0(Ω) is a solution to (5): then f (0)∇2u(0) = 0.
This result shows that the regularity obtained in Theorem 1.2 cannot be improved in general.
Proof of Theorem 3.1. We ﬁrst deal with the case 0 ∈ Ω . We ﬁx ϕ ∈ C∞c (Rn) and  > 0. We deﬁne ϕ(x) := ϕ(−1x) for
all x ∈ Rn . For  > 0 small enough, we have that ϕ ∈ C∞c (Ω). For the sake of clearness, we deﬁne Z := f |∇u|2−2∇u.
Multiplying (5) by ϕ and integrating by parts yields∫
Ω
(Z(x),∇ϕ(x))
|x|s dx =
∫
Ω
(
(∇u,∇ϕ) + auϕ
)
dx
for all  > 0 small enough. Since u ∈ Hp3 (Ω), it follows from Hölder’s inequality that∣∣∣∣
∫
Ω
(Z(x),∇ϕ(x))
|x|s dx
∣∣∣∣ C
(∫
Ω
(|∇ϕ |q + |ϕ |q)dx
) 1
q
for all  > 0 with q := p/(p − 1). With a change of variable, we then get that
∣∣∣∣
∫
Rn
(Z(x),∇ϕ(x))
|x|s dx
∣∣∣∣ Cs− np
(∫
Ω
(|∇ϕ|q + q/2|ϕ|q)dx
) 1
q
for all  > 0. Letting  → 0 yields∫
Rn
(Z(0),∇ϕ(x))
|x|s dx = 0 for all ϕ ∈ C
∞
c
(
R
n),
and then div(|x|−s Z(0)) = 0 in Rn \ {0}, which yields Z(0) = 0 since s 
= 0. This clearly implies that f (0)∇u(0) = 0. In the
case 0 ∈ ∂Ω , we strengthen Ω locally to a piece of {x1 < 0} and we use the same strategy: this time, in a relevant chart,
we write that Z(x) = |x1|2−2x1τ (x) where τ (0) = f (0)|u(0)|2−2u(0)e1, and we get the desired result since ∇2u(0) is
proportional to u(0). 
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Appendix A
For the sake of completeness, we prove the following elementary lemma:
Lemma A.1. Let Ω be a bounded domain of Rn and let α ∈ (0,1) be a real number. We consider a function f ∈ C0,α(Ω) such that
f (0) = 0 and Q ∈ C∞(Rn) a homogeneous polynomial of degree k ∈ N. We choose s ∈ (0,α) and we deﬁne the function g(x) :=
Q (x)· f (x)
|x|k+s if x ∈ Ω \ {0} and g(0) = 0. Then g ∈ C0,β (Ω) where β := min{s,α − s} > 0.
Proof. Let M1 > 0 be such that | f (x)− f (y)| M1|x− y|α for all x, y ∈ Ω . Moreover, since Q is homogeneous, there exists
M2 > 0 such that |Q (x) − Q (y)|  M2(|x|k−1 + |y|k−1)|x − y| for all x, y ∈ Rn (if k = 0 (that is Q is a constant), we take
M2 = 0). We choose x, y ∈ Ω \ {0} and we evaluate |g(x) − g(y)|.
Case 1. We assume that |x − y|max{|x|, |y|}. Without loss of generality, we assume that |x| |y|. Noting that Q (0) = 0
when k 1, we have that
∣∣g(x) − g(y)∣∣=
∣∣∣∣ Q (x) f (x)|x|k+s −
Q (y) f (y)
|y|k+s
∣∣∣∣ | f (x) − f (y)||Q (x)||x|k+s +
∣∣ f (y)∣∣
∣∣∣∣ Q (x)|x|k+s −
Q (y)
|y|k+s
∣∣∣∣
 M1M2
|x− y|α
|x|s + M1|y|
α
( |Q (x) − Q (y)|
|x|k+s +
∣∣Q (y)∣∣
∣∣∣∣ 1|x|k+s −
1
|y|k+s
∣∣∣∣
)
 M1M2
∣∣∣∣ |x− y|
α
|x|s + |y|
α
(
(|x|k−1 + |y|k−1)|x− y|
|x|k+s + |y|
k
∣∣∣∣ 1|x|k+s −
1
|y|k+s
∣∣∣∣
)∣∣∣∣.
Since |x| |y|, |x− y| |x| and β < 1, we then get that
∣∣g(x) − g(y)∣∣ M1M2
∣∣∣∣ |x− y|
α
|x|s + 2|x|
α−s−1|x− y| + |y|α+k
∣∣∣∣ 1|x|k+s −
1
|y|k+s
∣∣∣∣
∣∣∣∣
 3M1M2|x|α−s−β |x− y|β + M1M2|y|α+k ||x|
k+s − |y|k+s|
|x|k+s|y|k+s .
Since s ∈ (0,1) in the statement of the lemma, the function t → ts is in C0,s(R>0) and there exists M3 > 0 such that
|ts − (t′)s| M3|t − t′|s for all t, t′ > 0. Therefore, we have that
∣∣|x|k+s − |y|k+s∣∣ ∣∣|x|k − |y|k∣∣ · |x|s + |y|k∣∣|x|s − |y|s∣∣
 k
(|x|k−1 + |y|k−1)|x|s|x− y| + M3|y|k|y − x|s
and then, using again that |y| |x| and |x− y| |x|, we get that
∣∣g(x) − g(y)∣∣ M˜|x|α−s−β |x− y|β,
where M˜ > 0 is independent of x, y, and therefore
∣∣g(x) − g(y)∣∣ (3M1M2 + 2kM1M2 + M1M2M3)Rα−s−β |x− y|β, (18)
where R > 0 is such that Ω ⊂ BR(0).
Case 2. We assume that |x− y|max{|x|, |y|}. Then, we have that
∣∣g(x) − g(y)∣∣ ∣∣g(x)∣∣+ ∣∣g(y)∣∣ M1M2(|x|α−s + |y|α−s) 2M1M2|x− y|α−s
 2M1M2(2R)α−s−β |x− y|β. (19)
It then follows from (18) and (19) that there exists M ′ > 0 such that |g(x) − g(y)| M ′|x − y|β for all x, y ∈ Ω (the case
x = 0 or y = 0 is trivial). Then g ∈ C0,β (Ω). 
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