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Abstract
The maximal analytic Schwarzschild spacetime is manifestly inextendible as a Lorentzian manifold
with a twice continuously differentiable metric. In this paper, we prove the stronger statement that
it is even inextendible as a Lorentzian manifold with a continuous metric. To capture the obstruction
to continuous extensions through the curvature singularity, we introduce the notion of the spacelike
diameter of a globally hyperbolic region of a Lorentzian manifold with a merely continuous metric and
give a sufficient condition for the spacelike diameter to be finite. The investigation of low-regularity
inextendibility criteria is motivated by the strong cosmic censorship conjecture.
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1 Introduction
A connected Lorentzian manifold (M, g) is called Ck-inextendible, if there does not exist a connected
Lorentzian manifold (M˜, g˜) (of the same dimension as M) with a Ck-regular metric g˜ in which M iso-
metrically embeds as a proper subset. In this paper we prove:
Theorem. The (d + 1)-dimensional maximal analytic Schwarzschild spacetime is C0-inextendible for all
d ≥ 3.
The interest of the study of low-regularity inextendibility criteria for Lorentzian manifolds stems from
the strong cosmic censorship conjecture in general relativity, which was conceived by Penrose and states, in
physical terms, that, generically, the theory of general relativity should uniquely predict the fate of all local
(classical) observers. A widely accepted mathematical formulation of this conjecture is the following:
For generic asymptotically flat initial data for the vacuum Einstein equations
Ric(g) = 0, the maximal globally hyperbolic development is inextendible as a
suitably regular Lorentzian manifold.
(1.1)
However, there is still no consensus on the exact meaning of ‘suitably regular’ (and neither is there on
the exact definition of ‘generic’ - but in the following we focus on the question which regularity class one
should impose). In a series of papers [2], [3], [4], Christodoulou proved a corresponding formulation of the
strong cosmic censorship conjecture for the spherically symmetric Einstein-scalar field system. He showed
that ‘generically’, the maximal globally hyperbolic development is C0-inextendible in the class of spherically
symmetric Lorentzian manifolds1. This very strong form of inextendibility of the maximal globally hyper-
bolic development is, however, particular to the spherically symmetric Einstein-scalar field system: in [7],
[8], Dafermos showed that for solutions to the spherically symmetric Einstein-Maxwell-scalar field system,
arising from initial data close to that of the Reissner-Nordstro¨m solution, the maximal globally hyperbolic
development is in fact C0-extendible. Moreover, he showed that ‘generically’, the Hawking mass blows up
which implies inextendibility as a spherically symmetric Lorentzian manifold with Christoffel symbols locally
in L2.
Recently, Dafermos and Luk announced the C0-stability of the Kerr-Cauchy horizon (without any sym-
metry assumptions), [9]. More precisely, they show that for initial data on the event horizon, which approach
the geometry of the Kerr event horizon in a manner compatible with the expected behaviour of the Kerr
exterior under generic perturbations, the solution exists all the way up to the Cauchy horizon ‘in a neighbor-
hood of timelike infinity’, and, moreover, is continuous and C0-close to the unperturbed Kerr solution. This
result, together with the expected stability of the Kerr exterior, shows that the strong cosmic censorship con-
jecture (1.1) does not hold if one imposes the strong C0-inextendibility on the maximal globally hyperbolic
development2. So what regularity should one choose in the mathematical formulation of the strong cosmic
censorship conjecture (1.1)?
Let us recall that the physical motivation of the conjecture is the belief in determinism in classical physics.
Until one has gained a better understanding for the regime in which the classical theory of gravity needs to be
replaced by a quantum theory, it seems sensible, in order to do justice to the physical content of the conjecture,
to rule out non-unique extensions of the maximal globally hyperbolic development as, possibly weak, solutions
to the Einstein equations. Such non-unique extensions could be constructed from a local existence result for
1However, no argument is given which would show the C0-inextendibility in the class of Lorentzian manifolds without
symmetry assumptions.
2However, the result of Dafermos and Luk does not rule out the possibility that some part of the generic singularity inside a
black hole is indeed C0-inextendible.
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the Einstein equations. Hence, this suggests that one should at least require inextendibility of the maximal
globally hyperbolic development in all regularity classes which admit a local existence result for the Einstein
equations (in a weak form). In the light of the recent low-regularity existence results, [12], [16], this regularity
class is, in particular, below C2.
The currently favoured formulation of the strong cosmic censorship conjecture, introduced by Christodoulou
in [5], is to require generic inextendibility as a Lorentzian manifold with Christoffel symbols locally in L2, since
this even rules out the mere formulation of the Einstein equations (in a weak form). Moreover, the results
[7], [8] by Dafermos lend support to the veracity of this version of the strong cosmic censorship conjecture.
It now seems, however, that the methods developed so far for proving inextendibility of Lorentzian
manifolds have not penetrated regularities lower than C2 (or C1,1).3 Most of the known inextendibility
results exploit geodesic completeness or the blow-up of curvature scalars as obstructions to C2-extensions.
The aim of this paper is to initiate the study of low-regularity extensions of Lorentzian manifolds. In par-
ticular we show how one can use the infiniteness of the timelike diameter of the exterior of the Schwarzschild
spacetime together with the infiniteness of a newly introduced geometric quantity, called the spacelike diame-
ter, in the interior, to show that the maximal analytic Schwarzschild spacetime is C0-inextendible. Although,
as explained above, the singularity structure of the Schwarzschild solution is not expected to be generic,
it is nevertheless an important and instructive illustrative model in general relativity. Furthermore, we
feel that the techniques developed in this paper might also be helpful for further physically more relevant
investigations.
1.1 C0-extendibility and C2-inextendibility
There are various examples of Lorentzian manifolds which are C2-inextendible while being C0-extendible.
The physically most relevant example is probably given by the spacetimes constructed by Dafermos in [7], [8].
Another, very simple, example is provided by the Lorentzian manifold
(
(0,∞)×R, g), where the Lorentzian
metric g is given by
g = e2
√
t
(− dt2 + dx2) .
Clearly, this Lorentzian manifold can be continuously extended to [0,∞)×R. On the other hand, the scalar
curvature of g is found to be R = − 1
2e2
√
t
· 1
t3/2
, which shows that no C2-extension to [0,∞)× R is possible.
Let us also briefly remark that there have been attempts to deduce from the strength of a curvature
singularity whether it forms an obstruction to C0-extensions or not. The example [18] by Ori of a strong
curvature singularity which admits a C0-extension showed, however, that the relation of these two concepts
is not as straightforward as originally expected.
While there is an abundance of examples of C2-inextendible Lorentzian manifolds, we are not aware,
however, of any previous results showing C0-inextendibility of a Lorentzian manifold. In particular, the
methods presented in this paper can be used to show that the toy-example (M, g), where M = R × (0,∞)
and
g =
1
h(r)
dt2 − h(r) dr2 ,
is C0-inextendible. Here, t is the coordinate on R, r the coordinate on (0,∞), and h(r) is a smooth and
monotonically increasing function with h(r) = r for 0 < r < 12 and h(r) = 1 for r ≥ 1.
3That is, if one disregards the spherically symmetric case where one can use the behaviour of the radius and the Hawking
mass of the spheres of symmetry in a straightforward way as obstructions.
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1.2 Sketch of the proof
In the following we give a brief sketch of the proof of the C0-inextendibility of the Schwarzschild spacetime.
We refer the reader unfamiliar with any notation or definition in the following overview to Section 2 (and
Section 4 for the definition of the Schwarzschild spacetime).
One assumes that there is a C0-extension ι : Mmax ↪→ M˜ of the maximal analytic Schwarzschild spacetime
Mmax (in this overview we will not distinguish between Mmax and ι(Mmax) ⊂ M˜). Lemma 2.17 shows that
there is then a timelike curve γ˜ in M˜ leaving the Schwarzschild spacetime Mmax. This timelike curve can
only ‘leave through’ either the curvature singularity at {r = 0}, or timelike or null infinity. These two
cases are separately discussed and ruled out. Here, an important ingredient is Lemma 2.4, which introduces
near-Minkowskian coordinates in a neighbourhood U˜ of the point in the boundary of Mmax, through which
γ˜ leaves Mmax. In particular, by estimating the future and pasts of points in U˜ by cones with respect to the
chosen coordinates, we can choose s0 such that the closure of I
+
(
γ˜(s0), U˜
) ∩ I−(γ˜(0), U˜) in M˜ is contained
in U˜ .
U˜
γ˜(0)
Mmax γ˜(s0)
I+
(
γ˜(s0), U˜
) ∩ I−(γ˜(0), U˜)
γ˜
The important next step in deriving a contradiction is to identify subsets of U˜ with subsets in Mmax. Let us
remark here, that this step would be much simpler in Riemannian geometry, since one could use the distance
function to do so.
We first discuss the case that γ˜ leaves Mmax through timelike or null infinity. Without loss of generality,
we can assume that γ˜ is future directed in Mmax. Ideally, we would like to have the following identification
for all s0 < s < 0:
I+
(
γ˜(s0), U˜
) ∩ I−(γ˜(s), U˜) = I+(γ˜(s0),Mmax) ∩ I−(γ˜(s),Mmax) . (1.2)
However, since on the left we consider a causality relation with respect to a small neighbourhood of M˜ , and
on the right with respect to Mmax, such an identification is not justified in general (and indeed, neither of
the two inclusions is)! Here, however, we exploit that the exterior of the Schwarzschild black hole is future
one-connected, i.e., in particular, any future directed timelike curve in Mmax from γ˜(s0) to γ˜(s) is homotopic
to γ˜|[s0,s] via timelike curves with fixed endpoints. Since the closure of I+
(
γ˜(s0), U˜
) ∩ I−(γ˜(0), U˜) in M˜ is
contained in U˜ , a homotopy as above cannot escape I+
(
γ˜(s0), U˜
) ∩ I−(γ˜(0), U˜). This yields the relation
“ ⊇ ” in (1.2). A contradiction is now obtained since the timelike diameter of I+(γ˜(s0), U˜) ∩ I−(γ˜(s), U˜) is
bounded for s ↗ 0, while the timelike diameter of I+(γ˜(s0),Mmax) ∩ I−(γ˜(s),Mmax) grows beyond bound
for s↗ 0.
In order to show that γ˜ cannot leave through {r = 0} either, we introduce the spacelike diameter of a
globally hyperbolic Lorentzian manifold N with a C0-regular metric, defined by
diams(N) := sup
Σ Cauchy
hypersurface of N
diam Σ .
Moreover, we call a chart ψ : N ⊇ U → D ⊆ Rd=1 a regular flow chart for the Lorentzian manifold N if
the following three properties are satisfied: i) the absolute value of the metric components in this chart are
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uniformly bounded and, moreover, g00 is negative and bounded away from 0; ii) the domain D is of the form
D =
⋃
x∈B Ix × {x}, where B ⊆ Rd has finite diameter with respect to the Euclidean metric on Rd and Ix is
an open and connected interval; iii) the timelike curves Ix 3 s 7→ ψ−1(s, x) are inextendible in N .
We then establish the following
Theorem. Let (N, g) be a connected and globally hyperbolic Lorentzian manifold with a C0-regular metric
g and let ψk : Uk → Dk =
⋃
x∈Bk Ix × {x}, k = 1, . . . ,K, be a finite collection of regular flow charts for N
with
⋃
1≤k≤K Uk = N .
Then one has diams(N) <∞.
For the proof, one first notes that since there are finitely many charts that cover N , it suffices to show
that for each k the diameter of Σ∩Uk is uniformly bounded for all Cauchy hypersurfaces Σ of N . To establish
the uniform bound, we show that ψk(Σ ∩ Uk) can be written as a graph over Bk with uniformly bounded
slope. Together with the uniform boundedness of the metric components, one obtains that the components
of the induced metric on Σ ∩ Uk are uniformly bounded (independently of the Cauchy hypersurface). This,
together with the finiteness of the diameter of Bk then implies the uniform bound on the diameter of Σ∩Uk.
Assuming now that γ˜ leaves through {r = 0}, we consider a near-Minkowskian neighbourhood U˜ as
before. One now has to show that there is a µ > 0 such that I+
(
γ˜(−µ),Mmax
)
is contained in U˜ . This uses
crucially the spacelike nature of the boundary depicted below in a Penrose-style representation.
U˜
Mmax
N
I+
(
γ˜(−µ),Mmax
)
t = const
U˜ ∩Mmax
One then considers a spherically symmetric globally hyperbolic region N as depicted above and shows that
the spacelike diameter of N is infinite. Here, one exploits that the coefficient of dt2 in the standard form
(4.2) of the Schwarzschild metric diverges for r → 0.
The contradiction will be obtained from the above theorem. First note, however, that I+
(
γ˜(−µ),Mmax
)
is
not spherically symmetric, and hence, N is actually not completely contained in I+
(
γ˜(−µ),Mmax
)
. The above
representation is, however, accurate if one fixes a point on the sphere and only depicts the corresponding t, r-
plane. In particular, it holds that an open angular segment of N is completely contained in I+
(
γ˜(−µ),Mmax
)
.
The near-Minkowskian chart for U˜ can now be used to construct a regular flow chart for N that covers an
open angular segment of N . Using the spherical symmetry of the Schwarzschild spacetime we can rotate this
regular flow chart to obtain a collection of regular flow charts that cover N . The above theorem now applies
and yields the contradiction.
1.3 Further applications and open questions
In the following we collect a few more applications of the techniques developed in this paper and compile
some open problems in the realm of C0-extensions of Lorentzian manifolds.
i) The timelike diameter can also be used as an obstruction to show that the de Sitter spacetime is C0-
inextendible. The proof proceeds along the same steps outlined in the first half of the above sketch (and
in more detail in Section 3), where one can exploit, for example, the conformal isometry of de Sitter
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space with part of the Einstein static universe in order to prove a) the future one-connectedness of de
Sitter space and b) the infiniteness of the timelike diameter of the intersection of the past of a future
directed timelike curve ‘leaving’ de Sitter space with the future of an arbitrary point along the same
curve.
Other straightforward applications of the methods presented in this paper should be to the proof of the
C0-inextendibility of the Schwarzschild-de Sitter spacetime, Nariai, and Pleban´ski-Hacyan - to name a
few.
ii) An interesting direction of research is regarding the C0-inextendibility of cosmological spacetimes with
a big bang singularity - and in particular the FRW models. A clarification of the obstruction to C0-
extensions through the initial singularity would, in particular, shed more light on the structure of the
singularity. Here, new techniques are needed. An exception is the Kasner solution with a negative pi,
which seems to be amenable to the methods developed in this paper, since the spacelike diameter near
the singularity is diverging.
iii) Another direction for further research is to leave the class of exact solutions and prove that the spacetimes
constructed by Christodoulou in the series of papers [2], [3], [4], and which arise from the generic spher-
ically symmetric collapse of a scalar field, are C0-inextendible even if one leaves the class of spherically
symmetric Lorentzian manifolds.
iv) As already mentioned in the introduction, timelike geodesic completeness implies, in a straightforward
way, the C2-inextendibility of the Lorentzian manifold. However, this method of proof does not give C0-
inextendibility. An interesting question is whether there are examples of (timelike) geodesically complete
Lorentzian manifolds which are C0-extendible.
1.4 Outline of the paper
Section 2 collects the notions in causality theory we are using in this paper and presents a few basic, but
important results on causality theory for continuous metrics. As a warm-up, we begin by proving the C0-
inextendibility of the Minkowski spacetime in Section 3, before we introduce the Schwarzschild spacetime in
Section 4 and give the first half of the proof of its C0-inextendibility. Thereafter, we introduce the notion
of the spacelike diameter in Section 5 and give a sufficient criterion for it being finite. This notion is crucial
to the second half of the proof of the C0-inextendibility of the maximal analytic Schwarzschild spacetime,
which is presented in Section 6.
2 Definitions and aspects of causality theory for Lorentzian man-
ifolds with continuous metrics
In this section, we compile the definitions of concepts in causality theory used in this paper. Moreover, we
extend a few standard results in causality theory for a more regular Lorentzian metric to the case of a merely
continuous Lorentzian metric.
All manifolds considered in this paper are Hausdorff, second countable, and of dimension d + 1 ≥ 2.
Moreover, note that for M to carry a continuous Lorentzian metric, we need to assume that M is at least
endowed with a C1 differentiable structure. This, however, implies that one can find a compatible smooth
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differentiable structure on M .4 Hence, we will assume that all manifolds in this paper are smooth. This is
for convenience only and not actually needed anywhere.
2.1 The timelike future remains open and consequences thereof
Let (M, g) be a Lorentzian manifold with a continuous metric. Recall that a tangent vector X ∈ TpM is
called timelike, null, spacelike if, and only if, g(X,X) < 0, g(X,X) = 0, g(X,X) > 0, respectively. The
set of all timelike vectors in TpM forms a double cone and, thus, has two connectedness components. One
says that (M, g) is time orientable if, and only if, one can find a continuous timelike vector field on M . A
choice of timelike vector field singles out one of the connectedness components and, thus, determines a time
orientation.
Definition 2.1. Let (M, g) be a Lorentzian manifold with a continuous metric. A piecewise smooth curve
γ : I → M , where I ⊆ R is connected, is called a timelike curve if, and only if, for all s ∈ I, where γ is
differentiable, we have γ˙(s) is timelike, and at each point of I, where the right-sided and left-sided derivative
do not coincide, they are still both timelike and lie in the same connectedness component of the timelike double
cone in the tangent space.
Definition 2.2. Let (M, g) be a time-oriented Lorentzian manifold with a continuous metric.
1. A timelike curve γ : I → M is called future (past) directed if, and only if, its (one-sided) tangent
vector is future (past) directed at some point of I (and hence at all points of I).
2. For two points p, q ∈ M we define p  q (p  q) to mean that there exists a future (past) directed
timelike curve from p to q.
3. For a point p ∈M , we define the timelike future I+(p,M) of p in M by {q ∈M | p q}. The timelike
past I−(p,M) of p is defined analogously.
Remark 2.3. In the setting of the above definition, where (M, g) is a time-oriented Lorentzian manifold
with a continuous metric, consider an open subset U ⊆ M . Note that (U, g|U ) is a Lorentzian manifold in
its own right, and in particular the future I+(p, U) of a point p ∈ U is defined with respect to the causality
structure of the manifold (U, g|U ), and not with respect to the causality structure of the ambient manifold M .
Hence, there might be a point q ∈ U which can be connected to p via a past directed timelike curve lying in
M , which, however, cannot be connected to p via a past directed timelike curve lying entirely in U .
Although not needed in this paper, let us also remark that we do not make the relation  smaller by
imposing that a timelike curve should be piecewise smooth, since we can always smooth out a piecewise less
regular timelike curve and, at the same time, preserve its causal character. However, this smoothing argument
does not apply to causal curves! It is an easy exercise to write down a merely continuous Lorentzian metric
in 1 + 1 dimensions, which does not admit a single smooth null curve.
Let us also mention at this point that there are results in the causality theory for smooth metrics which do
not carry over to the merely continuous case. An instructive example in [6] shows that there are continuous
Lorentz metrics for which the light cones are no longer hypersurfaces. In this paper, however, the only result
in causality theory for merely continuous metrics we need is that the timelike future and past remains an
open set. The proof of this statement is given below.
The following basic, but important, lemma introduces a near-Minkowskian coordinate system adapted to
a timelike curve.
4See for instance [11]. In fact, one can even extend any smooth structure (which is compatible with the C1 structure) on a
subset of M to a smooth structure (compatible with the C1 structure) on all of M .
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Lemma 2.4. Let (M, g) be a Lorentzian manifold with a continuous metric g, and let γ : [−1, 0]→M be a
timelike curve. After a possible reparametrisation of γ, we can find for every δ > 0 an open neighbourhood
U of γ(0), an ε > 0, and a coordinate chart ϕ : U → (−ε, ε)d+1 such that
1. ϕ
(
γ(0)
)
= (0, . . . , 0)
2. (ϕ ◦ γ)(s) = (s, 0, . . . , 0) holds for s ∈ (−ε, 0]
3. gµν(0) = mµν
4.
∣∣ gµν(x)−mµν ∣∣ < δ holds for all x ∈ (−ε, ε)d+1
are satisfied, where
mµν =

−1 0
1
. . .
0 1

is the Minkowski metric on Rd+1.
Proof. Possibly after a linear change of parameter for γ, we can assume without loss of generality, that
g
(
γ˙(0), γ˙(0)
)
= −1 (2.5)
holds. Since γ has only finitely many discontinuities, we can find a neighbourhood U of γ(0) and a ε > 0 such
that γ
(
(−ε, 0]) ⊆ U and γ∣∣
(−ε,0] is smooth. Choosing U and ε smaller if necessary, we can find a coordinate
chart ϕ : U → (−ε, ε)d+1 such that the first two points of the lemma are satisfied5. After a linear change of
coordinates, obtained from the Gram-Schmidt orthonormalisation procedure based at the origin, where we
keep ∂∂x0 fixed (which is normalised by (2.5)), we can moreover arrange that, in addition, the third point
holds. For given δ > 0, we can now choose U and ε even smaller such that the fourth point of the lemma
holds as well. This follows from the continuity of the Lorentz metric g.
Proposition 2.6. Let (M, g) be a Lorentzian manifold with a continuous metric g. For all p ∈ M the
timelike future I+(p,M) and the timelike past I−(p,M) of p are open in M .
Proof. We show that I+(p,M) is open in M ; the proof of I−(p,M) being open is analogous. So let q ∈
I+(p,M) and let γ : [−1, 0] → M be a future directed timelike curve from p to q. By Lemma 2.4, we can
find, after a possible reparametrisation of γ, a chart ϕ : U → (−ε, ε)d+1 such that 1. - 4. of Lemma 2.4 are
satisfied with δ = 12 . It follows that there exists a τ > 0 such that
∂
∂x0
+ τ1
∂
∂x1
+ τ2
∂
∂x2
+ . . .+ τd
∂
∂xd
is timelike for |τi| < τ , 1 ≤ i ≤ d. Thus, there exists a ball Bρ(0) such that every point x ∈ Bρ(0) can be
connected to (− ε2 , 0, . . . , 0) by a straight line which is timelike. Concatenating γ|[−1,− ε2 ] with the image curve
of the straight line under ϕ shows that ϕ−1
(
Bρ(0)
) ⊆ I+(p,M).
5More explicitly, we can choose coordinates ψ which are centred at γ(0) and such that γ˙0(0) 6= 0. Hence, γ−10 exists in a
small enough neighbourhood and we set F (x0, x) =
(
γ−1(x0), x − γ[γ−10 (x0)]
)
, which is a diffeomorphism in a small enough
neighbourhood of 0. It then follows that (F ◦ ψ) is a chart satisfying the first two points.
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x1
x0
(− ε2 , 0, . . . , 0)
x
ϕ(q)
ϕ ◦ γ
Bρ(0)
The next two propositions are easy consequences of Proposition 2.6.
Proposition 2.7. Let (M, g) be a Lorentzian manifold with a continuous metric g. Let γ : [0, 1]→ M be a
future directed timelike curve. Then the following holds:
I−
(
γ(1),M
)
=
⋃
0≤s<1
I−
(
γ(s),M
)
.
Proof. The inclusion “⊇ ” is clear. In order to prove “⊆ ”, let q ∈ I−(γ(1),M). Hence, it follows that
γ(1) ∈ I+(q,M). By Proposition 2.6, I+(q,M) is open and thus contains γ(s) for s close enough to 1. This
shows that q ∈ I−(γ(s),M) for s close enough to 1.
Proposition 2.8. Let (M, g) be a time oriented Lorentzian manifold with a continuous metric g, and let T
be a smooth and globally timelike vector field on M .
For every p ∈ M there exists a chart ϕ : U → (−∆,∆) × (−E,E)d centred at p, where U is an open
neighbourhood of p in M , and ∆, E > 0, such that
i) T has the coordinate representation ∂∂x0 in the chart ϕ
ii) every two orbits of T in the chart ϕ can be connected by a future as well as a past directed timelike curve.
We call such a chart ϕ, which satisfies i) a flow chart, and if it satisfies i) and ii), we call it a flow chart
with timelike connected orbits.
Proof. Since T is a regular vector field, the first part of the proposition is a standard result - see for ex-
ample Theorem 17.13 in [15]. In order to prove the second statement, recall from Proposition 2.6 that
I+
(
0, (−∆,∆)×(−E,E)d) and I−(0, (−∆,∆)×(−E,E)d) are open. Thus, we can choose E > 0 smaller such
that, firstly, for every x ∈ (−E,E)d we can find an x+0 ∈ [0,∆) such that (x+0 , x) ∈ I+
(
0, (−∆,∆)×(−E,E)d),
and secondly, we can find an x−0 ∈ (−∆, 0] such that (x−0 , x) ∈ I−
(
0, (−∆,∆)× (−E,E)d).
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∆−∆
E−E
new E
new −E
I+
(
0, (−∆,∆)× (−E,E)d)
I−
(
0, (−∆,∆)× (−E,E)d)
Hence, any two orbits of T in the chart ϕ can be connected (via 0) by a future as well as a past directed
timelike curve.
2.2 Definitions
This section lays down more terminology used in this paper.
Definition 2.9. Let (M, g) be a time-oriented Lorentzian manifold with a continuous metric g.
1. We define the Lorentzian distance function d(·, ·) : M ×M → [0,∞] by
d(p, q) =

0 if q /∈ I+(p,M)
sup
σ:[0,1]→M future directed
with σ(0)=p and σ(1)=q
{∫ 1
0
√
−g(σ˙(s), σ˙(s)) ds} if q ∈ I+(p,M)
Here, L(σ) :=
∫ 1
0
√
−g(σ˙(s), σ˙(s)) ds is also called the Lorentzian length of the timelike curve σ.
2. We define the timelike diameter of M by diamt(M) := sup{d(p, q) | p, q ∈M}.
Definition 2.10. Let (M, g) be a time-oriented Lorentzian manifold with a continuous metric, and let I ⊆ R
be one of the following intervals (a, b), (a, b], [a, b), or [a, b], where a < b. A future directed timelike curve
γ : I → M is said to be future (past) extendible if, and only if, γ can be extended to I ∪ {b} (I ∪ {a}) as a
continuous curve. Otherwise, γ is called future (past) inextendible. Moreover, we call γ inextendible if, and
only if, γ is future and past inextendible.
Remark 2.11. Note that the notion of future (past) extendibility of timelike curves only requires the ex-
tendibility of the timelike curve as a continuous curve. It thus may well happen that a timelike curve is future
extendible, but we can not extend it to the future as a timelike curve.
Definition 2.12. Let (M, g) be a time-oriented Lorentzian manifold with a continuous metric.
1. We call a smooth embedded hypersurface Σ of M a Cauchy hypersurface in (M, g) if, and only if, Σ is
met exactly once by every inextendible timelike curve.
2. We say that a Lorentzian manifold (M, g) is globally hyperbolic if, and only if, there exists a Cauchy
hypersurface Σ in (M, g).
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Definition 2.13. Let (M, g) be a time-oriented Lorentzian manifold with a continuous metric.
1. Two future directed timelike curves γi : [0, 1] → M , i = 0, 1, with γ0(0) = γ1(0) and γ0(1) = γ1(1)
are called timelike homotopic with fixed endpoints if, and only if, there exists a continuous map Γ :
[0, 1]× [0, 1]→M such that Γ(t, ·) is a future directed timelike curve from γ0(0) to γ0(1) for all t ∈ [0, 1]
and, moreover, Γ(0, ·) = γ0(·) and Γ(1, ·) = γ1(·). The map Γ is also called a timelike homotopy with
fixed endpoints between γ0 and γ1.
2. We say that (M, g) is future one-connected if, and only if, for all p, q ∈ M , any two future directed
timelike curves from p to q are timelike homotopic with fixed endpoints.
The following concept plays an important role in the proof of Theorem 4.11.
Definition 2.14. Given two sets A,B ⊆M , we say that A and B are timelike separated by a set K ⊆M if,
and only if, every timelike curve connecting A and B intersects K - i.e., for any timelike curve σ : [0, 1]→M
with σ(0) ∈ A and σ(1) ∈ B there exists an s0 ∈ [0, 1] with σ(s0) ∈ K.
If K is a closed set, then M \K is again a Lorentzian manifold. In this case, we clearly have that A and
B are timelike seperated by K if, and only if, I+(A,M \K) ∩B = ∅ and I−(A,M \K) ∩B = ∅.
2.3 Extensions of Lorentzian manifolds
In the following we will tacitly assume that all manifolds are connected.
Definition 2.15. Let (M, g) be a time-oriented Lorentzian manifold with a smooth metric g.
1. Let k ∈ N. A Ck-extension of (M, g) is a smooth isometric embedding ι : M ↪→ M˜ of M into a proper
subset6 of a Lorentzian manifold (M˜, g˜), where M˜ is of the same dimension as M , and g˜ is a Ck-regular
metric.
By slight abuse of terminology, we sometimes also call M˜ the extension of M .
2. The Lorentzian manifold (M, g) is called Ck-extendible if, and only if, there exists a Ck-extension of
(M, g). Otherwise, (M, g) is called Ck-inextendible.
Remark 2.16. 1. Of course, the question of extendibility is also of physical interest for Lorentzian man-
ifolds (M, g) which do not have a smooth metric g. However, in this paper, the Lorentzian manifolds
under consideration do have a smooth metric.
2. Note that we did not require in the definition of ‘extendibility’ that (M˜, g˜) is also time-orientable.
However, this notion of ‘extendibility’ is not more general than if one imposed the condition of time-
orientability on (M˜, g˜). To see this, recall that every Lorentzian manifold has a time-orientable double
cover7, to which the isometric embedding can be lifted. However, we will not make use of this fact in
this paper.
3. The notion of a Lorentzian manifold being extendible is global by nature. Although in Section 3.1 of
[10] a definition to capture the idea of a ‘local extension’ was suggested, it was shown by Beem in [1]
that it suffers from the shortcoming that the Minkowski spacetime then has to be considered as locally
extendible.
6Since we have tacitly assumed that all manifolds are connected, this implies ι(M) \ ι(M) 6= ∅.
7See for example 17 Lemma in Chapter 7 of [17].
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The next Lemma shows that, given an extension, it is always possible find a timelike curve which leaves
the original Lorentzian manifold.
Lemma 2.17. Let (M, g) be a time-oriented Lorentzian manifold with a smooth metric, let k ∈ N, and let
ι : M ↪→ M˜ be a Ck-extension of (M, g). Then, there exists a timelike curve γ˜ : [0, 1] → M˜ such that
γ˜
(
[0, 1)
) ⊆ ι(M) and γ˜(1) ∈ M˜ \ ι(M).
Proof. Since ι(M) is a proper subset of the connected manifold M˜ , its boundary ∂
(
ι(M)
)
is non-empty.
Let p˜ ∈ ∂(ι(M)). We can find a small neighbourhood U˜ of p˜ that is time-oriented. Let q˜ ∈ I−(p˜, U˜). We
distinguish two cases:
1. q˜ ∈ ι(M): There exists a timelike curve γ˜ : [0, 1]→ U˜ with γ˜(0) = q˜ and γ˜(1) = p˜. Let
s0 := sup{s ∈ [0, 1] | γ˜
(
[0, s)
) ⊆ ι(M)} .
Since ι(M) is open in M˜ , it follows that γ˜(s0) ∈ M˜ \ ι(M). Reparametrising γ˜|[0,s0] then gives the
timelike curve from the statement of the lemma.
2. q˜ ∈ M˜ \ ι(M): Since I+(q˜, U˜) is open by Proposition 2.6 and contains p˜ ∈ ∂(ι(M)), it must also contain
a point r˜ ∈ ι(M). One now considers a timelike curve γ˜ : [0, 1] → U˜ with γ˜(0) = r˜ and γ˜(1) = q˜ and
proceeds in analogy to the previous case.
The importance of this lemma stems from the fact that it allows us to ‘locate’ the extension. By this
we mean that we can choose a small neighbourhood U˜ of γ˜(1), which then gives us a region ι−1(U˜) in the
original manifold M through which one extends. One can then start using the geometry of this region in
M to show that no such extension is possible. In particular, the lemma entails that if no timelike curve can
leave M , then M must be inextendible.
The proof of the C0-inextendibility of the Schwarzschild spacetime presented in this paper is by contra-
diction. Assuming that there is a C0-extension, the above lemma implies that there must be a timelike curve
leaving the Schwarzschild spacetime. It then follows, that such a timelike curve must either leave through
the curvature singularity in the interior, or through timelike or null infinity in the exterior. Having located
the possible extensions of the Schwarzschild spacetime, we then show that the timelike diameter being infi-
nite in the exterior is a C0-obstruction to extensions (however, one could also use the spacetime volume in
a straightforward way as an obstruction), while in the interior, we show that the spacelike diameter being
infinite forbids C0-extensions.
As an instructive introduction to this scheme, we begin by proving the C0-inextendibility of the Minkowski
spacetime in the next section. In this case, we only need to capture the obstruction to C0-extensions coming
from the infiniteness of the timelike diameter of the Minkowski spacetime.
3 The C0-inextendibility of the Minkowski spacetime
Let d ∈ N≥1. The (d + 1)-dimensional Minkowski spacetime (MMink,m) is given by the smooth manifold
MMink = Rd+1 together with the smooth Lorentzian metric m = − dx20+ dx21+. . .+ dx2d, where (x0, x1, . . . , xd)
are the canonical coordinates on Rd+1. The time orientation is fixed by stipulating that ∂∂x0 is future directed.
A standard result in Lorentzian geometry is the C2-inextendibility of the Minkowski spacetime. This
follows from combining the fact, that for C2-extensions, one can always find geodesics (even timelike ones)
that leave the original Lorentzian manifold, together with the geodesic completeness of (MMink,m).
Here, we establish the following
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Theorem 3.1. For every d ≥ 1, the (d+1)-dimensional Minkowski spacetime (MMink,m) is C0-inextendible.
Proof. The proof is by contradiction and proceeds in three steps.
Step 1: We assume that there exists a Lorentzian manifold (M˜, g˜) with a continuous metric g˜ and an
isometric embedding ι : MMink ↪→ M˜ such that ι(MMink) is a proper subset of M˜ . By Lemma 2.17, we can
then find a timelike curve γ˜ : [−1, 0] → M˜ such that γ := ι−1 ◦ γ˜|[−1,0) : [−1, 0) → MMink is a timelike
curve in MMink and γ˜(0) ∈ M˜ \ ι(MMink). Without loss of generality we can assume that γ is future directed
(otherwise reverse the time orientation), and hence it is future inextendible in MMink.
Step 1.1: By Lemma 2.4, after a possible reparametrisation of γ˜, there is an ε > 0, an open neighbourhood
U˜ ⊆ M˜ of γ˜(0), and a chart ϕ˜ : U˜ → (−ε, ε)d+1 such that
1. (ϕ˜ ◦ γ˜)(s) = (s, 0, . . . , 0) holds for s ∈ (−ε, 0]
2.
∣∣ g˜µν(x)−mµν ∣∣ < δ holds for all x ∈ (−ε, ε)d+1 ,
where δ > 0 is small and to be fixed in the following.
Let 0 < a < 1 and let < ·, · >Rd+1 denote the Euclidean inner product on Rd+1 and | · |Rd+1 the associated
norm. We introduce the following notation:
• C+a :=
{
X ∈ Rd+1 | <X,e0>Rd+1|X|Rd+1 > a
}
• C−a :=
{
X ∈ Rd+1 | <X,e0>Rd+1|X|Rd+1 < −a
}
• Cca :=
{
X ∈ Rd+1 | − a < <X,e0>Rd+1|X|Rd+1 < a
}
.
Here, C+a is the forward cone of vectors which form an angle of less than cos
−1(a) with the x0-axis, and C−a is
the corresponding backwards cone. In Minkowski space, the forward and backward cones of timelike vectors
correspond to the value a = cos(pi4 ) =
1√
2
.
Since 58 <
1√
2
< 56 , we can now choose δ > 0 such that in the chart ϕ˜ from above all vectors in C
+
5/6 are
future directed timelike, all vectors in C−5/6 are past directed timelike, and all vectors in C
c
5/8 are spacelike.
Step 1.2: We show that for x ∈ (−ε, ε)d+1 we have the following inclusion relations
I+(x, (−ε, ε)d+1) ⊆ (x+ C+5/8) ∩ (−ε, ε)d+1
I−(x, (−ε, ε)d+1) ⊆ (x+ C−5/8) ∩ (−ε, ε)d+1 . (3.2)
We only prove the first inclusion relation of (3.2), the second follows by reversing the time orientation.
So let σ : [0, L] → (−ε, ε)d+1 be a future directed timelike curve with σ(0) = x, and we impose that σ is
parametrised by arc-length with respect to the Euclidean metric on Rd+1. Here, L = LEuclidean(σ) > 0 is
the Euclidean length of the curve σ. Let us first assume that σ is smooth. Since σ is timelike and future
directed, it follows that σ˙(s) ∈ C+5/8 for all s ∈ [0, L].
We then compute
< σ(L)− x, e0 >Rd+1
|σ(L)− x|Rd+1
=
∫ L
0
< σ˙(s′), e0 >Rd+1 ds′
|σ(L)− x|Rd+1
>
5
8
· L|σ(L)− x|Rd+1
≥ 5
8
, (3.3)
where we have used that L ≥ |σ(L) − x|Rd+1 . It now follows that σ(L) ∈ x + C+5/8. If σ is only piecewise
smooth, one splits the integral in (3.3) into a sum of integrals over the smooth segments of σ. This proves
(3.2).
It now follows from (3.2) that we can choose s0 ∈ (0, ε) such that the closure of
I−
(
0, (−ε, ε)d+1) ∩ I+((−s0, 0, . . . , 0), (−ε, ε)d+1)
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in (−ε, ε)d+1 is compact.
Step 1.3: We show that the timelike diameter of I−
(
0, (−ε, ε)d+1) ∩ I+((−s0, 0, . . . , 0), (−ε, ε)d+1) is
bounded.
Clearly, we have
diamt
(
I−
(
0, (−ε, ε)d+1) ∩ I+((−s0, 0, . . . , 0), (−ε, ε)d+1)) = d(−ε,ε)d+1((−s0, 0, . . . , 0), 0) ,
where d(−ε,ε)d+1 is the Lorentzian distance function in (−ε, ε)d+1. So let σ : [−s0, 0] → (−ε, ε)d+1 be future
directed with σ(−s0) = (−s0, 0, . . . , 0) and σ(0) = 0. To simplify notation, we assume again that σ is smooth.
The general case is not more difficult.
Since σ˙(s) ∈ C+5/8 for all s ∈ [0, 1], we have dx0
(
σ˙(s)
)
> 0. It follows that we can reparametrise σ so that
we can assume without loss of generality that σ : [−s0, 0]→ (−ε, ε)d+1 is given by
σ(s) =
(
s, σ(s)
)
.
From σ˙(s) ∈ C+5/8 for all s ∈ [−s0, 0], it follows that
5
8
<
< σ˙(s), e0 >Rd+1
|σ˙(s)|Rd+1
=
1√
1 + |σ˙(s)|Rd
.
Hence, we obtain |σ˙(s)|Rd <
√
39
5 for all s ∈ [−s0, 0]. It now follows that
0∫
−s0
√
−g˜(σ˙(s), σ˙(s)) ds = 0∫
−s0
√√√√−[g˜00 + 2 d∑
i=1
g˜0iσ˙i(s) +
d∑
i,j=1
g˜ij σ˙i(s)σ˙j(s)
]
ds
is bounded by a constant Ctd > 0 which is independent of σ, since every term in the integral can be bounded
by a constant independently of σ.
Step 2: We show that for every C > 0 there exists an s1 ∈ (0, s0) such that, in MMink, γ|[−s0,−s1] is
timelike homotopic with fixed endpoints to a timelike curve of length greater than C.
The proof of Step 2 requires two ingredients.
Step 2.1: Any future directed timelike curve λ : [0, 1]→MMink is timelike homotopic with fixed endpoints
to the unique Lorentzian length maximising timelike geodesic from λ(0) to λ(1).
Recall that for p, q ∈MMink with p q, the unique Lorentzian length maximising timelike geodesic from p
to q is given by the straight line connecting p with q. Also recall that the concatenation λ0∗λ1 : [0, 1]→MMink
of two curves λ0 : [0, 1]→MMink and λ1 : [0, 1]→MMink with λ0(1) = λ1(0) is given by
λ0 ∗ λ1(s) =
λ0(2s) for 0 ≤ s ≤ 12λ1(2s− 1) for 12 ≤ s ≤ 1 .
Without loss of generality we can assume that λ(0) = 0. For X ∈ T0MMink ≈ MMink, we denote with
σX : [0, 1] → MMink the geodesic given by σX(s) = s · X. A timelike homotopy Γ : [0, 1] × [0, 1] → MMink
with fixed endpoints between λ and the Lorentzian length maximising geodesic σλ(1) is given by
Γ(t, s) =
(
σλ(t) ∗ λ|[t,1]
)
(s) ,
where λ|[t,1] is understood to be reparametrised to the interval [0, 1] (for example by a linear rescaling).
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Step 2.2: Let λ : [0,∞) → MMink be a future directed and future inextendible timelike curve. Then
d
(
λ(0), λ(s)
)→∞ for s→∞.
After a translation of the coordinate system we can again assume that λ(0) = 0, so that d
(
λ(0), λ(s)
)
is given by
√
−m(λ(s), λ(s)). Moreover, after an additional Lorentz transformation, we can choose the
coordinates on MMink such that γ(1) = (∆, 0, . . . , 0) for some ∆ > 0. The future inextendibility of λ =
(λ0, λ1, . . . , λd) implies that
λ0(s)→∞ for s→∞ . (3.4)
Moreover, since λ is a timelike curve, we obtain
0 ≥ m(λ(s)− λ(1), λ(s)− λ(1)) = m(λ(s), λ(s))− 2m(λ(s), λ(1))+m(λ(1), λ(1)) . (3.5)
From (3.5), together with (3.4), it now follows that
−m(λ(s), λ(s)) ≥ −2m(λ(s), λ(1))+m(λ(1), λ(1))→∞ for s→∞ ,
which proves Step 2.2.
We now finish the proof of Step 2. Let C > 0 be given. By Step 2.2, we can find an s1 ∈ (0, s0)
such that dMMink
(
γ(−s0), γ(−s1)
)
> C, where dMMink is the Lorentzian distance function in (MMink,m).
By Step 2.1, we can find a timelike homotopy Γ : [0, 1] × [0, 1] → MMink with fixed endpoints between
γ|[−s0,−s1] and the Lorentzian distance maximising geodesic from γ(−s0) to γ(−s1) of Lorentzian length
dMMink
(
γ(−s0), γ(−s1)
)
> C.
Step 3: We show that the result of Step 2 contradicts the result of Step 1.3.
Let us first point out that, a priori, the bound
diamt
(
I−
(
0, (−ε, ε)d+1) ∩ I+((−s0, 0, . . . , 0), (−ε, ε)d+1)) = d(−ε,ε)d+1((−s0, 0, . . . , 0), 0) ≤ Ctd (3.6)
from Step 1.3 does not rule out the existence of timelike curves in MMink from γ(−s0) to γ(−s1) of Lorentzian
length bigger than Ctd, where s1 ∈ (0, s0). However, as we will show now, the bound (3.6) rules out the
existence of timelike curves in MMink from γ(−s0) to γ(−s1) of Lorentzian length bigger than Ctd, which,
moreover, are timelike homotopic to γ|[−s0,−s1] with fixed endpoints.
By Step 2, there is an s1 ∈ (0, s0) and a timelike homotopy Γ : [0, 1]× [0, 1]→MMink with fixed endpoints
between γ|[−s0,−s1] and a timelike curve from γ(−s0) to γ(−s1) of Lorentzian length greater than Ctd. Then,
ι ◦Γ : [0, 1]× [0, 1]→ M˜ is a timelike homotopy with fixed endpoints between γ˜|[−s0,−s1] and a timelike curve
from γ˜(−s0) to γ˜(−s1) of Lorentzian length greater than Ctd.
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We claim that ι ◦ Γ actually maps into U˜ . This is seen as follows: Let I ⊂ [0, 1] denote the set of all
t ∈ [0, 1] such that ι ◦ Γ(t, ·) is a timelike curve in U˜ . Clearly, I is non-empty, since ι ◦ Γ(0, ·) = γ˜|[−s0,−s1](·)
(modulo parametrisation). Moreover, the openness of U˜ implies the openness of I, and since we have chosen
s0 ∈ (0, ε) such that the closure of I−
(
γ˜(0), U˜
) ∩ I+(γ˜(−s0), U˜) in M˜ is contained in U˜ , it also follows that
I is closed in [0, 1]. This yields I = [0, 1] and hence proves the claim.
Thus, we have shown that ϕ˜◦ι◦Γ(1, ·) is, firstly, well-defined, and secondly, is a timelike curve in (−ε, ε)d+1
from (−s0, 0, . . . , 0) to (−s1, 0, . . . , 0) of length greater than Ctd, which contradicts the bound (3.6) from Step
1.3. This concludes the proof of Theorem 3.1.
4 The C0-inextendibility of the Schwarzschild spacetime
4.1 The Schwarzschild spacetime
Let d ∈ N≥3, m > 0, and r+ := (2m) 1d−2 . Moreover, we define D(r) := 1− 2mrd−2 = 1−
rd−2+
rd−2 .
The Schwarzschild exterior
Consider the smooth manifold Mext := R ×
(
(2m)
1
d−2 ,∞) × Sd−1, where m > 0 is a parameter. We denote
with t and r the canonical coordinate functions on R and
(
(2m)
1
d−2 ,∞), respectively. A smooth Lorentzian
metric gext is given on Mext by
gext = −
(
1− 2m
rd−2
)
dt2 +
(
1− 2m
rd−2
)−1
dr2 + r2 γ˚d−1 , (4.1)
where γ˚d−1 is the standard metric on the unit (d− 1)-sphere. The Lorentzian manifold (Mext, gext) is called
the exterior of a d+ 1 dimensional Schwarzschild black hole with mass m. It was introduced in 1916 in [19]
by Schwarzschild for d = 3, where he also showed that it is a solution to the vaccum Einstein equations
Ric(g) = 0. In 1963, Tangherlini generalised Schwarzschild’s metric to higher dimensions, cf. [21].
We define a time-orientation on (Mext, gext) by stipulating that
∂
∂t is future directed.
The Schwarzschild interior
Consider the smooth manifold Mint := R ×
(
0, (2m)
1
d−2
) × Sd−1, where m > 0 is a parameter. We denote
with t and r the canonical coordinate functions on R and
(
0, (2m)
1
d−2
)
, respectively. A smooth Lorentzian
metric gint is given on Mint by
gint = −
(
1− 2m
rd−2
)
dt2 +
(
1− 2m
rd−2
)−1
dr2 + r2 γ˚d−1 . (4.2)
The Lorentzian manifold (Mint, gint) is called the interior of a d + 1 dimensional Schwarzschild black hole
with mass m. We define a time-orientation on (Mint, gint) by stipulating that − ∂∂r is future directed.
The maximal analytic extension of the Schwarzschild spacetime
We first discuss in some more detail the 3+1-dimensional case. Consider the smooth manifoldMmax := H×S2,
where H :=
{
(u, v) ∈ R2 |uv < 1}. We define the four regions
I := {u < 0} ∩ {v > 0}
II := {u > 0} ∩ {v > 0}
III := {u < 0} ∩ {v < 0}
IV := {u > 0} ∩ {v < 0} .
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In the following we will define an analytic function r : H → (0,∞).
We begin by defining r∗ : (2m,∞)→ (−∞,∞) by
r∗(r) = r + 2m log
( r
2m
− 1) . (4.3)
Note that r ∗ (r) satisfies dr∗dr = 1D(r) . Consider now F : (2m,∞)→ (0,∞), given by
F (r) := e
r∗(r)
2m =
( r
2m
− 1)e r2m . (4.4)
We observe
1. F is analytic and thus extends by analytic continuation to F˜ : (0,∞)→ (−1,∞)
2. Also by analytic continuation we obtain from (4.4) that F˜ ′(r) = r4m2 e
r
2m > 0
3. We have F˜ (r)→ −1 for r → 0, and F˜ (r)→∞ for r →∞.
Hence, F˜ is bijective and has an analytic inverse F˜−1 : (−1,∞)→ (0,∞). We now define r : H → (0,∞) by
r(u, v) := F˜−1(−uv) ,
which is analytic.8
Finally, the Lorentzian metric on Mmax is given by
gmax = −16m
3
r
e−
r
2m
(
du⊗ dv + dv ⊗ du)+ r2 γ˚2 .
We fix the time orientation by demanding that ∂v+∂u is future directed. A Penrose diagram of (Mmax, gmax),
i.e., H, is depicted below.
u v
I
II
III
IV
Note that the hypersurfaces {u = 0} and {v = 0}, which separate the regions I − IV , are null hypersurfaces.
Moreover, we consider the functions
tI : I → R, tI(u, v) := 2m log
(− v
u
)
tII : II → R, tII(u, v) := 2m log
( v
u
)
tIII : III → R, tIII(u, v) := 2m log
( v
u
)
tIV : IV → R, tIV (u, v) := 2m log
(− v
u
)
.
(4.5)
It can now be checked that the maps (u, v, ω) 7→ (tA(u, v), r(u, v), ω), where ω ∈ S2, are time orientation
preserving isometries between region A and Mext for A ∈ {I, IV }, and between region A and Mint for
A ∈ {II, III}.
8Note that in region I this implies −uv = e r
∗
2m .
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The coordinates we have chosen to represent the maximal analytic extension of the Schwarzschild space-
time are due to Kruskal, cf. the paper [13] from 1960. Already in 1950, Synge had described this maximal
extension in his paper [20], using, however, a less concise choice of coordinates. In fact, he extended the
‘metric components’ even beyond {r = 0}, however, at {r = 0} they don’t define a Lorentz metric.
The form of the maximal analytic Schwarzschild spacetime in dimensions d > 3 is slightly more com-
plicated due to a slightly more complicated form of the so-called ‘tortoise coordinate’ r∗(r), but otherwise
proceeds analogously:
The only zero on the positive real axis of the rational function D(r) = 1 − r
d−2
+
rd−2 is the simple zero at
r = r+. Moreover, note that D
′(r+) = d−2r+ . Hence, we can express
1
D(r) as
1
D(r)
=
r+/d−2
r − r+ + w(r) ,
where w(r) is an analytic function on [0,∞). We fix a c > r+ and define an analytic function r∗ : (r+,∞)→
(−∞,∞) by
r∗(r) =
∫ r
c
1
D(r′)
dr′ =
∫ r
c
r+/d−2
r′ − r+ dr
′ +
∫ r
c
w(r′) dr′ =
r+
d− 2 log(r − r+) +W (r) , (4.6)
where W (r) is an analytic function on [0,∞). Note that r∗(r)→∞ for r →∞ since 1D(r) > 12 for r > r0, r0
large enough. We proceed by defining an analytic function F : (r+,∞)→ (0,∞) by
F (r) = e
d−2
r+
r∗(r)
= (r − r+)e
d−2
r+
W (r)
.
Clearly, F extends analytically to a F˜ : (0,∞)→ (− r+e d−2r+ W (0),∞), and we compute
dF˜
dr
(r) =
d− 2
r+
dr∗
dr
F˜ (r) =
d− 2
r+
1
D(r)
F˜ (r) =
d− 2
r+
rd−2
rd−2 − rd−2+
(r − r+)e
d−2
r+
W (r)
> 0 ,
since rd−2 − rd−2+ has a simple zero at r = r+. Hence, F˜ is bijective and has an analytic inverse F˜−1 :(− r+e d−2r+ W (0),∞)→ (0,∞).
We now set H :=
{
(u, v) ∈ R2 |uv < r+e
d−2
r+
W (0)}
, and define Mmax := H × Sd−1. Moreover, define
r : H → (0,∞) by r(u, v) := F˜−1(−uv). Finally, the Lorentzian metric on Mmax is given by
gmax = − 2r+
(d− 2)F˜ ′(r)
(
du⊗ dv + dv ⊗ du)+ r2 γ˚d−2 .
The time orientation is fixed by stipulating that ∂u + ∂v is future pointing. We conclude by remarking
that H can again be partitioned into four regions I − IV , separated by the null hypersurfaces {u = 0} and
{v = 0}, such that I and IV are isometric to (Mext, gext), and II and III are isometric to (Mint, gint). The
t-component of the isometries is again being given by (4.5), where 2m needs to be replaced by r+d−2 . Also
recall that we have r < r+ in regions II and III, r > r+ in regions I and IV , and r = r+ one {u = 0} and
{v = 0}.
The Eddington-Finkelstein v∗ coordinate in the exterior
Using (4.3), (4.6), respectively, we define the Eddington-Finkelstein coordinate v∗ : Mext → R by
v∗(t, r, ω) := t+ r∗(r) .
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Note that under the above identification (i.e., the one induced by (4.5)) of region I with Mext, the Eddington-
Finkelstein coordinate v∗ is also given by
v∗ =
2r+
d− 2 log v . (4.7)
In (v∗, r) coordinates for Mext, the metric (4.1) takes the form
gext = −D(r) (dv∗)2 + dv∗ ⊗ dr + dr ⊗ dv∗ + r2 γ˚d−2 . (4.8)
4.2 The main theorem
Theorem 4.9. The maximal analytic extension (Mmax, gmax) of the Schwarzschild spacetime is C
0-inextendible.
This theorem can be easily deduced from the following two theorems:
Theorem 4.10. There does not exist a C0-extension ι : Mext ↪→ M˜ and a timelike curve γ : [−1, 0)→Mext
with (v∗ ◦ γ)(s)→∞ for s↗ 0 such that ι ◦ γ : [−1, 0)→ M˜ can be extended as a timelike curve to [−1, 0].
Theorem 4.11. There does not exist a C0-extension ι : Mint ↪→ M˜ and a timelike curve γ : [−1, 0)→Mint
with (r ◦ γ)(s)→ 0 for s↗ 0 such that ι ◦ γ : [−1, 0)→ M˜ can be extended as a timelike curve to [−1, 0].
Proof of Theorem 4.9 from Theorems 4.10 and 4.11: The proof is by contradiction, so we assume that there
is a C0-extension (M˜, g˜) of (Mmax, gmax), where ι : Mmax ↪→ M˜ is the isometric embedding. By Lemma 2.17,
there exists a timelike curve γ˜ : [−1, 0] → M˜ such that γ := ι−1 ◦ γ˜|[−1,0) → Mmax is a timelike curve in
Mmax and γ˜(0) ∈ M˜ \ ι(Mmax). Without loss of generality we can assume that γ is future directed (otherwise
reverse the time orientation of Mmax), and thus it is future inextendible in Mmax.
Since ∂u and ∂v are future directed, we obtain from gmax(γ˙, ∂u) < 0 and gmax(γ˙, ∂v) < 0 that γ˙u > 0 and
γ˙v > 0. Since γ is also future inextendible in Mmax, we obtain that one of the following cases must hold:
(i) γu(s)↗ u0 ≤ 0 and γv(s)↗∞ for s↗ 0
(ii) γu(s)↗∞ and γv(s)↗ v0 ≤ 0 for s↗ 0
(iii) γu(s) > 0 and γv(s) > 0 for s close enough to 0 and γu(s) · γv(s)↗ r+e
d−2
r+
W (0)
(or ↗ 1 for d = 3) for
s↗ 0.
We distinguish the following cases:
• In the cases (i) and (ii), γ is eventually contained in either region I or in region IV . Since both regions
are isometric, let us assume without loss of generality, that γ is contained in region I, which we identify
with Mext as explained above. It then follows from (4.7), that (v
∗ ◦ γ)(s) → ∞ for s ↗ 0. Moreover,
the extension M˜ clearly furnishes a C0-extension of Mext in which γ can be extended to the future as
a timelike curve. This, however, is a contradiction to Theorem 4.10.
• In the case (iii), γ is eventually contained in region II, which we identify with Mint. It follows that
(r ◦ γ)(s) → 0 for s ↗ 0. Moreover, M˜ then also furnishes a C0-extension of Mint in which γ can be
extended to the future as a timelike curve. This is in contradiction to Theorem 4.11.
It thus remains to prove the Theorems 4.10 and 4.11.
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4.3 Proof of Theorem 4.10
The proof of Theorem 4.10 proceeds in analogy to the proof of Theorem 3.1. However, we need to prove
the analogous statement to Step 2 for the case of the Schwarzschild exterior. Step 2.1 will be replaced by
Proposition 4.12, and Step 2.2 by Proposition 4.14.
Proposition 4.12. The exterior of the Schwarzschild spacetime (Mext, gext) is future one-connected.
Note that the proof of Step 2.1 for the Minkowskian case shows, in particular, that the Minkowski space-
time is future one-connected. Moreover, the proof given there can be transferred whenever the exponential
map induces a global chart for the Lorentzian manifold. This, however, is clearly not the case for the
Schwarzschild exterior.
Proof. The proof proceeds in two steps.
Step 1: Reduction to a Riemannian problem.
We first note that whether a Lorentzian manifold is future one-connected or not depends only on the
conformal class of the metric. Thus, we can show instead that Mext endowed with the Lorentzian metric
hext :=
(
1− 2m
rd−2
)−1
gext = − dt2 + 1(
1− 2m
rd−2
)2 dr2 + r21− 2m
rd−2
γ˚d−1 =: − dt2 + hext
is future one-connected. Note here, that (Mext, hext) is a product of the Riemannian manifold
(
M ext =(
(2m)
1
d−2 ,∞)×Sd−1, hext) and (R,− dt2). The advantage of working with such a product Lorentzian manifold
is that the causality relations are determined purely by the geometry of the Riemannian factor.
We first note that any future directed timelike curve γ can be reparametrised by the t-coordinate, i.e., by
slight abuse of notation, such that γ : [t0, t1]→Mext is given by
γ(t) =
(
t, γ(t)
)
,
where t0, t1 ∈ R with t0 < t1.
Since
0 > hext
(
γ˙(t), γ˙(t)
)
= −1 + hext
(
γ˙(t), γ˙(t)
)
holds for all t ∈ [t0, t1], it follows that ||γ˙(t)||Mext < 1.
Vice versa, given a curve γ : [t0, t1] → M ext which satisfies ||γ˙(t)||Mext < 1 for all t ∈ [t0, t1], then
γ(t) =
(
t, γ(t)
)
is a future directed timelike curve9.
Similarly, let Γ : [0, 1]× [t0, t1]→M ext be a homotopy with fixed endpoints which satisfies in addition
(i) Γ(u, ·) is a piecewise smooth curve for all u ∈ [0, 1]
(ii) ||∂tΓ(u, t)||Mext < 1 holds for all (u, t) ∈ [0, 1]× [t0, t1].
Then Γ : [0, 1] × [t0, t1] → Mext, given by Γ(u, t) =
(
t,Γ(u, t)
)
is a timelike homotopy with fixed endpoints.
Thus, we say that a homotopy Γ with fixed endpoints has the timelike lifting property if, and only if, it
satisfies (i) and (ii).
To prove that (Mext, hext) is future one-connected, we need to show that if γi : [t0, t1] → Mext, γi(t) =(
t, γi(t)
)
, where i = 0, 1, are two future directed timelike curves with γ0(0) = γ1(0) and γ0(1) = γ1(1), then
there exists a timelike homotopy Γ : [t0, t1]×[t0, t1]→Mext with fixed endpoints between γ0 and γ1. As shown
9Paraphrased as a geometric statement, this shows that for t0 < t1 and p0, p1 ∈ Mext the causal relation (t0, p0) (t1, p1)
holds if, and only if, dMext (p0, p1) < |t1 − t0|
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above, the timelike curves γ0 and γ1 project down to piecewise smooth curves γ0, γ1 : [t0, t1] → M ext with
||γ˙i(t)||Mext < 1 for all t ∈ [t0, t1], for i = 0, 1. By the above argument, it suffices to show that there exists
a homotopy Γ with fixed endpoints between γ0 and γ1 which has the timelike lifting property. Moreover, we
can assume that t0 = 0 and t1 = T .
By concatenation of homotopies, this follows from Step 2:
Step 2: Let γ : [0, T ] → M ext be a piecewise smooth curve with ||γ˙(t)||Mext < 1 for all t ∈ [0, T ]. We
write γ(t) =
(
γr(t), γω(t)
)
, where γr is the projection of γ on
(
(2m)
1
d−2 ,∞), while γω is the projection on
Sd−1.
If γω(0) 6= −γω(T ), then there exists a continuous homotopy Γ : [0, T ]×[0, T ]→M ext with fixed endpoints
between γ and the unique shortest curve from γ(0) to γ(T ) which, moreover, has the timelike lifting property.
If γω(0) = −γω(T ), then there exists a continuous homotopy Γ : [0, T ]×[0, T ]→M ext with fixed endpoints
between γ and the unique shortest curve σ from γ(0) to γ(T ), such that the projection σω traces out a fixed
geodesic arc (half a great circle) on Sd−1 connecting γω(0) with γω(T ) which, moreover, has the timelike
lifting property.
We prove the statement of Step 2 in several steps. The idea behind steps 2.1 - 2.4 is to first transform γω
to a shortest geodesic arc while leaving γr unchanged. The homotopy is constructed using the exponential
map on the sphere Sd−1 in a way similar to the argument already encountered in Step 2.1 of the proof of
Theorem 3.1. This however requires a small perturbation of the curve such that the image of the curve is
disjoint from the point antipodal to the base point of the exponential map. This perturbation is constructed
in the steps 2.1 and 2.2. Having straightened out the angular part of γ, the problem is reduced to shortening
the curve even further in a two-dimensional submanifold of M ext, which has negative Gauss curvature. The
Cartan-Hadamard Theorem then allows us to shorten the curve using again the exponential map.
Step 2.1: Since γ : [0, T ] → M ext is piecewise smooth with ||γ˙||Mext < 1, there exists a δ > 0 such that
γ is smooth on [0, δ], and, moreover, there exists an ε > 0 such that ||γ˙(t)||Mext < 1− ε for all t ∈ [0, δ]. We
define λ : [0, εδ]× [0, T ]→ [0, T ] by
λ(u, t) :=

0 for 0 ≤ t ≤ u
(t− u) δδ−u for u ≤ t ≤ δ
t for δ ≤ t ≤ T ,
and set
Γ1(u, t) := γ
(
λ(u, t)
)
.
Note that δδ−u ≤ 11−ε for all u ∈ [0, εδ], and thus we have ||∂tΓ1||Mext < 1. It now follows that Γ1 :
[0, εδ] × [0, T ] → M ext is a homotopy with fixed endpoints that has the timelike lifting property. We set
Γ1(εδ, ·) =: γ(1)(·).
Step 2.2: Applying Sard’s Theorem to each smooth component of γω, we infer that the image Im(γω)
of γω has measure zero in Sd−1. Let ρ0 =
εδD
1/2
(
γr(0)
)
2γr(0)
. It follows that
there exists an ω0 ∈ Bρ0
(
γω(0)
)
, such that Im(γω) ⊆ Sd−1 \ {−ω0}, and such that the
closed geodesic arc from ω0 to γω(0) intersects −γω(T ) at most in γω(0).
(4.13)
We consider the exponential map expγω(0) : Tγω(0)S
d−1 ⊇ Bpi(0)→ Sd−1 with base point γω(0). Recall, that
21
it is a diffeomorphism on Bpi(0). We now define Γ2 : [0, 1]× [0, T ]→M ext by
Γ2(u, t) :=

(
γ
(1)
r (0), expγω(0)
[
t
εδ/2 · u · exp−1γω(0)(ω0)
])
for 0 ≤ t ≤ εδ2(
γ
(1)
r (0), expγω(0)
[ (εδ−t)
εδ/2 · u · exp−1γω(0)(ω0)
])
for εδ2 ≤ t ≤ εδ
γ(1)(t) for εδ ≤ t ≤ T .
We compute for t ∈ [0, εδ2 ]
||∂tΓ2(u, t)||2Mext =
[
γr(0)
]2 · 1
D
(
γr(0)
) · u2(
εδ/2
)2 · || exp−1γω (0)(ω0)||2Sd−1
=
[
γr(0)
]2 · 1
D
(
γr(0)
) · u2(
εδ/2
)2 · d2Mext(ω0, γω(0))
< u2
≤ 1 ,
where we have used (4.13). We set γ(2)(·) := Γ2(1, ·). Hence, Γ2 is a homotopy with fixed endpoints between
γ(1) and γ(2) that has the timelike lifting property. Note that γ(2)( εδ2 ) = ω0.
Step 2.3: We now use the exponential map expω0 : Tω0S
d−1 ⊇ Bpi(0) → Sd−1 based at ω0 to define
Γ3 : [
εδ
2 , T ]× [0, T ]→M ext by
Γ3(u, t) :=

γ(2)(t) for 0 ≤ t ≤ εδ2(
γ
(2)
r (t), expω0
[
f(t, u) exp−1ω0
(
γ
(2)
ω (u)
)])
for εδ2 ≤ t ≤ u
γ(2)(t) for u ≤ t ≤ T ,
where
f(t, u) :=
∫ t
εδ/2
||γ˙(2)ω (t′)||Sd−1 dt′∫ u
εδ/2
||γ˙(2)ω (t′)||Sd−1 dt′
.
We compute
∂tf(t, u) =
||γ˙(2)ω (t)||Sd−1∫ u
εδ/2
||γ˙(2)ω (t′)||Sd−1 dt′
≤ ||γ˙
(2)
ω (t)||Sd−1
dSd−1
(
ω0, γ
(2)
ω (u)
) = ||γ˙(2)ω (t)||Sd−1|| exp−1ω0 (γ(2)ω (u))||Sd−1
and, thus, for t ∈ [ εδ2 , u] we obtain
||∂tΓ3(u, t)||2Mext = D
−2(γ(2)r (t)) · [γ˙(2)r (t)]2 + [γ(2)r ]2 ·D−1(γ(2)r (t)) · |∂tf(t, u)|2 · || exp−1ω0 (γ(2)ω (u))||2Sd−1
≤ ||γ˙(2)(t)||2
Mext
< 1 .
Setting γ(3)(·) := Γ3(T, ·), it follows that Γ3 is a homotopy with fixed endpoints between γ(2) and γ(3) which
has the timelike lifting property.
Step 2.4: We now consider the exponential map expγω(T ) : Tγω(T )S
d−1 ⊇ Bpi(0)→ Sd−1 based at γω(T ).
By the choice of ω0, (4.13), we have Im(γ
(3)
ω ) \
{
γ
(3)
ω (0)
} ⊆ Sd−1 \ {− γ(3)ω (T )}. Hence, Γ4 : [0, T )× [0, T ]→
M ext, defined by
Γ4(u, t) :=
γ
(3)(t) for 0 ≤ t ≤ T − u(
γ
(3)
r (t), expγω(T )
[
f(t, u) exp−1γω(T )
(
γ
(3)
ω (T − u)
)])
for T − u ≤ t ≤ T ,
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where
f(t, u) =
∫ T
t
||γ˙(3)ω (t′)||Sd−1 dt′∫ T
T−u ||γ˙
(3)
ω (t
′)||Sd−1 dt′
,
is well-defined. If γω(0) 6= −γω(T ), then one can extend Γ4 to [0, T ] × [0, T ] by the above definition. In
the case γω(0) = −γω(T ), we introduce spherical normal coordinates (ρ, θ) for Sd−1 at γω(T ), and express
γ
(3)
ω (t) with respect to these coordinates by
(
ρ(t), θ(t)
)
. It now follows that Γ4(u, ·) converges for u↗ T to a
piecewise smooth curve such that its projection onto the sphere Sd−1 traces out the geodesic arc parametrised,
in the spherical normal coordinates, by ρ 7→ (ρ, limt↘0 θ(t)), ρ ∈ [0, pi). In this case this limit curve furnishes
the extension of Γ4. Moreover, after a homotopy of rotations, we can assume that the projection on the
sphere Sd−1 of this limit curve lies in a fixed two-dimensional plane in Rd ⊇ Sd−1 through 0, γω(0), and
γω(T ).
Finally, we set γ(4)(·) := Γ4(T, ·), and as in Step 2.3 one computes that Γ4 is a homotopy with fixed
endpoints between γ(3) and γ(4) that has the timelike lifting property.
Step 2.5: We now introduce standard coordinates on Sd−1 such that the S1, in which γ(4)ω is mapping,
is parametrised by ϕ ∈ (0, 2pi). We now consider the submanifold F := ((2m) 1d−2 ,∞)× S1 ⊆M ext with the
induced Riemannian metric
hF :=
1[
D(r)
]2 dr2 + r2D(r) dϕ2 .
The Gauss curvature of (F, hF ) is computed to be
KF =
1
2
D(r)D′′(r)− 1
4
[
D′(r)
]2
.
Moreover, we have D′(r) = 2m(d − 2)r1−d > 0, and D′′(r) = −2m(2 − d)(1 − d)r−d < 0, so the Gauss
curvature of F is negative. Moreover, it is easy to see that (F, hF ) is complete: let σ :
(
(2m)
1
d−2 , a
) → F ,
σ(r) =
(
r, ϕ(r)
)
, be a C1 curve, where a > (2m)
1
d−2 . We compute
L(σ) =
∫ a
(2m)
1
d−2
√
hF
(
σ˙(r), σ˙(r)
)
dr ≥
∫ a
(2m)
1
d−2
1
D(r)
dr =
∫ a
(2m)
1
d−2
rd−2
rd−2 − 2m dr =∞ .
We now consider the universal cover piF : F˜ =
(
(2m)
1
d−2 ,∞) × R → F of F and lift γ(4) to a curve
γ
(4)
lift : [0, T ] → F˜ . Clearly, F˜ with the induced Riemannian metric hF˜ is complete, has negative Gauss
curvature, and is simply connected. Hence, the Cartan-Hadamard Theorem (see for instance Theorem 11.5 in
[14]) states, in particular, that exp
γ
(4)
lift(0)
: T
γ
(4)
lift(0)
F˜ → F˜ is a diffeomorphism. Define Γ5,lift : [0, T ]×[0, T ]→ F˜
by
Γ5,lift(u, t) :=
expγ(4)lift(0)
(
t
u exp
−1
γ
(4)
lift(0)
[
γ
(4)
lift(u)
])
for 0 ≤ t ≤ u
γ
(4)
lift(t) for u ≤ t ≤ T .
Note that for 0 ≤ t ≤ u, we have
||∂tΓ5,lift(u, t)||F˜ =
1
u
|| exp−1
γ
(4)
lift(0)
(
γ
(4)
lift(u)
)||F˜ = 1udF˜ (γ(4)lift(0), γ(4)lift(u)) < 1 ,
where we have used for the second equality that exp
γ
(4)
lift(0)
is a diffeomorphism, while for the inequality
that ||γ˙(4)(t)||F < 1 together with piF being a local isometry. We now define Γ5 : [0, T ] × [0, T ] → F by
Γ5(u, t) := piF ◦ Γ5(u, t), and it is clear that Γ5 is a homotopy with fixed endpoints between γ(4) and the
unique shortest curve from γ(0) to γ(T ) (in the case of γω(0) = −γω(T ), with the additional requirement as
in the statement of Step 2) that has the timelike lifting property. Concatenating the homotopies Γ1 up to Γ5
finishes the proof of Step 2, and thus proves Proposition 4.12.
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Proposition 4.14. Let γ : [0,∞) → Mext be a future directed timelike curve with (v∗ ◦ γ)(s) → ∞ for
s→∞. It then follows that dMext
(
γ(0), γ(s)
)→∞ for s→∞.
Proof. We distinguish the following two cases:
Case 1: (r ◦ γ)(s)→∞ for s→∞.
Let R > r+ be sufficiently large such that D(r) >
1
2 for all r > R. By assumption there exists an s0 > 0
such that for all s ≥ s0 we have γr(s) > R. Let us define Mext,R := Mext ∩ {r > R}. Clearly, it suffices to
prove d(
Mext,R,gext
)(γ(s0), γ(s))→∞ for s→∞.
Considering again the conformal metric
hext :=
1
D(r)
gext = − dt2 + 1[
D(r)
]2 dr2 + r2D(r) γ˚d−2 = − dt2 + hext
on Mext,R =: R×M ext,R, we note that γ : [s0,∞)→Mext,R is also timelike in
(
Mext,R, hext
)
. Moreover, for
s1 > s0, we have
L(Mext,R,gext)
(
γ|[s0,s1]
)
>
1√
2
L(Mext,R,hext)
(
γ|[s0,s1]
)
.
It thus suffices to show d(
Mext,R,hext
)(γ(s0), γ(s))→∞ for s→∞.
Without loss of generality we can assume that γ : [s0,∞)→Mext,R is parametrised by the t-coordinate,
i.e.,
γ(t) =
(
t, γ(t)
)
.
We obtain
d(
Mext,R,hext
)(γ(s0), γ(s)) = √(s− s0)2 − d2Mext,R(γ(s0), γ(s)) . (4.15)
Since γ is timelike, we have hext
(
γ˙(s), γ˙(s)
)
< 1, and, hence, there exists an ε > 0 such that dMext,R
(
γ(s0), γ(s0+
1)
)
= 1− ε. It follows that
dMext,R
(
γ(s0), γ(s)
) ≤ dMext,R(γ(s0), γ(s0 + 1))+ dMext,R(γ(s0 + 1), γ(s))
≤ 1− ε+ (s− s0)− 1
= (s− s0)− ε .
We now obtain from (4.15)
d(
Mext,R,hext
)(γ(s0), γ(s)) ≥√(s− s0)2 − (s− s0 − ε)2 = √2(s− s0)ε− ε2 →∞
for s→∞.
Case 2: (r ◦ γ)(s) 6→ ∞ for s→∞.
We choose the Eddington-Finkelstein coordinates (v∗, r, ω) to work with. Without loss of generality we
can assume that γ : [0,∞)→Mext is parametrised by v∗, i.e.,
γ(v∗) =
(
v∗, γr(v∗), γω(v∗)
)
.
By assumption there exists an R > r+ such that for all n ∈ N there exists an sn > n such that γr(sn) < R.
We show that dMext
(
γ(0), γ(sn)
)→∞ for n→∞.
The following two statements can be easily proved - the first using geodesic arcs on Sd−1, the second using
radial null geodesics:
There exists a v∗1 > 0 such that for all ωf ∈ Sd−1, there exists a timelike curve σ1 :
[0, v∗1 ]→Mext with σ1(0) = γ(0) and σ1(v∗1) =
(
v∗1 , γr(0), ωf
)
.
(4.16)
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There exists a ∆v∗ > 0 such that for all sn0 > 0, for all ωf ∈ Sd−1, and for all
rf ∈ (r+, R), there exists a timelike curve σ3 : [sn0 −∆v∗, sn0 ] → Mext with σ3(sn0 −
∆v∗) = (sn0 −∆v∗, γr(0), ωf ) and σ3(sn0) = (sn0 , rf , ωf ).
(4.17)
Given C > 0, we then choose n0 ∈ N so that D
(
γr(0)
)
[n0 − ∆v∗ − v1]2 > C2. Let ωf := γω(sn0) and
rf := γr(sn0). Moreover, define σ2 : [v1, sn0 −∆v∗]→Mext by
σ2(v
∗) =
(
v∗, γr(0), ωf
)
.
Note that by (4.8) we have L(σ2) > C. It then follows that σ1 ∗ σ2 ∗ σ3 is a future directed timelike curve
from γ(0) to γ(sn0) of Lorentzian length greater than C.
Proof of Theorem 4.10: The proof is analogous to the proof of Theorem 3.1. One first repeats literally Step
1.1 - Step 1.3. The analogous statement to Step 2 is obtained from Proposition 4.12 (which replaces Step
2.1) and Proposition 4.14 (which replaces Step 2.2). Step 3 is then virtually identical again.
5 The spacelike diameter in Lorentzian geometry
Theorem 5.3 of this section will be used in the proof of Theorem 4.11. The results of this section might,
however, be also of independent interest. We begin by introducing the notion of the spacelike diameter, a
geometric quantity at the level of C0-regular Lorentzian metrics.
Definition 5.1. Let (N, g) be a connected and globally hyperbolic Lorentzian manifold with a C0-regular
metric g. The spacelike diameter diams(N) of N is defined by
diams(N) := sup
Σ Cauchy
hypersurface of N
diam Σ = sup
Σ Cauchy
hypersurface of N
sup
p,q∈Σ
inf
γ:[0,1]→Σ
piecewise smooth curve
with γ(0)=p and γ(1)=q
L(γ) .
Here, L(γ) =
∫ 1
0
√
g
(
γ˙(s), γ˙(s)
)
ds is the length of the curve γ. Note that this is well-defined since the tangent
space of a Cauchy hypersurface Σ does not contain timelike vectors.
Let us remark, that an attempt to capture the notion of a spacelike diameter in direct analogy to the
Riemannian case, i.e., by considering shortest spacelike curves, clearly fails, since one can connect any two
points by a spacelike curve of arbitrarily short length by using a nearly null zig-zag path.
Definition 5.2. Let (N, g) be a globally hyperbolic Lorentzian manifold with a C0-regular metric g. A chart
ψ : U → D for N , where U ⊆ N and D ⊆ Rd+1, is called a regular flow chart for N if, and only if
1. There exist constants C, c such that the metric components in this chart satisfy the uniform bounds
|gµν | ≤ C <∞ and g00 ≤ c < 0.
2. The domain D is of the form D =
⋃
x∈B Ix × {x} ⊆ R×B, where B ⊆ Rd and Ix ⊆ R is an open and
connected interval. Moreover, the coordinate diameter diame(B) of B is finite, where diame(B) is the
diameter of B ⊆ Rd with respect to the standard Euclidean metric e.
3. The timelike curves Ix 3 s 7→ ψ−1(s, x) are inextendible in N .
The following theorem is the main theorem of this section - it gives a sufficient criterion for the spacelike
diameter to be finite.
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Theorem 5.3. Let (N, g) be a connected and globally hyperbolic Lorentzian manifold with a C0-regular metric
g and let ψk : Uk → Dk, k = 1, . . . ,K, be a finite collection of regular flow charts for N with
⋃
1≤k≤K Uk = N .
Then one has diams(N) <∞.
Proof. The proof is divided into two steps.
Step 1: For all Cauchy hypersurfaces Σ of N we have diam(Σ) ≤∑Kk=1 diam(Σ ∩ Uk).
Let Σ be an arbitrary Cauchy hypersurface of N and set Vk := Uk ∩ Σ. First note that without loss of
generality we can assume that the Vk are ordered such that for all 1 ≤ m < K we have( ⋃
1≤k≤m
Vk
)
∩ Vm+1 6= ∅ . (5.4)
The proof of this is an easy induction: starting with the open cover {V1,
⋃
2≤k≤K Vk} of Σ, the connectedness
of Σ implies that V1 ∩
⋃
2≤k≤K Vk 6= ∅. Hence, there is a k0 ∈ {2, . . . ,K} with V1 ∩Vk0 6= ∅. After relabelling
we can assume that k0 = 2. We then consider the open cover {(V1∪V2,
⋃
3≤k≤K Vk} and proceed analogously.
A finite number of iterations proves the claim.
Now assuming (5.4), we claim
diam
( ⋃
1≤k≤m
Vk
)
≤
m∑
k=1
diam(Vk) holds for all 1 ≤ m ≤ K . (5.5)
The proof is an induction in m. For m = 1 there is nothing to show. Now assume (5.5) holds for m = m0 < K.
Let p, q ∈ ⋃1≤k≤m0+1 Vk. We need to show that the distance between p and q in ⋃1≤k≤m0+1 Vk is bounded
by the right hand side of (5.5). If p, q ∈ ⋃1≤k≤m0 Vk, this follows by induction hypothesis. If p, q ∈ Vm0+1,
this is trivial. It remains the case p ∈ ⋃1≤k≤m0 Vk and q ∈ Vm0+1 (or the other way around). By (5.4)
there is a r ∈
(⋃
1≤k≤m Vk
)
∩ Vm+1. The distance from p to r is by the induction hypothesis bounded by∑m0
k=1 diam(Vk), while the distance from r to q is bounded by diam(Vm0+1). The triangle inequality then
concludes the proof.
Step 2: We show that for each 1 ≤ k ≤ K there exists a constant 0 < Ck <∞ such that diam(Σ∩Uk) ≤
Ck holds for all Cauchy hypersurfaces Σ of N .
Let Σ be a Cauchy hypersurface of N and let ψk : Uk → Dk =
⋃
x∈Bk Ix × {x} be a regular flow
chart for N . Again, we set Vk := Σ ∩ Uk, which is a smooth submanifold of N . Since the timelike curves
Ix 3 s 7→ ψ−1k (s, x) are inextendible in N for each x ∈ Bk, they intersect Σ - and hence Vk - exactly
once. This defines a function f : Bk → R with the property that ψ−1k
(
f(x), x
) ∈ Σ. Moreover, we define
ω : Bk → ψk(Vk) by ω(x) =
(
f(x), x
)
.
Step 2.1: We show that ω−1 is a global chart for ψk(Vk).
It suffices to show that f : Bk → R is smooth. Let x0 ∈ Bk. Since ψk(Vk) is a smooth submanifold of Dk,
there exists a smooth submersion g : W → R, where W ⊆ Dk is an open neighbourhood of
(
f(x0), x0
)
, such
that ψk(Vk) ∩W = {g = 0}. Since Σ is a Cauchy hypersurface, the timelike vector field ∂0 can be nowhere
tangent to ψk(Vk).
10 It thus follows that ∂0g|(
f(x0),x0
) 6= 0. By the implicit function theorem, there is now a
smooth function h : X → R, where X ⊆ Bk is an open neighbourhood of x0, such that g
(
h(x), x
)
= 0. Thus,
10Note that the tangent plane of a smooth Cauchy hypersurface cannot contain timelike vectors, since otherwise we could
find a small timelike curve lying in the Cauchy hypersurface - which is clearly a contradiction to the definition of a Cauchy
hypersurface.
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we must have f |X = h - and hence, f is smooth.
Step 2.2: We show that there exists a 0 < Cslope < ∞ such that |∂if(x)| ≤ Cslope holds for all x ∈ Bk
and for all i = 1, . . . , d.
Since the tangent space of a Cauchy hypersurface does not contain timelike vectors, we obtain the in-
equality
0 ≤ g
(
(∂if)∂0 + ∂i, (∂if)∂0 + ∂i
)
= (∂if)
2g00 + 2(∂if)g0i + gii (5.6)
for all i = 1, . . . , d. Equality in (5.6) holds for
(∂if)± =
− g0i ∓
√
(g0i)2 − giig00
g00
.
Recall that g00 ≤ c < 0 and |gµν | ≤ C. Hence, we obtain the uniform bound
max
{∣∣(∂if)+∣∣ , ∣∣(∂if)−∣∣} ≤ Cslope ,
where 0 < Cslope <∞ is a constant depending on C and c (but not on f). Moreover, together with g00 < 0,
the inequality (5.6) implies
(∂if)− ≤ (∂if) ≤ (∂if)+
and thus |∂if | ≤ Cslope for all i = 1, . . . , d.
The ambient metric g on Dk induces a metric g on ψk(Vk). Note that this metric is not necessarily
positive definite - it might be degenerate. Its components with respect to the chart ω−1 are denoted by gij ,
where i, j ∈ {1, . . . , d}.
Step 2.3: We show that there exists a constant 0 < Cg <∞ such that for all x ∈ Bk and for all vectors
Z ∈ Rd we have gij(x)ZiZj ≤ Cg · eijZiZj , where e is the Euclidean metric on Bk ⊆ Rd.
We compute
gij =
(
ω∗g
)
ij
= gµν
∂ωµ
∂xi
∂ων
∂xj
= g00
∂f
∂xi
∂f
∂xj
+ g0j
∂f
∂xi
+ gi0
∂f
∂xj
+ gij .
It now follows from the uniform bound |gµν | ≤ C and Step 2.2 that there exists a constant 0 < C ′ <∞ such
that |gij | ≤ C ′ holds for all i, j = 1, . . . , d. This concludes Step 2.3.
We can now finish Step 2. Let ω(x), ω(y) ∈ ψk(Vk), with x, y ∈ Bk, be given. There exists a curve
γ : [0, 1]→ Bk with γ(0) = x and γ(1) = y of coordinate-length
Le(γ) =
∫ 1
0
√
e
(
γ˙(s), γ˙(s)
)
ds ≤ diame(Bk) + 1 .
It then follows from Step 2.3 that
Lg(γ) =
∫ 1
0
√
g
(
γ˙(s), γ˙(s)
)
ds
≤√Cg ∫ 1
0
√
e
(
γ˙(s), γ˙(s)
)
ds
≤√Cg · (diame(Bk) + 1) .
Note that this bound does not depend on the points x, y ∈ Bk. This concludes Step 2 with Ck =
√
Cg ·(
diame(Bk) + 1
)
and hence the proof of Theorem 5.3.
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The next theorem is not needed for the proof of Theorem 4.11. However, its proof illustrates how an
embedding of a globally hyperbolic Lorentzian manifold N into a larger Lorentzian manifold M , such that
N is precompact in M , allows us to construct regular flow charts for N . Later, in the proof of Theorem
4.11, we morally encounter the more complex situation of finitely many embeddings of a globally hyperbolic
Lorentzian manifold N into larger Lorentzian manifolds. The image of N is not precompact in any of the
larger manifolds, but taking all the embeddings into account, we can recover some sort of compactness and
construct regular flow charts. This, however, is done ‘by hand’ in the proof of Theorem 4.11. Thus, the
reader only interested in the proof of Theorem 4.11 can skip directly to Section 6.
Theorem 5.7. Let (M, g) be a time oriented Lorentzian manifold with a C0-regular metric and N ⊆M an
open and globally hyperbolic subset. Moreover assume that N is precompact in M and that ψ : Rd ⊇ B2(0) ↪→
M is a smooth embedding of B2(0) such that ψ|B1(0) : B1(0) ↪→ N ⊆M is a Cauchy hypersurface in (N, g).
Then one has diams(N) <∞.
Let us remark that we have assumed the existence of a global chart, and hence a trivial topology, of the
Cauchy hypersurface for N merely for simplicity of exposition. The reader is invited to write down more
general formulations of this theorem.
Proof. The proof is divided into three steps.
Step 1: The set-up.
Since (M, g) is time-oriented, we can find a smooth globally timelike and future directed vector field T
on M . We denote the flow of T by Φ(·)(·) : R×M ⊆ D →M , where D denotes the maximal domain of the
flow.
Let us denote the maximal time interval of existence of the integral curve of T in M , starting at p ∈M ,
by Ip,M . It follows that D =
⋃
p∈M Ip,M ×{p}. Moreover let us define the maximal time interval of existence
of the integral curve of T in N , starting at q ∈ N , by Iq,N .
Setting Dψ,2 :=
⋃
x∈B2(0) Iψ(x),M × {x} ⊆ R×B2(0), we define χ2 : Dψ,2 →M by
χ2(s, x) := Φs
(
ψ(x)
)
.
Clearly, χ2 is smooth. Define now Dψ,1 :=
⋃
x∈B1(0) Iψ(x),N × {x} ⊆ R×B1(0) ⊆ Dψ,2. We claim that
χ1 := χ2|Dψ,1 : Dψ,1 → N
is a diffeomorphism. This is seen as follows:
• Surjectivity: Let p ∈ N . Since N is globally hyperbolic, the maximal integral curve of T , starting at
p, must intersect the Cauchy hypersurface Σ := ψ
(
B1(0)
)
after time −s0 ∈ R at ψ(x0) ∈ Σ (say). We
thus have p = χ1(s0, x0).
• Injectivity: Assume χ1(s0, x0) = χ1(s1, x1) with s0, s1 ∈ R and x0, x1 ∈ B1(0). It follows that ψ(x0)
and ψ(x1) lie on the same integral curve of T . Since every integral curve of T intersects Σ only once,
it follows that x0 = x1. Moreover, if s0 6= s1, then there is a closed integral curve of T in N , which
contradicts the global hyperbolicity of N . Thus, we have s0 = s1.
• χ1 is a local diffeomorphism: Let (s0, x0) ∈ Dψ,1 be given. We have
(χ1)∗|(s0,x0)
( ∂
∂s
)
= T
Φs0
(
ψ(x0)
) = (Φs0)∗|ψ(x0)(T )
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and
(χ1)∗|(s0,x0)
( ∂
∂xi
)
= (Φs0)∗|ψ(x0)
(
ψ∗(
∂
∂xi
)
)
for i = 1, . . . , d .
Since Φs0 is a diffeomorphism and
(
T, ψ∗( ∂∂x1 ), . . . , ψ∗(
∂
∂xd
)
)
are linearly independent at ψ(x0), it follows
that (χ1)∗|(s0,x0) is surjective.
Hence, we have shown that χ1 is a diffeomorphism - and thus we obtain a global coordinate system χ
−1
1 :
N → Dψ,1 ⊆ R×B1(0) for N .
Pulling back the metric g via χ2, we obtain a continuous 2-covariant tensor field χ
∗
2g on Dψ,2. The
components χ∗2g(∂µ, ∂ν) are continuous functions on Dψ,2 and agree on Dψ,1 with the metric components gµν
of the metric g in the chart χ−11 .
Step 2: We show that Dψ,1 ⊆ Rd+1 is compact and that Dψ,1 ⊆ Dψ,2. Thus, there exists a constant
Cg > 0 such that |χ∗2g(∂µ, ∂ν)(x)| ≤ Cg holds for all x ∈ Dψ,1. In particular, the metric components gµν in
the chart χ−11 are uniformly bounded.
We define the future boundary function hf : B1(0)→ [0,∞] by
hf (x) := sup Iψ(x),N
and the past boundary function hp : B1(0)→ [−∞, 0] by
hp(x) := inf Iψ(x),N .
Step 2.1 The future boundary function hf actually maps into [0,∞) and the past boundary function hp
maps into (−∞, 0].
So let x ∈ B1(0). We show that hf (x) < ∞ - the analogous statement for the past boundary function
follows by reversing the time orientation.
The proof is by contradiction. Hence, let us assume that the integral curve s 7→ γ(s) := Φs
(
ψ(x)
)
is
defined for s ∈ [0,∞) and is contained in N . We define the sequence {sn}n∈N ⊆ [0,∞) by sn := n. Since
N ⊆ M is compact, it follows that, after possibly taking a subsequence, there exists a p ∈ N such that
γ(sn)→ p for n→∞. We distinguish the following three cases:
1. p ∈ N : By Proposition 2.8 there exists a flow chart ϕ : U → (−∆,∆) × (−E,E)d centred at p, with
timelike connected orbits. For n large enough, we have γ(sn), γ(sn+1) ∈ U - and moreover we can
without loss of generality assume that they lie on different orbits of T when restricted to U . We now
connect the orbit γ(sn+1) is lying on by a future directed timelike curve with the orbit γ(sn) is lying
on.
p
γ(sn+1)
γ(sn)
This gives rise to a closed timelike curve in N , which contradicts the global hyperblicity of N .
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2. p ∈ ∂N \ Σ: Let ϕ : M ⊇ U → (−∆,∆) × (−E,E)d be a flow chart centred at p, with timelike
connected orbits, such that U is disjoint from Σ. For n big enough, we have γ(sn) ∈ U . Clearly, the
orbit Γ ⊆ U of T restricted to U , on which γ(sn) lies, lies in I+(Σ, N). Thus, every past-inextendible
timelike curve in N , which starts at a point of the orbit Γ in U , has to intersect Σ. However, by the
proof of Proposition 2.8, we can find a past directed timelike curve from a point of Γ to p.
p
γ(sn)
Γ
Since the Cauchy hypersurface Σ is disjoint from U , this gives rise to an inextendible timelike curve in
N which does not intersect Σ - a contradiction to the global hyperbolicity of N .
3. p ∈ Σ \ Σ: There is an x0 ∈ ∂B1(0) ⊆ B2(0) with ψ(x0) = p. As already pointed out in Footnote
10, the tangent space of a smooth Cauchy hypersurface cannot contain timelike vectors. Hence, also
the tangent space Tψ(x0)ψ
(
B2(0)
)
does not contain timelike vectors. Also using that ψ
(
B2(0)
)
is an
embedded submanifold, we can thus find flow coordinates ϕ : U → (−∆,∆)× (−E,E)d, centred at p,
such that
ϕ
(
ψ(B2(0) ∩ U
)
= {0} × (−E,E)d . (5.8)
It now follows from the continuity of the flow Φ that γ(sn +
∆
2 ) = Φ∆2
(
γ(sn)
)→ ϕ−1((∆2 , 0, . . . , 0)) for
n → ∞. However, ϕ−1((∆2 , 0, . . . , 0)) ∈ N cannot lie in Σ by (5.8) - thus it must either lie in ∂N \ Σ
or in N , which brings us back to the contradiction derived in the previous two cases.
This finishes the proof of hf (x) <∞.
Step 2.2 We show that for x ∈ B1(0) we have Iψ(x),N ⊆ Iψ(x),M , where the closure is in R.
This follows since N ⊆M is compact and an integral curve of T cannot break down without leaving every
compact subset of M .
Step 2.3 We show that hf : B1(0) → [0,∞) is continuous. Moreover, hf can be continuously extended
to B1(0) by defining hf (x) := 0 for x ∈ ∂B1(0). Similarly, after the same extension, hp : B1(0)→ (−∞, 0] is
continuous.
Without loss of generality, we only show the statement for the future boundary function hf . We begin
with the continuity in B1(0).
The proof is by contradiction - we assume that hf is not continuous at x∞ ∈ B1(0). Thus, there exists a
δ > 0 and a sequence {xn}n∈N ⊆ B1(0) with xn → x∞ for n→∞ such that |hf (xn)− hf (x∞)| > δ holds for
all n ∈ N.
By Step 2.2, we have that
(
hf (x∞), x∞
) ∈ Dψ,2. In the same way we have shown that χ1 is a local
diffeomorphism, it follows that χ2|Dψ,2∩
(
R×B1(0)
) is a local diffeomorphism. Thus, there exists a small
neighbourhood U ⊆ B1(0) of x∞ and a ∆ > 0 such that, if we set W :=
(
hf (x∞)−∆, hf (x∞) + ∆)×U , we
have that χ2|W : W → χ2(W ) is a diffeomorphism. After possibly making ∆ smaller, we can assume without
loss of generality that 0 < ∆ < δ and that hf (x∞)−∆ > 0. We now distinguish two cases:
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1. There exists a subsequence {xnk}k∈N with nk →∞ for k →∞ such that hf (xnk) > hf (x∞) + δ holds
for all k ∈ N. By Proposition 2.6 it follows that for k0 ∈ N large enough we have(
hf (x∞) +
∆
2
, xnk0
) ∈ I+((hf (x∞), x∞),W) .
We can thus find a past directed timelike curve σ : [0, 1] → W with σ(0) = (hf (x∞) + ∆2 , xnk0 )) and
σ(1) = (hf (x∞), x∞).
U
hf (x∞)
hf (x∞) + ∆
hf (x∞)−∆ > 0
Dψ,1 ∩W
σ
(
hf (x∞), x∞
)
(
hf (x∞) +
∆
2 , xnk0
)
W
Let s0 := sup{s ∈ [0, 1] |σ(s′) ∈ Dψ,1 for all 0 ≤ s′ < s}. It follows that χ2 ◦ σ : [0, s0) → N is
a past-inextendible timelike curve in N with (χ2 ◦ σ)(0) ∈ I+(Σ, N). However, this curve does not
intersect Σ, since χ−11 (Σ) = {0} × B1(0), but σ0(s) > 0 for all s ∈ [0, s0), where σ = (σ0, σ1, . . . , σd).
This contradicts the global hyperbolicity of N .
2. There exists a subsequence {xnk}k∈N with nk →∞ for k →∞ such that hf (xnk) < hf (x∞)− δ holds
for all k ∈ N. Again, by Proposition 2.6 we can choose k0 ∈ N large enough such that(
hf (x∞)−
∆
2
, xnk0
) ∈ I−((hf (x∞)− ∆10 , x∞),W) .
We can thus find a past directed timelike curve σ : [0, 1] → W with σ(0) = (hf (x∞) − ∆10 , x∞) and
σ(1) = (hf (x∞)− ∆2 , xnk0 ).
Let s0 := sup{s ∈ [0, 1] |σ(s′) ∈ Dψ,1 for all 0 ≤ s′ < s}. It follows that χ2 ◦ σ : [0, s0) → N is
a past-inextendible timelike curve in N with (χ2 ◦ σ)(0) ∈ I+(Σ, N). The same argument as in the
previous case shows that this curve does not intersect the Cauchy hypersurface Σ - which contradicts
again the global hyperbolicity of N .
This shows that the future boundary function hf is continuous in B1(0).
We proceed by showing that for all sequences {xn}n∈N ⊆ B1(0) with xn → x∞ ∈ ∂B1(0) for n → ∞ we
have hf (xn)→ 0 for n→∞, which then implies the continuity of hf on B1(0).
This proof is also by contradiction - thus assume there is a δ > 0 and a sequence {xn}n∈N ⊆ B1(0) with
xn → x∞ ∈ ∂B1(0) for n→∞ such that hf (xn) > δ holds for all n ∈ N.
As argued in the third case of the proof of Step 2.1, there exists a ∆ > 0 and a neighbourhood U ⊆ B2(0)
of x∞ such that χ2|W : W → χ2(W ) is a diffeomorphism, where W := (−∆,∆)×U ⊆ Dψ,2. Without loss of
generality we can again assume that 0 < ∆ < δ. By Proposition 2.6 there exists a large n0 ∈ N such that
(
∆
2
, xn0) ∈ I+
(
(0, x∞),W
)
.
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We can thus find a past directed timelike curve σ : [0, 1] → W with σ(0) = (∆2 , xn0) and σ(1) = (0, x∞).
Moreover, without loss of generality, we can assume that σ(s) /∈ {0} × B1(0) for all s ∈ [0, 1], since, by
Proposition 2.6, we can also connect the points (∆3 , x∞) and (
∆
2 , xn0) (for n0 ∈ N large enough) by a timelike
curve contained in an open set which is disjoint from {0} ×B1(0).
U
0
∆
−∆
σ
(0, x∞)
(
∆
2 , xn0
)
W(
∆
3 , x∞
)
As before, this now gives rise to a past-inextendible timelike curve in N , starting in I+(Σ, N), which
does not intersect the Cauchy hypersurface Σ - again a contradiction to the global hyperbolicity of N . This
concludes Step 2.3.
We now continue with Step 2. Clearly, we have
Dψ,1 = {(x0, x) ∈ R×B1(0) |hp(x) < x0 < hf (x)} .
The continuity of hf : B1(0) → [0,∞) and of hp : B1(0) → (−∞, 0] implies that the closure of Dψ1 in Rd+1
is given by
Dψ,1 = {(x0, x) ∈ R×B1(0) |hp(x) ≤ x0 ≤ hf (x)} .
Moreover, it follows from the continuity of hf and hp on B1(0) that there is a constant 0 < C <∞ such that
hf ≤ C and hp ≥ −C. Hence, we have Dψ,1 ⊆ [−C,C]×B1(0) and thus Dψ,1 is compact.
Finally, it follows from
Dψ,1 =
( ⋃
x∈B1(0)
Iψ(x),N × {x}
)
∪ ({0} × ∂B1(0))
and Step 2.2, that Dψ,1 ⊆ Dψ,2. This concludes Step 2.
Step 3: We appeal to Theorem 5.3.
Since the vector field T is timelike on N , there exists a constant c such that the metric component g00 in
the chart χ−11 satisfies g00 = g(T, T ) ≤ c < 0. It is now easy to see that χ−11 : N → Dψ,1 is a global regular
flow chart for N . The theorem now follows from Theorem 5.3.
6 Proof of Theorem 4.11
Before we start with the proof of Theorem 4.11, let us make some preliminary observations. First note
that if σ : (−s0, 0) → Mint is a future directed timelike curve, where s0 > 0, we have 0 > gint
(
σ˙,− ∂∂r
)
=
−(1− 2m
rd−2 )
−1σ˙r. It follows that
σ˙r < 0 (6.1)
and hence we can parametrise σ by the r-coordinate. We will often use in the arguments in the proof of
Theorem 4.11 (without spelling it out explicitly) that the coordinate value of r along future directed timelike
curves can only decrease, while along past directed timelike curves it can only increase. In particular, let us
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remark that this observation, together with the bound (6.3) proved below, shows that the surfaces of constant
r are Cauchy hypersurfaces of Mint.
Furthermore, the following lemma and proposition are needed in the proof of Theorem 4.11.
Lemma 6.2. Let 0 < r0 < (2m)
1
d−2 . For every ε > 0 we can find 0 < r˜0 < r0 such that for any future
directed timelike curve σ : (−r0, 0)→Mint,
σ(s) =
(
σt(s),−s, σω(s)
)
,
where σω is the canonical projection of σ on the sphere Sd−1, the following holds:
dSd−1
(
σω(s), σω(s
′)
)
< ε
and
|σt(s)− σt(s′)| < ε
for all −r˜0 ≤ s, s′ < 0.
Note that this lemma implies, in particular, that σt(s) and σω(s) converge for s↗ 0.
Proof. Let σ : (−r0, 0)→Mint be a timelike curve, parametrised as above. We obtain for all s ∈ (−r0, 0)
0 > gint(σ˙(s), σ˙(s)) = −
(
1− 2m
(−s)d−2
)
(σ˙t(s))
2 +
(
1− 2m
(−s)d−2
)−1
+ s2 γ˚d−1
(
σ˙ω(s), σ˙ω(s)
)
and hence
(−s)d−2
2m− (−s)d−2 >
2m− (−s)d−2
(−s)d−2 (σ˙t(s))
2︸ ︷︷ ︸
≥0
+ s2 γ˚d−1
(
σ˙ω(s), σ˙ω(s)
)︸ ︷︷ ︸
≥0
.
It follows that
|σ˙t(s)| < (−s)
d−2
2m− (−s)d−2 (6.3)
and
||σ˙ω(s)||Sd−1 <
(−s)d/2−2[
2m− (−s)d−2]1/2 (6.4)
holds for all s ∈ (−r0, 0). Since d ≥ 3, it follows that both upper bounds are integrable on (−r0, 0). The
lemma now follows from integration.
Proposition 6.5. The interior of the Schwarzschild spacetime (Mext, gext) is future one-connected.
Proof. Let (t0, r0, ω0), (t1, r1, ω1) ∈Mint with (t0, r0, ω0) (t1, r1, ω1), and let γi : [r1, r0]→Mint,
γi(r) =
(
(γi)t(r), r, (γi)ω(r)
)
,
be past directed timelike curves with γi(r1) = (t1, r1, ω1) and γi(r0) = (t0, r0, ω0), where i ∈ {1, 2}. We need
to show that there exists a timelike homotopy with fixed endpoints between γ1 and γ2.
We give the detailed proof under the assumption
Im
(
(γi)ω
) ⊆ Sd−1 \ {−ω1} . (6.6)
Note that (6.6) is implied by Lemma 6.2 if we choose r0 sufficiently close to 0. Moreover, in this paper we
will only need the statement that Mint ∩ {0 < r < r˜} is future one-connected for some r˜ > 0, and hence one
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can choose r˜ > 0 small enough such that (6.6) is satisfied. However, the general case can be proven by a
perturbation argument analogous to the one presented in the proof of Proposition 4.12.
Consider the exponential map expω1 : Tω1S
d−1 ⊇ Bpi(0) → Sd−1 based at ω1, and define Γi : [r1, r0] ×
[r1, r0]→Mint, i ∈ {1, 2}, by
Γi(u, r) :=

(
(γi)t(r), r, expω1
[
fi(u, r) exp
−1
ω1
(
(γi)ω(u)
)])
for r1 ≤ r ≤ u
γi(r) for u ≤ r ≤ r0 ,
where
fi(u, r) =
∫ r
r1
||(γ˙i)ω(r′)||Sd−1 dr′∫ u
r1
||(γ˙i)ω(r′)||Sd−1 dr′
.
We compute for r1 ≤ r ≤ u
gint(∂rΓi, ∂rΓi)(r, u) = −D(r)
[
(γ˙i)t(r)
]2
+
1
D(r)
+ r2|∂rfi(u, r)|2 · || exp−1ω1
(
(γi)ω(u)
)||2Sd−1
= −D(r)[(γ˙i)t(r)]2 + 1
D(r)
+ r2||(γ˙i)ω(r)||2Sd−1 ·
d2Sd−1
(
(γi)ω(u), (γi)ω(r1)
)[ ∫ u
r1
||(γ˙i)ω(r′)||Sd−1 dr′
]2
︸ ︷︷ ︸
≤1
≤ gint
(
γ˙i(r), γ˙i(r)
)
< 0 .
Hence, Γi is a timelike homotopy with fixed endpoints between γi and a timelike curve σi whose projection
on Sd−1 lies on the geodesic arc connecting ω0 with ω1. We now introduce coordinates on Sd−1 such that the
geodesic S1 through ω0 and ω1 is parametrised by ϕ ∈ (0, 2pi). It follows that σi maps into the submanifold
N := R×(0, (2m) 1d−2 )×S1 of Mint, which carries the induced Lorentzian metric gN = −D(r) dt2 + 1D(r) dr2 +
r2 dϕ2. In coordinates, σi : [r1, r0]→ N ⊆Mint, i ∈ {1, 2}, is given by
σi(r) =
(
(σi)t(r), r, (σi)ϕ(r)
)
.
We now define Γ : [0, 1]× [r1, r0]→ N by
Γ(u, r) :=
(
(1− u)(σ1)t(r) + u(σ2)t(r), r, (1− u)(σ1)ϕ(r) + u(σ2)ϕ(r)
)
.
Using the convexity of x 7→ x2, we compute
gN
(
∂rΓ(u, r), ∂rΓ(u, r)
)
= −D(r)︸ ︷︷ ︸
≥0
[
(1− u)(σ˙1)t(r) + u(σ˙2)t(r)
]2
+
1
D(r)
+ r2
[
(1− u)(σ˙1)ϕ(r) + u(σ˙2)ϕ(r)
]2
≤ −D(r)
(
(1− u)[(σ˙1)t(r)]2 + u[(σ˙2)t(r)]2)+ 1
D(r)
+ r2
(
(1− u)[(σ˙1)ϕ(r)]2 + u[(σ˙2)ϕ(r)]2)
= (1− u) · gN
(
σ˙1(r), σ˙1(r)
)
+ u · gN
(
σ˙2(r), σ˙2(r)
)
< 0 ,
and, hence, Γ is a timelike homotopy with fixed endpoints between σ1 and σ2. This concludes the proof.
We are now well-prepared to start with the proof of Theorem 4.11.
Proof of Theorem 4.11: The proof is by contradiction. So assume that there exists a C0-extension ι : Mint ↪→
M˜ and a timelike curve γ˜ : [−1, 0] → M˜ such that γ := ι−1 ◦ γ˜|[−1,0) : [−1, 0) → Mint is a timelike curve in
Mint with (r ◦ γ)(s)→ 0 for s↗ 0. The proof is divided into three main steps.
Step 1: We construct a neighbourhood U˜ ⊆ M˜ of γ˜(0) together with a chart ψ˜ : U˜ → (−ε, ε)×Bdρ+δ(0),
where ρ, δ > 0, that have the following properties:
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1. The metric components in this chart satisfy the following uniform bounds: |g˜µν | ≤ C < ∞ and
g˜00 ≤ c < 0, where C and c are constants.
2. There exists a µ > 0 such that (ψ˜ ◦ ι)
(
I+
(
γ(−µ),Mint
)) ⊆ (−ε, ε)×Bdρ(0)
3. ψ˜−1
(
(−ε,− 1920ε]×Bdρ+δ(0)
)
⊆ ι
(
I−
(
γ(−µ),Mint
))
4. For all x ∈ Bdρ+δ(0) we have sup
{
s0 ∈ (−ε, ε)
∣∣ ψ˜−1(s, x) ∈ ι(Mint) ∀s ∈ (−ε, s0)} < ε.
Step 1.1 Consider a hypersurface {r = r0} with 0 < r
(
γ(−1)) < r0 < r+ and choose t0, t1 ∈ R such that
every past-inextendible timelike curve in Mint that goes through a point q ∈ I+
(
I−
(
γ((−1, 0)),Mint
)∩ {r <
r0}
)
intersects {r = r0} ∩ {t0 < t < t1} =: Saux. Note that γ˜(0) /∈ ι(Saux). By Lemma 2.4, and after a
possible reparametrisation of γ˜, there is an ε > 0, an open neighbourhood O˜ ⊆ M˜ \ ι(Saux) of γ˜(0), and a
chart ϕ˜ : O˜ → (−ε, ε)d+1 such that
1. (ϕ˜ ◦ γ˜)(s) = (s, 0, . . . , 0) holds for s ∈ (−ε, 0]
2.
∣∣ g˜µν(x)−mµν ∣∣ < δ holds for all x ∈ (−ε, ε)d+1 ,
where δ > 0 is chosen such that all vectors in C+5/6 are future directed timelike, all vectors in C
−
5/6 are past
directed timelike, and all vectors in Cc5/8 are spacelike, where we use the notation introduced in Step 1.1 of
the proof of Theorem 3.1. In particular, this fixes a time orientation on O˜ with respect to which γ˜ is future
directed. Moreover, our choice of δ > 0 yields11 the following inclusion relations for the timelike past and
future of a point x ∈ (−ε, ε)d+1:(
x+ C+5/6
) ∩ (−ε, ε)d+1 ⊆ I+(x, (−ε, ε)d+1) ⊆ (x+ C+5/8) ∩ (−ε, ε)d+1(
x+ C−5/6
) ∩ (−ε, ε)d+1 ⊆ I−(x, (−ε, ε)d+1) ⊆ (x+ C−5/8) ∩ (−ε, ε)d+1 . (6.7)
Furthermore, since we have chosen the neighbourhood O˜ to be disjoint from Saux, the following holds:
Let ι(q) ∈ O˜ ∩ ι(Mint) be in the same connectedness component of O˜ ∩ ι(Mint)
as γ˜
(
(−ε, 0)) and assume that q ∈ I+(I−(γ((−1, 0)),Mint) ∩ {r < r0},Mint) .
Then I−
(
ι(q), O˜
) ⊆ ι(I−(q,Mint)) ∩ O˜ .
(6.8)
O˜q ι
−1
(
I−
(
ι(q), O˜
))
γ(−1)
Saux
Mint
γ
I−(q,Mint)
11Cf. Step 1.2 in the proof of Theorem 3.1.
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To prove (6.8), let q ∈ I+
(
I−
(
γ((−1, 0)),Mint
) ∩ {r < r0},Mint) be such that ι(q) ∈ O˜ ∩ ι(Mint) is in the
same connectedness component of O˜∩ ι(Mint) as γ˜
(
(−ε, 0)), and let σ : [0, 1]→ O˜ be a past directed timelike
curve with σ(0) = ι(q). Initially, this curve is contained in ι(Mint) and since ι(q) ∈ O˜ ∩ ι(Mint) is in the
same connectedness component of O˜ ∩ ι(Mint) as γ˜
(
(−ε, 0)), the curve is also past directed with respect to
the time orientation of Mint. Thus, it can only leave ι(Mint) if its r value tends to r+. However, since this
curve is contained in O˜, the r-value of the curve never exceeds r0 < r+. Thus, the curve must be contained
completely in ι(Mint).
Step 1.2 Let us define x+ := ( 34ε, 0, . . . , 0) and x
− := (− 34ε, 0, . . . , 0). Note that the closure of
(
x+ +
C−5/6
) ∩ (x− + C+5/6) in (−ε, ε)d+1 is compact. Now choose y− := (y−0 , 0, . . . , 0) with − 15ε < y−0 < 0 so that
the closure of C−5/8 ∩
(
y− + C+5/8
)
in (−ε, ε)d+1 is contained in x+ + C−6/7 ∩ x− + C+6/7.
(−ε, ε)d+1
x0
x
y−
x−
x+
x+ + C−5/6
x+ + C−6/7
x− + C+5/6
x− + C+6/7
C−5/8 ∩
(
y− + C+5/8
)
We claim that for all y−0 < s < 0 we have
I−
(
(s, 0, . . . , 0), (−ε, ε)d+1) ∩ I+(y−, (−ε, ε)d+1)
= (ϕ˜ ◦ ι)
[
I−
(
γ(s),Mint
) ∩ I+(γ(y−0 ),Mint)] . (6.9)
The inclusion “⊆ ” follows from (6.8), since if σ is a past directed timelike curve in (−ε, ε)d+1 from
(s, 0, . . . , 0) to y−, then (6.8) states that ϕ˜−1 ◦ σ is contained in ι(Mint).
To prove “⊇ ”, let σ : [y−0 , s] → Mint be a future directed timelike curve from γ(x−0 ) to γ(s). By
Proposition 6.5, there exists a timelike homotopy Γ : [0, 1] × [y−0 , s] → Mint with fixed endpoints between
γ|[y−0 ,s] and σ. It follows that ι ◦ Γ : [0, 1]× [y
−
0 , s] → M˜ is a timelike homotopy with fixed endpoints in M˜ .
We need to show that (ι ◦ σ)(·) = (ι ◦ Γ)(1, ·) maps into O˜. We argue by continuity, i.e., we show that the
interval J := {t ∈ [0, 1] | ι ◦ Γ(t, [y−0 , s]) ⊆ O˜} is non-empty, open and closed in [0, 1].
Clearly, we have 0 ∈ J , since ι ◦ Γ(0, ·) = γ˜|[y−0 ,s]. The openness follows from the openness of O˜, and the
closedness follows since I−
(
γ˜(s), O˜
)∩ I+(γ˜(y−0 ), O˜) is precompact in O˜, i.e., in particular its closure in M˜ is
contained in O˜. This finishes the proof of (6.9).
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Together with Proposition 2.7, we now deduce from (6.9) that
I−
(
0, (−ε, ε)d+1) ∩ I+(y−, (−ε, ε)d+1)
= (ϕ˜ ◦ ι)
[( ⋃
−ε<s<0
I−
(
γ(s),Mint
)) ∩ I+(γ(y−0 ),Mint)] . (6.10)
Step 1.3 In this step we switch back to the manifold (Mint, gint). Choose a y
+
0 with y
−
0 < y
+
0 < 0 and
define
K :=
[( ⋃
−ε<s<0
I−
(
γ(s),Mint
)) ∩ I+(γ(y−0 ),Mint)] \ I+(γ(y+0 ),Mint) . (6.11)
Step 1.3.1 We show that the set K timelike separates the set γ
(
(y+0 , 0)
)
from I−
(
γ(y−0 ),Mint
)
.
So let σ : [0, 1]→Mint be a past directed timelike curve with σ(0) ∈ γ
(
(y+0 , 0)
)
and σ(1) ∈ I−(γ(y−0 ),Mint).
K γ
σ
I−
(
γ(y−0 ),Mint
)
γ(y+0 )
γ(y−0 )
{r = 0}
We claim that there exists a ∆− ∈ (0, 1) such that
σ−1
[
I+
(
γ(y−0 ),Mint
)]
= [0,∆−) .
This is seen as follows: To begin with, it is clear that 0 ∈ σ−1[I+(γ(y−0 ),Mint)]. Moreover, by the continuity
of σ and the openness of I+
(
γ(y−0 ),Mint
)
, we know that σ−1
[
I+
(
γ(y−0 ),Mint
)]
is open in [0, 1]. Moreover,
since σ is a past directed timelike curve, it follows that if s0 ∈ σ−1
[
I+
(
γ(y−0 ),Mint
)]
, then we also have
[0, s0] ∈ σ−1
[
I+
(
γ(y−0 ),Mint
)]
. And finally, since (Mint, gint) satisfies the chronology condition, there are no
closed timelike curves in Mint, and hence I
−(γ(y−0 ),Mint) is disjoint from I+(γ(y−0 ),Mint). This implies that
∆− < 1.
In the same way we deduce that there exists a ∆+ ∈ (0, 1) such that
σ−1
[
I+
(
γ(y+0 ),Mint
)]
= [0,∆+) .
In the following we show that ∆+ < ∆−.
Since (Mint, gint) is globally hyperbolic and gint is smooth (!), we have I+
(
γ(y+0 ),Mint
)
= J+
(
γ(y+0 ),Mint
)
.12
Together with γ(y+0 ) ∈ I+
(
γ(y−0 ),Mint
)
, we now obtain13
I+
(
γ(y+0 ),Mint
)
= J+
(
γ(y+0 ),Mint
) ⊆ J+(I+(γ(y−0 ),Mint),Mint) = I+(γ(y−0 ),Mint) .
12This follows from 6. Lemma and 22. Lemma of Chapter 14 of [17]. Also note that J+
(
γ(y+0 ),Mint
)
denotes the causal future
of γ(y+0 ) in Mint, the definition of which, together with that of a null and causal curve, can be also found in Chapter 14 of [17].
Let us moreover emphasise here that for the purposes of this paper there is no need to define the causal future for Lorentzian
manifolds with merely continuous metric.
13See 1. Corollary in Chapter 14 of [17].
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Hence, we have σ(∆+) ∈ I+
(
γ(y−0 ),Mint
)
, from which it follows that ∆+ < ∆−.
Choosing s0 ∈ (∆+,∆−), it follows that σ(s0) ∈ I+
(
γ(y−0 ),Mint
) \ I+(γ(y+0 ),Mint). Moreover, it is clear
that σ(s0) ∈
⋃
−ε<s<0 I
−(γ(s),Mint), which concludes Step 1.4.1.
Step 1.3.2 We show that K is compact.
We claim that for any s0 ∈ (y+0 , 0) there exists a δ > 0 and a neighbourhood V of id ∈ SO(d) such that(
γt(s)− δ, γt(s) + δ
)× {γr(s)}× {f · γω(s) | f ∈ V } ⊆ I+(γ(y+0 ),Mint)
holds for all s ∈ (s0, 0).
In order to prove this claim, we first note that since γ is timelike and gint is continuous, there exists a
µ > 0 such that
gint
(
γ˙(s), γ˙(s)
)
< −µ (6.12)
holds for all s ∈ [y+0 , s0].
Let now λ ∈ C∞([y+0 , s0],R) and h ∈ C∞([y+0 , s0], SO(d) ⊆ Mat(d×d,R)), and define σ : [y+0 , s0]→Mint
by
σ(s) :=
(
γt(s) + λ(s), γr(s), h(s)
(
γω(s)
))
.
We compute
gint
(
σ˙, σ˙
)
= −
(
1− 2m(
γr(s)
)d−2) (γ˙t(s) + λ˙(s))2 + (1− 2m(
γr(s)
)d−2)−1 (γ˙r(s))2
+
(
γr(s)
)2 ∣∣∣∣h˙(s)γω(s) + h(s)γ˙ω(s)∣∣∣∣2Rd ,
(6.13)
where || · ||Rd denotes the Euclidean norm on Rd, and we think of γω as mapping into Sd−1 ⊆ Rd. Since γr(s)
is bounded away from 0 for s ∈ [y+0 , s0], we can infer from (6.12) and (6.13) that there exists an η > 0 such
that whenever
||λ˙||
L∞
(
[y+0 ,s0]
) + ||h˙||
L∞
(
[y+0 ,s0]
) < η (6.14)
holds, the curve σ : [y+0 , s0] → Mint is timelike14. This in turn implies the existence of a δ > 0 and a
neighbourhood V of id ∈ SO(d) such that for every λs0 ∈ (−δ, δ) and for every hs0 ∈ V there are smooth
functions
λ ∈ C∞([y+0 , s0],R) with λ(y+0 ) = 0 and λ(s0) = λs0
and
h ∈ C∞([y+0 , s0], SO(d) ⊆ Mat(d× d,R)) with h(y+0 ) = id and h(s0) = hs0
such that moreover (6.14) is satisfied. The claim now follows from concatenating σ with the timelike15 curve
τ : [s0, 0)→Mint given by
τ(s) =
(
γt(s) + λs0 , γr(s), hs0
(
γω(s)
))
.
We now fix s0 ∈ (y+0 , 0) and obtain δ > 0 and a neighbourhood V ⊆ SO(d) of id ∈ SO(d) as in the claim.
It follows from Lemma 6.2 that there exists s1 ∈ (s0, 0) (close to 0) such that
I−
(
γ(s),Mint
) ∩ {r ≤ γr(s1)} ⊆ ⋃
s0≤s′<0
[(
γt(s
′)− δ, γt(s′) + δ
)× {γr(s′)}× {f · γω(s′) | f ∈ V }]
⊆ I+(γ(y+0 ),Mint)
14One can for example define ||h˙||
L∞
(
[y+0 ,s0]
) := sup
s∈[y+0 ,s0]
||h˙(s)||Rd×d .
15Recall that the Schwarzschild metric (4.2) is spherically symmetric and invariant under translations in t.
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holds for all s ∈ (−ε, 0). This implies
K ⊆ R× (γr(s1), γr(y−0 ))× Sd−1 .
Moreover, the bound (6.3) implies that there are t0, t1 ∈ R such that
I+
(
γ(y−0 ),Mint
) ⊆ (t0, t1)× (0, γr(y−0 ))× Sd−1 .
It follows that
K ⊆ (t0, t1)×
(
γr(s1), γr(y
−
0 )
)× Sd−1 ,
which implies that K is compact.
Step 1.4 First note that by the continuity of ϕ˜ ◦ ι we have16
(ϕ˜ ◦ ι)(K) ⊆ (ϕ˜ ◦ ι)(K) . (6.15)
Moreover, it follows from the definition of K, (6.11), that K ⊆
(⋃
−ε<s<0 I
−(γ(s),Mint))∩I+(γ(y−0 ),Mint),
and thus, together with (6.10), we obtain
(ϕ˜ ◦ ι)(K) ⊆ I−(0, (−ε, ε)d+1) ∩ I+(y−, (−ε, ε)d+1) .
By the choice of y− ∈ (−ε, ε)d+1 in Step 1.3, together with (6.7), it follows that
(ϕ˜ ◦ ι)(K) ⊆
(
x+ + C−6/7
)
∩
(
x− + C+6/7
)
. (6.16)
Hence, from (6.15) and (6.16), it follows that
U := (ϕ˜ ◦ ι)−1
([
x+ + C−6/7
] ∩ [x− + C+6/7]) ⊆Mint
is an open neighbourhood of K ⊆Mint.
Step 1.5 We show that there exists a µ > 0 such that I+
(
γ(−µ),Mint
)
is timelike separated from γ(x−0 )
by U .
We consider Mint = R×
(
0, (2m)
1
d−2
)× Sd−1 with the metric dMint : Mint ×Mint → [0,∞) given by
dMint
(
(t1, r1, ω1), (t2, r2, ω2)
)
:= |t1 − t2|+ |r1 − r2|+ dSd−1
(
ω1, ω2
)
,
where (ti, ri, ωi) ∈Mint for i = 1, 2. Since
Mint 3 (t, r, ω) 7→ dMint
(
(t, r, ω),Mint \ U
)
= inf
(t′,r′,ω′)∈Mint\U
dMint
(
(t, r, ω), (t′, r′, ω′)
)
is continuous, and K is compact and disjoint from the closed set Mint \ U , we infer that dMint(·,Mint \ U)
must attain its minimum on K, which is moreover strictly positive. It follows that there exists a δ > 0 such
that
Kδ :=
{
(t, r, ω) ∈Mint
∣∣ dMint((t, r, ω),K) < δ} ⊆ U .
Moreover, by choosing δ slightly smaller if necessary, we can also assume that
Bδ
(
γ(x−0 )
) ⊆ I−(γ(y−0 ),Mint) . (6.17)
16Indeed, since K ⊆Mint is compact, we actually have equality.
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Step 1.5.1 We define a metric dSO(d) : SO(d)× SO(d)→ [0,∞) on SO(d) by
dSO(d)(f, h) := sup
ω∈Sd−1
dSd−1
(
f(ω), h(ω)
)
,
where f, h ∈ SO(d), and denote with Bη(id) ⊆ SO(d) the ball of radius η > 0, centred at id, with respect to
this metric. Moreover, it is easy to see that
for ω0, ω1 ∈ Sd−1 with dSd−1(ω0, ω1) < η, there exists an h ∈ Bη(id) with h(ω0) = ω1 . (6.18)
In particular, h can be defined as a rotation purely in the plane span{ω0, ω1} ⊆ Rd.
Continuing the proof of Step 1.5, Lemma 6.2 implies that there exists a µ ∈ (0,−y+0 ) such that for all
(t0, r0, ω0) ∈ I+
(
γ(−µ),Mint
)
, we have
|t0 − γt(−µ)| < δ
2
and dSd−1
(
ω0, γω(−µ)
)
<
δ
2
. (6.19)
In the following we will show that I+
(
γ(−µ),Mint
)
is timelike separated from γ(x−0 ) even by Kδ (which, of
course, implies Step 1.5).
So let σ : [0, 1]→Mint be a past directed timelike curve with σ(0) ∈ I+
(
γ(−µ),Mint
)
and σ(1) = γ(x−0 ).
Also let s0 ∈ (−µ, 0) be such that γr(s0) = σr(0). By (6.19) we have
|σt(0)− γt(s0)| < δ and dSd−1
(
σω(0), γω(s0)
)
< δ .
Thus, by (6.18) there exists an h ∈ Bδ(id) ⊆ SO(d) such that h
(
σω(0)
)
= γω(s0). It now follows that the
curve σˆ : [0, 1]→Mint, given by
σˆ(s) =
(
σt(s) + [γt(s0)− σt(0)], σr(s), h
(
σω(s)
))
,
is past directed timelike with σˆ(0) = γ(s0) and, using the fact that h ∈ Bδ(id) together with (6.17), σˆ(1) ∈
I−
(
γ(y−0 ),Mint
)
. By Step 1.4.1, there exists an sˆ ∈ [0, 1] with σˆ(sˆ) ∈ K. It now follows that σ(sˆ) ∈ Kδ,
which concludes Step 1.5.
We now finish the proof of Step 1. We set w := γ(−µ). We will first show that (ϕ˜ ◦ ι)(I+(w,Mint)) ⊆[
x+ + C−6/7
] ∩ [x− + C+6/7].
The proof is by contradiction. So let σ : [0, 1] → Mint be a future directed timelike curve with σ(0) =
γ(−µ) and assume that there exists s˜ ∈ [0, 1] such that (ϕ˜ ◦ ι ◦ σ)(s˜) /∈ [x+ + C−6/7] ∩ [x− + C+6/7]. Let
s0 := sup
{
s′ ∈ [0, 1] | (ϕ˜ ◦ ι ◦ σ)(s) ∈ [x+ + C−6/7] ∩ [x− + C+6/7] for all s ∈ [0, s′)} .
Clearly, we have 0 < s0 ≤ 1 and from our assumption it follows that (ϕ˜◦ι◦σ)(s0) ∈ ∂
([
x++C−6/7
]∩[x−+C+6/7]).
Since all vectors in C−5/6 are past directed timelike, we can find a past directed timelike curve τ : [0, 1] →
(−ε, ε)d+1 with τ(0) = (ϕ˜ ◦ ι ◦ σ)(s0) and τ(1) = x−, which does not intersect
[
x+ +C−6/7
]∩ [x− +C+6/7]. For
example, this curve can be chosen to lie in ∂
([
x+ + C−6/7
] ∩ [x− + C+6/7]).
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(−ε, ε)d+1
x0
x
y−
x−
x+
x+ + C−5/6
x+ + C−6/7
x− + C+5/6
x− + C+6/7
C−5/8 ∩
(
y− + C+5/8
)
(ϕ˜ ◦ ι)(γ(−µ))
y+
ϕ˜ ◦ ι ◦ σ
τ
It now follows from (6.8) that τ maps in ϕ˜
(
ι(Mint)
)
(since σ(s0) ∈Mint). Hence, (ϕ˜◦ι)−1◦τ is a past directed
timelike curve in Mint with
(
(ϕ˜ ◦ ι)−1 ◦ τ)(0) = σ(s0) ∈ I+(γ(−µ),Mint) and ((ϕ˜ ◦ ι)−1 ◦ τ)(1) = γ(x−0 ),
which does not intersect U = (ϕ˜ ◦ ι)−1
([
x+ +C−6/7
]∩ [x− +C+6/7]). This, however, is a contradiction to Step
1.5. Hence, we have shown that (ϕ˜ ◦ ι)(I+(w,Mint)) ⊆ [x+ + C−6/7] ∩ [x− + C+6/7].
We now define ρ > 0 by
(
x+ + C−6/7
) ∩ {x0 = 0} = {0} × Bdρ(0). Recalling that − 15ε < y−0 < −µ < 0,
elementary geometry shows that there exists a δ > 0 such that
{−19
20
ε} ×Bdρ+δ(0) ⊆
(
(−1
5
ε, 0, . . . , 0) + C−5/6
) ∩ {x0 = −19
20
ε} ,
and thus by (6.7) and (6.8) we obtain ψ˜−1
(
(−ε,− 1920ε]×Bdρ+δ(0)
)
⊆ I−(γ(−µ),Mint).
We now set U˜ := ϕ˜−1
(
(−ε, ε)× Bdρ+δ(0)
)
and ψ˜ := ϕ˜
∣∣
U˜
. Clearly, the first three properties of Step 1 are
satisfied. It remains to prove the fourth property. In fact, for x ∈ Bdρ+δ(0) we cannot have ϕ˜−1(s, x) ∈ ι(Mint)
for all s ∈ (−ε, 34ε]. Since otherwise we can connect ( 34ε, x) to 0 via a past directed timelike curve, which, by
(6.8), would imply the contradiction ϕ˜−1(0) ∈ ι(Mint). This concludes the proof of Step 1.
Step 2: We construct a connected and globally hyperbolic subset N ⊆Mint with diams(N) =∞.
Let ω0 be the projection of γ(−µ2 ) to Sd−1, t0 := t
(
γ(−µ2 )
)
, and r0 := r
(
γ(−µ2 )
)
. By the openness of
I+
(
γ(−µ),Mint
)
there exist λ, κ > 0 such that [t0 − λ, t0 + λ]× {r0} ×BSd−1κ (ω0) ⊆ I+
(
γ(−µ),Mint
)
, where
BS
d−1
κ (ω0) denotes the ball of radius κ around ω0 in Sd−1. Since −∂r is future directed timelike, we also have
[t0 − λ, t0 + λ]× (0, r0]×BSd−1κ (ω0) ⊆ I+
(
γ(−µ),Mint
)
. (6.20)
We define r∗int(r) :=
∫ r
0
1
D(r′) dr
′ and set v∗int := r
∗
int + t and u
∗
int := r
∗
int − t. It is easy to check that v∗int
and u∗int are null coordinates - indeed, one could add a suitable constant b ∈ R to the definition of r∗int(r) to
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obtain the relations v∗int =
2r+
d−2 log(v) and u
∗
int =
2r+
d−2 log(u) with the null coordinates u, v defined in Section
4.1. We choose r1 ∈ (0, r0) such that 0 > r∗int(r1) > −λ2 and set
N :=
[
{r ≤ r1} ∩ {u∗int < r∗int(r1)− (t0 − λ)} ∩ {v∗int < r∗int(r1) + (t0 + λ)}
]
∪
[
{r1 < r < r0} ∩ {u∗int > r∗int(r1)− (t0 + λ)} ∩ {v∗int > r∗int(r1) + (t0 − λ)}
]
.
Clearly N is connected and it is also not difficult to verify that N is globally hyperbolic with Cauchy
hypersurface Σ = (t0 − λ, t0 + λ)× {r1} × Sd−1. It remains to show that diams(N) =∞.
For n > 1r1 let fn : R→ (0, r1] be a smooth function with
fn(t) =

r1 for t < t0 − 78λ
1
n for t0 − 14λ ≤ t ≤ t0 + 14λ
r1 for t0 +
7
8λ < t
and such that {r = fn(t)} is spacelike. Again, it is straightforward to verify that Σn := {r = fn(t)}∩{t0−λ <
t < t0 + λ} is a Cauchy hypersurface for N .
t = −u∗int > t0 − λ2 t = v∗int > t0 + λ2
u∗int = r
∗
int(r1)− (t0 − λ)
v∗int = r
∗
int(r1) + (t0 − λ)
u∗int = r
∗
int(r1)− (t0 + λ)
v∗int = r
∗
int(r1) + (t0 + λ)
(t0 − λ, t0 + λ)× {r1} × Sd−1 {r = r0}
Σn
N
Let gn denote the induced metric on Σn and, using (4.2), we see that in the region Σn∩{t0− 14λ < t < t0+ 14λ}
the metric gn is given by
gn = −
(
1− 2m · n(d−2)) dt2 + n−2 γ˚d−1 .
We now consider the pairs of points pn = (t0− 14λ, 1n , ω0) ∈ Σn and qn = (t0 + 14λ, 1n , ω0) ∈ Σn. The shortest
curve connecting pn with qn in Σn is given by γn : [− 14λ, 14λ]→ Σn,
γn(s) = (t0 + s,
1
n
, ω0) .
The length L(γn) of γn is given by
L(γn) =
∫ 1
4λ
− 14λ
√
gn
(
γ˙n(s), γ˙n(s)
)
ds
=
∫ 1
4λ
− 14λ
√
2m · n(d−2) − 1 ds
=
1
2
λ
√
2m · n(d−2) − 1 .
Since d ≥ 3, it thus follows that
diam(Σn) ≥ dΣn(pn, qn) = L(γn) =
1
2
λ
√
2m · n(d−2) − 1→∞ for n→∞ ,
and hence
diams(N) = sup
Σ Cauchy
hypersurface of N
diam(Σ) ≥ sup
n∈N
> 1
r1
diam(Σn) =∞ .
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Step 3: We show that Step 1 implies that N can be covered by finitely many regular flow charts for N .
A contradiction then follows from Theorem 5.3.
Consider the chart ψ˜ : U˜ → (−ε, ε)×Bdρ+δ(0) constructed in Step 1. For x ∈ Bdρ+δ(0) let
Ix :=
(− ε, sup{s0 ∈ (−ε, ε) ∣∣ ψ˜−1(s, x) ∈ ι(Mint) ∀s ∈ (−ε, s0)})
and set
Dρ+δ :=
⋃
x∈Bdρ+δ(0)
Ix × {x} ⊆ (−ε, ε)×Bdρ+δ(0) .
Clearly, Dρ+δ is a connected component of ψ˜
(
ι(Mint)∩U˜
)
and hence open. Similarly set Dρ :=
⋃
x∈Bdρ(0) Ix×
{x}. The corresponding regions in Mint we denote with Vρ+δ := (ι−1◦ψ˜−1)(Dρ+δ) and Vρ := (ι−1◦ψ˜−1)(Dρ).
Setting ψρ+δ := (ψ˜ ◦ ι)|Vρ+δ and ψρ := (ψ˜ ◦ ι)|Vρ , this yields the charts
ψρ+δ : Vρ+δ → Dρ+δ and ψρ : Vρ → Dρ
of Mint. For x ∈ Bdρ+δ(0) the future directed timelike curves σx : Ix →Mint, σx(s) = ψ−1ρ+δ(s, x) are initially
in I−
({r = r0},Mint) (by property 3 of Step 1) and are future inextendible in Mint (by property 4 of Step
1). Hence, each of these curves intersects {r = r1} exactly once. As in Step 2 of the proof of Theorem
5.3 it follows that there exists a smooth f : Bdρ+δ(0) → (−ε, ε) such that ω(x) =
(
f(x), x
)
is a smooth
parametrisation of ψρ+δ({r = r1} ∩ Vρ+δ).
Recall now the definition of the Cauchy hypersurface Σ of N , i.e., Σ := (t0 − λ, t0 + λ) × {r1} × Sd−1.
In the following we construct finitely many charts ϕ˚` : W` → A˚1 for Σ, where each chart is contained in
Σ ∩ Vρ+δ and together they cover Σ ∩ Vρ. Moreover, the charts extend regularly to their closures, which will
guarantee that the diameter of ψρ+δ(W˚`) with respect to the Euclidean metric on Dρ+δ is finite. Restricting
ψρ+δ : Vρ+δ → Dρ+δ to the flow-out of W˚` in N under the vector field ∂0 will give a collection of regular flow
charts for N which cover N ∩ Vρ.
First we observe that Σ is a smooth manifold with boundary which is, moreover, compact. It follows that
Σ ∩ ψ−1ρ+δ
(⋃
x∈Bdρ(0) Ix × {x}
)
= Σ ∩ Vρ is a compact subset of Σ and Σ ∩ Vρ+δ is an open neighbourhood
thereof (open in Σ).
ψρ+δ(Σ ∩ Vρ)
ψρ+δ
({r = r1} ∩ Vρ+δ)
Bdρ+δ(0)
Bdρ(0)
Let Ai stand either for the open ball B
d
i (0) or for the upper hemisphere B
d
i (0) ∩ {xd ≥ 0}, where i = 1, 2.
Consider now a collection of charts
ϕα : W2,α → A2
for Σ such that
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i) W2,α ⊆ Σ ∩ Vρ+δ
ii) Σ ∩ Vρ ⊆
⋃
αW1,α, where W1,α := ϕ
−1
α (A1).
By the compactness of Σ∩Vρ we can extract a finite subfamily α1, . . . , αL such that Σ∩Vρ ⊆
⋃
1≤`≤LW1,α` .
We set ϕα` =: ϕ`.
Let A˚1 ⊆ A1 now stand for either Bd1 (0) or Bd1 (0) ∩ {xd > 0} and define W˚` := ϕ−1` (A˚1) ⊆ Σ. By the
definition of a manifold with boundary we have
Σ ∩ Vρ ⊆
⋃
1≤`≤L
W˚` . (6.21)
By slight abuse of notation, we have thus shown the existence of finitely many charts
ϕ` : W˚` → A˚1 , 1 ≤ ` ≤ L ,
for Σ that cover Σ ∩ Vρ and extend regularly to ϕ` : W˚` → A˚1, where the first closure is in {r = r1} and the
latter in Rd.
Since W˚` is an open subset of Σ ⊆ {r = r1}, B` := ω−1
(
ψρ+δ(W˚`)
)
is an open subset of Bdρ+δ(0). For
x ∈ B` denote with Jx the maximal open subinterval of Ix on which σx is contained in N . Since W˚` ⊆ Σ ⊆ N ,
we have Jx 6= ∅. We now set D` :=
⋃
x∈B` Jx × {x} and U` := ψ−1ρ+δ(D`) ⊆ N and claim that
ψρ+δ
∣∣
U`
: U` → D` (6.22)
is a regular flow chart for N .
To prove this claim we need to show that the coordinate diameter diame(B`) is finite - it is obvious that
ψρ+δ
∣∣
U`
satisfies the other properties of Definition 5.2. Clearly, the coordinate diameter of B` is less or equal to
the diameter of ψρ+δ(W˚`) with respect to the metric η induced by the Euclidean metric on (−ε, ε)×Bdρ+δ(0)
- since one ignores the distance traversed in the x0-direction. To estimate the latter diameter, consider
ψρ+δ ◦ ϕ−1` : A˚1 → ψρ+δ(W˚`) and recall that ϕ` extends regularly to ϕ` : W˚ ` → A˚1. Hence, the metric
components of the pull-back metric (ψρ+δ ◦ ϕ−1` )∗η with respect to the standard coordinates on A˚1 are
uniformly bounded on A˚1. This, together with the finite coordinate diameter of A˚1, implies, as in the last
paragraph of the proof of Theorem 5.3, the finiteness of the diameter of ψρ+δ(W˚`) with respect to the metric
η. Hence, (6.22) is indeed a regular flow chart for N .
Step 3.1: We show that N ∩ {ω ∈ BSd−1κ (ω0)} ⊆
⋃
1≤`≤L U`.
By property 2 of Step 1 and (6.20) we have
N ∩ {ω ∈ BSd−1κ (ω0)} ⊆ [t0 − λ, t0 + λ]× (0, r0]×BS
d−1
κ (ω0) ⊆ Vρ .
Given a p ∈ N ∩ {ω ∈ BSd−1κ (ω0)} consider the timelike curve σx0 that goes through p. The curve σx0 has to
intersect Σ in Vρ, and hence, by (6.21), σx0 intersects W` for some 1 ≤ ` ≤ L. Thus, p is contained in U`.
We now construct a cover of regular flow charts for N . There is a finite number of rotations Rk ∈ SO(d),
1 ≤ k ≤ K, such that Sd−1 ⊆ ⋃1≤k≤K Rk(BSd−1κ (ω0)). Let us denote the symmetry action of Rk on Mint by
the same symbol. It follows that{
ψρ◦δ
∣∣
U`
◦R−1k : Rk(U`)→ D`
∣∣ 1 ≤ ` ≤ L, 1 ≤ k ≤ K}
is a finite cover of regular flow charts for N . The contradiction to Step 2 is now obtained from Theorem 5.3.
This concludes the proof of Theorem 4.11.
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