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Introduc¸a˜o
O objetivo deste trabalho e´ estudar a teoria local das curvas, ou seja, estudar
o comportamento de uma curva restrita a uma vizinhanc¸a de um ponto. Para isso
dividimos o trabalho em quatro cap´ıtulos.
No primeiro cap´ıtulo estudamos os conceitos fundamentais das curvas dando
eˆnfase para as curvas regulares e ilustramos com va´rios exemplos. Definimos o compri-
mento de arco e mostramos que o mesmo e´ invariante por uma mudanc¸a de paraˆmetro
e assim o introduzimos como um paraˆmetro ao longo de uma curva.
No segundo cap´ıtulo, associamos a cada curva duas quantidades escalares
chamadas curvatura e torc¸a˜o. Para isso definimos em cada ponto da curva um conjunto
vetores que formam uma base ortonormal de R3 e sa˜o denominados de refereˆncial mo´vel.
A variac¸a˜o deste refereˆncial nos informa o comportamento da curva numa vizinhanc¸a
do ponto.
No terceiro cap´ıtulo, mostramos que o refereˆncial mo´vel satisfaz um sistema
de equac¸o˜es chamadas de equac¸o˜es de Frenet. Como aplicac¸a˜o das equac¸o˜es de Frenet,
caracterizamos certas classes de curvas. Demonstramos o Teorema Fundamental de
Existeˆncia e Unicidade das Curvas, que e´ o objetivo principal desta monografia.
No quarto cap´ıtulo restringimo-nos ao estudo de uma classe espec´ıfica de
curvas, as curvas de Be´zier.
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Cap´ıtulo 1
Conceitos sobre as Curvas
1.1 Curvas em Rn
Por Rn entendemos o conjunto das n-uplas (x1, x2, . . . , xn) de nu´meros reais.
Nosso objetivo e´ caracterizar certos subconjuntos de Rn, as curvas. Uma maneira de
definir tais subconjuntos e´ por meio de func¸o˜es diferencia´veis. Lembramos que uma
func¸a˜o x(t) e´ diferencia´vel de classe Ck, se todas as suas derivadas x′(n)(t) existirem e
forem cont´ınuas, para todo n ≤ k.
Definic¸a˜o 1.1 Uma curva parametrizada diferencia´vel e´ uma aplicac¸a˜o γ : I → Rn,
em que o intervalo I ⊂ R.
Denominaremos simplesmente de curva ao subconjunto γ(I) ⊂ Rn.
Existem va´rias maneiras de se obter curvas:
• considerando f : R2 → R uma func¸a˜o de classe C∞ e k ∈ R uma constante
Ck = {(x, y) ∈ R; f(x, y) = k}.
Se k na˜o for um valor cr´ıtico de f (5f(x, y) 6= 0 para todo (x, y) ∈ Ck), enta˜o Ck
e´ uma curva denominada curva de n´ıvel.
• tomando a intersecc¸a˜o de duas superf´ıcies.
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• em termos geome´tricos, uma curva pode ser interpretada como a trajeto´ria de
um objeto deslocando-se de um ponto a outro. As coordenadas do objeto sa˜o
dadas em func¸a˜o do tempo t, onde x = γ1(t) e y = γ2(t), e t e´ o paraˆmetro da
representac¸a˜o. Quando t varia, as quantias x = γ1(t) e y = γ2(t) tambe´m variam e
descrevem uma curva, denominada curva parame´trica. E´ usual representarmos
uma curva por meio de sua equac¸a˜o vetorial, assim γ(t) = γ1(t)e1 + · · ·+ γn(t)en,
representa uma curva no espac¸o n-dimensional.
Por exemplo, γ(t) = (t2 − 2t)e1 + (t + 1)e2, representa uma para´bola.
• existem curvas que podem ser definidas por algor´ıtmos; no cap´ıtulo IV estudare-
mos uma classe espec´ıfica destas curvas, as curvas de Be´zier.
Vejamos alguns exemplos de curvas.
Exemplo 1.1 A figura 1.1 mostra o gra´fico das curvas de n´ıvel da func¸a˜o
g(x, y) =
√
9− x2 − y2, para k = 0, 1, 2, 3. As curvas de n´ıvel sa˜o
√
9− x2 − y2 = k ou x2 + y2 = 9− k2
que correspondem a uma famı´lia de c´ırculos conceˆntricos em (0, 0) e raio
√
9− k2.
k=0
k=1
k=2
k=3
(0,3) x
y
Figura 1.1: Curvas de n´ıvel da func¸a˜o g(x, y) =
√
9− x2 − y2, para k = 0, 1, 2, 3
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Exemplo 1.2 Determine a equac¸a˜o da curva obtida na intersecc¸a˜o do cil´ındro
x2 + y2 = 1, com o plano y + z = 2. Veja figura 1.2.
Chamando de γ a curva obtida na intersecc¸a˜o, a projec¸a˜o de γ sobre o plano
xy e´ a circunfereˆncia x2 + y2 = 1. Substituindo x = cosθ, y = senθ, 0 ≤ θ ≤ 2pi, na
equac¸a˜o da circunfereˆncia, encontramos na equac¸a˜o do plano z = 2 − y = 2 − senθ.
Escrevendo as equac¸o˜es parame´tricas para γ temos:
x = cosθ, y = senθ, z = 2− senθ 0 ≤ θ ≤ 2pi.
γ
(0,-1,3)
(1,0,2)
Z
Z
Y
Y
X
X
(0,1,1)
(-1,0,2)
Figura 1.2: Curva γ obtida na intercecc¸a˜o
Exemplo 1.3 A epiciclo´ide e´ uma curva plana gerada por um ponto P da circun-
fereˆncia de um c´ırculo C que rola sem deslizar sobre o exterior de um c´ırculo C0 fixo
(veja a figura 1.3). Vamos encontrar uma representac¸a˜o parame´trica para a epiciclo´ide
quando C tem raio r, C0 esta´ centrado na origem com raio r0 e P esta´ inicialmente
localizado em (r0, 0).
Seja A denotado como o centro de C e θ o aˆngulo que OA faz com e1. Enta˜o
OA = |OA|(cosθ)e1 + |OA|(senθ)e2
= (r0 + r)(cosθ)e1 + (r0 + r)(senθ)e2
Se β e´ o aˆngulo que AP faz com e1, enta˜o
β = ]OAP + θ − pi ou β = θ r0
r
+ θ − pi = r0 + r
r
θ − pi
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Segue que,
AP = |AP |(cosβ)e1 + |AP |(senβ)e2
= r
[
cos
(
r0 + r
r
θ − pi
)]
e1 + r
[
sen
(
r0 + r
r
θ − pi
)]
e2
= −r
[
cos
(
r0 + r
r
θ
)]
e1 − r
[
sen
(
r0 + r
r
θ
)]
e2
Assim,
γ(θ) = OP = OA + AP
=
[
(r0 + r)cosθ − rcos
(
r0 + r
r
θ
)]
e1
+
[
(r0 + r)senθ − rsen
(
r0 + r
r
θ
)]
e2
e´ a representac¸a˜o requerida.
C
O
P
A
C0
q
b
e
e
y
x1
1
Figura 1.3: Epiciclo´ide
Exemplo 1.4 Exemplos importantes de curvas no espac¸o sa˜o as he´lices. A figura 1.4
mostra o trac¸o da He´lice Circular parametrizada por
γ(t) = acos(t)e1 + asen(t)e2 + bte3, a, b 6= 0, t ∈ R.
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A figura 1.5 mostra o trac¸o da He´lice Logar´ıtmica parametrizada por
δ(t) = etcos(t)e1 + e
tsen(t)e2 + e
te3, t ∈ [0,∞).
2pb
x
z
y
Figura 1.4: He´lice Circular
x
z
y
Figura 1.5: He´lice Logar´ıtmica
A he´lice circular faz uma espiral ao redor de um cilindro de raio |a|. A
equac¸a˜o γ3(t) = bt move os pontos da curva uniformemente da direc¸a˜o γ3. Quanto t
aumenta 2pi, γ1 e γ2 retornam ao seu valor inicial. A he´lice logar´ıtmica se desenvolve
num cone e sua projec¸a˜o sobre o plano xy e´ uma curva chamada espiral logar´ıtmica.
Exemplo 1.5 A figura 1.6 mostra o gra´fico gerado por computador da curva parametrizada
por
γ(t) = [(4 + sen20t)cost]e1 + [(4 + sen20t)sent]e2 + [cos20t]e3.
Essa curva e´ chamada de toro´ide espiral, porque esta´ contida no toro. Outra curva
interessante e´ o no´ trevo, que tambe´m esta´ contida no toro e e´ parametrizada por
λ(t) = [(2 + cos(1, 5t))cost]e1 + [(2 + cos(1, 5t))sent]e2 + [sen(1, 5t)]e3
mostrada na figura 1.7.
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xz
y
Figura 1.6: Toro´ide Espiral
x
z
y
Figura 1.7: No´ Trevo
1.2 Curvas Regulares
Nesta sec¸a˜o, vamos nos restringir a uma certa classe de curvas. Para efeitos
teo´ricos vamos evitar curvas que em algum ponto na˜o tenham vetor tangente. Essa
classe de curvas e´ denominada de curvas regulares.
Definic¸a˜o 1.2 Uma curva parametrizada γ(t) : I → Rn e´ dita regular se
(i) γ(t) e´ da classe C1
(ii)|γ′(t)| 6= 0, para todo t ∈ I.
No que se segue, dada uma curva parametrizada, salvo menc¸a˜o contra´ria,
sera´ considerada uma curva regular.
Uma parametrizac¸a˜o γ(t) : I → Rn de uma curva pode na˜o ser bijetora, ou
seja, pode conter pontos t1 6= t2, para os quais γ(t1) = γ(t2). No entanto, e´ poss´ıvel
verificar que ao restringirmos a parametrizac¸a˜o a uma vizinhanc¸a de um ponto t ∈ I,
γ e´ bijetora. Essa e´ uma propriedade local pois depende apenas do comportamento da
curva pro´ximo ao ponto.
Exemplo 1.6 A curva mostrada na figura 1.8 e´ parametrizada por
γ(t) = (t3 − 4t)e1 + (t2 − 4)e2, t ∈ R. Observe que γ(2) = γ(−2) = (0, 0) isto e´, a
aplicac¸a˜o γ(t) na˜o e´ bijetora, no entanto, perceba que γ ′(t) 6= 0 para todo t. Portanto
γ e´ regular.
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xy
Figura 1.8: γ(t) = (t3 − 4t)e1 + (t2 − 4)e2, t ∈ R
Exemplo 1.7 A curva mostrada na figura 1.9 e´ parametrizada por γ(t) = (t + 1)e1 +
(t2 +3)e2, t ∈ R, e´ regular, pois γ ′(t) = e1 + 2 t e2 e´ cont´ınua e |γ ′(t)| 6= 0 para todo t.
x
y
Figura 1.9: γ(t) = (t + 1)e1 + (t
2 + 3)e2
Exemplo 1.8 A curva mostrada na figura 1.10, esta´ definida em coordenadas polares
por, r(θ) = 2cosθ − 1. Para parametriza´-la, consideramos
γ1(θ) = r(θ) cosθ , γ2(θ) = r(θ) senθ
e portanto sua parametrizac¸a˜o sera´,
γ1(θ) = (cosθ)(2cosθ − 1) , γ2(θ) = (senθ)(2cosθ − 1) , θ ∈ [0, 2pi]
ou γ(θ) = (cosθ)(2cosθ − 1)e1 + (senθ)(2cosθ − 1)e2.
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Exemplo 1.9 A parametrizac¸a˜o de Cissoid de Diocles dada por r(θ) = 2 senθ tgθ,
θ ∈ (−pi/2, pi/2) , na˜o e´ regular. Considerando
γ1(θ) = r(θ)cosθ e γ2(θ) = r(θ)senθ
temos que
γ1(θ) = 2sen
2θ, γ2(θ) = 2sen
2θtgθ, θ ∈ (−pi/2, pi/2).
Observe que em θ = 0, |γ ′(θ)| = 0, pois
dγ1
dθ
= 4senθcosθ e
dγ2
dθ
= 2sen2θsec2θ + 4senθcosθtgθ
Pelo trac¸o na figura 1.11 podemos ver que γ na˜o e´ regular, pois existe um bico agudo
neste ponto caracterizando a inexisteˆncia de vetor tangente.
q = p/2
q = p (1,0)
(-3,p)
( q)r,
q = p
(-1,3p/2)
q = 3p/2
q = 0
Figura 1.10: r(θ) = 2cosθ − 1
2 x
y
Figura 1.11: Cissoid de Diocles
Curvas parametrizadas diferencia´veis podem ter o mesmo trac¸o.
Exemplo 1.10 As curvas
γ(t) = (t, 2t), t ∈ R
δ(t) = (2r + 1, 4r + 2), r ∈ R
teˆm o mesmo trac¸o mostrado na figura 1.12. A mudanc¸a de paraˆmetro t = 2r + 1, faz
com que γ e δ tenham a mesma parametrizac¸a˜o.
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xy
g  d
Figura 1.12: Trac¸o de γ coincide com o trac¸o de δ.
Definic¸a˜o 1.3 Uma mudanc¸a de paraˆmetro e´ uma bijec¸a˜o f : I → J , entre intervalos
de R, que e´ suave, bem como sua inversa.
Lembrando que uma func¸a˜o e´ suave se e´ de classe C∞. Na figura 1.13,
representamos o esquema da mudanc¸a de paraˆmetro entre os intervalos I e J , onde f
e´ dita ser a mudanc¸a de paraˆmetro. Assim, dada uma curva regular γ, podemos obter
va´rias parametrizac¸o˜es para γ.
b = g fg
I J
O
f
Figura 1.13: A bijec¸a˜o f e´ a mudanc¸a de paraˆmetro entre os intervalos I e J .
Exemplo 1.11 A func¸a˜o t = (b − a)θ + a, θ ∈ [0, 1], a < b e´ uma mudanc¸a de
paraˆmetro do intervalo θ ∈ [0, 1] sobre t ∈ [a, b]. A inversa θ = (t − a)/(b − a) e´ a
mudanc¸a de paraˆmetro do intervalo t ∈ [a, b] sobre θ ∈ [0, 1].
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Exemplo 1.12 A func¸a˜o t = θ2/(θ2 + 1) e´ uma mudanc¸a de paraˆmetro do intervalo
θ ∈ (0,∞) sobre t ∈ [0, 1].
dt
dθ
=
2θ
(θ2 + 1)2
, e´ cont´ınua e
dt
dθ
6= 0, θ ∈ (0,∞). Assim
θ2
(θ2 + 1)2
∣∣∣∣
θ=0
= 0
e lim
θ→∞
θ2
θ2 + 1
= 1, que toma o intervalo θ ∈ (0,∞) sobre t ∈ [0, 1].
Exemplo 1.13 Introduzir a mudanc¸a de paraˆmetro θ = t + 1, t ∈ [−1, 2pi − 1] na
curva
γ(θ) = [cos(θ)2cos(θ)]e1 + [sen(θ)2cos(θ)]e2, θ ∈ [0, 2pi] (1.1)
representada na figura 1.14. Pela mudanc¸a de paraˆmetro, 1.1 e´ equivalente a
γ(t) = [cos(t + 1)2cos(t + 1)]e1 + [(2cos(t + 1)]e2, t ∈ [−1, 2pi − 1]
pois, γ(θ) = γ(θ(t)). Quando t aumenta em t ∈ [−1, 2pi − 1], θ = t + 1 tambe´m
aumenta em θ ∈ [0, 2pi]. Introduzindo esta mudanc¸a a equac¸a˜o trac¸a o mesmo sentido
e mesma direc¸a˜o da equac¸a˜o 1.1, mostrada na figura 1.15. Se introduzimos a mudanc¸a
de paraˆmetro θ = −t, t ∈ [−2pi, 0], obteremos uma representac¸a˜o equivalente
γ(t) = [cos(t)2cos(t)]e1 + [sen(t)2cos(t)]e2, t ∈ [−2pi, 0].
Agora quando t aumenta em t ∈ [−2pi, 0], θ = −t decresce em θ ∈ [0, 2pi], com esta
mudanc¸a de paraˆmetro a equac¸a˜o trac¸a direc¸a˜o e sentido oposto, mostrada na figura
1.16.
Assim a direc¸a˜o e sentido em que a curva e´ trac¸ada e´ uma propriedade da parametrizac¸a˜o
e na˜o da curva.
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Figura 1.14: Figura 1.15: Figura 1.16:
Uma curva γ(t) : I → Rn, com saltos de continuidade e´ chamada de regular
por partes se existir um nu´mero finito de intervalos abertos Ii, i = 1, 2, . . . , n, nos
quais a restric¸a˜o de γ e´ regular.
Exemplo 1.14 A ciclo´ide parametrizada por γ(θ) = [r(θ − senθ)]e1 + [r(1− cosθ)]e2,
θ ∈ R, e´ regular por partes (veja Figura 1.17). Perceba que γ ′(θ) = 0 quando θ = 2npi,
n ∈ N, ou seja ela na˜o e´ cont´ınua nestes pontos. No entanto a ciclo´ide e´ regular nos
intervalos θ ∈ (2npi, (2n + 2)pi), para todo n ∈ N. Assim dizemos que a ciclo´ide e´
regular por partes ou seja, para cada n ∈ N, a ciclo´ide e´ um arco regular no intervalo
2npi < θ < (2n + 2)pi.
2p
r
x
y
r
Figura 1.17: Ciclo´ide
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1.3 Projec¸o˜es Ortogonais
Seja γ(t) : I → R3 a parametrizac¸a˜o de uma curva. Fixado um t0, a equac¸a˜o
ζγ(k) = γ1(t0)e1 + γ2(t0)e2 + ke3, k ∈ R
representa a reta ortogonal ao plano xy, que passa pelo ponto γ(t0). Segue que a
famı´lia de retas do tipo
ζγ(k) = γ1(t0)e1 + γ2(t0)e2 + ke3, t, k ∈ R (1.2)
geram uma superf´ıcie cil´ındrica ortogonal ao plano xy, que conte´m γ(I).
Definic¸a˜o 1.4 Seja γ(t) : I → R3 a parametrizac¸a˜o de uma curva. A projec¸a˜o
ortogonal de γ sobre o plano xy e´ dada pela func¸a˜o
Pxy : R
3 → R2
Pxy(γ1, γ2, γ3) = (γ1, γ2) ou
ζγ(t) = γ1(t)e1 + γ2(t)e2
As projec¸o˜es ortogonais da curva γ sobre os planos yz e xz sa˜o respectiva-
mente
Pyz(γ1, γ2, γ3) = (γ2, γ3)
ζγ(t) = γ2(t)e2 + γ3(t)e3
Pxz(γ1, γ2, γ3) = (γ1, γ3)
ζγ(t) = γ1(t)e1 + γ3(t)e3
A intersecc¸a˜o de duas superf´ıcies cil´ındricas geradas pelas famı´lias de retas
mencionadas na Equac¸a˜o 1.2 determinam uma curva. Vejamos alguns exemplos.
Exemplo 1.15 A projec¸a˜o ortogonal da cu´bica retorcida parametrizada por
γ(t) = te1 + t
2e2 + t
3e3, t ∈ R, sobre o plano xy e´ a para´bola ζγ(t) = te1 + t2e2. A
projec¸a˜o sobre o plano xz e´ a cu´bica ζγ(t) = te1 + t
3e3. A curva e´ representada pela
intersecc¸a˜o das duas superf´ıcies, uma parabo´lica cil´ındrica ortogonal ao plano xy e a
outra cu´bica cil´ındrica ortogonal ao plano xz. Veja figura 1.18.
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y
-2
24
-6
6
0
Figura 1.18: Cu´bica retocida
Exemplo 1.16 A parametrizac¸a˜o γ(t) = te1 + (t
2 + 1)e2 + (t − 1)3e3 e´ regular, pois
dγ/dt = e1 + 2te2 + 3(t− 1)2e3 e´ cont´ınua e |dγ/dt| = [1 + 4t2 + 9(t− 1)4]1/2 6= 0, para
todo t ∈ R. Sua projec¸a˜o sobre o plano xy e´ a para´bola ζγ(t) = te1 + (t2 + 1)e2, e a
projec¸a˜o sobre o plano xz e´ a cu´bica ζγ(t) = te1 + (t − 1)3e3. A curva e´ representada
na intersecc¸a˜o das duas superf´ıcies cil´ındricas ortogonais aos planos xy e xz, no caso
uma parabo´lica e outra cu´bica.
1.4 Comprimento de Arco
A toda curva γ(t) : [a, b] → Rn, podemos associar um nu´mero real que e´ o
comprimento do arco de γ entre os pontos γ(a) e γ(b). Ao considerarmos uma partic¸a˜o
arbitra´ria do intervalo [a, b]
a = t0 < t1 < t2 < · · · < tn = b,
estamos definindo uma sequ¨eˆncia de pontos
γ0(t0), γ1(t1), · · · , γn(tn)
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sobre a curva γ. O seguinte somato´rio
s(P ∗) =
n∑
i=1
|γi(ti)− γi−1(ti−1)| (1.3)
e´ o comprimento da linha poligonal obtida substituindo, para cada 1 ≤ i ≤ n, o trac¸o
da curva no intervalo [ti, ti−1] pelo segmento de reta que une γ(ti−1) a γ(ti). Veja a
figura 1.19.
g( )t
g( )t
g( )t
g( )t
g( )t
g( )t
g( )t
g( )t
0
1
2
3
4
5
6
7
Figura 1.19: Linha poligonal
Retificaremos o arco, tomando o limite em 1.3
s(P ) = lim
n→∞
n∑
i=1
|γi(ti)− γi−1(ti−1)|. (1.4)
Definic¸a˜o 1.5 Um arco e´ retifica´vel, se o limite 1.4 existir.
Teorema 1.1 Seja γ(t) : I → Rn uma curva regular. Enta˜o o arco γ(t) : [a, b] → Rn
e´ retifica´vel e seu comprimento e´ dado por
s =
∫ b
a
∣∣∣dγ
dt
∣∣∣dt = ∫ b
a
|γ′(t)|dt
Demonstrac¸a˜o 1.1 Considere  > 0, devemos mostrar que |s− s(P )| < . De acordo
com o teorema do valor me´dio e o fato de γ(t) : [a, b] → Rn ser C1, existe t∗i ∈ [ti−1, ti]
tal que
|γ(ti)− γ(ti−1)| ≤ |γ ′(t∗i )|(ti − ti−1) = |γ′(t∗i )|4t
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assim
∣∣∣ ∫ b
a
|γ′(t)|dt− lim
n→∞
n∑
i=1
|γi(ti)−γi−1(ti−1)|
∣∣∣ ≤ ∣∣∣ ∫ b
a
|γ′(t)|dt− lim
n→∞
n∑
i=1
|γ′(t∗i )|4t
∣∣∣ = 0 < 
Portanto o comprimento de arco e´ dado por
∫ b
a
|γ′(t)|dt.
Proposic¸a˜o 1.1 O comprimento de arco da curva γ(t) : [a, b] → Rn, e´ invariante por
uma mudanc¸a de paraˆmetro.
Demonstrac¸a˜o 1.2 Seja f : J → I uma bijec¸a˜o entre intervalos de R, ou seja,
f e´ uma mudanc¸a de paraˆmetro satisfazendo f ′(s) > 0, e β(s) = γ ◦ f(s) outra
parametrizac¸a˜o da curva γ, enta˜o teremos
sβ =
∫ d
c
|β′(s)|ds =
∫ d
c
|γ′(f(s))||f ′(s)|ds
pela regra da substituic¸a˜o, fazendo t = f(s) teremos∫ d
c
|γ′(f(s))||f ′(s)|ds =
∫ b
a
|γ′(t)|dt = sγ
assim, sβ = sγ, como quer´ıamos.
Exemplo 1.17 O comprimento do segmento de arco da he´lice circular parametrizada
por γ(t) = a(cost)e1 + a(sent)e2 + bte3, t ∈ [0, 2pi], e´
s =
∫ 2pi
0
√
a2sen2t + a2cos2t + b2dt
s =
∫ 2pi
0
√
a2 + b2dt
s = 2pi
√
a2 + b2
Exemplo 1.18 O comprimento s, da curva γ(t) = (2sent)e1 + (5t)e2 + (2cost)e3,
t ∈ [−10, 10], e´
|γ′(t)| =
√
4cos2t + 25 + 4sen2t
|γ′(t)| =
√
4(cos2t + sen2t) + 25 =
√
29
s =
∫ 10
−10
√
29dt =
√
29
∣∣∣∣
10
−10
=
√
29(10 + 10) = 20
√
29
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Exemplo 1.19 Calcular o comprimento da ciclo´ide, parametrizada por
γ1(θ) = r(θ − senθ), γ2(θ) = r(1− cosθ).
Um arco da ciclo´ide e´ descrito pelo intervalo parame´trico θ ∈ [0, 2pi]. Como
dγ1
dθ
= r(1− cosθ) e dγ2
dθ
= rsenθ
temos
s =
∫ 2pi
0
√(
dγ1
dθ
)2
+
(
dγ2
dθ
)2
dθ
s =
∫ 2pi
0
√
r2(1− cosθ)2 + r2sen2θdθ
s =
∫ 2pi
0
√
r2(1− 2cosθ + cos2θ + sen2θ)dθ
s = r
∫ 2pi
0
√
2(1− cosθ)dθ
Para avaliar esta integral usamos a identidade sen2x = 1
2
(1 − cos(2x)) com θ = 2x,
que fornece 1 − cosθ = 2sen2(θ/2). Como 0 ≤ θ ≤ 2pi, temos 0 ≤ θ/2 ≤ pi, e assim
sen(θ/2) ≥ 0. Portanto
√
2(1− cosθ) =
√
4sen2(θ/2) = 2|sen(θ/2)| = 2sen(θ/2)
s = 2r
∫ 2pi
0
sen(θ/2)dθ
s = 2r [−2cos(θ/2)]
∣∣∣∣
2pi
0
s = 2r [2 + 2] = 8r
Exemplo 1.20 Calcular o comprimento de arco, a partir do ponto t = 0 ate´ um ponto
t qualquer da espiral logar´ıtmica, parametrizada por γ(t) = (etcost)e1 + (e
tsent)e2,
t ∈ [0,∞).
s =
∫ t
0
√
e2t(cost− sent)2 + e2t(sent + cost)2dt
s =
∫ t
0
√
2e2tdt
s =
√
2(et − 1)
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Exemplo 1.21 Encontre o comprimento do arco, em func¸a˜o de θ, ao longo da epi-
ciclo´ide parametrizada por
γ(θ) =
(
(r0 + r)cosθ − rcos(r0 + r
r
θ)
)
e1 +
(
(r0 + r)senθ − rsen(r0 + r
r
θ)
)
e2.
s =
∫ θ
0
[(
dγ1
dθ
)2
+
(
dγ2
dθ
)2]1/2
dθ
s =
∫ θ
0
(r0 + r)
[(
−senθ + sen
(
r0 + r
r
θ
))2
+
(
cosθ − cos
(
r0 + r
r
θ
))2]1/2
dθ
s = (r0 + r)
∫ θ
0
[(2 + 2)cos(r0θ/r)]
1/2dθ
= 2(r0 + r)
∫ θ
0
sen(r0θ/2r)dθ
s = 4
(r0 + r)r
r0
cos(r0θ/2r)
∣∣∣∣
θ
0
s = 4
(r0 + r)r
r0
[
cos(r0θ/2r)− 1
]
1.5 Comprimento de Arco como um Paraˆmetro
Definimos a func¸a˜o comprimento de arco de uma curva γ : [a, b] → Rn como
s : [a, t] → R
s(t) =
∫ t
a
∣∣∣dγ
dt
∣∣∣dt (1.5)
Se t ≥ a, enta˜o s ≥ 0. O comprimento de arco no intervalo [a, t] depende
da orientac¸a˜o, pois
s(t) =
∫ t
a
∣∣∣dγ
dt
∣∣∣dt = − ∫ a
t
∣∣∣dγ
dt
∣∣∣dt.
Pelo Teorema Fundamental do Ca´lculo, a derivada da equac¸a˜o 1.5 e´ dada
por
ds
dt
=
d
dt
∫ t
t0
∣∣∣dγ
dt
∣∣∣dt = ∣∣∣dγ
dt
∣∣∣ > 0, para todo, t ∈ [a, b].
Se γ e´ de classe Ck, s tambe´m e´ de classe Ck no intervalo [a, t]. O fato de
γ ser regular implica que o comprimento de arco (s), pode ser introduzido como um
paraˆmetro ao longo de uma curva regular.
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Vejamos alguns exemplos onde reparametrizaremos em func¸a˜o do compri-
mento de arco curvas parametrizadas em func¸a˜o de um paraˆmetro qualquer.
Exemplo 1.22 Para obter a reparametrizac¸a˜o por comprimento de arco para a he´lice
circular parametrizada por
γ(t) = (acost)e1 + (asent)e2 + bte3, (1.6)
consideramos
s =
∫ t
0
∣∣∣dγ
dt
∣∣∣dt = ∫ t
0
(a2 + b2)1/2dt
s = (a2 + b2)1/2t
e substitu´ımos, t = (a2 + b2)−1/2s encontrado acima em 1.6, assim
γ(s) = acos[(a2 + b2)−1/2s]e1 + asen[(a
2 + b2)−1/2s]e2 + b[(a
2 + b2)−1/2s]e3
e´ a reparametrizac¸a˜o por comprimento de arco para a he´lice circular.
Exemplo 1.23 A reparametrizac¸a˜o por comprimento de arco da espiral logar´ıtmica
parametrizada por
γ(t) = (etcost)e1 + (e
tsent)e2, t ∈ [0,∞) (1.7)
pode ser calculada, considerando
s =
∫ t
0
√
e2t(cost− sent)2 + e2t(sent + cost)2dt
s =
∫ 2pi
0
√
2e2tdt
s =
√
2(et − 1)
enta˜o,
s =
√
2(et − 1) ⇐⇒ t = ln
(s +√2√
2
)
com isso, substituindo t = ln
(
s+
√
2√
2
)
encontrado acima em 1.7, encontramos
γ(s) =
[(s +√2√
2
)
cos
(
ln
(s +√2√
2
))
,
(s +√2√
2
)
sen
(
ln
(s +√2√
2
))]
que e´ a reparametrizac¸a˜o por comprimento de arco da espiral logar´ıtmica.
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Cap´ıtulo 2
Elementos Geome´tricos das Curvas
Uma questa˜o fundamental em geometria e´ determinar as quantidades geome´-
tricas que caracterizam as curvas. Neste cap´ıtulo associamos a cada curva duas quan-
tidades escalares chamadas Curvatura e Torc¸a˜o, que definem uma curva no espac¸o.
A curvatura mede o quanto uma curva deixa de estar contida numa reta e a torc¸a˜o
mede o quanto uma curva deixa de estar contida num plano.
No que se segue, entendemos s como sendo o comprimento de arco,
γ(s) : I → Rn uma curva parametrizada pelo comprimento de arco e, mais, γ e´ uma
curva regular de classe C∞.
2.1 Vetor Tangente
Dada uma curva γ(t) : I → R3, sabemos que γ ′(t) e´ um vetor tangente a
curva γ no ponto t ∈ I.
Definic¸a˜o 2.1 O vetor tangente unita´rio a curva γ(t) : I → R3 e´ dado por
T(t) =
γ′(t)
|γ′(t)| .
Proposic¸a˜o 2.1 Se γ(I) e´ uma curva parametrizada pelo comprimento de arco, enta˜o
|γ′(s)| = 1.
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Demonstrac¸a˜o 2.1
|γ′(s)| =
∣∣∣dγ
ds
∣∣∣ = ∣∣∣dγ
dt
dt
ds
∣∣∣ =
∣∣∣dγ
dt
∣∣∣∣∣∣dγ
dt
∣∣∣ = 1
onde usamos o fato que
ds
dt
=
∣∣∣dγ
dt
∣∣∣.
A proposic¸a˜o acima nos leva a definir o vetor tangente unita´rio a curva
γ(s) : I → R3 como,
T(s) = γ ′(s).
2.2 Vetor Normal
Sabemos que existem vetores ortogonais ao vetor tangente unita´rio T(s),
como 〈T(s),T′(s)〉 = 0, temos que T′(s) e´ ortogonal a T(s), no entanto T′(s) pode
na˜o ser unita´rio. Denominamos de vetor normal ao vetor na direc¸a˜o de T′(s).
Definic¸a˜o 2.2 O vetor normal unita´rio a curva γ(s) : I → R3 e´ dado por
N(s) =
T′(s)
|T′(s)| =
γ′′(s)
|γ′′(s)| .
Proposic¸a˜o 2.2 Ao longo de uma reta o vetor normal N e´ indeterminado.
Demonstrac¸a˜o 2.2 Se γ e´ uma reta, enta˜o sua parametrizac¸a˜o e´ γ(t) = at + b, com
a 6= 0. Assim,
T(t) =
γ′(t)
|γ′(t)| =
a
a
= 1 e T′(t) = 0
portanto,
N(t) =
T′(t)
|T′(t)| , f ica indeterminado.
Exemplo 2.1 Encontrar os vetores tangente unita´rio e normal unita´rio a` he´lice cir-
cular parametrizada por γ(t) = a(cost)e1 + a(sent)e2 + bte3, a, b 6= 0.
Temos que
dγ
dt
= −a(sent)e1 + a(cost)e2 + be3∣∣∣dγ
dt
∣∣∣ = (a2sen2t + a2cos2t + b2)1/2 = (a2 + b2)1/2
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enta˜o, o vetor tangente e´
T(t) =
dγ
dt
/
∣∣∣dγ
dt
∣∣∣ = (a2 + b2)−1/2(− a(sent)e1 + a(cost)e2 + be3)
Para encontrar o vetor normal, precisamos calcular a derivada do vetor tangente e sua
norma
T′(t) =
(
a2 + b2
)−1/2(
− a(cost)e1 − a(sent)e2
)
|T′(t)| =
√(
a2 + b2
)−1(
a2cos2t + a2sen2t
)
=
a√
a2 + b2
portanto o vetor normal e´
N(t) = −[(cost)e1 + (sent)e2].
Exemplo 2.2 Encontrar o vetor tangente unita´rio da cu´bica retorcida, parametrizada
por γ(t) = te1 + t
2e2 + t
3e3, no ponto t = 2.
Temos que
dγ
dt
= e1 + 2te2 + 3t
2e3 e
∣∣∣dγ
dt
∣∣∣ = (12 + 4t2 + 9t4)1/2
quando t=2,
γ′(2) = e1 + 4e2 + 12e3 e |γ′(2)| = (1 + 16 + 144)1/2 = (161)1/2
portanto, o vetor tangente unita´rio no ponto t = 2 e´
T(2) = (161)−1/2
(
e1 + 4e2 + 12e3
)
.
2.3 Curvatura
A curvatura e´ um invariante geome´trico de uma curva, cuja interpretac¸a˜o
geome´trica e´ o quanto uma curva deixa de estar contida numa reta. O vetor tangente
unita´rio T(s) mede a variac¸a˜o e indica a orientac¸a˜o da curva no ponto s.
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Definic¸a˜o 2.3 Seja γ(s) : I → R3 uma curva. O nu´mero
κ(s) = |γ ′′(s)| = |T′(s)|
e´ chamado de curvatura da curva γ no ponto s ∈ I.
Intuitivamente, o nu´mero |γ ′′(s)| (curvatura), e´ a medida de qua˜o rapida-
mente a curva γ muda de direc¸a˜o no ponto γ(s).
Pela definic¸a˜o do vetor normal unita´rio, podemos escrever
N(s) =
T′(s)
κ(s)
ou
T′(s) = κ(s)N(s). (2.1)
Definimos a curvatura em termos do comprimento de arco, mas na pra´tica,
as curvas sa˜o dadas em func¸a˜o de um paraˆmetro qualquer t e na˜o de s. Podemos
expressar a curvatura em termos de um paraˆmetro qualquer, observando que
dT
dt
=
dT
ds
ds
dt
e
dT
ds
=
dT
dt
/ds
dt
=
dT
dt
/∣∣∣dγ
dt
∣∣∣
assim
κ(t) =
∣∣∣dT
ds
∣∣∣ = ∣∣∣dT
dt
/dγ
dt
∣∣∣
ou
κ(t) =
|T′(t)|
|γ′(t)| .
O rec´ıproco da curvatura, chamado de raio de curvatura e´ calculado por
ρ =
1
κ
.
O c´ırculo que melhor descreve o comportamento de γ pro´xima do ponto
γ(s) e´ chamado de c´ırculo de curvatura ou c´ırculo osculador, pois esta´ sobre o
plano osculador de γ. O c´ırculo de curvatura tem em comum com γ os vetores tangente
e normal e curvatura, seu raio e´ ρ.
Em um ponto de inflecc¸a˜o da curva γ, onde T′(s) = 0, a curvatura e´ nula e
o raio de curvatura e´ infinito.
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Exemplo 2.3 Encontre a curvatura e o raio de curvatura do c´ırculo de raio a,
γ(t) = a(cost)e1 + a(sent)e2, a > 0.
Temos que
dγ
dt
= −a(sent)e1 + a(cost)e2,
∣∣∣dγ
dt
∣∣∣ = a
T(t) =
dγ
dt
/∣∣∣dγ
dt
∣∣∣ = −(sent)e1 + (cost)e2
e
T′(s) =
dT
ds
=
dT
dt
/∣∣∣dγ
dt
∣∣∣ = −1
a
(
(cost)e1 + (sent)e2
)
observe que T′(s) aponta para a origem. A curvatura e´ constante e igual a
κ(s) = |T(s)| = 1/a
e o raio da curvatura e´ ρ = 1/κ = a. Como espera´vamos o raio da curvatura coincide
com o raio do c´ırculo.
Exemplo 2.4 Para a he´lice circular, γ(t) = a(cost)e1 + a(sent)e2 + bte3, temos
dγ
dt
= −a(sent)e1 + a(cost)e2 + bte3,
∣∣∣dγ
dt
∣∣∣ = (a2 + b2)1/2
T(t) =
dγ
dt
/
∣∣∣dγ
dt
∣∣∣ = (a2 + b2)−1/2(− a(sent)e1 + a(cost)e2 + be3)
T′(s) =
dT
ds
=
dT
dt
/
∣∣∣dγ
dt
∣∣∣
T′(s) =
[
(a2 + b2)−1/2
(
− a(cost)e1 − a(sent)e2
)]
/(a2 + b2)1/2
T′(s) = − a
a2 + b2
(
(cost)e1 + (sent)e2
)
.
Observe que T′(s) e´ paralelo ao plano xy e dirigido para a origem, veja a figura 2.1.
A curvatura e´ constante e igual a
κ(s) = |T′(s)| = a
a2 + b2
e o raio da curvatura e´
ρ =
1
κ
=
a2 + b2
a
.
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Figura 2.1: Vetor tangente da he´lice circular
Exemplo 2.5 Encontrar a curvatura da curva parametrizada por,
γ(t) = te1 +
1
2
t2e2 +
1
3
t3e3
no ponto t = 1.
γ′(t) = e1 + te2 + t
2e3, |γ′(t)| = (1 + t2 + t4)1/2
T(t) = γ ′(t)/|γ ′(t)| = (1 + t2 + t4)−1/2(e1 + te2 + t2e3)
T′(t) = (1 + t2 + t4)−1/2(e2 + 2te3)− (e1 + te2 + t2e3)(1 + t2 + t4)−3/2(t + 2t3)
T′(t) = −(1 + t2 + t4)−3/2
[
(2t3 + t)e1 + (t
4 − 1)e2 − (t3 + 2t)e3
]
T′(s) = T(t)′/|γ′(t)| = −(1 + t2 + t4)−2
[
(2t3 + t)e1 + (t
4 − 1)e2 − (t3 + 2t)e3
]
Portanto quando t = 1 temos,
κ(1) = |T′(1)| = 1
3
√
2.
Definimos a curvatura em func¸a˜o do comprimento de arco, mas podemos
obter a curvatura em func¸a˜o de uma parametrizac¸a˜o arbitra´ria da curva γ, ou seja,
podemos expressar a curvatura em termos das derivadas de uma parametrizac¸a˜o qual-
quer da curva γ.
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Teorema 2.1 Dada uma curva γ(t) : I → R3, a curvatura em func¸a˜o de um paraˆmetro
qualquer t e´ dada por
κ(t) =
|γ′(t)× γ ′′(t)|
|γ′(t)|3 .
Demonstrac¸a˜o 2.3 Sabemos que
T(t) =
γ′(t)
|γ′(t)| e |γ
′(t)| = ds
dt
portanto,
γ′(t) = |γ ′(t)|T(t) = ds
dt
T(t) e γ ′′(t) =
ds
dt
′
T(t) +
ds
dt
T′(t)
assim,
γ′(t)× γ ′′(t) =
(
ds
dt
)2
(T×T′).
Como |T(t)| = 1 para todo t, 〈T(t),T′(t)〉 = 0 e |T(t)×T′(t)| = |T(t)||T′(t)|, enta˜o
|γ′(t)× γ ′′(t)| =
(
ds
dt
)2
|T(t)×T′(t)|
|γ′(t)× γ ′′(t)| =
(
ds
dt
)2
|T(t)||T′(t)|
|γ′(t)× γ ′′(t)| =
(
ds
dt
)2
|T′(t)|
portanto,
|T′(t)| = |γ
′(t)× γ ′′(t)|
(ds/dt)2
=
|γ′(t)× γ ′′(t)|
|γ′(t)|2 .
Logo
κ(t) =
|T′(t)|
|γ′(t)| =
|γ′(t)× γ ′′(t)|
|γ′(t)|3 .
Vejamos que a curvatura e´ um invariante geome´trico das curvas, isto e´,
independe da parametrizac¸a˜o.
Proposic¸a˜o 2.3 A curvatura de uma curva γ(t) : I → Rn e´ invariante por uma
mudanc¸a de paraˆmetro.
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Demonstrac¸a˜o 2.4 Seja f : J → I uma bijec¸a˜o entre intervalos de R, ou seja, f
e´ uma mudanc¸a de paraˆmetro, e γ(s) = β ◦ f(s) outra parametrizac¸a˜o da curva γ,
sabemos que
κγ(t) =
|γ′(t)× γ ′′(t)|
|γ′(t)|3
e que,
γ′(s) = β ′(f(s)) · f ′(s), γ ′′(s) = β ′′(f(s)) · (f ′(s))2 + β′(f(s)) · f ′′(s)
assim,
|γ′(s)× γ′′(s)| = |[β ′(f(s)) · f ′(s)]× [β ′′(f(s)) · (f ′(s))2 + β′(f(s)) · f ′′(s)]|
|γ′(s)× γ′′(s)| = |[β ′(f(s)) · f ′(s)]× [β ′′(f(s)) · (f ′(s))2]|
|γ′(s)× γ′′(s)| = |f ′(s)|3 · |β ′(f(s))× β ′′(f(s))|
e
|γ′(s)|3 = |β ′(f(s)) · f ′(s)|3
|γ′(s)|3 = |f ′(s)|3 · |β ′(f(s))|3
Portanto
κγ(t) =
|γ′(t)× γ ′′(t)|
|γ′(t)|3
κγ(t) =
|f ′(s)|3 · |β ′(f(s))× β ′′(f(s))|
|f ′(s)|3 · |β ′(f(s))|3
κγ(t) =
|β′(f(s))× β ′′(f(s))|
|β′(f(s))|3
κγ(t) = κγ(s)
Logo, a curvatura e´ um invariante geome´trico das curvas.
Exemplo 2.6 Calcular a curvatura da cu´bica retorcida, parametrizada por
γ(t) = (t, t2, t3), em t = 0.
Temos que
γ′(t) = (1, 3t, 3t2) e γ′′(t) = (0, 2, 6t)
|γ′(t)| =
√
1 + 4t2 + 9t4
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γ′(t)× γ ′′(t) =
∣∣∣∣∣∣∣∣∣
i j k
1 2t 3t2
0 2 6t
∣∣∣∣∣∣∣∣∣
= 6t2i− 6tj + 2k
|γ′(t)× γ ′′(t)| = 2
√
9t4 + 9t2 + 1.
A curvatura sera´ dada por
κ(t) =
|γ′(t)× γ ′′(t)|
|γ′(t)|3 =
2
√
9t4 + 9t2 + 1
(1 + 4t2 + 9t4)3/2
quando t = 0, temos que κ(0) = 2.
Exemplo 2.7 Determine a curvatura e o c´ırculo osculador da para´bola γ(t) = t2 na
origem. Teremos
γ′(t) = 2t e γ ′′(t) = 2
κ(t) =
|γ′(t)× γ ′′(t)|
|γ′(t)|3 =
2
(1 + 4t2)3/2
Portanto, na origem temos κ(0) = 2. Assim o raio do c´ırculo osculador e´
ρ = 1/κ = 1/2 e seu centro e´ (0,1/2), veja a figura 2.2. Sua equac¸a˜o e´ portanto
x2 +
(
y − 1
2
)2
=
1
4
.
y
x
g(t) = t
2
(0,1/2)
Figura 2.2: C´ırculo osculador da para´bola
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Exemplo 2.8 Calcular a curvatura da espiral logar´ıtmica, parametrizada por
γ(t) = (etcost, etsent), t ∈ [0,∞).
Temos que
γ′(t) = (et(cost− sent), et(sent + cost))
γ′′(t) = (−2etsent, 2etcost)
|γ′(t)| =
√
2et
γ′(t)× γ ′′(t) =
∣∣∣∣∣∣
et(cost− sent) et(sent + cost)
−2etsent 2etcost
∣∣∣∣∣∣ = 2e2t
κ(t) =
|γ′(t)× γ ′′(t)|
|γ′(t)|3 =
2e2t
(
√
2et)3
=
√
2
4et
Quando maior o valor de t, menor e´ a curvatura. Veja a figura 2.3
x
y
Figura 2.3: Espiral Logar´ıtmica
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2.4 Refereˆncial Mo´vel em R2
Definic¸a˜o 2.4 Dada uma curva γ(s) : I → R2, para cada s ∈ I, o conjunto de vetores
{T(s),N(s)} e´ denominado de refereˆncial mo´vel ou Diedro de Frenet em s.
Sabemos que T(s) e´ perpendicular a N(s), assim
〈T(s),N(s)〉 = 0
derivando em relac¸a˜o a s obtemos
〈T(s),N(s)〉′ = 0
〈T′(s),N(s)〉+ 〈T(s),N′(s)〉 = 0
〈T′(s),N(s)〉 = −〈T(s),N′(s)〉
κ(s) = −〈T(s),N′(s)〉
⇓
N′(s) = −κ(s)T(s)
uma vez que 〈N′(s),N(s)〉 = 0 e 〈T′(s),N(s)〉 = κ(s).
As equac¸o˜es de Frenet para curvas planas sa˜o definidas por
T′(s) = κN(s)
N′(s) = −κT(s)
Proposic¸a˜o 2.4 Uma curva γ(s) : I → Rn e´ uma reta se, e somente se, κ = 0.
Demonstrac¸a˜o 2.5 Se a curvatura e´ nula ao longo da curva γ,ou seja,
κ(s) = |T′(s)| = 0
enta˜o T′(s) = 0. Integrando temos,
T(s) = a, a = constante 6= 0
mas, T(s) =
dγ
ds
, integrando outra vez, obtemos
γ(s) = as + b, b = constante
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isto e´, a curva γ e´ uma reta que passa pelo ponto b e e´ paralela ao vetor a.
Inversamente, se γ e´ uma reta, enta˜o sua parametrizac¸a˜o e´
γ(t) = at + b, a 6= 0.
Assim,
T(t) =
γ′(t)
|γ′(t)| =
a
a
= 1 e T′(t) = 0
portanto,
κ(t) =
|T′(t)|
|γ′(t)| = 0
Logo, γ e´ uma reta se, e somente se, κ = 0.
2.5 Vetor Binormal
Definic¸a˜o 2.5 O vetor resultante do produto vetorial entre os vetores T(s) e N(s),
dado por
B(s) = T(s)×N(s)
e´ chamado de vetor Binormal.
Como os vetores T(s) e N(s) sa˜o unita´rios temos que |B(s)| = 1.
Proposic¸a˜o 2.5 Vejamos que B×T = N.
Demonstrac¸a˜o 2.6
B×T = (T×N)×T (2.2)
usando a identidade do ca´lculo vetorial
(a× b)× c = b〈a, c〉 − a〈b, c〉 (2.3)
e aplicando a identidade 2.3 na equac¸a˜o 2.2 temos
B×T = N〈T,T〉 −T〈N,T〉
Mas N e T sa˜o perpendiculares entre si, portanto 〈N,T〉 = 0, e T e´ um vetor unita´rio,
assim 〈T,T〉 = |T|2 = 1, portanto
B×T = N
que prova a proposic¸a˜o.
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Proposic¸a˜o 2.6 Vejamos que N×B = T.
Demonstrac¸a˜o 2.7
N×B = (B×T)×B (2.4)
aplicando a identidade 2.3 em 2.4
N×B = T〈B,B〉 −B〈T,B〉.
Mas 〈T,B〉 = 0 e 〈B,B〉 = |B|2 = 1, assim
N×B = T
que prova a proposic¸a˜o.
2.6 Torc¸a˜o
A torc¸a˜o e´ outro invariante geome´trico das curvas, cuja interpretac¸a˜o geome´-
trica e´ o quanto uma curva deixa de estar contida num plano, mais precisamente do
plano osculador ou ainda, o mo´dulo da torc¸a˜o mede a velocidade com que varia o
plano osculador. Considere uma curva γ(s) : I → R3 cuja curvatura nunca se anule e
a variac¸a˜o do vetor binormal, B(s) = T(s)×N(s),
B′(s) = T′(s)×N(s) + T(s)×N′(s)
B′(s) = κ(s)
[
N(s)×N(s)
]
+ T(s)×N′(s)
B′(s) = T(s)×N′(s) (2.5)
onde usamos o fato que N(s) ×N(s) = 0 e T′(s) = κ(s)N(s). Como |N(s)|2 = 1 e
〈N′(s),N(s)〉 = 0, consequentemente N′(s) e´ paralelo ao plano retificante, portanto
pode ser escrito como combinac¸a˜o linear de T(s) e B(s) da seguinte forma
N′(s) = µ(s)T(s) + τ(s)B(s)
substituindo a equac¸a˜o acima na equac¸a˜o 2.5 temos
B′(s) = T(s)×
[
µ(s)T(s) + τ(s)B(s)
]
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B′(s) = µ(s)
[
T(s)×T(s)
]
+ τ(s)
[
T(s)×B(s)
]
B′(s) = τ(s)
[
T(s)×B(s)
]
B′(s) = −τ(s)N(s) (2.6)
Definic¸a˜o 2.6 Seja γ(s) : I → R3 uma curva tal que γ ′′(s) 6= 0, s ∈ I. O nu´mero
τ(s) definido por B′(s) = −τ(s)N(s) e´ chamado de segunda curvatura ou torc¸a˜o
de γ no ponto s.
Se tomarmos o produto interno na equac¸a˜o 2.6 com N(s), obtemos a fo´rmula
da torc¸a˜o
τ(s) = −
〈
B′(s),N(s)
〉
(2.7)
Proposic¸a˜o 2.7 Seja γ(s) : I → R3 uma curva regular, enta˜o
T′′ = −κ2T + κ′N + τκB.
Demonstrac¸a˜o 2.8 Derivando a expressa˜o T′ = κN, temos
T′′ = κN′ + κ′N
T′′ = κ(B×T)′ + κ′N
T′′ = κ(B×T′ + B′ ×T) + κ′N
T′′ = κ2(B×N)− κτ(N×T) + κ′N
T′′ = −κ2T + κ′N + τκB
usamos o fato que {T,N,B} e´ uma base ortonormal, N = B×T, T′ = κN,
B′ = −τN.
Proposic¸a˜o 2.8 Seja γ(s) : I → R3 uma curva, enta˜o, ao longo de γ temos
〈(T×T′),T′′〉 = κ2τ.
Demonstrac¸a˜o 2.9 Usando o resultado da proposic¸a˜o 2.7 temos,
T×T′ = T× κN = κ(T×N)
〈(T×T′),T′′〉 = 〈κ(T×N),−κT + κ′N + τκB〉
〈(T×T′),T′′〉 = −κ3〈(T×T),N〉+ κ2τ〈(T×N),B〉+ κ′〈(T×N),N〉
〈(T×T′),T′′〉 = κ2τ〈B,B〉
〈(T×T′),T′′〉 = κ2τ
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Assim como fizemos para a curvatura, podemos obter a torc¸a˜o em func¸a˜o
das derivadas de uma parametrizac¸a˜o arbitra´ria da curva γ.
Teorema 2.2 Dada a curva γ(t) : I → R3, tal que κ 6= 0. A torc¸a˜o em func¸a˜o de um
paraˆmetro qualquer t e´ dada por
τ(t) =
〈(γ′(t)× γ ′′(t)), γ ′′′(t)〉
|γ′(t)× γ ′′(t)|2 .
Demonstrac¸a˜o 2.10 Sabemos que
T(s) =
dγ
ds
=
dγ
dt
dt
ds
Seja,
dt
ds
= t˙ assim, T(s) = γ ′(t)t˙
portanto,
T′(s) =
d
ds
(γ′(t)t˙) = γ′(t)t¨ + γ′′(t)t˙
2
e
T′′(s) =
d
ds
(γ′(t)t¨ + γ′′(t)t˙
2
) = γ′(t)t¨t˙ + 3γ′′(t)t˙t¨ + γ′′′(t)t˙
3
.
Calculamos o seguinte produto interno
T(s)×T′(s) = (γ ′(t)t˙)× (γ ′(t)t¨ + γ′′(t)t˙2)
T(s)×T′(s) = t˙t¨(γ′(t)× γ ′(t)) + t˙3(γ′(t)× γ ′′(t))
T(s)×T′(s) = t˙3(γ′(t)× γ ′′(t))
portanto,
〈(T(t)×T′(t),T′′(t)〉 = 〈t˙3(γ′(t)× γ ′′(t))× (γ ′(t)t¨t˙ + 3γ′′(t)t˙t¨ + γ′′′(t)t˙3)〉
〈(T(t)×T′(t),T′′(t)〉 = t¨t˙t˙3〈(γ′(t)× γ ′′(t)), γ ′(t)〉+ 3t¨tt˙4〈(γ′(t)× γ ′(t), γ ′′(t))〉
+t˙
6〈(γ′(t)× γ ′′(t)), γ ′′′(t)〉
como,〈(γ ′(t)× γ ′′(t)), γ ′(t)〉 = 〈(γ ′(t)× γ ′(t), γ ′′(t))〉 = 0, a expressa˜o acima se torna
〈(T(s)×T′(s),T′′(s)〉 = t˙6〈(γ′(t)× γ ′′(t)), γ ′′′(t)〉
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mas, temos que
t˙ =
dt
ds
=
1
ds/dt
=
1
|γ(t)|
assim
〈(T(s)×T′(s)),T′′(s)〉 = 〈(γ
′(t)× γ ′′(t)), γ ′′′(t)〉
|γ′(t)|6
Usando o resulatado da proposic¸a˜o 2.8 e o fato que
κ(t) =
|γ′(t)× γ ′′(t)|
|γ′(t)|3
temos finalmente,
τ(t) =
〈(T(t)×T′(t)),T′′(t)〉
κ2(t)
τ(t) =
〈(γ′(t)× γ ′′(t)), γ ′′′(t)〉
κ2(t)|γ ′(t)|6
τ(t) =
〈(γ′(t)× γ ′′(t)), γ ′′′(t)〉
|γ′(t)× γ ′′(t)|2
que prova o teorema.
Assim como fizemos para a curvatura, vamos mostrar que a torc¸a˜o tambe´m
e´ um invariante geome´trico de uma curva.
Proposic¸a˜o 2.9 A torc¸a˜o de uma curva γ(t) : I → R3, e´ invariante por uma mudanc¸a
de paraˆmetro.
Demonstrac¸a˜o 2.11 Seja f : J → I uma bijec¸a˜o entre intervalos de R, ou seja, f
e´ uma mudanc¸a de paraˆmetro, e γ(s) = β ◦ f(s) outra parametrizac¸a˜o da curva γ,
sabemos que
τ(t) =
〈(γ′(t)× γ ′′(t)), γ ′′′(t)〉
|γ′(t)× γ ′′(t)|2
e que,
γ′(s) = β ′(f(s)) · f ′(s), γ ′′(s) = β ′′(f(s)) · (f ′(s))2 + β′(f(s)) · f ′′(s) e
γ′′′(s) = β ′′′(f(s))·(f ′(s))3+β′′(f(s))·2f ′(s)+β ′′(f(s))·(f ′(s))·(f ′′(s))+β ′(f(s))·f ′′′(s).
Sabemos tambe´m, da proposic¸a˜o 2.3 que,
γ′(s)× γ′′(s) = (f ′(s))3 · (β ′(f(s))× β ′′(f(s)))
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e que
|γ′(s)× γ′′(s)|2 = |f ′(s)|6 · |(β ′(f(s))× β ′′(f(s))|2
assim,
〈(γ′(s)× γ′′(s)), γ ′′′(s)〉 = (f ′(s))6 · 〈(β ′(f(s))× β ′′(f(s))), β ′′′(f(s))〉.
Portanto
τγ(t) =
〈(γ′(t)× γ ′′(t)), γ ′′′(t)〉
|γ′(t)× γ ′′(t)|2
τγ(t) =
(f ′(s))6 · 〈(β ′(f(s))× β ′′(f(s))), β ′′′(f(s))〉
|f ′(s)|6 · |(β ′(f(s))× β ′′(f(s))|2
τγ(t) =
〈(β ′(f(s))× β ′′(f(s))), β ′′′(f(s))〉
|(β ′(f(s))× β ′′(f(s))|2
τγ(t) = τγ(s)
Logo, a torc¸a˜o e´ invariante por uma mudanc¸a de paraˆmetro.
Exemplo 2.9 Considere o exemplo da he´lice circular parametrizada por
γ(t) = a(cost)e1 + a(sent)e2 + bte3, a > 0, b 6= 0.
Temos que
N(t) = (−cost)e1 − (sent)e2
B(t) = (a2 + b2)−1/2(b(sent)e1 − b(cost)e2 + ae3)
B′(t) = (a2 + b2)−1(b(cost)e1 + b(sent)e2)
Temos que a torc¸a˜o e´ constante e igual a
τ(t) = −〈B′(t),N(t)〉
τ(t) = 〈(a2 + b2)−1(b(cost)e1 + b(sent)e2), ((−cost)e1 − (sent)e2)〉
τ(t) = b/(a2 + b2)
Note que se b > 0, temos τ(t) > 0, a he´lice cresce a` direita, como mostra a
figura 2.4. Se b < 0, temos τ(t) < 0, a he´lice cresce a` esquerda, como mostra a figura
2.5.
39
xz
y
Figura 2.4: He´lice circular a` direita
x
z
y
Figura 2.5: He´lice circular a` esquerda
Exemplo 2.10 Calcular a curvatura e a torc¸a˜o da he´lice logar´ıtmica, parametrizada
por γ(t) = (etcost, etsent, et), t ∈ [0,∞). Veja a figura 2.6.
x
z
y
Figura 2.6: He´lice Logar´ıtmica
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Para a curvatura, calculamos
γ′(t) = (et(cost− sent), et(sent + cost), et)
γ′′(t) = (−2etsent, 2etcost, et)
|γ′(t)| =
√
3et
γ′(t)×γ ′′(t) =
∣∣∣∣∣∣∣∣∣
i j k
et(cost− sent) et(sent + cost) et
−2etsent 2etcost et
∣∣∣∣∣∣∣∣∣
= (e2t(sent−cost), e2t(cost+sent), 2e2t)
|γ′(t)× γ ′′(t)| =
√
6e2t,
a curvatura e´ dada por
κ(t) =
|γ′(t)× γ ′′(t)|
|γ′(t)|3 =
√
6e2t
3
√
3e3t
=
√
2
3et
.
Para a torc¸a˜o, calculamos
γ′′′(t) = (−2et(sent + cost), 2et(cost− sent), et)
〈(γ′(t)× γ ′′(t)),γ ′′′(t)〉 = 〈(e2t(sent− cost), e2t(cost + sent), 2e2t),
(−2et(sent + cost), 2et(cost− sent), et)〉
〈(γ′(t)× γ ′′(t)),γ ′′′(t)〉 = 2e3t,
a torc¸a˜o e´ dada por
τ(t) =
〈(γ′(t)× γ ′′(t)), γ ′′′(t)〉
|γ′(t)× γ ′′(t)|2
τ(t) =
2e3t
6e4t
τ(t) =
1
3et
.
Exemplo 2.11 Usando as fo´rmulas dos Teoremas 2.1 e 2.2, encontrar a curvatura
e a torc¸a˜o da curva
γ(t) = (3t− t3)e1 + 3t2e2 + (3t + t3)e3.
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Pelo teorema 2.1 a curvatura e´ dada por
κ(t) =
|γ′(t)× γ ′′(t)|
|γ′(t)|3
κ(t) =
|[(3− 3t2)e1 + 6te2 + (3 + 3t2)e3]× [−6te1 + 6e2 + 6te3]|
|(3− 3t2)e1 − 2te2 + (1 + t2)e3|3
κ(t) =
18|(t2 − 1)e1 − 2te2 + (1 + t2)e3|
27|(1− t2)e1 + 2te2 + (1 + t2)e3|3
κ(t) =
2
3(1 + t2)2
e, pelo teorema 2.2 temos que a torc¸a˜o e´ dada por
τ(t) =
〈(γ′(t)× γ ′′(t)), γ ′′′(t)〉
|γ′(t)× γ ′′(t)|2
τ(t) =
〈18[(t2 − 1)e1 − 2te2 + (1 + t2)e3], 6[−e1 + e3]〉
182|(t2 − 1)e1 − 2te2 + (1 + t2)e3|2
τ(t) =
2
3(1 + t2)2
Observe que para esta curva, κ = τ .
2.7 Refereˆncial Mo´vel em R3
Definic¸a˜o 2.7 Dada uma curva γ(s) : I → R3, para cada s ∈ I, o conjunto de vetores
{T(s),N(s),B(s)} e´ denominado de refereˆncial mo´vel ou Triedro de Frenet em
s.
A variac¸a˜o dos vetores T(s) e N(s) deste refereˆncial, respectivamente
T′(s) = κN(s) e B′(s) = −τN(s)
nos fornece os elementos geome´tricos (κ e τ) das curvas em R3, que informam sobre o
comportamento da curva numa vizinhanc¸a do ponto s.
Se a curva γ(s) : I → R3 e´ de classe C∞ e a curvatura e a torc¸a˜o na˜o se
anularem, teremos o refereˆncial mo´vel bem definido e o calculamos da seguinte forma,
T(s) = γ ′(s)
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N(s) =
T′(s)
|T′(s)|
B(s) = T(s)×N(s).
Cada par de vetores do refereˆncial mo´vel determinam um plano. O plano
de R3 gerado pelos vetores N e B e´ o plano normal da curva γ, dado por
〈γ(s)− γ(s0),T〉 = 0.
O plano de R3 gerado pelos vetores N e T e´ o plano osculador de γ, dado por
〈γ(s)− γ(s0),B〉 = 0.
O plano de R3 gerado pelos vetores T e B e´ o plano retificante de γ, dado por
〈γ(s)− γ(s0),N〉 = 0.
Veja a representac¸a˜o na figura 2.7.
Plano Retificante
Plano Osculador
Plano  Normal
T
N
B
g(S  )
0
Figura 2.7: Planos definidos pelo refereˆncial mo´vel
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Proposic¸a˜o 2.10 Vajamos que B′ e´ perpendicular a T.
Demonstrac¸a˜o 2.12 Temos que
B′ = (T×N)′ = T′ ×N + T×N′
B′ = κN×N + T×N′
B′ = T×N′
logo, B′ e´ perpendicular a T.
Exemplo 2.12 Calcular o refereˆncial mo´vel para a he´lice circular parametrizada por,
γ(t) = (acost, asent, bt), com a > 0 e b 6= 0.
Sabemos que,
T(t) = (a2 + b2)−1/2(−asent, acost, b)
N(t) = −(cost, sent)
e assim,
B(t) = T(t)×N(t) =
∣∣∣∣∣∣∣∣∣
i j k
−a(a2 + b2)−1/2(sent) a(a2 + b2)−1/2(cost) b(a2 + b2)−1/2
−cost −sent 0
∣∣∣∣∣∣∣∣∣
B(t) = (b(a2 + b2)−1/2sent)i + (b(a2 + b2)−1/2cost)j + (a(a2 + b2)−1/2)k
B(t) = (a2 + b2)−1/2(bsent, bcost, a).
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Cap´ıtulo 3
Teoria Local
3.1 Equac¸o˜es de Frenet
Teorema 3.1 Dada uma curva γ(s) : I → R3, tal que κ > 0, ∀s ∈ I, o refereˆncial
mo´vel satisfaz as seguintes equac¸o˜es
T′(s) = κN(s) (3.1)
N′(s) = −κT(s) + τB(s) (3.2)
B′(s) = −τN(s) (3.3)
chamadas de Equac¸o˜es de Frenet.
Demonstrac¸a˜o 3.1 As equac¸o˜es 3.1 e 3.3 foram obtidas respectivamente nas equac¸o˜es
2.1 e 2.6.
Como
N(s) = B(s)×T(s)
derivando temos
N′(s) = B′(s)×T(s) + B(s)×T′(s)
substituindo T′(s) e B′(s) pelas equac¸o˜es 3.1 e 3.3 obtemos
N′(s) = −κT(s) + τB(s).
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Observe que se escrevermos as equac¸o˜es de Frenet como
T(s)′ = 0T(s) + κN(s) + 0B(s)
N(s)′ = −κT(s) + 0N(s) + τB(s) (3.4)
B(s)′ = 0T(s)− τN(s) + 0B(s)
os coeficientes do refereˆncial {T(s),N(s),B(s)}, formam a matriz antissime´trica

0 κ 0
−κ 0 τ
0 −τ 0


e assim, podemos escrever o sistema 3.4 como

T(s)′
N(s)′
B(s)′

 =


0 κ 0
−κ 0 τ
0 −τ 0




T(s)
N(s)
B(s)

 .
Como aplicac¸a˜o das equac¸o˜es de Frenet, veremos que as curvas planas sa˜o
caracterizadas por terem torc¸a˜o nula.
Proposic¸a˜o 3.1 Dada a curva γ(s) : I → R3, tal que κ > 0, s ∈ I. Se γ e´ plana,
enta˜o γ(I) esta´ contida no plano osculador de γ.
Demonstrac¸a˜o 3.2 Se γ e´ plana, existe um plano de R3 que conte´m γ(I). Seja w
um vetor na˜o nulo ortogonal a esse plano, veremos que w e´ paralelo a B(s), ∀s ∈ I.
Assim
〈γ(s)− γ(s0), w〉 = 0
e´ o plano com normal w. Derivando duas vezes obtemos
〈γ′(s), w〉 = 0
〈γ′′(s), w〉 = 0
portanto
〈T(s), w〉 = 0
〈T′(s), w〉 = κ〈N(s), w〉 = 0.
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Como κ > 0, conclu´ımos que w e´ ortogonal a T(s) e a N(s).
Logo w e´ paralelo a B(s), ∀s ∈ I, isto e´, o plano osculador da curva γ conte´m γ(I).
Como consequeˆncia desta proposic¸a˜o temos:
Proposic¸a˜o 3.2 Uma curva γ(s) : I → R3 e´ plana se, e somente se, τ = 0.
Demonstrac¸a˜o 3.3 Se γ e´ plana, enta˜o pela proposic¸a˜o anterior B(s) e´ constante,
portanto B′(s) = 0, ∀s ∈ I. Logo, conclu´ımos que τ = −〈B′(s),N(s)〉 = 0, ∀s ∈ I.
Inversamante, se τ = 0, ∀s ∈ I, enta˜o
B′ = −τN = 0
portanto B = b0 = constante. Consideramos a func¸a˜o
f(s) = 〈γ(s)− γ(s0), b0〉
e mostraremos que f(s) = 0. Derivando obtemos
f ′(s) = 〈γ ′(s), b0〉 = 〈T(s), b0〉 = 0
portanto, f(s) e´ constante. Como f(s0) = 0, conclu´ımos que f(s) = 0 para todo s, isto
e´, γ(I) esta´ contida no plano que conte´m γ(s0) e e´ ortogonal ao vetor B(s).
Logo, γ e´ plana se, e somente se, τ = 0.
Vamos caracterizar uma curva regular com curvatura constante e torc¸a˜o
nula.
Proposic¸a˜o 3.3 O trac¸o de γ(s) : I → R3 e´ um arco circular de raio r se, e somente
se, τ = 0 e |κ| = 1
r
.
Demonstrac¸a˜o 3.4 Suponha que γ(I) e´ um arco circular de raio r centrado em P0,
enta˜o
|γ(s)− P0|2 = r2. (3.5)
Pela proposic¸a˜o anterior, para todo s ∈ I, onde τ = 0 temos
〈γ(s)− P0, b0〉 = 0
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onde B(s) = b0 = constante. Derivando a equac¸a˜o 3.5, obtemos
〈γ′(s), γ(s)− P0〉 = 〈T(s), γ(s)− P0〉 = 0
isso implica que
γ(s)− P0 = rN(s).
Derivando obtemos
γ′(s) = rN′(s)
T(s) = rN′(s)
T(s) = −rκT(s)
κ = −1
r
|κ| = 1
r
Inversamente, suponha |κ| = 1
r
. Como γ esta´ parametrizada pelo compri-
mento de arco e pelas equac¸o˜es de Frenet, temos
γ′(s) = T(s) ⇒ γ ′′(s) = T′(s) = ε
r
N(s)
onde ε = ±1. Ale´m disso,
N′(s) = −ε
r
T(s).
Por outro lado,
(γ(s) + εrN(s))′ = γ′(s) + εrN′(s)
= γ′(s)− ε2r1
r
T(s) = 0
que implica em
γ(s) + εrN(s) = P0
γ(s)− P0 = εrN(s).
Como ε = ±1 e |εN(s)| = 1, temos
|γ(s)− P0|2 = r2
Portanto, γ(I) e´ um arco circular de raio r.
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Vamos caracterizar he´lices.
Definic¸a˜o 3.1 Dada uma curva γ(t) : I → R3, tal que κ, τ 6= 0. Enta˜o γ(I) e´ uma
he´lice, se existe um vetor unita´rio w que forma um aˆngulo constante com γ ′(t), ∀t ∈ I,
ou seja,
〈γ′(t), w〉
|γ′(t)| e´ constante.
Proposic¸a˜o 3.4 O trac¸o de γ(s) : I → R3, tal que κ, τ 6= 0, e´ uma he´lice se, e somente
se,
κ
τ
e´ constante.
Demonstrac¸a˜o 3.5 Se γ(I) e´ uma he´lice, por definic¸a˜o existe um vetor unita´rio w,
tal que
〈γ′(s), w〉 = c0 = constante.
Portanto
〈γ′′(s), w〉 = 0 ⇒ κ〈N(s), w〉 = 0.
Como κ 6= 0, temos que w pertence ao plano gerado por T(s) e N(s), ∀s ∈ I.
Considere o vetor
w = cos(θ(s))T(s) + sen(θ(s))B(s)
derivando e usando as equac¸o˜es de Frenet, obtemos
0 = −sen(θ(s))θ′(s)T(s) + cos(θ(s))T′(s)
+cos(θ(s))θ′(s)B(s) + sen(θ(s))B′(s)
0 = −sen(θ(s))θ′(s)T(s)
+(κcos(θ(s))− τsen(θ(s)))N(s)
+cos(θ(s))θ′(s)B(s).
Portanto, ∀s ∈ I teremos
sen(θ(s))θ′(s) = 0
cos(θ(s))θ′(s) = 0
κcos(θ(s))− τsen(θ(s)) = 0
As duas primeiras equac¸o˜es determinam θ′(s) = 0, ∀s ∈ I. Portanto θ(s) e´ constante.
Ale´m disso, a constante cos(θ(s)) e´ na˜o nula, caso contra´rio ter´ıamos τ = 0, o que
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contradiz a hipo´tese. Da terceira equac¸a˜o temos
κcos(θ(s))− τsen(θ(s)) = 0
κ
τ
= tg(θ(s))
como θ(s) e´ constante, enta˜o tg(θ(s)) e´ constante.
Logo
κ
τ
e´ constante, como quer´ıamos.
Inversamente, se
κ
τ
e´ constante, fixemos θ tal que
tg(θ) = −κ
τ
enta˜o
w = cos(θ)T(s) + sen(θ)B(s)
e´ um vetor unita´rio constante e ∀s ∈ I, teremos 〈T(s), w〉 = cos(θ) e´ constante.
Logo se
κ
τ
e´ constante, enta˜o, γ e´ uma he´lice.
Exemplo 3.1 Para a he´lice circular temos
κ
τ
=
a
a2+b2
b
a2+b2
=
a
b
.
Para a he´lice logar´ıtmica temos
κ
τ
=
√
2
3et
1
3et
=
√
2.
A curva parametrizada por γ(t) = (3t − t3)e1 + 3t2e2 + (3t + t3)e3, vista no exemplo
2.11, e´ uma he´lice, pois encontramos
κ = τ =
2
3(1 + t2)2
e assim
κ
τ
= 1.
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3.2 Teorema Fundamental das Curvas
Dadas func¸o˜es suaves κ = κ(s) e τ = τ(s), podemos determinar uma curva
tal que κ e´ a curvatura e τ e´ a torc¸a˜o desta curva e as equac¸o˜es de Frenet sa˜o satisfeitas,
e mais, a curva e´ u´nica. O teorema abaixo nos fornece este resultado.
Teorema 3.2 (Teorema Fundamental da Existeˆncia e Unicidade das Curvas)
Sejam κ(s) = κ e τ(s) = τ func¸o˜es diferencia´veis cont´ınuas. Enta˜o existe uma curva
parametrizada pelo comprimento de arco γ(s) : I → R3 cuja curvatura e´ κ e a torc¸a˜o e´
τ . Se existir outra curva parametrizada pelo comprimento de arco γ˜(s) : I → R3 com
a mesma curvatura e mesma torc¸a˜o, enta˜o existe um movimento r´ıgido M : R3 → R3
tal que γ˜(s) = M◦ γ.
Um movimento r´ıgido de R3 e´ uma func¸a˜o M : R3 → R3 da forma
M = T ◦ R, onde R e´ uma rotac¸a˜o em torno da origem e T e´ uma translac¸a˜o, no
sentido do teorema, na˜o importa a ordem.
Demonstrac¸a˜o 3.6 Dividiremos a demonstrac¸a˜o deste teorema em duas etapas:
existeˆncia e unicidade.
1) Existeˆncia:
Para provar a existeˆncia basta mostrar que existe um triedro ortonormal
{T,N,B} que satisfaz as equac¸o˜es de Frenet, em seguida definir γ(s) = ∫ s
s0
T(s)ds e
ver que κ e´ a curvatura e τ e´ a torc¸a˜o de γ.
Considere as equac¸o˜es de Frenet
T′i(s) = κ(s)Ni(s)
N′i(s) = −κ(s)Ti(s) + τ(s)Bi(s) 1 ≤ i ≤ 3 (3.6)
B′i(s) = −τ(s)Ni(s)
como um sistema de equac¸o˜es diferenciais em R9 × I.
Segue-se do teorema de existeˆncia e unicidade de soluc¸o˜es de sistemas de
equac¸o˜es diferenciais lineares que fixado em R3 um triedro ortonormal {T0,N0,B0}
com orientac¸a˜o positiva e um valor s0 ∈ I, existe uma famı´lia de triedros
{T(s),N(s),B(s)}, s ∈ I, com T(s0) = T0, N(s0) = N0, B(s0) = B0.
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Mostraremos que esta famı´lia mante´m-se ortonormal para todo s ∈ I. Ob-
serve que as equac¸o˜es 3.6 sa˜o essencialmente as equac¸o˜es de Frenet, decorre que
d
ds
(〈T(s),N(s)〉) = 0
e portanto
〈T(s),N(s)〉 = constante = 〈T(s0),N(s0)〉 = 0.
Ana´logamente, verificamos que
〈T(s),B(s)〉 = 〈B(s),N(s)〉 = 0
e
|T(s)| = |N(s)| = |B(s)| = 1
isto e´, o triedro {T,N,B} e´ de fato ortonormal para todo s ∈ I.
Definimos a curva γ(s) =
∫ s
s0
T(s)ds. Como T(s) e´ unita´rio, teremos que
γ esta´ parametrizada pelo comprimento de arco s. E´ claro que γ ′(s) = T(s) e
γ′′(s) = κN(s) e portanto κ e´ a curvatura de γ em s. Ale´m disso das proposic¸o˜es 2.7
e 2.8
γ′′′ = −κ2T + κ′N + τκB
portanto a torc¸a˜o de γ sera´ dada por
〈γ′ × γ′′, γ′′′〉
κ2
= −〈T× κN, (−κ
2T + κ′N + τκB)〉
κ2
= τ
Logo γ e´ a curva procurada.
2) Unicidade:
Resta mostrar que γ e´ u´nica a menos de translac¸o˜es e rotac¸o˜es do R3.
Seja γ˜ : I → R3 outra curva com κ˜(s) = κ(s) e τ˜(s) = τ(s), s ∈ I, e
seja {T˜0, N˜0, B˜0} o triedro de Frenet de γ˜ em s0. E´ claro que por uma translac¸a˜o
T e uma rotac¸a˜o R e´ poss´ıvel levar o triedro {T˜0, N˜0, B˜0} a coincidir com o triedro
{T0,N0,B0} (ambos com orientac¸a˜o positiva). Aplicando o teorema de existeˆncia e
unicidade de soluc¸o˜es de sistemas de equac¸o˜es diferenciais lineares, obtida a soluc¸a˜o
{T,N,B}, prova-se com um racioc´ınio ana´logo ao da parte (1), que trata-se de um
triedro ortonormal de R3. Como γ deve satisfazer γ ′(s) = T(s), segue-se que
γ(s) =
∫ s
s0
T(s)ds + P0, donde γ esta´ parametrizada pelo comprimento de arco s.
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Cap´ıtulo 4
Curvas de Be´zier
4.1 Histo´ria das Curvas de Be´zier
As Curvas de Be´zier surgiram por volta de 1960. Foram desenvolvi-
das independentemente por dois matema´ticos franceses que trabalhavam na indu´stria
automobil´ıstica francesa. Piere Be´zier (1910 − 1999), trabalhava para a Renault e
Paul de Faget de Casteljau trabalhava para a Citroe¨m. Embora Casteljau tenha
conclu´ıdo o trabalho sobre as curvas antes que Be´zier, devido as companhias Renault e
Citroe¨m serem muito secretas quanto a seus trabalhos, Casteljau na˜o o publicou. Be´zier
conseguiu uma autorizac¸a˜o da Renault e publicou seu trabalho, por isso o campo rete´m
o nome de Curvas de Be´zier . Entretanto o algor´ıtmo fundamental que da´ a base
para as construc¸o˜es e o ca´lculo das Curvas de Be´zier e´ creditado a Casteljau.
Be´zier e Casteljau desenvolveram as curvas com o intuito de modelar as
formas aerodinaˆmicas dos automo´veis modernos. Entretanto, hoje, elas tem inu´meras
aplicac¸o˜es, principalmente em CAD (Computer-Aided Design). A maioria dos Soft-
wares de computac¸a˜o gra´fica usam o conceito de Curvas de Be´zier.
Essas curvas sa˜o extremamente u´teis para modelar projetos e se adaptam
facilmente a sistemas computadorizados. Podem ser definidas como um conjunto de
pontos encontrados atrave´s do Algor´ıtmo de Casteljau ou explicitamente em func¸a˜o
dos polinoˆmios de Bernstein. Trata-se de curvas parame´tricas geralmente definidas no
intervalo parame´trico [0, 1]. Ale´m disso, essa classe de curvas possui outros paraˆmetros
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controladores que sa˜o pontos no espac¸o. Cada um desses pontos tem uma influeˆncia
sobre a curva, sendo que uma curva de Be´zier de grau ”n” emprega ”n + 1” pontos
de controle. Uma curva de Be´zier emprega no mı´nimo 3 pontos para sua definic¸a˜o,
podendo chegar a ”n” pontos de controle. Entretanto, sua forma mais utilizada e´ a
de terceiro grau, ou seja, a Cu´bica de Be´zier , que e´ definida por quatro pontos de
controle, tais pontos sa˜o: 2 ”endpoints”(pontos iniciais) e 2 ”control points”(pontos de
controle), sendo que a curva necessariamente passa pelos pontos iniciais e na˜o passa
pelos pontos de controle, mas estes definem sua forma.
Se todos os pontos esta˜o no plano, teremos uma curva de Be´zier plana, ou
seja κ ≥ 0 e τ = 0; se pelo menos um ponto estiver fora do subespac¸o vetorial gerado
pelos outros ”n− 1” pontos, enta˜o a curva e´ espacial, ou seja, κ 6= 0 e τ 6= 0.
4.2 O Algor´ıtmo de Casteljau
O algor´ıtmo de Casteljau nos permite calcular pontos de uma curva de
Be´zier. Trata-se de um algor´ıtmo recursivo e extremamente simples, mas fundamental
para descrever curvas para design de superf´ıcies.
Definic¸a˜o 4.1 O Algor´ıtmo de Casteljau
Sejam P0, P1, . . . ,Pn ∈ R3 e t ∈ R, temos que
Pri (t) = (1− t)Pr−1i (t) + tPr−1i+1 (t),

 r = 1, 2, . . . , ni = 0, 1, . . . , n− r
onde P0i (t) = Pi. Enta˜o P
n
0 (t) e´ um ponto para um determinado valor do paraˆmetro
t, sobre a curva de Be´zier Bn(t).
Definic¸a˜o 4.2 Denominamos de curva de Be´zier de grau ”n” ao conjunto de
pontos Pn0 (t), t ∈ [0, 1], obtidos atrave´s do algor´ıtmo de Casteljau, ou seja
Bn(t) = {Pn0 (t); t ∈ [0, 1]}.
O pol´ıgono formado pelos pontos P0, P1, . . . ,Pn e´ chamado de pol´ıgono de
Be´zier ou pol´ıgono de controle da curva Bn(t). Similarmente os Pi sa˜o chamados
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de pontos de Be´zier ou pontos de controle . A figura 4.1 mostra uma cu´bica de
Be´zier, caso n = 3 e t = 1/4. A curva foi obtida pelo processo de interpolac¸a˜o entre os
pontos P30(t).
P
P
P
P
P
P
P
P
P
P
0
1
3
2
0
0
1
1
2
0
1
2
1
2
2
3
0 1t
Figura 4.1: O ponto P30(t) sobre a curva foi obtido pelo Algoritmo de Casteljau.
Podemos encontrar a representac¸a˜o de uma curva de Be´zier de grau 2 atrave´s
do algor´ıtmo de Casteljau, observando que
P20(t) = (1− t)P10(t) + tP11(t) (4.1)
onde
P10(t) = (1− t)P0 + tP1 (4.2)
e
P11(t) = (1− t)P1 + tP2 (4.3)
substituindo as equac¸o˜es 4.2 e 4.3 em 4.1, temos
P20(t) = B
2(t) = (1− t)P10(t) + tP11(t)
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B2(t) = (1− t)[(1− t)P0 + tP1] + t[(1− t)P1 + tP2]
B2(t) = (1− t)2P0 + t(1− t)P1 + t(1− t)P1 + t2P2
B2(t) = (1− t)2P0 + 2t(1− t)P1 + t2P2.
Veja a curva obtida na figura 4.2.
P
P
P
0
2
1
Figura 4.2: Quadra´tica de Be´zier, caso n = 2.
Para a curva de grau 3 ou cu´bida de Be´zier temos,
P30(t) = (1− t)P20(t) + tP21(t) (4.4)
onde
P20(t) = (1− t)2P0 + 2t(1− t)P1 + t2P2 (4.5)
e
P21(t) = (1− t)P11 + tP12 (4.6)
e
P12(t) = (1− t)P2 + tP3 (4.7)
substituindo as equac¸o˜es 4.3, 4.5, 4.6 e 4.7 em 4.4, temos
P30(t) = B
3(t) = (1− t)P20(t) + tP21(t)
B3(t) = (1− t)[(1− t)2P0 + 2t(1− t)P1 + t2P2] + t[(1− t)P11 + tP12]
56
B3(t) = (1− t)3P0 + 2t(1− t)2P1 + t2(1− t)P2 + t(1− t)P11 + t2P12
B3(t) = (1− t)3P0 + 2t(1− t)2P1 + t2(1− t)P2 + t(1− t)[(1− t)P1 + tP2]
+t2[(1− t)P2 + tP3]
B3(t) = (1− t)3P0 + 3t(1− t)2P1 + 3t2(1− t)P2 + t3P3.
A figura 4.1 mostra uma cu´bica de Be´zier.
Para os demais casos o procedimento e´ o mesmo.
4.3 A Forma dos polinoˆmios Bernstein para uma
Curva de Be´zier
Definimos as curvas de Be´zier de grau ”n”, como um conjunto de pontos da
forma Pn0 (t) encontrados atrave´z do algor´ıtmo de Casteljau. Nesta sec¸a˜o descreveremos
as curvas de Be´zier por meio de uma representac¸a˜o expl´ıcita, utilizando os polinoˆmios
de Bernstein.
Uma curva de Be´zier de grau ”n” e´ dada por
Bn(t) =
n∑
i=0
Bni (t)Pi
onde os Bni (t) representam os polinoˆmios de Bernstein [6].
4.3.1 Os Polinoˆmios de Bernstein
Vejamos a definic¸a˜o dos polinoˆmios de Bernstein.
Definic¸a˜o 4.3 Os polinoˆmios de Bernstein de grau ”n” sa˜o dados por
Bni (t) =

 n
i

 ti(1− t)n−i.
Os coeficientes binomiais sa˜o
 n
i

 =


n!
i!(n−i)! se 0 ≤ i ≤ n
0 se 0 > i > n
.
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Pela definic¸a˜o dos polinoˆmios de Bernstein, podemos representar uma cu´bica
de Be´zier, como
B3(t) =
3∑
i=0
B3i (t)Pi
B3(t) = (1− t)3P0 + 3t(1− t)2P1 + 3t2(1− t)P2 + t3P3
Vista a a forma dos polinoˆmios de Bernstein para uma curva de Be´zier,
percebemos que para um valor de ”n” muito grande, implica em calcular polinoˆmios
de grau mais elevado o que requer um custo computacional mais alto, por isso, entre
as curvas de Be´zier, as cu´bicas sa˜o as mais utilizadas.
4.3.2 Propriedades dos Polinoˆmios de Bernstein
1. Os polinoˆmios de Bernstein satisfazem a seguinte recursa˜o
Bni (t) = (1− t)Bn−1i (t) + tBn−1i−1 (t)
onde
B00(t) = 1 e B
n
j (t) = 0, para j 6∈ {0, 1, . . . , n} .
Prova: Da relac¸a˜o de Stiffel, temos
Bni (t) =

 n
i

 ti(1− t)n−i
Bni (t) =

 n− 1
i

 ti(1− t)n−i +

 n− 1
i− 1

 ti(1− t)n−i
Bni (t) = (1− t)Bn−1i (t) + tBn−1i−1 (t).
2. Os polinoˆmios de Bernstein formam uma partic¸a˜o unita´ria, ou seja
n∑
j=0
Bnj (t) = 1.
Prova : Para fazer esta prova usamos o teorema binomial
1 = [t + (1− t)]n =
n∑
j=0

 n
j

 tj(1− t)n−j = n∑
j=0
Bnj (t).
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3. Os polinoˆmios de Bernstein sa˜o todos positivos no o intervalo [0,1].
Prova : Da definic¸a˜o,
Bnj (t) =

 n
j

 tj(1− t)n−j
como, 0 ≤ t ≤ 1 e n, j ∈ N, temos que tj(1− t)n−j ≥ 0.
Graficamante, temos
• os polinoˆmios de grau 1 sa˜o,
B10(t) = 1− t, B11(t) = t
para t ∈ [0, 1], sa˜o trac¸ados como mostra a figura 4.3
0 1
t
B B0 1
1 1
Figura 4.3: Polinoˆmios de Bernstein de grau 1.
• os polinoˆmios de grau 2 sa˜o,
B20(t) = (1− t)2, B21(t) = 2t(1− t), B22(t) = t2
para t ∈ [0, 1], sa˜o trac¸ados como mostra a figura 4.4
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2
Figura 4.4: Polinoˆmios de Bernstein de grau 2.
• os polinoˆmios de grau 3 sa˜o,
B30(t) = (1−t)3, B31(t) = 3t(1−t)2, B32(t) = 3t2(1−t), B33(t) = t3
para t ∈ [0, 1], sa˜o trac¸ados como mostra a figura 4.5
0 1
t
B
B B
B0
1 2
3
3
3 3
3
Figura 4.5: Polinoˆmios de Bernstein de grau 3.
e assim sucessivamente. Percebemos claramente que para t ∈ [0, 1], os polinoˆmios
de Bernstein sa˜o todos positivos.
3. Os polinoˆmios de Bernstein sa˜o sime´tricos em relac¸a˜o a (t) e (1− t), isso pode ser
visto graficamente na propriedade acima.
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Segue que
Bnj (t) =

 n
j

 tj(1− t)n−j
Bnj (t) =

 n
n− j

 (1− t)n−jtj
Bnj (t) = B
n
n−j(1− t).
4. Os polinoˆmios de Bernstein sa˜o de classe C∞, ou seja, suas derivadas sa˜o cont´ınuas
de todas a ordens. Isso e´ automa´tico para polinoˆmios.
d
dt
Bni (t) =
d
dt

 n
i

 ti(1− t)n−i
d
dt
Bni (t) =
in!
i!(n− i)!t
i−1(1− t)n−i − (n− i)!n!
i!(n− i)! t
i(1− t)n−i−1
d
dt
Bni (t) =
n(n− 1)!
(i− 1)!(n− i)! t
i−1(1− t)n−i − n(n− 1)!
i!(n− i− 1)! t
i(1− t)n−i−1
d
dt
Bni (t) = n
[
Bn−1i−1 (t)−Bn−1i (t)
]
.
4.4 A Forma Matricial para uma Curva de Be´zier
A representac¸a˜o matricial para uma curva de Be´zier e´ u´til para encontrar
pontos sobre a curva. Visto que a cu´bica de Be´zier e´ a mais utilizada, desenvolveremos
sua forma matricial, que e´ ideˆntica para outros casos.
Uma curva cu´bica de Be´zier pode ser escrita em um formula´rio matricial,
expandindo a definic¸a˜o anal´ıtica da curva em seus coeficientes, os polinoˆmios de Berns-
tein, e enta˜o escrevendo estes coeficientes em uma matriz, usando a base canoˆnica dos
polinoˆmios.
B3(t) =
3∑
i=0
PiB
3
i (t)
B3(t) = (1− t)3P0 + 3t(1− t)2P1 + 3t2(1− t)P2 + t3P3
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B3(t) =
[
(1− t)3 3t(1− t)2 3t2(1− t) t3
]


P0
P1
P2
P3


B3(t) =
[
1 t t2 t3
]


1 0 0 0
−3 3 0 0
3 −6 3 0
−1 3 −3 1




P0
P1
P2
P3


E assim uma curva cu´bica de Be´zier pode ser escrita de forma matricial como
B3(t) =
[
1 t t2 t3
]
M


P0
P1
P2
P3


onde,
M =


1 0 0 0
−3 3 0 0
3 −6 3 0
−1 3 −3 1


.
A Matriz M e´ chamada de Matriz de Be´zier, e define os polinoˆmios cu´bicos de Bernstein.
Esta e´ uma representac¸a˜o extremamente valiosa se pudermos multiplicar matrizes rapi-
damente, para encontrar pontos na curva.
Dado o pol´ıgono de controle formado pelos pontos, P0(x0, y0), P1(x1, y1),
P2(x2, y2) e P3(x3, y3), sabemos que a curva e´ a cu´bica de Be´zier, que e´ dada por
B3(t) = (1− t)3P0 + 3t(1− t)2P1 + 3t2(1− t)P2 + t3P3
B3(t) = (1− t)3(x0, y0) + 3t(1− t)2(x1, y1) + 3t2(1− t)(x2, y2) + t3(x3, y3)(4.8)
Sabemos tambe´m, que uma curva de Be´zier de grau ”n” e´ representada por um
polinoˆmio de grau ”n”. Assim, uma cu´bica de Be´zier em R2 pode ser representada
da seguinte forma
B3(t) = (γ1(t), γ2(t))
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onde
γ1(t) = c0 + c1t + c2t
2 + c3t
3
e
γ2(t) = d0 + d1t + d2t
2 + d3t
3
Expandindo a equac¸a˜o 4.8, obtemos
γ1(t) = x3t
3 + 3x2t
2 − 3x2t3 + 3x1t− 6x1t2 + 3x1t3 − 3x0t + 3x0t2 − x0t3
γ1(t) = x0 + (−3x0 + 3x1)t + (3x0 − 6x1 + 3x2)t2 + (−x0 + 3x1 − 3x2 + x3)t3
e
γ2(t) = y3t
3 + 3y2t
2 − 3y2t3 + 3y1t− 6y1t2 + 3y1t3 − 3y0t + 3y0t2 − y0t3
γ2(t) = y0 + (−3y0 + 3y1)t + (3y0 − 6y1 + 3y2)t2 + (−y0 + 3y1 − 3y2 + y3)t3
portanto,
x0 +(−3x0 +3x1)t+(3x0−6x1 +3x2)t2 +(−x0 +3x1−3x2 +x3)t3 = c0 +c1t+c2t2 +c3t3
y0 +(−3y0 +3y1)t+(3y0−6y1 +3y2)t2 +(−y0 +3y1−3y2 +y3)t3 = d0 +d1t+d2t2 +d3t3
pela igualdade de polinoˆmios, temos

(c0, d0)
(c1, d1)
(c2, d2)
(c3, d3)


=


(x0, y0)
(−3x0 + 3x1,−3y0 + 3y1)
(3x0 − 6x1 + 3x2, 3y0 − 6y1 + 3y2)
(−x0 + 3x1 − 3x2 + x3,−y0 + 3y1 − 3y2 + y3)


.
Pela representac¸a˜o matricial, obter´ıamos

(c0, d0)
(c1, d1)
(c2, d2)
(c3, d3)


= M


P0
P1
P2
P3


=


1 0 0 0
−3 3 0 0
3 −6 3 0
−1 3 −3 1




(x0, y0)
(x1, y1)
(x2, y2)
(x3, y3)


.
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Exemplo 4.1 Dado o pol´ıgono de Be´zier formado pelos pontos P0(0, 1), P1(1, 3),
P2(2, 4) e P3(4, 2) representado na figura 4.6, encontramos a parametrizac¸a˜o da curva
de Be´zier atrave´s da representac¸a˜o matricial, observando que
0 1
1
2
3
4
2 3 4 g
g
1
2
(t)
(t)
Figura 4.6: Cu´bica de Be´zier.


(c0, d0)
(c1, d1)
(c2, d2)
(c3, d3)


=


1 0 0 0
−3 3 0 0
3 −6 3 0
−1 3 −3 1




(0, 1)
(1, 3)
(2, 4)
(4, 2)


temos 

(c0, d0)
(c1, d1)
(c2, d2)
(c3, d3)


=


(0, 1)
(3, 6)
(0,−3)
(1,−2)


do resultado acima, encontramos a seguinte parametrizac¸a˜o
B3(t) = (3t + t3, 1 + 6t− 3t2 − 2t3).
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Exemplo 4.2 Dado o pol´ıgono de Be´zier formado pelos pontos P0(0, 1), P1(4, 2),
P2(2, 4) e P3(1, 0) representado na figura 4.11, encontramos a parametrizac¸a˜o da curva
de Be´zier atrave´s da representac¸a˜o matricial, observando que

(c0, d0)
(c1, d1)
(c2, d2)
(c3, d3)


=


1 0 0 0
−3 3 0 0
3 −6 3 0
−1 3 −3 1




(0, 1)
(4, 2)
(2, 4)
(1, 0)


temos 

(c0, d0)
(c1, d1)
(c2, d2)
(c3, d3)


=


(0, 1)
(12, 3)
(−18, 3)
(7,−7)


do resultado acima, encontramos a seguinte parametrizac¸a˜o
B3(t) = (12t− 18t2 + 7t3, 1 + 3t + 3t2 − 7t3).
4.5 Subdivisa˜o
Uma curva de Be´zier e´ usualmente definida no intervalo [0,1], mas ela
tambe´m pode ser definida em um intervalo qualquer [0,c], 0 < c < 1. A parte da
curva correspondente a [0,c] tambe´m define um pol´ıgono de Be´zier, veja a figura 4.7.
Cada ci = P
i
0(t) subdivide a curva em duas novas curvas, ci e´ o ponto final
da curva de Be´zier B i no intervalo [0,c] e e´ ponto inicial no intervalo [c,1].
O processo da subdivisa˜o e´ baseado na aplicac¸a˜o de algor´ıtmo de Casteljau
para sucessivos valores do paraˆmetro t, obtendo assim quantos pontos quisermos sobre
a curva de Be´zier. Por este processo graficamos a curva geometricamente.
Apresentamos aqui o procedimento ba´sico da subdivisa˜o para o caso n = 2,
para os demais o processo e´ o mesmo.
Para uma curva quadra´tica de Be´zier, teremos 3 pontos de controle, P0, P1
e P2. Neste procedimento utilizamos o valor do paraˆmetro t como sendo t = 1/2, isso
facilita a descric¸a˜o do processo pois basta localizar o ponto me´dio do segmento PiPi+1.
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PP
P
P
C
C
C
C
0
1
3
2
3
1
0
2
0 1c
Figura 4.7: Subdivisa˜o: Pol´ıgono formado pelos Pi e´ associado ao paraˆmetro t ∈ [0, 1]
e o pol´ıgono formado pelos ci e´ associado com t ∈ [0, c].
Para P0, P1 e P2, 3 pontos quaisquer, tome P
1
0 como sendo o ponto me´dio
do segmento P0P1 e P
1
1 como sendo o ponto me´dio do segmento P1P2.
P
P
P
P
P
0
1
1
1
2
0
1
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Seja finalmente P20 o ponto me´dio do segmento P
1
0P
1
1.
P
P
P
P
P
P
0
1
1
2
1
2
0
0
1
Definimos atrave´s do Algor´ıtmo de Casteljau que P20 = c2 e´ um ponto na
curva de Be´zier B2(t). Com isso subdividimos a curva em duas novas curvas, com
dois novos jogos de pontos de controle, {P0,P10,P20} e {P20,P11,P2}. Executamos o
processo outra vez para ambas as curvas, primeiro para a curva definida pelos pon-
tos {P0,P10,P20}, para facilitar o entendimento, os renomeamos como {P0,P1,P2},
respectivamente.
P
P
P0
1
2
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Seja P10 o ponto me´dio do segmento P0P1 e P
1
1 o ponto me´dio do segmento
P1P2.
P
P
P
P
P0
1
2
1
1
1
0
Seja finalmente P20 o ponto me´dio do segmento P
1
0P
1
1.
P
P
P
P
P
P0
1
2
1
1
1
20
0
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Agora aplicamos o mesmo processo para a curva definida pelos pontos
{P20,P11,P2}. Para facilitar o entendimento, os renomeamos como {P0,P1,P2}, res-
pectivamente.
P
P
P0
1
2
Seja P10 o ponto me´dio do segmento P0P1 e P
1
1 o ponto me´dio do segmento
P1P2.
P
P
P
P
P0
1
2
1
1
1
0
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Seja finalmente P20 o ponto me´dio do segmento P
1
0P
1
1.
P
P
P
P
P
P0
1
2
1
1
1
2
0
0
Apo´s este procedimento, encontramos mais dois pontos na curva, agora esta
esta´ subdividida em quatro novas curvas, veja
P
P P
P
P
P
P
P
P
P
P
P
0
0 2
1
1
1
1
0
0
0
0
2
2
2
2
2
Assim, podemos encontrar quantos pontos quisermos sobre a curva de Be´zier
e pelo processo de interpolac¸a˜o encontramos a curva que melhor se adapta a esses
pontos. Veja a curva obtida na figura 4.8.
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Figura 4.8: Quadra´tica de Be´zier, obtida pelo processo de subdivisa˜o.
4.6 Propriedades das Curvas de Be´zier
Vejamos algumas propriedades das curvas de Be´zier, as quais podem ser
facilmente verificadas.
1. Endpoint interpolation : A curva passa pelos pontos de controle P0 e Pn, pois
temos que Bn(0) = P0 e B
n(1) = Pn.
2. Hull Convex : A curva de Be´zier esta´ contida dentro do maior pol´ıgono convexo
formado pelos seus pontos de controle.
3. Derivadas : Uma curva de Be´zier e´ de classe C∞, ou seja, possui derivadas
cont´ınuas de todas as ordens, isso e´ imediato, vista como propriedade dos polinoˆmios
de Bernstein.
d
dt
Bn(t) = n
n∑
i=0
[
Bn−1i−1 (t)−Bn−1i (t)
]
Pi
sabemos que Bnj (t) = 0 para j 6∈ {0, 1, . . . , n}, enta˜o
d
dt
Bn(t) = n
n∑
i=1
Bn−1i−1 (t)Pi − n
n∑
i=0
Bn−1i (t)Pi
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ddt
Bn(t) = n
n−1∑
i=0
Bn−1i (t)Pi+1 − n
n∑
i=0
Bn−1i (t)Pi
d
dt
Bn(t) = n
n−1∑
i=0
(
Pi+1 −Pi
)
Bn−1i (t)
Percebemos que as tangentes a curva de Be´zier nos pontos iniciais, sa˜o determi-
nadas pelos vetores P1P0 e PnPn−1, pois
d
dt
Bn(0) = n
(
P1 −P0
)
e
d
dt
Bn(1) = n
(
Pn −Pn−1
)
Assim, a inclinac¸a˜o da curva em t = 0 e´ igual ao vetor n(P1−P0) e a inclinac¸a˜o
em t = 1 e´ igual ao vetor n(Pn −Pn−1).
4. O Grau : O grau da curva esta´ relacionado com o nu´mero de pontos de controle.
Por isso, usar muitos pontos de controle para controlar a forma de uma curva,
significa que teremos polinoˆmios de grau elevado para avaliac¸a˜o.
5. Se os pontos de controle sa˜o todos colineares, enta˜o, a curva e´ uma reta. Isso
decorre da primeira propriedade, Endpoint Interpolation , a curva passa pelos
pontos iniciais.
6. Versatilidade : Para mudar o formato de uma curva de Be´zier basta apenas
mudar a posic¸a˜o de seus pontos de controle. Isso faz com que a curva seja
amplamente utilizada em softwares de computac¸a˜o gra´fica.
4.7 Aplicac¸o˜es das Curvas de Be´zier
Existem inu´meras aplicac¸o˜es para as curvas de Be´zier, a maioria delas em
CAD(Computer-Aided Design). A grande maioria dos softwares gra´ficos dispon´ıveis
no mercado utilizam o conceito de curva de Be´zier, em func¸a˜o da grande versatilidade
desse tipo de representac¸a˜o para curvas. Entre eles destacamos o Adobe Illustrator, o
CorelDRAW, o AutoCAD e o Paint Shop Pro, todos mundialmente conhecidos. Elas
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tambe´m podem ser utilizadas para realizar animac¸o˜es. Uma animac¸a˜o com curvas de
Be´zier pode ser encontrada como protec¸a˜o de tela do sistema operacional Windowns
XP.
As curvas de Be´zier sa˜o utilizadas em algumas impressoras a laser para
modelar o formato das letras.
4.8 Exemplos
Vejamos alguns exemplos de curvas de Be´zier.
Exemplo 4.3 Dado (4, 2) ∈ B2(1/2), encontre P2, sabendo que P0(1, 4) e P1(4, 0).
Do algor´ıtmo de Casteljau, sabemos que se (4, 2) ∈ B2(1/2), enta˜o P20(1/2) = (4, 2) e
P20(t) = (1− t)P10(t) + tP11(t) (4.9)
tambe´m,
P10(t) = (1− t)P0 + tP1 (4.10)
P11(t) = (1− t)P1 + tP2 (4.11)
substituindo as equac¸o˜es 4.10 e 4.11 em 4.9, temos
P20(t) = (1− t)
[
(1− t)P0 + tP1
]
+ t
[
(1− t)P1 + tP2
]
P20
(1
2
)
=
1
2
[1
2
P0 +
1
2
P1
]
+
1
2
[1
2
P1 +
1
2
P2
]
P20
(1
2
)
=
1
4
P0 +
1
2
P1 +
1
4
P2
(4, 2) =
1
4
(1, 4) +
1
2
(4, 0) +
1
4
(
x, y)
(4, 2) =
(1
4
, 1
)
+
(
2, 0
)
+
(x
4
,
y
4
)
(4, 2) =
((9
4
+
x
4
)
,
(
1 +
y
4
))
Resolvendo para x e y, obtemos P2(7, 4).
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Exemplo 4.4 Dado o pol´ıgono de Be´zier formado pelos pontos P0(0, 4), P1(3, 1) e
P2(6, 6), encontre o ponto P
2
0(1/4).
Do exemplo acima sabemos que
P20(t) = (1− t)
[
(1− t)P0 + tP1
]
+ t
[
(1− t)P1 + tP2
]
P20
(1
4
)
=
3
4
[3
4
P0 +
1
4
P1
]
+
1
4
[3
4
P1 +
1
4
P2
]
P20
(1
4
)
=
9
16
P0 +
6
16
P1 +
1
16
P2
P20
(1
4
)
=
9
16
(0, 4) +
6
16
(3, 1) +
1
16
(
6, 6)
P20
(1
4
)
=
(
0,
36
16
)
+
(18
16
,
6
16
)
+
( 6
16
,
6
16
)
P20
(1
4
)
=
((18
16
+
6
16
)
,
(36
16
+
6
16
+
6
16
))
P20
(1
4
)
=
(3
2
, 3
)
que e´ o ponto procurado, e esta´ sobre a curva de Be´zier.
Exemplo 4.5 Dado o pol´ıgono de Be´zier formado pelos pontos P0(0, 1), P1(1, 2),
P2(2, 2) e P3(3, 1), encontrar o vetor tangente da curva de Be´zier. Veja a figura 4.9.
0 1
1
2
3
2 3 4 g
g
1
2
(t)
(t)
Figura 4.9: Cu´bica de Be´zier.
Sua parametrizac¸a˜o sera´
B3(t) = (1− t)3P0 + 3t(1− t)2P1 + 3t2(1− t)P2 + t3P3
74
B3(t) = (1− t)3(0, 1) + 3t(1− t)2(1, 2) + 3t2(1− t)(2, 2) + t3(3, 1)
B3(t) = (3t,−3t2 + 3t + 1)
O vetor tangente e´ dado por
d
dt
B3(t) = (3,−6t + 3).
Exemplo 4.6 Dado o pol´ıgono de Be´zier formado pelos pontos P0(0, 1), P1(3, 1),
P2(2, 4) e P3(4, 2), encontrar o vetor tangente da curva de Be´zier. Veja a figura 4.10.
Sua parametrizac¸a˜o sera´
0 1
1
2
3
2 3 4 g
g
1
2
(t)
(t)
Figura 4.10: Cu´bica de Be´zier.
B3(t) = (1− t)3P0 + 3t(1− t)2P1 + 3t2(1− t)P2 + t3P3
B3(t) = (1− t)3(0, 1) + 3t(1− t)2(3, 1) + 3t2(1− t)(2, 4) + t3(4, 2)
B3(t) = (7t3 − 12t2 + 9t,−8t3 + 9t2 + 1)
portanto, o vetor tangente e´ dado por
d
dt
B3(t) = (21t2 − 24t + 9,−24t2 + 18t).
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Exemplo 4.7 Dado o pol´ıgono de Be´zier formado pelos pontos P0(0, 1), P1(4, 2),
P2(2, 4) e P3(1, 0), encontrar o vetor tangente da curva de Be´zier. Veja a figura 4.11.
0 1
1
2
3
4
2 3 4 g
g
1
2
(t)
(t)
Figura 4.11: Cu´bica de Be´zier.
Sua parametrizac¸a˜o sera´
B3(t) = (1− t)3P0 + 3t(1− t)2P1 + 3t2(1− t)P2 + t3P3
B3(t) = (1− t)3(0, 1) + 3t(1− t)2(4, 2) + 3t2(1− t)(2, 4) + t3(1, 0)
B3(t) = (7t3 − 18t2 + 12t,−7t3 + 3t2 + 3t + 1)
portanto, o vetor tangente e´ dado por
d
dt
B3(t) = (21t2 − 36t + 12,−21t2 + 6t + 3).
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Vejamos alguns exemplos de curvas de Be´zier em R3.
Exemplo 4.8 Dado o pol´ıgono de Be´zier formado pelos pontos P0(1, 0, 1), P1(5, 2, 2),
P2(4, 4, 0) e P3(2, 4, 4), encontrar a parametrizac¸a˜o para a curva de Be´zier. Veja a
figura 4.12.
(1,0,1)
(5,2,2)
(4,4,0)
(2,4,4)
x
y
z
Figura 4.12: Cu´bica de Be´zier em 3D.
Sua parametrizac¸a˜o sera´
B3(t) = (1− t)3P0 + 3t(1− t)2P1 + 3t2(1− t)P2 + t3P3
B3(t) = (1− t)3(1, 0, 1) + 3t(1− t)2(5, 2, 2) + 3t2(1− t)(4, 4, 0) + t3(2, 4, 4)
B3(t) = (4t3 − 15t2 + 12t + 1,−2t3 + 6t, 9t3 + 9t2 + 3t + 1).
Exemplo 4.9 Dado o pol´ıgono de Be´zier formado pelos pontos P0(0, 0, 0), P1(5, 2, 4),
P2(4, 4, 1) e P3(0, 2, 0), encontrar a parametrizac¸a˜o para a curva de Be´zier. Veja a
figura 4.13.
Sua parametrizac¸a˜o sera´
B3(t) = (1− t)3P0 + 3t(1− t)2P1 + 3t2(1− t)P2 + t3P3
B3(t) = (1− t)3(0, 0, 0) + 3t(1− t)2(5, 2, 4) + 3t2(1− t)(4, 4, 1) + t3(0, 2, 0)
B3(t) = (3t3 − 18t2 + 15t,−4t3 + 6t, 9t3 − 21t2 + 12t).
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Figura 4.13: Cu´bica de Be´zier em 3D.
Exemplo 4.10 A figura 4.14 mostra uma sequeˆncia de cu´bicas de Be´zier modelando
uma letra.
Figura 4.14: Font Design
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Conclusa˜o
Este trabalho foi rico em novos conhecimentos: o assunto que na˜o e´ abor-
dado no curso, o ingleˆs, o LATEX, e o maior desafio que foi escrever matema´tica.
O estudo da Teoria Local introduziu te´cnicas de Geometria Diferencial e
aprimorou o conhecimento de Ca´lculo. Possibilitou entender o comportamento das
curvas que sa˜o os elementos mais simples em Geometria.
O contato da teoria local com curvas de Be´zier deu maturidade para enten-
der as curvas de Be´zier que por sua vez possuem uma definic¸a˜o simples.
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