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ABSTRACT 
Natural gas-fired cogeneration systems are commonly used for large-scale industrial energy 
production – both electricity generation and heat recovery.  Industrial cogeneration currently 
represents about 8% of the U.S. total electricity generation capacity.  Plans call for cogeneration 
to increase to 20% of the generation capacity by the end of 2030 [1, 2].  Industrial cogeneration 
systems attain both high thermal efficiency and low emissions.  The attainment of low emissions 
from natural gas fired turbines, in particular low NOx emissions, is of considerable environmental 
importance especially as coal becomes a less favorable fuel source. 
Our current project addresses emissions and performance modeling of the 20 MW natural gas-
fired cogeneration system located at Louisiana State University.  Water injection is used to help 
lower emissions.  Data reconciliation and gross error detection are performed to adjust measured 
variables and determine efficiency.  A continuous emission monitoring system (CEMS) has been 
recently installed to measure both the NOx and O2 concentrations in the exhaust; CO is also 
measured.  These concentrations have been used to validate an emissions kinetics model, based 
on GRI-Mech 3.0, in order to predict NOx, CO and O2 concentrations leaving the system.  The 
kinetics model is used within a chemical reactor network consisting of perfectly stirred reactors 
and plug flow reactors to represent the turbine combustion in both the primary and dilution 
zones.  Changes in the measured emissions of certain species combined with a detailed kinetics 
model are used to indicate the onset of problems in the cogeneration system. 
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 CHAPTER 1 – INTRODUCTION  
 
1.1   The Overall Problem  
A gas turbine system includes a control system developed by the manufacturer.  These control 
systems are sophisticated, proprietary, machine specific and based on years of experience.  In 
general the control system is designed to maintain the combustion chamber temperature (the 
primary zone) > 2100 K even as process power requirements vary and as ambient air 
temperature, air humidity and incoming fuel composition and temperature change.  A major 
problem is that this primary zone temperature is not directly measured but rather is 
maintained/estimated by the control system based on the temperature measured downstream,  
often after gas expansion.  The turbine control system holds the power turbine inlet temperature 
(state 4, Figure 1.1) constant to maintain a constant firing temperature.  Figure 1.1 shows the 
cogeneration system basics including the air compressor, an annular combustor, gas turbine, 
power turbine and a heat recovery steam generator (HRSG).  
Cost, safety, emissions and reliability all dictate that turbine systems should operate in the most 
efficient fashion, and further we want to be able to quickly determine and isolate any operational 
problems.  The early detection and repair of problems in the turbine system is of critical 
importance as the turbine is often a key component in process operation and it is a large 
investment; a typical turbine system cost is ~ $1MM/MW of installed capacity.  Major repair of 
just the combustion chamber itself in a 20 MW turbine can be on the order of $250K.  To help 
prevent major repairs, turbine vibration is continuously monitored.  And on a routine semi-
annual basis (typically 4,000 hours) turbines are physically inspected to ensure that the turbine is 
free of worn bearings, rotors, and damaged blade tips.   
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Figure 1.1   Gas Turbine Cogeneration System – Gas Turbine Engine and HRSG 
Borescope inspection of hot gas path components is generally used.  Combustor inspection 
includes fuel nozzle cleanliness and wear, along with possible damage to the combustor.  The 
importance of performance monitoring and early problem detection is recognized by an entire 
body of turbine literature including gas path analysis, Bayesian Belief networks, genetic 
algorithms and fuzzy logics [3-10].  The important aspect of these monitoring methods is the use 
of available information about the components of an engine to determine the status of the system.  
During gas turbine operation, deviation of performance is indicated by the measured gas path 
instruments, including pressures, temperatures, shaft rotational speeds, fuel flow rate etc.  Gas 
path diagnostics is a mature turbine diagnostic tool and a complete review can be found in Li 
[11] and Singh [12].  Early turbine problem detection ensures timely maintenance.  However, 
despite vibration monitoring, turbine check-ups and gas path analysis (when employed), serious 
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problems can quickly develop.  Components such as gas turbine fuel nozzles can generate 
internal cracks which do not immediately affect the performance of the gas turbine, and therefore 
are not detectable by vibration monitoring or gas path analysis.  Our efforts here are focused on 
developing an additional layer of turbine diagnostics/protection and one which also has direct 
environmental impact. 
1.2   Our Contribution 
Our plan for improving turbine diagnostics/protection first calls for real time monitoring of 
emissions from the turbine system including NOx and CO.  We will also determine incoming 
fuel composition.  Fuel composition will impact emissions and generally fuel composition is 
measured off-site with average results only reported on a monthly basis.  A 
performance/emissions model of the turbine combustion process will be developed utilizing 
detailed combustion kinetics [13].  We will be able to create a machine - specific predictive 
emissions model and the results will be validated with the observed emissions.  Data 
reconciliation along with the emissions model will be used as a diagnostic tool to indicate the 
early onset of problems in the gas turbine system.  When the situation arises where the measured 
emissions do not match model predictions we know problems in the turbine system may exist or 
be developing.  For example, in the primary zone, expected combustion emission species are 
predicated upon the proper mixing of fuel, air and water at each injection nozzle.  Improper 
mixing can lead to hot spots and an increase in observed NOx emissions.  This increase in NOx in 
many installations would not be detected and even if detected would not be coupled to a 
performance/emissions model to help pinpoint potential problem locations. 
Thesis outline:     The following provides an overview for each chapter in the thesis. 
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 Chapter 2.  In order to develop a diagnostics tool that can detect the early onset of 
problems in the gas turbine system, first we must understand the turbine system 
operation.  In this Chapter the operation of the industrial gas turbine system studied here 
is described.  In addition Chapter 2 presents a literature review of NOx formation 
processes in gas turbine systems, as NOx is a key emission species.  Current detailed 
kinetics models to predict emissions from combustion systems are explored in detail.  As 
the focus of this work is to develop a new diagnostic tool utilizing measured NOx and CO 
emissions, we will incorporate detailed combustion kinetics for predicting the emissions 
from the gas turbine combustor.  The most recent version of Gas Research Institute 
mechanism (GRI-Mech 3.0) consisting of 53 species and 325 reactions is used [13]. 
   Chapter 3.  Data reconciliation is widely used in the chemical process industry to 
suppress the influence of random errors in process data and help detect gross errors.  Data 
reconciliation is currently seeing increased use in the power industry.  In this chapter data 
from the cogeneration system is treated by data reconciliation.  Also the difficulties 
associated with gross error detection, and the inherent problem of smearing of gross 
errors into other data during data reconciliation, are explored.  Problems in gross error 
detection and suspect measurement identification are often traced to weak variable 
redundancy, which can be characterized by variable adjustability.  Proper suspect 
measurement identification is accomplished by using a variable measurement test 
examining with the variable adjustability. 
 Cogeneration and power systems provide a unique opportunity to include performance 
equations in the problem formulation.  Gross error detection and suspect measurement 
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identification can be significantly enhanced by increasing variable redundancy through 
the use of (e.g., turbine) performance equations. 
The work in Chapter 3 is the basis for a paper titled: “Data Reconciliation and Suspect 
Measurement Identification for Gas Turbine Cogeneration Systems”, by Mohammed S. 
Syed, Kerry M. Dooley, F. Carl Knopf, Michael R. Erbes, and Frantisek Madron 
submitted to the Journal of Engineering for Gas Turbine and Power (currently awaiting 
final decision by the editor after external review and our response).  The work in Chapter 
3 has also been used in a series of presentations/poster sessions: Presentation – 
“Collaborative Education Across the Curriculum Using a Cogeneration System,” Knopf, 
F.C., K.M. Dooley and Mohammed S. Syed, 2009 AIChE Annual Meeting, Nashville; 
Poster – “Collaborative Education Across the Curriculum Using a Cogeneration System,” 
Knopf, F.C., K.M. Dooley and Mohammed S. Syed, 2010 ASEE Annual Meeting, 
Louisville, 2010; Poster – “Using a Cogeneration System for Collaborative Education,” 
Knopf, F.C., K.M. Dooley and Mohammed S. Syed, 2011 CCLI-TUES PIs Conference in 
Washington, D.C., January 26-28, 2011.  
 Chapter 4.    The gas turbine combustor (see Figure 1.1) can be approximated as three 
zones, primary/flame, intermediate and dilution zone, and can be modeled as series 
and/or parallel combinations of perfectly stirred reactors (PSR) and plug flow reactors 
(PFR).  Kinetics models of PSRs and PFRs will require solution of nonlinear and stiff 
ODEs.  The CVODE code from Lawrence Livermore National Laboratory is used for the 
solution of these ODEs.  In this chapter a reduced kinetics set coupled with an Excel 
callable version of CVODE (as a dynamic link library (dll)) is used to predict emission 
trends in combustors.  By making CVODE a callable dynamic link library from Excel, 
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Excel can serve as the pre- and post-processor.  In fact, this developed stand-alone 
program with a detailed natural gas combustion mechanism (GRI-Mech 3.0) is used in 
Chapter 5 to model the combustor for predicting emissions.   The work in Chapter 4 is the 
basis for a paper titled: “A Readily Accessible Platform for Detailed Combustion 
Emissions Calculations”, by Mohammed S. Syed, Janardhana R. Punuru, Kerry M. 
Dooley and F. Carl Knopf, in press, The International Journal of Mechanical Engineering 
Education (2013).   
 Chapter 5.    In this Chapter an “off-line” diagnostic tool was developed to detect the 
early onset of problems in a typical natural gas-fired cogeneration system.  The off-line 
diagnostic tool consists of two parts.  The first part is the application of data 
reconciliation to confirm the system is operating at “normal” conditions, and confirming 
that the flow rates of natural gas, air, water and the compressor exit temperature are all 
within specific narrow ranges.  In the second step the reconciled values of these variables 
are used in the detailed kinetics emissions model to predict the NOx and CO emissions.  
The detailed kinetics (GRI-Mech 3.0) from Chapter 2 is incorporated into the combustor 
model with fundamental equations for the PSRs and PFRs, as developed in Chapter 4.  If 
the system is at normal operating conditions, an increase in measured NOx emissions can 
be directly traced to problems with fuel nozzles in the gas turbine combustor.  Damaged 
fuel nozzles can cause poor distribution of injected water in the flame zone, but this does 
not always show up as system degradation.  Damaged nozzles result in increased NOx 
emissions even though the system is operating at normal conditions.  Figure 1 the shows 
increased NOx emissions as the number of damaged fuel nozzles increase.   
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Figure 1.2    NOx Emissions in ppmvd (parts-per-million volume dry) vs. Bad 
Fuel Nozzles at normal operating conditions. 
 
From Figure 1.2, the off-line model predicts for 3 bad fuel nozzles there is an increase 
from 38.5 ppmvd (parts-per-million volume dry) to 42.3 ppmvd (an increase of 10% in 
the NOx emissions).  For 10 bad nozzles there is an increase of ~30% in the NOx 
emissions.  In both cases, the system may appear to be operating at normal conditions.   
In addition to the off-line tool, an “on-line” diagnostics tool was developed for any 
operating conditions.  The on-line application allows use of the combustor emissions 
model over a wide range of operating conditions which when combined with measured 
NOx emissions can predict the exit temperature from the combustor ( 3T ).  Generally, the 
exit temperature from the combustor is not measured, but we can estimate 3T  as a 
function of NOx emissions for use in the data reconciliation process.   The exit 
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temperature from the combustor allows a more robust data reconciliation process.  Gross 
errors, when determined from the data reconciliation process, can then be used to 
diagnose the early onset of problems in the combustor, including the combustor fuel 
nozzles, as well as problems such as fouling in the compressor.  The off-line and on-line 
diagnostic tools were able to successfully detect the onset of combustion chamber 
problems/fuel nozzle failure in November, 2012.   
The work in Chapter 5 was the basis for a presentation at the AIChE National convention 
titled Modeling Water Injected Gas Turbines – Performance and Emissions, by 
Mohammed S. Syed, Kerry M. Dooley, and F. Carl Knopf  (November, 2012).  The work 
in Chapter 5 will also serve as the basis for a paper titled “A New Diagnostic Tool for 
Water Injected Gas Turbines – Emissions Monitoring and Modeling” , by Mohammed S. 
Syed, Kerry M. Dooley, and F. Carl Knopf,  that will be submitted to the Journal of 
Engineering for Gas Turbines and Power in April, 2013. 
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CHAPTER 2 LITERATURE REVIEW 
 
2.1   Cogeneration or CHP 
Cogeneration, or CHP, is an efficient way to generate power and thermal energy from a single 
fuel source, greatly increasing the facility`s operational efficiency and decreasing its energy 
costs.  By capturing the excess heat that is usually discarded from a conventional power plant, 
cogeneration systems typically achieve total system efficiencies of 60 to 80 percent.  Because of 
the improved efficiency of fuel use, cogeneration offers a number of economic and 
environmental benefits: lower operating costs and reduced emissions per BTU of all air 
pollutants.  Cogeneration also provides a stable supply of electricity and process steam, which is 
only dependent on the supply of fuel used.  The United States has approximately 82 gigawatts 
(GW) of Combined Heat and Power (CHP), which is almost 8% of total US capacity as of 2012.  
The United States plans to add 40 GW of generation capacity from CHP in the next decade [2].  
One of the goals is to minimize air pollutants from gas turbine combustion process by making 
the process as efficient as possible.  The attainment of very low emissions, in particular oxides of 
nitrogen (NOx), from gas turbines is of considerable interest. 
Cogeneration or CHP continues to find increasingly wide applications as a power and heat 
source in universities, hospitals, hotels, large towns, oil refineries, chemical plants, paper plants 
and several other industrial plants.  Because of their advantages in terms of high thermal 
efficiency and low pollutant emissions, gas turbine cogeneration systems have attracted much 
attention.  A better understanding of the various processes occurring simultaneously in the gas 
turbine combustor is required to minimize the pollutant emissions, while achieving satisfactory 
combustion efficiency. 
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A cogeneration facility may have gas turbines, heat recovery steam generators (HRSGs), stand-
alone boilers, steam driven turbines, steam driven chillers, and electric chillers.  Steam must be 
generated for heating purposes, and steam may be used to produce electricity from steam 
turbines and to drive chillers to produce chilled water.  There may also be electric chillers 
available to produce chilled water.  Supplemental firing of the HRSGs can be used to increase 
steam generation when needed. 
Figure 2.1 shows the main components of an aeroderivative-type gas turbine cogeneration 
system for electricity and steam generation located at Louisiana State University.   These 
components include: an air compressor, combustion chamber, gas generating turbine for air 
compression, power turbine for electricity generation, and a heat recovery steam generator for 
steam production.  The air cooler is used to set incompressorairT  ~ 60 F in order to help maintain 
performance of the aeroderivative gas turbine.   
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Figure 2.1   Gas turbine cogeneration system – gas turbine engine and HRSG 
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There are seven key steps in the process: 
1. Ambient air (shown as state 0 in Figure 2.1) is sent through a heat exchanger (the Air 
Cooler) to adjust its temperature to a nominal 60 F (state 1).  Chilled water is used as the 
cold fluid in the Air Cooler.  The incoming air is adjusted to 60 F prior to entering the air 
compressor in order to help maintain gas turbine efficiency.   
2. The cooled air is then sent to the Compressor to increase pressure (state 2). 
3. Natural gas and compressed air are burned in the Combustion Chamber (state 3). 
4. The combustion products are sent through the Gas Generating Turbine (state 4).  The 
shaft of this turbine is directly connected to the Compressor.  All work done by the Gas 
Generating Turbine is used to power the Compressor. 
5. The combustion products then expand to nearly atmospheric pressure in the Power 
Turbine (state 5).  The shaft of this turbine is directly connected to a generator to produce 
electricity for the process. 
6. The combustion products are sent through the heat recovery steam generator (HRSG), 
consisting of two heat exchangers to recover heat before venting to the atmosphere.  In 
the Evaporator the combustion products transfer heat to vaporize heated water into steam.  
Some of the heated water from the Economizer is not vaporized in the Evaporator and 
exits as blowdown.  In the Evaporator there is a natural circulation between 2 drums – 
one drum providing saturated steam to the process and the other drum (the lower or mud 
drum) saturated liquid.  Blowdown occurs from the saturated liquid drum and is used to 
control suspended and dissolved solids concentrations in the steam system.  Blowdown P 
and T are not generally measured, but we know  SteamP  =  BlowdownP  and  SteamT  =  BlowdownT . 
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7. In the Economizer, the combustion products heat the feed water before being sent to the 
Evaporator.     
2.1.1   Cogeneration at LSU 
In early 2006, LSU installed a new GE LM-2000 (20 MW) cogeneration facility.  This gas 
turbine is a single shaft gas turbine and an axial compressor with 16 stages.  The gas generating 
turbine drives the axial compressor.  The power turbine which is directly coupled to the 
generator produces electricity at 60 Hz (3600 rpm).  The distributed control system is used to 
continuously monitor the measured flow rates, temperatures and pressures from different 
sections of the gas turbine to know the current status of the plant.  Vibration monitoring, visual 
inspection and noise monitoring are done to determine any abnormalities in the engine, and on a 
semi-annual basis borescope inspection of hot gas path components is carried out to ensure the 
health of the fuel nozzles, combustor and turbine. 
2.1.2   Factors Affecting the Performance of Gas Turbines 
Normally gas turbine manufacturers benchmark performance using standard design conditions of 
air feed at 59 F/ 15 C, 14.7 psia/1.013 bar, and 60% relative humidity - International Standards 
Organization (ISO) conditions.  To understand the performance of gas turbine system first we 
need to see the factors that can affect the performance.  Gas turbines are designed for optimal 
performance at base load levels.  If the gas turbine is not operated at the base load the 
compressor and expander will differ from design and the overall efficiency is decreased.  The 
deviation of gas turbine performance from base can be caused by change in the load and also 
changes in the ambient conditions.  The higher the temperature of feed air, the less mass flow of 
air is compressed.  Also an increase in relative humidity increases the specific volume of the 
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inlet air flow, thereby reducing the mass flow through the turbine resulting in less power output.  
Other factors that can influence the performance of gas turbine are fuel composition (change in 
fuel heating value), and the injection of water/steam to lower the NOx emissions.  The deviation 
of performance from design can result from a change in ambient conditions or degradation of the 
gas turbine components.  When assessing the performance of gas turbine and its components an 
understanding of the factors that can influence the efficiency can help in differentiating the cause 
as actual equipment problems or change in ambient conditions.    
2.1.3   Data Acquisition for System Performance Monitoring 
In a processing plant the goal is to maintain steady state operation for long time periods. In 
developing expressions for a plant model, the necessary information is readily available from 
manufacturer`s design and test data, literature data, but mostly from measurements using existing 
instrumentation.  The available data are used to calculate the efficiency of the system, combined 
with material and energy balances.  The raw data from the LSU cogeneration system is archived 
on a PI server.  OSISoft PI
® software is being used to interface and collect data from the various 
control systems (JCI Metasys, ABB Symphony) of the LSU cogeneration facility.  The interface 
makes use of both OPC and ODBC data transfer protocols.  Data are then archived using a PI 
server, and then transferred to Excel via PI Excel DataLink.  Data are now linked to the web 
(www.cogened.lsu.edu) using a web server running OSISoft`s RTWebparts software, which is 
deployed with Microsoft Office SharePoint Server (MOSS).  OSISoft`s PI Process book is used 
to create interactive displays.  Also to measure NOx and O2 concentrations an “Advance Optima 
Continuous Gas Analyzer (Limas 11)” by ABB is installed in the stack and a Vivicom 
Continuous Emissions Monitoring System (VCEMS) is used for data monitoring and reporting. 
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To establish that the system is at steady state, determine the efficiency and monitor the 
performance of the cogeneration system data reconciliation and gross error detection are 
performed using the raw data from the LSU cogeneration system.  Data reconciliation is a 
procedure used to adjust process data so that it is consistent with the material and energy balance 
constraints.  Therefore it is a way to obtain more accurate values for the measurements taken 
from the process [14-17].  Gross errors and random errors are to be eliminated to satisfy the plant 
model.  
2.2   Nitrogen oxides (NOx) 
NOx (representing NO2, N2O, and NO) emitted from combustion processes is a significant class 
of atmospheric pollutants, and the control of NOx emissions is a world-wide concern. NOx 
contributes to the formation of ground-level smog and fine particle pollution.  It is also linked 
with a number of adverse effects on the respiratory system.  Industrial processes and electricity 
generation are major sources of NOx emissions.  The clean air act requires the Environmental 
Protection Agency (EPA) to regulate national air quality standards for NOx.  The standard for 
NOx at the stack outlet set by EPA for stationary gas turbines with greater than 20 MW capacity 
is 42 ppm at 15% O2 in the exhaust [18]. 
2.3   NOx Control 
Water injection in a gas turbine has been used to effectively reduce NOx formation from cleaner 
fuel sources such as natural gas [19-22].  The effect of water on NOx formation under gas turbine 
conditions shows that reduction of NOx emissions is mainly due to thermal and dilution effects 
[19].  The chemical effect of water on formation of NOx is by reducing the formation of oxygen 
radicals.  
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Modifying the combustion process itself often provides the most economical solution to the NOx 
emissions problem.  These modifications include: burner design modification, air-staging, fuel-
staging, flue gas recirculation, reburning and advanced reburning [23, 24].  The strategy here is 
partly just to reduce the flame temperature and the contact between fuel, nitrogen, and oxygen in 
the combustion air.  Often one designs into the system a fuel-rich zone where NOx can be 
reduced to N2.  In air staging a fuel-rich zone is created near the burners by allowing only a 
portion of the combustion air into the main burner region, and introducing the remaining 
combustion air downstream.  In the fuel-rich zone the reduction of any NOx present is favored. 
Using two feed locations for air resulted in significantly lower NOx than with a single feed to the 
combustor [25].  In the reburn method of NOx control, about 15% of the total fuel is introduced 
downstream of the main combustion zone.  In the reburning zone, NO is reduced via reactions 
with hydrocarbons and hydrocarbon intermediates.  To provide the final burnout of the reburn 
fuel, additional air is supplied [26, 27].  Post-combustion treatment of NOx is also a viable 
option.  Selective catalytic reduction (SCR) and selective non-catalytic reduction are the two 
common techniques to control NOx formation.  In selective catalytic reduction a catalyst is used 
with ammonia to reduce NO to N2 [27, 28].  Selective non-catalytic reduction uses ammonia, 
urea, or cyanuric acid mixed with flue gases to effect chemical reduction of NO to N2 without the 
aid of catalyst [27-31].   
2.4   NOx Formation and Destruction Processes 
The kinetics of the formation and destruction of NOx in combustion systems are complex.  By 
combustion of either nitrogen from the air or nitrogen present in the fuel, or both, pollutants such 
as NO, NO2, N2O, NH3 and HCN are formed [25, 27, 32, 33].  Temperature and fuel/oxygen 
ratio in the combustion zone are the main factors in the formation of pollutant species.  The NO 
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(usually the dominant N2 combustion product) results from three main mechanisms: thermal NO, 
prompt NO, and fuel NO.  The prompt NO mechanism is particularly important in rich 
combustion systems whereas the thermal mechanism dominates in combustion systems with high 
temperatures over a wide range of equivalence ratios (the equivalence ratio is defined as the ratio 
of the fuel-to-oxidizer ratio to the stoichiometric fuel-to-oxidizer ratio) [27].  The following 
sections provide a description of these three NO producing reaction mechanisms. 
2.4.1   Thermal NO 
This process is described by two chain reactions, comprising the “Zeldovich” mechanism [25]: 
N2 + O = NO + N                 (2.1) 
N + O2 = NO + O                             (2.2) 
These are normally supplemented by the reaction: 
     N + OH = NO + H                 (2.3) 
The three reactions involve O, O2, and OH, all of which play an important role in fuel oxidation.  
Therefore it is necessary to combine the thermal NO reactions with the reaction sequence 
describing fuel oxidation.  The thermal NO reactions are highly dependent on temperature, 
oxygen concentration and residence time [25].  The overall rate of formation of NO by the 
thermal mechanism is much slower than the fuel combustion process, thus thermal NO is 
generally considered to be formed in the post-flame region.  The thermal NO mechanism is the 
dominant source of NO at equivalence ratios of 0.8-1.0 and little NO is formed at temperatures 
below 1850 K [32, 33]. 
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2.4.2   Prompt NO 
The prompt NO mechanism was first proposed by Fenimore in 1971 to account for NO formed 
by the reaction of atmospheric nitrogen with hydrocarbon radicals in fuel-rich zones of flames 
[25, 34].  The main reactions that describe the prompt NO mechanism in the fuel-rich region are 
[35]: 
N2 + CH = HCN + N                             (2.4) 
    N2 + C2 = 2CN                               (2.5) 
     N + OH = NO + H                                  (2.6)   
     CH2 + N2 = HCN + NH                          (2.7) 
The first reaction dominates and approximately 90% of the prompt NO formed involves HCN 
species.  Radicals such as CH, CH2, C2, C2H, and C can react with N2, but the experiments of 
[36] suggest that CH and CH2 are the major contributors.  Prompt NO also forms in fuel-rich 
regions where hydrocarbon radicals increase the amount of HCN formed by reactions (2.4) and 
(2.7) [34, 35, 37, 38].  At temperatures below 2000 K, the rate of NO formation is dominated by 
the prompt NO mechanism, while above 2500 K, NO formation is mainly by thermal 
mechanism. However, prompt NO is only significant in fuel-rich systems.  
2.4.3   Fuel NO 
The natural gas feed composition used at LSU Facility Services generally does not contain any 
nitrogen bound to the fuel [14].  The fuel NO mechanism is discussed since it’s an important part 
of NOx formation process and the rigorous kinetic model of GRI-Mech model contains reactions 
18 
 
involving fuel NO [13].  Fuel NO is formed from nitrogen chemically bound in the fuel and is a 
principal source of NO emission in the combustion of certain fossil fuels.  The fuel NO 
mechanism is assumed to proceed through the formation of HCN and/or NH3 which are oxidized 
to NO and reduced to N2 according to the following overall reactions [25, 33].  
HCN + O = NCO + H                  (2.8) 
NH3 + O = NH2 + OH                    (2.9) 
NO + HCN/NH3 = N2 + H2O       (2.10) 
In fuel-lean regions the HCN and NH3 are oxidized to form NO, while in fuel-rich zones they are 
generally reduced to N2.  These N-H and N-C bonds in the fuel are much weaker than the triple 
bond in N2 which must be broken to form thermal NO.  Therefore fuel NO is formed more 
readily than thermal NO [25].  In rich combustion systems NO can react with hydrocarbon free 
radicals, leading to the formation of HCN and subsequently resulting in N2.  The main reaction 
paths involved in converting NO to N2 through HCN and CN are [33]: 
CH + NO = HCN + O                               (2.11) 
O + HCN = NCO + H                        (2.12) 
NCO + H = NH + CO                           (2.13) 
NH + H = N + H2                                              (2.14) 
N + NO = N2 + O                                  (2.15) 
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2.4.4   Formation of Nitrogen dioxide 
In gas turbines a significant fraction of nitrogen oxide emissions can be NO2.  The measurements 
of NOx concentrations in premixed and non-premixed flames show that there are relatively large 
ratios of NO2/NO present near the flame zone [33].  The formation and destruction of NO2 takes 
place by the following reactions: 
NO + HO2 = NO2 + OH                     (2.16) 
NO2 + H = NO + OH                        (2.17) 
NO2 + O = NO + O2                                 (2.18) 
At flame temperatures NO2 can exist only as a transient species.  And in the presence of high 
radical concentrations NO2 removal is fast, it being converted to NO.  
2.4.5   Formation of Nitrous oxide 
Since N2O is an important contributor to NOx under fuel-lean conditions, the mechanism of N2O 
formation and removal is of interest [33].  Studies show that the main N2O formation reactions 
involves NO and various nitrogen containing radicals, and that N2O is a short-lived species in hot 
combustion gases. 
NH + NO = N2O + H                          (2.19) 
NCO + NO = N2O + CO                    (2.20) 
The N2O formed is rapidly converted to N2: 
N2O + H = N2 + OH                       (2.21)  
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In fuel-rich regions and with stoichiometric oxygen, the N2O is almost completely removed prior 
to the exhaust, due to the high radical concentrations and typically long residence times [33]. 
2.5   Modeling NOx Formation from Gas Turbines  
The development of NOx kinetics model provides a tool for predicting the NOx concentrations in 
gas turbine combustion systems and allows us to calculate total emissions, including NOx.  
Modeling of NOx reaction processes is complex.  Comprehensive kinetics models can be used to 
optimize operating and design parameters and to understand various combustion techniques used 
to reduce NOx emissions.  A number of modeling approaches have been devised [39].  In one 
method the kinetics of both the combustion and NOx formation processes are modeled, using 
several elementary reactions but with a simplified flow field.  In a second approach some authors 
have used the engineering correlations of measured NOx effluent data as a function of different 
test conditions [40, 41].  A third approach integrates a detailed description of both the flow and 
combustion processes with a simplified description of the NOx reaction mechanism.  In this 
approach global reactions or reduced kinetics mechanisms are typically used in the combustion 
codes to describe the NOx formation process [25].  
In order to accurately describe a gas turbine combustion process it is necessary to use a detailed 
chemical reaction mechanism including the kinetics of NOx formation [42].  The Gas Research 
Institute mechanism GRI-Mech 3.0, consists of 53 species and 325 reactions [13].  There have 
also been other mechanisms formulated for methane oxidation.  Hughes et al., [43] recently 
published one called the Leeds model.  This mechanism also includes the oxidation kinetics of 
hydrogen, carbon monoxide, ethane, and ethene in flames and homogeneous ignition systems. It 
consists of 37 species and 351 irreversible reactions [43].  Konnov also published a detailed 
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reaction mechanism for methane and natural gas combustion accounting for C2 and C3 
hydrocarbons, their derivatives, N-H-O chemistry and NOx formation in flames [44, 45].  
2.6   Previous Models for Predicting NOx Emissions  
NOx formation and destruction under gas turbine conditions has been studied using several 
models to predict the emissions.  Le Cong et al., (2008) studied the effects of water vapor on the 
kinetics of combustion of both hydrogen and natural gas.  The experiments were conducted in a 
jet-stirred reactor at 1 atmosphere, over the temperature range 800-1300 K, at equivalence ratios 
of 0.1-1.5.  A kinetics model of premixed flames was used, in particular for a steady laminar 
one-dimensional premixed flame [46, 47].  For simulating ignition delays, they used the 
SENKIN code that computes the time evolution of a homogeneous reacting gas mixture in a 
closed system [48].  The PSR model was used [38].  The reaction mechanism consisted of 131 
species and 1043 reactions.  The simulation results obtained show a good agreement with the 
results from experiments.  The results for a stoichiometric methane-air mixture with water 
injection showed a reduction of NOx from 1000 ppm at 0% water injected to less than 100 ppm 
at 20% volume of water (CH4-Air-H2O, ɸ=1) injected into the combustion chamber.  
Mohamed et al. (2004) used the GRI 2.11 mechanism for hydrocarbon combustion [49] along 
with the Chemkin II [46] package to predict the emissions of NOx, CO, and unburned 
hydrocarbons (UHCs) in a gas turbine combustor that operates on natural gas/air.  This chemical 
reactor model is used widely to predict the emissions from gas turbine combustors.  The 
combustor was simulated using a number of chemical reactors in series and/or in parallel that 
simulate different characteristic zones of the combustor, based on the approach of Rizk and 
Mongia [40, 50, 51].  Each characteristic zone was represented by a single reactor or a group of 
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reactors [42].  The model predicted that an increase in the flame equivalence ratio from 0.4 to 1.0 
increased the gas temperature, which directly increased the total NOx formed, by the “thermal” 
mechanism.  A further increase in equivalence ratio from 1.0 to 1.6 decreased the gas 
temperature from 2200 K to 1100 K and reduced the NOx formed.  
The reactor model developed by Lebedev et al.[42], consisted of “six perfectly stirred reactors in 
parallel and in series” to represent the combustor of the gas turbine.  The reactor network was 
developed using a 3D CFD simulation of the flow field parameters inside the combustor to 
divide the whole volume on several domains with approximately uniform mixture fraction values 
Z (Z = 1/(1+S/ ɸ), ɸ  = fuel/air equivalence ratio, and S is the stoichiometric coefficient: S=17.2 
for methane/air.  The emission index g/(kg of fuel) was calculated by the formula: EINOx = 10
3
 
GNOx/Gf, where GNOx and Gf are the mass flow rates of NOx and fuel respectively, GNOx = GNO * 
μNO2/μNO + GNO2, where μNO and μNO2 are molar masses of NO and NO2.  The calculated values 
of the NOx emission index for two values of the air temperature at the combustor inlet (T=600 K 
and T=660 K) are 3.2 g/kg, and 4.3 g/kg, and the experimental data for the two values of the air 
temperature are 7 g/kg and 8.8 g/kg respectively.  A comparison shows the model underestimates 
the emission index by a factor of 2.   
To analyze gas turbine off-design performance, including emissions, an integrated plant-
combustion simulation model was developed by Andreini and Fachcini [52].  It uses the 
chemical reactor analysis approach of Rizk and Mongia [40, 50, 51] to model the combustion 
process as a function of power plant operating conditions.  The main types of combustors 
(conventional diffusion flame, lean-premixed and rich-quench-lean combustors) were simulated 
using different chemical reactor networks [53].  The primary zone is modeled by two PSR-PFR 
combinations in parallel, in which the PSR represents the flame anchorage and stabilization 
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zone, while the PFR represents the postflame zone.  The secondary zone is modeled as a PSR of 
the same volume as the primary zone, where secondary air and the hot combustion gas from 
primary zone are mixed.  Another PFR of the same volume is used to model the dilution zone 
[52].  The results obtained from the simulations for NOx variation versus turbine inlet 
temperature (TIT), and for CO and unburned hydrocarbons (UHC) versus TIT, and the effect of 
the injection of water and steam on the NOx formation agreed with the experimental values.  
In 2010, Kanniche [54] developed a chemical reactor network model for predicting the NOx 
emissions from gas turbine systems.  Using a global reaction scheme for combustion, first a 3D 
computational fluid dynamics model is used to represent the gas turbine combustor.  The 3D 
simulations are used to provide information about flow topology and turbulent effects.  From 
CFD results a network of PSRs is created by assembling the CFD cells that have same 
equivalence ratio and temperature, as equivalence ratio and temperature have high influence on 
NOx formation.  The GRI-Mech 3.0 combustion mechanism is used to perform detailed chemical 
kinetics calculations in the PSRs.  The industrial gas turbine combustor studied here is composed 
of 16 tubular chambers, each tubular chamber containing 8 premix burners.  From CFD 
modeling of the combustion chamber a reactor network with 10 PSRs is obtained.  The influence 
of ambient air temperature, humidity and natural gas composition is studied on the NOx 
emissions from the combustor.  The results show for 60% relative humidity, the NOx emissions 
are 80 mg/NM
3
 (@ 15% O2 dry) at 0 °C ambient air temperature and the NOx production 
increased to 100 mg/NM
3
 (@ 15% O2 dry) at 30 °C ambient air temperature.  At 15 °C ambient 
air temperature as the relative humidity increased from 0% to 100% the NOx emissions 
decreased by ~15 mg/NM
3
 (@ 15% O2 dry).   
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Following the same procedure used by Kanniche [54], Fichet et al. [55] studied the same gas 
turbine combustor and generated a reactor network with 369 PSRs to represent the CFD model.  
Apart from equivalence ratio and temperature, here residence time of the fluid in each mesh is 
also considered in assembling similar CFD cells.  The NOx emissions predicted are in good 
agreement with measurements as 42.8 ppmvd are predicted compared to 44 ppmvd measured 
with combustor operating at 15 bar, and the temperature of air to the combustor at 687 K and 0% 
relative humidity.  Furthermore, the sensitivity of the model with respect to relative humidity and 
gas turbine load was studied and showed good agreement with measured results.  
More recently, Cuoci et al. [56] used a network of PSRs to study the NOx formation in turbulent 
flames.  A similar approach proposed by Kanniche [54] and Fichet [55] was followed to model 
the temperature and flow fields in the combustor using a Reynolds averaged Navier-Stokes 
(RANS) CFD model.  An equivalent network of PSRs is derived on the basis of the flow, 
thermal and composition fields from the CFD.  The temperature in each reactor and the mass 
flow rates between the reactors as predicted by the CFD are held constant for the solution of 
PSRs reactor network.  The main difference from the previous works is the possibility to solve a 
very large number of reactors (on the order of ~ 100,000).  The network of PSRs with fixed 
temperature with detailed kinetic schemes accounting for the formation of NOx [57-59] are 
solved using a global Newton’s method.  The results for NOx emissions from the developed 
model for a simple jet flame (with fuel 22.1% CH4, 33.2% H2 and 44.7% N2, by volume) are 
compared with experimental results [60, 61].  The model overestimates the NOx emissions by 16 
ppm when compared with the measured value (60 ppm). 
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2.7   Effect of Water on NOx Emissions 
Water introduced into the combustion zone acts as a heat sink and limits NOx formation, by the 
thermal mechanism.  It is most effective at high pressures and temperatures in the combustion 
chamber, where thermal NOx production is high.  It is less effective at low pressure and 
temperatures where a large portion of the NOx is formed via the prompt mechanism [32].  The 
ratio of injected water to fuel flow rate is the main factor in controlling the reduction of NOx 
emissions [20].  
Lefebvre found that temperatures below 1670 K there is > 70 ppm of CO formed, while 
excessive amounts of NOx are produced at temperatures higher than 1900 K.  Only in the narrow 
band of 1670-1900 K are the levels of CO and NOx typically below 25 and 15 ppm, respectively 
[32].  Many models have been developed to study the impact of water on NOx formation in gas 
turbines.  Although injection of water is effective in reducing NOx emissions, it also has some 
negative effects.  The water must be of high purity to prevent deposits and corrosion. It can also 
damage the turbine blades and cause erosion in the combustor.  It also affects the combustion 
reactions themselves, affecting both the power generated and the efficiency of a gas turbine [20, 
32].  The injected water requires additional fuel to heat the water to combustion temperature 
(keeping the turbine inlet temperature unchanged), which decreases the thermal efficiency.  At 
the same time the power output is enhanced due to the additional mass flow rate through the 
turbine, because steam produces twice the power produced by the same amount of combustion 
gases, when expanded over the same pressure limits.  This is because the heat capacity of steam 
is approximately double the heat capacity of combustion gas [20, 32].  Ideally, water injection 
should be as low as possible while still meeting the emission requirements.  
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The results from the model developed by Le Cong and Dagaut (2009) show a strong reduction of 
NO by increasing the concentration of water.  The NOx concentration decreased from 1000 ppm 
to 80 ppm when the concentration of water was increased from 0% to 20% respectively in the 
combustion chamber (CH4-Air-H2O, ɸ=1).  The results from the model show that the chemical 
effect of water on the formation of NOx at fuel-lean conditions is higher than at stoichiometric 
conditions [19].  Water also reduces the formation of NOx by reducing the formation of the 
oxygen radical, the main radical species involved in NOx production.  The impact of water on 
oxygen radical proceeds through the following reactions [19]: 
H + O2 + M = HO2 + M                             (2.22) 
                           H2O + O = 2OH                                        (2.23) 
Yamashita et al. (2000) conducted a numerical simulation of NOx reduction by steam addition in 
a counterflow diffusion flame using detailed chemical kinetics.  The model consisted of 49 
species and 279 elementary reactions.  The mass production rates of NO, HCN, CH, and OH 
were predicted. With an increase in the amount of steam addition, the production rates of NO 
decreased, becoming negligible when enough steam was added to the air side [21].  An increase 
in the concentration of the OH radical and a decrease in the flame temperature and in the 
concentrations of HCN, CH, and N (by the prompt NO mechanism) combined to result in 
reduction of NOx.  The decrease in CH concentration reduces the initial reaction (2.4) of prompt 
NO formation [22].  It results in the decrease of N radical production through the pathway HCN 
→ NCO → NH → N, with N forming NO by reaction (2.6) [21, 62].  
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2.8   GRI-Mech 3.0 Detailed Chemical Reaction Kinetics for Natural Gas Combustion 
A number of detailed chemical modeling studies for methane and natural gas oxidation with NOx 
formation have been combined, resulting in the Gas Research Institute mechanism GRI-Mech 
3.0. [13].  The well established GRI-Mech 3.0 mechanism will be used to model the combustion 
kinetics in Chapter 5.  The most recent version of the GRI-Mech reaction mechanism consists of 
53 species and 325 reactions and can be found in Appendix A.1.   
                         In GRI-Mech 3.0 the rate constants are expressed in the following forms: 
For Bimolecular reactions: 
  






RT
E
ATk m exp  
with concentration units of mol/cm
3
.  The units of A are in cm
3
/mol/s, T in K, and E is in 
cal/mol/K.  For termolecular recombination reactions, the units of A are cm
6
/mol
2
/s. 
For Unimolecular and Recombination reactions: 







RT
E
ATk m exp  
 with concentration units mol/cm
3
.  The units of A are in 1/s, cm
3
/mol/s, cm
6
/mol
2
/s, for first, 
second, and third order reactions, respectively; T is in K; and E is in cal/mol/K. Such reactions 
are pressure dependent over a low pressure range.  The low-pressure limit rate constants of 
second- and third- order recombination reactions, and the rate constants of unimolecular 
reactions that are always near their low-pressure limits at normal combustion conditions, have all 
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been assigned ‘enhanced efficiencies’.  From the species concentrations [Mi] and the efficiencies 
[63], the effective concentration is computed as: 
   i
n
ni
i MfM 

  
Where  M  is a third-body species, 1if  for species without enhanced efficiencies, and the 
efficiencies are functions of the concentrations [13]. 
Lindemann Falloff Form: 
When the pressure and temperature are such that certain reactions are between the high- and low-
pressure limiting forms of their rate expressions, this region is called the fall-off region.  At 
pressures intermediate to the high and low pressure limits, the rate constant is given by the 
Lindemann formula: 
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Troe Falloff Form: 
The rate coefficient, k, is given by multiplying the Lindemann formula by empirical fall-off 
function F.  A more refined treatment of pressure effects for unimolecular reactions was 
provided by Troe [46].  The falloff parameter Fcent for unimolecular is calculated from the 
following formula: 
  
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Where a, b, c, and d are constants and T is temperature. Fcent, is the factor by which the rate 
constant of a given unimolecular reaction at temperature T and reduced pressure 
 
infk
Mk
P or   
 
of 1.0 is less than 
2
infk , which is the value of k if the unimolecular reaction behaved according 
to the Lindemann formula. 
The broadening factor F, which is 1.0 for Lindemann case where no parameters of Fcent are 
provided, is computed from Fcent by  
 
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2
log14.0
log
1
log
log
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
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with centFN log27.175.0    and centFC log67.04.0  . 
 
The above described GRI-Mech 3.0 natural gas combustion mechanism will be used in modeling 
the turbine turbine combustor. 
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CHAPTER 3   DATA RECONCILIATION AND SUSPECT MEASUREMENT 
IDENTIFICATION FOR GAS TURBINE COGENERATION 
SYSTEMS 
Data reconciliation is widely used in the chemical process industry to suppress the influence of 
random errors in process data and help detect gross errors.  Data reconciliation is currently 
seeing increased use in the power industry.  Here we use data from a recently constructed 
cogeneration system to show the data reconciliation process and the difficulties associated with 
gross error detection and suspect measurement identification.  Problems in gross error detection 
and suspect measurement identification are often traced to weak variable redundancy, which can 
be characterized by variable adjustability and threshold value.  Proper suspect measurement 
identification is accomplished using a variable measurement test coupled with the variable 
adjustability.  Cogeneration and power systems provide a unique opportunity to include 
performance equations in the problem formulation.  Gross error detection and suspect 
measurement identification can be significantly enhanced by increasing variable redundancy 
through the use of performance equations.  Cogeneration system models are nonlinear, but a 
detailed analysis of gross error detection and suspect measurement identification is based on 
model linearization.  A Monte Carlo study was used to verify results from the linearized models.  
3.1   Introduction 
Gas turbine-based power generation and gas turbine cogeneration systems are seeing  increased 
utilization and new construction, in both cases often driven by the historic low cost of natural 
gas.  Gas turbine systems have a smaller environmental impact when compared to systems 
employing other large-scale energy sources such as coal-fired utilities.  However, natural gas-
fired turbines still must address emissions standards, with NOx concentrations often targeted.  
For NOx control, air over-firing, selective catalytic and non-catalytic reforming, and water or 
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steam injection are commonly used methods [32].  Water/steam injection can also increase 
power production from the turbine, when compared to otherwise identical systems without water 
injection.    
Cost, safety, emissions and reliability considerations all dictate that gas turbine 
power/cogeneration systems should operate in the most efficient fashion, and, further, we want to 
be able to quickly determine and isolate any operational problems.  For example, complete 
replacement of an annular combustor in a typical 20MW industrial cogeneration system can 
often exceed $250k.   Isolation of operational problems involves validation of available data,  
which is anchored by data reconciliation (DR). Data reconciliation is a mature topic with 50+ 
years of application in the chemical processing and power industries.  Since the first paper 
solving the DR problem of a simple refinery mass balance [64] was published, hundreds of 
papers devoted to DR and related topics have appeared in the open literature.  There are also 
several monographs targeted at DR, either fully or partially [15, 17, 65-69].  
The concept behind data reconciliation is that all measured data will contain random errors.  
Measured values can be reconciled (adjusted), in a statistically sound manner, to satisfy material 
and energy balances.  Other model-based approaches to data reconciliation in gas turbine 
systems are discussed in Gay [70], Lin [71], Gronstedt [72], and Grodent and Navez [73].   
Reconciled values can be used to: update process parameters (for example, heat transfer 
coefficients and efficiencies); determine optimal setpoints for system process control; and, within 
process economic models, determine optimal production choices.  It is also possible to detect the 
existence of gross errors (GED) in the measurement system and identify suspect measurements 
(SMI).  The identification of suspect measurements is a powerful tool but the results must be 
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used with caution – DR tends to spread errors over all measurements, often making actual 
identification difficult.   
In this chapter we provide five examples, one showing DR for a gas turbine system found in the 
literature, and a series of four new examples showing DR and SMI for an industrial gas turbine 
cogeneration system.  In these examples we address use of both “classic” material and energy 
balance as well as use of “turbine cogeneration system performance equations” which can supply 
additional information to the DR and SMI problems.  In Examples 1 – 4 thermodynamic 
properties are obtained using the Peng-Robinson equation of state (PR-EOS) [74].  Finally we 
comment on how a general DR/SMI program can be developed for these energy systems.  
The data reconciliation problem is, 
  




 


variables
measuredi i
ii xxfMinimize
,
2

 (3.1) 
 
 KkyxgtoSubject jik ,...,10),(:   (3.2) 
 
where ix  are the measured process variables, ix  are the reconciled values, i  are standard 
deviations of the measurement instrument, ),( jik yxg are the material and energy balances, and 
jy   are unmeasured process variables.   
For the energy systems discussed here, the enthalpies used in the energy balances can be found 
using the PR-EOS, which is provided in [75, 76].  Gas turbine/cogeneration systems involve a 
straightforward application of the PR-EOS.  The required state to state energy balance 
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calculations typically involve mixtures which are in a single phase.  Here cubic EOS (cubic in 
volume) can be analytically solved for the vapor or liquid volume and the enthalpy directly 
determined – this is just a few days’ coding effort.  We do caution that the situation is far more 
complex if two-phase mixtures are present.  When mixtures with two phases are present, 
complex convergence algorithms are required for cubic EOS.  For example, Supertrapp [77] 
provides open source convergence strategies and algorithms for the PR-EOS, but implementation 
to determine two-phase mixture enthalpies will still require several months of coding effort.  In 
this paper Examples 1 – 4 were solved using the GRG [78] algorithm in Excel with needed 
enthalpy values determined from the PR-EOS.  We compare these results to those reported in the 
original paper (Example 1), or results obtained from the commercial code Recon 11 which uses 
the Soave Redlich Kwong (SRK) EOS.  A final example uses the Monte Carlo simulation 
technique to verify gross error detection methodology.   
3.2   Example 3.1 Gas Turbine Data Reconciliation, Chen and Andersen [79] 
Chen and Anderson [79] examined data reconciliation in a 95 MW gas turbine system as 
depicted in Figure 3.1.   
Following the DR protocol outlined in VDI 2048 [80] they assume that the air flow rate )( AirF  
into the compressor cannot be measured with reasonable accuracy.  In order to determine AirF  
three different calculation methods/equations were examined [79]: an overall turbine system 
energy balance giving EB_AirF  [81]; a pressure-flow or bell-mouth flow equation giving  BMAirF _ ; 
and an application of Stodola’s ellipse law giving SELAirF _ .     
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Figure 3.1 Gas Turbine System (for description of symbols see nomenclature) 
These equations all yield different air flow rates when using only measured data as shown in 
Table 3.1.  We used the PR-EOS to determine stream enthalpies, and with measured data we 
determined EBAirF _  = 306.46 kg/s.  There is good agreement with the original values, showing 
the applicability of the PR-EOS.  It is also possible to determine EBAirF _  as part of a DR process 
using both the overall energy balance and the mole fraction requirement   1iy  as 
constraints; here EBAirF _  = 306.407 kg/s.  
 Chen and Andersen [79] solved the DR problem using two constraints involving the overall 
energy balance, the bell-mouth flow equation and Stodola`s ellipse law as,  
 
      EBAirF _  - BMAirF _  = 0      (3.3) 
BMAirF _  - SELAirF _  = 0      (3.4) 
 
35 
 
Table 3.1  AirF Calculation results by using Raw Data and Data Reconciliation 
Compressor Inlet Mass 
Flow AirF  
Raw Data 
Chen and 
Andersen  
[79]  
Raw Data 
using  
PR-EOS 
EBAirF _  
Reconciled 
using 
PR-EOS 
EBAirF _  
AirF  
Reconciled 
Chen and 
Andersen 
[79] using  
Eq. (3.3-3.4) 
AirF  
Reconciled  
PR-EOS 
 using Eq. 
(3.3-3.4) 
EBAirF _  - Energy 
balance equation 306.87 306.46 306.407 309.6254 309.6047 
BMAirF _  - Bell-mouth 
flow equation 307.91 
 
 309.6254 309.6047 
SELAirF _  -Swallowing 
capacity relation 309.80 
 
 309.6254 309.6047 
 
The reconciled value for AirF  determined by Chen and Andersen [79] is reported in Table 3.1 
along with our result when using the PR-EOS (and the mole fraction requirement).  The DR 
process here does allow determination of AirF  but some caution is required.  Both the bell-mouth 
flow equation and Stodola`s ellipse law are performance equations involving machine dependent 
constants/parameters.  These constants may change in value during operation (for example, if 
system fouling occurs).  This can be accounted for using a combined data reconciliation and 
parameter estimation process [17].  The example from Chen and Andersen [79] is somewhat 
difficult to implement and the interested reader can contact Knopf [82] for a detailed solution.  
The next example has AirF  measured; precision is reflected in the instrument/measurement 
standard deviation.     
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3.3   Example 3.2 –Cogeneration System Data Reconciliation (Design and Off-Design 
Cases) 
Here we apply data reconciliation to a 20 MW cogeneration system (a GE LM-2000 engine) 
installed at Louisiana State University in 2006 that uses natural gas, with water injection to help 
control NOx. Fig. 3.2 shows the main components of the system including: air compressor, 
combustion chamber, gas turbine, power turbine and, a heat recovery steam generator (HRSG).  
Ambient air (state 0) is sent through a heat exchanger (the air cooler) to adjust its temperature to 
a nominal 519.67 R (state 1).  Chilled water is used as the cold fluid in the air cooler.  For 
calculation purposes we assume all work done by the gas turbine is used to power the 
compressor.   The power turbine is directly connected to a generator to produce electricity for the 
process.  The HRSG consists of economizer and evaporator sections.   The data provided in 
Table 3.2 are from the distributed control system [83] and the determination of the reconciled 
values (also in Table 3.2) is discussed below.  
Combustion
Chamber
Exhaust
Gas
Gen
Feed WaterSteam
Heated Water
Blowdown
(2) (3)
(4)
(5)
(6)
Stack 
Gas (7)
Cooled  
Air (1)
Ambient 
Air (0)
Natural Gas
Chilled Water
Compressor
Gas
 Turbine
Power 
Turbine
Water Injection
Figure 3.2   Gas turbine cogeneration system – turbine system and HRSG 
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Table 3.2   Measured Values and Reconciled Values for Cogeneration System ( psiaP , RT  , 
slbF / ,  sBtuQ / )  
Name Description 
Measured 
Design 
no water 
injection 
Instrument 
Stand Dev 
Reconciled 
Design 
Measured 
 Off-
Design 
with water 
injection 
Reconciled 
Off-Design 
0P  Ambient Pressure 14.696 1 14.696 14.696 14.696 
0T  Ambient Temperature 547.17 2 547.25 547.17 547.23 
1P  Air P leaving Air Cooler 14.696 1 14.698 14.696 14.700 
1T  Air T leaving Air Cooler 519.94 5 519.29 519.94 518.49 
2P  Air P leaving Compressor 243.7 1 243.7 253.38 253.38 
2T  Air T leaving Compressor 1260.48 10 1260.16 1260.48 1260.08 
3P  Products gas P leaving Comb Chamber 243.7 1 243.7 253.38 253.38 
3T  Products gas T leaving Comb Chamber 2400 150 2459.6 2400 2435.9 
4P  Products gas P leaving Gas Turbine 56.9 1 56.9 56.9 56.9 
4T  Products gas T leaving Gas Turbine 1836.34 30 1835.14 1836.34 1838.72 
5P  Products gas P leaving Power Turbine 14.82 1 14.82 14.82 14.82 
5T  Products gas T leaving Power Turbine 1386.67 60 1417.91 1386.67 1404.30 
6P  Products gas P leaving Evaporator 14.82 1 14.82 14.82 14.82 
  6T  Products gas T leaving Evaporator 914.67 50 876.89 914.67 888.80 
7P  Products gas P leaving Economizer 14.82 1 14.82 14.82 14.82 
7T  Products gas T leaving Economizer 787.67 20 793.53 787.67 803.39 
AirF  Air flow rate 145 20 153.4239 145 156.8601 
ProdF  Combustion products flow rate 147.6208 20 156.0259 147.6208 162.9507 
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(Table 3.2 continued) 
Name Description 
Measured 
Design 
no water 
injection 
Instrument 
Stand Dev 
Reconcile
d Design 
Measured 
 Off-
Design 
with water 
injection 
Reconciled 
Off-Design 
CWF  Chilled water flow rate 200 44 195.26 200 194.87 
aCWP ,  Chilled water P in 60 1 60 60 60 
aCWT ,  Chilled water T in 504.57 5 507.35 504.57 507.20 
bCWP ,  Chilled water P out 60 1 60 60 60 
bCWT ,  Chilled water T out 515.07 5 512.28 515.07 512.39 
NGF  Natural Gas flow Comb Chamber 2.6208 0.07 2.6020 3.0139 2.9370 
InjWaterF ,  Water flow injected Comb Chamber 0 0.1 0 3.145 3.154 
EconWaterF ,  Feed Water flow to Economizer 24.4444 1.2222  24.4593 24.4444 24.7346 
EconWaterP ,  Feed Water P to Economizer 239 1 239 239 239 
EconWaterT ,  Feed Water T to Economizer 677.67 30 668.99 677.67 655.88 
EvapWaterP ,  Heated Water P to Evaporator 198 1 198 198 198 
EvapWaterT ,  Heated Water T to Evaporator 780.67 30 790.45 780.67 787.49 
SteamF  Steam flow 24.17 0.725 24.18 24.17 24.45 
SteamP  Steam P 140.9 1 140.9 140.9 140.9 
SteamT  Steam T 821.67 1 821.67 821.67 821.68 
BlowDWaterF ,
 
Blowdown Flow – saturated water 0.28 0.1 0.28 0.28 0.28 
BlowDWaterP ,
 
Blowdown P, SteamP  = BlowdownP    140.9  140.9 
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(Table 3.2 continued) 
Name Description 
Measured 
Design 
no water 
injection 
Instrument 
Stand Dev 
Reconciled 
Design 
Measured 
 Off-
Design 
with water 
injection 
Reconciled 
Off-Design 
BlowDWaterT ,
 
Blowdown T, SteamT  = BlowdownT    821.67  821.68 
BlowDWaterP ,
 Blowdown P, SteamP  = BlowdownP    140.9  140.9 
BlowDWaterT ,
 Blowdown T, SteamT  = BlowdownT    821.67  821.68 
NetW
  
Net Power produced power turbine – 
MW 19.27  19.27 21.39 21.39 
NetW
  
Net Power produced power turbine – 
Btu/s 18264.44 0.01 18264.44 20273.04 20273.04 
CoolerAirQ
  
Heat transfer in Air Cooler   1040.5  1093.2 
TurbineGasW

 
Work done by Gas Turbine/used by Compressor – 
Btu/s  28387 
  
29050 
LossCCQ ,
  Heat loss in Combustion Chamber 1125 250 1136 
 
1125 
EvaporatorQ

 
Heat transfer in Evaporator   22448 
 
 
EconomizerQ

 
Heat transfer in Economizer   3342  
GT  Global Test  2.36  4.68 
 
Here we assume the incoming air is dry (no humidity).  Heat loss from the combustion chamber 
is estimated at ~   LHVFuelFNG%2  and accounted for by a combustion chamber heat loss 
term, LossCCQ ,
 ; the fuel lower heating value is taken as 21500 Btu/lb for methane.  For safety 
considerations, the turbine components themselves (compressor, combustion chamber, gas 
turbine, power turbine) are enclosed and the enclosure is maintained under a slight vacuum.  
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LossCCQ ,
  could be replaced in the future with the flow rate and temperature change for the air 
passing through the enclosure. 
 The turbine system was initially tested without water injection and this is considered the design- 
or base-case.  Data are also provided for the turbine system with water injection.  This is the 
normal mode of operation for the turbine system but for our modeling purposes we considered 
this off-design operation.  
The material and energy balances (Eq.(3.2)) for the cogeneration system include,  
Combustion Chamber 
 ProdInj,WaterNGAir FFFF   (3.5) 
HRSG 
 SteamBlowD,WaterEcon,Water FFF   (3.6) 
Energy balances are needed for the air cooler, compressor, combustion chamber, gas turbine, 
power turbine, evaporator and economizer as, 
Air Cooler 
      CoolerAiraCWbCWCWAirAirAir QhhFhhF  ,,1,0, ˆˆˆˆ  (3.7) 
Compressor 
   TurbineGasAirAirAir WhhF  1,2, ˆˆ  (3.8) 
Combustion Chamber 
         Loss,CC,ProdProdInj,WaterInj,WaterNGNG,AirAir QhˆFhˆFhˆFhˆF  32  (3.9) 
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Gas Turbine 
   TurbineGasProdProdProd WhhF  4,3, ˆˆ  (3.10) 
Power Turbine 
   NetProdProdProd WhhF  5,4, ˆˆ  (3.11) 
Evaporator 
       EvaporatorEvap,WaterBlowD,WaterBlowD,WaterEvap,WaterSteamSteam,Prod,ProdProd QhˆhˆFhˆhˆFhˆhˆF  65 (3.12) 
Economizer 
     EconomizerEconWaterEvapWaterEconWaterProdProdProd QhhFhhF  ,,,7,6, ˆˆˆˆ  (3.13) 
The net work from the cogeneration system is the work done by the power turbine.  The work 
done by the gas turbine is the work used by the compressor; Eq. (3.10) = Eq. (3.8). 
The stream enthalpy values around each unit operation can be determined using PR-EOS.  This 
is straightforward application of the PR-EOS or any equation of state, as the state calculations 
involve only gas or liquid phases.  The variables in Eq. (3.1) include:  AirF , NGF , ProdF , EconWaterF ,
, SteamF , BlowdownF , CWF , 0T - 7T , aCWT , , bCWT , , 0P - 7P , aCWP , , bCWP , , InjWaterF , ,  EconWaterT , , 
EvapWaterT , ,  SteamT ,  NetW
 ,  and LossCCQ ,
 .   Reconciled values for cogeneration system both without 
(design case) and with (off-design case) water injection can be found in Table 3.2. 
3.4   Gross Error Detection (GED) and Suspect Measurement Identification (SMI) 
Data reconciliation (as in Examples 3.1 and 3.2) can be used to resolve random errors in 
measured data.  These errors are assumed to be normally distributed around the true 
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measurement value.  An additional aspect of DR is its use in GED and SMI.  Good data can be 
corrupted by gross errors (errors which are significantly greater than the uncertainties of 
measurement devices).  Gross errors must be removed from data, otherwise they damage all 
results by smearing of gross errors into other data during DR.  Protection against gross errors is 
usually done in 3 steps: 
- GE detection – finding their presence (GED) 
- GE identification – finding suspect measurements (SMI) 
- Removal of gross errors from process data. 
3.4.1   Global Test (GT) for GED 
Gross errors are nonrandom events such as instrument bias or drift, malfunctioning sensors or 
even process leaks.  The global test is the most frequently used method for GE detection.  The 
data reconciliation objective function is the sum of the terms 
2





 
i
ii xx

 which is also a chi-
squared probability distribution, )(2  , with degree of freedom )( .  The degree of freedom )(  
equals the degree of redundancy in the data reconciliation problem, which is given by the 
number of constraints in Eq. (3.2) minus the number of unmeasured variables (in the case of a 
fully observable system).  The Global Test (GT) for gross errors states that in the absence of 
gross error, 
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xx
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where )(
2
)1(   is the upper limit value of the chi-square distribution where gross errors are not 
expected and   is the level of significance, which is generally taken as   = 5% (0.05).  The 
probability of error detection depends not only on the magnitude of the )()(  
2
1 value selected 
but also on model structure, overall data redundancy and the random errors of other variables in 
the model.     
The GT value used in Eq. (3.14) is “linked” with the probability of finding a gross error.  In 
general, this is a problem of testing statistical hypotheses.  Very briefly, the statistical hypothesis 
here is: “There is no gross error in data” (the null hypothesis).  If this hypothesis is rejected, a 
gross error is probably present.  There can happen an error of the First kind (detecting a gross 
error which does not exists) and an error of the Second kind (the existing gross error is not 
detected). 
Basically )(
2
)1(    is a “look-up” value from the chi-square distribution table [15].  If the DR 
objective function is below the “look-up” value, then gross errors are not expected.  Therefore in 
Example 3.2, if GT is less than )(
2
)05.01(   gross errors are not expected in the system and for the 
cogeneration system )(
2
)1(   = )8(
2
95.0 = 15.507.  Table 3.2 shows that GT = 2.36 for the 
design case and GT = 4.68 for water injection, so no gross errors are detected.   
The GT is coupled to individual variable threshold values.  For every redundant variable there 
exists the GT threshold value  id  which is the GE magnitude which will be detected by the GT 
with probability  .  The most frequently used case is when, the probability   = 0.05 (error of 
the First kind) and the probability   = 0.9 (error of the Second kind). 
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The threshold value is also a function of the degree of redundancy   and the redundancy of the 
measured variable.  For example, for the natural gas flow NGF  in Example 2, the GT threshold 
value is 0.435 lb/s (calculations discussed below in Fig. 3.3).  This value can be interpreted as 
follows: 
The GE in NGF   must be at least 0.435 lb/s to be detected with probability 0.9 (90 %) or more. 
In Table 3.2 the i  of NGF  is 0.07 lb/s which means that the GE must be quite large (about 6.2 
multiples of i ) to be detected with probability of 90 %.  This makes GED and SMI difficult.  
While there is no standard for a gross error compared to a common random error, we consider 
iii xx 3
  indicative of a possible instrument GE. 
3.4.2   The Measurement Test (MT) Method and Adjustability for SMI 
If GE are detected  )(GT )(  21  the Measurement Test (MT) can be used to help locate the 
most probable suspect measurement.  Here we can rewrite Eq. (3.1) and Eq. (3.2), for the data 
reconciliation problem without unmeasured variables, in matrix form,  
 x)(xQx)(x   1TMinFunctionObjective  (3.15) 
 0: xAtoSubject  (3.16) 
where, x = measured values, x   = reconciled values, a variance-covariance matrix Q  can be 
defined as, 
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and A  is the incidence matrix for the linear constraints.  Nonlinear constraints must be 
linearized, for example, using the Newton-Raphson method at the DR solution.  The row rank of 
A  is also the degree of redundancy and Q  is diagonal if there is no correlation between 
measurements; with no correlation 2ii  can be written as 
2
i .  Reference [66] provides the 
following MT for each variable, 
 
ii
i
i
V
a
MT   (3.18) 
where  iii xxa    are the elements of the adjustment vector a , and iiV  are the diagonals of the 
covariance of a , 
 QAAQAAQaV 1)()(cov  TT  (3.19) 
In Eq. (3.18) iMT  is a standardized adjustment which follows a standard normal distribution with 
mean = 0 and variance =1.  Higher values of iMT  point to more suspect measurements.  
It can be shown [15] that from the covariance matrices of measurements Q  and, adjustments V , 
holds the important relation for reconciled values R , 
      VQR                    (3.20) 
and for their diagonals, 
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      iiiiii VQR                      (3.21) 
Equation (3.21) defines how to calculate variances (or standard deviations) of reconciled values 
from variances of measured values and variances of adjustments. 
Madron [15] defined a variable adjustability ( iadj ),  
 
i
ii
i
σ
R
adj  1  (3.22) 
This adjustability provides a measure of variable redundancy and it represents the improvement 
in the precision of the reconciled values due to the DR process.  For example, an adjustability of 
0.2 means that the standard deviation of the reconciled value was decreased by 20 % due to DR 
process in comparison with the standard deviation of the measurement error.  A non-redundant 
variable will have zero adjustability.   
  Our GT threshold value  id  is a function of the adjustability.  The GT threshold value can be 
expressed as a dimensionless threshold value, 
i
i
,i
d
q

90 , where 90,iq  is the dimensionless 
threshold value of variable i  (with 90% probability of detection)  and i  is the standard 
deviation of the measured variable.  The dependence of 90,iq  on the system degree of redundancy 
  and variable adjustability iadj  is presented in Fig. 3.3.  The probability of detecting a gross 
error increases with adjustability and decreases with the degree of redundancy. But these two 
variables are not independent, because generally an increased degree of redundancy brings 
increased adjustability, and the final effect is not obvious, as will be shown.     
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Figure 3.3   Dimensionless threshold value 90,iq  as function of the degree of redundancy   and 
iadj  (for   = 0.05 and  =0.9) (see [84])  
From Fig. 3.3, the minimum 90,iq  is 3.24 (for iadj = 1 and redundancy = 1).  Here the GE must be 
3.24 times the measurement standard deviation to be detected with probability 90%.  But this is 
not typical in industrial practice, where usually 90,iq  is greater than 5.  If we accept that gross 
errors start at i3 , there always exists a gap (3; 90,iq ) in which GED is not highly probable; we 
will see this in the next examples.   
There can be additional difficulties with the MT and variable adjustability.  Some redundant 
variables are not bounded significantly with other variables (weak redundancy), which manifests 
itself by their small adjustment during DR (low adjustability value).  Here then the standard 
deviations of reconciled variables ( iiR ) will be very close to the standard deviations of their 
measured values ( iσ ) meaning the DR process gave negligible improvement in their precision.  
ν = 20 
ν = 8 
ν = 5 
ν = 1 
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Measured variables which are almost non-redundant (very small adjustability, say, in the interval 
(0: 0.05)) can cause numerical problems in the application of the MT (Eq. (3.18)). The MT is a 
ratio of two small numbers which can cause significant numerical problems.  But Fig. 3 does 
show for adjustabilities less than 0.05 that the threshold values are quite high.  For example, with 
  = 8 and adjustabilities 0.05 and 0.01 the threshold values are i14  and i31  respectively. 
Such large GEs are usually detected during the first screening (pre-processing) of process data.  
When a GE is present, the measurement test ( iMT , Eq. (3.18)) points to the most likely 
suspects with the understanding (or recommendation) that any almost non-redundant 
variable (those with iadj  < 0.05 or below some value) be excluded from the GE analysis.  
 
3.4.3   Example 3.3 –Cogeneration System GED/SMI 
The most important measurements to quantify in gas turbine systems are the fuel and air flow 
rates, and DR can be used to help determine these values as shown in Examples 3.1 and 3.2.  
Here we examine GED in the fuel flow rate for the cogeneration system of Example 3.2 (off-
design case).  The cogeneration data reconciliation problem for off-design (water injection) can 
again be solved using the data provided in Table 3.2 (column 6), except NGF , the measured flow 
rate of natural gas, is given biases of:  +0.25; -0.25; +0.75; and -0.75 lb/s.   Here 0.25 lb/s 
represents a GE of i. 573  and 0.75 lb/s represents a GE i. 710 .  Results are shown in Table 
3.3; here for all cases )(
2
)1(   = 15.507.  
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Table 3.3   Suspect Measurement Identification with NGF  bias, Example 3.3 
 
iMT  
 
iadj   
 
iMT  
with 
05.0iadj  
iMT  
with 
05.0iadj  
iMT  
with 
05.0iadj  
NGF  bias +0.25 +0.25 -0.25 +0.75 -0.75 
GT  18.73 18.73 3.02 80.27 40.39 
NGF  4.02 (2) 0.27055  8.63  6.16  
1T  4.14 (1) 0.01283    
7T  3.34 (4) 0.14720  6.69  3.62  
EconWaterT ,  3.23 (5) 0.12293  6.75  3.64  
InjWaterF ,  2.72 (6) 0.00280    
SteamT  3.80 (3) 0.00003    
SteamF  1.85 (7) 0.20684  4.15  2.98  
 
In order to use Eq. (3.22), the matrix A  must involve linear constraints, and here a Taylor’s 
series expansion can be used to linearize each of the 6 nonlinear energy balances at the data 
reconciliation solution.  Linearization of the energy balances on the air cooler, compressor/gas 
turbine, evaporator, and economizer is straightforward, as these balances only involve hF ˆ  
terms.  The remaining two balances, in addition to hF ˆ  terms, involve LossCCQ ,
  for the 
combustion chamber and NetW
  for the power turbine.  We view LossCCQ ,
  as an energy leak from 
the combustion process and NetW
  as a leak from the turbine.  Values for these “leaks” can be 
taken as known and fixed (measured or estimated with some accuracy) at the data reconciliation 
solution [17] with their derivative just 1. 
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For NGF with a bias of +0.25 lb/s, gross errors are detected (GT = 18.73) even though this bias 
falls below the GT threshold value for the fuel flow rate.  The suspect measurement order 
(reported in column 2 of Table 3.3) is: 1T  first with 1TMT  = 4.14, followed by NGF  with NGFMT  = 
4.02, third SteamT  with SteamTMT  = 3.80,  fourth 7T  with 7TMT  = 3.34 and fifth EconWaterT ,  with 
EconWaterT
MT
,
 = 3.23.  As the bias was placed with NGF  it would be expected to show the largest 
iMT , however the most likely suspect measurement appears to be 1T , the air inlet temperature to 
the compressor.  But the 
1T
adj = 0.01283 (column 3), which falls below iadj  < 0.05, so 1T  would 
be excluded from the GED analysis.  This leaves NGF  as the suspect measurement.     
We also note that pressure could be included in the suspect measurement identification, but the 
iadj  values for pressures in this formulation would all be ~ 0.  This result is expected as pressure 
has virtually no impact on enthalpy (in the energy balances).  
If the measured flow rate of natural gas is given a negative bias of 0.25 lb/s the data 
reconciliation solution shows GT = 3.02, and with )(
2
)1(   = 15.507 no gross errors would be 
detected.  This result is interesting as one might expect the 250. lb/s biases in NGF  would both 
show GE.  The explanation is in the relatively small value of the introduced bias.  The influence 
of a small bias on the GT is masked by the random errors of other variables. This result is 
explored in greater detail in Example 5.  Results in Table 3.3 also show that with a positive bias 
of 0.75 lb/s in NGF  the data reconciliation solution will show GT = 80.27 and the presence of 
gross errors.  With a negative bias of 0.75 lb/s in NGF  the data reconciliation solution will show 
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GT = 40.39 and the presence of gross errors.  In Table 3.3 we do calculate and report iMT  values 
with iadj  > 0.05, and NGF  is identified as the most probable suspect variablein all cases.   
It is possible to determine threshold values for all variables in Example 3.3.  In Table 3.4 we 
report threshold values for variables with iadj  > 0.1.  As we have already discussed, the GE in 
the natural gas flow rate must be at least (6.21 x 0.07 = 0.435 lb/s) to be detected with 90% 
probability.  Table 3.4 also shows that the gross error in the air flow rate must be at least 4.52 
times its sigma to be detected with 90% probability (here the absolute threshold value is 90.4 
lb/s).   Table 3.4 reinforces the conclusion that only a fraction of the 36 measured variables in 
Example 3.3 (and Table 3.2) are sensitive enough to apply the gross error detection technique 
described here.  
Table 3.4    Threshold values for gross error detection in Example 3.3  
Variable Adjustability 
Instrument 
standard 
deviation 
Dimensionless 
 threshold value 
Threshold 
 value 
AirF  0.745 20 4.52 90.4 
EconWaterF ,  0.525 1.2222 4.96 6.07 
NGF  0.289 0.07 6.21 0.435 
ProdF  0.744 20 4.52 90.4 
SteamF  0.205 0.725 7.19 5.21 
3T  0.824 150 4.44 665.6 
4T  0.118 30 9.28 278.3 
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(Table 3.4 continued) 
Variable Adjustability 
Instrument 
standard 
deviation 
Dimensionless 
 threshold value 
Threshold 
 value 
5T  0.685 60 4.60 276.2 
6T  0.514 50 5.00 250 
7T  0.139 20 8.60 172.1 
aCWT ,  0.277 5 6.32 31.6 
bCWT ,  0.277 5 6.32 31.6 
EconWaterT ,  0.125 30 9.02 270.5 
 
Gross error detection problems, including the use of GT threshold values, a smearing of the 
gross error over many measurements, and suspect variables often having little impact on the DR 
problem (low adjustability) are documented in the DR literature [67].  But an advantage of gas 
turbine and cogeneration systems is that, in addition to material and energy balances, we can also 
predict system performance with manufacturer-supplied performance curves or performance 
equations.  The ability of these performance equations, when added to the data reconciliation 
problem, to help identify gross errors is explored in the next example.  
3.4.4   Example 3.4 – Cogeneration System GED/SMI – Use of Performance Equations 
Here we want to introduce how performance equations can be incorporated into the gross error 
detection process.  If no gross errors are present, then system parameters, especially those 
utilized in the system performance equations, can be continually updated (for example, the 
reconciled water injection to fuel ratio in the combustion can be updated, or the overall heat 
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transfer coefficient in the HRSG can be determined) with some caution exercised.  In addition, 
parameters including CoolerAirQ
 , EvaporatorQ
 , EconomizerQ  and TurbineGasW  can be determined.  With 
known heat recovery steam generator area, EvaporatorU , and EconomizerU  can be updated.  We can 
also calculate the apparent pinch and approach temperatures, and the system RateHeat .  Stream 
entropy values allow determination of compressor, gas turbine, and power turbine efficiencies.  
However if gross errors have been detected, performance equations can serve as additional 
constraints to the DR problem and these additional equations can help pinpoint suspect 
measurements. 
Performance equations can be based on manufacturer-supplied performance curves covering 
operational conditions.  It is also possible to develop performance equations for the turbine 
system in any off-design condition (here with water injection), based on the performance of the 
design-case turbine system [20].  Performance equations will utilize reconciled design-case 
values for power, compressor work, air flow rate, turbine inlet temperature, fuel flow rate, 2P  
and some physical properties. 
The turbine system when operating with water injection should show the same air flow rate and 
turbine inlet temperature, 3T ,  as the design case [70, 85].   
 designoffAirdesignAir FF  ,, 4239.153  (3.23) 
 
 designoffdesign TT  ,3,3 57.2459  (3.24) 
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We can also utilize the reconciled water to fuel ratio, 
designOffNG
InjWater
F
F
w


_
,
= 3.153/2.9430 = 1.07 
from the off-design case (Table 3.3) to generate the following 5 performance equations (more are 
possible),  
3.4.4.1   Compressor Pressure Ratio:  The turbine and compressor capacities can be related 
through flow matching. The first-stage nozzle of the turbine is generally choked, meaning the 
mass flow through the turbine is constant for both design and off-design cases.  In the 
equations below the off-design case is denoted using the ' symbol.  Using flow matching and 
choked flow condition the pressure ratio can be derived for design (without water injection) and 
off-design as,  
'
33
3
'
3
'
1
2
1
2
)1(
))1(1(


R
R
f
wf
P
P
P
P
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

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



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
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

    (3.25)     
where, 







1
2
P
P
= compressor pressure ratio with water injection and 





1
2
P
P
= without water injection, 
DesignAir
DesignNG
F
F
f
_
_
  ; 
designOffNG
InjWater
F
F
w


_
,
; 
designOffAir
designOffNG
F
F
f



_
_'  ; R  = gas constant;  = isentropic 
exponent.  Eq. (3.25) shows that the change in pressure ratio with water injection occurs as a 
result of change of mass flow rate through the turbine and change in exhaust gas properties.  
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3.4.4.2.  Fuel/Air Ratio: The change in fuel/air ratio is derived by performing energy balances 
around the combustion chamber for the design and off-design cases while keeping the exit 
temperature from the combustion chamber (the turbine inlet temperature) constant. 
rwf
rwf
f
ff
f
f





1
'
     (3.26)  
Equation (3.26) provides the change in fuel/air ratio as a result of water injection. Here: 
)ˆˆ()ˆˆ(
ˆˆ
,2,,Pr3,Pr
3
refAirAirrefodod
ws
hhhh
hh
r


 ; 3
ˆ
sh = enthalpy of steam; whˆ = enthalpy of water. 
 
3.4.4.3.  Power Output: The change in power output,  DesignNetdesignoffNetNet WWW __    , as a 
result of water injection can be found [20], 
 
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Air
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F
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
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   (3.27) 
Since the flow rate of air is taken constant for the design and off-design cases, we can write,  
 
DesignNet
DesignNetDesignTurbineGas
DesignNet
Net
W
wfWW
W
W
_
'
__
_
2



 


   (3.28) 
3.4.4.4.  HRSG EconU value:  The rate of heat transfer in the economizer, DesignEconQ _
.
, is known 
from the design case as,    EconWaterEvapWaterEconWaterProdProdProdDesignEcon hhFhhFQ ,,,7,6,_
.
ˆˆˆˆ   and  
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DesignLMTDDesignEconDesignEcon TAUQ ___
.
     (3.29)  
where DesignEconU _  is the overall heat transfer coefficient for economizer and A is the heat transfer 
area.  designOffEconU _  can be related to the design case value [14] as, 
6.0
_
6.0
_
__
)(
)(
)(
DesignProd
designOffProd
DesignEcondesignOffEcon
F
F
UU

     (3.30) 
3.4.4.5.  HRSG EvapU value:  DesignOffEvapU _  can be written as 
6.0
_
6.0
_
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DesignProd
designOffProd
DesignEvapdesignOffEvap
F
F
UU

     (3.31) 
These Eqs. (3.23–3.26), Eq. (3.28) and Eq. (3.30–3.31) will be additional constraints in the data 
reconciliation problem; these equations will be added to the material and energy balances (Eqs. 
(3.5-3.13)). 
3.4.5  Solving the Data Reconciliation Problem – the GT Threshold and Performance 
Equations 
In Example 3.3 the GT threshold value for NGF  (0.435 lb/s) was determined and GED/SMI with 
both positive and negative biases in NGF  was explored.  Using the five gas turbine performance 
equations (developed above) we can again solve the DR problem for the cogeneration system 
with water injection.  In Table 3.5 we report the impact on the GT threshold value for NGF , with 
90% probability, by adding the performance equations both individually and as a collective 
group.     
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Table 3.5   GT threshold value Identification for NGF , Example 3.4 
Case No  GT threshold value for NGF  
(lb/s) 
1 DR only – from Example 3.3 0.435 
2 DR + Performance Eq. (3.25) 0.325 
3 DR + Performance Eq. (3.26) 0.315 
4 DR + Performance Eq. (3.28) 0.322 
5 DR + Performance Eq. (3.30) 0.325 
6 DR + Performance Eq. (3.31) 0.323 
7 
DR + Performance Eq. (3.25-3.26, 
3.28, 3.30-3.31) 0.332 
 
By using performance equations the GT threshold value for NGF  can be reduced from 0.435 to 
0.315 lb/s, thereby enhancing GED.  It is interesting that adding the individual performance 
equations to the model was more successful than adding all 5 equations.  The lowest threshold 
value was found in Case 3 (a decrease in threshold value of more than 27%) in comparison with 
Case 7 (decrease of 24 %).  The explanation can be found in Fig. 3.3. The adjustability of NGF  is 
0.27.  In the region of adjustability (0.27: 1) the curve is quite flat, so the decrease of the 
threshold value due to higher adjustability is not significant.  On the other hand, the degree of 
redundancy   is increased from 9 (Cases 2 - 6) to 13 (Case 7) with significant increase of 
threshold value.  Sometimes adding more equations and variables for GED can be 
counterproductive.  Here the addition of Eq. (3.26) to the DR problem will help identify a GE in 
the fuel or the water injection flow rate.   
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3.4.6   Example 3.5 – Monte Carlo Simulations 
GED/SMI is based on probabilities, and these probabilities are linked to values used in the GT 
and to the MT and variable threshold values (the latter require model linearization).  Monte Carlo 
(MC) simulations can be used to help identify the possible influence of model nonlinearities on 
GED/SMI results.  Programs specifically developed for DR such as Recon 11 [84, 86] provide 
features, including Monte Carlo (MC) simulations, to help with GED/SMI.     
The approach is as follows: 
 First, a base case model without errors is created. For the cogeneration example here, 8 
originally measured variables were set as unmeasured and their values calculated by 
solution of the cogeneration model (no redundancy). The selected variables were: NetW
 , 
NGF , CWF , EconWaterF , , ProdF , BlowdownF , AirF  and LossCCQ ,
 .    
 Then using these calculated values, the 8 variables were set as measured, and with known 
standard deviations (Table 3.2, column 4).  With such data the DR solution provides a 
zero least squares function as no DR is really needed (the model is exactly fulfilled). 
 Data in the base case are now corrupted by errors (simulated data) 
iiii bexz        (3.32) 
where  
iz  are data used in the MC simulation 
ix       base case data 
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ie   randomly generated, normally distributed errors with  standard deviations from 
Table 3.2 
ib     bias of the  i-th variable.  In this example the bias was only introduced to NGF   
 For every value of ib  (only introduced to NGF ) 10,000 data sets were generated, DR 
performed, and the GT was evaluated.  Results are presented in the Table 3.6 
Table 3.6  GT results from Monte Carlo simulations with bias in NGF  (10,000 runs for each 
Case) 
Case 
No. 
Bias of NGF  (lb/s) Theoretical probability of GED 
based on linearized model (%) 
Frequency of GED – 
nonlinear model - by MC 
(%) 
1 0 5 5.2 
2 +0.25  29.7 
3 -0.25  29.9 
4 +0.489 90 87.9 
5 -0.489 90 91.9 
6 +0.60  97.9 
7 -0.60  99.0 
8 +0.75  99.9 
9 -0.75  100.0 
 
Case 1 represents the simulation involving random errors only – no GE is present.  In this case 
the GE detection probability should be exactly 5 % (the probability   in Eq. (3.14)).  The test 
actually detected a GE in 520 cases out of 10,000 (this is an Error of the First Kind in testing 
statistical hypotheses). 
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The value of bias  0.25 lb/s in NGF  was selected because such error was introduced in Example 
3.3.  The probability of GED is still not very high (~ 30%), as was shown in Example 3.3 where 
the GED only occurred for the positive bias.  The bias  0.489 lb/s was selected because this is 
the theoretical GE threshold value for the Base Case model (slightly modified in comparison 
with Example 3.2 which is based on real data).  The frequency of GED should be exactly 90% in 
this case.  The remaining values of a bias (  0.60 and  0.75) demonstrate how quickly the 
approach to 100 % GED occurs.  Table 3.6 shows that the theoretical results based on the 
linearized model agree quite well with the MC simulation (see Cases 1, 4 and 5).  This means 
that the cogeneration system model (mass and energy balances) can be linearized in the DR 
process without a significant impact on the final GED results.  
Cases 2 and 3 confirm the findings of Example 3.3. The gross error here was detected only by 
chance (~ 30%).  The relatively small bias in NGF  can be masked by random errors in other 
variables.  Cases 6 to 9 confirmed that the absolute assurance of a GE is possible only when the 
bias reaches a sufficient magnitude. 
3.5   Conclusions 
We have applied data reconciliation and the GED/SMI process to an industrial gas turbine and 
cogeneration system using five examples.  Needed thermodynamic properties (Examples 3.1 – 
3.4) were obtained by the Peng-Robinson EOS.  Cubic EOS are straightforward to use in these 
power systems as the state to state calculations typically involve either a gas-phase or liquid-
phase mixture.  The results in Examples 3.1 – 3.4 using the Peng-Robinson EOS and Excel are 
similar to those obtained by the commercial code Recon which uses the Soave-Redlich Kwong 
EOS. 
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Gross Error Detection (GED) efficiency was explored by introducing a bias in the measured flow 
rate of natural gas, which is the key variable controlling the economics of gas turbine systems.  
We showed that even relatively significant gross errors can pass the commonly used global test 
without detection.  In Example 3.3 a positive bias of 0.25 lb/s in NGF  showed gross errors, while 
with a negative bias (also 0.25 lb/s) no gross errors were detected.  The explanation for this 
difficulty could be traced to the GT threshold value for NGF .   The probability of GED can be 
characterized by GT threshold values which provide limits of detecting a GE with some 
specified probability.     
Even if a GE is detected, Suspect Measurements Identification (SMI) can be difficult. The 
Measurement Test (MT) combined with variable adjustability (a measurement of variable 
redundancy) was used to help identify SM. 
For gas turbine and other power systems the use of performance equations was found to improve 
GED/SMI significantly by reducing GT threshold values.  Finally, a Monte Carlo study was used 
to verify the GED/SMI approach employed here, which is based on probability and model 
linearization.  
To summarize, GED and SMI by DR are powerful tools in process data treatment.  But GED and 
SMI are not without difficulties.  Their successful application requires a complete statistical 
analysis based on probabilistic properties of results as described in this paper. 
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CHAPTER 4 A READILY ACCESSIBLE PLATFORM FOR DETAILED 
COMBUSTION EMISSIONS CALCULATIONS 
 
4.1   Introduction 
Gas turbine based power generation is seeing increased utilization as the price of natural gas 
reaches historic lows.  The switch to natural gas turbines for power generation is also being 
driven by environmental concerns over use of other fuels, especially coal.  Gas turbine systems 
do have a small environmental footprint but they still must address emissions standards with 
xNO  concentration often targeted.  For xNO  control, air over-firing, selective catalytic and non-
catalytic reforming, and water/steam injection are commonly used [32].  Water/steam injection 
does also increase power production. 
Emissions from gas turbine systems can be predicted using kinetics pathways.  Students in both 
Thermal Processes (mostly Mechanical Engineers) and Reactor Design (mostly Chemical 
Engineers) study the rationale for complex kinetics pathways, but rarely can put them to use in 
their courses.  This situation arises from a number of factors:  (1) absence of a platform which 
can both solve the equations accurately but still be accessible to both students and instructor with 
minimal “overhead” in terms of time and effort and cost; (2) lack of a means to simply transfer 
the complex reaction pathways, often readily available in tabular form [13, 49, 87], to the 
computer simulation.  For example, three widely used texts in Reactor Design either include no 
multiple reaction problems beyond ~10 total reactions [88, 89] or do not provide a 
straightforward way for the student to solve design problems based on the complex mechanisms 
provided [90].  Therefore we propose a solution to both of these problems, through the 
development of an easy to use multiple ordinary differential equation (ODE) solver interface 
tasked to solve design problems based on complex kinetics.  Our development couples a readily 
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familiar platform (MS Excel) to industry standard ODE solution algorithms.  We also provide 
combustion reaction pathways that, while complex, are readily familiar to the student, and whose 
solutions can be simply interpreted to help explain emission trends from natural gas fired 
turbines.  The platform is easily transferable to other complex kinetics problems, including all of 
those present in the textbooks cited above. 
The development of computer technology and sophisticated software has made it possible to 
solve detailed combustion system models and predict emissions from point sources including gas 
turbines.  State of the art combustion models yield coupled ODEs which are both nonlinear and 
stiff.  Stiff equations mean that one or more terms (a single variable or grouping of variables) in 
an equation are changing very rapidly relative to other terms.  The rate of generation of each 
chemical species depends on its own characteristic time scale, and the numerical time step used 
should be comparable to the smallest of these time scales for reasons of stability/accuracy [91].  
The general solution approach for combustion and other complex kinetics models is to use 
numerical integration to solve a set of ODEs that result from the fundamental mass and energy 
balances.  Because the equations are very stiff, commonly taught methods such as the 4
th
 and 5
th
 
order Runge-Kutta methods will not work.  Lawrence Livermore National Laboratory (LLNL) 
provides an industry standard program CVODE for the solution of such initial value ODE 
systems; LLNL also provides other open source programs for the numerical solution of 
engineering problems.  We have found asking students to work with CVODE while learning the 
basics of combustion modeling and reactor design can be difficult.  However it is possible to 
make the use of CVODE virtually transparent for the student.   
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CVODE can be linked to and called from Excel as dynamic link libraries (dlls) [92].  In this 
paper we present a solution to a complex elementary combustion kinetics set employing both a 
Perfectly Stirred Reactor (PSR) and a Plug Flow Reactor (PFR).  The combination of the PSR 
and PFR can be used to represent a gas turbine combustor.  In addition we show that a small 
number of elementary rate expressions (7 reactions) can produce results which can be compared 
to the much larger sets employed in detailed modeling efforts.  The Excel-based approach is 
simple to use and the Excel spreadsheet can serve as the pre- and post-processor to the CVODE 
code.  The CVODE dll and examples discussed here can be downloaded from our web site at 
www.cogened.lsu.edu, allowing all results to be reproduced and new problems to be easily 
developed. 
4.2   Combustion Chemical Kinetics 
There is an ongoing research effort in assembling elementary kinetics rate expressions to predict 
the products of combustion.  One example is the GRI mechanism (currently GRI-Mech 3.0) for 
methane and natural gas combustion [13], which includes some 53 species and 325 elementary 
reactions.  The complete GRI mechanism has been used in the commercial software Chemkin-
Pro and an academic version of this software can be licensed; although the cost at ~$2000/year 
for a 20 seat license can be difficult to justify in single course use.  Here it is shown that using 
just a few rate expressions we can produce results which provide the same important species 
trends as found when using Chemkin-Pro for turbine combustion emissions prediction. Examples 
discussed here include combustor emissions prediction for systems both with and without water 
addition. 
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 Elementary rate expressions are ones in which the kinetics are consistent with the stoichiometry.  
Consider the general bimolecular reaction, 
 DCBA
b
f
k
k


  (4.1) 
where A, B, C, D are reacting species.  In a bimolecular reaction it is generally assumed that two 
molecules collide and react (with some probability) to form two different molecules.  Writing the 
rate expression, 1r , for the reaction in equation (4.1) as the difference between the forward rate 
and backwards (reverse) rate, 
      
scm
molg
CCkCCkrrr DCbBAfbf



311111
,  (4.2) 
This rate expression depends on both the forward, fk , and backwards (reverse), bk , rate 
constants.  We use sC  to indicate species concentrations and the bimolecular rate constant has 
units 
sgmol
cm

3 . The rate constant can be expressed as a three parameter  EA ,,  Arrhenius 
expression, 
 
RTEaeTAk
/   (4.3) 
where A  is the pre-exponential factor and aE  is the activation energy.  At equilibrium, the 
forward and backward rates are equal and we can write, 
         011  eqDeqCbeqBeqAf CCkCCk  (4.4) 
where the subscript eq indicates equilibrium conditions.  Rearranging, 
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which shows that the ratio of the rate constants equals cK , the equilibrium constant based on 
concentration.  This equilibrium constant is easy to calculate, if we assume the system behaves 
as an ideal gas.  Therefore, with a known fk , bk  is generally determined as bk = 
c
f
K
k
; here the 
forward and reverse rate constants are said to be “thermodynamically consistent”. 
4.2.1   Species Net Generation (or Production) Rate  
The methane combustion reactions in Table 4.1 represent a fit of the current GRI Mech 3.0 to 
account for some key reacting species [14].  We can consider these seven reactions a Reduced 
Kinetics Set (RKS) for methane combustion. 
Table 4.1 Methane Combustion Reduced Kinetics Set ( RKSCH 4 ) and Forward Rate Constants 
RTE
f
aeTAk
/   
 Reactions A (cm
3
/g-mol/s)   (T in K) 
aE (cal/g-mol/K) 
1r  ONNON  2  2.7 E+13 0 355 
2r  ONOON  2  9.0 E+09 1.0 6500 
3r  MOMO  22  1.2 E+17 -1.0 0 
4r  224 3HCOOHCH   3.0 E+08 2.0 30,000 
5r  224 422 HCOOCH   4.4 E+11 3.0 30,000 
6r  OHOH 222 22   6.8 E+15 1.0 20,000 
7r  222 HCOOHCO   2.75 E+09 0.5 20,000 
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In the third reaction, which accounts for oxygen dissociation, M represents all possible collision 
partners which under the ideal gas assumption is all species in the mixture, 
TR
P
CM    where P 
is pressure,  R is the ideal gas constant, and T is the temperature.  
The rate expression, ir , for each reaction can be written as,  
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where 
'
si  are the reactant stoichiometric coefficients and 
''
si  are the stoichiometric coefficients 
for the products. Each species net generation rate, sR , can then be written, 
    


reactionsn
i
isisis rR
1
'''   (4.7) 
There are 10 species in Table 4.1. So for example, for 2O , NO  and CO  the net generation rates 
are, 
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and for all the possible collision partners, 0MR  
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4.3   A Model for Predicting Emissions from Gas Turbine Combustors 
A gas turbine system may be viewed as the combination of an air compressor, an annular 
combustor (Figure 4.1) [41, 93], and an expander section for power generation.  Natural gas and 
compressed air are burned in the combustor which delivers hot exhaust gases to the expander (or 
gas generating turbine).  Roughly 50% of the total volume of air from the compressor mixes with 
fuel and burns in the primary zone.  The other ~50% by-passes the primary zone and is used to 
help cool the combustor surfaces and expander blades.  The combustion products are expanded 
through the gas generating turbine which supplies power for the compressor and produces 
electricity if the turbine shaft is coupled to a generator.  In a cogeneration system, the exhaust 
gas from the gas generating turbine is used to generate steam in a Heat Recovery Steam 
Generator (HRSG). 
Detailed combustion kinetics mechanisms have been developed based on ideal experimental 
systems (for example, pre-mixed laminar flames).  It is possible to utilize these mechanisms in 
real systems where they can serve as predictive tools for emissions and system performance.  For 
gas turbines, the combustor can be modeled as a series and/or parallel combinations of perfectly 
stirred reactors (PSR) and plug flow reactors (PFR) [40, 51, 52]. Figure 4.2 shows a possible 
reactor model of the gas turbine combustor in Figure 1, here using one PSR and two PFR to 
represent the different zones.  We will next develop the material and energy balance equations 
for a PSR and a PFR, and then apply these balance equations using the kinetics in Table 4.1 to 
model a gas turbine combustor. 
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Figure 4.1 Schematic of a gas turbine annular combustor [41, 93]  
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Figure 4.2 Conceptual model of gas turbine combustor using 1 PSR and 2 PFR 
 
4.3.1  Perfectly Stirred Reactor for Combustion Processes – The Material Balance Problem  
 A perfectly stirred reactor (PSR), also called a Continuously Stirred Reactor (CSTR), is 
conceptually depicted in Figure 4.3.  In a PSR the mixing of reactants and products is assumed to 
be instantaneous and there is no variation of composition or temperature in the reactor.  A PSR 
can be difficult to understand because there are at least 2 unusual concepts: 
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1. There are three time scales – an average residence time for all molecules entering and 
exiting the reactor, a “kinetics” time associated with the reaction events, and an 
elapsed time from an arbitrary initial condition. 
2. Numerical integration of the unsteady state PSR material balances over elapsed time 
will lead to the material balance solution for both unsteady- and steady-state PSR 
problems.      
A PSR is employed in combustion modeling when reactants and products are assumed to 
“instantaneously combust.”  For example in Figure 4.2, PSR-1, represents the primary zone, 
where fuel, air and products are brought almost instantaneously to T > 2000 K.   
 
 
 
Figure 4.3   PSR - Perfectly stirred reactor (for a PSR souts CC , ) 
The unsteady-state material balance for each species in the PSR (accumulation = flow in – flow 
out + generation by reaction) can be written, 
 
     
s
gmol
VRCQCQ
dt
VCd
rssoutinsin
rs ,,   (4.8) 
insin CQ ,,
rV
sC
souts CC ,
and
sout CQ ,
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In equation (4.8), rV  is the known reactor volume  3cm .  Note that the volumetric flow rate into 
the reactor, inQ 





s
cm 3
, does not equal the volumetric flow rate from the reactor, outQ .  For 
vapor phase combustion processes there will always be a change in the molar flow rates in and 
out and a large temperature change, consequently a change in Q .  Finally in equation (4.8) we 
have again used sR  for the generation or net production rate of species s.  We want to make the 
distinction that time on the LHS of equation (4.8) is macroscopic or elapsed time, and therefore 
the LHS of equation (4.8) will become zero at steady state.  But we cannot set sR  = 0 in our 
species net generation rate or we will simply obtain the blowout condition that 
   soutinsin CQCQ , ; this is a demonstration of concept #1.  Molecules react because they 
remain in the PSR for a finite residence time. 
In equation (4.8) we can formulate the mean residence time, , of all molecules in the reactor as, 
  
scm
cm
Q
Vr
/3
3
  (4.9) 
The residence time is the time required for one volume of product (measured at outlet conditions 
and equal to rV ) to flow through the reactor.  In the Chemical Engineering literature the 
residence time is generally based on inQ  or RefQ  (volumetric flow rate at known reference 
conditions).  In the combustion literature, the residence time is generally based on the Q  at outlet 
conditions; we use the combustion literature convention here. 
In equation (4.8) the ideal gas law can be used to express inQ  in terms of  insinin NPT ,,,  and 
outlet  outsNPTQ ,,,, as,  
72 
 
 
 




















































outs
ins
in
inr
outs
ins
in
in
outin
N
N
P
P
T
TV
N
N
P
P
T
T
QQ
,
,
,
,

 (4.10) 
here  insN ,  and  outsN ,  are the sums of the molar species flow rates in and out of the PSR.  
With the reactor volume constant, our working material balance equation for the PSR can now be 
written, 
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4.3.2   PSR Energy Balance 
The energy balance for the PSR is needed to determine the energy input required to maintain a 
fixed outlet temperature (isothermal process) or to determine the outlet temperature if the 
combustion process is adiabatic.  The energy balance (or first law of thermodynamics) can be 
written for an open system as,  
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or 
     WQuNuN
dt
dU
outoutinin
   (4.13) 
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where U is the total internal energy (Cal) of the system (the vessel contents), outN  =  outsN , is 
the total molar flow rate out (mol/s), outu  is the molar internal energy at the exit (Cal/mol), and 
Q  and W
  are the heat and work term rates.  Recalling that Pvhu  , where h is the enthalpy of 
the system and v is the molar volume of the system, and neglecting shaft and boundary work we 
can write,  
     QhNhN
dt
dU
outoutinin
  (4.14) 
The transient energy balance can be added to the unsteady-state material balances we developed 
(equation (4.11)) and the equation set solved using CVODE.  An equally valid alternative for the 
PSR is to solve the energy balance after the material balance problem is complete – we will use 
this latter approach.  However, solution of the PSR material balances independent of energy 
balance requires that the temperature in the reactor be known. Iteration on the reactor 
temperature will be required. 
At steady state we can set the LHS of equation (4.14) to zero, and for an adiabatic system  0Q  
we find, 
     0 outoutinin hNhN  (4.15) 
For combustion processes it is convenient to write enthalpy balance terms using the standard 
molar enthalpy of formation for each species from it elements.  Using the species molar enthalpy 
of formation, and all species with the same common reference state, eliminates the need for any 
heat of reaction information.  The needed data are provided in the JANAF tables and similar 
thermochemical databases such as the NASA polynomial tables[94]. Our enthalpy terms are, 
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where sh  is the molar enthalpy of species s at temperature T, 
0
,sfh  the enthalpy of formation of 
species s at a reference temperature, and spc ,  is the molar heat capacity of species s. 
An adiabatic system will require an iterative solution to the energy balance.  We can guess an 
outlet temperature, solve the material balance problem and check if equation (4.15) = 0.  If it 
does not, a new outlet temperature can be assumed – but here the material balance problem must 
be re-solved, as a new outlet temperature will change the rate constants in the material balances.  
4.3.3  Plug Flow Reactor (PFR) for Combustion Processes – The Material Balance Problem  
If we look back at Figure 4.2 we see that a turbine combustor can be modeled as a series of PSR 
and PFR, in order to predict emissions. Here we want to develop the material balance equation 
for the PFR; we will also develop the PFR energy balance. 
A plug flow reactor is depicted in Figure 4.4.   
 
Figure 4.4  Plug-flow reactor with volume element  
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The unsteady-state material balance for each species in the PFR within the volume element 
(Figure 4.4) can be written (accumulation = flow in – flow out + generation by reaction), 
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  (4.17) 
Dividing by V , taking the limit as V  0 and assuming the reactor has a constant cross-
sectional area, cA , allows the reactor length, z , to be expressed in terms of the reactor volume as 
cA
V
z   , giving dVdzAc  and  
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We can set the time-derivative = 0 in equation (4.18), and write the dependent variables, Q  and 
sC  , as sN sQC  
giving  
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 (4.19) 
Solving this PFR material balance is conceptually straightforward – we know the composition, T, 
and P of the feed stream and we can use equation (4.19) to integrate in the z direction until the 
end of the reactor or some specified exit condition is reached.  We can use ideal gas law to 
account for the change of Q  at any z in terms of the known feed conditions as, 
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Where the subscript in indicates feed conditions – which are known. 
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4.3.4   Plug Flow Reactor for Combustion Processes – The Energy Balance   
The energy balance for the PFR begins with equation (4.12), which can be written for the 
incremental volume element of constant cross-section (Figure 4.4) as,  
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  (4.21) 
Where u  is the molar internal energy (Cal/mol), and Q  and TW  are the heat and work rate terms 
now per unit length of reactor.  Again using Pvhu  , neglecting shaft and boundary work, 
dividing by zAc  , and taking the limit as  z  0 gives, 
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At steady state the accumulation of energy in the reactor (the LHS of equation (4.22)) can be set 
to zero and the adiabatic energy balance  0Q for the PFR becomes, 
 
zd
hNd )(
0   (4.23) 
Here again, as discussed in the development of the PSR energy balance equation, the heats of 
reaction are implicit in the definition of the enthalpy.  For the PFR, the outlet temperature for 
each dz  step can be determined as zzzzzz NhNh   /  and an iterative process would be needed 
to vary zzT   until zzh   is found.    
4.4   Emissions Prediction from a Gas Turbine System Without Water Injection  
We can combine our PSR and PFR developments to predict emissions from the simplified 
turbine system shown in Figure 4.5.  Assume the methane combustion reactions are those given 
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in Table 4.1.  In Figure 4.5, the flows, temperatures, PSR retention times and PFR cross section 
and length are based on a GE LM-2000 aeroderivative gas turbine combustor. The significant 
digits included in Figure 4.5 are needed to produce the results in Table 4.2. 
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Figure 4.5 Model of a combustor based on a GE LM-2000 
Air and fuel at 18 atm and 700 K undergo combustion in PSR-1 (the flame zone) with an 
estimated outlet temperature of ~2100 K and a known residence time of 0.002 s.  Temperature in 
the combustion zone is generally not measured, but we can assume PSR-1 is adiabatic.  Dilution 
air is added both after PSR-1 at mixing point A and after PFR-1 at mixing point B, helping to 
cool the exhaust and protect the combustor.  We assume PFR-1 and PFR-2 each have known 
cross sectional area of 962.1 2cm  and 35 cm  length.  An energy balance will be required around 
each operation: PSR-1, mixing point A, PFR-1, mixing point B, and PFR-2 in order to determine 
outlet temperatures; each of these operations is assumed adiabatic. 
We converted the ODE solver, CVODE, from Lawrence Livermore National Laboratory, to a 
dynamic link library (dll) which can be called from Excel [92].  We provide the dll for CVODE, 
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the rate expression parameters (Table 4.1) and all of the species thermodynamic properties on 
our web site, www.cogened.lsu.edu. 
The solutions to the mass and energy balances for all three zones using the RKSCH 4  and 
CVODE code are found in Table 4.2, and these results can be compared to results found from the 
full GRI-Mech 3.0 set [13], as solved using the commercial package Chemkin-Pro, in Table 4.3.   
Table 4.2    RKSCH 4 /CVODE (see Table 4.1) Solution to the Turbine Combustor System  
Conditions / 
mol fraction 
PSR-1 Mixing Point 
A 
PFR-1 Mixing Point 
B 
PFR-2 
T  (K) 2125.8665 1594.8384 1616.4071 1369.7598 1369.9592 
F  (g/s) 28385 48693.88 48693.88 69002.76 69002.76 
NOy  1.31239E-05 7.75655E-06 7.80895E-06 5.53996E-06 5.54048E-06 
COy  4.18569E-03 2.47387E-03 5.97953E-05 4.24210E-05 2.24931E-05 
 
Table 4.3   Chemkin-Pro Solution using GRI-Mech 3.0 (325 elementary reactions and 53 
species) 
Conditions 
/mol fraction 
PSR-1 Mixing Point 
A 
PFR-1 Mixing Point 
B 
PFR-2 
T  (K) 2145.1194 1607.922 1617.2027 1370.329 1370.5507 
F  (g/s) 28385 48693.88 48693.88 69002.76 69002.76 
NOy  1.3304E-04 7.8582E-05 7.8221E-05 5.5492E-05 5.4580E-05 
COy  7.20474E-04 4.25552E-04 6.90370E-07 4.89772E-07 1.40740E-07 
 
 
 
79 
 
4.5   Solution Discussion 
PSR-1:  In order to use the RKSCH 4  and CVODE to solve PSR-1 we supplied: the unsteady-
state material balance equations (equation (4.11)), including sR for each species.  The sR terms 
include reverse reactions, and here we compute bk  
from the equilibrium constant. The 
temperature leaving PSR-1 was varied until the total enthalpy flow of the exiting stream is within 
1% of total enthalpy flow of inlet stream; Q  = 0 for the adiabatic process.  As the temperature 
was varied, a new solution to the PSR problem was required.  The temperature in PSR-1 was 
found to be 2125.9 K (Table 4.2).  The comparable result from Chemkin-Pro was 2145.1 K 
(Table 4.3).  
Mixing Point A:   Adiabatic mixing was assumed at mixing point A.  The incoming dilution air 
at T  = 700 K, P  = 18 atm, and F  = 20,308.88 g/s (of the 40,617.76 g/s total) is mixed with the 
products from PSR-1 to form the stream entering PFR-1 at T  = 1594.8 K.  Chemkin-Pro gave an 
entering temperature to PFR-1 of T = 1607.9 K. 
PFR-1:  The feed stream to PFR-1 had a total enthalpy of 3.8172 MMcal/s.  As each operation in 
the combustor is assumed adiabatic a reasonable approximation for the temperature change in the 
PFR is,  
 
35
)0()35( 

zTzT
dz
Td
 
where  0zT  = 1594.8 K and  35zT  is varied until the total enthalpy flow of the exiting 
stream is within 1% of total enthalpy flow of inlet stream.  Here the temperature of the stream 
leaving PFR-1 is T (z = 35) = 1616.4 K and the result from Chemkin-Pro shows T  = 1617.2 K. 
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Mixing Point B: Adiabatic mixing was assumed at mixing point B.  The incoming dilution air is 
again at T  = 700 K, P  = 18 atm, and F  = 20,308.88 g/s (of the 40,617.76 g/s total) and is 
mixed with the products from PFR-1 to form the stream entering PFR-2 at T  = 1369.8 K.  
Chemkin-Pro gave an entering temperature to PFR-2 of T = 1370.3 K. 
PFR-2:  The feed stream to PFR-2 had a total enthalpy flow of 5.8451 MMcal/s.  The equation,  
 
35
)0()35( 

zTzT
zd
Td
 
with  0zT  = 1369.8 K, is added to the ODE equation set to account for the temperature 
change along the PFR.  The temperature leaving PFR-2 T (z = 35) = 1370 K and the results from 
Chemkin-Pro show the temperature T  = 1370.5 K. 
4.6   Emissions Predictions RKSCH 4 /CVODE Versus CHEMKIN 
The temperature results in the combustor zones from both RKSCH 4 /CVODE and Chemkin-
Pro are very similar as shown in Figures 4.6a and 4.6b.  The species mole fraction values do 
show good agreement for some species and significant differences for other species.  For 
example, O2, N2 and H2O mole fractions are all within 1%.  However, the simplified kinetics for 
NO  mole fraction differ some 90% from the Chemkin-Pro results at the combustor outlet (see 
Tables 4.2 and 4.3). This occurs, in large part, because in the simplified kinetics we have only 
accounted for NO  thermal formation and prompt NO  formation was neglected [25].  Even 
though there are these obvious limitations with the simplified kinetics we can predict observed 
trends in emissions with water injection and temperature.  Also at these T  and P  over 90% of 
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xNO  will be NO .   Results for all species can be found and reproduced in the downloadable 
solutions found at our website, www.cogened.lsu.edu.   
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T w/o H2O 
Injection
NO w H2O 
Injection
NO w/o H2O 
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Figure 4.6a Results from RKSCH 4 /CVODE without and with water injection  
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Figure 4.6b Results from Chemkin-Pro without and with water injection 
4.7   Emissions Predictions from a Gas Turbine System with Water Injection 
As NO  formation is dependent on temperature, one commonly used method to control NO  
emissions is by lowering the temperature in the primary zone through water injection. However, 
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water injection is expensive as treated water must be used and this water will be lost out the 
stack.  Water introduced into the primary zone acts as a heat sink and limits NO  thermal 
formation [25, 32].  In Figure 4.6a, results from RKSCH 4 /CVODE without water injection 
and with a water injection of 1388 g/s show water addition causes a drop of ~100 K in 
temperature at the exit of PSR-1. This lowering of temperature in the primary zone results in a 
lowering of NO  and CO emissions from the system. The NO  emissions are decreased by 90% 
and CO emissions are decreased by 60% at the exit of the gas turbine combustor.  A similar trend 
can be seen in Figure 5.6b where results from Chemkin-Pro without and with water injection 
(1388 g/s) are reported.  Chemkin-Pro indicates NO  emissions will be decreased by 76% and 
CO emissions will be decreased by 43% with water addition.  The results for species CO, NO  
and temperature at different locations in the combustor from RKSCH 4 /CVODE and 
Chemkin-Pro are also presented in Table 4.4 and Table 4.5 respectively. 
Table 4.4   RKSCH 4 /CVODE Solution without and with water injection 
without water injection with water injection 
 
COy  NOy  T COy  NOy  T 
Inlet 0 0 700 0 0 700 
PSR-1 4.186E-03 1.312E-05 2125.87 3.098E-03 1.190E-06 2018.43 
Point A 2.474E-03 7.757E-06 1594.84 1.885E-03 7.244E-07 1554.43 
PFR-1 5.980E-05 7.809E-06 1616.41 2.512E-05 7.306E-07 1572.27 
Point B 4.242E-05 5.540E-06 1369.76 1.804E-05 5.249E-07 1346.56 
PFR-2 2.249E-05 5.540E-06 1369.96 9.136E-06 5.249E-07 1346.65 
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Table 4.5   Chemkin-Pro Solution without and with water injection 
Chemkin-Pro without water injection Chemkin-Pro with water injection 
 
COy  NOy  T COy  NOy  T 
Inlet 0 0 700 0 0 700 
PSR-1 7.205E-04 1.330E-04 2145.12 5.968E-04 3.075E-05 2032.92 
Point A 4.256E-04 7.858E-05 1607.92 3.630E-04 1.870E-05 1564.81 
PFR-1 6.904E-07 7.822E-05 1617.20 3.807E-07 1.869E-05 1572.39 
Point B 4.898E-07 5.549E-05 1370.33 2.735E-07 1.343E-05 1346.66 
PFR-2 1.407E-07 5.458E-05 1370.55 8.040E-08 1.322E-05 1346.84 
 
The important point here is that the entire GRI-Mech 3.0 mechanism should be used if you are 
trying to fully quantify or predict emissions.  But the simplified kinetics presented here (
RKSCH 4 ,Table 4.1) provide students with a good starting point to appreciate modeling gas 
turbine combustors and understanding emissions calculations and species trends under different 
operating conditions.   
4.8   Conclusions 
The CVODE code from Lawrence Livermore National Laboratory allows for accurate solutions 
to both PSR and PFR reactor problems utilizing any user-supplied rate kinetics.  By making 
CVODE a callable dynamic link library from Excel, Excel can serve as the pre- and post-
processor which helps promote student use.  A simplified model of a gas turbine combustor with 
7 elementary reactions and 10 species ( RKSCH 4 ) was used to predict the exhaust composition 
from a gas turbine system both with and without water injection.  The results from the simplified 
model compared favorably to results obtained using the more rigorous Chemkin-Pro in terms of 
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temperature and key species emission trends.  The problem and solution developed here are 
tractable and can be used in a kinetics class to introduce students to “real” modeling of complex 
combustion and other multiple reaction systems.  These efforts constitute a reduced version of 
actual modeling of combustion turbine systems in use today.  In fact the entire GRI-Mech 3.0 
mechanism could be coupled to the CVODE code provided here (www.cogened.lsu.edu), and 
commercial quality solutions could be obtained.  
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CHAPTER 5 A NEW DIAGNOSTICS TOOL FOR WATER INJECTED GAS 
TURBINES – EMISSIONS MONITORING AND MODELING 
 
5.1   Introduction 
The early detection and repair of problems in a gas turbine system used for the cogeneration of 
heat and power is of critical importance at an industrial processing site.  Unexpected shutdowns 
can incur a large electricity demand charge from the local utility which can remain in effect for a 
year.  In addition the cogeneration system represents a large capital investment with costs 
approaching $1MM/MW of installed capacity.  Major repair of just the combustion chamber in a 
20 MW turbine can be on the order of $200K.  To help prevent major repairs, turbine vibration is 
continuously monitored.  Also, on a routine basis (semi-annually or per ~4,000 hours of 
operation) turbines are physically inspected to ensure that the turbine is free of excessively worn 
bearings and rotors, and damaged blade tips.  The importance of performance monitoring and 
early problem detection is recognized by a large body of turbine literature including: gas path 
analysis; bayesian belief networks; genetic algorithms; and, fuzzy logic [3-5, 7-9, 95].  But 
despite vibration monitoring, turbine check-ups and gas path analysis (when employed), serious 
problems can quickly develop.  Components such as gas turbine fuel nozzles can develop 
internal cracks which do not immediately affect the performance of the gas turbine, and therefore 
are not detectable by other means.  Our efforts here are focused on developing a new diagnostic 
tool to indicate the early onset of problems in a turbine system.  The diagnostic tool utilizes 
measured xNO  and CO  emissions.  The quantity of xNO  emissions is permitted and strictly 
regulated at most facilities. 
The new diagnostic tool can be used in both off-line and on-line applications.  Both applications 
require real time monitoring of emissions from the turbine system and data reconciliation to help 
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adjust the measured data.  The off-line application can be used to diagnose the early onset of 
problems in the combustor/combustor fuel nozzles provided the system is operating at “normal” 
conditions.  The on-line (real-time) application can be used to diagnose a wider range of 
problems in the cogeneration system, including problems with the combustor fuel nozzles and 
compressor fouling. 
In the off-line application, data reconciliation is used to confirm that the cogeneration system is 
at “normal” operating conditions as defined by a narrow range of flow rates for the natural gas, 
air, and water injection and a narrow range of compressor exit temperatures.  A reactor model of 
the turbine combustion process, utilizing detailed combustion kinetics [13], allows prediction of 
changes in xNO  emissions as fuel/water nozzles “go bad” even while the overall system shows 
normal operation.  Here failing nozzles cause poor distribution of injected water in the 
combustor flame zone, but this does not always show as a degradation of system performance or 
a change from normal operating conditions. 
The on-line application provides a diagnostic tool for when the cogeneration system is at any 
operating conditions (including “normal” conditions).  By coupling this on-line tool with the 
global test method (as determined from the data reconciliation process), system problems can be 
traced to problems within major components.  At many installations, even if a change in xNO  
emissions is detected, the change would not be coupled to a performance model to help pinpoint 
where the problem is located.   
5.2   Experimental Methods - Cogeneration System at LSU 
In 2006, Louisiana State University installed a 20 MW cogeneration system utilizing a GE LM-
2000 aeroderivative engine to help meet campus electricity and steam demands.   The system 
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uses natural gas fuel, with water injection to help attain the allowable xNO  emissions.  Figure 
5.1 shows the basics of the cogeneration system including the air compressor, an annular 
combustor, gas turbine, power turbine and a heat recovery steam generator (HRSG).  Ambient 
air (state 0) is sent through a heat exchanger (the air cooler) to adjust its temperature to a nominal 
520 R (state 1) to help maximize turbine performance.  Chilled water is used as the cold fluid in 
the air cooler.  Natural gas and compressed air are burned in the combustor, which delivers hot 
exhaust gases to the expander or gas generating turbine.  For calculation purposes we assume all 
work done by the gas generating turbine is used to power the compressor.  The power turbine is 
directly connected to a generator to produce electricity for the process.  The HRSG consists of 
economizer and evaporator sections. 
Water injection in the combustion chamber lowers the flame zone temperature, thereby lowering 
the xNO  produced while also increasing the power output from the cogeneration system.  The 
disadvantages of water injection include the additional costs for treated water, which just exits 
with the exhaust gas in the stack.  In addition, water injection can lead to abnormal wear of the 
turbine blades or the combustor, including the fuel injectors.   
The xNO  emissions at the stack were monitored continuously using a Vivicom Continuous 
Emissions Monitoring System (CEMS) which contained an ABB Limas 11UV photometric 
analyzer.  The CEMS pumps a fresh sample from the stack, converts the NO2 to NO, and 
measures the combined xNO  in the range of 0-450 ppmv.  A calibration gas (Airgas, Certified 
Standard) was used to calibrate the meter daily.   
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Figure 5.1   Gas turbine cogeneration system – turbine system and HRSG (Please see Table 5.1 
for description of variables and typical system measurements) 
To measure the CO emissions, the exhaust was sampled at the stack with evacuated 500 mL 316 
stainless steel bombs and analyzed using an Agilent 490 Micro GC equipped with molecular 
sieve 5A and Porapak U columns, with He as carrier gas. The analysis was for 10 min at 80ºC.  
Fuel (natural gas) samples were also analyzed for composition (using the same Agilent 490 
Micro GC) as xNO  and CO emissions will vary with fuel composition. 
5.3   Results and Discussion 
5.3.1   Standard System Diagnostic Tools 
The distributed control system continuously monitors flow rates, temperatures and pressures 
from different components of the gas turbine/cogeneration system.  These measurements can 
help identify any abnormalities in the system.  As discussed earlier, turbine vibration is also 
continuously monitored.  A key measurement, along with flow rates, temperatures, pressures, 
and turbine vibration monitoring, is the temperature spread of the exhaust gas at the power 
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turbine inlet.  As shown in Figure 5.2, at the power turbine inlet 11 thermocouples are mounted 
radially to measure the temperature of exhaust gas products.  Generally a maximum temperature 
difference of up to 150 F is allowed between any two thermocouples.  If this temperature 
difference ever exceeds 200 F, then problems with the combustor or fuel nozzles are recognized 
and the turbine will be shut-down.   
 
 
 
 
 
 
 
 
Figure 5.2   Temperature Measurements at the Power Turbine Inlet 
Table 5.1 provides a typical set of measured data for the other diagnostics from the LSU 
cogeneration system. 
 
 
 
TC 
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Table 5.1   Measured Values at “Normal” Operating Conditions – Cogeneration System  
Name Description Value Units 
Standard 
Deviation 
0P  Ambient Pressure 14.696 psia 1 
0T  Ambient Temperature 547.17 R 2 
1P  Air P leaving Air Cooler 14.696 psia 1 
1T  Air T leaving Air Cooler 519.94 R 5 
2P  Air P leaving Compressor 253.38 psia 1 
2T  Air T leaving Compressor 1260.48 R 10 
3P  
Products gas P leaving Combustion 
Chamber 
253.38 psia 1 
xNO  
xNO  ppm leaving in the stack 
38 ppm 1 
4P  
Products gas P leaving Gas 
Generating Turbine 
56.9 psia 1 
4T  
Products gas T leaving Gas 
Generating Turbine 
1836.34 R 30 
5P  
Products gas P leaving Power 
Turbine 
14.82 psia 1 
5T  
Products gas T leaving Power 
Turbine 
1386.67 R 60 
6P  Products gas P leaving Evaporator 14.82 psia 1 
 6T  Products gas T leaving Evaporator 914.67 R 50 
7P  Products gas P leaving Economizer 14.82 psia 1 
7T  Products gas T leaving Economizer 787.67 R 20 
AirF  Air flow rate 145 lb/s 20 
0,
ˆ
Airh - 2,
ˆ
Airh  Air enthalpy at state 0-2  Btu/lb  
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(Table 5.1 continued) 
Name  Description Value Units 
Standard 
Deviation 
3,
ˆ
Prodh - 7,
ˆ
Prodh   
Combustion products enthalpy 
state 3-7 
 Btu/lb  
CWF   Chilled water flow rate 200 lb/s 44 
aCWP ,   Chilled water P in 60 psia 1 
aCWT ,   Chilled water T in 504.57 R 5 
bCWP ,   Chilled water P out 60 psia 1 
bCWT ,   Chilled water T out 515.07 R 5 
aCWh ,
ˆ   Chilled water enthalpy in  Btu/lb  
bCWh ,
ˆ   Chilled water enthalpy out  Btu/lb  
NGF   Natural Gas flow 3.0139 lb/s 0.07 
Inj,WaterF   Water Flow injected Combustor 3.145 lb/s 0.1 
EconWaterF ,   
Feed Water flow entering 
Economizer 
24.4444 lb/s 1.2222 
EconWaterP ,   
Feed Water P entering 
Economizer 
239 psia 1 
EconWaterT ,   
Feed Water T entering 
Economizer 
677.67 R 30 
EconWaterh ,
ˆ   
Feed Water enthalpy entering 
Economizer 
 Btu/lb  
EvapWaterP ,  Heated Water P entering 
Evaporator 
198 psia 1 
EvapWaterT ,   
Heated Water T entering 
Evaporator 
780.67 R 30 
EvapWaterh ,
ˆ   
Heated Water enthalpy entering 
Evaporator 
 Btu/lb  
SteamF   Steam flow 24.17 lb/s 0.725 
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(Table 5.1 continued) 
Name  Description Value Units 
Standard 
Deviation 
SteamP   Steam P 140.9 psia NA 
Steamhˆ   Steam enthalpy  Btu/lb  
BlowDWaterF ,   Blowdown flow – saturated water 0.28 lb/s 0.1 
BlowDWaterP ,   Blowdown P,  SteamP  =  BlowdownP     
BlowDWaterT ,   Blowdown T,  SteamT  =  BlowdownT     
BlowDWaterh ,
ˆ   
Blowdown enthalpy – saturated 
water 
 Btu/lb  
NetW
   Net Power produced by power 
turbine 
21.39 MW  
NetW
   Net Power produced by power 
turbine 
20273.04 Btu/s 0.01 
CoolerAirQ
   Heat transfer in Air Cooler  Btu/s  
TurbineGGW
   Work done by Gas Generating Turbine (GGT)/used 
by Compressor 
Btu/s  
LossCCQ ,
   Heat loss in Combustion Chamber 1125 Btu/s 250 
EvaporatorQ
   Heat transfer in Evaporator  Btu/s  
EconomizerQ
   Heat transfer in Economizer  Btu/s  
 
5.4   Developing A New Diagnostic Tool for Turbine Systems 
The basic idea for a new diagnostic tool is to utilize xNO  measurements to indicate problems in 
the turbine system.  All diagnostic tools begin with the requirement of reliable data.  Data 
reconciliation and gross error detection are well established techniques to help ensure that plant 
data are accurate – that they satisfy known material and energy balances.  Reconciled data can be 
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used to determine process performance parameters including heat transfer coefficients and 
equipment efficiencies.  These parameters can be monitored over time to help determine when a 
unit may need maintenance or cleaning. 
5.4.1   Data Reconciliation  
The data reconciliation problem is, 
  




 


variables
measuredi i
ii xxfMinimize
,
2

 (5.1) 
 
 KkyxgtoSubject jik ,...,10),(:   (5.2) 
 
where ix  are the measured process variables, ix  are the reconciled values, i  are standard 
deviations of the measurement instrument, ),( jik yxg are the material and energy balances, and 
jy   are unmeasured process variables. 
We can perform data reconciliation for the cogeneration system using the measured variables 
provided in Table 5.1 (see [14] or [96] for calculation details).  Reconciled values for every 
measured variable including NGF , AirF , InjWaterF ,  will be determined.  The exhaust gas 
temperature from the combustor, 3T , is not measured, as the environment is too harsh.  However, 
the data reconciliation process will determine a “best value” for 3T , which is classified as an 
unmeasured but observable variable.  Here 3T  is being determined from an energy balance, and 
while this 3T  value will not directly provide “a better/new diagnostic tool” it will prove useful.  
Also in this traditional formulation the measured xNO  would not be used nor its value 
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reconciled, as it does not directly appear in the material and energy balances around any of the 
unit operations.      
Now consider using measured xNO  and CO emissions in the stack as part of a strategy to 
indicate the onset of problems in the combustor.  As the distribution of fuel, air and water 
changes in the flame zone of the combustor, a change in the xNO  emissions from the combustor 
exit will be observed.  For our new diagnostic tool, the strategy is to couple the measured xNO  
emissions from the CEMS (Continuous Emissions Monitoring System) and reconciled system 
variables (especially NGF , AirF , InjWaterF ,  and 2T ) with the xNO  formation temperature in the 
combustor ( FlameT  and also 3T ) and the combustor health (e.g., the possibility of bad nozzles).  
This coupling does require understanding some details of the gas turbine combustor.  
5.5   The Gas Turbine Annular Combustor 
The gas turbine annular combustor is designed to mix fuel, air and water at high temperature and 
sustain stable combustion conditions.  The combustion process occurs at near constant pressure.  
In the GE LM-2000 annular combustor, 30 fuel nozzles introduce fuel and water to compressed 
air.  The annular combustor is depicted in Figure 5.3, with both fuel and water introduced from 
the fuel nozzles.   
The annular combustor can be further approximated as containing three distinct zones, the 
primary/flame, intermediate, and dilution zones.  As verified subsequently, the primary zone can 
be modeled as a set of parallel perfectly stirred reactors, the intermediate zone as a single 
perfectly stirred reactor, and the dilution zone as a plug flow reactor.  These types of 
compartmental models have been used successfully to calculate final temperatures and species 
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concentrations exiting turbine combustors [14, 40, 51, 52, 54-56].  The well-known GRI-Mech 
3.0 for natural gas combustion and xNO  and CO formation can be used to represent the reaction 
kinetics in each zone [13] and within each reactor type. 
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Figure 5.3  GE LM-2000 Annular Combustor  a) Cut-away view of the annular combustor  b) 
Side view of the annular combustor with the combustion area converted from cylindrical 
framework to its rectangular equivalent.    
Figure 5.4 shows a side view of Figure 5.3b along the length of the combustor (the cross hatched 
x-direction). The combustor in Figure 5.3 is being represented as one equivalent volume of ~3.5″ 
height x 75″ width x 14″ length. 
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Figure 5.4  Schematic/Side View of Annular Combustor Highlighting the 3 Reacting Zones 
(adapted from Swithenbank et al., 1972; Yamamoto et al., 2002) [41, 93]. 
 
5.6   The Combustor Primary/Flame Zone 
In the primary zone, air and fuel are injected into a highly-turbulent environment and combustion 
takes place.  Here 95+% of the xNO  ultimately exiting the system is formed.  Using one 
perfectly stirred reactor (PSR) to represent the primary zone would imply that fuel and air are 
mixed perfectly throughout the zone with a single equivalence ratio φ (fuel to air ratio 
normalized by the same ratio at stoichiometric conditions).  When fuel and air mix turbulently, 
pockets with different equivalence ratios will be formed [97].  Cold flow and CFD studies of 
annular combustors show an average equivalence ratio in the primary zone is 0.81 [97, 98].  Also 
from experimental results, Sturgess et al., [99] provides the standard deviation of the equivalence 
ratio as 0.38.  To represent the combustion process in the primary zone, we used a model with 22 
parallel perfectly stirred reactors (PSRs).  In Figure 5.5 we show 11 parallel PSRs as we take 
advantage of flow symmetry in the combustor (note wall and center line).     
Using symmetry, one-half of the total mass flow (fuel + air) into the primary zone is divided 
equally among the 11 PSRs.  For example, the flow rate of natural gas into PSR 1 located near 
the wall is 0.0346 lb/s and air is 2.76 lb/s giving an equivalence ratio of 0.21.   
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Figure 5.5   Equivalence Ratios and Flow Rate of Natural Gas in PSRs (1-11)  
In PSR 11, located near the center line, the flow rate of natural gas is 0.217 lb/s and air is 2.58 
lb/s giving an equivalence ratio of 1.41.  The different equivalence ratios will create a different 
temperature and xNO  emission rate in each PSR.  Each PSR has the same residence time of 
0.0015 s but different volumes due to different temperature in each.  This residence time is 
computed using the primary/flame zone geometry, with some minor adjustment to account for 
measured versus predicted xNO  and CO.  Overall in Figure 5.5 the average equivalence ratio is 
0.81±0.38.    
Thermal NO is the dominant xNO  mechanism in the primary zone [26, 32].  In the primary zone, 
both fuel and water are delivered through each of the fuel nozzles.  Water injection lowers the 
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flame temperature and consequently the temperature of the PSR.  For modeling purposes we 
consider water injection to occur in PSR 6-11, which are the PSRs closest to the centerline.  
Figure 5.6 shows a water/fuel ratio of 1.34 is maintained in PSR 6-11 and water/fuel ratio of zero 
in PSR 1-5; this water flow distribution represents normal operation of gas turbine.   
 
 
Figure 5.6   Distribution of Water in the primary zone during normal operation  
5.7   Intermediate and Dilution Zones 
In the intermediate zone, the exhaust products from the primary zone are mixed with some  of 
the remaining air (GE engine design).   The intermediate zone can be modeled as a single PSR 
with a residence time of 0.035 s based on geometric considerations.  In the intermediate zone a 
high enough temperature is maintained such that some oxidation of the CO and H occurs and a 
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small amount of additional xNO  is formed.  The xNO  concentration leaving the intermediate 
zone is virtually unchanged in the dilution zone and throughout the remainder of the system.   
The dilution zone has the role of further cooling the combustion products to a mean temperature 
that does not promote first stage turbine degradation.  The dilution zone is modeled as a single 
plug flow reactor (PFR) with length = 6.3″ (geometric considerations); the remaining air enters 
here. 
 The GE LM2000 at typical operating conditions  (see Table 5.1) uses 3.01 lb/s of pure methane 
fuel and 145 lb/s of air, for a fuel/air ratio = 0.0208.  In the primary zone at design conditions 
this methane fuel requires 63.7 lb/s of air (an equivalence ratio of 0.81).  The remaining air is 
used in the intermediate and dilution zones.  By design, 60% of the remaining air (48.8 lb/s) is 
used in the intermediate zone, and 40% (32.5 lb/s) in the dilution zone.  When the combustor is 
operating properly, the xNO  concentration (lbs xNO /lb-total) and temperature leaving the 
primary zone will be the same for all total fuel/air ratios to the combustor because the primary 
zone equivalence ratio is fixed at 0.81.  The xNO  concentration leaving the intermediate zone 
will be a function of the air flow to the zone and to some extent the reaction kinetics. 
5.8   Solution Approach for PSR and PFR Representing the Annular Combustor 
The solution approach used here was to combine the detailed kinetics found in GRI-Mech 3.0 
(53 species and 325 elementary reactions) [13] with material and energy balances for both PSRs 
and PFRs.  This allowed prediction of xNO  and CO and temperature from both reactor types.   
The species material balances were sets of coupled ordinary differential equations [100] and 
solution was obtained from CVODE (Lawrence Livermore National Laboratory (LLNL) [101].  
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By making CVODE a callable dynamic link library from Excel, Excel was able to serve as the 
pre- and post-processor [92].       
5.9   Model Verification 
To validate the solution approach (GRI-Mech 3.0 + PSRs + PFR to model the combustor), the 
predicted xNO  and CO emissions were compared to actual measured emissions.  Figure 5.7 
shows results for measured and predicted xNO  and CO emissions as a function of C/H ratio in 
the natural gas feed when the cogeneration system is at normal operating conditions.  Figure 5.7 
and “normal operating conditions” requires additional explanation.  Even when at normal 
operating conditions and even with the use of data reconciliation, the cogeneration system will 
exhibit variation in flow rates and temperatures.  We considered the system to be at normal 
operating conditions when, after data reconciliation, key measured variables fall within the 
ranges indicated in Table 5.2. 
Table 5.2: Normal Operating Conditions “Ranges” for the Cogeneration System  
Measured Variable Reconciled Range 
NGF  2.89-3.11 lb/s 
AirF  140-150 lb/s 
Inj,WaterF  2.95-3.25 lb/s 
2T  1250-1260 R 
 
Within the ranges indicated in Table 5.2, the predicted emission values will not change from the 
results shown in Figure 5.7.    
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Figure 5.7   Measured and Predicted xNO  and CO as a function of C/H ratio in Natural Gas Feed 
at Normal Operating Conditions 
Figure 5.7 shows predicted xNO  emissions which are within 10% of the measured xNO , and CO 
emissions from the model are within 15% of the measured CO.  The model over predicts xNO  
emissions by ~ 2.5 ppm and under predicts the CO emissions by ~ 7-8 ppm.  But the overall 
trends for both compositions are followed closely. 
5.10   Off-Line Emissions Monitoring – Onset of Combustor Injector Problems 
We have discussed modeling of the cogeneration system at so-called normal operating 
conditions.  Even here data reconciliation will show ranges for key measured variables (see 
Table 5.2).  Within these ranges emissions should not change from the results shown in Figure 
5.7.  However, as problems develop in the combustor, particularly with poor distribution of 
fuel/water/air, increases in emissions do occur, despite these key measured variables all 
remaining within “normal” ranges. 
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As fuel nozzles become damaged (abnormal wear, cracks or blockage) poor flow distribution of 
fuel/water can lead to higher local temperatures in the primary zone and increased xNO  
emissions [102].    Higher local temperatures in the primary zone can promote fatigue and further 
erosion of the fuel nozzles [103].   Figure 5.8a shows a fuel/water injector with normal wear and 
Figure 5.8b shows abnormal wear; both nozzles were removed from the GE LM-2000 engine 
after ~ 2000 hours of operation.     
                           
Figure 5.8  Fuel nozzles after 3 months operation:  a.) Fuel/water injection nozzle with normal 
wear (water injection through the center 6 holes and fuel injection through the 6 outer holes); b.) 
injection nozzle showing abnormal wear. 
Figure 5.8 indicates that the unmeasured exit temperature from the combustor, 3T , can be the 
same regardless of nozzle conditions.  Here 3T  is simply being determined from an overall 
energy balance around the combustor.   A “bad” nozzle will result in a higher flameT , compared to 
design nozzle, and a higher flameT  will result in increased xNO .   
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Figure 5.9   Tflame and Exit temperature from combustor ( 3T ) 
For our normal operating conditions the delivered water is entirely used by the PSRs 
representing the region near the centerline of the combustor.  As the water distributors of the 
nozzles go bad, some water flow will gradually migrate from the center of the combustor toward 
the wall (Fig. 5.9).  For example, consider the case where 3 fuel/water injection nozzles are 
maldistributing water as shown in Fig. 5.9.  There are 30 actual nozzles, so 5% of the total water 
flow rate in this half-plane will be redistributed from PSRs 6-11 to PSRs 1-5 as indicated in Fig. 
5.10.  Note that the fuel/air or equivalence ratio in each PSR does not change because the fuel 
outlets are assumed unaffected.   
Figure 5.11 plots xNO  emissions versus number of maldistributing (water) nozzles.  The model 
predicts that for 3 maldistributing nozzles there will be an increase from 38.5 ppmvd (parts-per-
million volume dry) to 42.3 ppmvd xNO .  The model predicts that for 10 bad nozzles there will 
be an increase of ~30% in the xNO  emissions.     
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Figure 5.10 a.) Water injection in the primary zone during normal operation  b.) Water injection 
in the primary zone with 3 bad nozzles. 
5.11   Example 1 – Results from Off-Line Emissions Monitoring 
In November 2012, measured xNO  emissions from the LSU cogeneration system gradually 
increased from 35 ppmvd to 44 ppmvd.  Results from Fig. 5.11 suggested 6-7 damaged  nozzles 
were operating within the combustor.  During this time period, the standard diagnostic tool 
indicated no problems - the maximum temperature difference between thermocouples at the 
power turbine inlet (see Fig. 5.2) was below 200 F.  The cogeneration facility was shut down for 
inspection in late November and it was determined 8 fuel nozzles were damaged and needed to 
be replaced (see Fig. 5.8). 
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Figure 5.11   xNO  Versus Number of Bad Fuel Nozzles under Normal Operating Conditions 
5.12   On-Line Diagnostic Tool for Turbine System Problems 
The results from the off-line tool for nozzle problem detection showed that data reconciliation (to 
verify normal operating conditions) and detailed reactor/kinetics emissions modeling can be used 
to indicate problems in the system.  However, the cogeneration system may operate outside the 
“normal” conditions of Table 5.2.  xNO  emissions are also dependent on the air flow rate and 
humidity, the inlet air temperature to the combustor, the natural gas flow rate and composition, 
and the water flow rate.  Figure 5.12 shows predicted xNO  emissions as fuel, water and air ratios 
change.  The fuel, water and air ranges shown in Figure 5.12 have been observed during 
operation of the cogeneration system, leading to predicted xNO  emissions ranging from ~20 to 
~50 ppm. 
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Figure 5.12   3D- plot of NOx vs Fuel/Air ratio and Water/Fuel ratio  
The challenge then in developing an on-line diagnostic tool is coupling the predicted xNO  
behavior with the actual engine operation.  Directly coupling the data reconciliation process and 
reactor/kinetics emissions modeling is CPU expensive.  For a typical set of process 
measurements, just the data reconciliation process itself takes 10,000+ iterations requiring ~5 
minutes using an Intel quad core processor operating at 1.60 GHz.  For one set of measured data, 
coupling the data reconciliation process and the emissions model would require excessively long 
run times.  A more tractable approach is to break down the measured variables that effect the 
xNO  emissions into narrow ranges and then curve fit the predicted emissions over these narrow 
ranges.  This reduced model (based on the curve fits) can then be combined with the data 
reconciliation process without significant increase in solution times. 
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5.13   NOx Emissions and Combustion Chamber Exit Temperature (T3)  
In the primary or flame zone, fuel and air are combusted with a fixed fuel/air ratio, while the 
remaining air is fed into the intermediate and dilution zones.  In actual operation there can be 
some air bypass used to help cool the turbine blades, but for modeling/data reconciliation 
purposes we assume that by the end of the dilution zone all compressed air, fuel and water have 
been added to the system and will be accounted for in the combustor energy balance.  We assign 
Loss,CCQ
  (combustion chamber heat loss) to the dilution zone, but any temperature change in this 
section will have no impact on the amount of xNO  leaving the system, as verified kinetically. 
Now if we assume Loss,CCQ
  = 0 we can calculate the adiabatic temperature leaving the dilution 
zone, adiabaticT3 , by two methods.  A simple energy balance accounting for all fuel, air and water to 
the combustor allows adiabaticT3  to be determined.  We can also predict both xNO  and a unique 
adiabaticT3  based on the primary and intermediate zones kinetics/species energy balances with 
known fuel and air flow rates in these two zones plus known air flow to the dilution zone.  The 
values for adiabaticT3  will be virtually “identical” from either method when using 
thermodynamically consistent species databases and recognizing that the dominant reaction 
controlling temperature is methane combustion to carbon dioxide and water. 
To help with the discussion, simulation results for xNO  emissions versus 
adiabaticT3  for different 
water/fuel ratios and 2T  (compressor discharge) values (with FuelT  = 520 R) are plotted in Figure 
5.13.  Along any plotted line in Fig. 5.14, for example water/fuel = 0.8 and 2T  = 1206 R as the 
fuel to air ratio increases, both adiabaticT3 and xNO  emissions will increase – these are both uniquely 
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determined values depending on the fuel/air, water/fuel, 2T  and FuelT values.  But note that any 
selected adiabaticT3  value can produce a range of xNO  values, and also any xNO  value can produce 
a range of adiabaticT3  values.  It is clearly not possible to fit the data in Figure 5.13 to a single 
equation as  adiabaticT3  =  xNOf  for the specific engine (GE LM-2000) and all conditions 
studied. 
 
Figure 5.13 xNO  versus 
adiabaticT3  as a function of water/fuel and 2T  values  
However it is possible to create a unique value for  adiabaticT3  by multivariate curve fitting: 
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23     (5.3) 
For Equation (5.3) to represent the data in Fig. 5.13 (and also account for FuelT ) some 15 
equations (regions of parameter space) proved necessary.  These equations/regions are provided 
in Table 5.3 (see supplementary material at end of chapter). 
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The curve fits in Table 5.3 allow us to couple the measured xNO  emissions to a unique 
adiabaticT3  
and then a unique 3T  once Loss,CCQ
  is accounted for.  It is now possible to use the measured 
turbine system variables along with the measured xNO  emissions to predict 
adiabaticT3  and 3T  (eq. 
(5.3)).  We can also determine adiabaticT3  and 3T  by an energy balance around the combustor using 
the measured variables.  Gross errors will be generated in the data reconciliation process as 
conflicts develop between measured variable values and the reconciled values needed to satisfy 
both eq. (5.3) and the material and energy balances around the compressor, combustion chamber, 
gas turbine and power turbine.  The detection of these gross errors combined with suspect 
measurement identification completes assembly of the on-line diagnostic tool.   
In the data reconciliation process adiabaticT3  must be adjusted to the actual combustor exit 
temperature, 3T , by accounting for Loss,CCQ
 .  To find the actual 3T  from 
adiabaticT3   we use: 
 
odPr
Loss,CCadiabatic
,odPr,odPr
F
Q
hˆhˆ

 33  (5.4) 
As the xNO  concentration, fuel, air and water flow rates, 2T  and FuelT  are “varied” during the 
data reconciliation optimization process,  adiabaticT3  is determined from the equations in Table 5.3 
(see supplementary material), and adiabatic,odPrhˆ 3  is determined using the Peng-Robinson Equation of 
State [74, 76].  Loss,CCQ
  and odPrF  are also varied during the reconciliation process, and for each 
iteration 3,odPrhˆ  can be calculated.   
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5.14   Using the On-Line Tool for Cogeneration System Problem Identification 
The on-line tool uses data reconciliation, with the global test method [17] to detect system errors 
and the measurement test method [66] to help locate system problems.  Variable adjustability 
[15] is also used to help identify the most probable suspect measurement.  
The global test method for gross error detection (Equation (5.5)) simply compares the least-
squares objective function value from the data reconciliation process to a chi-squared distribution 
value, )(
2
)1(   , accounting for the degree of redundancy, and the desired error detection 
probability.    
 
)(2 )1(
,
2









 
 
variables
measuredi i
ii xxGT     (5.5) 
In the chi-square distribution we use   = 0.05 (95% detection probability)  and   = degree of 
redundancy = 8 (the number of material and energy balances around the cogeneration system).  
In the 8 balances we are substituting/utilizing measured xNO  as equivalent to 3T , which is not 
measured.  If )(
2
)1(  GT , gross errors are detected and the measurement test (MT) is used 
to help locate the most probable suspect measurement.  Mah (1990) [66], provides the following 
MT value for each variable, 
 
ii
i
i
V
a
MT   (5.6) 
where  iii xxa    is an element of the adjustment vector a , and iiV  is on the diagonal of the 
covariance of a , 
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 QAAQAAQaV 1)()(cov  TT  (5.7) 
A  being the incidence matrix for the linearized constraints (the 2 material and 6 linearized 
energy balances) and Q  being the variance-covariance matrix (a diagonal matrix consisting of 
2
i ).  When a gross error is detected, the measurement test ( iMT , eq. (5.6)) points to the most 
likely suspects with the understanding or recommendation that almost any non-redundant 
variable (those with iityadjustabil  < ~ 0.05. the common industry standard [84], or below some 
threshold value) be excluded from the gross error analysis.  We calculate variable  iityadjustabil  
= 
i
iiR

1  where iiiiii VQR  . 
5.15   Example 2 – Cogeneration Data Reconciliation - NOx Measured 
Example 2 is the on-line analogy to Example 1.  Here we perform data reconciliation with the 
measured variables provided in Table 5.1 but a measured xNO  = 46 ppm in the stack (this is a 
bias of 8 ppm from the correct 38 ppm).  There is no fuel preheater so the fuel temperature, FuelT  
= 0T , and the inlet temperature of the injected water Inj,WaterT  = 0T .           
At the data reconciliation solution, GT  = 16.695 and )(
2
)1(   = 15.507 so gross errors are 
detected ( GT > )(
2
)1(   ).  In order to use the measurement test method to identify the most 
likely suspect variables we need to first address the linearization of the energy balances.  
Linearization of the energy balances on the air cooler, compressor/GT, evaporator, and 
economizer is straightforward.  These balances only involve hF ˆ  terms and here  T,Pfhˆ .  
The remaining two balances, in addition to hF ˆ  terms, include LossCCQ ,
  for the combustion 
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chamber and NetW
  for the power turbine.  The terms LossCCQ ,
  and NetW  are considered “leaks” 
and can be taken as known and fixed at the data reconciliation solution.  This allows linearization 
of the hF ˆ  terms only, for the combustion chamber and power turbine balances, with known and 
constant values for LossCCQ ,
  and NetW . 
A subtle problem arises when trying to linearize the combustor energy balance.  Generally this 
energy balance would be written using   NGNG hˆF  but it can also be written using the fuel lower 
heating value   LHVFNG  in place of   NGNG hˆF .   Taking the partial derivatives with respect to 
NGF  gives us LHV (~ 21,500 Btu/lb for natural gas) or NGhˆ  (~ -2000 Btu/lb when using the PR-
EOS with the standard convention/basis of each species being formed from its elements at 77 F 
and 14.7 psia).  This small value ( NGhˆ ) for the partial derivative would eventually lead to an 
adjustability for NGF ~ 0, which is not realistic as NGF  is the only energy input to the system.  
The combustor energy balance should be written, 
 
     
  Loss,CCrefProd,Prod3Prod,Prod
ref,Inj,WaterInj,WaterInj,Waterref,Air,AirAirNG
QhˆFhˆF
hˆhˆFhˆhˆFLHVF

 2
 (5.8) 
And the fuel lower heating value can be determined using an EOS as: 
 
NG
ref,Inj,WaterInj,Waterref,AirAirrefProd,Prod
NG
F
hˆFhˆFhˆF
hˆLHV

  (5.9) 
Example 2 Measurement Test (Suspect Measurement) Results:   The suspect measurement order 
is InjWaterF ,  first with InjWaterFMT ,  = 19.57 followed by xNO  concentration with xNOMT  = 3.04, and 
finally 4T  with 4TMT = 3.00.  Recall at the start of this example the bias was placed with xNO
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concentration, and therefore it was expected to show the largest iMT .  However the most likely 
suspect measurement appears as the InjWaterF , .   
Example 2 Variable Adjustability Results:   It is commonly accepted to exclude all virtually non-
redundant variables (those with iityadjustabil  < ~ 0.05 [84]) from the measurement test results.  
Here then BlowdownF , CWF , 210 T,T,T , InjWaterF , , and SteamT  should not be included in the 
measurement test analysis.  Accounting for variable adjustability, the measurement test now 
results in xNO concentration as the most suspect, with xNOMT  = 3.04, and then 4T , with 4TMT = 
3.00, as next most likely suspect measurement.  At this point, acceptance of these results and 
operator experience would indicate problems in the combustor, but it would not be possible to 
directly predict the number of bad nozzles as we did in Example 1.   
Before leaving Example 2, it is instructive to examine results if the same example is solved with 
a measured xNO  = 42 ppm (instead of 46 ppm) and the data from Table 5.1.  Data reconciliation 
will not indicate the presence of gross errors, as )(
2
)1(   = 6.102 ( GT <  )(
2
)1(   ), but Figure 
5.10 would indicate 3 bad nozzles.  This exemplifies the difficulties associated with data 
reconciliation and gross error detection.  There is often a smearing of an error into other 
measured variables during the data reconciliation process (see [96] for a more detailed 
discussion).  Calculation of variable threshold values [15]  provides insight into this difficulty 
and here the threshold value for xNO  requires a change of 11.85 ppm for gross error detection 
90% of the time. 
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5.16   Example 3 – System Operating with Compressor Fouling 
Here we perform data reconciliation with the measured variables provided in Table 5.1 but a 
measured xNO  = 46 ppm (same as in Example 2) and also 2T  = 1296 R (1260 R in Table 5.1).  
There is no fuel preheater so the fuel temperature FuelT  = 0T  and the inlet temperature of the 
injected water Inj,WaterT  = 0T . 
Data reconciliation results in GT  = 7.427, so gross errors are not detected ( GT <  )(2 )1(   ).  
An increase in xNO  emissions does not always indicate problems with the combustor or 
damaged fuel nozzles.  The system is merely operating at different conditions from the “normal 
operating conditions” of Table 5.2.  The increase in xNO  can be attributed to compressor 
fouling, which increases the exit air temperature from the compressor, 2T , in turn increasing 
xNO  emissions [104-108].   
We can use our reactor/kinetics model to predict the increase in xNO  with increasing compressor 
exit temperature while maintaining all the other measured variables at normal operating 
conditions (see Table 5.2).  Figure 5.14 shows an increase of 70 R in the exit temperature from 
the compressor can increase xNO  emissions by ~ 15%. 
5.17   Conclusions 
Combustor reactor/kinetics modeling was combined with measured xNO  emissions and data 
reconciliation to provide an off-line diagnostic tool to predict the onset of combustor problems, 
e.g., due to maldistributing fuel nozzles.   
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Figure 5.14  xNO  emissions versus exit air temperature from the compressor at abnormal 
operating conditions due to compressor fouling    
 
Use of the off-line tool required the system to be at “normal” operating conditions, which was 
determined by confirming that the flow rates of natural gas, air, and water injected, and the 
compressor exit temperature, were within specific ranges.  An increase in observed xNO  
emissions could be directly traced to a quantifiable number of maldistributing nozzles in the gas 
turbine combustor. 
An on-line diagnostic tool was also developed, based upon combining the combustor 
reactor/kinetics model with the measured xNO  emissions over a wide range of operating 
conditions.  Measured xNO  emissions were related to the combustor exit temperature by 
segmenting the turbine combustor’s operating parameters into 15 regions.  Inclusion of the 
combustor exit temperature in the data reconciliation process allowed determination of a wider 
30
32
34
36
38
40
42
44
46
48
50
1200 1220 1240 1260 1280 1300 1320
N
O
x 
P
P
M
V
D
 
Exit Air Temperature from Compressor, R 
117 
 
range of system problems, including improper combustor operation and compressor fouling.  The 
on-line diagnostic tool requires some experience to help interpret actual problem locations, and 
some care with the well-known problems of variable adjustability and error smearing in data 
reconciliation. 
5.18   Supplementary Material 
Table 5.3 Combustor  adiabaticT3  as a function of xNO (ppm), compressor discharge temperature, 
2T ,  fuel/air and water/fuel ratios and FuelT for simulated GE LM-2000 gas turbine engine using 
methane fuel.  Ambient air is 60F and 0% humidity.      
Ambient air (60F) at 0% 
humidity 
  variablesmeasured3 fT
adiabatic  
1a.) water/fuel = 0.8-1.0:  
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(Table 5.3 continued) 
 
0210.00200.0 
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1b.) water/fuel = 1.0-1.2:  
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(Table 5.3 continued) 
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1c.) water/fuel = 1.2-1.4: 
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APPENDIX A 
 
A.1    GRI-Mech 3.0 Detailed Reaction Kinetics for Natural Gas Combustion 
! GRI-Mech Version 3.0 7/30/99  CHEMKIN-II  
! WorldWideWeb home page http://www.me.berkeley.edu/gri_mech/ or 
! through http://www.gri.org , under 'Basic  Research',  
! for additional information, contacts, and disclaimer 
ELEMENTS 
O  H  C  N  AR 
 
SPECIES 
H2      H       O       O2      OH      H2O     HO2     H2O2     
C       CH      CH2     CH2(S)  CH3     CH4     CO      CO2      
HCO     CH2O    CH2OH   CH3O    CH3OH   C2H     C2H2    C2H3     
C2H4    C2H5    C2H6    HCCO    CH2CO   HCCOH   N       NH       
NH2     NH3     NNH     NO      NO2     N2O     HNO     CN       
HCN     H2CN    HCNN    HCNO    HOCN    HNCO    NCO     N2       
AR      C3H7    C3H8    CH2CHO  CH3CHO 
 
The units of A are in cm3/mol/s, β is T in K, and Ea is in cal/mol/K 
 
REACTIONS                                   A          β           Ea 
 
2O+M<=>O2+M                              1.200E+17   -1.000        .00 
H2/ 2.40/ H2O/15.40/ CH4/ 2.00/ CO/ 1.75/ CO2/ 3.60/ C2H6/ 3.00/ AR/  .83/  
O+H+M<=>OH+M                             5.000E+17   -1.000        .00 
H2/2.00/ H2O/6.00/ CH4/2.00/ CO/1.50/ CO2/2.00/ C2H6/3.00/ AR/ .70/  
O+H2<=>H+OH                              3.870E+04    2.700    6260.00 
O+HO2<=>OH+O2                            2.000E+13     .000        .00 
O+H2O2<=>OH+HO2                          9.630E+06    2.000    4000.00 
O+CH<=>H+CO                              5.700E+13     .000        .00 
O+CH2<=>H+HCO                            8.000E+13     .000        .00 
O+CH2(S)<=>H2+CO                         1.500E+13     .000        .00 
O+CH2(S)<=>H+HCO                         1.500E+13     .000        .00 
O+CH3<=>H+CH2O                           5.060E+13     .000        .00 
O+CH4<=>OH+CH3                           1.020E+09    1.500    8600.00 
O+CO(+M)<=>CO2(+M)                       1.800E+10     .000    2385.00 
   LOW/ 6.020E+14     .000    3000.00/ 
H2/2.00/ O2/6.00/ H2O/6.00/ CH4/2.00/ CO/1.50/ CO2/3.50/ C2H6/3.00/ AR/ .50/  
O+HCO<=>OH+CO                            3.000E+13     .000        .00 
O+HCO<=>H+CO2                            3.000E+13     .000        .00 
O+CH2O<=>OH+HCO                          3.900E+13     .000    3540.00 
O+CH2OH<=>OH+CH2O                        1.000E+13     .000        .00 
O+CH3O<=>OH+CH2O                         1.000E+13     .000        .00 
O+CH3OH<=>OH+CH2OH                       3.880E+05    2.500    3100.00 
O+CH3OH<=>OH+CH3O                        1.300E+05    2.500    5000.00 
O+C2H<=>CH+CO                            5.000E+13     .000        .00 
O+C2H2<=>H+HCCO                          1.350E+07    2.000    1900.00 
O+C2H2<=>OH+C2H                          4.600E+19   -1.410   28950.00 
O+C2H2<=>CO+CH2                          6.940E+06    2.000    1900.00 
O+C2H3<=>H+CH2CO                         3.000E+13     .000        .00 
O+C2H4<=>CH3+HCO                         1.250E+07    1.830     220.00 
O+C2H5<=>CH3+CH2O                        2.240E+13     .000        .00 
O+C2H6<=>OH+C2H5                         8.980E+07    1.920    5690.00 
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O+HCCO<=>H+2CO                           1.000E+14     .000        .00 
O+CH2CO<=>OH+HCCO                        1.000E+13     .000    8000.00 
O+CH2CO<=>CH2+CO2                        1.750E+12     .000    1350.00 
O2+CO<=>O+CO2                            2.500E+12     .000   47800.00 
O2+CH2O<=>HO2+HCO                        1.000E+14     .000   40000.00 
H+O2+M<=>HO2+M                           2.800E+18    -.860        .00 
O2/ .00/ H2O/ .00/ CO/ .75/ CO2/1.50/ C2H6/1.50/ N2/ .00/ AR/ .00/  
H+2O2<=>HO2+O2                           2.080E+19   -1.240        .00 
H+O2+H2O<=>HO2+H2O                       11.26E+18    -.760        .00 
H+O2+N2<=>HO2+N2                         2.600E+19   -1.240        .00 
H+O2+AR<=>HO2+AR                         7.000E+17    -.800        .00 
H+O2<=>O+OH                              2.650E+16    -.6707  17041.00 
2H+M<=>H2+M                              1.000E+18   -1.000        .00 
H2/ .00/ H2O/ .00/ CH4/2.00/ CO2/ .00/ C2H6/3.00/ AR/ .63/  
2H+H2<=>2H2                              9.000E+16    -.600        .00 
2H+H2O<=>H2+H2O                          6.000E+19   -1.250        .00 
2H+CO2<=>H2+CO2                          5.500E+20   -2.000        .00 
H+OH+M<=>H2O+M                           2.200E+22   -2.000        .00 
H2/ .73/ H2O/3.65/ CH4/2.00/ C2H6/3.00/ AR/ .38/  
H+HO2<=>O+H2O                            3.970E+12     .000     671.00 
H+HO2<=>O2+H2                            4.480E+13     .000    1068.00 
H+HO2<=>2OH                              0.840E+14     .000     635.00 
H+H2O2<=>HO2+H2                          1.210E+07    2.000    5200.00 
H+H2O2<=>OH+H2O                          1.000E+13     .000    3600.00 
H+CH<=>C+H2                              1.650E+14     .000        .00 
H+CH2(+M)<=>CH3(+M)                      6.000E+14     .000        .00 
     LOW  /  1.040E+26   -2.760   1600.00/ 
     TROE/   .5620  91.00  5836.00  8552.00/ 
H2/2.00/ H2O/6.00/ CH4/2.00/ CO/1.50/ CO2/2.00/ C2H6/3.00/ AR/ .70/  
H+CH2(S)<=>CH+H2                         3.000E+13     .000        .00 
H+CH3(+M)<=>CH4(+M)                      13.90E+15    -.534     536.00 
     LOW  /  2.620E+33   -4.760   2440.00/ 
     TROE/   .7830   74.00  2941.00  6964.00 / 
H2/2.00/ H2O/6.00/ CH4/3.00/ CO/1.50/ CO2/2.00/ C2H6/3.00/ AR/ .70/  
H+CH4<=>CH3+H2                           6.600E+08    1.620   10840.00 
H+HCO(+M)<=>CH2O(+M)                     1.090E+12     .480    -260.00 
     LOW  /  2.470E+24   -2.570    425.00/ 
     TROE/   .7824  271.00  2755.00  6570.00 / 
H2/2.00/ H2O/6.00/ CH4/2.00/ CO/1.50/ CO2/2.00/ C2H6/3.00/ AR/ .70/  
H+HCO<=>H2+CO                            7.340E+13     .000        .00 
H+CH2O(+M)<=>CH2OH(+M)                   5.400E+11     .454    3600.00 
     LOW  /  1.270E+32   -4.820   6530.00/ 
     TROE/   .7187  103.00  1291.00  4160.00 / 
H2/2.00/ H2O/6.00/ CH4/2.00/ CO/1.50/ CO2/2.00/ C2H6/3.00/  
H+CH2O(+M)<=>CH3O(+M)                    5.400E+11     .454    2600.00 
     LOW  /  2.200E+30   -4.800   5560.00/ 
     TROE/   .7580   94.00  1555.00  4200.00 / 
H2/2.00/ H2O/6.00/ CH4/2.00/ CO/1.50/ CO2/2.00/ C2H6/3.00/  
H+CH2O<=>HCO+H2                          5.740E+07    1.900    2742.00 
H+CH2OH(+M)<=>CH3OH(+M)                  1.055E+12     .500      86.00 
     LOW  /  4.360E+31   -4.650   5080.00/ 
     TROE/   .600  100.00  90000.0  10000.0 / 
H2/2.00/ H2O/6.00/ CH4/2.00/ CO/1.50/ CO2/2.00/ C2H6/3.00/  
H+CH2OH<=>H2+CH2O                        2.000E+13     .000        .00 
H+CH2OH<=>OH+CH3                         1.650E+11     .650    -284.00 
H+CH2OH<=>CH2(S)+H2O                     3.280E+13    -.090     610.00 
H+CH3O(+M)<=>CH3OH(+M)                   2.430E+12     .515      50.00 
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     LOW  /  4.660E+41   -7.440   14080.0/ 
     TROE/   .700  100.00  90000.0 10000.00 / 
H2/2.00/ H2O/6.00/ CH4/2.00/ CO/1.50/ CO2/2.00/ C2H6/3.00/  
H+CH3O<=>H+CH2OH                         4.150E+07    1.630    1924.00 
H+CH3O<=>H2+CH2O                         2.000E+13     .000        .00 
H+CH3O<=>OH+CH3                          1.500E+12     .500    -110.00 
H+CH3O<=>CH2(S)+H2O                      2.620E+14    -.230    1070.00 
H+CH3OH<=>CH2OH+H2                       1.700E+07    2.100    4870.00 
H+CH3OH<=>CH3O+H2                        4.200E+06    2.100    4870.00 
H+C2H(+M)<=>C2H2(+M)                     1.000E+17   -1.000        .00 
     LOW  /  3.750E+33   -4.800   1900.00/ 
     TROE/   .6464  132.00  1315.00  5566.00 / 
H2/2.00/ H2O/6.00/ CH4/2.00/ CO/1.50/ CO2/2.00/ C2H6/3.00/ AR/ .70/  
H+C2H2(+M)<=>C2H3(+M)                    5.600E+12     .000    2400.00 
     LOW  /  3.800E+40   -7.270   7220.00/ 
     TROE/   .7507   98.50  1302.00  4167.00 / 
H2/2.00/ H2O/6.00/ CH4/2.00/ CO/1.50/ CO2/2.00/ C2H6/3.00/ AR/ .70/  
H+C2H3(+M)<=>C2H4(+M)                    6.080E+12     .270     280.00 
     LOW  /  1.400E+30   -3.860   3320.00/ 
     TROE/   .7820  207.50  2663.00  6095.00 / 
H2/2.00/ H2O/6.00/ CH4/2.00/ CO/1.50/ CO2/2.00/ C2H6/3.00/ AR/ .70/  
H+C2H3<=>H2+C2H2                         3.000E+13     .000        .00 
H+C2H4(+M)<=>C2H5(+M)                    0.540E+12     .454    1820.00 
     LOW  /  0.600E+42   -7.620   6970.00/ 
     TROE/   .9753  210.00   984.00  4374.00 / 
H2/2.00/ H2O/6.00/ CH4/2.00/ CO/1.50/ CO2/2.00/ C2H6/3.00/ AR/ .70/  
H+C2H4<=>C2H3+H2                         1.325E+06    2.530   12240.00 
H+C2H5(+M)<=>C2H6(+M)                    5.210E+17    -.990    1580.00 
     LOW  /  1.990E+41   -7.080   6685.00/ 
     TROE/   .8422  125.00  2219.00  6882.00 / 
H2/2.00/ H2O/6.00/ CH4/2.00/ CO/1.50/ CO2/2.00/ C2H6/3.00/ AR/ .70/  
H+C2H5<=>H2+C2H4                         2.000E+12     .000        .00 
H+C2H6<=>C2H5+H2                         1.150E+08    1.900    7530.00 
H+HCCO<=>CH2(S)+CO                       1.000E+14     .000        .00 
H+CH2CO<=>HCCO+H2                        5.000E+13     .000    8000.00 
H+CH2CO<=>CH3+CO                         1.130E+13     .000    3428.00 
H+HCCOH<=>H+CH2CO                        1.000E+13     .000        .00 
H2+CO(+M)<=>CH2O(+M)                     4.300E+07    1.500   79600.00 
     LOW  /  5.070E+27   -3.420  84350.00/ 
     TROE/   .9320  197.00  1540.00 10300.00 / 
H2/2.00/ H2O/6.00/ CH4/2.00/ CO/1.50/ CO2/2.00/ C2H6/3.00/ AR/ .70/  
OH+H2<=>H+H2O                            2.160E+08    1.510    3430.00 
2OH(+M)<=>H2O2(+M)                       7.400E+13    -.370        .00 
     LOW  /  2.300E+18    -.900  -1700.00/ 
     TROE/   .7346   94.00  1756.00  5182.00 / 
H2/2.00/ H2O/6.00/ CH4/2.00/ CO/1.50/ CO2/2.00/ C2H6/3.00/ AR/ .70/  
2OH<=>O+H2O                              3.570E+04    2.400   -2110.00 
OH+HO2<=>O2+H2O                          1.450E+13     .000    -500.00 
 DUPLICATE 
OH+H2O2<=>HO2+H2O                        2.000E+12     .000     427.00 
 DUPLICATE 
OH+H2O2<=>HO2+H2O                        1.700E+18     .000   29410.00 
 DUPLICATE 
OH+C<=>H+CO                              5.000E+13     .000        .00 
OH+CH<=>H+HCO                            3.000E+13     .000        .00 
OH+CH2<=>H+CH2O                          2.000E+13     .000        .00 
OH+CH2<=>CH+H2O                          1.130E+07    2.000    3000.00 
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OH+CH2(S)<=>H+CH2O                       3.000E+13     .000        .00 
OH+CH3(+M)<=>CH3OH(+M)                   2.790E+18   -1.430    1330.00 
     LOW  /  4.000E+36   -5.920   3140.00/ 
     TROE/   .4120  195.0  5900.00  6394.00/  
H2/2.00/ H2O/6.00/ CH4/2.00/ CO/1.50/ CO2/2.00/ C2H6/3.00/  
OH+CH3<=>CH2+H2O                         5.600E+07    1.600    5420.00 
OH+CH3<=>CH2(S)+H2O                      6.440E+17   -1.340    1417.00 
OH+CH4<=>CH3+H2O                         1.000E+08    1.600    3120.00 
OH+CO<=>H+CO2                            4.760E+07    1.228      70.00 
OH+HCO<=>H2O+CO                          5.000E+13     .000        .00 
OH+CH2O<=>HCO+H2O                        3.430E+09    1.180    -447.00 
OH+CH2OH<=>H2O+CH2O                      5.000E+12     .000        .00 
OH+CH3O<=>H2O+CH2O                       5.000E+12     .000        .00 
OH+CH3OH<=>CH2OH+H2O                     1.440E+06    2.000    -840.00 
OH+CH3OH<=>CH3O+H2O                      6.300E+06    2.000    1500.00 
OH+C2H<=>H+HCCO                          2.000E+13     .000        .00 
OH+C2H2<=>H+CH2CO                        2.180E-04    4.500   -1000.00 
OH+C2H2<=>H+HCCOH                        5.040E+05    2.300   13500.00 
OH+C2H2<=>C2H+H2O                        3.370E+07    2.000   14000.00 
OH+C2H2<=>CH3+CO                         4.830E-04    4.000   -2000.00 
OH+C2H3<=>H2O+C2H2                       5.000E+12     .000        .00 
OH+C2H4<=>C2H3+H2O                       3.600E+06    2.000    2500.00 
OH+C2H6<=>C2H5+H2O                       3.540E+06    2.120     870.00 
OH+CH2CO<=>HCCO+H2O                      7.500E+12     .000    2000.00 
2HO2<=>O2+H2O2                           1.300E+11     .000   -1630.00 
 DUPLICATE 
2HO2<=>O2+H2O2                           4.200E+14     .000   12000.00 
 DUPLICATE 
HO2+CH2<=>OH+CH2O                        2.000E+13     .000        .00 
HO2+CH3<=>O2+CH4                         1.000E+12     .000        .00 
HO2+CH3<=>OH+CH3O                        3.780E+13     .000        .00 
HO2+CO<=>OH+CO2                          1.500E+14     .000   23600.00 
HO2+CH2O<=>HCO+H2O2                      5.600E+06    2.000   12000.00 
C+O2<=>O+CO                              5.800E+13     .000     576.00 
C+CH2<=>H+C2H                            5.000E+13     .000        .00 
C+CH3<=>H+C2H2                           5.000E+13     .000        .00 
CH+O2<=>O+HCO                            6.710E+13     .000        .00 
CH+H2<=>H+CH2                            1.080E+14     .000    3110.00 
CH+H2O<=>H+CH2O                          5.710E+12     .000    -755.00 
CH+CH2<=>H+C2H2                          4.000E+13     .000        .00 
CH+CH3<=>H+C2H3                          3.000E+13     .000        .00 
CH+CH4<=>H+C2H4                          6.000E+13     .000        .00 
CH+CO(+M)<=>HCCO(+M)                     5.000E+13     .000        .00 
     LOW  /  2.690E+28   -3.740   1936.00/ 
     TROE/   .5757  237.00  1652.00  5069.00 / 
H2/2.00/ H2O/6.00/ CH4/2.00/ CO/1.50/ CO2/2.00/ C2H6/3.00/ AR/ .70/  
CH+CO2<=>HCO+CO                          1.900E+14     .000   15792.00 
CH+CH2O<=>H+CH2CO                        9.460E+13     .000    -515.00 
CH+HCCO<=>CO+C2H2                        5.000E+13     .000        .00 
CH2+O2=>OH+H+CO                          5.000E+12     .000    1500.00 
CH2+H2<=>H+CH3                           5.000E+05    2.000    7230.00 
2CH2<=>H2+C2H2                           1.600E+15     .000   11944.00 
CH2+CH3<=>H+C2H4                         4.000E+13     .000        .00 
CH2+CH4<=>2CH3                           2.460E+06    2.000    8270.00 
CH2+CO(+M)<=>CH2CO(+M)                   8.100E+11     .500    4510.00 
     LOW  /  2.690E+33   -5.110   7095.00/ 
     TROE/   .5907  275.00  1226.00  5185.00 / 
133 
 
H2/2.00/ H2O/6.00/ CH4/2.00/ CO/1.50/ CO2/2.00/ C2H6/3.00/ AR/ .70/  
CH2+HCCO<=>C2H3+CO                       3.000E+13     .000        .00 
CH2(S)+N2<=>CH2+N2                       1.500E+13     .000     600.00 
CH2(S)+AR<=>CH2+AR                       9.000E+12     .000     600.00 
CH2(S)+O2<=>H+OH+CO                      2.800E+13     .000        .00 
CH2(S)+O2<=>CO+H2O                       1.200E+13     .000        .00 
CH2(S)+H2<=>CH3+H                        7.000E+13     .000        .00 
CH2(S)+H2O(+M)<=>CH3OH(+M)               4.820E+17   -1.160    1145.00 
     LOW  /  1.880E+38   -6.360   5040.00/ 
     TROE/   .6027  208.00  3922.00  10180.0 / 
H2/2.00/ H2O/6.00/ CH4/2.00/ CO/1.50/ CO2/2.00/ C2H6/3.00/  
CH2(S)+H2O<=>CH2+H2O                     3.000E+13     .000        .00 
CH2(S)+CH3<=>H+C2H4                      1.200E+13     .000    -570.00 
CH2(S)+CH4<=>2CH3                        1.600E+13     .000    -570.00 
CH2(S)+CO<=>CH2+CO                       9.000E+12     .000        .00 
CH2(S)+CO2<=>CH2+CO2                     7.000E+12     .000        .00 
CH2(S)+CO2<=>CO+CH2O                     1.400E+13     .000        .00 
CH2(S)+C2H6<=>CH3+C2H5                   4.000E+13     .000    -550.00 
CH3+O2<=>O+CH3O                          3.560E+13     .000   30480.00 
CH3+O2<=>OH+CH2O                         2.310E+12     .000   20315.00 
CH3+H2O2<=>HO2+CH4                       2.450E+04    2.470    5180.00 
2CH3(+M)<=>C2H6(+M)                      6.770E+16   -1.180     654.00 
     LOW  /  3.400E+41   -7.030   2762.00/ 
     TROE/   .6190  73.20  1180.00  9999.00 / 
H2/2.00/ H2O/6.00/ CH4/2.00/ CO/1.50/ CO2/2.00/ C2H6/3.00/ AR/ .70/  
2CH3<=>H+C2H5                            6.840E+12     .100   10600.00 
CH3+HCO<=>CH4+CO                         2.648E+13     .000        .00 
CH3+CH2O<=>HCO+CH4                       3.320E+03    2.810    5860.00 
CH3+CH3OH<=>CH2OH+CH4                    3.000E+07    1.500    9940.00 
CH3+CH3OH<=>CH3O+CH4                     1.000E+07    1.500    9940.00 
CH3+C2H4<=>C2H3+CH4                      2.270E+05    2.000    9200.00 
CH3+C2H6<=>C2H5+CH4                      6.140E+06    1.740   10450.00 
HCO+H2O<=>H+CO+H2O                       1.500E+18   -1.000   17000.00 
HCO+M<=>H+CO+M                           1.870E+17   -1.000   17000.00 
H2/2.00/ H2O/ .00/ CH4/2.00/ CO/1.50/ CO2/2.00/ C2H6/3.00/  
HCO+O2<=>HO2+CO                          13.45E+12     .000     400.00 
CH2OH+O2<=>HO2+CH2O                      1.800E+13     .000     900.00 
CH3O+O2<=>HO2+CH2O                       4.280E-13    7.600   -3530.00 
C2H+O2<=>HCO+CO                          1.000E+13     .000    -755.00 
C2H+H2<=>H+C2H2                          5.680E+10    0.900    1993.00 
C2H3+O2<=>HCO+CH2O                       4.580E+16   -1.390    1015.00 
C2H4(+M)<=>H2+C2H2(+M)                   8.000E+12     .440   86770.00 
     LOW  /  1.580E+51   -9.300  97800.00/ 
     TROE/   .7345  180.00  1035.00  5417.00 / 
H2/2.00/ H2O/6.00/ CH4/2.00/ CO/1.50/ CO2/2.00/ C2H6/3.00/ AR/ .70/  
C2H5+O2<=>HO2+C2H4                       8.400E+11     .000    3875.00 
HCCO+O2<=>OH+2CO                         3.200E+12     .000     854.00 
2HCCO<=>2CO+C2H2                         1.000E+13     .000        .00 
N+NO<=>N2+O                              2.700E+13     .000     355.00 
N+O2<=>NO+O                              9.000E+09    1.000    6500.00 
N+OH<=>NO+H                              3.360E+13     .000     385.00 
N2O+O<=>N2+O2                            1.400E+12     .000   10810.00 
N2O+O<=>2NO                              2.900E+13     .000   23150.00 
N2O+H<=>N2+OH                            3.870E+14     .000   18880.00 
N2O+OH<=>N2+HO2                          2.000E+12     .000   21060.00 
N2O(+M)<=>N2+O(+M)                       7.910E+10     .000   56020.00 
     LOW  /  6.370E+14     .000  56640.00/ 
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H2/2.00/ H2O/6.00/ CH4/2.00/ CO/1.50/ CO2/2.00/ C2H6/3.00/ AR/ .625/  
HO2+NO<=>NO2+OH                          2.110E+12     .000    -480.00 
NO+O+M<=>NO2+M                           1.060E+20   -1.410        .00 
H2/2.00/ H2O/6.00/ CH4/2.00/ CO/1.50/ CO2/2.00/ C2H6/3.00/ AR/ .70/  
NO2+O<=>NO+O2                            3.900E+12     .000    -240.00 
NO2+H<=>NO+OH                            1.320E+14     .000     360.00 
NH+O<=>NO+H                              4.000E+13     .000        .00 
NH+H<=>N+H2                              3.200E+13     .000     330.00 
NH+OH<=>HNO+H                            2.000E+13     .000        .00 
NH+OH<=>N+H2O                            2.000E+09    1.200        .00 
NH+O2<=>HNO+O                            4.610E+05    2.000    6500.00 
NH+O2<=>NO+OH                            1.280E+06    1.500     100.00 
NH+N<=>N2+H                              1.500E+13     .000        .00 
NH+H2O<=>HNO+H2                          2.000E+13     .000   13850.00 
NH+NO<=>N2+OH                            2.160E+13    -.230        .00 
NH+NO<=>N2O+H                            3.650E+14    -.450        .00 
NH2+O<=>OH+NH                            3.000E+12     .000        .00 
NH2+O<=>H+HNO                            3.900E+13     .000        .00 
NH2+H<=>NH+H2                            4.000E+13     .000    3650.00 
NH2+OH<=>NH+H2O                          9.000E+07    1.500    -460.00 
NNH<=>N2+H                               3.300E+08     .000        .00 
NNH+M<=>N2+H+M                           1.300E+14    -.110    4980.00 
H2/2.00/ H2O/6.00/ CH4/2.00/ CO/1.50/ CO2/2.00/ C2H6/3.00/ AR/ .70/  
NNH+O2<=>HO2+N2                          5.000E+12     .000        .00 
NNH+O<=>OH+N2                            2.500E+13     .000        .00 
NNH+O<=>NH+NO                            7.000E+13     .000        .00 
NNH+H<=>H2+N2                            5.000E+13     .000        .00 
NNH+OH<=>H2O+N2                          2.000E+13     .000        .00 
NNH+CH3<=>CH4+N2                         2.500E+13     .000        .00 
H+NO+M<=>HNO+M                           4.480E+19   -1.320     740.00 
H2/2.00/ H2O/6.00/ CH4/2.00/ CO/1.50/ CO2/2.00/ C2H6/3.00/ AR/ .70/  
HNO+O<=>NO+OH                            2.500E+13     .000        .00 
HNO+H<=>H2+NO                            9.000E+11     .720     660.00 
HNO+OH<=>NO+H2O                          1.300E+07    1.900    -950.00 
HNO+O2<=>HO2+NO                          1.000E+13     .000   13000.00 
CN+O<=>CO+N                              7.700E+13     .000        .00 
CN+OH<=>NCO+H                            4.000E+13     .000        .00 
CN+H2O<=>HCN+OH                          8.000E+12     .000    7460.00 
CN+O2<=>NCO+O                            6.140E+12     .000    -440.00 
CN+H2<=>HCN+H                            2.950E+05    2.450    2240.00 
NCO+O<=>NO+CO                            2.350E+13     .000        .00 
NCO+H<=>NH+CO                            5.400E+13     .000        .00 
NCO+OH<=>NO+H+CO                         0.250E+13     .000        .00 
NCO+N<=>N2+CO                            2.000E+13     .000        .00 
NCO+O2<=>NO+CO2                          2.000E+12     .000   20000.00 
NCO+M<=>N+CO+M                           3.100E+14     .000   54050.00 
H2/2.00/ H2O/6.00/ CH4/2.00/ CO/1.50/ CO2/2.00/ C2H6/3.00/ AR/ .70/  
NCO+NO<=>N2O+CO                          1.900E+17   -1.520     740.00 
NCO+NO<=>N2+CO2                          3.800E+18   -2.000     800.00 
HCN+M<=>H+CN+M                           1.040E+29   -3.300  126600.00 
H2/2.00/ H2O/6.00/ CH4/2.00/ CO/1.50/ CO2/2.00/ C2H6/3.00/ AR/ .70/  
HCN+O<=>NCO+H                            2.030E+04    2.640    4980.00 
HCN+O<=>NH+CO                            5.070E+03    2.640    4980.00 
HCN+O<=>CN+OH                            3.910E+09    1.580   26600.00 
HCN+OH<=>HOCN+H                          1.100E+06    2.030   13370.00 
HCN+OH<=>HNCO+H                          4.400E+03    2.260    6400.00 
HCN+OH<=>NH2+CO                          1.600E+02    2.560    9000.00 
135 
 
H+HCN(+M)<=>H2CN(+M)                     3.300E+13     .000        .00 
      LOW /  1.400E+26   -3.400    1900.00/ 
H2/2.00/ H2O/6.00/ CH4/2.00/ CO/1.50/ CO2/2.00/ C2H6/3.00/ AR/ .70/  
H2CN+N<=>N2+CH2                          6.000E+13     .000     400.00 
C+N2<=>CN+N                              6.300E+13     .000   46020.00 
CH+N2<=>HCN+N                            3.120E+09    0.880   20130.00 
CH+N2(+M)<=>HCNN(+M)                     3.100E+12     .150        .00 
     LOW  /  1.300E+25   -3.160    740.00/ 
     TROE/   .6670  235.00  2117.00  4536.00 / 
H2/2.00/ H2O/6.00/ CH4/2.00/ CO/1.50/ CO2/2.00/ C2H6/3.00/ AR/ 1.0/  
CH2+N2<=>HCN+NH                          1.000E+13     .000   74000.00 
CH2(S)+N2<=>NH+HCN                       1.000E+11     .000   65000.00 
C+NO<=>CN+O                              1.900E+13     .000        .00 
C+NO<=>CO+N                              2.900E+13     .000        .00 
CH+NO<=>HCN+O                            4.100E+13     .000        .00 
CH+NO<=>H+NCO                            1.620E+13     .000        .00 
CH+NO<=>N+HCO                            2.460E+13     .000        .00 
CH2+NO<=>H+HNCO                          3.100E+17   -1.380    1270.00 
CH2+NO<=>OH+HCN                          2.900E+14    -.690     760.00 
CH2+NO<=>H+HCNO                          3.800E+13    -.360     580.00 
CH2(S)+NO<=>H+HNCO                       3.100E+17   -1.380    1270.00 
CH2(S)+NO<=>OH+HCN                       2.900E+14    -.690     760.00 
CH2(S)+NO<=>H+HCNO                       3.800E+13    -.360     580.00 
CH3+NO<=>HCN+H2O                         9.600E+13     .000   28800.00 
CH3+NO<=>H2CN+OH                         1.000E+12     .000   21750.00 
HCNN+O<=>CO+H+N2                         2.200E+13     .000        .00 
HCNN+O<=>HCN+NO                          2.000E+12     .000        .00 
HCNN+O2<=>O+HCO+N2                       1.200E+13     .000        .00 
HCNN+OH<=>H+HCO+N2                       1.200E+13     .000        .00 
HCNN+H<=>CH2+N2                          1.000E+14     .000        .00 
HNCO+O<=>NH+CO2                          9.800E+07    1.410    8500.00 
HNCO+O<=>HNO+CO                          1.500E+08    1.570   44000.00 
HNCO+O<=>NCO+OH                          2.200E+06    2.110   11400.00 
HNCO+H<=>NH2+CO                          2.250E+07    1.700    3800.00 
HNCO+H<=>H2+NCO                          1.050E+05    2.500   13300.00 
HNCO+OH<=>NCO+H2O                        3.300E+07    1.500    3600.00 
HNCO+OH<=>NH2+CO2                        3.300E+06    1.500    3600.00 
HNCO+M<=>NH+CO+M                         1.180E+16     .000   84720.00 
H2/2.00/ H2O/6.00/ CH4/2.00/ CO/1.50/ CO2/2.00/ C2H6/3.00/ AR/ .70/  
HCNO+H<=>H+HNCO                          2.100E+15    -.690    2850.00 
HCNO+H<=>OH+HCN                          2.700E+11     .180    2120.00 
HCNO+H<=>NH2+CO                          1.700E+14    -.750    2890.00 
HOCN+H<=>H+HNCO                          2.000E+07    2.000    2000.00 
HCCO+NO<=>HCNO+CO                        0.900E+13     .000        .00 
CH3+N<=>H2CN+H                           6.100E+14    -.310     290.00 
CH3+N<=>HCN+H2                           3.700E+12     .150     -90.00 
NH3+H<=>NH2+H2                           5.400E+05    2.400    9915.00 
NH3+OH<=>NH2+H2O                         5.000E+07    1.600     955.00 
NH3+O<=>NH2+OH                           9.400E+06    1.940    6460.00 
NH+CO2<=>HNO+CO                          1.000E+13     .000   14350.00 
CN+NO2<=>NCO+NO                          6.160E+15   -0.752     345.00 
NCO+NO2<=>N2O+CO2                        3.250E+12     .000    -705.00 
N+CO2<=>NO+CO                            3.000E+12     .000   11300.00 
O+CH3=>H+H2+CO                           3.370E+13     .000        .00 
O+C2H4<=>H+CH2CHO                        6.700E+06    1.830     220.00 
O+C2H5<=>H+CH3CHO                        1.096E+14     .000        .00 
OH+HO2<=>O2+H2O                          0.500E+16     .000   17330.00 
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  DUPLICATE 
OH+CH3=>H2+CH2O                          8.000E+09     .500   -1755.00 
CH+H2(+M)<=>CH3(+M)                      1.970E+12     .430    -370.00 
   LOW/ 4.820E+25  -2.80  590.0 / 
   TROE/ .578  122.0  2535.0  9365.0 / 
H2/2.00/ H2O/6.00/ CH4/2.00/ CO/1.50/ CO2/2.00/ C2H6/3.00/ AR/ .70/  
CH2+O2=>2H+CO2                           5.800E+12     .000    1500.00 
CH2+O2<=>O+CH2O                          2.400E+12     .000    1500.00 
CH2+CH2=>2H+C2H2                         2.000E+14     .000   10989.00 
CH2(S)+H2O=>H2+CH2O                      6.820E+10     .250    -935.00 
C2H3+O2<=>O+CH2CHO                       3.030E+11     .290      11.00 
C2H3+O2<=>HO2+C2H2                       1.337E+06    1.610    -384.00 
O+CH3CHO<=>OH+CH2CHO                     2.920E+12     .000    1808.00 
O+CH3CHO=>OH+CH3+CO                      2.920E+12     .000    1808.00 
O2+CH3CHO=>HO2+CH3+CO                    3.010E+13     .000   39150.00 
H+CH3CHO<=>CH2CHO+H2                     2.050E+09    1.160    2405.00 
H+CH3CHO=>CH3+H2+CO                      2.050E+09    1.160    2405.00 
OH+CH3CHO=>CH3+H2O+CO                    2.343E+10    0.730   -1113.00 
HO2+CH3CHO=>CH3+H2O2+CO                  3.010E+12     .000   11923.00 
CH3+CH3CHO=>CH3+CH4+CO                   2.720E+06    1.770    5920.00 
H+CH2CO(+M)<=>CH2CHO(+M)                 4.865E+11    0.422   -1755.00 
    LOW/ 1.012E+42  -7.63  3854.0/ 
    TROE/ 0.465  201.0  1773.0  5333.0 / 
H2/2.00/ H2O/6.00/ CH4/2.00/ CO/1.50/ CO2/2.00/ C2H6/3.00/ AR/ .70/  
O+CH2CHO=>H+CH2+CO2                      1.500E+14     .000       .00 
O2+CH2CHO=>OH+CO+CH2O                    1.810E+10     .000       .00 
O2+CH2CHO=>OH+2HCO                       2.350E+10     .000       .00 
H+CH2CHO<=>CH3+HCO                       2.200E+13     .000       .00 
H+CH2CHO<=>CH2CO+H2                      1.100E+13     .000       .00 
OH+CH2CHO<=>H2O+CH2CO                    1.200E+13     .000       .00 
OH+CH2CHO<=>HCO+CH2OH                    3.010E+13     .000       .00 
CH3+C2H5(+M)<=>C3H8(+M)                  .9430E+13     .000       .00 
     LOW/ 2.710E+74  -16.82  13065.0 / 
     TROE/ .1527  291.0  2742.0  7748.0 /  
H2/2.00/ H2O/6.00/ CH4/2.00/ CO/1.50/ CO2/2.00/ C2H6/3.00/ AR/ .70/  
O+C3H8<=>OH+C3H7                         1.930E+05    2.680   3716.00 
H+C3H8<=>C3H7+H2                         1.320E+06    2.540   6756.00 
OH+C3H8<=>C3H7+H2O                       3.160E+07    1.800    934.00 
C3H7+H2O2<=>HO2+C3H8                     3.780E+02    2.720   1500.00 
CH3+C3H8<=>C3H7+CH4                      0.903E+00    3.650   7154.00 
CH3+C2H4(+M)<=>C3H7(+M)                  2.550E+06    1.600   5700.00 
      LOW/ 3.00E+63  -14.6  18170./ 
      TROE/ .1894  277.0  8748.0  7891.0 /  
H2/2.00/ H2O/6.00/ CH4/2.00/ CO/1.50/ CO2/2.00/ C2H6/3.00/ AR/ .70/  
O+C3H7<=>C2H5+CH2O                       9.640E+13     .000       .00 
H+C3H7(+M)<=>C3H8(+M)                    3.613E+13     .000       .00 
      LOW/ 4.420E+61  -13.545  11357.0/ 
      TROE/ .315  369.0  3285.0  6667.0 /  
H2/2.00/ H2O/6.00/ CH4/2.00/ CO/1.50/ CO2/2.00/ C2H6/3.00/ AR/ .70/  
H+C3H7<=>CH3+C2H5                        4.060E+06    2.190    890.00 
OH+C3H7<=>C2H5+CH2OH                     2.410E+13     .000       .00 
HO2+C3H7<=>O2+C3H8                       2.550E+10    0.255   -943.00 
HO2+C3H7=>OH+C2H5+CH2O                   2.410E+13     .000       .00 
CH3+C3H7<=>2C2H5                         1.927E+13   -0.320       .00 
END 
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APPENDIX B  
 
B.1   Code for solving the Material and Energy Balances for a PSR 
 
' Perfectly Stirred Reactor  
Option Explicit 
Public Const MIN_INC_MULT As Double = 1000#  
'************** Begin Wrapper Functions ***************************** 
'double get_Ith(N_Vector v,long i) /* Ith numbers components 1..NEQ */ 
Private Declare Function get_Ith Lib 
"C:\CVODE_Excel_DLL\CVode\Debug\CVode.dll" (ByVal lpv As Long, ByVal i As 
Long) As Double 
'void set_Ith(N_Vector v,long i,double value) /* Ith numbers components 
1..NEQ */ 
Private Declare Sub set_Ith Lib "C:\CVODE_Excel_DLL\CVode\Debug\CVode.dll" 
(ByVal lpv As Long, ByVal i As Long, ByVal value As Double) 
'long get_N_VDataSize(void* v) 
Private Declare Function get_N_VDataSize Lib 
"C:\CVODE_Excel_DLL\CVode\Debug\CVode.dll" (ByVal V As Long) As Long 
'void* get_N_VDataPtr(void *v) 
Private Declare Function get_N_VDataPtr Lib 
"C:\CVODE_Excel_DLL\CVode\Debug\CVode.dll" (ByVal V As Long) As Long 
'double get_N_VWrmsNorm(void *lpfy, void *lpewt) 
Private Declare Function get_N_VWrmsNorm Lib 
"C:\CVODE_Excel_DLL\CVode\Debug\CVode.dll" (ByVal fy As Long, ByVal ewt As 
Long) As Double 
'void* get_N_VMAKEPtr(double *y, long N) 
Private Declare Function get_N_VMAKEPtr Lib 
"C:\CVODE_Excel_DLL\CVode\Debug\CVode.dll" (ByRef y_arr As Double, ByVal N As 
Long) As Long 
'void set_N_VectorDataPtr(void * lpjthCol, void * lpjthColData) 
Private Declare Sub set_N_VectorDataPtr Lib 
"C:\CVODE_Excel_DLL\CVode\Debug\CVode.dll" (ByVal lpJthCol As Long, ByVal 
lpJthColData As Long) 
'void* get_Dense_ColPtr(void *lpDMatJ, long i) 
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Private Declare Function get_Dense_ColPtr Lib 
"C:\CVODE_Excel_DLL\CVode\Debug\CVode.dll" (ByVal lpDMatJ As Long, ByVal i As 
Long) As Long 
'void compute_N_VLinearSum(double a, void *x, double b, void *y, void *z ){ 
Private Declare Sub compute_N_VLinearSum Lib 
"C:\CVODE_Excel_DLL\CVode\Debug\CVode.dll" (ByVal a As Double, ByVal lpx As 
Long, ByVal b As Double, ByVal lpy As Long, ByVal lpz As Long) 
'void compute_N_VDISPOSEPtr (void *v) 
Private Declare Sub compute_N_VDISPOSEPtr Lib 
"C:\CVODE_Excel_DLL\CVode\Debug\CVode.dll" (ByVal lpv As Long) 
'double get_IJth(void *A, long i, long j) 
Private Declare Function get_IJth Lib 
"C:\CVODE_Excel_DLL\CVode\Debug\CVode.dll" (ByVal lpv As Long, ByVal i As 
Long, ByVal j As Long) As Double 
'void set_IJth(void *A, long i, long j,double value) 
Private Declare Sub set_IJth Lib "C:\CVODE_Excel_DLL\CVode\Debug\CVode.dll" 
(ByVal lpv As Long, ByVal i As Long, ByVal j As Long, ByVal value As Double) 
 
'**************** End of Wrapper functions ******************************* 
' 
'long CVodeDenseCustom(double *output_arr, 
'                       long NEQ, 
'                       long NOUT, 
'                       double RTOL, 
'                       double T0, 
'                       double T1, 
'                       double TMULT, 
'                       double *input_arr, 
'                       RhsFn fnPtr, 
'                       CVDenseJacFn jacfnPtr) 
 
Private Declare Function CVodeDenseCustom Lib 
"C:\CVODE_Excel_DLL\CVode\Debug\CVode.dll" (ByRef output_arr As Double, _ 
                                                                                           
ByVal NEQ As Long, _                                                                                           
ByVal NOUT As Long, _                                                                                           
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ByVal RTOL As Double, _                                                                                           
ByVal T0 As Double, _                                                                                           
ByVal T1 As Double, _                                                                                           
ByVal TMULT As Double, _                                                                                           
ByRef input_arr As Double, _ 
                                                                                           
ByVal fnPtr As Long, _                                                                                           
ByVal jacfnPtr As Long) As Long 
                                                                                          
'  yd1 = Ith(ydot,1) = -0.04*y1 + 1e4*y2*y3;'  yd3 = Ith(ydot,3) = 3e7*y2*y2; 
'        Ith(ydot,2) = -yd1 - yd3; 
'} 
Sub fun(ByVal N As Long, ByVal t As Double, ByVal y As Long, ByVal ydot As 
Long, ByRef f_data As Long) 
  Dim y_conc(52) As Double 
  Dim yd(54) As Double 
  Dim i, j, Reactions, Species As Integer 
' New kinetics problem 
Dim Res_time, Volume As Double 
Dim R_gas, T_in, P_in As Double 
Dim P_out, T_out, M As Double 
Dim MW_in, MW_out As Double 
 
Dim hF(52), hF0(52), hFIN(52), a1(52), a2(52), a3(52), a4(52), a5(52), 
a6(52), a7(52), S(52) As Double 
Dim H(52), DELS(324), DELH(324), Href(52), KP(324), KC(324) As Double 
Dim A_INF(324), BETA_INF(324), E_INF(324), KF(324), KR(324), y_in(52), W(52), 
X(52) As Double 
Dim H_in(52), WFIN(52), F_in(52), F_out(52), N_in, N_out, EFF3(324) As Double 
Dim a1L(52), a2L(52), a3L(52), a4L(52), a5L(52), a6L(52), a7L(52), CPT As 
Double 
Dim QIN, QOUT, QADDED, WFOUT(52), MFOUT(52), FORW(324), REV(324), CKI(324, 
52) As Double 
Dim A_O(324), BETA_O(324), E_O(324), K_INF(324), K_O(324), P_r(324), 
F_cent(324) As Double 
Dim QUE(324), RS(52), b1(324), b2(324), b3(324), b4(324), CF(324), CN(324), 
F(324), CP(52) As Double 
Dim R, Patm, MASS, Tref, V3(324, 52) As Double 
Dim VF(324, 52), VR(324, 52), NW(324), V(324, 52) As Double 
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For i = 0 To 52 
y_conc(i) = get_Ith(y, i + 1) 
Next i 
 
T_out = get_Ith(y, 54) 
Reactions = 325 
Species = 53 
R = 1.9872 
R_gas = 82.057 ' R = cm^3-atm/mole-K 
Tref = 298.15 
Patm = 1# 
 
' Mass Flow Rate 
MASS = ActiveSheet.Cells(9, 2) 
 
' Residence time 
Res_time = ActiveSheet.Cells(8, 2) 
 
'Pressure in 
P_in = ActiveSheet.Cells(3, 2)  ' here Pin = Pout 
 
'Temperature in 
T_in = ActiveSheet.Cells(4, 2) 
 
'Pressure Out 
P_out = ActiveSheet.Cells(5, 2)  ' here Pin = Pout 
 
'  Thermodynamic Chemical data for Species  
For i = 0 To Species - 1 
a1L(i) = Sheet2.Cells(3 + i, 4) 
a2L(i) = Sheet2.Cells(3 + i, 5) 
a3L(i) = Sheet2.Cells(3 + i, 6) 
a4L(i) = Sheet2.Cells(3 + i, 7) 
a5L(i) = Sheet2.Cells(3 + i, 8) 
a6L(i) = Sheet2.Cells(3 + i, 9) 
a7L(i) = Sheet2.Cells(3 + i, 10) 
a1(i) = Sheet2.Cells(3 + i, 12) 
a2(i) = Sheet2.Cells(3 + i, 13) 
a3(i) = Sheet2.Cells(3 + i, 14) 
a4(i) = Sheet2.Cells(3 + i, 15) 
a5(i) = Sheet2.Cells(3 + i, 16) 
a6(i) = Sheet2.Cells(3 + i, 17) 
a7(i) = Sheet2.Cells(3 + i, 18) 
 
Next i 
 
' Molecular weights of species and ' Molar fraction in 
For i = 0 To Species - 1 
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 W(i) = Sheet2.Cells(3 + i, 2) 
 y_in(i) = ActiveSheet.Cells(3 + i, 7) 
  Next i 
'   Arrhenius Coefficients for Reactions  
For j = 0 To Reactions - 1 
A_INF(j) = Sheet1.Cells(3 + j, 2) 
BETA_INF(j) = Sheet1.Cells(3 + j, 3) 
E_INF(j) = Sheet1.Cells(3 + j, 4) 
A_O(j) = Sheet1.Cells(3 + j, 6) 
BETA_O(j) = Sheet1.Cells(3 + j, 7) 
E_O(j) = Sheet1.Cells(3 + j, 8) 
b1(j) = Sheet1.Cells(3 + j, 9) 
b2(j) = Sheet1.Cells(3 + j, 10) 
b3(j) = Sheet1.Cells(3 + j, 11) 
b4(j) = Sheet1.Cells(3 + j, 12) 
 
Next j 
 
For j = 0 To Reactions - 1 
For i = 0 To Species - 1 
 VF(j, i) = Sheet4.Cells(3 + j, 2 + i) 
 VR(j, i) = Sheet5.Cells(3 + j, 2 + i) 
 V3(j, i) = Sheet3.Cells(2 + j, 2 + i) 
 
  Next i 
  Next j 
' Average Molecular Weight in 
       
MW_in = 0 
For i = 0 To Species - 1 
 MW_in = MW_in + y_in(i) * W(i) 
  Next i 
  
' Weight fractions in 
For i = 0 To Species - 1 
 WFIN(i) = y_in(i) * W(i) / MW_in 
  Next i 
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' Species concentrations in X(K) 
For i = 0 To Species - 1 
 X(i) = y_in(i) * P_in / (R_gas * T_in) 
  Next i 
 
' Mole fractions out to calculate OUTAVMW where Y(K) is species conc. out 
For i = 0 To Species - 1 
 MFOUT(i) = (y_conc(i) * R_gas * T_out) / P_out 
  Next i 
 
' Average Molecular Weight out 
      
MW_out = 0 
For i = 0 To Species - 1 
 MW_out = MW_out + MFOUT(i) * W(i) 
  Next i 
 
' Weight fractions out 
For i = 0 To Species - 1 
 WFOUT(i) = MFOUT(i) * W(i) / MW_out 
 Next i 
 
' Volume of the reactor 
Volume = (MASS * Res_time * R_gas * T_out) / (P_out * MW_out) 
 
' Molar flow rate of species in 
For i = 0 To Species - 1 
 F_in(i) = MASS * WFIN(i) / W(i) 
  Next i 
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' Total Molar flow rate in N_in 
N_in = 0 
For i = 0 To Species - 1 
 N_in = N_in + F_in(i) 
  Next i 
 
' Molar flow rate of species out 
For i = 0 To Species - 1 
 F_out(i) = MASS * WFOUT(i) / W(i) 
  Next i 
         
' Total Molar flow rate out N_out 
N_out = 0 
For i = 0 To Species - 1 
 N_out = N_out + F_out(i) 
  Next i 
        
' H(M)=DELTA H/RT, S(M)=DELTA S/R, Specific heat capacity Cp(i)and 
H_in(i)Enthalpy of species in 
For i = 0 To Species - 1 
 H(i) = ((a1(i)) + (a2(i) * T_out / 2) + (a3(i) * (T_out ^ 2) / 3) + (a4(i) * 
(T_out ^ 3) / 4) + (a5(i) * (T_out ^ 4) / 5) + (a6(i) / T_out) + (a7(i) * 0)) 
 S(i) = ((a1(i) * Log(T_out)) + (a2(i) * T_out) + (a3(i) * (T_out ^ 2) / 2) + 
(a4(i) * (T_out ^ 3) / 3) + (a5(i) * (T_out ^ 4) / 4) + (a6(i) * 0) + 
(a7(i))) 
 CP(i) = ((a1(i)) + (a2(i) * T_out) + (a3(i) * (T_out ^ 2)) + (a4(i) * (T_out 
^ 3)) + (a5(i) * (T_out ^ 4)) + (a6(i) * 0) + (a7(i) * 0)) * R 
 Href(i) = ((a1L(i)) + (a2L(i) * Tref / 2) + (a3L(i) * (Tref ^ 2) / 3) + 
(a4L(i) * (Tref ^ 3) / 4) + (a5L(i) * (Tref ^ 4) / 5) _ 
                  + (a6L(i) / Tref) + (a7L(i) * 0)) 
 H_in(i) = ((a1L(i)) + (a2L(i) * T_in / 2) + (a3L(i) * (T_in ^ 2) / 3) + 
(a4L(i) * (T_in ^ 3) / 4) + (a5L(i) * (T_in ^ 4) / 5) _ 
        + (a6L(i) / T_in) + (a7L(i) * 0)) 
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Next i 
 
For j = 0 To Reactions - 1 
For i = 0 To Species - 1 
 V(j, i) = VR(j, i) - VF(j, i) 
  Next i 
  Next j 
      
For j = 0 To Reactions - 1 
 DELH(j) = 0 
 DELS(j) = 0 
 Next j 
      
For j = 0 To Reactions - 1 
For i = 0 To Species - 1 
 DELH(j) = DELH(j) + V(j, i) * H(i) 
 DELS(j) = DELS(j) + V(j, i) * S(i) 
  Next i 
  Next j 
' Heat of formation 
For i = 0 To Species - 1 
  hF0(i) = Href(i) * R * Tref 
   Next i 
'For O2,H2,N2,Ar 
  hF0(2 - 1) = 0 
  hF0(4 - 1) = 0 
  hF0(48 - 1) = 0 
  hF0(49 - 1) = 0 
 
'****************************************************** 
For j = 0 To Reactions - 1 
 EFF3(j) = 0 
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  Next j 
For j = 0 To Reactions - 1 
For i = 0 To Species - 1 
 EFF3(j) = EFF3(j) + V3(j, i) * (y_conc(i)) 
 Next i 
 Next j 
      
For j = 0 To Reactions - 1 
 If (EFF3(j) = 0) Then 
 EFF3(j) = 1 
 Else 
  EFF3(j) = EFF3(j) 
 End If 
   Next j 
 
For j = 0 To Reactions - 1 
  K_INF(j) = A_INF(j) * (Exp(-E_INF(j) / (R * T_out))) * (T_out ^ 
BETA_INF(j)) 
  K_O(j) = A_O(j) * (Exp(-E_O(j) / (R * T_out))) * (T_out ^ BETA_O(j)) 
   Next j 
 
For j = 0 To Reactions - 1 
 If (K_O(j) = 0) Then 
  P_r(j) = 0.5 
   Else 
   P_r(j) = (K_O(j) * EFF3(j)) / K_INF(j) 
 End If 
  Next j 
 
For j = 0 To Reactions - 1 
 If (b1(j) = 0) Then 
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  F_cent(j) = 1 
   Else 
F_cent(j) = ((1 - b1(j)) * Exp(-T_out / b2(j)) + b1(j) * Exp(-T_out / b3(j)) 
+ Exp(-b4(j) / T_out)) 
 End If 
  Next j 
 
For j = 0 To Reactions - 1 
 CF(j) = -0.4 - 0.67 * Log(F_cent(j)) / Log(10) 
 CN(j) = 0.75 - 1.27 * Log(F_cent(j)) / Log(10) 
 F(j) = 10 ^ (((1 + ((Log(P_r(j)) / Log(10) + CF(j)) / (CN(j) - 0.14 * 
(Log(P_r(j)) / Log(10) + CF(j)))) ^ 2) ^ (-1)) * (Log(F_cent(j)) / Log(10))) 
  Next j 
 
For j = 0 To Reactions - 1 
 If (F(j) = 1) Then 
   F(j) = 3 
  ElseIf (F(j) <> 1) Then 
  F(j) = F(j) 
   End If 
  Next j 
 
F(11) = 1 
F(184) = 1 
F(236) = 1 
 
' KF(j) Forward rate constant and KP(j) Equilbrium constant pressure units 
For j = 0 To Reactions - 1 
 KF(j) = K_INF(j) * (P_r(j) / (1 + P_r(j))) * F(j) 
 KP(j) = Exp(DELS(j) - DELH(j)) 
 
  Next j 
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For j = 0 To Reactions - 1 
 NW(j) = 0 
  Next j 
 
For j = 0 To Reactions - 1 
For i = 0 To Species - 1 
  NW(j) = NW(j) + (VR(j, i) - VF(j, i)) 
   Next i 
   Next j 
' Equilibrium rate constant 
For j = 0 To Reactions - 1 
 KC(j) = KP(j) * (Patm / (R_gas * T_out)) ^ NW(j) 
  Next j 
' Reversible rate constant 
For j = 0 To Reactions - 1 
 KR(j) = KF(j) / KC(j) 
  Next j 
 
KR(134) = 0 
KR(283) = 0 
KR(287) = 0 
KR(289) = 0 
KR(291) = 0 
KR(292) = 0 
KR(296) = 0 
KR(297) = 0 
KR(299) = 0 
KR(300) = 0 
KR(301) = 0 
KR(302) = 0 
KR(304) = 0 
KR(305) = 0 
KR(306) = 0 
KR(323) = 0 
     
For j = 0 To Reactions - 1 
 FORW(j) = 1 
   Next j 
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For j = 0 To Reactions - 1 
For i = 0 To Species - 1 
 If (VF(j, i) = 0) Then 
  GoTo 66 
  ElseIf (VF(j, i) > 0) Then 
  GoTo 77 
  End If 
77   FORW(j) = FORW(j) * (y_conc(i) ^ VF(j, i)) 
66  Next i 
  Next j 
 
For j = 0 To Reactions - 1 
 REV(j) = 1 
  Next j 
For j = 0 To Reactions - 1 
 For i = 0 To Species - 1 
  If (VR(j, i) = 0) Then 
  GoTo 69 
  ElseIf (VR(j, i) > 0) Then 
  GoTo 78 
  End If 
78   REV(j) = REV(j) * (y_conc(i) ^ VR(j, i)) 
69  Next i 
  Next j 
 
' Rate expression for each reaction QUE(I) 
For j = 0 To Reactions - 1 
 QUE(j) = EFF3(j) * (KF(j) * FORW(j) - KR(j) * REV(j)) 
  Next j 
' Rate of production of species K from reaction I 
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For j = 0 To Reactions - 1 
For i = 0 To Species - 1 
 CKI(j, i) = V(j, i) * QUE(j) 
   Next i 
   Next j 
' Species Net generation RS(K) 
For i = 0 To Species - 1 
 RS(i) = 0 
  Next i 
 
For i = 0 To Species - 1 
For j = 0 To Reactions - 1 
 RS(i) = RS(i) + CKI(j, i) 
  Next j 
  Next i 
‘ Molar enthalpy in and Molar enthalpy out 
For i = 0 To Species - 1 
 hFIN(i) = hF0(i) + (H_in(i) * R * T_in) - (Href(i) * R * Tref) 
 hF(i) = hF0(i) + (H(i) * R * T_out) - (Href(i) * R * Tref) 
  Next i 
' Mean specific heat at constant pressure, QIN Energy in and QOUT Energy out 
CPT = 0 
QIN = 0 
QOUT = 0 
For i = 0 To Species - 1 
 CPT = CPT + MFOUT(i) * CP(i) 
 QIN = QIN + F_in(i) * hFIN(i) 
 QOUT = QOUT + F_out(i) * hF(i) 
 
  Next i 
 
' Heat added 
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QADDED = QOUT - QIN 
  
' Set of ODE`s for Mass balance 
 
For i = 0 To Species - 1 
 yd(i + 1) = (1 / Res_time) * ((T_in / T_out) * (P_out / P_in) * (N_in / 
N_out) * X(i) - y_conc(i)) + RS(i) 
 Call set_Ith(ydot, i + 1, yd(i + 1)) 
  Next i 
   
' ODE for Energy balance 
 
yd(54) = (1 / (CPT - R)) * (QIN - QOUT) 
 
 Call set_Ith(ydot, 54, yd(54)) 
  
ActiveSheet.Cells(7, 2) = N_out 
 
End Sub 
 
Public Sub CVodeDenseCustom_Macro() 
 
Application.ScreenUpdating = False 
 
    Dim NEQ As Long, NOUT As Long 
    Dim RTOL As Double, T0 As Double, T1 As Double, TMULT As Double 
    Dim input_arr() As Double 
    Dim output_arr() As Double 
    Dim i, j, Curr_Free_Row, Start_Row_IG, ret As Long 
     
' NEQ     10              /* number of equations  */ 
' NOUT           15    /* number of output times */ 
' RTOL               1.00E-06    /* scalar relative tolerance            */ 
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' T0     0     /* initial time           */ 
' T1     1.00E-07      /* first output time      */ 
' TMULT  10    /* output time factor     */ 
 
  NEQ = ActiveSheet.Cells(71, 2) 'Cell B71 
  NOUT = ActiveSheet.Cells(72, 2) 'Cell B72 
  RTOL = ActiveSheet.Cells(73, 2) 
  T0 = ActiveSheet.Cells(74, 2) 
  T1 = ActiveSheet.Cells(75, 2) 
  TMULT = ActiveSheet.Cells(76, 2) 'Cell B76 
   
  'Starting Row on the Excel Sheet for the Initial Gusses 
  Start_Row_IG = 79 
  
  ReDim input_arr(NEQ * 2) 
       
  For i = 0 To NEQ - 1 
    If ActiveSheet.Cells(i + Start_Row_IG, 2) = " " Then 
           input_arr(2 * i) = 0# 
    Else 
         input_arr(2 * i) = ActiveSheet.Cells(i + Start_Row_IG, 2) 
    End If 
     
    If ActiveSheet.Cells(i + Start_Row_IG, 4) = " " Then 
           input_arr(2 * i + 1) = 0# 
    Else 
        input_arr(2 * i + 1) = ActiveSheet.Cells(i + Start_Row_IG, 4) 
    End If 
  Next i 
  Curr_Free_Row = i + Start_Row_IG 
  Curr_Free_Row = Curr_Free_Row + 1 'Leave One Row Empty' 
  ReDim output_arr(NOUT * (NEQ + 1)) 
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  ret = CVodeDenseCustom(output_arr(0), NEQ, NOUT, RTOL, T0, T1, TMULT, 
input_arr(0), AddressOf fun, AddressOf CVDenseJacobian) 
         
 If (ret = 1) Then 
   
    ActiveSheet.Cells(Curr_Free_Row, 1) = "Combustion Results PSR" 
   
    Curr_Free_Row = Curr_Free_Row + 1 
     
    For i = 0 To NOUT - 1 
        For j = 0 To NEQ 
            ActiveSheet.Cells(Curr_Free_Row, j + 1) = output_arr((NEQ + 1) * 
i + j) 
        Next j 
        Curr_Free_Row = Curr_Free_Row + 1 
    Next i 
  Else 
    MsgBox "Unable to compute the results", , "CVode With DLL" 
      
  End If 
     
   Application.ScreenUpdating = True 
     
End Sub 
'/*************** CVDenseDQJac **************************************** 
' 
' This routine generates a dense difference quotient approximation to 
' the Jacobian of f(t,y). It assumes that a dense matrix of type 
' DenseMat is stored column-wise, and that elements within each column 
' are contiguous. The address of the jth column of J is obtained via 
' the macro DENSE_COL and an N_Vector with the jth column as the 
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' component array is created using N_VMAKE and N_VDATA. Finally, the 
' actual computation of the jth column of the Jacobian is done with a 
' call to N_VLinearSum. 
' 
'**********************************************************************/ 
Sub CVDenseJacobian(ByVal N As Long, ByVal lpDMatJ As Long, ByVal F As Long, 
ByVal f_data As Long, _ 
                    ByVal tn As Double, ByVal lpy As Long, ByVal lpfy As 
Long, ByVal lpewt As Long, _ 
                    ByVal H As Double, ByVal uround As Double, ByVal jac_data 
As Long, _ 
                    ByRef nfePtr As Long, ByVal lpvtemp1 As Long, ByVal 
vtemp2 As Long, ByVal vtemp3 As Long) 
 
Dim fnorm As Double, minInc As Double, inc As Double, inc_inv As Double, 
yjsaved As Double, srur As Double 
Dim fy() As Double, szfy As Double 
Dim ftemp() As Double, jthCol() As Double 
Dim lpftemp As Long, lpewt_data As Long, lpy_data As Long 
Dim szftemp As Long, szewt_data As Long, szy_data As Long 
Dim lpJthCol As Long, szjthCol As Long, lpJthColData As Long 
Dim jthelemY As Double 
Dim j As Long 
 
lpftemp = lpvtemp1 
szftemp = get_N_VDataSize(lpvtemp1) 
 
'/* Set minimum increment based on uround and norm of f */ 
srur = Sqr(uround) 'square root 
fnorm = get_N_VWrmsNorm(lpfy, lpewt) 
If (fnorm <> 0#) Then 
    minInc = (MIN_INC_MULT * Abs(H) * uround * N * fnorm) 
Else 
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    minInc = 1 
End If 
 
 lpJthCol = get_N_VMAKEPtr(get_N_VDataPtr(lpy), N) 
 szjthCol = N 
  
 For j = 0 To N - 1 
 '   /* Generate the jth col of J(tn,y) */ 
 lpJthColData = get_Dense_ColPtr(lpDMatJ, j) 
 Call set_N_VectorDataPtr(lpJthCol, lpJthColData) 
  
 'yjsaved = y_data(j) 
 yjsaved = get_Ith(lpy, j + 1) 
 If (srur * Abs(yjsaved) > minInc / get_Ith(lpewt, j + 1)) Then 
    inc = srur * Abs(yjsaved) 
 Else 
    inc = minInc / get_Ith(lpewt, j + 1) 
 End If 
  
 'y_data(j) = y_data(j) + inc 
 jthelemY = get_Ith(lpy, j + 1) + inc 
 Call set_Ith(lpy, j + 1, jthelemY) 
  
 Call fun(N, tn, lpy, lpftemp, f_data) 
 inc_inv = 1# / inc 
  
 Call compute_N_VLinearSum(inc_inv, lpftemp, -inc_inv, lpfy, lpJthCol) 
   'y_data(j) = yjsaved 
 Call set_Ith(lpy, j + 1, yjsaved) 
  Next j 
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  compute_N_VDISPOSEPtr (lpJthCol) 
nfePtr = nfePtr + N 
 
End Sub 
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B.2   Code for solving the Material and Energy Balances for a PFR 
' Plug Flow Reactor (Dilution Zone) 
Option Explicit 
Public Const MIN_INC_MULT As Double = 1000#  
'************** Begin Wrapper Functions ***************************** 
'double get_Ith(N_Vector v,long i) /* Ith numbers components 1..NEQ */ 
Private Declare Function get_Ith Lib 
"C:\CVODE_Excel_DLL\CVode\Debug\CVode.dll" (ByVal lpv As Long, ByVal i As 
Long) As Double 
'void set_Ith(N_Vector v,long i,double value) /* Ith numbers components 
1..NEQ */ 
Private Declare Sub set_Ith Lib "C:\CVODE_Excel_DLL\CVode\Debug\CVode.dll" 
(ByVal lpv As Long, ByVal i As Long, ByVal value As Double) 
'long get_N_VDataSize(void* v) 
Private Declare Function get_N_VDataSize Lib 
"C:\CVODE_Excel_DLL\CVode\Debug\CVode.dll" (ByVal V As Long) As Long 
'void* get_N_VDataPtr(void *v) 
Private Declare Function get_N_VDataPtr Lib 
"C:\CVODE_Excel_DLL\CVode\Debug\CVode.dll" (ByVal V As Long) As Long 
'double get_N_VWrmsNorm(void *lpfy, void *lpewt) 
Private Declare Function get_N_VWrmsNorm Lib 
"C:\CVODE_Excel_DLL\CVode\Debug\CVode.dll" (ByVal fy As Long, ByVal ewt As 
Long) As Double 
'void* get_N_VMAKEPtr(double *y, long N) 
Private Declare Function get_N_VMAKEPtr Lib 
"C:\CVODE_Excel_DLL\CVode\Debug\CVode.dll" (ByRef y_arr As Double, ByVal N As 
Long) As Long 
'void set_N_VectorDataPtr(void * lpjthCol, void * lpjthColData) 
Private Declare Sub set_N_VectorDataPtr Lib 
"C:\CVODE_Excel_DLL\CVode\Debug\CVode.dll" (ByVal lpJthCol As Long, ByVal 
lpJthColData As Long) 
'void* get_Dense_ColPtr(void *lpDMatJ, long i) 
Private Declare Function get_Dense_ColPtr Lib 
"C:\CVODE_Excel_DLL\CVode\Debug\CVode.dll" (ByVal lpDMatJ As Long, ByVal i As 
Long) As Long 
'void compute_N_VLinearSum(double a, void *x, double b, void *y, void *z ){ 
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Private Declare Sub compute_N_VLinearSum Lib 
"C:\CVODE_Excel_DLL\CVode\Debug\CVode.dll" (ByVal a As Double, ByVal lpx As 
Long, ByVal b As Double, ByVal lpy As Long, ByVal lpz As Long) 
'void compute_N_VDISPOSEPtr (void *v) 
Private Declare Sub compute_N_VDISPOSEPtr Lib 
"C:\CVODE_Excel_DLL\CVode\Debug\CVode.dll" (ByVal lpv As Long) 
'double get_IJth(void *A, long i, long j) 
Private Declare Function get_IJth Lib 
"C:\CVODE_Excel_DLL\CVode\Debug\CVode.dll" (ByVal lpv As Long, ByVal i As 
Long, ByVal j As Long) As Double 
'void set_IJth(void *A, long i, long j,double value) 
Private Declare Sub set_IJth Lib "C:\CVODE_Excel_DLL\CVode\Debug\CVode.dll" 
(ByVal lpv As Long, ByVal i As Long, ByVal j As Long, ByVal value As Double) 
 
'**************** End of Wrapper functions ******************************* 
' 
'long CVodeDenseCustom(double *output_arr, 
'                       long NEQ, 
'                       long NOUT, 
'                       double RTOL, 
'                       double T0, 
'                       double T1, 
'                       double TMULT, 
'                       double *input_arr, 
'                       RhsFn fnPtr, 
'                       CVDenseJacFn jacfnPtr) 
 
Private Declare Function CVodeDenseCustom Lib 
"C:\CVODE_Excel_DLL\CVode\Debug\CVode.dll" (ByRef output_arr As Double, _ 
                                                                                           
ByVal NEQ As Long, _                                                                                           
ByVal NOUT As Long, _                                                                                           
ByVal RTOL As Double, _                                                                                           
ByVal T0 As Double, _                                                                                           
ByVal T1 As Double, _                                                                                           
ByVal TMULT As Double, _                                                                                           
ByRef input_arr As Double, _ 
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ByVal fnPtr As Long, _                                                                                           
ByVal jacfnPtr As Long) As Long 
                                                                                          
'  yd1 = Ith(ydot,1) = -0.04*y1 + 1e4*y2*y3;'  yd3 = Ith(ydot,3) = 3e7*y2*y2; 
'        Ith(ydot,2) = -yd1 - yd3; 
'} 
Sub fun(ByVal N As Long, ByVal t As Double, ByVal y As Long, ByVal ydot As 
Long, ByRef f_data As Long) 
  Dim F_out(52) As Double 
  Dim yd(54) As Double 
  Dim i, j, Reactions, Species As Integer 
' New kinetics problem 
Dim Area As Double 
Dim R_gas, T_in, P_in As Double 
Dim P_out, T_out, M As Double 
Dim MW_in, MW_out As Double 
   
Dim hF(52), hF0(52), hFIN(52), a1(52), a2(52), a3(52), a4(52), a5(52), 
a6(52), a7(52), S(52) As Double 
Dim H(52), DELS(324), DELH(324), Href(52), KP(324), KC(324) As Double 
Dim A_INF(324), BETA_INF(324), E_INF(324), KF(324), KR(324), y_in(52), W(52), 
X(52) As Double 
Dim H_in(52), WFIN(52), F_in(52), y_conc(52), N_in, N_out, EFF3(324) As 
Double 
Dim a1L(52), a2L(52), a3L(52), a4L(52), a5L(52), a6L(52), a7L(52), CPT, hF_RS 
As Double 
Dim QIN, QOUT, QADDED, WFOUT(52), MFOUT(52), FORW(324), REV(324), CKI(324, 
52) As Double 
Dim A_O(324), BETA_O(324), E_O(324), K_INF(324), K_O(324), P_r(324), 
F_cent(324) As Double 
Dim QUE(324), RS(52), b1(324), b2(324), b3(324), b4(324), CF(324), CN(324), 
F(324), CP(52) As Double 
159 
 
Dim R, Patm, MASS, Tref, Q_in, Q_out, V3(324, 52) As Double 
Dim VF(324, 52), VR(324, 52), NW(324), V(324, 52) As Double 
 
For i = 0 To 52 
F_out(i) = get_Ith(y, i + 1) 
Next i 
T_out = get_Ith(y, 54) 
Reactions = 325 
Species = 53 
R = 1.9872 
R_gas = 82.057 ' R = cm^3-atm/mole-K 
Tref = 298.15 
Patm = 1# 
 
' Mass Flow Rate 
MASS = ActiveSheet.Cells(9, 2) 
 
' C/S Area of Plug Flow Reactor 
Area = ActiveSheet.Cells(10, 2) 
 
'Pressure in 
P_in = ActiveSheet.Cells(3, 2)  ' here Pin = Pout 
 
'Temperature in 
T_in = ActiveSheet.Cells(4, 2) 
 
'Pressure Out 
P_out = ActiveSheet.Cells(5, 2)  ' here Pin = Pout 
 
'  Thermodynamic Chemical data for Species  
For i = 0 To Species - 1 
a1L(i) = Sheet2.Cells(3 + i, 4) 
a2L(i) = Sheet2.Cells(3 + i, 5) 
a3L(i) = Sheet2.Cells(3 + i, 6) 
a4L(i) = Sheet2.Cells(3 + i, 7) 
a5L(i) = Sheet2.Cells(3 + i, 8) 
a6L(i) = Sheet2.Cells(3 + i, 9) 
a7L(i) = Sheet2.Cells(3 + i, 10) 
a1(i) = Sheet2.Cells(3 + i, 12) 
a2(i) = Sheet2.Cells(3 + i, 13) 
a3(i) = Sheet2.Cells(3 + i, 14) 
a4(i) = Sheet2.Cells(3 + i, 15) 
a5(i) = Sheet2.Cells(3 + i, 16) 
a6(i) = Sheet2.Cells(3 + i, 17) 
a7(i) = Sheet2.Cells(3 + i, 18) 
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Next i 
' Molecular weights of species and ' Molar fraction in 
For i = 0 To Species - 1 
 W(i) = Sheet2.Cells(3 + i, 2) 
 y_in(i) = ActiveSheet.Cells(3 + i, 7) 
 
  Next i 
'  Arrhenius Coefficients for Reactions   
For j = 0 To Reactions - 1 
A_INF(j) = Sheet1.Cells(3 + j, 2) 
BETA_INF(j) = Sheet1.Cells(3 + j, 3) 
E_INF(j) = Sheet1.Cells(3 + j, 4) 
A_O(j) = Sheet1.Cells(3 + j, 6) 
BETA_O(j) = Sheet1.Cells(3 + j, 7) 
E_O(j) = Sheet1.Cells(3 + j, 8) 
b1(j) = Sheet1.Cells(3 + j, 9) 
b2(j) = Sheet1.Cells(3 + j, 10) 
b3(j) = Sheet1.Cells(3 + j, 11) 
b4(j) = Sheet1.Cells(3 + j, 12) 
 
Next j 
 
For j = 0 To Reactions - 1 
For i = 0 To Species - 1 
 VF(j, i) = Sheet4.Cells(3 + j, 2 + i) 
 VR(j, i) = Sheet5.Cells(3 + j, 2 + i) 
 V3(j, i) = Sheet3.Cells(2 + j, 2 + i) 
 
  Next i 
  Next j 
 ' Average Molecular Weight in 
MW_in = 0 
For i = 0 To Species - 1 
 MW_in = MW_in + y_in(i) * W(i) 
  Next i 
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' Weight fractions in 
For i = 0 To Species - 1 
 WFIN(i) = y_in(i) * W(i) / MW_in 
  Next i 
' Molar flow rate of species in 
For i = 0 To Species - 1 
 F_in(i) = MASS * WFIN(i) / W(i) 
  Next i 
' Total Molar flow rate in N_in 
N_in = 0 
For i = 0 To Species - 1 
 N_in = N_in + F_in(i) 
  Next i 
' Species concentrations in X(K) 
For i = 0 To Species - 1 
 X(i) = y_in(i) * P_in / (R_gas * T_in) 
  Next i 
' Total Molar flow rate out N_out 
N_out = 0 
For i = 0 To Species - 1 
 N_out = N_out + F_out(i) 
  Next i 
' Mole fractions out to calculate OUTAVMW 
For i = 0 To Species - 1 
 MFOUT(i) = F_out(i) / N_out 
  Next i 
 ' Average Molecular Weight out 
 MW_out = 0 
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For i = 0 To Species - 1 
 MW_out = MW_out + MFOUT(i) * W(i) 
  Next i 
' Weight fractions out 
For i = 0 To Species - 1 
 WFOUT(i) = MFOUT(i) * W(i) / MW_out 
 Next i 
' 'Establish Volumetric Flow Rate In (Q_in) uisng mass flow rate 
Q_in = (R_gas * T_in / P_in) * N_in 
' Volumetric flow rate out Q_out 
Q_out = Q_in * (T_out / T_in) * (P_in / P_out) * (N_out / N_in) 
' Species concentrations out y_conc(K) 
For i = 0 To Species - 1 
 y_conc(i) = F_out(i) / Q_out 
  Next i 
        
' H(M)=DELTA H/RT, S(M)=DELTA S/R, Specific heat capacity Cp(i)and 
H_in(i)Enthalpy of species in 
For i = 0 To Species - 1 
 H(i) = ((a1(i)) + (a2(i) * T_out / 2) + (a3(i) * (T_out ^ 2) / 3) + (a4(i) * 
(T_out ^ 3) / 4) + (a5(i) * (T_out ^ 4) / 5) + (a6(i) / T_out) + (a7(i) * 0)) 
 S(i) = ((a1(i) * Log(T_out)) + (a2(i) * T_out) + (a3(i) * (T_out ^ 2) / 2) + 
(a4(i) * (T_out ^ 3) / 3) + (a5(i) * (T_out ^ 4) / 4) + (a6(i) * 0) + 
(a7(i))) 
 CP(i) = ((a1(i)) + (a2(i) * T_out) + (a3(i) * (T_out ^ 2)) + (a4(i) * (T_out 
^ 3)) + (a5(i) * (T_out ^ 4)) + (a6(i) * 0) + (a7(i) * 0)) * R 
 Href(i) = ((a1L(i)) + (a2L(i) * Tref / 2) + (a3L(i) * (Tref ^ 2) / 3) + 
(a4L(i) * (Tref ^ 3) / 4) + (a5L(i) * (Tref ^ 4) / 5) _ 
                  + (a6L(i) / Tref) + (a7L(i) * 0)) 
 H_in(i) = ((a1(i)) + (a2(i) * T_in / 2) + (a3(i) * (T_in ^ 2) / 3) + (a4(i) 
* (T_in ^ 3) / 4) + (a5(i) * (T_in ^ 4) / 5) _ 
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        + (a6(i) / T_in) + (a7(i) * 0)) 
Next i 
 
For j = 0 To Reactions - 1 
For i = 0 To Species - 1 
 V(j, i) = VR(j, i) - VF(j, i) 
  Next i 
  Next j 
      
For j = 0 To Reactions - 1 
 DELH(j) = 0 
 DELS(j) = 0 
 
 Next j 
For j = 0 To Reactions - 1 
For i = 0 To Species - 1 
 DELH(j) = DELH(j) + V(j, i) * H(i) 
 DELS(j) = DELS(j) + V(j, i) * S(i) 
 
  Next i 
  Next j 
' Heat of formation 
For i = 0 To Species - 1 
  hF0(i) = Href(i) * R * Tref 
   Next i 
'For O2,H2,N2,Ar 
  hF0(2 - 1) = 0 
  hF0(4 - 1) = 0 
  hF0(48 - 1) = 0 
  hF0(49 - 1) = 0 
'****************************************************** 
For j = 0 To Reactions - 1 
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 EFF3(j) = 0 
  Next j 
For j = 0 To Reactions - 1 
For i = 0 To Species - 1 
 EFF3(j) = EFF3(j) + V3(j, i) * (y_conc(i)) 
 Next i 
 Next j 
 
For j = 0 To Reactions - 1 
 If (EFF3(j) = 0) Then 
 EFF3(j) = 1 
 Else 
  EFF3(j) = EFF3(j) 
 End If 
   Next j 
 
For j = 0 To Reactions - 1 
  K_INF(j) = A_INF(j) * (Exp(-E_INF(j) / (R * T_out))) * (T_out ^ 
BETA_INF(j)) 
  K_O(j) = A_O(j) * (Exp(-E_O(j) / (R * T_out))) * (T_out ^ BETA_O(j)) 
   Next j 
 
For j = 0 To Reactions - 1 
 If (K_O(j) = 0) Then 
  P_r(j) = 0.5 
   Else 
   P_r(j) = (K_O(j) * EFF3(j)) / K_INF(j) 
 End If 
  Next j 
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For j = 0 To Reactions - 1 
 If (b1(j) = 0) Then 
  F_cent(j) = 1 
   Else 
F_cent(j) = ((1 - b1(j)) * Exp(-T_out / b2(j)) + b1(j) * Exp(-T_out / b3(j)) 
+ Exp(-b4(j) / T_out)) 
 End If 
  Next j 
 
For j = 0 To Reactions - 1 
 CF(j) = -0.4 - 0.67 * Log(F_cent(j)) / Log(10) 
 CN(j) = 0.75 - 1.27 * Log(F_cent(j)) / Log(10) 
 F(j) = 10 ^ (((1 + ((Log(P_r(j)) / Log(10) + CF(j)) / (CN(j) - 0.14 * 
(Log(P_r(j)) / Log(10) + CF(j)))) ^ 2) ^ (-1)) * (Log(F_cent(j)) / Log(10))) 
  Next j 
 
For j = 0 To Reactions - 1 
 If (F(j) = 1) Then 
   F(j) = 3 
  ElseIf (F(j) <> 1) Then 
  F(j) = F(j) 
   End If 
  Next j 
 
F(11) = 1 
F(184) = 1 
F(236) = 1 
 
' KF(j) Forward rate constant and KP(j) Equilbrium constant pressure units 
For j = 0 To Reactions - 1 
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 KF(j) = K_INF(j) * (P_r(j) / (1 + P_r(j))) * F(j) 
 KP(j) = Exp(DELS(j) - DELH(j)) 
  Next j 
 
For j = 0 To Reactions - 1 
 NW(j) = 0 
  Next j 
 
For j = 0 To Reactions - 1 
For i = 0 To Species - 1 
  NW(j) = NW(j) + (VR(j, i) - VF(j, i)) 
   Next i 
   Next j 
' Equilibrium rate constant 
For j = 0 To Reactions - 1 
 KC(j) = KP(j) * (Patm / (R_gas * T_out)) ^ NW(j) 
  Next j 
' Reversible rate constant 
For j = 0 To Reactions - 1 
 KR(j) = KF(j) / KC(j) 
  Next j 
 
KR(134) = 0 
KR(283) = 0 
KR(287) = 0 
KR(289) = 0 
KR(291) = 0 
KR(292) = 0 
KR(296) = 0 
KR(297) = 0 
KR(299) = 0 
KR(300) = 0 
167 
 
KR(301) = 0 
KR(302) = 0 
KR(304) = 0 
KR(305) = 0 
KR(306) = 0 
KR(323) = 0 
     
For j = 0 To Reactions - 1 
 FORW(j) = 1 
   Next j 
For j = 0 To Reactions - 1 
For i = 0 To Species - 1 
 If (VF(j, i) = 0) Then 
  GoTo 66 
  ElseIf (VF(j, i) > 0) Then 
  GoTo 77 
  End If 
77   FORW(j) = FORW(j) * (y_conc(i) ^ VF(j, i)) 
66  Next i 
  Next j 
 
For j = 0 To Reactions - 1 
 REV(j) = 1 
  Next j 
For j = 0 To Reactions - 1 
 For i = 0 To Species - 1 
  If (VR(j, i) = 0) Then 
  GoTo 69 
  ElseIf (VR(j, i) > 0) Then 
  GoTo 78 
  End If 
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78   REV(j) = REV(j) * (y_conc(i) ^ VR(j, i)) 
69  Next i 
  Next j 
' Rate expression for each reaction QUE(I) 
For j = 0 To Reactions - 1 
 QUE(j) = EFF3(j) * (KF(j) * FORW(j) - KR(j) * REV(j)) 
  Next j 
' Rate of production of species K from reaction I 
For j = 0 To Reactions - 1 
For i = 0 To Species - 1 
 CKI(j, i) = V(j, i) * QUE(j) 
   Next i 
   Next j 
' Species Net generation RS(K) 
For i = 0 To Species - 1 
 RS(i) = 0 
  Next i 
 
For i = 0 To Species - 1 
For j = 0 To Reactions - 1 
 RS(i) = RS(i) + CKI(j, i) 
  Next j 
  Next i 
' Molar enthalpy in and Molar enthalpy out 
For i = 0 To Species - 1 
 hFIN(i) = hF0(i) + (H_in(i) * R * T_in) - (Href(i) * R * Tref) 
 hF(i) = hF0(i) + (H(i) * R * T_out) - (Href(i) * R * Tref) 
  Next i 
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' Mean specific heat at constant pressure, QIN Energy in and QOUT Energy out 
CPT = 0 
QIN = 0 
QOUT = 0 
hF_RS = 0 
 
For i = 0 To Species - 1 
 CPT = CPT + F_out(i) * CP(i) 
 QIN = QIN + F_in(i) * hFIN(i) 
 QOUT = QOUT + F_out(i) * hF(i) 
 hF_RS = hF_RS + hF(i) * RS(i) 
 
  Next i 
 
' Heat added 
QADDED = QOUT - QIN 
' Establish the set of ODEs 
 
' Also recall to continue a VBA line use a space followed by an underscore 
' Set of ODE`s for Mass balance 
For i = 0 To Species - 1 
 yd(i + 1) = Area * RS(i) 
 Call set_Ith(ydot, i + 1, yd(i + 1)) 
  Next i 
' ODE for Energy balance 
yd(54) = (-Area * hF_RS / (CPT)) 
Call set_Ith(ydot, 54, yd(54)) 
ActiveSheet.Cells(7, 2) = N_out 
 
End Sub 
__________________________________________________________________________ 
Public Sub CVodeDenseCustom_Macro() 
Application.ScreenUpdating = False 
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    Dim NEQ As Long, NOUT As Long 
    Dim RTOL As Double, T0 As Double, T1 As Double, TMULT As Double 
    Dim input_arr() As Double 
    Dim output_arr() As Double 
    Dim i, j, Curr_Free_Row, Start_Row_IG, ret As Long 
     
' NEQ     10              /* number of equations  */ 
' NOUT           15    /* number of output times */ 
' RTOL               1.00E-06    /* scalar relative tolerance            */ 
' T0     0     /* initial time           */ 
' T1     1.00E-07      /* first output time      */ 
' TMULT  10    /* output time factor     */ 
 
  NEQ = ActiveSheet.Cells(71, 2) 'Cell B71 
  NOUT = ActiveSheet.Cells(72, 2) 'Cell B72 
  RTOL = ActiveSheet.Cells(73, 2) 
  T0 = ActiveSheet.Cells(74, 2) 
  T1 = ActiveSheet.Cells(75, 2) 
  TMULT = ActiveSheet.Cells(76, 2) 'Cell B76 
 
'Starting Row on the Excel Sheet for the Initial Gusses 
  Start_Row_IG = 79 
    
  ReDim input_arr(NEQ * 2) 
    For i = 0 To NEQ - 1 
    If ActiveSheet.Cells(i + Start_Row_IG, 2) = " " Then 
           input_arr(2 * i) = 0# 
    Else 
         input_arr(2 * i) = ActiveSheet.Cells(i + Start_Row_IG, 2) 
    End If 
   If ActiveSheet.Cells(i + Start_Row_IG, 4) = " " Then 
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           input_arr(2 * i + 1) = 0# 
    Else 
        input_arr(2 * i + 1) = ActiveSheet.Cells(i + Start_Row_IG, 4) 
    End If 
  Next i 
  Curr_Free_Row = i + Start_Row_IG 
  Curr_Free_Row = Curr_Free_Row + 1 'Leave One Row Empty' 
  ReDim output_arr(NOUT * (NEQ + 1)) 
  ret = CVodeDenseCustom(output_arr(0), NEQ, NOUT, RTOL, T0, T1, TMULT, 
input_arr(0), AddressOf fun, AddressOf CVDenseJacobian) 
 If (ret = 1) Then 
   ActiveSheet.Cells(Curr_Free_Row, 1) = "Combustion Results PFR" 
   Curr_Free_Row = Curr_Free_Row + 1 
     
    For i = 0 To NOUT - 1 
        For j = 0 To NEQ 
            ActiveSheet.Cells(Curr_Free_Row, j + 1) = output_arr((NEQ + 1) * 
i + j) 
        Next j 
        Curr_Free_Row = Curr_Free_Row + 1 
    Next i 
  Else 
    MsgBox "Unable to compute the results", , "CVode With DLL" 
  End If 
  Application.ScreenUpdating = True 
End Sub 
'/*************** CVDenseDQJac **************************************** 
' 
' This routine generates a dense difference quotient approximation to 
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' the Jacobian of f(t,y). It assumes that a dense matrix of type 
' DenseMat is stored column-wise, and that elements within each column 
' are contiguous. The address of the jth column of J is obtained via 
' the macro DENSE_COL and an N_Vector with the jth column as the 
' component array is created using N_VMAKE and N_VDATA. Finally, the 
' actual computation of the jth column of the Jacobian is done with a 
' call to N_VLinearSum. 
' 
'**********************************************************************/ 
Sub CVDenseJacobian(ByVal N As Long, ByVal lpDMatJ As Long, ByVal F As Long, 
ByVal f_data As Long, _ 
                    ByVal tn As Double, ByVal lpy As Long, ByVal lpfy As 
Long, ByVal lpewt As Long, _ 
                    ByVal H As Double, ByVal uround As Double, ByVal jac_data 
As Long, _ 
                    ByRef nfePtr As Long, ByVal lpvtemp1 As Long, ByVal 
vtemp2 As Long, ByVal vtemp3 As Long) 
 
Dim fnorm As Double, minInc As Double, inc As Double, inc_inv As Double, 
yjsaved As Double, srur As Double 
Dim fy() As Double, szfy As Double 
Dim ftemp() As Double, jthCol() As Double 
Dim lpftemp As Long, lpewt_data As Long, lpy_data As Long 
Dim szftemp As Long, szewt_data As Long, szy_data As Long 
Dim lpJthCol As Long, szjthCol As Long, lpJthColData As Long 
Dim jthelemY As Double 
Dim j As Long 
lpftemp = lpvtemp1 
szftemp = get_N_VDataSize(lpvtemp1) 
'/* Set minimum increment based on uround and norm of f */ 
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srur = Sqr(uround) 'square root 
fnorm = get_N_VWrmsNorm(lpfy, lpewt) 
If (fnorm <> 0#) Then 
    minInc = (MIN_INC_MULT * Abs(H) * uround * N * fnorm) 
Else 
    minInc = 1 
End If 
 lpJthCol = get_N_VMAKEPtr(get_N_VDataPtr(lpy), N) 
 szjthCol = N 
  For j = 0 To N - 1 
 '   /* Generate the jth col of J(tn,y) */ 
 lpJthColData = get_Dense_ColPtr(lpDMatJ, j) 
 Call set_N_VectorDataPtr(lpJthCol, lpJthColData) 
  
 'yjsaved = y_data(j) 
 yjsaved = get_Ith(lpy, j + 1) 
 If (srur * Abs(yjsaved) > minInc / get_Ith(lpewt, j + 1)) Then 
    inc = srur * Abs(yjsaved) 
 Else 
    inc = minInc / get_Ith(lpewt, j + 1) 
 End If 
  'y_data(j) = y_data(j) + inc 
 jthelemY = get_Ith(lpy, j + 1) + inc 
 Call set_Ith(lpy, j + 1, jthelemY) 
  Call fun(N, tn, lpy, lpftemp, f_data) 
 inc_inv = 1# / inc 
  Call compute_N_VLinearSum(inc_inv, lpftemp, -inc_inv, lpfy, lpJthCol) 
  'y_data(j) = yjsaved 
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 Call set_Ith(lpy, j + 1, yjsaved) 
  Next j 
  compute_N_VDISPOSEPtr (lpJthCol) 
  nfePtr = nfePtr + N 
End Sub 
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