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Abstract
Fact Extraction and VERification (FEVER)
is a recently introduced task which aims to
identify the veracity of a given claim based
on Wikipedia documents. A lot of methods
have been proposed to address this problem
which consists of the subtasks of (i) retrieving
the relevant documents (and sentences) from
Wikipedia and (ii) validating whether the in-
formation in the documents supports or refutes
a given claim. This task is essential since it
can be the building block of applications that
require a deep understanding of the language
such as fake news detection and medical claim
verification. In this paper, we aim to get a bet-
ter understanding of the challenges in the task
by presenting the literature in a structured and
comprehensive way. In addition, we describe
the proposed methods by analyzing the tech-
nical perspectives of the different approaches
and discussing the performance results on the
FEVER dataset.
1 Introduction
Nowadays we are confronted with a large amount
of information of questionable origin or validity.
This is not a new problem as it has already occurred
since the very first years of the printing press. How-
ever, it attracted a growing interest with the wide
use of social media streams as online news sources.
On a daily basis, a large audience accesses vari-
ous media outlets such as news blogs, etc., rapidly
consuming a vast amount of information with pos-
sibly inaccurate or even misleading context. The
proliferation of the misleading context happens re-
ally quickly due to the fast dissemination of news
across various media streams.
Recently a lot of research in the NLP commu-
nity has been focused on detecting whether the
information coming from news sources is fake or
not. Specifically, automated fact checking is the
NLP task that aims at determining the veracity of
a given claim. Since the main units of a document
are sentences, the goal of the fact checking system
is to automatically identify the nature of the rela-
tionship between any two sentences (e.g., if they
contradict or support one another). To this end,
such systems require a certain level of understand-
ing the language and the coherence of textual units.
Thus, the methods that have been proposed to solve
the fact verification problem essentially belong to
the broader family of Natural Language Inference
(NLI) systems (Bowman et al., 2015). However,
we should note that an NLI system (i.e., used to
validate the veracity of claim) requires all the nec-
essary information (i.e., the claim and the potential
evidence sentences which contradict or support the
claim) to be available upfront. For that, retrieval
systems are also important in order to identify the
relevant and trustworthy evidence sentences com-
ing from various sources (e.g., Wikipedia).
In this paper, we focus on the recently introduced
problem of FEVER (Thorne et al., 2018a). Given
an artificially constructed claim and Wikipedia doc-
uments, the goal of the task is to validate the ve-
racity of the claim. For that, a dataset comprising
145,449 training claims has been introduced in the
work of Thorne et al. (2018a) and a competition
(i.e., shared task) has been organised, where sev-
eral models have been proposed. Since then, the
task has received a lot of attention from the NLP
community and several complex architectures – re-
lying, for example, on Graph Neural Networks
(GNNs) (Kipf and Welling, 2017), language mod-
els (Devlin et al., 2019) – have been presented in
top-tier NLP venues to resolve the task which is far
from being solved (i.e., score of 70.60 percentage
points).
This work aims at summarizing the methods in-
troduced to resolve the FEVER task, which has
the specific characteristic that it comprises multiple
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subtasks. Unlike the work of Thorne and Vlachos
(2018) that aims at providing a high level overview
of fact checking in terms of terminology and meth-
ods, we aim at thoroughly examining the methods
that have been developed for the FEVER task from
a more technical perspective. Specifically, we de-
scribe the various technologies used in the methods,
highlight the pros and cons of each architecture, dis-
cuss the contribution of each specific component
in each proposed system and present the results
for each individual subtask of the FEVER task.
Note that in the various works that try to solve the
FEVER task, researchers use different evaluation
metrics, data splits, assumptions and thus, it is not
straightforward for one to compare them and iden-
tify similar and different aspects among them. This
is exactly the gap that our work covers, by pre-
senting in a structured and comprehensive way the
various methods introduced for the FEVER task.
Thus, our study serves as an extensive review for
the FEVER task and has as a goal to help future
researchers to improve the current state-of-the-art
by providing an easy way to compare systems and
experiments, and investigating the contributions of
each individual model component in the overall
performance.
2 Background
In this section, we (i) define the FEVER task and
the problem it solves (see Section 2.1), (ii) describe
the way that the dataset is constructed (see Sec-
tion 2.2), and (iii) present the core methods that
are exploited in several studies of the FEVER task
(see Section 2.3).
2.1 Problem Definition
The FEVER shared task provides a set of claims
where each claim is a sentence of which the ve-
racity should be identified. The veracity of a
claim should be based on (sentence-level) evidence
provided by Wikipedia. For that, a set of pre-
processed (from the year 2017) Wikipedia docu-
ments has been shared with the participants of the
competition. A claim can be either SUPPORTED
or REFUTED, assuming that correct evidence has
been identified. In the case that there is not enough
information in Wikipedia, the veracity of the claim
should be assessed as NOTENOUGHINFO (NEI).
The goal of the task is for each claim to return the
SUPPORTED or REFUTED label along with the
corresponding evidence while in the case of the
Claim: Claire Danes is wedded to an actor
from England.
[wiki/Claire Danes] She is married to
actor Hugh Dancy, with whom she has
one child.
[wiki/Hugh Dancy] Hugh Michael Ho-
race Dancy (born 19 June 1975) is an
English actor and model.
Verdict: SUPPORTED
Claim: Rogue appears in Canadian comic
books.
[wiki/Rogue (comics)] Rogue is a fic-
tional superhero appearing in Ameri-
can comic books published by Marvel
Comics, commonly in association with
the X Men .
Verdict: REFUTED
Figure 1: Two examples from the FEVER dataset
where evidence sentences should be selected from
Wikipedia. In the example illustrated on top, the claim
is SUPPORTED and the relevant information identified
in Wikipedia is indicated in blue color. In the example
illustrated in the bottom, the claim is REFUTED by the
evidence sentence.
NEI label, no evidence is returned. In 16.82% of
the claims, more than one evidence sentences are
needed to conclude about the veracity of the claim.
Two examples of the FEVER dataset are illustrated
in Fig. 1.
2.2 Dataset Construction
The FEVER dataset includes 185,445 claims and
the exact number of the examples per label (i.e.,
SUPPORTED, REFUTED, NEI) for the training,
development and test sets are presented in Table 1.
The FEVER dataset has been constructed in two
phases: (i) the claim generation and (ii) the claim
labeling phase.
In total, 50 annotators have contributed in the
process. In phase (i), the annotators created claims
from randomly chosen Wikipedia sentences. The
claims should be sentences that include a single
piece of information. The goal of the claim gen-
eration phase is to create claims that are not triv-
ially verifiable (i.e., too similar to the source) nor
too complex. For that, hyperlinks have been in-
cluded in the sentences in order for the annotators
to incorporate external knowledge in a controlled
way. Except for the original claims, the annotators
created variations of the claims by, for example,
paraphrasing, adding negation. For the claims that
were the negated versions of the original claims,
the authors have observed that only trivial nega-
tions were generated (i.e., by adding only the word
“not”). To alleviate this issue, the annotation inter-
face has been re-designed to highlight the “not” triv-
ial negations. In phase (ii) of the dataset construc-
tion process, the annotators were asked to label the
claims as SUPPORTED, REFUTED or NEI. For the
SUPPORTED and REFUTED labels, the annotators
also provided the sentences that have used as evi-
dences for supporting or refuting the veracity of the
claim. For the NEI label, only the label itself was
provided since the annotator could not conclude
whether the claim was supported or refuted based
on the available Wikipedia sentences. Finally, to
improve the quality of the provided dataset, (i) su-
per-annotators checked randomly 1% of the data,
(ii) the Fleiss κ score (Fleiss, 1971) for 4% of ran-
domly selected claims has been calculated among
five annotators, and (iii) the authors have manually
re-validated the quality of the constructed dataset
(for 227 examples).
2.3 Preliminaries
In the literature, the FEVER task has been mostly
treated as a series of three subtasks, namely doc-
ument retrieval, sentence retrieval and claim ver-
ification (Thorne et al., 2018a; Nie et al., 2019a;
Yoneda et al., 2018). In this section, we describe
the methods that have been mostly used to solve
the aforementioned subtasks.
Split SUPPORTED REFUTED NEI
Train 80,035 29,775 35,639
Dev 6,666 6,666 6,666
Test 6,666 6,666 6,666
Table 1: The statistics of the FEVER dataset as pre-
sented in Thorne et al. (2018b).
2.3.1 Document Retrieval
Document retrieval is the task which aims at match-
ing a query against a collection of unstructured doc-
uments and return the most relevant articles (Chen
et al., 2017a).
DrQA: Several approaches, which have been ex-
ploited to partly solve the FEVER task, rely on the
DrQA component (Chen et al., 2017a) for retriev-
ing relevant information from Wikipedia. The goal
of DrQA is to answer questions on open-domain
datasets such as Wikipedia. DrQA consists of two
components (i) the document retriever, which is
responsible for identifying relevant articles, and
(ii) the document reader, which is responsible for
pointing to the start and end positions of the an-
swers inside the document or a set of documents.
However, most of the existing literature on the
FEVER task uses only component (i) (i.e., the doc-
ument retriever) to collect relevant documents from
Wikipedia (see Section 2.1). Specifically, the doc-
ument retriever does not rely on machine learning
methods. It calculates an inverted index lookup,
computes the TF-IDF bag-of-words representations
(bigrams) and scores the articles with the questions
based on the aforementioned word vector represen-
tations.
2.3.2 Sentence Retrieval & Claim
Verification
The FEVER task also consists of the subtasks of
sentence retrieval and claim verification. The sen-
tence retrieval is the task that has as goal to retrieve
the relevant sentences out of a given document or
a set of documents for a given query (i.e., claim
in the context of FEVER). The claim verification
task aims at verifying the veracity of a given claim.
In the context of FEVER, the veracity of a claim
is assessed by taking the retrieved evidences from
the sentence selection subtask into account. For
a detailed description of the FEVER subtasks see
Section 3.1. The tasks of sentence retrieval and
claim verification are commonly framed as NLI
problems and are treated with NLI methods.
Assuming that we have two sentences, the
hypothesis and the premise sentence, the goal of
the NLI task is to determine whether the premise
sentence entails, contradicts or is neutral to
the hypothesis. The most well-known datasets
for NLI are the Stanford Natural Language
Inference (SNLI) Corpus (Bowman et al., 2015),
the Multi-Genre Natural Language Inference
(MultiNLI) Corpus (Williams et al., 2018), and the
cross-lingual NLI (XNLI) Corpus (Conneau et al.,
2018). Several approaches have been proposed to
solve the NLI tasks, however the most fundamental
neural models that have been exploited in the
context of the FEVER task are the Decomposable
Attention (DA) (Parikh et al., 2016), Enhanced
Long Short-Term Memory (LSTM) for Natural
Language Inference (ESIM) (Chen et al., 2017b),
Bidirectional Encoder Representations from
Transformers (BERT)-based NLI (Devlin et al.,
2019).
DA: The model has been proposed in the
work of Parikh et al. (2016) and unlike the trend
of using LSTMs, DA solely relies on word
embeddings in order not to increase the complexity
by O(d2) where d is the size of the hidden
dimension. Specifically, DA consists of three
components (i) the attention step, which computes
soft-alignment scores between the two sentences
(i.e., the premise and the hypothesis) similar to
the method of Bahdanau et al. (2015) (ii) the
comparison step, which applies a feed-forward
neural network with a non-linearity between the
aligned representations and (iii) the aggregation
step, which combines the information from
previous steps via a summation operation to
predict the final label.
ESIM: Chen et al. (2017b) rely on LSTM models
to perform the NLI task. In particular, the model
exploits the use of bidirectional LSTMs (Hochre-
iter and Schmidhuber, 1997) (i.e., on top of the
word embeddings) to form representations of
the premise and the hypothesis sentences. A
soft-alignment layer that calculates attention
weights similar to the DA model (Parikh et al.,
2016) is being used. In addition to the original
representations, operations such as the difference
and the element-wise product between the LSTM
and the attended representations are calculated
to model complex interactions. In the next
layer, LSTMs are also exploited to construct the
representation for the prediction layer. Finally,
unlike DA, in the prediction layer, average and
max pooling operations are used for the prediction
of the final label.
BERT: Pre-trained Language Models (LM) have
revolutionized the way that NLP tasks are solved.
Examples include ELMo (Embeddings from
Language Models) (Peters et al., 2018), OpenAI
GPT (Radford et al., 2018) and BERT (Devlin
et al., 2019). In the context of the FEVER task,
several models (Liu et al., 2020; Soleimani et al.,
2020) rely on the pre-trained BERT model. The
BERT relies on WordPiece embeddings (Wu et al.,
2016) and on Transformer networks (Vaswani
et al., 2017). The input to the BERT model is
either a single sentence or a pair of sentences
encoded in a single sequence. The first token
is always the special token [CLS], which is
used in classification tasks, and the sentences are
separated by the special [SEP] symbol. Two
approaches have been proposed to pre-train the
BERT model. Specifically, (i) the Masked LM,
where a percentage of random WordPiece tokens
are masked and the goal is to predict the masked
tokens, and (ii) the Next Sentence Prediction task,
where the goal is to validate (0 or 1) whether
the second sentence is the sequel of the first one.
The pre-training task (ii) has been shown to be
extremely useful for downstream tasks such as
Question Answering (QA) and NLI. For finetuning
BERT for NLI, the sentence pair is separated by
the [SEP] symbol and the classification label is
predicted on top of the [CLS] symbol.
2.4 Baseline Model
Along with the FEVER dataset, Thorne et al.
(2018a) provided a three-step pipeline model to
solve the FEVER task. The three subtasks are
(i) the document retrieval step, where the goal is to
retrieve relevant documents from Wikipedia for a
given claim, (ii) the sentence retrieval step, which
is responsible for retrieving relevant evidence sen-
tences from the documents retrieved from step (i),
and (iii) the claim verification step, which aims
at predicting the correct label (i.e., SUPPORTED,
REFUTED or NEI as defined in Section 2.1). A
graphical illustration of the three-step pipeline
model is provided in Fig. 2. Most of the exist-
ing works so far (see Zhao et al. (2020); Zhong
et al. (2020)) are also following this three-step
pipeline approach, however more complex archi-
tectures have been proposed to solve the FEVER
task in an end-to-end fashion (Yin and Roth, 2018).
2.4.1 Document Retrieval
For this subtask, Thorne et al. (2018a) exploited
the DrQA module, which has been extensively de-
scribed in Section 2.3.1, and used cosine similarity
to obtain the k most similar documents to the claim
based on the TF-IDF word representation.
2.4.2 Sentence Selection
For sentence selection, in the proposed three-step
model, Thorne et al. (2018a) obtained the most
similar sentences from the retrieved documents (see
previous subtask) by using either DrQA or unigram
Claim
Wikipedia
…
…
…
(1) document 
retrieval
(2) sentence 
retrieval
(3) claim 
verification
SUPPORT
REFUTE
NEI
Figure 2: A three-step pipeline model for the FEVER task. It consists of three components, namely document
retrieval, sentence retrieval and claim verification. The input to the first component is Wikipedia and a given claim
sentence. The output of the first component is a set of Wikipedia documents related to the claim. The retrieved
documents are fed as input to the sentence retrieval component and the output of that module is a set of sentences
related to the claim from the input documents. Finally, the input to the claim verification component is the retrieved
sentences from step (2) and the output is a label which indicates the veracity of the claim. Note that the claim is
provided as input to every component of the pipeline system. The shaded box illustrates the fact that in several
systems, steps (2) and (3) are performed in a joint setting.
TF-IDF vectors. Moreover, they used a cut-off
threshold tuned on the development set.
2.4.3 Claim verification
Two methods were developed for the claim verifi-
cation component. First, a multi-layer perceptron
(MLP) was used by taking as input features the
term frequencies of the claim and the evidence
and the TF-IDF cosine similarity between them.
Second, DA (Parikh et al., 2016) – which was de-
scribed in Section 2.3.2 – has been used as a state-
of-the-art system in NLI (Bowman et al., 2015)
(aka Recognizing Textual Entailment (RTE)). It
is worthwhile mentioning that, for this step, evi-
dences are needed in order to train the NLI com-
ponent. However, this is not feasible for the NEI
labels, since there are no such evidence sentences
in the training set. To circumvent this issue, two
strategies have been explored in the baseline model:
(i) sampling random sentences from Wikipedia,
and (ii) sampling random sentences from the most
similar documents as retrieved from the document
retrieval component.
2.5 Evaluation
In this subsection, we describe the evaluation met-
rics that are used for evaluating the performance
in the different FEVER subtasks. Note that since
the three subtasks are stacked the one on top of
the other, higher performance in the downstream
components (e.g., document retrieval) leads to bet-
ter performance on the upstream components (e.g.,
sentence retrieval and claim verification). The or-
ganizers of the FEVER shared task (Thorne et al.,
2018b) have released a Github repository with the
code of their evaluation module1.
2.5.1 Document Retrieval
The evaluation of the results for the subtask of doc-
ument retrieval based on the work of Thorne et al.
(2018a) that defined the task relies on two met-
rics, namely oracle accuracy and fully supported.
The fully supported metric indicates the number
of claims for which the correct documents (i.e.,
along with the corresponding evidences) have been
fully retrieved by the document retrieval compo-
nent. This metric takes only into account the claims
that are supported/refuted by evidences (i.e., does
not consider the NEI class). The oracle accuracy
is the upper bound of accuracy over all the three
classes (i.e., considers the claims of the NEI class
as correct).
2.5.2 Sentence Retrieval
The evaluation of this subtask is performed by us-
ing precision, recall and F1 scores. Specifically,
the organizers of the shared task suggested the pre-
cision to count the number of the correct evidences
retrieved by the sentence retrieval component with
respect to the number of the predicted evidences for
the supported/refuted claims. The recall has also
been exploited for the supported/refuted claims.
Note that a claim is considered correct in the case
that at least a complete evidence group is identi-
1https://github.com/sheffieldnlp/
fever-scorer
fied. Finally, the F1 score is calculated based on
the aforementioned metrics.
2.5.3 Claim Verification
The evaluation of the claim verification subtask is
based on the label accuracy and the FEVER score
metrics. The label accuracy measures the accu-
racy of the label predictions (i.e., SUPPORTED,
REFUTED and NEI) without taking the retrieved
evidences into account. On the other hand, the
FEVER score counts a claim as correct if a com-
plete evidence group has been correctly identified
(for the supported/refuted claims) as well as the
corresponding label. Thus, the FEVER score is
considered as a strict evaluation metric and it was
the primary metric for ranking the systems on the
leaderboard of the shared task.
3 Methods
In this section, we describe the various methods
that have been developed so far for solving the
FEVER task. Most of the existing studies in the
literature (Hanselowski et al., 2018; Zhong et al.,
2020) divide the task into a series of three subtasks
(i.e., document retrieval, sentence selection and
claim verification, see Section 3.1 for a detailed
description) similar to the baseline model as de-
scribed in Section 2.4. However, there are some
studies that merge the two subtasks of sentence se-
lection and claim verification into one (see Fig. 2)
mostly by exploiting multi-task learning architec-
tures (Yin and Roth, 2018; Nie et al., 2020). For
a detailed description of these joint architectures,
see Section 3.2. Table 2 is a timeline that sum-
marizes the architectures developed so far for the
FEVER task.
3.1 Pipeline Models
3.1.1 Document Retrieval
In this subsection, we describe the main methods
that have been proposed for the document retrieval
task. Note that the input to the document retrieval
step is Wikipedia and a given claim sentence. The
output of this module is a set of relevant to the
claim Wikipedia documents.
Mention-based methods
Hanselowski et al. (2018) proposed a mention-
based approach to retrieve the relevant documents
from Wikipedia for a given claim. This method
consists of three components, namely (i) mention
extraction, (ii) candidate article search, and
(iii) candidate filtering. Component (i) relies on
a constituency parser as developed in the work
of Gardner et al. (2018). Based on the parser, every
noun phrase in a claim is considered as a potential
entity. In addition, they employ heuristics based on
which potential entity mentions are considered all
words before the main verb of the claim and the
whole claim itself. The component (ii) presented
in the work of Hanselowski et al. (2018) uses an
external search API2 in order to match the potential
entity mentions identified by component (i) in
the titles of Wikipedia articles. Component (ii)
also returns some Wikipedia titles that are longer
than the entity mentions. To deal with this case,
component (iii) is responsible for stemming the
Wikipedia title as well as the claim and discard all
titles that are not part of the claim. The method-
ology of the work presented in Hanselowski et al.
(2018) is also followed by Zhou et al. (2019);
Chernyavskiy and Ilvovsky (2019); Stammbach
and Neumann (2019); Zhao et al. (2020); Liu et al.
(2020); Soleimani et al. (2020), sometimes with
minor modifications. Another piece of work that
the value of named entities is being exploited is the
work of Malon (2018); Chakrabarty et al. (2018);
Hidey and Diab (2018); Yin and Roth (2018).
The work of Chakrabarty et al. (2018), except
for named-entity recognition uses the Google
custom search API and dependency parsing as
another task that improves the coverage of the
retrieved documents. Note that the works of Malon
(2018); Chakrabarty et al. (2018) also exploit
disambiguation information, e.g., whether the
Wikipedia title refers to a “film” (e.g., Titanic
might refer to either the ship or the movie).
Keyword-based methods
The work of Nie et al. (2019a) ranked at the first
position at the FEVER competition. For that,
they presented a three-stage model that relies on
Neural Semantic Matching Network (NSNM),
i.e., a variation of ESIM (Chen et al., 2017b)
(see Section 2.3.2). For the document retrieval,
they exploit a keyword-matching approach that
relies on exact matching (between the Wikipedia
title and the spans of the claim), article elimination
(i.e., remove the first article, e.g., “a”) and
singularization (every token is considered as a span
2https://www.mediawiki.org/wiki/API:
Main_page
Document Retrieval Sentence Retrieval Claim Verification Joint
Model Mention Keyword Other TF-IDF ESIM LM Other ESIM LM Other
20
18
Hanselowski et al. (2018) 3 3 3
Thorne et al. (2018a) 3 3
Yoneda et al. (2018) 3 3 3
Yin and Schu¨tze (2018a) 3 3 3
Hidey and Diab (2018) 3 3 3
Chakrabarty et al. (2018) 3 3 3
Malon (2018) 3 3
Luken et al. (2018) 3 3 3
Yin and Roth (2018) 3 3
Taniguchi et al. (2018) 3 3 3
20
19
Nie et al. (2019a) 3 3 3
Nie et al. (2019b) 3 3 3
Ma et al. (2019) 3
Zhou et al. (2019) 3
Chernyavskiy and Ilvovsky (2019) 3 3 3
Stammbach and Neumann (2019) 3 3 3 3
Jobanputra (2019) 3 3
20
20
Zhao et al. (2020) 3 3 3
Liu et al. (2020) 3 3 3
Soleimani et al. (2020) 3 3 3
Zhong et al. (2020) 3 3 3
Portelli et al. (2020) 3 3 3
Lee et al. (2020) 3 3
Lewis et al. (2020) 3 3
Nie et al. (2020) 3 3 3 3
Table 2: Timeline with the works that have been developed so far for the FEVER task, grouped based (i) on the
year and (ii) in a similar way to the one presented in Section 3. LM stands for language model based approaches
and the 3 symbol indicates whether a model uses a particular method. Note that most of the works developed in
2019-2020 rely on pre-existing document retrieval components and the main focus is on the sentence retrieval and
the claim verification components.
when no documents are returned). Afterwards,
all documents that do not contain disambiguative
information (e.g., “band”, “movie”) are added
in the retrieved document list. The rest of the
documents (i.e., those with disambiguative
information) are ranked and filtered out using
NSNM and a threshold value. Several works (Ma
et al., 2019; Nie et al., 2019b; Zhong et al., 2020;
Portelli et al., 2020) exploit the document retrieval
module developed by Nie et al. (2019a). The work
of Luken et al. (2018) is also designed to extract
part-of-speech tags, dependencies, etc. by using
the CoreNLP parser (Manning et al., 2014) for
keyphrase identification.
Other methods
However, there are some methods that do not fall
into any of the aforementioned categories. The
work of Yin and Schu¨tze (2018a) relies on the
work of the baseline model (Thorne et al., 2018a)
as presented in Section 2.4. Similar to the baseline
model, the work of Hidey and Diab (2018) exploit
DrQA along with hand-crafted features and neural
methods for the document retrieval task. Yoneda
et al. (2018) design hand-crafted features such as
position, capitalization in the claim and train a
logistic regression classifier. Unlike most of the
works on the document retrieval FEVER subtask
that aim for high recall, the work of Taniguchi
et al. (2018) aims for high precision using exact
matching techniques. In addition, as we observe
in Table 2, most of the works that have been
developed for the competition shared task (2018)
focus on hand-crafted features. However, this is
not the case for more recent works (2019-2020)
that focus mostly on the sentence retrieval and
claim verification components and use mention-
and keyword-based approaches.
3.1.2 Sentence Retrieval
In this subsection, we describe the main methods
that have been proposed for the sentence retrieval
component. The input to the sentence retrieval
step is the Wikipedia documents retrieved from
the previous component and the given claim
sentence. Each Wikipedia document consists of
sentences and the relevant to the claim sentences,
the so-called evidences, are the output of the
second component.
TF-IDF
For the sentence retrieval task, several pipeline
methods in the literature rely on the sen-
tence retrieval component of the baseline
method (Thorne et al., 2018a). Specifically, these
methods (Chernyavskiy and Ilvovsky, 2019;
Portelli et al., 2020; Taniguchi et al., 2018;
Yin and Schu¨tze, 2018a), use a TF-IDF vector
representation along with a cosine similarity
function (see Section 2.4 for a detailed description).
However, there are some attempts that exploit
additional representations such as the ELMo
embeddings (Chakrabarty et al., 2018).
ESIM-Based
An important line of research (Hanselowski et al.,
2018; Nie et al., 2019a; Zhou et al., 2019) for the
sentence selection subtask of the FEVER task
includes the use of ESIM-based models (Chen
et al. (2017b), see also Section 2.3.2 for more
details on the ESIM architecture). Those works
formulate the sentence selection subtask as an
NLI problem where the claim is the “premise”
sentence and the potential evidence sentence as a
“hypothesis”. Hanselowski et al. (2018) proposed
a modified version of ESIM that during training
receives as input the claim and the ground truth
evidence sentences, as well as the claim with
negative examples, randomly selected from the
Wikipedia documents that the positive samples
(i.e., ground truth evidences) are coming from
(i.e., they sample randomly five sentences by not
including the positive ones). The loss function
used in this work is a hinge loss that receives
as inputs the positive and the negative ranking
scores (as pairs) from the ESIM model. At test
time, the model computes the ranking score
between the claim and each potential evidence
sentence. It is also worth mentioning that the
work of Zhou et al. (2019) exploits the evidences
retrieved by the model of Hanselowski et al.
(2018). Similar to Hanselowski et al. (2018), Nie
et al. (2019a) uses the same variation of ESIM
called NSNM which has been exploited by the
document retrieval component as well (see the
keyword-based methods in Section 3.1). Similar to
the work of Hanselowski et al. (2018), Nie et al.
(2019a) calculate the NSMN score between the
claim and the evidence sentences. Afterwards
threshold-based prediction is used to retain the
highest scoring sentences. Unlike Hanselowski
et al. (2018) that train a pairwise hinge loss, Nie
et al. (2019a) exploit a cross-entropy loss for
training their model.
Language Model Based
Similar to the ESIM-based methods, language
model based methods (Nie et al., 2019b; Zhong
et al., 2020; Soleimani et al., 2020; Liu et al.,
2020; Zhao et al., 2020) transform the sentence
retrieval task to an NLI problem using pre-trained
language models. The pre-trained language
models are finetuned for the NLI task similar
to the procedure described for the BERT-based
model in Section 2.3.2. It is however worth
mentioning that the models developed for the
sentence retrieval component do not rely only on
BERT but also on RoBERTa (Liu et al., 2019)
and XLNet (Yang et al., 2019). For the language
model based sentence retrieval two types of losses
have been exploited (i) pointwise loss, where a
cross-entropy classifier is used to predict 0 or 1,
depending on whether the claim and the potential
evidence sentence are related, and (ii) pairwise
loss, where the loss function takes as input a
negative and a positive example. In that case,
the positive example is the concatenation of the
claim with an evidence sentence from the ground
truth while a negative example is a concatenation
between the claim and a negative example (i.e.,
potential evidence, not included in the evidence
set). That way the model is learning to maximize
the margin between the positive and the negative
examples. For the loss of type (i), several works
that use the BERT pre-trained model have been
proposed (Soleimani et al., 2020; Nie et al., 2019b).
Unlike the previous works that use the pointwise
loss, the work of Zhong et al. (2020) use the
RoBERTa and XLNet models pre-trained models.
For loss of type (ii), the proposed architectures
rely only on the BERT pre-trained language
model (Soleimani et al., 2020; Zhao et al., 2020;
Liu et al., 2020). Due to the high number of
negative examples with respect to the number
of positive examples in the sentence retrieval
subtask, Soleimani et al. (2020) proposed to use
hard negative mining similar to Schroff et al.
(2015) to select more difficult examples (i.e., those
with the highest loss values). Note that training a
pairwise loss is more computationally expensive
than training a pointwise loss, since in the first
case, one should consider all the combinations
of positive-negative example pairs. Note that, as
we observe in Table 2, most recent works (i.e.,
developed in 2019-2020) focus on developing
language model based approaches.
Other Methods
A model able to combine both the ESIM-based
and the language model based sentence retrieval
components is the two-step model of Stammbach
and Neumann (2019). This work relies on the
model of Nie et al. (2019a) as a first component
and uses a BERT-based model with two different
sampling strategies to select negative examples.
Except for the aforementioned studies that can be
grouped into specific categories, there are some
methods (Luken et al., 2018; Otto, 2018; Yoneda
et al., 2018; Stammbach and Neumann, 2019)
that make use of different strategies for sentence
retrieval. Luken et al. (2018) use the root, the
nouns and the names entities of the claim and
construct a set of rules. For instance, if the named
entities and the nouns are included in the sentence
then the sentence is added in the evidence set.
Similar to the work of Luken et al. (2018), Otto
(2018) also relies on nouns and named entities
extracted from the claim by using the spaCy NLP
library (Honnibal and Johnson, 2015). This work
is able to directly retrieve evidences using the Solr
indexer3 without relying on a document retrieval
component. Unlike previous studies (Luken et al.,
2018; Otto, 2018), Yoneda et al. (2018) manually
extract features such as the length of the sentences,
whether the tokens of the sentence are included in
the claim, etc. These features are fed into a logistic
regression model.
3.1.3 Claim Verification
In general, most of the claim verification methods
use neural model components. In the baseline
method, as discussed in Section 2.4, the authors
have exploited either an MLP neural model or a
DA approach. In this section, the work on claim
verification is divided into (i) ESIM-based architec-
tures, (ii) language model based approaches, and
(iii) other neural models. It is worth mentioning
that most of the literature so far is focused on
improving the task of claim verification because
the previous two subtasks (i.e., document retrieval
and sentence selection) have already attained quite
good performance in terms of the recall evaluation
3https://lucene.apache.org/solr/
metric, see Section 4 and Table 2.
ESIM-based
Hanselowski et al. (2018) used an ESIM model
for claim verification which has been modified to
take as input multiple potential evidence sentences
along with the given claim. They exploit the use of
attention mechanisms, pooling operations and an
MLP classifier to predict the relevant classes (e.g.,
SUPPORTED, REFUTED, NEI). The winning
system of the FEVER task proposed by Nie et al.
(2019a) also relies on a modified version of ESIM
called NSMN combined with additional features.
This work exploits additional features such as
WordNet embeddings (i.e., antonyms, hyponyms),
number embeddings and the scores from the
previous subtasks. Yoneda et al. (2018) use the
ESIM model where the claim with each potential
evidence (and the associated Wikipedia article
title) is considered independently. To aggregate the
predictions for each evidence sentence with the
claim, Yoneda et al. (2018) used an MLP classifier
on top of the prediction score of each evidence
sentence .
Language Model Based
Language models have been also successfully
applied on the claim verification subtask of
FEVER. Soleimani et al. (2020) formulated
the problem of claim verification as an NLI
task where the claim (premise) and the potential
evidence sentence (hypothesis) are the inputs into
a BERT-based language model. The evidences are
independently considered against the claim and the
final decision is made based on an aggregation rule
similar to Malon (2018) (i.e., default label is NEI
and if there is a SUPPORTED label then the label
of the claim is also SUPPORTED). BERT-based
models have been also adopted by multiple
studies e.g., Nie et al. (2019b); Stammbach and
Neumann (2019); Chernyavskiy and Ilvovsky
(2019); Portelli et al. (2020). Zhou et al. (2019)
proposed a BERT-based method that makes use of
GNNs (Kipf and Welling, 2017). By using GNNs,
where evidences are nodes in a graph, they are
able to exchange information between the nodes,
performing reasoning in order to obtain the final
class verification label. Similar to the work of Zhou
et al. (2019) is the work of Liu et al. (2020) where
they exploit the use of kernel attention (Xiong
et al., 2017) both at sentence and token level to
propagate information among the evidence nodes.
A graph-based approach is also exploited in the
work of Zhong et al. (2020) where unlike previous
works instead of using evidences as nodes in the
graph, they construct the graph based on semantic
roles (e.g., verbs, arguments) as those extracted
by an external library. Then, GNNs and graph
attention mechanisms are used to combine and
aggregate information among the graph nodes for
the final prediction. Finally, Zhao et al. (2020)
rely on a modified version of Transformers which
is able to perform multi-hop reasoning even on
long text sequences and combine information
even along different documents. Note also that
as we observe in Table 2 most recent works (i.e.,
developed in 2019-2020) focus on developing
language model based approaches.
Other Neural Models
Some additional neural models that cannot be
classified in any of the aforementioned categories
have been proposed (Chakrabarty et al., 2018;
Yin and Schu¨tze, 2018a; Luken et al., 2018;
Malon, 2018; Taniguchi et al., 2018; Otto, 2018).
Specifically, Chakrabarty et al. (2018) rely on
bidirectional LSTMs and perform operations
among the claim and evidence representation
(e.g., element-wise product, concatenation) similar
to Conneau et al. (2017). Other studies use the DA
model (Luken et al., 2018; Otto, 2018) similar to
the one that was exploited in the baseline model
(for details, see Section 2.3.2). Other methods
such as Convolution Neural Networks (CNNs)
have been also used in combination with attention
mechanisms and transformer networks have been
used by Yin and Schu¨tze (2018a); Taniguchi et al.
(2018) and Malon (2018), respectively.
3.2 Joint models
Unlike all the aforementioned studies presented so
far in Section 3 that consider the FEVER subtasks
in a pipeline setting, there has been a significant
amount of work that handles the FEVER subtasks
in a joint setting. The main motivation of joint
methods is that in the pipeline setting, there are
errors that are flowing from one component to the
other, while in the case that two or more subtasks
are considered together, decisions can be possi-
bly corrected due to the interaction between the
components. For instance, Yin and Roth (2018)
proposed the use of a multitask learning architec-
ture with CNNs and attentive convolutions (Yin
and Schu¨tze, 2018b) in order to extract coarse-
grained (i.e., sentence-level) and fine-grained (i.e.,
with attention over the words) sentence representa-
tions of claim and evidences to perform the tasks
of sentence selection and claim verification in a
joint setting. Similar to this work, Hidey and Diab
(2018) train the sentence selection and claim verifi-
cation subtasks in a multitask fashion. Specifically,
they use the ESIM model for the representation
of the claim and the evidence sentences, pointer
networks (Vinyals et al., 2015) for the sentence
selection subtask and an MLP-based architecture
for claim verification. Nie et al. (2020) perform an
experimental study, where the NSNM model (Nie
et al., 2019a) is compared in three different setups.
In particular, a pipeline setting, a multitask setting
and a newly introduced so-called “compounded
label set” setting are being compared. This com-
pounded label set setting is a combination of all the
labels of the sentence selection and claim verifica-
tion subtasks. Unlike the previous line of research
that train the models in a multitask learning fash-
ion, Jobanputra (2019); Lee et al. (2020) formulate
the problem as a clozed task. In the work of Lee
et al. (2020), the last entity of the claim is masked
out and the missing entity is being filled in with
a language model. That way, a new evidence is
being created (eliminating the need for a sentence
retrieval module) and along with the claim, the
claim verification label using an MLP is predicted.
Similar to that work, Jobanputra (2019) also rely
on language models and eliminate the sentence re-
trieval step. Finally, the work of Lewis et al. (2020)
is an end-to-end system that is performing the three
steps at once. Specifically, for the retrieval an off-
the-shelf retriever (Karpukhin et al., 2020) is being
used and in the claim verification substask, they use
a sequence-to-sequence model that has as goal in
the decoder part to predict the tokens of the labels
(e.g., SUPPORTED).
4 Results & Discussion
In this section, we describe the experimental re-
sults of the methods presented in Section 3 and we
compare their performance. Similar to the previous
section, we present the results per subtask along
with the corresponding discussion. Note that the
performance of the joint models is also presented
in the corresponding subsections.
Pre-calculated Oracle Fully
Model Features κ Accuracy Supported
Thorne et al. (2018a) 3 5 55.30 70.20
Yin and Roth (2018) 3 5 89.63 93.08
Hidey and Diab (2018) 3 5 90.70 -
Hanselowski et al. (2018) 3 7 - 93.55
Chakrabarty et al. (2018) 3 3 94.40 -
Zhou et al. (2019) 3 7 - 93.33
Nie et al. (2019a) 3 5 - 92.42
Table 3: Results of the document retrieval task in terms
of the oracle accuracy and the fully supported evalua-
tion metrics in the dev set. The pre-calculated features
column indicates whether a model uses external NLP
tools or hand-crafted features. The symbol κ is the
number of the retrieved documents. The best perform-
ing models per column are highlighted in bold font.
Missing results are not reported in the original papers.
4.1 Document Retrieval
In Table 3, we present the results of the various doc-
ument retrieval components that were extensively
presented in Section 3.1.1. We evaluate the perfor-
mance of the models based on the two commonly
used evaluation metrics (i.e., fully supported and
oracle accuracy) for the document retrieval step of
FEVER task as introduced in the work of Thorne
et al. (2018a,b) and presented in Section 2.5.2.
In Table 3, the pre-calculated features column indi-
cates whether external NLP tools (e.g., dependency
parser) or hand-crafted features are exploited. In
the k column, the number of retrieved documents
per claim is presented. The model of Thorne et al.
(2018a) is the baseline model as presented in Sec-
tion 2.4. It is worth mentioning that in the various
works, there is not consistent report on the vari-
ous metrics. The results are reported on the dev
set since there is no ground truth data for this sub-
task on the test set. Specifically, the evaluation
metrics on the competition platform4 for the test
set assess the performance only of the subtasks
two (i.e., sentence retrieval) and three (i.e., claim
verification). Almost all of the systems presented
in Table 3 rely either on mention- or keyword-based
approaches, except for the baseline model that re-
lies on TF-IDF features to obtain the most relevant
documents. Note that the works of Hanselowski
et al. (2018) and Nie et al. (2019a) are the systems
that most of the recent neural methods (see Sec-
tion 3.1.1 for more details) rely on. The document
retrieval presented in the work of Zhou et al. (2019)
reproduces the results of the Hanselowski et al.
(2018) model. In terms of oracle accuracy score,
the model of Chakrabarty et al. (2018) is the best
4https://competitions.codalab.org/
competitions/18814
performing one, however the models are not di-
rectly comparable since the oracle accuracy is mea-
sured based on a different number of retrieved doc-
uments. We observe that all the models (Yin and
Roth, 2018; Hidey and Diab, 2018; Chakrabarty
et al., 2018) that rely on mention-based document
retrieval achieve higher performance compared to
the baseline model. The same holds for the fully
supported evaluation metric. In particular, all the
models (Yin and Roth, 2018; Hanselowski et al.,
2018; Zhou et al., 2019; Nie et al., 2019a) score
higher compared to the baseline. This is again be-
cause these models rely on mention- and keyword-
based techniques for document retrieval. Note that
the gap between the keyword-based model of Nie
et al. (2019a) is relatively small in terms of the
fully supported evaluation metric compared to the
mention-based approaches.
4.2 Sentence Retrieval
In Table 4, we present the results of the various sen-
tence retrieval systems described in Section 3.1.2.
The models in Table 4 are grouped similar to the
way that are presented in the aforementioned sub-
section. The pre-calculated features column indi-
cates whether the models use external NLP tools
(e.g., named entity recognizers to detect mentions)
or hand-crafted features. We present results both
on the dev and the test sets using the precision,
recall and F1 evaluation metrics described in Sec-
tion 2.5.2. Bold font indicates the best performing
model per column. The single star symbol (*) de-
notes that the results of a model are reported on the
dev and test sets defined in Thorne et al. (2018a)
(i.e., 9,999 dev and 9,999 test instances) and not
on the dev and test sets of the shared task (Thorne
et al., 2018b) (see Table 1 for the statistics of the
dataset of the shared task). The double star symbol
(**) indicates whether a model uses the title of the
Wikipedia pages as external information. Because
this is a commonly used feature in this task that
resolves co-reference issues, we do not include it
in the pre-calculated features column.
In Table 4, we observe that the different models
optimize over different evaluation metrics (e.g., pre-
cision, recall). For instance, the system of Luken
et al. (2018) optimizes over the precision evaluation
metric, the system of Nie et al. (2019b) optimizes
over the F1 score, while most works optimize over
recall. This is because the recall metric measures
the number of the correctly retrieved evidences
Pre-calculated Dev Test
Model Features Precision Recall F1 Precision Recall F1
T
F-
ID
F Thorne et al. (2018a) 3 - - 17.20 11.28 47.87 18.26
Taniguchi et al. (2018) 3 - - - 11.37 29.79 16.49
Chakrabarty et al. (2018) 3 - 78.04 - 23.02 75.89 35.33
E
SI
M
-
ba
se
d Hanselowski et al. (2018) 7 24.07 86.72 37.69 23.51 84.66 36.80
Nie et al. (2019a) 7 36.49 86.79 51.38 - - 52.96
La
ng
ua
ge
m
od
el
s
Nie et al. (2019b) 7 - - 76.87 - - 74.62
Soleimani et al. (2020)∗∗ 7 38.18 88.00 53.25 - - 38.61
Liu et al. (2020) 7 27.29 94.37 42.34 25.21 87.47 34.14
Zhong et al. (2020) 7 26.67 87.64 40.90 25.63 85.57 39.45
O
th
er
m
od
el
s
Luken et al. (2018) 3 77.50 52.30 62.50 77.23 47.12 58.53
Otto (2018) 3 - - - 12.09 51.69 19.60
Yoneda et al. (2018) 3 22.74 84.54 35.84 22.16 82.84 34.97
Stammbach and Neumann (2019)∗∗ 7 25.10 89.80 39.30 - - -
Jo
in
t
m
od
el
s Yin and Roth (2018)∗ 7 53.81 57.73 50.59 49.91 44.68 47.15
Hidey and Diab (2018) 7 - - - 18.48 75.39 29.69
Nie et al. (2020) 7 - - - - - 50.28
Table 4: Results of the sentence retrieval task in terms of the precision, recall, and F1 evaluation metrics in the
dev and the test set. The pre-calculated features column indicates whether a model uses external NLP tools or
hand-crafted features. The best performing models per column are highlighted in bold font. The single star symbol
(*) denotes that the results of a model are reported on the dev and test sets defined in Thorne et al. (2018a) (i.e.,
9,999 dev and 9,999 test instances) and not on the dev and test sets of the shared task (Thorne et al., 2018b). The
double star symbol (**) indicates whether a model uses the title of the Wikipedia pages as external information.
Missing results are not reported in the original papers.
over the total number of the ground truth evidences.
This is of great importance since the core evalua-
tion of the task (i.e., the FEVER score) requires at
least one correctly retrieved evidence group along
with the correct label for the claim in order evaluate
a claim as correct. Thus, retrieving more evidence
groups maximizes the chance of retrieving a cor-
rect evidence group out of the retrieved evidence
groups. However, note that the organizers have
imposed the restriction of taking into account only
the five highest scoring evidence groups. This re-
striction alleviates the issue of returning the full
set of evidence groups that would lead to the prob-
lem of (i) a perfect recall and (ii) transforming the
FEVER score to the label accuracy metric. There-
fore, a high recall at the sentence retrieval subtask
helps at increasing the performance of the model in
terms of the FEVER score on the subtask of claim
verification (next subtask in the pipeline).
In Table 4 some of the results, especially in the
dev set, are missing while for the test set, the results
are available through the competition leaderboard.
We observe that the ranking of the models (i.e.,
which model performs better compared to another
model) in terms of their performance remains the
same for the dev and the test set. However, for most
Dev Test
Model P@5 R@5 F1@5 P@5 R@5 F1@5
Pointwise 27.66 95.91 42.94 23.77 85.07 37.15
Pairwise 27.29 94.37 42.34 25.21 87.47 39.14
Table 5: The performance of a BERT-based model
trained on the sentence retrieval task using the point-
wise and the pairwise loss functions on the dev and the
test sets (see the work of Liu et al. (2019)) in terms of
Precision (P), Recall (R), and F1 scores. The results
are reported on the 5 highly ranked evidence sentences
(i.e., @5). Note that in the original paper the results on
the pointwise loss are not reported due to page limita-
tions and the pointwise results are obtained from their
Github codebase5.
of the models the performance decreases in the test
set. In terms of the recall, the ESIM-based and
the language model based models perform better
compared to the rest of the models. Exceptions are
the models of Yoneda et al. (2018) (i.e., the sys-
tem which has been ranked as second in the shared
task and relies on hand-crafted features, external
tools and a logistic regression classifier) and the
model of Stammbach and Neumann (2019) (which
is a combination of an ESIM-based and a BERT-
based system). It is worthwhile mentioning the
experiment of Liu et al. (2019) which indicates that
using language models instead of ESIM-based for
sentence retrieval leads to an improvement of 3
percentage points on the test set in terms of the
recall evaluation metric and to 1 percentage point
improvement on the claim verification subtask in
terms of the FEVER score (this is not presented
in Table 4). The two types of loss functions (i.e.,
pointwise and pairwise, see the language model
based part in Section 3.1.2) that have been ex-
ploited for the sentence retrieval task, have been
more extensively studied in the work of Soleimani
et al. (2020) and in the work of Liu et al. (2019).
The experimental study of Soleimani et al. (2020)
suggests that there is a little variation in terms of re-
call between the pointwise and the pairwise models,
even in the case that hard negative mining (Schroff
et al., 2015) is used in order to select more difficult
instances. On the other hand, in the work of Liu
et al. (2019) (see Table 5), we observe that there is
variation between the two losses on the dev and on
the test set. Moreover, we observe that the point-
wise loss performs better on the dev set while it
performs worse on the test, which suggests that the
pointwise loss overfits on the dev set. We hypothe-
size that this is because in the pairwise loss all the
pairs of positive and negative examples are used
while in the pointwise loss only a ratio of negative
examples is used (i.e., five negative examples for
each positive). The ratio in the pointwise loss is
used since otherwise we would have a highly im-
balanced dataset. Due to that fact that from the
two experimental studies (i.e., the one of Soleimani
et al. (2020) and the one of Liu et al. (2019)), there
is no consistent conclusion, this suggests that the
effect of the loss function in the sentence retrieval
task needs further investigation.
4.3 Claim Verification
In Table 6, the results of the claim verification sub-
task are presented in terms of the label accuracy
and the FEVER score evaluation metrics. As in
the above tables, the models are grouped based
on the way that the groups have been formulated
in Section 3.1.3. The pre-calculated features col-
umn indicates as before whether the models use
external tools or hand-crafted features. Bold font
indicates the best performing model per column.
The single star symbol (*) denotes as above that
the results of the model are reported on a different
dev and test sets compared to the dev and test sets
of the shared task (Thorne et al., 2018b). The dou-
ble star symbol (**) indicates whether the model
uses the title of the Wikipedia pages as external
information.
As we observe, the models have a better perfor-
mance in the dev set compared to their performance
on the test set. This is because the test set is blind
and the number of submissions to Codalab is lim-
ited. Thus, the competition participants can only
check the performance of their model in the test set
by submitting the prediction file on the competition
platform. On the other hand, the dev set is publicly
available, and therefore, it is likely that some of
the systems overfit on the dev set. Based on the
results of Table 6, the systems that use language
models have better performance both in terms of
label accuracy and FEVER score in the dev and
test sets compared to the rest of the models. This is
because pre-trained language models have a superi-
ority over the rest of the methods, since they have
been trained on large corpora and thus they already
have prior knowledge. The ESIM-based models,
which are the three highly-ranked models of the
shared task, are the second best performing group
of models in terms of both metrics, although there
is a gap of 4-8 percentage points in terms of the
label accuracy evaluation metric and 3-6 percent-
age points in terms of FEVER score. In addition,
the joint model of Yin and Roth (2018) performs
well on the label accuracy (similar to the language
model based approaches), however, the FEVER
score drops dramatically due to the low recall of
their model in the sentence retrieval task. Recall
that in the task of sentence retrieval task in the
work of Yin and Roth (2018), they optimize over
the F1 score, which favors both precision and recall
unlike most of the works that optimize only over
recall (see Table 4). Note that the presented results
of Yin and Roth (2018) are reported on the splits
defined in the work of Thorne et al. (2018a) and
not on the splits of the shared task (Thorne et al.,
2018b). In general, joint models have shown an
improved performance in a number of tasks (e.g.,
entity-relation extraction (Miwa and Bansal, 2016;
Bekoulis et al., 2018a), POS tagging-dependency
parsing-chunking-semantic relatedness-textual en-
tailment (Hashimoto et al., 2017)) since the error
propagation between the various sequential tasks
is alleviated. However this is not the case for the
proposed joint architectures for the FEVER prob-
lem. We hypothesize that this is due to the fact
Pre-calculated Dev Test
Model Features Label Accuracy FEVER Label Accuracy FEVER
E
SI
M
-
ba
se
d Hanselowski et al. (2018) 7 68.49 64.74 65.46 61.58
Yoneda et al. (2018)∗∗ 7 69.66 65.41 67.62 62.52
Nie et al. (2019a) 3 69.60 66.14 68.16 64.23
La
ng
ua
ge
m
od
el
s
Nie et al. (2019b) 7 75.12 70.18 72.56 67.26
Chernyavskiy and Ilvovsky (2019)∗∗ 7 - - 71.72 67.68
Zhou et al. (2019) 7 74.84 70.69 71.60 67.10
Portelli et al. (2020)∗ 7 84.33 - - -
Soleimani et al. (2020) 7 74.59 72.42 71.86 69.66
Liu et al. (2020)∗∗ 7 78.29 76.11 74.07 70.38
Zhong et al. (2020) 3 79.16 - 76.85 70.60
Zhao et al. (2020)∗∗ 7 78.05 74.98 72.39 69.07
O
th
er
m
od
el
s
Thorne et al. (2018a) 3 - - 48.84 27.45
Chakrabarty et al. (2018) 7 58.77 50.83 57.45 49.06
Luken et al. (2018) 3 44.70 43.90 50.12 43.42
Malon (2018)∗∗ 7 - 58.44 61.08 57.36
Taniguchi et al. (2018) 7 - - 47.13 38.81
Otto (2018) 7 - - 54.15 40.77
Jo
in
t
m
od
el
s
Yin and Roth (2018)∗ 7 78.90 56.16 75.99 54.33
Hidey and Diab (2018) 7 - - 59.72 49.94
Nie et al. (2020) 7 - - 66.21 62.69
Lee et al. (2020) 3 - - 57.00 -
Lewis et al. (2020) 7 74.50 - 72.50 -
Table 6: Results of the claim verification task in terms of the label accuracy and the FEVER score evaluation
metrics in the dev and the test set. The pre-calculated features column indicates whether a model uses external
NLP tools or hand-crafted features. The best performing models per column are highlighted in bold font. The
single star symbol (*) denotes that the results of a model are reported on the dev and test sets defined in Thorne
et al. (2018a) (i.e., 9,999 dev and 9,999 test instances) and not on the dev and test sets of the shared task (Thorne
et al., 2018b). The double star symbol (**) indicates whether a model uses the title of the Wikipedia pages as
external information. Missing results are not reported in the original papers.
that in the FEVER problem, there are no annotated
(i.e., gold) sentences for the NEI class and thus
the different strategies of selecting examples (e.g.,
by randomly selecting sentences of the returned
documents for that class) are not that beneficial.
On the other hand, in the pipeline setting, a sen-
tence retrieval model is trained on the sentences of
the SUPPORTED and REFUTED classes and this
model can later on be used to retrieve sentences that
are exploited as potential evidence sentences along
with the corresponding claim to train the model on
the NEI class for the claim verification subtask.
Based on the results of Table 6, the model pro-
posed in the work of Zhong et al. (2020) lead to the
best performance both in terms of label accuracy
and FEVER score in the dev and test sets. This is
due to the fact that the model relies on the semantic
role labeling tool of AllenNLP6 for constructing
the graph of the claim and the evidence sentences.
6https://demo.allennlp.org/
semantic-role-labeling
That way the graph neural network used in this
work is able to take into account the structure of
the semantic roles (due to the use of the external
tool) instead of extracting that information from
the raw claim and evidence sentences during train-
ing. The contribution of the semantic roles is also
evident from the fact that other works that rely on
graph neural networks (see Zhou et al. (2019); Liu
et al. (2020)) achieve lower performance in terms
of label accuracy and FEVER score. We should
note that the use of external tools is beneficial in
a number of tasks (e.g., entity and relation extrac-
tion where a dependency parser has been exploited
to improve the relation extraction task, see Miwa
and Bansal (2016)). However as presented in the
work of Bekoulis et al. (2018a,b), the performance
of a model can be significantly reduced when the
external tool (e.g., a parser) has been trained on
data coming from different domains (e.g., news
data) or languages (e.g., English) and is applied
on data from another domain (e.g., biological data)
or language (e.g., Dutch). In addition, the per-
formance of the four models of Soleimani et al.
(2020); Liu et al. (2020); Zhong et al. (2020); Zhao
et al. (2020) that optimize for high recall in the
sentence retrieval task obtain almost similar per-
formance on the FEVER score on the test set (i.e.,
a variation of 1 percentage point). Although, the
models of Liu et al. (2020); Zhong et al. (2020);
Zhao et al. (2020) are far more complex in terms of
the proposed architectures compared to the plain
BERT-based model of Soleimani et al. (2020), the
main benefit comes from the pre-trained models.
5 Conclusion
In this paper we focus on the FEVER task where
the goal is to identify whether a sentence is sup-
ported or refuted by evidence sentences or if there
is not enough info available, relying solely on
Wikipedia documents. The aim of our work is to
summarize the research that has been done so far on
the FEVER task, analyze the different approaches,
compare the pros and cons of the proposed archi-
tectures and discuss the results in a comprehensive
way. In addition, we envision that this study will
shed some light on the way that the various meth-
ods are approaching the problem, identify some
potential issues with existing research and be a
structured guide for new researchers to the field.
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