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Abstract
We discuss an initial boundary value problem for a one-dimensional stochastic wave equation with re-
flection. For stochastic parabolic equations with reflection, there are some well-known results. However,
there seems to be no existence result for a stochastic wave equation with reflection. Even for a deterministic
wave equation, the problem has not been completely resolved. Our goal is to establish the existence of a
martingale solution for this problem.
© 2007 Elsevier Inc. All rights reserved.
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0. Introduction
In this paper, we study an initial boundary value problem for a one-dimensional stochastic
wave equation under the condition that solutions be reflected. As in the previous works on sto-
chastic parabolic equations with reflection, we formulate the problem as follows:
utt −
(
a(x)ux
)
x
+ f (x, t, u) = η +
∞∑
j=1
(
hj + gj (u)
)dBj
dt
, (x, t) ∈ (0,L)× (0, T ), (0.1)
u(x,0) = u0(x) 0, ut (x,0) = u1(x), x ∈ (0,L), (0.2)
u(0, t) = u(L, t) = 0, t ∈ (0, T ), (0.3)
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T∫
0
L∫
0
udη = 0. (0.5)
Here {Bj }∞j=1 is a sequence of mutually independent standard Brownian motions, and η is a
positive Borel measure on [0,L] × [0, T ] to be determined as a part of the solution. It represents
upward force to maintain nonnegative u, and the condition (0.5) implies that the upward force
can be exerted only when u(x, t) = 0. The initial condition on ut in (0.2) is loosely formulated.
Precise formulation will be given later.
The above problem for a stochastic parabolic equation (when Eq. (0.1) is replaced by a sto-
chastic parabolic equation) was investigated by Haussmann and Pardoux [5], and existence and
uniqueness of a solution was established. Their result was extended to several space dimensions
by Haussmann [4], and to the case of a space–time white noise by Nualart and Pardoux [8].
However, there has not been any result on the existence of a solution to the above problem for
a stochastic wave equation. Recently Barbu and Da Prato [2] has investigated the Kolmogoroff
equation associated with a second order stochastic differential equation in R.
Here our goal is to obtain an existence result for the problem (0.1)–(0.5). We have been able
to obtain martingale solutions. The existence of a solution over a given probability space is still
open. For this, the lack of uniqueness of a solution is a major hurdle. Let us review related
deterministic problems.
Schatzman [11,12], and Bamberger and Schatzman [1] investigated vibration of a string which
is constrained to stay on one side of an obstacle. With some condition on the geometry of the
obstacle and the assumption of energy conservation, the existence and uniqueness of a solution
to the Cauchy problem was established. It is not known whether intricate geometric argument
in [1,11,12] can be adapted to the equation with random noise. There are also results by other
people on similar deterministic problems of hyperbolic nature. We point out sharp differences
between hyperbolic and parabolic equations. For hyperbolic equations in general, the lack of
smoothing property of solutions is one major cause of difficulty on various stages of analysis. For
an obstacle problem with constraint imposed on the displacement rather than on the velocity, the
lack of monotonicity is another cause of technical difficulty for hyperbolic equations. Obviously
these factors carry over to the problem with stochastic forcing.
Next we provide a synopsis of our result. For martingale solutions, a stochastic basis on which
a solution is built is a part of the solution. Hence, when the main interest is in the probability law
of a solution, martingale solutions are well suited. Also, there is a striking technical advantage of
martingale solutions, because Skorohod’s theorem transforms weak convergence of approximate
solutions into strong convergence. For martingale solutions of stochastic differential equations,
see [6,7]. For a class of stochastic evolution equations of parabolic type, a general procedure
to construct martingale solutions is presented in Da Prato and Zabczyk [3]. There are also some
works where martingale solutions were discussed for hyperbolic equations; see [9] and references
therein.
Our general strategy is to employ the penalty method which is standard in the study of obstacle
problems. So our approach is the same as in the works for stochastic parabolic equations with
reflection; see [4,5]. The first step is to obtain regularized solutions of a relaxed problem where
a rigid obstacle is replaced by an elastic obstacle with a penalty coefficient. The second step
is to obtain energy estimates independent of the penalty coefficient. We do not have sufficient
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the case of parabolic equations with reflection. The final step is to construct a martingale solution
where the main tool is Skorohod’s theorem and the martingale representation theorem. Here the
standard technical framework presented in [3] and adopted in many other papers does not seem
to work, and we employ a different technical setting. The main culprit is the appearance of a
measure in the limit equation associated with reflection.
In Section 1, we state various assumptions, the definition of a solution and the main result.
In Section 2, we provide technical lemmas. Some of them are quite elementary. Section 3 is
exclusively for the proof of the main result.
1. Notation and statement of the main result
Throughout this paper, T and L are fixed positive numbers. For s > 0, H s0 (0,L) and H
s(0,L)
are usual Sobolev spaces on the open interval (0,L). H−s(0,L) is the dual of Hs0 (0,L). When
X is a topological space, B(X ) stands for the σ -algebra of all Borel subsets of X . N ([0,L] ×
[0, T ]) denotes the space of all finite signed Borel measures on [0,L]× [0, T ] equipped with the
weak star topology.
We make the following assumptions on the coefficients of Eq. (0.1):
a(·) ∈ C1([0,1]), a(x) > 0, ∀x, (1.1)
f : [0,L] × [0, T ] ×R → R is Borel measurable, and
f (·,·,0) ∈ L2((0,L)× (0, T )), ∣∣f (x, t, z1)− f (x, t, z2)∣∣K|z1 − z2| (1.2)
for all (x, t) ∈ [0,L] × [0, T ], z1, z2 ∈ R, for some positive number K .
For each j , hj : [0,L] × [0, T ] → R is Borel measurable, and
∞∑
j=1
‖hj‖2L2(0,T ;L2(0,L)) < ∞. (1.3)
For each j, gj : [0,L] × [0, T ] ×R → R is Borel measurable, and
gj (x, t,0) = 0,
∣∣gj (x, t, z1)− gj (x, t, z2)∣∣Kj |z1 − z2| (1.4)
for all (x, t) ∈ [0,L] × [0, T ], z1, z2 ∈ R, for some positive constant Kj such that
∞∑
j=1
K2j < ∞. (1.5)
Definition 1.1. A martingale solution of (0.1)–(0.5) is a collection
(
Ω,F , {Ft },P , {Bj }∞j=1, (u, η)
)
,
where the following conditions are satisfied.
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and {Ft }t0 is a filtration on (Ω,F).
(ii) {Bj }∞j=1 is a sequence of mutually independent standard Brownian motions on
(Ω,F , {Ft },P ).
(iii) (u, η) is a measurable map:
Ω → C([0, T ] × [0,L])×N ([0, T ] × [0,L]).
(iv) u and ut are progressively measurable.
(v) η is a positive Borel measure on [0,L] × [0, T ], (u, η) satisfies (0.3)–(0.5), and u(x,0) =
u0(x) 0,∀x ∈ [0,L], P -almost surely.
(vi) Eq. (0.1) holds in the sense of distributions over (0,L) × (0, T ), for P -almost surely, with
understanding
∞∑
j=1
(
hj + gj (u)
)dBj
dt
= ∂
∂t
∞∑
j=1
t∫
0
(
hj + gj (u)
)
dBj .
(vii) It holds that
lim
t↓0 ut (t) exists in H
−1(0,L)
and
〈
ut (0+)− u1, v − u0
〉
 0, (1.6)
for all nonnegative v ∈ H 10 (0,L), P -almost surely, where 〈·,·〉 is the duality pairing between
H 10 (0,L) and H
−1(0,L).
The condition (1.6) implies that ut (0+)− u1 = 0 in a neighborhood where u0 > 0.
Theorem 1.2. Let u0 ∈ H 10 (0,L),u0  0, and u1 ∈ L2(0,L). Under the above assumptions
(1.1)–(1.5), there is a martingale solution of (0.1)–(0.5). Furthermore,
u ∈ C([0, T ];H 340 (0,L)), P -almost surely; (1.7)
ut is left continuous in t ∈ (0, T ], and right continuous at t = 0,
as a H−
3
4 (0,L)-valued function of t, P -almost surely; (1.8)
(u,ut ) ∈ L∞
(
0, T ;H 10 (0,L)×L2(0,L)
)
, P -almost surely, (1.9)
and
E
(‖u‖4
L∞(0,T ;H 10 (0,L))
+ ‖ut‖4L∞(0,T ;L2(0,L))
)
< ∞.
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We will present technical preliminaries which will be used later.
Lemma 2.1. Let μ be a finite signed Borel measure on [0, T ]. Define F(t) = μ([0, t)), 0 < t  T .
Then, F is left-continuous on (0, T ], F (0+) exists, and F satisfies
dF
dt
= μ, in the sense of distributions over (0, T ). (2.1)
This fact is well known in elementary real analysis.
Lemma 2.2. Let μ be a finite Borel measure over [0,L] × [0, T ]. Define for each Borel subset
G ⊂ [0,L],
λt (G) = μ
(
G× [0, t)), 0 < t  T . (2.2)
Then,
(i) for each t, λt is a finite Borel measure on [0,L], and
‖λt‖ ‖λT ‖ = μ
([0,L] × [0, T )), 0 < t  T ,
where ‖ · ‖ denotes the total variation of a finite measure over [0,L].
(ii) λt is left-continuous on (0, T ] in the sense
lim
t↑t0
‖λt0 − λt‖ = 0,
and also,
lim
t↓0 ‖λt − λ0‖ = 0,
where λ0(G) = μ(G× {0}) for each Borel subset G ⊂ [0,L].
(iii) It holds that
∂λt
∂t
= μ, in the sense of distributions over (0,L)× (0, T ).
(iv) Let {μn}∞n=1 be a sequence of finite Borel measures over [0,L] × [0, T ] such that μn → μ
weak star as n → ∞. Let λnt be defined in terms of μn by (2.2). Then, λn(·) converges to
λ(·) in the following sense:
T∫
0
L∫
0
ψ(x, t) dλnt (x) dt →
T∫
0
L∫
0
ψ(x, t) dλt (x) dt, as n → ∞,
for each function ψ ∈ C([0,L] × [0, T ]).
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C∞0 ((0,L) × (0, T )), (iii) follows from Lemma 2.1. We will show the assertion (iv). Fix any
ψ1 ∈ C([0, T ]) and ψ2 ∈ C([0,L]), and let
ξ(G) =
∫ ∫
[0,L]×[0,T ]
ψ2(x)χG(t) dμ(x, t)
for each Borel subset G ⊂ [0, T ], where χG(·) is the characteristic function of G. Then, ξ(·) is a
finite signed Borel measure over [0, T ], and it holds that
∫ ∫
[0,L]×[0,T ]
(
ψ2(x)
T∫
t
ψ1(s) ds
)
dμ(x, t) =
T∫
0
T∫
t
ψ1(s) ds dξ(t)
=
T∫
0
ψ1(s)ξ
([0, s))ds =
T∫
0
L∫
0
ψ1(t)ψ2(x) dλt (x) dt.
Since the tensor product C([0,L]) ⊗ C([0, T ]) is dense in C([0,L] × [0, T ]), it holds that for
each continuous function ψ ∈ C([0,L] × [0, T ]),
∫ ∫
[0,L]×[0,T ]
( T∫
t
ψ(x, s) ds
)
dμ(x, t) =
T∫
0
L∫
0
ψ(x, t) dλt (x) dt.
This is also valid for each pair (λnt ,μn). Also,
∫ ∫
[0,L]×[0,T ]
( T∫
t
ψ(x, s) ds
)
dμn(x, t) →
∫ ∫
[0,L]×[0,T ]
( T∫
t
ψ(x, s) ds
)
dμ(x, t).
The assertion (iv) follows. 
Next we suppose that as n → ∞,
vn → v in L5
(
0, T ;H−1/4(0,L)), (2.3)
qn → q weak star in L∞
(
0, T ;H−5/4(0,L)), (2.4)
Mn → M in C
([0, T ];L2(0,L)), (2.5)
μn → μ weak star in N
([0,L] × [0, T ]), (2.6)
∂vn
∂t
= qn +μn + ∂Mn
∂t
(2.7)
holds in the sense of distributions over (0,L)× (0, T ), for all n 1. We further assume that for
all n,
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vn ∈ C
([0, T ];H−1/4(0,L)), vn(0) = ξ,
and
μn
(
G× {0})= 0, for all Borel subset G ⊂ [0,L].
Then, we have the following fact.
Lemma 2.3. Let λt and λnt be defined by (2.2) in terms of μ and μn, respectively. Then, v(t) is
left-continuous in t ∈ (0, T ], as a H−3/4(0,L)-valued function, and
〈
v(0+)− ξ,ψ 〉= lim
t↓0
L∫
0
ψ(x)dλt (x), ∀ψ ∈ H 3/40 (0,L), (2.8)
where 〈·,·〉 denotes duality pairing between H 3/40 (0,L) and H−3/4(0,L).
Proof. It follows from (2.3)–(2.7) that
∂v
∂t
= q +μ+ ∂M
∂t
holds in the sense of distributions over (0,L)× (0, T ). We write
Jn(t) = vn(t)− λnt −Mn(t)
and note that as a sequence of distributions over (0,L) × (0, T ), {λnt } is bounded in
L∞(0, T ;H−5/8(0,L)). Then, by virtue of (2.3)–(2.7), {Jn}∞n=1 is a bounded sequence in
L5(0, T ;H−5/8(0,L)), and the sequence {∂tJn} is bounded in L∞(0, T ;H−5/4(0,L)). By
Corollary 8 in [13], {Jn}∞n=1 is relatively compact in C([0, T ];H−3/4(0,L)). Hence, there is
a subsequence still denoted by {Jn} such that
Jn → J in C
([0, T ];H−3/4(0,L)) (2.9)
for some J ∈ C([0, T ];H−3/4(0,L)). By Lemma 2.2, it must hold that
J (t) = v(t)− λt −M(t) (2.10)
in the sense of distributions over (0,L)× (0, T ). As a distribution, λt is H−3/4(0,L)-valued and
left-continuous in t ∈ (0, T ]. Also, limt↓0 λt exists in H−3/4(0,L). Thus, it follows from (2.9)
and (2.10) that v(t) is H−3/4(0,L)-valued left-continuous in t ∈ (0, T ], and v(0+) exists such
that (2.8) holds. 
Lemma 2.4. Let H1 and H2 be Hilbert spaces such that H1 is densely embedded into H2. For
0 <N < ∞, let
AN =
{
ψ
∣∣ ‖ψ‖L∞(0,T ;H ) N}.1
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a closed subset of C([0, T ];H2).
This can be easily shown by means of an approximating sequence.
Lemma 2.5. Let H be a separable Hilbert space, and let ξ ∈H. Then, the set
Ψ = {ψ ∣∣ψ ∈ C([0, T ];H), ψ(0) = ξ}
is a Borel subset of Lp(0, T ;H),1 p ∞.
This can be proved by slightly modifying the argument in [3, p. 23].
Next let H1,H2 be Hilbert spaces such that H1 is compactly and densely imbedded into H2.
We define a function class
W
1
3 ,4(0, T ;H1) =
{
ψ
∣∣∣ψ ∈ L4(0, T ;H1) and
T∫
0
T∫
0
‖ψ(t)−ψ(s)‖4H1
|t − s|2+1/3 dt ds < ∞
}
with the norm
‖ψ‖W 1/3,4(0,T ;H1) = ‖ψ‖L4(0,T ;H1) +
( T∫
0
T∫
0
‖ψ(t)−ψ(s)‖4H1
|t − s|2+1/3 dt ds
)1/4
. (2.11)
For 1N < ∞, let
WN =
{
ψ ∈ W 1/3,4(0, T ;H1)
∣∣ ‖ψ‖W 1/3,4(0,T ;H1) N}. (2.12)
By a result in [13, p. 82],WN is relatively compact in C([0, T ];H2). It is also a closed subset of
C([0, T ];H2), which can be shown by regularizing the integrand in (2.11). Hence, we have the
following.
Lemma 2.6. WN is a compact subset of C([0, T ];H2).
Lemma 2.7. Let {Bj }∞j=1 be a sequence of mutually independent standard Brownian motions
over a stochastic basis (Ω,F , {Ft },P ). Let
H(t) =
∞∑
j=1
t∫
0
hj dBj ,
Gn(t) =
∞∑
j=1
t∫
gj (un) dBj ,0
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un is progressively measurable, and
E
(‖un‖4L∞(0,T ;H 10 (0,L))
)
 C, for all n, for some constant C > 0. (2.13)
Then,
(i) H ∈ Lp(Ω;C([0, T ];L2(0,L))), for all 1 p < ∞, and for each integer N  1, there is a
compact subset KN of C([0, T ];L2(0,L)) such that
P(H ∈KN) > 1 − 1
N2
. (2.14)
(ii) Gn ∈ L4(Ω;C([0, T ];H 10 (0,L))), and
E
(‖Gn‖4W 1/3,4(0,T ;H 10 (0,L))
)
 C (2.15)
for all n, for some constant C > 0.
Proof. Let
Hj(t) =
t∫
0
hj dBj .
It is known that Hj ∈ Lp(Ω;C([0, T ];L2(0,L))), for all 1  p < ∞. By the Burkholder–
Davis–Gundy inequality,
E
(
sup
0tT
∥∥∥∥∥
n∑
j=m
t∫
0
hj dBj
∥∥∥∥∥
p
L2(0,L)
)
 Cp
(
n∑
j=m
‖hj‖2L2(0,T ;L2(0,L))
)p/2
for all n > m  1. Thus, H ∈ Lp(Ω;C([0, T ];L2(0,L))). The existence of KN follows from
the fact that every finite Borel measure over a Polish space is regular. For assertion (ii), we use
(1.4), (1.5) and (2.13) to derive that
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(‖Gn‖4C([0,T ];H 10 (0,L))
)
 C (2.16)
and
E
(∥∥Gn(t1)−Gn(t2)∥∥4H 10 (0,L))C|t1 − t2|2E(‖un‖4L∞(0,T ;H 10 (0,L))
)
,
where C denotes positive constants independent of n 1. It follows that
E
( T∫
0
T∫
0
‖Gn(t1)−Gn(t2)‖4
H 10 (0,L)
|t1 − t2|2+1/3 dt1 dt2
)
C, (2.17)
for all n, for some constant C > 0. (2.15) follows from (2.16) and (2.17). 
Lemma 2.8. Let (Ω,F ,P ) be a complete probability space, and H1,H2 be separable Hilbert
spaces such that H1 is continuously imbedded into H2. Suppose that Θ : Ω → Lp(0, T ;H1)
is a measurable map for some 1 < p < ∞ such that for P -almost all ω, Θ(ω) is a H2-valued
function of t which is left-continuous in t ∈ (0, T ], and right-continuous at t = 0. Let us define a
filtration {Ft } over (Ω,F) by
Ft = the σ -algebra generated by all P -negligible sets
and (lt ◦Θ)−1(G), for all Borel subset G ⊂ Lp(0, t;H1)
for t ∈ (0, T ], and
F0 =
⋂
t>0
Ft ,
where lt is the restriction map: Lp(0, T ;H1) → Lp(0, t;H1). Then, the map Θˆ : [0, T ] ×Ω →
H2 defined by Θˆ(t,ω) = (Θ(ω))(t) is progressively measurable with respect to {Ft }.
Proof. We may assume that Θˆ(t,ω) is left-continuous in t ∈ (0, T ], and right-continuous at
t = 0, for every ω, as a H2-valued function of t . Since
Θˆ(0,ω) = lim
n→∞n
1/n∫
0
Θˆ(t,ω)dt inH2
for each ω, it holds that Θˆ(0,ω)−1(G) ∈F0, for all G ∈ B(H2).
Next define for (t,ω) ∈ [0, T ] ×Ω,
Θˆn(t,ω) = n
t∫
Θˆ(s,ω)ds,t−1/n
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t ∈ [0, T ]. But for each (t,ω),
Θˆn(t,ω) → Θˆ(t,ω), inH2 as n → ∞.
Thus, Θˆ(t, ·) is also Ft -measurable. Since Θˆ(t,ω) is left continuous in t ∈ (0, T ], for all ω, Θˆ is
progressively measurable. 
Next let f be the same as in (1.2). We may further assume that
f (·, t,0) ∈ L2(0,L), for each t ∈ [0, T ].
We then define a mapping Λ : [0, T ] ×L2(0,L) → L2(0,L) by
(
Λ(t,ψ)
)
(x) = f (x, t,ψ(x)), ∀ψ ∈ L2(0,L).
Lemma 2.9. For each t ∈ [0, T ], and ψ ∈ L2(0,L), Λ(t,ψ)(·) ∈ L2(0,L). If a mapping q :
[0, T ] × Ω → L2(0,L) is progressively measurable over a stochastic basis (Ω,F , {Ft },P ),
then Λ(·, q(·, ·)) : [0, T ] ×Ω → L2(0,L) is also progressively measurable.
Proof. Define
fn(x, t, z) =
n2n∑
k=−n2n
f
(
x, t, k2−n
)
χ[k2−n,(k+1)2−n)(z) (2.18)
for each n  1, and (x, t, z) ∈ [0,L] × [0, T ] × R, where χ[...) is the characteristic function of
the interval [. . .). By (1.2),
fn(x, t, z) → f (x, t, z), as n → ∞, ∀(x, t, z).
Choose any ψ ∈ L2(0,L). Then, there is a Borel function equivalent to ψ in L2(0,L). So we
may assume ψ is Borel measurable. Then, for each n, fn(x, t,ψ(x)) is a Borel measurable
function of (x, t). Thus, f (x, t,ψ(x)) is also Borel measurable, and, by (1.2),
∣∣f (x, t,ψ(x))∣∣ ∣∣f (x, t,0)∣∣+K∣∣ψ(x)∣∣
which yields f (·, t,ψ(·)) ∈ L2(0,L) for all t ∈ [0, T ] since f (·, t,0) ∈ L2(0,L).
For all t ∈ [0, T ],
L∫
0
Λ(t,ψ)(x)ξ(x) dx =
L∫
0
f
(
x, t,ψ(x)
)
ξ(x) dx
holds for every ξ ∈ L2(0,L). By the Fubini theorem, the right-hand side is Borel measurable in
t ∈ [0, T ]. The space L2(0,L) is separable. So for each fixed ψ ∈ L2(0,L), Λ(·,ψ) : [0, T ] →
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on L2(0,L) by (1.2). Let us define
Λk(t,ψ) = Λ
(
t,
k∑
j=1
〈ψ,ej 〉L2(0,L)ej
)
,
where {ej }∞j=1 is a complete orthonormal basis for L2(0,L), and
Ψk(t, α) = Λ
(
t,
k∑
j=1
αjej
)
,
where α = (α1, . . . , αk) ∈ Rk . By means of approximation similar to (2.18), we find that the
mapping
Ψk : [0, T ] ×Rk → L2(0,L)
is Borel measurable. Since the mapping
ψ → (〈ψ,e1〉L2(0,L), . . . , 〈ψ,ek〉L2(0,L))
is continuous from L2(0,L) into Rk, Λk(·,·) is Borel measurable over [0, T ] × L2(0,L). Since
Λk(t,ψ) → Λ(t,ψ) for every (t,ψ) ∈ [0, T ] × L2(0,L), Λ is also Borel measurable over
[0, T ] ×L2(0,L).
Next let q : [0, T ] ×Ω → L2(0,L) be progressively measurable. Choose any 0 t∗  T . As
a mapping over [0, t∗] × Ω, q is B([0, t∗]) ⊗Ft∗ -measurable. Choose any G1 ∈ B([0, t∗]) and
G2 ∈ B(L2(0,L)). Then,{
(t,ω): t ∈ G1, q(t,ω) ∈ G2
} ∈ B([0, t∗])⊗Ft∗ .
Since B([0, t∗])⊗B(L2(0,L)) is generated by measurable rectangle of the form G1 ×G2,{
(t,ω):
(
t, q(t,ω)
) ∈ G} ∈ B([0, t∗])⊗Ft∗ ,
for each G ∈ B([0, t∗]) ⊗ B(L2(0,L)). Since Λ(·, ·) : [0, t∗] × L2(0,L) → L2(0,L) is
B([0, t∗]) ⊗ B(L2(0,L))-measurable, Λ(·, q(·,·)) : [0, t∗] × Ω → L2(0,L) is B([0, t∗]) ⊗Ft∗ -
measurable. 
Later we need the following fact. For a proof, see [10].
Lemma 2.10. Let M be the set of all probability measures over ([0,L] × [0, T ],B([0,L] ×
[0, T ])). With respect to the weak star topology, M is a compact Polish space.
Here we note that the space of all finite Borel measures on [0,L] × [0, T ] denoted by
N ([0,L] × [0, T ]) is not metrizable with respect to the weak star topology.
Next we consider the eigenvalue problem:
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ej (0) = ej (L) = 0, ‖ej‖L2(0,L) = 1. (2.20)
Then, {ej }∞j=1 is a complete orthonormal basis for L2(0,L). We set λj = 1μj , j  1. Then,
∞∑
j=1
λj < ∞.
Let Q be a positive-definite operator on L2(0,L) defined by
Qej = λj ej , ∀j.
Then, the image of Q is H 2(0,L) ∩ H 10 (0,L). Let {Bj } be a sequence of mutually independent
standard Brownian motions over a stochastic basis (Ω,F , {Ft },P ), and set
W(t) =
∞∑
j=1
√
λjejBj (t).
Then, W(t), t  0, is an L2(0,L)-valued Q-Wiener process. For given 0  s  T and v ∈
L2(0,L), let Φ(s, v) be a linear mapping H 10 (0,L) → L2(0,L) defined by√
λj ej → hj (s)+ gj (v), ∀j, (2.21)
where hj ’s and gj ’s satisfy the conditions (1.3)–(1.5). Then, we can write
∞∑
j=1
(
hj (s)+ gj (v)
)
dBj = Φ(s, v) dW.
3. Proof of the main result
Let (Ω,F , {Ft },P ) be a stochastic basis where (Ω,F ,P ) is a probability space and
{Ft } is a filtration over F such that F0 contains all P -negligible subsets of Ω, and {Ft } is
right-continuous. We assume that this stochastic basis supports a sequence of mutually indepen-
dent standard Brownian motions {Bj }∞j=1.
We first state an existence theorem of the following problem:
utt −
(
a(x)ux
)
x
+ F =
∞∑
j=1
qj
dBj
dt
, (x, t) ∈ (0,L)× (0, T ), (3.1)
u(x,0) = u0(x), ut (x,0) = u1(x), x ∈ (0,L), (3.2)
u(0, t) = u(L, t) = 0, t ∈ (0, T ). (3.3)
We assume that a(·) satisfies (1.1), and that F is progressively measurable such that
F ∈ L4(Ω;L2(0, T ;L2(0,L))),
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qj ∈ L4
(
Ω;L2(0, T ;L2(0,L))), E
( ∞∑
j=1
‖qj‖2L2(0,T ;L2(0,L))
)2
< ∞.
Proposition 3.1. Let u0 ∈ H 10 (0,L) and u1 ∈ L2(0,L). Then, there is a unique solution u of
(3.1)–(3.3) such that u and ut are progressively measurable, and
u ∈ L4(Ω;C([0, T ];H 10 (0,L))), ut ∈ L4(Ω;C([0, T ];L2(0,L))).
Here we note that the pathwise uniqueness of a solution follows from the uniqueness
of a solution of the deterministic equation with F ≡ 0, qj ≡ 0,∀j, in the function class
C([0, T ];H 10 (0,L))∩C1([0, T ];L2(0,L)).
Proposition 3.2. If we further assume that
u0 ∈ H 10 (0,L)∩H 2(0,L), u1 ∈ H 10 (0,L),
F ∈ L4(Ω;L2(0, T ;H 10 (0,L))), and
qj ∈ L4
(
Ω;L2(0, T ;H 10 (0,L))), E
( ∞∑
j=1
‖qj‖2L2(0,T ;H 10 (0,L))
)2
< ∞,
then the regularity of the above solution improves such that
u ∈ L4(Ω;C([0, T ];H 10 (0,L)∩H 2(0,L))), ut ∈ L4(Ω;C([0, T ];H 10 (0,L))).
Suppose uˆ is a solution corresponding to uˆ0, uˆ1, Fˆ , {qˆj }, where they satisfy the same condi-
tions as u0, u1,F, {qj }, respectively. Then, it holds that for all 0 t  T ,
E
(
sup
0st
∥∥us(s)− uˆs(s)∥∥4L2(0,L) + sup
0st
∥∥aux(s)− auˆx(s)∥∥4L2(0,L))
 C
(‖u0 − uˆ0‖4H 10 (0,L) + ‖u1 − uˆ1‖4L2(0,L)
)
+CE
( t∫
0
∥∥F(s)− Fˆ (s)∥∥2
L2(0,L) ds
)2
+CE
( ∞∑
j=1
t∫
0
∥∥qj (s)− qˆj (s)∥∥2L2(0,L) ds
)2
, (3.4)
where C denotes positive constants which depend only on T > 0.
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terms of the eigenfunctions of (2.19) and (2.20). Then, the sequence of approximate solutions is
a Cauchy sequence in
L4
(
Ω;C([0, T ];H 10 (0,L)))×L4(Ω;C([0, T ];L2(0,L)))
for Proposition 3.1, and in
L4
(
Ω;C([0, T ];H 10 (0,L)∩H 2(0,L)))×L4(Ω;C([0, T ];H 10 (0,L)))
for Proposition 3.2. This is based on the estimates of the type (3.4) which are obtained by Ito’s
formula and the Burkholder–Davis–Gundy inequality. We will omit the details of the proof.
Next we consider the equation
utt −
(
a(x)ux
)
x
+ f (x, t, u) =
∞∑
j=1
(
hj (x, t)+ gj (x, t, u)
)dBj
dt
,
(x, t) ∈ (0,L)× (0, T ), (3.5)
where we assume f,hj ’s and gj ’s satisfy the conditions (1.2)–(1.5).
Proposition 3.3. Let u0 ∈ H 10 (0,L) and u1 ∈ L2(0,L). Then, there is a unique solution u of
(3.2), (3.3) and (3.5) such that u and ut are progressively measurable, and
u ∈ L4(Ω;C([0, T ];H 10 (0,L))), ut ∈ L4(Ω;C([0, T ];L2(0,L))).
This is also a known fact. The idea of the proof is to use iteration. We will give a sketch. Let v1
be the solution of (3.2), (3.3) and
utt −
(
a(x)ux
)
x
+ f (x, t, u0) =
∞∑
j=1
(
hj (x, t)+ gj (x, t, u0)
)dBj
dt
,
(x, t) ∈ (0,L)× (0, T ). (3.6)
Inductively, let vm,m 2, be the solution of (3.2), (3.3) and
utt −
(
a(x)ux
)
x
+ f (x, t, vm−1) =
∞∑
j=1
(
hj (x, t)+ gj (x, t, vm−1)
)dBj
dt
,
(x, t) ∈ (0,L)× (0, T ). (3.7)
Then, by (1.2)–(1.5), (3.4), and the inequality
E
( t∫ ∥∥vm(s)− vm−1(s)∥∥2L2(0,L) ds
)2
E
(
t
t∫ ∥∥vm(s)− vm−1(s)∥∥4L2(0,L) ds
)
,0 0
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E
(‖vm+1 − vm‖4C([0,t];H 10 (0,L)) + ‖∂tvm+1 − ∂tvm‖4C([0,t];L2(0,L))
)
 Cm+1 t
2m
m!
for all t ∈ [0, T ], where C is a positive constant independent of m. This yields
∞∑
m=1
(
E
(‖vm+1 − vm‖4C([0,T ];H 10 (0,L)) + ‖∂tvm+1 − ∂tvm‖4C([0,T ];L2(0,L))
))1/4
< ∞.
This implies that the sequence {(vm, ∂tvm)}∞m=1 is a Cauchy sequence in
L4
(
Ω;C([0, T ];H 10 (0,L)))×L4(Ω;C([0, T ];L2(0,L)))
and the solution of (3.2), (3.3) and (3.5) is the limit of this sequence.
Next we fix  > 0. We use the notation z− = −min(0, z) for z ∈ R. Note that the mapping
z → z
−

is globally Lipschitzian. (3.8)
Thus, we can apply Proposition 3.3 to the equation
utt −
(
a(x)ux
)
x
+ f (x, t, u)− 1

u− =
∞∑
j=1
(
hj (x, t)+ gj (x, t, u)
)dBj
dt
,
(x, t) ∈ (0,L)× (0, T ), (3.9)
where f, hj ’s and gj ’s are the same as in (0.1), and satisfy (1.2)–(1.5).
Proposition 3.4. Let u0 ∈ H 10 (0,L),u0(x) 0,∀x, and u1 ∈ L2(0,L). Then, there is a unique
solution u of (3.2), (3.3) and (3.9) such that u and ut are progressively measurable, and
u ∈ L4(Ω;C([0, T ];H 10 (0,L))), ut ∈ L4(Ω;C([0, T ];L2(0,L))).
Furthermore, it holds that
E
(‖u‖4
C([0,T ];H 10 (0,L))
+ ‖ut‖4C([0,T ];L2(0,L))
)
 C, (3.10)
E
(
1
2
‖u−‖4
C([0,T ];L2(0,L))
)
C, (3.11)
and
E
(∥∥∥∥u−
∥∥∥∥
2
L1((0,T )×(0,L))
)
 C, (3.12)
where C denotes positive constants independent of  > 0.
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independent of  > 0. To justify manipulations, we need to work with approximate solutions
which are smoother than u. Let us fix the solution u and define
f ∗ = f (x, t, u), g∗j = gj (x, t, u), ∀j. (3.13)
We consider the following problem:
vtt − (avx)x + f ∗ − 1

v− =
∞∑
j=1
(
hj + g∗j
)dBj
dt
,
(x, t) ∈ (0,L)× (0, T ), (3.14)
v(x,0) = u0(x) 0, vt (x,0) = u1(x), x ∈ (0,L), (3.15)
v(0, t) = v(L, t) = 0, t ∈ (0, T ). (3.16)
By the uniqueness of a solution, v ≡ u.
Next we approximate f ∗ and g∗j ’s. Since
f ∗ ∈ L4(Ω;L2(0, T ;L2(0,L))), g∗j ∈ L4(Ω;L2(0, T ;L2(0,L))), ∀j,
we can choose a sequence {fm}∞m=1 in L4(Ω;L2(0, T ;H 10 (0,L))) such that
‖fm‖L4(Ω;L2(0,T ;L2(0,L)))  ‖f ∗‖L4(Ω;L2(0,T ;L2(0,L))), ∀m, (3.17)
fm → f ∗ in L4
(
Ω;L2(0, T ;L2(0,L))), as m → ∞, (3.18)
and sequences {hj,m}∞m=1, {gj,m}∞m=1 in L2(0, T ;H 10 (0,L)) and L4(Ω;L2(0, T ;H 10 (0,L))), re-
spectively, such that
∞∑
j=1
‖hj,m − hj‖2L2(0,T ;L2(0,L)) → 0, as m → ∞, (3.19)
and
E
( ∞∑
j=1
‖gj,m‖2L2(0,T ;L2(0,L))
)2
E
( ∞∑
j=1
∥∥g∗j∥∥2L2(0,T ;L2(0,L))
)2
, ∀m, (3.20)
E
( ∞∑
j=1
∥∥gj,m − g∗j∥∥2L2(0,T ;L2(0,L))
)2
→ 0, as m → ∞. (3.21)
We can construct such sequences by using the eigenfunctions of (2.19)–(2.20):
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m∑
k=1
〈f ∗, ek〉L2(0,L)ek,
hj,m =
m∑
k=1
〈hj , ek〉L2(0,L)ek,
gj,m =
m∑
k=1
〈
g∗j , ek
〉
L2(0,L)ek.
Remark 3.5. According to our approach, we do not know yet whether the estimates of f ∗
and g∗j ’s are independent of .
We also need sequences {u0,m}∞m=1 in H 10 (0,L)∩H 2(0,L) and {u1,m}∞m=1 in H 10 (0,L) such
that
u0,m  0, u0,m → u0 in H 10 (0,L) (3.22)
and
u1,m → u1 in L2(0,L). (3.23)
One way to construct {u0,m} is to solve the boundary value problem
u0,m − 1
m
∂x(a∂xu0,m) = u0, 0 < x <L,
u0,m(0) = u0,m(L) = 0.
The maximum principle ensures that u0,m  0.
We then consider the following modified problem:
vtt − (avx)x + fm − 1

v− =
∞∑
j=1
(hj,m + gj,m)dBj
dt
,
(x, t) ∈ (0,L)× (0, T ), (3.24)
v(x,0) = u0,m(x) 0, vt (x,0) = u1,m(x), x ∈ (0,L), (3.25)
v(0, t) = v(L, t) = 0, t ∈ (0, T ). (3.26)
We denote by vm the solution of (3.24)–(3.26). It is first obtained through Proposition 3.3. Since
1

v−m ∈ L4(Ω;C([0, T ];H 10 (0,L))), it follows from Proposition 3.2 that
(vm, ∂tvm) ∈ L4
(
Ω;C([0, T ];H 10 (0,L)∩H 2(0,L)))×L4(Ω;C([0, T ];H 10 (0,L))).
(3.27)
Meanwhile, by virtue of (3.4) and (3.8),
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(
Ω;C([0, T ];H 10 (0,L)))×L4(Ω;C([0, T ];L2(0,L))).
(3.28)
By the regularity (3.27), we can apply Ito’s rule to obtain
∥∥∂tvm(t)∥∥2L2(0,L) + ∥∥a∂xvm(t)∥∥2L2(0,L) +
t∫
0
L∫
0
2fm∂svm dx ds + 1

∥∥v−m(t)∥∥2L2(0,L)
= ‖u1,m‖2L2(0,L) + ‖a∂xu0,m‖2L2(0,L) + 2
∞∑
j=1
t∫
0
L∫
0
(hj,m + gj,m)∂svm dx dBj (s)
+
∞∑
j=1
t∫
0
‖hj,m + gj,m‖2L2(0,L) ds, (3.29)
P -almost surely.
We will estimate the above integrals:
∣∣∣∣∣
t∫
0
L∫
0
fm∂svm dx ds
∣∣∣∣∣
2

( t∫
0
∥∥fm(s)∥∥L2(0,L)∥∥∂svm(s)∥∥L2(0,L) ds
)2
 sup
0st
∥∥∂svm(s)∥∥2L2(0,L)
( t∫
0
∥∥fm(s)∥∥L2(0,L) ds
)2
 δ sup
0st
∥∥∂sum(s)∥∥4L2(0,L) + T 2δ
( t∫
0
∥∥fm(s)∥∥2L2(0,L) ds
)2
, (3.30)
E
(
sup
0ζt
∣∣∣∣∣
∞∑
j=1
ζ∫
0
L∫
0
(hj,m + gj,m)∂svm dx dBj (s)
∣∣∣∣∣
)2
by the Burkholder–Davis–Gundy inequality
 CE
( ∞∑
j=1
t∫
0
(‖hj,m‖2L2(0,L) + ‖gj,m‖2L2(0,L))‖∂svm‖2L2(0,L) ds
)
 δE
(
sup
∥∥∂svm(s)∥∥4L2(0,L))0st
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δ
E
( t∫
0
( ∞∑
j=1
(‖hj,m‖2L2(0,L) + ‖gj,m‖2L2(0,L))
)
ds
)2
, (3.31)
where C denotes positive constants independent of t,m and . By virtue of (3.18), (3.19), (3.21)
and (3.28), we pass m → ∞ in (3.29) combined with (3.30) and (3.31) so that
E
(
sup
0st
∥∥us(s)∥∥4L2(0,L) + sup
0st
∥∥u(s)∥∥4
H 10 (0,L)
)
+ 1
2
E
(
sup
0st
∥∥u−(s)∥∥4
L2(0,L)
)
 C
(‖u1‖4L2(0,L) + ‖u0‖4H 10 (0,L)
)
+CE
( t∫
0
∥∥f ∗(s)∥∥2
L2(0,L) ds
)2
+CE
( t∫
0
( ∞∑
j=1
(∥∥hj (s)∥∥2L2(0,L) + ∥∥g∗j (s)∥∥2L2(0,L))
)
ds
)2
. (3.32)
Now it follows from (1.2)–(1.5) and (3.13) that
∥∥f ∗(s)∥∥
L2(0,L) 
∥∥f (·, s,0)∥∥
L2(0,L) +K
∥∥u(s)∥∥
L2(0,L) (3.33)
and
t∫
0
( ∞∑
j=1
(∥∥hj (s)∥∥2L2(0,L) + ∥∥g∗j (s)∥∥2L2(0,L))
)
ds  C +C
t∫
0
∥∥u(s)∥∥2
L2(0,L) ds (3.34)
for all t ∈ [0, T ], where C and K are positive constants independent of .
We use the Gronwall inequality to derive from (3.32)–(3.34) that
E
(
‖u‖4
C([0,T ];H 10 (0,L))
+ ‖ut‖4C([0,T ];L2(0,L)) +
1
2
‖u−‖4
C([0,T ];L2(0,L))
)
 C, (3.35)
where C is a positive constant independent of . This yields (3.10) and (3.11).
It remains to show (3.12). By (3.33) and (3.34), we see
E
(‖f ∗‖4
L2(0,T ;L2(0,L))
)
 C (3.36)
and
E
( ∞∑
j=1
∥∥g∗j∥∥2L2(0,T ;L2(0,L))
)2
 C, (3.37)
where C stands for positive constants independent of .
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E
(
‖vm‖4C([0,T ];H 10 (0,L)) + ‖∂tvm‖
4
C([0,T ];L2(0,L)) +
1
2
‖v−m‖4C([0,T ];L2(0,L))
)
 C, (3.38)
where C is a positive constant independent of m and .
Remark 3.6. The estimate (3.38) does not follow directly from (3.28) and (3.35) because without
(3.36) and (3.37), we do not know whether the rate of convergence in (3.28) depends on  or not.
Next let us choose a function ρ ∈ C∞(R) such that
ρ(x) = −1, for x  L/3, and ρ(x) = 1, for x > 2L/3.
We apply Ito’s rule to the functional 〈∂tvm,ρ∂xvm〉L2(0,L), where vm is the solution of (3.24)–
(3.26). It is convenient to use the following form of equations:
d(∂tvm) =
(
(a∂xvm)x − fm + 1

v−m
)
dt +
∞∑
j=1
(hj,m + gj,m) dBj
and
d(ρ∂xvm) = ρ∂xtvm dt.
By the regularity (3.27), we can integrate by parts in Ito’s formula for the functional
〈∂tvm,ρ∂xvm〉L2(0,L)
so that
〈
∂tvm(T ),ρ∂xvm(T )
〉
L2(0,L) − 〈u1,m, ρ∂xu0,m〉L2(0,L)
= a(L)
2
T∫
0
(
∂xvm(L, t)
)2
dt + a(0)
2
T∫
0
(
∂xvm(0, t)
)2
dt
+ 1
2
T∫
0
L∫
0
ρax(∂xvm)
2 dx dt − 1
2
T∫
0
L∫
0
ρxa(∂xvm)
2 dx dt
−
T∫
0
L∫
0
fmρ∂xvm dx dt + 12
T∫
0
L∫
0
ρx(v
−
m)
2 dx dt
+
∞∑
j=1
T∫ L∫
(hj,m + gj,m)ρ∂xvm dx dBj (t)0 0
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2
T∫
0
(
∂tvm(L, t)
)2
dt + 1
2
T∫
0
(
∂tvm(0, t)
)2
dt − 1
2
T∫
0
L∫
0
ρx(∂tvm)
2 dx dt, (3.39)
P -almost surely. By taking the expectation, we find that
E
(〈
∂tvm(T ),ρ∂xvm(T )
〉
L2(0,L)
)− 〈u1,m, ρ∂xu0,m〉L2(0,L)
= a(L)
2
E
( T∫
0
(
∂xvm(L, t)
)2
dt
)
+ a(0)
2
E
( T∫
0
(
∂xvm(0, t)
)2
dt
)
+ 1
2
E
( T∫
0
L∫
0
ρax(∂xvm)
2 dx dt
)
− 1
2
E
( T∫
0
L∫
0
ρxa(∂xvm)
2 dx dt
)
−E
( T∫
0
L∫
0
fmρ∂xvm dx dt
)
+ 1
2
E
( T∫
0
L∫
0
ρx(v
−
m)
2 dx dt
)
+ 1
2
E
( T∫
0
(
∂tvm(L, t)
)2
dt
)
+ 1
2
E
( T∫
0
(
∂tvm(0, t)
)2
dt
)
− 1
2
E
( T∫
0
L∫
0
ρx(∂tvm)
2 dx dt
)
. (3.40)
It follows from (3.17), (3.36) and (3.38) that
E
( T∫
0
((
∂xvm(L, t)
)2 + (∂xvm(0, t))2)dt
)
 C, (3.41)
where C is a positive constant independent of m and .
Next we apply Ito’s rule to the functional 〈∂tvm,1〉L2(0,L):
L∫
0
∂tvm(T )dx −
L∫
0
u1,m dx
=
T∫
0
a(L)∂xvm(L, t) dt −
T∫
0
a(0)∂xvm(0, t) dt
+ 1

T∫ L∫
v−m dx dt −
T∫ L∫
fm dx dt0 0 0 0
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T∫
0
∞∑
j=1
L∫
0
(hj,m + gj,m) dx dBj , P -almost surely. (3.42)
We estimate the last integral by using (3.19), (3.20) and (3.37):
E
( T∫
0
∞∑
j=1
L∫
0
(hj,m + gj,m) dx dBj
)2
 2LE
( ∞∑
j=1
T∫
0
(∥∥hj,m(t)∥∥2L2(0,L) + ∥∥gj,m(t)∥∥2L2(0,L))dt
)
 C, (3.43)
where C is a positive constant independent of m and .
We can also estimate the second integral from the last in (3.42) by (3.17) and (3.36). Combin-
ing these with (3.38) and (3.42), we obtain
E
( T∫
0
L∫
0
1

v−m dx dt
)2
 C, (3.44)
where C is independent of m and . Hence, by (3.28),
E
( T∫
0
L∫
0
1

u− dx dt
)2
 C, (3.45)
where C is independent of . This completes the proof of Proposition 3.4. 
Next we proceed to construct a martingale solution as is required in Theorem 1.2. Let
E = C([0, T ];H 3/40 (0,L))×L5(0, T ;H−1/4(0,L))×R+ ×M×C([0, T ];L2(0,L)),
whereM is the set of all probability measures over ([0,L]×[0, T ],B([0,L]×[0, T ])) equipped
with the weak star topology, and R+ denotes the set of all nonnegative real numbers. Then, E is
a Polish space, which is crucial to apply Skorohod’s theorem.
For j = 1, . . . ,5, we denote by Πj the projection of this product space E onto the j th factor.
Next, for a positive integer N, let SN be the collection of all Z = (X1,X2,X3,X4,X5) ∈ E
which satisfies the following conditions (3.46)–(3.51):
X1(0) = u0, X1 ∈ L∞
(
0, T ;H 10 (0,L)
)
, and ‖X1‖L∞(0,T ;H 10 (0,L)) N, (3.46)
where u0 is the same as in Theorem 1.2;
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(
0, T ;L2(0,L)), and ‖X2‖L∞(0,T ;L2(0,L)) N; (3.47)
0X3 N, 〈X3X4,X1〉†  0, (3.48)
where 〈·,·〉† is the duality pairing between C([0,L] × [0, T ]) and N ([0,L] × [0, T ]);
X5 ∈ GN def=
{
z1 + z2
∣∣ z1 ∈KN, ‖z2‖W 1/3,4(0,T ;H 10 (0,L)) N}, (3.49)
where KN was defined in Lemma 2.7;
∂tX1 = X2 in the sense of distributions over (0,L)× (0, T ); (3.50)
∂tX2 = ∂x(a∂xX1)− f (x, t,X1)+X3X4 + ∂tX5 (3.51)
in the sense of distributions over (0,L)× (0, T ), where f is the same as in (0.1).
It follows from Lemmas 2.4, 2.6 and 2.7 that GN is a compact subset of C([0, T ];L2(0,L)),
and SN is a closed subset of E . By virtue of (3.46), (3.47) and (3.50), we can use a result in [13,
p. 90] to find that Π1(SN) is relatively compact in C([0, T ];H 3/40 (0,L)). Next let
Γ = {Z = (X1, . . . ,X5) ∈ E ∣∣X2 ∈ C([0, T ];L2(0,L)),X2(0) = u1,
X4 ∈ L1
(
0, T ;L1(0,L)),X5(0) = 0},
where u1 is the same as in Theorem 1.2. For all Z = (X1,X2,X3,X4,X5) ∈ SN ∩ Γ, it follows
from (3.46)–(3.51) that
‖X2 −X5‖L∞(0,T ;L2(0,L))  CN
and ∥∥∂t (X2 −X5)∥∥L1(0,T ;H−1(0,L))  CN
for some constant CN > 0 independent of Z. By a result in [13, p. 89], the collection of
X2 −X5 for all Z ∈ SN ∩Γ is relatively compact in L5(0, T ;H−1/4(0,L)). Meanwhile, Π5(SN)
is relatively compact in C([0, T ];L2(0,L)). It follows that Π2(SN ∩Γ ) is relatively compact in
L5(0, T ;H−1/4(0,L)). Hence we find that SN ∩Γ is contained in a compact subset of E . Thus,
the closure SN ∩ Γ in E is a compact subset.
Let us fix any m∗ ∈ L1((0,L)× (0, T )) such that m∗  0 and ‖m∗‖L1((0,L)×(0,T )) = 1. Then,
we define for each n 1,
Xn,1 = u, Xn,2 = ∂tu, Xn,3 = n‖u−‖L1((0,L)×(0,T )),
Xn,4 =
{
u−
‖u−‖
L1((0,L)×(0,T ))
, if ‖u−‖L1((0,L)×(0,T )) > 0,
m∗, if ‖u−‖L1((0,L)×(0,T )) = 0,
Xn,5 =
∞∑
j=1
t∫ (
hj + gj (u)
)
dBj ,0
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Here u is the solution of (3.2), (3.3) and (3.9) with  = 1
n
, where u0 and u1 are the same as in
Theorem 1.2, and hj ’s and gj ’s are the same as in (0.1).
Since the map Zn from Ω into
C
([0, T ];H 10 (0,L))×C([0, T ];L2(0,L))×R+ ×M×C([0, T ];L2(0,L))
is F -measurable, it is also F -measurable as a map: Ω → E .
Remark 3.7. As mentioned earlier, the space N ([0,L] × [0, T ]) is not metrizable with respect
to the weak star topology. This is the reason why we need to express nu− in the form Xn,3Xn,4.
By virtue of (2.15) and (3.10)–(3.12), it holds that
E
(‖Xn,1‖4C([0,T ];H 10 (0,L)) + ‖Xn,2‖4C([0,T ];L2(0,L))
)
 C, (3.52)
E
(‖X−n,1‖4C([0,T ];L2(0,L))) Cn2 , (3.53)
E
(|Xn,3|2) C, (3.54)
−C
n
E
(〈Xn,3Xn,4,Xn,1〉†) 0, (3.55)
and
E
(
‖Xn,5 −H‖4W 1/3,4(0,T ;H 10 (0,L))
)
 C, (3.56)
where H was defined in Lemma 2.7, and C stands for positive constants independent of n 1.
It follows from (2.14), (2.15), (3.49) and (3.56) that
P(Xn,5 ∈ GN) P
({H ∈KN } ∩ {‖Xn,5 −H‖W 1/3,4(0,T ;H 10 (0,L)) N})
 P(H ∈KN)− P
(‖Xn,5 −H‖W 1/3,4(0,T ;H 10 (0,L)) N)
 1 − C
N2
, (3.57)
where C is a positive constant independent of n and N  1. Since Zn ∈ Γ, P -almost surely, the
set Z−1n (SN ∩ Γ ) is F -measurable. Combining this with (3.52), (3.54) and (3.57), we find that
P(Zn ∈ SN ∩ Γ ) 1 − C
N2
, (3.58)
where C is a positive constant independent of n and N  1. Let ζn be the probability law of Zn.
Then, by (3.58), it holds that for all n and N  1,
ζn(SN ∩ Γ ) 1 − C . (3.59)
N2
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to a probability measure ζ on E . By the Skorohod theorem (see [6]), there is a complete prob-
ability space (Ω˜, F˜ , P˜ ), and a sequence of measurable mappings {Yn}∞n=1, and a measurable
mapping Y from Ω˜ into E such that
Yn(ω) → Y(ω) in E, for P˜ -almost all ω ∈ Ω˜, (3.60)
and
ζ˜n = ζn, ζ˜ = ζ, (3.61)
where ζ˜n is the probability law of Yn, and ζ˜ is the probability law of Y .
It follows from (3.59) that
ζ˜ (SN ∩ Γ ) lim
n→∞ ζ˜n(SN ∩ Γ ) 1 −
C
N2
and thus,
ζ˜
( ∞⋃
N=1
(SN ∩ Γ )
)
= 1. (3.62)
Choose any ω ∈ Y−1(⋃∞N=1(SN ∩ Γ )). Then, there is some N and a sequence {Wn}∞n=1 inSN ∩ Γ depending on ω such that
Wn = (Wn,1, . . . ,Wn,5) → Y(ω) =
(
Ξ1(ω), . . . ,Ξ5(ω)
)
in E . (3.63)
Since
Wn,1(0) = u0,
∂tWn,1 = Wn,2 in the sense of distributions over (0,L)× (0, T ),
∂tWn,2 = ∂x(a∂xWn,1)− f (x, t,Wn,1)+Wn,3Wn,4 + ∂tWn,5
in the sense of distributions over (0,L)× (0, T ), and
〈Wn,3Wn,4,Wn,1〉†  0,
it follows from (3.63) that
Ξ1(0) = u0, (3.64)
∂tΞ1 = Ξ2 in the sense of distributions over (0,L)× (0, T ), (3.65)
∂tΞ2 = ∂x(a∂xΞ1)− f (x, t,Ξ1)+Ξ3Ξ4 + ∂tΞ5 (3.66)
in the sense of distributions over (0,L)× (0, T ), and
〈Ξ3Ξ4,Ξ1〉†  0. (3.67)
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Υk =
{
Z = (X1, . . . ,X5) ∈ E
∣∣∣ ∥∥X−1 ∥∥C([0,T ];L2(0,L)) > 1k
}
,
which is an open subset of E . By virtue of (3.53) and (3.61),
ζ˜n(Υk) = ζn(Υk) Ck
4
n2
,
where C denotes a positive constant independent of k and n. It follows that
ζ˜ (Υk) lim
n→∞
ζ˜n(Υk) = 0, for each k  1,
and thus,
ζ˜
( ∞⋃
k=1
Υk
)
= 0.
Now choose any
ω ∈ Y−1
( ∞⋃
N=1
(SN ∩ Γ )
)
\ Y−1
( ∞⋃
k=1
Υk
)
.
Again we write Y(ω) = (Ξ1(ω), . . . ,Ξ5(ω)). Then, we have
Ξ1(ω) 0. (3.68)
By virtue of (3.67), (3.68), we can infer
t∫
0
L∫
0
Ξ1(x, s) dμ(x, s) = 0, for all 0 t  T , (3.69)
where μ = Ξ3Ξ4. It follows from Lemma 2.2, (3.64) and (3.69) that
lim
t↓0
L∫
0
u0(x) dλt (x) = 0, (3.70)
where λt is defined by (2.2). We now apply Lemma 2.3 with
vn = Wn,2 + Fn, v = Ξ2 + F,
where {Wn}∞ is a sequence in SN ∩ Γ, for some N, which converges to Y(ω) as in (3.63),n=1
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t∫
0
f
(
x, s,Wn,1(x, s)
)
ds, F (x, t) =
t∫
0
f
(
x, s,Ξ(x, s)
)
ds,
qn = ∂x(a∂xWn,1), q = ∂x(a∂xΞ1),
μn = Wn,3Wn,4, μ = Ξ3Ξ4, Mn = Wn,5, M = Ξ5.
We find that
Ξ2(t) is left-continuous in t ∈ (0, T ], as a H−3/4(0,L)-valued function, (3.71)
and
〈
Ξ2(0+)− u1,ψ − u0
〉= lim
t↓0
L∫
0
(
ψ(x)− u0(x)
)
dλt (x) 0 (3.72)
for all ψ ∈ H 3/40 (0,L) such that ψ  0.
Next we establish additional regularity of Y . Define for each positive integer N,
VN =
{
Z = (X1,X2,X3,X4,X5) ∈ E
∣∣
X1 ∈ L∞
(
0, T ;H 10 (0,L)
)
, ‖X1‖L∞(0,T ;H 10 (0,L)) N
} (3.73)
Then, VN is a closed subset of E and, by (3.52),
ζ˜n(VN) = ζn(VN) 1 − C
N4
, for all n 1,
and thus, by passing n → ∞,
ζ˜ (VN) = ζ(VN) 1 − C
N4
so that
ζ˜
( ∞⋃
N=1
VN
)
= 1.
Hence, Ξ1(ω) ∈ L∞(0, T ;H 10 (0,L)), for P˜ -almost all ω, where
Y(ω) = (Ξ1(ω),Ξ2(ω),Ξ3(ω),Ξ4(ω),Ξ5(ω)).
Let {Yn}∞n=1 be the sequence in (3.60). We write
Yn(ω) =
(
Ξn,1(ω),Ξn,2(ω),Ξn,3(ω),Ξn,4(ω),Ξn,5(ω)
)
.
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Yn(ω) → Y(ω) in E, for each ω ∈ Ω1,
and
Ξ1(ω),Ξn,1(ω) ∈ L∞
(
0, T ;H 10 (0,L)
)
, for each ω ∈ Ω1, and n.
Then,
∥∥Ξ1(ω)∥∥L∞(0,T ;H 10 (0,L))  limn→∞
∥∥Ξn,1(ω)∥∥L∞(0,T ;H 10 (0,L)). (3.74)
For each real number α, we define Vα as in (3.73). Since Vα is a closed subset of E, for each real
number α, ‖Ξ1‖L∞(0,T ;H 10 (0,L)) and ‖Ξn,1‖L∞(0,T ;H 10 (0,L))’s are F˜ -measurable maps: Ω˜ → R.
Next we define for real numbers α < β,
Vα,β =
{
Z = (X1,X2,X3,X4,X5) ∈ E
∣∣
X1 ∈ L∞
(
0, T ;H 10 (0,L)
)
, α < ‖X1‖L∞(0,T ;H 10 (0,L))  β
}
.
Then, Vα,β is a Borel subset of E and ζ˜n(Vα,β) = ζn(Vα,β), for all α < β, by (3.61). Thus, it
follows from (3.52) that
E˜
(‖Ξn,1‖4L∞(0,T ;H 10 (0,L))
)= E(‖Xn,1‖4L∞(0,T ;H 10 (0,L))
)
 C,
for some constant C independent of n. By (3.74) and Fatou’s lemma,
E˜
(‖Ξ1‖4L∞(0,T ;H 10 (0,L))
)
 C. (3.75)
By a similar argument, we can derive
E˜
(‖Ξ2‖4L∞(0,T ;L2(0,L))) C (3.76)
and
E˜
(‖Ξ5‖4C([0,T ];L2(0,L))) C. (3.77)
Next we will show that Ξ5 is an L2(0,L)-valued continuous martingale over a suitable sto-
chastic basis. We will adapt the general procedure presented in [3, pp. 230–234]. We know that
Xn,5 is an L2(0,L)-valued continuous martingale over the stochastic basis (Ω,F , {Ft },P ) with
the quadratic variation
〈〈Xn,5〉〉(t) =
t∫ (
Φ
(
s,Xn,1(s)
)
Q1/2
)(
Φ
(
s,Xn,1(s)
)
Q1/2
)∗
ds,0
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0 < t  T ,
F˜t = the σ -algebra generated by all P˜ -negligible sets and
(lt ◦Ξ1, lt ◦Ξ2, lt ◦Ξ5)−1(G), (3.78)
for all G ∈ B(C([0, t];H 3/40 (0,L)) × L5(0, t;H−1/4(0,L)) × C([0, t];L2(0,L))), where lt is
the restriction map to the interval [0, t]. For t = 0,
F˜0 =
⋂
t>0
F˜t . (3.79)
Now fix any 0 < t1 < t2  T . Choose any bounded continuous function ψ on
C
([0, t1];H 3/40 (0,L))×L5(0, t1;H−1/4(0,L))×C([0, t1];L2(0,L)).
Since the map (lt ◦Xn,1, lt ◦Xn,2, lt ◦Xn,5) from Ω into
C
([0, t];H 10 (0,L))×C([0, t];L2(0,L))×C([0, t];L2(0,L))
is Ft -measurable for each t ∈ (0, T ] and n 1, and the injection
C
([0, t];H 10 (0,L))×C([0, t];L2(0,L))→ C([0, t];H 3/40 (0,L))×L5(0, t;H−1/4(0,L))
is continuous, it holds that
(lt ◦Xn,1, lt ◦Xn,2, lt ◦Xn,5)−1(G) ∈Ft ,
for all G ∈ B(C([0, t];H 3/40 (0,L))×L5(0, t;H−1/4(0,L))×C([0, t];L2(0,L))). But
E
(
Xn,5(t2)|Ft1
)= Xn,5(t1), P -almost all ω ∈ Ω,
and thus, it holds that
E
((
Xn,5(t2)−Xn,5(t1)
)
ψ
(
Xn,1(·),Xn,2(·),Xn,5(·)
))= 0,
for 0 < t1  t2  T . It follows that
E˜
((
Ξn,5(t2)−Ξn,5(t1)
)
ψ
(
Ξn,1(·),Ξn,2(·),Ξn,5(·)
))= 0,
and thus, by passing n → ∞,
E˜
((
Ξ5(t2)−Ξ5(t1)
)
ψ
(
Ξ1(·),Ξ2(·),Ξ5(·)
))= 0,
for 0 < t1  t2  T . Since {F˜t } is defined by (3.78)–(3.79), we have
E˜
(
Ξ5(t2)−Ξ5(t1)|F˜t
)= 0.1
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θ1, θ2 ∈ L2(0,L), and any bounded continuous function ψ on
C
([0, t1];H 3/40 (0,L))×L5(0, t1;H−1/4(0,L))×C([0, t1];L2(0,L))
for 0 < t1  T . It holds that
E
((〈
Xn,5(t2), θ1
〉〈
Xn,5(t2), θ2
〉− 〈Xn,5(t1), θ1〉〈Xn,5(t1), θ2〉
−
t2∫
t1
〈
Φ
(
s,Xn,1(s)
)
Q1/2θ1,Φ
(
s,Xn,1(s)
)
Q1/2θ2
〉
ds
)
ψ
(
Xn,1(·),Xn,2(·),Xn,5(·)
))
= 0, for all 0 < t1  t2  T , and all n 1,
where 〈·,·〉 is the dot product in L2(0,L). It follows that
E˜
((〈
Ξn,5(t2), θ1
〉〈
Ξn,5(t2), θ2
〉− 〈Ξn,5(t1), θ1〉〈Ξn,5(t1), θ2〉
−
t2∫
t1
〈
Φ
(
s,Ξn,1(s)
)
Q1/2θ1,Φ
(
s,Ξn,1(s)
)
Q1/2θ2
〉
ds
)
ψ
(
Ξn,1(·),Ξn,2(·),Ξn,5(·)
))
= 0,
and thus,
E˜
((〈
Ξ5(t2), θ1
〉〈
Ξ5(t2), θ2
〉− 〈Ξ5(t1), θ1〉〈Ξ5(t1), θ2〉
−
t2∫
t1
〈
Φ
(
s,Ξ1(s)
)
Q1/2θ1,Φ
(
s,Ξ1(s)
)
Q1/2θ2
〉
ds
)
ψ
(
Ξ1(·),Ξ2(·),Ξ5(·)
))
= 0
so that
E˜
(〈
Ξ5(t2), θ1
〉〈
Ξ5(t2), θ2
〉−
t2∫
0
〈
Φ
(
s,Ξ1(s)
)
Q1/2θ1,Φ
(
s,Ξ1(s)
)
Q1/2θ2
〉
ds
∣∣∣∣∣F˜t1
)
= 〈Ξ5(t1), θ1〉〈Ξ5(t1), θ2〉
−
t1∫ 〈
Φ
(
s,Ξ1(s)
)
Q1/2θ1,Φ
(
s,Ξ1(s)
)
Q1/2θ2
〉
ds0
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t2  T .
So Ξ5 is an L2(0,L)-valued continuous square integrable martingale over (Ω˜, F˜ , {F˜t }, P˜ )
with the quadratic variation
〈〈Ξ5〉〉(t) =
t∫
0
(
Φ
(
s,Ξ1(s)
)
Q1/2
)(
Φ
(
s,Ξ1(s)
)
Q1/2
)∗
ds.
According to the martingale representation theorem in [5, p. 220], there is a probability space
(Ω†,F†, {F†t },P †) and an L2(0,L)-valued Q-Wiener process W • defined on (Ω˜ × Ω†, F˜ ⊗
F†, P˜ × P †) adapted to {F˜t ⊗F†t } such that
Ξ•5 (t,ω1,ω2) =
t∫
0
Φ
(
s,Ξ•1 (s,ω1,ω2)
)
dW •(s,ω1,ω2),
for P˜ × P †-almost all (ω1,ω2) ∈ Ω˜ ×Ω†, where
Ξ•j (ω1,ω2) = Ξj(ω1), ∀(ω1,ω2) ∈ Ω˜ ×Ω†, j = 1, . . . ,5,
and Φ(s,Ξ•1 (s,ω1,ω2)) is the linear mapping from H 10 (0,L) → L2(0,L) defined by√
λj ej → hj (s)+ gj
(
Ξ•1 (s,ω1,ω2)
)
, ∀j.
Since W • is a Q-Wiener process, we can write
W •(s,ω1,ω2) =
∞∑
j=1
√
λj ejB
•
j (s,ω1,ω2),
where {B•j } is a sequence of mutually independent standard Brownian motions over (Ω˜ × Ω†,
F˜ ⊗F†, {F˜t ⊗F†t }, P˜ × P †). Then, we can write
Ξ•5 (t) =
∞∑
j=1
t∫
0
(
hj (s)+ gj
(
Ξ•1 (s)
))
dB•j (s), P˜ × P †-almost surely. (3.80)
We now set
u• = Ξ•1 , η• = Ξ•3 Ξ•4 , Ω• = Ω˜ ×Ω†, F• = F˜ ⊗F†,
F•t = F˜t ⊗F†t , P • = P˜ × P †.
We claim that
(
Ω•,F•,{F•t },P •,{B•}∞ , (u•, η•))j j=1
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The conditions (i)–(iii) are obvious. Since {F˜t } was defined by (3.78)–(3.79), Ξ1 is progres-
sively measurable with respect to {F˜t }, and thus, u• is progressively measurable with respect
to {F•t }. Also, by Lemma 2.8, Ξ2 is progressively measurable with respect to {F˜t }, and ∂tu•
is progressively measurable with respect to {F•t }. By (3.64)–(3.66), (3.68), (3.69) and (3.80),
the conditions (v) and (vi) are satisfied. The condition (vii) and (1.8) follow from (3.71)–(3.72).
Finally (1.9) follows from (3.75)–(3.76).
This completes the proof of Theorem 1.2.
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