Abstract. Artificial intelligence is still a technological advancement for human intelligence, our digital extension with better senses and memory. There is a significant group of scientists who claim that fears of self-thinking robots are unfounded. With a little effort, robotic decision-making can be decomposed into logical factors that are free of feelings and emotions. And even if there is an unpredictable behaviour, an erasure or code modification can be performed in the machine memory. Such a reduction problems related to Artificial Intelligence to technical control is, however, driven by scientific positivism. The study analyses the moral dilemmas associated with the dynamic development in the AI area and three possible scenarios of future developments in this area.
blessing robot is supposed to entertain, but also to incite much deeper questions. The time has come for a debate on the ethical challenges of Artificial Intelligence [1] .
In the broader sense, the beginnings of questioning in connection with self-viewing and robot integrity can already be found in the works by Isaac Asimov, a Russian-American author of science fiction, and also the creator of so-called robotics laws. In March 1942, Asimov published the short story "Runaround", the main hero of which is the SPD-13 Speedy robot. It is no longer just a machine that performs a program but a robot with simple ethics. First of all, it must not hurt a human being. Secondly, it has to obey the commandments of a person, unless they go against the First Law. And thirdly, it must protect itself from harm. Except in cases of conflict with the First and Second Laws. On these three commandments, Asimov wanted to show that even simple rules, which we could consider to be a kind of shortened analogy to the Ten Commandments for robots, involve from the beginning the same ethical dilemmas as the commandments of God. It is also Speedy's case. On Mars, it is sent for selenium, the only source of energy that can prevent the cosmonauts on the Red Planet from dying due to overheating. Quite confused, however, it will remain circling around the volcanic pond. The thing is that it is caught between two moral laws. It has a command to be obeyed but it also has to protect itself, and the toxic volcanic pond is too dangerous for its electronic circuits. The moral dilemma of a man-made machine, probably first described, ultimately has to be solved by cosmonauts-humans. The Speedy-Robot itself cannot favour one moral law over the other, and it is unable to take this choice.
The remarkable, 75-year-old dilemma of robotics is closely related to our time and the rapid takeup of AI and cybernetics solutions of social problems. The basic dilemma of our situation can be described as follows. The binary option (1-0), still the basic element of the architecture of all computers, smart phones and AI, does not solve any ethical problems [2] . Both number one and zero are value-neutral, no choice in itself is good or bad. It is a clear logical judgment. However, even in the best possible program, Artificial Intelligence always encounters the need to choose between evil and good. It is precisely because it serves a person to whom such ethical decisionmaking is inherent. But we can go further in our reflection -what if there is not just a choice between good and evil, but both options are bad [3] . How does AI autonomously reach the "better of bad solutions" that we humans usually use to justify our choice when we cannot or do not want to make a clear decision?
Such an ethical problem in robotics has long been not just a theoretical consideration. An example is the Nao humanoid robot from SoftBank Robotics. It is able to play football, dance, and even stand in for a receptionist at the hotel. One of its mission is also to care for the long-term ill. It cannot substitute human tenderness, but it can care about the drinking regime and regular medication. But what if the patient refuses to take his/her medication? Does it have the right to force him/her or rather not fulfil its task and endanger the patient's life? The same moral dilemma may arise in the case of military drones. At present, it is a human being who has a finger on the red button to fire a deadly shot. In the case of autonomous drones, a robot's quick decision will be required. Is it morally justifiable to fire a missile, for example, on a car in which the wanted terrorist is sitting if there is a risk of civilian casualties?
Different experiments, however, show that teaching robots to choose between one and zero, which are not value-neutral, is possible to some extent. Two years ago, Alan Winfield from the British Bristol Robotics Laboratory published a study in which he attempted to simulate the behaviour of robots that are supposed to protect human life. He constructed several robots of the size of a hockey puck riding on the surface of a board with a hole in the middle. The basic task was given -while the H robots (humans) moved freely and had no sensors to recognize the hole, the robotic puck A (named after Asimov) had to save them from the fall. If only one "human -H robot" was moving dangerously close to the hole, there was no problem. The rescuer A was able to calculate its trajectory, evaluate the risk, and intervene. For two "people", however, the effect of aid fell sharply. In almost half of the cases, the A robot hesitated who it should save as the first one until both H-machines fell into the hole. From his experiment, Winfield concluded that robot ethics can be quite successfully substituted by machine learning [4] . The more we supply the memory of the machine with the data from the practice, the more the robot will be able to evaluate the impacts of its decision, without it being clear in advance what it will do. It itself creates an algorithm that is not controlled by the original software. In this way, "autonomous" cars without a driver have been "taught"; test operation of these cars has been permitted by several US states.
The above examples, however, open up a problem closely related to the moral paradox of the age of Artificial Intelligence [5] . On the one hand, we want to use elements of Artificial Intelligence to provide us with the best possible service -from self-driving cars to medical robots and military drones that act as commanders for themselves. They are our extended senses, and their use can be more effective than the work of human specialists. However, at the same time, we are afraid that as creators of the robot we will no longer be masters of its intelligence [6] , which is not controlled by any program or code in the case of machine learning. We cannot reveal how the machine comes to a rule that tells it that something is ethically correct or incorrect. We need to create a new ethics for machine handling. And maybe we will have to admit that these machines will create their own ethics. And it will be exciting to see where we can find common principles. Imagine, for example, this situation when a self-driving car is driving on a two-lane road, on the one side there is a motorcyclist, on the other side there are houses, and suddenly a child on a bike rides into its way. Who should the car save? Should the car hit the wall of a house and endanger the passenger, or is the passenger's life more important? There is no answer to these questions yet.
Three scenarios of the AI development
There are different opinions on the development of robotics and Artificial Intelligence. They differ in their boldness and attitude towards future development. At present, there are three attitudes that predict future developments in the AI area. The first group is optimistic about the future development of AI. Its representatives are of the opinion that making intelligent robots is not only meaningful, but that such efforts will be successful and will lead to a better and ideal future for humanity. A representative of this attitude is Bill Hibbard. The second group is sceptical, with the conviction that all efforts to produce a really strong AI, an intelligent robot, are not only unrealistic but also pointless. A typical representative of this attitude is the American philosopher Hubert Dreyfus. The third group consists of pessimists, who believe in the success of the creation of an intelligent robot, but also take the view that such an effort will lead to a tragedy for humanity. A typical representative of pessimists is Kevin Warwick. In the following section, we will attempt to analyse the basics of the representatives of all three groups. AI optimists. In the 1980s, a group of scientists, artists and futurists began to be organized in the United States, from which a movement called Transhumanism was later developed. Transhumanism is "an intellectual and cultural movement that emphasizes the possibility but also a belief in improving the conditions of human life by using intellectual abilities that will suppress the aging process using technology and greatly improve the intellectual, physical and psychological abilities of the people." Transhumanists refuse to accept the biological limitations of the human body and argue that evolution should not stop in humans. Typical representatives of the optimists are Timothy Leary, Hans Moravec, Marvin Minsky, Ray Kurzweil, Vernon Vinge and Bill Hibbard. Hibbard believes in creating super-intelligent machines that will be able to perceive emotions. In his opinion, simple machines should first be built that will learn to recognize the happiness and unhappiness by the expression in the human face, human voice or human speech. In his view, such emotionally equipped machines could improve human life. The question of technological singularity, which is related to Moor's law, is mainly dealt with by Vernon Vinge and Ray Kurzweil. Vinge proceeds from the assumption that intelligence at a certain level is able to create even better intelligence. Estimates when intelligent machines are created are different. The greatest optimist is Ray Kurzweil, who believes this will happen around 2030 [7] . Bill Hibbard is slightly more cautious in his estimates. He believes that the creation of intelligent machines will take place within a hundred years. Hans Moravec, by extrapolating current developments, predicts that hardware capable of mimicking human intelligence will be available within 50 years.
Optimists believe that in time we will learn so much about the neural architecture of the human brain that we can transfer our own consciousness (with all memories and experiences) to the machine mind. Marvin Minsky thinks that man is nothing but a very complex machine. If we could replace every cell in the brain with a chip and add the same function as the cell, according to Minsk, the machine with this replacement brain would have the same feelings and thoughts as we have. Optimists believe in rapid technological progress. They prophesy a great future for man -that is, if they connect with new technologies and create a higher race. Better, more durable, more capable. It is important to note that these are not estimates of some dreamers. For the most part, they are recognized scientists and experts who build their predictions on scientific knowledge and facts. For example, Ray Kurzweil in 1990 in his book called The Age of Intelligent Machines successfully predicted the development of the Internet or computer technology.
AI sceptics. Hubert Dreyfus is a professor of philosophy at the University of California at Berkeley and he is also a well-known critic of artificial intelligence. Dreyfus, in his book What Computers Can't Do: The Limits of Artificial Intelligence published in 1972, expressed the view that the possibilities of machine intelligence are limited and the programs will never be able to solve the unpredictable complexities of common situations [8] . Dreyfus also claimed that computer programs would not be able to play chess successfully, which soon turned out to be a misconception. Dreyfus himself was defeated in chess by the MacHack program in 1967, and exactly thirty years later IBM's DeepBlue supercomputer defeated Garry Kasparov, the then incumbent world chess champion. As it turned out in time, in certain cases, computers, or computer programs, can overcome the human being. But they are still narrowly specialized, which represents a major problem in the development of intelligent machines. They still lack what a person has -a mind. The question of whether machines can think is dealt with by Roger Penros, a mathematics professor at the Oxford Institute of Mathematics. He is a world-renowned leading specialist in many areas of mathematics and mathematical and theoretical physics. Penrose tries to uncover the links between mathematics, physics and the human mind [9] . He considers concepts such as understanding, awareness, intelligence, and states that these terms are closely related. According to Penros, intelligence requires understanding. And understanding requires a degree of awareness of things. Penrose writes that the current physical image of the world is still incomplete, and future physics should explain the essence of consciousness.
AI pessimists. Kevin Warwick is a professor of cybernetics at the University of Reading in England, who drew public attention in 1998, when he had a glass capsule containing an electromagnetic coil and a number of silicon chips implanted into his left forearm. In 2002, he had a more modern and substantially smaller implant inserted in his left arm again, this time to try new experiments. The attempts were focused both on the possibilities of rehabilitation and on various improvements and extensions of the person. Using a cable and radio transmitter, Warwick transmitted information about electrical impulses running on his nerves to the computer. Thanks to this, he could, for example, remotely control a robotic hand over the Internet. In another experiment, the possibility to create another sensory faculty was further explored, by which Warwick could perceive the signals from the ultrasonic sensors, thus determining the distance of the individual objects with closed eyes, just as the bats do.
Warwick expects machine intelligence to grow and develop very quickly. Today, we cannot guess the future extent of this development, but one thing is certain -the intelligence of machines rapidly catches up with human intelligence, which, unlike artificial intelligence, has its own limits. Warwick draws attention to the fact that we cannot accurately measure intelligence and that we probably cannot predict when machine intelligence will achieve performances comparable with human intelligence [10] . Unless we can figure this out, Warwick is of the opinion that the machines can become smarter than us and they will enslave humanity. Warwick describes the world as it might look like in 2050, and his vision is very similar to some catastrophic science-fiction movies. Machines will assume a leading role, and humanity will be in the same position as animals today. Warwick sees the biggest threat in plugging machines into the grid. In his view, it is mistaken to think that intelligent machines will have anthropomorphic characters and that they will try to be physical and mental copies of man. Warwick ponders on how we can prevent machines from becoming more intelligent than humans. In his opinion, the basis is to increase the performance of the human brain, thanks to the chips connected to the brain. Humans would improve this way, it would enhance their memory, multiply the capacity of the brain, and make it possible for them to receive, for example, radio or radar signals. Man would become a cyborg, and, according to Warwick who proceeds from positive results of his experiments, this could be the future as well as the solution to the machine dominance.
Conclusion
Over the course of about fifty years of artificial intelligence, new technologies have emerged that are enriching this field. It is a dynamic and rapidly evolving area. Even though we cannot precisely determine the very definition of intelligence. Nowadays, it is a broad field that applies knowledge from many areas such as psychology, neuroscience, logic, economics, philosophy, mathematics, management theory, etc. Artificial Intelligence is currently dealt with by a large number of scientists as well as philosophers who raise many questions. One of the most important one is the question whether machines can think and the question whether AI can have its own ethics.
