There is a need for the development of models that are able to account for discreteness in data, along with its time series properties and correlation. Our focus falls on INteger-valued AutoRegressive (INAR) type models. The INAR type models can be used in conjunction with existing model-based clustering techniques to cluster discrete valued time series data. With the use of a finite mixture model, several existing techniques such as the selection of the number of clusters, estimation using expectation-maximization and model selection are applicable. The proposed model is then demonstrated on real data to illustrate its clustering applications.
Introduction

Model-based clustering and finite mixtures
Consider the case in which we have n individuals observed at certain time points. This data is then considered to be comprised of n time series, which is a typical panel data situation. Consider further that we are interested in clustering the n individuals on a number of, say, G clusters based on their observed time series, i.e., based on the data {y it }, i = 1, . . . , n, t = 1, . . . , T i . A further implication of the data refers to their discreteness, i.e., y it ∈ {0, 1, . . .}, hence, we have observed n discrete valued time series and we aim at clustering the observations based on the characteristics of their series.
Such data may occur in certain circumstances. For example, consider the situation where individuals count their respective number of drinks per day for a certain time period aiming at identifying different drinking patterns among individuals. The goal is to cluster individuals based off of their different drinking patterns. This example will be discussed in depth later. In accident analysis, the goal is to cluster sites with similar accident history in order to develop before and after studies which measure the effect of an intervention. In consumer research, the goal is to use the time series of different consumers and their daily/weekly purchases of a product in order to cluster them based on purchasing patterns. It should be
See Weiβ (2008) for other generalizations of the thinning operator.
The above definition of the INAR(1) model depends on the distribution of the innovation term t . The distributional assumptions of t result in the marginal properties of the process. For example, assuming a Poisson distribution for t we end up with a time series with Poisson marginals, which is perhaps not appropriate to describe data with overdispersion (variance greater than the mean). The model can be extended to what is referred to as the INAR(p) model: Definition 1.3. (INAR(p) Process) A discrete time non-negative integer-valued process {X t } Z is said to be a INAR(p) process if it satisfies the following recursion (1)
where α i ≥ 0 for i = 1, . . . , p − 1 and α p > 0.
Further details on extensions of the model can be found in Weiss (2018) . Note that the INAR(p) model can be interpreted in two different ways which may cause some confusion. The above specification may either imply applying binomial thinning sequentially and independently or applying a multinomial type of thinning. These two approaches lead to different models in many aspects (e.g., different marginals, different likelihoods).
Finally, we also use a model referred to as INAR(p * ) to denote the model defined by X t = α p • X t−p + t . In this model, lags up to and including lag p − 1 are excluded and only lag p is considered. The reason for such a model is that we can fit periodic autocorrelations. For example, if the only autocorrelation in daily data comes at order seven, then a INAR(7 * ) model is a parsimonious one. This can also be thought of as a INAR(p) model with α 1 = · · · = α p−1 = 0.
Overview of the paper
In this paper, a novel model-based approach for clustering discrete valued time series is introduced. The approach, as we will see, utilizes a finite mixture of INAR processes in order to cluster the data. The current literature on model-based clustering for time series can be found in Pamminger and Frühwirth-Schnatter (2010) , Frühwirth-Schnatter et al. (2011) and Frühwirth-Schnatter (2011) . The work done in the current literature involves model-based clustering of categorical time series based on time-homogeneous first-order Markov chains, model-based clustering of panel or longitudinal data based on finite mixture models, and model-based clustering of categorical time series with multinomial logit classification.
In Section 2, the framework of our methodology for clustering discrete valued time series via a mixture of INAR models is presented. The implementation of the EM algorithm for parameter estimation, convergence, initialization, model selection, and performance assessment will be covered. In Section 3, our methodology is applied to both simulated and real data sets, and the results of the application are discussed. In Section 4, a discussion of the work presented throughout this paper is given. Thoughts on the direction of future work are considered.
Methodology 2.1 The Model
Consider the INAR(1) model defined in Definition 1.1. The conditional likelihood of such a model, being a stationary Markov chain, can be written as
where Θ Θ Θ = (α, θ) refers to the vector of parameters. Here, α refers to the probability of success for binomial thinning and θ = (λ, φ) are the parameters associated with the distribution of the innovation terms. The parameters λ and φ refer to the mean and dispersion of the innovations, respectively. Note that for t = 1 the term refers only to the innovation distribution. Considering the previously given definition of binomial thinning, the conditional distribution of the model can be seen as a convolution between the binomial distribution and that of the distribution of the innovation terms. The conditional likelihoods for INAR(p) processes are similar to that of (2). The general conditional likelihood where the observations are related at higher-order lag times, assuming the same structure as the INAR(1) process, can be written as
where the first product of (3) corresponds to the distribution of the innovation terms only. The likelihood in (3) is the likelihood contribution for one individual only. For panel data, the product of all the individual likelihoods must be introduced.
For model based purposes we assume a finite mixture of such likelihoods. Although the observations are assumed to have come from an INAR process, they may come from any finite mixture of INAR processes with equal or different orders. The observations are said to have come from a mixture of INAR processes included in the model with a specific probability. That is to say that each individual belongs to a specific INAR process which does not change over time, but the process may have different orders. The finite mixture of likelihoods for the INAR model can be written as
where π g > 0, such that G g=1 π g = 1, are the mixing proportions, L i (Θ Θ Θ) refers to the likelihood for the ith individual, L ig (Θ Θ Θ g ) refers to the likelihood of the ith individual coming from the gth process, and Θ Θ Θ g denotes the parameters of the gth INAR process which can be of any order.
The likelihood for each individual is found over time from t = 1 to T i . The number of components G is considered to be unknown and will be estimated using the observations. The finite mixture of likelihoods in (4) can then be seen to follow a similar structure to the standard definition of a mixture model given previously. An important note here is that the model assumes that each individual has a certain INAR process and differs from the model in Böckenholt (1998) where the innovation term only followed a mixture of distributions. Being a finite mixture model we can estimate it using the EM algorithm as described in the next subsection.
The EM Algorithm
The EM algorithm is an iterative procedure used to find maximum likelihood estimates in the case of missing or incomplete data. Each iteration of the EM algorithm involves two steps, the expectation (E) step and the maximization (M) step. The E-step involves computing the expected value(s) of the complete-data log-likelihood, while the M-step maximizes the expected value of the complete-data log-likelihood with respect to the model parameters. Complete-data refers to the combination of the observed and unobserved data. The iterations of these two steps are repeated until convergence is reached.
In model based clustering, the complete-data is comprised of the observed data x 1 , . . . , x n along with the unknown labels z 1 , . . . , z n , where z i = (z i1 , . . . , z iG ). Here z i denotes the group memberships of observation i, where z ig is an indicator variable used to represent whether observation x i belongs to group g. The indicator variable can formally be written as
for i = 1, . . . , n and g = 1, . . . , G. The estimation of z ig is the primary objectiveof modelbased clustering.
A well known approach for determining if the EM algorithm has converged is by the use of Aitken's acceleration (Aitken, 1926) . The Aitken acceleration procedure estimates the asymptotic maximum log-likelihood at each iteration of the EM algorithm and makes a decision about whether it has converged or not. At iteration k the Aitken acceleration is given by
, and (k−1) are the log-likelihood values from iterations k + 1, k, and k − 1, respectively. The asymptotic estimate of the log-likelihood at iteration k + 1 is given by
where each value is as previously defined (Böhning et al., 1994) . The stopping criterion proposed by Lindsay (1995) suggests that the EM algorithm has converged when
where is a small value. An alternative stopping criterion was proposed by McNicholas et al. (2010) , which suggests that the algorithm has converged when
for a small value of , provided this difference is positive. The only case in which the difference can achieve a negative value is for a (k) > 1 which would not be a reasonable place to stop (McNicholas, 2016a) . It was shown by McNicholas et al. (2010) that the criterion in (6) is equally as strict as (5) since (k+1) ≥ (k) . It was also shown that the criterion in (6) is at least as strict as the lack of progress criterion, i.e., (k+1) − (k) < , in the neighbourhood of a maximum.
Model Fitting
Considering that the model follows a similar structure to that of the definition of a finite mixture model, estimation via the EM algorithm is considered. As the focus of this method is for model-based clustering purposes, the scenario in which there are n observations, none of which have known group memberships, is also considered.
At each E-step, until convergence, the component indicator variables are updated using their conditional expected valueŝ
In the succeeding M-step, the expected complete-data log-likelihood is maximized with respect to the model parameters. The mixing proportions are first updated
ig . The M-step is not a closed form expression. To obtain the model specific parameters, the weighted likelihood
can be maximized via the optim function in R. At each successive iteration of the above steps, the likelihood is increased until a set convergence condition is met. To determined if the EM algorithm has converged, Aitken's acceleration is used with the stopping criterion proposed by McNicholas et al. (2010) .
Initialization
For each number of components, G, there must be initial values for the parameters of Θ Θ Θ g . The objective is to obtain the true values of the model parameters in order to optimizeẑ ig . The ability to accurately predict starting values for the parameters proves to be heavily dependent on the distribution of the innovations. In the case of equal-dispersion, herein referred to as equidispersion, the innovations are assumed to follow a Poisson distribution. Equidispersion implies that the parameter φ from
equals 1. In the case of overdispersion, ( φ > 1), the innovations can be thought to follow a negative binomial distribution. Overdispersion is the result of the variance being larger than the expectation (see Figure 6 ). It is worth noting that the weighted likelihood, L g (Θ Θ Θ), frequently fails to be optimized if dispersion is not accounted for and Poisson innovations are used. Although very rare, the case of under-dispersion is handled similarly.
In all cases, starting values are obtained with the use of k-means clustering. The initial values of the means, λ g , are thought to be similar to the first group of centers found by kmeans. The mixing proportions, π g , come from the respective cluster sizes which are turned into proportions. For φ = 1, the probability of success, α g , for the binomial distribution is estimated by minimizing the average of the absolute difference of sums between simulated data and that of the observed data for the clusters found by k-means. This is done using the previously estimated values of λ g and π g , respectively. The simulated data that the observed data is compared to are created using the most influential lag time. A similar approach is used in the case of φ = 1, although both φ g and α g must be estimated here. Minimizing the absolute mean of the difference between the observed data and simulated data provides moderately accurate starting values for both. The model proves to be more accurate when used as an iterative approach, meaning that initialization must only be done for the smallest number of components fitted. Subsequent number of components, G, use the maximized parameter values found when G − 1 components were fitted and add a new component centered at the mean with a small probability. Agglomerative hierarchical clustering may also be used in a similar fashion for initialization, but has shown to be sensitive depending on the data.
Model Selection and Performance Assessment
The models for this method are considered to be the possible mixtures of INAR processes. The INAR processes to be included in the mixtures are decided by their respective autocorrelations. For example, in Figure 1 the two most influential autocorrelations are of order five and order ten. If these were the only two desired autocorrelations to be included in the model, then any mixture of these two autocorrelations may be used. This means that the possible models are mixtures of the form G − H INAR(5 * ) and H INAR(10 * ), where G is the number of components and H ≤ G. It is obvious that H is restricted by G as a negative number of INAR processes can not be fitted, but as G increases so does the total possible number of mixtures.
With the use of mixture models, an objective criterion is needed to select the 'best' model. The Bayesian information criterion (BIC; Schwarz, 1978) can be used to select the best model. Given a model with parameters Θ Θ Θ, the Bayesian information criterion is given by BIC = 2 (Θ Θ Θ) − ρ log n, where (Θ Θ Θ) is the maximized log-likelihood,Θ Θ Θ is the maximum likelihood estimate of Θ Θ Θ, ρ is the number of free parameters, and n is the number of observations. For our model, in the case of Poisson distributed innovations, there are G free parameters from the estimation of λ, G from the estimation of α, and G − 1 from the estimation of π g . Note that there is an additional G free parameters in the case of negative binomial distributed innovations from the estimation of the dispersion, φ. The number of observations comes from the total amount of time points for all individuals. Although in a real clustering scenario the true group memberships are not known, the effectiveness of the model will be evaluated through simulated data with known group memberships. The model is evaluated using a cross tabulation of the maximum a posteriori (MAP) classification of the predicted group memberships and that of the true group memberships. Using the results of the cross tabulation, the performance can be quantified numerically though the use of the adjusted Rand index (ARI; Hubert and Arabie, 1985) .
Applications
Overview
The model developed in Section 2 will now be applied to both real and simulated data sets. Two simulated and two real data analyses will be carried out. The two simulated data reflect the different aspects covered throughout Section 2 in regards to equidispersion and overdispersion. For simplicity in the analyses, only the two most influential INAR processes will be considered in the models. The INAR processes to be included in the model will be decided by the most influential autocorrelations at a multitude of different lag times. We will also only consider three possible models in each analysis. Due to two INAR processes and three models being considered, G = 1 components will not be fitted. This is done for consistency purposes while following the iterative approach mentioned previously.
The simulated analyses will be carried out with multiple trials of increasing difficulty. To increase the difficulty in clustering, the parameters of the simulated data will converge together in order to bring the clusters closer and create more overlap. Both simulated data analyses will be done in a clustering fashion such that the true group memberships of the data will be taken as unknown. This allows us to assess the performance and classification accuracy using the ARI.
Simulated Data Analyses 3.2.1 Poisson Innovation Simulated Data
INAR data with Poisson distributed innovations are simulated with increasing difficulty. The difficulty is increased in each of five simulations by allowing the parameters to create more overlapping between clusters. The true parameters along with the mixing proportions of the three components in each simulation can be found in Table 1 . In this case, 15, 000 three-component observations are simulated. The three component model in this scenario is simulated from a mixture of three INAR(5 * ). The dimensions of the simulated data are for 300 individuals over times t = 1, . . . , 50.
Exploring the simulated data, it can be seen from Figure 1 that the autocorrelations of all five simulated data are very similar. The figure depicts box plots of the autocorrelations for each lag time based on the simulated data. From the box plots of the autocorrelations, only those of order 5 and order 10 will be considered in the model. Hence, mixtures of INAR(5 * ) and INAR(10 * ) models are used. Because the data have been simulated for Poisson distributed innovations, it can be seen from Figure 2 that the dispersion of the data follow along the Poisson line, where φ = 1. Figure 3 shows the simulated data as it would be known in a true clustering scenario along with the true group memberships of the respective clustering difficulty to provide a comparison for Figure 4 .
For each of five clustering scenarios with different overlapping clusters, G = 2, . . . , 5 components are fit using k-means starting values. The results of each trial can be seen in Table 1 along with corresponding MAP classifications. The BIC selects G = 3 components using a mixture of three INAR(5 * ) and zero INAR(10 * ) as the best model for all clustering difficulties. Therefore, the BIC has correctly selected the number of components and the true model in all five clustering scenarios. Figure 4 shows the estimated group memberships of each clustering scenario and the cluster profiles of the estimated group memberships. The estimated parameters appear to be very close to the true parameters with all clustering difficulties (Table 1) . In the most difficult clustering scenario, an ARI of 0.694 is achieved with a misclassification rate of 13.33% which are both extremely good values for such a difficult problem.
Negative Binomial Innovation Simulated Data
Following in a similar fashion to the previous section, INAR data with negative binomial distributed innovations are simulated with increasing difficulty. The difficulty is increased in each of five simulation scenarios by allowing the parameters to get closer and create more Table   Very Easy overlapping between clusters. The true parameters along with the mixing proportions of the three components in each simulation can be found in Table 2 . In this case, 12, 000 three-component observations are simulated. The three component model in this scenario is simulated from a mixture of two INAR(2 * ) and one INAR(4 * ). The dimensions of the simulated data are for 400 individuals over times t = 1, . . . , 30. Exploring the simulated data, it can be seen from Figure 5 that the autocorrelations of all five simulated data are very similar. From the box plots of the autocorrelations, only INAR(2 * ) and INAR(4 * ) processes will be considered in the model. Because the data have been simulated with negative binomial distributed innovations, it can be seen from Figure 6 that the dispersion of the data mainly lies above the Poisson line, thus strongly indicating overdispersion. Figure 7 shows the simulated data as it would be known in a true clustering scenario along with the true group memberships of the respective clustering difficulty to provide a comparison for Figure 8 . For each of five clustering scenarios with different overlapping clusters, G = 2, . . . , 5 components are fit using k-means starting values. The results of each trial can be seen in Table 2 along with corresponding MAP classifications. The BIC selects G = 3 components using a mixture of two INAR(2 * ) and one INAR(4 * ) as the best model for the first four clustering difficulties. The BIC for the fifth clustering difficulty, the most difficult simulation, selects G = 2 components using a mixture of one INAR(2 * ) and one INAR(4 * ) as the best model. Therefore, the BIC has correctly selected the number of components and the true model in four out of five clustering scenarios while in the fifth scenario it believes two components belong to the same cluster. This is not an unreasonable result for the difficulty of this simulation as the components parameters are extremely close. Figure 8 shows the estimated group memberships of each clustering scenario and the cluster profiles of the estimated group memberships. The estimated parameters appear to be very close to the values of the true parameters in all clustering difficulties (Table 2 ). In the most difficult clustering scenario, an ARI of 0.618 is achieved with a misclassification rate of 33.75% which are both very reasonable values for such a difficult problem.
Real Data Analyses
Alcohol Timeline Followback Data
The timeline followback (TLFB; Sobell et al., 1986) method is a tool used to assess subjects' daily alcohol consumption. The alcohol TLFB data being considered was presented in Atkins et al. (2013) , is available at www.researchgate.net and comes from a larger study aimed at event specific prevention. The event specific prevention here refers to intensive daily drinking habits around a number of people's twenty-first birthdays. This data also includes extreme drinking events relative to a random sample of students' drinking (Neighbors et al., 2010) . Estimates of daily drinking were evaluated for clinical and nonclinical populations; e.g., adolescents, adults, college students, alcoholics of different severity, and normal male and female drinkers in the general population. Using a calendar, subjects provided retrospective estimates of their daily drinking over a specified time period. The original focus of the assessment was to study the gender, greek status being that the subject is in a fraternity/sorority or neither, and period of the week in which the drinking occurred. Our focus will fall sheerly on the number of drinks and what can be inferred about the clusters found.
The data is composed of 980 individuals who listed their respective number of drinks over a 30 day period. There were 269 individuals who did not finish the study, due to this reason we will only consider the 711 individuals for which the data was fully recorded. Taking a closer look at the data, Figure 9a shows box plots of the autocorrelations. From these box plots, only INAR(1) and INAR(7 * ) processes will be considered in the model. It can be seen from Figure 9b that overdispersion is present in the TLFB data. Figure 9c shows the data as it would be known in a true clustering scenario.
For the alcohol TLFB data, G = 2, . . . , 8 components are fit using k-means starting values. The BIC selects G = 7 components using a mixture of seven INAR(1) and zero INAR(7 * ). Figure 9d shows the estimated group memberships of the TLFB data and Figure  9e shows the respective cluster profiles of the estimated group memberships. From the seven cluster profiles present in Figure 9e , there seems to be individuals on very extreme profile, although very similar to the blue profile, appears to be individuals who continued drinking lightly after the specified event. The black, red, and light blue profiles appear to be individuals with heavier drinking habits, but at a variety of different quantities. The green and purple profiles appear to be individuals with very heavy drinking habits that occur on a regular basis. The differences in cluster profiles could perhaps have to do with the individuals alcohol tolerance level, or with other social gatherings. Table   Very Easy (α 1 , π 1 , λ 1 , φ 1 ) = (0.80, 0.375, 1.00, 4) (α 2 , π 2 , λ 2 , φ 2 ) = (0.20, 0.288, 9.00, 2) (α 3 , π 3 , λ 3 , φ 3 ) = (0.50, 0.338, 3.00, 2) (α 1 ,π 1 ,λ 1 ,φ 1 ) = (0. 80, 0.378, 0.98, 3.27 compete in ultra-marathons, which are considered to be any race that is longer than 26.2 miles or 42.195 km. The types of races include 50km, 100km, 6 hour, 12 hour, 24 hour, and 48 hour. The data being considered is composed of 260 individuals who participated in a 24 hour race. The number of cumulative laps are recorded at the end of each hour. The individual with the highest amount of laps at the end of the 24 hour period is considered to be the winner. There were 12 runners who did not finish a single lap and/or participate in the race and will be excluded from the data. We will only be considering the 248 runners who completed at least one lap. Although variables for age, country of origin, and gender are provided, we do not consider them in our model because our goal while clustering this data is to analyze the different running patterns used by ultrarunners. The three main strategies to running ultra-marathons are running with a consistent pace for the entire race, starting with a fast pace and slowing down earlier, and starting at a consistent pace, slowing down through the middle of the race, and finishing with a fast pace. Taking a closer look at the data, Figure 10a shows box plots of the autocorrelations. From these box plots, only INAR(1) and INAR(2 * ) processes will be considered in the model. It can be seen from Figure 10b that overdispersion is present in the LDRS data which means that negative binomial distributed innovations will be considered. Figure 10c shows the data as it would be known in a true clustering scenario.
For the LDRS data, G = 2, . . . , 10 components are fit using k-means starting values. The BIC selects G = 5 components using a mixture of five INAR(1) and zero INAR(2 * ). Figure  10d shows the estimated group memberships of the LDRS data and Figure 10e shows the respective cluster profiles of the estimated group memberships. From the five cluster profiles present in Figure 10e , we see that the light blue and black profiles are the consistent pace runners previously mentioned. The green profile are the runners who start with a fast pace and slow down earlier. The red profile is runners who start fast relative to their capabilities and slow down throughout the middle. It looks as if these runners attempted to pick up their pace at the end but were unsuccessful. The blue profile looks to be runners who seem to have dropped out early due to their running capabilities as no real strategy is present.
Discussion
A model-based approach for clustering discrete valued time series has been introduced. The parameters of the model were estimated using the EM algorithm. A stopping criterion based on Aitken acceleration was used to determine if the model had converged. Model selection was done using the BIC and a performance assessment was carried out using the ARI and misclassification rate in the case of simulated data.
The model-based technique was applied to both simulated and real data to illustrate its clustering capabilities. In the application to simulated data, the technique performed well for a variety of scenarios with different overlapping among the clusters. Both equidispersion and overdispersion cases were presented in the simulated data. In the application to real data, two true clustering scenarios in which no group memberships were known was analyzed. The technique performed appropriately and reasonable clusters were found for the obscure relationships in the data.
The newly discovered model-based approach for clustering discrete valued time series presents many different directions that could be taken in future work. Some of the more relevant directions to be taken include extending the INAR model to include multivariate time series of counts. Other directions include expanding the model-based approach to include other integer-valued models, e.g., a mixture of INARCH models, and the improvement of computational aspects, e.g., the EM algorithms time consuming maximization step. Figure 10: Plots of the: a) autocorrelation at multiple lag times, b) dispersion in the data, c) unknown group memberships, d) estimated group memberships, and e) cluster profiles of the estimated group memberships for the long distance running strategy data.
Finally, we emphasize that this approach offers all the advantages of model based clustering which are, in particular, important because of the discrete nature of the data which makes several metrics not easily applied along with having certain shortcomings.
