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Over the last two decades, there have been limited advances in the 
conceptualization of, and the modeling methodology for, the residential location choice 
problem.  A widely used methodology for modeling individual household’s residential 
choice is discrete choice analysis. Analysts typically consider administratively defined 
zones as discrete choice alternatives and apply the logit models to the residential choice 
problem in the same manner as for non-spatial contexts. 
This research argues that there are distinctive features of the residential choice 
problem that distinguish it from non-spatial choice problems. Failure to account for these 
features may lead to erroneous analytical results and ineffective spatial policies.  Two 
v
important spatial features of the residential choice problem are addressed in this study. 
The first feature relates to the perceived similarity between neighboring choice 
alternatives that are intangible or difficult to quantify. To address the problem, this 
dissertation develops the mixed spatially correlated logit (MSCL) model by 
superimposing a mixing structure to accommodate unobserved heterogeneity across 
households over a closed form analytic structure that accommodates unobserved inter-
alternative correlation. The empirical application of the model shows that the MSCL 
structure is both conceptually and statistically superior to the conventional modeling 
approach. 
The second spatial issue addressed in this dissertation is the representation and 
measurement of spatial factors. By measuring spatial factors over administratively 
defined zones, the conventional grouped alternatives approach fails to relate the 
configuration of spatial units to decision makers’ perception of space. The dissertation 
proposes a multi-scale structure to replace the conventional ‘flat’ approach. The proposed 
structure is innovative in that it allows the choice factors’ spatial extent of influence be 
determined endogenously. In addition, the multi-scale model can be used to test 
alternative hypothetical representations of neighborhoods as perceived by different 
households for different residential alternatives. The empirical application of the model 
demonstrates that social-economic and demographic factors generally have a smaller 
spatial extent of influence on residential choice than land-use factors. The results also 
show differing effects of choice factors when different spatial definitions are employed, 
suggesting the need for future research on behaviorally-realistic spatial representations.  
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CHAPTER 1  
INTRODUCTION 
1.1 Background and Motivation  
 The home is where people typically spend most of their time, a common venue for social 
contact and, for most people, a major financial and personal investment.  One’s choice of 
residence also reflects one’s choice of the surrounding neighborhood, which has a significant 
impact on one’s well-being and quality of life.  The topic of residential location choice has, 
therefore, been of interest to sociologists, psychologists, urban economists, geographers and 
transportation planners.  There is a substantial body of literature on the subject, covering both 
theoretical and empirical investigations from different perspectives, including the relationship 
between life quality and location, market differentiation in housing demand, societal value of 
urban amenities and neighborhood quality, and effects of spatial policies.  Residential location 
preference as a factor in urban development patterns is important especially because of the high 
rate of residential mobility in the United States.  According to the Census Bureau, between 1970 
and 1999, every year there is an average of 17% of the national population who change their 
place of residence.  Since then, this rate has consistently stayed above 14%.  Between 2002 and 
2003, approximately 83% of the residential moves in the country were within the same state and 
63% were within the same county.  These statistics suggest that, at least in terms of consumer 
demand, there is a strong potential for rapid shifts in housing patterns and perhaps equal potential 
for slowing or even reversing the trend (Weisbrod et al, 1980). 
For urban and transportation planning, the concern for the causes and consequences of 
individuals’ choice of residence arises from the recognition that it is the values, decisions and 
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actions of the people who are attracted to certain types of land use patterns that ultimately shape 
the transportation, land-use and urban form.  The decision of residential location not only 
determines the connection between the household with the rest of the urban environment, but also 
influences the household’s activity time budgets and perceived well being.  Altering land use 
characteristics by itself might not affect the residents’ travel behavior as expected by proponents 
of New Urbanism.  Rather, travel characteristics might only change after new residents are 
attracted by new land use and move into an area while old residents who find the land use 
unsuitable eventually move out (Kitamura, Mokhtarlan and Laidet, 1997; Krizek and Waddell, 
2002; Bagley and Mokhtarian, 2002; Lund, 2003).  The need for understanding land use – 
transport linkage at the individual level and the debate over whether the influence of urban form 
is entirely due to individuals placing themselves into residential neighborhoods that support their 
travel propensities points to the need for better models of residential location preferences. 
Over the past four decades, there has been considerable development in the mathematical 
modeling of residential activities.  The earliest theoretical work on urban housing markets 
established a tradition of viewing housing in terms of a dwelling’s market value or rent.  The 
pattern of residential location in a city is explained by the trade-off between transport costs 
(which increases with distance from the city center) and housing costs (which decreases with 
distance from the city center) (Hoover and Vernon, 1959).  Based on the ‘trade-off’ theory, 
Alonso (1964) was the first one to consider residential location choice based on the concept of 
utility maximization.  The level of utility a household experiences depends on the expenditure in 
goods, size of the land lots, and distance from the city center.  Aloson’s model was later extended 
by economists such as Muth (1969), Mills (1972), Evans (1973) and Wheaton (1974) and these 
models are referred as the classical urban land market models.  The most criticized aspects of 
these urban economic studies are: (1) The models treat location as a one-dimensional variable 
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(i.e., distance from major employment centers) and are therefore incapable of handling the 
common situations of dispersed employment centers and asymmetric development patterns 
(Waddell, 1996); (2) All members of any one socio-demographic class are considered to have 
identical behavior, which is certainly an oversimplification of reality.  (3) By reducing the 
complexity of the housing commodity, which is multidimensional and heterogeneous, to the one-
dimensional measure of price, one assumes that many of the important and interesting housing 
market phenomenon are irrelevant (Kain and Quigley, 1975).     
The desire to identify the extent to which various dimensions of housing affect the 
housing price has spawned innumerable applications of the hedonic pricing model, originally 
developed by Griliches (1961) and Rosen (1974).  The approach involves regressing the housing 
payments for a residential site on a vector of housing attributes, including both the physical 
characteristics of the dwelling (size, appearance, features) and the surrounding neighborhood 
(accessibility to schools and shopping, quality of other houses, availability of public services).  
The parameter estimates indicate the implicit prices possessed by the housing attributes.  The 
primary limitation of the hedonic approach is that the analysis is based on housing units, not the 
households.  As a result, no household-level commute or other household characteristics are 
present to account for variations among households’ preferences for various dwelling and 
neighborhood attributes.  This limitation makes the hedonic pricing approach inappropriate for 
understanding the land-use transport interaction at the individual decision maker’s level. 
While the urban economic and the hedonic pricing models are intended to provide an 
economic explanation for residential patterns, the spatial interaction models are intended not so 
much as to provide a theoretical basis, but to serve as operational tools for predicting spatial 
patterns.  The spatial interaction modeling approach does so by drawing an analogy between the 
interaction of human activities in space and the Law of Gravity in Physics.  The approach was 
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first applied to predict the location of population in residential zones in an urban region by 
Hansen (1959), who assumed that the accessibility to employment is the principle determinant of 
the location of population.  The landmark model of this approach is the Lowry model (Lowry, 
1964) developed for the Pittsburgh metropolitan area that involves iteratively allocating 
residential population and employment to the zones in the study region until the constraints on 
land use are met and the distribution of population and employment reflects the resulting travel 
between zones.  Variants of Lowry’s model have served as core land-use forecasting models in a 
large number of aggregate land-use and transportation studies.  Despite its practical popularity, 
the spatial interaction model has received heavy criticisms for simply representing and 
reproducing empirical regularities and not providing a theoretical explanation of the factors, in 
addition to accessibility, that account for spatial interactions (Romanos, 1976; Sayer, 1976; 
Briassoulis, 2000).    
The aforementioned approaches to studying households’ residential choice are either too 
aggregate in nature or lacking in behavioral foundation.  The discrete choice analysis approach 
introduced by McFadden (1974) avoids both of these shortcomings.  The approach is motivated 
by the desire to understand the behavioral process that leads to an agent’s choice among a set of 
options.  A decision maker is assumed to consider various factors that collectively determine the 
utility obtainable from each alternative and chooses one that yields the maximum utility – a 
behavioral assumption similar to that underlying the urban land market models.  The pioneering 
work of Lerman (1975) and McFadden (1978) lead to the extensive use of discrete choice 
analysis in studying residential choice.  The popularity of this approach is attributed to at least the 
following two reasons.  First, the discrete choice models provide a way of understanding, at the 
disaggregate level, how a household trades-off among the wide range of choice factors that come 
into play.  Second, the approach allows the analyst to examine the choice behavior based on both 
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accepted and rejected alternatives and to relate spatial behavior to locational characteristics as 
well as the complex attitudes, preferences and tastes of individuals.  The modeling results can 
thus help devise urban policies that effectively target specific population groups.  For these 
reasons, discrete choice analysis dominates spatial choice theory (Thill and Wheeler, 2000), even 
though it was originally developed for non-spatial contexts such as the choice of transportation 
mode.  In addition to its application to residential location choice, the approach has been 
employed to model consumer store choice (Fotheringham, 1988; Rust and Donthu, 1995), tourist 
destination (Eymann and Ronning, 1997), recreational demand (Feather, 1994; Train, 1998; 
Parsons and Hauber, 1998; Pozsgay and Bhat, 2002), industrial location (Hansen, 1987), 
criminals’ site selection (Xue and Brown, 2003), and interregional migration (Kanaroglou and 
Ferguson, 1998; Pellegrini and Fotheringham, 2002).   
1.2 Features of Spatial Choice Problems 
When analyzing residential location or other types of spatial choice behavior, past 
modeling efforts typically apply the discrete choice models in the same manner as they would do 
for a non-spatial context with little modification (Pellegrini and Fotheringham, 2002).  However, 
spatial choice contexts exhibit several distinct features not found typically in their non-spatial 
counterparts that can create problems for the use of standard discrete choice models.  These 
characteristics are summarized below:   
1. Definition of alternatives:  Contrary to most aspatial contexts, spatial choice problems 
often involve choice elements that are difficult to define (Lerman, 1983; Fischer and 
Nijkamp, 1987).  For example, when a person chooses where to shop, is she/he selecting 
a specific store, a neighborhood populated with shops, or a specific shopping mall?  
Similarly, tourists choosing a holiday destination may be selecting among one or more 
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different geographical levels, such as a hotel, a city, or a country.  The definition of the 
choice set is far from trivial for such spatial applications. 
2. Definition of choice set:  In spatial choice situations, decision makers often face a very 
large set of potential options.  However, in practice, the number of alternatives actually 
considered is constrained by the individuals’ limited capacity for gathering and 
processing information (Fotheringham et al, 2000).  According to Bettman (1979), this 
limit might be reached with as few as six or seven alternatives.  Consequently, it would 
be fairly unrealistic to assume individuals can evaluate all possible alternatives at any 
one time.  The identification of individual choice sets is therefore a challenge to the 
analyst (Kanaroglou and Ferguson, 1998). 
3. Substitutability among choice alternatives:  Due to the continuity of space, the spatial 
alternatives faced by decision makers are likely to follow the First Law of Geography 
postulated by Tobler (1970), that everything is related to everything else, but closer 
things are more closely related.  An alternative at a given location may be perceived as 
more similar, and therefore more substitutable, to an alternative closer by rather than 
farther away.  The perceived similarity between neighboring spatial alternatives are 
often intangible or difficult to quantify.  Failure to account for such perceived similarity 
would lead to inaccurate interpretations of choice behavior.  Yet, in standard discrete 
choice models, accommodating unobserved similarity among the choice alternatives is 
not a straightforward task. 
4. Measurement of spatial variables:  As in the case of other modeling efforts, the success 
of a discrete choice modeling exercise relies on correct model specifications, which are 
tied closely to accurate representation, or measurement, of relevant variables.  For 
variables that are spatial in nature (which is the case for spatial choice problems and 
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also not uncommon for non-spatial choice problems), their value can be observed only 
after a location has been specified (for point variables) or a space been demarcated (for 
areal variables).  In the latter case, the continuity of space renders almost infinitely 
many ways for an analyst to define areal units for measuring.  Without knowing which 
of the many spatial configurations to use, past efforts of spatial choice modeling 
typically use administratively defined spatial units, such as census tracts, for which data 
are readily available.  These administrative units often bear no relation to how the 
decision makers themselves measure, or perceive, the spatial factors in their mind.  Such 
a practice may easily lead to inaccurate analytic outcomes. 
 
Because of the issues identified above that set the spatial choice problems apart from the non-
spatial ones, ‘discrete spatial choice analysis’ is becoming a distinct area of research beyond the 
umbrella of its origins in non-spatial discrete choice modeling (Pellegrini and Fotheringham, 
2002).  Any analysis that hopes to provide a robust explanation for residential location choice 
dynamics and a framework for evaluating housing policy must take these distinguishing features 
seriously. 
1.3 Research Objectives 
The general goal of this dissertation is to address the added complexities introduced by 
space in the discrete choice analysis of residential location.  The research focus is on two of the 
issues identified in the preceding section: the substitutability among choice alternatives and the 
measurement of spatial factors.   
The issue of substitutability is rooted in the Independence from Irrelevant Alternatives 
(IIA) assumption often embedded in residential location choice models.  The assumption leaves 
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no room for accommodating any perceived similarity shared by the alternative locations that is 
unobserved by the analyst.  The first research objective of this dissertation is thus to treat the IIA 
problem by drawing on and integrating advanced modeling techniques that allow for more 
flexible correlation structures among choice alternatives.    
The second research objective is to clarify what decision makers mean by ‘location’ 
when choosing a residence and so to develop ways of appropriately measuring and incorporating 
location factors in the choice model.  Basic to this research is the belief that analysts should 
measure what matters to people over the area that really matters to people.  Only when the choice 
factor is measured over its true extent of influence can its exact effect on residential location 
choice be econometrically extracted.   
1.4 Dissertation Outline 
This dissertation is organized as follows.  Chapter 2 discusses the standard discrete 
choice modeling framework used for residential location choice analysis and previous empirical 
studies based on such a framework.  The survey is intended to provide an understanding of the 
state of the art.  The major findings derived from these studies and the choice determinants found 
to affect residence choice behavior are also presented.    
Based on observations drawn from the literature survey in Chapter 2, Chapter 3 describes 
in detail the causes and origins of the two spatial complexities which the dissertation aims to 
address.  The chapter further discusses how existing conceptual and methodological frameworks 
may, or may not, be used to resolve these complexities.   
Chapter 4 develops the proposed methodology for accommodating unobserved similarity 
shared among neighboring residential locations.  The structure, property and estimation of the 
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proposed model are described.  An empirical application of this model and the implications of the 
results are also discussed. 
Chapter 5 describes a hierarchical modeling structure proposed for treating the spatial 
measurement problem.  The chapter discusses the different empirical results obtained from 
application of the conventional discrete choice model and the proposed model.  It also presents a 
comparative analysis of empirical results derived from using two different sets of spatial units to 
measure location factors.      
Chapter 6 summarizes the main findings and addresses the limitations of the proposed 
methodologies.  It concludes by outlining a number of directions in which the proposed 
methodologies could be further extended.  
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CHAPTER 2  
DISCRETE CHOICE MODELS OF RESIDENTIAL LOCATION  
Urban housing units differ profoundly over a great many dimensions that are essential 
elements of consumer choice.  Housing units differ from each other structurally with respect to 
condition, architectural style and features, size, plumbing facilities, and the like.  They also differ 
in their accessibility to other relevant parts of the urban area; in size, shape, topography, and so 
forth of the lot of land on which a unit sits; and in the socio-demographic character of, and level 
of public services provided in, their neighborhoods.  Different households have different tastes 
for the various dimensions of the housing package, and typically each household conducts an 
extensive search for a unit appropriate to its taste and income.   
The nature of the residential choice problem described above makes the discrete choice 
modeling approach an appropriate tool for investigating how households of various types 
distribute themselves over different housing types and over space in response to market forces 
and policies.  This chapter provides an understanding of the state of the art in discrete choice 
modeling of residential location choice.  Section 2.1 describes the random utility maximization 
(RUM) framework from which discrete choice models are derived.  Section 2.2 presents the 
model structures used extensively in past studies of residential choice.  Methods for estimating 
these models are explained in Sections 2.3 and 2.4.  Statistical tests for hypothesis testing and for 
comparing model goodness of fit are described in Section 2.5.  Section 2.6 reviews past modeling 
efforts of residential choice.  The commonalities and differences among these efforts are 
discussed and their findings are summarized.  
2.1 Random Utility Maximization Framework 
The origin of the RUM framework goes back to Thurstone (1927), who developed the 
Law of Comparative Judgment.  In his theory, the perceived level of a psychological stimulus 
equals its objective level plus a random error. The probability that one object is judged higher 
than the other is the probability that this object has the higher perceived stimulus.  When the 
perceived stimuli are interpreted as levels of satisfaction, or utility, Thurstone’s theory can be 
interpreted as a model for economic choice in which utility levels are random, and the observed 
choice is the alternative that has the highest realized utility level.  This connection was made in 
by Marschak (1960), who called this the random utility maximization hypothesis. 
The RUM principle is described formally as follows.  Denoting the utility that decision 
maker  obtains from alternative  by , n j jnU , Jj ,1K= , the decision maker chooses alternative 
 if and only if .  Since the analyst observes only some of the factors 
considered by the decision maker, the utility is modeled as comprising a deterministic component 
 and a stochastic component 
i ijUU jnin ≠∀> ,,,
jnV , jn,ε : 
jnjnjn VU ,,, ε+= . (2.1)  
The deterministic component, , is typically specified as a function of the observed 
attributes of alternative  as faced by decision maker , denoted as , and unknown 
parameters 
jnV ,
j n jnX ,
β  that are to be statistically estimated.  The stochastic component  captures the 
factors unobserved by the analyst and is therefore treated as random.  By assuming that the 
random vector 
jn,ε
( )Jnnnn ,2,1, ,, εεεε L=  follows a joint probability density function ( )nf ε , the 
probability that decision maker n  chooses alternative  can be stated as: i
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inP ,  = ( )ijUU jnin ≠∀> ,Prob ,,  
= ( )ijVV jnjninin ≠∀+>+ ,Prob ,,,, εε  
= ( )ijVV jnininjn ≠∀+<− ,Prob ,,,, εε  




∫ ≠∀+<− ,,,,, , (2.2) 
where  is the indicator function taking the value of 1 if the condition in parentheses is true, 
and 0 otherwise.  Different specification of the density function 
( )⋅I
( )nf ε  derived from different 
assumptions about the distribution of the unobserved component of utility lead to different choice 
models. 
2.2 Conventional Model Structures  
2.2.1 Multinomial Logit Model 
The conditional or multinomial logit model (MNL), originally developed by McFadden (1974), is 
by far the most widely used discrete choice model derived from the RUM principle.  It is derived 
under the assumption that each stochastic term  is independently and identically distributed 
(IID) with a type I extreme value (or Gumbel) distribution (Johnson and Kotz, 1970), described 
by the following density function: 
jn,ε
( ) jnjn ejn eef ,,,
εεε
−
−−=  (2.3) 
Substituting the density function in Equation (2.3) into Equation (2.2), one arrives at a closed 













,  (2.4) 
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The direct elasticity, i.e. the percentage change in the choice probability of alternative i  due to a 

















 . (2.6) 
Similarly, the cross elasticity, i.e. the percentage change in the choice probability of alternative  




















The independence assumption about the stochastic terms implies that the unobserved 
component of utility for one alternative is unrelated to the unobserved component of utility for 
another alternative.  This is in accordance with Luce’s (1959) choice axiom of independence from 
irrelevant alternatives (IIA), which states that the relative probabilities of any two alternatives 
depend only on their relative utilities and are independent of other alternatives of the choice set.  
As shown in Equation (2.7), the IIA property also implies that an improvement in one alternative 
draws proportionately from all the other alternatives.  This phenomenon is referred as 
proportionate substitution.  An alternative can thus be introduced into or eliminated from the 
choice set without the re-estimation of the utility function parameters and the choice probabilities.  
Proportionate substitution greatly facilitates forecasting and is an attractive feature for many 
discrete choice problems.  However, in cases where there are alternatives that are close substitutes 
for each other, such as the well-known ‘red bus – blue bus’ problem, the IIA assumption becomes 
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unrealistic, resulting in inconsistent estimates of the model parameters and of the choice 
probabilities (Horowitz, 1981). 
The MNL model is also limited in its power to represent preferential variations among 
decision makers.  In general, the value that decision makers place on each attribute of the 
alternatives varies across decision makers.  This taste variation can be explicitly captured in the 
logit models by allowing in the observed utility, , the observed attributes of alternatives, 
, to interact with the observed attributes of decision makers, .  However, when there is 
taste variation attributed to decision makers’ individual attitudes and experiences that are 
unobserved by the analyst, treating the 
jnV ,
jnX , jnS ,
β  parameters as constant across the population would be 
a misspecification.  Not only the MNL model does not provide estimates about the distribution of 
tastes, there is also no guarantee that the β  estimates will provide adequate approximations of 
the average tastes of the population (Chamberlain, 1980; Train, 2003).   
2.2.2 Nested Logit Model 
Recognizing that the unobserved similarities among the alternatives invalidate the MNL 
model, McFadden (1978) proposed the nested logit (NL) model, which is also RUM-based, to 
model residential location choice.  His conceptual framework considers groupings of dwellings 
that share similar unobserved characteristics as communities.  The utility assigned by decision 
maker  to dwelling  in community , n j c Cc ,1K= , alternative ( c , ) is denoted as: j
cjncjncjn VU ,,, ε+= .   (2.8) 
The NL model is obtained by assuming that the vector of unobserved utility, 
( )Jnnnn ,2,1, ,, εεεε L= , has cumulative distribution: 




























σεε . (2.9) 
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This distribution is a generalization of the distribution described by Equation (2.3) that gives rise 
to the MNL model.  For the MNL model, each stochastic term, , is independently univariate 
extreme value distributed.  In Equation (2.9), the marginal distribution of each  in the NL 
model is univariate extreme value, with the ’s correlated for dwellings in the same 




cσ  ( 10 <≤ cσ ) measures the level of 
correlation among dwellings nested under community , with c 0=cσ  indicating complete 
independence within the community.    
Suppose  and  are vectors of observed dwelling- and community-specific 
attributes, respectively, and  assumes an additively separable, linear-in-parameters 
form: 
cjnX , cnY ,
cjnV ,
cncjncjn YXV ,,, αβ ′+′= .   (2.10) 
The choice probability of alternative ( c , ) given rise from Equation (2.9) is: j
( ) ( ) ( ) ( )














































For the ease of interpretation, one can consider the above expression as the product of a marginal 


















































1,ln σβ . (2.14) 
The quantity  is referred as the inclusive value and represents the expected utility that decision 
maker  receives from choosing among the dwellings in community  (Train, 2003).   
cI
n c
2.2.3 Grouped Alternatives Model 
In an analysis of mobility bundle choices, Lerman (1975) argues that, in practice, data 
about individual housing units are typically not available and most surveys provide data only 
about which community a household selected rather than which specific housing unit.  Thus, he 
























where  is a vector of community-specific attributes as defined before and cnY , cnX ,  is a vector of 












1 . (2.16) 
Lerman’s model can be viewed as a MNL model where the choice alternatives are the 
groups of housing units, rather than the individual units.  The term  in Equation (2.15) is used 
to correct for the grouping process such that, other conditions being equal, a large grouping 
would have a higher probability of being selected than a small grouping.  It is thus often referred 
as the size variable.  According to Lerman (1975), the grouping can be defined based on the 
dwellings’ physical proximity, as well as along other dimensions of their measurable attributes.  
For example, instead of using census tracts (as proxy for communities) as the unit of grouped 
locations, one might consider levels of neighborhood quality such as a three-level status 
classification of upper, middle and lower classes.  Alternatively, one might group the alternative 
cJ
dwellings based on their structure type, such as single-family detached units, multiplex units and 
apartments, to reflect the sectoral housing submarket.    
Lerman’s model can also be viewed as a special case of McFadden’s NL model.  
Specifically, in Equation (2.15), if the community  is homogeneous in terms of the attributes of 
the constituting dwellings so that 
c
ccncjn JjXX K1,,, =∀= , the NL model defined by Equations 
(2.12) to (2.14) is exactly Lerman’s group alternatives model.  This link establishes the 
consistency of the group alternatives model with RUM under the homogeneity condition.  
However, if the homogeneity condition is not satisfied, which is often the case in practice, the 
parameter estimates will be biased and the degree of estimation error depends on the variances of 
.  Therefore, in most cases, the grouped alternatives model is only an approximation of the 
‘theoretically correct choice model’ (Quigley, 1985), where every distinguishable dwelling is 
treated as a distinct choice entity. 
cjnX ,
2.3 Estimation Techniques 
Since the choice probabilities given by the logit models described in the previous section 
take a closed form, the estimation of these models can be pursued using the maximum likelihood 
(ML) method.   The probability of decision maker  choosing the alternative that was in fact 






















Assuming that each decision maker’s choice is independent of others’, the joint 
probability of each of the  decision makers in the sample choosing the alternative that was 
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lnδ . (2.19) 
In Equations (2.18) and (2.19), θ  denotes the vector containing all the parameters in the model.  
The value of θ  that maximizes the log-likelihood function is the ML estimator. 
An alternative estimation procedure for the logit models is the maximum score (MS) 




















 , and chosen is  if   1
,
jiVVi ij
jnδ . (2.21) 
In non-mathematical terms, the estimator is one that maximizes the number of times the 
alternative with the greatest utility was selected.  The advantage of the MS method over the ML 
method is that the former does not require any specific distribution assumptions made about the 
stochastic utility, as long as the alternative with the highest utility also has the greatest probability 
of being selected.  The drawback is that the MS estimators are neither asymptotically efficient nor 
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normal.  Thus, it is impossible to perform asymptotic statistical tests of the significance of 
coefficients or of linear restrictions on the parameters (Lerman, 1975).  Therefore, the ML 
method remains the most popular procedure for estimating discrete choice models. 
2.4 Sampling of Alternatives 
One of the features of spatial choice problems, as stated in Section 1.2, is that decision 
makers often face a very large set of alternative locations.  This renders the estimation of model 
parameters a very expensive or even impossible task (McFadden, 1978; Train, 2000; Nerella and 
Bhat, 2003).  Fortunately, with a logit model, estimation can be performed on a subset of 
alternatives without inducing inconsistency (McFadden, 1978).  The “estimation by sampling of 
alternatives” procedure is described below.   
Denote ( iDf n )  as the sampling rule for obtaining a subset of alternatives , 
conditional upon the observed choice of dwelling unit , for decision maker .  This sampling 
rule needs to satisfy the property that, if 
nD
i n
( ) 0>iDf n , then ( ) 0>jDf n .  In other words, if a 
rejected alternative  is assigned to the subset , then it is logically possible that  could have 
been the observed choice.  Then, the maximization of the modified likelihood function, 
j nD j
( )
( ) ( )






























, lnδθ , (2.22) 
yields a consistent estimator for the logit model.  However, since information is lost about 
alternatives not included in , the estimators are not efficient. nD
The most common sampling approach is based on the condition that ( iDf n )  is the same 
for all .  This “uniform conditioning property” (McFadden, 1978) occurs if, for example, 
all non-chosen alternatives are assigned with an equal probability of being selected into , so 
that the probability of selecting  into  when  is chosen by the decision maker is the same as 






( jDf nln )  terms disappear from Equation (2.22) and the likelihood function to 
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maximize becomes the same as the one given in Equation (2.19) except that the subset of 
alternatives  replaces the complete choice set. nD
2.5 Statistical Tests 
Once a model is estimated using the ML procedure, its goodness of fit can be measured 




LL θρ −= , (2.23) 
where  and  are the values of the log-likelihood function at the estimated parameters 
and at zero, respectively.  The value of 
)ˆ(θLL )0(LL
σ  ranges from zero, when the estimated model does no 
better than no model at all (zero parameters), to one, when the estimated model provides a perfect 
prediction for all sampled observations.  Any value between zero and one, however, has no 
intuitively interpretable meaning (Train, 2000).  Thus, the likelihood ratio index is not at all 
similar in its interpretation to the 2R  used in regression.  When comparing two model 
specifications based on the same sample and identical set of alternatives, one can compare the 
goodness of fit of the models using the likelihood ratio index.  In the case when the number of 
parameters used in the models is different, the adjusted likelihood ratio index (Ben-Akiva and 








K  is the number of parameters in the estimated model. where 
As for testing hypothesis about individual parameters in discrete choice models, one can 
use the standard t-statistics as with linear regressions.  A parameter estimate is significant at, say,  
5% level (less than 5% chance that the associated difference from zero is due to random effects) 
when the corresponding t-statistic has an absolute value greater than 1.96.   
20 
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2.6 Previous Modeling Efforts 
There is an abundance of studies that attempt to understand the residential choice 
behavior through discrete choice models.  As summarized in Table 2.1, these studies are 
common and/or different in the choice dimensions modeled, the model structure utilized, the way 
in which alternative residential location choices are represented, the study region and the 
population segment examined, the choice determinants considered, and the findings concluded 
from the empirical work.  These commonalities and differences are discussed in the subsequent 
sections.  Specifically, Section 2.6.1 identifies the choice dimensions considered and the model 
structures utilized in these past studies.  The way in which choice alternatives are defined and the 
measurement of spatial factors describing the alternatives are discussed in Sections 2.6.2  and 
2.6.3, respectively.  Section 2.6.4 provides a list of the choice factors considered in the previous 
studies.  The statistical significance and the behavioral interpretations of these factors are 
discusses.  The discussion serves as a guide to utility specification for the empirical analyses 
performed in this study.  
Table 2.1 Previous studies of residential location choice 
22







Housing (H) and neighborhood (N) 













 • average housing price (N) 
• portion of sales that were not 
condominiums (N) 
• size variable (N) 
• commute time (N) 
• commute time has 1.65 times the effect on 
household utility for women as for men 
• the average household is willing to pay an 
extra $10.44 per square meter of housing to 
be 1 min closer by car to a 40-year-old man’s 
workplace, and an extra $17.38 per square 
meter to be 1 min closer by car to a 40-year-
old woman’s workplace 
Anas (1981), 













• zonal average rent per dwelling (N) 
• zonal average housing age (N) 
• distance to the CBD (N) 
• quality of locatioanl and housing 
amenities (N) 
• values of housing rent, travel time and travel 
cost elasticities are sensitive to model 
estimation methods 
• ranges of elasticity values are in agreement 
with those estimated for other cities 
• estimation uncertainty is comparable to that 










NL  TAZ • expected utility of household 
members’ daily activity schedule (H) 
• composite impedance measure for 
commute (N) 
• violent crime rate (N) 
• residential density (N) 
• income remaining after housing 
expenses (N) 
• school education performance (N) 
• proximity to industrial acreage (N) 
• town’s expenditure on culture and 
recreation (N) 
• residential tax rate (N) 
• geographic indicator (N) 
• size variable (N) 
• worker’s accessibility has strong and positive 
effect on residential choice 
• the composite impedance for commute 
explains residential choice behavior better 
than the expected utility of activity schedule 
• households are less likely to reside in 
locations with high crime rate, high density, 
and high housing price relative to their 
income level  
• school performance, industrial acreage, 
expenditure on culture and recreation, tax 
rate, and cbd indicator are not significant 
choice determinants 






NL  High- vs. low-
income 
neighborhoods  
• dwelling size (H) 
• average income (N) 
• average price of owned housing (N) 
• ratio of cost of owning versus cost of 
renting (N) 
• ratio of expected rate of change of 
housing prices to all prices (N) 
• price of a large unit relative to a 
small unit (N) 
• price of a unit in high income 
neighborhood relative to one in a 
low income neighborhood (N) 
note: neighborhood characteristics 
• a larger family size increases the probability 
of choosing a large unit 
• a large family is less likely to live in high-
income neighborhoods 
• the relative price of high versus low quality 
housing has no significant impact on the 
choice of neighborhood quality 
• blacks are less likely to live in high-income 
neighborhoods 
• an increase in household income can have a 
negative effect in certain homeowners and a 
positive effect on certain renters 
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from 659 census 
tracts located in 
103 city districts 
Residential choice  3-level NL 




spatial groupings of 
neighborhood types 
(4), and city types 
(6 or 8)  
• housing price (H) 
• #rooms (H) 
• age of dwelling (H) 
• area of lot (H) 
• presence of central air-conditioning 
(H) 
• parking facility (H) 
• racial composition (N) 
• median income (N) 
• distance from Chicago loop (N) 
• pollution (N) 
• property tax rate (N) 
• per-capita municipal spending (N) 
• per-capita spending by school 
districts (N) 
• geographic constants (N) 
• whites opt for less #rooms, older houses, 
bigger lot size than non-whites 
• whites prefer living in a neighborhood with 
more white population, higher median 
income, farther from the CBD, and at a 
location with less air pollution 
• whites as well as large families prefer more 
for a city with lesser property taxes, better 
public schools and less municipal spending 
• large families prefer more rooms, older 
houses, and bigger lots than small families 
• large families opt for a neighborhood with 
higher percentage of white population, 
lower median income, farther from the 
CBD, and less pollution 
• measures of benefits of changes in 
neighborhood attributes are very sensitive to 











dwelling type, and 
dwelling unit  
NL Residential sectors
defined by the 
analysts  
 • log of mean zonal household income 
divided by gross income of a 
household (N) 
• racial composition (N) 
• %dwelling units built between 1960 
and 1970 (N) 
•  log of commute distance (N) 
• expected out-of-pocket moving cost 
(H) 
• expected utility of the set of 
dwelling-type choices available in 
the neighborhood (H) 
• alternative specific constants (H) 
• non-minority households are less likely to 
choose locations with concentration of 
minorities 
• few of the hypothesized attributes have 






Sample size not 
specified 








• size variable (N) 
• variation in price (N) 
• racial composition (N) 
• income composition (N) 
• zonal fixed effects of housing price 
(N) 
• zonal equity risk (N) 
• geographic indicator (N) 
• for white owners occupants, unmarried 
individuals without a high school education 
avoid locations with high concentrations of 
blacks, expensive quality adjusted housing 
prices, and high equity risk. they also prefer 
central city over suburban locations 
• as education level rises, white homeowners 
loose their aversion to locations with high 
minority concentrations, high price levels and 
high equity risk.  
• black households are more likely to reside in 
locations with a high percentage of minorities 
and the effect increases with education 
• black renters are more likely to live in 
locations with a high percentage of minorities 




• the likelihood of residing in zones with high 
amenity levels increases with education level 
• employment access makes a location more 
attractive, but its affect falls with the 
probability of unemployment  




residing in own 
single-family 
dwellings 





• style (H) 
• #bedrooms (H) 
• #bathrooms (H) 
• interior space (H) 
• lot size (H) 
• age of structure (H) 
• geographic indicators (N) 
• flood frequency (N) 
• natural features (N) 
note: extent of n not identified 
• households are more likely to choose styles 
other than cape cod, colonial and ranch-style 
• households are more likely to buy houses 
exposed to 100-year flood 
• households are less likely to locate near the 
beach 
• other factors are statistically insignificant 
note: (1) several counter-intuitive results, 
perhaps due to lack of appropriate interaction 



















Residential and work 
locations 
Joint MNL City vs suburb • presence of infant (H) 
• presence of children of any age (H) 
• household income (H) 
• husband’s and wife’s estimated 
commute time (N) 
• husband’s and wife’s projected 
wages (N) 
 
• commuting times have negative impacts for 
both spouses in all cities 
• impact of commute time is always larger for 
wives than husbands 
• presence of children reinforces the impacts 
of commute for wives but not husbands 
• residential attractiveness of suburbs exceeds 
that of the city for all two-worker 
households and the disparity increases 
consistently with household income, but 









Residential location MNL 
(stratified by 
race) 
Counties • geographic indicators (N) • elevating black socioeconomic status to that 
of white households would alleviate only a 
small portion of pervasive racial segregation 
• propensity of a white household to locate in 
an area increases monotonically with the 
representation of white households 
• white location patterns are much more 
sensitive to changes in socioeconomic status 







have chosen to 
own one car and 
to live in owner-
occupied, single-
Residential location 
and commute mode 
choices 
Joint MNL Census tracts • shopping accessibility by modes (N) 
• racial composition (N) 
• residential density (N) 
• per-pupil expenditure for households 
with children and tracts outside of dc 
(N) 
• income dissimilarity (N) 
• households prefer less costly housing 




family dwellings • geographic indicator (N) 










Residential location MNL Hypothetical 
housing alternatives 
• money cost per month (H) 
• number of bedrooms (H) 
• commute time (N) 
• travel time to a shopping center (N) 
• light rail transit (LRT) station (not) 
within walking distance (N) 
 
• travel time for work trips is more than twice 
as important as the equivalent time for 
shopping trips 
• smaller households tend not to place as high 
a value on larger dwellings 
• perceived importance of being within 
walking distance of LRT by households 
located within walking distance of LRT in 
reality is more than twice as high as that by 
other households 
 









MNL  Census tracts • housing structure (H) 
• housing cost (H) 
• size variable (N) 
• commute time (N) 
• income dissimilarity (N) 
• racial composition (N) 
• residential density (N) 
• per pupil school expenditures (N) 
• municipal and property tax (N) 
• geographic indicator (N) 
• generalized shopping price by mode 
(N) 
• households generally prefer areas with low 
density and high school expenditure 
• single-worker households are more affected 
by the level of shopping accessibility than 
multi-worker households 
• aversion of whites to non-whites is greater 
for multi-worker households than single-
worker households 
• income segregation is more pronounced for 
single-worker households than multi-worker 
households 
 





least one worker; 
















defined based on 
whole or part of  
Census Places 
Individual choice 
set defined by those 
within an hour’s 
travel radius of the 
workers’ point of 




grouped into 4 
clusters based on 
residential density 
and commute time 
• commute time for worker 1 (N) 
• commute time for worker 2 (N) 
• # housing units (N) 
• # housing units boarded up (N) 
• # housing units occupied by owners 
(N) 
• median housing price (N) 
• % school finance generated locally 
• urban/suburban dummy (N) 
• density (N) 
• except for the low- and moderate-income, 
single-worker households, the choice 
processes are better represented by the nested 
model 
• housing price does not constitute a barrier to 
the high-income group’s locational decisions 
• low income households are more sensitive to 
long-commute  
• low-to-moderate-income, single-worker 
households are most attracted to added 







Sample size not 
specified 
Residential location MNL School districts • per pupil school spending (N) 
• effective property tax rates (N) 
• crime rate (N) 
• distance from CBD (N) 
• %commercial land use (N) 
• median #rooms (N) 
• both local school spending and community 
entry price are significant determinants 
• increase in commercial activities and distance 
from the CBD raise the probability a 
community is chosen 
• increase in crime rate decreases the 
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• %houses built since 1980 (N) 
• marginal price of an additional room 
(N) 
• private goods consumption (N) 
probability a community is chosen 
• higher housing price decreases the probability 
a community is chosen 
• higher housing quality increases the 
probability a community is chosen 













• housing structure (single 
detached/apartment/common wall) 
(H) 
• #bedrooms (H) 
• built before 1930 (H) 
• effective monthly housing cost (H) 
• housing stock (H) 
• lower and middle income rental households 
are strongly influenced by relative  price 
• larger families are more responsive to relative 
prices 
• preference for more bedrooms increases with 
family size and income level 
• families with three or more members and 
families of higher incomes prefer single 
detached units 
• structure age does not appear as an significant 
factor 







Choices of dwelling, 
neighborhood, and 
town 
NL  Census tracts • structure type (H) 
• age of structure (H) 
• condition of structure (H) 
• #bathrooms (H) 
• #bedrooms per person (H) 
• monthly income minus rental 
payment (H) 
• proportion of homeowners (N) 
• median rent (N) 
• auto commute time (N) (town) 
• transit commute time (N) (town) 
• racial composition (N) (town) 
• size measure (N) 
• school expenditures per student 
(town) 
• municipal expenditures per 
household (town) 
• single detached dwellings are preferred to 
duplexes; both are preferred to apartment 
dwellings 
• households prefer more income and lower 
housing prices 
• households prefer more space and additional 
baths 
• fraction of homeowners and median rent are 
not significant determinants 
• a given reduction in auto commute time has 
three or four times the effect of an equivalent 
reduction in compute time by transit; the 
magnitude of the effect is higher at the 
neighborhood level than at the town level 
• compared to white households, black 
households are more likely to choose 
neighborhoods of larger fraction of blacks; 
this racial differentiation is not observed at 
the town level 
• households prefer to live in towns where 
school expenditures and other public 
expenditures are lowers (outside central city) 
• the implicit value of accessibility (as a 
fraction of wage) computed without using the 
IIA assumption is three times higher than that 
computed with the assumption 
Rapaport(1997)   Tampa, Florida Residential
community, tenure, 





Counties • housing price (N) 
• government expenditure (N) 
• population density (N) 
• school quality (N) 
note: not all are listed 
• incorporating the endogeneity of community 
choice increases the estimated price elasticity 
of demand for owner-occupied housing 
• incorporating the endogeneity of community 
choice decreases the differences between 








2149 households  




Census tracts • size variables (N) 
• commute times (N) 
• geographic indicators (N) 
• crime (N) 
• ethnicity composition (N) 
• socioeconomic status (median home 
value, median household income, 
%adult with college degree, % 
professional workers) (N) 
• family status (%single family homes, 
%owner occupied homes, average 
#rooms, density, average household 
size, %population over 18-year-old, 
%married couple households) (N) 
• crime is a determinant only for households 
with children 
• no gender disparity in sensitivity to 
commute time 
• households with children and dual-head 
households have stronger taste for family-
oriented tracts 
• more affluent households seek out tracts 
with more affluent populations 








with one female 
and one male 
worker 
Residential location MNL Census tracts  • commute time (N) 
• housing costs (N) 
• size variables (N) 
• racial composition variables (N) 
• differences between female and male 
commute time sensitivity is the most 
profound in households with children 
• households with a male professional worker, 
a female non-professional worker, and 
where the female changed her workplace 
after the last residence change show the 








and auto ownership  
Joint MNL Clusters of TAZ • expected residential utility of 
choosing a cluster 
• alternative specific constants (N) 
• the mixed MNL and NL specifications did not 























Housing sectors • price/income ratio (H) 
• dwelling type (H) 
• average #bedrooms (H) 
• average age of dwellings (H) 
• kitchen type (H) 
• central heating (H) 
• private garden marketability of 
sectoral and neighborhood 
submarkets (N) 
• commute distance (N) 
• access to shopping centers (N) 
• school quality (N) 
• single young-person and households with 
dependent children prefer lower 
price/income ratio 
• housing marketability is consistently 
preferred 
• households with children prefer large houses 
• single young-person households prefer to 
live near shopping centers, while young 
couples prefer to live far from the shopping 
areas 
• large kitchen and central heating are 
preferred by all types of households 
• single-person households are indifferent 
about presence of garden 











Joint MNL Census tracts  • commute time  (N) 
• travel time to Dallas cbd (N) 
• travel time to fort worth CBD (N) 
• % rental/owner housing supply (N) 
• mean age of housing units (N) 
• average #bedrooms (N) 
• % housing units boarded up (N) 
• % population by race (N) 
• despite higher average levels of education 
than Hispanics, blacks are much more likely 
to live in racially isolated neighborhoods, to 
face more resistance in the workplace and 
consequently to commute farther to work 
than other racial groups 
• distaste for commute is balanced with a 







• population density (N) 
• % (non) family households 
• employment density (N) 
densities farther from the city centers 
 











and  workplace 
Joint MNL 
vs. NL 
Census tracts same as above • joint specification outperforms the nested 
structure 
• higher income and presence of children 
increase the preference for larger housing 
• segregation by socioeconomic status, stage of 
life cycle and ethnicity 
• housing is treated as a normal good in that 
more (bigger) is better 
• high population density is preferred, but not 
employment density 







tenure, and location 
NL Transport Analysis
Zones (TAZ) 
 • employment accessibility (N) 
• population accessibility (N) 
• median housing cost/income ratio 
(N) 
• income dissimilarity (N) 
• size variable (N) 
• increase in commute time deduces the 
probability of a neighborhood being selected 
• renters are more likely to choose a location 
that reduces their commute distance 
• females are more likely to change jobs after a 
residential move to have a shorter commute 
• the negative effect of employment 
accessibility is higher for dual-worker than 
for single-worker renter households 
• renter households prefer locations with lower 
population accessibility (density) 
• housing cost-income ratio has negative effect 
on location choice for dual-worker 











housing type and 
auto ownership  
NL?  Zones • average housing price by type (H) 
• stock of various building types and 
housing unit sizes (N) 
• income composition (N) 
• demographic composition (N) 
• taxes (N) 
• crime (N) 
• teacher/pupil ratio (N) 
• a 5% reduction in auto commute time has an 
effect equivalent to 1.5% reduction in 
monthly rent, 3.8% decrease in home value, 
or 28% decrease in crime rate per capita 
•  a 5% reduction in commute time by bus has 
an effect equivalent to 0.3% reduction in 
monthly rent, 0.5% decrease in home value, 
or 3.8% decrease in crime rate per capita 
• teacher/pupil ratio was not a statistically 
significant determinant 
• no reduction in commute time could compete 
with locational effect caused by the 
propensity of households with children to 
choose single-family, detached housing 
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2.6.1 Choice Dimensions and Model Structures 
The choice of residential location is very complex and is interdependent on many other 
choices.  For example, a decision to live in an apartment restricts one’s choices of location to 
areas where there are apartment buildings.   Hence, the choice of whether to live in a house or an 
apartment influences the choice of residential location.  Similarly, a worker who prefers to 
commute by transit would choose to live near a transit stop.  Causality can also operate in the 
other direction.  A worker who moved to a neighborhood for non-transport related reasons may 
subsequently decide to commute by transit just because the mode is available in the new 
neighborhood.  The recognition of this interdependency among households’ long-term choices 
has lead researchers to model residential location choice jointly with other choice dimensions, 
such as work location (Abraham and Hunt, 1997; Freedman and Kern, 1997; Wadell, 1992, 
1993), commute mode (Abraham and Hunt, 1997; Anas, 1981; Anas and Chu, 1984; Horowitz, 
1995; Lerman, 1975), car ownership (Lerman, 1975; Sermons and Seredich, 2001; Weisbrod, 
Lerman and Ben-Akiva, 1980), housing mobility (Clark and Onaka, 1985; Waddell, 1996), 
housing tenure (Boehm, 1982; Deng, Ross, and Wachter, 2003; Rapaport, 1997; Wadell, 1992, 
1996), specific housing attributes (Boehm, 1982; Clark and Onaka, 1985; Lerman, 1975; 
Rapaport, 1997; Tu and Goldfinch, 1996; Weisbrod, Lerman and Ben-Akiva, 1980), and travel 
propensities (Ben-Akiva and Bowman, 1998).  The exact combination of choice dimensions 
modeled in each study is listed in column 3 of Table 2.1.   
As identified in column 4 of Table 2.1, it is common for the aforementioned studies to 
adopt the MNL structure and to incorporate multiple choice dimensions by forming a large, but 
still finite, super choice set as the Cartesian product of one choice set with the other.  For 
example, if one were modeling commute mode choice and residential location choice jointly, all 
the possible combinations of mode and residential location would become the full choice set.  The 
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key disadvantage to this approach lies in the fact that it can vastly enlarge the choice set and care 
must be exercised to eliminate infeasible combinations from this large choice set (Lerman, 1983).  
A popular alternative to treating the residential location choice along with other choice 
dimensions is to apply the NL model such that one of the levels in the nesting structure 
corresponds to the residential location choice.  Irrespective of the model structure used (joint 
MNL or NL), all of the joint choice studies cited in Table 2.1 address the residential location 
aspect of the choice behavior based on Lerman’s grouped alternative approach. 
Given the complexity behind households’ decision making about residential location and 
other choices, it is certainly not a simple task to accommodate the complete interplay among all 
the relevant choice dimensions in a single model.  This is evident in the fact that most of the 
aforementioned joint choice modeling efforts consider at most two or three choice dimensions 
and treat other choice dimensions as given.  With the focus of building a more sophisticated 
specification for the residential utility than that found in the joint-choice models, other studies 
focus solely on the residential location choice.  These studies include Chattopadhyay (2000), 
Earnhart (2002), Gabriel and Rosenthal (1989), Hunt, McMillan and Abraham (1994), Levine 
(1998), Nechyba and Strauss (1998), Quigley (1976), Quigley (1985), Sermons and Koppelman 
(1998), and Sermons and Koppelman (2001).  With the exception of Hunt, McMillan and 
Abraham (1994) and Earnhart (2002) who considered each dwelling as a choice alternative, these 
studies all assumed the grouped alternatives model and consider groupings of dwellings, defined 
by either physical proximity or other housing attributes, as choice alternatives. 
2.6.2 Definition of Residential Choice 
Evidently, despite the IIA property inherit from its MNL structure and the estimation bias 
introduced by using average values of dwelling attributes to describe the groupings, Lerman’s 
grouped alternatives approach has been applied extensively in previous studies of residential 
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location choice.  This use of the grouped alternatives model to approximate the ideal disaggregate 
models was once forced on the analyst simply because data are not available for all the 
alternatives at the original level of the elemental alternatives (Lerman, 1983).  Yet, although over 
the years more micro-level data has become available, residential location choice studies of a 
disaggregate nature remain scarce.  This is perhaps because few researchers have risen to 
challenge the norm, i.e. the aggregate approach, or because the concept of grouped alternatives 
has its behavioral merits.    
As pointed out in Section 1.2, defining choice alternatives and choice set for studies of 
spatial choices is often not as straightforward as for those of non-spatial choices.  In the context 
of residential location choice in a metropolitan area, the number of potential alternatives is 
typically large.  However, in reality it is highly unlikely that households consider each and every 
available housing unit.  Rather, they devise their own search strategies and form their own choice 
sets based on the resources available to them and their limited capacity for gathering and 
processing information.  Ideally, for modeling purposes, we would like to identify the choice 
alternatives and the choice set as perceived by individual households.  Yet the task is a difficult, if 
not an impossible, challenge to the analyst (Kanaroglou and Ferguson, 1998).  Instead, analysts of 
the housing market have treated the problem of potentially large choice set by representing the 
heterogeneity of the dwellings and neighborhoods available to consumers by a small number of 
groupings of residential housing.  The groupings, however, are often arbitrarily defined.   
As shown in column 5 of Table 2.1, the most common practice is to aggregate alternative 
dwellings into administratively defined units, typically census tracts or transport analysis zones.  
The tracts or zones are then considered as the communities or neighborhoods that the individual 
households choose from.  Other administratively defined units used as proxy for residential 
alternatives include counties (Gabriel and Rosenthal, 1989; Rapaport, 1997), school districts 
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(Nechyba and Strauss, 1998) and census cities (Levine, 1998).  This use of administrative units is 
likely attributed to the fact that spatial data describing the residential environment of the 
dwellings are often readily available only for these units.  The only studies found to use non-
administratively defined units are Anas (1981) and Anas and Chu (1984), in which the analysts 
divide the study area into 0.5 by 0.5 mile-square zones.  Data about the housing quality and 
neighborhood amenity are then aggregate and/or disaggregate over these “quarter-sections”. 
Instead of using locality-based groupings, some studies construct residential choice 
alternatives by grouping individual housing units based on their non-spatial attributes.  For 
example, Quigley (1976) and Tu and Goldfinch (1996) both defined different housing types as 
choice alternatives.  In examining individuals’ preferences for neighborhood qualities, Boehm 
(1982) and Chattopadhyay (2000) considered as choice alternatives the neighborhood types 
defined based on tract-level median income values, as opposed to the individual neighborhoods.  
Similarly, in Levine (1998), communities defined based on census places are grouped into 4 
clusters based on residential density and commute time to form the location choices for 
individuals. 
2.6.3 Measurement of Spatial Factors 
Undoubtedly, for any residential choice analysis to accurately reflect the underlying 
choice utility, it is important to include all the key choice variables in the model specification.  
Equally important to the analysis is to introduce these variables at the appropriate scale, 
especially for the spatial variables.   
In previous studies that employ the grouped alternatives model, the scale at which the 
spatial variables are introduced typically follows from the spatial definition of the choice 
alternatives.  That is, as listed in column 6 of Table 2.1, the neighborhood variables considered 
in these studies are measured over the same spatial unit as those defined as the residential choice 
alternatives (identified in column 5 of the same table).  For instance, if census tracts are used as 
the residential alternatives, averages of the unobserved individual dwelling attributes (denoted as 
cnX ,  in Equation (2.15)) and measures of the public amenity and other characteristics of the 
surrounding neighborhood (denoted as  in Equation (2.15)) are constructed accordingly for 
the census tracts.  These studies all assume that such constructs provide an accurate 
representation of the residential neighborhoods or communities as perceived by the decision 
makers.  The effects of neighborhood characteristics (for example, affluence) are inferred directly 
from the estimates obtained for the corresponding parameters measured over the census tracts or 
TAZ (for example, zonal medium income).   
cnY ,
2.6.4 Significant Choice Determinants 
A wide variety of dwelling unit attributes and neighborhood attributes have been 
empirically shown to influence residential choice behavior.  Some of these attributes are found to 
have different effect on households of different characteristics.  Some attributes are found to have 
significant influences in certain studies, but insignificant in others.  Findings from previous 
residential choice studies about the various choice variables (listed in column 7 of Table 2.1) are 
summarized below.   
Commuting 
A hypothesis often tested, and proven to be true over and over again, is that, all else being 
equal, households prefer residence resulting in lower commuting time/cost.  The disutility 
associated with commuting has been found as one of the dominant influences on residential 
choice in previous studies for different cities and population segments.  Moreover, several studies 




                                                
Studies that found greater sensitivity to commute time for females relative to males 
(irrespective of being married or single) include Waddell (1996), Abraham and Hunt (1997), and 
Sermons and Koppelman (2001)1.  This gender disparity is often attributed to females’ household 
responsibilities: “[w]omen who work must also keep house, cook dinner, and perhaps be at home 
when their children arrive from school.  Thus women are thought to place a higher value than 
men on time spent commuting, and they choose either their jobs or their residences so as to 
shorten the journey” (White, 1977).  This is supported by the finding in Freedman and Kern 
(1997) that the presence of children reinforces the impacts of commute for wives but not 
husbands.  Another explanation for the gender difference is that working women often are 
secondary wage earners who take a more casual attitude toward job seeking than that of the 
primary wage earner (Kain, 1962).  They therefore choose workplaces that are close to their 
residence.  An empirical evidence is offered by Sermons and Koppelman (2001), who found that 
households with a male professional worker, a female non-professional worker, and where the 
female changed her workplace after the last residence change show the largest gender disparity in 
commute time sensitivity. 
Commute time has also been found to have more effect on low- income than high-income 
households (Levine, 1998).  The finding is said to be in contrast to a higher value of commute 
time for high-income households as found in modal choice models.  “[I]n short-run, modal choice 
decisions, individuals’ income may influence their time/money tradeoffs, but when it comes to 
longer-term choices such as where to live, all people find themselves within the same twenty-
four-hour day.  Cycles of work, leisure, and sleep may then become more important than 
opportunities to save some time by spending some money, or vice versa” (Levine 1998).   
 




Access and Accessibility 
In addition to commuting, which indicates the ease of access to employment, previous 
studies provide results about how access to other type of opportunities, or land-use, affects 
residential choice behavior.   
After accounting for the effect of commuting, Waddell (1993) found that households do 
not prefer high employment accessibility.  Furthermore, the negative effect of employment 
accessibility is higher for dual-worker than for single-worker renter households.  Nechyba and 
Strauss (1998) showed that, as the amount of commercial activities increases in a zone, the 
probability of that zone being chosen increases.  The propensity for easy access to shopping 
opportunities is found to be only half as important as access to workplaces (Hunt, McMillan and 
Abraham, 1994).  Tu and Goldfinch (1996) found differing effect of access to shops.  Single 
young-person households prefer to live near shopping centers, while young couples prefer to live 
far from the shopping areas.    
Access to alternative modes of transportation can also have an effect on residential 
choice. As Hunt, McMillan and Abraham (1994) found in their stated preference analysis, 
residents who already live within walking distance of light rail transit perceive the ease of access 
to transit more than twice as important as other households do. 
Residential density  
Conflicting observations have been drawn about the effect of residential density on 
residential choice behavior.  While Lerman (1975), Horowitz (1995) and Ben-Akiva and 
Bowman (1998) showed that households generally have an aversion to locations with high 
density, Waddell (1993) and Rapaport (1997) found that high population density is preferred by 
households.  The contradictory findings may be attributed to the difference in the population 
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segment and/or the geographical area being studied.  It could also be a result of other sources of 
error such as omitted variables or aggregation bias.   
Disparity in the effect of density has also been found for different population groups.  
Lower density is especially attractive for large households, while low-to-moderate-income 
households and single-worker households are most attracted to higher density (Levine, 1998).  
Moreover, all else being equal, home-owners (according to Waddell, 1996) and African-
American households (according to Waddell, 1993) are more likely to locate in areas of high 
density. 
Housing price and quality 
Housing affordability, measured by housing price (as in Nechyba and Strauss, 1998) or 
by price-to-income ratio (Quigley, 1985; Waddell, 1992; Levine, 1998; and Ben-Akiva and 
Bowman, 1998), is generally found to be an attractive feature for a residential zone.  However, 
housing price does not seem to constitute a barrier to the residential decisions of high-income 
households (Quigley, 1976; Levine, 1998) and single-worker households (Waddell, 1996).  As 
suggested by Quigley (1976), larger families are strongly influenced by relative price.   Tu and 
Goldfinch (1996) found similar results for single young-person households and households with 
dependent children.  Waddell (1992) found a positive, though small, elasticity for housing price 
for white workers.  This is contradictory to the observation made by Deng, Ross and Wachter 
(2003) that white homeowners loose their aversion to locations with high price levels as 
education level rises. 
The propensity of dwelling size varies by household size, family status, socioeconomic 
status, and gender.  Quigley (1976), Hunt, McMillan and Abraham (1994), and Chattopadhyay 
(2000) all found that a larger family size increases the probability of choosing a large unit.  
Quigley (1976) and Waddell (1993) found preference for more bedrooms increasing with income 
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level.  Presence of children also increases the preference for larger housing (Waddell, 1993; Tu 
and Goldfinch, 1996).  Somewhat counterintuitive results were found in Chattopadhyay’s (2000) 
study, which showed that Caucasian households opt for less number of rooms, older houses, and 
bigger lot size than non-whites.   
The preference for housing structure type has been examined in a couple of studies.  
Preference for single detached housing is found for families with three or more members and 
families of higher incomes (Quigley, 1976).  The propensity for single-family, detached housing 
is also found of households with children (Weisbrod, Lerman & Ben-Akiva, 1980).  Furthermore, 
Quigley (1976) found that, while single detached dwellings are preferred to duplexes, both are 
preferred to apartment dwellings. 
Other housing attributes identified to have positive effect on residential choice behavior 
include the presence of large kitchen, central heating and garden (Tu and Goldfinch, 1996), and 
architecture styles other than cape cod, colonial and ranch-style (Earnhart, 2002).  Age of housing 
structures, on the other hand, does not appear to be a significant factor (Quigley, 1976). 
Race and ethnicity 
As indicated by the parameter estimates associated with racial composition variables 
interacted with the race of the sampled households, households often show strong preference for 
locations with a high percentage of households of the same race (for example, Lerman, 1975; 
Clark and Onaka, 1985; Quigley, 1985; Horowitz, 1995; Sermons and Koppelman, 1998; 
Chattopadhyay, 2000).  Past theoretical and empirical studies have suggested a number of 
theories to explain racial segregation.  One hypothesis is that segregation results from economic 
differentials among racial groups.  However, as shown in Gabriel & Rosenthal (1989), at least for 
the Washington DC area, elevating black socioeconomic status to that of white households would 
alleviate only a small portion of pervasive racial segregation.   
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Other theories of segregation include racial discrimination in lending and housing 
markets and differences between racial groups in preferences for neighborhood attributes.  The 
effect of these two factors may have been absorbed into the observed effect of other attributes.  
For instance, Deng, Ross, and Wachter (2003) found that, as education level rises, white 
homeowners loose their aversion to locations with high minority concentrations.  Black 
households, on the other hand, are more likely to reside in locations with a high percentage of 
minorities and the effect increases with education.  In Wadell (1993), despite higher average 
levels of education than Hispanics, blacks are found to be much more likely to live in racially 
isolated neighborhoods than Hispanics.    
Interestingly, Quigley (1985) found evidence of racial segregation at the neighborhood 
(census tract) level, but not at the town level.  This finding suggests different choice of spatial 
units used for measuring a choice determinant may lead to very different results and 
interpretations about the effect of that determinant on the residential choice behavior.    
Socioeconomic status  
Segregation by socioeconomic status, which may have in part contributed to the racial 
segregation observed in some studies, has been found by, among others, Horowitz (1995) and 
Sermons and Koppelman (1998).  Other studies also found interdependency between 
socioeconomic status and race.  Both Boehm (1982) and Chattopadhyay (2000) indicated that 
blacks are less likely to live in high-income neighborhoods.  Also, white households are much 
more sensitive to changes in socioeconomic status than are black households (Gabriel and 
Rosenthal, 1989). 
Age and family status 
In addition to segregation by race and socioeconomic status, households also tend to 
cluster in areas with other households of similar age and family structure.  Among others, 
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Waddell (1992) and Sermons & Koppelman (1998) have shown that households choose locations 
with higher proportions of the same family structure.  
School quality 
It is intuitive that school quality should play an important role in the residential location 
decision, especially for families with children.  Yet, empirical findings about the effect of school 
quality have been mixed.  Lerman (1975), Nechyba and Strauss (1998) and Chattopadhyay 
(2000) found positive effects of school quality on residential choice utility.  However, Ben-Akiva 
and Bowman (1998) found school quality to be an insignificant factor and Quigley (1985) 
indicated that school expenditures have a negative influence on residential choice utility.  These 
inconclusive findings may be attributed to inaccurate measurement of school quality and presence 
of correlation between school quality and other factors. 
Safety 
Where considered, the safety of residential neighborhoods is often captured in residential 
choice models by the observed crime rates.  Both Ben-Akiva and Bowman (1998) and Nechyba 
and Strauss (1998) found that households are less likely to locate in areas with high crime rate.  
Measured at the town level in the study by Sermons & Koppelman (1998), crime rate is found to 
have negative influence only for households with children.  
Alternative specific constants 
In addition to the aforementioned choice determinants whose effects have been 
empirically shown, there are many other factors which are subjective and personal (such as the 
view from a property or the cleanliness of a street) and are obviously difficult to introduce in any 
quantitative analysis.  In theory, the average effects of the factors unobserved by the analyst can 
be captured by introducing alternative specific constants (ASC) into all but one utility function, 
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which would act as a base against which the effects of the other variables are measured.  In 
practice, however, since residential alternatives are unranked and often numerous even after the 
grouping process, past studies usually do not use ASC.  The exception is when there are relatively 
few alternatives (for example, the choice is either urban or suburban) or when all or some of the 
location alternatives have well-known geographical identities (for example, when the choice set 
consists of counties, or when some of the choices correspond to the CBD).  In the latter case, 
dummy indicators can be used to capture the unobserved effects specific to these geographical 
areas.  For instance, Chattopadhyay (2000) used the CBD indicator to isolate the unobserved 
negative effect of CBD living on large and white families.   
2.7 Summary 
This chapter has described the conventional approach to modeling residential location 
choice using the discrete choice framework.  Decision makers’ choice behaviors are assumed to 
follow the RUM principle and are subsequently modeled using the MNL or NL formulations.  
Because the number of choice alternatives is often large in residential choice problems and data 
about the elemental alternatives are often unavailable, the application of the MNL and NL models 
are typically coupled with the use of grouped alternatives.  The popularity of this conventional 
approach is evident in the literature survey presented in this chapter of past modeling efforts of 
residential location choice.  The survey identified the differences and commonalities shared 
among these studies.  As will be discussed in the next chapter, most of these studies are flawed in 




CHAPTER 3  
SPATIAL COMPLEXITIES IN MODELING RESIDENTIAL 
LOCATION CHOICE 
As revealed in the preceding chapter, the logit family of models has been the standard 
tool for studying individual’s residential preference since its conception in the 70’s.  There has 
not been any major advance in the conceptualization of, or the methodology for treating, the 
spatial choice problem.  Of the four spatial issues identified in Section 1.2, the analysts typically 
circumvent the first two issues (namely, definition of choice alternatives and definition of choice 
set) by treating the choice problem as one of selecting from groupings of elemental alternatives 
(i.e. the individual dwellings).  Characteristics of the elemental alternatives are aggregated, or 
averaged, to represent the characteristics of the grouped alternatives.  The logit models are then 
applied in the same manner as for non-spatial contexts, with the remaining spatial issues assumed 
away.   
The aim of this chapter is (1) to establish the significance of the two spatial issues; 
substitutability among choice alternatives and measurement of spatial factors; that are typically 
unaddressed in residential location choice models; and (2) to explore possible ways of treating 
these issues.     The chapter is divided into two sections.  Section 3.1 focuses on the 
substitutability problem and explains why the residential location choice problem is very 
susceptible to such a problem.  A number of modeling techniques that may be used to resolve the 
problem are also discussed.  Section 3.2 explains the issues, and their origins, related to the 
representation of spatial factors.  It also discusses possible ways of operationalizing the concept 
of neighborhood to improve the representation of spatial factors. 
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3.1 Substitutability among Alternative Locations  
Following directly from the assumption that the error terms are independently (no 
correlation) and identically (same variance) distributed, the IIA property that characterizes the 
MNL model structure implies proportional substitutability among choice alternatives, which is a 
very restrictive condition.  In cases where the condition is violated, the mis-representation of 
choice behavior will results in biased estimates and incorrect predictions of likely future behavior.  
The subsequent section explains why, from a behavioral standpoint, the residential location 
choice problem is very susceptible to violations of IIA.  The explanation is followed by Section 
3.1.2, which briefly reviews a number of modeling techniques that may be used to accommodate 
more flexible substitution patterns. 
3.1.1 Theories of Choice Substitutability 
 In situations such as residential location choice, the number of potential alternatives 
could be huge.  Because of limits on our ability to process information, it is not likely that 
individuals evaluate all the alternatives as when the choice set is small (Thill, 1992).  Instead, 
they process spatial information and make spatial choices in such a way that they first evaluate 
clusters of alternatives and only evaluate particular alternatives from within a selected cluster 
(Fotheringham et al, 2000).  For example, an individual searching for housing in a city might 
have strong feelings about which parts of the city she or he would like to live in and which parts 
are to be avoided.  The feelings might be attributed to personal residential experience in the past 
or the sense of attachment to family and friends.  This behavior of hierarchical information 
processing has been hypothesized and supported by, among others, Hirtle and Jonides (1985), 
McNamara (1992) and Fotheringham and Curtis (1999).   
The hierarchical choice behavior may be modeled by the NL formulation if the clusters of 
alternatives are well defined.  For example, if it is well established that households indeed select 
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first a community (or neighborhood) and then a dwelling unit, and that the communities have 
unambiguous geographic definition, then the NL models can be applied with relative confidence.  
Alternatives in a community face a more competitive choice context than do alternatives not in 
the same community.  The NL formulation, in this case, provides a better approximation for the 
hierarchical information process than the MNL model.  However, the reality is that boundaries of 
people’s mental clusters might be physical, perceptual or entirely subjective (Fotheringham and 
Curtis, 1999).  Individuals themselves might not be able to tell how they process spatial 
information and the mental clusters may be fuzzy rather than discrete (Fotheringham et al, 2000).  
It is therefore very difficult, if not impossible, for the analyst to construct nests of alternatives that 
accurately reflect these mental clusters.  The imposition of artificial boundaries introduces 
problematic situations such as two nearby alternatives that are separated into different clusters 
being considered as less substitutable than two alternatives located at two far ends of the same 
cluster.   
Even if individuals’ mental clusters could be identified, one still cannot not assume that 
alternatives within the same cluster are equal substitutes of one another (Fotheringham, 1988).  
This is because alternative choice locations are spatially dependent.  That is, they have fixed, 
unique geographical relationships with one another.  The locations that are close to each other are 
more likely to share similarities than those that are farther apart.  It is up to the analyst to include 
in the utility specification all the variables that capture these similarities.  However, certain 
housing and environmental attributes are by nature subjective and difficult to measure (for 
example, sentimental attachment to the area, the cleanliness of a street, the view from a property 
or other aesthetic characteristics).  The similarities attributed to such attributes are usually not 
explicitly incorporated into the model and would therefore result in correlations among the 
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stochastic utilities.  This spatial correlation results in the violation of IIA and, consequently, the 
unproportional substitutability among choice alternatives. 
3.1.2 Models with Flexible Substitutability 
When IIA is not satisfied, Train (2002) suggests the analyst to take one of the following 
approaches: (1) use the logit model under the current specification of deterministic utility while 
considering the model to be an approximation; (2) re-specify the deterministic utility so that the 
source of the correlation is captured explicitly and thus the remaining errors are independent; or 
(3) use a different model structure that allows for correlated errors.  The first approach obviously 
does not serve the purpose of this dissertation research.  The second approach requires further 
investigation into, for example, how individuals process and perceive the various choice 
characteristics.  This approach will be examined in Section 3.2.  For now, let us assume that 
attributes about the elemental alternatives are unavailable, as in most previous studies, and so one 
cannot avoid using aggregate zones as choice alternatives.  In this case, correlation is inevitable 
and the third approach of using an alternative model structure must be taken.          
Since the MNL model was first developed, there have been significant efforts devoted to 
develop models that allow more flexible substitution patterns for the alternatives.  These models 
are described below. 
3.1.2.1 The probit model 
The probit models are derived from a relaxation of the IID assumption such that the 
unobserved error components are assumed to be jointly normally distributed with a general 
variance-covariance matrix.  That is, the error component can have a different variance for each 
alternative and can be correlated across alternatives.  The probit choice model is given by 
substituting the normal density function into Equation (2.2): 




∫ Φ≠∀+<−= ,,,,,, . (3.1) 
The probit model structure is powerful in its capability to accommodate flexible 
substitution patters.  However, the power comes at the expense of certain theoretical and 
computational issues (see Daganzo, 1979, for a detailed discussion).  One issue relates to the 
large set of model parameters needed to estimate due to the unknown variance and covariance 
terms.  The covariance parameters generate conceptual problems relating to the difficulty in 
interpreting the covariance parameters and in forecasting the effects of introducing new 
alternatives (Horowitz, 1991).  Moreover, the evaluation of the multivariate normal integrals on 
the right hand side of Equation (3.1) is computationally difficult.  Although development of 
simulation based approaches (for example, Börsch-Supan and Hajivassiliou, 1993) has alleviated 
the computational difficulty to some degree, application of probit models is still limited.  Bolduc 
(1992), Bolduc, Fortin and Gordon (1997) are among the few applications of multinomial probit 
models in a spatial context.  In order to reduce the number of nuisance parameters to estimate in 
the error covariance matrix, both studies introduced an autoregressive process based on a distance 
decaying relationship.  Since the number of alternatives considered in their empirical analysis was 
only 18, it is unclear if it is computationally feasible to estimate the model for much larger choice 
sets, as typically found in the residential location context. 
3.1.2.2 The mixed multinomial logit model 
The mixed multinomial logit (MMNL) models, also known as random-coefficients logit 
models, are a generalization of the logit models (Bhat, 2003).  They are motivated by the desire to 
allow the model parameters to vary across the population rather than being fixed.  That is, each 
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Unless replications of each decision maker’s choices are observed, nβ  is not estimable.  Instead, 
the coefficients nβ  are assumed to follow a random distribution with a density function ( )θβ |g , 






















=  (3.9)  
One can then proceed to estimate θ , the population parameters describing the distribution of nβ . 
In addition to being used to accommodate unobserved taste variations across decision 
makers, the MMNL model structure can also be employed to capture flexible substitution patterns 
across alternatives.  This is because the decision maker’s tastes introduce correlations among the 
unobserved component of utility over alternatives.  The MMNL models do not exhibit the IIA 
property and can, in fact, approximate any substitution patterns (McFadden and Train, 2000).  
The MMNL model structure is also conceptually appealing and easy to understand since it is the 
familiar MNL model mixed with the multivariate distribution (generally multivariate normal) of 
the random parameters (see Hensher and Greene, 2002).  In the context of relaxing the IID error 
structure of the MNL, the MMNL model represents a computationally efficient structure when 
the number of error components needed to generate the desired error covariance structure across 
alternatives is much smaller than the number of alternatives (see Bhat, 2002a). 
3.1.2.3 The generalized extreme value model  
The generalized extreme value (GEV) class of models, as the name implies, are based on 
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when any argument tends toward ∞+  and has m th cross-partial derivatives which are non-
negative for odd  and non-positive for even  (McFadden, 1978).  If  satisfies these 
conditions, then the function: 




















K  (3.3) 
is a multivariate extreme value distribution and the above model is consistent with utility 
maximization.  Thus, the GEV model relaxes the IID assumption of the MNL by allowing the 
random components of alternatives to be correlated, while maintaining the assumption that they 
are identically distributed (i.e., identical, non-independent, random components). 
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then Equation (3.2) reduces to the logit choice probability as given in Equation (2.4).  




























K , (3.5) 
where kk ∀<≤ ,10 σ , then Equation (3.2) becomes: 


















































which is the NL formulation as define by Equation (2.9) (Williams, 1977; McFadden, 1978; Daly 
and Zachary, 1978).   
In addition to the NL model, several other GEV models have been developed over the 
years.  Intended for use with ordinal discrete choices, the ordered GEV model (Small, 1987) 
allocates each alternative to nests based on their proximity in an ordered set.  The paired 
combinatorial logit (PCL) model (Chu, 1989; Koppelman and Wen, 2000) allows elemental 
alternatives to belong “fractionally” to multiple nests, as opposed to the unique nest required in 
the NL model.  Each alternative is allocated in equal proportions to a nest with each other 
alternative to allow different covariances for each pair of alternatives.  The cross-nested logit 
(CNL) model (Vovsha, 1997) allows differential similarities between pairs of alternatives by 
allocating a fraction of each alternative to a set of nests with equal logsum parameters across 
nests.   
More recently, Wen and Koppelman (2001) proposed a general GEV model structure, 
































αK , (3.7) 
where  is the set of all alternatives included in nest k ; kN jkα  is the allocation parameter that 




jk ∀=∑  ,1α ); and kµ  is the logsum or dissimilarity parameter for nest (k 10 ≤≤ kµ ).  The 
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Wen and Koppelman (2001) showed that GNL model is consistent with random utility 
maximization if the condition 
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10 ≤≤ kµ  holds for all .  Under the usually linear-in-parameter 
assumption about the utility function, the direct elasticity of an alterative  is 
k
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If the alternative does not share a nest with any other alternative or is assigned only to nests for 
which the logsum value equals one, the above expression reduces to the MNL direct elasticity 






































= . (3.13)   
In this case, if the alternatives do not share any common nest, the above expression reduces to the 
MNL cross elasticity given in Equation (2.7).  On the other hand, if the pair of alternatives is in 
one or more common nests with logsum less than one, the cross elasticity for the GNL model is 
greater in magnitude than for the MNL model.  The model accommodates differential cross 
elasticity among pairs of alternatives through the fractional allocation of each alternative to a set 
of nests, each of which has a distinct logsum parameter.  The elasticity increases in magnitude as 
the logsum parameter decreases from one, with the magnitude of the impact related to the 
probability of the nest and the conditional probabilities of the alternatives in the nest. 
Swait (2001) independently proposed the choice set Generation Logit (GenL) model 
which has a structure similar to the GNL model.  In the GenL model, each nest represents a 
possible choice set so that the marginal probability represents the selection of the choice set and 
the conditional probability represents the choice of an alternative given that the choice set.  The 
difference between the GenL and the GNL models is that, in the former, the allocation parameters 
are associated with individuals rather than alternatives.   
It has been shown that the GNL includes the two-level NL, the PCL, and the CNL as 
special cases (Wen and Koppelman, 2001).  The GNL formulation is conceptually appealing from 
a formulation standpoint and allows substantial flexibility.  However, in practice, the flexibility of 
the GNL model can be realized only if one is able and willing to estimate a large number of 
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dissimilarity and allocation parameters. The net result is that the analyst will have to impose 
informed restrictions on the model formulation that are customized to the application context 
under investigation.  
3.2 Representation of Spatial Factors 
In the residential location choice problem, because of the alternatives being inherently 
spatial, the variables characterizing the alternatives are, as expected, also spatial in nature.  This 
means that values of these variables can be observed only after a geographic definition has been 
specified.   For variables describing the dwelling and the land lot, the geographic definition is 
unambiguous and follows from the dwelling structure.  For other variables that describe aspects 
of the surrounding of a given dwelling, the geographic definition is tied to the concept of 
neighborhood, or community, whose boundaries are usually not clear-cut.  This definitional 
problem has been constantly overlooked in previous studies of residential choice.  Almost without 
exception, neighborhood attributes are measured using administratively boundaries.  The 
approach implicitly assumes that households select administrative areas to live as part of their 
residential location choice.  Such an assumption may be valid if the administration areas are, for 
example, school districts or counties.  However, it would be very unrealistic when census tracts or 
TAZ are used.   
Problem also arises when the grouped alternatives approach is taken and administrative 
units are used as choice alternatives.  The use of the aggregate measures to represent the 
characteristics of the constituting elemental alternatives introduces aggregation errors into the 
observed component of the choice utility.  The imposition of artificially-defined administrative 
boundaries also introduces the conceptual problem that alternatives within the same 
administrative unit are equally substitutable after observable characteristics are accounted for.   
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In Section 3.2.1, the implication of aggregate measures is discussed in more details, along 
with a brief review of techniques that could possibly address the aggregation problem.  Attention 
is turned over to the more fundamental problem of how neighborhoods should be spatially 
defined for analytical purposes in Section 3.2.2, which presents ideas and findings drawn from 
past studies from various disciplines.      
3.2.1 Implication of Aggregate Measures 
 In quantitative studies, data analysis involves a variety of judgments and decisions.  A 
fundamental consideration is the level of detail at which the analysis takes place.  While a 
variable may either be continuous (such as length) or discrete (such as make and model of a car) 
in nature, in theory, values observed for the variable can be recorded using any nominated scale.  
Often, if the variable is continuous or if the values are diverse, the underlying value range is 
segmented or classified to yield coarser measurement units.  Data are then aggregated over these 
units to reduce the level of detail.    
Data that describe attributes of geographical entities, including dwellings, land lots and 
neighborhoods, is of particular interest to residential choice studies.  Previous studies typically 
involve aggregation of spatially scattered dwellings into predefined zones and use the zones as 
choice alternatives.  During the aggregation process, information is lost about the observed 
uniqueness of, and the variations between, the dwellings that fall within the same zone.  As a 
study region can be segmented in different ways (in terms of shape, size, and orientation) to yield 
different zoning systems, the magnitude of information loss may vary.  Consequently, the result 
of further analysis of the data will vary.   
The uncertainty as to what spatial units to use has been known to spatial analysts as the 
modifiable areal unit problem (MAUP) (Openshaw, 1984) that is endemic to all aggregate data.  
The effect of the MAUP has been found in a variety of spatial analysis and modelling studies, 
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including univariate statistical analyses (Gehlke and Biehl, 1934; Yule and Kendall, 1950; 
Blalock, 1964; Arbia, 1989), bivariate regression (Clark and Avery, 1976; Arbia, 1989), 
multivariate statistical analysis (Fotheringham and Wong, 1991), spatial interaction models 
(Openshaw, 1977; Batty and Sikdar; 1982; Putman and Chung, 1989; Amrhein and Flowerdew, 
1992), and location-allocation modelling (Hillsman and Rhoda, 1978; Goodchild, 1979; Bach, 
1981; Casillas 1986; Fotheringham, Densham and Curtis, 1995).  The findings from the 
aforementioned studies raise our skepticism on the reliability of the outcome of any spatial study 
relying on the use of areal data.  Though the degree of the impact has been found to vary from 
study to study, this unpredictability further complicates the problem and stresses the need for 
more insight, and solutions, to the problem.   
While relevant research effort has concentrated mostly on revealing the MAUP, the 
search for effective solutions has not been widely attempted, at least not with satisfactory results.  
According to Wong (1996), past attempts are categorized into three approaches: data 
manipulation, technique-oriented and error modeling.  The data manipulation approach is based 
on the suspicion that the MAUP would vanish if the chosen areal units can be justified one way or 
another, instead of for administrative convenience (Openshaw 1977; Fotheringham and Wong 
1991).  Openshaw (1977, 1996), You, Nedovic-Budic and Kim (1997), Ding (1998) and Guo 
(2000) and Alvanides, Openshaw and Macgill (2001) are among those researchers who develop 
methods for creating optimal zones with respect to predefined objective functions.  The 
technique-oriented approach, on the other hand, is based on the argument that the MAUP effect 
might have been a result of using inappropriate models or statistical techniques in analyzing 
aggregated spatial data (Amrhein and Flowerdew 1991, Tobler 1991).  This leads to Tobler’s 
(1991) proposal of abandoning the unsuitable classical statistical techniques and replacing them 
with frame independent analyses.  Another group of researchers (e.g., Steel, Holt and Tranmer 
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1994) recognize that, when analysis moves from one spatial scale to another, relationships among 
variables and among spatial entities also change.  Instead of searching for techniques immune to 
such scale effects, they adopt the error modeling approach of explicitly documenting variations 
derived from changing scale, and incorporating these changes into modeling and analysis. 
To date, a general, workable solution to the problem does not yet exist and the MAUP 
remains one of the most stubborn problems in geography and spatial science (Wong 1996, 
Fotheringham, Brunsdon and Charltom 2000).  However, not all attempts in resolving the 
problem have been futile.  As Miller (1999) surveys recent work on the MAUP, he suggests “it is 
clear that antecedent factors can be controlled and [the problem’s] effects predicted, particularly 
within specific application contexts” (p.375).  That is, in order to reduce, or remove, the effects of 
MAUP, whether over temporal, spatial or other domains, it is necessary to know something about 
the general nature of that phenomenon.  In the temporal instances, there are often strong 
organizing principles associated with the observations that give rise to self-similarity, which 
analysts can exploit to perform generalization.  For example, it is intuitive that traffic volumes 
vary significantly for peak and off-peak hours.  Based on this understanding, analysts therefore 
produce level-of-service measures for peak versus off-peak periods as opposed to some random 
temporal units.  What often makes the spatial instances difficult is our lack of such intuition about 
the phenomenon at hand and analysts are thus required to decide on the spatial units before 
attempting to study the phenomenon.   
In residential location choice models, using different zonal configurations may lead to 
parameter estimates as a manifestation of the MAUP.  This is probably why past studies showed 
inconsistent or unintuitive findings about the effects of various choice determinants.  Model 
parameter estimates derived from arbitrarily defined zones should be interpreted only with respect 
to these zones and do not correctly reflect residents’ choice behavior unless the zones are 
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coterminous with neighborhoods as perceived by the residents.  In order to reduce, or remove, the 
effects of MAUP in the study of residential location choice, analysts need a more precise and 
behavioral-oriented definition of neighborhood for practical measurement of neighborhood 
factors, improved conceptual understanding, as well as better transferability of models. 
3.2.2 What is a Neighborhood?  
Neighborhood is a vague, difficult-to-define concept.  To the best of my knowledge, 
previous empirical studies of residential location choice have never formally addressed the issue 
of neighborhood definition.  Scholars investigating the significance of neighborhood for 
individuals’ behavior and well-being often do not rise to the challenge of providing the term with 
an explicit definition.  As Galster (2001, p.2111) puts it, “[u]rban social scientists have treated 
‘neighborhood’ in much the same way as courts of law have treated pornography: a term that is 
hard to define precisely, but everyone knows it when they see it”.  When spatial definition of 
neighborhood is required for the purpose of quantitative analysis, “most social scientists and 
virtually all studies of neighborhoods … rely on geographic boundaries defined by the Census 
Bureau or other administrative agencies… [which] offer imperfect operational definitions of 
neighborhoods for research and policy” (Sampson et al, 2002, p.445).  This widespread practice 
suggests that perhaps we don’t really know ‘it’ − at least not as well as we think − when we see 
‘it’.  In order to better understand the nature of neighborhood, a collection of approaches in 
defining the term is reviewed and discussed below.  The review is by no means exhaustive as the 
focus is on definitions that will help formulate operational units for neighborhoods (see Galster 
(2001) for a more extensive survey of the literature). 
An area in which neighborhood definition plays an important role is the study of 
neighborhood effects, which refers to the neighborhood influences on the well-being and 
behavior of families, and often children in particular.  One of the pioneers in the field, Park 
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(1915), points out that cities are generally outlined by their physical geography, natural 
advantages, and transportation systems.  The processes of human nature then proceed to shape 
cities through competitions for efficient locations among businesses and individuals.  These 
informal processes result in the formation of neighborhoods – naturally segregated localities that 
share similar sentiments, traditions and history.  Followers of Park’s school of thought tend to 
consider neighborhoods as discrete, non-overlapping communities, leading to the common use of 
administratively defined zones for analyzing neighborhood effects.   
 Later, Suttles (1972) argues that, in addition to being the result of free-market 
competition, some communities’ identities and boundaries are imposed by outsiders.  Suttles also 
suggests that neighborhoods are best thought of not as distinct areas of a city, but rather as a 
hierarchy of ecological grouping at four levels.  At the lowest level is the ‘local networks and the 
face-block’, namely, a grouping of residents who share the same local facilities and residential 
condition because of their proximity to each other.  A ‘neighborhood’, defined at this level, is 
usually different for each person and is unlikely to have any sharp boundaries.  The second level 
is labeled the ‘defending neighborhood’, defined as “the smallest area which possesses a 
corporate identity known to both its members and outsiders” (p. 57).  Its size may vary, but 
generally large enough to include a complement of establishments (grocery, liquor store, church, 
etc.) which people use in their daily round of local movements.  The next level, the ‘community 
of limited liability’, is typically a construct imposed by external commercial and governmental 
interests, which could be political, educational or religious.  Residents may be associated with 
multiple communities whose boundaries are fragmented and overlapping.  The highest level in 
the neighborhood hierarchy is the ‘expanded community of limited liability’.  These are large 
scale community organizations referring to entire sectors of a city, such as North Austin, whose 
identity usually arise from government policies and programs.   
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Galster (2001) defines neighborhood as a ‘complex commodity’ that is produced by the 
same actors – households, businesses, property owners and local governments – that consume 
them.  Neighborhood is a bundle of spatially based attributes, including structural, infrastructural, 
demographic, class status, tax/public service package, environmental, proximity, political, social-
interactive, and sentimental characteristics.  Consistent with Suttle’s (1972) multi-scale view of 
neighborhood, Galster argues that the geographical scale across which a neighborhood attribute 
varies is often different for different attributes.  Consumers’ perceived delineation of a 
neighborhood thus depends on the particular neighborhood attributes of interest.  This view is 
also shared by O’Campo (2003), who contends that the processes operating in the neighborhood 
environment are often many and that the ideal geographic units of analysis for different social 
processes may not be compatible.   
The multi-scale structure of neighborhood can also be viewed as residents having 
multiple neighborhood memberships.  As different processes (social, educational or religious) 
unfold, a household can identify its local identity through its residential neighbors, the school the 
children go to, its membership in a church, etc.  These group memberships lead to spatial clusters, 
some of which may be objectively recognizable (such as school catchment area, red-light district, 
or gated community).  In other cases, however, there are often no clear cutoff points for 
determining how far social contact or other processes reach.  The boundaries for such 
neighborhood attributes are subjective and fuzzy.  As group memberships of individuals evolve 
with changes in their role in the network of social interaction and their stage in life cycle, their 
perceptions of neighborhood also change (Horton and Reynolds 1971).  The perception may also 
be influenced by race (Lee et al 1991) and gender (Guest and Lee 1984).  Furthermore, an 
individual’s perceived neighborhood also depends on where she or he lives: “an individual living 
on the boundary of a census tract probably has more in common with residents of the adjoining 
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tract than with residents on the far side of his own” (Dubin 1992, p. 435).  The concept that no set 
of fixed neighborhood boundaries can accurately describe an urban area is referred to as ‘sliding 
neighborhoods’. 
Motivated by the uncertainty about how to construct operational units for neighborhoods 
in view of the many factors influencing residents’ perception, Coulton et al. (2001) set out to 
examine the residents’ perception through their mental maps.  They asked 140 parents of minor 
children from the City of Cleveland to draw a map of what they considered as the boundaries of 
their neighborhoods.  The study found evident discrepancies between resident-defined 
neighborhoods and census geography.  Mental maps of neighborhoods typically include portions 
of at least two census tracts and three block groups, even though the average size is close to the 
size of a census tract.  The study also demonstrated that individuals residing in close proximity 
and homogenous on race, age and gender can differ markedly from one another in how they 
define the physical space of their neighborhood.  This variability renders the task of defining 
resident-perceived neighborhoods a very challenging proposition.  The authors conclude by 
suggesting further research on mental maps of neighborhoods.  However, Shinn and Toohey 
(2003) argue that even residents’ hand drawn mental maps, which may be influenced by 
neighborhood names or generally acknowledged definitions, may not reflect the geographic areas 
that truly affect them.  Areas where residents spend time through which they often travel en route 
to pursue activities may be more influential.  The size of ‘functional neighborhood’ may “vary 
systematically with a person’s age, health, or employment status” (p. 449).   
Grannis (1998, 2003) also attempts to construct a practical representation of 
neighborhoods.  He contends that street networks are one of the primary tools populations use to 
organize themselves in urban settings and that “the network of tertiary [small, residential-type] 
streets give rise to a network of neighborly relations” (1998, p.1560).  He argues that pedestrian 
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streets give rise to close-knit communities where residents consider the boundaries between house 
and street space to be quite permeable and that networks of neighborly relations will emerge from 
and reflect networks of pedestrian streets.  In a subsequent effort, Grannis (2003) models cities as 
multiple independent ‘islands’ – discontinuous networks of pedestrian streets that are separated 
by major thoroughfare.  By comparing these islands with residents’ cognitive maps of their 
neighborhood, he shows that, while islands circumscribe residents’ perception of their 
neighborhoods, residents typically perceive only a portion of their island as their neighborhood.  
Like Coulton et al. (2001), he is unable to construct operational spatial units as close proxies for 
perceived neighborhoods. 
The studies discussed above reflect the well-recognized difficulty in defining 
neighborhood, both at the conceptual and the operational levels.  While the question of 
neighborhood definition remains to be further explored, the existing literature sums up to a few 
pointers for constructing neighborhood boundaries.  First, administratively defined units do not 
represent real neighborhoods and are thus imperfect operational definitions of neighborhoods for 
research and policy.  However, census geography in terms of tracts, block groups and blocks are 
reasonably consistent with the notion of neighborhoods as nested ecological structures.  Second, 
an urban region can be viewed as a mix of fixed (objectively recognizable boundaries such as 
major roads, geographical barriers and political demarcations) and sliding (subjective boundaries 
that depend on the characteristics and location of the residents) neighborhoods.  Third, and as a 
result of the previous two points, the size of a perceived neighborhood can range from the size of 
multiple census blocks to multiple tracts.   Lastly, a neighborhood has a geographical reference, 
but its meaning depends on function and domain.  The relevant units depend on the specific 
process, or the outcome of the process, being studied.   
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3.3 Summary 
This chapter has identified why proportional substitutability among choice alternatives is 
a behaviorally unrealistic assumption.  Of the alternative modeling approaches reviewed, the 
GEV and the MMNL formulations show the most promise for accommodating flexible 
substitution patterns, though the flexibility is usually gained at the expense of  computational 
difficulty unless the models are ‘cleverly’ customized for the application context.  
The chapter has also examined the problems arisen from grouping elemental alternatives 
into, and constructing spatially aggregate measures over, arbitrarily or administratively defined 
zones, as opposed to neighborhood definitions as perceived by decision makers.  The experience 
from past research efforts aimed at conceptualizing the nature of neighborhood suggests that 
neighborhood is intrinsically hierarchical and is continuously shaped by the infrastructure and the 
many ecological and social processes that take place in the urban environment.  The hierarchical 
organization and the spatial boundaries of neighborhood are very much domain dependent.  In 
certain contexts they can be described by objectively recognizable spatial delineations while, in 
other situations, they are constructed by individuals’ perception, which may be influenced by 
race, gender, age, stage in life cycle, social contact and physical location.  This dynamic nature of 
neighborhood renders the grouped alternatives model methodologically flawed.  By not 
appropriately considering neighborhood attributes over the area that really matters to the decision 
makers, many of the studies reviewed in Section 2.6 were likely to have produced biased 
parameter estimates that lead to erroneous interpretations.  A more behaviorally approach would 
be to incorporate in a single model structure neighborhood attributes measured based on a 
hierarchy of spatial definitions, which represent either fixed or sliding neighborhoods depending 
on the nature of the attribute. 
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CHAPTER 4  
ADDRESSING INTERALTERNATIVE CORRELATIONS  
When no micro-level data is available about the locality and characteristics of individual 
dwellings, it is inevitable for analysts to consider groupings of dwelling units as choice 
alternatives.  Often, the groupings are constructed based on the spatial proximity of dwellings so 
that predefined zones that constitute a given study region are considered as the alternatives.  
Models then assume the MNL structure.  For reasons explained in Section 3.1.1, the presence of 
correlation among the unobserved utilities of neighboring alternatives renders the proportionate 
substitutability assumption embedded in such MNL-based, grouped alternatives models 
inappropriate.   
In searching for a model structure to accommodate the inter-alternative spatial 
correlation, a number of advanced discrete choice models have been examined earlier in Section 
3.1.2 and the MMNL and the GEV class of models were identified as allowing very flexible 
sustainability.  In particular, the GNL model is conceptually appealing in that it allows the 
fractional allocation of each alternative to a set of nests, each of which having a distinct dissimilarity 
parameter.  Its closed-form formulation is also a computational advantage.  The MMNL model, on 
the other hand, is especially useful for capturing the correlations among the unobserved of utility 
over alternatives due to decision maker’s differential tastes.   
The aim of this chapter is to develop, based on the GNL and the MMNL model structures, a 
modeling framework that accommodates the unobserved correlation among choice alternatives as 
well as the unobserved heterogeneity across individuals.  The chapter begins with Section 4.1, 
which describes a version of the GNL model first proposed by Wen and Koppelman’s (2001) to 
work with nests of paired alternatives.  Section 4.2 describes how this paired nests structure can be 
customized for spatial contexts.  The spatially correlated logit (SCL) model developed based on the 
paired nested structure is formally stated in Section 4.3.  Combining the SCL with the MMNL 
formulation, Section 4.4 derives the mixed spatially correlated logit model (MSCL) which is 
capable of accommodating heterogeneity across individuals in their responsiveness to exogenous 
determinants of residential location choice.  The empirical application of the MSCL model to the 
Dallas-Fort Worth region in Texas is described in Section 4.6, following by a summary of the 
chapter in Section 4.7. 
4.1 Paired Generalized Nested Logit Model 
As part of their effort to prove that the PCL model is a restricted version of the GNL model, 
Wen and Koppelman (2001) described a special case of the GNL that includes one nest for each pair 
of alternatives, as in the PCL model.  This paired GNL (PGNL) model has the form 
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iji,αIf the allocation parameters, , are equal for all paired nests, then the PGNL model reduces to the 
PCL model.  The non-equal allocation to nests in the PGNL model allows greater freedom in the 
magnitude of cross-elasticity than is allowed by the corresponding PCL model.  Also an important 
feature is that the PGNL formulation allows an allocation of zero for an alternative to a nest and the 
elimination of nests for which both alternatives have zero allocation.   
4.2 Paired Nested Structure 
A common approach in the spatial analysis literature for capturing spatial correlation is to 
allow immediately adjacent observations to share common unobserved characteristics.  This 
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dissertation research adopts a similar approach to capture spatial correlation for the aggregate 
residential choice problem.  This is achieved by defining a two-level, paired nested structure, for 
which the PGNL model can be easily applied.  The structure consists of as many nests as the 
number of adjacent zone pairs.  This paired nested stricture is formally defined as follows. 
First, denote the alternative residential zones by , i Ii ,1K= .  Let ijω  be a dummy 
variable that takes a value of 1 if zone  is adjacent to zone  and 0 otherwise (by convention, j i
iiω = 0).  The number of zones adjacent to zone  is therefore .  Next, define a two-level 








( )ji,  is represented by a nest and the total 
number of paired nests is .  As a zone can have more than one neighboring zone, each 











i ( )ji,  based on an allocation parameter iji,α  such that 
∑ =
j
iji 1,α .  That is, the total allocation of zone i  across all pairings of  with other alternatives is 
unity.  One way of defining 
i
iji,α  is to assume that the sensitivity to changes in neighboring spatial 
units is larger for a zone with fewer neighboring zones and that zone i  is equally correlated with 








α , . (4.2) 
An example is illustrated in Figure 4.1 to help clarify the concepts and notations 
introduced so far.  For the five spatial units configured as shown in Figure 4.1(a), the 
corresponding paired nested structure contains seven nests of zone pairs as depicted in Figure 
4.1(b).  The corresponding contiguity matrix that defines the ijω ’s and the resulting allocation 
parameters iji,α  are provided in the table in Figure 4.1(c). 
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3 4 1 3 1 4 2 3 2 4 1 2 4 5 
(b) Paired nested structure for generating spatial correlation between adjacent spatial units 
(a) Spatial configuration 




4 5  3 
Spatial Units 
Alternative 





1 0 (0) 1 (0.33) 1 (0.33) 1 (0.33) 0  3 
2 1 (0.33) 0 (0) 1 (0.33) 1 (0.33) 0  3 
3 1 (0.33) 1 (0.33) 0 (0) 1 (0.33) 0  3 
4 1 (0.25) 1 (0.25) 1 (0.25) 0 (0) 1 (0.25) 4 
5 0  0 0 1 (1) 0 (0) 1 
 
Figure 4.1 A simple example of residential choice among five spatial units 
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4.3 Spatially Correlated Logit Model 
Once the residential zones are translated into the paired nested structure in the manner 
described in the preceding section, the application of the PGNL formulation seems 
straightforward.  However, the direct application of Equation (4.1) would result in as many 
dissimilarity parameters to estimate as the number of zone pairings.  This is undesirable for most 
practical situations where the number of zones is large.  Instead, the SCL model is constructed 
based on the assumption that the dissimilarity parameter is the same for all pairings of residential 
zones.  






























µµ ααK , (4.2)   
where the double summation includes all pairs of alternatives in the choice set, iji,α  is as defined 
earlier,  represents the deterministic component associated with zone , and inV , i µ  is the 
dissimilarity parameter capturing the correlation between adjacent zones, 10 ≤< µ .  Substituting 























µµεµε ααεεε , (4.3)    
where in,ε  denotes the stochastic utility for zone .  Substituting Equation (4.2) into Equation 
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The probability function can be rewritten as 
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| . (4.5) 
The above expression can be derived directly from restricting jiij , ,∀= µµ  in Equation (4.1).  
Similarly, the self- and cross-elasticities for the SCL model can be derived from those for the 
GNL model by letting kk ∀=  ,µµ  in Equation (3.12) and (3.13).  The resulting expressions for 
the elasticities for the SCL model are provided in the second row of Table 4.1, while those for the 
MNL model are shown in first row of the same table.  Note that the index  is dropped from the 
expressions for simplicity.  The table provides a clear contrast between the two models.  The 
cross-elasticity for the MNL model reflects the IIA property (equal cross-elasticities of the effect 
of alternative  on any alternative ). The cross-elasticity expression in the SCL model, on the 
other hand, indicates equal proportionate change in all non-adjacent alternatives to  due to a 
change in the utility of alternative . However, the cross-elasticities are higher for spatial units 






Table 4.1 Expressions for the direct and cross-elasticities in the MNL, SCL and MSCL Models 
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 Model Direct elasticity1 Cross-elasticity2
MNL immi xP β)1( −  immi xPβ−  
SCL 
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immi xPβ−   if i and j are not contiguous 
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βθββββ )|()|)(|(   if i and j are not contiguous 
 
1 Direct elasticity refers to the percentage change in the choice probability of alternative i due to a 1% change in the mth variable associated with alternative i. 
2 Cross-elasticity is the percentage change in the choice probability of alternative j due to a 1% change in the mth variable associated with alternative i. 
 
4.4 Mixed Spatially Correlated Logit Model 
In residential location choice as well as other spatial choice contexts, individuals’ 
responsiveness to exogenous determinants will likely vary across individuals, due to both 
observed and unobserved taste preferences.  As of the MNL model, the SCL model described in 
the preceding section maintains the assumption of homogenous responsiveness.  In order to 
account for observed taste variations, interaction terms can be introduced into the utility function 
in the same way as described in Section 2.2.1.  For example, to allow for different sensitivity to 
commute time between man and female workers in the residential location choice model, one 
adds an interaction variable for commute time and women (dummy variable).  However, the SCL 
model can not accommodate any variation in responsiveness to commute time due to unobserved 
factors, such as commuters’ experience and attitude. 
This research adopts the mixing structure, similar to that described in Section 3.1.2.2 for 
the mixed MNL models, to accommodate unobserved response heterogeneity.  That is, the 
coefficient vector β  embedded in the  vector in the SCL model is assumed to be multivariate 
normal with a vector 
iV
θ  of underlying moment parameters. Let  represent the density function 
of the multivariate distribution and let 
f
F  be the corresponding distribution function. Then, the 
choice probability of alternative  in the mixed SCL (MSCL) model may be written as: i
βθββ dfPP inin )|()|( ,, ∫
∞
∞−
























































β  (4.7)        
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The resulting self- and cross-elasticities for the MSCL model are provided in the last row of 
Table 4.1.  The cross-elasticity expressions in the MSCL model do not exhibit the equal 
proportional change propensity for non-contiguous alternatives to . This is different from the 
cross-elasticity expressions for the SCL model.  
i
As pointed out in Section 3.1.2.2, the MMNL structure could have ben used for 
accommodating within a single framework both the disproportionate substitutability, and hence 
spatial correlation, among alternatives as well as any unobserved response heterogeneity.  
However, in so doing, the dimensionality of the integral in the choice probability would be equal 
to the number of random elements in the vector β  plus the number of paired nests of adjacent 
alternatives.  The MSCL model is able to accommodate the same effect with the dimensionality 
of the integral equal to the number of random elements in the coefficient vector β .  In most 
practical contexts, the additional dimensionality incurred from using the MMNL approach would 
result in great computational difficulties.   
4.5 Model Estimation 
The parameters to be estimated in the MSCL model include the scalar µ  representing 
spatial correlation and the θ  vector characterizing the multivariate normal distribution of the β  
parameters.  For the discussion below, µ  is absorbed in the parameter vector θ  for the ease of 
presentation.  
The estimation of the MSCL model can be pursued using the maximum likelihood 
principle described in Section 2.3.  The evaluation of the log-likelihood function defined in 
Equation (2.19) requires the evaluation of the multi-dimensional integrals in the choice 
probability expression (Equation (4.6)).  This can be achieved by applying a simulation method to 
approximate the multi-dimensional integrals and maximize the resulting simulated log-likelihood 
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function.  The simulation technique entails computing the choice probability in Equation (4.6) at 
several values of the β  vector drawn from the multivariate normal distribution for a given value 
of the parameter vector θ  and averaging the integrand values. Formally, let )(~ , θ
m
inP  be the 
realization of the choice probability for the th household in the th draw ( ).  
The choice probabilities are then computed as: 











~1)(~ θθ  (4.8)       
where )(~ , θinP  is the simulated choice probability of the th household choosing alternative  
given the parameter vector 
n i
θ . )(~ , θinP  is an unbiased estimator of the actual probability and its 
variance decreases as the number of draws, M , increases. It also has the appealing properties of 
being smooth (i.e., twice differentiable) and being positive for any realization of the finite M  
draws. 
The simulated log-likelihood function is constructed by substituting Equation (4.8) into 











~ln)( θδθ . (4.9) 
The parameter vector θ  is estimated as the vector value that maximizes the above simulated 
function. Under rather weak regularity conditions, the maximum simulated log-likelihood 
estimator is consistent, asymptotically efficient, and asymptotically normal (see Hajivassiliou and 
Ruud, 1994; Lee, 1992). 
In computing the simulated probability, )(~ , θinP , if the integrand is computed at a 
sequence of random, or pseudo-random, points, the method is known as the Pseudo Monte Carlo 
(PMC) simulation method.  The method suffers from the drawback of slow asymptotic 
convergence rate and thus requires a high number of simulation draws.  An alternative approach 
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is the quasi-Monte Carlo (QMC) method, which involves the evaluation of the integrand at 
“cleverly” crafted non-random and more uniformly distributed points within the domain of 
integration (Bhat, 2001).  The sequences of evaluation points used in the QMC method are 
generally referred as the quasi-random sequences.  Of the several quasi-random sequences that 
may be employed for the simulation, the Halton sequence is chosen for the empirical analysis 
presented in the subsequent section because of its conceptual simplicity.  The Halton simulation 
method has been shown by Bhat (2002b), Hensher (1999) and Train (1999) to out-perform the 
traditional PMC methods for estimating mixed discrete choice models.     
Details of the Halton sequence and the procedure to generate this sequence are available 
in Bhat (2002b).  In short, the Halton sequence is generated by choosing a prime number r  
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where and .  Thus, 10 −≤≤ rbl
1+≤≤ LL rgr ( )Ggg ,,2,1 K=  can be represented by the r -adic 
integer string .  The Halton sequence in prime base 011 bbbb LL K− r  is then obtained by taking the 
radical inverse of  by reflecting through the radical point: ( Ggg ,,2,1 K= )










110  ) base (in .0 Kϕ
The sequence above is very uniformly distributed in the interval (0,1) for each prime number r .  
The Halton sequence for evaluating a K -dimensional integral is obtained by pairing K  one-
dimensional sequences based on K  relatively prime integers.  
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4.6 Empirical Application 
An empirical application of the MSCL model has been conducted for the cities of 
University Park, Highland Park, and Dallas which are situated in North-Central Texas.  As shown 
in Figure 4.2, the three cities form part of the Dallas County and represent 98 out of the 383 
Transport Analysis and Processing (TAP) zones in the county.   
 




4.6.1 Data Source and Sample 
The primary source of data is the 1996 Dallas-Fort Worth (D-FW) metropolitan area 
household activity survey. This survey collected information about travel and non-travel activities 
undertaken during a weekday by members of 4839 households, as well as the residential zones of 
households.  The survey also obtained individual and household socio-demographic information.  
In addition to the activity survey, four other data sets associated with the D-FW metropolitan area 
were used: land-use/demographic coverage data, census data, zone-to-zone travel level-of-service 
(LOS) data, and school-rating data.  Both the LOS and the land-use data files were obtained from 
the North Central Texas Council of Governments (NCTCOG), which is a voluntary association of 
local governments from 16 counties centering from two urban centers of Dallas and Fort Worth.  
The LOS file provides information on travel between each pair of the 919 TAP zones in the North 
Central Texas region.  The file contains the inter-zonal distances as well as peak and off-peak 
travel times and costs for transit and highway modes.  The land-use coverage file contains 
acreage by land-use purposes (including water area, park land, roadway, office, retail and etc.) for 
each of 5938 traffic survey zones (TSZ) in the region.  The census data provides additional socio-
demographic information such as the distribution of household ethnicity and housing cost in the 
zones.  Data about school ratings is compiled in-house from the 1996 district summary of the 
Accountability Rating System (ARS) for Texas Public Schools and School Districts.  The ARS is 
released on a yearly basis by the Texas Education Agency.  The schools are classified into 4 
levels: exemplary, recognized, acceptable and low performing (or unacceptable).  The criteria for 
ranking are summarized in Table 4.2.   
The empirical application focuses on households with one and only one worker.  236 of 
such households were found and extracted from the survey data to develop the sample for model 
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estimation.  The final sample contains for each household the 98 TAP zones that constitute the 
study area as choice alternatives.   
Table 4.2 School quality ranking system used by the Texas Education Agency 
School Ranking Dropout Rate Attendance Rate Percent of Students Passing TAAS 
Exemplary 1% or less At least 94% At least 90% 
Recognizable 3.5% or less At least 94% At least 80% 
Acceptable 6% or less At least 94% At least 40% 
Low Performance More than 6% Less than 94% Less than 40% 
 
4.6.2 Variable Specifications 
The five data sources identified in the previous section provide a rich set of variables to 
describe the utility associated with each of the alternative residential zones.  The variables include 
various measures of the zones as well as interactions of socio-demographic characteristics of 
households with these zonal measures.  The variables are categorized into six groups and are 
discussed below. 
4.6.2.1 Size measures 
Three size measures are considered: log of zonal area in squared mile, log of zonal 
population, and log of number of households in zone.  They are used to correct for the grouping 
of elemental alternatives such that a large zone would have a higher probability of being selected 
than a small zone.   
4.6.2.2 Commute-related variables 
After the workers’ employment zones are identified from the travel survey data, the auto 
commute time and distance from the employment zone to each alternative residential zone are 
extracted from the level-of-service data.  Interactions of the commute time variable with the sex 
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and the race of the worker in each household are constructed to test for the presence of gender 
disparity in commute patterns and of greater spatial mismatch for minorities compared to non-
minorities.    
4.6.2.3 School quality measures 
The school quality at each zone is represented by four dummy variables, each 
corresponding to one of the four rankings: exemplary, recognized, acceptable and low 
performing.   
4.6.2.4 Socioeconomic and demographic variables 
Three socioeconomic and demographic sets of variables are computed to test for the 
presence of residential segregation.  The first set, the racial composition variables, are constructed 
as the zonal percentages of population belonging to each racial group.  These zonal percentages 
are then interacted with dummy variables indicating the racial group of the sampled households.  
The second set of variables is computed by the absolute difference between household income 
and zonal median income as a measure of household income homogeneity.  Similarly, the third 
set of variables, indicating household size homogeneity, are computed by the absolute difference 
between household size and zonal average household size,.   
4.6.2.5 Land-use variables 
These include the density measures and land-use composition measures.  The density 
measures are computed by dividing the total number of households or people in a zone by the 
zone size (in acre).  The land-use composition measures are computed by normalizing the acreage 
in different types of land uses by the total zonal acreage.  The land use types considered include: 
lakes and water, single-family housing, multi-family housing, industrial, offices, retail and 
services, institutions (schools, churches, etc.), and infrastructure. 
4.6.2.6 Regional accessibility variables 
A residential zone’s attractiveness depends not only on the elements within the zone 
itself, but also how the zone relates spatially to the rest of the urban area.  This is the motivation 
for considering regional accessibility measures for recreational, shopping, and employment 
activities.  The Hansen-type (Fotheringham, 1986) accessibility measures are used.  Large values 
of the accessibility measures indicate more opportunities for activities in close proximity of that 
zone, while small values indicate zones that are spatially isolated from such opportunities.  The 
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where  represents the accessibility to recreational opportunities,  represents the 
accessibility to shopping opportunities,  represents the accessibility to basic employment 
opportunities,  is the zone index, and  is the total number of zones in the study region. 






j Recγ Recβ Retγ Retβ, , , , , and Empγ Empβ  are parameters that are estimated using a destination 
choice model of the form given below for the recreational activity purpose (similar formulations 
are used for the retail and basic employment categories): 
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( ) ( )ijrecjrecrecij AcreageLandParkV Impedancelnln ×−×= βγ . (4.13) 
where  is the utility presented by zone  for recreational participation to an individual in 
zone .  Assuming a MNL form for destination choice then leads to an accessibility index for 









i .  The functional form of  used in Equation (4.13) 
results in accessibility measures that are consistent with the formulations presented in Equation 
(4.12).  The impedance expression used in the accessibility computations takes the form of a 
parallel conductance formula that accommodates multiple level-of-service measures and multiple 
modes (see Bhat et al, 1998 for a discussion of this formula).  However, in the current empirical 
context, only highway auto level-of-service measures are used because of the lack of adequate 
transit observations in the destination choice model estimation. The highway auto impedance 
measure is in effective in-vehicle time units (in minutes) and is expressed as follows: 
rec
ijV
cents) (in  min.) (in  min.) IVTT (in COSTOVTTIVTTImpedance ×+×+= ηδ . (4.14) 
The estimated values of the δ , and η γ scalar parameters, and the  and β  vector 
parameters, are provided in Table 4.3.  As can be observed, the only level of service variable that 
is relevant for recreational destination choice is in-vehicle time, while cost is not significant for 
employment destination choice. These results are perhaps a consequence of the strong 
multicollinearity in time and cost measures. For retail destination choice, the implied money 
value of time is $6.05 per hour. The smaller estimated coefficient on out-of-vehicle time for the 
basic employment category suggests that, unlike in mode choice decisions, individuals place a 
smaller value on out-of-vehicle time than in-vehicle time when selecting employment 
destinations. This result may be a consequence of the dominance of in-vehicle time as the spatial 
separation measure when making destination choice decisions. 
Table 4.3 Summary of destination choice model results for use in computing accessibility 
Purpose 
Recreation Retail Basic Employment Variable /  Fit Measures 
Parameter t-stat Parameter t-stat Parameter t-stat 
Size measure Recγ = 0.1376 8.92 Retγ = 0.2868 8.71 Empγ = 0.7554 61.40 
Composite highway 
impedance Recβ = -2.6771 -40.92 Retβ = -3.0779 -31.72 Empβ = -2.6507 -86.15
In-vehicle time 1  
(in mins.) 1.0000 -- 1.0000 -- 1.0000 -- 
Out-of-vehicle time 
(in mins.) -- -- -- -- 0.3385 8.13 
Cost (in cents) -- -- 0.0992 2.5 -- -- 
Number of 
observations 1817 1206 4561 
Log-likelihood at 
convergence -1912.60 -939.57 -4519.95 
Log-likelihood at 
equal shares -3535.72 -2346.77 -8875.29 
Rho-squared value 2 0.459 0.600 0.491 
1. Coefficient on this variable is constrained to one for identification purposes. 
2. Computed as 







4.6.3 Estimation Results 
The data assembled for the 236 single-worker households are used to estimate two 
models structures, MNL and MSCL, for comparison.  After a systematic process of eliminating 
variables found to be insignificant in earlier specifications and based on considerations of 
parsimony in representation, the best specifications obtained for the two models are presented in 
Table 4.4 and discussed below. 
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Correlated Logit Model Variables 
Parameter t-statistic Parameter t-statistic 
Logarithm of zonal area (in mile2) 0.250 2.776 0.286 3.256 
Commute time (in 100’s of minutes)     
Mean -3.673 -2.200 -4.409 -2.441 
Standard Deviation1 0.000 ― 6.504 1.180 
Population density (in 10 persons/mile2)     
Mean 7.685 4.223 6.987 4.049 
Standard Deviation1 0.000 ― 9.358 1.600 
Percentage zonal Hispanic population interacted with 
Hispanic dummy variable 1.235 1.214 1.094 1.127 
Absolute difference between zonal median income and 
household income (in $100,000) -1.270 -2.305 -1.056 -1.762 
Percentage of zonal area occupied by multifamily housing     
Mean -1.319 -2.063 -3.741 -2.919 
Standard Deviation1 0.000 ― 4.541 1.914 
Work accessibility interacted with African-American 
household head dummy variable  -2.921 -3.891 -2.329 -3.310 
Shopping accessibility 5.809 8.350 5.098 5.759 
Dissimilarity parameter2 1.000 ― 0.358 3.541 
Number of observations  236 236 
Log-likelihood at convergence -1013.43 -1000.93 
1. The standard deviations are implicitly constrained to 0 in the MNL model. 
2. The dissimilarity parameter is implicitly constrained to 1 in the MNL model.  The t-statistic for the 
dissimilarity parameter in the MSCL model is computed. 
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4.6.3.1 Results for the MNL model  
The MNL model results are presented in the second main column of Table 4.4.  The 
coefficient on the logarithm of zonal area has the expected positive sign, indicating that 
households are more likely to locate in larger zones than smaller zones.  The effect of commute 
time has the expected negative sign. However, no presence of gender disparity or spatial 
mismatch for minorities is found.  The coefficient on population density suggests that households 
are more likely to locate in zones with high population density.  This may be due to better 
housing availability at these zones or merely a reflection of population clustering.  The interaction 
effect of the percentage of Hispanic population with the dummy variable identifying if the head 
of the household is Hispanic indicates that Hispanic households tend to locate in zones with a 
high percentage of Hispanic population.  Although this finding is in accordance with the racial 
segregation commonly observed in past studies, it is surprising that such an effect does not apply 
to African-American or Caucasian households.  Residential segregation by income that is 
frequently sited in previous studies is also present in the current analysis.  The only significant 
zonal land-use structure variable is the percentage of zonal area occupied by multifamily housing 
units.  The parameter on this variable indicates a reluctance to locate in areas with a high 
percentage of multifamily units.  Finally, the coefficients on the accessibility measures indicate 
that (a) after the effect of commute time is accounted for, African-American households are more 
likely to locate in areas with poor work accessibility, and (b) all households prefer locations that 
offer good accessibility to shopping.  
The housing cost and school quality variables were, rather surprisingly, not statistically 
significant (see Sermons and Koppelman, 2001 for a similar result in their study of residential 
location in the San Francisco Bay Metropolitan area). The lack of influence of these two variables 
may be a consequence of the resolution used to represent their effect in the current analysis.  
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4.6.3.2 Results for the MSCL model 
The MSCL model results in Table 4.4 are similar to those of the MNL model in terms of 
the directionality of the mean effect of variables. It is not possible to directly compare the 
magnitude of the effects of variables from the two models because of the difference in 
normalizations of the error term variances (the error term variance is normalized to 1 in the MNL 
model, but is normalized to a higher value in the MSCL model because of the presence of the 
random heterogeneity mixing terms). However, a couple of interesting observations may be 
drawn from the relative magnitudes of variable effects in the two models. First, commute time 
has a higher (mean) effect in the MSCL model relative to other variables, as can be observed 
from the higher ratio of the coefficient on commute time to other coefficients. Second, the mean 
negative effect of the percentage of zonal area occupied by multifamily households in a zone is 
also higher (relative to other variable effects) in the MSCL model. Clearly, the relative effects of 
variables are not the same in the two models.  
Several variables in the MSCL model were specified to have random coefficients, but 
only those on commute travel time, zonal population density, and the percentage of zonal area in 
multifamily housing had some statistically significant impact.  The results show that 75% of 
individuals like to live closer to their work place, while 25% prefer locations farther away from 
their work place.   The random parameter on population density suggests that, while about 77% of 
households prefer zones with higher population density, 23% prefer zones with low population 
density.  Similarly, 80% of households prefer zones with lower percentage of zonal area occupied 
by multifamily housing, while 20% prefer zones with a higher percentage.  These results indicate 
heterogeneity in responsiveness across households. 
Finally, the dissimilarity parameter of the MSCL model is much smaller than, and 
significantly different from, 1 (note that the t-statistic of the dissimilarity parameter in the table is 
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computed with respect to a value of 1). This result indicates a high level of spatial correlation in 
residential location choice, which the MNL model fails to recognize. 
4.6.3.3 Elasticity effects and data fit 
The MNL and MSCL models imply quite different patterns of inter-alternative 
competition. To demonstrate the differences, Table 4.5 presents the disaggregate self- and cross-
elasticity values for a randomly selected individual in the sample (the table does not indicate an 
elasticity effect for accessibility to work because the randomly selected individual is Hispanic, 
and so the interaction effect of being an African-American and work accessibility does not 
apply).  The numbers in the table indicate the self- and cross-elasticities due to an increase in the 
variables characterizing the actual chosen zone for the randomly selected individual (of course, 
any zone can be chosen for computing elasticity effects, but, due to space considerations and 
presentation ease, only the chosen zone is selected). The cross-elasticities are computed for a 
randomly selected zone that is adjacent to the zone whose attributes are changed, as well as for a 
randomly selected non-adjacent zone. 
The MNL cross-elasticities are equal for each variable, reflecting the familiar 
independence from irrelevant alternatives (IIA) propensity. The cross-elasticities for the MSCL 
model are different due to (a) the correlation generated between each zone and its neighboring 
zones in the spatially correlated logit formulation, and (b) the random parameter specification on 
variables (the latter effect leads to different cross-elasticities even within the group of non-
adjacent zones and the group of adjacent zones). Overall, the cross-elasticities of the MSCL 
model reflect the substantially higher sensitivity between adjacent zones (compared to non-
adjacent zones) caused by spatial autocorrelation effects (note the substantially smaller values in 
the last column relative to the values in the last but one column). 
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Table 4.5 Disaggregate elasticity effects 




























Log of zonal area (in mile2) 1.06019 -0.01512 -0.01512 0.98157 -0.07767 -0.01904 
Commute time (100’s of 
minutes) -1.28851 0.01837 0.01837 -1.4116 0.10670 0.00235 
Percentage zonal Hispanic 
population interacted with 
Hispanic dummy variable 
0.24650 -0.00351 -0.00351 0.29503 -0.23345 -0.00572 
Absolute difference 
between zonal median 
income and household 
income ($100,000) 
-0.00217 0.00003 0.00003 -0.00188 0.00015 0.00004 
Population density (in 10 
persons/mile2) 0.22775 -0.00325 -0.00325 0.10869 -0.00204 -0.00025 
Percentage of zonal area 
occupied by multifamily 
housing 
-0.04791 0.00068 0.00068 -0.17917 0.01752 0.00030 
Shopping accessibility 0.53541 -0.00763 -0.00763 0.4908 -0.03884 -0.00952 
 
The self-elasticities in both MNL and MSCL models clearly indicate the dominant role 
played by commute travel time in residential choice modeling.  The other important determinants 
of residential choice include zonal area and accessibility to shopping.  As indicated earlier, the 
effect of commute travel time and the percentage of zonal area occupied by multifamily 
households is estimated to be higher in the MSCL model relative to the MNL model. 
The difference in empirical results between the MNL and MSCL models suggests the 
need to apply formal statistical tests to determine the structure that is most consistent with the 
data.  The models may be compared using a nested likelihood ratio test (the log-likelihood values 
at convergence for the two models are provided in the last row of Table 4).  The result of such a 
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test leads to the clear rejection of the MNL model; that is, the test provides strong evidence that 
there is spatial correlation in residence choice and variation in responsiveness across households 
due to unobserved factors (the likelihood ratio test value is 25 which is larger than the chi-squared 
statistic with 4 degrees of freedom at any reasonable level of significance).  
4.7 Summary 
A MSCL model has been developed in this chapter for the analysis of location-related 
decisions of individuals and households.  The MSCL structure is constructed by imposing the 
mixing structures on the proposed SCL model, which is essentially a GEV model customized for 
accommodating pair-wise spatially-correlated choice situations.  The chapter submits, and 
demonstrates, that while the MMNL class of models is very general in structure, there are 
substantial computational efficiency gains to be achieved by using a mixed GEV structure.  This 
is because the number of error components that needs to be specified in the MMNL structure to 
generate the desired spatial correlation pattern is very high for realistic location choice decisions.  
This leads to a high dimensionality of integration in the MMNL structure.  In the empirical 
application described earlier, the use of a MMNL structure would entail a multidimensional 
integral of the order of 500, while the proposed MSCL model requires evaluation of only a three-
dimensional integral. 
In addition to computational efficiency gains, there is another more basic reason to prefer 
the MSCL model over an MMNL structure.  This is related to the fact that closed-form analytic 
structures should be used whenever feasible, because they are always more accurate than the 
simulation evaluation of analytically intractable structures (see Train, 2002; pg. 191). In this 
regard, superimposing a mixing structure to accommodate random coefficients, over a closed 
form analytic structure that accommodates a particular desired inter-alternative error correlation 
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structure, represents a powerful approach to capture random taste variations and complex 
substitution patterns. 
The empirical analysis in the chapter applies the MSCL model to examine the residential 
choice behavior of households in Dallas County using the 1996 Dallas-Fort Worth metropolitan 
area household activity survey.  The empirical results indicate the important and dominant effect 
of commute travel time on residential location choice.  Other variables significantly impacting 
residential choice include zone size, population density, percentage of zonal area occupied by 
multifamily housing, disparity between household income and median zonal income, percentage 
of Hispanic population for Hispanic households, and work and shopping accessibility.  A 
comparison of the best specifications for the MNL and MSCL models indicates the significant 
presence of spatial correlation between contiguous zonal alternatives as well as differential 
responsiveness to exogenous variables across households.  The MSCL model also leads to a 
statistically superior data fit.  In addition, the results indicate that failing to accommodate spatial 
correlation and unobserved response heterogeneity can lead to incorrect conclusions regarding the 
elasticity effects of exogenous variables. 
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CHAPTER 5  
ADDRESSING THE CONCEPT OF NEIGHBORHOOD 
Because of the lack of micro-data, many past studies (the empirical analysis presented in 
Chapter 4 included) adopt the spatially aggregate approach of representing alternative locations 
by zones, as opposed to individual dwelling units, and measuring the locational attributes based 
on these zones.  .  However, the aggregate approach has a number of shortcomings.  First, the use 
of zones as choice alternatives implies that only the choice of neighborhoods is considered.  
Unless the zones are internally homogenous, differences among the individual dwelling units and 
properties within the same zone are disregarded.  Second, by examining all the spatial attributes 
over a single definitional configuration of zones, one assumes that every factor operates at one 
and the same spatial scale.  Given the discussion presented in Section 3.2.2 about the 
neighborhood definition, this assumption is considerably unrealistic.  Third, the model parameters 
are typically interpreted as the effects of the locational attributes on neighborhood choice.  Yet, 
due to the presence of the MAUP, as discussed in Section 3.1.1, unless the zones are coterminous 
to the neighborhoods as perceived by residents, model estimates derived from arbitrarily defined 
zones do not correctly reflect the residents’ choice behavior. 
To overcome the abovementioned shortcomings of the aggregate approach, this chapter 
develops in Section 5.1 a disaggregate model, referred as the multi-scale logit (MSL) model, in 
which the choice alternatives are the individual housing units and each alternative is described by 
attributes measured at different spatial scales.  Section 5.2 describes the application of the MSL 
model to households residing in the San Francisco Bay area.  The empirical application 
demonstrates that, with the increasing availability of micro-level spatial data and the 
 
technological advances in geographic information systems (GIS), the proposed disaggregate 
approach is not only possible, but also represents a more accurate and behaviorally realistic 
modeling approach than the grouped alternatives approach.  The chapter concludes with some 
concluding remarks in Section 5.3.       
5.1 Multi-Scale Logit Model  
Given that the debate regarding the appropriate size and shape of spatially defined 
neighborhoods will not be resolved easily and, most likely, that no single unit of neighborhood 
will simultaneously satisfy the needs for measuring multiple neighborhood processes, one 
possible solution is to use multiple definitions of neighborhood within the same study.  This 
solution has been implemented in, for example, hierarchical linear models for studying 
community psychology (Brodsky et al 1999, Ross et al 2000, Duncan et al 2003), housing price 
(Orford 2002) and, to a limited extent, urban form effect on travel behavior (Boarnet and 
Sarmiento 1998).  To the best of the author’s knowledge, the study by Quigley (1985), who 
incorporated in his model variables of commute times and racial composition measured at both 
the census tracts level and the town level, is the only residential location choice analysis to date 
that explicitly examined the effect of spatial factors at more than one scale.        
The MSL model proposed in this study is a general structure for accommodating spatial 
attributes measured over a hierarchy of spatial definitions.  The model considers each available 
dwelling unit as a choice alternative.  The geographic location of an alternative , as perceived by 
a household , is described by a hierarchy of spatial units .  Let  denote the vector of 
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s .  Based on the simplifying assumption that the stochastic terms between different spatial 
scales are independent of each other, the stochastic terms with respect to a given household for a 












Furthermore, by assuming that each stochastic term  is IID Gumbel distributed, the unknown 
parameters, 
jn,ε
sβ , can be estimated using a MNL structure.  
Compared to the grouped alternatives model, the MSL model structure provides a more 
realistic representation of how neighborhood is perceived as a hierarchy of ecological structures.  
The spatial hierarchy, , can be configured differently to represent different hypothetical 
delineation of neighborhoods.  For example,  can be defined based on predefined 
administrative boundaries, such as the census geography, so that 
, where are the census 
block, block-group, and tract that contain alternative i , respectively.  The spatial definition is 
thus objectively defined for all households.  Alternatively, the concept of sliding neighborhoods 
and the fact that perceived boundaries are sometimes subjective motivate the use of a more ideal 
delineation consisting of circular units of varying radii centered about each alternative housing 
unit to describe neighborhood characteristics.  Or, one can mix and match spatial units that reflect 
objectively and subjectively-defined boundaries.  For instance,  may comprise of the lot of 
the land on which dwelling i  sits; the street block to which the dwelling belongs; the catchment 
area of the school where the children in household  would attend if they so choose to reside at 
inS ,
inS ,





this dwelling; the half-mile or one-mile radius area around the dwelling where the socioeconomic 
and demographic composition would matter to the household; and the city and county to which 
the household would pay tax and from which the household would receive public amenity.  As 
 is indexed by  as well as i , the boundary definition may vary depending on households’ 
characteristics. 
inS , n
Another strength of the MSL structure is that, by including neighborhood measures at 
more than one scale, the scale (or scales) at which each neighborhood factor operates is 
determined endogenously.  That is, the model estimation process reveals not only the 
neighborhood determinants significantly influence the choice behavior, but also the spatial extent 
of their influence.  By interpreting the parameters with reference to the spatial scale at which they 
are statistically significant, analysts gain insights about the spatial strengths, or cluster sizes, of 
various neighborhood processes.   
5.2 Empirical Application 
In order to demonstrate the advantages of the MSL model over the traditional single-
level, grouped-alternatives approach, a number of models have been estimated using data from 
the San Francisco Bay Area, which consists of nine counties as shown in Figure 5.1.  The first 
group of models estimated is of the single-level, grouped alternatives structure.  One model is 
estimated for each of the census-defined geography: blocks, block groups, and tracts.  The second 
groups of models are of the MSL structure.  Two spatial hierarchical definitions are evaluated, 
one based on the hierarchy defined by census blocks, block groups and tracts (hereafter referred 
as the census-unit definition) and the other based on concentric circular areas of varying radii 
around each dwelling (hereafter referred as the circular-unit definition).  The three single-level 




model structure undesirable.  The MSL models of the census-unit and of the circular-unit 
definitions are further compared against each other to examine (1) if and how the two 
configurations suggest different neighborhood effects on residential location choice behavior; and 
(2) which of the two (fixed versus sliding) is the ‘better’ neighborhood representation.  The 
single-level specifications are compared against the census-unit MSL specification to highlight 
the advantages of the MSL structure over the conventional approach.   
 
 
Figure 5.1 The study region covers the nine counties in the San Francisco Bay Area. 
 
5.2.1 Data Source and Sample 
The primary data source for the empirical application is the 2000 Bay Area Travel Survey 




                                                
and household socio-demographic information, employment-related characteristics and all 
activity and travel episodes for a two-day period.  The dataset also contains detailed geographical 
information, including the point geo-codes (in terms of longitude and latitude) of household 
residence from which the census block, block group and tract in which the residence situates can 
be identified.  The geo-codes also make it possible to construct concentric circles of ½, 1, 1½ and 
2 mile radii around each residence to form the circular-unit neighborhood definitions.  From the 
surveyed households, 50% of those households living in single-family detached houses2 are 
randomly selected to form the sample for model estimation.  The sub-sampling eliminates the 
need to model neighborhood choice on the one hand and dwelling type choice on the other.  Of 
course, this means the model will have nothing to say about the behavior of households who 
choose to live in apartments, duplexes or other types of housing.  It also means that the model 
will correctly predict the effects of policy measures only if the measures have little effect on 
choice of dwelling type.  Despite the limitation, the model will provide insights into the 
neighborhood preferences of residents of single-family detached houses and demonstrate the 
proposed methodology that can be applied to analyze the behavior of households who live in 
other dwelling types.  
Following from the MSL structure, the choice alternatives faced by each household are 
defined as the individual dwellings.  In theory, the universal choice set in this case comprises all 
the single-family detached houses in the Bay area.  However, not only data about all such housing 
units in the area are unavailable, but it would be computationally impractical to consider them all.  
Therefore, the 4791 residences observed in the sample are assumed to be a random subset of such 
housing opportunities, and are representative of the unobserved choice set faced by each 
individual household.  Based on the IID structure assumed about the stochastic terms, the model 
 
2 Single-family detached housing is the dominant type of housing among recent home-buyers in the US 
(National Association of Home Builders 2004). 
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can be consistently estimated by sampling of alternatives.  The individual choice set thus 
constructed for each household includes the chosen alternative and nine randomly selected non-
chosen alternatives.   
In addition to the 2000 BATS data, a number of other data sources are used to derive 
measures about the choice alternatives.  As listed in Table 5.1, these data sets provide 
information for different spatial scales and units.  The Bay Area Metropolitan Transportation 
Commission provides employment and land-use distribution data for the TAZ in the Bay area.  It 
also has information about the zone-to-zone distance and travel time by different mode of travel.  
The Census 2000 SF1, on the other hand, provides some demographic variables at the block level 
and some socio-demographic variables at the block-group level. 
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Table 5.1 Spatial variables considered in the residential choice models 
Data source Spatial level at which data is available Variables considered 
Bay Area Metropolitan 
Transportation 
Commission  
Transport analysis zone  • Number of employment by sector (retail, 
wholesale, service, manufacturing, agriculture, and 
other) 
• Land-use acreage by purpose (residential, office, 
retail, and vacant) 
Bay Area Metropolitan 
Transportation 
Commission 
Transport analysis zone Inter-zonal  
• Distances 
• Peak and off-peak travel times and costs by travel 
mode (car, shared ride, transit mode by both walk 
access, and transit mode by drive access) 
Census block  • Number of households 
• Population 
• Land/water area 
• Number of people by ethnicity (non-Hispanic 
Caucasian, African American, Asian, Hispanic, 
and other)   
Census 2000 population 
and housing data 
summary file 1 (SF1) 
Census block-group  • Median household income 
• Average household size 
• Number of housing units by size (single-family 
detached, apartments, etc) 
• Median housing value 
• Number of households by income quartiles 
 
5.2.2 Data processing with a geographic information system  
As data were not readily available for every level of the census- and the circular-unit 
hierarchies, a significant amount of effort has been devoted to process and assemble data to the 
desired format.  The spatial data processing involved using a GIS software named TransCAD to 
perform the three steps described below. 
Step (1):  Because the most disaggregate level at which a subset of census variables are released 
are the block level, and the others at the block-group level, these variables need to be 
aggregated to the block-group level and the tract level to allow the estimation of single-
level models for each levels of the census hierarchy.  (See Figure 5.2) 
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Step (2):  Employment and land-use data are available only for the TAZ, and not the census units.  
Therefore, in order for these attributes to be considered in the single-level census-based 
models, these TAZ level data must be overlaid to the census units.  The overlay 
operation requires assumptions to be made about the distribution of the TAZ attributes.  
For this analysis, the TAZ attributes are assumed to follow the uniform distribution 
within each zone so that data for a given zone can be disaggregated uniformly over the 
zone.  For instance, if the number of service employments in a 10 squared-mile zone is 
100, then every squared-mile area in the zone is assumed to have 10 service 
employments.  The disaggregated data are then projected onto, and re-aggregated over, 
each of the three census layers to produce the corresponding measures for the census 
blocks, block groups and tracts.  (See Figure 5.3) 
Step (3):  The overlay operation described in Step (2) is repeated to generate measures for the 
circular units defined for each dwelling alternatives.  In this case, the source of overlay 
includes the TAZ-level data and the census data available for the blocks and block-
groups.  The target layer for overlay is the layer containing the circular units. (See 
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Figure 5.4 Spatial data processing: step (3) - Overlaying census and TAZ data onto the circular units 
 
5.2.3 Variable Specifications 
After data are obtained for the desired spatial definitions, they are used to compute the 
following sets of variables.  
5.2.3.1 Commute-related variables 
Based on the residents’ work and alternative residential TAZ locations, the auto commute 
time and cost variables are extracted from the level-of-service data.  These variables are then 
interacted with individual work status, gender, ethnicity and income variables.  Due to the high 
correlation between the time and cost variables, commute cost variables were excluded from the 




5.2.3.2 Regional accessibility variables 
The regional accessibility measures for shopping, recreational, and employment activities 
























where ,  and denote the shopping, employment and recreational accessibility 
indices, respectively, for TAZ ; , and are the number of retail employment, number of 
basic employment and vacant land acreage in TAZ i , respectively;  is the distance between 
zones  and .  Due to data constraints, these zonal accessibility measures are used in the 
subsequent analysis as proxy for point-to-region accessibility measures for each observed 
residence.  The accessibility measures are also interacted with household income, structure and 
ethnicity to test for households’ differential sensitivity.  A few points to note here.  Large values 
of the accessibility measures indicate more opportunities for activities in close proximity of that 
residence, while small values indicate residences that are spatially isolated from such 
opportunities.  In addition, in measuring recreation accessibility, the vacant land acreage is used 











5.2.3.3 Socioeconomic and demographic variables 
Several variables are computed to test for the presence of segregation along various 
socioeconomic and demographic dimensions.  These include the racial composition variables 
(percentage of population by race), household type composition variables (percentage of 
households by type), tenure composition variables (percentage of households owning or renting), 
household income homogeneity (absolute difference between household income and zonal 
median income), and household size homogeneity (absolute difference between household size 
 
and zonal average household size).  The racial, household type and tenure composition variables 
are further interacted with the respective household attributes.  
5.2.3.4 Neighborhood design variables  
A variety of neighborhood design (land-use) measures were considered for this analysis.  
These include density measures (population density, housing density), land-use composition 
measures (percentage of coverage by land-use type) and employment density measures (number 
of employment per person).  Also considered is a more complex measure of land-use diversity 

































where  is the total area of the unit of analysis sT ; and , ,  and  are the acreage of 
residential, commercial, industrial and other land use type.  This land-use mix index takes a value 
between 0 and 1, where 1 indicates perfect mixing of land uses and 0 indicates that the land in a 
particular area is completely dedicated to a single land use (see Bhat and Gossen, 2002).  Despite 
the interest and claims of the advocates of mixed land-use communities (a feature of the New 
Urbanism design), there is little information in the literate about the effects of mixed land-uses on 
residential location choice, or about the suitable balance between different types of land-uses 
within neighborhoods.  Hence, unlike most of the variables discussed in Section 2.6.4, the 
expected sign for some of these neighborhood design variables is not intuitively known.    
sR sC sI sO
5.2.3.5 Other variables  
In addition to the four groups of variables described above, a set of geographic indicators 
are also considered in the estimation process.  These indicators take the form of county-specific 
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dummy variables to capture the average effects of any unobserved attributes at the county level.  
However, no such effects were found to be statistically significant.  Also, crime rates (measured 
at the county level) were also considered, but excluded from the final specifications due to lack of 
statistically significant impacts.  This does not, however, necessarily reject the hypothesis that 
safety is not an influencing factor on residential utility.  Rather, it is likely that the counties are 
too broad a spatial scale to reflect safety considerations. Crime rate statistics at a finer spatial 
resolution would be very helpful, but were not available.     
5.2.4 Estimation Results 
5.2.4.1 Results for single-level models 
Three MNL models are estimated, each using a single level of the census geography.  It 
should be noted that, since the commute-related and the accessibility-related measures derived 
from the TAZ data are used to approximate the point-to-region commute and accessibility, the 
same measures are used for the estimation of all three models.  Only the measures relating to 
segregation effects and neighborhood designs are compiled differently for the different census 
scales.  The parameter estimates and t-statistics are presented in Table 5.2.  The similarities and 
differences among the model estimates are discussed below. 
 
Table 5.2 Estimation results for the single-level Models 
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 Variables Block Level Model  Block-group Level Model  Tract-Level Model 
Location attribute ( x  Household attribute          )       Param. t-stat. Param. t-stat. Param. t-stat.
Commute-related variables       
Commute Time         x Full-time male workers -0.0432 -9.87 -0.0421 -9.43 -0.0425 -9.49
Commute Time x Full-time female workers -0.0570 -12.30 -0.0552 -11.74 -0.0561 -11.87 
Commute Time         x Part-time male workers -0.0752 -9.00 -0.0731 -8.62 -0.0731 -8.58
Commute Time x Part-time female workers -0.0912 -16.23 -0.0868 -15.16 -0.0874 -15.19 
Commute Time         x Caucasian household -0.0095 -3.10 -0.0103 -3.33 -0.0104 -3.35
Commute Time x household income (in $100,000) 0.0067      2.06 0.0060 1.80 0.0063 1.91
Accessibility-related variables       
Employment Accessibility -0.0154 -9.43     -0.0142 -6.49 -0.0163 -6.94
Employment Accessibility         x single-person household 0.0096 5.29 0.0094 4.92
Employment Accessibility x Couple only household 0.0016 9.48   0.0052 2.43 
Employment Accessibility x household income (in $1,000) 0.0046      1.82 0.0012 6.11 0.0017 5.61
Shopping Accessibility x Couple only household -0.0192 -3.08 0.0139 2.08   
Shopping Accessibility x household income (in $1,000)       -0.0019 -2.30
Residential segregation effects       
Share of Caucasian population  x Caucasian household 0.6504 7.00 0.8231 6.61 0.7710 5.95 
Share of African population  x African household 4.6721 11.77 5.1447 11.45 5.1719 11.09 
Share of Asian population  x Asian household 9.4455 9.33 10.5500 7.48 10.1809 6.27 
Share of Hispanic population  x Hispanic household 4.0716 6.24 4.6325 5.52 5.2853 5.94 
Share of other ethnic population x African household   23.9682 2.44 34.0245 2.80 
 
 
Share of other ethnic population x Hispanic household 6.1827 1.84 20.6790 2.65 34.1936 3.33 
Share of couple-only household  x couple-only household   1.5846 4.92 1.8218 3.69 
Share of nuclear-family 
household  x        nuclear-family household 1.1263 3.29 0.8170 1.69
Absolute difference between zonal median income and household 
income (in $1,000)       -0.0099 -11.74 -0.0089 -9.43
Absolute difference between zonal average household size and 
household size       -0.1877 -4.60 -0.1855 -3.58
Share of owner-occupied 
housing x       own house  0.2437 1.69
Zonal Median housing 
value (in $1,000) x 
Inverse of household 
income       -0.0217 -3.90 -0.0215 -3.68
Neighbourhood design factors       
Density over land area (per 10,000 mi2)       0.0857 2.77 0.2482 4.17 0.3231 4.77
Density over land area (per 
10,000 mi2) x 
household income > 
$75,000 -0.1237      -2.84 -0.1502 -2.15 -0.1762 -2.37
Density over land area (per 
10,000 mi2) x African household       0.2677 3.03
Density over land area (per 
10,000 mi2) x        Couple only household -0.0989 -2.15 -0.1725 -2.02 -0.1678 -1.82
Density over land area (per 
10,000 mi2) x        nuclear-family household -0.2444 -2.87 -0.2423 -2.58
Share of commercial land-use       2.5308 7.89 1.2615 3.65 1.5260 4.20
Share of commercial land-use x Couple only household -0.8941 -2.82 -0.8056 -2.30 -0.7356 -1.97 
Share of commercial land-use x household income (in $1,000) -0.0267 -7.83 -0.0122 -3.31 -0.0142 -3.68 
Share of residential land-use x single-person household       0.6138 4.61
Share of residential land-use x household income (in $1,000) -0.0018 -2.51 -0.0016 -2.19   
Number of retail employment 





      Number of retail employment (per 10 people) x Couple only household  0.0009 2.50
Number of service employment 





As shown in Table 5.2, the best specification found for all three models includes the 
commute-time measures interacted with gender, employment level (full time versus part time), 
race, and income.  The parameter estimates indicate that households tend to locate themselves 
closer to, rather than farther from, the work locations of the workers in the household.  In 
particular, households locate themselves close to the workplace of the female workers in the 
household.  This gender disparity is independent of employment level.  A similar higher 
responsibility hypothesis may be the underlying cause for the greater commute time effect of 
part-time workers relative to full-time workers. The racial disparity in commute sensitivity 
indicates greater spatial job-housing mismatch for non-Caucasians compared to Caucasians.  The 
positive sign associated with the interaction of commute time and income may be a reflection of 
the willingness of higher income earners to travel further in exchange for better housing quality.  
The magnitudes and signs of the commute-related parameter estimates are very consistent across 
the three models.  
Accessibility-related variables 
The coefficients on employment accessibility for all three models have a negative sign, 
suggesting households’ general aversion to locations too close to substantial employment centers 
after the direct accessibility to work locations is accounted for.  However, taken together with the 
parameter on the interaction term between employment accessibility and income, the results 
indicate that households have earnings higher than a certain threshold tend to locate themselves 
near employment centers.  The three models show different preference patterns across household 
types relating to regional employment accessibility.  The preference for good access to 
employment opportunities is confined to couple-only households in the block-level model, but to 
single-person households in the block-group level model.  The tract level model indicates that, 
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while single-person and couple-only households both prefer higher employment accessibility, the 
propensity is higher for single-person households than couple-only households.  
Different effect of regional shopping accessibility are suggested by the three models.  
While the block-level model suggests that, compared to other household types, couple-only 
households are less likely to locate in areas with good access to shopping opportunities, the 
block-group level model suggests the contrary.  Furthermore, only the tract-level model shows 
significant interactive effect of shopping accessibility with household income level.  Higher 
income households are less likely to locate in areas close to retail centers.  Recreation 
accessibility measures are absent from all three specifications, suggesting that proximity to 
recreational opportunity does not influence residential choice behavior.   
Residential segregation effects 
A consistent finding among all three models is the evidence of substantial racial 
segregation.  The models also find that Hispanics and/or African Americans are more likely to 
reside near other minority groups. 
The block-group level and the tract level models are further comparable in terms of 
additional segregation-related variables that were unavailable for the block level.  The income 
dissimilarity parameter confirms the income segregation hypothesis found in literature.  In 
addition to segregation by race and socioeconomic status, households tend to cluster with other 
households of similar structure as suggested by the parameters associated with household size 
dissimilarity and the household type composition.  More specifically, couple households tend to 
locate themselves in neighborhoods (block groups, tracts) populated by other couple households, 
while the clustering of nuclear-family households is also evident at both levels.  The sign 
associated with the price-income ratio has the expected negative sign and suggests that 
affordability is less of an issue for high-income households.   
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Neighborhood design factors 
The consistency of the density-related parameters is mixed among the three models.  
Density, density interacted with income, and density interacted with couple-only households are 
found to be significant in all specifications.  The block-level model is the only one showing that 
African-Americans are the racial group most likely to reside in high density areas.  The block-
level model, however, is also the only model that does not show nuclear-family households’ 
aversion to high population density.      
Significant effect of commercial land-use on residential choice is found in all three 
models.  Taken together, the parameters suggest that the attractiveness of local access (within the 
same census block, block-group, or tract) to stores diminishes as household income increases.  In 
addition, couple-only households are less drawn to areas with high commercial land-use than 
other types of households.  Surprisingly, the preference for residential-oriented areas is found 
only for the single-person households in the block-level model.  The sign associated with 
percentage of residential land-use interacted with income suggests that, in general, households are 
less likely to reside in areas of high percentage of residential land-use, with the aversion 
diminishes with increased income.  This is perhaps attributed to the preference of high-income 
households for suburban, residential-oriented areas.  
The three models suggest very different effects of employment densities.  The block level 
model indicates that only the single-person households are more likely to locate in blocks with 
high retail employment density.  The block-group level model suggests that couple-only 
households are more likely to locate in block-groups with high retail employment density.  The 
tract level model suggests that only the nuclear-family households are drawn to good local access 
(within the census tract) to services. 
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It is surprising, and perhaps counter-intuitive, that the land-use mix parameter, either by 
itself or through interaction with the various household characteristics, does not appear to be a 
significant factor in all three models.  This suggests that, after the access to particular types of 
land-use (commercial) or amenity (service) is accounted for, households are not particularly 
attracted to mixed land-use.       
5.2.4.2 Results for the MSL models 
This section describes the estimation results for a census-unit definition model and a 
circular-unit definition model of the MSL structure.  The results of the final specification are 
presented in Table 5.3 (census-unit definition) and Table 5.4 (circular-unit definition) and 
discussed below by variable group.  Overall the census-unit and the circular-unit models are 
consistent in the signs of the parameter estimates.  The final specifications differ in the presence 
and the absence of certain variables and the spatial level at which these variables are significant. 
 Commute-related variables 
The two models are most comparable in terms of the parameter estimates (both in sign 
and magnitude) relating to commute time (see Table 5.3 and Table 5.4).  The same gender and 
racial disparities in commute sensitivity revealed by the single-level models are found in both 
MSL models. 
 
Table 5.3 Estimation results for the census-unit MSL model 
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  Variables Multi-scale
Location attribute (  x  Household attribute         ) Param. t-stat. 
Commute-related variables   
Commute Time x Full-time male workers -0.043 -9.55 
Commute Time x Full-time female workers -0.056 -11.88 
Commute Time x Part-time male workers -0.073 -8.57 
Commute Time x Part-time female workers -0.088 -15.26 
Commute Time x Caucasian household -0.010 -3.21 
Commute Time x household income (in $100,000)   0.006 1.89
Accessibility-related variables     
Employment Accessibility -0.016 -6.76 
Employment Accessibility x Household income (in $1,000)   0.001 6.10
Employment Accessibility x Single-person household 0.009 4.25 
Shopping Accessibility x Couple only household 0.003 1.91 
   Block Block group Tract  
      Param. t-stat. Param. t-stat. Param. t-stat.
Residential segregation effects       
Share of Caucasian population        x Caucasian household 0.667 6.72
Share of African population  x African household 9.426 8.97     
Share of Asian population  x Asian household 2.887 3.92 2.348 2.87   
Share of Hispanic population  x Hispanic household 1.737 1.66 3.467 2.69   
Share of other ethnic population  x African household     38.606 2.98 
Share of other ethnic population  x Hispanic household     32.074 3.14 
Share of single-person household  x Single-person household     0.962 2.10 
Share of couple-only household  x Couple-only household   0.987 2.39 1.286 2.14 
Share of nuclear-family household  x Nuclear-family household   1.136 3.23   
Absolute diff. between zonal median income and household income ($1,000)      -0.010 -11.45
Absolute diff. between zonal average household size and household size   -0.185 -4.23   
 
 
Share of owner-occupied housing x Own house     0.234 1.67 
Zonal Median house value ($1,000)     x Inverse of  total income  -0.020 -3.56 
Neighbourhood design factors         
Density (per 10,000 mi2)       0.227 3.70
Density (per 10,000 mi2)       x African American household 0.182 2.00  
Density (per 10,000 mi2)      x Nuclear-family household  -0.161 -2.06
Density (per 10,000 mi2) x Household income > $75,000     -0.240 -3.28 
Share of commercial land-use    1.283 3.59  
Share of commercial land-use x Couple only household   -0.712 -1.92   
Share of commercial land-use x Household income (in $1,000)      -0.012 -3.12
Share of residential land-use x Single-person household 1.202 2.08 -1.118 -1.88   
No. of service employment (per 10 people)      -0.055 -2.30
No. of service employment (per 10 
people) x Single-person household      0.058 2.40
No. of service employment (per 10 
people) x Couple only household      0.059 2.28
No. of service employment (per 10 
people) x Nuclear family household      0.080 2.90
Number of observations  4791 




Table 5.4 Estimation results for the circular-unit MSL model 
110
  Variables Multi-scale
Location 
attribute (  x  Household attribute) 
Param. t-stat. 
Commute-related variables   
Commute Time x Full-time male workers -0.042 -9.25 
Commute Time x Full-time female workers -0.055 -11.74 
Commute Time x Part-time male workers -0.072 -8.51 
Commute Time x Part-time female workers -0.087 -15.07 
Commute Time x Caucasian household -0.011 -3.37 
Commute Time x household income ($100,000)   0.006 1.65
Accessibility-related variables   
Employment Accessibility -0.012 -5.45 
Employment 
A ibili
x Household income ($1,000)   0.001 5.07
Employment 
A ibili
x Single-person household 0.009 4.90 
  R = 0.5 mi R = 1.0 mi R = 1.5 mi R = 2.0 mi 
       Param t-stat. Param t-stat. Param t-stat. Param t-stat.
Residential segregation           
Share of Caucasian 
l i
x Caucasian household 0.778        6.11
Share of African 
l i
x African household 10.338        7.32
Share of Asian 
l i
x Asian household 5.184 11.25       
Share of Hispanic 
l i
x Hispanic household 5.294        5.72
Share of other ethnic 
l i
x African household     47.128 3.79     
Share of other ethnic 
l i
x Hispanic household 32.212        3.35
Share of single-
person x  
        Single-person household 1.206 2.54
Share of 
couple-only x  
        Couple-only household 2.214 5.41
Share of 
nuclear-family x  
        Nuclear-family household 1.023 2.22
Absolute difference between zonal median income and household 




      Absolute difference between zonal average household size and household size  -0.213 -3.92
Share of owner 
i d h i
x Own house         0.631 3.31
Zonal Median housing 
value ($1,000) x Inverse of household income -0.023 -3.71       
Neighbourhood design 
factors           
Density (per 10,000 mi2) 0.153        2.75
Density (per 10,000 
i2)
x        Nuclear-family household  -0.216 -1.97
Share of commercial land-use         1.388 2.93
Share of 
commercial land





x Single-person household        0.113 2.17
Land-use mix x Own no cars       -7.513 -2.21 9.178 2.64
Land-use mix x Own 1 car         0.506 1.78
Land-use mix x Has children         -0.575 -1.98
Land-use mix x Has seniors       -0.660 -1.88  0.666 1.84
Number of observations  4791 





The two models also have similar estimates for the sensitivity to employment 
accessibility.  Taken together with the parameter on the interaction term between employment 
accessibility and income, the results indicate that households earning an annual income greater 
than $16,000 (in the census-unit model) or $12,000 (in the circular-unit model) tend to locate 
themselves near employment centers even after the direct accessibility to work locations has been 
accounted for. Single-person households are also found to prefer closer proximity to regional 
employment opportunities than other types of households.  The effect of regional shopping 
accessibility is different for the two models.  While the census-unit model suggests that, 
compared to other household types, couple-only households prefer good access to shopping 
opportunities, the circular-unit model suggests it is the single-person households who have such 
preference.  Similar to that found for the single-level models, recreation accessibility does not 
appear to be an influencing factor for residential location choice.   
Residential segregation effects 
A consistent finding in both models is the evidence of residential segregation across a 
number of dimensions.  As indicated by the magnitude of the parameter estimates, African-
Americans are the most segregated group, while Hispanics and Asians are segregated to a lesser 
degree – this finding is in agreement with the national demographic trend found in Iceland et al 
(2002).  Compared to Caucasians and Asians, Hispanics and African-Americans are much more 
likely to integrate with other minority groups.  It is also interesting that, despite the common 
impression of strong Black-White segregation, the coefficient associated with the share of 
Caucasian population interacted with Caucasian household is relatively much smaller.  This 
perhaps indicates that the Caucasians in the Bay area have a relatively high tolerance for the 
presence of the other population groups as a whole in their neighborhoods.   
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Evidence of strong racial segregation is a common finding in past studies of residential 
location choice.  What past models of residential choice have not been able to reveal is the 
differential spatial extents of the racial clustering behavior.  The MSL models show that the size 
of racial clusters does vary for different racial groups and that different neighborhood definitions 
suggest different cluster sizes.  In Table 5.4, almost all the racial segregation variables are 
significant at, and only at, the 0.5-mile radius level, with the exception being the aggregation of 
the ‘other’ ethnic population with African-American households.  This suggests that racial 
clusters are generally of 0.5 mile in radius.  The census-unit model in Table 5.3, however, tells a 
different story.  The aggregation among Caucasians and among African-Americans is prominent 
in census blocks only; whereas the aggregation among Asians and among Hispanics is found in 
both census blocks and block-groups.  Also, the integration of African-Americans and of 
Hispanics with the other minority groups is found only at the tract level.  This difference in 
spatial scales of racial segregation between the two models is perhaps a result of the MAUP, the 
variation in the sizes of census units, or other factors that require further exploration and research 
to uncover.    
Clustering of households of similar structure is suggested by the parameters associated 
with household type composition and household size homogeneity.  On the one hand, Table 5.4 
shows that single-only, couple-only and nuclear-family households tend to locate themselves in 
neighborhoods (within 0.5mi radius) populated by other single-only, couple-only and nuclear-
family households, respectively.  On the other hand, Table 5.3 suggests the presence of clustering 
among couple-only and nuclear-family households at the census block-group level, and clustering 
among single-only and couple-only households at the census tract level.  Again, the observed 
inconsistency between the two models regarding the clustering of household structure calls for 
further research.  In addition to segregation by race and household structure, households are 
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found to locate near other households of similar income level, confirming the income segregation 
hypothesis found in the literature. 
Neighborhood design factors 
Interestingly, the consistency of the neighborhood design parameters between the census-
unit model and the circular-unit models is very mixed.  Density and density interacted with 
nuclear-family households are two of the few variables that are significant in both specifications.  
Yet, the spatial extents of influence for the two variables are quite different between the two 
models.  The census-unit model implies that households generally prefer census tracts of high 
population density but nuclear-families show an aversion to census block-groups of high density.  
The circular-unit model indicates that households generally have an affinity for high population 
density, but only within close (0.5mi) proximity of their residence.  Population density has a 
negative influence on nuclear-family households and the extent of this influence is within a 1 
mile radius of their residence.  In the census-unit model, density is also found to have an 
additional positive effect on African-Americans and a negative effect on high-income households. 
  Of the several land-use composition variables and their interaction terms with household 
characteristics, only the share of the commercial land-use variable and the share of commercial 
land-use interacted with income are significant in both the census-unit and the circular-unit model 
specifications.  Taken together, the parameters suggest that the attractiveness of local access 
(within the same census block-group, or within the 1 mile radius neighborhood) to stores 
diminishes as household income increases.   In addition, as suggested by the census-unit model 
but not the circular-unit model, couple-only households are less drawn to areas (census block-
groups) with high commercial land-use than other types of households.  The census-unit model 
also indicates opposite effects of residential land-use at two spatial scales on single-only 
households.    
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As for the employment density variables for several employment sectors, only service 
employment density has an influence on residential choice decisions.  The census-unit model 
indicates that, on the one hand, nuclear-family, couple-only and single-only households are more 
likely to locate in census tracts with high service employment density, with the degree of 
likelihood being the highest for nuclear-families and the lowest for single-only households; but 
on the other hand, households other than these three types show aversion to such tracts.  The 
circular-unit model suggests that only the single-person households are drawn to good local 
access (within 1.5 mile radius) to services. 
Similar to that observed for the single-level models, the land-use mix parameter and its 
interaction with the various household characteristics do not appear to be a significant factor in 
the census-unit model.  With the circular-unit model, however, the effect of land-use mix on 
residential location choice is statistically significant.  Measured within a 2 mile radius around the 
residences, heterogeneous land-use composition has a positive effect on households with zero or 
only one car, and households with senior citizens.  It also has a negative effect on households 
with children.  These effects appear to be intuitive.  However, the land-use mix parameters also 
show negative effects on households with no cars when measured within a 1.5-mile radius, as 
well as on households with senior citizens when measured within a 1-mile radius.  These results 
might not be intuitive and are perhaps due to the high correlation between the values of the land-
use mix index measured at different scales.      
Measures of fit 
Since the number of variables present in the final specifications is different between the 
census-unit model and the circular-unit model, the log-likelihood ratios are not directly 
comparable.  Instead, the goodness-of-fit of the two models are measured and compared using the 
adjusted likelihood ratio.  The census-unit model is found to be marginally superior to the 
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circular-unit model.  Despite being statistically inferior, however, the circular-unit model has its 
conceptual merits: (1) it represents the notion of ‘sliding neighborhood’, which, in the context of 
residential location choice, probably better reflects households’ perception than ‘fixed 
neighborhood’; (2) it gives a more tangible indication of ‘how far’ into space a neighborhood 
attribute matters, rather than ‘what census unit’ matters; (3) though both models show the general 
trend of demographic factors having smaller areas of influence than the neighborhood design 
factors, the circular-unit model is more consistent in showing so than the census-unit model. 
5.2.4.3 Single-level versus multi-scale 
As found in Table 5.2 and discussed in Section 5.2.4.1, the three grouped alternatives 
models estimated based on different levels of the census geography imply differing residential 
choice behaviors, raising the questions of which of the models is the ‘true’ model and based on 
which of these models spatial policies or residential development decisions should be made.  The 
difference in the modeling results is at least partly attributed to the MAUP.  It is likely that none 
of these models is truly reflect the residential choice behavior of the residents of single-family 
housings in the Bay area.     
Statistically, based on the adjusted likelihood ratio test, the three single-level models are 
inferior than the MSL estimated using data measured for all three census scales.  The MSL model 
structure is a more realistic representation of how a neighborhood is perceived as a hierarchy of 
residential groupings.  The MSL structure is also advantageous over the single-level models in 
that it allows the spatial extent of influence of each variable to be determined endogenously.  By 
interpreting the parameters with reference to the spatial scale at which they are statistically 
significant, interesting observations can be drawn about the clustering behavior underlying 




This chapter has described the proposed MSL model structure, in which spatial attributes 
are considered at multiple scales, as opposed to the conventional approach based on a single 
scale.  Thus, the MSL structure more realistically represents, as compared to the conventional 
approach, how a neighborhood is perceived as a hierarchy of residential groupings.  The 
hierarchy of spatial units used for measuring location attributes can reflect objectively defined 
neighborhood boundaries, subjectively defined neighborhood boundaries, or both.  The boundary 
definitions can vary for different dwelling units, as well as for different households to reflect their 
difference in perception.  Although the MSL model does not readily provide answers as to what is 
the ‘correct’ spatial delineation to use, it serves as a useful tool for exploring alternative 
hierarchical representations.  The structure is also valuable in that it allows the variables’ spatial 
extent of influence be determined endogenously.  By interpreting the parameters with reference to 
the spatial scale at which they are statistically significant, insights are gained about the underlying 
clustering of observations.   
The empirical analysis in the chapter demonstrated the shortcomings found in the 
grouped-alternatives modeling approach, particularly the effect of the MAUP.  Based on data 
measured using census geography, the hierarchical nature of the MSL model is shown to 
outperform the single-level models both conceptually and statistically.  The MSL model produced 
richer and more interpretable results than with the grouped-alternatives approach.  The MSL 
structure is also applied to empirically test the implementation of ‘fixed neighborhood’ (the 
census units) against that of ‘sliding neighborhood’ (the concentric circular units).  A number of 
conclusions can be made from the empirical results.  First, the census-unit and the circular-unit 
models are generally consistent in the signs and magnitudes of the parameter estimates relating to 
the point-to-region measures, including the commute variables and the regional accessibility 
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variables.  For the other variables considered in the analysis, the two models differ in the 
variables that are significant and the spatial scale at which these variables are significant.  
Second, for parameters that are found to be significant in both models, they tend to have the same 
sign but their respective values can differ up to 300%.  Third, both models suggest that the social-
economic and demographic composition variables operate mostly at a lower spatial level (up to 
the block-group level or up to 1 mile around each residence), while the influence of the land-use 
variables can be significant over an entire census tract or an area of 2 mile radius.  The 
aforementioned findings can perhaps explain why previous residential choice studies utilizing the 
grouped alternatives model sometimes fail to provide empirical evidence for certain intuitive 
hypotheses about the impact of neighborhood characteristics on residential utility.  These findings 
may also help improve our ability to disentangle the relationship between urban form and travel 
with regard to the self-selection problem (Boarnet and Sarmiento 1998, Crane 2000 and Lund 
2003).  This is because researchers inquiring into the urban form and travel connection are 
accustomed to using a single set of fixed, administratively defined boundaries.  For example, 
Boarnet and Sarmiento (1998) attempt to account for the self-selection problem by introducing 
demographic and housing stock variables (as instruments) at a level of geography similar to that 
of the land-use variables.  Given the findings from this paper, the fact that the spatial factors may 
operate at different scales probably contributes to their mixed observations about the validity of 
those instrumental variables. 
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CHAPTER 6  
 CONCLUSIONS AND RECOMMENDATIONS 
6.1 Summary 
  An understanding of why, who, and where questions associated with residential choices 
is important to the researchers and practitioners who are inclined to seek land use solutions to 
transportation problems.  The potential of any single policy, such as jobs-housing balance or New 
Urbanism design, to help meet the needs of diverse populations is limited by a wide range of 
factors influencing households’ decisions about residential location.  Nothing would be gained 
from implementing a spatial policy if its effect was diminished by households’ other 
considerations and therefore could not result in the desired residential pattern.  Accurate models 
of residential location choice are therefore valuable tools to help devise effective spatial policies.      
Over the last two decades, there have been limited advances in the conceptualization of, 
and modeling methodology for, the residential location choice problem.  The conventional 
approach is to assume that, behaving based on the RUM principle, decision makers select 
residential locations in the same manner as they would select discrete commodities such as the 
brand of coffee or the mode for travel.  The approach typically considers administratively defined 
zones, which represent spatial groupings of individual dwellings, as the commodity for 
consumption.   
This dissertation research is based on the hypothesis that there are unique features of the 
residential choice problem that distinguish it from other types of discrete choice problems.  Any 
analysis that hopes to provide a robust explanation for residential choice dynamics and a 
framework for evaluating housing policy must take seriously these distinguishing features.  Two 
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important spatial features of the residential choice problem are addressed in this study.  The first 
feature relates to the perceived similarity between neighboring choice alternatives that are 
intangible or difficult to quantify.  Failure to account for such inter-alternative correlations would 
result in biased parameter estimates for the conventional MNL models, leading to inaccurate 
interpretations of choice behavior.  To address the problem, this dissertation proposed the MSCL 
structure that is capable of capturing unobserved spatial correlation between neighboring 
residential alternatives as well as unobserved heterogeneity across households.  The MSCL 
represents a powerful approach that combines the state-of-the-art developments in closed-form 
GEV models with the state-of-the-art developments in open-form mixed distribution models.   
The second spatial issue addressed in this dissertation is the representation and 
measurement of spatial factors.  By measuring spatial factors over administratively defined zones, 
the conventional grouped alternatives approach fails to relate the configuration of spatial units to 
decision makers’ perception of space, subjecting the modeling results to effects of the MAUP.  
The dissertation has proposed the MSL model structure for representing spatial factors over a 
hierarchy of spatial definitions, as opposed to the conventional ‘flat’ approach.  The modeling 
approach is innovative in that it allows the choice factors’ spatial extent of influence be 
determined endogenously.  In addition, the hierarchy of spatial definitions can be configured 
differently to represent hypothetical delineation of neighborhoods as perceived by different 
households for different residential alternatives.  The MSL model can therefore be used to 
explore alternative hierarchical spatial representations.   
The proposed models have been estimated and their merits empirically demonstrated 
using revealed preference data∗.  A variety of hypotheses about the factors which might affect the 
 
∗  Note that the use of revealed preference data means the results represent the preferences as well as the 
external constraints on location choice. Since the time the households moved into their current residence 
 
121 
                                                                                                                                                
residential decision were examined.  These factors include commute-related factors, regional 
accessibility measures, factors contributing to residential segregations, neighborhood design and 
land-use distribution factors, school quality, and safety factors.  The empirical comparison of the 
MSCL model against the conventional MNL model showed significant presence of spatial 
correlation between contiguous zonal alternatives as well as differential responsiveness to 
exogenous variables across households.  The MSCL model was also statistically superior to the 
MNL model.  In addition, the results indicate that failing to accommodate spatial correlation and 
unobserved response heterogeneity can lead to incorrect conclusions regarding the elasticity 
effects of exogenous variables. 
The empirical application of the MSL model showed that the MSL structure outperforms 
the single-level structure both conceptually and statistically.  The MSL model suggested that the 
social-economic and demographic composition factors generally have a smaller spatial extent of 
influence than the land-use factors.  Between the census-unit based and the circular-unit based 
hierarchy, the model parameters are generally consistent in sign, but their magnitudes may differ 
up to 300%, indicating that, even when the multi-scale structure is used, the models are still 
subject to the effect of the MAUP.  In the case of the effect of land-use mix on residential choice, 
the two spatial definitions yield contradicting and puzzling results.  On the one hand, the census-
unit model suggests that land-use mix has no effect on the choice behavior.  On the other hand, 
the circular-unit model showed that land-use mix has statistically significant but opposite effect at 
two separate spatial scales.  It remains unclear which spatial definition best explains the true 
behavior of decision makers.  
 
is not revealed, the empirical analyses performed in this study had to assume that the characteristics of 
households and neighborhoods have not changed from the time the original tradeoff decision was made. 
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6.2 Recommendations for Further Research 
As much as this study has improved the analytical methodologies for residential choice 
analysis, it also raises the need for further investigation on a number of research problems.  These 
problems must ultimately be resolved if the analytical methodologies proposed in the study are to 
become operational for policy testing.  The more significant ones of these research topics include: 
1. In the empirical analyses conducted in this study, crime rates and school quality showed 
no significant effect on residential choice.  This is most likely due to the inadequate 
spatial resolutions at which the two factors are specified in the models.  The lack of 
significance of school quality may also be the result of inadequate measures of school 
quality and the availability of private and parochial school options (Sermons, 1998, 
p.122).  More detailed data about these two factors should be collected and used for 
model estimation to prevent biased parameter estimates due to omitted variables.  The 
inclusion of these factors at the appropriate level of detail should provide behavioral 
insights on how households tradeoff other choice considerations against these two 
important residential choice determinants. 
2. Another aspect about the empirical results obtained in this study that deserves special 
attention is the mixed results observed about the effect of land-use variables.  For the 
MSCL model estimated for Dallas County, Texas, all land-use variables except the 
percentage of land occupied by multi-family housing were statistically insignificant.  For 
the MSL model estimated for the Bay area, contradicting results were found for the effect 
of land-use mix when different spatial hierarchy definitions are used.  It is unclear if the 
difference in findings is a true reflection of the choice behavior of the observed 
households.  Or, in the case of the MSL models, if and how the errors introduced by 
disaggregation and aggregation during the spatial overlay operation might have 
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contributed to the contradicting results.  Moreover, the observed effects of land-use 
variables may also be the result of the competition for locations between population and 
employment sectors.  It may appear that, for example, households are avoiding mixed 
land-use when in fact they are being outbid by businesses and firms for locations.  
Further investigation, using more detailed data and perhaps alternative analytical 
methods, is required to better understand the dynamics between land-use distribution and 
residential choice.   
3. The previous two issues bring us back to the question of how to construct spatial units to 
appropriately capture the extent of influence of various neighborhood processes or 
housing market forces.  The journey to finding answers to this question won’t be short; 
and the empirical analysis performed in this study of the census-defined versus the 
circular units is only the starting point.  With the availability of micro-level data, GIS and 
analytical tools such as the MSL model, future analysts studying spatial choice behavior 
should explore other ways of operationalizing the concept of neighborhood and 
investigate alternative behavioral units for spatial factors.  One approach is to incorporate 
both concepts of fixed- and sliding-neighborhood definition in a single model.  For 
instance, if school quality data is available, the effect of school quality is perhaps best 
captured over the ‘fixed’ (juristically defined) school catchments zones while the other 
factors are measured over the ‘sliding’ (varying by residential alternatives) circular units.   
4. The two model structures proposed in this dissertation to separately address the two 
spatial issues arising in residential location choice models can be combined to account for 
spatial correlation in the disaggregate context.  More specifically, by appropriately 
defining the paired nested structure to represent pair-wise correlations among dwelling 
units (as opposed to residential zones), the SCL model can be applied to the disaggregate 
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context where each dwelling unit is treated as a choice alternative.  One can then specify 
the utility function using the multi-scale concept embedded in the MSL model.  The 
resulting spatially correlated, mixed-scale, logit model will account for both the spatial 
correlation issue and the spatial representation issue.  One can also accommodate 
household responsive heterogeneity by further imposing the mixing structure.  However, 
this would greatly increase the computational burden required for model estimation.    
5. The spatial structure of a metropolitan area results from a complex interaction between 
firms, households and institutions.  This study explores only one aspect of these 
interactions, i.e. the residential location choice of households, holding other actors 
constant.  This is a simplified approach and does not necessarily reflect the true causality 
(for example, Dietz (2002) found that the location of households is an important 
determinant of the location of employment, but the location of employment is not 
relevant in determining the location of households).  Ways of incorporating the 
methodological advances introduced in this study to model more complex choice 
situations should be investigated. 
6. The empirical analysis performed in this study is partial and static, representing a 
snapshot of certain urban areas at one point in time.  For the residential choice models to 
become operational for forecasting purposes, attempts should be made to test their spatial 
and temporal transferability.  One approach is to estimate models using data from other 
cities to examine whether differences in the parameter estimates across cities or time 
periods can be explained in terms of inherent differences in the physical or demographic 
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