I. INTRODUCTION
The study of beam-plasma ͑or bump-on-tail͒ instability and subsequent nonlinear development is a classic problem in plasma physics. Contemporary plasma turbulence theory, which began with quasilinear theory, 1,2 has largely been developed in the context of the beam-plasma instability. Attempts were made to extend the quasilinear theory to incorporate the effects of spontaneous fluctuations 3, 4 and stable oscillations. 5, 6 Numerical solutions of the quasilinear equation in one-and two-dimensions can also be found in the literature ͑see, e.g., Ref. 7͒. Inspired by applications to the solar type III radio burst problem, quasilinear treatment of beam-plasma instability in a system with spatial inhomogeneity along the direction of the beam propagation were extensively investigated, [8] [9] [10] [11] [12] [13] [14] [15] and the influence of other physical effects, such as the density fluctuations, 16, 17 on the beamplasma instability development were also discussed in the literature.
It is widely accepted that the primary saturation mechanism for the bump-on-tail instability at a relatively early quasilinear stage of the evolution is the velocity-space plateau formation in the beam distribution function. Once the system has reached the quasilinear saturation stage, nonlinear wavewave and wave-particle interactions should take over, and the plasma should exhibit turbulent behavior. However, the detailed nonlinear beam-plasma interaction process beyond the quasilinear stage is less than completely understood. One of the main reasons is the lack of comprehensive analysis of theoretical equations to interpret particle or Vlasov simulation results. Within the context of incoherent turbulent processes, the weak turbulence theory, 18 -31 which generalizes the quasilinear theory, is in principle available, and can therefore be applied to the beam-plasma system. Numerical solutions of the weak turbulence equation can then be compared in detail with simulation results. However, to this date, no attempts have been made to systematically solve the full set of self-consistent weak turbulence kinetic equations. Instead, certain nonlinear processes are presumed to dominate a priori, and terms which reflect other processes are then discarded at the outset. For instance, Refs. 32-35 focus on the wave-wave interactions, while Refs. 36 -38 only emphasize the nonlinear wave-particle interactions.
Of course, weak turbulence theory cannot describe coherent nonlinear processes such as particle trapping which were thought to be the primary saturation mechanism of beam-plasma instability in the early days. This was largely motivated by early simulation results 39, 40 and to some extent by laboratory experiments, [41] [42] [43] [44] [45] many of which were specifically designed to test the very trapping phenomenon. However, depending on the physical parameters and initial setup, numerical simulations 39,46 -55 or laboratory experiments [56] [57] [58] [59] [60] can produce results that are in good overall agreement with incoherent turbulence theory. Specifically, for a very cold or intense beam, the trapping can become significant, at least in the early stage, but for a weak beam the weak turbulence approach is now known to reliably describe the instability development.
In this regard, it is noteworthy that, on the basis of renormalized kinetic theory, some serious questions on the validity of quasilinear theory were raised in the 1980's. [61] [62] [63] In particular, it was argued that the so-called turbulent particle trapping leads to a significant modification of quasilinear theory which invalidates the quasilinear approximation which constitutes a lowest-order theory in the weak turbulence perturbation scheme. However, subsequent experimental and simulation efforts to verify the theoretical claim that turbulent trapping should lead to a significant increase of the velocity-space diffusion rate, failed to produce definitive results. 60, 64, 65 Almost a decade had passed when Liang and Diamond 66 carried out a correct renormalized kinetic analysis to show that the effects due to turbulent trapping on the velocityspace diffusion is insignificantly small, thus reestablishing the validity of quasilinear theory. Meanwhile, on the basis of carefully designed numerical simulations, Dum 51 demonstrated that early simulations which showed wave trapping as a dominant saturation mechanism were largely due to a small simulation size and insufficient mode resolution. Dum's simulations showed that the wave trapping is but a transient phenomenon, a finding in agreement with experimental findings by Dimonte and Malmberg, 59 for instance. Dum also pointed out the significance of backscattering of primary Langmuir waves by the ions, which is one of the processes described by weak turbulence theory. Muschietti and Dum 38 then solved a simplified weak turbulence equation in which terms depicting only the quasilinear process and induced scattering off ions are kept while the decay process is ignored. However, to this date, the relative roles and importance of induced scattering off ions versus the three-wave decay process are not completely resolved. Recently, Cairns 68 discusses the issue of the roles played by the decay versus scattering processes, which are the two main nonlinear processes in the context of weak turbulence theory. However, since the discussion by Cairns is based upon purely analytical means, one cannot demonstrate the effects of the two processes in a quantifiable manner.
Our purpose in the present paper is to solve the full set of conventional weak turbulence kinetic equations for the first time, and to examine the roles of various wave-wave and wave-particle interactions in beam-plasma interaction processes. The structure of the paper is the following: In Sec. II we formulate the theoretical equations to be numerically analyzed in detail. In Sec. III we conduct the numerical computation of the equations. Finally, some comments on the results obtained and on the perspectives for future work appear in Sec. IV.
II. THEORETICAL FRAMEWORK
We start from the formulation derived in Ref. 67 
͑1͒
where ϭϮ1 represents waves with phase velocities v ϭ k /k, F e and F i are the electron and ion distributions, k and k are the wave angular frequency and wave vector, respectively, pe and pi are the electron and ion plasma angular frequencies, defined by p j 2 ϭ4n 0 e j 2 /m j , m e and m i being the electron and ion masses, n 0 the equilibrium electron density, and e the absolute value of the electron charge. The various coefficients in Eq. ͑1͒ are given by
where De 2 ϭT e /4n 0 e 2 is the square of the electron Debye length. 70 The first term on the right-hand side of Eq. ͑1͒ which contains the delta function, ␦( k Ϫk•v), depicts the induced ͑or stimulated͒ emission/absorption, or equivalently, the bump-on-tail instability linear growth/Landau damping. Obviously, this process is dictated by resonant linear waveparticle interaction. The second term on the right-hand side represents the nonlinear three-wave decay process, which preserves the frequency and wave number matching condition between two Langmuir waves and an ion-sound wave,
, indicates. Finally, the third term on the right-hand side dictated by the factor ␦͓ k L ϪЈ kϪk Ј L Ϫ(kϪkЈ)•v͔, describes the induced ͑or stimulated͒ scattering of Langmuir waves off particles. The induced scattering off the electrons ͑i.e., the first term within the large parantheses which involves F e ) is called the nonlinear Landau damping in early literatures. The same nonlinear wave-particle interaction process involving the ions is termed ''the scattering off ions,'' or generalized nonlinear Landau damping off ions.
The ion-sound wave kinetic equation is given by
In Eqs. ͑1͒ and ͑3͒, we have modified the definition of the ion-sound wave intensity I k S , as compared to that appearing in Ref. 67 , by dividing it by factor k , I k S →I k S / k . Accordingly, we have redefined the various coefficients,
For the electron dynamics, following the standard methods as found in the conventional weak turbulence theory, we utilize the usual quasilinear approximation, which ignores the effects of nonlinear wave-particle interactions on the particles. Moreover, we only incorporate the wave-particle resonance between the electrons and Langmuir waves. From Eq. ͑42͒ of Ref. 67 , we thus obtain
͑4͒
where
For the ion distribution, we assume a constant Maxwellian distribution with thermal speed,
. At this point, we should point out that the three-wave decay coefficients, V k,k Ј L and V k,k Ј S , and the coefficient for the induced scattering, U k,k Ј , as defined in Eqs. ͑1͒-͑3͒, are based upon a number of approximations. 67 However, in principle, more general expressions of these quantities in terms of various linear response functions are available. These are
is the linear dielectric response function. In the literature, the general expressions such as given above are sometimes used for the induced-scattering coefficient. 38 However, in the discussion of the three-wave decay process in the literature, the simpli- In what follows, we simplify the analysis by considering a one-dimensional limit where both the particles and the excited waves propagate either in the same direction or in exactly opposite directions with respect to each other. We proceed by defining the following nondimensional quantities:
where v e 2 ϭ2T e /m e , and we define the normalized distributions, F e (u) and F i (u), such that ͐du F e (u)ϭ͐dv F e (v), ͐du F i (u)ϭ͐dv F i (v). We also define the nondimensional wave intensity I q , such that
͑7͒
The dispersion relations for the L and S waves are obtained by considering the bulk of the distribution function. .
͑10͒
In approximating the ion-sound dispersion relation ͑9͒, it has been assumed that the wave spectra are significant only for q sufficiently less than unity. Muschietti and Dum 38 discuss the effects of the more general Langmuir wave dispersion relation obtained from the full dispersion equation rather than the simplified expression ͑8͒, z q L , which is a monotonically increasing function of q. They discuss that the use of more general numerically computed dispersion relation results in a significant quantitative different in the induced scattering process. In this sense, Ref.
38 is more general than our approach. However, since their study ignores the decay process at the outset, it is difficult to assess the effects of adopting the same numerical dispersion relation on the decay process.
The electron quasilinear diffusion equation in the normalized form is given by
͑11͒
The ions remain stationary, with the distribution function in normalized form given by
After various u integrals are explicitly performed by virtue of the delta function resonance conditions, paying careful attention to all possible signs of (,Ј,Љ), the resulting nondimensionalized set of kinetic equations are given by the subsequent expressions. First, the forward-and backwardpropagating Langmuir wave kinetic equations (ϭ1, and defined in the positive q domain͒ are given, respectively, by
where ϵ4A/3.
͑14͒
For ion-sound waves, the resulting equation for forward-and backward-propagating components are given, respectively, by
III. NUMERICAL ANALYSIS
Equations ͑13͒-͑15͒, together with Eq. ͑11͒, form a coupled system of equations which we have solved using a fifth-order Runge-Kutta method. 71 For the application which follows, we used the velocity and wave number ranges corresponding to Ϫ15ϽuϽ15, and 1ϫ10 Ϫ6 ϽqϽ0.5, respectively ͑or Ϫ0.5ϽqϽ0.5 if we convert the q-range corresponding to the backward propagating waves into a negative q-range by virtue of the symmetry relation, I q Ϫ ϭI Ϫq Ϫ , ϭL,S).
In the present formalism which ignores the spontaneous thermal fluctuations, the choice of initial level and functional form of the wave spectrum are somewhat arbitrary. In a complete theory in which spontaneous effects are included, the issue of the initial wave level and spectral form would matter less because, to a certain extent, the contribution from the spontaneous emission to the initial wave level and spectral shape is expected to be of primary importance. Such a theory is, of course, available in the literature. 22, 27, 29, 30 As a matter of fact, Ref. 38 , for instance, incorporates just such an effect in its numerical study of weak Langmuir turbulence.
In the present analysis, however, we do not include such an effect. The reason is that the present analysis actually forms the first part in a two-part series. The second part, which is forthcoming, deals with the numerical solution of the generalized weak turbulence theory 67 in which the harmonic Langmuir wave is included as part of the eigenmode system. For such a problem, however, there is no readilyavailable theory which includes the effects of spontaneously generated fluctuations. Therefore, for the purpose of a comparison between the conventional treatment of weak Langmuir turbulence, and the general treatment including the harmonic Langmuir mode, it is better to ignore the spontaneous fluctuations in both cases. Obviously, in the future studies the present simplifications must be removed.
In any case, for the present situation, we chose the initial wave level to be constant over the range 1ϫ10 Ϫ6 ϽqϽ0.5 for both the forward and backward propagating L and S waves. The specific functional form for the initial spectrum is not expected to matter too much, since the waves in the unstable range will be amplified while the damped portion of the spectrum will exponentially decrease shortly after the initial stage anyway. However, the magnitude of the initial spectrum does matter greatly, as we will see. To discuss the effects of the initial wave amplitude, we have considered two levels of initial normalized intensity, I q (0)ϭ2ϫ10 Ϫ4 and I q (0)ϭ5ϫ10 Ϫ4 , for q in the range 1ϫ10 Ϫ6 ϽqϽ0.5. For the initial electron distribution, we have assumed a combination of a Maxwellian distribution and a drifting Maxwellian,
͑16͒
The number density ratio of the beam to background electrons, n b /n 0 , is a highly relevant parameter. We have taken into account a couple of considerations in the choice of n b /n 0 . First, although in this article we address generic plasma physics issues associated with the beam-plasma instability, we are nevertheless concerned with physical situations in the solar wind and interplanetary space, where n b /n 0 is very low ͑as a matter of fact, it is often said that the solar and interplanetary application of a beam-plasma interaction is perhaps the ideal case where the weak turbulence theory is entirely applicable͒. Second, the simulated computer experiments of beam-plasma instability have many practical difficulties in dealing with very low n b /n 0 . However, the present theory does not suffer from typical numerical and computer resource problems. Therefore, we have chosen to consider a situation which has not been considered in numerical studies of beam-plasma instability before. Specifically, we choose the value of n b /n 0 ϭ2ϫ10 Ϫ4 . Other parameters are the normalized average beam speed, u b , the ratio of beam velocity spread to background thermal speed, ␣ b , and the electron-to-ion temperature ratio, T e /T i . Of course, the ion-to-electron mass ratio is given by the real value m i /m e ϭ1836. This is another advantage of the present approach, as the true-mass ratio computer simulations are notoriously difficult. Of these parameters, we choose u b ϭ5.0 and ␣ b ϭ1.0. In the numerical analysis to follow, for the sake of simplicity and the length of the article, we do not vary these parameters. However, the temperature ratio T e /T i is an important parameter, hence we consider four possible choices, T e /T i ϭ4, 7, 10, and 14. The reason T e /T i is considered to be important is that the three-wave decay process involves ion-sound waves which are heavily damped unless this parameter is sufficiently high. In the literature it is often said that when T e /T i is low, then the induced scattering should dominate, while for reasonably high T e /T i , the decay process should be more important than the induced scattering process. 68 As a reference, the value of T e /T i in the solar wind is approximately 4, for which the ion-sound damping rate should be marginal. The choice of T e /T i ϭ7 is already unrealistically high for the solar wind. We nevertheless considered T e /T i up to 14 in order to assess the importance of this parameter in the nonlinear process. For the majority of the discussions on numerical analysis, however, we have considered an intermediate value, T e /T i ϭ7.
In Fig. 1 , we plot the electron distribution function, F e (u,), in the logarithmic vertical scale versus u and , for
, and T e /T i ϭ7. We have plotted the distribution F e (u,) at time intervals corresponding to ϭ0, 250, 500, 10 3 , 2 ϫ10 3 , 3ϫ10 3 , 4ϫ10 3 , 6ϫ10 3 , 8ϫ10 3 , and 10 4 . The relatively early-time development of F e (u,) is as expected from the usual quasilinear diffusion theory. We observe that the bump-on-tail feature quickly develops into a plateau by the time the system has evolved to Ϸ2ϫ10 3 or so. It is interesting to note that for a sufficiently long time, beyond 6000 or so, the electrons are seen to develop an energetic tail, and that the electron distribution in the negative u range develops a mini plateau, somewhat similar to the plateau on the positive u side. This is intimately related to the generation of backscattered Langmuir waves by the combined decay and scattering processes, as will be discussed below.
Of particular interest is the development of wave intensity spectra. In Fig. 2 , we plot Langmuir and ion-sound wave intensity spectra, I q L () and I q S (), corresponding to the same run as in Fig. 1 , in logarithmic vertical scaled versus q and . In Fig. 2 , to aid the visual representation, we have added a small constant ⑀ϭ1ϫ10 Ϫ5 to the spectra. As a result, the actual quantity plotted are log 10 ͓I q L ()ϩ⑀͔ and log 10 ͓I q S () ϩ⑀͔. The horizontal lines at ϭ0 correspond to the initially constant wave intensities. The portion of spectra corresponding to positive q belongs to the forward components, I q ϩL () and I q ϩS (), while the negative q regions are for the backward components, I q ϪL () and I q ϪS (). For relatively early times, one can see that, depending on the spectral range, the initially constant wave spectra quickly damp out, stay constant, or get amplified. Note that the linear bump-on-tail instability theory predicts a maximum growth rate around q Ϸ1/u b ϭ1/5ϭ0.2. In accordance with such a prediction, the Langmuir mode initially grows exponentially for q around 0.2. For later times (ϳ2ϫ10 3 or so͒, one can observe that the long-wavelength Langmuir mode ͑near qϷ0) and the backscattered L mode (qϷϪ0.2) begin to grow as a result of nonlinear processes. Meanwhile, the ion-sound waves continuously damp out almost everywhere, except near qϳ0 and qϳ0. 4 .
To analyze the various nonlinear processes involved in the beam-plasma instability development, we have considered various terms in the wave kinetic equations one at a time. Of first and foremost importance is the quasilinear process-that is, the induced emission/absorption, or equivalently, the bump-on-tail growth and Landau damping. In Fig.  3 , we present the result of the numerical computation of F e (u) and I q L () in which both the decay and inducedscattering terms are turned off artificially, and only the quasilinear terms are kept. In this case, the ion-sound waves do not participate in the process, and thus the spectral intensity I q S () is not shown. The result is as expected from the classic quasilinear theory in that the linear exponential growth is followed by a saturation stage, while the damped portion of the initial wave spectrum exponentially damps out. The narrow peak in the Langmuir wave spectrum is the result of a small remnant positive gradient in the beam electron distribution, F e (u), which persists for awhile ͑see Fig. 1 near the high-velocity edges of the velocity plateau for ϭ10 3 , 2ϫ10 3 , and 3ϫ10 3 ). The persistence of the gradient in F e (u) seems to be the result of quasilinear diffusion approximation which we adopted for the electrons.
It is interesting to note that although the initial beam feature disappears as a result of plateau formation and thus the quasilinear wave-particle interaction process should no longer be effective, the bulk of the electrons nevertheless appear to be heated and the energetic tail is seen to form. The overall feature associated with the energetic tail in the late phase of electron distribution development is qualitatively similar to that seen in the full solution, Fig. 1 . This can be explained by the fact that although linear beam-plasma instability is quenched by the time the plateau has fully developed, the initially imposed waves are continually absorbed by the bulk plasma through a Landau damping process. Note, however, that the mini plateau structure in F e (u) for uϽ0 is absent in the present quasilinear solution, and that the distribution features rather smooth profiles over the entire negative u range. On the basis of Fig. 3 , we thus conclude that while the gross characteristics of beam-plasma instability as shown by the evolutions of electron distribution function and spectral intensities shown in Fig. 2 can be understood in terms of zeroth-order quasilinear theory, the peaks at qϳ0 and qϳϪ0.2 in the Langmuir wave spectrum, the generation of ion-sound waves, and the plateau associated with negative velocities in the bulk electron distribution function must be due to nonlinear processes.
To understand the origin of the long-wavelength modes at qϳ0, the backscattered component near qϳϪ0.2, as well as the nature of negative-u plateau, we have then considered the wave kinetic equations for L and S waves in which only the quasilinear terms and the terms due to three-wave decay process are kept in the wave kinetic equations, but in which the terms corresponding to induced-scattering processes are artificially ''turned off.'' The solution of such equations are displayed in Figs. 4 and 5. First, as expected, the time development of the electron distribution is very similar to that of Fig. 1 or that shown in Fig. 3 in an overall sense. However, unlike the quasilinear case, the late-time behavior of F e (u), especially the negative-u plateau formation, closely resembles that of Fig. 1, which indicates that the detailed struc- ture associated with the electron distribution for late times can be attributed to the quasilinear absorption of initial wave energy by the bulk electrons combined with the nonlinear wave-coupling process͑es͒ which modifies the Langmuir wave spectrum, which in turn leads to the said negative-u plateau.
Second, we note that the ion-sound wave spectrum is qualitatively similar to that shown in Fig. 2 , in that the spectral range of nonvanishing S-mode waves at a late phase, namely, qϳ0 and qϳ0. 4 , are in agreement with the full solution. This is to be expected since the physical processes which affect the ion-sound waves are linear damping and the three-wave decay process only, and that the ion-sound waves do not participate in the induced-scattering process. However, the detail spectral shape is appreciably different from the full solution which includes the induced-scattering process. This shows that the induced-scattering process, although it does not involve ion-sound waves directly, can nevertheless affect the excitation of S waves in an indirect manner, through the modification of forward and backward L-mode spectra, which in turn, enter the three-wave decay process.
Finally, the evolution of the L wave shows that the decay process affects the spectrum of the Langmuir waves quite substantially. Specifically, the decay process leads to the generation of a backscattered Langmuir mode near qϳϪ0.2 and the long-wavelength mode at qϳ0, as in the full solution. Note that the primary Langmuir wave level decreases in the nonlinear stage, as the wave energy in the bump-on-tail mode is removed into the said long-wavelength mode and the backscattered L mode. By and large, the decay process appears to be quite effective in the generation of Langmuir and ion-sound modes in spectral ranges not accessible from the standpoint of linear theory.
The origin of qϳϪ0.2 ͑backscattered͒ and qϳ0 ͑long-wavelength͒ Langmuir modes produced by the decay process can be understood from Eq. ͑13͒, i.e., that the decay of primary Langmuir waves I q ϩL into product waves involves backward-propagating Langmuir waves, I qϮ ϪL and small q Langmuir waves with a wave number near Ϯq. From this, we see that the backscattered Langmuir waves with wave numbers equal to qϮ, and the long-wavelength ͑small q)
Langmuir waves with wave numbers Ϯq, are affected by the decay process. Figure 6 displays the time evolution of the electron distribution F e (u) and Langmuir wave spectrum I q L () when only the quasilinear and induced-scattering terms are kept in the wave kinetic equation. In this case, the three-wave decay terms are turned off, and thus, the ion-sound waves do not participate in the process. The induced-scattering process consists of two terms, one involving the electrons ͑nonlinear Landau damping͒ and the other, the ions ͑scattering off ions͒. Of the two processes, we found that the electron nonlinear Landau damping term is almost completely negligible, and that the induced scattering is dominated by the ions, which is in agreement with Ref. 37 . According to Fig. 6 , one can clearly see that the scattering off ions leads to the excitation of a long-wavelength Langmuir (qϳ0) mode and the backscattered component (qϳϪ0.2). The scattering of primary Langmuir waves into a long-wavelength mode near qϭ0 comes from the term with resonant velocities,
uϭϮ3͑qϩqЈ͒/4, ͑17͒
in Eq. ͑13͒, while the backscattering of a primary L wave into an oppositely traveling L wave originates from terms which involve resonant velocities,
uϭϮ3͑qϪqЈ͒/4. ͑18͒
The former condition can be understood from the fact that unless both q and qЈ are very small, such that uϭϮ3(q ϩqЈ)/4Ӷ1, the induced scattering cannot be effective. On the other hand, in order for the resonant velocity uϭϮ3(q ϪqЈ)/ to remain small, q and qЈ must be almost equal. Since qЈ pertains to the backward L mode, this means that qЈ is almost equal but opposite in sign. The above consideration shows that the induced-scattering affects both qϳ0 and ϳϪ0.2 modes, just as the decay process does. From the discussion thus far, one may conclude that both the decay process and the ion-scattering process operate in an overlapping spectral range and that both processes lead to the excitation of waves in spectral ranges that are not accessible by a linear wave-particle interaction process. The present result also shows that, in general, both the decay and scattering effects should be considered simultaneously, and that ignoring one process over the other may lead to quantitatively erroneous results.
To determine which of the two processes are more important in a relative sense, 68 we have made the comparisons among the three results at the final time ϭ10 4 , that is, the full solution shown in Fig. 2 , one in which only the decay process is kept among the wave-coupling terms, i.e., Fig. 4 , and third, the one where only the scattering off ions are considered in the nonlinear terms, i.e., Fig. 6 . To aid the readers, therefore, we have replotted in Fig. 7 , the spectral wave intensities of the backscattered component, I q ϪL , and the primary Langmuir wave component, I q ϩL , in a linear vertical scale versus q ͑but to eliminate the jaggedness, we have interpolated the curves, so the results are much smoother than the previous figures͒, at the end of the computational time, ϭ10
4 . The linear scale makes it clear that the approximate approach of retaining only the decay process is a poorer representation of the full solution when compared with the result obtained by the scheme in which only the scattering is retained. This result, therefore, shows that of the two processes, the decay process is less effective than the scattering off ions, although in general, one must retain both.
In view of the fact that the decay process is expected to be rather sensitive to the choice of electron-to-ion temperature ratio, T e /T i , we have considered various values of T e /T i other than the previous choice of T e /T i ϭ7 to determine how sensitive the nonlinear processes are to the change in this parameter. According to the literature, T e /T i is one of the decisive parameters which determines the relative importance of the decay process versus the scattering. We have therefore considered three cases: T e /T i ϭ4,10, and 14. The 
, and ␣ b ϭ1. First, let us consider the case of T e /T i ϭ4. In this case, the ion-sound wave damping should be higher than the previous case, and thus the decay process should, in principle, be able to proceed less efficiently than the case of T e /T i ϭ7. Indeed, this appears to be partly true, as the top-right-hand panel shows. The initially constant level of the ion-sound mode is seen to quickly damp out over the entire q range, except near qϳ0 and q ϳ0.4. However, it is important to note that the generation of the S mode by decay instability is still operative despite the relative low temperature ratio T e /T i ϭ4, as the persistence of the bump on I q ϩS near qϳ0.4 shows. Let us proceed further with the case of T e /T i ϭ10, while all other parameters are held constant as before. The result corresponding to this value of temperature ratio is displayed in the middle panels of Fig. 8 . The development of an ionsound wave spectrum over time shows that the damping is less effective across the board, since the higher the ratio T e /T i , the lower the linear ion-sound damping rate. The similar trend can be observed in the case of an even higher value of T e /T i ϭ14. Thus, we have confirmed a general trend that the higher the ratio T e /T i , the less efficient is the damping of the sound waves. However, we also find that even for a temperature ratio as low as T e /T i ϭ4 ͑which is typical of the solar wind condition͒, the decay process is still effective.
We note that although at first sight the temperature ratio T e /T i should not affect the scattering off ions, the higher T e /T i nevertheless leads to a more efficient scattering. In short, the temperature ratio T e /T i influences both the decay and scattering processes. To understand this, we again go back to Eq. ͑13͒, and consider terms which depict scattering off ions. Note that both resonant velocities, uϭϮ3(q ϪqЈ)/4 and uϭϮ3(qϩqЈ)/4, are substantially smaller than unity such that only the ions with velocities much smaller than their thermal velocity can participate in the scattering process. This can be seen by the fact that the quantity
which appears inside the scattering term, can be finite only if (m i /m e )(T e /T i ) u 2 Ӷ1. Therefore, the above quantity is not very sensitive to the change in T e /T i , since the resonant u Ӷ1 anyway. On the other hand, the induced scattering off the ions has an overall multiplicative factor of 2T e /T i in front, that is, the scattering coefficients in Eq. ͑13͒ have a factor (2T e /T i ) u F i . This means that the higher the ratio T e /T i , the larger the scattering coefficient.
An interesting and peculiar feature associated with Fig. 8 is the fact that as T e /T i increases, not only does the backscattered Langmuir wave intensity increase, but also the detailed shape of the wave spectrum near the end of the computation time becomes more structured. It is seen that both the primary and backscattered waves in the case of high T e /T i , such as 10 or 14, develop small-scale structures in q space associated with the wave number spectra, which cannot simply be attributed to the discreteness of the numerical q spectrum or numerical noise. Instead, this appears to a genuine result of actual physical processes. In order to investigate such a feature, we have again considered the reference case of T e /T i ϭ7, but this time, we have computed the relevant equations for time interval twice as long as before, namely 0ϽϽ2ϫ10 4 . The results are summarized in Fig. 9 , where the distribution F e (u) and the L mode intensity I q L () are plotted in the same format as before. Two features are prominent. The first is the clearly visible negative-u shoulder and the broad tail in the electron distribution, and the other is the development of small-scale structures in the wave intensity spectrum.
Our interpretation of these features is as follows: As we have noted, nonlinear wave-coupling processes beyond the quasilinear stage ͑the decay and the scattering off ions͒, can be simply stated as L→LЈϩS ͑and vice versa͒ and Lϩi →LЈ. These processes lead to the enhanced peaks near qϳ Ϫ0.2 and qϳ0. Consider the backscattered mode, LЈ near qϳϪ0.2. The LЈ wave interacts with the bulk electrons near uϭ1/qϳϪ1/0.2Ϸ5, and gets partially absorbed by these electrons via Landau damping, while at the same time, also being scattered off ions again via the secondary process LЈ ϩi→L, or undergo secondary decay LЈ→LϩS. The partial damping leads to the development of a negative-u plateau in the tail near uϳϪ5. The secondary scattering and decay of an LЈ wave leads to the dumping of wave momenta back to the positive q domain which belongs to the primary Langmuir wave. However, each time the Langmuir waves are scattered off ions, their momenta is altered in accordance with the resonance condition, uϭ3(qϪqЈ)/4ϳu i , where u i is the normalized thermal speed of the ions, u i ϭ(T i /T e ) 1/2 (m e /m i ) 1/2 , or in the case of decay, the wave momentum difference is dictated by qЈϭqϮ. In this way, the transfer of wave momentum from LЈ wave to L wave and vice versa leads to the development of small-scale structure in the Langmuir-mode wave spectrum. This process repeats itself. The present finding that the Langmuir wave spectrum develops a fine structure in q, or equivalently, in k space, is in agreement with the heuristic analytical description of the backscattering process of Langmuir waves in terms of wave steepening and diffusion in k space. 72, 73 We could have pushed the numerical computation further in time to see whether the structures in the wave spectrum develops even further, but within the context of the present scheme which assumes that the ions are stationary, it is not very meaningful to consider extremely long-time behavior without allowing the ions to slowly respond. In fact, the normalized time ϭ pe tϭ2ϫ10 4 already corresponds to the ion plasma oscillation period pi tϷ466. This time period is mostly likely well into the ion quasilinear diffusion time. Another consideration which limits the applicability of the present approach to an extremely long-time behavior is the absence of the spontaneous fluctuations. In particular, the spontaneous scattering process is expected to broaden the wave spectrum such that the development of narrow striations in the wave spectrum is expected to be smoothed out somewhat.
As mentioned already, in the present formalism which ignores the spontaneously generated thermal fluctuation, the choice of initial wave level is somewhat arbitrary. Therefore, we sought to understand to what extent the choice of initial wave level affects the outcome of the numerical analysis. For this purpose, we decided to consider a case which is identical to the first case, namely, n b /n 0 ϭ2ϫ10 Ϫ4 , T e /T i ϭ7, u b ϭ5, and
Ϫ4 . First, the evolution of the electron distribution function is shown in Fig. 10 . As with the case shown in Fig. 1 there is nothing particularly surprising as far as the development of electron beam distribution is concerned. The corresponding wave spectra evolution is shown in Fig. 11 . The left-hand panel shows logarithms of I q L (), while the right-hand panel shows I q S (). The format is the same as before. A noteworthy aspect of the present numerical result is that the ion-sound waves do not show any apparent development when compared with the case considered in Fig. 2 . Unlike the previous case, no enhanced ion-sound waves appear in the spectrum, but instead the ion-sound waves damp out from the initial level over time. The ionsound wave signature is often cited as the evidence for the decay process at work. From this, it might be concluded that the decay process is not effective in the present case of higher initial wave level. However, as we shall see, this is not the case. The decay process is still quite operative as far as the generation of backscattered and long-wavelength Langmuir modes are concerned. It is just that the product ion-sound wave intensity is not significant in this case.
The primary Langmuir wave spectrum follows the familiar pattern of initial exponential growth over an initially unstable domain around qϳ0.2, and exponential damping over the absorption region. The major difference is in the spectral characteristics associated with the Langmuir waves which results from the nonlinear processes, as shown in Fig. 11 , in which I q L () is plotted versus q and . Instead of the prominent peak near qϳϪ0.2 and a smaller peak near qϭ0, as was seen in Fig. 2 , we now have a higher peak near qϭ0, and a much lower peak near qϭϪ0.2. In order to comprehend the result shown in Fig. 11 , we have proceeded with the same steps taken previously. First, we turned off the induced-scattering effect, and only retained the three-wave decay terms. We have next solved the wave kinetic equation with the three-wave decay term turned off. The results of the two competing approximation schemes are shown in Fig. 12 . These results can be compared with Figs. 5 and 6. As with Fig. 5 , it can be seen that the decay instability leads to a weak growth of a Langmuir wave spectrum in the vicinity of qϭ0 and qϭϪ0.2, which confirms our earlier statement that despite the apparent absence of enhanced ionsound wave peaks, the decay process is nevertheless operative.
Note, the induced-scattering ͑off ions͒ also generates the modes in the similar spectral range over which the decay process is operative. This is, again, in agreement with the earlier case of lower initial wave intensity. Thus we conclude that despite the difference in the detailed spectral features, the relative roles of decay process versus induced-scattering process remains more or less the same as before, in that both processes lead to the generation of backscattered and longwavelength Langmuir modes, and that the induced scattering is generally more effective. However, unlike the case shown in Fig. 6 , the long-wavelength mode (qϳ0) possesses a much higher level of intensity when compared with the L wave near qϭϪ0.2. This difference cannot be accounted for on the basis of any simple arguments.
To summarize the present findings, first, it can be surmised that by and large, the decay process, although weaker, does indeed contribute to the nonlinear wave-coupling process in a significant manner, but the induced-scattering off ions is the more efficient of the two. Second, the detailed numerical results of the two cases with different initial wave intensity are very different from each other in that the relative levels of backscattered versus long-wavelength Langmuir modes are reversed in the two cases. At the present time, we are not able to offer a simple explanation for such a discrepancy, but can only conclude that the nonlinear devel- opment of the instability is indeed very sensitive to the choice of initial wave level. This calls for a more systematic study in which various parameters, including the initial wave level and the beam speed, u b , which we have not varied, and the temperature ratio between the background electrons and the beam electrons, which we have assumed to be equal, needs to be carried out. Moreover, an improved numerical computation is necessary in which the spontaneous thermal fluctuations and dynamic ions are included in the theory.
IV. CONCLUSIONS AND FUTURE DEVELOPMENTS
We have numerically solved the complete set of weak turbulence equations as found in the literature, which involves a quasilinear diffusion equation for the electrons and wave kinetic equations for Langmuir and ion-sound waves. The wave kinetic equations describe the induced emission, three-wave decay, and nonlinear induced scattering processes.
We find that the induced scattering of beam-excited Langmuir waves off the ions is an important nonlinear mechanism beyond the quasilinear stage, 36 -38 but we also find that the three-wave decay process, although somewhat weaker, is quite significant such that it cannot be ignored at the outset. The induced scattering off ions is shown to generate Langmuir waves propagating in the opposite direction with respect to the primary Langmuir waves with comparable wavelength (k L ЈϳϪk L , where k L denotes the wave number associated with the beam-excited primary Langmuir wave, and k L Ј signifies the backscattered component͒, as well as a long-wavelength (kϳ0) Langmuir wave component. The decay process is shown to operate in the similar spectral range as does the scattering of Langmuir waves by ions. It is also found that the generation of ion-sound waves, which is often cited as an indication of the decay process, is not necessarily always evident. Therefore, the present case studies have established the fact that the apparent absence of product ion-sound waves is not necessarily the indication that the decay process is ineffective.
It is found that the damping of the ion-sound waves becomes weaker as the ratio of electron to ion temperature, T e /T i , increases. Higher T e /T i should promote the activity of the three-wave decay process. 68 However, in general, we do not expect to find a circumstance, regardless of the value of T e /T i , where the decay process actually dominates over the scattering off ions, since the scattering off ions also becomes more efficient as T e /T i increases.
Finally, it is found that the initial level of wave intensity greatly affects the later outcome of the nonlinear spectrum of the waves. In particular, we find that the higher level of initial wave intensity leads to the prominent growth of longwavelength Langmuir modes, while the backscattered com- ponent is seen to be greatly diminished. Here, both the longwavelength (kϳ0) and backscattered (k L ЈϳϪk L ) Langmuir waves are found to be produced as a result of combined induced-scattering off ions and the decay process. Therefore, the predominance of the long-wavelength Langmuir mode over the backscattered component seems to depend on the initial condition.
The limitations of the present study are first that the effects of spontaneously generated fluctuations are ignored. These fluctuations are generated by single-particle dynamics, which the Vlasov theory cannot account for. The importance of the spontaneous fluctuations is that they determine the initial wave level automatically so that one does not have to artificially model the initial wave level as we do in the present analysis. Moreover, the spontaneous scattering is expected to broaden the Langmuir wave spectrum. As a result, the detail spectral shape of the Langmuir turbulence spectrum is expected to be modified once the spontaneous fluctuation is incorporated in the theory.
The second shortcoming of the present approach is that the ions are considered as stationary. In order to discuss the long-time behavior in a rigorous manner, one has to take the ion dynamics into account. To consider the ion dynamics, one has to solve the ion quasilinear diffusion equation together with the electron equation. From the viewpoint of numerical analysis this is not so trivial since the ion thermal speed is much less than the electron thermal spread.
Finally, the present discussion is limited to the conventional treatment of beam-plasma instability in that the harmonic Langmuir waves ͑or the nonlinear eigenmode of a turbulent plasma discussed in Ref. 67͒ are not considered here. These and other aspects of nonlinear beam-plasma interaction physics, such as electromagnetic effects, need to be taken into consideration in the future.
