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Abstract—The wireless backhaul network provides an attractive solu-
tion for the urban deployment of fifth generation (5G) wireless networks
that enables future ultra dense small cell networks to meet the ever-
increasing user demands. Optimal deployment and management of 5G
wireless backhaul networks is an interesting and challenging issue. In
this paper we propose the optimal gateways deployment and wireless
backhaul route schemes to maximize the cost efficiency of 5G wireless
backhaul networks. In generally, the changes of gateways deployment
and wireless backhaul route are presented in different time scales.
Specifically, the number and locations of gateways are optimized in
the long time scale of 5G wireless backhaul networks. The wireless
backhaul routings are optimized in the short time scale of 5G wireless
backhaul networks considering the time-variant over wireless channels.
Numerical results show the gateways and wireless backhaul route opti-
mization significantly increases the cost efficiency of 5G wireless back-
haul networks. Moreover, the cost efficiency of proposed optimization
algorithm is better than that of conventional and most widely used
shortest path (SP) and Bellman-Ford (BF) algorithms in 5G wireless
backhaul networks.
1 INTRODUCTION
With the exponentially increasing demand for wireless data
traffic in recent years, it has become evident that traditional
macro cellular networks can not handle gigabit-level data
traffic in an economical and environmental friendly way
[1]. The fifth generation (5G) small cell network, adopting
massive multiple input multiple output (MIMO) and mil-
limeter wave transmission technologies, is emerging as a
promising solution [2]. In order to reduce the cell coverage
sharply to achieve a high spatial spectrum efficiency, a large
number of small cells have to be deployed to achieve a
seamless coverage of urban regions and form 5G ultra-
dense cellular networks [3]. However, it is uneconomical
and cost-prohibitive for every small cell to be connected
via the fiber to the cell (FTTC). As a consequence, wireless
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backhaul network becomes an indispensable part of 5G
ultra-dense small cell network solutions [4]. To promote
the deployment of 5G wireless backhaul networks, the cost
efficiency optimization of 5G wireless backhaul networks is
an inevitable problem.
Considering the significance of 5G wireless backhaul
networks, some studies were discussed in [5]–[9]. The dif-
ferences compared with the conventional massive MIMO
for radio access networks and the benefits of the wireless
backhaul employing massive MIMO were discussed in [5].
In [6], Zhang et al. provided a state-of-the-art survey on
large-scale (LS)-MIMO studies and proposed a joint group
power allocation and pre-beamforming scheme to substan-
tially improve the performance of LS-MIMO-based wireless
backhaul for heterogeneous wireless networks. Based on
the beam alignment technique using adaptive subspace
sampling and hierarchical beam codebooks, the millimeter
wave beamforming transmission technology was developed
for both wireless backhaul and access in small cell networks
[7]. Dat et al. proposed and experimentally demonstrated a
seamlessly converged radio-over-fiber (RoF) andmillimeter-
wave system at 90 GHz for high-speed wireless signal trans-
mission [8]. An in-band solution, i.e., multiplexing backhaul
and access on the same frequency band, was proposed to
solve the backhaul and inter base station (BS) coordination
challenges [9]. The above results confirmed the potential
for employing millimeter wave transmission technologies
in wireless backhaul networks.
Since millimeter wave transmission technologies em-
ploying 60 GHz and 70∼80 GHz are usually used for line-of-
sight (LOS) links in short ranges [10], [11], multi-hop trans-
missions is needed for long-range transmissions in wireless
backhaul networks adopting millimeter wave transmission
technologies. Connectivity is an important issue to make
all the nodes in multi-hop networks interconnected and
reachable [12]. Some studies involved with the connectivity
2of wireless backhaul networks were explored in [13]–[16].
Aimed at the joint maximization of energy and spectrum
efficiency in wireless backhaul networks, a user association
scheme was developed for heterogeneous wireless network
where small cells forward their traffic through backhaul
links to neighboring small cells until it eventually reaches
the core network [13]. Considering the backhaul channel
conditions and the quality of service requirements, an op-
timal joint routing and backhaul link scheduling scheme
was proposed for a dense small cell network using 60 GHz
multi-hop backhaul links [14]. Utilizing dual connectivity
establishment methods, a self-organized multi-hop back-
haul establishment procedure was developed to support
autonomous bidirectional beam alignments for heteroge-
neous wireless backhaul networks [15]. Extended from a
graph theoretic clique idea, a new adaptive backhaul ar-
chitecture was proposed in [16] which allows changes to
the overall backhaul topology and each individual backhaul
link can vary its frequency to meet traffic demand. To
avoid the blockage or link failure in multi-hop wireless
backhaul networks, a group of super-BSs was configured
to robustly relay backhaul traffic and minimize the resource
cost on gateways [17]. When wireless backhaul networks are
provided by multiple mobile network operators (MNOs), a
framework was proposed to optimize the route of wireless
backhaul traffic based on the wireless channel conditions
and economic factors among different MNOs [18]. Higher
capacity and energy consumption are required to aggre-
gate and forward the wireless traffic into the next hop for
aggregation nodes closing to the core network, such as
the gateways. Therefore, the backhaul capacity bottleneck
exists at the single gateway. However, the deployment of
multiple gateways in wireless backhaul networks has not
been considered in [14]–[18]. In our previous work [19], en-
ergy efficiency of small cell backhaul networks was studied.
Furthermore, a basic wireless backhaul network architecture
with multiple gateways configurations was proposed in
[20]. How to optimize the number and positions of multiple
gateways in 5G wireless backhaul networks is still an open
issue. Besides, the joint optimization of the multiple gate-
ways deployment and wireless backhaul links has not been
investigated in 5G wireless backhaul networks. Moreover,
the total cost efficiency optimization for 5G wireless back-
haul networks is surprisingly rare in the open literature.
Motivated by the above observations, in this paper we
propose a two-scale cost efficiency optimization solution
for 5G wireless backhaul networks. The contributions and
novelties of this paper are summarized as follows.
1) In traditional network cost models, the gateway was
fixed and the cost of wireless backhaul network
was optimized by the interference management
in wireless links [21]. To avoid the performance
loss due to the single objective optimization, the
multiple performance aspects were formulated and
optimized with a variety of system constraints in
the microwave-based wireless backhaul network
[22], [23]. To balance the wireless backhaul traffic
in multiple gateways, we propose a cost efficiency
model for 5G wireless backhaul networks consider-
ing multiple gateways deployment and millimeter-
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Fig. 1. System model.
wave MIMO channel conditions. Since the millime-
ter wave transmission distance is short, the con-
nectivity probability and non-isolation probability
(probability that all small cell are not isolated) of 5G
wireless backhual networks is analyzed.
2) To optimize the cost efficiency of 5G wireless back-
haul networks, a two-scale joint optimization solu-
tion has been proposed. In the long time scale, the
number and positions of gateways are optimized by
the long time optimization (LTO) algorithm. In the
short time scale, the wireless backhaul routings are
optimized by the maximum capacity spanning tree
(MCST) algorithm.
3) Numerical results show that there exists an optimal
number of gateways for maximizing the cost effi-
ciency of 5G wireless backhaul networks and the
proposed algorithms are better than the conven-
tional and widely used shortest path (SP) algorithm.
The rest of this paper is organized as follows. Section
II describes the system model of 5G wireless backhaul net-
works. The cost efficiency of 5G wireless backhaul networks
is formulated in Section III. Furthermore, a two-scale joint
optimization solution is proposed for the cost efficiency
optimization of 5G wireless backhaul networks in Section
IV. Simulation analysis is presented in Section V. Finally,
Section VI concludes this paper.
2 SYSTEM MODEL
5G dense small cell networks equipped with massiveMIMO
antennas and millimeter wave transmission technology pro-
vide abundant resources, e.g. antennas and bandwidth, for
wireless backhaul transmissions. In this paper, the user
capacity requirements are assumed to be fully satisfied
and the cost efficiency study therefore focuses on wireless
backhaul networks. Considering the large path loss fading
in millimeter wave propagations, the maximum distance of
every hop in 5G wireless backhaul networks is limited toD0
meters. The basic transmission models studied in this paper
are described in Fig. 1. To facilitate reading, the notations
and symbols used in this paper are listed in Table 1.
3TABLE 1
Notations and symbols
Notation Description
V The set of n SBSs
B The total number of connection clusters
n,M , N
The number of small cell BSs (SBSs), the number of SBSs configured as gateways, and the
number of the rest non-gateway SBSs, respectively
χ
χ ∈ Ω represents the spatial and temporal scheduling algorithm used in the wireless backhaul
network and Ω denotes the set of all scheduling algorithms
Nχi,j,T
The number of bits transmitted by the SBS SBSi and which reached, i.e., successfully received
by, the respective gateway GWj during a time interval [0, T ]
Cχ(M,N)
The transport capacity of network using the spatial and temporal scheduling algorithm χ in a
connection cluster withM gateways and N SBSs
C(M,N) The transport capacity of network withM gateways and N SBSs in wireless backhaul network
C¯(M,N) The average throughput of each gateway
K The set of all types of wireless traffic
L The set of all links for the wireless backhaul network
aτ , aτi
The average transmission rate of the τ − th wireless traffic and the i− th SBS SBSi with the
τ − th wireless traffic, respectively
rτji, r
τ
iq The incoming and outgoing transmission rates of the SBS SBSi with the τ − th traffic type
dτ The destination for the τ − th traffic
Lini , Louti The set of input links and the set of output links at the SBS SBSi, respectively
V ini , Vouti V
in
i = {SBSj : (SBSi, SBSj) ∈ Lini }, Vouti = {SBSj : (SBSi, SBSj) ∈ Louti } , denote the set of
input SBSs and the set of output SBSs with respect to the SBS SBSi, respectively
cl The capacity of the link l
rτl The transmission rate of the τ − th traffic at the link l
Ψ The large scale fading over the millimeter wave link
H The wireless channel matrix of SBSs
η The number of path between transmitter and the receiver
αu The small scale fading over the u− th path
θru, θ
t
u The angle of arrival (AOA) and the angle of departure (AOD) for the u− th path, respectively
ar(θ
r
u), at(θ
t
u) The receiving and transmitting antenna array response vectors, respectively
si The signal vector for the SBS SBSi
N iS,T The number of data streams at every SBS
xi, yq The transmitted signal at the SBS SBSi and the received signal at the SBS SBSq
Pi The transmission power at the SBS SBSi
n The additive white Gaussian noise (AWGN) with variance σ2
N(A) The number of SBSs in the special coverage of the MBS with the area A
Dni0
The maximum value of the set of {Di}, where Di is the distance between a SBS
SBSi, 1 6 i 6 n, and its closest SBS
Dcon0
The longest link in the minimal spanning tree when all SBSs in the coverage of the MBS are
connected by a minimal spanning tree
Wi,WS
The transmission rate of wireless backhaul traffic at the SBS SBSi and the transmission rate of
backhaul traffic generated by a gateway, respectively
Y χ(M,N) The average number of transmissions for transmitting a bit to a gateway
Ξj The set of SBSs associated with the gateway GWj
tχi,j,k,l The time required to transmit bi,j,k in the l - th transmission
yχmax
The maximum number of hops in all routes of wireless backhaul network with the spatial and
temporal scheduling algorithm χ
α A small positive constant, independent of T
e(M,N) The cost efficiency of 5G wireless backhaul network withM gateways and N SBSs
EEM ,EOP ,EG
The total embodied energy and the total operation energy of wireless backhaul network, the
additional expense used for deploying the gateway, respectively
W¯ The average transmission rate of wireless backhaul traffic in the lifetime of the SBS
POP1, POP2 The total operation energy consumed by gateways and SBSs, respectively
N ,M The set of non-gateway SBSs and gateway SBSs, respectively
SEl The spectrum efficiency over the link l
Bs The bandwidth of link l
42.1 Connection Cluster Model
The coverage of a macro cell BS (MBS) is assumed to be a
circle with a radius R and a total of n small cell BSs (SBSs)
are deployed in the coverage of the MBS. The MBS takes
charge of the control plane and SBSs take charge of traffic
transmission in this system. In this paper, the 5G wireless
backhaul network comprises of SBSs in the coverage of a
MBS. The distribution of SBSs is assumed to be governed by
a Poisson point process with density µ. Every SBS can con-
nect with other SBSs within the distance D0. The distance
D0 is the maximum transmission distance between two
SBSs which is determined by the SBS transmission power.
The set V includes n SBSs and is divided into connection
clusters. A group of SBSs is put into a connection culster
if and only if these SBSs form a connected subnetwork. A
pair of SBSs are connected if the distance between them is
smaller than or equal to D0. A set of SBSs form a connected
subnetwork if and only if there is a path between any SBSs
in the set to any other SBSs in the set. Let B be the total
number of connection clusters . There is no link between two
connection clusters. The algorithm for forming connection
clusters is given in Algorithm 1.
Using the algorithm of forming connection clusters, n
SBSs are divided into B connection clusters. To guarantee
the forwarding of wireless backhaul traffic to the core net-
work, every connection cluster must have at least one SBS
configured as a gateway to connect with the core network.
Therefore, the number of gateways must be larger than or
equal to the number of connection clusters, i.e.,M > B.
2.2 Network Transport Capacity Model
Without loss of generality, we assume that there are M
SBSs out of the total n SBSs configured as gateways, which
connect to the core networks by FTTC links. It follows
that the number of the rest non-gateway SBSs is equal to
N = n−M . In this study we focus on the wireless backhaul
traffic, i.e., the traffic transmitted from N SBSs to the M
gateways, as the FTTC links connecting the gateway SBSs to
the core network are considered to have ample bandwidth.
Let Nχi,j,T be the number of bits transmitted by the SBS
SBSi and which reached, i.e., successfully received by, the
respective gateway GWj during a time interval [0, T ] ,
with T being an arbitrarily large number. The superscript
χ ∈ Ω represents the spatial and temporal scheduling
algorithm used in the wireless backhaul network and Ω
denotes the set of all scheduling algorithms. We focus on
the optimization of wireless backhaul networks. Thus, in
this paper the spatial and temporal scheduling algorithm
involves the selection strategy of backhaul gateways and
wireless backhaul routings in 5G networks. If the same bit
is transmitted from a SBS to multiple gateways, e.g., in the
case of multicast, it is counted as one bit in the calculation
of Nχi,j,T .
It is assumed that the wireless backhaul network is
stable. A wireless backhaul network is called stable if and
only if the long-term incoming traffic rate into the wireless
backhaul network equals the long-term outgoing traffic rate.
It is further assumed that there is no traffic loss caused by
queue overflow. The transport capacity of network using
the spatial and temporal scheduling algorithm χ in a con-
nection cluster with M gateways and N SBSs, denoted by
Cχ(M,N), is defined as:
Cχ(M,N)
∆
= lim
T→∞
N∑
i=1
M∑
j=1
Nχi,j,T
T
. (1)
In this paper the transport capacity of network is focused on
the wireless backhaul traffic in 5G dense small cell networks,
which is calculated by the number of bits successfully
transmitted among different SBSs [24]. Hence, the transport
capacity of network with M gateways and N SBSs in the
wireless backhaul network is defined by
C(M,N)
∆
= max
χ∈Ω
Cχ(M,N). (2)
ConsideringM gateways deployed in the wireless backhaul
network, the average throughput of each gateway is given
by
C¯(M,N)
∆
=
C(M,N)
M
. (3)
2.3 Link Traffic Model
Assume that there exist K types of wireless traffic in the
wireless backhaul network. The set including all types of
wireless traffic, such as video stream and voice traffic, is
denoted as K := {1, ..., τ, ...,K} and the set of all links is
denoted as L for the wireless backhaul network. Without
loss of generality, the τ − th type of wireless traffic is
assumed to be transmitted by the link l ∈ L(τ) and the
average transmission rate of the τ − th wireless traffic is
assumed as aτ . The average transmission rate of the i − th
SBS SBSi with the τ − th wireless traffic is denoted as
aτi , which is used to evaluate the incoming traffic rate and
outgoing traffic rate in a network. Hence, if the SBS SBSi
is the traffic source of the τ − th traffic then aτi = aτ . If the
SBS SBSi is the traffic destination of the τ − th traffic then
aτi = −aτ . If the SBS SBSi is the relaying SBS of the τ − th
traffic then aτi = 0, which indicates the SBS neither income
the τ − th traffic nor outgo the τ − th traffic in the wireless
backhaul network. The formulation of aτi is expressed by
aτi =


aτ , if SBSi is source of τ − th traffic
−aτ , if SBSi is destination of τ − th traffic
0, otherwise
.
(4)
The incoming and outgoing transmission rates of the SBS
SBSi with the τ − th traffic type are denoted as rτji and rτiq ,
respectively. When the SBS SBSi is configured as the source
or relay SBS, the input traffic of the τ − th traffic, including
the incoming traffic and the generated traffic aτi , is equal to
the output traffic of the τ − th traffic at the SBS SBSi [25],
which is expressed by
aτi +
∑
SBSj∈Vini
rτji =
∑
SBSq∈Vouti
rτiq,
∀SBSi ∈ V , SBSi 6= dτ , τ ∈ K, (5)
where dτ is the destination for the τ − th traffic, the set of
input links and the set of output links at the SBS SBSi is
5Algorithm 1 The generating algorithm of connection cluster.
Input: The location of all the small cell BSs {(xp, yp), SBSp ∈ V}, n
1) Initialization: The connection cluster Υ = ∅, the number of clusters is B = 0, the temporary cluster is Θ = ∅,
v = 0, t = 0.
2) while v < n do
Θ = ∅; v ← v + 1; t← 0
if B > 0 then
for i = 1 : B do
for j = 1 : |Φi| do
The distance between small cell BS SBSv and SBSj is Dvj :
Dvj ←
√
(xv − xj)2 + (yv − yj)2;
if Dvj ≤ D0 then
Θ = Θ+ {SBSp, SBSp ∈ Φi} ; t← t+ 1; break;
end if
end for
end for
end if
B ← B + 1;
if t == 0 then
ΦB = {SBSv} ;
else
ΦB = {SBSq, SBSq ∈ Θ}+ {SBSv} ;
Delete the clusters which have been put into ΦB and label the elements in Υ in the original order.
end if
end while
Output: Connection clusters Υ = {Φi} , i = 1, 2, ...B.
denoted by Lini and Louti , the set of input SBSs and the set
of output SBSs with respect to the SBS SBSi are denoted by
V ini = {SBSj : (SBSi, SBSj) ∈ Lini } and Vouti = {SBSj :
(SBSi, SBSj) ∈ Louti }, respectively.
The capacity of the wireless link l is denoted as cl.
The transmission rate of the τ − th traffic at the link l is
denoted as rτl . When different types of wireless traffic are
multiplexed over the same link l, the sum transmission rate
of different types of wireless traffic should be less than or
equal to the capacity of wireless link l which is expressed as∑
τ∈K
rτl 6 cl, l ∈ L. (6)
2.4 Wireless Transmission Model
Every SBS is equipped with NT and NR antennas for wire-
less transmission and reception, respectively. The millimeter
wave frequency is adopted for wireless transmission in the
wireless backhaul network. The large scale fading over the
millimeter wave link is expressed by
Ψ=β+10γlog10∆+ S, (7a)
with
β = 20log10
(
4pi
λ
)
, (7b)
where λ is the wave length, γ is the path loss coefficient, ∆
is the distance between the transmitter and receiver, S is the
shadowing fading effect following a Gaussian distribution
with zero mean and variance ξ2, i.e., S ∼ N (0, ξ2).
Assume that the millimeter wave transmission of SBSs
is limited to line-of-sight (LOS) transmissions. The wireless
channel matrix of SBSs is expressed by [26]
H =
√
NTNR
Ψ · η ·
η∑
u=1
αuar(θ
r
u)at(θ
t
u)
∗
=
√
NTNR
Ψ · η ·ARDA
∗
T,
(8a)
with
AR =
[
ar(θ
r
1)|ar(θr2)|...|ar(θrη)
]
, (8b)
AT =
[
at(θ
t
1)|at(θt2)|...|at(θtη)
]
, (8c)
D = diag {α1, α2, ..., αη} , (8d)
where η is the number of paths between the transmitter and
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Fig. 2. The millimeter wave MIMO transmission system.
the receiver, αu is the small scale fading over the u − th
path and is a complex normally distributed random variable
with zero mean and unit variance, θru is the angle of arrival
(AOA) and θtu is the angle of departure (AOD) for the u− th
path, ar(θ
r
u) and at(θ
t
u) are the receiving and transmitting
antenna array response vectors, respectively. θru and θ
t
u are
assumed to be uniformly distributed in the range of [0, 2pi]
and then ar(θ
r
u) and at(θ
t
u) are extended by [5]
ar(θ
r
u) =
1√
NR
[
1, ej2pid sin(θ
r
u)/λ, ..., ej2pi(NR−1)d sin(θ
r
u)/λ
]T
,
(9)
at(θ
t
u) =
1√
NT
[
1, ej2pid sin(θ
t
u)/λ, ..., ej2pi(NT−1)d sin(θ
t
u)/λ
]T
,
(10)
where d is the distance among antennas.
The millimeter wave MIMO transmission system in the
5G wireless backhaul network is illustrated in Fig. 2. For
the multi-point to single-point transmission link l in 5G
wireless backhaul network, the transmitters include Q SBSs
each equipped with NT antennas and the receiver is a
SBS equipped with NR antennas. Moreover, the number
of antennas at receivers is assumed to be no less than
Q times of the antenna number at transmitters [27], i.e.,
NR ≥ QNT , for spatial multiplexing. The numbers of radio
frequency (RF) chains at the transmitter and receiver are
NTRF and N
R
RF , respectively. For the SBS SBSi, the signal
vector si consisting of N
i
S,T data streams is processed by
the digital precoding PD ∈ N
T
RF×N
i
S,T and then transmitted
intoNTRF RF chains. Furthermore, the signal passed through
RF chains is transmitted into NT transmission antennas by
the analog precodingPA ∈ NT×N
T
RF . Hence, the transmitted
signal at the SBS SBSi is expressed by xi = PAPDsi. When
the digital and analog precoding methods is adopted for
the beamforming in millimeter wave wireless transmissions,
the interference from the wireless backhaul transmission of
adjacent SBSs is assumed to be ignored in this paper. When
xi is received by the SBS SBSq with NR receive antennas,
the received signal is expressed by
yq =
√
PiHlPAPDsi + n, (11)
where Pi is the transmission power at the SBS SBSi, n
is the additive white Gaussian noise (AWGN) with vari-
ance σ2. Furthermore, the signal yq is processed by the
analog decoding FA ∈ CNR×N
R
RF and the digital decoding
0D
R
 1
 2  r  ' r
(a) (b) (c)
 1  1
 2  2
R R
0D 0D
0D
0D
Fig. 3. Coverage regions of the MBS and SBSs
FD ∈ CN
R
RF×N
i
S,T . In the end, the received data streams are
expressed by
y˜q =
√
PiF
∗
DF
∗
AHlPAPDsi + F
∗
DF
∗
An. (12)
3 COST EFFICIENCY FORMULATION
3.1 Connectivity Probability and the Probability of
Nodes Being Non-isolated
The probability that there exist n SBSs in a special coverage
with area A is expressed by
Pr[n SBSs in A] = e−µA (µA)
n
n!
. (13)
Based on the system model in Fig. 1, in this paper all
SBSs are coveraged by a MBS. In this case, a SBS is isolated
when the SBS can not establish a backhaul link with other
SBSs in the given coverage of the same MBS. As shown in
Fig. 3(a), the coverage area of aMBS is divided into a circular
region A1 with a radius R −D0 (blue disk) and a annulus
A2 with an inner radius of R − D0 and an outer radius
of R (yellow ring). When a SBS is located in the circular
region A1, the coverage area of the SBS in the coverage area
of the MBS is A (r) = piD20 , which is depicted in Fig. 3(b).
When a SBS is located in annulus A2, the coverage area of
the SBS in the coverage area of the MBS is A′ (r) = D20 ·
arccos
r2+D2
0
−R2
2D0r
+R2 · arccos r2−D20+R22Rr − 12
√
ξ, R−D0 6
r 6 R, with ξ = (r + D0 + R)(−r + D0 + R)(r − D0 +
R)(r + D0 − R), which is presented in Fig. 3(c). Based on
the illustration in Fig. 3, the probability that a SBS is isolated
is expressed by
P (SBS is isolated)
= P (SBS is isolated |SBS is inA1 )P (SBS is inA1)
+P (SBS is isolated |SBS is inA2 )P (SBS is inA2)
=e−µA(r) · pi(R−D0)2piR2 +
´R
R−D0
e−µA
′(r) · 2pir·drpiR2 .
(14)
Furthermore, the probability that there is no isolated SBS
in the coverage of the MBS is expressed by
P (non− iso SBS) = (1− P (SBS is isolated))E(N(A))
= (1− P (SBS is isolated))µpiR2 ,
(15)
Where E(·) is the expectation operation, N(A) is the num-
ber of SBSs in the special coverage of the MBS with the area
A.
The probability that all SBSs are connected in the cov-
erage of the MBS is denoted by P (con). The event that
there is no isolated SBS in the coverage of the MBS is the
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Fig. 4. P (non− iso SBS) and P (con)
necessary condition for the event that all SBSs are connected
in the coverage of the MBS. Hence, we can get a constrain
as P (con) 6 P (non− iso SBS). To validate this constrain,
P (con) and P (non − iso SBS) are simulated by Monte
Carlo (MC) and numerical (Num) methods in Fig. 4, where
the radius of coverage of the MBS is R = 500 meters and
the radius of SBS is D0 = 200meters.
From Fig. 4, the numerical and the MC results of
P (non − iso SBS) are coincident. This result implies that
the expression of P (non − iso SBS) is reasonable. When
the value of SBSs density µ is larger than or equal to 126,
P (non−iso SBS) is approximated with P (con). Therefore,
we derive the following Theorem 1.
Theorem 1: When the coverage radius of the MBS R and
the coverage radius of SBSs D0 are given, if the density of
SBSs is large enough (for example, 100/
(
piR2
)
can be one
of the thresholds, as shown in Fig. 4), the probability that
there is no isolated SBSs in the coverage of the MBS and the
probability that all SBSs are connected in the coverage of the
MBS have the following relationships:P (non− iso SBS)−
P (con)→ 0, P (non− iso SBS)→ 1 and P (con)→ 1.
Proof: When the density of SBSs distribution is config-
ured as µ, the distance between a SBS SBSi, 1 6 i 6 n and
its closest SBS isDi, the maximum value of the set of {Di} is
denoted as Dni0 , which is the minimum value for satisfying
the constraint that there is no isolated SBS in the coverage
of the MBS. When all SBSs in the coverage of the MBS are
connected by a minimal spanning tree, the longest link in
the minimal spanning tree is denoted as Dcon0 , which is the
minimal value for satisfying the constraint that all SBSs are
connected in the coverage of the MBS.
Based on results in [28], when the density of SBSs in a
square area is large enough, the value of Dni0 will approach
to the value of Dcon0 , i.e., limn→∞
P (Dni0 = D
con
0 ) = 1. When
the density µ of SBSs in a circular area is large enough and
the value of D0 is fixed, we can derive a similar result, i.e.,
P (non− iso SBS)− P (con)→ 0, P (non− iso SBS)→ 1
and P (con)→ 1. Based on Theorem 1, we can use the value
of P (non − iso SBS) to replace the value of P (con) in the
following simulation analysis when the density of SBS in
the coverage of the MBS is large enough, e.g., 100/
(
piR2
)
.
3.2 Network Transport Capacity of Wireless Backhaul
Networks
The optimization of wireless backhaul network can be
achieved by the optimization of every connection cluster
in the wireless backhaul network. Therefore, we propose
the Theorem 2 to define the network transport capacity of a
connection cluster in the wireless backhaul network.
Theorem 2: In the wireless backhaul network, the network
transport capacity of a connection cluster consisting of M
gateways and N SBSs satisfies:
C(M,N) , min


max
χ∈Ω
N∑
i=1
Wi
Y χ(M,N)
+M ·WS , M ·WG


,M < n,
(16a)
Wi = ai +
∑
SBSj∈Vini
rji. (16b)
where Wi, 1 6 i 6 N is the transmission rate of wire-
less backhaul traffic at the SBS SBSi, which includes the
generated traffic ai from the SBS SBSi and the incom-
ing transmission rate
∑
SBSj∈Vini
rji at the SBS SBSi. The
generated traffic ai from the SBS SBSi is calculated by
ai =
∑
τ∈K
aτi , where K is the set including all types of
wireless traffic. rτji is the incoming transmission rates of
the SBS SBSi with the τ − th traffic, which is calculated
by rji =
∑
τ∈K
rτji. Y
χ(M,N) is the average number of
transmissions for transmitting a bit to a gateway. WS is the
transmission rate of backhaul traffic generated by a gateway,
which is configured to be the same for every gateway.WG is
the gateway maximum transmission rate of backhaul traffic
which includes the forwarding rate of wireless backhaul
traffic generated from other SBSs and the transmission rate
of backhaul traffic generated by a gateway. The set of SBSs
associated with the gateway GWj , i.e., forwarding wireless
backhaul traffic into the gateway GWj , is denoted as Ξj .
Considering the function of gateway in wireless backhaul
network, the sum of the forwarding rate of wireless back-
haul traffic generated from other SBSs and the transmission
rate of backhaul traffic generated by a gateway should be
less than or equal to the gateway maximum transmission
rate, i.e.,
∑
SBSi∈Ξj
Wi +WS 6 WG, ∀GWj ∈ V .
Proof: Let bi,j,k be the k - th bit transmitted from the SBS
SBSi to its destination gateway GWj , h
χ
i,j,k be the number
of transmissions required to deliver bi,j,k to its destination
gateway when the spatial and temporal scheduling algo-
rithm χ ∈ Ω is adopted. The average transmission number
for transmitting a bit into a gateway is derived by
Y χ(M,N) = lim
T→∞
N∑
i=1
M∑
j=1
Nχ
i,j,T∑
k=1
hχi,j,k
N∑
i=1
M∑
j=1
Nχi,j,T
. (17)
Considering the stability of wireless backhaul networks,
the backhaul traffic at all SBSs are less than or equal to the
backhaul traffic at all gateways. In this case, the backhaul
traffic at all SBSs at a time slot is denoted by
N∑
i=1
Wi in
the wireless backhaul network. The average backhaul traffic
8of a SBS is denoted by
N∑
i=1
Wi
N in the wireless backhaul
network. Let tχi,j,k,l , 1 6 l 6 h
χ
i,j,k, be the time required
to transmit bi,j,k in the l - th transmission in the wireless
backhaul network and is derived by tχi,j,k,l =
N
N∑
i=1
Wi
.
Remark 1. The total transmission time is first considered
as the amount of traffic transmitted, measured in bits,
multiplied by the time required to transmit each bit, in the
wireless backhaul network on the individual SBS. Moreover,
the total transmission time in the wireless backhaul network
can also be calculated on the network level by evaluating
the number of simultaneous transmissions in the entire
wireless backhaul network. Obviously, the two values of
total transmission time considering at SBSs and network
level must be equal. On the basis of this observation, the
Theorem 2 can be established.
At time T , the total transmission time Ttotal during [0, T ]
includes the transmission time Tgate for backhaul traffic
that has reached its gateway and the transmission time
Tnorm for backhaul traffic still in the transit at SBSs, i.e.,
Ttotal = Tgate + Tnorm. Moreover, the transmission time
Tgate is calculated by
Tgate =
N∑
i=1
M∑
j=1
Nχ
i,j,T∑
k=1
hχ
i,j,k∑
l=1
tχi,j,k,l
=
N
N∑
i=1
Wi
·
N∑
i=1
M∑
j=1
Nχ
i,j,T∑
k=1
hχi,j,k.
(18)
Let yχmax be the maximum number of hops in all routes
of wireless backhaul network with the spatial and temporal
scheduling algorithm χ, obviously yχmax 6 N . Since the
wireless backhaul network is stable, there exists a small
positive constant α, independent of T , such that the total
amount of backhaul traffic in transit is bounded by αN .
Hence
Tnorm 6 y
χ
maxαNt
χ
i,j,k,l
6 αN2tχi,j,k,l
=
αN3
N∑
i=1
Wi
.
(19)
On the other hand, the total transmission time during
[0, T ] calculated on the network level equals Ttotal = N · T .
Therefore,
N
N∑
i=1
Wi
·
N∑
i=1
M∑
j=1
Nχ
i,j,T∑
k=1
hχi,j,k + Tnorm = N · T. (20)
When the time interval of [0, T ] is sufficiently large and
the wireless backhaul network is stable, the amount of traffic
in transit is negligibly small compared with the amount of
traffic that has already reached its gateway. Furthermore, we
can obtain the following result:
lim
T→∞
N∑
i=1
M∑
j=1
Nχ
i,j,T∑
k=1
hχi,j,k
N∑
i=1
Wi · T
= 1. (21)
Based on (1), (17) and (21), the transport capacity using
the spatial and temporal scheduling algorithm χ in a con-
nection cluster withM gateways and N SBSs is derived by
Cχ(M,N) =
N∑
i=1
Wi
Y χ(M,N)
+M ·WS . (22)
Based on (2), the network transport capacity of a connec-
tion cluster consisted ofM gateways and N SBSs is derived
by
C(M,N) = max
χ∈Ω
N∑
i=1
Wi
Y χ(M,N)
+M ·WS . (23)
Considering the maximum forwarding capacity of M
gateways M · WG and the stability of wireless backhaul
networks, the network transport capacity of a connection
cluster consisted ofM gateways and N SBSs satisfies:
min


max
χ∈Ω
N∑
i=1
Wi
Y χ(M,N)
+M ·WS , M ·WG


. (24)
3.3 Formulation and Decomposition of Cost Efficiency
Optimization
With the massive MIMO and millimeter wave communi-
cation technologies adopting at 5G SBSs, SBSs have enough
transmission rates used for wireless backhaul transmissions.
However, the cell size of SBSs is obviously reduced, e.g. the
coverage radius of 50 meters. To guarantee the seamless cov-
erage of 5G small cell networks, SBSs have to be deployed
by an ultra-dense deployment solution. Hence, there exist a
large number of SBSs in the 5G wireless backhaul network.
Based on the Theorem 1, SBSs in a given coverage, e.g. the
coverage of a macro cell, are formed into one connection
cluster if the density of SBSs is larger than a specific thresh-
old. Considering that SBSs are ultra-densely deployed in
the 5G wireless backhaul network, all SBSs are assumed
to be formed into one connection cluster in 5G wireless
backhaul network. Based on the Theorem 2, the network
transport capacity of wireless backhaul network increases
with the increase of the number of gateways. However, the
cost of wireless backhaul network is improved with the
increasing of the number of gateways. Hence, it is a key
issue for telecommunication providers to optimize the total
cost efficient of 5G wireless backhaul networks.
Based on the result of Theorem 2, the cost efficiency of 5G
wireless backhaul network withM gateways and N SBSs is
defined as:
e(M,N) ,
C(M,N)
ζ (EEM + EOP ) +M · EG , (25a)
9EOP = (POP1 + POP2) · TLifetime, (25b)
POP1 =M · (a · PNorm ·WG/W0 + b), (25c)
POP2 = N · (a · PNorm · W¯
/
W0 + b), (25d)
where EEM is the total embodied energy of wireless back-
haul network which is fixed as the 20% of whole energy
consumption of wireless backhaul network in the lifetime
[1], EOP is the total operation energy of wireless backhaul
network, which is calculated by the total operation energy
consumed by gateways POP1 and the total operation energy
consumed by SBSs POP2 in the lifetime of gateways and
SBSs, W¯ is the average transmission rate of wireless back-
haul traffic in the lifetime of the SBS, which is a constant.
PNorm is the normalized transmission power associated
with the normalized transmission rate W0 at the gateway
and SBS, a and b are fixed coefficients for computing the
operation energy consumption [1], ζ is the conversion factor
between the energy consumption and cost expense, EG is
the additional expense used for deploying the gateway.
Furthermore, the cost efficiency optimization of 5G wire-
less backhaul networks is formulated as
max
M,Wi,χ∈Ω
e(M,N)
s.t. (1)Wi 6 cl, l ∈ Louti , ∀SBSi ∈ N
(2) aτi +
∑
SBSp∈Vini
rτpi =
∑
SBSq∈Vouti
rτiq ,
∀SBSi ∈ V , SBSi 6= dτ , τ ∈ K
(3)Pi 6 Pmax, ∀SBSi ∈ N ,
(26)
where N is the set of non-gateway SBSs(andM, appearing
in the next formula, is the set of gateway SBSs), Pmax is
the maximum transmission power at the SBS. To keep the
stable of wireless backhaul networks, the flow balance con-
straint, i.e., (5) must be satisfied for the transport capacity
of network in evaluating the cost efficiency of 5G wireless
backhaul networks.
To optimize the cost efficiency of wireless backhaul net-
works, the optimization of gateways and wireless backhaul
routes need to be solved for wireless backhaul networks.
In general, the optimization of gateways, including the
configuration of the number and locations of gateways, can
stay for a long time after the wireless backhaul network
has been deployed. Hence, the optimization of gateways in
wireless backhaul networks can be updated in a long time
scale.
When the number and locations of gateways are fixed,
based on (25b), (25c) and (25d), WG and W¯ can be con-
figured as constants for the cost efficiency of 5G wireless
backhaul networks in the long time scale. In this case,
the energy consumption of wireless backhaul network is
assumed to be changeless. Furthermore, the optimization
of cost efficiency is simplified to the optimization of wire-
less backhaul transport capacity of network, which benefits
from the optimization of wireless backhaul routes. On the
other hand, in the short time scale, the wireless backhaul
routes are changed considering that the wireless channel
capacity over every hop of wireless backhaul network is
time-varying. As a consequence, a wireless backhaul routing
scheme χ should be optimized in the short time scale of
wireless backhaul networks.
Based on the optimization requirements of wireless back-
haul network in the long time and short time scales, a two-
scale joint optimization solution is formulated as follows:
max
M,Wi,χ∈Ω
e(M,N)


max
M
e(M,N), in long time scale;
max
Wi,χ∈Ω
Cχ(M,N), in short time scale.
(27a)
max
M
e(M,N)
s.t.M∪N = V ,M∩N = φ. (27b)
max
Wi,χ∈Ω
Cχ(M,N)
s.t. Wi 6 cl , ∀l ∈ L
aτi +
∑
SBSp∈Vini
rτpi =
∑
SBSq∈Vouti
rτiq ,
∀SBSi ∈ V , SBSi 6= dτ , τ ∈ K
Pi 6 Pmax, ∀SBSi ∈ N ,
(27c)
where ∪ and ∩ are operations of union and intersection on
two sets, respectively.
Moreover, the channel status information (CSI) is impor-
tant for optimizing the wireless backhaul routes in wireless
backhaul networks. Without loss of generality, the following
assumptions of CSI is declared in this study:
1) Every SBS can obtain the local CSI which includes
the CSI over every wireless channel associated with
the local SBS;
2) The macro cell BS can obtain all CSI of wireless
channels in the wireless backhaul network;
The spectrum efficiency over the link l is expressed by
SEl = log2
(∣∣∣INi
S,T
+ Pi
σ2Ni
S,T
F∗DF
∗
AHlPAPDP
∗
DP
∗
AH
∗
lFAFD
∣∣∣∣
)
.
(28)
Here, the interference from other links is assumed to be
ignored as [13]. Moreover, the transmission capacity of the
link l is derived by
c
l
= BsSEl
= Bslog2
(∣∣∣INi
S,T
+ Pi
σ2Ni
S,T
F∗DF
∗
AHlPAPDP
∗
DP
∗
AH
∗
lFAFD
∣∣∣∣
)
,
(29)
where Bs is the bandwidth of link l. Based on the pre-
coding/decoding optimization algorithms in [29], the maxi-
mum transmission capacity of the link l can be achieved. As
a consequence, the optimization of wireless backhaul route
can be achieved by maximizing the wireless transmission
capacity of every link in wireless backhaul networks.
4 OPTIMIZATION SOLUTION OF WIRELESS BACK-
HAUL NETWORKS
In this section, we give two algorithms to solve the two-scale
joint optimization solution of (27), respectively.
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4.1 Solution of Long time Scale Gateways Optimization
When BSs including the MBSs and SBSs are deployed in
5G dense small cell networks, the number and locations of
BSs are per-determined. In this study, we first select the
number and locations of gateways from the determined
SBSs for maximizing the cost efficiency of wireless backhaul
networks in long time scale. For a connection cluster with
n SBSs, we propose a new algorithm to obtain the opti-
mal number and location of gateways when the locations
{(xi, yi), 1 6 i 6 n} of SBSs SBSi are known. To easily
design the optimization algorithm in the long time scale,
the transmission rate of wireless backhaul traffic at SBSs
is configured as the maximum transmission rate W , i.e.,
Wi = W, i ∈ N . The network transport capacity of a
connection cluster is simplified as
C(M,N) , max
χ∈Ω
NW
Y χ(M,N)
+M ·WS . (30)
To optimize the cost efficiency of wireless backhaul
networks e(M,N), the network transport capacity of a
connection cluster needs to be maximized. To achieve the
maximum network transport capacity of a connection clus-
ter, the optimal solution can be implemented by a complete
traversal method, i.e., all combination of SBSs are consid-
ered to find the optimal gateways, which can be proposed in
our previous studies [20]. Considering the system model in
this paper, the computation complexity of optimal algorithm
in [20] is O(nM+3). Thus, it will cost much time for a large
number of iterations. Algorithm 2 proposed here is a more
efficient traversal algorithm which configures an initial set
of gateways and then traverses the rest of gateways to
replace the initial gateways for maximizing the network
transport capacity. Compared with the optimal algorithm
in [20], the proposed Algorithm 2 is the suboptimal solution
to maximize the network transport capacity of a connection
cluster. Algorithm 2 is developed as follows.
The complexity of Algorithm 2 is analyzed in the follow-
ing. The core functions of Algorithm 2 include the functions
of KnowGateway() and UnknowGateway(). The calculation
space of functions of KnowGateway() and UnknowGate-
way() depends on the number of SBSs in the coverage of
MBS. The functions of KnowGateway() and UnknowGate-
way() must be convergent when the coverage of MBS is
limited. Hence the Algorithm 2 must be convergent. For
the function of KnowGateway() in the Algorithm 2, the worst
case occurs when there is only one SBS in the range of one
hop. In this case, the complexity of function KnowGateway()
is O(n3). Moreover, the function KnowGateway() is called
by the function UnknowGateway() with O(n) times. Further-
more, the total complexity of Algorithm 2 is O(n4).
4.2 Solution of Short Time Scale Routes Optimization
After the number and locations of gateways are optimized
in the long time scale, wireless backhaul routes of wireless
backhaul networks can be optimized in the short time scale.
Based on system model in Fig. 1, all SBSs report the local
CSI to the macro cell BS in a time slot. The macro cell BS
works out the optimal backhaul route information and then
sends the optimal backhaul route information to all SBSs in
the next time slot, as depicted in Fig. 5.
Macro 
cell BS
Small 
cell BS
      of the link      ,
            and       
of small cell BS
l
c l
i
N _ hop
i
W
out
i
l
i
SBS
Fig. 5. Wireless backhaul route schedule process
Based on the CSI reported by N SBSs, a directional
connected graph with weight G = (V ,L) is formed for the
wireless backhaul network with M gateways, where V is
the set of SBSs and L is the link set of wireless backhaul
routes. A SBS can have multiple input links but only one
output link in the weighted directional connected graph,
where the weights of directed links correspond to the traffic
rates. In the end, the wireless backhaul route has a tree
topology with the root node at a gateway. If there are
multiple gateways in the wireless backhaul network, the
wireless backhaul routes are represented by multiple tree
topologies in the wireless backhaul network, i.e., every tree
topology has a root node at a gateway. In this case, the short
time scale optimization solution is obtained by first trans-
lating the weighted directed connected graph into multiple
tree topologies. Moreover, the generated tree topology can
maximize the network transport capacity of a connection
cluster and satisfy three constrains: a) the root node of
the tree topology is a gateway; b) the transmission rate
of SBS wireless backhaul traffic, which corresponds to the
weight of corresponding directed link, is less than or equal
to the wireless channel capacity; c) the wireless backhaul
traffic need to be balanced at SBSs. Furthermore, the average
transmission number is calculated by
Y χ(M,N) =
N∑
i=1
hopi
N
, (31)
where hopi is the hop number between the SBS SBSi
and the gateway. Thus, the network transport capacity of
wireless backhaul network is calculated by
C(M,N) = max
χ∈Ω
N ·
N∑
i=1
Wi
N∑
i=1
hopi
. (32)
Based on three constrains and (32), a maximum capacity
spanning tree (MCST) algorithm is developed to obtain the
tree topology with maximum network transport capacity
T = (U , T L), where U is the set of nodes, T L is the link
set. The detail MCST algorithm is illustrated in Algorithm
3. The calculation space of Algorithm 3 depends on the
set which includes all gateways in the coverage of MBS.
The Algorithm 3 must be convergent when the number of
gateways is limited in the coverage of MBS. The complexity
of Algorithm 3 is O(n2). To optimization the cost efficiency
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Algorithm 2 Long Time Optimization Solution. (Part I)
Input: MAX_M , n, the location of all the small cell BSs {(xp, yp), SBSp ∈ V}
Output: Mopt, PSM .
for M = 1 :MAX_M do
The minimum average hop number of wireless backhaul traffic in theM gateways macro cell is:
min
χ∈Ω
Y χ(M,N)← UnknowGateway ({(xp, yp), SBSp ∈ V} ,M) ;
The position ofM gateways are:
PSM = {(xq, yq), SBSq ∈ ΦG} ;
end for
ChooseM making energy efficiency to be the biggest:
Mopt ← argmax
M
e(M,N);
function UnknowGateway ({(xp, yp), SBSp ∈ V} ,M)
1) Initialization: Put all the small cell BSs into the set of small cell BS ΦS and empty the set of gateway ΦG.
2) while |ΦG| < M do
Array = zeros
for SBSi : SBSi ∈ ΦS do
Put small cell BS SBSi into set ΦG:
ΦG = ΦG + {SBSi} ;
Call function KnowGateway, then save the result returned by KnowGateway into an array Array:
Arrayi ← KnowGateway ({(xp, yp), SBSp ∈ V} , |ΦG| , {(xq , yq), SBSq ∈ ΦG}) ;
Remove the small cell BS SBSi out of set ΦG:
ΦG = ΦG − {SBSi} ;
end for
Put the small cell BS SBSi making Arrayi to be the biggest into set ΦG, and remove it from the set of small
cell BS ΦS :
k ← argmin
i
Arrayi
ΦG = ΦG + {SBSk} ; ΦS = ΦS − {SBSk} ;
end while
3) if M > 1 then
for SBSj : SBSj ∈ ΦG do
Array = zeros, Arrayj ← KnowGateway ({(xp, yp), SBSp ∈ V} , |ΦG| , {(xq , yq), SBSq ∈ ΦG}) ;
for SBSi : SBSi ∈ ΦS do
Exchange SBSj with SBSi (Put SBSj into the set of small cell, and remove it out of the set of gateway;
Put SBSi into the set of gateway, and remove it out of the set of small cell), then
Arrayi ← KnowGateway ({(xp, yp), SBSp ∈ V} , |ΦG| , {(xq , yq), SBSq ∈ ΦG}) ;
Exchange back SBSj with SBSi;
end for
k ← argmin
i
Arrayi
ΦG = ΦG + {SBSk} ; ΦS = ΦS − {SBSk} ;
if k 6= j then
Exchange SBSj with SBSk;
end if
end for
end if
end function
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Algorithm 2 Long Time Optimization Solution. (Part II)
function KnowGateway({(xp, yp), SBSp ∈ V},M , {(xq , yq), GWq ∈ M})
1) Initialization: For all the small cell BSs, state(i) = 0, SBSi ∈ V −M; All the gateways are 0 hop BSs.
2) for GWj : GWj ∈M do
Empty all the sets Φh, variable h← 0; Put gateway GWj into Φ0:
Φh = Φh + {GWj} ;
while Φh do
for SBSk ∈ Φh do
for SBSi ∈ V −M do
The distance between small cell BS SBSi and SBSi is Dik :
Dik ←
√
(xi − xk)2 + (yi − yk)2;
if state(i) == 0&&Dik ≤ D0 then
The minimum hop number between small cell BS SBSi and gateway GWj is h + 1, then put small
cell BS SBSi into set Φh+1 and change the state of small cell BS SBSi state(i) into 1:
hop(i, j)← h+ 1;Φh+1 = Φh+1 + {SBSi} ;
end if
end for
end for
Search the small cell BSs whose minimum hop number backhauling to gateway GWj is h+ 1:
h← h+ 1;
end while
end for
3) The routing link with minimum hop number is selected for relaying the wireless backhaul traffic between the
small cell BS SBSi and the corresponding gateway:
hop(i)← min
GWj∈M
hop(i, j);
4) The minimum average hop number of wireless backhaul traffic in the macro cell is calculated by:
min
χ∈Ω
Y χ(M,N)←
∑
SBSi∈V−M
hop(i)
|V −M| ;
5) return min
χ∈Ω
Y χ(M,N).
end function
of 5G wireless backhaul networks, the number and locations
of gateways can be adjusted by Algorithm 2 per month/year
and then the wireless backhaul routes can be adjusted by
Algorithm 3 per hour/day.
5 SIMULATION RESULTS AND DISCUSSION
Based on the proposed two-scale joint optimization algo-
rithm, the effect of various system parameters on the cost
efficiency and transport capacity of network is analyzed
and compared by numerical simulations in this section.
Without loss of generality, the number of data streamsN iS,T
at every SBS is configured to be the same. The maximum
transmission rate of wireless backhaul traffic at every SBS is
configured asW = 10Gbps considering the millimeter wave
technology. The detailed parameters of simulation system
are illustrated in Table 2.
Fig. 6 illustrates the cost efficiency of 5G wireless back-
haul networks with respect to the number of total SBSs
with different number of gateways. When the number of
gateways is fixed in Fig. 6(a), the cost efficiency of 5G
wireless backhaul networks increases with the increase of
the number of SBSs. When the number of total SBSs is fixed
in Fig. 6(a), there is a maximum cost efficiency in 5G wire-
less backhaul networks with different number of gateways.
The reason of existing the maximal value is that the cost
of 5G wireless backhaul networks increases linearly with
the increase of the number of gateways, but the transport
capacity of network does not always substantially increase.
Moreover, the number of gateways corresponding to the
maximum cost efficiency increases with the increase of the
number of total SBSs in 5G wireless backhaul networks.
Fig. 6(b) describes the cost efficiency of 5Gwireless backhaul
networks with respect to the number of total SBSs when the
number of gateways is equal to 6. The results of Fig. 6(b)
imply that the cost efficiency approach to an upper limit,
i.e., 1.7008 Mbps/€, when the density of SBSs is larger than
350.
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Algorithm 3 MCST Algorithm.
Input: The set of gateways M and the set of SBSs N , wireless channel capacities over all wireless links in the wireless
backhual netwok.
1) Initialization: The set of node U = M, the set of candidate links CL including all links between nodes Zj ∈
M, 1 6 j 6 M and Zi ∈ N , 1 6 j 6 N , the hop number between the gateway and the node Zj ∈ M is 0, empty
the set of link T L.
2) while V − U do
Traverse the link in the set of candidate links ((Zj , Zv) , Zj ∈ U , Zv ∈ V − U), then choose the link making
(|U−M|+1)·
( ∑
Zi∈U−M
Wi+Wv,tmp
)
∑
Zi∈U−M
hopi+hopv,tmp
to be the biggest capacity (where hopv,tmp ← hopj + 1 is the number of hop
between the gateway and a temporary node Zv,tmp ∈ V −U ,Wi andWv,tmp are restricted by the constrains of b)
and c)), then
Put (Zj , Zv) into the set of links T L; Put Zv into U :
U=U+{Zv};
The number of hop hopv between the gateway and the node Zv is one more than the number hopj of hop
between the gateway and the node Zj :
hopv ← hopj + 1;
The next hop node N_hopv between the gateway and the node Zv is assigned by Zj :
N_hopv=Zj;
Update the candidate links in CL: The set of candidate links CL only includes all links between nodes Zj ∈ U
and Zv ∈ V − U
end while
Output: T L, N_hop.
TABLE 2
Default parameters of simulation systems
Parameters Default values
The maximum distance of every hop D0 200 meters [30]
The radius of macro cell R 500 meters
The density of SBSs in a wireless backhaul network µ 100/
(
piR2 · km2)
The conversion factor ζ 1 €/kWh [31]
Lifetime of SBS TLifetime 5 years [32]
The fixed coefficient a 7.84
The fixed coefficient b 71.5 Watt
The normalized transmission power at SBS PNorm 1 Watt
The normalized transmission rate at SBSW0 1 Gbps
The additional expense used for deploying the gateway E 3900€ [33]
Wave length of millimeter wave λ 5 millimeters
Path loss coefficient γ 2
Distance among antennas d 2.5 millimeters
Number of transmission antennas at SBS NT 16
Number of receive antennas at SBS NR 128
Number of RF chains at a transmitter NTRF 4
Number of RF chains at a receiver NRRF 4
Number of data stream N iS,T 2
The maximum transmission power Pmax 1 Watt [34]
The maximum forwarding capacity of the gatewayWG 100 Gbps
Bandwidth of SBSs Bs 1 GHz
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(a)Cost efficiency of 5G wireless backhaul networks with respect to the 
number of  total SBSs with different number of gateways.
(b) Cost efficiency of 5G wireless backhaul networks with respect to the 
number of total SBSs.
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Fig. 6. Cost efficiency of 5G wireless backhaul networks with respect to
the number of total SBSs with different number of gateways.
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Fig. 7. Cost efficiency of 5G wireless backhaul networks with respect to
the gateway maximum transmission rate considering different number of
gateways.
Fig. 7 shows the Cost efficiency of 5G wireless backhaul
networks with respect to the gateway maximum transmis-
sion rate considering different number of gateways. When
the number of gateways is fixed, the cost efficiency of 5G
wireless backhaul networks decreases with the increase of
the gateway maximum transmission rate. When the gate-
way maximum transmission rate is fixed, the cost efficiency
of 5G wireless backhaul networks first increases with the
increase of the number of gateways and then decreases
with the increase of the number of gateways after the cost
efficiency reaches the given maximum.
Fig. 8 shows the network transport capacity of 5G
wireless backhaul networks with respect to the SNR over
wireless channels and different number of gateways. When
the number of gateways is fixed, the network transport
capacity of 5G wireless backhaul networks increases with
the increase of SNR values over wireless channels. When
0 10 20 30 40
0
500
1000
1500
2000
2500
SNR(dB)
N
e
tw
o
rk
 t
ra
n
s
p
o
rt
 c
a
p
a
c
it
y
(G
b
p
s
)
 
 
M=3
M=4
M=5
M=6
M=7
0
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
 
 
Fig. 8. Network transport capacity of 5G wireless backhaul networks
with respect to the SNR over wireless channels and different number of
gateways.
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Fig. 9. Cost efficiency of 5G wireless backhaul networks with respect to
the SNR over wireless channels and different number of gateways.
the SNR value is fixed, the network transport capacity of 5G
wireless backhaul networks increases with the increase of
number of gateways.
Fig. 9 describes the cost efficiency of 5G wireless back-
haul networks with respect to the SNR over wireless chan-
nels and different number of gateways. When the number
of gateways is fixed, the cost efficiency of 5G wireless
backhaul networks increases with the increase of the SNR
values over wireless channels. When the SNR value is fixed
over wireless channels, there is a maximum cost efficiency
in 5G wireless backhaul networks with different number
of gateways. Moreover, the optimal number of gateways
corresponding to the maximum cost efficiency is 5.
To compare the increment of cost efficiency improved
by the MCST algorithm, the increment of cost efficiency
among the MCST, Bellman-Ford (BF) [35] and shortest path
(SP) [36], [37] algorithms with respect to the SNR values
considering different numbers of gateways is illustrated in
Fig. 10(b), in which the increment between the MCST and
BF algorithms is labelled as "MCST-BF" and the increment
between the MCST and SP algorithms is labelled as "MCST-
SP". When the number of gateway is configured as 1, the
maximum increment of cost efficiency are 94% and 381%
between the MCST and BF algorithms and between the
MCST and SP algorithms in Fig. 10(b), respectively. When
the number of gateways is 5, the maximum increment of
cost efficiency are 10% and 13% between the MCST and BF
algorithms and between the MCST and SP algorithms in
Fig. 10(b), respectively.
Fig.11 describes the network transport capacity of 5G
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Fig. 10. Cost efficiency of 5G wireless backhaul networks with respect
to the SNR over wireless channels and different number of gateways.
wireless backhaul networks with respect to the MCST, BF
and SP algorithms considering different SNR values. Based
on the results in Fig. 11(a), the network transport capacity
of MCST algorithm is always larger than that of BF and SP
algorithms in 5G wireless backhaul networks. The reason
of this result is that the MCST algorithm can dynamically
change the routes as the wireless link states are changed. As
a consequence, the wireless channel capacity of the routes
scheduled by the MCST algorithm is larger than or equal
to the wireless channel capacity of the routes scheduled by
the BF and SP algorithms. When the number of gateway is
configured as 1, the maximum network transport capacity
of the proposed MCST algorithm is improved by 77% and
380% compared with the BF and SP algorithms in Fig. 11(b),
respectively. When the number of gateway is configured as
5, the maximum network transport capacity of the proposed
MCST algorithm is improved by 10% and 13% compared
with the BF and SP algorithms in Fig. 11(b), respectively.
Fig.6 and Fig. 7 analyze the impact of number and loca-
tions of gateways implemented by Algorithm 2 on the cost
efficiency of 5G wireless backhaul networks. Considering
the number of SBSs and the gateway maximum transmis-
sion rate, the optimal number and locations of gateways can
be selected by Algorithm 2 which can achieve the maximum
cost efficiency of 5G wireless backhaul network in a long
time scale. Fig. 9 and Fig. 10 investigate the impact of
wireless channel conditions implemented by Algorithm 3 on
the cost efficiency of 5G wireless backhaul networks. When
the optimal number of gateways is fixed by Algorithm 2,
the wireless backhaul route can be selected by Algorithm 3
based on the wireless channel conditions, i.e., SNR values
in a short time scale. Moreover, the increment between
the Algorithm 3 and conventional BF and SP algorithms is
illustrated in Fig. 10. Based on the results of Fig. 6, Fig. 7,
Fig. 9 and Fig.10, the cost efficiency of 5G wireless backhaul
networks can be improved by Algorithm 2 and Algorithm
3.
6 CONCLUSIONS
In this paper, a two-scale cost efficiency optimization algo-
rithm is proposed for 5G wireless backhaul networks. In the
long time scale, the number and positions of gateways are
optimized by the LTO algorithm. In the short time scale,
the transport capacity of network is optimized by the MCST
algorithm. Numerical results show that there is an optimal
number of gateways for the maximum cost efficiency of
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Fig. 11. Network transport capacity of 5G wireless backhaul networks
with respect to the SNR over wireless channels and different number of
gateways.
5G wireless backhaul networks and the MCST algorithm
can significantly improve the cost efficiency of 5G wireless
backhaul networks. Our results provide useful guideline for
the deployment and optimization of 5G wireless backhaul
networks.
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