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Abstract—The eigenvalue decomposition (EVD) parameters of
the second order statistics are ubiquitous in statistical analysis
and signal processing. Notably, the EVD of robust scatter M -
estimators is a popular choice to perform robust probabilistic
PCA or other dimension reduction related applications. Towards
the goal of characterizing the behavior of these quantities, this
paper proposes new asymptotics for the EVD parameters (i.e.
eigenvalues, eigenvectors and principal subspace) of the scatter
M -estimator in the context of complex elliptically symmetric
distributions. First, their Gaussian asymptotic distribution is
obtained by extending standard results on the sample covari-
ance matrix in a Gaussian context. Second, their convergence
rate towards the EVD parameters of a Gaussian-Core Wishart
Equivalent is derived. This second result represents the main
contribution in the sense that it quantifies when it is acceptable
to directly plug-in well-established results on the EVD of Wishart-
distributed matrix for characterizing the EVD of M -estimators.
Eventually, some examples (low-rank adaptive filtering and In-
trinsic bias analysis) are provided to illustrate where the obtained
results can be leveraged.
I. INTRODUCTION
The second order statistics plays a key role in signal
processing and machine learning applications. Usually, this
parameter is unknown and has to be estimated in order to apply
a so-called adaptive process. In this scope, the M -estimators
of the scatter [1], [2] have attracted a lot of interest [3]–[8]
due to their robustness properties over the family of Complex
Elliptically Symmetric (CES) distributions [5]. They notably
offer robustness to outliers and heavy tailed samples (now
common in modern datasets), where the traditional Sample
Covariance Matrix (SCM) usually fails to provide an accurate
estimation.
The statistical characterization of the M -estimators of the
scatter is a complex issue since they are defined by fixed-
point equations. While the SCM in a Gaussian setting follows
a well-known Wishart distribution [9], the true distribution of
the M -estimators remains unknown. Several works derived
asymptotic characterization for these estimators. Their asymp-
totic Gaussian distribution was derived in [10] and extended to
the complex case in [5], [11]. Probably approximately correct
(PAC) error bounds have been studied in [12]. Their analysis
in the large random matrix regime (i.e. when both the number
of samples and the dimension tends to infinity at the same rate)
has been established in [13], [14]. Recently, [15], [16] showed
that their distribution can be very accurately approximated by
a Wishart one of an equivalent Gaussian core model referred
to as Gaussian Core Wishart Equivalent (GCWE).
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Additionally, the eigenvalue decomposition (EVD) of M -
estimators is required in numerous processes. Indeed, the
eigenvectors of the scatter matrix are involved in probabilistic
PCA algorithms [17], [18], as well as in the derivation of
robust counterparts of low rank filters or detectors [19],
[20]. The eigenvalues of the scatter are used in model order
selection [21], [22], functions of eigenvalues are involved in
various applications such as regularization parameter selec-
tion [6], [23], detection [24], and classification [25]. Hence
accurately characterizing the distribution of the M -estimators
EVD represents an interest, both from the points of view
of performance analysis and optimal process design. In this
paper, we derive new asymptotic characterizations for the EVD
parameters of scatter M -estimators in the general context of
CES-distributed samples. For the eigenvalues, the eigenvectors
and the principal subspace (i.e. the subspace spanned by the
r strongest eigenvectors), we derive:
• The standard Gaussian asymptotic distribution. This re-
sult is obtained by extending the analysis of [26] (for
the SCM) and perturbation analysis of [27], [28] to the
complexM -estimators. This asymptotic analysis provides
an extension of [17], [29] since it gives the informa-
tion about the covariance between the eigenvalues of
an M -estimator and provides the exact structure of the
asymptotic covariance and pseudo-covariance matrix of
principal subspace. Also, contrary to [17], [29], all the
results in this paper are derived for complex data.
• The convergence rate towards the EVD parameters of
a GCWE by extending the results of [15], [16]. This
result represents the main contribution in the sense that
it quantifies when it is acceptable to directly plug-in well
established results on the EVD of Wishart-distributed
matrices for characterizing the EVD of M -estimators [9],
[30].
In the last part, we eventually give some examples where the
proposed results can be leveraged. Concerning the eigenvec-
tors and principal subspaces, we derive the performance of
Low rank filters [31] build from M -estimators. Regarding the
eigenvalues, we address the complex issue of characterizing
the intrinsic bias [32] of M -estimators in CES distribution.
This quantity has been studied in [32] for the SCM in a Gaus-
sian context thanks to the distribution of the eigenvalues of a
Wishart matrix [9]. Extending this analysis to M -estimators
represents, at first sight, an intractable problem. However, our
proposed GCWE allows to derive an accurate approximation
of this quantity.
The rest of this paper is organized as follows. Section II
introduces the CES distributions and M -estimators. Section
III contains the main results about eigenvalue decomposition
2of M -estimators. In Section IV, we introduce LR standard
models and present main results about principal subspaces
of M -estimators. In Section V Monte Carlo simulations
are presented in order to validate the theoretical results.
In addition, examples of applications of the results are
presented. Finally, some conclusions and perspectives are
drawn in Section VI.
Notations - Vectors (resp. matrices) are denoted by bold-
faced lowercase letters (resp. uppercase letters). T , ∗, H and
+ respectively represent the transpose, conjugate, Hermitian
operator and pseudo-inverse of a matrix. i.i.d. stands for “in-
dependent and identically distributed”, w.r.t. for “with respect
to” and ∼ means “is distributed as”. d= stands for “shares the
same distribution as”,
d→ denotes convergence in distribution
and ⊗ denotes the Kronecker product. vec(·) is the operator
which transforms a matrix p × n into a vector of length pn,
concatenating its n columns into a single column. Moreover,
Ip is the p× p identity matrix, 0 the matrix of zeros with ap-
propriate dimension and K is the commutation matrix (square
matrix with appropriate dimensions) which transforms vec(A)
into vec(AT ), i.e. K vec(A) = vec(AT ). H++M is the set of
Hermitian positive definite matrices. The set of semi-unitary
matrices is denoted as Upr =
{
U ∈ Cp×r,UHU = Ir
}
.
Finally, GCN (0,V,W) denotes the zero-mean non-circular
improper complex normal distribution with covariance matrix
V and pseudo-covariance matrix W [5].
II. BACKGROUND
A. CES distributions
Complex Elliptically Symmetric (CES) distributions form
a general family of circular multivariate distributions [5]. The
probability density functions (PDFs) of a CES distribution can
be written as
fz(z) = C|Σ|−1 gz
(
(z − µ)HΣ−1(z− µ)) (1)
where C is a normalisation constant and gz : [0,∞)→ [0,∞)
is any function (called the density generator) ensuring Eq. (1)
defines a PDF. These CES distributions will be denoted by
CES (µ,Σ, gz). The Complex Normal (Gaussian) distribution
is a particular case of CES distributions in which gz(z) = e
−z
and C = π−p. We denote this distribution as z ∼ CN (µ,Σ)
(see [5] and Section V for more examples of CES distribu-
tions).
Gaussian-cores representation In [16] the so-called
Gaussian-core model has been used as an alternative to the
classic stochastic representation [33] of CES-distributed vec-
tors. A random vector z ∼ CES(0,Σ, gz) can be represented
as
z
d
=
√Q
‖g‖Ag (2)
where Σ = AAH is a factorization of Σ and g ∼ CN (0, I).
Q is a non-negative real random variable, called the modular
variate, independent of g with a PDF depending only on gz.
We refer to x = Ag as the Gaussian-core of z.
B. M -estimators and SCM
Let (z1, . . . , zn) be an n-sample of p-dimensional complex
i.i.d. vectors with zi ∼ CES(0,Σ, gz). An M -estimator,
denoted by Σ̂, is defined by the solution of the following
M -estimating equation
Σ̂ =
1
n
n∑
i=1
u(zHi Σ̂
−1
zi)ziz
H
i (3)
where u is any real-valued weight function on [0,∞) that
respects Maronna’s conditions (ensuring existence and unique-
ness) [1]. The theoretical scatter matrix M -functional is de-
fined as a solution of
E[u(zHΣ−1σ z)zz
H ] = Σσ. (4)
The M -functional is proportional to the true scatter matrix
parameter Σ as Σσ = σ
−1Σ, where the scalar factor σ > 0
can be found by solving
E[Ψ(σt)] = p (5)
with Ψ(σt) = u(σt)σt and t = zHΣ̂
−1
z.
The sample covariance matrix (SCM) [34] is given by
Σ̂SCM =
1
n
n∑
i=1
ziz
H
i . (6)
The SCM can be considered as a “limited case” of Eq. (3)
when u(zHi Σ̂
−1
zi) = 1. This estimator is usually used when
the data is assumed to be Gaussian-distributed, since it is
the Maximum Likelihood Estimator (MLE) in that case. Note
that for the SCM, (3) becomes explicit which makes this
estimator very convenient for statistical analysis. Indeed, for
z ∼ CN (0,Σ), it follows a Wishart distribution with well-
known properties [9]. However, since the SCM is not robust,
it can perform very poorly in comparison to M -estimators in
CES framework.
C. Standard Asymptotic Regime
Let (z1, . . . , zn) be an n-sample of p-dimensional complex
independent vectors with zi ∼ (0,Σ, gz), i = 1, . . . , n. We
consider the complex M -estimator Σ̂ that verifies Eq. (3)
and follows Maronna’s conditions [1], and we denote Σσ the
solution of Eq. (4).
Theorem II.1 The asymptotic distribution of Σ̂ is given by
[5], [11] as
√
nvec
(
Σ̂−Σσ
)
d→ GCN (0,C,P)
where the asymptotic covariance and pseudo-covariance ma-
trices are{
C = ϑ1Σ
T
σ ⊗Σσ + ϑ2vec (Σσ) vec (Σσ)H ,
P = ϑ1
(
ΣTσ ⊗Σσ
)
K+ ϑ2vec (Σσ) vec (Σσ)
T
.
(7)
The constants ϑ1 > 0 and ϑ2 > −ϑ1/p are given by
ϑ1 = c
−2
M aMp(p+ 1)
ϑ2 = (cM − p2)−2(aM − p2)− c−2M aM (p+ 1)
(8)
3where
aM = E[Ψ
2(σQ)]
cM = E[Ψ
′(σQ)σQ] + p2.
with Q defined in Eq. (2).
Remark II.1 Note that for the SCM built with Gaussian-
ditributed data ϑ1 = 1 and ϑ2 = 0 with Σσ = Σ.
D. Gaussian-Core Wishart Equivalent (GCWE)
The asymptotic distribution of the difference between an
M -estimator and the SCM built with Gaussian-cores of CES
data (Eq. (2)), has been recently derived in [16].
Assumed Gaussian-core model: Let us assume n measure-
ments (z1, . . . , zn) where zi =
√Qi/‖gi‖Agi following
CES (0,Σ, gz), i = 1, . . . , n, where
• Σ̂ is an M -estimator built with (z1, . . . , zn) using Eq.
(3),
• Σ̂GCWE =
1
n
∑n
i=1 xix
H
i is the SCM built with
Gaussian-cores xi = Agi ∼ CN (0,Σ) of zi, i =
1, . . . , n, given by Eq. (2) that represent only fictive data
used for theoretical purposes.
Hereafter, we always consider the same model.
Theorem II.2 Let σ be the solution of Eq. (5). Then, the
asymptotic distribution of σΣ̂− Σ̂GCWE is given by [16]
√
nvec
(
σΣ̂− Σ̂GCWE
)
d→ GCN
(
0, C˜, P˜
)
(9)
where C˜ and P˜ are defined by
C˜ = σ1Σ
T ⊗Σ+ σ2vec(Σ)vec(Σ)H ,
P˜ = σ1
(
ΣT ⊗Σ
)
K+ σ2vec(Σ)vec(Σ)
T (10)
with σ1 and σ2 given by
σ1 =
ap(p+ 1) + c(c− 2b)
c2
σ2 =
a− p2
(c− p2)2 −
a(p+ 1)
c2
+ 2
p(c− b)
c(c− p2) (11)
where
a = E[Ψ2(σQ)]
b = E[Ψ(σQ)‖g‖2]
c = E[Ψ′(σQ)σQ] + p2.
An important note is that these factors are much smaller
than the ones in the regular asymptotic regime (Eq. (8))
meaning that the behavior of anM -estimator can be accurately
approximated with the behavior of the corresponding Wishart-
distributed matrix.
III. ASYMPTOTICS OF M -ESTIMATORS’ EIGENVALUE
DECOMPOSITION
The EigenValue Decomposition (EVD) of a (scatter) matrix
Σ is defined as
Σ
EVD
= UΛUH (12)
with
UHU = I (13)
where U = [u1, . . . ,up] ∈ Upp and Λ = diag(λ), λ =
[λ1, . . . , λp] ∈ Rp. In the following we assume ordered
eigenvalues λ1 > . . . > λp > 0 .
We define the operators θj and φj returning respectively
the jth eigenvector and eigenvalue as{
uj = θj (Σ) ,
λj = φj (Σ) .
(14)
Let us again assume the Gaussian-core model proposed in
Section II-D and û
M
j = θj
(
Σ̂
)
ûGCWEj = θj
(
Σ̂GCWE
)
,
λ̂Mj = φj
(
Σ̂
)
λ̂GCWEj = φj
(
Σ̂GCWE
)
.
(15)
with φ = [φ1, . . . , φp]. In the following we derive the
asymptotic distribution for these quantities.
Theorem III.1 (Standard asymptotic regime) Let Σˆ be a
scatter M -estimator with Σˆ
EVD
= Uˆdiag(λˆ)UˆH . The asymp-
totic distribution of the eigenvalues and eigenvectors is char-
acterized by
√
n
(
σλ̂
M − λ
)
d→ N
(
0, ϑ1Λ
2 + ϑ2λλ
T
)
,
√
nΠ⊥j û
M
j
d→ CN (0,Ξj) .
(16)
where
Ξj = ϑ1λjUΛ(λjI−Λ)+2UH (17)
with Π⊥j = I− ujuHj and ϑ1, ϑ2 given by Eq. (8).
Proof: See Appendix A.
Theorem III.2 (GCWE) Asymptotic distribution of the dif-
ference between the eigenvalues and eigenvectors of an M -
estimators and GCWE is given by
√
n
(
σλ̂
M − λ̂GCWE
)
d→ N
(
0, σ1Λ
2 + σ2λλ
T
)
,
√
nΠ⊥j
(
ûMj − ûGCWEj
) d→ CN (0, σ1/ϑ1Ξj) .
(18)
with Ξj and σ1, σ2 given by Eqs. (17) and (11), respectively.
Proof: See Appendix B.
Remark III.1 • The results given in Theorem III.1 are
interesting since, besides the variance of each eigenvalue,
they provide the correlation between them. Note that for
a Wishart-distributed matrix this correlation is equal
to zero, as shown in [26] for real case. Conversely,
we showed that the eigenvalues of an M -estimator are
asymptotically correlated, as stated in [17] (but not
4explicitly characterized). This correlation depends on the
second scale parameter ϑ2. Concerning the eigenvectors,
note that the covariance depends only on ϑ1 since θj is
scale invariant w.r.t. to the covariance matrix (see [11]
for more details).
• Theorem III.2 characterizes the asymptotic variance of
the EVD of an M -estimator compared to the one of its
GCWE. It shows that their covariance structure is the
same as for the standard asymptotic regime. However
the scale σ1 is much smaller than ϑ1, especially when
p increases. Therefore, the GCWE provides a better
asymptotic characterization of the M -estimator’s EVD.
IV. ASYMPTOTICS OF M -ESTIMATORS’ PRINCIPAL
SUBSPACE
Consider the special case of low-rank plus identity (also
referred to as factor model)
Σ = Σr + γ
2Ip (19)
with
Σr = UrΛrU
H
r (20)
with Ur ∈ Upr and Λ ∈ Cr×r. The principal subspace is
defined as
Πr = UrU
H
r . (21)
Let us consider an M -estimator built with (z1, . . . , zn)
where zi ∼ CES
(
0,Σr + γ
2Ip
)
and the GCWE built
with fictive data (x1, . . . ,xn) given by Eq. (2) where
xi ∼ CN
(
0,Σr + γ
2Ip
)
, i = 1, . . . , n. Assume then
that ÛMr is the estimate of Ur obtained with the M -
estimator, i.e., ÛMr =
[
θ1
(
Σ̂
)
, . . . , θr
(
Σ̂
)]
, while ÛGCWEr
is its estimate obtained with the GCWE, i.e., ÛGCWEr =[
θ1
(
Σ̂GCWE
)
, . . . , θr
(
Σ̂GCWE
)]
. Therefore, one can con-
struct the following projectors
Π̂
M
r = Û
M
r
(
ÛMr
)H
,
Π̂
GCWE
r = Û
GCWE
r
(
ÛGCWEr
)H
.
(22)
Theorem IV.1 (Standard asymptotic regime) Let Π̂
M
r the
estimate of the projector Πr obtained using an M -estimator
defined in Eq. (22). The asymptotic distribution of Π̂
M
r is given
by
√
nvec
(
Π̂
M
r −Πr
)
d→ GCN (0, ϑ1ΣΠ, ϑ1ΣΠK) , (23)
where
ΣΠ = A
T ⊗B+BT ⊗A (24)
with A = Ur
(
γ2Λ−2r +Λ
−1
r
)
UHr , B = γ
2Π⊥r and ϑ1, ϑ2
given by Eq. (8).
Proof: See Appendix C.
Theorem IV.2 (GCWE) Let Π̂
M
r and Π̂
GCWE
r be the es-
timates of the projector Πr defined in Eq. (22). Then, the
asymptotic distribution of Π̂
M
r is given by
√
nvec
(
Π̂
M
r − Π̂
GCWE
r
)
d→ GCN (0, σ1ΣΠ, σ1ΣΠK)
(25)
with ΣΠ and σ1, σ2 given by Eqs. (24) and (11), respectively.
Proof: See Appendix D.
Remark IV.1 Theorem IV.1 (resp. IV.2) extend the results of
Theorem III.1 (resp. III.2) to the principal subspace of M -
estimators, which is a parameter of significant interest. We
can draw the same conclusions as previously, notably, that
the GCWE provides a better asymptotic characterization of
this parameter.
V. SIMULATIONS AND EXAMPLES
A. Parameters setup
In order to validate the theoretical results we draw zero-
mean t-distributed data with d degrees of freedom (DoF)
whose PDF is given by Eq. (1) with
gz(x) =
(
1 +
2x
d
)−(p+d/2)
(26)
and Ct = 2
pΓ(p + d2 )/[(πd)
pΓ(d2 )]. The corresponding
stochastic representation is given by Eq. (2) for Q ∼ pF2p,d.
The DoF parameter is set to 3. The dimension of the data is
p = 20. The scatter matrix is Toeplitz, i.e. elements are defined
by Σjk = ρ
|j−k|, j, k = 1, . . . , p, with correlation coefficient
ρ set to 0.9(1 +
√−1)/√2.
In order to carry out the simulations we will use the Stu-
dent’sM -estimator that is the MLE for Student’s t-distribution
and can be obtained as solution of Eq. (3) for
u (x) =
2p+ d
d+ 2x
. (27)
In this context, the parameters for asymptotic distribution
of Student’s M -estimator are given in Table I.
Standard regime Gaussian equivalent
ϑ1 =
p + d/2 + 1
p+ d/2
σ1 =
1
p + d/2
ϑ2 =
2
d
×
p+ d/2 + 1
p + d/2
σ2 =
2
d
×
p+ d/2 + 1
p+ d/2
Table I: Coefficients ϑ1, ϑ2, σ1 and σ2 for Student’s M -
estimator
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Figure 1: Empirical (MSE) and theoretical (T ) mean squared
error on eigenvalues: Results for the standard asymptotic
regime
(
λ̂
t − λ
)
and Gaussian equivalent
(
λ̂
t − λ̂GCWE
)
;
t-distributed data with p = 20, d = 3.
B. Experiments for eigenvalues
1) Validation of theoretical results: Let us consider
λ̂
t
= φ
(
Σ̂t
)
where Σ̂t is the Student’s M -estimator and
λ̂
GCWE
= φ
(
Σ̂GCWE
)
, where Σ̂GCWE is the SCM built
with the Gaussian kernels of the observed data (GCWE).
Figure 1 displays the empirical mean squared error
(MSE) of λ̂
t
when comparing to λ and λ̂
GCWE
, de-
noted as MSE
(
λ̂
t − λ
)
and MSE
(
λ̂
t − λ̂GCWE
)
respec-
tively. These quantities are compared to the correspond-
ing asymptotic theoretical values, i.e. the traces of the
asymptotic covariance matrices given in Eqs. (16) and
(18), denoted as T
(
λ̂
t − λ
)
= Tr
(
ϑ1Λ
2 + ϑ2λλ
T
)
and
T
(
λ̂
t − λ̂GCWE
)
= Tr
(
σ1Λ
2 + σ2λλ
T
)
. The horizontal
scale represent the number of observations n.
First, we observe from Figure 1 that the empirical results
(red and blue curves) tend to the corresponding theoretical
ones (black curves) as n increases. Another remark is that
the error of λ̂
t
is much smaller when comparing to λ̂
GCWE
than to λ. This support the idea that the distribution of the
eigenvalues of an M -estimator (in this case Student’s MLE)
is better approximated with the one of the eigenvalues of the
GCWE, then with the asymptotic Normal distribution based
on the eigenvalues of the true scatter matrix.
2) Application: In [32] were derived an Intrinsic (i.e.
Riemannian Manifold oriented) counterpart of the Crame´r-
Rao inequality. In the context of covariance matrix estimation,
these results allows notably to bound the expected natural
Riemannian distance (rather than the Frobenius norm):
d2nat (Σ1,Σ2) =
∥∥∥ln(Σ−1/21 Σ2Σ−1/21 )∥∥∥2
F
=
p∑
j=1
ln2 λdj
where λdj is the j
th eigenvalue of Σ−11 Σ2. This analysis also
reveals unexpected and hidden properties of estimators, such
as a bias of the SCM w.r.t. the natural metric on H++M . In
this scope, the biased Intrinsic Crame´r-Rao bound (CRLB)
is established for the SCM in a Gaussian context as [32,
Corollary 5]:
E
[
d2nat
(
ΣˆGCWE,Σ
)]
≥ p
2
n
+ pη (p, n)
2
. (28)
The term η (p, n) in (28) is related to the intrinsic bias (IB)
of the SCM given in [32, Theorem 7] by
E
[
exp−1Σ ΣˆGCWE
]
= −η(p, n)Σ (29)
with
η(p, n) =
1
p
{p lnn+ p− ψ(n− p+ 1)
+ (n− p+ 1)ψ(n− p+ 2)
+ ψ(n+ 1)− (n+ 1)ψ(n+ 2)}
(30)
and where ψ(x) = Γ′(x)/Γ(x) is the digamma function.
For CES-distributed samples, the CRLB on d2nat has been
derived in [35] for any unbiased estimator Σˆ as
E
[
d2nat
(
Σˆ,Σ
)]
≥ p
2 − 1
nα
+ (n(α+ pβ))−1. (31)
with α =
(
1− E[Q
2φ′(Q)]
p(p+1)
)
and β = α− 1. Extending the
Corollary 5 of [32] in this context would requires to derive the
intrinsic bias of anM -estimator obtained with CES-distributed
samples. The problem appears intractable since this result is
mainly obtained thanks to the distribution of the eigenvalues of
a Wishart-distributed matrix. However the GCWE equivalent
from Theorem III.2 (as well as the previous simulation results)
gives a reasonable theoretical ground for the approximation
E[exp−1Σ ΣˆM ] ≃ −η(p, n)Σ for any M -estimator consistent
in scale under the CES framework. Hence, we can propose
to incorporate an equivalent bias term in (31) to obtain an
accurate approximation of the biased intrinsic CRLB for M -
estimators build form CES-distributed samples (AB CRLB).
Figure 2 illustrates this point. Indeed, it can be seen that the
empirical intrinsic bias obtained with Student’s M -estimator
computed with t-distributed data coincides with the intrinsic
bias based on the SCM built with corresponding Gaussian-
cores and the theoretical result (Eq. (30)). This once again
confirms previous results and supports the proposed approxi-
mation. In addition, on Figure 3, the results for CRLB on d2nat
have been plotted. Empirical mean of the natural Riemannian
distance of Σ̂t (denoted as ǫ
N
(
Σ̂t
)
) is compared to the
theoretical CRLB valid for any unbiased estimator (Eq. (31))
and recommended approximation equal to the sum of the latter
and bias term from Eq. (28). As expected, one can see that by
introducing the bias term AB CRLB approaches to ǫN
(
Σ̂t
)
and gives more accurate theoretical results for CRLB.
C. Eigenvectors and Principal Subspace
1) Validation of theoretical results: Figure 4 illustrates the
results for the first eigenvector of Σ̂t, û
t
1 = θ1
(
Σ̂t
)
. It is
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versus theoretical CRLB for an unbiased estimator in the
CES framework (Eq. (31)) and approximated biased instrinsic
CRLB (AB CRLB)
apparent from the plotted curves that empirical results, ones
again, coincides well with the theoretical ones. Moreover, the
figure shows a significant difference between the results for the
standard regime and GCWE. This can be explained by the fact
that the covariance matrix of the eigenvectors depends only
on the first scale factor, contrary to the one of eigenvalues. As
detailed in Section III, this is expected since the eigenvector
are scale-invariant functions of the scatter matrix. For the
Student’sM -estimator the first scale factor σ1 is much smaller
that σ2, especially when the data dimension grows, and the
approximation in this case is even stronger.
Figure 5 presents the MSE for the projector defined by (22).
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Figure 4: Empirical and theoretical mean squared error on
eigevectors: Results for the first eigenvector in the stan-
dard regime (ût1 − u1) and for the Gaussian equivalent(
ût1 − ûGCWE1
)
; t-distributed data with p = 20, d = 3.
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Figure 5: Empirical and theoretical mean squared error on
projector: Results for the standard regime
(
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t −Π
)
and for
the Gaussian equivalent
(
Π̂
t − Π̂GCWE
)
; t-distributed data
with p = 20, r = 5, d = 3.
The data dimension p is equal to 20, while the rank r of Σr
is set to 5. Parameter γ2 is set to 1 and Λr is designed such
that min (diag (Λr))≫ γ2. The figure validates the theoretical
results proposed in Theorems IV.1 and IV.2 and leads us to
the same conclusions as previously.
2) SNR Loss: Let us consider the STAP problem with the
factor model introduced previously and the optimal filter wopt
[36] given by
wopt = Σ
−1p (32)
where p is the known STAP steering vector. In the low-rank
clutter case an alternative is to use the low-rank STAP filter
7wR [37], [38] defined as
wr = Π
⊥p. (33)
In practice, in order to use the STAP filter one has to estimate
the covariance matrix Σ and the projector Π⊥ from the
secondary data zi ∼ CES(0,Σ,gz), which is usually done
with an M -estimator.
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Figure 6: Empirical SNR Loss obtained with the Student’sM -
estimator (ST-SNR), GCWE (GCWE-SNR) and SCM (SCM-
SNR) versus the theoretical result given by Eq. (36); t-
distributed data with p = 20, r = 5, d = 3.
We are then interested in computing the SNR Loss ρ given
by
ρ =
SNRout
SNRmax
=
|ŵHp|2
(ŵHΣŵ) (pHΣp)
(34)
or equivalently
ρ = γ2
(
pHΠ̂
⊥
p
)2
pHΠ̂
⊥
ΣΠ̂
⊥
p
. (35)
In [38] it has been shown that when the data are Gaussian-
distributed and the covariance matrix estimated using the
SCM, the theoretical SNR Loss is given by
E [ρ] = 1− r
n
. (36)
Figure 6 draws a comparison between the values of empir-
ical mean of SNR Loss obtained with the projector estimate
based on Σ̂t with t-distributed secondary data (SNR-ST),
empirical mean of SNR Loss computed with the corresponding
GCWE (SNR-GCWE) which theoretical expectation is given
in Eq. (36). One can notice that the value of SNR-ST is very
close to the one SNR-GCWE, as anticipated, which supports
the idea to approximate the behavior of SNR-ST with the
one of SNR-GCWE [38] when necessary. The green curve
presents empirical mean of SNR Loss based on the SCM
computed with t-distributed data showing the importance of
M -estimators in CES context.
VI. CONCLUSION
This paper has analysed the asymptotic distribution of the
EVD as well as the one of the principal subspace of scatter
M -estimators. The results in the standard asymptotic regime
have been derived. Then, relying on [16] the results have been
extended, giving the convergence towards EVD of GCWE.
The derived moments of second order appear to be much
smaller in this case than in standard regime, offering a better
approximation of the elements behavior. The applications of
the theoretical results on SNR Loss and biased Intrinsic CLRB
have been illustrated. We came up with the same conclusion
that is that the behavior of EVD parameters are much better
explained with the one of GCWE EVD parameters than
with their standard asymptotic Normal distribution. The great
benefit of these results is that one can use M -estimators to
compute scatter matrix estimator and obtain a more precise
estimation of EVD in CES framework, while leaning on
the theoretical results obtained for the corresponding GCWE.
Importantly, these results can be easily applied to a wide scope
of problems.
APPENDICES
To prove all theorems we will use the basic results obtained
in the following theorem.
Lemma .1 Let {ẑ} be a sequence of complex random vectors
ẑ and z a compatible fixed vector. Assume that
√
N (ẑ− z) d→
GCN (0,V,W). Let ξ (y) be a vector function of a vector y
with first and a second derivatives existing in a neighbourhood
of y = z. Then
√
N (ξ (ŷ)− ξ (y)) d→ GCN (0,DVDH ,DWDT ) (37)
where
D =
d (ξ (y))
dy
∣∣∣∣
y=z
(38)
is a matrix derivative.
APPENDIX A
PROOF OF THEOREM III.1
Proof: To derive the derivatives of φ and θj with respect
to vec (M) at the pointM = Σ we differentiateMθj = φjθj
dMuj +Σdθj = dφjuj + λjdθj . (39)
Multiplying each side of the last equation by uHj , one has
dφj = u
H
j (dM)uj
since uHj Σ = λju
H
j and u
Hu = 1. Thus,
dφj
dvec (M)
∣∣∣∣
M=Σ
= uTj ⊗ uHj .
If φ = (φ1, . . . , φp), then one has
dφj
dvec (M)
∣∣∣∣
M=Σ
= ET
(
UT ⊗UH)
8with E = (e1⊗e1 . . . ep⊗ep) where ej , j = 1, . . . , p are unit
vectors. Further, combining the statement given in Lemma .1
with Eq.(7), one obtains
ET
(
UT ⊗UH) (ϑ1 (ΣTσ ⊗Σσ)) (U∗ ⊗U)E
+ET
(
UT ⊗UH)ϑ2vec (Σσ) vec (Σσ)H (U∗ ⊗U)E
= ϑ1E
T
(
ΛT ⊗Λ
)
E+ ϑ2E
T
(
vec (Λ) vec (Λ)
H
)
E
= ϑ1Λ
2 + ϑ2λλ
T .
Note that since the eigenvalues are real one obtains the same
result using the expression for the pseudo-covariance matrix.
In order to obtain the results for eigenvectors, we will
multiply Eq. (39) by uHk , k 6= j. Thus, one obtains
uHk (dM)uj = (λj − λk)uHk dθj
as uHk uj = 0. Following the same steps as in [26] (done for
the real case), it is easy to show that
dθj =
∑
j 6=k
(λj − λk)−1 ukuHk (dM)uj + ujuHj dθj .
In fact, the last element in the previous equality is omitted in
the real case since uTj dθj = 0 (from θ
T
j θj = 1). However,
in the complex case uHj dθj 6= 0, as from θHj θj = 1 one has
uHj dθj+dθ
H
j uj = 0 and it is obvious that u
H
j dθj 6= dθHj uj .
In some works, the authors use the different normalization for
eigenvectors uHj θj = 1 which directly implies u
H
j dθj = 0
and in those circumstances the results correspond to the ones in
the real case. In the general (more common) case, one obtains(
I− ujuHj
)
dθj =
(
uTj ⊗U (λjI−Λ)+UH
)
dM,
which actually gives the projection of the derivative onto
the subspace orthogonal to the one of the eigenvector. Now,
employing Eq. (37) with the previous derivatives and since(
uTj ⊗U (λjI−Λ)+UH
)
K = U (λjI−Λ)+UH ⊗ uTj
(λjI−Λ)+ ej = 0[
uTj ⊗U(λjI−Λ)+UH
]
vec (Σ) = 0
one obtains the final results. Note that GCN becomes CN
since the pseudo-covariance matrix is equal to zero.
APPENDIX B
PROOF OF THEOREM III.2
Proof: Rewriting the left-hand side of Eq. (16)
√
n
(
σλ̂
M − λ̂GCWE
)
=
√
n
(
σλ̂
M − λ− λ̂GCWE + λ
)
=
√
n
((
σλ̂
M − λ
)
−
(
λ̂
GCWE − λ
))
.
Then
varn
(
σλ̂
M − λ̂GCWE
)
=
E
[
n
(
σλ̂
M − λ̂GCWE
)(
σλ̂
M − λ̂GCWE
)T]
= varn
(
σλ̂
M
)
− 2covn
(
λ̂
M
, σλ̂
GCWE
)
+ varn
(
λ̂
GCWE
)
.
Since from (16) one has
varn
(
σλ̂
M
)
−−−−−→
n→+∞
ϑ1Λ
2 + ϑ2λλ
T
and
varn
(
λ̂
GCWE
)
−−−−−→
n→+∞
Λ2,
it remains only to derive the expression for
covn
(
σλ̂
M
, λ̂
GCWE
)
= E
[
n
(
σλ̂
M − λ
)(
λ̂
GCWE − λ
)T ]
.
Using the Delta method, one can show that
covn
(
σλ̂
M
, λ̂
GCWE
)
→ σdφ
dvec (M)
∣∣∣∣
M=Σ
Q
dφ
dvec (M)
∣∣∣∣T
M=Σ
where Q is the asymptotic pseudo-covariance matrix of Σ̂.
This matrix is equal to
Q = γ1
(
ΣTσ ⊗Σσ
)
K+ γ2vec (Σσ) vec (Σσ)
T
(40)
as given in ref. Repeating the same steps as in Eqs. (40), one
shows that the right-hand side of the right-hand side of Eq.
(40) becomes
γ1Λ
2 + γ2λλ
T
which, since σ1 = ϑ1 − 2γ1 + 1 and σ2 = ϑ2 − 2γ2, leads to
the final results.
The results for the eigenvectors can be obtained following
the same procedure as for the eigenvalues.
APPENDIX C
PROOF OF THEOREM IV.1
Proof: If we define the pseudo-inverse of Σr as
Φ = UrΛ
−1
r U
H
r (41)
one has from ref that
Π̂r = Πr + δΠr + . . .+ δ
iΠr + . . .
where
δΠr = Π
⊥
r ∆ΣΦ+Φ∆ΣΠ
⊥
r
δiΠr = −Π⊥r
(
δi−1Π
)
∆ΣΦ+Π⊥r
(
δi−1Π
)
∆ΣΦ
with ∆Σ = Σ̂−Σ.
In the asymptotic regime, when n→∞ we can write
Π̂r = Πr + δΠr
since ∆Σ is close to zero. Hence, taking a vec of the Π̂r −
Πr = δΠr, one gets
vec
(
Π̂r −Πr
)
= Fvec
(
Σ̂−Σ
)
with
F =
(
ΦT ⊗Π⊥r +
(
Π⊥r
)T
⊗Φ
)
.
9It is now obvious that the covariance (resp. pseudo-covariance)
matrix of
√
n
(
ΠMr −Πr
)
is equal to FCFH (resp. FPFT )
where C and P are given in Eqs. (7). Further
FC =
(
ΦT ⊗Π⊥r +
(
Π⊥r
)T
⊗Φ
)(
ΣT ⊗Σ
)
+
(
ΦT ⊗Π⊥r +
(
Π⊥r
)T
⊗Φ
)
vec (Σ) vec (Σ)
H
=
(
ΦTΣT ⊗Π⊥r Σ+
(
Π⊥r
)T
ΣT ⊗ΦΣ
)
as
(
ΦT ⊗Π⊥r +
(
Π⊥r
)T
⊗Φ
)
vec (Σ) = 0 using(
TT ⊗R) vec (S) = vec (RST) and Π⊥r ΣΦ = ΦΣΠ⊥r =
0. Finally, after the postmultiplication by FH and since
Σ = ΣH 6= ΣT
Φ = ΦH 6= ΦT
Π⊥r =
(
Π⊥r
)H
6=
(
Π⊥r
)T
one obtains
FCFH =
(
(ΦΣΦ)T ⊗Π⊥r ΣΠ⊥r +
(
Π⊥r ΣΠ
⊥
r
)T
⊗ΦΣΦ
)
which with Φ given by Eq. (41) and Σ = UrΛrU
H
r + γ
2Ip
yields the final result.
Analogously, one can derive the results for the pseudo-
covariance using the equality K (A⊗B) = (B⊗A)K.
APPENDIX D
PROOF OF THEOREM IV.2
Following the steps from Appendix B and using the results
of Theorem IV.1 one gets the results of the theorem.
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