The haplotype resolution from xor-genotype data has been recently formulated as a new model for genetic studies [2] . The xor-genotype data is a cheaply obtainable type of data distinguishing heterozygous from homozygous sites without identifying the homozygous alleles. In this paper we propose a formulation based on a well-known model used in haplotype inference: pure parsimony. We exhibit exact solutions of the problem by providing polynomial time algorithms for some restricted cases and a fixed-parameter algorithm for the general case. These results are based on some interesting combinatorial properties of a graph representation of the solutions. Furthermore, we show that the problem has a polynomial time k-approximation, where k is the maximum number of xor-genotypes containing a given SNP. Finally, we propose a heuristic and produce an experimental analysis showing that it scales to real-world large instances taken from the HapMap project.
Introduction
In this paper we investigate a computational problem arising in genetic studies of diploid organisms. In such organisms (which include all vertebrates), all chromosomes are in two copies, one inherited from the mother and one from the father. Since chromosomes are almost identical except for specific gene variants called Single Nucleotide Polymorphisms (or SNPs), changes between variants are represented by a sequence of sites, each one bearing a specific value called allele. In almost all cases, for each site at most two different alleles are present in the population, one of which is called major and the other one minor. The sequence of alleles along a chromosome is called haplotype, while a genotype is a sequence of unordered pairs of alleles that appear in each site of the two copies of the chromosome. Haplotype data are crucial in genetic population studies. The current technology for finding the two haplotypes of an individual is too expensive to be used in genetic studies of a population. Fortunately it is much cheaper to determine the xor-genotype for each individual, that is the set of sites for which the individual is heterozygous, i.e. bearing both a major and a minor allele. The term xor-genotype derives from the fact that a site is reported in the genotype if and only if the two alleles in the site are different. Thus a xor-genotype lists only heterozygous sites, while excluding sites bearing identical alleles, called homozygous sites.
The problem of reconstructing the haplotypes resolving a given set of xorgenotypes naturally arises and represents an interesting case of the process of inferring haplotypes from general genotypes (phasing).
Polynomial time algorithms for the problem have been developed [2, 3] in the framework of the Perfect Phylogeny model, originally proposed by Gusfield [12] to solve the phasing problem.
In this paper, we investigate the problem under the parsimonious principle that asks for a smallest set of haplotypes resolving all input xorgenotypes: such problem will be called Pure Parsimony Xor Haplotyping (PPXH).
Let Σ be a set of sites (also called characters). Then a xor-genotype (or simply a genotype) x is a non-empty subset of Σ, and a haplotype h is a (possibly empty) subset of Σ. Given two distinct haplotypes h 1 , h 2 , then the pair (h 1 , h 2 ) resolves the xor-genotype x iff x = h 1 ⊕ h 2 , where ⊕ is defined as the classical symmetric difference of h 1 and h 2 , i.e. the set of characters that are present in exactly one of h 1 and h 2 . A set H of haplotypes resolves a set X of xor-genotypes if for each genotype x ∈ X, there exists a pair of haplotypes in H that resolves x.
We are now able to formally introduce the problem that we will study in this paper.
Problem 1. Pure Parsimony Xor Haplotyping (PPXH).
The instance of the problem is a set X of xor-genotypes, and the goal is to compute a smallest set H of haplotypes resolving X.
The pure parsimony model has been used as an approach to the phasing problem over regular genotypes (i.e. where alleles of each homozygous site are specified) [13] . There is a rich literature in this area; in particular the APX-hardness [15] of the problem and the lack of good approximation guarantees have led many researchers to the design of methods based on linear programming techniques to find solutions of the problem [6] . Indeed, the best known approximation algorithm yields approximation guarantees of 2 k−1 where k is the maximum number of heterozygous sites appearing in each genotype [15] . Restricted cases of the problem with polynomial time solutions have been studied [21, 16] .
In the paper we investigate the PPXH problem mainly by devising exact solutions of the problem by either considering fixed-parameter tractability or polynomial time algorithms for some restricted instances of the problem. We introduce a new graph representation of xor-genotypes and haplotypes, called xor-graph, that is crucial in the study of the PPXH problem. Indeed most of the results that we will present rely on combinatorial properties of xor-graphs.
Initially we will show that the PPXH problem is equivalent to the problem of building a xor-graph with the fewest possible vertices. Afterwards we design two polynomial time solutions for restricted instances of the PPXH problem. Subsequently we design a fixed-parameter algorithm of O(mn + 2 k 2 km) time complexity, for k the size of the optimum solution. Moreover we provide a l-approximation algorithm, where l is the maximum number of occurrences of a character in the set of input genotypes. Finally we propose a heuristic for the general problem and an experimental analysis on real and artificial datasets. The experimental analysis shows that the heuristic is effective on a large class of instances of various sizes where other methods, such as the ILP formulation proposed by Brown and Harrower [6] , are not applicable.
Basic Properties
A fundamental idea used in our paper is a graph representation of a feasible solution. More precisely, given a set X of xor-genotypes, the representation of a set H of haplotypes resolving X is the graph G = (H, E), called xorgraph associated with H, where edges of G are labeled by a bijective function λ : E → X such that, for each edge e = (h i , h j ), λ(e) = h i ⊕h j . The labeling λ is generalized to a set S by defining λ(S) = {λ(s) | s ∈ S}. We call optimal xor-graph for X, a xor-graph associated with an optimal solution for X (that is a xor-graph with the minimum number of vertices).
In this section we state some basic combinatorial properties of xor-graphs that will be used to prove the main results of the paper. Among all possible haplotypes, we identify a distinguished haplotype, called null haplotype and denoted by h 0 , which corresponds to the empty set. Since the operation ⊕ is associative and commutative, by a slight abuse of language, given a family F = {s 1 , . . . , s n } of subsets of a set Σ we denote by ⊕(F ) the expression
The cycles of a xor-graph satisfy the following property.
Lemma 2.1. Let X be a set of xor-genotypes, let G be a xor-graph associated with a set of haplotypes resolving X and let C be the edge set of a cycle of G. Then ⊕(λ(C)) is equal to the empty set.
Proof. By definition of cycle, C consists of a set
. By the associativity and commutativity of ⊕, ⊕(λ(C)) = (
The above property of cycles of a xor-graph is sufficient to construct a set of haplotypes resolving a set of genotypes from a xor-graph. Let X be an instance of PPXH and let G = (V, E) be a graph whose edges are biunivocally labeled by a function λ : E → X such that ⊕(λ(C)) = ∅ for each cycle C of the graph. Then it is immediate to compute a feasible solution H from G where |H| ≤ |V |. More precisely, we associate a haplotype with each vertex of G as follows. Associate the null haplotype h 0 with any vertex in each connected component of G. Perform a depth-first visit of each connected component of G, starting from the vertex associated with h 0 . When visiting a new vertex v of G there must exist an edge e = (v, w) so that the haplotype w h has been previously assigned to w. Then associate the haplotype w h ⊕ λ(e) with v.
It is not hard to verify that our construction guarantee that H is actually a feasible solution of X, that is for each edge e = (v, w) of G, v h ⊕w h = λ(e), where v h and w h are respectively the haplotypes associated with v and w. It is trivial to notice that the property holds for all edges that are part of the spanning forest computed by the depth-first search. Therefore we can restrict our attention to edges e = (v, w) that are not in such spanning forest. Since v and w are in the same connected component of G the spanning tree T of the connected component contains both v and w. Let x be the least common ancestor of v and w in T . By construction the two paths of T , both starting from x and ending one in v and the other in w are edge disjoint. Let us denote by P v and P w respectively the edges of the paths ending in v and w, and let x h be the haplotype associated with x. Now we want to prove that v h ⊕ w h = λ(e). It is immediate to verify that v h = (λ(P v )) ⊕ x h and w h = (λ(P w )) ⊕ x h . Since the edges in P v ∪ P w ∪ {e} form a simple cycle of G, by Lemma 2.1 we can conclude λ(e) = (λ(P v )) ⊕ (λ(P w )), completing the proof.
The following results justify our attention to connected xor-graphs and their cuts. Lemma 2.2. Let X be a set of xor-genotypes and let G be a xor-graph associated with a set H of haplotypes resolving X. Let α be any character of Σ. Then the set A of edges of G whose label contains α is a cut of G.
Proof. Let H α be the subset of H containing the character α, and letH α = H \ H α . Let E be the edges of G with an endpoint in H α and one in H α (clearly E is a cut of G.) Notice that E is exactly the set of edges connecting a haplotype containing α and a haplotype not containing α, therefore E = A. Lemma 2.3. Let X be a set of xor-genotypes, and let G = (H, E) be a disconnected xor-graph for X. Then G is not an optimal xor-graph of X Proof. Since G has at least two connected components C 1 and C 2 , we denote with a 1 , a 2 two vertices from C 1 and C 2 respectively. Construct the set H from H by replacing each haplotype h ∈ C 1 by h ⊕ a 1 and each haplotype h ∈ C 2 by h ⊕ a 2 . Since C 1 and C 2 are not connected, the set of genotypes resolved by H is equal to that of H.
But both a 1 and a 2 are replaced by the null haplotype in H , therefore |H | is strictly smaller than |H|.
Instances and solutions of the PPXH problem can be represented by binary matrices. More precisely, we can have a genotype matrix associated with a set of xor-genotypes and a haplotype matrix associated with a set of haplotypes. In both matrices each column is uniquely identified by a character in Σ, while the rows of a genotype matrix (respectively haplotype matrix) correspond to the genotypes (resp. haplotypes).
For example let Σ be the set {a, b, c, d, e} and let X be the set of xorgenotypes {{a, b}, {a, b, c}, {b, c}, {c, d, e}, {a}, {e}, {a, c, e}}. A possible, albeit suboptimal, set of haplotypes resolving X is {∅, {c, d}, {a, b, c, d}, {a, c}, {a, d}, {d}, {e}}. The matricial representation of both sets is in Table 1 , while the associated xor-graph is represented in Figure 1 . Given an ordering of the character set (that is Σ = σ 1 , . . . , σ |Σ| ), the entry in the i-th row and j-th column of a genotype matrix (respectively, haplotype matrix) is 1 if σ j belongs to the i-th genotype (respectively, ith haplotype) and is equal to 0 otherwise. In the following we identify rows of a genotype (or haplotype) matrix with the corresponding genotypes (or haplotypes). Given a matrix M , we denote by M [·, A] (by M [B, ·], respectively) the submatrix of M induced by the set A of columns (by the set B of rows, respectively). Table 1 .
Given a genotype or haplotype matrix M over Σ, we will say that a subset Σ 1 of Σ is a linearly dependent set of characters (or, simply, a dependent set of characters) in matrix M if there exists a non-empty subset Σ 2 of Σ 1 such that, for each row i, ⊕ σ∈Σ 2 M [i, σ] = 0. Otherwise it is called linearly independent (or simply independent).
While solving the PPXH problem, we can restrict our attention to a maximal independent subset of characters as stated in the following lemma.
Lemma 2.4. Let X be a xor-genotype matrix and H be a haplotype matrix over the same character set Σ. Let Σ 1 be a maximal independent subset of Σ in X. Then, H resolves X if and only if H[·,
Proof. The only-if part is obviously true because H[·, Σ 1 ] and X[·, Σ 1 ] are two submatrices of H and X respectively. The if part can be proved by constructing a feasible solution H for X from the smaller solution H[·, Σ 1 ] for X[·, Σ 1 ] (for simplicity we will refer to the two submatrices respectively as H and X ). For each character α ∈ Σ \ Σ 1 , since Σ 1 ∪ {α} is dependent there exists a non-empty subset Σ α of Σ 1 such that, for each genotype x,
We claim that H resolves X. Since H resolves X , it suffices to prove that for each character
, for some pair of haplotypes h 1 , h 2 . We already know that for each genotype x of X , there is a pair (
Finally, by our construction of the columns of H corresponding to characters in
, hence completing the proof.
Notice that, given a n × m xor-genotype matrix X, a maximal subset of independent characters in X can be extracted by applying the Gausselimination algorithm on the matrix X in O(nm 2 ) time. Observe that the proof of Lemma 2.4 is constructive and shows how to compute efficiently a solution H for X from a solution H[·,
We can introduce another simplification of the instance which can be performed efficiently. It affects the construction of the xor-graph and allows an efficient reconstruction of an optimal xor-graph for the general instance, given a xor-graph for the reduced or simplified instance.
Lemma 2.5. Let X be an instance of PPXH, and let α be a character of X such that there exists exactly one genotype x ∈ X with α ∈ x. Then there exists an optimal xor-graph G for X such that there is a vertex v of G with exactly one edge e incident on v and λ(e) = x.
Proof. Let G be an optimal xor-graph G for X. Since α appears in only one genotype in X, there is exactly one edge e of G such that α ∈ λ(e). By Lemma 2.2 removing e from G results in a bipartition {H α ,H α } where H α consists of the haplotypes containing α. Let v ∈ H α and w ∈H α be the two endpoints of e, and let D be the set of vertices of H α adjacent to v. Change each haplotype in h ∈ H α \ {v} to h ⊕ v ⊕ w, obtaining a new xor-graph G 1 .
By construction, G 1 has set of edges
It is immediate to notice that G and G 1 have the same number of vertices, therefore G 1 is optimal and satisfies the statement of the lemma.
Also the proof of Lemma 2.5 is constructive and can be exploited directly in an algorithm to simplify the instance of the problem. More precisely, the removal of a genotype and a character as stated by Lemma 2.5 can be repeated until all characters appear in at least two genotypes (or we obtain the special case of an instance containing only one genotype; in such case the optimal solution is trivially made by two haplotypes.) Following the same idea, if the set of characters is linearly dependent, we can extract a maximal subset of linearly independent characters. Moreover the executions of the two reductions can be intertwined until none of those reductions can be performed.
An instance X of PPXH is called reduced if (i) X consists of only one genotype, or the two following conditions are satisfied: (ii a) the set of characters of X are independent and (ii b) each character appears in at least two genotypes. Lemmas 2.4 and 2.5 justify the fact that we will assume in the rest of the paper that all instances are reduced, as the reduction process can be performed efficiently, and we can easily compute a solution of the original instance given a solution of a reduced instance (see Algorithm 1 for a more detailed description of the reduction process).
Algorithm 1: The reduction step
Data: a xor-genotype matrix X Result: a reduced xor-genotype matrix associated with the input matrix X 1 repeat 2 C ← subset of linearly independent columns of X obtained by the Gauss-elimination algorithm;
A ← set of symbols appearing in exactly one genotype in X; 5 Remove from X all columns in D and all rows in A;
6 until D and A are both empty; 7 return X;
The reduction process leads us to an important lower bound on the size of the optimum. Lemma 2.6. Let X be a reduced genotype matrix having n rows and m columns. Then any haplotype matrix H resolving X has at least m + 1 rows.
Proof. Let G be a xor-graph for X. By Lemma 2.2, each character α induces a cut in graph G. Each cut can be represented as n-bit binary vector c α in which each element c α [i] is equal to 1 if and only if the genotype x i belongs to the cut. Clearly, such vector is precisely the column vector corresponding to character α of matrix X. Thus, since the characters are independent, also the family of the cuts (represented as binary vectors) induced by the set of characters is linearly independent. By Theorem 1.9.6 of [7] all connected graphs with m independent cuts have at least m + 1 vertices.
As a consequence of Lemma 2.6, in a reduced xor-genotype matrix, the number of rows is greater than or equal to the number of columns. In fact, in any matrix, the number of linearly independent columns is equal to the number of linearly independent rows and, clearly, is bounded by the minimum between the number of columns and the number of rows.
The process of reducing a xor-genotype matrix by restricting ourselves to a maximal subset of independent characters is an application of the kernelization technique for designing a fixed-parameter algorithm [8] . The technique consists of reducing the original instance to a new instance whose size depends only on the parameter (in our case the size of the optimal solution.) The size of the reduced xor-genotype matrix is clearly bounded by a polynomial function of the optimum k since at most O(k 2 ) distinct genotypes can be generated by k distinct haplotypes and, by the previous consideration, the number of columns is less than the number of rows. As a result, the number of entries of a reduced xor-genotype matrix is bounded by O(k 4 ).
Algorithms for Restricted Instances
In this section we investigate two restrictions of the PPXH problem obtained by bounding the number of characters that can appear in each genotype and the number of genotypes where a character can occur. Those restrictions are summarized by the following formulation.
Problem 2. Constrained Pure Parsimony Xor Haplotyping (PPXH(p, q)).
The instance consists of a set X of xor-genotypes, where each xor-genotype x ∈ X contains at most p characters, and each character appears in at most q xor-genotypes. The goal is to compute a minimum cardinality set H of haplotypes that resolves X. We use the symbol ∞ when one of parameters p or q is unbounded.
More precisely we will present efficient algorithms for the case when each character is contained in at most two xor-genotypes (PPXH(∞, 2)) and the case that each genotype consists of at most two characters (PPXH(2, ∞)).
A Polynomial Time Algorithm for PPXH(∞, 2)
The structure of the cycles in a xor-graph characterizes the solutions for the PPXH(∞, 2) problem as stated in the following Lemma.
Lemma 3.1. Let X be a reduced instance of PPXH(∞, 2), let G be an optimal xor-graph for X, and let e be an edge of G. Then e belongs to exactly one simple cycle of G.
Proof. Assume to the contrary that an edge e belongs to two cycles C 1 and C 2 . Notice that the three sets C 1 \ C 2 , C 2 \ C 1 , C 1 ∩ C 2 are pairwise disjoint and not empty. Let d be any element of λ(C 1 ∩ C 2 ). By Lemma 2.1,
Consequently there exist three distinct edges e 1 ∈ C 1 \ C 2 , e 2 ∈ C 2 \ C 1 , e 3 ∈ C 1 ∩ C 2 such that λ(e 1 ), λ(e 2 ), λ(e 3 ) all contain d, which contradicts the fact that there are only two genotypes containing d. By the first part of the proof, we have now to prove that e belongs to at least a cycle of G.
Assume to the contrary that X is a smallest counterexample, that is no such xor-graph exists for X, while such graph exists for all reduced instances with fewer genotypes, and let G be any optimal xor-graph for X. Since there is an edge that does not belong to any cycle of G, there is a character a such that both edges e 1 and e 2 containing a do not belong to any cycle. Notice that two such edges must exists, since the instance is reduced. Let us denote by α, β and γ respectively the sets λ(e 1 ) ∩ λ(e 2 ), λ(e 1 ) \ λ(e 2 ), λ(e 2 ) \ λ(e 1 ).
Compute a new reduced instance X 1 from X by removing the xorgenotypes e 1 and e 2 , and adding a new genotype x c = β ∪ γ = e 1 ⊕ e 2 . Clearly X 1 is a reduced instance of PPXH(∞, 2) smaller than X, therefore X 1 admits an optimal graph G 1 where all edges are in some cycle. Let us consider the unique cycle C of G 1 containing the edge e = (u,
We have to prove that G 2 is optimal, therefore assume that G 2 is not optimal and let G * be an optimal xor-graph for X, that is G * has no more vertices than G 1 . It is immediate to notice that contracting each of e 1 and e 2 into single vertices result in a xor-graph that is a solution of X 1 with fewer vertices than G 1 , hence violating the optimality of G 1 .
Since the optimal xor-graph is connected (Lemma 2.3) and consists of a set of edge-disjoint cycles (Lemma 3.1), the size of the optimum solution is equal to |X| + 1 − |C|, for |X| the number of genotypes or edges of the graph and |C| the number of simple cycles of the graph, since any set of |C| simple cycles on a graph with at most |X| − |C| must share at least an edge.
Algorithm 2 solves the PPXH(∞, 2) problem by computing the set C of all simple cycles of an optimal xor-graph. In fact Lemma 3.1 allows us to introduce a binary relation R between genotypes, where two genotypes are related if and only if they share a common character. By Lemma 3.1 any two genotypes (or edges of the xor-graph) that are related must also belong to the same simple cycle. It is immediate to notice that the partition of the edges of the xor-graph into simple cycles is equal to the most refined partition of edges such that any two edges sharing a common character belong to the same set of such partition. In fact Algorithm 2 computes exactly the closure of R.
A Polynomial Time Algorithm for PPXH(2, ∞)
For simplicity's sake we will assume that the instance of the problem is a genotype matrix X and the desired output is a haplotype matrix H.
We remember that in both matrices the columns are indexed by characters therefore we will denote by X[·, σ] (respectively H[·, σ]) the column of X (resp. H) indexed by the character σ. The algorithm is based on Lemmas 2.4 and 2.6.
In fact we will first compute a largest set Σ 1 of independent characters in X. Moreover for each character α ∈ Σ \ Σ 1 we determine the subset Σ α of Σ 1 such that X[·, α] = ⊕ σ∈Σα X[·, σ]. Notice that this step can be carried over by a simple application of the Gauss-elimination algorithm.
Let X be the submatrix X[·, Σ 1 ]. An optimal solution of the instance X is the matrix H containing |Σ 1 | + 1 rows. More precisely the i-th row of Add C to C;
10
Remove all genotypes in C from X; 11 end 12 foreach C ∈ C do 13 Transform C into a cycle; 14 end 15 Build a graph H from C, so that all cycles in C share a common vertex; 16 return H H , for 1 ≤ i ≤ |Σ 1 |, consists of all zeroes, except for the i-th column (where it contains 1). The last row contains only zeroes.
Clearly H resolves X . In fact it is immediate to notice that each row of X contains at most two 1s, as the same property holds for X, therefore for each row r of X there are two rows of H resolving r. The optimality of such solution is a direct consequence of Lemma 2.6. Clearly H is not a feasible solution of the original instance X, but such a feasible solution H can be easily computed from H by adding, for each character α ∈ Σ \ Σ 1 , a column equal to
for each genotype x.) The matrix H is a feasible solution as shown in the proof of Lemma 2.4.
Fixed-Parameter Tractability of PPXH
As observed at the end of Section 2, the reduction of an instance of the unrestricted PPXH problem lead us to a fixed-parameter algorithm (where the parameter is the optimum). Moreover we can observe that there exists another fixed-parameter algorithm for the unrestricted PPXH problem without using the reduction of input instance. Let H be a set of haplotypes and let X be a set of genotypes resolved by H; in the following we will de-note |X| by n. Since H can resolve at most |H| 2 genotypes, n ≥ |H| ≥ √ 2n. In other words, if k is the size of the minimum-cardinality set of haplotypes resolving X, n ∈ O(k 2 ).
The number of the possible graphs with at most n+1 vertices and exactly n edges is no more than 2 2n log 2 (n+1) = (n + 1) 2n which, by our previous observation, is O(k 4k 2 ), i.e. a function dependent only on k. The time needed to check if one of such graphs is a xor-graph for H is clearly polynomial in n and thus we can immediately derive a fixed-parameter algorithm to find an optimal xor-graph for X.
The time complexity of the algorithm is well beyond what is deemed acceptable in practice, therefore we propose a more efficient algorithm that is based on the matrix representation of genotypes and haplotypes.
In the following we will assume that the genotype matrix X is reduced, and that X has n rows and m independent columns, and that we are looking for a haplotype matrix H with at most k distinct rows that resolves X. The basic idea of our algorithm is to enumerate all possible haplotype matrices.
In the naïve approach, testing if a haplotype matrix resolves a given genotype matrix requires O(k 2 nm) time because each pair of haplotypes has to be considered and then each resulting genotype has to be searched in the genotype matrix. Our strategy, instead, is to enumerate all the haplotype matrices by changing only one haplotype each time, in such a way that only k − 1 new pairs of haplotypes must be considered when testing if H resolves the set X.
We use Gray codes [18] to visit all the haplotype matrices in such a way that each pair of consecutive matrices differs by a single bit and, thus, by a single haplotype. More precisely, we enumerate all k × m matrices by generating all km-long bit vectors. Indeed, the bits from position (i−1)m+1 to position im in a km-long vector give the i-th row of the matrix (for 1 ≤ i ≤ k). The fastest known algorithm for computing the next vector of a Gray code requires constant time for each invocation [4] .
Observe that the naïve algorithm requires O(nm) time to test if there is a genotype in matrix X resolved by a pair of haplotypes. By representing the set of the row vectors of matrix X as a binary trie [9] , the time required to get the index of the row containing a m-long binary vector is reduced to O(m).
The details of the fixed-parameter algorithm are given in the Algorithm 3, where we also use some additional data structures: the array ResolvedByHowMany which associates with each genotype the number of pairs of haplotypes resolving such genotype, and ListResolvedGenotypes which associates with each haplotype h a list of the relevant pairs of haplotypes in which h is involved. In fact, the elements of the lists in ListResolvedGenotypes are triples (h 1 , h 2 , x) where (h 1 , h 2 ) is a pair of haplotypes resolving x.
Notice that the outermost foreach loop (lines 6-25) iterates 2 km times, while the for loop at lines 15-21 iterates k times. Each iteration of the latter loop consists of a lookup in a trie (which can be done in O(m) time) and updating in constant time some arrays and lists. Since each list can contain at most k elements, the time required for each iteration of the outermost loop is O(km), resulting in an overall O(nm + 2 k 2 km) time complexity.
An Approximation Algorithm
We present a simple approximation algorithm, detailed as Algorithm 4, which guarantees for a reduced instance X of PPXH an approximation factor l, where k is the maximum number of xor-genotypes where each character appears.
Initially the set H of haplotypes computed by the algorithm contains only the null haplotype. While the set of genotypes is not empty, pick a character α that appears in at least a genotype, move to H all genotypes containing α, and remove from X all genotypes that are solved by a pair of haplotypes in H. Clearly the final set of haplotypes H solves the set of genotypes X.
The proposed algorithm returns a solution of size at most l times larger than the optimum which, by Lemma 2.6, is at least |Σ| + 1. Our algorithm starts with a partial solution H containing only the null haplotype, and at each iteration adds at most l haplotypes to the solution H, as l is the maximum number of genotypes containing any character. Since there can be at most |Σ| steps, |H| ≤ l|Σ| + 1.
Clearly the approximation ratio is at most (l|Σ| + 1)/(|Σ| + 1) ≤ l, completing the proof.
Solving PPXH by a Heuristic Method
In this section we propose a heuristic algorithm to build a near optimal xor-graph for an input matrix X of genotypes. Observe that an optimal xor-graph for X is a graph having the minimum-cardinality vertex set and where each edge is uniquely labeled by a genotype X. By Lemma 2.1, a cycle of the xor-graph consists of a subset X of the input genotypes such that ⊕X = ∅. Consequently we will call a subset X with ⊕X = ∅ a candidate cycle.
The basic idea that guides our heuristic is first to select a subset of the candidate cycles of X and then to build a labeled graph (a xor-graph) where the selected candidate cycles are actual cycles. The procedure successively iterates over the genotypes that are not yet successfully realized in the xorgraph.
A related problem is the one called Graph Realization (GR) [20] , which consists of building a graph given its fundamental cycles. We recall that the set C of fundamental cycles of a graph G with respect to a fixed spanning tree T of G, is defined as C = {the unique cycle of T ∪ {e} | e ∈ E(G) \ E(T )} (see e.g. [7] , pag. 26). More precisely, the Graph Realization problem can be formally stated as follows [20] . Given two disjoint sets T and C, the input of the GR problem is a family F of subsets of T ∪ C such that (i) for each set F i of the family F , F i ∩ C = {c i }, and (ii) for each pair of subset F i and
The GR problem consists of finding a labeled graph G = (V, E) (if such a graph exists) which realizes F , that is there is a bijection between the set T and a spanning tree of G, and the elements of each set F i label exactly the edge set of a (simple) cycle of G.
In the case that we have selected a set of candidate cycles which are fundamental cycles of a graph G, an immediate application of any algorithm solving the GR problem (two almost linear time algorithms exist [5, 10] ), gives a xor-graph resolving all those candidate cycles. We have been inspired by those algorithm for GR to develop our heuristic. We denote by G(F ) a graph realization G of a family of sets F .
The heuristic procedure transforms a r × c genotype matrix X into an instance of GR as described in the following two main steps. In the first step, the set T is defined as a maximal subset T = {x j 1 , . . . , x jc } of linearly independent input genotypes of X. This means that any other input genotype x i can be expressed as a linear combination α i,1 x j 1 ⊕ . . . ⊕ α i,c x jc of the genotypes in T . Then C = {c 1 , . . . c r−c } is defined as consisting of the set of genotypes not in T . In a second step, the family of subsets of T ∪ C giving an instance of the GR is built by building sets F i such that F i = {c i } ∪ {x j l ∈ T | α i,l = 1}. Informally, F i consists of c i and the unique set P i ⊆ T , such that ⊕P i = {c i }. An immediate consequence of our definition is that ⊕F i = ∅, therefore F i is, by definition, a candidate cycle.
Computing the set T from X is simply a matter of running the Gauss elimination algorithm on X T (that is the transpose matrix of X.) The family F can be easily inferred by computing the coefficients α i,1 , . . . , α i,c for all c i ∈ C, where the unknowns α i 1 . . . α i r are the coefficients of the linear combination and the binary matrix M is a matrix whose columns are the xor-genotypes in I.
Clearly, the Gauss-elimination procedure applied on the matrix X T results in a matrix R whose first r columns form the identity matrix while the other columns are the vectors of the linear combination coefficients.
We have a final hurdle, that is to handle the case where the GR does not exist for the family F . Once the family F is identified, the heuristics computes a maximal subfamily F of F , so that there exists a GR from F . Now, let us detail the construction of the family F giving an instance of GR. The heuristic starts defining F as an empty family and iteratively adding to F a candidate cycle F i if and only if the resulting family admits a Graph Realization. Clearly, this approach ends with a maximal subset of candidate cycles that admits a Graph Realization. The two steps of the heuristic procedure are then recursively iterated on the set of xor-genotypes of X that do not label an edge of the computed Graph Realization. The details of the procedure are presented in Algorithm 5.
Let n and m be, respectively, the number of xor-genotypes and sites. The time complexity of the heuristic is determined by the time complexity of the Gauss elimination algorithm, which requires O(n 2 m) time because it is called on matrix X T , and of the Graph Realization algorithm, whose best time complexity is O(α(n, m)nm), where α is the inverse Ackermann function. Notice that the Graph Realization algorithm is repeated at most n times in order to compute a maximal subfamily F , hence O(α(n, m)n 2 m) times. Finally, there is at least one xor-genotype of X that labels an edge of the Graph Realization, hence the total number of iterations is at most n, leading to an overall time complexity O(α(n, m)n 3 m).
Experimental Results
We have implemented our heuristic as a C program using the software GREAL [1] as a routine to solve the Graph Realization problem. The GREAL program implements the algorithm of Gavril and Tamari [11] even if its time complexity is O(nm 2 ) (opposed to the O(α(n, m)nm) time complexity of the best known algorithm), since it is still effective for our purposes.
The experimental analysis of our heuristic is composed of two parts. In the first part we have applied the algorithm on synthetic instances to evaluate the quality of the results in terms of cardinality of the solutions and running time. In the second part we have assessed the applicability of the heuristic to some real-world large instances.
Synthetic Data
Each synthetic instance has been created starting from a set of initial haplotypes and then each xor-genotype has been generated as combination of two haplotypes randomly selected from the initial set. Notice that such process does not guarantee that every haplotype is selected to form a genotype.
We have used two different methods to generate the set of initial haplotypes: (a) pure random generation, and (b) generation under the neutral model. The first strategy, pure random generation, selects uniformly sets of h distinct haplotypes from the set of all binary haplotypes of length m. The second strategy, generation under the neutral model, uses the standard Hudson's simulator ms [14] to generate a sample of h haplotypes assuming the neutral model of genetic variation. In this case, the sample of haplotypes can contain repeated elements. Using two different methods to generate the set of initial haplotypes allows us to verify if the behavior of the heuristic is influenced by the choice of the initial haplotypes.
The evaluation criteria, in both cases, were (a) the number of distinct haplotypes computed by our method, and (b) its running time. In particular, we have considered as main indicator of the quality of the solutions the ratio (r) between the number of distinct haplotypes of the computed solution and the number of distinct initial haplotypes selected to generate a genotype of the instance. We notice that r is only a proxy for the actual approximation ratio (that is the ratio between the number of distinct computed haplotypes and the size of a optimal solution) achieved by the algorithm, as the number of the selected haplotypes represents only an upper bound of the optimum, thus the ratio r might be strictly less than 1.
Since the outcome of our heuristic can be influenced by the order of the input genotypes, for each instance we have run the algorithms on ten random permutations of the genotypes, and we have retained only the smallest set of computed haplotypes. The running time refers to the total time required by the heuristic on the 10 permutations of genotypes and has been measured on a standard PC with 1GB of memory with CentOS Linux 5.
The pure random generation strategy is characterized by three parameters, namely the number of input genotypes (n), the number of haplotypes (h), and the number of characters (m). We have considered 4 different values of the parameter n (100, 200, 300, 400), and we have computed the values of h and m from n: in fact those values are n/4, n/3, and 2n/3. The maximum size of the test instances (400 genotypes and 233 characters) has been chosen in such a way that repeated tests on several instances of the same size would be feasible on a normal computer. In fact, as discussed below, on average the heuristic required roughly an hour on the largest instances, therefore any further increase of the instance size would have made the experimentation impractical. Table 2 reports the average size of the solutions computed by our heuristic, its average running time, and the average ratio r on 10 random instances generated for each choice of the parameters n, h, and m.
The second strategy, generation under the neutral model, is characterized by the three parameters n, m, and ρ, where n is the number of genotypes, m is the number of characters, and ρ is the crossover (or recombination) rate of the Hudson's program. The size of the initial sample of haplotypes has been set equal to the number n of genotypes. Since the sample can contain several copies of the same haplotype, the number of distinct haplotypes randomly selected to form a genotype has been significantly lower than the number of genotypes for almost all of the generated instances.
We considered 30 instances for each choice of the parameters (n, m, ρ) with n ∈ {50, 75, 100}, m ∈ {50, 75, 100}, and ρ ∈ {0, 8, 16, 24}. As for the previous dataset, Table 3 reports the average size of the solution computed by our heuristic, its average running time, and the average ratio r.
On both datasets the heuristic produces comparable results. In particular, the average ratio is never larger than 1.57, while quite often it is close to 1. In other words, it can often reconstruct a solution of size similar to the number of the haplotypes used to generate the instance and, in the worst case, the computed solution is at most 1.57 larger than the set of initial haplotypes. The ability of computing a good approximation seems affected by two combined factors: the number of independent characters of the genotype matrix and the number of initial haplotypes. Indeed in both tables we can observe that the smaller the number of independent characters compared to the number of initial haplotypes, the worse is the computed solution. Conversely good solutions are computed by the heuristic when the number of independent characters is close to the number of initial haplotypes. Lemma 2.6 offers a possible explanation to such regular behavior of our heuristic. In fact, let H be the set of initial haplotypes of an instance X and suppose that they are defined on a set Σ of independent characters such that |H| = |Σ| + 1 (i.e. H is also a solution that meets the lower bound of Lemma 2.6). Then, the set T computed during step 7 of the heuristic algorithm contains exactly |Σ| independent xor-genotypes. As a consequence, the set C computed in the same step admits a Graph Realization and, thus, the heuristic solves optimally the instance X. Although this is not the general case, our intuition suggests that, when the number of independent characters is close to the number of initial haplotypes, the selection of the set T is constrained and the Graph Realization of the maximal subset of C computed by the heuristic is similar to the xor-graph associated with the initial haplotypes. Conversely, if the number of independent characters is significantly lower than the number of initial haplotypes, there are a lot of degrees of freedom in the choice of the set T , thus the output of the Graph Realization step can vary greatly from the xor-graph of the initial haplotypes.
The time required by the heuristic to compute a solution to the purerandom synthetic instances varies between circa 25 seconds on instances with 100 genotypes and 70 minutes on instances with 400 genotypes. All the instances generated using the neutral model, instead, have been solved in less than 1 minute. We also observe that instances where the heuristic fails to find a good solution have been solved considerably faster than the ones where the heuristic computes a good approximation. However, a more careful analysis suggests that such fluctuations are due to the different amount of I/O operations needed to communicate with the GREAL software that we use to solve the Graph Realization problem.
Finally we tried to compare our heuristic method with the ILP formulation proposed by Brown and Harrower [6] . In the paper, they formulate the PPXH problem as a polynomial-size integer linear program and they introduce cuts and modification of the objective function that should help finding the optimal solution. However, the GLPK solver [17] , using the basic formulation as well as the augmented formulations, was not able to find a feasible solution even for the smallest instances of our experimentation (50 genotypes and 50 characters) within the maximum time of 24 hours.
Real Data
To validate the feasibility of applying our heuristic on real data, we have produced some instances from the Phase I dataset of the HapMap project [19] (release 2005-06 16c.1) . A set of xor-genotypes were produced from the data for each population in the dataset (discarding non biallelic sites and non autosomal chromosomes). Those instances vary from 44 genotypes and 184604 sites to 90 genotypes and 91812 sites. On average, an instance contains 67 genotypes and 46906 sites. On all those instances our heuristics has never required more than 2 seconds on the same PC used in the experimental part over synthetic instances, clearly establishing that the heuristic can be successfully used on real-world large instances.
Conclusions and Future Work
In the paper we investigate the problem of resolving xor-genotypes under the pure parsimony model. We give several results regarding the efficient solution of the problem by considering fixed-parameter algorithms or by restricting the instances of the problem. Most of the results are based on combinatorial properties of a graph representation relating a feasible solution to the instance: the xor-graph. The computational complexity of the unrestricted problem is still unknown. Since we show that PPXH(∞, 2) and PPXH(2, ∞) have polynomial time algorithms, it would be interesting to determine the complexity of PPXH(∞, 3) and PPXH(3, ∞), as these two cases could delimit polynomial time solvability and intractability of the general problem. We believe that the xor-graph could play a crucial role in solving these open problems. Table 2 : Results on instances generated using the pure random strategy. For each choice of the first three columns, 10 random instances were generated. The column average independent characters reports the average number of independent character in the genotype matrix, while column average initial haplotypes reports the average number of distinct haplotypes selected to generate each instance. The last two columns report, respectively, the average size of the solution computed by our heuristic and the average ratio r. Table 3 : Results on instances generated using the neutral model. For each choice of the first three columns, 30 random instances were generated. The column average independent characters reports the average number of independent character in the genotype matrix, while column average initial haplotypes reports the average number of distinct haplotypes selected to generate each instance. The last two columns report, respectively, the average size of the solution computed by our heuristic and the average ratio r. 
