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1. Introduction. 
The problem of group-testing is concerned with classifying each of N 
units into one of two disjoint categories which we call satisfactory and 
defective (or simply, good and bad). The characteristic feature is that any 
number of units can be tested simultaneously but the results of a single test on x 
units·, without any chance of error, is that either {i) all x are good, or 
(ii) at least one of the x units is bad, but it is not known how many or 
which ones. A strategy (or procedure) consists of sequential sampling scheme 
that leads to the classification of all N units. Each strategy corresponds 
to a rooted tree with 2N terminal points corresponding to the 2N possible 
states of nature: each of the N units can be good or bad. We are concerned 
in this paper with the total number of trees (or strategies) of a special type 
called NWR; NWR standing for nested with 
recombination. These strategies have two properties: 1. If a subset of size 
m ~ 2 is found to contain at least one defective then we test a proper subset 
of these m on the very next test; this is the nested property. 2. If n ~ N 
units are still not classified, a proper subset S of size s contains at least 
one defective unit and we take from S a proper subset s' of size I s then 
the two sets of sizes n - s and r s - s are combined to form a single set 
before the next test; this is the recombination property. Explicit examples 
of these NWR procedures can be found in [3]. 
Remark: It is shown in [3] that the above recombination can be accomplished 
without any loss of information if we assume a binomial probability structure 
for the original N units, i.e., independent binomials with a common probability 
p of being defective. To justify property 2 we adopt the same probability 
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structure, although this may also hold for some other probability rormulations. 
For examples, if the original N units were drawn from a larger set containing· 
a known (or unknown) number of bad units, then we can again combine these 
two sets without loss of information. 
In general the strategy determines the size of the subset at each stage 
(randomization determines the actual units selected) and various papers such 
as [3] and [4] deal with the problem of determining which sizes will minimize 
the expected number of tests needed to classify all N units, for given finite 
N and also for N = oo. Our object is to determine the·total number h(N) of NWR 
group-testing strategies (or trees) for classifying N units. 
We develop both exact and asymptotic formulas for h(N), the total number 
of NWR. strategies for N units. The asymptotic result is that h(N) is 
N 
approximately (N ~ oo) equal to a 2 / c where a= 1.526753 .•• i$ defined 
in (3.11) below and c is an arbitrary positive constant; this approximation 
2N 
holds in the sense that log(a / c) / log h(N) ~ 1 as N ~ oo. If we take 
c = 4 then we obtain the stranger results that {i) the ratio R = a2N/ch(N) ~ 1 
as N ""?oo, (ii) that R is strictly increasing with N and hence {iii) that 
2N 
a I 4 is a lower bound to h{N) for all N ~ lo 
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2. Recurrence relations • 
For O ~ m ~ n ~ N, let g(m, n) denote the total number of NWR 
group-testing· procedures for classifying the current number n of unclassified 
units when we know that a particular subset of size m contains at least one 
bad unit; for convenience let g(O, 0) = Oo Note that g(O, n) = h(n) for all 
n ~ 0 and this is in accord with previous notation [2] in group-testingo 
If m = 1 then we have effectively identified one bad unit and there 
are n-1 units left to be classified, so 
(2 .. 1) g(l, n) = g(O, n-1) {n = 1, 2 ••• ). 
If m = 0 and n ~ 1 we test a subset of size i (1 ~ i ~ n). If all i 
are good then there are g(O, n-i) ways of continuing; if at least one of the 
i units are bad then we have g(i,n) ways of continuing. It follows that 
n 
g(O, n) = ,J g(O, n-i) g(i, n) 
i=l 
(n = 1, 2,.oa)o 
If 2 ~ m ~ n we use property 1 and test a proper subset of the m units 
that we know includes at least one bad unit, i.e., 1 ~ i ~ m-1. If all are good 
then there are g(m-i, n-i) ways to continue; if at least one of the i units 
is bad then we use property 2 and combine the n-m and m-i units, so that 
there are g(i, n) ways of continuingo Hence 
(2.3) 
m-1 
g(m, n) = ,J g(i, n) g(m-i, n-i) 
i=l 
3o Main results. 
(2 ~ .m ~ n). 
We use the fact {cfo·Feller [2; Po73] that the numbers 
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(3.1) C = .!, (2m-2) 
m m m-1 {m = 2, 3,o .. ) 
satisfy the recurrence relation 
Theorem 1: For 1 ~ m ~ n 
(3.3) g{m, n) = C g(O, n-1) g(O, n-2) ••• g(O, n-m). m 
Proof The result holds for m = 1 by (2.1) since c1 = 1. Suppose it holds 
whenever 1 ~ m ~ t-1, where 2 ~ t ~ n. Then 
{3o4) 
.t-1 
g(t, n) = ~ g{i, n) g(t-i, n-i) 
i=l 
= g(O, n-1) g(O, n-2) ••• (
t-1 ) 
g(O, n-t) :E c. ct . 
. 1. ]. -1 ].:z: 
= Ct g(O, n-1) g(O, n-2) ooo g(O, n-t) 
by (2.3), (3o2) and the induction hypothesis; the result {3o3) follows by 
inductiono 
Theorem 2: For n ~ 2 
g(O, n) = C l g(O, n-1) g(O, n-2) •o• g(O, 1). 
n+ 
Proof It is easy to verify that (3o5) holds for n = 2 since c3 = 2 and 
g(O, 1) = 1. Suppose it holds whenever 2 ~ n ~ k-1, where k ~ 3. Then 
(3.6) 
k 
g(O, k) = '-J g(i, k) g(O, k-1) 
i:a:l 
- 4 -
--
-
-
-
Cal 
-' 
.. 
-
-
.., 
111111 
-
... 
.. 
... 
... 
... 
-
= g(O, k-1) g(O, k-2) ••• g(O, 1) (.t Ci Ck+l-i) 
1=1 
= Ck+l g(O, k-1) g(O, k-2) •oo g(O, 1). 
by (2.2), Theorem 1, the induction hypothesis and (3.2); the result (3.5) 
follows by inductiono 
A useful algorithm for computing g(O, N) = h(N) is given in 
Corollary 1: For N ~ 1 
(3.7) h (N) == CN+l C N 
h2(N-l) - 2(2N-l) h2(N-l) 
- 'tt.T-1_1 • 
Proof This follows directly from (3.5). 
Explicit formulas for g(O, N) = h(N) are given in 
Corollary 2: For N ~ 2 
2N-1_1 2 4 N-3 N-2 
h(N) = 2 (2N-1)(2N-3) (2N-5) o•• 52 • 32 
N-3 -- -
(N + 1) ~(N-1)4 ••• 42 , 32 
(308) 
4 N-2 
_ (2N)! (2N-2)! [(2N-4)!]2 [(2N-6)!] ••• [2!]2 
- 6 N-3 
(N+l)! [N!]2 [(N-1)!] 3 [(N-2)!] o•• [2!]3'2 
Proof The first expression in (3.8) is obtained by iterating the result in (307). 
Inserting the factors 2N, (2N~2)2, (2N-4)4 , etco in both numerator and 
denominator, we then make use of the elementary result that (2N) (2N-2)o •• 2 = 
2N(N!) in the denominator and obtain the second expression of (3.8). 
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Some idea of the size of these numbers can be had by noting that the 
first few values are: h(l) = 1, h(2) = 2, h(3) = 10, h(4) = 28o, 
h(5) = 235,200 and h(6) = 173,859,840,000. For N = 33 the order of magnitude of 
h(N) is 101010 and for N = 300 it is 10100 10 • This confirms the idea 
that indirect methods are needed for finding the best strategy in group-testing 
and that an asymptotic result for H(N) would be desirable. 
Our asymptotic result is given in the following three corollaries. 
Corollary 3: For N ~ 1 
(3.9) 
N-i 
2Nl N { 3 } 
2 
h(N) = 4 - rr l - 2(i+l) 
i=l 
Proof The formula clearly holds for N = lo For N ~ 2 it follows from 
Theorem 2 and the expression for CN+l/ CN in (3.7), i.eg, for N ~ 1 
(3'.10) CN+l = 4 .( 1 3 1c. l_ - 2(N+l) ) N 
Corollary 4: For any constant c > O. 
-N oo {. } 2-i 
(3. 11) lim [ch(N) ]2 = 4 _rr 1 - 2d+l) = 1.526753 ••. N ~ oo i=l 
Proof This follows from Corollary 3 and some computer-based calculations for the 
infinite product • 
Corollary 5: For N ~oo 
(3.12) 
and the approach is strictly monotonic from above; here and below log is to 
the natural base e. 
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Proof Using (3.9) and the definition of a in (3.11) 
-i 
N . N L 00 3 Li -2 log(4h(N)] - 2 log a= 2 log TT (1 - 2 (i+lj'_~ i=N+l ).1 
00 
1 {. 3 \ 
= - j~l 2j log 1 - 2(N+j+l)) < log fl _ 3 ] ""7 o [ 2{N+2)... ' 
where we used the monotonicity of - log(l - x) for O < x < 1. Moreover 
the summation shows that this quantity is strictly decreasing with N; this 
proves the corollary. 
N 
From Corollary 5 it immediately follows that the ratio R =~2 /4h(N) ""7 1 
N 
as N ""?00 and hence also that the approximation a2 / 4 is a lower _bound for 
all N ~ 1. 
4. Other Expressions for a 
It may be of some interest to point out that the logarithm of the constant 
a can also be written as a complex integral. First we show 
Corollary 6: 
(4.1) 
21-lif2[f(l//2) ] 1~ 
a= , 
[ f ( ,! )] 2+1 "2 
2 
00 
.xj 
where f(x) = 1T J and 0 < X < 1, 
j=l 
Proof 
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,(l/2)j ~~1 l 2+1t,q 1 J I _, 
which is the desired result stated in (4.1). 
(4.2) 
(4.3) 
We note that to evaluate f(x) above it is sufficient to evaluate 
00 
F(x) = log f(x) = 'E {log j) xj 
j=l· 
(0 < X < 1). 
Using functions related to the Riemann zeta function, we define 
00 
cp(x, s} = ~ 
n=l 
n X . 
- 8 = x I (x, s, 1), 
n 
where t{z, s, v} is the well-known (cf. [l; pp 27-28]) function 
(4.4) 
oo n 
t{z, s, v) = ~ __ z __ 
n=O (v+n)s 
= - r (1-s) 
2fl'i 
(Re v > O; Re s > O; )z I < 1) 
o+ J {-t)s-1 e-vt dt {Re v > o). 
00 -t 1-z e 
From (4. 3) we note that for O < x < 1 
- ~ (x, 0) = ~ ( log n) x n = F ( x) = - x ~s W ( x, 0, 1) 
n=l 
Hence by putting x for z in (4.4), differentiating with respect to s and 
setting s = O, we obtain 
(4.5) F(x) = ~ JO-!- y + ~og(-t) dt 21Tl- oo t(e - x) 
' where we used the fact that [- r (x)]x=l = y = Euler's constant, .577 •.. 
Taking logs on both sides of {4.1) and using (4.5), we can now write 
another expression for a in the form 
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(4.6) __ a ____ _!,_ JO+\ .. -y + log(-t) 7 [2 - et(l +12)] dt log 1-11~ '2 . J 2 ,,, .. ,., 21il- oo L 2 t/2 - (et-½) (et - ! ) 
t/2 
5. The problem of Distinguishable units 
It should be clear that in the above enumeration of strategies all units 
were considered indistinguishable except for being good or bad. The units can 
be regarded as put in random order once before any testing is started. Hence 
if we want to count strategies with all units distinguishable the number of 
strategies will of course be much larger. One way of getting this answer 
* for the distinguishable-units problem is to let f (i, n) denote this larger 
number and replace (2.1), (2.2) and (2.3), respectively, by 
(5.1) * *' f {i, n) = f {o, n-1) {n = 1, 2, ••• ), 
* 
n 
(~) f*{i, n) f(O, n-i) (5.2) f (o, n) = ~ 
i=l l. 
(n = 1, 2, ... ), 
* 
m-1 
* (5.3) f (m, n) = ~ (~) f*(i, n) f (m-i, n-i) 
. 1 l. 1= 
( 2 S: m s; n) ·• 
If we now let g*(i, n) = f*(i, n)/i! and g*(o, ~) = f*(o, n)/n!, then the 
resulting equations for (5.2) and (5.3) are the same as in (2.2) and (2.3) 
and for (5.1) we obtain g*(1, n) = (n-1)! g*(o, n-1). Then (3.3) becomes 
for 1 s; ms; n 
* 
m 
* (5.4) g (m, n) = C rr ((n-j)! g (o, n-j)} m j=l 
and hence 
* 
m 
* (5.5) f (m, n) = m! C rr f (o, n-j). m j=l 
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In place of (3.5) we obtain for n ~ 2 ( since * f {o, 1) = 1) 
* n-1 1 *c g (0, n) = C +l rr ( j. g 0, j)) 
n . 1 J= 
(5.6) 
* * and hence, letting h {n) = f (0, n), 
(5.7) * * h {n) = f (o, n)" = n! C 1 n+ 
n-1 * 
rr f (o, j) 
j=l 
* Some of these numbers are: h (2) = 4, * * h (3) = 120, h (4) = 161,280, 
* h (5) = 390,168,576,000. Corresponding to (3.7) we have 
(5.8) * h (N) = N 
and as a result we can write 
(5.9) * N-1 N-1-j h (N) = N!_ rr {j!}2 h(N). 
j=2 
Letting a be defined by 
(5.10) a = 
00 2-(j+l) 
TT {j ! ) 
j=2 
we note that 
(5.11) 
4h*(N) (l/2 )N 
lim { N! - ) = a S 
N ~ oo 
* so that the asymptotic {N ~oo) result for h {N) is 
(5.12) * N' 2N h (N) - 1( (a S) • 
The value of S can be found by taking logs in {5.10) and rearranging the 
order of terms in the resulting infinite series; this gives 
(5.13) 
00 
log S = ~ 
j=l 
log{ j ! ) _ ~ lo~ j = F ( ½) 
2j+l - j=l 2J 
where F{x) is given in (4.2) and (4.5). The numerical values for F(½), S 
and a S are .507834, 1.661688 and 2.536988, respectively. 
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