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ITERACIONES EN UNA APLICACION 
LINEAL PROYECTIVA 
Datos personales. 
Manuel Mor~n , Cabreo Doctor en Matem~Ucas por la U. C. M. 
Pro~esor del departamento de An~lisis Econ~mico de la Facultad de 
Econ~micas de la U.C.M. 
RESUMEN. 
En es\.e \.rabajo se est·udian los sis\.emas din';'micos definidos 
por apl i caci ones 1 i neal es proyec\.i vas en el espaci o proyecli vo 
compl ej o n-di mensi onal. real i z';'ndose pr evi amen\.·e un est udi o de 1 as 
propiedades algebr';'icas y \.opol';gicas de dicho espacio. Se 
obliene la exis\.encia de una variedad atractora en forma de \.01'0 
r-dimensional t Y condiciones suficientes para que tal variedad se 
reduzca a un solo punlo. 
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INTRODUCCION 
El estudio de las iteraciones de una aplicaci6n lineal sobre un 
punto no parece prqmeter resultados espectaculares, pues enseguida 
se ve que salvo casos fuertemente restrictivos las sucesiones obte-
nidas son divergentes. 
"En el caso de las aplicaciones lineales proyectivas de un espacio 
proyectivo de dimensi6n finita, el 'hecho de ser este conjunto com-
pacto permite asegurar la existencia de alg~ valor de adherencia -
para la sucesi6n de iteraciones. Profundizando en el estudio, se 
llega a la existencia de las llamadas variedades atractoras, que 
son los conjuntos de valores de adherencia:. En el caso del espacio 
proyectivo complejo, dichas variedades atractoras resultan ser ho--
meomorfas a toros r- dimensionales, lo que justifica su nombre. La 
elecci6n de C como cuerpo, se debe a la combinaci6n de propiedades 
alg.ebráicas y topo16gicas que presenta, y que permiten una mayor --
riqueza en los resultados, no presentando su adaptaci6n al caso --
real lliayores dificultades. 
Los hechos que se utilizan en este estudio eon fundamentalmente --
sencillos, aunque la complejidad de los teoremas de clasificaci6n 
de endomorfismos que se necesitan hace necesaria un.a ordenaci6n 
adecuada en los subíndices que puede parecer complioada pero es 
impresoindible. El estudio hace acopio de los resultados que neoe-
sitará en la 3ª parte a lo largo de dos primeros apartados, alge--
bráioo y topo16gioo respectivamente, en los que se ha desmenuzado 
al máximo todo 10 que se hace,para facilitar la lectura critica --
del trabajo. Los resultados esenoiales están resumidos en los pun-
tos 3.l,3.ll,3.l2.y 3.14 
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1.- PRELIMINARES ALGEBRAICOS 
1.1 Espacio proyectivo complejo de n dimensiones 
Sea V
n
+l un espacio vectorial de n+l dimensiones sobre m, 
los n~meros complejos. Sea V:+l - Vn+l - {a} y m~ ~ - O. 
se establece la relaci6n de equivalencia: 




El conjunto de las clases de equivalencia, es decir, las rectas ve~ 
toriales de V
n
+l excluyendo de ellas el G, es el espacio proyectivo 
complejo de n dimensiones : 
V* . 
P ., n +1 
n R 
g 
La aplicaci6n es la proyecci6n can6nica asocia-
da a la relaci6n deequivalenciaR que a cada v hace corresponder -g 
la clase de equivalencia de v, g(v). En este trabajo se da preferen 
cia a esta notaci6n en lugar de la clásica, V, a fin de evitar la -
pOSible confusi6n con el simbolo de adherencia topo16gica. 
A través de la proyecci6n can6nica, se establece una corresponden--
cia entre las variedades lineales de V
n
+l y las llamadas variedades 
lineales proyectivas de P , que son de la forma g( E*) donde E es 
n 
una variedad lineal de V nH y E*= E - {(D~ 
Para indicar la variedad lineal de V
n
+l generada por un sistema de 
vectores S, utilizaremos el simbolo (S~ 
Si pe P es un conjunto de puntos de P , por (P> entenderemos la -
n n -1 * 
variedad lineal proyectiva generada por P, es decir g( g (l» 
* Si <v) es una recta vectorial, g ( (v) ) será un punto de P • En--n 
general, a variedades lineales de n+l dimensiones, corresponden por 
la proyecci6n can6nica g variedades lineales proyectivas de n dimeE 
siones. 
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1.2 Aplicaciones lineales proyectivas. 
Sea A un operador lineal regular A: Vn~l---'Vn~l' 
Construimos el siguiente diagrama: 
g-l 
At' g I:A 
VnH )Pn 
Como A es regular, A(O) s O, y A(V:~l) - V;+l' 
Podemos de~inir: 
• 
fA .. -1 gAg 




+l a excepci6n del O, y como A es un operador lineal r~ 
gular, A g~l(p) será también una recta vectorial de Vn~l menos el O 
y por tanto g A g-l(p) será un punto bien determinado de P • 
n 
Las aplicaciones fA : P ~P 
n n 
asI obtenidas, se llaman aplicacio-
nes lineales proyectivas. La aplicaci6n fA se dice que es asociada 
al operador A, y también se dice que el operadoI A es asociado a fA 
A 10 largo de este trabajo utilizaremos sistemáticamente la abrevia 
tur"'· 6 a a.l.p. para ind~car que una aplicaci n es lineal proyectiva. 
La condici6n necesaria y suficiente para que las a.l.p. asociadas a 
dos operadores A y B sean la misma, es que los operadores sean pro-
porcionales, o dicho de otra forma, una a.l.p. determina un opera--
dor lineal de forma ánica, salvo un factor de proporcionalidad arbl 
trario, no nulo. 
Demostraci6n: 
Tratamos de probar que fA .. fE .... ~ 3.>- e: (,)7 A .. A B 
-1 -1 fA .. f B ~=='5> gAg .. g B g 
Como g(v) .. g(w) ~==~ v· .. )., w, AE;(,)! tendremos V pe: P 
n 
g(A g-1cp» = g(B g-l(p» ~==~ Ag-l.(p) = h g-l(p) 
~==~ A =AB 
La última implicaci6n es consecuencia de que al ser g la proyecci6n 
-1 . . ~ 
can6nica de Rg, los g (p) cubren todo Vn~l' y' si A y E coinciden -
en este conjunto, coinciden en todo Vn~l por E(O) = A(O) = O 
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1.3 Sistemas de coordenadas. 
Elegida una base B en V ~l' queda establecido el isomorfismo can6nl 
n~l n 
co C ~V n~l' Cada vector v 6 V n~l se expresa matricialmente por la 
matriz fila o columna de sus n~l coordenadas complejas. Para expre-
sar mediante coordenadas los puntos de P
n 
disponemos de dos siste--
mas de coordenadas alternativos: 
a) Coordenadas homog~neas 
Se toman por coordenadas de peP las coordenadas de v 6 g -le p). Natu 
n -
ralmente la correspondencia entre puntos y coordenadas as! estable-
cida no es biunívoca, ya que el "Y" ·.se ha elegido arbitrariamente de 
-1 g (p), recta vectorial menos el G. Para hacer notar este hecho, si 
las coordenadas de v son ( x ,xl, •••• ,x ) se llaman coordenadas ho-
o n 
mogéneas de p a la expresi6n A ( x ,xl' •••• ,x ) • N6tese que cual--
_Ion
quier punto de g (p) tiene coordenadas de esta forma, conAéC*. 
b) Coordenadas afines. 
Como p 6 P no puede tener todas sus coordenadas homog~neas nulas, -
n 
si es por ejemplo x ~ O, se obtienen las llamadas coordenadas afi-
o 
nes de p respecto del hiperplano . x
o 
.. 1 como la n-tupla ( ~ l' § 2' •• 
• • , § . ) , donde §. .. ~ • Los puntos del hiperplano x = O quedan 
n . ~ x o 
sin co~rdenadas afines.oDicho hiperplano se llama hiperplano impro-
pio~ Este tipo de coordenadas jugará un papel principal en este es-
tudio. 
1.4 Expresi6n matricial de una a.l.p. 
Viene dada por la matriz de los operadores. lineales a ella asocia--
dos. Si fA es la a.l.p., A el operador lineal asociado, MA la ma---
triz de A, AX la matriz de coordenadas homog~neas de p y .>.:X' la de -
-1 fA(p), a la definici6n de fA' fA(p) .. gAg (p), corresponde la e-
cuaci6n matricial: 
XX'''ÓMAAX 
Donde 6éa:*, es un escalar arbitrario, ya·que el operador A está de-
terminado salvo un escalar no nulo e igual sucede con su matriz, --
hecho que utilizaremos a menudo. Esta ecuaci6n se expresa sencilla-
mente: 
A x' .. M X 
Englobando en A los ~emás factores arbitrarios 
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1.5 Base can6nica 
La base B que se elige para Vn~l es siempre aquella en la que el o-
perador lineal A asociado a la a.1.p. cuyas iteraciones se estudian 
, fA' queda reducido a su forma can6nica de Jordán. Como no es áni-
ca la base B que verifica esta condici6n; escogeremos B de forma _-, 
que se adapte optimamente al punto P~Pn c;uyas iteraciones ~ (p) -
~studiemos, haciendo esto segán los criterios que se expondrán mas 
adelante. 
Los apartados pr6ximos están dedicados a los resultados sobre c1a--
sificaci6n de endomorfismos y forma can6nica de Jordán. En ellos se 
fija un sistema de sub1ndices que ayuda a tratar con comodidad los 
problemas planteados. 
1.6 Espectro de A 
Si A es un operador lineal en V n-n ' SpecA = {A i1 ié~ es el conjun-
to de los valores propios del operador A. A 10 largo de todo nues--
tro estudio utilizaremos el conjunto de subíndices 9> = t l.?, •. ~"p 3 
• A . 1.6 Subespacios propios V ~ 
Subespacio. propio relativo al valor propio A. es el conjunto de ve~ 
~ 
tores v E V
n
'¡'l que verifi~an: 
Av = A.v 
~ 
Para un operador cuya expresi6n matricial consta de una ánica célu-










A 10-00 • •• O (,lA 1 O O 
• •• O 
O 01A11 O • •• O 
O O O \1 • • • O 
••••••••••••••• 
••••••••••••••• 
o O O O O 
O O O O O 
• 
• 
El subespacio propio VAl se reduce a la recta vectorial engendra-
da por el vector v(l,O,O, ••• ,O). Esfacl1 comprobar que Av = A1v, y 
además la ecuaci6n Av =A 1v q,=~ (, A - A1I)V '= <» tiene por solu---
ci6n una recta vectorial por ser el rango de (A - A1I) igual a n. 
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1.8 Subespacio radical V(Ai ) 
Relativo al valor propio Ai se define como el conjunto de vectores 
v é Vn.f.l que verifican para alg11n k: (A - "\I)kv = (). 
Los subespacios radicales son invariantes para el operador A : ----
A( V( A i» ~ v( A·i ) ( En un operador lineal cualquiera sólo se ---
verifica en general la inclusi6n. En el caso que nos ocupa de opera 
dores regulares, tambi~n es verdadera la igualdad). 
Si la matriz de A adopta su forma can6nica de Jordán, para una base 
adecuada el operador A restringido a v( A i) tiene por matriz una --
submatriz de la forma can6nica de Jordan que agrupa todas lascélu-
las relativas al valor propio A i' 
En general vM e v( A i)' pero la igualdad no es verdadera. En el 
ejemplo puesto en 1.7, v( A i) es todo el espacio ., mientras V A i e3 
una recta vectorial. 
El espacio vectorial V
n
+l se descompone en suma directa de sus su--
bespacios radicales: 
Vn.f.l =fil1>V( A i) 
1.9 Subespacios invariantes elementales 
Utilizaremos la abreviatura s.i.e para referirnos a ellos. 
Cada subespacio radical se descompone en suma directa de GUS s.Le. 
El conjunto de subíndices que usaremos para escribir esta suma di--
recta relativa al subespacio radical V( A i) será Si: 
V(A i ) =EBSVi ' Jé i J 
Cada s.i.e. Vi' es invariante para el operador A y no se puede des-
J . 
componer en suma directa de· otros subespacios invariantes, aunque -
pueda tener subespacios invariantes incluidos propiamente, como en 
el ejemplo 1.7 donde todo VeA 1) es un s.i.e. y el subespacio pro--
pio VA 1 está incluido propiamente en V( A 1) Y es invariante. 
En una base adecuada, el operador A/Vij se expresa matricialmente -
con una única célula de Jordán, relativa al valor propio ,\ . 
~ 
Utilizaremos el conjunto de subindices J = {(í,j)/ ie:J, jé sJ para 
escribir V
n
+l como suma directa de todos sus s.i.e. 
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De ~orma que se escribirá: 
Vn~l = (i~j)EJ Vij 
La dimensi6n de cada Vij será rij~ 1 • 
La célula de Jordán rij~l - dimensional que expresa la matriz de --
Al Vij se denotará CijO 
1.10 Sistema de subíndices para la base can6nica 
La base can6nica B es la uni6n de las bases Bij de los s.i.e. Vij 
respecto de las cuales las matrices de Al Vij son las células de --
Jordán C ..• La base can6nica B se escribe: 
~J . 
B = (}Jj)€J Bij 
Cada B .. consta de r .. ~' 1 vectores 
~J ~J 
B<J' = {e. jk1 / ~ ~ O~k"rij 
El conjunto de sub!ndices necesario para expresar la base completa 
será: 
R = !(i,j,k)1 (i,j)€J, O.(,k,(rij ) 
Con esto se escribe 
B = {e "k j (. . k) e R ~J ~,J, "-
En este sistema de subíndices, el primer sub!ndice de cada vector -
expresa su pertenencia al subespacio radical del valor propio co---
rrespondiente a dicho índice, los dos primeros índices indican el -
s.i.e., y el último índice el lugar que ocupa en la base B .. que--
~J 
mas adelante de~iniremos como altura de eijk respecto a Bij y que -
desempeña un papel importante en resultados posteriores. 
Consecuentemente con este sistema de sub!ndices para B, utilizare--
. 
mos para las coordenadas de los vectores de Vn~l matrices afectadas 
del mismo sistema de subíndices. La matriz de un vector tiene la 
forma 
no hay 
(Xijk) (i,j ,k) € R o simplemente (Xijk) R o bien 
posibilidad de confusiOn. 
Las proyecciones de cada vector v sobre los s.i.e. Vij se escribi--
rán pro .(v) , o simplemente v ..• 
~J . .'. ~J Cualquier vector se puede escribir: 
v = rfj)EJ vij 
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Si X o o es una matriz que 
~J expresa vij en la base Bij se puede escri 
bir simb6licamente 
C X .. (i~j)E:J 
Donde C es la matriz de A en la base B y 1 la matriz de Av, siendo 
las Cij las matrices de Al Vij que se reducen a células de Jordán. 
También simb6licamente puede escribirse: 
C = (~j)e:J Cij 
La actuaci6n de C sobre X se puede escribir: 
(d~j)E:J Cij )( (i~j)"J 1:ij ) = (~j)"J Cij Xij 
Volviendo a aplicar C al segundo miembro de la igualdad m veces se 
obtiene la expresi6n 
Cm = (ffi) cmiJo 
.. i,j t.J 
Vamos por ~ltimo a caracterizar los subespacios propios encontran -
do el sistema de vectores que forman sus bases. 
El subespacio propio V Ai resulta generado por los primeros vecto -
res de las bases de cada s.i.e. de los que consta el subespacio ra-
dical v( A o) 
~v).i j ) 
= ,e ijO jéSi 
Por ejemplo, si la matriz de A es: 
C = 
),1:000 
O A'O O O 0- -O ~ 5---i j O 
, , 
O O Lo A, O 
---r- o O O O o,A 
Con espectro reducido al., ·un solo sub~spacio radical y tres s.Le.} 
dos bidimensionales y uno unidimensional. 
Bll" {ellO' ell11 
B12 .. {e120 ' e12lJ 
BÚ .. t e130 ) ~. 
8e tiene : 
v(.A ) = V5 
VA .. (ellO,e120,e130> 
• 
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0000 ... >. 
Para realizar la potencia de C. Om se escribe 
O & ( A Irn 4- Nrn ) 
Donde I
r
4-1 es la matriz identidad r4-1 dimensional de dimensión ---
igual a la de la célula de Jordán C. y N
r
+l es la matriz nilpotente 
de orden r+l cuya forma es la de una célula de Jordán r+l dimensio-




Nr +l t O ; Nr +l = O 
De forma que Cm .. ( A Ir+l + Nr+l)m se puede desarrollar usando el -
binomio de Newton ( ya que la matriz diagonal A Ir+l conmuta con las 
demás). y además la propiedad de N
r
+l limita el número de términos 
del desarrollo a r~l. La €xpresión final que se obtiene para Cm es: 
Am, [~JA m-l, [~]A m-2, ••••••• , [~JA m-r 
O "Am , [~vm-~ ....... ,~~}m-rH 
••••••••••••••••••••••••••••••••••• 
O J O 
O , O 
I O 
, O 
[ml \ m-l •••••• • , lJ/\ 
....... , Am 
m Para el elemento Ckl se obtiene la expresión 
Cm .. r m lA m-Hk * 
kl Ll-kJ 
Esta expresión nos permite también el cálculo de cm donde e es la -
,matriz completa de un operádor reducida a su forma canónica de Jor-
dán si tenemos en cuenta que dicha potencia se efectua realizando -
las potencias de las células de Jordán que la componen según se ha 
visto en el punto anterior. 
*Nota: En esta expresión el sfmbolo "1" representa la letra ele. y 
no como habitualmente el número'.uno 
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2 PROPIEDADES TOPOLOGICAS 
Como el objeto de nuestro estudio es 
m 
el comportamiento de las iter~ 
ciones fA(p) de una a.l.p. que actua sobre 
tiende a infinito" es necesario 
des topo16gicas de P • 
n 
abordar el 
un punto de P 
n 
estudio de las 
cuando m 
propieda-
Con mas precisi6n : Pretendemos encontrar la variedad atractora del 
punto p por la a.l.p. f, denotada as! : t(p) 
La definici6n de f(p) es: 
~CXl:----
mLJ i m(p) , 
La raya horizontal en el segundo miembro significa adherencia del -
conjunto bajo ella colocado. La variedad atractora de p por f,f(p), 
queda as! definida cono el conjunto de los valores de adheren~ia de 
la sucesi6n formada por las imágenes de p por las iteraciones de f, 
m Pm .. f (p). 
Naturalmente la misma definici6n de variedad atractora que se aca--
ba de hacer exige la especificaci6n de l~ topologia de P
n
, y al es-
tudio de las propiedades topo16gicas que vamos a necesitar para en-
contrar las variedades atractoras están dedicados los pr6ximos pu,!! 
tos. 
2.1 Topología de P
n 
La topología de P es la topOlogía 'cociente respecto a la proyec-~­
ci6n can6nica g :nV:~l >P
n 
' siendo a su vez la topología de -
V:~l la topología de las trazas sobre dicho conjunto de los abier--
n+l tos del espacio vectorial topo16gico normado Vn~l homeomorfo a V 
La norma que vamos a utilizar es la norma eucl!dea de IDn~l. Elegida 
una base para V n~l ' si las coordenadas de v sO,n (xi)' será: 
IIvll.. ( ~ Ix~ 2 )1/2 
Siendo IXil el m6dulo de dicho n~ero complejo. 
·Los abiertos (cerrados,respectivamente) de V:~l serán los abiertos 
~t cerrados, respecto ) de V nH quitando de ellos el ',vector nulo si -
10 incluyeran. 
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Si K es un compacto de V:~l' K no puede incluir una sucesi6n v
m 
de 
puntos que tengan al O por valor de adherencia en Vn~l ' ya que -
tal sucesi6n admitiria una subsucesi6n covergente acero en V
nU y 
esta no tendria ningdn valor de adherencia en V:~l' 10 que no es -
posible si K es compacto. As! , si K es compacto podemos encontrar 
pna bola con centro en O, B(~) tal que KnB(~) = ~. Por otra parte 
si K es compacto debe estar acotado superiormente en norma. La vi-
* ceversa también es cierta. De esta forma los compactos K de Vn~l -
se pueden caracterizar como conjuntos cerrados de Vn~l acotados --
inferid:..'·y supE:lriormente en norma. 
2.2 La proyecci6n can6nica es abierta 
~ * Si U e V n~l es un abierto de dicho espacio, queremos demostrar que .. 
g(U~) es abierto de P , 10 cual, por definici6n de topolog!a oocien 
n 1 . -
te , exige probar que g- (g(U~» es abierto. 
-1 l< . . 
El conjunto g (g(U» está formado por todos los vectores de la --
forma A u* ,A6:m*. Es posible imaginarlo como un c.ono de base U~ al -
que se le quita el vértice G, y es efectivamente abierto, ya que la 
aplicaci6n fA (v) =Av siA" O es un homeomorfismo . f,\ : VnU--i-VnH 
que transforma el abierto U en el abierto AU • Escribiendo: 
g-l(g(ul'<» = 'IJJu =~dfA (U~) 
Queda el cono escrito como uni6n de abiertos. 
, 
2.3 La proyecci6n can6nica no es cerrada. 
Tomemos el conjunto K .. t V
m 
1 m E N ' V
m 
= 2me~ 2n/nU).i v 
Es faci1 ver que K tiene todos sus puntos.ais1ados, y es por tanto 
.cerrado. Sin embargo g(v) es un punto de acumu1aci6n de gel) y ----
.g( v) t g( K), 10 que implica que g( X) no es cerrado. 
Mas interesante aun es la siguiente observaci6n: 
.Si A es un opE.rador Uneal en V:u y v ea Ull .<le ~Ol' ¡:'J..'opio relati-
vo al valor propio ~ donde IAI ~ 1, entonces la sucesi6n v = Amv --
. m 
no está acotada inferiormente en norma SliAI<l y no está acotada su 
periormenteen norma silAI>l • En cualquiera de los dos casos care-
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rá de valores de adherencia. Por el contrario las imágenes de v -~ 
m" 
por la proyecci6n can6nica son siempre iguales a g(v) y la sucesi6n 
g(Am(v» = f~(g(v» si tiene a g(v) por valor de adherencia y este 
es ~ico, y es por tanto la variedad atractora de g(v) por fA' 
Vamos a probar mas en general que a causa de la compacidad de P
n 
las variedades atractoras nunca pueden eer vacias. 
~ P es compacto. 
- n 
Consideremos la esfera unidad de V:U ' Un '" { Ve V:.,.l / IIvll '" 1). --
Eete conjunto. es ceJ:'rao.p y está interiormente y superiormente acot~ 
do en norma, luego es un compacto de V:~l' El espacio proyectivo se 
puede obtener como espacio topo16gico cociente de U de la sigui en-
n 
te manera: 
En Un se establece la relaci6n de equivalencia Rj 
v R. w ~==~3).,éC*/ v .. >. w 
J 
Obviamente además debe seriAl .. 1 
Consideremos los diagramas: 




Diagrama 1 Diagrama 2 
En el diagrama 1 la aplicaci6n,AI se define)l (v) = v/llvll. y es con-
tinua. La aplicaci6n j : U ) P es la proyecci6n can6nica aso-
n n 
ciada a la relaci6n de equivalencia Rj • Como Rj es la restricci6n 
a U de la relaci6n de equivalencia R que da lugar a la definici6n 
n g 
de P resulta que g/U '" j • Como )V (v) R v, g(v) '" g(#(v» = n n g 
j()I(v» , es decir g = j¡\l 
En el diagrama 2,' i es la inclusi6n. La aplicaci6n j se obtiene co-
mo j '" 
V* 
· .. ·n~l ' 
Ahora, 
g i • Si Un tiene la topo logia usual como subespacio de -.-:-
i es continua y por lo tanto también .j. 
si PéP
n 
y g(v) '" p, j(v/llvll) '" j J¡I(v) '" g(v) = p, y esto d~ 
muestra que j es sobreyectiva. 
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De esta forma se obtiene P
n 
como imagen del compacto Un por la apll 
caci6n continua j • Para concluir la demostraci6n de que P
n 
es com-
pacto basta demostrar que es separable. Y para demostrar que es se-
parable vamos a ver como es posible dotar a P
n 
de estructura de es-
pacio'métrico. 
" .. , , 
como espacio métrico. 
conjunto de puntos de Un equivalentes 
Cv '" j-lj(v) '" {..\v//ld '" lJ 
a uno de ellos, v, 
f 20 gil 
= Le 0,e~1, 
será: 
Este conjunto pO,'~Ber im3.gen inversa por j del cerrado p '" j(v) es 
cerrado y como está incluido en el compacto Un ' es compacto. 
Dados v y w, si C ~ C existe un número real que expresa la dis--
v w 
tancia entre estos dos conjuntos compactos. Además dicho número es 
distinto de cero ya que dos clases ,de equivalencia diferentes son 
disjuntas. Además se puede encontrar VI€. C
v 
y V2 E.Cw con d(vl ,v2 ) := 
= d( C , e ). 
v w 
Si p,q e:P se define d(p,q) como la distancia de C a C donde ----
-1 n -1 _IV w 1 
ve: j (p) y we:j (q). Mas concretamente C
v 
= j (p) y C
w 
= j- (q) 
Por 10 ya dicho, p ~ q ~==9 j-l(p) ~ j-l(q) Y d(p,q) f O • Tam---
bién si d(p,q) = O, j-l(p) = j-l(q) ~==9 p = q. Es evidente que ---
-1 ) -1 ) d(p,q) = d(q,p). Si p,q,re:P
n 
podemos encontrar en j (p, j (q y 
j -l(r) vectores VI' v2 y v3 respectivamente verificando: 
d(p,q) = d(vl ,v2) ; d(q,r) '" d(v2,v3) ; d(p,r) = d(vl'v~ 
La desigualdad triangular en los vectores vl ,v2 y v3 garantiza la 
desigualdad triangular en las distancias de los puntos p,q,r y es-
to concluye la prueba de que la distancia as! definida es una mé---
trica para P • En los espacios proyectivos sobre el cuerpo de los -
n -1 
números reales las clases j (p) constan solamente de un par de ---
, n ~untos antipouas en la esfera S y la definici6n de distancia en Pn 
es la misma que en el caso que nos ocupa. 
Probado que P
n 
es métrico, queda probado que es separable y por 10 
dicho en el punto anterior, compacto. 
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2.6 La restricci6n de g a los compactos es cerrada. 
= \( Si X es un compacto de Vn~l y C un cerrado de X, sera compacto, y -
como P
n 
es separable, g(C) será compacto y también cerrado. 
La b~squeda de las variedades atractoras precisa de la utilizaci6n 
de las f6rmulas analíticas del operador A obtenidas en el primer a-
partado. En los siguientes puntos se estudia las condiciones en las 
que dichas t6rmulas se pueden utilizar para el cálculo de f(p). 
~ Si v g-l(p) y la sucesi6n de vectores v
m 
.. Am(v) está inferior 
y superiormente acotada en norma. entonces: 
fA(p) = g(A(v» 
La definici6n de XCv), es, como cabe esperar: 
00 00 
XCv) = 101 mVi Am(v) 
Demostraci6n: 
Am(v) e Amg-l(p) 
.. ==~ 
Para demostrar la inclusi6n contraria recordemos que en los espa---
cios métricos el conjunto de los valores de adherencia de una suce-
si6n coincide con el conjunto de los límites de todas sus subsuce--
siones convergentes, de forma que si q E: f( p), podemos construir una 
subaucesi6n fmk(p) tal que k11m fmk(p) = q • Consideremos al propio 
-00 
. mk() mk -le ) tiempo la subsucesi6n de los v m f v mk .. A v tE. A g P f con lo 
que g(v
mk
) .. g Amkg-l(p) .. ~k(p). Como ·:·v
m 
está inferio~ y supe:---
riormente acotada en norma f se tendrá que el conjunto U v
m 
será 
compacto y v adIDitira una subsucesion v 
mk mk . 
. 11m v = '.'w E. X ( v) J J-OO mk j 
Como g es continua f g(w) =.lim g(v ) = q J-oo mkj 
m=l convergente. 
Ya que g(v ) es una subsucesi6n de la sucesi6n 
mk· 
que convergi& a q 
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La 111tima relaci6n prueba que.'V q EfA(p) , qe:gA(v). Con esta prop.2 
sici6n si se verifican las hip6tesis de acotaci6n en norma que la -
hacen verdadera, se puede realizar el estudio de f(p) directamente 
sobre las iteraciones Am(v) en V
n
+l • Infortunadamente las hip6tesis 
de acotaci6n de Am(v) exigen una condici6n sumamente restrictiva: 
que el operador A sea diagonalizable, o por lo menos que lo sea su 
restricci6n a algán subespacio invariante que contenga a v. Este --
caso resulta ser al que se pueden reducir los demás casos, y figura 
tratado al final del apartado 3 •. No obstante para estudiar los ca-
sos mas generales, es preciso utilizar un procedimiento mas poten-
te que el descrito, que se desarrolla en los pr6ximos puntos 
~ Espacio afin H , asociado a P 
-- n . n 
En el 1.3b) se definian las coordenadas afines. Ahora nos propone-
mos estudiarlas desde el p~to de vista topo16gico. Estas coordena 
-
das permiten establecer una aplicaci6n continua entre todos los ve,2 
tores de V
n
+l que no tienen nula una coordenada, digamos la xo ' so-
bre el hiperplano de V
n
+l de ecuaci6n xo= 1 , que llamaremos hiper-
plano H , mientras que el x = O será H o hiperplano impropio. 
n o o .. 
La apl:caci6n continua que se establece, si (xo'xl , ... ,x) E:Vn+l 
donde Vn+l = Vn+l - Ho ' se define: 
vt (xo'xl , .. • ,xn ) .. (x/xo,x/xo'··· ,x/xo) 
El punto que figura en el segundo miembro se identifica con un p~ 
to de H , afiadiéndole una primera coordenada igual al. De esta -
n .. 
manera queda establecida ~ V
n
+l Hn • Habitualmente llamare-
mos a las coordenadas de los puntos de Hnl~i 
Si consideramos en H la topología usual T inducida por las trazas 
.. n u 
de los abiertos de V '1 sobre H , la aplicaci6n ~ sabem.s que es 
n... n ~ .. 
continua. ( Observar que al ser Vn+l~ Vn+l~Vn~i ' la Tu que hemos 
escogido paraH
n 
' coincide con la topología de las trazas de Vn+l 
sobre H ) 
n 
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Consideremos ahora el siguiente diagrama: 
... ... 
V






~) g es la restricci6n de la proyecci6n can6nica a Vn'¡'l y P
n 
es ---
Pn e Pn - g(HÓ~ de forma que g es sobreyectiva en el diagrama. La -
topología de P es la cociente para la aplicaci6n g , y sabemos --
n 
por 2.2 que g es abierta. 
b) 1'( es la definida mas arriba y es sobreyectiva: 
v¡ ( 1, xl' x2 ' •••• ,Xn )... .. (xl' x2! .... ,xn ) 
n es también abierta, pues siB .. B n V '1 es Q~ abierto de T , -
-l .. n.,. A u 
V¡(B) se obtiene como intersecci6n del cono de base B y vértice en 
@ ( excluido el @ ) , con H : 
... ... n 
v¡ (:9) =(Uq:~ /\B)n Hn 
Es decir , seleccionando de todos los puntos con coordenadas propo~ 
cionales a los de B , aquellos que tengan su primera coordenada ---
igual a uno. Ya hemos razonado anteriormente que los conos de base 
' ... 
abierta son abiertos, y por tanto ~(B) se obtiene como la traza -
de un abierto sobre H y será abierto. 
n 1 
c) Se define 0\ (p) .. '1 g - (p). 
Como dos vectores de g-l(p) tienen coordenadas proporcionales, sus 
imágenes por v¡ coinciden y ~ está bien definida. Inversamente, dos 
vectores cuyas coordenadas no son proporcionales no tienen la misma 
imagen por '1 y cA es inyectiva. 
-1 ) 0\ (Yl' Y2"" 'Yn = g(1'Yl' Y2"" ,Yn ) 
demuestra que o( es. sobreyectiva. 
Vamos a probar que « es un homeomorfismo. 
-1 Si B es un abierto de H
n
, Yl (B) es abierto de V
nH por ser ---.,.-
-1 
continua y g (Y( (B» es abierto por ser g abierta • Pero -------
-1 -1 o< -1 ) rV C\ (B) = g( v¡ (B», y por tanto (B es abierto y VI continua. 
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-1 • También c< es continua, pues si B es abierto de P ,0<. (B) = 
, n 
= 01 ( g-t (B» es abi:rto por ser g continua y ~ abierta , luego o( es 
un homeomorfLmo o( : P > H 
n n 
2.9 Las expresiones ~Am(V) pueden carecer de sentido cuando 
,x (m) = o • Para evitar 'este problema, basta comprobar que r~---~7~ 
o .... 
lim x (m) F O , ya que entonces existe m / m:;.m ~xo(m' "¡' 0', Y 
m-co o o o 
los valores de adherencia de fm(g(v» no varian prescindiendo de -




( m) ¡. O se presupone en el prcSximo punto 
2.10 Si VE g-l(p) 
= 
- -1-fA ( p) .. C\ (v¡ A( V) ) 
Donde la definición dj) Y( A( v) es: 
co 'co.".----
ytA(v) = !.2l m~}l(Am(V» 
Teniendo en cuenta que ~ es homeomorfismo: 
(1) t» 
O\fA(P) .. o: ~l m~i f~(P) = co ,n ~=l 
= 
co 






= iQl m~i ~(Am(v» .. (YiA)(V), de donde: 
- -1-fA(p) =eX, (ilA)(v) 
La proposición que acabamos de probar proporciona un poderoso mé -
todo para el cálculo de las' variedades atr'actoras, ya que aunque 
en general las coordenadas de AID(V) no están acotadas por 10 que 
no es posible la aplicación de 2.8 , si seleccionamos conveniente-
mente la base de, V ~l eligiendo para primera coordenada de forma -
n m 
aClecuada, las coordenadas de Y(A (v) se mantienen acotadas y es posl 
ble calcular los valores de adherencia de la sucesión por ellas fo! 
mada, como vamos a ver en lo que sigue. 
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2.11 Supongamos VE:W y A(W)CW. El estudio de fA(p) con p = g(v) 
puede hacerse restringiendo el espacio proyectivo P a la variedad 
n 
proyectiva g(W~), utilizando fA/gCW~), y el operador asociado a ---
esta aplicación, que será A'W~ 
Basta probar que fA(P) cg(W~). Esto será cierto si g(W*) es cerra-
do ya que entonces debe contener todos los valores de adherencia dé 
la sucesi5n fAm(p, ya que esta est~ incluida en g (W~) por ser ----
p é gt W~, y r A ( g( vt» e g( IV , como se comprueba inmediatamente, por 
ser A(W)CW • 
Que g{W~) es cerrado es consecuencia de que g -lg( W7') = W ~s un ce-
-;j< 
rrado de V
nU ya que es traza de W'sobre 
iI< Vn~l y W es cerrado en ---
Vn~l por ser subespacio vectorial. 
Este método de restricci~n a subespacios invariantes será utiliza-
do frecuentemente en el próximo apartado. 
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3.- ESTUDIO DE LAS VARIEDADES ATRACTORAS 
3.1 Teorema 1 
Si la matriz del operador A asociado a la a.l.p. fA se reduce a una 
única célula de Jordán, entonces la variedad atrae tora de cualquier . 
punto p, fA(P) se reduce a un único punto q , que verifica fA(q)= q 
Empezamos viendo que se puede suponer que el valor propio de A va-
le >-1= 1 • Por 1.2 sabemos que el operador A está determinado salvo 
un factor de proporcionalidad distinto de cero. Si fuera Al ¡. 1 , 
bastaria trabajar. con el operador A'= l/A f. Si v es un vector --
propio de A se tiene: 
A'v = l/Al .A 1 v = v , 
Luego A'sí tendr!a valor propio igual a uno • La matriz de A'en una 
base adecuada se expresa mediante una única célula de Jordán rela--
tiva al valor propio uno, condiciones que podemos suponer que veri-
fica ya de partida el operador A • Sea O la matriz de A 
1100 ... 0 
0110 ... 0 
C= 0011 ... 0 
~ . . . . . . . . . . . . 
0000 ... 1 
Utilizando las expresiones obtenidas en 1.11 
111 ~~iJ C1j = 
Estas expresiones no están acotadas. Son polinomios de grado j-i en 
la variable m • Para la demostraci6n de este teorema y debido a lo 
sencillo del caso que se estudia no utilizaremos es sistema de sub-
indizazi6n de la base expuesto en 1.10 , sino que utilizamos el --
sitema habitual oon un s610 sublndioe • As! la expresi6n matricial 
de Am(v) 
Donde x j son la ooordenadas de v y xi(m) las de 
m A (v). 
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Hay que justificar que se cumple la condici6n descrita en 2.9 para -
poder utiliz.ar el resultado 2.10 
Suponemos para ello que ve:g-l(p) • Como v¡,o no puede ser V j xj=O-
Si definimos : ,altura de v respecto a la base B ( base can6nica para-
la que la matriz de A se escribe como C) como el subíndice j máximo-
para el que x. f. O Y lo escribimos h(v) '" h, resulta que el po lino -;¡ 
mio del numerador será de grado h-i y el polinomio del denominador -
es posible encontrar m tal que si 
o 
de grado h • Se tiene asi que 
m es mayor que mo ' xo(m) f. O 
el resultado 2.10. Como si if. O 
• Con esto podemos pasar a utilizar .-
h > h-i, resulta que 1 f.o ===~ 
11m ~i(m) = O m-co 
Esto significa que Am(v) tiene límite: 
m . 
lim '!'lA (v) = (0,0,0 •••• 0) m-co '.~ 
y evidentemente este límite es el único valor de adherencia de la 
sucesi6n ~Am(V) • Por tanto: 
fA(P) .. OI.-l ( '1.A(v» .. g( A(l,O.O, .. .. ,0» = q. 
Por 1.7 sabemos que q es fijo, y como solo existe un punto fijo, -
es único, lo que concluye la demostraci6n. 
Para estudiar el caso en que A se descompone en varias células de -
Jordán hay que utilizar el sistema de subíndices descrito en 1.10 
Previamente hay que definir el concepto de altura de v respecto a B 
que ha jugado un importante papel ya en el caso que acabamos de ver 
3.2 Sea B .. {eijk1R 
Se llama altura de un vector v respecto al sube.spacio invariante e 
lemental Vij al ndmero hij (v) '" hij que expresa la altura de la 
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proyecci6n de v sobre Vij , prij(v) respecto a la base Bij • Si fue-
ra prij(v) = O se define hij(V) = -1 • Dicho de otra forma, hij es 
el máximo valor del indice k que verifiCa'xij~ O , si existe, yen 
caso contrario hij es -1 
Vamos a demostrar el siguiente lema: 
3.3 Sin pérdida de generalidad se puede siempre suponer que hij(V) 
es mayor que -1 _ V (i, j) € J 
Excluimos el caso v= a que no se puede presentar para ningún 
v é g -l(p'). Si .,J' es eJ. ()onjunto de indices para los s'~:1:. e 
to de los que v no tiene altura-negativa: 
J~ = {(i,j) € J 1 hij(v) ~ O) 
Formamos la suma directa: 




Si prij(v) t O , entonces 
suma por lo que v ~ \'l, Y 
el correspondiente Vij figura en dicha -
como además A( w) e W por ser W suma de 
subespacios invariantes bastaría re~lizar nuestro estudio para el ~ 
perador A restringido a \'['1'< = VI - O Y el espacio proyectivo g(W*) 
según lo expuesto en 2.11 
3.4 Sin pérdida de generalidad se puede suponer que si es -------
Spec A= p'i ] iE:j>, ). 1 = 1 y si 1> 1 1,\1" 1 
Si no fuera asi siempre se podr1a ordenar Spec A de forma queL,\1 > 
~ IAil V i E: 9 . Luego hacemos A' = 11 A 1 A como hicimos en 3.1 
y el operador A', equivalente al A verifica las condiciones referi-
das. 
3.'> sil)....I.(l, ,11m 2'jk(m) =0 
== ~ m-ID ?~ 
denada correspondiente de v¡, A m( v) 
Sabemos que Al Vij opera con matriz 0ij célula de Jordán, si se re 
fiere a la base B, j , y que e::' valor propio, de' ° " es).... • Ap11can-
~ ~J ~ 
do las f6rmulas obtenidas en 1.11 se tiene: 
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~r. lo fm J \ m- e +k = = o ¡g-kl\l xije, 
Donde r .. , segdn lo visto en 1.10 es igual a dim(Vij ) - 1 loJ . 
Si hij es la altura de v~e~pecto a Bij 
. ~ 1m J m- f+k 
xijk(m) = t=o ~-k Ai xij t 
~ [ml m-e ~ [m] 
= f=o eJA 1 xne = ""r=o E xne , pues 
~m~\m-e+k = O Y también lim e-kAi = O m-Cl) 11m ), ~-:,+k m-Cl) lo 
y por tanto lim xi'k(m) = O. m-c.o J 
Pueden utilizarse los resultados de 2.10 puesto que como hll~ O, --
xllO(m) es un polinomio de grado c~ro no nulo, o de grado mayor que 
cero, y vale el razonamiento hecho en la demostraci6n del Teorema 1 
Como en la fracci6n que expresa ~ijk el numerador tiende a cero y 
el denominador no lo hace, la fracci6n tiende a cero como deseábamos 
demostrar. 
3.6 Si 1/\' = 1 y hij(V) ¿ hn(V) 
Tomando m6dulos en las expresiones 
para ~ijk : 
teniendo en 
,lim 2i 'k(m) = O 
m-Cl) "" J 
obtenidas en el anterior punto -
Dividiendo el numerador y deominador de esta expresi6n por la máxi-
ma potencia de m que en ellos figura, que segdn la hip6tesis de p~ 
tida es mhll resulta que el denominador tiende a ~llhllly el num~ 
rador a cero cuando m tiende a infinito ( por ser el máximo grado -
posible en el numerador hij estrictamente menor qut.hll). De esta -
forma resulta qu-e lim I ~ i 'k( m) I = O, luego 11m S, 'k( ro) = O m-Cl) ::> J m-Cl) loJ 
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hl silA.1 '" 1, h .. (v) = hll(v) y k>O , 11m ~'jk(m) = O 
- . ~ ~J m-O) ~ 
Observando la expresi6n obtenida como cota superior de lSijk(m)1 en 
el anterior punto se ve que su numerador es una expresi6n polin6ml 
ca en m cuyo grado,es hij-k , mientras quo en el denominador figu-
ra la potencia mhll • Por tanto si hij = hll pero k~ O dividiendo -
éomo antes entre mhll se prueba la proposici6n. 
¿ Como utilizar los tres resultados de 3.5 , 3.6 Y 3.7 para facili-
tar el cálculo de (YlA)(v)? 
3.8 Si (xi(m» leY JI .. (1,2,3, ... , nJes una sucesi6n de n-tu---
plas de ,mn y tenemos M e JI verificando V i€:: ,)¡í ==~ 11m x. (m) = O 
m-O) ~ 
entonces el conjunto de valores de adherencia de la sucesi6n ------
(xi(m» i€Y coincide con el conjunto de los valores de adheren--
cia de la sucesi6n (xr( m» i € Ji definida por las relaciónes: 
x~(m) .. xi(m) si i 1- J(L 
x1(m) = O si i E: Ji 
Ya que dos sucesiones de un espacio métrico, Pn y ~ que verifican 
lim d(p ,o ) .. O tienen obviamente los mismos valores de adheren--
n-O) n -n '* 
cia, y las sucesiones (xi (m» y (xi(m» verifican esta condici6n. 
SegÚn 10 cual podemos estudiar ( ~A)(v) estudiando los valores de -
adherencia de la sucesi6n (~~jk(m»R obtenida anulando ciertas --
coordenadas ¡de la ( Sijk(m»R cuyo Hmite sea cero. 
Vamos a realizar este proceso en dos etapas. En primer lugar solo -
anularemos las coordenadas que están en los casos descritos en los 
puntos 3.5 y 3.6, Y en un segundo paso haremos 10 propio con las --
coordenadas que se encuentran en la situaci6n descrita en 3.7 
Como las coordenadas que corresponden a la proyecci6n de v sobre un 
s.i.e. no intervienen sobre las coordenadas de las proyecciones .'de 
Am(v) sobre los demás subespacios invariantes ya que 
~.. ~mJ m-e~k xijk(m) = . {";k Ai ' xije .. O 
y formamos la suma directa: 
W = E9 Vij 
: .. J 1 
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Se tendrá para el espacio total Vn.J.l = WEf)E, y para v, v= w.f.e---
con w € W y e € E • La sucesi6n de coordenadas de Am( w), (y ijk)R --
será X ijk '" Yijk si (i,j)eJ l ' Yijk = O si (i,j)i;Jl • Para los 
cocientes se verifica: 
~ijk (m) = Xijk(m)/xllO(m) = yijk(m)1 YllO(m) = ~~jk(m) 
si (i,j)€Jl , teniendo en cuenta que como precisamente (l,l)eJl ,-
xnó(m) .. y110(m) para m suficientemente grande son distintos de --
cero. 
~~jk(m) .. O si . (i,j) t J l 
Como J l agrupa todos los (i,j) que m .cumplen las hip6tesis de 3.5 y 
3.6, resulta que lim xijk(m) = O si (i,j) t:. J l 
Según la observaci6n hecha al principio de este punto, tenemos que: 
( I(A)(w) = (YfA) (v) 
Como VI tE: W y A( IV) e IV por ser IV suma de s. 1. e., aplicando lo dicho .. 
en 2.11 , si llamamos q = g(w) y F .. g( W*) resulta: 
3.9 Dada la a.l.p fA: P,.----;> P y P € P ,se puede encontrar una 
= n n n 
variedad lineal proyectiva F y un vector q€ F verificando: 
a) fA(F)CF 
b) el operador lineal aSociado a :'fA/F que coincide con 
Al g-l(F) tiene un espectro que consta exclusivamente de valores --
@oios de m6c.ulo uno y la altura de ve:g-l<q) es igual para todos 
-1 los s.i.e. que componen g (F) 
c) La variedad atractora de p por fA es la misma que la 
de q por fA. /F 
lJQEn este punto nuestras hipotesis son para fA y A las condicio-
nes que cumplian en 3.9 fA, /F Y A/ g -le F), es decir: 
a) V >. . E SpecA, /A, 1= 1 
lo .L -1 ) b) V (i,j)é J :hij(V)~ h11(v) ,V€B (p 
Se trata ahora de utilizar el resultado 3.7 que nos permite prescin 
) 
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dir de las coordenadas X ijk con k> O • No obstante hay que actuar -
de manera diferente que en el punto anterior, pues si ahora forma--
mos como antes las iteraciones de un vector construido anulando pr~ 
viamente todas aquellas coordenadas de v cuyo limite es cero, las -
iteraciones de este vector no coinciden con las de v • Será necesa-
rio actuar precisando el limite de las coordenadas que no tienden a 
cero y construir un vector cuyas iteraciones tengan esos limites. -
Partiendo de la expres~n: 
~ º- =o [~t\ ~- eXije 
SijO( m) = h [m] 
~ t ~ :Xne 
Donde se ha hecho hll(v) = hij(V) = h. 
h Dividiendo numerador y denominador por la máxima potencia de m, m : 
, X ijh A ~-h .¡. '1' ( A i ,m) ~ijO(m) = x
llh 
.¡. el> (m) 
Es claro que p(m)---+o, ya que esta expresi6n 
de los términos del denominador de grado menor 
Vamos a probar quti t1lJi¡bIéri '1' ( A i ,m) ---7 O 
agrupa el cociente 
h que h en m entre m 
Dicha expresi6n es el resultado de quitar del numerador su término 
\m~ h h de grado h en m, xllhA i m , y dividir el resto entre ro ; Asi: 
~ Pe.(ro) A ~-~Xijt 
Donde los 
'1' ( A i ' m) = -"----=-------
ro
h 
:.,Pt (m) son de grado menor que 
Q, (m) = 1/ A ~. Pe:.(m) x .. ~ 
v ~ h ~Jt:-
L Qe(m)A~ 





m6dulos: ~F e( m)1 ' ya que I;\J = 1 • I ~ (), . ,m) I ~ -" +=0 h 
h ~ m 
~ IQe(m)/ h l! 
11m e / m =O por ser el grado de,Qe<h y ----
moo 
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esto concluye la prueba de que \ji ( A1 ,m) ~ O 
Los términos que quedan en la fracci6n 5ijO(m) al anular las partes 
\m-h que tienden a cero son: x1lh ' constante, y la expresi6n xi'ti'i 
qúe comoIA~ .. 1 no tiene 11mi te en general : Lo que se puede J afir-
mar es: 
= O 
Es claro que 11m ( 5 ijk( m) - ~jk( m) ) R .. O de manera 
sucesiones tienen los mismos valores de adherencia. 
Consideremos ahora el vector w cuyas coordenadas son: 
\ -h 
Yno = xllh ; YiJO " Xijhl\i ; Yijk = O si 
que ambas --
k;>O 
El vector VI solo tiene distintas de cero las coordenadas relativas 




m dicho en 1.10 son vectores propios, de forma que A e =--ijO 
eijO ' y tendremos para las coordendas 
Y110(m) .. A1mX11h .. x11h 
de Am( w) : 
\ m \ -h \ m-h 
YijO(m) .. I\i xijh I\i = xijh ~i 
yijk(m) = O si k> O 
Se tiene. asi que las coordenadas afines de Am(w) , Y¡Am(VI) coincl 
den con las ( ~~jk(m»R ,. cuyos valores de adherencia eran a su -
vez los de ( ~ijk(m»R' es decir, los de 't(Am(v) 
El vector w que hemos hallado verificando tal propiedad se halla in 
c1uido en la suma de los subespacios propios de Vn~l. Si hacemos: 
W = E§1 (e ijO> 
Se verifican las siguientes condiciones: 
a) weW 
b) A(W)c W 
c) A/w es un operador diagonal 
d) (ytA)( VI) = ( V[A)(V) 
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La propiedad c) es consecuencia de que W admite una base formada --
vectores propios. Las demás ya han sido justificadas. 
Vamos a recoger este resultado en el siguiente teorema: 
3.11 Teorema 2 
= 
Dada la a.l.p. fA: P
n 
)Pn 
dad lineal proyectiva F y un 
a) , fA(F)cF 
y pe: Pn ' podemos 
q€ F verificando: 
encontrar una vari~ 
b) fA/F tiene un operador ~ineal asociado que es dia 
gonalizable y cuyo espectro consta de valores propios iguales en --
m6dulo a uno. 
c) La variedad atractora por f de p es la misma que la -
de q por f/F 
-1 
veg (p), y obtenidos Naturalmente, se toma 
cedimientos 
g ( \'1-)<) 
descritos en el punto anterior, es 
w y W por los pro--
q ., ',g(w) y F = .. --
'.' 
Nota : Aunque en las hip6tesis de este teorema no figuran los su---
puestos hechos al comienzo de 3.10"ya se dej6 claro la posibilidad 
de reducir cualquier caso al caso en que se verican dichos supues--
tos. 
Resulta ~til disponer de un criterio suficiente para que la varie--
dad atractora de un punto se reduzca a un solo punto 
3.12 Condiciones suficientes para que la variedad atractora fÁ(P) 
conste de un solo punto: 
Para simplificar los enunciac.os, hacemos UBO del resultado 3.3, 
partiendo del supuesto de que para todo s.i.e. Yij hij(v) f, -1, es 
decir, pri,(v) ~ O. Las condiciones suficientes son J . 
1) Que haya al~ valor propio de m6dulo mayor que los -
demás. 
Pues aplicando el resultado del punto anterior, apartado b) del teo 
rema 2, resultariaque el espectro del operador se reduciria a un -
solo valor propio y el vector w obtenido en el citado teorema se--
ria un vector, propio lo que hace evidente la proposici6n. 
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2) Que, habiendo varios valores propios de m6dulo máximo 
v alcance para alguno de los s.i.e. correspondiente e uno d~ ioz va 
lores propios de m6dulo máximo " altura mayor que para los demás. 
Aplicando b) de 3.9 se reduce el estudio de f(p) al de f(q) donde 
w €: g -l( q) está inciuida en un s.1. e. ( ya que solo hay uno de al--
tura máxima entre los de m6dulo máximo), y el resultado se comple-
ta usando el teorema 1 de 3.1. 
El teorema 2 conduce a concentrar nuestra atenci6n al caso particu-
lar de operadores diagonal1zables de .: I valores propios con m6dulo 
unidad. Pero antes de iniciar este estudio vamos a ver que se pue -
de afinar mas ru1adiendo al teorema 2 una nueva proposici6n. 
3.12 En las hip6tesis del teorema 2, puede encontrarse q y F veri 
ficando a) b) c) ~ además 
d) el operador lineal asociado a f A/ F. puede ser escri--
to en una base adecuada como un operador diagonal con valores pro--
pios de multiplicidad uno 
La nueva condici6n que vamos a demostrar significa que la matriz --
del operador en la base referida será una matriz diagonal compues-
ta por n~eros complejos del mismo m6dulo (1) , pero diferentes en-
tre sI. 
Para hacer la demostraci6n podemos suponer F = P
n
, y modificar el -
sistema de sub!ndices que hemos venido usando hasta ahora para ha--
cerlo mas simple. Asi será SpecA = {Ak1 kE:J' Si cada Ak tiene mul--
tipl1cidad c{k el suj;SpaCio propio relativo a Ak será 
ik.. j~l (ékj) >. 
Siendo los ekj los «k vectores propios que forman la base de V k. 
Se tiene asi: 
Aekj .. \ekj 
La base total del espacio vectorial Vn~l es ahora: 
B = {ekjl (k,j)E K con K = {(k,j)/ kE:~y 1';;; j~o(k) 
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El vector v se escribe: 
v = ~ xijeij 
Para Av tenemos: 
Av = ~Ak ~j . 4./'k(t "kj ,) 
Donde se ha procedido sacando Ak factor com~ de todos los términos 
en los que figura, que s6n correspondientes a los vectores de la ba 
se de vAk • Escribiendo: 
o(k 
~k = L ~j ekj 
j=l 
Av =L'~k vk kC~ 
Si consideramos el subespacio generado por los vk' IV ., <Vk> kE.j> 
se tendrá A( w) e w, VoS IV Y además el operador A/w expresado en la 
base Bw = {vk \ kq ( aplicando 3.3 resulta V k vk 1= O, Y es un -
resultado conocido que vectores propios r~l~tivos a diferentes va--
lores propios son linealmente independientes) , es un operador dia-
gonal y sus valores propios son todos diferentes ( recordar que --
se ha obtenido un Vk por cada Ak diferente). Esto concluye la demo~ 
traci6n de nuestra proposici6n. 
Con este resultado, las iteraciones de cualquier a.l.p. pueden es--
tudiarse a traves de una a.l.p. de operador lineal asociado diago-
nal con todos sus valores propios de m6dulo igual a 1 y de mu1ti-
, 
p1icidad uno • Antes de pasar al análisis de este ~ltimo caso, de-
bemos exponer un resultado que vamos a necesitar: El llamado teore-
ma de Kronecker n-dimensional: 
3.13 Teorema de Kronecker n-dimensional 
Si aéR [aJ = a - E(a), donde E(a) es la parte entera de a. Asi, 
a 6 Il = (e, 1J Y e2 n i [a) E Sl' circunferencia unidad 
Sea la ooleccion de n~eros reales C9.=[a1,a2 , ••• ,an ,l). Se dice 
de e¿ que es linealmente independiente si no hay n~eros enteros 
lcl'k2, .... ,kn,k verificando k1a1~k2a2+" .+knan+k = O 
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Si llamamos y", {1,2, ... ,~F- -i71í i [ak] ) 
de 1t'n '" SIn, toro n-dimensional, y c{ (m) '" ( 
k E.J( es una ntupla 
211 i[malcl ) 
e ktJ.l, 
es una sucesión de n-tuplas de ~. 
n El teorema de Kronecker en n dimensiones afirma que si a es lineal 
0\ (m) es denso en T 
n 
mente independiente 
Dicho en un lenguaje 
to de los valores de 
todo T
n 
mas próximo a nuestras necesidades, el conjun-
adherencia de la sucesión de n-tuplasc{(m) es 
Pasemos a estudiar el caso 111 t·imo que se aborda en este apartado: 
fA: Pn-Pn es v.na a.l.p. , A: Vn.n=---.7n+l su operador lineal --
asociado. Se verifica: 
a) A es diagonalizable. SpecA = 1/\ k~:):> está compuesto de 
valores propios diferentes de módulo y multiplicidad igual a uno 
b) La familia de n11meros reales 0-= [¡&k~g, U Jll] es una 
familia linealmente independiente, siendo Gk = arg( A k) / 2n 
Esta hipótesis es equivalente a esta otra: 
b #) La familia (2 = ji arg( A k't U 1 2nq 




= \V k ):? 
Donde las~ son las coordenadas de v respecto la base B. Ademas: 
Am(v) =L /\m ~ vk 9 
Como lA kl = 1 se puede escribir A k .. 




• Elevando.a m 
2 n im ek 2 ({ i [m ekJ e .. e 
Por el teorema de Kronecker , las n~l-tuplas ( e2 n i [m ekJ ) 
cubren densamente· el toro n~l dimensional Tn~l • 
Consideremos ahora la aplicación 'e: Tn~l--V:+l 
'e [( Ak )-;» ",~Ak ~ vk . 
Podemos suponer V k ~.¡,o seg11n 3.3. De la independencia lineal de 
los vectores ~vk se deduce que r es inyectiva y de las propiedades 
:y 
de continuidad de la suma y producto por nl1meros - complejos en Vn~l 
<1 - 31 -1111111 5307411482 
se deduce que l: T
nH "€ ( TnH ) es un homeomorfismo. 
La imagen inversa por ~ de Am(v), es precisamente la sucesi6n de -
n+1 tuplas (e2 T1 i [m 9k]) • PQr tanto los valores de adherencia de 
-1 m 
'e (A (v» cubren todo -T
nH ' y de ello se deduce que los valores 
de adUerencia de Am(v), es decir (A)(v) , cubren ~(Tn+l)' 
De ello resulta que (A)(v) es una variedad de V
n
+l homeomorfa al 
toro n+l dimensional T
n
+l ' cuyas ecuaciones paramétricas son: W=~k uk ,Lv kl = 1 VKE-~ 
'f' Donde se ha tomado uk = ~vk 
El operador A conserva la norma: 
IIAV" = (2:"!AJkI21~\2 )1/2=(~1~12 )1/2 = Ilvll 
Esto demuestra que Amv está superior e inferiormente acotado en no! 
ma. Aplicando el resultado 2.7, si p= g(v), 
fA(p) = g«A)(v» 
Es decir: La variedad atractora de p por fA se obtiene como proyec-
ci6n can6nica de una variedad homeomorfa a un toro T
n
+l 
A continuaci6n comprobamos que esta variedad es homeomorfa a un to-
ro n- dimensional: 
Si tomamos qE:g(A)(v) ,g-l(q) =A(Y ,yl, •• ,y ). Tomando coorde 
o n 
nadas >afines: \(.g-l(q) = (Y/Y ,y2/y , .... ,Y /y). 
-1 o o n o 
Como g (p) E TnB , V k I ykl = 1 • También V k 1 Y~Yol = 1 yeso de--
'. -1 -1 
muestra que ~. Yl. g (q) é T
n 
• Ahora, por 2.8 sabemos que t(= Y[ g ... 
es un homeomorfismo y como se comprueba facilmente 01./ g(A)(v) cu-
bre todo T ,y es el homeomorfismo deseado. 
n 
Hemos demostrado as! , por aplicaci6n sucesiva de los teoremas 2 y 
de los resultados de dos ~ltimos puntos: 
3.14 Teorema 3 
Si fA es una a.l.p. y su operador asociado A tiene valores propios 
cuyos argumentos y el-mimero 2n forman una familia de n~eroB 1i--
nealmente independientes, la variedad atractora de un punto p por 
f es una variedad de P
n 
homeomorfa a un toro r~ dimensional. 
