The HIV-1 integrase (IN) is a major target for the design of novel anti-HIV inhibitors. Among these, three inhibitors which embody a halobenzene ring derivative (HR) contribution is compared to its QC counterpart along this series of derivatives.
Introduction
The HIV-1 integrase (IN) catalyzes the transfer of a viral DNA (vDNA) strand into the genome of the host cell (Lesbats et al., 2016) . It is also involved in reverse transcription (Hironori et al, 2009 ), nuclear import (Mouscadet et al., 2007 ) and HIV-1 particle maturation (Kessl et al., 2016) . It has no counterpart in human cells and thus constitutes an emerging target for the design of novel anti-retroviral inhibitors (Liao et al., 2010) .
Three integrase inhibitors have been approved by the FDA in anti-HIV therapies, Raltegravir (RAL) (Summa et al., 2008) , Elvitegravir (EVG) (Shimura et al., 2008) and Dolutegravir (DTG) (Underwood et al., 2012) . All three act as integrase strand transfer inhibitors (INSTIs) (Ammar et al., 2016) . They embody two distinct structural motives, namely a large diketo acid pharmacophore, and a halobenzene derivative. A major advance toward the design of novel derivatives is enabled by high-resolution X-ray crystal structures of the ternary complexes of IN, vDNA, and each of the three INSTI's Hare et al., 2011) . These show all three drug complexes to be two-pronged. The keto oxygen and coplanar neighboring oxygen both coordinate two IN catalytic Mg (II) cations, structural water molecules, and, either directly or through water, IN residues. The halobenzyl moeity is confined in a narrow cleft, binding to the G 4 and C 16 Furthermore, the ∆H ranking of the three inhibitor affinities was itself paralleled by the corresponding ranking of the ab initio quantum chemistry (QC) intermolecular interaction energies, ∆E(QC), of their halobenzene rings with the sole G 4 /C 16 base pair. Upon focusing on the halobenzene ring of the best bound compound, namely DTG, could, then, ∆E (QC) Energy Decomposition Analysis (EDA) along with electronic structure considerations offer insight for affinity-enhancing chemical substitutions?
There is a zone of electron depletion along the extension of the C-F bond of DTG, denoted as the 'sigma-hole' (Murray et al., 2008 ). This bond is para to the C-C bond connecting the ring to the central diketo acid group. In the crystal structure of the DTG-INT complex, it points towards the electron-rich bicyclic ring of G 4 . This could constitute a key stabilizing feature of the DTG-G 4 complex. We have considered and analyzed several analogs of the DTG halobenzene ring (HR), thirteen of which will be reported in this paper. It is noted that with the exception of compound A1, all compounds have an extracyclic -NHCH 3 or -NH 2 proton donor replacing in para the extracyclic CF bond. All additional substitutions were done ortho or para to the C-C connector by electron-withdrawing groups. Each substituent can impact ∆E(QC) by a combination of different factors:
-on account of its electron-withdrawing character, a favorable increase of the electrostatic contribution, E C , of ∆E (QC), of the para substituent with G 4 ; -a favorable increase of the polarization contribution, E pol, of ∆E (QC), due to the contribution of its polarizability to the polarization energy of the ligand; -when in meta, it could contribute to additional electrostatic interactions with sites belonging to G 4 or C 16 , as reflected by E C and E pol . There is a cone of electron-rich density around the CX bonds of halogens. Halogen substituents could enhance E C if such a cone were in the vicinity of electron-deficient sites of C 16 .
-these three factors could be counteracted in some cases by increases of the short-range repulsion, E X , and, in the energy balances, by a larger solvation penalty than DTG, since most designed derivatives bear a more polar character than DTG. (Lagardère et al., 2017) . Prior to these, and in the context of the present study, it was thus essential to evaluate the accuracy of one of these procedures, SIBFA. Specifically, how well will the evolutions of ∆E(QC) and of each of its contributions, be paralleled by the SIBFA contributions along the series of the thirteen HR ligands?
As a complement to EDAs, we will also report the contours of their electrostatic potential maps.
Methods

Quantum chemistry calculations
a. Energy decomposition analysis.
The decomposition of the ab initio SCF interaction energy is done using the Reduced Variational Space (RVS) analysis (Stevens et al., 1987) , where the intermolecular interaction energy is separated into four contributions: Coulomb (E C ) and short-range exchange-repulsion (E X ) in first order (E 1 ) and polarization (E pol ) and charge-transfer (E ct ) in second order (E 2 ). Finally, the dispersion contribution is assessed as the difference between the BSSE-corrected B97-D3 intermolecular interaction energies and the Hartree-Fock (HF) ones. The basis set superposition error (BSSE) is taken into consideration in the final energy values. The GAMESS software with the cc-pVTZ (-f) basis set (Schmidt et al., 1993) were used in this analysis. We denote below as E pol (VR), a 'variational' value of E pol , obtained as the difference between ∆E(RVS) and the sum of E 1 and E ct . This is to be contrasted to E pol (RVS) at the outcome of the RVS procedure, the sum of all individual ligand polarization energies computed in a process when the occupied molecular orbitals (MO) of this ligand is relaxed towards its own virtual MO's, the other ligands being frozen.
Energy decomposition analyses were also performed at the correlated levels and the ω-B97-D3 functional (Grimme., 2006) resorting to the Absolutely Localized Molecular Orbitals method (ALMOEDA) (Azar et al., 2011) using the Q-Chem software (Shao et al., 2015) . ∆E is decomposed into a 'frozen density' component (FRZ), namely the sum of the Coulomb and short-range contribution, and a polarization (E pol ) and a charge transfer contribution (E ct ) in second order.
b. Correlated calculations.
The intermolecular interaction energies (∆E) of the complexes formed by the substituted rings with G 4 and C 16 were computed at the correlated level using the dispersion-corrected functionals B97-D3 and B3LYP-D3 (Goerigk et al., 2011) , with the cc-pVTZ basis set (-f) (Feller., 1996) and the Gaussian software G09 (Frisch et al., 2009 ) software. The obtained values were corrected for BSSE (Simon et al., 1996) . The values of the corresponding dispersion contributions were computed as the differences between the correlated and uncorrelated HartreeFock (HF) ∆E values.
G09 was used as well for energy-minimization of the complexes, using a starting structure determined by X-ray crystallography and taken from Protein Data Base site (PDB code: 3S3M, Hare et al., 2011). The C-C bond connecting the HR to the diketoacid (DKA) ring was replaced by a CH bond, since the DKA ring was removed. As in our previous study (El Khoury et 
SIBFA computations
In the context of the SIBFA procedure, the intermolecular interaction energy (∆E tot ) is computed as the sum of five contributions: electrostatic multipolar (E MTP ), short-range repulsion (E rep ), polarization (E pol ), charge transfer (E CT ), and dispersion (E disp ). E MTP is computed with distributed multipoles (up to quadrupoles) derived from the QC molecular orbitals precomputed for each individual molecule, derived from the Stone analysis (Stone et al, 1985) and distributed on the atoms using a procedure developed by Vigné-Maeder and Claverie (Vigné-Maeder et al., 1988). E MTP is augmented with a penetration term . The anisotropic polarizabilities are distributed on the centroids of the localized orbitals (heteroatom lone pairs and bond barycenters) using a procedure due to Garmer and Stevens (Garmer et al., 1989 ). E rep and E CT , the two short-range contributions, are computed using representations of the molecular orbitals localized on the chemical bonds and on localized lone-pairs. E disp is computed as an expansion into 1/R 6 , 1/R 8 , and 1/R 10 and embodies an explicit exchange− dispersion term (Creuzet et al., 1991) .
Contours of electrostatic potentials
The contours of molecular electrostatic potentials (MEPs) of the HRs derived from their electronic densities were displayed by the Gaussview software, implemented in the Gaussian software (Frisch et al., 2009 ). The colored zones are based on their electronic densities.
Results and Discussion
All DTG derivatives have at least one extracyclic halogen atom; F, Cl, or Br. The DTG coordinates are derived from the crystal structure of the viral intasome with Dolutegravir and two magnesium ions (PDB code: 3S3M, Hare et al., 2011). The first derivative considered, A1, has a chlorine substituent replacing the second DTG fluorine, which is para to the CH bond connecting it to the diketo moiety. This did not bring a significant ∆E tot increase with respect to DTG (see Table I below). Several alternative substituents could be considered. However for the present study we deemed it more instructive to replace upfront the para -F group, which binds G 4 by its sigma-hole prolonging the CF bond, by another electron-deficient group, namely a proton donor. We could thus leverage these C-X bonds (X halogen or electron-deficient group)
interactions and increase their magnitudes by depleting this donor electron-density with selected electron-attracting substituents. A natural choice bore on substituents such as -NHCH 3 or -NH 2 .
Both The evolution of ∆E as a function of the compound number is plotted in Figure 3 for each functional.
All three ∆E(QC) curves run parallel. Table 1 and Figure 3 show that the ∆E(QC) values of all compounds in series 2-4 have significantly larger magnitudes than those of either DTG or its chlorinated derivative A1. Taking the B97-D3 results as an example, the differences are in the 4-8.3 kcal/mol range. All three QC procedures concur into having five derivatives which stand out from the rest. Four belong to series 2, namely A2, B2, C2 and E2, and one belongs to series 3, namely B3. In series 2, all four derivatives have their two substituents on both ortho sides of the connecting -CH bond, or, equivalently, on both sides meta to the -NHCH 3 para substituent. The two best-bound compounds are C2 and E2, with either a -CF 3 or a cyano substituent -CN in meta to the -NHCH 3 group, respectively. C2 has a larger ∆G solv value than E2, namely -10.1 compared to -7.8 kcal/mol. As mentioned above, this 2.3 kcal/mol difference should represent an upper bound to the actual desolvation energy difference between the two derivatives. It could reflect a greater 'hydrophilicity' of the C2 than the E2 ring. Including such a difference in partial relative energy balances would give rise to a 2 kcal/mol preference for the cyano derivative compared to the trifluoromethyl one.
In series 3, the best-bound derivative is B3, with a bromine substituent. Owing to the large hydrophilic character of this group compared to fluorine in DTG, the values of ∆G solv are correspondingly larger in series 2 and 3 than that of DTG, in the range 2.8-4.0 kcal/mol. This leaves out relative energy preferences for A2-C2, E2, and B3 over DTG in the range 4-6.7
kcal/mol.
The ∆E values in series 4 with an -NH 2 para substituent have smaller magnitudes than in series 2 and 3. These are 4-5 kcal/mol more favorable than DTG, but these are virtually fully compensated for by correspondingly larger ∆G solv values, leaving partial energy balances less than 0.5 kcal/mol more favorable than DTG, which is inconclusive in terms of augmented affinities. In Supp. Info S1-S3, we report the evolution of the individual QC contributions along the series.
We denote by E 1 the 'frozen' energy contribution from ALMOEDA and the sum of the Coulomb, E C , and exchange, E X , contributions from the RVS analyses. E 1 (SIBFA) is correspondingly the sum of its penetration-augmented electrostatic and short-range repulsion contributions. We denote by E 2 the sum of the polarization and charge-transfer contributions in all approaches.
In the perspective of long-duration polarizable MD on the complexes of vDNA and of the Integrase-vDNA assembly, it is essential to evaluate how well could a procedure such as SIBFA account for the ∆E(QC) trends. This alone could lend credence to comparative energy balances and prospective free energy calculations bearing on complexes out of reach of QC calculations, but amenable to this, and related procedures such as those between 'improved' DTG derivatives with v-DNA, let alone with INT, which total several thousands of atoms. Table 1 and Figure 3 show that ∆E tot (SIBFA) is fully able to recover the trends from ∆E(QC). C2 and E2 are found to be the two best-bound compounds, while B2, B3, and A2 come next with a small margin. Such agreements are encouraging, considering that no extra calibration effort was done on the DTG derivatives.
S1 reports the evolutions of E 1 at the uncorrelated RVS and correlated B97D3 and ω-B97D levels and those of E 1 (SIBFA). S2 reports the corresponding evolutions of E 2 . S3 compares the evolution of uncorrelated ∆E(RVS) and ∆E(SIBFA) without the dispersion contribution E disp . S4
reports the evolution of a contribution denoted as 'E disp /E corr ', the gain in ∆E upon passing from the uncorrelated RVS ∆E to the correlated B3LYP-D3, B97-D3, and ω−Β97D levels, along with E disp (SIBFA). There is no explicit ALMOEDA 'dispersion' contribution, as it is included in the van der Waals kernel for both E 1 and E 2 .
Throughout we will denote by ∆E (SIBFA) and ∆E tot (SIBFA) the SIBFA intermolecular interaction energies without and with the dispersion contribution. ∆E (RVS) denotes the BSSEcorrected RVS intermolecular interaction energy. ∆E (QC) denotes the correlated QC intermolecular interaction energy with the B3LYP-D3, B97-D3, or ω−Β97D functionals. The QC-derived 'dispersion' energy is the difference between ∆E (QC) and ∆E (HF), the latter being derived from a Hartree-Fock computation without removing the BSSE. S1 shows that the trends in ∆E (QC) and ∆E tot (SIBFA) giving distinct preferences for derivatives A2, B2, C2, E2, and B3 are retrieved by E 1 , while the E 2 curves (S2) are much shallower. S3
shows that similar to ∆E (QC) and ∆E tot (SIBFA), both ∆E (RVS) and ∆E (SIBFA) curves have minima with derivatives A2-C2, E2 and B3. ∆E (RVS) has an additional minimum with derivative A4 from series 4. The corresponding ∆E (SIBFA) minimum is higher in energy. There is a lesser correspondence between E disp (SIBFA) and those found from the B97D3 and B3LYP-D3 calculations (S4 Even though it appears satisfactory, the agreement between ∆E tot (SIBFA) and ∆E ( 
Molecular Electrostatic Potentials (MEP).
It is instructive to represent the impact of some of the reported substitutions on the MEP contours. Figure 4 present such contours around five representative compounds: DTG; C2 and E2; the meta-substituted trifluoro-and cyano derivatives of group 2, respectively; B3, the meta- There is a much wider extension of the 'blue' zone of positive potential around the para -NHCH 3 or -NH 2 substituents than around the para-fluorine substituent of DTG. This explains the better efficiency observed in the case of the newly conceived compounds in comparison with DTG. In fact, the lower electron density of NHCH 3 and NH 2 confirms the better electrostatic interaction of these rings with the electron rich polycyclic structure of G4. For the compounds of group 2, the -CF 3 substituted derivative C2 generates a much wider and delocalized 'red' zone of negative potential than the cyano-substituted derivative E2. The extension of positive potential around the -NHCH 3 group is also larger for C2 than for E2. To a large extent, the first feature should explain the 2.1 kcal/mol larger ∆G solv energy of C2 than E2, impacting the energy balance in favor of E2 while both derivatives had close ∆E (QC) and ∆E tot (SIBFA) values. Derivative B3 also displays a wide zone of negative electrostatic potential around the -Br substituent, and this zone is significantly more extended than around the two -F substituents of derivative C4. The latter presents a low electron density in the middle of its ring due to the presence of its twoelectron attracting fluorines, giving it the least favorable attraction with the DNA viral base pairs
Conclusions and Perspectives.
We have designed a series of derivatives of the halobenzene ring of dolutegravir (DTG), the most potent inhibitor of the HIV-1 integrase to date. These derivatives target the highly 
