A formalism is introduced to implement basis-independent vortex attachment in ansatz wavefunctions defined using matrix products. Wavefunctions describing strongly interacting two-dimensional helical fermions in the presence of spin-orbit coupling are constructed as an application. A comparison between exact diagonalization of a model motivated by experiments on ultracold atomic gases and Laughlin-like ansatz states is made. Vortex insertion with Jastrow factors has also been the tool of choice in microscopic theories of the quantum Hall regime [5] [6] [7] [8] . The large magnetic field in the quantum Hall regime quenches the kinetic energy to leave a Hamiltonian with a quantum flat band and no small parameter:
A formalism is introduced to implement basis-independent vortex attachment in ansatz wavefunctions defined using matrix products. Wavefunctions describing strongly interacting two-dimensional helical fermions in the presence of spin-orbit coupling are constructed as an application. A comparison between exact diagonalization of a model motivated by experiments on ultracold atomic gases and Laughlin-like ansatz states is made. Introduction: Wavefunctions constructed from Jastrow factors [1] provide useful methods to introduce vortices (wavefunction zeroes) into otherwise weakly correlated states to account for strong interactions. Careful tuning of the location vortices optimizes energetics in what has proven to be a powerful quantitative procedure in quantum chemistry and related fields [2] [3] [4] .
Vortex insertion with Jastrow factors has also been the tool of choice in microscopic theories of the quantum Hall regime [5] [6] [7] [8] . The large magnetic field in the quantum Hall regime quenches the kinetic energy to leave a Hamiltonian with a quantum flat band and no small parameter:
where P projects the inter-particle interaction, V int , into a flat single-particle band. This non-perturbative problem requires validation of ansatz states. Successful quantum Hall wavefunctions attach vortices, often directly on each particle, to enlarge correlation holes and thereby screen the otherwise strong inter-particle repulsion [5] [6] [7] [8] .
The success of quantum Hall wavefunctions in capturing the essential physics of the Coulomb interaction within a flat Landau level suggests that vortex attachment to particles might be a quantitatively useful ansatz in solving other flat band problems as well. Eq. (1) applies to many other systems, including: electrons in graphene-based nanostructures [9] , atomic gases under fast rotation [10] , atoms in kagome optical lattices [11] , particles in lattices in gauge fields [12] , and spin-orbit coupled systems [13, 14] , to name a few.
Jastrow factors attaching vortices to particles in the quantum Hall regime are conveniently written in a polynomial basis. Generalizing quantum Hall wavefunctions, e.g., the Laughlin state [5] , to other bases is unfortunately not generally straightforward. Most bases do not obviously map onto the space of polynomials thus requiring a more general procedure [15] . Furthermore, once chosen, Jastrow factor-based wavefunctions must be validated.
Some ansatz wavefunctions in the quantum Hall regime can be produced with generator Hamiltonians (see, e.g., Ref. [16] ). Combining diagonalization of a physical model described by Eq. (1) with diagonalization of generator Hamiltonians offers validation of ansatz states in the quantum Hall regime thus providing a crucial rigorous step in defining predictive theories [8] . Unfortunately, there is no known general scheme to construct generator Hamiltonians that can be used to express Jastrow factors in other settings for comparison with exact diagonalization.
Recent work shows that matrix products [17] (or, more generally, tensor networks) offer numerically efficient representations of wavefunctions that might serve as alternatives to generator Hamiltonians. Matrix products have been used to study entanglement in Laughlin states using exact representations [18] . A general basis-independent recipe for vortex attachment in terms of matrix products would also offer a useful tool to validate ansatz states since matrix product states are straightforward to work with and related algorithms (e.g., the density matrix renormalization group [19, 20] and related methods [21] ) offer considerable opportunity for scale-up.
I construct a formalism that uses a basis-independent representation of Jastrow factors to attach vortices through an exact matrix product representation. I then illustrate this formalism with an example. I use it to study a flat band problem that does not have a polynomial basis: two-dimensional helical fermions derived from Rashba spin-orbit coupling. This problem relates to ongoing experiments exploring atomic gases in the presence of synthetic spin-orbit coupling [22] . I find that interactions in a flat spin-orbit band favor the formation of a large central vortex in analogy to what has been found in studies of rotating quantum gases and quantum dots [4] . The formalism presented here allows straightforward validation of a large class of Jastrow-correlated ansatz states in small system sizes. Small system sizes are valuable in studying states with exponentially decaying correlations, e.g., topological quantum liquids. This work also sets the stage for larger system studies using optimization with matrix product algorithms [21] . Vortex Attachment in First Quantization: Ansatz wavefunctions using Jastrow factors to attach vortices are often written in first quantization. I consider ground and excited state wavefunctions based on the composite fermion ansatz [6] :
where the Jastrow factor J 2p places 2p vortices in the system defined by constituent wavefunctions ψ ν * of N particles. The number of basis states per particle in the constituent state is ν * . It is convenient to take ψ ν * to be a weakly correlated state, e.g., a Hartree-Fock state. The resulting wavefunction, ψ ν , describes strongly interacting particles with ν = ν * /(2pν * + 1) particles per basis state. The operator ρ creates an excitation in the constituent state.
The following first-quantized Jastrow factor was constructed to insert 2p vortices independent of basis [15] :
where the operator T † translates single particle basis states along a graph representation of the Hilbert space, labeled by Λ. In a Hilbert space where the interaction energy tends to decrease while increasing only one basis state index, Λ corresponds to a simple 1D graph. In this case, Hilbert space translation is defined as a ladder operator in J [23] :
, where φ n is a single particle basis state.
The variational parameter γ controls two types of vortex insertion protocols. γ = 1 implies that 2p vortices are attached to each particle thus lowering repulsive interaction energy by separating particles pair-wise. States with γ = 0 insert 2pN vortices on the n = 0 basis state. This lowers the repulsive interaction energy by forcing particles to occupy more dilute edge states. These competing mechanisms for minimizing repulsion, i.e., wavefunctions with either γ = 0 or γ = 1, will be studied below.
In the following I consider wavefunctions with Slater determinant constituent states. A single Slater determinant attaches one vortex (due to Pauli exclusion) to each particle:
where the vacuum is defined by r|0 = j φ n=0 (r j ). With this choice, Eq. (2) reduces to the Laughlin states at ν = 1/(2p + 1) for γ = 1 if the basis states are chosen to be lowest Landau level wavefunctions [15] . Matrix Product Formulation for Vortex Attachment: The Jastrow factors considered above can be recast into second quantization to allow a representation in terms of matrix products. In the following, a first-quantized operator O will be represented in second quantization bŷ O. The Jastrow factor discussed above can be rewritten as sums over single particle translation operators using Shiota's formula [24] that, in turn, allows a secondquantized representation. The following representation of Eq. (4) is proven in the Supplementary Information section:
where,M
defines a matrix in terms of γ
creates a fermion in a basis state φ n . The matrix elements γ l n,n are variational parameters that include γ because of the freedom in defining the action of T † on basis states.
Eqs. (6) and (7) define the centerpiece of this work. Wavefunctions constructed from these Jastrow factors can be compared directly with numerical exact diagonalization on physically relevant models without reference to generator models. Writing the Jastrow factor in terms of a product over matrices,M , also allows use of broad range of algorithms for optimization, implementation, and validation. Furthermore, freedom in choosing the matrix elements γ l n,n and the constituent states ψ ν * allows the construction of potentially useful ansatz wavefunctions that, in their first-quantized form, can be studied in larger systems upon validation.
Using Eqs. (6) and (7) I rewrite the ansatz states, Eqs. (2) and (3), in second quantization:
where ρ =ĉ † N −1+∆MĉN −1 promotes a basis state from n = N − 1 to n = N − 1 + ∆M . This form shows that J 2p can be written as a straightforward sum of matrix products acting on a column vector defined by ψ ν * . I implement examples below.
Single Component Laughlin States: As a first example I rewrite the Laughlin ground state in terms of matrix products [18] . In the symmetric gauge the lowest Landau level basis states on the disk are: φ graph labeled by n. I compute the matrix elements γ l n,n by requiring the translation operator to act as a polynomial in z.
leads to:
This choice for the matrix elements completely specifies the Laughlin state in second quantization (using Eqs. (8) and (11)) and defines a matrix product representation equivalent to those in Ref. [18] . I have used exact diagonalization to verify that the wavefunction amplitudes specified above reproduce those obtained by diagonalizing the Laughlin state generating Hamiltonian [16] . Application to Spin-Orbit Coupled Fermions: I now turn to a flat band problem with non-polynomial basis states, two dimensional fermions with Rashba spin-orbit coupling [14] : (12) whereΨ † σ creates a fermion at r = (x, y) in spin state σ =↑, ↓, ω T specifies the trapping frequency due to a parabolic confinement of particles of mass m p , λ is the strength of the Rashba term, σ are the Pauli matrices, and L is the angular momentum operator. The interaction strength is given by g 2D = √ 8π 2 a s /m p l z , where l z is the harmonic confinement length along the z-direction and a s is the s-wave scattering length.
The above model yields nearly flat single-particle bands [14] . In the limit α 1, where α ≡ l T /l SO with trap length l T ≡ ( /m p ω T )
1/2 and spin-orbit length l SO ≡ /m p λ the model has degenerate single particle energies, (8) and (15) [Eqs. (8) and (16) eigenstates of the helicity operator, σ · L. The third term in Eq. (12) gaps out the negative helicity states. The positive angular momentum single particle basis states can be written in polar coordinates [14] :
where
2)] defines the normalization and J m (I m ) are the Bessel (modified Bessel) functions. φ m (r, θ) are eigenstates of total angular momentum, L z + σ z /2, with eigenvalues (m + 1/2). They belong to a Kramers degenerate pair, the other having the opposite angular momentum. Fig. (1) shows the peak of φ m increasing along r as m increases, a requirement for vortex attachment using Eq. (4).
The Kramers degenerate pair defines a two-component basis. The ansatz wavefunctions discussed above can be generalized to a two-component basis but as a first test I restrict the basis to a single component by breaking time reversal symmetry with slow rotation. Eq. (12) can be written in a rotating frame of reference. Under slow rotation I include a term: −ω R L z , to impose a splitting ∼ ω R m between the Kramers degenerate pairs. Dynamical corrections ∼ ω 2 R can be ignored for weak rotation TABLE I. Columns list, from left to right: the particle number, total angular momentum, interaction energy per particle for the exact state and the ansatz helical vortex core state. The last column lists the overlap of the exact and helical vortex core state. The exact state was obtained from Eq. (14) and the ansatz from Eqs. (8) and (16) [25] . Here I also assume that rotation induced Zeeman terms discussed in Ref. [14] are cancelled with an applied Zeeman coupling. In this limit the spinors φ m form a basis in a degenerate kinetic energy band at fixed total angular momentum, M ≡ N i=1 m i , for 0 ≤ m < α and α 1.
To study the impact of interactions I project the interaction into the flat band basis. m → n maps the problem to single particle basis states on a 1D graph (Inset of Fig. 1 ). Projection follows from an expansion in the flat band basis:Ψ † = n φ nĉ † n , whereĉ † n creates a fermion in the helicity eigenstate defined by Eq. (13) . Working with fixed M corresponds to a point along the Yrast line [4] . The interaction then becomes the only non-constant term left in the Hamiltonian:
where the sum is over allowed indices, n 1 + n 2 = n 3 + n 4 .
The above model presents a challenging many-body problem. The basis states are not polynomials. Quantum Hall wavefunctions therefore do not obviously apply to this problem. To make progress I numerically diagonalize Eq. (14) . I then compare the low energy eigenstates obtained from diagonalization with ansatz wavefunctions constructed in terms of translation operators.
I consider wavefunctions written at ν = 1/(2p + 1) which correspond to ground states at total angular momentum M = (2p+1)N (N −1)/2. I use the formalism introduced above [Eqs. (6)- (9) ] to write ansatz states in the matrix product form. I consider a Laughlin-type state in the helical basis derived from the α → 0 limit of Eq. (13):
and a state with a large vortex in the center:
When these Jastrow factors are inserted into Eqs. (8) and (9) they offer four distinct ansatz states that can be compared with the results of exact diagonalization. A numerical routine (provided in EPAPS [26] ) uses the simplicity of the matrix product representation and matrix multiplication methods on sparse matrices to generate these states. Numerical Results: In this section I illustrate the validation process by comparing results from diagonalization of Eq. (14) and the ansatz wavefunctions describing the helical Laughlin state and the helical vortex core state for p = 1. Table I lists energies obtained from exact diagonalization, including excitations with ∆M = 1. Fig. 2 plots the ground state density. The suppression of the density near the system center indicates that the exact state accumulates vortices near the center. The long tail and small oscillations appear because of the Bessel functions in Eq. (13) . Fig. 2 plots the density of the ansatz states for comparison with the exact state. The helical Laughlin state describes a state with uniform density near the trap center for large system sizes. The helical vortex core state, by contrast, shows a pronounced dip, detailed in the inset. The finite system size prevents the density from dropping to zero. The density comparison shows good agreement between the exact and helical vortex core states.
The overlaps and energies in Table I also show good agreement between the exact low energy states and the helical vortex core state. The helical Laughlin state showed near zero overlap for α ∼ 100. I find that decreasing α induces a phase transition from the helical vortex core state to a more uniform state. At smaller α the helical Laughlin state has a higher overlap (at most 0.5 at α ≈ 23). I conclude that the helical vortex core state captures the essential features of the low energy Hilbert space of Eq. (14) for α > 23. These findings show that here attaching three vortices to each particle is energetically less favorable than placing 2N vortices in the system center and one on each particle. A large central vortex lowers the interaction energy by forcing particles to occupy more dilute edge states. Summary: The formalism constructed here introduces a basis-independent method for constructing ansatz wavefunctions using vortex attachment with matrix products. To reach larger system sizes, tensor network-based algorithms, e.g., the density matrix renormalization group [19, 20] , can be used to increase the efficiency of the matrix product procedure. The wavefunctions can also be generalized to apply to multicomponent systems or lattice models.
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