Abstract: For years, students with print disabilities have struggled to have access to instructional materials in the fields of science, technology, engineering and mathematics (STEM). People with print disabilities rely heavily on speech for information input. Mathematical expressions transmitted through typical spoken language are replete with multiple interpretations. These ambiguities create a substantial burden for the acquisition of basic mathematics and of knowledge from fields requiring a strong foundation in mathematics such as science, technology, and engineering. MathSpeak is based on a set of rules for conveying mathematical expressions in a non-ambiguous manner. The MathSpeak technology contains a computerised component that can easily and rapidly translate STEM materials into the non-ambiguous MathSpeak form, which can then be converted to an auditory rendering via a custom-designed high-quality computer-synthesised voice. This technology has great potential for increasing the accessibility to STEM materials and careers in related fields as shown by the efficacy studies.
Introduction
According to recent statistics, 8.1 million Americans have partial or total visual impairment (Boursiquot and Brault, 2013; Brault et al., 2012) and 2.4 million American public school students identified with learning disabilities (Cortiella and Horowitz, 2014; Brault, 2011 ; American Printing House for the Blind, 2015; American Foundation for the Blind, 2015; American Community Survey, 2014) , that prevent reading ordinary print material. We refer to these disabilities collectively as print disabilities. People with print disabilities are uncompetitive in today's high-tech, information-laden society. Fields of STEM are often closed to them (Jeannis et al., 2017; Falkenheim and Hale, 2015; Wei et al., 2013) .
Due to this lack of access, the unemployment rate among people with print disabilities is more than double their non-disabled counterparts nationwide (United States Census Bureau, 2013; US Department of Labor, 2013) . Various studies put the unemployment rate among disabled individuals around 32% (US Department of Labor, 2013; Center for Accessible Society, 2016; Siperstein et al., 2013) . People with disabilities are also significantly under-represented in STEM related fields (Jeannis et al., 2017; Goldberg et al., 2016; Falkenheim and Hale, 2015; Burgstahler and Ladner, 2006; Burgstahler, 1994; Matyas et al., 1991) .
Unemployment/underemployment is a huge government/taxpayer burden. Individuals with disabilities comprise 10.4% of the overall workforce, but only 2.7% of the science and engineering workforce. This gap does not result from lack of interest in STEM careers. According to the American Council on Education (ACE), college freshmen with disabilities are equally interested in majoring in science and engineering as their non-disabled counterparts (Henderson, 1999) . In 2012, about 11% of undergraduate students reported a disability and about 7% of graduate students reported a disability in 2012 (National Science Foundation Study, 2015) . This initial interest is rarely realised as an actual career in a STEM-related field. Further evidence of the shortage of individuals with disabilities in STEM fields comes from a National Science Foundation study finding that less than 350 persons with disabilities received PhDs in science/engineering each year during the period 1999 -2009 (National Science Foundation Study, 2013 .
One problem in providing people with print disabilities equal access to STEM fields involves accurately conveying mathematical knowledge. Speech, which is frequently used, is problematic because of inherent ambiguities. To illustrate, consider the following simple algebraic expression: 1 1+2 + 2. Typically, this expression is read aloud as: 'one over one plus two plus two' but it is ambiguous with multiple interpretations (specifically, ). This example is only one of a multitude of similar ambiguities inherent in conveying mathematical information aurally.
Another source inhibiting equal access involves rapidly producing audio renderings of mathematics based material. Current conventional audio interventions for students with print disabilities rely on the assistance of human readers or laborious by-hand human recording onto cassette tapes of tests, training manuals and other informational sources. Due to the expense and time-consuming nature of this work, many students receive books 4-6 months after the print versions are available and others never receive any books. Moreover, productive employment by people with print disabilities is hindered by the lack of rapid rendering of job-related mathematical material.
A preliminary version of technology for the disambiguation of audio renderings of mathematical expressions, called MathSpeak, was developed at GH LLC in Purdue's research park. The previous example of 1 1+2 + 2 would be expressed orally in MathSpeak as 'begin fraction, one over one plus two, end fraction, plus two.' This rendering has only one possible interpretation.
The core MathSpeak rules have their genesis in the educational experiences of the late Dr. Nemeth, a blind retired professor of mathematics and developer of the Nemeth Braille Code (Nemeth Obituary NY Times, 2016; Nemeth Braille Code, 1972) . The origin dates back to Dr. Nemeth's study of mathematics during his college and graduate school years . To efficiently receive communication from his sighted readers and to provide dictation for completion for assignments, Nemeth developed a standardised set of rules for non-ambiguous communication of mathematics. Subsequently, he developed the Nemeth Braille Code for mathematics and sciences, the current standard for encoding mathematics into Braille. The MathSpeak core rules for spoken mathematics are derived from the non-ambiguous Nemeth Braille Code (Nemeth Braille Code, 1972) .
Although there are a few publications on how to produce auditory renderings of mathematical expressions, none of these provides a comprehensive language for disambiguation such as MathSpeak. Two publications, the handbook of spoken mathematics: Larry's Speakeasy (Lawrence Livermore National Laboratory, 2017) and the National Braille Association tape recording manual (National Braille Association, 2017) , are non-rigorous informal guidelines for humans to read equations aloud to students with visual impairments. The other publication is a doctoral thesis by T.V. Raman on an audio system for technical readings (ASTER) (Raman, 2016) . The primary purpose of this system is to provide a method for producing synthetic speech from literary texts and highly technical documents in (L A T E X). Within the system, there are a few suggestions for disambiguation; however, this is not the primary purpose of the thesis and these suggestions are minor and not replete throughout the realm of mathematical constructs. As a result ASTER does not provide a comprehensive language for disambiguation. In addition to the aforementioned publications, there have been a number of conference presentations and symposiums related to methods for converting printed mathematics into audio renderings and increasing the accessibility of STEM materials for the blind and visually impaired (Annamalai et al., 2003; Batusic et al., 1996; Duke, 2004; Gardner, 2002; Gardner et al., 2002; Miensenberger et al., 1998; Suzuki et al., 2003; Thompson, 2005) . The procedure and methodologies presented in these conferences and symposiums lack comprehensive development and testing, are not supported across multiple software platforms and do not incorporate a thorough systematic language for disambiguation, as does MathSpeak (Isaacson et al., 2014; Bouck et al., 2013; Nazemi et al., 2012; Bates and Fitzpatrick, 2010; Bouck et al., 2011; Guy et al., 2004; Karshmer et al., 2004) .
Additionally, the MathSpeak technology contains a computerised component for easily and rapidly translating mathematical expressions from STEM materials in MathML format, into the non-ambiguous MathSpeak form and then producing a computer-synthesised auditory rendering. MathML is an application of XML for describing mathematical structure and content and is widely used in electronic publishing. MathSpeak has great potential for reducing ambiguities in auditory presentations of STEM materials in a timely manner as shown by the efficacy studies presented in this paper.
Fundamental problem of spoken mathematics

General description of MathSpeak
Access to math and engineering information is a real problem for students with print disabilities (disabilities that prevent them from normal reading of the printed page). Students with print disabilities have a very hard time understanding complex math equations that typically occur in Math and Engineering textbooks by just listening to someone read the math to them. This is mainly because of the lack of a standard for spoken mathematics and also the traditional problems associated with reliance on a human assistant. This is a problem that can affect the ability of students from grade school through graduate school to learn STEM subjects. The MathSpeak technology solves this problem by combining a non-ambiguous standard for spoken mathematics with high-quality computer synthesised speech. This allows the student to work by themselves at their own pace and retain ownership of the ideas learned. The two facets of MathSpeak technology are the standard itself and the computer synthesis for the production of audio renderings.
The MathSpeak standard
The MathSpeak standard is very comprehensive since it is based on fundamental principles of the Nemeth Braille Code for mathematics and sciences, the current standard for encoding mathematics into Braille. This code, developed by Dr. Abraham Nemeth, allows a student superior access to mathematics by conveying the information unambiguously and concisely using a special grammar and lexicon unique to mathematics. Dr. Nemeth mapped the advantages of the Nemeth Braille Code over into a special spoken language for mathematics called MathSpeak. The technology addressed in this paper is based on this language.
The power of the MathSpeak standard can best be understood by a simple example of finding the solution of an equation. Consider the following simple mathematical equation as it would likely be read by a human reader: 'x equals a over B plus 1'.
When visualising this equation, there are actually two possible meanings (or visual renderings) for this one voicing, as shown below:
Which is the correct version? For a student with print-disabilities taking a test, the answer is crucial. Unfortunately, current techniques for the human production of audio for math are rife with these kinds of ambiguities, in addition to being of inconsistent quality, expensive and time-consuming to make. The reality of everyday life of Math and Engineering students with print-disabilities is that most materials are not available in alternative format and hence human assistants must be constantly employed, which creates a drain on both time and money for both the student and the school.
MathSpeak offers a precise, non-ambiguous, perfectly consistent version of the above equation each and every time the student listens to it. Consider the following MathSpeak voicing of the above equation: 'x equals BEGIN-FRACTION a OVER CAPITAL b END-FRACTION plus 1'.
The words in capital are special reserved words in MathSpeak that are used to indicate to the listener what the actual semantic meaning of the equation is meant to be. The above MathSpeak snippet can be interpreted (or visually rendered) in only one, unambiguous way:
Note that both the proper contents of the fraction and the fact that the denominator is a capital letter (as opposed to lowercase) are indicated by the use of MathSpeak. This is but one of the many advantages to the use of an automatically generated, systematic standard. Another example of the power of MathSpeak comes from the fact that the grammatical system that it uses provides immediate feedback as to the current location or context of the listener while traversing a complex equation. This means that a listener can actually navigate a long and complex mathematical expression without getting 'lost'. A simple example helps to illustrate this feature. Consider the following equation:
In MathSpeak, this would be spoken as follows: 'y equals x SUBSCRIPT j SUPERSCRIPT 2e SUPER-SUPERSCRIPT minus i SUPER-SUPER-SUBSCRIPT n SUPER-SUPERSCRIPT pi BASE'.
Although this equation is complex and difficult to listen to regardless of the circumstances, MathSpeak represents a viable method of conveying the information at hand. During any part of the equation, the listener can deduce exactly what level of super-or sub-script they are currently hearing without having to wait for more context cues. Hence, the subscript n of the variable i in the second-level superscript can be properly identified as SUPER-SUPER-SUBSCRIPT or 'go up, up again and then down'.
The initial work of Dr. Nemeth represented techniques to convey only the most common mathematical constructs (such as fractions, radicals, super-and sub-scripts) and does not account for more advanced constructs. As part of the technology presented in this paper, the MathSpeak lexicon was extended to encompass almost all of the mathematical constructs appearing in common STEM material. The paper also presents efficacy studies of this lexicon in conveying mathematical information in a non-ambiguous and real-time manner using computer-generated speech. Issues such as pronunciation, clarity and ability to discriminate were also studied as part of the efficacy studies. Some linguistic analysis was also performed to ground the MathSpeak specification in a solid theoretical framework, including the precise definition of the grammatical rules to be used. All of the above work is encompassed in an XML framework in order to allow automatic generation of audio in a real-time manner. Extensive testing and user feedback was obtained to measure the efficacy and utility of this technology.
Research into MathSpeak theory
MathSpeak variables
MathSpeak currently has four defined variables that determine how mathematical expressions will be rendered. They are:
• verbosity
The verbosity variable currently has two settings, 'verbose' and 'brief'. This variable only affects the lexicon used, with the brief verbosity having more terse pronunciations. For example, for the fraction x y verbose would say 'BEGIN-FRACTION x OVER y END-FRACTION', while brief would say 'B-FRAC x OVER y E-FRAC'. For uncommon symbols, there is often no difference between verbose and brief. The verbosity variable was created so that 'verbose' would be easier to learn initially and 'brief' allows a smooth transition to a more efficient pronunciation that is easier and faster to understand complex equations.
MathSpeak sometimes relies on shortcut/exception rules that make math easier to speak. This can make some expressions confusing at first. Therefore, the explicitness variable was created so that expressions could be understood without knowing these exceptions. The default setting of the explicitness variable is 'off' and currently the only other setting is 'on'. As an example, with explicitness off the equation x 1 is spoken as 'x 1'. If the listener finds this confusing they can turn explicitness on and hear 'x SUBSCRIPT 1'.
Semantic interpretation (SI) is a variable that also takes the values of either 'on' or 'off'. SI adds additional rules that allow math to be spoken more naturally and when possible conveys expressions by what they mean instead of what they look like. Take the example of numeric fractions such as 5 8 . Without SI it would be spoken as 'BEGIN-FRACTION 5 OVER 8 END-FRACTION', and with SI it would be spoken as 'five-eighths'. As another example take the expression |x|. Without SI, it would be spoken as 'VERTICAL-LINE x VERTICAL-LINE'. With SI, it would be spoken as 'the absolute value of x'.
The language variable currently only allows english. There are plans for MathSpeak to be converted into spanish. Since the different languages differ only in the lexicon that is used, there is a one-to-one mapping between languages.
The MathSpeak examples web page at http://www.gh-mathspeak.com/examples/ quick-tutorial/ allows the reader to modify these variables and listen to various audio renderings.
Definition of complete MathSpeak lexicon
The MathSpeak lexicon has come great strides towards completion. The most common mathematical expressions can be converted into MathSpeak without problems. The lexicon is based on the following sources:
• Nemeth Braille code for mathematics and science
• unicode
• interdisciplinary team members
• efficacy studies.
Since Nemeth Braille is braille and not typically spoken, it has a much greater influence on grammatical rules than the lexicon. However, the lexicon and grammatical rules are not inseparable. Due to the limited number of symbols in braille, Nemeth Braille sometimes has to have special symbols and rules to deal with it. For example, a numeric indicator sometimes has to be used. Since speech is not limited in this aspect, it does not make sense to implement these special symbols and rules. There are also cases where speech may be limited where Nemeth Braille is not. For example, Nemeth has two commas, a regular comma and a comma that preserves script levels. In speech, there is only one common name for 'comma', so it makes sense to combine the two types of commas instead of inventing a new word for a script level preserving comma.
Unicode is the international standard for encoding text and symbols and as such it has influence on the MathSpeak lexicon. Unless there is a strong need to create a standardised symbol that exists outside of Unicode, such a symbol will not be in the MathSpeak lexicon. Instead, it will be described as a transcription. For example, the Nemeth book has a symbol of a church. In this case, the transcription of 'picture of a church' might be used in place of the symbol.
However, both Unicode and Nemeth Braille are non-verbal encodings and as such they do not directly determine what is actually spoken. The MathSpeak team, which includes experts in software engineering, linguistics and STEM education, have worked to fill in these gaps.
Modification of lexicon based on computer speech issues
Although the lexicon itself must be developed purely from a standpoint of linguistic and pedagogical concerns, reducing the language of MathSpeak into practice may require further modifications. In partnership with the Purdue linguistic experts, the lexical basis set of MathSpeak was modified based on the constraints of computer-based speech rendering. Certain words or phrases may not be fully suitable for computer audio rendering due to problems with enunciation or pronunciation, ability to discriminate and so forth. The changes made during this stage of the research are important to maximise the effectiveness of the MathSpeak text-to-speech (TTS) engine.
Linguistic applications and grammatical rules
MathSpeak is not merely a lexical basis set but a true language, replete with rules for grammar and prosody. The necessary grammatical rules and other linguistic considerations needed for eventual deployment as a true language are being incorporated into MathSpeak. Prior research into the rules for building a computer-based language demonstrates that grammatical rules are of equal importance to lexicon when designing computer parsing algorithms for language generation. The original intent of MathSpeak as designed by Dr. Nemeth was to create a so-called 'zero-zero' grammar that would give readers complete contextual information at each word in the audio stream, without requiring them to wait for later modifiers. In the above example with multiple nested super-and sub-scripts, the listener can understand at each word in the stream what level of super-or sub-script is current. This allows a user to focus on the actual math content and not on memorising complex level changes. Such an approach is also conducive to computer-based navigation, where the presence of a 'cursor' allows a reader to control navigation through the equation or formula. The grammar rules for MathSpeak are available on the MathSpeak website (http://www.gh-mathspeak.com/ examples/grammar-rules/).
Automated production of MathSpeak
A method for automated production of MathSpeak versions of STEM materials is also needed in order to make it a useful technology. This method has been incorporated into the production process for digital talking books known as the media conversion process (MCP) and is explained below. The dissemination of computer-generated audio MathSpeak files takes place via any of the potential distribution channels such as hard-copy (Audio CD or DVD) and electronic (digital talking books -DTB).
MCP system
The MCP system takes as input the client-provided input format and converts that format into a proprietary XML-based standard. This process involves the efforts of a data processing specialist, who uses a semi-automated, custom toolset to visually format and markup the data prior to automated conversion to XML. This XML data is then passed through various conversion engines in the processing-output stage and produces a variety of outputs. The output creation involves the production of the desired output from the XML data using a multitude of custom proprietary conversion tools. The processing-output stage is automated and requires only the supervision of a skilled translator.
Incorporating MathSpeak into MCP
MathSpeak fits quite seamlessly into the existing MCP production process. The MathSpeak conversion process involves the following three main stages:
1 creation of XML-based specification for MathSpeak, i.e., XML schema definition 2 transformation of MathML into MathSpeak VoiceXML using a parser and XSLT 3 automated generation of audio files from MathSpeak VoiceXML.
Extensible Markup Language (XML) is a markup language for encoding data that is both human and machine readable and is extensively used in the MCP process. XSLT, or eXtensible Stylesheet Transformation Language, is a language by which one kind of XML can be converted into another.
In general, the process of converting a source document into a MathSpeak audio product occurs in three main steps, as shown in Figure 1 . The input stage involves the re-authoring of the source material into MathML format using proprietary authoring tools. This input is then converted using process 1 above into a proprietary XML format.
The second process O in Figure 1 converts the proprietary XML into a more specific XML for audio rendering, called VoiceXML, which is useful to produce different kinds of output. This step is accomplished by the use of a parser and XSLT. Next, a rendering engine is used to automatically create the output product as an electronic file, from which physical hard copies can be mastered. A summary of this process is shown in Figure 2 . Step O x converts proprietary ghXML into VoiceXML, which can be used to automatically generate computer-synthesised speech.
Step O y involves the actual generation of this computer-synthesised speech as an electronic master audio file. Finally, step O z produces the physical copies of the book or test on Audio CD or DVD.
MathSpeak XML schema development
An XML schema is a description of the structure, content and associated constraints of an XML document. As part of this research, a schema for MathSpeak was developed that encompasses all of the required features of MathSpeak as a specific subset of both the ghXML and MathML (both presentational and semantic). This process involved determining the interrelationships of mathematical entities and their speech analogs. The critical part of this step was to develop a specification that affords a one-to-one relationship between each fundamental mathematical entity in MathML and each spoken representation as defined by the MathSpeak specification. The MathSpeak XML schema was developed to encompass the elements and attributes of MathML within a special namespace used specifically for accessibility purposes. In other words, additional information will be required above and beyond the MathML to ensure that the desired output features (such as pronunciation) will be met.
MathSpeak parser
As part of this research, a MathSpeak parser in C++ was developed which converts MathML into MathSpeak. Figure 3 shows the flow diagram of the MathSpeak parser. During this step, MathML is converted into MathSpeak needed for the generation of audio. The XSLT converts MathSpeak into VoiceXML by replacing each MathSpeak construct with an instruction to the speech rendering engine of what and how, to speak the element. VoiceXML is an XML standard that is used primarily for speech recognition purposes; however, in the context of this research it was used for the production of speech output.
Automated generation of audio
After the VoiceXML file has been generated, the actual master audio file needs to be created. This is done with the assistance of a TTS engine. A TTS engine converts the VoiceXML document into a sequence of phonemes, or basic units of sound, along with special commands as to how those phonemes should be synthesised into an audio file that a user can listen to.
For example, the MathML construct <mfrac> ... </mfrac> element, which is used as a container for a fraction, is converted to the MathSpeak reserved words BEGIN FRACTION ... END FRACTION. These reserved words will be themselves surrounded by VoiceXML instructions to the TTS engine to pause slightly and change the voice from male to female in order to improve clarity for the listener. Of course many other audio enhancements can be done with VoiceXML as well.
Rendering of MathSpeak product
The resultant output of the MCP is a MathSpeak product composed of an electronic file and an audio track. This is rendered both visually and aurally by the addition of a MathSpeak rendering module to a DTB player. A DTB player is a playback software for DTB designed to provide persons with print disabilities the most powerful reading experience. 
MathSpeak disambiguation study
This section presents the results of a study of MathSpeak technology to show its effectiveness in disambiguating spoken mathematics.
Method
The research question investigated as part of this study was: Does MathSpeak terminology significantly reduce ambiguity relative to the common everyday terminology used to convey mathematical expressions?
Twenty-eight undergraduate education majors (10 males; 18 females) served as participants. A within subjects design was used and the order of presentation was counterbalanced. Terminology was a within participant factor -each participant was tested with both types of terminology (MathSpeak and common). Presentation order of terminology was counterbalanced -half of the participants received MathSpeak first followed by common and the other half received it in the reverse order.
Testing occurred in a typical classroom environment. Participants were tested in two groups of approximately the same size. The classroom contained an audio playback system that would accommodate laptop audio output.
Materials consisted of written test booklets, digital audio recordings of instructions and a laptop computer for playback of the instructions. The booklets and audio instruction are described in more detail below.
Two written test booklets were developed. They were identical with the exception that presentation order for teaching and testing of terminology conditions (MathSpeak vs. common) was reversed in half of the booklets to control for possible effects of order. Each booklet contained the following in the order listed:
A Form asking basic participant demographics and basic math and academic knowledge.
B
Review of constructs to be tested (fractions, absolute values, square roots and exponents).
C Pretest to test understanding of math constructs.
D Examples of mathematical expressions in which audio instructions would be heard as to how the expressions would be spoken with one of the two terminology conditions. E Twenty item multiple choice test to assess how well the terminology condition taught in step D actually reduced ambiguity.
F and G Materials from step D and E above were repeated with the terminology condition not used in steps D and E. For example, if MathSpeak terminology was used in D and E, then common terminology would be used in F and G.
The 20 item, four-choice tests were developed as follows. Twenty mathematical expressions with at least four possible interpretations were developed using the constructs previously described. These multiple interpretations served as the basis for the four choices. If an expression had more than four interpretations, a random procedure was used to reduce the number to four. Using these expressions, two sets of expressions were developed that differed only in the variables (p, q, r, s, t vs. v, w, x, y, z) that were used. If one set of variables was used in the first instructional and testing steps (steps D and E above), then the other set was used in the second instructional and testing steps (steps F and G above) (numbering scheme not consistent with the above). For each set of four interpretations, designation of the expression intended to be conveyed was determined using a random procedure. After completion of the consent and basic demographic information forms, an audio recording was used that 'walked' the participant through the remainder of the session. This audio recording contained an undergraduate math education major reading aloud the review of the constructs, how to complete the pretest on understanding of the constructs and the instructional material explaining how expressions would be heard in MathSpeak and common terminology. The math major also read aloud how to complete the tests on interpreting the expressions in MathSpeak and common terminology. A synthetic speech generating mechanism was used to produce the audio renderings of the expressions.
Audio material consisted of instructional and testing stimuli. Two sets of instruction were developed. One set explained how the expressions would be heard with MathSpeak terminology. The other set explained how expressions would be heard using the common terminology. These instructions were read aloud by an undergraduate math education major and were recorded in a digital format. The instructions were developed to be as similar as possible except for the additional verbiage required to explain the MathSpeak terminology.
Audio testing material consisted of digital recording of synthetic speech renderings of those expressions designated to be intended to be conveyed. These synthetic speech renderings were made with both the MathSpeak and common terminology.
Results
A 2 × 2 × 2 mixed factorial analysis of variance was performed on the number of expressions correctly interpreted. Between subject factors were gender and order of tests. Terminology was within subject. Main effects of terminology, F (1, 48) = 197.689, p < .001 and gender, F (1, 48) = 6.970, p = .011 were found. These data are summarised in Figure 4 . The main effect of terminology is evident in the greater number of expressions correctly interpreted when MathSpeak terminology was used compared to common terminology (mean scores collapsed over sex were 18.93 for MathSpeak and 8.07 for Common). In fact, the distributions of scores for the two types of terminology were non-overlapping.
A t-test modified for differences between proportions found correctly interpreting expressions with common terminology did not differ significantly from chance. The main effect of gender is evident in a slightly higher number of expressions correctly interpreted for males relative to females (mean scores collapsed over terminology types for males and females were 15.00 and 13.17 respectively). Prior mathematical knowledge as determined by the number of courses taken during high school and college is displayed in Figure 5 . The majority of participants had completed two or more math courses. Mean, median and mode for the number of prior courses were 4.64 (SD +1.37); 5; and 5, respectively. No significant correlations were found between the number of math courses taken and the number of expressions correctly interpreted for either type of terminology. 
MathSpeak pause study
MathSpeak rules have been incorporated into MathSpeak translator, a software module that reads math content in MathML format and translates it into MathSpeak terminology. One shortcoming of the MathSpeak translator module is that it does not automatically insert pauses between mathematical terms to be rendered in synthetic speech. This lack of pauses makes the synthetic speech sound very unnatural, difficult to store in short-term memory and convert it into the standard mathematical notation. In the absence of natural pauses, the individual components of the mathematical expressions are difficult to discern from one another. A person needs some pauses between various mathematical terms, to store the terms in his or her short-term memory. In the absence of these pauses, errors related to inaccurate information transmission into the listener's short-term memory may occur. In addition, processing of MathSpeak rules adds an additional cognitive burden on the information processing system and difficult to discern stimuli may augment the burden, resulting in a performance decrease in the application of MathSpeak rules. In short, these information processing deficiencies arising from the lack of pauses may decrease the capacity of MathSpeak for reducing multiple interpretations of spoken mathematics. The primary objective of this study was to develop an algorithm for the insertion of pauses into MathSpeak synthetic speech renderings of mathematical expressions and to test its efficacy for improving information processing of expressions spoken aloud with MathSpeak. Informal observations of educators speaking mathematical expressions aloud suggested that they may insert pauses in locations where ambiguity occurs. Hence, the algorithm was developed from audio recordings of math teachers speaking mathematical expressions aloud. Upon completion of algorithm development, efficacy testing demonstrated that the algorithm improves accuracy of information reception and the capacity for MathSpeak to reduce ambiguity in spoken mathematics.
This study consisted of two major objectives: The first objective was the development of an algorithm for the insertion of pauses into MathSpeak renderings and the second consisted of efficacy testing of the pause algorithm (Isaacson et al., 2010) .
Method
The algorithm was developed based on the analysis of recordings of teachers speaking mathematics aloud. The mathematical expressions to be read aloud were taken from textbooks that met Indiana Standards for middle through high school years. After textbook selection, the next step entailed the selection of mathematical expressions from the texts. This was accomplished with a multi-stage sampling process. This process was applied across all of the selected text and a classification and selection criteria was employed designed to provide a representative sample of expressions. The details of this selection process are omitted here for brevity.
It was decided that SONIC (Pellom, 2001 ) speech software would be used to do a full analysis of all expressions. This software was decided upon because it would automatically extract pauses and had application for future corollary product development. Using SONIC, however, required a rather labor intensive process to 'train' the software to recognise the teachers' speech and extract pauses. Due to this lengthy training process, a subset of representative recordings for each teacher was selected and analysed for pauses. This subset consisted of 16 expressions including fractions, radicals, quantities and exponents. This subset was analysed with Audacity (2016) software and used to develop the prototype algorithm that was used in the efficacy testing protocol. This allowed for the full algorithm to be continuously developed simultaneously with the efficacy testing of the prototype algorithm.
Using Audacity, the audio file could visually be displayed as audio signals. The segments with pauses were identifiable by segments without signal. Each pause segment length was marked with cursor clicks and Audacity calculated the duration between clicks. This process was completed for intervals between each glyph of an expression. Pauses occur between different types of glyphs. For example, consider the expression: (2 + 11i). Pauses could occur in any of the locations indicated by the arrows in the following: (↑ 2 ↑ + ↑ 11 ↑ i ↑). It was necessary to identify these locations and to be able to take average over similar locations within other expressions. This was accomplished by developing a list of identifiers associated with pauses arising from specific types of sequential pairing of glyphs. In the example above, the pause measured between the right parenthesis and the number 2 was labelled with a pause identifier called 'rightparen-num'. Anytime a pause was measured between a right parenthesis and a number, it was labelled 'rightparen-num'. Similar labels were developed for pauses associated with other glyph pairings. Upon completion of measuring all pauses and labeling them according to their pause identifiers for each expression read by each participant, average pause duration was calculated for each pair of pause identifiers that occurred. A major aim was to develop an algorithm, based on the recordings of teachers reading aloud mathematical expressions, as they would normally present them to their class. None of the teachers used MathSpeak terminology in their renderings; hence, there was not a one-to-one correspondence between MathSpeak glyph pairs and the glyph pairs from teachers' audio renderings. An alternative considered was to instruct the teachers how to use MathSpeak and to have them say the expressions aloud in MathSpeak. This was rejected because it would not provide an accurate reflection of how teachers would normally use pauses in their classrooms. Therefore, it was necessary to develop a strategy to assign pauses extracted from teachers' audio renderings to MathSpeak. The durations calculated and assigned to their respective pause identifiers served as the basis for the pauses inserted in the text for TTS output used in efficacy testing.
Written test booklets were used for testing non-visually impaired participants. A large print version of the booklet was used for participants with low vision and a Braille version for testing blind students. Other materials included a digital audio recording of instructions and TTS renderings with and without pauses of mathematical expressions and a computer with external speakers for playback of the instructions. These materials are described in more detail below. The content in the first part of each booklet was identical. The content in the second part varied according to whether the booklet was for testing recognition or disambiguation. Material in the second part was designed to test for the effect of pauses on accurate reception and short-term retention (objective 1) and capacity for correctly interpreting mathematical expressions with multiple interpretations (objective 2). To test objective 1, a multiple choice test format was used. This format required the participant to listen to TTS renderings of mathematical expressions in MathSpeak terminology and choose the rendering they just heard from four choices. The choices were in a text format in which the words representing the utterances in the TTS rendering were presented. An example of a test item in this format is as follows. The participant heard: 'p superscript q baseline minus start-root r minus s minus t end-root' and was asked to check the box from four multiple choices as shown below:
• p superscript q minus start-root r minus s end-root minus t end-root
• p superscript q minus start-root baseline r minus s minus t end-root
• p superscript q baseline minus start-root r minus t minus s end-root
• p superscript q baseline minus start-root r minus s minus t end-root.
During testing of objective 1, measurements were also taken to examine the effect of pauses vs. no pauses on qualitative aspects of the TTS renderings. Following presentation of each expression for testing of accurate reception and short-term memory retention and making their choice for what they just heard, participants were asked to rate the quality of the rendering on a 5 point Likert scale in which 1 signified most synthetic and 5 signified most natural. Afterwards 12 expressions were presented in sequential pairs in which the pairs consisting of the same expression were heard with and without pauses. After hearing the pair, the participants indicated which one of the pair sounded better and which one was easier to understand. The 12 expressions used were determined by random sample of three expressions from each of the four types of expressions (fractions, roots, grouping and exponents). Presentation order within pairs and presentation order over the sequence of the 12 pairs was randomly determined with the stipulation that no more than three sequential pairs start with the same type of pause/no pause rendering.
To test objective 2, the effect of pauses on the application of MathSpeak rules towards correctly interpreting ambiguous mathematical expressions, a multiple choice format was also used. During this test, the participants also heard TTS renderings of mathematical expressions in MathSpeak terminology; however, they were asked to apply MathSpeak rules and correctly interpret, in standard mathematical symbolic notation, what they just heard. Correct interpretations were indicated by circling the correct interpretation from four possible choices. To illustrate, the correct interpretation for the utterance -'p superscript q baseline minus start-root r minus s minus t end-root' is p q − √ r − s − t. Participants indicated their interpretation of this utterance by circling it from four choices such as shown below:
A comprehensive test of all possible types of mathematical expressions would have been extremely long and not feasible for a single session test. Therefore, a test was developed using expressions types of fractions, roots, exponents and grouping with parentheses. From these four types, expressions were developed that had at least four possible interpretations when spoken in the form typical of everyday non-MathSpeak usage. One possible interpretation was randomly selected to be the target item that the participant would hear in a synthetic speech rendered using MathSpeak terminology. For those expressions that had more than four possible interpretations, three interpretations were randomly chosen to be multiple choice foils. Order of the foils and the target was randomly determined. Digital audio recordings were used that 'walked' the participant through the testing session. Separate recordings were made for testing objectives 1 and 2.
Testing for accuracy of transmission into short-term memory was conducted with 18 non-visually impaired college students. Capacity for processing and application of MathSpeak rules for disambiguation was conducted with two groups. The first group consisted of 21 non-visually impaired college students. The second group consisted of six visually impaired students. Five were college students and one was a junior in high school. Three of the visually impaired were blind and used a Braille test booklet and the other three had low vision and used an enlarged text test booklet.
Results
A 2 × 2 mixed design analysis of variance was performed on the percentage of errors for the pause and no-pause conditions under the two testing formats. The between subjects factor was testing format and the within subjects factor was pause condition. Main effects of pause (F(1, 37) = 9.03, p = 0.004747) and test format were found (F (1, 37) = 45.41, p < 0.0001). Collapsed over testing format, significantly more errors were observed in the no-pause relative to the pause conditions (mean percentage error for pauses = 3.85; no-pauses = 10.77). Collapsed over pause condition, significantly more errors were found when participants were required to interpret MathSpeak content (mean = 10.24) as opposed to responses requiring only accurate reception and short-term memory retention (mean = 3.89).
In addition, a significant interaction between pause and test condition was found (F (1, 37) = 7.48, p = 0.00952). This interaction is illustrated in Figure 6 and was probed with multiple t-tests using the Bonferroni procedure for multiple comparisons. For both testing conditions, significant more errors were found when no pauses were used. For the reception and short-term memory testing condition, dependent sample t = 3.50, df = 17, one-tailed p = 0.0013. For the reception, short-term memory, plus MathSpeak processing testing condition, dependent sample t = 5.77, df = 20, p < 0.0001. The interaction is evident in a large increase in errors with the added demand of processing MathSpeak rules when no-pauses were used relative to a small error increase with the addition of MathSpeak processing load when pauses were used. In the no-pause condition, percentage of errors increased to 15.0 (an increase of 9.17%). This was a statistically significant increase (independent sample t = 3.16, df = 37, onetailed p = 0.0015). In contrast, in the pause condition, percentage of errors increased to 5.48 (an increase of only 3.53%).This increase was not statistically significant. During the reception and short-term memory only test, each participant rated each rendering on a 1-5 Likert rating scale, where 1 signified most synthetic and 5 signified most natural. For each participant, a median was computed across the ratings for each condition. A Wilcoxon signed-rank test performed on these scores indicated that participants rated the renderings with pauses as sounding significantly more natural and those without pauses as sounding more synthetic (z = 3.43, p = 0.0006).
Each participant was asked to compare 12 expressions presented both with and without pauses and to judge which one sounded better and which one was easiest to understand (see Figure 7) . For each participant, a frequency was computed for how often the pause versus the no-pause condition was judged to sound better and be easier to understand. These frequencies were analysed with a chi-square test. It was found that participants significantly more often judged renderings in the pause condition to sound better (χ 2 = 49, df = 1, p < 0.0001) and be easier to understand than the no-pause condition (χ 2 = 81, df = 1, p < 0.0001). The six visually impaired participants completed testing on the effectiveness of pauses for improving processing of MathSpeak. Their performance was remarkably similar to that of the non-visually impaired group tested for the effect of pauses on MathSpeak processing. For these visual impaired individuals, performance with pauses displayed an average error of 7.5%. This compares to an average error of 5.48% for the non-visually impaired group. Without pauses, errors for the visually impaired group increased to 25%. This compares to 15% error for the non-visually impaired group without pauses. For small sample sizes of related data, the randomised test for matched pairs is appropriate (Champion, 1970) . This test requires computation of differences between related pairs and the determination of where these differences place relative to those of all possible outcomes (summation of all possible magnitude difference scores) based on the number of pairs in the sample. For the present data, there are 2 6 or 64 possible outcomes. 5% of 64 (or 3.2) is the number of extreme outcomes that would fall within an alpha level of 0.05. The magnitude difference score outcome for the present data is the most extreme outcome possible and therefore falls within an alpha of 0.05. Based on this analysis and consistency with non-visually impaired individuals, it appears that pauses significantly improve the information processing capacity of synthetic speech renderings of MathSpeak. Inter-rater reliability measures were taken for scoring of each efficacy and quality test. These measures consisted of a second individual scoring at least 20% of the data and calculating an average percent agreement. Inter-rater reliability scores for the non-visually impaired participants were: efficacy testing for reception and short-term memory retention only = 100% and with MathSpeak processing = 99.8%; Likert rating of synthetic vs natural sounding = 99.5%; judgment of sounding better and understandability = 100% for both. For visually impaired participants, inter-rater reliability for efficacy testing of MathSpeak processing = 100%.
Conclusions and future work
Students with print disabilities, such as partial to total visual impairment and learning disabilities, face significant challenges in accessing STEM material. These students rely heavily on speech for information input. Mathematical expressions spoken through typical spoken language are rife with ambiguities. This paper presents a non-ambiguous language for spoken mathematics called MathSpeak. Different aspects of the MathSpeak technology, such as formal language specification, software modules for efficient conversion of MathML into MathSpeak for audio rendering and efficacy studies are presented. The disambiguation study demonstrates the efficacy of MathSpeak for reducing ambiguity in spoken mathematics. Using MathSpeak resulted in the correct interpretation of a significantly large number of mathematical expressions as compared to the common terminology. The pause study shows the efficacy of improving the accuracy of transmission of MathSpeak expressions into short-term memory and the capacity for applying MathSpeak rules. Future directions of research include personalisation of MathSpeak software based on users' preferences, multilingual support for MathSpeak, inclusion of advanced mathematical constructs and more comprehensive efficacy studies.
