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Abstract
Despite neutrino oscillation experiments firmly establishing neutrinos have non-zero mass,
the absolute mass scale is unknown. Moreover, it’s unknown whether the neutrino is
distinguishable from its antiparticle. The most promising approach for measuring the
neutrino mass scale and answering the issue of neutrino-antineutrino distinguishability
is by searching for neutrinoless double-beta decay, a very rare theorized process not al-
lowed under the current theoretical framework of particle physics. Positive observation
of neutrinoless double-beta decay would usher in a revolution in particle physics, since it
would determine the neutrino mass scale, establish that neutrinos and antineutrinos are
indistinguishable, and that the particle physics conservation law of total lepton number
is violated in nature. The latter two consequences are particularly salient, as they lead to
potential explanations of neutrino mass generation and the observed large asymmetry of
matter over antimatter in the universe.
The Enriched Xenon Observatory (EXO-200) is an international collaboration search-
ing for the neutrinoless double-beta decay of the isotope 136Xe. EXO-200 operates a unique
world-class low-radioactivity detector containing 110 kg of liquified xenon isotopically en-
riched to 80.6% in 136Xe. Recently, EXO-200 published the most precise two-neutrino
double-beta decay half-life ever measured and one of the strongest limits on the half-life
of the neutrinoless double-beta decay mode of 136Xe. This work presents an improved
experimental search for the majoron-mediated neutrinoless double-beta decay modes of
136Xe and a novel search for the yet unobserved two neutrino double-beta decay of 134Xe.
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Chapter 1
Introduction
Over the last century, particle physics experienced a transformation with the discovery of
the neutrino [1], an extremely elusive particle with unique and undetermined properties.
Initially thought to be massless, neutrino oscillation experiments firmly established that
neutrinos have a very small, but non-zero rest mass by observing changes in a property
of the neutrino, known as flavor, as they propagate through space and matter [2]. The
existence of a non-zero neutrino mass points to physics beyond the Standard Model (SM)
of particle physics, since the SM Higgs mechanism of fermion mass generation cannot
explain the origin of neutrino mass.
Despite their success, oscillation experiments have been unable to measure the absolute
neutrino mass scale, i.e., the offset from zero rest mass. Moreover, still unanswered is the
questions of how the different neutrinos are ordered according to their masses and whether
or not neutrinos, by virtue of being neutral, elementary particles, are indistinguishable
from antineutrinos (i.e., Dirac or Majorona particles). One very promising technique to
these latter two questions is through the search for an extremely rare form of radioactive
decay known as neutrinoless double-beta decay.
Double-beta decay is the process where an energetically unstable radioactive isotope
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can undergo two simultaneous beta decays and emit two beta particles and two neutrinos.
In the Standard Model, the double-beta decay process where two betas and two neutrinos
are emitted (i.e., two-neutrino double-beta decay) is allowed, whereas the the process
where only the two betas and no neutrinos are emitted (i.e., neutrinoless double-beta
decay) is not. Positive observation of neutrinoless double-beta decay would measure the
neutrino mass scale, establish that neutrinos and antineutrinos are indistinguishable, and
that the particle physics conservation law of total lepton number is violated in nature.
The latter two consequences are particularly salient, as they lead to potential explanations
of neutrino mass generation and the observed large asymmetry of matter over antimatter
in the universe.
Searching for the signal of neutrinoless double-beta decay is an extremely challenging
experimental endeavor because the process is so rare; so rare, in fact, that it’s easily one
of the slowest physical processes in the Universe, with an half-life longer than ∼ 1025 years
based on current experimental limits. In order to perform such a search sensitive to such
long half-lives, custom detectors are required to be carefully fabricated from materials low
in radioactive contamination and heavily shielded from external sources of radiation, in
order to reduce the occurrence of false signals(i.e., backgrounds). Such “low-background”
experiments are now a widespread area of research in both double-beta decay searches
and experiments looking for the direct detection of dark matter interactions.
The Enriched Xenon Observatory (EXO-200) is an international collaboration search-
ing for the neutrinoless double-beta decay of the isotope 136Xe. EXO-200 operates a
unique world-class low-radioactivity detector containing 110 kg of liquified xenon iso-
topically enriched to 80.6% in 136Xe. Previously, EXO-200 discovered the two-neutrino
double-beta decay mode of 136Xe [3], while more recently, EXO-200 published the most
precise two-neutrino double-beta decay half-life ever measured [4] and one of the strongest
limits on the half-life of the neutrinoless double-beta decay mode of 136Xe [5].
This work presents an improved search for specific 136Xe neutrinoless double-beta de-
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cay processes where undetected particles called Majorons are emitted. In addition, a novel
search for the yet unobserved two-neutrino double-beta decay of 134Xe is presented for the
first time. Previously, EXO-200 performed a search for Majoron-mediated neutrinoless
double-beta decay modes of 136Xe using the Run 2a data set [6]; this work makes use of
the larger Run 2abc dataset and improvements to the simulations and analysis. Making
use of these analysis and simulation improvements, a search for two-neutrino double-beta
decay of 134Xe is performed using the Run 2abc dataset.
Regarding the layout of this thesis, Chapter 2 begins by giving an overview of neutrino
physics, with particular emphasis on the theoretical aspects of double-beta decay and how
it can answer the Majorona-Dirac nature of neutrinos and measure the neutrino mass scale.
An overview of the experimental status of the field of double-beta decay searches is also
presented. Chapter 3 covers the use if liquid xenon in double-beta decay experiments and
gives a detailed look into the design and operation of the EXO-200 experiment. Chapter
4 covers the data acquisition, reduction, and simulation efforts for EXO-200. Chapter 5
presents the searches for Majoron emission from 136Xe neutrinoless double-beta decays
and the new search for two-neutrino double-beta decay of 134Xe. Chapter 6 ends by
summarizing the results of these searches and looks toward the future improvements that
will increase the sensitivity of such searches.
3
Chapter 2
Neutrino Physics
2.1 Postulation and Discovery
The neutrino was proposed in 1930 by Wolfgang Pauli as a solution to understanding the
observed continuous energy spectra of electrons emitted in beta-decays:
(A,Z)→ (A,Z + 1) + e− + ν¯e, (2.1)
where a neutron in a nucleus decays to a proton, electron, and anti-electron neutrino.
Before the neutrino, conservation of energy implied that the electron should be mono-
energetic, with an energy equal to the Q-value (i.e., the energy difference between the
mother and daughter nuclei). Instead, a continuous energy spectrum was observed [7],
leading Pauli to postulate the existence of an undetected particle that shared the energy
with the electron. In 1934, Enrico Fermi developed a theory of beta decay [8], where one
can write the relative number of beta decays, N , as a function of the energy, E, of the
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Figure 2.1: Example of a beta decay energy spectrum.
emitted beta particle as
dN
dE
∼ F (Z,E)pE(Q− E) [(Q− E)2 −m2ν]1/2 (2.2)
where F (Z,E) is the Fermi function describing the Coulomb interaction of the nucleus
with the outgoing beta particle, Z is the atomic number, p is the electron momentum,
Q is the Q-value, and mν is the mass of the neutrino. An example of this distribution
is shown in Figure 2.1. Based on the data at the time, the measured beta decay energy
spectra favored mν = 0.
Evidence for the existence of the neutrino didn’t arrive until 1956 when F. Reines
and C. L. Cowan observed the inverse beta decay reaction ν¯e + p→ n + e+ [1]. In 1962,
inspired by the work in [9] by B. Pontecorve, G. Danby and collaborators discovered a new
type of neutrino [10], distinct from the one discovered in [1], by studying the neutrinos
produced in decays of pions. Currently, from measurements of the shape of the neutral Z
boson mass resonance [11], it’s known that there are three distinct types or “flavors” of
neutrinos: one associated with each lepton (the electron neutrino, the muon neutrino, and
the tau neutrino). This knowledge is now codified in a theoretical framework known as
the Standard Model (SM) of particle physics, which describes the electromagnetic, weak,
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and strong forces, where the neutrinos are fermions (i.e., they obey Fermi-Dirac statistics
and have a spin of 1/2) and elementary particles (i.e., they are not composed of other
particles).
2.2 Mixing and Mass Hierarchies
When neutrinos are produced or interact with other particles, they do so in states of
definite flavor (i.e., weak eigenstates), while non-interacting neutrinos that propagate
through space do so in states of definite energy (i.e., mass eigenstates). Neutrino detection
experiments over the last few decades firmly established neutrinos oscillate in flavor as
they propagate through space [2]. Inspired by experimental observations of flavor mixing
of quarks in weak interactions, a framework describing the mixing among neutrino states
of definite flavor and mass was developed, where each flavor eigenstate, |νk〉 with flavor
k, is a superposition of 3 mass eigenstates, |νi〉, given by
|νk〉 =
3∑
i
Uki|νi〉 (2.3)
where the mixing among flavor and mass eigenstates is described by the unitary Pontecorvo-
Maki-Nakagawa-Sakata (PMNS) matrix U , given (element-wise) by

νe
νµ
ντ
 =

Ue1 Ue2 Ue3
Uµ1 Uµ2 Uµ3
Uτ1 Uτ2 Uτ3


ν1
ν2
ν3
 (2.4)
6
The standard parameterization of the mixing matrix, U , is defined in a similar manner
as the quark (i.e., CKM) mixing matrix, and can be factored as:
U =

1 0 0
0 c23 s23
0 −s23 c23


c13 0 s13e
−iδCP
0 1 0
−s13eiδCP 0 c13


c12 s12 0
−s12 c12 0
0 0 1


1 0 0
0 eiα 0
0 0 eiβ
 (2.5)
where cij = cos θij, sij = sin θij, θij is the mixing angle between the i and j mass eigen-
states, δCP is an unknown charge-parity (CP) violating phase (in the interval [0, 2pi]), and
α, β are unknown Majorona CP violating phases (which are only included if neutrinos are
Majorona particles, see Section 2.3.1).
For a neutrino created at time t = 0 and position x = 0, with momentum p, the time-
evolution of the mass eigenstate, |νi〉, obeys the time-dependent Schro¨dinger equation,
which yields
|νi(x, t)〉 = e−i(Eit−px)|νi〉 (2.6)
where Ei is the energy of the mass eigenstate. Since neutrinos have very small masses,
mi, and higher energies (p mi), they are relativistic:
Ei =
√
m2i + p
2
i w pi +
m2i
2pi
w E + m
2
i
2pi
(2.7)
where E ≈ p is the total energy of the neutrino. For a neutrino propagating some distance,
L, one can write L ≈ x = ct, where c is the speed of light. Using p ≈ E and x ≈ L,
one can use Equations 2.3 and 2.6 to calculate the probability, P , of a neutrino of initial
flavor α transitioning to a different flavor β after propagating some distance L, via the
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transition amplitude:
P (να → νβ) = |〈νβ|να(L, t)〉|2 (2.8)
P (να → νβ) = δαβ − 4
3∑
i>j=1
Re(UαiU
∗
βiU
∗
αjUβj) sin
2
(
∆m2ijL
4E
)
(2.9)
+2
3∑
i>j=1
Im(UαiU
∗
βiU
∗
αjUβj) sin
(
∆m2ijL
4E
)
(2.10)
where m2ij = m
2
i − m2j is the squared mass difference. The explicit time-dependence is
removed, so that the transition probability is a function of m2ij, L, and E only. If there
is no CP violation in the neutrino sector, the imaginary part of the PMNS matrix will
vanish (i.e., Im(UαiU
∗
βiU
∗
αjUβj) = 0).
Neutrino oscillation experiments work by placing a neutrino detector in the path of
a known source of neutrinos of specific flavor(s) and looking for either the appearance
of new flavors or disappearance of expected flavors of neutrinos, thereby measuring the
PMNS matrix elements and the squared mass-splittings of the mass eigenstates. For three
flavors of neutrinos, there are only two independent squared mass splittings, which are
conventionally chosen to be ∆m212 and ∆m
2
13. Global analyses of all oscillation experiment
data show ∆m212 and ∆m
2
13 are both non-zero [12], where for convenience, ∆m
2
12 is chosen
to be the smaller of the mass splittings. Since the numbering is arbitrary, m1 and m2 are
defined such that m1 < m2; ∆m
2
12 is typically labelled ∆m
2
sol, since it’s measured from
solar neutrino oscillations, while ∆m213 is labelled ∆m
2
atm, since it’s measured using oscil-
lations of neutrinos from the atmosphere. Given the current atmospheric oscillation data,
one cannot determine the sign of ∆m2atm; consequently, there are two possible ordering of
the mass eigenstates (i.e., mass hierarchies; see Figure 2.2) [13]:
m1 < m2 < m3 “Normal Hierarchy” (2.11)
m3 < m1 < m2 “Inverted Hierarchy” (2.12)
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Figure 2.2: The normal and inverted neutrino mass hierarchies. For each hierarchy, the
flavor composition of each mass eigenstate (shown by the colors) are determined using
the best-fit values for the PMNS matrix elements from [12]. For display purposes, m2sol
and m2atm are not to scale; in reality, m
2
sol/m
2
atm ∼ 10−2.
The normal hierarchy is duly named since the mass eigenstates are ordered numerically,
while the inverted hierarchy has the third mass eigenstate as the lightest. As shown
in Figure 2.2, oscillation experiments cannot measure the absolute offset from 0 of the
neutrino masses (i.e., the neutrino mass scale).
2.3 Fundamental Nature and Mass Generation
Despite the wealth of knowledge acquired on neutrino properties, there are a few major
questions that remain:
• Are neutrinos indistinguishable from antineutrinos?
• How do the neutrinos acquire their mass? Moreover, why is the mass so small
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compared to the other fermions?
Answering these questions remains at the forefront of both theoretical and experimental
neutrino physics research. Section 2.3.1 discusses the theoretical aspects of neutrino-
antineutrino distinguishability and prospects for its determination. Section 2.3.2 ends by
discussing possible mechanisms for the generation of the small neutrino masses.
2.3.1 Dirac and Majorona Particles
In particle physics, the relativistic dynamics of fermions with non-zero rest mass are
described by the Dirac equation:
(iγµ∂µ −m)ψ = 0 (2.13)
where γµ (µ = 0, 1, 2, 3) are the Dirac gamma matrices, ∂µ is the covariant derivative, m is
the particle mass, and ψ is the particle field (represented as a spinor object). The fermion
field itself can be deconstructed into the sum of two independent “chiral” projections:
ψ = ψL + ψR (2.14)
where ψL (ψR) is called a left-handed (right-handed) chiral field. The left and right-handed
fields are obtained by applying the chiral projection operators:
ψL = PLψ =
1
2
(1 + γ5)ψ (2.15)
ψR = PRψ =
1
2
(1− γ5)ψ (2.16)
where γ5 = iγ0γ1γ2γ3. Together, this leads to the series of coupled equations:
iγµ∂µψL = mψR (2.17)
iγµ∂µψR = mψL (2.18)
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In the case of vanishing mass, Equations 2.17 decouple and the chiral fields ψL and ψR
become independent, so that ψ can be represented entirely by a single chiral field ψL or
ψR.
One of the more profound questions about neutrinos is whether they are indistin-
guishable from anti-neutrinos. To transform a particle into its antiparticle, one applies
the charge conjugation operator, C, to get the antiparticle field, ψc:
ψc = Cψ¯T (2.19)
In 1937, E. Majorona derived an equation describing particles identical to their antipar-
ticles [14]:
iγµ∂µψ −mψc = 0 (2.20)
where ψ = ψc. Particles that obey Equation 2.20 are called Majorona particles, while
particles that obey Equation 2.13 are called Dirac particles.
Among the fermions in the SM, the only possible Majorona candidates are the neutri-
nos. Moreover, since the weak interaction is left-handed, the neutrino is left-handed in the
SM. If the neutrino is massless, the Dirac and Majorona representations yield equivalent
physical descriptions. Consequently, the only way to determine the Dirac vs. Majorona
nature of neutrinos is by measuring an effect that is dependent on the neutrino mass.
Oscillation experiments cannot determine the Majorona vs. Dirac nature of neutrinos,
since the complex Majorona phases (if they exist; see Equation 2.5), cancel out when
computing the flavor transition probabilities. Moreover, the kinematics of Majorona or
Dirac neutrinos are the same. The most promsing method to determine the Majorona vs.
Dirac nature of neutrinos is by searching for the signal of neutrinoless double-beta decay
(see Section 2.4.3.3).
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2.3.2 Origin of Neutrino Mass
Assuming one generation of neutrinos for simplicity, a neutrino field, ψ, can be written
as left and right-handed Majorona fields as
νL = ψL + (ψL)
c (2.21)
νR = ψR + (ψR)
c (2.22)
Subsequently, the most general mass term in the Lagrangian, L, for the single neutrino
field ν can be written as
L = −1
2
mLν¯LνL − 1
2
mRν¯RνR − 1
2
mLR(ν¯LνR + ν¯LνR) (2.23)
where mL, mR, and mLR are masses; mL and mR are called Majorona masses, while mLR
is a Dirac mass (since it has the general form φ¯mφ, as in the standard formulation of a
mass term in a Dirac Lagrangian for a field φ). In matrix form, Equation 2.23 reads
L = −1
2
(ν¯L, ν¯R)
 mL mLR
mLR mR

νL
νR
 (2.24)
By diagonalizing Equation 2.24, one finds two distinct eigenfields with eigenvalues (i.e.,
masses), given by
m± =
1
2
∣∣∣(mL +mR)± [(mR −mL)2 + 4m2LR]1/2∣∣∣ (2.25)
While it’s beyond the scope of this work to present a detailed overview of possible
mechanisms of neutrino mass generation, one simple model is encapsulated by the Type
1 See-saw model. In the Type 1 See-saw model, the mass of the right-handed Majorona
field, mR, is assumed to be at an unexplored, very high energy scale (∼ 1019 GeV) while
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the Dirac mass and mass of the left-handed Majorona field, mD and mL are assumed to be
effectively 0. In this scenario, the eignevalues in Equation 2.25 for the two mass eigenfield
solutions to Equation 2.24 become m− ∼ m2D/mR  1 and m+ ∼ mR
(
1 +
m2D
m2R
)
∼ mR.
The Type 1 See-saw model is very appealing, since through the introduction of a right-
handed Majorona neutrino singlet field, νR, that does not participate in the weak interac-
tion, a very small left-handed neutrino mass can be generated. As it turns out, neutrino
masses cannot be generated via the Higgs mechanism, since it requires the coupling of a
fermion doublet and singlet field to the vacuum expectation value of the Higgs field [15];
this cannot be accomplished with the current formulation of only left-handed neutrino
fields in the SM. As it stands, neutrino masses are one the strongest indications of physics
beyond the SM.
2.4 Measuring Neutrino Mass
A number of different methods currently exist for measuring the absolute neutrino mass
scale. Each one is complementary with the others, as they measure different combina-
tions of the masses of the mass eigenstates and the mixing parameters from oscillation
experiments. Section 2.4.1 describes the measurements which use kinematic information
from beta decays. Section 2.4.2 describes measurements from cosmological observations.
Section 2.4.3.3 ends by discussing how neutrinoless double-beta decay can yield measure-
ments of the mass scale.
2.4.1 Beta Decay Spectrum Endpoint
Studying the kinematics of electrons emitted in standard beta decays of the form
(A,Z) → (A,Z + 1) + e− + ν¯e can provide a direct, model-independent measure of the
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Figure 2.3: Behavior of the high-energy endpoint of the beta decay energy spectrum for
the cases of a massless and non-zero rest mass electron neutrino.
average electron neutrino mass squared [16]
m2(νe) =
∑
i
|Uei|2m2(νi). (2.26)
A neutrino with a non-zero mass will result in a small (but measurable) reduction of
the maximum possible energy the emitted electron can acquire (e.g., see Figure 2.3). The
Mainz and Troitsk experiments, which examined the spectrum of tritium, measured m(νe)
≤ 2.3 eV/c2 [17] and m(νe) ≤ 2.05 eV/c2 [18], both at the 95% confidence level, respec-
tively. In the near future, the KATRIN experiment will examine the tritium spectrum
endpoint, with hopes of being sensitive to masses above 0.2 eV [19].
2.4.2 Cosmological Observations
Since relic neutrinos left over from the Big Bang are much ( 109 times) more abundant than
atoms, they may contribute significant mass to the overall mass density of the universe
[16]. Cosmological observations are thus sensitive to the sum of the neutrino masses,
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∑
imi (summing over the three mass eigenstates), via measurements of the fluctuations
in the power spectra of large-scale structure in the Universe and anisotropies present in
the cosmic microwave background. Although somewhat model and analysis dependent,
current cosmological data constrain
∑
imi < 0.5 eV [20].
2.4.3 Double Beta Decay
Double-beta decay is a radioactive decay process where certain isotopes can undergo
two simultaneous beta decays when normal single beta decay is energetically forbidden
or largely suppressed due to a large changes of spin in the nuclei [13]. In particular,
this behavior can be understand by using the Weiza¨cker semi-empirical formula [21] that
parameterizes the nuclear binding energy, m(A,Z) of isobars (i.e., isotopes with the same
mass number, A) in terms of the number of protons, Z:
m(A,Z) ≈ constant + a Z
2
A1/3
+ b
(A− 2Z)2
A
− δP (2.27)
where a and b are constants, and δP is a constant offset value that depends on the number
of protons, Np, and neutrons, Nn, in the nucleus:
δP ≈

−A−1/2 even Np, even Nn (even-even nuclei)
0 odd Np, even Nn (or vice versa) even-odd nuclei
+A−1/2 odd Np, odd Nn (odd-odd nuclei)
(2.28)
An illustration of the double-beta decay process is shown in Figure 2.4 for A = 136.
Due to the sign of δp, for some even-even nuclei, single beta decay would produce odd-
odd nuclei, which are more energetically bound than the parent even-even nuclei; hence,
they’re energetically forbidden. On the other hand, two simultaneous beta decays would
produce even-even nuclei that are less energetically bound than the parent even-even
nuclei. Consequently, only even-even nuclei can undergo double-beta decay, since the .
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Figure 2.4: Illustration of the double-beta decay energy level scheme for A = 136. Blue
bars represent even-even nuclei that can undergo double-beta decay, whereas some of the
yellow bars represent odd-odd nuclei that are energetically forbidden from beta-decaying
to the stable 136Ba.
2.4.3.1 Radioactive Decay
Radioactive decays are intrinsically random processes governed by the laws of quantum
mechanics, where the probability of any individual decay occurring does not influence
the probability of other decays occurring and is independent of time. Consequently, the
time intervals between decays are exponentially distributed, leading to the classic law of
exponential radioactive decay, where the number of isotopes, N(t), of a particular species
remaining after time t exponentially decreases as
N(t) = N0e
−λt,
where N0 is the initial number of isotopes and λ is the decay rate. More commonly in
nuclear physics, radioactive decay is parameterized by the half-life, T1/2, i.e., the time
it takes for some number of isotopes to decay to half their initial value. By setting
N(t = T1/2) = N0/2, one finds the decay rate is related to the half-life by T1/2 = ln 2/λ.
By measuring the half-life of a decay, one can directly measure the decay rate which is
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determined by nuclear physics processes and important for theoretical calculations.
2.4.3.2 Two-Neutrino Double-Beta Decay
In 1935, M. Goeppert-Mayer [22] first discussed two-neutrino double-beta (2νββ) decay:
(A,Z)→ (A,Z + 2) + 2e− + 2ν¯e, (2.29)
where two neutrons simultaneously decay into to a proton, electron, and anti-electron
neutrino (to conserve lepton number) (see Figure 2.5). In general, one can write the
half-life for 2νββ decay, T 2ν1/2, as
1
T 2ν1/2
= G2νg4Am
2
e|M2ν |2, (2.30)
where G2ν is an exactly-calculable four-particle phase space factor, gA = 1.2701, me is the
mass of the electron, and M2ν is a nuclear matrix element for this second-order process
which is, in general, very difficult to calculate [23]. The nuclear matrix elements effectively
measure the overlap of the wave functions of the mother and daughter nuclei. One of the
primary motivations of measuring T 2ν1/2 is that it will yield a measurement of M
2ν via
Equation 2.30, providing important feedback for the various methods used to calculate
the nuclear matrix elements.
Since 2νββ decays are second-order processes in the Fermi theory of weak interactions,
and fourth-order in the SM, their half-lives are proportional to (GF cos θC)
−4, where GF
is the Fermi weak coupling constant and θC is the Cabbibo quark mixing angle. Con-
sequently, 2νββ decay half-lives are extremely long. Of the 35 known isotopes that can
undergo 2νββ decay [30], only 9 have had 2νββ decays observed. Table 2.1 lists these
isotopes and their measured 2νββ half-lives. The 2νββ half-lives range from 1018 yr to
1021 yr, making 2νββ decay the slowest decay process in the universe.
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Figure 2.5: Feynman diagram for 2νββ decay.
2.4.3.3 Neutrinoless Double-Beta Decay
The main goal of double-beta decay experiments is to search for the neutrinoless double
beta (0νββ) decay mode
(A,Z)→ (A,Z + 2) + 2e−, (2.31)
where no neutrinos are emitted. Unlike 2νββ decays, 0νββ decays are sensitive to the
Majorona nature of neutrinos. In particular, as demonstrated in [31] and [32], positive
observation of 0νββ would imply that neutrinos are Majorona. If 0νββ decay is driven by
the exchange of light Majorana neutrinos, one can write the half-life for the 0νββ decay
mode (see Figure 2.6), T 0ν1/2, as [23]
1
T 0ν1/2
= G0ν |M0ν |2|〈mee〉|2, (2.32)
where G0ν is an exactly-calculable two-particle phase space factor, M0ν is a nuclear matrix
element, and 〈mee〉 is the effective Majorana electron neutrino mass, given by
〈mee〉 =
∑
i
U2eimi. (2.33)
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Figure 2.6: Feynman diagram for 0νββ decay.
The experimental signature of 0νββ decay is a very small peak in the summed energy
spectrum of the two emitted electrons at the Q-value of the decay (see Figure 2.7). A
number of experiments have set lower limits on the 0νββ half-life for different isotopes;
Table 2.2 lists the current best limits for a number of isotopes. It’s worth noting that a
subset of the Heidelberg-Moscow collaboration claimed evidence for the discovery of the
0νββ mode in 76Ge [33], a highly controversial claim that is largely ruled out by current
limits from other experiments. In general, 0νββ decay searches should use multiple iso-
topes, so that in the event of a positive signal, it can be cross-checked with other isotopes
to avoid systematic uncertainties (i.e., nuclear matrix element uncertainties, experimental
uncertainties, etc.) in any given isotope.
By measuring or placing limits on the 0νββ half-life, one can measure or place limits
on the effective Majorona electron neutrino mass. Unfortunately, such calculations are
subject to relatively large uncertainties in the matrix elements, M0ν , which are difficult
to calculate. A number of different approaches are pursued within the theory community
to calculate nuclear matrix elements (see [34] and references therein), with calculations
yielding matrix elements different by a factor of 2 to 3. Consequently, measurements
of the 2νββ half-lives are invaluable for constraining models used in the nuclear matrix
elements, since in the 2νββ half-life is a direct measure of the matrix element M2ν (see
Equation 2.30).
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Figure 2.7: Example drawing of the sum kinetic energy spectrum for the 2 electrons
emitted in double-beta decay; energies have been normalized by the Q-value. The 2νββ
spectrum is in blue, while the 0νββ signal peak is in red and scaled up by a factor of 104
and made assuming a detector energy resolution of ∼ 2%.
In addition to its utility in determining the absolute mass scale and Dirac vs. Majorona
nature of neutrinos, neutrinoless double-beta decay offers the possibility to determine the
neutrino mass hierarchy. In particular, using the standard parameterization of the PMNS
matrix, one can write the effective Majoron electron neutrino mass in terms of the lightest
neutrino mass in the normal and inverted hierarchies as
〈mnormalee 〉 =
∣∣∣∣m1c212c213 +√m21 + ∆m2sols212c213e2iα +√m21 + ∆m2atms213e2iβ∣∣∣∣ (2.34)
and
〈minvertedee 〉 =
∣∣∣∣√m23 + ∆m2atmc212c213 (2.35)
+
√
m23 + ∆m
2
sol + ∆m
2
atms
2
12c
2
13e
2iα +m3s
2
13e
2iβ
∣∣∣∣ (2.36)
Plots of the effective Majorona electron neutrino mass for both the mass hierarchies
are shown in Figure 2.8. If 0νββ experiments measure an upper limit on the effective
Majorona electron neutrino mass that is below what’s predicted for the inverted mass
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Figure 2.8: Plot of the effective Majorona electron neutrino mass, |〈mee〉|, as a function
of the lightest neutrino mass, mmin. The best-fit values, along with the 1σ, 2σ, and 3σ
ranges, of the PMNS matrix elements are taken from [12]; these ranges are accordingly
labelled on the plot. The width of the distributions stems from the unknown values of the
complex Majorona phases α and β, which can vary from 0 to 2pi. Also overlaid are the
best-fit upper limits on the sum of the neutrino masses from cosmological observations [20],
assuming the neutrino masses are degenerate, and the limits on the effective Majorona
electron neutrino mass from [5] for the best and worst case values for specific nuclear
matrix element calculations.
hierarchy, then the inverted hierarchy is ruled out, if neutrinos are Majorona. If instead,
somehow the inverted hierarchy is determined to be the one realized in nature, then
an upper limit on the effective Majorona electron neutrino mass that is below what’s
predicted for the inverted mass hierarchy would indicate that neutrinos are not Majorona.
2.4.3.4 Neutrinoless Double-Beta Decay with Majoron Emission
In addition to the “standard” form of 0νββ decay where only the two electrons are emitted,
certain theories predict the emission of one or two additional undetected scalar bosons,
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Figure 2.9: Feynman diagrams for 0νββ decay with the emission of one Majoron (a) or
two Majorons (b).
denoted as χ0, together with the electrons. The separate processes are
(A,Z) → (A,Z + 2) + 2e− + χ0 (2.37)
(A,Z) → (A,Z + 2) + 2e− + 2χ0. (2.38)
where the χ0 are referred to as Majorons. In their initial conception, Majorons were
considered to be massive Nambu-Goldstone bosons arising from the spontaneous breaking
of a global lepton number symmetry. More recently, Majorons were also theorized to
be possible candidates for dark matter [41] and play a role in some astrophysical and
cosmological processes (e.g. [42,43]).
In light of the recent precision measurements of the width of the Z boson decay to
invisible channels [11] (which constrained the number of neutrino flavors), the theories
where the Majorons could belong to a doublet [44] or triplet [45] become largely ruled
out. As described in detail [46], additional models were developed where the Majoron was
more generally a massless or light boson that might be neither Nambu-Goldstone boson,
nor assigned a specific lepton number (such that lepton number could be either conserved
or non-conserved). Table 2.3 lists these various types of models describing the emitted
Majoron.
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Figure 2.10: Summed electron energy spectra for the Majoron modes and ordinary 2νββ
decay, for 136Xe. Each spectrum is normalized slightly differently to emphasize the spectral
differences.
Since the Majorons go undetected, their summed electron energy spectra are contin-
uous as in 2νββ decay, but with some slight differences. In particular, the shape of the
summed electron spectrum, S(Esum), for each Majoron mode can be characterized by a
single integer called the spectral index, n:
S(Esum) =
∫ Esum−1
1
F (Z,E1)E1p1F (Z,E2)E2p2(Q− E1 − E2)ndE1dE2δ(Esum − E1 − E2) ,
(2.39)
where E1, p1, E2, and p2 are the energy and momentum for each of the two electrons and
Esum = E1 + E2 is the observable sum energy, Q is the Q-value of the decay, and n =
1,2,3, or 7 is the spectral index. F (Z,E) is the familiar Fermi function that represents the
effect of the nucleus’ Coulomb field on the emitted electron’s wave function. In particular,
n=5 for the observed 2νββ decay. Examples of the summed electron energy spectra for
each Majoron mode are shown in Figure 2.10
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In a similar manner to standard 0νββ decay, the half-life for the Majoron-emitting
modes can be written as
1
T1/2
= |〈gα〉|m· |M ′α|2 ·G0νMα (Z,E0) (2.40)
where gA is the axial coupling constant, m = 2(4) for the emission of one (two) Ma-
jorons, geeα is the effective coupling constant between the Majoron and electron neutrino,
G0νMα (Z,E0) is the model-dependent, unnormalized phase space integral, and the nuclear
matrix elements Mα are related by M
′
α = Mα
(
gA
1.25
)2
, and G0νMα (Z,E0); here, α represents
the model type listed in Table 2.3.
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Isotope T2νββ1/2 ± stat± sys uncert. G2ν M2ν Ref.
[yr] [%] [10−21 y−1] [MeV−1]
100Mo 7.11± 0.02± 0.54 · 1018 ±7.6 3308 0.250 [24]
150Nd 9.11+0.25−0.22 ± 0.63 · 1018 +7.4−7.3 36430 0.0666 [25]
96Zr 2.35± 0.14± 0.16 · 1019 ±9.1 6816 0.0959 [26]
116Cd 2.8± 0.1± 0.3 · 1019 ±11.3 2764 0.138 [27]
48Ca 4.4+0.5−0.4 ± 0.4 · 1019 +14.6−12.9 15550 0.0464 [27]
82Se 9.6± 0.3± 1.0 · 1019 ±10.9 1596 0.0980 [24]
130Te 7.0± 0.9± 1.1 · 1020 ±20.3 1529 0.0371 [28]
76Ge 1.84+0.09+0.11−0.08−0.06 · 1021 +7.7−5.4 48.17 0.129 [29]
136Xe 2.165± 0.016± 0.059 · 1021 ±2.83 1433 0.0218 [4]
Table 2.1: Listing of the most precise measurements of 2νββ half-lives for each isotope,
in descending order of increasing half-life. Also included are the phase space factors, G2ν ,
and nuclear matrix elements, M2ν , as defined by 2.30. The total relative uncertainty on
the half-life is the quadratic sum of statistic and systematic errors, as given in the cited
publications, divided by the half-life.
Isotope T 0νββ1/2 [10
21 yr] 〈mee〉 [meV] Collaboration Year [Ref.]
76Ge > 21000 < (200− 400) GERDA 2014 [35]
136Xe > 19000 < (120− 250) KamLAND-Zen 2013 [36]
136Xe > 11000 < (190− 450) EXO-200 2014 [5]
130Te > 4000 < (270− 760) CUORE 2015 [37]
100Mo > 1100 < (450− 930) NEMO-3 2011 [38]
82Sn > 360 < (890− 2430) NEMO-3 2011 [38]
150Nd > 18 < (4000− 6300) NEMO-3 2009 [25]
116Cd > 16 – NEMO-3 2011 [38]
48Ca > 13 – NEMO-3 2011 [38]
96Zr > 9.6 < (7200− 19500) NEMO-3 2010 [26]
112Sn > 1.06 – γGe detector 2011 [39]
106Cd > 1.0 – 106CdWO4 scintillator 2012 [40]
64Zn > 0.32 – ZnWO4 scintillator 2011 [40]
Table 2.2: Current 90% CL lower limits on 0νββ half-lives and 90% CL upper limits
on the effective Majorona electron neutrino mass. Rows are in decreasing order by the
half-life lower limit. The spread in the effective Majorona mass limits results from the
uncertainty in the nuclear matrix elements.
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Model type, α Num. Majorons Goldstone? Lepton charge, L n
IB 1 no 0 1
IC 1 yes 0 1
ID 2 no 0 3
IE 2 yes 0 3
IIB 1 no -2 1
IIC 1 yes -2 3
IID 2 no -1 3
IIE 2 no -1 7
IIF 1 no -2 3
“bulk” 1 no 0 2
Table 2.3: Different Majoron-emitting models of 0νββ decay. Class I (II) corresponds to
lepton-number-violating (-conserving) models, with subclasses, denoted by letters, cor-
responding to different quantum numbers of a new particle (detailed description of the
classification scheme in [47–50]).
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Chapter 3
The Enriched Xenon Observatory
The Enriched Xenon Observatory (EXO-200) is an international low-background double-
beta decay experiment comprised of nearly 120 collaborators whose primary goal is the
search for the 0νββ decay mode of the isotope 136Xe. To this end, EXO-200 uses 200
kg of xenon isotopically enriched to 80.6% in the isotope 136Xe and a state-of-the-art,
radio-pure detector located in a salt mine in the Southwest United States. The EXO-200
detector operates in a “source = detector” mode, where the enriched LXe serves both as
the source of the decays under observation and as the detection medium.
In addition, EXO-200 is part of a multi-stage research and development program aimed
at building a much larger tonne-scale experiment. EXO-200 successfully collected high-
quality low-background data for over 2 years, producing some of the strongest double-beta
decay half-life measurements and limits, demonstrating the feasibility and promise of a
larger-scale experiment. This chapter presents an overview of the technology, infrastruc-
ture, and hardware aspects of the EXO-200 experiment.
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(a) (b)
Figure 3.1: (a) A spectrum of the fractional number of events as a function of the energy
(pulse height) and (b) illustration of energy resolution: the inset shows an example Gaus-
sian distribution, while the blue (red) curve demonstrates poor (good) energy resolution.
3.1 Radiation Spectroscopy
In nuclear physics, understanding the nature of radioactive decay is commonly performed
via spectroscopy of the radiation released in the decays. One ubiquitous method involves
recording the electronic pulses resulting from collection of the charge carriers produced in
a detector, which is specially designed to interact with single particles of radiation released
in the decays. Detectors operating in such a “pulse mode” provide important information
about the radiation interaction, since the pulse shape, in particular its height, measures
the energy of the decay radiation. By visualizing and analyzing a spectrum of these
pulse heights (e.g., see Figure 3.1 (a)), one can gain insights into the physical processes
governing the decay.
An important property of a radiation detector is its ability to distinguish among
radiation interactions (i.e., “events”) similar in energy. When an event occurs in the
detector, a number, N , of charge carriers are produced. Typically, the inherent statistical
fluctuations in small N are well-described by the Poisson probability distribution:
P (N) =
µNe−µ
N !
(3.1)
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which gives the probability, P , that one would observed N charge charge carriers, given
the expected value of µ. For large N , P (N) is better described by a Gaussian probability
distribution:
P (N) =
A
σ
√
2pi
exp
(
−(N − µ)
2
2σ2
)
(3.2)
where σ is related to the width of the distribution at half its maximum value (full-wdith-
at-half-maximum, FWHM) via FWHM = 2.35σ (see the inset in Figure 3.1 (b)) and A
is the area of the distribution under the curve. The energy resolution of a detector is
defined as σ/µ, so that for a given expected energy, µ, a better energy resolution corre-
sponds to smaller values of σ. Consequently, optimal energy resolution can be achieved by
minimizing the inherent statistical fluctuation in the number of charge carriers produced.
3.2 Experimental Sensitivity to 0νββ Decay
In any 0νββ experiment, the sensitivity for observing 0νββ decays (i.e., longest measur-
able half-life) is determined by the presence of background events (i.e., decays other than
0νββ). In particular, one typically searches for 0νββ decays in a small energy range of
interest, δE, which is determined by the energy resolution of the detector. If we assume
the rate of background events in this energy range δE is constant, then the number of
anticipated background events, B, is given by:
B = bMtδE (3.3)
where b is the rate of background events (in keV−1 kg−1 yr−1), M is the mass (in kg) of
the source of 0νββ decays, and t is the experimental running time (in yr). The expected
number of 0νββ decays, N0νββ, is given by:
N0νββ = λ0νββNt (3.4)
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where λ0νββ is the 0νββ decay rate, N is the initial number of isotopes undergoing 0νββ
decay, and  is the 0νββ event detection efficiency. One can rewrite N in terms of the
isotopic abundance/fraction, a, source mass, M , and the parent isotope atomic mass, m,
as:
N0νββ = λ0νββ
(
Ma
m
)
t (3.5)
Moreover, one can also use the relation between the decay rate and half-life (see Section
2.4.3.1) to arrive at:
N0νββ =
ln 2
T 0νββ1/2
(
Ma
m
)
t (3.6)
Conditions for the discovery of a 0νββ signal are traditionally stated as:
N0νββ = S
√
B +N0νββ (3.7)
where S is some multiple of the error, σ, of the underlying Poisson distribution. If we take
S = 1 and note background events are predominate in the energy range δE, we arrive at:
N0νββ ≈
√
B (3.8)
ln 2
T 0νββ1/2
(
Ma
m
)
t ≈
√
bMtδE (3.9)
T 0νββ1/2 ≈ ln 2
a
m
√
Mt
bδE
(3.10)
Equation 3.10 is illuminating, since it implies having the highest sensitivity for 0νββ
decay requires a number of important conditions be satisfied:
• the source mass, M , should be large and isotopically enriched to a high fraction, a,
in the parent isotope
• experimental design and data analysis considerations should be chosen to maximize
the event detection efficiency, , while minimizing the rate of background events, b
• the experiment should collect data for a long time, t
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• the energy range of interest, δE, should be as small as possible by having an optimal
energy resolution.
Together with measured 0νββ half-life limits for different isotopes (> 1025 yr), these re-
quirements make any 0νββ decay search an extremely challenging experimental endeavor.
As with other current double-beta decay experiments, these requirements guided and in-
formed the design and construction of EXO-200.
3.3 Liquid Xenon in Nuclear Physics
LXe is an ideal double beta decay source/medium for a number of important reasons
• Isotopic enrichment is easier, since Xe is already a gas and 136Xe is the heaviest
isotope
• Xe can be re-purified to remove electronegative impurities and recycled into a new
detector
• LXe strongly attenuates gamma rays (i.e., is self-shielding), so contamination from
nearby surfaces and detector materials can be minimized
• There are no long-lived radioactive isotopes of Xe produced via activation from
cosmogenic sources
• Scintillation light and ionization are anti-correlated in LXe, which can be used to
get an improved detector energy resolution [51]
• There exists the possibility to identify (or “tag”) the subsequent 136Ba++ ion in the
decay of 136Xe, resulting a nearly background-free experiment
Despite these advantages, working with LXe is challenging. Maintaining xenon in a
liquified state at reasonable pressures (∼ 1 atm) requires sophisticated cryogenics. More-
over, to ensure the survival of ionization charge (e.g., liberated electrons) for sufficient
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lengths of time, the LXe must be continually purified to remove electronegative impu-
rities resulting from outgassing of detector materials and possible vacuum system leaks.
For events observed in the LXe, where an interacting particle deposits some or all of its
energy, the event energies and spatial positions are measured using the ionized charge and
scintillation light (photons) produced in the interaction.
3.3.1 Ionization
In the ionization process, ionizing particles (e.g., gamma ray photons, alpha particles,
cosmic ray muons, or energetic electrons) can deposit energy in the LXe through different
physical mechanisms (e.g., Compton scattering, photoelectric absorption, pair production,
etc.) and produce a number of pairs of electrons and positive xenon ions, excited xenon
atoms, and to a lesser degree, weakly energetic free electrons (i.e., subexcitation electrons)
[52]. In LXe, the average energy required to produce an electron-ion pair (i.e., the W
value) is approximately 15.6 eV [53]. The W value tends to be slightly higher than the
ionization potential of the gas or liquid, since the incident particle can lose energy in the
other aforementioned processes. The W value for LXe is the lowest among the liquid rare
gases, thus, LXe has the largest relative yield of electron-ion pairs. Most importantly,
the W value is experimentally observed to be effectively independent of the nature and
energy of the incident ionizing particle at moderate to high energies; consequently, the
experimentally measured signal from the ionized charge can be used as a measure of the
event energy [54].
Ultimately, the stochastic nature of the production of electron-ion pairs in LXe dictates
the best energy resolution possible. If one assumes that the production of electron-ion
pairs is a Poisson process, then the variance in the number of electron-ion pairs, Var(N)
should be equal to the mean:
Var(N) = N (3.11)
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In 1947, it was actually shown that the production of electron-ion pairs via ionization
processes is not Poisson, but rather follows a modified form:
Var(N) = FN (3.12)
where F is a dimensionless number, less than or equal to 1, called the Fano factor [55]
that describes the ratio of the observed variance in N to the predicted Poisson variance
in N. Hence, from section 3.1, the ultimate energy resolution as a function of energy, E,
(called the Fano limit) would be :
δE(%) =
σFano
E
(3.13)
δE(%) =
√
FN
E
(3.14)
δE(%) =
√
FWE
E
(3.15)
δE(%) =
√
0.92(eV)
E(eV)
(3.16)
where E(eV) is the energy in eV; for LXe, the Fano limit at the 136Xe Q-value of 2.458
MeV is 1.5 keV, comparable to semiconductor detectors. For unknown reasons, the Fano
limit in LXe has never been reached. Currently, the best energy resolution achieved in
LXe is 30 keV at an energy of 554 keV [56, 57], which extrapolated to the 136Xe Q-value
gives an energy resolution of ∼ 14 keV.
3.3.2 Scintillation
In the scintillation process, two routes are possible: direct excitation of Xe atoms and
recombination of the positive Xe ions with electrons [58]:
Xe∗ + Xe→ Xe∗2, (3.17)
Xe∗2 → 2Xe + hν (3.18)
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and recombination of the positive Xe ions with electrons
Xe+ + Xe→ Xe+2 (3.19)
Xe+2 + e
− → Xe∗∗ + Xe (3.20)
Xe∗∗ → Xe∗ + heat (3.21)
Xe∗ + Xe + Xe→ Xe∗2 + Xe (3.22)
Xe∗2 → 2Xe + hν (3.23)
In both processes, the main effect is the production of the excited dimer (excimer) of
two Xe atoms (Xe∗2). With a lifetime of only a few nanoseconds, the Xe excimer quickly
de-excites, emitting a 178 nm vacuum ultraviolet (VUV) scintillation photon. At this
wavelength, xenon is transparent, so the scintillation photons propagate freely.
3.3.3 Anti-correlation
In liquid rare gases, stochastic fluctuations in the strength of the ionization and scintilla-
tion signals from event to event are anti-correlated, meaning that events with increased
scintillation light will have decreased ionization, and vice versa [51, 52]. In particular,
this anti-correlation is a “microscopic” effect, distinctly different from the “macroscopic”
effect where higher electric fields can reduce the scintillation yield by preventing ioniza-
tion charge from recombining to produce scintillation light (see Section 3.3.2) [51]. Figure
3.2 illustrates this anti-correlation in LXe using events from one of the EXO-200 source
calibration runs.
EXO-200 uses this anti-correlation to improve the energy resolution by measuring the
event energy using a linear combination of both the ionization and scintillation signals; the
result being an energy that has smaller stochastic fluctuations than either the ionization
or scintillation signals alone (see Figure 3.2). In EXO-200, the ionization and scintillation
event energies (EI and ES, respectively) are projected onto a common rotated axis, to
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Figure 3.2: (a) Calibrated ionization energy vs. calibrated scintillation energy for events
from an EXO-200 228Th source calibration run. Note that the data here corresponds to
“denoised” data (see Section 4.5.2.3). The elliptical island in the upper right-hand portion
of (a) corresponds to the 2615 keV gamma-ray photons from the de-excitation of 208Tl (a
decay product in the 228Th decay chain) that fully deposit their energy in the LXe. The
red axis represents the “rotated” energy axis. (b) Calibrated ionization, scintillation, and
rotated energy spectra for the 228Th source calibration data shown in (a). Inset in (b) is
a legend showing the corresponding energy resolution at the 2615 keV gamma ray 208Tl
full absorption peak, defined as the peak center energy divided by the standard deviation
(σ) of the peak.
arrive at a rotated energy, ER:
ER = EI cos θ + ES sin θ (3.24)
where θ is the rotation angle.
3.4 Time Projection Chamber
The centerpiece of the EXO-200 experiment is a very low-radioactivity vessel constructed
from radio-pure copper, containing two identical Time Project Chambers (TPCs, hereafter
collectively called the TPC). The copper vessel is filled with approximately 110 kg of
liquified enriched xenon (LXe). The copper vessel was fabricated under an overburden of
shield material to minimize activation from cosmogenic sources (e.g., cosmic ray muons)
35
(a) (b)
Figure 3.3: (a) Schematic of the EXO-200 Time Projection Chamber vessel, and (b) a
photo of one of the TPCs (with the cathode) before insertion into the LXe copper vessel.
Figures reproduced with permission from [59].
and with an average thickness of 1.37 mm to minimize materials near the LXe.
The principle of operation of the EXO-200 TPC is based on the idea of a gridded
ionization chamber, where ionized charge produced in an event is drifted under the influ-
ence of a uniform electric field toward a series of wire grids that collect the charge. The
two TPCs are placed in the LXe copper vessel back-to-back, where they share a common
cathode that is biased to - 8 kV (see Figure 3.4). By design, materials used in the cath-
ode and anode are minimized to permit passage of the scintillation photons for detection
behind the wire planes.
3.4.1 Ionization Signal Readout
Ionized electrons that do not undergo recombination drift away from the cathode in a
cloud of charge along the uniform electric field to the end of the TPC, first passing by a
set of shielding/induction (V) wires that are biased as to ensure full electron transparency,
and then collecting immediately behind them on a set of charge collection/anode (U) wires
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e-
Drift Field
Figure 3.4: Operation of the EXO-200 Time Projection Chamber. When an event occurs
in the LXe, ionization charge and scintillation light are produced. The ionization charge is
drifted to a series of wire grids, where it’s collected, while the scintillation light is detected
with an array of APDs behind the wire grids.
held at virtual ground (see Figure 3.5). The spacing between individual wires is 3 mm,
resulting in a position resolution of 9 mm. Moreover, the V-wire plane sits 6 mm in
front of the U-wire plane, which sits 6 mm in front of the APD plane (see Figure 3.5).
Together, the U and V wires provide two crossed signals that are translated into the 2D
spatial position of the event.
induction (v) wires
collection (u) wires
APD plane
6 mm
6 mm
3 mm
ionization drift 
trajectories
event 20.4 cm
to cathode
triplets
Figure 3.5: Diagram of the charge drift and collection process.
Due to the hexagonal shape of the frames used to anchor the wires, the U and V
wire planes are crossed and oriented 60◦ relative to one another. Each electronic wire
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(a) (b)
Figure 3.6: An electrically-bridged wire triplet anchored to a temporary hexagonal copper
frame (the real frame is acrylic), along with a penny for scale (a), and the copper rings
and custom resistors forming the field cage for one TPC. The wires and cathode mesh
grid were fabricated from photo-etched phosphor bronze, while the field cage rings were
made from radio-pure copper.
channel is actually three small wires electrically bridged together in triplets (see Figure
3.6 (a)), reducing the number of read out channels. A uniform electric field is established
by biasing the cathode to -8 kV and successively stepping down the voltage towards the
V-wires (at virtual ground) using a series of custom 900 MΩ resistors between copper field
shaping rings (see Figure 3.6 (b)) supported by an acrylic support structure anchored to
the same hexagonal acrylic frame as the wire planes. The cathode voltage is delivered
via a custom feedthrough with a resulting electric field strength of 374 V/cm in the main
drift region, electrons typically drift with a velocity of 1.71 mm/µs between the cathode
and V wire plane.
3.4.2 Scintillation Signal Readout
Immediately behind the U-wire plane is a platter of ∼ 250 large-area Avalanche Photo
Diodes (APDs) that detect the 178 nm scintillation VUV light (see Figure 3.7). Photo-
diodes are silicon-based semiconductor devices that, when biased with a voltage, will
convert incoming incident photons into a measurable electrical signal via the collection of
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Figure 3.7: Layout of the APDs in the platter for one TPC. Bare APDs are indicated
by (1), while empty slots in the APD platter are indicated by (2). A platinum-plated
bronze “spider” compressive spring (3) is used to hold down a gang of 7 APDs that are
electrically connected using copper traces (4) on a polymide film (6). Electrically-isolating
plastic washers are used to anchor the spiders to the APD platter. Figure reproduced
with permission from [59].
electrons from the electron-hole pairs produced in the silicon from the incoming photon.
APDs are specially-formed photo-diodes that contain an “avalanche” region, where a
much larger number of electrons gets produced in a cascading fashion. APDs were selected
over conventional photo-multiplier tubes, since they can be produced with low levels of
radioactivity, operated in cryogenics environments, produced more compactly, and have
a higher quantum efficiency (i.e., percentage of incoming photons converts to electrons)
for the 178 nm scintillation light. The primary drawback is that APDs have intrinsically
lower gain and higher levels of electronic noise than photo-multiplier tubes.
A total of 478 APDs are placed in copper platters behind the wires planes in both
TPCs. By design, the cathode is ∼ 90% transparent to the scintillation light at normal
incidence, so both TPCs observe the scintillation light from an event, while the charge
is only collected in the TPC in which the event occurred. To improve the 178 nm light
collection efficiency, the interior of the field cage rings are tiled with a PTFE material
and each APD platter is coated with a thin layer of Al and MgF2, in order to reflect
scintillation light. Groups of 5 to 7 APDs are ganged together to form individual APD
39
channels, where APD gangs of similar performance are further grouped into sets (or
“pies”) of 6 or 7 gangs. Each APD plane is biased at around -1400 V, with smaller trim
voltages (∼ 100 V) applied to each pie to normalize the response of the APDs to all be
similar. For all 226 hardware channels, signals are read out using a flexible 25 µm-thick
polymide film with 15 µm-thick copper traces on the surface produced through photo-
etching. One of the most remarkable facts about the EXO-200 electronics is that there is
no solder used in the LXe vessel (since it was measured to be too radioactive).
3.5 Infrastructure
3.5.1 Detector Materials and Construction
Present in virtually all materials produced from the earth’s crust are trace quantities of
the primordial nuclides 40K, 232Th, and 238U, all of which have half-lives long enough
to remain in sufficient quantities since before the earth was formed. Prior to the con-
struction of EXO-200, all raw materials for detector components underwent a rigorous
screening process to measure the radioactivity of these nuclides [60]; Table 3.1 shows
these measurements for a subset of the main detector materials.
Great care was taken to avoid cosmogenic activation of detector materials by performing
storage and machining with at least a couple meters of overburden. In addition, all
materials were shielding during above ground transportation, which was minimized as
much as possible.
3.5.2 Liquid Xenon System
EXO-200 must routinely maintain approximately ∼ 110 kg of enriched Xe in a stable liqui-
fied state using a sophisticated cryogenics system (shown in Figure 3.8). The liquification
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Material/Component Amount 40K [mBq] 232Th [mBq] 238U [mBq]
Passive lead shielding 55,000 kg <33000 <2700 <8300
Copper cryostat 5901 kg <72 <19 <58
HFE-7000 4140 kg <20 <0.25 <0.8
Copper TPC 32.736 kg <60 <0.5 <1.5
Copper TPC legs 6.944 kg <12 <0.11 <0.33
PTFE reflector tiles 1.530 kg 0.087± 0.010 <0.0022 <0.008
APDs 518 units <0.13 <0.09 <0.011
Bronze cathode 0.010 kg <0.019 0.00108± 0.00019 0.00364± 0.00021
Bronze wires 0.083 kg <0.16 0.0090± 0.0015 0.0302± 0.0017
Table 3.1: Measurements of the radioactivity of the main EXO-200 detector components
and materials. Measurements reproduced from the published values in [60].
of the xenon gas is accomplished using a condenser cooled by a Telemark cryogenic refrig-
erator that cools the xenon to ∼ 168 K, where it liquifies around atmospheric pressure;
the LXe then flows into the TPC vessel. The TPC vessel is immersed in a thermal bath
of HFE-7000 cryogenic fluid that transfers heat from the vessel to the inner cryostat wall
which is coupled to heat exchangers cooled by additional Polycold cryogenic refrigerators.
Of critical importance is the removal of electronegative impurities in the LXe that can
combine with the drifting electrons, reducing the ionization signal from events. Contin-
uous purification of the LXe is accomplished by evaporating LXe coming from the TPC
vessel into a gas using a heater, after which an ultra-clean custom magnetic pump forces
the Xe gas through heated zirconium getters that chemically remove electronegative im-
purities, and then subsequently re-condensing the Xe gas back to LXe and returning it
back to the vessel. Located before and after the purifiers are gaseous purity monitors
(GPMs) that provide an approximate measure of the Xe gaseous purity. By continually
performing this recirculation, very good Xe purity is routinely achieved in the form of
long (∼ 3 ms) electron lifetimes.
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Figure 3.8: Simplified schematic of the EXO-200 system used for xenon gas control,
liquefaction, circulation, purification, and recovery.
The entire liquid xenon system is closely monitored 24 hours a day to ensure stable
running. During nominal running, the TPC vessel is maintained at an overpressure of 8.1
kPa relative to the surrounding HFE fluid. Depending on changes in this overpressure
(which are rare), an automatic system engages to either recover (“bleed”) or add (“feed”)
xenon gas into the system. Recovery is accomplished using a system of compressors to
compress the Xe gas back into dedicated storage cylinder. During these feed or bleed
events, there is a small introduction of radon gas into the xenon, the amount of which
depends on the duration of the feed or bleed cycle. Such feed or bleed events result in a
degradation in the purity of the LXe, but this is quickly improved after a few days.
3.5.3 Front End Electronics
All 226 hardware channels from the TPC vessel are electronically coupled to room-
temperature front end electronics (Figure 3.9) immediately outside the cryostat past a
first layer of lead shielding. The front end electronics are responsible for the amplifica-
tion, shaping, digitization, and transmission of the data from each channel to the Trigger
Electronics Module (TEM) module and ultimately storage on disk.
In EXO-200, signals on channels appear as small time-dependent changes in the voltage
of the channel (i.e., current pulses). Such pulses have small amplitudes, so they are
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Figure 3.9: Simplified version of the EXO-200 front end electronics used for ionization
and scintillation signal readout for one TPC.
initially passed through a charge-sensitive preamplifier that produces a time-dependent
voltage waveform which has an amplitude proportional to the collected charge. Following
the preamplifier, the voltage waveform proceeds through a pulse-shaping stage, where
shaping circuits shape the waveform into a more convenient form for analysis. Once the
pulses are shaped, they are passed into a analog-to-digital (ADC) converter, where the
shaped voltage waveform is sampled at a rate of 1 MS/s (i.e., voltage recorded every µs)
and stored in a 2048 µs-long buffer which is monitored by the TEM for specific trigger
conditions (see Section 4.1).
3.5.4 Calibration System
In order to calibrate the response of the EXO-200 detector to ionizing radiation, small
capsules containing radioactive sources of gamma rays (see Figure 3.10 (a)) with known
energies are inserted near the TPC at specific positions to induce events in the LXe.
The capsules are deployed at the end of a teflon-coated cable system that feeds into a
copper guide tube system around the TPC (see Figure 3.10 (b)). The copper guide tube
is constantly purged with argon gas to prevent the build up of water vapor which could
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(a) (b)
Figure 3.10: (a) EXO-200 source capsule (indicated by the arrow), along with the steel
source capsule container and a penny for scale, and (b), the calibration system tubing
surrounding the copper vessel; the green dots represent specific source capsule deployment
positions.
Source Radioactivity [Bq] Half-life [yrs] Gamma ray(s) [keV]
60Co 520± 6 5.27 1173, 1333
137Cs 2820± 33 30.1 667
228Th 1417± 17 1.91 2615
Table 3.2: Radioactivity, half-lives, and prominent gamma rays for the three energy
calibration sources.
freeze and block the tube.
Gamma rays are the only currently available calibration sources EXO-200 uses, since
the gamma rays can penetrate the TPC copper and deposit their energy in the LXe. In
particular, 4 different calibration sources are available: 60Co, 137Cs, 226Ra, and 228Th;
only 60Co, 137Cs, and 228Th are used in the energy calibration. The measured initial
radioactivity, half-lives, and prominent mono-energetic gamma ray line energies of the
energy calibration sources is shown in Table 3.2.
In the process of their radioactive decay, each of these sources provide specific mono-
energetic gamma rays either directly or via a subsequent daughter decay product in the
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decay chain. Moreover, the mono-energetic gamma rays from all the sources span from
low energy (∼ 600 keV) to high energy (∼ 2600 keV), covering the relevant energy range
of interest in the main EXO-200 physics analyses. While the sources are used to calibrate
the energies of events in the detector, they are also used to monitor the purity of the LXe
by providing measurements of the electron lifetime.
3.5.5 Waste Isolation Pilot Plant
EXO-200 is located approximately 2150 ft (650m) underground at the Waste Isolation
Pilot Plant (WIPP) in Southeast New Mexico, USA (see Figure 3.11). The WIPP is a
Department of Energy (DOE) operated mine built for the permanent disposal and storage
of low-level radioactive waste left over from the production of nuclear weapons [61]. The
WIPP mine is located in a massive 250 million year old halite (salt) deposit known as
the Salado formation. Compared to typical hard rock mines, the salt is naturally low
in 238U and 232Th, with higher levels of 40K. The WIPP was selected to host EXO-200
on account of exiting underground facilities/infrastructure, in addition to the naturally
low-radioactivity of the surrounding salt.
3.5.6 Clean Rooms and Veto Panels
The EXO-200 detector and supporting systems (e.g., liquid xenon cryogenics system, data
acquisition system, external radiation shielding, etc.) are housed in a series of connected
class 100 clean room modules (i.e., there is roughly 100 particles of diameter 5 µm or less
per cubic meter of air); Figure 3.12 shows a cut-away drawing of the clean room module
housing the EXO-200 detector. Stringent protocols are put in place to ensure low levels
of particles in the air, which include requiring personnel to clean off and don clean room
protective suits and taking an air shower before entering the clean rooms.
The TPC is contained within a double-walled copper cryostat and immersed in a
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Figure 3.11: Drawing of the WIPP facility and underground mine layout. EXO-200 is
located at the red star. Image courtesy of the DOE.
thermal bath of HFE-7000 cryofluid of greater than 50 cm thickness that serves as a heat
transfer fluid with the added benefit of being an absorber of thermal neutrons via neutron
captures on the 1H in the HFE molecule. Surrounding the cryostat is a thick (> 25 cm)
lead shield to passively block gammas from external background sources. Due to its high
atomic mass and density, solid lead is widely used in low-background experiments, since
even modest thicknesses (down to 5 cm) are capable of strongly attenuating external
gamma ray fluxes.
In order to identify TPC events induced from cosmic ray muons, 29 Bicron BC-412
plastic scintillator panels, each optically coupled to 8 photo-multiplier tubes (PMTs),
surround the exterior of the clean room module housing the detector to provide > 95%
solid angle coverage. The scintillator panels are composed of an polymerized organic
molecule that will emit faint scintillation light in response to the passage of ionizing
particles, such as cosmic ray muons, through the panel. Following such an event, the
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Figure 3.12: Drawing of the clean room module housing the detector with surrounding
veto panels on the exterior. Each clean room module is mounted on a series of jacks that
keep the modules level, since the surrounding salt exhibits slow deformations over time.
PMTs immediately detect the faint scintillation light. Together, all the panels and PMTs
are enshrouded in a light-tight thin material. Coincidences on any two PMTs within 1 µs
of each other will trigger the veto system and be recorded through the TEM (see Section
4.1).
Previously, the vertical muon flux at WIPP was measured to be (3.10 ± 0.07) ×
10−7s−1cm−2sr−1 [62]; a more recent analysis using EXO-200 measured the vertical muon
flux as (2.95+0.14−0.13) × 10−7s−1cm−2sr−1 (soon to be published). Both muon flux measure-
ments are consistent with each other within errors and taken together, they imply an
overburden thickness of ∼ 1620 meters water equivalent (m.w.e.). An accurate measure-
ment of the muon flux is important for understanding the yield of spallation neutrons,
production rates of cosmogenic isotopes, and backgrounds for the 0νββ analysis.
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Chapter 4
Data and Simulations
The process of collecting data, reconstructing the events which occurred in the TPC, and
ensuring the quality of the data follows a structured approach in EXO-200. Section 4.1
describes the data acquisition system used to record data from the detector, while Section
4.2 describes the general tiered approach taken to process the data. Section 4.3 describes
the detailed process of reconstructing events that occur in the TPC. Section 4.4 gives an
overview of the Monte Carlo simulations EXO-200 uses to model the detector. Section 4.5
presents the process used to obtain calibrated energies for events occurring in the TPC.
Section 4.6 ends by discussing the metrics used to evaluate the quality and integrity of
the data.
4.1 Data Collection
EXO-200 streams and collects data from the TPC using a data acquisition (DAQ) system
composed of 226 hardware channels (76 U-wire channels, 76 V-wire channels, and 74 APD
channels), output from the cosmic ray muon veto system, and a detector for high voltage
transient (glitch) signals in the cathode power supply. All of the hardware channels are
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coupled to the front end electronics system (see Section 3.5.3), where they are then passed
into the Trigger Electronics Module (TEM), which also incorporates the output from the
veto system and glitch detector.
Based on pre-determined triggering conditions, the TEM is responsible for determining
when to record data from the TPC. When a trigger condition is met, the TEM will record
data from all 226 channels, 1024 µs before and 1024 µs after the triggering time, producing
a waveform for each channel that is stored in a binary format on a hard disk. If a veto
system or glitch detector trigger condition is met, the appropriate information from those
systems and the timestamp is written to disk; later, the veto and glitch timestamps are
synched with the TPC data.
Acquisition of low-background data is accomplished using four main TPC trigger
conditions:
1. individual trigger of ∼ 100 keV for the U-wire channels for γ and β events in the
LXe
2. individual trigger of ∼ 3 - 4 keV for the APD channels for events internally induced
in the APDs from radio-impurities
3. trigger on the APD summed waveform (over all APD channels) for α events in the
LXe (which typically release ∼ 300k scintillation photons)
4. forced trigger where the TPC channels are read out every 10 s (used for detector
performance and “livetime” measurements)
During nominal low-background data taking, the TPC triggers at an average rate of 0.2
Hz (i.e., 2 events every 10 s), while during source calibration runs, the event rate is
much higher at ∼ 35 Hz. Since there is limited internet bandwidth to the WIPP site,
the physical hard disks containing the waveform data are regularly shipped to the SLAC
National Accelerator Laboratory where the data is copied into permanent storage and
subsequently processed.
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4.2 Data Processing Pipeline
Once data arrives at SLAC, it goes through a multi-stage data processing scheme before
being used in physics analyses:
Stage 1 “Rootification”: raw binary data files on disk shipped from WIPP are con-
verted to the ROOT file format and initial low-level data quality diagnostics
are performed to verify fundamental data integrity
Stage 2 “Initial Reconstruction”: extraction of signals from channel waveforms and cal-
culations of waveform characteristics; identification of events induced by elec-
tronic noise and cosmic ray muons (from time coincidences with the veto system
triggers)
Stage 3 “Processing”: final stages of reconstruction where signals are bundled together
to form charge and scintillation clusters and application of energy corrections
Stage 4 “Pre-analysis”: Execution of routine analysis scripts to calculate and visualize
the time-trending behavior of specific diagnostic parameters (e.g., electronic
noise, thresholds for reconstructing events, event rates, etc.)
Following any improvements to the core EXO-200 processing software, the data is re-
processed starting at Stage 2. After processing is finished, the data is subsequently passed
on to be further processed into specific, optimized data sets for the physics analyses.
4.3 Reconstruction
Reconstruction is the process where the energy and position of events in the LXe are
reconstructed by finding signals in the channel waveforms, estimating the parameters of
the signals, and then grouping or clustering the signals together for purposes of defining
an event topology.
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(a) (b)
Figure 4.1: Illustration of the SS (a) and MS (b) event topologies for gamma ray (γ) and
double-beta decay (ββ) events, projected down onto a wire grid.
4.3.1 Event Topology
One of the useful techniques EXO-200 uses to discriminate between signals and back-
grounds is by classifying events based on the number of discernible charge clusters ob-
served (i.e., the event topology). Events with one charge cluster are classified as Single-Site
(SS), while events with more than one charge cluster are classified as Multi-Site (MS).
The impetus behind this topological classification scheme is motivated by the physics of
how ionizing radiation interacts with the LXe. In LXe, electrons are highly attenuated by
virtue of collisional and radiative energy losses, while gamma rays are less attenuated (for
a gamma ray of ∼ 2.5 MeV, the characteristic attenuation length is ∼ 8 cm). In addition,
in the ∼ 700 - 3500 keV energy range, gamma rays of energy 2.5 MeV tend to primarily
Compton scatter. Consequently, double-beta decay (signal) events will primarily be SS,
while gamma ray (background) events will be more MS (see Figure 4.1).
By design, EXO-200’s wire grid has a position resolution of 9 mm, so charge clusters
with a separation greater than approximately 1 cm are individually distinguishable in
the x and y directions; the resolution in the z direction is slightly better. Although less
common, gamma rays can deposit their energy in a small volume via the photoelectric
effect, such that the event is classified as SS. EXO-200 Monte Carlo simulations predict
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CR-RC stage Preamplifier
Channel type Integration [µs] Differentiation [µs]
APDs 3 3 10 10 300
U wires 1.5 1.5 40 40 (51 - 85) (optimal 60)
V wires 3 3 10 10 60
Table 4.1: Shaping times for each type of TPC hardware channel. The third (and largest)
differentiation time comes from the preamplifier; in particular, the preamplifier shaping
time for the U wires is determined by an analytical regression of the U wire waveform
with a closed-form solution for the U wire pulse shape.
that double-beta decay events are approximately 90% SS.
4.3.2 Signal Finding
When the TEM reads out the TPC channels, it’s not guaranteed that signals will be at the
center of the waveforms (i.e., occur at the trigger time), so a dedicated effort to search for
signals on the TPC channels is required. Searching for signals is accomplished through
a two-phase approach: first, a matched filter is used to identify signals on individual
channel waveforms, and then the waveforms are unshaped to further identify the presence
of signals close in time.
Finding signals on channels relies on the use of transfer functions which provide a model of
the expected signal shape on a given channel. The shape of the signal model depends on
the front end electronic circuitry of a given channel, in particular, how much differentiation
and integration is applied in the front end electronics (see Section 3.5.3). Table 4.1 lists
the shaping times used in the APD and wire channels.
The matched filter first takes the inverse Fourier transform of the convolution between
the Fourier transform of the measured channel waveform, x(t), given by X(f), and the
complex conjugate of the Fourier transform of the channel transfer function, h(t), given
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Figure 4.2: Example of the matched-filter output (c) for a U-wire waveform (a), and fits
to U-wire (b) and V-wire (d) waveforms indicated with a red line.
by H∗(f), giving an output:
y(t) = F−1 [X(f)H∗(f)] (4.1)
To determine the presence of signal, a threshold is calculated on the fly by assuming the
fluctuations in the channel waveform are normally distributed, removing outlying fluctu-
ations, and then calculating the mean absolute deviation of the remaining fluctuations to
get value of the noise. The threshold is defined to be at least 4 times this noise value.
Values in the matched filter output above this threshold indicate the presence of a signal,
for which an example is shown in Figures 4.2 (a) and (c). More broadly, a matched filter
looks for the overlap (i.e., “match”) between an expected signal template and potential
signals in the waveform. In standard practice, the matched filter output is often divided
by the noise to “whiten” the resulting spectrum; this is done for the APDs, but not the
U or V-wires, since it was found to negatively affect signal finding.
The matched filter is generally robust at finding signals, but it does not work well at
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finding signals that occur close in time. Consequently, an additional signal-finding stage
is applied after the matched filter, where the channel waveform is “unshaped”, so that
the effects of the shapers are removed, recovering the original voltage waveform from the
pre-amplifier. The unshaping is accomplished by taking the inverse Fourier transform of
the convolution of the inverse Fourier transform of the channel transfer function, H−1(f),
and the Fourier transfer of the channel waveform. giving an output:
z(t) = F−1
[
H−1(f)X(f)
]
(4.2)
After being unshaped, a triangular filter is applied and a simple peak-search procedure is
performed to search for additional nearby signals.
4.3.3 Estimating Signal Parameters
For any signals on the wires and APDs channels, the main quantities of interest are the
signal amplitude and signal time, both of which are calculated by fitting a signal model
to the channel waveform. In particular, a cost function, χ2, is constructed as:
χ2 =
L∑
l=0
[
xl − b−
(∑N
i=0 {AifSM(xl, ti)}
)]2
σ2noise
(4.3)
where xl is the value of the waveform sampled at time l, b is the baseline voltage of the
waveform, σnoise is the RMS noise of the waveform, i is the index of the i-th signal (out
of N total) found on the waveform, Ai is the amplitude of the i-th signal, fSM is the
signal model (constructed from the channel transfer function), and ti is the time of the
i-th signal. The χ2 function is numerically minimized using the MIGRAD algorithm with
both Ai and ti floating in the fit; following minimization, the optimal values and errors
for Ai and ti are returned. An example of these fits to a U wire and V wire waveform
with signals is shown in Figures 4.2 (b) and (d).
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Figure 4.3: Distributions of the U-wire induction and collection signal discriminators
using Monte Carlo simulations of 228Th source calibration events. The solid blue line
represents the discriminator values for all U-wire signals, while the red line represents
the U-wire signals that satisfy all the discriminator output values for an induction signal.
The vertical dashed black line represents the threshold selected to classify a U-wire signal
as either collection or induction. Some U-wire signals were unable to be identified (green
dashed line), while others had a combination of induction and some charge deposition
(orange dotted line).
Starting with the 2014 Nature 0νββ analysis, reconstruction identifies and flags likely
induction signals on the U-wires. Such induced signals would cause a true SS event to
get classified as a MS event, since reconstruction would mistakenly add an additional
low-energy deposition of charge in determining the event multiplicity. Consequently, a
loss in efficiency in finding SS events would be present; in particular, for 0νββ events,
this could contribute up to loss of 33% of SS events.
To identify and flag these U wire induction signals, a number of additional discrimi-
nants are calculated using a combination of U-wire pulse characteristics; they include:
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• Pulse timing: (a) the rise time of the pulse, defined as the time for the pulse to go
from 10% of its height above baseline to 90% of its height above baseline, and (b)
the maximum-to-minimum pulse time, defined as the time for the pulse to go from
90% of its height above baseline to 10% of its height above the first minimum in the
pulse
• Pulse integral: The unshaped pulse waveform is integrated around the pulse peak
to calculate an area under the peak
• Fit quality: Using the same channel waveform procedure described above, two fits
are performed: one using a signal model for charge deposition and the other using
a signal model for an induction signal. The quality of the fit is then reported for
both fits.
• Nearest-neighbor amplitude: The total energy on neighboring channels for signals
close in time
Figure 4.3 shows the distributions of these discriminators for simulated induction and
collection U wire signals. Identification of induction U wire signals in data is performed
using a combination of all four discriminators listed above, with the relative importance
of each discriminator in the overall combination assigned by requiring that depositions of
charge with energies greater than 250 keV energies have an acceptance of at least 99.9%.
Ultimately, the final discriminator combination rejected 77% of U-wire induction signals
over the 2νββ energy spectrum.
4.3.4 Clustering
Clustering is the sophisticated process (described in detail in [4]) where U-wire, V-wire,
and APD signals for an event are grouped together to form a 3D “cluster”. The clustering
algorithm takes as input the amplitudes and times for the signals and then proceeds in a
multistep process as follows:
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1. Group U-wire, V-wire, and APD signals into separate “bundles” using the times of
the signals
2. Group U and V-wire bundles together to form “charge clusters” using a maximum
likelihood method, and get a 2D position of the event projected onto the wire plane
3. Group U and V-wire bundles with APD bundles (i.e., “scintillation clusters”) to
get a 3D reconstructed cluster using a maximum likelihood method, and get a 3D
spatial position of the event
The efficiency for reconstructing charge clusters and scintillation clusters varies with en-
ergy, with the charge cluster reconstruction efficiency beginning to fall below unity below
250 keV (primarily due to the V-wire signal threshold), while the scintillation cluster
efficiency begins to fall below unity below 700 keV (primarily due to the coherent noise
levels in the APD channels).
4.4 Monte Carlo Simulations
In order to extract physics results from experimental measurements from a complicated
detector like EXO-200, sophisticated numerical simulations of the interaction of radiation
and particles with the EXO-200 detector are required to generate a predicted response
that can be compared to the measured response. EXO-200 uses the GEANT4 numeri-
cal simulation package [63], which incorporates our current understanding of the relevant
physical phenomena (such as electromagnetic interactions and radioactive decay schemes),
along with the detector design, to simulate the generation of events within the LXe. In
particular, the generation of simulated events uses a Monte Carlo method of pseudoran-
dom number generation to randomly sample the probability density functions describing
the particular decay process being modeled. Ultimately, the Monte Carlo simulations
give us the shapes of the probability density functions, parameterized by the energy and
standoff distance (i.e., the distance of the closest detector material to the event), for all
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Figure 4.4: (Left) Simplified model of the EXO-200 TPC used in the GEANT4 Monte
Carlo simulations. Visible on the left is the copper LXe vessel with the field cage rings
inside and the high voltage feedthrough port on the top middle. (Right) the TPC coor-
dinate system. LXe lying within the hexagonal apothem defined by the outermost wire
is called the active LXe, while LXe outside this apothem is the inactive LXe. The U and
V -wire coordinates are transformed into x and y coordinates on perpendicular axes. The
z direction is oriented out of the page.
the possible radioactive decays that are expected to occur in EXO-200.
4.4.1 Detector Geometry
The EXO-200 GEANT4 Monte Carlo simulations use a simplified geometry to represent
the components of the EXO-200 detector, since GEANT4 only makes available a limited
set of primitive shapes to construct with. Such a simplified representation results in
slightly difference masses of the material of the detector components, which could result
in small differences in the attenuation of gamma rays. Any differences in attenuation were
verified to be small using extensive validation of the Monte Carlo with external gamma
ray calibration sources.
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Figure 4.5: 2D probability density functions of SS events in the LXe, originating from
2νββ decays of 136Xe (left) and 232Th in the copper TPC vessel (right). The heatmap
colors represent the density of events, with more events in red and less events in blue.
Also shown are the projections in the energy and standoff distance dimensions.
4.4.2 Generating Simulated Signals
The GEANT4 Monte Carlo produces depositions of charge within the LXe with given
energies, positions, and times. The deposition process produces a finite volume of localized
charge (i.e., a charge cloud), but based on the position resolution of the EXO-200 detector
(set by the finite wire spacing), the charge deposit is pixelated by dividing the LXe into
equal bins of 0.15 mm on each side. Consequently, point-like pixelated charge deposits
are produced, where each pixel contains the summed charge residing within the bin.
Once generated, the pixelated charge deposits are passed into a digitization algorithm
that generates signals on the wire channels by drifting each pixelated charge deposit
towards the wires in discrete time steps and calculating the induced signal on a given
channel. For the drifting process, a simplified 2D electric field geometry was selected over
a full 3D electric field simulation due to computational considerations. In particular, a
Maxwell 2D electric field simulation is used, where the U and V-wires are parallel, directly
above one another, and infinitely long. The time step was set to be 0.5 µs, slightly less
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Figure 4.6: Maxwell 2D simulation of the possible drift paths for charge (represented by
the red dashed lines) for a single U-wire channel (i.e., a triplet of three individual wires).
The heat map represents the magnitude of the weighting potential for the wire. The
V-wires are directly above the U-wires below, and oriented into and perpendicular to the
page (white dots).
than the signal digitization time of 1 µs set by the front end electronics. At each step of
the drift process, the signal on a wire induced by a pixelated charge deposit is calculated
using the Shockley-Ramo theorem and the weighting potential of the wire (see Figure 4.6).
The subsequent induced signal is then shaped according to the channel transfer function
(see Section 4.3.2) and electronic noise is added to the resulting waveform, producing a
final simulated wire signal.
Simulation of APD channel signals follows a slightly different process, where a pa-
rameterized model of light propagation in the TPC is used, that gives the amount of
scintillation light impending on each APD plane based on the initial position of the event.
The parameterized model was derived using Monte Carlo simulations of the collection
of scintillation light, with full photon tracking, given the properties and layout of the
internal TPC components. The simulated APD channel signal is then shaped with the
channel transfer function.
Two physical effects not included in the signal simulations are anti-correlation in LXe
(see Section 3.3.3) and diffusion of the charge cloud. Diffusion is the observed process
60
where a cloud of electrons will grow in size (both laterally and transversely to the direction
of propagation) as the electrons drift and scatter of Xe atoms. In LXe, the total amount
of diffusion depends both on the total drift length (time) and the strength of the electric
field. Based on current measurements of the diffusion in LXe extrapolated to the EXO-
200 electric field strength, the transverse diffusion of a charge cloud is estimated to be
roughly 1 mm, well below the position resolution.
4.4.3 Incorporating Real Electronic Noise
Previous Monte Carlo simulations added a generic white noise to the simulated wire and
APD waveforms, with an root-mean-square (RMS) value given by early design goals of
how the electronics should perform. In particular, per channel, wire noise was generated
with an RMS noise of 800 electrons, while APD noise was generated with an RMS noise
of 2000 electrons. Furthermore, the white noise was constant in time and not dependent
on the particular wire or APD channel. In reality, extensive analyses of the electronics
in EXO-200 show a clearly time-varying noise (see Section 4.6.3) and difference among
channels. Consequently, agreement between Monte Carlo and source calibration data
becomes poor, predominantly at lower energies where the effects of electronic noise are
most pronounced.
To improve the agreement between data and Monte Carlo simulations at lower ener-
gies, more realistic noise was substituted for white noise in the Monte Carlo simulations.
To circumvent the currently unfeasible endeavor of properly simulating noise in the elec-
tronics, real noise waveforms were sampled from high-quality low-background data by
selecting solicited (forced) trigger events (omitting pileup and co-incidental events) and
building a library of real noise waveforms to add to noise-less waveforms from simulation.
Figure 4.7 shows that incorporating real noise produces better agreement for the V-wire
and APD signal reconstruction efficiency between Monte Carlo and data.
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Figure 4.7: Measured efficiency for reconstructing V-wire (APD) signals as a function
of the reconstructed charge energy, for data and MC before and after implementing real
noise, on the left (right).
While solicited trigger events sample the electronic noise, they also contain a small
amplitude signal in the middle of the trace that is induced by the Trigger Electronic
Module (TEM). For each solicited trigger event, on a channel-by-channel basis, these
induced signals (or “glitches”) are not of any real concern as they are lower in amplitude
than the RMS noise. The real concern is the summed APD waveform, where the individual
induced TEM signals can add up to produce a small, but noticeable signal. For each
channel, the effect of these glitches are removed by averaging over many solicited trigger
events to reduce the overlying noise and reveal the underlying glitch pulse, which is then
subtracted from each noise waveform.
4.5 Measuring Event Energies
In order to measure the true energies of events in the TPC, the response of the wire and
APD channels to known amounts of charge and scintillation light, respectively, must first
be calibrated. The channel calibration is performed by measuring the absolute channel
gains, defined as the ratio of the amount of charge or light to the measured number of
analog-to-digital counts (ADC) in the output signal amplitude. During reconstruction, the
gains are used to calculate raw, uncalibrated ionization and scintillation event energies. In
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addition to the gains, a number of empirical corrections must be applied the reconstructed
energies to account for non-uniformities in the response of the detector. Once corrected,
the uncalibrated ionization and scintillation energies are combined into an uncalibrated
rotated energy measurement. A final calibration stage is performed by transforming the
uncalibrated rotated energy into a true, calibrated energy by applying a set of calibration
parameters derived through fits of Monte Carlo simulations to source calibration data.
Sections 4.5.1 and 4.5.2 describe the gains and corrections for the wire and APD channels,
respectively, while Section 4.5.3 describes the final calibration of event energies.
4.5.1 Ionization Energy
Reconstructed ionization event energies are measured by multiplying the U-wire channel
gains by the U-wire charge collection signal amplitudes and dividing by the W value
for LXe. Afterwards, corrections are applied to the energy account for detector effects
that can diminish the amplitudes of charge collection signals; the V-wire signals do not
contribute to the ionization energy, since they are induction signals and are only used for
the 2D position measurements of the charge cluster. Section 4.5.1.1 describes the how the
absolute U and V-wire gains are calculated, while Sections 4.5.1.2 and 4.5.1.3 cover the
corrections necessary for the ionization energies.
4.5.1.1 Wire Gains
For the Run2abc analysis, it was deemed necessary to check the U-wire gain calibration,
as there was evidence showing time trending behavior in the performance of the front end
electronics due to variations in environmental factors, such as temperature. Two main
methods for computing the gain of each wire channel were used to check the calibration:
1. Using events from charge injection data (U and V-wire gains)
2. Using pair-production events in 228Th calibration data (U-wire gains only)
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The first method is based on using events from special charge injection runs where spe-
cific amounts of charge (electrons) are injected into each wire channel and the response
measured. The second method uses events in source calibration data consisting of an
electron-positron pair created by the 2615 keV gamma ray from the decay of 208Tl, a
daughter isotope in the 228Th decay chain.
In the first method, the absolute U-wire gains were derived from data from a com-
bination of manual external charge injection runs and a select subset of internal charge
injection runs taken just before and after the front end electronics boards were installed,
all of which occurred before Run 2abc began. For the manual external charge injection
runs, the front end electronic cards were removed from the electronics boxes immediately
outside the first lead shield around the cryostat and placed in an external test enclosure
at WIPP. A precision pulser was used to inject precise amounts of charge into each wire
channel, where a capacitor with a known capacitance of 20 pf (±1%) was charged to
a specific voltage and then discharged as a square wave (with a frequency of 600 Hz)
through a 1:1000 attenuator into the channel. When the square wave reaches the channel
preamplifier, it turns the square wave transition edges into positive and negative pulses.
During the manual external charge calibration runs, a data acquisition system took data
with a random trigger at a rate of 50 Hz, ensuring at least one positive pulse in each frame.
Approximately 1500 pulses of amplitudes 0.5 V, 1.0 V, 1.5 V, and 2.0 V were injected into
each channel, corresponding to charges of 62,500, 125,000, 185,000, and 250,000 electrons,
respectively.
Internal charge injection runs consist of using an calibrator circuit directly on the
front end electronic boards to inject charge into each channel (wire and APD). Unlike
the manual external charge injection runs, the total capacitance of the calibrator is not
precisely known, hence, the injected charge is not precisely known. In this sense, gains
measured from the internal charge injection runs are not absolute, but relative to the
absolute and can be used for performance monitoring of the electronics (see Section 4.6.2).
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Figure 4.8: Manual charge injection U-wire waveform (black line) with a fit to a positive
pulse (blue line) for channel 13.
During internal charge injection runs, 33 different amplitude pulses are injected into each
channel, at 400 pulses per amplitude.
For each event in a charge injection run, the U-wire signals on each channel are fit with
an analytical model of the pulse shape, given the design of the pulse shaping circuit. Each
U-wire signal is shaped in 5 stages: the signal is first passed through two integrators with
time constants of 1.5 µs each, then through two differentiators of with time constants of
40 µs each, and finally through one last differentiator (the preamp) with a time constant
of 60 µs. Each of the shaping stages can be conveniently modeled by a Laplace transform,
such that the final shaped signal, f(t), is given by
f(t) = a2
(
−
(
b(b2 + ba− 2ac)
(b− a)3(b− c)2ebt
)
+
a(a2 + ba− 2bc)
(b− a)3(a− c)2eat
+
c2
(b− c)2(a− c)2ect −
b2t
(b− a)2(b− c)2ebt −
a2t
(b− a)2(a− c)2eat
)
, (4.4)
where a = 1/1.5µs, b = 1/40µs, c = 1/60µs, and t is the time measured since the start
of the signal. An example of a U-wire waveform from a manual external charge injection
run containing a few charge injection pulses along with a fit to a positive pulse is shown
in Figure 4.8.
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Figure 4.9: Fitted pulse amplitudes for channel 13. The red markers indicate the centers
of each individual distribution.
The analytical pulse model (4.4) has 6 input parameters, which are allowed to either
float or remain fixed during the pulse fitting:
1. Amplitude of square wave used to generate pulse [floated]
2. Signal time [floated]
3. Integration time [fixed]
4. Differentiation time [fixed]
5. Preamp differentiation time [floated]
6. Baseline [floated]
For each fitted pulse, the fitted parameters are used to generate a function template using
the analytical model (Eq. 4.4) and a 0.1 µs time spacing. From the function template,
the maximum value is found corresponding to the fitted amplitude of the charge injection
pulse. When the fitted pulse amplitudes from the manual charge injection runs are binned,
four distinct distributions corresponding to the four different voltages used in the external
precision pulser are displayed (see Figure 4.9). For internal charge injection fitted pulse
amplitudes, 33 distinct distributions corresponding to the 33 different amplitudes are
present.
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Figure 4.10: Gain for channel 13. The blue line represents the linear fit to the data points
(black).
For the manual external charge injection runs, the means of each of the four fitted pulse
amplitude distributions are plotted against the injected charge amounts and and a line is
fit to the points. The gain and associated error are obtained from the slope and error on
the fitted slope of the line, respectively (see Figure 4.10). These manual gain values are
“uncorrected”, since they don’t include the effects of the external electronic loads of the
TPCs and temperature variations in the clean room environment, as is the case when the
front end electronic boards are installed in the electronics boxes. To correct these manual
gains, multiplicative correction factors derived from the internal charge injection runs are
applied. The correction factors, C, for each channel, are defined as
C =
Internal Gain “Inside”
Internal Gain “Outside”
, (4.5)
or the ratio of the gain from the internal charge injection run performed just after the
front end cards were installed (i.e., “inside”) to the gain from the internal charge injection
run performed while the cards were still in the external test enclosure (i.e., “outside”);
these factors are plotted in Figure 4.11. Most of the correction factors are small (∼
0.5− 1.0%), but some channels (e.g., channels 2, 5, 7, 34, 37, 85) have larger corrections
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Figure 4.11: Correction factors for each U-wire channel. The red horizontal line represents
a correction of 1.0 (no correction)
of approximately 5%-10%. For each channel, the uncorrected manual gain is multiplied
by its corresponding correction factor to produce a corrected, absolute gain value.
The second method of measuring the U-wire gains is performed by using the energies
of pair-production events from 228Th source calibration data. Pair-production events
correspond to the cases when an energetic photon having an energy at least twice as
great as the electron rest energy of 511 keV will produce a e+e− pair, which primarily
deposit their energy in a small volume. In particular, the e− will produce a single charge
cluster, while the e+ will immediately annihilate, producing a pair of back-to-back 511
keV gamma rays that can subsequently deposit their energy as well in the form of two
or more charge clusters. Due to this particular pair-production event topology, they are
useful for measuring the gain on individual U-wires. For 228Th events, the 2615 keV
208Tl gamma ray can pair-produce, yielding a central charge cluster of energy 1593 keV
and 2 or more additional charge clusters resulting from the two annihilation gamma
ray interactions. By selecting pair production events that happen to have all their charge
clusters collected on one U-wire, fitting the resulting pair-production peak in the observed
energy spectrum, and comparing the resulting best-fit peak energy with the expected value
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Figure 4.12: Comparison of the U-wire gains as determined using the charge injection data
(blue points) and pair-production events in 228Th source calibration data (red points).
Error bars are determined from the numerical fits and do not include any systematic
uncertainties.
of 1593 keV, the gain of the U-wire can be calculated. Figure 4.12 compares the gains
measured using the charge injection runs to the gains from the pair-production events.
Despite being measured using very different techniques, the two methods produce very
comparable gains. In the end, it was decided to use the pair-production U-wire gains in
the analyses,
4.5.1.2 Wire Grid Shielding Inefficiency
A well-known effect in ionization chambers is the observed influence of drifting charge
on the amplitude of a charge collection signal on the anode [64]. The V-wires provide a
shielding effect on the U-wires, so that a charge drifting in the TPC between the cathode
and V-wires will only have a small effect on the U-wires (anode). While mostly effective,
this shielding effect is not fully efficient, so the amplitude of the signal measured on the
U-wires will slightly depend on the initial position of the drifted charge.
From the Shockley-Ramo theorem, the induced charge on the U-wires from a charge, q,
moving from ~z0 to ~z is given by q(φ(~x)−φ(~z0)), where φ is the weighting potential for the
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Figure 4.13: Calculated weighting potential of a single U-wire (i.e., triplet of individual
wires) in 3D (left), and a projection of the 3D plot as a function of z position (right).
The potential peaks at the location of the U-wires (6 mm in z) and largely goes to 0 at
the V-Wire plane (12 mm in z).
particular U-wire. For the V-wires to fully shield the U-wires from the drift region, φ(~z)
would have to be 0 throughout the entire drift region. A plot of the weighting potential
calculated for the U-wires is shown in figure 4.13. The figure clearly demonstrates that
the weighting potential does not fully go to zero in the drift region. An additional effect
is that the shielding inefficiency is much larger when the initial position of the charge
is closer to the V-wire plane. This shielding grid inefficiency is thus the dependence of
the measured U-wire amplitude due to a charge originating at a particular location. To
correct for this small position dependence from the shielding grid inefficiency, a “grid
correction” is calculated and applied to the ionization energy.
The EXO-200 Monte Carlo simulations naturally include the shielding grid inefficiency,
so the grid correction can be calculated using two different methods:
1. Measure the dependence of the ionization energy of SS events as a function of the
reconstructed position of the event. Specifically, this is performed by plotting the
208Tl 2615 keV full-absorption peak as a function of the reconstructed event position.
2. Use the calculated weighting potentials from the 2D Maxwell simulation to generate
simulated U-wire signals given a simulated energy deposition. Since the initial posi-
tion of the charge depositions is known beforehand, this method directly determines
the dependence of the U-wire amplitude on the initial charge position
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Figure 4.14: Grid correction functions generated for Monte Carlo simulations of SS-like
events from 2νββ 136Xe decays in the LXe, and 228Th and 60Co calibration sources at the
S5 position. For each source type, the events are distinguished based on the number of U-
wire signals in the event (i.e., 1, 2, or either 1 of 2 U-wire signals). The y axis correspond
to the ratio of the reconstructed event energy to the true energy of the associated PCDs;
the x axis corresponds to the absolute value of the initial z position of the event.
In the end, a combination of the two methods was used. The second method was used
to produce a grid correction function, which was then checked against data and Monte
Carlo using the first method. Theoretically, the grid correction should depend on the 3D
position of the initial charge deposition, but the grid correction used only considers the
dependence on the z position. Regarding application, the grid correction is applied on
charge clusters as opposed to individual U-wires, since the initial position of the event
must be used. Moreover, since the shielding grid inefficiency is an induction effect, the
grid correction necessarily depends on the number of U-wires in a charge cluster.
The grid correction is calculated using Monte Carlo U-wire signal simulations of several
different source types, including 2νββ, and 228Th and 60Co at S5. To derive the grid
correction, SS-like events were selected by requiring:
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Figure 4.15: Residual z position dependence in the purity-corrected ionization energy
(see Section 4.5.1.3) for Monte Carlo after application of the grid correction. Each point
corresponds to the grid-corrected, purity-corrected fitted peak center of the 2615 keV
gamma ray from 208Tl in the 228Th source calibration Monte Carlo simulations at S5, for
the case of the event have either 1 (blue points) or 2 (red points) U-wire signals, or no
distinction (orange points).
1. Energy-averaged z position of the Monte Carlo pixelated charge deposits (PCDs)
be ≤3 mm; AND
2. 1 U-wire signal with energy ≥ 900 keV; OR
3. >1 U-wire signal with the other U-wire signals on adjacent wires and both U-wire
signals with energy ≥ 200 keV
The averaged initial z position is taken from the PCDs and the reconstructed U-wire
energy (after drifting) is compared with the sum of the energies of the PCDs (before
drifting). For each source type, the SS-like events are delineated based on the number of
U-wire signals into separate data sets and fit with an equation of the form:
Emeas = E0
1
1 + p0e(|z|−192.5)/p1
(4.6)
where z is given in mm, 192.5 is the z position of the V-wire plane, and p0 and p1 are
freely floating parameters in the fit, Emeas is the reconstructed ionization energy, and E0
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Figure 4.16: Residual z position dependence in the purity-corrected ionization energy (see
Section 4.5.1.3) in the 228Th source data after application of the grid correction. Each
point corresponds to the grid-corrected, purity-corrected fitted peak center of the 2615
keV gamma ray from 208Tl in the 228Th source calibration data at S5, for the case of the
event have either 1 (blue points) or 2 (red points) U-wire signals, or no distinction (black
points).
is the initial energy before drifting. The results from 60Co, 228Th, and 2νββ are shown
in Figure 4.14, for the cases of there being either 1, 2 or no distinction of U-wire signals.
The figure clearly shows curves from each source predict similar grid correction functions.
The actual grid correction is applied by multiplying the purity-corrected ionization energy
(see Section 4.5.1.3) by the factor 1 + p0e
(|z|−192.5)/p1 . For most of the drift region, the
grid correction is negligible; only near the V-wire plane does the grid correction become
larger, but still only 1-2%.
4.5.1.3 Electron Lifetime
As electrons drift in the LXe, they can attach to electronegative impurities present in the
LXe, such as nitrogen or oxygen. In particular, the number of electrons, Ne, surviving
after some drift time, t, follows an exponential decay law of the form:
Ne(t) = N0e
(−t/τe) (4.7)
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Figure 4.17: Example of fit for electron lifetime using data from a Th source calibration
run.
where N0 is the initial number of electrons and τe is the electron lifetime, defined as the
time for the number of electrons to decay by 1/e. The electron lifetime is an important
metric for monitoring the performance of the detector, in particular the purity of the LXe
(with a long electron lifetime demonstrating good LXe purity) and changes in the LXe
recirculation rate (slower rates generally produce poorer purity).
Measurements of the electron lifetime are performed a few times a week by using
full-absorption events from 228Th source calibration runs. For each TPC, data from these
calibration runs are divided into 16 bins of equal drift length size. In each bin, the
full-absorption peak is fit using a model that assumes the peak is a sum of a Gaussian
distribution for the full-absorption events and an error function representing the Compton-
scattered background events. The position (energy) of the fitted peak is then plotted as
a function of the binned drift time and an exponential decay function is fit to each TPC
separately and together (see Figure 4.17). The electron lifetime is extracted from the fit
and ultimately used to correct the ionization energy by a factor of e(t/te), called the purity
correction, where t is the drift time.
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4.5.2 Scintillation Energy
Before the denoising process, reconstruction calculates the uncalibrated scintillation en-
ergy of an event by fitting the magnitudes of the summed waveform pulses on both APD
planes in TPC 1 and TPC 2, and adding them together. Unlike the U-wires, the APD
gain gets factored in as a correction during the construction of the APD light map (see
Section 4.5.2.2). Subsequently, during denoising, the reconstructed energy is replaced
by a more resolution-optimized reconstructed scintillation energy through a sophisticated
process described in [65].
4.5.2.1 APD Gains
To measure the absolute gains of the APDs, weekly laser calibration runs are performed
where a custom laser system illuminates both APDs planes from within the TPC. Laser
light is fed into the TPC via optical fiber into a teflon diffuser in each APD platter, where
the diffuser takes the place of an individual APD. In particular, the laser is pulsed while
the bias voltage on the APDs is varied, so that an in-situ measurement of the absolute
APD gain is made possible.
4.5.2.2 APD Light Map
The collection efficiency of the scintillation light is non-uniform and depends on the 3D
spatial position of the event. Such a spatial dependence arises from differences in the
solid angle coverage and electronic gains of the APDs. Corrections for this spatially
dependent light collection efficiency are implemented by constructing a so-called “light
map” measuring the spatial dependence.
The light map is measured using data from many 228Th source calibration runs taken
at various positions around the TPC, in order to get a distribution of events throughout
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Figure 4.18: APD lightmap.
the LXe. Data from the source calibration runs is divided into 1352 3D spatial pixels (i.e.,
voxels) for sufficient statistics, with 8 bins in azimuthal (θ) direction, 13 bins in the radial
(r) direction, and 13 bins in the z direction. A continuous correction function, f(r, φ, z)
is then derived by performing trilinear interpolation between the voxels, to produce a
so-called “light map”. Due to some work on the front end electronics part way through
low-background data taking, two separate light maps are constructed, one before and one
after the electronics work. Corrections are applied by multiplying APD plane signals by
1/f(r, φ, z)
4.5.2.3 Waveform Denoising
The rotated energy resolution is dominated by the scintillation energy resolution, since a
strongly correlated source of electronic noise is present in higher amounts in the APDs
compared to the U or V wires. While EXO-200 met its design goal of an RMS level of 2000
electrons per APD channel, the presence of this strong, broadband coherent (correlated)
electronic noise in the APDs was discovered after the fact. This coherent results in a noise
level 3 to 5 times higher than expected from purely uncorrelated noise, for the summed
APD plane waveform (see Figure 4.19). Since the summed APD plane waveforms are used
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Figure 4.19: Power spectra for the coherent (red line) and incoherent (blue line) sum of
APD channel waveforms for the south APD plane in TPC 2. Figure reproduced with
permission from [66].
to find signals on individual APD channels and ultimately estimate the scintillation energy
of the event, the presence of this coherent noise results in a slightly worse scintillation
energy resolution due to the increased uncertainty in the APD waveform amplitude. As
discussed in Section 4.6.3, the observed increase in the APD coherent noise over time
prompted the development of an algorithm known as ”denoising”, where the influence of
the APD coherent noise on the scintillation energy measurement is diminished.
Denoising is an oﬄine analysis routine that improves the scintillation energy resolution
by taking into account the cross-correlation of the noise on each APD channel. The process
of denoising doesn’t actually remove the correlated noise from the APD waveforms, but
rather calculates a more optimal estimator of the scintillation energy that balances adding
enough APD channels together to reduce the Poisson (counting) noise, while avoiding
adding too many channels together. Since denoising must be performed for every event
in the source calibration and low-background data (a total of around 300 million events),
it’s incredibly computationally demanding and requires the use of large supercomputers.
Denoising was implemented beginning with the 2014 Nature 0νββ analysis [5], where it
improved the overall rotated energy resolution by ∼ 30% across all energies and largely
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Figure 4.20: Energy-dependent resolution functions showing the measured SS and MS
rotated energy resolution (in % on left and keV on right) before and after denoising.
Figures courtesy of Clayton Davis [65].
eliminated the time-trending behavior of the rotated energy resolution (see Section 4.6.3).
For a detailed overview of denoising, see [65].
4.5.2.4 Empirical Denoised Scintillation Energy Correction
Following the denoising process, a residual z-position dependence of the scintillation en-
ergy was observed (see Figure 4.21). It’s not completely clear what is causing the z
dependence, but one leading idea is that events from the 228Th source calibration data
used to construct the APD lightmap are being selected in a biased manner, such that
a resulting z dependence appears in the denoised scintillation energy. While no definite
explanation has been found, the z dependence is removed by using an empirical function
fit to the observed z dependence. In particular, a function of the form
Ecorr = Emeas ·

[
(c−) + (a−) · |z|b−
]−1
if z < 0[
(c+) + (a+) · |z|b+
]−1
if z > 0,
(4.8)
is fit to the observed z dependence separately for TPC 1 and TPC 2. In Equation 4.8,
Emeas is the denoised scintillation energy, a, b and c are floating parameters in the fit,
and Ecorr is the corrected, denoised scintillation energy. Plots of these fits, along with
78
Figure 4.21: Measured z-position dependence of the 208Tl full absorption gamma ray peak
in 228Th source calibration data.
the fitted parameter values, are shown in Figure 4.21. Work is on-going to determine the
source of this z dependence.
4.5.3 Rotated Energy
In EXO-200, stochastic fluctuations in the energy of events are modeled as being gaussian-
distributed with a standard deviation (i.e., energy resolution), σ(E), given by
σ(E)2 = r0 + r1E + r2E
2 (4.9)
where r0, r1, and r2 are known as the resolution parameters. With regards to their physical
origins, the r0 term represents the noise in the electronics, the r1 term represents statistical
fluctuations in the ionization and scintillation signals, and the r2 term represents non-
linearities in the detector response due to gain drift. The resolution parameters are very
important in the physics analyses, since they are used to “smear” the true energies in
Monte Carlo simulations to represent the observed response of the EXO-200 detector.
As mentioned in Section 3.3.3, for a given event, the purity and grid-corrected ioniza-
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tion energy, EI , is combined with the denoised, light map-corrected scintillation energy,
ES, to form a raw rotated energy, ER, given by
ER = EI cos θR + ES sin θR (4.10)
where θR is the rotation angle; at this point, the raw rotated energy is not fully calibrated.
In the analyses presented in this work, the final energy calibration is performed by using
a new Monte Carlo based fit method, where Monte Carlo simulations are fit to source
calibration data. Section 4.5.4 describes how the rotation angles are calculated, while
Section 4.5.4.1 describes the calibration procedure.
4.5.4 Measuring the Rotation Angle
Since the gains of the wires and APDs, and electronic noise are known to slightly vary
in time, the rotation angle, θR, is measured on a weekly basis by using
228Th source
calibration data. For events in the 228Th source data taken during that particular week
(or closest week, if no 228Th calibration runs were taken that week), the raw ionization
and scintillation energies are combined according to Equation 4.10. Using the Monte
Carlo based fit method described in Section 4.5.4.1, the rotation angle is selected through
a profile likelihood scan that finds the best-fit θR that minimizes the resolution at the
208Tl 2615 keV gamma ray full absorption peak; this procedure is performed separately
for SS and MS events.
4.5.4.1 Monte Carlo Based Fit Method
Raw rotated energies are transformed into calibrated rotated energies via the formula:
ER, calibrated = p0 + p1ER, uncalibrated + p2E
2
R, uncalibrated (4.11)
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Figure 4.22: Example of the Monte Carlo based fit for SS 226Ra source calibration data.
Plotted is the source data before calibration (black points), true Monte Carlo energies
(red, dashed line), and the smeared Monte Carlo energies using the best-fit resolution
parameters (blue line).
where p0, p1, and p2 are known as the calibration parameters, and ER, uncalibrated is the raw
rotated energy calculated with the weekly rotation angle. The quadratic form of Equa-
tion 4.11 results from the small non-linearity observed in the former energy calibration
procedure, which focused on using the prominent gamma lines in the 60Co, 137Cs, and
228Th source calibration data.
Deriving the calibration parameters is accomplished by
1. Parameterizing the uncalibrated rotated energies of events in source calibration data
(including all gamma calibration sources) with Equation 4.11
2. Parameterizing the unsmeared, true Monte Carlo simulated energies with Equation
4.9
3. Forming a negative log-likelihood between the parameterized source calibration data
and smeared Monte Carlo simulations
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4. Minimizing the resulting negative log-likelihood to obtain the best-fit calibration
and resolution parameters
This procedure is performed for SS and MS events separately. Compared to the previ-
ous calibration scheme, the Monte Carlo based fit incorporates the complex Compton-
scattered backgrounds present between the prominent mono-energetic gamma lines in the
source calibration spectra, and helps avoid known biases that are introduced when fo-
cusing solely on the mono-energetic gamma lines. In addition, both the calibration and
resolution parameters are obtained at the same time, unlike the previous method where
they were determined separately.
4.6 Data Quality
For the physics analyses presented in this work, “low-background” data acquired be-
tween September 22, 2011 and September 15, 2013, hereafter denoted as Run 2abc, was
used. Low-background data is acquired in “runs”, which typically last ∼ 24hr, where
no calibration sources are deployed, personnel are removed from the clean room module
housing the detector, and non-essential electronics in the detector clean room module are
turned off. The Run 2abc data set represents data from three dedicated, but separate
time periods (Run 2a, Run 2b, and Run 2c) ) of low-background data taking. To ensure
low-background data is of good quality, a number of high and low-level checks are imple-
mented; Section 4.6.1 describes these checks, while Sections 4.6.2 and 4.6.3 cover the time
trending behavior of the detector response.
4.6.1 Data Quality Cuts
In order for a low-background run to make it into the Run 2abc data set, a few low-level
checks must be satisfied:
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1. Duration of run must be greater than 1800 s
2. Average rate of solicited (forced) trigger events must be within 0.5% of the expected,
optimal value of 0.1 Hz
3. The live-time of the run, calculated from the number of solicited triggers, must be
no larger than 30 s from the actual run duration calculated from the beginning and
ending time from the DAQ
The first check ensures adequate statistics in each run for later calculations of run data
quality, while the last two checks help avoid runs during periods where the DAQ might
be malfunctioning and or where large amounts of electronic noise are present.
In addition to the low-level checks, a number of high-level checks are applied to each
run through careful monitoring of:
1. The performance of the muon veto panel system
2. The rates of specific classes of events
3. The electron lifetime
Runs found to have unusual behavior with respect to these checks (described below) are
flagged for further investigations by individual analysis.
Bi-annually, the performance of the muon veto system is assessed by measuring the
response to gamma rays from an external 60Co calibration source placed at pre-defined
positions near each panel [4]. Such assessments are necessary, as the physical properties
of the veto system components gradually change over time due to large temperature
excursions in the mine environment. While taking low-background data, the rate of
coincidence of events in the TPC identified as muons with events in each muon veto panel
is analyzed. For a given low-background run, if one or more veto panels do not register
any triggers and those particular panels contribute over 5% of the averaged TPC-veto
panel coincidence rate, then the run is rejected. This requirement ensures the overall
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efficiency of the muon veto system remains greater than 90%.
Further assurance of optimal data taking is acquired by calculating the rates of specific
events in the low-background data, since outlying values for these rates can signal detector
malfunctioning. In particular, the rates of seven distinct classes of events are monitored,
with the expected, optimal values in brackets:
1. Noise events, as identified by the oﬄine analysis software [10 mHz]
2. Reconstructable events not identified as noise, a muon, or a solicited trigger, and
which has at least one scintillation cluster [35 mHz]
3. Non-reconstructable events not identified as noise, a muon, or a solicited trigger,
where there are no scintillation clusters [25 mHz]
4. Events with reconstructed ionization energy > 0 keV [25 mHz]
5. Events with reconstructed ionization energy > 300 keV [20 mHz]
6. Events with reconstructed ionization energy > 1000 keV [3 mHz]
7. Events with reconstructed ionization energy > 2000 keV [1.5 mHz]
By studying the rates of these events in low-background runs where the detector was
known to be operating optimally, acceptable ranges of the event rates for each class were
defined. If a run has any rates of these events outside the defined ranges, it’s flagged for
further investigation.
4.6.2 Electronics Performance
The internal charge injection runs are important for monitoring the trending behavior of
the front end electronics. Internal charge injection runs are taken ∼ three times a week
during normal operations. By analyzing the waveforms of events in the internal charge
injection runs, we measure the relative gain, RMS noise, and preamplifier differentiation
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time constants for each channel. Since these measured quantities are sensitive to environ-
mental (e.g., temperature) and hardware (e.q., equipment deterioration, electronic loads,
etc.) changes, any unusual behavior in their values over time can signal poor/degrading
performance of the detector.
The primary way of monitoring the detector performance with internal charge injection
runs is by plotting the charge injection quantities over time and looking for deviations.
In particular, we plot deviations in these quantities over time for each of the Run 2a,
Run 2b, and Run 2c time periods separately. For a given time period, the deviation of a
particular quantity, e.g., the U-wire gain of a specific channel, is calculated as follows:
1. Calculate the mean, µRun 2a, and expected fluctuation (standard deviation), σRun 2a
for the U-wire gain in a given channel from 2/30/2012 to 3/23/2012
2. Define the deviation of the measured value of the quantity as the significance, s,
given by
Measured Value = µRun 2a + s · σRun 2a (4.12)
The Run 2a time period after the APD board swap on 2/28/2013 is used as the reference
baseline for all deviation calculations, since the electronics were well-behaved during that
time. Once the deviations are calculated, they are plotted as a function of the charge
injection run number (i.e., time); Figures 4.23 and 4.24 show a subset of these plots.
When particular internal charge injection runs show deviating behavior for more than
half of the channels, the run is flagged for further inspection, with particular emphasis on
identifying nearby low-background or source calibration runs that may have been taken
during poor detector performance.
85
Figure 4.23: Deviations in the U-wire gains in Run 2a, as function of time for all channels.
The colors shown correspond to the magnitude of the deviation. Software channels are
grouped together according to the front end electronics boards they are attached to (with
the horizontal black lines delineate between the different boards). Apparent is a sharp
drop in the U-wire gains around run number 2850, corresponding to when a series of
cooling fans were installed on the front end electronics boxes. A second, more subtle drop
in the gains appears around run 3300, when the airflow direction for the cooling fans was
reversed.
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Figure 4.24: Deviations in the APD RMS noise in Run 2a, as function of time for all
channels. The colors shown correspond to the magnitude of the deviation. Software
channels are grouped together according to the front end electronics boards they are
attached to (with the horizontal black lines delineate between the different boards). One
channel (163) is physically disconnected due to excess noise, so it shows up as solid blue.
Apparent on two boards (APD 00 and APD 09) is a noticeable increase in the noise over
time, which is subsequently removed around run 5100, when a set of filters were removed
from the front end electronics boards. Also present are couple runs with highly outlying
values on all channels.
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Figure 4.25: Trending behavior of the coherent noise in each APD plane plotted against
the trending behavior of the SS and MS rotated energy resolution.
4.6.3 Coherent Noise Trending
As mentioned in Section 4.5.2.3, there is a strong broadband coherent electronic noise
in the APD channels that worsens the scintillation energy resolution. Moreover, it was
discovered this coherent noise largely increased over time and that its behavior strongly
correlated with the over decrease in the rotated energy resolution over time (see Figure
4.25). Subsequently, an exhaustive effort was launched to search for the origins of this co-
herent noise by looking for possible correlations with environmentally monitored variables,
specific actions on part of the on-site EXO-200 personnel, and or mining operations.
The coherent noise was calculated using data from a set of “good” quality internal
charge injection runs from October 6, 2011 until May 29, 2013, i.e., runs where there are
no known issues as noted in by on-site EXO-200 personnel. For convenience, the coherent
noise is not studied on the level of individual channels. To calculate the coherent noise
for a given internal charge injection run, the following general procedure is used: for each
event in the run, sum the waveforms together, calculate the standard deviation of the
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summed waveform using the portion of the waveform from 200 to 800 µs, and average
over all of the events in the run to get an averaged noise value. The portion of the
waveform from 200 to 800 µs is used to omit the beginning and ends of the waveform
trace and also the signal in the middle of the waveform trace. The beginning time of the
internal charge injection run defines the time of the coherent noise measurement. The
coherent sum noise is calculated for six different cases based on how the channels are
grouped:
1. All APD channels together
2. APD channels grouped by plane
3. APD channels grouped by front end electronics board
4. APD channels grouped by pie
5. All wire channels grouped together
6. Wire channels grouped by plane
7. Wire channels grouped by front end electronics board
Figure 4.26 (top) shows the trending behavior in the coherent noise for the APD planes,
while Figure 4.27 shows the trending behavior in the coherent noise on the wire boards.
There are a few important observations about the coherent noise present in the wires
and APDs:
• The total coherent noise in the APDs increased over time, going from ∼ 60 ADC
RMS in late February 2013 to ∼ 100 ADC RMS in late January 2013; following
then, it decreased to ∼ 75 ADC RMS as of September 2013
• APD board 04 is the least noisy (coherent noise ∼ 15 ADC RMS) and stable, while
APD board 00 became the most noisy, until June 2013, when the front end electronic
on-board filters were removed
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• All APD pies are quite stable in time (at ∼ 15 ADC RMS), with the exception of
pies 1 and 6, which have gotten noisier with time
• For all the wire planes, most notably the V wire planes, the coherent noise is stable
in time.
• The coherent noise in the wire planes is low (∼ 20 ADC RMS), with the exception
of U wire plane 2, which is higher at ∼ 40 ADC RMS
• The U wire boards in TPC 2 are noisier than the U wire boards in TPC 1, by ∼ 3
- 7 ADC RMS.
• The V-wire boards are very stable in time.
In addition to the trending behavior, a number of actions were found that coincide
with discrete changes in the coherent noise:
• Installation of the cooling fans for front end electronics boxes in early December
2011 slightly reduced the noise for the U-wire boards in TPC 2 and to a lesser
extent for the V-wire boards in TPC 2.
• On February 28, 2012, APD board 01 was swapped out for the noisy APD board
09, greatly reducing the noise.
• Utility power outages appear to affect the coherent noise.
• Around January 1, 2013, there was a scheduled ventilation shutdown for a few days,
during which the drift temperature increased (and consequently, the clean room
temperature increased as well), resulting in a noticeable increase in the noise.
• Something seems to have happened in late January 25, 2013, beyond when the
noise started decreasing. On-site personnel recorded that there was an outage to
the primary feed for a brief period of time, during which power was diverted to the
secondary feed, and then returned back to primary power.
Since it wasn’t clear how these specific actions could explain the overall trending be-
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havior of the coherent noise, a dedicated search for potential correlations between the
trending behavior of the coherent noise and environmentally monitored variables was
performed. Many environmental variables were considered, which included various tem-
peratures, voltages and currents in the electronics, which cryogenic refrigerators were in
use, on-going mining activities, etc. As an example, Figure 4.26 (bottom) shows the
coherent noise in the APD planes plotted against the temperature of the clean room.
Despite the exhaustive search, no clear environmental source of the coherent noise
was discovered. One of the more important results of the study of the coherent noise
trending was the establishment of specific periods of time where the coherent noise was
approximately constant. These time periods were important for the denoising process,
since they considerably reduced the computation time by allowing the noise to be constant
in certain periods. Ultimately, it was discovered that the specific power supplies and
voltage regulators on the front end electronics boards were introducing the broadband
coherent noise, which was being amplified by a ground loop in the electronics.
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Figure 4.26: (Top) Trending behavior of the coherent noise in the APD planes in TPC 1
and TPC 2. (Bottom) Trending behavior of the coherent noise in the APD planes along
with the temperature inside the clean rooms.
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Figure 4.27: (Top) Trending behavior of the coherent noise in the U-wire boards. (Bot-
tom) Trending behavior of the coherent noise in the V-wire boards.
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Chapter 5
Physics Analyses
In EXO-200, the primary measurements are half-lives of particular isotopes calculated
from a best-fit number of decays observed in the low-background data. The best-fit
number of decays are determined using a combination of supervised machine learning
algorithms and statistical inference techniques. Section 5.1 describes the process of vali-
dating the Monte Carlo simulations. Section 5.3 describes the models that are constructed
to describe the low-background data and how these models are fit to the data to extract
numbers of decays. Section 5.4 describes the criteria imposed for events to be included in
final physics analyses, while Section 5.5 covers the systematic errors which affect the fit of
the low-background data. Section 5.6 presents an improved search for Majoron-emitting
0νββ decays of 136Xe, while Section 5.7 ends by presenting the results of a new search for
2νββ decays of 134Xe.
5.1 Monte Carlo Validation
The success of any EXO-200 physics analysis (as in many particle and nuclear physics
experiments) critically depends on the validity of the sophisticated MC simulations used
94
to extract physics results from detector measurements. In EXO-200, MC simulations
are extensively validated through a process known as source agreement, whereby MC
predictions are compared to actual data from source calibration runs, for a variety of
different metrics (explained below). These comparisons provide confidence in our ability
to make inferences from analyses of the data that depend on these simulations. The
process of validating the Monte Carlo is grouped into 4 main areas: shape agreement, SS
fraction agreement, and temporal stability. In general, this validation is performed for
each dedicated analysis of the low-background data; consequently, some of the studies in
this section were produced for different analyses and are noted accordingly.
5.1.1 Shape Agreement
Shape agreement is the process where the shapes of the energy and standoff distance
distributions are compared for Monte Carlo simulations and source calibration data. The
shape agreement studies are ultimately the most fundamental validation of the Monte
Carlo simulations, as all other validation metrics use the shape information in their calcu-
lations. Figures 5.1 through 5.4 show the energy and standoff distance shape agreement
plots for 134Xe two-neutrino double-beta decay search (see Section 5.7).
5.1.2 SS Fraction Agreement
The SS fraction is defined as the fraction number of events that are SS, given by the ratio
of SS events to SS plus MS events (i.e., SS/SS + MS). In particular, the SS fractions
for Monte Carlo simulation and source calibration data are compared to obtain a relative
difference that is used to constrain the error of the SS fraction of components used in the
low-background fit model (see Section 5.3). Figure 5.6 compares the energy-dependent
SS fraction, while Figure 5.7 shows the relative difference in SS fractions between Monte
Carlo simulations and the source calibration data. Both figures were produced for the
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Figure 5.1: Comparisons of the SS (left side) and MS (right side) rotated energy spectra
for source calibration data (black points) and Monte Carlo simulations (blue lines). All
distributions have been normalized such that the integral of the distribution over the
entire energy range is 1. The energy ranges displayed are specific to each source to focus
on the portion of the spectrum with non-negligible statistics. Moreover, the vertical scales
are not the same; the purpose here is to emphasize the shape agreement.
96
600 800 1000 1200 1400 1600
10-6
10-5
10-4
10-3
10-2
10-1
lo
g
(N
o
rm
. 
C
ts
/1
4
 k
e
V
)
Co60 @ S5, SS
1000 1500 2000 2500
10-6
10-5
10-4
10-3
10-2
10-1
Co60 @ S5, MS
550 600 650 700 750 800
10-6
10-5
10-4
10-3
10-2
10-1
100
lo
g
(N
o
rm
. 
C
ts
/1
4
 k
e
V
)
Cs137 @ S5, SS
550 600 650 700 750 800
10-6
10-5
10-4
10-3
10-2
10-1
100
Cs137 @ S5, MS
1000 1500 2000 2500 3000 3500
10-6
10-5
10-4
10-3
10-2
10-1
lo
g
(N
o
rm
. 
C
ts
/1
4
 k
e
V
)
Ra226 @ S5, SS
1000 1500 2000 2500 3000 3500
10-6
10-5
10-4
10-3
10-2
10-1
Ra226 @ S5, MS
1000 1500 2000 2500 3000 3500
Calibrated Rotated Energy (keV)
10-6
10-5
10-4
10-3
10-2
10-1
lo
g
(N
o
rm
. 
C
ts
/1
4
 k
e
V
)
Th228 @ S5, SS
1000 1500 2000 2500 3000 3500
Calibrated Rotated Energy (keV)
10-6
10-5
10-4
10-3
10-2
10-1
Th228 @ S5, MS
Figure 5.2: Comparisons of the SS (left side) and MS (right side) rotated energy spectra
for source calibration data (black points) and Monte Carlo simulations (blue lines). All
distributions have been normalized such that the integral of the distribution over the
entire energy range is 1. The energy ranges displayed are specific to each source to focus
on the portion of the spectrum with non-negligible statistics. The vertical scales are
logarithmic and the same for a given source.
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2νββ 134Xe analysis with a lower energy threshold of 518 keV. The SS fraction error is
calculated by finding the arithmetic mean of the absolute value of the SS fraction residuals
(omitting bins at high energies with poor statistics) for each source, and averaging them
together by weighting by the livetime in each source calibration data set. For the analysis
in [5], this results in a SS fraction error of 9.6%.
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Figure 5.3: Relative differences between the SS (left side) and MS (right side) rotated
energy spectra for source calibration data and Monte Carlo simulations.
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Figure 5.4: Comparisons of the SS (left side) and MS (right side) standoff distance spectra
for source calibration data (black points) and Monte Carlo simulations (blue lines). All
distributions have been normalized such that the integral of the distribution over the
entire standoff distance range is 1.
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Figure 5.5: Relative differences between the SS (blue points) and MS (red points) standoff
distance spectra for source calibration data and Monte Carlo simulations.
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Figure 5.6: SS fractions for data (points) and Monte Carlo simulations (dashed lines),
for each calibration source, as a function of energy. The energy binning here is ∼ 40
keV to obtain sufficient statistics in each bin. For all sources, the SS fraction is larger
at low energies and descreases as the energy is increases. The decrease in SS fraction
with increasing energy is a result of the predominance of Compton scattering being the
dominant energy loss mechanism for higher energy gamma rays.
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Figure 5.7: Relative differences in SS fractions from Monte Carlo simulations and source
calibration data. Overlaid is a shaded grey region representing the region encompassed
by the 9.6% SS fraction error measured in [5] and used in the analyses in this work.
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5.2 Selecting a Fiducial Volume
The fiducial volume is the volume of LXe within which events are considered for analysis.
Selection of the fiducial volume consists of a balancing act: on one hand, one wants
to maximize the mass of the isotope being studied to have the best sensitivity for a
given signal, while on the other hand, one wants to keep systematic errors minimized
by confining the analysis to a physical volume that’s well-modeled. The fiducial volume
is defined by a set of cuts on the coordinates of events; in particular, it requires events
to be within a certain range of z position values and within a certain hexagonal radius
(apothem).
Three different fiducial volumes were considered for the 0νββ analysis in [5], with the
goal of selecting the largest fiducial volume:
1. 10 mm < |z| < 182 mm, hexagonal apothem = 153 mm (17 U-wires included)
2. 10 mm < |z| < 182 mm, hexagonal apothem = 162 mm (18 U-wires included)
3. 10 mm < |z| < 182 mm, hexagonal apothem = 171 mm (19 U-wires included),
where the U-wires in parentheses denotes how many U wires are included (relative to the
center of the U-wire plane). All three fiducial volumes have the same minimum z position
cut of 10 mm away from the cathode and anodes; only the hexagonal apothem cut was
varied. The cut requiring 10 mm < |z|< 182 mm is applied to avoid backgrounds on the
cathode and anode wire planes. To compare these fiducial volume, energy and standoff
distance spectral shapes were compared between source calibration data and Monte Carlo
simulations for each fiducial volume, for each of the 60Co, 226Ra, and 228Th calibration
sources; Figures 5.8 through 5.10 show these plots.
In general, there is very good energy shape agreement between MC and data for all sources,
for all fiducial volumes, but there are a few noticeable effects on the energy spectra when
the fiducial volume is increased:
103
SS Energy [keV]
1000 1500 2000 2500 3000
N
or
m
. C
ou
nt
s 
[ar
b. 
un
its
]
0
0.005
0.01
0.015
0.02
0.025
0.03
MS Energy [keV]
1000 1500 2000 2500 3000
N
or
m
. C
ou
nt
s 
[ar
b. 
un
its
]
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
0.04
0.045
SS Standoff Distance [mm]
0 20 40 60 80 100 120 140 160 180 200
N
or
m
. C
ou
nt
s 
[ar
b. 
un
its
]
0
0.05
0.1
0.15
0.2
0.25
MS Standoff Distance [mm]
0 20 40 60 80 100 120 140 160 180 200
N
or
m
. C
ou
nt
s 
[ar
b. 
un
its
]
0
0.05
0.1
0.15
0.2
0.25
Figure 5.8: Comparison of SS energy (top left), MS energy (top right), SS standoff distance
(bottom left), and MS standoff distance (bottom right) distributions for 228Th, for three
different fiducial volumes. All distributions are normalized to 1. Source calibration data
is represented by points and Monte Carlo simulation by solid lines. The different fiducial
volumes are color-coded by the following scheme: (17 U-wire cut) - blue, (18 U-wire cut)
- green, (19 U-wire cut) - red.
• For the SS 228Th energy spectra, the discrepancy between Monte Carlo simulation
and data in the 2200 - 2400 keV range increases slightly (substantially) for 18 (19)
U-wire cut (see Figure 5.11).
• For the SS 226Co energy spectra, there is a small systematic shift upwards of the
spectrum below 1100 keV (see Figure 5.11).
The largest shape discrepancy occurs primarily in the first bin of the standoff distance
distributions, which includes events near the edges of the fiducial volume, in edge-regions
that are well-modeled in Monte Carlo simulations. As the fiducial volume is enlarged,
the shape agreement in the first standoff distance bin deteriorates, most notably for the
largest 19 U-wire cut fiducial volume; this feature occurs for all three calibration sources,
for both SS and MS distributions. As such, 18 U-wires is established as the maximum
radius used in analyses. While it’s note covered in detail here, additional studies were
performed looking at the rate of background events near detector materials and the rate
of 2νββ 136Xe events as a function of radius and z position. For an overview of those
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Figure 5.9: Comparison of SS energy (top left), MS energy (top right), SS standoff distance
(bottom left), and MS standoff distance (bottom right) distributions for 60Co, for three
different fiducial volumes. All distributions are normalized to 1. Source calibration data
is represented by points and Monte Carlo simulation by solid lines. The different fiducial
volumes are color-coded by the following scheme: (17 U-wire cut) - blue, (18 U-wire cut)
- green, (19 U-wire cut) - red.
results, see [67].
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Figure 5.10: Comparison of SS energy (top left), MS energy (top right), SS standoff
distance (bottom left), and MS standoff distance (bottom right) distributions for 226Ra, for
three different fiducial volumes. All distributions are normalized to 1. Source calibration
data is represented by points and Monte Carlo simulation by solid lines. The different
fiducial volumes are color-coded by the following scheme: (17 U-wire cut) - blue, (18
U-wire cut) - green, (19 U-wire cut) - red.
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Figure 5.11: Zoomed-in views of the SS 228Th energy spectra for the 2000 - 2500 keV
range, just before the 208Tl full-absorption peak (left) and MS Co-60 for the 700 - 1000
keV range. The discrepancy in the SS to the left of the full absorption peak increases
with enlarging the volume, becoming pronounced for the case of 19 U-wire cut.
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5.3 Low-background Fit Model
Fitting of the low-background data is accomplished by dividing the data into SS and MS
datasets, binning in energy (bin width of 14 keV) and standoff distance (bin width of 10
mm), and then constructing a NLL between the data and Monte Carlo:
NLL = − logL = − log f(x|θ) (5.1)
where L is the likelihood function defined by f , the total joint probability distribution
(over all N bins) for observing the data described by the set (or vector) of parameters
θ. Conveniently, f can be factorized into the product of the independent probabilities
for each bin, i, where the probability of observing some number of decays, ki, in a given
amount of time, t, is well-described by a Poisson probability distribution:
f (x = ki|θ) = µ
ki
i e
−µi
ki!
, (5.2)
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where µi is the expected number of decays in the i-th bin from Monte Carlo simulations.
For a given multiplicity (i.e., SS or MS), the NLL becomes:
NLLSS(MS) = − log f(kSS(MS)1 |θ) · f(kSS(MS)2 |θ) · · · f(kSS(MS)N |θ) (5.3)
= − log
[∏
i
f(k
SS(MS)
i |θ)
]
(5.4)
= −
∑
i
log f(k
SS(MS)
i |θ) (5.5)
= −
∑
i
log
µSS(MS)i kiSS(MS)e−µiSS(MS)
ki
SS(MS)!
 (5.6)
= −
∑
i
[
log
(
µ
SS(MS)
i
ki
SS(MS)
e−µi
SS(MS)
)
− log
(
ki
SS(MS)!
)]
(5.7)
= −
∑
i
[
log µ
SS(MS)
i
ki
SS(MS)
+ log e−µi
SS(MS)
]
(5.8)
=
∑
i
[
µ
SS(MS)
i − kiSS(MS) log µSS(MS)i
]
, (5.9)
where we neglected the log
(
ki
SS(MS)
)
term, since it does not depend on the model pa-
rameters and contributes only a fixed offset to the NLL value.
The fit of the low-background data is performed simultaneously for the SS and MS
data. During the fit, externally determined constraints are applied to some of the model
parameters, collectively labelled Gconstr.(θ) (see Section 5.3.1). Using both the SS and MS
NLLs, a total NLL is formed incorporating the constraints:
NLL = NLLSS + NLLMS +Gconstr.(θ) (5.10)
=
∑
i
[
(µSSi + µ
MS
i )− (kiSS log µSSi + kiMS log µMSi )
]
+Gconstr.(θ). (5.11)
The low-background fit model is defined by three main parameters:
1. SS fraction: the fraction of events that are SS (specific to each fit component)
2. Number of decays (specific to each fit component)
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3. Overall normalization constant that incorporates errors on the event detection effi-
ciencies (common to all fit components).
Here, a fit component corresponds to a particular isotope. The expected number of SS or
MS events in each bin may be written as:
µ
SS(MS)
i (s,n, N) =
∫
ithbin
F SS(MS)(s,n, N,y)dy, (5.12)
where s and n are vectors representing the SS fraction and number of decays from each
fit component, respectively, and N is the overall normalization constant. For the i-th
bin, the integral is performed over the energy, E, and standoff distance, rSD, observables
encapsulated by y = (E, rSD). The functions F
SS(MS) are calculated as:
F SS(s,n, N,y) = N
∑
j
njsjf
SS
j (y)dy (5.13)
FMS(s,n, N,y) = N
∑
j
nj(1− sj)fMSj (y)dy, (5.14)
where the summation proceeds over each j-th fit component probability distribution func-
tion, f
SS(MS)
j (y), which is constructed from Monte Carlo simulations and depends on the
energy and standoff distance observables.
For the analyses of the low-background data presented in this work, the following
components are simulated:
(a) 0νββχ0(χ0)
136Xe (Majoron-mediated neutrinoless double-beta decay of 136Xe, for
the n = 1,2,3, and 7 spectral index modes) and 2νββ 134Xe (two-neutrino double-
beta decay of 134Xe).
(b) 137Cs in the copper of the TPC vessel and 85Kr in the LXe.
(c) 2νββ 136Xe (two-neutrino double-beta decay of 136Xe).
(d) 238U, 232Th, and 40K in the copper of the TPC vessel. These isotopes are so-called
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primordial nuclides that are left over from the formation of the solar system and
which all have half lives of at least 109 yrs. As noted in Section 3.5.1, these isotopes
were measured to be present in many of the detector materials.
(e) 65Zn, 60Co, and 54Mn: activated by-products in the copper TPC vessel from neutron
capture on the corresponding stable isotopes. 65Zn and 54Mn result from capture
of spallation neutron from cosmogenic sources, while 60Co is largely a result of
anthropomorphic activities, with the largest source resulting from nuclear power
production.
(f) A far source of 232Th, i.e., from the HFE and or the cryostat. In previous analyses
with lower statistics than the Run 2abc data set, there was not enough statistical
power to differentiate between 232Th in the TPC copper and 232Th in external
sources such as the HFE or inner cryostat. With the run 2abc data set, there are
enough statistics to show that an external source of 232Th could noticeably influence
the fit [67], so such a component is included. The only other component whose decay
products are capable of producing sufficiently penetrating gamma rays is 238U, which
studies show cannot be distinguished from near and far sources with the Run 2abc
statistics.
(g) 222Rn, 137Xe, and 135Xe: backgrounds in the LXe. 222Rn is a decay product in the
238U decay chain and is naturally present as an underground chemically inert gas.
137Xe and 135Xe are isotopes of Xe produced through neutron capture on 136Xe and
134Xe, respectively.
(h) Gamma rays from neutron captures on 1H in the HFE, and 63Cu and 65Cu in the
TPC vessel, inner cryostat, and outer cryostat: the considered sources of the neu-
trons are either from spallation neutrons from cosmic ray muons or (α, n) reactions
from 232Th and 238U in the surrounding salt/rock. For more detailed information
on the Monte Carlo simulations used to generate the neutron capture probability
density functions, see [68].
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Item (a) represents the various possible signals searched for in this work, with item (b)
corresponding to backgrounds at low energies and items (c) through (h) representing
isotopes that are common to all analyses. Regarding simulation, the full decay chains of
238U, 232Th, and 222Rn are simulated, where the rate of production of daughter isotopes
is assumed to be in secular equilibrium. For all other isotopes, only the decay of the one
isotope is simulated, since they do not belong to a decay chain.
5.3.1 Model Parameter Constraints
In the method of maximum likelihood estimation, parameter constraints are easily in-
corporated by multiplying the likelihood function by the corresponding probability dis-
tribution functions for the parameter values. As mentioned in Section 5.3, some of the
low-background fit model parameters are constrained by external studies, where their val-
ues are assumed to be Gaussian-distributed. For a Gaussian-distributed constraint, this
amounts to multiplying the likelihood by a Gaussian probability distribution function for
each constrained parameter. The end result of these constraints is to shrink the space of
available parameter values during the fit, where highly-outlying values of the constrained
parameter are appropriately penalized by a low probability of occurrence.
To allow for the possibility of correlations among constrained parameters, a combined
multivariate Gaussian probability distribution is used, which results in the term
Gconstr.(θ,θ0,Σ) = 0.5(θ − θ0)TΣ−1(θ − θ0),
being added to the NLL, where θ represents the vector of constrained parameters, θ0
represents the expectation values of the constrained parameters, and Σ is the covariance
matrix of the constrained parameters. For a single uncorrelated parameter, θi in θ, Gconstr.
contributes
0.5
(
θn − θn,0
σn
)2
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to the total NLL, where σn is the standard deviation and θn,0 is the expected value from
Monte Carlo simulations of the n-th parameter θn. In general, the number of parameters
is not equal to the number of fit components; the low-background models typically have
∼ 45 parameters and are quite complex.
For the analyses presented in this work, the specific parameter constraints are as
follows:
• 222Rn dissolved in the LXe is measured as a function of time and found to have
an activity of 3.65±0.37 µBq/kg in the xenon. This activity is used to form the
following constraints:
1. For 222Rn decays in the active LXe, the full decay chain for 222Rn is simulated.
Using the Run 2abc livetime, mass of LXe in the active volume, and measured
222Rn activity, the number of 222Rn decays in the active LXe is constrained.
2. When 222Rn decays, one of the daughter decay products are positively charged
214Bi ions. Under the influence of the electric field, these 214Bi ions will drift
towards the cathode. By studying the coincidences of the signals from the 214Bi
to 214Po decays in the LXe, studies showed that nearly 83% of 214Bi decays
occurred on the cathode, with the remaining 17% of 214Bi decays occurring in
the LXe bulk. In this case, a separate simulation of 214Bi on the cathode with
no decay chain is simulated and the number of of 214Bi decays on the cathode
is constrained
3. For 222Rn decays in the inactive LXe, only the decay of the daughter 214Pb in
the 222Rn decay chain is simulated, since it’s the only daughter which produces
gamma rays capable of reaching the active LXe.
• SS fractions of all components in the low-background fit model are constrained
according to the 9.6% error determined in Section 5.1.2. For each component, a
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value equal to
0.5
(
sj − sj,0
0.096 · sj,0
)2
(5.15)
is added to the overall NLL, where sj is the SS fraction fit model parameter and sj,0
is the expected SS fraction from Monte Carlo simulations, for the j-th fit component.
• The overall normalization factor, N , is freely floating with an expected value of 1
and has an expected error determined from the combined effects of the systematic
errors measured in external studies (see Section 5.5.1), which yields an expected
error of 8.6%. This results in a value of
0.5
(
N − 1
0.086
)2
(5.16)
being added to the overall NLL.
5.3.2 Model Fitting Procedure
For any given analysis, the components (i.e., isotopes) included in the total low-
background fit model will depend on the lower energy threshold used in the analysis and
which specific signal one is searching for. Once the signal of interest and appropriate
backgrounds are selected, the following steps are performed to fit the model to data:
1. Separate SS and MS cumulative PDFs are constructed from the sum of the individ-
ual SS and MS PDFs for each fit component, respectively.
2. Separate SS and MS NLLs are formed between the SS and MS cumulative PDFs
and the SS and MS low-background data, respectively.
3. A total NLL is formed by adding the SS and MS NLLs.
4. The Gaussian constraints from Section 5.3.1 are added to the total NLL.
5. The best-fit values of the model parameters are then determined by numerically
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minimizing the total NLL using the robust gradient descent algorithm MIGRAD
included in the MINUIT software package distributed with ROOT.
5.4 Event Selection
For events in the Run 2abc low-background data to be included in the SS and MS data
sets used in the physics analyses, a number of selection criteria are imposed on each event:
1. Must not be a solicited trigger event
2. Must not be tagged as a noise event
3. Must not occur with 1 s of another event in the TPC
4. Must not contain more than 1 reconstructed scintillation cluster
5. Must not begin within 120 µs of the end of the waveform
6. Must not contain any partially reconstructed signals (i.e., the event must be fully
reconstructed in all three spatial x, y, and z coordinates)
7. Must have a reconstructed 3D position inside the defined fiducial volume
8. Must not have a high scintillation light to ionization charge ratio (to reject α-like
events)
9. Must have a rotated energy above the defined energy threshold
5.5 Systematic Errors
Each of the selection criteria in Section 5.4 conspires to produce a systematic error on the
measurement of the number of decays for each fit component. In addition, a number of
other separate effects contribute systematic errors, which include
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• Issues with the DAQ system
• Precision measurements of the physical properties of the enriched xenon gas
• Inadequacies in the Monte Carlo simulations
• Uncertainty in the energy scale of beta-like events
Section 5.5.1 discusses the impact of the effects common to all components, while Section
5.5.2 discusses the impact of Monte Carlo simulation inadequacies. Section 5.5.3 ends by
describing evidence for the possible energy scale difference between beta-like and gamma-
like events and how uncertainty in this difference results in a systematic error.
5.5.1 Overall Normalization Error
Since the event selection criteria apply to all events, they effect all the fit components.
Moreover, two additional factors affect all components: In general, it’s non-trivial to
include these systematic effects as explicit parameters in the likelihood function, so they
are instead all aggregated together into one overall, multiplicative normalization factor,
N , which is included as a fit parameter (see Equation 5.16) that scales each fit component
PDF equally. Table 5.1 lists the individual systematic errors that make up the common
normalization term.
5.5.2 Signal Normalization Error
As is measured in the source shape agreement studies, the shapes of the probability
distribution functions from Monte Carlo simulations are slightly “skewed” in the sense
that they do not fully reproduce the energy and standoff distance distribution shapes seen
in source calibration data. This inadequacy of the Monte Carlo simulations to properly
model the shape of the energy and standoff distance distributions is incorporated as a
systematic error in the low-background fits, since the shape of the Monte Carlo PDFs
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Common normalization error, %
Fiducial volume 3.4
Xenon parameters 0.26
Missing U-wire channel <0.1
Failed reconstruction <0.18
Partial 3D reconstruction 7.8
Other event selection cuts 0.75
Calibration/resolution 0.4
Total 8.6
Table 5.1: Breakdown of systematic errors comprising common normalization term.
ultimately determine the number of best-fit decays. This systematic error is called a
“shape error” and it’s applied only to the signal of interest in the analysis. Since we can’t
constrain the number of signal decays directly, a normalization factor, Ns, is applied to
the signal-of-interest PDF (e.g., 2νββ 134Xe decays), where the value is freely floating,
and has an expected value of 1 and expected error, σs.
The expected error, σs, is determined by performing toy Monte Carlo studies to see
how the measured number of decays of the signal are systematically biased by the skewed
PDF shapes. The process is as follows:
1. From the best-fit total model to the Run 2abc low-background data, construct
an “unskewed” total model, where each j-th component, PDFj, in the model is
corrected to match the shapes of the energy and standoff distance distributions seen
in source calibration data. A PDF is corrected/unskewed by multiplying the value
of the skewed PDF in the i-th bin by a correction factor, C(Ei, rSD,i), depending on
the energy and standoff distance in that bin (Ei and rSD,i, respectively):
PDFj, unskewed(Ei, rSD,i) = PDFj, skewed(Ei, rSD,i) · C(Ei, rSD,i) (5.17)
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where the correction factor is defined as
C(Ei, rSD,i) =
1
(1− f(Ei))
1
(1− g(rSD,i)) (5.18)
where f(Ei) and g(rSD,i) are correction functions derived from the observed shape
deviations between Monte Carlo simulations and source calibration data. These
energy and standoff distance-dependent linear functions are used in place of the
measured trends to avoid bin-by-bin fluctuations. The correction functions are given
by
f(E) = p0 + p1 · E (5.19)
g(rSD) = q0 + q1 · rSD (5.20)
These correction functions depend on the event multiplicity, so separate functions
are fit for SS and MS events.
Moreover, separate correction functions for the energy are derived for the 60Co,
226Ra, and 228Th calibration sources. In particular, the energy of Co-like back-
grounds are corrected with the 60Co correction functions, Th-like backgrounds with
the 228Th corrections, and Uranium-like backgrounds with the Ra-like corrections.
The standoff distance of all components is corrected using a single function derived
from high-statistics 228Th calibration data. β-like components are unskewed with
an ad-hoc energy correction derived by
(a) Subtracting the best-fit model modulo the 2νββ 136Xe component from the
Run 2abc low-background data. This gives us an idea of what the 2νββ 136Xe
signal is in the low-background data.
(b) Subtracting the best-fit 2νββ 136Xe component from the background-subtracted
data in step 1.
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(c) Computing the relative difference between the background-subtracted data in
step 2. and the best-fit 2νββ 136Xe component (i.e., the Monte Carlo simula-
tion) and fitting a line to the observed energy-dependence residuals.
Plots of the observed shape deviations between Monte Carlo simulation and source
calibration data, along with the correction functions used in the unskewing process,
are shown in Figures 5.12 and 5.13.
2. Create a toy Monte Carlo dataset by randomly sampling the unskewed model PDF
a large number of times (e.g., 10 times the number of events as in the Run 2abc
low-background data)
3. Fit the toy Monte Carlo dataset with the original, skewed total model PDF and
extract the number of signal decays.
4. Compare the number of signal decays from the toy Monte Carlo fit to the number
of signal decays from the original fit of the Run 2abc low-background data, and
compute the relative difference.
This process is repeated many times to build a distribution of the relative bias in the
number of signal decays attributed to the shape mis-modeling. The mean of the resulting
distribution is then used as the expected error, σs, which is incorporated into the low-
background fit by adding a value of
0.5
(
Ns − 1
σs
)2
(5.21)
to the overall NLL.
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Figure 5.12: Observed relative shape deviations between data and Monte Carlo simula-
tions (points with error bars) and functions fit to those residuals (dashed lines) used to
unskew the SS and MS energy of PDFs for gamma-like components (top 6 plots) and
β-like components (bottom plot) used in the low-background fit.
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Figure 5.13: Functions used to unskew the SS and MS standoff distance of all PDFs used
in the low-background fit.
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5.5.3 Beta Scale
In EXO-200, the energy response of the detector is calibrated only using radioactive
gamma ray sources and not any beta-emitting sources. Evident in both the source cali-
bration (primarily gamma events) and low-background data (primarily beta events) is a
slight difference in the energy scale of beta events versus gamma events (see Figures 5.14
and 5.15 ). There are a few possible avenues by which a difference in the energy scale of
betas versus gammas might arise:
• By virtual of being charged particles, the charge clouds produced from beta inter-
actions are slightly smaller in volume (typically ∼ 3 mm in extent) than those of
gamma interactions of the same energy, which typically scatter more and produce
larger charge clouds of (typically ∼ 4mm or more in extent). Consequently, with
such a smaller volume, beta events could produce more induction signals on neigh-
boring U-wires, which could be mis-reconstructed and lead to a larger ionization
energy than gamma events (for a given scintillation energy).
• Since gamma events are slightly larger in extent, when their charge cloud is ul-
timately collected, the resulting amplitude of the collection signal will be slightly
smaller than a corresponding charge cloud of a beta event of the same energy. The
reduction in amplitude is a result of a “ballistic deficit”, where the gamma event
collection signal is differentiated by the electronics for a longer time than the beta
collection signal, due to the larger cloud size.
• For beta events, the ionization (charge) density could be higher, result in more pairs
of electrons and ions recombining, consequently giving a larger scintillation signal.
Unlike the prior two effects, this process would tend to make the energy of beta
events be reconstructed at values higher than gamma events.
Through studies of the pair production peaks at different energies in the 60Co and
228Th source calibration data, it’s observed that the energy scale difference between beta
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Figure 5.14: Comparison of the mean, uncalibrated ionization energy and mean, uncali-
brated denoised scintillation energy for SS events in 228Th source calibration data (cyan
line and grey heatmap) and Run 2abc low-background data (yellow line and red contour
levels). For
and gamma events is approximately linear in energy. Consequently, to incorporate this
energy scale difference, we define a dimensionless number, called the beta scale, βscale that
is the ratio of the beta energy scale, Eβ, to gamma energy scale, Eγ:
Eβ = βscaleEγ (5.22)
To measure βscale , one could used the pair-production peaks, but an alternative method
is to perform a hypothesis test using the low-background data itself to find a best-fit βscale
to use in a analysis. For all EXO-200 analyses, the latter method is used, since the 2νββ
decay of 136Xe is by far the largest signal in the low-background data which makes the
hypothesis testing procedure fairly robust.
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Figure 5.15: Fit of the pair-production peak from the 2615 keV gamma rays in 228Th
source calibration data. The energies here are calibrated using gamma rays. The energies
here are for the central charge cluster from the e− in the e−e+ pair. The peak is fit with
a pair of Gaussians to model the pair-production events and the background. One would
expect the pair-production peak to be at 1592 keV, but the fit finds a value of 1569 keV,
∼ 1% lower in energy than expected.
The beta scale is not an explicit parameter of the low-background fit model, but it’s
included in an indirect manner (as a nuisance parameter) by scaling the energies of SS
beta-like PDFs. This effectively shifts the SS energy probability density functions of beta-
like components up or down in energy, depending on if βscale is greater than or less than 1,
respectively. Uncertainty in the value of βscale constitutes one of the primary systematic
errors in measurements of the half-lives of the 2νββ and 0νββ decay modes; the error
is more pronounced in the latter decay, since shifts in the value of βscale can influence
the best-fit number of decays in a larger manner. Conventionally, uncertainty in βscale is
incorporated by performing 2D profile likelihood scans, where both the model parameter
of interest and βscale are scanned over, in order to take into account correlations among
model parameters.
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5.6 Majoron Emission from 136Xe
A previous search for the n = 1, 2, 3 and 7 Majoron modes in 136Xe was performed
using the EXO-200 Run 2a dataset [6]. In that analysis, a fiducial volume with the cuts
5 mm < |z|< 182 mm and hexagonal apothem = 153 mm was used, along with a low
energy threshold of 700 keV, resulting in a total 136Xe exposure of 21.0 kg·yr. Following
a thorough analysis, no statistically significant signals of Majoron-mediated decay were
observed, leading to the following 90% CL lower limits on the half-lives listed in Table
5.2.
Since the initial Majoron analysis, more data was accumulated, resulting in the Run
2abc dataset, and a number of significant changes were made to the analysis framework,
involving
• The inclusion of realistic noise into the Monte Carlo simulations.
• The use of denoising to achieve better energy resolution.
This work presents an improved search for Majorons, using the larger Run 2abc dataset
and largely the same analysis framework developed for the analysis in [5], with a few
particular changes:
• In the overall model used to fit the low-background data, the PDF for 0νββ decay
of 136Xe is substituted with the PDF component for a specific Majoron mode; this
Mode n T1/2 (90% CL) [yr]
0νββχ0 1 > 7.15× 1023
0νββχ0 2 > 2.59× 1023
0νββχ0 (χ0) 3 > 7.35× 1023
0νββχ0χ0 7 > 1.33× 1022
Table 5.2: 90% CL lower limits on the half-life for each Majoron mode from [6]
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is performed for each Majoron mode separately.
• The 0νββ region-of-interest normalization term (i.e., the normalization factor ap-
plied to all PDFs in the energy region-of-interest for 0νββ decays) is substituted by
a background normalization term specific to the Majoron mode PDF. As mentioned
in 5.5.2, this normalization term is constrained in the fit by the error due to the
discrepancy between shapes of the PDFs of Monte Carlo simulations and source
calibration data.
• A best-fit βscale is determined for each mode of the Majoron-emitting decay sepa-
rately, using a hypothesis test.
• An updated SS fraction error constraint of 5.9% was computed using the Monte
Carlo simulations with realistic noise included.
The same fiducial volume as in [5] was used, which places the cuts: 10 mm < |z|< 182 mm
and hexagonal apothem = 162 mm. Given this fiducial volume, a total volume of ∼ 27.0
L of LXe is used in the analysis. Along with precision mass spectrometry of the enriched
xenon [69], this yields a total 136Xe mass of 76.5 kg and 3.39× 1026 atoms of 136Xe. The
total 136Xe exposure is thus 100.0 kg·yr. Unlike in [6], a larger lower energy threshold
of 980 keV is used in this work, primarily because of the larger fiducial volume in this
analysis.
5.6.1 Best-fit Beta Scale
For each Majoron mode, the best-fit βscale is determined by using a hypothesis test from a
profile likelihood scan over the βscale. Figure 5.16 shows the profile likelihood scans, while
Table 5.3 lists the best-fit βscale value for each mode. The n = 1, 2, and 3 modes all have
βscale values consistent with each other within 1-σ, while the n = 7 βscale is only consistent
within ∼ 1.3 - 1.4 σ of the other three modes. In addition, the n = 3 βscale profile likelihood
scan shows a more asymmetric profile than the three other modes, primarily a result of
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Figure 5.16: Profile likelihood scans over the βscale for each Majoron mode.
the proximity of the peak of the n = 3 summed electron energy distribution (see Figure
2.10) to the 980 keV lower energy threshold used in this analysis.
Mode n βscale ± 1-σ error
0νββχ0 1 1.002+0.0021−0.0025
0νββχ0 2 1.000+0.0041−0.0034
0νββχ0 (χ0) 3 0.9998+0.0051−0.0131
0νββχ0χ0 7 1.009+0.0036−0.0029
Table 5.3: Best-fit βscale values for each Majoron mode. The best-fit value is determined
by fitting the profile minimum with a cubic spline function and finding the minimum from
the corresponding function template, while the 1-σ error is determined from the points
where the profile cross a Profile NLL value of 0.5.
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Figure 5.17: (Left) Absolute differences in the upper 1-σ errors for the case of n = 1
Majoron mode, determined from the fits of the unksewed (true) and default (fit) PDFs to
toy Monte Carlo datasets produced from the unskewed PDF. (Right) Fractional differences
in the upper 1-σ errors on the number of decays for the n = 7 Majoron mode, determined
from the fits by unksewed (true) and default (skewed) PDF to toy Monte Carlo datasets
produced from the unskewed PDF. Figures used with permission from [70].
5.6.2 Shape Error
The shape error for each Majoron mode was calculated using the procedure described in
Section 5.5.2. In particular, only the shape errors for the n = 1 and 7 Majoron modes
were calculated: the corresponding shape error for the n = 1 mode was calculated to be
∼16%, while a shape error of 30% was determined for n = 7 and subsequently used as a
conservative estimate of the shape error for the for the n = 2 and 3 modes. Figure 5.17
shows the distributions used to calculate the shape errors for the n = 1 and 7 modes.
5.6.3 Low-background Fits
The best-fit model to the Run 2abc low-background data for the n = 1 Majoron mode is
shown in Figure 5.18. Figure 5.19 shows the profile likelihood scans over the number of
Majoron decays for each Majoron mode. The profile likelihood scan results are consistent
with zero Majoron decays at less than 1-σ for the n = 1, 2 and 3 modes, whereas, a slightly
stronger signal is seen for the n = 7 mode. Consequently, a toy Monte Carlo study was
performed to evaluate the statistical significance of the potential signal by measuring the
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Figure 5.18: Fits to the Run 2abc low-background data. The top two plots show the
SS fit and the residuals between the best-fit model (blue line) and data (black points)
normalized by the data error, respectively; the bottom plots show the the corresponding
MS fit and residuals. Overlaid are the PDFs for each Majoron mode corresponding to the
90% CL upper limit on the number of Majoron-emitting 0νββ decays of 136Xe calculated
from the profile scans in Figure 5.19. Figure reproduced with permission from [70].
compatibility with the null hypothesis. In particular, toy Monte Carlo datasets were
created from the best-fit PDF model with the number of number of decays explicitly set
to zero. Each toy dataset was then fit twice: first, allowing all components to float freely
and, second, explicitly fixing the Majoron component to zero; after both fits, the values
of the negative log-likelihoods at the corresponding minima were recorded and used to
calculate likelihood ratios. Figure 5.20 shows the distribution of likelihood ratios for the n
= 7 mode. From the likelihood ratio distribution, ∼ 2.8% of all toy Monte Carlo fits were
found to have a likelihood ratio at least as large as the value of the profile likelihood curve
at zero for n = 7 (see Figure 5.19, bottom right). Therefore, transforming this p-value
into a significance, the compatibility with the null hypothesis for n = 7 mode was found
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Figure 5.19: Profile likelihood scans over the number of Majoron-emitting 0νββ decays
from 136Xe, for the modes th spectral indices n = 1 (top left), 2 (top right), 3 (bottom left),
and 7 (bottom right). The green horizontal lines correspond to the 1-σ (68% CL) level,
while the red horizontal lines correspond to 90% CL. Figures reproduced with permission
from [70].
to be 2.2 σ. Table 5.4 lists the 90% CL lower limits on the half-lifes for each Majoron
mode, along with the effective Majoron-neutrino coupling constant (see Equation 2.40).
5.6.4 Cross-checks
For a comparison with previously published numbers, the 2νββ 136Xe half-lives for each
Majoron mode and default 2νββ 136Xe mode (i.e., where no Majoron PDF is included)
were calculated. The best-fit number of 2νββ 136Xe decays were found for each mode by
performing a profile likelihood scan over the number of 2νββ 136Xe decays and finding the
profile minimum via cubic spline interpolation. Figure 5.21 shows the 2νββ 136Xe profile
curves while Table 5.5 lists the 2νββ 136Xe measurements for all Majoron modes.
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Figure 5.20: Distribution of likelihood ratios for toy MC datasets with n=7 Majoron
set to zero. The green line shows the value observed with the fit to Run2abc dataset,
corresponding to compatibility with zero of ∼3%.
The n = 1, 2, and 3 Majoron modes have 2νββ 136Xe profiles that are in excellent
agreement with the default 2νββ 136Xe (n = 5) profile curve, while the n = 7 mode fits
to a lower number of 2νββ 136Xe decays. The corresponding 2νββ 136Xe half-lives for the
n = 1, 2, 3, and 5 modes are consistent within 1-σ of the result in [4], while the n =
7 2νββ half-life is ∼ 2.3-σ different; here, σ is the 2.8% relative error on the measured
half-life in [4]. The enlarged relative error of 8% on the 2νββ 136Xe half-lives is due to
the larger fiducial volume used in the Majoron analysis (which is the same as used in [5])
and addition to the fit the beta-like component with a similar shape (Majoron).
In addition to the 2νββ checks, attempts were made to reproduce the βscale and
0νββ 136Xe half-life limit published in [5], using the exact same Monte Carlo, calibrated
Decay mode Spectral index, n Model types T1/2, yr |〈gMee 〉|
0νββχ0 1 IB, IC, IIB >1.2·1024 <(0.8-1.7)·10−5
0νββχ0 2 “Bulk” >2.5·1023 –
0νββχ0χ0 3 ID, IE, IID >2.7·1022 <(0.6-5.5)
0νββχ0 3 IIC, IIF >2.7·1022 <0.06
0νββχ0χ0 7 IIE >6.1·1021 <(0.5-4.7)
Table 5.4: 90% C.L. limits on half-lives and coupling constants for different Majoron
decay models. Table reproduced with permission from [70].
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Figure 5.21: 2νββ profile likelihood scans for the n=1, 2, 3, and 7 Majoron modes, and
the default 2νββ (n = 5) mode.
data, systematics, and fit setup. Figure 5.22 shows the profile likelihood scan over the
0νββ 136Xe βscale. A best-fit βscale of 0.9982 ± 0.0018 is found, corresponding to a 0.03%
difference relative to the βscale of 0.99848 used in [5].
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Mode 2νββ 136Xe
decays
90% CL interval Half-life [1021 yr] Diff. rel. to [4]
n = 1 48041 (42302, 55597) 2.28 (± 8% rel. err.) 5.3%
n = 2 47895 (41258, 55432) 2.29 (± 8% rel. err.) 5.8%
n = 3 47656 (43984, 51976) 2.30 (± 8% rel. err.) 5.9%
n = 5 48012 (42276, 55556) 2.28 (± 8% rel. err.) 5.3%
n = 7 43705 (38404, 56044) 2.51 (± 8% rel. err.) 15.9%
Table 5.5: Best-fit number of 2νββ 136Xe decays, 90% CL confidence intervals (in terms of
decays), measured half-life (and relative error), and difference relative to the 2νββ 136Xe
half-life in [4], for each Majoron mode and the default 2νββ 136Xe mode (n = 5).
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Figure 5.22: 0νββ 136Xe profile likelihood scan over the βscale. The vertical dashed green
line represents the β-scale used in [5].
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5.7 Two-Neutrino Double-Beta Decay of 134Xe
Since the enriched xenon in EXO-200 is 19.098% 134Xe by mass, there exists a unique
opportunity to search for the 2νββ decay of 134Xe:
134Xe→ 134Ba + 2e− + 2ν¯e (5.23)
which has a Q-value of 825.8± 0.9 keV [71]. In general, for double-beta decay experiments,
it’s both financially and technically difficult to produce a large source mass that is enriched
in a minor emitter isotope like 134Xe. Moreover, since the two-neutrino double-beta decay
rate is proportional to Q11, the two-neutrino double-beta decay half-lives of the minor
emitters are likely much longer than those for the major emitter. Consequently, any
search for the decay of such a minor double-beta emitter becomes a part of an experiment
designed to use the major double-beta emitter (i.e., the isotope with the highest Q-value).
Since the 2νββ summed electron energy spectrum peaks around 30% of its Q-value,
most 2νββ 134Xe events are likely to be between ∼100 keV and ∼400 keV in energy,
necessitating the use of low energy thresholds to achieve a reasonable detection efficiency
for these decays. For EXO-200, performing a search at these low energies is difficult, since
the rate of background events is higher and accurate simulation of the detector response is
more difficult. In addition, the strong signal from 2νββ 136Xe decays completely overlaps
any potential 2νββ 134Xe signal (see Figure 5.23). Despite these challenges, searching for
2νββ 134Xe decay can provide a measurement of the 2νββ 134Xe half-life, TXe-1341/2 , and
nuclear matrix elements, both of which are unknown. Measuring the 2νββ 134Xe nuclear
matrix element would also provide a novel way to compare matrix element calculations
in isotopes of the same element, where the number of neutrons differs by two units.
Currently, the best lower limit on the 2νββ 134Xe half-life is 1.1×1016 yr [72]. Predictions
for TXe-1341/2 center around 10
25 yr, based on the assumed value of the unknown matrix
element.
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Figure 5.23: Comparison of the predicted 136Xe and 134Xe 2νββ summed electron energy
spectra. The spectra are vertically scaled such that the 136Xe 2νββ spectrum (blue line)
peaks at a height of 1, while the 134Xe 2νββ spectrum (red line) peaks at height given by
the ratio of the predicted half-life for 134Xe 2νββ decay to 136Xe 2νββ decay. Since the
134Xe 2νββ peak is so much lower than that of 136Xe 2νββ, it’s not visible in the main
plot; for clarity, a zoomed-in display of the 134Xe 2νββ spectrum is shown in the inset.
5.7.1 Low-Background Fitting Configuration
In this measurement of the 134Xe 2νββ half-life with EXO-200, the following configuration
was used in the fitting of the Run 2abc low-background dataset:
• This work uses newer Monte Carlo simulations that also incorporate the diffusion
of electrons in the LXe. For drastically reduced computational complexity, the
diffusion process is simulated using the 2D Maxwell field simulations and not the
full 3D field simulations.
• To achieve a reasonable 2νββ 134Xe event detection efficiency (i.e., at least 5%), a
lower energy threshold of 518 keV was used. While lowering the energy threshold
further would slightly improve the event detection efficiency, it was largely out-
weighed by the sharp increase in the shape error at lower energies (upwards of 40 to
50% or more) due to worsening shape agreement between Monte Carlo simulation
and source calibration data.
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With the lower energy threshold of 518 keV, two additional backgrounds must be included
in the total background model:
• 85Kr: a beta emitter with a Q-value of 687.4 keV that is expected to be present in
trace quantities uniformly throughout the LXe.
• 137Cs: a gamma emitter with a Q-value of 667 keV that is found in the TPC copper
vessel.
The smaller fiducial volume defined by the cuts 15 mm < |z|< 182 mm and hexag-
onal apothem = 153 mm (i.e, the same used in [4]) was selected for this analysis, since
the detector is generally better modeled there. The energy calibration and resolution
parameters derived in [5] were also used. As shown in the alignment of the prominent
mono-energetic gamma ray peaks in the source shape agreement plots in Section 5.1.1,
the energy calibration from [5] works well for this analysis. While here are indications
that the resolution parameters could be improved, resolution is not a limiting factor in
the 2νββ 134Xe search. The same low-background model parameter constraints in [5] are
also used; in particular, the overall normalization and SS fraction error constraint in [5]
were derived with a larger fiducial volume, so they are considered conservative in this
analysis. The one constraint that is recalculated is the the shape error (see Section 5.7.5).
With this given setup, a total 134Xe exposure of 20.5 kg·yr is achieved.
5.7.2 Measurements of 85Kr
Before the TPC was filled with the enriched xenon, measurements of the concentration of
natural krypton (i.e., the stable isotope 84Kr) in the enriched xenon were performed [73],
finding a concentration of 25.5 ppt natural krypton (i.e., 25.5 × 10−12 g nat.Kr/g enr.Xe).
The technique used in [73] is only able to measure the natural krypton concentration,
so the concentration of 85Kr must be inferred using the isotopic abundance of 85Kr. At
atmospheric levels, 85Kr is measured to have an abundance of 2×10−11 g 85Kr/g nat.Kr [74].
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The isotopic abundance of 85Kr in the enriched xenon is much less certain though, since
a confluence of a few main factors conspire to change the abundance 85Kr in the enriched
xenon from its atmospheric value:
1. The exact date of the bottling of the enriched xenon is not known, so it’s not clear
how much 85Kr could have decayed naturally (85Kr has a half-life of ∼ 10 yr).
2. The ultra-centrifugation process used to enrich the xenon is known to increase the
fraction of heavy isotopes relative to the light ones, in particular, the isotopic abun-
dance of 85Kr could be increases by as much as 50% [73].
3. Before the enriched xenon was used, a commissioning run with natural xenon was
used. The natural xenon was measured to have a natural Krypton abundance a
factor of 103 higher than the enriched xenon [73]. Although extensive efforts were
taken to remove all the natural xenon, some of the krypton could have diffused into
the internal detector materials, artificially increasing the 85Kr abundance.
Effect 1. works to decrease the 85Kr abundance, while effects 2. and 3. work to increase
it.
Despite the uncertainty in the 85Kr abundance in the enriched xenon, one can still
make an order of magnitude estimate of how many 85Kr decays might occur in the Run
2abc low-background data, given the setup used for the 2νββ 134Xe search. For this setup,
a total volume of 27.084 L of LXe is used, corresponding to 82.08 kg of enriched xenon.
To calculate the expected number of decays, NKr, one first calculates an initial number
of 85Kr atoms, NKr,0, as
NKr,0 =
anat. Kr · bKr-85 ·NA ·Menr. Xe
M(Kr)
, (5.24)
where anat. Kr is the isotopic abundance of natural krypton in the enriched xenon (25.5×
10−12 g nat.Kr/g enr.Xe), bKr-85 is the isotopic abundance of 85Kr in the enriched xenon
(taken to be 3 × 10−11), NA is Avogadro’s number (6.023×1023 atoms/mol), Menr. Xe is
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the mass of enriched xenon (82.08 kg), and M(Kr) is the molar mass of krypton (0.0838
kg/mol). Substituting all these values into Equation 5.24, one finds an initial 4.51× 105
85Kr atoms. From the radioactive decay law (see Section 2.4.3.1), one expects
NKr = 4.51× 105(1− e−
ln(2)
10.756 yr
∗1.3 yr) ≈ 36000 (5.25)
This number of decays is from the entire energy range from 0 keV to the 85Kr Q-value
of 687 keV. With the given fit setup for the 2νββ 134Xe analysis, in particular the lower
energy threshold of 518 keV and event selection cuts in Section 5.4, the efficiency of
detecting 85Kr decays is 4%. Consequently, one would only expect to see 0.04·36000 ≈ 103
85Kr decays in the Run 2abc low-background dataset.
5.7.3 Beta Scale Uncertainty
For the 2νββ 134Xe analysis, the best-fit βscale of 0.99848 ± 0.002 from [5] was used.
Previously studies showed that as the energy analysis threshold was decreased, the βscale
became unstable and inconsistent with a value of 1 (within errors). Such instability is
primarily a result of the inadequacies of the Monte Carlo simulations to reproduce the
shapes of the energy and standoff distance spectra seen in source calibration data at low
energy. Since the βscale was not calculated through the usual hypothesis testing procedure,
the systematic effect of uncertainty in its value on the best-fit number of 2νββ 134Xe decays
was estimated by calculating the fractional number of 2νββ 134Xe events that would cross
the 518 keV threshold when the βscale of 0.99848 was varied by a conservative amount
of ± 1%. Figure 5.24 shows what happens to the 2νββ 134Xe SS energy PDF when the
βscale is varied in this manner. A fractional difference of 7% was calculated and directly
added to the 2νββ 134Xe shape error (see Section 5.7.5) to enlarge the error on the signal
normalization constraint for the 2νββ 134Xe decays. The addition is direct and not in
quadrature, since uncertainty in the βscale is correlated with shape error.
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Figure 5.24: Shifts in the spectral shape of the 2νββ 134Xe SS energy PDF due to changes
of the βscale by ± 1%. Shown is the 2νββ 134Xe SS energy PDF with a βscale = 0.99848−1%
(green line), a βscale = 0.99848 (blue line), and a βscale = 0.99848 + 1%. The PDFs are
normalized to each have a total area of 1 and are shown on a logarithmic scale to emphasize
the shifts of the high energy tail of the spectrum when the βscale is varied.
5.7.4 Model Degeneracy
The largest complication that arose in the 2νββ 134Xe analysis was the discovery of the
degeneracy of the 134Xe and 85Kr PDFs. As shown in Figure 5.25, the PDFs in SS and MS
energy and standoff distance are very similar in shape for 134Xe and 85Kr. The degeneracy
in the standoff distance PDFs is not surprising, since both the 134Xe and 85Kr decays are
uniformly distributed throughout the LXe. Because of the worse energy resolution at low
energies and nearby Q-values, the SS and MS energy PDFs are very similar. While it’s
not clearly visible in Figure 5.25, there is a very weak 514 keV gamma line from 85Kr that
appears in the MS spectrum. If the energy resolution were much better at lower energies,
the degeneracy in the energy PDFs might be able to be broken by being able to resolve
the 85Kr gamma line.
The result of the degeneracy is that the number of 2νββ 134Xe and 85Kr decays becomes
highly correlated in the low-background fit when both these components are included
in the fit. Such correlations among fit parameters make a point-like minimum in the
parameter space transform into a line or hyperplane, subsequently preventing stochastic
gradient decent algorithms like MIGRAD from converging to a well-defined minimum in
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Figure 5.25: Comparison of 2νββ 134Xe (blue line) and 85Kr (blue) rotated energy (top
plots) and standoff distance (bottom plots) probability distribution functions. SS events
are on the left plots, while MS event are on the right plots.
the fit model parameter space. Traditionally, such correlations among fit model parameter
could be broken by re-parameterizing the PDFs (i.e., use different variables other than
energy and standoff distance), but there are no well-motivated variables to use in this
case.
Ultimately, this degeneracy forced the 2νββ 134Xe search to proceed in two similar,
concurrent analyses: one where only the 2νββ 134Xe PDF (and not 85Kr) is included as
the signal in the fit model, and vice versa. In either case, any potential excesses in the
low-background data over the expected backgrounds would be attributed entirely to the
single signal component (i.e., either 2νββ 134Xe or 85Kr). The end result is that any
results for the 2νββ 134Xe decays are correspondingly weakened.
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Figure 5.26: Distribution (shaded region) of the relative differences in the 1σ upper limit
on the number of 2νββ 134Xe decays from toy MC studies. Overlaid is a fit of a Gaussian
to the distribution (red dashed line) and the location of the best-fit mean of 0.12 (black
dashed line).
5.7.5 Shape Error
Following the prescription in 5.5.2, the shape error is calculated for the 2νββ 134Xe signal,
and a relative bias in the 1-σ upper limits of the number of 2νββ 134Xe decays is found to
be 12%. Figure 5.26 shows the distribution of these relative differences in the 1-σ upper
limits. Since the 2νββ 134Xe and 85Kr PDFs are degenerate, this shape error is also used
for the 85Kr-only fits.
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5.7.6 Low-background Fits
Figures 5.27 through 5.32 show the maximum likelihood fits to the Run 2abc low-background
data. For the energy dimension, the fits proceed from 518 keV up to 9800 keV; since there
are only a handful of events above 3500 keV, the plots of the energy fits only extend to
3500 keV. For the standoff dimension, the fits proceed from 0 to 200 mm. In general, the
total model describes the low-background data well. For the fits in energy, the studentized
residuals between the best-fit model and data show agreement within 2-σ over the entirety
of the fit range. For the fits in standoff distance, the studentized residuals between the
best-fit model and data show agreement within 2-σ over the most of the fit range, except
for the first standoff distance bin in the MS fits. Events in this bin occur near detector
materials and or the boundary of the electric drift field, so they are not well-modeled by
Monte Carlo simulations. Moreover, the fits for 2νββ 134Xe and 85Kr yield very similar
results.
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Figure 5.27: Fit of the low-background Run 2abc data in SS rotated energy, for the case
of 85Kr only. The fit results are shown on a logarithmic scale (top panel) and a linear
scale (middle panel), with the studentized residuals between the best-fit model (blue
line) and data (black points) on the bottom panel. Overlaid are the fits of the various
background components in the model along with the signal (85Kr). Also shown is the
reduced chi-square value describing the goodness of the fit.
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Figure 5.28: Fit of the low-background Run 2abc data in MS rotated energy, for the case
of 85Kr only. The fit results are shown on a logarithmic scale (top panel) and a linear
scale (middle panel), with the studentized residuals between the best-fit model (blue
line) and data (black points) on the bottom panel. Overlaid are the fits of the various
background components in the model along with the signal (85Kr). Also shown is the
reduced chi-square value describing the goodness of the fit.
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Figure 5.29: Fit of the low-background Run 2abc data in the SS (left) and MS (right)
standoff distance dimensions, for the case of 85Kr only. The fit results are shown on a
logarithmic scale (top panels) and a linear scale (middle panels), with the studentized
residuals between the best-fit model (blue line) and data (black points) on the bottom
panels. Overlaid are the fits of the various background components in the model along
with the signal (85Kr). Also shown is the reduced chi-square values describing the goodness
of the fits.
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Figure 5.30: Fit of the low-background Run 2abc data in SS rotated energy, for the case
of 2νββ 134Xe only. The fit results are shown on a logarithmic scale (top panel) and
a linear scale (middle panel), with the studentized residuals between the best-fit model
(blue line) and data (black points) on the bottom panel. Overlaid are the fits of the
various background components in the model along with the signal (2νββ 134Xe). Also
shown is the reduced chi-square value describing the goodness of the fit.
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Figure 5.31: Fit of the low-background Run 2abc data in MS rotated energy, for the case
of 2νββ 134Xe only. The fit results are shown on a logarithmic scale (top panel) and
a linear scale (middle panel), with the studentized residuals between the best-fit model
(blue line) and data (black points) on the bottom panel. Overlaid are the fits of the
various background components in the model along with the signal (2νββ 134Xe). Also
shown is the reduced chi-square value describing the goodness of the fit.
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Figure 5.32: Fit of the low-background Run 2abc data in the SS (left) and MS (right)
standoff distance dimensions, for the case of 134Xe only. The fit results are shown on a
logarithmic scale (top panels) and a linear scale (middle panels), with the studentized
residuals between the best-fit model (blue line) and data (black points) on the bottom
panels. Overlaid are the fits of the various background components in the model along
with the signal (134Xe). Also shown are the reduced chi-square values describing the
goodness of the fits.
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5.7.7 Profile Likelihood Scans
To find the number of 2νββ 134Xe and 85Kr decays in the Run 2abc low-background
data, profile likelihood scans were performed using the 2νββ 134Xe-only and 85Kr-only
models, respectively. Figure 5.33 shows these profile scans. Given the issue with the PDF
degeneracy, only upper limits on the number of decays are calculated using the profile
scans that take into account both the shape error and βscale uncertainty. The net result of
adding the shape error and βscale uncertainty to the fit is a widening of the profile curves
(i.e., enlargement of the error).
In particular, for 2νββ 134Xe, an 90% CL upper limit of NXe-134 = 5700 decays is
found. In the case of non-observation of a signal, an upper limit on the number of decays
corresponds to a lower limit on the half-life. The corresponding 2νββ 134Xe half-life,
TXe-1341/2 , is calculated from the radioactive decay law (see Section 2.4.3.1):
TXe-1341/2 =
ln(2) ·NXe-134,0 · 
NXe-134
(5.26)
where NXe-134,0 is the initial number of
134Xe atoms (9.11 × 1025) and  is the efficiency
of detecting 2νββ 134Xe decays (3%). Substituting in these values, a 90% CL lower limit
on the 2νββ 134Xe half-life of 3.21 × 1020 yr is calculated. This limit is ∼ 4 orders of
magnitude better than the current best limit from [72]. For 85Kr, a 90% CL upper limit
on the number of decays of 5285 is found, with a best-fit value of ∼ 3500 decays at the
profile minimum. The best fit value is of the same order of magnitude as the ∼ 103 85Kr
decays from the measurement of the natural krypton abundance in the enriched xenon.
While it’s not shown in Figure 5.33, for both 2νββ 134Xe and 85Kr, the profile scans with
the shape error and βscale uncertainty included indicate the presence of a signal in excess
of 3-σ. Due to the PDF degeneracy though, it cannot be determined what portion of the
signal is coming from 2νββ 134Xe or 85Kr.
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5.7.8 2νββ 136Xe Half-life Check
An important cross-check is the consistency of the measured 2νββ 136Xe half-life in the
low-background fits when 2νββ 134Xeor 85Kr decays are included in the fit, with the
published precision EXO-200 measurement in [4]. As shown in Figure 5.34, the profile
likelihood scans over the number of 2νββ 136Xe decays for each of the 2νββ 134Xe and
85Kr-only searches are virtually identical. Table 5.6 lists the best-fit 2νββ 136Xe half-lives,
and 1-σ lower and upper limits, from the profile scans in Figure 5.34, along with the result
in [4]. The 2νββ 136Xe half-lives measured in this work are consistent with the result in [4]
within 1-σ.
Analysis 2νββ 136Xe half-life [1021 yr]
EXO-200 2014 PRC [4] 2.165 + 0.075 - 0.075
134Xe-only fit (this work) 2.40 + 0.17 - 0.29
85Kr-only fit (this work) 2.40 + 0.17 - 0.29
Table 5.6: Best-fit 2νββ 136Xe half-lives, and 1-σ lower and upper limits, from the 2νββ
134Xe and 85Kr-only searches, along with the result in [4]
149
0 1000 2000 3000 4000 5000 6000
Number of 2νββ  134 Xe decays
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
∆
N
LL
90% CL
No Shape Error
Shape Error Incl.
Shape Error and Bscale Incl.
0 1000 2000 3000 4000 5000 6000
Number of 85 Kr decays
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
∆
N
LL
90% CL
No Shape Error
Shape Error Incl.
Shape Error and Bscale Incl.
0 1000 2000 3000 4000 5000 6000
Number of Decays
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
∆
N
LL
90% CL
134 Xe 2νββ
85 Kr
Figure 5.33: (Top) Profile likelihood scans over the number of 2νββ 134Xe decays (left)
and over the number of 85Kr decays (right). Shown in both plots are the profile likelihood
scans when no shape error or βscale uncertainty are included (blue points), when only
the shape error is included (green points), and when both the shape error and βscale
uncertainty are included (red points). (Bottom) Overlaid profiles for the 2νββ 134Xe-only
and 85Kr-only fits, both with the shape error and βscale uncertainty included.
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Figure 5.34: Profile likelihood scans over the number of 2νββ 136Xe decays in the cases:
when only 2νββ 134Xe decays are included in the low-background fit or when only 85Kr
decays are included.
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Chapter 6
Conclusions and Future Work
EXO-200 has proven to be a remarkably productive experiment both in terms of demon-
strating the potential of future tonne-scale LXe experiment for double-beta decay searches
and establishing some of the strongest limits on various double-beta decay modes of 136Xe.
In this work, we report results from an improved search for Majoron-emitting double-beta
decay modes of 136Xe and a new search for two-neutrino double-beta decay mode of 134Xe
with the EXO-200 Run 2abc low-background dataset.
No statistically significant evidence for Majoron-emitting double-beta decay modes of
136Xe was found. From the limits on the half-lives for the Majoron-emitting double-beta
decay modes of 136Xe, limits on the effective Majoron-neutrino coupling constants were
calculated and are comparable to the current strongest results by the KamLAND-Zen
collaboration [75] and NEMO-3 [76]. Results of the Majoron analysis presented here are
published in [77].
In the search for 2νββ decay of 134Xe, a signal is seen for the combination of 2νββ 134Xe
and 85Kr, but the contributions from each cannot be separated due to the degeneracy of
the 2νββ 134Xe and 85Kr PDFs. If one assumes all the signal events are 85Kr, then the
best-fit number of decays is of the same order of magnitude as estimates of the number
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of expected 85Kr decays from measurements of the natural krypton abundance in the
enriched xenon. Oppositely, if one assumes all the signal events are due to 2νββ decay of
134Xe, then a conservative lower limit of 3.21× 1020 yr is calculated, which is four orders
of magnitude better than the best published limit in [72].
Looking towards the future, a number of improvements are planned that will increase
the sensitivity these searches with EXO-200, which include: possible calibration of the
beta energy scale with a beta-emitting calibration source, a planned upgrade of the front
end electronics which will eliminate the broadband coherent noise in the APD channels,
and improvements to the Monte Carlo simulations with the inclusion of the full 3D electric
field simulation for modeling the diffusion process in LXe. The last two items are par-
ticularly important, since they are likely to substantially improve the agreement between
Monte Carlo simulations and data at lower energies, allowing searches to use lower energy
thresholds, drive down systematic errors, and increase event detection efficiencies.
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