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Resumo
O objetivo desta dissertac¸a˜o e´ expor com detalhes o resultado de Gursky-Malchiodi
[7]. Dada uma variedade Riemanniana (Mn, g0) de dimensa˜o n ≥ 5 com curvatura
escalar na˜o negativa e Q−curvatura semipositiva, existe uma me´trica conforme a g0
com Q−curvatura constante positiva. Com estas hipo´teses mostra-se um princ´ıpio
do ma´ximo forte para o operador de Paneitz, que e´ um operador diferencial parcial
na˜o linear de quarta ordem. A partir da´ı define-se um fluxo na˜o local e, utilizando
func¸o˜es testes, modificamos conformemente a me´trica inicial tal que o fluxo converge
sequencialmente para uma me´trica conforme de Q−curvatura constante positiva e
curvatura escalar positiva.
Palavras Chaves: Q−curvatura, Operador de Paneitz, Geometria Conforme, Fluxo
na˜o local.
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Abstract
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Introduc¸a˜o
Em 1960 Yamabe iniciou o estudo do que hoje e´ conhecido como O Problema de
Yamabe, que pergunta se em uma classe conforme de uma variedade Riemanniana
(Mn, g0) de dimensa˜o n ≥ 3, existe alguma me´trica com curvatura escalar constante.
Este problema, que e´ equivalente a existeˆncia de uma soluc¸a˜o positiva de uma equac¸a˜o
diferencial parcial na˜o linear de segunda ordem, foi completamente resolvido em 1984
apo´s os trabalhos de Schoen, Trundinger e Aubin (veja [9] para uma excelente ex-
posic¸a˜o). A partir da´ı a geometria conforme passou a ser foco de pesquisa de muitos
matema´ticos.
Em 1983 Stephan Paneitz [10] introduziu um operador diferencial linear de quarta
ordem agindo sobre func¸o˜es suaves definidas em variedades pseudo-Riemannianas.
Mais tarde, em 1985 Thomas Branson [2] reconheceu que este operador descreve a
transformac¸a˜o conforme do que hoje e´ conhecido como a Q−curvatura e desta forma
sugere um problema ana´logo ao de Yamabe.
Dada (Mn, g) uma variedade Riemanniana de dimensa˜o n ≥ 3, a Q−curvatura e´
definida como
Qg = − 1
2(n− 1)∆gRg +
n3 − 4n2 + 16n− 16
8(n− 1)2(n− 2)2 R
2
g −
2
(n− 2)2 |Ricg|
2
g,
onde Rg e Ricg sa˜o a curvatura escalar e o tensor de Ricci da me´trica g, respectiva-
mente, e o operador de Paneitz e´ definido como
Pgu = ∆
2
gu+ divg
{(
(n− 2)2 + 4
2(n− 1)(n− 2)Rgg −
4
n− 2Ricg
)
(∇gu, .)
}
+
n− 4
2
Qgu.
O que Brason verificou e´ que se n 6= 4 enta˜o
Q
u
4
n−4 g
=
2
n− 4u
−n+4
n−4Pgu,
enquanto que para n = 4 tem-se
Q
u
4
n−4 g
= e2w (Pgw +Qg) .
Neste trabalho estamos interessados no caso em que n ≥ 5.
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O problema daQ−curvatura consiste em encontrar uma me´trica comQ−curvatura
constante na classe conforme de uma me´trica dada. Este problema e´ variacional no
sentido que pontos cr´ıticos do funcional
Q(g) = V ol(M, g) 4−nn
∫
M
Qgdvg
restrito a uma classe conforme sa˜o me´tricas de Q−curvatura constante, onde
V ol(M,u
4
n−4 g) =
∫
M
u
2n
n−4dvg.
Aqui aparecem treˆs dificuldades principais, a primeira e´ que em geral Q(g) na˜o e´
limitado inferior nem superiormente quando restrito a uma classe conforme, o que
implica que na˜o e´ fa´cil encontrar uma sequeˆncia de func¸o˜es (ui) tais que a sequeˆncia
(Q(u
4
n−4
i g)) convirja para um valor cr´ıtico. Ale´m disso, caso encontre esta sequeˆncia
aparece uma segunda dificuldade, a falta de compacidade do mergulho do espac¸o de
Sobolev W 2,2(M) ⊂ L 2nn−4 (M), que e´ apenas uma inclusa˜o cont´ınua. Como o funcio-
nal e´ invariante por escalar, podemos tomar uma sequeˆncia de func¸o˜es (ui) tais que
V ol(M,u
4
n−4
i g) = 1, pore´m pela falta de compacidade do mergulho de Sobolev po-
der´ıamos ter que ‖ui‖L2(M) → 0, e na˜o ter´ıamos conclusa˜o alguma. Finalmente, uma
terceira dificuldade e´ que mesmo que encontremos um ponto cr´ıtico para o funcional
Fg(u) =
∫
M
uPgudvg(∫
M
|u| 2nn−4dvg
)n−4
n
, (1)
na˜o existe em geral um princ´ıpio do ma´ximo para operadores diferenciais de quarta
ordem que garanta que o ponto cr´ıtico seja positivo. Note que se u e´ positivo enta˜o
Fg(u) = 2
n− 4Q(u
4
n−4 g).
Muitos resultados sa˜o conhecidos a respeito da existeˆncia de soluc¸a˜o para o pro-
blema da Q−curvatura constante. Pore´m, o objetivo principal deste trabalho e´ expor
com detalhes o resultado do artigo de Gursky-Malchiodi, A strong maximum principle
for the Paneitz operator and a non-local flow for the Q−curvature, [7], que prova o
seguinte resultado
Teorema Principal: Seja (Mn, g0) uma variedade Riemanniana compacta sem fron-
teira de dimensa˜o n ≥ 5 com curvatura escalar positiva e Q−curvatura semipositiva,
ou seja, Qg0 ≥ 0 e Qg0 > 0 em algum ponto. Enta˜o existe uma me´trica conforme
h = u
4
n−4 g0 com curvatura escalar positiva e Q−curvatura constante positiva.
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Inicialmente, sob as hipo´teses do teorema e´ provado um princ´ıpio do ma´ximo para
o operador de Paneitz e que ele e´ positivo. A partir da´ı e´ poss´ıvel definir um fluxo
na˜o local como {
∂u
∂t
= −u+ µP−1g0 (|u|
n+4
n−4 ),
u(·, 0) = 1,
onde
µ =
∫
M
uPg0udvg0∫
M
|u| 2nn−4dvg0
.
Em seguida, usando o princ´ıpio do ma´ximo e algumas estimativas integrais obtemos
a existeˆncia de uma soluc¸a˜o para o fluxo definida para todo t ≥ 0. O passo seguinte
e´ mostrar que e´ poss´ıvel extrair uma sequeˆncia de tempos (tj)j tais que a sequeˆncia
uj = u(·, tj) converge para uma soluc¸a˜o do problema. Para este fim mostra-se que
e´ poss´ıvel escolher uma me´trica inicial h na classe conforme de g0, com curvatura
escalar positiva e Q−curvatura semipositiva, para a qual a soluc¸a˜o do fluxo satisfaz∫
M
u2dvh ≥ c > 0,
para todo tempo, onde c na˜o depende de t. Para o caso de dimensa˜o n ≥ 8 e
na˜o localmente conformemente plana, isso e´ feito construindo uma func¸a˜o teste cujo
quociente de Paneitz Sobolev (1) e´ estritamente menor que a constante de Paneitz
Sobolev da esfera canoˆnica. Para o caso em que a dimensa˜o e´ n = 5, 6 ou 7 ou o caso
localmente conformemente plana mostra-se que a func¸a˜o de Green para o operador
de Paneitz e´ positiva, encontra-se uma expansa˜o local para ela e prova-se um teorema
da massa positiva. A partir da´ı constro´i-se uma func¸a˜o teste tal que o quociente
de Paneitz Sobolev (1) e´ estritamente menor que a constante de Paneitz Sobolev
da esfera canoˆnica. Finalmente o resultado e´ obtido usando Teoria de Regularidade
El´ıptica e os teoremas de compacidade dos espac¸os de Sobolev.
A dissertac¸a˜o esta´ organizada em cinco cap´ıtulos.
No cap´ıtulo 1 apresentamos as definic¸o˜es iniciais e resultados preliminares que
sera˜o utilizados ao longo do texto. Inicialmente definimos me´tricas Riemannianas e
o tensor curvatura bem como objetos geome´tricos e diferenciais: curvatura escalar,
tensor de Ricci, gradiente, hessiana, divergente e o laplaciano. Em seguida defini-
mos a Q−curvatura e o operador de Paneitz e encontramos algumas expanso˜es em
coordenadas normais conformes. Falamos brevemente sobre as func¸o˜es de Green do
laplaciano conforme e do operador de Paneitz. Finalmente definimos os espac¸os de
Sobolev, enunciamos os teoremas de compacidade, definimos operadores diferenciais
el´ıpticos e enunciamos o teorema de regularidade el´ıptica para operadores lineares
el´ıpticos de ordem par.
No cap´ıtulo 2 sob as hipo´teses do Teorema Principal mostramos um princ´ıpio do
ma´ximo para o operador de Paneitz e que o mesmo e´ positivo. Usando estes fatos
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mostramos que a func¸a˜o de Green do operador de Paneitz e´ positiva, encontramos uma
expansa˜o local para a func¸a˜o de Green em coordenadas normais conformes quando
a dimensa˜o e´ 5, 6 ou 7, ou a me´trica e´ localmente conformemente plana. O u´ltimo
resultado do cap´ıtulo e´ um teorema da massa positiva para o operador de Paneitz.
No cap´ıtulo 3 definimos o fluxo, mostramos a existeˆncia de soluc¸a˜o definida para
todo tempo e algumas propriedades que sera˜o fundamentais para a demonstrac¸a˜o do
resultado final.
O cap´ıtulo 4 e´ reservado para a construc¸a˜o da func¸a˜o teste, a qual e´ dividida
em dois casos. O caso em que a dimensa˜o e´ maior ou igual que 8 e a me´trica e´ na˜o
localmente conformemente plana, e o caso em que a dimensa˜o e´ 5, 6 ou 7 ou a me´trica
e´ localmente conformemente plana. No segundo caso, o Teorema da Massa Positiva
sera´ crucial para a construc¸a˜o da func¸a˜o teste.
Finalmente no cap´ıtulo 5 mostramos o Teorema Principal.
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Cap´ıtulo 1
Preliminares
Neste cap´ıtulo apresentaremos algumas definic¸o˜es ba´sicas da geometria Riemanniana,
bem como ferramentas de geometria e da ana´lise que sera˜o utilizadas ao longo do tra-
balho. Em todo trabalho usaremos a notac¸a˜o de Einstein que diz que ı´ndices repetidos
abaixo e acima representam somas variando de 1 ate´ a dimensa˜o da variedade, como
por exemplo,
aib
i =
n∑
i=1
aib
i.
Frequentemente utilizaremos as letras c e C, com ou sem ı´ndices, para representas
diferentes constantes mesmo que em uma mesma linha.
O material deste cap´ıtulo pode ser encontrado em [1], [3] e [11].
1.1 Me´tricas Riemannianas e o tensor curvatura
Aqui denotaremos por X (M) o conjunto de todos os campos de vetores suaves em
M e C∞(M) o conjunto de todas as func¸o˜es suaves definidas em uma variedade
diferencia´vel suave M .
Definic¸a˜o 1.1. Uma me´trica Riemanniana em uma variedade diferencia´vel M e´ um
tensor suave g do tipo (2,0) em M tal que em cada ponto p ∈ M , a aplicac¸a˜o gp :
TpM × TpM → R dada por
gp(u, v) := g(U, V )(p),
onde U, V ∈ X (M) sa˜o tais que U(p) = u e V (p) = v e´ um produto interno em TpM .
Teorema 1.2. Toda variedade diferencia´vel Hausdorff com base enumera´vel admite
uma me´trica Riemanniana.
Definic¸a˜o 1.3. Uma conexa˜o afim ∇ em uma variedade diferencia´vel e´ uma aplicac¸a˜o
∇ : X (M)×X (M)→ X (M),
que sera´ denotada por ∇XY := ∇(X, Y ), que satisfaz as seguintes propriedades
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(i) ∇fX+gYZ = f∇XZ + g∇YZ;
(ii) ∇X(Y + Z) = ∇XY +∇XZ;
(iii) ∇X(fY ) = (Xf)Y + f∇XY ;
para todo X, Y, Z ∈ X (M) e f, g ∈ C∞(M).
Teorema 1.4 (Levi-Civita). Dada uma variedade Riemanna (M, g) existe uma u´nica
conexa˜o afim ∇ satisfazendo as condic¸o˜es:
(i) [X, Y ] = ∇XY −∇YX (sime´trica);
(ii) Xg(Y, Z) = g(∇XY, Z) + g(X,∇XZ) (compat´ıvel com a me´trica).
Em um sistema de coordenadas definimos os s´ımbolos de Christoffel como
∇ ∂
∂xi
∂
∂xj
= Γkij
∂
∂xk
,
onde
Γkij =
1
2
gkm
(
∂gjm
∂xi
+
∂gim
∂xj
− ∂gij
∂xm
)
,
(gij) sa˜o as componentes da me´trica neste sistema de coordenadas e (g
ij) e´ sua inversa.
Dada uma variedade Riemanniana (M, g), o tensor curvatura do tipo (3, 1) e´
definido como
R(X, Y )Z = ∇X∇YZ −∇Y∇XZ −∇[X,Y ]Z,
onde X, Y, Z ∈ X (M) . Usando a me´trica, obtemos um tensor do tipo (4, 0) definido
como
R(X, Y, Z,W ) = 〈R(X, Y )Z,W 〉,
onde X, Y, Z,W ∈ X (M). Suas componentes em um sistema de coordenadas sa˜o
R
(
∂
∂xi
,
∂
∂xj
)
∂
∂xk
= Rmijk
∂
∂xm
e
Rijkl := R
(
∂
∂xi
,
∂
∂xj
,
∂
∂xk
,
∂
∂xl
)
= Rmijkgml.
Em coordenadas temos que
Rlijk =
∂
∂xi
Γljk −
∂
∂xj
Γlik + Γ
p
jkΓ
l
ip − ΓpikΓljp.
Proposic¸a˜o 1.5. Tem-se as seguintes propriedades para o tensor curvatura
(i) R(X, Y, Z,W ) = −R(Y,X, Z,W ) = R(Y,X,W,Z) = R(W,Z, Y,X)
2
(ii) R(X, Y, Z,W ) +R(X,Z,W, Y ) +R(X,W, Y, Z) = 0 (1a identidade de Bianchi)
para todo X, Y, Z,W ∈ X (M).
O tensor de Ricci e´ definido como
Ric(X, Y ) = tr (Z → R(Z,X)Y )
e a curvatura escalar e´ definida como
Rg := tr(Ricg) = g
ijRij,
onde Rij = g
klRkijl sa˜o as componentes do tensor de Ricci.
O tensor curvatura pode ser escrito como
R = Wg − Rg
2(n− 1)(n− 2)g ⊙ g +
1
n− 2Ricg ⊙ g
= Wg + Ag ⊙ g,
(1.1)
onde Wg e´ o tensor de Weyl,
Ag =
1
n− 2
(
Ricg − Rg
2(n− 1)g
)
(1.2)
e´ o tensor de Schouten e para todo tensor sime´trico A e B do tipo (2,0), ⊙ e´ o produto
de Kulkarni-Nomizu que e´ definido como
A⊙ B(X, Y, Z,W ) = A(X,W )B(Y, Z) + A(Y, Z)B(X,W )
−A(X,Z)B(Y,W )− A(Y,W )B(X,Z).
O tensor de Weyl tem as mesmas simetrias alge´bricas do tensor curvatura, Pro-
posic¸a˜o 1.5, todos os seus trac¸os sa˜o zero, incluindo gikWijkl = 0, e e´ identicamente
nulo para n = 3. Ale´m disso, o tensor de Weyl e´ conformemente invariante, isto e´
Wefg = e
fWg
para qualquer func¸a˜o suave f sobre M . Veja [3] para mais detalhes.
Uma variedade Riemanniana (M, g) e´ dita localmente conformemente plana se
para todo ponto p ∈M , existe um sistema de coordenadas em uma vizinhanc¸a U de
p tal que
gij = fδij,
para alguma func¸a˜o positiva f definida em U , onde δ e´ a me´trica Euclidiana. Pelo
Teorema de Uniformizac¸a˜o de Riemann, toda variedade Riemanniana de dimensa˜o 2
e´ localmente conformemente plana.
Proposic¸a˜o 1.6. Uma variedade Riemanniana (Mn, g) e´ localmente conformemente
plana com dimensa˜o n ≥ 4 se e somente se o tensor de Weyl e´ identicamente nulo.
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1.2 Operadores Diferencia´veis
Definic¸a˜o 1.7. Seja T um tensor de tipo (r, 0). A derivada covariante ∇T de T e´
um tensor de ordem (r + 1, 0) definido como
∇T(X1, . . . , Xr, X) := (∇XT)(X1, . . . , Xr) := X(T(X1, . . . , Xr))
−
r∑
k=1
T(X1, . . . ,∇XXk, . . . , Xr),
onde ∇ e´ a conexa˜o Riemanniana.
Se g e´ uma me´trica em uma variedade diferencia´vel com conexa˜o Riemanniana ∇,
enta˜o
∇g(X, Y, Z) = Z〈X, Y 〉 − 〈∇Z , Y 〉 − 〈X,∇ZY 〉.
Da´ı, ∇g ≡ 0.
Seja (M, g) uma variedade Riemanniana e ∇ sua conexa˜o Riemanniana.
Definimos o gradiente de uma func¸a˜o f ∈ C∞(M), como o u´nico campo de
vetores ∇gf em X (M) tal que
∇f(X) = g(∇gf,X).
Em coordenadas, temos que
∇gf = gij ∂f
∂xj
∂
∂xi
,
onde (gij) e´ a matriz inversa da matriz (gij). Aqui estamos utilizando a notac¸a˜o de
Einstein.
Definimos a Hessiana de f ∈ C∞(M) como o tensor do tipo (2, 0), denotado por
∇2f ou Hessf , como
∇2f(X, Y ) = Y (X(f))−∇YX(f).
Utilizando o fato que a conexa˜o e´ sime´trica, Teorema 1.4, mostra-se que a Hessiana
e´ um tensor sime´trico.
Definimos o divergente de um tensor A do tipo (r, 0) como o u´nico tensor do
tipo (r − 1, 0) dado por
divg(A)i1...ir−1 := g
jk∇jAki1...ir−1 .
O laplaciano de uma func¸a˜o f ∈ C∞(M) e´ definido como
∆gf = divg(∇gf) = trg∇2gf.
Em coordenadas temos
∆gf =
∑
i
(
∂2f
∂x2i
− Γkii
∂f
∂xk
)
=
1√
det g
∂
∂xi
(√
det ggij
∂f
∂xj
)
. (1.3)
4
Proposic¸a˜o 1.8. Sejam (M, g) uma variedade Riemanniana e ∇ sua conexa˜o Rie-
manniana. Enta˜o
(i) ∇mRijkl +∇kRijlm +∇lRijmk = 0 (2a identidade de Bianchi)
(ii) 2divgRicg = ∇Rg (2a identidade de Bianchi contra´ıda).
Teorema 1.9 (Fo´rmula de Bo¨chner-Weitzenbo¨ck). Seja (Mn, g) uma variedade Rie-
manniana de dimensa˜o n. Seja f ∈ C∞(M). Enta˜o
1
2
∆g(|∇gf |2) = |∇2f |2 + 〈∇gf,∇g(∆gf)〉+Ric(∇gf,∇gf). (1.4)
Demonstrac¸a˜o. Seja {ei} um referencial ortonormal, enta˜o
|∇gf |2 =
n∑
i=1
(∇if)2.
Da´ı,
∇i|∇gf |2 = 2
∑
i
∇if∇j∇if.
Assim,
1
2
∆g(|∇gf |2) = 1
2
∑
j
∇j∇j|∇gf |2 =
∑
j
∇j(∇if∇j∇if)
=
∑
i,j
(∇j∇if)2 +
∑
i,j
∇if∇j∇j∇if.
(1.5)
Pore´m ∑
i,j
(∇j∇if)2 = |∇2f |2. (1.6)
Pela identidade de Ricci,
∇j∇i∇jf = ∇i∇j∇jf −
∑
s
Rjijs∇sf,
e utilizando o fato que a Hessiana e´ sime´trica obtemos∑
i,j
∇if∇j∇j∇if =
∑
i,j
∇if∇j∇i∇jf
=
∑
i,j
∇if∇i∇j∇jf −
∑
i,j,s
∇if∇sfRjijs =
∑
i,j
∇if∇i∇j∇jf +
∑
i,s
∇if∇sfRsi
= 〈∇gf,∇g(∆gf)〉+Ric(∇gf,∇gf).
Desta u´ltima igualdade, de (1.5) e (1.6), obtemos o resultado.
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Corola´rio 1.10 (Fo´rmula Integral de Bo¨chner). Sejam (M, g) uma variedade com-
pacta sem fronteira e f uma func¸a˜o suave em M . Enta˜o∫
M
(∆gf)
2dvg =
∫
M
|∇2f |2dvg +
∫
M
Ric(∇gf,∇gf)dvg.
Demonstrac¸a˜o. Pelo Teorema da Divergeˆncia obtemos que∫
M
∆g(|∇gf |2)dvg = 0
e ∫
M
〈∇gf,∇g(∆gf)〉dvg = −
∫
M
(∆gf)
2dvg.
Logo, integrando a Fo´rmula de Bo¨chner-Weitzenbo¨ck obtemos o resultado.
1.3 A Q-curvatura e o Operador de Paneitz
Definic¸a˜o 1.11. A Q-curvatura de Branson e´ definida por
Qg = − 1
2(n− 1)∆gRg +
n3 − 4n2 + 16n− 16
8(n− 1)2(n− 2)2 R
2
g −
2
(n− 2)2 |Ricg|
2
= −∆gσ1(Ag) + 4σ2(A2) + n− 4
2
σ1(Ag)
2,
onde, para k ∈ {1, . . . , n}, a σk-curvatura e´ definida como
σk(Ag) :=
∑
1<i1≤...≤ik<n
λi1 . . . . .λik ,
ou seja, σk(Ag) e´ a k−e´sima func¸a˜o sime´trica dos autovalores de Ag. Note que
σ1(Ag) = trg(Ag) e σ2(Ag) =
1
2
(
(trgAg)
2 − |Ag|2
)
(1.7)
implicam que
σ1(Ag) =
Rg
2(n− 1) e σ2(Ag) =
n
8(n− 1)(n− 2)2R
2
g −
|Ricg|2
2(n− 2)2 . (1.8)
Definic¸a˜o 1.12. O operador de Paneitz e´
Pgu = ∆
2
gu+ divg
{(
4Ag − n− 2
2(n− 1)Rgg
)
(∇gu, .)
}
+
n− 4
2
Qgu
= ∆2gu+ divg {(4Ag − (n− 2)σ1(Ag)g) (∇gu, .)}+
n− 4
2
Qgu
= ∆2gu+ divg
{(
(n− 2)2 + 4
2(n− 1)(n− 2)Rgg −
4
n− 2Ricg
)
(∇gu, .)
}
+
n− 4
2
Qgu.
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Note que
divg{(4Ag − (n− 2)σ1(Ag)g)(∇u, ·)} =
= 4〈Ag,∇2u〉 − (n− 2)σ1(Ag)∆gu+ (6− n)〈∇σ1(Ag),∇u〉.
De fato, tome
T (v) = (4Ag − (n− 2)σ1(Ag)g)(∇u, v)
Logo,
Tj = T (
∂
∂xj
) = (4Ag − (n− 2)σ1(Ag)(g))(∇u, ∂∂xj )
= (4Ag − (n− 2)σ1(Ag)g)(gil∇iu ∂∂xl , ∂∂xj )
= 4gil∇iuAlj − (n− 2)σ1(Ag)∇ju.
Portanto, usando a segunda identidade de Bianchi contra´ıda 2gij∇iRjk = ∇kRg,
obtemos
div(T ) = gkj∇kTj = 4gilgkjAlj∇k∇iu+ 4gkjgil∇iu∇kAlj
−(n− 2)gkj∇kσ1(Ag)∇ju− (n− 2)gkjσ1(Ag)∇k∇ju
= 4〈Ag,∇2u〉+ 4
n− 2g
il∇iu
[
gkj∇kRlj
− 1
2(n− 1)g
kj∇kRgglj
]
− (n− 2)〈∇σ1(Ag),∇u〉
−(n− 2)σ1(Ag)∆gu
= 4〈Ag,∇2u〉+ 4
n− 2g
il∇iu
[
1
2
∇lRg − 1
2(n− 1)∇lRg
]
−(n− 2)〈∇σ1(Ag),∇u〉 − (n− 2)σ1(Ag)∆gu
= 4〈Ag,∇2u〉+ 4gil∇iu∇lσ1(Ag)− (n− 2)〈∇σ1(Ag),∇u〉
−(n− 2)σ1(Ag)∆gu
= 4〈Ag,∇2u〉+ (6− n)〈∇σ1(Ag),∇u〉 − (n− 2)σ1(Ag)∆gu.
Logo
Pgu = ∆
2
gu+ 4〈Ag,∇2u〉+ (6− n)〈∇σ1(Ag),∇u〉
−(n− 2)σ1(Ag)∆gu+ n− 4
2
Qgu.
(1.9)
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1.4 Geometria Conforme
Definic¸a˜o 1.13. Duas me´tricas g e g0 em uma variedade diferencia´vel M sa˜o ditas
conformes se existe uma func¸a˜o positiva suave f tal que g = fg0. O conjunto de todas
as me´tricas conformes a uma me´trica g0 e´ denotado por [g0].
Note que se g ∈ [g0], enta˜o podemos escrever g = eug0, onde u e´ uma func¸a˜o suave.
Proposic¸a˜o 1.14. Se g = e2fg0, enta˜o
(i) Ricg = Ricg0 − (n− 2)∇2g0f − (∆g0f + (n− 2)|∇g0f |2g0)g0 + (n− 2)df ⊗ df
(ii) Rg = e
−2f (Rg0 − 2(n− 1)∆g0f − (n− 1)(n− 2)|∇g0f |2g0)
Ale´m disso, se gˆ = u
4
n−4 g0, enta˜o
(iii) Rgˆ =
4(n− 1)
n− 2 u
−n+2
n−2Lg0(u),
onde
Lg0 = −∆g +
n− 2
4(n− 1)Rg0 .
Para uma prova ver [5].
Se gˆ = u
4
n−4 g0, enta˜o
Qgˆ =
2
n− 4u
−n+4
n−4Pg0u. (1.10)
A demonstrac¸a˜o e´ um longo ca´lculo o qual omitiremos aqui.
De (1.10) obtemos
2
n− 4(uv)
−n+4
n−4Pg0(uv) = Q(uv)
4
n−4 g0
= Q
v
4
n−4 gˆ
=
2
n− 4v
−n+4
n−4Pgˆv.
Logo,
Pgˆ(v) = u
−n+4
n−4Pg0(uv). (1.11)
Analogamente, mostramos que
L
u
4
n−2 g0
(v) = u−
n+2
n−2Lg0(uv).
Teorema 1.15 (Coordenadas normais conformes). Sejam (M, g0) uma variedade Ri-
emanniana e p ∈M . Para cada nu´mero inteiro N ≥ 2 existe uma me´trica g conforme
a g0 sobre M tal que
det gij = 1 +O(|x|N),
em coordenadas normais em p na me´trica g. Nessas coordenadas, se N ≥ 5, a
curvatura escalar de g satisfaz Rg = O(|x|2) e ∆gRg = −1
6
|Wg|2g em p, onde Wg e´ o
tensor de Weyl.
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Como colora´rio da demonstrac¸a˜o do Teorema 1.15 em [9] temos que
Corola´rio 1.16. Se g e´ a me´trica dada pelo Teorema 1.15, temos
(i) Rij(0) = 0;
(ii) Rg(0) = 0;
(iii) ∇gRg(0) = 0;
(iv) (∇kRij +∇iRjk +∇jRki)(0) = 0;
(v) (∇k∇lRij +∇l∇iRjk +∇i∇jRkl +∇j∇kRli)(0) = 0.
Corola´rio 1.17. Em coordenadas normais conformes, tem-se as seguintes expanso˜es
para o tensor de Schouten (1.2) e para a Q−curvatura, Definic¸a˜o 1.11:
(i) Aij(0) = 0;
(ii) (∇kAij +∇iAjk +∇jAik)(0) = 0;
(iii) ∇k∇lAij(0)xkxlxixj = − r
2
(n− 2)∇k∇lσ1(0)x
kxl;
(iv) Qg =
1
12(n− 1) |Wg|
2(0) +O(r).
Demonstrac¸a˜o. Temos que (i) e (ii) segue diretamente da definic¸a˜o do tensor de
Schouten e do Corola´rio 1.16. Para ver (iv), basta expandir Qg em se´rie de Taylor e
usar o Teorema 1.15 e o Corola´rio 1.16,
Qg = Qg(0) +O(r) = − 1
2(n− 1)∆gRg(0)
+c1(n)R
2
g(0)− c2(n)|Ricg(0)|2 +O(r)
= − 1
2(n− 1)
[
−1
6
|Wg|2(0) +O(r)
]
,
onde c1(n) e c2(n) sa˜o constantes que dependem somente da dimensa˜o de M . E para
(iii), note que
gijx
ixj = 〈ei, ej〉 · xixj = 〈xiei, xjej〉 = 〈x, x〉 = r2. (1.12)
Logo de (1.8) temos
− 1
2(n− 1)∇k∇lRg˜gijx
kxlxixj = − r
2
n− 2∇k∇lσ1(0)x
kxl
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e do item (v) do Corola´rio 1.16 temos
1
n− 2∇k∇lRij(0)x
kxlxixj =
=
1
4(n− 2)(∇k∇lRij +∇l∇iRjk +∇i∇jRkl +∇j∇kRli)(0) · x
kxlxixj = 0.
Portanto,
∇k∇lAij(0)xkxlxixj = − r
2
n− 2∇k∇lσ1(0)x
kxl.
Lema 1.18. Seja g a me´trica dada pelo Teorema 1.15, para algum N ≥ 2. Em
coordenadas normais, se u e´ uma func¸a˜o radial com respeito a um ponto p ∈ M
enta˜o tem-se as seguintes expanso˜es:
∇i∇ju = xixj
r2
u′′ − xixj
r3
u′ +
δij
r
u′ +O(r)|u′|; (1.13)
∆gu = u
′′ +
n− 1
r
u′ +O′′(rN−1)u′; (1.14)
∆2gu = ∆
2
0u+O(r
N−1)u′′′ +O(rN−2)u′′ +O(rN−3)u′, (1.15)
onde N ≥ 5, ∆0 denota o laplaciano Euclidiano e r(q) = dg(p, q).
Demonstrac¸a˜o. Seja (r, θ) coordenadas polares com polo p ∈ M . Temos que as
coordenadas polares sa˜o dadas por ϕ(r, θ) = expp(rθ), onde θ ∈ Sn−1. Ale´m disso, a
matriz da me´trica nessas coordenadas e´ da forma
(g˜ij) =
(
1 0
0 (gij)
)
.
Se g˜ij sa˜o as componentes de g em coordenadas polares e gij as componentes de g em
coordenadas normais, enta˜o
√
det g˜ij = r
n−1
√
det gij.
Da´ı
log
√
det g˜ij = log
√
det gij + (n− 1) log r
o que implica
∂
∂r
log
√
det g˜ij =
∂
∂r
log
√
det gij +
n− 1
r
.
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Pela fo´rmula do Laplaciano em coordenadas (1.3), comec¸ando em coordenadas polares
obtemos
∆gu =
1√
det(g˜ij)
∂
∂xi
(√
det(g˜ij)g˜
ij ∂u
∂xj
)
=
1√
det(g˜ij)
∂
∂r
(√
det(g˜ij)
∂u
∂r
)
+
1√
det(g˜ij)
∂
∂θi
(√
det(g˜ij)g˜
ij ∂u
∂θj
)
=
1√
det(g˜ij)
∂
∂r
(√
det(g˜ij)
∂u
∂r
)
= u′′ +
∂
∂r
log
√
det(g˜ij)u
′
= u′′ +
n− 1
r
u′ + u′
∂
∂r
log
√
det(gij),
(1.16)
onde na terceira igualdade utilizamos o fato que u na˜o depende de θ. Pelo Teorema
1.15
det g˜ = 1 +O(3)(rN),
Da´ı, como
∂r log
√
det g˜ =
1
2
∂r log det g˜ =
1
2
∂r det g˜
det g˜
,
temos que
∂r log
√
det g˜ = O′′(rN−1).
Substituindo isso em (1.16), chegamos a (1.14). Para (1.15), primeiro note que
∆20u = ∆0(u
′′) + (n− 1)∆0(u′/r)
= u(iv) +
n− 1
r
u′′′ + (n− 1)
((u
r
)′′
+
n− 1
r
(u
r
)′)
= u(iv) +
n− 1
r
u′′′
+(n− 1)
(
r2u′′′ + 2u′′ − 2ru′′
r3
+
n− 1
r
ru′′ − u′′
r2
)
.
(1.17)
Por (1.14)
∆2gu = ∆gu
′′ + (n− 1)∆g
(
u′
r
)
+∆g(O(r
N−1)u′),
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logo
∆2gu = u
(iv) +
n− 1
r
u′′′ +O(rN−1)u′′ + (n− 1)
(
r2u′′′ + 2u′ − 2ru′′
r3
+
+
n− 1
r
ru′′ − u′′
r2
+O(rN−1)
ru′′ − u′
r2
)
+O(rN−3)u′ +O(rN−2)u′′+
+O(rN−1)u′′′ +
n− 1
r
(
O(rN−2)u′ +O(rN−1)u′′
)
= ∆20 +O(r
N−1)u′′′ +O(rN−2)u′′ +O(rN−3)u′.
Em coordenadas normais, gij = δij +O(r
2) e gij = δij +O(r
2). Assim
Γkij =
1
2
gkm
(
∂gjm
∂xi
+
∂gim
∂xj
− ∂gij
∂xm
)
= O(r).
Da´ı,
∂lΓ
k
ij = O(1).
Como u e´ radial temos que
∂iu = u
′xi
r
e
∂j∂iu = ∂j
(
u′
xi
r
)
= u′′
xixj
r2
+ u′
−xj
r
xi + rδij
r2
= u′′
xixj
r2
− u′xixj
r3
+ u′
δij
r
.
Portanto
∇i∇ju = ∂i∂ju+ Γkijuk
= ∂i∂ju+O(r)|u′|
= u′′
xixj
r2
− u′x
ixj
r3
+ u′
δij
r
+O(r)|u′|.
Como quer´ıamos demonstrar.
Corola´rio 1.19. O Laplaciano Euclidiano em coordenas polares (r, θ) e´ dado por
∆0f =
∂2f
∂r2
+
n− 1
r
∂f
∂r
+
1
r2
∆θf.
Lema 1.20. Se u e´ radial, enta˜o em coordenadas normais conformes tem-se
Pgu = ∆
2
0u+∇k∇lσ1(Ag)(0)xkxlQ(u) +
n− 4
24(n− 1) |W |
2(0)u+O(r3)|u′′|
+ O(r2)|u′|+O(r)u+O(rN−1)u′′′ +O(rN−2)u′′ +O(rN−3)u′,
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onde
Q(u) =
u′
r
(
2(n− 1)
(n− 2) −
(n− 1)(n− 2)
2
+ 6− n
)
− u′′
(
(n− 2)
2
+
2
n− 2
)
e N pode ser tomado ta˜o grande quanto se queira.
Demonstrac¸a˜o. Aqui vamos utilizar a expressa˜o (1.9).
Expandindo em se´rie de Taylor e usando o Teorema 1.15 e o Corola´rio 1.17, obte-
mos que em um referencial ortonormal, temos
〈Ag,∇2u〉 =
(
Aij(0) +∇kAij(0)xk + 1
2
∇k∇lAij(0)xkxl +O(r3)
)
∇i∇ju
=
(
∇kAij(0)xk + 1
2
∇k∇lAij(0)xkxl +O(r3)
)
×
((
δij
r
− x
ixj
r3
)
u′ +
xixj
r2
u′′ +O(r)|u′|
)
,
onde na u´ltima igualdade utilizamos (1.13) que tambe´m e´ verdade em um referencial
ortonormal. Assim
〈Ag,∇2u〉 = I + II + III + IV + V,
onde
I = ∇kAij(0)xk δ
ij
r
u′
II = ∇kAij(0)xk
(
xixj
r2
u′′ − x
ixj
r3
u′
)
,
III =
1
2
∇k∇lAij(0)xkxl δ
ij
r
u′,
IV =
1
2
∇k∇lAij(0)xkxl
(
xixj
r2
u′′ − x
ixj
r3
u′
)
e
V = O(r3)∇i∇ju+ (∇kAij(0)xk + 1
2
∇k∇lAij(0)xkxl)×O(r)|u′|.
Note que, como ∇kRg(0) = 0 e Aijδij = σ1(Ag), enta˜o
I = ∇kAij(0)xk δ
ij
r
u′ =
∇kRg(0)
2(n− 1)
xk
r
= 0.
Agora temos que, permutando os ı´ndices e usando o item (ii) do Corola´rio 1.17,
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chegamos em
II = ∇kAij(0)xkxixj
(
u′′
r2
− u
′
r3
)
=
1
3
∇iAkj(0)xixkxj
(
u′′
r2
− u
′
r3
)
+
1
3
∇jAik(0)xjxixk
(
u′′
r2
− u
′
r3
)
+
1
3
∇kAji(0)xkxjxi
(
u′′
r2
− u
′
r3
)
=
1
3
xixjxk
(
u′′
r2
− u
′
r3
)
(∇iAkj +∇jAik +∇kAji) (0) = 0.
Como Aijδ
ij = σ1(Ag), enta˜o
III =
1
2
∇k∇lAij(0)xkxl δ
ij
r
u′ =
1
2
∇k∇lσ1(Ag)(0)xkxlu
′
r
.
Permutando os ı´ndices duas vezes, usando o item (v) do Corola´rio 1.16 e (1.12),
obtemos
IV =
1
2
∇k∇lAij(0)xkxl
(
xixj
r2
u′′ − x
ixj
r3
u′
)
=
1
2
∇k∇lAij(0)xkxlxixj
(
u′′
r2
− u
′
r3
)
=
1
8
xkxlxixj
(
u′′
r2
− u
′
r3
)
(∇k∇lAij +∇l∇iAjk +∇i∇jAkl +∇j∇kAli) (0)
=
1
8(n− 2)x
kxlxixj
(
u′′
r2
− u
′
r3
)(
∇k∇l
(
Rij − 1
2(n− 1)Rggij
)
+
+∇l∇i
(
Rjk − 1
2(n− 1)Rggjk
)
+∇i∇j
(
Rkl − 1
2(n− 1)Rggkl
)
+
+∇j∇k
(
Rli − 1
2(n− 1)Rggli
))
(0)
=
1
8(n− 2)x
kxlxixj
(
u′′
r2
− u
′
r3
)(
∇k∇lRij +∇l∇iRjk +∇i∇jRkl+
+∇j∇kRli
)
(0)− 1
4(n− 1)(n− 2)x
kxlxixj
(
u′′
r2
− u
′
r3
)
(∇k∇lRggij) (0)
= − r
2
2(n− 2)∇k∇lσ1(Ag)(0)x
kxl
(
u′′
r2
− u
′
r3
)
= − 1
2(n− 2)∇k∇lσ1(Ag)(0)x
kxl
(
u′′ − u
′
r
)
.
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Finalmente por (1.13) obtemos
V = O(r3)∇i∇ju+ (∇kAij(0)xk + 1
2
∇k∇lAij(0)xkxl)×O(r)|u′|
= O(r3)
[
u′′
xixj
r2
+ u′
(
δij
r
− x
ixj
r3
)]
+O(r2)|u′|
= O(r3)(u′′O(1) + u′O(r−1)) +O(r2)|u′|
= |u′′|O(r3) + |u′|O(r2).
Logo,
4〈Ag,∇2u〉 = 2
n− 2∇k∇lσ1(Ag)(0)x
kxl
[
(n− 1)u
′
r
− u′′
]
+O(r3)|u′′|+O(r2)|u′|.
Expandindo Rg em se´rie de Taylor, temos
Rg = Rg(0) +∇kRg(0)xk + 1
2
∇k∇lRg(0)xkxl +O(r3). (1.18)
Assim, como os dois primeiros termos sa˜o nulos pelo Corola´rio 1.16 e (1.14) temos
que
−(n− 2)σ1(Ag)∆gu = − (n− 2)
2(n− 1)
(
1
2
∇k∇lRg(0)xkxl +O(r3)
)
×
×
[
u′′ +
(
n− 1
r
+O(rN−1)
)
u′
]
= −(n− 2)
(
1
2
∇k∇lσ1(Ag)(0)xkxl +O(r3)
)
×
×
[
u′′ +
(
n− 1
r
+O(rN−1)
)
u′
]
= −n− 2
2
u′′∇k∇lσ1(Ag)(0)xkxl
−(n− 2)(n− 1)
2
∇k∇lσ1(Ag)(0)xkxlu
′
r
−n− 2
2
u′∇k∇lσ1(Ag)(0)xkxlO(rN−1)
+O(r3)|u′′|+O(r2)|u′|+O(rN+2)|u′|
= −n− 2
2
∇k∇lσ1(Ag)(0)xkxl
[
u′′ + (n− 1)u
′
r
]
+O(r2)|u′|+O(r3)|u′′|.
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Ale´m disso, expandindo ∇lσ1(Ag) e utilizando o fato que ∇kRg(0) = 0 para todo k,
obtemos que em uma base ortonormal
〈∇σ1(Ag),∇u〉 = ∇jσ1(Ag)∇ju
= ∇jσ1(Ag)x
j
r
u′
= (∇k∇jσ1(Ag)(0)xk +O(r2))x
j
r
u′
= ∇k∇jσ1(Ag)(0)xkxj u
′
r
+O(r2)|u′|.
Portanto, usando o Lema 1.18 e (1.9), somando as parcelas obtemos
Pgu = ∆
2
0u+O(r
N−1)u′′′ +O(rN−2)u′′ +O(rN−3)u′
+(6− n)∇k∇lσ1(A)(0)xkxlu
′
r
+O(r2)|u′|+O(r3)|u′′|
−n− 2
2
∇k∇lσ1(A)(0)xkxl
[
u′′ + (n− 1)u
′
r
]
+O(r2)|u′|
+
2
n− 2∇k∇lσ1(0)x
kxl
[
(n− 1)u
′
r
− u′′
]
+O(r3)|u′′|
−(n− 4)
2
1
2(n− 1)
[
−1
6
|W |2(0)u+O(r)
]
+O(r2)|u′|
= ∆20u+∇k∇lσ1(0)xkxl
[
(6− n)u
′
r
− n− 2
2
(
u′′ + (n− 1)u
′
r
)
+
2
n− 2
(
(n− 1)u
′
r
− u′′
)]
+
n− 4
24(n− 1) |W |
2(0)u+O(r3)|u′′|
+O(r)u+O(rN−1)u′′′ +O(rN−2)u′′ +O(rN−3)u′ +O(r2)|u′|
= ∆20u+∇k∇lσ1(0)xkxl
[
u′
r
(
2(n− 1)
(n− 2) −
(n− 1)(n− 2)
2
+ 6− n
)
−u′′
(
(n− 2)
2
+
2
(n− 2)
)]
+
n− 4
24(n− 1) |W |
2(0)u+O(r3)|u′′|
+O(r2)|u′|+O(r)u+O(rN−1)u′′′ +O(rN−2)u′′ +O(rN−3)u′,
donde segue o resultado.
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1.5 Func¸o˜es de Green
Considere em Rn\{0} a func¸a˜o Γ, definida por
Γ(x) =


− 1
(n− 2)ωn−1 |x|
2−n, se n ≥ 3
1
2π
log |x|, se n = 2,
onde ωn e´ o volume da esfera unita´ria S
n. Note que ∆Γ(x) = 0. Γ e´ dita uma soluc¸a˜o
fundamental do Laplaciano.
Seja (Mn, g) uma variedade Riemanniana compacta sem fronteira e q ∈ C∞(M).
Considere o operador L = ∆g + q.
Definic¸a˜o 1.21. Dado p ∈ M , uma func¸a˜o Gp ∈ C∞(M\{p}) satistafzendo as se-
guintes condic¸o˜es
(i) LGp(x) = 0, para todo x ∈M\{p},
(ii) Gp(x) = Γ(x− p) +O(|x− p|3−n), para x pro´ximo de p
e´ dita func¸a˜o de Green de L com singularidade (ou polo) em p ∈M .
Seja Bε(p) a bola com centro em p e raio ε > 0. Dada uma func¸a˜o f ∈ C∞(M)
obtemos pelo Teorema da Divergeˆncia e por (i) da definic¸a˜o acima que
∫
M\Bε(p)
Gp(x)Lf(x)dvg =
∫
M\Bε(p)
LGp(x)f(x)dvg
−
∫
∂Bε(p)
(
Gp(x)
∂f
∂r
(x)− ∂G
∂r
(x)f(x)
)
dvg
= −
∫
∂Bε(p)
(
Gp(x)
∂f
∂r
(x)− ∂G
∂r
(x)f(x)
)
dvg.
Note que em ∂Bε(p) temos
Gp(x)
∂f
∂r
(x) = O(ε2−n),
o que implica
lim
ε→0
∫
∂Bε(p)
Gp(x)
∂f
∂r
(x)dvg = 0.
Ale´m disso, em ∂Bε(p)
∂Gp
∂r
(x)f(x) = (an|x|1−n +O(|x|2−n)) (f(p) +O(|x|))
= anε
1−nf(p) +O(ε2−n),
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onde an = ω
−1
n−1. Da´ı∫
∂Bε(p)
∂Gp
∂r
(x)f(x)dωε = anε
1−nf(p)
∫
∂Bε(p)
dωε +
∫
∂Bε(p)
O(ε2−n)dωε.
Agora veja que
vol(∂Bε(p)) =
∫
∂Bε(p)
dωε =
∫
Sε(p)
√
det g˜dω˜ε =
∫
S1(p)
εn−1
√
det g˜(εx)dω˜1,
onde g˜ e´ a me´trica induzida em ∂Bε(p). Como g˜ = δ + O(|x|2), enta˜o
√
det g˜ =
1 +O(|x|). Assim,
vol(∂Bε(p)) = ωn−1ε
n−1 +O(εn)
e ∫
∂Bε(p)
O(ε1−n)dωε =
∫
Sε(p)
√
det g˜O(ε1−n)dω˜ε
=
∫
S1(p)
εn−1
√
det g˜(εx)O(ε2−n)dω˜1
=
∫
S1(p)
√
det g˜(εx)O(ε)dω˜1
= O(ε).
Logo
lim
ε→0
∫
∂Bε(p)
∂Gp
∂r
(x)f(x)dωε = an−1ωn−1f(p) = f(p).
Portanto ∫
M\{p}
GpL(f)dvg = f(p).
Neste caso dizemos que LGp = δp, onde δp e´ a massa de Dirac em p.
Teorema 1.22. Seja L = ∆g + q : C
2,α(M) −→ C0,α(M), onde q ∈ C∞(M). Se L e´
invert´ıvel, enta˜o existe func¸a˜o de Green de L.
Considere o Laplaciano conforme
Lg = −∆g + n− 2
4(n− 1)Rg.
Se Rg > 0, enta˜o Lg e´ invert´ıvel, e portanto do Teorema 1.22, segue que Lg possui uma
func¸a˜o de Green. A respeito da func¸a˜o de Green para Lg temos a seguinte expansa˜o
Proposic¸a˜o 1.23 (Lee-Parker [9]). Seja Gp a func¸a˜o de Green de Lg com polo em
p. Em coordenadas normais conformes {xi} em p, Gp tem a seguinte expansa˜o
Gp(x) = |x|2−n
(
1 +
4∑
k=1
ψk(x)
)
+ c log |x|+O(1),
onde ψk sa˜o polinoˆmios homogeˆneos de grau k e o termo do log so´ aparecem se n e´
par. Ale´m disso,
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(i) se n = 3, 4, 5 ou M e´ conformemente plana em uma vizinhanc¸a de p,
Gp = |x|2−n + A+O(r),
onde A e´ uma constante;
(ii) se n = 6,
Gp = |x|2−n − 1
288a
|Wg(p)|2 log r +O(1);
(iii) se n ≥ 7,
Gp = |x|2−n
[
1 +
1
12a(n− 4)
( |x|4
12(n− 4) |W (p)|
2 − ∂
2Rg
∂xj∂xi
(p)xixj|x|2
)]
+O(r7−n).
Agora, para o bilaplaciano, temos que ∆2|x|4−n = 0, em Rn\{0} com n ≥ 5.
Definic¸a˜o 1.24. Dado p ∈ M , uma func¸a˜o Gp ∈ C∞(M\{p}) satisfazendo as se-
guintes condic¸o˜es
(i) PgGp = 0 em M\{p}
(ii) Gp(x) =
1
(n− 2)(n− 4)ωn−1 |x|
4−n +O(|x|5−n) para x pro´ximo de p,
e´ dita func¸a˜o de Green de Pg com singularidade (ou polo) em p ∈M .
Da mesma forma que no caso anterior, obtemos∫
M\{p}
GpPg(f)dvg = f(p), para todo f ∈ C∞(M).
Assim, podemos escever PgGp = δp. Ale´m disso, temos
Teorema 1.25. Se Pg : C
4,α(M) −→ C0,α(M) e´ invert´ıvel, enta˜o existe uma func¸a˜o
de Green de Pg.
1.6 Espac¸os de Sobolev
Agora falaremos sobre os espac¸os de Sobolev, e dos teoremas de mergulho de Sobolev,
para mais detalhes ver [12] e [9].
Sejam (Mn, g) uma variedade Riemanniana compacta com elemento de volume
dvg e p ≥ 1. Definimos
Lp(M) = {u :M → R integra´vel; ||u||p <∞},
onde
||u||p =
(∫
M
|u|pdvg
) 1
p
.
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Aqui estamos considerando duas func¸o˜es que coincidem q.t.p. como iguais. Desta
forma, uma func¸a˜o em Lp(M) e´ uma classe de equivaleˆncia de func¸o˜es que coincidem
q.t.p.
Agora, considere k ∈ N, e p ≥ 1. Definimos o espac¸o W k,p(M) como sendo o
completamento com respeito a norma || · ||Wk,p(M) do espac¸o C∞(M) em Lp(M), onde
||u||p
Wk,p(M)
=
k∑
i=0
||∇ku||pp.
Lema 1.26. Seja (M, g) uma variedade Riemannaiana compacta sem fronteira. De-
fina a seguinte norma
‖u‖2W 2,2(M),1 = ‖∆gu‖22 + ‖∇u‖22 + ‖u‖22.
Enta˜o as normas ‖u‖W 2,2(M),1 e ‖u‖W 2,2(M) sa˜o equivalentes.
Demonstrac¸a˜o. Pela Fo´rmula Integral de Bo¨chner, Corola´rio 1.10, temos que
‖u‖2W 2,2(M) =
∫
M
(|∇2u|2 + |∇u|2 + u2) dvg
=
∫
M
(
(∆gu)
2 −Ricg(∇gu,∇gu) + |∇u|2 + u2
)
dvg
≤
∫
M
(
(∆gu)
2 + k|∇u|2 + |∇u|2 + u2) dvg
≤ c‖u‖2W 2,2(M),1,
onde Ric ≥ −k, para alguma constante positiva k.
Note que pela Desigualdade de Cauchy-Schwartz obtemos
(∆gu)
2 = g(∇2u, g)2 ≤ n|∇2u|2.
Da´ı
‖u‖2W 2,2(M),1 =
∫
M
(
(∆gu)
2 + |∇u|2 + u2) dvg ≤ c
∫
M
(|∇2u|2 + |∇u|2 + u2) dvg.
Disto segue o resultado.
Seja (E, ||.||) um espac¸o de Banach. Dizemos que xi converge fracamente para x e
escrevemos xi ⇀ x, se ϕ(xi) converge para ϕ(x), para todo ϕ ∈ E ′, onde E ′, denota o
espac¸o dual de E. Como o espac¸oW 2,2(M) e´ reflexivo, ja´ que e´ um espac¸o de Hilbert,
podemos reescrever esta definic¸a˜o da seguinte maneira: se (ui)i e´ uma sequeˆncia em
W 2,2 que converge fracamente para u ∈ W 2,2, enta˜o
lim
i→∞
∫
M
(∆gui∆gϕ+ 〈∇ui,∇ϕ〉+ uiϕ) dvg =
∫
M
(∆gu∆gϕ+ 〈∇u,∇ϕ〉+ uϕ) dvg,
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para todo ϕ ∈ W 2,2(M).
Seja Ω ⊂ Rn um domı´nio limitado. Dado 0 < α < 1, defina
‖f‖Ck,α(Ω) = ‖f‖Ck(Ω) + sup
x, y ∈ Ω
x 6= y
|Dkf(x)−Dkf(y)|
|x− y|α
e
Ck,α(Ω) = {f ∈ Ck(Ω); ‖f‖Ck,α(Ω) <∞}.
Dada uma variedade Riemanniana compacta sem fronteira (M, g). Considere
um nu´mero finito de cartas coordenadas (Ui, ϕi) tais que B2(0) = ϕ
−1(Ui) e M =⋃
i
ϕi(B1(0)).
Defina
‖f‖Ck,α(M) =
∑
i
‖f ◦ ϕi‖Ck,α(B1(0)).
Lema 1.27. As normas geradas por duas famı´lias finitas de cartas coordenadas em
M sa˜o equivalentes.
Definic¸a˜o 1.28. Sejam k ∈ N e α ∈ (0, 1). Defina o espac¸o de Ho¨lder em M como
Ck,α(M) = {f ∈ Ck(Ω); ‖f‖Ck,α(M) <∞}.
Teorema 1.29 (Teorema de Compacidade). Seja (M, g) uma variedade Riemanniana
de dimensa˜o n.
1. W k,q(M) ⊂ Lr(M), se 1
r
≥ 1
q
− k
n
. (Inclusa˜o cont´ınua).
2. (Kondrakov) W k,q(M) ⊂⊂ Lr(M), se 1
r
> 1
q
− k
n
. (Inclusa˜o compacta).
3. W k,q(M) ⊂ Cr,α(M), se 1
q
≤ k−r−α
n
e α ∈ (0, 1). (Inclusa˜o cont´ınua).
1.7 Operadores Diferenciais El´ıpticos
Agora falaremos um pouco sobre operadores diferencias el´ıpitcos. Para mais detalhes
ver [1].
Definic¸a˜o 1.30. Seja (Mn, g) uma variedade Riemanniana. Um operador diferencial
linear parcial A(u) de ordem 2m sobre M, escrito numa carta local (U, ϕ), e´ da forma
A(u) =
2m∑
l=0
ai1...il∇ii∇ilu,
onde ai1...il sa˜o func¸o˜es suaves em U e u ∈ C2m(M). Os termos de ordem 2m sa˜o
ditos a parte principal.
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O operador e´ dito el´ıptico em um ponto x ∈ U , se existe λ(x) ≥ 1, tal que para
todos os vetores v
||v||2mλ−1(x) ≤ ai1...i2mvi1 · · · vi2m ≤ λ(x)||v||2m. (1.19)
Dizemos que o operador e´ uniformemente el´ıptico, se e´ poss´ıvel tomar λ(x) em
(1.19) constante.
O Laplaciano e o bilaplaciano em uma variedade Riemanniana sa˜o operadores
diferenciais el´ıpticos lineares de segunda e quarta ordem, respectivamente. Portanto,
o operador de Paneitz 1.9, e´ um operador el´ıptico. Para o Laplaciano temos o seguinte
princ´ıpio do ma´ximo
Teorema 1.31 (Princ´ıpio do Ma´ximo Forte). Sejam (M, g) uma variedade Rieman-
niana conexa, h uma func¸a˜o suave na˜o negativa e u ∈ C2(M) satisfazendo
(−∆g + h)u ≥ 0.
Se u atinge seu mı´nimo m ≤ 0, enta˜o u e´ constante sobre M .
Como o operador de Paneitz e´ de quarta ordem, um princ´ıpio do ma´ximo ana´logo
na˜o e´ imediato.
1.7.1 Soluc¸o˜es Fracas
Seja A um operador diferencial linear de ordem 2m definido sobre uma variedade
Riemanniana M , com ou sem bordo. Se f ∈ Lp(M) e os coeficientes de A sa˜o
mensura´veis e localmente limitados, dizemos que uma func¸a˜o u ∈ W 2m,p(M) e´ uma
soluc¸a˜o forte em Lp, no sentido de A(u) = f , se existe uma sequeˆncia {ui}i de func¸o˜es
em C∞(M) tal que ui → u em W 2m,p(M) e A(ui)→ f em Lp(M).
Definic¸a˜o 1.32. Se A e´ um operador diferencial linear em M , dizemos que u ∈
L1(M) satisfaz A(u) = f no sentido fraco ou no sentido de distribuic¸a˜o, se para toda
func¸a˜o suave de suporte compacto ϕ, tem-se que∫
M
uA∗(ϕ)dvg =
∫
M
fϕdvg,
onde A∗ e´ a adjunta formal de A, obtida de A por integrac¸a˜o por partes.
Observe que da definic¸a˜o do operador de Paneitz segue imediatamente que ele e´
autoadjunto com respeito ao produto interno de L2(M).
Teorema 1.33. Seja Ω ⊂ Rn e A um operador linear el´ıptico em Ω de ordem 2m
com coeficientes suaves. Suponha que u e´ uma soluc¸a˜o fraca da equac¸a˜o Au = f ,
com f ∈ Ck,α(Ω). Enta˜o u ∈ Ck+2m,α(Ω), com 0 < α < 1. Se f ∈ W k,p(Ω), com
1 < p <∞, enta˜o u ∈ W k+2m,p(Ω).
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Cap´ıtulo 2
O Operador de Paneitz e sua
Func¸a˜o de Green
Neste cap´ıtulo iremos mostrar um princ´ıpio do ma´ximo para o operador de Paneitz e
supondo que a curvatura escalar e´ na˜o negativa e a Q−curvatura e´ semipositiva, isto
e´, Qg ≥ 0 e Qg > 0 em algum ponto, existe uma func¸a˜o de Green para Pg. Ale´m disso
encontramos uma expansa˜o para esta func¸a˜o de Green e mostramos um teorema da
massa positiva.
2.1 Princ´ıpio do Ma´ximo
Lema 2.1. Seja (Mn, g) uma variedade Riemanniana compacta sem fronteira de
dimensa˜o n ≥ 5. Suponha que
(i) Qg e´ semipositiva,
(ii) A curvatura escalar Rg ≥ 0.
Enta˜o a curvatura escalar e´ estritamente positiva.
Demonstrac¸a˜o. Por definic¸a˜o
Qg = − 1
2(n− 1)∆gRg + c(n)R
2
g −
2
(n− 2)2 |Ricg|
2, (2.1)
onde c(n) e´ um contante positiva que so´ depende da dimensa˜o de M .
Como Qg e´ na˜o negativa, segue que
1
2(n− 1)∆gRg ≤ c(n)R
2
g −
2
(n− 2)2 |Ricg|
2 ≤ c(n)R2g. (2.2)
Pelo Princ´ıpio do Ma´ximo Forte, Teorema 1.31, Rg > 0 ou Rg ≡ 0. No u´ltimo
caso, por (2.1) temos
Qg = −c2(n)|Ricg|2 ≤ 0, (2.3)
que e´ uma contradic¸a˜o, ja´ que Qg e´ positiva em algum ponto.
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Teorema 2.2. Seja (Mn, g) uma variedade Riemanniana compacta sem fronteira de
dimensa˜o n ≥ 5. Suponha
(i) Qg e´ semipositiva,
(ii) Rg ≥ 0.
Se u ∈ C4(M) satisfaz
Pgu ≥ 0, (2.4)
enta˜o u > 0 ou u ≡ 0 sobre Mn. Ale´m disso, se u > 0, enta˜o h = u 4n−4 g e´ uma
me´trica com Q−curvatura na˜o negativa e curvatura escalar positiva.
Demonstrac¸a˜o. Para λ ∈ [0, 1] defina
uλ = (1− λ) + λu. (2.5)
Enta˜o u0 ≡ 1, enquanto u1 = u. Suponha
min
Mn
u ≤ 0. (2.6)
Defina λ0 ∈ (0, 1] por
λ0 = min{λ ∈ (0, 1] : min
Mn
uλ = 0}. (2.7)
Enta˜o para 0 < λ < λ0, segue que uλ > 0. Seja
gλ = u
4
n−4
λ g. (2.8)
Para 0 < λ < λ0, temos
Qgλ ≥ 0 (2.9)
e Qgλ > 0 em algum ponto. De fato, de (1.10) e (2.4) obtemos
Qgλ =
2
n− 4u
−n+4
n−4
λ Pguλ
=
2
n− 4u
−n+4
n−4
λ [Pg((1− λ) + λu)]
=
2
n− 4u
−n+4
n−4
λ [(1− λ)Pg(1) + λPgu]
=
2
n− 4u
−n+4
n−4
λ
[
(1− λ)n− 4
2
Qg + λPgu
]
≥ (1− λ)Qgu−
n+4
n−4
λ .
(2.10)
Como λ < λ0 ≤ 1 e Qg e´ semipositiva, segue que Qgλ e´ semipositiva.
Tambe´m afirmamos que para 0 ≤ λ < λ0,
Rgλ > 0. (2.11)
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Pelo Lema 2.1, segue que (2.11) vale para λ = 0. Se existe algum λ1 ∈ (0, λ0)
com minRgλ1 = 0, enta˜o isso contradiz o Lema 2.1, pois neste caso ter´ıamos que Qgλ1
seria semipositiva, Rgλ1 ≥ 0 e com minRgλ1 = 0.
Pela Proposic¸a˜o 1.14 com f =
2
n− 4 log u, obtemos
Rgλ = u
− n
n−4
λ
[
−4(n− 1)
(n− 4) ∆guλ −
8(n− 1)
(n− 4)2
|∇guλ|2
uλ
+Rguλ
]
. (2.12)
Como Rgλ > 0, isto implica que uλ satisfaz a desigualdade diferencial
∆guλ ≤ (n− 4)
4(n− 1)Rguλ. (2.13)
Tomando o limite quando λր λ0, isto tambe´m vale para λ = λ0. Pelo Princ´ıpio
do Ma´ximo Forte, Teorema 1.31, (2.7) e (2.13) implicam que uλ0 ≡ 0. Se λ0 = 1,
enta˜o acabou, ja´ que u1 = u. Portanto suponha λ0 ∈ (0, 1). Segue de (2.5) que
u = −(1− λ0)
λ0
.
Assim, da definic¸a˜o do operador de Paneitz
Pgu = −
(
n− 4
2
)
(1− λ0)
λ0
Qg.
Como por hipo´tese Qg > 0 em algum ponto, obtemos uma contradic¸a˜o com o fato de
Pgu ≥ 0. Conclu´ımos que u ≡ 0 ou u > 0.
Supondo u > 0, obtemos que a me´trica h = u
4
n−4 g esta´ bem definida e seguindo
(2.10), obtemos que sua Q−curvatura na˜o negativa. Mais uma vez, podemos construir
uma famı´lia de func¸o˜es {uλ} como em (2.5) e uma famı´lia de me´tricas gλ como em
(2.8). Para λ = 0 a curvatura escalar e´ positiva, pois coincide com Rg que e´ positiva.
Suponha que existe λ0 ∈ (0, 1] tal que o minRgλ0 = 0. Como na demonstrac¸a˜o
do Lema 2.1, conclu´ımos que Rgλ0 ≡ 0. Pore´m, como Rg > 0 e uma classe conforme
que admite uma me´trica de curvatura escalar positiva na˜o possui uma me´trica de
curvatura escalar nula, chegamos a uma contradic¸a˜o. Logo, Rgλ > 0 para todo
λ ∈ [0, 1].
Proposic¸a˜o 2.3. Seja (Mn, g) uma variedade Riemanniana compacta sem fronteira
de dimensa˜o n ≥ 5. Suponha que
(i) Qg e´ semipositiva,
(ii) R ≥ 0.
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Enta˜o o operador de Paneitz e´ positivo. Ale´m disso, para todo ϕ ∈ W 2,2(M), existe
uma constante c > 0 que na˜o depende de ϕ tal que∫
M
ϕPgϕdvg ≥ c
∫
M
ϕ2dvg. (2.14)
Consequentemente, a constante de Paneitz-Sobolev tambe´m e´ positiva, isto e´,
q0(M
n, g) ≡ inf
ϕ∈W 2,2(M)\{0}
∫
M
ϕPgϕdvg(∫
M
|ϕ| 2nn−4dvg
)n−4
n
> 0. (2.15)
Dado ϕ ∈ W 2,2(M) a notac¸a˜o
∫
M
ϕPgϕdvg significa (2.16).
Demonstrac¸a˜o. Temos que,∫
M
ϕPgϕdvg =
∫
M
(
ϕ∆2gϕ+ ϕdivg{(4Ag − (n− 2)σ1(Ag)g)(∇ϕ, ·)}
+
n− 4
2
Qgϕ
2
)
dvg.
Note que por integrac¸a˜o por partes, temos∫
M
ϕ∆2gϕdvg =
∫
M
ϕ∆g(∆gϕ)dvg
= −
∫
M
〈∇gϕ,∇g(∆gϕ)〉gdvg
=
∫
M
(∆gϕ)
2dvg,
∫
M
ϕdivg{−(n− 2)σ1(Ag)∇gϕ}dvg = −
∫
M
〈∇gϕ,−(n− 2)σ1(Ag)∇gϕ〉)gdvg
= (n− 2)
∫
M
σ1(Ag)|∇gϕ|2dvg
e ∫
M
ϕdivg[4Ag(∇gϕ, ·)]dvg =
∫
M
−4〈Ag(∇gϕ, ·), dϕ〉gdvg
= −4
∫
M
gijAg(∇gϕ, ∂
∂xi
)∇jϕdvg
= −4
∫
M
Ag
(
∇gϕ, gij∇jϕ ∂
∂xi
)
dvg
= −4
∫
M
Ag(∇gϕ,∇gϕ)dvg.
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Logo, ∫
M
ϕPϕdvg =
∫
M
(
(∆gϕ)
2 − 4Ag(∇gϕ,∇gϕ)
+ (n− 2)σ1(Ag)|∇gϕ|2 + n− 4
2
Qgϕ
2
)
dvg
(2.16)
Pela Fo´rmula Integral de Bo¨chner, Corola´rio 1.10, temos∫
M
(∆gϕ)
2dvg =
∫
M
|∇2ϕ|2dvg +
∫
M
Ricg(∇gϕ,∇gϕ)dvg
=
∫
M
|∇2ϕ|2dvg +
∫
M
(σ1(Ag)g + (n− 2)Ag)(∇gϕ,∇gϕ)dvg
=
∫
M
|∇2ϕ|2dvg + (n− 2)
∫
M
Ag(∇gϕ,∇gϕ)dvg
+
∫
M
σ1(Ag)|∇gϕ|2dvg.
Da´ı
−4
∫
M
Ag(∇gϕ,∇gϕ)dv =
∫
M
(
− 4
n− 2(∆gϕ)
2 +
4
n− 2 |∇
2ϕ|2
+
4
n− 2σ1(Ag)|∇gϕ|
2
)
dvg.
(2.17)
Substituindo em (2.16) encontramos que∫
M
ϕPgϕdvg =
∫
M
(
n− 6
n− 2(∆gϕ)
2 +
4
n− 2 |∇
2ϕ|2
+
(n− 2)2 + 4
n− 2 σ1(Ag)|∇gϕ|
2 +
n− 4
2
Qgϕ
2
)
dvg
≥
∫
M
n− 4
2
Qgϕ
2dvg,
(2.18)
para n ≥ 6.
Para n = 5, note que∫
M
ϕPgϕdvg =
∫
M
(∆gϕ)
2dvg − 4
∫
M
Ag(∇gϕ,∇gϕ)dvg
+3
∫
M
σ1(Ag)|∇gϕ|2dvg + 1
2
∫
M
Qgϕ
2dvg,
(2.19)
enquanto a Q−curvatura e´ dada por
0 ≤ Qg = −∆gσ1(Ag) + 4σ2(Ag) + 1
2
σ1(Ag)
2
= −∆gσ1(Ag) + 4
(
σ1(Ag)
2 − |Ag|2
2
)
+
1
2
σ1(Ag)
2
= −∆gσ1(Ag) + 2σ1(Ag)2 − 2|Ag|2 + 1
2
σ1(Ag)
2
= −∆gσ1(Ag)− 2|Ag|2 + 5
2
σ1(Ag)
2,
(2.20)
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onde na segunda igualdade utilizamos (1.7).
Considere o segundo termo do lado direito de (2.19). Como pelo Lema 2.1 a
curvatura escalar e´ positiva, podemos utilizar a desigualdade xy ≤ x
2
2
+
y2
2
, com
x =
|Ag|√
σ1(Ag)
e y =
√
σ1(Ag), para obter
4Ag(∇gϕ,∇gϕ) ≤ 4|Ag(∇gϕ,∇gϕ)|
≤ 4|Ag||∇gϕ|2
≤ 2|Ag|
2
σ1(Ag)
|∇gϕ|2 + 2σ1(Ag)|∇gϕ|2,
ou seja,
4Ag(∇gϕ,∇gϕ) ≤ 2|Ag|
2
σ1(Ag)
|∇gϕ|2 + 2σ1(Ag)|∇gϕ|2.
Por (2.20), obtemos
2
|Ag|2
σ1(Ag)
|∇gϕ|2 ≤ −∆gσ1(Ag)
σ1(Ag)
|∇gϕ|2 + 5
2
σ1(Ag)|∇gϕ|2. (2.21)
Da´ı
4
∫
M
Ag(∇gϕ,∇gϕ)dvg ≤ −
∫
M
∆gσ1(AG)
σ1(Ag)
|∇gϕ|2dvg+9
2
∫
M
σ1(Ag)|∇gϕ|2dvg. (2.22)
Para o primeiro termo do lado direito de (2.22), por integrac¸a˜o por partes usando
mais uma vez a desigualdade xy ≤ x
2
2
+
y2
2
, com x =
|∇gσ1(Ag)|
σ1(Ag)
√|∇gϕ| e y =
|∇2ϕ|√|∇gϕ| , obtemos que
−
∫
M
∆gσ1(Ag)
σ1(Ag)
|∇gϕ|2 =
∫
M
〈
∇g
( |∇gϕ|2
σ1(Ag)
)
,∇gσ1(Ag)
〉
dvg
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=∫
M
〈
σ1(Ag)∇g(|∇gϕ|2)− |∇gϕ|2∇gσ1(Ag)
σ1(Ag)2
,∇gσ1(Ag)
〉
dvg
=
∫
M
(
−|∇gϕ|
2|∇gσ1(Ag)|2
σ1(Ag)2
+
〈∇g(|∇gϕ|2)
σ1(Ag)
,∇gσ1(Ag)
〉)
dvg
=
∫
M
(
−|∇gσ1(Ag)|
2
σ1(Ag)2
|∇gϕ|2 +
〈∇gσ1(Ag)
σ1(Ag)
,∇g|∇gϕ|2
〉)
dvg
=
∫
M
(
−|∇gσ1(Ag)|
2
σ1(Ag)2
|∇gϕ|2 + 2∇2ϕ
(∇gσ1(Ag)
σ1(Ag)
,∇gϕ
))
dvg
≤
∫
M
(
−|∇gσ1(A)|
2
σ1(Ag)2v
|∇gϕ|2 + 2|∇2ϕ| |∇gσ1(Ag)|
σ1(Ag)
|∇gϕ|
)
dvg
≤
∫
M
(
−|∇gσ1(Ag)|
2
σ1(Ag)2
|∇gϕ|2 + |∇gσ1(Ag)|
2
σ1(Ag)2
|∇gϕ|2 + |∇2ϕ|2
)
dvg
=
∫
M
|∇2ϕ|2dvg,
onde na quinta igualdade utilizamos que
〈∇gf,∇g|∇gh|2〉 = 2∇2h(∇gf,∇gh),
para quaisquer func¸o˜es suaves f e h.
Substituindo isso em (2.22), temos que
4
∫
M
Ag(∇gϕ,∇gϕ) ≤
∫
M
|∇2ϕ|2dvg + 9
2
∫
M
σ1(Ag)|∇gϕ|2dvg.
Em dimensa˜o cinco de (2.17) temos que∫
M
|∇2ϕ|2dvg =
∫
M
(∆gϕ)
2dvg − 3
∫
M
Ag(∇gϕ,∇gϕ)dvg −
∫
M
σ1(Ag)|∇gϕ|2dvg.
Substituindo isso, na igualdade anterior, chegamos a
4
∫
M
Ag(∇gϕ,∇gϕ) ≤
∫
M
(∆gϕ)
2dvg − 3
∫
M
Ag(∇gϕ,∇gϕ)dvg
+
7
2
∫
M
σ1(Ag)|∇gϕ|2dvg,
o que implica que
7
∫
M
Ag(∇gϕ,∇gϕ) ≤
∫
M
(∆gϕ)
2dvg +
7
2
∫
M
σ1(Ag)|∇gϕ|2dvg.
Portanto
−
∫
M
Ag(∇gϕ,∇gϕ) ≥ −4
7
∫
M
(∆gϕ)
2dvg − 2
∫
M
σ1(Ag)|∇gϕ|2dvg.
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Substituindo em (2.19), obtemos
∫
M
ϕPgϕdvg =
∫
M
(∆gϕ)
2dvg −
∫
M
Ag(∇gϕ,∇gϕ) + 3
∫
M
σ1(Ag)|∇gϕ|2dvg
+
1
2
∫
M
Qgϕ
2dvg
≥ 3
7
∫
M
(∆gϕ)
2dvg +
∫
M
σ1(Ag)|∇gϕ|2dvg + 1
2
∫
M
Qgϕ
2dvg.
(2.23)
De (2.18) e de (2.23), obtemos
∫
M
ϕPgϕdvg ≥ cn
∫
M
Qgϕ
2dvg, (2.24)
onde cn e´ uma constante que depende somente da dimensa˜o de M .
Isto implica que se Pgu ≡ 0, enta˜o u ≡ 0, ja´ que a Q−curvatura e´ semipositiva.
Para mostrar a desigualdade (2.14), e´ suficiente mostrar que
inf
u∈W 2,2(M)\{0}
F (u) > 0,
onde
F (u) =
∫
M
uPgudvg∫
M
u2dvg
> 0,
onde estamos utilizando a notac¸a˜o
∫
M
uPgudvg para representar o lado direito de
(2.16). Utilizando os mergulhos de Sobolev e regularidade el´ıptica, como na demons-
trac¸a˜o da Proposic¸a˜o 2.4 a seguir, mostramos que esse ı´nfimo e´ atingido, em alguma
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func¸a˜o suave u0 6≡ 0. Da´ı,
0 =
d
dt
∣∣∣∣
t=0
F (u0 + tv) =
d
dt
∣∣∣∣
t=0
∫
M
(u0 + tv)Pg(u0 + tv)dvg∫
M
(u0 + tv)
2dvg
=
2
∫
M
vPgu0dvg
∫
M
u20dvg − 2
∫
M
u0Pgu0dvg
∫
M
u0vdvg(∫
M
u20dvg
)2
= 2
(∫
M
vPgu0dvg − F (u0)
∫
M
u0vdvg
)
∫
M
u20dvg
= 2
∫
M
(Pgu0 − F (u0)u0) vdvg∫
M
u20dvg
,
para todo v ∈ W 2,2(M). Mas isto implica que Pg(u0) = F (u0)u0. Assim, se F (u0) =
0, de (2.24) conclu´ımos que u0 ≡ 0, contradic¸a˜o. Logo
inf
u∈W 2,2(M)\{0}
F (u) > 0
e da´ı segue a desigualdade (2.14).
Afirmac¸a˜o: A norma
‖u‖2Pg =
∫
M
uPgudvg
e´ equivalente a norma ‖u‖W 2,2(M).
De fato, de (2.16) e do Lema 1.26, obtemos que∫
M
uPgudvg ≤ c
∫
M
(
(∆gu)
2 + |∇gu|2 + u2
)
dvg ≤ c‖u‖2W 2,2(M).
Para n ≥ 6, de (2.18) obtemos que∫
M
uPgudvg ≥ c
∫
M
(|∇2u|2 + |∇u|2) dvg,
ja´ que σ1(Ag) e´ positivo e Qg e´ na˜o negativo. Da´ı somando (2.14) obtemos que∫
M
uPgudvg ≥ c‖u‖2W 2,2(M).
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Para n = 5 do Lema 1.26, de (2.14) e (2.23), obtemos que∫
M
uPgudvg ≥ c
∫
M
(
(∆gu)
2 + |∇gu|2 + u2
)
dvg ≥ c‖u‖2W 2,2(M).
Do Teorema 1.29, obtemos W 2,2(M) ⊂ L 2nn−4 (M), onde a inclusa˜o e´ cont´ınua.
Logo existe uma constante positiva c tal que
‖u‖ 2n
n−4
≤ c‖u‖W 2,2(M).
Logo da afirmac¸a˜o segue que a constante de Paneitz Sobolev e´ positiva.
Proposic¸a˜o 2.4. Seja (M, g) uma variedade Riemanniana que satisfaz as hipo´teses
da Proposic¸a˜o 2.3. O operador de Panietz Pg : C
4,α(M) −→ C0,α(M) possui uma
inversa limitada, isto e´
||P−1g (u)||C0,α(M) ≤ c||u||C4,α(M),
onde c e´ uma constante positiva independente de u.
Demonstrac¸a˜o. Dado f ∈ L2(M) fixo, defina o funcional F : W 2,2(M) −→ R como
F (ϕ) =
1
2
∫
M
(ϕPgϕ− 2fϕ) dvg
=
1
2
∫
M
(
(∆gϕ)
2 − 4A(∇gϕ,∇gϕ) + (n− 2)σ1(Ag)|∇gϕ|2
+
n− 4
2
Qgϕ
2 − 2fϕ
)
dvg.
Note que
d
dt
∣∣∣∣
t=0
F (u+ tv) =
∫
M
((∆gu)(∆gv)− 4Ag(∇gu,∇gv)
+ (n− 2)σ1(Ag)〈∇gu,∇gv〉+ n− 4
2
Qguv − fv
)
dvg.
Logo u ∈ W 2,2(M) e´ soluc¸a˜o fraca de Pgu = f , se e somente se, u e´ ponto cr´ıtico
de F . Temos que F e´ limitado inferiormente. De fato, como Pg e´ positivo, segue de
(2.14) que
F (ϕ) ≥ 1
2
µ
∫
M
ϕ2dvg − ε
2
2
∫
M
ϕ2dvg − 1
2ε2
∫
M
f 2dvg,
para todo ε > 0, onde µ e´ uma constante positiva. Aqui usamos a desigualdade
|fϕ| ≤ ε
2
2
ϕ2 +
1
2ε2
f 2, (2.25)
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para todo ε > 0. Da´ı, se ε2 < µ, temos que
F (ϕ) ≥ (µ− ε
2)
2
∫
M
ϕ2dvg − 1
2ε2
∫
M
f 2dvg > −c,
onde c =
1
2ε2
∫
M
f 2dvg ≥ 0. Tome uma sequeˆncia (ui)i em W 2,2(M) tal que
F (ui)→ a = inf
W 2,2(M)
F.
Afirmac¸a˜o: A sequeˆncia (ui)i e´ limitada em W
2,2(M).
Se λ1 e´ o primeiro autovalor de Pg, enta˜o λ1 > 0 e
λ1 = inf
u∈W 2,2(M)\{0}
∫
M
uPgudvg∫
M
u2dvg
.
Assim de (2.25), obtemos
F (ϕ) ≥ 1
2
∫
M
(
(∆ϕ)2 − 4Ag(∇gϕ,∇gϕ) + (n− 2)σ1(Ag)|∇gϕ|2
+
n− 4
2
Qgϕ
2
)
dvg − ε
2
2
∫
M
ϕ2dvg − cε,
onde cε e´ uma constante que na˜o depende de ϕ.
Tomando ε2 ≤ λ1
2
e usando a caracterizac¸a˜o de λ1, temos que
F (ϕ) ≥ 1
2
∫
M
ϕPgϕdvg − λ1
4
∫
M
ϕ2dvg − cε
≥ 1
2
∫
M
ϕPgϕdvg − 1
4
∫
M
ϕPgϕdvg − cε
≥ 1
4
∫
M
ϕPgϕdvg − cε.
(2.26)
De (2.18) e (2.26) temos que
F (ϕ) ≥ 1
4
∫
M
(
n− 6
n− 2(∆gϕ)
2 +
4
n− 2 |∇
2ϕ|2 + (n− 2)
2 + 4
n− 2 σ1(Ag)|∇gϕ|
2
+
n− 4
2
Qgϕ
2
)
dvg − cε,
(2.27)
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para n ≥ 6. Para n = 5 de (2.23), temos
F (ϕ) ≥ 3
7
∫
M
(
∆ϕ)2 + σ1(Ag)|∇gϕ|2 + 1
2
Qgϕ
2
)
dvg − cε. (2.28)
Pela Fo´rmula Integral de Bo¨chner, Corola´rio 1.10, obtemos∫
M
|∇2ϕ|2dvg =
∫
M
(∆gϕ)
2dvg −
∫
M
Ric(∇gϕ,∇gϕ)dvg
≤
∫
M
(∆gϕ)
2dvg − c
∫
M
|∇gϕ|2dvg,
(2.29)
onde c e´ uma constante positiva que na˜o depende de ϕ. Assim, de (2.28) e (2.29)
obtemos que para n = 5 temos a desigualdade
F (ϕ) ≥ 3
7
∫
M
(
|∇2ϕ|2 + c|∇gϕ|2 + σ1(Ag)|∇gϕ|2 + 1
2
Qgϕ
2
)
dvg − cε. (2.30)
Pelo Lema 2.1, a curvatura escalar e´ positiva Rg > 0 e por hipo´tese Qg ≥ 0. Assim,
de (2.27) e (2.30), obtemos que
F (ϕ) ≥ c
∫
M
(|∇2gϕ|2 + |∇gϕ|2) dvg − cε, (2.31)
onde c e´ uma constante positiva que na˜o depende de ϕ. Como (F (ui))i e´ uma
sequeˆncia convergente, enta˜o |F (ui)| ≤ K = constante para todo i, e de (2.31) obte-
mos que ∫
M
(|∇2gui|2 + |∇gui|2) dvg ≤ C, (2.32)
para todo i, onde C e´ uma constante positiva que na˜o depende de i.
Por outro lado, |F (ui)| ≤ K para todo i, implica que
1
2
∫
M
uiPguidvg +
∫
M
fuidvg ≤ K,
e pela Desigualdade de Ho¨lder, obtemos
1
2
∫
M
uiPguidvg ≤ −
∫
M
fuidvg +K ≤ K +
(∫
M
f 2dvg
) 1
2
(∫
M
u2i dvg
) 1
2
.
Pela caracterizac¸a˜o de λ1 obtemos
λ1
∫
M
u2i dvg ≤
∫
M
uiPguidvg ≤ A+ B
(∫
M
u2i dvg
) 1
2
,
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o que implica que
λ1
(∫
M
u2i dvg
) 1
2
≤ A
(∫
M
u2i dvg
)− 1
2
+B,
para todo i, onde A e B sa˜o constantes positivas. Como λ1 > 0, segue que (ui)i e´
limitada em L2(M), caso contra´rio, ter´ıamos ||ui||2 →∞ e ||ui||−12 →∞. Logo, disto
e (2.32), (ui)i e´ uma sequeˆncia limitada em W
2,2(M). Como W 2,2(M) ⊂ L2(M), e a
inclusa˜o e´ compacta, Teorema de Compacidade de Kondrakov (Teorema 1.29), existe
uma subsequeˆncia (uk)k e u ∈ W 2,2(M) tal que uk → u em L2(M), e uk ⇀ u em
W 2,2(M). Logo, F (uk) → F (u) e enta˜o u e´ ponto cr´ıtico de F . Assim Pg(u) = f no
sentido fraco.
Suponha que Pgu = 0 no sentido fraco, para algum u ∈ W 2,2(M). Da´ı, pela
desigualdade (2.14) segue que u ≡ 0. Logo, Pg e´ injetiva.
Portanto dada f ∈ L2(M), existe uma u´nica u ∈ W 2,2(M) tal que Pgu = f
no sentido fraco. Pelo Teorema 1.33, se f ∈ C0,α(M), enta˜o u ∈ C4,α(M). Logo
Pg : C
4,α(M) −→ C0,α(M) e´ invert´ıvel.
Afirmac¸a˜o: Pg e´ um operador fechado.
De fato, seja (ui)i uma sequeˆncia em C
4,α(M) tal que ui → u em C4,α(M) e
Pg(ui)→ v em C0,α(M). Assim,∫
M
wPguidvg =
∫
M
((∆gw)(∆gui)− 4Ag(∇gw,∇gui)
+ (n− 2)σ1(Ag)〈∇gw,∇gui〉+ n− 4
2
Qgwui
)
dvg,
para todo w ∈ W 2,2(M). Mas como ui → u em C4,α(M) e Pg(ui) → v em C0,α(M),
enta˜o ui → u, ∇ui → ∇gu, ∇2ui → ∇2u e Pg(ui)→ v em L2(M). Isto implica que∫
M
wvdvg =
∫
M
((∆gw)(∆gu)− 4Ag(∇gw,∇gu)
+ (n− 2)σ1(Ag)〈∇gw,∇gu〉+ n− 4
2
Qgwu
)
dvg,
para todo w ∈ W 2,2(M). Logo, Pgu = v no sentido fraco, mas v ∈ C0,α(M) implica
que u ∈ C4,α(M) e assim Pgu = v no sentido cla´ssico. Como Pg(C4,α(M)) = C0,α(M),
segue do Teorema da Func¸a˜o Inversa Limitada que existe uma constante c > 0 tal
que
||u||C4,α(M) ≤ c||Pgu||C0,α(M),
para todo u ∈ C4,α(M). Logo, P−1g : C0,α(M) −→ C4,α(M) e´ limitada, isto e´
||P−1g (u)||C4,α(M) ≤ c||u||C0,α(M).
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2.2 A Func¸a˜o de Green
Conclu´ımos da Proposic¸a˜o 2.4 e do Teorema 1.25 que sobre as hipo´teses do Teorema
2.2, para qualquer p ∈ Mn existe a func¸a˜o de Green para o operador de Paneitz,
satisfazendo
PgGp = δp,
onde δp e´ a massa de Dirac em p.
Proposic¸a˜o 2.5. Seja (Mn, g) uma variedade Riemanniana satisfazendo as hipo´teses
do Teorema 2.2. Se Gp e´ a func¸a˜o de Green para o operador de Paneitz com polo em
p ∈Mn, enta˜o Gp > 0 sobre Mn\{p}.
Demonstrac¸a˜o. Considere uma sequeˆncia de func¸o˜es suaves (fj)j na˜o negativas sobre
M , cujo suporte Ωj tende a {p} e tal que,∫
M
fjdvg = 1,
para todo j. Enta˜o∫
M
fjudvg − u(p) =
∫
M
fjudvg − u(p)
∫
M
fjdvg
=
∫
M
fjudvg −
∫
M
fju(p)dvg
=
∫
Ωj
fj(u− u(p))dvg.
Note que dado ε > 0, como Ωj se aproxima de p, temos que para todo j suficientemente
grande |u(x)− u(p)| < ε para todo x ∈ Ωj. Da´ı∣∣∣∣∣
∫
Ωj
fj(u− u(p))dvg
∣∣∣∣∣ ≤ ε
∫
Ωj
fjdvg = ε,
para todo j suficientemente grande. Portanto∫
M
fjudvg → u(p).
Enta˜o fj ⇀ δp no sentido de distribuic¸a˜o. Pela Proposic¸a˜o 2.4 segue que existem
func¸o˜es suaves Gj definidas em M tais que
PgGj = fj.
Assim ∫
M
GjPg(u)dvg =
∫
M
uPg(Gj)dvg =
∫
M
ufjdvg −→ u(p).
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Mas como,
u(p) =
∫
M\{p}
GpPg(u)dvg, (2.33)
segue que ∫
M\{p}
(Gp −Gj)Pg(u)dvg −→ 0.
Portanto
Gj → Gp,
em C4loc(M
n\{p}). Pelo Teorema 2.2 tem-se Gj > 0 sobre Mn. Da´ı
Gp ≥ 0,
sobre Mn\{p}.
Suponha agora que exista x0 6= p com Gp(x0) = 0. Considere as sequeˆncias de
me´tricas conformes gj = G
4
n−4
j g. Como por construc¸a˜o PgGj ≥ 0 temos, pelo Teorema
2.2 que as me´tricas gj possuem curvatura escalar positiva eQ−curvatura semipositiva.
Pelo mesmo argumento utilizado em (2.13), Gj satisfaz,
∆gGj ≤ (n− 4)
4(n− 1)RgGj,
sobre Mn. Tomando o limite j →∞ sobre Mn\{p} obtemos
∆gGp ≤ (n− 4)
4(n− 1)RgGp.
Logo, pelo Princ´ıpio do Ma´ximo Forte, Teorema 1.31, ter´ıamos Gp ≡ 0, o que e´ uma
contradic¸a˜o com (2.33).
Proposic¸a˜o 2.6. Seja (Mn, g) uma variedade Riemanniana compacta sem fronteira,
satisfazendo as hipo´teses
(i) Qg e´ semipositiva, e
(ii) Rg ≥ 0.
Ale´m disso, assuma uma das seguintes hipo´teses
• A dimensa˜o n = 5, 6 ou 7; ou
• (Mn, g) e´ localmente conformemente plana e n ≥ 5.
Se Gp e´ a func¸a˜o de Green para o operador de Paneitz com polo em p ∈M , existe
uma constante α tal que em coordenadas normais conformes,
Gp(x) =
cn
rn−4
+ α +O(4)(r), (2.34)
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onde cn =
1
(n−2)(n−4)ωn−1
, ωn−1 e´ o volume de S
n−1 e f = O(k)(rm) denota qualquer
quantidade satisfazendo
|∇jf(x)| ≤ Cjrm−j
para 1 ≤ j ≤ k, onde r = |x| = d(x, p).
Demonstrac¸a˜o. Suponha inicialmente que a dimensa˜o e´ n = 5, 6 ou 7.
Seja g˜ a me´trica das coordenadas normais conformes. Pelo Lema 1.20 obtemos
Pg˜(r
4−n) = ∆20r
4−n +∇k∇lσ1(0)xkxlQ(r4−n) + n− 4
24(n− 1) |W |
2(0)r4−n
+O(r3)(4− n)(3− n)r2−n +O(r2)(4− n)r3−n +O(r)r4−n
+O(rN−1)(4− n)(3− n)(2− n)r1−n +O(rN−2)(4− n)(3− n)r2−n
+O(rN−3)(4− n)r3−n
= ∆20(r
4−n) +∇k∇lσ1(0)xkxlQ(r4−n) + n− 4
24(n− 1) |W |
2(0)r4−n
+O(r5−n),
onde N e´ tomado ta˜o grande quanto se queira e
Q(r4−n) = (4− n)r
3−n
r
(
2(n− 1)
(n− 2) −
(n− 1)(n− 2)
2
+ 6− n
)
−(4− n)(3− n)r2−n
(
(n− 2)
2
+
2
n− 2
)
= r2−n(4− n)
((
2(n− 1)
n− 2 −
(n− 1)(n− 2)
2
+ 6− n
)
− (3− n)(n− 2)
2 + 4
2(n− 2)
)
= r2−ndn,
onde dn depende apenas da dimensa˜o.
Logo,
Pg˜(r
4−n) = ∆20(r
4−n) +∇k∇lσ1(A)(0)xkxlr2−ndn
+
n− 4
24(n− 1) |Wg|
2(0)r4−n +O(r5−n).
Lembre-se que
∆20r
4−n = c−1n δp,
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no sentido fraco. Portanto,
Pg˜(r
4−n) = c−1n δp +∇k∇lσ1(A)(0)xkxlr2−ndn
+
n− 4
24(n− 1) |Wg|
2(0)r4−n +O(r5−n).
(2.35)
Como, Pg˜(Gp) = δp, segue de (2.35)
Pg˜
(
− 1
cn
r4−n
)
= −δp +O(r4−n) = −Pg˜Gp +O(r4−n),
o que implica que
Pg˜
(
Gp − 1
cn
r4−n
)
= O(r4−n),
no sentido fraco em M . Pelo Teorema 1.33, se O(r4−n) esta´ em Lp(M), enta˜o
Gp − 1
cn
r4−n ∈ W 4,p(M).
Note que, se O(r4−n) ∈ Lp, enta˜o∫
M\{p}
r(4−n)pdvg =
∫
M\Ba(p)
r(4−n)pdvg +
∫
Ba(p)\{p}
r(4−n)pdvg <∞.
Mas ∫
Ba(p)\{p}
r(4−n)pdvg ≤ c
∫
Ba(0)\{0}
r(4−n)pdx
= c
∫ a
0
∫
Sr(0)
r(4−n)pdωrdr
= c
∫ a
0
∫
S1(0)
r(4−n)p+n−1dωdr
= c1 lim
ε→0
r(4−n)p+n
∣∣a
ε
= c1 lim
ε→0
(an,p − ε(4−n)p+n).
Assim, para a integral convergir e´ necessa´rio que (4−n)p+n > 0, ou seja, p < n
n− 4 .
Pelo item (iii) do Teorema 1.29, W 4,p(M) ⊂ C1,α(M) se p > n
3
.
Logo p deve satisfazer
n
3
< p <
n
n− 4 ,
que se verifica para n = 5 e n = 6.
Para n = 7, escreva os termos da direita de (2.35) como
∇k∇lσ1(A)(0)xkxldnr2−n + n− 4
24(n− 1) |Wg|
2(0)r4−n = B0r
−3 +B2(θ)r
−3,
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onde B0 e´ uma constante, θ = x/|x| e B2(θ) = cθkθl, com c uma constante, e´
uma autofunc¸a˜o do Laplaciano em S6 com autovalor associado igual a 14. Usando o
Laplaciano em coordenadas polares,
∆0f =
∂2f
∂r2
+
n− 1
r
∂f
∂r
+
1
r2
∆θf,
onde ∆θ e´ o Laplaciano na esfera unita´ria, temos que
∆0(B2(θ)r) =
n− 1
r
B2(θ) +
1
r2
(−14B2(θ))r
=
n− 1
r
B2(θ)− 14
r
B2(θ)
=
n− 15
r
B2(θ).
Assim,
∆20(B2(θ)r) = 2
n− 15
r3
B2(θ)− (n− 1)(n− 15)
r3
B2(θ) +
1
r2
· n− 15
r
(−14)B2(θ).
Logo, para n = 7
∆20(B2(θ)) =
144
r3
B2(θ).
Da´ı da expressa˜o em coordenadas do Laplaciano, (1.3), obtemos
∆g(B2(θ)r) = O(r) + ∆0(B2(θ)r) = O(r
−1),
o que implica
∆2g(B2(θ)r) = ∆
2
0(B2(θ)r) +O(r
−1) = 144B2(θ)r
−3 +O(r−1).
Tambe´m temos que
∆0r =
n− 1
r
,
o que implica que
∆20r = −24r−3.
Portanto,
∆2g
(
− 1
24
B0|x|+ 1
144
B2(θ)|x|
)
= B0|x|−3 +B2(θ)|x|−3 +O(r2).
Como,
Pgu = ∆
2
gu+ divg{(4Ag − (n− 2)σ1(A)g)(∇gu, ·)}+
n− 4
2
Qgu,
segue que
Pg(B2(θ)r) = ∆
2
g(B2(θ)) +O(r
−1) = 144B2(θ)r
−3 +O(r−1),
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Pg(r) = ∆
2
g(r) +O(r
−1) = −24r−3 +O(rN−1)u′
e
Pg(r
4−n) = c−1n δp +B0r
−3 +B2(θ)r
−3 +O(r5−n).
Logo,
Pg
(
Gp − 1
cn
r4−n − 1
24
B0r − 1
144
B2(θ)r
)
= O(r−2).
De mesmo modo, se O(r−2) ∈ Lp(M), enta˜o pelo Teorema 1.33, teremos que
Gp − 1
cn
r4−n − 1
24
B0r − 1
144
B2(θ)r ∈ W 4,p(M).
Entretanto, se O(r−2) ∈ Lp(M), enta˜o∫
M\{p}
r−2pdvg =
∫
M\Ba(p)
r−2pdvg +
∫
Ba(p)\{p}
r−2pdvg <∞.
Mas ∫
Ba(p)\{p}
r−2p ≤ c
∫
Ba(0)\{0}
r−2pdx
= c
∫ a
0
∫
Sr(0)
r−2pdωrdr
= c
∫ a
0
∫
S1(0)
r−2p+n−1dωdr
= c1 lim
ε→0
r−2p+n
∣∣a
ε
= c1 lim
ε→0
(an,p − ε−2p+n).
Assim para a integral convergir, devemos ter −2p + n > 0, ou seja, p < n
2
. E
novamente do item (iii) do Teorema 1.29, W 4,p(M) ⊂ C1,α(M) se p > n
3
.
Portanto, para n = 7, p deve satisfazer
7
3
< p <
7
2
,
donde segue o resultado.
Para o caso localmente conformemente plana, a expansa˜o da func¸a˜o de Green
pode ser encontrada em [8].
2.3 Teorema da Massa Positiva
Nesta sec¸a˜o iremos utilizar um resultado provado por R. Schoen [13]. Mas antes veja-
mos uma definic¸a˜o. Uma variedade Riemanniana (Mn, g) e´ dita assintoticamente Eu-
clidiana se existe um compacto K ⊂M e um difeomorfismo ϕ :M\K −→ Rn\B1(0),
tal que a me´trica nesse sistema de coordenadas e´ da forma
gij(y) = δij +O(|y|−2),
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para todo y ∈ Rn com |y| grande, em coordenadas normais.
Proposic¸a˜o 2.7 (Schoen, 1984). Seja (M, g) uma variedade Riemanniana assintoti-
camente Euclidiana. Se g possui curvatura de Ricci identicamente nula, enta˜o (M, g)
e´ isome´trica a Rn com a me´trica Euclidiana.
A constante α da expansa˜o (2.34) e´ chamada de massa do operador de Paneitz.
Teorema 2.8. Seja (M, g) uma variedade Riemanniana satisfazendo as hipo´teses da
Proposic¸a˜o 2.6. Enta˜o a constante α da expansa˜o (2.34) e´ na˜o negativa. Ale´m disso,
α = 0 se e somente se (Mn, g) e´ conformemente equivalente a esfera.
Demonstrac¸a˜o. Seja Γp denotando a func¸a˜o de Green do laplaciano conforme
Lg = −∆g + (n− 2)
4(n− 1)Rg
com polo em p. Considere a me´trica conforme a g definida por
gˆ = Γ
4
n−2
p g.
Afirmac¸a˜o: A me´trica gˆ e´ assintoticamente Euclidiana.
De fato, pela Proposic¸a˜o 1.23, temos que Γp = |x|2−n + O(log |x|), o que implica
Γ
4
n−2 = |x|−4 + O(log |x|), para todo x pro´ximo de zero. Ale´m disso, se I(x) =
x|x|−2, enta˜o I∗δ = |x|−4δ, onde δ e´ a me´trica Euclidiana. Agora, sabendo que em
coordenadas normais (x1, . . . , xn) temos que gij = δij + O(|x|2), segue que tomando
y = I(x), obtemos que
gˆij(y) = (|y|4 +O(log |y|))|y|−4(δij +O(|y|−2)) = δij +O(|y|−2).
Pela Proposic¸a˜o 1.14 temos que
Rgˆ =
4(n− 1)
n− 2 Γ
−n+2
n−2
p Lg(Γp) = 0.
Assim, a me´trica gˆ e´ assintoticamante Euclidiana com curvatura escalar nula.
Sejam Xn =Mn\{p} e
Φ = Γ
−n−4
n−2
p Gp.
Pela covariaˆncia conforme do operador de Paneitz (1.11), sobre Xn temos
PgˆΦ = P
Γ
4
n−2 g
(Γ−
n−4
n−2Gp) = P
(Γ
n−4
n−2 )
4
n−4 g
(Γ−
n−4
n−2Gp) = Γ
−n+4
n−2
p Pg(Gp) = 0.
Como gˆ possui curvatura escalar nula, temos que Agˆ =
1
n− 2Ricgˆ. Logo
Qgˆ = − 2
(n− 2)2 |Ricgˆ|
2 = −2|Agˆ|2.
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Pela definic¸a˜o do operador de Paneitz,
0 = PgˆΦ = ∆
2
gˆΦ + divgˆ{(4Agˆ)(∇Φ, ·)} − (n− 4)|Agˆ|2Φ. (2.36)
Seja Bδ a bola geode´sica de centro em p e raio δ > 0 na me´trica g. Pelo Teorema
da Divergeˆncia, temos que∫
Mn\Bδ
∆2gˆΦdvgˆ =
∫
Mn\Bδ
divgˆ(∇gˆ∆gˆΦ)dvgˆ
=
∫
∂Bδ
〈∇gˆ∆gˆΦ, ν〉dσgˆ
=
∫
∂Bδ
∂
∂ν
(∆gˆΦ)dσgˆ,
e ∫
Mn\Bδ
divgˆ{4Agˆ(∇gˆΦ, ·)}dvgˆ =
∫
∂Bδ
4Agˆ(∇gˆΦ, ν)dσgˆ,
onde ν e´ a normal para fora de ∂Bδ na me´trica gˆ.
Segue que integrando (2.36) obtemos
0 =
∫
Mn\{p}
PgˆΦdvgˆ
=
∫
∂Bδ
∂
∂ν
(∆gˆΦ) + 4Agˆ(∇Φ, ν)
}
dσgˆ − (n− 4)
∫
Mn\{p}
|Agˆ|2Φdvgˆ.
(2.37)
Note que como gˆ possui curvatura escalar nula, enta˜o
∂
∂ν
(∆gˆΦ) = − ∂
∂ν
(LgˆΦ). (2.38)
Ale´m disso, pela invariaˆncia conforme de Lg temos que
Lgˆ(Γ
−1
p u) = Γ
−n+2
n−2
p Lgu.
Logo,
LgˆΦ = Lgˆ(Γ
−n−4
n−2
p Gp) = Γ
−n+2
n−2
p Lg(Γ
2
n−2Gp).
Seja r(x) = dg(x, p) a func¸a˜o distaˆncia de x a p na me´trica g. Da Proposic¸a˜o 1.23,
temos que para n = 5
Γp = r
2−n +O(1).
Multiplicando por rn−2 e elevando a poteˆncia
2
n− 2 e expandindo o resultado em
Se´rie de Taylor, obtemos que
r2Γ
2
n−2
p = (r
n−2Γp)
2
n−2 = (1 +O(rn−2))
2
n−2 = 1 +O(rn−2),
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ou seja,
Γ
2
3
p = r
−2 +O(r).
Para n = 6, novamente da Proposic¸a˜o 1.23 temos
Γp = r
2−n +O(log r),
Do mesmo modo que o caso anterior, multiplicamos a iguadade por rn−2 e elevamos
a poteˆncia
2
n− 2, e obtemos que
(rn−2Γp)
2
n−2 = (1 +O(rn−2 log r))
2
n−2 .
Como lim
r→0
r log r = 0, expandindo em Se´rie de Taylor obtemos que
r2Γ
1
2
p = 1 +O(r
4 log r),
e multiplicando por r−2, obtemos
Γ
1
2
p = r
−2 +O(r2 log r).
E finalmente para n = 7, da Proposic¸a˜o 1.23 temos que
Γp = r
2−n +O(r−1).
Multiplicando por rn−2, elevando a poteˆncia
2
n− 2 e expandindo em Se´rie de Taylor,
obtemos que
(r2−nΓp)
2
n−2 = (1 +O(r4))
2
n−2 = 1 +O(r4).
Logo,
Γ
2
n−2
p =


r−2 +O(r) se n = 5,
r−2 +O(r2 log r) se n = 6,
r−2 +O(r2) se n = 7.
(2.39)
De (2.34), temos que
Gp = cnr
4−n + α +O(r),
o que implica que
Γ
2
n−2
p Gp = cnr
2−n + αr−2 +O(r−1).
Pelo Lema 1.18, temos que
∆gr
2−n = (2− n)(1− n)r−n + (n− 1)(2− n)r−n +O(rN) = O(rN)
e
∆gr
−2 = 6r−4 − 2(n− 1)r−4 +O(rN) = −2(n− 4)r−4 +O(rN).
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Da´ı, usando o fato que Rg = O(r
2) em coordenadas normais conformes, obtemos
Lg(Γ
2
n−2
p Gp) = −∆g(Γ
2
n−2
p Gp) +
(n− 2)
4(n− 1)RgΓ
2
n−2
p Gp
= −cn∆gr2−n − α∆gr−2 +O(r−3)
= 2(n− 4)αr−4 +O(r4−n)
= 2(n− 4)αr−4 +O(r−3),
para 5 ≤ n ≤ 7. Ale´m disso, por (2.39)
Γ
−n+2
n−2
p = r
n+2 +O(rn+3),
o que implica que
LgˆΦ = Γ
−n+2
n−2
p Lp(Γ
2
n−2
p Gp) = 2(n− 4)αrn−2 +O(rn−1).
Como, gˆ(ν, ν) = 1, segue que Γ
4
n−2
p g(ν, ν) = 1. Da´ı temos que,
g(Γ
2
n−2
p ν,Γ
2
n−2
p ν) = 1.
Como ν e´ a normal para fora de M\Bδ, segue que
∂
∂r
= −Γ
2
n−2
p
∂
∂ν
.
Logo,
∂f
∂ν
= −Γ−
2
n−2
p
∂f
∂r
.
Da´ı, temos que
∂
∂r
(LgˆΦ) = 2(n− 2)(n− 4)αrn−3 +O(rn−2).
O que implica de (2.39) que
∂
∂ν
(LgˆΦ)
∣∣∣
∂Bδ
= −Γ−
2
n−2
p
(
∂
∂r
(LgˆΦ)
)
= −(δ2 +O(δ3))(2(n− 2)(n− 4)αδn−3 +O(δn−2))
= −2(n− 2)(n− 4)αδn−1 +O(δn).
(2.40)
Ale´m disso,
dσgˆ = Γ
2(n−1)
(n−2)
p dσg = (r
1−n +O(r2−n))dσg.
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Portanto ∫
∂Bδ
dσgˆ =
∫
∂Bδ
Γ
2(n−1)
(n−2)
p dσg = ωn−1δ
1−n +O(δ2−n). (2.41)
Consequentemente, para a integral do primeiro termo em (2.37), de (2.38), (2.40) e
(2.41) temos que∫
∂Bδ
∂
∂ν
(∆gˆΦ)dσgˆ = (2(n− 2)(n− 4)αδn−1 +O(δn))×
×(ωn−1δ1−n +O(δ2−n))
= 2(n− 2)(n− 4)αωn−1 +O(δ).
(2.42)
Para a segunda integral de (2.37), temos que∫
∂Bδ
4Agˆ(∇gˆΦ, ν)dσgˆ = 4
n− 2
∫
∂Bδ
Ricgˆ(∇gˆΦ, ν)dσgˆ.
Note que, para n = 5
log Γp = log(r
−3 +O(1)) = −3 log r + log(1 +O(r3)) = −3 log r +O(r3).
Para n = 6
log Γp = log(r
−4 +O(log r))
= −4 log r + log(1 +O(r4 log r))− 4 log r +O(r4 log r),
e para n = 7
log Γp = log(r
−5 +O(r−1)) = −5 log r + log(1 +O(r4)) = −5 log r +O(r4).
Logo, se f =
2
n− 2 log Γp, enta˜o
f = −2 log r +O(rn−3).
Da´ı,
∇f = −2
r
∇r +O(rn−4),
o que implica que
∇f ⊗∇f = 4
r2
∇r ⊗∇r +O(rn−5).
Ale´m disso, novamente pelo Lema 1.18
∆gf = ∆g(−2 log r +O(rn−3))
=
2
r2
+O(rn−5)− 2n− 1
r2
+O(rN) +O(rn−5)
=
4− 2n
r2
+O(rn−5).
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Note que
∇if = −2
r
∇ir +O(rn−4)
e
∇j∇if = 2
r2
∇jr∇ir − 2
r
∇j∇ir +O(rn−5),
ou seja,
∇2f = 2
r2
∇r ⊗∇r − 2
r
∇2r +O(rn−5).
Tambe´m temos que,
|∇f |2 = 4
r2
+O(rn−5),
pois |∇r| = 1.
Como em coordenadas normais g = δ + O(r2) = dr2 + r2dθ + O(r2), onde (r, θ)
sa˜o coordenadas polares, pela Proposic¸a˜o 1.14, temos que
Ricgˆ = Ricg − 2(n− 2)
r2
∇r ⊗∇r + 2(n− 2)
r
∇2r +O(rn−5)
+
4(n− 2)
r2
∇r ⊗∇r −
[
4− 2n
r2
+O(rn−5) +
4(n− 2)
r2
]
×
×(dr2 + r2dθ +O(r2))
= Ricg +
2(n− 2)
r2
∇r ⊗∇r + 2(n− 2)
r
∇2r − 2n− 4
r2
dr2
−2(2− n)dθ +O(1)
= Ricg +
2(n− 2)
r
∇2r − 2(2− n)dθ +O(1).
Pela expansa˜o da func¸a˜o de Green
Γ
−n−4
n−2
p =


(r−3 +O(1))−
1
3 = r(1 +O(r3))−
1
3 = r +O(r4), n = 5
(r−4 +O(log r))−
1
2 = r2(1 +O(r4 log r))−
1
2 = r2 +O(r6 log r), n = 6
(r−5 +O(r−1))−
3
5 = r3(1 +O(r4))−
3
5 = r3 +O(r7), n = 7
o que implica que
Γ
−n−4
n−2
p Gp = r
n−4 +O(rn−1).
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Logo
Γ
−n−4
n−2
p Gp = (r
n−4 +O(rn−1))(cnr
4−n +O(1))
= cn +O(r
n−4) +O(r3) +O(rn−1)
= cn +O(r
n−4).
De (2.39) obtemos que
Γ
− 4
n−2
p = O(r
4).
Agora, da expressa˜o em coordenadas do gradiente, obtemos que
∇gˆΦ = Γ−
4
n−2
p ∇gΦ
= Γ
− 4
n−2
p (∇g(Γ−
n−4
n−2
p Gp))
= Γ
− 4
n−2
p (∇g(cn +O(rn−4)))
= Γ
− 4
n−2
p (O(rn−5)(∇gr + v)),
onde v e´ um campo da ordem O(rn−5). Da´ı, como ∇gr = ∂
∂r
, obtemos que
∇gˆΦ = O(r4)(O(rn−5) ∂
∂r
+ v)
= O(rn−1)
∂
∂r
+ v,
onde v e´ um campo de ordem O(rn−1). Assim
Ricgˆ(∇gˆΦ, ν) = Ricg(∇gˆΦ, ν) + 2(n− 2)
r
∇2r(∇gˆΦ, ν)
−2(2− n)dθ(∇gˆΦ, ν) +O(1)(∇gˆΦ, ν)
= O(rn−1)Ricg(
∂
∂r
, ν) +Ricg(v, ν) +O(1)(O(r
n−1), ν),
ja´ que ∇2r anula-se na direc¸a˜o de ∂
∂r
e
ν = −Γ− 2n−2 ∂
∂r
= O(r2)
∂
∂r
.
Logo
Ricgˆ(∇gˆΦ, ν) = O(rn+1)Ricg
(
∂
∂r
,
∂
∂r
)
+O(r2)Ricg
(
v,
∂
∂r
)
+O(rn+1)
= O(rn+1).
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Portanto, ∫
∂Bδ
Ricgˆ(∇gˆΦ, ν)dσgˆ =
∫
∂Bδ
Γ
2(n−1)
(n−2)
p Ricgˆ(∇gˆΦ, ν)dσg
=
∫
∂Bδ
O(r2(1−n)+n+1)dσg
=
∫
∂Bδ
O(r3−n)dσg
=
∫
∂B1
O(r3−n)δn−1dσg
= O(δ2).
Logo, ∫
∂Bδ
4Agˆ(∇Φ, ν)dσgˆ = O(δ2). (2.43)
Da´ı, de (2.37), (2.42) e (2.43) obtemos que
2(n− 2)(n− 4)ωn−1α = (n− 4)
∫
Mn\Bδ
|Agˆ|2Φdvgˆ +O(δ2).
Como Φ ≥ 0, segue que α ≥ 0. Ale´m disso, se α = 0, enta˜o Agˆ = 1
n− 1Rgˆ ≡ 0. O
que implica que (Xn, gˆ) e´ isome´trico ao espac¸o Euclidiano pela Proposic¸a˜o 2.7. Como
o Rn e´ conforme a Sn\{p}, segue o resultado.
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Cap´ıtulo 3
Fluxo Gradiente da Q−curvatura
Neste cap´ıtulo (Mn, g) sera´ uma variedade Riemanniana compacta sem fronteira de
dimensa˜o n ≥ 5 com Q−curvatura semipositiva, isto e´, na˜o negativa em M e positiva
em algum ponto, e com curvatura escalar na˜o negativa. Definiremos um fluxo na˜o
local, mostraremos a existeˆncia de uma soluc¸ao definida para todo tempo. Ale´m
disso, mostraremos algumas propriedades para o fluxo.
3.1 O Fluxo
Pela Proposic¸a˜o 2.3 segue que
〈Pgu, u〉L2(M) =
∫
M
uPgudvg > 0,
para toda func¸a˜o u ∈ W 2,2(M)\{0}. Como Pg e´ auto-adjunta em L2(M), podemos
definir um novo produto interno em W 2,2(M) da seguinte forma
〈ϕ, ψ〉Pg =
∫
M
ϕPgψdvg
=
∫
M
((∆gϕ)(∆gψ)− 4Ag(∇gϕ,∇gψ)
+(n− 2)σ1(Ag)g(∇gϕ,∇gψ) + n− 4
2
Qgϕψ
)
dvg.
(3.1)
SejaM o espac¸o de me´tricas Riemannianas emM . Defina o funcionalQ−curvatura
total normalizado Q :M→ R como
Q(g) = V ol(M, g)−n−4n
∫
M
Qgdvg, (3.2)
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onde V ol(M, g) =
∫
M
dvg. Note que Q(g) = Q(λg) para toda constante positiva λ.
De fato, de (1.10) e da definic¸a˜o do operador de Paneitz, obtemos que
Qλg = λ
−2Qg.
Ale´m disso,
dvλg =
√
det(λg)ijdx = λ
n
2 dvg
e
V ol(M,λg) = λ
n
2 V ol(M, g).
Da´ı,
Q(λg) = V ol(M,λg) 4−nn
∫
M
Qλgdvλg
= λ
4−n
2 V ol(M, g)
4−n
n
∫
M
λ−2Qgλ
n
2 dvg
= V ol(M, g)
4−n
n
∫
M
Qgdvg
= Q(g),
para toda constante positiva λ.
Considere uma famı´lia de me´tricas a um paraˆmetro dada por g(t) = u(t)
4
n−4 g,
onde u(0) = 1, u′(0) = n−4
4
ϕ e u(t) ∈ C∞(M), para todo t. Note que
∂g
∂t
∣∣∣∣
t=0
= ϕg.
Assim, de (3.2) temos que
d
dt
∣∣∣∣
t=0
Q(g(t)) = 4− n
n
V ol(M, g)
4−2n
n
d
dt
∣∣∣∣
t=0
V ol (M, g(t))
∫
M
Qgdvg+
+V ol(M, g)
4−n
n
(∫
M
d
dt
∣∣∣∣
t=0
Qg(t)dvg +
∫
M
Qg
d
dt
∣∣∣∣
t=0
dvg(t)
)
.
Se
∂g
∂t
= h, para algum tensor sime´trico h do tipo (2, 0), enta˜o temos que
∂
∂t
dvg =
1
2
(trgh)dvg.
Para uma prova veja Sec¸a˜o 2.4 de [3]. Logo,
d
dt
∣∣∣∣
t=0
V ol(M, g(t)) =
∫
M
d
dt
dv
u(t)
4
n−4 g
=
1
2
∫
M
trg(ϕg)dvg
=
n
2
∫
M
ϕdvg.
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De (1.10) temos que
Qg(t) =
2
n− 4u(t)
−n+4
n−4Pgu(t),
e da definic¸a˜o de Pg, obtemos que
d
dt
∣∣∣∣
t=0
Qg(t) =
2
n− 4
(
−n+ 4
n− 4
)
n− 4
4
ϕPg(1) +
2
n− 4 ·
n− 4
4
Pgϕ
= − n+ 4
2(n− 4) ·
n− 4
2
ϕQg +
1
2
Pgϕ
= −n+ 4
4
ϕQg +
1
2
Pgϕ.
Assim, usando o Teorema de Divergeˆncia e o fato que M e´ compacta sem fronteira,
obtem-se que ∫
M
Pgϕdvg =
n− 4
4
∫
M
Qgϕdvg.
Portanto obtemos que
d
dt
∣∣∣∣
t=0
Q(g(t)) = 4− n
2
V ol(M, g)
4−2n
n
n
2
∫
M
ϕdvg
∫
M
Qgdvg
+V ol(M, g)
4−n
n
∫
M
(
−n+ 4
4
ϕQg +
1
2
Pgϕ+Qg
n
2
ϕ
)
dvg
=
4− n
2
V ol(M, g)
4−n
n Qg
∫
M
ϕdvg
+V ol(M, g)
4−n
n
(
−n+ 4
4
∫
M
ϕQgdvg
+
n− 4
4
∫
M
Qgϕdvg +
n
2
∫
M
Qgϕdvg
)
=
4− n
2
V ol(M, g)
4−n
n Qg
∫
M
ϕdvg
+
(
−n+ 4
4
+
n− 4
4
+
n
2
)
V ol(M, g)
4−n
n
∫
M
ϕQgdvg
=
n− 4
2
V ol(M, g)
4−n
n
∫
M
ϕ(Qg −Qg)dvg,
onde Qg = V ol(M, g)
−1
∫
M
Qgdvg e´ o valor me´dio de Qg. Portanto,
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ddt
∣∣∣∣
t=0
Q(g(t)) = n− 4
2
V ol(M, g)
4−n
n
∫
M
ϕ(Qg −Qg)dvg. (3.3)
Desta forma segue que uma me´trica g0 e´ ponto cr´ıtico de Q se e somente se Qg0 e´
constante.
Utilizando a inversa de Pg dada pela Proposic¸a˜o 2.4 e o fato que Pg e´ autoadjunta
em L2(M), obtemos que
d
dt
∣∣∣∣
t=0
Q(g(t)) = n− 4
2
V ol(M, g)
4−n
n
∫
M
ϕPg(P
−1
g (Qg −Qg))dvg
=
n− 4
2
V ol(M, g)
4−n
n
∫
M
(Pgϕ)(P
−1
g Qg −Qg)dvg
=
n− 4
2
V ol(M, g)
4−n
n 〈ϕ, P−1g (Qg −Qg)〉Pg ,
(3.4)
onde o u´ltimo produto interno e´ definido em (3.1). De (3.4) temos que o gradiente
do funcional Q e´ dado por
∇gQ(g) = P−1g (Qg −Qg).
O fluxo gradiente do funcional Q−curvatura total normalizado e´ definido como
∂g
∂t
= −2∇gQ(g) · g. (3.5)
Note que se g(t) e´ uma soluc¸a˜o para (3.5), enta˜o de (3.4) temos que
d
dt
∣∣∣∣
t=0
Q(g(t)) = −(n− 4)V ol(M, g) 4−nn |∇gQ(g)|2,
o que implica que o funcional Q e´ decrescente ao longo da famı´lia de me´tricas g(t).
Como o fluxo (3.5) e´ conforme, podemos escrever
g(t) = u(t)
4
n−4 g. (3.6)
Da´ı de (1.10) temos
Qg(t) =
2
n− 4u(t)
−n+4
n−4Pgu(t), (3.7)
e ale´m disso,
dvg(t) = u(t)
2n
n−4dvg.
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Logo,
Qg(t) = V ol(M, g(t))
−1
∫
M
Qg(t)dvg(t)
=
2
n− 4
∫
M
u(t)−
n+4
n−4 (Pgu(t))u(t)
2n
n−4dvg∫
M
u(t)
2n
n−4dvg
=
2
n− 4
∫
M
u(t)Pgu(t)dvg∫
M
u(t)
2n
n−4dvg
=
2
n− 4µ(t),
(3.8)
onde
µ(t) =
∫
M
u(t)Pgu(t)dvg∫
M
u(t)
2n
n−4dvg
(3.9)
depende apenas de t.
De (1.11), se g = u
4
n−4 g, enta˜o
v = Pg(P
−1
g (v)) = u
−n+4
n−4Pg(uP
−1
g (v)),
o que implica que
u
n+4
n−4v = Pg(uP
−1
g (v)),
e assim, temos que
P−1g (v) = u
−1P−1g (u
n+4
n−4v). (3.10)
Portanto, usando (3.6), (3.8) e (3.10), obtemos que por um lado
∂g(t)
∂t
=
4
n− 4u
8−n
n−4
∂u(t)
∂t
g
e por outro lado
−2∇g(t)Q(g(t)) · g(t) = −2P−1g(t)(Qg(t) −Qg(t))u(t)
4
n−4 g
= −2u(t)−1P−1g (u(t)
n+4
n−4 (Qg(t) −Qg(t)))u(t)
4
n−4 g
= −2u(t) 8−nn−4P−1g (u(t)
n+4
n−4 (Qg(t) −Qg(t)))g.
Logo,
∂u
∂t
= −n− 4
2
P−1g (u(t)
n+4
n−4 (Qg(t) −Qg(t))). (3.11)
54
Pore´m de (3.7), temos que
P−1g (u(t)
n+4
n−4Qg(t)) =
2
n− 4P
−1
g (Pgu(t)) =
2
n− 4u(t)
e
P−1g (u(t)
n+4
n−4Qg(t)) =
2
n− 4µ(t)P
−1
g
(
u(t)
n+4
n−4
)
.
Portanto substituindo em (3.11), obtemos
∂u
∂t
= −u(t) + µ(t)P−1g
(
u(t)−
n+4
n−4
)
. (3.12)
Desta forma vamos considerar o seguinte fluxo

∂u
∂t
= −u+ µP−1g0 (|u|
n+4
n−4 )
u(·, 0) = 1,
(3.13)
onde µ(t) depende apenas de t e e´ dado por (3.9). Como Pg0 e´ positivo, segue
diretamente da definic¸a˜o que µ(t) > 0 para todo t.
Lema 3.1. Seja v(t) uma soluc¸a˜o de

∂v
∂s
= −v + P−1g0
(
|v|n+4n−4
)
v(·, 0) = 1.
(3.14)
Defina
ν(t) =
∫
M
vPg0vdvg0∫
M
|v| 2nn−4dvg0
,
s(t) =
∫ t
0
ν(τ)dτ
e
u(x, t) = es(t)−tv(x, s(t)).
enta˜o u e´ soluc¸a˜o de (3.13).
Demonstrac¸a˜o. Inicialmente note que u(x, 0) = v(x, 0) = 1. Ale´m disso,
s′(t) = ν(t) =
∫
M
vPg0vdvg0∫
M
|v| 2nn−4dvg0
=
∫
M
et−s(t)uPg0(e
t−s(t)u)dvg0∫
M
|et−s(t)u| 2nn−4dvg0
= e−
8
n−4
(t−s(t))µ(t).
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Assim, derivando
∂u
∂t
= s′(t)es(t)−tv(x, s(t))− es(t)−tv(x, s(t)) + es(t)−t · ∂v
∂s
s′(t)
= −u+ s′(t)es(t)−tv(x, s(t)) + es(t)−ts′(t)(−v + P−1g0 (|v|
n+4
n−4 ))
= −u+ es(t)−ts′(t)P−1g0 (|v|
n+4
n−4 )
= −u+ es(t)−t− 8n−4 (t−s(t))+n+4n−4 (t−s(t))µ(t)P−1g0 (|u|
n+4
n−4 )
= −u+ µPg0(|u|
n+4
n−4 ).
Lema 3.2. O fluxo (3.14) tem uma soluc¸a˜o suave para 0 ≤ t < T , onde 0 < T ≤ ∞.
Demonstrac¸a˜o. Para a demonstrac¸a˜o desse lema vamos utilizar o Teorema do Ponto
Fixo para contrac¸o˜es. Defina para cada ε > 0 e δ > 0 os espac¸os Xε = C
4,α(M×[0, ε])
e
Xε,δ = {u ∈ Xε; u(x, 0) = 1 e ‖u− 1‖Xε ≤ δ}.
Defina uma aplicac¸a˜o T : Xε,δ −→ Xε como
T (v)(x, t) = 1−
∫ t
0
v(x, τ)dτ +
∫ t
0
P−1g0 (|v|
n+4
n−4 )(x, τ)dτ.
Agora, para todo v ∈ Xε,δ, temos que
‖T (v)− 1‖Xε ≤ ε
(
‖v‖Xε + ‖P−1g0 (|v|
n+4
n−4 )‖Xε
)
. (3.15)
Como v ∈ Xε,δ, enta˜o
‖v‖Xε ≤ ‖v − 1‖Xε + ‖1‖Xε ≤ c+ δ, (3.16)
para alguma contante positiva c. Ale´m disso, da Proposic¸a˜o 2.4, temos que
‖P−1g0 (|v|
n+4
n−4 )‖C4,α(M) ≤ ‖|v|
n+4
n−4‖C0,α(M).
Da´ı, de (3.16) obtemos que existe uma constante C > 0 tal que
‖P−1g0 (|v|
n+4
n−4 )‖Xε < C,
para todo v ∈ Xε,δ. Logo, de (3.15) obtemos que T (v) ∈ Xε,δ para todo v ∈ Xε,δ se
ε > 0 e´ suficientemente pequeno.
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Agora para v1, v2 ∈ Xε,δ, temos que
‖T (v1)− T (v2)‖Xε ≤ ε
(
‖v1 − v2‖Xε + ‖P−1g0 (|v1|
n+4
n−4 − |v2|
n+4
n−4 )‖Xε
)
. (3.17)
Utilizando a igualdade
|v1|
n+4
n−4 − |v2|
n+4
n−4 =
∫ 1
0
|v2 + s(v1 − v2)| 8n−4 |v2 − v1|ds
e a Proposic¸a˜o 2.4, obtemos que
‖P−1g0 (|v1|
n+4
n−4 − |v2|
n+4
n−4 )‖Xε ≤ c‖v1 − v2‖Xε ,
onde c na˜o depende de v1 nem de v2. Logo, de (3.17), segue que T : Xε,δ −→ Xε,δ
e´ uma contrac¸a˜o para todo ε > 0 suficienteente pequeno, o que implica que existe
v ∈ Xε,δ, tal que T (v) = v. Pela definic¸a˜o de T , este ponto fixo e´ uma soluc¸a˜o de
(3.14).
3.2 Propriedades do Fluxo
Nesta sec¸a˜o iremos encontrar propriedades das soluc¸o˜es do fluxo (3.13). Desta forma,
daqui por diante u ∈ C4,α(M× [0, T ]), com T > 0, denotara´ sempre uma soluc¸a˜o para
(3.13). Para cada t ∈ [0, T ] utilizando regularidade el´ıptica, mostramos que u(·, t) e´
suave.
Proposic¸a˜o 3.3. (i) u(x, t) > 0, para todo t ∈ [0, T ).
(ii) Pg0u(x, t) > 0, para todo t ∈ (0, T ).
(iii) Qg(t) > 0, para todo t ∈ (0, T ).
Demonstrac¸a˜o. Como u e´ soluc¸a˜o de (3.13), enta˜o
∂
∂t
Pg0u = Pg0
(
∂u
∂t
)
= −Pg0u+ µ|u|
n+4
n−4
(3.18)
assim
∂
∂t
Pg0u ≥ −Pg0u,
ja´ que µ(t) ≥ 0. Integrando obtemos
Pg0u(x, t) = e
−tPg0u(0, x)
= e−tPg0(1)
=
n− 4
2
e−tQg0(x).
57
Disto segue que Pg0u ≥ 0 e Pg0u > 0 em algum ponto, ja´ que a Q−curvatura semi-
positva. Pelo Princ´ıpio do Ma´ximo Forte para o operador de Paneitz, Teorema 2.2,
segue que u > 0 para todo t no intervalo [0, T ). De (3.18) temos
∂
∂t
Pg0u ≥ −Pg0u+ µ|u|
n+4
n−4 ,
Multiplicando por et obtemos que
∂
∂t
(
etPg0u
) ≥ µ|u|n+4n−4 et,
e integrando temos
Pg0u(x, t) ≥ e−tPg0u(x, 0) + e−t
∫ t
0
µ(s)|u(x, s)|n+4n−4 esds,
o que implica que Pg0u > 0 para t ∈ (0, T ). Da´ı, de (1.10) obtemos que Qg(t) > 0
para todo t ∈ (0, T ).
Como u > 0, podemos reescrever (3.13) como
∂
∂t
u = −u+ µP−1g0 (u
n+4
n−4 ), (3.19)
com
µ =
∫
M
uPg0udvg0∫
M
u
2n
n−4dvg0
. (3.20)
Lema 3.4.
d
dt
∫
M
uPg0udvg0 = 0.
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Demonstrac¸a˜o. De (3.19), (3.20) e utilizando o fato que Pg0 e´ autoadjunta, obtemos
d
dt
∫
M
uPg0udvg0 =
∫
M
(
∂u
∂t
Pgou+ uPg0
∂u
∂t
)
dvg0
= 2
∫
M
uPg0(
∂u
∂t
)dvg0
= 2
∫
M
uPg0
(
−u+ µP−1g0 (u
n+4
n−4 )
)
dvg0
= 2
∫
M
(
−uPg0u+ µuPg0P−1g0 (u
n+4
n−4 )
)
dvg0
= 2
∫
M
(
−uPg0u+ µu
2n
n−4
)
dvg0
= −2
∫
M
uPg0udvg0 + 2µ
∫
M
u
2n
n−4dvg0
= −2
∫
M
uPg0udvg0 + 2
∫
M
uPg0udvg0∫
M
u
2n
n−4dvg0
∫
M
u
2n
n−4dvg0
= 0.
Defina
V (t) = V ol(M,u(t)
4
n−4 g0) =
∫
M
u
2n
n−4dvg0 , (3.21)
f = −u+ µP−1g0 (u
n+4
n−4 )
e o funcional
Fg0(u) = V ol(M,u
4
n−4 g0)
−n−4
n
∫
M
u(t)Pg0u(t)dvg0 . (3.22)
Note que
Fg0(u) =
n− 4
2
Q(u 4n−4 g0),
onde Q esta´ definido em (3.2).
Lema 3.5.
d
dt
V =
d
dt
∫
M
u
2n
n−4dvg0 =
2n
n− 4
1
µ
∫
M
fPg0fdvg0 ≥ 0. (3.23)
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ddt
µ =
d
dt


∫
M
uPg0udvg0
V

 ≤ 0. (3.24)
d
dt
Fg0(u) =
d
dt


∫
M
uPg0udvg0
V
n−4
n

 ≤ 0. (3.25)
Em particular, o volume e´ crescente ao longo do fluxo, enquanto µ e o quociente de
Paneitz-sobolev sa˜o decrescentes. Ale´m disso, o volume e´ limitado, isto e´,
V (t) ≤ C, (3.26)
onde C na˜o depende de t.
Demonstrac¸a˜o. Temos que
d
dt
∫
M
u
2n
n−4dvg0 =
2n
n− 4
∫
M
u
n+4
n−4
∂u
∂t
dvg0
=
2n
n− 4
∫
M
u
n+4
n−4
(
−u+ µP−1g0 (u
n+4
n−4 )
)
dvg0
=
2n
n− 4
∫
M
(
−u 2nn−4 + µun+4n−4P−1g0 (u
n+4
n−4 )
)
dvg0 .
(3.27)
Por outro lado,∫
M
fPg0fdvg0 =
∫
M
(
−u+ µP−1g0 (u
n+4
n−4 )
)(
−Pg0u+ µu
n+4
n−4
)
dvg0
=
∫
M
(
uPg0u− µu
2n
n−4 − µP−1g0 (u
n+4
n−4 )Pg0u
+µ2u
n+4
n−4P−1g0 (u
n+4
n−4 )
)
dvg0
= µ
∫
M
(
−u 2nn−4 + µun+4n−4P−1g0 (u
n+4
n−4 )
)
dvg0
=
n− 4
2n
µ
d
dt
∫
M
u
2n
n−4dvg0 ,
(3.28)
pois como Pg0 e´ autoadjunto, temos
µ
∫
M
P−1g0 (u
n+4
n−4 )Pg0udvg0 = µ
∫
M
u
2n
n−4dvg0 =
∫
M
uPg0udvg0 .
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Como Pg0 > 0, segue (3.23). Para mostrar (3.24) e (3.25) basta ver que pelo Lema
3.4 temos que ∫
M
uPg0udvg0
na˜o depende de t e V (t) e´ na˜o decrescente.
Ale´m disso, como a constante de Paneitz Sobolev e´ positiva (2.15), temos que
0 < q0 = inf
u∈W 2,2(M\{0})
Fg0(u) ≤ Fg0(u(t)).
Logo
V (t)
n−4
n ≤ q−10
∫
M
uPg0udvg0 .
Como a integral do lado direito na˜o depende de t pelo Lema 3.4, obtemos (3.26).
Corola´rio 3.6. ∫ T
0
||f ||2W 2,2(M)dt ≤ C1(g0),
∫ T
0
(∫
M
|f | 2nn−4dvg0
)n−4
n
dt ≤ C2(g0).
(3.29)
Demonstrac¸a˜o. Como µ e´ na˜o crescente, segue de (3.23) e de (3.26) que
∫ T
0
∫
Mn
fPg0fdv0dt ≤
n− 4
2n
∫ T
0
µ
d
dt
V dt ≤ n− 4
2n
µ(0)(V (T )− V (0)) ≤ c,
onde c na˜o depende de T . Da afirmac¸a˜o na pa´gina 31 segue a primeira igualdade
em (3.29). Para a segunda igualdade, como a constante de Sobolev e´ positiva (2.15),
temos que
∫ T
0
(∫
M
|f | 2nn−4dvg0
)n−4
n
dt ≤ q−10
∫ T
0
∫
M
fPg0fdvg0dt ≤ C.
Proposic¸a˜o 3.7. O fluxo (3.13) possui uma soluc¸a˜o suave para todo tempo. Ale´m
disso,
u(t) ≤ C1eC2t, (3.30)
onde C1, C2 > 0 sa˜o constantes independentes de t. Ale´m disso, u(t) esta´ definida
para todo t ≥ 0.
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Demonstrac¸a˜o. Seja s > 1. Da Proposic¸a˜o 3.3 temos que u(t) > 0 e Pg0u(t) > 0
enquanto a soluc¸a˜o existe. Note que, como em (3.18), obtemos
d
dt
∫
M
(Pg0u)
sdvg0 = s
∫
M
(Pg0u)
s−1 ∂
∂t
(Pg0u)dvg0
= s
∫
M
(Pg0u)
s−1(−Pg0u+ µu
n+4
n−4 )dvg0
= −s
∫
M
(Pg0)
sdvg0 + sµ
∫
M
(Pg0u)
s−1u
n+4
n−4dvg0 .
(3.31)
Usando a desigualdade de Ho¨lder, com p =
s
s− 1 e q = s, na segunda integral,
obtemos
∫
M
(Pg0u)
s−1u
n+4
n−4dvg0 ≤
(∫
M
(Pg0u)
sdvg0
) s−1
s
(∫
M
u
n+4
n−4
sdvg0
) 1
s
. (3.32)
Suponha que
2n
n− 4 ≤ s ≤
n
4
. (3.33)
Aplicando novamente a desigualdade de Ho¨lder com p =
n
n− 4s > 1 e q =
n
4s
> 1, e
fazendo
u
n+4
n−4
s = usu
8s
n−4 ,
obtemos
(∫
M
u
n+4
n−4
sdvg0
) 1
s
≤
(∫
M
u
ns
n−4sdvg0
)n−4s
ns
(∫
M
u
2n
n−4dvg0
) 4
n
. (3.34)
Pelo Teorema 1.29, W 4,s(M) ⊂ L nsn−4s (M) continuamente para 1 < s < n
4
. Como
Pg0 > 0 temos ‖u‖W 4,s(M) e´ equivalente a norma ‖Pg0u‖Ls(M). Portanto,
(∫
M
u
ns
n−4sdvg0
)n−4s
ns
≤ Cs
(∫
M
(Pg0u)
sdvg0
) 1
s
(3.35)
para s satisfazendo (3.33). De (3.32), (3.34) e (3.35) temos
∫
M
(Pg0u)
s−1u
n+4
n−4dvg0 ≤
(∫
M
(Pg0u)
sdvg0
) s−1
s
(∫
M
u
n+4
n−4
sdvg0
) 1
s
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≤
(∫
M
(Pg0u)
sdvg0
) s−1
s
(∫
M
u
ns
n−4sdvg0
)n−4s
ns
(∫
M
u
2n
n−4dvg0
) 4
n
≤ Cs
(∫
M
(Pg0u)
sdvg0
) s−1
s
(∫
M
u
2n
n−4dvg0
) 4
n
(∫
(Pg0u)
sdvg0
) 1
s
≤ Cs
∫
M
(Pg0u)
sdvg0V (t)
4
n .
Pela limitac¸a˜o uniforme do volume, Lema 3.5, obtemos que∫
M
(Pg0u)
s−1u
n+4
n−4dvg0 ≤ Cs
∫
M
(Pg0u)
sdvg0 . (3.36)
E substituindo em (3.31)
d
dt
∫
M
(Pg0u)
sdvg0 ≤ Cs
∫
M
(Pg0u)
sdvg0 , (3.37)
para todo s satisfazendo
2n
n− 4 < s <
n
4
, ja´ que µ e´ na˜o crescente. Integrando,
obtemos que ∫
M
(Pg0u)
sdvg0 ≤ C0eCst, (3.38)
para 0 ≤ t ≤ T . De (3.35) e de (3.38), obtemos
||u||
L
ns
n−4s
≤ C1eC′st. (3.39)
com 1 < s < n/4. Isto implica que
||u||Lp ≤ C3eCpt, (3.40)
Agora para s > n/4, de (3.32) e de (3.40), temos
∫
M
(Pg0u)
s−1u
n+4
n−4dvg0 ≤
(∫
M
(Pg0u)
sdvg0
) s−1
s
(∫
M
u
n+4
n−4
sdvg0
) 1
s
≤
(∫
M
(Pg0u)
sdvg0
) s−1
s
(C3e
Cnt)
1
s
≤ C4eC5t
(∫
M
(Pg0u)
sdvg0
) s−1
s
≤ µ−1
∫
M
(Pg0u)
sdvg0 + C6e
C7t,
(3.41)
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onde na u´ltima igualdade, usamos a desigualdade de Young, com p = s, q =
s
s− 1,
a =
µ
1
q
q
C4e
C5t e b = qµ
−
1
q
(∫
M
(Pg0u)
sdvg0
) s−1
s
.
Substituindo (3.41) em (3.31),
d
dt
∫
M
(Pg0u)
sdvg0 ≤ −s
∫
M
(Pg0)
sdvg0 + s
∫
M
(Pg0u)
sdvg0 + C6e
C7t
≤ C6eC7t.
(3.42)
Integrando obtemos que (3.38) vale para todo s > 1. Isto implica que
‖u‖W 4,s(M) ≤ C ′eCt,
para todo s > 1. Pelo item (iii) do Teorema 1.29, temos que
||u||C0,α(M) ≤ ‖u‖W 4,s(M) ≤ C ′eCt,
para algum α ∈ (0, 1) e s > n/4. Isto implica (3.30). Da´ı, de (3.18) obtemos que
∂
∂t
Pg0u ≤ −Pg0u+ CeAt,
o que implica
Pg0u ≤ CeDt.
Portanto,
‖u‖C4,α(M) ≤ C1eC2t.
Disto conclu´ımos que u(t) esta´ definida para todo t > 0, caso contra´rio, sua norma
na˜o poderia ser limitada.
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Cap´ıtulo 4
Construindo os Dados Iniciais
Neste cap´ıtulo (M, g0) e´ uma variedade Riemanniana satisfazendo as hipo´teses do Teo-
rema Principal. Ele esta´ dividido em duas sec¸o˜es. Na primeira consideramos o caso
em que a dimensa˜o e´ maior ou igual a 8 e a me´trica na˜o e´ localmente conformemente
plana. E na segunda o caso em que a dimensa˜o e´ 5, 6 ou 7, ou a me´trica e´ localmente
conformemente plana. Em ambos os casos encontramos uma me´trica h conforme a g0
ainda satisfazendo as hipo´teses do Teorema Principal pore´m com Fh(1) estritamente
menor que a constante de Sobolev da esfera canoˆnica. Na segunda sec¸a˜o o Teorema
da Massa Positiva e´ fundamental para a construc¸a˜o da func¸a˜o teste.
4.1 Caso n ≥ 8 e na˜o Localmente Conformemente
Plana
Nesta sec¸a˜o (Mn, g0) sera´ uma variedade Riemanniana compacta sem fronteira que
na˜o e´ localmente conformemente plana de dimensa˜o n ≥ 8 com Q−curvatura e´ semi-
positiva e curvatura escalar na˜o negativa.
Dado x0 ∈ M , seja g˜ = ϕ 4n−4 g0 a me´trica dada pelo Teorema 1.15 que nos da´
coordenadas normais conformes em x0, com N suficientemete grande. Dado ε > 0,
considere a func¸a˜o definida por
u˜ε(x) =
η(x)ϕ(x)
(ε2 + dg˜(x, x0)2)
n−4
2
,
onde η(x) e´ uma func¸a˜o radial com suporte na bola B2δ(x0) e igual a 1 na bola Bδ(x0),
onde δ > 0 e´ fixo.
Lema 4.1.
Fg0(u˜ε) ≤ Sn − cnε4| log ε||Wg0(x0)|2,
para n = 8, e
Fg0(u˜ε) ≤ Sn − cnε4|Wg0(x0)|2,
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para n ≥ 9, onde Fg0 esta´ definido em (3.22) e
Sn = inf
ϕ∈C∞0 (R
n)
∫
Rn
(∆0ϕ)
2dx
(∫
Rn
|ϕ| 2nn−4dx
)n−4
n
= inf
ϕ∈C∞0 (R
n)
∫
Rn
ϕ∆20ϕdx(∫
Rn
|ϕ| 2nn−4dx
)n−4
n
(4.1)
e´ a constante de Paneitz Sobolev do espac¸o Euclidiano.
E´ conhecido que
Sn =
n(n2 − 4)(n− 4)ω
4
n
n
16
,
onde ωn e´ o volume da esfera unita´ria em R
n, veja [8]. Ale´m disso, se
vλ(x) = µ
(
λ
λ+ |x− x0|2
)n−4
2
,
onde λ > 0, µ 6= 0 e x0 ∈ Rn, enta˜o
Sn =
∫
Rn
vλ∆
2
0vλdx(∫
Rn
v
2n
n−4
λ dx
)n−4
n
. (4.2)
Portanto, se
fε(x) =
(
ε
ε2 + |x|2
)n−4
2
, (4.3)
com ε > 0. Enta˜o de (4.8), temos
∆20fε = n(n− 4)(n2 − 4)
ε
n+4
2
(ε2 + r2)
n+4
2
= n(n− 4)(n2 − 4)f
n+4
n−4
ε , (4.4)
o que implica que
fε∆
2
0fε = n(n− 4)(n2 − 4)f
2n
n−4
ε .
Logo, de (4.2) temos que
Sn = n(n− 4)(n2 − 4)
(∫
Rn
f
2n
n−4
ε dx
) 4
n
. (4.5)
Lema 4.2. Se g˜ e´ como acima, se definirmos
uε(x) =
η(x)
(ε2 + dg˜(x, x0)2)
n−4
2
,
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enta˜o em B2δ(x0), temos
Pg˜(uε) =
n(n− 4)(n2 − 4)ε4
(ε2 + r2)
n+4
2
+
O(1)
(ε2 + r2)
n−4
2
. (4.6)
Ale´m disso, pela covariaˆncia conforme do operador de Paneitz (1.11), temos que
Fg0(u˜ε) = Fg˜(uε).
Demonstrac¸a˜o. Inicialmente note que, dvg˜ = ϕ
2n
n−4dvg0 e Pg˜(uε) = ϕ
−n+4
n−4Pg0(ϕuε).
Assim,
Fg˜(uε) =
∫
M
uεPg˜uεdvg˜(∫
M
|uε| 2nn−4dvg˜
)n−4
n
=
∫
M
uεϕ
−n+4
n−4Pg0(ϕuε)ϕ
2n
n−4dg0(∫
M
|uε| 2nn−4ϕ 2nn−4dg0
)n−4
n
=
∫
M
u˜εPg0u˜εdg0(∫
M
|u˜ε| 2nn−4dg0
)n−4
n
= Fg0(u˜ε).
Note que se x ∈ B2δ(x0)\Bδ(x0), enta˜o
1
(ε2 + r2)
n+4
2
≤ 1
(ε2 + r2)
n−4
2
.
Da´ı a estimativa segue do Lema 1.20. Portanto, basta mostrar a estimativa em Bδ(x0),
onde η ≡ 1. Assim vamos estimar
Pg˜
(
(ε2 + r2)
4−n
2
)
.
Pelo Lema 1.18 temos que
∆2g˜f = ∆
2
0f +O(r
N−1)f ′′′ +O(rN−2)f ′′ +O(rN−3)f ′, (4.7)
para toda func¸a˜o radial f , onde ∆0 denota o laplaciano Euclidiano e N e´ ta˜o grande
quanto queira. Assim, se f = (ε2 + r2)
4−n
2 , temos
f ′(r) = (4− n)r(ε2 + r2) 2−n2 ,
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f ′′(r) = (4− n)(ε2 + r2) 2−n2 + (2− n)(4− n)r2(ε2 + r2)−n2
= (ε2 + r2)
2−n
2 [4− n+ (2− n)(4− n)r2(ε2 + r2)−1]
≤ (ε2 + r2) 2−n2 [4− n(2− n)(4− n)]
≤ (3− n)(4− n)
(ε2 + r2)
n−2
2
e
f ′′′(r) = (2− n)(4− n)r(ε2 + r2)−n2 + 2(2− n)(4− n)r(ε2 + r2)−n2
−n(2− n)(4− n)r3(ε2 + r2)−n+22
= r(ε2 + r2)−
n
2 [(2− n)(4− n) + 2(2− n)(4− n)
−n(2− n)(4− n)r2(ε2 + r2)−1]
≤ r(ε2 + r2)−n2 [(2− n)(4− n)(3− n)]
≤ r(2− n)(3− n)(4− n)
(ε2 + r2)
n
2
.
Logo,
|f ′| ≤ anr
(ε2 + r2)
n−2
2
,
|f ′′| ≤ an
(ε2 + r2)
n+2
2
e
|f ′′′| ≤ anr
(ε2 + r2)
n
2
,
onde an e´ uma constante positiva que depende somente da dimensa˜o. Da´ı de (1.17),
obtemos que
∆20f = n(n− 4)(n2 − 4)
ε4
(ε2 + r2)
n+4
2
. (4.8)
Portanto de (4.7), obtemos que
∆2g˜f = bn
ε4
(ε2 + r2)
n+4
2
+
O(rN−2)
(ε2 + r2)
n−2
2
,
onde bn = n(n− 4)(n2 − 4). De (1.9), temos que
Pg˜f = ∆
2
g˜f + c1g˜(∇2f,Ricg˜) + c2Rg˜∆g˜f + c3〈∇g˜Rg˜,∇g˜f〉+ c4Qg˜f, (4.9)
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onde c1, c2, c3 e c4 sa˜o constantes que so´ dependem de n. Em coordenadas normais
conformes,
Ricg˜
(
∂
∂r
,
∂
∂r
)
= O(r2), Rg˜ = O(r
2), |∇g˜Rg˜| = O(r), |Qg˜| = O(1). (4.10)
Portanto, os quatro u´ltimos termos de (4.9) sa˜o da ordem
rf ′ + r2f ′′,
que por sua vez sa˜o limitados por
O(r2)
(ε2 + r2)
n−2
2
=
O(1)
(ε2 + r2)
n−4
2
.
Conclu´ımos que
Pg˜(uε) =
bnε
4
(ε2 + |x|2)n+42 +
O(rN−2)
(ε2 + r2)
n−2
2
+
O(1)
(ε2 + r2)
n−4
2
.
Para N suficientemente grande, o segundo termo do lado direito da igualdade acima
pode ser absorvido pelo terceiro, e assim obtemos a estimativa desejada.
Da Proposic¸a˜o 2.4, segue que Pg0 e´ invert´ıvel, da´ı de (1.11) conclu´ımos que Pg˜ e´
invert´ıvel. Logo existe uma func¸a˜o uˆε tal que
Pg˜uˆε = η(x)
bnε
4
(ε2 + |x|2)n+42 , (4.11)
onde bn = n(n− 4)(n2 − 4).
Lema 4.3. Se vε = uˆε − uε, enta˜o existe C > 0 tal que em B2δ(x0) temos as estima-
tivas
|vε| ≤ C(ε2 + |x|2) 8−n2 se n > 8;
|vε| ≤ C log
(
1
ε2 + |x|2
)
se n = 8.
sobre M\B2δ(x0) temos simplesmente
|vε| ≤ C.
Demonstrac¸a˜o. De (4.11) e do Lema 4.2 temos que
Pg˜(uˆε − uε) = η(x) bnε
4
(ε2 + |x|2)n+42 − Pg˜uε =
O(1)
(ε2 + r2)
n−4
2
. (4.12)
Como η tem suporte em B2δ(x0) segue que Pg˜(uε) tambe´m tem suporte em B2δ(x0).
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Seja Gx a func¸a˜o de Green para Pg˜ com polo em x ∈ B2δ(x0). Note que nas
coordenadas normais de g˜, temos
|Gx(y)| ≤ c|x− y|4−n.
E lembre-se que
v(x) =
∫
M\{x}
GxPg˜vdvg˜.
Da´ı, se vε = uˆε − uε, enta˜o
vε(x) =
∫
M\{x}
GxPg˜vεdvg˜ =
∫
B2δ(x0)\{x}
GxPg˜vεdvg˜,
o que implica de (4.12) que
|vε(x)| ≤ c
∫
B2δ(0)\{x}
1
|x− y|n−4
dy
(ε2 + |y|2)n−42 .
Para n = 8, temos os casos em que |x| = O(ε) e |x| ≥ C0ε, para alguma constante
C0 > 0 grande. Para o caso |x| = O(ε) fac¸a a mudanc¸a de varia´vel y = εw e tome
x = ε−1x. Da´ı, obtemos∫
B2δ(0)\{x}
1
|x− y|4
dy
(ε2 + |y|2)n−42 =
∫
B2δε−1 (0)\{x}
1
|x− εw|4 ·
ε8dw
(ε2 + |εw|2)2
=
∫
B2δε−1 (0)\{x}
1
|ε (1
ε
x− w) |4 · ε
8dw
(ε2(1 + |w|2))2
=
∫
B2δε−1 (0)\{x}
1
ε4|x¯− w|4 ·
ε8dw
ε4(1 + |w|2)2
=
∫
B2δε−1 (0)\{x}
1
|x¯− w|4 ·
dw
(1 + |w|2)2
=
∫ 2δε−1
0
∫
S7
1
|x¯− rθ|4 ·
r7dθdr
(1 + r2)2
≤
∫ 2δε−1
0
∫
S7
1
r4|x¯r−1 − θ|4 ·
r7dθdr
r4
≤ c
∫ 2δε−1
0
dr
r
≤ cδ log(ε−1),
pois r2 ≤ r2 + 1 e a integral ∫
S7
dθ
|x¯r−1 − θ|4
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converge e e´ limitada independente de r. Portanto, |x| ≤ Cε implica que ε2+ |x|2 ≤ ε
para ε suficientemente pequeno, o que implica que log(ε−1) ≤ log(ε2 + |x|2)−1.
Por outro lado, para |x| ≥ C0ε, com C0 grande, fazendo a substituic¸a˜o y = |x|w e
tomando x = x|x|−1, obtemos
∫
B2δ(0)\{x}
1
|x− y|4
dy
(ε2 + |y|2)n−42 =
=
∫
B2δ|x|−1 (0)\{x}
1
|x− |x|w|4 ·
|x|8dw
(ε2 + |xw|2)2
=
∫
B2δ|x|−1 (0)\{x}
1
|x|4|x− w|4 ·
|x|8dw
|x|4
(
ε2
|x|2
+ |w|2
)2
=
∫
B2δ|x|−1 (0)\{x}
1
|x− w|4 ·
dw(
ε2
|x|2
+ |w|2
)2
=
∫ 2δ|x|−1
0
∫
S7
1
|x¯− rθ|4 ·
r7dθdr
(ε2|x|−2 + r2)2
≤
∫ 2δ|x|−1
0
∫
S7
1
r4|x¯r−1 − θ|4 ·
r7dθdr
r4
≤ c
∫ 2δ|x|−1
0
dr
r
≤ cδ log(|x|−1).
Note que |x| ≥ C0ε implica que ε2|x|−1 ≤ C−20 , considerando que δ e´ muito pequeno.
Assim se C0 e´ muito grande, teremos que ε
2|x|−1+|x| ≤ 1, o que implica que ε2+|x|2 ≤
|x|. Conclu´ımos que para n = 8
|vε(x)| ≤ c log
(
1
ε2 + |x|2
)
,
para todo x ∈ B2δ(x0). Agora vamos ao caso n ≥ 9. Do mesmo modo vamos separar
em |x| = O(ε) e |x| ≥ C0ε, para alguma constante C0 grande. De modo ana´logo ao
caso n = 8 se |x| = O(ε), obtemos
∫
B2δ(0)\{x}
1
|x− y|n−4
dy
(ε2 + |y|2)n−42 =
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=∫
B2δε−1 (0)\{x}
1
|ε (1
ε
x− w) |n−4 · ε
ndw
(ε2(1 + |w|2))n−42
=
∫
B2δε−1 (0)\{x}
1
εn−4|x¯− w|n−4 ·
εndw
εn−4(1 + |w|2)n−42
= ε8−n
∫
B2δε−1 (0)\{x}
1
|x¯− w|n−4 ·
dw
(1 + |w|2)n−42
= ε8−n
∫ 2δε−1
0
∫
Sn−1
1
|x¯− rθ|n−4 ·
rn−1dθdr
(1 + r2)
n−4
2
≤ ε8−n
∫ 2δε−1
0
∫
Sn−1
1
rn−4|x¯r−1 − θ|n−4 ·
rn−1dθdr
rn−4
≤ cε8−n
∫ 2δε−1
0
r7−ndr ≤ cδ.
Note que, neste caso (ε2 + |x|2) 8−n2 ≥ c.
De modo ana´logo para o caso |x| ≥ C0ε, obtemos que∫
B2δ(0)\{x}
1
|x− y|n−4
dy
(ε2 + |y|2)n−42 =
= |x|8−n
∫
B2δε−1 (0)\{x}
1∣∣ x
|x|
− w∣∣4 ·
dw(
ε2
|x|2
+ |w|2
)2 ≤ C|x|8−n.
Logo, conclu´ımos que para n > 8 obtemos
|vε(x)| ≤ C(ε2 + |x|2) 8−n2 ,
para todo x ∈ B2δ(x0). Como quer´ıamos.
Lema 4.4. (i)
∫
M
u
2n
n−4
ε dvg˜ ≃ ε−n,
(ii)
∫
M
u
n+4
n−4
ε vεdvg˜ = O(ε
−4| log ε|), para n = 8,
(iii)
∫
M
u
n+4
n−4
ε vεdvg˜ = O(ε
4−n), para n ≥ 9.
Demonstrac¸a˜o. Como supp uε ⊂ B2δ(x0) e uε = (ε2 + |x|2) 4−n2 na bola Bδ(x0), enta˜o
basta estimar as integrais sobre a bola Bδ(x0). Como dvg˜ = (1 + O(r
N))dx com N
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suficientemente grande. Da´ı, fac¸a x = εy e obtenha que∫
Bδ(0)
u
2n
n−4
ε dx = ε
−n
∫
B δ
ε
(0)
(1 + |y|2)−ndy = cε−n
∫ δ
ε
0
rn−1
(1 + r2)n
dr.
Como a u´ltima integral e´ uniformemente limitada em ε, segue o item (i). Para os
outros itens iremos utilizar o Lema 4.3. Assim para n = 8 fac¸a x = εy, e obtenha que∣∣∣∣
∫
Bδ(0)
u
n+4
n−4
ε vεdx
∣∣∣∣ ≤ c
∫
Bδ(0)
1
(ε2 + |x|2)n+42 log
(
1
ε2 + |x|2
)
dx
≤ cε−4| log ε|
∫
B δ
ε
(0)
1
(1 + |y|2)n+42 log
(
1
1 + |y|2
)
dy
≤ cε−4| log ε|
∫ δ
ε
0
rn−1
(1 + r2)
n+4
2
log
(
1
1 + r2
)
dr
e para n ≥ 9 ∣∣∣∣
∫
Bδ(0)
u
n+4
n−4
ε vεdx
∣∣∣∣ ≤ c
∫
Bδ(0)
1
(ε2 + |x|2)n−2dx
≤ cε4−n
∫
B δ
ε
(0)
1
(1 + |y|2)n−2dy
≤ cε4−n
∫ δ
ε
0
rn−1
(1 + r2)n−2
dr.
Logo segue o resultado.
Lema 4.5. Tem-se que
Fg˜(uˆε) =


(1 +O(ε4| log ε|))Fg˜(uε) para n = 8
(1 +O(ε4))Fg˜(uε) para n ≥ 9.
Demonstrac¸a˜o. Vamos denotar por N e D o numerador e o denominador do funcional
Fg˜ respectivamente. Note que
N (uˆε) =
∫
M
uˆεPg˜uˆεdvg˜ + 2
∫
M
vεPg˜uεdvg˜ +
∫
M
vεPg˜vεdvg˜, (4.13)
onde vˆε = uˆε − uε. Pelo Lema 4.2 obtemos∫
M
vεPg˜uεdvg˜ =
∫
M
vε
(
bnε
4
(ε2 + |x|2)n+42 +
O(1)
(ε2 + |x|2)n−42
)
dvg˜. (4.14)
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Como vε tem suporte em B2δ(x0), obtemos para n = 8 pelo Lema 4.3 que
∫
M
vε
O(1)
(ε+ |x|2)n−42 dvg˜ ≤ C
∫
B2δ(x0)
log
(
1
ε2 + |x|2
)
dx
(ε2 + |x|2)n−42
=
∫ 2δ
0
∫
Sn
log
(
1
ε2 + r2
)
r7dθdr
(ε2 + r2)2
= C
∫ 2δ
0
log
(
1
ε2 + r2
)
r7dθdr
(ε2 + r2)2
≤ C
∫ 2δ
0
log
(
1
ε2 + r2
)
(ε2 + r2)3rdr
(ε2 + r2)2
≤ C
∫ ε+4δ2
ε2
log
(
1
s
)
sds
≤ C.
(4.15)
E para n ≥ 9 novamente pelo Lema 4.3, obtemos que
∫
M
vε
O(1)
(ε+ r2)
n−4
2
dvg˜ ≤ C
∫
B2δ(x0)
dx
(ε2 + r2)
n−4
2
+n−8
2
= C
∫
B2δ(x0)
dx
(ε2 + r2)n−6
≤ C
∫ 2δ
0
rn−1dr
(ε2 + r2)n−6
= C
∫ 2δ
0
rn−2rdr
(ε2 + r2)n−6
≤ C
∫ 2δ
0
(ε2 + r2)
n
2
−1rdr
(ε2 + r2)n−6
= C
∫ 2δ
0
(ε2 + r2)
10−n
2 dr
≤ C
∫ ε+4δ2
ε2
s5−
n
2 ds
≤ C.
(4.16)
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Assim de (4.14), (4.15) e (4.16), segue que∫
M
vεPg˜uεdvg˜ =
∫
B2δ(x0)
vε
bnε
4
(ε2 + |x|2)n+42 dvg˜ +O(1).
Do Lema (4.3) e de (4.12) obtemos que∫
M
vεPg˜vεdvg˜ =
∫
B2δ(x0)
vε
(
O(1)
(ε2 + r2)
n−4
2
)
dvg˜ = O(1).
Logo de (4.13) obtemos que
N (uˆε) =
∫
M
uεPg˜uεdvg˜ + 2
∫
B2δ(x0)
vε
bnε
4
(ε2 + |x|2)n+42 dvg˜ +O(1)
=
∫
M
uεPg˜uεdvg˜ + 2bnε
4
∫
B2δ(x0)
vε
1
(ε2 + |x|2)n+42 dvg˜ +O(1)
=
∫
M
uεPg˜uεdvg˜ + 2bnε
4
∫
M
u
n+4
n−4
ε vεdvg˜ +O(1).
(4.17)
Agora vamos ao denominador D,
D(uˆε) =
(∫
M
|uε + vε| 2nn−4dvg˜
)n−4
n
.
Do Lema 4.3 e da definic¸a˜o de uε no Lema 4.2, obtemos que para todo x ∈ Bδ(x0)
|vε(x)uε(x)−1| ≤ (ε2 + |x|2)2 ≤ c.
Da´ı, para todo x ∈ Bδ(x0) segue da Se´rie de Taylor que
|uε + vε| 2nn−4 = u
2n
n−4
ε
∣∣∣1 + vεuε
∣∣∣ 2nn−4 = u 2nn−4ε
(
1 +
2n
n− 4
vε
uε
+O(v2εu
−2
ε )
)
= u
2n
n−4
ε +
2n
n− 4vεu
n+4
n−4
ε +O(v2εu
8
n−4
ε ).
Do fato que uε e vε sa˜o suaves em M\Bδ(x0), obtemos que∫
M
|uε + vε| 2nn−4dvg˜ =
∫
Bδ(x0)
|uε + vε| 2nn−4dvg˜ +
∫
M\Bδ(x0)
|uε + vε| 2nn−4dvg˜
=
∫
Bδ(x0)
(
u
2n
n−4
ε +
2n
n− 4u
n+4
n−4
ε vε +O(u
8
n−4
ε v
2
ε)
)
dvg˜ +O(1)
=
∫
M
u
2n
n−4
ε dvg˜ +
2n
n− 4
∫
M
u
n+4
n−4
ε vεdvg˜
+
∫
Bδ(x0)
O(u
8
n−4
ε v
2
ε)dvg˜ +O(1).
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Ale´m disso, usando o Lema 4.3, a expressa˜o de uε temos∫
Bδ(x0)
u
8
n−4
ε v
2
εdvg˜ ≤ C
∫
Bδ(x0)
log
(
1
ε2 + r2
)2
dx
(ε2 + r2)4
≤ C
∫ δ
0
log
(
1
ε2 + r2
)2
r7dr
(ε2 + r2)4
= C
∫ δ
0
log
(
1
ε2 + r2
)2
(ε2 + r2)3rdr
(ε2 + r2)4
≤ C
∫ ε2+δ2
ε2
log(1/s)2
1
s
ds
≤ C,
para n = 8, e para n ≥ 9 temos que∫
Bδ(x0)
u
8
n−4
ε v
2
εdvg˜ ≤ C
∫
Bδ(x0)
1
(ε2 + r2)n−4
dx
≤ C
∫ δ
0
rn−2rdr
(ε2 + r2)n−4
≤ C
∫ δ
0
(ε2 + r2)
n
2
−1rdr
(ε2 + r2)n−4
≤ C
∫ ε2+δ2
ε2
s3−
n
2 ds
≤ C.
Assim, encontramos que
D(uˆε) =
(∫
M
u
2n
n−4
ε dvg˜ +
2n
n− 4
∫
M
u
n+4
n−4
ε vεdvg˜ +O(1)
)n−4
n
. (4.18)
Logo, de (4.17) e (4.18)
Fg˜(uˆε) =
∫
M
uεPg˜uεdvg˜ + 2bnε
4
∫
M
u
n+4
n−4
ε vεdvg˜ +O(1)(∫
M
u
2n
n−4dvg˜ +
2n
n− 4
∫
M
u
n+4
n−4
ε vεdvg˜ +O(1)
)n−4
n
,
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o que implica
Fg˜(uˆε) = N (uε)D(uε)
1 + 2bnε
4
∫
M
u
n+4
n−4
ε vεdvg˜∫
M
uεPg˜uεdvg˜
+
O(1)∫
M
uεPg˜uεdvg˜
1 + 2n
n− 4
∫
M
u
n+4
n−4
ε vεdvg˜∫
M
u
2n
n−4
ε dvg˜
+
O(1)∫
M
u
2n
n−4
ε dvg˜


n−4
n
.
Pelo Lema 4.2 temos que∫
M
uεPg˜uεdvg˜ =
∫
B2δ
(
bnε
4
(ε2 + r2)n
+
O(1)
(ε2 + r2)n−4
)
dvg˜
=
∫
B2δ
(bnε
4 +O(1))
(ε2 + r2)n
dvg˜
= bnε
4
(
1 +
O(1)
bnε4
)∫
B2δ
dvg˜
(ε2 + r2)n
= bnε
4(1 +O(ε−4))
∫
M
u
2n
n−4
ε dvg˜,
o que implica
Fg˜(uˆε) = Fg˜(uε)
1 +
2
∫
M
u
n+4
n−4
ε vεdvg˜
(1 +O(ε−4))
∫
M
u
2n
n−4
ε dvg˜
+
O(1)
(1 +O(ε−4))
∫
M
u
2n
n−4
ε dvg˜
1 + 2n
n− 4
∫
M
u
n+4
n−4
ε vεdvg˜∫
M
u
2n
n−4
ε dvg˜
+
O(1)∫
M
u
2n
n−4
ε dvg˜


n−4
n
. (4.19)
Assim, do Lema 4.4 e de (4.19) para n = 8 temos
Fg˜(uˆε) = Fg˜(uε)
1 +
O(ε−4| log ε|)
(1 +O(ε−4))O(ε−n)
+
O(1)
(1 +O(ε−4))O(ε−n)(
1 +
O(ε−4| log ε|)
O(ε−n)
+
O(1)
O(ε−n)
)n−4
n
= Fg˜(uε) 1 +O(ε
8| log ε|)
(1 +O(ε4| log ε|)) 12
= Fg˜(uε)1 +O(ε
8| log ε|)
1 +O(ε4| log ε|)
= Fg˜(uε)(1 +O(ε4| log ε|)).
(4.20)
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E para n ≥ 9 temos
Fg˜(uˆε) = Fg˜(uε)
1 +
O(ε4−n)
(1 +O(ε−4))O(ε−n)
+
O(1)
(1 +O(ε−4))O(ε−n)(
1 +
O(ε4−n)
O(ε−n)
+
O(1)
O(ε−n)
)n−4
n
= Fg˜(uε) 1 +O(ε
8)
(1 +O(ε4))
n−4
n
= Fg˜(uε)1 +O(ε
8)
1 +O(ε4)
= Fg˜(uε)(1 +O(ε4)).
(4.21)
Portanto
Fg˜(uˆε) =


(1 +O(ε4| log ε|))Fg˜(uε) para n = 8
(1 +O(ε4))Fg˜(uε) para n ≥ 9.
Isto conclui a prova.
Lema 4.6. uˆε e´ positiva.
Demonstrac¸a˜o. Pela definic¸a˜o de uˆε, (4.11), e a covariaˆncia conforme do operador de
Paneitz (1.11), obtemos
Pg0(ϕuˆε) = Pϕ−
4
n−4 g˜
(ϕuˆε) = ϕ
n+4
n−4Pg˜(uˆε)
= ϕ(x)
n+4
n−4η(x)
bnε
4
(ε2 + |x|2)n+42
≥ 0.
(4.22)
Como g0 satisfaz as hipo´teses do Teorema 2.2 e ϕ > 0, segue que uˆε > 0.
Agora defina
ψε = ϕuˆε, (4.23)
e
h = ψ4/(n−4)ε g0 = uˆ
4/(n−4)
ε g˜. (4.24)
Lema 4.7. A Q−curvatura da me´trica h e´ semipositiva e a curvatura escalar e´ po-
sitiva.
Demonstrac¸a˜o. Segue de (4.22) e do Teorema 2.2.
Proposic¸a˜o 4.8. Seja (Mn, g0) uma variedade compacta sem fronteira de dimensa˜o
n ≥ 8 tal que
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(i) Qg0 e´ semipositiva,
(ii) Rg0 ≥ 0
(iii) (Mn, g0) na˜o e´ localmente conformemente plana.
Se em x0 ∈M o tensor de Weyl Wg0(x0) e´ na˜o nulo, enta˜o para ε > 0 pequeno existe
uma func¸a˜o ψε ∈ C∞(M) e uma constante cn que depende somente da dimensa˜o tal
que
Fg0(ψε) ≤ Sn − cnε4| log ε||Wg0(x0)|2 se n = 8,
e
Fg˜(ψε) ≤ Sn − cnε4|Wg0(x0)|2 se n ≥ 9,
onde Sn e´ a constante de Paneitz-Sobolev Euclidiana:
Sn = inf
ϕ∈C∞0 (R
n)
∫
Rn
(∆0ϕ)
2dx
(∫
Rn
|ϕ| 2nn−4dx
)n−4
n
.
Ale´m disso, ψε e´ positivo e induz uma me´trica conforme h = ψ
4/(n−4)
ε g0 com as
seguintes propriedades:
(1) Qh e´ semipositivo,
(2) Rh > 0
(3)
Fh(1) ≤ Sn − cnε4| log ε||W (x0)|2 se n = 8,
Fh(1) ≤ Sn − cnε4|W (x0)|2 se n ≥ 9. (4.25)
Demonstrac¸a˜o. Considere ψε definida em (4.23). Pela invariaˆncia conforme do funci-
onal Fg0 Lema 4.2, temos que
Fg0(ψε) = Fg0(ϕuˆε) = Fg˜(uˆε).
Do Lema 4.5 temos que
Fg˜(uˆε) =


(1 +O(ε4| log ε|))Fg˜(uε) para n = 8
(1 +O(ε4))Fg˜(uε) para n ≥ 9.
Novamente pelo Lema 4.2
Fg˜(uε) = Fg0(ϕuε) = Fg0(u˜ε).
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Pelo Lema 4.1 temos
Fg0(u˜ε) ≤


Sn − cnε4| log ε||Wg0(x0)|2 para n = 8
Sn − cnε4|Wg0(x0)|2 para n ≥ 9.
Isto implica que
Fg0(ψε) ≤


Sn − cnε4| log ε||Wg0(x0)|2 para n = 8
Sn − cnε4|Wg0(x0)|2 para n ≥ 9.
Ale´m disso, ψε e´ positiva pelo Lema 4.6, e (1) e (2) segue do Lema 4.7. Para (3)
novamente da invariaˆncia conforme do funcional temos
Fg0(ψε) = Fh(1).
4.2 Caso n = 5, 6 ou 7 ou Localmente Conforme-
mente Plana
Se n = 5, 6 ou 7, considere uma func¸a˜o suave ϕ ∈ M tal que a metrica g˜ = ϕ 4n−4 g0
nos da´ coordenadas normais conformes em um ponto x0 tal que o tensor de Weyl e´
na˜o nulo. Se g0 for localmente conformemente plana, considere ϕ uma func¸a˜o suave
tal que g˜ = ϕ
4
n−4 g0 e´ a me´trica Euclidiana pro´ximo de x0. Ale´m disso, neste caso
supomos que (M, g0) na˜o e´ conformemente equivalente a esfera canoˆnica.
Dado δ˜ > 0 muito menor que δ > 0 fixo. Considere a func¸a˜o χ˜δ˜(x) = χ˜(x\δ˜),
onde χ˜ e´ uma func¸a˜o radial igual a 1 na bola Euclidiana de raio 1 centrada na origem
B1(0) e igual a 0 fora da bola B2(0). Para ε > 0 muito menor que δ˜, defina a func¸a˜o
uˇε(p) := χ˜δ˜(p)(uε(p) + β) + (1− χ˜δ˜(p))Gx0(p), (4.26)
onde uε e´ definida no Lema 4.2, β = c
−1
n αx0 > 0, αx0 e cn sa˜o as constantes que
aparecem na expansa˜o da func¸a˜o de Green Gx0 em (2.34), e Gx0 = c
−1
n Gx0 . Pelo
Teorema 2.8 segue que αx0 > 0. Note que pela positividade da func¸a˜o de Green, a
func¸a˜o uˇε e´ positiva sobre M , ja´ que uˇε = Gx0 na bola M\B2δ˜(x0) e uˇε := uε + β na
bola Bδ˜(x0). Note que da Proposic¸a˜o 2.6, temos
Gx0 = r
4−n + c−1n αx0 +O(r). (4.27)
Lema 4.9. Existe uma constante C > 0 tal que
|Pg˜uˇε| ≤ Cδ˜−3 em B2δ˜(x0)\Bδ˜(x0).
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Demonstrac¸a˜o. Pela definic¸a˜o,
uˇε = Gx0 + χδ˜(uε + β −Gx0).
Segue diretamente da definic¸a˜o de Pg˜, que em B2δ˜(x0)\Bδ˜(x0) temos
|Pg˜uˇε| ≤ c
(|∇4χ˜δ˜||uε + β −Gx0 |+ |∇3χ˜δ˜||∇(uε + β −Gx0)|
+ |∇2χ˜δ˜||∇2(uε|+ β −Gx0)|
+ |∇χ˜δ˜||∇3(uε|+ β −Gx0)|+ |Pg˜(uε + β −Gx0)|
)
.
Temos tambe´m que
|∇iχ˜δ˜| ≤ Cδ˜−i,
com i natural. Vamos mostrar que em B2δ˜(x0)\Bδ˜(x0)
|uε + β −Gx0 | ≤ Cδ˜; |∇(uε + β −Gx0)| ≤ C; |∇2(uε + β −Gx0)| ≤ Cδ˜−1;
|∇3(uε + β −Gx0)| ≤ Cδ˜−2; |Pg˜(uε + β −Gx0)| ≤ Cδ˜−3.
Como Gx0 e´ um mu´ltiplo da func¸a˜o de Green de Pg˜, obemos do Lema 4.2 que
Pg˜(uε + β −Gx0) = Pg˜(uε + β) = Pg˜uε + dnβQg˜ =
O(1)
(ε2 + r2)
n−4
2
= O(δ˜−3),
ja´ que o segundo termo em (4.6) domina o primeiro em B2δ˜(x0)\Bδ˜(x0).
Para provar as outras desigualdades, note que de (4.27), da definic¸a˜o de uε no
Lema 4.2 e do fato que em B2δ˜ temos que
uε + β −Gx0 = (ε2 + r2)
4−n
2 − r4−n +O(1).
Pore´m como
(ε2 + r2)
4−n
2 = r4−n +O(ε2r2−n),
enta˜o
uε + β −Gx0 = O(ε2r2−n) +O(1).
Como ε e´ muito menor que δ˜, obtemos o resultado.
Corola´rio 4.10.
|Pg˜(uˇε − uˆε)| =
∣∣∣∣∣Pg˜uˇε − n(n− 4)(n
2 − 4)ε4
(ε2 + r2)
n+4
2
∣∣∣∣∣
≤


O(1)
(ε2 + r2)
n−4
2
para r ≤ δ˜,
O(δ˜−3) para δ˜ ≤ r ≤ 2δ˜,
(4.28)
para ε muito menor que δ˜. Ale´m disso, no caso localmente conformemente plano
tem-se que
Pg˜(uˇε − uˆε) = 0.
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Demonstrac¸a˜o. Note que
Pg˜uˇε = Pg˜(χδ˜(uε + β −Gx0)).
Como χ˜δ˜ ≡ 1 na bola Bδ˜(x0) e emM\B2δ˜(x0) e´ identicamente nulo, enta˜o o resultado
segue do Lema 4.2 e do Lema 4.9.
No caso localmente conformente plano na bola de raio Bδ˜(x0) tem-se Pg˜ = ∆
2
0 e
uˇε = (ε
2 + r2)
4−n
2 + β, onde β e´ constante. Portanto o resultado segue de (4.8).
Lema 4.11. Tem-se a seguinte estimativa para alguma constante C > 0:
|uˆε − uˇε| ≤ o(1),
onde uˆε esta´ definido em (4.11), e o(1) e´ uma quantidade converge uniformenente a
zero quando δ˜ converge a zero.
Demonstrac¸a˜o. Inicialmente note que como pela definic¸a˜o uˇε = Gx0 em M\B2δ˜(x0),
Pg˜uˆε = η
bnε
4
(ε2 + |x|2)n+42 ,
com supp η ⊂ B2δ(x0) e η ≡ 1 em Bδ(x0). com δ > δ˜, (4.11). Da´ı, temos que
Pg˜(uˇε − uˆε) possui suporte em B2δ(x0). Assim
(uˇε − uˆε)(x) =
=
∫
M\{x}
GxPg˜(uˇε − uˆε)dvg˜ =
∫
B2δ(x0)\{x}
GxPg˜(uˇε − uˆε)dvg˜
=
∫
B2δ(x0)\B2δ˜(x0)
GxPg˜(uˇε − uˆε)dvg˜ +
∫
B2δ˜(x0)\Bδ˜(x0)
GxPg˜(uˇε − uˆε)dvg˜
+
∫
B
δ˜
(x0)
GxPg˜(uˇε − uˆε)dvg˜
= −
∫
B2δ(x0)\B2δ˜(x0)
GxPg˜uˆεdvg˜ +
∫
B2δ˜(x0)\Bδ˜(x0)
GxPg˜(uˇε − uˆε)dvg˜
+
∫
B
δ˜
(x0)
GxPg˜(uˇε − uˆε)dvg˜.
(4.29)
Para a primeira integral temos∣∣∣∣∣
∫
B2δ(x0)\B2δ˜(x0)
GxPg˜uˆεdvg˜
∣∣∣∣∣ ≤ c
∫
B2δ(0)\B2δ˜(0)
1
|x− y|n−4
ε4
(ε2 + |y|2)n+42 dy.
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Se |x| ≤ cε, enta˜o fac¸a y = εω e obtenha que∫
B2δ(0)\B2δ˜(0)
1
|x− y|n−4
ε4
(ε2 + |y|2)n+42 dy =
=
∫
B 2δ
ε
\B 2δ˜
ε
1
|x− εω|n−4
ε4+ndω
(ε2 + ε2|ω|2)n+42
=
∫
B 2δ
ε
\B 2δ˜
ε
1
|x− ω|n−4
ε4−ndω
(1 + |ω|2)n+42
=
∫ 2δ
ε
2δ˜
ε
∫
Sn−1
ε4−n
|x− θ|n−4
r3drdθ
(1 + r2)
n+4
2
≤ cε4−n
∫ 2δ
ε
2δ˜
ε
r−n−1dr = O(ε4δ˜−n).
Se |x| ≥ cε para c grande, fac¸a y = |x|ω e obtenha que∫
B2δ(0)\B2δ˜(0)
1
|x− y|n−4
ε4
(ε2 + |y|2)n+42 dy =
=
∫
B 2δ
|x|
\B 2δ˜
|x|
1
|x− |x|ω|n−4
ε4|x|ndω
(ε2 + |x|2|ω|2)n+42
=
∫
B 2δ
|x|
\B 2δ˜
|x|
1
|x− ω|n−4
ε4|x|−ndω
(ε2|x|−2 + |ω|2)n+42
=
∫ 2δ
|x|
2δ˜
|x|
∫
Sn−1
ε4r3−n
|x− θ|n−4
dθdr
(ε2r−2 + r2)
n+4
2
≤ cε4−n
∫ 2δ
|x|
2δ˜
|x|
r−1−2ndr = O(ε4|x|2nδ˜−2n).
Para a segunda integral de (4.29), obtemos de (4.28) que∣∣∣∣∣
∫
B2δ˜(x0)\Bδ˜(x0)
GxPg˜(uˇε − uˆε)dvg˜
∣∣∣∣∣ ≤ cδ˜−3
∫
B2δ˜(0)\Bδ˜(0)
1
|x− y|n−4dy. (4.30)
Da´ı se |x| ≤ 2δ˜, fac¸a y = δ˜ω e obtenha que∫
B2δ˜(0)\Bδ˜(0)
1
|x− y|n−4dy =
∫
B2(0)\B1(0)
δ˜4
|x− ω|n−4dω ≤ cδ˜
4,
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o que implica que ∣∣∣∣∣
∫
B2δ˜(x0)\Bδ˜(x0)
GxPg˜(uˇε − uˆε)dvg˜
∣∣∣∣∣ ≤ cδ˜.
Se |x| ≥ 2δ˜, fac¸a y = |x|ω e obtenha que∫
B2δ˜(0)\Bδ˜(0)
1
|x− y|n−4dy =
∫
B 2δ˜
|x|
(0)\B
δ˜
|x|
(0)
|x|4
|x− ω|n−4dω
=
∫ 2δ˜
|x|
δ˜
|x|
∫
Sn−1
|x|4
|x− ω|n−4dω = O(δ˜
4).
Da´ı de (4.30) obtemos que∣∣∣∣∣
∫
B2δ˜(x0)\Bδ˜(x0)
GxPg˜(uˇε − uˆε)dvg˜
∣∣∣∣∣ ≤ δ˜.
Para a terceira integral de (4.29) e de (4.28), temos que∣∣∣∣∣
∫
B
δ˜
(x0)
GxPg˜(uˇε − uˆε)dvg˜
∣∣∣∣∣ ≤ c
∫
B
δ˜
(0)
1
|x− y|n−4
1
(ε2 + |y|2)n−42 dy. (4.31)
Se |x| ≤ cε fac¸a y = εω e obtenha que∫
B
δ˜
(0)
1
|x− y|n−4
1
(ε2 + |y|2)n−42 dy =
∫
B
δ˜
ε
(0)
ε8−n
|x− w|n−4
dω
(1 + |ω|2)n−42
=
∫ δ˜
ε
0
∫
Sn−1
r3ε8−n
|x− θ|n−4
drdθ
(1 + r2)
n−4
2
≤ cε8−n
∫ δ˜
ε
0
r7−ndr = O(δ˜8−n).
Se |x| ≥ cε fac¸a y = |x|ω e obtenha que∫
B
δ˜
(0)
1
|x− y|n−4
1
(ε2 + |x|2)n−42 dy =
∫
B
δ˜
|x|
(0)
|x|8−n
|x− w|n−4
dω
(ε2|x|−2 + |x|2)n−42
=
∫ δ˜
|x|
0
∫
Sn−1
r3|x|8−n
|x− θ|n−4
drdθ
(ε2|x|−2 + r2)n−42
≤ c|x|8−n
∫ δ˜
|x|
0
r7−ndr = O(δ˜8−n).
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Da´ı de (4.31) obtem-se que∣∣∣∣∣
∫
B
δ˜
(x0)
GxPg˜(uˇε − uˆε)dvg˜
∣∣∣∣∣ ≤ O(δ˜8−n).
Para ε muito menor do que δ˜ obtemos o resultado no caso em que n = 5, 6, 7.
Para o caso localmente conformemente plano, pelo Corola´rio 4.10 segue que a
terceira integral de (4.29) e´ igual a zero, e com isso conclu´ımos o resultado.
Lema 4.12. (i)
∫
M
u
n+4
n−4
ε dvg˜ ≃ ε−4,
(ii)
∫
M
O(u
8
n−4
ε )dvg˜ ≃ εn−8, para n = 5, 6, 7.
Demonstrac¸a˜o. Como supp uε ⊂ B2δ(x0) e uε = (ε2 + |x|2) 4−n2 na bola Bδ(x0), enta˜o
basta estimar as integrais sobre a bola Bδ(x0). Como dvg˜ = (1 + O(r
N))dx com N
suficientemente grande. Da´ı, fac¸a x = εy e obtenha que
∫
Bδ(0)
u
n+4
n−4
ε dx = ε
−4
∫
B δ
ε
(0)
(1 + |y|2)−n+42 dy = cε−4
∫ δ
ε
0
rn−1
(1 + r2)
n+4
2
dr
e ∫
Bδ(0)
u
8
n−4
ε dx = ε
n−8
∫
B δ
ε
(0)
(1 + |y|2)−4dy = cεn−8
∫ δ
ε
0
rn−1
(1 + r2)4
dr.
Como as integrais unidimensionais acima sa˜o uniformemente limitadas em ε, segue o
resultado.
Proposic¸a˜o 4.13. Seja (Mn, g0) uma variedade Riemanniana compacta sem fron-
teira de dimensa˜o n = 5, 6, ou 7, ou suponha que (Mn, g0) e´ localmente conforme-
mente plana de dimensa˜o n ≥ 5. Suponha que
(i) Qg0 e´ semipositiva,
(ii) Rg0 ≥ 0.
Se (Mn, g0) na˜o e´ conformemente equivalente a espera, enta˜o para todo ε > 0 sufici-
entemen pequeno e todo x0 ∈ M , existe uma func¸a˜o ψε ∈ C∞(M) e uma constante
cx0 > 0 tal que
Fg0(ψε) ≤ Sn − cx0εn−4. (4.32)
Ale´m disso, ψε e´ positivo e induz uma me´trica conforme h = ψ
4
n−4
ε g0 com as seguintes
propriedades
(1) Qh e´ semipositiva,
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(2) Rh > 0,
(3) Fh(1) ≤ Sn − cx0εn−4.
Demonstrac¸a˜o. A demonstrac¸a˜o e´ ana´loga a Proposic¸a˜o 4.8.
Pelo Lema 4.6 uˆε e´ positiva. Da´ı, como em (4.23) e (4.24) defina
ϕε = ϕuˆε
e
h = ψ4/(n−4)ε g0 = u˜
4/(n−4)
ε g˜.
Inicialmente vamos estimar Fg˜(ψε). Pela definic¸a˜o de uˆε (4.11), temos que
∫
M
uˆεPg˜uˆεdvg˜ =
∫
M
uˆε
η(x)bnε
4
(ε2 + |x|2)n+42 dvg˜
=
∫
M
(
χ˜δ˜(uε + β) + (1− χ˜δ˜)Gx0 + (uˆε − uˇε)
) η(x)bnε4
(ε2 + |x|2)n+42 dvg˜,
onde utilizamos a definic¸a˜o de uˇε em (4.26). Lembre-se que
uε =
η
(ε2 + r2)
n−4
2
,
com η igual a 1 na bola Bδ(x0) e zero em M\B2δ(x0). Como δ˜ e´ muito menor que δ
e supp χ˜δ˜ ⊂ B2δ˜(x0) ⊂ Bδ(x0), temos que
∫
M
χ˜δ˜(uε + β)
η(x)bnε
4
(ε2 + |x|2)n+42 dvg˜ =
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=∫
B2δ˜(x0)
χ˜δ˜
(
uε
bnε
4
(ε2 + |x|2)n+42 + β
bnε
4
(ε2 + |x|2)n+42
)
dvg˜
= bnε
4
∫
B2δ˜(x0)
χ˜δ˜
(
1
(ε2 + |x|2)n + β
1
(ε2 + |x|2)n+42
)
dvg˜
= bnε
4
∫
B2δ˜(x0)
χ˜δ˜
(
u
2n
n−4
ε + βu
n+4
n−4
ε
)
dvg˜
= bnε
4
∫
B2δ˜(x0)
χ˜δ˜
(
u
2n
n−4
ε + βu
n+4
n−4
ε
)
dvg˜
= bnε
4
∫
B2δ˜(x0)
(1 + χ˜δ˜ − 1)
(
u
2n
n−4
ε + βu
n+4
n−4
ε
)
dvg˜
= bnε
4
∫
B2δ˜(x0)
(
u
2n
n−4
ε + βu
n+4
n−4
ε
)
dvg˜
+bnε
4
∫
B2δ˜(x0)
(χ˜δ˜ − 1)
(
u
2n
n−4
ε + βu
n+4
n−4
ε
)
dvg˜
= bnε
4
∫
B2δ˜(x0)
(
u
2n
n−4
ε + βu
n+4
n−4
ε
)
dvg˜ + bnε
4O(1),
pois χ˜ε − 1 tem suporte em M\Bδ˜(x0) e ε e´ muito menor que δ˜. Pela mesma raza˜o
segue que ∫
M
(1− χ˜δ˜)Gx0
η(x)bnε
4
(ε2 + |x|2)n+42 dvg˜ ≤ cδ˜ε
4.
Finalmente, pelo Lema 4.11 temos que∣∣∣∣∣
∫
M
(uˆε − uˇε) η(x)bnε
4
(ε2 + |x|2)n+42 dvg˜
∣∣∣∣∣ ≤ o(1)
∫
M
η(x)bnε
4
(ε2 + |x|2)n+42 dvg˜.
Portanto, obtemos
∫
M
uˆεPg˜uˆε = bnε
4
(∫
B2δ˜(0)
u
2n
n−4
ε dx+ β(1 + o(1))
∫
M
u
n+4
n−4
ε dvg˜ +O(1)
)
, (4.33)
pois dvg˜ = (1 +O(r
N))dx com N ta˜o grande quanto se queira.
Por outro lado temos que
uˆ
2n
n−4
ε =
(
χ˜δ˜(uε + β) + (1− χ˜δ˜)Gx0 + (uˆε − uˇε)
) 2n
n−4 = (χ˜δ˜(uε + β))
2n
n−4
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+O
(
(χ˜δ˜(uε + β))
n+4
n−4 ((1− χ˜δ˜)Gx0 + (uˆε − uˇε))
)
.
Da´ı∫
M
(χ˜δ˜(uε + β))
2n
n−4 dvg˜ =
∫
B2δ˜(x0)
(uε + β)
2n
n−4 dvg˜ + (χ˜
2n
n−4
δ˜
− 1)
∫
B2δ˜(x0)
(uε + β)
2n
n−4 dvg˜
=
∫
B2δ˜(0)
(uε + β)
2n
n−4 dx+O(1)
pois χ˜
2n
n−4
ε − 1 tem suporte em M\Bδ˜(x0), ε e´ muito menor que δ˜ e dvg˜ = (1 +
O(|x|N))dx, com N ta˜o grande quanto se queira. Pela mesma raza˜o
∫
M
(
(χ˜δ˜(uε + β))
n+4
n−4 (1− χ˜δ˜)Gx0
)
dvg˜ = O(1).
Dos Lemas 4.12 e 4.11, temos que
∫
M
(χ˜δ˜(uε + β))
n+4
n−4 (uˆε − uˇε)dvg˜ = O(ε−4).
Logo ∫
M
uˆ
2n
n−4
ε dvg˜ =
∫
B2δ˜(0)
(uε + β)
2n
n−4dx+O(ε−4).
Como em Bδ˜(0), β ≤ uε, expandindo em Se´rie de Taylor temos que∫
M
uˆ
2n
n−4
ε dvg˜ =
∫
B2δ˜(0)
u
2n
n−4
ε dx+
2n
n− 4β
∫
B2δ˜(0)
u
n+4
n−4
ε dx
+β2
∫
B2δ˜(0)
O(u
8
n−4
ε )dx+O(ε
−4).
(4.34)
De (4.33) e (4.34) obtemos que
F(uˆε) =
bnε
4
(∫
B2δ˜(0)
u
2n
n−4
ε dx+ β(1 + o(1))
∫
M
u
n+4
n−4
ε dvg˜ +O(1)
)
(∫
B2δ˜(x0)
u
2n
n−4
ε dx+
2n
n− 4β
∫
M
u
n+4
n−4
ε dvg˜ + β
2
∫
B
δ˜
(x0)
O(u
8
n−4
ε )dvg˜ +O(ε
−4)
)n−4
n
.
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Assim,
F(uˆε) =
bnε
4
∫
B2δ˜(0)
u
2n
n−4
ε dx
(∫
B2δ˜(0)
u
2n
n−4
ε dx
)n−4
n
×
×

1 + β(1 + o(1))
∫
M
u
n+4
n−4
ε dvg˜∫
B2δ˜(0)
u
2n
n−4
ε dx
+
O(1)∫
B2δ˜(0)
u
2n
n−4
ε dx



1 + 2n
n− 4β
∫
M
u
n+4
n−4
ε dvg˜∫
B2δ˜(0)
u
2n
n−4
ε dx
+ β2
∫
B
δ˜
(x0)
u
8
n−4
ε dvg˜∫
B2δ˜(0)
u
2n
n−4
ε dx
+
O(ε−4)∫
B2δ˜(0)
u
2n
n−4
ε dx


n−4
n
.
Pelos Lemas 4.4 e 4.12 obtemos que
2n
n− 4β
∫
M
u
n+4
n−4
ε dvg˜∫
B2δ˜(0)
u
2n
n−4
ε dx
+ β2
∫
B
δ˜
(x0)
u
8
n−4
ε dvg˜∫
B2δ˜(0)
u
2n
n−4
ε dx
+
O(ε−4)∫
B2δ˜(0)
u
2n
n−4
ε dx
=
=
2n
n− 4β
∫
M
u
n+4
n−4
ε dvg˜∫
B2δ˜(0)
u
2n
n−4
ε dx
+ β2
O(εn−8)
O(ε−n)
+
O(ε−4)
O(ε−n)
=
2n
n− 4β
∫
M
u
n+4
n−4
ε dvg˜∫
B2δ˜(0)
u
2n
n−4
ε dx
+O(εn−4)
= 2n
n−4
β
O(ε−4)
O(ε−n)
+O(εn−4) = O(εn−4).
Ale´m disso, expandindo em Se´rie de Taylor, temos que
(1 + t)−
n−4
n = 1− n− 4
n
t+O(t2),
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para todo t pro´ximo de zero. Portanto
F(uˆε) =
bnε
4
∫
B2δ˜(0)
u
2n
n−4
ε dx
(∫
B2δ˜(0)
u
2n
n−4
ε dx
)n−4
n
×
×

1 + β(1 + o(1))
∫
M
u
n+4
n−4
ε dvg˜∫
B2δ˜(0)
u
2n
n−4
ε dx
+
O(1)∫
B2δ˜(0)
u
2n
n−4
ε dx

×
×

1− 2β
∫
M
u
n+4
n−4
ε dvg˜∫
B2δ˜(0)
u
2n
n−4
ε dx
+O(εn−4)

 .
(4.35)
Como em B2δ˜(0) temos que uε = (ε
2 + r2)
4−n
2 , o que implica de (4.3) e (4.5) que
bnε
4
∫
B2δ˜(0)
u
2n
n−4
ε dx
(∫
B2δ˜(0)
u
2n
n−4
ε dx
)n−4
n
=
bnε
4
∫
B2δ˜(0)
(ε2 + r2)−ndx
(∫
B2δ˜(0)
(ε2 + r2)−ndx
)n−4
n
= bnε
4
(∫
B2δ˜(0)
(ε2 + r2)−ndx
) 4
n
= bn
(∫
B2δ˜(0)
(
ε
ε2 + r2
)n
dx
) 4
n
= bn
(∫
B2δ˜(0)
f
2n
n−4
ε dx
) 4
n
≤ Sn.
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Logo de (4.35) obtemos que
F(uˆε) ≤ Sn

1 + β(1 + o(1))
∫
M
u
n+4
n−4
ε dvg˜∫
B2δ˜(0)
u
2n
n−4
ε dx
+
O(1)
O(ε−n)

×
×

1− 2β
∫
M
u
n+4
n−4
ε dvg˜∫
B2δ˜(0)
u
2n
n−4
ε dx
+O(εn−4)


= Sn

1− 2β
∫
M
u
n+4
n−4
ε dvg˜∫
B2δ˜(0)
u
2n
n−4
ε dx
+O(εn−4) + β(1 + o(1))
∫
M
u
n+4
n−4
ε dvg˜∫
B2δ˜(0)
u
2n
n−4
ε dx
+
O(ε−4)
O(ε−n)
· O(ε
−4)
O(ε−n)
+
O(ε−4)
O(ε−n)
O(εn−4) +O(εn)
)
= Sn

1− β
∫
M
u
n+4
n−4
ε dvg˜∫
B2δ˜(0)
u
2n
n−4
ε dx
+ o(1)

 ,
onde o(1) e´ uma quantidade que converge uniformemente a zero quando ε vai a zero.
Logo
Fg˜(uˆε) ≤ Sn

1− β
∫
M
u
n+4
n−4
ε dvg˜∫
B2δ˜(0)
u
2n
n−4
ε dx
+ o(1)

 .
O que completa a prova de (4.32). A prova de (1), (2) e (3) segue analogamente a
prova da Proposic¸a˜o 4.8.
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Cap´ıtulo 5
Teorema Principal
O objetivo desse cap´ıtulo e´ provar o Teorema Principal. Para isso vamos precisar da
seguinte proposic¸a˜o que pode ser encontrada em [4].
Proposic¸a˜o 5.1. Seja (M, g0) uma variedade Riemannina compacta sem fronteira
de dimensa˜o n ≥ 5. Seja δ > 0 fixo. Enta˜o para toda func¸a˜o u ∈ C∞(M), tem-se que
(∫
M
|u| 2nn−4dvg0
)n−4
n
≤ (S−1n + 2δ)
∫
M
uPg0udvg0 + c
∫
M
u2dvg0 ,
onde c e´ uma constante positiva que na˜o depende de u e Sn e´ a constante de Sobolev
do espac¸o Euclidoano dado por (4.1).
Teorema 5.2. Seja (Mn, g0) uma variedade Riemanniana compacta sem fronteira de
dimensa˜o n ≥ 5 que na˜o e´ conformemente equivalente a esfera canoˆnica. Suponha
que
(i) Qg0, e´ semipositiva,
(ii) Rg0 ≥ 0.
Seja h a me´trica constru´ıda na Proposic¸a˜o 4.13 (quando 5 ≤ n ≤ 7, ou g0 e´ local-
mente conformemente plana) ou Proposic¸a˜o 4.8 (quando n ≥ 8 e g0 na˜o e´ localmente
conformemente plana). Enta˜o existe uma soluc¸a˜o u(t) definida para todo tempo t ≥ 0
para o fluxo 

∂u
∂t
= −u+ µP−1h (|u|
n+4
n−4 )
u(·, 0) = 1,
(5.1)
tal que ∫
M
u2dvh ≥ C0 (5.2)
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para alguma constante C0 > 0 que na˜o depende de t. Ale´m disso, existe uma sequeˆncia
crescente na˜o limitada (tj)j com tj ≥ 0 tal que uj = uj(tj, ·) converge fracamente em
W 2,2(M) para uma soluc¸a˜o suave u > 0 de
Phu = µ∞u
n+4
n−4 , (5.3)
onde µ∞ > 0. Em particular, g∞ = u
4
n−4h define uma me´trica conforme a g0 que
possui curvatura escalar positiva e Q−curvatura constante positiva.
Demonstrac¸a˜o. Pelas Proposic¸o˜es 4.13 e 4.8 temos que Qh e´ semipositiva e Rh > 0.
Pela Proposic¸a˜o 3.7 segue que o fluxo (5.1) possui uma soluc¸a˜o suave u(x, t) definida
para todo tempo t ≥ 0. Ale´m disso, pela Proposic¸a˜o 3.3 temos que u > 0 para todo
t ≥ 0 e Qh(t) > 0 para todo t > 0, onde h(t) = u(t) 4n−4h. Ale´m disso, temos tambe´m
que
Fh(1) ≤ Sn − ε0,
para todo ε > 0 suficientemente pequeno. Da´ı, como Fh(u(t)) e´ na˜o crescente, Lema
3.5, obtemos
Fh(u(t)) =
∫
M
u(t)Phu(t)dh(∫
M
u(t)
2n
n−4
dh
)n−4
n
≤ Sn − ε0 (5.4)
para todo t ≥ 0.
Pela Proposic¸a˜o 5.1 obtemos
(∫
M
u(t)
2n
n−4dvh
)n−4
n
≤ (S−1n + 2δ)
∫
M
u(t)Phu(t)dvh + C
∫
M
u(t)2dvh
≤ (S−1n + 2δ)(Sn − ε0)
(∫
M
u(t)
2n
n−4dvh
)n−4
n
+c
∫
M
u(t)2dvh
≤ (1− S−1n ε0 + δ(2Sn − 2ε0))
(∫
M
u(t)
2n
n−4dvh
)n−4
n
+c
∫
M
u(t)2dvh.
Logo, como Sn depende somente da dimensa˜o, tome δ > 0 e ε0 > 0 suficientemente
pequeno tais que,
0 < S−1n ε0 + δ(2Sn − 2ε0) < 1.
93
Da´ı, obtemos que (∫
M
u(t)
2n
n−4dvh
)n−4
n
≤ c
∫
M
u(t)2dvh,
para todo t ≥ 0, o que implica de (3.21) que∫
M
u(t)2dvh ≥ V (t)n−4n ≥ c0 > 0, (5.5)
onde c0 e´ uma constante positiva que na˜o depende de t, ja´ que V (t) e´ na˜o decrescente
pelo Lema 3.5. Se
µ(t) =
∫
M
u(t)Phu(t)dvh
V (t)
,
enta˜o µ(t) e´ descrecente pelo Lema 3.5. Considere uma sequeˆncia na˜o limitada cres-
cente (tj)j com tj > 0 tal que
lim
tj→∞
µ(tj) = µ∞ = inf
t≥0
µ(t).
Afirmac¸a˜o: A sequeˆncia de func¸o˜es (uj)j onde uj = u(tj, ·) e´ limitada em W 2,2(M).
De fato, como Fh(u(t)) e´ na˜o crescente e V (t) e´ limitado, por (3.26), segue que
0 <
∫
M
u(t)Phu(t)dvh ≤ Fh(1)V (t)n−4n ≤ c,
para alguma constante independente de t. Pela afirmac¸a˜o na pa´gina 31 temos que∫
M
uPhudvh e´ equivalente a norma de W
2,2(M). Logo, segue a afirmac¸a˜o.
Pelo Teorema de Kondrakov (Teorema 1.29), W 2,2(M) ⊂⊂ L2(M). Logo, existe
uma subsequeˆncia, a qual continuaremos chamando de (tj)j, e uma func¸a˜o u ∈ W 2,2
tal que uj ⇀ u em W
2,2(M) e uj → u em L2(M). Do Corola´rio 3.6 tem-se que∫ ∞
0
||fj||2W 2,2(M)dt ≤ c,
para alguma constante positiva c independente de t, onde
fj = −uj + µjP−1h (u
n+4
n−4
j ).
Isto implica que fj → 0 em W 2,2(M). Logo, pela definic¸a˜o de fj segue que
u = µ∞P
−1
h (u
n+4
n−4 ),
no sentido fraco, ou seja,
Phu = µ∞u
n+4
n−4 , (5.6)
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no sentido fraco. Como u ∈ W 2,2(M) enta˜o un+4n−4 ∈ W 2,2(M) o que implica pelo
Teorema 1.33 que u ∈ W 6,2(M). Indutivamente mostramos que u ∈ W k,2(M), para
todo k ≥ 0. Logo, pelo Teorema 1.29 segue que u ∈ C∞(M). Logo, u e´ soluc¸a˜o forte
de (5.6). Ale´m disso, como Phu ≥ 0 segue do Princ´ıpio do Ma´ximo, Teorema 2.2, que
u > 0 ou u ≡ 0. Pore´m, como uj converge fortemente para u em L2(M), enta˜o (5.5)
implica que ∫
M
u2dvh > 0.
Logo, u > 0. Do Teorema 2.2 a me´trica u
4
n−4h possui curvatura escalar positiva e
Q−curvatura na˜o negativa. Pore´m, da invariaˆncia conforme da Q−curvatura (1.10),
temos que
Q
u
4
n−4 h
=
2
n− 4u
−n+4
n−4Phu,
que e´ positivo ja´ que u > 0 e Ph e´ positivo pela Proposic¸a˜o 2.3. Isto completa a
demonstrac¸a˜o.
95
Refereˆncias Bibliogra´ficas
[1] T. Aubin Some nonlinear problems in Riemannian geometry. Springer Mono-
graphs in Mathematics. Springer-Verlag, Berlin, 1998. xviii+395 pp. ISBN: 3-
540-60752-8
[2] T. P. Branson, Differential operators canonically associated to a conformal struc-
ture. Math. Scand. 57 (1985), no. 2, 293–345.
[3] B. Chow, P. Lu, L. Ni, Hamilton’s Ricci flow. Graduate Studies in Mathematics,
77. American Mathematical Society, Providence, RI; Science Press, New York,
2006. xxxvi+608 pp. ISBN: 978-0-8218-4231-7.
[4] Z. Djadli, E. Humbert, M. Ledoux, Paneitz-type operators and applications. Duke
Math. J. 104 (2000), no. 1, 129–169.
[5] J. F. Escobar, Topics in PDE’s and differential geometry. XII Escola de Geome-
tria Diferencial. [XII School of Differential Geometry] Universidade Federal de
Goia´s, Goiaˆnia, 2002. viii+88 pp. ISBN: 85-902605-4-2
[6] P. Esposito, F. Robert, Mountain pass critical points for Paneitz-Branson ope-
rators, Calc. Var. Partial Differential Equations 15 (2002), no. 4, 493–517.
[7] M. J. Gursky, A. Malchiodi, A strong maximum pricinple for the Paneitz operator
and a non-local flow for the Q−curvature, arXiv:1401.3216v5. A ser pulblicado
em J. Eur. Math. Soc. (JEMS).
[8] E. Humbert, S. Raulot Positive mass theorem for the Paneitz-Branson operator.
Calc. Var. Partial Differential Equations 36 (2009), no. 4, 525–531.
[9] J. M. Lee, T. H. Parker The Yamabe problem. Bull. Amer. Math. Soc. (N.S.) 17
(1987), no. 1, 37–91.
[10] S. M. Paneitz, A quartic conformally covariant differential operator for a arbi-
trary pseudo-Riemannian manifolds, arXiv: 0803.433v1.
[11] P. Petersen, Riemannian geometry. Second edition. Graduate Texts in Mathe-
matics, 171. Springer, New York, 2006. xvi+401 pp. ISBN: 978-0387-29246-5
96
[12] F. Robert, Fourth order equations with criticals growth
in Riemannian geometry, dispon´ıvel em http://iecl.univ-
lorraine.fr/∼Frederic.Robert/LectRobertFourth.pdf. Acessado em 21 de
Julho de 2015.
[13] R. Schoen, Conformal deformation of a Riemannian metric to constant scalar
curvature, J. Differential Geom. 20(1984), no. 2, 479–495.
97
