The computer synthesizes the current protocol applied to the neuron. Its waveform is carried by command voltage Vcmd(t) which is added to the observed membrane potential Vdata(t) by an adder amplifier (+). The amplifier output biases R0 between Vcmd(t)+Vdata(t) and Vdata(t) producing an output current Idata(t)=Vcmd(t)/R0. This current is injected into the neuron via a patch pipette (3-5M) filled with saline solution containing (in mM): 130 K-gluconate, 10 Nagluconate, 10 HEPES, 4 NaCl, 4 MgATP, 0.3 NaGTP, 10 Na-phosphocreatine, 0.1EGTA (290-310 mOsm, pH 7.2-7.3). In order to minimize the effect of transmission lines delays in dendrites and axon, the current was injected directly into the soma of the neuron. The relevant compartment is the axon hillock which leads to spike initiation and has a higher density of Na channels. Neuron slices were immersed in cerebrospinal fluid (ACSF) [Composition (in mM): 123 NaCl, 3 KCL, 1 Na2POH4, 26 NaHCO3, 3 MgSO4,3)] held at the reference voltage. The neuron membrane voltage was recorded by the DAQ card as Vdata(t). The sampling frequency of the DAQ card was 50kHz giving a 20s time interval between consecutive datapoints in the observed Idata and Vdata series.
II.
Comparing model activation/inactivation functions used in data assimilation and in Physiology 
CaT: Gate variables
Model functions Empirical fitting functions
Recovery times

Model functions in nonlinear optimization
Empirical fitting functions Figure S2: A comparison of the model functions used in nonlinear optimization (Eqs.6-9 of the manuscript, full green lines) with those used to fit the activation (blue symbols) and inactivation (red symbols) of thalamocortical neurons 1 . Both functions and their parameters are given in the above table.
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III.
Frequency spectrum of the current protocols used to assimilate models of N1 and N2 Figure S3 : Power spectrum of the current protocols used to extract the parameters of N1 and N2.
The low frequency limit (1Hz) corresponds to the width of the assimilation window (1s). The high frequency limit (50kHz) is the sampling frequency of the data. Both current protocols exhibit a low pass spectrum with a cut off frequency of 200Hz. Hence the predictive power of models constructed by assimilating these data is expected to decrease for currents protocols varying on very short timescales, smaller than 5ms -see Fig.3(f) . 
IV. Estimation of fitting error
VI. Fitting and prediction of N2 on expanded scale
IX. Covariance matrices of N1 and N2
Figure S10: Exponential decay of eigenvalue spectrum The best fit line (blue line) is a sum of three exponentials with different rates of decay.
Figure S11: The covariance matrices of neurons N1 and N2 Each covariance matrix was constructed from a statistical sample of 84 sets of parameters extracted over a range of assimilation windows. Parameters were ordered along the rows and columns of matrices in a slightly different order from Table II and as follows: 2. gNa, 3. gNaP, 4. ENa, 5. gK1, 6. gK2, 7. gK3, 8. EK, 9. gL, 10. EL, 11. gout, 12. gHCN, 13, A, 14 . Vm (NaT), 15. dVm (NaT), 16. dVtm (NaT), 17. t0m (NaT), 18. m (NaT), 19. Vh (NaT), 20. dVh (NaT), 21. dVth (NaT), 22. t0h (NaT), 23. h (NaT), 24. Vm (NaP), 25. dVm (NaP), 26. dVtm (NaP), 27. t0m (NaP), 28. m (NaP), 29. Finite off-diagonal elements (horizontal and vertical green lines in the covariance matrices) indicate the correlated parameters. Juxtaposing the covariance matrices of N1 and N2, suggests that correlated parameters do not occur at random but happen to be the same in N1 and N2 (horizontal arrows). These are the parameters that define the recovery time constant of ion channels: (NaT) m t 0 , Figure S12: Minimum finding in a noisy environment Experimental noise has the characteristics of a residual temperature T which prevents reaching the global minimum of the objective function through direct parameter search. Instead, the tip of random vector P lies on the surface of a K-dimensional ellipsoid c=kT. Each set of parameters P extracted from one assimilation window gives one point on this surface (red dots). (a) Once a sufficiently large statistical sample of parameters (R>L) maps the ellipsoid, the maximum likelihood expectation <P> yields the global minimum p * . The parameter search has converged near the global minimum because the covariance matrices and eigenvalue spectra exhibit identical patterns in N1 and N2. If the parameter search had converged to local minima instead, (b) the covariance matrices of N1 and N2 would have different structures reflecting the different environments around these minima. 
The cross term cancels as it is proportional to the noise average which is zero. The second term on the RHS gives the variance of the membrane voltage which when driven by thermal fluctuations is given by Nyquist theorem: 
