We initiate the study of collocation methods for NURBS-based isogeometric analysis. The idea is to connect the superior accuracy and smoothness of NURBS basis functions with the low computational cost of collocation. We develop a one-dimensional theoretical analysis, and perform numerical tests in one, two and three dimensions. The numerical results obtained con¯rm theoretical results and illustrate the potential of the methodology.
Introduction
Isogeometric analysis is a computational mechanics technology based on functions used to represent geometry. 1,4À8,10À12,19,20,27,30 The idea is to build a geometry model and, rather than develop a¯nite element model approximating the geometry, to directly use the functions describing the geometry in analysis.
In Computer-Aided Design (CAD) systems used in engineering, Non-Uniform Rational B-Splines (NURBS) are the dominant technology. When a NURBS model is constructed, the basis functions used to de¯ne the geometry can be systematically enriched by h-, p-, or k-re¯nement (i.e. smooth order elevation; see Cottrell et al. 12 )
A knot vector is a set of non-decreasing real numbers representing coordinates in the parametric space of the curve f 1 ¼ 0; . . . ; nþpþ1 ¼ 1g;
ð2:1Þ
where p is the order of the B-spline and n is the number of basis functions (and control points) necessary to describe it. where, in (2.3), we adopt the convention 0=0 ¼ 0.
In Fig. 1 we present an example consisting of n ¼ 9 cubic basis functions generated from the open knot vector f0; 0; 0; 0; 1=6; 1=3; 1=2; 2=3; 5=6; 1; 1; 1; 1g.
If internal knots are not repeated, B-spline basis functions are C pÀ1 -continuous. If a knot has multiplicity k, the basis is C pÀk -continuous at that knot. In particular, when a knot has multiplicity p, the basis is C 0 and interpolates the control point at that location. We de¯neŜ n ¼ spanfN i;p ðÞ; i ¼ 1; . . . ; ng:
ð2:4Þ
By means of tensor products, a multi-dimensional B-spline region can be constructed. We discuss here the case of a two-dimensional region, the higher-dimensional case being analogous. Consider the knot vectors f 1 ¼ 0; . . . ; nþpþ1 ¼ 1g and f 1 ¼ 0; . . . ; mþqþ1 ¼ 1g, and an n Â m net of control points B i;j . One-dimensional basis functions N i;p and M j;q (with i ¼ 1; . . . ; n and j ¼ 1; . . . ; m) of order p and q, respectively, are de¯ned from the knot vectors, and the B-spline region is the image of the map S : ½0; 1 Â ½0; 1 ! " given by
X m j¼1 N i;p ðÞM j;q ðÞB i;j : ð2:5Þ
The two-dimensional parametric space is the domain ½0; 1 Â ½0; 1. Observe that the two knot vectors f 1 ¼ 0; . . . ; nþpþ1 ¼ 1g and f 1 ¼ 0; . . . ; mþqþ1 ¼ 1g generate a mesh of rectangular elements in the parametric space in a natural way. Analogous to (2.4), we de¯neŜ nm ¼ spanfN i;p ðÞM j;q ðÞ; i ¼ 1; . . . ; n; j ¼ 1; . . . ; mg: ð2:6Þ
In general, a rational B-spline in R d is the projection onto d-dimensional physical space of a polynomial B-spline de¯ned in (d þ 1)-dimensional homogeneous coordinate space. For a complete discussion see the book by Farin 17 and references therein. In this way, a great variety of geometrical entities can be constructed and, in particular, all conic sections in physical space can be obtained exactly. The projective transformation of a B-spline curve yields a rational polynomial curve. Note that when we refer to the \degree" or \order" of a NURBS curve, we mean the degree or order, respectively, of the polynomial curve from which the rational curve was generated.
To obtain a NURBS curve in R 2 , we start from a set B ! i 2 R 3 (i ¼ 1; . . . ; n) of control points (\projective points") for a B-spline curve in R 3 with knot vector Ä. Then the control points for the NURBS curve are
where ½B i k is the k th component of the vector B i and ! i ¼ ½B NURBS regions, similarly to B-spline regions, are de¯ned in terms of the basis functions (2.10). In particular, we assume from now on that the physical domain is a NURBS region associated with the n Â m net of control points B i;j , and we introduce the geometrical map F : ! " given by
For the sake of simplicity, the extension to three (or more) dimensions is not discussed here (but it is completely analogous).
Basics of isogeometric analysis
In one-space dimension, let F be the parametrization of the physical interval ½a; b, which is assumed piecewise smooth with piecewise smooth inverse. Following the isoparametric approach, the space of NURBS functions on ½a; b is de¯ned as the span of the push-forward of the basis functions (2.8)
Similarly, in two dimensions, let F be the parametrization of the physical domain , as given in (2.11). We assume that the Jacobian of F and its inverse are nonsingular. The image of the elements in the parametric space are elements in the physical space. The physical mesh is therefore made of elements Fðð i ; iþ1 Þ Â ð j ; jþ1 ÞÞ, with i ¼ 1; . . . ; n þ p; j ¼ 1; . . . ; m þ q. We denote by h the mesh-size, that is, the maximum diameter of the elements of the physical mesh.
Again, the space of NURBS functions on is de¯ned as the span of the pushforward of the basis functions (2.10)
À1 ; with i ¼ 1; . . . ; n; j ¼ 1; . . . ; mg: ð2:13Þ
The numerical solution of a boundary-value problem is sought in the space V n or V nm , endowed with suitable boundary conditions.
The interested reader may¯nd more details on isogeometric analysis as well as many interesting applications in a number of recently published papers. 6, 11, 12, 10, 19, 27 
Isogeometric collocation method
In the¯rst part of this section we present the concept of isogeometric collocation method in a general setting, while in the second part we give a more detailed description for a particular case.
Consider the following boundary-value problem
(
ð2:14Þ
where the solution u : ! R, D represents a scalar di®erential operator, Gu : @ ! R r is a vector operator (r 2 N þ ) representing boundary conditions, and f; g are given data. Note that both operators D and G may depend on the position x 2 [ @.
We introduce a¯nite set of collocation points f # g #2I in ¼ ½0; 1 Â ½0; 1, divided into two distinct sets I D and I G , such that I ¼ I D [ I G , and
where # indicates the cardinality of a set. Note that the collocation points # are typically built in a tensor product fashion. The choice of the collocation points is crucial for the stability and good behavior of the discrete problem. Finally let # ¼ Fð # Þ, for all # 2 I. Then, the isogeometric collocation approximation of (2.14) reads:¯nd u nm 2 V nm such that
ð2:15Þ
As a particular example, we consider the case where the collocation points are chosen using the Greville abscissae 14, 15 of the knot vectors. To simplify the presentation, we restrict our description to the case of a second-order operator, still indicated by D, with boundary conditions represented by the scalar operator
. . . ; n, be the Greville abscissae related to the knot vector f 1 ; . . . ; nþpþ1 g:
Analogously, let " j , j ¼ 1; . . . ; m, be the Greville abscissae related to the knot vector f 1 ; . . . ; mþqþ1 g. It is easy to see that
, while all the remaining points are in ð0; 1Þ. We de¯ne the collocation points ij 2 by the tensor product structure
for i ¼ 1; . . . ; n; j ¼ 1; . . . ; m.
Then, the isogeometric collocation problem with Greville abscissae reads:¯nd u nm 2 V nm such that
Gu nm ð ij Þ ¼ gð ij Þ ði; jÞ 2 f1; ng Â f1; . . . ; mg [ f1; . . . ; ng Â f1; mg: (
ð2:17Þ
We wish to remark that collocating at Greville abscissae as in the example above is just one of the possible options. In the following, we will also consider a couple of other interesting choices (see Sec. 3.3).
Theoretical Analysis
This section is devoted to the theoretical analysis of the NURBS-based collocation approach. We¯rst present an abstract framework, which is based on the results of De Boor and Swartz. 13 Within this framework, we then present a theoretical analysis of the one-dimensional model problem. Finally, we discuss the di±culties that are encountered in the theoretical analysis of the multi-dimensional case.
Given any A; B 2 R, we write A . B whenever A CB with the positive constant C depending only on the problem data. We de¯ne the symbol & analogously, and write A ' B whenever both A . B and A & B hold, in general with di®erent constants.
The abstract problem and its discretization
Taking the initial steps from De Boor and Swartz, 13 the main idea of the proof is to rewrite the di®erential operator (of order n) D as a perturbation of the nth derivative operator. As it will be clearer in the following, this can be achieved using a Green function. 13 Given a Banach space W, endowed with the norm jj Á jj W , a linear operator T : W ! W, and datum 2 W, we consider the following abstract problem: Find y 2 W such that
The following assumption of well-posedness is made. Observe that (3.2) implies the continuity of T. In consideration of the eventual discretization of (3.1), we also require the next assumption.
Assumption 3.2. T is compact, and in particular there exists a compact subspace
Given an n-dimensional space W n & W, and a linear projector Q n : W ! W n , we consider the following discretization of (3.1): Find y n 2 W n such that
ð3:3Þ
Observe that Q n ðI þ T Þy n ¼ y n þ Q n Ty n . In the following sections the operator Q n will denote interpolation. We make the following two assumptions on Q n and W n . and the positive constants c n ! 0 as n ! 1.
With these assumptions we have the following result.
Lemma 3.1. There exists " n 2 N, depending only on the operator T and the problem datum , such that the operator ðI þ Q n T Þ : W ! W is an isomorphism for all n ! " n.
Proof. Let z 2 W. Adding and subtracting any z n 2 W n , using that Q n z n ¼ z n and the continuity of Q n gives
Selecting z n to be the minimizer in (3.4), the above bound gives
Adding and subtracting Tz, using the triangle inequality, and applying (3.7) yields Therefore, the operator ðI þ Q n T Þ is one-to-one and its restriction ðI þ Q n T Þ : W n ! W n is an isomorphism. The following corollary is immediate.
3) has a unique solution.
We can now derive the main result of this section.
Proposition 3.1. Let Assumptions 3.1À3.4 hold. Let y be the solution of (3.1) and y n the solution of (3.3). Then
for all n su±ciently large.
Proof. Applying the operator Q n to both sides of (3.1) and subtracting (3.3), it follows that
First using Lemma 3.1, then applying (3.13) we infer
From (3.14), noting that Q n y n ¼ y n and using (3.6), we get
Theoretical analysis in one dimension
In this section we restrict our attention to the one-dimensional case of a second-order di®erential equation and prove that, if the collocation points are chosen suitably, the collocation method converges with optimal rate.
The continuous problem
Let f, a 0 , a 1 , be real functions in C 0 ½a; b, with a < b given real numbers. Let g 0 ; g 1 2 R be scalars and BC 0 ; BC 1 : C 1 ½a; b ! R be linear operators. We are interested in the following one-dimensional ordinary di®erential equation. Find a real function u 2 C 2 ½a; b such that u 00 ðxÞ þ a 1 ðxÞu 0 ðxÞ þ a 0 ðxÞuðxÞ ¼ fðxÞ 8x 2 ða; bÞ
where u 0 ; u 00 represent the¯rst and second derivatives of u, respectively. We will indicate the derivative operator of order i also as D i , i 2 N. We assume that (3.16) has one and only one solution u, and that the boundary condition operators BC i are linearly independent on KerðD 2 Þ, that is, on the space of linear functions. Under this assumption, the Green's function H 0 : ½a; b Â ½a; b ! R is well de¯ned for the problem D 2 v ¼ with datum 2 C 0 ½a; b and the homogeneous boundary conditions BC i ðvÞ ¼ 0, i ¼ 1; 2. As a consequence, all elements of the space
can be written uniquely as and de¯ning y ¼ D 2 u, using (3.17) one gets 
For the analysis of (3.16) we select the C 0 -topology. We will denote by jj Á jj
the usual Sobolev seminorms and norms. Having the correspondence
Assumption 3.1 is equivalent to the well-posedness of (3.16): given f 2 C 0 ½a; b there exists a unique solution u 2 C 2 ½a; b to (3.16), with continuous dependence. This is assumed to hold true. Furthermore, Assumption 3.2 is veri¯ed, as shown in the next lemma.
Proof. Given any z 2 C 0 ½a; b, let v 2 C 2 ½a; b be given by
Note that, due to the homogeneous boundary conditions satis¯ed by v,
We then easily have, by de¯nition of T, v and using (3.23)
Finally, the compactness of the operator follows from the compact inclusion of
The discretized di®erential problem
Given n 2 N, let V nþ2 & C 2 ½a; b be a NURBS space of dimension n þ 2 on the interval ½a; b, associated with a spline spaceŜ nþ2 & C 2 ½0; 1 on the parametric interval ½0; 1. Recalling the standard assumptions on the one-dimensional geometrical map F of Sec. 2.2, we now consider DF > 0 on the parametric domain ½0; 1. Given for all n 2 N, 1 < 2 < Á Á Á < n assigned collocation points in ½a; b, we consider the following discrete problem: Find u n 2 V nþ2 such that
ð3:25Þ
Notice that in one dimension the boundary conditions are imposed exactly by the collocation scheme. Following the notation of the abstract setting presented in Sec. 3.1, we now denote as W n the space
which is n-dimensional.
Remark 3.1. Since the isoparametric paradigm (2.13) is applied for the construction of V nþ2 , it follows that the space of global linear polynomials is contained in V nþ2 . As this subspace is the kernel of the operator D 2 , the space W n can equivalently be written as
For the continuous di®erential problem it is easy to see that the above discrete problem is equivalent to¯nding y n 2 W n such that
up to the transformations
where u 0 is, as in (3.17), the linear lifting of the boundary conditions. Problem (3.25) is what is solved in practice, while problem (3.27 ) is what we use for the theoretical analysis of the method. Denoting by Q n : C 0 ½a; b ! W n the interpolation operator
problem (3.27)¯ts within the framework of Sec. 3.1. Then, the optimality of the collocation scheme (3.25) follows from Proposition 3.1, if Assumptions 3.3 and 3.4 hold true. The approximation properties of NURBS spaces with respect to the meshsize h have been studied, in the L 2 setting, by Bazilevs et al. 6 Assumption 3.4 follows from the analogous result in the L 1 setting, which is stated in the next proposition.
Theorem 3.1. There exists a constant C a > 0, dependent on the geometry map F, weight !, and on the degree p of the NURBS space V n , such that n with v n 2 V n;0 . Therefore,¯rst using the above observations and (3.29), and then, since v is null at the boundaries, a Poincar e inequality, we obtain n 2 N such that, for any n > " n the following holds. LetT
which is n-dimensional, and letQ n : C 0 ½0; 1 !T n be the interpolation operator on n points
The constants " n and C s depend only onĈ s and the geometry parametrization F : ½0; 1 ! ½a; b.
Note that by de¯nition vðaÞ ¼ vðbÞ ¼ 0 and w ¼ D 2 v. Then, the interpolation problem on ½a; b, that is, the problem of¯nding w n ¼ Q n w 2 W n such that w n ð j Þ ¼ wð j Þ; 1 j n; is equivalent to¯nding v n 2 V n such that 
!ðxÞ :
Due to the assumption thatDF ðxÞ > 0 for all x 2 ½0; 1, the inverse mapping satis¯es DGðxÞ > 0 for all x 2 ½a; b. Therefore b 2 ðxÞ ! c > 0 8x 2 ½0; 1, and we can divide (3.36) by it and obtain where u is the solution of the continuous problem (3.16) and u n is the solution of the collocation problem (3.25).
The NURBS collocation method is therefore optimal in the W 2;1 seminorm. The convergence in the full W 2;1 norm can be recovered using a Poincar e inequality jju À u n jj W 2;1 ½a;b . h l jjujj W lþ2;1 ½a;b : ð3:45Þ
Therefore, in order to guarantee the optimal behavior of the collocation scheme (3.25), the collocation points can be selected according to Theorem 3.2. Notice that the spaceT n , which is made of second derivatives of the splines inŜ nþ2 , is still a space of splines. In particular,T n is the space of splines of degree p À 2 on the knot vector obtained by removing the¯rst two and last two knots from the knot vector ofŜ nþ2 . The optimal selection of points for interpolation of one-dimensional splines is addressed in various papers. The only choice which is proved to be stable for any mesh and degree is the one proposed by Demko. 15 These points are referred to as Demko abscissae. They are the extrema of the Chebyshev splines, i.e. the splines that have the maximum number of oscillations, for which the extrema take the values AE1. The Demko abscissae are obtained by an iterative algorithm (see, e.g. chbpnt in MATLAB and also the book by de Boor 14 ). A di®erent approach which is proposed in the engineering literature 23 is to collocate at the Greville abscissae. These are obtained as knots averages 14, 15 (see (2.16)) and Greville abscissae interpolation is proved to be stable up to degree 3, while there are examples 24 of instability for degrees higher than 19 on particular non-uniform meshes.
a In Sec. 4.1, we numerically test both possibilities, i.e. we consider:
. collocation at the images (though the geometry map F ) of the Demko abscissae of the spaceT n (we refer to these as \second-derivative Demko abscissae"); . collocation at the images of the Greville abscissae of the spaceŜ nþ2 , after removing the¯rst and last knots (we refer to these as simply \Greville abscissae").
In both cases, boundary conditions will be imposed strongly on the discrete solution, according to formulation (3.25) . It will be shown that the¯rst choice (Demko abscissae) is superior, even though it represents a very small advantage over the second choice in many cases of practical interest.
In Fig. 2 we compare a sample of Demko abscissae for the spaceT n , Greville abscissae forT n , and Greville abscissae forŜ nþ2 after removing the¯rst and last knots. We consider a uniform open knot vector with polynomial degree p ¼ 3 in thē rst frame, with p ¼ 7 in the second frame, and a non-uniform open knot vector with knot spans forming a geometric sequence with p ¼ 7 in the last frame. Coordinates of collocation points are reported in Tables 1À3.
Remarks on the theoretical analysis in higher dimensions
The extension to the multi-dimensional case of the analysis of Sec. 3.2, based on the abstract framework of Sec. 3.1, poses various di±culties. One of the main issues is that the space consisting of the Laplacian of multivariate splines, or more generally of second-order derivatives of multivariate splines, is not a complete space of splines of a given degree. Therefore, stable interpolation in this space is di±cult to determine. Thus, we only consider numerical experiments in Sec. 4.
Other approaches for the theoretical analysis of the collocation method with spline spaces in higher dimensions are given, for particular cases, in Arnold et al. 3 and Prenter. 
Numerical Tests
In this section we present some numerical results for the collocation approach proposed. We¯rst study a one-dimensional second-order di®erential equation with Demko abscissae forT n 0 0.2500 0.5000 0.7500 1.0000
Greville abscissae forT n 0 0.2500 0.5000 0.7500 1.0000
Greville abscissae forŜ nþ2 0.0833 0.2500 0.5000 0.7500 0.9167
Dirichlet and Neumann boundary conditions, for linear and nonlinear parametrizations, either using Greville or second-derivative Demko abscissae (see Sec. 3.3). We also explore the 1D spectral approximation properties of the method. We then move to higher dimensions, focusing on an elliptic model problem de¯ned on a quarter of an annulus in 2D and on a cube in 3D.
One-dimensional source problem with Dirichlet boundary conditions
The¯rst test case we study is the following source problem de¯ned on the domain ½0; 1: This problem is numerically solved using the collocation method outlined in the previous sections, considering a linear parametrization (F ¼ Id) and employing both Greville and second-derivative Demko abscissae. In Figs. 3À5, we report log-scale plots of the relative errors for di®erent degrees of approximations in L 1 -, W 1;1 -and W 2;1 -norms, respectively, for both choices of abscissae, recalling that
Denoting by p the degree of the approximation, the¯gures show that in the¯rst two norms an order of convergence p is attained for even degrees, while an order p À 1 is attained for odd degrees. Instead in the W 2;1 -norm, we observe the expected optimal Table 2 . Coordinates of collocation points in Fig. 2 (middle frame): uniform mesh, p ¼ 7.
Demko abscissae forT n 0 0.0429 0.1569 0.3144 0.5000 0.6856 0.8431 0.9571 1.0000
Greville abscissae forT n 0 0.0500 0.1500 0.3000 0.5000 0.7000 0.8500 0.9500 1.0000
Greville abscissae forŜ nþ2 0.0357 0.1071 0.2143 0.3571 0.5000 0.6429 0.7857 0.8929 0.9643 Table 3 . Coordinates of collocation points in Fig. 2 (bottom frame): knot spans forming a geometric sequence with p ¼ 7. order of convergence, i.e. p À 1, for all approximation degrees, in agreement with the predictions of the theory (see Sec. 3.3). Here, and in the following examples, the use of second-derivative Demko abscissae gives the same convergence rates as Greville, but a very slight di®erence in the magnitude of errors is observed for certain degrees.
We have not included results for p ¼ 2, since this case is not covered by the theory. However, the results obtained are in complete agreement with the ones observed for higher degrees (i.e. order p for the L 1 -and W 1;1 -norms and p À 1 for the W 2;1 -norm).
As proven earlier, the optimal theoretical convergence rates are also expected when nonlinear parametrizations are employed, provided that the geometry map is kept¯xed during the re¯nement process. In order to test this, we refer to a particular nonlinear mesh (an illustration of which is given in Fig. 6 ) and we solve the source problem with Dirichlet boundary conditions, using standard h-re¯nement procedures such that the geometry map is unchanged. The results are reported in Figs. 7À9 where it is possible to see the same orders of convergence observed in the case of linear parametrization. In particular, Fig. 9 shows how the W 2;1 -norm errors converge with the expected optimal orders (i.e. p À 1).
Finally, we consider a problem which shows a signi¯cant advantage in using second-derivative Demko abscissae, i.e. collocation points that guarantee optimal interpolation on the second derivatives of the discrete space. The di®erential equation is now abscissae for the space of unknown functions or for the space of second derivatives, respectively. The unknown is sought in the space of splines of degree p ¼ 7 (with C 6 continuity) and a linear geometrical parametrization F : ½0; 1 ! ½0; 1 is adopted. The right-hand side is selected to give the exact solution uðxÞ ¼ x 2:01 ð1 À xÞ, whose second derivative presents a thin layer at x ¼ 0. On ½0; 1 we consider a geometrically graded mesh, where the ratio between adjacent element (i.e. knot span) lengths is 3. In Fig. 10 , the error in the W 2;1 -norm versus the number of elements of the mesh is plotted. It can be seen how in some pathological cases collocation at the second-derivative Demko abscissae may lead to higher accuracy whereas Greville abscissae fail to converge. We also observe that collocation at Greville abscissae is more accurate if one computes them on the space of second derivatives.
One-dimensional source problem with DirichletÀNeumann boundary conditions
We now study a source problem similar to problem (4.1), but here a Neumann boundary condition is imposed at the second end of the domain. Namely, the di®erential problem to be solved is Again, the problem is numerically solved considering a linear parametrization and employing collocation methods based on both Greville and second-derivative Demko abscissae. The results are then reported in Figs. 11À13 where it is possible to see the same orders of convergence observed in the case of Dirichlet boundary conditions. In particular, Fig. 13 shows how the W 2;1 -norm errors converge with the expected optimal orders (i.e. p À 1).
One-dimensional eigenvalue problem
We now study the following eigenvalue problem
uð0Þ ¼ uð1Þ ¼ 0;
( ð4:6Þ for which the exact frequencies ! n are given by:
! n ¼ 2n; with n ¼ 1; 2; 3; . . . :
ð4:7Þ
This problem can also be solved using the collocation method with both Greville and second-derivative Demko abscissae. In Fig. 14 , we plot the results in terms of normalized discrete spectra, obtained considering a linear parametrization and using di®erent degrees of approximation (1000 d.o.f.'s have been used to produce each spectrum). It is possible to observe the good behavior of all spectra, which converge for an increasing degree p. In Figs. 15 and 16 , we also report the convergence plot of the¯rst three eigenvalues for p ¼ 3 and p ¼ 4, respectively. It is possible to observe that the order of convergence is in all cases 2ðp À 2Þ.
We note that in this case \outlier frequencies" appear at the very end of the spectrum (the maximum outlier being almost double the corresponding exact frequency). This behavior is analogous to the one of Galerkin-based isogeometric discretization 11,20 and can be circumvented resorting to a suitable nonlinear parametrization of the domain obtained by a uniform control mesh 20 for more details). In Fig. 17 we report the normalized discrete spectra obtained using the nonlinear parametrization, which appear to be identical to those for a linear parametrization except that outliers are eliminated.
Two-dimensional source problem
We now consider higher-dimensional problems and we start with the solution of an elliptic model problem on a 2D domain consisting of a quarter of an annulus, as sketched in Fig. 18 . Here we select internal and external radii equal to R 1 ¼ 1 and R 2 ¼ 4, respectively. Moreover, we insert a C 1 -continuous central circumferential line, in order to test the method behavior also in case of reduced continuity. Such a domain can be exactly represented by a single NURBS patch, as shown in Fig. 19 , where we illustrate the control mesh, knot lines, and Greville abscissae using quartic NURBS and 8 Â 10 control points (note that in the plot we do not report Greville abscissae collocated on the domain boundary). The knot vectors, control points, weights, and Greville abscissae employed for the example of Fig. 19 are reported in Table 4 .
The problem to be solved reads such that the exact solution is
sinðxÞ sinðyÞ: ð4:10Þ
In Fig. 20 , we present the results obtained employing Greville abscissae (in the W 2;1 -norm, which is the one for which we have theoretical results in 1D). It is possible to observe that, even though for higher-dimensional cases we have no mathematical theory, the same orders of convergence in the W 2;1 -norm expected in 1D (i.e. p À 1) are attained also in 2D. Notice that the plot abscissa is the square root of the total number of control points used.
Three-dimensional source problem
We then study an elliptic model problem on the 3D cubic domain ½0; 1 Â ½0; 1 Â ½0; 1, i.e. such that the exact solution is u ¼ sinð2xÞ sinð2yÞ sinð2zÞ: ð4:12Þ
In Fig. 21 , we present the results obtained (in the W 2;1 -norm) employing Greville abscissae. The same orders of convergence in the W 2;1 -norm expected in the 1D case (i.e. p À 1) are attained (notice that the plot abscissa is the cube root of the total number of control points used, i.e., in this case, the number of control points per direction).
Discussion of the Computational Cost
This section is devoted to an analysis of the computational cost of the isogeometric collocation approach, comparing with the Galerkin version of isogeometric analysis.
In the previous sections, we have analyzed the accuracy of the method as a function of the mesh-size h and the order p. Given h and p, isogeometric collocation is less than or equal in accuracy to the Galerkin isogeometric method. However, it is clear that this comparison does not properly account for computational cost. A meaningful comparison between the two methods is not simple. Nevertheless, we will attempt to provide some initial insights by comparing two aspects: initial formation of the equation system and its solution.
Forming the system of equations is where collocation has a great advantage over the Galerkin method: the number of evaluations required is equal to the number of control points for collocation, while the integrals of a Galerkin formulation need rules that use a number of quadrature points in each element proportional to p, that is p þ 1 for Gaussian or approximately p=2 for the rules proposed by Hughes et al. 21 The computational cost for solving the system of equations is a more complex issue. Following Kwok et al., 22 we take the view that the bandwidth of the matrices is the indicator of the computational cost, so methods with the same bandwidth are compared. We consider the one-dimensional case, and a uniform mesh in the parametric interval ð0; 1Þ. In this case, the bandwidth of the collocation method is b ¼ p or b ¼ p þ 1 for p odd or even, respectively. For the Galerkin method, the bandwidth is 2p þ 1, for all p. The order of convergence with respect to the bandwidth is summarized in Table 5 . For the collocation method, the orders are obtained from the numerical tests of Sec. 4.1, supported by the theoretical analysis of Sec. 3.2. For source problems, collocation is always advantageous, while for eigenvalue problems collocation is advantageous for p odd and the advantage also holds for p even when b ! 5.
Conclusions
In the¯nite element method, the Galerkin, and related formulations have dominated. Collocation has been investigated but has seemed to o®er little theoretical advantage and no practical usefulness. Our view is that the reason for this is that most¯nite element procedures utilize functions which are no more than C 0 -continuous. This lack of smoothness eliminates the possibility of developing methods based on the strong form of di®erential equations. Some C 1 -continuous¯nite elements in two dimensions have been developed but their use has also been very limited because of their complexity and other practical requirements. Isogeometric analysis, on the other hand, presents an opportunity because it is possible to generate smoother basis functions for geometrically and topologically complex domains. Thus, collocation becomes feasible, while retaining the attributes of isogeometric analysis and in particular the possible direct link with CAD generated geometry. The major advantage of collocation is the reduced number of evaluation points compared with the Galerkin method. Analysis methodology dominated by the cost of quadrature would seem to bene¯t most from collocation. A speci¯c example that may be mentioned in this regard is explicit transient analysis. 18 E®ective isogeometric collocation methods depend on the stability of the discrete equation system and the ability to generate smooth basis functions (at least C 1 ) for complex objects. Much progress has been made on this latter topic in recent years, but it is mostly focused on surfaces rather than 3D solids. The 3D problem may still be considered an open problem. There is much additional research necessary to make collocation methods a practical reality for engineering analysis. However, we believe the door is now open and the potential bene¯ts may be signi¯cant.
