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ON THE NUMBER OF CRITICAL POINTS OF SOLUTIONS OF
SEMILINEAR EQUATIONS IN R2
FRANCESCA GLADIALI AND MASSIMO GROSSI
Abstract. In this paper we construct families of domains Ωε and solutions
uε of {
−∆uε = 1 in Ωε
uε = 0 on ∂Ωε
such that, for any integer k ≥ 2, uε admits at least k maxima points. The
domain Ωε is “not far” to be convex in the sense that it is starshaped, the
curvature of ∂Ωε changes sign once and the minimum of the curvature of ∂Ωε
goes to 0 as ε→ 0. Extensions to more general nonlinear elliptic problems will
be provided.
1. Introduction
The computation of the number of critical points of positive solution of the
problem
(1.1)
{
−∆u = f(u) in Ω
u = 0 on ∂Ω
where Ω ⊂ Rn, n ≥ 2 is a smooth bounded domain and f is a smooth nonlinearity,
is a classic and fascinating problem.
Many techniques and important results were developed in the literature (Morse
theory, degree theory, etc.) to address this problem. In these few lines is impossible
to mention all these contributions, so we will limit ourselves to recall some results
that are closer to the interest of this paper.
One of the first meaningful results in this direction concerns the case f(u) = λu, so
u is the first eigenfunction of the Laplacian with zero Dirichlet boundary condition.
Here it was proved by Brascamp and Lieb [3] and Acker, Payne and Phillippin [1]
in dimension n = 2 that if Ω ⊂ Rn is strictly convex then − log u is convex so that
the superlevel sets are convex and u admits a unique critical point in Ω.
A second seminal result that we want to mention is the fundamental theorem by
Gidas, Ni and Nirenberg [5],
Theorem (Gidas, Ni, Nirenberg). Let Ω ⊂ Rn a bounded, smooth domain
which is symmetric with respect to the plane xi = 0 for any i = 1, .., n and convex
with respect to any direction x1, .., xn. Suppose that u is a positive solution to (1.1)
where f is a locally Lipschitz nonlinearity. Then
• u is symmetric with respect to x1, .., xn. (Symmetry)
• ∂u∂xi < 0 for xi > 0 and i = 1, . . . , n. (Monotonicity)
An easy consequence of the symmetry and monotonicity properties in the previous
theorem is that
n∑
i=1
xi
∂u
∂xi
< 0 ∀x 6= 0
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2 GLADIALI AND GROSSI
that is all the superlevel sets are starshaped with respect to the origin.
This theorem holds in symmetric domains. Although there are some conjectures
stating that the uniqueness of the critical point (as well as the starlikeness of super-
level sets) holds in more general convex domains, this is a very difficult hypothesis
to remove.
Next we mention another important result which holds for a wide class of nonlin-
earities f without the symmetry assumption on Ω and for semi-stable solutions. To
this end we recall that a solution u to (1.1) is semi-stable if the linearized operator
at u admits a nonnegative first eigenvalue.
Theorem (Cabre´, Chanillo [4]). Assume Ω is a smooth, bounded and convex
domain of R2 whose boundary has positive curvature. Suppose f ≥ 0 and u is a
semi-stable positive solution to (1.1). Then u has a unique nondegenerate critical
point.
As a consequence the superlevel sets of u are strictly convex in a neighborhood
of the critical point and in a neighborhood of the boundary. It is thought that they
are all convex, but this is certainly not true for suitable nonlinearities like in the
following result:
Theorem (Hamel, Nadirashvili, Sire [10]). In dimension n = 2 there are some
smooth bounded convex domains Ω and some C∞ functions f : [0,+∞) → R for
which problem (1.1) admits a solution u which is not quasiconcave.
We recall that a function is called quasiconcave if its superlevel sets are all con-
vex. We can then conclude that the convexity of the domain is not always preserved
by the superlevel sets. Nevertheless by the Gidas, Ni, Nirenberg theorem the su-
perlevel sets in this example are still starshaped and the maximum point of the
solution is unique.
The previous results suggest the following questions:
Question 1: Assume Ω is starshaped. Are the superlevel sets of any positive
solution to (1.1) starshaped?
Question 2: Assume that u is a positive solution to (1.1) in a smooth bounded
domain Ω ⊂ R2 whose curvature is negative somewhere. What about the number of
critical points of u?
Of course interesting examples deal with contractible domains Ω, otherwise it is
not difficult to construct examples of solution u to (1.1) with many critical points.
Some results in the direction to prove Question 1 were obtained for non-symmetric
domains, in a perturbative setting, by Grossi and Molle [9] and Gladiali and Grossi
[6, 7].
In this paper we answer Question 1 showing that the starlikeness of the domain
is not maintained by the superlevel sets. Moreover we consider also Question 2
showing that in general there is no bound on the number of critical points.
Of course this last result is a very sensitive to the shape of Ω. In a recent paper [13]
it was showed that if ∂Ω is contained in
{
z ∈ C : |z|2 = f(z) + f(z)
}
where f(z) is
a rational function, then, differently than our case, there is a bound on the number
of the critical points. We address to [2] for other results in these direction.
Actually we will construct a family of domains Ωε starshaped with respect to an
interior point and solutions uε of the classical torsion problem, namely
(1.2)
{
−∆u = 1 in Ω
u = 0 on ∂Ω
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with an arbitrary large number of maxima and of disjoint superlevel sets. Moreover
the curvature of ∂Ωε changes sign exactly once and its minimum value goes to 0 as
ε → 0. In some sense our domains Ωε are not “far” to be convex. More precisely
our result is the following,
Theorem 1.1. For any integer k ≥ 2 there exists a family of smooth bounded
domains Ωε,k ⊂ R2 and smooth functions uε,k : Ωε,k → R+ which solves the torsion
problem (1.2) in Ωε,k, such that for ε small enough,
• Ωε,k is starshaped with respect to an interior point. (P0)
• uε,k has at least k maximum points. (P1)
• If S is the strip S = {(x, y) ∈ R2 such that |y| < 1} and Q is any compact
set of R2 then
Ωε,k ∩Q −−−→
ε→0
S ∩Q. (P2)
• The curvature of ∂Ωε,k changes sign and vanishes exactly at two points.
Moreover min
(
Curv∂Ωε,k
)
−−−→
ε→0
0 . (P3)
• There exists a superlevel of uε,k, {uε,k > c} consisting of k different con-
nected components. (P4)
A picture of Ωε,2 for ε small is given in Fig.1. Of course (P4) implies that the
Figure 1. Domain Ωε,2 with level set {uε,2 = c}
superlevel set {uε,k > c} is not starshaped. We recall that every solution to (1.2) is
positive by the Maximum principle and semi-stable as in [4]. We point out that the
solution uε,k will be explicitly provided and the domain Ωε,k will be the superlevel
set {uε,k > 0}.
In some sense our result shows that the assumption on the positivity of the curvature
of ∂Ω in Cabre´ and Chanillo’s Theorem cannot be relaxed because it is enough that
the curvature of ∂Ωε,k satisfies (P3) to imply that there exists a semi-stable solution
of a (simple) PDE with an arbitrary number of critical points. By (P2) our domain
is ’locally”’ close to a strip and uε,k −−−→
ε→0
1
2− y
2
2 in C
2
loc(R2). Note that the function
1
2 − y
2
2 , which solves −∆u = 1 in the strip S, was also used in Hamel, Nadirashvili
and Sire [10]. We point out that when ε is small enough, the domain Ωε in Theorem
1.1 looks like the one in [10] even if it has negative curvature somewhere.
Before describing the construction of the solution uε,k let us make some remarks
on (P4). It proves that the starlikeness of Ωε,k is not enough to guarantee that
the superlevel sets are starshaped proving Question 1. To our knowledge this is
the first example with this property. Theorem (1.1) also shows that it cannot
exist a starshaped rearrangement which associates to a smooth function u another
function u∗ with starshaped superlevel sets verifying the standard properties of
rearrangements, i.e.
(1.3)
∫
Ω∗
|u∗|p =
∫
Ω
|u|p ∀p ≥ 1 and
∫
Ω∗
|∇u∗|2 ≤
∫
Ω
|∇u|2.
A starshaped rearrangement which verifies, under additional assumptions, prop-
erties (1.3) was introduced by Kawohl in [12] and [11]. On the other hand, in [11]
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it was pointed out that, with no additional assumptions, there exists a function u∗
which does not verity (1.3). This example was based on the so-called Grabemuller’s
long nose” [8]. Our pair (Ωε,k, uε,k) can be seen as a further example which does
not satisfy (1.3).
Finally we remark that in Makar-Limanov [14] it was proved that if Ω is a smooth
bounded strictly convex domain of R2 and u solves the torsion problem in Ω then
the superlevel sets are strictly convex too. It seems then that the torsion problem
is a ” good” problem in which the properties of Ω are maintained by the superlevel
sets. It is then even more unexpected that this does not hold for the starlikeness.
Next we say some words about the construction of uε,k. The starting point is
given by the function
φ(y) =
1
2
− 1
2
y2
which solves
(1.4)
{
−∆φ = 1 in |y| < 1
u = 0 on y = ±1.
Our function uε,k is a perturbation of φ with suitable harmonic functions. The
choice of the harmonic functions is quite delicate: let us consider the holomorphic
function Fk : C→ C,
(1.5) Fk(z) = −Π2ki=1(z − xi)
for arbitrary real numbers x1 < x2 < .. < x2k and define
vk(x, y) = Re
(
Fk(z)
)
.
Next we define uε,k as
uε,k(x, y) =
1
2
− 1
2
y2 + ε(y3 − 3yx2) + ε 32 vk(x, y).
We have trivially that −∆uε,k = 1 and the proof of Theorem 1.1 reduces to show
that for ε small enough the set Ωε,k = {uε,k > 0} is a bounded smooth domain which
verifies (P0) − (P4). Although the function uε,k is explicitly provided, the proof
of Theorem 1.1 involves delicate computations. Note that the power 32 appearing
in the definition of uε,k can be replaced with any real number α ∈ (1, 2). However
α = 2 is not allowed for technical reasons (“bad” interactions occur).
There is a flexibility in the choice of the holomorphic function Fk; indeed it can
be replaced by another one such that the restriction to the real line has k maxima
points and verifies some suitable growth condition at ±∞. However we are not
interested to investigate the optimal conditions on Fk.
Theorem 1.1 can be extended to semi-stable solutions of more general nonlinear
problems. Let us consider a solution u to
(1.6)

−∆u = λf(u) in Ω
u > 0 in Ω
u = 0 on ∂Ω
where Ω ⊂ R2 is a bounded smooth domain, f : R+ → R is a smooth nonlinearity
(say C1) with f(0) > 0 and uλ is a family of solutions of (1.6) satisfying
(1.7) ||uλ||∞ ≤ C for λ small,
with C independent of λ. A classical example of solutions satisfying (1.6) and (1.7)
was given by Mignot and Puel [15] when f is a positive, increasing and convex
nonlinearitiy and 0 < λ < λ∗. See [6, Theorem 10] for some results about convexity
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and uniqueness of the critical point to solutions to (1.6). Then we have the following
result,
Theorem 1.2. Let ε > 0, k ≥ 2 and Ωε,k be as in Theorem 1.1. Then there exists
λ¯ (depending on ε) such that if wλ,ε,k is a solution to (1.6) in Ωε,k that satisfy
(1.7), we have that, for any 0 < λ < λ¯, wλ,ε,k is semi-stable and satisfies (P1) and
(P4).
2. The holomorphic function F (z)
Here and in the next sections, to simplify the notation we omit the index k when
we define the functions v(x, y), uε(x, y) and the domains Ωε.
For k ≥ 2 let us consider arbitrary real numbers x1 < x2 < .. < x2k and the
holomorphic function F : C→ C in (1.5) given by
(2.8) F (z) = −Π2ki=1(z − xi) = −
2k∑
i=0
aiz
i
where of course a2k = 1.
Let us denote by f the restriction of F to the real line. We immediately get that
f(x1) = .. = f(x2k) = 0 and that f has k maximum points. Let us consider the
function v : R2 → R defined as
(2.9) v(x, y) = Re
(
F (z)
)
which is harmonic in R2 and satisfies v(x, 0) = f(x). By construction
(2.10) v(x, y) = −
2k∑
j=0
ajPj(x, y)
with a2k = 1 and where Pj are homogeneous harmonic polynomials of degree j.
Finally we introduce the function
(2.11) uε(x, y) =
1
2
− 1
2
y2 + ε(y3 − 3x2y) + ε 32 v(x, y)
which satisfies
−∆uε = 1 in R2.
Both uε and v, coincide with f(x) along the x-axis.
3. Proof of Theorem 1.1
In this section we show that the function uε in (2.11) verifies the claim of Theorem
1.1. In the rest of the paper we let o(1) be a quantity that goes to zero as ε goes
to zero and k ≥ 2.
Theorem 3.1. For ε small enough the function uε(x, y) in (2.11) admits a con-
nected component (that we call Ωε) of the superlevel set
{(x, y) ∈ R2 such that uε(x, y) > 0}
which satisfies:
i) Ωε is a smooth bounded domain;
ii) Ωε is starshaped with respect one of its points;
iii) Ωε contains k disjoint connected components Z1,ε, .., Zk,ε of the superlevel set
{(x, y) ∈ R2 such that uε(x, y) > 12}.
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Proof. Step 1: Let xε =
(
3
ε
3
2
) 1
2k
. We want to show that
u(±xε, y) ≤ −2 for |y| < 1 + h
when ε is small enough and 0 < h < 1. In (2.10) let us consider the polynomial of
degree 2k, namely
P2k(x, y) =
k∑
j=0
bjx
2k−2jy2j
for some suitable coefficients bj such that b0 = bk = 1. Then
ε
3
2P2k(xε, y) = ε
3
2
k∑
j=0
bj
(
3
ε
3
2
) 2k−2j
2k
y2j = 3 + o(1) as ε→ 0
uniformly with respect to −1− h < y < 1 + h.
In a very similar manner, for any 0 ≤ j ≤ 2k − 1 we have that
ε
3
2Pj(xε, y) = o(1)
and ∣∣ε(y3 − x2y)∣∣ = O (ε+ ε 2k−32k )
for ε → 0 uniformly with respect to −1 − h < y < 1 + h. Considering all these
estimates we obtain ∣∣∣∣uε(xε, y) + 3 + 12y2
∣∣∣∣ = o(1) as ε→ 0.
The very same computation shows also that
uε(−xε, y) ≤ −2
when ε is small enough and concludes the proof.
Step 2: We show that uε(x, y) < 0 on the segments
T±h = {(x, y) ∈ R2 such that y = ±(1 + h), x ∈ [−xε, xε]}
for some 0 < h < 1 when ε is small enough.
First let us observe that for (x, y) ∈ T±h,∣∣ε(y3 − 3x2y)∣∣ ≤ ε(8 + 6x2ε) ≤ 8ε+ 12ε 2k−32k = O (ε 2k−32k )
when ε→ 0. Next, note that, by (2.10)
v(x,±(1 + h)) = −
2k∑
j=1
ajPj(x,±(1 + h))
and since a2k = 1 we get that
sup
x∈R
v(x,±(1 + h)) = C ∈ R.
Then we obtain
uε(x,±(1+h)) = −1
2
h2−h+ε((±(1+h))3±3x2(1+h))+ε 32 v(x,±(1+h)) < −1
2
h2 < 0
for ε small enough.
Step 3: We have proved that for every ε small enough uε(x, y) < 0 on the boundary
of the rectangle Rε = {(x, y) ∈ R2 such that −xε ≤ x ≤ xε,−(1+h) ≤ y ≤ 1+h}.
Since uε(x1, 0) =
1
2 + εv(x1, 0) =
1
2 + εf(x1) =
1
2 this implies that there is a
connected component of the superlevel set uε(x, y) > 0 , that we call Ωε, which is
contained in the interior of Rε and contains the point (x1, 0). Since uε is continuous
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then Ωε is a connected open set with non empty interior.
Furthermore when ε satisfies
(3.12) ε <
(
1
2 supx∈[x1,x2k](−f(x))
) 2
3
then all the segment [x1, x2k]× {0} belongs to Ωε.
Step 4: In this step we prove that when ε is small enough Ωε is smooth and
starshaped with respect to the point (x1, 0), which is equivalent to show that
(x− x1, y) · ν(x, y) ≤ −α < 0 for any (x, y) ∈ ∂Ωε,
where ν(x, y) is the outer normal of ∂Ωε at the point (x, y). In particular we will
show that
(x− x1)∂uε
∂x
+ y
∂uε
∂y
≤ −α ∀(x, y) ∈ Rε such that uε(x, y) = −1
2
.
It is easily seen that
(x−x1)∂uε
∂x
+y
∂uε
∂y
= −y2 +ε (−9x2y + 6xx1y + 3y3)+ε 32 ((x− x1)∂v
∂x
+ y
∂v
∂y
)
.
On the other hand since uε(x, y) = 0 on ∂Ωε we get that
−y2 = −1− 2ε(y3 − 3x2y)− 2ε 32 v(x, y)
and
(x−x1)∂uε
∂x
+y
∂uε
∂y
= −1+ε (y3 − 3x2y + 6xx1y)+ε 32 ((x− x1)∂v
∂x
+ y
∂v
∂y
− 2v(x, y)
)
.
By (2.10) and Euler Theorem we get
x
∂v
∂x
+ y
∂v
∂y
= −
2k∑
j=0
aj
(
x
∂Pj
∂x
+ y
∂Pj
∂y
)
= −
2k∑
j=1
jajPj(x, y)
and so, recalling that a2k = 1,
−2v(x, y) + (x−x1)∂v
∂x
+y
∂v
∂y
= −
2k∑
j=0
(j−2)ajPj(x, y) +x1
2k∑
j=1
aj
∂Pj
∂x
−−−−→
|x|→∞
−∞
uniformly for y ∈ [−1− h, 1 + h]. Hence
sup
(x,y)∈(−∞,∞)×[−1−h,1+h]
(
−2v(x, y) + (x− x1)∂v
∂x
+ y
∂v
∂y
)
= d <∞.
In addition
sup
(x,y)∈[−xε,xε]×[−1−h,1+h]
(
y3 − 3x2y + 6xx1y
) ≤ Cx2ε = O (ε− 32k)
as ε→ 0, so that
ε
(
y3 − 3x2y + 6xx1y
)
2 = O
(
ε
2k−3
2k
)
in the rectangle Rε. Summarizing again we have that
sup
∂Ωε⊂Rε
(
(x− x1)∂uε
∂x
+ y
∂uε
∂y
)
≤ −1 + o(1) < −1
2
for ε→ 0 which gives the claim.
Of course (x− x1)∂u∂x + y ∂u∂y 6= 0 on ∂Ωε implies that ∂Ωε is a smooth curve.
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Step 5: Here we prove that the superlevel set
Lε := {(x, y) ∈ R2 such that uε(x, y) > 1
2
}
admits in Ωε at least k disjoint components Z1,ε, . . . , Zk,ε.
Since f(xj) = 0 for j = 1, . . . , 2k and f(x) → −∞ as |x| → ∞, there exist points
sj ∈ (x2j , x2j+1) for j = 1, . . . , k− 1 and points s¯j ∈ (x2j+1, x2j+2) for j = 0, . . . , k
such that
f(sj) = min
x∈[x2j ,x2j+1]
f(x) < 0 for j = 1, . . . , k − 1
f(s¯j) = max
x∈[x2j+1,x2j+2]
f(x) > 0 for j = 0, . . . , k − 1
First observe that
uε(s¯j , 0) =
1
2
+ ε
3
2 v(s¯j , 0) =
1
2
+ ε
3
2 f(s¯j) >
1
2
for j = 0, . . . , k so that the points (s¯j , 0) are contained in Lε for every ε. Next we
want to prove that
(3.13) uε(sj , y) <
1
2
for j = 1, . . . , k − 1 and −1− h < y < 1 + h.
In this way since s¯j < x2j < sj+1 and the segment [x1, x2k] × {0} is contained in
Ωε by Step 3, we also obtain that the superlevel set Lε admits at least k disjoint
components.
To prove (3.13) we argue by contradiction and assume that there exists a sequence
εn → 0 and points yn ∈ [−1− h, 1 + h] such that
(3.14) uεn(sj , yn) =
1
2
− 1
2
y2n + εn(y
3
n − 3s2jyn) + ε
3
2
nv(sj , yn) ≥ 1
2
for n → ∞, for a fixed value of j. Formula (3.14) easily implies that yn → 0 as
n→∞ since (y3n − 3s2jyn) and v(sj , yn) are uniformly bounded and εn → 0. Next
we observe that since v(sj , 0) = f(sj) < 0 then v(sj , yn) ≤ f(sj)2 < 0 for n large
enough. Moreover, using that − 12y2n + εny3n < − 14y2n for n large enough we have
uεn(sj , yn) =
1
2
− 1
2
y2n + εn(y
3
n − 3s2jyn) + ε
3
2
nv(sj , yn)
≤ 1
2
− 1
4
y2n − 3εns2jyn + ε
3
2
n
f(sj)
2
<
1
2
since ε
3
2
n
(
f(sj)
2 + 9ε
1
2
ns4j
)
< 0 for n large enough. This contradiction ends the
proof. 
Next aim is to derive additional information about the shape of Ωε, in particular
regarding the oriented curvature of ∂Ωε. Since ∂Ωε is a level curve of uε(x, y) then
its oriented curvature at the point (x, y) is given by
(3.15) Curv∂Ωε(x, y) = −
(uε)xx(uε)
2
y − 2(uε)xy(uε)x(uε)y + (uε)yy(uε)2x(
(uε)2x + (uε)
2
y
) 3
2
In particular, we want to prove the following result
Lemma 3.2. The oriented curvature of ∂Ωε changes sign and vanishes exactly at
two points when ε is small enough.
Let us start examining the behavior of the points (xε, yε) ∈ ∂Ωε when ε goes to
zero.
CRITICAL POINTS 9
Lemma 3.3. Let (xε, yε) be a point on ∂Ωε. Then, if |xε| ≤ C, we have
(3.16) y2ε − 1 = 2ε(y3ε − 3x2εyε)(1 + o(1)),
and if |xε| → ∞ we have
(3.17) |xε| =
(
1
2
(1− y2ε)
) 1
2k
ε−
3
4k (1 + o(1)).
Proof. First we recall that Ω¯ε ⊂ Rε, where Rε is the rectangle introduced in Step
3, and (xε, yε) ∈ ∂Ωε implies that
(3.18) ε(y3ε − 3x2εyε) + ε
3
2 v(xε, yε) =
1
2
(y2ε − 1).
Then, if |xε| ≤ C (3.16) easily follows since |yε| < 1 + h by the definition of Rε.
Next we observe that, since Ω¯ε ⊂ Rε then |xε| < 3 12k ε− 34k and this implies that
(3.19) ε(y3ε − 3x2εyε) = O
(
ε
2k−3
2k
)
for ε→ 0 and (3.18) becomes, when |xε| → ∞
ε
3
2 v(xε, yε) =
1
2
(y2ε − 1) +O
(
ε
2k−3
2k
)
.
Finally by (2.10), when |xε| → ∞
v(xε, yε) = −x2kε (1 + o(1))
which jointly with the previous estimate gives
(3.20) ε
3
2x2kε =
1
2
(1− y2ε)(1 + o(1))
when ε→ 0, which gives (3.17). 
Proof of Lemma 3.2. Let us denote by (xε, yε) a point belonging to ∂Ωε. By (3.15)
Curv∂Ωε(xε, yε) = −
N1,ε +N2,ε +N3,ε
Dε
with
N1,ε = (−6εyε + ε 32 vxx(xε, yε))
(
−yε + 3ε(y2ε − x2ε) + ε
3
2 vy(xε, yε)
)2
N2,ε = −2(−6εxε + ε 32 vxy(xε, yε))
(
− 6εxεyε + ε 32 vx(xε, yε)
)
(−yε + 3ε(y2ε − x2ε) + ε
3
2 vy(xε, yε))
N3,ε = (−1 + 6εyε + ε 32 vyy(xε, yε))
(
− 6εxεyε + ε 32 vx(xε, yε)
)2
Dε = (−6εxεyε + ε 32 vx)2 + (−yε + 3ε(x2ε − y2ε) + ε
3
2 vy)
2.
We will use the behavior of xε and yε as ε → 0 in Lemma 3.3 to estimate these
terms. We have to consider different cases.
Case 1, |xε| ≤ C.
By (3.16) we have that yε → ±1. In this case we show that the oriented curvature
never vanishes. Indeed
N1,ε +N2,ε +N3,ε =
− 6ε(y3ε + o(1))+ 72ε2(x2εy2ε + o(1))− 36ε2(x2εy2ε + o(1)) =
− 6ε(± 1 + o(1)) 6= 0(3.21)
as ε → 0. Note the curvature is positive on ∂Ωε ∩ {y > 0} and negative on
∂Ωε ∩ {y < 0}.
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Case 2, |xε| → +∞.
In this case we show that the oriented curvature never vanishes too. First, observe
that, by (2.8), (2.9) and (2.10) we have, when |x| → ∞ and |y| ≤ C, that
vx = −2kx2k−1(1 + o(1)) vy = ckx2k−2y(1 + o(1))
vxx = −2k(2k − 1)x2k−2(1 + o(1)) vxy = c′kx2k−3y(1 + o(1))
vyy = ckx
2k−2(1 + o(1))
where ck, c
′
k 6= 0 are constants depending on k. Using (3.17) and εx2ε → 0 as ε→ 0,
we obtain (denoting by y0 = lim yε)
N1,ε ∼
(
−6εyε − 2k(2k − 1)ε 32x2k−2ε
)(
−yε + 3εx2ε + ckyεε
3
2x2k−2ε
)2
(1 + o(1))
=
{
y20
(
−6εy0 − 2k(2k − 1)ε 32x2k−2ε
)
(1 + o(1)) when y0 6= 0
o(ε+ ε
3
2x2k−2ε ) when y0 = 0
Using that ε
3
2x2kε = O(1)
N2,ε ∼ −2
(
−6εxε + c′kyεε
3
2x2k−3ε
)(
−6yεεxε − 2kε 32x2k−1ε
)
·(
−yε − 3εx2ε + ckyεε
3
2x2k−2ε
)
(1 + o(1))
=
{
2y20
(
12kε1+
3
2x2kε − 2kc′kyεε3x4k−4ε
)
(1 + o(1)) when y0 6= 0
o(ε+ ε3x4k−4ε ) when y0 = 0
N3,ε ∼
(
−1− 6εyε + ckε 32x2k−2ε
)(
−6εyεxε − 2kε 32x2k−1ε
)2
(1 + o(1))
= −1
(
4k2ε3x4k−2ε + 12y
2
εε
1+ 32x2kε
)
(1 + o(1)).
Hence if lim yε = y0 6= ±1 , then ε 32x2k−2ε ∼ ε
3
2k
(
1
2 (1− y20)
) k−1
k and
N1,ε +N2,ε +N3,ε = ε
3
2k
(
−y202k(2k − 1)
(
1
2
(1− y20)
) k−1
k
−4k2
(
1
2
(1− y20)
) 2k−1
k
)
(1 + o(1)) < 0
showing that the curvature is strictly positive in this case.
On the other hand if lim yε → ±1 instead by (3.20) we have that ε 32x2kε = o(1)
and this implies that
N1,ε =
(
∓6ε− 2k(2k − 1)ε 32x2k−2ε
)
(1 + o(1));
N2,ε = O
(
ε2x2ε + ε
1+ 32x2kε + ε
3x4k−4ε
)
;
N3,ε = O
(
ε3x4k−2ε + ε
3x4k−4ε
)
and, since ε2x2ε, ε
1+ 32x2kε = o(ε) and ε
3x4k−4ε , ε
3x4k−2ε = o(ε
3
2x2k−2ε ) thenN2,ε, N3,ε =
o(N1,ε) and
(3.22) N1,ε +N2,ε +N3,ε =
(
∓6ε− 2k(2k − 1)ε 32x2k−2ε
)
(1 + o(1)).
It can happen then that Curv∂Ωε(xε, yε) = 0 and precisely when
(3.23)
(
∓6ε− 2k(2k − 1)ε 32x2k−2ε
)
(1 + o(1)) = 0
CRITICAL POINTS 11
as ε→ 0. First we get that if yε → 1 (3.23) does not have solutions. Hence yε → −1
and (3.23) becomes
(3.24)
(
6− 2k(2k − 1)ε 12x2k−2ε
)
(1 + o(1)) = 0
that implies
(3.25) ε
1
2x2k−2ε =
3
k(2k − 1)(1 + o(1)).
Correspondingly we get only two solutions xε whose behavior is given by
(3.26) x±ε ∼ ±
(
3
k(2k − 1)ε 12
) 1
2k−2
We end the proof showing that, corresponding to x+ε there exists only one y
+
ε which
verifies N1,ε +N2,ε +N3,ε = 0 and the same is true for x
−
ε . We apply the implicit
function theorem to uε. We have that uε(x
+
ε , y
+
ε ) = 0 and, recalling that y
+
ε → −1,
(uε)y(x
+
ε , y
+
ε ) = −yε + 3ε(x2ε − y2ε) + ε
3
2 vy = 1 + o(1)
for ε → 0. So by the implicit function theorem we deduce that the equation
uε(x, y) = 0 has only one solution for x = x
+
ε and y close to −1 which ends the
proof. 
Proof of Theorem 1.1. The existence of the family of solutions uε,k to (1.2) and of
the domains Ωε,k, as well as the properties (P0), (P1) and (P4) follows by Theorem
3.1.
Property (P2) is a consequence of the definition of uε,k(x, y) and that locally
uε,k(x, y)→ 12 (1− y2) as ε→ 0.
The fact that ∂Ωε,k changes sign and vanishes exactly at two points follows by
Lemma 3.2. To prove that min
(
Curv∂Ωε,k
) → 0 as ε → 0 we recall that in proof
of Lemma 3.2 we showed that Curv∂Ωε,k can be negative or when |x| < C or when
|xε| → ∞ and yε → −1 by (3.22). In both cases we know by (3.21) and by (3.22)
that N1,ε +N2,ε +N3,ε = o(1) as ε→ 0 while Dε = 1 + o(1) showing that
min
(
Curv∂Ωε,k(x, y)
)→ 0.

4. More general nonlinearities
In this section we consider solutions to (1.6) which satisfy (1.7). The existence is
guaranteed for example if the assumptions in [15] are satisfied. Next lemma studies
the behavior as λ→ 0.
Lemma 4.1. Let uλ be a family of solutions to (1.6) satisfying (1.7). Then we
have that
(4.27)
uλ
λf(0)
→ u0 as λ→ 0 in C2(Ω)
where u0 is a solution to
(4.28)
{
−∆u = 1 in Ω
u = 0 on ∂Ω.
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Proof. Let us show that
(4.29) |uλ| ≤ Cλ in Ω
where C is a constant independent of λ. By the Green representation formula we
have that
|uλ(x)| ≤ λ
∫
Ω
G(x, y)
∣∣f(uλ(y))∣∣ dy ≤ λ max
s∈[0,C]
|f(s)|
∫
Ω
G(x, y)dy ≤ Cλ
where C is independent of λ. Next by (1.7), (4.29) and the standard regularity
theory we derive that
uλ → 0 in C2(Ω)
as λ→ 0 so that f(uλ)→ f(0). Finally the standard regularity theory, applied to
uλ
λf(0) , and (4.27) give the claim. 
Theorem 1.2 is a straightforward consequence of the previous lemma
Proof of Theorem 1.2. Assume ε is small enough to satisfy the assumptions of The-
orem 1.1. By Lemma 4.1 uλ → uε,k as λ → 0. Then the claim follows by the C2
convergence of uλ to uε,k and the semi-stability of all solutions to (4.28). 
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