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Abstract
We present the following result: consider the space of complex polynomials of
degree n ≥ 3 with n − 1 distinct marked periodic orbits of given periods. Then
this space is irreducible and the multipliers of the marked periodic orbits considered
as algebraic functions on the above mentioned space, are algebraically independent
over C. Equivalently, this means that at its generic point, the moduli space of degree
n polynomial maps can be locally parameterized by the multipliers of n−1 arbitrary
distinct periodic orbits. A detailed proof of this result (together with a proof of a
more general statement) is given in [2]. In this exposition we substitute some of the
technical lemmas from [2] with more geometric arguments.
MSC 37F10, 37F05
1 Introduction
A key point in studying moduli spaces of degree n rational or polynomial maps of the
Riemann sphere Cˆ is the choice of a parameterization. The idea of using the multipliers
of the fixed points of a map as the parameters of the moduli space appears naturally
in many works on the subject. Notably, in [4] J. Milnor used the multipliers of the
fixed points to parameterize the moduli space of degree 2 rational maps. Using this
parameterization he proved that this moduli space is isomorphic to C2. In the polynomial
case local parameterization by the multipliers of the fixed points was studied, for instance,
in [7], [8].
In the following discussion let M be the moduli space of either rational or polynomial
maps of degree n. As a generalization of the approach described above, instead of the
multipliers at the fixed points one can try to use the multipliers of periodic orbits as the
local parameters on the moduli space M . It is not hard to see that the map from M
to the multipliers of the chosen periodic orbits is defined in a neighborhood of a generic
point of M . The main difficulty is to show that this map is a local diffeomorphism, when
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the number of the chosen periodic orbits is equal to the dimension ofM . Since multipliers
are (multiple valued) algebraic maps on M , this leads to the question whether there exist
“hidden” algebraic relations between the multipliers of the chosen periodic orbits. In
other words, are the chosen multipliers algebraically independent over C, if we view those
multipliers as (multiple valued) functions on M?
In [3] McMullen proved that if n ≥ 2 and M is the moduli space of degree n rational
maps then, except for the flexible Latte`s maps, an element of M is determined up to
finitely many choices by the multipliers of all of its periodic orbits. This implies that one
can always choose 2n−2 = dim(M) distinct periodic orbits whose multipliers, considered
as (multiple valued) functions on M , are algebraically independent over C.
In this paper we focus on the case when M is the moduli space of degree n polynomial
maps and we show that the multipliers of any n−1 distinct periodic orbits are algebraically
independent over C. The best previous result in this direction belongs to Yu. Zarhin [9],
who proved the independence of multipliers with a strong restriction on both the number
and the periods of the corresponding periodic orbits.
Finally, let us mention that a wholly different approach to the subject is given by
A. Epstein’s Transversality Principles in Holomorphic Dynamics [1]. The techniques used
in this paper are not directly related, and it is an intriguing question whether our results
could be obtained using Epstein’s methods.
Acknowledgments: I wish to express my thanks to Adam Epstein and Michael
Yampolsky for insightful and stimulating discussions.
1.1 Statement of the main result
It is easy to see that the change of coordinates z 7→ z + c preserves the class of monic
polynomials of degree n and does not change multipliers of periodic orbits. We say that
two polynomials are equivalent, if they are conjugate with each other by a map of the
form z 7→ z + c. The factor space of all monic polynomials of degree n factored by this
equivalence relation can be identified with so called centered polynomials.
Definition 1.1. By Pn ⊂ C[z] we denote the set of centered monic polynomials of degree
n, which are monic polynomials of degree n with the term of degree n− 1 being equal to
zero.
Consider a monic centered polynomial of degree n ≥ 3 and its n− 1 distinct periodic
orbits. If these periodic orbits are of multiplicity 1, then by means of the Implicit Function
Theorem their multipliers can be analytically continued to n−1 (multiple valued) algebraic
functions defined on Pn.
We present the proof of the following theorem:
Theorem 1.2. For n ≥ 3, the multipliers of any n− 1 distinct periodic orbits considered
as (multiple valued) algebraic functions on Pn, are algebraically independent over C. In
other words, they do not satisfy any polynomial relation with complex coefficients.
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A detailed proof of Theorem 1.2 (together with a proof of a slightly more general
statement) is given in [2], and it relies heavily on the result of a certain computation. The
goal of this paper is to give a different proof of Theorem 1.2, in which the computational
parts of the previous proof are substituted with more geometric arguments based on some
ideas from one-dimensional complex dynamics.
2 Auxiliary results and the proof of Theorem 1.2
We start by recalling some definitions and useful fact established in [2].
Definition 2.1. We say that a periodic orbit of a polynomial p is of period m, if this
periodic orbit consists of m distinct points. A point of period m is a point that belongs
to a periodic orbit of period m.
Consider a polynomial p ∈ Pn and its n− 1 non-multiple periodic points z1, . . . , zn−1
belonging to different periodic orbits of periods m1, . . . , mn−1 respectively. By m denote
the vector of periodsm = (m1, . . . , mn−1). With any such polynomial and its non-multiple
periodic points belonging to different periodic orbits, one can associate the setMn
m
defined
in the following way:
Definition 2.2. The set Mn
m
= Mn
m
(p, z1, . . . , zn−1) is the maximal irreducible analytic
subset of Pn × Cn−1, such that
(i) (p, z1, . . . , zn−1) ∈M
n
m
;
(ii) For (q, w1, . . . , wn−1) ∈ M
n
m
, the points w1, . . . , wn−1 satisfy equations q
◦mj (wj) =
wj, for any j = 1, 2, . . . , n− 1.
The following Lemma plays an important role in the proof of Theorem 1.2. The proof
of this Lemma can be found in [2].
Lemma 2.3. Assume that n ≥ 2. Then the set Mn
m
is completely determined by the
integer n, and the vector m. The set Mn
m
can be described as the closure in Pn×Cn−1 of
the set of all points (p, z1, . . . , zn−1) ∈ P
n×Cn−1, where p ∈ Pn and all zj are non-multiple
periodic points of p, belonging to different periodic orbits of corresponding periods mj.
Remark 2.4. In particular, since for every vectorm = (m1, . . . , mn−1) a generic polynomial
has n− 1 distinct periodic orbits of corresponding periods m1, . . . , mn−1, it follows from
Lemma 2.3 that the set Mn
m
is always non-empty.
We define the multiplier map Λ: Mn
m
→ Cn−1 that with every point (p, z1, . . . , zn−1) ∈
Mn
m
associates the vector of multipliers of periodic points z1, . . . , zn−1:
Λ: (p, z1, . . . , zn−1) 7→ ((p
◦m1(z1))
′, (p◦m2(z2))
′, . . . , (p◦mn−1(zn−1))
′).
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Lemma 2.5. For every n ≥ 2 and every vector m ∈ Nn−1, the multiplier map Λ is a local
diffeomorphism at least at one point of Mn
m
.
Lemma 2.5 immediately follows from [2, Lemma 2.1], but the goal of this paper is to
prove Lemma 2.5 using different techniques.
Assuming that Lemma 2.5 is already proved, one can deduce the proof of Theorem 1.2
by the following simple observation:
Proof of Theorem 1.2. It follows from Definition 2.2 that Mn
m
is an irreducible algebraic
set. The multiplier map Λ is an algebraic map onMn
m
, and since according to Lemma 2.5,
Λ is a local diffeomorphism at some point of Mn
m
, it is a local diffeomorphism everywhere
outside of some codimension 1 subset of Mn
m
.
The multipliers of n−1 periodic orbits of periodsm1, . . . , mn−1 considered as (multiple
valued) functions on Pn, can be obtained from the multiplier map Λ: Mn
m
→ Cn−1 by
precomposition with a suitable inverse branch pi−1 of the projection pi : Mn
m
→ Pn. Since
pi−1 is a local diffeomorphism everywhere outside of some codimension 1 subset of Pn, the
composition Λ ◦ pi−1 has a non-degenerate differential at least at one point of Pn, which
implies that the multipliers of considered periodic orbits are algebraically independent
(multiple valued) functions on Pn.
3 Proof of Lemma 2.5 (Existence of a regular point
for Λ)
In the case when m1 = · · · = mn−1 = 1, Lemma 2.5 follows from the proposition:
Proposition 3.1. If n ≥ 2 and m = (1, . . . , 1), then the map Λ is a local diffeomorphism
at every regular point of the projection pi : Mn
m
→ Pn.
Proof. Assume, (p, z1, . . . , zn−1) ∈ M
n
m
is a regular point of the projection pi. Let pi−1 be
the inverse branch of pi in the neighborhood of p, such that pi−1(p) = (p, z1, . . . , zn−1), and
define φ = Λ ◦ pi−1. Assume that the differential dφp vanishes at some vector v from the
tangent space TpP
n.
Let zn be the fixed point of the polynomial p that is different from z1, . . . , zn−1. For all
q ∈ Pn in a sufficiently small neighborhood of p, let zn(q) be the fixed point of q, obtained
by analytic continuation of zn in that neighborhood. Define the map ψ : P
n → Cn−1 × C
by the formula
ψ(q) = (φ(q), q′(zn(q))).
According to [5, Section 12], the multiplier q′(zn(q)) can be expressed as a function of the
other n − 1 multipliers at the fixed points. Therefore, vector v also lies in the kernel of
the differential dψp, but according to Theorem 1.1 from [8], the kernel of dψp is trivial.
Hence v = 0, and dφp is non-degenerate.
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Let D be the open unit disk in C. Another useful theorem formulated below, is a
corollary of Theorem 5.1 from [6] and concerns the case, when the preimage Λ−1(Dn−1) ⊂
Mn
m
is non-empty.
Theorem 3.2. Assume n ≥ 2 and m ∈ Nn−1 is any vector of n− 1 positive integers. If
Λ−1(Dn−1) ⊂ Mn
m
is non-empty, then it consists of finitely many connected components,
and Λ is a bijection between each of these connected components and Dn−1.
Proof. Assume that Λ−1(Dn−1) is non-empty and p ∈ Pn is a polynomial with n − 1
attracting periodic orbits of periods m1, . . . , mn−1. According to the Fatou-Shishikura
Inequality, for each of these attracting periodic orbits there exists exactly one critical point
of p which converges to that orbit. Since there are no more than n − 1 critical points,
this implies that the polynomial p is hyperbolic and belongs to a bounded hyperbolic
component H ⊂ Pn.
For each a ∈ D, consider a map µa : D→ D given by the formula
µa(z) =
1− a
1− a
·
z2 − az
1− az
.
Let B denote the space of all such maps µa. Then according to Theorem 5.1 from [6],
there exists a diffeomorphism φ : H → Bn−1 which sends a polynomial q ∈ H to an
element φ(q) = (µa1 , . . . , µan−1) ∈ B
n−1 with the following property: let U1, . . . ,Un−1 ⊂ C
be the periodic Fatou components of q of corresponding periods m1, . . . , mn−1, such that
each Uj contains a critical point of q. Then for each j = 1, . . . , n − 1, the restriction
q◦mj |
Uj
: Uj → Uj is conformally conjugate to µaj .
It is easy to see that for each a ∈ D, zero is a fixed point of µa. Now we check that
the map a 7→ µ′a(0) is a bijection of D to itself. Indeed,
µ′a(0) = −a ·
1− a
1− a
=
|a|2 − a
1− a
, (1)
and since
∣
∣1−a
1−a
∣
∣ = 1, we have |µ′a(0)| = |a|, and (1) is equivalent to
a =
|µ′a(0)|
2 − µ′a(0)
1− µ′a(0)
.
The above observations imply that, if the map ψ : Bn−1 → Dn−1 is defined by the relation
ψ : (µa1 , . . . , µan−1) 7→ (µ
′
a1
(0), . . . , µ′an−1(0)), then the composition ψ ◦ φ is a bijection
between H and Dn−1. Since multipliers of periodic orbits are conformal invariants, the
numbers µ′a1(0), . . . , µ
′
an−1
(0) are multipliers of the corresponding attracting periodic orbits
of q. Thus, for a suitably chosen inverse branch pi−1 of the projection pi : Mn
m
→ Pn, we
have the following identity on H :
ψ ◦ φ = Λ ◦ pi−1.
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In particular, this implies that Λ = ψ◦φ◦pi is a bijection between pi−1(H) and Dn−1. Since
pi is a finite-to-one map, the preimage Λ−1(Dn−1) can have only finitely many connected
components.
The following lemma shows that the preimage Λ−1(Dn−1) ⊂ Mn
m
considered in Theo-
rem 3.2, is always non-empty.
Lemma 3.3. Given n ≥ 2 and a vector m = (m1, . . . , mn−1) ∈ N
n−1, the space Pn
contains a polynomial with n−1 distinct attracting periodic orbits of corresponding periods
m1, . . . , mn−1.
Now we can give a proof of Lemma 2.5 modulo the proof of Lemma 3.3.
Proof of Lemma 2.5. Given n ≥ 2 and a vector m ∈ Nn−1, it follows from Lemma 3.3
and Lemma 2.3 that there exists a point α ∈ Mn
m
, such that Λ(α) ∈ Dn−1. Thus, the set
Λ−1(Dn−1) is non-empty, and Theorem 3.2 implies that Λ bijectively maps a domain in
Mn
m
onto Dn−1. Now Lemma 2.5 follows from the fact that Λ is an algebraic map and
dim(Mn
m
) = dim(Dn−1) = n− 1.
Proof of Lemma 3.3. First consider the case when m1 = · · · = mn−1 = 1. According to
Proposition 3.1, Λ is a local diffeomorphism at least at one point of Mn
m
, and since Λ
is an algebraic map, it takes all values from Cn−1 except possibly a subset of complex
codimension 1. In particular, this means that there exists a polynomial p ∈ Pn with n−1
distinct attracting fixed points.
Now we will show that if there exists a polynomial p ∈ Pn with n − 1 attracting
periodic orbits of periodsm1, . . . , mn−1 andmk = 1 for some k ∈ {1, . . . , n−1}, then there
exists another polynomial p′ ∈ Pn whose n − 1 attracting periodic orbits have periods
m′
1
, . . . , m′n−1, where m
′
j = mj , for all j 6= k, and m
′
k is an arbitrary positive integer.
Together with the case m1 = · · · = mn−1 = 1 considered in the previous paragraph, this
will prove Lemma 3.3.
According to the Fatou-Shishikura Inequality, each critical point of the polynomial
p converges to a finite attracting periodic orbit, hence p belongs to the connectedness
locus and in particular, to a bounded hyperbolic component H ⊂ Pn. Now according to
Theorem 3.2, we can consider a sequence of polynomials {pr} ⊂ H , r = 1, 2, . . . , such
that for all pr, the n − 2 attracting multipliers that correspond to the periodic orbits
of periods mj, j ∈ {1, . . . , n − 1} \ {k}, are fixed, while the multiplier of the attracting
fixed point – the periodic orbit of period mk = 1, approaches the value exp(2pii/m
′
k).
Since H is a bounded set, it is precompact and there exists a subsequence of the sequence
{pr} which converges to some polynomial p0 ∈ H . By continuity, p0 has n− 2 attracting
periodic orbits of corresponding periods mj , j ∈ {1, . . . , n − 1} \ {k} and a fixed point
z0 with multiplier exp(2pii/m
′
k). A generic perturbation q of p0 generates a periodic orbit
of period m′k from the fixed point z0. Let λ(q) be the multiplier of that periodic orbit.
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By analytic continuation both the periodic orbit and its multiplier can be extended to
algebraic (possibly multiple valued) functions in a neighborhood of p0.
It follows from the Fatou-Shishikura Inequality that |λ(q)| > 1, for q ∈ H , so since
λ(p0) = 1, λ(q) is not a constant function. Therefore, according to the Maximum Modulus
Principle, |λ(p′)| < 1 for some p′ ∈ Pn arbitrarily close to p0. We can choose p
′ sufficiently
close to p0, so that all other attracting periodic orbits would remain attracting. This
finishes the proof of Lemma 3.3.
References
[1] A. Epstein. Transversality in holomorphic dynamics.
http://homepages.warwick.ac.uk/ mases/Transversality.pdf.
[2] I. Gorbovickis. Algebraic independence of multipliers of periodic orbits in the space
of polynomial maps of one variable. arXiv:1305.0867.
[3] C. McMullen. Families of rational maps and iterative root-finding algorithms. Ann.
of Math. (2), 125(3):467–493, 1987.
[4] J. Milnor. Geometry and dynamics of quadratic rational maps. Experiment. Math.,
2(1):37–83, 1993. With an appendix by the author and Lei Tan.
[5] J. Milnor. Dynamics in one complex variable, volume 160 of Annals of Mathematics
Studies. Princeton University Press, Princeton, NJ, third edition, 2006.
[6] J. Milnor. Hyperbolic components. In Conformal dynamics and hyperbolic geometry,
volume 573 of Contemp. Math., pages 183–232. Amer. Math. Soc., Providence, RI,
2012. With an appendix by A. Poirier.
[7] T. Sugiyama. The moduli space of polynomials of one complex variable.
arXiv:0708.2512.
[8] Yu. G. Zarhin. Polynomials in one variable and ranks of certain tangent maps. Math.
Notes, 91(4):508–516, 2012.
[9] Yu. G. Zarhin. One dimensional polynomial maps, periodic points and multipliers.
Izvestiya: Mathematics, 77(4):700–713, 2013.
Department of Mathematics, University of Toronto, Room 6290, 40 St.
George Street, Toronto, Ontario, Canada M5S 2E4
E-mail address: igors.gorbovickis@utoronto.ca
7
