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Abstract
Let Γ ⊂ PSL2(R) be a Fuchsian subgroup of the first kind acting on the upper half-plane H.
Consider the d2k-dimensional space of cusp forms S
Γ
2k of weight 2k for Γ, and let {f1, . . . , fd2k}
be an orthonormal basis of SΓ2k with respect to the Petersson inner product. In this paper
we will give effective upper and lower bounds for the supremum of the quantity SΓ2k(z) :=∑d2k
j=1
|fj(z)|
2 Im(z)2k as z ranges through H.
1 Introduction
1.1 Statement of the main results
Let Γ ⊂ PSL2(R) be a Fuchsian subgroup of the first kind acting by fractional linear transfor-
mations on the upper half-plane H, so that the quotient space Γ\H has finite volume. For any
integer k ∈ N≥1, we then consider the space SΓ2k of cusp forms of weight 2k for Γ, which is nat-
urally equipped with the Petersson inner product. If d2k denotes the dimension of the C-vector
space SΓ2k, we let {f1, . . . , fd2k} be an orthonormal basis of SΓ2k. The purpose of this article is to
determine effective upper and lower bounds for the supremum of the quantity
SΓ2k(z) :=
d2k∑
j=1
|fj(z)|2 Im(z)2k (1.1)
as z ranges through H. Optimal sup-norm bounds for the quantity (1.1) have been given in
the case k = 1 in the articles [JK04] and [JK11], and for k ≥ 1 in the paper [FJK16]. However,
the sup-norm bounds obtained in these papers are not effective. The present article completes
our previous investigations by now providing effective optimal sup-norm bounds for the quan-
tity (1.1).
The main results of the paper are summarized in the following three theorems. When Γ is co-
compact and torsionfree, we have the following result.
Theorem A. Let Γ be cocompact and torsionfree, and let k ∈ N≥2. Then, the bounds
2k − 1
4π
≤ sup
z∈H
SΓ2k(z) ≤
2k − 1
4π
+ CΓ e
−δΓk
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2hold, where the constants CΓ and δΓ are effectively computable as
CΓ =
3 e4πgΓ/ℓΓ
π(gΓ − 1)
(cosh(ℓΓ) + 1)
2
log((cosh(ℓΓ) + 1)/2)
and δΓ =
1
2
log
(
cosh(ℓΓ) + 1
2
)
;
here gΓ and ℓΓ denote the genus and the length of the shortest closed geodesic on Γ\H, respectively.
In the general case, when Γ is cofinite, possibly with elliptic elements, we let F be a closed and
connected fundamental domain for Γ. For Y > 0, we consider the neighborhoods FYj of the j-th
cusp of F (j = 1, . . . , h), and we let FY denote the closure of the complement of the union of the
cuspidal neighborhoods in F , i.e., we have the decomposition
F = FY ∪ FY1 ∪ . . . ∪ FYh .
We let E := {e1, . . . , en} ⊂ F be the set of elliptic fixed points in F and denote the order of ej by
nj (j = 1, . . . , n). Then, we have the following result.
Theorem B. Let Γ be cofinite, k ∈ N≥2, Y0 > 0, and Y := max{2Y0, 16/
√
15}. Then, with the above
notations, we have the following statements:
(1) There exist effectively computable constantsBY and σY (depending on Y ) such that the upper bound
sup
z∈FY
SΓ2k(z) ≤
2k − 1
4π
(
1 + 6
∑
ej∈E
(nj − 1)
)
+ 12(2k − 1)BY σ−(k−2)Y
holds.
(2) If Y ≥ k/(2π), there exist effectively computable constantsBY and σY (depending on Y ) such that
the upper bounds
sup
z∈FYj
SΓ2k(z) ≤
2k − 1
4π
(
1 + 6
∑
ej∈E
(nj − 1)
)
+ 12(2k − 1)BY σ−(k−2)Y
hold for j = 1, . . . , h.
(3) If Y < k/(2π), there exists an effectively computable constant Bk,Y0 (depending on k and Y0) such
that the upper bounds
sup
z∈FYj
SΓ2k(z) ≤
2k − 1
4π
+
3(2k − 1)
2π
(
Bk,Y0 +
√
k e5/4√
π
)
hold for j = 1, . . . , h.
The constant σY is given in Definition 3.3 and effectively bounded from below in Lemma 3.4. The
constants BY and Bk,Y0 are given in Definition 3.5 and in Definition 4.3, respectively.
As an example, we provide in Subsection 5.4 explicit upper bounds for the supremum of the
quantity SΓ2k(z) in the case when Γ is the modular group. This example shows how the present
investigations give rise to an algorithm to determine effective upper bounds for the supremum
of the quantity SΓ2k(z) for more general Fuchsian subgroups Γ.
Theorem C. Let Γ = PSL2(Z), k ∈ N, and Y = 16/
√
15 = 4.132... Then, the upper bounds
SΓ2k(z) ≤


31(2k − 1)
4π
+ 72(2k − 1)1.014−(k−2) if k ≥ 2, z ∈ FY ,
31(2k − 1)
4π
+ 72(2k − 1)1.014−(k−2) if 2 ≤ k ≤ 25, z ∈ FY1 ,
2k − 1
4π
+
3(2k − 1)
2π
(
4−k+4
(
k
2π
)4
+
√
k e5/4√
π
)
if k ≥ 26, z ∈ FY1 ,
hold.
In addition to the main results listed above, we also provide lower bounds for the supremum of
the quantity SΓ2k(z) when k ∈ N≥2. The corresponding bounds in the case k = 1 are discussed
separately.
31.2 Results related to this paper
As mentioned above, the present article is the completion of our previous investigations [JK04],
[JK11], and [FJK16] to determine sup-norm bounds for cusp forms on average. Our primary
motivation for these studies originated from the article [Sil86], where the author determined the
arithmetic degree of a modular parametrization of an elliptic curve defined over Q in terms of
various quantities, including the Petersson norm of the cusp form of weight 2 associated to this
parametrization. Following Silverman’s article, the authors of [AU95] proved for the congruence
subgroups Γ = Γ0(N) (N squarefree; 2, 3 ∤ N ) and k = 1 that for any ε > 0, one has the bound
sup
z∈H
S
Γ0(N)
2 (z) = O(N
2+ε),
which was improved in [MU98] to O(N1+ε). In [JK04], this bound was further improved by es-
tablishing a bound of the form O(1), which holds uniformly for all subgroups Γ of finite index of
a fixed Fuchsian subgroup Γ0 of the first kind. The methodology of [JK04] was to study and em-
ploy the long-time asymptotic behavior of the heat kernel associated to the hyperbolic Laplacian
acting on smooth functions on Γ\H; in [JK11] the main result of [JK04] was re-proved by relating
it to special values of non-holomorphic elliptic, hyperbolic, as well as parabolic Eisenstein series.
Again a heat kernel approach was developed in [FJK16] in order to obtain bounds for the supre-
mum of the quantity SΓ2k(z) for Fuchsian subgroups Γ of the first kind and for k ∈ N≥1, ultimately
leading to uniform sup-norm bounds with ineffective constants. In the present paper, we exploit
knowledge of the resolvent kernel in order to obtain uniform sup-norm bounds with effective con-
stants as stated in Theorem A and Theorem B. We mention here also results related to this paper
obtained in [AMM16].
In a different direction, numerous authors have studied sup-norm bounds for individual holo-
morphic modular forms and non-holomorphic Maass forms. One of the main motivations for
these investigations is the fact that a certain sup-norm bound for Maass forms implies the Lin-
delo¨f hypothesis for certain L-functions (see [Iwa02, p. 178]). We refer the reader to the arti-
cles [BH10], [HT13], [Tem15], and the references therein for some of the most recent results. As
discussed in [FJK16], the results for sup-norm bounds on average and the results for bounds on
individual sup-norms should be viewed as complementary since neither result implies the other.
Finally, we mention that effective sup-norm bounds of the type considered in this paper continue
to prove to be useful in arithmetic geometry as, for example, the articles [BF14], [Jav14], [Jav16],
or [JK14] show.
1.3 Outline of the paper
In the next section we setup the basic notation and recall the main results needed in the sequel
of the paper. After providing a couple of technical lemmas, the main goal of the third section
is to give upper bounds for certain Poincare´ series, when z is ranging through the compact do-
mainFY . In the fourth section we give upper bounds for the Poincare´ series under consideration,
when z ranges through the cuspidal neighborhoods FYj . Based on the bounds established in the
third and fourth section, the main results of the paper, in particular Theorems A, B, and C, are
proven in the fifth section. The last section, presented as an appendix, collects various materials
which support the understanding of the paper.
2 Preliminaries
In this section we setup the basic notation and recall the main results needed in the sequel of the
paper.
4Quotient spaces.
Let Γ ⊂ PSL2(R) be a Fuchsian subgroup of the first kind acting by fractional linear transforma-
tions on the upper half-plane H := {z ∈ C | z = x + iy , y > 0}. Let M be the quotient space
Γ\H and gΓ the genus of M . In the sequel, we identify M with a fundamental domain F ⊂ H
for the group Γ, which we assume to be closed and connected. We denote the set of geodesic line
segments which form the boundary ∂F of F by S.
Denote by
P = {p1, . . . , ph}
the set of cusps of F . Let σj ∈ PSL2(R) be a scaling matrix of the cusp pj , that is, pj = σji∞with
stabilizer subgroup Γpj described as
σ−1j Γpjσj =
〈(
1 1
0 1
)〉
(j = 1, . . . , h).
For Y > 0, we let FYj ⊂ F denote the neighborhood of the cusp pj characterized by
σ−1j FYj = {z = x+ iy ∈ H | − 1/2 ≤ x ≤ 1/2, y ≥ Y } (j = 1, . . . , h).
With these notations, we defineFY to be the closure of the complement of the unionFY1 ∪. . .∪FYh
in F , i.e.,
FY := cl
(F \ (FY1 ∪ . . . ∪ FYh )),
which is compact; we note that FY = F , if Γ is cocompact. We choose 0 < mY < MY such that
for all z ∈ FY the inequalities
mY ≤ Im(σ−1j z) ≤MY
hold for all j = 1, . . . , h; we note thatmY andMY depend on the choice of Y .
Denote by
E = {e1, . . . , en}
the set of of elliptic fixed points of F , let nj denote the order of ej , and let θj := 2π/nj be the
rotation angle of the corresponding primitive elliptic element (j = 1, . . . , n). We put
θΓ := min
j=1,...,n
θj ;
note that θΓ > 0.
Hyperbolic metric.
We denote by ds2hyp(z) the line element and by µhyp(z) the volume form corresponding to the
hyperbolic metric on H, which is compatible with the complex structure of H and has constant
curvature equal to −1. Locally on H \ ΓE , we have
ds2hyp(z) =
dx2 + dy2
y2
and µhyp(z) =
dx ∧ dy
y2
.
For z, w ∈ H, we let disthyp(z, w) denote the hyperbolic distance between these two points. For
later purposes, it is useful to introduce the displacement function
σ(z, w) := cosh2
(
disthyp(z, w)
2
)
=
|z − w¯|2
4 Im(z)Im(w)
. (2.1)
We denote the hyperbolic length of the shortest closed geodesic on M by ℓΓ. Finally, for a do-
main D ⊂ H, we denote its hyperbolic diameter by diamhyp(D) and its hyperbolic volume by
volhyp(D).
5Cusp forms of higher weights.
For k ∈ N≥1, we let SΓ2k denote the space of cusp forms of weight 2k for Γ, i.e., the space of
holomorphic functions f : H −→ C, which have the transformation behavior
f(γz) = (cz + d)2kf(z)
for all γ =
(
a b
c d
) ∈ Γ, and which vanish at all the cusps ofM . The space SΓ2k is equipped with the
Petersson inner product
〈f1, f2〉 :=
∫
M
f1(z)f2(z) y
2kµhyp(z) (f1, f2 ∈ SΓ2k).
By letting d2k := dimC(SΓ2k) and choosing an orthonormal basis {f1, . . . , fd2k} of SΓ2k, we define
the quantity
SΓ2k(z) :=
d2k∑
j=1
|fj(z)|2 y2k.
We note that the quantity SΓ2k(z) is invariant under the action of the Fuchsian subgroup Γ.
Maass forms of higher weights.
Following [Roe66], [Fay77], or [Fis87], we introduce for any k ∈ N≥1, the space VΓk of functions
ϕ : H −→ C, which have the transformation behavior
ϕ(γz) =
(
cz + d
cz¯ + d
)k
ϕ(z) = e2ik arg(cz+d)ϕ(z)
for all γ =
(
a b
c d
) ∈ Γ. For ϕ ∈ VΓk , we set
‖ϕ‖2 :=
∫
M
|ϕ(z)|2µhyp(z),
whenever it is defined. We then introduce the Hilbert space
HΓk :=
{
ϕ ∈ VΓk
∣∣ ‖ϕ‖ <∞}
equipped with the inner product
〈ϕ1, ϕ2〉 :=
∫
M
ϕ1(z)ϕ2(z)µhyp(z) (ϕ1, ϕ2 ∈ HΓk ).
The generalized Laplacian
∆k := −y2
(
∂2
∂x2
+
∂2
∂y2
)
+ 2iky
∂
∂x
acts on the smooth functions of HΓk and extends to an essentially self-adjoint linear operator
acting on a dense subspace of HΓk .
From [Fay77] or [Fis87], we quote that the eigenvalues for the equation
∆kϕ(z) = λϕ(z) (ϕ ∈ HΓk )
satisfy the inequality λ ≥ k(1− k).
Furthermore, if λ = k(1−k), then the corresponding eigenfunction ϕ is of the formϕ(z) = f(z)yk,
where f is a cusp form of weight 2k for Γ, i.e., we have an isomorphism of C-vector spaces
ker
(
∆k − k(1− k)
) ∼= SΓ2k
6Resolvent kernel.
From [Fis87], we recall that for k ∈ N≥1, the resolvent kernel on H associated to∆k is the integral
kernel Gk(s; z, w), which inverts the operator∆k − s(1− s)id, where s ∈Wk := C \ {k− n, −k−
n |n ∈ N} and z, w ∈ H.
When z = w, the resolvent kernel has a singularity, which we cancel out by considering the
difference
Gk(s; z, w)−Gk(t; z, w)
for s, t ∈ Wk. In particular, by taking t = s+ 1, we define for s ∈Wk and z, w ∈ H the function
gk(s; z, w) := Gk(s; z, w)−Gk(s+ 1; z, w). (2.2)
For an explicit formula for the resolvent kernel and further properties of the functions Gk(s; z, w)
and gk(s; z, w), we refer to Subsection 6.1 of the Appendix.
Spectral expansion.
Let {λj}∞j=0 be the set of eigenvalues of ∆k acting on the Hilbert space HΓk , let {ϕj}j≥0 denote
the corresponding orthonormal basis of eigenfunctions, and let Ej(·, s′) be the Eisenstein series
associated to the cusp pj (j = 1, . . . , h); for the precise definition, see [Fis87, § 1.5].
Lemma 2.1. Let s, t ∈ Wk ∩ R such that t > s > 1. Then, letting λ := s(1 − s) and µ := t(1 − t), we
have
∞∑
j=0
(
1
λj − λ −
1
λj − µ
)
|ϕj(z)|2 + 1
4π
h∑
j=1
∞∫
−∞
(
1
1
4 + r
2 − λ −
1
1
4 + r
2 − µ
)∣∣∣∣Ej
(
z,
1
2
+ ir
)∣∣∣∣
2
dr
= − 1
4π
(
ψ(s+ k) + ψ(s− k)− ψ(t+ k)− ψ(t− k))+ ∑
γ∈Γ\{id}
γ=
(
a b
c d
)
(
cz¯ + d
cz + d
)k(
z − γz¯
γz − z¯
)k
gk(s; z, γz);
(2.3)
here ψ(·) is the digamma function. Furthermore, all sums and integrals in the above formula converge
uniformly for s, t ∈ Wk as chosen above and z ∈ H.
Proof. For the proof, we refer to [Fis87, p. 46, eq. (2.1.4)].
Note that in [Fis87] subgroups of SL2(R) are used instead of PSL2(R). Hence, the difference by
a factor of 1/2. Also, one needs to apply Dini’s theorem to [Fis87, p. 46, eq. (2.1.4)] to obtain the
uniform convergence.
3 Effective estimates in the compact domain FY
The main goal of this section is to give an upper bound for Poincare´ series of the type
PΓk,ε(z) :=
∑
γ∈Γ\{id}
σ(z, γz)−(k+ε)
for k ∈ N≥2 and ε > 0, when z is ranging through the compact domain FY . To obtain this bound,
we first need a couple of technical lemmas.
73.1 The displacement lemma
In this subsection, we will give a lower bound for the displacement function σ(z, γz), when γ ∈ Γ
has no elliptic fixed points in the fundamental domain F and z is ranging through the compact
domain FY . We start with the following definition.
Definition 3.1. Recalling that E is the set of elliptic fixed points in the fundamental domainF and
that the boundary ∂F consists of the geodesic line segments in the set S, we define the quantity
µΓ := inf
S∈S
e∈E\S
disthyp(S, e), (3.1)
which will be bounded in the next lemma.
Lemma 3.2. With the notations of Definition 3.1, the inequality
µΓ ≤ disthyp(F ,ΓE \ F)
holds.
Proof. We may assume that we have
disthyp(F ,ΓE \ F) = disthyp(z, e),
where z ∈ ∂F and e ∈ ΓE \F . We show that the elliptic fixed point e lies in a translate ofF , which
borders F . To show this, we assume the contrary. So, let F1 = γ1F be a translate of F , which
borders F , and let F2 = γ2F be a translate of F , which borders F1, but not F , and containing e;
here γ1, γ2 ∈ Γ. The geodesic line joining z with e of hyperbolic length disthyp(z, e), then leaves
F1 and enters F2 in a point z1. We thus obtain the bound
disthyp(γ
−1
1 z1, γ
−1
1 e) = disthyp(z1, e) < disthyp(z, e).
However, since γ−11 z1 ∈ F and γ−11 e ∈ ΓE \ F , this leads to a contradiction, and hence we can
assume that e ∈ F1.
To complete the proof, we realize that z ∈ S1 for some S1 ∈ S, which necessarily has the property
S1 ⊂ F ∩ F1. This shows that γ−11 z ∈ S for some suitable other S ∈ S (namely, S = γ−11 S1).
Furthermore, since γ−11 e ∈ E , but γ−11 e /∈ S (otherwise, we would have e ∈ S1 ⊂ F , which is not
the case), we obtain
inf
S∈S
e∈E\S
disthyp(S, e) ≤ disthyp(γ−11 z, γ−11 e) = disthyp(z, e) = disthyp(F ,ΓE \ F),
which proves the claimed inequality.
Definition 3.3. Let ΓE := Γe1 ∪ . . . ∪ Γen and Y > 0. Then, we define the quantity
σY := inf
z∈FY
γ∈Γ\ΓE
σ(z, γz), (3.2)
which will be bounded in the next lemma.
Lemma 3.4. With the notations of Section 2, µΓ given in Definition 3.1, and σY given in Definition 3.3,
the inequalities
σY ≥ min
{
cosh(ℓΓ) + 1
2
, sinh2(µΓ) sin
2
(
θΓ
2
)
+ 1,
m2Y
4
+ 1,
1
4M2Y
+ 1
}
≥ 1
hold.
8Proof. Letting z ∈ FY and γ ∈ Γ \ ΓE , we need to distinguish and investigate the following four
cases:
Case 1. Let γ be a hyperbolic element. Then we obviously have that disthyp(z, γz) ≥ ℓΓ, from
which we conclude
σ(z, γz) ≥ cosh2
(
ℓΓ
2
)
=
cosh(ℓΓ) + 1
2
.
Case 2. Let γ be an elliptic element associated to an elliptic fixed point e /∈ F . Denoting by θ
the rotation angle of the corresponding primitive elliptic element, we obtain from [Bea95, p. 174,
Theorem 7.35.1]
sinh
(
disthyp(z, γz)
2
)
= sinh
(
disthyp(z, e)
)
sin
(
θ
2
)
≥ sinh (disthyp(F ,ΓE \ F)) sin
(
θΓ
2
)
≥ sinh(µΓ) sin
(
θΓ
2
)
,
where the last inequality is justified by Lemma 3.2. From this we immediately get
σ(z, γz) = sinh2
(
disthyp(z, γz)
2
)
+ 1 ≥ sinh2(µΓ) sin2
(
θΓ
2
)
+ 1.
Case 3. Let γ be a parabolic element associated to a cusp p /∈ P . Then, we have γ ∈ Γp and there
exists a γ′ ∈ Γ such that p = γ′pj for some j ∈ {1, . . . , h}. For the stabilizer subgroup Γp, we then
find
γ′−1Γpγ′ = Γpj , hence σ
−1
j γ
′−1Γpγ′σj = σ−1j Γpjσj =
〈(
1 1
0 1
)〉
.
Therefore, by setting
δ := σ−1j γ
′−1σj =
(
a b
c d
)
∈ σ−1j Γσj ,
we find
δσ−1j γσjδ
−1 =
(
1 n
0 1
)
with some n ∈ Z. Letting z′ := σ−1j z, we now compute
σ(z, γz) = cosh2
(
disthyp(z, γz)
2
)
= cosh2
(
disthyp(δσ
−1
j z, δσ
−1
j γz)
2
)
= cosh2
(
disthyp(δz
′, δσ−1j γσjδ
−1δz′)
2
)
= cosh2
(
disthyp(δz
′, δz′ + n)
2
)
=
|δz′ − δz¯′ − n|2
4 Im(δz′)2
=
4 Im(z′)2
|cz′+d|4 + n
2
4 Im(δz′)2
=
n2 |cz′ + d|4
4 Im(z′)2
+ 1.
Taking into account that c 6= 0 (since otherwise we would have p ∈ P), Shimizu’s lemma gives
the bound |c| ≥ 1. Thus, the latter quantity can be bounded as
σ(z, γz) ≥
(
(cRe(z′) + d)2 + c2 Im(z′)2
)2
4 Im(z′)2
+ 1 ≥ c
4 Im(z′)2
4
+ 1 ≥ m
2
Y
4
+ 1.
Case 4. Let γ be a parabolic element associated to a cusp pj ∈ P . By proceding as in the previous
case with γ′ = id and hence δ = id, we have
σ−1j γσj =
(
1 n
0 1
)
9with some n ∈ Z. Letting z′ := σ−1j z, we compute as in the previous case
σ(z, γz) = cosh2
(
disthyp(z, γz)
2
)
=
|z′ − z¯′ − n|2
4 Im(z′)2
=
n2
4 Im(z′)2
+ 1 ≥ 1
4M2Y
+ 1.
This completes the proof of the lemma, observing that the second claimed inequality is clear.
3.2 Upper bounds for Poincare´ series in the compact domain FY
In this subsection, we will give an upper bound for the Poincare´ series PΓk,ε(z) for k ∈ N≥2 and
ε > 0, when z is ranging through the compact domain FY . We start with the following definition.
Definition 3.5. Recalling that diamhyp(FY ) denotes the hyperbolic diameter of FY , we define the
quantity
BY := e
diamhyp(FY )/2/volhyp(FY ), (3.3)
which will be useful in the next lemma.
Lemma 3.6. For z ∈ FY and r ≥ 1, let πFY (z, r) denote the counting function
πFY (z, r) := #
{
γ ∈ Γ |σ(z, γz) ≤ r}.
Then, with BY given in Definition 3.5, the upper bound
πFY (z, r) ≤ 4π BY r
holds.
Proof. By choosing ρ ≥ 0 such that r = cosh2(ρ/2), we have
πFY (z, r) = #
{
γ ∈ Γ | disthyp(z, γz) ≤ ρ
}
.
Fix now z0 ∈ FY such that the disk Bz0(r0) of hyperbolic radius r0 := diamhyp(FY )/2 centered
at z0 covers FY . Then, as γ runs through the set {γ ∈ Γ | disthyp(z, γz) ≤ ρ}, the translates γFY
disjointly cover parts of the disk Bz0(r0 + ρ) of hyperbolic radius r0+ ρ centered at z0. This leads
to the upper bound
πFY (z, r) · volhyp(FY ) ≤ volhyp
(
Bz0(r0 + ρ)
)
= 4π sinh2
(
r0 + ρ
2
)
≤ 4π cosh2
(
r0 + ρ
2
)
≤ 4π er0 cosh2
(
ρ
2
)
.
This immediately implies the claimed upper bound recalling that r0 = diamhyp(FY )/2 and r =
cosh2(ρ/2).
Lemma 3.7. Let Y > 0 and δ > 1. Then, with BY given in Definition 3.5, the upper bound∑
γ∈Γ
σ(z, γz)−δ ≤ 4πBY δ
δ − 1
holds for z ∈ FY .
Proof. Letting R > 1 and rewriting the Poincare´ series under consideration as a Stieltjes integral
using the counting function πFY (z, r) from Lemma 3.6, we get after integrating by parts
∑
γ∈Γ
σ(z,γz)≤R
σ(z, γz)−δ =
R∫
1
r−δ dπFY (z, r) = r
−δ πFY (z, r)
∣∣∣∣
R
1
+ δ
R∫
1
r−δ−1 πFY (z, r) dr.
10
Using Lemma 3.6, we find upon setting B˜Y := 4πBY the bound
∑
γ∈Γ
σ(z,γz)≤R
σ(z, γz)−δ ≤ R−δB˜Y R+ δ
R∫
1
r−δ−1B˜Y r dr = B˜Y R−δ+1 + B˜Y δ
(
R−δ+1
−δ + 1 −
1
−δ + 1
)
.
Letting R→∞, we thus obtain the upper bound
∑
γ∈Γ
σ(z, γz)−δ ≤ 4π BY δ
δ − 1 ,
as claimed.
Proposition 3.8. Let k ∈ N≥2, ε > 0, and Y > 0. Then, with σY given in Definition 3.3 and BY given
in Definition 3.5, the upper bound
∑
γ∈Γ\{id}
σ(z, γz)−(k+ε) ≤ 4π 2 + ε
1 + ε
BY σ
−(k−2)
Y +
∑
ej∈E
(nj − 1)
holds for z ∈ FY .
Proof. Recalling that ΓE = Γe1 ∪ . . . ∪ Γen , we have the decomposition∑
γ∈Γ\{id}
σ(z, γz)−(k+ε) =
∑
γ∈Γ\ΓE
σ(z, γz)−(k+ε) +
∑
γ∈ΓE\{id}
σ(z, γz)−(k+ε).
Since σ(z, γz) ≥ σY ≥ 1 for z ∈ FY and γ ∈ Γ \ ΓE , and since k ∈ N≥2, Lemma 3.7 allows to
bound the first summand as∑
γ∈Γ\ΓE
σ(z, γz)−(k+ε) =
∑
γ∈Γ\ΓE
σ(z, γz)−(k−2) σ(z, γz)−(2+ε)
≤ σ−(k−2)Y
∑
γ∈Γ\ΓE
σ(z, γz)−(2+ε) ≤ σ−(k−2)Y 4πBY
2 + ε
1 + ε
.
Since σ(z, γz) ≥ 1 for z ∈ FY and γ ∈ ΓE , we easily estimate the second summand as∑
γ∈ΓE\{id}
σ(z, γz)−(k+ε) ≤
∑
ej∈E
(nj − 1).
This completes the proof of the proposition.
4 Effective estimates in the cuspidal neighborhoods FYj
The main goal of this section is to give an upper bound for the Poincare´ series PΓk,ε(z) for k ∈ N≥2
and ε > 0, when z ranges through the cuspidal neighborhoods FYj . It will turn out that we can
restrict ourselves to the case when Y < k/(2π).
4.1 A lemma of Faddeev
In this subsection, we first show that bounding SΓ2k(z) in the cuspidal neighborhoods FYj can
be reduced to estimating this quantity in suitable compact sets depending on Y ≥ k/(2π) or
Y < k/(2π). Then, we will prove a lemma due to L.D. Faddeev [Fad69], which will be crucial for
the next subsection.
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Lemma 4.1. Let k ∈ N≥1. Then, for j = 1, . . . , h, we have the following two statements:
(1) For Y ≥ k/(2π), the inequality
sup
z∈FYj
SΓ2k(z) ≤ sup
z∈FY
SΓ2k(z)
holds.
(2) For Y < k/(2π), the equality
sup
z∈FYj
SΓ2k(z) = sup
z∈cl(FYj \F
k/(2pi)
j )
SΓ2k(z)
holds; here cl( · ) refers to the topological closure.
Proof. (1) Without loss of generality, we may assume that pj = i∞with scaling matrix σj = id, so
that we have
FYj = {z = x+ iy ∈ H | − 1/2 ≤ x ≤ 1/2, y ≥ Y }.
By then focussing on a single cusp form f ∈ SΓ2k with Fourier expansion
f(z) =
∞∑
n=1
ane
2πinz,
we have to estimate the expression
|f(z)|2 y2k =
∣∣∣∣ f(z)e2πiz
∣∣∣∣
2
e−4πyy2k
in the strip FYj . Since the function |f(z)/e2πiz|2 is bounded and subharmonic in FYj , the strong
maximum principle for subharmonic functions implies that its maximum occurs when y = Y .
Next we consider the function hk(y) := e
−4πyy2k for y > 0. Elementary calculus shows that
h′k(y) = 2ke
−4πyy2k−1 − 4πe−4πyy2k,
so then hk(y) achieves its maximum when y = k/(2π) ≤ Y . Therefore, by the monotonicity of
the function hk(y), we find that
max
z∈FYj
|f(z)|2 y2k = max
−1/2≤x≤1/2
y=Y
|f(z)|2 y2k ≤ max
z∈FY
|f(z)|2 y2k,
which proves the first part of the claim.
(2) Since Y < k/(2π), we have the proper decomposition
FYj = Fk/(2π)j ∪
(FYj \ Fk/(2π)j ).
Proceeding as in (1), we are then led to the equality
max
z∈Fk/(2pi)j
|f(z)|2 y2k = max
−1/2≤x≤1/2
y=k/(2π)
|f(z)|2 y2k.
From this we immediately conclude that
max
z∈FYj
|f(z)|2 y2k = max
z∈cl(FYj \Fk/(2pi)j )
|f(z)|2 y2k,
which proves the second part of the claim.
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The next lemma is due to L.D. Faddeev [Fad69]; for its proof, we follow [Lan85, p. 307].
Lemma 4.2. Let pj be a cusp of F with scaling matrix σj , z0 = x + iy0 ∈ H, and δ1 > 0. Then, the
inequality
∑
γ∈Γ\Γpj
σ(σjz, γσjz)
−δ2 ≤
(
64
15
)δ2−δ1−1
y−2δ1−20 y
−2δ2+4δ1+4
∑
γ∈Γ\Γpj
σ(σjz0, γσjz0)
−δ1−1
holds for z = x+ iy ∈ H with y ≥ 2y0 and δ2 ≥ δ1 + 1.
Proof. Since we have σ(σjz, γσjz) = σ(z, σ
−1
j γσjz) and
σ−1j Γpjσj =
〈(
1 1
0 1
)〉
,
we may assume without loss of generality that pj = i∞ and σj = id. For any
γ =
(
a b
c d
)
∈ Γ \ Γi∞,
we then have |c| ≥ 1 by Shimizu’s lemma. Using
u(z, w) := σ(z, w)− 1 = sinh2
(
disthyp(z, w)
2
)
=
|z − w|2
4 Im(z)Im(w)
with w = γz, a direct calculation shows that
4y2u(z, γz) = |cz2 + dz − az − b|2
= (cx2 + dx− ax− b)2 + (cx + d)2y2 + (cx− a)2y2 + c2y4 − 2y2;
a similar equation holds for z0 = x+ iy0. Hence, recalling that y ≥ 2y0, yields the inequality
4y2u(z, γz) ≥ 4y20u(z0, γz0) + c2y4 − c2y40 − 2y2 + 2y20.
Next, adding 4y2 + 4y20 to both sides, gives (again, using y ≥ 2y0)
4y2σ(z, γz) ≥ 4y20σ(z0, γz0) + c2(y4 − y40) + 2y2 − 2y20 ≥ 4y20σ(z0, γz0) +
15
16
c2y4.
After dividing both sides by y4, we obtain
4
y2
σ(z, γz) ≥ 4y
2
0
y4
σ(z0, γz0) +
15
16
c2.
Next, multiply both sides by 16/15 and use |c| ≥ 1 to get
64
15y2
σ(z, γz) ≥ 64y
2
0
15y4
σ(z0, γz0) + c
2 ≥ 1.
Since both sides are at least one, we obtain after exponentiating with δ2 ≥ δ1 + 1 > 1,(
64
15y2
σ(z, γz)
)δ2
≥
(
64y20
15y4
σ(z0, γz0)
)δ1+1
.
Rearranging terms leads to the inequality
σ(z, γz)−δ2 ≤
(
64
15
)δ2−δ1−1
y−2δ1−20 y
−2δ2+4δ1+4σ(z0, γz0)−δ1−1,
which proves the claimed inequality after taking the sum over γ ∈ Γ \ Γi∞.
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4.2 Upper bounds for Poincare´ series in the cuspidal neighborhoods FYj
In this subsection, we will apply Faddeev’s lemma to obtain an upper bound for the Poincare´
series PΓk,ε(z) for k ∈ N≥2 and ε > 0, when z ranges through the cuspidal neighborhoods FYj
with Y < k/(2π). We start with the following definition.
Definition 4.3. Let k ∈ N≥1, ε > 0, and Y0 > 0. Then, we define the quantities
Bk,Y0(ε) := π Y
−4−2ε
0 BY0 4
−k+3 2 + ε
1 + ε
(
k
2π
)4+2ε
, (4.1)
and
Bk,Y0 := lim
ε→0
Bk,Y0(ε) = 2π Y
−4
0 BY0 4
−k+3
(
k
2π
)4
, (4.2)
which will be useful for the next lemma.
Lemma 4.4. Let k ∈ N≥2, ε > 0, Y0 > 0, and Y := max{2Y0, 16/
√
15}; assume that Y < k/(2π).
Then, with Bk,Y0(ε) given in Definition 4.3, the upper bounds∑
γ∈Γ\Γpj
σ(z, γz)−(k+ε) ≤ Bk,Y0(ε) (j = 1, . . . , h)
hold for z ∈ cl(FYj \ Fk/(2π)j ).
Proof. With the scalingmatrix σj of the cusp pj , we define z
′ := σ−1j z. We then employ Lemma 4.2
with z′ = x′+iy′, z0 := x′+iY0 (note that y′ ≥ 2Y0) and δ1 := 1+ε, δ2 := k+ε (note that δ2 ≥ δ1+1,
since k ∈ N≥2), to get∑
γ∈Γ\Γpj
σ(z, γz)−(k+ε) =
∑
γ∈Γ\Γpj
σ(σjz
′, γσjz′)−(k+ε)
≤
(
64
15
)k−2
Y −4−2ε0 y
′−2k+8+2ε ∑
γ∈Γ\Γpj
σ(σjz0, γσjz0)
−(2+ε).
Since we have Y ≥ 2 · 8/√15, we get (64/15)k−2 ≤ Y 2k−4/4k−2, which leads to the estimate
∑
γ∈Γ\Γpj
σ(z, γz)−(k+ε) ≤ Y
2k−4
4k−2
Y −4−2ε0 Y
−2k+4
(
k
2π
)4+2ε ∑
γ∈Γ\Γpj
σ(σjz0, γσjz0)
−(2+ε);
here we used that 1 < Y ≤ y′ ≤ k/(2π). Observing now that we have by construction σjz0 ∈ FY0 ,
we can bound the latter sum from above by Lemma 3.7 as
∑
γ∈Γ\Γpj
σ(σjz0, γσjz0)
−(2+ε) ≤ 4πBY0
2 + ε
1 + ε
.
All in all, this proves the claim.
Lemma 4.5. Let k ∈ N≥1, ε > 0, and Y > 0; assume that Y < k/(2π). Then, the upper bounds
∑
γ∈Γpj\{id}
σ(z, γz)−(k+ε) ≤ k e
5/4
√
π
√
k + ε
(j = 1, . . . , h)
hold for z ∈ cl(FYj \ Fk/(2π)j ).
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Proof. With the scaling matrix σj of the cusp pj , we define z
′ := σ−1j z. Recalling that
σ−1j Γpjσj =
〈(
1 1
0 1
)〉
,
we compute using z′ = x′ + iy′ that∑
γ∈Γpj\{id}
σ(z, γz)−(k+ε) =
∑
γ∈Γpj\{id}
σ(σjz
′, γσjz′)−(k+ε)
=
∑
n∈Z
n6=0
σ(z′, z′ + n)−(k+ε) = 2
∞∑
n=1
(
1 +
(
n
2y′
)2)−(k+ε)
.
By an integral test we obtain the upper bound (recalling formula 3.251.2 from [GR81])
1
2y′
∞∑
n=1
1(
1 +
(
n
2y′
)2)k+ε ≤
∞∫
0
1
(1 + ν2)k+ε
dν =
√
π Γ(k − 1/2 + ε)
2 Γ(k + ε)
.
Using now that Y ≤ y′ ≤ k/(2π), we arrive at the upper bound
∑
γ∈Γpj \{id}
σ(z, γz)−(k+ε) ≤ k Γ(k − 1/2 + ε)√
π Γ(k + ε)
.
An application of an effective version of Stirling’s formula (see Lemma 6.3 of the Appendix) gives
k Γ(k − 1/2 + ε)√
π Γ(k + ε)
≤ k e
5/4
√
π
√
k + ε
,
which completes the proof of the lemma.
5 Main results
Based on the upper bounds for the Poincare´ series PΓk,ε(z) established for z ranging through the
compact domainFY in Subsection 3.2 and for z ranging through the cuspidal neigborhoodsFYj in
Subsection 4.2, we are now in position to state and prove the main results of this paper providing
upper bounds for the supremum of the quantity SΓ2k(z) in the cocompact as well as in the cofinite
setting. We also address the question of lower bounds for the quantity under consideration. We
end this section with some explicit computations in the case of the modular group Γ = PSL2(Z).
5.1 Main results in the cocompact setting
In this subsection, we will give an effective upper bound for the supremum of the quantity SΓ2k(z)
for k ∈ N≥2, when z is ranging through the compact domain FY . In particular, this will lead us to
effective upper and lower bounds for the supremum of the quantity SΓ2k(z), when Γ is cocompact
and torsionfree. We start by establishing an upper bound for the quantity SΓ2k(z) in terms of the
Poincare´ series PΓk,ε(z), which is valid for all z ∈ H.
Proposition 5.1. Let k ∈ N≥1 and 0 < ε < 1. Then, the inequality
SΓ2k(z) ≤
(2k − 1 + ε)(1 + ε)
4π
+
3(2k + ε)(2k − 1 + ε)(1 + ε)
4π(k + ε)
∑
γ∈Γ\{id}
σ(z, γz)−(k+ε)
holds for z ∈ H.
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Proof. Letting λ = s(1 − s) and µ = t(1 − t) with s, t ∈ Wk ∩ R such that t > s > 1, formula (2.3)
of Lemma 2.1 states the equality
∞∑
j=0
(
1
λj − λ −
1
λj − µ
)
|ϕj(z)|2 + 1
4π
h∑
j=1
∞∫
−∞
(
1
1
4 + r
2 − λ −
1
1
4 + r
2 − µ
)∣∣∣∣Ej
(
z,
1
2
+ ir
)∣∣∣∣
2
dr
= − 1
4π
(
ψ(s+ k) + ψ(s− k)− ψ(t+ k)− ψ(t− k))+ ∑
γ∈Γ\{id}
(
cz¯ + d
cz + d
)k(
z − γz¯
γz − z¯
)k
gk(s; z, γz).
Restricting the summation on the left-hand side of the above formula to the eigenvalue λj =
k(1 − k) and neglecting all the other summands and taking absolute values on the right-hand
side, then yields the inequality
d2k∑
j=1
(
1
k(1− k)− s(1− s) −
1
k(1− k)− t(1− t)
)
|fj(z)|2y2k
≤ 1
4π
∣∣ψ(s+ k) + ψ(s− k)− ψ(t+ k)− ψ(t− k)∣∣+ ∑
γ∈Γ\{id}
∣∣gk(s; z, γz)∣∣.
Next we choose s = k + ε and t = s+ 1 = k + 1 + ε, and compute
r(k, ε) :=
1
k(1 − k)− s(1− s) −
1
k(1− k)− t(1− t)
=
1
ε(2k − 1 + ε) −
1
2k + ε(2k + 1 + ε)
=
2(k + ε)
ε(2k − 1 + ε)(2k + ε(2k + 1 + ε))
=
2(k + ε)
ε(2k + ε)(2k − 1 + ε)(1 + ε) . (5.1)
Furthermore, recalling that the digamma function ψ(s) satisfies the functional equation ψ(s+1)−
ψ(s) = 1/s, leads to the relation
ψ(s+ k) + ψ(s− k)− ψ(t+ k)− ψ(t− k)
= ψ(2k + ε) + ψ(ε)− ψ(2k + 1 + ε)− ψ(1 + ε)
= − 1
2k + ε
− 1
ε
= − 2(k + ε)
ε(2k + ε)
. (5.2)
Collecting the above calculations then gives the upper bound
2(k + ε)
ε(2k + ε)(2k − 1 + ε)(1 + ε)
d2k∑
j=1
|fj(z)|2y2k ≤ 2(k + ε)
4πε(2k + ε)
+
∑
γ∈Γ\{id}
gk(k + ε; z, γz),
in other words, we have the upper bound
SΓ2k(z) ≤
(2k − 1 + ε)(1 + ε)
4π
+
ε(2k + ε)(2k − 1 + ε)(1 + ε)
2(k + ε)
∑
γ∈Γ\{id}
gk(k + ε; z, γz),
which is valid for all z ∈ H. Since 0 < ε < 1, Lemma 6.2 of the Appendix applies and provides
for all z ∈ H and γ ∈ Γ the inequality
gk(k + ε; z, γz) ≤ 3
2πε
σ(z, γz)−(k+ε),
from which the claimed inequality follows.
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In the next theorem we prove the first part of Theorem B given in the introduction.
Theorem 5.2. Let k ∈ N≥2 and Y > 0. Then, with σY given in Definition 3.3 and BY given in
Definition 3.5 , the upper bound
sup
z∈FY
SΓ2k(z) ≤
2k − 1
4π
(
1 + 6
∑
ej∈E
(nj − 1)
)
+ 12(2k − 1)BY σ−(k−2)Y
holds.
Proof. Given 0 < ε < 1, Proposition 5.1 provides for all z ∈ H the upper bound
SΓ2k(z) ≤
(2k − 1 + ε)(1 + ε)
4π
+
3(2k + ε)(2k − 1 + ε)(1 + ε)
4π(k + ε)
∑
γ∈Γ\{id}
σ(z, γz)−(k+ε) . (5.3)
By means of Proposition 3.8, we then obtain for z ∈ FY the upper bound
SΓ2k(z) ≤
(2k − 1 + ε)(1 + ε)
4π
+
3(2k + ε)(2k − 1 + ε)(1 + ε)
4π(k + ε)
×
×
(
4π
2 + ε
1 + ε
BY σ
−(k−2)
Y +
∑
ej∈E
(nj − 1)
)
.
Letting ε→ 0, we thus arrive for z ∈ FY at the upper bound
SΓ2k(z) ≤
2k − 1
4π
(
1 + 6
∑
ej∈E
(nj − 1)
)
+ 12(2k − 1)BY σ−(k−2)Y ,
which concludes the proof of the theorem.
In the next theorem we prove Theorem A given in the introduction.
Theorem 5.3. Let Γ be cocompact and torsionfree, and let k ∈ N≥2. Then, the bounds
2k − 1
4π
≤ sup
z∈H
SΓ2k(z) ≤
2k − 1
4π
+ CΓ e
−δΓk
hold, where the constants CΓ and δΓ are effectively computable as
CΓ =
3 e4πgΓ/ℓΓ
π(gΓ − 1)
(cosh(ℓΓ) + 1)
2
log((cosh(ℓΓ) + 1)/2)
and δΓ =
1
2
log
(
cosh(ℓΓ) + 1
2
)
.
Proof. The lower bound has been proven in [FJK16, Sec. 7.1]. As far as the proof of the upper
bound is concerned, we recall that in the cocompact setting we have chosen FY = F , so that we
obtain from Theorem 5.2
sup
z∈H
SΓ2k(z) ≤
2k − 1
4π
+ 12(2k − 1)BY σ−(k−2)Y ,
where we have from Lemma 3.4 and Definition 3.5 that
σY ≥ cosh(ℓΓ) + 1
2
and BY =
ediamhyp(F)/2
volhyp(F) ,
respectively; to simplify notations, we set σΓ := (cosh(ℓΓ) + 1)/2. Using the inequality
diamhyp(F) ≤ 2 volhyp(F)
ℓΓ
≤ 8πgΓ
ℓΓ
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proven in [Cha77], we can estimate BY as
BY ≤ e
4πgΓ/ℓΓ
4π(gΓ − 1) .
Now, taking into account the inequalities
ax ≤ eax ⇐⇒ xe−2ax ≤ e
−ax
a
,
which are valid for a > 0 and x ≥ 0, we derive by choosing a = log(σΓ) and x = k/2 that
k
2
σ−kΓ ≤
e− log(σΓ)k/2
log(σΓ)
.
Since k ∈ N≥2, we conclude from the above that
12(2k − 1)BY σ−(k−2)Y ≤ 12(2k − 1)BY σ−(k−2)Γ
≤ 48BY σ2Γ
k
2
σ−kΓ ≤
12 e4πgΓ/ℓΓ
π(gΓ − 1) σ
2
Γ
e− log(σΓ)k/2
log(σΓ)
,
which proves the claim with the constants CΓ and δΓ as stated in the theorem.
5.2 Main results in the cofinite setting
In this subsection, we will give an effective upper bound for the supremum of the quantity SΓ2k(z)
for k ∈ N≥2, when z is ranging through the cuspidal neighborhoods FYj . By Lemma 4.1, we may
assume that Y < k/(2π), since in the case Y ≥ k/(2π) the desired upper bound is also provided
by Theorem 5.2. This will prove the second part of Theorem B given in the introduction.
Theorem 5.4. Let k ∈ N≥2, Y0 > 0, and Y := max{2Y0, 16/
√
15}; assume Y < k/(2π). Then, with
Bk,Y0 given in Definition 4.3, the upper bounds
sup
z∈FYj
SΓ2k(z) ≤
2k − 1
4π
+
3(2k − 1)
2π
(
Bk,Y0 +
√
k e5/4√
π
)
= O(k3/2)
hold for j = 1, . . . , h.
Proof. Since the inequality Y < k/(2π) holds by assumption, the second part of Lemma 4.1 allows
us to restrict the range for z from FYj to cl(FYj \ Fk/(2π)j ) in the subsequent estimates.
Given 0 < ε < 1, Proposition 5.1 provides for all z ∈ H the upper bound
SΓ2k(z) ≤
(2k − 1 + ε)(1 + ε)
4π
+
3(2k + ε)(2k − 1 + ε)(1 + ε)
4π(k + ε)
∑
γ∈Γ\{id}
σ(z, γz)−(k+ε) .
By means of the decomposition∑
γ∈Γ\{id}
σ(z, γz)−(k+ε) ≤
∑
γ∈Γ\Γpj
σ(z, γz)−(k+ε) +
∑
γ∈Γpj\{id}
σ(z, γz)−(k+ε) ,
we then obtain for z ∈ cl(FYj \ Fk/(2π)j ), using Lemma 4.4 and Lemma 4.5, that∑
γ∈Γ\{id}
σ(z, γz)−(k+ε) ≤ Bk,Y0(ε) +
k e5/4√
π
√
k + ε
,
which yields the upper bound
SΓ2k(z) ≤
(2k − 1 + ε)(1 + ε)
4π
+
3(2k + ε)(2k − 1 + ε)(1 + ε)
4π(k + ε)
(
Bk,Y0(ε) +
k e5/4√
π
√
k + ε
)
.
The proof of the theorem now follows by letting ε→ 0.
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The next proposition addresses the case k = 1.
Proposition 5.5. Let 0 < ε < 1 and Y ≥ 1/(2π). Then, with BY given in Definition 3.5, the upper
bound
sup
z∈H
SΓ2 (z) ≤
(1 + ε)2
4π
+
3(1 + ε)2(2 + ε)
ε
BY
holds.
Proof. From inequality (5.3), which is easily verified to hold also for k = 1, we obtain the upper
bound
SΓ2 (z) ≤
(1 + ε)2
4π
+
3(1 + ε)(2 + ε)
4π
∑
γ∈Γ\{id}
σ(z, γz)−(1+ε)
for z ∈ H. By means of Lemma 3.7, we then arrive at the upper bound
SΓ2 (z) ≤
(1 + ε)2
4π
+
3(1 + ε)2(2 + ε)
ε
BY
for z ∈ FY . Furthermore, since we have by assumption that Y ≥ 1/(2π), Lemma 4.1, which is
also valid for k = 1, shows that the same upper bound is valid for z ∈ FYj for j = 1, . . . , h. This
proves the claim.
5.3 Lower bounds for the sup-norm of SΓ
2k(z)
In this subsection, we prove lower bounds for the supremum of the quantity SΓ2k(z) for z rang-
ing through the compact domain FY , as well as for z ranging through the cuspidal neighbor-
hoods FYj .
Proposition 5.6. Let gΓ ≥ 1, k ∈ N≥1, and Y ≥ k/(2π). Then, the lower bound
sup
z∈FY
SΓ2k(z) ≥
k − 1
2π
holds.
Proof. We start from the obvious inequality
sup
z∈F
SΓ2k(z) · volhyp(M) ≥
∫
F
SΓ2k(z)µhyp(z) = d2k,
where we recall that
volhyp(M) = 2π
(
(2gΓ − 2) + h+
∑
ej∈E
(
1− 1
nj
))
,
d2k = (2k − 1)(gΓ − 1) + (k − 1)h+
∑
ej∈E
⌊
k
(
1− 1
nj
)⌋
.
Since gΓ ≥ 1, we arrive at the lower bound
d2k ≥ (2k − 2)(gΓ − 1) + (k − 1)h+
∑
ej∈E
(
k
(
1− 1
nj
)
−
(
1− 1
nj
))
= (k − 1)
(
(2gΓ − 2) + h+
∑
ej∈E
(
1− 1
nj
))
.
19
From this we derive
sup
z∈F
SΓ2k(z) ≥
d2k
volhyp(M)
≥ k − 1
2π
.
Since Y ≥ k/(2π), Lemma 4.1 then shows that
sup
z∈FY
SΓ2k(z) = sup
z∈F
SΓ2k(z) ≥
k − 1
2π
,
which concludes the proof of the proposition.
Proposition 5.7. Let k ∈ N≥2, δ > 0, Y0 > 0, and Y := max{2Y0, 16/
√
15}. Then, for k ≫ Y , the
lower bounds
sup
z∈FYj
SΓ2k(z) = Ω(k
3/2−δ)
hold for j = 1, . . . , h.
Proof. Again, we work from formula (2.3) of Lemma 2.1 with λ = s(1 − s) and µ = t(1 − t) with
s, t ∈Wk ∩ R such that t > s > 1, which reads
∞∑
j=0
(
1
λj − λ −
1
λj − µ
)
|ϕj(z)|2 + 1
4π
h∑
j=1
∞∫
−∞
(
1
1
4 + r
2 − λ −
1
1
4 + r
2 − µ
)∣∣∣∣Ej
(
z,
1
2
+ ir
)∣∣∣∣
2
dr
= − 1
4π
(
ψ(s+ k) + ψ(s− k)− ψ(t+ k)− ψ(t− k))+ ∑
γ∈Γ\{id}
(
cz¯ + d
cz + d
)k(
z − γz¯
γz − z¯
)k
gk(s; z, γz).
Choosing t = s+ 1 and recalling that the smallest eigenvalue among the λj ’s equals k(1− k), we
find that the left-hand side of the above formula as a function of s has a simple pole of order 1
at s = k arising from the summands corresponding to the eigenvalue k(1− k). Therefore, letting
s = k + εwith ε > 0 and λj = k(1− k), we obtain after dividing both sides of the above formula
by the quantity r(k, ε) given by (5.1), for each cusp pj (j = 1, . . . , h) the equality
SΓ2k(z) =− lim
ε→0
1
4πr(k, ε)
(
ψ(2k + ε) + ψ(ε)− ψ(2k + 1 + ε)− ψ(ε+ 1))
+ lim
ε→0
1
r(k, ε)
∑
γ∈Γ\Γpj
(
cz¯ + d
cz + d
)k(
z − γz¯
γz − z¯
)k
gk(k + ε; z, γz)
+ lim
ε→0
1
r(k, ε)
∑
γ∈Γpj\{id}
(
cz¯ + d
cz + d
)k(
z − γz¯
γz − z¯
)k
gk(k + ε; z, γz).
Formulas (5.1) and (5.2) show that the first summand on the right-hand side of the above formula
is of order O(k). Furthermore, since we have assumed that k ≫ Y , we can suppose that Y <
k/(2π), and Lemma 4.4 together with Lemma 4.1 shows that for z ∈ FYj , the second summand
of the above formula is also of order O(k). We are thus left to prove that the third summand is of
order Ω(k3/2−δ) for k ≫ Y . To this end, we let z = σjz′ with the scaling matrix σj of the cups pj ,
and compute
lim
ε→0
1
r(k, ε)
∑
γ∈Γpj\{id}
(
cz¯ + d
cz + d
)k(
z − γz¯
γz − z¯
)k
gk(k + ε;σ(z, γz))
= lim
ε→0
1
r(k, ε)
∑
γ′∈σ−1j Γpjσj\{id}
(
c′z¯′ + d′
c′z′ + d′
)k(
z′ − γ′z¯′
γ′z′ − z¯′
)k
gk(k + ε;σ(z
′, γ′z′))
= lim
ε→0
1
r(k, ε)
∑
n∈Z
n6=0
(
z′ − z¯′ − n
z′ − z¯′ + n
)k
gk(k + ε;σ(z
′, z′ + n)).
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Now we note that the latter quantity is independent of the specific Fuchsian subgroup Γ. How-
ever, it has been shown in [FJK16, Sec. 7.2] for the modular group Γ = PSL2(Z) that the latter
quantity is of order Ω(k3/2−δ) for k ≫ Y . This completes the proof of the proposition.
5.4 Explicit computations for the modular group Γ = PSL2(Z)
In this subsection, we illustrate how Theorem 5.2 and Theorem 5.4 lead to effective upper bounds
for the supremumof the quantity SΓ2k(z) in the case of themodular group Γ = PSL2(Z). The proof
of this result gives rise to an algorithm to determine effective upper bounds for the supremum
of the quantity SΓ2k(z) for more general Fuchsian subgroups Γ; this algorithm is reproduced in
Subsection 6.3 of the Appendix.
Theorem 5.8. Let Γ = PSL2(Z), k ∈ N, and Y = 16/
√
15 = 4.132... Then, the upper bounds
SΓ2k(z) ≤


31(2k − 1)
4π
+ 72(2k − 1)1.014−(k−2) if k ≥ 2, z ∈ FY ,
31(2k − 1)
4π
+ 72(2k − 1)1.014−(k−2) if 2 ≤ k ≤ 25, z ∈ FY1 ,
2k − 1
4π
+
3(2k − 1)
2π
(
4−k+4
(
k
2π
)4
+
√
k e5/4√
π
)
if k ≥ 26, z ∈ FY1 ,
hold.
Proof. For the subsequent proof, the reader will have to recall various notations that have been
introduced in Section 2.
(1) We start by choosing the standard fundamental domain for the quotient space
PSL2(Z)\H, which is given as
F = {z = x+ iy ∈ C | |z| ≥ 1, −1/2 ≤ x ≤ +1/2}.
Its boundary ∂F consists of the set of geodesic line segments S = {S1, S2, S3, S4}, where
S1 := {z = −1/2 + iy | y ≥
√
3/2}, S2 := {z = x+ iy | |z| = 1, −1/2 ≤ x ≤ 0},
S3 := {z = +1/2 + iy | y ≥
√
3/2}, S4 := {z = x+ iy | |z| = 1, 0 ≤ x ≤ +1/2}.
Since the minimal positive trace of a hyperbolic element γ ∈ PSL2(Z) must be at least 3 and
since γ =
(
2 1
1 1
)
is an element having this trace, the length ℓΓ of the shortest closed geodesic on
PSL2(Z)\H is easily computed to
ℓΓ = 2 cosh
−1(3/2) = 1.924...
(2) The set of cusps of F is given by P = {p1}, where p1 := i∞; for the corresponding scaling
matrix we have σ1 = id. The set of elliptic fixed points of F is given by E = {e1, e2, e3}, where
e1 :=
−1 + i√3
2
, e2 := i, e3 :=
1 + i
√
3
2
;
from this we immediately get that θΓ = 2π/3.
(3) We now choose Y0 := 2; from Theorem 5.4 we then find that Y = 4.131... From this and the
above choices, we getmY =
√
3/2 andMY = 4.131...
(4) In this step we determine the quantity µΓ given by (3.1). With the notations of steps (1) and
(2), we first need to calculate the hyperbolic distances disthyp(Sj , eh) for j ∈ {1, 2, 3, 4} and h ∈
{1, 2, 3} subject to the condition that eh /∈ Sj . By symmetry, it suffices to consider the following
three cases:
disthyp(S1, e2), disthyp(S3, e1), disthyp(S4, e1).
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In the first case we compute
cosh
(
disthyp(S1, e2)
)
= min
y≥√3/2
(
1 +
| − 1/2 + iy − i|2
2y
)
= min
y≥√3/2
(
y
2
+
5
8y
)
=
√
5
2
,
which gives
disthyp(S1, e2) = 0.481...
In a similar way, we find in the remaining two cases
disthyp(S3, e1) = cosh
−1
(√
7√
3
)
= 0.986... ,
disthyp(S4, e1) = disthyp(e2, e1) = cosh
−1
(
2
√
3
3
)
= 0.549...
Using (3.1) we arrive at
µΓ = min{0.481... , 0.986... , 0.549...}= 0.481...
(5) In this step we estimate the quantity σY given by (3.2) using Lemma 3.4. With the results of
steps (1)–(4), we find
σY ≥ min
{
cosh(ℓΓ) + 1
2
, sinh2(µΓ) sin
2
(
θΓ
2
)
+ 1,
m2Y
4
+ 1,
1
4M2Y
+ 1
}
= min{2.248..., 1.187..., 1.187..., 1.014...} ≥ 1.014.
(6) In this step we give crude upper bounds for the hyperbolic diameters of FY and FY0 . In order
to estimate diamhyp(FY ), we consider the rectangleR ⊂ Hwith vertices
{−1/2 + ia,+1/2 + ia,+1/2 + ib,−1/2 + ib},
where a =
√
3/2 and b = Y . For z, w ∈ R, we then have the bounds
|z − w|2 ≤ |(−1/2 + ia)− (+1/2 + ib)|2 = 1 + (b − a)2 and Im(z)Im(w) ≥ a2.
Using the formula
cosh
(
disthyp(z, w)
)
= 1 +
|z − w|2
2Im(z)Im(w)
,
we find the upper bound
disthyp(z, w) ≤ cosh−1
(
1 +
1 + (b− a)2
2a2
)
,
and thus can estimate the hyperbolic diameter of FY as
diamhyp(FY ) ≤ 2.861...
In a similar way, we find for the hyperbolic diameter of FY0 the upper bound
diamhyp(FY0) ≤ 1.577...
(7) In this step we compute the hyperbolic volumes of FY and FY0 . For the hyperbolic volume of
FY , we obtain
volhyp(FY ) =
1/2∫
−1/2
16/
√
15∫
√
1−x2
dy ∧ dx
y2
=
1/2∫
−1/2
(
1√
1− x2 −
√
15
16
)
dx = 0.805...
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In a similar way, we find for the hyperbolic volume of FY0 the result
volhyp(FY0) = 0.547...
(8) In this step we estimate the quantities BY and BY0 given by (3.3). Applying the results ob-
tained in steps (6) and (7), we get the upper bound
BY =
ediamhyp(FY )/2
volhyp(FY ) ≤ 5.193...
In a similar way, we find BY0 ≤ 4.022... Recalling (4.2), we derive from this
Bk,Y0 = 4
−k+3 2π Y −40 BY0
(
k
2π
)4
≤ 4−k+4
(
k
2π
)4
.
(9) For k ≥ 2 and z ∈ FY , or for 2 ≤ k ≤ 2πY = 25.956... and z ∈ FY1 , we obtain from
Theorem 5.2, taking into account the bounds obtained in steps (5) and (8), that the upper bound
SΓ2k(z) ≤
31(2k − 1)
4π
+ 72(2k − 1)1.014−(k−2)
holds, which proves the first two parts of the theorem.
(10) Finally, for k > 2πY = 25.956... and z ∈ FY1 , we obtain fromTheorem 5.4, taking into account
the bounds obtained in step (8), that the upper bound
SΓk (z) ≤
2k − 1
4π
+
3(2k − 1)
2π
(
4−k+4
(
k
2π
)4
+
√
k e5/4√
π
)
holds, which proves the last part of the theorem.
6 Appendix
For the sake of completeness we collect in this appendix some basic facts about the resolvent
kernel and the heat kernel for the hyperbolic Laplacian∆k. Furthermore, we provide an effective
version of Stirling’s formula and end the appendix with an algorithm formalizing the proof of
Theorem 5.8.
6.1 The resolvent kernel
In this subsection, we give the basic definitions of the resolvent kernel and the heat kernel for
the hyperbolic Laplacian ∆k, as well as the representation of the resolvent kernel as an integral
transform of the heat kernel. Furthermore, we provide an upper bound for the resolvent kernel
which is crucial for the main results of this paper.
Definition of the resolvent kernel.
Let F (a, b; c;Z) be the hypergeometric series with variable Z and parameters a, b, c ∈ C such that
−c ∈ N is allowed only if −a ∈ N and a > c, or if −b ∈ N and b > c. For Z ∈ C with |Z| < 1, the
hypergeometric series then has the power series expansion (see [MOS66, p. 37])
F (a, b; c;Z) =
∞∑
n=0
(a)n(b)n
(c)n
Zn
n!
with the Pochhammer symbols (a)n = Γ(a+ n)/Γ(a) etc..
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Following [Fis87, § 1.4] (see also [Els73]), the resolvent kernel Gk(s; z, w) on H associated to ∆k
(k ∈ N≥1) is defined for s ∈ Wk = C \ {k − n, −k − n |n ∈ N} and z, w ∈ H by the formula
Gk(s; z, w) := Gk(s;σ(z, w)),
where
σ(z, w) = cosh2
(
disthyp(z, w)
2
)
is the displacement function (2.1) and
Gk(s;σ) :=
1
σs
Γ(s+ k)Γ(s− k)
4πΓ(2s)
F
(
s+ k, s− k; 2s; 1
σ
)
(σ ≥ 1).
Definition of the heat kernel.
Following [Osh90], correcting a corresponding formula in [Fay77], the heat kernelKk(t; z, w) on
H associated to ∆k (k ∈ N≥1) is defined for t ∈ R≥0 and z, w ∈ H by the formula
Kk(t; z, w) := Kk(t; disthyp(z, w)),
where
Kk(t; ρ) :=
√
2 e−t/4
(4πt)3/2
∞∫
ρ
re−r
2/(4t)√
cosh(r) − cosh(ρ) T2k
(
cosh(r/2)
cosh(ρ/2)
)
dr (ρ ≥ 0),
with
T2k(X) := cosh(2k arccosh(X))
denoting the 2k-th Chebyshev polynomial. In [FJK16], we have shown thatKk(t; ρ) is amonotone
decreasing function of ρ and that the inequality
T2k
(
cosh(r/2)
) ≤ ekr (6.1)
holds. Using the upper bound (6.1), we then derive for later purposes for ρ ≥ 0, the estimate
Kk(t; ρ) ≤ Kk(t; 0) =
√
2 e−t/4
(4πt)3/2
∞∫
0
re−r
2/(4t)√
cosh(r) − 1 T2k
(
cosh(r/2)
)
dr
=
√
2 e−t/4
(4πt)3/2
∞∫
0
re−r
2/(4t)
sinh(r/2)
T2k
(
cosh(r/2)
)
dr ≤
√
2 e−t/4
(4πt)3/2
∞∫
0
re−r
2/(4t)
sinh(r/2)
ekr dr
≤ Cδ e
−t/4
t3/2
∞∫
0
e(δ−1/2)re−r
2/(4t)ekr dr ≤ C
′
δ e
−t/4
t
et(k−1/2+δ)
2
; (6.2)
here δ > 0 is arbitrarily small and the positive constants Cδ , C
′
δ depend solely on δ.
Resolvent kernel as an integral transform of the heat kernel.
The resolvent kernelGk(s; z, w) onH associated to∆k can be represented as an integral transform
of the heat kernelKk(t; z, w) on H associated to∆k; the precise relationship is given as
Gk(s;σ) =
∞∫
0
e−(s−1/2)
2tet/4Kk(t; ρ) dt, (6.3)
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where σ = cosh2(ρ/2). We note that by (6.2), formula (6.3) is valid for Re(s) ≥ k+ ε for any ε > 0.
We emphasize that we will be able to obtain useful estimates for the resolvent kernel by viewing
it as the integral transform (6.3) of the heat kernel and applying some of the estimates that have
been established in [FJK16].
Next, we recall the function gk(s; z, w), which has been defined for s ∈ Wk and z, w ∈ H bymeans
of formula (2.2); in the present notation this leads to
gk(s;σ) := Gk(s;σ) −Gk(s+ 1;σ).
Using (6.3), the function gk(s;σ) can be rewritten as
gk(s;σ) =
∞∫
0
(
e−(s−1/2)
2t − e−(s+1/2)2t)et/4Kk(t; ρ) dt;
again, we have σ = cosh2(ρ/2).
Estimates for the resolvent kernel.
Letting a, b ∈ R with b 6= 0 and using the formula
∞∫
0
t−3/2e−a
2t−b2/(4t) dt =
2
√
πe−ab
b
,
we compute for s ≥ k + ε with ε > 0
gk(s;σ) =
∞∫
0
(
e−(s−1/2)
2t − e−(s+1/2)2t)et/4Kk(t; ρ) dt
=
∞∫
0
∞∫
ρ
√
2
(4πt)3/2
(
e−(s−1/2)
2t − e−(s+1/2)2t) re−r2/(4t)√
cosh(r) − cosh(ρ) T2k
(
cosh(r/2)
cosh(ρ/2)
)
dr dt
=
1
2π
√
2
∞∫
ρ
e−(s−1/2)r − e−(s+1/2)r√
cosh(r) − cosh(ρ) T2k
(
cosh(r/2)
cosh(ρ/2)
)
dr. (6.4)
To establish the crucial upper bound for the function gk(s;σ), we need the following lemma.
Lemma 6.1. Let k ∈ N≥1 and 0 < ε < 1. Then, for s = k + ε, the upper bound
∞∫
ρ
(
e−(s−1/2)r − e−(s+1/2)r) ekr√
cosh(r) − cosh(ρ) dr ≤
3
√
2
ε
e−ερ
holds.
Proof. Since s = k + ε, we have to estimate the function
F (ρ) :=
∞∫
ρ
e−ar − e−br√
cosh(r) − cosh(ρ) dr,
where a := −1/2 + ε and b := a+ 1 = 1/2 + ε. Using integration by parts, we then obtain
F (ρ) = 2
∞∫
ρ
e−ar − e−br
sinh(r)
d
dr
(
cosh(r) − cosh(ρ))1/2 dr
= −4
∞∫
ρ
(
cosh(r) − cosh(p))1/2 d
dr
(
e−ar − e−br
er − e−r
)
dr.
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With the above choices of a and b, we compute
e−ar − e−br
er − e−r =
e−εr(er/2 − e−r/2)
er − e−r =
e−εr
er/2 + e−r/2
.
Hence, we get
F (ρ) = −2
∞∫
ρ
(
cosh(r) − cosh(ρ))1/2 d
dr
(
e−εr
cosh(r/2)
)
dr.
Observing that
d
dr
(
e−εr
cosh(r/2)
)
≤ 0
for ρ ≤ r <∞, and using the estimate
(
cosh(r) − cosh(ρ))1/2 ≤ ( cosh(r) − 1)1/2 = √2 sinh(r/2),
we arrive at the upper bound
F (ρ) ≤ −2
√
2
∞∫
ρ
sinh(r/2)
d
dr
(
e−εr
cosh(r/2)
)
dr
= 2
√
2 e−ερ tanh(ρ/2) +
√
2 e−ερ
ε
;
for the last equality, we used integration by parts once again. Since 0 < ε < 1, we complete the
proof of the lemma by employing the crude upper bound tanh(ρ/2) < 1/ε.
Lemma 6.2. Let k ∈ N≥1 and 0 < ε < 1. Then, the upper bound
gk(k + ε;σ) ≤ 3
2πε
σ−(k+ε)
holds.
Proof. In [FJK16], we have shown that
T2k
(
cosh(r/2)
cosh(ρ/2)
)
= cosh
(
2k arccosh
(
cosh(r/2)
cosh(ρ/2)
))
≤ e
kr
cosh2k(ρ/2)
.
Hence, using formula (6.4), the above estimate, and Lemma 6.1, we obtain the upper bound
gk(s, σ) =
1
2π
√
2
∞∫
ρ
e−(s−1/2)r − e−(s+1/2)r√
cosh(r) − cosh(ρ) T2k
(
cosh(r/2)
cosh(ρ/2)
)
dr
≤ 1
2π
√
2
∞∫
ρ
e−(s−1/2)r − e−(s+1/2)r√
cosh(r) − cosh(ρ)
ekr
cosh2k(ρ/2)
dr
=
1
2π
√
2 cosh2k(ρ/2)
∞∫
ρ
(
e−(s−1/2)r − e−(s+1/2)r) ekr√
cosh(r) − cosh(ρ) dr
≤ 3
2πε
e−ερ
cosh2k(ρ/2)
.
Recalling that σ = cosh2(ρ/2) ≤ eρ, we easily conclude the proof of the lemma.
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6.2 Effective version of Stirling’s formula
In this subsection, we provide an effective version of Stirling’s formula.
Lemma 6.3. Let Z ≥ 1. Then, the upper bound
Γ(Z − 1/2)
Γ(Z)
≤ e
5/4
√
Z
holds.
Proof. We set
R(Z) := log(Γ(Z))−
(
Z − 1
2
)
log(Z) + Z − 1
2
log(2π).
It follows that
log
(
Γ(Z − 1/2)
Γ(Z)
)
= R
(
Z − 12
)−R(Z) + Z( log (Z − 12)− log(Z))− log (Z − 12)+ 12 log(Z) + 12
= R
(
Z − 12
)−R(Z) + Z( log (Z − 12)− log(Z))+ log(Z)− log (Z − 12)− 12 log(Z) + 12 .
Now, we estimate the last expression as follows: From [AS72, p. 257, eq. (6.1.42)], we recall the
inequality 0 < R(Z) ≤ 1/(12Z), which gives for Z ≥ 1
R
(
Z − 1
2
)
−R(Z) ≤
∣∣∣∣R
(
Z − 1
2
)
−R(Z)
∣∣∣∣ ≤ 112(Z − 1/2) + 112Z ≤ 312 .
Next, using the power series expansion of the logarithm, we get the estimate
log
(
Z − 1
2
)
− log(Z) = log
(
1− 1
2Z
)
≤ − 1
2Z
.
Finally, using that
log(Z)− log
(
Z − 1
2
)
= − log
(
1− 1
2Z
)
≤ log(2) < 1,
we find the upper bound
log
(
Γ(Z − 1/2)
Γ(Z)
)
≤ 1
4
− Z
2Z
+ 1− 1
2
log(Z) +
1
2
=
5
4
− 1
2
log(Z),
which concludes the proof of the lemma.
6.3 The algorithm
In this subsection, following the proof of Theorem 5.8, we reproduce an algorithm that deter-
mines effective sup-norm bounds for SΓ2k(z) for general Fuchsian subgroups Γ.
(1) Determine a closed and connected fundamental domain F of Γ.
(2) Determine the set S of geodesic line segments forming ∂F.
(3) Determine the length ℓΓ of the shortest closed geodesic on Γ\H.
(4) Determine the set P of cusps of F and their scaling matrices.
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(5) Determine the set E of elliptic fixed points in F and their orders.
(6) Choose Y0 > 0, set Y = max{2Y0, 16/
√
15}, and determine mY and MY .
(7) Determine an upper bound for the quantity µΓ given by (3.1).
(8) Determine a lower bound for the quantity σY given by (3.2).
(9) Determine the hyperbolic diameters of FY and FY0.
(10) Determine the hyperbolic volumes of FY and FY0.
(11) Determine upper bounds for the quantities BY and BY0 given by (3.3),
as well as for the quantity Bk,Y0 given by (4.2).
(12) For k ≥ 2 and z ∈ FY , or for 2 ≤ k < 2πY and z ∈ FYj , determine an
upper bound for SΓ2k(z) using Theorem 5.2.
(13) For k ≥ 2πY and z ∈ FYj , determine an upper bound for SΓ2k(z) using
Theorem 5.4.
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