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1. INTRODUCTION 
Let f : [0, 1 ] x R2 -+ R be a given function satisfying Caratheodory’s 
conditions, e : [0, l] + R be a function in L’(0, 1 ), and let q E (0, 1) be 
given. This paper is devoted to studying the following second-order 
three-point nonlinear boundary value problem: 
un =f(x, u(x), u’(x)) - e(x), O<x<l, (1.1) 
u(0) = 0, 4tl) = 41). (1.2) 
In case f(x, U, u’) =ps(x) +p,(x) u +pJx) U’ with pk : [0, l] 4 R locally 
integrable, the boundary value problem (l.lt( 1.2) was studied by 
Kiguradze and Lomtatidze [I]. The purpose of this paper is to obtain 
existence and uniqueness theorems for the boundary value problem 
(1.1 t( 1.2) under natural conditions on f using degree-theoretic arguments. 
We note that if u is a solution of (1.1 )-( 1.2) then there exists at least one 
5 E (q, l), such that u’(c) = 0. Accordingly, the boundary value problem 
uN =f(x, u(x), u’(x)) -e(x), O<x<l, (1.3) 
u(0) = u'( 1) = 0 (1.4) 
can be considered as a limiting case of the problem (l.l)-( 1.2) when q= 1. 
Our results for (1.1 t(1.2) give the sharpest possible results for (1.3t( 1.4) 
when q = 1. 
* Part of the work was done while visiting Panjab University, Chandigarh, India as a 
Fullbright Scholar during December 1990. 
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The boundary value problem (1.1 )-( 1.2) can be put in the form of an 
operator equation 
Lu+Nu=w, 
where L : D(L) c X-r Y is a linear operator, N : X -+ Y is a nonlinear 
operator, and X, Y are suitable Banach spaces in duality (denoted by (, )). 
Clearly the linear operator L in ( 1.1) is given by 
Lu = -uI’. 
where the boundary conditions (1.2) are used to define the domain, D(L), 
of L. We use Wirtinger-type inequalities to obtain the necessary a priori 
estimates needed to use degree theoretic arguments and the Leray Schauder 
continuation theorem. 
We use the classical spaces C[O, 11, Ck[O, 11, Lk[O, 11, and L”[O, l] of 
continuous, k-times continuously differentiable, measurable real-valued 
functions whose kth power of the absolute value is Lebesgue integrable, or 
measurable functions that are essentially bounded on [O,l]. We use the 
Sobolev space H’(0, 1) defined by 
H’(O, 1) 
= {u : [0, 1 ] + R 1 u absolutely continuous on [0, 1 ] and u’ E L’[O, 1 ] > 
with the inner product defined by 
(24, Y)@ = 1; u’(x) u’(x) dx + ( jd u(x) dx) (s,’ u(x) dx), 
and the corresponding norm by 1.1 Hi. We also use the Sobolev space 
W*“(O, 1) defined by 
W**‘(O, l)= {u: [0, l] +R 1 u, u’ absolutely continuous on [0, l] } 
with norm 
2. EXISTENCE THEOREMS 
Let f: [O, l] x R* + R be a function satisfying Caratheodory’s condi- 
tions, namely, 
(i) for each (u, u) E R*, the function XE [O, l] +f(x, u, u) E R is 
measurable on [0, 1-J; 
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(ii) for a.e. XE [0, 11, the function (u, u)ER’ -+f(x, U, U)ER is 
continuous on R2; and 
(iii) for each r > 0, there exists cl,(x)~L’[O, l] such that 
If(x, U, u)l 6 a,(x) for a.e. x E [0, l] and all (u, a) E R* with ,/‘m < r. 
THEOREM 1. Let f: [0, l] x R2 + R satisfy Caratheodory’s conditions. 
Assume that 
(i) there exist a, b E R and an a(x) E L’[O, l] such that 
f(x, u, u) u 9 au2 + b Iul I4 + 4x) 14, (2.1) 
for a.e. x E [0, 1 ] and all (u, o) E R2; 
(ii) there exist functions p(x), q(x)E L’[O, l] and (I function 
r(x) E L’[O, l] such that 
Ifh u, u)l <P(x) 14 + 4x1 IuI + r(x), (2.2) 
for a.e. x in [0, l] and all (u, u)ER*. 
Then for every given function e(x) E L’[O, 11, the boundary value problem 
(l.lk(1.2) has at least one solution in C’[O, l] provided 
(2.3) 
Proof: Let X denote the Banach space C’[O, l] and Y denote the 
Banach space L’[O, l] with their usual norms. Also for u E X, u E Y, let 
(u, 0) = j; 4x1 u(x) dx, 
denote the duality pairing between X and Y. We define a linear mapping 
L : D(L) c X + Y by setting 
D(L)= {UE W’l(O, 1) I u(O)=O, u(q)=u(l)), 
and for u E D(L), 
Lu= -u’I. 
We also define a nonlinear mapping N : X -+ Y by setting 
Wu)b)=fb, 4x1, u'(x)), XE [O, 11. 
We note that N is a bounded continuous mapping from X into Y. Next, it 
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is easy to see that the linear mapping L : D(L) c X + Y, is a one-to-one 
mapping. Also the linear mapping K : Y + X, defined for y E Y by 
(Ky)(~)=-+l)y(r)dr+x[~y(+i~+&~~(l-~)y(f)~~ 
0 0 1 
is such that for y E Y, Ky E D(L) and LKy = y; and for u E D(L), KLu = u. 
Furthermore, it follows easily using the Arzela-Ascoli Theorem that K 
maps a bounded subset of Y into a relatively compact subset of X. Hence 
KN : X + X is a compact mapping. 
We, next, note that u E C’[O, l] is a solution of the boundary value 
problem (l.l)-(1.2) if and only if u is a solution of the operator equation 
Lu+Nu=e. 
Now, the operator equation Lu + NU = e is equivalent to the equation 
u+KNu=Ke. 
We apply the Leray-Schauder continuation theorem (see, e.g., [2, 
Corollary IV.71) to obtain the existence of a solution for u + KNu = Ke or 
equivalently to the boundary value problem (1.1~( 1.2). 
To do this, it suffices to verify that the set of all possible solutions of the 
family of equations 
u” = lf(x, u(x), u’(x)) - Ile(x), (2.4) 
40) = 0,4vl) = 4 11, (2.5) 
is, a priori, bounded in C’[O, l] by a constant independent of I E [0, 11. 
We observe that for u E W*“(O, 1) with u(0) = 0, u(q) = u( 1) there exists 
a 5 E (0, l), q < [ < 1, such that u’(c) = 0. It follows that 
Let, now, u(x) be a solution for (2.4t(2.5) for some ;1~ [0, 11, so that 
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UE W2.‘(0, 1) with u(O)=O, u(q) = u(l), We multiply Eq. (2.4) by u and 
integrate from 0 to 1 to get 
0 = - j; d(x) u(x) dx + 1 jo' j-( x, u(x), u’(x)) u(x) dx - 1 jb’ e(x) u(x) dx 
= j;(~‘(x))~dx-u’(l)u(l)+rl jo’f(x, u(x), u’(x))u(x)dx 
- 11: e(x) u(x) dx 
2 Ilu’ll;- lu’(l)I lu(l)l +I” j’ {44x))2+b lu(x)l lu’(x)l 
0 
+4x) Mx)l} h-2 llelll ll4m 
2 llu%-Ji IIU’IIZ II~“II.~c~,I,- $ lal +i Ibl) II4 
- (Il4l I + lIeIll) Ib4’l12. (2.9) 
We, next, have from (2.2) and (2.4) that 
II u” II LICn,ll 6 1 Ilfk u(x), u’(x))II~~~~, 1l + 2 llell I
G lip(x) W)l +4(x) lu’b)l -t ~x)IIL~c~,~I + llell I
G IIPII L2cq, 1lIlull + l1911L2c~, 11 ll ‘llz + llrll 1 + llell I
G $ll 
( 
L~cp,ll+ I1411L~cs,ll /lu’l12+ llrlll + llell,. (2.10) 
1 
Using (2.10) in (2.9) we get 
; IIPIlL2[~.11+ ll4llL*[~,11 
- ( $ lal +z IW) IIU’II: 
-(llall,+(~+v/;;~ll~ll,+J;Ill~ll~~Il~’ll~~ 
It follows that 
II412 G 
llall~+(l+&)l1411+~llrll~ 
1 -((4/x2) I4 + (2/71) PI +J;fw74 IIPIIL*c?&I, + IIYIIL~[q,I,))’ 
(2.11) 
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Using again (2.2), (2.4) along with (2.11) we see that there exists a constant 
C, independent of 1 E [0, l] such that 
IW’II 1 < c. (2.12) 
It then follows from (2.6), (2.1 l), (2.12) that there exists a constant, again 
denoted by C, independent of A E [0, 1 ] such that 
Ilull w2.1 d c. (2.13) 
Finally, since W*~‘(O, 1) c C’[O, l] compactly, we have from (2.13) that 
there exists a constant, still denoted by C, independent of 1 E [0, 11, such 
that 
II~II C’[O, 11 G c. 
This completes the proof of the theorem. 1 
Remark 1. The a, b in condition (2.1) are interesting only when a < 0 
and b < 0; for if any one or both of a or b is non-negative then we can 
replace the same by 0. So in assumption (2.3), Ial, lb/ appear only when 
a, b are negative in (2.1), otherwise they are replaced by zero. 
Remark 2. We can do without assumption (2.1) in Theorem 1, if we 
observe that 
fb, % u) u B - Ifb, 4 u)l I4 
and then use (2.2) to get 
> - IP( b12 - Idx)l I4 I4 - I4x)l 14. 
It is then easy to see from the proof of Theorem 1 that the boundary value 
problem (1.1 )-( 1.2) has at least one solution in C’ [0, 1 ] provided 
5; lIplIz+ ll~ll*+4 llPIlLqrJ,l,+ ll~llL~hl,)< 1. 
THEOREM 2. Let f: [0, l] x R* + R satisfy Curutheodory’s conditions. 
Assume that thre exist functions p(x), q(x), r(x) in L’[O, l] such that 
Ifk 4 u)l Wx) Iul + q(x) I4 + r(x), (2.14) 
for u.e. x E [0, 1 ] and UN (u, u) E R*. 
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Then for every given e(x) E L’ [0, l] the boundary value problem 
(l.lt(1.2) has at least one solution in C’[O, 1) provided 
and 
/191/1 6 13 
Jl lIPIIL~~~,I, ( l- ll9111)+ IIPIII (1 - wllL~~~,l,) 
< (1 - ll~ll1)(1 - 114llL~[~,1,). 
(2.15) 
(2.16) 
Proof As in the proof of Theorem 1, it suffices to verify that the set of 
all possible solutions of the family of equations 
u” = Af(x, u(x), u’(x)) - Ae(x), (2.17) 
u(0) = 0, u(r) = u(l), (2.18) 
is, a priori, bounded in C’[O, l] by a constant independent of 1 E [0, 11. 
Letting U(X) to be a solution of (2.17)-(2.18) for some 1 E [0, 11, we get, 
as in Theorem 1, that 
0= -j; u”(x)u(x)dx+$( x, u(x), u’(x)) u(x) dx - 11: e(x) u(x) dx 
2 II~‘ll:- b’(l)l lu(l)l - j; I”0 x, U(X), u’(x))1 Mx)l dx- llell Ilull m 
- i o1 [p(x) Mx)l’ + q(x) Mx)l lu’(x)l +~r(xbiu(x)ll - llell I lMlm 
3 lluI:-Ji II~‘ll2 ll~“IlL~~~,1, 
- HpIll Ilull’, + 114111 l 4m Ilu’ll, + Ml1 ll~ll~l - ll41 Ilull m 
B ll4l:-J;; II~‘ll2 IlU”IlL~[~,1, - CIIPII 1 b’ll: + 11~11 1 Ib’II2 llU”ll 11 
- (Ilrll 1 + II4 1) IIu’II2. (2.19) 
Now, we use Eq. (2.17) and assumption (2.14) to get 
IIu”lI l 6 IIPII l 1141 m + 11~11 l Ilu’ll m + llrll 
G IMI 1 bl12 + 11~11 l IW’II l + llrll 
so that, we get using (2.15) that 
IIPII l IIu’llz + 
IIU”II1 G 1 _ llqll 
llrll l 
~ 
1 l- ll9lll’ 
(2.20) 
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Similarly, we have 
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II U”ll L’C% II G 
IlPll L’[q,I] ll4lz + llrll 1 
1 - 114llLq~,1, 1 - ll4llL~[~.I]’ 
(2.21) 
We, next, use (2.20), (2.21) and (2.16) in (2.19) to get 
((1 - ll~ll*)(1- ll~llL~c~,1,)-& IIPIIL~C9,1, (  - IlSlll) 
- IIPIII (1 - ll4llLq~,l,)~ II4lz 
6 114111 llrlll (1 - I1411L~cq,ll)+~ IHI (I- 11~11~) 
+ WI1 + 11411)(1 - l1411L~c’I,1~)(1 - llslll). 
Hence, there exists, a constant C, independent of A E [0, l] such that 
II~‘ll* G c. 
It, now, follows as in the proof of Theorem 1, that there is a constant, still 
denoted by C, independent of L E [0, 1 ] such that 
Il&4[0, I] G c. 
This completes the proof of the theorem. 1 
Remark 3. We notice that for a UE W’*‘(O, 1) with 
u(0) = 0, u(v) = 41) (? E (07 1 )I 
there exists a c, q < { < 1, such that u’(c) = 0. We can, accordingly, consider 
the boundary value problem 
u” =f(x, u(x), u’(x)) -e(x), (2.22) 
u(O)=u’(l)=O, (2.23) 
as a degenerate case of the boundary value problem (1.1 k( 1.2) when q = 1. 
Accordingly, we get the following corollary as an immediate consequence 
of Theorem 2 when r~ = 1 for the boundary value problem (2.22)-(2.23). 
COROLLARY 1. Let f: [O, l] x R2 + R be as in Theorem 2. Then for 
every given e(x)E L’[O, l] the boundary value problem (2.22)-(2.23) has at 
least one solution in C’ [0, 1 ] provided 
IIPII 1 + IMI 1 < 1. 
Proof: When q = 1, condition (2.16) reduces to lIpI/ i < 1 - )(q/ 1 which is 
equivalent to llplli + llqjll < 1. 1 
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THEOREM 3. Let f: [0, l] x R2 -+ R satisfy Caratheodory’s conditions. 
Assume that a > 0, b > 0, a(x) E L’[O, 11 are such that 
Ifb, u, 011 6 a IuI + b Iul + a(x), (2.24) 
for a.e. XE [a, l] and all (u, u)gR2. 
Then for every given e(x) E L’[O, l] the boundary value problem 
(l.l)-(1.2) has at least one solution u in C’[O, 11, provided 
(2.25) 
Proof: As in the proof of Theorem 1, it suffices to verify that the set of 
all possible solutions of the family of equations 
u” = lf(x, u(x), u’(x)) - E.e(x) (2.26) 
u(0) = 0, u(v) = u(l), (2.27) 
is, a priori, bounded in C’[O, l] by a constant independent of 1 E [0, 11. 
Letting u(x) to be a solution of (2.26)-(2.27) for some IE [0, l] we get, 
as in Theorem 1, that 
0 = -1’ u”(x) u(x) dx + A )*I f(x, u(x), u’(x)) u(x) dx - 1 [i e(x) u(x) dx 
0 0 
2 Il~‘Il~-I~‘(1)I lull-j’ (a lu12+b Id Iu’l +a(~) lul)dx- 11411 l141m 
0 
3 Ilu’ll:-J;; IIU’IIZ IIu”IIL~[tl,l, -4lull:-b Ml2 11~‘112-(1141+ lIeIll) llullm 
> lluTll&h II~‘ll2 IIU”IIL~~~,I, -(fa+jh) II~fII~-(II~Ill+ lIeIll) lIu’ll2. 
(2.28) 
Next, using, (2.24), (2.26) we get 
<aI’ Iul dx+bJ^’ Iu’l dx+ llalll+ llelll 
v ‘I 
llu’l12+ llallI+ llelll. (2.29) 
Using (2.29) in (2.28) we get, in view of (2.25), that 
ll~‘IIz s 
(11411 + llell~)(1 +&I 
1 -((‘W~+W~+~i?=%’ 
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It then follows as in the proof of Theorem 1 that there exists a constant C, 
independent of 1 E [0, 1 ] such that 
ll4lC~[O,l, G C. 
Hence the theorem. 1 
COROLLARY 2. Let f: [O, 1] x R2 --, R be as in Theorem 3. Then for 
every given e(x) E L’[O, 1] the boundary value problem (2.22)-(2.23) has at 
least one solution u(x) in C’ [0, 1 ] provided 
La+zb<l. 
lr2 71 
ProoJ The corollary follows immediately from Theorem 3 when 
r/=1. 1 
Remark 4. We notice that the boundary value problem 
u” = -Et fj + Sin 2 x 
4 2 
u(0) = 0, U’(l)=0 
has no solution. Indeed, the general solution to the differential equation 
U” + (7c2/4) u= sin(rc/2) x can be easily seen to be 
1 1 
z4(~)=~~cos~x+~~sin~x--xcos~x+-sin~x. 
2 2 71 2 ?I2 2 
If one then tries to compute ci, c2 so that u(0) = 0 and u’( 1) = 0, one is led 
to the equation l/2 = 0, an absurdity. This shows that the result of 
Corollary 2 is the sharpest possible. Corollary 2 has been well known. The 
point of Corollary 2 (as well as Corollary 1) is to show that our results and 
methods for the boundary value problem (1.1~(1.2) are such that they 
even give best results for the boundary value problem (2.22)-(2.23). 
3. UNIQUENESS THEOREMS 
THEOREM 4. Let f: [0, I] x R2 + R satisfy Caratheodory’s conditions. 
Let a>O, b 20 be such that 
~f(x, ul, v,)-fk u2, v2)l <a k-u21 +b Iu1-v21 (3.1) 
for a.e. XE [0, 1] and all (ui, vj)~R2, i= 1, 2. 
469/168/2-18 
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Then for every given e(x) E L’ [0, 1 ] the boundary value problem 
(1.1 )-( 1.2) has a unique solution in C’ [0, 1 ] provided 
(3.2) 
Proof. We note that (3.1) implies 
If(x, u, u)l <a I4 +b Id+ If@, O,O)l 
for a.e. XE [0, l] and all (u, v) E R2. Hence the boundary value problem 
(1.1~(1.2) has at least one solution in C’[O, l] by Theorem 3. Let, now, 
u,, u2 be two solutions of (l.l)-( 1.2) in C’[O, 11. Setting w = uI - u2 we 
have 
w"=f(x, u,(x), u;(x))-f(x, u,(x), 4(x)) (3.3) 
w(0) = 0, w(v) = 4 1). (3.4) 
Multiplying Eq. (3.3) by w and integrating over [0, l] we get 
I)= -1’ w”wdx+ 
0 I 
; (f(x, u,(x), u’,(x)) -fb, u,(x), 4(x))) w(x)dx 
> lb+- Iw(l)l Iw’(l)l 
- I ; If@, u,(x), u;(x)) -fk u,(x), 4b))l IW)l dx 
2 llw’ll:-Jh IIW’IIl IIW”lIL~[q,l, 
- 
I 
d [aju,-u,l*+blu;--u;l lu,-u12]dx 
2 Ilw’ll:-v/;; Il~‘ll2 IIW”IIL$j,l, -($a+ib) Ilw’ll~. (3.5) 
Next, we get from (3.1) and (3.3) as in the proof of Theorem 3, that 
IlW”II L’[q,l] = Ilfk u,(x), 4(X))-f(X, %b)? 4(X)h~[~,I, 
(3.6) 
Finally (3.5), (3.6) give that 
(ia+b)) llw’ll:GO, 
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so that IIw’[I 2 = 0. Since, now, w(0) = 0 we obtain using w(x) = j: w’(t) dt 
that Ijw(1 m < IIw’112 = 0. Hence w = 0 a.e. in [0, 11 and thus w(x) = 0 for 
every x E [0, 1 ] because w is continuous. 
Hence the theorem. 1 
Remark 5. We note that f: [0, l] x R2 -+ R satisfies condition (3.1) in 
Theorem 4, if the partial derivatives 8flau, aflau exist for a.e. x E [0, 1 ] and 
all (u, u)ER* and 
Remark 6. One can easily obtain uniqueness theorems analogous to 
Theorems 1 and 2 of Section 1. 
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