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1. INTRODUCTION 
The basic position of the calculus of variations in regard to the study of 
differential equations and associated boundary problems has been evident 
since the time of Hilbert. In particular, variational principles have been vital 
for the extension to self-adjoint differential systems of the oscillation and 
comparison theorems of the Sturmian theory for a self-adjoint second-order 
linear differential equation with real coefficients, and the associated theory of 
Sturm-Liouville boundary problems. For discussion of various aspects of 
this problem in variational setting, the reader is referred specifically to the 
works of Bliss [4-6], Morse [16-181, Birkhoff and Hestenes [3], Hu [II], 
Holder [9], Hestenes [8], and the author [19-21; 26; and 27 (Chapt. VII)]. 
Briefly stated, the interrelations between these aspects of the theory of dif- 
ferential equations and variational theory emanate from the fact that the 
considered differential equations are the Euler equations for a quadratic, or 
hermitian, “second variation” function. Historically, varied approaches have 
been used to study and exploit this relationship, (see, for example, Reid 
[20, Sections 3, 41). In particular, the general nonsingular even-order real 
self-adjoint ordinary differential equation appears in this setting for a varia- 
tional problem involving derivatives of higher order, or equivalently in this 
setting for a variational problem of Lagrange or Bolza type, (see, in particular, 
Bliss [6, Sections 80, 81, 86, 87, 89-911). In spite of recurrent specific state- 
ments on the inclusion of results for self-adjoint higher-order equations in 
this variational framework (see, for example, Morse [18, p. 801, Reid [20; 21 
(Section 1 l), 24 (Section 4)]), h owever, there seems to be a continued lack of 
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understanding of these results, or at least a failure to take advantage of results 
known in this general context. 
Consequently, the purpose of the present paper is twofold. Firstly, it is 
desired to state more explicitly the results for higher-order equations which 
are direct consequences of well-known results for linear Hamiltonian systems. 
Secondly, these results are presented in a setting somewhat more general 
than the traditional one, notably in regard to the consideration of some 
systems which are “quasi-differential” in the sense of Reid [22] and also for 
certain “generalized differential systems” of the type considered in Reid 
[23, 25, 261. 
It is to be emphasized that when the results on linear Hamiltonian systems 
are applied to special systems which are equivalent to hermitian differential, 
or quasidifferential, equations of higher order, then for these latter equations 
the concepts of conjugate point and oscillation are the restrictive ones ensuing 
from the corresponding concepts for the associated differential system. In 
particular, these concepts lack the generality corresponding to the definitions 
introduced by Leighton and Nehari [14] for a real fourth-order differential 
equation of the form [r(t) ~“1” - p(t) u = 0, although for this equation the 
two concepts of conjugacy do agree in case the coefficient functions r(t) and 
p(t) are positive and satisfy suitable conditions of differentiability and 
continuity. 
Matrix notation is used throughout; in particular, one colunm matrices 
are called vectors. The n x n identity matrix is denoted by En , or merely 
by E when there is no ambiguity, and 0 is used indiscriminately for the zero 
matrix of any dimensions. The symbols M 3 N, {M > N} are used to 
specify that M and N are hermitian matrices of the same dimensions and 
M - N is a non-negative (positive}, definite matrix. The conjugate transpose 
of a matrix M is denoted by M*. For typographical simplicity, if ii/l = [Mail, 
(ci = l,..., m; j = I,..., Y), and N = [N&J, (/3 = l,..., K; J’ = l,..., Y) are 
m x r and K x r matrices, then the (m + k) x r matrix P = [PJ, 
(u = l,..., m + n; j = I,..., r), with Paj = Mai, Pm+B,j = NBj is denoted 
by (M; N). A matrix function is called continuous, integrable, etc., when each 
element of the matrix possesses the specified property. 
If a matrix function M(t) is a.c. (absolutely continuous) on a compact 
interval [a, b], then M’(t) signifies the matrix of derivatives at values where 
these derivatives exist, and zero elsewhere. Similarly, if M(t) is (Lebesgue) 
integrable on [a, b], then Ji M(t) dt denotes the matrix of integrals of res- 
pective elements of M(t). For a given interval [a, b], the symbols GZ9,.,[a, b], 
~n,,,[~, 4, ~%*[a, 4, e&J 4 =c.,b9 4, ~~TL*h 4, ED,&, 4, 
&‘:,,[a, b] are used to denote the class of p x 4 matrix functions 
M(t) = [M,,(t)], (IX = l,..., p; /3 = l,..., 4) which on [a, b] are, respectively, 
continuous, continuous and possessing continuous derivatives of the first 
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n orders, (Lebesgue) integrable, (Lebesgue) measurable and j MJt)i” 
integrable, measurable and essentially bounded, of b.v. (bounded variation), 
a.c., of class Vzr,‘[u, b] with ,Wa-ll(t) E &‘D,a[a, b]. For brevity, the double 
subscript p, q is reduced to merely p for the p-dimensional vector case 
specified by q == I, and both subscripts are omitted in the scalar case p == 1, 
q = 1. For n .> I, the subclass of vector functions y E dD”[a, b] for which 
y[nl(t) E ZP2[a, b] is denoted by .PZ~~~[U, b]. Also for n > 1 the subclasses of 
vector functions y belonging to VDn[u, 61, ~?‘~“[a, b], ~#‘:‘~[a, 61 for which 
y[=-l](a) = 0 = y-l(b), (cl = l,..., n), are denoted by %?&[a, 61, JzZ&-,[U, b], 
.@‘“,$u, b], respectively. If matrix functions M(t) and N(t) are equal a.e. 
(almost everywhere) on their interval of definition we write simply 
M(t) = N(t). 
2. PRELIMINARY RESULTS 
Let Fjk(t) = [FO&t)], (j, k = 0, I,..., n) be r x r matrix functions 
defined on an open interval I on the real line, and satisfying the following 
hypothesis: 
(2) F,,(t) is nonsingular for t E I and for arbitrary compact subintervals 
[a, b] CI,andol,/3 = 0, I ,..., n - 1, wehave 
(a) F,, , F;: , F,, , F;iF,e and F,,F$ belong to A?F,,[a, b]; 
(b) F,e and F,, belong to 9TT[u, b]. 
The (n + 1) r x (n + 1) rmatrixwhichforj, k = 0, l,..., nanda, T = l,..., r 
has the element in the (jr + a)-th row and (Kr + T)-th column equal to 
FoTijk(t) will be denoted by F(t), and for I = 0, l,..., n the r x (n + 1) r 
matrix whose element in the a-th row and (jr + T)-th column is F,,,,,(t) will 
be denoted by merely F,(t). If [a, b] C I we shall denote by 9[a, b] the linear 
vector space of r-dimensional vector functions y E ,~!:*~[a, b], and by GB,,[u, b] 
the subspace consisting of those y ~9[a, b] with y[al(u) = 0 = y[*l(b), 
(a = 0, I,..., n - 1); that is, Q,,[u, b] = &$[a, b]. 
For a vector function y EB[u, b] let the r-dimensional vector functions 
m,..., u,(t) be defined as 
%c(t) = Y[k-l’(t) = (%;&)), (k = l,..., n), (2.1) 
and denote by u(t) = u(t / y) the nr-dimensional vector function 
with 
(Up(t)> = Mt I Y)), (p = I,..., nr) 
%+0(t) = r?(t) = %:,+1(t), (a = 0, l,..., n - 1; (T = l,..., r). (2.1’) 
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Also, if y E @a, b] we denote by j(t) the (n + 1) r-dimensional vector func- 
tion (fT(t)), (r = I,..., [n + l] r) with 
~fw+o(t) = Y%)! (p = 0, l,...) n; (5 = I)...) r); (2.1”) 
an alternative representation for y’(t) is (U(t 1 y); y[“l(t)). 
If [a, 61 C I and y E: g[a, b], x f g[a, b], then the integral 
J[Y, 2 I a, 4 = j”, I” r’(t) dt (2.2) 
is well defined, and is a sesquilinear form on 9[u, b] x g[a, b]; for simplicity, 
the symbol J[y, y I a, 61 is abbreviated to J[y ( a, b]. By a wellknown type 
of argument (see, for example, Reid [25, Theorem 2.1; 28, Lemma 2.1]), 
if y E %+[a, 61 then 
J[y, z / a, b] = 0, for z Ega[u, b] 
if and only if y is a solution on [a, b] of the vector quasidifferential equation 
L[y :F] (t) ES F,(t) y’(t) - {F,(t) y’(t) - {-- - {F,(t) j(t))’ . ..)‘>’ = 0. (2.3) 
In conformity with usual terminology (see, for example, Bradley [7], 
Reid [21, Section 11; 24, Section 4]), an r-dimensional vector function y(t) 
is a solution of (2.3) if y E g[u, b] and the r-dimensional vector functions 
w,(t) = wE(t ( y) = (wqik(t 1 y)), (u = l,..., r; K = l,..., n), defined recursively 
as 
f&L(t) = F,(t) r’(t), 
(2.4) 
2),-p(t) = F&t) y’(t) - %-D,+l(O, p = l,..., 71 - 1, 
all belong to &,.[a, 61 and 
L[y : F] (t) E F,(t) y’(t) - q’(t) = 0, for t E [u, ZJ]. W) 
Corresponding to the above definition of the nr-dimensional vector function 
@o(t)) = k@ I Y)), we denote by w(t) = w(t ( y) the nr-dimensional vector 
function (wp(t)) = (wp(t / y)) with 
%+oW = %,a+,@h (a = 0, I,..., n - 1; u = I,..., r). (2.4’) 
In terms of the vector functions u(t) = u(t / y), v(t) = ~(t j y) the above 
quasidifferential Eq. (2.3), or the associated system (2.4), (2.5), may then be 
written in the matrix form 
L&4; w] (1) 55 -w’(t) + C(t) u(t) - D(t) w(t) = 0, 
L&4; w] (t) E u’(t) - A(t) u(t) - B(t) w(t) = 0, 
(2.6) 
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where A(l), B(t), C(t), D(t) are w x nr matrix functions which will be written 
as partitioned matrices in Y x Y matrices as A(t) .= [Ahk(t)], B(t) = [Bhk(t)], 
C(t) = [C,,(t)], D(t) = [&(t)], (h, k = I,..., n), with 
(4 4& = &,I~+& (h = I,..., n - 1, k = 1,. .., n), 
&(t) = --F,-,lWn,k-l(t)> k = l,..., n; 
(h, k = l,..., n); 
(2.7) \ I 
(4 G&(t) = Fh-m--l(t) - FL-l,&) Kim Fn,lc--l(t) 
(h, k = I,..., n); 
(4 &c(t) = hoc+& (k = l,..., n - 1) h = 1 )..., n), 
&n(t) = -Fh-I&) Kixt), (h = l,..., ?z). 
Corresponding to (2.6) we have the matrix differential system 
L,[U, V] (t) E -V(t) + C(t) U(t) - D(t) V(t) = 0, 
q-7; V] (t) = u,(t) - A(t) U(t) - B(t) V(t) = 0, 
C-W4 
in general nr x p matrix functions U(t), V(t). In accord with the notation 
described in the Introduction, a solution of (2.6,) may equally well be 
presented as a 2nr x 4 matrix function Y(t) = (U(t); V(t)). 
As shown in Bradley [7], the differential expression L*[y; F] (t) that is the 
formal adjoint of L[y;F] (t) is L[y;F*] (t). Consequently, the quasidiffer- 
ential system (2.3), or the equivalent first-order system (2.6), is self-adjoint 
when the coefficient matrix function F(t) satisfies in addition to (2) the 
further condition 
Pm F(t) is hermitian for t E I. 
The hermitian character of F(t) is equivalent to the condition that the com- 
ponent r x r matrix functions Fij(t) are such that [Ftj(t)]* =Fji(t) for t ~1. 
In particular, the diagonal component matrix functions Fii(t) are hermitian 
on I. It follows readily that under hypotheses (&?) and (X1), the coefficient 
matrices of (2.6) are such that 
6%‘) A(t) = D*(t), B(t) = B*(t), C(t) = c*(t), 
and (2.6) is of the canonical form of a linear Hamiltonian system for which 
one has a generalization of the Sturmian theory for real scalar linear homo- 
geneous differential equations of the second order. 
In particular, hypothesis (Z) holds whenever the following condition is 
satisfied by the Y x r matrix elements Fij(t) of the (n + 1) r x (n + 1) r 
matrix F(t). 
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F,,(t) is nonsingular fiw t E I, and for arbitrary compact subintervals 
(3”) [a, b] C I and i, j = 0, l,..., n the matrix Fij(t) E &‘:,,[a, b], where 
k = max{i, j>. 
Whenever hypothesis (X’) is satisfied, it follows directly from the linear 
differential system (2.6) that if y(t) is a solution of (2.3) then y(t) E .&?[a, b] 
for arbitrary compact subintervals [a, b] C I. Moreover, in this case for 
p = 0, l,..., 2n there exist matrix functions R,(t) and QJt) of class LZp,,,[a, b] 
on arbitrary compact subintervals [a, b] Cl, and such that 
L[y : F] (t) = ; R,(t)y’“‘(t), 
APO 
P3) 
L*[y : F] (t) = ; Q,(t)y’“‘(t). 
L&=0 
Also, hypothesis (Z’) permits the reduction of (2.3) to a canonical form of 
the type previously considered by the author [22, 281, and involving the 
particular differential operators 
AoCYi n1 (t> = W) r(t), 4P[Y : n1w = Gw> YW>>~“l, 
il‘&y : II] (t) = {II(t)y[*-ll(t)}[fll + {n(t)y[pl(t)}[“-ll, 
(2.9) 
with the understanding that in the definitions of A,, and AaD+ the involved 
matrix functions l7 are of class &T,Ja, b]. 
THEOREM 2.1. If hypothesis (Z’) is satisfied, then for p = 0, I,..., 2n there 
exist r x Y matrix functions II,,(t) such that for arbitrary compact subintervals 
[a, b] C I we have 
(i) Ii’,Jt) E “d:t;[u, b], where k, = 42 or (CL + 1)/2, according 
as p is even or odd ; 
(ii) UY : Fl (t) = $ &[Y : &I (t), for y E &?[a, bl; 
(2.10) 
(iii) L*[y : F]!(t) = :go A,[y : (-l>“I7,*] (t), fory ~&?[a, b]; 
(iv) in particular, Z&.,(t) = (- 1)” F,,(t). 
From the above theorem it follows readily that L[y; F] (t) = L*[y : F](t) 
for all y E zzZF[u, b] if and only if 
I&(t) = (-l)“I&&*(t) (p = 0, l,..., 2n). (2.11) 
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In particular, if Y :z 1 and F(t) is real-valued, then the matrix functions 
flu(t) are also real-valued, and (2.11) holds if and only if D,(t) = 0 for p an 
odd integer satisfying 0 < TV < 2n. In this case, the form (ii) of L[y : F] (t) 
becomes the classical canonical form 
In particular, if L[y : F] (t) = L*[y : F] (t), and we set 
I&j(t) = (-l)j P&) (j = 0, l,...) n), 
n,,-,(t) = i( - 1)=-l P&-i (a = I, 2 ,..., n), 
(2.12) 
then (2.11) is equivalent to the condition that P,(t) = P,*(t) for 
p = 0, I,..., 2n. Also, the differential Eq. (2.1Oii) now becomes 
(2.13) 
which is Eq. (2.3) for the (n + 1) r x (n + 1) Y matrix function F(t) with 
component Y x r matrices Fjk(t) given by 
Fdt> = p&) (j = 0, l,..., n), 
F!3,s+&) = iP,,+1 (/3 = 0, l,..., n - I), (2.14) 
Fo+1,&) = -ip2e+1 (/I = 0, l,..., 12 - 1). 
3. PROPERTIES OF SOLUTIONS 
Whenever hypothesis (X) is satisfied the differential system (2.6) in (u; V) 
is identically normal; that is, if u(t) = 0, a(t) is a solution of this system on a 
non-degenerate subinterval 1, of I then u(t) = 0, v(t) = 0 throughout 1. 
Indeed, if u(t) = 0, v(t) is a solution of (2.6) on I,, , then from the equation 
L,[u, V] (t) = 0 it follows that v,(t) = 0 on I, . In turn, from L,[u, U] (t) = 0 
it follows that T.J~+~ + vh = 0, (h = l,..., n - l), and consequently also 
v,(t) = 0 on I, for h = I,..., n - 1. From the condition u(t) = 0, u(t) = 0 
on I, it then follows that u(t) = 0, o(t) = 0 onl, thus establishing the identical 
normality of (2.6) on I. 
Also, it is to be noted that y E~[u, b] if and only if the nr-dimensional 
vector function 
with 
7(t) = M)h 
(3.1) 
%+i?W = Y%> (CT = l,..., r; 01 = 0, l,..., n - I), 
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has an associated nr-dimensional vector function c(t) = (t,(t)) E Z;p”,,[u, b] 
such thatL,[q, t;] (t) = 0 on [a, b]. I n view of the form of the matrix function 
B(t), clearly only the last r components of t(t) are uniquely determined, with 
value 
Whenever hypotheses (2) and (X1) hold, it follows readily that if 
Y (P) - (u(P); v(P)) (P = 1,2) 
are solutions of this system then the function 
{y(l) 1 y(2)) (t) = o*(t) u’l’(t) - U@)*(t) .(l)(t) 
is constant on I. If two solutions of this system are such that this 
constant is zero, these solutions are said to be (mutually) conjoined. If 
Y(t) = (U(t); V>) is an 2nr x 4 matrix whose column vectors are linearly 
independent solutions of (2.6) h’ h w rc are mutually conjoined, then these 
solutions form a basis for a conjoined family of solutions of dimension q, con- 
sisting of those solutions of (2.6) w ic h h are linear combinations of the column 
vector functions. In general (see, for example, Reid [27, Section VII.2]), the 
maximal dimension of a conjoined family of solutions of (2.6) is nr, and a given 
conjoined family of dimension less than nr is contained in a conjoined family 
of dimension nr. For brevity, a solution Y(t) = (U(t); V(t)) of (2.6,) whose 
column vectors form a basis for a conjoined family of solutions of (2.6) of 
dimension nr is called a conjoined basis for (2.6) or of the equivalent quasi- 
differential Eq. (2.3). 
The extension to self-adjoint differential systems of the classical Sturmian 
theory for real second-order linear homogeneous differential equations, as 
based on the work of Morse [16, 181, involves a conjoined basis 
Y(t) = ( U(t); Jqt)) or, more properly, the nr-dimensional conjoined family 
subspace 9’(Y) of solutions (u(t); w(t)) = (U(t) 5, V(t) t), where 6 = (&,), 
(u = l,..., nr), is an nr-dimensional parameter vector. Consequently, for 
nr > 1 the results of this theory involve not a single solution of the vector 
quasidifferential system (2.3), but a linear vector space of such solutions of 
dimension ny. A value 7 E I is called a focal point of a conjoined basis 
Y(t) = (U(t); V(t)) if U( 7 is singular, and the order of r as a focal point is ) 
defined to be k if U(T) is of rank nr - k; that is, 7 is a focal point of the 
conjoined basis Y(t) of order k if the subspace of 9’(Y) specified by U(T) = 0 
is of dimension k. 
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If s E I, and Y(t 1 S) := (L’(t ( s); V(f 1 s)) is the solution of (2.6,V) determined 
by the initial conditions 
qs 1 s) =- 0, V(s ’s) := B,,, ) (3.3) 
then Y(t 1 S) is a conjoined basis for (2.3), f or which t = 7 is a focal point of 
order nr. In particular, y(t) is a solution of (2.3) with corresponding 
u(t) = u(t 1 y) satisfying U(S) = 0 if and only if y E 9’( Y(. j s)). A focal point 
t = T of Y(t / S) distinct from s is called a conjugate point to s, and the order 
of 7 as a focal point of Y(t 1 s) is called the order oft = 7 as a conjugate point 
to t = S. Clearly the concept of conjugate point is a symmetric one that might 
also be introduced as follows. 
Two distinct points t, and t, on I are said to be (mutuaZZy) conjugate with 
respect to (2.3), or with respect to (2.6), if there exists a solution y(t) of this 
system with corresponding u(t) = u(t 1 y) such that u(t) + 0 on the subinter- 
val with endpoints t, and t, , while u(tJ = 0 = u(tJ. As 
z&(t) = y@-l](t) (h = I ,..., n), 
this condition states that t = t, and t = t, are zeros of the vector function 
y(t) of order greater than or equal to n. 
If I,, is a nondegenerate subinterval of I such that no two distinct points of 
1, are conjugate with respect to (2.3) or (2.6), then this quasidifferential 
equation, or differential system, is said to be disconjugute on I,, . 
Corresponding to 9[a, b], we denote by D[a, b] the linear vector space of 
nr-dimensional vector functions T(t) which are of class d,,[a, b], and for 
which there are corresponding vector functions c(t) E S?fJa, b] such that 
L,[q; [] (t) = 0 on this interval. Also, we set 
&[a, bl = 1~ I rl ED[u, 4 rl(4 = 0 = T(W, 
and 
D,,[a, bl = {rl I17 ED[~, 4 rl@) = 01, 
Do&, b] = (7 I 7 EW, 4, da) = 0). 
The fact that a c(t) E YfJa, 61 is thus associated with q(t) E ~%‘~,[a, b] is 
denoted by the respective symbols 
and 
17 ED[a, bl : 5, 7 ~&,[a, bl : 5, 77 ~Dw,[a, bl: 5, 
71 EQ*[a, bl : 5. 
When hypotheses (X) and (tir) hold, and y(p)(t) E~[u, b] (p = 1, 2), 
let T(P)(t) = (v:“)(t)) (p = 1, 2), be defined by corresponding Eqs. (3.1), and 
<(p)(t) = ([L”‘(t)) associated vector functions of class Z~Ja, b] whose last r 
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components are specified by equations corresponding to (3.2). The functional 
J[y’l’, y@’ / a, b] of (2.2) is th en expressible in terms of ~(p)(t), [(p’(t) as 
J[+‘, q(2) 1 a, b] = 1” {<‘2’*(t) B(t) <‘l’(t) + q’“‘*(t) C(t) #l’(t)} dt, (3.4) 
a 
with the defining relations now equivalent to the condition that 7(t) = q’“‘(t), 
c(t) = [(p)(t) (p = 1, 2) satisfy the auxiliary vector differential equation 
L,h; 51(t) = 77’(t) - 4) 71(t) - B(t) 5(t) = 0. (3.5) 
As noted above, if 71 ED[u, b] : 5 the vector function 5 corresponding to a 
given 7 is not uniquely determined; however, the vector function B[ is 
uniquely determined. Consequently if q(P) E D[a, b] (p = 1,2), then the 
value of the integral in (3.4) is independent of the particular corresponding 
t(p), so that this integral does indeed define a functional of q(l), qf2’. More- 
over, in view of the hermitian character of the coefficient matrix functions 
B(t) and C(t), the functional J[q(l’, T@’ 1 a, b] is hermitian on 
D[a, b] x D[u, b]. In particular, J[q / a, b] = J[T, q j a, b] given by 
Jh I a, 4 = sp, {5*(t) BP) 5(t) + 71*(t) C(t) rl(tN dt (3.6) 
is a real-valued functional on D[u, b]. 
If [a, b] is a nondegenerate compact subinterval of I, then the symbol 
#+[a, b] will signify the condition that the functional J[y / a, 61 is positive 
definite on 9,,[u, b]; that is, for y E~~[u, 61 we have /[y / a, b] > 0, with 
the equality sign holding only if y(t) = 0 on [a, b]. This condition may be 
equally well stated as the nonnegativeness of the functional (3.6) on the vector 
space D,[u, b], with J[y / a, b] = 0 for an 7 E D,[u, b] only if q(t) = 0 on [a, b]. 
From the basic result for canonical linear Hamiltonian systems concerning 
disconjugacy on a compact interval we have the following criterion. This 
theorem and the following theorems of this section will be presented without 
proofs; in all cases they can be established by direct application of general 
results for self-adjoint differential systems, as may be found in Reid [27, 
Chapt. VII]. 
THEOREM 3.1. If hypotheses (S) and (~6~) are sutisjied and [a, b] is a non- 
degenerate compact subinterval of I, then &?+[a, b] holds if and only if Fan(t) > 0 
for t u.e. on [a, b], together with one of the following conditions : 
(i) (2.3) is disconjugute on [a, b]; 
(ii) there exists a conjoined fumiZy of solutions Y(t) = (U(t); V(t)) of (2.3) 
of dimension nr with U(t) nonsingular on [a, b]; 
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(iii) there exists an a.c. nr x nr hermitian matrix function W(t) t E [a, b], 
which is a solution of the Riccati matrix dayerential equation 
.f[W] (t) = w,(t) + W(t) A(t) + A*(t) W(t) + W(t) B(t) W(t) - C(t) = 0. 
(3.7) 
It is to be remarked that since F,,(t) is nonsingular by hypothesis, the 
added condition F,,(t) 3 0 requires F,,(t) to be positive definite. 
THEOREM 3.2. Suppose that hypotheses (X) and (Z1) are satisfied, and 
[a, b] is a nondegenerate compact subinterval of I. If Qa is a given nr x nr 
hermitian matrix, then the functional 
Jh a, b I Qal = ~*(a) Sad4 + s” {5*(t) W 0) + T*(t) C(t) MI dt (3.8) 
a 
is positive de$nite on D&a, b] if and only if F&t) 3 0 for t a.e. on [a, b], and 
one of the following conditions holds : 
(i) if Y(t) = (U(t); V(t)) is th e conjoined basis for (2.3) determined by the 
initial condition Y(a) = (I&; Qa), then U(t) is nonsingulur on [a, b]; 
(ii) the hermitian solution W(t) of (3.7) determined by the initial condition 
W(a) = Qa exists on [a, b]; 
(iii) there exists an nr x nr hermitian matrix function W(t) which is of 
class dDlnr,Ja, b] and satisfies the conditions 
Q, 3 WW, WV (t) < 0. (3.9) 
For brevity, let ZN(I) denote the following hypothesis: 
XN(I) Hypotheses (X) and (&‘& hold, and F&t) > 0 for t a.e. on I. 
In particular, whenever hypothesis @TN(I) is satisfied both F,,(t) and 
F;:(t) are positive definite r x r hermitian matrices which are of class 
YT,,[a, b] for arbitrary compact subintervals [a, b] of 1, and consequently for 
each such subinterval there exists a positive K = K[U, b] such that for all 
r-dimensional vectors TT we have r*F,,(t) T 3 ~n*rr for t a.e. on [a, b]. 
THEOREM 3.3. If hypothesis ZN(I) holds, [a, b] is a nondegenerate compact 
subinterval of I on which (2.3) is disconjugate, and Y(t) = (U(t); V(t)) is any 
conjoined basis for this equation, then on (a, b] there are at most nr focal points 
of Y(t), each focal point being counted a number of times equal to its order; in 
particular, the focal points of a conjoined basis are isolated. 
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THEOREM 3.4. If hypothesis XN(I) holds and [a, b] is a nondegenerate 
compact subinterval of I, then the number ofpoints on (a, b), ((a, b]}, conjugate to 
t = a is equal to the number of points on (a, b), {[a, b)}, conjugate to t = b, 
where in each case a point is counted a number of times equal to its order. 
For a given c E I, the points on I+(c) = (t 1 t E I, t > c} which are conjugate 
to t = c will be ordered as a sequence {tD+(c)}, with tg+(c) < t:+,(c), and each 
repeated a number of times equal to its order as a conjugate point. Corres- 
pondingly, the points on I-(c) = {t / t E I, t < c} which are conjugate to 
t = c are ordered as a sequence {tg-(c)}, with t;+l(c) < tD-(c), and similar 
convention as to repetitions. 
THEOREM 3.5. If hypothesis ZN(I) holds and t,+(c), (te-(c)} exists for 
c = C(J) then there exists a 6 > 0 such that t,+(c), {tg-(c)> exists for 
c E (cO - S, c0 + 6); moreover, tP+(c), {tD-(c)} is continuous at c = c0 . 
THEOREM 3.6. If hypothesis ZN(I) holds and c, E I (a = 1,2) with cl < c2 , 
then whenever tD+(c2), {tB-(cl)} exists the corresponding p-th conjugate point 
&+(cd, W4> exists and t,+(c,) < &+(c,), {4-M > &-(41. 
The following theorem involves two equations 
L[y : P’] (t) = 0, t EI, (2.3,) 
where P)(t) (a = 1, 2) are matrix functions of the form prescribed for F(t) 
in Section 1. 
THEOREM 3.7. Suppose that for OL = 1, 2 the system (2.3,) satis$es hypo- 
thesis sN(I) and that for arbitrary nondegenerate compact subintervals [a, b] of I 
the difference functional 
J&y 1 a, b] = ~~~*(‘)F(l’(‘)~(t) dt - j” $*(t)F@)(t)yY(t) dt (3.10) 
a 
is nonnegative de$nite on gO[a, b]. If f or c E I the sequences of right- and left- 
hand conjugate points to t = c relative to system (2.3,) are denoted by t;(c) 
and t&(c), respectiwely, then whenever the conjugate point tzl(c), {t,(c)} exists the 
conjugate point t&(c), {t&c)} also exists and 
nwreover, if J&y 1 a, b] is positive definite on gO[a, b] for arbitrary non- 
degenerate compact [a, b] C I, then strict inequalities hold in (3.11). 
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For Q an nr x rzr hermitian matrix, and a E I, let 
Y(t : Q) = (U(t : Q); qt : Q)) 
be the conjoined basis for (2.3) determined by the initial conditions 
U(a : Q) = E, V(a : Q) = Q. (3.12) 
Moreover, the focal points of the conjoined basis Y(t : Q) belonging to 
I+(a) will be ordered as a sequence T,+(a : Q) (p = 1,2,...), numbered so that 
T,+(a : Q) < T:+~ (a : Q), and each repeated a number of times equal to its 
order as a focal point. Similarly, the focal points of Y(t : Q) belonging to 
I-(a) will be numbered as a sequence T,-(a : Q), p = 1, 2,..., with corres- 
ponding agreements as to numbering and repetition. 
THEOREM 3.8. Suppose that (2.3) satisfies hypothesis J&(I) and that Q1 
and QS are nr x nr hermitian matrices. Moreover, let P and N denote the number 
of positive and negative proper values of the hermitian matrix Q1 - Qz , where 
each proper value is counted a number of times equal to its multiplicity. If a E I 
and for a positive integer p the focal point Tz,,,(a : QJ, {r;+,(a : Q2)} exists, 
then T,+(a : QJ, {T,-(a : Q1)} exists and 
if 
exists then T,‘(U : QJ, {T,-(U : Qz)} exists and 
T,‘(a : QJ G TZ+da :Q1), 
COROLLARY 1. If hypothesis &$(I) holds, then for a given subinterval I,, of I 
the number of focal points on IO of any conjoined basis for (2.3) d;ffers from that 
of any other conjoined basis for this equation by at most nr. 
COROLLARY 2. If hypothesis A&(I) holds, [a, b] is a nondegenerate compact 
subinterval of I, and relative to (2.3) there are k conjugate points to t = a on the 
interval (a, b] or (a, b), then on the respective interval any conjoined basis for 
(2.3) has at most k + nr focal points, and at least k - nr focal points if k > nr. 
For the consideration of the existence and distribution of conjugate and 
focal points for self-adjoint differential equations of higher order, the papers 
of Ahlbrandt [l, Section 61, Barrett [2, Sections III, Iv], Hunt [12], and 
Sherman [30] are of basic significance, since in many cases the results obtained 
for the specific type of equation under consideration are beyond those which 
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are direct consequences of the general results that have been briefly described 
above. 
4. CRITERIA INVOLVING BOUNDARY PROBLEMS 
Other important criteria for the existence of conjugate and focal points 
involve the distribution of the proper values of boundary problems associated 
with the differential operator L[y : F]. For brevity, attention will be restricted 
to such boundary problems involving the matrix differential equation 
L[y : F] (t) - AK(t) u(t 1 y) = 0, (4.1) 
where K(t) is a matrix function satisfying the following condition: 
(SK) K(t) is an nr x nr hermitian matrix function, which for arbitrary 
compact subintervals [a, b] of I is of chss -EP~‘,,,[a, b], and the sesqui- 
linear functional 
X[Y, > yz I a> bl = I” u*(t IYZ) K(t) u(t 1~1) dt 
a 
(4.2) 
on Uz;‘[u, b] x %‘$?[a, b] ispositive definite; that is, ify(t) ~%~;‘[a, b], 
then 
~[yla,bl~~[y,yla,bl>,O, 
with the equality sign hoZding only if y(t) = 0 on [a, b]. 
In particular, hypothesis (XK) holds if 
x(t) = diag(K&), O,, ,..., Or,>, 
(4.3) 
where K,(t) is a positive definite continuous r x r matrix function on I. 
In view of the result of Problem VII.ll.1 of Reid [27], it follows that 
whenever hypothesis 3$,(I) holds the boundary problem 
L[ y : F] (t) - AK(t) u(t 1 y) = 0, 
u(a I Y) = 0, u(b I Y) = 0, 
(4.4) 
satisfies the hypotheses of Theorem VII.1 1.1 of that reference, and conse- 
quently we have the following result. 
THEOREM 4.1. If hypotheses S’&(I) and (A$) hold, and [a, b] is a non- 
degenerate compact subinterval of I, then the boundary problem (4.4) possesses 
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infinitely many proper values hj which may be ordered as a sequence A, < ; A, 5. ‘. 
with corresponding proper solutions yj(t) such that 
(a) X[yi , yj ! a, b] 2 Sij (i,j = 1, 2 ,... ); 
(b) A, = J[yl 1 a, b] is the minimum of J[y / a, b] on the class of functions 
y E S?Ja, b] satisfying X[y i a, b] = 1; 
for j = 2, 3,..., Aj = J[yj 1 a, b] is the minimum of J[y 1 a, b] on the 
{Y I Y ~%b, 61, x[Y I a, b] = 1, X[y, yi 1 a, 61 = 0 (i = I,..., j - 1)); 
(d) Aj+ co asj+ co. 
Moreover, in view of the extremizing properties of the proper values of (4.4), 
one has the following result (see Problem VII.1 1.3 of Reid [27]). 
THEOREM 4.2. If hypotheses L&(I) and (XK) hold, and [a, b] is a non- 
degenerate compact subinterval of I, then for a real value X = 1 the number of 
conjugate points to t = a on (a, b), {(a, b]}, relative to the dz~ertmtial equation 
L[y :F] (t) - K(t) u(t / y) = 0 (4.5) 
is equal to the number of proper values of the boundary problem (4.4) which are 
less {not greater] than 1, where each proper value is counted a number of times 
equal to its index. 
The comparison theorems of Section VII.12 of Reid [27] are all valid for 
boundary problems involving a matrix differential equation of the form 
(4.1) for which hypotheses %&(I) and (ZK) hold, together with two-point 
boundary conditions that may be described as of the form 
q.lY)Ep, QQEi(. I Y> + [d&d--E,, , -&A e(* IY) E yL, (4.6) 
where ti(. / y) and 6(. / y) d enote the 2nr-dimensional boundary vectors 
(u(a 1 y); u(b / y)) and (v(u 1 y); v(b I y)), Y is a linear subspace of E,,, , and 
YL denotes the orthogonal complement of 9 in E,,, . 
In particular, if SJ,[a, b] and ~%~[a, b]are two boundary problems involving 
the same differential Eq. (4.1), but different subspaces Y = Yi and Y = ya 
in the boundary conditions (4.6), then the boundary problem Bz[a, b] is 
said to be a subproblem of gl[u, b] if 9s C Y; . Moreover, the order of SRJ,a, b] 
as a subproblem of gr[a, b] is defined to be d1 - d, , where d, denotes the 
dimension of YN (a = 1,2), as a subspace of E,,, . It is to be commented 
that the definition of subproblem is here simplified as a consequence of the 
identical normality of the differential Eq. (4.1); for the definition of subpro- 
blem in general, and associated properties, the reader is referred to Reid 
[27, Chapter VII, Section 91. 
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For brevity, specific attention will be limited to the particular boundary 
problems considered in Reid [4; see also 27, Problems VII.12.3-51. Specific- 
ally, for a nondegenerate compact subinterval [a, b] of I let &&,[a, b], g&a, b], 
9&a, b] and g.+*[u, b] denote the boundary problems involving the dif- 
ferential Eq. (4.1), and the respective boundary conditions 
4&, b] : u(a I Y) = 0, u(b I y) = 0; 
A*&, b] : v(u I Y) = 0, u(b I Y) = 0; 
4*[a, b] : u(a I y) = 0, v(b I Y) = 0; 
A**[% b] : v(a I Y) = 0, v(b 1 y) = 0. 
Aso, for uniformity in notation, set 
%[4 4 = %I[% 4 and 9**[a, bl = %, 4% 
Theorem VII.1 1.1 of Reid [27] then yields the following result. 
THEOREM 4.3. If hypotheses SN(I), (.T&) hold for (4.1), and [a, b] is a 
nondegenerate compact subinterval of I, then for (p, q) either (0, 0), (0, *), 
(*, 0) OY (*, *) the boundary problem @Ju, b] possesses a sequence of proper 
values hipp = hy[u, b] (j = 1, 2 ,... ), and corresponding proper solutions y,“(t) 
for X = A? stlch that 
(a) X[yipp, ykpq 1 a, b] = Si, , (j, h = 1, 2 ,... ); 
(b) h,PQ = J[y,p4 1 a, b] is the minimum of J[y ) a, b] on 
{Y I Y E am,[a, 4, XL-Y I a, 4 = 11; 
(c) for j = 2, 3,... the class 
{y I y ~9p,&, b], X[y I a, b] = 1, X[yr, y 1 a, b] = 0, h = l,..., j - l} 
is nonempty, and AT9 is the minimum of J[y I a, b] on this cluss; 
(d) /\i” +a3mj+m. 
The boundary problem a&u, b] is a subproblem of each of the problems 
.?&,*[u, b] and g*a[u, b] of dimension m, while B&u, b] and k@*,,[u, b] are 
individually subproblems of L~**[u, b] of dimension in. Consequently, in 
view of a general comparison theorem (see, for example, Theorem 12.3 of 
Reid [27]), we have forj = 1, 2,..., the inequalities 
$*[a, 4 < $%, bl < %h,[a, 4; hj*‘[a, bl < Xi%, bl G %+$‘m[~, bl; 
Aj**[u, b] < $*[a, b] < Ai*+T,[u, b]; Aj**[u, b] < $‘[a, b] < Ar*+T,Ju, b]. 
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Now if Iz and k are positive integers with h + k > rn and b, c, d are points 
of I such that b < c < d, as in the proof of Theorem 2.2 of Reid [24] there 
exists a function y E 9&b, d] such that y is a linear combination of 
yy*(t; b, c),..., yi*(t; b, c) on [b, c], and a linear combination of 
y:“(t; c, d) ,..., yt’(t; c, d) on [c, d]. F rom the extremizing properties possessed 
by the proper values of the boundary problems goo[b, d], 910*[b, c] and 
g.+o[c, d], it then follows that 
X&+,[b, d] < max(%*[b, ~1, h,*‘[c, 4). (4.6) 
In view of the extremizing property of the smallest proper value of the 
boundary problem LBoo[a, b], we have that (2.3) is disconjugate on I if and 
only if A~“[u, b] > 0 for arbitrary nondegenerate compact subintervals [a, b] 
of 1. Since hi*[a, b] < $‘[a, b], then a sufficient condition for disconjugacy on 
I is $*[a, b] > 0 for arbitrary nondegenerate compact [a, b] CI. The above 
inequality (4.6) yields the following result, which in the case of a particular 
type of fourth-order scalar equation was initially established by Howard [lo], 
and for the general scalar case was presented by Reid [24, Theorem 3.11. 
THEOREM 4.4. Suppose that hypotheses J&(I) and (XK) are satisfied, and 
that for arbitrary c E I there exists a d > c such that [c, d] C I and $$[c, d] < 0. 
Then for a given b E I a necessary and su$icient condition for (2.3) to be dis- 
conjugate on {t 1 t EI, t > b} is that hy*[b, d] > 0 for all d > b beZonging to I. 
Under hypotheses zN(I) and (zK) the results of Theorems 11.2-l 1.5 
in Chapter VII of Reid [27] may be applied to the linear Hamiltonian systems 
equivalent to self-adjoint boundary problems involving the matrix differential 
Eq. (4.1), to obtain various expansion theorems. In this connection, it is to be 
commented that the papers of Kamke [13], Schubert [29], Sloss [3l] and 
Zimmerberg [32] are concerned with boundary problems involving self- 
adjoint differential equations of higher order, and that in most instances 
significant cases of the problems treated are of the category considered 
above. 
The presentation of specific criteria for disconjugacy which involve asso- 
ciated boundary problems will be limited to one that is a direct generalization 
of the result of Theorem 4.2 of Reid [24] f or scalar self-adjoint equations, and 
whose proof is essentially the same as in the scalar case. 
THEOREM 4.5. Suppose that on I = [c, co) the self-adjoint Eq. (2.3) is of 
the form (2.13), where the r x Y hermitian matrix functions PU(t) are such that 
P&t) > 0, Pz,-l(t) = 0, and P,,(t) E &::,[a, b] for arbitrary compact sub- 
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intervals [a, b] of I, where k, = 42 or (EL + 1)/2, according as TV is even or odd. 
Moreover, suppose that 
I 
cc 
I’i;(t) dt = 00, (4.7) c 
the hermitian form 
il n3’*p2+2(t) ‘=i +z; [%*%l(t) nm+l - n:+lp2,-l(t) rr ] (4.8) 
is nonpositive for t E I, and (2.13) is disconjugate on [tl , CO) for t, su$iciently 
large. Then each of the matrix integrals 
I 
m 
Pzjm2(t) t2n-2i dt (j = l,..., n) 
G 
is convergent. 
It is to be remarked that the above condition (4.7) is to be interpreted as the 
condition that T*(J~ P&t) dt) 7r--+ 00 as s -+ co, for arbitrary nonzero 
r-dimensional vectors VT. An equivalent condition (see, for example, Problem 8 
of Section 2 in Appendix F of Reid [27]) is that the smallest proper value of 
the hermitian matrix function sz P&t) dt tends to co as s -+ co. 
5. FOURTH ORDER SELF-ADJOINT EQUATIONS 
As a special instance of the results of the preceding sections we shall 
consider the fourth-order scalar differential equation 
b-z(t) Y”W - b%(t) YWI + %o(t) r(t) = 0, (5.1) 
where no(t), rl(t), a2(t) are real-valued functions on an interval I which are 
supposed to be respectively continuous, of class W(1), and of class e2(1). 
Moreover, n2(t) is supposed to be different from zero on I, and we shall 
suppose that n2(t) > 0 on this interval. 
Equation (5.1) is Eq. (2.3), wherein F(t) is the real diagonal matrix 
dkh(t), dt), m2(t)h 1 n t erms of the notation of Section 2, u(t) = u(t / y) 
is the two-dimensional vector function with ur(t) = y(t), u2(t) = y’(t), and 
v(t) = v(t 1 y) is the two-dimensional vector function with 
s(t) = 44 y’(t) - b72w YWl’> 
v2(t) = ~2WYW 
For this system the requirement F,,(t) > 0 is simply the above scalar 
condition r2(t) > 0. 
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The associated linear system (2.6) in the two-dimensional vector functions 
u(t), v(t) has matrix coefficient functions 
Also, the corresponding Riccati matrix differential equation in the 2 x 2 
matrix function W(t) = [W+(t)] in component form becomes 
w;1 + ;@j w12w2, - T”(t) = 0, 
2 
w;2 + WI, + ~ ’ w12w22 = 0, n?(t) 
w;, + w,, + -!- w,,w,, = 0, r2(t) 
(5.3) 
WI2 + w21 +w,, + 1 w& - n-1(t) = 0. %W 
As a special instance of Theorem 4.2, we have that if k(t) is a positive 
continuous function and [a, b] is a nondegenerate compact subinterval of I, 
then the boundary problem 
(4 h(t)Yn(w - h(t)Ywl’ + dt>Yw - w)Y(t) = 0, 
(b) yqu) = 0 = y[*l(ZI), (ff = 0, 11, 
(5.4) 
has an infinite sequence of proper values /\r < h, < ..*, with corresponding 
real-valued proper functions y?(t) for h = hj which are orthonormal in the 
sense that 
I b Kt) Ykt) Ydt> dt = sjk (j, k = 1, 2 )... ), (5.5) a 
and with the property that y = yj(t) minimizes the quadratic functional 
s b h(t) b”(W + dt) [Y’W12 + ~&I Y”(t)) dt a (5.6) 
in the class of real-valued functions y(t) of class %?[a, b], with y’(t) a.c. and 
[y”(t)]” integrable on [a, b], while 
yyu) = 0 = yqb), a =o, 1, 
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and 
s 
b k(t)y2(t) dt = 1, jb k(t)y(t)y*(t) dt = 0, fork <j. (5.7) 
a a 
Moreover, relative to the differential Eq. (5.4a) with X = hj , the endpoint 
t = b is the j-th conjugate point to t = a on the interval (a, b]. 
With the aid of other results of the general Sturmian theory (see, for exam- 
ple, Reid [27, Sections VII.3-5]), one may derive various oscillation and 
separation theorems for self-adjoint boundary problems involving the 
differential Eq. (5.4a), and comparison theorems for boundary problems 
involving different differential operators. 
No attempt is made to present here a bibliography on oscillatory phenomena 
for fourth-order equations. A fairly comprehensive list of such papers prior 
to 1968 is to be found in Barrett [2]. It is to be noted, however, that all the 
results of the recent paper of Leighton [15] on the existence of conjugate 
points, comparison theorems, and Wirtinger-type inequalities for a fourth- 
order equation of the form (5.1), are direct consequences of the application 
to this particular equation of the general theory described in the preceding 
sections. 
As an example of the differential Eq. (5.1), consider the particular equation 
y[i”l(t) + lOy”(t) + 9y(t) = 0 (5.8) 
with constant coefficients n,,(t) = 9, r,(t) E - 10, v,(t) = 1. As is well- 
known (see, for example, Barrett [2, p. 472]), the general solution of (5.8) 
is a linear combination of the products of three solutions of the second-order 
differential equation z”(t) + z(t) = 0. In particular, a fundamental set of 
solutions of this equation is given by 
yl(t) = sin3 2, y2(t) = sin2 t cos t, 
y3(t) = co2 t, y4(t) = cos2 t sin t. 
(5.9) 
The conjoined basis Yl(t) = ( Ul(t); VI(t)) defined by the initial values 
U,(O) = 0, vi(O) = E, , is readily verified to be 
G(t) = [ - iYl(O iY2(0 I - tr1w 12 Yz'(t) ' 
YW> * {- lOy,‘(t) - 
3 r,“(t) 
(5.10) 
Y “W> 
I* 
The matrix Ul(t) is singular if and only if sin t = 0, in which case Ul(t) is the 
zero matrix. Consequently, the points on (- 00, co) conjugate to t = 0 are 
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t = kn, k = &I, *2 ,...) and each such value of t is a conjugate point to 
t = 0 of order two. 
A second conjoined basis Ya(t) = (Us(t); Va(t)) is given by 
Ydt) Y&J 
U2(t) = [Y31(t) y4’(t) 1 ’ 
(5.11) 
V2(t) = [ 
- IOy,‘(t) - y;(t) - lOy,‘(t) - y;(t) 
Y;(t) 1 Y;(t) * 
The fact that Y2(t) is a conjoined basis follows from the initial conditions 
so that V2*(t) U2(t) - U2*(t) V2(t) = 0. The focal points of the family 
Y2(t) are readily seen to be those values oft for which cos t = 0, and for each 
such value U2(t) is the zero matrix. Consequently, the focal points of this 
family are t = (2k + 1) n/2, k = 0, +I, &2,..., and each focal point is of 
order two. One may verify readily that the separation theorems of Section 4 
hold in the particular case of these two conjoined bases. 
In view of the above examples of conjoined bases (5.10) and (5.11) for (5X), 
one has immediately such results as the following: 
Suppose that r,(t) and rl(t) aye real-valued functions such that To(t) is con- 
tinuous and rl(t) is of class 59 on (- 00, 00). 
(i) Ifml(t) < -10, 7r2(t) < 9, th en relative to the diSferentia1 equation 
p”‘(t) - (nl(t) y’(t))’ + ?)(t) y(t) = 0, (5.11) 
there are 
(a) infinitely many points on each of the intervals (0, co) and (-00,0) 
that are conjugate to t = 0; moreover, if these conjugate points are ordered as 
sequences {tD+> and {ts-} with 0 < t,+ < t,+ < .‘., and 0 > t,- 3 t,- > ..., 
then t& < krr and t& > -krr for k = 1, 2,...; 
(b) infinitely many points on each of the intervals (0, co) and (-CO, 0) 
that are focal points of the family Y(t) = (U(t); V(t)), determined by the initial 
conditions U(0) = E, , V(0) = Q, where Q is a real symmetric 2 x 2 matrix; 
moreover, if these focal points are ordered as sequences {r,+(Q)} and (T@-(Q)>, 
with 0 < TV+ < TV+ < ..., and 0 > TV- > TV- > ..., then 
6i(Q) < (2k + 1) d% k = 1, 2,..., if Q+[; $0; 
T,(Q) > - (2k + 1) 7r/2, k = 1, 2 ,..., if Q+e $0. 
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(ii) If rl(t) 3 -10, and nz(t) > 9, and if relative to (5.11) the j-th 
conjugate point tj+, {tj-} to t = 0 which is greater {less} than zero exists, then 
tj+ 3 kp, {tj- < -kjr}, where k, = j/2 OY ki = (j + 1)/2, according as j 
is even or odd. 
Clearly in (ii) the statement must include a hypothesis of existence of the 
considered conjugate point. For example, for rl(t) = 0 and r2(t) = 9, the 
associated Eq. (5.8) isYi”(t) + 9y(t) = 0 which is disconjugate on (-co, co), 
and relative to which there are no points conjugate to t = 0. 
6. GENERALIZED DIFFERENTIAL EQUATIONS 
As established by the author [23, 25, 261, the Sturmian theory is also 
extensible to certain classes of self-adjoint generalized differential systems 
which are equivalent to a type of linear vector Riemann-Stieltjes integral 
equation. In the particular case of higher-order vector differential equations 
under consideration, the functional (2.2) is replaced by 
J[r, z I 6 4 = I:, x’*ww tit + ,I u*(t I4 [~W)l u(t 13% (6.1) 
where M(t) is an nr x nr matrix function of bounded variation on [a, b]. 
In terms of associated nr-dimensional vector functions u(t), v(t) the differential 
system (2.8) is now replaced by a generalized differential system 
(4 -dv + [C(t) u - D(t) v] + [dilq 11 = 0, 
(6.2) 
(b) u’ - A(t) u - B(t) v = 0, 
where the matrix coefficient functions A(t), B(t), C(t), D(t) are defined 
as in Section 2. 
By definition, a solution of (6.2) is a pair of vector functions u(t), v(t) with 
u(t) E &z&9 4, v(t) E wa&, 4 such that the differential Eq. (6.2b) 
holds a.e. on [u, b], while Eq. (6.2a) is understood to signify 
v(t) = f: [C(s) 4s) - W $41 ds + j:, WWI ~(4 + 4&J (6.3) 
for (t,, , t) E [a, b] x [a, b], and the second integral of the right-hand member 
of (6.3) is taken in the Riemann-Stieltjes sense. 
Generalized differential systems of the above form include as special 
instances certain differential systems with “interface conditions” at a finite 
number of points. In particular, examples of a system of this sort may occur 
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in a simple integral nonparametric variational problem as the accessory 
system along an extremizing arc with a finite number of corners, For such 
generalized differential systems no detailed results will be presented here, and 
the reader is referred to the papers of the author cited above for a limited 
number of such results. Indeed, it is to be emphasized that although there are 
certain advantages in dealing directly with such generalized differential 
systems, the “generalization” is so special that theoretically a given system 
(6.2) is equivalent to an associated system of ordinary differential equations 
in the related variables (u(t); v(t)) = (u(t), v(t) - M(t) u(t)) [25, Theorem 
2.31. 
For simplicity, attention will be limited to the case in which 
M(t) = diag{Mr,(t), 0 ,..., 0}, 
where M,,(t) is an r x Y matrix function of bounded variation on [a, b]. 
For this case, the condition that y(t) specifies associated nr-dimensional 
vector functions u(t) = u(t / y), v(t) = v(t 1 y) satisfying (6.2) is equivalent 
to the condition that ur(t),..., u%(t) and s(t),..., a,(t) as defined by (2.4) are 
such that the ur(t) ,..., u%(t) and v,(t) ,..., az(t) are a.c. on [a, b], while s(t) is of 
b.v. on this interval, and for t, E [a, b] satisfies the Riemann-Stieltjes integral 
equation 
-s(t) + 1” &,(s)y’N ds + 1” PM,,(s)1 ~(4 ds = -G,h 
to to 
t E [u, b]. 
(6.4) 
In particular, if the (n + 1) r x (n + 1) Y matrix F(t) is of the form 
diag(O,..., 0, F,,&)), then 
s(t) = w Y) 
is equal to (-1),-l {Fnn(t)y[“l(t)}[“-ll, and (6.4) becomes the integro- 
differential equation 
(- 1)n {F,,(t) yW)Yn-l’ + I;* W&d41 y(s) = -Go), t E [a, bl, (6.5) 
which may be written in differential form as 
(- l)n d({F,,(t)y~nl(t)}[n-ll) + dM,,(t)y(t) = 0. (6.6) 
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