Abstract-One of the Software-Defined Networking (SDN) promises is the programmability of networks through Application Programming Interfaces (APIs). Those APIs allow different users to access the network concurrently. Thus leading to the allocation of dedicated critical resources by a given Service Provider. In this paper we formalize the problem of deadlocks, and present a case where they occur.
I. INTRODUCTION
Cloud Computing offers abstractions of computing infrastructures through the exposition of APIs: Amazon EC2 API [1], Microsoft Azure [2] , Google Cloud APIs [3] or OpenStack API [4] for Infrastructure as a Service (IaaS) Clouds. Likewise SDN offers abstraction of network resources and network services through a NorthBound API.
These APIs allow users to integrate the services exposed by service providers in their applications. Recently applications are composed of services from multi-Cloud providers while they used to integrate services from a single Cloud. SDN starts to follow a similar path. Indeed complex applications require to aggregate the services offered by multiple providers. Companies also consider adopting multiple providers for resilience to meet their Service Level Agreements (SLA).
SDN paradigm adds new levels of abstractions however for some requests resources are allocated by the provider (e.g. HW resources that are limited and not interchangeable). Thus some types of resources can then be considered critical resources. Complex network applications aggregate distributed resources across multiple service providers. In this case multiple users send concurrent requests to allocate critical resources from these providers and we find ourselves facing a well-known problem of distributed systems: the drinking philosophers problem [5] . This problem is characterized by the possible apparition of deadlocks which can lead to problems such as starvation.
In this paper we show that if nothing is anticipated to prevent this problem in the context of multiple SDN providers, deadlocks can occur when you have multiple users. We have set-up an experiment based on a SDN environment composed of the Open-Source Open Network Operating System (ONOS) controller and Open vSwitch switches. Simulations show the occurrence of deadlocks, and that the result of the allocation of resources is not satisfactory for any user in more that 25% of the cases when a resource is critical.
Next Section II will provide some background and related work about the allocation of resources in an SDN context. We will then propose in Section III a formulation of the problem statement for multi-user allocation of critical resources from multiple providers and the definition of critical resources. We then introduce a test case to prove the existence of the problem in Section IV as well as results confirming it. Last Section V introduces possible future work.
II. RELATED WORK
In this section we present a twofold state of the art: first we present the background on SDN and secondly we present state of the art for resource allocation in the context of SDN.
A. Background on SDN [6] as an architecture where the control and data planes are decoupled, network intelligence and state are logically centralized, and the underlying network infrastructure is abstracted from the applications. A SDN architecture as shown in Figure  1 is a three-layer architecture, from top to bottom:
• the Infrastructure layer or Data Plane which includes the SDN capable devices, i.e. switches. SDN introduced two types of APIs : NorthBound APIs and SouthBound APIs. On one hand, the Control Plane communicates with the Data Plane using a SouthBound API. Several research work considered SouthBound APIs [7] . SDN seminal paper focused on OpenFlow which is a protocol for SouthBound API. Other protocols like ForCES [8] are also available.
On the other hand, the Control plane NorthBound API enable clients to program Network infrastructures in new ways or in new kind of applications. SDN controllers each have their own APIs (ONOS [9] for example propose a Java API and a REST API). Some work has also been done to propose programming language for the development of Network applications on top of SDN such as Frenetic [10] or Pyretic [11] .
Wickboldt et al. [12] also propose to add to this SDN architecture a cross-layer management plane for the implementation of Operations, Administration and Management (OAM) functions.
Traditional network configurations are static and are handled by specialized network administrators. The move towards APIs is particularly to avoid static configurations and enable programmability. The pitfall is how to handle the number of users accessing the networks those APIs concurrently.
B. Resource allocation in SDN
In this section we describe the variety of resource allocation research in SDN. Due to concerns in scalability of the architecture if a large number of resources need to be allocated, several works in the recent years (Onix [13] , ONOS [9] , Kandoo [14] , DISCO [15] ) promoted architectures based on distributed controllers instead of monolithic ones. Onix and ONOS, focused on a distributed controller for a single SDN domain, i.e., a centralized logic that is deployed on a distributed platform. The open-source OpenDaylight [16] SDN controller also proposes a distributed architecture. Distributed architectures introduced new potential issues linked to concurrency, if users request updates of the network configuration to different controllers. To avoid inconsistency of the distributed system, Onix and ONOS in their introducing papers [13] , [9] both relied on Apache Zookeeper to elect the master controller. Since this initial work, the architecture of the Opensource project ONOS has evolved and now uses the RAFT consensus algorithm proposed by Ongaro et al. [17] . Dang et al. [18] worked on two implementations of the Paxos consensus algorithm specifically targeted for SDN switches [18] , even one which had no impact on the OpenFlow API but required to make assumptions about how the network orders the messages. All are solutions to the consensus problem faced by a distributed controller that need to be in a consistent state but do not address multiple providers architecture nor potential deadlocks.
Another kind of architecture that has led to several studies is an architecture where large SDN networks are divided in [14] has a different approach, it relies on a hierarchical distribution of two layers of controllers. A root layer that manages the network-wide view and a local layer that has no knowledge of the overall network and no interconnection. None of these solutions address the case of one user composing services offered by multiple providers as a provider that has a multi-domain SDN still expose a single network to its users. Katsalis et al. [20] propose a multidomain orchestration architecture which can be used as an enabler for Network Slices, a concept target for 5G mobile networks and listed challenges for multi-domain for Network Functions Virtualization (NFV) and composition of services as an open problems.
Ferguson et al. [21] addressed the problem of having multiple users (they used the term 'authors') trying to update the network configuration of a SDN domain, they focused on problems linked to the overlapping of those requests. They studied situations where one user can send a request that is in total contradiction with what another user might want, for example security rules where one user want to open a specific port and another want to restrict access to this port. On this problem Canini et al. [22] introduced the concept of Software Transactional Networking (STN) and proposed two algorithms to manage the consistent installation of overlapping or concurrent policies when using a distributed SDN Controller. This is another kind of concurrency problem but different from potential deadlocks.
With LazyCtrl, Zheng et al. [23] also consider that the controller can be exposed to a large number of requests and propose a architecture that relates to the inter-domain composition. This architecture is composed of a central controller that communicates on groups of switches where distributed control modules are deployed to limit the load to which the controller is exposed. But they do not address concurrent access to the critical resources.
Finally, in [24] Yeganeh et al. analyzed SDN architecture and showed no specific bottleneck has been introduced by SDN compared to legacy networks. But bottlenecks already present in traditional network equipment remain present. Memory in particular is often the bottleneck in network equipment, rules are typically stored in Ternary Content Addressable Memory (TCAM) [25] , a purpose-specific kind of memory which can search its entire content in a single operation and is by essence limited.
III. PROPOSED FORMULATION OF THE PROBLEM STATEMENT

A. Definitions and assumptions about the system
A user is an application or a person (e.g. system administrator) that uses NorthBound APIs to interact with the SDN service providers.
We consider a context where an application requires to allocate resources from multiple SDN Service Providers. A SDN Service Provider(SP) offers one or more SDN networks as services through the exposition of an API. This can be the NorthBound API of a SDN controller or any higher-level API that acts as a proxy to the controller NorthBound API.
However, in SDN a deadlock can not happen on any kind of resources, it can only happen for critical resources which are resources that have the following properties:
• unshareable: a critical resource can be used by only one user at a given time • not preemptable: only the user who has allocated a critical resource can release it • not interchangeable: no other resource from another component of the system can be allocated to obtain the same result,
B. The dining and drinking philosophers problems
Handling deadlocks is a textbook problem from Computer Science. The base problem is now known as the dining philosophers problem, a metaphor first introduced by Dijkstra as a student exercise in 1971 [26] . In this metaphor, the users are philosophers who are sitting at a round table and the resources are forks. Each philosopher shares with his two neighbors a fork. To start eating a philosopher needs two forks. A deadlock can happens when two philosophers each waits for the other to put back the fork he has used on the table so he can start eating. When no synchronization mechanism is in place deadlocks can appear, leading to starvation.
In 1984, this was generalized to the allocation of multiple resources by Chandy and Misra who coined it the drinking philosophers problem [5] . In this problem multiple users (the philosophers) can request concurrently multiple resources (the bottles). The set of required resources/bottles may change at each request.
C. Problem definition
We reuse this metaphor to illustrate the problem in our multiple providers context. Considering multiple users who want to allocate multiple critical resources that could come from different SPs, the users play the role of the philosophers and the resources of the SPs the role of the bottles from the original metaphor.
Specifically, we consider that multiple SPs have no prior knowledge of each others and cannot share information. This is different from a multi-domain context where each domain is a part of a larger network of a single SP. This prohibits direct interaction between the two SPs. The assumption is that only the user has knowledge of both SPs. We don't make any assumption on the architecture of the SDN controllers themselves: they can be either centralized (like NOX [27] ) or distributed (like Onix [13] or ONOS [9] ).
In this case, concurrent allocation of critical resources from multiple SPs is similar to the drinking philosophers problem. Deadlocks may occur when multiple philosophers/users want to allocate non-disjoint sets of required critical resources/bottles. SPs have no knowledge of each other, users don't know each other. SPs and users can not synchronize to avoid the deadlocks. Figure 3 illustrates a use-case where two users, Alice and Bob. Each user wants to allocate one critical resource from each of the SPs of a same set of two SPs α and β. They may face deadlocks. Depending on how their requests are processed, four results are possible. 1) Alice can allocate resource from both SPs α and β, Bob cannot allocate any 2) Alice can allocate one resource from SP β and Bob one from α 3) symmetrically to the previous case, Alice can allocate one resource from SP α and Bob one from SP β 4) symmetrically to the first case, Bob can allocate resource from both SPs α and β, Alice cannot allocate any
IV. EXPERIMENTAL PROOF OF THE PROBLEM
We are proposing in this paper a simple use case in order to better illustrate the problem through a basic experimentation. We consider two users, Alice and Bob, who each want to request the creation of two flows. One flow in each of the two distinct SDN networks of SPs α and β. Their expectations is that their applications hosted by these two SPs can communicate once the network is configured. The expected result is that once the flows in each SP are setup, App1a (resp. App1b) the application of Alice (resp. Bob) which runs in Domain α is able to send messages to App2a (resp. App2b) the application of Alice (resp. Bob) which runs in Domain β. They are able to communicate because flows will be created between the appropriate ports of the switches. Those applications are Python applications that send ICMP ECHO messages (App1a,b) echoed on the standard output by App2a,b. For this Alice (resp. Bob) requests the creation of a first flow between Pa1 and Pa2 (resp. Pb1 and Pb2) to SP α. It then requests a second flow between Pa5 and Pa6 (resp. Pb5 and Pb6) to SP β. Tunnels are pre-configured for each user to allow direct communication between the two SPs: between Pa3 and Pa4 for Alice, between Pb3 and Pb4 for Bob.
On a fifth VM (running Debian 9 with 1 vCPU and 256 Mo RAM), Alice and Bob are simulated by Bash and Python scripts that use the NorthBound REST API of ONOS to request the creation of flows on the controllers. Each script requests the creation of a single flow by each SP. An umbrella Bash script runs the Alice and Bob scripts in a uniform random order. Random timers are also introduced in the scripts to ensure that requests are not send in the same order every time. This allows to simulate the concurrent allocation of resources by multiple users in varying conditions.
Memory on a SDN switch is the critical resource in this case. It limits the maximum number of flows that can be created on each switch. In the test environment it has been set very low to allow the creation of a single flow on each switch (using the flow limit parameter in Open vSwitch). This resource satisfies the three properties we listed in the definition for a critical resource in section III. It is unshareable as these flows are between two ports of a SDN switch, and each port is dedicated to one user. It is not preemptable as only the user who requested one flow can remove it, no other user can remove it for security reasons. Most importantly it is not interchangeable, the user requires each of the flows to be set-up between two specific ports, the flow can not be created between others ports as the result would not be the one expected.
One simulation consist on running the umbrella script, which in turn runs the two Alice and Bob scripts. After each simulation the configurations of the switches are reset.
All the VMs are hosted by the same computer (Core i5-5300U 2.3GHz CPUs with 2 cores/4 threads, and 16GB of RAM) running the VirtualBox hypervisor version 5.1.16r11.38.41 under Windows 7.
The architecture of the test-case is represented in Figure 4 . When we run the Alice and Bob scripts concurrently, as introduced in section III, four outcomes are expected. In all cases this is a deadlock: at best only one user gets the two resources it requires and the other is left waiting. Worst cases are the cases labeled 2 and 3, when none of the user gets all the resources required. We ran the simulation 1000 times, the results we observed are shown in Table I We observe in this run that 26.8% of the time each script/user/philosopher only gets one of the two resources it is expecting. Alice got both resources 39.4% of the time and Bob 33.8% of the time. This differs from the theoretical results in section III, where it is expected that each user gets both resources 25% of the time, and in the remaining 50% they each get only one resource. It is possible to obtain a result closer to the theoretical 25% apparition of the four results but this would require to coordinate the users. This shows that the results are very difficult to anticipate. They depend on when each user sends his requests, when these requests are received and how they are managed by the SPs.
As expected due to the random factors, running this simulation multiple times leads to slightly different numbers. However this result is sufficient to show that without synchronization mechanisms deadlocks may occur when multiple users allocate concurrently critical resources from multiple SPs. It also shows that a significant number of times, in this run 26.8%, none of the user can move forward as it only managed to allocate one of the two critical resources he wanted.
V. FUTURE WORK
In this paper, we formalized and showcased the problem of deadlocks. The testbed illustrates that they occur in the concurrent allocation of critical resources from multiple SDN SPs.
Towards a solution to this problem, we will study in more depth in which situations these deadlocks can occur in SDN and NFV environment. In a short term perspective, we plan to apply the algorithm proposed by Lejeune et al. in 2015 [28] while taking into account the challenges that may arise such as the latency caused by the algorithm, the QoS to be fulfilled to the users as well as the adaptation of the algorithm to SDN and NFV environment.
