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Abstract
This thesis will explore strategies for coherent manipulation of multi-photon packets.
Correlated multi-photon states can arise in nonlinear optical devices. A nonlinear
quantum interferometer which includes these states can have interesting and strikingly
dierent behavior from a conventional interferometer. The special quantum states
set up in these devices are degraded by loss. In this thesis, we will set up theory
for describing the interesting quantum behavior of these devices and the limitations
imposed by loss decoherence.
The underlying structure of interferometer states is shared by all two-mode systems|
including classical polarization states of a single-mode ber. We are exploring bire-
fringent systems as a possible implementation of nonlinear quantum coupler ideas,
but also because of its practical importance in optical communications. Polarization
mode dispersion an important source of signal distortion in high-bitrate communica-
tions arising from unwanted birefringence in the ber. We will describe theoretical
analysis of compensated PMD systems, as well as our theoretical and experimental
eeots to develop novel PMD compensators.
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Title: Institute Professor
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Chapter 1
Introduction
In this thesis, we will explore some of the ways people think about light. Naturally,
physicists have thought a lot about this topic, and the current understanding is very
sophisticated: there are theories with every level of complexity, dealing both with the
complicated interactions with matter and of the fundamental issues behind a correct
eld theory. We do not aim to cover new ground in this direction. Rather, we explore
some interesting perspectives that have recently arisen for describing quantum optics
problems: photon conguration-space theory and photon DeBroglie waves.
These perspectives give new insight and interpretations to specic quantum optics
models. In addition, Hagelstein's recent work on photon conguration space provides
more complete answers to some of the most fundamental questions in quantum op-
tics. Here we are more interested in possible applications; a new class of devices that
manipulate light in a qualitatively non-classical way is suggested by these theoreti-
cal developments. In this thesis, we explore the possibility of implementing strange
quantum measurements in a variety of systems.
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Figure 1-1: Interference of light is most easily understood using classical wave op-
tics. In a standard Mach-Zehnder interferometer, we see interference fringes with the
photon wavelength .
1.1 Traditional quantum optics
Generally speaking, light can be understood as a classical wave. The simple and ele-
gant formulation given by Maxwell's equations (along with various models of matter)
generally describes the world very well, and is our classical understanding of light. It
says that the light intensity seen by our eyes or by a detector is the power delivered
by the electromagnetic elds, which vary in time and space according to known rules.
Quantum rules are occasionally needed to complete our understanding. A simple,
classical interferometer is shown in Figure 1-1. The classical description of this in-
terferometer found in an optics textbook accurately describes most of the behavior
of a real device. However, a key concept of quantum uncertainties is part of the real
physics missing from that description. To understand the measurements in detail, one
might instead draw a picture like Fig. 1-2, and say that the uncertainties in the eld
obey the rules of quantum mechanics. Just as a quantum mechanical particle cannot
have a well-dened trajectory|its position and momentum cannot be simultaneously
and precisely known|the quantum eld does not have a well-dened amplitude.
But the picture, Fig. 1-2, does not represent the most general type of quantum
optical system. It shows the case of a quantum system which behaves qualitatively
like its classical counterpart. In general, the dynamics of a nonlinear optical system
can be richer and more complex than this semiclassical view suggests. To see this,
consider that a single-mode classical eld has only one degree of freedom, the com-
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Figure 1-2: In a quantum interferometer, the elds are subject to fundamental quan-
tum uncertainty. The input quantum state determines the counting statistics, and
thus the uncertainty, but the qualitative behavior of the device is the same as the
classical case.
plex eld amplitude a(t). A single-mode quantum eld can exist in a superposition of
number states jni, so that the state is described by an innite-dimensional complex
amplitude vector. Since the state space is much larger, one can in theory construct
quantum systems that have complicated Hamiltonians and highly nontrivial dynam-
ics. For example, one could construct a self-consistent mathematical model for an
interferometer which has wildly dierent behavior depending on the input photon
number. Although the traditional formalism for describing quantum optical states
permits such complex, non-classical dynamics, physicists almost universally study
semiclassical systems.
The reason is simple: in the real experiments that they have analyzed, a semi-
classical picture works very well; as in Fig. 1-2, quantum properties may have an
important eect on the measurement, but they do not qualitatively change the dy-
namics of the device. Ultimately, this is because optical nonlinearities are weak. In
the next chapter we will see that the dynamics of a linear optical system are essentially
classical. In real-world systems with small nonlinearities, more non-classical states
of a system are not accessible. The dynamics can generally be handled with some
semiclassical approximation, and deviations from the classical eld remain small as
the system evolves, as with the case of squeezing. Squeezing experiments demonstrate
an important and potentially useful eect|they break the limits of shot noise in an
interferometer|but work within the semiclassical regime. Such a system necessarily
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involves a quantum analysis, but has qualitative behavior which is still essentially
classical.
1.1.1 A new look: photon conguration space
Light is made up of particles called photons. These particles are immediately apparent
in the traditional quantum optics literature; in particular, everywhere in these theo-
ries, the particles are being created and destroyed by photon operators. Well-known
manipulations of photon operators|the methods of second quantization|allow us to
analyze and solve optical models. But while we see the photons everywhere, they do
not seem to act like the familiar particles of Sophomore physics. The photons that we
meet in the literature sometimes have momenta, but almost never have position vari-
ables, or anything remotely resembling a trajectory (however uncertain) that would
let us visualize it as a normal particle. When we ask why this is, the literature tells
us that photons are fundamentally dierent from particles with mass, and that we
must avoid thinking about certain photon qualities, like position, for reasons which
are complicated and theoretical.
This thesis is in part motivated by the notion that photons can and should be
thought of more like \regular" particles. To prove that they can, Hagelstein recently
answered the question: \Why don't people ever talk about photon wavefunctions?"
The answer is a bit involved [31]. The basic idea is as follows:
To form a correct description of an optical system using a photon wavefunction,
you would want to prove that the description is equivalent to the more fundamental
quantum electrodynamics description. In the middle of this proof, one discovers a
number of problems, and one might understandably declare that photon wavefunc-
tions are too problematic, and thus meaningless.
What Hagelstein pointed out is that these daunting technical issues bear a very
close resemblance to the issues that come up when one derives an electron-wavefunction
model from QED! That is, there are issues, but they are not nearly as dierent for
photons and electrons as people generally believe. Hagelstein has carried out the
solution of the technical problems, and outlined various properties of a photon wave-
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function. The notion of a wavefunction can thus be carefully dened and reconciled
with known properties of photons|for example, one should not infer that since a
photon has a wavefunction the problems with dening a photon position operator go
away. A photon still does not have a well-dened position operator (as is well known),
but a wavefunction can be dened to include this property.
The second assertion is that people should use more particle-like descriptions of
optical systems. Several reasons come to mind: One is the great success of particle
and wavefunction-based methods in atomic and nuclear physics. If these methods
were so useful in other areas, why arbitrarily exclude them from quantum optics?
At least in some cases, second-quantized descriptions using creation and annihilation
operators are much more complicated than the equivalent \rst-quantized" (that is,
wavefunction or coordinate-based). Much of our basic intuition comes from the simple
rst-quantized problems we studied before we knew about creation and annihilation.
Could we not discover a much more basic intuitive understanding of some systems,
then, by thinking more in terms of particles?
The name for this particle-oriented type of theory is \photon conguration space."
While the term itself may be o-putting, I emphasize that it refers to the kind
of simple theory generally used as an introduction to quantum mechanics, where
particles have position and momentum coordinates, etc. Finally, we stress that a
conguration space model is generally derived from, and exactly equivalent to some
second-quantized counterpart. Conguration-space theory does not describe dierent
physics, but it describes a system in a dierent way. Naturally, the hope is to uncover
aspects of the physics which were obscured in the second-quantized description.
This brings us to the obvious question: Does the conguration space perspective
oer anything new and useful? Much of the research done towards this thesis has been
motivated by this question. In the next chapter, Chapter 2, we present background
for the problems of optical propagation and interference. Chapter 3 gives a detailed
example of conguration space applied to soliton propagation in ber. It presents
simple thought experiments for manipulating quantum solitons and obtaining new
and potentially useful eects. In Chapter 4, we identify severe diculties of such
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an approach due to loss decoherence. In the process, we identify an interesting new
interpretation of soliton noise in the presence of loss and gain. This is an example of
how a conguration-space theory can gives us useful intuition to apply towards other
problems. We then move on to the topic of DeBroglie-wave interference. We describe
this briey below.
1.1.2 Photonic DeBroglie waves
The rst published photon conguration space theory for quantum-optics applications
was probably [51]. In that article, Lai and Haus describe a soliton state in terms of a
wavefunction 	(x
1
; : : : ; x
n
) for the positions x
j
of n photons along the length of the
ber. In this formulation, the Kerr nonlinearity appears as an attraction between the
photons: a pairwise, delta-function potential, V = V
0
P
j 6=k
(x
j
  x
k
). Under this
attractive force, the photons can be trapped into a bound state not unlike that of an
atom or nucleus.
A bound, many-photon object has the potential to be very interesting. Naturally,
in a many-photon soliton, one can observe relatively uninteresting, semiclassical be-
havior. If each photon approximately sees a classical \mean eld" generated by the
others, then little correlation will develop between photons, and the resulting state
will be unremarkable. On the other hand, we can imagine manipulating this quantum
pulse as a whole, placing it in a superposition of states, and even observing interfer-
ence not of the individual photons, but of the n-photon object. In the next chapter,
we will elaborate on this \photonic DeBroglie wave" concept. We will see that it is
both strikingly dierent than the usual quantum optical manipulations of light, and
potentially quite useful.
Chapters 5 and 6 take a detailed look at a particular photonic DeBroglie wave
interferometer model. We have numerically and theoretically conrmed exciting new
physics present in some simplied interferometer models, and tried to assess the
plausibility of a real-world implementation. Chapter 7 briey outlines the connection
between the two-mode problems of Chapters 5 and 6, and the problem of polarization
dynamics addressed in the remainder of this thesis. To some extent, this connection
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is obvious: the two polarizations of a \single-mode" waveguide constitute a two mode
system with exactly the same mathematical framework as an interferometer. Similar
issues of nonlinear dynamics and squeezing have been studied in both kinds of systems.
1.2 Polarization and optical ber communications
If polarization dynamics are a potentially interesting implementation of the above
quantum ideas. However, classical polarization dynamics in an optical communica-
tions line is an issue of intense practical interest. Unwanted varying birefringence in
optical ber is a key source of signal distortion limiting communications bandwidths
today. This distortion is called polarization mode dispersion. In the nal chapters,
we summarize our theoretical and experimental contributions in the area of polar-
ization mode dispersion. Chapter 8 provides some quick background of how PMD is
described theoretically, and how people try to mitigate the distortion. In Chapter 9,
we present a theoretical analysis of the accumulation of PMD in a cascade of com-
pensated channels. Finally in Chapter 10, we discuss estimation of PMD parameters
using polarimeter measurements. This is part of an eort towards feed-forward PMD
compensation conducted with Patrick Chou and Poh-Boon Phua.
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Chapter 2
Quantum propagation and
interference of light
The bulk of this thesis examines specic implementations of untraditional quantum
optics ideas: conguration space and photonic DeBroglie methods. Here we give
some background on the quantum theory of pulse propagation and optical interfer-
ence. We briey discuss the basic approach traditionally used for quantum optics
problems: second-quantization with some semiclassical approximation. We also note
that the traditional quantum optics literature is consistent with the possibility of
qualitatively new eects. The literature tends to emphasize semiclassical dynamics
because realistic systems generally fall safely within this regime. The type of ef-
fects that would be encountered in another regime, that of Photonic DeBroglie wave
devices are fascinating, and outlined briey below.
2.1 Standard method: second-quantization
The theory of quantum optics has almost all been in terms of a second-quantized
description. This refers simply to a description written in terms of photon anni-
hilation and creation operators. As a simple example, one might look at a set of
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electromagnetic modes with photon energies h!
k
, given by the Hamiltonian,
^
H =
X
k
h!
k
a^
y
k
a^
k
: (2.1)
The Hamiltonian and commutation relations,
[a^
k
; a^
y
j
] = 
kj
(2.2)
are the starting point for the well-known methods of performing quantum optics
calculations. By including various coupling and nonlinear terms in the Hamiltonian,
one can model and understand a rich variety of optical systems.
2.1.1 Linear optical systems
Quantum dynamics do not play a particularly interesting role in the dynamics of
linear optical systems. A system is linear if it has a photon-conserving quadratic
Hamiltonian,
^
H =
M
X
j;k=1
E
jk
a^
y
j
a^
k
(2.3)
The dynamics of all such M -mode systems are essentially the same. To see this,
note that the Hermitian matrix with entries E
jk
can be diagonalized by a unitary
transformation U ,
E
0
= UEU
y
(diagonal): (2.4)
Now dene the new set of photon operators for the new eigenmodes of the eld,
^
b
j
=
X
k
U
jk
a^
k
(2.5)
and obtain the diagonalized form of the Hamiltonian,
^
H =
M
X
k=1
E
0
kk
a^
y
k
a^
k
: (2.6)
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From here the eigenvalue decomposition of any quantum state is trivial, and so the
general quantum dynamics follows the standard methods for exactly diagonalized
systems.
That the exact solution of the eigenstates amounts to the diagonalization of an
MM matrix is a very nontrivial statement. The classical system hasM modes, but
the quantum problem has many more dimensions. That is, anM -mode eld has basis
states jn
1
; n
2
; : : : ; n
M
i, where any of the n
j
's can in principle extend from 0 to 1.
Even for a nite number of photons, the state space is large. The matrix E that we
diagonalize is clearly not the Hamiltonian of the quantum problem. Linear systems
are a special case where the potentially complex quantum dynamics reduce to the
simpler classical mode decomposition. The only dierence between a quantum and
a classical eld is that the quantum eld is still fundamentally made up of discrete
energy quanta. Uncertainties arise from the counting statistics of the photons.
There is another reason why this type of system is not as \interesting" as a
nonlinear optical system. Any linear system with an input coherent state has a
coherent state for all time. Since coherent states essentially act like classical elds, one
goal of quantum optics is to explore systems which can transform ordinary coherent
states into more interesting \quantum" states. Only when a system has a nonlinearity
can it develop interesting quantum dynamics given a \classical" (that is coherent-
state) input eld. The proof is simple; given the above Hamiltonian, the coherent
state j
k
(t)i satises the Schrodinger equation as long as  satises the classical
coupled-mode evolution,
i
d
dt

j
(t) =
X
k
E
jk

k
(t) (2.7)
This can be conrmed by direct substitution.
2.1.2 Nonlinear systems and squeezing
Consider the degenerate parametric amplier analyzed, for example, in [34]. This
system has a non-quadratic Hamiltonian, which couples pump photons (with operator
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^b) to pairs of signal photons (with operator a^),
^
H = V
^
b
y
a^a^+ V

a^
y
a^
y
^
b: (2.8)
By writing the Heisenberg equation of motion, one quickly nds that the coupling
of the pump and signal is not trivial. One cannot easily transform the Hamiltonian
into any exact, diagonalized form as we could in the linear case. While the evolution
equations have a compact, intuitive form, they are not at present exactly solvable.
Yet the quantum properties of parametric oscillators are well understood. As
with other real-world optical systems, the optical nonlinearities are small and allow a
semiclassical analysis. For the same basic reason, physicists have generally been able
to get an excellent understanding of squeezing and other quantum optical phenomena
from semiclassical or linearized theories. In this case, the small optical nonlinearity
requires an intense pump eld. Quantum uncertainty in this many-photon eld can
then be considered a higher-order correction, and an approximate solution is obtained
by setting
^
b to a complex constant [34]. with this approximation, the Heisenberg
evolution takes the simple form,
d
dt
2
6
4
a^
a^
y
3
7
5
=
2
6
4
0 C
C 0
3
7
5
2
6
4
a^
a^
y
3
7
5
(2.9)
This equation is exactly solvable, and in fact gives the well-known Bogolyubov trans-
formation,
2
6
4
a^(t)
a^
y
(t)
3
7
5
=
2
6
4
 



3
7
5
2
6
4
a^(0)
a^
y
(0)
3
7
5
: (2.10)
This is the essence of squeezing in a parametric amplier; once the evolution is shown
to give a Bogolyubov transformation, one can immediately connect with the standard
literature on squeezed states. Naturally, there is a literature lling in various details
and higher-order corrections of this result.
Another type of linearization is seen in soliton theory. again, the idea is that
soliton formation in materials with small nonlinearities requires many photons. The
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quantum nature of the eld then leads to only tiny deviations from the classical evo-
lution. This is formalized in [35] by writing the quantum eld explicitly as a classical
part and a small quantum correction,
^
(x) = 
0
(x)+v^(x). In these semiclassical anal-
yses, one is assuming from the outset that the qualitative behavior must be classical
(generally a quite reasonable assumption). In this thesis, we would like to explore
the possibility of another, truly nonclassical, regime. A regime where the quantum
deviations v^ slowly grow until they are no longer a small perturbation. Such a regime
requires a dierent perspective, which we discuss in the next section.
2.1.3 Two-mode interferometer
We are particularly interested in two-mode quantum problem, since it captures in a
simple way the essential aspects of interference. Once we have two modes, light can
evolve along two \paths" in a system and show interference between these paths.
A basis of two-mode states is constructed from the photon operators and the
vacuum state j0; 0i,
j i =
X
n
1
;n
2
c
n
1
;n
2
jn
1
; n
2
i (2.11)
jn
1
; n
2
i =
1
p
n
1
!n
2
!
(a^
y
1
)
n
1
(a^
y
2
)
n
2
j0; 0i (2.12)
Linear coupling between two modes can now be described, for example, by
^
H = h!
0
(a^
y
1
a^
1
+ a^
y
2
a^
2
) + V (a^
y
1
a^
2
+ a^
y
2
a^
1
) (2.13)
and allows us to understand the quantum behavior of a beamsplitter, for example.
Along with the phase shift operator,
^
P = e
i(n^
1
 n^
2
)=2
: (2.14)
this allows us to understand the basic limitations on interferometry imposed by quan-
tum mechanics.
Historically, the problem of dening the phase shift  resolvable in an inter-
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ferometer with a given optical power has been very important. The model outlined
above reveals that that \shot noise" in an interferometric measurement is a result of
the statistics of photons choosing one path or another as they pass through the inter-
ferometer [10, 70]. That is, the statistics of photons independently choosing a path at
the beamsplitters ultimately gives rise to a limiting uncertainty in output intensity.
Careful analysis of this problem demonstrated that appropriate combinations of spe-
cial quantum states at both ports of an interferometer could lead to sub-shot-noise
measurement precision [10, 6, 82, 87]. This is one of the main successes of quantum
optics.
The current theoretical understanding of the quantum interferometer is quite so-
phisticated. It includes methods of representing states and visualizing the transfor-
mations such as given in [87]. It is clear that the authors of these papers understood
that quantum states can in principle display complex, qualitatively non-classical dy-
namics. However, examples in the real world are hard to come by, due in part to
decoherence eects that we discuss in Chapters 4 and 6. The community has come
to think of things semiclassically, so that now the suggestion of any eect that is
not semiclassical is seen as being very counter-intuitive. The untraditional perspec-
tives that we discuss in this thesis try to present an intuitive way of understanding
problems outside of the semiclassical regime. It remains to be seen whether these
perspectives will fulll their potential for uncovering new possibilities in real systems.
The brief background that we have given above give some of the basic context of
our problem. In Appendix A we outline some interesting related problems that may
help motivate and clarify the scope of this research.
2.2 Photonic DeBroglie Waves
A standard Mach-Zehnder interferometer was shown in Fig. 1-1. The two modes are
coupled linearly by a beamsplitter, and a phase shift  is applied, for example by
introducing a path length dierence, l, such that  = 2l=. The interference
observed at the detectors of course shows characteristic wavelength . The quantum
34
statistics of such a linear device are well understood [87, 9]. They can be summarized
surprisingly well by a simple linearity argument: when many photons enter a linear
interferometer, each chooses its output port independently of the others, with proba-
bilities proportional to the classical intensity. Since each photon follows the classical
intensity, the dynamics are essentially classical, with quantum \uncertainties" arising
through the counting statistics.
Very dierent physics arise if, somehow, each photon's path through the interfer-
ometer depends on the other photons. For example, imagine that we have designed
a special nonlinear beamsplitter which eectively binds the photons together, but
allows them to couple between waveguides as a single quantum unit. The behavior
that would result, shown in Fig. 2-1, may seem counterintuitive. The detector cur-
rents show interference with characteristic wavelength =N , where N is the number
of photons. One can gain some physical intuition by thinking in terms of a bound
N -photon particle with momentum N2h=. Like a bound group of nucleons, the
wavelength varies as one over the momentum, and is thus inversely proportional to
the number of constituent particles, N . Mathematically, this \counterintuitive" be-
havior actually comes right out of standard theory. It is well known that the phase
shift operator is given by
^
P = e
i(n^
1
 n^
2
)=2
: (2.15)
Suppose one could generate a correlated superposition state, where all photons are
placed in one waveguide jN; 0i or the other j0; Ni, but are never divided between the
two:
j	i = jN; 0i+ j0; Ni (2.16)
This state is inherently very sensitive to phase shifts between the modes [5]. It
experiences N times the usual, classical phase-shift. For example, with  =  =
1=
p
2,
^
P j	i = e
iN=2

jN; 0i+ e
iN
j0; Ni

=
p
2: (2.17)
so that the nal state oscillates from jN; 0i + j0; Ni to jN; 0i   j0; Ni and back
again as  varies from 0 to 2=N . This result seems counterintuitive only because
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Figure 2-1: The nonlinear Mach-Zehnder interferometer pictured here has special
beamsplitters in which N photons are eectively bound together. One can show that
such a bound N -photon particle exhibits a striking =N interference eect.
optical nonlinearities are typically weak, so that strongly correlated states such as
j	i typically do not arise. Below, we discuss a device model for generating the
superposition state and resolving the phase-shifted states.
The possibility of designing such devices with qualitatively non-classical behavior
has generated much enthusiasm. Recent papers [77, 25, 7] have built on earlier results
using entangled photon pairs; papers such as [50, 65] report early photonic DeBroglie
wave measurements, although they precede the use of that name. While photon-pair
results are interesting, their generalization to the more interesting multiple-photon
case (N > 2) is nontrivial. Existing proposals [4, 62] may be dicult to implement.
In Hagelstein's proposed nonlinear coupler, one achieves N -photon correlated
states in a natural way: the nonlinear \attraction" between photons essentially leads
to bound states in the coupler analogous to the soliton bound states of the nonlinear
Schrodinger equation. A number of eects may make the concept dicult to imple-
ment. For example, to maintain coherent superpositions, one must essentially avoid
losing even a single photon. This translates to a very strict requirement on the ratio
of loss and nonlinearity coecients.
Similarly, in pulse propagation, quantum uncertainties are typically thought of
a small perturbation of qualitatively classical dynamics. However, at least within a
simple mathematical model, one can clearly construct quantum superposition states:
the soliton can be in a coherent superposition of position states, for example. If the
positions were well-separated, we would again be able to observe qualitatively new,
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non-classical eects analogous to the interferometer eects described above. In the
next four chapters, we will explore these theoretical possibilities.
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Chapter 3
Lossless pulse propagation
Optical solitons have been a successful tool for exploring quantum mechanics because
of their elegant basic physics. The simplest model has a balance of ber dispersion
and Kerr nonlinearity, given by the Hamiltonian [51],
^
H = h
"
 !
00
2
Z
dx
^

y
(x)
@
2
@x
2
^
(x) + 
Z
dx
^

y
(x)
^

y
(x)
^
(x)
^
(x)
#
(3.1)
We can relate this Hamiltonian to our classical intuition by writing the Heisenberg
equation of motion: the eld operators evolve according to the quantum version of
the nonlinear Schrodinger equation,
i
d
dt
^
(x; t) =
 !
00
2
@
2
@x
2
^
(x; t) + 2
^

y
(x; t)
^
(x; t)
^
(x; t) (3.2)
Quantum solitons resemble their classical counterparts|the above equation governs
the quantum (Heisenberg) eld operator, but if we remove the hats we get a classcial
nonlinear wave equation, which has soliton solutions:

0
(x; t) = Asech((x  x
0
(t))=x
s
)e
ip
0
x+i(t)
: (3.3)
These are subject to the soliton condition, 2jAj
2
 = j!
00
j=x
2
s
and well-known evolution
equations _x
0
= !
00
p
0
and
_
 = (!
00
=2)(1=x
2
s
  p
2
0
). We use !
00
< 0 and  > 0.
The derivation of the above \moving frame" equation is discussed in [51]. When
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using this equation, we must keep in mind that pulse timing and temporal shape
have been converted into position x and propagation along the ber length z has
been converted to an evolution in \time" t = z=v
g
. What appears mathematically
as momentum,  ihd=dx, corresponds better physically to frequency. Thus we refer
to the \spectrum" of the pulse at many points in the discussion of the momentum
uncertainty.
3.1 Conguration space and soliton states
A key concept in understanding quantum states in optical ber is the separation of the
collective coordinates from other, internal degrees of freedom. The collective variables
of the eld are quantities such as the total photon number and average position. Other
degrees of freedom can be thought of as the relative positions of photons along the
length of the ber, as we discuss below. The remarkable thing is that the evolution
of collective and relative variables separate completely, dramatically simplifying the
dynamics. This is true in the classical dynamics, and plays an important role in the
quantum system as well. In particular, soliton dynamics are especially simple, since
the relative coordinates are in a bound eigenstate. In this section, we give a brief
review of a number of key concepts related to quantum states and the separation of
collective and internal variables.
3.1.1 n-photon wavefunction
Consider a state of n photons. These photons can in general be in any mode of the
one-dimensional system, and may not form a soliton at all. The separation we are
looking for is most clearly formulated using the photon wavefunctions of [51, 32]. The
most general n-photon state is described by a symmetric wavefunction 	(x
1
; : : : ; x
n
)
of the individual photon positions, x
1
, etc,
j	i =
1
p
n!
Z
dx
1
: : : dx
n
	(x
1
; : : : ; x
n
)
^

y
(x
1
) : : :
^

y
(x
n
)j0i (3.4)
40
Applying the Hamiltonian (3.1) to the above state, we nd the equivalent \conguration-
space" Hamiltonian [51, 32],
^
H
n
(t) = h
2
4
X
k
 !
00
2
d
2
dx
2
k
+
X
j<k
2(x
k
  x
j
)
3
5
: (3.5)
That is, this Hamiltonian acts directly on 	(x
1
; : : : ; x
n
) and is mathematically equiv-
alent to the second-quantized Hamiltonian on the n-photon sector,
^
Hj	i = j
^
H
n
	i; (3.6)
as can be conrmed by direct substitution.
3.1.2 Collective coordinates
The basic idea of separating variables is that the collective position,
X =
1
n
n
X
k=1
x
k
(3.7)
is special: as with many massive particle systems, forces between the photons move
their individual positions, but do not move their center-of-mass. More precisely, X
is the conjugate variable to the total eld momentum, P , which is conserved by the
Hamiltonian [51]. X then evolves exactly like a free particle.
We would like a simplied evolution, where X evolves separately,
	(x
1
; : : : ; x
n
; t) =  
n
(X; t)
n
(x
1
 X; : : : ; t): (3.8)
Mathematically, this results from separability of the Hamiltonian. It can be written
exactly as a sum of collective and relative parts with no interaction of the two [32]:
^
H
n
=
^
H
c
+
^
H
r
(3.9)
The free particle evolution of X is then independent of the state of the relative
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coordinates|independent of the shape of the pulse. The evolution takes an arbitrary
wavefunction  (X; 0) as an initial condition to the free-particle Schrodinger equation
[32, 43],
ih
d
dt
 
n
(X; t) =
^
H
c
 
n
(X; t) =
 h!
00
2n
d
2
dX
2
 
n
(X; t) (3.10)
Naturally, the relative coordinates evolve according to their (more complicated) Hamil-
tonian,
^
H
r
ih
d
dt

n
=
^
H
r

n
: (3.11)
A soliton state refers to a special state of the relative coordinates, a bound eigen-
state of 
sn
,
E
sn

sn
=
^
H
r

sn
: (3.12)
For a soliton state, the center position X and photon number are the only remaining
degrees of freedom (along with their conjugate variables). The relative coordinates
x
1
 X, etc., are constrained to their specic bound state. The bound state 
sn
has
been discussed at length in [51, 52].
3.1.3 Example: two photons
The two-photon case is worth mentioning because it demonstrates the general proper-
ties of the separation and bound-state, but can be exactly solved and easily visualized.
The two-photon Hamiltonian,
^
H
n
= h
"
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d
2
dx
2
1
+
d
2
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2
2
!
+ 2(x
1
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2
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#
: (3.13)
can be readily written in terms of the collective and relative coordinates, X = (x
1
+
x
2
)=2 and  = x
1
  x
2
. To relate the momenta, we use
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(3.17)
so that
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dX
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The Schrodinger equation is clearly satised by 	(x
1
; x
2
) =  (X; t)()e
 i
t
if these
functions obey,
ih
@
dt
 (X; t) =
 h!
00
4
d
2
dX
2
 (X; t) (3.20)
and

() =
"
 !
00
d
2
d
2
+ 2()
#
(): (3.21)
The two-photon soliton can thus be reduced to the solution of two textbook 1-D
quantum problems. The bound state () is the exponential \tent" function, () =
p
A exp( jAj), A = =j!
00
j.
3.1.4 Large n: Hartree approximation
The Hartree approximation allows us to apply our understanding of the classical
dynamics of a system to the quantum problem. Within the approximation, for large n,
the individual photons in a soliton take the classical eld (3.3) as their wavefunction.
As shown in [83, 51], 
sn
is approximately the product wavefunction

sn
(x
1
 X; x
2
 X; : : :)  
0
(x
1
 X)
0
(x
2
 X) : : : (3.22)
A product wavefunction does not capture all aspects of the bound state (such as
photon correlations); it should be used to describe the distribution of a single photon
whenever one is singled out. This conrms our classical intuition: for example, when
viewed on a standard detector, the pulse will have the expected classical shape, since
each photon is randomly distributed according to the classical intensity. In this
sense, the relative coordinates retain the classical properties of the soliton, while the
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Figure 3-1: The many-photon wavefunction describing a quantum optical pulse is
composed of collective position  (X) and relative position parts. In the Hartree
approximation, the relative position of each photon about X follows the classical
eld 
0
(x
j
 X).
collective coordinates (momentum, position, photon number, and phase) carry the
quantum uncertainties, as depicted in Figure 3-1.
3.1.5 Classical states and strange quantum states
The separation discussed above is important in two respects: First, it is the under-
lying reason why simple, closed-form evolutions have been found for the collective
coordinates. For example, in deriving the Gordon-Haus eect [29] and certain soliton
squeezed-state eects, the analysis is manageable because the collective variables do
not couple to the continuum. Second, the separation implies the possibility of gener-
ating intriguing quantum soliton states. These states defy our usual (semiclassical)
intuition.
Consider the standard coherent-state soliton. This is the state that most strongly
resembles a classical soliton. The quantum uncertainty of the collective position and
momentum can be calculated from the linearized theory [35]. More intuitively (but in
exact agreement with the linearized calculation), the coherent-state, or \shot-noise,"
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uncertainty is that of n uncorrelated photons distributed in the classical eld (3.22):
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Similarly for the momentum,
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(3.24)
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h
0
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j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2
i
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On the other hand if the photon positions or momenta are correlated, we can achieve
non-coherent-state uncertainties. Below we explore the possibility of generating mo-
mentum squeezed states, which we dene as having sub-shot-noise uncertainty in the
momentum
^
P .
The quantum position uncertainty of a large-n soliton is typically orders of magni-
tude smaller than the classical pulsewidth. A moderate amount of momentum squeez-
ing may broaden the position wavefunction  (X), but not nearly enough to approach
the classical pulsewidth. The quantum uncertainty is thus a tiny perturbation of
the classical eld, even for fairly large squeezing. On the other hand, noise-driven
position uncertainties can be large, but are accompanied by a loss of coherence. This
type of uncertainty is best thought of as a classical noise (though it may ultimately
arise from quantum mechanisms).
A more remarkable possibility is illustrated in Figure 3-2. Here the collective
position wavefunction  (X) has two peaks separated by a distance greater than the
classical pulse width. Physically, this means that all n photons are either localized
at one position or the other, but are not divided between the two. When observed
on a photodetector, the pulse will randomly \choose" one position or the other, but
will not be broken up. Furthermore, these two states are in a coherent superposition:
They can, in theory, be manipulated to give n-photon interference eects analogous
to those in [65, 22]. Such a state is highly non-classical and unusual, since it has
macroscopically observable states in quantum superposition. For precisely the same
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? (X)
X
Semiclassical State
 (X)
X
Superposition State
Figure 3-2: The position wavefunction is far narrower than the pulsewidth for a
coherent state, or any state arising from semi-classical dynamics. Other, highly non-
classical states are possible theoretically: The \superposition state" depicted here has
position uncertainty greater than the classical pulse width. Such a state represents a
quantum superposition of macroscopically distinguishable states.
reason, it is extremely fragile.
The possibility of such remarkable and counter-intuitive states within our mathe-
matical model follows directly from the above discussion. We have seen that  (X; t =
0) is in principle completely unconstrained. An intriguing question, then, is how one
might arrange for a classical state to transform into one of these remarkable states.
Below we discuss a modied momentum squeezer that can make this transformation
in an ideal system. We also discuss how ber losses generally prevent such extreme
non-classical states.
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3.2 Unperturbed soliton evolution
The unperturbed soliton evolution can be understood without the explicit use of a
photon-conguration-space theory [35, 44, 19]. The conservation of momentum and
number, and the spreading of their conjugate variables, position and phase, can be
calculated in a number of ways. For example, the linearized evolution of the collective
variable projections gives [35],
hp^
2
(t)i = hp^
2
(0)i (3.26)
hx^
2
(t)i = hx^
2
(0)i+ 4hp^
2
(0)it
2
(3.27)
hn^
2
(t)i = hn^
2
(0)i (3.28)
h
^
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2
(t)i = h
^

2
(0)i+
n
2
0
jcj
4
4
hn^
2
(0)it
2
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The projections give us equations with the form of free-particle dynamics for small
quantum deviations. However, we have seen above that the position evolution can
be separated exactly, not a result of the linearization. In [32], Hagelstein derived
free-particle dynamics for position and phase. The conguration-space calculation
assumed only the Hartree approximation and large-n. Thus an ideal, unperturbed
soliton would show position and phase spreading even in the long-time limit, when
the uncertainties become fairly large.
We would like to emphasize that photon conguration-space theory is not a dier-
ent set of models for quantum optics problems. Instead it is a dierent way of handling
the same models. A CS Hamiltonian is generally derived from, and mathematically
equivalent to, some second-quantized model. In this section, we discuss the results
of [32] in this light. We show that once intuition is taken from the \particle picture"
of solitons, the mathematical results can be obtained using strictly second-quantized
methods.
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Figure 3-3: Free particle dynamics are depicted here for the classical case of a ballis-
tically expanding gas and for the quantum case of a Gaussian wave packet. The real
part (dotted) and magnitude (solid) of the wavefunction are shown. The evolution of
soliton position in a nonlinear, dispersive ber can be understood in terms of these
simple pictures, despite their complicated appearance in second-quantized language.
3.2.1 Position Dynamics
Despite all of the mathematics, the basic soliton evolution is extraordinarily simple.
The basic intuition is that the soliton moves as a free-particle, a particle with no
forces acting on it. If the momentum of the particle is initially uncertain, its position
will spread in a ballistic fashion, like initially conned particles in a gas, or a group
of joggers running at constant but dierent speeds. This simple concept is depicted
in Figure 3-3.
To derive ballistic dynamics, we need nothing more than the Heisenberg equation
of motion:
ih
d
dt
q^ = [q^; H]; (3.30)
applied to position and momentum. The second quantized denitions are equivalent
to Eqs. (3.7) and (3.24):
^
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Z
dx
^
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(x)
^
(x) (3.31)
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Thus X and P are canonically conjugate [
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Spreading is obtained by solving the above system, in terms of the initial values
(subscripted with 0):
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This agrees with the linearized result (3.27) for the appropriate normalization and
initial conditions.
3.2.2 Phase dynamics
Number and phase behave more-or-less like momentum and position. However, the
analysis of phase is complicated by a number of issues. Phase is not a well-dened
quantum variable. Even for a one-mode system, there are problems in dening the
quantum variable canonically conjugate to photon number. This has been recognized
for a long time. Further, our problem is multi-mode: we must then identify what
mode of the eld the phase applies to.
These diculties require that we look at the large-n limit for a meaningful phase
operator. This is what is typically done for single-mode problems. Large-n solitons
are also subject to the Hartree approximation, which is very useful in dening and
analyzing phase.
The basic argument has three parts. The rst is that, within the Hartree ap-
proximation, there is a single, well-dened, soliton mode. The quantum phase of the
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soliton can thus be identied with this mode, the normalized classical soliton 
0
(x).
The second part is that when the photon number is large, and the phase uncer-
tainty is not too large, one can use the conjugate relation
[
^
;
^
N ] = i (3.38)
as an (approximate) dening relation for 
^
. We will use this commutation relation
rather than an explicit expression for  to derive the dynamics.
Finally, the Hartree approximation [83] gives us the energy of a soliton as a simple
function of n, E
n
= hn(n  1)
2

2
=6!
00
. Within this approximation, we can identify a
number-phase part of the Hamiltonian:
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From Eqs. (3.38) and (3.39), we can immediately write down
d
dt

^
 = [
^
;
^
H
n;
]=ih =
d
d
^
N
^
H
n;
 v^

(3.40)
d
dt
^
N = [
^
N;
^
H
n;
]=ih = 0 (3.41)
The right hand side of Eq. (3.40) can now be identied as the velocity of the phase.
The velocity v^

is an algebraic function of the photon number, and is thus conserved.
The spreading in phase is then related to the uncertainty in this variable.
h
^

2
i = h(
^

0
+ tv^

)
2
i (3.42)
This derivation did not require the equivalent of a linearization approximation.
However, it is not as fundamental as the position dynamics, which follows directly
from the Hamiltonian and the denitions of the operators. The identication of
the number-phase Hamiltonian (3.39) is specic to soliton states, not a fundamental
separation of variables as in Eq. (3.9). Similarly, the resulting ballistic phase spreading
is valid apart from a linearized regime, but not for all time. At some point, the phase
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Figure 3-4: Coherent-state pulses are launched into a dispersion-decreasing ber.
The balance of dispersion and nonlinearity is shifted gradually, causing the pulse to
narrow. The pulse thus experiences spectral broadening, but experiences negligible
change in total momentum (which is conserved). The spread in classical momentum
(spectral width) and quantum total momentum are thus incommensurate, and can
be detected as an eective squeezing of the total momentum.
uncertainty will approach 2 and the conjugate relationship (3.38) will fail.
3.3 Momentum squeezer
We now consider the schematic measurement of Figure 3-4. The setup for generating
squeezing is extremely simple: an input stream of pulses is put through a dispersion-
decreasing ber (DDF). The total momentum of output pulses can be observed using
appropriate heterodyne detection [35]. The input pulses are assumed to be in a
coherent state, and thus have \normal," shot-noise statistics. The mechanism of
squeezing in the DDF is that the spectrum of each pulse is signicantly broadened (via
pulse compression), while the total momentum of the pulse as a whole is rigorously
conserved. The collective momentum uncertainty thus remains at the coherent-state
level of the narrow input spectrum, much lower than the coherent-state level of the
output spectrum. We now discuss this problem in detail.
3.3.1 Momentum dynamics
As with the standard ber problem, we solve the evolution by separating the collective
and relative degrees of freedom. The evolution of the collective coordinates reveal
the conservation of momentum, and the evolution of the relative coordinates will
determine the broadening of the classical, or single-photon, pulse spectrum.
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We model a dispersion-decreasing ber using the usual nonlinear ber model but
with a time-varying factor adjusting the dispersion along the length z of the ber:
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g
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00
0
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(3.43)
Some subtleties in relating this model to physical ber parameters can be found in
[49]. The separation of collective coordinates can be performed just as before. The
Schrodinger equation for the soliton position is
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2
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2
 
n
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but in fact, we do not need to solve this equation to nd the evolution of total
momentum. Dening the momentum by Eq. (3.24) and again using the conguration-
space form of the Hamiltonian,
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we argue that the momentum evolution is trivial. This is because the potential only
involves dierences between the photon positions x
k
and x
j
. The changes in their
momenta are equal and opposite. Mathematically, we have
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l
; (x
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  x
j
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Thus the total momentum is conserved,
[
^
P ;
^
H(t)] = 0 (3.48)
52
and its evolution is trivial, as expected:
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2
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: (3.49)
As mentioned above, the shape of a pulse is determined by the relative-coordinate
wavefunction, 
n
(x
1
  X; : : :), and essentially mimics the classical solution. Each
individual photon lives in a position wavefunction 
0
(x   X; t). Each also has a
momentum distributed according to the Fourier transform of 
0
. In a dispersion-
decreasing ber, the single-photon wavefunction 
0
evolves according to the classical
equation. The interaction with the other n   1 photons is essentially included as a
mean-eld [51],
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Just as a standard detector would see the classical soliton pulse shape, a standard
spectrometer would see the spectrum arising from this classical evolution.
Pulse propagation in a classical DDF has been studied previously [76, 49, 12].
For example, if a soliton is launched into a ber with gradual dispersion variations,
the pulse remains a soliton of width x
s
(t) = j!
00
(t)j=n consistent with the local
ber parameters, !
00
(t) and (t), at each point. It is adiabatically compressed with
minimal radiation losses. The spectral broadening factor in this case is
hp^
2
(t)i=hp^
2
(0)i = (x
s
(0)=x
s
(t))
2
= 
 2
(t): (3.51)
For non-soliton pulses, spectral broadening can be obtained numerically or experi-
mentally, if necessary. We dene the spectral broadening ratio in the general case
by
g
 2
(t)  hp^
2
(t)i=hp^
2
(0)i (3.52)
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3.3.2 Squeezing: sub-shot noise uncertainty
The mechanism of spectral broadening|momentum exchange between the photons
of the pulse|conserves the total momentum of the pulse. Each individual photon
ends up with a more uncertain momentum than it started, but for every exchange
event that red-shifts one photon, the other scattered photon is blue-shifted. The
argument is essentially unchanged in the case of non-adiabatic or non-soliton pulse
compression. The photon momenta become correlated, as they must if the total
momentum uncertainty is to remain xed. Since the photons are not exchanging
momentum with an external reservoir, but rather with each other, coherence as well
as conservation is preserved. Naturally, other processes such as loss can lead to
decoherence, and will be discussed in Section 4.5.
To quantify the eective \squeezing," we dene the squeezing ratio to be the
ratio of the momentum uncertainty to the coherent-state or shot-noise level (denoted
\coh"),
hP
2
(t)i
coh
 nhp
2
(t)i: (3.53)
Since
^
P is unchanged, but classical spectrum is broadened, this ratio drops below
unity,
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Adiabatic soliton compression gives, for example,
S(t) = 
2
(t): (3.55)
Squeezing of position uncertainty (timing jitter) is clearly also of interest. One
might wonder if a dispersion-increasing ber could lead to pulse expansion and posi-
tion squeezing, just the reverse of the process described above. But pulse position X
is not a conserved quantity, and in fact spreads progressively with time, as discussed
above. Position uncertainty grows on a time scale on the order of the soliton period.
For adiabatic soliton-compression, this is faster than the broadening of the classical
pulse, and so the compression will have little eect. It is unclear whether any simple
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modication of this strategy could give timing-jitter squeezing.
3.3.3 Momentum measurement
Heterodyne detection of soliton variables, including momentum, has been outlined in
[35]. This detection method requires a strong local oscillator with stable timing and
frequency compared to the uncertainties of the signal. Setting up this measurement
will likely be more dicult than setting up the generation of momentum-squeezed
light itself. A number of other strategies could also be pursued to experimentally
conrm the correlated-photon states. This is a subject of future study.
In addition to the usual ber losses, we may want to include detector loss and
light coupled to the continuum: that is, the variation of the dispersion is never
perfectly adiabatic, and so continuum modes will be excited. In theory, continuum
photons can be included in the normal momentum expression (3.24). However, the
observed momentum may be dierent from the total eld momentum, depending
on the measurement apparatus. For example, if the soliton-quadrature is used [35],
the shed continuum should be considered lost from the system. We leave a detailed
analysis of the detection system for future work.
3.4 Extreme squeezing and many-photon interfer-
ence
The degree of momentum squeezing attainable using the above method is ultimately
limited by the propagation loss and the specics of the detector. In the next section,
we explore the fundamental limitation imposed by ber loss. Here we discuss some
fascinating properties of the eld that would arise in a purely lossless system. These
are the qualitatively nonclassical properties of the type of eld depicted in Figure 3-
2, where the soliton is in a coherent superposition of macroscopically distinguishable
states.
Consider a system of n photons squeezed by a ratio greater than
p
n. The rst
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Dispersion-Taylored
Fiber
Source Modulator
Figure 3-5: A ber version of two-slit interference is sketched. Quantum wavefunc-
tions  (X) (solid lines) and classical pulse shapes (dashed lines) are depicted at
several points in a dispersion-tailored ber system. The transition from moderate to
extreme squeezing is shown in the top three axes. For extreme squeezing, possible in
an ideal, lossless system, the extent of  (X) has actually exceeded the classical pulse
width. Pulses are in a quantum superposition of macroscopically distinguishable po-
sition states. In the lower three axes (note the change of scale), we imagine that an
ideal modulator can project out a two-peaked component of the wavefunction  (X),
which subsequently displays non-classical \DeBroglie-wave," interference.
qualitative dierence we should recognize is that the quantum position uncertainty is
no longer a small perturbation of the eld; for this reason, the semiclassical approach
of [35], starting with
^
 = 
0
+ 
^
, does not apply to this case. The general soliton
states discussed above,
j	i =
X
n
Z
dX 
n
(X)j
n;X
i (3.56)
are applicable. This regime might seem counterintuitive since it goes against the
semiclassical picture. The individual photons are living in a wavefunction that is
centered on an uncertain position. It is helpful to think of an atom analogy, where
this kind of picture is more intuitive and familiar: there is nothing strange about
imagining an atom with position uncertainty greater than an atomic radius. In this
case, the electrons are in a denite bound state about an uncertain center position.
This is exactly analogous to the soliton of Fig. 3-2.
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3.4.1 Multi-photon two-slit interferometer
Figure 3-5 depicts a thought experiment which takes this reasoning a step further.
In the rst part, a DDF is used to broaden the soliton by a factor greater than
p
n,
so that the pulse is in a quantum superposition of macroscopically distinct position
states. In the second part, the pulse passes through a time-gated analog of a two-slit
interferometer.
The \double slit" can be thought of as an ideal absorption modulator. This
modulator presents a time-varying absorption with two completely lossless \pass"
windows. Like a conventional double slit, the modulator blocks the pulse most of
the time|whenever it does not line up with a pass window. With some moderately
small probability, the pulse is positioned correctly to pass through the two time
windows. The output wavefunction  
n;X
is thus projected onto a two-peaked state
representing the component that is not blocked. The two-peaked distribution can
then evolve in another (variable dispersion) ber, giving rise to interference of the
collective wavefunction  (X).
If such a system were possible, it would have remarkable properties. By manipu-
lating the many-photon pulse as a whole, and not the individual photons, we would
obtain a qualitatively dierent kind of interference from linear interferometers. The
characteristic wavelength would be the photonic De Broglie wavelength =n, corre-
sponding to the total momentum of the soliton, [65, 32, 22].
Clearly there are practical diculties with this setup; for example the proposed
\ideal modulator" is impossible to fabricate. A realistic design would likely look quite
dierent from the above sketch, and will need to overcome formidable barriers such as
loss decoherence; the reason why these thought experiments run against our intuition
is because we live in a world where optical nonlinearities are generally weak compared
to various decoherence mechanisms. We do not attempt such a realistic design here.
A successful design will need to incorporate more sophisticated modulators as well as
detectors.
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Chapter 4
Loss and Soliton propagation
Loss involves exchange of energy and momentum with an external reservoir, so that
these quantities are no longer conserved. This leads to decoherence, and has impor-
tant implications on interference, as we will discuss.
On a more basic level, the change in photon number seems dicult to reconcile
with our general approach, of describing the eld using a multi-photon wavefunction.
In our conguration-space point of view, loss of even a single photon means that
we must somehow connect an initial n-photon wavefunction with a nal (n   1)-
photon wavefunction, which exists in a dierent Hilbert space altogether. Since loss
is signicant in any practical device of interest, the usefulness of the conguration-
space approach requires some resolution of this issue.
The resolution can be found in [21, 32], and has a simple, high-level message:
take a photon out of a large-n soliton, and it is still a soliton with only a small
change in its collective coordinates. This is justied by calculating overlap integrals
in the large-n, Hartree approximation. It means that collective wavefunctions are
meaningful even though the total evolution deviates from Eq. 3.1, and the relative
wavefunction transitions across photon number sectors.
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4.1 Pictures of Loss: second- and rst-quantized
descriptions
Once considering this problem for fundamental reasons, we discovered an alternative
and quite dierent physical picture corresponding to the important Gordon-Haus
eect. This is an example of how the conguration-space theory, though mathe-
matically equivalent to the second-quantized version, results in dierent explanations
and pictures, and provides new insight. For the bulk of this chapter, we discuss the
calculation of Gordon-Haus jitter using the conguration-space loss formalism. This
tests the new formalism on a previously-solved problem, and allows us to develop our
intuition.
4.1.1 Standard Models
The standard quantum model for loss couples a system to a reservoir with a continuum
of oscillators [16]. If the system of interest is called A and the reservoir B, then the
Hamiltonian is written
^
H =
^
H
A
+
^
H
B
+
^
H
I
; (4.1)
where I denotes the interaction, typically a simple one-photon exchange, and the
reservoir has a large number of closely-spaced energies
^
H
B
=
X
k
h!
k
^
d
y
k
^
d
k
: (4.2)
The spacing !
k+1
 !
k
goes to zero in the continuum limit. This kind of model allows
us to derive the evolution of the system's state from basic quantum equations.
A simpler but quite useful model is the \beamsplitter model" of loss is depicted
in Figure 4-1. This model allows us to visualize important features of general loss
interactions using a simple, intuitive special case. For example, when light is \lost"
from system A, it invariably goes somewhere. There is some mode or quantum system
into which the photons are coupled. When this mode is depicted as the output of a
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Figure 4-1: Quantum mechanically loss represents coupling of energy into an exter-
nal reservoir. In the simple \beamsplitter" representation, the mode of the reservoir
receiving the energy is depicted as the port of a beamsplitter. The quantum uc-
tuations (for example, vacuum uctuations) initially present in the reservoir couple
into the system, acting as a source of noise. This simple model can be used to obtain
quantitative limits on loss-induced noise.
beamsplitter, it is immediately clear that this other mode also couples into system A.
This is one explanation why loss is inevitably accompanied by noise: whenever A is
coupled to a reservoir mode B, the quantum noise in B is also coupled into A [33, 36].
From this simple model, one can derive quantitative noise limits for a single mode
system . If the power loss factor is L  cos
2
(), then the transformation of photon
operators a^ (system A) and
^
b (reservoir B) is
0
B
@
a^
^
b
1
C
A
=
2
6
4
cos() i sin()
i sin() cos()
3
7
5
0
B
@
a^
0
^
b
0
1
C
A
(4.3)
Uncertainties are obtained simply by plugging in the above [34]. For example, the
statistics of the output power / a^
y
a^ can be derived assuming the reservoir is in the
ground state:
ha^
y
a^i = Lha^
y
0
a^
0
i (4.4)
h(a^
y
a^)
2
i = L
2
h(a^
y
0
a^
0
)
2
i+ (1  L)ha^
y
a^i: (4.5)
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Figure 4-2: In the particle picture of loss, vacuum uctuations do not appear explic-
itly. Instead the quantum nature of the eld appears in the discrete energy quanta.
Uncertainties in the outputs of a beamsplitter are understood in terms of photon-
counting statistics.
The uncertainty in number is then
h
2
a^
y
a^i = L
2
h
2
a^
y
0
a^
0
i+ (1  L)ha^
y
a^i (4.6)
The 1  L term is the addition of vacuum uctuations coupled in from the reservoir.
The second-quantized calculation of uncertainties for more complicated systems
is actually quite similar. The coherent-state soliton uncertainties [35] and Gordon-
Haus noise [29] are traditionally calculated by projecting vacuum uctuations onto
the modes of interest.
4.1.2 A new picture
The above description of loss-induced quantum noise is intuitive in certain respects:
it allows us to treat vacuum uctuations, a familiar if not transparent term, just like
any classical noise source. But where do vacuum uctuations come from, ultimately?
They unavoidably arise when we try to formalize a eld that has discrete energy
quanta. Interestingly, we have found that loss-induced noise can be derived directly
from the discreteness of the energy exchange [21]. The basic intuition follows from
Figure 4-2. In this particle picture of loss, vacuum uctuations do not appear explic-
itly, but their eect is reproduced exactly. This is another example of a wave-particle
duality in quantum mechanics. Figures 4-1 and 4-2 are both correct, and describe
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the same thing, but in a very dierent way. For example, the quantum uncertainty
in output power in the particle picture is a matter of photon-counting statistics.
The mechanism for loss-induced amplitude noise (calculated above) is clear: individ-
ual photons randomly choose between the outputs of the beamsplitter. We now go
through the details of the Gordon-Haus calculation.
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4.2 Gordon-Haus noise calculation
We now present the analysis that shows that the particle picture, discussed above,
describes the familiar loss-induced quantum noise. Loss-induced noise results from
a series of single-photon loss events. We begin by analyzing a single event pertur-
batively, calculating the disturbance from the interaction with matter given by the
Hamiltonian (4.9). We then combine the eects of many events to derive the total
momentum noise.
The uncertainty of a soliton's center frequency is the noise most relevant to the
Gordon-Haus eect. Since the center frequency and the soliton's total energy are
intimately related, we present our analysis in terms of energy variables and energy
exchange. In this way, we can utilize fundamental conservation properties. Once
we have calculated the energy quanta exchanged with the loss reservoir, we can eas-
ily relate energy to whatever related variables we want: center frequency, soliton
momentum, and group velocity.
One of the larger goals of this thesis is to develop useful applications of a photon
conguration-space, or particle, point of view. In this section, our analysis clearly
draws on particle intuition. However, we try to use primarily the more familiar
second-quantized notation for the calculation, so that our results are clear to those
otherwise unfamiliar with photon wavefunctions.
4.2.1 Outline of the calculation
The simple and familiar technique of rst-order perturbation theory captures single-
photon processes without adding unnecessary complexity. Perturbation theory is well
suited to the analysis of low-loss bers: The soliton propagates undisturbed except
for an occasional single-photon exchange with an interaction site.
We calculate the rst-order state evolution given by the Hamiltonian (4.9). The
eld is described by the soliton Hamiltonian
^
H
A
, essentially the same as Eq. (3.1).
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Here we include the missing terms in the dispersion relation
!(k) = !(k
0
) + !
0
(k
0
)(k   k
0
) + !
00
(k
0
)(k   k
0
)
2
=2: (4.7)
to emphasize the group velocity of the pulse v
g0
 !
0
(k
0
). Roughly speaking, the
group velocity is a conversion factor between energy and momentum perturbations,
h!  v
g0
hk. The eld Hamiltonian is then,
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H
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= h
Z
dx
^
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^
(x)
^
(x): (4.8)
The interaction is an electronic transition described by [21],
^
H
I
=  
Z
|^ 
^
A d
3
~r  V (
^
b
y
+
^
b)[
^

y
(x) +
^
(x)]; (4.9)
where x is the position of the loss site. The reservoir could be described, for example,
by Eq. (4.2) in a limit of many closely-spaced energy levels. The details of the
reservoir determine the relation between the operator
^
b involved in the interaction
and operators
^
d
k
of the natural reservoir excitations. This is discussed further below
and in [16].
Our initial state is a direct product of soliton and matter states
j	
i
i = j
n
i
soliton

 ji
matter
: (4.10)
We proceed via the standard perturbative state expansion. This is written in the
interaction picture as
j	
f
i = j	
i
i+
1
ih
Z
t
f
t
i
d
~
H
I
j	
i
i+ : : : : (4.11)
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We can rewrite this state in terms of the Schrodinger-picture interaction operator,
j	
f
i = j	
i
i+
1
ih
Z
t
f
t
i
de
 i
^
H
0
(t
i
 )=h
^
H
I
e
 i
^
H
0
( t
i
)=h
j	
i
i: (4.12)
The basic eects of photon exchange on the soliton can be studied in a systematic
way from this starting point.
Consistent with a rst-order, perturbative approach, the interaction probability
sin
2
() will be small for any particular interaction sight. Loss of many photons occurs
through the combined eects of many interaction sites.
Uncertain exchanged energy The basic idea is to look at the perturbed compo-
nent j	
1
i of the state,
j	
f
i  j	
i
i+ j	
1
i (4.13)
and determine the properties of the exchanged energy . Naturally this exchanged
energy is uncertain. It is exactly this uncertainty that constitutes the noise added
to the soliton by the interaction. In our calculation, below, we dene a \spectrum"
T () for . This spectrum gives us the uncertainty of each exchanged photon, and is
calculated directly from j	
1
i.
In order to connect with the soliton center frequency (which relates to Gordon-
Haus timing jitter) we dene the operator,
^
h 
^
H
A
^
N
 1
: (4.14)
This is eld energy per photon. For a given photon number, this includes the constant
binding energy of the soliton and the dispersive part related to soliton frequency.
Naturally, a change in this variable 
^
h can be understood intuitively as a shift in
momentum or carrier frequency (essentially, ! = h=h). We discuss these related
variables in Appendix B.
The intuition behind the calculation is fairly simple: If the total energy E
A
is
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perturbed by an exchange ,
E
Af
= E
Ai
  ; (4.15)
then the perturbation to
^
h can be calculated simply by accounting for the factor 1=n.
We might intuitively expect the nal uncertainty added to
^
h, that is the noise-per-
photon, to look like
h
^
h
2
i 
h
2
i
n
2
: (4.16)
This is almost exactly what we get from the full analysis.
4.2.2 Spectrum of lost photons
All solitons can be constructed from the fundamental soliton states of Lai and Haus
[51, 43]. These are states of denite number n, energy E
A
, and momentum P (E
A
; n),
written jn;E
A
i. At the heart of loss and gain eects, there is the problem of scat-
tering between initial and nal fundamental soliton states. Once this scattering of
fundamental states is understood, the evolution of general soliton states follows by
superposition.
We now derive the evolution of the state jn;E
Ai
i into an (n   1)-photon state.
In particular, we nd the scattering amplitude between jn;E
Ai
i and jn   1; E
Af
i
applicable to a loss site. In the language of [57, Chapter XVII], this is nothing more
than hbjU
(1)
jai. Throughout this chapter, we restrict ourselves to initial states of
denite photon number for simplicity.
We start with an energy eigenstate of both the eld and reservoir,
j	
i
i = jn;E
Ai
i 
 jE
Bi
i (4.17)
It is convenient to use a normalized form of the rst-order perturbed state (4.12). We
can accomplish this simply by using
j	
f
i = cos()j	
i
i+ sin()j	
1
i (4.18)
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where the perturbed state component is
sin()j	
1
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ih
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d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 i
^
H
0
(t
i
 )=h
^
H
I
e
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d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^
H
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i
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 )=h
^
H
I
j	
i
i (4.20)
To proceed we must evaluate
^
H
I
j	
i
i. The integration in time will then select out nal
states which conserve total energy. Specically, for an absorption site (
^
bjE
Bi
i = 0),
^
H
I
j	
i
i = V

^
(x)jn;E
Ai
i




^
b
y
jE
Bi
i

(4.21)
These expressions can be evaluated using standard second-quantized methods, as
follows.
Reservoir excitation We consider a loss reservoir with a characteristic resonance
!
l
and decay rate  . This can arise, for example, if the atomic transition with lowering
operator
^
b coupled to a continuum with operators c^
k
. The model
^
H
B
= h
"
!
l
^
b
y
^
b +
X
k
!
0
k
c^
y
k
c^
k
+
X
k


k
(
^
b
y
c^
k
+ c^
y
k
^
b)
#
; (4.22)
has been solved in [16]. The diagonalization of
^
H
B
gives
^
b = lim
!!0
X
k
"
 !=2
( =2)
2
+ (!
0
k
)
2
#
1=2
^
d
k
(4.23)
where ! is the spacing of the !
0
k
's. This is one way of deriving the lifetime of an
atomic excitation,
h
^
b
y
^
bi = e
  t
: (4.24)
Whether we use this or another reservoir model, we can expand the perturbed
state in energy eigenstates of the bath; that is, since the energy states are complete,
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there is some function  such that
^
b
y
jE
Bi
i 
Z
dE
Bf
(E
Bf
  E
Bi
)jE
Bf
i (4.25)
For the reservoir model described above, j(E)j
2
is the often-calculated Lorentzian
spectrum of the exponential atomic decay. In any case,  contains all information
about the reservoir relevant to our problem.
Gain will be treated with essentially the same model. Gain is achieved when the
atom is held in an excited state by a fully excited bath, hc^
y
k
c^
k
i = 1. The essential
eects which we discuss in this chapter are the same for loss and gain. Rather than
derive our results twice, we provide a full analysis of loss and argue in Section 4.2.5
that gain calculations are similar.
Photon annihilation The calculation of
^
(x)jn;E
Ai
i is more complicated. It rep-
resents the state of the eld after a photon is removed at a particular position. Nat-
urally, the eld has many degrees of freedom, and so an exact calculation may be
complicated.
Intuitively, we expect that removing only one photon out of many leaves us with a
slightly perturbed soliton. If this is correct, then we can expand the perturbed state
in fundamental soliton states. In fact, it is clear that the photon number is n   1.
The nal state can then be constructed as a superposition of states jn  1; E
Af
i; that
is, we can nd some function  such that
^
(x)jn;E
Ai
i 
Z
dE
Af
(E
Ai
  E
Af
)jn  1; E
Af
i: (4.26)
The orthogonality of fundamental soliton states along with this expansion implies
(E
Ai
  E
Af
) = hn  1; E
Af
j
^
(x)jn;E
Ai
i: (4.27)
This intuitive leap actually represents a very important argument. It is not obvious
a priori that the above expansion will work. It includes all soliton states, since
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the fundamental solitons jn
0
; E
0
i span this set. But it does not include states with
an excited continuum, since these are not pure soliton states. For the moment, we
proceed with the calculation assuming that the above expression is correct. In section
4.2.4, we discuss the important approximation more carefully.
In that section, we also calculate the relevant matrix element,
() = 
0
() (4.28)
where 
0
is the classical soliton spectral amplitude. Here again, details of the calcu-
lation are somewhat tedious, but the end result is very intuitive: immediately after
losing a photon, the eld energy must be shifted by an amount  = h! corresponding
to the lost photon. Since the individual photons of the soliton live within the classical
spectrum of the soliton, the amplitude () simply mimics this spectrum. The clas-
sical spectrum is well known, and leads to easy calculation of relevant uncertainties.
Energy conservation
Energy exchanged in the interaction must be both lost from system A and absorbed
by system B. We have just characterized the energy spectra of these two operations by
() and (). We now combine these in the expression (4.20) to obtain the spectrum
of exchanged photons.
sin()j	
1
i =
V
ih
Z
dE
Af
Z
dE
Bf
(E
Bf
  E
Bi
)(E
Ai
  E
Af
)
Z
t
f
t
i
de
 i(E
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+E
Bf
 E
Ai
 E
Bi
)(t
i
 )=h
jn  1; E
Af
i 
 jE
Bf
i (4.29)
The integration in time produces a [E
Af
+E
Bf
  (E
Ai
+E
Bi
)], enforcing energy
conservation and leaving us eventually with a single integral,
sin()j	
1
i =
Z
dT ()jn  1; E
Ai
  i 
 jE
Bi
+ i: (4.30)
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Figure 4-3: Systems A and B, initially in energy eigenstates, exchange an uncertain
amount of energy. The individual energies,
^
H
A
and
^
H
B
, have equal spreads in the
nal state. The total energy
^
H is conserved and therefore still denite even after the
interaction.
Here the spectrum of exchanged photons T is dened as
T () =  2iV ()(): (4.31)
This form reects our common-sense statement above: since the photon must be
both lost from A and absorbed by B, the rate of exchange is related to the product
of the availability of photons at a given energy, (), times the absorption rate of the
reservoir at that energy . We develop this notion further below.
The probability of exchange at this loss site is
Exchange Probability = sin
2
() =
Z
djT ()j
2
: (4.32)
We can also think of T (E
Ai
; E
Ai
  ) as a scattering amplitude between fundamental
solitons. The transition from jn;E
Ai
; E
Bi
i to the perturbed state is depicted in Figure
4-3.
Once we have obtained T , we can compute whatever we want involving
^
H
A
. In
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the broadband case of practical interest, T () mimics the sech shape of the classical
soliton spectrum, as discussed in the following sections.
4.2.3 Energy \Kicks"
Exchange of energy between the eld and matter leads to increasing uncertainty in
the soliton energy, even if loss and gain are in balance. Having obtained a conve-
nient expression for the perturbed state, we can now quantify the \kick" of energy
uncertainty given by each exchanged photon. In particular, we are interested in the
disturbance to the energy-per-photon
^
h, as the energy is perturbed,
E
A
 ! E
A
  : (4.33)
The result is surprisingly simple and intuitive, taking the form,

D

^
h
2
E
=
h	
1
j
2
j	
1
i
(n  1)
2
(4.34)
where  is the energy of the exchanged photon, as discussed below. The expectation on
the state j	
1
i is evaluated as an average over the exchange spectrum T () calculated
in the previous section. The deviation  is dened with respect to the initial average
energy-per-photon,  =   E
A
=h.
Example: average total energy
We start with a simple example of calculating expectations using j	
1
i and T (). We
will use the results of the previous sections, which apply to initial energy eigenstates.
The extension to the general case is discussed in Section 4.4.1, but the results relevant
to energy kicks are identical.
Suppose that we would like the mean shift in eld energy,
h
^
H
A
i
f
  h
^
H
A
i
i
:
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For the initial state, we have h
^
H
A
i
i
= E
Ai
. The nal state has contributions from the
unperturbed and perturbed state components,
h
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A
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2
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Cross terms between the two vanish since j	
i
i and j	
1
i have dierent photon num-
bers. Using Eq. (4.30), we nd
sin
2
()h	
1
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A
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2
(E
Ai
  ) (4.36)
If we recall the exchange probability relation (4.32), we obtain
h
^
H
A
i
f
  h
^
H
A
i
i
= sin
2
()

h	
1
j
^
H
A
j	
1
i   E
Ai

(4.37)
=  
Z
jT ()j
2
d: (4.38)
Built into this expression are the probability of a photon exchange, Eq. (4.32),
and the average energy perturbation per photon exchanged:
h	
1
jj	
1
i   
R
jT ()j
2
d
R
jT ()j
2
d
=
h
^
H
A
i
f
  h
^
H
A
i
i
sin
2
()
: (4.39)
The noise added to the total soliton energy is similarly obtained from T ,
h
^
H
2
A
i
f
  h
^
H
2
A
i
i
=
Z

2
jT ()j
2
d; (4.40)
However, the total soliton energy is less directly related to the soliton velocity than
the energy-per-photon
^
h. We now move on to the perturbation of this variable.
The Kick
We write the initial energy eigenstate as E
Ai
= nh
i
, so that
h
^
h
2
i
i
= h(
^
h  h
i
)
2
i
i
= 0 (4.41)
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Similarly, the nal state contributes uncertainty only from its perturbed component
j	
1
i,
h
^
h
2
i
f
  h
^
h
2
i
i
= sin
2
()h	
1
j(
^
h  h
i
)
2
j	
1
i: (4.42)
Plugging in the perturbed state (4.30), we have
h
^
h
2
i
f
  h
^
h
2
i
i
=
Z
djT ()j
2
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i
  
n  1
  h
i
!
2
(4.43)
=
Z
djT ()j
2
 
h
i
  
n  1
!
2
(4.44)
If we dene  =   h
i
, we can write the relevant noise formally as
h
^
h
2
i
f
  h
^
h
2
i
i
= sin
2
()
h	
1
j
2
j	
1
i
(n  1)
2
: (4.45)
Signicance of perturbed energy
In the following sections, we will see that the disturbance (4.45) is all we need to
calculate the Gordon-Haus eect. It gives us the disturbance of each photon exchange,
[h
^
h
2
i]
single photon
=
h	
1
j
2
j	
1
i
(n  1)
2
(4.46)
which can be combined to give the net eect. In deriving this expression, we have
formalized something which is entirely obvious from the particle picture, Figure 4-4.
The disturbance is just the eect of algebraically removing one contribution to the
average energy. The underlying cause of noise is then the graininess of the loss of
energy. This is also depicted in the simple picture of Figure 4-2 discussed at the
beginning of this chapter.
The soliton is disturbed by the random energy osets of individual exchanged
photons. Ultimately, the \spectrum," jT j
2
, of the exchanged energy is a simple prod-
uct of the spectra of the matter system and the soliton, depicted in Figure 4-5. This
has the simple interpretation that the probability of  being exchanged is just the
probability that such a quantum is available times the loss rate at that energy.
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Figure 4-4: The conguration space approach describes a soliton as a collection of
local photon particles. In the above particle picture of loss, individual photon ener-
gies are initially in a Hartree (energy-domain) wavefunction. The eect of a photon
annihilation on the average energy
^
h is a simple matter of algebra.
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h
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Figure 4-5: The transition spectrum is simply a product of  and . The number of
photons transferred is thus the available density times the absorption.
75
The mechanism of noise described above might initially seem dierent from that
of the beamsplitter model, Figure 4-1. There, loss (and gain) inevitably caused cou-
pling of quantum uctuations of external modes to the eld. While the mechanisms
depicted in Figures 4-1 and 4-4 may seem dierent, we recall that quantum uctu-
ations of a eld are a manifestation of the discreteness of its excitations. A second-
quantization approach naturally emphasizes eld uctuations that are only implicitly
present in a rst-quantized model. In rst-quantization, vacuum uctuations and
ASE are implicitly included once we write down a wavefunction for integer num-
bers of particles. Ultimately, rst and second quantization present dierent tools for
dealing with exactly the same physics.
4.2.4 A closer look at the loss spectra
So far we have analyzed the high level argument taking us from a basic model of
interaction to the per-photon soliton frequency noise. A number of subtle but impor-
tant issues have been glossed over. In this section we return and take a closer look
at these details. We discuss mathematical approximations and their impact on the
physics.
State decomposition
The perturbed eld state,
^
(x)jn;E
Ai
i (4.47)
plays a central role in calculations involving loss and gain. The operator
^
(x) annihi-
lates a photon locally and instantaneously from the soliton, disturbing the center-of-
mass position of the soliton as well as the relative positions of the remaining individual
photons.
So far we have simply assumed that the approximation (4.26) is valid. As men-
tioned above, the physical intuition behind this approximation is that one lost photon
constitutes only a small disturbance to the soliton, and so the states resulting from
the operation by
^
(x) are still soliton states. This is not exact. We have no reason to
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think that
^
(x)jn;E
Ai
i has a precisely zero overlap with other states. One can easily
imagine signicant overlap with states composed of a perturbed soliton and excited
continuum, for example. We address this and other issues below.
A rst approximation If the perturbed state is composed primarily of a soliton
state component, then Eq. (4.26) will apply. The energy states jn   1; E
f
i can be
considered a complete basis, and
()  hn  1; E
Ai
  j
^
()jn;E
Ai
i: (4.48)
The states involved here are not localized, but the operator acts locally at the coor-
dinate x of the loss site. We have the additional diculty that the matrix element
involves a correlation of the energies of photons in an eigenstate. The Hartree ap-
proximation generally ignores such correlations. However, we can obtain the result
indirectly by calculating an overlap of localized soliton states and then doing a Fourier
transform.
For a loss site at position x, we want
(; x) = hn  1; E
Ai
  j
^
(x)jn;E
Ai
i: (4.49)
The energy states can be expanded in terms of localized soliton position states jn;Xi,
jn;E
Ai
i = v
 1=2
g0
jn; P i = (2hv
g0
)
 1=2
Z
dXe
iPX=h
jn;Xi; (4.50)
where the group velocity v
g0
comes into the normalization as a conversion from energy
to momentum. The matrix element is now,
(; x) = (2hv
g0
)
 1
Z
dXdX
0
e
i(PX P
0
X
0
)=h
hn  1; X
0
j
^
(x)jn;Xi: (4.51)
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This can be evaluated using a Hartree product state,
jn;Xi 
1
p
n!

Z
dx
0

0
(x
0
 X)
^

y
(x
0
)

n
j0i: (4.52)
Here 
0
(x
0
  X) is the \wavefunction" of each photon about the center position, as
discussed in [51, 32]. By commuting the annihilation operator through the n creation
operators, we obtain
^
(x)jn;Xi 
p
n
0
(x X)jn  1; Xi: (4.53)
As we substitute this into Eq. (4.51), we must make sure that the wavefunction

0
(x) is sensible; in particular, we must choose the nominal momentum p
0
of the
wavefunction. Clearly, since the Hartree state is approximating an energy eigenstate,
we should choose p
0
consistent with the initial energy E
Ai
, that is p
0
= h
i
=v
g0
.
Plugging in, we have
(; x) = (2hv
g0
)
 1
p
n
Z
dXe
i(P P
0
)X=h

0
(x X; p
0
) (4.54)
And taking the Fourier transform,
(; x) = (2hv
g0
)
 1
e
i(P
0
 P )x=h

P
(P
0
  P   p
0
): (4.55)
Here the classical momentum distribution 
P
has been introduced,

P
(P ) 
Z
dXe
 iP (x X)=h

class
(x X; p
0
) (4.56)
Finally, we would like to convert back to units of energy. We substitute P   P
0
for
=v
g0
, and plug in the sech function,
(; x) = Ae
 ix=hv
g0
sech
 
  h
i
h!
clas
!
: (4.57)
where h
i
= E
Ai
=n is the energy-per-photon corresponding to p
0
, A is a constant, and
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!
clas
is the classical soliton spectral width.
The above derivation is somewhat lengthy, since we must tease out photon cor-
relations from the Hartree approximation. The high level result, however, is quite
understandable. Individual photons live in energy wavefunctions centered about a
collective soliton energy-per-photon
^
h =
^
H
A
=n. When a photon is removed, its en-
ergy is distributed according to this energy wavefunction, with uncertainty !
clas
.
This picture is analogous to a model of electrons in wavefunctions about an atomic
center. In both cases, the Hartree approximation can make a particle formalism quite
easy to work with and powerful even when one particle is being singled out, as in
Eq. (4.47). Our use of conguration-space methods in optics is motivated by their
success in atomic and nuclear problems.
Conguration spaces for dierent Fock sectors A soliton described by an
n-photon wavefunction can evolve into a state described by an n   1 photon wave-
function. Any conguration-space calculation of expectations such as
h	
f
j
^
H
2
A
j	
f
i   h	
i
j
^
H
2
A
j	
i
i (4.58)
necessarily means connecting wavefunctions from two dierent conguration spaces.
For lossless systems, we considered the evolution of a general n-photon wave-
function 	(x
1
; : : : ; x
n
) on the set of n photon position coordinates. Once loss is
introduced, the coordinate system itself can change. That is, when a photon is lost,
the nal wavefunction exists in a Hilbert space with fewer particles:
	
i
(x
1
; : : : ; x
n
)  ! 	
f
(x
1
; : : : ; x
n 1
): (4.59)
To analyze the center-of-mass position operator, for example, we must rst recog-
nize that it has a dierent conguration-space representation before and after the
absorption event (4.59):
X
i
=
n
X
k=1
x
k
=n  ! X
f
=
n 1
X
k=1
x
k
=(n  1): (4.60)
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Having said this, we understand that writing Eqs. (4.26) and (4.28) was actually
quite signicant, although not mathematically laborious. We have found a transfor-
mation taking a wavefunction for X
i
into a wavefunction for a dierent operator, X
f
,
in a dierent conguration space. Specically, an initial complex exponential in X
i
(momentum eigenstate) is mapped to a sech in X
f
. Finally, focusing on a particular
lost coordinate, x
n
, is not only important formally, but is a key piece of intuition
behind loss-induced noise.
Excited internal states The state (4.47) has an altered photon number and per-
turbed relative coordinates. It is not purely a superposition of soliton components
with relative coordinates in the ground state. Loss of a photon disturbs the \po-
tential" seen by the other photons, which can then become unbound. The complete
decomposition would look much more complicated; we might begin by writing,
^
(x)jn;E
Ai
i =
Z
dE
Af
(E
Ai
  E
Af
)jn  1; E
Af
i (4.61)
+
X
j
Z
dE
Af

j
(E
Ai
  E
Af
)jE
Af
; n  j   1i 
 j
j
i: (4.62)
Here n 1 is the total number of photons, and j is the number of photons which have
been shed into continuum, or unbound modes. The state of the continuum is written
simply as j
j
i here, but would in fact have a non-trivial description of its own. As
depicted in Figure 4-6, energy in unbound states tends to disperse from the soliton
[35]. If continuum photons were important, and the above description necessary, the
analysis of loss would be very much more complicated than what we presented earlier.
We then have a strong motivation to show that the simpler expansion is correct.
In Appendix D, we argue that non-soliton contributions to the perturbed state
(4.47) are of order 1=n or smaller. This mathematical result is of great importance. It
means that Eq. (4.26) is approximately a straightforward superposition of solitons, as
we assumed in deriving () above. In this limit, the relative part of the wavefunction
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Figure 4-6: The local operator
^
(x) acting on an initial soliton state generates an
n   1 soliton component [with ground internal state 
n 1;0
], as well as components
with excited internal energy. Excited state components have j unbound photons,
which disperse away from the soliton. We have shown that the j = 0 soliton state
dominates the sum.
is trivial; in the language of Chapter 3,
	
i
(x
1
; : : : ; x
n
) =  
i
(X
i
)
sn
(x
1
 X; : : :) (4.63)
	
f
(x
1
; : : : ; x
n 1
)   
f
(X
f
)
s;n 1
(x
1
 X; : : :); (4.64)
and so the eld evolution is just a transformation of the center-of-mass wavefunction
 
i
(X)  !  
f
(X): (4.65)
Analytical estimate
A simple analytical estimate of T () can obtained [21] using Gaussian shapes for 
and . Physically, this means we assume a Gaussian lineshape of the loss or gain and
approximate the sech shape of the soliton spectrum by a Gaussian. Mathematically,
jT (; h
i
)j
2
 T
0
e
 ( 
b
)
2
=2
2
b
e
 ( h
i
)
2
=2
2
c
(4.66)
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Figure 4-7: Graph of energy perturbation as a function of absorption bandwidth. The
perturbation h^
2
i is normalized to units of the classical soliton bandwidth (
2
c
 1)
and plotted as a function of the parameter 
2
b
=(
2
b
+ 
2
c
). This parameter goes to
unity if the absorption bandwidth is much broader than the soliton spectral width,
in which case h^
2
i ! 
2
c
. Three curves are given, corresponding to the osets of the
absorption peak from the center of the soliton spectrum: 
b
  h
i
= 0, 1, and 2.
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
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c

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
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(
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  h
^
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i
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2
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(4.67)
Of course, more accurate estimates can be obtained numerically using the correct
shapes for  and . Due to pathological behavior of the Lorentzian, a modied
spectrum must be used, corresponding to more physical behavior far o-resonance.
The Gaussian approximation, plotted in Figure 4-7, is sucient for our purposes, and
essentially exact for broadband absorption and gain spectra.
The exchange spectrum generally mimics the narrower of the contributing spectra.
This is certainly sensible in the limiting cases: a narrow-band absorber will exchange
only denite quanta of energy, while a broadband absorber will accept whatever
energies are present in the soliton. As a result, the noise added to
^
h will not generally
be larger than 
2
c
. In principle, a narrow absorption line far o of the soliton frequency
[ that is, with large (
b
  h
i
)
2
] can add a large disturbance per photon. However,
such absorption events occur with low probability, and will tend to be outweighed by
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better matched interactions.
4.2.5 Gain
We have derived the needed expectations for loss interactions. Photon emission does
have some basic dierences from absorption, but the eects that we are interested in
are the same, as we argue below.
The crucial step is to show that
^

y
(x)jE
Ai
i is dominated by a soliton component
with internal ground state, as discussed in Section 4.2.4. If this is true, then just as
we had Eqs. (4.26) and (4.48), we now have
^

y
(x)jE
Ai
i =
Z
dE
Af

+
(E
Af
  E
Ai
)jE
Af
i (4.68)
and

+
(;E
Ai
) = hE
Ai
+ j
^

y
()jE
Ai
i = [(;E
Ai
+ )]

: (4.69)
For large n, the spectra of states perturbed by loss and gain are approximately the
same,

+
()  (): (4.70)
An exchanged photon, whether annihilated by
^
 or created by
^

y
, simply falls within
the single-photon spectrum (;E
Ai
) about the average energy E
Ai
=n. Expectations
such as Eq. (4.46) follow in exactly the same way for loss and gain.
The initial argument, that the soliton contribution dominates, is somewhat dier-
ent for gain. One way of seeing this is that
^

y
has both spontaneous and stimulated
emission built into it. The action of
^
 is always to take a photon from the soliton
mode, in which all available photons reside. In contrast,
^

y
can either add a photon
to the soliton mode, or induce spontaneous emission.
For large photon number, however, the dominant eect will come from photons
emitted into the highly-occupied soliton \mode," or single-photon wavefunction. An-
other way of looking at this is that an emitted photon will only be felt by the soliton
if it overlaps with other photon wavefunctions. Restricting ourselves to this domi-
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nant eect, gain becomes exactly the reverse of loss: a photon is either added to or
removed from the soliton mode by the action of the photon operators. The condition
for the dominance of the soliton term applies for gain as well.
It is worth noting that conicting denitions of spontaneous emission have been
used here. We need to be careful with the language that has evolved in this eld.
In quantum optics, \amplied spontaneous emission" has been used as a broad term
describing the eects of uctuations coupled in by loss and gain interactions (the
intuition behind Figure 4-1). With this as our denition, the conguration space cal-
culation presented here exactly conrms the current understanding of ASE-induced
momentum uncertainty. As we have mentioned, our noise mechanism, exchange of
discrete, uncertain quanta, is in fact a manifestation of the presence of eld uctua-
tions, or ASE.
However, in the calculation of
^

y
(x)jE
Ai
i, a dierent use of \spontaneous" has
been used. The action of
^

y
is to generate spontaneous and stimulated photons, as
described above. What we have argued above is that only the stimulated component
matters when the photon number is large. From this point of view, spontaneous
emission has been neglected entirely, and is not a signicant source of noise. The
discrepancy is only a semantic one.
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4.3 Timing Jitter
We have developed the machinery to understand the eects of loss on solitons at the
microscopic level. We now demonstrate the applicability of this problem to practical
propagation by reproducing the well-known Gordon-Haus eect.
According to the Gordon-Haus analysis, timing jitter is the ultimate result of
momentum noise,
@h
^
P
2
i
@t
= S
P
: (4.71)
Below, we show that quantitatively the same noise can be derived from our results of
Section 4.2.3
@h
^
P
2
i
@t
= [h
^
h
2
i]
single photon
 Rate of Exchanges (4.72)
in the limit of broadband loss and gain spectra. We conclude that the simple picture
of Figure 4-4 is the basic mechanism underlying timing jitter induced by loss and
gain.
Gordon-Haus basics
The basic Gordon-Haus eect can be understood as follows: momentum is perturbed
by white noise injected into the soliton as in Eq. (4.72). The rate can be calculated
from perturbative eld equations [29, 35]. If we think of the (Heisenberg) position
operator as
^
X =
^
X
0
+ !
0
t 
!
00
hn
Z
dt
^
P
then the dominant uncertainty at long propagation times is
h
^
X
2
i /
*

Z
dt
^
P

2
+
: (4.73)
This system results in a t
3
dependence of the position uncertainty,
h
^
X
2
i / S
P
t
3
: (4.74)
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Combining the kicks
The formalism of this chapter leads to the Gordon-Haus analysis above once we
combine the individual perturbations of interaction events. We show here that the
Gordon-Haus result is reproduced exactly in the limit that the loss and gain spectrum
are broad with respect to the soliton spectrum.
According to the momentum \kick" analysis, each loss or gain event contributes
the conditional perturbation
h
^
h
2
i
f
  h
^
h
2
i
i
sin
2
()

h
2
i
n
2
: (4.75)
The noise resulting from many events will just be the sum of these independent
contributions. After propagating distance z in a loss-compensated ber, a pulse
with n photons experiences nz loss events and an equal number of gain events,
where  is the loss parameter of the material. The total perturbation to
^
h can then
be written as
h
^
h
2
i =
h
2
i
n
2
 2nz: (4.76)
The expectation is a shorthand for the uncertainty of each exchanged photon, as
discussed above
h
2
i  h	
1
j
2
j	
1
i 
R

2
jT ()j
2
d
R
jT ()j
2
d
(4.77)
In the case of broadband gain and loss, the exchange spectrum simply follows the
classical soliton spectrum,
T () / 
0
(): (4.78)
In this case, the uncertainty in each exchanged quanta is simply h times the uncer-
tainty in frequency of the individual loss photon. But the \frequency uncertainty" of
a photon is just a complicated name for the classical spectral width, !
2
clas
h
2
i = h
2
!
2
clas
: (4.79)
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Finally, we have
h
^
h
2
i =
2h
2
!
2
clas
n
z: (4.80)
Clearly, the present result Eq. (4.80) is of the form (4.72). To compare the results
quantitatively, we express both in the same units. The frequency noise implied by
Eq. (4.80) is
h
^
h
2
i=h
2
=
2!
2
clas
n
z =
z
3n
2
0
: (4.81)
This is exactly what we get when we rescale the Gordon-Haus dimensionless frequency
noise
h
^


2
i =
z
3n
; (4.82)
for the sech(t) soliton.
Can we avoid the noise? In the limit of broadband loss and gain, the above
derivation assures us that the previous Gordon-Haus analysis is inescapable, regard-
less of any special initial states we might devise. We can adjust the parameters (
o
,
, and !
00
) or expand our model, but have no new loopholes. For practical bers, the
broadband assumption is quite safe. It is intriguing that a regime of noise reduction
related to soliton propagation with spectral lters [56] seems possible in principle.
Reduced Gordon-Haus noise would result, for example, for a narrow gain spectrum
(unlikely in real bers). The mechanism is straightforward: if photons are added
(or lost) at precisely the average frequency of the soliton, they do not perturb this
frequency. In a sense this is because the spectrally narrow gain essentially implements
ltering of the soliton pulse, discussed previously [56]. However, rather than restoring
soliton components which have wandered from the desired frequency, the rate of
wandering is reduced.
The noise S
p
is proportional to h
2
i by Equation (4.76). In general, the uncer-
tainty \kicks" are related to the width of the soliton spectrum 
c
and the width of
the loss (gain) spectrum 
b
. When the loss and gain are broad, the noise is deter-
mined by the soliton spectrum only. We call this value S
p0
, the level of momentum
noise given in the literature and in Eq. (4.82). If the loss and gain bandwidth are
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Figure 4-8: Momentum noise is normalized to the Gordon-Haus level, and plotted as
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). The three
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.
signicant, they limit the spectrum of the exchanged photons. We think of the noise
as being a function of the dimensionless parameter, f
b
= 
2
b
=(
2
b
+ 
2
c
). The smaller
this parameter is, the smaller the loss bandwidth relative to the soliton spectrum.
Using the Gaussian approximation to h
2
i, Equation (4.67), we can write
S
p
= S
p0
h
2
i

2
c
(4.83)
 S
p0
[f
b
+ (1  f
b
)
2

2
b
]: (4.84)
The oset of the loss resonance is 
b
= h!
l
  h
i
. As expected, when the loss is
broad, f
b
! 1, we get S
p
! S
p0
. However, when f
b
is less than one, the momentum
noise can drop below the usual level.
Figure 4-8 plots the normalized momentum noise. If all loss and gain sites have
resonances centered exactly on h
i
(
b
= 0), we can read o, for example, a 50% noise
reduction at f
b
= 1=2 (
b
= 
c
). If the loss is only homogeniously broadened, 
b
is a constant oset. Inhomogeneous broadening can be included by using an average
spread, 
2
inh
in place of 
b
in Eq. (4.84). As a result, even if lifetime broadening
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is negligible    
b
 0, noise reduction requires that inhomogeneous broadening be
small: 
b
< 
c
.
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Figure 4-9: We depict one possible input-output picture of a loss event. A state with
an initially Gaussian X-wavefunction is mapped by loss onto a mixture of perturbed
Gaussian states. The result is easily extended to multiple loss events. This picture is
relevant to the problem of soliton wavefunction manipulation and observation.
4.4 Decoherence, statistical mixtures, and mea-
surements
So far, we have focussed primarily on loss-induced energy perturbations. We have
also restricted ourselves to initial eld states of denite energy. The underlying for-
malism which we have introduced is quite general; it can be applied to solitons with
general center-of-mass wavefunctions and captures all eects of photon exchange on
the soliton state.
In this section, we will outline the more general use of the formalism. Perhaps
most importantly, our description of the perturbed soliton state should plug into cal-
culations directly, avoiding intermediate steps. With this in mind, Figure 4-9 shows
one possible mapping of input to output eld states, applicable to localized solitons.
This particular mapping is based on Gaussian  (X) wavefunctions. Entanglement
with the matter state is handled in a convenient and natural way by regarding the out-
put as a statistical mixture of perturbed Gaussians. This is described mathematically
below.
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4.4.1 Input-output picture of photon exchange
Having obtained the results of previous sections, the mapping of Figure 4-9 comes
out easily. It allows a simple input-output picture to be applied quantitatively to
propagation problems.
We begin by writing the initial state of a soliton with general center-of-mass
wavefunction [43, 32]. We recall that h
i
and momentum P each represent the soliton
center frequency in dierent units. Then any soliton state expanded in terms of its
momentum wavefunction ( 
P
(P ), the Fourier transform of  (X))
j	
i
i =
Z
dP 
P
(P )jP;E
Bi
i; (4.85)
can also be written as
j	
i
i =
Z
dh
i
a(h
i
)jE
Ai
= nh
i
; E
Bi
i; (4.86)
since for xed n, h
i
is an algebraic function of P (
^
P 
^
H
X
=!
0
) Since the initial state
is a sum of energy eigenstates, the nal state is just the sum of each evolved in time.
As before, interaction leaves us with either zero or one photon exchanged,
j	
f
i = cos()j	
0
(t
f
)i+ sin()j	
1
(t
f
)i: (4.87)
The perturbed state component is a straightforward superposition,
sin()j	
1
(t
f
)i =
Z
dh
i
a(h
i
)
Z
dT (; h
i
)jnh
i
  ; E
Bi
+ i (4.88)
When we write the \unperturbed" state component we are careful about how we
normalize the states. We recall that for an input eigenstate, the normalization gave
cos()j	
0
i !

1 
Z
djT ()j
2

1=2
j	
i
i: (4.89)
It is helpful to maintain conservation of total energy conservation without including a
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full second-order perturbative correction. This is accomplished simply by superposing
the normalized unperturbed states of each energy,
cos()j	
0
(t
f
)i =
Z
dh
i
a(h
i
)

1 
Z
djT (; h
i
)j
2

1=2
jh
i
; E
Bi
i (4.90)
so that the total probability corresponding to each initial energy is time-invariant.
Or analysis of energy kicks presented earlier now extends almost unchanged to
the case of these general soliton states. It had better: in realistic situations, a soliton
is often localized and will therefore certainly not be in an energy eigenstate. The
momentum noise analysis of the preceding sections is actually only meaningful if it
agrees with the case of small but nite initial energy uncertainty, as we now show.
The kick
h
^
h
2
i
f
  h
^
h
2
i
i
=
Z
dh
i
Z
dja(h
i
)j
2
jT (;nh
i
)j
2
 
  h
i
n  1
!
2
(4.91)
is formally identical to Eq. (4.45). The above general energy perturbation reduces to
Eq. (4.44) in all cases currently of interest: as long as the uncertainty in h
i
is small
compared to the width of T ().
What is perhaps more interesting is interpreting the perturbed state in line with
Figure 4-9. In Appendix C we obtain an interesting approximate form for the per-
turbed state (4.88),
sin()j	
1
(t
f
)i =
Z
dT (;

h)jE
Bi
+ i
| {z }
statistical spread


Z
dh
i
~a

(h
i
)jnh
i
  i
| {z }
perturbed wavefunction
: (4.92)
The approximation applies to the usual physical case where the quantum spread in
the center frequency is much smaller than the classical spectrum. By separating the
reservoir and eld states, we bring out some important physics of the interaction: The
above state is an entanglement of an absorber with the eld. Since the entanglement
is with a reservoir, it is equivalent to generating a statistical mixture of soliton states
(as discussed in Appendix C). Each component of the mixture has an approximate
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Gaussian wavefunction ~a in the energy basis. It is interesting to note that the expan-
sion in coherent components is not unique: a dierent expansion is obtained by using
a dierent basis for the reservoir state.
Since this theory transforms Gaussians to Gaussians, it is easily cascaded. In the
limit that ~a is still approximately equal to a, multiple interactions will give a perturbed
state. One could begin to write a theory for such states after k lost photons
Z
d
1
: : : d
k
jReservoir State(
1
; : : : ; 
k
)i 

Z
dh
i
~a
k
(h
i
; 
1
; : : : ; 
k
)






nh
i
 
X
j

j
+
(4.93)
The rules for deriving the coherent wavefunctions ~a(h
i
; : : :) would follow from the
basic principles we have outlined in this chapter and in Appendix C. Naturally,
the rules for transforming a ! ~a
k
equivalently let us transform the soliton position
wavefunction  
i
(X)!  
n k
(X).
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4.4.2 Measurement and uncertainty
So far we have not explicitly looked at interaction events as detection of photons.
Remarkably, such considerations alone allow us to arrive at Eq. (4.80), and thus pro-
vide an additional interpretation of the above results. Specically, the perturbation
in soliton energy, and thus momentum, can be estimated as nothing more than the
Heisenberg disturbance in the soliton momentum upon measurement of its position.
We have mentioned that our absorber is exactly the same model used for a de-
tector of bandwidth  . Although the absorbers are not detectors which are read out
experimentally, they set up an entanglement between soliton states and states of the
macroscopic bath. The interaction site has then served as a detector with regard to
Heisenberg uncertainties. We only outline this interpretation here, but a more careful
analysis of the states supports our conclusions.
Figure 4-10 depicts the system before and after an absorption event in the case
of broad and narrow-band interactions. The sharp resonance (slow detector) has the
absorber state essentially independent of the exact time of the interaction, and so no
entanglement of states results. For the broadband absorption, the quanta is quickly
passed to the macroscopic bath, so that an independent state of system B exists
essentially for each time slot of width  
 1
. This is precisely the kind of entanglement
which represents measurement. We can say that the arrival time of the photon has
been measured to precision  
 1
.
Since the absorbed photon is left behind, we are not interested in the measurement
disturbance in its momentum, rather the momentum of the soliton. By measuring the
arrival time of a photon at a local absorber, we have measured the soliton position
to within x
classical
, the classical width of the pulse. This position measurement is
associated with a Heisenberg uncertainty kick in momentum. We calculate this kick
to be
P
kick
=
p
classical
n
(4.94)
where x
classical
;p
classical
is the minimum uncertainty pair of the single photon wave-
function . The factor of n corresponds to the soliton mass being n times the mass of
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Photon absorption at time 
Unentangled: Atomic state independent of 
(a)
Photon absorption at time 
   
 1
Entangled:
Atomic state depends on 
(b)
Figure 4-10: The eect of a photon absorption on the soliton state depends on the
degree of entanglement of the absorption time with the bath state. For weak coupling
of atom to bath (a), the nal bath state is insensitive to the absorption time, and no
entanglement results. For strong coupling, photons absorbed more than a few decay
times  
 1
apart result in essentially orthogonal atom-bath states. For small  
 1
, this
entanglement is the very essence of a precise measurement of the absorption time  .
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a photon. A single absorption then gives a perturbation
h
^
P
2
s
ij
f
i

hp^
2
classical
i
n
2
; (4.95)
which is exactly equivalent to Eq. (4.80).
We have then interpreted Gordon-Haus noise in terms of a basic quantum prin-
ciple. Noise injected in soliton momentum is just the Heisenberg disturbance which
must accompany measurement of the of photon (and thus soliton) position.
96
4.5 Momentum squeezer revisited
We now return to momentum squeezer described in Section 3.3. A central argument
presented there was the conservation of total momentum of the optical pulse. Fiber
loss violates this conservation by allowing a net exchange of energy and momentum
with external reservoirs. This does not prevent momentum squeezing, but does place
fundamental limits on the amount of squeezing we can achieve for given ber param-
eters.
4.5.1 Loss and momentum noise
Precisely the same mechanism of momentum noise that we have just been discussing
applies to the momentum squeezing problem. We can thus apply the results of the
preceding sections, Eq. (4.72), directly to this problem. It is convenient to express
the noise hP
2
i as a fraction of the classical soliton momentum spread at a given
time hp
2
(t)i, so that we can connect with Eqs. (3.53) and (3.54). We recall that
this is proportional to the coherent-state momentum uncertainty, denoted by \coh."
The momentum disturbance in time dt is the uncertainty of nv
g
dt lost photons:
h
^
P
2
i =
z
v
g
d
dt
h
^
P
2
i = nzhp
2
(t)i (4.96)
where  is the ber loss in units km
 1
. Combining Eqs. (3.54) and (4.96), and
integrating the noise in z = v
g
dt we get the squeezing ratio including loss-induced
momentum noise,
S(t) 
hP
2
(t)i
hP
2
(t)i
coh
(4.97)
=
nhp
2
(0)i+ v
g
n
R
dhp
2
()i
nhp
2
(t)i
(4.98)
=
nhp
2
(0)i+ v
g
nhp
2
(0)i
R
dg
 2
()
nhp
2
(0)ig
 2
(t)
(4.99)
= g
2
(t) + v
g
t
e
: (4.100)
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The eective loss time is dened as
t
e

Z
t
0
d(g
2
(t)=g
2
()): (4.101)
This quantity takes into account the momentum perturbations caused as the pulse
spectrum varies. That is, a photon lost at time  = 0 causes a small disturbance due
to the narrow spectrum of the pulse at that time, and thus contributes little to t
e
.
A photon lost at time  = t causes a larger disturbance, since the spectrum is fully
broadened [21].
4.5.2 Dispersion prole design
Using the above squeezing expression, one can begin to design a dispersion prole
for achieving large momentum squeezing. The total ber length z = v
g
t and prole
g(t) are chosen to maximize spectral broadening and to avoid excessive loss-induced
momentum noise. The literature on soliton compression using DDF [76, 49, 12] gives
us an excellent starting point in nding an optimal design.
The total length of the device will be dictated by the nonlinear coecient. That
is, for the device to generate a signicant amount of spectrum, the interaction time
must be long enough for nonlinear phase to accumulate,
t
e
> x
pulse
=n: (4.102)
Here n=x is the \intensity" corresponding to our normalized nonlinearity . There
is thus a limit on squeezing associated with given loss and nonlinearity coecients,
S(t) > v
g
x
pulse
=n: (4.103)
As we see below, a specic case of soliton pulse-compression bears out this general
rule.
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4.5.3 Exponential soliton compression
Adiabatic compression of solitons requires that g(t) vary slowly compared to the
soliton period / x
s
=n. For example, an exponential-compression scheme
g
2
(t) = g
2
(0)e
 2pt
: (4.104)
is described in [49]. We can also take into account the broadening of soliton pulses
due to loss. In place of the lossless relation g = , we then have
(t) = g(t)e
 2t
= e
 (p+2)t
: (4.105)
The adiabatic condition is determined by the nominal classical soliton,

0
(x; t) =
q
n=2sech(x=x
s
)e
 
t
; (4.106)
which accumulates phase at the rate

 = j!
00
j=2x
s
2
= n=2x
s
(4.107)
Adiabatic compression then satises p  n=2x
s
at every point along the ber.
Naturally, x
s
is maximum at t = 0, so that this point will give the adiabatic condition.
For exponential compression, t
e
approaches the asymptotic value 1=2p as t in-
creases,
t
e
= (1  e
 2pt
)=2p; (4.108)
since early loss events contribute little momentum noise. Figure 4-11 shows the
squeezing ratio plotted as a function of distance along the ber for several loss values.
After traveling for suciently long in such a ber, the squeezing ratio (4.100) becomes
S(t)  ! v
g
=2p: (4.109)
By design, p will be as large as possible, but less than the nonlinear rate, n=2x
s
(0).
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Figure 4-11: The squeezing ratio is plotted as a function of normalized time for an
exponential pulse compression: g(t) = e
 pt
. The squeezing ratio reaches an asymp-
totic value as the pulse propagates down the ber. This squeezing limit is imposed
by loss-induced momentum noise, and is simply the ratio of the loss rate and the
compression rate, S
min
= v
g
=2p.
When the loss to nonlinearity ratio is small, a large degree of squeezing can thus be
achieved. This limit clearly demonstrates the limitation imposed by that ratio,
S(t) v
g
x
s
(0)=n: (4.110)
The squeezing ratio can be rewritten in an elegant form in terms of dimensionless
parameters. We rst satisfy the adiabatic condition by setting
p = n=2x
s
(0); (4.111)
where  1. We then dene the normalized loss coecient:
 = v
g
x
min
=n; (4.112)
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and the compression ratio
z = x
min
=x
s
(0) = e
 pt
nal
< 1: (4.113)
The squeezing ratio (4.100) at t = t
nal
is then simply,
S = z
2
+ 
 1
(z
 1
  z): (4.114)
To achieve large squeezing, we raise  and reduce  and x
min
as much as possible: 
is constrained by the breakdown of adiabaticity,  by the materials and fabrication
capabilities, and the pulse width by the breakdown of our ber model for femtosec-
ond pulses. Once we nd a satisfactory ratio =, z can be varied by choosing the
initial pulse width, compression rate, and total length. In Figure 4-12, we sketch
the optimum squeezing attainable as a function of =. The analytical solution can
be obtained from Mathematica, but is too cumbersome to include here. (If a crude
analytical estimate is needed, S
2
+ (   1)
2
= 1 ts fairly well.) For example, using
some reasonable numbers   1=20km,   1=5, and taking v
g
x
min
=n  0.1km from
[84], one should be able to achieve =  1=40, and thus 7 or 8 dB of squeezing. To
exceed 15 dB of squeezing would be far more dicult, requiring =  :002.
4.5.4 Optimizing squeezing
Exponential compression is by no means the only scheme one should consider. Adi-
abatic compression with a variety of dispersion proles has been described in the
literature [58, 55]. This makes better use of the adiabatic condition by increasing the
compression rate p as the soliton period shortens. In addition, non-soliton methods
may prove more ecient, as long as an appropriate momentum-measurement device
is available.
Naturally, optimizing a specic design will require a more careful analysis. For
example, continuum generation should be included, along with various eects appli-
cable to femtosecond-pulses [12]. Though the detailed results will be dierent, the
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Figure 4-12: The squeezing ratio is plotted for adiabatic soliton compression with an
exponentially decreasing dispersion. The horizontal axis is =, essentially a normal-
ized loss ratio, where  < 1 is the adiabatic constant and  = v
g
x
min
=n is a gure
of merit combining the loss, nonlinearity and pulse width.
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general relations and trends that we have outlined above will apply.
4.5.5 Extreme squeezing
For extreme squeezing, a squeezing ratio less than 1=n is required, and so
v
g
< =x
pulse
: (4.115)
The basic idea is that even a single lost photon constitutes a measurement of the
position of the pulse ( to within a pulsewidth), and thus breaks the superposition.
The loss length must then be longer than the nonlinear interaction length of single
photons. This extreme loss sensitivity is characteristic of many-photon DeBroglie-
wave eects. Generally speaking, realistic losses are far too large for the eects to
be observable. Improved materials, detectors, and experimental designs may allow
future progress towards this goal.
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Chapter 5
Multi-photon tunneling
interferometer
Hagelstein has proposed a nonlinear optical coupler that would demonstrate photonic
DeBroglie-wave eects. This coupler constitutes the special beamsplitter that one
would need to build an interferometer for DeBroglie waves as depicted in Figure 2-1.
We now focus on analysis and simulation of a specic implementation of this nonlinear
interferometer concept.
In this chapter, we start with a very simple model of a nonlinear waveguide coupler,
and show that interesting DeBroglie-wave eects emerge without special approxima-
tions. As in a soliton system, the Kerr interaction between photons acts as a binding
force. If it is strong enough compared to other interactions between the eld modes,
all photons will switch from one waveguide to the another coherently as a single unit.
In particular, we use second-quantized model in order to connect the conguration-
space concepts with a more familiar starting point. This allows us to utilize the related
literature on tunneling in spin systems. One can also perform a purely conguration-
space analysis; in fact, Hagelstein has obtained preliminary results using this alter-
native approach.
105
5.1 Basic Physics
Consider a nonlinear directional coupler (NLDC) composed of two Kerr waveguides
with overlapping evanescent elds. A general model would be quite complicated, in-
cluding transverse bound and continuum modes, temporal mode shaping, loss, and
fabrication imperfections, all using quantized eld models. The basic underlying
physics can be understood much more simply: like others who have studied the quan-
tum nonlinear coupler [39, 11], we begin with a two-mode Hamiltonian
^
H governing
the propagation of a quantum state along the length of the coupler. Thus we include
only the linear coupling  and Kerr nonlinearity  essential to the function of the
NLDC,
^
H
eld
(t) =  (t)(a^
y
1
a^
2
+ a^
y
2
a^
1
)  (a^
y
1
a^
y
1
a^
1
a^
1
+ a^
y
2
a^
y
2
a^
2
a^
2
): (5.1)
In using this model, modes 1 and 2 are assumed at the outset to have well-dened
transverse modes and temporal pulse shape. The operators a^
y
1
and a^
y
2
create photons
in these pre-dened left and right waveguide modes, respectively. The linear coupling
part of the Hamiltonian (a^
y
1
a^
2
+ a^
y
2
a^
1
) is the standard interaction between modes
that leads to normal beamsplitter or coupling behavior. The nonlinear part adds
photon correlations and, as we will see, makes the dynamics much more interesting.
Classical versions of this model have been used to describe dual-core bers and
semiconductor waveguides, for example. The distance d(z) between the ber cores
or waveguides is varied as a function of length z along the propagation. The degree
of overlap of the evanescent elds then gives rise to a linear coupling (t = z=v
g
)
which seems to vary with time for a pulse in the moving frame. The particular mate-
rial implementation will need to satisfy strict requirements on loss, index uniformity,
etc. We currently envision the device as a special, two-core ber with high nonlin-
earity, although the requirements of our quantum system are beyond the forseeable
performance of this technology.
By using this simplied two-mode description, we have brushed some important
eects under the rug. While this is a useful simplication for gaining understanding,
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we do not imagine that loss or temporal pulse shape can realistically be ignored.
These issues will all have to be addressed before our scheme can be considered a
realistic design.
5.1.1 Trapped states
A good deal of attention has been paid to the above Hamiltonian. There have been
some results on the optical coupler [39, 11, 48], for example squeezing, but much
more on other physical systems with equivalent mathematical models such as molec-
ular spins, for example [71, 69, 78]. Since the models are equivalent, the extensive
understanding of quantum spin dynamics applies directly to our problem.
We are interested in the case where the nonlinearity is large, so that the Kerr eect
provides a binding energy. This is analogous to the case of soliton propagation|when
a soliton propagates, photons dig a \potential well" for each other via the nonlinear
index change. All photons remain \trapped" in this well even in the presence of
chromatic dispersion. Similarly, when a pulse enters on one side of a Kerr coupler,
a nonlinear index change is induced in that waveguide. There will then be an index
dierence between the two physically identical waveguides. If this index dierence is
large enough, it will cause a phase mismatch of the small linear coupling, and light
will be classically trapped in the initial waveguide. This eect has been observed
experimentally|coupling between waveguides in the NLDC is suppressed when the
input intensity is large enough [79]. For discussion of the trapping condition using a
spin representation, see [78].
We can think of the trapping eect as the result of an energy of localization
included in the Hamiltonian (5.1). That is, the nonlinear term assigns a \potential
energy" to the degree of localization of photons. To see this, we rewrite the nonlinear
operator for xed total photon number N :
a^
y
1
a^
y
1
a^
1
a^
1
+ a^
y
2
a^
y
2
a^
2
a^
2
= n^
2
1
+ n^
2
2
+ n^
1
[a^
y
1
; a^
1
] + n^
2
[a^
y
2
; a^
2
] (5.2)
=
1
2
[(n^
1
+ n^
2
)
2
+ (n^
1
  n^
2
)
2
] + n^
1
+ n^
2
(5.3)
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=1
2
(n^
1
  n^
2
)
2
+ f(N): (5.4)
The \potential energy"  (=2)(n^
1
  n^
2
)
2
is minimized when all photons are in one
waveguide or the other. When the nonlinearity is large, this potential tends to main-
tain the localization of light in one waveguide. This leads to classical trapping, but
also to quantum correlated-photon states.
5.1.2 Multiphoton tunneling
A highly-nonlinear two-mode coupler is analogous to a particle in a double well,
shown in Fig. 5-1. If light is initially localized in one waveguide, there is an energy
barrier which classically traps it there. However, just as a quantum mechanical par-
ticle can tunnel across the barrier, a quantum coupler can evolve from a \trapped"
state localized in one waveguide to a state localized in the other by tunneling across
the barrier. In fact, the spin tunneling problem (exactly equivalent to our coupler
model) has been rigorously mapped [69] onto a 1D double-well problem. Essentially
all of the intuition from particle tunneling applies to multi-photon tunneling. The
fact that multi-photon tunneling should occur seems natural from the conguration-
space point of view; one can think of a bound collection of photons as a quantum
particle whose \center of mass" evolves along the coupler. The collective dynamics of
these interacting particles can be approached much like similar problems for massive
particles [32, 31].
In the typical symmetric double-well problem, tunneling arises because the local-
ized states are not true eigenstates of the system. A localized state is composed of
symmetric and antisymmetric eigenstates, which are nearly degenerate. The small
energy splitting leads to slow tunneling from one localized state to the other. In
the NLDC as well, eigenstates obey the natural symmetry of the system. The two
waveguides of the coupler are identical, and so all eigenstates must have a symmetry
upon exchange of the waveguides: hN   k; kji = hk;N   kji. States localized
on one waveguide are not eigenstates, but superpositions of the symmetric and anti-
symmetric states. While localized states can be \trapped" on the time scale of linear
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Figure 5-1: The state of a two-mode oscillator can be rigorously mapped onto the
standard 1D tunneling problem. In the 1D problem, the particle has insucient
energy to pass the barrier classically, and is thus in a trapped state. A quantum
particle can escape from this trapped state through tunneling. Photons in a two mode
coupler can similarly evolve from a state localized on the left to a state localized on
the right even in the trapping regime, where the nonlinear barrier is high.
oscillations, they eventually tunnel.
The basic mathematics is exactly the same for the coupler as for the double-well
problem. An initially (left) localized state can be decomposed into the eigenstates,
j	(t = 0)i = j`i = (jsi+ jai)=
p
2: (5.5)
These have a small energy splitting h
,
^
Hjsi = (E
0
  h
=2)jsi (5.6)
^
Hjai = (E
0
+ h
=2)jai: (5.7)
The time-evolution of this state is easily written in terms of eigenstates:
j	(t)i = e
 iE
0
t=h
(e
i
t=2
jsi+ e
 i
t=2
jai)=
p
2: (5.8)
The energy dierence h
 leads to dephasing of the antisymmetric and symmetric
states. Since the energy splitting is small, the state will appear to be trapped on time
scales on the order of 
 1
. However, on a longer time scale, the dephasing causes an
oscillation between the left and right localized state, j`i and jri = (jsi   jai)=
p
2, at
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the tunneling frequency 
:
j	(t)i = e
 iE
0
t=h
[cos(
t=2)j`i+ i sin(
t=2)jri]: (5.9)
The end result is exactly the kind of coherent superposition (2.16) which motivated
us to analyze this device. Tunneling of multi-photon bound particles arises naturally
from the physics of a strong Kerr nonlinearity, and provides the kind of states that
are needed for observing photonic DeBroglie wave eects. As with other tunneling
systems, the rate is very sensitive to all system parameters. This sensitivity creates
a number of diculties for implementing such a device.
5.1.3 Adiabatic variation:
A conict arises in designing a NLDC: in order to maximize tunneling, we want to
keep the linear coupling fairly large, thus making the overlap between j`i and jri
large. However, we may want the states at the input, output, and phase shifter to be
as localized as possible, that is j`i  jN; 0i and jri  j0; Ni. This condition requires
small linear coupling. We have explored Hagelstein's proposal to adiabatically vary
the linear coupling to satisfy both requirements.
The adiabatic theorem says that if the Hamiltonian of a system is changed slowly
enough, an initial eigenstate of the Hamiltonian
^
H(t = 0) evolves to remain an
eigenstate of
^
H(t) at each moment. Figure 5-2 shows the adiabatic interferometer
conguration. The idea is to adjust the symmetric and antisymmetric states, jsi and
jai, without disturbing coherent superpositions of the two or scattering into other
states.
More specically, the adiabatic principle says that there will be little scattering
between the states a and b as long as the variations in the potential energy V satisfy
hdV=dt  E
2
ab
. For small  and n of interest in the following simulations, we can
use the simpler condition h=t  E
ab
. The energy dierence between the ground
state, with (n
1
  n
2
)
2
= n
2
, and next excited state, with (n
1
  n
2
)
2
= (n   2)
2
is
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t∆φ
Figure 5-2: The adiabatic nonlinear Mach-Zehnder interferometer is composed of two
matched NLDC's and a standard, linear phase-shift. The linear coupling  in the
NLDC's is turned on slowly by bringing the waveguides in closer proximity, allowing
adiabatic evolution of the quantum eld state.
approximately E  2(n  1). The variation of  should occur on a time scale
t >
h
2n
(5.10)
The intuitive result is that the coupler must be longer than the nonlinear phase period.
For example, the coupler should be many soliton periods in a soliton system. In the
following numerical simulations, we conrm the principle that scattering is negligible
for these slow variations. We return to the more general adiabatic condition in the
next chapter.
5.2 Numerical simulation
The following calculation provides a test of the theoretical description we have out-
lined, conrming that a Kerr coupler includes the basic physics required for a photonic
DeBroglie-wave device. We can also begin to explore quantitatively the limitations
present in this simple model, such as the coupler length required for acceptable \adi-
abatic" coupling.
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5.2.1 Schrodinger Equation with varying 
We have simulated the interferometer of Fig. 5-2, which includes two NLDC's and a
standard phase shifter. We start with initial states with photons in one waveguide
only, and perform the three state transformations sequentially. The phase shift is
trivially calculated using the relation (2.15). The NLDC has a more complicated, but
straightforward, evolution according to the time-varying Hamiltonian. The nonlinear
parameter  was set to 1, and the linear coupling was slowly varied as seen in Fig. 5-2.
For simplicity, we used a piecewise-linear variation: the rst NLDC was simulated as
(t) =
8
>
>
>
>
>
<
>
>
>
>
>
:

max
t=T ; 0 < t < T

max
; T < t < 2T

max
(3T   t)=T ; 2T < t < 3T
(5.11)
The second NLDC is an identical copy of the rst. The coupler length was chosen
such that T  h=n to satisfy the adiabatic condition. In Figure 5-4, below, we show
simulation results using very large values of T , to bring out features of the small-
 regime. Other simulations, discussed later, conrm that more moderate device
lengths are sucient.
We solved the Schrodinger equation by direct time-domain integration using leapfrog
dierencing. The eld evolution separates naturally into photon number sectors. The
N -photon, two mode quantum state can be represented by a normalizedN+1-element
vector c, which evolves according to
i
d
dt
c = Ac: (5.12)
One can easily identify the matrix elements ofA, A
k;j
= hN k; kj
^
H=hjN j; ji, [71].
The results were insensitive to step size, indicating that our dierencing accurately
approximates the dierential equations.
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n1
  n
2
N N
Non-Adiabatic
Adiabatic
-
-
Figure 5-3: Simulations demonstrate the adiabatic principle. An initial, symmetric
ground state remains in the instantaneous ground state as long as the Hamiltonian
of the NLDC is slowly (adiabatically) varied. If the variation is too rapid, untrapped
states are excited, and the photon correlations are largely lost. We depict states with
N = 8 total photons by plotting the probabilities jhn
1
; n
2
j	ij
2
vs. n
1
 n
2
. The input,
center, and output of a single NLDC are shown left to right for the adiabatic and
nonadiabatic cases.
5.2.2 Basic results
We rst show adiabatic manipulation of eigenstates. The lowest symmetric and anti-
symmetric states were manipulated without giving rise to unwanted states by slowly
turning on the linear coupling, as shown in Fig. 5-3. This is numerical evidence that
we can manipulate multi-photon correlated states.
More interesting is the direct conrmation of multi-photon tunneling interferome-
try. In Fig. 5-4, we show the probabilities jh	jN k; kij
2
for a 5-photon state evolving
through an interferometer. Several features are worthy of note. Superposition states
of the type discussed above were indeed generated at the output of the rst NLDC. Al-
though components with jn
1
 n
2
j 6= N are present within each NLDC (while  > 0),
the contribution of unwanted states drops essentially to zero once the linear coupling
is turned o. Finally, we see the desired phase sensitivity|complete switching from
jN; 0i to j0; Ni with a phase shift of only =N . This indicates that the remarkable
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Figure 5-4: The quantum state of a two-mode eld j	i evolves according to the rst
NLDC, phase shifter, and the second NLDC in sequence. Probabilities for the basis
states jN k; ki are plotted versus length along the device, and show striking nonlinear
quantum eects. Adiabatic design of the couplers leaves us with superpositions of the
jN; 0i and j0; Ni only (other states are only temporarily excited within the couplers).
Thus we have achieved manipulation of N -photon particles, bound together by the
Kerr eect. As predicted, this gives us full switching for a phase shift of only =N .

max
= :703h; T = 20 = 10h= ;  = h=2; N = 5.
=N interference has been achieved.
5.3 Prospects for measurement
The simulations discussed in the previous section conrm the basic physical principles
behind multi-photon tunneling. An actual measurement would dier from the above
model for a variety of practical and fundamental reasons. Here, we address a few of
the most important dierences.
5.3.1 Number uncertainty
Previous simulation of the NLDC showed tunneling for xed-N , but suggested that
uncertainties in N essentially eliminated the eect [11]. The basic issue is that tunnel-
ing rates are extremely sensitive to system parameters, including the photon number.
A design optimized for N = N
0
may show essentially no tunneling for N = N
0
+ 1.
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To understand the impact of number uncertainty on tunneling, we rst consider
some general properties of number-conserving systems. Conservation of photon num-
ber means that the Fock sectors (state components with dierent photon number)
evolve separately. In our lossless model, that is, j	(t)i =
P
N
j	
N
(t)i and each Fock
component evolves independently,
ih
@
@t
j	
N
(t)i =
^
Hj	
N
(t)i (5.13)
since the Hamiltonian does not change photon number. Similarly, a photodetector
measurement is performed by an operator
^
D that does not mix photon number com-
ponents, [
^
D; n^
1
+ n^
2
] = 0. An interesting consequence is the expectation of such a
measurement:
h	(t)j
^
Dj	(t)i =
X
N
h	
N
(t)j
^
Dj	
N
(t)i: (5.14)
This equation expresses the independence of the Fock sectors: Since state components
with dierent photon numbers do not mix, mean photocurrents are simply a statistical
average of the means for each Fock sector. Thus any physical eect present for a xed
photon number is also present for the uncertain-number case, but may be obscured
by the averaging.
The simulation results [11] correctly pointed out this washing out of tunneling
when several Fock sectors are averaged. One should not misinterpret the result to
mean that tunneling is not present in the mixed-N case. In fact, for  6= 0, all
localized states in all Fock sectors either tunnel or undergo untrapped oscillations.
The expectation hn^
1
  n^
2
i is a sum of oscillating, zero-mean contributions (5.14) from
the Fock sectors. It will never be permanently localized, no matter what parameters
are chosen. However, since the tunneling rate has a rapid exponential fall-o with
photon number, tunneling may be eectively zero for any reasonable time scale for
photon number above some threshold. The localization (hn^
1
  n^
2
i > 0), is then
eectively permanent in such cases.
Our simulations conrm this basic intuition. The tunneling rate is indeed seen
to be very sensitive to photon number. The variation in tunneling rate leads to loss
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must be larger than the loss. This may ultimately prevent any observation of photonic
DeBroglie waves using the multiphoton tunneling concept. We discuss this issue in
the following chapter.
5.3.3 Other practical issues
To actually observe these eects, they must appear in a real physical system, not a
two-mode model. Many details of the design must be eshed out, perhaps most im-
portantly the pulse-shape dynamics. We have considered soliton and zero-dispersion
implementations, both of which have unresolved issues. In the soliton case, one must
make the two-mode dynamics self-consistent with the pulse shape: that is, the soliton
shape in each waveguide depends on the splitting of energy between the two. For the
zero-dispersion case, one must carefully identify the relevant time scale over which
photons interact, which may dier from the pulse width [40].
5.4 Spin representations and tunneling
In some respects, a spin representation is much more natural description of the non-
linear coupler. The extensive literature on the mathematical mode we have been
discussing is primarily focussed on spin variables, and connecting with these results
is important. The spin representation uses variables quadratic in the photon op-
erators to describe the two mode state. The link is intimately connected with the
Jones-space and Stokes-space connection described in the later chapters of this thesis.
The three-dimensional, Hermitian spin vector has coordinates
^
J
x
=
1
2
(a^
y
1
a^
2
+ a^
y
2
a^
1
) (5.15)
^
J
y
=
1
2i
(a^
y
1
a^
2
  a^
y
2
a^
1
) (5.16)
^
J
z
=
1
2
(a^
y
1
a^
1
  a^
y
2
a^
2
): (5.17)
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We can easily prove the spin commutation relations,
[
^
J
x
;
^
J
y
] = i
^
J
z
(and circular permutations) (5.18)
n^ = a^
y
1
a^
1
+ a^
y
2
a^
2
(5.19)
[n^;
^
J
k
] = 0 (5.20)
directly from [a^
j
; a^
y
j
] = 1. The Hamiltonian (5.1) can now be written in the elegant
form
a^
y
1
a^
2
+ a^
y
2
a^
1
= 2
^
J
x
(5.21)
a^
y
1
a^
y
1
a^
1
a^
1
+ a^
y
2
a^
y
2
a^
2
a^
2
= 2
^
J
2
z
+
^
N +
^
N
2
=2 (5.22)
^
H
field
=  2(t)
^
J
x
  2
^
J
2
z
 
^
H
0
: (5.23)
Here
^
H
0
=  (
^
N+
^
N
2
=2) depends only on the total photon number, and therefor does
not relate to photon switching between the waveguides. The energy of localization,
or binding energy, is now clearly just the term  2
^
J
2
z
.
It is useful to think of the spin trajectory
~
J(t) that one could dene for a classical
state, where the photon operators take on denite values. The magnitude of the spin
vector is n=2, and so the trajectory remains on the surface of a sphere. The trapping
regime can be understood by picturing the intersection of this sphere (which represents
number conservation) with the surface E
0
=  n
2
=2 2J
x
 2J
2
z
(which represents
conservation of energy). If J
2
z
is initially large enough, then the intersection of
these surfaces (and thus the state trajectory) is localized around the initial J
z
[78].
The corresponding quantum system has been mapped onto a standard 1D tunneling
problem, as depicted in Figure 5-6.
Tunneling rates: We have reproduced the calculations outlined in the literature
of tunneling rates. We have found that they are not only generally quite small, but
become a smaller and smaller fraction of the nonlinear phase rate as we move to higher
photon number. In Figure 5-7, we show some calculated tunneling rates normalized
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Figure 5-6: The quantum spin system describing multi-photon tunneling can be
mapped onto a 1D particle problem using characteristic functions. Here we depict
the three-dimensional spin representation and the double well of the equivalent single-
particle Schrodinger equation derived by Scharf [69].
to the nonlinear phase rate, that is with n = h. Thus, in a large-n design, we may be
pushed to device lengths even longer than one would expect from the simple adiabatic
argument presented above.
The range of moderate tunneling rates is shown in Fig. 5-8, and consists of very
low photon number and  near the critical value for trapping. Both of these conditions
seems necessary to avoid prohibitively small tunneling rates. Unfortunately, in this
regime, most other states of the system are untrapped. Any scattering into these
states will cause a background of non-tunneling oscillation between the waveguides,
and may obscure any interesting eects.
5.5 Adiabatic condition for many photons
Above we argued that for small n and , the adiabatic condition can be expressed as
nt=h 1: (5.24)
This has intuitive appeal: it says simply that the nonlinearity must be signicant on
the length scale of the coupler, or else the switching behavior will be quasi-linear,
and thus classical. However, this simplistic expression can be misleading as we move
to more relevant n and . In this section, we discuss the adiabatic condition more
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Figure 5-8: Tunneling rates in the potentially useful weak-trapping regime. Again,
n = h and the symbol  represents 2=h.
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carefully. We argue that, regardless of the photon number, the total interaction time
required to observe adiabatic tunneling is on the order of =h. That is, the coupler
length must be on the order of the nonlinear phase rate per photon. Typically this
length is extremely large due to weak nonlinearities of optical materials.
Balancing the tunneling length and the adiabatic length
The total length of an adiabatic tunneling coupler must be understood in terms of
the balance of two requirements: switching cannot occur faster than the tunneling
rate, or faster than the adiabatic limit. In the calculation of Figure 5-4, we took  to
be a xed, small constant, and then adjusted T until it matched one quarter of the
eective tunneling period. That is, we adjusted T until the state had high overlap
with the desired superposition state,
j i  jsi  (jn; 0i   ij0; ni)=
p
2: (5.25)
But of course  need not be some arbitrary xed constant. In fact, we can achieve
larger and larger tunneling rates by raising . Thus we can reach jsi using smaller
and smaller values of T by increasing .
However, the adiabatic condition says that the coupling, proportional to , must
not vary too quickly. As  is increased, the adiabatic length becomes longer. At some
point,  will become so large that the adiabatic length is longer than the tunneling
period. Since T must satisfy both, raising  does not result in a shorter device beyond
this point. The optimum choices of  and T will occur when the adiabatic length and
the tunneling length are of the same order. We have gone through the optimization
process numerically for several values of n and will discuss the results below.
The weakly trapped regime
We have discussed in the preceding section that the tunneling rate is vanishingly small
outside of a narrow range of parameters. For more than a few photons, the rate is
essentially zero for small  and then suddenly turns on around the critical trapping
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condition
  
crit
=
n
2
: (5.26)
Thus the \balance" of tunneling and adiabatic lengths occurs at around this value.
By design, then, we will always want to operate in the weakly trapped regime (or
untrapped regime).
Adiabatic condition for weakly trapped states
The rule of thumb (5.10) that we used for the adiabatic condition for small n and 
does not extend beyond this regime. The correct condition is
t
h
max
hbj
^
J
x
jai
E
2
ab
; (5.27)
and is expressed in terms of scattering from state a to state b. We can then obtain a
crude but useful estimate for the adiabatic length in the weakly trapped regime. We
assume E
ab
 2n as before, but now argue that
jhbj
^
J
x
jaij  n=2: (5.28)
To understand this, consider the spin-representation of the quantum state. One
might naively assume jai is equal to the initial state jn; 0i and obtain jhbj
^
J
x
jaij 
n=2 
p
n=2, as is true for small . This is the n-photon quantum state that best
approximates
~
J = (n=2)
^
i
z
, and therefore gives small values of haj
^
J
2
x
jai, and thus
of jhbj
^
J
x
jaij among possible quantum states. But in the weakly-trapped regime, the
initial state is transformed into a ground state jai which has very little resemblance to
jn; 0i. The direction of
~
J = (n=2)
^
i now deviates signicantly from
^
i
z
, and a signicant
component lies in the x-direction. The component is then  n, as indicated by Eq.
(5.28).
The adiabatic condition is
t
h
max

2
n
: (5.29)
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Combining this with the trapping condition, Eq. (5.26), we have
t
h
2
: (5.30)
This result is quite striking. If it is correct and applies generally to all relevant regimes,
it means that the device length for adiabatic coupling must be greater than the
single-photon nonlinear length. This a very strict condition, raising serious practical
diculties in addition to loss decoherence. For example, even if it could be made
lossless, a standard ber would need to be millions of kilometers long to obey the
above constraint.
Numerical Results
A series of NLDC simulations were performed to conrm the above over-simplistic
arguments. For photon numbers between n = 3 and n = 12, we basically saw exactly
the expected trends.
In Figure 5-9, we see the coupler length as a function of . A value of the total
coupler length 3T was obtained for each  by minimizing the deviation from the
desired state jsi,
R = 1  jh jsij
2
: (5.31)
T (
max
) = argmin
T
R(
max
; T ): (5.32)
This optimum length essentially reects the eective tunneling rate of the piecewise-
linear (t). For all simulated cases, it drops monotonically with . However, when
 becomes too large, deviations from adiabaticity become larger. Figure 5-10 shows
the deviation R as a function of 
max
. Generally the overlap gets progressively worse
for higher .
We should mention that all of the optima (5.32) were forced to correspond to
the rst tunneling period T ()  =2
. For completeness, one could also consider
devices where T is greater than a tunneling period, such as T ()  9=2
 of Figure
5-11. In these cases, the adiabatic condition is being met by making T larger than
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the tunneling period. The fact that this is necessary means that  is too large: rather
than being in \balance," the adiabatic length is too large for the tunneling length.
There are two key features of Figures 5-9 and 5-10 that conrm our theoretical
discussion. First, we see that the interesting regime occurs when   
critical
. That
is, we will always raise  by design until we reach some acceptable tolerance for the
deviation R, and this seems to always occur at 
critical
, as expected. (In fact, as n
get larger, we seem to be pushed progressively higher, into the untrapped regime).
Second, we see that for a fairly wide range of n's, the ultimate device lengths are
always of order h= = 2. There are variations, but no consistent trend with increasing
n.
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evolution is shown.
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Chapter 6
Loss in a quantum interferometer
Classical interference eects are quite robust to loss. If the loss in the arms of a
standard interferometer is balanced, the interference pattern is simply attenuated, but
qualitatively the same. Even an imbalance simply leads to a proportional reduction
of contrast, but is essentially a practical detail as long as some light is getting through
each arm.
This situation can be eshed out in detail with a quantum analysis of a linear
interferometer with coherent-state inputs. The detector sees a mode in a coherent
state, whose interference properties are exactly those predicted by the classical theory.
The quantum impact of loss is simply that there are fewer photons|which matters
only when the shot noise becomes important.
Another way of looking at the classical evolution of the coherent state uses the
particle intuition of the previous chapters. A coherent state is one where the photons
are uncorrelated, each existing in its own mode (or wavefunction) without any inter-
action with other photons. Thus, when a photon is lost, it simply never reaches the
detector. Since it is not correlated or interacting with the other photons, its fate has
no impact on them whatsoever. They pass through the (linear) interferometer as if
the lost photon had never existed.
The situation is completely dierent for the states,
j	i = jN; 0i+ j0; Ni (6.1)
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described in the previous chapter. Here the photons are completely correlated: if
one is in the left (or right) arm of the interferometer, then all photons are in that
same arm. Any such fully correlated superposition is destroyed by a single loss event,
because loss of a photon constitutes a measurement of which arm it was in. In this
sense, many-photon superposition states are analogous to states with extremely large
squeezing.
Single-photon loss condition
By the above argument, the loss sensitivity for photonic DeBroglie wave eects in-
volving fully correlated states such as Eq. (6.1) is strict and easy to calculate: the loss
seen by the fully correlated state must be less than one photon with some reasonable
probability. In terms of the propagation length L, we have L < 1=n. As with the
momentum squeezer, the propagation length cannot be chosen arbitrarily. It must be
long enough to satisfy the adiabatic condition. The loss condition then means that
the loss rate must be lower than the per-photon nonlinear phase rate, by at least the
factor 1=n:
v
g
<
1
nT


nh
: (6.2)
We can get a crude estimate of the available physical constants by looking at a
simple soliton propagation example; more accurate numbers require an understanding
of pulse-shaping dynamics in a nonlinear directional coupler, which is beyond the
scope of this paper. The loss length in a high-quality optical ber is dened as the
inverse of the power loss rate
L
loss
 1=  20km: (6.3)
We dene the per-photon nonlinear length as characteristic length of accumulation
of nonlinear phase per photon,
L
NL
 v
g
h=2: (6.4)
 is connected to the nonlinear constant of the waveguide  via the pulse width 
s
,
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by reasoning that h!n=2
s
is the peak power. For mode area A
e
, material Kerr
constant n
2
, and frequency typical for ber solitons [1], one has
 =
n
2
!
0
cA
e
 3W
 1
km
 1
: (6.5)
The per-photon nonlinear length for a 1 ps soliton is then
L
NL

8
s
h!
 2 10
7
km: (6.6)
The ratio L
NL
=L
loss
, which must be less than 1=n to satisfy the single-photon loss
condition, is then
L
NL
=L
loss
 10
6
: (6.7)
We can easily imagine orders of magnitude improvement by reducing the mode
area A
e
, using femtosecond pulses, etc. Regardless, adiabatic, loss-free propagation
will be dicult or impossible in ber. Other materials should certainly be consid-
ered as well. For example, chalcogenide and GaAs each have nonlinearities orders of
magnitude stronger than conventional ber. The losses in these materials have so far
been far greater than for ber, however, so that there is no net reduction of L
NL
=L
loss
.
Towards robust DeBroglie wave eects
The design as described so far faces a seemingly insurmountable obstacle because of
loss. We have begun a process of exploring the basic assumptions and limitations
that prevent a realistic design. While we have identied some interesting physics
and potential directions for future investigations, we have found no evidence that the
obstacle can be overcome. The observation of a photonic DeBroglie eect, if possible
at all, is likely to require special sources and detectors, and consists of carefully
selected detection events. To some extent, such an experiment would be more akin to
photon correlation measurements than to the elegant thought experiments of Figures
2-1 and 3-5.
Below, we discuss the most important generalization of our method that may
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help mitigate loss eects: the use of more loss-robust states that may still capture
the desired strange quantum properties. Another major strategy is the use of special
detectors to lter out events that would otherwise wash out the desired interference.
Selective detection can help deal with loss, as it has for existing two-photon inter-
ferometers. By detecting coincidence rates for two photons, one essentially removes
the background generated by cases where one photon is lost. One could thus observe
interference of two-photon pulses with high contrast even if a very small fraction of
the pulses experience no loss. This concept could be generalized in a number of ways
to the multi-photon case, and is a subject of current research. The problem remains
that there must be some appreciable probability of the desired events.
6.1 Quantum states less sensitive to loss
Both the quantum eects that we seek to observe and the undesirable loss-sensitivity
are properties of the special correlated-photon states generated in the interferometer.
We would like to understand the fundamental trade-o between loss-sensitivity and
quantum strangeness, apart from the specics of any particular implementation. In
this section, we choose a particular metric for quantum strangeness, so that we can
explore the trade-o quantitatively. To simplify our analysis, we do not consider the
evolution of quantum states in the interferometer at all. We merely assume that the
interferometer generates a quantum two-mode state j i just before the phase shifter
in Figure 5-2. We then crudely apply a nite lumped loss to the state, and ask
whether the special properties of the state are intact.
Inherent phase resolution of a state
A key motivation for studying quantum interferometer states is their potential for
precision phase measurement. Along these lines, the inherent phase resolving power
of a quantum state is a useful measure of its desirable quantum properties. We have
used resolving power as our quantitative measure of the usefulness of a state.
An exact metric for a state's phase resolving power is available from theory of
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quantum hypothesis testing [38, 5]. In that framework, one asks: With what certainty
can one detect a small phase shift  operating on a quantum state described by
density operator ? That is, with what probability can one distinguish  from the
phase-shifted e
in^
e
 in^
? Leaving practical issues aside, the mathematical answer
relates simply to the orthogonality of these states to be distinguished, as measured
by the distinguishability, 0  D  1,
D =
1
2
Trfj  e
in^
e
 in^
jg: (6.8)
Here n^  n^
2
  n^
1
is the dierence of photon numbers for the two paths, and the
notation Trfj : : : jg is a terse shorthand for summing the absolute values of eigenvalues
[38]. We apply this known formalism to the problem at hand, generalizing the results
of [5].
Comparison
We need to test the robustness of superposition states that have signicant but not
complete photon correlations, so that we can establish a resolution-robustness trade-
o. We dene the set of initial states with denite jn^j = K and photon number
n:
jn;Ki = (j(n+K)=2; (n K)=2i+ j(n K)=2; (n+K)=2i)=
p
2 (6.9)
These are the symmetric eigenstates of the nonlinear coupler in the limit of zero linear
coupling (in the adiabatic coupler, theses are eigenstates after the coupling has been
switched o), and are a natural starting point for our investigation. We expect that
small K states have a large background in both modes and are thus more robust,
while large K states have higher sensitivity to phase in the absence of loss.
The basic intuition is that, as long as each component of the superposition has
some background photons in both paths, then all components will survive moderate
losses. In the limit that photon number of the arms is approximately equal, loss no
longer constitutes a measurement of the state, and no longer signicantly disrupts the
superposition. However, in this same limit, the phase resolving ability vanishes com-
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pletely, since the quantum phase transformation is proportional to (n^
1
  n^
2
). Using
the formalism below, we conrm and quantify the trade-o between raw resolving
power and robustness.
In our results section below, we present the calculation for this particular family
of quantum states. This gives us a sense for what might be possible in a nonlinear
interferometer without actually calculating the state evolution in the presence of
loss. Estimates more applicable to a specic interferometer implementation can be
calculated using the same method but starting with a more appropriate family of
states. Naturally, this approach can give us an upper bound on performance, but
does not address issues such as the adiabatic transition that would be included in a
full simulation.
Beamsplitter loss model
Loss is included as if there were a beamsplitter in each arm of the interferometer.
The formulation in terms of four-mode states is straightforward. If the reservoir is
initially in the ground state,
j 
i
i =
X
n
1
;n
2
c
n
1
;n
2
jn
1
; n
2
i 
 j0; 0i
reservoir
: (6.10)
then the nal state can be written in terms of the well-known binomial coecients of
a beamsplitter discussed, for example, in [34, Sec. 9.2]
jni 
 j0i !
X
j
L
n;j
jn  ji 
 jji; (6.11)
jL
n;j
j
2
=
0
B
@
n
j
1
C
A
L
n j
(1  L)
j
: (6.12)
The nal state after loss is
j 
f
i =
X
n
1
;n
2
c
n
1
;n
2
X
j
1
;j
2
L
n
1
;j
1
L
n
2
;j
2
jn
1
  j
1
; n
2
  j
2
i 
 jj
1
; j
2
i
reservoir
: (6.13)
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This has the form of a statistical mixture of states j

 
j
1
;j
2
i:
j 
f
i =
X
j
1
;j
2
jj
1
; j
2
i
reservoir

 j

 
j
1
;j
2
i (6.14)
j

 
j
1
;j
2
i 
X
n
1
;n
2
c
n
1
;n
2
L
n
1
;j
1
L
n
2
;j
2
jn
1
  j
1
; n
2
  j
2
i: (6.15)
That is, the density operator of the interferometer state (the partial trace over the
reservoir) has pure-state components j

 
j
1
;j
2
i,
  Tr
R
fj 
f
ih 
f
jg =
X
j
1
;j
2
j

 
j
1
;j
2
ih

 
j
1
;j
2
j: (6.16)
6.1.1 Results
Figure 6-1, plots distinguishability versus  for a few example states, clearly demon-
strating the expected trends: For n = 63 and no loss, the optimal phase resolution
is achieved by jn = 63; K = 63i [which is a fully correlated state (2.16) ]. However,
after 5% power loss in each path of the interferometer, the performance of this state
is badly degraded. The K = 15 state at the same level of loss still reaches near-unity
distinguishability ( D = :91, corresponding to a theoretical detection error of 5%). In
fact, because of robustness to loss, the K = 15 state gives dramatically better prob-
ability of detection for all phase shifts. The degradation of correlated states is more
dramatic as we move to higher n and larger losses. Also shown is the performance of
a \beamsplitter state," the state emerging from a 50/50 beamsplitter with 63 photons
input in one port. This curve gives the performance of uncorrelated photon states
relevant to a linear interferometer. The loss-degraded K = 15 state outperforms the
beamsplitter state, demonstrating that the shot-noise limit can be surpassed even in
the presence of moderate losses.
Analytical limit
Ultimately, we would like an estimate of the minimum resolvable phase  as a
function of the power loss level L. Numerical calculations involving density matrices
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Figure 6-1: Distinguishability of phase shift  for several quantum states. Total
photon number before loss, n = 63. The \K-states" have characteristic jnj =
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j = K and represent either fully correlated (K = 63) or partially correlated
(K = 15) quantum states. Shown for comparison is the \beamsplitter state," the
output of a conventional beamsplitter with n input photons.
are impractical for large n. We can use calculations for moderate n to test analytical
approximations. Following the spirit of [21], we have estimated the eect of nite
loss L as a simple combination of nL individual photon loss events in the limit of
small K=n. This simple intuitive estimate agrees surprisingly well with the exact
calculation.
Consider the orthogonality properties of a phase shift applied to jn;Ki,
hn;Kje
in^
jn;Ki =
1
2
(e
iK
+ e
 iK
): (6.17)
If the phase shift  = =2K is chosen, then the shifted and unshifted states are
orthogonal,
hn;Kje
in^
jn;Ki = cos(=2) = 0 (6.18)
and the distinguishability is unity,
D = (1  jhn;Kje
in^
jn;Kij
2
)
1=2
= 1: (6.19)
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That is, the phase shift can in principle be resolved with probability one using such
an initial state, since the shifted and unshifted states are orthogonal.
Now consider the same state subjected to single photon loss:
j

 i = a^
1
j i =
s
n+K
2




n +K   2
2
;
n K
2

+
s
n K
2




n K   2
2
;
n +K
2

(6.20)
The phase-shift no longer produces perfect orthogonality:
h

 je
in^
j

 i
h

 j

 i
=
1
n

n +K
2
e
i(K 1)
+
n K
2
e
 i(K+1)

(6.21)
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= j cos(K) + (iK=n) sin(K)j
2
(6.22)
Evaluated again at  = =2K, the overlap is simplyK
2
=n
2
, and the distinguishability
is
D =
q
1 K
2
=n
2
: (6.23)
We extend this result to obtain our simple analytical estimate. We assume 1 
K  n, since in this regime one can achieve loss robustness. To rst order in K=n,
assume that each lost photon reduces the distinguishability by the factor calculated
above
D
nal
D
initial
=
q
1 K
2
=n
2
: (6.24)
Now extrapolate the eect of Ln loss events as a simple product of the factors for
each photon
D 
 
1 
K
2
n
2
!
Ln=2
 e
 K
2
L=2n
: (6.25)
For moderate losses, the resolvable phase is again connected to K by  = =2K. If
we assume distinguishability must remain above some threshold D
thresh
, we can then
relate the loss L to a maximum value of K, and thus a minimum resolvable phase

2
=
L
2
8n ln(1=D
thresh
)
: (6.26)
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Figure 6-2: Phase resolution achievable as a function of power loss, using k-states.
We see good agreement between the calculated values and the asymptotic curve. We
have used n = 63, D
tol
= 0:9
The theory is validated by the comparison with numerics shown in Figure 6-2. We
expect this trend to be useful in designing interference devices, even when more
general states are considered.
Detection methods
While the inherent phase resolution of a state is interesting, we must keep in mind that
building an appropriate detection system may be dicult. Distinguishability guaran-
tees that a measurement is mathematically possible, not that a realistic measurement
device can be found. Multi-photon tunneling devices present one solution to this
problem, by providing a phase-dependent switching characteristic. For a very small
number of photons, it is also possible to more exhaustively project out components
of the state space|for n = 2, one can use coincidence detectors or entanglements
with matter; the two-mode, two-photon Fock space is three dimensional and there-
fore somewhat manageable. The task of constructing general unitary transformations
or n-photon correlated measurements for large n is daunting for large n.
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6.2 Prospects for a measurement, revisited
The trends identied in the preceding sections can help us understand variations of the
NLDC-based interferometer. For example, we consider an adiabatic tunneling coupler
that produces a n = K state at the phase modulator jn;Ki with
p
n < K  n.
We might again use an adiabatically-varying Kerr-coupler to achieve this state, where
a (weakly) left-localized state will evolve into either a left or right-localized state,
depending on the phase shift. The eigenstructure of such a system is exactly that
discussed in the previous chapter, except that now, many states of the system must
remain trapped as the linear coupling is turned on, not just the ground state. One way
to think about this is that, as the linear coupling is turned on and o, the nonlinearity
must be strong enough to have a signicant eect not only on the completely localized
states, but on jn;Ki as well. Otherwise, the coupler is essentially linear, and cannot
have any photonic DeBroglie eects. The Kerr index shift due to K photons must
thus be signicant on the distance scale of the device. We will again assume that 
is on the order of the trapping condition, but now it is the trapping condition for the
K-states:
2n  K
2
: (6.27)
Let us now compare two potential designs: K  n and K = n. Assuming the
same nonlinearity  and photon number n, the more weakly correlated states will
need a much longer propagation to accumulate the same nonlinear phase. However
the losses that one can tolerate are larger, since the background photons in each
arm prevent decoherence when only a few photons are lost. According to our simple
approximation (6.25), the acceptable loss goes from L  1=n in the K = n case to
L  n=K
2
|up by the factor (n=K)
2
.
Similarly, we can extend the adiabatic analysis of Section 5.5 to the case K 6= n,
t
h
max
hbj
^
J
x
jai
E
2
ab
(6.28)
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We again use E
ab
 2K and the approximation (now even more easily justied)
hbj
^
J
x
jai  n=2: (6.29)
Then
t
h
max
n

2
K
2
: (6.30)
Along with the trapping condition (6.27) the adiabatic condition becomes
t
h
2
: (6.31)
Thus, the use of K-states does not change the adiabatic condition. This presents
serious practical diculties, as mentioned in the previous chapter.
We conclude that the severe loss requirements cannot be avoided using K-states.
The coupler length in this case is still of order h=, and so the loss goes as L  =.
To make this factor less than one in a real system is a seemingly impossible task. But
our ability to see DeBroglie eects falls o exponentially with LK
2
=n. Thus either
L or K
2
=n must be small. One might imagine that very small values of K can be
used, so that K
2
=n < 1. But a state with K = n 
p
n is not an exceptional
quantum state at all. The \superposition" in this state consists of n values within
the normal coherent-state range, and various problems arise with measurement. In
this limit, it makes more sense to set up a squeezed-state measurement than try to
draw some loose resemblance to tunneling.
There remain several avenues for investigation. One direction is suggested by
Hagelstein's earlier analysis of these device. This analysis was done using conguration-
space methods: Rather than start with a second-quantized model, and proceeding
with an analysis of spin variables, the conguration space starts with photon wave-
functions and obtains tunneling behavior using dierent (but presumably related)
approximations. Similar eects were observed for the NLDC as well as a Y-coupler,
although no careful comparison has yet been done. The conguration space results
suggest that greatly improved performance might be possible if the linearly coupling
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(t) is not ramped up as a piecewise-linear function of time. A smooth time variation
may show signicant improvement.
In addition, many of the trends discussed above should still be conrmed by
testing our approximations and comparing with numerics. The feasibility analysis we
have tried to summarize here involves more than simply one number L
NL
=L
loss
, and
various parts of the argument should be checked for weaknesses. The loss tolerance is
also based on a crude theory, extrapolated well beyond the region where it was tested
numerically. This theory should be tested in a much more systematic way to explore
the full space of n, K, and L that give numerically tractable problems.
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Chapter 7
Quantum polarization systems
So far, we have focussed on a particular model of a photonic DeBroglie-wave inter-
ferometer, assuming two waveguide modes with small evanescent eld overlap. The
basic formalism that we are using applies more broadly to any two-mode bosonic
eld. We have already mentioned this with reference to the literature on molecular
spin tunneling and other mathematically related problems. Another implementa-
tion raises some interesting issues: that of two orthogonal polarizations of light in a
single-mode waveguide. From the point of view of second-quantization, this case is
no dierent. Having identied two modes, we perform the quantization according to
the usual recipe and obtain equivalent bosonic operators a^
1
and a^
2
. A model with
the same basic form as Eq. (5.1) comes out, and is analyzed using the same kinds of
methods.
7.1 Spin variables and polarization elds
We introduced the spin operators (5.15-5.17) as a natural set of variables for describ-
ing interferometer states. We also saw that a geometrical representation in three-
dimensional spin-vector space was a useful way of visualizing certain aspects of the
physics. In fact, this spin vector space should seem familiar to those interested in
classical polarization-sensitive systems. In the classical limit, the spin vector simply
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becomes the Stokes vector, a common representation of polarization,
~
J =
1
2

a^
y
1
a^
y
2

~

2
6
4
a^
1
a^
2
3
7
5
 ! ~s = a
y
~
a: (7.1)
Here, a compact vector notation is used, where
~
 is a vector of Pauli spin matrices
and
~
J  [
^
J
x
^
J
y
^
J
z
]
T
is a vector of quantum operators (despite not having a hat). The
spin description is described further in Appendix A. The classical Stokes-vector rep-
resentation will be used extensively when we discuss PMD in the remaining chapters.
One aspect of this spin representation of polarization may seem strange: in the
single-photon case, the
^
J
k
operators reduce to two-by-two matrices, characteristic of
spin-1/2 systems. It is well known that photons are spin one particles, but that a
photon with a given propagation vector
~
k has only two possible orthogonal polariza-
tions. This apparent inconsistency has been discussed much better elsewhere. We
provide some comments on the subject in Appendix A.
Polarimeter measurements
In a classical system, it is possible to measure the Stokes vector using a combination
of beam splitters, waveplates, and photodetectors. For example, one might split o
three dierent copies of the eld with beamsplitters, and measure the power along
various polarizations. Naturally, this type of measurement breaks down for a quantum
eld with few photons or correlated photons (we cannot split o \copies" of a photon
pair with an arrangement of beamsplitters).
The problem is not in the specic setup; the spin operators do not commute and
therefore fundamentally cannot be measured simultaneously. The commutation rule
was given in Eq. (5.18). This implies a Heisenberg uncertainty relation [2],
hJ
2
k
ihJ
2
l
i  jh
^
J
m
ij
2
(7.2)
where k; l;m represent any orthogonal triplet (such as x; y; z). The uncertainties
should then generally scale as
q
j
~
J j. We now look at the spin uncertainties for specic
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quantum states.
7.2 Spin vector and polarization squeezing
To better understand the uncertainty in the polarization vector, we look at the special
case of a coherent state. As usual, this is the natural reference for other quantum
states, and is the basis for dening a squeezing ratio. The two-mode coherent-state
is given by
a^
j
j
1
; 
2
i = 
j
j
1
; 
2
i: (7.3)
The expectations are calculated with the usual manipulations. One can easily derive,
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The uncertainty of a component of the spin vector is the same for all directions in
the coherent state; that is, for a unit vector v^ in any direction,
h
2
(v^ 
~
J)i =
1
4
(j
1
j
2
+ j
2
j
2
) =
n
4
: (7.5)
Thus the average spin vector has length n=2, with an uncertainty in all directions of
p
n=2.
The uncertain Stokes vector is depicted in Figure 7-1 for the coherent state as well
as a polarization squeezed state, as described in more detail in [13]. Such depictions
of course call to mind the techniques of [87] for visualizing interferometer dynamics
and phase-resolution.
7.3 Nonlinear birefringent coupler
A number of authors [39, 13, 2] have shown that Kerr-type nonlinearities can lead
to polarization-squeezed states. Linear coupling between polarization modes is sim-
ply birefringence, and is easily introduced in a Kerr waveguide. The polarization-
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Figure 7-1: For a quantum eld, the vector of spin variables plays the role of the
classical Stokes vector. Uncertainties in this polarization vector are depicted here for
the coherent state , and for a polarization-squeezed state. The Heisenberg relation
governs the tradeo between uncertainties in orthogonal components of the vector.
squeezing systems examined in those papers then have the same basic ingredients
that we needed in a model to get interesting tunneling physics.
On the other hand, these models do not exactly give the Hamiltonian (5.1). For
one thing, the polarization modes are not spatially separated. The Kerr eect can
then give rise to cross-phase modulation as well as self-phase modulation. In [39],
this is accounted for by additional terms such as a^
y
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This can be expressed in a more general and more compact form using spin operators,
^
H =  A
^
J
2
z
+B
^
J
2
y
  h
^
J
x
: (7.7)
The nonlinear part of the spin Hamiltonian is biaxial. From Horak's model we can
derive the ratio A=B = 2. In general, we might expect the ratio to depend on
waveguide parameters, but be of order 1.
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The introduction of a nonzero B has been considered in the spin tunneling lit-
erature. It leads to an enhancement of tunneling rates [20] that could potentially
improve the eectiveness of a tunneling coupler. On the other hand, this term may
alter the eigenstate structure at zero linear coupling. This could make it more dicult
to match the input eld to an eigenstate of the coupler. Despite these dierences,
we expect the basic features discussed in Chapters 5 and 6 to remain the same: The
tunneling rates calculated in [20] for A=B = 2 are still vanishingly small. Presum-
ably, then, one still must raise the linear coupling to the critical level, so that the
weakly trapped system can see appreciable tunneling. It is possible that some clever
combination of linear and nonlinear coupling can qualitatively change the scaling of
the adiabatic condition derived in 6.31. For the moment this seems like a remote
possibility.
The loss properties of such a device are also ultimately similar, although there
are some interesting dierences. For our well-separated waveguides, we assumed that
loss came about from the coupling of each localized mode a^
1
and a^
2
to a separate
reservoir. Decoherence could then be thought of as a measurement. The presence of
energy in reservoir 1 implied that a photon had been lost from mode 1, yielding in-
formation about the quantum state. The case of completely overlapping polarization
modes might initially seem to be dierent. The two localized modes could experi-
ence loss through identical coupling to the same reservoirs. One could then hope
that loss decoherence would not occur, since a lost photon does not imply anything
about which waveguide the photon was in. After more careful analysis, this hope
was unfullled. On the one hand, it is clear that some loss mechanisms, such as
scattering, \remember" the polarization of the light, and essentially couple dierent
polarizations to dierent reservoirs, even though the modes overlap spatially. On the
other hand, coupling to the same mode, though dierent, still has degrading eects
on the coherence.
We expect the adiabatic and loss conditions are qualitatively the same for polarization-
mode coupling. We look at this as one of several possible implementations for the
multi-photon tunneling concept, all of which are plagued by essentially the same
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problems.
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Chapter 8
Polarization mode dispersion in
optical ber communications
Polarization mode dispersion is the distortion resulting from unwanted birefringence
in optical bers. Typical communications ber is single-mode ber (SMF), designed
to have a perfectly symmetric core and thus the same group velocity for all polar-
izations. Temperature variations and vibrations can lead to stresses which break the
symmetry and lead to small local birefringence. Thus as a signal passes through a
ber link, it sees dierent group velocities not only for the frequency components of
the signal (chromatic dispersion), but for the polarization components as well.
In the rst-order approximation of PMD, the ber is modeled as a single bire-
fringent element: it has orthogonal \fast" and \slow" axes and a dierential group
delay  between the two. This is done by identifying a two-mode group velocity
matrix at a single optical frequency|typically the center frequency of the signal. As
with chromatic dispersion, PMD varies with frequency. As bandwidth is increased,
dierent frequency components of the signal will see signicantly dierent PMD. As
a system is pushed to higher bitrate, not only does the rst-order PMD become more
severe (since the dierential delay  becomes a larger fraction of the bitperiod), but
the rst-order approximation starts to break down. Higher-order PMD must then be
considered. In the limit that  exceeds the bitrate, the rst-order approximation is
invalid and the distortion no longer resembles a simple dierential delay (see Figure
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Figure 8-1: The intuitive picture of rst-order PMD is that the two principal polar-
izations have dierent velocities due to the slight ber birefringence. The distorted
pulse is then simply two polarization components with a relative delay. In a longer
ber, this rst-order approximation will break down. Any single delay will fail to
capture the signal distortion, and higher-order PMD must be considered.
8-1).
In this chapter, we review the basic formalisms used for linear PMD, and briey
discuss compensation. In fact, the linear PMD analysis is illustrative but not com-
plete. Nonlinearities are generally important in any practical communications system.
The importance of analyzing PMD together with nonlinearities and with polarization
dependent loss (PDL) is becoming clearer [80, 46], but presents a much more compli-
cated picture.
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8.1 Fundamentals of PMD
The theory of ber PMD is well developed and steadily progressing. A number of
excellent papers describe the basic phenomenon in the Jones space or Stokes space
representation. However, the connection between the two representations is often left
out, and some of the subtle, basic properties of PMD still cause some confusion. In
this section, we review some of the background required to better understand the
Stokes-space representation and to see our results in context.
To help clarify the two representations, we use a boldface font for vectors a and
matricesM in two-dimensional complex Jones space. Three-dimensional, real Stokes
vectors are written in plain font with vector symbols
~

, or hats s^ for unit vectors.
Jones space
We begin with an optical communications signal. In Jones space, a complex 2-vector
represents the amplitudes of two polarization modes. The input a, is taken to be a
pure polarization signal, with frequency-independent, normalized direction a
0
,
a(t) =
Z
d!
2
a(!)e
 i!t
=
Z
d!
2
f(!)e
 i!t
a
0
(8.1)
The function f(!) gives the spectrum of the signal. The signal is in general subjected
to a number of eects as it passes through the system. The PMD literature primarily
focuses on the case of a linear and lossless system, characterized by the unitary matrix
T (!),
b(t) =
Z
d!
2
T (!)a(!)e
 i!t
=
Z
d!
2
f(!)e
 i!t
T (!)a
0
: (8.2)
For a narrow enough signal bandwidth, PMD can be characterized by the Taylor
expansion
T = T (!
0
) + (!   !
0
)T
!
(!
0
) + : : : (8.3)
The rst-order PMD approximation is
T (!)  [1 + (!   !
0
)T
!
(!
0
)T
y
(!
0
)]T (!
0
) (8.4)
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Figure 8-2: The rst-order eects of polarization mode dispersion can be interpreted
using this simple physical picture. The group delay of a two-mode wave is mathe-
matically expressed by a 2 2 Hermitian matrixM . The eigenvectors of this matrix
generally experience dierent group delays. The dierence between the eigenvectors of
M is called the dierential group delay, and represents a time delay induced between
the polarization components.
 [1 + i(!   !
0
)M(!
0
)]T (!
0
) (8.5)
where the PMD matrix is dened as M(!
0
) =  iT
!
(!
0
)T
y
(!
0
). When T is uni-
tary (lossless), M is Hermitian. Such perturbative treatments have been very useful
because they suggest an intuitive picture. For example, the rst order expression
above has a natural physical interpretation, shown in Figure 8-2: an input signal
goes through a nominal, frequency-independent transformation T (!
0
) followed by a
polarization-dependent time-delay. To see this, we think of the Hermitian matrixM
as having two real eigenvalues with units of time. These eigenvalues are the delays

k
(k = 1; 2) seen by the principal states of polarization (the eigenstates e
k
),
[1 + i(!   !
0
)M(!
0
)]e
k
 e
i!
k
e
k
: (8.6)
The dierence of the delays is  , the dierential group delay (DGD).
The perturbative approach has been useful also because PMD is necessarily a small
eect in a functioning communications system. That is, for the usual ber statistics
[26], whenever a signal suers only moderate distortions, the narrow-band Taylor
expansion is valid. As signal bandwidths are pushed higher, and more sophisticated
compensators are designed, non-perturbative formulations of PMD will become more
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useful. The PMD matrix for a broader-band system is dened as before,
iM(!) = T
!
(!)T
y
(!); (8.7)
but now M(!) can have a complex frequency variation over the signal bandwidths.
Stokes space
A Stokes vector ~s is a three-dimensional real vector. It can be thought of as a
polarimeter measurement|representing the power along projected components of
the optical signal. Alternatively, we can think of it as a convenient mathematical
mapping of Jones-vector polarizations, with convenient symmetry properties. For a
pure-frequency signal, the magnitude of ~s is simply the power, and the direction is
the mapping of the polarization onto the Poincare sphere [47].
In Stokes space, the basic PMD representation does not start with Figure 8-2,
but with Figure 8-3. A continuous-wave, tunable-frequency input eld is launched,
and the normalized output Stokes vector s^ is measured on a polarimeter. The PMD
vector
~

(!) describes the motion of the output signal polarization as frequency is
tuned, assuming the input polarization remains xed,
d
d!
s^ =
~

 s^: (8.8)
This is the fundamental PMD relation in Stokes space[64]. The PMD vector can of
course be related to the Jones-space PMD matrix. The connection between Jones
and Stokes space is
s^(!)  a
y
0
T (!)
y
~
T (!)a
0
(8.9)
where
~
 is a vector of Pauli matrices. We can now relateM to the frequency variation
of s^
d
d!
s^ = ia
y
0
T (!)
y
[
~
M  M
~
]T (!)a
0
(8.10)
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Figure 8-3: The basic PMD formulation in Stokes space is the frequency variation of
the Stokes vector, ds^=d! =
~

  s^. This corresponds to the measurement depicted
above, where the frequency is varied by tuning a narrowband source. The input
polarization s^
in
is frequency independent, and s^ is the output polarization measured
on a polarimeter.
With a few more steps, one can conrm that this is equivalent to Eq. (8.8) with
M(!) =
 1
2
~

(!) 
~
   (!)1; (8.11)
where  is the isotropic contribution|the group delay due to chromatic (polarization-
independent) dispersion. More detail on the connection between Stokes space and
Jones space can be found in [30].
We will see that the theory of polarimeter measurements for a nite-bandwidth
signal is a natural extension of the Stokes-space fundamental equations. These include
the eects of depolarization when dierent frequency components add out-of-phase.
Cascaded systems
As a simple example of how a system can be described in these two representations,
consider a link made up of two segments in series. The basic Jones-space description
of a cascade is simple: the transformation of the second segment T
2
simply follows
the rst T
1
,
T = T
2
T
1
: (8.12)
The Jones-space PMD matrix for a cascade follows immediately from Eq. (8.7),
iM(!) = T
2
dT
1
d!
T
y
1
T
y
2
+
dT
2
d!
T
1
T
y
1
T
y
2
= iT
2
(!)M
1
(!)T
y
2
(!) + iM
2
(!); (8.13)
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where we have used the unitarity of the T matrices: T
k
T
y
k
= 1. The total PMD is
then something like the sum of the PMD matrices of the parts. The only complication
is that the PMD of the rst segment is seen through the second segment, and is
thus transformed by T
2
. Since this transformation is itself frequency dependent, the
cascading rules for higher-order PMDmatrices become successively more complicated.
For example,
M
!
= T
2
M
1!
T
y
2
+M
2!
+ T
2!
M
1
T
y
2
+ T
2
M
1
T
y
2!
: (8.14)
Making appropriate substitutions, we can rewrite this in the more compact form,
M
!
= T
2
M
1!
T
y
2
+M
2!
+ i[M
2
;T
2
M
1
T
y
2
] (8.15)
where the bracketed expression is a commutator, [A;B]  AB   BA.
The Stokes-domain PMD vector is basically just a rewriting of above PMD matrix.
Thus we can translate the cascading rule (8.13) as,
~

(!) = R
2
(!)
~


1
(!) +
~


2
(!) (8.16)
where we have represented the polarization rotation of segment 2 by the 33 ma-
trix R
2
(!). The second-order cascading rule can be derived from the commutation
properties of the spin matrices
~
,
~


!
= R
2
~


1!
+
~


2!
+R
2
~


1

~


2
: (8.17)
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8.1.1 Signal distortion and PMD
When a pulse propagates in a linear communications channel, it picks up frequency-
dependent phases represented by
~

(!) and (!). If PMD is small, the rst-order
approximation gives a simple way to think about pulse distortion. The simple time-
domain description of two delayed polarization components can be plugged directly
into calculations of eye opening, etc. For bers with more complicated PMD, we
would like some simple metrics for quantifying distortion.
Temporal moments t
n
of the distorted optical signal, depicted in Figure 1, are an
elegant metric. These are dened as moments of the energy distribution,
t
n

Z
t
n
jb(t)j
2
dt: (8.18)
Using Fourier transform properties, Karlsson [41] has derived expressions for the
moments which include all orders of PMD and chromatic dispersion. For example,
we obtain a convenient expression for the pulse delay,

t =
Z
tjb(t)j
2
dt; (8.19)
by plugging in Eq. (8.2):
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This naturally breaks up into contributions due to the input eld amplitude f(!),
chromatic dispersion , and the PMD
~

,

t =  i
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Figure 8-4: Chromatic and polarization dispersion contribute phase which leads to
pulse distortion. Distortion can be described by temporal moments, such as the oset
t and the pulse width t
2
  t
2
.
The second moment t
2
similarly includes the transform-limited width given by the
spectrum jf j, as well as various phase contributions: there is a dierential phase due
to PMD
~

, and a phase delay
~
 due to initial pulse chirp and chromatic dispersion,
~
   +
d
d!
arg(f). Assuming an input pulse with pure polarization, a(!) = f(!)a
0
,
the result is [41]
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2
9
=
;
d!
2
: (8.25)
We will use these expressions to analyze accumulated distortion in cascaded, com-
pensated lines.
155
8.2 Strategies for compensation
A number of strategies have been successfully pursued for dealing with PMD. When
installation of new ber is an option, high-quality ber has become available which
dramatically reduces the eect. For improving performance over an existing ber,
compensators fall into several categories:
 Principal-state transmission: When a signal is launched along one of the princi-
pal states (the fast or slow axis of the total birefringence), the lowest-order PMD
distortion is eliminated. Unfortunately, the principal states cannot be measured
locally at the transmitter. In this method, the principal states are measured
at the receiver (or through some reectometry method) and the transmitted
polarization is aligned using a polarization controller. A limitation is that the
principal state estimate is fundamentally delayed by the speed of light, and so
rapid PMD uctuations on very long links cannot be compensated.
 Electronic compensators: This family of receiver-end methods operates on the
electrical signal after photo-detection. Methods vary in sophistication. The
basic idea is that given a model of the the input signal and the eects of bire-
fringence, some combination of linear lters and time-dependent thresholding
circuitry can adjust for the eects of PMD. For example, the threshold for dis-
cerning a \1" and a \0" on a given bit can be raised if the previous bit was a
zero, since PMD causes spillover between the bits. A shortcoming is that as
bitrates are increased, faster electronics are needed.
 Modulation and compression schemes: Pulses can be reshaped using a bit-
synchronous phase or amplitude modulator [66]. This requires clock recovery
and can have the side-eect of generating spectrum, which can lead to additional
signal distortion if the compensator is used in a cascaded system. This technique
must also be tailored to the data format.
 Optical compensators: Optical compensators cascade a controllable PMD with
the uncontrolled PMD of the ber. They can be used at the receiver-end just
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before detection, or \in-line," where the optical signal is passed on without
regeneration to another ber. This is the only strategy that can, in princi-
ple, recover the original optical signal completely. However, higher-order PMD
compensation requires a device with many degrees of freedom.
Among optical compensators, there is an interesting discussion about how many
degrees of freedom are required for a given level of performance. Among the rst-
order compensators, there are two varieties. Full rst-order compensators have three
degrees of freedom, so that they can fully cancel the three components of the the
PMD vector at !
0
. That is, one can choose
~


c
so that
1
~

(!
0
) = R
comp
(!
0
)
~


ber
(!
0
) +
~


comp
(!
0
) = 0: (8.26)
However, the component of
~

 along the signal polarization actually has no eect
to rst order. For this reason, xed-DGD compensators are an interesting, simpler
alternative. For these, only the direction of
~


comp
can be controlled. If the xed
magnitude is large enough, these two degrees of freedom are sucient to align
~

(!
0
)
with an arbitrary signal polarization,
s^
~

(!
0
) = 0: (8.27)
The eld is rapidly progressing. All basic strategies have been demonstrated in
eld experiments, and there are active eorts to implement compensation in commer-
cial systems. Notable recent updates on compensator performance include:
 Electronic compensation of a 10Gb/s signal was demonstrated for DGDs ex-
ceeding the bitrate: 3dB of penalty was reported at 150ps [81].
 Alcatel demonstrated a xed-DGD rst-order compensator on 40Gb/s NRZ
data, bringing the PMD limit from 4ps to 8ps [53].
1
In fact, the optimal choice for reducing PMD-induced distortion may dier from this choice
slightly, as shown in [42]
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 Theoretical and experimental comparisons show that variable DGD compen-
sators outperform xed-DGD compensators [42, 85].
 A number of partial second-order compensators are being discussed. We are not
currently aware of any that completely cancel the second-order PMD distortion.
 Multiple WDM channels would need one compensator per channel for full com-
pensation at a particular order. However, outages on any channel are rare, and
so it is possible that a single compensator shared by many channels could sig-
nicantly improve the outage probability. This approach has been investigated
by [45]
158
Chapter 9
PMD compensation in a network
A network is composed not only of bers, but includes regenerators, PMDCs, switches,
etc. So far, the limitations of rst-order compensators due to residual, higher-order
PMD have been studied for point-to-point lines [54, 74]. If we imagine that networks
will soon be composed of compensated bers cascaded without regeneration, then
the obvious next step is to understand the accumulation of higher-order PMD in such
systems. We have calculated the relevant statistics and derived a simple scaling law
for system design [23]. Multiple rst-order compensators substantially increase the
usable propagation length. As bandwidth is increased, however, the benet of this
strategy diminishes.
9.1 Compensated Fiber
Consider now a single compensated ber, composed of a standard ber and a compen-
sator, as shown in Fig. 9-1. In particular, we will consider only complete rst-order
compensation, in contrast to xed-delay compensators, for example [27]. The ber
PMD is described by
~


a
=
~


a
(!
0
) + !
~


a
!
(!
0
) + : : : (9.1)
The random parameters
~


a
(!
0
), etc., have well known statistics [26]. The rst-
order compensator may have a number of implementations. Often (and in the best
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Comp
Fiber
Figure 9-1: A rst order compensator removes the primary component of PMD dis-
tortion, delay between the principal states, but leaves residual higher-order PMD
.
case), it has little higher-order PMD of its own. We represent the compensator then
by a constant PMD
~


b
. In general, the transformation described by the PMD equation
(8.8) with constant
~


b
can be written
R
b
= e
![
~


b
]
R
b
(!
0
); (9.2)
where R
b
(!
0
) is an arbitrary frequency-independent rotation. By design, a compen-
sator adjusts
~


b
to cancel the lowest-order eects of PMD. In [23], we assumed that
a reasonable controller would choose
~


b
=  R
b
(!
0
)
~


a
(!
0
); plugging into Eq. (8.16),
we have, to lowest order,
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) (9.4)
= !R
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) (9.5)
That is, the residual second-order PMD
~


c
!
(!
0
) is simply a rotated copy of
~


a
!
(!
0
). It
thus has the same magnitude as the second-order PMD of the uncompensated ber.
This result does little more than formalize what is intuitively clear: when a ber
is compensated to rst-order, residual second-order PMD remains. Although not
surprising, this gives us a compact description of residual PMD to be used in calcu-
lations below. In fact, a recent paper [42] suggests that a \rst-order" compensator
with three degrees of freedom will actually do somewhat better than this. The above
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argument assumes that a control system will select
~


b
=  R
b
(!
0
)
~


a
(!
0
) to cancel
the PMD vector. However, one component of
~

, the component parallel to the signal
polarization s^, actually does not contribute any distortion to lowest order. So can-
cellation of lowest-order eects determines only two of the three degrees of freedom.
Karlsson has calculated the optimum of the third degree of freedom by using pulse
broadening as the measure of distortion to be minimized [42]. We present our original
analysis, and later provide some comments on the impact of [42].
The statistics of the compensated ber can now be derived. An uncompensated
ber of length l has [26] (
u
)
2
 hj
~


a
j
2
i = Dl, and hj
~


a
!
j
2
i = D
2
l
2
=3. The single
parameter D characterizes the growth of PMD along a ber. It can be larger than
1 ps
2
=km for some older installed bers. For the compensated ber, statistics follow
from Eq. (9.5). Since a rotation does not aect the vector magnitude, we have
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=3 (9.6)
The magnitude is explicitly dependent on ! (and !
0
, as discussed below). Ultimately,
we will need only this expectation, and no other statistics of
~


c
, in our calculations.
Not surprisingly, the eect of a rst-order compensator is a reduction of PMD on
the order of the expansion parameter, 
u
!. With (
c
)
2
 hj
~


c
j
2
i, we have

c
=
u
= 
u
!=
p
3 (9.7)
9.2 Cascade of Fibers
A cascade of compensated bers is depicted in Fig. 9-2. Consider, for simplicity, N
statistically identical and independent segments of length l and total length L = Nl.
The total PMD vector
~


L
, is the sum of N contributions,
~


L
=
P
N
m=1
R
m
~


c
m
, each
involving a rather complicated rotation R
m
. Regardless, interesting statistics can be
calculated in just a few steps using the above framework.
The sum
~


L
is of independent contributions randomly oriented in Stokes space.
Thus, the average magnitude is unaected by the rotations, and follows from Eq.
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Figure 9-2: For a cascade of compensated bers, residual, higher-order PMD accu-
mulates with random-walk scaling.
(9.6):
hj
~


L
(!)j
2
i = Nhj
~


c
(!)j
2
i = (!   !
0
)
2
N(
u
)
4
=3: (9.8)
Using the temporal moments such as Eq. (8.25), we now calculate the PMD-induced
pulse spreading. The basic idea is to separate PMD-induced spreading t
2
PMD
from
non-PMD contributions t
2
0
to the pulse width:
t
2
 ht
2
  t
2
i = t
2
0
+t
2
PMD
: (9.9)
In fact, the moment integrals separate cleanly under quite reasonable assumptions.
Our rst assumption is that a compensator automatically makes an \ideal" choice
of center frequency !
0
: that is, it adjusts !
0
to minimize distortions. Mathemat-
ically, one can show that by choosing !
0
=
R
d!jf j
2
!=2, the center of the signal
spectrum, we simultaneously minimize the lowest-order pulse distortion and zero the
polarization-dependent time delay. The assumption is natural|by design, realistic
compensators will adjust to meet these physical requirements, at least to lowest order.
Under these conditions, one can show that t has no PMD contribution. The delay t
is simply a constant.
We turn to the second moment, Eq. (8.25). One can clearly identify the PMD
and non-PMD terms in the integrand: PMD involves an j
~

j
2
term and an ~s 
~

 cross-
term. Our second assumption is that
~


L
is statistically independent of the signal
polarization ~s. This is true unless the transmitter receives feedback control. In this
case, the cross term contributes nothing to the expectation (9.9), since h~s 
~

i = 0.
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We are left with a single PMD-related term from ht
2
  t
2
i,
t
2
PMD
=
1
4
Z
d!
2
jf j
2
D
j
~


L
j
2
E
: (9.10)
Interestingly,
~


L
represents higher-order PMD. This calculation is an example of how
Fourier integrals can handle higher-order PMD in a natural way. In this calcula-
tion, we simply include the explicit frequency dependence (9.8) of
~


L
in the integral.
The result is proportional to the pulse bandwidth, dened by !
2
pulse
 1=4
2
pulse

R
d!jf j
2
(!   !
0
)
2
=2: Our result,
t
2
PMD
=
1
4
N(
u
)
4
3
!
2
pulse
=
D
2
Ll
12
!
2
pulse
: (9.11)
agrees with [74] in the relevant limit, N = 1 and 
u
small.
9.3 System Requirements
The above results imply practical limitations on system design. Our rst requirement
is implicit: our approach assumes the parameter 
u
! = !
p
Dl is small. We further
require that the total signal distortion be small enough to avoid errors. Accurately
predicting bit-error rates is quite complicated in general (see, for example, [59, 8]).
We can obtain a simple guideline easily by adopting PMD-induced spreading (9.9)
as a metric of total distortion. A reasonable requirement is that t
2
PMD
be less than
some ratio R
tol
of the pulse width (and thus the bit slot):
t
2
PMD
< R
tol

2
pulse
: (9.12)
In general the tolerance ratio R
tol
must be consistent with the pulse shape and bit
error-rate, and may dier for dierent orders of PMD; while the correct choice is
system-dependent, we can infer a rough estimate from the analysis of outage prob-
abilities in [8], R
tol
 :014 (for 80ps FWHM Gaussian input, 10 ps PMD leads to
acceptable probability of outage, BER < 10
 12
).
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Along with Eq. (9.11), this requirement gives us the total distance that pulses can
propagate without regeneration,
L <
12R
tol
D
2
l!
4
pulse
: (9.13)
It is interesting to compare this distance to the maximum length allowed for an
uncompensated ber, L
0
= 3R
tol
=2D!
2
pulse
. The improvement in total distance is
related to the expansion parameter, as we would expect:
q
L=L
0
 1=
u
!
pulse
: (9.14)
The scaling of maximum distance given by Eqs. (9.13) and (9.14) demonstrates
both the eectiveness and the limitation of a multiple rst-order compensator strat-
egy. At a xed bandwidth, L is improved over L
0
by the large factor (
u
!
pulse
)
 2
.
For example, with L
0
= 100km and a expansion parameter  0:1 , L  10; 000km
could span a large terrestrial network. On the other hand, the scaling of L with band-
width (9.13) is very strict. A doubling of bandwidth for xed l requires a reduction
of the product lL by a factor of 16. Thus, either the total distance or the spac-
ing between compensators must drastically decrease. As bitrates increase, lumped
compensation will oer limited improvement.
9.4 Discussion
As compensation is incorporated into existing networks, limitations due to the resid-
ual PMD of compensated bers must be understood. We have set up a convenient
description of residual PMD for a compensated ber, and analyzed the accumulation
of signal distortion in cascaded bers. Our analysis gives a quick guideline (9.13) for
the practical limit imposed on propagation distance and bandwidth. This simplied
analysis can naturally be extended to more realistic systems. This might include
non-identical bers, better modeling of how distortions lead to system outage, and
generalization to xed-DGD compensators.
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Our results highlight the challenge of increasing bandwidth. On the one hand, we
have seen that the strategy works: by including multiple intermediate compensators,
we can reduce all orders of PMD, and thus increase the usable propagation length
L beyond that allowed by receiver-end rst-order compensation alone. However,
the strategy exhibits a scaling L / !
 4
for constituent bers of a xed length.
As we push data rates higher, the improvement obtained by rst-order compensation
diminishes. This suggests that all-optical regenerators or closely spaced compensators
may be required for sustained growth of large terrestrial networks.
Our basic starting point was the expression for a single compensated segment,
which we assumed followed complete rst-order compensation, Eq. 9.5. This is cer-
tainly not the case for a xed-DGD, 2 degree-of-freedom compensator, and the calcu-
lation must be amended to include residual rst-order PMD component parallel to the
input polarization. There is also evidence that a realistic 3 degree-of-freedom compen-
sator under feedback control does not perform \complete" rst-order compensation.
The basic argument is that only two components of the PMD vector contribute to
the distortion to lowest order. So to minimize the distortion, a feedback controller
will use two degrees of freedom to cancel these two orthogonal components (approxi-
mately). The third degree of freedom will be used to remove part of the higher-order
distortion, and has a more complicated form [42]. For such a compensator, extending
the analysis of this chapter is not trivial. The residual rst-order PMD component
must be retained, and further, we can no longer assume that h
~

  s^i = 0, since now


c
is not independent of s^.
Fixed-DGD compensators
We now outline an extension of our cascading analysis to xed-DGD compensators.
Consider again the ber PMD
~


a
=
~


a
(!
0
) + !
~


a
!
(!
0
) + !
2
~


a
!!
(!
0
)=2 + : : : (9.15)
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For simplicity, we let the nominal rotation of the compensator be unity R
b
(!
0
) = 1.
The orthogonal component
~


a;?
(!
0
) ? s^(!
0
) of the PMD contributes the lowest-
order distortion. Thus, a good approximation for a feedback-controlled xed-DGD
compensator is that it cancels this orthogonal component. We can achieve
~


c
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) ?
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0
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0
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Since the DGD of the compensator is xed, B = 
q
~
j

b
j
2
 
~
j

a
?
j
2
. The compensator
can choose only the sign.
To assess the residual distortion, we look at the pulse broadening. For simplicity,
we use the case of no pulse chirp or chromatic dispersion:
t
2
 

t
2
= t
2
0
+ j
~

j
2
  [s^ 
~

]
2
(9.17)
We identify components perpendicular and parallel to s^(!),
t
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 

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2
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The zeroth order PMD distortion arises only from j
~


?
j
2
, but is zero when the com-
pensator cancels this component. The residual broadening is more complicated than
for \complete rst-order" compensation; Combining Eqs. (9.16) and (9.18) results in
a number of terms of order !
2

PMD
. Statistically, these term are all of the same
order, and we might expect a similar scaling to that obtained in the simpler case, Eq.
(9.5), but with dierent numerical constants. Naturally, we expect the xed DGD
compensator to do somewhat worse, because of the presence of additional terms in
the residual PMD.
We would similarly argue that Karlsson's analysis of a three degree-of-freedom
compensator again has residual PMD that is statistically of the same order. In this
case, the optimal choice should perform somewhat better than the trends we gave
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above. The complexity of these other cases highlights the fortunate choice of complete
compensation in simplifying the analysis. However, it cautions us to support analytic
estimates with accurate simulations.
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Chapter 10
Feedforward compensation of PMD
Virtually all optical PMD compensators have been implemented in a feedback cong-
uration, as in Figure 10-1. The controllable PMD element is adjusted to optimize the
signal monitor. The signal monitor measures some indicator of the residual PMD, for
example degree-of-polarization, eye opening, etc. In general, a feedback system does
not need to measure the PMD of the ber. All the feedback circuitry needs to know
is how \good" the signal looks, in order to nd an optimum.
The feedforward conguration in Figure 10-2 is very dierent. The ber PMD
must now be accurately measured and the response of the control element must be
predictable. This dierence between feedforward and feedback control is common to
other applications: in some sense, one always has to work harder to implement a
feedforward control system because it is sensitive to deviations of the model from the
real system.
We share the enthusiasm that engineers have in general for feedback. However, a
number of important issues specic to PMD compensation remain unresolved. Their
practical impact on feedback and feedforward implementations is dierent, suggesting
some possible advantages for feedforward. For rst-order compensation, progress in
feedback schemes has been substantial, and it would be surprising if feedforward could
displace the existing, successful technology. For the more dicult problem of higher-
order compensation, we feel that feedforward or hybrid strategies may be optimal.
The issues include:
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Compensator
Monitor
Fiber
Figure 10-1: In a feedback conguration, the compensating element is controlled to
optimize the signal monitor. For example, a polarization controller in a xed DGD-
compensator might be adjusted to maximize the eye opening of the bitstream.
Compensator
PMD Estimator
Fiber
Figure 10-2: A feedforward compensator estimates the ber PMD vector, and aligns
the compensating element to cancel its eects.
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 Cascading of controlled PMD segments: Most higher-order compensator archi-
tectures employ cascaded PMD elements. Adjusting one element in a cascade
changes the orientation of all elements behind it. This creates a substantial chal-
lenge for either architecture, since changing one control variable can misalign
other elements, leading to a system outage. For the feedback conguration,
there is also the problem of the feedback loops being unable to track such vari-
ations, and requiring frequent reset.
 Local optima of the signal monitor: The measured signal monitor is often
a complicated function of the PMD parameters. Local optima can cause the
feedback controller to get stuck at an undesirable setting.
 Control resets Some practical diculty has been added by the nite bounds on
control voltages allowed by polarization rotators. While feedback compensators
have been successful at overcoming this issue, they require additional complexity
and knowledge of the state of the compensating element, detracting from the
simplicity that feedback can often aord.
 Complexity: Higher-order PMD unavoidably involves many degrees of free-
dom, and thus many control variables. We expect that ecient control by
either method will be challenging for second-order compensators, and perhaps
impractical beyond second order.
 Other physics: In a system where higher-order PMD is signicant, we very
well may nd that other physics plays a role as well. For example, compensa-
tion should tolerate interactions that may exist between PMD, PDL, and ber
nonlinearity. Feedback will generally have an advantage in cases where the ber
is not well characterized.
The issue of controlling cascaded PMD elements is considered in [73]. Consider
the compensator of Figure 10-3. It consists of many cascaded PMD elements with
controllable orientation and DGD. This is in some sense the ideal compensator|its
structure resembles that of the ber, and we have many degrees of freedom with
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Figure 10-3: Here we see a compensator with many segments of controllable PMD
~


j
in cascade. This strategy is attractive because it mimics the natural accumulation of
PMD in the ber. However, it has the undesirable property that tiny variations in
any j
~


j
j cause large polarization rotations.
which we can make its PMD precisely cancel that of the ber. In principle, one can
simply plug such a device into a generic feedback controller, and nd an optimum of
the signal monitor.
The practical problem of utilizing the degrees of freedom is dicult, because of
the cascading rules. Tiny changes in the DGD of one element can drastically eect
how the remaining elements combine. One proposal is to vary each DGD on a coarse
scale, but keep its wavelength-scale variation tightly locked with a separate control
loop. This is a step away from a simple feedback architecture, where the polarization
transformation T (!) of the compensator does not need to be explicitly known. It
may be a step towards a more feed-forward system, where the control system is able
to predictably set the transformation T (!). Naturally, there may be some feedback
involved in the workings of the controller. One justication for working on feedforward
compensation is this: by thinking about how to eciently implement feedforward
control of a compensator, we learn a lot about practical feedback controllers.
10.1 Theory of polarimeter measurements
Various techniques have been developed for characterizing the PMD of a commu-
nications line. Most techniques do not allow on-line characterization; they require
that a communications system be taken o-line to perform the measurement. We are
exploring on-line PMD characterization of a communications link using a polarime-
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ter. This method has been the subject of concurrent research in two other groups as
well [15, 14, 24, 67, 75]. The applicability of these estimates for compensation in a
feedforward [14] and feedback [67] conguration has been demonstrated.
Polarimeter measurements of broadband signals are also important in a much
wider range of applications. In this chapter we develop compact, general expressions
for the time-averaged state of polarization measured on a polarimeter. Our frequency-
domain expressions allow easy calculations for an exact, frequency-dependent system
response matrix T (!), or for approximate, narrowband parameters, such as the rst-
and second-order PMD vectors.
Mapping the polarization-dependent response
The high-level strategy is to characterize PMD by measuring the system's response
to a variety of inputs. The more distinct inputs we provide, the more information
we obtain about the propagation medium. Traditionally this is done by providing a
variety of narrowband frequency inputs with a tunable laser [3]. Equivalently, one
can select out a desired frequency at the receiver end using a narrow-band tunable
lter [68].
An alternative is to provide nite-bandwidth input signals with a variety of dier-
ent polarizations. This strategy can be implemented using a polarization scrambler
at the receiver, depicted in Figure 10-4. Polarimeter measurements are taken for a
sampling of input polarizations, and reveal that the signal is depolarized more for
some input polarizations than others. The pattern of this depolarization gives the
principal state axis and the total amount of PMD. In fact, these measurements are
sucient to characterize a rst-order PMD element to within a sign.
The basic concept is illustrated in Figure 10-5. An input pulse has components
along the two principal polarizations of the ber. A polarimeter measures vectors in
the three-dimensional Stokes space, in which the principal states dene the 
^

 direc-
tions. An input with all energy in one principal-state polarization is not distorted to
lowest order, and gives fully polarized polarimeter measurements along the principal
axis. Inputs with an even split of energy between principal states are depolarized,
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Scrambler
Polarization 
PMD
PolarimeterSource
Figure 10-4: Schematic system where a diversity of input polarizations are sampled
using a scrambler. In this way the systems response to all polarizations is probed.
−Ω^
^Ω
s
s
s
1
2
3
Figure 10-5: Output polarimeter measurements show the eects of system PMD.
Signals falling near the principal state axis will be undistorted, and thus highly po-
larized. Those which have even splitting of energy between the principal states have
equal and opposite contributions to the Stokes vector from the skewed components
(shaded in the gure), leading to depolarization. The oblong shape has an orientation
and minimum degree of polarization which reect the principal states and DGD. If a
diversity of input polarizations are used, the depolarization of the output signal can
be used to estimate the PMD parameters.
since there is cancellation between the time-skewed contributions of the principal
states. Polarimeter measurements then fall on an oblong surface, which can give us
an estimate of the principal state axis and the time skew, or DGD. In this chapter,
we analyze PMD-induced depolarization in detail. We show that the oblong shape
of the polarimeter measurements, for a given (higher-order) PMD
~

(!) and signal
spectrum, is in fact an ellipsoid.
Here, we outline the theory of this \ellipsoid" estimation technique. The simplest
version extracts PMD parameters from samples of a xed ellipsoid. The formalism
we set up lends itself nicely to generalizations of this scheme. For example, one could
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augment the ellipsoid measurement with optical lters or known-PMD elements. We
briey describe recent progress [63] on one such generalized strategy, using additional
degrees of freedom. The framework we outline below is readily extended to estimates
of higher-order PMD, variable-bandwidth input signals, and polarization-dependent
loss (PDL).
10.2 Theory of polarimeter measurements
A polarimeter generates currents proportional to the three Stokes parameters of the
detected light. The response of the photodetectors and electronics is generally much
slower than the communications data rate. Thus, what is measured is not the instan-
taneous Stokes vector b
y
~b, but the time-averaged Stokes vector,
~r =
Z
dtb
y
(t)
~
b(t) (10.1)
In Figure 10-5, we saw conceptually how time averaging leads to cancellation of the
currents, and thus depolarization of the signal. The vector ~r allows us to describe
this eect quantitatively for general signals.
If the eect of PMD in the time domain is already known, one might plug directly
into Eq. 10.1. For example, an exact analysis of a purely rst-order PMD system
can be performed by writing the signal as two delayed components and evaluating
~r. However, the bulk of PMD analysis is based on frequency expansions, and so it
is often more natural to work in the frequency domain. The formulation we now
develop allows us to keep track of the approximate nature of the PMD \orders." For
example, the formulation allows us to test the rst-order approximation of a real ber
by including the eects of higher orders.
Plugging the Fourier relation (8.2) into the above expression, we get the general
result,
~r =
Z
dt
Z
d!
2
Z
d!
0
2
f

(!
0
)f(!)e
 i(! !
0
)t
a
y
0
T
y
(!
0
)
~
T (!)a
0
: (10.2)
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jf(!)j
2
s^(!) (10.4)
Thus the polarimeter measurement is a weighted average of the Stokes vector across
the spectrum of the signal. It is convenient to normalize the measurement to the total
power entering the polarimeter. This is easy experimentally and described simply by
Z
d!
0
2
jf(!)j
2
= 1; (10.5)
so that in the limit of a narrowband signal, jf(!)j
2
! (!   !
0
),
~r ! s^(!
0
) (10.6)
Finally we dene the degree of polarization (DOP) as the fraction of the signal
power which is polarized.
DOP 



R
dtb
y
(t)
~
b(t)



R
dtb
y
(t)b(t)
= j~rj (10.7)
As the input is scanned through all polarizations, the depolarization is quantied
using the DOP.
10.2.1 Purely rst-order system
In the next section, we derive approximate, narrowband ellipsoid expressions for a
general narrowband system. Before moving on to this important practical problem,
we solve simplest case: If the system consists of only a single birefringent element
(that is, if higher-order PMD is identically zero) then there is no need for a Taylor
expansion in frequency. One can perform the analysis to all orders, in either the time
or frequency domain.
We describe the time-domain calculation in detail in Appendix E. Here we simply
summarize the results. The input signal is assumed to have a pure polarization with
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Jones vector a
0
and Stokes vector s^
in
 a
y
0
~a
0
,
a(t) = f(t)a
0
: (10.8)
The polarimeter output is derived directly from Eq. (10.1), where the output signal
has experienced a dierential delay  ,
b(t) = Uf(t  =2)e
1
+ V f(t+ =2)e
2
; (10.9)
where U and V are the amplitudes of the input signal along the principal state
polarizations.
The input Stokes vector is composed of components parallel s^
k
and perpendicular
s^
?
to the principal state axis of the PMD,
s^
in
= s^
k
+ s^
?
(10.10)
The action of the PMD is to map this input polarization vector onto an output
polarization ~r. The PMD causes a rotation about the principal state axis, and also
a depolarization eect. Our calculation gives the form of the time-average output
Stokes vector,
~r = s^
k
+ jR
ff
()js^
0
?
: (10.11)
The depolarization is polarization dependent. It leaves the parallel component un-
changed but scales down the orthogonal component by the factor jR
ff
()j, where R
ff
is the autocorrelation of the input waveform,
R
ff
() =
Z
dtf(t  =2)

f(t+ =2): (10.12)
The rotation about the principal state axis s^
?
! s^
0
?
is simply the rotation of the
polarization at the center frequency !
0
, and not of great physical importance.
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s^(!
0
)
s^(!)
~r
Figure 10-6: The polarimeter measurement of a nite-bandwidth signal is the average
of the frequency components s^(!) weighted by the signal spectrum jf(!)j
2
. For a rst-
order PMD system, s^(!) traces out a circular arc about the principal state axis,
^

.
The weighted average of points on the circle is pulled in towards the axis, leading to
depolarization, j~rj < 1.
Frequency-domain analysis
Frequency domain expressions allow us to approach rst-order and more complicated
estimations on the same footing. The basic starting point uses Eqs. (10.4) and (8.8):
~r =
Z
d!
2
jf(!)j
2
s^(!) (10.13)
d
d!
s^ =
~

 s^: (10.14)
For a strictly rst-order PMD system, the PMD vector is a constant. The trajectory
of s^(!) is then exactly solvable, corresponding to the intuitive geometrical picture of
Figure 10-6. We can write the solution as
s^(!) = e
!
~


s^(!
0
) = s^
k
(!
0
) + cos(j
~

j!)s^
?
(!
0
) + sin(j
~

j!)
^

 s^
?
(!
0
): (10.15)
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Again, the polarization at the center wavelength is not physically interesting.
What we are interested in is the depolarization that results from averaging s^ over the
signal bandwidth. Substituting the DGD  for j
~

j
~r = s^
k
(!
0
) +
Z
d!
0
2
jf(!)j
2
[cos(!)s^
?
(!
0
) + sin(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?
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0
)] (10.16)
The form is simplest if the signal spectrum is symmetric,
~r = s^
k
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0
) +
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) (10.17)
As we should expect, for a symmetric spectrum we recover the (real) autocorrelation
function,
Z
d!
0
2
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!) =
Z
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2
e
i!
= R
ff
() (10.18)
A non-symmetric spectrum causes only a slight complication, corresponding to a
nontrivial phase variation in the time-domain. The result, Eq. (10.11), is naturally
the same for the time-domain and frequency-domain calculations. As before, the
maximum DOP is unity (fully polarized) along the principal states. With energy
evenly split among the principal states, we reach a minimum DOP of jR
ff
()j,
DOP
2
 ~r  ~r = 1  [1  jR
ff
()j]js^
0;?
j
2
(10.19)
10.2.2 Higher-order PMD
We have seen that our basic approach eciently deals with simple rst-order systems.
We now show that it is useful for more general systems. We rst focus on the general
form of the time-averaged output Stokes vector: A given signal spectrum and (higher-
order) PMD characteristic
~

(!) lead to a polarization ellipsoid. The parameters of
this ellipsoid are related to the functions f(!) and
~

(!). We then turn to frequency-
expansion techniques. Since PMD is typically dened in terms of such an expansion,
these are more relevant to the communications problem than an exact analysis of a
PMF done in the last section. Our analysis identies limitations of the technique:
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the ellipsoid can be used to extract most but not all of the information on rst and
second order PMD.
General relations
The starting point is again Eqs. (10.13-10.14). We can write an exact formal solution
to Eq. (8.8), using the matrix A to represent the cross product operation:
s^(!) = R(!)s^
in
(10.20)
d
d!
R(!) = A(!)R(!) (10.21)
A = [
~

(!)] = : : : (10.22)
In general, there is a nominal transformation R(!
0
) 6= 1 of the polarization at !
0
:
s^(!
0
) = R(!
0
)s^
in
: (10.23)
This formal solution is simply a way of rewriting the problem, yet from it we can
get some understanding about the general input-output relation,
~r =
"
Z
d!
2
jf(!)j
2
R(!)
#
s^
in
 Bs^
in
: (10.24)
This says that a single 3  3 real matrix B maps the input polarization state to
the polarization measurement, even for an arbitrary, frequency-dependent
~

(!). The
conclusion is very important for the problem of PMD parameter estimation. A real
3  3 matrix B has at most 9 degrees of freedom. Thus no matter how many data
points are taken, the simple measurement outlined in [14] is fundamentally limited to
at most nine independent PMD parameters.
In fact, we can go further. Three degrees of freedom represent an arbitrary ro-
tation of the input polarization, s^
in
. Such a rotation is generally not observed in
a communications system, and does not relate to pulse-distortion. Only frequency-
dependent polarization eects, not an overall polarization transformation, distort the
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signal, but are reected by only six independent parameters of the ellipsoid.
A singular value decomposition of the matrix B is one useful way to separate out
the input-output transformation s^
in
! ~r into three simple geometrical parts. This
gives us better intuition for what the nine degrees of freedom of B are doing. The
singular value decomposition of B is
B = USV
T
(10.25)
where U and V are orthogonal rotation matrices and S is a diagonal scaling matrix.
Thus the rotation V only serves to change the reference frame of the input:
~r = B~s
in
= USV
T
~s
in
(10.26)
 US~s
0
in
(10.27)
Since the degrees of freedom associated with this rotation are unimportant, the ber
is characterized only by U and S. That is, the input ~s
0
in
is scaled dierently in three
orthogonal directions by matrix S and then rotated by matrix U . These operations
each have 3 degrees of freedom: three real numbers scale the x, y, and z axes, and
three angles rotate these axes to an arbitrary orientation.
The number of degrees of freedom gives us an important conclusion that polarime-
ter measurements in this simple conguration. Since each order of PMD includes three
independent degrees of freedom (corresponding to the components of the vectors
~

,
~


!
, etc.), at most two orders of PMD parameters can be independently determined
from the conguration of Figure 10-4. In fact, we show below that some second-order
PMD information is unobservable as well. Modications of the basic conguration
are required for independent estimation of rst- and second-order PMD.
Since the measurements are normalized to total power, js^
in
j = 1 and Eq. (10.24)
is a convenient way of parameterizing a general ellipsoid. Thus the \ellipsoid" often
referred to in our earlier work is in fact the most general shape possible without
including non-PMD eects. Random unit input vectors generally give polarimeter
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measurement vectors ~r on the surface of an ellipsoid in the presence of higher-order
PMD. Naturally, eects such as PDL and nonlinearities have not been included above.
Frequency expansion and PMD parameters
To relate to practical compensation schemes, we connect with the narrowband ex-
pansion in \orders" of PMD. The rst, second, and higher-order PMD parameters
are dened by
~

(!) =
~

(!
0
)
| {z }
1
st
order
+!
~


!
(!
0
)
| {z }
2
nd
order
+ : : : (10.28)
The natural approach is to plug a frequency expansion for s^(!) into Eq. (10.4),
~r =
Z
d!
2
jf(!)j
2
[s^(!
0
) + !s^
!
(!
0
) + !
2
s^
!!
(!
0
)=2 + : : :] (10.29)
= s^(!
0
) + s^
!
(!
0
)
 
Z
d!
2
jf(!)j
2
!
!
+s^
!!
(!
0
)
 
Z
d!
2
jf(!)j
2
!
2
=2
!
+ : : : (10.30)
We adopt the shorthand !
k
for the weighted averages on the spectrum,
!
k

Z
d!
2
jf(!)j
2
!
k
(10.31)
so that
~r = s^(!
0
) + s^
!
(!
0
)! + s^
!!
(!
0
)!
2
=2 + : : : (10.32)
Applying the basic equation (8.8) recursively, we can obtain derivatives of any
order, for example,
s^
!
(!) =
~

(!) s^(!) (10.33)
s^
!!
(!) =
d
d!
[
~

(!) s^(!)] (10.34)
=
~


!
(!) s^(!) +
~

(!) [
~

(!) s^(!)] (10.35)
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Combining the above equations, we obtain an expression for ~r in terms of the rst
and second order PMD,
~r  s^(!
0
) + !
~

(!
0
) s^(!
0
) +
1
2
!
2
~


!
(!
0
) s^(!
0
)
+
1
2
!
2
~

(!
0
) [
~

(!
0
) s^(!
0
)] (10.36)
Estimation of rst-order PMD
The experimental estimation of PMD parameters using polarimeter measurements is
described in [14, 24]. It consists of tting the measurements ~r to the model (10.36).
For that specic setup, the signal spectrum was xed, and we assumed that ! =
0. In fact, this is not an assumption, but rather a denition: if the signal spectrum
is not changing, we can dene the center frequency !
0
as [23]
!
0
=
Z
d!
2
jf(!)j
2
!; (10.37)
which is equivalent to ! = 0. For realistic ber communications, the \orders" of
PMD are parameters of an approximation. It is important to consider these approx-
imations in the context of a measurement. For example, with ! = 0, the rst- and
second-order PMD vectors enter to order !
2
in the measured ~r.
We can clarify this further by looking at the DOP, resulting from Eq. (10.36)
DOP
2
= ~r  ~r = js^(!
0
)j
2
+!
2
s^(!
0
)  f
~

(!
0
) [
~

(!
0
) s^(!
0
)]g+O(!
3
) (10.38)
To this order of approximation, only the rst-order PMD eects the DOP ellipse. The
second-order PMD eects the measurement only by creating a discrepancy between
the direction of r^ and the direction of s^(!
0
). Since s^(!
0
) is not directly observable,
this can lead to errors in the estimation of of the PSP axis.
Evaluating the vector products, we can simplify the form of the DOP
DOP
2
 1 !
2

2
js^
?
(!
0
)j
2
(10.39)
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where s^
?
is the component of the polarization perpendicular to the principal states.
If  is the angle between s^(!
0
) and
^

, we can write this as
DOP
2
 1  sin
2
()!
2

2
(10.40)
The rst-order PMD can be estimated by varying the input polarization and
measuring the variation of DOP. The principal axes occur at the maximum DOP,
and  can be computed from the minimum DOP,
min

(DOP)  1 
1
2
!
2

2
: (10.41)
The result is the same ellipsoid described by Eq. (10.19), but with the autocorrelation
function truncated at the !
2
term,
R
ff
() =
Z
d!
0
2
jf(!)j
2
e
i!
 1 
1
2
!
2

2
: (10.42)
The truncation emphasizes the importance of the narrowband approximation: for
a real ber with unknown, higher-order PMD, the rst-order approximation is only
valid when !
2

2
is small. One should be cautious about using Eq. (10.19) in the
analysis of a real ber; using Eq. (10.39) instead makes the approximations explicit.
DOP vs. observed direction In [14], we state without derivation the functional
form of j~rj vs. r^. This is derived as follows. Dening P
k
as the projection operator
for the direction
^

, the eect of rst-order PMD can be written,
~r  [1  (1  P
k
)
1
2
!
2

2
]s^(!
0
) (10.43)
We can now use the fact that s^(!
0
) is normalized as a constraint on ~r,
j[1  (1  P
k
)
1
2
!
2

2
]
 1
~rj
2
= js^(!
0
)j
2
= 1: (10.44)
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Then
j~rj
2
=
1
j[1  (1  P
k
)
1
2
!
2

2
]
 1
r^j
2
(10.45)
=
(1 !
2

2
)
2
jr^  !
2

2
P
k
r^j
2
(10.46)
We can now rewrite this as
DOP = j~rj =
1  j~aj
2
jr^   (~a  r^)~aj
(10.47)
where ~a  
p
!
2

^

. This is exactly the expression used in [14].
Higher order parameters We would like to extract some PMD information for
broad spectra, when the above approximation starts to break down. The basic ap-
proach is to relate the general DOP ellipsoid,
DOP
2
= ~r  ~r = s^
T
in
B
T
Bs^
in
(10.48)
to the PMD parameters.
We have also outlined the calculation of the DOP to order !
4
for a symmetric
spectrum. The expressions are much more complicated, but can be treated system-
atically. It is possible to do this kind of calculation in the time-domain as well for
special cases; The case of two PMF segments has been carried out exactly in [28].
The result is, of course, that additional information about the PMD can be de-
termined using the same setup, where the input is polarization scrambled and has
xed spectrum. However, it is not possible in general to determine the rst- and
second-order PMD. In fact, the issue of various PMD order being entangled together
becomes more severe for the higher-order terms. It remains to be determined, perhaps
in simulations, whether the additional information can be utilized by a compensator.
Special case: unobservable 2nd order Unfortunately, the six ellipsoid parame-
ters do not map to the six real-number parameters of the rst and second order PMD.
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This is demonstrated simply by the following example: Assume the PMD is
~

(!) = (!)
~


0
(10.49)
The solution is perhaps more intuitive using the matrix representation, following Eqs.
(10.21 - 10.22)
A(!) = (!)A
0
(10.50)
dR
d!
= (!)A
0
R(!) (10.51)
which has the exact solution,
R(!) = e
A
0
R
!
!
0
d!
0
(!
0
)
R(!
0
): (10.52)
The matrix B which determines the polarimeter measurements is
B =
Z
d!
2
jf(!)j
2
R(!) =
Z
d!
2
jf(!)j
2
e
A
0
R
!
!
0
d!
0
(!
0
)
(10.53)
where we have substituted R(!
0
) = 1 for simplicity. We now argue that the frequency-
dependent  cannot be observed by the ellipsoid measurement. That is, the resulting
ellipsoid cannot distinguish (!)
~


0
from an eective rst-order PMD
~


0
which we
will construct.
The net eect of a frequency-dependent  can be thought of as distorting the
spectrum. To show this, we dene the modied frequency (!) so that d=d! = :
Then ~r has the same form as the rst-order PMD case, but with a modied \eective"
spectrum g()
B =
Z
d
2
1

jf(!)j
2
e
A
0

=
Z
d
2
jg()j
2
e
A
0

: (10.54)
The ellipsoid is thus identical to the case of purely rst-order PMD
~


0
with a modied
magnitude
R
ff
(j
~


0
j) = R
gg
(j
~


0
j); (10.55)
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and the same direction
^


0
=
^


0
: (10.56)
Polarization-dependent loss
In general, a communications system will have some polarization-dependent loss
(PDL). This also changes the surface of the polarimeter measurements, and must be
taken into account or eliminated if accurate PMD estimates are to be made. Other
signal degradations such as PDL will interfere with any PMD mitigation scheme,
but are especially problematic for a feedforward scheme. any signicant eect can
cause deviations from the model that eect both the parameter estimation and the
appropriate compensation. A feedback scheme, on the other hand, can often par-
tially mitigate even non-PMD distortions, simply by optimizing the signal quality
with respect to any available degrees of freedom. Having said that, we would like to
include as many signicant eects in our model so that our feedforward controller is
not fooled by these eect. We outline a crude analysis of PDL below. Further theory
will be required to see if the analysis applies to relevant system parameters. Within
the simple model, the original PMD estimation can be improved to independently
determine the PMD and PDL.
In Jones space, PDL can be included with a non-unitary transformation matrix,
b(!) = U(!)a(!): (10.57)
The communications link is a cascade of many independent ber segments, each with
small PMD and PDL,
U(!) = T
1
(!)S
1
: : :T
M
(!)S
M
(10.58)
T
j
(!)  (1 + i!M
j
)T
j
(!
0
) (10.59)
S
j
(!)  1 + L
j
: (10.60)
Clearly the simplest approximation when both  and ! are small is to allow only
rst-order terms. In this case, we neglect any product terms that might lead to an
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interaction of PMD and PDL. It is not clear that this is a good approximation; in
fact interaction of the eects has been demonstrated in realistic systems.
If the distortions are suciently small and we neglect product terms ofM
j
's and
L
k
's, then we can reorder the PMD and PDL transformations for convenience. That
is, U can be decomposed into a frequency-dependent, unitary part and a frequency-
independent, non-unitary part:
b(!) = T (!)La(!): (10.61)
In this case, we dene
~s = b
y
~
b = a
y
0
U
y
~
Ua (10.62)
and the evolution equation is still valid
d
d!
~s =
~

 ~s (10.63)
and so the transformation of the PMD has the same structure as before,
~s(!) = R
PMD
(!)~s(!
0
) (10.64)
d
d!
R
PMD
=
~

 R
PMD
: (10.65)
An important dierence is that now ~s(!) is not simply a rotation of the input po-
larization s^
in
. In fact, it is no longer normalized. Then ~r is no longer normalized
to the power measured at the polarimeter s
0
= b
y
b. Instead, we assume the input
power is constant and use this as our normalization js^
in
j = 1. Additional information
is derived from the polarization dependence of s
0
and of j~rj, (which are not equal for
depolarized signals).
Instead, the transformation s^
in
 ! s^(!) consists of PDL distortion followed by
a rotation (the zeroth-order PMD). The distortion has a characteristic axis p^ and is
given by an ane relation:
s^
in
 ! B
PDL
s^
in
+ cp^ (10.66)
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The matrix B
PDL
and c can easily be derived from the four parameters of the
polarization-dependent loss (the maximum and minimum loss, and the direction of
p^). The overall transformation maps the normalized input s^
in
to an oset ellipsoid.
As long as the input power is constant, the oset cp^ and power measurements s
0
determine B
PDL
, and so the ellipsoid can be adjusted to reect only the PMD.
10.3 PMD estimation algorithms
Naturally the \ellipsoid" PMD estimation requires some numerical algorithm to ob-
tain the ellipsoid parameters given a set of N measured points ~r
1
; : : : ; ~r
N
. A natural
starting point is the nonlinear least squares estimator,
~a
LS
=
arg min
~
b
X
k
[j~r
k
j   f(r^
k
;
~
b)]
2
; (10.67)
where the function f gives the theoretical degree of polarization (DOP), or magnitude
of ~r. For rst-order PMD, the function f has three degrees of freedom, and so
~
b is a
3-vector
j~r
k
j
theory
= f(r^
k
;
~
b) =
1  j
~
bj
2
jr^
k
  (
~
b  r^
k
)
~
bj
: (10.68)
Using this strategy, we have obtained repeatable experimental estimates of the prin-
cipal states. The variance of these estimates was small even in the most dicult case,
when PMD is small and few measurements are needed for each estimate, as seen in
the results section below.
This may in fact be the most sensible type of algorithm to use in practice. How-
ever, we have pursued another type of stripped-down algorithms, which may be easier
to implement on a minimal processor and may be more insensitive to deviations from
the model (due to ber nonlinearity, for example). One interesting class of estimates
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use a quadratic optimization function [14],
a^
q
=
arg min
^
b
X
k
(~q
k

^
b)
2
; ~q
k
= g(~q
k
) (10.69)
We have shown that versions of this can yield accurate estimates, and require very lit-
tle computation per measurement. However, the accuracy of estimates is considerably
lower than that of the least-squares method for a given number of measurements.
10.4 PMD experiments
We have done a simple experimental demonstration of feedforward PMD compensa-
tion [61] using the ellipsoid estimation method, also described in the thesis of Patrick
Chou [61]. The setup is shown in Figure 10-7. A crude \transmitter" is composed of
a DFB laser at 1543nm and a lithium niobate Mach-Zehnder type modulator. The
polarization is scrambled using a 4-element liquid crystal polarization controller. Po-
larimeter measurements are processed in Labview to obtain PMD vector estimates
and compute control voltages.
Compensation is performed with a second polarization controller (a squeezed ber,
General Photonics device) and a PMD element (either a PM ber or a JDS device
composed of a polarizing beamsplitter and motorized stage). Since the polarization
controller does not have a predictable response to control voltages, a calibration arm
was included using a polarization-maintaining splitter (ber coupler). The calibration
device consists of a polarizing beamsplitter and matched detectors. The beamsplitter
has the same alignment as the compensator, so that the output of the calibration
arm is the projection of the Stokes vector on the axis of the compensator. This is
exactly the projection we need to align the fast axis of the ber with the slow axis
of the compensator, thus cancelling the PMD. A lookup table stored this mapping at
all sets of control voltages.
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Figure 10-7: Experimental setup of a feedforward PMD compensation demo. PMD
parameters are estimated by the ellipsoid method, and the principal states are aligned
with a compensating element.
10.4.1 Results
We now present results conrming that PMD parameters can be accurately estimated
and used for compensation. For each of a set of xed, emulated PMDs, we took many
polarimeter measurements so that several independent estimates of the PMD could be
compared. Plotting each estimate of the principal state direction as a point in Stokes
space, we obtain Figure 10-8. We see that the points are clustered tightly together,
indicating that the independent measurements are consistent, or repeatable.
The results of several data sets such as that in Figure 10-8 have been condensed
into Figure 10-9. Here the consistency of the PSP estimates is quantied by the
angular variance from the mean. This is plotted for several values of PMD. As PMD
gets larger, the ellipsoid becomes more oblong, and its axis is easier to identify. One
expects that better estimates can be obtained if more polarimeter measurements are
used in the ellipsoid t. This is the case, as seen in the decrease in angular variance
with the number of measurements, N . Interestingly, however, even in the worst case
of small PMD and small N , the measurements are quite accurate.
Similarly, our measurements show that the magnitude of the PMD vector can be
determined, as expected, from the amount of depolarization along the waist of the
ellipsoid. In Figure 10-10, measured points are plotted along with the theoretical
curve. The bandwidth of the input signal is used as a single tted parameter.
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Figure 10-8: Multiple estimates of the same PSP direction are plotted in Stokes space
to demonstrate repeatability of the ellipsoid estimates.
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Figure 10-9: Consistency of PSP estimates are quantied by the angular deviation
from the mean. This is plotted versus the number of measurements used per estimate,
for several dierent values of DGD,  .
192
0 10 20 30
0.5
0.6
0.7
0.8
0.9
1
DGD, ps
W
a
i
s
t
D
O
P
1
Figure 10-10: The experimental measurements of minimum DOP vs. DGD of the
emulator are in good agreement with the theory. This conrms that we can use DOP
to determine the magnitude of the PMD vector.
We should mention that determination of PSPs and magnitude only determines
~

 to within a sign. In fact, this is a fundamental ambiguity; the ellipsoid cannot
distinguish
~

 from  
~

. We see several ways to get around this \fundamental" lim-
itation in practice. For one thing, once a compensator is working, it can track slow
changes in
~

 with no ambiguity. A limited degree of feedback could be introduced to
help initially lock the estimate on the correct sign. A more robust approach involves
using a xed, known PMD in cascade with the unknown ber PMD, and before the
polarimeter. With this conguration, the sign of the total PMD,
~

 =
~


rmknown
+
~


rmunknown
(10.70)
is known a priori, as long as the known part is larger than the unknown part. In
this conguration, it is important that the xed PMD component be stable so that
it does not introduce varying rotations of the polarization.
Finally, we have set up a semi-automated demonstration of compensation using
the PSP estimates. Three digital scope traces have been combined on a single axis
in Figure 10-11. Clearly, the PMD distortion is quite substantial, but the original
pulse shape is restored by the compensation. We lacked equipment to easily measure
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Figure 10-11: Three digital scope traces are shown here on the same axes. A large
amount of PMD leads to a clearly visible distortion in the uncompensated signal.
The compensated signal and undistorted signal are essentially identical.
standard metrics of the compensator performance, such as bit-error rate. To quantify
the performance, we were able to estimate the residual PMD from the scrambler-
induced timing jitter, depicted in Figure 10-12. That is, unless the PMD is perfectly
compensated, there will still be a residual delay between the fast axis and slow axis of
the total system. The polarization scrambler causes the signal to jitter back and forth
between the fast and slow axes, as illustrated in Figure 10-12. For an uncompensated
DGD of 40ps, the residual DGD was around 5ps.
Our setup was not fully automated and falls far short of a real system demon-
stration: we have not used a realistic bitpattern, a higher-order PMD emulator, or
explicitly demonstrated the important known-oset variation of our method. The
speed of the estimation and compensation was not pushed anywhere near its lim-
its. However, we feel that all components needed for such a full demonstration are
currently becoming commercially available.
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Figure 10-12: Performance of the compensator can be quantied by residual PMD,
which can be inferred from the scrambler-induced timing jitter. If the PMD is not
perfectly compensated, the composite system (ber plus compensator) has a residual
PMD, with fast and slow polarizations. As the signal is scrambled over all polariza-
tions, it's time delay jitters back and forth in proportion to the residual DGD.
10.4.2 Future Work
The method has a natural extension to systems where signal bandwidth is varied.
This could be implemented using a set of \test signals" with dierent bandwidths,
or by using lters at the receiver end. This family of techniques is related to other
frequency-scanning and frequency ltering methods. Our contribution includes a
more general understanding of PMD and its eect on polarimeter measurements.
To implement the more general method, consider using various lters in combina-
tion with a polarimeter. One can then obtain various values of !, !
2
, etc. With
enough variation of the spectrum, one can independently determine the components
in the moment expansion of ~r (10.32)
~r = s^(!
0
) + s^
!
(!
0
)! + s^
!!
(!
0
)!
2
=2 + : : : (10.71)
In the simplest case, two lters generate dierent ! values, and one can indepen-
dently determine s^(!
0
) and s^
!
(!
0
) =
~

(!
0
)  s^(!
0
). This would allow rst-order,
feedforward PMD compensation without a scrambler (since the parallel component
of
~

 does not contribute to rst order. We are considering a number of generaliza-
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tions of this scheme with and without a polarization controller (scrambler) at the
transmitter.
196
Chapter 11
Conclusions
In this thesis, we have investigated some fascinating ideas in quantum optics. Our
basic goal is to nd a realm beyond the semi-classical, a regime in which an opti-
cal system shows quantum dynamics qualitatively unlike the corresponding classical
system. Our investigations have shown that such eects are possible in principle. In-
teresting physics such as multi-photon tunneling follow directly from the basic models
we have studied, as conrmed by theory and simulations.
The models that we have used are also quite reasonable and standard, except
that they neglect decoherence eects and device imperfections. This suggests that
interesting physics may be hidden within many of the models and calculations that we
study routinely in traditional quantum optics. They are obscured because remarkable
quantum states are fragile.
One conclusion we can draw is a familiar one: many quantum eects seem coun-
terintuitive because they are very dicult to observe directly. Our semiclassical
intuition is formed by studying problems with typical, real world material parame-
ters. For these problems, nonlinearities are small, and so the eect of many photons
are generally seen collectively. Loss and other decoherence mechanisms are hard to
neglect in real systems. By the time nonlinear phase shifts accumulate that might
lead to novel quantum eects, a system is generally pushed back into the semiclassical
regime because of decoherence.
The notion that photon DeBroglie eects are counterintuitive, then, does not come
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from nowhere. However, by playing with these mathematical models, we can develop
a sense for what could be possible in this dierent and counterintuitive regime. One
can imagine that this will be realized by discovery of a new material system, or by
clever design. The rewards would be great, as the eects are strikingly dierent and
potentially useful.
For the particular designs we have looked at, the NLDC interferometer and the
momentum squeezer, the requirements of loss resistance and adiabaticity seem im-
possible to meet. While our simulations consistently show tunneling eects and =n
interferometery, the delicate eects that we calculate would require physical couplers
of fantastic lengths and impossible fabrication tolerances. Beyond this, various deco-
herence eects come in to play. These fundamentally push us towards a more classical
regime, by breaking superpositions.
These results seem discouraging. However, there is reason to continue the inves-
tigation, as many questions have only been given preliminary answers. A separate
analysis of the problem, using dierent methods to analyze similar types of devices,
revealed strategies which may drastically improve the performance of the nonlinear
coupler. In addition, some of the arguments that we have given against a real-world
design have not been fully tested. We look forward to future investigations of the
coupler design, as well as clever detectors and other elements that will bring these
striking eects closer to a real-world implementation.
If fundamentally new eects are dicult, new intuition apparently comes much
more easily. The conguration-space, or \particle," perspective on quantum optics
problems is very useful for understanding the normal semiclassical regime, even if the
holy grail of this investigation has not been attained. Specically, we found a new
mechanism for loss-induced noise in soliton systems. The particle approach gives us a
dierent description, a new set of intuitive pictures, but describes precisely the same
physics. The equivalence of the models is conrmed by the quantitative agreement
with the previous second-quantized calculation of the Gordon-Haus eect. Similarly,
the particle approach suggested a simple method of generating momentum-squeezing,
which we feel is currently realizable.
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Appendix A
Spin and Related Quantum
Systems
A.1 Introduction
A number of problems have been considered in our research related to spin systems.
We attempt to summarize some of their similarities, dierences, and basic relations.
These physical systems all draw on the geometrical intuition of three-dimensional
spin vectors. In this appendix we review the important important mathematical
connection between the SU(2) and SO(3) algebraic groups, which underlies the spin
representation. The related physical problems are as follows:
True two-state systems If the entire system has only two states of interest, life
is simple. By the time one has identied two basis states, many complex issues have
already been resolved (for example, indistinguishability and sepration of unimportant
degrees of freedom of the system). The physical details may vary, but ultimately, a
two-level system is a two-level system. The dynamics of all such system are essen-
tially the same. The descriptions in many quantum books, such as Shankar [72], are
somewhat terse, but essentially complete.
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Polarization of photons The polarization of a photon can be thought of as the
photon spin. This raises the confusing notion that photons are spin-1 particles and
should somehow behave like three-level systems. As is commonly known, a photon
in a plane-wave mode with given
~
k has two, not three, independent polarizations.
While it is worthwhile to ponder this discrepancy, does not present any diculty in
practical calculations. One can identify all classical electromagnetic modes including
polarization, and then quantize in the usual way. Photons, from our point of view,
are simply bosonic excitations of this multi-mode eld. Their inherant spin does not
play an important role in the analysis of our main chapters. In single-mode ber, for
instance, the polarization states of light are states of a two-mode boson problem. This
approach allows us to study eects like polarization-squeezed states without treating
polarization modes any dierently from other second-quantized modes.
Two-mode boson problem In these problems, two interesting bosonic modes
have been identied. These may be states of orthogonal polarizations, or of dierent
spatial proles (or both). Such a system is not a two-mode system, except in the
limit that exactly one photon is present. More generally, N photons lead to an
N + 1-dimensional state space, and superpositions of states with dierent photon
numbers are of course possible as well. Calculations can be done using familiar tools
of second-quantization.
System including many two-state subsystems A more general problem is the
quantum system composed of two-state subsystems. The crucial question here is
whether the sub-systems are distinguishable or not. The subsystems may be funda-
mentally indistinguishable: the individual photons in a two-mode photon problem
mentioned above are indistinguishable, but each has two states it can be in. Or one
can have manifestly distinguishable subsystems, like the two-state polarizations of
photons in separate waveguides, or the states of two atoms of dierent species.
Other interesting cases are governed by pseudo-spin dynamics: a superradiant
system, for example, consists of two-level atoms that are distinguishable: each atom
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sits at a given position, it's internal state could in principle be measured distinctly
from the state of another atom at a dierent position. However, if the atoms interact
with a eld in such a way that they are indistinguishable to the eld, the resulting
dynamics resembles that of a spin system.
Spin of an atom, molecule, etc. The spin state of a molecule involves spins of
many particles, and the state of each particle has degrees of freedom other than spin.
Often, a spin system with total spin number S is extracted from the larger problem.
The number of states for the spin problem is 2S + 1 (for example, for spin 1=2 there
are two states). The spin formalism is remarkably useful for a variety of systems with
a nite number of levels.
Entangled-photon problems Entangled-photon states are important in quantum
computation and related elds. There are two distinct usages of \entanglement" of
photons: On the one hand, many nonclassical states of a light eld can loosely be
thought of as having photons that are in some way correlated, or \entangled." Since
the photons are indistinguishable, in some cases we could argue that there are no
clear, separate subsystems to be \entangled," and so the word should not be used.
In the stricter usage, entangled photons have two or more degrees of freedom which
are entangled. For example, two photons may appear in two spatially separated
waveguides and have anti-correlated polarizations. In this case, there are position
and polarization degrees of freedom. This is important: the positions of the photons
renders them distinguishable in a sense, so that we can reasonably talk about the
two entangled polarization states of two distinct photons: the one in waveguide A
and the one in waveguide B, even though photons are indistinguishable on a more
fundamental level. Since more degrees of freedom are generally included in entangled-
photon systems (typically, four electromagnetic modes), one typically restricts the
number of particles to make the problem manageable.
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A.2 Two-state systems
Very often, a physical system is reduced to two quantum states of interest. While the
physics leading up to this approximation can be incredibly varied and complex, the
dynamics of all two-state systems are essentially the same, and reasonably simple.
The two states can represent anything: two atomic levels (that is, internal elec-
tronic states of an atom), two polarization states of a photon, the state of some
complex quantum object being on one side or the other of a tunneling barrier, the
before-and-after states of some nuclear reaction, etc. Ultimately, the states of the
system are represented in terms of some basis:
j	i = jai+ jbi =
0
B
@


1
C
A
= v: (A.1)
The state vector is a complex 2-vector and the Hamiltonian is represented by a 2 2
Hermitian matrix:
H =
0
B
@
H
aa
H
ab
H
ba
H
bb
1
C
A
(A.2)
H
ab
= haj
^
Hjbi; etc: (A.3)
There are four real degrees of freedom in
^
H once one has enforced Hermiticity (H
aa
,
H
bb
real and H
ab
= H
ba
).
If a constant Hamiltonian for a particular two-state problem is known, one can
plug the values into well-known formulas for the Rabi oscillations of such a system.
One can solve analytically for the eigenstates of the system,
^
Hjgi = (E
0
  h
)jgi (A.4)
^
Hjei = (E
0
+ h
)jei; (A.5)
and write the evolution of an arbitrary state accordingly,
j	(t)i = e
 iE
0
t=h
h
e
i
t
hgj	(0)ijgi+ e
 i
t
hej	(0)ijei
i
(A.6)
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Problems with time-varying Hamiltonians are similarly well understood. In the
next section, we discuss some useful relations in dealing with such systems.
A.3 SU(2) and SO(3) Algebras: Jones and Stokes
space
The linear evolution of a two-state quantum system is a unitary transformation of 2D
complex vectors. Over the years, physicists have made use of a connection between
this group of transformations, called the SU(2) group, and the rotations (orthogonal
transformations) of real 3D vectors, the SO(3) group. In this section, we outline some
useful relations connecting the two.
A.3.1 Basic properties: the static problem
Expansion of the Hamiltonian We mentioned above that the Hamiltonian has
four degrees of freedom. We can expand a static Hamiltonian using the Pauli spin
matrices:
H = H
0
I +H
x

x
+H
y

y
+H
z

z
(A.7)

x
=
0
B
@
0 1
1 0
1
C
A
; 
y
=
0
B
@
0  i
i 0
1
C
A
; 
z
=
0
B
@
1 0
0  1
1
C
A
(A.8)
The component H
0
is clearly just an energy oset and does not eect the energy
eigenstates or Rabi oscillations. We adopt a convenient vector notation for the other
components of the expansion:
~
 
0
B
B
B
B
B
@

x

y

z
1
C
C
C
C
C
A
~a 
~
 =
X
j=x;y;z
a
j

j
:
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so that the Hamiltonian can be written
H = H
0
I + ~a 
~
 (A.9)
This representation is not only compact and convenient, but improves our under-
standing of the properties and symmetry of the system.
Basic algebraic properties The Pauli matrices 
j
with j 2 fx; y; zg have the
basic properties,
Trf
j
g = 0

2
j
= 1

x

y
=  
y

x
= i
z
and cyclic permutations.
Using these, we can also derive properties of linear combinations,
Trf~a 
~
g = 0
(~a 
~
)(
~
b 
~
) = ~a 
~
b+ i(~a
~
b) 
~

[~a 
~
;
~
b 
~
] = 2i(~a
~
b) 
~

Using these identities, we can calculate the Rabi oscillation frequency in a simple
and elegant way:
(H  H
0
)
2
= (~a 
~
)(~a 
~
) = j~aj
2
I (A.10)
Comparing this with the eigenvalue expressions (A.4- A.5) above, we see that,
h
 = j~aj: (A.11)
Symmetry between the matrices The above identities and eigenvalue calcula-
tion begin to reveal the geometrical intuition and symmetry of the SO(3) represen-
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tation. By symmetry, we mean that any orientation in the three-space is just like
any other orientation. Said another way, any three matrices a^ 
~
,
^
b 
~
 , c^ 
~
 will
behave exactly like the standard spin matrices as long as a^,
^
b, and a^ form a right-
handed orthonormal set. They correspond to the spin matrices in a dierent basis,
or a dierent frame of reference in the Stokes space.
The Pauli matrices transform to one another under change of basis. For example,
the unitary matrix
T =
1
p
2
2
6
4
1 1
 1 1
3
7
5
leads to the permutation,
T
y

x
T =  
z
; T
y

y
T = 
y
; T
y

z
T = 
x
A system with
^
H = 
x
and one with
^
H = 
z
have essentially the same evolution, but
in a dierent basis. The transformation above diagonalizes 
x
. To further appreciate
this point, we now study the connection between a change of basis in SU(2) and the
rotations in SO(3).
Matrix Exponent The matrix exponent of an Hermitian spin matrix is a uni-
tary transformation. The following formula is useful, for example, in analyzing the
evolution of a two-mode system
e
 i~a
~

= cos(j~aj)  i sin(j~aj)a^ 
~
 (A.12)
Transformations: the connection A change of basis in a vector space is accom-
plished by a unitary transformation U . The transformation acts on state vectors,
~
v = Uv (A.13)
and on operators
~
B = UBU
y
(A.14)
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in a consistent way,
w = Bv  !
~
w = Uw = UBU
y
Uv (A.15)
A unitary transformation can be written in exponential form (neglecting the oset
phase),
^
U = e
 i~a
~

: (A.16)
We would like to understand the transformation of a Hermitian B =
~
b 
~
,
UBU
y
= e
 i~a
~

~
b 
~
e
 i~a
~

(A.17)
We start by plugging in the exponential expression above,
UBU
y
= cos(jaj)
~
b 
~
 cos(jaj) + i cos(jaj) sin(jaj)[(
~
b 
~
)(a^ 
~
)  (a^ 
~
)(
~
b 
~
)]
+ sin
2
(jaj)(a^ 
~
)(
~
b 
~
)(a^ 
~
) (A.18)
after a few algebraic steps, we obtain
UBU
y
=
~
b
0

~
 (A.19)
~
b
0
= (a^ 
~
b)a^+ cos(2jaj)
~
b
?
+ sin(2jaj)a^
~
b
?
(A.20)
where
~
b
?

~
b  (a^ 
~
b)a^ (A.21)
is the component of
~
b orthogonal to ~a. This expression corresponds to a simple
geometrical construction: the vector
~
b
0
is obtained by taking
~
b and rotating it about
the axis a^ by an angle 2j~aj.
Transformations and symmetry This connection allows us to complete the anal-
ysis of a system with Hamiltonian (A.9). The eigenvalues are H
0
j~aj. The eigenvec-
tors are obvious if we move into a rotated frame where ~a is aligned in the z-direction.
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Thus the change-of-basis that diagonalizes the Hamiltonian can be constructed from
the geometrical rotation in SO(3). This completes our understanding of the symme-
try of the system|all directions are essentially the same, only in a dierent reference
frame.
A.4 Photon spin and spin-1
The spin of the photon is one, which can seem confusing in light of only two possible
polarizations. We oer a few comments here.
A.4.1 Second-quantized boson operators
As a practical matter, we can do calculations of nonclassical polarization states with-
out ever considering what spin number the photon has. We simply take the spatial
modes, labeled j, along with the polarization, for example labeled + or  , to dene
a total mode, and then let the photon operator algebra do the rest. That is, a^
y
j;+
creates a photon of one polarization, a^
y
j; 
creates an orthogonally polarized photon,
etc.
One can make an interesting connection between true boson operators and spin-
1/2 Fermi-like operators by considering a two-mode eld with only one photon on it.
The basic physical intuition is that, since there is only one photon and two modes,
there are only two orthogonal states. The system is thus a two-mode like like all
others, and must map onto a spin-1/2 system.
Mathematically, we start with a complete basis of the two-mode eld states,
fjn
1
; n
2
ig and restrict ourselves to the states with total photon number one. The
dimension of this subspace is two. We can rename the states however we like:
j "i  j1; 0i ; j #i  j0; 1i (A.22)
We now introduce the operator
c^  a^
y
2
a^
1
: (A.23)
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The operator c^
y
then takes the state from j #i to j "i. We can think of this action as
\creating" an excitation, just as moving an electron is often regarded as creating an
excitation of the medium.
We will now show that this operator actually has Fermi properties on the 1-photon
subspace. First of all, we have the transitions
c^
y
j #i = j "i ; c^j "i = j #i: (A.24)
We also have the Pauli exclusion principle, which does not allow more than one
excitation,
c^
y
c^
y
j #i = 0 ; c^
y
c^
y
j "i = 0 (A.25)
c^c^j #i = 0 ; c^c^j "i = 0: (A.26)
Finally, we can prove that the Fermi anti-commutation relation holds on the sub-
space,
c^c^
y
+ c^
y
c^ = 1: (A.27)
To see this, we go back to the dening boson operators,
c^c^
y
+ c^
y
c^ = a^
y
2
a^
1
a^
y
1
a^
2
+ a^
y
1
a^
2
a^
y
2
a^
1
(A.28)
Using the boson commutation rules, this becomes,
c^c^
y
+ c^
y
c^ = a^
y
2
a^
2
a^
1
a^
y
1
+ a^
2
a^
y
2
a^
y
1
a^
1
= 2a^
y
2
a^
2
a^
y
1
a^
1
+ a^
y
2
a^
2
+ a^
y
1
a^
1
= 2n^
2
n^
1
+ n^
1
+ n^
2
(A.29)
On the one-photon subspace, we have
n^
1
+ n^
2
= 1 (A.30)
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and we always have either n
1
or n
2
zero,
n^
2
n^
1
= 0: (A.31)
Combining the last three equations, we get the desired anti-commutation relation
(A.27).
A.4.2 Angular momentum and a photon \wavefunction"
Formally, one can reconcile the spin-one character of the photon with its two-state
spin as outlined in Cohen-Tannoudji [17]. Their quantum electrodynamics description
involves breaking up the eld into transverse modes including the polarization. The
equation of motion for the \normal variables" without sources becomes
ih
d
dt
~(
~
k; t) = h!~(
~
k; t):
These normal variables are complex 3-vectors, much like the plane-wave amplitudes
of the electric eld. They are constructed so that the simple harmonic evolution of
the transverse eld evolution is apparent in the above equation.
Spin comes in when we ask for the angular momentum of the transverse eld.
This can be written as
~
J
trans
= h
Z
d
3
k
"
X
a


a
( i
~
k r)
a
  i

 
#
:
The form of this expression is suggestive of a particle wavefunction: the rst term is
exactly what we would expect for the orbital angular momentum of a particle with
wavefunction 
a
. The second term, when  is a 3-vector, is the spin contribution that
we would expect for a particle of spin 1. Thus, the photon is regarded as a spin-1
particle, consistent with the boson statistic of light elds.
However, the eld modes were assumed to be restricted to transverse modes when
the normal variables were dened. For various reasons, one cannot think of the photon
as having an unrestricted wavefunction ~. When all is said and done, the polarization
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must of course be transverse to
~
k. So while the spin of the photon is one, it does not
exhibit three spin states as other spin-1 particles, but rather the 2 states characteristic
of spin-1/2 particles. The absence of a third spin state is dicult to fully reconcile
with our intuition. It is related to the relativistic idea that a photon does not have
a rest frame, and thus does not have a spin that is clearly dened independent of its
momentum. A more intuitive approach is presented in [37]. Here the quantization is
done not of a plane wave, but of a wave with nite transverse extent. The angular
momentum of the eld arises in a natural way even for a classical eld, and can then
be quantized.
A.5 Two-mode boson problems
Two-mode problems come up often in quantum optics. The situation is similar to
the two-state system: once two optical modes have been identied, all problems of
this type basically work the same way. The physics and approximations leading up
to this point may be dierent, but the two-mode formalism is the same.
We start with the usual states and operators. We have the vacuum j0i and the
photon operators for the two modes a^
1
and a^
2
. A perfectly reasonable basis to work
in is the number states:
jn
1
; n
2
i =
(a^
y
1
)
n
1
p
n
1
!
(a^
y
2
)
n
2
p
n
2
!
j0i (A.32)
These are normalized and, of course, obey
a^
y
1
a^
1
jn
1
; n
2
i = n
1
jn
1
; n
2
i (A.33)
and the other standard relations.
The Hamiltonian is not quite as simple as the two-state problem. Naturally,
the state space is innite, and so enumerating all matrix elements H
n
0
1
;n
0
2
;n
1
;n
2
is not
possible. However, optical nonlinearities are generally weak and of low order. In the
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absence of optical nonlinearities,
^
H = H
0
+
2
X
j;l=1
E
jl
a^
y
j
a^
l
(A.34)
Again, the dynamics are clear once we diagonalize the 2  2 matrix E. After diag-
onalization, we have two uncoupled modes. The eigenstates are simply the number
states of these modes.
The case of low-order nonlinearities can lead to interesting and manageable dy-
namics. For example, we recently looked at systems of the type
^
H = H
0
+
2
X
j;l=1
E
jl
a^
y
j
a^
l
+
2
X
j;k;l;m=1
V
j;k;l;m
a^
y
j
a^
y
k
a^
l
a^
m
: (A.35)
If the Hamiltonian conserves photon number, the dynamics can basically be un-
derstood by looking at the xed N -photon number problem. This amounts to the
diagonalization of an (N + 1) (N + 1) matrix.
A.5.1 Spin formalism for two-mode problems
The spin formalism is essentially just like the angular momentum formalism in quan-
tum mechanics. The basic operators are
^
J
x
,
^
J
y
, and
^
J
z
. The total spin number S is
conserved by these operators, and is often a conserved quantity of the Hamiltonian.
The commutation relations are:
[
^
J
x
;
^
J
y
] = i
^
J
z
; [
^
J
y
;
^
J
z
] = i
^
J
x
; [
^
J
z
;
^
J
x
] = i
^
J
y
(A.36)
The eigenstates of the system are labeled by
M 2 [ S; S + 1; : : : ; S]
and dened by
^
J
z
jS;Mi =M jS;Mi: (A.37)
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These 2S + 1 states form a complete basis on the sector with total spin S. The
spin vector is a set of three non-commuting variables with inherent uncertainty. The
uncertainties can be related to the commutators (A.36). They can also be considered
the result of quantizing a single component of the spin: for large spin numbers, the
discrete nature of spin components is less noticeable, and one can construct states with
well-dened spin vectors. We return to this idea below in the context of polarization
states.
Properties of these operators and states can be found in the literature. For exam-
ple, we have the matrix elements,
^
J
x
jS;Mi = [(S+1+M)(S M)]
1=2
=2jS;M+1i+[(S+M)(S+1 M)]
1=2
=2jS;M 1i
All of these properties are shared exactly by two-mode boson problem once we
make the following denitions:
S = N=2
^
N = n^
1
+ n^
2
= a^
y
1
a^
1
+ a^
y
2
a^
2
^
J
x
=
1
2
(a^
y
1
a^
2
+ a^
y
1
a^
2
)
^
J
y
=
1
2i
(a^
y
1
a^
2
  a^
y
1
a^
2
)
^
J
z
=
1
2
(a^
y
1
a^
1
  a^
y
2
a^
2
)
For example, we can dene a basis of states on the N -photon space jS;Mi that follow
Eq. (A.37). In fact these are simply the jn
1
; n
2
i states with
S = (n
1
+ n
2
)=2 (A.38)
M = (n
1
  n
2
)=2: (A.39)
Clearly, the range of possible M is from  S to S in increments of 1, just as for the
spin states. We can derive the commutation relations and matrix element directly
from the properties of a^
1
, a^
2
, and jn
1
; n
2
i. Since the states and matrix elements
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behave identically, the models are mathematically equivalent.
The formalis lends us the geometrical intuition of magnetic/spin systems. It can
also allow more compact, elegant form of a linear or non-linear Hamiltonian. For
example, the Kerr component of a Hamiltonian can be written as
^
H
NL
=
2
X
j;k;l;m=1
V
j;k;l;m
a^
y
j
a^
y
k
a^
l
a^
m
=
X
a;b=x;y;z
M
a;b
:
^
J
a
^
J
b
: (A.40)
Where :: is used to obtain normal-ordered expressions, for simplicity, and
V
j;k;l;m
=
X
a;b=x;y;z
M
a;b
[
a
]
j;m
[
b
]
k;l
: (A.41)
Evolution of a system according to a spin Hamiltonian can then be visualized in three
dimensional space; the corresponding classical evolution is simply the trajectory
~
J(t).
Finally, we not that a spin system has a nite number of excitation levels for
a given S. The level-raising operator is then neither simple bosonic nor fermionic
(except on the one-photon subspace). It is a dierent algebra, but also well-known.
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Appendix B
External Soliton Variables
In this appendix, we review the denitions of soliton variables, and make connections
between momentum, group velocity, and soliton energy. The soliton variables [51]
become
^
X =
1
n
Z
dx
^

y
(x)x
^
(x)
^
P =  ih
Z
dx
^

y
(x)
d
dx
^
(x)
^
H
A
= h
Z
dx
^

y
(x)
"
!
0
  i!
0
@
@x
 
!
00
2
@
2
@x
2
#
^
(x) +
^
H
nonlinear
when we use a stationary frame. Position and momentum are of course canonically
conjugate variables [51],
[
^
X;
^
P ] = ih:
The speed at which a soliton is traveling is important in analyzing timing jitter.
This speed can be formalized as a group velocity operator, and can be evaluated
using photon-operator algebra or using the conguration-space separation of variables
described in Section 3.1.2:
^
H
sol
=
^
H
rel
+ !
0
^
N + !
0
P +
!
00
2h
^
P
2
^
N
 1
(B.1)
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The velocity operator is
v^
g

1
ih
[
^
X;
^
H] = !
0
+
!
00
h
^
P
^
N
 1
: (B.2)
In a ber, the group velocity is nearly constant (that is !
0
 !
00
k) and so v^
g
 !
0

v
g0
. In this case,
^
H
X
 !
0
^
P , and the soliton frequency, velocity, and momentum are
all related approximately linearly.
Finally, we can relate the group velocity to the total soliton energy,
v^
g
 v
g0
+
!
00
h
^
P
^
N
 1
(B.3)
 v
g0
+
!
00
hv
g
0
(
^
H
A
  E
s
n)
^
N
 1
(B.4)
When uncertainty in photon number is small, this means
hv^
2
g
i 
 
!
00
h!
0
!
2
h(
^
H
^
N
 1
)
2
i:
What all of this means is that group velocity v^
g
, momentum
^
P and soliton energy
^
H
A
are all closely related variables. For a given photon number, they all represent
precisely the same degree of freedom. Indeed, they all are approximately linearly
related to one another. The timing jitter arising from velocity noise is then closely
connected to energy disturbances.
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Appendix C
Perturbation of localized state
One strength of our formalism is its ability to treat states with general momentum
wavefunctions. Given an initial pure quantum wavefunction for momentum (implying
states of uncertain energy), we will nd a perturbed soliton in a statistical mixture
of pure quantum states. There is then a coherent perturbation and a statistical
broadening associated with a given physical expectation.
We start with
sin()j	
1
(t
f
)i =
Z
dh
i
a(h
i
)
Z
dT (; h
i
)jnh
i
+ ; E
Bi
  i (C.1)
sin()j	
1
(t
f
)i =
Z
djE
Bi
+ i 

Z
dh
i
a(h
i
)T (; h
i
)jnh
i
  i (C.2)
In the limit that a(h
i
) is innitely narrow, we start with an energy eigenstate, and
end up with a statistical mixture of energy eigenstates,
sin()j	
1
(t
f
)i
jaj
2
 !(h
i
 

h)
 !
Z
dT (;

h)jE
Bi
+ i 
 jn

h  i (C.3)
This is equivalent to a density operator representation of the soliton subsystem which
is a statistical mixture of energy eigenstates.
For cases of practical interest, a(h
i
) is very narrowly conned about h
i
=

h com-
pared to the slow variation of T with h
i
. However, the width of a is physically
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important, and so the simplication (C.3) is undesirable. It is useful to reshape the
expression (C.2)
sin()j	
1
(t
f
)i =
Z
dT (;

h)jE
Bi
+ i
| {z }
statistical spread


Z
dh
i
~a

(h
i
)jnh
i
  i
| {z }
coherent wavefunction
(C.4)
where the new wavefunction,
~a

(h
i
) = a(h
i
)
T (; h
i
)
T (;

h)
(C.5)
will be a slightly perturbed version of a in the limit that T is slowly varying compared
to a. This is the usual situation for physical states: for coherent-state solitons [35]:
T will have a width corresponding to the classical spectrum h!
clas
, but a(h
i
) has a
spread on the order h!
clas
=
p
n, which is often smaller by a factor of a thousand or
more.
Equation (C.4) corresponds to a very interesting picture of an input and output
soliton. Imagine a is a Gaussian momentum wavefunction for a localized pulse in
the ber. After losing a photon, the soliton is in a mixture of quantum states, each
having only slight distortion in its momentum wavefunction. In fact,
a(h
i
) = e
 (h
i
 

h)
2
=4
2
a
(C.6)
gives rise to
~a

(h
i
) = e
 (h
i
 

h)
2
=4
2
a
sech

 h
i
E
clas

sech

 

h
E
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
(C.7)
 e
 r(h
i
 

h h)
2
=4
2
a
: (C.8)
That is, as long as a is narrow compared to T , an initially Gaussian wavefunction
remains Gaussian, but with small changes in its parameters. The perturbations to
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parameters

h and 
a
are small, and given by
r

2
a
=
1

2
a
+
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E
2
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 

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E
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(C.9)
h =
2
2
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E
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tanh
 
 

h
E
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(C.10)
There are several interesting things to note. rst of all h is indeed small compared
to 
a
for 
a
 E
clas
. Similarly, the new Gaussian width is close to the unperturbed
width. Finally, we recognize that the center-of-mass position spread h
^
X
2
i for each
coherent component is proportional to r=
2
a
. Specically,
X
2
~a
=
Z
dh
i
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y
(h
i
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^
X
2
~a(h
i
)  X
2
a
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X
2
clas
n
2
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Statistical mixtures and entangled states
Above, we have referred to an entanglement as a statistical mixture. We here clarify
this statement. If systems A and B are entangled and not interacting, then the
entanglement with B is eectively the same as a statistical mixing with regard to
expectations in operators on system A.
Take the entangled state,
j	i =
Z
db()ji 
 j 

i; (C.12)
where the kets ji are an orthogonal continuum of states for an independent, non-
interacting system. Then if the operator
^

 acts on the  states only,
h	j
^

j	i =
Z
djb()j
2
h 

j
^

j 

i: (C.13)
Here jbj
2
plays the role of p(), and essentially represents a classical probability for
the statistical mixture. In the more typical density operator representation, we can
write,
^
A
=
Z
djb()j
2
j 

ih 

j: (C.14)
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Appendix D
Internal state of a perturbed
soliton
The action of
^
 on an n-photon soliton state generates components of the eld state
with perturbed internal coordinates. It can be shown, however, that the loss of a
single photon leaves a dominant component in the internal ground state of an n  1
soliton. In this paper, we have used this fact to neglect the excited internal-state
contributions. The proof is taken with minor modications from [32].
The state with one photon removed is denoted j


n
i, and the true n   1 ground-
state is written j
n 1
i. We would like to show that these state have an overlap of
very nearly one:
h
n 1
j


n
i  1:
An extremely similar overlap integral is performed in [32, Appendix A]. In that case,
the photon was not removed locally; an additional correction can account for the shift
in X by our local annihilation operator. The result is qualitatively the same,
h
n 1
j


n
i = 1  O(1=n):
The soliton term dominates as n becomes large.
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Appendix E
Time-domain ellipsoid calculation
In this appendix, we go through the complete time-domain analysis of a strictly rst-
order PMD system. This model could apply, for example to a single polarization-
maintaining ber with negligible PDL. Since the system has no higher-order PMD,
the narrowband expansion in frequency is unnecessary: as we see below, the problem
is tractable with no further approximations.
In general, a single birefringent element has a DGD  and orthogonal principal
states e
k
. The eect of the birefringence is a dierential linear phase
T (!) = e
i!=2
e
1
e
y
1
+ e
 i!=2
e
2
e
y
2
(E.1)
or, more simply, a dierential time delay,
b(t) = f(t  =2)e
1
(e
y
1
a
0
) + f(t+ =2)e
2
(e
y
2
a
0
) (E.2)
where the input eld has been rewritten as
a(t) = f(t)a
0
(E.3)
f(t) 
Z
d!f(!)e
 i!t
=2: (E.4)
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The polarimeter measurement can now be derived by plugging into (10.1)
~r =
Z
dt[f
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 (E.5)
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1
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=2)e
2
(e
y
2
a
0
)] (E.6)
The four resulting terms are actually quite manageable when we recognize the form
of the time integrals: we have the normalization integral,
Z
dtjf(t  =2)j
2
=
Z
dtjf(t+ =2)j
2
= 1 (E.7)
and the autocorrelation,
R
ff
() =
Z
dtf(t  =2)

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Then,
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The geometrical interpretation of this expression is actually quite clear once we give
the various terms a Stokes-domain interpretation. The principal state axis in Stokes
space is
^
i
x
= e
y
1
~
e
1
=  e
y
2
~
e
2
(E.11)
For a normalized a
0
, the power splitting along the two polarizations can be expressed
as an angle,
cos
2
(=2) = je
y
1
a
0
j
2
(E.12)
sin
2
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y
2
a
0
j
2
(E.13)
The other axes of the coordinate system can be dened as
^
i
y
= Refe
y
2
~
e
1
g (E.14)
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z
= Imfe
y
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~
e
1
g (E.15)
Finally, the time-averaged Stokes vector becomes
~r = cos()
^
i
x
+ jR
ff
()j
h
sin() cos()
^
i
y
+ sin() sin()
^
i
z
i
(E.16)
where  is dened by
 = argfR
ff
()(e
y
2
a
0
)(e
y
1
a
0
)

g (E.17)
The geometrical importance becomes transparent when we compare ~r with the
Stokes vector of the input signal, s^
0
. The calculation is trivial, we simply set the
PMD to zero, R
ff
(0) = 1, 
0
= argfe
y
2
a
0
(e
y
1
a
0
)

g, so that
s^
0
= cos()
^
i
x
| {z }
s^
0;k
+sin() cos(
0
)
^
i
y
+ sin() sin(
0
)
^
i
z
| {z }
s^
0
?
(E.18)
The transformation of input Stokes vector s^
0
to output ~r by a rst-order PMD system
is very simple: It consists of a rotation about the principal state axis 
0
!  and a
scaling down of the Stokes components orthogonal to the principal axis. If we assume
for simplicity that R
ff
is real (essentially, this means removing the carrier frequency
component of the phase), the polarization-dependent scaling can be written as
~r = s^
0;k
+R
ff
()s^
0;?
: (E.19)
This describes an ellipsoid with major axis of length one along the principal states.
The two minor axis are of equal length, representing the minimum degree of polar-
ization measured:
min(DOP) = R
ff
() (E.20)
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