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The structure of the present dissertation follow the normative established by the 
University of Seville for the modality of published scientific articles. It is also articulated 
in two parts. Part A presents the complete estructure of the PhD dissertation in English 
and Part B provides the translation in Spanish of the main points that will be exposed in 
that language during the oral defese. The published/unpublished researches are 
indexed in Part A sections 4 and 5. 
 
La estructura de la presente tesis sigue la normativa estipulada por la Universidad de 
Sevilla en referencia a la modalidad de compendio de artículos. El trabajo además se 
encuentra articulado en dos partes. La Parte A presenta la estructura completa de la 
tesis en inglés y la Parte B contiene la traducción al castellano de los principales puntos 
que serán expuestos en dicho idioma durante la defensa oral de la tesis. Los artículos 








> Table of contents 
PART A – Thesis in English 1 
ABSTRACT 2 
1. Introduction 3 
1.1. Defining drought. Typologies and complexities of an extreme natural hazard 3 
1.2. The impacts of drought on different natural systems and human sectors 5 
1.3. Drought indices 9 
1.3.1. Palmer drought severity index (PDSI) family 10 
1.3.2. The Standardized Precipitation Index (SPI) 11 
1.3.3. The Standardized Precipitation and Evapotranspiration Index (SPEI) 12 
1.3.4. The Standardized Palmer Drought Index (SPDI) 13 
2. Objectives 14 
3. Results: brief summary 15 
3.1. Research Article 1 – results summary 15 
3.2. Research Article 2 – results summary 16 
3.3. Research Article 3 – results summary 17 
3.4. Research Article 4 – results summary 18 
3.5. Unpublished research 1 – results summary 19 
3.6. Unpublished research 2 – results summary 20 
4. Published scientific articles 22 
4.1. Research article 1: Effectiveness of drought indices in identifying impacts on major 
crops across the USA 23 
4.2. Research article 2: Response of crop yield to different time-scales of drought in the 
United States: Spatio-temporal patterns and climatic and environmental drivers 41 
4.3. Research article 3: Drought Sensitiveness on Forest Growth in Peninsular Spain and 
the Balearic Islands 57 
4.4. Research article 4: Complex influences of meteorological drought time-scales on 
hydrological droughts  77 
5. Unpublished researches 92 
5.1.       The impact of drought on the productivity of two rainfed crops in Spain 93 
5.2.       Response of natural river basins to drought in Spain: Evaluation of different climatic 
drought indices 124 
6. General discussion 151 
ii 
 
6.1. Evaluation of the adequacy of drought indices 151 
6.2. Drought impact on rain-fed crop yields, temporal and spatial characteristics 153 
6.3. The sensitivity of forest growth to water shortage 154 
6.4. Streamflow response to drought under near-natural conditions 155 
7. Conclusions 157 
8. Bibliography 160 
9. Appendix 170 
9.1. Research article 1: Supplementary material 171 
9.2. Research article 2: Supplementary material 173 
9.3. Research article 3: Supplementary material 249 
9.4. Research article 4: Supplementary material 258 
9.5. Unpublished research article 1: Supplementary material 290 





















PART B – Tesis en español 313 
RESUMEN 314 
1. Introducción 315 
1.1. Definición de sequía. Tipologías y complejidades de un fenómeno natural extremo.   315 
1.2. Los impactos de la sequía en los sistemas naturales. 318 
1.3. Índices de sequía 322 
1.3.1. Los índices de Palmer (PDSI) 323 
1.3.2. Índice de precipitación estandarizada (SPI) 325 
1.3.3. Índice Estandarizado de precipitación y evapotranspiración (SPEI) 326 
1.3.4. Índice Estandarizado de Sequía de Palmer (SPDI) 326 
2. Objetivos 328 
3. Resumen breve de los resultados 330 
3.1. Artículo de investigación 1 – resumen de los resultados 330 
3.2. Artículo de investigación 2 – resumen de los resultados 331 
3.3. Artículo de investigación 3 – resumen de los resultados 333 
3.4. Artículo de investigación 4 – resumen de los resultados 334 
3.5. Artículo de investigación 5 – resumen de los resultados 335 
3.6. Artículo de investigación 6 – resumen de los resultados 336 
4. Discusión general 338 
4.1. Evaluación de la adecuación de los índices de sequía 338 
4.2. El impacto de las sequías en los cultivos de secano, características temporales y 
espaciales. 340 
4.3. La sensibilidad del crecimiento de los bosques a la escasez de agua 342 





































This PhD Thesis focuses in the evaluation of different drought indices on multiple systems and 
the spatio-temporal response of agriculture, forests and streamflow to drought conditions in two 
heterogeneous regions, the United States and Spain from the sixties to nowadays.  
Knowing the importance of selecting appropriate tools for monitoring drought, the performance 
of seven of the most commonly used drought indices and their ability to capture impacts on 
vulnerable systems were validated. For this purpose, three multi-scalar drought indices (the SPI, 
the SPEI and the SPDI) and four uni-scalar Palmer family drought indices (the PDSI, the PHDI, the 
Z-index and the PMDI) were quantitatively compared.  
The results obtained from the different analysis conducted demonstrated the superior 
performance of the SPEI, the SPI and the SPDI in comparison to the PDSIs. Independently on the 
type of crop, tree species, river basin and the temporal scale considered, drought indices 
calculated at different time scales have a superior capacity to reflect the different impacts of 
drought over diverse systems with a wide range of temporal responses to drought associated to 
specific characteristics that difficult even more this identification.  
The varying responses of crops to drought indices time-scales observed in crop yields from US 
and Spain were mainly determined by the resilience of plants to develop strategies to deal with 
soil moisture depletion and by the resistance of the different types of crops during the sensitive 
vegetative stages of growth. Similarly, findings from forest sensitivity to drought in forests in Spain 
showed variations among species and climatic regions highlighting the role of resilience 
mechanisms to handle with extreme climatic conditions. In addition, seasonal variations 
predetermined the response of tree species to drought. In general, results suggested a lagged 
response to drought depending on the part of the tree decay cycle affected, thus secondary 
growth was found especially sensitive to humid conditions during summer months while 
photosynthetic activity was affected by drought conditions occurring during spring months. From 
the propagation of climatic drought to streamflow drought analysis, results suggested a primary 
response to drought at short-time scales in most of the near-natural basins analysed in the US 
and Spain. However, seasonal patterns and local differences in the response of streamflow 
demonstrated the influence of catchment properties (e.g. vegetation cover, land-use, climatic 
conditions or topographic characteristics such as elevation) on streamflow response to climatic 
drought.  
This PhD Thesis provided quantitative evidences about the effectiveness of drought indices for 
quantification and monitoring purposes, and also improved the knowledge on the sensitivity and 
spatio-temporal response of different natural systems to the most hazardous and tricky climate 






1.1. Defining drought. Typologies and complexities of an 
extreme natural hazard 
 
Drought is recognized as the most complex, recurrent and extreme climatic hazard 
occurring over most parts of the world and climate regions, from wet to arid. Drought arises when 
over a prolonged period of time a deficit in the amount of normal precipitation occurs, however 
many other factors are involved in the triggering of a drought event. The mechanisms are complex 
since the atmospheric evaporative demand (AED) may reinforce drought severity and other 
important feedbacks may cause a self-intensification of drought (e.g. by means of the 
complementary relationship between the actual evapotranspiration and the AED) (Seneviratne 
et al., 2010; Teuling, 2018). During severe drought episodes, soil moisture conditions and vapor 
pressure deficit suffer depletion, turning the probability of precipitation negligible since the 
synoptic atmospheric situation is dominated by vertical stability, only reversed by the arrived of 
a wet atmospheric disturbance (Mishra and Singh, 2010). 
Sometimes the concepts of aridity, heat wave, and drought are employed without being clear 
what the distinction between these terms is intended to be. Unlike drought, aridity is defined as 
“the degree to which a climate lacks effective, life-promoting moisture”, according to the Glossary 
of Meteorology from the American Meteorological Society. Namely, it is a characteristic of the 
climate itself, generally restricted to low rainfall regions (Wilhite, 2000), while droughts are 
usually an unforeseen event with an onset and termination in time. An anomalous period of low 
water availability in which it is not possible to cover the existing demands by different natural 
systems agriculture and/or different human activities (Wilhite and Pulwarty, 2017). For its part, a 
heat wave is a meteorological condition caused by an abnormal increase of temperature that 
usually last a few weeks, contrary drought can last for longer time scales such as months or years 
(Schubert et al., 2014). It is noteworthy indicating that recent studies have suggested strong 
connection between drought severity and heat wave occurrence (Hirschi et al., 2011; Miralles et 
al., 2014).  
Among natural hazards, drought is often ranked as the most hazardous and insidious for its many 
direct and indirect effects, not only on the environment but also on human activities. The whole 
conceptualization of drought entails some aspects to take into consideration (Mishra and Singh, 
2010). First, drought is a slow-onset ‘creeping’ hazard (Gilette, 1950) and usually its effects are 
perceived once the event has lasted for a long time or even ceased. For this reason, defining the 
beginning and the end of an ongoing drought event is a challenge. Second, drought causes very 
diverse impacts. Quantifying the scope of the caused impacts on multiple scenarios is tricky since 
drought affects equally vast or small regions, surface and groundwater resources and varies in 
multiple time scales. Besides, the quantification of drought impacts depends on the vulnerability 
of the specific impacted sector and its resilience to drought (Gazol et al., 2018a, 2017). Thus, 
environmental exposure to drought conditions is subject to inherent factors such as the climatic 
regime, the characteristics of hydrological processes, the type of vegetation, the lithology 
(presence/absence of permeable rocks) or the human activities of the targeted area (Kumar et 
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al., 2016; Leng et al., 2015; Sangüesa-Barreda et al., 2015; Vicente-Serrano et al., 2017b). This 
connects straightforward with the third aspect since anthropogenic influence plays a potential 
role triggering drought conditions. Certain human activities (e.g. water demands and land use 
changes) are prone to both exacerbate or mitigate drought situations (Van Loon et al., 2016). 
Nonetheless, still nowadays it is not possible to find a consensus among the scientific community 
to define universally this phenomenon as there are as many impacts as sectors implied (Wilhite 
et al., 2007). At this respect, droughts are generally classified into four categories (Dracup and 
Kendall, 1990; Wilhite and Glantz, 1985) following the particular order of droughts occurrence: 
i) Meteorological droughts are defined as an anomalous decrease of the amount of 
precipitation below averaged values over a region for a prolonged period of time. A 
meteorological drought can develop very quickly and last from short (days) to long 
time (years). The definition of this kind of droughts is site-specific since each region 
has its own climatic conditions.  
 
ii) At short-term, the absence of precipitation causes the depletion of soil moisture in 
the surface layers. When dryness reaches the root zone the vegetation is affected, 
giving rise to an agricultural drought. Agricultural droughts develop before the 
surface and groundwater resources are constrained by the lack of precipitation and 
even when deeper soils maintain wetness conditions. Nevertheless, not only 
precipitation triggers the drought at this point, temperature influences the humidity 
requirements of the atmosphere and hence the potential evapotranspiration as a 
factor of the water demanded by plants. Depending on the physiological and 
phenological characteristics of the plants and the climatic conditions, agricultural 
drought may ultimately be responsible of crop fails (Vergni and Todisco, 2011). 
 
iii) Hydrological droughts are mainly characterized by a low discharge of streams and 
generalized decline on water availability through the hydrological cycle, including 
surface (e.g. reservoirs, lakes) and subsurface (groundwater) supplies (Tallaksen et 
al., 1997). Streamflow levels are the most common indicator used for hydrologic 
drought assessment, integrating the climate signal along with the influence of human 
practices (Lorenzo-Lacruz et al., 2013). However, the connections between the 
different parts of the hydrological cycle are very complex, varying the response to 
drought conditions in time. For this reason, it is common to refer to streamflow 
droughts when low flows are recorded. Previous studies have demonstrated that not 
only climatic conditions but also physiographic characteristics of the basins influence 
the response of the hydrological system to drought, emphasizing the multilayered 
interaction of all the mechanism involved (Tijdeman et al., 2016; Van Loon and Laaha, 
2015). When flows reduced, groundwater recharged ceases and if dry conditions 
persists, groundwater levels starts dropping until discharges decline. At this point a 
groundwater drought is developed (Bloomfield et al., 2015; Mishra and Singh, 2010).  
 
iv) Socio-economic droughts are associated to the failure of water resources to meet the 
water demand from human activities, mainly due to weather-related deficits. The 
constant and increasing demand of water in many parts of the world due to the 
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growing population, the expansion of intensive agricultural practices among others, 
suppose risk factors for most of the socio-economic goods that depend directly or 
indirectly on water.   
In recent years, a new drought type is gaining interest and research focus. Related to the 
ecological/environmental drought impacts in a variety of natural systems including, fauna, forests 
and water streams (Crausbay et al., 2017). 
In addition to the classification types of drought, there is a wide terminology to characterize a 
drought episode. On one hand, conceptual descriptions provide an intelligible meaning of 
drought and its consequences; on the other hand, operational descriptions are more related to 
describe quantitatively the characteristics of a drought event. Following one of the most 
complete terminology announced by Salas, (1993) as mentioned by Zargar et al. (2011), droughts 
can be described by their: 
i) Duration: As we mentioned before, droughts can last for days or years and the same 
region can experience an alternation of dry and wet periods at short and long-term. 
ii) Magnitude: Refers to the positive sum of the precipitation deficit, generally in 
reference a particular threshold.  
iii) Intensity: Defined as the ratio between the magnitude and duration of an event. 
iv) Severity: Measured as the magnitude or the level of impact of the event. 
v) Geographic extension: The spatial coverage of a drought over time. There is not a 
unique unit for measure it (e.g. pixels, regions, environmental units). 
vi) Frequency: It is the estimated average time between drought events with equal or 
higher severity. 
Additionally, drought is a multi-scalar phenomenon that can be described at different time-
scales. The concept of quantifying drought at diverse times was first introduced by Mckee et 
al. (1993 ; 1995) to understand the response of the different parts from the hydrological cycle 
(surface water and groundwater) to precipitation shortages. It was demonstrated that the 
sensitivity of natural systems to precipitation deficits accumulated during different periods. 
For example, in natural vegetation, the response to drought varies significantly to drought 
time scales, depending, among other factors, on the species and the resistance to dry 
conditions. Thus, previous studies have shown the dissimilar temporal response of different 
species from a same region to drought conditions recorded on different time-scales (Gazol et 
al., 2018b; Vicente-Serrano et al., 2013). Similarly, the hydrological drought response to 
climatic drought is highly dependent on drought time-scales varying as a function on the 
system and target region (Bloomfield et al., 2015; López-Moreno et al., 2013; Lorenzo-Lacruz 
et al., 2013). 
 
1.2. The impacts of drought on different natural systems 
and human sectors 
 
According to the Special Report on Extreme Events and Disasters from the Fifth Report of 
the Intergovernmental Panel on Climate Change (IPCC, 2014), there is a medium confidence in 
the intensification and extended duration of droughts in southern Europe and central United 
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States in some seasons during the next decades due to the reduction of precipitation and increase 
of evapotranspiration.  
Nevertheless, most of the semi-arid regions located in southwestern Europe and the United 
States are very likely to experience a serious dropping in freshwater resources as a consequence 
of an increase of the AED and a shifting on precipitation patterns (Fu and Feng, 2014; Sherwood 
and Fu, 2014). In addition, recent studies have suggested that future drought episodes may affect 
more extended areas, reaching levels of impact higher than any other climate-related hazard, 
especially on food supply activities (Romm, 2011). In short, the United States (US) and the 
Mediterranean area are two regions prone to suffer from potential impacts of climate change 
that may bring more severe weather extreme events affecting natural sectors.  
Agriculture 
Agriculture is the mainstay of food security and a sector highly dependent of water availability. 
The temporal variability of crop yields can respond to many non-climatic influences such as 
political conflicts, social crisis or healthy issues (Ben-Ari and Makowski, 2014; Schauberger et al., 
2018) however, the main driver is the climate variability (Lobell et al., 2011). According to FAO 
(2019), in developing countries agriculture sector absorbs the 80 percent of the direct impacts 
caused by droughts while the 22% of economic impacts worldwide comes from crop loses 
produced by natural hazards, especially droughts.  
The US is one of the three major cereal crop producers of the world accounting for the largest 
production of corn according to the USDA (2015). However, in the last few decades this country 
has suffered from various extreme drought episodes. The most intense occurred in 1988 and had 
a widespread critical impact over the agricultural regions, causing estimated costs about $87 
billion (inflation-adjusted 2019); the 40% of those cost come from crop yield losses 
(approximately $38 billion) (Elliott et al., 2018; Smith and Katz, 2013). The 1988 drought episode 
was the second most costly natural hazard only behind hurricane Katrina (Smith and Matthews, 
2015). However, another major drought event arisen in 2012 in the US, amounted about $30 
billion (Smith and Matthews, 2015) in crop losses. In Mediterranean region, severe droughts have 
also caused substantial socio-economic losses in both, rain-fed and irrigated lands (Lopez-Nicolas 
et al., 2017). Only the episode from 2003 caused damages in agricultural sector around 13 billion 
euros and had a great repercussion particularly in Spain. Moreover, the most severe drought in 
the last 60 years occurred in 2005 caused a reduction in the European cereal production of the 
range of 10% (Blauhut et al., 2016). Similarly, another extreme event in 2012 produced severe 
economic and ecological impacts. Apart from the crop failure in most croplands of the country, 
especially Aragon and Andalusia, during this episode an increase of abrupt tree mortality and 
number of summer fires as a consequence of the lack of precipitation were reported (Navarro-
Cerrillo et al., 2018). According to the Spanish National Statistical Institute, Spain is the second 
country in Europe on largest proportion of cultivated lands. Rain-fed and irrigated crops bear the 
impacts of water scarcity (Tigkas and Tsakiris, 2015), however the grade of resilience of species 
to water stress and the stage of crop growth at which the crop is affected determine different 
responses to drought (Lobell, 2014; Lobell and Field, 2007). Ultimately, if adverse weather 
conditions lasted for long and especially during the most sensitive stages of growth, droughts may 
cause complete loss of crops (Lobell and Field, 2007). Crop yields are therefore, extremely 
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vulnerable to drought conditions and their variations can bring catastrophic consequences to 
global food security and economy.  
In this context, multiple studies have advertised the vulnerable situation of crop yields to changes 
in drought frequency and severity (Asseng et al., 2011; Olesen et al., 2011; Rossi and Niemeyer, 
2010), as well as the response of crop yields to the interannual variability of drought (Capa-
Morocho et al., 2016; Loukas and Vasiliades, 2004; Moorhead et al., 2015; Rohli et al., 2016). 
Nonetheless, there are still very few advances in the studied regions in connecting the multi 
temporal character of drought-related bearings to the different type of crops (Páscoa et al., 2016; 
Tian et al., 2018; Zipper et al., 2016). Besides, evidences of increasing interannual variability of 
crop yields due to a future increase of drought frequency and severity reflect the need to require 
effective monitoring tools that provide a reliable quantification of drought impacts on agriculture 
(Asseng et al., 2014; Rossi and Niemeyer, 2010; Tack et al., 2015). 
Three of the researches here presented analyse the climatic and environmental main drivers that 
determine crop yields responses to different drought time-scales; at the same time, they provide 
a review of the performance of different drought indices for monitoring drought impacts on 
various crop types in the US and Spain.  
 
Ecology  
Forests are an essential part of terrestrial ecosystems for their main role on the release and 
absorption of greenhouse gases such as carbon dioxide (CO2) (Heimann and Reichstein, 2008) 
and within the hydrological cycle (Horton, 1933). Forest decay and mortality episodes caused by 
drought have increased over the last decades worldwide (Greenwood et al., 2017; Young et al., 
2017). Primary and secondary growth are processes closely dependent on water availability 
(Pasho et al., 2011). The Iberian Peninsula hosts a high diversity of species favoured by the wide 
range of climate types. A broad overview of the climatic map of this territory allows identifying 
humid Atlantic climate in the northwestern, continental Mediterranean climate in the Center and 
semi-arid Mediterranean climate in the southeastern (García-Ruiz et al., 2011). Mediterranean 
region have been object of frequent and severe drought episodes having historically induced 
extensive impacts on forests (Caminero et al., 2018; Granda et al., 2013; Sangüesa-Barreda et al., 
2015). Determining the incidence of drought presents its own set of constraints as the response 
of forests varies significantly over regions showing also seasonal variations. Previous studies have 
pointed that adverse climatic conditions such as depletion on soil moisture and high rates of 
evapotranspiration before the growing season limit the Net Primary Production (NPP) causing a 
weakening on growth, a reduction on photosynthesis, and hence, eventually, forest die-off 
(Camarero et al., 2018, 2015; Lloret et al., 2012; Neumann et al., 2017).  
 
The interannual variability characteristic of the precipitations in Mediterranean climates hinders 
determining the response times of tree growth to precipitation shortfalls. At this respect, Pasho 
et al. (2011) assessed the different responses of the impact of water scarcity on different tree 
species growth in Aragón (northeastern Spain) showing that, while short time-scales were mainly 
associated to tree growth response to low moisture conditions, longer time-scales responses 
were related to less frequent but intense drought episodes. Additionally, apart from local climatic 
and topographic conditions, the sensitivity to drought and the recovery capacity differ greatly 
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between species and even individuals of the same species (Forner et al., 2018; Peguero-Pina et 
al., 2011). At this respect, studies conducted in Spain observed different recoveries among 
Mediterranean species. Thus, some species reached pre-drought growth conditions earlier than 
others, independently on the declining state of the individuals (Camarero et al., 2018; Carnicer et 
al., 2011).   
 
Overall, recent advances on this subject has warned about the general increase trend of crown 
defoliation in the Iberian Peninsula observed since the last decades (Carnicer et al., 2011). In a 
context of climate change with contrasted evidences of tree drought-related impacts it is 
important to address an in-depth analysis that encompasses the relationship between drought, 
NPP and the secondary growth of forests. For a comprehensive knowledge of drought impacts, 
the times of response of different species to drought conditions and an optimal monitoring, in 
this thesis, it has undertaken the ecological system as part of the analysis in the study entitled: 
Drought Sensitiveness on Forest Growth in Peninsular Spain and the Balearic Islands. 
 
Hydrology 
Among the multiple impacts caused by drought in the ecosystems, many of these are potentially 
hydrological related (Van Loon, 2015). Hydrological droughts are a complex phenomena partly 
understood that evolves multiple interactions between meteorological drought and the 
propagation of its effects throughout the entire hydrological cycle (Haslinger et al., 2014), from 
streamflow (López-Moreno et al., 2013; Lorenzo-Lacruz et al., 2010), lakes and reservoirs 
(McEvoy et al., 2012) to groundwater (Lorenzo-Lacruz et al., 2017; Marchant and Bloomfield, 
2018). 
 
Although climatic variability is closely linked to hydrological droughts, many other factors 
determine the characteristics of the event such as the duration, spatial extension and severity of 
the impacts. Thus, the intricate relationship between climate and water deficits through the 
different parts of the cycle is sometimes triggered by environmental and anthropogenic 
influences that determine the develop of extreme hydrological events (Bąk and Kubiak-Wójcicka, 
2017; Tijdeman et al., 2018; Vicente-Serrano et al., 2012).  The complex character of drought 
propagation makes a challenge disentangling the original causes of hydrological droughts, 
moreover when the nature of hydrological variables shows significant variations in the different 
times of response to moisture deficits conditions. Thus, soil moisture dryness conditions arise at 
short-term (Scaini et al., 2015) while groundwater or reservoir water storages do it at longer 
(Barker et al., 2016; López-Moreno et al., 2013; Lorenzo-Lacruz et al., 2017).  
 
Particularly, this is more intricate in drainage basins where physiographical characteristics and 
human management practices have a major role on the complex response of streamflow to 
drought controlling its characteristics and, at the same time, the sensitivity to climatic conditions 
at different time-scales (Sheffield and Wood, 2011; Van Loon, 2015; Van Loon and Laaha, 2015). 
At this respect, many studies worldwide have demonstrated that catchment physiographical 
properties and vegetation coverage are a dealbreaker to understand the different responses of 
streamflow drought to climatic drought at different time-scales. For example, Barker et al. (2016) 
observed the great influence of the lithology and geological characteristics on the very diverse 
response of hydrological droughts to climatic droughts in different natural catchment in the UK. 
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Likewise, Vicente-Serrano et al. (2011) investigated the response to climatic drought time-scales 
in two near-natural upstream watersheds located in northeastern Spain. They found 
differentiated times of response attributable to the particular lithological characteristics. Thus, 
while one of the analysed watershed responded at very short time-scales (< 3 months), the other 
one did it at much longer time-scales (> 40 months). In Austrian catchments, Van Loon and Laaha, 
(2015) studied the controls on drought severity concluding that both streamflow drought 
duration and severity was mostly controlled by a combination of catchment properties.  
 
Similarly, other studies have spotlighted the bias in the hydro-climatic relationship produced by 
anthropogenic activities related to water regulation and management practices (López-Moreno 
et al., 2009; Wu et al., 2017) as well as land-use changes (Van Loon and Laaha, 2015), acting either 
as driving or mitigating forces to streamflow drought events (AghaKouchak et al., 2015; Liu et al., 
2019; López-Moreno et al., 2009; Terrado et al., 2014). These studies commonly assess the 
relationship between climatological and hydrological drought and its propagation through the 
hydrological cycle by using drought indices that relate climatic and streamflow data. For example 
in Tagus river (Spain) Lorenzo-Lacruz et al. (2010) found significant correlations between climatic 
drought indices and river discharges. Nonetheless, in Spain there is a gap of knowledge regarding 
drought monitor tools for hydrologic drought, having an absence of studies evaluating the 
performance of different climatic drought indices to provide a better comprehension of the 
response in hydrological droughts. Besides, most of the studies usually consider a large variety of 
basins generally disturbed by anthropogenic practices hindering the possibility of observing the 
response of streamflow to climatic droughts under natural conditions. Abatzoglou et al. (2014) 
performed multiple drought indices to address the streamflow anomalies and the relationship 
between climate and streamflow dynamics in some catchments located in the Pacific Northwest 
of the US. For its part, Tijdeman et al. (2016) analysed streamflow drought duration in more than 
800 basins in the US finding that the duration of drought events varies depending on the climate 
and precipitation regime. Nevertheless, the influence of catchment characteristics on the 
propagation of climatic drought to streamflow has not been fully covered yet.  
The studies compiled in this dissertation entitled: Complex influences of meteorological drought 
time-scales on hydrological droughts in natural basins of the contiguous Unites States and 
Response of natural river basins to drought in Spain: Evaluation of different climatic drought 
indices contribute to expand the knowledge relative to climatic drought propagation through the 
hydrologic system and identifying appropriate monitoring tools. 
 
1.3. Drought indices 
The physical processes involved in drought and the intrinsic non-linear associated 
dynamic are very complex (Lloyd-Hughes, 2014). Little can be done to mitigate the effects of 
drought, the broad scope of drought impacts propagating to many natural and human water 
resource systems has led to the scientific community to develop tools and management 
strategies such as mitigation and integrated action plans to characterize efficiently drought 
events (Ceglar et al., 2012; Vicente-Serrano et al., 2012). Drought indices are efficient tools, 
mostly based on climatic information, worldwide used for quantifying the impact of drought on 
multiple systems at real-time thanks to their ability in identifying multiple characteristics including 
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the onset, severity, duration and extension of drought conditions accurately (Shukla et al., 2011; 
WMO, 2012; GWP, 2016). Many studies have shown the high capacity of drought indices in 
identifying the temporal variability of drought impacts on multiple environmental variables such 
as crop yields (Mathieu and Aires, 2018; Sun et al., 2012; Tian et al., 2018), streamflow and 
groundwater (Fiorillo and Guadagno, 2010; López-Moreno et al., 2013; Lorenzo-Lacruz et al., 
2017; Vasiliades and Loukas, 2009) or tree growth (Bhuyan et al., 2017; Pasho et al., 2011). 
More than 100 drought indices have been proposed since last century to characterize different 
types of drought (meteorological, agricultural, hydrological…) (Heim, 2002). Recent studies have 
reviewed some of these indices providing a comprehensive and theoretical comparative of their 
potentials and weaknesses (Mishra and Singh, 2010; Zargar et al., 2011). However, few studies 
have performed statistical comparisons among different drought indices that may allow 
determining the preference application of a specific index depending on the system object of 
study. In this context, Trenberth et al. (2014) emphasizing the relevance of temperature as a 
variable input on drought indices in the actual global warming, provided a global quantitative 
study of the sensitivity of drought indices to changes in land surface air temperature. Vicente-
Serrano et al. (2012) for their part, conducted a global analysis comparing the ability of the most 
widely used drought indices to explain drought impacts on different natural systems. 
In this study, seven of the most widely used drought indices have analysed. In the next sub-
sections, a description of each index is provided.  
1.3.1. Palmer drought severity index (PDSI) family 
 
The Palmer Drought Severity Index (PDSI) was a landmark in drought quantification and 
monitoring. Developed by Palmer, (1965) is a worldwide known meteorological drought index 
used for quantifying drought severity. Originally, the PDSI relies on the amount of moisture 
departure, defined as the ‘Climatically Appropriate for Existing Conditions’ (CAFEC), within a two-
layered soil moisture simulation for a specific region. CAFEC is equivalent to a soil water balance 
that accounts for a supply-demand relationship in soil moisture storage (Alley, 1984). 
 
Three PDSI-related drought indices where developed later (Heim, 2002):  
 
i. The Palmer hydrological drought index (PHDI) measures the duration and intensity 
of long-term drought effects on hydrological systems. Hydrological impacts take 
longer to arise, thus PHDI changes are detected slower than the PDSI lasting low 
values for several month after the PDSI recovers normal levels.  
 
ii. The Palmer moisture anomaly index (Z-index) accounts for short-term moisture 
conditions changes. It is especially sensitive to short-term drought detection 
identifying changes in soil moisture and river discharge related to dryness processes. 
 
iii. The Palmer Modified Drought Index (PMDI) presented by Heddinghaus and Sabol, 
(1991) incorporates precedent wet and dry conditions into the anomalies 
accumulation. It was first developed for meteorological and agricultural drought 




The four Palmer-related drought indices (PDSIs) present some major shortcomings that have 
been highlighted in later literature (Akinremi et al., 1996; Alley, 1984; Heim, 2002; Weber and 
Kkemdirim, 1998; Vicente-Serrano et al., 2011)(Vicente-Serrano et al., 2011a)(Vicente-Serrano et 
al., 2011a): 
 
i. The indices lack of the ability to be comparable in space as it was conceived to 
monitor drought in western regions in the US.  
ii. They are computed at a fixed time-scale (uni-scalar) limiting the capacity to monitor 
and quantify different types of drought precisely. Drought characteristics are 
described no lesser than 12-month time-scales. 
iii. The large number of input variables required in the formulation (e.g. air temperature, 
evapotranspiration, soil water content) constrains the possibility of calculating these 
indices in regions where these data may not be available  
iv. The indices do not account for delayed runoff and assumes that potential 
precipitation is equal to the available water content. 
v. The calculation procedure is very complex in comparison to other drought indices. 
The complete methodology can be found described in Karl, (1986). 
 
Nonetheless, notwithstanding the deficiencies the PDSI is currently one of the most used drought 
indices thanks to its ability to capture long-term drought conditions (Lloyd-Hughes and Saunders, 
2002). In order to alleviate the issue of comparability, Wells et al. (2004) developed a self-
calibrated version of Palmer indices that determine accurately regional coefficients.  
 
1.3.2. The Standardized Precipitation Index (SPI) 
The Standardized Precipitation Index (SPI) proposed by Mckee et al. (1993), introduced a 
novelty approach on drought quantification at multiple time-scales. Since its formulation, this 
index has been applied for identifying either wet and dry conditions at different time scales in 
multiple studies around the world, being recommended by The World Meteorological 
Organization as the universal meteorological drought index for monitoring and early warning 
purposes (WMO, 2012). The SPI is a precipitation-based index that transforms the variable into a 
selected probability function to later convert the probabilities into standardized units with mean 
equal to 0 and variance equal to 1.  
Although Mckee et al. (1993) originally fitted a gamma distribution to adjust precipitation data, 
subsequent studies noticed that precipitation anomaly aggregation showed differences 
depending on the time-scale. The Pearson III distribution function has shown to get a better fitting 
of data at the any time-scale (López-Moreno et al., 2008; Vicente-Serrano, 2006).  In this study 
the calculation of the SPI has been computed adjusting a Pearson III distribution function and 
obtaining the parameters of the distribution following the L-moments approach announced by 
Hosking, (1990).  
The strengths of the SPI are multiple. First, the index only uses precipitation to characterize 
abnormal dryness or wetness that makes possible the ease of calculation. Second, the SPI 
improved the spatial comparison of drought conditions among regions with different climatic 
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conditions. Finally, it allows capturing the variable response to drought of any natural variable at 
different temporal scales which is the major differences respecting the PDSIs (Keyantash et al., 
2002; Vicente-Serrano et al., 2012). Nonetheless, the SPI also has limitations. For example, the 
index does not consider the effects of the AED, ignoring the effects of the surface and 
atmospheric moisture feedback and hence providing a less reliable quantification of drought 
severity than other indices that consider the climatic water balance in their formulation. 
1.3.3. The Standardized Precipitation and Evapotranspiration Index 
(SPEI) 
 
The Standardized Precipitation and Evapotranspiration Index (SPEI) introduced by 
Vicente-Serrano et al. (2010) supposes a step forward on the quantification and characterization 
of drought. The SPEI overcomes the limitations of previous drought indices combining the 
sensitivity of the PDSI and the multi-temporal conceptualization of the SPI, incorporating the 
atmospheric evaporative demand as another important variable. Contrary to the basic 
assumption of the SPI that considers that drought depends only on temporal variability of 
precipitation, the SPEI take into account the role of temperature calculating a climatic water 
balance. 
Previous studies have acknowledged the repercussion of warming on multiple natural systems 
stressing the importance of using drought indices that include the AED as a primary variable 
(Asseng et al., 2014; Cai and Cowan, 2008; Cheng and Huang, 2016; García-Ruiz et al., 2011; 
Vicente-Serrano et al., 2015). A shift in normal temperature patterns feedback dry conditions 
inducing negative impacts such as forest fires (Lindner et al., 2010), plagues (Logan et al., 2003), 
crop yields reduction (Lobell et al., 2011) or water resources depletion (Barnett et al., 2005).  
The PDSI including the AED information in its formulation is able to identify warming-related 
drought impacts on natural systems, however it lacks of the multi-temporal ability for evaluating 
drought impacts on systems that response to drought at medium and short-time scales (Vicente-
Serrano et al., 2012).  
The SPEI computes monthly climate balances (Di) using monthly precipitation and reference 
evapotranspiration values. Monthly Di is aggregated at different time-scales and transformed to 
normal standardized units using a 3-parameter log-logistic distribution and later convert to 
standard deviations. The resulting values follow a normal distribution comparable to SPI values. 
This index henceforth enables the comparison of dry/wet conditions among regions 
independently of the specific climate characteristics. The complete description of the 
methodology of the SPEI and a comprehensive comparison with the PDSI and the SPI is provided 
by Vicente-Serrano et al. (2010), Vicente-Serrano and Beguería, (2016) and Beguería et al. (2014). 
The SPEI shares the combined strengths of the SPI and the PDSI however, has more data 






1.3.4. The Standardized Palmer Drought Index (SPDI) 
 
The standardized precipitation drought index (SPDI) is a recent drought index developed 
by Ma et al. (2014) based on the principal concept of supply-demand relationship in soil moisture 
departures (CAFEC) of the PDSI and the multi-scalar ability of the SPI and the SPEI. It is therefore 
a combined version of the methodologies proposed in the PDSI and the SPEI.  
The SPDI accumulates the moisture departures anomalies following the same procedure of the 
PDSI scheme but at different time-scales. Accumulated anomalies are transformed to a standard 
variable with mean equal to 0 and standard deviation equal to 1 fitting a General Extreme Value 
(GEV) distribution. Vicente-Serrano et al. (2015)  pointed out the suitability of fitting a log-logistic 
distribution function in order to avoid the limitations of GEV distribution to fit some extreme 
values (Vicente-Serrano and Beguería, 2016). Following the recommendation of these authors, in 


























In line with the mentioned in the Introduction section, the analysis performed in the present 
dissertation covers two wide and heterogeneous territories, peninsular Spain and the US.  
Aware of the relevance of selecting appropriate tools for monitoring drought, the general 
objective of the study aims to provide a validation of the performance of seven of the most 
commonly used drought indices and their ability to capture impacts on vulnerable systems. For 
this purpose, three multi-scalar drought indices (the SPI, the SPEI and the SPDI) and four uni-
scalar Palmer family drought indices (the PDSI, the PHDI, the Z-index and the PMDI) are 
compared.  
This general objective can be broken down to more specific objectives here described according 
to the system assess. 
Regarding the agrarian system, the specific objectives were to: 
i. Analyse the temporal response of the annual crop yield in five main rain-fed 
cultivations in the United States (wheat, corn, soybean, cotton and barley) at county 
scale and two rain-fed cultivations in peninsular Spain (wheat and barley) at two 
scales, provincial and agricultural districts.  
ii. Develop a new dataset for environmental variables with enough temporal and spatial 
coverage.  
iii. Identify possible spatial patterns in the response of crop types to drought and 
defining the main environmental and climatic drivers that determine these patterns.  
For vegetation activity, the analysis was only conducted in Spain and the specific objectives were 
to:  
i. Provide a comparison between the response of three indicators of vegetation activity 
(tree-ring width, maximum annual greenness and a surrogate of the net primary 
production) to drought.  
ii. Assess and compare the response of tree-ring width and NDVI to drought conditions 
for different species. 
Finally, the specific objectives for the hydrological system were to: 
i. Determine the climatic drought time-scales that better represent the hydrologic 
drought as reflected in normalized streamflow anomalies over a range of undisturbed 
basins in the conterminous US and peninsular Spain. 
ii. Identify spatial patterns of streamflow response to climatic drought and possible 
non-stationarities in that relationship. 
iii. Find the environmental and climatic factors that shape the vulnerability of 




3. Results: brief summary 
 
The results of this research have been published in four international journals indexed by the 
Journal Citation Report (Climate Research, Agricultural and Forest Meteorology, Forests and 
Journal of Hydrology). At the same time, part of the results here presented are part of a 
manuscript currently under review in another JCR journal (Natural Hazards and Earth System 
Sciences) and to a manuscript in preparation for submission. The published and unpublished 
researched can be found in sections 4 and 5 respectively. 
In general terms, the relationship between any of the variables assessed (crop productions, tree 
ring width, greenness value, net primary production and streamflow) in this thesis and the seven 
drought indices evaluated demonstrated a superior performance of the multi-scalar drought 
indices. Thus, the highest values of Pearson’s r coefficients were found between the SPI, the SPEI 
and the SPDI and each considered variable. A brief summary of the main results found in each of 
the studies conducted is provided in the next sub-sections. 
 
3.1. Research Article 1 – results summary  
 
In the US, correlations between the crop yields and the drought indices tended to be 
higher in soybeans crops than for the any other crop type analysed, while the lowest were found 
in cotton crops. The Palmer Drought Indices did not perform equally. With the exception of the 
Z-Index and the scZ-Index, in general PDSIs did not have statistically significant correlations with 
yields, regardless of the month of the year. On the contrary, correlations between the Z-Index, 
the SPI, the SPEI and the SPDI and crop yields tended to be statistically significant in the majority 
of counties analysed. The PDSIs were significantly correlated with crop yields in about 50% of the 
counties, reaching the self-calibrated versions the highest percentages. Among the three multi-
scalar indices and crops, differences were observed. Thus, the SPI showed the highest percentage 
of counties with significant correlations for barley and soybeans, while the SPEI did best for 
cotton, corn and wheat. Similar performance was observed in the SPDI.  
Attending to the seasonal and time-scales differences observed in each crop, little differences 
were found among multi-scalar drought indices results. 
In general, barley best correlated in counties located in Montana and North Dakota states. The 
relationship with drought indices was higher during summer months at short time-scales (1 to 3-
month). The SPDI was the most correlated drought index in ~30% of counties located along the 
Canada-U.S. border. The SPI was most correlated in ~ 28% of counties, and the SPEI in ~ 20% of 
counties mostly located in North Dakota and North Carolina.  
Corn showed highest correlations in eastern Corn Belt (Illinois, Indiana and Ohio), southern Texas, 
southern Pennsylvania and southeastern Georgia and South Carolina reaching maximum 
agreement with the multi-scalar drought indices in July and August at short time-scales. In the 
Midwestern counties (51% of total), the maximum correlations were reached by the SPDI, while 
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the SPEI and the SPI resulted the most correlated indices in the 12.97% and 12.65% of counties 
respectively. 
For cotton, correlations were exceptionally low in general. Maximum correlations were found 
during summer months also at short time-scales and the SPEI was the drought index with the 
largest proportion of counties (29.95%) in which the strongest agreement was found with these 
yields followed by the SPDI (26.82%) and the SPI (19.79%).  
Soybeans correlated best in North and South Carolina, Central and Northern Plains of the US 
areas. August and September were the months in which this crop resulted more sensitive to 
drought conditions. The multi-scalar indices reached maximum values at 1 to 2-month time-
scales, and the SPDI was the drought index that recorded the maximum correlations for most of 
the counties where soybeans are planted. 
Finally, winter wheat presented the highest correlation in the Southern Plains area, mostly during 
spring months. This crop showed a higher variability regarding the time-scale at which the 
strongest correlations were detected ranging from short to long time-scales. The SPEI presented 
the highest number of counties where the strongest relationship between drought and annual 
winter wheat yields. 
 
3.2. Research Article 2 – results summary  
 
Results from this research highlighted the varied correlation patterns found between the 
SPEI and the crop yields. SPEI time-scales affected differently among crops, but also among 
regions, being especially evident on wheat results. In some counties, the response of wheat yields 
to the SPEI revealed a better agreement at longer time-scales, while in other counties did it at 
shorter. Overall, spatial patterns of crop yield response to drought at different time-scales 
demonstrated the need of performance a statistical approach in order to extract well-defined 
patterns of crop yield and SPEI time-scales. Conducting a Principal Component Analysis (PCA), 
different patterns were obtained depending on the crop type. Besides, a predictive discriminant 
analysis allowed to identify the factors that explained the different responses to SPEI time-scales.  
For barley, wheat and soybeans, three components were extracted. In the case of barley, the first 
component explained the 78.3% of the variance and revealed that annual yield of barley was 
primarily affected by precipitation and AED conditions between January and July. Second and 
third components represented a low percentage of explained variance. Significant differences in 
the annual precipitation mainly controlled by the spatial patterns of spring precipitation among 
the different components were also observed.  
 
Winter wheat showed in the first component positive correlations at 3 to 9-month time-scales in 
counties mainly located in the states of Nebraska, Kansas and Oklahoma. The second component 
did not show significant correlations and the third one presented significant correlations between 
wheat yields and the SPEI at time-scales ranging from short to long in most counties located in 
Eastern regions, Wisconsin and Illinois. Counties with positive loadings were characterized by 




For soybeans, the pattern extracted from the first component was coherent; it presented high 
positive correlations with the SPEI at the time-scales from 1 to 4-months from July to September 
and from 4 to 13-months from July to December in counties located in the soybean belt. Second 
component showed positive correlations in August at 1-month but negative in June at 2 to 7-
month in counties situated in Iowa, Missouri and Nebraska states. Third component was 
restricted to selected counties from Central Atlantic and Northeast showing a high positive 
correlation with the SPEI at long time-scales during mid and late summer. Among components, 
strong differences in the temperature and reference evapotranspiration (ETo) were found, as well 
as in average annual and seasonal values of temperature. 
 
From corn yields, four components were extracted. The two first components shared the same 
region. The first component showed high positive correlations during summer months at time-
scales from 1 to 4-month, while the second component presented negative correlations from 
January to July. The third and fourth component showed positive correlations at medium time-
scales during late winter and spring mainly in central and north-central counties respectively. 
Differences among components were found characterized by differences in temperature and 
ETo. 
 
Cotton showed a very specific cultivated area but presented a patchy correlation spatial pattern 
distributed in five components from which only the two firsts found significant positive 
correlations at medium and long time-scales in counties located within the cotton belt. In general, 
differences between the first and second components were likely controlled by the different 
average precipitation amount. 
 
3.3. Research Article 3 – results summary  
Results obtained from the spatial and temporal responses of tree variables to drought 
first showed significant variations in the magnitude of Pearson’s correlations between drought 
indices and the tree ring width (TRWi), the greenness range (NDVI max) and the Net Primary 
Production (NPP, NDVI annual). In general, TRWi recorded the highest correlations with both, multi-
scalar and uni-scalar indices.  
On one hand, the spatial distribution of these correlations between the multi-scalar indices 
presented similar spatial patterns with maximums in forests mainly located in dry areas of Eastern 
Spain and the Balearic Islands. On the contrary, minimums were observed in hardwood-
dominated forests from Northern Spain, region characterized for wet conditions. Regarding the 
results obtained specifically for each index, the SPI best correlations were found in the Northwest 
for NDVI annual. For their part, correlations between the SPEI/SPDI and NDVI annual tended to be 
higher in the Southeast than for NDVI max. Highest correlation values for the PDSIs showed spatial 
patterns similar to those found with the multi-scalar indices, although with lower magnitudes of 
correlation. Besides, no clear spatial differences in the correlations were found between the 
Palmer drought indices and NDVI max and NDVI annual. In general, the results demonstrated that 
TRWi had a higher response to the interannual variability of drought than the NDVI max and NDVI 
annual as noted from the comparison between maximum correlations of TRWi than NDVI metrics. 
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On the other hand, the temporal response revealed dissimilar temporal patterns depending on 
the analyzed parameter. While secondary growth response to drought severity reached a 
maximum during summer months (July and August), annual vegetation growth and NPP exhibited 
a much earlier response to drought in springtime (April and May). Frequently species responded 
at medium (4 to 6-month) and long (> 6 months) time-scales drought conditions, suggesting that 
interannual variability of tree metrics to drought varies not only depending on the species, but 
also on the general hydro-climatic conditions of the region. 
Attending to the relationship between vegetation variables and drought by species, no clear 
differences were found in the performance of any of the three multi-scalar drought indices and 
both NDVI metrics. Results at this respect suggested that species characteristics of moist and cold 
regions (e.g., Abies alba and Pinus uncinata) tended to show lower correlations than species of 
semi-arid climates (e.g., Pinus halepensis). In contrast, more variability was observed in the case 
of TRWi that recorded stronger correlations in conifers species from dry regions (Pinus halepensis, 
Pinus pinaster, and Juniperus thurifera) in comparison to the low values achieved by conifers 
(Abies pinsapo) and hardwood species (Castanea sativa and Fagus sylvatica) from wet and 
temperate regions. 
 
3.4. Research Article 4 – results summary  
 
General patterns of response in undisturbed basins in the US to drought revealed 
differences in the streamflow response to climatic droughts likely controlled by catchment 
properties. Thus, high positive correlations in most of the analysed basins, except for the Rocky 
Mountains and Northeastern basins which showed lower correlations from February to April. In 
general, positive high correlation dominated the relationship between the SPEI and the 
standardized streamflow index (SSI) with maximum values reached at short time-scales with the 
exception of snow-regulated basins revealed to response better at longer time-scales.  
From the performance of a PCA the existence of substantial variations on hydrological droughts 
response was confirmed. The 80% of the variance was achieved with seven components that 
represented the main spatial patterns of the month and time-scale correlation between the 
SPEI/SPI and the SSI. In general, the two firsts components representing the 55% of total variance, 
indicated a predominance of response to short time-scales in basins from Southeast and 
Midwest. While first component tended to be highly correlated at scales lower than 10 months, 
second component did it at very short time-scales between April and January. The third 
component representative of SPEI-SSI correlations found highest values in the Pacific 
Northwestern region at short time-scales from September to February. Longer time-scales found 
between May and August also showed strong correlations. Fourth component represented the 
basins located in Rocky Mountains and characterized sensitive responses to drought conditions 
occurred between June and February at time-scales from 8 to-18-month. Same analysis 
conducted between the SPI and the SSI showed similar spatial modes of variation to those found 
using the SPEI. 
Among factors that explained the correlation patterns between the SPEI and the SSI, annual 
average NDVI presented strong differences between components. Particularly, components 1, 2, 
6 and 7 correlated more strongly than components 3, 4 and 5. In addition, soil characteristics 
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varied especially the water field capacity and the depth of soil layers. At the same time, 
components 7 and 3 showed high intra-basin variability on average annual streamflow. Average 
basin elevation, temperature, and evapotranspiration differ between components too. Thus, 
components 3 and 4 were associated at basins located at higher elevations and lower 
temperatures than other components. 
The analysis performed at different sub-periods showed some differences in the relationship 
between the climatic droughts and streamflow response in the US basins, but also demonstrated 
that the spatial patterns of the component loadings and the response of the basins were very 
similar in the analysis conducted by the two indices, the SPI and the SPEI. It was confirmed that 
the role of variations in the climatic water balance is secondary respecting the importance of 
precipitation variations. In general, the magnitude of the correlations observed in both sub-
periods were very similar to the recorded at global period although differences in terms of the 
time-scales most correlated were observed. 
 
3.5. Unpublished research 1 – results summary  
 
Results of this analysis showed a stronger correlation for the drought indices in crops at 
district scale than at provincial scale. Additionally, more variability was found in the provincial 
data than in the district data, likely associated with the length of the available records. Annual 
wheat and barley yields depicted a similar spatial pattern among multi-scalar drought indices at 
the province scale. Strong correlations were found for the SPEI and the SPI in the provinces 
located in Castilla y León, Aragón, Castilla La Mancha, and the province of Valencia. On the 
contrary, the weakest correlations were observed in provinces from Southern Spain. The spatial 
distribution of correlations between annual wheat yields and the drought indices at the 
agricultural district scale presented clearer patterns. The magnitude of correlations was very 
similar to those observed at provincial scale, showing stronger correlations for the multi-scalar 
indices and weaker correlations for the Palmer indices, especially the PDSI and the PHDI. The most 
correlated agricultural districts were those located in Castilla y León, specifically in the provinces 
of Valladolid, Segovia, north of Ávila, and northeast of Salamanca. Similar correlations were found 
for districts in northeast Spain. Results for barley suggested a similar spatial relationship for the 
various drought indices. The highest coefficients were found for the multi-scalar indices, 
particularly in districts from the north of Cáceres and Galicia, and in Guadalajara; weaker 
correlations were registered in districts located in the south of Córdoba and Jaén. Among PDSIs, 
correlations were significantly high with the Z-index and the PMDI. 
The time-scale at which these maximum correlations were found correspond principally to short 
time-scales in the case of both crops, and little differences were observed between the three 
multi-scalar drought indices. The scales varied from 1 to 3-month depending on the crop type. 
Thus, for wheat yields, more than the half of agricultural districts were strongly correlated with 
the 1-month time-scale while at provincial scale were correlated at 3-month. In the case of barley 
annual yields, the same temporal pattern was observed.  
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Although the three multi-scalar indices performed with practically no statistical differences, the 
SPEI was the most correlated drought index at provincial scale in both crops and at district scale 
in wheat crops. Districts were barley crops were cultivated correlated most with the SPDI.  
From the application of a PCA, clear seasonal patterns were extracted from the relationship 
between annual yields and drought at district scale, albeit the available data for barley yields were 
limited. Provincial scale analysis on the contrary provided a less defined pattern. Two components 
were defined explaining the 60% of the total variance and among crops and spatial scales were 
reported some differences. Thus, for wheat yields at district scale, the first component 
corresponded to yields sensitive to drought during spring and autumn at short time-scales, and 
the second component only to spring months at medium time-scales. At provincial scale, yields 
in first and second component were found more sensitive in May at medium and long time-scales 
respectively. In the case of barley at district scale, there were few differences among components 
except for the time-scale of response. The influence of drought conditions varied from short to 
medium time-scales in the first component, to long time-scales in the second. At provincial scale, 
a higher variability in the magnitude of correlations was observed. In general terms, the response 
to drought was recorded at medium to long time-scales. Spring months were also found the most 
sensitive period of the year at both spatial scales.  
 
3.6. Unpublished research 2 – results summary  
 
The relationship between climatic drought indices and the standardized streamflow (SSI) 
from undisturbed basins in Spain was, in general, very strong in most of the basins. The multi-
scalar drought indices performed better than the PDSIs, reflecting more efficiency on monitoring 
streamflow droughts. The particularity of these results was that the Z-index performed very 
similar to the multi-scalar indices. 
The spatial distribution of the maximum correlations unveiled the good performance of the PHDI, 
the PDSI and the PMDI in selected basins located in the Segura, Guadiana and Ebro major basins, 
along with some others scattered sparsely located in the Guadalquivir, Tajo, Duero, Minho and 
Jucar major basins. For their part, multi-scalar drought indices and the Z-index (in lower grade) 
presented solid correlations equally distributed in the territory. The lower correlations between 
these indices and the SSI were observed in the basins of the Segura and Ebro, and the northern 
basins of Catalonia.  
Especially, a high variability on the seasonal streamflow response to climate drought was 
observed. The maximum values of correlation were found, independently on the drought index 
considered, in months from February to September and the minimum during the months of 
November and December.  
Some of the basins (12.24%) mostly located in eastern major river basins, revealed stronger 
agreement with one of the Palmer indices, being the Z-index the most representative. The SPDI 
was noticed as the index in which the greatest percentage of basins found the best agreement 
(41.92%) followed by the SPEI (25.33%) and the SPI (20.52%). Nevertheless, results from a t-test 
demonstrated the statistical similarities on the performance of any of the three multi-scalar 
indices and their capacity for relating with streamflow droughts in a similar form. 
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The seasonal response of the SSI to the different climatic indices, irrespective of the time-scale, 
demonstrated that during summer months this relationship reached the weakest values in most 
of the basins for any of the three multi-scalar drought indices. Results concerning to the response 
of the SSI to drought time-scales showed that more than the 62% of undisturbed basins presented 
high correlations at short time-scales (mostly at 2-month). However, focusing at the monthly 
correlations between the SPDI and the SSI seasonal and spatial differences were identified. The 
most evident were those observed in calcareous mountain streams that found maximum 
correlations in June corresponding to drought conditions at medium to long time-scales. This 
suggests complex associations of different mechanisms that determine the connection between 





































































































































4.2. Research article 2: Response of crop yield to different time-scales of drought in the United 
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The impact of drought on the productivity of two rainfed crops in Spain 
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Abstract 
Drought events are of great importance in most Mediterranean climate regions because of the 
diverse and costly impacts they have in various economic sectors and on the environment. The 
effects of this natural hazard on rainfed crops are particularly evident. In this study the impacts 
of drought on two representative rainfed crops in Spain (wheat and barley) were assessed. As the 
agriculture sector is vulnerable to climate, it is especially important to identify the most 
appropriate tools for monitoring the impact of the weather on crops, and particularly the impact 
of drought. Drought indices are the most effective tool for that purpose. Various drought indices 
have been used to assess the influence of drought on crop yields in Spain, including the 
standardized precipitation and evapotranspiration index (SPEI), the standardized precipitation 
index (SPI), the Palmer drought indices (PDSI, Z-Index, PHDI, PMDI), and the standardized Palmer 
drought index (SPDI). Two sets of crop yield data at different spatial scales and temporal periods 
were used in the analysis. The results showed that drought indices calculated at different time 
scales (SPI, SPEI) most closely correlated with crop yield. The results also suggested that different 
patterns of yield response to drought occurred depending on the region, period of the year, and 
the drought time scale. The differing responses across the country were related to season and 
the magnitude of various climate variables. 
 
Key words: crop yields, drought, Spain, standardized precipitation index, standardized precipitation 



















1. Introduction  
The Mediterranean region is one of the major areas in Europe likely to be subject to the potential 
impacts of climate change. Many semiarid regions of southwestern Europe are expected to 
undergo a critical decline in water availability as a consequence of reduced precipitation and an 
increase in interannual and intra-annual rainfall variability (IPCC, 2014, EEA, 2017). It is also 
expected that future changes in the precipitation regime, along with a rise in temperature, will 
inevitably bring more extreme and severe weather events (Giorgi and Lionello, 2008; Webber et 
al., 2018; Wigley, 2009) that will impact ecosystems and economic sectors (Asseng et al., 2014; 
Tack et al., 2015). It has been suggested that precipitation and temperature changes in the 
western Mediterranean region will lead to more severe and longer drought events in coming 
decades (Alcamo et al., 2007; Dai, 2011; Forzieri et al., 2016; Giorgi and Lionello, 2008; Spinoni et 
al., 2018; Vicente-Serrano et al., 2014). This is significant because agriculture plays a key role in 
food supply; in 2017 it accounted for 2.59% of GDP in Spain, 1.92% in Italy, and 3.53% in Greece 
(World Bank, 2017).  
 
The agriculture sector is highly vulnerable to drought, as it depends directly on water availability 
(Hanjra and Qureshi, 2010; Meng et al., 2016; Tsakiris and Tigkas, 2007). Although each crop 
differs in its resilience to water stress (Liu et al., 2016; Lobell et al., 2011), droughts can cause 
crop failure if the weather conditions are adverse during the most sensitive stage of crop growth 
(Lobell and Field, 2007). The adverse impacts of drought have been highlighted in recent severe 
events, including in 2003 when the agricultural and forestry losses from drought in France, Italy, 
Germany, Spain, Portugal, and Austria were approximately 13 billion Euros (Fink et al., 2004; 
García-Herrera et al., 2010). The most recent drought, which mostly affected northcentral 
Europe, caused European farmers to claim agricultural aid because of the low production that 
resulted (European Commission, 2018).  
 
For these reasons the vulnerability of agricultural production to extreme events, and the 
quantification of drought impacts on crop yields, have become a focus of interest. In recent years 
diverse studies in the Mediterranean region have assessed these issues from multiple 
perspectives. For example, Capa-Morocho et al. (2016) investigated the link between seasonal 
climate forecasts and crop models in Spain, Loukas and Vasiliades, (2004) used a probabilistic 
approach to evaluate the spatio-temporal characteristics of drought in an agricultural plain region 
in Greece, and Moore and Lobell, (2014) estimated the impacts of climate projections on various 
crop types across Europe. 
Droughts are difficult to measure and quantify (Vicente-Serrano et al., 2016), and consequently 
a wide range of drought indices has been developed to provide tools for quantifying the effects 
of drought across different sectors (Zargar et al., 2011). In this respect, drought indices are the 
most widely used method for monitoring drought impacts on agriculture; examples of their use 
available in the scientific literature include in Europe (Hernandez-Barrera et al., 2016; Potopová 
et al., 2016a; Sepulcre-Canto et al., 2012; Vergni and Todisco, 2011), America (McEvoy et al., 
2012; Quiring and Papakryiakou, 2003) and Asia (Ebrahimpour et al., 2015;Wang et al., 2016a).  
However, there is no general consensus on the most suitable indices for this purpose (Esfahanian 





al., 2018) have compared drought indices to identify their appropriateness for monitoring 
drought impacts on agriculture and for various crop types. 
Among Mediterranean countries, agriculture in Spain is particularly sensitive to climate because 
of the low average precipitation level and its marked interannual variability (Vicente-Serrano, 
2006). Spain has been subject to multiple episodes of drought (Domínguez-Castro et al., 2012), 
with those in the last century being amongst the most severe to have occurred in Europe 
(González-Hidalgo et al., 2018; Vicente-Serrano, 2006). In 2017 the agricultural and livestock 
losses caused by drought were estimated to be at least 3600 million Euros (UPA, 2017), 
highlighting the need to establish appropriate tools for monitoring drought impacts on crops. 
Information on crop production is commonly limited in terms of spatial or temporal availability. 
Recent studies in Spain have analyzed the impact of drought on various crops since the early 21st 
century at national or provincial scales (Cantelaube et al., 2004; Hernandez-Barrera et al., 2016; 
Páscoa et al., 2016), but few have used yield data at finer resolution (García-León et al., 2019) . 
In this study we compared different drought indices using two datasets at different spatial scales: 
provincial information provided by the national statistical services, and a regional dataset 
specifically developed for the study. The objectives of this study were: (1) to determine the most 
appropriate and functional drought index among four Palmer-related drought indices (Palmer 
drought severity index: PDSI; Palmer hydrological drought index: PHDI; Palmer Z index: Z-index; 
Palmer modified drought index: PMDI), and the standardized precipitation evapotranspiration 
index (SPEI), the standardized precipitation index (SPI), and the standardized Palmer drought 
index (SPDI); (2) to identify the temporal response of two main herbaceous rainfed crops (wheat 
and barley) to drought; and (3) to determine whether there were common spatial patterns, by 
comparing the two datasets at different spatial scales. 
2. Methods and datasets 
2.1.Crop yield data 
The statistical analysis was conducted using an annual dataset of crop yields for peninsular Spain 
and the Balearic Islands at two spatial scales for the two main herbaceous rainfed crops (barley 
and wheat). We obtained provincial annual yield data from the National Agricultural Statistics 
Annuaries published by the Spanish Ministry of Agriculture, Fishing and Environment (MAPA), 
available at: https://www.mapa.gob.es/es/estadistica/temas/publicaciones/anuario-de-
estadistica/default.aspx (last accessed: March 2018); these include agricultural statistics since the 
early 20th century. We used data from 1962 to 2014, to match climate data that was available 
for this period. The Gipuzkoa and Vizcaya provinces were not used in the analysis at the province 
scale as wheat has not been cultivated there since 1973 and 1989, respectively. We used crop 
production data collected by the Encuesta sobre Superficies y Rendimientos de Cultivos-Survey on 
surface and crop yields (Esyrce), an agrarian yield survey undertaken by the MAPA since 1990. 
This survey records information about crop production at parcel scale every year from a sample 
of parcels. Yield observations were aggregated to the main spatial unit defined for agricultural 
districts by the MAPA (Fig. 1). As not all territories were included in this survey until 1993, we only 
considered the period 19932015. Data on barley production is limited in the Esyrce database, 
and the agricultural districts considered in this study did not correspond to all the areas where 





For both datasets the unit of measure was the harvested production per unit of harvested area 
(kg/ha); it did not include any measure of production related to the area of the crop planted in 
each province or region. To consider the total area covered by the crops we used the defined 
rainfed crop delimited area for Spain, derived from the Corine land cover 2000 database 
(http://centrodedescargas.cnig.es/CentroDescargas/catalogo.do?Serie=MPPIF ; last accessed: 
March 2018). 
The spatial resolution of yield data can influence the interpretation of drought impacts on 
agriculture. Figure 2 shows a comparison of crop yields for the common period of available 
information in both datasets (19932014). Overall, the average production was greater at the 
agricultural district scale than at the provincial scale. Tables S1 and S2 summarize the 
relationships between the datasets for each province for the available common period, based on 
Pearson’s correlations coefficients for wheat and barley yields, respectively. It was surprising that 
both datasets showed very different temporal variability in crop yields in the analyzed provinces. 
Wheat yields showed good agreement and highly significant correlations between both datasets 
in provinces including Ávila (r = 0.77), Barcelona (r = 0.69), Burgos (r = 0.82), Cuenca (r = 0.86), 
Guadalajara (r = 0.87), León (r = 0.69), Palencia (r = 0.73), Salamanca (r = 0.87), Segovia (r = 0.94), 
Teruel (r = 0.83), Valladolid (r = 0.92), and Zamora (r = 0.75), while in other provinces including 
Castellón, Málaga, Murcia, and Navarra the correlations were non significant or negative. Thus, 
the national statistics for these districts were unreliable. For barley yields the available regional 
data were more limited, but similar relationships with good agreement and more highly 
significant correlations were found among the datasets for the provinces where wheat was also 
cultivated, including Cáceres (r = 0.48), Cuenca (r = 0.88), Granada (r = 0.51), Guadalajara (r = 
0.86), La Rioja (r = 0.76), and Tarragona (r = 0.88); however, for Sevilla the correlation was 
negative and significant (r = 0.35). 
Mechanization and innovation in agriculture have increased since last century, resulting in a trend 
of increased yields (Lobell and Field, 2007), that is also evident in data for Spain. To remove bias 
introduced by non-climate factors, and to enable comparison of yields between the two crop 
types, the original series were transformed to standardized yield residuals series (SYR), using the 





where 𝑦𝑑 is the residuals of the de-trended yield obtained by fitting a linear regression model, µ 
is the mean of the de-trended series, and 𝜎 is the standard deviation of the de-trended yield. 
This methodology has been applied in other similar studies (Chen et al., 2016; Potopová et al., 
2015; Tian et al., 2018). the full procedure is described by Lobell and Asner, (2003), Lobell et al. 
(2011) and Potopová et al. (2015). 
2.2. Climate data 
We used a weekly gridded dataset of meteorological variables (precipitation, maximum and 
minimum temperature, relative humidity and sunshine duration) at 1.1 km resolution for 
peninsular Spain and the Balearic Islands for the period 19622015. The grids were generated 
from a daily meteorological dataset provided by the Spanish National Meteorological Agency 





and the gridding procedure are provided by Vicente-Serrano et al. (2017). Reference 
evapotranspiration (ETo) was calculated using the FAO-56 Penman-Monteith equation (Allen et 
al., 1998). Weekly data were aggregated at the monthly scale for calculation of the various 
drought indices. 
2.3. Methods 
2.3.1. Drought indices 
Palmer Drought Severity Indices (PDSIs) 
Palmer (1965) developed the Palmer drought severity index (PDSI). Variations of this index include 
the Palmer hydrological drought index (PHDI), the Palmer moisture anomaly index (Z-index), and 
the Palmer modified drought index (PMDI). Computation of the Palmer indices (PDSIs) is mainly 
based on estimation of the ratio between the surface moisture and the atmospheric humidity 
demand. Subsequent studies have revealed that spatial comparison among regions is problematic 
(Alley, 1984; Doesken and Garen, 1991; Heim, 2002). In this context we followed the variation 
introduced by Wells et al. (2004); this enables spatial comparison when determining a suitable 
regional coefficient, developing the self-calibrated PDSIs. PDSIs are also referred to as uni-scalar 
indices, which can only be calculated at fixed and unknown timescales (Guttman, 1998; Vicente-
Serrano et al., 2010); this is a limitation of these indices. 
Standardized Precipitation Index (SPI) 
The standardized precipitation index (SPI) was introduced by Mckee et al. (1993), and provided a 
new approach to the quantification of drought at multiple time scales. The index is based on the 
conversion of precipitation series to a standard normal variable having a mean equal to 0 and 
variance equal to 1, by adjusting an incomplete Gamma distribution. The SPI is a meteorological 
index used worldwide, and is especially recommended by The World Meteorological Organization 
(WMO, 2012) for drought monitoring and early warning. 
Standardized Precipitation Evapotranspiration Index (SPEI) 
Vicente-Serrano et al. (2010) proposed the standardized precipitation evapotranspiration index 
(SPEI) as a drought index that takes into consideration the effect of atmospheric evaporative 
demand on drought severity. It provides monthly climate balances (precipitation minus reference 
evapotranspiration), and the values are transformed to normal standardized units using a 3-
parameter log-logistic distribution. Following the concept of the SPI, the SPEI enables comparison 
of drought characteristics at various time scales among regions, independently of their climatic 
conditions. The SPEI has been widely used in drought-related studies, including to investigate the 
impacts of drought on various crops worldwide (Chen et al., 2016; Kuhnert et al., 2016; Peña-
Gallardo et al., 2018b; Potopová et al., 2016b; Vicente-Serrano et al., 2012). 
Standardized Precipitation Drought Index (SPDI) 
The standardized precipitation drought index (SPDI) was developed by Ma et al (2014), and relies 
on the concept of time scales. It is considered to be a combined version of the PDSI and the SPEI, 
because the SPDI accumulates the internal water balance anomalies (D) obtained in the PDSI 
scheme at various time scales, and the values are later transformed into z-units following a 





used, because this has been shown to be effective at the global scale (Vicente-Serrano et al., 
2015).  
The SPEI, SPI, and SPDI are referred to here as multi-scalar indices, and the PDSIs as uni-scalar 
indices. Thus, the multi-scalar indices were computed at scales of 1, 12, 18, and 24 months, and 
along with the PDSIs series were de-trended by adjusting a linear regression model to enable 
accurate comparisons with de-trended crop yield information. Following the same procedure 
used for the yield series, the residual of each monthly series was summed to the average value 
for the period. 
2.3.2. Correlation between drought indices and crop yields 
The relationship between the drought indices and the SYRS for both datasets was assessed by 
calculating polynomial correlation coefficients (c) (Baten and Frame, 1959). We used a second-
order polynomial regression model, given the common nonlinear relationship between drought 
indices and crop production (Páscoa et al., 2016; Zipper et al., 2016). Hereafter, the references 
made to correlations refer to results obtained using the polynomial approach. The months of 
August and September were excluded from the analysis because they correspond to the post 
harvest period, and we were considering only the period from sowing to harvest. 
As the month of the year when the greatest correlation between the drought index and the crop 
yield was not known beforehand, all 10 monthly series for each index were correlated with the 
annual yield, and the highest correlation value was used. In the case of the multi-scalar indices, 
for each monthly series and time scale we obtained 10 correlations (one for each of the 10 
months and the 14 time scales considered in the analysis). Thus, 120 correlations were obtained 
for each crop and spatial unit considered in the analysis (only correlations significant at p < 0.05 
were considered). In addition, we used the time scale (in the case of multi-scalar drought indices) 
and the month in which the strongest correlation was found. 
A t-test was performed to assess the significance of the differences in the polynomial regression 
correlation coefficients obtained from the droughtyield relationships, to determine whether 
there were significant similarities or differences among the indices.  
2.4. Identification of spatial patterns for crop yield response to drought. 
A principal component analysis (PCA) was performed to identify general patterns in the effect of 
drought on crop yields, in relation to seasonality of the effects. PCA is a mathematical technique 
that enables the dimensionality of a large range of variables to be reduced, by fitting linear 
combinations of variables. We conducted a T-mode analysis, and used the varimax method to 
rotate the components to obtain more spatially robust patterns (Richman, 1986). The monthly 
series of the monthly maximum correlation values found from the yielddrought relationship 
were the variables (one data point per month), and the provinces and agricultural districts were 
the cases. We selected two principal components (PC) that in combination explained > 60% of 
the variance (individually the other components explained < 5% of the variance), and aggregated 
each province or agricultural district according to the maximum loading rule (i.e., assigning each 
spatial unit to the PC for which the highest loading value was found). The loadings were expressed 






3.1. Relationship of drought indices to crop yields 
Figure 3 shows the strongest correlation found between the crop yield for each dataset and the 
monthly drought indices. The correlations differed substantially between the two groups of 
indices. Independently of the crop type, month of the year, or the drought time scale considered, 
the correlation coefficients for the multi-scalar indices were much higher than those for the uni-
scalar indices. In both cases weaker correlations were found for the wheat crops compared with 
the barley crops. The PDSI, PHDI, and PMDI correlations were non significant (p < 0.05), but the 
correlations for the Z-index and the multi-scalar indices were significant for most provinces and 
agricultural districts. The correlation values for the three multi-scalar drought indices were 
similar. At district scale the average values were c = 0.57 and c = 0.6 for wheat and barley, 
respectively, and c = 0.41 and c = 0.48 at the provincial scale. Thus, the datasets showed a 
stronger correlation for the drought indices at district scale than at the provincial scale. In 
addition, more variability was found in the provincial data than in the regional data, associated 
with the length of the available records. 
The spatial distribution of the maximum correlation coefficients between the drought indices and 
the crop yields are shown in figures 4 and 5, for the province and district scales, respectively. The 
wheat and barley yielddrought correlations showed a similar spatial pattern among indices at 
the province scale. Stronger correlations (c ≥ 0.7) were found for the SPEI and SPI for the 
provinces of Castilla y León (Valladolid, Zamora, Segovia, and Soria), Aragón (Zaragoza and 
Teruel), Castilla La Mancha (Guadalajara, Albacete, and Toledo), and the province of Valencia 
(particularly the cereal agricultural districts). The weakest correlations were found for the 
southern (Andalusian) provinces. For the Palmer drought indices, the PMDI and Z-index showed 
similar spatial patterns to the multi-scalar indices (especially in the central and northern 
provinces), but the correlations were weaker (c = 0.250.6). For most provinces the weakest 
correlations were found for the PDSI and PHDI (c = 0.10.25) for both crops, with no clear spatial 
difference in the correlations. 
The spatial distribution of correlations between wheat yields and the drought indices at the 
agricultural district scale showed clearer patterns than those for the province level. Thus, the 
response of drought indices at district scale is similar to the response observed at provincial scale, 
showing stronger correlations for the multi-scalar indices and weaker correlations for the Palmer 
indices, especially the PDSI and PHDI. The distribution of correlations among the multi-scalar 
indices was very similar. The most correlated agricultural districts (c ≥ 0.8) were in Castilla y León, 
especially Valladolid, Segovia, north of Ávila, and northeast of Salamanca. Similar correlations 
were found for areas of northeast Spain. There was a gradient in correlations from north to south, 
with the exception of some districts in northwestern Málaga, where wheat is extensively 
cultivated. In addition, in some districts of Galicia, where expansion of the planted wheat area 
has not been large, there was a strong relationship between drought indices and crop yields. The 
results for barley suggest a similar spatial relationship for the various drought indices. The highest 
coefficients were found for the multi-scalar indices, followed by the Z-index and the PMDI, with 
districts north of Cáceres, north of Galicia, and in Guadalajara showing correlations in the order 






3.2. Relationship of drought indices to crop yields: temporal responses 
Table 1 summarizes the time scales at which the strongest correlations were found for each of 
the three multi-scalar indices. Strongest correlations were found for short time scales (13 
months) for both datasets and both crops, in general with little difference between the indices. 
For wheat, for 52.6% of the agricultural districts the yield was most strongly correlated with all 
three drought indices at a time scale of 13 months; this was also the case for 49.6% of provinces. 
In agricultural districts where wheat is cultivated the strongest correlations were predominantly 
at the 1-month scale (20.37%), especially for the SPDI, while for most of the provinces this 
occurred at the 3-month scale, particular for the SPEI and SPI (23.26%). For barley, 57.4% of the 
districts and 58.7% of provinces where this crop was grown the strongest correlations were 
predominantly at 1- to 3-month time scales. Among the various indices for districts, the SPI 
showed the strongest correlation at the 1-month scale, while for provinces the SPEI showed the 
strongest correlation at the 3-month scale (33.33%). 
The multi-scalar drought indices showed similar results. Among these, the SPEI was the index 
most strongly correlated with yield in the highest percentage of provinces and districts (Table 2). 
For wheat crops the SPEI was the most strongly correlated index with yield in ~37% of the 
agricultural districts and ~58% of the provinces; these correlations were found predominantly at 
the 3-month time scale. For this crop the SPDI was most strongly correlated with yield in a similar 
proportion of districts (~33%), primarily at the 1-month scale, but only ~14% at the province scale. 
In general, most of the maximum correlations corresponded to short time scales. 
Figure 6 shows the spatial distribution of the most strongly correlated drought indices. For most 
of the provinces the SPEI was the index most strongly correlated with crop yield. For the 
agricultural districts there was substantial spatial variability and, along with the provincial results, 
no well-defined spatial pattern that distinguished specific areas for which one index was most 
effective at monitoring drought. For barley the SPDI showed the best correlation with yield among 
districts (~44%), while in provinces the SPEI was best correlated (~69%). No clear spatial patterns 
were evident. The similarities in the magnitude of the correlations between multi-scalar drought 
indices and crop yields were statistically significant. A t-test (Fig. S1) was used to determine 
whether there were significant differences in the magnitude of correlations obtained using the 
various multi-scalar drought indices. This showed significant differences between the SPEI and 
the SPDI in ~30% of agricultural districts where wheat was grown; these were districts that 
showed a weaker correlation of yield with drought indices. The results suggest that, for districts 
having strong correlations between drought indices and crop yields, the two indexes were equally 
useful. A lower proportion of districts where barley is planted showed that statistical differences 
among indices exist. In contrast, for provinces no significant differences were found. Overall, this 
suggests the appropriateness of using any of these multi-scalar indices indistinctly. 
3.3. Spatial patterns of drought index correlations at the monthly scale 
Regionalization of the crop yield response to drought based on monthly correlations with the 
drought indices was undertaken in relation to the most correlated drought index in each region, 
independently of the month in which this maximum correlation occurred. Thus, in this analysis 
the results obtained using the various multi-scalar drought indices were merged. General spatial 





7 and 8 show the results for the provincial and regional datasets, respectively. We selected two 
components that explained more than the 60% of the variance in each case. This classification 
reinforced the northsouth pattern of correlations previously found for both datasets. Figure 9 
shows the time scales for which the maximum monthly correlations were found for the provinces 
and agricultural districts for each of the defined components, using a maximum loading rule. 
3.3.1. Wheat 
Agricultural district scale 
At the district scale the PCA for wheat (Figure 7a) showed more defined spatial patterns 
than did the PCA at the provincial scale. PC1 explained 43.36% of the variance, and was 
characterized by stronger correlations (c = 0.70.9) in districts mainly located on the north and 
central plateau; these were stronger than those recorded for the same locations at the provincial 
scale. Weaker correlations (c = 0.150.5) were dispersed, although these were found 
predominantly in the south and northwest. The scores for PC1 showed particular sensitivity to 
drought during spring, although strong correlations were also found during autumn. PC2 
explained 18.63% of the variance, and the loading coefficients also showed a clear spatial pattern, 
with the agricultural districts north of Sevilla and east of Castilla La Mancha having the highest 
values. The weakest correlations were found for the districts of Andalucía, Extremadura, and 
Aragón. Lower scores in PC2 characterized the interannual response to drought relative to PC1. 
These districts in PC2 also showed a stronger response during spring but not autumn, as was 
found for PC1. The distribution of PCs according to the maximum loading rule enabled 
identification of a northsouth component in the sensitivity of wheat yields to the drought index. 
The time scales at which wheat yields in agricultural districts responded most during spring varied 
from shorter time scales (3-month) in districts in PC1 to longer time scales (5- to 6-month) for 
those in PC2 (Fig. 9e, 9f), which also showed greater variability in most months relative to districts 
from PC1. Greater variability for wheat at the district scale was observed relative to that at the 
provincial scale. Due to the major number of observations considered, the response to drought 
in Spain when considering district scale shows more heterogeneity than at provincial scale.  
Provincial scale 
The results for wheat at the provincial scale (Fig. 7b) showed that the first (PC1) and second (PC2) 
components explained 51.7% and 20.8% of the variance, respectively. The loadings of the first 
component were higher for the central plateau and the east of Spain. These represent provinces 
in the Castilla y León and Castilla y La Mancha districts, and the provinces of Castellón, Valencia, 
Alicante, Cantabria and Huelva, and Sevilla and Almería in Andalucía. In these provinces there was 
a strong correlation between drought indices and crop yields, especially during spring, with 
particularly strong correlations in May. In contrast, during winter the correlations were weaker, 
especially in February. PC2 showed greater spatial heterogeneity, with strong correlations in the 
east (Zaragoza and Tarragona provinces) and south (Cádiz, Córdoba, Málaga, Granada, and Jaén 
provinces) of Spain. For this component the temporal response to drought was not as strong as 
that for PC1, but the maximum correlation was also found during May. The distribution of the 
maximum loadings showed a dispersed pattern, with PC1 grouping provinces in the central 
plateau and east of Spain, and PC2 grouping those in southern and some northeastern provinces. 





months). In particular, in May most of the provinces correlated at 5 months (Fig. 9a, 9b), 
indicating the importance of climatic conditions during winter and spring to the crop yields 
obtained. This was also evident for the longer time scales at which most of the provinces 
correlated during the winter months (1118 months). It is noteworthy that there was great 
variability in the temporal response of provinces in PC1 in October, February, March, and April. 
3.3.2. Barley 
Agricultural district scale 
For barley crops (Fig. 8a) both components showed strong correlations (c = 0.60.9) in most of 
the agricultural districts. In general, the districts showing the strongest correlations in PC1 and 
PC2 were those located in Castilla La Mancha, and north of Cáceres and Córdoba. Scores for PC1 
for barley crops were similar to those for PC1 for wheat during spring and autumn, but the results 
for PC2 suggest that there was little interannual sensitivity to drought. Most of the correlations 
for spring indicate that barley responded to drought conditions at the 34 month scale, mainly in 
those districts associated with PC1. Barley yields in districts associated with PC2 were more 
affected by drought conditions in May at 79 month time scales (Fig. 9g, 9h). 
Provincial scale 
For barley at the provincial scale (Fig. 8b) we found more variability in the magnitude of 
correlations. For PC1 (explaining 43.22% of the variance) strong correlations (r = 0.70.9) were 
found for the north and central provinces of Castilla y León, the central provinces of Castilla y la 
Mancha, and Madrid, Teruel, Valencia and Castellón. The provinces associated with PC2 
(explaining 27.91% of the variance) were more dispersed than those in PC1, and those showing 
show strong correlations included Zaragoza and Guadalajara in the north, Barcelona and Balearic 
Islands in the northeast and east, Cáceres in the west, and Cádiz, Córdoba, Málaga, Granada and 
Jaén in the south. Provinces showing weaker correlations in PC1 were spread in the northeast 
(e.g., Navarra, Zaragoza, and Lleida) and west of Spain (e.g., Cáceres and Badajoz). Component 
scores for PC1 were higher than for PC2, although for wheat crops both showed maximum scores 
during spring (March) and minimum scores in autumn and winter. More provinces in May were 
correlated with drought indices at medium drought time scales (48 months). During spring, 
provinces in PC1 showed correlations at longer time scales (78 months), while provinces in PC2 
showed responses at shorter time scales (34 months) (Fig. 9c, 9d). 
3.3.3. General climatological characteristics for the PCA components 
 
Figures S2-11 show the distribution of climatic characteristics including precipitation, 
atmospheric evaporative demand (AED), maximum and minimum temperature, and the 
hydroclimatic balance (precipitation minus AED) at the district scale for the two PCA components. 
For those districts where wheat was cultivated, no major differences in AED values were found 
among the components. However, minor differences were observed in precipitation among 
districts belonging to different PCA components. Those in PC2 had on average less precipitation 
than those in PC1, especially during autumn, but the difference was not substantial. Greater 
differences were observed for temperature, with PC1 mainly characterized by districts that had 





than the districts in PC2. These results highlight the important role of temperature in the different 
responses of crop yield to drought, and demonstrate that, contrary to what may have been 
expected, temperature and not precipitation was the main factor constraining crop growth. Thus, 
changes in extreme temperature levels may influence future crop yields. Districts in PC2 where 
the barley yield correlated with drought indices were characterized by lower levels of 
precipitation and higher maximum and minimum temperatures than districts represented by PC1, 
and by higher AED, especially from April to July. Extremes of temperature also seemed to be the 
major factor determining barley crop yield. 
4. Discussion 
In this study we investigated the impacts of drought on two rainfed crops in Spain, as measured 
by a variety of drought indices. We used two datasets of annual crop yields, one from agricultural 
statistics at the provincial scale spanning the period 19622013, and the other a new database 
at the agricultural district scale from the available parcel data from the national survey covering 
the period 19932015. To identify the best indicator of the impact of drought on yields and their 
sensitivity to climate, we evaluated the performance of seven drought indices. The selection of 
drought indices was based on those commonly used to monitoring droughts worldwide, including 
the standardized precipitation and evapotranspiration index (SPEI), the standardized 
precipitation index (SPI), the Palmer drought indices (PDSI, Z-Index, PHDI, and PMDI), and the 
standardized Palmer drought index (SPDI). 
Independently of the type of crop and the temporal scale considered, our results showed that 
drought indices calculated at different time scales (the SPEI, the SPI, and the SPDI) had greater 
capacity to reflect the impacts of climate on crop yields, relative to uni-scalar drought indices. 
The better performance of these multi-scalar drought indices was mainly because of their 
flexibility in reflecting the negative impacts of drought over a range of regions having very 
different characteristics (Vicente-Serrano et al., 2011). This issue is especially relevant in 
agriculture, as vegetation components do not respond equally to water deficit. The sensitivity and 
vulnerability of each type of crop to drought, and the characteristics of the specific region 
influence the variability evident in the response to droughts (Contreras and Hunink, 2015). 
Nonetheless, the results of the assessment of the performance of the PDSIs demonstrated that 
correlations varied markedly among them, showing some exceptions that may affect their 
usefulness for monitoring purposes. Overall, our results showed that the PHDI had the weakest 
relationship to crop yields, followed by the PDSI and the PMDI. The better performance of the 
PDSI over the PHDI was expected, as the latter was primarily developed for hydrological purposes. 
Likewise, our results confirmed a better performance of the PMDI (a modified version of the PDSI) 
over the original PDSI for both crops. Our results are consistent with those of previous studies 
assessing agricultural drought impacts on crop yields at the global (Vicente-Serrano et al., 2012) 
and regional (Peña-Gallardo et al., 2018b) scales. The Z-index was the best uni-scalar index among 
the set analyzed in our study. This index measures short-term moisture conditions, which is a 
major factor in crop stress (Quiring and Papakryiakou, 2003). Thus, the Z-index was more closely 
correlated with crop yield than any of the other Palmer indices, indicating its usefulness relative 
to other PDSIs (Karl, 1986).  
Although our findings point to poorer performance of the Palmer drought indices relative to the 





studies have used the Palmer indices in assessments of the use of drought indices for monitoring 
agricultural drought in various regions worldwide, and have reported the superiority of the Z-
index (Mavromatis, 2007; Quiring and Papakryiakou, 2003; Sun et al., 2012; Tunalıoğlu and Durdu, 
2012) ; our results confirm it usefulness among the Palmer drought indices. 
Nevertheless, it is important to stress that the usefulness of PDSIs is less than drought indices that 
can be computed at different time scales (Vicente-Serrano et al. 2012). We demonstrated that 
the three multi-scalar drought indices in our study (SPEI, SPI, and SPDI) were able to detect 
drought at different time scales, enabling past weather conditions to be related to present 
conditions in regions characterized by diverse climatic conditions. This is consistent with previous 
comparative studies in various regions that reported multi-scalar drought indices were effective 
for monitoring drought impacts on agricultural lands (Blanc, 2012; Kim et al., 2012; Potopová, 
2011; Potopová et al., 2016a; Tian et al., 2018; Zhu et al., 2016; Zipper et al., 2016). Although 
previous studies reported differences among some of the above three indices (e.g., the SPDI and 
the SPEI; Ghabaei Sough et al., 2018), others have reported similarities in their performance in 
assessing agricultural drought impacts (Labudová et al., 2016; Peña-Gallardo et al., 2018a). The 
similar magnitudes of their correlations suggest a similar ability to characterize the impact of 
drought on crop yields. However, minor differences among these indices suggested the SPEI 
performed best. First, for both crops slightly stronger correlations were observed with the SPEI, 
although the SPDI was superior in relation to barley yields at the agricultural district scale. In 
general, the SPEI was found to be the most suitable drought index in the majority of agricultural 
districts and provinces. This suggests that inclusion of AED in the drought index calculation, as 
occurs in the SPEI, provides greater capacity to predict drought impacts on crop yields compared 
with the use of precipitation only. Variation in the maximum and minimum temperatures has 
been found to be the major factor differentiating agricultural districts and provinces having 
greater sensitivity to drought. Previous studies have stressed the risks associated with an increase 
in global temperatures, particularly maximum temperatures, and the possible effects on crop 
yields (Lobell and Field, 2007; Moore and Lobell, 2014). Thus, a ~5.4% reduction in grain yields 
resulting from an increase in average temperature is expected to occur under the current global 
warming scenario (Asseng et al., 2014; Zhao et al., 2017).  
The temporal and spatial effects of drought on yields seem to be very complex, given the 
observed variability in Spain. In this respect, significant yield effects of drought were found in 
both datasets. Nevertheless, at the agricultural district scale there was a more evident spatial 
effect of drought on agricultural yields. This is a key finding for spatial-scale analyses, although 
the lack of long time series datasets on regional yields is a common constraint. 
Drought effects on barley and wheat were similar in space and time, although their sensitivity to 
drought differed, as shown by differences in the magnitude of the correlations with the drought 
indices, with wheat yields showing stronger correlations than barley yields. This can be explained 
by the different physiological characteristics of the two crops, as barley is less dependent on 
water availability at germination and the grain filling stage than wheat (Mamnouie et al., 2006). 
Although the transpiration coefficient for barley is higher, this crop is not as subject as wheat to 
water stress under drought conditions (Fischer et al., 1998). Our results indicate that the temporal 
responses of barley and wheat to drought conditions were very similar, despite the fact that in 





Therefore, the phenological characteristics of each type of crop determine how drought affects 
yields. The results showed that temperature had a more important role than precipitation, 
suggesting that extreme variations in average temperature conditions during the most sensitive 
growth stages may have a negative impact on crops. 
Overall, crop yields in Spain tend to respond to short drought time scales (13 months). However, 
the sensitivity of crops to drought is greater during spring at medium (46 months) time scales. 
This highlights that moisture conditions during winter (the period corresponding to planting, and 
the first growth stages of tillering and stem elongation), are crucial for the successful 
development of the plants (Çakir, 2004; Moorhead et al., 2015; Wang et al., 2016a, 2016b).  
We found a stronger response of crops to climatic conditions in provinces and agricultural 
districts in the central plateau, and unexpectedly a weaker response in southwestern districts. 
This reflects the inconsistencies reported for the Iberian Peninsula by Páscoa et al. (2016) , who 
argued that spatial differences can be explained mainly by the differing productivities in the 
various districts; we noted this for the mainly agrarian areas of peninsular Spain (Castilla y León 
and Castilla La Mancha), and the characteristically heterogeneity of this territory. In the 
southwestern agricultural areas, where the precipitation rates are lower and temperatures 
higher, the correlations of yield with drought were weaker. This can be attributed to episodes of 
abnormal extreme temperatures, such as the very low temperatures in early spring or warmer 
than usual temperatures in winter; these would affect the expected low evapotranspiration rates 
during the cold season (Fontana et al., 2015; Kolář et al., 2014). A recent study by Hernandez-
Barrera et al. (2016) demonstrated that during autumn and spring, precipitation deficit is the 
most influential climate factor affecting wheat growth, while an increase in the diurnal 
temperature range causes a reduction in wheat yield. We found no major differences in 
precipitation among districts belonging to any of the two defined components, but found other 
differences including in the average maximum and minimum temperatures. These findings 
highlight the complexity in choosing a useful drought index that encompasses the specificities of 
each crop, including its sensitivity to moisture and environmental conditions throughout the 
entire growth cycle, and its seasonality. This underscores the importance of testing and 
comparing the appropriateness of different drought indices to ensure accurate identification of 
the multi-temporal impacts of drought on natural systems. 
5. Conclusions 
The main findings of this study are summarized below. 
(1) Assessment of the efficacy of drought indices for monitoring the effect of climate on 
agricultural yields demonstrated the better performance of multi-scalar indices. The 
ability to calculate these indices at various time scales enabled drought impacts to be 
more precisely defined than with the use of indices lacking this characteristic. The multi-
scalar drought indices assessed also had fewer computational and data requirements 
(particularly the SPEI and the SPI), which is a significant consideration when performing 
analyses based on scarce climate data. 
(2) From a quantitative evaluation of the relationship of drought indices to crop yields we 





assessment of agricultural drought in Spain. However, the SPEI had slightly better 
correlations and is the most highly recommended for the purpose. 
(3) The spatial definition of yield responses to drought was clearer at the district scale, where 
the finer spatial resolution enabled better definition of the patterns of responses because 
the climatic variability of each region was better captured at this scale. 
(4) Barley and wheat yields were more vulnerable to drought during spring, both at short 
(13 months) and medium (46 months) time scales. Moisture conditions during late 
autumn and winter also had an impact on the crop yields. 
(5) The strongest relationships between drought indices and crop yields were found for the 
northern and central agricultural districts. The relationships for the southern districts 
were weaker because of the difficulty of characterizing drought impacts over the diverse 
and complex territory involved. 
(6) The climatic and agricultural conditions in Spain are very diverse. The large spatial 
diversity and complexity of droughts highlights the need to establish accurate and 
effective indices to monitor the variable evolution of drought in vulnerable agriculture 
areas. Climate change is likely to lead to yield losses because of increased drought stress 
on crops, so in this context effective monitoring tools are of utmost importance. The 
authors consider that further analysis complementing this study may help to unravel the 
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Table 1. Percentage of analyzed agricultural districts and provinces where wheat and barley are cultivated, at which the maximum correlations per time 
scale were found using the multi-scalar indices. 
Time-scale 1 2 3 4 5 6 7 8 9 10 11 12 18 24 
                             
  a)     Agricultural district data 
Wheat 
SPI 18.38 15.38 13.68 9.83 4.27 7.26 2.56 5.13 1.28 3.42 6.41 2.14 5.98 4.27 
SPEI 16.67 14.96 17.09 9.83 6.41 3.42 5.13 4.7 3.42 2.56 3.85 4.27 5.13 2.56 
SPDI 26.07 21.79 13.68 5.13 3.42 2.99 2.56 2.56 2.14 5.13 1.71 3.85 3.42 5.56 
Averaged % 20.37 17.38 14.82 8.26 4.70 4.56 3.42 4.13 2.28 3.70 3.99 3.42 4.84 4.13 
Barley 
SPI 29.63 14.81 14.81 12.96 0 3.7 3.7 1.85 3.7 1.85 1.85 3.7 3.7 3.7 
SPEI 24.07 12.96 22.22 9.26 1.85 3.7 5.56 3.7 3.7 1.85 0 5.56 1.85 3.7 
SPDI 24.07 14.81 14.81 7.41 7.41 3.7 11.11 1.85 0 3.7 0 0 3.7 7.41 
Averaged % 25.92 14.19 17.28 9.88 3.09 3.70 6.79 2.47 2.47 2.47 0.62 3.09 3.08 4.94 
                             
  b)     Provincial data 





SPEI 9.3 11.63 23.26 11.63 9.3 0 6.98 6.98 2.33 2.33 4.65 4.65 4.65 2.33 
SPDI 13.95 32.56 13.95 2.33 2.33 4.65 4.65 6.98 0 2.33 6.98 2.33 0 6.98 
Averaged % 10.08 19.38 20.16 6.98 4.65 3.88 6.20 6.98 3.10 2.33 5.43 3.88 3.10 3.88 
Barley 
SPI 7.14 19.05 30.95 9.52 4.76 7.14 0 2.38 2.38 0 0 11.9 0 4.76 
SPEI 11.9 11.9 33.33 7.14 4.76 4.76 7.14 4.76 7.14 0 0 2.38 2.38 2.38 
SPDI 9.52 38.1 14.29 4.76 4.76 7.14 0 0 7.14 0 2.38 4.76 2.38 4.76 















Table 2. Percentage of analyzed agricultural districts and provinces where wheat and barley are cultivated, where the maximum correlations with the 
multi-scalar indices were found. Information in parentheses show the time scale at which the provinces and agricultural districts correlate most and the 
percentage of the provinces and district. 
 
    SPEI SPDI SPI 
Agricultural districts 
Wheat 36.75  (3, 7.26) 33.33  (1, 7.69) 29.91  (2, 4.70) 
Barley 35.19  (3, 11.11) 44.44  (1, 12.96) 20.37  (1, 11.11) 
Provinces 
Wheat 58.14  (3, 18.60) 13.95  (24, 4.65) 27.9  (3, 4.65) 











Fig. 1. Location of Spanish Autonomous Communities (a) and provinces (b), and the distribution 
of agricultural districts having data available (yellow) for wheat (c) and barley (d) yields for the 
period 19932015. Areas where rainfed cereal crops are cultivated (Corine Land Cover 2006) are 





Fig. 2. Temporal series of wheat (top) and barley (bottom) yields for the provincial data, and the 
aggregated agricultural district data at the province scale for the common period 19932014. 
The solid black line shows the median and the blue dot shows the mean. 
 
Fig. 3. Box plots showing the strongest correlation coefficients found between drought indices 
and wheat and barley yields at the agricultural district (a and b) and provincial (c and d) scales, 
respectively. The solid black line shows the median, the white asterisk shows the mean, and the 




Fig. 4. Spatial distribution of the highest correlation coefficients between the drought indices and 





Fig. 5. Spatial distribution of the highest correlation coefficients between the drought indices and 





Fig. 6. Spatial distribution of the drought indices having the strongest correlations with wheat 






Fig. 7. PC loadings, PC scores, time scales, and maximum loading rules from the PCA for monthly 
maximum correlation coefficients between the SPEI and wheat yields at the agricultural district 
(a) and provincial (b) scales, independently of the time scale. The PC loadings and maximum 




Fig 8. PC loadings, PC scores, time scales, and maximum loading rules from the PCA for monthly 
maximum correlation coefficients between the SPEI and barley yields at the agricultural district 
scale (a), and the SPDI and barley yields at the provincial scale (b), independently of the time 





Fig. 9. Box plots showing the time scale at which significant monthly correlations were found in 
the provinces (top) and agricultural districts (bottom) for wheat and barley for each of the 
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In this study, we use seven climatic drought indices to determine the influence of climatic drought 
to streamflow droughts in 226 undisturbed river basins in peninsular Spain covering the period 
1962-2013. At the same time, we define spatial patterns in the response of streamflow to climatic 
drought. The study was conducted relating the climatic component represented by three multi-
scalar drought indices -the Standardized Precipitation and Evapotranspiration Index (SPEI), the 
Standardized Precipitation Index (SPI), the Standardized Precipitation Drought Index (SPDI)-  and 
the self-calibrated version of four Palmer’s indices (PDSI, PHDI, Z-index and PMDI) with the 
hydrological-based Standardized Streamflow Index (SSI). Results demonstrated that multi-scalar 
drought indices outperform the Palmer drought indices (uni-scalars) thanks to their ability of 
determining climatic anomalies for different cumulative periods. Undisturbed river basins mainly 
responded at short time-scales of the different climate indices and the precipitation variability is 
the main driver of streamflow drought severity. Our results also showed that different non-
climate factors have a great influence to explain the different times of response of hydrological 
drought to climate drought characteristics. 
Key words 














Among natural extreme hazards, drought entails one of the most difficult to define and 
characterize due to the complexity of defining the onset and not only the climatic, but also the 
anthropogenic factors involved in the development of an event (Lloyd-Hughes, 2014; Van Loon 
et al., 2016; Wilhite and Glantz, 1985). The main cause (but not the unique) of drought is the 
anomalous reduction of precipitations over a certain period of time, triggering what is known as 
meteorological drought. Climate anomalies such as precipitation shortages and/or increased 
atmospheric evaporative demand may propagate to the hydrological cycle by means of soil 
moisture deficits, streamflow, lake levels, reservoir storages etc., producing a hydrological 
drought (Barker et al., 2016; Tallaksen and Van Lanen, 2004; Van Loon, 2015; Van Loon and Laaha, 
2015).  
There are several knowledge gaps on the whole interaction between meteorological droughts 
and their propagation throughout the entire hydrological system, including streamflow (Haslinger 
et al., 2014) and groundwater (Lorenzo-Lacruz et al., 2017; Marchant and Bloomfield, 2018). This 
inherent complexity contribute to the uncertainty of pinpointing the beginning of the event, 
identifying the trigger mechanisms and constraining factors – naturals or not –  and quantifying 
the impacts caused on water resources (generally linked to socio-economic activities) and the 
environmental damages associated to a drop in flow regime (e.g. increase of water temperature, 
changes in aquatic ecosystems, etc.)(Mosley, 2015). 
Besides, the different response times of the hydrological system to precipitation deficits vary 
significantly. Previous studies have shown that the nature of hydrological variables determine 
different temporalities, for example, lowering in water retained by soils shows up faster than 
groundwater levels or reservoir storages rates (Barker et al., 2016; Bloomfield et al., 2015; 
Lorenzo-Lacruz et al., 2010; Peters et al., 2005; Scaini et al., 2015). Catchment physiographical 
properties also determine different temporal patterns. In a recent study, Peña-Gallardo et al. 
(2019) analyzed the hydrological response to drought in relatively undisturbed river basins across 
the U.S. emphasizing the importance of environmental and physical characteristics to explain 
different modes in the response of hydrological to meteorological droughts. For their part, Van 
Loon and Laaha, (2015) demonstrated that catchment properties related to climate control are 
the main explaining factors on streamflow drought duration in Austria. Similarly, many studies 
(Batalla et al., 2004; López-Moreno et al., 2009; Tijdeman et al., 2018; Vicente-Serrano et al., 
2017) have focus the attention on how the human influence, mainly reflected on water 
regulation, management and demand, but also land-use/land-cover conditions, biases the 
hydrological response to meteorological droughts, sometimes mitigating or intensifying the 
intensity, frequency or duration of these events (Liu et al., 2019; López-Moreno et al., 2009; 
Vicente-Serrano et al., 2017). 
 
Given the importance of the effects of hydrological droughts, proper management strategies as 
mitigation plans and early warning systems are necessary in order to assess adequately and 
effectively drought severity (Huang et al., 2017).  There are multiple methods for characterizing 
the effects of drought (e.g. remote sensing derived information (Ayehu et al., 2019)) but since 
last century, scientific community have made an effort developing multiple drought indices, 
commonly used nowadays for operative monitoring purposes. Reviews as the conducted by 
  
126 
Mishra and Singh, (2010) or more recently Mukherjee et al. (2018) provide a comprehensive 
evaluation of the very diverse drought indices designed to quantitatively analyse drought 
characteristics (duration, severity and intensity). Particular consideration should be given to 
Palmer (1965) who proposed for the very first time a drought index, the Palmer Drought Severity 
Index (PDSI) that allows identifying independent drought periods and objectively determining 
their severity. For their part, Mckee et al. (1993) introduced the time-scale concept with the 
Standardized Precipitation Index (SPI), recognized by the World Meteorological Organization as 
the reference drought index (Hayes et al., 2011; WMO, 2012). This novel concept let identifying 
drought events in any natural system and region under very diverse climatic conditions at 
different time scales (Vicente-Serrano et al., 2012), in particular the hydrological system response 
time to climate conditions, which is well known that fluctuate in time and among regions (Barker 
et al., 2016; López-Moreno et al., 2013; Tetzlaff et al., 2008). 
 
Many studies have assessed the relationship between climatological and hydrological drought 
and the propagation through different parts of the hydrological system by performing 
meteorological drought indices and relating them with streamflow discharged data. For example, 
Lorenzo-Lacruz et al. (2010) evaluated the impact of climatic droughts in a highly regulated basin 
in the Tagus river (Spain), finding significant correlations between two multi-scalar drought 
indices and river discharges. Barker et al. (2016) studied the propagation of drought in the 121 
near-natural UK catchment identifying significant temporal and spatial differences in the 
relationship between the SPI and standardized streamflow. For their part, Loukas and Vasiliades, 
(2004) reported significant and strong correlations between the 2 to-4-month SPI and surface 
runoff in Greece, whereas soil moisture responded better at 1 to-3-month SPI. Similar results 
were noticed in the river flows of ten regions in China by Zhai et al. (2010). 
 
The stated drought indices are generally climate-based (precipitation and the AED are the main 
input variables). Wittingly the non-linear processes associated to climate and natural systems 
interactions, it is often discussed the appropriateness or not, of applying a single climate-based 
drought index to characterize a particular drought event (e.g. using a meteorological index to 
analyse a hydrological drought) (Van Lanen et al., 2013). Integrated systems specifically designed 
for a risk management also wander incorporating meteorological variables to assess other types 
of drought (Bachmair et al., 2016) (e.g. European Drought Observatory (EDO), 
http://edo.jrc.ec.europa.eu or the South Asia Drought Monitoring System, http://dms.iwmi.org ).  
 
Mediterranean region is characterized by a high seasonal and interannual variability of 
precipitation, being recurrent the long and severe drought events. Climatic characteristics cause 
that water resources are very limited in Mediterranean river basins. It is therefore necessary the 
identification of appropriate management tools able to quantify the impact of climatic drought 
on streamflow.  
 
Previous studies have characterized the connections of drought through the hydrological cycle in 
Spain (e.g. López-Moreno et al. (2013); Lorenzo-Lacruz et al. (2013), (2017), Vicente-Serrano et 
al.,(2015), (2017)), however there are no previous studies evaluating the performance of 
different climatic drought indices. Moreover, the existing studies focused on a large diversity of 
basins, several of them affected by large human influences, making impossible to isolate the 
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possible differences in the response of hydrologic to climatic droughts in natural basins. For these 
reasons, in this study we analyzed the spatio-temporal response of a hydrological drought index 
in 226 headwaters basin (avoiding the anthropogenic signal), to climatic drought. To achieve this 
goal, we provide a performance review for seven of the most well-known multi-scalar (the 
Standardized Precipitation Index –SPI- , the Standardized Precipitation and Evapotranspiration 
Index –SPEI-, the Standardized Palmer Drought Index – SPDI-) and uni-scalar (the Palmer Drought 
Severity Index –PDSI-, the Palmer Drought Hydrological Index –PHDI-, the Palmer Moisture 
Anomaly Index –Z-Index-, the Palmer Modified Drought Index – PMDI -) drought indices in 
Peninsular Spain in the period 1962-2013. At the same time, we analysed temporal and spatial 
patterns of streamflow response to climatic droughts in these basins.  
 
2. Data and methods 
2.1. Datasets 
2.1.1. Climatic data 
Meteorological information (precipitation, maximum and minimum temperature) was obtained 
from a gridded dataset at 1.1 km resolution available for peninsular Spain and the Balearic Islands 
at weekly scale for the period 1962-2013. This dataset comprises a larger number of 
meteorological variables such as relative humidity, wind speed and sunshine duration. The 
Spanish National Meteorological Agency (AEMET) provided original data. An exhaustive quality 
control and homogenization of data were conducted before gridding process. More detailed 
description about the complete procedure of the dataset construction can be found in Vicente-
Serrano et al. (2017). The AED was inferred using the available information and following the 
Penman-Monteith’s parametrization recommended by FAO (Allen et al., 1998). Weekly data was 
transformed to monthly for the different analysis. The water holding capacity information was 
obtained from the European LUCAS based topsoil data (Ballabio et al., 2016). 
2.1.2. Streamflow data 
Most of the streamflow series used in this study were provided by the Ministry of Agriculture’s 
CEDEX (http://ceh-flumen64.cedex.es/general/default.htm), while the stations located within the 
autonomous communities of Andalusia (https://www.agenciamedioambienteyagua.es/)  , 
Basque Country (http://www.uragentzia.euskadi.eus/u81-0002/es/)  and Catalonia 
(http://aca.gencat.cat/ca/inici) were obtained from the corresponding autonomic agencies 
websites. A network of 1204 gaugin stations in peninsular Spain were collected, however the 
selection was restricted to those stations with less than the 25% of missing data for the analysed 
period. In order to work with no missing values in the series, we developed a reconstruction and 
gap filling procedure based on nearby neighbour and using the whole available stations. Series 
from 472 gaugin stations widespread distributed were filled. Further details about the followed 
methodology and the statistical validation of the reconstructed series are outlined in Vicente-
Serrano et al. (2019, submitted). From the final series, we selected a total of 226 stations located 
in the headwater of major basins, excluding those affected by reservoirs or any other known 
human regulation activity that may affected the natural signal of streamflow. Figure 1 illustrates 




2.1.3. Physiographical and land cover information 
A digital elevation model (DEM) at 400 m resolution for the entire Iberian Peninsula was obtained 
from the National Center for Geographic Information (CNIG) 
(http://centrodedescargas.cnig.es/CentroDescargas/catalogo.do?Serie=LIDAR).  This DEM served 
to create drainage and direct flood grids that served to delimitate the drainage basins boundaries 
associated to each gaugin station. For this purpose we used ArcGis watershed tool and the 
gauging stations were used as the pour points. The resulting drainage basins were used as masks 
to extract the average climatic and physiographical characteristicis in each basin. 
The National Geological Map provided by the Spanish Geological Survey (IGME) 
(http://info.igme.es/cartografiadigital/geologica/Magna50.aspx?language=en)  was employed to 
classify the lithological units of Spain. The three major soil classes considered are: chalky, clay and 
siliceous soils. The land cover map (1980 - 1990) developed by the Spanish Ministry of Agriculture 
(https://www.mapa.gob.es/es/cartografia-y-
sig/publicaciones/agricultura/mac_1980_1990.aspx), originally at the spatial scale of 1:50,000 
and later rasterized at 1.1 km resolution was used to a better knowledge of the land classes 
present in each basins.   
2.2. Methodology 
2.2.1. Hydrological drought identification 
Standardized Streamflow Index (SSI) 
Streamflow magnitude and seasonality change considerably depending on the river regime and 
time, making difficult to compare time series from different regions. To solve this matter, 
streamflow series are usually standardized letting the comparison among stations not just in 
space but also in time. Despite streamflow data do not adjust to a unique statistical distribution 
function, many of the standardized indices in the literature lack of the flexibility to find the most 
suitable distribution in each time series (Lorenzo-Lacruz et al., 2013). Here, for standardizing the 
monthly streamflow series we used the Standardized Streamflow Index (SSI) following the 
methodology described in Vicente-Serrano et al. (2012). Thus, probabilities are obtained by fitting 
one of the multiple candidate probability functions (e.g. the General Extreme Value, the Pearson 
type III, the log-logistic, the log-normal, the generalized Pareto or the Weibull distributions). 
Depending on the robustness found in the adjustment between the L-moments of the sampled 
station and the L-moments of the specific selected distribution, one or another distribution is 
fitted. Probabilities are ultimately transformed to z-scores using Abramowitz and Stegun (1970) 
approximation. 
2.2.2. Climatic drought indices  
Palmer Drought Severity Indices (PDSIs) 
The Palmer Drought Severity Index (PDSI) was enunciated by Palmer, (1965), it is a worldwide 
known meteorological drought index used for estimating relative dryness. Originally, the PDSI is 
based on the amount of moisture departure, defined as the ‘Climatically Appropriate for Existing 
Conditions’ (CAFEC), within a two-layered soil moisture simulation for a specific region. Variations 
of this index include the Palmer hydrological drought index (PHDI), the Palmer moisture anomaly 
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index (Z-index), and the Palmer modified drought index (PMDI). Even though these indices are 
broadly applied for monitoring purposes and quantification of droughts, they have important 
limitations to monitor drought conditions (Vicente-Serrano et al., 2011), lacking of multi-scalar 
features, having a complicated formulation and not being comparable among regions (Alley, 
1984; Doesken and Garen, 1991; Guttman, 1998). In this study we used the modified version of 
PDSIs, the self-calibrated, introduced by Wells et al. (2004), which allows better spatial 
comparability.   
Standardized Precipitation Index (SPI) 
Introduced by Mckee et al. (1993), the Standardized Precipitation Index (SPI) provides the 
possibility of identifying either wet and dry conditions at different time scales. This index is 
worldwide recognized for been a useful tool for monitoring and early warning purposes (WMO, 
2012). Among its strengths, it is worth mentioning the less number of variables required in the 
calculation in comparison to other drought indices. The SPI transforms the sum of monthly 
precipitation into a probability function fitting a gamma distribution and probability is 
transformed to standardized units (with mean equal to 0 and variance equal to 1), enabling spatial 
comparison across regions with different climates characteristics.   
Standardized Precipitation Evapotranspiration Index (SPEI) 
Vicente-Serrano et al. (2010) developed the Standardized Precipitation Evapotranspiration 
extending the conceptualization of the SPI considering the AED as another relevant factor that 
affects drought severity. Previous studies have acknowledged the repercussion of warming on 
crop productions (Asseng et al., 2014), forests decay (Camarero et al., 2015) and streamflow 
(Vicente-Serrano et al., 2014) around the world, highlighting the importance of using drought 
indices that include temperature as principal variable. The SPEI first computes monthly climate 
balances (Di) using monthly precipitation and reference evapotranspiration values. Monthly Di 
are later aggregated at different time scales and transformed to normal standardized units using 
a 3-parameter log-logistic distribution. 
Standardized Precipitation Drought Index (SPDI) 
The standardized precipitation drought index (SPDI) presented by Ma et al. (2014), combines PDSI 
and SPEI schemes. The SPDI accumulates at various time scales internal water balance anomalies 
calculated in the PDSI scheme, which are transformed into standardized units fitting a standard 
normal distribution.  
Hereafter, we used the terminology multi-scalar to designate those indices that can be calculated 
at different time scales - SPEI, SPI, and SPDI – and uni-scalar to the PDSIs.  
2.2.3. Statistical analysis 
Considering the whole series of streamflow, that is not differentiating between high and low flows 
periods, we first examined the link between the SSI and the different climatic drought indices and 
determined which index or indices resulted the most suitable for monitoring streamflow drought 
conditions. This relationship between the climatic drought indices -summary of the climatic 
conditions-, and the standardized streamflow represented by the SSI was conducted calculating 
Pearson’s correlation coefficients. As multi-scalar drought indices were calculated at scales from 
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1- to 48-months, a total of 576 series (12 months x 48 time-scales) of correlations were obtained 
for each basins in the case of SSI and multi-scalar indices and 12 series for the SSI and uni-scalar 
indices.  
The time-scale (in the case of multi-scalar indices) at which the strongest correlation occurs 
between climatic drought indices and SSI is a priori unknown. For this reason, we calculated the 
correlations at time-scales between 1- and 48-months and for the different monthly series, 
retaining the maximum r value in each basin independently on the time-scale or month in which 
it is recorded (only significant correlations p < 0.05 were account). A t-test was conducted to 
investigate possible significant differences or similarities in the correlation coefficients obtained 
between the SSI and the different climatic drought indices. Once the index with best response to 
streamflow was determined, we aimed to explain the relationship between the maximum 
correlations and the climatological characteristics in order to find similarities, or not, in the 
response to drought of the selected basins with different averaged climatic conditions. At the 
same time, we extracted the percentage of surface in each basin corresponding to the three basic 
lithological categories (clay, chalk and siliceous soils) and vegetation cover (irrigated and rain-fed 
croplands, meadows and shrubs, conifers and deciduous forests). 
3. Results 
3.1. Relationship between climatic drought indices and the standardized 
streamflow index 
The magnitude of the Pearson’s correlation coefficients between the seven climate drought 
indices and the SSI revealed, in general, that strong and significant relationship exist among the 
SSI and the climate drought indices in the majority of basins (Figure 2). However, substantial 
differences were glimpsed between indices. Independently on the month of the year and the 
drought time-scale, higher correlation coefficients were found considering the different multi-
scalar indices (SPI, SPEI and SPDI), with average correlation higher than 0.8 in all of the cases, 
while correlations tended to be lower with the Palmer indices. The PHDI resulted the drought 
index with the weakest relation with SSI (r = 0.52). The PDSI and the PMDI showed higher median 
correlation values (r = 0.57 and r = 0.58 respectively) and almost all the basins recorded significant 
correlations. Among the Palmer indices, the Z-index showed the strongest correlation with the 
standardized streamflow, this index was among PDSIs the one that performed very similar to the 
multi-scalar. The median correlation value was high (r = 0.78) but also presented higher dispersion 
between basins and recorded non-significant correlations. On the other hand, the SPEI, the SPI 
and the SPDI reached the highest median correlations (SPEI r = 0.86, SPI r = 0.85, SPDI r = 0.86) 
with little differences among them. Multi-scalar drought indices tended to perform better than 
the PDSIs, being able to monitor streamflow droughts more effectively. 
 
The spatial distribution of the maximum correlations between the SSI and the different climate 
indices is illustrated in Figure 3. In the case of the PDSI, the PHDI and the PMDI low to medium 
correlations values (r = 0.4 - 0.6) were found in almost all the territory. The PHDI showed high 
correlations (r ≥ 0.8) in the headwater basins located in the Segura, Guadiana and Ebro major 
basins, these values were recorded by the PDSI and the PMDI in the same basins and a few others 
located in the Guadalquivir, Tajo, Duero, Minho and Jucar major basins. The pattern showed by 
the Z-index varied significantly respecting the other PDSIs. Medium to high (r = 0.5 – 0.8) 
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correlations predominated in almost all the basins. Exceptionally, low correlations were 
registered in the basins of the Segura river, as well as in southwestern regions of Ebro river basin 
and basins located in northern Spain. High correlations between the multi-scalar drought indices 
and the SSI with the strongest correlations coefficients (average r ≥ 0.8) were found equally 
distributed in the territory. On the contrary, lower correlations (average r = 0.5 – 0.6) were 
observed, once again, in the basins of the Segura river and northern of the internal basins of 
Catalonia.  
 
The monthly correlations between the SSI and the seven drought indices are showed in the Figure 
4. In general, higher correlations were observed from February to May, especially in the multi-
scalar indices (average r ≥ 0.8) and the Z-index (average r > 0.6), but they are also in general high 
from May to September. The magnitude of the correlations considering the PDSI, the PHDI and 
the PMDI tended to be low and under significance level in February and March, while the months 
with lower correlations for the multi-scalar indices and the Z-index were November and 
December with average correlations below 0.6 and 0.4 respectively. The three multi-scalar 
drought indices showed little differences in the magnitude of their correlations.  
 
Figure 5 shows the similar magnitudes in the maximum correlations found between the multi-
scalar drought indices and the standardized streamflow. Little differences have been observed 
between the SPEI, the SPI and the SPDI, the level of agreement between pairs of indices is quite 
notable: the SPEI/SPDI or the SPEI/SPI were r = 0.98, while the SPDI/SPI was r = 0.97. Comparing 
the magnitudes of these multi-scalar drought indices with the Z-index, we noticed that the 
agreement was weaker. 
Among the analysed climatic drought indices correlated with the SSI, the multi-scalar drought 
indices were those that recorded the maximum number of basins where highest correlations 
were found (Figure 6). Some of the basins, mainly located in the eastern of major river basins, 
showed stronger agreement with one of the PDSIs, but that percentage ranked for the 12.24% of 
basins, being the Z-index the most representative (8.30%) and the PDMI the last (0.44%). The 
SPDI pointed out as the index in which the greatest percentage of basins found the best 
agreement (41.92%) followed by the SPEI (25.33%) and the SPI (20.52%). Nevertheless, there are 
not significant differences among the different multi-scalar indices. The results of the t-test 
performed with the complete correlation matrices (i.e. considering the 48 time steps and months 
of the year) showed that in less than the 15% of the basins there were significant differences 
between the correlations recorded between the SPEI and the SPDI, and less than the 30% 
between the SPEI/SPI and the SPDI/SPI. Next section uses the results based on the SPDI that 
shows in general a bit higher correlations.  
3.2. Seasonal response of the SSI to the different climatic drought indices 
Figure 7 displays the spatial distribution of the monthly maximum correlations recorded between 
the SPDI and the SSI irrespective on the time-scale. In general, high correlations were recorded 
in most of stations but during summer months, the weakest correlations were observed. Similar 
spatial patterns and magnitude of correlations were found with the SPI and the SPEI results 
(Supplementary Figure 1 and Supplementary Figure 2).  
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Table 1 summarized the percentage of basins with the highest correlations between the three 
climate drought indices and the SSI as a function of the drought time scale at which this 
correlation is found. More than the 62% of basins presented strongest correlations at short time-
scales. The 11% of basins correlated more at 1-month, the 14.83% did it at 3-month while more 
than the 37% found the best agreement with climatic conditions at the 2-month scale. 
Maximum monthly correlations between the SPDI and the SSI tended to correspond to short 
time-scales (1 to-3 months) in more than the 80% of the analysed basins (Figure 8). This 
percentage varied depending on the observed month. For example, in June approximately the 
35% of the basins found the highest correlations at medium to longer time-scales (ranging 
between 7 and >25 months). It is noteworthy that the majority of the basins, mainly located in 
Iberian (northeast) and Central System, and Cantabrian range (north) showed, systematically, a 
stronger dependency to long time-scales (> 10 months). Results for the SPEI/SSI and SPI/SSI 
(Supplementary Figure 3 and Supplementary Figure 4). Overall, the differences in the times of 
response of streamflow droughts to climatic drought suggest the complexity associated to the 
different mechanisms that determine this link in river basins. 
3.3. Physiographical and climatological characteristics 
In supplementary figures 5-9 we summarized the temporal relationship between the maximum 
correlations found between the SSI and the SPDI, and the climatic variables. Regarding 
precipitation (Supplementary figure 5), during autumn and winter months a more disperse 
pattern than the rest of the months, in the magnitude of correlations was observed. Strong values 
were recorded in basins either with low or high averaged precipitations. Similarly, maximum and 
minimum temperatures (Supplementary figures 6 and 7), atmospheric evaporative demand 
(Supplementary figure 8) and average streamflow (Supplementary figure 9) showed a similar 
response to climatic drought independently on the average climatic conditions and month at 
which the maximum correlation is found in the basins.   
Physiographical characteristics displayed in Figure 9 showed that the average water holding 
capacity (whc) in most of the basins is estimated in the range of 45-55 mm (Figure 9a). Spatial 
differences demonstrated that some basins present higher rates of whc, mostly corresponding to 
those basins that recorded the maximum correlations between the SSI and the climatic drought 
indices at longer time-scales. These basins also matched with those characterized by high 
percentages of chalky soils (Figure 9b) mostly located in the north and east of Spain 
(corresponding with calcareous mountain streams). Probably, chalk aquifers associated to these 
basins are the responsible to low infiltration dynamics that determine the slow response to 
drought observed in previous results. Clay soils mainly dominate in basins from the north and 
northeastern Spain although in the south, also most of the basins from Andalusia Mediterranean 
basins showed a high percentage of clays (Figure 9c). These basins also presented high to medium 
rates of whc due to the high retention capacity of these type of permeable soils, tended to 
response also at medium to longer time-scales. Lastly, most of the basins with major percentage 
of siliceous soils are located in humid regions of Spain (northwest and central of Spain) and in 
some tributaries of Guadalquivir river with headwaters located in Sierra Morena) (Figure 9d). 
Basins from central Spain and Sierra Morena showed the lowest rates of whc but in contrast, the 




In this study we have performed a dual analysis. On one hand, we provided a comprehensive view 
of the performance of seven climatic drought indices and their efficacy to detect streamflow 
response in 226 unregulated basins in peninsular Spain for the period 1962-2013. On the other 
hand, we tried to identify spatial patterns in the response of streamflow to climatic drought 
indices. To this end, we regarded the association of the SPEI, the SPI, the SPDI and the PDSIs with 
the standardized streamflow (SSI) by calculating Pearson's correlation coefficients. A comparison 
between the seven drought indices results revealed that the magnitude of the correlation 
coefficients vary significantly among type of indices. Aware of the shortcomings associated to the 
PDSIs (Vicente-Serrano et al., 2011), authors noticed that the median magnitude of the maximum 
correlations achieved by any of the PDSIs was relatively higher than what it was expected. More 
specifically, the Z-index showed to be more sensitive in reflecting the manifestation of streamflow 
droughts compared to the rest of the PDSIs. In Iberian Peninsula little references to previous 
studies performing any of the PDSIs for hydro-climatological purposes were found (Ortega-
Gómez et al., 2018; Vicente-Serrano et al., 2012; Von Gunten et al., 2016). In the context of 
Mediterranean region, Vasiliades and Loukas, (2009) conducted a similar investigation in a basin 
located in Thessaly (Greece) where they correlated simulated streamflow values with three 
Palmer drought indices and a modification of the PDSI. The observed correlations ranged 
between 0.69 and 0.74 in the case of the Z-index, 0.78 and 0.80 for the PDSI and 0.69 and 0.71 
for the PHDI. These magnitudes are in line with the ones observed in our study. Even the PHDI, 
was also found by these authors as the Palmer family index which exhibited the lowest maximum 
correlations. Contrary to their results that set up the maximum correlations of the PDSIs analysed 
in December and January, we found May as the month in which any of the four PDSIs registered 
the highest median maximum correlations. We interpret these high correlations in May as a 
consequence of the soil moisture conditions of the preceding months, usually corresponding with 
the rainy season over a large part of the region. The PDSI drought detection ability relates with 
annual time-scales while the Z-index, as a soil moisture-drought index, is more sensitive to water 
deficiencies at shorter time-scales (Wang et al., 2015). At this respect and as we will tackle later, 
the Z-index was found the fourth best-correlated drought index here assessed, displaying a similar 
performance to the multi-scalar drought indices and depicting an outperformance in comparison  
with the other PDSIs. Similarly to our observations, Vicente-Serrano et al. (2012) observed by over 
different river basins at global scale higher magnitudes in the correlations between the Z-index 
and standardized streamflow than with any other PDSIs. However, contrary to our results 
concerning the PDSIs performance, Haslinger et al. (2014) observed in their study conducted in 
Austria a stronger relationship between the self-calibrated version of the PDSI and streamflow 
than the Z-index, attributing this to the weaker performance of the latter in low flow scenarios. 
Here we considered the whole period, not distinguishing between low and high flow periods, for 
this reason we found our results consistent, as we support the initial hypothesis on the response 
of undisturbed basins to droughts at short time-scales. 
Yet, our results demonstrated that the multi-scalar drought indices, calculated at different time-
scales (the SPEI, the SPI, the SPDI), presented a superior capability to capture the hydro-
climatological associations in comparison to the uni-scalar drought indices (PDSIs). The flexibility 
and comparability over time and space, independently on the climatological or environmental 
characteristics these indices provide, is the main reason for their primacy (Liu et al., 2019; 
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Vicente-Serrano et al., 2011). The median magnitude of the correlations recorded with the SSI 
showed a high agreement during all months of the year, especially from February to May (r ~ 
0.85). The months of November and December were an exception as the averaged correlations 
were generally lower in all the indices (r ~ 0.55). This is in consistency with previous comparative 
studies in different regions where multi-scalar drought indices demonstrated a great efficacy on 
hydrological drought characterization (Dogan et al., 2012; Lorenzo-Lacruz et al., 2013; Peña-
Gallardo et al., 2019; Wang et al., 2015; Zhai et al., 2010).  Comparing to prior studies, it was 
observed that the magnitude of the correlations between the climatic drought indices and the 
streamflow vary significantly depending on the degree of the anthropogenic impact on river 
basins. For example, in the analysis conducted by López-Moreno et al. (2013), Lorenzo-Lacruz et 
al. (2013b) and Zhai et al. (2010) in highly regulated river basins , the association between climatic 
droughts and streamflow was lower than the observed under near-natural conditions. In these 
cases, the response of streamflow to drought is not limited to natural mechanisms but to 
disruptive factors which may mitigate or sharpen the effects of climatic droughts on streamflow 
(Rangecroft et al., 2018; Tijdeman et al., 2018).  
 
Precipitation proved to be the major limiting factor that would cause effect on streamflow over 
the influence role that AED would have. Yang et al. (2018) recently demonstrated the major 
sensitivity of surface runoff to changes in potential evapotranspiration in comparison to changes 
in precipitation over past observation and projections for the 21st century globally. However little 
seasonal variations in the performance of the SPI in comparison to the SPEI/SPDI demonstrated 
a slightly diminish in the magnitude of the correlations recorded by the SPI and the SSI in August.. 
At this respect, in Iberian Peninsula this task has been already assessed by Vicente-Serrano et al. 
(2014) under unregulated conditions. These authors found a greater response of the SPEI to the 
SSI during summer months due to the increase of the AED even when precipitation variability was 
the main responsible of streamflow’s sensitivity to humid/dry conditions. In a comparable setup, 
the differences in the relationship observed in our study, during summer months among these 
two indices and the SSI were insignificant.  
 
Overall, we did not find significant general differences among the three multi-scalar drought 
indices, and the seasonal variations were minor. The median maximum correlation coefficient for 
the SPI was r = 0.84 while for the SPEI and the SPDI was r = 0.85. Although the SPDI was found the 
most correlated index in a greater percentage of basins, the differences in the magnitudes of 
these correlations are negligible. Consequently, we consider correct the applicability of any of 
them for analysis of the impact of drought on the streamflow response.  
 
The results also reflected the existence of different times of response of streamflow to climatic 
drought in peninsular Spain. Thus, we observed that strongest correlations were recorded at 
short time-scales in a major percentage of basins, especially on a 2-month time-scale with 
maxima reaching in November, April and July. In line with our results, Vicente-Serrano and López-
Moreno, (2005) also found in a closed and unregulated basin located in the central Spanish 
Pyrenees high correlations in the month of November at short time-scales (1 to-2-month). In 
contrast, studies performed in regulated river basins found that streamflow drought and climatic 
droughts were more related at longer time-scales (López-Moreno et al., 2013; Lorenzo-Lacruz et 
al., 2010, 2013b), mostly due to the multiple practices associated to the regulation of water 
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resources. In keeping with this latter idea, we found out some exceptions indicating a complex 
heterogeneity response in typically headwater basins not regulated, as already has been reported 
by Peña-Gallardo et al. (2019) in 289 undisturbed basins in the U.S. and Barker et al. (2016) in 121 
near-natural basins in the UK. Thus, no dissimilarities in the climatic conditions from the 226 
basins analysed were observed when comparing with the maximum correlations achieved 
between the SSI and the climatic drought indices. However, when we attended to the 
physiographical characteristics of the surface occupied by the basins, we noticed that mostly 
lithological characteristics in conjunction with the water holding capacity helped to understand 
the differences observed on the timings of response to drought conditions on streams from 
basins located in diverse regions of Spain. These results emphasized the basic assumption that 
many non-climatic local factors also influence the link between climate and streamflow even 
under unregulated regimens (Van Loon and Laaha, 2015). At this respect, physiographic 
characteristics were decisive to explain the behavior of these basins. Thus, these basins previously 
mentioned where located in the main chalky regions. This lithology is characterized by its 
permeability and high transmissivity and it is associated to chalk aquifers that operate as a 
reservoir in these regimens thanks to the aquifer recharge any time a precipitation deficit occurs. 
Our findings were supported by  Lorenzo-Lacruz et al. (2013a) who showed similar results to ours 
in a selection of 58 unregulated basins in Iberian Peninsula (specifically most of these basins are 
located in Iberian System). At the same time, the elevation, the vegetation cover and the land-
use are influential factors that influence the hydrological cycle processes making a substantial 
difference in the response of basins with diverse characteristics to drought.  
5. Conclusions. 
 
 Strong correlations were found between the seven drought indices here assessed and 
the standardized streamflow. Multi-scalar drought indices excelled as the most suitable 
tools for hydrological drought purposes. Not having found significant differences in the 
performance of the SPEI, the SPI or the SPDI, authors suggest the interchangeably use of 
any of them.  
 There is a seasonal component in the response of streamflow to climate that determine 
the propagation from climatic drought to hydrological drought. 
 Undisturbed river basins in peninsular Spain mainly respond to short time-scales, 
emphasizing the role of precipitation as the major climatic driver in streamflow droughts. 
 In line with the latter point, there is a complexity associated to the propagation of climatic 
drought to streamflow under near-natural conditions. We identified a wide range of 
temporal responses in peninsular Spain river basins related to local non-climatic 
characteristics such physiography and vegetation cover. 
Authors are aware of the limitations involved in this kind of general analysis and are 
encouraged to work on further analysis necessary to fully understand the influence of the 
non-climatic mechanisms controlling the delayed response of streamflow to climatic drought 
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Table 1. Percentage of basins per index and time-scale at which the maximum correlations were 
found. Notice that long time-scales from 13 to 48-month where summarized in two groups (13-
24 and >24-month) due the low percentages recorded individually. 
 
  
1 2 3 4 5 6 7 8 9 10 11 12 13-24 > 24 
SPI 7.93 33.04 14.54 7.93 8.37 3.08 4.41 3.52 0.44 1.32 1.32 1.76 4.41 7.93 
SPDI 14.98 42.29 14.10 5.73 3.52 3.08 0.88 1.32 0.88 1.32 0.88 0.88 2.64 7.49 
SPEI 10.13 36.12 15.86 8.37 6.61 3.52 0.88 2.20 0.88 1.32 0.44 0.44 4.41 8.81 












































Figure 1. Location of the available (black dots) and selected (yellow dots) streamflow gauging 
stations.  
 
Figure 2. Box plots showing the strongest correlation coefficients found between climatic drought 
indices and the SSI for the 226 natural basins considered in this study. The solid black line shows 






Figure 3. Spatial distribution of the highest correlation coefficients between the climatic drought indices and the SSI independently of the month of the 




Figure 4. Boxplots showing the monthly Pearson correlation coefficients obtained between series of the SSI and the seven drought indices. The dashed 





Figure 5. Maximum correlation scatterplots of index pairs (SPEI, SPI, SPDI and Z-index). Each point corresponds to the highest Pearson’s correlation 




Figure 6. Spatial distribution of the drought indices having the strongest correlations with the 












Figure 9. Water holding capacity (a) and percentage of surface characterized by the dominant lithology (b, c, d) of the analysed basins. 
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6. General discussion  
 
This thesis has provided a comprehensive analysis on the evaluation of different drought 
indices on multiple systems and, at the same time, has assessed the spatio-temporal response of 
agriculture, forests and streamflow to drought conditions in two heterogeneous regions, the 
United States and Spain. The relevance of the results obtained from the different studies 
conducted aims (i) to improving the knowledge about the correct and effective monitoring and 
quantification of a complex climatic hazard as is the drought, and (ii) to the creation of climatic 
services that allow an appropriate risk management.  
 
6.1. Evaluation of the adequacy of drought indices  
 
In four of the researches conducted, the appropriateness of different climatic drought 
indices for monitoring purposes on different systems and their efficacy to detect the response of 
these systems to drought conditions were assessed. The drought indices selected are worldwide 
used, and have been widely covered in the scientific literature and used on operational drought 
monitoring. For the systems analysed in this thesis similar results were observed regarding the 
association between the two groups of indices (multi-scalars and uni-scalars) and the different 
agricultural, hydrological and environmental variables. A stronger response of the variability of 
crop yields, tree growth metrics and streamflow to drought was noticed in the multi-scalar 
drought indices than in the uni-scalars. As observed from the magnitude of obtained correlations, 
this varies significantly among type of indices.  
The assessment of the performance of the PDSIs showed in general low correlations with either 
of the variables assessed, even when the self-calibrated version improved significantly the 
performance of these indices as seen in Article 1 for predicting yield loses. This result was 
supported by Mavromatis, (2007) results obtained from wheat rain-fed yields in Greece. 
Nonetheless, and despite the results of these indices in comparison to the multi-scalars, the PDSIs 
proved that correlations varied noticeably among them finding some exceptions. For example, 
the Z-index demonstrated to be more sensitive in reflecting the manifestation of impacts of 
drought on yields, streamflow and forests more efficiently than any other PDSIs, recording more 
significant and higher correlations. This index has already stated measure short-term moisture 
conditions matching the averaged temporal response of vegetation and undisturbed streamflow 
regimes to dry conditions (Lorenzo-Lacruz et al., 2013; Quiring and Papakryiakou, 2003; Vicente-
Serrano et al., 2013). Moreover, results from Unpublished Research 2 showed that the median 
magnitude of correlations achieved by the PDSIs and the streamflow was the highest among the 
systems analysed in this thesis. In fact, similar magnitudes of correlations achieved in that 
research were observed in a natural basin from Thessaly region in Greece by Vasiliades and 
Loukas, (2009), also demonstrating that among PDSIs, the PHDI resulted the worst index to assess 
drought impacts on streamflow as the analysis in undisturbed basins in Spain also showed. At this 
respect, the PHDI was the index that presented the weakest relationship to any of the variables 
analysed, followed by the PDSI and the PMDI. 
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Notwithstanding what here has said, many previous studies have applied the PDSIs with 
successful results for either monitoring or impacts-related investigation purposes and sometimes 
their findings contrasted with the results here obtained. That is the case for example of Karl, 
(1986) whose study showed that for agricultural and forest fires analysis in the US, the Z-index 
was better at recording short-term moisture variability than the PDSI. Similar conclusions were 
obtained in Canadian prairies by Quiring and Papakryiakou, (2003) and in the Czech Republic by 
Hlavinka et al. (2009). For their part, Bhuyan et al. (2017) conducting a similar analysis to this over 
nine tree species in Europe, compared the SPEI, the SPI and the PDSIs finding similar agreement 
with the PDSIs and the multi-scalar indices at long time-scales superior to 12 months.  
Yet, the PDSIs lack of the flexibility to identify the impact of drought at different time-scales. As 
the studies here conducted demonstrate, and many other previous studies support, differences 
on the temporal response in agriculture, vegetation and hydrology to water deficit hidden the 
complexity and hence the need of using drought indices that allow connecting past weather 
characteristics to present conditions in regions with complex climate conditions (García-León et 
al., 2019; Vicente-Serrano et al., 2011). Thus, in agreement with this, comparative studies in 
various regions as the conducted by McEvoy et al. (2012), Wang et al. (2014) or Tian et al. (2018) 
highlighted the superior performance of the multi-scalar drought indices for monitoring drought 
impacts on agricultural lands. Vicente-Serrano et al. (2012) on tree growth showed same results 
at global scale, and similarly Liu et al. (2019), Lorenzo-Lacruz et al. (2013) or Dogan et al. (2012) 
did it on river basins. 
The similar magnitudes of correlations observed between the drought multi-scalar indices and 
the different variables proved the analogous ability to characterize the impact of drought. At this 
respect, Labudová et al. (2016) found similar performance of the SPEI (calculated using both 
precipitation and atmospheric evaporative demand) and the SPI (based only on precipitation 
data) for assessing the impact of drought on crop production in the Danubian Lowland and the 
East Slovakian Lowland. However, slight differences in the magnitude of correlations observed 
between the SPI and the SPEI and the variables representative of the three systems here analysed 
suggested the relevance of the AED in drought index calculation. Thus, observed the general 
higher correlations achieved by the SPEI in comparison to the SPI it is important consider the 
sensitivity that crops, streamflow and forests present to variations in the AED. Regarding to this, 
previous studies have also noticed the effects of AED on the response of different systems to 
drought. In relation to this finding, Lobell and Field, (2007) demonstrated the risk on crop yields 
associated to a global increase of maximum temperatures. Bachmair et al. (2018) found same 
differences between the SPEI and the SPI associated to the role of temperature on the response 
of forest in southern Europe. Even when AED also affects streamflow drought severity, it was less 
evident to appreciate this on natural basins according to the results obtained from this analysis. 
Thus, differences not as evident as detected by the other analysed variables were found between 
the SSI/SPI and the SSI/SPEI relationship in the undisturbed basins selected. In consonance to this 
are the results presented by Vicente-Serrano et al. (2014) which noticed that the role of the AED 
was major in those basins with any type of anthropogenic intervention than in those less 
regulated. In the hydrological analysis a close relationship between climate and natural 
streamflow was observed proving precipitation is more decisive in streamflow drought 
development, as already suggested at the global scale under current and future scenarios (Yang 
et al., 2018).  
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Overall, the performance of the SPEI, the SPI and the SPDI was superior to the PDSIs. 
Independently on the type of crop, tree species, river basin and the temporal scale considered, 
results relative to the performance of drought indices demonstrated that drought indices 
calculated at different time scales (the SPEI, the SPI, and the SPDI) have a superior capacity to 
reflect the impacts of drought. 
 
6.2. Drought impact on rain-fed crop yields, temporal and 
spatial characteristics 
 
The global response of crops to drought has strong seasonal character and it is highly 
reliant on the time-scale of the drought index used to quantify drought severity. Besides, more 
of the characteristics that represent the response of yields to drought are very dependent on the 
different levels of resistance that crop types present to water scarcity conditions (Contreras and 
Hunink, 2015; Vicente-Serrano et al., 2013). While previous studies also showed that impacts 
varies depending on the time-scale (Wang et al., 2016; Zipper et al., 2016), here it was 
demonstrated that moisture conditions at short time-scales enhance or constrain the growth of 
cereal cultivations as barley, corn, soybeans, cotton and wheat.  
Nonetheless, there are considerable differences in the month in which yields are mostly 
controlled by drought conditions. In general, moisture conditions during summer months were 
determinant for barley, corn, cotton and soybeans yields. In the US, barley yields presented the 
most homogeneous pattern of response to SPEI time-scales correlating mostly at 3-month in July. 
Main response of corn yields to the SPEI timescales in wide regions of central US was recorded in 
August at 3-month time-scale, while in the case of soybeans dominant patterns showed a high 
response to drought in September at 4-month time-scale. For its part, winter wheat responded 
to limited water availability during spring months at medium and long time-scales. In Spain barley 
and wheat yields mostly responded at short time-scales although, the most sensitive response 
was found in spring at medium time-scales.  
At this respect, previous studies demonstrated that vegetation conditions tends to be affected 
first by changes in soil moisture content (Capa-Morocho et al., 2016; García-León et al., 2019; 
Moorhead et al., 2015), fact that could explain the general response of crops to short time-scales. 
In line with the results here discussed, Zipper et al. (2016) evaluated the impact of drought on 
corn and soybeans in the US finding that corn was more sensitivity to drought occurring during 
July at a 1-month time-scale, while soybeans were more sensitive to droughts occurring in August 
at a 2-month timescale. For their part, Moorhead et al. (2015) also found negative impacts caused 
by drought conditions in July on cereal crops.  
Ultimately, the seasonality observed in the crop response to drought is related to the phenology. 
As many previous studies suggested before, the response of crops to drought is major during the 
most sensitive phenological states to soil water availability (Chaves et al., 2003; Poulter et al., 
2013; Zipper et al., 2016). Winter corresponds to the first growth stages of plants, and summer 
with the heading and reproductive stages. Moisture conditions during winter determine the 
correct development of crops (Çakir, 2004), thus sensitive response to medium time-scales during 
summer months observed in some crops (e.g. corn recording maximum correlations at silking and 
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reproductive phenological stages) was related to the phenological response to moisture or 
dryness conditions during winter months. Nonetheless, not always the temporal pattern of 
response is the same. Winter wheat in the US showed a strong relationship with drought from 
medium to long time-scales (in contrast to wheat yields in Spain that mostly correlated with 
drought indices at short and medium time-scales). Due to the different time of cultivation, winter 
wheat planted in September and October is mostly active during cold season, moment when the 
moisture recharge occurs and more sensitive to water shortages is (Tian et al., 2018; Wang et al., 
2016). 
In addition, physiological characteristics determine the resilience of the crops to cope with 
drought conditions even during the sensitive stages of growth. That was evident on the 
differences found in the magnitude of correlations in Spanish crops, as wheat demonstrated to 
correlate better with drought indices than barley. In this case, barley is a less dependent on water 
availability to complete successfully the germination and grain filling stage thanks to its own 
physiological mechanisms to grow under adverse moisture conditions (Mamnouie et al., 2006). 
Noticeable differences among crop types demonstrated that in some areas responses to medium 
and long time-scales are more common.   
Besides the logical explanation that phenology provides to the rapid response to moisture 
conditions in the majority of crops, differences in temporal response to drought not related to 
cultivation periods observed in areas of the US (e.g. northcentral located counties in the US for 
corn yields) highlighted the relevance of environmental conditions in crop growth, particularly 
climate characteristic (Pasho et al., 2011; Vicente-Serrano et al., 2013). Regional further 
explanations on how climate predetermine the impact of drought on crop yields are detailed in 
discussion section from Article 1, Article 2 and Unpublished Research 1. Overall, the varying 
responses of crops to drought indices time-scales are mainly explained, on one hand by the 
resilience of plants to develop strategies to deal with soil moisture depletion and on the other 
hand by the resistance of the different types of crops during the different vegetative stages of 
growth. 
 
6.3. The sensitivity of forest growth to water shortage 
 
In line with the above mentioned, negative environmental and climatic conditions cause 
changes in vegetation, especially drought that impacts on ecosystems degrading vegetation 
activity (Granda et al., 2013). From the study conducted in Article  3 it was shown that TRWi was 
more responsive to drought severity than the photosynthetic biomass defined by the NDVI 
metrics. Primarily, this is because water availability constrains the leaf and wood formation, but 
also due to the limitations of satellite measurements. Sometimes, remote sensing derived 
information provides distorted signal either because of the spatial resolution or the influence of 
nearby vegetation (Gazol et al., 2018b). Nonetheless, the major sensitivity of secondary growth 
in comparison to the photosynthetic activity is not solely explained by technical limitations. 
Previous scientific researches (Aaltonen et al., 2016; Mcdowell et al., 2008) noticed the role of 
regulated mechanisms of trees to deal with water stress. Thus, unchanged photosynthetic rates 
but diminishing in the growth under drought conditions is explained by these mechanisms, 
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however, after long periods of dehydration cannot avoid from drought-induced tree mortality 
(Martínez-Vilalta and Lloret, 2016; McDowell et al., 2013; Sangüesa-Barreda et al., 2015). 
Findings from forest sensitivity to drought showed clear variations among species and climatic 
regions. As already noticed with crop types, different resilience methods determine different 
manners species can handle extreme climatic conditions. Thus, under humid conditions, the 
response of trees to drought (e.g. hardwood species from northern Spain) to drought was weaker 
than the response from trees growing under Mediterranean climate conditions (e.g. Quercus 
species). Nonetheless, it was observed that temporal response to drought was highly dependent 
on the adaptive mechanisms of the different species. Therefore, results demonstrated that 
deciduous species, characteristics of humid regions, were more sensitive to drought at short to 
medium time-scales, while most of the evergreen coniferous trees characteristics from 
Mediterranean regions responded to much longer time-scales. This aspect was also stressed by 
other studies similar to the one here conducted (Gazol et al., 2018b; Quiring and Ganesh, 2010; 
Rimkus et al., 2017), agreeing all authors with the superior capacity of species from dry regions 
to recovery from recurrent limited soil water situations in comparison to  species accustomed to 
humid conditions. These species are more vulnerable to extreme and prolonged drought 
episodes, due to the lack of resilience mechanisms to buffer the impacts caused by severe water 
shortage.  
Seasonal variations also predetermined the response of tree species to drought in Spain. In 
general, secondary growth was especially sensitive to humid conditions during summer months 
and is probably explained by specific phenological behaviours of each species (Camarero et al., 
2010). Photosynthetic activity was affected by drought conditions occurring during April and May. 
The lagged impact of drought is the result of the cycle of tree decay that starts with a reduction 
of photosynthesis, carbon uptake and ultimately wood formation (Noormets et al., 2008). 
 
6.4. Streamflow response to drought under near-natural 
conditions 
 
Streamflow from undisturbed catchments were found strongly correlated with climatic 
drought indices.  Average correlations in US and Spain basins were around r ~ 0.8, much higher 
than the correlations observed in previous studies conducted in regulated basins (López-Moreno 
et al., 2013; Lorenzo-Lacruz et al., 2013; Vicente-Serrano et al., 2017a). Thus, comparing to the 
magnitude of the correlations between anthropogenic influenced basins and climatic drought, it 
is more evident the closer influence of climatic conditions on streamflow under natural 
conditions.  This is because regulated basins are controlled by non-climatic factors that disrupt 
the natural change of streamflow regimens to climatic conditions (Tijdeman et al., 2018). These 
disruptions can be produced either by water storage capacity (Lorenzo-Lacruz et al., 2013) or 
regulated interventions (Rangecroft et al., 2018). 
An important finding was that the SSI variability in most of the analysed basins from the US and 
Spain was mainly controlled by droughts at short time-scales. In general, results shown that 
strongest correlations were found at time-scales between 1 to 4-month, suggesting that under 
natural conditions, streamflow responds rapidly to climatic variations. Particularly, in Spanish 
basins a major percentage of cases found maximum correlations at 2-month drought time-scales 
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in the months of November, April and July. In consistency with this, Vicente-Serrano and López-
Moreno (2005) also found similar results in an undisturbed basin in the central Spanish Pyrenees. 
Nonetheless, in contrast to this pattern of temporal response, other studies conducted in 
disturbed basins proved that hydrological droughts were mostly linked to climatic droughts at 
longer time-scales (Huang et al., 2017; Lorenzo-Lacruz et al., 2013; Lorenzo-Lacruz et al., 2010). 
However, this was expected since these type of catchments are characterized for regulation 
practices and human influences that can mitigate or reinforce the effect of climate on water 
resources. Sometimes, non-natural influences act to cushion the effects of droughts by increasing 
catchment storage and hence modulating the streamflow downstream (López-Moreno et al., 
2009; Lorenzo-Lacruz et al., 2010). 
Even though regulated basins are characterized by complex response patterns to drought, results 
from undisturbed basins also showed a wide heterogeneity in the response to dry events. Thus 
in the US some exceptions to the common response of natural basins at short time-scales were 
found in basins located in the Rocky Mountains. These basins showed very low correlations 
between the SPEI and the SSI during summer and winter months at short time-scales, in contrast 
were more sensitive to SPEI long time-scales during spring and autumn. In Spain also some 
exceptions were found as many basins located in Iberian System, head of Ebro river major basin 
and some other scattered basins located in south, southeast and north of peninsular Spain,  
responded to climate variability at very long time-scales. On one hand, the US case was easily 
attributed to local characteristics common from mountainous basins. In these basins streamflow 
are more influenced by snow accumulation during cold season and melting from spring on, than 
by precipitation interannual variability. Similarly, Haslinger et al. (2014) and Rimkus et al. (2013) 
noticed that basins controlled by snow processes responded at longer term to drought 
conditions. On the other hand, the factor that explained the Spanish basins responding to long 
time-scales and not being conditioned by snow regulation resulted to be the lithology. 
Emphasizing the statement of the role that non-climatic local factors have in the link between 
meteorological droughts and hydrological drought under natural conditions, physiographical 
characteristics determined the temporal response of these basins to drought (Van Loon and 
Laaha, 2015). Chalk catchments are characterized by a high permeability and a transmissivity 
operating as natural reservoirs that delay the effects of precipitation shortages. Results found by 
Lorenzo-Lacruz et al. (2013) also showed the distinct response of catchments in Spain with 
different lithology.  
Overall, even when dominant homogeneous temporal response to drought at short time-scales 
operates in most of the analysed basins, there were also seasonal patterns and differences in the 
response of natural basins associated to catchment properties (e.g. vegetation cover, land-use, 







7. Conclusions  
 
The conclusions of the present dissertation are articulated, on one hand in main conclusions 
obtained from the general and common objective of the different conducted analysis. On the 
other hand, specific conclusions from the specific objectives are described in base on the three 
natural systems assessed (agriculture, vegetation and hydrology). In the second part, a synthesis 
of the key points resulted from the different analysed systems is provided as follow: 
Main conclusions: 
i. Assessed the effectiveness of the seven drought indices for monitoring the effect of 
climate extreme events as droughts on agricultural yields, tree growth and 
streamflow, the called multi-scalar drought indices (the SPI, the SPEI and the SPDI) 
demonstrated a better performance than the uni-scalar drought indices (PDSIs). 
 
ii. Thanks to the ability to accumulate climatic anomalies at various time scales drought 
impacts were more precisely defined by the multi-scalar drought indices that showed 
a high capacity to identify the seasonality of drought impacts on the different natural 
systems.  
 
iii. When performing analyses under scarce climate data conditions, the multi-scalar 
drought indices result more appropriate given the fewer computational and data 
requirements (particularly the SPEI and the SPI).  
 
iv. Among the three multi-scalar drought indices, significant statistical differences were 
not found. The SPI, the SPI and the SPDI showed very similar correlations with the 
environmental variables analysed and hence any of the three indices are consider 
suitable for monitoring the impact of drought on natural systems. 
 
v. Slightly stronger correlations were recorded by the SPEI and the SPDI than the SPI.  
In line with the previous point, this conclusion highlights the major role of the 
atmospheric evaporative demand, and hence the influence of temperature variations 
in the effects of drought severity on crop yields, forest growth and in a lesser extent 
on streamflow in undisturbed basins. 
 
Specific conclusions: 
Agriculture in the US 
 
i. Different patterns of response exist among types of crops and the month of the year 
in which each crop is more sensitive to drought conditions. The spatial differences 
mainly depend on the time-scale at which drought is quantified. In general, the 





ii. Shorter time-scales (1 to 3 months) are the foremost at identifying drought impacts 
on crop yields, corresponding with the most sensitive vegetative growing periods. 
Exceptionally, some areas where winter wheat is the main crop cultivated show a 
response to medium (6 to-9 months) and long (9 to-12 months). 
 
iii. Crops growing in humid climates present a lower response to drought severity and a 
higher response to longer time-scales in comparison to those crops cultivated in 
temperate and warm climates where the sensitive response of crop yields to drought 
is more related to short time-scales. 
 
 Agriculture in peninsular Spain 
 
i. Finer spatial resolution enables to define clearer patterns that explain the crop yields 
response to drought impact. Thus, conducting analysis on the relationship between 
drought and yields using the district scale allows to better capture the climatic 
variability of regions in Spain contrary to the coarser provincial scale used in most of 
the studies conducted on the issue.  
 
ii. The relationship between drought impacts and rain-fed crops in a diverse and 
complex territory as Spain showed contrasted responses. While northern and central 
agricultural districts showed the strongest associations between drought indices and 
crop yields, southern agricultural districts presented a weaker sensitiveness to 
droughts.  
 
iii. The spatial diversity and complexity of drought over a heterogeneous territory 
underscore the necessity of an effective tool for quantifying its impact on vulnerable 
areas. 
 
iv. There were clear seasonal patterns in the response of wheat and barley yields to 
drought. Spring months were the most vulnerable for both crops showing a high 
agreement at short (1 to 3-month) and medium (4 to 6-month) time-scales. For its 
part, wetness/dryness conditions during late autumn and winter also determine the 
subsequent correct growth of crops. 
 
Vegetation activity and growth 
 
i. Tree ring width showed a better response to the SPEI and the SPI while the indicators 
derived from NDVI correlated better with the SPDI.  
 
ii. Species located in driest Mediterranean areas showed a particular higher correlation 
with the SPEI, supporting one of the main conclusions regarding the major role of the 





iii. Secondary growth (tree ring width) resulted to be more prone to be affected by 
drought conditions during summer months while annual production and greenness 
during spring months. Besides, secondary growth showed the highest response to 
drought resulting to be the most reliable indicator to study the effects of drought on 
forests. 
 
iv. In humid-temperate hardwood forests, the response of vegetation to drought is 
mostly explain by short time-scales (1 to 3-month) and in warm-dry conifer forests 
by long to medium time-scales (>4 months). 
 
Hydrology in the US 
i. In natural basins, climatic droughts are the main driver that controls the magnitude 
of hydrological droughts.  
 
ii. The standardized streamflow under natural conditions mainly respond to high 
frequency climate variability suggesting that precipitation has the greatest influence 
on streamflow drought severity as observed in the response of the SSI to the SPEI 
and the SPI. 
 
iii. The response of streamflow to drought in natural basins present a notable spatial 
heterogeneity. For example, in mountainous basins, two principal climate variables 
control hydrological droughts, precipitation variability and temperature at long-term. 
However, physiographical characteristics and vegetation cover also determine the 
different patterns of response found under natural conditions in streamflow. 
Hydrology in peninsular Spain 
i. Undisturbed headwater basins in peninsular Spain present a seasonal component in 
the response of streamflow to climate. The response to drought mostly occurs at 
short time-scales enhancing the role of precipitation as the major climatic driver in 
streamflow droughts, however some basins respond to very long time-scales. 
 
ii. There is a wide range of responses to drought in natural basins that cannot be solely 
explained by climate variability. To the contrary, local physiographical characteristics 
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Supplementary Figure 1: Boxplots showing the statistical distribution of different 
annual climate and environmental variables corresponding to the different groups of 











Supplementary Figure 2: Boxplots showing the statistical distribution of different 
seasonal climate variables and the NDVI corresponding to the different groups of 
response of the annual barley crop yields to different time-scales of the SPEI obtained 












































Supplementary statistical analysis:  
 
Post-hoc statistical tests to determine the significance of the differences between climate 
and NDVI variables among the different groups of crop-yield response to the SPEI time-





Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
(Adjusted p values reported -- single-step method) 
 




                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0    70.17      16.88   4.156  < 0.001 *** 
Comp2(-) - Comp1(-) == 0    80.75      26.27   3.074  0.02436 *   
Comp2(+) - Comp1(-) == 0   -23.75      18.43  -1.289  0.77463     
Comp3(-) - Comp1(-) == 0    16.80      28.64   0.586  0.99088     
Comp3(+) - Comp1(-) == 0   117.76      20.32   5.796  < 0.001 *** 
Comp2(-) - Comp1(+) == 0    10.58      22.51   0.470  0.99676     
Comp2(+) - Comp1(+) == 0   -93.92      12.48  -7.523  < 0.001 *** 
Comp3(-) - Comp1(+) == 0   -53.37      25.23  -2.115  0.26236     
Comp3(+) - Comp1(+) == 0    47.59      15.13   3.144  0.01965 *   
Comp2(+) - Comp2(-) == 0  -104.50      23.69  -4.412  < 0.001 *** 
Comp3(-) - Comp2(-) == 0   -63.95      32.28  -1.981  0.33332     
Comp3(+) - Comp2(-) == 0    37.01      25.18   1.469  0.66293     
Comp3(-) - Comp2(+) == 0    40.55      26.29   1.542  0.61485     
Comp3(+) - Comp2(+) == 0   141.51      16.84   8.403  < 0.001 *** 




                         Estimate Std. Error t value Pr(>|t|)    
Comp1(+) - Comp1(-) == 0   -1.150     18.720  -0.061  1.00000    
Comp2(-) - Comp1(-) == 0    1.319     29.129   0.045  1.00000    
Comp2(+) - Comp1(-) == 0  -25.796     20.432  -1.263  0.78932    
Comp3(-) - Comp1(-) == 0  -34.371     31.758  -1.082  0.87775    
Comp3(+) - Comp1(-) == 0   46.116     22.526   2.047  0.29726    
Comp2(-) - Comp1(+) == 0    2.469     24.952   0.099  1.00000    
Comp2(+) - Comp1(+) == 0  -24.646     13.841  -1.781  0.45594    
Comp3(-) - Comp1(+) == 0  -33.221     27.977  -1.187  0.82909    
Comp3(+) - Comp1(+) == 0   47.266     16.779   2.817  0.05145 .  
Comp2(+) - Comp2(-) == 0  -27.115     26.261  -1.033  0.89767    
Comp3(-) - Comp2(-) == 0  -35.690     35.788  -0.997  0.91051    
Comp3(+) - Comp2(-) == 0   44.797     27.921   1.604  0.57317    
Comp3(-) - Comp2(+) == 0   -8.575     29.150  -0.294  0.99966    
Comp3(+) - Comp2(+) == 0   71.912     18.670   3.852  0.00168 ** 




                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0   -99.59      16.39  -6.075  < 0.001 *** 
Comp2(-) - Comp1(-) == 0   -88.27      25.51  -3.460  0.00703 **  
Comp2(+) - Comp1(-) == 0    27.21      17.89   1.521  0.62917     
Comp3(-) - Comp1(-) == 0   -31.16      27.81  -1.120  0.86121     
Comp3(+) - Comp1(-) == 0   -55.48      19.73  -2.812  0.05217 .   
Comp2(-) - Comp1(+) == 0    11.32      21.85   0.518  0.99487     
  
185 
Comp2(+) - Comp1(+) == 0   126.80      12.12  10.461  < 0.001 *** 
Comp3(-) - Comp1(+) == 0    68.43      24.50   2.793  0.05503 .   
Comp3(+) - Comp1(+) == 0    44.11      14.69   3.002  0.03050 *   
Comp2(+) - Comp2(-) == 0   115.48      23.00   5.021  < 0.001 *** 
Comp3(-) - Comp2(-) == 0    57.11      31.34   1.822  0.42932     
Comp3(+) - Comp2(-) == 0    32.79      24.45   1.341  0.74407     
Comp3(-) - Comp2(+) == 0   -58.37      25.53  -2.286  0.18671     
Comp3(+) - Comp2(+) == 0   -82.70      16.35  -5.058  < 0.001 *** 






                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0  -63.071     18.060  -3.492  0.00642 **  
Comp2(-) - Comp1(-) == 0   17.343     28.103   0.617  0.98849     
Comp2(+) - Comp1(-) == 0   10.074     19.712   0.511  0.99519     
Comp3(-) - Comp1(-) == 0   16.343     30.639   0.533  0.99413     
Comp3(+) - Comp1(-) == 0  -18.962     21.733  -0.872  0.94774     
Comp2(-) - Comp1(+) == 0   80.414     24.073   3.340  0.01071 *   
Comp2(+) - Comp1(+) == 0   73.144     13.353   5.478  < 0.001 *** 
Comp3(-) - Comp1(+) == 0   79.414     26.991   2.942  0.03619 *   
Comp3(+) - Comp1(+) == 0   44.109     16.187   2.725  0.06582 .   
Comp2(+) - Comp2(-) == 0   -7.269     25.336  -0.287  0.99970     
Comp3(-) - Comp2(-) == 0   -1.000     34.527  -0.029  1.00000     
Comp3(+) - Comp2(-) == 0  -36.304     26.937  -1.348  0.73985     
Comp3(-) - Comp2(+) == 0    6.269     28.123   0.223  0.99991     
Comp3(+) - Comp2(+) == 0  -29.035     18.012  -1.612  0.56801     




                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0   31.323     18.622   1.682   0.5210     
Comp2(-) - Comp1(-) == 0    1.583     28.977   0.055   1.0000     
Comp2(+) - Comp1(-) == 0   16.689     20.325   0.821   0.9595     
Comp3(-) - Comp1(-) == 0    6.829     31.592   0.216   0.9999     
Comp3(+) - Comp1(-) == 0  -41.768     22.408  -1.864   0.4030     
Comp2(-) - Comp1(+) == 0  -29.741     24.821  -1.198   0.8236     
Comp2(+) - Comp1(+) == 0  -14.634     13.768  -1.063   0.8857     
Comp3(-) - Comp1(+) == 0  -24.495     27.830  -0.880   0.9458     
Comp3(+) - Comp1(+) == 0  -73.091     16.691  -4.379   <0.001 *** 
Comp2(+) - Comp2(-) == 0   15.107     26.124   0.578   0.9915     
Comp3(-) - Comp2(-) == 0    5.246     35.601   0.147   1.0000     
Comp3(+) - Comp2(-) == 0  -43.350     27.775  -1.561   0.6026     
Comp3(-) - Comp2(+) == 0   -9.861     28.998  -0.340   0.9993     
Comp3(+) - Comp2(+) == 0  -58.457     18.572  -3.148   0.0196 *   
Comp3(+) - Comp3(-) == 0  -48.596     30.494  -1.594   0.5804     
 
Annual mean temperature 
 
                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0  104.841     17.209   6.092  < 0.001 *** 
Comp2(-) - Comp1(-) == 0   78.094     26.778   2.916  0.03913 *   
Comp2(+) - Comp1(-) == 0    4.179     18.783   0.222  0.99991     
Comp3(-) - Comp1(-) == 0   41.943     29.195   1.437  0.68432     
Comp3(+) - Comp1(-) == 0   74.350     20.708   3.590  0.00455 **  
Comp2(-) - Comp1(+) == 0  -26.747     22.938  -1.166  0.83971     
Comp2(+) - Comp1(+) == 0 -100.661     12.723  -7.911  < 0.001 *** 
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Comp3(-) - Comp1(+) == 0  -62.898     25.718  -2.446  0.13109     
Comp3(+) - Comp1(+) == 0  -30.491     15.424  -1.977  0.33599     
Comp2(+) - Comp2(-) == 0  -73.915     24.141  -3.062  0.02550 *   
Comp3(-) - Comp2(-) == 0  -36.151     32.899  -1.099  0.87062     
Comp3(+) - Comp2(-) == 0   -3.744     25.667  -0.146  0.99999     
Comp3(-) - Comp2(+) == 0   37.764     26.797   1.409  0.70182     
Comp3(+) - Comp2(+) == 0   70.171     17.163   4.089  < 0.001 *** 
Comp3(+) - Comp3(-) == 0   32.407     28.180   1.150  0.84742     
 
Winter mean temperature 
 
                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0  -50.725     18.473  -2.746   0.0625 .   
Comp2(-) - Comp1(-) == 0  -13.830     28.745  -0.481   0.9964     
Comp2(+) - Comp1(-) == 0   11.319     20.163   0.561   0.9925     
Comp3(-) - Comp1(-) == 0   14.471     31.340   0.462   0.9970     
Comp3(+) - Comp1(-) == 0  -30.516     22.229  -1.373   0.7246     
Comp2(-) - Comp1(+) == 0   36.895     24.623   1.498   0.6440     
Comp2(+) - Comp1(+) == 0   62.045     13.658   4.543   <0.001 *** 
Comp3(-) - Comp1(+) == 0   65.197     27.608   2.362   0.1587     
Comp3(+) - Comp1(+) == 0   20.209     16.557   1.221   0.8120     
Comp2(+) - Comp2(-) == 0   25.150     25.915   0.970   0.9196     
Comp3(-) - Comp2(-) == 0   28.302     35.316   0.801   0.9634     
Comp3(+) - Comp2(-) == 0  -16.686     27.553  -0.606   0.9894     
Comp3(-) - Comp2(+) == 0    3.152     28.766   0.110   1.0000     
Comp3(+) - Comp2(+) == 0  -41.836     18.424  -2.271   0.1932     
Comp3(+) - Comp3(-) == 0  -44.988     30.250  -1.487   0.6515     
 
Spring mean temperature 
 
                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0    91.09      18.18   5.010  < 0.001 *** 
Comp2(-) - Comp1(-) == 0    59.40      28.29   2.100  0.27013     
Comp2(+) - Comp1(-) == 0    37.72      19.84   1.901  0.38059     
Comp3(-) - Comp1(-) == 0    23.73      30.85   0.769  0.96932     
Comp3(+) - Comp1(-) == 0    87.51      21.88   4.000  < 0.001 *** 
Comp2(-) - Comp1(+) == 0   -31.69      24.23  -1.308  0.76366     
Comp2(+) - Comp1(+) == 0   -53.38      13.44  -3.970  0.00114 **  
Comp3(-) - Comp1(+) == 0   -67.37      27.17  -2.479  0.12144     
Comp3(+) - Comp1(+) == 0    -3.58      16.30  -0.220  0.99992     
Comp2(+) - Comp2(-) == 0   -21.68      25.51  -0.850  0.95309     
Comp3(-) - Comp2(-) == 0   -35.67      34.76  -1.026  0.90002     
Comp3(+) - Comp2(-) == 0    28.11      27.12   1.037  0.89610     
Comp3(-) - Comp2(+) == 0   -13.99      28.31  -0.494  0.99590     
Comp3(+) - Comp2(+) == 0    49.80      18.13   2.746  0.06242 .   
Comp3(+) - Comp3(-) == 0    63.79      29.77   2.142  0.24908     
 
Summer mean temperature 
 
                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0 -110.826     15.351  -7.219  < 0.001 *** 
Comp2(-) - Comp1(-) == 0  -85.838     23.887  -3.593  0.00454 **  
Comp2(+) - Comp1(-) == 0   35.931     16.755   2.144  0.24795     
Comp3(-) - Comp1(-) == 0  -23.886     26.043  -0.917  0.93588     
Comp3(+) - Comp1(-) == 0  -30.128     18.473  -1.631  0.55519     
Comp2(-) - Comp1(+) == 0   24.988     20.462   1.221  0.81162     
Comp2(+) - Comp1(+) == 0  146.757     11.350  12.930  < 0.001 *** 
Comp3(-) - Comp1(+) == 0   86.940     22.942   3.790  0.00221 **  
Comp3(+) - Comp1(+) == 0   80.698     13.759   5.865  < 0.001 *** 
Comp2(+) - Comp2(-) == 0  121.769     21.535   5.654  < 0.001 *** 
  
187 
Comp3(-) - Comp2(-) == 0   61.952     29.348   2.111  0.26430     
Comp3(+) - Comp2(-) == 0   55.710     22.897   2.433  0.13530     
Comp3(-) - Comp2(+) == 0  -59.817     23.905  -2.502  0.11515     
Comp3(+) - Comp2(+) == 0  -66.059     15.310  -4.315  < 0.001 *** 
Comp3(+) - Comp3(-) == 0   -6.242     25.138  -0.248  0.99985     
 
Autumn mean temperature 
 
                          Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0  107.8434    16.0900   6.703  < 0.001 *** 
Comp2(-) - Comp1(-) == 0   68.1397    25.0369   2.722  0.06647 .   
Comp2(+) - Comp1(-) == 0  -18.5099    17.5619  -1.054  0.88933     
Comp3(-) - Comp1(-) == 0   -0.1143    27.2969  -0.004  1.00000     
Comp3(+) - Comp1(-) == 0   93.2894    19.3617   4.818  < 0.001 *** 
Comp2(-) - Comp1(+) == 0  -39.7037    21.4465  -1.851  0.41075     
Comp2(+) - Comp1(+) == 0 -126.3533    11.8964 -10.621  < 0.001 *** 
Comp3(-) - Comp1(+) == 0 -107.9577    24.0463  -4.490  < 0.001 *** 
Comp3(+) - Comp1(+) == 0  -14.5539    14.4214  -1.009  0.90624     
Comp2(+) - Comp2(-) == 0  -86.6496    22.5718  -3.839  0.00186 **  
Comp3(-) - Comp2(-) == 0  -68.2540    30.7601  -2.219  0.21431     
Comp3(+) - Comp2(-) == 0   25.1498    23.9987   1.048  0.89165     
Comp3(-) - Comp2(+) == 0   18.3956    25.0551   0.734  0.97497     
Comp3(+) - Comp2(+) == 0  111.7993    16.0472   6.967  < 0.001 *** 




                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0   89.029     17.491   5.090   <0.001 *** 
Comp2(-) - Comp1(-) == 0   19.486     27.217   0.716   0.9776     
Comp2(+) - Comp1(-) == 0   -3.104     19.091  -0.163   1.0000     
Comp3(-) - Comp1(-) == 0    9.343     29.674   0.315   0.9995     
Comp3(+) - Comp1(-) == 0   68.681     21.048   3.263   0.0136 *   
Comp2(-) - Comp1(+) == 0  -69.543     23.314  -2.983   0.0321 *   
Comp2(+) - Comp1(+) == 0  -92.133     12.932  -7.124   <0.001 *** 
Comp3(-) - Comp1(+) == 0  -79.686     26.140  -3.048   0.0265 *   
Comp3(+) - Comp1(+) == 0  -20.348     15.677  -1.298   0.7693     
Comp2(+) - Comp2(-) == 0  -22.590     24.537  -0.921   0.9349     
Comp3(-) - Comp2(-) == 0  -10.143     33.439  -0.303   0.9996     
Comp3(+) - Comp2(-) == 0   49.196     26.088   1.886   0.3897     
Comp3(-) - Comp2(+) == 0   12.447     27.237   0.457   0.9972     
Comp3(+) - Comp2(+) == 0   71.785     17.444   4.115   <0.001 *** 




                         Estimate Std. Error t value Pr(>|t|) 
Comp1(+) - Comp1(-) == 0   -3.058     18.957  -0.161    1.000 
Comp2(-) - Comp1(-) == 0  -24.200     29.498  -0.820    0.960 
Comp2(+) - Comp1(-) == 0  -10.713     20.691  -0.518    0.995 
Comp3(-) - Comp1(-) == 0  -36.843     32.160  -1.146    0.849 
Comp3(+) - Comp1(-) == 0  -44.004     22.811  -1.929    0.364 
Comp2(-) - Comp1(+) == 0  -21.142     25.268  -0.837    0.956 
Comp2(+) - Comp1(+) == 0   -7.655     14.016  -0.546    0.993 
Comp3(-) - Comp1(+) == 0  -33.785     28.331  -1.193    0.827 
Comp3(+) - Comp1(+) == 0  -40.946     16.991  -2.410    0.143 
Comp2(+) - Comp2(-) == 0   13.487     26.593   0.507    0.995 
Comp3(-) - Comp2(-) == 0  -12.643     36.241  -0.349    0.999 
Comp3(+) - Comp2(-) == 0  -19.804     28.275  -0.700    0.980 
Comp3(-) - Comp2(+) == 0  -26.130     29.519  -0.885    0.945 
  
188 
Comp3(+) - Comp2(+) == 0  -33.292     18.906  -1.761    0.469 
Comp3(+) - Comp3(-) == 0   -7.161     31.042  -0.231    1.000 




                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0   -70.05      16.29  -4.299  < 0.001 *** 
Comp2(-) - Comp1(-) == 0   -13.83      25.35  -0.545  0.99348     
Comp2(+) - Comp1(-) == 0    59.20      17.78   3.329  0.01107 *   
Comp3(-) - Comp1(-) == 0    47.09      27.64   1.703  0.50679     
Comp3(+) - Comp1(-) == 0   -52.71      19.61  -2.688  0.07232 .   
Comp2(-) - Comp1(+) == 0    56.22      21.72   2.589  0.09318 .   
Comp2(+) - Comp1(+) == 0   129.25      12.05  10.729  < 0.001 *** 
Comp3(-) - Comp1(+) == 0   117.13      24.35   4.810  < 0.001 *** 
Comp3(+) - Comp1(+) == 0    17.34      14.60   1.188  0.82900     
Comp2(+) - Comp2(-) == 0    73.03      22.86   3.195  0.01703 *   
Comp3(-) - Comp2(-) == 0    60.91      31.15   1.955  0.34813     
Comp3(+) - Comp2(-) == 0   -38.88      24.30  -1.600  0.57626     
Comp3(-) - Comp2(+) == 0   -12.12      25.37  -0.478  0.99650     
Comp3(+) - Comp2(+) == 0  -111.91      16.25  -6.886  < 0.001 *** 




                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0   52.233     18.304   2.854  0.04629 *   
Comp2(-) - Comp1(-) == 0   73.319     28.482   2.574  0.09670 .   
Comp2(+) - Comp1(-) == 0   45.704     19.979   2.288  0.18605     
Comp3(-) - Comp1(-) == 0   60.057     31.053   1.934  0.36062     
Comp3(+) - Comp1(-) == 0  -28.427     22.026  -1.291  0.77339     
Comp2(-) - Comp1(+) == 0   21.086     24.398   0.864  0.94974     
Comp2(+) - Comp1(+) == 0   -6.529     13.533  -0.482  0.99633     
Comp3(-) - Comp1(+) == 0    7.825     27.355   0.286  0.99971     
Comp3(+) - Comp1(+) == 0  -80.660     16.406  -4.916  < 0.001 *** 
Comp2(+) - Comp2(-) == 0  -27.615     25.678  -1.075  0.88061     
Comp3(-) - Comp2(-) == 0  -13.262     34.993  -0.379  0.99884     
Comp3(+) - Comp2(-) == 0 -101.746     27.301  -3.727  0.00293 **  
Comp3(-) - Comp2(+) == 0   14.353     28.503   0.504  0.99552     
Comp3(+) - Comp2(+) == 0  -74.131     18.255  -4.061  < 0.001 *** 




                          Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0  -55.9744    16.5216  -3.388  0.00900 **  
Comp2(-) - Comp1(-) == 0    6.3095    25.7086   0.245  0.99986     
Comp2(+) - Comp1(-) == 0   63.0403    18.0330   3.496  0.00624 **  
Comp3(-) - Comp1(-) == 0   70.2857    28.0292   2.508  0.11380     
Comp3(+) - Comp1(-) == 0  -55.3137    19.8811  -2.782  0.05645 .   
Comp2(-) - Comp1(+) == 0   62.2840    22.0218   2.828  0.04989 *   
Comp2(+) - Comp1(+) == 0  119.0147    12.2155   9.743  < 0.001 *** 
Comp3(-) - Comp1(+) == 0  126.2601    24.6913   5.114  < 0.001 *** 
Comp3(+) - Comp1(+) == 0    0.6608    14.8083   0.045  1.00000     
Comp2(+) - Comp2(-) == 0   56.7308    23.1773   2.448  0.13103     
Comp3(-) - Comp2(-) == 0   63.9762    31.5853   2.026  0.30869     
Comp3(+) - Comp2(-) == 0  -61.6232    24.6425  -2.501  0.11561     
Comp3(-) - Comp2(+) == 0    7.2454    25.7272   0.282  0.99973     
Comp3(+) - Comp2(+) == 0 -118.3540    16.4776  -7.183  < 0.001 *** 
Comp3(+) - Comp3(-) == 0 -125.5994    27.0547  -4.642  < 0.001 *** 
  
189 
Annual climate balance 
 
                         Estimate Std. Error t value Pr(>|t|)   
Comp1(+) - Comp1(-) == 0 -23.0208    18.8935  -1.218   0.8132   
Comp2(-) - Comp1(-) == 0 -23.1937    29.3994  -0.789   0.9658   
Comp2(+) - Comp1(-) == 0   2.4645    20.6219   0.120   1.0000   
Comp3(-) - Comp1(-) == 0 -27.3286    32.0531  -0.853   0.9525   
Comp3(+) - Comp1(-) == 0 -51.2975    22.7353  -2.256   0.1991   
Comp2(-) - Comp1(+) == 0  -0.1728    25.1833  -0.007   1.0000   
Comp2(+) - Comp1(+) == 0  25.4853    13.9692   1.824   0.4280   
Comp3(-) - Comp1(+) == 0  -4.3078    28.2361  -0.153   1.0000   
Comp3(+) - Comp1(+) == 0 -28.2767    16.9342  -1.670   0.5293   
Comp2(+) - Comp2(-) == 0  25.6581    26.5047   0.968   0.9204   
Comp3(-) - Comp2(-) == 0  -4.1349    36.1198  -0.114   1.0000   
Comp3(+) - Comp2(-) == 0 -28.1039    28.1803  -0.997   0.9105   
Comp3(-) - Comp2(+) == 0 -29.7930    29.4207  -1.013   0.9050   
Comp3(+) - Comp2(+) == 0 -53.7620    18.8432  -2.853   0.0467 * 
Comp3(+) - Comp3(-) == 0 -23.9689    30.9388  -0.775   0.9684   
 
Winter climate balance 
 
                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0  -41.620     18.333  -2.270    0.193     
Comp2(-) - Comp1(-) == 0    1.189     28.528   0.042    1.000     
Comp2(+) - Comp1(-) == 0  -45.136     20.010  -2.256    0.199     
Comp3(-) - Comp1(-) == 0  -10.700     31.103  -0.344    0.999     
Comp3(+) - Comp1(-) == 0   40.191     22.061   1.822    0.429     
Comp2(-) - Comp1(+) == 0   42.809     24.437   1.752    0.475     
Comp2(+) - Comp1(+) == 0   -3.516     13.555  -0.259    1.000     
Comp3(-) - Comp1(+) == 0   30.920     27.399   1.128    0.857     
Comp3(+) - Comp1(+) == 0   81.811     16.432   4.979   <0.001 *** 
Comp2(+) - Comp2(-) == 0  -46.325     25.719  -1.801    0.443     
Comp3(-) - Comp2(-) == 0  -11.889     35.049  -0.339    0.999     
Comp3(+) - Comp2(-) == 0   39.002     27.345   1.426    0.691     
Comp3(-) - Comp2(+) == 0   34.436     28.548   1.206    0.820     
Comp3(+) - Comp2(+) == 0   85.327     18.285   4.667   <0.001 *** 
Comp3(+) - Comp3(-) == 0   50.891     30.022   1.695    0.512     
 
Spring climate balance 
 
                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0  -45.745     17.561  -2.605   0.0896 .   
Comp2(-) - Comp1(-) == 0  -23.832     27.326  -0.872   0.9478     
Comp2(+) - Comp1(-) == 0   56.788     19.168   2.963   0.0343 *   
Comp3(-) - Comp1(-) == 0   29.843     29.793   1.002   0.9090     
Comp3(+) - Comp1(-) == 0   -3.573     21.132  -0.169   1.0000     
Comp2(-) - Comp1(+) == 0   21.914     23.407   0.936   0.9303     
Comp2(+) - Comp1(+) == 0  102.533     12.984   7.897   <0.001 *** 
Comp3(-) - Comp1(+) == 0   75.588     26.245   2.880   0.0431 *   
Comp3(+) - Comp1(+) == 0   42.172     15.740   2.679   0.0744 .   
Comp2(+) - Comp2(-) == 0   80.620     24.635   3.273   0.0131 *   
Comp3(-) - Comp2(-) == 0   53.675     33.572   1.599   0.5770     
Comp3(+) - Comp2(-) == 0   20.258     26.193   0.773   0.9686     
Comp3(-) - Comp2(+) == 0  -26.945     27.346  -0.985   0.9146     
Comp3(+) - Comp2(+) == 0  -60.361     17.514  -3.446   0.0074 **  
Comp3(+) - Comp3(-) == 0  -33.416     28.757  -1.162   0.8417     
 
Summer climate balance 
 
                         Estimate Std. Error t value Pr(>|t|)     
  
190 
Comp1(+) - Comp1(-) == 0  147.228     13.866  10.618  < 0.001 *** 
Comp2(-) - Comp1(-) == 0  165.710     21.576   7.680  < 0.001 *** 
Comp2(+) - Comp1(-) == 0    4.312     15.135   0.285  0.99971     
Comp3(-) - Comp1(-) == 0   74.757     23.524   3.178  0.01782 *   
Comp3(+) - Comp1(-) == 0   12.347     16.686   0.740  0.97410     
Comp2(-) - Comp1(+) == 0   18.481     18.482   1.000  0.90954     
Comp2(+) - Comp1(+) == 0 -142.916     10.252 -13.940  < 0.001 *** 
Comp3(-) - Comp1(+) == 0  -72.471     20.723  -3.497  0.00634 **  
Comp3(+) - Comp1(+) == 0 -134.881     12.428 -10.853  < 0.001 *** 
Comp2(+) - Comp2(-) == 0 -161.397     19.452  -8.297  < 0.001 *** 
Comp3(-) - Comp2(-) == 0  -90.952     26.509  -3.431  0.00763 **  
Comp3(+) - Comp2(-) == 0 -153.362     20.682  -7.415  < 0.001 *** 
Comp3(-) - Comp2(+) == 0   70.445     21.592   3.263  0.01364 *   
Comp3(+) - Comp2(+) == 0    8.035     13.829   0.581  0.99126     
Comp3(+) - Comp3(-) == 0  -62.410     22.706  -2.749  0.06189 .   
 
Autumn climate balance 
 
                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0 -110.310     16.014  -6.888   <0.001 *** 
Comp2(-) - Comp1(-) == 0 -103.606     24.918  -4.158   <0.001 *** 
Comp2(+) - Comp1(-) == 0   21.646     17.479   1.238   0.8026     
Comp3(-) - Comp1(-) == 0  -55.257     27.167  -2.034   0.3043     
Comp3(+) - Comp1(-) == 0  -42.307     19.270  -2.195   0.2246     
Comp2(-) - Comp1(+) == 0    6.704     21.345   0.314   0.9995     
Comp2(+) - Comp1(+) == 0  131.956     11.840  11.145   <0.001 *** 
Comp3(-) - Comp1(+) == 0   55.053     23.932   2.300   0.1810     
Comp3(+) - Comp1(+) == 0   68.003     14.353   4.738   <0.001 *** 
Comp2(+) - Comp2(-) == 0  125.252     22.465   5.576   <0.001 *** 
Comp3(-) - Comp2(-) == 0   48.349     30.614   1.579   0.5900     
Comp3(+) - Comp2(-) == 0   61.300     23.885   2.566   0.0987 .   
Comp3(-) - Comp2(+) == 0  -76.903     24.936  -3.084   0.0240 *   
Comp3(+) - Comp2(+) == 0  -63.953     15.971  -4.004   <0.001 *** 




                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0  -144.48      14.21 -10.168  < 0.001 *** 
Comp2(-) - Comp1(-) == 0  -132.92      22.11  -6.012  < 0.001 *** 
Comp2(+) - Comp1(-) == 0    10.51      15.51   0.677  0.98247     
Comp3(-) - Comp1(-) == 0   -69.56      24.11  -2.885  0.04261 *   
Comp3(+) - Comp1(-) == 0   -43.59      17.10  -2.549  0.10274     
Comp2(-) - Comp1(+) == 0    11.56      18.94   0.610  0.98908     
Comp2(+) - Comp1(+) == 0   154.98      10.51  14.752  < 0.001 *** 
Comp3(-) - Comp1(+) == 0    74.92      21.24   3.528  0.00556 **  
Comp3(+) - Comp1(+) == 0   100.89      12.74   7.922  < 0.001 *** 
Comp2(+) - Comp2(-) == 0   143.43      19.93   7.195  < 0.001 *** 
Comp3(-) - Comp2(-) == 0    63.37      27.16   2.333  0.16912     
Comp3(+) - Comp2(-) == 0    89.33      21.19   4.215  < 0.001 *** 
Comp3(-) - Comp2(+) == 0   -80.06      22.13  -3.618  0.00404 **  
Comp3(+) - Comp2(+) == 0   -54.10      14.17  -3.817  0.00202 **  




                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0  -123.17      15.04  -8.187   <0.001 *** 
Comp2(-) - Comp1(-) == 0  -136.11      23.41  -5.814   <0.001 *** 
Comp2(+) - Comp1(-) == 0    18.26      16.42   1.112   0.8648     
  
191 
Comp3(-) - Comp1(-) == 0   -59.66      25.52  -2.337   0.1673     
Comp3(+) - Comp1(-) == 0   -24.14      18.10  -1.333   0.7484     
Comp2(-) - Comp1(+) == 0   -12.94      20.05  -0.645   0.9859     
Comp2(+) - Comp1(+) == 0   141.43      11.12  12.715   <0.001 *** 
Comp3(-) - Comp1(+) == 0    63.51      22.48   2.825   0.0502 .   
Comp3(+) - Comp1(+) == 0    99.03      13.48   7.344   <0.001 *** 
Comp2(+) - Comp2(-) == 0   154.37      21.11   7.314   <0.001 *** 
Comp3(-) - Comp2(-) == 0    76.45      28.76   2.658   0.0783 .   
Comp3(+) - Comp2(-) == 0   111.97      22.44   4.990   <0.001 *** 
Comp3(-) - Comp2(+) == 0   -77.92      23.43  -3.326   0.0111 *   
Comp3(+) - Comp2(+) == 0   -42.40      15.00  -2.826   0.0503 .   




                         Estimate Std. Error t value Pr(>|t|) 
Comp1(+) - Comp1(-) == 0   17.950     19.035   0.943    0.928 
Comp2(-) - Comp1(-) == 0  -26.137     29.620  -0.882    0.945 
Comp2(+) - Comp1(-) == 0   -1.722     20.776  -0.083    1.000 
Comp3(-) - Comp1(-) == 0    6.586     32.293   0.204    1.000 
Comp3(+) - Comp1(-) == 0    9.977     22.906   0.436    0.998 
Comp2(-) - Comp1(+) == 0  -44.086     25.372  -1.738    0.484 
Comp2(+) - Comp1(+) == 0  -19.672     14.074  -1.398    0.709 
Comp3(-) - Comp1(+) == 0  -11.364     28.448  -0.399    0.999 
Comp3(+) - Comp1(+) == 0   -7.973     17.061  -0.467    0.997 
Comp2(+) - Comp2(-) == 0   24.415     26.703   0.914    0.937 
Comp3(-) - Comp2(-) == 0   32.722     36.390   0.899    0.941 
Comp3(+) - Comp2(-) == 0   36.114     28.391   1.272    0.784 
Comp3(-) - Comp2(+) == 0    8.308     29.641   0.280    1.000 
Comp3(+) - Comp2(+) == 0   11.699     18.984   0.616    0.989 




                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0 -109.035     16.295  -6.691   <0.001 *** 
Comp2(-) - Comp1(-) == 0 -126.868     25.356  -5.004   <0.001 *** 
Comp2(+) - Comp1(-) == 0    3.615     17.785   0.203   0.9999     
Comp3(-) - Comp1(-) == 0  -44.757     27.644  -1.619   0.5633     
Comp3(+) - Comp1(-) == 0  -13.605     19.608  -0.694   0.9805     
Comp2(-) - Comp1(+) == 0  -17.833     21.720  -0.821   0.9595     
Comp2(+) - Comp1(+) == 0  112.650     12.048   9.350   <0.001 *** 
Comp3(-) - Comp1(+) == 0   64.278     24.352   2.639   0.0821 .   
Comp3(+) - Comp1(+) == 0   95.430     14.605   6.534   <0.001 *** 
Comp2(+) - Comp2(-) == 0  130.483     22.859   5.708   <0.001 *** 
Comp3(-) - Comp2(-) == 0   82.111     31.152   2.636   0.0830 .   
Comp3(+) - Comp2(-) == 0  113.263     24.304   4.660   <0.001 *** 
Comp3(-) - Comp2(+) == 0  -48.372     25.374  -1.906   0.3771     
Comp3(+) - Comp2(+) == 0  -17.220     16.251  -1.060   0.8870     
Comp3(+) - Comp3(-) == 0   31.152     26.683   1.167   0.8390     
 
Average day of the year recording the maximum NDVI 
 
                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0  -1.9603     0.6685  -2.932   0.0373 *   
Comp2(-) - Comp1(-) == 0  -1.0159     1.0402  -0.977   0.9176     
Comp2(+) - Comp1(-) == 0   0.9158     0.7296   1.255   0.7934     
Comp3(-) - Comp1(-) == 0  -0.8571     1.1341  -0.756   0.9716     
Comp3(+) - Comp1(-) == 0  -0.1584     0.8044  -0.197   1.0000     
Comp2(-) - Comp1(+) == 0   0.9444     0.8910   1.060   0.8869     
  
192 
Comp2(+) - Comp1(+) == 0   2.8761     0.4943   5.819   <0.001 *** 
Comp3(-) - Comp1(+) == 0   1.1032     0.9990   1.104   0.8683     
Comp3(+) - Comp1(+) == 0   1.8019     0.5992   3.007   0.0300 *   
Comp2(+) - Comp2(-) == 0   1.9316     0.9378   2.060   0.2904     
Comp3(-) - Comp2(-) == 0   0.1587     1.2780   0.124   1.0000     
Comp3(+) - Comp2(-) == 0   0.8575     0.9971   0.860   0.9508     
Comp3(-) - Comp2(+) == 0  -1.7729     1.0410  -1.703   0.5068     
Comp3(+) - Comp2(+) == 0  -1.0741     0.6667  -1.611   0.5686     
Comp3(+) - Comp3(-) == 0   0.6988     1.0947   0.638   0.9866     
 
Average day of the year recording the green up 
 
                         Estimate Std. Error t value Pr(>|t|)    
Comp1(+) - Comp1(-) == 0 -4.73862    2.35722  -2.010  0.31724    
Comp2(-) - Comp1(-) == 0  1.29841    3.66797   0.354  0.99917    
Comp2(+) - Comp1(-) == 0  0.01209    2.57286   0.005  1.00000    
Comp3(-) - Comp1(-) == 0 -3.11429    3.99906  -0.779  0.96766    
Comp3(+) - Comp1(-) == 0 -8.06149    2.83653  -2.842  0.04800 *  
Comp2(-) - Comp1(+) == 0  6.03704    3.14196   1.921  0.36829    
Comp2(+) - Comp1(+) == 0  4.75071    1.74284   2.726  0.06571 .  
Comp3(-) - Comp1(+) == 0  1.62434    3.52284   0.461  0.99704    
Comp3(+) - Comp1(+) == 0 -3.32287    2.11277  -1.573  0.59441    
Comp2(+) - Comp2(-) == 0 -1.28632    3.30681  -0.389  0.99869    
Comp3(-) - Comp2(-) == 0 -4.41270    4.50643  -0.979  0.91668    
Comp3(+) - Comp2(-) == 0 -9.35990    3.51587  -2.662  0.07752 .  
Comp3(-) - Comp2(+) == 0 -3.12637    3.67063  -0.852  0.95273    
Comp3(+) - Comp2(+) == 0 -8.07358    2.35094  -3.434  0.00743 ** 
Comp3(+) - Comp3(-) == 0 -4.94720    3.86003  -1.282  0.77862    
 
Soil water capacity 
 
                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0  -39.124     18.083  -2.164    0.239     
Comp2(-) - Comp1(-) == 0  -60.457     28.138  -2.149    0.246     
Comp2(+) - Comp1(-) == 0   41.492     19.737   2.102    0.269     
Comp3(-) - Comp1(-) == 0  -12.886     30.678  -0.420    0.998     
Comp3(+) - Comp1(-) == 0  -31.283     21.760  -1.438    0.684     
Comp2(-) - Comp1(+) == 0  -21.333     24.103  -0.885    0.945     
Comp2(+) - Comp1(+) == 0   80.615     13.370   6.030   <0.001 *** 
Comp3(-) - Comp1(+) == 0   26.238     27.025   0.971    0.919     
Comp3(+) - Comp1(+) == 0    7.841     16.208   0.484    0.996     
Comp2(+) - Comp2(-) == 0  101.949     25.368   4.019   <0.001 *** 
Comp3(-) - Comp2(-) == 0   47.571     34.570   1.376    0.723     
Comp3(+) - Comp2(-) == 0   29.174     26.971   1.082    0.878     
Comp3(-) - Comp2(+) == 0  -54.377     28.159  -1.931    0.362     
Comp3(+) - Comp2(+) == 0  -72.775     18.035  -4.035   <0.001 *** 








                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0  -229.87      34.19  -6.722  < 0.001 *** 
Comp2(-) - Comp1(-) == 0   -13.82      45.93  -0.301  0.99964     
Comp2(+) - Comp1(-) == 0  -218.49      30.48  -7.168  < 0.001 *** 
Comp3(-) - Comp1(-) == 0  -125.98      53.36  -2.361  0.15981     
Comp3(+) - Comp1(-) == 0  -185.10      30.41  -6.086  < 0.001 *** 
Comp2(-) - Comp1(+) == 0   216.05      46.64   4.633  < 0.001 *** 
Comp2(+) - Comp1(+) == 0    11.38      31.53   0.361  0.99913     
Comp3(-) - Comp1(+) == 0   103.89      53.97   1.925  0.36983     
Comp3(+) - Comp1(+) == 0    44.77      31.46   1.423  0.69837     
Comp2(+) - Comp2(-) == 0  -204.67      43.99  -4.653  < 0.001 *** 
Comp3(-) - Comp2(-) == 0  -112.16      62.07  -1.807  0.44394     
Comp3(+) - Comp2(-) == 0  -171.28      43.94  -3.898  0.00129 **  
Comp3(-) - Comp2(+) == 0    92.51      51.70   1.790  0.45505     
Comp3(+) - Comp2(+) == 0    33.39      27.38   1.220  0.81680     




                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0  -311.48      31.88  -9.770  < 0.001 *** 
Comp2(-) - Comp1(-) == 0    38.47      42.82   0.898  0.94290     
Comp2(+) - Comp1(-) == 0  -325.63      28.42 -11.458  < 0.001 *** 
Comp3(-) - Comp1(-) == 0  -149.63      49.75  -3.008  0.02935 *   
Comp3(+) - Comp1(-) == 0  -392.19      28.35 -13.832  < 0.001 *** 
Comp2(-) - Comp1(+) == 0   349.94      43.48   8.049  < 0.001 *** 
Comp2(+) - Comp1(+) == 0   -14.15      29.40  -0.481  0.99652     
Comp3(-) - Comp1(+) == 0   161.85      50.32   3.217  0.01527 *   
Comp3(+) - Comp1(+) == 0   -80.71      29.33  -2.752  0.06114 .   
Comp2(+) - Comp2(-) == 0  -364.09      41.01  -8.879  < 0.001 *** 
Comp3(-) - Comp2(-) == 0  -188.09      57.87  -3.250  0.01367 *   
Comp3(+) - Comp2(-) == 0  -430.66      40.96 -10.513  < 0.001 *** 
Comp3(-) - Comp2(+) == 0   176.00      48.20   3.652  0.00342 **  
Comp3(+) - Comp2(+) == 0   -66.56      25.53  -2.607  0.08878 .   




                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0   445.16      29.22  15.237   <0.001 *** 
Comp2(-) - Comp1(-) == 0   156.38      39.24   3.985   <0.001 *** 
Comp2(+) - Comp1(-) == 0   489.74      26.04  18.804   <0.001 *** 
Comp3(-) - Comp1(-) == 0    21.43      45.59   0.470    0.997     
Comp3(+) - Comp1(-) == 0   506.56      25.98  19.495   <0.001 *** 
Comp2(-) - Comp1(+) == 0  -288.78      39.85  -7.248   <0.001 *** 
Comp2(+) - Comp1(+) == 0    44.57      26.94   1.654    0.545     
Comp3(-) - Comp1(+) == 0  -423.73      46.11  -9.189   <0.001 *** 
Comp3(+) - Comp1(+) == 0    61.39      26.88   2.284    0.189     
Comp2(+) - Comp2(-) == 0   333.36      37.58   8.870   <0.001 *** 
Comp3(-) - Comp2(-) == 0  -134.95      53.04  -2.544    0.104     
Comp3(+) - Comp2(-) == 0   350.18      37.54   9.328   <0.001 *** 
Comp3(-) - Comp2(+) == 0  -468.31      44.17 -10.602   <0.001 *** 
Comp3(+) - Comp2(+) == 0    16.82      23.40   0.719    0.978     






                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0   577.37      29.37  19.661   <0.001 *** 
Comp2(-) - Comp1(-) == 0   412.40      39.45  10.455   <0.001 *** 
Comp2(+) - Comp1(-) == 0   487.21      26.18  18.611   <0.001 *** 
Comp3(-) - Comp1(-) == 0   195.99      45.83   4.277   <0.001 *** 
Comp3(+) - Comp1(-) == 0   516.18      26.12  19.764   <0.001 *** 
Comp2(-) - Comp1(+) == 0  -164.98      40.05  -4.119   <0.001 *** 
Comp2(+) - Comp1(+) == 0   -90.17      27.08  -3.330   0.0105 *   
Comp3(-) - Comp1(+) == 0  -381.38      46.35  -8.228   <0.001 *** 
Comp3(+) - Comp1(+) == 0   -61.19      27.02  -2.265   0.1969     
Comp2(+) - Comp2(-) == 0    74.81      37.77   1.980   0.3373     
Comp3(-) - Comp2(-) == 0  -216.40      53.31  -4.059   <0.001 *** 
Comp3(+) - Comp2(-) == 0   103.78      37.73   2.751   0.0609 .   
Comp3(-) - Comp2(+) == 0  -291.21      44.40  -6.559   <0.001 *** 
Comp3(+) - Comp2(+) == 0    28.98      23.52   1.232   0.8102     




                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0   215.46      32.85   6.559  < 0.001 *** 
Comp2(-) - Comp1(-) == 0   -44.70      44.13  -1.013  0.90759     
Comp2(+) - Comp1(-) == 0   268.39      29.28   9.165  < 0.001 *** 
Comp3(-) - Comp1(-) == 0   377.96      51.27   7.373  < 0.001 *** 
Comp3(+) - Comp1(-) == 0   323.81      29.22  11.083  < 0.001 *** 
Comp2(-) - Comp1(+) == 0  -260.16      44.80  -5.807  < 0.001 *** 
Comp2(+) - Comp1(+) == 0    52.93      30.29   1.747  0.48272     
Comp3(-) - Comp1(+) == 0   162.50      51.85   3.134  0.01991 *   
Comp3(+) - Comp1(+) == 0   108.36      30.23   3.585  0.00428 **  
Comp2(+) - Comp2(-) == 0   313.08      42.26   7.409  < 0.001 *** 
Comp3(-) - Comp2(-) == 0   422.66      59.63   7.087  < 0.001 *** 
Comp3(+) - Comp2(-) == 0   368.51      42.21   8.731  < 0.001 *** 
Comp3(-) - Comp2(+) == 0   109.57      49.67   2.206  0.22171     
Comp3(+) - Comp2(+) == 0    55.43      26.31   2.107  0.26872     
Comp3(+) - Comp3(-) == 0   -54.14      49.63  -1.091  0.87733     
 
Annual mean temperature 
 
                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0   -25.19      34.36  -0.733  0.97601     
Comp2(-) - Comp1(-) == 0  -100.36      46.15  -2.175  0.23587     
Comp2(+) - Comp1(-) == 0    87.04      30.63   2.842  0.04734 *   
Comp3(-) - Comp1(-) == 0   246.66      53.62   4.600  < 0.001 *** 
Comp3(+) - Comp1(-) == 0   -68.59      30.56  -2.245  0.20494     
Comp2(-) - Comp1(+) == 0   -75.18      46.86  -1.604  0.57870     
Comp2(+) - Comp1(+) == 0   112.23      31.68   3.542  0.00495 **  
Comp3(-) - Comp1(+) == 0   271.85      54.23   5.013  < 0.001 *** 
Comp3(+) - Comp1(+) == 0   -43.40      31.62  -1.373  0.72968     
Comp2(+) - Comp2(-) == 0   187.40      44.20   4.240  < 0.001 *** 
Comp3(-) - Comp2(-) == 0   347.02      62.37   5.564  < 0.001 *** 
Comp3(+) - Comp2(-) == 0    31.77      44.15   0.720  0.97788     
Comp3(-) - Comp2(+) == 0   159.62      51.95   3.073  0.02406 *   
Comp3(+) - Comp2(+) == 0  -155.63      27.52  -5.656  < 0.001 *** 
Comp3(+) - Comp3(-) == 0  -315.25      51.90  -6.074  < 0.001 *** 
 
Winter mean temperature 
 
                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0   -91.03      34.06  -2.673   0.0751 .   
  
195 
Comp2(-) - Comp1(-) == 0  -221.72      45.75  -4.847   <0.001 *** 
Comp2(+) - Comp1(-) == 0    36.33      30.36   1.197   0.8285     
Comp3(-) - Comp1(-) == 0  -240.93      53.15  -4.533   <0.001 *** 
Comp3(+) - Comp1(-) == 0  -161.28      30.29  -5.325   <0.001 *** 
Comp2(-) - Comp1(+) == 0  -130.69      46.45  -2.814   0.0513 .   
Comp2(+) - Comp1(+) == 0   127.36      31.40   4.055   <0.001 *** 
Comp3(-) - Comp1(+) == 0  -149.90      53.75  -2.789   0.0548 .   
Comp3(+) - Comp1(+) == 0   -70.25      31.34  -2.242   0.2064     
Comp2(+) - Comp2(-) == 0   258.05      43.81   5.891   <0.001 *** 
Comp3(-) - Comp2(-) == 0   -19.21      61.82  -0.311   0.9996     
Comp3(+) - Comp2(-) == 0    60.44      43.76   1.381   0.7244     
Comp3(-) - Comp2(+) == 0  -277.26      51.49  -5.385   <0.001 *** 
Comp3(+) - Comp2(+) == 0  -197.61      27.27  -7.246   <0.001 *** 
Comp3(+) - Comp3(-) == 0    79.65      51.45   1.548   0.6164     
 
Spring mean temperature 
 
                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0    74.52      34.16   2.182  0.23289     
Comp2(-) - Comp1(-) == 0   -76.74      45.88  -1.673  0.53255     
Comp2(+) - Comp1(-) == 0    96.29      30.45   3.162  0.01826 *   
Comp3(-) - Comp1(-) == 0   329.84      53.31   6.188  < 0.001 *** 
Comp3(+) - Comp1(-) == 0   -53.45      30.38  -1.759  0.47481     
Comp2(-) - Comp1(+) == 0  -151.26      46.59  -3.247  0.01395 *   
Comp2(+) - Comp1(+) == 0    21.77      31.50   0.691  0.98154     
Comp3(-) - Comp1(+) == 0   255.32      53.91   4.736  < 0.001 *** 
Comp3(+) - Comp1(+) == 0  -127.97      31.43  -4.071  < 0.001 *** 
Comp2(+) - Comp2(-) == 0   173.03      43.94   3.938  0.00105 **  
Comp3(-) - Comp2(-) == 0   406.58      62.01   6.557  < 0.001 *** 
Comp3(+) - Comp2(-) == 0    23.30      43.89   0.531  0.99448     
Comp3(-) - Comp2(+) == 0   233.55      51.64   4.522  < 0.001 *** 
Comp3(+) - Comp2(+) == 0  -149.73      27.35  -5.474  < 0.001 *** 
Comp3(+) - Comp3(-) == 0  -383.28      51.60  -7.428  < 0.001 *** 
 
Summer mean temperature 
 
                          Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0 -282.4555    33.3954  -8.458   <0.001 *** 
Comp2(-) - Comp1(-) == 0 -282.0756    44.8585  -6.288   <0.001 *** 
Comp2(+) - Comp1(-) == 0 -211.6171    29.7696  -7.108   <0.001 *** 
Comp3(-) - Comp1(-) == 0 -536.6358    52.1156 -10.297   <0.001 *** 
Comp3(+) - Comp1(-) == 0 -217.1980    29.7007  -7.313   <0.001 *** 
Comp2(-) - Comp1(+) == 0    0.3798    45.5454   0.008    1.000     
Comp2(+) - Comp1(+) == 0   70.8384    30.7949   2.300    0.182     
Comp3(-) - Comp1(+) == 0 -254.1803    52.7080  -4.822   <0.001 *** 
Comp3(+) - Comp1(+) == 0   65.2575    30.7283   2.124    0.261     
Comp2(+) - Comp2(-) == 0   70.4586    42.9576   1.640    0.554     
Comp3(-) - Comp2(-) == 0 -254.5602    60.6232  -4.199   <0.001 *** 
Comp3(+) - Comp2(-) == 0   64.8777    42.9099   1.512    0.640     
Comp3(-) - Comp2(+) == 0 -325.0187    50.4887  -6.437   <0.001 *** 
Comp3(+) - Comp2(+) == 0   -5.5809    26.7433  -0.209    1.000     
Comp3(+) - Comp3(-) == 0  319.4378    50.4481   6.332   <0.001 *** 
 
Autumn mean temperature 
 
Comp2(-) - Comp1(-) == 0  -230.07      46.45  -4.953  < 0.001 *** 
Comp2(+) - Comp1(-) == 0   -52.62      30.83  -1.707  0.50948     
Comp3(-) - Comp1(-) == 0   127.78      53.96   2.368  0.15737     
Comp3(+) - Comp1(-) == 0  -116.53      30.75  -3.789  0.00192 **  
Comp2(-) - Comp1(+) == 0  -190.55      47.16  -4.040  < 0.001 *** 
  
196 
Comp2(+) - Comp1(+) == 0   -13.10      31.89  -0.411  0.99837     
Comp3(-) - Comp1(+) == 0   167.31      54.58   3.065  0.02475 *   
Comp3(+) - Comp1(+) == 0   -77.01      31.82  -2.420  0.13970     
Comp2(+) - Comp2(-) == 0   177.45      44.48   3.989  < 0.001 *** 
Comp3(-) - Comp2(-) == 0   357.86      62.77   5.701  < 0.001 *** 
Comp3(+) - Comp2(-) == 0   113.54      44.43   2.555  0.10109     
Comp3(-) - Comp2(+) == 0   180.40      52.28   3.451  0.00693 **  
Comp3(+) - Comp2(+) == 0   -63.91      27.69  -2.308  0.17929     




                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0  -255.24      33.18  -7.694  < 0.001 *** 
Comp2(-) - Comp1(-) == 0  -412.58      44.56  -9.258  < 0.001 *** 
Comp2(+) - Comp1(-) == 0  -121.51      29.57  -4.109  < 0.001 *** 
Comp3(-) - Comp1(-) == 0  -335.28      51.77  -6.476  < 0.001 *** 
Comp3(+) - Comp1(-) == 0  -293.58      29.51  -9.950  < 0.001 *** 
Comp2(-) - Comp1(+) == 0  -157.34      45.25  -3.477  0.00631 **  
Comp2(+) - Comp1(+) == 0   133.74      30.59   4.371  < 0.001 *** 
Comp3(-) - Comp1(+) == 0   -80.04      52.36  -1.529  0.62948     
Comp3(+) - Comp1(+) == 0   -38.34      30.53  -1.256  0.79745     
Comp2(+) - Comp2(-) == 0   291.07      42.68   6.821  < 0.001 *** 
Comp3(-) - Comp2(-) == 0    77.30      60.23   1.284  0.78212     
Comp3(+) - Comp2(-) == 0   119.00      42.63   2.792  0.05461 .   
Comp3(-) - Comp2(+) == 0  -213.77      50.16  -4.262  < 0.001 *** 
Comp3(+) - Comp2(+) == 0  -172.07      26.57  -6.477  < 0.001 *** 




                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0    80.07      33.95   2.359  0.16048     
Comp2(-) - Comp1(-) == 0   303.41      45.60   6.654  < 0.001 *** 
Comp2(+) - Comp1(-) == 0    18.79      30.26   0.621  0.98863     
Comp3(-) - Comp1(-) == 0   236.12      52.98   4.457  < 0.001 *** 
Comp3(+) - Comp1(-) == 0   199.33      30.19   6.602  < 0.001 *** 
Comp2(-) - Comp1(+) == 0   223.33      46.30   4.824  < 0.001 *** 
Comp2(+) - Comp1(+) == 0   -61.29      31.30  -1.958  0.35048     
Comp3(-) - Comp1(+) == 0   156.05      53.58   2.912  0.03879 *   
Comp3(+) - Comp1(+) == 0   119.26      31.24   3.818  0.00182 **  
Comp2(+) - Comp2(-) == 0  -284.62      43.67  -6.518  < 0.001 *** 
Comp3(-) - Comp2(-) == 0   -67.28      61.63  -1.092  0.87691     
Comp3(+) - Comp2(-) == 0  -104.07      43.62  -2.386  0.15089     
Comp3(-) - Comp2(+) == 0   217.34      51.32   4.235  < 0.001 *** 
Comp3(+) - Comp2(+) == 0   180.55      27.19   6.641  < 0.001 *** 




                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0 -347.443     32.736 -10.614  < 0.001 *** 
Comp2(-) - Comp1(-) == 0 -399.861     43.973  -9.093  < 0.001 *** 
Comp2(+) - Comp1(-) == 0 -264.567     29.182  -9.066  < 0.001 *** 
Comp3(-) - Comp1(-) == 0 -454.325     51.086  -8.893  < 0.001 *** 
Comp3(+) - Comp1(-) == 0 -352.920     29.114 -12.122  < 0.001 *** 
Comp2(-) - Comp1(+) == 0  -52.418     44.646  -1.174  0.83966     
Comp2(+) - Comp1(+) == 0   82.876     30.187   2.745  0.06203 .   
Comp3(-) - Comp1(+) == 0 -106.882     51.667  -2.069  0.28874     
Comp3(+) - Comp1(+) == 0   -5.478     30.121  -0.182  0.99997     
  
197 
Comp2(+) - Comp2(-) == 0  135.294     42.109   3.213  0.01540 *   
Comp3(-) - Comp2(-) == 0  -54.464     59.426  -0.917  0.93801     
Comp3(+) - Comp2(-) == 0   46.940     42.062   1.116  0.86654     
Comp3(-) - Comp2(+) == 0 -189.758     49.492  -3.834  0.00174 **  
Comp3(+) - Comp2(+) == 0  -88.353     26.215  -3.370  0.00927 **  




                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0  -655.36      27.87 -23.513  < 0.001 *** 
Comp2(-) - Comp1(-) == 0  -442.26      37.44 -11.813  < 0.001 *** 
Comp2(+) - Comp1(-) == 0  -540.11      24.85 -21.739  < 0.001 *** 
Comp3(-) - Comp1(-) == 0  -234.49      43.50  -5.391  < 0.001 *** 
Comp3(+) - Comp1(-) == 0  -559.91      24.79 -22.588  < 0.001 *** 
Comp2(-) - Comp1(+) == 0   213.10      38.01   5.606  < 0.001 *** 
Comp2(+) - Comp1(+) == 0   115.25      25.70   4.484  < 0.001 *** 
Comp3(-) - Comp1(+) == 0   420.87      43.99   9.567  < 0.001 *** 
Comp3(+) - Comp1(+) == 0    95.45      25.65   3.722  0.00269 **  
Comp2(+) - Comp2(-) == 0   -97.86      35.85  -2.729  0.06471 .   
Comp3(-) - Comp2(-) == 0   207.76      50.60   4.106  < 0.001 *** 
Comp3(+) - Comp2(-) == 0  -117.65      35.81  -3.285  0.01201 *   
Comp3(-) - Comp2(+) == 0   305.62      42.14   7.253  < 0.001 *** 
Comp3(+) - Comp2(+) == 0   -19.80      22.32  -0.887  0.94581     




                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0 -336.659     32.907 -10.230  < 0.001 *** 
Comp2(-) - Comp1(-) == 0 -414.251     44.203  -9.372  < 0.001 *** 
Comp2(+) - Comp1(-) == 0 -260.277     29.335  -8.873  < 0.001 *** 
Comp3(-) - Comp1(-) == 0 -423.950     51.354  -8.255  < 0.001 *** 
Comp3(+) - Comp1(-) == 0 -333.918     29.267 -11.409  < 0.001 *** 
Comp2(-) - Comp1(+) == 0  -77.591     44.880  -1.729  0.49488     
Comp2(+) - Comp1(+) == 0   76.382     30.345   2.517  0.11121     
Comp3(-) - Comp1(+) == 0  -87.291     51.938  -1.681  0.52714     
Comp3(+) - Comp1(+) == 0    2.741     30.279   0.091  1.00000     
Comp2(+) - Comp2(-) == 0  153.974     42.330   3.637  0.00353 **  
Comp3(-) - Comp2(-) == 0   -9.700     59.737  -0.162  0.99998     
Comp3(+) - Comp2(-) == 0   80.332     42.283   1.900  0.38518     
Comp3(-) - Comp2(+) == 0 -163.673     49.751  -3.290  0.01208 *   
Comp3(+) - Comp2(+) == 0  -73.641     26.353  -2.794  0.05438 .   
Comp3(+) - Comp3(-) == 0   90.032     49.711   1.811  0.44091     
 
Annual climate balance 
 
                         Estimate Std. Error t value Pr(>|t|)    
Comp1(+) - Comp1(-) == 0  -79.377     34.988  -2.269  0.19516    
Comp2(-) - Comp1(-) == 0 -124.022     46.998  -2.639  0.08220 .  
Comp2(+) - Comp1(-) == 0 -102.665     31.189  -3.292  0.01187 *  
Comp3(-) - Comp1(-) == 0  -73.914     54.601  -1.354  0.74117    
Comp3(+) - Comp1(-) == 0 -122.049     31.117  -3.922  0.00117 ** 
Comp2(-) - Comp1(+) == 0  -44.646     47.717  -0.936  0.93260    
Comp2(+) - Comp1(+) == 0  -23.288     32.263  -0.722  0.97759    
Comp3(-) - Comp1(+) == 0    5.463     55.222   0.099  1.00000    
Comp3(+) - Comp1(+) == 0  -42.672     32.194  -1.325  0.75802    
Comp2(+) - Comp2(-) == 0   21.357     45.006   0.475  0.99675    
Comp3(-) - Comp2(-) == 0   50.108     63.514   0.789  0.96697    
Comp3(+) - Comp2(-) == 0    1.973     44.956   0.044  1.00000    
  
198 
Comp3(-) - Comp2(+) == 0   28.751     52.896   0.544  0.99384    
Comp3(+) - Comp2(+) == 0  -19.384     28.019  -0.692  0.98143    
Comp3(+) - Comp3(-) == 0  -48.135     52.854  -0.911  0.93962    
 
Winter climate balance 
 
                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0   457.23      27.35  16.718   <0.001 *** 
Comp2(-) - Comp1(-) == 0   149.80      36.74   4.078   <0.001 *** 
Comp2(+) - Comp1(-) == 0   511.04      24.38  20.961   <0.001 *** 
Comp3(-) - Comp1(-) == 0   198.12      42.68   4.642   <0.001 *** 
Comp3(+) - Comp1(-) == 0   640.65      24.32  26.338   <0.001 *** 
Comp2(-) - Comp1(+) == 0  -307.43      37.30  -8.242   <0.001 *** 
Comp2(+) - Comp1(+) == 0    53.81      25.22   2.134    0.256     
Comp3(-) - Comp1(+) == 0  -259.11      43.17  -6.003   <0.001 *** 
Comp3(+) - Comp1(+) == 0   183.42      25.17   7.288   <0.001 *** 
Comp2(+) - Comp2(-) == 0   361.24      35.18  10.268   <0.001 *** 
Comp3(-) - Comp2(-) == 0    48.32      49.65   0.973    0.921     
Comp3(+) - Comp2(-) == 0   490.85      35.14  13.968   <0.001 *** 
Comp3(-) - Comp2(+) == 0  -312.92      41.35  -7.568   <0.001 *** 
Comp3(+) - Comp2(+) == 0   129.61      21.90   5.918   <0.001 *** 
Comp3(+) - Comp3(-) == 0   442.52      41.31  10.711   <0.001 *** 
 
Spring climate balance 
 
                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0  244.654     33.033   7.406  < 0.001 *** 
Comp2(-) - Comp1(-) == 0  238.248     44.372   5.369  < 0.001 *** 
Comp2(+) - Comp1(-) == 0  362.153     29.447  12.299  < 0.001 *** 
Comp3(-) - Comp1(-) == 0   37.035     51.550   0.718  0.97805     
Comp3(+) - Comp1(-) == 0  276.162     29.379   9.400  < 0.001 *** 
Comp2(-) - Comp1(+) == 0   -6.406     45.051  -0.142  0.99999     
Comp2(+) - Comp1(+) == 0  117.498     30.461   3.857  0.00154 **  
Comp3(-) - Comp1(+) == 0 -207.619     52.136  -3.982  0.00108 **  
Comp3(+) - Comp1(+) == 0   31.508     30.395   1.037  0.89896     
Comp2(+) - Comp2(-) == 0  123.904     42.492   2.916  0.03861 *   
Comp3(-) - Comp2(-) == 0 -201.213     59.966  -3.355  0.00968 **  
Comp3(+) - Comp2(-) == 0   37.914     42.444   0.893  0.94422     
Comp3(-) - Comp2(+) == 0 -325.117     49.941  -6.510  < 0.001 *** 
Comp3(+) - Comp2(+) == 0  -85.990     26.453  -3.251  0.01360 *   
Comp3(+) - Comp3(-) == 0  239.127     49.901   4.792  < 0.001 *** 
 
Summer climate balance 
 
                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0  -613.17      27.97 -21.926  < 0.001 *** 
Comp2(-) - Comp1(-) == 0  -355.43      37.57  -9.462  < 0.001 *** 
Comp2(+) - Comp1(-) == 0  -516.83      24.93 -20.732  < 0.001 *** 
Comp3(-) - Comp1(-) == 0   -44.07      43.64  -1.010  0.90869     
Comp3(+) - Comp1(-) == 0  -534.37      24.87 -21.485  < 0.001 *** 
Comp2(-) - Comp1(+) == 0   257.74      38.14   6.758  < 0.001 *** 
Comp2(+) - Comp1(+) == 0    96.34      25.79   3.736  0.00254 **  
Comp3(-) - Comp1(+) == 0   569.10      44.14  12.894  < 0.001 *** 
Comp3(+) - Comp1(+) == 0    78.80      25.73   3.062  0.02478 *   
Comp2(+) - Comp2(-) == 0  -161.40      35.97  -4.487  < 0.001 *** 
Comp3(-) - Comp2(-) == 0   311.36      50.77   6.133  < 0.001 *** 
Comp3(+) - Comp2(-) == 0  -178.94      35.93  -4.980  < 0.001 *** 
Comp3(-) - Comp2(+) == 0   472.76      42.28  11.182  < 0.001 *** 
Comp3(+) - Comp2(+) == 0   -17.54      22.40  -0.783  0.96800     




Autumn climate balance 
 
                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0  558.897     27.440  20.368  < 1e-04 *** 
Comp2(-) - Comp1(-) == 0  265.202     36.859   7.195  < 1e-04 *** 
Comp2(+) - Comp1(-) == 0  558.522     24.461  22.833  < 1e-04 *** 
Comp3(-) - Comp1(-) == 0   57.603     42.822   1.345 0.746338     
Comp3(+) - Comp1(-) == 0  570.917     24.404  23.394  < 1e-04 *** 
Comp2(-) - Comp1(+) == 0 -293.695     37.423  -7.848  < 1e-04 *** 
Comp2(+) - Comp1(+) == 0   -0.375     25.303  -0.015 1.000000     
Comp3(-) - Comp1(+) == 0 -501.294     43.309 -11.575  < 1e-04 *** 
Comp3(+) - Comp1(+) == 0   12.020     25.248   0.476 0.996695     
Comp2(+) - Comp2(-) == 0  293.320     35.297   8.310  < 1e-04 *** 
Comp3(-) - Comp2(-) == 0 -207.599     49.812  -4.168 0.000442 *** 
Comp3(+) - Comp2(-) == 0  305.715     35.258   8.671  < 1e-04 *** 
Comp3(-) - Comp2(+) == 0 -500.919     41.485 -12.075  < 1e-04 *** 
Comp3(+) - Comp2(+) == 0   12.395     21.974   0.564 0.992679     




                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0   432.91      30.82  14.048  < 0.001 *** 
Comp2(-) - Comp1(-) == 0    95.25      41.39   2.301  0.18225     
Comp2(+) - Comp1(-) == 0   417.56      27.47  15.200  < 0.001 *** 
Comp3(-) - Comp1(-) == 0  -119.33      48.09  -2.481  0.12119     
Comp3(+) - Comp1(-) == 0   293.76      27.41  10.719  < 0.001 *** 
Comp2(-) - Comp1(+) == 0  -337.66      42.03  -8.034  < 0.001 *** 
Comp2(+) - Comp1(+) == 0   -15.35      28.42  -0.540  0.99402     
Comp3(-) - Comp1(+) == 0  -552.24      48.64 -11.354  < 0.001 *** 
Comp3(+) - Comp1(+) == 0  -139.15      28.36  -4.907  < 0.001 *** 
Comp2(+) - Comp2(-) == 0   322.31      39.64   8.131  < 0.001 *** 
Comp3(-) - Comp2(-) == 0  -214.57      55.94  -3.836  0.00165 **  
Comp3(+) - Comp2(-) == 0   198.51      39.60   5.013  < 0.001 *** 
Comp3(-) - Comp2(+) == 0  -536.89      46.59 -11.524  < 0.001 *** 
Comp3(+) - Comp2(+) == 0  -123.80      24.68  -5.017  < 0.001 *** 




                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0  335.106     32.109  10.437  < 0.001 *** 
Comp2(-) - Comp1(-) == 0   40.199     43.130   0.932  0.93364     
Comp2(+) - Comp1(-) == 0  329.622     28.623  11.516  < 0.001 *** 
Comp3(-) - Comp1(-) == 0 -194.210     50.108  -3.876  0.00159 **  
Comp3(+) - Comp1(-) == 0  172.675     28.557   6.047  < 0.001 *** 
Comp2(-) - Comp1(+) == 0 -294.907     43.791  -6.734  < 0.001 *** 
Comp2(+) - Comp1(+) == 0   -5.484     29.609  -0.185  0.99997     
Comp3(-) - Comp1(+) == 0 -529.316     50.678 -10.445  < 0.001 *** 
Comp3(+) - Comp1(+) == 0 -162.430     29.545  -5.498  < 0.001 *** 
Comp2(+) - Comp2(-) == 0  289.423     41.303   7.007  < 0.001 *** 
Comp3(-) - Comp2(-) == 0 -234.409     58.288  -4.022  < 0.001 *** 
Comp3(+) - Comp2(-) == 0  132.476     41.257   3.211  0.01561 *   
Comp3(-) - Comp2(+) == 0 -523.832     48.544 -10.791  < 0.001 *** 
Comp3(+) - Comp2(+) == 0 -156.947     25.713  -6.104  < 0.001 *** 






                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0   96.021     34.545   2.780  0.05649 .   
Comp2(-) - Comp1(-) == 0  -69.110     46.403  -1.489  0.65534     
Comp2(+) - Comp1(-) == 0   99.489     30.795   3.231  0.01458 *   
Comp3(-) - Comp1(-) == 0 -131.934     53.910  -2.447  0.13130     
Comp3(+) - Comp1(-) == 0  -42.340     30.723  -1.378  0.72628     
Comp2(-) - Comp1(+) == 0 -165.131     47.114  -3.505  0.00561 **  
Comp2(+) - Comp1(+) == 0    3.468     31.855   0.109  1.00000     
Comp3(-) - Comp1(+) == 0 -227.955     54.523  -4.181  < 0.001 *** 
Comp3(+) - Comp1(+) == 0 -138.361     31.786  -4.353  < 0.001 *** 
Comp2(+) - Comp2(-) == 0  168.598     44.437   3.794  0.00192 **  
Comp3(-) - Comp2(-) == 0  -62.825     62.711  -1.002  0.91148     
Comp3(+) - Comp2(-) == 0   26.769     44.388   0.603  0.99003     
Comp3(-) - Comp2(+) == 0 -231.423     52.227  -4.431  < 0.001 *** 
Comp3(+) - Comp2(+) == 0 -141.829     27.664  -5.127  < 0.001 *** 




                          Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0  336.1088    32.1476  10.455  < 0.001 *** 
Comp2(-) - Comp1(-) == 0   37.9673    43.1823   0.879  0.94777     
Comp2(+) - Comp1(-) == 0  336.4464    28.6573  11.740  < 0.001 *** 
Comp3(-) - Comp1(-) == 0 -166.3353    50.1683  -3.316  0.01122 *   
Comp3(+) - Comp1(-) == 0  172.9737    28.5909   6.050  < 0.001 *** 
Comp2(-) - Comp1(+) == 0 -298.1415    43.8436  -6.800  < 0.001 *** 
Comp2(+) - Comp1(+) == 0    0.3376    29.6443   0.011  1.00000     
Comp3(-) - Comp1(+) == 0 -502.4441    50.7386  -9.903  < 0.001 *** 
Comp3(+) - Comp1(+) == 0 -163.1351    29.5801  -5.515  < 0.001 *** 
Comp2(+) - Comp2(-) == 0  298.4791    41.3525   7.218  < 0.001 *** 
Comp3(-) - Comp2(-) == 0 -204.3026    58.3580  -3.501  0.00586 **  
Comp3(+) - Comp2(-) == 0  135.0064    41.3066   3.268  0.01282 *   
Comp3(-) - Comp2(+) == 0 -502.7817    48.6022 -10.345  < 0.001 *** 
Comp3(+) - Comp2(+) == 0 -163.4727    25.7441  -6.350  < 0.001 *** 
Comp3(+) - Comp3(-) == 0  339.3090    48.5631   6.987  < 0.001 *** 
 
Average day of the year recording the maximum NDVI 
 
                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0   2.2663     0.4383   5.171  < 0.001 *** 
Comp2(-) - Comp1(-) == 0   0.1933     0.5888   0.328  0.99945     
Comp2(+) - Comp1(-) == 0   1.9048     0.3907   4.875  < 0.001 *** 
Comp3(-) - Comp1(-) == 0   0.4972     0.6840   0.727  0.97688     
Comp3(+) - Comp1(-) == 0   1.4834     0.3898   3.805  0.00187 **  
Comp2(-) - Comp1(+) == 0  -2.0730     0.5978  -3.468  0.00652 **  
Comp2(+) - Comp1(+) == 0  -0.3616     0.4042  -0.895  0.94388     
Comp3(-) - Comp1(+) == 0  -1.7691     0.6918  -2.557  0.10076     
Comp3(+) - Comp1(+) == 0  -0.7829     0.4033  -1.941  0.36006     
Comp2(+) - Comp2(-) == 0   1.7114     0.5638   3.035  0.02681 *   
Comp3(-) - Comp2(-) == 0   0.3039     0.7957   0.382  0.99885     
Comp3(+) - Comp2(-) == 0   1.2901     0.5632   2.291  0.18604     
Comp3(-) - Comp2(+) == 0  -1.4076     0.6627  -2.124  0.26041     
Comp3(+) - Comp2(+) == 0  -0.4213     0.3510  -1.200  0.82661     
Comp3(+) - Comp3(-) == 0   0.9862     0.6621   1.489  0.65538     
 
Average day of the year recording the green up 
 
                         Estimate Std. Error t value Pr(>|t|)   
Comp1(+) - Comp1(-) == 0   5.7118     2.0853   2.739   0.0631 . 
Comp2(-) - Comp1(-) == 0   0.6447     2.8010   0.230   0.9999   
  
201 
Comp2(+) - Comp1(-) == 0   1.0980     1.8589   0.591   0.9909   
Comp3(-) - Comp1(-) == 0  10.1321     3.2542   3.114   0.0211 * 
Comp3(+) - Comp1(-) == 0   5.3079     1.8546   2.862   0.0447 * 
Comp2(-) - Comp1(+) == 0  -5.0672     2.8439  -1.782   0.4600   
Comp2(+) - Comp1(+) == 0  -4.6138     1.9229  -2.399   0.1468   
Comp3(-) - Comp1(+) == 0   4.4203     3.2912   1.343   0.7475   
Comp3(+) - Comp1(+) == 0  -0.4040     1.9187  -0.211   0.9999   
Comp2(+) - Comp2(-) == 0   0.4533     2.6823   0.169   1.0000   
Comp3(-) - Comp2(-) == 0   9.4875     3.7854   2.506   0.1143   
Comp3(+) - Comp2(-) == 0   4.6632     2.6794   1.740   0.4871   
Comp3(-) - Comp2(+) == 0   9.0341     3.1526   2.866   0.0442 * 
Comp3(+) - Comp2(+) == 0   4.2099     1.6699   2.521   0.1101   
Comp3(+) - Comp3(-) == 0  -4.8243     3.1501  -1.531   0.6276   
 
Soil water capacity 
 
                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0  170.510     34.516   4.940  < 0.001 *** 
Comp2(-) - Comp1(-) == 0   60.380     46.364   1.302  0.77147     
Comp2(+) - Comp1(-) == 0  127.987     30.769   4.160  < 0.001 *** 
Comp3(-) - Comp1(-) == 0  -57.831     53.865  -1.074  0.88450     
Comp3(+) - Comp1(-) == 0  177.195     30.698   5.772  < 0.001 *** 
Comp2(-) - Comp1(+) == 0 -110.131     47.074  -2.340  0.16737     
Comp2(+) - Comp1(+) == 0  -42.523     31.829  -1.336  0.75173     
Comp3(-) - Comp1(+) == 0 -228.341     54.477  -4.192  < 0.001 *** 
Comp3(+) - Comp1(+) == 0    6.684     31.760   0.210  0.99994     
Comp2(+) - Comp2(-) == 0   67.607     44.399   1.523  0.63343     
Comp3(-) - Comp2(-) == 0 -118.211     62.658  -1.887  0.39296     
Comp3(+) - Comp2(-) == 0  116.815     44.350   2.634  0.08324 .   
Comp3(-) - Comp2(+) == 0 -185.818     52.183  -3.561  0.00468 **  
Comp3(+) - Comp2(+) == 0   49.208     27.641   1.780  0.46103     








                        Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0   -53.08      70.13  -0.757   0.9654     
Comp2(-) - Comp1(-) == 0  -157.84     186.02  -0.848   0.9441     
Comp2(+) - Comp1(-) == 0   222.20      71.84   3.093   0.0176 *   
Comp3(-) - Comp1(-) == 0   114.16     186.02   0.614   0.9863     
Comp3(+) - Comp1(-) == 0  -108.64      77.09  -1.409   0.6633     
Comp2(-) - Comp1(+) == 0  -104.76     173.14  -0.605   0.9871     
Comp2(+) - Comp1(+) == 0   275.28      23.07  11.930   <0.001 *** 
Comp3(-) - Comp1(+) == 0   167.24     173.14   0.966   0.9063     
Comp3(+) - Comp1(+) == 0   -55.56      36.26  -1.532   0.5789     
Comp2(+) - Comp2(-) == 0   380.04     173.84   2.186   0.1937     
Comp3(-) - Comp2(-) == 0   272.00     244.26   1.114   0.8414     
Comp3(+) - Comp2(-) == 0    49.20     176.07   0.279   0.9997     
Comp3(-) - Comp2(+) == 0  -108.04     173.84  -0.622   0.9854     
Comp3(+) - Comp2(+) == 0  -330.85      39.46  -8.384   <0.001 *** 




                         Estimate Std. Error t value Pr(>|t|)   
Comp1(+) - Comp1(-) == 0 -238.215     73.797  -3.228   0.0114 * 
Comp2(-) - Comp1(-) == 0 -193.650    195.753  -0.989   0.8974   
Comp2(+) - Comp1(-) == 0 -167.231     75.594  -2.212   0.1840   
Comp3(-) - Comp1(-) == 0   39.100    195.753   0.200   0.9999   
Comp3(+) - Comp1(-) == 0 -234.184     81.123  -2.887   0.0326 * 
Comp2(-) - Comp1(+) == 0   44.565    182.194   0.245   0.9998   
Comp2(+) - Comp1(+) == 0   70.984     24.281   2.923   0.0292 * 
Comp3(-) - Comp1(+) == 0  277.315    182.194   1.522   0.5858   
Comp3(+) - Comp1(+) == 0    4.031     38.158   0.106   1.0000   
Comp2(+) - Comp2(-) == 0   26.419    182.929   0.144   1.0000   
Comp3(-) - Comp2(-) == 0  232.750    257.037   0.906   0.9274   
Comp3(+) - Comp2(-) == 0  -40.534    185.282  -0.219   0.9999   
Comp3(-) - Comp2(+) == 0  206.331    182.929   1.128   0.8341   
Comp3(+) - Comp2(+) == 0  -66.953     41.527  -1.612   0.5235   




                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0   308.06      68.27   4.513  < 0.001 *** 
Comp2(-) - Comp1(-) == 0   422.94     181.08   2.336  0.13995     
Comp2(+) - Comp1(-) == 0     5.20      69.93   0.074  1.00000     
Comp3(-) - Comp1(-) == 0  -309.31     181.08  -1.708  0.45838     
Comp3(+) - Comp1(-) == 0    25.48      75.04   0.340  0.99916     
Comp2(-) - Comp1(+) == 0   114.88     168.54   0.682  0.97805     
Comp2(+) - Comp1(+) == 0  -302.86      22.46 -13.484  < 0.001 *** 
Comp3(-) - Comp1(+) == 0  -617.37     168.54  -3.663  0.00244 **  
Comp3(+) - Comp1(+) == 0  -282.58      35.30  -8.006  < 0.001 *** 
Comp2(+) - Comp2(-) == 0  -417.74     169.22  -2.469  0.10141     
Comp3(-) - Comp2(-) == 0  -732.25     237.77  -3.080  0.01755 *   
Comp3(+) - Comp2(-) == 0  -397.46     171.40  -2.319  0.14492     
Comp3(-) - Comp2(+) == 0  -314.51     169.22  -1.859  0.36185     
Comp3(+) - Comp2(+) == 0    20.28      38.41   0.528  0.99310     






                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0    3.916     73.605   0.053  1.00000     
Comp2(-) - Comp1(-) == 0  425.040    195.245   2.177  0.19837     
Comp2(+) - Comp1(-) == 0   -7.038     75.398  -0.093  1.00000     
Comp3(-) - Comp1(-) == 0 -289.460    195.245  -1.483  0.61265     
Comp3(+) - Comp1(-) == 0 -157.901     80.912  -1.952  0.30768     
Comp2(-) - Comp1(+) == 0  421.124    181.721   2.317  0.14571     
Comp2(+) - Comp1(+) == 0  -10.954     24.218  -0.452  0.99666     
Comp3(-) - Comp1(+) == 0 -293.376    181.721  -1.614  0.52210     
Comp3(+) - Comp1(+) == 0 -161.817     38.059  -4.252  < 0.001 *** 
Comp2(+) - Comp2(-) == 0 -432.078    182.454  -2.368  0.12901     
Comp3(-) - Comp2(-) == 0 -714.500    256.370  -2.787  0.04427 *   
Comp3(+) - Comp2(-) == 0 -582.941    184.801  -3.154  0.01386 *   
Comp3(-) - Comp2(+) == 0 -282.422    182.454  -1.548  0.56773     
Comp3(+) - Comp2(+) == 0 -150.863     41.419  -3.642  0.00263 **  




                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0   108.07      70.01   1.544   0.5708     
Comp2(-) - Comp1(-) == 0   583.32     185.70   3.141   0.0149 *   
Comp2(+) - Comp1(-) == 0  -174.66      71.71  -2.436   0.1103     
Comp3(-) - Comp1(-) == 0   120.57     185.70   0.649   0.9823     
Comp3(+) - Comp1(-) == 0    60.01      76.96   0.780   0.9607     
Comp2(-) - Comp1(+) == 0   475.25     172.84   2.750   0.0483 *   
Comp2(+) - Comp1(+) == 0  -282.73      23.03 -12.275   <0.001 *** 
Comp3(-) - Comp1(+) == 0    12.50     172.84   0.072   1.0000     
Comp3(+) - Comp1(+) == 0   -48.06      36.20  -1.328   0.7173     
Comp2(+) - Comp2(-) == 0  -757.98     173.54  -4.368   <0.001 *** 
Comp3(-) - Comp2(-) == 0  -462.75     243.84  -1.898   0.3387     
Comp3(+) - Comp2(-) == 0  -523.31     175.77  -2.977   0.0249 *   
Comp3(-) - Comp2(+) == 0   295.23     173.54   1.701   0.4629     
Comp3(+) - Comp2(+) == 0   234.67      39.39   5.957   <0.001 *** 
Comp3(+) - Comp3(-) == 0   -60.56     175.77  -0.345   0.9991     
 
Annual mean temperature 
 
                         Estimate Std. Error t value Pr(>|t|)    
Comp1(+) - Comp1(-) == 0 -255.652     73.749  -3.467  0.00496 ** 
Comp2(-) - Comp1(-) == 0  -42.370    195.626  -0.217  0.99991    
Comp2(+) - Comp1(-) == 0 -178.915     75.545  -2.368  0.12881    
Comp3(-) - Comp1(-) == 0 -263.870    195.626  -1.349  0.70365    
Comp3(+) - Comp1(-) == 0 -222.551     81.070  -2.745  0.04889 *  
Comp2(-) - Comp1(+) == 0  213.282    182.075   1.171  0.81094    
Comp2(+) - Comp1(+) == 0   76.737     24.265   3.162  0.01451 *  
Comp3(-) - Comp1(+) == 0   -8.218    182.075  -0.045  1.00000    
Comp3(+) - Comp1(+) == 0   33.101     38.133   0.868  0.93867    
Comp2(+) - Comp2(-) == 0 -136.545    182.810  -0.747  0.96732    
Comp3(-) - Comp2(-) == 0 -221.500    256.869  -0.862  0.94027    
Comp3(+) - Comp2(-) == 0 -180.181    185.161  -0.973  0.90363    
Comp3(-) - Comp2(+) == 0  -84.955    182.810  -0.465  0.99620    
Comp3(+) - Comp2(+) == 0  -43.636     41.500  -1.051  0.87104    
Comp3(+) - Comp3(-) == 0   41.319    185.161   0.223  0.99989    
 
Winter mean temperature 
 
                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0    89.83      69.45   1.294   0.7391     
  
204 
Comp2(-) - Comp1(-) == 0   343.92     184.21   1.867   0.3570     
Comp2(+) - Comp1(-) == 0  -192.85      71.14  -2.711   0.0540 .   
Comp3(-) - Comp1(-) == 0   -43.58     184.21  -0.237   0.9999     
Comp3(+) - Comp1(-) == 0  -173.84      76.34  -2.277   0.1593     
Comp2(-) - Comp1(+) == 0   254.09     171.45   1.482   0.6131     
Comp2(+) - Comp1(+) == 0  -282.68      22.85 -12.371   <0.001 *** 
Comp3(-) - Comp1(+) == 0  -133.41     171.45  -0.778   0.9610     
Comp3(+) - Comp1(+) == 0  -263.67      35.91  -7.343   <0.001 *** 
Comp2(+) - Comp2(-) == 0  -536.77     172.14  -3.118   0.0159 *   
Comp3(-) - Comp2(-) == 0  -387.50     241.88  -1.602   0.5305     
Comp3(+) - Comp2(-) == 0  -517.76     174.36  -2.970   0.0255 *   
Comp3(-) - Comp2(+) == 0   149.27     172.14   0.867   0.9389     
Comp3(+) - Comp2(+) == 0    19.00      39.08   0.486   0.9953     
Comp3(+) - Comp3(-) == 0  -130.26     174.36  -0.747   0.9672     
 
Spring mean temperature 
 
                          Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0 -225.9965    72.1857  -3.131   0.0151 *   
Comp2(-) - Comp1(-) == 0  -39.6900   191.4794  -0.207   0.9999     
Comp2(+) - Comp1(-) == 0  -39.4822    73.9435  -0.534   0.9927     
Comp3(-) - Comp1(-) == 0   42.3100   191.4794   0.221   0.9999     
Comp3(+) - Comp1(-) == 0  -67.3616    79.3514  -0.849   0.9440     
Comp2(-) - Comp1(+) == 0  186.3065   178.2157   1.045   0.8738     
Comp2(+) - Comp1(+) == 0  186.5143    23.7508   7.853   <0.001 *** 
Comp3(-) - Comp1(+) == 0  268.3065   178.2157   1.506   0.5969     
Comp3(+) - Comp1(+) == 0  158.6349    37.3245   4.250   <0.001 *** 
Comp2(+) - Comp2(-) == 0    0.2078   178.9349   0.001   1.0000     
Comp3(-) - Comp2(-) == 0   82.0000   251.4247   0.326   0.9993     
Comp3(+) - Comp2(-) == 0  -27.6716   181.2366  -0.153   1.0000     
Comp3(-) - Comp2(+) == 0   81.7922   178.9349   0.457   0.9965     
Comp3(+) - Comp2(+) == 0  -27.8794    40.6200  -0.686   0.9774     
Comp3(+) - Comp3(-) == 0 -109.6716   181.2366  -0.605   0.9871     
 
Summer mean temperature 
 
                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0   203.04      64.25   3.160  0.01388 *   
Comp2(-) - Comp1(-) == 0   646.93     170.44   3.796  0.00156 **  
Comp2(+) - Comp1(-) == 0  -200.41      65.82  -3.045  0.02015 *   
Comp3(-) - Comp1(-) == 0   -99.07     170.44  -0.581  0.98925     
Comp3(+) - Comp1(-) == 0  -133.86      70.63  -1.895  0.34015     
Comp2(-) - Comp1(+) == 0   443.89     158.63   2.798  0.04199 *   
Comp2(+) - Comp1(+) == 0  -403.45      21.14 -19.084  < 0.001 *** 
Comp3(-) - Comp1(+) == 0  -302.11     158.63  -1.904  0.33434     
Comp3(+) - Comp1(+) == 0  -336.90      33.22 -10.140  < 0.001 *** 
Comp2(+) - Comp2(-) == 0  -847.34     159.27  -5.320  < 0.001 *** 
Comp3(-) - Comp2(-) == 0  -746.00     223.80  -3.333  0.00766 **  
Comp3(+) - Comp2(-) == 0  -780.79     161.32  -4.840  < 0.001 *** 
Comp3(-) - Comp2(+) == 0   101.34     159.27   0.636  0.98381     
Comp3(+) - Comp2(+) == 0    66.55      36.16   1.841  0.37300     
Comp3(+) - Comp3(-) == 0   -34.79     161.32  -0.216  0.99991     
 
Autumn mean temperature 
 
                          Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0 -402.8697    73.1359  -5.509   <0.001 *** 
Comp2(-) - Comp1(-) == 0  -40.6200   193.9999  -0.209    1.000     
Comp2(+) - Comp1(-) == 0 -452.5226    74.9168  -6.040   <0.001 *** 
Comp3(-) - Comp1(-) == 0 -318.3700   193.9999  -1.641    0.503     
  
205 
Comp3(+) - Comp1(-) == 0 -452.9827    80.3960  -5.634   <0.001 *** 
Comp2(-) - Comp1(+) == 0  362.2497   180.5616   2.006    0.278     
Comp2(+) - Comp1(+) == 0  -49.6529    24.0635  -2.063    0.249     
Comp3(-) - Comp1(+) == 0   84.4997   180.5616   0.468    0.996     
Comp3(+) - Comp1(+) == 0  -50.1130    37.8158  -1.325    0.719     
Comp2(+) - Comp2(-) == 0 -411.9026   181.2903  -2.272    0.161     
Comp3(-) - Comp2(-) == 0 -277.7500   254.7344  -1.090    0.853     
Comp3(+) - Comp2(-) == 0 -412.3627   183.6223  -2.246    0.170     
Comp3(-) - Comp2(+) == 0  134.1526   181.2903   0.740    0.969     
Comp3(+) - Comp2(+) == 0   -0.4601    41.1547  -0.011    1.000     




                         Estimate Std. Error t value Pr(>|t|)   
Comp1(+) - Comp1(-) == 0  -179.04      74.01  -2.419   0.1144   
Comp2(-) - Comp1(-) == 0    47.12     196.31   0.240   0.9998   
Comp2(+) - Comp1(-) == 0  -182.38      75.81  -2.406   0.1182   
Comp3(-) - Comp1(-) == 0    94.87     196.31   0.483   0.9954   
Comp3(+) - Comp1(-) == 0  -236.63      81.35  -2.909   0.0311 * 
Comp2(-) - Comp1(+) == 0   226.16     182.71   1.238   0.7730   
Comp2(+) - Comp1(+) == 0    -3.34      24.35  -0.137   1.0000   
Comp3(-) - Comp1(+) == 0   273.91     182.71   1.499   0.6019   
Comp3(+) - Comp1(+) == 0   -57.59      38.27  -1.505   0.5977   
Comp2(+) - Comp2(-) == 0  -229.50     183.45  -1.251   0.7651   
Comp3(-) - Comp2(-) == 0    47.75     257.77   0.185   1.0000   
Comp3(+) - Comp2(-) == 0  -283.75     185.81  -1.527   0.5825   
Comp3(-) - Comp2(+) == 0   277.25     183.45   1.511   0.5931   
Comp3(+) - Comp2(+) == 0   -54.25      41.65  -1.303   0.7329   




                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0   284.75      73.69   3.864  0.00106 **  
Comp2(-) - Comp1(-) == 0    -0.54     195.48  -0.003  1.00000     
Comp2(+) - Comp1(-) == 0   323.15      75.49   4.281  < 0.001 *** 
Comp3(-) - Comp1(-) == 0   190.96     195.48   0.977  0.90219     
Comp3(+) - Comp1(-) == 0   336.70      81.01   4.156  < 0.001 *** 
Comp2(-) - Comp1(+) == 0  -285.29     181.94  -1.568  0.55377     
Comp2(+) - Comp1(+) == 0    38.40      24.25   1.584  0.54336     
Comp3(-) - Comp1(+) == 0   -93.79     181.94  -0.516  0.99382     
Comp3(+) - Comp1(+) == 0    51.94      38.10   1.363  0.69430     
Comp2(+) - Comp2(-) == 0   323.69     182.68   1.772  0.41675     
Comp3(-) - Comp2(-) == 0   191.50     256.68   0.746  0.96748     
Comp3(+) - Comp2(-) == 0   337.24     185.03   1.823  0.38402     
Comp3(-) - Comp2(+) == 0  -132.19     182.68  -0.724  0.97146     
Comp3(+) - Comp2(+) == 0    13.54      41.47   0.327  0.99930     




                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0   266.93      63.63   4.195  < 0.001 *** 
Comp2(-) - Comp1(-) == 0   645.80     168.77   3.826  0.00124 **  
Comp2(+) - Comp1(-) == 0  -158.53      65.17  -2.432  0.11121     
Comp3(-) - Comp1(-) == 0    17.05     168.77   0.101  1.00000     
Comp3(+) - Comp1(-) == 0   -34.11      69.94  -0.488  0.99523     
Comp2(-) - Comp1(+) == 0   378.87     157.08   2.412  0.11654     
Comp2(+) - Comp1(+) == 0  -425.46      20.93 -20.324  < 0.001 *** 
  
206 
Comp3(-) - Comp1(+) == 0  -249.88     157.08  -1.591  0.53817     
Comp3(+) - Comp1(+) == 0  -301.04      32.90  -9.151  < 0.001 *** 
Comp2(+) - Comp2(-) == 0  -804.33     157.71  -5.100  < 0.001 *** 
Comp3(-) - Comp2(-) == 0  -628.75     221.61  -2.837  0.03818 *   
Comp3(+) - Comp2(-) == 0  -679.91     159.74  -4.256  < 0.001 *** 
Comp3(-) - Comp2(+) == 0   175.58     157.71   1.113  0.84149     
Comp3(+) - Comp2(+) == 0   124.42      35.80   3.475  0.00452 **  




                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0   453.84      64.98   6.984    <0.01 *** 
Comp2(-) - Comp1(-) == 0   335.38     172.37   1.946    0.310     
Comp2(+) - Comp1(-) == 0    58.84      66.56   0.884    0.934     
Comp3(-) - Comp1(-) == 0   379.88     172.37   2.204    0.187     
Comp3(+) - Comp1(-) == 0   197.83      71.43   2.769    0.046 *   
Comp2(-) - Comp1(+) == 0  -118.46     160.43  -0.738    0.969     
Comp2(+) - Comp1(+) == 0  -395.00      21.38 -18.474    <0.01 *** 
Comp3(-) - Comp1(+) == 0   -73.96     160.43  -0.461    0.996     
Comp3(+) - Comp1(+) == 0  -256.01      33.60  -7.619    <0.01 *** 
Comp2(+) - Comp2(-) == 0  -276.54     161.08  -1.717    0.452     
Comp3(-) - Comp2(-) == 0    44.50     226.34   0.197    1.000     
Comp3(+) - Comp2(-) == 0  -137.55     163.15  -0.843    0.946     
Comp3(-) - Comp2(+) == 0   321.04     161.08   1.993    0.285     
Comp3(+) - Comp2(+) == 0   138.99      36.57   3.801    <0.01 **  




                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0   261.38      63.90   4.091   <0.001 *** 
Comp2(-) - Comp1(-) == 0   669.13     169.49   3.948   <0.001 *** 
Comp2(+) - Comp1(-) == 0  -156.80      65.45  -2.396   0.1210     
Comp3(-) - Comp1(-) == 0    24.13     169.49   0.142   1.0000     
Comp3(+) - Comp1(-) == 0   -44.41      70.24  -0.632   0.9843     
Comp2(-) - Comp1(+) == 0   407.75     157.75   2.585   0.0755 .   
Comp2(+) - Comp1(+) == 0  -418.18      21.02 -19.891   <0.001 *** 
Comp3(-) - Comp1(+) == 0  -237.25     157.75  -1.504   0.5983     
Comp3(+) - Comp1(+) == 0  -305.79      33.04  -9.255   <0.001 *** 
Comp2(+) - Comp2(-) == 0  -825.93     158.39  -5.215   <0.001 *** 
Comp3(-) - Comp2(-) == 0  -645.00     222.56  -2.898   0.0318 *   
Comp3(+) - Comp2(-) == 0  -713.54     160.43  -4.448   <0.001 *** 
Comp3(-) - Comp2(+) == 0   180.93     158.39   1.142   0.8264     
Comp3(+) - Comp2(+) == 0   112.39      35.96   3.126   0.0154 *   
Comp3(+) - Comp3(-) == 0   -68.54     160.43  -0.427   0.9974     
 
Annual climate balance 
 
                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0   -98.66      72.51  -1.361  0.69591     
Comp2(-) - Comp1(-) == 0   211.20     192.35   1.098  0.84918     
Comp2(+) - Comp1(-) == 0  -240.58      74.28  -3.239  0.01091 *   
Comp3(-) - Comp1(-) == 0  -202.55     192.35  -1.053  0.87035     
Comp3(+) - Comp1(-) == 0    41.45      79.71   0.520  0.99357     
Comp2(-) - Comp1(+) == 0   309.86     179.03   1.731  0.44276     
Comp2(+) - Comp1(+) == 0  -141.92      23.86  -5.948  < 0.001 *** 
Comp3(-) - Comp1(+) == 0  -103.89     179.03  -0.580  0.98933     
Comp3(+) - Comp1(+) == 0   140.10      37.49   3.737  0.00187 **  
Comp2(+) - Comp2(-) == 0  -451.78     179.75  -2.513  0.09047 .   
  
207 
Comp3(-) - Comp2(-) == 0  -413.75     252.57  -1.638  0.50559     
Comp3(+) - Comp2(-) == 0  -169.75     182.06  -0.932  0.91850     
Comp3(-) - Comp2(+) == 0    38.03     179.75   0.212  0.99992     
Comp3(+) - Comp2(+) == 0   282.03      40.80   6.912  < 0.001 *** 
Comp3(+) - Comp3(-) == 0   244.00     182.06   1.340  0.70878     
 
Winter climate balance 
 
                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0   -36.08      73.38  -0.492  0.99504     
Comp2(-) - Comp1(-) == 0   -30.85     194.66  -0.158  0.99998     
Comp2(+) - Comp1(-) == 0    48.67      75.17   0.647  0.98251     
Comp3(-) - Comp1(-) == 0  -152.35     194.66  -0.783  0.96007     
Comp3(+) - Comp1(-) == 0  -185.02      80.67  -2.294  0.15337     
Comp2(-) - Comp1(+) == 0     5.23     181.17   0.029  1.00000     
Comp2(+) - Comp1(+) == 0    84.75      24.14   3.510  0.00453 **  
Comp3(-) - Comp1(+) == 0  -116.27     181.17  -0.642  0.98321     
Comp3(+) - Comp1(+) == 0  -148.94      37.94  -3.925  < 0.001 *** 
Comp2(+) - Comp2(-) == 0    79.52     181.90   0.437  0.99715     
Comp3(-) - Comp2(-) == 0  -121.50     255.60  -0.475  0.99577     
Comp3(+) - Comp2(-) == 0  -154.17     184.24  -0.837  0.94724     
Comp3(-) - Comp2(+) == 0  -201.02     181.90  -1.105  0.84564     
Comp3(+) - Comp2(+) == 0  -233.69      41.29  -5.659  < 0.001 *** 
Comp3(+) - Comp3(-) == 0   -32.67     184.24  -0.177  0.99997     
 
Spring climate balance 
 
                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0  171.460     72.457   2.366    0.130     
Comp2(-) - Comp1(-) == 0  -52.650    192.200  -0.274    1.000     
Comp2(+) - Comp1(-) == 0   27.165     74.222   0.366    0.999     
Comp3(-) - Comp1(-) == 0  -55.650    192.200  -0.290    1.000     
Comp3(+) - Comp1(-) == 0  -57.459     79.650  -0.721    0.972     
Comp2(-) - Comp1(+) == 0 -224.110    178.887  -1.253    0.764     
Comp2(+) - Comp1(+) == 0 -144.295     23.840  -6.053   <0.001 *** 
Comp3(-) - Comp1(+) == 0 -227.110    178.887  -1.270    0.754     
Comp3(+) - Comp1(+) == 0 -228.919     37.465  -6.110   <0.001 *** 
Comp2(+) - Comp2(-) == 0   79.815    179.609   0.444    0.997     
Comp3(-) - Comp2(-) == 0   -3.000    252.371  -0.012    1.000     
Comp3(+) - Comp2(-) == 0   -4.809    181.919  -0.026    1.000     
Comp3(-) - Comp2(+) == 0  -82.815    179.609  -0.461    0.996     
Comp3(+) - Comp2(+) == 0  -84.624     40.773  -2.075    0.244     
Comp3(+) - Comp3(-) == 0   -1.809    181.919  -0.010    1.000     
 
Summer climate balance 
 
                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0 -177.393     70.809  -2.505   0.0924 .   
Comp2(-) - Comp1(-) == 0  352.760    187.828   1.878   0.3500     
Comp2(+) - Comp1(-) == 0 -402.928     72.534  -5.555   <0.001 *** 
Comp3(-) - Comp1(-) == 0 -100.990    187.828  -0.538   0.9925     
Comp3(+) - Comp1(-) == 0 -101.642     77.838  -1.306   0.7310     
Comp2(-) - Comp1(+) == 0  530.153    174.817   3.033   0.0210 *   
Comp2(+) - Comp1(+) == 0 -225.535     23.298  -9.680   <0.001 *** 
Comp3(-) - Comp1(+) == 0   76.403    174.817   0.437   0.9972     
Comp3(+) - Comp1(+) == 0   75.751     36.613   2.069   0.2468     
Comp2(+) - Comp2(-) == 0 -755.688    175.523  -4.305   <0.001 *** 
Comp3(-) - Comp2(-) == 0 -453.750    246.631  -1.840   0.3734     
Comp3(+) - Comp2(-) == 0 -454.402    177.781  -2.556   0.0811 .   
Comp3(-) - Comp2(+) == 0  301.938    175.523   1.720   0.4498     
  
208 
Comp3(+) - Comp2(+) == 0  301.286     39.845   7.561   <0.001 *** 
Comp3(+) - Comp3(-) == 0   -0.652    177.781  -0.004   1.0000     
 
Autumn climate balance 
 
                         Estimate Std. Error t value Pr(>|t|)   
Comp1(+) - Comp1(-) == 0   70.811     73.859   0.959   0.9090   
Comp2(-) - Comp1(-) == 0  395.210    195.917   2.017   0.2729   
Comp2(+) - Comp1(-) == 0    8.022     75.657   0.106   1.0000   
Comp3(-) - Comp1(-) == 0 -420.540    195.917  -2.147   0.2107   
Comp3(+) - Comp1(-) == 0   56.548     81.191   0.696   0.9759   
Comp2(-) - Comp1(+) == 0  324.399    182.346   1.779   0.4113   
Comp2(+) - Comp1(+) == 0  -62.789     24.301  -2.584   0.0758 . 
Comp3(-) - Comp1(+) == 0 -491.351    182.346  -2.695   0.0564 . 
Comp3(+) - Comp1(+) == 0  -14.262     38.190  -0.373   0.9987   
Comp2(+) - Comp2(-) == 0 -387.188    183.082  -2.115   0.2249   
Comp3(-) - Comp2(-) == 0 -815.750    257.252  -3.171   0.0132 * 
Comp3(+) - Comp2(-) == 0 -338.662    185.437  -1.826   0.3815   
Comp3(-) - Comp2(+) == 0 -428.562    183.082  -2.341   0.1382   
Comp3(+) - Comp2(+) == 0   48.527     41.561   1.168   0.8131   




                         Estimate Std. Error t value Pr(>|t|)    
Comp1(+) - Comp1(-) == 0  111.492     73.852   1.510  0.59447    
Comp2(-) - Comp1(-) == 0  180.900    195.899   0.923  0.92140    
Comp2(+) - Comp1(-) == 0   45.582     75.650   0.603  0.98735    
Comp3(-) - Comp1(-) == 0 -149.100    195.899  -0.761  0.96456    
Comp3(+) - Comp1(-) == 0  189.047     81.183   2.329  0.14165    
Comp2(-) - Comp1(+) == 0   69.408    182.329   0.381  0.99853    
Comp2(+) - Comp1(+) == 0  -65.911     24.299  -2.712  0.05370 .  
Comp3(-) - Comp1(+) == 0 -260.592    182.329  -1.429  0.64930    
Comp3(+) - Comp1(+) == 0   77.555     38.186   2.031  0.26544    
Comp2(+) - Comp2(-) == 0 -135.318    183.065  -0.739  0.96872    
Comp3(-) - Comp2(-) == 0 -330.000    257.227  -1.283  0.74546    
Comp3(+) - Comp2(-) == 0    8.147    185.419   0.044  1.00000    
Comp3(-) - Comp2(+) == 0 -194.682    183.065  -1.063  0.86546    
Comp3(+) - Comp2(+) == 0  143.465     41.557   3.452  0.00563 ** 




                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0   68.465     73.697   0.929   0.9196     
Comp2(-) - Comp1(-) == 0  146.370    195.487   0.749   0.9670     
Comp2(+) - Comp1(-) == 0   -9.227     75.491  -0.122   1.0000     
Comp3(-) - Comp1(-) == 0 -187.380    195.487  -0.959   0.9090     
Comp3(+) - Comp1(-) == 0  167.395     81.012   2.066   0.2476     
Comp2(-) - Comp1(+) == 0   77.905    181.946   0.428   0.9974     
Comp2(+) - Comp1(+) == 0  -77.692     24.248  -3.204   0.0121 *   
Comp3(-) - Comp1(+) == 0 -255.845    181.946  -1.406   0.6653     
Comp3(+) - Comp1(+) == 0   98.929     38.106   2.596   0.0729 .   
Comp2(+) - Comp2(-) == 0 -155.597    182.680  -0.852   0.9433     
Comp3(-) - Comp2(-) == 0 -333.750    256.687  -1.300   0.7346     
Comp3(+) - Comp2(-) == 0   21.025    185.030   0.114   1.0000     
Comp3(-) - Comp2(+) == 0 -178.153    182.680  -0.975   0.9029     
Comp3(+) - Comp2(+) == 0  176.622     41.470   4.259   <0.001 *** 






                         Estimate Std. Error t value Pr(>|t|) 
Comp1(+) - Comp1(-) == 0   48.348     74.269   0.651    0.982 
Comp2(-) - Comp1(-) == 0  -69.640    197.005  -0.353    0.999 
Comp2(+) - Comp1(-) == 0    8.321     76.077   0.109    1.000 
Comp3(-) - Comp1(-) == 0  -43.640    197.005  -0.222    1.000 
Comp3(+) - Comp1(-) == 0   34.301     81.641   0.420    0.998 
Comp2(-) - Comp1(+) == 0 -117.988    183.358  -0.643    0.983 
Comp2(+) - Comp1(+) == 0  -40.027     24.436  -1.638    0.505 
Comp3(-) - Comp1(+) == 0  -91.988    183.358  -0.502    0.995 
Comp3(+) - Comp1(+) == 0  -14.047     38.402  -0.366    0.999 
Comp2(+) - Comp2(-) == 0   77.961    184.098   0.423    0.998 
Comp3(-) - Comp2(-) == 0   26.000    258.680   0.101    1.000 
Comp3(+) - Comp2(-) == 0  103.941    186.466   0.557    0.991 
Comp3(-) - Comp2(+) == 0  -51.961    184.098  -0.282    1.000 
Comp3(+) - Comp2(+) == 0   25.980     41.792   0.622    0.985 
Comp3(+) - Comp3(-) == 0   77.941    186.466   0.418    0.998 




                         Estimate Std. Error t value Pr(>|t|) 
Comp1(+) - Comp1(-) == 0  123.783     74.126   1.670    0.484 
Comp2(-) - Comp1(-) == 0   69.760    196.626   0.355    0.999 
Comp2(+) - Comp1(-) == 0   71.344     75.931   0.940    0.916 
Comp3(-) - Comp1(-) == 0 -107.240    196.626  -0.545    0.992 
Comp3(+) - Comp1(-) == 0  118.564     81.484   1.455    0.632 
Comp2(-) - Comp1(+) == 0  -54.023    183.006  -0.295    1.000 
Comp2(+) - Comp1(+) == 0  -52.439     24.389  -2.150    0.210 
Comp3(-) - Comp1(+) == 0 -231.023    183.006  -1.262    0.758 
Comp3(+) - Comp1(+) == 0   -5.219     38.328  -0.136    1.000 
Comp2(+) - Comp2(-) == 0    1.584    183.744   0.009    1.000 
Comp3(-) - Comp2(-) == 0 -177.000    258.182  -0.686    0.977 
Comp3(+) - Comp2(-) == 0   48.804    186.108   0.262    1.000 
Comp3(-) - Comp2(+) == 0 -178.584    183.744  -0.972    0.904 
Comp3(+) - Comp2(+) == 0   47.220     41.712   1.132    0.832 
Comp3(+) - Comp3(-) == 0  225.804    186.108   1.213    0.787 
 
Average day of the year recording the maximum NDVI 
 
                         Estimate Std. Error t value Pr(>|t|) 
Comp1(+) - Comp1(-) == 0 -0.04224    0.83213  -0.051    1.000 
Comp2(-) - Comp1(-) == 0 -1.12000    2.20730  -0.507    0.994 
Comp2(+) - Comp1(-) == 0 -0.56481    0.85239  -0.663    0.981 
Comp3(-) - Comp1(-) == 0 -0.37000    2.20730  -0.168    1.000 
Comp3(+) - Comp1(-) == 0  0.27216    0.91473   0.298    1.000 
Comp2(-) - Comp1(+) == 0 -1.07776    2.05440  -0.525    0.993 
Comp2(+) - Comp1(+) == 0 -0.52257    0.27379  -1.909    0.332 
Comp3(-) - Comp1(+) == 0 -0.32776    2.05440  -0.160    1.000 
Comp3(+) - Comp1(+) == 0  0.31439    0.43026   0.731    0.970 
Comp2(+) - Comp2(-) == 0  0.55519    2.06269   0.269    1.000 
Comp3(-) - Comp2(-) == 0  0.75000    2.89833   0.259    1.000 
Comp3(+) - Comp2(-) == 0  1.39216    2.08923   0.666    0.980 
Comp3(-) - Comp2(+) == 0  0.19481    2.06269   0.094    1.000 
Comp3(+) - Comp2(+) == 0  0.83696    0.46825   1.787    0.407 
Comp3(+) - Comp3(-) == 0  0.64216    2.08923   0.307    0.999 
 




                         Estimate Std. Error t value Pr(>|t|)   
Comp1(+) - Comp1(-) == 0  2.19441    4.52129   0.485   0.9953   
Comp2(-) - Comp1(-) == 0  0.50000   11.99314   0.042   1.0000   
Comp2(+) - Comp1(-) == 0  0.40584    4.63138   0.088   1.0000   
Comp3(-) - Comp1(-) == 0  5.50000   11.99314   0.459   0.9964   
Comp3(+) - Comp1(-) == 0  7.55882    4.97011   1.521   0.5865   
Comp2(-) - Comp1(+) == 0 -1.69441   11.16238  -0.152   1.0000   
Comp2(+) - Comp1(+) == 0 -1.78857    1.48761  -1.202   0.7937   
Comp3(-) - Comp1(+) == 0  3.30559   11.16238   0.296   0.9996   
Comp3(+) - Comp1(+) == 0  5.36441    2.33779   2.295   0.1531   
Comp2(+) - Comp2(-) == 0 -0.09416   11.20743  -0.008   1.0000   
Comp3(-) - Comp2(-) == 0  5.00000   15.74777   0.318   0.9994   
Comp3(+) - Comp2(-) == 0  7.05882   11.35159   0.622   0.9854   
Comp3(-) - Comp2(+) == 0  5.09416   11.20743   0.455   0.9966   
Comp3(+) - Comp2(+) == 0  7.15298    2.54420   2.811   0.0407 * 
Comp3(+) - Comp3(-) == 0  2.05882   11.35159   0.181   1.0000   
 
Soil water capacity 
 
                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0   340.68      72.71   4.685   <0.001 *** 
Comp2(-) - Comp1(-) == 0    42.52     192.87   0.220   0.9999     
Comp2(+) - Comp1(-) == 0   198.30      74.48   2.662   0.0615 .   
Comp3(-) - Comp1(-) == 0   302.27     192.87   1.567   0.5546     
Comp3(+) - Comp1(-) == 0   226.14      79.93   2.829   0.0391 *   
Comp2(-) - Comp1(+) == 0  -298.16     179.51  -1.661   0.4899     
Comp2(+) - Comp1(+) == 0  -142.38      23.92  -5.951   <0.001 *** 
Comp3(-) - Comp1(+) == 0   -38.41     179.51  -0.214   0.9999     
Comp3(+) - Comp1(+) == 0  -114.54      37.60  -3.047   0.0197 *   
Comp2(+) - Comp2(-) == 0   155.78     180.24   0.864   0.9397     
Comp3(-) - Comp2(-) == 0   259.75     253.25   1.026   0.8823     
Comp3(+) - Comp2(-) == 0   183.62     182.55   1.006   0.8907     
Comp3(-) - Comp2(+) == 0   103.97     180.24   0.577   0.9896     
Comp3(+) - Comp2(+) == 0    27.84      40.92   0.680   0.9782     










                        Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0  -43.698     84.758  -0.516    0.999     
Comp2(-) - Comp1(-) == 0   38.708     99.310   0.390    1.000     
Comp2(+) - Comp1(-) == 0  189.519     88.484   2.142    0.339     
Comp3(-) - Comp1(-) == 0   87.137    130.634   0.667    0.997     
Comp3(+) - Comp1(-) == 0  197.711     90.087   2.195    0.308     
Comp4(-) - Comp1(-) == 0   65.049    141.232   0.461    1.000     
Comp4(+) - Comp1(-) == 0  -95.132     91.833  -1.036    0.960     
Comp2(-) - Comp1(+) == 0   82.406     55.531   1.484    0.780     
Comp2(+) - Comp1(+) == 0  233.218     32.416   7.195   <0.001 *** 
Comp3(-) - Comp1(+) == 0  130.835    101.423   1.290    0.879     
Comp3(+) - Comp1(+) == 0  241.409     36.565   6.602   <0.001 *** 
Comp4(-) - Comp1(+) == 0  108.748    114.751   0.948    0.975     
Comp4(+) - Comp1(+) == 0  -51.433     40.678  -1.264    0.890     
Comp2(+) - Comp2(-) == 0  150.811     61.068   2.470    0.176     
Comp3(-) - Comp2(-) == 0   48.429    113.865   0.425    1.000     
Comp3(+) - Comp2(-) == 0  159.003     63.369   2.509    0.160     
Comp4(-) - Comp2(-) == 0   26.341    125.882   0.209    1.000     
Comp4(+) - Comp2(-) == 0 -133.840     65.827  -2.033    0.408     
Comp3(-) - Comp2(+) == 0 -102.383    104.557  -0.979    0.970     
Comp3(+) - Comp2(+) == 0    8.192     44.527   0.184    1.000     
Comp4(-) - Comp2(+) == 0 -124.470    117.530  -1.059    0.955     
Comp4(+) - Comp2(+) == 0 -284.651     47.961  -5.935   <0.001 *** 
Comp3(+) - Comp3(-) == 0  110.574    105.917   1.044    0.958     
Comp4(-) - Comp3(-) == 0  -22.087    151.820  -0.145    1.000     
Comp4(+) - Comp3(-) == 0 -182.268    107.406  -1.697    0.641     
Comp4(-) - Comp3(+) == 0 -132.662    118.742  -1.117    0.940     
Comp4(+) - Comp3(+) == 0 -292.843     50.858  -5.758   <0.001 *** 




                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0 -139.163     79.260  -1.756  0.60015     
Comp2(-) - Comp1(-) == 0 -124.143     92.868  -1.337  0.85856     
Comp2(+) - Comp1(-) == 0  241.846     82.745   2.923  0.05464 .   
Comp3(-) - Comp1(-) == 0  303.778    122.161   2.487  0.16837     
Comp3(+) - Comp1(-) == 0  325.256     84.244   3.861  0.00243 **  
Comp4(-) - Comp1(-) == 0  332.786    132.071   2.520  0.15685     
Comp4(+) - Comp1(-) == 0   33.488     85.877   0.390  0.99991     
Comp2(-) - Comp1(+) == 0   15.020     51.930   0.289  0.99999     
Comp2(+) - Comp1(+) == 0  381.009     30.313  12.569  < 0.001 *** 
Comp3(-) - Comp1(+) == 0  442.941     94.845   4.670  < 0.001 *** 
Comp3(+) - Comp1(+) == 0  464.419     34.194  13.582  < 0.001 *** 
Comp4(-) - Comp1(+) == 0  471.949    107.308   4.398  < 0.001 *** 
Comp4(+) - Comp1(+) == 0  172.651     38.039   4.539  < 0.001 *** 
Comp2(+) - Comp2(-) == 0  365.989     57.107   6.409  < 0.001 *** 
Comp3(-) - Comp2(-) == 0  427.921    106.479   4.019  0.00123 **  
Comp3(+) - Comp2(-) == 0  449.399     59.259   7.584  < 0.001 *** 
Comp4(-) - Comp2(-) == 0  456.929    117.717   3.882  0.00218 **  
Comp4(+) - Comp2(-) == 0  157.631     61.558   2.561  0.14167     
Comp3(-) - Comp2(+) == 0   61.932     97.776   0.633  0.99783     
Comp3(+) - Comp2(+) == 0   83.410     41.639   2.003  0.42746     
Comp4(-) - Comp2(+) == 0   90.940    109.907   0.827  0.98873     
Comp4(+) - Comp2(+) == 0 -208.358     44.851  -4.646  < 0.001 *** 
Comp3(+) - Comp3(-) == 0   21.478     99.047   0.217  1.00000     
  
212 
Comp4(-) - Comp3(-) == 0   29.008    141.972   0.204  1.00000     
Comp4(+) - Comp3(-) == 0 -270.290    100.440  -2.691  0.10268     
Comp4(-) - Comp3(+) == 0    7.529    111.040   0.068  1.00000     
Comp4(+) - Comp3(+) == 0 -291.768     47.559  -6.135  < 0.001 *** 




                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0   652.45      74.26   8.786  < 0.001 *** 
Comp2(-) - Comp1(-) == 0   280.46      87.01   3.223  0.02197 *   
Comp2(+) - Comp1(-) == 0   185.69      77.52   2.395  0.20650     
Comp3(-) - Comp1(-) == 0   461.20     114.45   4.030  0.00116 **  
Comp3(+) - Comp1(-) == 0    88.08      78.93   1.116  0.94060     
Comp4(-) - Comp1(-) == 0   595.59     123.74   4.813  < 0.001 *** 
Comp4(+) - Comp1(-) == 0   358.44      80.46   4.455  < 0.001 *** 
Comp2(-) - Comp1(+) == 0  -371.99      48.65  -7.646  < 0.001 *** 
Comp2(+) - Comp1(+) == 0  -466.76      28.40 -16.435  < 0.001 *** 
Comp3(-) - Comp1(+) == 0  -191.25      88.86  -2.152  0.33291     
Comp3(+) - Comp1(+) == 0  -564.37      32.04 -17.616  < 0.001 *** 
Comp4(-) - Comp1(+) == 0   -56.85     100.54  -0.565  0.99895     
Comp4(+) - Comp1(+) == 0  -294.01      35.64  -8.249  < 0.001 *** 
Comp2(+) - Comp2(-) == 0   -94.77      53.50  -1.771  0.58872     
Comp3(-) - Comp2(-) == 0   180.74      99.76   1.812  0.56056     
Comp3(+) - Comp2(-) == 0  -192.38      55.52  -3.465  0.00985 **  
Comp4(-) - Comp2(-) == 0   315.13     110.29   2.857  0.06645 .   
Comp4(+) - Comp2(-) == 0    77.98      57.67   1.352  0.85113     
Comp3(-) - Comp2(+) == 0   275.51      91.61   3.008  0.04308 *   
Comp3(+) - Comp2(+) == 0   -97.61      39.01  -2.502  0.16227     
Comp4(-) - Comp2(+) == 0   409.91     102.97   3.981  0.00174 **  
Comp4(+) - Comp2(+) == 0   172.75      42.02   4.111  < 0.001 *** 
Comp3(+) - Comp3(-) == 0  -373.12      92.80  -4.021  0.00128 **  
Comp4(-) - Comp3(-) == 0   134.40     133.02   1.010  0.96487     
Comp4(+) - Comp3(-) == 0  -102.76      94.10  -1.092  0.94695     
Comp4(-) - Comp3(+) == 0   507.52     104.04   4.878  < 0.001 *** 
Comp4(+) - Comp3(+) == 0   270.36      44.56   6.068  < 0.001 *** 




                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0   252.75      83.05   3.043  0.03879 *   
Comp2(-) - Comp1(-) == 0  -148.37      97.31  -1.525  0.75514     
Comp2(+) - Comp1(-) == 0   183.52      86.70   2.117  0.35461     
Comp3(-) - Comp1(-) == 0   554.72     128.01   4.334  < 0.001 *** 
Comp3(+) - Comp1(-) == 0   -88.97      88.28  -1.008  0.96533     
Comp4(-) - Comp1(-) == 0   160.00     138.39   1.156  0.92889     
Comp4(+) - Comp1(-) == 0    87.36      89.99   0.971  0.97181     
Comp2(-) - Comp1(+) == 0  -401.12      54.41  -7.372  < 0.001 *** 
Comp2(+) - Comp1(+) == 0   -69.23      31.76  -2.180  0.31660     
Comp3(-) - Comp1(+) == 0   301.97      99.38   3.038  0.03919 *   
Comp3(+) - Comp1(+) == 0  -341.72      35.83  -9.537  < 0.001 *** 
Comp4(-) - Comp1(+) == 0   -92.75     112.44  -0.825  0.98896     
Comp4(+) - Comp1(+) == 0  -165.39      39.86  -4.149  < 0.001 *** 
Comp2(+) - Comp2(-) == 0   331.89      59.84   5.546  < 0.001 *** 
Comp3(-) - Comp2(-) == 0   703.10     111.57   6.302  < 0.001 *** 
Comp3(+) - Comp2(-) == 0    59.40      62.09   0.957  0.97400     
Comp4(-) - Comp2(-) == 0   308.37     123.35   2.500  0.16341     
Comp4(+) - Comp2(-) == 0   235.74      64.50   3.655  0.00509 **  
Comp3(-) - Comp2(+) == 0   371.20     102.45   3.623  0.00604 **  
  
213 
Comp3(+) - Comp2(+) == 0  -272.49      43.63  -6.245  < 0.001 *** 
Comp4(-) - Comp2(+) == 0   -23.52     115.17  -0.204  1.00000     
Comp4(+) - Comp2(+) == 0   -96.15      47.00  -2.046  0.39961     
Comp3(+) - Comp3(-) == 0  -643.69     103.79  -6.202  < 0.001 *** 
Comp4(-) - Comp3(-) == 0  -394.72     148.77  -2.653  0.11289     
Comp4(+) - Comp3(-) == 0  -467.36     105.25  -4.441  < 0.001 *** 
Comp4(-) - Comp3(+) == 0   248.97     116.35   2.140  0.34074     
Comp4(+) - Comp3(+) == 0   176.33      49.84   3.538  0.00786 **  




                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0 -102.853     79.844  -1.288   0.8803     
Comp2(-) - Comp1(-) == 0  -27.891     93.553  -0.298   1.0000     
Comp2(+) - Comp1(-) == 0 -430.760     83.355  -5.168   <0.001 *** 
Comp3(-) - Comp1(-) == 0 -218.923    123.062  -1.779   0.5838     
Comp3(+) - Comp1(-) == 0 -564.336     84.865  -6.650   <0.001 *** 
Comp4(-) - Comp1(-) == 0 -294.352    133.045  -2.212   0.2978     
Comp4(+) - Comp1(-) == 0  -33.843     86.510  -0.391   0.9999     
Comp2(-) - Comp1(+) == 0   74.961     52.312   1.433   0.8090     
Comp2(+) - Comp1(+) == 0 -327.907     30.537 -10.738   <0.001 *** 
Comp3(-) - Comp1(+) == 0 -116.070     95.544  -1.215   0.9093     
Comp3(+) - Comp1(+) == 0 -461.483     34.446 -13.397   <0.001 *** 
Comp4(-) - Comp1(+) == 0 -191.499    108.099  -1.772   0.5890     
Comp4(+) - Comp1(+) == 0   69.010     38.320   1.801   0.5691     
Comp2(+) - Comp2(-) == 0 -402.868     57.528  -7.003   <0.001 *** 
Comp3(-) - Comp2(-) == 0 -191.032    107.264  -1.781   0.5822     
Comp3(+) - Comp2(-) == 0 -536.444     59.695  -8.986   <0.001 *** 
Comp4(-) - Comp2(-) == 0 -266.460    118.585  -2.247   0.2792     
Comp4(+) - Comp2(-) == 0   -5.952     62.012  -0.096   1.0000     
Comp3(-) - Comp2(+) == 0  211.836     98.496   2.151   0.3339     
Comp3(+) - Comp2(+) == 0 -133.576     41.946  -3.184   0.0251 *   
Comp4(-) - Comp2(+) == 0  136.408    110.717   1.232   0.9027     
Comp4(+) - Comp2(+) == 0  396.916     45.181   8.785   <0.001 *** 
Comp3(+) - Comp3(-) == 0 -345.413     99.778  -3.462   0.0102 *   
Comp4(-) - Comp3(-) == 0  -75.429    143.019  -0.527   0.9993     
Comp4(+) - Comp3(-) == 0  185.080    101.180   1.829   0.5486     
Comp4(-) - Comp3(+) == 0  269.984    111.859   2.414   0.1983     
Comp4(+) - Comp3(+) == 0  530.493     47.910  11.073   <0.001 *** 
Comp4(+) - Comp4(-) == 0  260.509    113.112   2.303   0.2497     
 
Annual mean temperature 
 
                          Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0 -331.0045    82.7174  -4.002  0.00127 **  
Comp2(-) - Comp1(-) == 0 -222.0000    96.9192  -2.291  0.25618     
Comp2(+) - Comp1(-) == 0   62.0701    86.3543   0.719  0.99520     
Comp3(-) - Comp1(-) == 0  -58.1111   127.4897  -0.456  0.99975     
Comp3(+) - Comp1(-) == 0 -222.5813    87.9188  -2.532  0.15192     
Comp4(-) - Comp1(-) == 0 -175.7143   137.8323  -1.275  0.88590     
Comp4(+) - Comp1(-) == 0 -177.0560    89.6228  -1.976  0.44696     
Comp2(-) - Comp1(+) == 0  109.0045    54.1947   2.011  0.42141     
Comp2(+) - Comp1(+) == 0  393.0746    31.6353  12.425  < 0.001 *** 
Comp3(-) - Comp1(+) == 0  272.8934    98.9816   2.757  0.08668 .   
Comp3(+) - Comp1(+) == 0  108.4232    35.6853   3.038  0.03897 *   
Comp4(-) - Comp1(+) == 0  155.2902   111.9888   1.387  0.83349     
Comp4(+) - Comp1(+) == 0  153.9485    39.6986   3.878  0.00220 **  
Comp2(+) - Comp2(-) == 0  284.0701    59.5984   4.766  < 0.001 *** 
Comp3(-) - Comp2(-) == 0  163.8889   111.1240   1.475  0.78519     
  
214 
Comp3(+) - Comp2(-) == 0   -0.5813    61.8435  -0.009  1.00000     
Comp4(-) - Comp2(-) == 0   46.2857   122.8522   0.377  0.99993     
Comp4(+) - Comp2(-) == 0   44.9440    64.2430   0.700  0.99594     
Comp3(-) - Comp2(+) == 0 -120.1812   102.0405  -1.178  0.92183     
Comp3(+) - Comp2(+) == 0 -284.6513    43.4551  -6.550  < 0.001 *** 
Comp4(-) - Comp2(+) == 0 -237.7844   114.7013  -2.073  0.38212     
Comp4(+) - Comp2(+) == 0 -239.1261    46.8069  -5.109  < 0.001 *** 
Comp3(+) - Comp3(-) == 0 -164.4701   103.3679  -1.591  0.71295     
Comp4(-) - Comp3(-) == 0 -117.6032   148.1653  -0.794  0.99122     
Comp4(+) - Comp3(-) == 0 -118.9449   104.8211  -1.135  0.93531     
Comp4(-) - Comp3(+) == 0   46.8670   115.8837   0.404  0.99989     
Comp4(+) - Comp3(+) == 0   45.5253    49.6340   0.917  0.97948     
Comp4(+) - Comp4(-) == 0   -1.3417   117.1818  -0.011  1.00000     
 
Winter mean temperature 
 
                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0  171.406     83.807   2.045  0.39958     
Comp2(-) - Comp1(-) == 0  372.778     98.196   3.796  0.00305 **  
Comp2(+) - Comp1(-) == 0    6.846     87.492   0.078  1.00000     
Comp3(-) - Comp1(-) == 0  336.278    129.169   2.603  0.12833     
Comp3(+) - Comp1(-) == 0 -155.694     89.077  -1.748  0.60576     
Comp4(-) - Comp1(-) == 0  215.857    139.648   1.546  0.74191     
Comp4(+) - Comp1(-) == 0   87.104     90.804   0.959  0.97365     
Comp2(-) - Comp1(+) == 0  201.372     54.909   3.667  0.00492 **  
Comp2(+) - Comp1(+) == 0 -164.560     32.052  -5.134  < 0.001 *** 
Comp3(-) - Comp1(+) == 0  164.872    100.286   1.644  0.67774     
Comp3(+) - Comp1(+) == 0 -327.100     36.156  -9.047  < 0.001 *** 
Comp4(-) - Comp1(+) == 0   44.451    113.464   0.392  0.99991     
Comp4(+) - Comp1(+) == 0  -84.302     40.222  -2.096  0.36721     
Comp2(+) - Comp2(-) == 0 -365.932     60.384  -6.060  < 0.001 *** 
Comp3(-) - Comp2(-) == 0  -36.500    112.588  -0.324  0.99997     
Comp3(+) - Comp2(-) == 0 -528.472     62.658  -8.434  < 0.001 *** 
Comp4(-) - Comp2(-) == 0 -156.921    124.471  -1.261  0.89170     
Comp4(+) - Comp2(-) == 0 -285.674     65.089  -4.389  < 0.001 *** 
Comp3(-) - Comp2(+) == 0  329.432    103.385   3.186  0.02498 *   
Comp3(+) - Comp2(+) == 0 -162.540     44.028  -3.692  0.00418 **  
Comp4(-) - Comp2(+) == 0  209.011    116.213   1.799  0.57035     
Comp4(+) - Comp2(+) == 0   80.258     47.424   1.692  0.64422     
Comp3(+) - Comp3(-) == 0 -491.972    104.730  -4.698  < 0.001 *** 
Comp4(-) - Comp3(-) == 0 -120.421    150.117  -0.802  0.99064     
Comp4(+) - Comp3(-) == 0 -249.174    106.202  -2.346  0.22901     
Comp4(-) - Comp3(+) == 0  371.551    117.411   3.165  0.02741 *   
Comp4(+) - Comp3(+) == 0  242.798     50.288   4.828  < 0.001 *** 
Comp4(+) - Comp4(-) == 0 -128.753    118.726  -1.084  0.94870     
 
Spring mean temperature 
 
                          Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0 -210.7281    83.7376  -2.517  0.15724     
Comp2(-) - Comp1(-) == 0 -187.6947    98.1146  -1.913  0.48889     
Comp2(+) - Comp1(-) == 0  140.1229    87.4194   1.603  0.70496     
Comp3(-) - Comp1(-) == 0  -17.0043   129.0622  -0.132  1.00000     
Comp3(+) - Comp1(-) == 0  -75.7466    89.0032  -0.851  0.98669     
Comp4(-) - Comp1(-) == 0 -123.8297   139.5324  -0.887  0.98303     
Comp4(+) - Comp1(-) == 0  -75.3034    90.7282  -0.830  0.98855     
Comp2(-) - Comp1(+) == 0   23.0334    54.8632   0.420  0.99985     
Comp2(+) - Comp1(+) == 0  350.8510    32.0255  10.955  < 0.001 *** 
Comp3(-) - Comp1(+) == 0  193.7238   100.2025   1.933  0.47506     
Comp3(+) - Comp1(+) == 0  134.9815    36.1255   3.736  0.00369 **  
  
215 
Comp4(-) - Comp1(+) == 0   86.8984   113.3701   0.767  0.99289     
Comp4(+) - Comp1(+) == 0  135.4247    40.1883   3.370  0.01349 *   
Comp2(+) - Comp2(-) == 0  327.8177    60.3335   5.433  < 0.001 *** 
Comp3(-) - Comp2(-) == 0  170.6905   112.4946   1.517  0.75957     
Comp3(+) - Comp2(-) == 0  111.9481    62.6063   1.788  0.57735     
Comp4(-) - Comp2(-) == 0   63.8651   124.3675   0.514  0.99944     
Comp4(+) - Comp2(-) == 0  112.3914    65.0353   1.728  0.61947     
Comp3(-) - Comp2(+) == 0 -157.1272   103.2991  -1.521  0.75736     
Comp3(+) - Comp2(+) == 0 -215.8696    43.9911  -4.907  < 0.001 *** 
Comp4(-) - Comp2(+) == 0 -263.9526   116.1161  -2.273  0.26537     
Comp4(+) - Comp2(+) == 0 -215.4263    47.3842  -4.546  < 0.001 *** 
Comp3(+) - Comp3(-) == 0  -58.7424   104.6428  -0.561  0.99900     
Comp4(-) - Comp3(-) == 0 -106.8254   149.9928  -0.712  0.99547     
Comp4(+) - Comp3(-) == 0  -58.2991   106.1140  -0.549  0.99913     
Comp4(-) - Comp3(+) == 0  -48.0830   117.3131  -0.410  0.99988     
Comp4(+) - Comp3(+) == 0    0.4433    50.2462   0.009  1.00000     
Comp4(+) - Comp4(-) == 0   48.5263   118.6272   0.409  0.99988     
 
Summer mean temperature 
 
                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0  293.589     78.041   3.762  0.00354 **  
Comp2(-) - Comp1(-) == 0  642.628     91.440   7.028  < 0.001 *** 
Comp2(+) - Comp1(-) == 0 -180.092     81.473  -2.210  0.29889     
Comp3(-) - Comp1(-) == 0   94.786    120.283   0.788  0.99159     
Comp3(+) - Comp1(-) == 0  199.906     82.949   2.410  0.19951     
Comp4(-) - Comp1(-) == 0  433.016    130.040   3.330  0.01605 *   
Comp4(+) - Comp1(-) == 0   -3.577     84.556  -0.042  1.00000     
Comp2(-) - Comp1(+) == 0  349.039     51.131   6.826  < 0.001 *** 
Comp2(+) - Comp1(+) == 0 -473.681     29.847 -15.870  < 0.001 *** 
Comp3(-) - Comp1(+) == 0 -198.803     93.386  -2.129  0.34688     
Comp3(+) - Comp1(+) == 0  -93.683     33.668  -2.783  0.08062 .   
Comp4(-) - Comp1(+) == 0  139.427    105.658   1.320  0.86626     
Comp4(+) - Comp1(+) == 0 -297.166     37.454  -7.934  < 0.001 *** 
Comp2(+) - Comp2(-) == 0 -822.719     56.229 -14.632  < 0.001 *** 
Comp3(-) - Comp2(-) == 0 -547.841    104.842  -5.225  < 0.001 *** 
Comp3(+) - Comp2(-) == 0 -442.722     58.347  -7.588  < 0.001 *** 
Comp4(-) - Comp2(-) == 0 -209.611    115.907  -1.808  0.56297     
Comp4(+) - Comp2(-) == 0 -646.205     60.611 -10.661  < 0.001 *** 
Comp3(-) - Comp2(+) == 0  274.878     96.272   2.855  0.06651 .   
Comp3(+) - Comp2(+) == 0  379.997     40.999   9.269  < 0.001 *** 
Comp4(-) - Comp2(+) == 0  613.108    108.217   5.666  < 0.001 *** 
Comp4(+) - Comp2(+) == 0  176.514     44.161   3.997  0.00129 **  
Comp3(+) - Comp3(-) == 0  105.119     97.524   1.078  0.95035     
Comp4(-) - Comp3(-) == 0  338.230    139.789   2.420  0.19575     
Comp4(+) - Comp3(-) == 0  -98.364     98.895  -0.995  0.96772     
Comp4(-) - Comp3(+) == 0  233.111    109.333   2.132  0.34519     
Comp4(+) - Comp3(+) == 0 -203.483     46.828  -4.345  < 0.001 *** 
Comp4(+) - Comp4(-) == 0 -436.594    110.557  -3.949  0.00168 **  
 
Autumn mean temperature 
 
                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0  -287.61      82.69  -3.478  0.00944 **  
Comp2(-) - Comp1(-) == 0   -22.43      96.89  -0.232  1.00000     
Comp2(+) - Comp1(-) == 0   -10.55      86.33  -0.122  1.00000     
Comp3(-) - Comp1(-) == 0   149.69     127.45   1.174  0.92306     
Comp3(+) - Comp1(-) == 0  -468.93      87.89  -5.335  < 0.001 *** 
Comp4(-) - Comp1(-) == 0  -105.02     137.79  -0.762  0.99312     
Comp4(+) - Comp1(-) == 0  -166.36      89.60  -1.857  0.52904     
  
216 
Comp2(-) - Comp1(+) == 0   265.18      54.18   4.894  < 0.001 *** 
Comp2(+) - Comp1(+) == 0   277.07      31.63   8.761  < 0.001 *** 
Comp3(-) - Comp1(+) == 0   437.30      98.95   4.419  < 0.001 *** 
Comp3(+) - Comp1(+) == 0  -181.32      35.68  -5.082  < 0.001 *** 
Comp4(-) - Comp1(+) == 0   182.59     111.96   1.631  0.68670     
Comp4(+) - Comp1(+) == 0   121.26      39.69   3.055  0.03729 *   
Comp2(+) - Comp2(-) == 0    11.89      59.58   0.200  1.00000     
Comp3(-) - Comp2(-) == 0   172.13     111.09   1.549  0.73970     
Comp3(+) - Comp2(-) == 0  -446.49      61.83  -7.222  < 0.001 *** 
Comp4(-) - Comp2(-) == 0   -82.59     122.82  -0.672  0.99683     
Comp4(+) - Comp2(-) == 0  -143.92      64.23  -2.241  0.28270     
Comp3(-) - Comp2(+) == 0   160.24     102.01   1.571  0.72616     
Comp3(+) - Comp2(+) == 0  -458.38      43.44 -10.551  < 0.001 *** 
Comp4(-) - Comp2(+) == 0   -94.48     114.67  -0.824  0.98900     
Comp4(+) - Comp2(+) == 0  -155.81      46.79  -3.330  0.01603 *   
Comp3(+) - Comp3(-) == 0  -618.62     103.34  -5.986  < 0.001 *** 
Comp4(-) - Comp3(-) == 0  -254.71     148.12  -1.720  0.62565     
Comp4(+) - Comp3(-) == 0  -316.05     104.79  -3.016  0.04242 *   
Comp4(-) - Comp3(+) == 0   363.90     115.85   3.141  0.02889 *   
Comp4(+) - Comp3(+) == 0   302.57      49.62   6.098  < 0.001 *** 




                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0  -140.25      80.99  -1.732  0.61739     
Comp2(-) - Comp1(-) == 0    90.65      94.89   0.955  0.97424     
Comp2(+) - Comp1(-) == 0   237.16      84.55   2.805  0.07672 .   
Comp3(-) - Comp1(-) == 0   212.82     124.82   1.705  0.63582     
Comp3(+) - Comp1(-) == 0  -323.03      86.08  -3.753  0.00339 **  
Comp4(-) - Comp1(-) == 0   -85.63     134.95  -0.635  0.99780     
Comp4(+) - Comp1(-) == 0    68.59      87.75   0.782  0.99198     
Comp2(-) - Comp1(+) == 0   230.89      53.06   4.352  < 0.001 *** 
Comp2(+) - Comp1(+) == 0   377.41      30.97  12.185  < 0.001 *** 
Comp3(-) - Comp1(+) == 0   353.07      96.91   3.643  0.00519 **  
Comp3(+) - Comp1(+) == 0  -182.79      34.94  -5.232  < 0.001 *** 
Comp4(-) - Comp1(+) == 0    54.61     109.64   0.498  0.99954     
Comp4(+) - Comp1(+) == 0   208.84      38.87   5.373  < 0.001 *** 
Comp2(+) - Comp2(-) == 0   146.52      58.35   2.511  0.15982     
Comp3(-) - Comp2(-) == 0   122.17     108.80   1.123  0.93857     
Comp3(+) - Comp2(-) == 0  -413.68      60.55  -6.832  < 0.001 *** 
Comp4(-) - Comp2(-) == 0  -176.28     120.28  -1.466  0.79034     
Comp4(+) - Comp2(-) == 0   -22.05      62.90  -0.351  0.99996     
Comp3(-) - Comp2(+) == 0   -24.34      99.90  -0.244  1.00000     
Comp3(+) - Comp2(+) == 0  -560.20      42.55 -13.167  < 0.001 *** 
Comp4(-) - Comp2(+) == 0  -322.80     112.30  -2.874  0.06304 .   
Comp4(+) - Comp2(+) == 0  -168.57      45.83  -3.678  0.00475 **  
Comp3(+) - Comp3(-) == 0  -535.85     101.20  -5.295  < 0.001 *** 
Comp4(-) - Comp3(-) == 0  -298.45     145.06  -2.057  0.39177     
Comp4(+) - Comp3(-) == 0  -144.23     102.63  -1.405  0.82384     
Comp4(-) - Comp3(+) == 0   237.40     113.46   2.092  0.36978     
Comp4(+) - Comp3(+) == 0   391.63      48.59   8.059  < 0.001 *** 




                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0   65.233     84.518   0.772  0.99258     
Comp2(-) - Comp1(-) == 0  -58.190     99.029  -0.588  0.99865     
Comp2(+) - Comp1(-) == 0   -9.860     88.234  -0.112  1.00000     
  
217 
Comp3(-) - Comp1(-) == 0 -259.667    130.265  -1.993  0.43436     
Comp3(+) - Comp1(-) == 0  336.406     89.833   3.745  0.00363 **  
Comp4(-) - Comp1(-) == 0  -41.929    140.833  -0.298  0.99999     
Comp4(+) - Comp1(-) == 0  -64.024     91.574  -0.699  0.99595     
Comp2(-) - Comp1(+) == 0 -123.424     55.374  -2.229  0.28925     
Comp2(+) - Comp1(+) == 0  -75.093     32.324  -2.323  0.24006     
Comp3(-) - Comp1(+) == 0 -324.900    101.136  -3.212  0.02359 *   
Comp3(+) - Comp1(+) == 0  271.173     36.462   7.437  < 0.001 *** 
Comp4(-) - Comp1(+) == 0 -107.162    114.426  -0.937  0.97695     
Comp4(+) - Comp1(+) == 0 -129.257     40.563  -3.187  0.02493 *   
Comp2(+) - Comp2(-) == 0   48.331     60.896   0.794  0.99122     
Comp3(-) - Comp2(-) == 0 -201.476    113.543  -1.774  0.58658     
Comp3(+) - Comp2(-) == 0  394.597     63.190   6.245  < 0.001 *** 
Comp4(-) - Comp2(-) == 0   16.262    125.526   0.130  1.00000     
Comp4(+) - Comp2(-) == 0   -5.834     65.641  -0.089  1.00000     
Comp3(-) - Comp2(+) == 0 -249.807    104.262  -2.396  0.20553     
Comp3(+) - Comp2(+) == 0  346.266     44.401   7.799  < 0.001 *** 
Comp4(-) - Comp2(+) == 0  -32.069    117.198  -0.274  0.99999     
Comp4(+) - Comp2(+) == 0  -54.164     47.826  -1.133  0.93586     
Comp3(+) - Comp3(-) == 0  596.073    105.618   5.644  < 0.001 *** 
Comp4(-) - Comp3(-) == 0  217.738    151.390   1.438  0.80584     
Comp4(+) - Comp3(-) == 0  195.643    107.103   1.827  0.54989     
Comp4(-) - Comp3(+) == 0 -378.335    118.406  -3.195  0.02452 *   
Comp4(+) - Comp3(+) == 0 -400.430     50.714  -7.896  < 0.001 *** 




                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0   190.29      77.33   2.461  0.17850     
Comp2(-) - Comp1(-) == 0   508.19      90.61   5.609  < 0.001 *** 
Comp2(+) - Comp1(-) == 0  -329.52      80.73  -4.082  0.00102 **  
Comp3(-) - Comp1(-) == 0    27.13     119.19   0.228  1.00000     
Comp3(+) - Comp1(-) == 0    54.86      82.19   0.667  0.99697     
Comp4(-) - Comp1(-) == 0   318.72     128.86   2.473  0.17359     
Comp4(+) - Comp1(-) == 0   -79.44      83.79  -0.948  0.97526     
Comp2(-) - Comp1(+) == 0   317.90      50.67   6.274  < 0.001 *** 
Comp2(+) - Comp1(+) == 0  -519.81      29.58 -17.576  < 0.001 *** 
Comp3(-) - Comp1(+) == 0  -163.16      92.54  -1.763  0.59495     
Comp3(+) - Comp1(+) == 0  -135.43      33.36  -4.060  0.00121 **  
Comp4(-) - Comp1(+) == 0   128.43     104.70   1.227  0.90478     
Comp4(+) - Comp1(+) == 0  -269.73      37.11  -7.268  < 0.001 *** 
Comp2(+) - Comp2(-) == 0  -837.71      55.72 -15.035  < 0.001 *** 
Comp3(-) - Comp2(-) == 0  -481.06     103.89  -4.631  < 0.001 *** 
Comp3(+) - Comp2(-) == 0  -453.33      57.82  -7.841  < 0.001 *** 
Comp4(-) - Comp2(-) == 0  -189.47     114.85  -1.650  0.67418     
Comp4(+) - Comp2(-) == 0  -587.62      60.06  -9.784  < 0.001 *** 
Comp3(-) - Comp2(+) == 0   356.65      95.40   3.739  0.00352 **  
Comp3(+) - Comp2(+) == 0   384.38      40.63   9.462  < 0.001 *** 
Comp4(-) - Comp2(+) == 0   648.24     107.23   6.045  < 0.001 *** 
Comp4(+) - Comp2(+) == 0   250.09      43.76   5.715  < 0.001 *** 
Comp3(+) - Comp3(-) == 0    27.73      96.64   0.287  0.99999     
Comp4(-) - Comp3(-) == 0   291.59     138.52   2.105  0.36144     
Comp4(+) - Comp3(-) == 0  -106.57      97.99  -1.087  0.94795     
Comp4(-) - Comp3(+) == 0   263.86     108.34   2.436  0.18875     
Comp4(+) - Comp3(+) == 0  -134.29      46.40  -2.894  0.05947 .   






           Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0   -45.25      78.25  -0.578  0.99879     
Comp2(-) - Comp1(-) == 0   313.97      91.69   3.424  0.01164 *   
Comp2(+) - Comp1(-) == 0  -453.98      81.69  -5.557  < 0.001 *** 
Comp3(-) - Comp1(-) == 0  -391.50     120.61  -3.246  0.02077 *   
Comp3(+) - Comp1(-) == 0   178.26      83.17   2.143  0.33824     
Comp4(-) - Comp1(-) == 0   213.88     130.39   1.640  0.68030     
Comp4(+) - Comp1(-) == 0  -209.71      84.79  -2.473  0.17422     
Comp2(-) - Comp1(+) == 0   359.23      51.27   7.007  < 0.001 *** 
Comp2(+) - Comp1(+) == 0  -408.73      29.93 -13.657  < 0.001 *** 
Comp3(-) - Comp1(+) == 0  -346.25      93.64  -3.698  0.00449 **  
Comp3(+) - Comp1(+) == 0   223.51      33.76   6.621  < 0.001 *** 
Comp4(-) - Comp1(+) == 0   259.14     105.94   2.446  0.18407     
Comp4(+) - Comp1(+) == 0  -164.46      37.56  -4.379  < 0.001 *** 
Comp2(+) - Comp2(-) == 0  -767.95      56.38 -13.621  < 0.001 *** 
Comp3(-) - Comp2(-) == 0  -705.48     105.13  -6.711  < 0.001 *** 
Comp3(+) - Comp2(-) == 0  -135.71      58.51  -2.320  0.24134     
Comp4(-) - Comp2(-) == 0  -100.09     116.22  -0.861  0.98576     
Comp4(+) - Comp2(-) == 0  -523.68      60.78  -8.617  < 0.001 *** 
Comp3(-) - Comp2(+) == 0    62.48      96.53   0.647  0.99751     
Comp3(+) - Comp2(+) == 0   632.24      41.11  15.379  < 0.001 *** 
Comp4(-) - Comp2(+) == 0   667.86     108.51   6.155  < 0.001 *** 
Comp4(+) - Comp2(+) == 0   244.27      44.28   5.516  < 0.001 *** 
Comp3(+) - Comp3(-) == 0   569.76      97.79   5.826  < 0.001 *** 
Comp4(-) - Comp3(-) == 0   605.39     140.17   4.319  < 0.001 *** 
Comp4(+) - Comp3(-) == 0   181.79      99.16   1.833  0.54548     
Comp4(-) - Comp3(+) == 0    35.62     109.63   0.325  0.99997     
Comp4(+) - Comp3(+) == 0  -387.97      46.96  -8.263  < 0.001 *** 




                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0   170.78      76.96   2.219  0.29528     
Comp2(-) - Comp1(-) == 0   521.49      90.18   5.783  < 0.001 *** 
Comp2(+) - Comp1(-) == 0  -344.12      80.35  -4.283  < 0.001 *** 
Comp3(-) - Comp1(-) == 0   -21.69     118.62  -0.183  1.00000     
Comp3(+) - Comp1(-) == 0    16.22      81.80   0.198  1.00000     
Comp4(-) - Comp1(-) == 0   304.42     128.25   2.374  0.21561     
Comp4(+) - Comp1(-) == 0  -119.74      83.39  -1.436  0.80734     
Comp2(-) - Comp1(+) == 0   350.72      50.43   6.955  < 0.001 *** 
Comp2(+) - Comp1(+) == 0  -514.90      29.43 -17.493  < 0.001 *** 
Comp3(-) - Comp1(+) == 0  -192.47      92.10  -2.090  0.37085     
Comp3(+) - Comp1(+) == 0  -154.55      33.20  -4.655  < 0.001 *** 
Comp4(-) - Comp1(+) == 0   133.65     104.20   1.283  0.88268     
Comp4(+) - Comp1(+) == 0  -290.52      36.94  -7.865  < 0.001 *** 
Comp2(+) - Comp2(-) == 0  -865.61      55.45 -15.610  < 0.001 *** 
Comp3(-) - Comp2(-) == 0  -543.18     103.39  -5.253  < 0.001 *** 
Comp3(+) - Comp2(-) == 0  -505.27      57.54  -8.781  < 0.001 *** 
Comp4(-) - Comp2(-) == 0  -217.07     114.31  -1.899  0.49912     
Comp4(+) - Comp2(-) == 0  -641.24      59.77 -10.728  < 0.001 *** 
Comp3(-) - Comp2(+) == 0   322.43      94.94   3.396  0.01251 *   
Comp3(+) - Comp2(+) == 0   360.34      40.43   8.912  < 0.001 *** 
Comp4(-) - Comp2(+) == 0   648.54     106.72   6.077  < 0.001 *** 
Comp4(+) - Comp2(+) == 0   224.38      43.55   5.152  < 0.001 *** 
Comp3(+) - Comp3(-) == 0    37.91      96.18   0.394  0.99990     
Comp4(-) - Comp3(-) == 0   326.11     137.86   2.366  0.21953     
Comp4(+) - Comp3(-) == 0   -98.05      97.53  -1.005  0.96581     
Comp4(-) - Comp3(+) == 0   288.20     107.82   2.673  0.10682     
Comp4(+) - Comp3(+) == 0  -135.96      46.18  -2.944  0.05159 .   
  
219 
Comp4(+) - Comp4(-) == 0  -424.16     109.03  -3.890  0.00197 **  
 
Annual climate balance 
 
                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0  -70.375     85.994  -0.818   0.9894     
Comp2(-) - Comp1(-) == 0   60.625    100.758   0.602   0.9984     
Comp2(+) - Comp1(-) == 0 -237.370     89.775  -2.644   0.1160     
Comp3(-) - Comp1(-) == 0  -13.415    132.540  -0.101   1.0000     
Comp3(+) - Comp1(-) == 0 -168.374     91.401  -1.842   0.5393     
Comp4(-) - Comp1(-) == 0 -226.478    143.292  -1.581   0.7199     
Comp4(+) - Comp1(-) == 0  -19.276     93.173  -0.207   1.0000     
Comp2(-) - Comp1(+) == 0  131.000     56.342   2.325   0.2392     
Comp2(+) - Comp1(+) == 0 -166.995     32.889  -5.078   <0.001 *** 
Comp3(-) - Comp1(+) == 0   56.961    102.903   0.554   0.9991     
Comp3(+) - Comp1(+) == 0  -97.998     37.099  -2.642   0.1164     
Comp4(-) - Comp1(+) == 0 -156.103    116.425  -1.341   0.8563     
Comp4(+) - Comp1(+) == 0   51.099     41.271   1.238   0.9005     
Comp2(+) - Comp2(-) == 0 -297.995     61.959  -4.810   <0.001 *** 
Comp3(-) - Comp2(-) == 0  -74.040    115.526  -0.641   0.9977     
Comp3(+) - Comp2(-) == 0 -228.999     64.293  -3.562   0.0070 **  
Comp4(-) - Comp2(-) == 0 -287.103    127.719  -2.248   0.2788     
Comp4(+) - Comp2(-) == 0  -79.901     66.788  -1.196   0.9157     
Comp3(-) - Comp2(+) == 0  223.955    106.083   2.111   0.3579     
Comp3(+) - Comp2(+) == 0   68.996     45.176   1.527   0.7535     
Comp4(-) - Comp2(+) == 0   10.892    119.245   0.091   1.0000     
Comp4(+) - Comp2(+) == 0  218.094     48.661   4.482   <0.001 *** 
Comp3(+) - Comp3(-) == 0 -154.959    107.463  -1.442   0.8039     
Comp4(-) - Comp3(-) == 0 -213.063    154.035  -1.383   0.8356     
Comp4(+) - Comp3(-) == 0   -5.862    108.973  -0.054   1.0000     
Comp4(-) - Comp3(+) == 0  -58.104    120.474  -0.482   0.9996     
Comp4(+) - Comp3(+) == 0  149.097     51.600   2.889   0.0613 .   
Comp4(+) - Comp4(-) == 0  207.202    121.824   1.701   0.6386     
 
Winter climate balance 
 
                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0  272.866     80.567   3.387   0.0129 *   
Comp2(-) - Comp1(-) == 0   -8.349     94.400  -0.088   1.0000     
Comp2(+) - Comp1(-) == 0  419.184     84.110   4.984    <0.01 *** 
Comp3(-) - Comp1(-) == 0  459.953    124.176   3.704    <0.01 **  
Comp3(+) - Comp1(-) == 0 -184.232     85.634  -2.151   0.3328     
Comp4(-) - Comp1(-) == 0  126.945    134.250   0.946   0.9757     
Comp4(+) - Comp1(-) == 0  181.243     87.293   2.076   0.3804     
Comp2(-) - Comp1(+) == 0 -281.214     52.786  -5.327    <0.01 *** 
Comp2(+) - Comp1(+) == 0  146.318     30.813   4.749    <0.01 *** 
Comp3(-) - Comp1(+) == 0  187.087     96.409   1.941   0.4701     
Comp3(+) - Comp1(+) == 0 -457.098     34.758 -13.151    <0.01 *** 
Comp4(-) - Comp1(+) == 0 -145.921    109.078  -1.338   0.8578     
Comp4(+) - Comp1(+) == 0  -91.623     38.667  -2.370   0.2176     
Comp2(+) - Comp2(-) == 0  427.533     58.049   7.365    <0.01 *** 
Comp3(-) - Comp2(-) == 0  468.302    108.236   4.327    <0.01 *** 
Comp3(+) - Comp2(-) == 0 -175.883     60.236  -2.920   0.0550 .   
Comp4(-) - Comp2(-) == 0  135.294    119.659   1.131   0.9365     
Comp4(+) - Comp2(-) == 0  189.591     62.573   3.030   0.0402 *   
Comp3(-) - Comp2(+) == 0   40.769     99.388   0.410   0.9999     
Comp3(+) - Comp2(+) == 0 -603.416     42.326 -14.257    <0.01 *** 
Comp4(-) - Comp2(+) == 0 -292.239    111.720  -2.616   0.1242     
Comp4(+) - Comp2(+) == 0 -237.941     45.590  -5.219    <0.01 *** 
Comp3(+) - Comp3(-) == 0 -644.185    100.681  -6.398    <0.01 *** 
  
220 
Comp4(-) - Comp3(-) == 0 -333.008    144.314  -2.308   0.2478     
Comp4(+) - Comp3(-) == 0 -278.710    102.097  -2.730   0.0928 .   
Comp4(-) - Comp3(+) == 0  311.177    112.872   2.757   0.0865 .   
Comp4(+) - Comp3(+) == 0  365.475     48.344   7.560    <0.01 *** 
Comp4(+) - Comp4(-) == 0   54.298    114.136   0.476   0.9997     
 
Spring climate balance 
 
                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0  194.008     85.168   2.278   0.2621     
Comp2(-) - Comp1(-) == 0 -194.650     99.791  -1.951   0.4632     
Comp2(+) - Comp1(-) == 0  162.807     88.913   1.831   0.5471     
Comp3(-) - Comp1(-) == 0  107.406    131.267   0.818   0.9895     
Comp3(+) - Comp1(-) == 0   49.930     90.524   0.552   0.9991     
Comp4(-) - Comp1(-) == 0    7.819    141.916   0.055   1.0000     
Comp4(+) - Comp1(-) == 0    9.542     92.278   0.103   1.0000     
Comp2(-) - Comp1(+) == 0 -388.658     55.801  -6.965    <0.01 *** 
Comp2(+) - Comp1(+) == 0  -31.201     32.573  -0.958   0.9738     
Comp3(-) - Comp1(+) == 0  -86.602    101.915  -0.850   0.9868     
Comp3(+) - Comp1(+) == 0 -144.078     36.743  -3.921    <0.01 **  
Comp4(-) - Comp1(+) == 0 -186.190    115.307  -1.615   0.6975     
Comp4(+) - Comp1(+) == 0 -184.467     40.875  -4.513    <0.01 *** 
Comp2(+) - Comp2(-) == 0  357.457     61.364   5.825    <0.01 *** 
Comp3(-) - Comp2(-) == 0  302.056    114.417   2.640   0.1172     
Comp3(+) - Comp2(-) == 0  244.580     63.676   3.841    <0.01 **  
Comp4(-) - Comp2(-) == 0  202.468    126.492   1.601   0.7065     
Comp4(+) - Comp2(-) == 0  204.191     66.147   3.087   0.0345 *   
Comp3(-) - Comp2(+) == 0  -55.401    105.064  -0.527   0.9993     
Comp3(+) - Comp2(+) == 0 -112.877     44.743  -2.523   0.1552     
Comp4(-) - Comp2(+) == 0 -154.989    118.100  -1.312   0.8696     
Comp4(+) - Comp2(+) == 0 -153.266     48.194  -3.180   0.0254 *   
Comp3(+) - Comp3(-) == 0  -57.476    106.431  -0.540   0.9992     
Comp4(-) - Comp3(-) == 0  -99.587    152.556  -0.653   0.9974     
Comp4(+) - Comp3(-) == 0  -97.864    107.927  -0.907   0.9808     
Comp4(-) - Comp3(+) == 0  -42.112    119.318  -0.353   1.0000     
Comp4(+) - Comp3(+) == 0  -40.389     51.105  -0.790   0.9914     
Comp4(+) - Comp4(-) == 0    1.723    120.654   0.014   1.0000     
 
Summer climate balance 
 
                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0  -317.32      81.38  -3.899  0.00232 **  
Comp2(-) - Comp1(-) == 0    81.97      95.35   0.860  0.98588     
Comp2(+) - Comp1(-) == 0  -512.14      84.96  -6.028  < 0.001 *** 
Comp3(-) - Comp1(-) == 0  -404.77     125.43  -3.227  0.02183 *   
Comp3(+) - Comp1(-) == 0    20.58      86.50   0.238  1.00000     
Comp4(-) - Comp1(-) == 0  -267.53     135.61  -1.973  0.44790     
Comp4(+) - Comp1(-) == 0  -240.73      88.17  -2.730  0.09313 .   
Comp2(-) - Comp1(+) == 0   399.29      53.32   7.489  < 0.001 *** 
Comp2(+) - Comp1(+) == 0  -194.82      31.12  -6.259  < 0.001 *** 
Comp3(-) - Comp1(+) == 0   -87.46      97.38  -0.898  0.98186     
Comp3(+) - Comp1(+) == 0   337.89      35.11   9.624  < 0.001 *** 
Comp4(-) - Comp1(+) == 0    49.79     110.18   0.452  0.99976     
Comp4(+) - Comp1(+) == 0    76.58      39.06   1.961  0.45612     
Comp2(+) - Comp2(-) == 0  -594.11      58.64 -10.132  < 0.001 *** 
Comp3(-) - Comp2(-) == 0  -486.75     109.33  -4.452  < 0.001 *** 
Comp3(+) - Comp2(-) == 0   -61.39      60.84  -1.009  0.96512     
Comp4(-) - Comp2(-) == 0  -349.50     120.87  -2.892  0.06068 .   
Comp4(+) - Comp2(-) == 0  -322.71      63.20  -5.106  < 0.001 *** 
Comp3(-) - Comp2(+) == 0   107.36     100.39   1.069  0.95229     
  
221 
Comp3(+) - Comp2(+) == 0   532.71      42.75  12.460  < 0.001 *** 
Comp4(-) - Comp2(+) == 0   244.61     112.85   2.168  0.32399     
Comp4(+) - Comp2(+) == 0   271.40      46.05   5.894  < 0.001 *** 
Comp3(+) - Comp3(-) == 0   425.35     101.70   4.183  < 0.001 *** 
Comp4(-) - Comp3(-) == 0   137.25     145.77   0.942  0.97623     
Comp4(+) - Comp3(-) == 0   164.04     103.13   1.591  0.71321     
Comp4(-) - Comp3(+) == 0  -288.11     114.01  -2.527  0.15334     
Comp4(+) - Comp3(+) == 0  -261.31      48.83  -5.351  < 0.001 *** 
Comp4(+) - Comp4(-) == 0    26.79     115.29   0.232  1.00000     
 
Autumn climate balance 
 
                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0   386.10      79.88   4.834  < 0.001 *** 
Comp2(-) - Comp1(-) == 0   -18.82      93.59  -0.201  1.00000     
Comp2(+) - Comp1(-) == 0   183.59      83.39   2.202  0.30345     
Comp3(-) - Comp1(-) == 0   507.34     123.11   4.121  < 0.001 *** 
Comp3(+) - Comp1(-) == 0  -119.94      84.90  -1.413  0.82003     
Comp4(-) - Comp1(-) == 0    72.23     133.10   0.543  0.99920     
Comp4(+) - Comp1(-) == 0   338.03      86.54   3.906  0.00208 **  
Comp2(-) - Comp1(+) == 0  -404.92      52.33  -7.737  < 0.001 *** 
Comp2(+) - Comp1(+) == 0  -202.51      30.55  -6.629  < 0.001 *** 
Comp3(-) - Comp1(+) == 0   121.25      95.58   1.269  0.88851     
Comp3(+) - Comp1(+) == 0  -506.03      34.46 -14.685  < 0.001 *** 
Comp4(-) - Comp1(+) == 0  -313.86     108.14  -2.902  0.05840 .   
Comp4(+) - Comp1(+) == 0   -48.07      38.33  -1.254  0.89429     
Comp2(+) - Comp2(-) == 0   202.41      57.55   3.517  0.00827 **  
Comp3(-) - Comp2(-) == 0   526.17     107.31   4.903  < 0.001 *** 
Comp3(+) - Comp2(-) == 0  -101.11      59.72  -1.693  0.64353     
Comp4(-) - Comp2(-) == 0    91.06     118.63   0.768  0.99283     
Comp4(+) - Comp2(-) == 0   356.85      62.04   5.752  < 0.001 *** 
Comp3(-) - Comp2(+) == 0   323.76      98.53   3.286  0.01869 *   
Comp3(+) - Comp2(+) == 0  -303.52      41.96  -7.233  < 0.001 *** 
Comp4(-) - Comp2(+) == 0  -111.36     110.76  -1.005  0.96580     
Comp4(+) - Comp2(+) == 0   154.44      45.20   3.417  0.01151 *   
Comp3(+) - Comp3(-) == 0  -627.28      99.82  -6.284  < 0.001 *** 
Comp4(-) - Comp3(-) == 0  -435.11     143.07  -3.041  0.03908 *   
Comp4(+) - Comp3(-) == 0  -169.32     101.22  -1.673  0.65827     
Comp4(-) - Comp3(+) == 0   192.17     111.90   1.717  0.62745     
Comp4(+) - Comp3(+) == 0   457.96      47.93   9.555  < 0.001 *** 




                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0  299.607     81.918   3.657    <0.01 **  
Comp2(-) - Comp1(-) == 0    9.009     95.983   0.094   1.0000     
Comp2(+) - Comp1(-) == 0  105.633     85.520   1.235   0.9016     
Comp3(-) - Comp1(-) == 0  383.675    126.258   3.039   0.0395 *   
Comp3(+) - Comp1(-) == 0 -145.032     87.069  -1.666   0.6629     
Comp4(-) - Comp1(-) == 0   36.159    136.500   0.265   1.0000     
Comp4(+) - Comp1(-) == 0  264.223     88.757   2.977   0.0471 *   
Comp2(-) - Comp1(+) == 0 -290.598     53.671  -5.414    <0.01 *** 
Comp2(+) - Comp1(+) == 0 -193.974     31.330  -6.191    <0.01 *** 
Comp3(-) - Comp1(+) == 0   84.068     98.025   0.858   0.9861     
Comp3(+) - Comp1(+) == 0 -444.639     35.340 -12.582    <0.01 *** 
Comp4(-) - Comp1(+) == 0 -263.448    110.906  -2.375   0.2152     
Comp4(+) - Comp1(+) == 0  -35.384     39.315  -0.900   0.9816     
Comp2(+) - Comp2(-) == 0   96.624     59.022   1.637   0.6823     
Comp3(-) - Comp2(-) == 0  374.667    110.050   3.405   0.0120 *   
  
222 
Comp3(+) - Comp2(-) == 0 -154.040     61.246  -2.515   0.1575     
Comp4(-) - Comp2(-) == 0   27.151    121.665   0.223   1.0000     
Comp4(+) - Comp2(-) == 0  255.214     63.622   4.011    <0.01 **  
Comp3(-) - Comp2(+) == 0  278.043    101.054   2.751   0.0884 .   
Comp3(+) - Comp2(+) == 0 -250.664     43.035  -5.825    <0.01 *** 
Comp4(-) - Comp2(+) == 0  -69.473    113.593  -0.612   0.9983     
Comp4(+) - Comp2(+) == 0  158.590     46.355   3.421   0.0115 *   
Comp3(+) - Comp3(-) == 0 -528.707    102.369  -5.165    <0.01 *** 
Comp4(-) - Comp3(-) == 0 -347.516    146.733  -2.368   0.2182     
Comp4(+) - Comp3(-) == 0 -119.452    103.808  -1.151   0.9305     
Comp4(-) - Comp3(+) == 0  181.191    114.764   1.579   0.7211     
Comp4(+) - Comp3(+) == 0  409.255     49.154   8.326    <0.01 *** 




                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0  284.563     83.327   3.415  0.01207 *   
Comp2(-) - Comp1(-) == 0   83.613     97.634   0.856  0.98623     
Comp2(+) - Comp1(-) == 0   47.851     86.991   0.550  0.99912     
Comp3(-) - Comp1(-) == 0  401.415    128.430   3.126  0.03044 *   
Comp3(+) - Comp1(-) == 0  -56.864     88.567  -0.642  0.99763     
Comp4(-) - Comp1(-) == 0   12.978    138.849   0.093  1.00000     
Comp4(+) - Comp1(-) == 0  277.652     90.284   3.075  0.03532 *   
Comp2(-) - Comp1(+) == 0 -200.950     54.594  -3.681  0.00439 **  
Comp2(+) - Comp1(+) == 0 -236.712     31.869  -7.428  < 0.001 *** 
Comp3(-) - Comp1(+) == 0  116.852     99.712   1.172  0.92390     
Comp3(+) - Comp1(+) == 0 -341.427     35.948  -9.498  < 0.001 *** 
Comp4(-) - Comp1(+) == 0 -271.585    112.815  -2.407  0.20061     
Comp4(+) - Comp1(+) == 0   -6.911     39.991  -0.173  1.00000     
Comp2(+) - Comp2(-) == 0  -35.762     60.038  -0.596  0.99853     
Comp3(-) - Comp2(-) == 0  317.802    111.943   2.839  0.06946 .   
Comp3(+) - Comp2(-) == 0 -140.477     62.300  -2.255  0.27529     
Comp4(-) - Comp2(-) == 0  -70.635    123.758  -0.571  0.99889     
Comp4(+) - Comp2(-) == 0  194.039     64.717   2.998  0.04366 *   
Comp3(-) - Comp2(+) == 0  353.563    102.793   3.440  0.01067 *   
Comp3(+) - Comp2(+) == 0 -104.715     43.776  -2.392  0.20737     
Comp4(-) - Comp2(+) == 0  -34.873    115.547  -0.302  0.99998     
Comp4(+) - Comp2(+) == 0  229.801     47.152   4.874  < 0.001 *** 
Comp3(+) - Comp3(-) == 0 -458.278    104.130  -4.401  < 0.001 *** 
Comp4(-) - Comp3(-) == 0 -388.437    149.258  -2.602  0.12813     
Comp4(+) - Comp3(-) == 0 -123.762    105.594  -1.172  0.92388     
Comp4(-) - Comp3(+) == 0   69.842    116.738   0.598  0.99849     
Comp4(+) - Comp3(+) == 0  334.516     50.000   6.690  < 0.001 *** 




                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0   148.84      84.98   1.752  0.60321     
Comp2(-) - Comp1(-) == 0    -1.18      99.57  -0.012  1.00000     
Comp2(+) - Comp1(-) == 0  -103.36      88.72  -1.165  0.92604     
Comp3(-) - Comp1(-) == 0   291.09     130.97   2.222  0.29190     
Comp3(+) - Comp1(-) == 0   -30.78      90.32  -0.341  0.99996     
Comp4(-) - Comp1(-) == 0   -89.00     141.60  -0.629  0.99793     
Comp4(+) - Comp1(-) == 0    87.42      92.07   0.949  0.97507     
Comp2(-) - Comp1(+) == 0  -150.02      55.68  -2.695  0.10174     
Comp2(+) - Comp1(+) == 0  -252.20      32.50  -7.760  < 0.001 *** 
Comp3(-) - Comp1(+) == 0   142.25     101.69   1.399  0.82731     
Comp3(+) - Comp1(+) == 0  -179.62      36.66  -4.900  < 0.001 *** 
  
223 
Comp4(-) - Comp1(+) == 0  -237.85     115.05  -2.067  0.38535     
Comp4(+) - Comp1(+) == 0   -61.42      40.78  -1.506  0.76693     
Comp2(+) - Comp2(-) == 0  -102.18      61.23  -1.669  0.66042     
Comp3(-) - Comp2(-) == 0   292.27     114.16   2.560  0.14176     
Comp3(+) - Comp2(-) == 0   -29.60      63.53  -0.466  0.99971     
Comp4(-) - Comp2(-) == 0   -87.83     126.21  -0.696  0.99607     
Comp4(+) - Comp2(-) == 0    88.60      66.00   1.342  0.85565     
Comp3(-) - Comp2(+) == 0   394.45     104.83   3.763  0.00338 **  
Comp3(+) - Comp2(+) == 0    72.58      44.64   1.626  0.68990     
Comp4(-) - Comp2(+) == 0    14.36     117.84   0.122  1.00000     
Comp4(+) - Comp2(+) == 0   190.78      48.09   3.968  0.00154 **  
Comp3(+) - Comp3(-) == 0  -321.87     106.19  -3.031  0.03983 *   
Comp4(-) - Comp3(-) == 0  -380.10     152.22  -2.497  0.16482     
Comp4(+) - Comp3(-) == 0  -203.67     107.69  -1.891  0.50429     
Comp4(-) - Comp3(+) == 0   -58.22     119.05  -0.489  0.99960     
Comp4(+) - Comp3(+) == 0   118.21      50.99   2.318  0.24263     




                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0  289.630     82.254   3.521  0.00842 **  
Comp2(-) - Comp1(-) == 0   10.412     96.376   0.108  1.00000     
Comp2(+) - Comp1(-) == 0   20.124     85.870   0.234  1.00000     
Comp3(-) - Comp1(-) == 0  373.158    126.775   2.943  0.05190 .   
Comp3(+) - Comp1(-) == 0  -96.943     87.426  -1.109  0.94244     
Comp4(-) - Comp1(-) == 0  -44.374    137.060  -0.324  0.99997     
Comp4(+) - Comp1(-) == 0  200.437     89.120   2.249  0.27842     
Comp2(-) - Comp1(+) == 0 -279.218     53.891  -5.181  < 0.001 *** 
Comp2(+) - Comp1(+) == 0 -269.505     31.458  -8.567  < 0.001 *** 
Comp3(-) - Comp1(+) == 0   83.528     98.427   0.849  0.98694     
Comp3(+) - Comp1(+) == 0 -386.573     35.485 -10.894  < 0.001 *** 
Comp4(-) - Comp1(+) == 0 -334.003    111.361  -2.999  0.04371 *   
Comp4(+) - Comp1(+) == 0  -89.192     39.476  -2.259  0.27237     
Comp2(+) - Comp2(-) == 0    9.712     59.264   0.164  1.00000     
Comp3(-) - Comp2(-) == 0  362.746    110.501   3.283  0.01905 *   
Comp3(+) - Comp2(-) == 0 -107.355     61.497  -1.746  0.60703     
Comp4(-) - Comp2(-) == 0  -54.786    122.163  -0.448  0.99977     
Comp4(+) - Comp2(-) == 0  190.025     63.883   2.975  0.04676 *   
Comp3(-) - Comp2(+) == 0  353.034    101.468   3.479  0.00965 **  
Comp3(+) - Comp2(+) == 0 -117.068     43.211  -2.709  0.09813 .   
Comp4(-) - Comp2(+) == 0  -64.498    114.058  -0.565  0.99895     
Comp4(+) - Comp2(+) == 0  180.313     46.544   3.874  0.00233 **  
Comp3(+) - Comp3(-) == 0 -470.101    102.788  -4.573  < 0.001 *** 
Comp4(-) - Comp3(-) == 0 -417.532    147.335  -2.834  0.07057 .   
Comp4(+) - Comp3(-) == 0 -172.721    104.233  -1.657  0.66862     
Comp4(-) - Comp3(+) == 0   52.570    115.234   0.456  0.99974     
Comp4(+) - Comp3(+) == 0  297.381     49.356   6.025  < 0.001 *** 
Comp4(+) - Comp4(-) == 0  244.811    116.525   2.101  0.36426     
 
Average day of the year recording the maximum NDVI 
 
                          Estimate Std. Error t value Pr(>|t|)    
Comp1(+) - Comp1(-) == 0  0.224330   0.841587   0.267  0.99999    
Comp2(-) - Comp1(-) == 0 -0.063492   0.986080  -0.064  1.00000    
Comp2(+) - Comp1(-) == 0 -0.598131   0.878590  -0.681  0.99658    
Comp3(-) - Comp1(-) == 0  0.222222   1.297113   0.171  1.00000    
Comp3(+) - Comp1(-) == 0 -1.162500   0.894508  -1.300  0.87524    
Comp4(-) - Comp1(-) == 0  0.785714   1.402341   0.560  0.99901    
Comp4(+) - Comp1(-) == 0  0.416000   0.911845   0.456  0.99974    
  
224 
Comp2(-) - Comp1(+) == 0 -0.287822   0.551391  -0.522  0.99938    
Comp2(+) - Comp1(+) == 0 -0.822461   0.321866  -2.555  0.14356    
Comp3(-) - Comp1(+) == 0 -0.002108   1.007064  -0.002  1.00000    
Comp3(+) - Comp1(+) == 0 -1.386830   0.363072  -3.820  0.00275 ** 
Comp4(-) - Comp1(+) == 0  0.561384   1.139402   0.493  0.99957    
Comp4(+) - Comp1(+) == 0  0.191670   0.403904   0.475  0.99967    
Comp2(+) - Comp2(-) == 0 -0.534639   0.606369  -0.882  0.98366    
Comp3(-) - Comp2(-) == 0  0.285714   1.130603   0.253  1.00000    
Comp3(+) - Comp2(-) == 0 -1.099008   0.629211  -1.747  0.60653    
Comp4(-) - Comp2(-) == 0  0.849206   1.249929   0.679  0.99662    
Comp4(+) - Comp2(-) == 0  0.479492   0.653624   0.734  0.99456    
Comp3(-) - Comp2(+) == 0  0.820353   1.038186   0.790  0.99146    
Comp3(+) - Comp2(+) == 0 -0.564369   0.442123  -1.276  0.88515    
Comp4(-) - Comp2(+) == 0  1.383845   1.167000   1.186  0.91931    
Comp4(+) - Comp2(+) == 0  1.014131   0.476225   2.130  0.34607    
Comp3(+) - Comp3(-) == 0 -1.384722   1.051691  -1.317  0.86772    
Comp4(-) - Comp3(-) == 0  0.563492   1.507471   0.374  0.99993    
Comp4(+) - Comp3(-) == 0  0.193778   1.066476   0.182  1.00000    
Comp4(-) - Comp3(+) == 0  1.948214   1.179030   1.652  0.67207    
Comp4(+) - Comp3(+) == 0  1.578500   0.504989   3.126  0.02981 *  
Comp4(+) - Comp4(-) == 0 -0.369714   1.192237  -0.310  0.99998    
 
Average day of the year recording the green up 
 
                         Estimate Std. Error t value Pr(>|t|)    
Comp1(+) - Comp1(-) == 0  -3.4176     4.4996  -0.760  0.99328    
Comp2(-) - Comp1(-) == 0  -5.9176     5.2721  -1.122  0.93887    
Comp2(+) - Comp1(-) == 0  -1.4209     4.6974  -0.302  0.99998    
Comp3(-) - Comp1(-) == 0  -4.6795     6.9351  -0.675  0.99677    
Comp3(+) - Comp1(-) == 0  -9.7212     4.7825  -2.033  0.40815    
Comp4(-) - Comp1(-) == 0   7.6538     7.4977   1.021  0.96282    
Comp4(+) - Comp1(-) == 0  -1.0022     4.8752  -0.206  1.00000    
Comp2(-) - Comp1(+) == 0  -2.5000     2.9480  -0.848  0.98700    
Comp2(+) - Comp1(+) == 0   1.9967     1.7209   1.160  0.92750    
Comp3(-) - Comp1(+) == 0  -1.2619     5.3843  -0.234  1.00000    
Comp3(+) - Comp1(+) == 0  -6.3036     1.9412  -3.247  0.02071 *  
Comp4(-) - Comp1(+) == 0  11.0714     6.0918   1.817  0.55640    
Comp4(+) - Comp1(+) == 0   2.4154     2.1595   1.119  0.93984    
Comp2(+) - Comp2(-) == 0   4.4967     3.2420   1.387  0.83357    
Comp3(-) - Comp2(-) == 0   1.2381     6.0448   0.205  1.00000    
Comp3(+) - Comp2(-) == 0  -3.8036     3.3641  -1.131  0.93642    
Comp4(-) - Comp2(-) == 0  13.5714     6.6828   2.031  0.40957    
Comp4(+) - Comp2(-) == 0   4.9154     3.4946   1.407  0.82341    
Comp3(-) - Comp2(+) == 0  -3.2586     5.5507  -0.587  0.99867    
Comp3(+) - Comp2(+) == 0  -8.3002     2.3638  -3.511  0.00838 ** 
Comp4(-) - Comp2(+) == 0   9.0748     6.2394   1.454  0.79702    
Comp4(+) - Comp2(+) == 0   0.4188     2.5462   0.164  1.00000    
Comp3(+) - Comp3(-) == 0  -5.0417     5.6229  -0.897  0.98199    
Comp4(-) - Comp3(-) == 0  12.3333     8.0597   1.530  0.75195    
Comp4(+) - Comp3(-) == 0   3.6773     5.7019   0.645  0.99756    
Comp4(-) - Comp3(+) == 0  17.3750     6.3037   2.756  0.08742 .  
Comp4(+) - Comp3(+) == 0   8.7190     2.6999   3.229  0.02220 *  
Comp4(+) - Comp4(-) == 0  -8.6560     6.3743  -1.358  0.84799    
 
Soil water capacity 
 
                          Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0  269.5638    84.1712   3.203   0.0239 *   
Comp2(-) - Comp1(-) == 0   32.5922    98.6227   0.330   1.0000     
Comp2(+) - Comp1(-) == 0  -25.8081    87.8721  -0.294   1.0000     
  
225 
Comp3(-) - Comp1(-) == 0  131.5684   129.7305   1.014   0.9642     
Comp3(+) - Comp1(-) == 0   91.9399    89.4641   1.028   0.9615     
Comp4(-) - Comp1(-) == 0   18.6319   140.2549   0.133   1.0000     
Comp4(+) - Comp1(-) == 0  131.9182    91.1981   1.447   0.8012     
Comp2(-) - Comp1(+) == 0 -236.9716    55.1472  -4.297   <0.001 *** 
Comp2(+) - Comp1(+) == 0 -295.3718    32.1914  -9.175   <0.001 *** 
Comp3(-) - Comp1(+) == 0 -137.9954   100.7214  -1.370   0.8421     
Comp3(+) - Comp1(+) == 0 -177.6239    36.3125  -4.892   <0.001 *** 
Comp4(-) - Comp1(+) == 0 -250.9319   113.9571  -2.202   0.3041     
Comp4(+) - Comp1(+) == 0 -137.6456    40.3964  -3.407   0.0119 *   
Comp2(+) - Comp2(-) == 0  -58.4002    60.6459  -0.963   0.9730     
Comp3(-) - Comp2(-) == 0   98.9762   113.0771   0.875   0.9843     
Comp3(+) - Comp2(-) == 0   59.3477    62.9305   0.943   0.9760     
Comp4(-) - Comp2(-) == 0  -13.9603   125.0115  -0.112   1.0000     
Comp4(+) - Comp2(-) == 0   99.3260    65.3721   1.519   0.7585     
Comp3(-) - Comp2(+) == 0  157.3764   103.8340   1.516   0.7608     
Comp3(+) - Comp2(+) == 0  117.7480    44.2189   2.663   0.1114     
Comp4(-) - Comp2(+) == 0   44.4399   116.7173   0.381   0.9999     
Comp4(+) - Comp2(+) == 0  157.7262    47.6296   3.312   0.0166 *   
Comp3(+) - Comp3(-) == 0  -39.6285   105.1847  -0.377   0.9999     
Comp4(-) - Comp3(-) == 0 -112.9365   150.7695  -0.749   0.9938     
Comp4(+) - Comp3(-) == 0    0.3498   106.6634   0.003   1.0000     
Comp4(-) - Comp3(+) == 0  -73.3080   117.9205  -0.622   0.9981     
Comp4(+) - Comp3(+) == 0   39.9782    50.5064   0.792   0.9914     








                         Estimate Std. Error t value Pr(>|t|)    
Comp1(+) - Comp1(-) == 0  -12.069     18.755  -0.643   0.9997    
Comp2(-) - Comp1(-) == 0    5.688     34.745   0.164   1.0000    
Comp2(+) - Comp1(-) == 0   44.893     18.380   2.443   0.2718    
Comp3(-) - Comp1(-) == 0    8.988     32.310   0.278   1.0000    
Comp3(+) - Comp1(-) == 0   15.381     20.067   0.767   0.9987    
Comp4(-) - Comp1(-) == 0   60.943     33.439   1.823   0.6874    
Comp4(+) - Comp1(-) == 0  -13.012     24.586  -0.529   0.9999    
Comp5(-) - Comp1(-) == 0  -72.512     46.761  -1.551   0.8496    
Comp5(+) - Comp1(-) == 0  -41.607     26.347  -1.579   0.8351    
Comp2(-) - Comp1(+) == 0   17.757     33.217   0.535   0.9999    
Comp2(+) - Comp1(+) == 0   56.962     15.298   3.723    <0.01 ** 
Comp3(-) - Comp1(+) == 0   21.057     30.662   0.687   0.9995    
Comp3(+) - Comp1(+) == 0   27.450     17.288   1.588   0.8309    
Comp4(-) - Comp1(+) == 0   73.011     31.849   2.292   0.3611    
Comp4(+) - Comp1(+) == 0   -0.943     22.376  -0.042   1.0000    
Comp5(-) - Comp1(+) == 0  -60.443     45.638  -1.324   0.9373    
Comp5(+) - Comp1(+) == 0  -29.538     24.297  -1.216   0.9631    
Comp2(+) - Comp2(-) == 0   39.205     33.007   1.188   0.9682    
Comp3(-) - Comp2(-) == 0    3.300     42.374   0.078   1.0000    
Comp3(+) - Comp2(-) == 0    9.693     33.975   0.285   1.0000    
Comp4(-) - Comp2(-) == 0   55.255     43.241   1.278   0.9494    
Comp4(+) - Comp2(-) == 0  -18.700     36.825  -0.508   1.0000    
Comp5(-) - Comp2(-) == 0  -78.200     54.206  -1.443   0.8974    
Comp5(+) - Comp2(-) == 0  -47.295     38.024  -1.244   0.9573    
Comp3(-) - Comp2(+) == 0  -35.904     30.434  -1.180   0.9695    
Comp3(+) - Comp2(+) == 0  -29.512     16.880  -1.748   0.7365    
Comp4(-) - Comp2(+) == 0   16.050     31.630   0.507   1.0000    
Comp4(+) - Comp2(+) == 0  -57.904     22.062  -2.625   0.1849    
Comp5(-) - Comp2(+) == 0 -117.404     45.485  -2.581   0.2036    
Comp5(+) - Comp2(+) == 0  -86.500     24.009  -3.603   0.0107 *  
Comp3(+) - Comp3(-) == 0    6.393     31.481   0.203   1.0000    
Comp4(-) - Comp3(-) == 0   51.955     41.311   1.258   0.9541    
Comp4(+) - Comp3(-) == 0  -22.000     34.538  -0.637   0.9997    
Comp5(-) - Comp3(-) == 0  -81.500     52.678  -1.547   0.8514    
Comp5(+) - Comp3(-) == 0  -50.595     35.813  -1.413   0.9087    
Comp4(-) - Comp3(+) == 0   45.562     32.639   1.396   0.9146    
Comp4(+) - Comp3(+) == 0  -28.393     23.486  -1.209   0.9643    
Comp5(-) - Comp3(+) == 0  -87.893     46.192  -1.903   0.6316    
Comp5(+) - Comp3(+) == 0  -56.988     25.324  -2.250   0.3874    
Comp4(+) - Comp4(-) == 0  -73.954     35.596  -2.078   0.5060    
Comp5(-) - Comp4(-) == 0 -133.454     53.378  -2.500   0.2420    
Comp5(+) - Comp4(-) == 0 -102.550     36.834  -2.784   0.1269    
Comp5(-) - Comp4(+) == 0  -59.500     48.327  -1.231   0.9598    
Comp5(+) - Comp4(+) == 0  -28.595     29.036  -0.985   0.9912    




                         Estimate Std. Error t value Pr(>|t|)   
Comp1(+) - Comp1(-) == 0  -10.542     18.774  -0.562   0.9999   
Comp2(-) - Comp1(-) == 0   20.616     34.779   0.593   0.9998   
Comp2(+) - Comp1(-) == 0   36.285     18.398   1.972   0.5817   
Comp3(-) - Comp1(-) == 0  -26.300     32.342  -0.813   0.9979   
Comp3(+) - Comp1(-) == 0   49.581     20.086   2.468   0.2585   
Comp4(-) - Comp1(-) == 0   47.207     33.472   1.410   0.9094   
  
227 
Comp4(+) - Comp1(-) == 0  -32.038     24.610  -1.302   0.9434   
Comp5(-) - Comp1(-) == 0   10.916     46.808   0.233   1.0000   
Comp5(+) - Comp1(-) == 0  -17.312     26.373  -0.656   0.9996   
Comp2(-) - Comp1(+) == 0   31.158     33.250   0.937   0.9939   
Comp2(+) - Comp1(+) == 0   46.827     15.313   3.058   0.0615 . 
Comp3(-) - Comp1(+) == 0  -15.758     30.692  -0.513   1.0000   
Comp3(+) - Comp1(+) == 0   60.123     17.305   3.474   0.0170 * 
Comp4(-) - Comp1(+) == 0   57.749     31.881   1.811   0.6948   
Comp4(+) - Comp1(+) == 0  -21.496     22.398  -0.960   0.9927   
Comp5(-) - Comp1(+) == 0   21.458     45.683   0.470   1.0000   
Comp5(+) - Comp1(+) == 0   -6.770     24.322  -0.278   1.0000   
Comp2(+) - Comp2(-) == 0   15.669     33.040   0.474   1.0000   
Comp3(-) - Comp2(-) == 0  -46.917     42.417  -1.106   0.9802   
Comp3(+) - Comp2(-) == 0   28.964     34.009   0.852   0.9970   
Comp4(-) - Comp2(-) == 0   26.591     43.284   0.614   0.9998   
Comp4(+) - Comp2(-) == 0  -52.654     36.862  -1.428   0.9029   
Comp5(-) - Comp2(-) == 0   -9.700     54.259  -0.179   1.0000   
Comp5(+) - Comp2(-) == 0  -37.929     38.061  -0.997   0.9904   
Comp3(-) - Comp2(+) == 0  -62.585     30.464  -2.054   0.5226   
Comp3(+) - Comp2(+) == 0   13.296     16.897   0.787   0.9984   
Comp4(-) - Comp2(+) == 0   10.922     31.661   0.345   1.0000   
Comp4(+) - Comp2(+) == 0  -68.322     22.084  -3.094   0.0553 . 
Comp5(-) - Comp2(+) == 0  -25.369     45.530  -0.557   0.9999   
Comp5(+) - Comp2(+) == 0  -53.597     24.033  -2.230   0.4008   
Comp3(+) - Comp3(-) == 0   75.881     31.513   2.408   0.2901   
Comp4(-) - Comp3(-) == 0   73.508     41.352   1.778   0.7177   
Comp4(+) - Comp3(-) == 0   -5.737     34.572  -0.166   1.0000   
Comp5(-) - Comp3(-) == 0   37.217     52.731   0.706   0.9993   
Comp5(+) - Comp3(-) == 0    8.988     35.849   0.251   1.0000   
Comp4(-) - Comp3(+) == 0   -2.373     32.671  -0.073   1.0000   
Comp4(+) - Comp3(+) == 0  -81.618     23.509  -3.472   0.0168 * 
Comp5(-) - Comp3(+) == 0  -38.664     46.238  -0.836   0.9974   
Comp5(+) - Comp3(+) == 0  -66.893     25.349  -2.639   0.1788   
Comp4(+) - Comp4(-) == 0  -79.245     35.631  -2.224   0.4042   
Comp5(-) - Comp4(-) == 0  -36.291     53.431  -0.679   0.9995   
Comp5(+) - Comp4(-) == 0  -64.519     36.871  -1.750   0.7351   
Comp5(-) - Comp4(+) == 0   42.954     48.375   0.888   0.9959   
Comp5(+) - Comp4(+) == 0   14.725     29.065   0.507   1.0000   




                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0    8.562     17.483   0.490    1.000     
Comp2(-) - Comp1(-) == 0   36.672     32.388   1.132    0.977     
Comp2(+) - Comp1(-) == 0  -48.336     17.133  -2.821    0.115     
Comp3(-) - Comp1(-) == 0  -20.961     30.119  -0.696    0.999     
Comp3(+) - Comp1(-) == 0   92.961     18.705   4.970    <0.01 *** 
Comp4(-) - Comp1(-) == 0  -29.628     31.171  -0.951    0.993     
Comp4(+) - Comp1(-) == 0    5.487     22.918   0.239    1.000     
Comp5(-) - Comp1(-) == 0  -17.028     43.589  -0.391    1.000     
Comp5(+) - Comp1(-) == 0   13.705     24.560   0.558    1.000     
Comp2(-) - Comp1(+) == 0   28.110     30.964   0.908    0.995     
Comp2(+) - Comp1(+) == 0  -56.898     14.260  -3.990    <0.01 **  
Comp3(-) - Comp1(+) == 0  -29.523     28.582  -1.033    0.988     
Comp3(+) - Comp1(+) == 0   84.399     16.115   5.237    <0.01 *** 
Comp4(-) - Comp1(+) == 0  -38.190     29.689  -1.286    0.947     
Comp4(+) - Comp1(+) == 0   -3.074     20.858  -0.147    1.000     
Comp5(-) - Comp1(+) == 0  -25.590     42.542  -0.602    1.000     
Comp5(+) - Comp1(+) == 0    5.143     22.649   0.227    1.000     
  
228 
Comp2(+) - Comp2(-) == 0  -85.008     30.768  -2.763    0.133     
Comp3(-) - Comp2(-) == 0  -57.633     39.500  -1.459    0.891     
Comp3(+) - Comp2(-) == 0   56.289     31.671   1.777    0.718     
Comp4(-) - Comp2(-) == 0  -66.300     40.308  -1.645    0.799     
Comp4(+) - Comp2(-) == 0  -31.185     34.328  -0.908    0.995     
Comp5(-) - Comp2(-) == 0  -53.700     50.529  -1.063    0.985     
Comp5(+) - Comp2(-) == 0  -22.967     35.445  -0.648    1.000     
Comp3(-) - Comp2(+) == 0   27.375     28.370   0.965    0.992     
Comp3(+) - Comp2(+) == 0  141.297     15.735   8.980    <0.01 *** 
Comp4(-) - Comp2(+) == 0   18.708     29.484   0.635    1.000     
Comp4(+) - Comp2(+) == 0   53.823     20.566   2.617    0.187     
Comp5(-) - Comp2(+) == 0   31.308     42.400   0.738    0.999     
Comp5(+) - Comp2(+) == 0   62.041     22.381   2.772    0.130     
Comp3(+) - Comp3(-) == 0  113.923     29.346   3.882    <0.01 **  
Comp4(-) - Comp3(-) == 0   -8.667     38.509  -0.225    1.000     
Comp4(+) - Comp3(-) == 0   26.449     32.195   0.822    0.998     
Comp5(-) - Comp3(-) == 0    3.933     49.105   0.080    1.000     
Comp5(+) - Comp3(-) == 0   34.667     33.384   1.038    0.987     
Comp4(-) - Comp3(+) == 0 -122.589     30.425  -4.029    <0.01 **  
Comp4(+) - Comp3(+) == 0  -87.474     21.893  -3.996    <0.01 **  
Comp5(-) - Comp3(+) == 0 -109.989     43.059  -2.554    0.216     
Comp5(+) - Comp3(+) == 0  -79.256     23.606  -3.357    0.025 *   
Comp4(+) - Comp4(-) == 0   35.115     33.182   1.058    0.985     
Comp5(-) - Comp4(-) == 0   12.600     49.757   0.253    1.000     
Comp5(+) - Comp4(-) == 0   43.333     34.336   1.262    0.953     
Comp5(-) - Comp4(+) == 0  -22.515     45.049  -0.500    1.000     
Comp5(+) - Comp4(+) == 0    8.218     27.067   0.304    1.000     




                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0  -35.534     18.097  -1.963   0.5879     
Comp2(-) - Comp1(-) == 0  -63.177     33.527  -1.884   0.6444     
Comp2(+) - Comp1(-) == 0  -83.348     17.735  -4.699    <0.01 *** 
Comp3(-) - Comp1(-) == 0  -15.060     31.178  -0.483   1.0000     
Comp3(+) - Comp1(-) == 0  -67.387     19.363  -3.480   0.0166 *   
Comp4(-) - Comp1(-) == 0 -119.613     32.267  -3.707    <0.01 **  
Comp4(+) - Comp1(-) == 0    8.562     23.724   0.361   1.0000     
Comp5(-) - Comp1(-) == 0  -65.977     45.122  -1.462   0.8895     
Comp5(+) - Comp1(-) == 0   27.547     25.423   1.084   0.9828     
Comp2(-) - Comp1(+) == 0  -27.643     32.053  -0.862   0.9967     
Comp2(+) - Comp1(+) == 0  -47.814     14.762  -3.239   0.0359 *   
Comp3(-) - Comp1(+) == 0   20.474     29.587   0.692   0.9994     
Comp3(+) - Comp1(+) == 0  -31.854     16.682  -1.909   0.6268     
Comp4(-) - Comp1(+) == 0  -84.079     30.732  -2.736   0.1428     
Comp4(+) - Comp1(+) == 0   44.095     21.591   2.042   0.5319     
Comp5(-) - Comp1(+) == 0  -30.443     44.038  -0.691   0.9994     
Comp5(+) - Comp1(+) == 0   63.081     23.446   2.691   0.1580     
Comp2(+) - Comp2(-) == 0  -20.171     31.850  -0.633   0.9997     
Comp3(-) - Comp2(-) == 0   48.117     40.889   1.177   0.9700     
Comp3(+) - Comp2(-) == 0   -4.211     32.784  -0.128   1.0000     
Comp4(-) - Comp2(-) == 0  -56.436     41.725  -1.353   0.9290     
Comp4(+) - Comp2(-) == 0   71.738     35.535   2.019   0.5482     
Comp5(-) - Comp2(-) == 0   -2.800     52.305  -0.054   1.0000     
Comp5(+) - Comp2(-) == 0   90.724     36.691   2.473   0.2570     
Comp3(-) - Comp2(+) == 0   68.287     29.367   2.325   0.3406     
Comp3(+) - Comp2(+) == 0   15.960     16.288   0.980   0.9915     
Comp4(-) - Comp2(+) == 0  -36.266     30.521  -1.188   0.9681     
Comp4(+) - Comp2(+) == 0   91.909     21.289   4.317    <0.01 *** 
  
229 
Comp5(-) - Comp2(+) == 0   17.371     43.890   0.396   1.0000     
Comp5(+) - Comp2(+) == 0  110.895     23.167   4.787    <0.01 *** 
Comp3(+) - Comp3(-) == 0  -52.327     30.378  -1.723   0.7526     
Comp4(-) - Comp3(-) == 0 -104.553     39.862  -2.623   0.1860     
Comp4(+) - Comp3(-) == 0   23.622     33.327   0.709   0.9993     
Comp5(-) - Comp3(-) == 0  -50.917     50.832  -1.002   0.9901     
Comp5(+) - Comp3(-) == 0   42.607     34.558   1.233   0.9596     
Comp4(-) - Comp3(+) == 0  -52.226     31.494  -1.658   0.7917     
Comp4(+) - Comp3(+) == 0   75.949     22.663   3.351   0.0253 *   
Comp5(-) - Comp3(+) == 0    1.411     44.573   0.032   1.0000     
Comp5(+) - Comp3(+) == 0   94.935     24.436   3.885    <0.01 **  
Comp4(+) - Comp4(-) == 0  128.175     34.348   3.732    <0.01 **  
Comp5(-) - Comp4(-) == 0   53.636     51.507   1.041   0.9869     
Comp5(+) - Comp4(-) == 0  147.160     35.543   4.140    <0.01 **  
Comp5(-) - Comp4(+) == 0  -74.538     46.633  -1.598   0.8252     
Comp5(+) - Comp4(+) == 0   18.985     28.018   0.678   0.9995     




                          Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0  -46.0492    16.8197  -2.738   0.1422     
Comp2(-) - Comp1(-) == 0   44.5977    31.1594   1.431   0.9018     
Comp2(+) - Comp1(-) == 0 -105.8304    16.4832  -6.420    <0.01 *** 
Comp3(-) - Comp1(-) == 0   -0.6357    28.9762  -0.022   1.0000     
Comp3(+) - Comp1(-) == 0   32.7334    17.9959   1.819   0.6895     
Comp4(-) - Comp1(-) == 0  -85.8478    29.9883  -2.863   0.1037     
Comp4(+) - Comp1(-) == 0   -3.4177    22.0490  -0.155   1.0000     
Comp5(-) - Comp1(-) == 0   49.0977    41.9359   1.171   0.9710     
Comp5(+) - Comp1(-) == 0  -15.4928    23.6282  -0.656   0.9996     
Comp2(-) - Comp1(+) == 0   90.6468    29.7897   3.043   0.0639 .   
Comp2(+) - Comp1(+) == 0  -59.7813    13.7193  -4.357    <0.01 *** 
Comp3(-) - Comp1(+) == 0   45.4135    27.4980   1.652   0.7958     
Comp3(+) - Comp1(+) == 0   78.7825    15.5040   5.081    <0.01 *** 
Comp4(-) - Comp1(+) == 0  -39.7986    28.5625  -1.393   0.9154     
Comp4(+) - Comp1(+) == 0   42.6315    20.0669   2.124   0.4723     
Comp5(-) - Comp1(+) == 0   95.1468    40.9285   2.325   0.3396     
Comp5(+) - Comp1(+) == 0   30.5564    21.7902   1.402   0.9124     
Comp2(+) - Comp2(-) == 0 -150.4281    29.6011  -5.082    <0.01 *** 
Comp3(-) - Comp2(-) == 0  -45.2333    38.0019  -1.190   0.9678     
Comp3(+) - Comp2(-) == 0  -11.8643    30.4693  -0.389   1.0000     
Comp4(-) - Comp2(-) == 0 -130.4455    38.7792  -3.364   0.0249 *   
Comp4(+) - Comp2(-) == 0  -48.0154    33.0255  -1.454   0.8930     
Comp5(-) - Comp2(-) == 0    4.5000    48.6122   0.093   1.0000     
Comp5(+) - Comp2(-) == 0  -60.0905    34.1001  -1.762   0.7277     
Comp3(-) - Comp2(+) == 0  105.1948    27.2936   3.854    <0.01 **  
Comp3(+) - Comp2(+) == 0  138.5638    15.1384   9.153    <0.01 *** 
Comp4(-) - Comp2(+) == 0   19.9826    28.3657   0.704   0.9993     
Comp4(+) - Comp2(+) == 0  102.4127    19.7857   5.176    <0.01 *** 
Comp5(-) - Comp2(+) == 0  154.9281    40.7914   3.798    <0.01 **  
Comp5(+) - Comp2(+) == 0   90.3376    21.5316   4.196    <0.01 **  
Comp3(+) - Comp3(-) == 0   33.3690    28.2329   1.182   0.9691     
Comp4(-) - Comp3(-) == 0  -85.2121    37.0478  -2.300   0.3551     
Comp4(+) - Comp3(-) == 0   -2.7821    30.9742  -0.090   1.0000     
Comp5(-) - Comp3(-) == 0   49.7333    47.2426   1.053   0.9860     
Comp5(+) - Comp3(-) == 0  -14.8571    32.1175  -0.463   1.0000     
Comp4(-) - Comp3(+) == 0 -118.5812    29.2706  -4.051    <0.01 **  
Comp4(+) - Comp3(+) == 0  -36.1511    21.0626  -1.716   0.7568     
Comp5(-) - Comp3(+) == 0   16.3643    41.4258   0.395   1.0000     
Comp5(+) - Comp3(+) == 0  -48.2262    22.7105  -2.124   0.4736     
  
230 
Comp4(+) - Comp4(-) == 0   82.4301    31.9229   2.582   0.2037     
Comp5(-) - Comp4(-) == 0  134.9455    47.8700   2.819   0.1167     
Comp5(+) - Comp4(-) == 0   70.3550    33.0335   2.130   0.4690     
Comp5(-) - Comp4(+) == 0   52.5154    43.3405   1.212   0.9637     
Comp5(+) - Comp4(+) == 0  -12.0751    26.0398  -0.464   1.0000     
Comp5(+) - Comp5(-) == 0  -64.5905    44.1649  -1.462   0.8892     
 
Annual mean temperature 
 
                          Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0    9.4036    18.1472   0.518   0.9999     
Comp2(-) - Comp1(-) == 0   20.5023    33.6187   0.610   0.9998     
Comp2(+) - Comp1(-) == 0   -9.2482    17.7842  -0.520   0.9999     
Comp3(-) - Comp1(-) == 0   64.2190    31.2632   2.054   0.5226     
Comp3(+) - Comp1(-) == 0  -71.5727    19.4163  -3.686    <0.01 **  
Comp4(-) - Comp1(-) == 0  -86.1522    32.3551  -2.663   0.1693     
Comp4(+) - Comp1(-) == 0   10.1869    23.7892   0.428   1.0000     
Comp5(-) - Comp1(-) == 0   99.3023    45.2458   2.195   0.4249     
Comp5(+) - Comp1(-) == 0   36.4452    25.4931   1.430   0.9025     
Comp2(-) - Comp1(+) == 0   11.0987    32.1409   0.345   1.0000     
Comp2(+) - Comp1(+) == 0  -18.6518    14.8021  -1.260   0.9536     
Comp3(-) - Comp1(+) == 0   54.8154    29.6683   1.848   0.6701     
Comp3(+) - Comp1(+) == 0  -80.9763    16.7277  -4.841    <0.01 *** 
Comp4(-) - Comp1(+) == 0  -95.5558    30.8168  -3.101   0.0538 .   
Comp4(+) - Comp1(+) == 0    0.7833    21.6507   0.036   1.0000     
Comp5(-) - Comp1(+) == 0   89.8987    44.1589   2.036   0.5361     
Comp5(+) - Comp1(+) == 0   27.0416    23.5100   1.150   0.9742     
Comp2(+) - Comp2(-) == 0  -29.7506    31.9374  -0.932   0.9942     
Comp3(-) - Comp2(-) == 0   43.7167    41.0013   1.066   0.9846     
Comp3(+) - Comp2(-) == 0  -92.0750    32.8742  -2.801   0.1213     
Comp4(-) - Comp2(-) == 0 -106.6545    41.8398  -2.549   0.2183     
Comp4(+) - Comp2(-) == 0  -10.3154    35.6321  -0.289   1.0000     
Comp5(-) - Comp2(-) == 0   78.8000    52.4490   1.502   0.8724     
Comp5(+) - Comp2(-) == 0   15.9429    36.7915   0.433   1.0000     
Comp3(-) - Comp2(+) == 0   73.4672    29.4477   2.495   0.2449     
Comp3(+) - Comp2(+) == 0  -62.3244    16.3332  -3.816    <0.01 **  
Comp4(-) - Comp2(+) == 0  -76.9040    30.6045  -2.513   0.2363     
Comp4(+) - Comp2(+) == 0   19.4352    21.3473   0.910   0.9951     
Comp5(-) - Comp2(+) == 0  108.5506    44.0109   2.466   0.2584     
Comp5(+) - Comp2(+) == 0   45.6934    23.2310   1.967   0.5857     
Comp3(+) - Comp3(-) == 0 -135.7917    30.4612  -4.458    <0.01 *** 
Comp4(-) - Comp3(-) == 0 -150.3712    39.9718  -3.762    <0.01 **  
Comp4(+) - Comp3(-) == 0  -54.0321    33.4188  -1.617   0.8151     
Comp5(-) - Comp3(-) == 0   35.0833    50.9713   0.688   0.9994     
Comp5(+) - Comp3(-) == 0  -27.7738    34.6524  -0.801   0.9981     
Comp4(-) - Comp3(+) == 0  -14.5795    31.5808  -0.462   1.0000     
Comp4(+) - Comp3(+) == 0   81.7596    22.7249   3.598   0.0112 *   
Comp5(-) - Comp3(+) == 0  170.8750    44.6954   3.823    <0.01 **  
Comp5(+) - Comp3(+) == 0  108.0179    24.5030   4.408    <0.01 *** 
Comp4(+) - Comp4(-) == 0   96.3392    34.4425   2.797   0.1221     
Comp5(-) - Comp4(-) == 0  185.4545    51.6482   3.591   0.0117 *   
Comp5(+) - Comp4(-) == 0  122.5974    35.6407   3.440   0.0193 *   
Comp5(-) - Comp4(+) == 0   89.1154    46.7612   1.906   0.6296     
Comp5(+) - Comp4(+) == 0   26.2582    28.0950   0.935   0.9940     
Comp5(+) - Comp5(-) == 0  -62.8571    47.6506  -1.319   0.9385     
 
Winter mean temperature 
 
                         Estimate Std. Error t value Pr(>|t|)    
Comp1(+) - Comp1(-) == 0   58.663     18.672   3.142   0.0477 *  
  
231 
Comp2(-) - Comp1(-) == 0  -14.067     34.591  -0.407   1.0000    
Comp2(+) - Comp1(-) == 0   35.727     18.298   1.952   0.5954    
Comp3(-) - Comp1(-) == 0  -23.767     32.167  -0.739   0.9990    
Comp3(+) - Comp1(-) == 0   20.322     19.978   1.017   0.9889    
Comp4(-) - Comp1(-) == 0   18.414     33.291   0.553   0.9999    
Comp4(+) - Comp1(-) == 0  -21.306     24.477  -0.870   0.9965    
Comp5(-) - Comp1(-) == 0  -10.567     46.554  -0.227   1.0000    
Comp5(+) - Comp1(-) == 0  -39.244     26.230  -1.496   0.8750    
Comp2(-) - Comp1(+) == 0  -72.730     33.070  -2.199   0.4214    
Comp2(+) - Comp1(+) == 0  -22.936     15.230  -1.506   0.8711    
Comp3(-) - Comp1(+) == 0  -82.430     30.526  -2.700   0.1545    
Comp3(+) - Comp1(+) == 0  -38.341     17.211  -2.228   0.4024    
Comp4(-) - Comp1(+) == 0  -40.249     31.708  -1.269   0.9515    
Comp4(+) - Comp1(+) == 0  -79.969     22.277  -3.590   0.0112 *  
Comp5(-) - Comp1(+) == 0  -69.230     45.436  -1.524   0.8624    
Comp5(+) - Comp1(+) == 0  -97.907     24.190  -4.047    <0.01 ** 
Comp2(+) - Comp2(-) == 0   49.794     32.861   1.515   0.8667    
Comp3(-) - Comp2(-) == 0   -9.700     42.187  -0.230   1.0000    
Comp3(+) - Comp2(-) == 0   34.389     33.825   1.017   0.9890    
Comp4(-) - Comp2(-) == 0   32.482     43.050   0.755   0.9988    
Comp4(+) - Comp2(-) == 0   -7.238     36.662  -0.197   1.0000    
Comp5(-) - Comp2(-) == 0    3.500     53.966   0.065   1.0000    
Comp5(+) - Comp2(-) == 0  -25.176     37.855  -0.665   0.9996    
Comp3(-) - Comp2(+) == 0  -59.494     30.299  -1.964   0.5879    
Comp3(+) - Comp2(+) == 0  -15.405     16.806  -0.917   0.9948    
Comp4(-) - Comp2(+) == 0  -17.313     31.489  -0.550   0.9999    
Comp4(+) - Comp2(+) == 0  -57.033     21.965  -2.597   0.1967    
Comp5(-) - Comp2(+) == 0  -46.294     45.284  -1.022   0.9885    
Comp5(+) - Comp2(+) == 0  -74.971     23.903  -3.136   0.0480 *  
Comp3(+) - Comp3(-) == 0   44.089     31.342   1.407   0.9110    
Comp4(-) - Comp3(-) == 0   42.182     41.128   1.026   0.9883    
Comp4(+) - Comp3(-) == 0    2.462     34.385   0.072   1.0000    
Comp5(-) - Comp3(-) == 0   13.200     52.445   0.252   1.0000    
Comp5(+) - Comp3(-) == 0  -15.476     35.654  -0.434   1.0000    
Comp4(-) - Comp3(+) == 0   -1.907     32.494  -0.059   1.0000    
Comp4(+) - Comp3(+) == 0  -41.628     23.382  -1.780   0.7155    
Comp5(-) - Comp3(+) == 0  -30.889     45.988  -0.672   0.9995    
Comp5(+) - Comp3(+) == 0  -59.565     25.211  -2.363   0.3177    
Comp4(+) - Comp4(-) == 0  -39.720     35.438  -1.121   0.9783    
Comp5(-) - Comp4(-) == 0  -28.982     53.142  -0.545   0.9999    
Comp5(+) - Comp4(-) == 0  -57.658     36.671  -1.572   0.8388    
Comp5(-) - Comp4(+) == 0   10.738     48.113   0.223   1.0000    
Comp5(+) - Comp4(+) == 0  -17.938     28.907  -0.621   0.9998    
Comp5(+) - Comp5(-) == 0  -28.676     49.028  -0.585   0.9999    
 
Spring mean temperature 
 
                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0   13.167     18.395   0.716   0.9992     
Comp2(-) - Comp1(-) == 0   24.356     34.077   0.715   0.9992     
Comp2(+) - Comp1(-) == 0   -2.306     18.027  -0.128   1.0000     
Comp3(-) - Comp1(-) == 0   61.589     31.689   1.944   0.6027     
Comp3(+) - Comp1(-) == 0  -60.333     19.681  -3.066   0.0600 .   
Comp4(-) - Comp1(-) == 0  -80.017     32.796  -2.440   0.2733     
Comp4(+) - Comp1(-) == 0   14.640     24.114   0.607   0.9998     
Comp5(-) - Comp1(-) == 0   81.456     45.863   1.776   0.7183     
Comp5(+) - Comp1(-) == 0   41.113     25.841   1.591   0.8289     
Comp2(-) - Comp1(+) == 0   11.189     32.579   0.343   1.0000     
Comp2(+) - Comp1(+) == 0  -15.473     15.004  -1.031   0.9878     
Comp3(-) - Comp1(+) == 0   48.422     30.073   1.610   0.8186     
  
232 
Comp3(+) - Comp1(+) == 0  -73.501     16.956  -4.335    <0.01 *** 
Comp4(-) - Comp1(+) == 0  -93.184     31.237  -2.983   0.0752 .   
Comp4(+) - Comp1(+) == 0    1.473     21.946   0.067   1.0000     
Comp5(-) - Comp1(+) == 0   68.289     44.761   1.526   0.8618     
Comp5(+) - Comp1(+) == 0   27.946     23.831   1.173   0.9707     
Comp2(+) - Comp2(-) == 0  -26.662     32.373  -0.824   0.9977     
Comp3(-) - Comp2(-) == 0   37.233     41.560   0.896   0.9956     
Comp3(+) - Comp2(-) == 0  -84.689     33.322  -2.542   0.2210     
Comp4(-) - Comp2(-) == 0 -104.373     42.410  -2.461   0.2622     
Comp4(+) - Comp2(-) == 0   -9.715     36.118  -0.269   1.0000     
Comp5(-) - Comp2(-) == 0   57.100     53.164   1.074   0.9838     
Comp5(+) - Comp2(-) == 0   16.757     37.293   0.449   1.0000     
Comp3(-) - Comp2(+) == 0   63.895     29.849   2.141   0.4616     
Comp3(+) - Comp2(+) == 0  -58.027     16.556  -3.505   0.0155 *   
Comp4(-) - Comp2(+) == 0  -77.711     31.022  -2.505   0.2395     
Comp4(+) - Comp2(+) == 0   16.946     21.638   0.783   0.9984     
Comp5(-) - Comp2(+) == 0   83.762     44.611   1.878   0.6486     
Comp5(+) - Comp2(+) == 0   43.419     23.548   1.844   0.6725     
Comp3(+) - Comp3(-) == 0 -121.923     30.876  -3.949    <0.01 **  
Comp4(-) - Comp3(-) == 0 -141.606     40.517  -3.495   0.0153 *   
Comp4(+) - Comp3(-) == 0  -46.949     33.874  -1.386   0.9180     
Comp5(-) - Comp3(-) == 0   19.867     51.666   0.385   1.0000     
Comp5(+) - Comp3(-) == 0  -20.476     35.125  -0.583   0.9999     
Comp4(-) - Comp3(+) == 0  -19.683     32.011  -0.615   0.9998     
Comp4(+) - Comp3(+) == 0   74.974     23.035   3.255   0.0350 *   
Comp5(-) - Comp3(+) == 0  141.789     45.305   3.130   0.0495 *   
Comp5(+) - Comp3(+) == 0  101.446     24.837   4.084    <0.01 **  
Comp4(+) - Comp4(-) == 0   94.657     34.912   2.711   0.1509     
Comp5(-) - Comp4(-) == 0  161.473     52.352   3.084   0.0566 .   
Comp5(+) - Comp4(-) == 0  121.130     36.127   3.353   0.0249 *   
Comp5(-) - Comp4(+) == 0   66.815     47.399   1.410   0.9097     
Comp5(+) - Comp4(+) == 0   26.473     28.478   0.930   0.9942     
Comp5(+) - Comp5(-) == 0  -40.343     48.300  -0.835   0.9974     
 
Summer mean temperature 
 
                         Estimate Std. Error t value Pr(>|t|)   
Comp1(+) - Comp1(-) == 0   14.315     18.960   0.755   0.9988   
Comp2(-) - Comp1(-) == 0   35.863     35.125   1.021   0.9887   
Comp2(+) - Comp1(-) == 0   17.365     18.581   0.935   0.9940   
Comp3(-) - Comp1(-) == 0   35.163     32.664   1.077   0.9836   
Comp3(+) - Comp1(-) == 0  -31.641     20.286  -1.560   0.8451   
Comp4(-) - Comp1(-) == 0  -50.110     33.804  -1.482   0.8812   
Comp4(+) - Comp1(-) == 0  -13.645     24.855  -0.549   0.9999   
Comp5(-) - Comp1(-) == 0  103.963     47.273   2.199   0.4218   
Comp5(+) - Comp1(-) == 0   16.306     26.635   0.612   0.9998   
Comp2(-) - Comp1(+) == 0   21.548     33.581   0.642   0.9997   
Comp2(+) - Comp1(+) == 0    3.050     15.465   0.197   1.0000   
Comp3(-) - Comp1(+) == 0   20.848     30.997   0.673   0.9995   
Comp3(+) - Comp1(+) == 0  -45.956     17.477  -2.629   0.1822   
Comp4(-) - Comp1(+) == 0  -64.425     32.197  -2.001   0.5618   
Comp4(+) - Comp1(+) == 0  -27.960     22.620  -1.236   0.9590   
Comp5(-) - Comp1(+) == 0   89.648     46.137   1.943   0.6032   
Comp5(+) - Comp1(+) == 0    1.991     24.563   0.081   1.0000   
Comp2(+) - Comp2(-) == 0  -18.498     33.368  -0.554   0.9999   
Comp3(-) - Comp2(-) == 0   -0.700     42.838  -0.016   1.0000   
Comp3(+) - Comp2(-) == 0  -67.504     34.347  -1.965   0.5860   
Comp4(-) - Comp2(-) == 0  -85.973     43.714  -1.967   0.5861   
Comp4(+) - Comp2(-) == 0  -49.508     37.228  -1.330   0.9357   
Comp5(-) - Comp2(-) == 0   68.100     54.798   1.243   0.9575   
  
233 
Comp5(+) - Comp2(-) == 0  -19.557     38.440  -0.509   1.0000   
Comp3(-) - Comp2(+) == 0   17.798     30.767   0.578   0.9999   
Comp3(+) - Comp2(+) == 0  -49.006     17.065  -2.872   0.1017   
Comp4(-) - Comp2(+) == 0  -67.475     31.975  -2.110   0.4834   
Comp4(+) - Comp2(+) == 0  -31.010     22.304  -1.390   0.9165   
Comp5(-) - Comp2(+) == 0   86.598     45.982   1.883   0.6450   
Comp5(+) - Comp2(+) == 0   -1.059     24.272  -0.044   1.0000   
Comp3(+) - Comp3(-) == 0  -66.804     31.826  -2.099   0.4911   
Comp4(-) - Comp3(-) == 0  -85.273     41.762  -2.042   0.5319   
Comp4(+) - Comp3(-) == 0  -48.808     34.916  -1.398   0.9139   
Comp5(-) - Comp3(-) == 0   68.800     53.255   1.292   0.9459   
Comp5(+) - Comp3(-) == 0  -18.857     36.205  -0.521   0.9999   
Comp4(-) - Comp3(+) == 0  -18.469     32.995  -0.560   0.9999   
Comp4(+) - Comp3(+) == 0   17.996     23.743   0.758   0.9988   
Comp5(-) - Comp3(+) == 0  135.604     46.697   2.904   0.0932 . 
Comp5(+) - Comp3(+) == 0   47.946     25.601   1.873   0.6526   
Comp4(+) - Comp4(-) == 0   36.465     35.985   1.013   0.9892   
Comp5(-) - Comp4(-) == 0  154.073     53.962   2.855   0.1060   
Comp5(+) - Comp4(-) == 0   66.416     37.237   1.784   0.7135   
Comp5(-) - Comp4(+) == 0  117.608     48.856   2.407   0.2912   
Comp5(+) - Comp4(+) == 0   29.951     29.354   1.020   0.9887   
Comp5(+) - Comp5(-) == 0  -87.657     49.785  -1.761   0.7284   
 
Autumn mean temperature 
 
                          Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0    4.8493    18.0576   0.269   1.0000     
Comp2(-) - Comp1(-) == 0   16.9581    33.4527   0.507   1.0000     
Comp2(+) - Comp1(-) == 0  -20.1722    17.6964  -1.140   0.9757     
Comp3(-) - Comp1(-) == 0   62.7248    31.1088   2.016   0.5498     
Comp3(+) - Comp1(-) == 0  -75.6026    19.3204  -3.913    <0.01 **  
Comp4(-) - Comp1(-) == 0 -100.8964    32.1954  -3.134   0.0489 *   
Comp4(+) - Comp1(-) == 0    4.1351    23.6718   0.175   1.0000     
Comp5(-) - Comp1(-) == 0   94.1581    45.0224   2.091   0.4957     
Comp5(+) - Comp1(-) == 0   33.3200    25.3672   1.314   0.9403     
Comp2(-) - Comp1(+) == 0   12.1089    31.9822   0.379   1.0000     
Comp2(+) - Comp1(+) == 0  -25.0215    14.7290  -1.699   0.7673     
Comp3(-) - Comp1(+) == 0   57.8755    29.5218   1.960   0.5902     
Comp3(+) - Comp1(+) == 0  -80.4519    16.6451  -4.833    <0.01 *** 
Comp4(-) - Comp1(+) == 0 -105.7457    30.6647  -3.448   0.0185 *   
Comp4(+) - Comp1(+) == 0   -0.7142    21.5438  -0.033   1.0000     
Comp5(-) - Comp1(+) == 0   89.3089    43.9408   2.032   0.5387     
Comp5(+) - Comp1(+) == 0   28.4708    23.3940   1.217   0.9628     
Comp2(+) - Comp2(-) == 0  -37.1303    31.7797  -1.168   0.9713     
Comp3(-) - Comp2(-) == 0   45.7667    40.7988   1.122   0.9782     
Comp3(+) - Comp2(-) == 0  -92.5607    32.7118  -2.830   0.1131     
Comp4(-) - Comp2(-) == 0 -117.8545    41.6332  -2.831   0.1121     
Comp4(+) - Comp2(-) == 0  -12.8231    35.4561  -0.362   1.0000     
Comp5(-) - Comp2(-) == 0   77.2000    52.1900   1.479   0.8826     
Comp5(+) - Comp2(-) == 0   16.3619    36.6099   0.447   1.0000     
Comp3(-) - Comp2(+) == 0   82.8970    29.3023   2.829   0.1130     
Comp3(+) - Comp2(+) == 0  -55.4304    16.2526  -3.411   0.0211 *   
Comp4(-) - Comp2(+) == 0  -80.7242    30.4534  -2.651   0.1753     
Comp4(+) - Comp2(+) == 0   24.3073    21.2419   1.144   0.9752     
Comp5(-) - Comp2(+) == 0  114.3303    43.7936   2.611   0.1904     
Comp5(+) - Comp2(+) == 0   53.4922    23.1163   2.314   0.3463     
Comp3(+) - Comp3(-) == 0 -138.3274    30.3108  -4.564    <0.01 *** 
Comp4(-) - Comp3(-) == 0 -163.6212    39.7744  -4.114    <0.01 **  
Comp4(+) - Comp3(-) == 0  -58.5897    33.2538  -1.762   0.7279     
Comp5(-) - Comp3(-) == 0   31.4333    50.7196   0.620   0.9998     
  
234 
Comp5(+) - Comp3(-) == 0  -29.4048    34.4813  -0.853   0.9970     
Comp4(-) - Comp3(+) == 0  -25.2938    31.4249  -0.805   0.9981     
Comp4(+) - Comp3(+) == 0   79.7376    22.6127   3.526   0.0144 *   
Comp5(-) - Comp3(+) == 0  169.7607    44.4747   3.817    <0.01 **  
Comp5(+) - Comp3(+) == 0  108.9226    24.3820   4.467    <0.01 *** 
Comp4(+) - Comp4(-) == 0  105.0315    34.2724   3.065   0.0596 .   
Comp5(-) - Comp4(-) == 0  195.0545    51.3932   3.795    <0.01 **  
Comp5(+) - Comp4(-) == 0  134.2165    35.4647   3.785    <0.01 **  
Comp5(-) - Comp4(+) == 0   90.0231    46.5303   1.935   0.6088     
Comp5(+) - Comp4(+) == 0   29.1850    27.9563   1.044   0.9867     




                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0   35.232     17.578   2.004   0.5582     
Comp2(-) - Comp1(-) == 0   41.593     32.564   1.277   0.9496     
Comp2(+) - Comp1(-) == 0   81.846     17.226   4.751    <0.01 *** 
Comp3(-) - Comp1(-) == 0   77.510     30.282   2.560   0.2140     
Comp3(+) - Comp1(-) == 0  -46.675     18.807  -2.482   0.2514     
Comp4(-) - Comp1(-) == 0   50.457     31.340   1.610   0.8187     
Comp4(+) - Comp1(-) == 0   22.016     23.043   0.955   0.9930     
Comp5(-) - Comp1(-) == 0  128.693     43.826   2.936   0.0855 .   
Comp5(+) - Comp1(-) == 0   26.188     24.693   1.061   0.9851     
Comp2(-) - Comp1(+) == 0    6.361     31.133   0.204   1.0000     
Comp2(+) - Comp1(+) == 0   46.614     14.338   3.251   0.0351 *   
Comp3(-) - Comp1(+) == 0   42.277     28.738   1.471   0.8858     
Comp3(+) - Comp1(+) == 0  -81.907     16.203  -5.055    <0.01 *** 
Comp4(-) - Comp1(+) == 0   15.224     29.850   0.510   1.0000     
Comp4(+) - Comp1(+) == 0  -13.216     20.972  -0.630   0.9997     
Comp5(-) - Comp1(+) == 0   93.461     42.774   2.185   0.4308     
Comp5(+) - Comp1(+) == 0   -9.044     22.773  -0.397   1.0000     
Comp2(+) - Comp2(-) == 0   40.253     30.936   1.301   0.9436     
Comp3(-) - Comp2(-) == 0   35.917     39.715   0.904   0.9953     
Comp3(+) - Comp2(-) == 0  -88.268     31.843  -2.772   0.1301     
Comp4(-) - Comp2(-) == 0    8.864     40.527   0.219   1.0000     
Comp4(+) - Comp2(-) == 0  -19.577     34.514  -0.567   0.9999     
Comp5(-) - Comp2(-) == 0   87.100     50.804   1.714   0.7579     
Comp5(+) - Comp2(-) == 0  -15.405     35.637  -0.432   1.0000     
Comp3(-) - Comp2(+) == 0   -4.336     28.524  -0.152   1.0000     
Comp3(+) - Comp2(+) == 0 -128.521     15.821  -8.123    <0.01 *** 
Comp4(-) - Comp2(+) == 0  -31.389     29.644  -1.059   0.9854     
Comp4(+) - Comp2(+) == 0  -59.830     20.678  -2.893   0.0957 .   
Comp5(-) - Comp2(+) == 0   46.847     42.630   1.099   0.9810     
Comp5(+) - Comp2(+) == 0  -55.658     22.502  -2.473   0.2556     
Comp3(+) - Comp3(-) == 0 -124.185     29.506  -4.209    <0.01 **  
Comp4(-) - Comp3(-) == 0  -27.053     38.718  -0.699   0.9994     
Comp4(+) - Comp3(-) == 0  -55.494     32.371  -1.714   0.7576     
Comp5(-) - Comp3(-) == 0   51.183     49.372   1.037   0.9873     
Comp5(+) - Comp3(-) == 0  -51.321     33.565  -1.529   0.8601     
Comp4(-) - Comp3(+) == 0   97.131     30.590   3.175   0.0433 *   
Comp4(+) - Comp3(+) == 0   68.691     22.012   3.121   0.0509 .   
Comp5(-) - Comp3(+) == 0  175.368     43.293   4.051    <0.01 **  
Comp5(+) - Comp3(+) == 0   72.863     23.734   3.070   0.0586 .   
Comp4(+) - Comp4(-) == 0  -28.441     33.362  -0.852   0.9970     
Comp5(-) - Comp4(-) == 0   78.236     50.028   1.564   0.8431     
Comp5(+) - Comp4(-) == 0  -24.268     34.523  -0.703   0.9993     
Comp5(-) - Comp4(+) == 0  106.677     45.294   2.355   0.3217     
Comp5(+) - Comp4(+) == 0    4.172     27.214   0.153   1.0000     






                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0   21.895     17.676   1.239    0.958     
Comp2(-) - Comp1(-) == 0   64.447     32.746   1.968    0.585     
Comp2(+) - Comp1(-) == 0   30.271     17.323   1.748    0.737     
Comp3(-) - Comp1(-) == 0   66.213     30.452   2.174    0.439     
Comp3(+) - Comp1(-) == 0  -80.757     18.912  -4.270    <0.01 *** 
Comp4(-) - Comp1(-) == 0  -14.226     31.515  -0.451    1.000     
Comp4(+) - Comp1(-) == 0   32.316     23.172   1.395    0.915     
Comp5(-) - Comp1(-) == 0   99.647     44.071   2.261    0.380     
Comp5(+) - Comp1(-) == 0   39.904     24.831   1.607    0.821     
Comp2(-) - Comp1(+) == 0   42.552     31.307   1.359    0.927     
Comp2(+) - Comp1(+) == 0    8.377     14.418   0.581    1.000     
Comp3(-) - Comp1(+) == 0   44.319     28.898   1.534    0.858     
Comp3(+) - Comp1(+) == 0 -102.652     16.293  -6.300    <0.01 *** 
Comp4(-) - Comp1(+) == 0  -36.121     30.017  -1.203    0.965     
Comp4(+) - Comp1(+) == 0   10.421     21.089   0.494    1.000     
Comp5(-) - Comp1(+) == 0   77.752     43.013   1.808    0.697     
Comp5(+) - Comp1(+) == 0   18.009     22.900   0.786    0.998     
Comp2(+) - Comp2(-) == 0  -34.175     31.108  -1.099    0.981     
Comp3(-) - Comp2(-) == 0    1.767     39.937   0.044    1.000     
Comp3(+) - Comp2(-) == 0 -145.204     32.021  -4.535    <0.01 *** 
Comp4(-) - Comp2(-) == 0  -78.673     40.754  -1.930    0.612     
Comp4(+) - Comp2(-) == 0  -32.131     34.707  -0.926    0.994     
Comp5(-) - Comp2(-) == 0   35.200     51.087   0.689    0.999     
Comp5(+) - Comp2(-) == 0  -24.543     35.836  -0.685    0.999     
Comp3(-) - Comp2(+) == 0   35.942     28.683   1.253    0.955     
Comp3(+) - Comp2(+) == 0 -111.028     15.909  -6.979    <0.01 *** 
Comp4(-) - Comp2(+) == 0  -44.497     29.810  -1.493    0.876     
Comp4(+) - Comp2(+) == 0    2.045     20.793   0.098    1.000     
Comp5(-) - Comp2(+) == 0   69.375     42.868   1.618    0.814     
Comp5(+) - Comp2(+) == 0    9.632     22.628   0.426    1.000     
Comp3(+) - Comp3(-) == 0 -146.970     29.670  -4.953    <0.01 *** 
Comp4(-) - Comp3(-) == 0  -80.439     38.934  -2.066    0.514     
Comp4(+) - Comp3(-) == 0  -33.897     32.551  -1.041    0.987     
Comp5(-) - Comp3(-) == 0   33.433     49.648   0.673    1.000     
Comp5(+) - Comp3(-) == 0  -26.310     33.753  -0.779    0.998     
Comp4(-) - Comp3(+) == 0   66.531     30.761   2.163    0.446     
Comp4(+) - Comp3(+) == 0  113.073     22.135   5.108    <0.01 *** 
Comp5(-) - Comp3(+) == 0  180.404     43.535   4.144    <0.01 **  
Comp5(+) - Comp3(+) == 0  120.661     23.867   5.056    <0.01 *** 
Comp4(+) - Comp4(-) == 0   46.542     33.548   1.387    0.918     
Comp5(-) - Comp4(-) == 0  113.873     50.307   2.264    0.378     
Comp5(+) - Comp4(-) == 0   54.130     34.715   1.559    0.845     
Comp5(-) - Comp4(+) == 0   67.331     45.547   1.478    0.883     
Comp5(+) - Comp4(+) == 0    7.588     27.366   0.277    1.000     




                          Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0   40.0954    17.4753   2.294   0.3588     
Comp2(-) - Comp1(-) == 0   29.0093    32.3739   0.896   0.9956     
Comp2(+) - Comp1(-) == 0   81.6026    17.1258   4.765    <0.01 *** 
Comp3(-) - Comp1(-) == 0   60.8760    30.1057   2.022   0.5447     
Comp3(+) - Comp1(-) == 0  -52.3443    18.6974  -2.800   0.1218     
Comp4(-) - Comp1(-) == 0   61.6638    31.1572   1.979   0.5771     
Comp4(+) - Comp1(-) == 0   23.5170    22.9084   1.027   0.9882     
  
236 
Comp5(-) - Comp1(-) == 0  119.0093    43.5706   2.731   0.1442     
Comp5(+) - Comp1(-) == 0   36.0664    24.5492   1.469   0.8868     
Comp2(-) - Comp1(+) == 0  -11.0861    30.9509  -0.358   1.0000     
Comp2(+) - Comp1(+) == 0   41.5072    14.2540   2.912   0.0912 .   
Comp3(-) - Comp1(+) == 0   20.7806    28.5699   0.727   0.9991     
Comp3(+) - Comp1(+) == 0  -92.4396    16.1084  -5.739    <0.01 *** 
Comp4(-) - Comp1(+) == 0   21.5685    29.6759   0.727   0.9991     
Comp4(+) - Comp1(+) == 0  -16.5784    20.8491  -0.795   0.9982     
Comp5(-) - Comp1(+) == 0   78.9139    42.5239   1.856   0.6640     
Comp5(+) - Comp1(+) == 0   -4.0289    22.6396  -0.178   1.0000     
Comp2(+) - Comp2(-) == 0   52.5933    30.7549   1.710   0.7604     
Comp3(-) - Comp2(-) == 0   31.8667    39.4832   0.807   0.9980     
Comp3(+) - Comp2(-) == 0  -81.3536    31.6570  -2.570   0.2086     
Comp4(-) - Comp2(-) == 0   32.6545    40.2907   0.810   0.9980     
Comp4(+) - Comp2(-) == 0   -5.4923    34.3128  -0.160   1.0000     
Comp5(-) - Comp2(-) == 0   90.0000    50.5071   1.782   0.7145     
Comp5(+) - Comp2(-) == 0    7.0571    35.4293   0.199   1.0000     
Comp3(-) - Comp2(+) == 0  -20.7266    28.3574  -0.731   0.9991     
Comp3(+) - Comp2(+) == 0 -133.9468    15.7285  -8.516    <0.01 *** 
Comp4(-) - Comp2(+) == 0  -19.9387    29.4714  -0.677   0.9995     
Comp4(+) - Comp2(+) == 0  -58.0856    20.5570  -2.826   0.1131     
Comp5(-) - Comp2(+) == 0   37.4067    42.3815   0.883   0.9961     
Comp5(+) - Comp2(+) == 0  -45.5361    22.3709  -2.036   0.5369     
Comp3(+) - Comp3(-) == 0 -113.2202    29.3334  -3.860    <0.01 **  
Comp4(-) - Comp3(-) == 0    0.7879    38.4919   0.020   1.0000     
Comp4(+) - Comp3(-) == 0  -37.3590    32.1815  -1.161   0.9726     
Comp5(-) - Comp3(-) == 0   58.1333    49.0841   1.184   0.9688     
Comp5(+) - Comp3(-) == 0  -24.8095    33.3694  -0.743   0.9990     
Comp4(-) - Comp3(+) == 0  114.0081    30.4116   3.749    <0.01 **  
Comp4(+) - Comp3(+) == 0   75.8613    21.8836   3.467   0.0179 *   
Comp5(-) - Comp3(+) == 0  171.3536    43.0406   3.981    <0.01 **  
Comp5(+) - Comp3(+) == 0   88.4107    23.5957   3.747    <0.01 **  
Comp4(+) - Comp4(-) == 0  -38.1469    33.1673  -1.150   0.9742     
Comp5(-) - Comp4(-) == 0   57.3455    49.7360   1.153   0.9738     
Comp5(+) - Comp4(-) == 0  -25.5974    34.3211  -0.746   0.9989     
Comp5(-) - Comp4(+) == 0   95.4923    45.0299   2.121   0.4759     
Comp5(+) - Comp4(+) == 0   12.5495    27.0548   0.464   1.0000     




                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0   61.667     17.931   3.439   0.0193 *   
Comp2(-) - Comp1(-) == 0   57.526     33.219   1.732   0.7470     
Comp2(+) - Comp1(-) == 0   93.820     17.573   5.339    <0.01 *** 
Comp3(-) - Comp1(-) == 0   52.826     30.892   1.710   0.7611     
Comp3(+) - Comp1(-) == 0   24.218     19.185   1.262   0.9531     
Comp4(-) - Comp1(-) == 0  116.689     31.971   3.650    <0.01 **  
Comp4(+) - Comp1(-) == 0   -3.751     23.506  -0.160   1.0000     
Comp5(-) - Comp1(-) == 0  149.326     44.708   3.340   0.0258 *   
Comp5(+) - Comp1(-) == 0   -8.627     25.190  -0.342   1.0000     
Comp2(-) - Comp1(+) == 0   -4.142     31.759  -0.130   1.0000     
Comp2(+) - Comp1(+) == 0   32.153     14.626   2.198   0.4217     
Comp3(-) - Comp1(+) == 0   -8.842     29.316  -0.302   1.0000     
Comp3(+) - Comp1(+) == 0  -37.449     16.529  -2.266   0.3773     
Comp4(-) - Comp1(+) == 0   55.022     30.451   1.807   0.6978     
Comp4(+) - Comp1(+) == 0  -65.419     21.393  -3.058   0.0610 .   
Comp5(-) - Comp1(+) == 0   87.658     43.634   2.009   0.5553     
Comp5(+) - Comp1(+) == 0  -70.294     23.231  -3.026   0.0669 .   
Comp2(+) - Comp2(-) == 0   36.294     31.558   1.150   0.9742     
  
237 
Comp3(-) - Comp2(-) == 0   -4.700     40.514  -0.116   1.0000     
Comp3(+) - Comp2(-) == 0  -33.307     32.483  -1.025   0.9883     
Comp4(-) - Comp2(-) == 0   59.164     41.343   1.431   0.9021     
Comp4(+) - Comp2(-) == 0  -61.277     35.209  -1.740   0.7417     
Comp5(-) - Comp2(-) == 0   91.800     51.826   1.771   0.7219     
Comp5(+) - Comp2(-) == 0  -66.152     36.354  -1.820   0.6894     
Comp3(-) - Comp2(+) == 0  -40.994     29.098  -1.409   0.9099     
Comp3(+) - Comp2(+) == 0  -69.602     16.139  -4.313    <0.01 *** 
Comp4(-) - Comp2(+) == 0   22.869     30.241   0.756   0.9988     
Comp4(+) - Comp2(+) == 0  -97.571     21.094  -4.626    <0.01 *** 
Comp5(-) - Comp2(+) == 0   55.506     43.488   1.276   0.9498     
Comp5(+) - Comp2(+) == 0 -102.447     22.955  -4.463    <0.01 *** 
Comp3(+) - Comp3(-) == 0  -28.607     30.099  -0.950   0.9932     
Comp4(-) - Comp3(-) == 0   63.864     39.497   1.617   0.8153     
Comp4(+) - Comp3(-) == 0  -56.577     33.022  -1.713   0.7589     
Comp5(-) - Comp3(-) == 0   96.500     50.365   1.916   0.6220     
Comp5(+) - Comp3(-) == 0  -61.452     34.241  -1.795   0.7059     
Comp4(-) - Comp3(+) == 0   92.471     31.205   2.963   0.0797 .   
Comp4(+) - Comp3(+) == 0  -27.970     22.455  -1.246   0.9569     
Comp5(-) - Comp3(+) == 0  125.107     44.164   2.833   0.1121     
Comp5(+) - Comp3(+) == 0  -32.845     24.212  -1.357   0.9275     
Comp4(+) - Comp4(-) == 0 -120.441     34.033  -3.539   0.0135 *   
Comp5(-) - Comp4(-) == 0   32.636     51.034   0.639   0.9997     
Comp5(+) - Comp4(-) == 0 -125.316     35.217  -3.558   0.0127 *   
Comp5(-) - Comp4(+) == 0  153.077     46.205   3.313   0.0282 *   
Comp5(+) - Comp4(+) == 0   -4.875     27.761  -0.176   1.0000     




                          Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0   26.6903    18.3876   1.452   0.8938     
Comp2(-) - Comp1(-) == 0   56.1093    34.0640   1.647   0.7983     
Comp2(+) - Comp1(-) == 0   42.6026    18.0198   2.364   0.3165     
Comp3(-) - Comp1(-) == 0   77.2093    31.6773   2.437   0.2744     
Comp3(+) - Comp1(-) == 0  -45.8086    19.6735  -2.328   0.3376     
Comp4(-) - Comp1(-) == 0    8.0275    32.7837   0.245   1.0000     
Comp4(+) - Comp1(-) == 0   27.3631    24.1044   1.135   0.9763     
Comp5(-) - Comp1(-) == 0  116.0093    45.8452   2.530   0.2268     
Comp5(+) - Comp1(-) == 0   35.0188    25.8308   1.356   0.9278     
Comp2(-) - Comp1(+) == 0   29.4190    32.5667   0.903   0.9953     
Comp2(+) - Comp1(+) == 0   15.9122    14.9982   1.061   0.9851     
Comp3(-) - Comp1(+) == 0   50.5190    30.0614   1.681   0.7790     
Comp3(+) - Comp1(+) == 0  -72.4989    16.9493  -4.277    <0.01 *** 
Comp4(-) - Comp1(+) == 0  -18.6628    31.2251  -0.598   0.9998     
Comp4(+) - Comp1(+) == 0    0.6728    21.9375   0.031   1.0000     
Comp5(-) - Comp1(+) == 0   89.3190    44.7439   1.996   0.5646     
Comp5(+) - Comp1(+) == 0    8.3285    23.8215   0.350   1.0000     
Comp2(+) - Comp2(-) == 0  -13.5067    32.3605  -0.417   1.0000     
Comp3(-) - Comp2(-) == 0   21.1000    41.5444   0.508   1.0000     
Comp3(+) - Comp2(-) == 0 -101.9179    33.3097  -3.060   0.0608 .   
Comp4(-) - Comp2(-) == 0  -48.0818    42.3941  -1.134   0.9765     
Comp4(+) - Comp2(-) == 0  -28.7462    36.1041  -0.796   0.9982     
Comp5(-) - Comp2(-) == 0   59.9000    53.1438   1.127   0.9775     
Comp5(+) - Comp2(-) == 0  -21.0905    37.2789  -0.566   0.9999     
Comp3(-) - Comp2(+) == 0   34.6067    29.8378   1.160   0.9727     
Comp3(+) - Comp2(+) == 0  -88.4111    16.5496  -5.342    <0.01 *** 
Comp4(-) - Comp2(+) == 0  -34.5751    31.0099  -1.115   0.9791     
Comp4(+) - Comp2(+) == 0  -15.2394    21.6302  -0.705   0.9993     
Comp5(-) - Comp2(+) == 0   73.4067    44.5940   1.646   0.7983     
  
238 
Comp5(+) - Comp2(+) == 0   -7.5837    23.5388  -0.322   1.0000     
Comp3(+) - Comp3(-) == 0 -123.0179    30.8647  -3.986    <0.01 **  
Comp4(-) - Comp3(-) == 0  -69.1818    40.5013  -1.708   0.7621     
Comp4(+) - Comp3(-) == 0  -49.8462    33.8615  -1.472   0.8854     
Comp5(-) - Comp3(-) == 0   38.8000    51.6465   0.751   0.9989     
Comp5(+) - Comp3(-) == 0  -42.1905    35.1115  -1.202   0.9658     
Comp4(-) - Comp3(+) == 0   53.8360    31.9992   1.682   0.7773     
Comp4(+) - Comp3(+) == 0   73.1717    23.0260   3.178   0.0438 *   
Comp5(-) - Comp3(+) == 0  161.8179    45.2875   3.573   0.0122 *   
Comp5(+) - Comp3(+) == 0   80.8274    24.8276   3.256   0.0348 *   
Comp4(+) - Comp4(-) == 0   19.3357    34.8988   0.554   0.9999     
Comp5(-) - Comp4(-) == 0  107.9818    52.3324   2.063   0.5161     
Comp5(+) - Comp4(-) == 0   26.9913    36.1128   0.747   0.9989     
Comp5(-) - Comp4(+) == 0   88.6462    47.3807   1.871   0.6538     
Comp5(+) - Comp4(+) == 0    7.6557    28.4672   0.269   1.0000     
Comp5(+) - Comp5(-) == 0  -80.9905    48.2819  -1.677   0.7804     
 
Annual climate balance 
 
                          Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0  -55.4133    17.5807  -3.152   0.0462 *   
Comp2(-) - Comp1(-) == 0  -58.1070    32.5693  -1.784   0.7131     
Comp2(+) - Comp1(-) == 0  -67.1654    17.2291  -3.898    <0.01 **  
Comp3(-) - Comp1(-) == 0  -60.8236    30.2873  -2.008   0.5559     
Comp3(+) - Comp1(-) == 0   52.2359    18.8102   2.777   0.1291     
Comp4(-) - Comp1(-) == 0  -70.0888    31.3452  -2.236   0.3967     
Comp4(+) - Comp1(-) == 0  -55.8685    23.0467  -2.424   0.2832     
Comp5(-) - Comp1(-) == 0 -121.7070    43.8335  -2.777   0.1289     
Comp5(+) - Comp1(-) == 0  -59.1451    24.6974  -2.395   0.2992     
Comp2(-) - Comp1(+) == 0   -2.6937    31.1377  -0.087   1.0000     
Comp2(+) - Comp1(+) == 0  -11.7521    14.3400  -0.820   0.9978     
Comp3(-) - Comp1(+) == 0   -5.4103    28.7423  -0.188   1.0000     
Comp3(+) - Comp1(+) == 0  107.6492    16.2055   6.643    <0.01 *** 
Comp4(-) - Comp1(+) == 0  -14.6755    29.8549  -0.492   1.0000     
Comp4(+) - Comp1(+) == 0   -0.4552    20.9749  -0.022   1.0000     
Comp5(-) - Comp1(+) == 0  -66.2937    42.7805  -1.550   0.8504     
Comp5(+) - Comp1(+) == 0   -3.7318    22.7762  -0.164   1.0000     
Comp2(+) - Comp2(-) == 0   -9.0584    30.9405  -0.293   1.0000     
Comp3(-) - Comp2(-) == 0   -2.7167    39.7215  -0.068   1.0000     
Comp3(+) - Comp2(-) == 0  110.3429    31.8480   3.465   0.0172 *   
Comp4(-) - Comp2(-) == 0  -11.9818    40.5338  -0.296   1.0000     
Comp4(+) - Comp2(-) == 0    2.2385    34.5199   0.065   1.0000     
Comp5(-) - Comp2(-) == 0  -63.6000    50.8119  -1.252   0.9555     
Comp5(+) - Comp2(-) == 0   -1.0381    35.6431  -0.029   1.0000     
Comp3(-) - Comp2(+) == 0    6.3418    28.5285   0.222   1.0000     
Comp3(+) - Comp2(+) == 0  119.4013    15.8234   7.546    <0.01 *** 
Comp4(-) - Comp2(+) == 0   -2.9234    29.6492  -0.099   1.0000     
Comp4(+) - Comp2(+) == 0   11.2969    20.6810   0.546   0.9999     
Comp5(-) - Comp2(+) == 0  -54.5416    42.6372  -1.279   0.9491     
Comp5(+) - Comp2(+) == 0    8.0203    22.5059   0.356   1.0000     
Comp3(+) - Comp3(-) == 0  113.0595    29.5103   3.831    <0.01 **  
Comp4(-) - Comp3(-) == 0   -9.2652    38.7241  -0.239   1.0000     
Comp4(+) - Comp3(-) == 0    4.9551    32.3757   0.153   1.0000     
Comp5(-) - Comp3(-) == 0  -60.8833    49.3802  -1.233   0.9596     
Comp5(+) - Comp3(-) == 0    1.6786    33.5708   0.050   1.0000     
Comp4(-) - Comp3(+) == 0 -122.3247    30.5951  -3.998    <0.01 **  
Comp4(+) - Comp3(+) == 0 -108.1044    22.0156  -4.910    <0.01 *** 
Comp5(-) - Comp3(+) == 0 -173.9429    43.3002  -4.017    <0.01 **  
Comp5(+) - Comp3(+) == 0 -111.3810    23.7381  -4.692    <0.01 *** 
Comp4(+) - Comp4(-) == 0   14.2203    33.3674   0.426   1.0000     
  
239 
Comp5(-) - Comp4(-) == 0  -51.6182    50.0361  -1.032   0.9878     
Comp5(+) - Comp4(-) == 0   10.9437    34.5282   0.317   1.0000     
Comp5(-) - Comp4(+) == 0  -65.8385    45.3016  -1.453   0.8930     
Comp5(+) - Comp4(+) == 0   -3.2766    27.2181  -0.120   1.0000     
Comp5(+) - Comp5(-) == 0   62.5619    46.1633   1.355   0.9280     
 
Winter climate balance 
 
                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0   -9.711     16.575  -0.586  0.99985     
Comp2(-) - Comp1(-) == 0    2.663     30.706   0.087  1.00000     
Comp2(+) - Comp1(-) == 0  -96.084     16.243  -5.915  < 0.001 *** 
Comp3(-) - Comp1(-) == 0   -4.421     28.555  -0.155  1.00000     
Comp3(+) - Comp1(-) == 0   60.449     17.734   3.409  0.02131 *   
Comp4(-) - Comp1(-) == 0 -111.474     29.552  -3.772  0.00616 **  
Comp4(+) - Comp1(-) == 0   -1.530     21.728  -0.070  1.00000     
Comp5(-) - Comp1(-) == 0  -59.437     41.326  -1.438  0.89898     
Comp5(+) - Comp1(-) == 0  -16.171     23.284  -0.694  0.99940     
Comp2(-) - Comp1(+) == 0   12.373     29.356   0.421  0.99999     
Comp2(+) - Comp1(+) == 0  -86.374     13.520  -6.389  < 0.001 *** 
Comp3(-) - Comp1(+) == 0    5.290     27.098   0.195  1.00000     
Comp3(+) - Comp1(+) == 0   70.159     15.278   4.592  < 0.001 *** 
Comp4(-) - Comp1(+) == 0 -101.763     28.147  -3.615  0.01059 *   
Comp4(+) - Comp1(+) == 0    8.181     19.775   0.414  0.99999     
Comp5(-) - Comp1(+) == 0  -49.727     40.333  -1.233  0.95955     
Comp5(+) - Comp1(+) == 0   -6.460     21.473  -0.301  1.00000     
Comp2(+) - Comp2(-) == 0  -98.747     29.170  -3.385  0.02312 *   
Comp3(-) - Comp2(-) == 0   -7.083     37.449  -0.189  1.00000     
Comp3(+) - Comp2(-) == 0   57.786     30.026   1.925  0.61608     
Comp4(-) - Comp2(-) == 0 -114.136     38.215  -2.987  0.07527 .   
Comp4(+) - Comp2(-) == 0   -4.192     32.545  -0.129  1.00000     
Comp5(-) - Comp2(-) == 0  -62.100     47.905  -1.296  0.94481     
Comp5(+) - Comp2(-) == 0  -18.833     33.604  -0.560  0.99990     
Comp3(-) - Comp2(+) == 0   91.664     26.896   3.408  0.02114 *   
Comp3(+) - Comp2(+) == 0  156.533     14.918  10.493  < 0.001 *** 
Comp4(-) - Comp2(+) == 0  -15.389     27.953  -0.551  0.99991     
Comp4(+) - Comp2(+) == 0   94.555     19.498   4.850  < 0.001 *** 
Comp5(-) - Comp2(+) == 0   36.647     40.198   0.912  0.99502     
Comp5(+) - Comp2(+) == 0   79.914     21.218   3.766  0.00602 **  
Comp3(+) - Comp3(-) == 0   64.869     27.822   2.332  0.33539     
Comp4(-) - Comp3(-) == 0 -107.053     36.509  -2.932  0.08625 .   
Comp4(+) - Comp3(-) == 0    2.891     30.523   0.095  1.00000     
Comp5(-) - Comp3(-) == 0  -55.017     46.555  -1.182  0.96916     
Comp5(+) - Comp3(-) == 0  -11.750     31.650  -0.371  1.00000     
Comp4(-) - Comp3(+) == 0 -171.922     28.845  -5.960  < 0.001 *** 
Comp4(+) - Comp3(+) == 0  -61.978     20.756  -2.986  0.07465 .   
Comp5(-) - Comp3(+) == 0 -119.886     40.823  -2.937  0.08520 .   
Comp5(+) - Comp3(+) == 0  -76.619     22.380  -3.424  0.02015 *   
Comp4(+) - Comp4(-) == 0  109.944     31.458   3.495  0.01575 *   
Comp5(-) - Comp4(-) == 0   52.036     47.174   1.103  0.98049     
Comp5(+) - Comp4(-) == 0   95.303     32.553   2.928  0.08711 .   
Comp5(-) - Comp4(+) == 0  -57.908     42.710  -1.356  0.92760     
Comp5(+) - Comp4(+) == 0  -14.641     25.661  -0.571  0.99988     
Comp5(+) - Comp5(-) == 0   43.267     43.522   0.994  0.99060     
 
Spring climate balance 
 
                         Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0  -25.316     17.662  -1.433    0.901     
Comp2(-) - Comp1(-) == 0   14.540     32.719   0.444    1.000     
  
240 
Comp2(+) - Comp1(-) == 0  -20.535     17.308  -1.186    0.968     
Comp3(-) - Comp1(-) == 0  -48.527     30.427  -1.595    0.827     
Comp3(+) - Comp1(-) == 0   94.640     18.897   5.008    <0.01 *** 
Comp4(-) - Comp1(-) == 0   10.049     31.490   0.319    1.000     
Comp4(+) - Comp1(-) == 0  -13.860     23.153  -0.599    1.000     
Comp5(-) - Comp1(-) == 0   -4.460     44.036  -0.101    1.000     
Comp5(+) - Comp1(-) == 0  -42.384     24.811  -1.708    0.762     
Comp2(-) - Comp1(+) == 0   39.856     31.281   1.274    0.950     
Comp2(+) - Comp1(+) == 0    4.782     14.406   0.332    1.000     
Comp3(-) - Comp1(+) == 0  -23.211     28.875  -0.804    0.998     
Comp3(+) - Comp1(+) == 0  119.956     16.280   7.368    <0.01 *** 
Comp4(-) - Comp1(+) == 0   35.365     29.993   1.179    0.970     
Comp4(+) - Comp1(+) == 0   11.456     21.072   0.544    1.000     
Comp5(-) - Comp1(+) == 0   20.856     42.978   0.485    1.000     
Comp5(+) - Comp1(+) == 0  -17.068     22.881  -0.746    0.999     
Comp2(+) - Comp2(-) == 0  -35.074     31.083  -1.128    0.977     
Comp3(-) - Comp2(-) == 0  -63.067     39.905  -1.580    0.835     
Comp3(+) - Comp2(-) == 0   80.100     31.995   2.504    0.240     
Comp4(-) - Comp2(-) == 0   -4.491     40.721  -0.110    1.000     
Comp4(+) - Comp2(-) == 0  -28.400     34.679  -0.819    0.998     
Comp5(-) - Comp2(-) == 0  -19.000     51.046  -0.372    1.000     
Comp5(+) - Comp2(-) == 0  -56.924     35.807  -1.590    0.830     
Comp3(-) - Comp2(+) == 0  -27.993     28.660  -0.977    0.992     
Comp3(+) - Comp2(+) == 0  115.174     15.896   7.245    <0.01 *** 
Comp4(-) - Comp2(+) == 0   30.583     29.786   1.027    0.988     
Comp4(+) - Comp2(+) == 0    6.674     20.776   0.321    1.000     
Comp5(-) - Comp2(+) == 0   16.074     42.834   0.375    1.000     
Comp5(+) - Comp2(+) == 0  -21.850     22.610  -0.966    0.992     
Comp3(+) - Comp3(-) == 0  143.167     29.646   4.829    <0.01 *** 
Comp4(-) - Comp3(-) == 0   58.576     38.903   1.506    0.871     
Comp4(+) - Comp3(-) == 0   34.667     32.525   1.066    0.985     
Comp5(-) - Comp3(-) == 0   44.067     49.608   0.888    0.996     
Comp5(+) - Comp3(-) == 0    6.143     33.725   0.182    1.000     
Comp4(-) - Comp3(+) == 0  -84.591     30.736  -2.752    0.136     
Comp4(+) - Comp3(+) == 0 -108.500     22.117  -4.906    <0.01 *** 
Comp5(-) - Comp3(+) == 0  -99.100     43.500  -2.278    0.369     
Comp5(+) - Comp3(+) == 0 -137.024     23.848  -5.746    <0.01 *** 
Comp4(+) - Comp4(-) == 0  -23.909     33.521  -0.713    0.999     
Comp5(-) - Comp4(-) == 0  -14.509     50.267  -0.289    1.000     
Comp5(+) - Comp4(-) == 0  -52.433     34.687  -1.512    0.868     
Comp5(-) - Comp4(+) == 0    9.400     45.510   0.207    1.000     
Comp5(+) - Comp4(+) == 0  -28.524     27.344  -1.043    0.987     
Comp5(+) - Comp5(-) == 0  -37.924     46.376  -0.818    0.998     
 
Summer climate balance 
 
                         Estimate Std. Error t value Pr(>|t|)   
Comp1(+) - Comp1(-) == 0  -22.994     18.929  -1.215   0.9632   
Comp2(-) - Comp1(-) == 0   17.351     35.067   0.495   1.0000   
Comp2(+) - Comp1(-) == 0   25.089     18.551   1.352   0.9289   
Comp3(-) - Comp1(-) == 0   27.318     32.610   0.838   0.9974   
Comp3(+) - Comp1(-) == 0   -1.956     20.253  -0.097   1.0000   
Comp4(-) - Comp1(-) == 0   80.015     33.749   2.371   0.3120   
Comp4(+) - Comp1(-) == 0  -32.772     24.814  -1.321   0.9384   
Comp5(-) - Comp1(-) == 0   46.851     47.196   0.993   0.9907   
Comp5(+) - Comp1(-) == 0  -14.920     26.592  -0.561   0.9999   
Comp2(-) - Comp1(+) == 0   40.346     33.526   1.203   0.9654   
Comp2(+) - Comp1(+) == 0   48.084     15.440   3.114   0.0524 . 
Comp3(-) - Comp1(+) == 0   50.312     30.947   1.626   0.8102   
Comp3(+) - Comp1(+) == 0   21.038     17.449   1.206   0.9650   
  
241 
Comp4(-) - Comp1(+) == 0  103.009     32.145   3.205   0.0388 * 
Comp4(+) - Comp1(+) == 0   -9.778     22.584  -0.433   1.0000   
Comp5(-) - Comp1(+) == 0   69.846     46.062   1.516   0.8659   
Comp5(+) - Comp1(+) == 0    8.074     24.523   0.329   1.0000   
Comp2(+) - Comp2(-) == 0    7.738     33.314   0.232   1.0000   
Comp3(-) - Comp2(-) == 0    9.967     42.768   0.233   1.0000   
Comp3(+) - Comp2(-) == 0  -19.307     34.291  -0.563   0.9999   
Comp4(-) - Comp2(-) == 0   62.664     43.643   1.436   0.9000   
Comp4(+) - Comp2(-) == 0  -50.123     37.168  -1.349   0.9301   
Comp5(-) - Comp2(-) == 0   29.500     54.709   0.539   0.9999   
Comp5(+) - Comp2(-) == 0  -32.271     38.377  -0.841   0.9973   
Comp3(-) - Comp2(+) == 0    2.228     30.717   0.073   1.0000   
Comp3(+) - Comp2(+) == 0  -27.045     17.037  -1.587   0.8310   
Comp4(-) - Comp2(+) == 0   54.925     31.923   1.721   0.7537   
Comp4(+) - Comp2(+) == 0  -57.861     22.267  -2.598   0.1963   
Comp5(-) - Comp2(+) == 0   21.762     45.908   0.474   1.0000   
Comp5(+) - Comp2(+) == 0  -40.010     24.232  -1.651   0.7963   
Comp3(+) - Comp3(-) == 0  -29.274     31.774  -0.921   0.9946   
Comp4(-) - Comp3(-) == 0   52.697     41.694   1.264   0.9528   
Comp4(+) - Comp3(-) == 0  -60.090     34.859  -1.724   0.7519   
Comp5(-) - Comp3(-) == 0   19.533     53.168   0.367   1.0000   
Comp5(+) - Comp3(-) == 0  -42.238     36.146  -1.169   0.9714   
Comp4(-) - Comp3(+) == 0   81.971     32.942   2.488   0.2466   
Comp4(+) - Comp3(+) == 0  -30.816     23.704  -1.300   0.9436   
Comp5(-) - Comp3(+) == 0   48.807     46.622   1.047   0.9864   
Comp5(+) - Comp3(+) == 0  -12.964     25.559  -0.507   1.0000   
Comp4(+) - Comp4(-) == 0 -112.787     35.927  -3.139   0.0486 * 
Comp5(-) - Comp4(-) == 0  -33.164     53.874  -0.616   0.9998   
Comp5(+) - Comp4(-) == 0  -94.935     37.177  -2.554   0.2168   
Comp5(-) - Comp4(+) == 0   79.623     48.776   1.632   0.8067   
Comp5(+) - Comp4(+) == 0   17.852     29.306   0.609   0.9998   
Comp5(+) - Comp5(-) == 0  -61.771     49.704  -1.243   0.9574   
 
Autumn climate balance 
 
                          Estimate Std. Error t value Pr(>|t|)     
Comp1(+) - Comp1(-) == 0  -40.3441    17.2915  -2.333   0.3352     
Comp2(-) - Comp1(-) == 0    7.9837    32.0335   0.249   1.0000     
Comp2(+) - Comp1(-) == 0 -103.2736    16.9457  -6.094    <0.01 *** 
Comp3(-) - Comp1(-) == 0  -48.7829    29.7891  -1.638   0.8035     
Comp3(+) - Comp1(-) == 0   21.1694    18.5008   1.144   0.9751     
Comp4(-) - Comp1(-) == 0 -129.2981    30.8296  -4.194    <0.01 **  
Comp4(+) - Comp1(-) == 0  -31.6547    22.6675  -1.396   0.9145     
Comp5(-) - Comp1(-) == 0  -71.9163    43.1124  -1.668   0.7860     
Comp5(+) - Comp1(-) == 0    0.3123    24.2911   0.013   1.0000     
Comp2(-) - Comp1(+) == 0   48.3278    30.6254   1.578   0.8359     
Comp2(+) - Comp1(+) == 0  -62.9295    14.1042  -4.462    <0.01 *** 
Comp3(-) - Comp1(+) == 0   -8.4388    28.2695  -0.299   1.0000     
Comp3(+) - Comp1(+) == 0   61.5136    15.9390   3.859    <0.01 **  
Comp4(-) - Comp1(+) == 0  -88.9540    29.3638  -3.029   0.0660 .   
Comp4(+) - Comp1(+) == 0    8.6894    20.6298   0.421   1.0000     
Comp5(-) - Comp1(+) == 0  -31.5722    42.0767  -0.750   0.9989     
Comp5(+) - Comp1(+) == 0   40.6564    22.4015   1.815   0.6919     
Comp2(+) - Comp2(-) == 0 -111.2573    30.4315  -3.656    <0.01 **  
Comp3(-) - Comp2(-) == 0  -56.7667    39.0680  -1.453   0.8933     
Comp3(+) - Comp2(-) == 0   13.1857    31.3241   0.421   1.0000     
Comp4(-) - Comp2(-) == 0 -137.2818    39.8671  -3.443   0.0191 *   
Comp4(+) - Comp2(-) == 0  -39.6385    33.9520  -1.167   0.9716     
Comp5(-) - Comp2(-) == 0  -79.9000    49.9760  -1.599   0.8253     
Comp5(+) - Comp2(-) == 0   -7.6714    35.0568  -0.219   1.0000     
  
242 
Comp3(-) - Comp2(+) == 0   54.4906    28.0592   1.942   0.6034     
Comp3(+) - Comp2(+) == 0  124.4430    15.5631   7.996    <0.01 *** 
Comp4(-) - Comp2(+) == 0  -26.0245    29.1615  -0.892   0.9957     
Comp4(+) - Comp2(+) == 0   71.6188    20.3408   3.521   0.0146 *   
Comp5(-) - Comp2(+) == 0   31.3573    41.9358   0.748   0.9989     
Comp5(+) - Comp2(+) == 0  103.5859    22.1357   4.680    <0.01 *** 
Comp3(+) - Comp3(-) == 0   69.9524    29.0249   2.410   0.2895     
Comp4(-) - Comp3(-) == 0  -80.5152    38.0871  -2.114   0.4807     
Comp4(+) - Comp3(-) == 0   17.1282    31.8431   0.538   0.9999     
Comp5(-) - Comp3(-) == 0  -23.1333    48.5679  -0.476   1.0000     
Comp5(+) - Comp3(-) == 0   49.0952    33.0185   1.487   0.8793     
Comp4(-) - Comp3(+) == 0 -150.4675    30.0918  -5.000    <0.01 *** 
Comp4(+) - Comp3(+) == 0  -52.8242    21.6535  -2.440   0.2738     
Comp5(-) - Comp3(+) == 0  -93.0857    42.5880  -2.186   0.4310     
Comp5(+) - Comp3(+) == 0  -20.8571    23.3476  -0.893   0.9957     
Comp4(+) - Comp4(-) == 0   97.6434    32.8185   2.975   0.0772 .   
Comp5(-) - Comp4(-) == 0   57.3818    49.2130   1.166   0.9718     
Comp5(+) - Comp4(-) == 0  129.6104    33.9602   3.817    <0.01 **  
Comp5(-) - Comp4(+) == 0  -40.2615    44.5564  -0.904   0.9953     
Comp5(+) - Comp4(+) == 0   31.9670    26.7703   1.194   0.9670     




                         Estimate Std. Error t value Pr(>|t|)   
Comp1(+) - Comp1(-) == 0   -3.726     18.829  -0.198   1.0000   
Comp2(-) - Comp1(-) == 0  -59.753     34.882  -1.713   0.7587   
Comp2(+) - Comp1(-) == 0  -39.223     18.453  -2.126   0.4718   
Comp3(-) - Comp1(-) == 0  -15.870     32.438  -0.489   1.0000   
Comp3(+) - Comp1(-) == 0  -41.078     20.146  -2.039   0.5336   
Comp4(-) - Comp1(-) == 0  -62.135     33.571  -1.851   0.6675   
Comp4(+) - Comp1(-) == 0    6.354     24.683   0.257   1.0000   
Comp5(-) - Comp1(-) == 0 -112.753     46.946  -2.402   0.2952   
Comp5(+) - Comp1(-) == 0   35.999     26.451   1.361   0.9263   
Comp2(-) - Comp1(+) == 0  -56.028     33.349  -1.680   0.7788   
Comp2(+) - Comp1(+) == 0  -35.498     15.358  -2.311   0.3484   
Comp3(-) - Comp1(+) == 0  -12.145     30.783  -0.395   1.0000   
Comp3(+) - Comp1(+) == 0  -37.353     17.356  -2.152   0.4541   
Comp4(-) - Comp1(+) == 0  -58.410     31.975  -1.827   0.6845   
Comp4(+) - Comp1(+) == 0   10.080     22.464   0.449   1.0000   
Comp5(-) - Comp1(+) == 0 -109.028     45.819  -2.380   0.3074   
Comp5(+) - Comp1(+) == 0   39.725     24.394   1.628   0.8087   
Comp2(+) - Comp2(-) == 0   20.530     33.138   0.620   0.9998   
Comp3(-) - Comp2(-) == 0   43.883     42.542   1.032   0.9878   
Comp3(+) - Comp2(-) == 0   18.675     34.110   0.547   0.9999   
Comp4(-) - Comp2(-) == 0   -2.382     43.412  -0.055   1.0000   
Comp4(+) - Comp2(-) == 0   66.108     36.971   1.788   0.7105   
Comp5(-) - Comp2(-) == 0  -53.000     54.420  -0.974   0.9919   
Comp5(+) - Comp2(-) == 0   95.752     38.174   2.508   0.2375   
Comp3(-) - Comp2(+) == 0   23.353     30.555   0.764   0.9987   
Comp3(+) - Comp2(+) == 0   -1.855     16.947  -0.109   1.0000   
Comp4(-) - Comp2(+) == 0  -22.912     31.755  -0.722   0.9992   
Comp4(+) - Comp2(+) == 0   45.577     22.150   2.058   0.5198   
Comp5(-) - Comp2(+) == 0  -73.530     45.665  -1.610   0.8191   
Comp5(+) - Comp2(+) == 0   75.222     24.104   3.121   0.0514 . 
Comp3(+) - Comp3(-) == 0  -25.208     31.606  -0.798   0.9982   
Comp4(-) - Comp3(-) == 0  -46.265     41.474  -1.116   0.9790   
Comp4(+) - Comp3(-) == 0   22.224     34.675   0.641   0.9997   
Comp5(-) - Comp3(-) == 0  -96.883     52.887  -1.832   0.6805   
Comp5(+) - Comp3(-) == 0   51.869     35.955   1.443   0.8973   
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Comp4(-) - Comp3(+) == 0  -21.057     32.768  -0.643   0.9997   
Comp4(+) - Comp3(+) == 0   47.433     23.579   2.012   0.5536   
Comp5(-) - Comp3(+) == 0  -71.675     46.375  -1.546   0.8519   
Comp5(+) - Comp3(+) == 0   77.077     25.424   3.032   0.0663 . 
Comp4(+) - Comp4(-) == 0   68.490     35.737   1.916   0.6215   
Comp5(-) - Comp4(-) == 0  -50.618     53.590  -0.945   0.9935   
Comp5(+) - Comp4(-) == 0   98.134     36.980   2.654   0.1728   
Comp5(-) - Comp4(+) == 0 -119.108     48.519  -2.455   0.2652   
Comp5(+) - Comp4(+) == 0   29.645     29.151   1.017   0.9889   




Estimate Std. Error t value Pr(>|t|)   
Comp1(+) - Comp1(-) == 0  1.638e+01  1.900e+01   0.862   0.9967   
Comp2(-) - Comp1(-) == 0 -3.098e+01  3.520e+01  -0.880   0.9962   
Comp2(+) - Comp1(-) == 0 -1.688e+01  1.862e+01  -0.907   0.9952   
Comp3(-) - Comp1(-) == 0 -3.165e+00  3.274e+01  -0.097   1.0000   
Comp3(+) - Comp1(-) == 0 -1.017e+01  2.033e+01  -0.500   1.0000   
Comp4(-) - Comp1(-) == 0 -4.595e+01  3.388e+01  -1.356   0.9278   
Comp4(+) - Comp1(-) == 0  1.638e+01  2.491e+01   0.658   0.9996   
Comp5(-) - Comp1(-) == 0 -1.066e+02  4.738e+01  -2.250   0.3880   
Comp5(+) - Comp1(-) == 0  4.789e+01  2.670e+01   1.794   0.7064   
Comp2(-) - Comp1(+) == 0 -4.736e+01  3.366e+01  -1.407   0.9106   
Comp2(+) - Comp1(+) == 0 -3.327e+01  1.550e+01  -2.146   0.4572   
Comp3(-) - Comp1(+) == 0 -1.955e+01  3.107e+01  -0.629   0.9997   
Comp3(+) - Comp1(+) == 0 -2.655e+01  1.752e+01  -1.516   0.8662   
Comp4(-) - Comp1(+) == 0 -6.233e+01  3.227e+01  -1.931   0.6108   
Comp4(+) - Comp1(+) == 0 -4.869e-04  2.267e+01   0.000   1.0000   
Comp5(-) - Comp1(+) == 0 -1.230e+02  4.624e+01  -2.659   0.1708   
Comp5(+) - Comp1(+) == 0  3.151e+01  2.462e+01   1.280   0.9488   
Comp2(+) - Comp2(-) == 0  1.410e+01  3.344e+01   0.422   1.0000   
Comp3(-) - Comp2(-) == 0  2.782e+01  4.293e+01   0.648   0.9997   
Comp3(+) - Comp2(-) == 0  2.081e+01  3.442e+01   0.605   0.9998   
Comp4(-) - Comp2(-) == 0 -1.496e+01  4.381e+01  -0.342   1.0000   
Comp4(+) - Comp2(-) == 0  4.736e+01  3.731e+01   1.269   0.9514   
Comp5(-) - Comp2(-) == 0 -7.560e+01  5.492e+01  -1.376   0.9212   
Comp5(+) - Comp2(-) == 0  7.888e+01  3.853e+01   2.047   0.5289   
Comp3(-) - Comp2(+) == 0  1.372e+01  3.084e+01   0.445   1.0000   
Comp3(+) - Comp2(+) == 0  6.714e+00  1.710e+01   0.393   1.0000   
Comp4(-) - Comp2(+) == 0 -2.906e+01  3.205e+01  -0.907   0.9952   
Comp4(+) - Comp2(+) == 0  3.326e+01  2.235e+01   1.488   0.8786   
Comp5(-) - Comp2(+) == 0 -8.970e+01  4.609e+01  -1.946   0.6003   
Comp5(+) - Comp2(+) == 0  6.478e+01  2.433e+01   2.663   0.1700   
Comp3(+) - Comp3(-) == 0 -7.006e+00  3.190e+01  -0.220   1.0000   
Comp4(-) - Comp3(-) == 0 -4.278e+01  4.186e+01  -1.022   0.9885   
Comp4(+) - Comp3(-) == 0  1.954e+01  3.499e+01   0.559   0.9999   
Comp5(-) - Comp3(-) == 0 -1.034e+02  5.337e+01  -1.938   0.6067   
Comp5(+) - Comp3(-) == 0  5.106e+01  3.629e+01   1.407   0.9106   
Comp4(-) - Comp3(+) == 0 -3.577e+01  3.307e+01  -1.082   0.9829   
Comp4(+) - Comp3(+) == 0  2.655e+01  2.380e+01   1.116   0.9789   
Comp5(-) - Comp3(+) == 0 -9.641e+01  4.680e+01  -2.060   0.5188   
Comp5(+) - Comp3(+) == 0  5.807e+01  2.566e+01   2.263   0.3796   
Comp4(+) - Comp4(-) == 0  6.233e+01  3.607e+01   1.728   0.7494   
Comp5(-) - Comp4(-) == 0 -6.064e+01  5.408e+01  -1.121   0.9783   
Comp5(+) - Comp4(-) == 0  9.384e+01  3.732e+01   2.514   0.2346   
Comp5(-) - Comp4(+) == 0 -1.230e+02  4.897e+01  -2.511   0.2356   
Comp5(+) - Comp4(+) == 0  3.151e+01  2.942e+01   1.071   0.9840   






Estimate Std. Error t value Pr(>|t|)   
Comp1(+) - Comp1(-) == 0  49.5602    19.1081   2.594    0.199   
Comp2(-) - Comp1(-) == 0  55.7349    35.3989   1.574    0.838   
Comp2(+) - Comp1(-) == 0  49.9506    18.7260   2.667    0.168   
Comp3(-) - Comp1(-) == 0  16.2849    32.9187   0.495    1.000   
Comp3(+) - Comp1(-) == 0  73.8385    20.4445   3.612    0.011 * 
Comp4(-) - Comp1(-) == 0  53.4440    34.0685   1.569    0.840   
Comp4(+) - Comp1(-) == 0  52.1118    25.0490   2.080    0.504   
Comp5(-) - Comp1(-) == 0   6.9349    47.6417   0.146    1.000   
Comp5(+) - Comp1(-) == 0  46.5825    26.8431   1.735    0.745   
Comp2(-) - Comp1(+) == 0   6.1747    33.8429   0.182    1.000   
Comp2(+) - Comp1(+) == 0   0.3904    15.5859   0.025    1.000   
Comp3(-) - Comp1(+) == 0 -33.2753    31.2394  -1.065    0.985   
Comp3(+) - Comp1(+) == 0  24.2783    17.6135   1.378    0.921   
Comp4(-) - Comp1(+) == 0   3.8838    32.4487   0.120    1.000   
Comp4(+) - Comp1(+) == 0   2.5516    22.7972   0.112    1.000   
Comp5(-) - Comp1(+) == 0 -42.6253    46.4972  -0.917    0.995   
Comp5(+) - Comp1(+) == 0  -2.9777    24.7550  -0.120    1.000   
Comp2(+) - Comp2(-) == 0  -5.7843    33.6286  -0.172    1.000   
Comp3(-) - Comp2(-) == 0 -39.4500    43.1725  -0.914    0.995   
Comp3(+) - Comp2(-) == 0  18.1036    34.6150   0.523    1.000   
Comp4(-) - Comp2(-) == 0  -2.2909    44.0554  -0.052    1.000   
Comp4(+) - Comp2(-) == 0  -3.6231    37.5190  -0.097    1.000   
Comp5(-) - Comp2(-) == 0 -48.8000    55.2264  -0.884    0.996   
Comp5(+) - Comp2(-) == 0  -9.1524    38.7398  -0.236    1.000   
Comp3(-) - Comp2(+) == 0 -33.6657    31.0071  -1.086    0.983   
Comp3(+) - Comp2(+) == 0  23.8878    17.1981   1.389    0.917   
Comp4(-) - Comp2(+) == 0   3.4934    32.2251   0.108    1.000   
Comp4(+) - Comp2(+) == 0   2.1612    22.4778   0.096    1.000   
Comp5(-) - Comp2(+) == 0 -43.0157    46.3415  -0.928    0.994   
Comp5(+) - Comp2(+) == 0  -3.3681    24.4612  -0.138    1.000   
Comp3(+) - Comp3(-) == 0  57.5536    32.0742   1.794    0.707   
Comp4(-) - Comp3(-) == 0  37.1591    42.0885   0.883    0.996   
Comp4(+) - Comp3(-) == 0  35.8269    35.1885   1.018    0.989   
Comp5(-) - Comp3(-) == 0  -9.3500    53.6704  -0.174    1.000   
Comp5(+) - Comp3(-) == 0  30.2976    36.4874   0.830    0.998   
Comp4(-) - Comp3(+) == 0 -20.3945    33.2532  -0.613    1.000   
Comp4(+) - Comp3(+) == 0 -21.7266    23.9283  -0.908    0.995   
Comp5(-) - Comp3(+) == 0 -66.9036    47.0622  -1.422    0.906   
Comp5(+) - Comp3(+) == 0 -27.2560    25.8005  -1.056    0.986   
Comp4(+) - Comp4(-) == 0  -1.3322    36.2664  -0.037    1.000   
Comp5(-) - Comp4(-) == 0 -46.5091    54.3832  -0.855    0.997   
Comp5(+) - Comp4(-) == 0  -6.8615    37.5280  -0.183    1.000   
Comp5(-) - Comp4(+) == 0 -45.1769    49.2374  -0.918    0.995   
Comp5(+) - Comp4(+) == 0  -5.5293    29.5828  -0.187    1.000   




                          Estimate Std. Error t value Pr(>|t|) 
Comp1(+) - Comp1(-) == 0  37.42685   19.12369   1.957    0.594 
Comp2(-) - Comp1(-) == 0  10.12558   35.42772   0.286    1.000 
Comp2(+) - Comp1(-) == 0  10.10086   18.74119   0.539    1.000 
Comp3(-) - Comp1(-) == 0  11.32558   32.94549   0.344    1.000 
Comp3(+) - Comp1(-) == 0  39.84344   20.46109   1.947    0.600 
Comp4(-) - Comp1(-) == 0  -5.03805   34.09619  -0.148    1.000 
Comp4(+) - Comp1(-) == 0  44.09481   25.06935   1.759    0.730 
Comp5(-) - Comp1(-) == 0 -55.47442   47.68051  -1.163    0.972 
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Comp5(+) - Comp1(-) == 0  59.46844   26.86492   2.214    0.411 
Comp2(-) - Comp1(+) == 0 -27.30127   33.87045  -0.806    0.998 
Comp2(+) - Comp1(+) == 0 -27.32598   15.59860  -1.752    0.735 
Comp3(-) - Comp1(+) == 0 -26.10127   31.26483  -0.835    0.997 
Comp3(+) - Comp1(+) == 0   2.41659   17.62783   0.137    1.000 
Comp4(-) - Comp1(+) == 0 -42.46490   32.47513  -1.308    0.942 
Comp4(+) - Comp1(+) == 0   6.66796   22.81571   0.292    1.000 
Comp5(-) - Comp1(+) == 0 -92.90127   46.53509  -1.996    0.564 
Comp5(+) - Comp1(+) == 0  22.04159   24.77515   0.890    0.996 
Comp2(+) - Comp2(-) == 0  -0.02472   33.65597  -0.001    1.000 
Comp3(-) - Comp2(-) == 0   1.20000   43.20761   0.028    1.000 
Comp3(+) - Comp2(-) == 0  29.71786   34.64316   0.858    0.997 
Comp4(-) - Comp2(-) == 0 -15.16364   44.09129  -0.344    1.000 
Comp4(+) - Comp2(-) == 0  33.96923   37.54949   0.905    0.995 
Comp5(-) - Comp2(-) == 0 -65.60000   55.27136  -1.187    0.968 
Comp5(+) - Comp2(-) == 0  49.34286   38.77133   1.273    0.951 
Comp3(-) - Comp2(+) == 0   1.22472   31.03234   0.039    1.000 
Comp3(+) - Comp2(+) == 0  29.74258   17.21213   1.728    0.750 
Comp4(-) - Comp2(+) == 0 -15.13892   32.25137  -0.469    1.000 
Comp4(+) - Comp2(+) == 0  33.99395   22.49608   1.511    0.868 
Comp5(-) - Comp2(+) == 0 -65.57528   46.37922  -1.414    0.908 
Comp5(+) - Comp2(+) == 0  49.36758   24.48112   2.017    0.549 
Comp3(+) - Comp3(-) == 0  28.51786   32.10032   0.888    0.996 
Comp4(-) - Comp3(-) == 0 -16.36364   42.12273  -0.388    1.000 
Comp4(+) - Comp3(-) == 0  32.76923   35.21713   0.930    0.994 
Comp5(-) - Comp3(-) == 0 -66.80000   53.71411  -1.244    0.957 
Comp5(+) - Comp3(-) == 0  48.14286   36.51709   1.318    0.939 
Comp4(-) - Comp3(+) == 0 -44.88149   33.28025  -1.349    0.930 
Comp4(+) - Comp3(+) == 0   4.25137   23.94781   0.178    1.000 
Comp5(-) - Comp3(+) == 0 -95.31786   47.10049  -2.024    0.544 
Comp5(+) - Comp3(+) == 0  19.62500   25.82148   0.760    0.999 
Comp4(+) - Comp4(-) == 0  49.13287   36.29588   1.354    0.929 
Comp5(-) - Comp4(-) == 0 -50.43636   54.42747  -0.927    0.994 
Comp5(+) - Comp4(-) == 0  64.50649   37.55852   1.717    0.756 
Comp5(-) - Comp4(+) == 0 -99.56923   49.27750  -2.021    0.547 
Comp5(+) - Comp4(+) == 0  15.37363   29.60684   0.519    1.000 
Comp5(+) - Comp5(-) == 0 114.94286   50.21478   2.289    0.362 
 
Average day of the year recording the maximum NDVI 
 
                         Estimate Std. Error t value Pr(>|t|)   
Comp1(+) - Comp1(-) == 0 -0.21666    0.46668  -0.464   1.0000   
Comp2(-) - Comp1(-) == 0 -1.39767    0.86455  -1.617   0.8151   
Comp2(+) - Comp1(-) == 0 -0.56284    0.45735  -1.231   0.9600   
Comp3(-) - Comp1(-) == 0 -0.94767    0.80398  -1.179   0.9697   
Comp3(+) - Comp1(-) == 0 -0.41196    0.49932  -0.825   0.9977   
Comp4(-) - Comp1(-) == 0 -0.06131    0.83206  -0.074   1.0000   
Comp4(+) - Comp1(-) == 0 -0.15921    0.61177  -0.260   1.0000   
Comp5(-) - Comp1(-) == 0 -0.69767    1.16356  -0.600   0.9998   
Comp5(+) - Comp1(-) == 0  1.30233    0.65559   1.986   0.5715   
Comp2(-) - Comp1(+) == 0 -1.18101    0.82655  -1.429   0.9027   
Comp2(+) - Comp1(+) == 0 -0.34618    0.38066  -0.909   0.9951   
Comp3(-) - Comp1(+) == 0 -0.73101    0.76296  -0.958   0.9928   
Comp3(+) - Comp1(+) == 0 -0.19530    0.43018  -0.454   1.0000   
Comp4(-) - Comp1(+) == 0  0.15535    0.79250   0.196   1.0000   
Comp4(+) - Comp1(+) == 0  0.05745    0.55678   0.103   1.0000   
Comp5(-) - Comp1(+) == 0 -0.48101    1.13561  -0.424   1.0000   
Comp5(+) - Comp1(+) == 0  1.51899    0.60459   2.512   0.2356   
Comp2(+) - Comp2(-) == 0  0.83483    0.82131   1.016   0.9890   
Comp3(-) - Comp2(-) == 0  0.45000    1.05441   0.427   1.0000   
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Comp3(+) - Comp2(-) == 0  0.98571    0.84541   1.166   0.9717   
Comp4(-) - Comp2(-) == 0  1.33636    1.07597   1.242   0.9576   
Comp4(+) - Comp2(-) == 0  1.23846    0.91633   1.352   0.9292   
Comp5(-) - Comp2(-) == 0  0.70000    1.34880   0.519   0.9999   
Comp5(+) - Comp2(-) == 0  2.70000    0.94615   2.854   0.1060   
Comp3(-) - Comp2(+) == 0 -0.38483    0.75729  -0.508   1.0000   
Comp3(+) - Comp2(+) == 0  0.15088    0.42003   0.359   1.0000   
Comp4(-) - Comp2(+) == 0  0.50153    0.78704   0.637   0.9997   
Comp4(+) - Comp2(+) == 0  0.40363    0.54898   0.735   0.9991   
Comp5(-) - Comp2(+) == 0 -0.13483    1.13180  -0.119   1.0000   
Comp5(+) - Comp2(+) == 0  1.86517    0.59742   3.122   0.0506 . 
Comp3(+) - Comp3(-) == 0  0.53571    0.78335   0.684   0.9995   
Comp4(-) - Comp3(-) == 0  0.88636    1.02793   0.862   0.9967   
Comp4(+) - Comp3(-) == 0  0.78846    0.85941   0.917   0.9948   
Comp5(-) - Comp3(-) == 0  0.25000    1.31080   0.191   1.0000   
Comp5(+) - Comp3(-) == 0  2.25000    0.89114   2.525   0.2292   
Comp4(-) - Comp3(+) == 0  0.35065    0.81215   0.432   1.0000   
Comp4(+) - Comp3(+) == 0  0.25275    0.58440   0.432   1.0000   
Comp5(-) - Comp3(+) == 0 -0.28571    1.14940  -0.249   1.0000   
Comp5(+) - Comp3(+) == 0  1.71429    0.63013   2.721   0.1476   
Comp4(+) - Comp4(-) == 0 -0.09790    0.88574  -0.111   1.0000   
Comp5(-) - Comp4(-) == 0 -0.63636    1.32821  -0.479   1.0000   
Comp5(+) - Comp4(-) == 0  1.36364    0.91655   1.488   0.8788   
Comp5(-) - Comp4(+) == 0 -0.53846    1.20253  -0.448   1.0000   
Comp5(+) - Comp4(+) == 0  1.46154    0.72250   2.023   0.5455   
Comp5(+) - Comp5(-) == 0  2.00000    1.22540   1.632   0.8064   
 
Average day of the year recording the green up 
 
                         Estimate Std. Error t value Pr(>|t|) 
Comp1(+) - Comp1(-) == 0  -2.3156     2.9959  -0.773    0.999 
Comp2(-) - Comp1(-) == 0  -5.8814     5.5502  -1.060    0.985 
Comp2(+) - Comp1(-) == 0  -1.7275     2.9360  -0.588    1.000 
Comp3(-) - Comp1(-) == 0   0.8353     5.1613   0.162    1.000 
Comp3(+) - Comp1(-) == 0  -0.8850     3.2055  -0.276    1.000 
Comp4(-) - Comp1(-) == 0   1.9641     5.3416   0.368    1.000 
Comp4(+) - Comp1(-) == 0  -5.4660     3.9274  -1.392    0.916 
Comp5(-) - Comp1(-) == 0  -0.1814     7.4697  -0.024    1.000 
Comp5(+) - Comp1(-) == 0   0.5615     4.2087   0.133    1.000 
Comp2(-) - Comp1(+) == 0  -3.5658     5.3062  -0.672    1.000 
Comp2(+) - Comp1(+) == 0   0.5881     2.4437   0.241    1.000 
Comp3(-) - Comp1(+) == 0   3.1508     4.8980   0.643    1.000 
Comp3(+) - Comp1(+) == 0   1.4306     2.7616   0.518    1.000 
Comp4(-) - Comp1(+) == 0   4.2796     5.0876   0.841    0.997 
Comp4(+) - Comp1(+) == 0  -3.1504     3.5743  -0.881    0.996 
Comp5(-) - Comp1(+) == 0   2.1342     7.2903   0.293    1.000 
Comp5(+) - Comp1(+) == 0   2.8770     3.8813   0.741    0.999 
Comp2(+) - Comp2(-) == 0   4.1539     5.2726   0.788    0.998 
Comp3(-) - Comp2(-) == 0   6.7167     6.7690   0.992    0.991 
Comp3(+) - Comp2(-) == 0   4.9964     5.4272   0.921    0.995 
Comp4(-) - Comp2(-) == 0   7.8455     6.9074   1.136    0.976 
Comp4(+) - Comp2(-) == 0   0.4154     5.8826   0.071    1.000 
Comp5(-) - Comp2(-) == 0   5.7000     8.6589   0.658    1.000 
Comp5(+) - Comp2(-) == 0   6.4429     6.0740   1.061    0.985 
Comp3(-) - Comp2(+) == 0   2.5627     4.8616   0.527    1.000 
Comp3(+) - Comp2(+) == 0   0.8425     2.6965   0.312    1.000 
Comp4(-) - Comp2(+) == 0   3.6915     5.0525   0.731    0.999 
Comp4(+) - Comp2(+) == 0  -3.7385     3.5243  -1.061    0.985 
Comp5(-) - Comp2(+) == 0   1.5461     7.2658   0.213    1.000 
Comp5(+) - Comp2(+) == 0   2.2889     3.8352   0.597    1.000 
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Comp3(+) - Comp3(-) == 0  -1.7202     5.0289  -0.342    1.000 
Comp4(-) - Comp3(-) == 0   1.1288     6.5990   0.171    1.000 
Comp4(+) - Comp3(-) == 0  -6.3013     5.5172  -1.142    0.975 
Comp5(-) - Comp3(-) == 0  -1.0167     8.4149  -0.121    1.000 
Comp5(+) - Comp3(-) == 0  -0.2738     5.7208  -0.048    1.000 
Comp4(-) - Comp3(+) == 0   2.8490     5.2137   0.546    1.000 
Comp4(+) - Comp3(+) == 0  -4.5810     3.7517  -1.221    0.962 
Comp5(-) - Comp3(+) == 0   0.7036     7.3788   0.095    1.000 
Comp5(+) - Comp3(+) == 0   1.4464     4.0452   0.358    1.000 
Comp4(+) - Comp4(-) == 0  -7.4301     5.6862  -1.307    0.942 
Comp5(-) - Comp4(-) == 0  -2.1455     8.5267  -0.252    1.000 
Comp5(+) - Comp4(-) == 0  -1.4026     5.8840  -0.238    1.000 
Comp5(-) - Comp4(+) == 0   5.2846     7.7199   0.685    0.999 
Comp5(+) - Comp4(+) == 0   6.0275     4.6382   1.300    0.944 
Comp5(+) - Comp5(-) == 0   0.7429     7.8667   0.094    1.000 
 
Soil water capacity 
 
                         Estimate Std. Error t value Pr(>|t|) 
Comp1(+) - Comp1(-) == 0    7.847     19.116   0.410    1.000 
Comp2(-) - Comp1(-) == 0   -9.098     35.414  -0.257    1.000 
Comp2(+) - Comp1(-) == 0  -13.316     18.734  -0.711    0.999 
Comp3(-) - Comp1(-) == 0  -11.114     32.932  -0.337    1.000 
Comp3(+) - Comp1(-) == 0   34.409     20.453   1.682    0.778 
Comp4(-) - Comp1(-) == 0  -46.334     34.083  -1.359    0.927 
Comp4(+) - Comp1(-) == 0   21.841     25.059   0.872    0.996 
Comp5(-) - Comp1(-) == 0   62.102     47.661   1.303    0.943 
Comp5(+) - Comp1(-) == 0  -24.745     26.854  -0.921    0.995 
Comp2(-) - Comp1(+) == 0  -16.944     33.857  -0.500    1.000 
Comp2(+) - Comp1(+) == 0  -21.162     15.592  -1.357    0.927 
Comp3(-) - Comp1(+) == 0  -18.961     31.252  -0.607    1.000 
Comp3(+) - Comp1(+) == 0   26.563     17.621   1.507    0.870 
Comp4(-) - Comp1(+) == 0  -54.181     32.462  -1.669    0.785 
Comp4(+) - Comp1(+) == 0   13.994     22.807   0.614    1.000 
Comp5(-) - Comp1(+) == 0   54.256     46.517   1.166    0.972 
Comp5(+) - Comp1(+) == 0  -32.592     24.765  -1.316    0.940 
Comp2(+) - Comp2(-) == 0   -4.218     33.643  -0.125    1.000 
Comp3(-) - Comp2(-) == 0   -2.017     43.190  -0.047    1.000 
Comp3(+) - Comp2(-) == 0   43.507     34.629   1.256    0.954 
Comp4(-) - Comp2(-) == 0  -37.236     44.074  -0.845    0.997 
Comp4(+) - Comp2(-) == 0   30.938     37.535   0.824    0.998 
Comp5(-) - Comp2(-) == 0   71.200     55.249   1.289    0.947 
Comp5(+) - Comp2(-) == 0  -15.648     38.756  -0.404    1.000 
Comp3(-) - Comp2(+) == 0    2.201     31.020   0.071    1.000 
Comp3(+) - Comp2(+) == 0   47.725     17.205   2.774    0.130 
Comp4(-) - Comp2(+) == 0  -33.018     32.238  -1.024    0.988 
Comp4(+) - Comp2(+) == 0   35.156     22.487   1.563    0.843 
Comp5(-) - Comp2(+) == 0   75.418     46.361   1.627    0.809 
Comp5(+) - Comp2(+) == 0  -11.430     24.471  -0.467    1.000 
Comp3(+) - Comp3(-) == 0   45.524     32.088   1.419    0.906 
Comp4(-) - Comp3(-) == 0  -35.220     42.106  -0.836    0.997 
Comp4(+) - Comp3(-) == 0   32.955     35.203   0.936    0.994 
Comp5(-) - Comp3(-) == 0   73.217     53.693   1.364    0.925 
Comp5(+) - Comp3(-) == 0  -13.631     36.503  -0.373    1.000 
Comp4(-) - Comp3(+) == 0  -80.744     33.267  -2.427    0.280 
Comp4(+) - Comp3(+) == 0  -12.569     23.938  -0.525    1.000 
Comp5(-) - Comp3(+) == 0   27.693     47.082   0.588    1.000 
Comp5(+) - Comp3(+) == 0  -59.155     25.811  -2.292    0.360 
Comp4(+) - Comp4(-) == 0   68.175     36.281   1.879    0.648 
Comp5(-) - Comp4(-) == 0  108.436     54.406   1.993    0.567 
  
248 
Comp5(+) - Comp4(-) == 0   21.589     37.544   0.575    1.000 
Comp5(-) - Comp4(+) == 0   40.262     49.258   0.817    0.998 
Comp5(+) - Comp4(+) == 0  -46.586     29.595  -1.574    0.838 









9.3. Research article 3: Supplementary material 
 
Supplementary Figure 1.  Box plots showing the maximum Pearson correlation 
coefficients computed between NDVIannual (a,f), ring-width indices (TRWi (b,d), and 
NDVImax (c,e) and the multi-scalar drought indices (SPEI, SPI and SPDI). The solid 
black line corresponds to the median, green asterisks mark the mean and dashed lines 
show the significance level at p < 0.05 (light pink) and p < 0.01 (dark pink). Species’ 








Supplementary Figure 2. Box plots showing the maximum partial Pearson Correlation 
Coefficients found between TRWi (b,d), NDVImax (c,e), NDVIannual (a,f) and the 
multi-scalar drought indices. The solid black line corresponds to the median, green 
asterisks mark the mean and dashed lines show the significance level at p < 0.05 (light 








Supplementary Figure 3. Box plots showing the most correlated time-scale found for 
TRWi (b,d), NDVI max (c,e), NDVI annual (a,f) and the multi-scalar drought indices. 
The solid black line corresponds to the median, while green asterisks mark the mean. 









Supplementary Figure 4. Scatterplots showing the maximum Pearson correlation 
coefficients found for SPEI-TRWi and SPI-NDVI annual by specie. Dashed red line 
corresponds to the fitted line of regression model and black line 1:1. Species’ codes 








Supplementary Figure 5. Scatterplots showing the maximum Pearson correlation 
coefficients found for SPEI-TRWi and SPEI-NDVImax by specie. Dashed red line 
corresponds to the fitted line of regression model and black line 1:1. Species’ codes 









Supplementary Figure 6. Scatterplots showing the maximum Pearson correlation 
coefficients found for SPEI-TRWi and the average annual hydro-climatic balance by 
specie. Dashed red line corresponds to the fitted lines of regression models. Species’ 









Supplementary Figure 7. Same as Supplementary Figure 6, but for SPEI-NDVImax. 







Supplementary Figure 8. Same as Supplementary Figure 6, but for SPEI-NDVIannual. 










Supplementary Table 1. Percentage of sampled forests per drought index and time-scale (number of months) in which the 
maximum correlation value was found with ring-width indices (TRWi, a), NDVImax (b) and NDVI annual (c). Bold values indicate 
the maximum percentage for each drought index.
  January February March April May June July August September October November December 
TRWi SPEI 6.15 3.76 4.27 8.89 7.52 11.79 17.09 12.14 9.06 9.40 5.30 4.62 
SPI 6.50 3.93 3.93 7.52 8.38 12.31 14.02 15.90 9.91 8.38 4.27 4.96 
SPDI 6.84 4.44 5.30 6.84 7.52 9.06 11.97 12.65 10.43 12.65 5.47 6.84 
 Total  19.49 12.13 13.5 23.25 23.42 33.16 43.08 40.69 29.4 30.43 15.04 16.42 
NDVImax SPEI 5.21 6.84 8.38 21.28 10.94 10.94 3.76 2.39 8.38 7.35 6.32 8.21 
SPI 4.19 10.09 8.38 21.11 10.60 8.38 3.25 3.08 9.40 6.67 6.67 8.21 
SPDI 4.19 8.21 8.21 20.77 11.45 10.09 3.93 2.56 8.03 8.03 7.01 7.52 
 Total  13.59 25.14 24.97 63.16 32.99 29.41 10.94 8.03 25.81 22.05 20 23.94 
NDVIannual SPEI 3.42 12.48 5.30 3.25 37.61 2.22 7.18 3.59 2.56 3.76 12.65 5.98 
SPI 2.91 11.45 3.42 2.74 32.48 1.03 3.08 3.93 3.59 4.27 25.13 5.98 
SPDI 5.98 15.21 5.30 3.42 20.85 1.20 5.81 7.69 3.08 5.81 17.26 8.38 
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Supplementary Fig 1: Scatter plots showing the relationships between the correlations 
between SPEI and SSI and between SPI and SSI considering the entire period (1940-2013; first 
row) and the three subperiods (1940-1964, 1965-1989, 1990-2013). The relationship is shown 







Supplementary Figure 2. Density plots with maximum Pearson’s r correlations between the 
SPEI time-scales and the SSI for each month independently and for all months series.  Vertical 






Supplementary Figure 3. Density plots with SPEI time-scale at which maximum Pearson’s r 
correlations between SPEI time-scales and the SSI is found (Monthly series and series of all 








Supplementary Figure 4. Explained variance of the PCs obtained from patterns of 
correlation between SPEI and SSI over the entire period (1940-2013). 
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Supplementary Figure 5. Explained variance of the PCs obtained from patterns of 




























Supplementary Figure 6. Principal component scores obtained from correlations 
between SPI time-scales and SSI (1940-2013). Dotted lines outline depicts significant 







Supplementary Figure 7: Spatial distribution of the loadings of the extracted PCs , summarizing 
the patterns of correlation between SPI time-scales and  SSI. The coefficient of contingency 







Supplementary Figure 8. Explained variance of the PCs obtained using  correlations 
between SPEI and SSI for the sub-periods 1940-1964, 1965-1989, and 1990-2013. 
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Supplementary Figure 9: Spatial distribution of the loadings of the extracted PCs, which 








Supplementary Figure 10: Spatial distribution of the loadings of the extracted PCs, which 
summarize from the patterns of monthly correlation between SPEI time-scales and the SSI for 







Supplementary Figure 11: Spatial distribution of the loadings of the extracted PCs, which 








Supplementary Figure 12. Explained variance of the PCs, summarizing from the 
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Supplementary Figure 13. Principal component scores obtained from monthly 
correlations between SPI time-scales and SSI (1940-1964). Dotted lines outline 






Supplementary Figure 13. Principal component scores obtained from monthly 
correlations between SPI time-scales and SSI (1965-1989). Dotted lines outline 






Supplementary Figure 13. Principal component scores obtained from monthly 
correlations between SPI time-scales and SSI (1990-2013). Dotted lines outline 






Supplementary Figure 14: Spatial distribution of the loadings of the extracted PCs, 
summarizing the patterns of correlation between SPI time-scales and SSI for the ssub-period 
1940-1964. Coefficient of contingency between patterns of SPEI/SSI correlations and SPI/SSI 







Supplementary Figure 15: Spatial distribution of the loadings of the extracted PCs, 
summarizing the patterns of correlation between SPI time-scales and SSI for the sub-period 
1965-1989. Coefficient of contingency between patterns of SPEI/SSI correlations and SPI/SSI 







Supplementary Figure 16: Spatial distribution of the loadings of the extracted PCs, 
summarizing the patterns of correlation between SPI time-scales and SSI for the sub-period 
1990-2013. Coefficient of contingency between patterns of SPEI/SSI correlations and SPI/SSI 












Supplementary Figure 17: Scatterplots with the maximum SPEI/SSI correlation in the different 






Supplementary Figure 18: Scatterplots showing the maximum SPEI/SSI correlation in the 






Supplementary Figure 19: Scatterplots showing SPEI time-scale at which the maximum SPEI/SSI 







Supplementary Figure 20: Scatterplots showing SPEI time-scale at which the maximum SPEI/SSI 







Supplementary Figure 21. Spatial distribution of the differences in the maximum correlation 







Supplementary Figure 22. Spatial distribution of the differences in the maximum correlation 







Supplementary Figure 23. Spatial distribution of the differences in the SPEI time-scales at 
which the maximum correlation between SPEI time-scales and SSI between is found between 







Supplementary Figure 24. Spatial distribution of the differences in the SPEI time-scales at 
which the maximum correlation between SPEI time-scales and SSI between is found in the sub-
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Supplementary Table 1: Significant spatial correlations (p < 0.005) between the spatial variability 
of different environmental and climatic variables and the differences in the maximum correlation 
obtained between SPEI and SSI among the sub-periods 1940-1964 and 1965-1989 considering 
the different monthly series and the series of all months. 
 
 
All months Jan Feb Mar Apr. May Jun Jul Aug Sep Oct Nov Dec 
NDVI (annual)            0.22  
NDVI (cold season)            0.23  
NDVI (warm season)              
Soil drainage              
Soil infiltration cap.              
Soil Permeability              
Soil depth layer              
Soil wáter capacity     -0.17         
Elevation   0.20     -0.18      
Basin Surface  -0.25 -0.17         -0.24 -0.41 
Average streamflow (annual)              
Average streamflow (cold)              
Average streamflow (warm)              
Change in anual stream.  -0.24     0.17     -0.27  
Change in cold stream.              
Change in warm stream.              
Average ETo (annual)   0.17     0.20      
Average ETo (cold)  -0.22      0.19      
Average ETo (warm)  -0.20      0.20      
Change in anual ETo              
Change in cold ETo              
Change in warm ETo              
Average Tmin (annual)        0.21      
Average Tmin (cold)        0.21      
Average Tmin (warm)  -0.17      0.21      
Change in anual Tmin              
Change in cold Tmin              
Change in warm Tmin     -0.17         
Average Tmax (annual)  -0.17      0.20      
Average Tmax (cold)  -0.17      0.20      





Change in anual Tmax     -0.20         
Change in cold Tmax     -0.21         
Change in warm Tmax              
Average Precip. (annual)     -0.28  -0.19       
Average Precip. (cold)            0.18  
Average Precip. (warm)     -0.27  -0.19     0.20  
Change in anual Precip.              
Change in cold Precip.             0.24 
Change in warm Precip.             0.22 
 
Supplementary Table 2: Significant spatial correlations (p< 0.005) between the spatial variability 
of different environmental and climatic variables and the differences in the time-scales at which 
the maximum correlation is obtained between SPEI and SSI among the sub-periods 1940-1964 
and 1965-1989 considering the different monthly series and the series of all months.   
 
 All months Jan Feb Mar Apr. May Jun Jul Aug Sep Oct Nov Dec 
NDVI (annual)  -0.18   -0.37 0.18 -0.21    0.19 0.20 0.22 
NDVI (cold season)     -0.40         
NDVI (warm season)     -0.41  -0.22    0.20 0.20 0.22 
Soil drainage        0.31      
Soil infiltration cap.       0.19 0.25      
Soil Permeability        -0.18      
Soil depth layer     -0.25   0.18      
Soil wáter capacity     -0.23      0.17   
Elevation     0.29 -0.17 0.18     -0.20 -0.22 
Basin Surface              
Average streamflow (annual)              
Average streamflow (cold)              
Average streamflow (warm)              
Change in anual stream.            0.35  
Change in cold stream.  0.18            
Change in warm stream.           0.17 0.27  
Average ETo (annual)   0.17  -0.51   0.17      
Average ETo (cold)     -0.51   0.21      
Average ETo (warm)     -0.53   0.19      
Change in anual ETo       0.20  0.22     
Change in cold ETo  -0.19   0.23         
Change in warm ETo     0.21      -0.18   
Average Tmin (annual) -0.18    -0.41  -0.18  -0.17     
Average Tmin (cold) -0.17    -0.43  -0.18       
Average Tmin (warm)     -0.46  -0.18       
Change in anual Tmin     0.20         
Change in cold Tmin     0.23         





Average Tmax (annual)   0.18  -0.50         
Average Tmax (cold)   0.17  -0.51         
Average Tmax (warm)   0.17  -0.53         
Change in anual Tmax         0.18     
Change in cold Tmax   -0.17  0.25    0.18     
Change in warm Tmax   -0.18  0.28    0.19     
Average Precip. (annual) -0.23 -0.26   0.17   -0.19 -0.23    -0.29 
Average Precip. (cold)     -0.27 0.20     0.20 0.23  
Average Precip. (warm) -0.23 -0.28       -0.19    -0.23 
Change in anual Precip. 0.23  -0.17 0.19     0.24  0.21 0.47 0.29 
Change in cold Precip.      0.20      0.22 0.31 
Change in warm Precip. 0.22       0.18 0.19  0.18 0.45 0.35 
              
Supplementary Table 3: Significant spatial correlations (p  < 0.005) between the spatial variability 
of different environmental and climatic variables and the differences in the maximum correlation 
obtained between SPEI and SSI among the sub-periods 1965-1989 and 1990-2013 considering 
the different monthly series and the series of all months.   
 
 
All months Jan Feb Mar Apr. May Jun Jul Aug Sep Oct Nov Dec 
NDVI (annual)     0.20         
NDVI (cold season)              
NDVI (warm season)     0.23         
Soil drainage              
Soil infiltration cap.              
Soil Permeability              
Soil depth layer              
Soil wáter capacity     0.21         
Elevation     -0.26         
Basin Surface  0.24 0.17       0.17    
Average streamflow (annual)              
Average streamflow (cold)              
Average streamflow (warm)              
Change in anual stream.       0.17       
Change in cold stream.       0.28       
Change in warm stream.       0.31       
Average ETo (annual)              
Average ETo (cold)              
Average ETo (warm)              
Change in anual ETo     -0.25         
Change in cold ETo     -0.19         
Change in warm ETo     -0.23         
Average Tmin (annual)           -0.17   
Average Tmin (cold)     0.17         





Change in anual Tmin              
Change in cold Tmin              
Change in warm Tmin              
Average Tmax (annual)              
Average Tmax (cold)              
Average Tmax (warm)              
Change in anual Tmax     -0.17         
Change in cold Tmax     -0.18         
Change in warm Tmax     -0.21         
Average Precip. (annual)              
Average Precip. (cold)     0.17         
Average Precip. (warm)              
Change in anual Precip.              
Change in cold Precip.       0.18       
Change in warm Precip.              
 
Supplementary Table 4. Significant spatial correlations (p  < 0.005) between the spatial variability 
of different environmental and climatic variables and the differences in the time-scales at which 
the maximum correlation is obtained between SPEI and SSI among the sub-periods 1965-1989 
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Supplementary Table 1. Relationship between provincial and agricultural district data, aggregated at the 
provincial scale, for wheat cultivation for the common period 19932014. 
Codes Provinces r Codes Provinces r   
1 Álava 0.16 23 Jaén 0.38*   
2 Albacete 0.41* 24 León 0.69*   
3 Alicante 0.1 25 Lleida 0.52*   
4 Almería 0.47* 26 La Rioja 0.35*   
5 Ávila 0.77* 28 Madrid 0.81*   
6 Badajoz 0.49* 29 Málaga 0.11   
7 Islas Baleares -0.22 30 Murcia 0.13   
8 Barcelona 0.69* 31 Navarra -0.25   
9 Burgos 0.82* 32 Ourense 0.37*   
10 Cáceres 0.34* 33 Asturias -0.16   
11 Cádiz 0.32* 34 Palencia 0.73*   
12 Castellón -0.19 37 Salamanca 0.87*   





14 Córdoba 0.46* 41 Sevilla 0.25   
15 A Coruña 0.1 42 Soria 0.89*   
16 Cuenca 0.86* 43 Tarragona 0.54*   
17 Girona 0.1 44 Teruel 0.83*   
18 Granada 0.3 45 Toledo 0.48*   
19 Guadalajara 0.87* 46 Valencia 0.2   
21 Huelva 0.29 47 Valladolid 0.92*   
22 Huesca 0.4* 49 Zamora 0.75*   
   50 Zaragoza 0.51*   
 
(*) correlations are significant at p < 0.05  
Supplementary Table 2. Relationship between provincial and agricultural district data, aggregated at 
provincial scale, for barley cultivation for the common period 19932014. 
Codes Provinces r  
1 Álava 0.11  
2 Albacete 0.2  
10 Cáceres 0.48*  
11 Cádiz 0.32*  
12 Castellón -0.14  
13 Ciudad Real 0.28  
14 Córdoba 0.54*  
15 A Coruña -0.09  
16 Cuenca  0.88*  





18 Granada 0.51*  
19 Guadalajara 0.86*  
22 Huelva 0.57*  
26 La Rioja 0.76*  
31 Navarra 0.01  
41 Sevilla -0.35*  
43 Tarragona 0.88*  
 




Supplementary Fig. 1. Spatial distribution of regions where significant differences (dark grey) and non 






Supplementary Fig. 2. Monthly mean AED conditions in the agricultural districts where wheat was 
cultivated, classified into principal components (C1 and C2) for the period 19932015. The red dot shows 
































Supplementary Fig. 7. Monthly mean AED conditions in the agricultural districts where barley was 
cultivated, classified into principal components (C1 and C2) for the period 19932015. The red dot show 
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Supplementary figure 6. Temporal relationship between the maximum correlations found between the SSI and the SPDI, and the average maximum 





Supplementary figure 7. Temporal relationship between the maximum correlations found between the SSI and the SPDI, and the average minimum 




















































































La presente tesis se centra en la evaluación de distintos índices de sequía en múltiples sistemas, 
así como en el estudio de la respuesta espacio-temporal de la agricultura, los bosques y los 
caudales a las condiciones de sequía en dos regiones heterogéneas como son los Estados Unidos 
y España desde los años 60 a la actualidad. Dada la importancia de seleccionar las correctas 
herramientas para monitorizar la sequía, aquí se han calculado siete de los índices de sequía más 
comúnmente utilizados a nivel mundial y validado su capacidad para caracterizar los impactos en 
sistemas vulnerables. Para ello, se han comparado cuantitativamente tres índices de sequía multi-
escalares (el SPI, el SPEI y el SPDI) y cuatro uni-escalares de la familia de los índices de Palmer (el 
PDSI, el PHDI, el Z-index y el PMDI). 
Los Resultados obtenidos de los indiferentes análisis llevados a cabo han demostrado la 
superioridad del SPEI, el SPI y el SPDI en comparación a los índices de Palmer. 
Independientemente del tipo de cultivo, la especie arbórea, la cuenca hidrográfica o la escala 
temporal considerada, los índices de sequía calculados a distintas escalas temporales demuestran 
una capacidad superior para reflejar los distintos impactos de la sequía en diversos sistemas con 
un amplio rango de respuestas temporales a las sequías asociada a características específicas 
propias que dificultan aún más esta identificación. 
La variedad de respuestas de los cultivos a las escalas temporales de los índices de sequía 
observada en las producciones agrarias de EEUU y España estuvo principalmente determinada 
por la resiliencia de la vegetación y a su capacidad para desarrollar estrategias que le permitan 
amortiguar los efectos de la falta de humedad en el suelo, así como la resistencia de los distintos 
tipos de cultivo durante los estados vegetativos más sensibles de crecimiento. De forma simular, 
los resultados obtenidos de la sensibilidad de los bosques a la sequía en España señalaron la 
existencia de diferencias entre especies y regiones climáticas, pero también evidenciaron el 
importante papel de los mecanismos de resiliencia para lidiar con condiciones climáticas 
extremas. Además, se observó cómo las variaciones estacionales también predeterminaron la 
respuesta de las distintas especies arbóreas analizadas a las sequías. En general los resultados 
también mostraron la existencia de un retardo en la respuesta a las sequías en función a la parte 
del ciclo de decaimiento del árbol afectado, de este modo se observó que el crecimiento 
secundario fue especialmente sensible a las condiciones de sequía durante los meses de verano 
mientras que la actividad fotosintética estuvo más correlacionada con las condiciones secas 
ocurridas en los meses de primavera. De los estudios realizados sobre la propagación de la sequía 
climática a la hidrológica los resultados sugirieron una respuesta mayoritaria de las cuencas 
naturales analizadas en EEUU y España a las sequías a escalas temporales cortas. Sin embargo, 
diferencias locales y patrones espaciales observados en la respuesta de los caudales demostraron 
la influencia de las propiedades de la cuenca de drenaje (p.ej. cobertura vegetal, usos del suelo, 
condiciones climáticas y características fisiográficas) en la respuesta hidrológica a las condiciones 
de sequía climática. 
Esta tesis doctoral proporciona evidencias cuantitativas sobre la efectividad de los índices de 
sequía para una correcta cuantificación y monitorización del riesgo. De igual modo contribuye a 
ampliar el conocimiento sobre la sensibilidad y la respuesta espacio-temporal de distintos 






1.1. Definición de sequía. Tipologías y complejidades de un fenómeno 
natural extremo. 
 
La sequía es reconocida como el fenómeno climático extremo más complejo y recurrente que 
afecta a prácticamente todas las partes del mundo y a todas las regiones climáticas, desde las 
húmedas a las áridas. La sequía se inicia cuando durante un periodo prolongado de tiempo, se 
produce un déficit de las cantidades normales de precipitación, sin embargo, muchos otros 
elementos se encuentran implicados en el desarrollo de un episodio de sequía. Los mecanismos 
que condicionan la aparición de una sequía son complejos, la demanda evaporativa por parte de 
la atmósfera, conocida por sus siglas en inglés como AED, puede favorecer la severidad de una 
sequía, del mismo modo, otros mecanismos importantes de actúan de retroalimento, también 
condicionan la intensificación del propio evento (p.ej. Por medio de la relación complementaria 
entre la evapotranspiración real y la AED) (Seneviratne et al., 2010; Teuling, 2018). 
En los episodios de sequía severa, las condiciones de humedad del suelo y el déficit de presión de 
vapor sufren una reducción considerable, lo que genera unas condiciones sinópticas en las que la 
estabilidad atmosférica vertical limitan la posibilidad de que se produzcan precipitaciones. Esta 
circunstancia es reversible únicamente con la llegada de una perturbación húmeda (Mishra and 
Singh, 2010). 
 
Con frecuencia los conceptos de aridez, ola de calor y sequía son empleados indistintamente sin 
existir una clara distinción conceptual entre dichos términos. A diferencia de la sequía, la aridez 
se define, de acuerdo al Glosario de Meteorología de la Asociación Americana de Meteorología, 
como el “grado al cual un tipo de clima carece de los suficientes aportes de humedad como para 
favorecer el desarrollo efectivo de vida”. Es por tanto, una característica propia del clima, 
principalmente restringida a regiones donde las precipitaciones son muy escasas (Wilhite, 2000). 
Por su parte, las sequías son ,en general, no se pueden prever, pero tienen con un comienzo y un 
fin marcado en el tiempo. Constituye un periodo anómalo de baja disponibilidad de recurso 
hídrico durante el cual no es posible cubrir las demandas hídricas de los diferentes sistemas 
naturales y/o actividades antrópicas (Wilhite and Pulwarty, 2017). Una ola de calor es por su 
parte, una condición meteorológica causada por un incremento anormal de las temperaturas, 
cuya duración aproximada no excede unas pocas semanas. A diferencia de ésta última, la sequía 
puede extenderse por largos periodos de tiempo, tales como meses o años (Schubert et al., 
2014), sin embargo, estudios recientes sugieren la existencia de una fuerte relación entre la 
severidad de la sequía y la ocurrencia de olas de calor (Hirschi et al., 2011; Miralles et al., 2014).  
 
Entre los peligros naturales, la sequía es a menudo considerada el fenómeno que más riesgos 
entraña, así como el más insidioso tanto por sus efectos directos e indirectos no sólo en el medio 
ambiente, sino también en las actividades humanas. La conceptualización de la sequía entraña 
algunos aspectos a tomar en consideración (Mishra and Singh, 2010). En primer lugar, la sequía 
es un riesgo climático con un inicio muy lento y progresivo (Gilette, 1950) cuyos efectos son 





motivo, la definición del comienzo y el cese de un episodio de sequía que está ocurriendo a 
tiempo real, supone una difícil tarea. En segundo lugar, la sequía causa impactos muy diversos. 
Cuantificar el alcance de los daños causados en los múltiples sistemas afectados supone una 
dificultad, ya que la sequía impacta indistintamente sobre extensas y pequeñas regiones o sobre 
recursos hídricos superficiales y subterráneos, además, varía en múltiples escalas temporales. 
Asimismo, la cuantificación de los impactos de las sequías depende de la vulnerabilidad del sector 
en el que impacta, y su capacidad de resiliencia a la sequía (Gazol et al., 2018a, 2017). De este 
modo, la exposición medioambiental a las condiciones de sequía está condicionada a factores 
inherentes tales como: el régimen climático dominante, las características de los procesos 
hidrológicos, el tipo de vegetación, la litología (presencia/ausencia de rocas más o menos 
permeables) o las actividades humanas de la región afectada (Kumar et al., 2016; Leng et al., 
2015; Sangüesa-Barreda et al., 2015; Vicente-Serrano et al., 2017b). El tercer y último aspecto a 
considerar es la influencia antropogénica que juega un importante papel principal en el 
desencadenamiento de condiciones de sequía (p.ej. la demanda de agua y los cambios en los usos 
del suelo) al ser causa de la exacerbación o mitigación de situaciones de sequía (Van Loon et al., 
2016). 
 
No obstante, aún hoy en día no es posible encontrar un consenso entre la comunidad científica 
que permita definir universalmente este fenómeno al existir tantos impactos como sectores 
implicados hay (Wilhite et al., 2007). Las sequías con generalmente clasificadas en cuatro 
categorías (Dracup and Kendall, 1990; Wilhite and Glantz, 1985) siguiendo el orden de ocurrencia 
de las mismas como sigue: 
  
i) Las sequías meteorológicas se definen como un decrecimiento anómalo en los 
aportes de precipitación por debajo de los valores normales en una región, durante 
un periodo prolongado de tiempo. La sequía meteorológica puede desarrollarse 
rápidamente y tener una duración corta (días) o muy prolongada (años). La definición 
de este tipo de sequías es además específica del lugar, ya que cada región se 
encuentra caracterizada por unas condiciones climáticas propias. 
 
ii) A corto plazo, la ausencia de precipitaciones provoca que la humedad del suelo en 
las capas más superficiales se agote. Cuando las condiciones secas alcanzan la zona 
de la raíz, la vegetación se ve afectada, dando lugar a lo que se conoce como sequía 
agrícola. Este tipo de sequía se desarrolla antes de que los recursos hídricos 
superficiales y subterráneos se vean amenazados por la falta de precipitación, e 
incluso suceden cuando las capas más profundas del suelo mantienen condiciones 
mormales de humedad. No obstante, no únicamente la precipitación condiciona el 
desarrollo de la sequía en este punto, la temperatura ejerce una influencia sobre los 
requerimientos de humedad por parte de la atmósfera, y por consiguiente sobre la 
evapotranspiración como principal elemento demandante de agua por parte de las 
plantas. Dependiendo de las características fisiológicas y fenológicas de la vegetación 
y las condiciones climáticas de la zona afectada, la sequía agrícola puede ser 
responsable en última instancia de la pérdida de las producciones agrarias (Vergni 






iii) Las sequías hidrológicas se caracterizan principalmente por los bajos niveles que 
presenta el caudal de los ríos y el descenso generalizado de la disponibilidad de agua 
en el ciclo hidrológico, lo que incluye aguas superficiales (embalses y lagos) y 
subterráneas (agua en los acuíferos) (Tallaksen et al., 1997). Los niveles de caudal son 
el indicador más habitual empleado para medir la sequía hidrológica al integrar tanto 
la señal climática, como la influencia de las prácticas antrópicas en el medio (Lorenzo-
Lacruz et al., 2013). Sin embargo, existe una compleja conexión entre las distintas 
partes del ciclo hidrológico y la sequía al variar sus respuestas en el tiempo. Estudios 
anteriores han demostrado que no sólo las condiciones climáticas, sino también las 
características fisiográficas de las cuencas hidrográficas, condicionan la respuesta del 
sistema hidrológico a las sequías, señalando la existencia de una interacción de todos 
los mecanismos implicados a distintos niveles (Tijdeman et al., 2016; Van Loon and 
Laaha, 2015). Cuando persisten condiciones en las que los niveles de caudal se ven 
reducidos y las recargas que efectúan las aguas subterráneas descienden hasta el 
punto de empezar a agotarse, se dice que se ha desarrollado una sequía de aguas 
subterráneas (Bloomfield et al., 2015; Mishra and Singh, 2010).  
 
iv) Las sequías socio-económicas se encuentran asociadas a la incapacidad de los 
recursos hídricos disponibles a cubrir la demanda de agua por parte de las distintas 
actividades humanas. El constante incremento generalizado de la demanda de agua  
debido al aumento de la población, así como la expansión de prácticas agrarias 
intensivas, entre otros muchos aspectos, suponen un factor de riesgo para la mayoría 
de los bienes y servicios que dependen directa o indirectamente del agua. 
 
En los últimos años, una nueva tipología de sequías ha despertado el interés entre la comunidad 
científica, relacionadas con impactos ecológicos y medioambientales en múltiples sistemas 
naturales entre los que se incluyen la fauna, los bosques y las corrientes de agua (Crausbay et al., 
2017). 
 
Además de la clasificación sobre la tipología de las sequías, existe una amplia terminología para 
caracterizar los eventos. Así, por un lado la descripción conceptual del fenómeno proporciona 
una definición temática y cualitativa sobre las consecuencias asociadas; por otro lado, una 
descripción operativa ofrece una caracterización cuantitativa de las características del fenómeno. 
Siguiendo la terminología más completa enunciada por Salas, (1993) tal como mencionan Zargar 
et al. (2011), las sequías pueden definirse en base a su: 
 
i) Duración: Las sequías pueden perdurar durante días o años. Una misma región es 
capaz de alternar entre periodos secos y húmedos a corto y largo plazo. 
ii) Magnitud: Referida a la suma positiva del déficit de precipitación producido. 
Habitualmente se encuentra referida a un umbral determinado. 
iii) Intensidad: Definida como el ratio entre la magnitud y la duración del evento.  
iv) Severidad: Medida como la magnitud, o nivel de impacto del evento. 
v) Extensión geográfica: Cobertura espacial de la sequía en el tiempo. Existen diversas 





vi) Frecuencia: Tiempo medio estimado en que se produce otro episodio de sequía de 
igual o superior intensidad al anterior. 
 
Además, las sequías son un fenómeno multi-escalar, es decir, pueden describirse a diferentes 
escalas temporales. El concepto de cuantificar las sequías a diversas escalas, fue introducido por 
Mckee et al. (1993; 1995) con el fin inicial de entender la respuesta de los diferentes sistemas del 
ciclo hidrológicos (aguas superficiales y subterráneas) a la escasez de precipitación. La 
sensibilidad de los distintos sistemas naturales a la acumulación de déficits hídricos, varía en el 
tiempo. Por ejemplo, la respuesta de la vegetación a la sequía varía significativamente en el 
tiempo dependiendo, entre otros factores, del tipo de especie y de la resistencia que ésta 
presenta en condiciones secas. Algunos estudios al respecto han confirmado la existencia de 
respuestas temporales a la sequía opuestas en diferentes especies arbóreas de una misma región 
(Gazol et al., 2018b; Vicente-Serrano et al., 2013). Del mismo modo, la respuesta de la sequía 
hidrológica a la sequía climática o meteorológica, depende en gran medida de la temporalidad a 
la que se observa el propio fenómeno y que varía en cada fase del ciclo hidrológico y la región 
afectada (Bloomfield et al., 2015; López-Moreno et al., 2013; Lorenzo-Lacruz et al., 2013). 
 
1.2. Los impactos de la sequía en los sistemas naturales. 
 
De acuerdo al Informe Especial sobre Eventos Extremos y Desastres del Quinto Informe del 
Panel Intergubernamental sobre el Cambio Climático (IPCC, 2014), existe una confianza media en 
que las sequías tornen más intensas y duraderas en el sur de Europa y el centro de los Estados 
Unidos (EEUU) durante ciertas estaciones del año en las próximas décadas debido 
principalmente, a una reducción de las precipitaciones y un aumento de la evapotranspiración. 
La mayoría de las regiones semiáridas localizadas en el suroeste de Europa y de EEUU, adeás,  son 
muy probables que experimenten una reducción severa en sus recursos hídricos como 
consecuencia del incremento de la AED y un cambio en el régimen de distribución de las 
precipitaciones. Estudios recientes además sugieren que en el futuro, los episodios de sequía 
podrían afectar zonas cada vez más extensas, llegando a alcanzar niveles de impacto mayores 
que ningún otro riesgo climático, en especial en actividades relacionadas con el suministro 
alimenticio (Romm, 2011). En resumen, EEUU y la región mediterránea, son dos escenarios 
propensos a sufrir los impactos potenciales del cambio climático que se espera, atraiga eventos 




La agricultura es el principal sustento de la seguridad alimenticia a nivel mundial, así como un 
sector altamente dependiente de la disponibilidad de agua. La variabilidad temporal de los 
rendimientos agrarios puede responder a influencias no climáticas tales como conflictos políticos, 
crisis sociales o problemas de salud (Ben-Ari and Makowski, 2014; Schauberger et al., 2018) , sin 
embargo la principal responsable es la variabilidad climática (Lobell et al., 2011). De acuerdo con 
la FAO (2019), el sector agrícola de los países en vías de desarrollo absorbe el 80% de los impactos 
directos causados por las sequías, mientras que a nivel mundial, del porcentaje total de pérdidas 





EEUU es uno de los tres principales productores de cereal en el mundo y el principal de maíz 
según el USDA (2015). Sin embargo, en las últimas décadas, este país ha sufrido varios episodios 
de sequías extrema. El más intenso de ellos ocurrido en 1988 tuvo una repercusión muy extendida 
en el territorio cultivado causando unos costes aproximados de 87 billones de dólares (cifra 
ajustada a 2019) de los cuales el 40% se debió a pérdidas de cosecha (aproximadamente 38 
billones de dólares) (Elliott et al., 2018; Smith and Katz, 2013). Este episodio ha sido catalogado 
como el segundo más costoso en la historia del país, siendo únicamente superado por el huracán 
Katrina (Smith and Matthews, 2015). En 2012 otro importante evento de sequía produjo pérdidas 
por valor de 30 billones de dólares en pérdidas agrícolas (Smith and Matthews, 2015). 
En la región mediterránea, diversas sequías severas han causado pérdidas económicas muy 
importantes que han afectado tanto a cultivos de secano como de regadío (Lopez-Nicolas et al., 
2017). Tan solo el episodio de 2003 causó daños en el sector agrario valorados en 13 billones de 
euros, con gran repercusión en España. Más aún, el evento de sequía acontecido en 2005 supuso 
el más severo de los últimos 60 años en el país, causando impactos en la agricultura nacional que 
supusieron una reducción del 10% de la producción de cereal en Europa (Blauhut et al., 2016). En 
el año 2012, otra sequía severa tuvo lugar, produciéndose nuevamente importantes impactos en 
la economía y en el medioambiente. Las mayores pérdidas agrarias se produjeron en los campos 
de cultivo de Aragón y Andalucía, percibiéndose como consecuencia de las condiciones climáticas 
adversas, un incremento alarmante en la mortalidad abrupta de árboles y en el número de 
incendios forestales (Navarro-Cerrillo et al., 2018). De acuerdo al Instituto Nacional de Estadística, 
España es el segundo país de la Unión Europea con mayor proporción de tierras destinadas al 
cultivo. El cultivo de secano y regadío soporta los impactos acusados por la falta de agua (Tigkas 
and Tsakiris, 2015), sin embargo, el grado de resiliencia de las especies a dicho estrés, y el 
momento durante el estado vegetativo de crecimiento del cultivo en el que se produce el 
impacto, pueden determinar diferentes respuestas a la sequía (Lobell, 2014; Lobell and Field, 
2007). En última instancia, si las condiciones climáticas adversas se prolongan durante un tiempo 
mayor, coincidiendo con los estados vegetativos más sensibles de crecimiento, la sequía tiene la 
capacidad de producir una pérdida completa de las cosechas (Lobell and Field, 2007).  
 
Las cosechas agrarias son por tanto extremadamente vulnerables a las condiciones de sequía y 
su amenaza puede traer consigo consecuencias en la seguridad alimentaria global y la economía. 
En este contexto, múltiples estudios han advertido de la situación de vulnerabilidad de la 
agricultura a cambios en la frecuencia y severidad de los eventos secos (Asseng et al., 2011; 
Olesen et al., 2011; Rossi and Niemeyer, 2010) y la variabilidad interanual de la sequía (Capa-
Morocho et al., 2016; Loukas and Vasiliades, 2004; Moorhead et al., 2015; Rohli et al., 2016). Sin 
embargo, muy pocos avances científicos se han producido respecto al estudio de la conexión del 
carácter multi-temporal de la sequía y diferentes tipologías de cultivo (Páscoa et al., 2016; Tian 
et al., 2018; Zipper et al., 2016). Además, existen evidencias sobre el aumento de la variabilidad 
interanual de las producciones agrarias acrecentado por un aumento en la frecuencia y severidad 
de las sequías, lo cual acentúa la necesidad de adquirir efectivas herramientas de monitorización 
que proporcionen una cuantificación real de los impactos de la sequía en la agricultura (Asseng 






Tres de las investigaciones que se presentan en esta tesis abordan los principales mecanismos 
climáticos y medioambientales que determinan la respuesta de las cosechas a las sequías a 
distintas escalas temporales; del mismo modo, ofrecen una revisión sobre el desempeño de 




Los bosques son una parte esencial de los ecosistemas debido a un rol principal en la liberación y 
absorción de gases de efecto invernadero tales como el dióxido de carbono (CO2) (Heimann and 
Reichstein, 2008) así como dentro del ciclo hidrológico (Horton, 1933).  El decaimiento y 
mortalidad de los bosques causados por las sequías ha aumentado en las pasadas décadas a nivel 
mundial (Greenwood et al., 2017; Young et al., 2017) debido a que el crecimiento primario y 
secundario de los bosques son procesos especialmente dependientes de la disponibilidad de agua 
(Pasho et al., 2011). 
La península Ibérica, favorecida por su amplio abanico climático, acoge a una gran diversidad de 
especies. Una vista general al mapa climático de este territorio muestra un abanico que se 
extiende desde el clima húmedo atlántico, pasando por el clima mediterráneo continental en el 
centro peninsular hasta el clima mediterráneo semiárido propio del sureste (García-Ruiz et al., 
2011). La región mediterránea ha sido objeto de muy frecuentes y severos episodios de sequía 
que han supuesto a su vez un importante impacto sobre los bosques (Caminero et al., 2018; 
Granda et al., 2013; Sangüesa-Barreda et al., 2015). No obstante, determinar la incidencia de la 
sequía en los bosques esconde una serie de limitantes debido a las diferencias que se producen 
entre regiones y las variaciones estacionales. Estudios al respecto han señalado cómo al 
producirse condiciones climáticas adversas, tales como la reducción de la humedad del suelo y 
los altos valores de evapotranspiración inmediatamente antes de la estación de crecimiento de 
las plantas, la Producción Primaria Neta, conocida por sus siglas en inglés como NPP, se ve 
limitada, lo que causa la debilitación del crecimiento, una reducción de los valores fotosintéticos 
y eventualmente la muerte de los bosques (Camarero et al., 2018, 2015; Lloret et al., 2012; 
Neumann et al., 2017).  
 
La variabilidad interanual característica de las precipitaciones en climas mediterráneos complica 
además, conocer la respuesta del crecimiento de los árboles a la ausencia de precipitaciones. 
Pasho et al. (2011) abordaron las distintas respuestas del crecimiento de diversas especies de 
árboles en Aragón a la escasez de agua. Entre sus resultados, encontraron que el crecimiento de 
los árboles se veía afectado por la ausencia de humedad a escalas temporales de sequía cortas, 
mientras que escalar temporales más largas se relacionaron con eventos de sequía menos 
frecuentes pero más intensos. No obstante, además de las condiciones locales de clima y la propia 
topografía, la sensibilidad de los bosques a las sequías y la capacidad de recuperación a éstas, 
difiere ampliamente entre especies e incluso individuos de la misma especia (Forner et al., 2018; 
Peguero-Pina et al., 2011). Estudios llevados a cabo en España han observado diferencias en los 
tiempos de recuperación entre especies mediterráneas. Así, algunas especies tienden a alcanzar 
condiciones ‘pre-sequía’ más temprano que otras, independientemente del estado de declive de 
los individuos analizados (Camarero et al., 2018; Carnicer et al., 2011). Recientes avances en la 
temática además han advertido de un aumento generalizado en la tendencia a la defoliación en 





En el contexto actual de cambio climático, y las contrastadas evidencias de su impacto en los 
bosques, es importante llevar a cabo estudios en detalle que permitan entender la relación entre 
las sequías, la NPP y el crecimiento secundario de los bosques.  
 
En la presente tesis, se ha abordado un estudio al respecto titulado: Drought Sensitiveness on 
Forest Growth in Peninsular Spain and the Balearic Islands, que pretende proporcionar un 
conocimiento más en detalle de los impactos de la sequía y las diversas respuestas temporales 




Entre los muchos impactos causados por la sequía en los ecosistemas, la mayoría de ellos está 
relacionados con el sistema hidrológico (Van Loon, 2015). Las sequías hidrológicas son un 
fenómeno muy complejo que implica múltiples interacciones entre las sequías meteorológicas y 
la propagación de sus efectos a través del completo ciclo hidrológico (Haslinger et al., 2014), 
desde los caudales (López-Moreno et al., 2013; Lorenzo-Lacruz et al., 2010), lagos and reservas 
hídricas superficiales (McEvoy et al., 2012) hasta las aguas subterráneas (Lorenzo-Lacruz et al., 
2017; Marchant and Bloomfield, 2018). A pesar de que la variabilidad climática está 
estrechamente conectada con las sequías hidrológicas, existen otros muchos factores que 
determinan las características de los impactos de éstas, tales como la duración, la extensión 
espacial y la severidad. Así, la intrincada relación entre el clima y los déficits de agua en los 
distintos sistemas del ciclo hidrológico, está en ocasiones favorecida por influencias 
medioambientales y antropogénicas que determinan el desencadenamiento de eventos 
hidrológicos extremos (Bąk and Kubiak-Wójcicka, 2017; Tijdeman et al., 2018; Vicente-Serrano et 
al., 2012).  
 
El carácter complejo del proceso de propagación de la sequía supone que sea un reto científico 
esclarecer las causas originales de las sequías hidrológicas, más aún cuando la propia naturaleza 
de las variables hidrológicas presenta variaciones significativas en los tiempos de respuesta a 
condiciones de déficit de humedad. Por ejemplo, la humedad del suelo comienza a acusar los 
efectos de la falta de agua a escalas temporales cortas (Scaini et al., 2015), mientras que las aguas 
subterráneas o el agua retenida en depósitos naturales y/o artificiales lo acusan a escalas 
temporales más largas (Barker et al., 2016; López-Moreno et al., 2013; Lorenzo-Lacruz et al., 
2017). La propagación de la sequía es aún más compleja en cuencas de drenaje donde las 
características fisiográficas y las prácticas de regulación antrópicas tienen una mayor implicación 
en la respuesta de los caudales a las sequías, determinando el grado de impacto de éstas y la 
sensibilidad del sistema a las condiciones climáticas a distintas escalas temporales (Sheffield and 
Wood, 2011; Van Loon, 2015; Van Loon and Laaha, 2015).  
 
Diversos estudios a nivel mundial han demostrado cómo las propiedades fisiográficas de las 
cuencas de drenaje, así como la cobertura vegetal, son elementos primordiales que ayudan a 
entender las distintas respuestas temporales de las sequías en los caudales a las sequías 
climáticas. Barker et al. (2016), por ejemplo, observaron recientemente una gran influencia de 
las características lito-geológicas en las diversas respuestas temporales que encontraron en un 





forma similar, Vicente-Serrano et al. (2011) investigaron la respuesta a la sequía climática a 
distintas escalas temporales en dos cuencas de cabecera en condiciones naturales en el noreste 
de España. Estos autores encontraron tiempos de respuestas muy diferentes entre ambas 
cuencas, atribuibles principalmente a las características litológicas de cada una de ellas. Así, 
mientras una de las cuencas analizadas tendió a responder a la sequía a escalas de tiempo muy 
cortas (< 3 meses), la otra cuenca lo hizo a escalas de tiempo mucho más amplias (> 40 meses). 
En diversas cuencas de Austria, Van Loon and Laaha, (2015) evaluaron los factores que controlan 
la severidad de las sequías, concluyendo que dichos factores son principalmente una 
combinación de las particulares características propias de cada cuenca. Igualmente, otros 
estudios han señalado la influencia producida por las actividades antropogénicas relacionadas 
con la regulación de los recursos, las prácticas de gestión (López-Moreno et al., 2009; Wu et al., 
2017) y los cambios de usos del suelo (Van Loon and Laaha, 2015) en relación las relaciones hidro-
climáticas de las sequías, que actúan como agentes paliativos o desencadenadores de episodios 
de sequía hidrológica (AghaKouchak et al., 2015; Liu et al., 2019; López-Moreno et al., 2009; 
Terrado et al., 2014).  
 
Estos estudios, a menudo emplean índices de sequía que incluyen información climática y de 
caudal para abordar la relación entre la sequía climática e hidrológica así como su propagación a 
través del ciclo hidrológico. Por ejemplo, en el río Tajo Lorenzo-Lacruz et al. (2010) encontraron 
correlaciones significativas entre índices de sequía climáticos y series de caudal. Sin embargo, en 
España existe una escasez de estudios que evalúen la idoneidad de las herramientas de 
monitorización de la sequía en el contexto del sistema hidrológico. Además de ello, la mayoría de 
las investigaciones a menudo consideran en sus observaciones una variedad de cuencas 
hidrográficas que por lo general, suelen estar condicionadas por prácticas de regulación 
antropogénica lo cual sesga la respuesta natural de los caudales a las condiciones de sequía 
climática. Recientemente, Abatzoglou et al. (2014) llevaron a cabo un estudio en la región pacífica 
del noroeste de EEUU en el que calcularon diversos índices de sequía para analizar las anomalías 
de caudal y su relación con la dinámica climática. Por su parte, Tijdeman et al. (2016) analizaron 
en más de 800 cuencas de EEUU la duración de las sequías hidrológicas, concluyendo que la 
duración de dichos eventos dependían principalmente del régimen climático y de precipitación 
de cada región.  
 
No obstante, la influencia de las propiedades de cada cuenca en la propagación de la sequía 
climática en el sistema hidrológico no ha sido lo suficientemente abordada. En la presente tesis, 
se presentan dos estudios a este respecto titulados: Complex influences of meteorological 
drought time-scales on hydrological droughts in natural basins of the contiguous Unites States y 
Response of natural river basins to drought in Spain: Evaluation of different climatic drought 
indices. Ambos, pretenden contribuir en la ampliación del conocimiento relativo a la propagación 
de las sequías y la identificación de apropiados índices de sequía para su monitorización.  
 
1.3. Índices de sequía 
 
Los procesos físicos que conforman el fenómeno de la sequía, así como la intrínseca dinámica 
no lineal asociada al mismo son muy complejos (Lloyd-Hughes, 2014). Poco puede hacerse para 





numerosos sistemas naturales y humanos relacionados con los recursos hídricos, ha llevado a la 
comunidad científica a desarrollar herramientas y estrategias de gestión tales como planes de 
acción integral y de mitigación para caracterizas y cuantificar eficientemente los episodios de 
sequía (Ceglar et al., 2012; Vicente-Serrano et al., 2012).  
 
Los índices de sequía son unas herramientas muy eficientes para dicho propósito. La mayoría 
están basados en información climática, y son empleados a nivel mundial para cuantificar los 
impactos de la sequía en diversos sistemas a tiempo real gracias a su capacidad para identificar 
múltiples características (p.ej. el inicio del evento, la severidad, duración y extensión espacial) con 
gran precisión (Shukla et al., 2011; WMO, 2012; GWP, 2016). Muchos estudios han demostrado 
la gran capacidad de los índices de sequía para identificar la variabilidad temporal de los impactos 
de este fenómeno en múltiples variables medioambientales como las producciones agrarias 
(Mathieu and Aires, 2018; Sun et al., 2012; Tian et al., 2018), los caudales y aguas subterráneas 
(Fiorillo and Guadagno, 2010; López-Moreno et al., 2013; Lorenzo-Lacruz et al., 2017; Vasiliades 
and Loukas, 2009) o el crecimiento de los árboles (Bhuyan et al., 2017; Pasho et al., 2011). 
 
Desde la última década, más de 100 índices de sequía han sido propuestos para caracterizar 
distintos tipos de sequía (meteorológica, agrícola, hidrológica, etc.) (Heim, 2002) e incluso 
estudios recientes han realizado una revisión de alguno de estos índices, proporcionando una 
detallada explicación teórica sobre sus potencialidades y debilidades (Mishra and Singh, 2010; 
Zargar et al., 2011). Sin embargo, muy pocos trabajos han realizado una comparación estadística 
entre distintos índices que permitan determinar el correcto empleo de uno u otro en función al 
sistema objeto de estudio. A este respecto, Trenberth et al. (2014) llevaron a cabo un estudio 
cuantitativo a nivel global sobre la sensibilidad de los índices de sequía a cambios en la 
temperatura de superficie que demostró la importancia de incluir la temperatura como variable 
de referencia en los índices de sequía dado el actual escenario de calentamiento global. Por su 
parte, Vicente-Serrano et al. (2012) analizaron a escala global la capacidad de algunos de los más 
utilizados índices de sequía para cuantificar los impactos de las sequías en distintos sistemas 
naturales. 
 
En esta tesis, se han utilizado siete de los índices de sequía más conocidos a nivel mundial. En las 
siguientes sub-secciones se presenta una breve descripción de cada uno de ellos. 
 
1.3.1. Los índices de Palmer (PDSI) 
 
El Índice de Severidad de Sequía de Palmer, conocido por sus siglas en inglés como PDSI, 
supuso un hito en la cuantificación y monitorización de la sequía. Desarrollado por Palmer, (1965), 
es un índice meteorológico conocido a nivel mundial empleado en la cuantificación de la 
severidad de los eventos de sequía. Originalmente, el PDSI se basa en cuantificar la magnitud de 
las condiciones de humedad del suelo en circunstancias definidas por el propio autor como 
‘Climatically Appropriate for Existing Conditions’ (CAFEC por sus siglas en inglés), a partir de un 
modelo de simulación de humedad superficial en las dos primera capas del suelo. Las mediciones 
CAFEC son equivalentes al balance de humedad del suelo que tiene en cuenta la relación entre el 






Además del PDSI, otros tres índices relacionados que parten de la formulación original fueron 
desarrollados al poco tiempo (Heim, 2002):  
 
i. El Índice de Sequía Hidrológica de Palmer (PHDI, por sus siglas en inglés) mide la 
duración e intensidad a largo plazo de los efectos de la sequía en el sistema 
hidrológico. Los impactos hidrológicos toman un tiempo mayor en hacerse evidentes, 
por ello el PHDI tiende a detectar las sequías relativamente más tarde que el PDSI, 
manteniendo condiciones por debajo del umbral considerado normal durante los 
meses posteriores en los que niveles del PDSI ya se han recuperado. 
 
ii. El Índice de anomalía de humedad Z de Palmer (Z-index, por sus siglas en inglés) 
cuantifica los cambios en las condiciones de humedad a corto plazo. Es 
especialmente sensible en la detección de impactos de las sequías a escalas 
temporales cortas, identificando cambios en las condiciones de humedad del suelo y 
variaciones en la magnitud de caudal de los ríos. 
 
iii. El Índice de Sequía Modificado de Palmer (PMDI, por sus siglas en inglés) fue 
enunciado por Heddinghaus and Sabol, (1991) como una modificación del original 
PDSI especialmente diseñado para monitorizar la sequía meteorológica y agrícola. 
Este índice incorpora en la acumulación de anomalías climáticas las condiciones de 
humedad/sequedad anteriores al tiempo observado.  
 
Los cuatro índices de Palmer (PDSIs) no obstante, presentan ciertas limitaciones que han sido 
ampliamente discutidas en la literatura científica posterior (Akinremi et al., 1996; Alley, 1984; 
Heim, 2002; Weber and Kkemdirim, 1998): 
 
i. Carecen de la habilidad para comparar sus valores en el espacio entre distintas 
regiones. Esto se debe principalmente a que originalmente Palmer concibió el PDSI 
para monitorizar la sequía en una región muy concreta del oeste de EEUU. 
 
ii. Los PDSIs se calculan a una escala temporal única (son índices uni-escalares), lo cual 
limita la capacidad de cuantificar y monitorizar distintos tipos de sequía eficazmente. 
Por lo general, los valores de los PDSIs reflejan las condiciones de humedad/sequía a 
escalas temporales no menores a 12 meses. 
 
iii. Es necesario un gran número de variables para el cálculo de estos índices (p.ej. 
Temperatura, evapotranspiración, contenido de agua en el suelo, etc.), hecho que 
dificultad la posibilidad de computar dichos índices en regiones donde la 
disponibilidad del dato climático es limitada. 
 
iv. Los índices no tienen en cuenta el desfase de la escorrentía, y asumen que la 






v. La metodología de cálculo es compleja en comparación a la que presentan otros 
índices de sequía. En el caso de los PDSIs, el procedimiento de cálculo completo se 
encuentra descrito en Karl, (1986). 
 
Sin embargo, a pesar de las deficiencias del PDSI, actualmente continua siendo uno de los índices 
de sequía más empleados gracias a su habilidad para capturar las condiciones de sequía a largo 
plazo (Lloyd-Hughes and Saunders, 2002). Con el fin de solventar algunas de las deficiencias de 
los PDSIs, Wells et al. (2004) desarrollaron una versión auto calibrada de los índices que permite 
obtener valores regionales mucho más fiables y comparables espacialmente. 
 
1.3.2. Índice de precipitación estandarizada (SPI) 
 
El Índice Estandarizado de Precipitación (SPI, por sus siglas en inglés) fue propuesto por 
Mckee et al. (1993), e introdujo un nuevo concepto en la cuantificación de las sequías a múltiples 
escalas temporales. Desde su formulación, este índice ha sido utilizado para identificar 
condiciones de sequía y humedad a diferentes escalas temporales en múltiples estudios a nivel 
mundial, siendo reconocido por la Organización Meteorológica Mundial como el índice de sequía 
meteorológica universalmente propuesto para fines de monitorización y alerta temprana  (WMO, 
2012).  
 
El SPI es un índice basado en la precipitación que transformada a probabilidades a partir del ajuste 
de una función de distribución determinada, y convertida posteriormente en unidades 
estandarizadas con media 0 y desviación típica 1. Aunque en sus inicios Mckee et al. (1993) 
propusieron el ajuste de la precipitación a partir de una distribución Gamma, estudios posteriores 
notaron que la agregación de las anomalías de precipitación presentaba diferencias dependiendo 
de las escalas temporales. La distribución Pearson III, de entre las múltiples evaluadas, ha 
mostrado un mejor ajuste de los datos a cualquier escala de tiempo (López-Moreno et al., 2008; 
Vicente-Serrano, 2006).  En este estudio, el cálculo del SPI se realizó ajustando una función de 
distribución Pearson III, obteniéndose los parámetros propios de la distribución siguiendo el 
procedimiento de los L-momentos propuesto por Hosking, (1990).  
 
Las potencialidades que presenta el SPI son múltiples. En primer lugar este índice emplea 
únicamente la precipitación para caracterizar eventos anormales de sequedad o humedad, 
posibilitando un cálculo sencillo. En segundo lugar, el SPI permite la comparación espacial de 
condiciones de sequía entre regiones con condiciones climáticas muy diversas. Por último, 
permite caracterizar la respuesta variable a la sequía de cualquier variable natural a distintas 
escalas de tiempo, lo que supone la mayor diferencia conceptual respecto a los PDSIs (Keyantash 
et al., 2002; Vicente-Serrano et al., 2012).  
A pesar de ello, este índice presenta también limitaciones. Por ejemplo, el SPI no considera los 
efectos de la AED, obviando la importante relación entre las condiciones de humedad de la 
superficie y la atmósfera. Ello hace que la cuantificación de la severidad de la sequía que realiza 
este índice, resulte menos exacta que la realizada por otros índices que consideran un balance 






1.3.3. Índice Estandarizado de precipitación y evapotranspiración (SPEI) 
 
El índice Estandarizado de Precipitación y Evapotranspiración (SPEI por sus siglas en inglés), 
fue introducido por Vicente-Serrano et al. (2010) supone un paso adelante en la cuantificación y 
caracterización de las sequías. El SPEI salva las limitaciones de los índices anteriores combinando 
la sensibilidad del PDSI y el carácter multi-temporal del SPI incorporando además la AED como 
variable importante en su conceptualización. Al contrario que la asunción principal del SPI que 
considera que la sequía depende exclusivamente de la variación temporal de la precipitación, el 
SPEI toma en cuenta el rol de la temperatura en el cálculo de un balance hidroclimático.  
Estudios al respecto han informado de la repercusión que supone en los múltiples sistemas 
naturales el calentamiento, señalando además la importancia de emplear índices de sequía que 
incluyan la AED como variable primaria (Asseng et al., 2014; Cai and Cowan, 2008; Cheng and 
Huang, 2016.; García-Ruiz et al., 2011; Vicente-Serrano et al., 2015). Un cambio en los patrones 
normales de temperatura es capaz de inducir condiciones excepcionalmente secas que 
impactaría negativamente en el medio dando lugar a un aumento de los incendios forestales 
(Lindner et al., 2010), plagas (Logan et al., 2003), la reducción de producciones agrarias (Lobell et 
al., 2011) o la reducción de los recursos hídricos (Barnett et al., 2005).  
 
El PDSI incluye la AED como variable en su formulación, lo que le permite identificar impactos de 
sequía relacionados con procesos de calentamiento, no obstante carece de la flexibilidad multi-
temporal para evaluar los impactos en sistemas que responden a la sequía a muy diversas escalas 
temporales (Vicente-Serrano et al., 2012). El SPEI considera el efecto de la AED, así como el 
carácter multi-temporal y la simplicidad de cálculo del SPI. De este modo, el SPEI calcula balances 
climáticos mensuales (Di) empleado series mensuales de precipitación y de evapotranspiración 
de referencia. Los valores mensuales de Di son agregados a diferentes escalas de tiempo y 
transformados a unidades estándar normalizadas ajustando una distribución log-logística de tres 
parámetros que posteriormente se convierten en unidades estándar de desviación. Los valores 
resultantes siguen una distribución normal, siendo comparables a los valores de SPI y permitiendo 
por tanto la comparación de condiciones secas y húmedas entre regiones con características 
climáticas específicas. 
 
La descripción completa de la metodología de cálculo del SPEI, así como una detallada 
comparativa estadística respecto al desempeño del PDSI y el SPI son recogidas por Vicente-
Serrano et al. (2010), Vicente-Serrano and Beguería, (2016) y Beguería et al. (2014). 
 
En resumen, el SPEI combina las potencialidades del SPI y del PDSI sin embargo requiere más 
información climática y es sensible al método seleccionado para la estimación de la AED. 
 
1.3.4. Índice Estandarizado de Sequía de Palmer (SPDI) 
 
El Índice Estandarizado de Sequía de Palmer (SPDI por sus siglas en inglés) es un índice de 
sequía recientemente desarrollado por Ma et al. (2014) basado en el concepto principal de la 
relación entre suministro y demanda en las pérdidas de humedad del suelo (CAFEC) del PDSI y el 
carácter multi-temporal del SPI y el SPEI. Es por tanto un índice que combina las metodologías 





El SPDI acumula las anomalías de las pérdidas de humedad del suelo siguiendo un procedimiento 
similar al del PDSI pero acumulando dichas anomalías a distintas escalas temporales. Las 
anomalías acumuladas son transformadas a una variable estándar con media igual a 0 y 
desviación típica igual a 1 ajustando para ello la función de distribución de Valores Extremos 
Generalizada (GEV). Vicente-Serrano et al. (2015) señalaron la idoneidad de emplear la función 
de distribución log-logística en lugar de la GEV para salvar las limitaciones que esta distribución 
presenta al ajustar algunos valores extremos. Siguiendo la recomendación de estos autores, en 































En línea con lo expuesto en la sección 1 de Introducción, el análisis que se presenta en esta 
tesis abarca dos territorios amplios y heterogéneos como son España y los EEUU.  
 
Consciente de la importancia de seleccionar las correctas herramientas para la monitorización de 
las sequías, el objetivo general de este trabajo ha sido el de proporcionar una validación de la 
capacidad de siete de los más importantes índices de sequía empleados a nivel mundial para 
cuantificar los impactos de la sequía en sistemas vulnerables a ella. Para cumplir este propósito, 
se han comparado tres índices de sequía multi-escalares (el SPI, el SPEI y el SPDI) y cuatro índices 
de Palmer uni-escalares (El PDSI, el PHDI, el Z-index y el PMDI) 
 
El objetivo general se divide a su vez en objetivos más específicos que se describen a continuación 
en función al sistema analizado. 
 
En relación al sistema agrario, los objetivos específicos son: 
 
i. Analizar la respuesta temporal de las producciones agrarias anuales de cinco de los 
principales cultivos de secano en EEUU (trigo, maíz, soja, algodón y cebada) a escala 
de condado; así como de dos cultivos de cereal de secano en España (trigo y cebada) 
a dos escalas espaciales, provincial y de comarca agraria. 
ii. Desarrollar una nueva base de datos de información agraria con la suficiente 
cobertura espacial y temporal. 
iii. Identificar posibles patrones espaciales en la respuesta de los distintos tipos de 
cultivo a la sequía y definir lo principales mecanismos medioambientales y climáticos 
que determinan dichos patrones. 
 
La actividad vegetal fue analizada únicamente en España, y los objetivos específicos al respecto 
son: 
 
i. Proporcionar una comparación de la respuesta de tres indicadores de actividad 
vegetal (crecimiento del anillo de los árboles, el valor de verdor máximo y un 
indicador de la producción primaria neta) a las sequías. 
ii. Analizar y comparar la respuesta del crecimiento de los anillos de los árboles y el 
NDVI a las condiciones de sequía en diferentes especies arbóreas. 
 
Finalmente, los objetivos específicos perseguidos en el análisis del sistema hidrológico son: 
 
i. Determinar las escalas temporales de las sequías climáticas que mejor representan 
las condiciones de sequía hidrológica caracterizadas por el Índice Normalizado de 
Caudal (SSI por sus siglas en inglés) en una amplia selección de cuencas naturalizadas 





ii. Encontrar patrones espaciales de respuesta de los caudales a la sequía climática y su 
posible relación no estacionaria.  
iii. Identificar los factores medioambientales y climáticos que determinan la 










































3. Resumen breve de los resultados 
 
Los resultados de esta investigación han sido publicados en cuatro revistas internacionales 
indexadas por el Journal Citation Report (Climate Research, Agricultural and Forest Meteorology, 
Forests y Journal of Hydrology). Del mismo modo, parte de los resultados aquí presentados 
pertenecen a dos manuscritos actualmente en revisión en dos revistas indexadas (Natural 
Hazards and Earth System Sciences y Water Resources Management). Los artículos publicados y 
sin publicar pueden encontrarse en las secciones 4 y 5 de la Tesis en Inglés respectivamente. 
 
En líneas generales, la relación entre las variables analizadas (producciones agrarias, crecimiento 
de los árboles y caudales) y los siete índices de sequía evaluados en esta tesis demostró un mejor 
desempeño de los índices multi-escalares. Así, la magnitud de las correlaciones encontradas entre 
el SPI, el SPEI, el SPDI y las variables analizadas fue mucho mayor que las encontradas con alguno 
de los índices de Palmer aquí contemplados. 
 
En las siguientes sub-secciones se presenta un breve resumen de los principales resultados 
obtenidos en cada uno de los estudios llevados a cabo. 
 
3.1. Artículo de investigación 1 – resumen de los resultados  
 
En EEUU las correlaciones entre las producciones agrarias y los índices de sequía fueron más 
elevadas en los cultivos de soja que en cualquier otro tipo de cultivo analizado, mientras que las 
más bajas se encontraron en el algodón. Los PDSIs además mostraron muy diversos rendimientos. 
Con la excepción del Z-index y el scZ-index, en general los PDSIs no registraron correlaciones 
estadísticamente significativas con las cosechas independientemente del mes del año observado.  
Por el contrario, las correlaciones observadas entre el Z-index, el SPI, el SPEI y el SPDI y los 
rendimientos fueron en su mayoría significativa en la mayoría de los condados analizados. Los 
PDSIs correlacionaron significativamente con aproximadamente el 50% de los condados, siendo 
este porcentaje en gran parte debido a la versión auto-calibrada de dichos índices. 
Algunas diferencias destacables entre los índices multi-escalares y los distintos tipos de cultivo 
fueron observadas. De este modo, el SPI presentó el mayor número de condados con 
correlaciones significativas en el caso de la cebada y la soja mientras que el SPEI correlacionó 
significativamente más, en la mayoría de los condados donde se cultiva algodón, maíz y trigo. 
Resultados similares se observaron en el caso del SPDI. 
 
En cuanto a los resultados estacionales y de escala temporal observados en cada tipo de cultivo, 
escasas diferencias se encontraron entre los índices de sequía multi-escalares.  
 
La correlación de la cebada fue superior en condados localizados en los estados de Montana y 
Dakota del Norte en el caso de los tres índices multi-escalares. La relación con los índices de 
sequía fue mayor durante los meses de verano a escalas temporales cortas (de 1 a 3 meses). El 





Canadá. El SPI correlacionó mejor en ~28% de los condados mientras que el SPI lo hizo en ~20% 
de los condados principalmente localizados en Dakota del Norte y Carolina del Norte. 
 
El maíz mostró las máximas correlaciones en la región oeste del Cinturón del Maíz (Illinois, Indiana 
y Ohio), sur de Texas, sur de Pensilvania y suroeste de Georgia y Carolina del sur, registrando las 
máximas correlaciones con los índices multi-escalares durante los meses de julio y agosto a 
escalas temporales cortas. En los condados del medio oeste (un 51% del total), las máximas 
correlaciones se encontraron con el SPDI, mientras que con el SPEI y el SPI los condados 
alcanzaron las máximas correlaciones en el 12.97% y 12.65% de los condados respectivamente. 
 
En el caso del algodón las correlaciones encontradas fueron excepcionalmente bajas en general. 
Los valores máximos se alcanzaron durante los meses de verano a escalas temporales cortas. El 
SPEI fue el índice que mejor correlacionó con el mayor porcentaje de condados (29.95%) seguido 
por el SPDI (26.82%) y el SPI (19.79%). 
 
La soja correlacionó mejor en los estados de Carolina del Norte y del Sur y en las llanuras centrales 
y del norte de EEUU. Agosto y septiembre fueron los meses en los que este tipo de cultivo resultó 
ser más sensible a las condiciones de sequía correspondiéndose las máximas correlaciones a unas 
condiciones secas a escalas temporales de 1 y 2 meses. El SPDI fue el índice con el que se encontró 
un porcentaje mayor de condados mejor correlacionados. 
 
Por último, el trigo de invierno registró máximas correlaciones en la región de las llanuras del sur, 
principalmente durante la primavera. Es cultivo presentó una mayor variabilidad en cuanto a la 
escala temporal a la cual se encontraron las mayores correlaciones. El SPEI fue el índice de sequía 
con el que se encontró mejor relación en la mayoría de los condados donde se planta este tipo 
de cultivo. 
 
3.2. Artículo de investigación 2 – resumen de los resultados 
 
Los resultados de esta investigación demostraron la existencia de varios patrones de 
correlación entre el SPEI y los rendimientos agrarios. El SPEI a distintas escalas temporales 
presentó una respuesta diferenciada en función al tipo de cultivo, pero también en función a la 
región, siendo especialmente evidente el caso del trigo de invierno. En algunos condados por 
ejemplo, la respuesta de las cosechas de trigo al SPEI demostró una relación más fuerte a escalar 
temporales largas, mientras que en otros lo hizo a escalas temporales cortar. En general, los 
diversos patrones espaciales de respuesta de las cosechas a la sequía a diferentes escalas de 
tiempo evidenciaron la necesidad de llevar a cabo un análisis estadístico que permitiera 
identificar patrones bien definidos. Así, a partir de un Análisis de Componentes Principales (ACP) 
se obtuvieron distintos patrones de respuesta dependiendo del tipo de cultivo. Además, un 
análisis predictivo discriminante permitió identificar los factores que explicaban las distintas 
respuestas al SPEI a diferentes escalas temporales.  
 
Para la cebada, el trigo y la soja se extrajeron tres componentes. La primer componente de la 





principalmente influenciados por las condiciones de precipitación y AED entre los meses de enero 
y julio. La segunda y tercera componente representaron un porcentaje menor de varianza 
explicada. Se observaron además en las tres componentes diferencias significativas en la 
precipitación anual, principalmente condicionadas por los aportes de primavera. 
 
Las cosechas del trigo de invierno presentaron correlaciones positivas en la primera componente 
a escalas temporales de 3 a 9 meses en condados principalmente localizados en los estados de 
Nebraska, Kansas y Oklahoma. La segunda componente no presentó correlaciones significativas 
mientras que la tercera sí lo hizo a escalas temporales que oscilaron entre cortas y largas, 
principalmente en condados localizados en las regiones de oeste, Wisconsin e Illinois. Los 
condados con cargas factoriales positivas se caracterizaron por presentar condiciones de 
humedad mayores que las componentes que presentaron cargas negativas. 
 
En el caso de la soja el patrón extraído de la primera componente fue coherente presentando 
altos valores de correlación positiva con el SPEI a escalas temporales entre 1 y 4 meses desde 
julio a septiembre y entre 4 y 13 meses de julio a diciembre en condados ubicados en la región 
conocida como cinturón de la soja. La segunda componente mostró correlaciones positivas en el 
mes de agosto a la escala temporal de 1 mes y valores negativos en el mes de junio a escalas 
temporales de 2 a 7 meses en los condados situados en los estados de Iowa, Missouri y Nebraska. 
La tercera componente quedó limitada a determinados condados de la región central atlántica y 
el noreste, mostrando correlaciones elevadas y positivas con el SPEI a escalas temporales largas 
desde mediados de los meses de verano hasta el final de la estación. Entre los componentes se 
evidenciaron diferencias respecto a los valores promedios de temperatura y ETo así como en el 
promedio anual y estacional de los mismos.  
 
Cuatro componentes se extrajeron en el caso de los rendimientos de maíz. Las dos primeras 
componentes se focalizaron en la misma región, así la primera de ellas mostró correlaciones 
elevadas y positivas durante los meses de verano a escalas temporales de 1 a 4 meses, mientras 
que la segunda presentó correlaciones negativas de enero a julio. 
En la tercera y cuarta componente se observaron correlaciones positivas a escalas temporales 
intermedias durante el final de los meses de invierno y la primavera, principalmente en condados 
del centro y centro-norte respectivamente. Las diferencias entre las componentes se 
caracterizaron principalmente por los valores de temperatura y ETo. 
 
Las producciones de algodón se limitan a un área muy específica de EEUU, no obstante presentó 
un patrón espacial muy disperso que dio lugar a cinco componentes principales de las cuales sólo 
las dos primeras mostraron correlaciones positivas y significativas a escalas temporales medias y 
largas en aquellos condados localizados en la región llamada Cinturón del Algodón. En general las 
diferencias entre estas dos componentes estuvieron controladas por las diferencias en las 








3.3. Artículo de investigación 3 – resumen de los resultados 
 
Los resultados obtenidos de la respuesta espacial y temporal de las tres variables analizadas 
a la sequía mostraron la existencia de variaciones significativas en la magnitud de los valores de 
correlación encontrados entre los índices de sequía y el crecimiento del anillo de los árboles 
(TRWi), el rango de máximo verdor (NDVI max) y la producción primaria neta (NPP, NDVI annual). En 
general, el TRWi presentó los mayores valores de correlación , tanto con los índices multi-
escalares como con los uni-escalares. 
 
Por un lado, la distribución espacial de las correlaciones entre los índices multi-escalares fue muy 
similar entre los tres índices. Los máximos valores se encontraron principalmente en las regiones 
más secas del oeste peninsular y en las Islas Baleares. Por el contrario los valores mínimos se 
observaron en los bosques de frondosas del norte peninsular, región caracterizada por un clima 
más húmedo.  En relación a los resultados obtenidos por cada índice, los valores más altos de 
correlación en el caso del SPI se hallaron en el noroeste peninsular para la variable NDVI anual. Por 
su parte el SPEI y el SPDI mostraron una correlación con el NDVI anual mayor en el sureste de la 
península en comparación con la variable NDVI max. Resultados similares se obtuvieron con los 
PDSIs aunque la magnitud de las correlaciones registradas fueron menores que con los índices 
multi-escalares, no obstante no se encontraron diferencias espaciales entre los índices de Palmer 
y las variables NDVI max y NDVI annual. En general, como se había señalado anteriormente, los 
resultados demostraron que la variable TRWi presentó una mayor respuesta a la variación 
interanual de la sequía que el NDVI max y NDVI annual como se extrae de la magnitud de las 
correlaciones observadas.  
 
Por otro lado, la respuesta temporal reveló la existencia de distintos patrones temporales 
dependiendo del parámetro analizado. Mientras que la respuesta del crecimiento secundario 
alcanzó la máxima correlación en los meses de verano (julio y agosto), el crecimiento anual de la 
vegetación y la NPP mostraron una respuesta mucho más temprana a la sequía durante la 
temporada de primavera (abril y mayo). Con frecuencia las especies respondieron a condiciones 
de sequía a medias (4 a 6 meses) y largas (> 6 meses) escalas de tiempo, lo cual sugirió que la 
variabilidad anual de los indicadores de crecimiento de los árboles varía no sólo dependiendo de 
la especie, sino también de las condiciones hidro-climáticas de la región en cuestión. 
 
En cuanto a la relación entre las variables climáticas y las sequías a nivel de especie, no se 
encontraron patrones claros diferenciales en el desempeño de los índices multi-escalares y los 
dos indicadores NDVI. Los resultados mostraron que las especies características de regiones 
húmedas y frías (p.ej. Abies alba and Pinus uncinata) tendían a mostrar valores de correlación 
mucho más bajos que aquellas localizadas en climas semi-áridos (p.ej. Pinus halepensis). Por el 
contrario, en el caso del TRWi se observó una mayor variabilidad, especialmente en las especies 
de coníferas de los bosques de las regiones más secas donde se registraron valores de correlación 
muy elevados (p.ej. Pinus halepensis, Pinus pinaster y Juniperus thurifera) en contraposición a los 
valores más bajos encontrados en especies de conífera (p.ej. Abies pinsapo) y frondosas (p.ej. 






3.4. Artículo de investigación 4 – resumen de los resultados 
 
Los patrones generales de respuesta de las cuencas hidrográficas no perturbadas de EEUU a 
la sequía mostraron diferencias en la respuesta de los caudales a las sequías climáticas, 
probablemente debidas a las propiedades fisiográficas de las cuencas. De este modo, 
correlaciones elevadas y positivas se encontraron en la mayoría de las cuencas analizadas con la 
excepción de aquellas localizadas en las Montañas Rocosas y la región noreste del país. Estas 
cuencas a diferencia de la mayoría mostraron valores de correlación más bajos principalmente 
durante los meses de febrero a abril. 
 
En general, correlaciones positivas y elevadas caracterizaron la relación entre el SPEI y el SSI con 
valores máximos registrados a escalas temporales cortas salvando las cuencas con régimen nival 
cuya sensibilidad a las sequías fue mayor a escalas temporales más largas. Del análisis de 
componentes principales llevado a cabo se extrajeron diversos patrones de respuesta de la sequía 
hidrológica a la climática. Siete componentes que explicaron el 70% de la varianza fueron 
extraídos para representar los principales patrones de respuesta espacial de las correlaciones 
mensuales a distintas escalas temporales entre el SPEI/SPI y el SSI. Las dos primeras componentes 
representaron el 55% de la varianza total explicada e indicaron el predominio de respuestas del 
caudal a las condiciones de sequía a escalas temporales cortas en las cuencas del sureste y el 
medio oeste. Mientras que la primera componente correlacionó fuertemente con escalas 
temporales menores de 10 meses, la segunda lo hizo a escalas mucho más cortas entre los meses 
de abril y enero. La tercera componente representaba correlaciones elevadas de SPEI-SSI de la 
región noroeste del Pacífico a escalas de tiempo cortas de septiembre a febrero, aunque también 
esta componente mostró correlaciones a escalas temporales largas entre los meses de mayo y 
agosto. La cuarta componente representativa de las cuencas localizadas en las Montañas Rocosas 
se caracterizó por mostrar mayor sensibilidad a la sequía entre los meses de enero a febrero a 
escalas temporales de 8 a 18 meses. El mismo análisis realizado con el SPI mostró modos de 
variación espacial muy similares a los encontrados con el SPEI. 
 
Entre los factores que explicarían los patrones de correlación entre el SPEI y el SSI, el promedio 
anual de NDVI mostró fuertes diferencias entre las componentes extraídas. En concreto, las 
componentes 1,2, 6 y 7 correlacionaron mucho mejor que las componentes 3,4 y 5. Además, las 
características edáficas observadas variaron entre componentes, en particular la capacidad de 
retención de agua. A la vez, las componentes 3 y 7 mostraron una elevada variabilidad entre las 
propias cuencas en cuanto a la magnitud del caudal medio anual. De igual modo la elevación 
media de las cuencas, la temperatura y la evapotranspiración difirieron entre componentes 
también. Así, las componentes 3 y 4 estuvieron principalmente caracterizadas por cuencas 
localizadas a mayor elevación y por poseer temperaturas más bajas que las de cualquier otra 
componente.  
 
Del análisis llevado a cabo para los diferentes sub-periodos se extrajeron ciertas diferencias en la 
relación de las sequías climáticas y los caudales en las cuencas estadounidenses, y a la misma vez 
mostró patrones espaciales similares a los obtenidos por el ACP previamente realizado con el 





Se demostró que las variaciones del balance hidro-climático y su preponderancia son secundarios 
en la relación de las sequías climáticas y la hidrológica respecto al importante papel de la variación 
de las precipitaciones. En general, la magnitud de las correlaciones observadas en ambos sub-
periodos fue muy similar a la obtenida para el periodo completo, aunque sí se observaron 
diferencias en cuanto a la escala temporal a la que las mayores correlaciones se registraron. 
 
3.5. Artículo de investigación 5 – resumen de los resultados 
 
Los resultados de este análisis mostraron una mayor correlación de los índices de sequía con 
los rendimientos agrarios a escala de región agraria. De igual modo, se observó mayor variabilidad 
en los datos provinciales debido a la mayor longitud de las series de dato disponible. Entre los 
rendimientos anuales de trigo y cebada no se observaron grandes diferencias espaciales a nivel 
provincial. Las correlaciones más fuertes se encontraron con el SPEI y el SPI en las provincias 
localizadas en Castilla y León, Aragón, Castilla La Mancha y la provincia de Valencia. Por el 
contrario, las correlaciones más débiles se encontraron en las provincias del sur peninsular.  
 
La distribución espacial de las correlaciones a escala de región agraria mostró un patrón bien 
definido en el caso del trigo. Las magnitudes de dichas correlaciones fueron muy similares a las 
observadas a escala provincial en el mismo tipo de cultivo, registrando valores mucho más 
elevados con los tres índices multi-escalares que con los PDSIs, en especial el PDSI y el PHDI. Las 
regiones agrarias que más correlacionaron fueron aquellas localizadas en las provincias de 
Valladolid, Segovia, norte de Ávila y el noreste de Salamanca. Magnitudes de correlación similares 
se encontraron en las regiones agrarias del noreste peninsular. 
Los resultados obtenidos para los rendimientos anuales de cebada mostraron una relación 
espacial similar con los distintos índices de sequía. Los coeficientes de correlación más elevados 
se encontraron con los índices multi-escalares, en particular en las regiones agrarias del norte de 
Cáceres, norte de Galicia y Guadalajara; correlaciones más bajas se encontraron en las regiones 
agrarias del sur de Córdoba y Jaén. Entre los PDSIs, cupo destacar las correlaciones 
significativamente altas encontradas en el caso del Z-index y el PMDI. 
 
Estas correlaciones máximas se encontraron principalmente a escalar temporales cortas en el 
caso de ambos cultivos observándose diferencias insignificantes entre los tres índices multi-
escalares. Las escalas variaron de 1 a 3 meses en función al tipo de cultivo. De este modo, más de 
la mitad de las regiones agrarias donde se cultiva el trigo correlacionaron fuertemente con la 
escala temporal de 1 mes, mientras que a nivel provincial esta correlación se correspondió con la 
escala temporal de 3 meses. En el caso de la cebada el patrón temporal observado fue el mismo. 
Aunque los tres índices multi-escalares respondieron prácticamente sin diferencias 
estadísticamente significativas, el SPEI fue el índice con el que mayor número de provincias 
correlacionaron tanto en el caso del trigo como de la cebada, igualmente lo hicieron las regiones 
agrarias en el caso del trigo. Las regiones agrarias donde se cultiva cebada correlacionaron más 
con el SPDI.  
 
A partir del ACP se encontraron patrones estacionales definidos en la respuesta de los 
rendimientos anuales y la sequía a escala de región agraria, con la excepción de los datos 





contrario se obtuvo un patrón menos definido. Las dos componentes extraídas explicaron el 60% 
total de la varianza y entre tipos de cultivo y escalas espaciales se encontraron diferencias.  De 
este modo, para los rendimientos de trigo a escala regional la primera componente señaló la 
sensibilidad de las cosechas a la sequía principalmente durante la primavera y el otoño a escalas 
temporales cortas, mientras que la segunda componente lo hizo durante los meses de primavera 
a escalas temporales medias. A nivel provincial los rendimientos de la primera y la segunda 
componente fueron más sensibles en el mes de mayo a escalas temporales medias y largas 
respectivamente. En el caso de la cebada a escala regional se encontraron escasas diferencias 
entre las componentes debido a la limitación de las observaciones, a excepción de la escala 
temporal de respuesta. Así, la influencia de las condiciones de sequía varió entre las escalas cortas 
y medias en la primera componente y predominaron las escalas largas en la segunda 
componente. A escala provincial la variabilidad de las magnitudes de correlación fue mayor, y en 
general la respuesta a la sequía se observó principalmente a escalar temporales medias y largas, 
siendo los meses de primavera los más sensibles en ambas escalas de tiempo. 
 
3.6. Artículo de investigación 6 – resumen de los resultados 
 
La relación que presentaron los distintos índices climáticos de sequía analizados y el SSI en 
cuencas naturales de España fue, en general, muy fuerte. Los índices multi-escalares 
caracterizaron mejor que los PDSIs dicha relación, reflejando una mayor eficiencia en el momento 
de monitorizar las sequías hidrológicas. Excepcionalmente el Z-index fue el único índice de los 
PDSIs cuya magnitud de correlación con el SSI fue muy similar a la encontrada con los índices 
multi-escalares. La distribución espacial de las correlaciones máximas reveló un rendimiento 
óptimo de los índices PHDI, PDSI y PMDI en cuencas muy concretas localizadas en las cuencas 
mayores de los ríos Segura, Guadiana y Ebro, junto a otras con una distribución más dispersa 
entre las cuencas mayores de los ríos Guadalquivir, Tajo, Duero, Miño y Júcar. Por su parte, los 
índices multi-escalares y el Z-index (en menor grado) presentaron correlaciones más sólidas que 
los PDSIs con una distribución más generalizada en el territorio. Las correlaciones más débiles 
entre estos índices y el SSI se observaron en las sub-cuencas pertenecientes los ríos Segura y Ebro 
y las cuencas internas localizadas al norte de Cataluña. 
 
Especialmente se encontró una alta variabilidad estacional en la respuesta de los caudales a las 
sequías climáticas. Los máximos valores de correlación se encontraron, independientemente del 
índice considerado, en los meses de febrero a septiembre, y los mínimos durante los meses de 
noviembre y diciembre. 
Algunas cuencas (12.24% del total) principalmente localizadas al este de las cuencas principales, 
presentaron una mayor correlación con el Z-index. El SPDI fue el índice que correlacionó mejor 
en un mayor porcentaje de cuencas (41.92%) seguido del SPEI (25.33%) y el SPI (20.52%), no 
obstante los resultados obtenidos del t-test demostraron similitudes estadísticamente 
significativas entre las correlaciones obtenidas por los tres índices multi-escalares y su capacidad 
para conectar con las sequías hidrológicas. La respuesta estacional al SSI por parte de los índices 
climáticos, independientemente de la escala temporal considerada, fue más débil en los meses 
de verano en la mayoría de las cuencas. Las correlaciones fueron, en general, más bajas en 
cualquiera de los tres índices multi-escalares. En relación a la escala temporal de respuesta de los 





a escalas temporales cortas (principalmente a 2 meses) sin embargo, se encontraron algunas 
diferencias entre el SPDI y el SSI a nivel estacional. La diferencia más evidente se encontró en las 
cuencas ubicadas en sistemas calcáreos donde la máxima correlación encontrada en el mes de 
junio se correspondió a escalas temporales medias y largas. Esto sugirió la existencia de complejas 
asociaciones y mecanismos no solamente climáticos que determinan la conexión de las sequías 






























4. Discusión general 
 
Esta tesis ha proporcionado un análisis comprensivo de la evaluación de diferentes índices 
de sequía en múltiples sistemas. A su vez, se ha analizado la respuesta espacio-temporal de la 
agricultura, los bosques y los caudales a las condiciones de sequía en dos regiones heterogéneas 
como son los Estados Unidos y España. La relevancia de los resultados obtenidos de los diferentes 
estudios llevados a cabo tiene como finalidad: (i) mejorar el conocimiento general sobre la 
correcta y efectiva monitorización y cuantificación del complejo riesgo climático que supone la 
sequía, y (ii) la creación de nuevos servicios climáticos que permitan abordar eficazmente el 
riesgo. 
 
4.1. Evaluación de la adecuación de los índices de sequía 
 
En cuatro de los estudios llevados a cabo se ha analizado la idoneidad de diferentes índices 
de sequía climáticos con fines de monitorización y su capacidad para detectar la respuesta de los 
distintos sistemas analizados a condiciones de sequía. 
Los índices de sequía seleccionados son conocidos a nivel mundial y han sido ampliamente 
estudiados en la literatura científica y empleados en procesos operacionales de seguimiento de 
las sequías. En cada uno de los sistemas aquí analizados se observaron resultados similares en 
relación a la asociación entre los dos grupos de índices (multi-escalares y uni-escalares) y las 
variables agrícolas, hidrológicas y medioambientales. De este modo, los índices multi-escalares 
presentaron una mejor respuesta a la variabilidad de los rendimientos agrarios, los indicadores 
de crecimiento arbóreo y los caudales respecto a los índices uni-escalares. Así, tal como se deriva 
de las distintas magnitudes de correlaciones obtenidas, la respuesta de estas variables fue 
diferente en función al tipo de índice. 
 
Los PDSIs mostraron en general magnitudes de correlación bajas independientemente de la 
variable analizada incluso considerando la versión auto-calibrada de dichos índices, los valores 
mejoraron respecto a la propuesta original sin calibrar como se desprende de los resultados 
obtenidos en el Artículo 1 en cuanto a cuantificar el impacto en pérdidas agrarias. Estos resultados 
son apoyados por los obtenidos en el trigo de secano en Grecia por Mavromatis, (2007). No 
obstante, y a pesar de los resultados de estos índices respecto a los multi-escalares, las 
magnitudes de las correlaciones varían notablemente entre los PDSIS, siendo posible encontrar 
algunas excepciones. Por ejemplo, el Z-index mostró una mayor sensibilidad reflejando los 
impactos de la sequía en los rendimientos agrarios, los caudales y los bosques de manera más 
eficiente que cualquier otro PDSIs al registrar correlaciones más elevadas y significativas. Este 
índice como ya se ha mencionado, mide las condiciones de humedad a corto plazo, coincidiendo 
con la respuesta promedio de la vegetación y los caudales de los ríos con regímenes no 
modificados a condiciones de sequía (Lorenzo-Lacruz et al., 2013; Quiring and Papakryiakou, 
2003; Vicente-Serrano et al., 2013). Además, los resultados presentados en el Artículo sin publicar 
2 mostraron que la media de las magnitudes de las correlaciones alcanzadas por los PDSIs con los 





hecho, magnitudes similares fueron encontradas en cuencas naturales en la región griega de 
Thessaly por Vasiliades and Loukas, (2009), quienes también demostraron que, entre los PDSIs, 
el PHDI fue el índice que peor caracterizó el impacto de las sequías en los caudales. Similares 
resultados se encontraron en el análisis llevado a cabo en las cuencas no alteradas de España, y 
en general este mismo índice, seguido por el PDSI y el PMDI presentaron las relaciones menos 
robustas con cualquiera de las variables analizadas. 
A pesar de lo expuesto, numerosos estudios previos han hecho uso de los PDSIs con resultados 
exitosos, bien para propósitos de monitorización o estudios relacionados con resultados, a 
menudo, contrarios y/o complementarios a los aquí alcanzados. Es el caso por ejemplo del 
estudio llevado a cabo por Karl, (1986) que mostró cómo para analizar la variabilidad de los 
incendios forestales y los rendimientos agrarios en EEUU, el Z-index presentó un mejor 
rendimiento que el PDSI a la hora de cuantificar la variabilidad de las condiciones de humedad a 
corto plazo.  Conclusiones similares alcanzaron Quiring y Papakryiakou, (2003) en las praderas 
canadienses, o Hlavinka et al. (2009) en la República Checa. Por su parte, Bhuyan et al. (2017) 
realizaron un estudio similar sobre nueve especies arbóreas en Europa, comparando el SPEI, el 
SPI y los PDSIs. Sus resultados mostraron, a diferencia de los aquí alcanzados, que los PDSIs 
respondían de manera muy similar a los dos índices multi-escalares a escalas temporales largas 
superiores a los 12 meses. 
A pesar de todo, los PDSIs se encuentran limitados por la falta de flexibilidad a la hora de 
identificar los impactos de la sequía a distintas escalas temporales. Como estudios anteriores han 
demostrado, y muchos otros posteriores soportan, las diferentes respuestas temporales de la 
agricultura, la vegetación y la hidrología al déficit hídrico entraña complejidad, evidenciando la 
necesidad de emplear índices de sequía que permitan conectar las condiciones climáticas del 
pasado con las condiciones presentes en regiones con una gran variabilidad climática (García-
León et al., 2019; Vicente-Serrano et al., 2011). 
De acuerdo con esta idea, varios estudios comparativos en diversas regiones como los 
desarrollados por McEvoy et al. (2012), Wang et al. (2014) o Tian et al. (2018), señalaron la 
superioridad de los índices multi-escalares a la hora de monitorizar y cuantificar los impactos de 
las sequías en las tierras cultivadas. De igual modo, Vicente-Serrano et al. (2012) demostraron lo 
mismo sobre el crecimiento de los árboles a nivel mundial y Liu et al. (2019), Lorenzo-Lacruz et 
al. (2013) o Dogan et al. (2012) lo hicieron respecto a las cuencas de los ríos. 
Las magnitudes de correlación tan similares observadas entre los índices multi-escalares y las 
diferentes variables mostró además una habilidad análoga para caracterizar impactos de sequía. 
A este respecto Labudová et al. (2016) también encontró una respuesta muy parecida entre el 
SPEI (calculado a partir de datos de precipitación y AED) y el SPI (basado únicamente en datos de 
precipitación) a la hora de analizar los impactos de la sequía en la producción agraria de las tierras 
bajas del Danubio y el este de Eslovaquia. Sin embargo, se han encontrado ligeras diferencias en 
la magnitud de las correlaciones observadas entre el SPEI y el SPI y las variables representativas 
de los tres sistemas analizados, sugiriendo la relevancia de la AED como variable a considerar en 
el cálculo de la magnitud de las sequías. En general las correlaciones fueron ligeramente 
superiores en el SPEI, lo cual indica la importancia que tiene la sensibilidad de los cultivos, los 
caudales y los bosques a variaciones de la AED. Algunos estudios previos también han notado los 





esto, Lobell and Field, (2007) advirtieron el riesgo de las producciones agrarias asociadas a un 
incremento global de las temperaturas máximas. Bachmair et al. (2018) también notaron 
similares diferencias entre el SPEI y el SPI como las aquí observadas, asociadas principalmente al 
rol de la temperatura en los bosques del sur de Europa. No obstante, una de los resultados aquí 
presentados demostró que incluso cuando las variaciones en la AED afectan a la severidad de las 
sequías hidrológicas, el rol de esta es menos evidente y difícil de detectar en cuencas naturales. 
De este modo, las diferencias detectadas en los trabajos que abordan la hidrología no fueron tan 
evidentes como en otras variables analizadas, siendo difícil encontrar diferencias realmente 
significativas en las relaciones del SSI/SPI y el SSI/SPEI en las cuencas seleccionadas. En 
consonancia con ello, los resultados presentados por Vicente-Serrano et al. (2014) también hacen 
alusión al rol preponderante de la AED en cuencas con algún tipo de intervención humana, que 
en aquellas menos reguladas. En los diversos análisis hidrológicos llevados a cabo, se ha 
demostrado la estrecha relación existente entre el clima y los caudales naturales, evidenciando 
el papel de la precipitación como factor decisivo en el desarrollo de las sequías hidrológicas. 
En resumen, los resultados obtenidos con el SPEI, el SPI y el SPDI han demostrado ser superiores 
que los referidos a los PDSIs. Independientemente del tipo de cultivo, especie arbórea, cuenca de 
drenaje y escala temporal considerada, los resultados relativos a la capacidad de los índices de 
sequía demostraron que los índices calculados a diferentes escalas temporales tienen una 
capacidad superior para reflejar los impactos de las sequías. 
 
4.2. El impacto de las sequías en los cultivos de secano, características 
temporales y espaciales.  
 
La respuesta global de los cultivos a las sequías presenta una fuerte componente 
estacional y es altamente dependiente de la escala temporal del índice empleado para cuantificar 
la severidad de las mismas. Además, algunas de las características que representan la respuesta 
de los cultivos a las sequías muestran una gran dependencia del nivel de resistencia del tipo de 
cultivo en cuestión al escenario de escasez de agua (Contreras and Hunink, 2015; Vicente-Serrano 
et al., 2013). Mientras que estudios previos demostraron que los impactos varían dependiendo 
de la escala temporal (Wang et al., 2016; Zipper et al., 2016), en este trabajo se ha demostrado 
que las condiciones de humedad a corto plazo son capaces de favorecer o perjudicar el 
crecimiento del cultivo del cereal como la cebada, el maíz, la soja, el trigo, y el algodón. 
Sin embargo, existen diferencias significativas en el mes del año en el que los 
rendimientos se encuentran más perjudicados por las condiciones de sequía. En general, se 
observó que las condiciones de humedad durante los meses de verano fueron determinantes 
para las cosechas de cebada, maíz, algodón y soja. En EEUU, las cosechas de cebada presentaron 
un patrón de respuesta al SPEI muy homogéneo, correlacionando sobre todo en el mes de enero 
a escalas temporales de 3 meses. La principal respuesta de los cultivos de maíz al SPEI en amplias 
regiones del centro de EEUU se encontró en el mes de agosto a escalas temporales también de 3 
meses, mientras que en el caso de la soja el patrón dominante se encontró en el mes de 
septiembre a una escala temporal de 4 meses. El trigo de invierno por su parte, presentó una 





cortas y largas. En España los cultivos tanto de trigo como de cebada respondieron 
mayoritariamente a escalas temporales cortas, aunque el momento más sensible de los cultivos 
a las condiciones de humedad a escalas temporales medias durante la primavera. 
Estudios anteriores ya demostraron cómo las condiciones de vegetación suelen verse afectadas 
en primer lugar por los cambios producidos en el contenido de agua del suelo (Capa-Morocho et 
al., 2016; García-León et al., 2019; Moorhead et al., 2015), hecho que explicaría la respuesta 
generalizada a las escalas temporales cortas encontrada en los resultados de los análisis llevados 
a cabo. En línea con los resultados encontrados, Zipper et al. (2016) evaluaron el impacto de la 
sequía sobre los cultivos de maíz y soja en EEUU, y observaron una mayor sensibilidad del maíz a 
la sequía durante el mes de julio a una escala temporal de 1 mes, mientras que la soja fue más 
sensible a las sequías ocurridas en el mes de agosto a una escala temporal de 2 meses. Del mismo 
modo, Moorhead et al. (2015) también encontraron que los impactos negativos de las 
condiciones de sequía en los cultivos de cereal se produjeron principalmente en el mes de julio 
en EEUU. 
En última instancia, la estacionalidad observada en la respuesta de los cultivos a la sequía estaría 
relacionada a la fenología. Algunos estudios han sugerido con anterioridad que la respuesta de 
los cultivos a la disponibilidad de agua en el suelo es mayor durante los periodos más sensibles 
del estado fenológico de las plantas (Chaves et al., 2003; Poulter et al., 2013; Zipper et al., 2016). 
El invierno corresponde al primer estado de crecimiento de las plantas, y el verano con la 
espigazón y los estados reproductivos. Las condiciones de humedad durante el invierno 
determinan principalmente el correcto desarrollo de los cultivos (Çakir, 2004), de este modo, las 
respuestas a escalas temporales intermedias durante los meses de verano observadas en algunos 
cultivos (p.ej. El maíz alcanzó las máximas correlaciones durante la etapa de formación de 
estigmas y la fase reproductiva) están relacionadas con la respuesta fenológica a las condiciones 
de humedad o sequedad durante los meses de invierno.  
No obstante, no siempre el patrón de respuesta temporal es el mismo. El trigo de invierno mostró 
en EEUU una estrecha relación con las sequías a escalas temporales medias y largas (a diferencia 
de los rendimientos de trigo en España que correlacionaron principalmente con la sequía a 
escalas temporales cortas y medias). Debido a los diferentes tiempos de plantación, el trigo de 
invierno cultivado principalmente entre septiembre y octubre, es más activo durante la estación 
fría, momento en el que se produce la recarga de humedad en el suelo y es más sensible a la 
escasez de agua (Tian et al., 2018; Wang et al., 2016). Además, las características fisiológicas 
determinan la resiliencia de los cultivos para lidiar con condiciones de sequía incluso durante los 
estados de crecimiento en los que son más sensibles a las mismas. Este aspecto se ve reflejado 
en las diferencias encontradas en la magnitud de las correlaciones de las cosechas en España, el 
trigo mostró correlaciones más altas con los índices de sequía que la cebada. En este caso, la 
cebada es un cultivo menos dependiente de la disponibilidad de agua para completar con éxito 
los estados de germinación y formación del grano gracias a mecanismos fisiológicos propios que 
le permiten desarrollarse bajo condiciones adversas de humedad o incluso en suelos poco 
propicios (Mamnouie et al., 2006).  
 
Igualmente, se observaron diferencias notables entre tipos de cultivo y regiones en cuanto a las 





respuesta de los cultivos en regiones tan heterogéneas. Además de la explicación lógica que la 
fenología puede aportar a la respuesta rápida de las condiciones de humedad por parte de la 
mayoría de los cultivos, las diferentes respuestas temporales observadas en las cosechas de EEUU 
(p.ej. En los condados del centro norte donde se cultiva el maíz) no estuvieron relacionadas con 
los periodos vegetativos, sino que fueron evidenciadas por las condiciones medioambientales 
propias de la región durante el crecimiento de los cultivos, en especial las características 
climáticas propias (Pasho et al., 2011; Vicente-Serrano et al., 2013).  
 
Una discusión detallada sobre cómo el clima predetermina el impacto de la sequía en los 
rendimientos agrarios por regiones puede encontrarse en las secciones de discusión en el Artículo 
1, Artículo 2 y Artículo sin Publicar 1. En general, las diferentes respuestas de los cultivos a las 
escalas temporales de los índices de sequía están principalmente explicadas, por una parte por la 
resiliencia de los cultivos y capacidad para desarrollar estrategias que le permitan hacer frente a 
la reducción de humedad en el suelo, y por otra parte a la resistencia que muestren los distintos 
tipos de cultivo en los diferentes estados de crecimiento. 
 
4.3. La sensibilidad del crecimiento de los bosques a la escasez de agua 
 
A colación de lo expuesto en el punto anterior, condiciones medioambientales y 
climáticas adversas causan cambios en el estado de la vegetación, en particular la sequía impacta 
sobre los ecosistemas degradando la actividad vegetal (Granda et al., 2013). El estudio 
presentado en el Artículo 3 ha demostrado una mayor respuesta del TRWi a las condiciones de 
sequía en comparación a los indicadores de actividad fotosintética representados por las 
variables NDVI. Principalmente esto resulta así debido a que la disponibilidad de agua limita la 
formación de las hojas y la madera, pero también responde a limitaciones técnicas de las medidas 
de satélite. En ocasiones la información derivada satelital se encuentra distorsionada, bien por la 
resolución espacial, bien por la influencia de la vegetación circundante (Gazol et al., 2018b). No 
obstante, la mayor sensibilidad del crecimiento secundario en comparación a la actividad 
fotosintética no es explicada exclusivamente por las limitaciones técnicas. Algunos estudios 
científicos al respecto (Aaltonen et al., 2016; Mcdowell et al., 2008) advirtieron el rol de los 
mecanismos de regulación de los árboles para lidiar con condiciones de estrés hídricos. De este 
modo, es posible que se observen disminuciones en el ratio de crecimiento pero no en los 
fotosintéticos durante condiciones de sequía debido a dichos mecanismos de regulación. Sin 
embargo, si las condiciones de deshidratación de la vegetación se prolongan durante largos 
periodos de tiempo, la muerte de los árboles inducida por las condiciones de sequía es inevitable 
(Martínez-Vilalta and Lloret, 2016; McDowell et al. (2013); Sangüesa-Barreda et al. 2015). 
Los hallazgos sobre la sensibilidad de los bosques a la sequía mostraron claras variaciones entre 
especies y regiones climáticas. Como se observó en los estudios sobre cosechas agrarias, los 
diferentes métodos de resiliencia determinan diferentes formas en que las especies lidian con 
condiciones climáticas extremas. En climas húmedos, se observó que la respuesta de los árboles 
a la sequía (p.ej. Especies de frondosa del norte de España) era más débil que la de aquellos 
árboles que crecen en condiciones propias del clima Mediterráneo (p.ej. Especies de Quercus). 





los mecanismos de adaptación de las distintas especies contempladas. Así, los resultados 
demostraron que las especies de conífera, características de las regiones húmedas, fueron más 
sensibles a la sequía a escalas temporales cortas y medias, mientras que la mayoría de las especies 
de coníferas de hoja perenne características de las regiones mediterráneas, mostraron una 
respuesta a la sequía a escalas temporales mucho mayores. Estos resultados son apoyados por 
otros estudios similares al que se presenta y en los que los autores coinciden a la hora de destacar 
la superioridad de las especies de regiones secas a recuperar las condiciones pre-sequía en 
situaciones de escasez de agua en comparación a especies propias de ambientes húmedos (Gazol 
et al., 2018b; Quiring and Ganesh, 2010; Rimkus et al., 2017). Estas últimas especies son más 
vulnerables a episodios de sequía extremos y prolongados debido a que carecen de los 
mecanismos de resiliencia para amortiguar los impactos causados por la escasez de agua. 
De igual modo, la variación estacional también determina la respuesta de las especies arbóreas a 
la sequía en España. En general, se observó que el crecimiento secundario fue especialmente 
sensible a las condiciones de humedad durante los meses de verano, aunque se encontraron 
ciertas excepciones vinculables a comportamientos fenológicos específicos de cada especie 
(Camarero et al., 2010). Por su parte, la actividad fotosintética se encontró más afectada por las 
condiciones de sequía durante los meses de abril y mayo. Este retardo temporal en la respuesta 
al impacto de la sequía es resultado del ciclo del decaimiento de los árboles que comienza con la 
reducción de la actividad fotosintética, la captura de carbón y finalmente la formación de madera 
(Noormets et al., 2008). 
4.4. La respuesta de los caudales a la sequía en condiciones naturales 
 
Los caudales de las cuencas no alteradas analizadas estuvieron fuertemente correlacionadas 
con los índices de sequía climáticos. Las correlaciones medias registradas en cuencas de EEUU y 
España (r ~ 0.8) fueron mucho más elevadas que las correlaciones observadas en estudios previos 
desarrollados en cuencas reguladas (López-Moreno et al., 2013; Lorenzo-Lacruz et al., 2013; 
Vicente-Serrano et al., 2017a). De la comparación de la magnitud de las correlaciones entre 
índices climáticos y cuencas antropizadas, se hace evidente la fuerte influencia de las condiciones 
climáticas de la región en los caudales no regulados. Este motivo se debe a que las cuencas 
reguladas se encuentran controladas por factores no climáticos que interrumpen los cambios 
naturales esperados en un régimen natural debido a condiciones climáticas (Tijdeman et al., 
2018). Las alteraciones pueden producirse, bien por la gestión de la capacidad de retención de 
agua (p.ej. Embalses y balsas, Lorenzo-Lacruz et al., 2013), bien por intervenciones de regulación 
(p.ej. cortas o canales, Rangecroft et al., 2018). 
 
Un importante hallazgo encontrado mostró que la variabilidad del SSI en la mayoría de las cuencas 
analizadas en EEUU y España respondían a las sequías a escalas temporales cortas. En general, 
este resultado demostró que las correlaciones más elevadas ocurrieron a escalas temporales 
entre 1 y 4 meses, sugiriendo que, bajo condiciones naturales, los caudales de los ríos responden 
rápidamente a las variaciones climáticas. En concreto, el mayor porcentaje de cuencas españolas 
correlacionaron mejor con las sequías a 2 meses en los meses de noviembre, abril y julio.  En 
consistencia con los resultados aquí alcanzados, Vicente-Serrano and López-Moreno (2005) 
demostraron respuestas muy similares en un estudio realizado en cuencas sin perturbar del 





encontrado, diferentes estudios realizados en cuencas alteradas probaron que las sequías 
hidrológicas estaban más influenciadas por las sequías climáticas a escalas temporales largas 
(Huang et al., 2017; Lorenzo-Lacruz et al., 2013; Lorenzo-Lacruz et al., 2010). Esta diferencia era 
de esperar dado que estas cuencas de drenaje están caracterizadas por estar influenciadas por 
prácticas de regulación e infraestructuras humanas que contribuyen a mitigar o reforzar los 
efectos del clima en los recursos hídricos. De este modo, en ocasiones las influencias no climáticas 
actúan como amortiguador de los efectos de las sequías incrementando la capacidad de 
retención de agua en las cuencas y por tanto modulando el caudal aguas abajo (López-Moreno 
et al., 2009; Lorenzo-Lacruz et al., 2010). 
A pesar de que las cuencas reguladas presenten patrones de respuesta muy complejos a las 
sequías, los resultados concernientes a las cuencas sin regular mostraron una respuesta muy 
heterogénea en algunos casos a los eventos secos. Por ejemplo, en EEUU alunas cuencas 
principalmente localizadas en las Montañas Rocosas respondieron en condiciones naturales a 
escalas de tiempo diferentes. Por lo general las correlaciones encontradas entre el SPEI y el SSI 
fueron significativamente bajar durante los meses de invierno y verano a escalas temporales 
cortas, en contraposición a los valores de correlación elevados alcanzados durante la primavera 
y el otoño a escalas de SPEI mucho más largas. En España también se encontraron algunas 
excepciones que respondieron a escalas temporales largas, principalmente en aquellas cuencas 
localizadas en el Sistema Ibérico, la cabecera de la cuenca principal del río Ebro y algunas otras 
aisladas localizadas en el sur, sureste y norte de España. Por un lado, el comportamiento de las 
cuencas señaladas en EEUU es atribuible a las características comunes de cuencas montañosas 
cuyos caudales reciben la influencia de la acumulación de la precipitación en forma de nieve 
durante la temporada fría, y el deshielo de la misma a partir de primavera más que de la 
variabilidad interanual de la precipitación. Haslinger et al. (2014) y Rimkus et al. (2013) advirtieron 
respuestas temporales similares en cuencas hidrográficas con regímenes nivales.  Por otro lado, 
en España las cuencas que respondieron a escalas temporales largas no están sometidas a los 
procesos de deshielo, sino que se encuentran condicionadas por la litología dominante. Estos 
resultados apoyan la afirmación del rol predominante de factores locales no climáticos en la 
conexión entre las sequías hidrológicas y las climáticas, así las condiciones fisiográficas propias de 
estas cuencas determinaron la respuesta temporal a las sequías (Van Loon and Laaha, 2015). Las 
cuencas calizas se caracterizan por su alta permeabilidad y transmisividad, actuando como 
reservorios naturales de agua que retrasan los efectos de la escasez de aportes de precipitación. 
Resultados encontrados por Lorenzo-Lacruz et al. (2013) también reflejaron distintas respuestas 
temporales de cuencas hidrográficas españolas con diferentes litologías. 
En general, a pesar de que la respuesta temporal dominante a la sequía en caudales naturales se 
produce mayoritariamente a escalas temporales cortas, patrones estacionales y diferencias en 
estas respuestas asociadas a las características propias de cada cuenca (p.ej. Cobertura vegetal, 
usos del suelo, características climáticas y topográficas como la elevación, etc.) son factores a 
tener presente a la hora de abordar la monitorización de las sequías hidrológicas.
  
 
 
 
 
 
 
 
 
