A vibrating system with some kind of internal damping represents a distributed or passive control. In this article, a wave equation with clamped boundary conditions and internal Kelvin-Voigt damping is considered. It is shown that the spectrum of the system operator is composed of two parts: point spectrum and continuous spectrum. The point spectrum consists of isolated eigenvalues of finite algebraic multiplicity, and the continuous spectrum that is identical to the essential spectrum is an interval on the left real axis. The asymptotic behavior of eigenvalues is presented.
System operator setup
where Y (t) = (y(·, t), y t (·, t)) is the state variable and Y 0 = (y 0 (·), y 1 (·)) is the initial value.
The following Lemma 2.1 is straightforward. Lemma 2.1. Let A be defined by (2.4) . Then its adjoint A * has the following form: 
Continuous spectrum of the system operator
In this section, we consider the spectrum of A. First, let us formulate the eigenvalue problem. Suppose A(f, g) = λ(f, g) with (f, g) ∈ D(A) and (f, g) = 0. Then g = λf and f ∈ H The Theorem 3.1 following shows that the set σ r (A) of residual spectrum of A is empty. Theorem 3.1. σ r (A) = ∅.
It is seen that (3.2) is the same with (3.1). Hence, λ ∈ σ p (A * ) if and only if λ ∈ σ p (A). Since the eigenvalues of A * are symmetric with real axis, we have σ r (A) = ∅. Proposition 3.2. Let A be defined by (2.4) . Then 0 ∈ ρ(A) and A −1 is given by
where
These together with the boundary conditions show that
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A direct computation gives
where g 1 (x), a 1 (x) are given by (3.4), and C 1 satisfies
Using the boundary condition φ(1) = 0, it gives
This together with (3.5) gives (3.3). The proof is complete.
The following Definition 3.3 comes from [8, p. 373] . Definition 3.3. Let T be a closed linear operator in a Hilbert space. The set of complex numbers λ is called the essential spectrum of T , and is denoted by σ ess (T ), if one of the following three conditions is satisfied:
Notice that if T is densely defined, then (iii) of Definition 3. 
The following Lemma 3.5 is straightforward. Lemma 3.5. Let D be defined by (3.6) . Then the following assertions hold:
ρ with the same inner product defined by (2.3) . Define the linear operator T : H → H 1 by
Then, it is easy to see that
ThenÃ is explicitly given by
By (3.10), we have Lemma 3.6 following.
Lemma 3.6. σ(A) = σ( A).
Proposition 3.7. Let A be defined by (3.11) . Then A −1 exists and has the following expression: 
Moreover, (i) P is compact and skew-adjoint on H 1 ; (ii) Q is self-adjoint on H 1 , and its essential spectrum is given by
where P and Q are defined by (3.13) and (3.14), respectively. Notice that when b(·) ≡ 0, A is skew-adjoint and is of compact resolvent. So is for A when b(·) ≡ 0, and in this case, A −1 = P. Hence, P is compact and skew-adjoint on H 1 . (i) is thus proved. Next we prove (ii). We first prove that Q is self-adjoint. Actually, for any (f, g),
and hence
which is equivalent to λg(x) = v(x) and f satisfies (3.17 ) admits a solution, integrating both sides of (3.17) over [0, 1] shows that it must have λf (·),
and it follows from (3.17) that
Hence,
it has {0} × L 
If the measure of E λ is nonzero and (3.17) admits a solution, it must have
Obviously, such a function cannot represent all functions of R(D) on E λ , that is R(λI − Q) = H 1 . Now suppose that the measure of E λ is zero and (3.17) has solution f ∈ R(D) for any u ∈ R(D). Then f must be of the form (3.18). Take special u ∈ R(D) in (3.18) as following
is a given small closed interval containing ξ, and mes(E 1 ) is the measure of
Obviously, for this special u, there exists a closed interval
and hence by (3.18),
. This fact together with (3.18) shows that
Define the multiplication operator F :
, then there exist subsequences { u n k } and {F u n k } converge to u and u almost everywhere for x ∈ E 2 , respectively. Therefore, by definition (3.23), we have
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Hence F is closed on
This contradicts to λa(ξ) + b(ξ) = 0 and continuity of a, b. 
By (3.16) and (3.22) , it suffices to show that [m, M ] ⊂ σ ess (Q). There are two cases:
which means, by Definition 3.3, that
Case II: m < M. In this case, λ can be taken as any point of interval
follows from Theorem 5 of [6, p.1395] which says that for a self-adjoint operator, all non-isolated spectrum must be essential spectrum (note that in [6] , the essential spectrum of a closed operator is defined as only those that (i) of our Definition 3.1 is satisfied). With these preparations, we could summarize the properties of σ ess (A) as Theorem 3.8 following. 
Theorem 3.8. Let A be defined by (2.4). Then the following assertions hold. (i) The essential spectrum of operator A is given by
The desired result then follows directly through the relation (3.10). Next, we consider the continuous spectrum for the system (2.1). Lemma 3.9. Let A be defined by (2.4) and the following conditions are satisfied:
Then the set of the continuous spectrum σ c (A) of A satisfies 
, then there exists a nonzero f ∈ H 1 0 (0, 1) satisfying the characteristic equation (3.1). The proof will be accomplished if we can show that f ≡ 0 because σ r (A) = ∅ claimed by Theorem 3.1. This will be divided into three steps:
Step 1: We claim that in a neighborhood of ξ,
when ξ is the first order zero point of a + λb (3.27) or there exists a r 1 > 0 such that 
where k = 1 or 2 and ϕ is analytic in [0, 1], ϕ(ξ) = 0. Thus,
. A simple calculation shows that p 0 = 1, q 0 = 0 when ξ is the first order zero point of a + λb, and p 0 = 2, q 0 = 0 while ξ is the second order zero point of a + λb.
Since f is required to be continuous, when ξ is the first order zero point of a + λb, F (r) = 0 has only zero solution and hence f is of the form (3.27). While ξ is the second order zero point of a + λb, let r 1 , r 2 be the roots of F (r) = 0:
If r 1 is a nonreal number, then Re(r 1 ) = − 1 2 . In this case, f must be identical to zero in a neighborhood of ξ and D ξ = 0 in (3.28). Otherwise, we may suppose r 1 > 0 > r 2 . Since f is continuous in [0, 1], it must be of the form (3.28).
Step 2: We claim that there is a sequence
To do this, it suffices to show that for any
and f (x 1 ) = f (x 2 ) = 0, then there exists a γ ∈ (x 1 , x 2 ) such that f (γ) = 0. In fact, if there exists a second order zero point γ of a + λb in (x 1 , x 2 ), it follows from
Step 1 that
If there exists no second order zero point of a + λb in (x 1 , x 2 ), by Step 1, f must be analytic in (x 1 , x 2 ) . By Rolle's theorem, it follows that there exits an η ∈ (x 1 , x 2 ) such that
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In this case, we take γ = η. If ξ = η, then we have
By using Rolle's theorem again, there exists a γ between ξ and η such that
which yields f (γ) = 0 from (3.1).
Step 3: It follows from Step 1 and Step 2 that there is a neighborhood O ξ of ξ such that
Since f is identical to zero in a neighborhood of any regular singular point ξ, f must be identical to zero everywhere by the uniqueness theorem of the regular ordinary differential equations. The proof is complete. 
If a ≡ −λb, it is trivially that the solution f of Eq. (3.1) must be identical to zero. By Lemma 3.9, we may assume that
where m > 2 is a positive integer and ϕ is analytic in [0, 1], ϕ(ξ) = 0. We show that f ≡ 0. This case corresponds the irregular singular point for Eq. (3.1). The proof will be divided into three steps:
Step 1: We claim that f (ξ) = 0. In fact, we can rewrite (3.1) as
with the boundary conditions:
By the analyticity of ϕ and ρ, we may assume that
where the two series on the right side above are the Taylor series and by assumption l 0 = 0. We only need to discuss the case of x ≥ ξ since the case of x ≤ ξ can be treated similarly. Let x − ξ = t 2 . Then (3.30) is equivalent to
and
Then f (ξ) = 0 is equivalent to y(0) = 0. We choose k = m − 2 and let
Then the solutions of (3.31) are of the form (see, e.g., [5, p.224] ).
is a Frobenius series. Substitute (3.32) into (3.31) to obtain the differential equation satisfied by Y :
Y (t) + [C(t) + 2F (t)]Y (t) + D(t) + C(t)F (t) + [F (t)]
Choose the constants A n , n = 1, 2, · · · , k to eliminate the most singular terms in the coefficient of Y in (3.35) to get, after a calculation, that 
Let

F (t) = iτ (t), Y (t) = t s [u(t) + iv(t)], s = α + iβ,
where α = − m 2 ,
β, τ(t), u(t), v(t) ∈ R and u, v are analytic at
t = 0, u 2 (0) + v 2 (0) = 0. Then
y(t) = [cos τ (t) + i sin τ (t)]t α [cos(β ln t) + i sin(β ln t)][u(t) + iv(t)]
= t α [cos(τ (t) + β ln t) + i sin(τ (t) + β ln t)][u(t) + iv(t)]
= t α [u(t) cos(τ (t) + β ln t) − v(t) sin(τ (t) + β ln t)]
+ it α [v(t) cos(τ (t) + β ln t) + u(t) sin(τ (t) + β ln t)].
Let z(t) = τ (t) + β ln t. Since A k = 0, lim t→0 + z(t) = ∞, this together with the continuity of z(t) enables us to easily show that [u(t) cos z(t) − v(t) sin z(t)] and [v(t) cos z(t) + u(t) sin z(t)]
are linearly independent. Therefore the general solution of (3.31) is of the form
cos z(t) − v(t) sin z(t)] + b 2 [v(t) cos z(t) + u(t) sin z(t)]} , (3.36)
where b 1 and b 2 are real constants. Since f (x) is continuous at x = ξ, so is for y(t) at t = 0. Since α < 0, it must have This together with (3.37) gives
Since
Case II: l 0 < 0. In this case, A k ∈ R. And by the similar calculation as Case I, we have A n ∈ R, n = 1, 2, · · · , k and the general solution of (3.31) is of the form
where c 1 and c 2 are constants, F (t) is of the form (3.33), and Y i (t), i = 1, 2 is of the form (3.34). Now, we may assume without loss of generality that
Then by the continuity of y and
and hence y(0) = 0.
To do this, it suffices to show that for any [
and f (x 1 ) = f (x 2 ) = 0, then there exists a γ ∈ (x 1 , x 2 ) such that f (γ) = 0. In fact, if there exists a zero point γ of a + λb in (x 1 , x 2 ) whose order is greater than one, it follows from Step 1 and the proof of Lemma 3.9 that
Otherwise, by the proof of Lemma 3.9, f is analytic at any first order zero of a + λb in (x 1 , x 2 ), and ξ = x 1 or ξ = x 2 . But since the solution y of (3.31) is of (3.38) or (3.39), it is differentiable in a neighborhood of t = 0 except t = 0. So the solution f of (3.1) is differentiable in a neighborhood of x = ξ except x = ξ. In any case, f is differentiable in (x 1 , x 2 ) . By Rolle's theorem, there exits an η ∈ (x 1 , x 2 ) such that
using Rolle's theorem again, there exists a γ between ξ and η such that
Step 3: By Step 2, the solution y of (3.31) has infinitely many zero points approaching zero. Since y is of (3.38) or (3.39), y ≡ 0 in a neighborhood of t = 0. Equivalently, there is a neighborhood O ξ of ξ such that
Since there are at most finite number of singular points ξ, f must be identical to zero everywhere by the uniqueness of the solution for regular linear ordinary differential equations. The proof is complete.
If there is no analyticity, Theorem 3.10 is not true anymore. This is suggested by many studies on Sturm-Liouville problem. The following is an counter-example.
According to Theorem 0 of [7] , there are countable number of positive μ such that the Sturm-Liouville problem:
admits nonzero absolutely continuous solutions f . Take specially μ > 0 for such a μ. Then we may choose
Eq. (3.1) is now having a nonzero absolutely continuous solution f . Suppose (pf )(0) = c. We show that f ∈ H 1 0 (0, 1) or equivalently f ∈ L 2 (0, 1), which hence severs as a counter-example. Indeed, set
Then (3.41) is rewritten as
According to Theorem 1 of [19, Sect. 16] , the above equation is equivalent to the following integral equation
for which the solution can be represented uniformly in [0, 1] as
Therefore,
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The above series is absolutely uniformly convergent since |f (
The above series is also absolutely uniformly convergent since
where g is a continuous function. Hence f ∈ L 2 (0, 1).
Asymptotic behavior of eigenvalues
In this section, we consider the asymptotic behavior of eigenvalues for the system (2.1). To do this, we assume further that
Suppose that λ is an eigenvalue with large modulus. Then
and we rewrite the characteristic equation 
has the following asymptotic expression:
In order to find the asymptotic fundamental solutions of (4.6), we introduce the following space-scaling transformation:
Under this transformation, (4.6) becomes
with the boundary conditions: Now we consider (4.9) and (4.10). Since the eigenvalues are symmetric about the real axis and Reλ ≤ 0 for any λ ∈ σ(A), we only consider those eigenvalues λ with π 2 ≤ argλ ≤ π.
we consider μ locating on the following sector: are linearly independent fundamental solutions of
and for |μ| large enough, (4.9) has the following asymptotic fundamental solutions:
,
(4.15)
www.zamm-journal.org P r o o f. The first claim is trivial. We only need to show that (4.13) are the asymptotic fundamental solutions of (4.9). This can be done along the same way of [2] and [19, Sect. 4] . Here we present briefly a simple calculation to (4.13)- (4.15) . 16) where φ ki (z), k = 1, 2, i = 0, 1 are some functions to be determined, and
Letting the coefficients of μ 1 and μ 0 be zero gives
Use the conditions φ 10 (0) = 1 and φ 11 (0) = 0 to obtain
and 
and so
.
Same arguments also give φ 20 (z) and φ 21 (z) as in (4.14) and (4.15). The proof is complete. Let λ = μ 2 with large modulus and μ ∈ S defined by (4.11). Let φ be a solution of (4.9) and (4.10). There are constants c 1 and c 2 such that 17) where φ 1 (z) and φ 2 (z) are fundamental solutions given by (4.13)-(4.15). By using the boundary conditions of (4.10), we have
Hence, φ(z) has a nontrivial solution if and only if det(Δ(μ)) = 0, that is, μ ∈ S satisfies the characteristic equation:
where k 0 is a constant satisfying
Lemma 4.4. Let Δ(μ) be given by (4.19) . Then the characteristic determinant det(Δ(μ)) has the following asymptotic expression: where k 0 is given by (4.21) and h is given by (4.8) .
P r o o f. Since in sector S, det(Δ(μ)) has the asymptotic form given by (4.22) , by det(Δ(μ)) = 0, we have So Λ 0 is a bounded set of C and there is no eigenvalue on the imaginary axis. These together with (i) of Theorem 3.8 show that Reλ ≤ −α for some α > 0 for all λ ∈ σ(A).
It is noticed that we only get the asymptotic expression for larger eigenvalues. From constant case that both a and b are constant, there is a sequence of finite eigenvalues that approach to continuous spectrum. However, for variable a, b, it becomes complicated that needs further investigations.
