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Abstract
Ergodic optimization and discrete weak KAM theory are two parallel
theories with several results in common. For instance, the Mather set is the
locus of orbits which minimize the ergodic averages of a given observable.
In the favorable cases, the observable is cohomologous to its ergodic mini-
mizing value on the Mather set, and the discrete weak KAM solution plays
the role of the transfer function. One possibility of construction of such
a coboundary is by using the non linear Lax-Oleinik operator. The other
possibility is by using a discounted cohomological equation. It is known
that the discounted discrete weak KAM solution converges to some selected
weak KAM solution. We show that, in the ergodic optimization case for a
coboundary observable over a minimal system, the discounted transfer func-
tion converges if and only if the observable is balanced.
1 Notations and main statements
We consider a topological dynamical system (Ω, σ) where Ω is a compact metric
space and σ : Ω → Ω is a continuous map. We denote by P(Ω, σ) the set of
probability σ-invariant measures, and for every continuous function f ∈ C0(Ω),
by f¯ , the ergodic minimizing value of f
f¯ := min
µ∈P(Ω,σ)
∫
f dµ. (1)
A minimizing measure is a probability invariant measure realizing the minimum
in (1). We denote by Pmin(Ω, σ, f ) the set of minimizing measures.
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Given a continuous function f : X → R, we want to solve the following
cohomological equation where (M, u) are the two unknowns,
M is a Borel invariant set, and µ(M) = 1 for some µ ∈ P(Ω, σ),
u : Ω→ R is a non-negative Borel function,
∀ω ∈ Ω, f (ω) − f¯ ≥ u ◦ (ω) − u(ω),
∀ω ∈ M, f (ω) − f¯ = u ◦ σ(ω) − u(ω).
(CE)
A function of the form u ◦ σ − u is called a coboundary, and u is usually called a
transfer function.
Notice that such an invariant measure µ giving a unit mass to M is necessarily
a minimizing measure and satisfies supp(µ) ⊆ M¯. As we are interested in the
“largest” set M for which such a transfer function u exists, it is hence natural to
consider the following set, called Mather set and defined by
M( f ) :=
⋃{
supp(µ) : µ ∈ Pmin(Ω, σ, f )
}
. (2)
It is easy to see that the Mather set is closed, invariant, and is equal to the support
of some minimizing measure. The terminology “Mather set”, following Mather
[10] (where it is denoted suppMc before proposition 3), comes from the weak
KAM theory initiated by Man˜e´ [9] (Theorem B, cohomological equation on each
supp(µ)), then extended by Fathi [4] (theorem 1, sub-cohomological equation on
the whole setΩ) and later thoroughly studied by Fathi in [5] (the final terminology
in section 4.12).
For strongly regular systems, if the dynamical system (Ω, σ) is a Smale space
[12] (for example a sub-shift of finite type) and the function f is Walters [14] (for
example Ho¨lder), then the cohomological equation (CE) admits a solution (M, u)
where M = M( f ) and u is Walters, see Bousch [1]. In an opposite direction, if
(Ω, σ) is a topological dynamical system admitting invariant measures with dif-
ferent supports, for C0 generic function f , every minimizing measure µ has full
support, supp(µ) = Ω, and there is no solution (M, u) of (CE) with a continuous u,
see Bousch [1]. There also exists C∞ lacunary functions on the torus f : T → R
and Liouville numbers α such that on the minimal and uniquely ergodic dynam-
ical system (T,Rα), (Rα denotes the rotation by α), there is no solution (M, u) of
(CE) with a Borel u, see Katok-Robinson [8] (remarks 1 after theorem 3.5) and
Herman [7].
Our first result is the following.
Theorem 1. Let (Ω, σ) be a topological dynamical system and f : Ω → R be a
continuous function. Assume
∀ω ∈ Ω, u(ω) := − inf
n≥1
n−1∑
k=0
(
f − f¯
)
◦ σk(ω) < +∞.
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Let u+ := max(u, 0). Define a Borel set
M :=
{
ω ∈ M( f ) : ∀k ≥ 0,
(
f − f¯ − u+ ◦ σ + u+
)
◦ σk(ω) = 0
}
.
Then (M, u+) is a solution of the cohomological equation (CE):
i. u+ is lower semi-continuous,
ii. ∀ω ∈ Ω, f (ω) − f¯ ≥ u+ ◦ σ(ω) − u+(ω),
iii. ∀µ ∈ Pmin(Ω, σ, f ), µ(M) = 1,
iv. M is residual inM( f ).
The following corollary is an extension of Gottschalk-Hedlund theorem [6]
for every minimal subsets of the Mather set.
Corollary 2. Let (Ω, σ) be a topological dynamical system, and f : Ω → R be a
continuous function. Assume
∃C ≥ 0, ∀ω ∈ Ω, ∀n ≥ 1,
n−1∑
k=0
( f − f¯ ) ◦ σk(ω) ≥ −C.
Then
i. ∀ω ∈ M( f ), ∀n ≥ 1,
∑n−1
k=0( f − f¯ ) ◦ σ
k(ω) ≤ C,
ii. if µ is invariant and supp(µ) ⊂ M( f ) then µ is minimizing,
iii. there exists a lower semi-continuous function u : Ω→ R such that
(a) 0 ≤ u ≤ C,
(b) ∀ω ∈ Ω, f (ω) − f¯ ≥ u ◦ σ(ω) − u(ω),
(c) for every minimal subset X ⊆ M( f ), u is continuous on X and
∀ω ∈ X, f (ω) − f¯ = u ◦ σ(ω) − u(ω).
If (Ω, σ) is minimal, the Mather set must be equal to Ω and we recover the
classical Gottshalk-Hedlund theorem. The following statement is a slightly im-
proved extension.
Theorem 3 (Gottschalk-Hedlund [6]). If (Ω, σ) is minimal, f ∈ C0(Ω), and
∀ω ∈ Ω, inf
n≥1
n−1∑
k=0
( f − f¯ ) ◦ σk(ω) > −∞,
then ∃u ∈ C0(Ω), ∀ω ∈ Ω, f (ω) − f¯ = u ◦ σ(ω) − u(ω).
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Notice that if (Ω, σ) is uniquely ergodic, M( f ) = supp(µ) and f¯ =
∫
f dµ for
a unique ergodic measure µ.
We now consider a weaker form of the cohomological equation that we call
discounted cohomological equation:
∀ǫ > 0, uǫ : Ω→ R is a C
0 function,
∀ǫ > 0, ∀ω ∈ Ω, f (ω) = (1 − ǫ)uǫ ◦ σ(ω) − uǫ(ω).
(DCE)
Notice that (DCE) has a unique solution, called discounted transfer function, and
given by
Uǫ[ f ](ω) := −
∑
k≥0
(1 − ǫ)k f ◦ σk(ω). (3)
We question whether the discounted solution Uǫ[ f ] converges to some solution
of (CE) as ǫ → 0. We give a complete answer when f is a coboundary over a
minimal system.
Definition 4. Let (Ω, σ) be a topological dynamical system, and f : Ω → R be a
continuous function.
i. We say that f is a regular coboundary if there exists a continuous function
u : Ω→ R such that f = u ◦ σ − u.
ii. We say that f is a balanced coboundary if there exists a continuous function
u : Ω→ R such that f = u◦σ−u and
∫
u dµ is independent of µ ∈ P(Ω, σ).
Our second result is the following.
Theorem 5. Let (Ω, σ) be a topological dynamical system, and f : Ω → R be a
regular coboundary.
i. If f is balanced, then there exists a unique u ∈ C0(Ω) such that f = u◦σ−u
and
∫
u dµ = 0, ∀µ ∈ P(Ω, σ), and Uǫ[ f ] → u uniformly in Ω.
ii. If (Ω, σ) is minimal and f is not balanced, then there exist u ∈ C0(Ω) sat-
isfying f = u ◦ σ − u, two ergodic invariant measures µ0, µ1 satisfying∫
u dµ0 ,
∫
u dµ1, and a residual set M ⊆ Ω such that, for every ω ∈ M,
there exists a decreasing sequence (ǫn)n≥0 converging to 0 such that
Uǫ2p[ f ](ω) → u −
∫
u dµ0, Uǫ2p+1[ f ](ω)→ u −
∫
u dµ1.
The notion of discounted cohomological equation is reminiscent of the no-
tion of discounted weak KAM solution discussed in [3] in the continuous setting
and in [2, 13] in the discrete setting. Contrary to the phenomenon observed in
theorem 5, the discounted weak KAM solution converges to some selected weak
KAM solution, called balanced weak KAM solution, see [13] proposition 18 in
the discrete setting.
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2 Proofs for the cohomological equation
Proof of theorem 1. Item (i) is a consequence of the fact that the supremum of
continuous functions is lower semi-continuous.
Item (ii) is an immediate consequence of the following identity:
∀ω ∈ Ω, f (ω) − f¯ = u+ ◦ σ(ω) − u(ω). (4)
Indeed let ω ∈ Ω. Either
( f − f¯ )(ω) = −u(ω) <
n−1∑
k=0
(
f − f¯
)
◦ σk(ω), ∀n ≥ 2,
≤
(
f − f¯
)
(ω) − u ◦ σ(ω),
u ◦ σ(ω) ≤ 0,
(
f − f¯
)
(ω) = u+ ◦ σ(ω) − u(ω),
or
( f − f¯ )(ω) ≥ −u(ω) = inf
n≥2
n−1∑
k=0
(
f − f¯
)
◦ σk(ω),
=
(
f − f¯
)
(ω) − u ◦ σ(ω),
u ◦ σ(ω) ≥ 0,
(
f − f¯
)
(ω) = u+ ◦ σ(ω) − u(ω).
We have proved in particular,
∀ω ∈ Ω,
(
f − f¯
)
(ω) ≥ u+ ◦ σ(ω) − u+(ω).
Notice that it implies u+◦σ−u+ ∈ L1(µ) and
∫
(u+◦σ−u+) dµ = 0, ∀µ ∈ P(Ω, σ).
The proof of item (iii) will follow from the fact that u ≥ 0, µ(dω) a.e. for every
µ ∈ Pmin(Ω, σ, f ). Let u
− := (−u)+ and µ be a minimizing measure. We have
0 =
∫ (
f − f¯
)
dµ =
∫
(u+ ◦ σ − u) dµ =
∫
(u+ ◦ σ − u+) + u− dµ,
∫
u− dµ = 0 ⇒ u ◦ σk(ω) ≥ 0, µ(dω), ∀k ≥ 0, a.e.
which implies µ(M) = 1.
The proof of item (iv) will follow from the fact that u ≥ 0 on the set R of points
of continuity of u belonging to the Mather set, and that R is residual in the Mather
set thanks to the lower semi-continuity of u. Indeed let ω ∈ R. Then ω ∈ supp(µ)
for some minimizing measure µ. By contradiction, if u(ω) < 0, we would have
u < 0 on a neighborhood U containing ω. Since U ∩ supp(µ) , ∅, we would have
µ(U) > 0, contradicting u ≥ 0, µ a.e. Therefore, u ≥ 0 for any ω ∈ R, which
implies (4) holds with u+(ω) instead of u(ω). Hence, the residual set ∩k≥0σ
−k(R)
is contained in M, which completes the proof of (iv). 
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Proof of corollary 2. Theorem 1 implies the existence of a lower semi-continuous
function u : Ω→ R and a residual subset M ⊆ M( f ) such that
• ∀ω ∈ Ω, f (ω) − f¯ ≥ u ◦ σ(ω) − u(ω),
• ∀ω ∈ M, f (ω) − f¯ = u ◦ σ(ω) − u(ω),
• ∀ω ∈ Ω, 0 ≤ u(ω) ≤ C.
The proof of item (i) follows from,
∀ω ∈ M, ∀n ≥ 1,
n−1∑
k=0
(
f − f¯
)
◦ σk(ω) = u+ ◦ σn(ω) − u+(ω) ≤ u+ ◦ σn(ω) ≤ C,
and from the fact that M is residual and in particular dense in the Mather set.
The proof of item (ii) follows from item (i). If supp(µ) ⊆ M( f ), then
∀n ≥ 0, n
∫
f dµ ≤ n f¯ + C ⇒
∫
f dµ = f¯ .
The proof of item (iii) follows from theorem 1 applied to − f on any (X, σ).
Indeed, thanks to item (i), we have
sup
µ∈P(X,σ)
∫
f dµ = f¯ and ∀ω ∈ X, sup
n≥1
n−1∑
k=0
(
f − f¯
)
◦ σk(ω) < +∞.
There exists a non-positive upper semi-continuous function v : X → R such that
∀ω ∈ X, f (ω) − f¯ ≤ v ◦ σ(ω) − v(ω).
Then
∀ω ∈ X, u ◦ σ(ω) − u(ω) ≤ fω) − f¯ ≤ v ◦ σ(ω) − v(ω).
Since u − v is lower semi-continuous on X, u − v attains its infimum on X. Define
D := min
{
(u − v)(ω) : ω ∈ X
}
, X˜ := {ω ∈ X : (u − v)(ω) ≤ D}.
Since (u − v) ◦ σ ≤ (u − v), X˜ is compact, σ-invariant, therefore by minimality
is equal to X: u − v = D on X, u and v restricted to the X are continuous and
f − f¯ = u ◦ σ − u = v ◦ σ − v on X. 
We will need the following lemma for the proof of theorem 3. See proposition
A.7 in Morris [11] for a proof.
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Lemma 6. Let (Ω, σ) be a topological dynamical system and f ∈ C0(Ω). Then
∃ω∗ ∈ Ω, ∀n ≥ 0,
1
n
n−1∑
k=0
f ◦ σk(ω∗) ≤ min
µ∈P(Ω,σ)
∫
f dµ.
Proof of theorem 3. It follows from lemma 6 and by assumption of the theorem,
there exists ω∗ ∈ Ω and a constant C ≥ 0 such that
∀n ≥ 0, −C ≤
n−1∑
k=0
( f − f¯ ) ◦ σk(ω∗) ≤ 0.
Then
∀m, n ≥ 0,
m+n−1∑
k=m
( f − f¯ ) ◦ σk(ω∗) ≥ −C.
By minimality of (Ω, σ), the orbit of
(
σk(ω∗)
)
k≥0 is dense,
∀ω ∈ Ω, ∀n ≥ 1,
n−1∑
k=0
( f − f¯ ) ◦ σk(ω) ≥ −C.
We conclude the proof by using corollary 2. 
3 Proofs for the discounted cohomological equation
Notice that the unique solution of (DCE), equation (3), can be written as
Uǫ[ f ](ω) = −
1
ǫ
∫
f dµǫ,ω, ∀ω ∈ Ω,
where µǫ,ω :=
∑
k≥0 ǫ(1−ǫ)
kδσk(ω) is a probability measure not necessarily invariant.
The proof of item (i) of theorem 5 follows from the following lemma.
Lemma 7. Let be f ∈ C0(Ω).
i. If ∀µ ∈ P(Ω, σ),
∫
f dµ = 0, then
∫
f dµǫ,ω → 0 uniformly in ω ∈ Ω.
ii. If f = u ◦ σ − u, then Uǫ[ f ](ω) = u(ω) −
∫
u ◦ σ dµǫ,ω, ∀ω ∈ Ω.
Proof of item (i). We first prove that
lim sup
ǫ→0
sup
ω∈Ω
∫
f dµǫ,ω = 0.
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Let (ǫn)n≥0 be a sequence tending to 0 and realizing the above lim sup. Let (ωn)n≥0
be a sequence of points of Ω realizing the supremum of
∫
f dµǫn,ω for each ǫn.
Choose a sub-sequence of (ǫn)n≥0, that we denote in the same way, such that
(µǫn,ωn)n≥0 converges to some probability measure µ. Notice that
∀n ≥ 0, ∀g ∈ C0(Ω), (1 − ǫn)µǫn,ωn(g ◦ σ) = µǫn,ωn(g) − ǫng(ωn).
Taking n → +∞, we obtain µ ∈ P(Ω, σ) and
lim sup
ǫ→0
sup
ω∈Ω
∫
f dµǫ,ω =
∫
f dµǫn,ωn →
∫
f dµ = 0.
Similarly we show lim infǫ→0 infω∈Ω
∫
f dµǫ,ω = 0. Item (i) is proved. 
Proof of item (ii). We observe
u = u ◦ σ − f = (1 − ǫ)u ◦ σ − f + ǫu ◦ σ
=
∑
k≥0
(1 − ǫ)k(− f + ǫu ◦ σ) ◦ σk
u(ω) = Uǫ[ f ](ω) +
∫
u ◦ σ dµǫ,ω. 
Proof of item (i) of theorem 5. If f is a balanced coboundary, f = u ◦ σ − u for
some u satisfying
∫
u dµ = 0, ∀µ ∈ M(Ω, σ). Then, thanks to lemma 7,
Uǫ[ f ](ω) = u(ω) −
∫
u ◦ σ dµǫ,ω → u(ω), uniformly in ω ∈ Ω.
In particular, such a transfer function u is unique. 
The proof of the second item of theorem 5 will be given after the two following
lemmas.
Lemma 8. Let (Ω, σ) be a minimal dynamical system, and µ0, µ1 be two ergodic
measures. Then there exists a residual subset M ⊆ Ω such that for every ω ∈ M
there exists a sequence of integers (Np)p≥1 such that
∀p ≥ 1, N2p < ln(N2p+1), N2p−1 < ln(N2p),
∀p ≥ 1, ∀ ln(Np) < n < Np,
∣∣∣∣1
n
n−1∑
k=0
u ◦ σk(ω) − µ[p](u)
∣∣∣∣ < 1
p
,
where [p] = p mod 2.
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Proof. Let i = 0, 1. As µi is ergodic, thanks to Birkhoff’s ergodic theorem, for
every p ≥ 1, q ≥ 1,
U(i)p,q :=
{
ω ∈ supp(µi) : ∃N ≥ q, ∀ ln(N) < n < N,
∣∣∣∣1
n
n−1∑
k=0
u◦σk+1(ω)−µi(u)
∣∣∣∣ < 1
p
}
is an open and dense set of supp(µi). As (Ω, σ) is minimal, supp(µi) = Ω. The set
Mi := ∩p,q≥1U
(i)
p,q is thus a residual set of Ω. Define M := M0 ∩ M1. Then M is a
residual set. If ω ∈ M, we construct by induction a sequence of integers (Np)p≥1
satisfying the properties of the above lemma:
p = 1, q = 1, ∃N1, ∀ ln(N1) < n < N1,
∣∣∣∣1
n
n−1∑
k=0
u ◦ σk+1(ω) − µ1(u)
∣∣∣∣ < 1,
p = 2, q = ln(N1), ∃N2 > q, ∀ ln(N2) < n < N2,
∣∣∣∣1
n
n−1∑
k=0
u ◦ σk+1(ω) − µ0(u)
∣∣∣∣ < 1
2
,
p = 3, q = ln(N2), ∃N3 > q, ∀ ln(N3) < n < N3,
∣∣∣∣1
n
n−1∑
k=0
u ◦ σk+1(ω) − µ1(u)
∣∣∣∣ < 1
3
,
and so on. 
Denote by An,ω :=
1
n
∑n−1
k=0 δσk(ω) the empirical measure.
Lemma 9. For every ǫ > 0, ω ∈ Ω, n ≥ 2
µǫ,ω =
n−2∑
k=⌊ln(n)⌋
(k + 1)ǫ2(1 − ǫ)kAk+1,ω + Rn,ǫ,ω,
Rn,ǫ,ω =
⌊ln(n)⌋−1∑
k=0
(k + 1)ǫ2(1 − ǫ)kAk+1,ω + nǫ(1 − ǫ)
n−1An,ω + (1 − ǫ)
nµǫ,σn(ω),
sup
ω
Rn,ǫ,ω(1) ≤ (ǫ ln(n))
2
+ (1 + ǫne)e−ǫn.
Proof. We have
µǫ,ω =
n−1∑
k=0
ǫ(1 − ǫ)kδσk(ω) + (1 − ǫ)
nµǫ,σn(ω),
n−1∑
k=0
ǫ(1 − ǫ)kδσk(ω) =
n−1∑
k=0
ǫ(1 − ǫ)k
(
(k + 1)Ak+1,ω − kAk,ω
)
=
n−2∑
k=0
(k + 1)ǫ2(1 − ǫ)kAk+1,ω + nǫ(1 − ǫ)
n−1An,ω. 
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Proof of item (ii) of theorem 5. Let (Ω, σ) be a minimal dynamical system and f
be a non-balanced coboundary: f = u ◦ σ − u,
∫
u dµ0 ,
∫
u dµ1 for some ergodic
measures µ0, µ1. Let M be the residual set given by lemma 8. Let ω ∈ M and
(Np)p≥1 be the sequence of integers given by lemma 8. Let ǫp :=
ln(Np)
Np
. Define
αp :=
Np−2∑
k=⌊ln(Np)⌋
(k + 1)ǫ2p(1 − ǫp)
k.
Then, using lemma 9,
0 ≤ 1 − αp = sup
ω
RNp,ǫp,ω ≤ (ǫp ln(Np))
2
+ (1 + ǫpNpe)e
−ǫpNp → 0,
µǫp,ω(u ◦ σ) − µ[p](u) =
Np−2∑
k=⌊ln(Np)⌋
(k + 1)ǫ2(1 − ǫ)k
(
Ak+1,ω(u ◦ σ) − µ[p](u)
)
+ RNp,ǫp,ω(u ◦ σ) − (1 − αp)µ[p](u),
|µǫp,ω(u ◦ σ) − µ[p](u)| ≤
αp
p
+ 2(1 − αp)‖u‖∞ → 0.
We conclude the proof of the theorem using item (ii) of lemma 7. 
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