Abstract. We propose a method for numerical approximation of Backward Stochastic Differential Equations. Our method allows the final condition of the equation to be quite general and simple to implement. It relies on an approximation of Brownian Motion by simple random walk.
Introduction
In this paper we propose a new method to approximate solutions of Backward Stochastic Differential Equations (BSDEs). Our method allows the final condition of the equation to be quite general and it is simple to implement. It relies on an approximation of Brownian motion by simple random walk.
This type of equation appears in numerous problems in Finance, in contingent claim valuation when there are constraints on the hedging portfolios (see El Karoui, Peng & Quenez [9] ). Some numerical methods for approximate solutions of BSDEs have already been developed. A four step algorithm developed by J. Ma, P. Protter and J. Yong to solve a class of more general equations called forward-backward SDE's has been proposed in [13] . A numerical scheme was developed based on this method in [7] . Bally [2] presents a random time scheme to approximate BSDEs. The convergence result only needs regularity assumptions. However his scheme requires a further approximation to give an implementation. On the other hand Chevance [5] gives a numerical method for solving BSDEs associated with a forward stochastic differential equation (FSDE) . His method requires strong regularity assumptions for its implementation. Finally a new result of Bally and Pagès allows for the numerical treatment of BSDEs and also reflected BSDEs [3] .
We should note that there is another type of approximating solution to BSDEs, via the discretization of filtration (see, for example, Antonelli and Kohatsu-Higa [1] , and Coquet, Mackevičius, and Mémin [6] ). Although our method uses similar ideas to those used in these results, in that we also approximate the Brownian motion by discrete processes, the main feature of our result is that we do not assume that the discretized filtrations "converge" to the original Brownian filtration in order to guarantee the convergence of the solutions. Such a relaxation reduces the complexity in constructing the approximating solutions.
Let Ω = C([0, 1], IR d ) and consider the canonical Wiener space ( Ω, F, IP, F t ), in which B t (ω) = ω(t) is a standard d-dimensional Brownian Motion. We consider the following BSDE
where ξ is a F 1 measurable square integrable random variable and f is Lipschitz continuous in the space variable with Lipschitz constant L. The solution of (1) is a pair of adapted processes (Y, Z) which satisfies the equation. Existence and uniqueness for the solutions of such equations are proved in [14] , [15] , and further results for the extension of uniqueness under more general assumptions for the generator have been developed for example in [12] in the one dimensional case. We note that for technical reasons in this paper we only treat the BSDEs with generator f being independent of the component Z. Nevertheless, our result for f independent of Z, combined with a simple Girsanov argument, yields a result that can include a Z term in the drift in a linear way. We explain this in the Remark at the end of the article. We hope to be able to address the fully general case in our future publications.
A Numerical Scheme for BSDEs
The numerical scheme we propose in this paper is based upon a discretization of (1) and replacing B by a simple random walk. To be more precise, let t
For the sake of simplicity we shall denote t i instead of t
when the dependence on n is possible; also, we shall consider only the one dimensional case, although the generalization to the d-dimensional case is rather clear. We denote M (n) to be the approximating binomial random walk, whose increments are 1/ √ n and −1/ √ n with probability 1/2. Further, we assume that the sequence {M (n) } is i.i.d. We note that while most of the results presented in this paper also hold for other approximations of B, we work with M (n) mainly for simplicity.
In what follows we denote (F n ) to be the natural filtration of M (n) . In some of our computations we shall use the linear interpolation associated to the discrete process M (n) , which will then become a continuous process and will still be denoted as M (n) itself. Consequently, if F is a functional defined on Ω, then by a slight abuse of notation we shall identify
and F (M (n) ) as the same, although the latter means F is evaluated over the linear interpolation of M (n) , while in the former F is considered as a function on IR d(m+1) .
Let us now consider the discrete version of the BSDE (1):
This equation has a unique solution (Ỹ (n) ,Z (n) ) since the martingale M (n) has the predictable representation property (see Buckdahn [4] ). It can be checked that solving this equation is equivalent to finding a solution to the following implicit iteration problem:
which, due to the adaptedness condition, is equivalent tõ
We point out, as we shall prove in Lemma 3.1, that one can in fact assume without loss of generality that the generator f is bounded, and henceforth we denote its bound by R. Furthermore, onceỸ
is solved via (3) by a fixed point technique:
It is standard to show that, if f is uniformly Lipschitz in the spatial variable x with Lipschitz constant L, then the iterations of this procedure will converge to the true solution of (3) at a geometric rate L/n. Therefore, in the case when n is large enough, one iteration would already give us the error estimate: |Ỹ (n)
, producing a good approximate solution of (3) . Consequently, we propose the following explicit numerical scheme for the BSDE (1)
Let us now analyze the error of this scheme. Clearly, the error produced by this method is bounded by
For large n (2L ≤ n works) one obtains that (
Using this bound we obtain the corresponding bound forZ (n) −Ẑ (n) . In fact, we havẽ
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Finally one obtains,
This means that for the convergence of the numerical method we just need to concentrate on the solution of (2).
We remark that the conditional expectations with respect to the discrete filtration (F (n) ) can be computed explicitly as follows. We assume Γ is an
-measurable random variable, and we take the 2 k atoms corresponding to the trajectories of the martingale
. Then we have
where a, b are the values of Γ in the two atoms of
coming from the corresponding atom
Our main result is the following:
Assume that in the BSDE (1) the following conditions hold:
, where F : Ω → IR d is a bounded Lipschitz function with respect to the uniform topology on Ω; that is, there exists a constant κ such that for all ω, ω ∈ Ω it holds that 
Let (Ỹ (n) ,Z (n) ) be the solution of (2), and let
Then the sequence (Ỹ (n) , U (n) ) converges weakly in the Skorohod topology to (Y, ZdB), where (Y, Z) is the unique solution of (1).
Proof of the main result
We first show that under the assumptions of Theorem 1 we can in fact assume without loss of generality that the function f is bounded. To this end, notice that f is continuous, it is bounded on any compact set [0, 1] × [−A, A], A > 0. Thus it suffices to show that there exists a constant
|f (s, 0)|, we have the following lemma.
Lemma 3.1. Under the assumptions on F and f as in Theorem 1, the solution Y of (1) is bounded by (D + R 0 )e L , where D is a bound for F .
Proof. In the one dimensional case this can be proved by the comparison Theorem. However, we shall provide an argument that does not involve any comparison results, therefore it works for the general case.
For any A > 0 we consider the following BSDE:
where φ A is any bounded Lipschitz function with constant 1, such that φ A (x) = x for |x| ≤ A, and we shall determine the constant A later. Since f is continuous, it is bounded on
, 2A] and we let C A denote this bound. Note that X A also solves the problem
we see that X A is bounded by D + C A and the following estimate holds:
Denote h A (t) := |X t | ∞ , the L ∞ (Ω) norm of the random variable X t . Then h A is a deterministic, measurable function and satisfies the inequality
Since h A (t) ≤ D + C A for all t, iterating (5) we derive that, for any N > 0,
Letting N → ∞ we obtain a generalized Gronwall inequality:
Note that the right side of this inequality does not depend on A, therefore if we choose A = (D + R 0 )e L in (4), then X A actually solves the equation
The uniqueness of the solution of the BSDE (1) then implies that (X A , Λ) ≡ (Y, Z), proving the lemma.
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The next two lemmas give some fine properties of the discretized solution {Ỹ (n) }.
Lemma 3.2. LetỸ (n) be the solution of (2) . Then the jumps ofỸ (n) converge uniformly to zero. Moreover
Proof. We use induction. Let us start withỸ
t n−1 which is given bỹ
Computing the conditional expectation, and recalling our convention on the process M (n) and its linear interpolation (see section 2) we see that
t n−1 ), from which we deduce, using that F is Lipschitz, the upper bound
On the other hand, sincẽ
we can denote G n−1 (·) to be the inverse function of the mapping y → y − 
Clearly, the right side above is a Lipschitz function of (M
t n−1 ) with Lipschitz constant κγ. If we takeỸ (n) t n−1 as the terminal value for a discrete BSDE with generator f on {0, . . . , t n−1 } we can apply the same argument as above to deduce that
and by an inductive argument
completing the proof. Proof. We use the criterium given in [8] , Theorem 2.3, for locally square integrable semimartingales. First notice thatỸ (n) has the following decomposition:
is a predictable process with finite variation, and U (n)
is a locally square integrable martingale. Define where V (A (n) ) is the total variation of A (n) . We have G (n) is bounded by an increasing function g that only depends on t. In fact V (A (n) ) ≤ C where C is a constant not depending on n. On the other
Using Lemma 3.2 and the fact |∆M
, we obtain
By choosing g equal to a constant, we have that G (n) satisfies conditions C1 and C2 of theorem 2.3 given in [8] and the conclusions of this theorem implies that (Ỹ (n) ) is relatively compact under the Skorohod topology.
We point out that the sequence of predictable finite variation processes {Ỹ
t j )} is bounded in total variation, and therefore is relatively compact under the Skorohod topology. From the previous proof we also know that the sequence {U (n) } is relatively compact.
The following lemma is a standard result in the theory of BSDEs, and will give us the basic estimates for the proof of our main result. To simplify presentation let us introduce some notation. For a process Y we denote the L 2,∞ norm of Y as
Further, we call the pair of the functions F and f in (1) the generator of this BSDE; and we denote the adapted solution of (1) by Y (F, f ) (or (Y (F, f )), Z(F, f )) if necessary), when the generators are to be specified. We have the following Lemma. 
In particular if we have a sequence
then the corresponding solutions converges in the L 2,∞ norm.
Proof For notational convenience we denote by
). Since Y −Ȳ satisfies the following equation
, and therefore from Doob's maximal inequality
On the other hand using (6) we obtain
which by Gronwall's inequality gives
for some finite constant C 1 which depends only on L, and the result follows.
We note that if in the previous result the sequence Y (G k , g k ) is uniformly bounded by A, then we can replace f −g ∞ by sup |x|≤A |f (x)−g(x)|. Using that M (n) converges weakly to a Brownian motion we obtain the following result whose proof is in the same spirit as the previous Lemma.
Lemma 3.5. Let (G, g) and (F, f ) be continuous and bounded generators. ConsiderỸ (n) (G, g) the solution of the discrete BSDE (2) associated to (G, g) and similarly forỸ (n) (F, f ). Then, there exists a constant C < ∞ which depends only on the Lipschitz constant L of f such that
Our next step is to prove that our numerical method converges when the terminal functional F is of discrete type; that is, it depends only on a finite number of points of a continuous path. We also assume that (F, f ) are in C ∞ 0 . For the sake of simplicity we assume that F depends only on two variables, leaving the obvious generalization for the reader.
We assume now the process Y satisfies the following Backward Stochastic Differential Equation
where τ 0 ∈ (0, 1). Using Itô's formula the process Y is obtained by solving the following system of partial differential equations:
In fact the solution is given by
In the previous system we can assume that u is defined on the whole interval [0, 1].
In order to compute a discretization of u, we consider (x i , y j ) such that x i = iδ, y j = jδ, where δ = δ(n) = 1/ √ n. We also denote ∆t = 1/n. We fix x i and consider the following difference equation associated to the first part of (8) which comes from a Taylor expansion of u(t + ∆t, x i , y j + δ) + u(t + ∆t, x i , y j − δ) (the idea is that U (n) (k, i, j) ≈ u(k∆t, iδ, jδ)). We denote by
Using the Lipschitz condition on f one proves that the previous difference equation has a unique solution, for k = k 0 , . . . , n − 1 i, j ∈ Z Z. With this solution we approximate the second part of (8) by solving
where k = 0, . . . , k 0 − 1, and j ∈ Z Z.
Using the results of [11] (Chapter V, pp. 353-381), we know that if (F, f ) is C 4 0 the solution of (8) is regular in (t, x, y) and it has bounded derivatives of order 2 in t and order 4 in (x, y). Let C > 0 be the common bound for these derivatives. Using this fact and a Taylor expansion for u on the (t, y) variables one obtains an upper bound for θ (n) (k) = sup
which yields the inequality
From ∆t = 1/n one obtains, as before, for large n that (
Since θ (n) (n) = 0 we get max
For the other terms we proceed in the same way. Consider
Therefore, using a suitable constant A, we obtain the following estimate
With this estimate in hand we can prove thatỸ (n) converges to Y . Using Skorohod's embedding theorem we can assume that M (n) , B are defined in the same space and M (n) converges a.s. uniformly on [0, 1] to B. On the other hand it is not hard to see that the unique solution of
is given byỸ
.
Finally from (12) one obtains thatỸ (n) converges a.s. uniformly on compact sets to the continuous process (9) , which is exactly the solution of (7). This means that Theorem 1 is proven when (F, f ) is C ∞ b , and F depends on a finite number of coordinates. Now, we are ready to complete the proof of Theorem 1 in the general case. First, we take a convergent subsequence of {Ỹ (n) }, which by simplicity we denote by {Ỹ (n) } itself. By Skorohod's embedding theorem we can assume that all are defined on the same space and moreover they converge a.s. uniformly on [0, 1], to a continuous process X. We consider the approximation F m which corresponds to the linear interpolation at t 0 , . . . , t m = 1. The processes 
Using the triangle inequality we obtain
Taking limits first in n, then in p and finally in m we see that the right side of (14) converges to 0. In fact, the first and the second terms converges to zero due to Lemma 3.4. The fourth and fifth converge to zero by Lemma 3.5. The last one tends to zero thanks to the a.s. uniform convergence ofỸ (n) to X plus the dominated convergence theorem. Finally the third term converges to 0 because (F m,p , f p ) is a smooth function, and F m,p depends on a finite number of coordinates. Therefore the only limit point for the sequenceỸ (n) is exactly Y the solution of (1), proving the result.
Remark.
We note that our results in this paper can easily be used to treat a slightly more general case, where there is a term Z in the drift of the BSDE. Indeed, suppose that (H s ) s>0 is a predictable process in L 2 for dP dt. Also suppose it is known to us. Then we can numerically solve the BSDE
by first solving
We do this as follows. Given equation (15) on ( Ω, F, IP, F t , P ), we form the equation
and then set β = B t − t 0 H s ds, which is a Brownian motion under the new probability measure Q defined by dQ = M T dP . We then solve the equation (16) under Q with β replacing B. The solution Y of (16) is then also a solution of (15) under P and using the original Brownian motion B. Last, we wish to note that equations of the type (15) are of interest in Financial Asset Pricing Theory; see, for example, Section 1 of [10] .
Summary.
We summarize here the proposed algorithm to solve the BSDE
by means of a random walk approximation M (n) , in the following scheme
where the conditional expectations with respect to the discrete σ-field F (n) t i are computed using a tree structure. For example we obtain
