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ABSTRACT

Author: Venkatesan, Vinoth. MSME
Institution: Purdue University
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Title: Flexible Automation for Meso and Micro-Scale Manipulation and Assembly
Major Professor: David J. Cappelleri
A complete micro-manipulation and assembly system is proposed in this work, capable of
manipulation of parts at the micro/meso scale, path-planning, assembly sequencing planning and
flexible soldering to attach these parts in the final assembly. The work presented here addresses
the issues associated with interacting with objects at such a small scale and their interactions
with the environment by looking at various manipulation and assembly tasks, providing solutions
to these problems, and analyzing the results. First, the problem of assembling is resolved using a
Sub-Assembly based Sequence Planning algorithm which was implemented in this system and
the results are demonstrated by performing assembly tasks for different configurations. In the
next chapter, the aforementioned issues are treated using push based manipulation methods to
move the parts. A machine learning based approach is presented and is augmented with a realtime path planning algorithm to move these in an obstacle prone environment. Lastly, a system
for performing flexible soldering at these scales is presented for tackling the problem of joining
parts together once they have been assembled.
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1. INTRODUCTION

Manipulation tasks at the meso and the micro-scale dier vastly from the conventional
manipulation tasks that are encountered at the large scale, like industrial robotic arms
for example. Apart from having to provide solutions for tasks like path-planning, trajectory
tracking, perception and control, which are present at the large scale too, we need to consider
problems that are associated with interacting with objects at a smaller scale.

The need

to consider eects like stiction, static electricity, and other unknown surface forces, which
complicate the interactions between the gripper and the part, signies the importance of
addressing these issues. The rest of the report is organized as follows.
In Chapter 2, a review of existing technologies and procedures for micro-manipulation and
assembly is presented. The state of the art in these areas is reviewed in a systematic layout
specic to each of the three sub-tasks that this work tries to address. A brief description of
the micro-manipulation system, the components used, along with the software architecture
that was developed to integrate and control the system is presented in Chapter 3. While the
overall system remained the same, minor modications to the components used and to the
software, to demonstrate the algorithms presented are also elucidated in the initial sections of
the later chapters. Chapters 4-6 each contains detailed explanations about the contributions
in the three main areas addressed in this work, a brief of which is provided below. Finally,
Chapter 7 concludes the work by providing an overarching summary of this work and the
possible future contributions that can be considered to augment it.

1.1

Contributions
The major contributions here are three-fold and address three separate but related prob-

lems in the area of meso/micro-scale manipulation and assembly.

Broadly, they can be

classied as follows:

•

Assembling the parts such that there is no interference while they are moved to their
nal position in the assembly.

A Sub-Assembly based Assembly Sequence Planning

scheme is implemented using the system.
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•

Manipulating the micro-parts using probes which make single-point contact with the
micro parts. A push based manipulation technique is proposed which is learned using
interaction data and is supplemented with a path planning scheme.

•

Attaching the micro-parts to each other which comes towards the end of the meso/microscale fabrication process but plays as signicant a role as the other issues.

Here, a

exible micro-soldering based solution is provided allowing for custom soldering operations.

1.1.1

Micro-Scale Assembly Sequence and Path Planning using Sub- Assemblies

The rst contribution provides a complete system for a micro-assembly task integrating
the work on path-planning, manipulation, and assembly sequence planning. A sub-assembly
based assembly sequence planning (SABLS) algorithm is presented to solve the Assembly
Sequence Planning (ASP) problem.

The SABLS algorithm, initially reported in [1] and

adapted from the Breakout Local Search (BLS) [2], is implemented here for specic tasks of
micro-assembly in cases where a coherent solution is not possible, meaning the assembly can
not be produced by bringing one part at a time to form the nal assembly.

Figure 1.1. System conguration showing the workspace for micro-manipulation.
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This issue is tackled by converting the nal assembly into sub-assemblies which can be
assembled together. This is implemented using custom made micro-parts which t together
only in a pre-dened specic fashion (the LEGO
shown in Fig.

1.1).

R

inspired micro-parts similar to the ones

Once the ASP problem is solved, the parts are manipulated from a

cluttered space to their nal positions in the sub-assemblies using a path-planning algorithm
based on RRT*, a random-sampling based execution. The entire system is demonstrated by
assembling these parts into various congurations which involve sub-assemblies, showing the
versatility of the system. The micro-manipulation system used is shown in Fig. 1.1, with the
use of all four manipulators for transporting the micro-parts using caging and push based
primitives and the inset image showing the view under the microscope.

1.1.2

Push based Micro-Manipulation using a Learned Model and Real-Time
Path Planning

Another contribution in the area of micro-manipulation is the use of push manipulations
(using the probes) in the supervision of visual feedback and unlike the existing conventional
methods, a system for manipulating micro-scale objects in an obstacle prone environment
using push manipulations based on a learned model is presented here. The path planning
is done using a RRT* search algorithm adapted for this setup and the manipulation is done
using a regression model trained on manipulation data collected

a priori.

The regression

model was chosen after extensive analysis of the accuracy data in the training / test dataset.
This model is used to capture the dynamics of the micro-part and it's interaction with the
environment such as frictional contacts and other uncertainties, that are dicult to model
explicitly.

The push manipulation is done using probes attached to micro-manipulators

capable of high-resolution movements.
The setup is demonstrated through simulations using two manipulators and a LEGO

R

inspired micro-part as it is pushed through dierent trajectories. Experiments include performing push manipulations in the presence of obstacles, with single and multiple manipulators, and demonstrating the use of the system to perform a micro-assembly task. The
major contribution is a working manipulation system for micro-parts that implicitly models
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dicult to model aspects like uncertainties in the environment, such as physical phenomena in the micro-scale like friction, and the contact interactions between micro-parts. The
manipulator system used for implementing the learned push manipulations is the same as
shown in Fig.1.1.

1.1.3

Development of a Flexible and Automated Micro-Soldering Station

One of the important tasks that arises after assembling micro / meso scale parts is
attaching the individual parts to each other. A reliable method to do this is by soldering them
together. In this direction, a exible automated soldering system to handle meso and microscale soldering operations is presented. The system is guided by a vision system and consists
of two micromanipulators, an XY motion stage, and a solder pen with an automatic solder
feeder. One micromanipulator is used to hold and position the solder pen and attached solder
feeder in the workspace; the second micromanipulator is used to hold and position the wire(s)
to be soldered on to a printed circuit board (PCB), which is used as a representative example
to demonstrate the working of the system. After hardware and vision system calibration,
the user can select point(s) from a real-time image of the workspace for the desired soldering
operations to occur. The soldering process is then carried out automatically two dierent
ways: 1. By servoing the XY motion stage with the PCB to position it under the soldering
manipulator followed by the solder operation; or 2. By moving the soldering manipulator to
the target soldering sites on the PCB that remain stationary.
The solder setup including the camera is rst calibrated to enable the selection of points
by clicking on the image.

The system validation is done on a PCB base board to which

the wires are to be soldered. The system is malleable enough to be generalized for soldering micro-parts since the overall conguration of the system would remain predominantly
unchanged.

The base board is mounted on an XY motion stage which can be moved on

relative coordinates or using absolute coordinates.

Experimental results for both scenar-

ios are presented and discussed for soldering single and multiple wires at a time. Overall,
this system provides a exible manufacturing solution for operations that demand custom
micro-soldering operations in a 2D plane. The complete setup is shown in Fig.1.2 with the

5

Figure 1.2. Overview of soldering station.

important parts marked. A more detailed explanation of the components involved can be
found in the later chapters.
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2. PREVIOUS-WORK

Manipulation and automation at the meso-scale and the micro-scale is a promising eld
with a lot of research happening in the recent years [37]. Micro-scale processes dier from
traditional macro-scale processes due to various reasons. Due to the lack of available sensors
at these scales, vision based manipulation has been studied and addressed extensively at the
micro- and meso-scale. Vision-based 3D micromanipulation and microassembly tasks have
been demonstrated in [4, 6, 811] with two to four coordinated micromanipulators with point
probes at the micro-scale.

2.1

Micro/Meso-Scale Assembly and Manipulation
Micro-assembly is used for overcoming various limitations that exist with planar mono-

lithic MEMS devices [12, 13]. In order to assemble parts at the micro-scale, various manipulation techniques have been proposed and the standard gripping operation has also been
studied for micro-scale [3] and a more recent piezo-electric based gripper was presented
in [14]. Because of the presence of surface forces that are dicult to model, such as static
electricity and Van der Walls forces which result in sticking eects, conventional methods
don't fare well [15, 16]. A method based on pushing manipulations was studied in [6], where
dierent motion primitives based on push manipulations like rotation and 1D-pushing are
used. This was based on some earlier work done on pushing [17] to mitigate the errors that
arise due to the contact friction and other interactions. Previous work on trying to quantify
/ model the pushing dynamics have been reported [1820] at the macro scale and various
frictional models in mechanical systems have also been reported in [21, 22]. These interaction
models, however, don't scale well to the micro-scale. Despite these limitations, work relating to micro-scale pick and place assembly tasks using micro-gripping strategies have been
reported [13, 2326]. Because of restrictions that arise with this scale, use of sensors without
compromising their precision is not pragmatic and hence the use of high resolution optical
systems was studied in [27], even with considerable success albeit with it's own limitations.
In this work, a cooperative manipulation based technique is used for caging operations
similar to the work previously done in [9]. Previous work on micro-manipulation uses con-
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cepts based on force and geometry closure to manipulate macro-scale components [28, 29].
Caging or object closure is a variation of force closure, which is used to transport an object
from an initial position to a goal position [30]. While force closure uses contact forces and
external forces like friction to manipulate parts, object closure only requires the robot / part
to be caged in a specic area of the conguration space [31]. Using multiple manipulators
to grasp and move objects in the presence of obstacles was demonstrated in [32], albeit at
the macro-scale. A caging transport primitive proposed in [8] is adapted for the assembly
system presented here, along with a One-Sided push primitive based on the previous work
in

[33, 34].
Previous approaches also used pre-dened physical models to understand the interaction

between the micro-parts and the medium on which it is placed [35,36]. Several ecient methods to manipulate micro-scale parts using force based methods have been proposed, like [37],
where cantilevered probes are used to detect contact and manipulate micro-parts, [38] use
a semi-autonomous vision/force feedback based approach with a human-in-the-loop. [39, 40]
advances the use of a microhand type structure to manipulate at the micro-scale.

Unlike

these methods, using a learning based approach takes away the complications of having to
model complex friction dynamics at the micro-scale and having to come up with specic
motion primitives that are geometry dependent and the need to have to a vision based
closed-loop control. Later in this work, a more generic approach is used to model the pushing operation at the micro-scale using training data collected by performing push operations
on dierent micro-parts.
Assembly tasks play a crucial role in various applications both at a macro and microscale and so optimizing or automating the sequencing problem for any assembly has been well
researched. Specically, the Assembly Sequence Planning (ASP) provides a sequence plan
for a given assembly (known congurations and positions of the parts in the assembly) with
various geometric constraints, which is essentially a set of steps in the form of motion plans
for dierent components in the assembly. Using optimization techniques to nd a solution
to the ASP problem has received signicant attention [41]. Several optimization techniques
have been applied in this direction and since this is an NP-complete problem, multiple
solutions exist, with only a few optimal solutions which satisfy all the problem constraints,
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both geometrical, which relates to the assembly as an entity and physical, relating to the
manipulation strategies and the environment.
Rashid et al. [42] provide an exhaustive review of various computing techniques that
address this assembly planning problem. Various techniques have been explored for solving
this problem, including the use of articial immune systems [43], ant colony algorithms [44],
simulated annealing [45], which is a popular technique used for nding a approximate of
a globally optimal solution, using disassembly sequences based on genetic algorithms [46],
which look at the inverse problem to obtain a similar solution for ASP. Apart from these,
sampling based motion planning methods have also been used to study this problem [47]
from the aspect of nding assembly constraints using part clusters. A complete automated
assembly platform was presented in [48], where the use of relationship matrices to look at
feasible solutions to the ASP problem and providing motion paths was presented.

2.2

Fastening at the Micro-Scale
Traditional fasteners are impractical at the microscale and rather adhesives (glue) be-

come more practical. However, surface tension makes their use challenging as well. Some
researchers have pursued 3D microassembly cells with the use of micro-snap fasteners on
micro-grippers, parts, and/or mounting substrates to eliminate this problem [4954] while
others have investigated pop-up or foldable 3D MEMS parts, circuitry, and assemblies [55,56].
However, ecient automation and soldering operations of these exible manufacturing processes at the meso and micro-scale would aid in the development of more comprehensive
and time-ecient processes. While soldering is a well dened and well studied process at
the macro scale, it requires extreme amounts of patience and practice to do at the micro
scale and typically is very inecient and inaccurate. Today, structured and mass produced
electronics use predened soldering machines but they don't have a lot of exibility.

2.3

Path-Planning
To solve the problem of path-planning, we examine random sampling based approaches,

specically a RRT* algorithm [57], which performs better at providing optimal paths in the
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presence of obstacles [58]. RRT* has been used successfully for high-dimensional problems
and path planning in various scenarios [5962]. Along with RRT* for path planning and a
learned push model which models the non-trivial interactions between objects at the microscale, we present a complete system to perform micro-manipulation which is robust to various
uncertainties that arise at this scale.
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3. OVERVIEW OF THE MICRO/MESO-SCALE MANIPULATION SYSTEM

3.1

Components Description
The micro-manipulation setup which was used to implement and test the various algo-

rithms for manipulation and assembly is shown in Fig.3.1. The system shown here has all the
generic components needed for all the experiments. More specialized components related to
each project are shown and described in their corresponding chapters. The main components
of this system is as follows:

•

Inverted optical microscope: A Nikon Ti-U inverted optical microscope is used to
provide the visual feedback of the workspace. Since most of the control, path-planning
and manipulation depend on the image data, the microscope plays an important role.
Since having sensors which are accurate at the micro-scale is extremely challenging,
most of the information about the parts, obstacles and the probes is obtained by image
processing and visual servoing techniques.

•

Micromanipulators: Four three-axis (XYZ) micromanipulators (Sutter Instruments
MPC-285) are used to manipulate the micro/meso-scale parts in the workspace for the
manipulation setup or the solder pen in the case of the soldering station. All of these
manipulators have a resolution of 62 nm and 25 mm of travel along each axis. They
can be controlled manually using the joystick or they can controlled programmatically
using the custom SutterLibrary C++ libraries. One signicant feature of these manipulators is the ability to perform simultaneous movements of the manipulators which
play a crucial role in aspects like caging, where a micro-part is picked up and moved
around using multiple manipulators. A single manipulator assembly (with the probe
attachment) is shown in Fig. 3.2. The controller that can used to move the manipulators is also shown in Fig. 3.2(c). The manipulator to be controlled is selected using
the switch on top and the three knobs can be used to control the manipulator motion
along the X,Y and Z axes.

•

Probes: The manipulators interact with their environment using probes which can
be seen in Fig.3.1. These probes have special tungsten probe tips (with a tip diameter
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Figure 3.1. Micro-manipulation setup showing the manipulators, the probes and the optical
microscope used for visual feedback.

starting from

5µm),

which are used to interact with the micro parts. Because of the

relatively small tip diameters, the interaction can be modeled as point contacts. The
most common types of probes that were used and their dimensions are shown in Fig.
3.3.

•

XY-motion stage: A motorized motion stage (Nikon Ti-S-ER) is used to provide
for better maneuverability of the parts in the workspace especially in the cases where
the entire assembly or dierent parts can not be t into the visible workspace. It also
helps in providing for additional movements in the XY directions when the probes are
indisposed (eg. when they are all used in caging and hence in contact with the part).

•

Camera: The view from the microscope is read using a camera (Point Grey FL214S3C). This provides a eld of view of the workspace of dimensions: 3.37 mm
mm. A view from the camera can be seen in the

Workspace

×

2.52

pane shown in Fig.3.4. The
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Figure 3.2. (a) Micromanipulator assembly; (b) Exploded view of the assembly [63]; (c)
Controller.

Figure 3.3. Probe tip schematic [64] (a) Z-shaped probe tip; (b) Tip dimensions; (c) Flat
shaped probe tip.

dimensions of the workspace mentioned here is using a 4X objective on the microscope
and can be increased by using a higher objective.
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Figure 3.4. Qt based Skeleton-GUI for controlling dierent components of the system.

Figure 3.5. Overview of the software architecture.

3.2

Control/Software Architecture
The custom GUI control interface for the setup was built from the ground up based on

the Qt framework as shown in Fig. 3.4. It is designed to provide an intuitive way to input
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the desired goal position of the part and perform a real-time execution of trajectory tracking
during manipulation. The backend architecture that was built around this interface is shown
in Fig. 3.5, where a owchart providing an overview of the dependencies is displayed.

•

Manipulator Movement Controls.


Manual :

The manual controls in the GUI provide X,Y,Z movements at pre-dened

increments relative to the current position of the end-eector. These options can
be seen as yellow arrows in the GUI screenshot shown in Fig.3.4.



Automated :

In order to move the manipulators to a specic spot in the workspace,

there is a "Follow

Mouse" option, where the user can click on to a point in the

workspace and the selected probe tip would move to that point. The implementation of this feature is shown in Algorithm 1. Apart from this, the manipulators
can also be moved programmatically, in cases like automated micro-manipulation.

Algorithm 1: Follow Mouse
Data:

xpix , ypix , manip, cage
xworld , yworld = PixToMicrons(xpix,ypix );
if

cage

then

(xworld , yworld );
Centroid(manip_in_cage);

CommandCagePos =
CurrentCagePos =

for

n in ManipInCage

do

CommandManipPos.x = CurrentManipPos(n).x + (CommandCagePos.x CurrentCagePos.x);
CommandManipPos.y = CurrentManipPos(n).y + (CommandCagePos.y CurrentCagePos.y );

end
end
else
CommandManipPos(manip).x =
CommandManipPos(manip).y =

end

xworld ;
yworld ;

Transform(CommandManipPose);
SutterManipMove(ManipFramePos);
ManipFramePos =
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•

Caging.


Movements (Manual/Automated):

Caging is used to move micro parts in the

workspace using multiple manipulators by forming a cage around the part. This
is useful in cases where we want to move the part without changing the orientation
or to lift the part and to manipulate the part out of plane. The manipulators that
are needed to be part of the cage are selected using the "Cage

Member" option.

With this option, the centroid of the probe tip poses is moved around using the
movement arrows / using the "Follow



Grab part:

Mouse" maneuver / programmatically.

Once the manipulators are in position around the part, this option

can be used to grab the part (complete the cage), where all the manipulators that
are part of the cage, move in towards the centroid of the cage by a pre-dened
amount.



Release part:

Similar to the grab option, once the part has been manipulated to

the desired position in the workspace, the Release option move all the manipulators away from the part. Both these actions are illustrated in Fig. 3.6.

Figure 3.6. (a) Grab part action; (b) Release part action.

•

Motion Stage. The XY motion stage is controlled using these options to manipulate
its X and Y movements.

This plays a signicant role in expanding the size of the
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workspace by being able to bring dierent parts of the medium (slide on which the
parts are placed) inside the frame.

•

Calibration.


Manual Calibration:

The manipulator calibration is done by moving the manipu-

lator tips by a predetermined amount along a specic axis and tracking the probe
tip. Using this data, a line is t along these points. This line
used to nd the orientation

(θ)

(y = ax + b)

is then

of the probe with respect to the camera frame.

The probe tips are selected manually by looking at the image feed on screen using
the GUI. A manual calibration being performed for a single manipulator is shown
in Fig.

3.7 (a).

Here, the user needs to select the tip location (marked as red

circles), and the manipulator moves by a pre-dened amount and the process is
repeated for a specic amount of iterations. This data is then used to calibrate
the position and orientation of the probe tip (manipulator).



Using Stored Data:

The above process can be time consuming because of the

data compilation needed every time to calibrate the probe tips. In order to avoid
this, every time the manipulators are calibrated manually, the data points are
stored to a le, which can be used to calibrate the manipulators later, as long as
the probe tips are placed at the same ending point to factor in the right oset.
The execution of an automated calibration is shown in Fig.

3.7 (b).

Here, all

the user needs to do is move the manipulators to the shown locations and select
"Calibrate

using .csv file"

and the manipulators are calibrated using the

stored data.

•

Camera Properties.


Camera Selection / Recording:

The system is equipped with two cameras: One

provides a view of the workspace from the inverted microscope (used for micromanipulation and assembly) the other provides a view of the workspace from the
side (used while soldering), shown in Fig.

3.8.

The workspace view is set up

accommodate both views or one view depending on the chosen option.
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Figure 3.7. (a) Manual Calibration; (b) Automated Calibration.

Figure 3.8. Side-Camera assembly.



Magnication Adjustment:

The inverted microscope provides various magnica-

tion options (4x, 10x, 20x, 40x) which need to specied using the options in GUI
in order to adjust scaling parameters (eg. pixel



Interacting with Image:

→

microns).

The image pane (Workspace Viewer) in the GUI can

be used to interact with the image feed from the cameras.
"Follow

This is used in the

Mouse" operations, calibration options and other info that need to be

gathered by having the user look at the image and select points.
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4. MICRO ASSEMBLY SEQUENCE AND PATH PLANNING USING SUBASSEMBLIES

Assembly tasks play a crucial role in various applications both at a macro and micro-scale
and so optimizing or automating the sequencing problem for any assembly has been well
researched. Specically, the Assembly Sequence Planning (ASP) provides a sequence plan
for a given assembly (known congurations and positions of the parts in the assembly) with
various geometric constraints, which is essentially a set of steps in the form of motion plans
for dierent components in the assembly.
The sequence planning algorithm presented here is based on the Breakout Local Search
(BLS), where a local hill-climbing searching technique was used iteratively to converge to
a gloablly optimum solution for dierent assembly plans including sequential, linear, and
coherent assemblies. However, the coherent assembly sequence planning provides a constraint
by allowing for only individual part assembly. This restricts the amount of complexity in the
assemblies for which this technique can be applied. A solution to this restriction is provided
in this work by the use of sub-assemblies in cases where a coherent sequence solution does
not exist.

The sub-assemblies are formed recursively until a solution is obtained, while

ensuring optimality.

This extension, named the Sub-Assembly generating Breakout Local

Search (SABLS) retains all the properties of BLS, while signicantly increasing the search
space. The rest of the chapter is organized as follows:

4.1

GUI Design/ Software Architecture Modications
The interface and the back-end software architecture is modied to perform all the op-

erations related to an assembly operation.

The GUI is shown in Fig.

view shows the options that are provided for dierent assemblies.

4.1 and the inset

Each of the assembly

congurations involve the following steps:

•

Plan using SABLS. Selecting the conguration that needs to be assembled makes a
call to the SABLS algorithm, which provides a sequence plan for the selected arrange-
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ment.

This sequence data is used to determine the part locations in the workspace

with respect to a user specied point.

•

Part Pickup. After the SABLS run, the parts that are in the bin are picked one at a
time to be assembled according to the output plan. This option picks up a part using
the micro-manipulators by caging it.

•

Assemble Part. Once the part is caged and ready to be moved, this option is selected.
This results in the path planner generating an optimal trajectory to the part's nal
position in the assembly.

The part is then manipulated along this trajectory, into

it's position in the assembly using motion primitives discussed later. This process is
repeated till all the parts in the assembly are placed in their positions.

Figure 4.1. GUI showing the components related to the micro-assembly tasks.

4.2

Assembly Sequence Planning
While assembly planning is a broad area of research, the problem of assembly sequence

planning (ASP) is an important part of it that involves using optimizing algorithms to plan
the sequence and the conguration of each part in an assembly. The optimizing parameters
can vary and consist of items such as production time, defect mitigation, or path plan-
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ning for obstruction free assembly.

The work presented here concentrates on providing a

complete solution for the ASP problem using a Sub-Assembly Generating Breakout Local
Search (SABLS) algorithm, which was in turn adapted from the Breakout Local Search
(BLS) algorithm. The BLS algorithm is capable of solving the coherent assembly sequencing
problem. Thus, it is restricted to cases when the nal assembly can only be built by assembling individual parts one at a time. This limitation is addressed here using the concept of
sub-assemblies. These assembled parts act as single parts after being assembled separately
from the nal assembly.

The search algorithm uses these generated sub-assemblies along

with the remaining parts in the assembly to generate a feasible sequence plan. This feature
enables the use of this search algorithm for an incoherent assembly sequencing problem. The
ability to optimally pick sub-assemblies provides an ecient solution to the ASP problem
that we started with.

In the following sections, the setup of the BLS algorithm is briey

elucidated followed by an explanation of the modications incorporated into BLS to provide
an sub-assembly based solution (the SABLS algorithm).

4.2.1

Sub-Assembly Breakout Local Search (SABLS)

The Sub-Assembly generating Breakout Local Search (SABLS) algorithm searches for an
optimal assembly sequence given the location and conguration of all the individual parts
that go in to the assembly.

The ASP problem is set up in a very specic way and the

representation of the assembly is done using a Part Position Matrix (PPM). This matrix
provides a cartesian representation of the assembly and it has dimensions:

l, b

and

h

l × b × h,

where

are the dimensions of the assembly and are each discritized by the individual part

dimensions. Hence, the length of the assembly would be

l×t

in metric units, where

t

is the

part dimension (an acceptable assumption that the part is a cube is made here and it can
be easily relaxed) and the width and height being

b × t and h × t respectively.

Since the aim

of the ASP problem is to nd an optimal solution while minimizing the number of direction
changes in the assembly and minimizing the violations of geometric constraints, an Assembly
Interference Matrix (AIM) is used to depict each part's allowable directions of movements
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while bringing it in to the assembly. This depends on the specic part's interactions with
the other parts in the assembly.
The AIM matrix is an
and

m × m × d matrix, where m is the number of parts in the assembly

d is the number of directions being considered for assembly.

assembly, where the directions considered are

(x, −x, y, −y),

For example,

and

d=6

d = 4 in a 2D

for a 3D assembly.

Each entry in this matrix is binary and is set as shown in Eq.(4.1). The solution sequence
matrix,

P lan,

is detailed as an

m×2

matrix. The columns indicate the order in which the

parts are to be assembled, with the entry in the rst row containing the part number and
the second row containing the direction along which the part is to be placed in the assembly.

AIM (i, j, k) =





1














0

if part
part

j

i

will interact with

while it is being moved
(4.1)

along the

k

- direction

otherwise

The SABLS works by iteratively looking for local optimums by performing perturbations
to the current optimum. In each iteration, a hill-climbing local search is performed to nd
the local optimum. The algorithm starts with an initial solution and optimizes it at every
iteration, perturbs the solution and runs the optimization solution again and this is done
for a predened number of iterations (Bmax ).

For each iteration, a random selection is

done to move the current optimum solution to a neighborhood point and if the local search
returns the same solution for a xed number of trials (Lmax ), this solution is set as the local
optimum for this iteration.

In the event that a coherent solution is not found using this

method, sub-assemblies are generated to be assembled outside the primary assembly and
they are assembled along with the individual parts. Each of these steps are briey explained
in the following sections:

•

Cost function.
A cost function that takes into account all the geometric constraints in the assembly
is used to attain an optimum solution.

This cost function is used while performing

the hill-climbing search. A geometry constraint violation (GC ) is found by querying
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the AIM at each step as shown in Eq.(4.2) (here, step

i

is the

ith

column in the

P lan

matrix).

GC(i) =

i−1
X

AIM (P lan(1, i), P lan(1, j), P lan(2, i))

(4.2)

j=1
The cost function should penalize these geometry constraint violations as shown in
Eq.(4.3).The additional

DC

term in this tness function comes from the directional

constraints associated with the current micro-manipulation system. These constraints
fall into two categories, which are weighed by corresponding weights,

WP D

and

WGC .

The rst one follows the assumption that all the micro-parts are picked from a bin on
the left of the assembly, which results in a preferred movement along the

+x

direction

because the parts can be manipulated along this direction easily as opposed to the other
movement directions. The second constraint is because of the setup of the workspace
which does not allow the parts to be brought in from the

+z

direction, which would

result in a movement from the bottom and would mean going through the test-bed on
which the assembly is being performed. Also, it would result in interactions between
the probes carrying the part and the already assembled parts. These restrictions are
modeled as shown in Eq.(4.4).

f (P lan) =

m
X

GC (P lan(1, i)) WGC + DC (P lan(1, i))

(4.3)

i=1





WP D



DC(i) = WGC





0
•

if

P lan(2, k) 6= x

if

P lan(2, k) = z

(4.4)

otherwise

Initial solution.
The initial solution for the search procedure is obtained by querying the AIM and
repetitively adding a part and a corresponding direction to the solution. This operation
is performed such that the increase in the value of the tness function is minimal after
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each part is added to the assembly sequence. A part and is chosen randomly to start
with and is appended with parts as mentioned above. The AIM is lled by searching the
Part Position Matrix (PPM) for each part to understand its interactions with the other
parts in its vicinity. If these parts interfere with the current part, the corresponding
values in the AIM are modied to reect that.
An example of a solution is shown in Fig. 4.2. The PPM contains the part congurations reecting the arrangement shown in Fig. 4.2(a). The Assembly Interference
Matrix for the

+x

direction is shown in Fig.

4.2(b) for the given assembly.

each row represents the corresponding part moving along the

+x

Here,

direction and the

highlighted cells (columns) are the parts that will interfere with this part during this
motion as it moves to it's position in the nal assembly.

Figure 4.2. (a) A rectangle shaped assembly showing the individual labeled parts; (b) Assembly Interference Matrix (AIM) for this assembly along the

•

+x

direction.

Local Hill Climbing Search.
The optimization algorithm that is used for performing local searches to converge to a
local optimum, Hill-Climbing search, works by iteratively looking for a better solution
by changing some elements of the current solution incrementally. This is repeated for
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a xed number of iterations or until the tness value for the solution doesn't change
further for a pre-dened number of iterations (Lmax ).

The implementation of the

algorithm is shown in Algorithm 2. In this work, the incremental change here is done
by performing a small perturbation (either a ip or insertion operation on the assembly
sequence), each being done with dened probabilities (Pf lip and

Pinsertion ).

After the

local optimum is obtained, it can be used as a candidate solution to further search the
solution manifold.

Algorithm 2: Local Hill Climbing Search
Data:

P lan, Lmax
P lan

Result:

i = 0;
while

i < Lmax do
P lan0 = PERTURB(P lan);
if f (P lan0 ) < f (P lan) then
P lan = P lan0 ;
i = 0;
else

i = i + 1;
end
end
return

•

P lan;

Perturbation to Break Out.
After every iteration during the local hill climbing search procedure and after the
local optimum is obtained as explained in the previous section, the solution needs to
be perturbed enough to either get to a neighborhood position or to get out of the
inuence of the current local optima respectively.

This is done by perturbing the

solution to get to a far enough point in the search manifold depending on the current
state.

Four dierent types of perturbations are considered to modify the solution:

Flip, Exchange, Inversion, and Insertion. Since each of these perturbations produce
dierent amounts of change to the solution, a metric based on the number of iterations
for which the solution has been stuck at the same local optima is used to decide the
type of perturbation that needs to be applied.
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Figure 4.3. Perturbation operations with the starting assembly sequence on the left and the
perturbed sequence on the right (a) Flip; (b) Exchange; (c) Insertion; (d) Inversion.

In that regard, the perturbations can be ranked in the following order of change magnitude with respect to exploring new areas of the search space: Flip < Exchange <
Insertion < Inversion. The ip operator randomly ips the direction of motion of a
single part in the sequence. This is relatively a smaller perturbation compared to the
others because it aects only a single part. The exchange operator selects two pairs of
parts and directions (columns in the

P lan

matrix) and it swaps them in the sequence.

The insertion operator randomly selects a part and direction pair and inserts it at a
dierent place in the assembly sequence to change the order of the assembly sequence.
Thus all pairs shift by a place as opposed to the exchange operator. Finally, the inversion drastically alters the solution by selecting two parts in the solution sequence
and fully inverts the order of assembly of all the parts between them, including these
parts. Fig. 4.3 shows an example for each of these perturbations being performed on
an assembly sequence.
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•

Sub-Assembly Generation.
A sub-assembly generating procedure is called upon when a valid solution is not found
using the local search paradigm explained above even after performing
on the local optimums.

Bmax

iterations

This suggests that a coherent solution to the assembly is

not possible if the number of iterations (Bmax ) is signicant enough. In this case, a
sub-assembly is generated in the following fashion: First, the relative position of each
part in the assembly is encoded using a Neighborhood Matrix (NM). Algorithm 3 is
used construct this matrix by adding the neighbors of each part row by row along all
directions (no diagonal directions are considered). Using this procedure, a completely
surrounded part in an assembly can have a maximum of 6 neighbors.

Algorithm 3: Neighborhood Matrix Generation
Data:

PPM
Result: N M
for parti in P P M do
m = 0;
for partj 6= parti in PPM do
if IS_NEIGHBOR(partj ,parti )
N M (i, m) = partj ;
m = m + 1;

then

end
end
end

Secondly, a heuristic of having half the number of parts in the sub-assembly is used to
generate the nal assembly. Algorithm 4 shows the implementation of this procedure.
Initially, a random part from the sub-assembly is chosen and the sub-assembly is grown
around this part by checking it's neighbors.

The neighbor which has the minimum

number of geometric constraints with unassembled parts is chosen.

These parts are

termed as Unassembled Blocking Parts (UBP) and the neighbor with the least number
of UBPs is then added to the sub-assembly.

This process of checking neighboring

parts and adding the cost minimizing part is now repeated for all the parts in the subassembly. The entire process is reiterated until the size of the sub-assembly reaches
the predened size (half the assembly size in this work).
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The sub-assembly obtained is added to the assembly, and it is treated as one part. The
local search is run again to nd a coherent solution. In order to optimize the selection
of the sub-assembly, a local hill climbing search is done to nd the local optimum of the
sub-assembly selection. The perturbation done here is replacing a randomly selected
part with the neighbor of another part in the sub-assembly. This perturbed model is
then checked and scored along with the entire assembly's cost function. In some cases,
having one sub-assembly will still result in an unfeasible solution.

In this case, the

sub-assembly is broken down to form more sub-assemblies and the process is repeated
until a feasible solution is obtained. A local search is then performed including all the
sub-assemblies as individual parts to nd the nal solution.

Algorithm 4: Sub-Assembly Spawning
Data:

N M , U BP
Result: P lan
r = rand(1, n);
SubAssem(1) = r;
while size(SubAssem) < n/2 do
for i = 1 :size(SubAssem) do
for m = 1 :size(N M (i, :)) do
if not IN_SUBASSM(N M (i, m)) then
nU BP = U BP (N M (i, m));
if nU BP < oU BP then
SubAssem.append(N M (i, m));
oU BP = nU BP ;
end
end
end
end
end
return

4.3

P lan;

Manipulation Model
Manipulating the part from the storage bin to it's nal position in the assembly involves

providing an optimal trajectory in the presence of obstacles and providing manipulation
primitives to move the part along this trajectory.

In this work, a caging transport based
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manipulation technique is used along with push primitives to interact with the micro-parts.
The following sections detail these two aspects of the manipulation model.

4.3.1

Path Planning Setup

The path planning module implemented in the manipulation system presented here is
used to plan the motion of the part from it's position in the bin to it's nal position in the
assembly. In order to obtain an optimal trajectory, a random sampling based approach is
used here, similar to the proposed planner in the next chapter, which samples the workspace
(a 2D workspace) to build a tree with the discritized locations being used as nodes and
edges connecting these nodes. This tree, commonly known as the RRT is built based on a
random selection of nodes with optimal heuristics built in (RRT*). The implementation of
this sampling procedure is detailed in the next chapter and the same implementation is used
here.
Here, the initial position of the part is obtained once the part is chosen from the bin,
which contains all the unassembled parts and the nal position is given by the sequencing
algorithm discussed earlier. The part is placed away from it's nal position in the assembly
and it is pushed into it's nal position along the direction given by the sequencing algorithm,
using a One-Sided push primitive discussed later. The planner considers all the parts in the
bin as obstacles and plans an optimal path avoiding them. The algorithm takes as input the
start and the goal positions,
and edges

xnew

E,

(xstart )

and

(xgoal ),

and returns a tree

T (V, E),

with vertices

V

which is then used to nd the optimal path. For every iteration, a new node,

is added if it lies in the obstacle free zone of the workspace.

4.3.2

Manipulation Primitives

In order to move the chosen part along the optimal path determined and to move the
part to its nal position in the assembly, two types of transportation primitives are used to
manipulate these parts: A caging transport to move the part from its initial conguration
to the goal position dened in the previous section and a One-Sided Pushing translation
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motion primitive to manipulate the part along a pre-dened 1D direction. These primitives
and examples of their execution in the current work are presented next.

Figure 4.4. (a) Caging operation using four manipulators with the geometric center of the
part (xc , yc ) inside the caging polygon; (b) One-Sided Pushing (OSP) on the LEGO
part using Manipulators 1 & 3 along

+x direction (The

R

based

part is in its nal position indicated

by the green circle).

•

Caging Transport.
The system presented here uses multiple point-contact probes (attached to micromanipulators) to interact with the micro-parts as shown in Fig.

4.4.

In order to

manipulate the parts to move them along a given trajectory, a caging based transport
primitive is used [65]. An example of a caging operation being performed on a part
is shown in Fig. 4.4(a). Here, caging ensures that the centroid of the part lies within
the caging polygon formed by the probe tips (xpi , ypi ).

In this work, all the four

manipulators are used to cage the part and this ensures that the part conguration
does not change while the cage formed by the probes is moved around in the workspace.
This is done by simultaneous motion planning and control of the probes, which in turn
results in the cage center to move without a change in orientation of the caging polygon.
Since all the transport happens in 2D in this work, force closure is not needed. Caging
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Figure 4.5. Initial sub-assembly sequence for the Rectangle assembly.

Figure 4.6. Workow for the SABLS based manipulation system.

is used to move the part from its start position to its pre-nal position along the
trajectory generated by the RRT* planner.

•

One-Sided Pushing.
Once the part is in its pre-nal position, the part is pushed to its nal position in the
assembly using a One-Sided Pushing (OSP) primitive [65]. A OSP operation can move
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the part along the global

x

and

y

directions using two of the four manipulators. Since

using a caging transport to directly place the part in its nal position might result
in the probes interfering with the parts already assembled, an OSP primitive is used
as a preventive measure. Depending on the direction of push, the probes are selected
(probes 1 and 3 are being used in the example shown in Fig.

4.4(b)) and the OSP

operation is done by placing the probes at a predened separation distance of

dSD .

The

probes are placed in such a way that the they are equidistant from the part's geometric
center along the line joining their contact points. This ensures that the part retains
its orientation during the push. Fig 4.5 shows a sub-assembly sequence for one of the
sub-assemblies of the rectangle assembly in Fig. 4.2. Here the red locations are the
pre-nal positions that the parts are placed at using the caging transport and a OSP
is performed along the direction of the arrows to place the part in its goal position
(green locations). The manipulator selection happens depending the direction of the
push needed as shown in Eq.(4.5).

4.4

choose

Push along

(+x) −−−→ Manipulators 1, 3

Push along

(−x) −−−→ Manipulators 2, 4

Push along

(+y) −−−→ Manipulators 3, 4

Push along

(−y) −−−→ Manipulators 1, 2

choose

(4.5)

choose
choose

Integrated System Description
After the SABLS runs, the

P lan

matrix, which contains the globally optimal assembly

sequence is executed by picking random parts from the storage bin containing the custom
made micro parts and manipulating them using the probes on the micro-manipulators to
their location in the assembly along the direction output in the
process is repeated until the assembly is complete.
shown in Fig. 4.6.

P lan

matrix.

The entire

A owchart depicting the workow is
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Here, the part detection is done using a segmentation workow performed on the bin,
which gives the locations of the parts in the world coordinated frame. Out of these detected
parts, one of them is randomly selected to be placed in the assembly, and the other parts
are stored as obstacles and used as input to the path-planning module. A example of the
segmented image of the part bin is shown in Fig. 4.7 with the chosen part bounded in red
and the other parts in green.

Figure 4.7. Segmented part bin showing a randomly chosen part (with a red contour) and
obstacles.

4.5

Experimental Results
The micro-assembly system including the sequence planning, path planning, and manip-

ulation is validated by performing assembly operations for various congurations. Dierent
assemblies are considered to demonstrate the need for a sub-assembly based sequence planning where a conventional and coherent sequence solution doesn't exist. The setup previously
described is used for performing the assembly experiments with the use of all four manipulators in tandem to cage-transport the part and selectively using manipulators to perform
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Table 4.1. SABLS simulation results for dierent assembly congurations.

Conguration

Part count

Sub-assembly count

SABLS runtime (s)

Barbell

3

0

0.045

Filled square

9

2

0.42

Rectangle

10

1

0.55

P-shape

10

1

0.58

the One-Sided Pushing operations.

A total of four dierent assemblies are used for these

validation tests. Initially a simple assembly is demonstrated where the assembly is possible
without the need for sub-assemblies. Then, more complex assemblies are used indicating the
advantage of using sub-assemblies to perform the sequence planning without violating any
geometric constraints or interfering with the assembled parts.
Fig. 4.8 shows the dierent assemblies that were used in this work. All the parts used here
are identical to each other but this is not a restriction for the setup to function. The tness
function used in the sequencing algorithm does not depend explicitly on the geometry of the
parts but rather on the information encoded in the Assembly Interference Matrix (AIM).
It should be noted that once a sub-assembly is completed, it is considered as a single part
while performing the sequence planning in the global search manifold. Hence, once the parts
in a planned sub-assembly are brought together, a single part resembling the sub-assembly is
used instead of the previously assembled group. This single part is manufactured separately
to resemble the same sub-assembly in geometry, weight, and tolerances. Since the work here
concentrates on validating the possibility of a coherent solution for complex assemblies, the
process for ensuring that the sub-assemblies stay together is not dealt with. The results of
the assembly experiments are described in the next section.

4.5.1

Barbell Assembly

The barbell assembly shown in Fig. 4.8(a) is a simple 3-part assembly. While using the
assembly sequencing algorithm, the sequence that is obtained is straightforward as expected.
The assembly being performed is shown in Fig.

4.9.

Here, the rst part is placed at the
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Figure 4.8. Dierent assemblies used for experiments (a) Barbell; (b) Filled square; (c) Pshaped; (d) Rectangle.

leftmost location by moving it along the

+x

direction and the other two parts are similarly

placed in the assembly along the same direction. While this is an uncomplicated assembly
it serves as an example of the working of the sequencing algorithm. It should be noted that
the entire setup, including the path-planning and manipulation using the manipulators is
written in C++ and is real-time, and can hence be used in a practical assembly application.
Fig. 4.9(a) shows the rst part in the assembly already in place with the second part being
brought into it's position by manipulators 1 and 3 using an One-Sided Push operation, and
Figs. 4.9(b) and (c) show the second and the third part being assembled in their positions.
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Figure 4.9. Barbell assembly showing only the nal push operations for assembly; (a) First
part in the assembly; (b) Second part being moved along the

+x

direction using a OSP

operation; (c) Final part in the assembly being pushed into its nal position.

4.5.2

Filled Square Assembly

While the second assembly shown in Fig. 4.8(b) resembles an incremental version of the
barbell assembly, the assembly requires a less intuitive approach to be produced. At rst
glance, it might look like a direct extrapolation of the barbell assembly, however assembling
the parts in a plane provides no coherent solution (the parts can't be placed one at a time to
nish the assembly). In this case, the BLS algorithm fails considering only 2D movements.
However, the SABLS algorithm produces a solution using 3 dierent sub-assemblies each
resembling the barbell assembly seen earlier.
Fig. 4.10 shows the assembly being performed by bringing the sub-assemblies together.
Here, the SABLS provides an obvious sequence: (SA1:+y
SAi is the

ith

→

SA2:+y

→

SA3:+y ), where

sub-assembly considering each sub-assembly as an individual part while per-
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Figure 4.10. Filled Square assembly with the sub-assemblies being assembled as separate
parts.

forming the search for the optimal solution. Once the subassemblies are decided upon, the
manipulation module adapts to the size of the part - a sub-assembly in this case.

The

caging transport and the one-sided push are performed for the entire sub-assembly much
like the way it is done for a single part.

This can be seen in Fig.

4.10(b),(c) where the

barbell-shaped sub-assemblies are pushed into position by manipulators 3 and 4.

4.5.3

Rectangle Assembly

Here, the rectangle assembly used as an example in Fig.

4.2 is assembled using sub-

assemblies. While the previous sections dealt with just the assembly sequence, an in-depth
analysis of the path-planning and manipulation module is also provided for this example.
Fig. 4.11(a) and (b) provide the sequence plan for this assembly, where the upper part of
the rectangle is assembled at rst one piece at a time and the bottom part is assembled
separately as a sub-assembly, SA1. It is brought in along the

+y

direction. Fig. 4.5 provides
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Figure 4.11. (a) Sub-Assembly 1 (considered as a single part in the entire assembly) for
the rectangle assembly shown in Fig. 4.2; (b) Optimal assembly

P lan

sequence using sub-

assemblies for the rectangle assembly.

a schematic view of the rst part of the assembly sequence and each arrow represents the
assembly direction that can be seen in the second row of the

P lan

matrix (Fig. 4.11(b)).

Figure 4.12. (a) First part of the assembly already in place; (b) Sub-assembly 1 (SA1) in the
storage bin (towards the left of the workspace); (c) Path-planning showing optimal path for
the sub-assembly to its per-nal position; (d) Completed assembly after an OSP operation
on SA1.

Fig. 4.12(a) shows the upper part of the assembly already in place at an user-specied
location. It should be noted that once the user species a reference position for the assembly
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Figure 4.13. Sub-assembly generation for the P-shaped assembly.

in the workspace, that location is used for the entire assembly in the world frame.

Fig.

4.12(b) shows the sub-assembly (SA1) that has already been assembled and a representative
part resembling the part has been placed in the bin location. In Fig. 4.12(c), the centroid of
the part is highlighted in red (initial position), the goal position is in green towards the right
in the workspace, and with the planned trajectory determined by the RRT* based planner
is shown in Fig. 4.12(c). Here, the generated trajectory is trivial because of the absence of
any obstacles in the workspace and the advantage of the optimality property of RRT* can
be seen clearly. Once the sub-assembly is in its intended pre-nal position, the assembly is
completed by performing an OSP operation as seen in Fig. 4.12(d).
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4.5.4

P-shape Assembly

The nal experiment that was performed uses a P-shaped assembly, a schematic of which
is shown in Fig. 4.8(d). It can be seen that the upper part of the assembly is similar to the
one generated for the previous rectangle assembly. Therefore, it is not surprising to see an
assembly sequence similar to that being output by the SABLS algorithm for this portion of
the assembly. The actual sequence is essentially identical to the one given in Fig. 4.11(a),
with the only dierence being the conguration of the sub-assembly, SA1. This sub-assembly
is seen being assembled in Fig. 4.13 through a series of steps.
This result is an appreciable way to understand and demonstrate the working of the
entire system. The assembly starts with all the parts at the left of workspace (bin), in no
particular order as shown in Fig. 4.13(a). After the SABLS runs, and the assembly reference
point is obtained, the segmentation of the bin is performed and a random part is selected
and the other parts are encoded as obstacles (Fig. 4.13(a)). A RRT* instance is created and
an optimal trajectory is obtained from the part position to the pre-nal rst part location
given by SABLS (Fig. 4.13(b)). From here, the manipulation module takes control and the
part is moved to its pre-nal position (Fig. 4.13(c)) and a one-sided push is performed (Fig.
4.13(d)). This process is repeated until the sub-assembly is nished. After this a fastening
process, not detailed here, converts this sub-assembly to a single-part. Then the rest of the
assembly is performed in a similar fashion to complete the assembly as shown in Fig. 4.14.

Figure 4.14. Completing the P-shaped assembly.
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4.5.5

Discussion

In all the above experiments, the SABLS was able to provide the optimal assembly
sequence solutions without any failure. This is an improvement over the BLS algorithm which
fails in almost all of the above cases, except the barbell assembly, where there is no need for a
sub-assembly. The system provided is robust enough to handle most congurations in the 2D
space, by breaking down the problem into sub-assemblies until a solution is obtained. Table
4.1 shows the results of the SABLS runs for the dierent congurations used for the validation
tests. The runtime value shown is the mean value obtained for using 50 trails for each of
the congurations, including only the simulation runs and not the complete assembly tasks.
This is almost a four fold decrease in runtime compared to the results reported in [1] and is
a result of a C++ based implementation. Since the SABLS algorithm has some randomness
inducing artifacts in its implementation, such as the generating the initial solution, selection
of perturbations during the search, etc., the solutions (P lan) obtained after each trail dier
from each other.

But the success rate of the algorithm, decided by the feasibility of the

solution, was 100% for all the congurations. A total of 40 complete assembly runs for all
the congurations were performed (10 for each) and the success rate was 80%(32 successful
runs).

Since SABLS gave a valid solution was each of these trails, all the failure cases

occurred during the execution of the assembly tasks and are detailed next.
The limitation with the system is the assembly of various sub-assemblies and the joining
process which ensures that the sub-assembly can be manipulated as a single part, as it is
a crucial part of the manipulation module using probes for caging transport.

Also, like

any micro-manipulation problem, issues such as the dicult to model interaction dynamics
and unknown surface forces still persist and amount to almost 90% of the failure cases
encountered in this work. All the failure cases in this 90% metric can be divided into two
categories: 1. Around 60% of the failures are due to improper caging operations, which arise
because of various reasons like improper part geometry during manufacturing, stiction, and
other unpredictable interaction forces between the probes and the part; 2. The rest of the
30% failures are due to the assembly being disturbed during the push operation (OSP) to
place the current part in its nal position in the assembly, where a misalignment in the push
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direction, or a small unintended rotation in the part during the push operation results in
the entire assembly being disturbed. The other 10% of failures are due to calibration errors
in the vision system / manipulator system which result in unintended motions of the probes
during manipulation tasks when the probes are in contact with the parts or during transient
motions where the probes make accidental contact with the parts.
The calibration errors can be avoided by performing more rigorous data collection to
better capture the edge case errors, both in the vision system and in the manipulators. The
current setup needs the user to visually inspect and mark the probe positions using the
vision feed at dierent locations and uses this data to transform the probe locations to the
world frame. Automating this procdure might mitigate these errors. In order to address the
majority of the error cases mentioned above, alternative techniques to manipulate the parts,
like using push manipulation primitives instead of caging, to better control the conguration
of the part while reducing the number of probes interacting with it can be explored.

To

overcome the issue with the interaction with the assembly, a better fastening mechanism to
attach the parts together can be used like the locking mechanism proposed in [66].

4.6

Summary
A fully integrated system to perform micro-assembly operations was proposed.

The

micro-parts are placed in a storage bin in a specic area of the workspace, from which they
are moved one at a time or as sub-assemblies to be assembled based on the sequence solution
provided by the Sub-Assembly generating Breakout Local Search (SABLS) algorithm, using
a optimal trajectory producing planner, manipulated using multiple probes interacting with
the part simultaneously. The application of a semi-autonomous system like this is manifold
and it is robust enough to not depend on the part geometry for producing the sequence
plans, and since we use a vision based algorithm to detect the locations of the parts and
cage them, the system can be used on a wide-variety of assemblies.
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5. REAL-TIME MICRO-MANIPULATION USING A LEARNED MODEL AND PATH
PLANNING

This chapter provides a novel manipulation and path-planning model for moving the micro /
meso scale parts in the workspace using probes attached to micro-manipulators. While there
has been extensive work that has been done to model the interaction and motion dynamics
at this scale as discussed in the previous section, they are always limited by the presence of
unpredictable and dicult to model interactions like unknown surface forces, such as Van
der Walls forces and static electricity, which result in various complications during contact
with a gripper jaw. This makes the use of a simple gripping action dicult at this scale.
Despite this, work has been done to manipulate objects at this scale, which were reported
in the Chapter 3.
Here, we propose a system which uses push manipulations to manipulate these parts.
The tip diameters of the probes used to push these parts are of the order of 5µm and hence
it is acceptable to model the contact as a point contact. A more generic approach is used to
model the pushing operation at the micro-scale using training data collected by performing
push operations on dierent microparts. Specically, a learning based approach is proposed
here where a non-linear function in the form of an ensemble of regression trees is trained to
model the push dynamics at the micro-scale. While many algorithms have been proposed to
solve the problem of multi-target regression (where there are multiple outputs to a regressed
model), Gradient-Boosting works especially well on problems with heterogeneous data and
is proven to automatically detect non-linear feature interactions.

Using a learning based

approach takes away the complications of having to model complex friction dynamics at
the micro-scale and having to come up with specic motion primitives that are geometry
dependent. This model is used to capture the dynamics of the micro-part and its interaction
with the environment such as frictional contacts and other uncertainties, that are dicult to
model explicitly. The push manipulation is done using probes attached to micromanipulators
capable of high-resolution movements.
To solve the problem of path-planning, a random sampling based approach is examined,
specically a RRT* algorithm. This path planning is used to provide optimal trajectories to
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move a part from its initial position in a cluttered environment to a pre-dened nal position.
Along with RRT* for path planning and a learned push model which models the nontrivial interactions between objects at the micro-scale, a complete system to perform micromanipulation which is robust to various uncertainties that arise at this scale is presented.
This setup is demonstrated through simulations using two manipulators and a LEGO

R

inspired micro-part as it is pushed through dierent trajectories. Various experiments are
performed including push manipulations in the presence of obstacles, with single and multiple
manipulators, and demonstrating the use of the system to perform a micro-assembly task.
The major contribution here is a working manipulation system for micro-parts that implicitly
models dicult to model aspects like uncertainties in the environment, such as physical
phenomena in the micro-scale like friction, and the contact interactions between micro-parts.

5.1

GUI Design/ Software Architecture Modications
The micro-manipulation system is the same that was presented in Chapter 3. For exper-

iments here, two of the four manipulators are used with probes to perform manipulations.
Since manually collected manipulation data is used to train the push model for each of these
manipulators, the restricting point was the collection of enough data. The UI shown in Chapter 3 is modied as shown in Fig. 5.1 in order to provide functionalities to interact with the
workspace environment and to set the parameters needed to perform the path planning and
the push manipulations. A brief description of the various sections is provided below:
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Figure 5.1. GUI showing the components related to the path planning and manipulation
tasks.

•

Path Planning.


Initial Postion.

Here the user selects the initial / start position of the part that

needs to be manipulated. Once the user selects a point in the neighborhood of the
part and then a segmentation workow is used to detect the part and to obtain
the position and orientation of it.



Goal Position.

The nal position that the part is meant to be placed at is selected

here. While the user provides the position of the centroid of the part by interacting
with the image feed of the workspace, the orientation of the part is set as the same
as the part is in at its initial position.



Obstacles.
vironment.

The user selects the regions where obstacles are present in the enAgain, the properties of the obstacles like its size and location is

determined autonomously using vision based techniques which is explained in the
further sections.



RRT*.

These options are used to initialize the RRT* planner and to nd the

optimal trajectory from the initial to the goal position. This trajectory is then
discritized (explained later) for easier execution. This optimized trajectory can

Show Trajectory " option.

then be viewed by selecting the "
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•

Trajectory Tracking. When the "Execute

Trajectory " option is selected, the follow-

ing workow is executed.

 The learned model is initialized and the initial position of the part and the next
trajectory waypoint is fed into the model.

 A suitable manipulator is chosen and the push coordinates for this manipulator
output from the model is used to perform a push operation.

 The current position of the part after the push and the closest waypoint in the
trajectory is used for the next push iteration, and this process is repeated until the
part is within a threshold of the nal conguration of the part (the goal position
/ orientation).

5.2

Path Planning (RRT*)
Path planning in robotics is a widely researched topic. One of the approaches used to

solve the problem of nding a trajectory given the start and the goal positions is using a random sampling of the conguration space. The RRT (Rapidly-exploring Random Trees) [58]
approach works especially well for high-dimensional problems but can also be generalized
for planar motion as in our case.

While RRTs can be used for path planning, we use a

modied version of it (RRT*) which produces optimal paths in an obstacle prone workspace
for moving the workpiece.

This is done by a combination of techniques, namely the near

neighbor search and rewiring tree operations. Unlike the RRT implementation, the RRT*
also adds asymptotic optimality. It does so by rewiring connections in the tree by optimizing a cost function satisfying specic criteria [67].

The algorithm for both the RRT and

RRT* are shown in Algorithm 5 and 6 respectively. The implementation of RRT is fairly
straightforward. A brief overview of the dierent parts of it's working is explained below:

•

The start node and the goal node (in our case, each node has the

X

and

Y

coordinates

of the part) of the tree is initially provided by the user. Using this node the tree is
build by randomly sampling the conguration space.
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Algorithm 5: Build RRT
Data:

xstart , xgoal
T (V, E)
T.initialize (xstart );
while not GOAL_REACHED(xgoal ) do
xrand = SAMPLE_NODE();
xnearest = NEAREST_NEIGHBOR(xrand ,T);
xnew = STEER_NEW(xnear , xrand );
if not IN_OBSTACLE_REGIONS(xnew ) then
T.insert_node(xnew );
Result:

end
end
return

T;

Algorithm 6: Build RRT*
Data:

xstart , xgoal
Result: T (V, E)
T.initialize (xstart );
while not GOAL_REACHED(xgoal ) do
xrand = SAMPLE_NODE();
xnearest = NEAREST_NEIGHBOR(xrand ,T);
xnew = STEER_NEW(xnear , xrand );
if not IN_OBSTACLE_REGIONS(xnew ) then
xnear = NEAR_NEIGHBOR(xnew ,T);
xmin = PARENT(xnear , xnearest , xnew );
T.insert_node(xmin , xnew );
T.rewire(T, xnear , xmin , xnew );
end
end
return

•

T;

A random node is chosen in the conguration space, using the SAMPLE_NODE()
method. In our case, this is a random location (xrand

= (X, Y ))

in the plane of the

workspace.

•

The nearest neighbor to the this random node in the tree is found (using the Euclidean distance between the nodes as the metric) using the NEAREST_NEIGHBOR()
method. This is stored to

xnearest .
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•

A node (xnew ) is chosen along the direction of the hyperline connecting the
and the

xrand

node by moving from the

xnearest

xnearest

by a pre-dened step size using the

STEER_NEW() method.

•

If this new node (xnew ) is not in any of the dened obstacle regions, then this node is
inserted into the tree,

T.

This process is repeated until the goal node (xgoal ) is reached

or we come into the vicinity of the goal node dened by a threshold value (a radius of
a hypersphere which would be a circle in our planar case).

It is obvious that this random sampling of nodes and their additions to the tree doesn't
involve any optimality inducing steps. This is addressed in the RRT* implementation, where
it can be seen that two additional operations, NEAR_NEIGHBOR() and

T.rewire()

are

being performed in addition to adding the node to the tree. These operations are elucidated
below:

•

Near Neighbor. Instead of just using the Euclidean distance measure to nd the
nearest node, a region of some radius equal to the step size mentioned above is chosen
around the

xnew .

Following this, all the nodes already in the tree and in this region are

considered as candidate nodes and the node which provides the shortest path from the
start node is chosen instead of the previously chosen
is then used as the parent of the

•

Rewiring.

xnew

xnearest

node. This node (xnear )

node.

Here, all the nodes in the region are checked to see if the cost would

be lower to go through

xnew .

If so, these nodes are rewired (connected) to the

xnew

node. This ensures that the cost to reach these nodes from the start node is lowered.
These two operations together provide better promises at optimality and hence the
RRT* implementation is used for the trajectory tracking application here. Pictorial
representations of these operations are shown in Fig. 5.2.

Fig.

5.3 shows the performance dierence between RRT and RRT* in a planar path

planning operation.

It is clear that the optimality condition is more strict in the case of

RRT*. Our approach thus involves a standard RRT* planner for solving the path planning
problem in the workspace of the part and we use a quasi-closed loop control for manipulating
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Figure 5.2. Optimality providing operations in RRT*. 1-3: Near Neighbor operation; 4-6:
Rewiring operation [68].

the part using a regression model which models the interaction of the part with a pointed
probe (explained in the next section). The RRT* algorithm takes in as input the starting and
the goal positions of the part,

V

and edges

E.

(xstart )

and

(xgoal ),

and returns a tree

T (V, E)

with vertices

At every iteration, the trajectory is optimized when a new node,

xnew ,

is

added to the tree until the goal position is reached and all way-points are calculated.

5.3

Push Manipulation Model
In our setup, the optimal path returned by the RRT* algorithm is executed for the

micro-part using a learned model. The training data is obtained by performing pushes using
the micromanipulators extensively on the micro-part and an eort is made to include data
points in as much of the conguration space of the micro-part as possible. Since we deal with
pushing in 2D, we are concerned with the part's position coordinates

(θpart ).

(x, y)

and orientation
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Figure 5.3. (a) RRT (obstacle free); (b) RRT* (obstacle free); (a) RRT (with obstacle); (b)
RRT* (with obstacle) [68].

5.3.1

Model Setup

The micro-parts are set to move in a plane and have enough thickness so as to not topple
when pushed using the probes on the micromanipulators.
probe,

(θprobe ),

is xed.

The pushing orientation of the

Therefore, the pushing direction is also xed since the microma-

nipulators only have translational DOFs.

The setup has four manipulators each oriented

to provide a complete coverage of the workspace, as shown in Fig. 5.4(a).

In Fig. 5.4(b),

a schematic of a single probe in contact with the micro-part with a depiction of a typical
push along with the conguration axes is shown. Here,

k
k
Tpart
, Tprobe

and

k+1
k+1
Tpart
, Tprobe

are the

50

initial and nal positions of the part and probe during a single push. The push manipulation
model is setup to have the initial and the nal conguration of the part as the inputs and
the initial and nal conguration of the manipulator as the output as shown in Eq.(5.1):

k+1
Tpart

k
Tpart

k+1
Tprobe

k
Tprobe

(5.1)

}|
{
z
}|
{ z
}|
{
z
}|
{ z
k+1
k+1
k
k
k+1 k+1
k
k
x
,
y
xkpart , ypart
, θpart
, xk+1
,
y
,
θ
⇒
x
,
y
,
part part part
probe probe
probe probe

It is to be noted that the contact between the probe and the part can be modeled as
a point without any loss of generality as the probe diameter is signicantly smaller (5µm)
compared to the size of the part. Hence the probe frame is attached to the probe tip.
Several algorithms were used to t the model and since they are not all suited for multitarget regression, the nal list included the following algorithms: Random Forest, Decision
Tree and Gradient Boosting.

The performance of Gradient Boosting was better than the

others (see further sections) and hence it was used for further experimentation. Since this is
a multi-target regression problem, we use a multi-output version of Gradient Boosting (GB)
regression [6]. This uses xed size regression trees, which act as weak prediction models in
an ensemble fashion and is one of the most widely used learning algorithms for this type
of dataset. The general idea of additive training is used in a forward stage-wise fashion to
build the ensemble as shown in Eq.(5.2):

Hk (x) = Hk−1 (x) + γk hk (x)

γk = argmin
γ

n
X

L(yi , Hk (xi ) − γ

i=1

(5.2)

∂L(yi , Hk (xi ))
)
∂Hk (xi )

The step-size (γk ) is determined using a line-search as shown in Eq.(5.3) and

Hk (x) are the decision functions before and after the iteration.
tree or weak learner (hk (x)) is chosen to minimize the loss,

(5.3)

Hk−1 (x) and

After each stage, a regression

L,

from the current ensemble

and it's t to the training data (x), as shown in Eq.(5.4):

Hk+1 (x) = Hk (x) + argmin
h

n
X
i=1

L (yi , Hk (xi ) + h(xi ))

(5.4)
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In our case, we use a least-squares function to minimize this loss and after the training,
the nal decision function

H(x)

is obtained as a weighted sum of these weak learners. A

GB model is t to each of the manipulators and it's interaction with the micro-part and a
manipulator is chosen based on the direction of the push during the trajectory tracking as
detailed in the next section. The minimization problem is solved using steepest descent as
shown in Eq.(5.5):

Hk+1 (x) = Hk (x) − γk

n
X

∇H L(yi , Hk (xi ))

(5.5)

i=1

Figure 5.4. (a) Segmented image showing position, orientation, and the footprint of the
micro-part along with the probes in the workspace; (b) Schematic of a push operation.
Note: the orientation of the probe does not change.
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5.3.2

Data Collection

Training data is collected for each manipulator separately while performing pushes on
the part through the GUI. The pushes are performed with a maximum push displacement of
10

µm

to ensure a better capture of the dynamics of the part and to prevent outliers. The

data is collected for dierent micro-parts of the same geometry albeit with some uncertainty
in dimensions which could be introduced because of the manufacturing process and for
dierent probes at each manipulator to get a generalized model.

Enough data (400 data

points, including outliers) is collected for each manipulator to take into account various
other dicult to model factors like stiction between the part and the probe, part and the
workspace, uncertainties in the manipulator motion, and errors in sensing the position and
orientation of the part. An example of the training data that was collected is shown in Fig.
5.5. The corresponding data collected from this push after post-processing of the images is
shown in Table 5.1.

Figure 5.5. Training data collection example.

A segmentation workow is used for analyzing the images and obtaining the data (inputs/outputs as described in the previous section), and the orientation of the part is obtained
using a Principal Component Analysis [69] of the part contour. Fig. 5.4 shows the segmented
part along with the probes in the frame with the orientation of the part obtained by PCA.
A detailed explanation of the PCA and the segmentation procedure used is provided below:
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Table 5.1. Training data example.

Before Push
After Push

•

Input (Part Conguration)

Output (Probe Conguration)

k
k
k
}
, θpart
= {xkpart , ypart
Tpart
◦
= {450, 480, 2.5 }
k+1
k+1 k+1
Tpart = {xk+1
part , ypart , θpart }
= {455, 483, 15◦ }

k
k
Tprobe
= {xkprobe , yprobe
}
= {370, 410}
k+1
k+1
Tprobe = {xk+1
probe , yprobe }
= {390, 425}

Segmentation Workow.

The workow is shown in Fig.

5.6.

This workow is

used at various stages of the manipulation system like detecting the part to detemine
it's current position, detecting the obstacles and their sizes at user specied locations,
detecting the probe tip positions. The various steps used in this workow are:

1 - The source image from the camera
2 - The image complement in order to highlight the foreground (part) and dim
the background. This is done by subtracting the image with a white image. This
image is then smoothened out using a morphology operation

3 - A binarize operation is performed to convert this grayscale image to a black
and white image in order to clearly distinguish the part from the background.
However, this picks up some unnecessary particles other than the part (seen as
white patches around the part).

4 - The small particles are removed by componentizing the image and removing
all the small components based on their size to retain just the part blob.

5 - The part is smoothened again to remove irregularities in the part contour.
This image is then passed on.

6 - Finally a contour detection algorithm is used to detect the contour of the
part. This is shown by drawing the contour on the source image to illustrate the
accuracy of the segmentation workow.

•

Principal Component Analysis. PCA is widely used as a dimensionality reduction
method in high dimensional problems (eg. a machine learning problem with numerous
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Figure 5.6. Segmentation Workow used for part detection in the system.

features). It looks at how the input data is distributed and provides principal components along directions of maximum variance (higher eigenvalues) and this can be
used to determine the important features in a dataset. This important aspect of PCA
can be used to look at an object in an image and determine it's orientation based on
the directions of the eigenvectors for the high-valued eigenvalues. In the case of a 2D
image of a fairly symmetrical object (like the part shown in Fig. 5.7(a)), the rst two
components should give the two axis of the object, which can be used to determine the
orientation with respect to the world frame.
Fig. 5.7(b) illustrates the working of PCA on a Gaussian distribution. The data points
are shown as points in a 2D plot and the major axes are shown as arrows in the gure.
Fig. 5.7(a) shows the part with the orientation axes on a segmented image with the
edges highlighted.

The inset image shows the visual feed from the camera.

Due to

it s symmetrical geometry, the orientation directions are consistent for the part. The
procedure for PCA is shown below, where
segmentation image.

x~i = [Xi , Yi ] is the the ith

point in the object
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n

1X
m
~ =
x~i
n i=1

(5.6)

n

C=

1X
{(~
xi − m)(~
~ xi − m)
~ T } or
n i=1

C = XX T

(5.7)

| x~n − m]
~

(5.8)

where,

X = [x~1 − m
~ | x~2 − m
~ |
The eigenvectors of this covariance matrix,
the part as shown below, where

w
~,

C,

...

give the directions of the orientation of

contain the eigenvectors:

XX T w
~ = λw
~

(5.9)

Figure 5.7. Principal Component Analysis (PCA) used for orientation detection [70].

Once the model is trained for all the manipulators, it is used in real-time along with the
RRT* based trajectory planner.
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5.3.3

Contact Point Correction

Even with the amount of data points mentioned earlier, the predicted push locations are
not always on the part contour and can sometimes be inside the contour (which makes it
unapproachable) or outside the contour of the part (which does not move the part). In these

k
cases, a contact point correction is performed. Here, the probe contact point (Tprobe ) and
k+1
the nal resting position of the probe (Tprobe ) are translated to a point on the part contour
along the direction of the orientation of the probe. Eq.(5.10) gives the equation of a parallel
line to the probe where

θprobe

is a constant:

k
y − yprobe
= tan(θprobe )(x − xkprobe )
This line is drawn through

k
Tprobe

(5.10)

and extends through the part contour. The point on the

contour that is closest to the this line is chosen as the corrected starting point of the probe,

k
(Tprobe,C ).

The

k+1
Tprobe

point is translated by the same amount to its new position

k+1
Tprobe,C
,

which ensures that the push distance is the same as predicted by the model (Fig. 5.8). The
point selection also takes into consideration the manipulator that is being used in cases where
there are multiple choices possible on the contour.

Figure 5.8. Schematic representing a contact point correction on a micro-part for the probe
shown.
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5.3.4

Trajectory Tracking

In order to ensure better performance of the learned model, the distance between two
waypoints (obtained as candidate nodes appended to the RRT) are discretized to be equal
throughout the trajectory.

This ensures that the inputs to the regression model is fairly

consistent with the training data in terms of the push distance.

This discretized trajec-

tory is obtained from the path from RRT* as shown in Algorithm 7. The GET_SLOPE()
method is used to get the orientation of the trajectory at that point. The DISCRETIZE()
method uses this and the PUSH_DISTANCE metric (obtained during data collection based
on observations of the part behavior on interactions with the probe during the push actions) to provide a discretized trajectory. Another consideration during the execution of the
trajectory tracking for the part is the control scheme to be used to adhere to the desired
trajectory. After various trials, a simple closest point controller was used to track the error
in the trajectory. After every push, a waypoint on the planned trajectory that is closest to
the current position of the part is chosen and then used as the nal goal position for the next

k+1 k+1
push. It is then used as the input (xpart ,ypart ) to the regression model as shown in Eq.(5.11),
where

Ed

is the euclidean norm and

(xp , yp ) is a point in the optimal path obtained from the

RRT*.

Ed = argmin
p

5.3.5

q

xkpart − xp

2

k
+ ypart
− yp

2

(5.11)

Cross-Validation/Training Results

The hyper-parameters of the Gradient Boosting regression tree were tuned using a 10-fold
cross validation of the training data. The parameters that were tuned include the learning
rate of the model which directly aects the contribution of each weak learner, the number of
boosting stages (number of weak learners) in the model, and the maximum depth of each tree
in the ensemble. These experiments were performed individually and together and based on
extensive simulations to prevent overtting and the nal values of these hyper-parameters
that were chosen are shown in Table 5.2. Fig. 5.9 shows the eect of the number of sample
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Algorithm 7: Discretized Trajectory
Data:

T, xgoal , xstart
L(X, Y )
xcurr = xgoal
LRRT = φ
while xcurr is not xstart
xcurr = xcurr .parent
LRRT .append(xcurr )
Result:

do

end

LRRT .reverse()
L=φ
for i ← LRRT .begin() to LRRT .end() do
slope = GET_SLOPE(i, i + 1)
L = DISCRETIZE(L,i, P U SH _DIST AN CE )
end
return

L

Figure 5.9. Training data size vs. accuracy.

points of the model indicating a gradual decrease in mean error. The performance of the
nal model which was trained using these values is shown in Fig.

5.10 which depicts the

accuracy of the prediction in the test set (20% of the collected data) using the Gradient
Boosting algorithm. Similar results for the Random Forest and the Decision Tree algorithm
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are shown in Figs. 5.11 and 5.12 respectively. While it is not obvious from these gures,
the Gradient Boosting algorithm outperforms the others by a signicant margin as shown in
Fig. 5.13. Here, the errors for the various output parameters (initial and nal positions of
the probe) are shown for all the algorithms.

Table 5.2. Hyper-parameters of the GB model.

Parameter

Value

Learning Rate

0.01

Maximum depth

5

Number of learners

200

Figure 5.10. Cross Validation results (Gradient Boosting): actual/predicted values with error
k+1
k+1
k
k
on the test set. (a) xprobe ; (b) yprobe ; (c) xprobe ; (d) yprobe .
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Figure 5.11. Cross Validation results (Random Forest): actual/predicted values with error
k+1
k+1
k
k
on the test set. (a) xprobe ; (b) yprobe ; (c) xprobe ; (d) yprobe .

5.4

Integrated System Description
Fig. 5.14 shows the workow of the integrated system showing the working of RRT* as the

path planner and the Gradient Boosting model deciding the pushes of the probe. The RRT*
algorithm runs once and the trajectory is discretized and given to the Manipulation Module.
The Manipulation Module uses the trained model to predict and execute the pushes with
visual feedback on the actual trajectory. While it is not shown explicitly, another module
that is executed during trajectory tracking is the selection of the manipulator. This is done
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Figure 5.12. Cross Validation results (Decision Tree): actual/predicted values with error on
k+1
k+1
k
k
the test set. (a) xprobe ; (b) yprobe ; (c) xprobe ; (d) yprobe .

depending on the direction of movement that is expected of the part based on the initial and
the nal position of the part at the current time step as shown in Eq.(5.12):

if

M anipulator1 →
− xkpart < xk+1
part
if

M anipulator2 →
− xkpart > xk+1
part
if

M anipulator3 →
− xkpart < xk+1
part
if

M anipulator4 →
− xkpart > xk+1
part

k
k+1
& ypart
< ypart
k
k+1
< ypart
& ypart

(5.12)

k
k+1
& ypart
> ypart
k
k+1
& ypart
> ypart

While the selection procedure takes into account the usage of all the four manipulators,
for the experimental verication and demonstration of the system in this thesis, we consider
the usage of a maximum of two manipulators. Therefore, the movements are restricted to
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Figure 5.13. Error comparison for the dierent multi-regression algorithms.

Figure 5.14. Flowchart depicting the workow of the entire system.

the motion directions possible from the rst two manipulators in Eq.(5.12). However, this
can easily be extended to include all four manipulators.
An example of the entire manipulation process in the presence of obstacles is shown in
Fig. 5.15. The various steps involved in the process are detailed below:
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Figure 5.15. User Workow for the manipulation system showing the dierent stages. 1-5:
RRT* based path planning; 6-7: Manipulation module takes over to move the part to its
nal location.

•

Semi-autonomous.
1 - The user selects the initial part location. The user can click at any point near
the vicinity of the part and the object detection algorithm (using segmentation
and PCA) detects the position and the orientation of the part.

2 - The user clicks on the goal location where the part is supposed to be placed.
In an assembly operation, for example, this could be autonomous depending on
where the part would go in the assembly.

3-4 - Approximate regions where the obstacles are present is selected. The position, orientation and size of the obstacles are detected automatically.

•

Autonomous.
5 - Once the Execute Trajectory option is selected, the RRT8 algorithm determines an obstacle free, optimal path. This path is then discritized as explained
earlier and the projected path is shown.

6 - The push manipulation scheme is executed using a quasi-closed loop fashion
using vision feedback. The part is shown midway along the trajectory.
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7 - Manipulation is exited once the part is within the threshold region of the goal
position and orientation.

5.5

Experimental Results
The experimental setup previously described was used to demonstrate and study the sys-

tem when moving a representative micro-part through various trajectories with and without
the presence of obstacles. Initially, a trajectory is chosen to give maximal chances for the
push manipulation to be performed using a single manipulator and experiments carried out
accordingly. Next, a similar trajectory tracking experiment is performed using two manipulators and the results compared to the single manipulator case. Finally, the system was used
to carry out a representative micro-assembly task. For each set of experiments, a threshold
region of a radius 3

µm is used around the waypoint.

As the part enters this threshold region,

the loop proceeds to the next waypoint. The results of these tests are described next.

5.5.1

Single Manipulator Experiments

Figure 5.16. Trajectory tracking and execution for a single manipulator case.

1-3:

The

part trajectory starts to diverge from the desired trajectory and hence this is considered as
a failure.

The inset image provides a zoomed-in view of the part with the dierent push

locations and the actual trajectory.

For the single manipulator experiments, the RRT* algorithm planned a trajectory to
move a micro-part from its start position to a user dened goal position. The trajectory was
then discretized using Algorithm 7. Next, based on the learned model for the manipulator,
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the current state of the micro-part, and the next desired waypoint in the trajectory the
appropriate push is determined and executed with the system. For the 60 trials conducted
with the single probe, the success rate was only 40%. These failures were primarily due to
two reasons: 1.)

when the manipulator has to perform a push which interferes with the

part body, i.e. the probe has to go over the part to reach the predicted push location (40%
of failures) or 2.)

when the learned model can't predict the right push direction needed

because the data point is an outlier in reference to the training data (60% of failures). For
the second case, the resulting part trajectory starts to deviate from the desired trajectory.
After a certain amount of deviation, the part is unrecoverable and cannot return to the
desired path.
Fig. 5.16 shows an example of a failed manipulation with a single probe. The lines of
action (the line in red) along with the push locations that are determined by the trained
model are highlighted. The predicted locations are shown in blue and cyan and the push
location after performing a contact point correction are shown in red and green. The start
and the goal positions of the part are shown in red and blue, respectively, in the form
of contours.

As the trajectory is being executed, it can be seen that the performance is

acceptable as long as the movement direction is similar to the training data collected for the
manipulator. Specically, when the movements fall in the conguration domain satisfying

k
(xpart

< xk+1
part

&

k+1
k
ypart
< ypart
) for this manipulator.

The actual trajectory of the part deviates

from the desired trajectory as soon as these constraints are violated by a signicant amount
(≈100

µm).

After this amount of deviation and since we only push the part in forward

direction of the manipulator, the part moves to a point from where it is non-recoverable.
This suggests that the trained model does not generalize well in the conguration space
that is not well explored in the training data. However, another manipulator with its own
learned model can be added into the system to use in this region of the conguration space
and signicantly increase the performance of the system.
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5.5.2

Two Manipulator Experiments

Two manipulator manipulation experiments were performed with the part starting from
dierent congurations in order to assess the robustness of the learned models. They were
conducted to move a part from its start position to a goal position, both with and without the
presence of obstacles. For the obstacle case, the user uses the GUI to clicks on the obstacles in
the workspace. Green bounding boxes are then drawn around the detected obstacles and the
RRT* algorithm determines an optimal obstacle free trajectory to move the part to its goal
location.

The desired optimal path with discretized waypoints appear in blue (Fig.5.17).

Eq.(5.12) is used in conjunction with the state of the part to decide if manipulator 1 or
manipulator 2 are to be used for each push.
push operations are being performed.

The actual trajectory is also shown as the

The orientation of the part is not corrected as the

part is being pushed through the trajectory until it gets to the goal position. Once at this
position, a closed-loop control is used to align the part at the desired goal position to its
goal orientation. Once both the position and orientation are within a set error threshold to
program stops. For these experiments, 20 trials were performed. They resulted in a success
rate of

90%;

approximately

5%

of them failed due to the part sticking to the probe. The

rest of the failures were due to the push locations being out of range for these manipulators
(as in Eq.(5.12)). In the future, we can mitigate these by using the additional manipulators
in the test-bed with appropriate training data.

5.5.3

Microassembly Experiments

The micro-parts used here were designed to have male and female features so that they
can be used to build assemblies of various shapes by joining or stacking them together.
Microassembly experiments were performed to demonstrate the ability to assemble the microparts by taking advantage of these features. A simple test case was designed for evaluation
to assembly two micro-parts. Here, an assembly task is referred to placing parts to have the
female and male features mate in the LEGO

R

inspired parts using for experiments. In these

tests, the rst part is placed at it's nal position and orientation in the workspace. Then the
RRT* algorithm is used to compute an optimal obstacle free trajectory for the second part
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Figure 5.17. Two manipulator manipulation experiment with obstacles. With the broader
range of motions that are possible with two manipulators, the part can be manipulated in
a more exhaustive manner in its conguration space. When the part skips a few waypoints
on the discretized trajectory, the nearest waypoint is used to move the part back on track
and then to its nal conguration using the appropriate manipulator. This ensures that the
part doesn't diverge from the desired trajectory.

to get it to mate with the rst part. During the planning stage, the rst part is considered
an obstacle in the workspace. This same methodology can be employed for assemblies that
require multiple parts where each previously assembled part is considered as an obstacle
when planning the part trajectories for the next part in the assembly.

Screenshots from

one of these two-part microassembly experiments are shown in Fig. 5.18.

It can be seen

that the second micro-part is successfully assembled with its male feature mating with the
female feature of the rst part.

This shows the capabilities of the system in performing
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Figure 5.18. Microassembly experiment. For this two-part assembly operation, the rst part
starts in it's nal position and orientation (shown in the green bounding box) and is modeled
as as obstacle for the trajectory planning of the second part. The two manipulators are able
to successfully manipulate the part into its assembled position using the learned push models.

micro-assemblies. Using additional manipulators will provide more capabilities in terms of
not just the nal assembly but also in maneuvering the current part through more intricate
trajectories.

5.6

Summary
In this chapter we have presented a micro-manipulation system with a number of op-

erations: optimal trajectory planning, obstacle avoidance, and most signicantly, a learned
push manipulation model for two dierent manipulators in the system. A generalized learned
model for micromanipulation is presented which is trained on a specic micro-part and can
be adapted to other geometries either directly or by training the model for a more specialized/complicated part.

The functioning of the system was demonstrated and assessed

through manipulation experiments using both single and multiple manipulators, with and
without the presence of obstacles, along with microassembly experiments. The failure sce-
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narios were also studied and the advantage of using multiple manipulators in the setup was
elucidated. In the future, we will compute learned models for the additional manipulators in
the system and integrate the RRT* planning algorithm with an assembly sequence planning
algorithm [1] to build more complicated assemblies.
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6. FLEXIBLE AND AUTOMATED MICRO-SOLDERING STATION

In this chapter, the micro-soldering system that was developed using the micro-manipulator
setup is elucidated. The importance of having a exible soldering station is obvious when
we look at the current state of soldering techniques available which are mostly monolithic
planar microfabrication processes catered towards mass production and don't provide a lot
of exibility. When it comes to having custom soldering capabilities, these systems need to
be modied enough that it does not make economical sense. The existing practice of using
pre-dened soldering masks (patterns) for use in mass production and varying the layouts
from one board to the next is very costly due to the overhead in the time involved. This
becomes more important in research settings where exibility typically outweighs production
throughput. When it comes to custom soldering operations, especially at small length scales,
a more pliable system is needed to reduce human intervention to avoid an assortment of
problems. The proposed system is highly automated and human intervention is needed only
to identify the points to be soldered once the parts are in the workspace.
These limitations are overcome in the proposed system by proving exibility in terms
of maneuverability of the soldering setup using three axis (XYZ) micromanipulators, a XY
motion stage augmented with a vision system, all of which together provide capabilities
to solder any setup. The advantage of this setup is the time it needs to change from one
soldering conguration to another in a small amount of time. When it comes to attaching
parts at the micro/meso-scale, using traditional fasteners is also not an option. Other than
this, adhesives (glue) become more practical.

However, surface tension makes their use

challenging as well. Hence, this soldering system oers exibility without taking away any
of the advantages of manual soldering by providing the user with constant feedback through
the vision system and an interactive UI as explained in the next sections.
The automated micro-soldering system described here is a vision-based system for soldering printed circuit boards (PCBs)on a 2D plane. It uses a single camera which has been
calibrated to detect solder points selected on the image by the user and transform them to
a world coordinate frame.

Two three-axis (XYZ) computer controlled micromanipulators

are used to hold the solder pen (with attached automated solder feeder) and the wire as-
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Figure 6.1. Flexible Automated Micro-Soldering System. (a) Main soldering hardware components; (b) Auxiliary components for automatic solder feeding; (c) System coordinate
frames.

sembly.

They are controlled simultaneously to perform the soldering operation using the

vision data for determining the needed trajectories. A motorized XY motion stage is also
used to move the PCB, on which the soldering is being done, relative to the camera and the
micromanipulators.

A custom Qt framework based user interface is also presented which

is used for observing the system and to perform these micro-soldering operations remotely.
Finally, a single-wire and a multi-wire assembly are soldered to a PCB using this system and
its performance is evaluated.
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6.1

System Conguration
The exible automated micro-soldering system is shown in Fig. 6.1. The main system

components are two three-axis (XYZ) micromanipulators (Sutter Instruments MPC-285), a
motorized XY stage (Nikon Ti-S-ER), a CCD camera (Point Grey FL2-14S3C), solder pen
(HAKKO FX888D-23BY), and solder feeder unit (HAKKO-373), as shown in Fig.6.1(a). A
customized controller is used to either individually or simultaneously control up to four of
the Sutter manipulators. Currently, two of the micromanipulators are being used for this
study.

One micromanipulator is being used to hold and manipulate the solder pen along

with the solder feeder; the second micromanipulator is being used to hold and manipulate
the wire that is to be soldered to the PCB. The solder feed is controlled using the selffeeder, that provides control over the time and speed of the feed. These controls can be set
using physical knobs on the feeder; enabling the feed can be done using a push button on the
feeder. However, in order to automate the feeding process and to be able to control this from
a computer, a CD4066B chip (a quad bilateral switch IC) was integrated with an Arduino
Uno microcontroller to simulate the push button and to control the feed in real-time. This
customized setup is shown in Fig. 6.1(b).
The motorized XY motion stage is used to hold the PCB for performing the soldering
operations. The motion stage has a range of

110mm × 70mm

along the X and Y directions.

Both the manipulators and the XY motion stage are controlled using custom APIs provided
by the manufacturers and have on-board encoders and closed-loop control systems.

The

micromanipulators can move in step sizes as small as 62 nm while the XY stage can be
positioned with 1

µm

accuracy.

The vision system is made up a single camera (Point Grey FL2-14S3C) along with a
magnication lens (MegaPixel IR). They are mounted together in a side angled position
providing an isometric view of the whole system. A graphical user interface (GUI) interface
was developed using the Qt framework [71]. It includes real-time visual feedback from the
camera and a controller on the back-end to control the entire soldering procedure based on
the vision data and user inputs. In order to provide seamless vision feedback and control
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Figure 6.2. Flowchart depicting the multi-thread program ow used for real-time control.

through the GUI, multiple threads are used in the Qt framework. A ow chart showing the
various threads is illustrated in Fig. 6.2 and the GUI is shown in Fig. 6.3.

Figure 6.3. GUI showing the components related to the soldering operations.
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6.2

Calibrating the System
Calibrating the entire setup involves a few dierent steps. First, the calibration of the

camera to obtain it's intrinsic and extrinsic parameters is performed. With this information,
it is possible to reproject the 2D pixel coordinates that the user selects as target soldering
locations into 3D world coordinates on a plane. Next, the XY motion stage can be calibrated
with respect to the camera. Finally, the micromanipulators can be calibrated to determine
their end-eector coordinates in the world frame using the image data from the camera. The
various coordinate frames for the system are dened in Fig. 6.1(c). Each of these calibration
steps are described now.

6.2.1

Camera Calibration

The PointGrey camera is calibrated using the standard Zhang's algorithm [72] for camera
calibration. The Camera Calibration Toolbox in MATLAB [73] is used for this. A standard
checker-board pattern (with known dimensions) is used for the calibration procedure, as
shown in Fig. 6.4. Once the calibration is done, we obtain the intrinsic camera matrix,
and the extrinsic parameters namely, the rotation matrix,
the

ith

Ri ,

and translation vector,

ti ,

K,
for

conguration of the pattern. For our planar soldering setup, the extrinsic parameters

are chosen so that the plane of the pattern is the same as the plane of the soldering plane
(i.e. the plane on which the PCB resides).

6.2.2

XY Motion Stage Calibration and Reprojection

The XY motion stage that is used to hold the PCB is calibrated with respect to the
camera using the aforementioned conguration information.

Using the intrinsic and the

extrinsic parameters for this position, the reprojection from the 2D pixel coordinates to the
3D coordinates on the plane of the pattern in Fig. 6.4 can be done using the homography
information. The homography,

H,

can be written as:

h
H = K r~1

r~2

i
~t

(6.1)
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Figure 6.4. Checker-board pattern used for 2D to 3D reprojection.

where, the

~r1

and

~r2

are the rst two columns of the rotation matrix,

R,

and

~t

is the

translation vector from the frame on the checker-board pattern to the camera frame. The
homography

H

relates the world coordinates

X~w

to the homogeneous pixel coordinates

~x

as

follows:

~w
~x = HX
where

X~w = [x y

w]

(6.2)

is the homogeneous representation of a world point on the

plane (which is the plane of the motion stage on which the PCB is placed) and

~x

Z =0
is the

homogeneous representation of the pixel coordinates. From Eq.(6.2), any pixel coordinate
can be reprojected into the plane of the motion stage (PCB board) using the following
relation and normalizing the resulting vector to get the

~ w,reproj = H−1~x
X

(xw , yw )

world coordinates:

(6.3)

Thus, given any pixel coordinate we can reproject them using the above procedure to get
the world frame coordinates of the point in the plane of the PCB. This makes it possible for
a user to select the points on the PCB to be soldered in the image. This information can
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then used to move the solder pen, wire assembly, and motion stage, respective to each other
to perform a successful soldering operation.

6.2.3

Manipulator Calibration

The two three-axis manipulators that are used to hold the solder pen and wire assembly
are both calibrated using a linear regression based calibration procedure with vision data
after the camera has been calibrated with respect to the world frame. The tip of the solder
pen which is the end-eector of the manipulator is used to triangulate the motion of the
manipulator.
For the calibration procedure, the manipulator is moved along one of it's axis (Y-axis in
this case) by a predetermined amount and the corresponding points of the solder pen tip are
tracked using the calibrated camera. These points are then t on a straight line

(y = αx + β)

using a simple regression procedure:

Pn
(x − x̄)(yi − ȳ)
Pn i
β̂ = i=1
2
i=1 (xi − x̄)

(6.4)

α̂ = ȳ − β̂ x̄

(6.5)

Once we have the estimated values of

β̂

and

α̂,

we can nd the orientation

(θ)

of the

manipulator frame with respect to the world frame (See Fig.6.1(c)). Since the manipulator
has all three axis movements as translations, the end-eector frame at the solder pen tip is
used for the actual movements. It should be noted that the position of the solder pen tip is
selected by the user by visual observation in the GUI developed and the pixel coordinates
selected by inspection are converted to physical coordinates in the world frame using the
camera calibration parameters that have been previously determined. Also, since the XY
plane of both the manipulator frame and the world frame are parallel, the rotation matrix
between the two frames is given by:





cosθ −sinθ

ROw M = 
sinθ cosθ

(6.6)
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6.2.4

Calibration Results

Fig. 6.5 shows the reprojection error associated with the calibration of the camera. The
mean error here represents the error associated with the reprojection of the checker-board
corners during calibration and can also be used as a metric for reprojecting points back into
the same plane of the PCB. The extrinsic parameters of the camera from the highlighted
result in the gure are the ones corresponding to the plane which holds the PCB and are the
ones used to reproject the points selected on the frame by the user (≈0.70 pixels error). Since
the plane of the PCB is not parallel to the image plane, the pixel to distance correspondence
varies over a range of 96

µm

to 122

µm

in this plane. At the center of the workspace, the

the mean value corresponding to 1 pixel is 110

µm.

Therefore, the mean error associated

with reprojection to the frame of the PCB is 0.70 pixels

×

110

µm

/ pixel = 77

µm.

The

control scheme for the overall system is open loop but the motion of the manipulators and
the XY motion stage are closed loop with respect to their internal hardware and is quite
accurate, as discussed previously. Therefore, the accuracy of the system is dictated by the
vision system calibration errors.

6.3

GUI Design/ Software Architecture Modications
The GUI that was developed for controlling and calibrating the micro-soldeirng station

is shown in Fig. 6.3. A detailed explanation of the skeleton GUI was provided earlier. This
interface is modied to add features to provide controls for various soldering operations.
The inset image in Fig. 6.3 shows the various options available that enables dierent types
of operational ows.

The owchart in Fig.

6.6 shows the use cases of soldering and the

workow. Before performing these operations, it has been assumed that all the necessary
calibrations have been performed. A brief description of the sections of the workow is given
below:

•

Enabling the solder feed. This initializes the feeder thread that enables the control
circuit for automated solder feed. This is coordinated with the solder operation, where
the manipulator positions are used as reference to provide solder feed. This helps in
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mitigating errors like wrong solders / depositions and is more robust than using the
image feedback alone.

•

Selecting the manipulators. The manipulators containing the solder pen and the
wire assembly are selected to be able to control the right manipulators during the
operation. The manipulators start out of plane of the PCB to enable contact without
disturbing the PCB, which would be crucial when dealing with micro-parts because of
their smaller masses and intricate contact dynamics.

•

Selecting solder points. The left portion of the GUI has a pane which shows the
current live video feed.

The user can select solder points in the image and make

measurements by reading the image pixel information by clicking anywhere the image.
Depending on the type of soldering operations, the user can select single/multiple
points in succession. The corresponding world coordinates are stored which are used
for manipulating the probes later.

•

Single/Multiple Soldering. Here, two types of wire assemblies are used. A single
wire assembly and a wire assembly with multiple assemblies each suited to study different performance parameters. The type of the soldering operation currently being
performed is selected here, since they both have dierent control ows.

6.4

Soldering Procedure
The soldering system described can be used for micro-soldering operations eectively

given that both the XY motion stage and the manipulators used are both capable of performing micro-scale movements. The algorithm ow of the soldering procedure is described
in Algorithm 8. The soldering setup is designed to work in two dierent ways:

6.4.1

Single-Wire Soldering

In this case, a single wire needs to be soldered to the PCB that is placed on the XY
motion stage. Here, the position of the solder pen and the wire holding assembly are set to

Mean Error (pixels)
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Image Number
Figure 6.5. Reprojection errors corresponding to various images of the workspace during the
calibration routine. The highlighted bar in the graph corresponds to an image representing
the plane of the PCB. One pixel corresponds to a mean value of 110

move only along the world

Z − axis.

µm.

When this option is selected in the GUI, the user needs

to select the point on the PCB to be soldered in the image on the screen. The corresponding
world coordinates
procedure.

(Xs , Ys )

in the

Zs = 0

plane are calculated using the aforementioned

The XY motion stage then moves accordingly to bring this point under the

solder pen and the soldering procedure is performed. The soldering procedure here refers
the motion primitives of the solder pen which are detailed at the bottom of Algorithm 8.

6.4.2

Multiple-Wire Soldering

When multiple-wires are to be soldered, a dierent protocol is used. The micromanipulator with the wire assembly containing all the wires to be soldered are pre-positioned to
make contact with the PCB

a priori

and remain stationary throughout the process. The

XY motion stage also remains stationary. The user again then selects the multiple points to
be soldered in the image and an array of world frame coordinates

< Xs , Ys >

in the

Zs = 0

plane are generated for these points. Given this array of coordinates, the micromanipulator
with the solder pen is moved to each of these coordinates in order and the soldering pro-
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Figure 6.6. Overview of workow for single wire (left) / multiple wire (right) soldering.

cedure is invoked at each of these points. Since the micromanipulator has been calibrated
with respect to the world frame, as previously described, the transformation between the
coordinates

6.4.3

•

< Xs , Ys >

to the end-eector frame is straightforward.

Other Considerations
Contact Detection.
In the current setup, contact between the solder pen and the PCB and contact between
the solder pen and solder wire are not actively detected. Contact is made by moving the
manipulators containing the solder pen and the solder wire in the vertical direction by
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Algorithm 8: Soldering Procedure
Data:

Xs , Ys
Main(array(Xs , Ys )):

Function
if

single_point_soldering selected

then

Move point (Xs , Ys ) on PCB to
Solder pen and wire move to

Ow
Ow

Wire moves to make contact with the PCB

Perform_Solder()
else
Move wire mount to contact PCB

while

i ! = array.end

do

Solder pen moves to

(Xsi , Ysi )

Perform_Solder()
end
end
return
Function

Perform_Solder():

Move solder pen to touch the wire
Enable solder feed
Do soldering and deposit solder
Move solder pen up

return

a pre-determined amount. Thus, it is assumed that the contact is established without
any active detection mechanism.

If the contact has not been established and this

results in improper soldering, then that trial has been considered as a failure. In the
future, a second camera can be added to the setup to monitor the vertical movement
of the manipulators and actively detect when and if contact occurs.

•

Human-in-the-loop.
The overall procedure is semi-automated. A user is required to select the points that
need to be soldered. This selection is done using the GUI where the user clicks on the
image feed from the camera.

Once the set of points have been selected, the rest of

the procedure is carried out autonomously. The coordinates of the solder points are
determined in the plane of the PCB and the XY motion stage, micromanipulators, and
solder feeder are all controlled automatically, as needed.
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Table 6.1. Solder component dimensions.

6.5

Component Description

Dimension

PCB (length)

25 mm

PCB (width)

25 mm

PCB soldering site spacing

3 mm

Wire diameter

0.62 mm

Solder feed diameter

0.71 mm

Experimental Results/Discussion

6.5.1

Task Description

The system was tested using two dierent test cases to validate the functioning of the
system and to gauge its performance. First, a single wire soldering procedure was performed
wherein the wire is held using a custom 3D printed xture, as shown in Fig. 6.1(a).

For

convenience, both the manipulators holding the wire assembly and the solder pen are positioned above the world origin

Ow .

The PCB is placed on the XY motion stage which has

already been calibrated. The point on the PCB to be soldered is selected using the

`Perform

Soldering (Single)' option in the GUI shown in Fig. 6.3. Once instructed, the system then
automatically completes the single-wire soldering operation.
Second, a multiple wire soldering operation was performed. A wire assembly holding a
set of four wires with all wire ends aligned co-linearly was 3D printed. In this case, the multiwire assembly is aligned above the points on the PCB to be soldered. The user then selects
the points on the PCB and chooses the

`Perform Soldering (Multiple)' option from

the GUI which initiates the subroutine for the multiple soldering procedure. The soldering
component dimensions used for these experiments are given in Table 6.1. Note: from the
calibration results presented earlier, the system is accurate to an average of 77

µm

in the

plane of the PCB. With a soldering site spacing of 3 mm on the PCB and the wire and
solder feed diameters of 0.62 mm and 0.71 mm, respectively, the system accuracy is more
than sucient to execute the desired soldering tasks.
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6.5.2

Results

Figure 6.7. Single wire soldering operation (Success).

Left: the solder pen makes contact

with the wire, the feed is enabled, and the solder is deposited. Right: the solder pen is shown
after automatically retracting from the solder site after the operation is complete.

The soldering procedure performed in the single wire soldering case is shown in Fig. 6.7.
Here, the manipulator holding the solder pen descends and once it makes contact with the
wire assembly, the solder feed is enabled and the soldering is done. After the procedure is
complete, the pen ascends. Similarly, Fig. 6.8 shows the series of steps that is involved in
performing a multiple wire solder.
in order and a call to the

The manipulator moves to each of the selected points

Perform_Solder() subroutine is made. This way, the selected

points with wires at those positions are precisely soldered to the PCB.
These experiments were timed and the results for the single wire and the multiple wire
soldering operations are shown in Table 6.2 and Table 6.3, respectively. Here, the rst trial
for both the single and multiple wire operations have been detailed to show time taken
for the individual operations to give a brief idea of how the results were recorded.

The

Success/Failure determination was done based on the nal output of the operation. If the
soldering is a success, the wire was completely and securely soldered to the board. If the
wire came loose after the operation or if the solder deposit was not done properly, the trial
was considered a failure.
The failures that were observed can be classied into two types:

•

Failure1 : This failure is when contact between the solder pen and the wire is not established successfully. This can happen due to misalignment of the solder wire holding
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Figure 6.8. Solder operations while performing a multiple (4) wire soldering operation (Success). Each row depicts a single solder operation. 1-3: making contact with the wire, soldering operation, and the pen retracting out of the frame, 4-6: second solder operation with
the same set of operations, 7-9: third soldering operation, 10-12: fourth soldering operation.

xture (since we are using thing 3D printed parts they can warp/bend) or physical
contact with the PCB dislodging the wire from it's desired position.

•

Failure2 : This failure occurs from improper solder feed deposition. This can happen
when the solder feed is activated and it doesn't align well with the wire and the solder
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Table 6.2. Experimental results (Single wire).

Trial

Description

1

Time(s)

Motion Stage to Origin

Ow

Result

0.6

Wire descending

0.8

Solder pen descending

1.5

Solder operation

1.4

Total time

4.3

2

Total time

4.6

Success

3

Total time

4.8

Failure

4

Total time

4.3

Success

Success

1

Table 6.3. Experimental results (Multiple wire).

Trial
1

2

Description

Time(s)

Result

First Solder

10.5

Success

Second Solder

9.5

Success

Third Solder

9.1

Success

Fourth Solder

9.3

Success

Total time

38.4

Success (4/4)

Total time

37.3

Success (3/4)
Failure

2

pen tip. This misalignment causes the feed to not be deposited on the wire or miss the
targeted area completely.

6.5.3

Discussion

Based on the observed results, the soldering setup at this stage is able to perform automated soldering operations based on minimal user input (i.e., by selecting the soldered
locations). While the system was tested under specic conditions, it is exible enough to
accommodate changes to the system, such as dierent assembly congurations, numbers of
the wires, position of the PCB on the motion stage, etc. The time taken for the solder procedure can also be optimized by adjusting the speed of the manipulator and the speed of the
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motion stage. For example, a maximum speed of 2.9mm/s is possible for the micromanipulators while the current experiments used a speed of 1 mm/s. The single wire soldering trials
have a mean time of operation to be around 4.48s, the multiple wire soldering operation
averaged around 37.85s. These timings are very much dependent on the number of wires to
be soldered and the position and the structure of the board. The overall success rate for all
the individual micro-soldering operations performed described here was 83% (10/12).

6.6

Summary
A micro-soldering station for use in exible manufacturing was presented here.

The

soldering procedure was explained with emphasis on using the real-time vision data for
obtaining user input and to observe the soldering procedure. The setup was validated for
soldering tasks which involved soldering of a single wire and multiple wires on to a PCB along
with custom 3D printed xtures. While the tasks were specically designed to demonstrate
the functioning of the overall setup, it can easily be modied for soldering on any planar
surface. The test results in terms of the success/failure rate and the time consumption seems
promising at this stage of development.

The setup presented here can thus be deployed

wherever a exible and custom soldering job is required.
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7. CONCLUSIONS

7.1

Summary
The work presented here provides an holistic solution to the problem of micro and meso-

scale manipulation and assembly. This is done through three separate but related contributions dealing with the three aspects of assembly: manipulating the micro/meso-scale parts,
providing assembly sequencing given a nal assembly conguration and a exible soldering
station for performing custom soldering operations.

Each of the previous three chapters

dealt with each of these facets of assembly. Performing these operations at these scales is
accompanied by a myriad of issues ranging from unpredictable surface forces and interactions between the parts and the environment. A micro-manipulation system consisting of
multiple micro-manipulators working together, a optical microscope and other components
to manipulate these parts was presented. The complete setup along with the proposed algorithms and workows were validated using various experiments. The results obtained were
presented and used to present the limitations associated with each of these workows.
The major contributions that were achieved are listed below:

•

A micro-assembly system using sub-assemblies was implemented to solve the Assembly
Sequence Planning (ASP) problem to perform assembly tasks for dierent congurations.

Caging transport and 1D push primitives were used to move the parts along

optimal trajectories to their positions in the assembly. Similar LEGO

R

parts were used

to generate assemblies of varying complexities and the proposed system was utilized
to perform these assemblies autonomously.

•

A real-time push manipulation and path planning scheme was presented to move the
micro-parts from a root position to a goal position in the presence of obstacles.

A

learning based model based on Gradient-Boosting is used to model the push dynamics and a random sampling approach is used to nd optimal trajectories in the 2D
workspace. LEGO
the system.

R

inspired micro-parts are used to demonstrate the functioning of

88

•

Finally, a exible system for performing custom soldering operations at the micro-scale
was presented. User input through a vision feedback of the workspace is used to obtain
the soldering positions and the soldering operations are then performed autonomously.
The system is demonstrated using single/multiple wire soldering on a PCB.

7.2

Future Work
While the work presented addressed various issues associated with micro / meso-scale

manipulation and assembly, there are numerous directions in which promising future work
can be undertaken in these areas:

7.2.1

Assembly Sequence and Path Planning

While the experiments were performed on 2D assemblies, the system can be extended to
perform assemblies in 3D, but provisions need to be made to transport the part (ensuring
force closure to pick up parts) and to place it in the assembly with out-of-plane vision systems
to monitor it's progress. The calibration errors can be avoided by performing more rigorous
data collection to better capture the edge case errors, both in the vision system and in the
manipulators. Incorporating the learned push manipulation instead of caging might result
in lesser chances of interactions and errors in congurations. A fastening mechanism like the
one presented in [66] can be used to attach parts together to be able to move sub-assemblies
with ease.

7.2.2

Learned Push-Manipulation

While the manipulation model is trained and tested on the same part, the robustness of
the system can be veried by training it with dierent geometries and testing it's performance
and adaptability on various geometries. A deep reinforcement learning framework could be
used instead of the supervised learning method currently being used although it would require
a lot more data to be able to outperform the current method. In that regard, automating
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the training data collection and ltering to nd suitable candidates to be used for training
can reduce a lot of human-in-the-loop involvement.

7.2.3

Micro-Soldering Station

The xture presented here can be modied to suit micro-soldering of parts more eectively
by using more compliant solder tips. A monocular vision system is used here to get user input
and for calibration of the system which introduces errors. More redundancy can be provided
by using a stereo vision system / laser system to obtain point clouds to be able to reconstruct
the environment in 3D. This can help the user to get a detailed view of the workspace and
to mitigate the errors in the system while also providing more maneuverability for the solder
pen (on the micro-manipulator).
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