Abstract. We develop a hybrid iterative approach for computing solutions to large-scale illposed inverse problems via Tikhonov regularization. We consider a hybrid LSMR algorithm, where Tikhonov regularization is applied to the LSMR subproblem rather than the original problem. We show that, contrary to standard hybrid methods, hybrid LSMR iterates are not equivalent to LSMR iterates on the directly regularized Tikhonov problem. Instead, hybrid LSMR leads to a different Krylov subspace problem. We show that hybrid LSMR shares many of the benefits of standard hybrid methods such as avoiding semiconvergence behavior. In addition, since the regularization parameter can be estimated during the iterative process, it does not need to be estimated a priori, making this approach attractive for large-scale problems. We consider various methods for selecting regularization parameters and discuss stopping criteria for hybrid LSMR, and we present results from image processing.
Introduction.
We consider large-scale inverse problems of the form (1.1) b = Ax true + n, where b ∈ R m×1 are observed data, A ∈ R m×n (m ≥ n) models the forward process, x true ∈ R n×1 represents the desired parameters, and n ∈ R m×1 is additive noise. We assume that the errors are independent and identically distributed (i.i.d.) from a Gaussian distribution with zero mean and standard deviation σ. Given A and b, the goal is to compute an approximation to x true .
Linear inverse problems such as (1.1) arise in various scientific applications such as biomedical imaging, geoscience, astronomy, and security; cf. [15, 24, 30] . These problems often arise from the discretization of integral equations. It is well known that problems like (1.1) are challenging because of their ill-posed nature, whereby small errors in the data amplify during the inversion process, causing large errors in the solution. Regularization is typically used to stabilize the inversion process and can take many forms.
Tikhonov regularization estimates x true from least squares (LS) problems of the form where the regularization parameter λ controls the smoothness of the solution, and the regularization matrix L is often selected to be the identity matrix, or a finite 2. Background. In this section, we begin with an overview of Tikhonov regularization and describe various parameter selection techniques. We discuss iterative methods based on the GK process and provide an introduction to hybrid methods.
Tikhonov regularization and parameter selection.
Regularization is used to obtain sound approximations to solutions of ill-posed inverse problems by filtering out the components that amplify the noise corresponding to small singular values. Let A = UΣV denote the singular value decomposition (SVD) of A, where Σ = diag(σ 1 , σ 2 , . . . , σ n ) is a diagonal matrix containing the singular values of A with σ 1 ≥ σ 2 ≥ · · · ≥ σ n ≥ 0, and the columns u i of U and v i of V contain the left and right singular vectors, respectively.
The standard form Tikhonov problem is Given the SVD of A, the Tikhonov solution can be written as a filtered SVD solution,
where Φ = diag(φ 1 , . . . , φ n ) and the filter factors are φ i = Methods for selecting regularization parameters for Tikhonov regularization have been well studied in the literature [21] . We investigate three methods, namely, generalized cross validation (GCV), discrepancy principle (DP), and unbiased predictive risk estimator (UPRE). GCV is a predictive statistics-based method that does not require an estimate of the noise level. It assumes that a solution computed on a reduced set of data points should give a good estimate of the missing points [18] . The GCV function is given by
, and the desired regularization parameter λ is chosen to minimize (2.4). On the other hand, DP and UPRE rely on a prior estimate of the noise level for the problem. For DP, λ is selected so that the residual norm, Ax λ − b 2 2 , is on the order of the noise in the data. That is,
where is an approximation of the expected value of n 2 2 and τ is a user-defined "safety" parameter. For i.i.d. white Gaussian noise, ≈ σ 2 n and, if not provided, noise variance σ 2 can be estimated from the data 1 [14, 25] .
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For UPRE, the idea is to select the regularization parameter that minimizes the unbiased estimator for the expected value of the predictive risk [38] . That is, the UPRE regularization parameter minimizes the function
If the SVD of A is available, functions (2.4)-(2.6) can be simplified for easy evaluation.
GK bidiagonalization.
The GK bidiagonalization process is at the heart of several iterative algorithms for solving large, sparse LS systems and estimating singular values and vectors. Given a matrix A and vector b, the GK process is an iterative procedure to transform matrix (b A) to upper-bidiagonal form (β 1 e 1 B k ). With initialization β 1 = b 2 , u 1 = b/β 1 , and α 1 v 1 = A u 1 , the kth iteration of the GK process computes orthonormal vectors u k+1 and v k+1 such that
After k steps, we have matrices
and
In LSQR, y k is chosen at each iteration to minimize r k 2 , and the solution is defined as x k = V k y k . From the relations above, the LS problem
can be approximated by the projected LS problem
An efficient implementation of LSQR is described in [33, 34] . It is known that LSQR is mathematically equivalent to the well-known CGLS method and can be interpreted as a minimum residual Krylov subspace method, where in exact arithmetic, x k solves (2.10) min 
whereβ k ≡ α k β k . Again, relationships from the GK bidiagonalization process were used to simplify the terms. Efficient methods based on QR factorizations were investigated for solving (2.11) in [17] , and there it was also proved that LSMR and LSQR converge to the solution.
It is worth mentioning that the LSMR solution can also be interpreted as a best approximation in a Krylov subspace, in that x k solves (2.12) min
Hybrid methods.
Hybrid methods [3, 32, 22] project the original LS problem (1.3) onto a small but growing subspace, using, for example, the GK process, and then use a direct regularization scheme such as Tikhonov regularization to solve the relatively small projected LS problem. Regularizing the projected problem at each iteration has the effect of stabilizing the convergence behavior, thereby reducing the risk of computing a poor solution with an imperfect stopping rule. Another benefit of hybrid methods is that the regularization parameter can be estimated during the iterative procedure rather than being required a priori. However, the additional cost of hybrid methods, compared to applying an iterative method such as LSQR or LSMR to (2.1) for fixed λ, is that the GK vectors V k must be stored for computing the solution.
Previous hybrid methods have been studied in the context of minimizing the projected residual (2.9) and analyzing the singular values of B k (also known as the Ritz values). For ill-posed problems where A is ill-conditioned, it is known that the singular values of B k approximate singular values of A very well, depending on the relative spread of the singular values [19] . Thus, at early iterations, singular values of B k converge quickly to the largest singular values of A, resulting in good reconstructions. However, with more iterations, the singular values of B k tend to approximate the largest and smallest singular values of A, leading to an ill-conditioned matrix B k . Thus, it has been suggested to incorporate regularization such as TSVD or Tikhonov regularization to solve the projected subproblem [32, 3, 5, 20, 28] . At each iteration, rather than solving (2.9), we solve the Tikhonov problem (2.13)
where λ may be constant or may vary per iteration. We call this a hybrid LSQR method. There has been a lot of research on hybrid methods based on the GK bidiagonalization. For example, parameter selection methods within hybrid LSQR methods were studied in [27, 13, 2, 36] , and hybrid LSQR methods for general form Tikhonov were considered in [26] . In [25] , authors investigated how noise propagates to the projected problem and developed criteria based on the GK bidiagonalization for stopping the iterative method and for estimating the noise level in the original problem. We propose a hybrid LSMR method in which Tikhonov regularization is used to solve the LSMR subproblem (2.11). Before giving details, we investigate properties of LSMR on ill-posed problems and motivate the need for a hybrid method. 
A hybrid LSMR algorithm.
In this section we describe a new hybrid algorithm based on LSMR and Tikhonov regularization that is intended to solve large-scale problems where iterative methods are required. For example, iterative methods are desirable for problems where A may be extremely large and sparse, or for problems where A is not explicitly stored but can be accessed via function calls to compute matrix-vector products with A and A . In addition, similar to hybrid LSQR methods, we assume that solutions can be captured in relatively few iterations or that appropriate preconditioning can be used, so that k remains small and the GK vectors V k can be stored. First we provide an example in section 3.1 that compares LSQR and LSMR for ill-posed problems. This illustration and the corresponding theory provide motivation and justification for the development of a hybrid LSMR approach. Then, in sections 3.2-3.4, we present the hybrid LSMR method, along with theoretical results and algorithmic details.
An illustration: LSMR for ill-posed problems.
The goal of this section is to provide the reader with some insight into the performance of LSMR on ill-posed inverse problems and to motivate the need for hybrid LSMR. To do this, we consider a standard image deblurring example and compare the performance of LSMR versus LSQR, where no additional regularization (other than stopping criteria) is considered. Although specific details of the example are not included here, we remark that the behavior is representative of most ill-posed inverse problems.
In Figure 1 (a), we provide relative reconstruction errors per iteration for LSQR and LSMR. Since we are dealing with ill-posed problems, both methods exhibit clear semiconvergence, as expected (cf. the introduction). However, note that LSMR exhibits delayed semiconvergence. That is, reconstruction errors for LSMR and LSQR initially decrease at similar rates, but after reaching an optimal value, LSMR errors increase at a slower rate. In Figure 1 (b), values A r k 2 are presented for each algorithm. This figure resembles plots found in [17] , where it is also observed that residual norm plots r k 2 for LSQR and LSMR are typically very similar.
To We make use of the following theorem from [6] , originally studied in [37, 39] . 
Finally, if the d i are distinct and all of the elements of z are nonzero, then the eigenvalues ofD strictly separate those of D.
Consider the eigenvalues of symmetric matrices B k B k andB kB k . Let
be the SVD of B k , where the singular values are
MatrixB kB k can be written aŝ
where q k is the kth column of Q. Since similar matrices share the same eigenvalues andβ 
Since the singular values of B k tend to approximate the largest and smallest singular values of A, (3.4) implies that the singular values ofB will approximate the squares of the largest and smallest singular values of A. Thus, for ill-posed problems where many of the singular values are small, regularization may play a more crucial role. For the example above, we provide in Figure 2 the first 50 singular values of A, along with the singular values ofB and B k , and the square of the singular values of B k for iteration values k between 1 and 46 in increments of 5 iterations. This plot numerically verifies our analysis above.
Hybrid LSMR.
Since LSMR exhibits semiconvergence behavior (as evident in Figure 1(a) ) andB becomes ill-conditioned with more GK iterations, we propose to solve the LSMR subproblem (2.11) using Tikhonov regularization, that is, where λ may be constant or vary per iteration. We call this a hybrid LSMR method, and the reconstruction is computed as x k = V k y k . Algorithmic details are presented shortly. First, we provide a theoretical analysis of hybrid LSMR. By imposing Tikhonov regularization on the projected subproblem (i.e., solving (3.5) instead of (2.11)), we follow a "first project then regularize" approach. On the other hand, one could solve Tikhonov problem (2.1) using any iterative projection method for LS. This is considered a "first regularize then project" approach.
For previously studied hybrid methods based on LSQR, it has been shown that for fixed λ both approaches produce the same solution in exact arithmetic. More specifically, the solution after k iterations of LSQR on (2.1) is mathematically equivalent to the solution V k y k , where y k solves (2.13); see [22, 20, 27, 34] and references therein. For large-scale problems where selecting a good regularization parameter a priori can be difficult, the latter case is preferred since standard methods for regularization parameter selection can be used on the projected problem, which is significantly smaller in dimension.
Contrary to previously studied hybrid methods, the solution after k iterations of LSMR applied to (2. Although hybrid LSMR for λ > 0 does not seem to have an equivalent "first regularize then project" approach, it can nevertheless be interpreted as a Krylov subspace projection method, thereby shedding light on the problem being solved. 
Proof. Projected problem (3.8) follows from derivations in section 2.2.
Selecting regularization parameters for (3.5).
In this section, we consider methods for selecting regularization parameters within hybrid LSMR. SinceB k is small for small values of k, we can afford to use more expensive SVD-based regularization parameter selection schemes at each iteration. We consider three methods, DP, UPRE, and GCV, although any parameter selection scheme could be used.
whereB † k,λ is defined as in (2.3). If a good estimate of the noise level for the original problem is available or can be estimated from the data, then DP or UPRE can be used to compute λ at each iteration. Otherwise, GCV can be used to select λ for the LSMR subproblem. Substituting x λ = V k y k into (2.5), we can simplify the residual norm as
Since the singular vectors of B k andB k are not directly related and their dimensions are relatively small, further simplifications are not computationally significant. For UPRE and GCV, λ k is selected at each iteration to minimize the functions
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where [P k e 1 ] i denotes the ith component of vectorP k e 1 andŝ i is the ith diagonal element ofŜ k . We remark that the above residual norm and UPRE and GCV functions can be represented solely in terms of the SVD of B k . However, since the number of iterations remains moderately small, formingB k and obtaining its SVD is not a significant computation and results in simpler implementations. Furthermore, in hybrid LSMR we propose to delay regularization untilB k more fully captures the ill-conditioning of A and the noise level estimate for the original problem becomes relevant.
Stopping criteria for the GK process.
Another practical issue is determining a stopping iteration for the GK process. Standard methods described in [17] were not developed with ill-posed inverse problems in mind and would take quite a bit of tweaking and parameter tuning to work. Stopping criteria based on the GK bidiagonalization for ill-posed problems [25] could also be used in hybrid LSMR, but our numerical experience revealed that determining the noise-revealing iteration, as described in [25, (4.9)], was extremely sensitive to the user-defined parameters. Hence, we do not consider it here. Instead we develop a GCV function for selecting the stopping criteria that is similar to the derivation in [13] , but for a different problem. Consider the problem Then the GCV function to determine a stopping iteration, k, can be written as
where the solution at the kth iteration is given by 
Since there is rarely one approach that is perfect, we propose to use a combination of stopping criteria. The hybrid LSMR method is terminated if a maximum number of iterations is attained, the GCV function (3.20) attains a minimum or flattens out, or tolerances on the residual are attained.
Numerical results.
We test hybrid LSMR on two problems from image processing, namely, image deblurring and superresolution. In both examples, we compare LSMR and LSQR, along with their hybrid counterparts. For hybrid LSMR, we compare various methods for finding the regularization parameter. Full reorthogonalization of the GK vectors was used for Example 1 only.
Example 1: Image deblurring. This example uses two image deblurring problems from RestoreTools [31] : satellite and grain, both of which are 256 × 256 pixels. The satellite image is a computer simulation of a field experiment showing a satellite as taken from a ground-based telescope, and therefore represents an example of atmospheric blurring. We consider three different noise levels: 10%, 5%, and 1%, corresponding to n 2 Axtrue 2 = 0.1, 0.05, and 0.01, respectively. The true image, blurred and noisy (5%) image, and point spread function (PSF) for satellite and grain are shown in Figure 3 .
First, we compare hybrid LSMR and hybrid LSQR when the optimal regularization parameter is used at each iteration. Relative error plots as a function of iteration are displayed in Figure 4 . The optimal regularization parameter corresponds 
. Comparison of LSQR and LSMR for satellite (column 1) and grain (column 2) at different noise levels. Results for hybrid LSMR-opt and hybrid LSQR-opt correspond to hybrid methods, where the optimal regularization parameter was used at each iteration.
to the parameter λ k that minimizes the error norm, x k − x true 2 , at each iteration. This approach is not practical in real applications because the true solution is not available; however, we notice that if such a parameter can be obtained, then reconstructions for hybrid LSMR-opt provide slightly smaller relative errors than hybrid LSQR-opt, especially for problems with high noise levels. These plots demonstrate the competitiveness of hybrid LSMR. Relative error plots for LSQR and LSMR are included in Figure 4 for reference. They provide additional examples of the delayed semiconvergence behavior exhibited by LSMR on ill-posed problems.
Next, we compare various methods for selecting regularization parameters for hybrid LSMR, as discussed in section 3.3. In Figure 5 we display relative errors for Downloaded 11/16/15 to 198.82.102.208. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php LSMR (where λ k = 0 for all k) and hybrid LSMR with different parameter selection techniques at three different noise levels. For both DP and UPRE, we estimated the noise variance using the highest frequency of the wavelet transform of the observed image [14] . We set τ = 1 in (2.5) for DP. Results corresponding to the satellite example are displayed in the first column. We observe that DP worked very well for this example, while GCV had a little trouble estimating a good regularization parameter. Nevertheless, it did very well for smaller noise levels (1-5%). UPRE performed very poorly for this example, resulting in very large reconstruction errors. For clarity of presentation, these results are not provided. Results corresponding to the grain example can be found in the second column. For this example DP did not do as well, but GCV and UPRE did well, especially for large noise levels. In each figure, we provide the relative errors for hybrid LSQR using weighted GCV (WGCV) to automatically select the regularization parameter [13] . We do not claim that this is the best hybrid LSQR approach, but provide it only for comparison. We emphasize that parameter selection methods are problem dependent and no method is perfect [22, 27] .
Finally, reconstructions for satellite and grain at 5% noise are provided in Figure 6 . For both data sets, we provide the "best" LSMR reconstruction, corresponding to minimal reconstruction error. These use knowledge of the true image and correspond to 48 and 31 iterations for satellite and grain, respectively. Stopping criteria for hybrid LSMR were described in section 3.4. For satellite, hybrid LSMR-GCV and hybrid LSMR-DP terminated at 80 and 42 iterations, respectively. These iterations are marked with stars in Figure 5 (c). The hybrid LSMR-GCV reconstruction in 6(b) contains noise "freckles" [23] , but seems to be a sharper reconstruction than 6(a) and (c). For grain, hybrid LSMR-GCV terminated at 37 iterations and hybrid LSMR-UPRE terminated at 28 iterations, corresponding to the stars in Figure 5 (d).
Example 2: Superresolution imaging. Superresolution imaging, or image fusion, is the process of combining a set of low-resolution images into one high-resolution image by using advanced mathematical algorithms and software tools. Superresolution imaging has gained increasing popularity over the last few years, as it allows scientists to obtain images with higher spatial resolution, without having to sacrifice signal-to-noise ratio and dynamic range [35, 16, 10] .
Suppose we are given a set of low-resolution images b 1 , . . . , b K , each containing different information of the same scene and represented in vector form. Then superresolution imaging can be modeled as (1.1), where
Each matrix A i represents some linear transformation (e.g., rotation or linear shift) of the high-resolution image, followed by a restriction operation that takes a highresolution image to a low-resolution image. Given A and b, the goal of superresolution imaging is to reconstruct an approximation of the vectorized version of the true high-resolution image, x true . For this example, the high-resolution image was 128 × 128 pixels and is shown in the top left corner of Figure 11 . We generated 32 low-resolution images of size 32 × 32 pixels, and each image is slightly rotated from the others. White noise was added to each image, where the noise standard deviation was σ = 0.0293. Three observed low-resolution images are shown in Figure 7 .
Each sparse matrix A i was generated as described in [10] , where bilinear interpolation was used to define the interpolation matrix and a Kronecker product was used to represent the restriction operation. For this example, we assume that all of the parameters defining A (e.g., rotation parameters) are known. If this is not the case, then such knowledge may be estimated using image registration techniques [29] , or a separable nonlinear LS framework can be considered for simultaneous estimation of both the parameters and the high-resolution image [10, 12, 11] . In this example, we investigate the use of hybrid LSMR for solving the linear superresolution problem. We remark that this approach could also be used to solve the linear subproblem within a nonlinear optimization scheme.
First we compare the relative error plots for LSQR, LSMR, and their hybrid counterparts in Figure 8 . As with previous examples, we see that LSMR exhibits slightly slower semiconvergence than LSQR, and hybrid LSMR-opt provides slightly smaller relative errors than hybrid LSQR-opt, demonstrating the competitiveness of hybrid LSMR.
Then we compare regularization parameter selection methods for hybrid LSMR. Both DP and UPRE used the estimated noise variance described above, where τ = 1 for DP. Results are presented in Figure 9 . We observe that UPRE tends to underestimate the regularization parameter, while DP seems to overestimate the parameter. Nevertheless, these two approaches can still produce reasonable reconstructions. Standard GCV had a difficult time in estimating regularization parameters for this problem, but WGCV worked well with ω = 1.05 [13] . For reference, we provide errors corresponding to hybrid LSQR-WGCV. Both hybrid LSMR-DP and hybrid LSMR-UPRE use the estimated noise standard deviation for the original problem. In Figure 10 , we consider the effect of using the estimated noise standard deviation, σ est = 0.0393, versus the true standard deviation, σ = 0.0293. For DP, it seems that having an accurate estimate of the noise level can significantly improve the quality of the results. Similar plots were observed for different choices of τ . For UPRE, we did not encounter a significant difference. Future work includes investigating how the noise level for the original problem is related to the noise level of the subproblems, since noise in the subproblem for both LSQR and LSMR cannot be modeled as i.i.d. Gaussian.
For hybrid LSMR, we used a combination of stopping criteria, as described in section 3.4. The stopping iteration for each approach, along with the computed regularization parameter at that iteration, is provided in Table 1 . Image reconstructions corresponding to stopping iterations k in Table 1 are provided in Figure 11 . 
Conclusions.
We developed, implemented, and tested hybrid LSMR for solving large-scale ill-posed inverse problems. We showed that contrary to standard hybrid methods, hybrid LSMR is not equivalent to LSMR on the original Tikhonovregularized problem. Rather, we showed that hybrid LSMR leads to a Krylov subspace problem for Tikhonov regularization applied to the normal equations. We motivated Downloaded 11/16/15 to 198.82.102.208. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php S579 the need for a hybrid LSMR approach by investigating the singular values of the LSMR subproblem matrixB k , which approximates singular values of A A rather than A. We also provided error plots for LSMR, which revealed delayed semiconvergence relative to LSQR for ill-posed problems. Another benefit is that hybrid LSMR can produce lower relative errors than hybrid LSQR, especially for problems with high noise levels. Methods for selecting regularization parameters and stopping criteria for hybrid LSMR were investigated, and numerical results were provided.
