Abstract -This paper discusses the possibilities of linking the fields of computational intelligence (CI), data mining and knowledge discovery. In this paper soft computing based data mining algorithms are defined and the extracted knowledge is represented using fuzzy rule-based expert systems. But the performance of the model and the ability to interpret it is of vital importance. Also the resulting rule bases must be small and easy to understand. This is where the CI techniques come into picture as they satisfy all the above requirements.
I. INTRODUCTION
In today's world there is an ever increasing amount of data, hence there must be some computational techniques for extracting knowledge (useful data) from this vast quantity of data. But most of the data that we have is unstructured as the systems themselves do not have proper definition. Hence we need a reasoning system that can approximate this incomplete information. The guiding principle for soft computing is the challenge to exploit tolerance for imprecision by devising methods of computation for which lead to a suitable solution at low cost and close to a human solution. Fuzzy Logic (FL), Probabilistic Reasoning (PR), Neural Networks (NNs) and Genetic Algorithms (GAs) are the main components of CI. These techniques reason and search the complex real world problems to find their solution based on the previous requirements. We aim to apply these techniques to data mining.
II. KNOWLEDGE DISCOVERY AND DATA MINING
The term knowledge discovery in databases (KDD) refers to the process of discovering knowledge from data whereas data mining actually refers to just a step of this process. "Often these terms are used interchangeably". [1] But this viewpoint is not right as data mining is just a part of KDD. "Data mining refers to extracting or "mining" knowledge from large amounts of data". [2] A.
Steps in Knowledge Discovery
Here we show the steps in knowledge discovery as shown in Fig. 1 which is taken from [3] and show how they relate to CI based models and algorithms. Fig 1. Steps of the knowledge discovery process. [3] 1. Developing and understanding of the application domain and the relevant prior knowledge and identifying the goal of the KDD process: This is an important step of the KDD process. To combine it with the CI techniques, fuzzy systems can be used as they allow combining different information.
Creating target data set:
This would be used to compare the knowledge that has been extracted.
3. Data cleaning and preprocessing: Look at the existing data and handle problems like missing data fields.
Data reduction and projection:
Finding out some useful characteristic of the data on which the useful data (knowledge) can be extracted. Techniques like neural networks, cluster analysis can be used for this purpose.
5.
Matching the goals of the KDD process to a particular data mining method: We need to have a mapping between the goals of the KDD process and the data mining methods as these methods will be used to extract the actual data.
The following are the data mining methods:
1. Data processing: Improve the analysts' productivity by automating some of the data processing tasks.
Prediction:
Predict the data value for a special attribute of the data item.
3. Regression: For a set of data items automatically predicting attribute values for a new data item depending upon the dependency of that attribute on other attribute. 4 . Classification: Determining which out of a predefined set of classes does a data item belong to.
5.
Clustering: Grouping similar data items together from a set of data items.
6. Link analysis: Identifying relationships between items or attributes such that the existence of one pattern implies the existence of another pattern.
Model Visualization:
It plays an important role in making the uncovered knowledge understandable to humans. But the human eyebrain system remains the best pattern recognition device.
Exploratory Data Analysis (EDA):
EDA is the identification of interesting patterns without much dependence on predefined models. The above methods are taken from [4] .
Choosing the data mining algorithm(s):
Deciding an actual algorithm for identifying patterns in data. There are basically three components in any data mining algorithm: model representation, model evaluation and search just like the broader field of AI which has similar terms for knowledge representation, knowledge acquisition and inference.
Model representation:
The language used to represent the patterns that could be recognized. Note that the model should not be too limited nor should it be too powerful. Fuzzy logic is one technique that could be used. Section III presents a detailed discussion of fuzzy logic.
Model evaluation:
An evaluation of how well a particular pattern meets the goals of the KDD process. Previous algorithms have focused on either accuracy or interpretability, but recent algorithms try to combine these properties. Section IV presents algorithms that will be used for model reduction on the fuzzy model.
Search method:
It consists of parameter search and model search. After the model representation and the model evaluation are fixed the problem is reduced to an optimization problem, find the parameters/models that optimize the evaluation criteria. Several CI based tools for the initialization step of the identification procedure are given in Section V.
7. Data mining: This is the actual step in which patterns are searched for in a representation or a set of such representations.
Interpreting mined patterns:
Finding the meaning of patterns that have been recognized. Self-Organizing Map (SOM) is a special clustering tool that provides a compact representation of the data distribution, that is the knowledge gained, hence it has been widely used.
9. Consolidating discovered knowledge: Using this knowledge in another system or documenting it and reporting.
III. MODEL REPRESENTATION USING FUZZY SYSTEMS

A. Classifier systems
The identification of a classifier system is to predict a particular pattern x k = [x 1 , k… x n , k]. This pattern x k should be classified into C classes y k = [c 1 , c 2 … c C ]. [1] The problem of classifying examples into classes is not trivial. We should know about Bayes Rule before we go ahead and classify examples. Bayes theorem can be derived from the joint probability of A and B (i.e. P(A,B)) as follows:
where P(A|B) is referred to as the posterior; P(B|A) is known as the likelihood, P(A) is the prior and P(B) is generally the evidence.
The probability of making an error in classifying an example into a class will be less if the example is assigned to the class which has a maximum posterior probability. So let us consider an example and assume that it is assigned to class c i . Then
P(c i |x) > P(c j |x) for all j =1,2……C (2)
From (1) & (2) we have P(c i |x) = P(x|c i ) P(c i )
Posteriori probability of each class can be derived from the class conditional densities P(x|ci) and the class priors P(c i )as shown in equation (3) . Thus, an optimal classification can be obtained if could perfectly calculate above mentioned two parameters. But practically we will not be able to get exact values and approximate values are used to obtain optimal classifiers.
B. Interpretability In Fuzzy Systems
Fuzzy systems are capable of producing simple rule-based solutions using simple terms. However, fuzzy systems are evaluated according to their performance or accuracy. Fuzzy systems generated by learning algorithms focus on accuracy. In order to evaluate fuzzy systems, we need a way to assess their interpretability, simplicity or user friendliness. A fuzzy based classifier system is a classifier which consist at least one class C which is based on the fuzzy rules. [5] The rule antecedent defines the operating region of the rule in ndimensional feature space and the rule consequent is a crisp (non-fuzzy) class label from the class set y k.
IV. MODEL EVALUATION CRITERIA
In this step a particular pattern is evaluated in order to see how well it meets the goals of KDD process. Now in the design of fuzzy systems, the central problem in generating fuzzy systems is the development of fuzzy sets and membership functions of the fuzzy sets [6] . Thus, in the design of fuzzy systems considerable amount of human expertise is used. Now the question comes that whether or not the system is minimally designed. It is always preferable to have a simple and robust design.
Mostly, during the design the transparency is hampered due to redundancy. The redundancy appears as overlapping fuzzy sets [7] . So it is preferable to remove the redundancy. Let's look into few methods to reduce redundancy:
1. Similarity-driven rule base simplification: In this method similarity measure is used to quantify the redundancy among the fuzzy sets in the rule base [1] . In order to find the similar fuzzy sets that can be merged, the use of similarity measure to access the compatibility (pair-wise similarity) of the fuzzy sets in the rule base can be quite helpful. Fuzzy sets found out from the data can be similar to universal set which provides no information to the model. These sets can be removed from the model. Thus, these operations can be useful to reduce the number of fuzzy sets from the model making it simple yet robust. A similarity measure based on the set-theoretic operations of intersection and union is applied:
where |.| denotes the cardinality of a set, and the ∩ and U operators represent the intersection and union of fuzzy sets, respectively. S is a symmetric measure in. If S(A i;j ;A l; j ) = 1, then the two membership functions A i; j and A l; j are equal. S(A i;j ;A l;j ) becomes 0 when the membership functions are non-overlapping [1] .
In this process of rule base simplification, fuzzy sets that exceeds the user defined threshold θ Є [0, 1] (θ=0.5 is applied) are merged. On merging the numbers of different fuzzy sets are reduced thereby increasing the transparency. Fuzzy sets those are similar to the universal sets are eliminated. An additional rule pruning step is also included, eliminating the rules from the rule-base which are responsible for little number of classifications. The rule-base simplification method is illustrated in fig 1 [8] . In order to enhance the rule base capability classification, genetic algorithm (GA) optimization method can prove to be useful. The model complexity can be reduced by combining the misclassification rate with the similarity measure in the GA objective function. The similarity between the fuzzy sets can be found during the iterative process, since GA tries to emphasize the redundancy in the model. In the next iteration the similar fuzzy sets are removed using the redundancy. In the fine-tuning step, the combined similarity among fuzzy sets was penalized to obtain a distinguishable term set for linguistic interpretation [8] . The following multiobjective function is to be minimized by the GA:
. MCE [4] where MCE is the mean classification error of the model, S* Є [0, 1] is the average maximum pairwise similarity present in each input, i.e., S* is the aggregated similarity measure. Weighting function, λ Є [-1, 1] determines whether similarity is rewarded (λ < 0) or penalized (λ > 0).
Other Reduction Algorithms:
In recent time, the orthogonal transforms for reducing the number of rules has come into focus. In order to obtain an importance ordering, the output contributions of the rules are evaluated. For modeling purpose, Orthogonal Least Squares (OLS) is the most appropriate tool [1] .
V. CI BASED SEARCH METHODS FOR IDENTIFICATION OF FUZZY BASED CLASSIFIERS
Some membership functions are fixed, to partition the feature space. But functions that are based on data better explain the data-patterns. Some of these techniques are neuro-fuzzy methods, genetic algorithm based rule selection.
A. Identification by Fuzzy Clustering
For obtaining initial fuzzy clustering algorithms data is partitioned in ellipsoidal regions. Normal fuzzy sets can then be obtained from these functions. But there is an information loss in this model resulting in a worse performance as compared to the initial model. But we get much better linguistic interpretability. To avoid erroneous projections the other methods are used.
B. Other Initialization Algorithms
For effective initialization of fuzzy classifiers a decision tree-based initialization technique is also proposed. DT-based classifiers perform a rectangular partitioning of the input space. The main advantage of rule-based fuzzy classifiers is the greater flexibility of the decision boundaries. But this makes them more complex. Hence a DT may be transformed into a fuzzy model followed by reduction steps to reduce complexity and improve the interpretability. The next section proposes rule-base optimization and simplification steps for this purpose.
VI. CLUSTERING BY "SOM" FOR VISUALIZATION
The Self-Organizing Map (SOM) is used for mapping high dimensional input data onto usually two-dimensional output space while preserving distance between data. It can be viewed as unsupervised neural network mapping. SOM consist of units known as neurons, arranged as two dimensional rectangular or hexagonal grids. In SOM each neuron i is represented by a l-dimensional weight vector m t = [m t,1 , .. , m t,i ]
T as same dimension as input data. The initial weight vector is assigned random values [1] . A neighborhood relation connects two adjacent neurons. The granularity is determined by number of neurons. A. Steps involved:
1. Winner Selection: Initially, we pick up a random input vector x(t). Then we coompute the unit c with the highest activity level (the winner c(t)) by Euclidean distance formula.
Learning Process (Adaptation):
Guide the adaptation by a learning-rate α (tune weight vectors from the random initialization value towards the actual input space).
Decrease neighborhood around the winner towards the currently presented input pattern (map input onto regions close to each other in the grid of output pattern, viewed as a neural network version of k-means clustering)
where, h ci (t) is a spatial neighborhood function and α(t) is the learning rate.
Neighborhood Strategy:
A Gaussian is used to define neighborhood function ||rc-ri||2 denotes the distance between the winner node c and input vector i A time-varying parameter δ enables formation of large clusters in the beginning and finegrained input discrimination towards the end of the learning process. These steps are taken from [9] .
VII. CONCLUSION
In this paper we see the design of rule base classifiers using the CI tools developed for knowledge representation, feature selection, model initialization, and model reduction and tuning. CI tools like fuzzy rules, clustering etc. The application of these rules has been shown through the steps of the knowledge discovery process.
