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Abstract 
Branch-and-bound is one of the most popular ways of solving difficult problems such as 
integer and mixed-integer linear programming problems; when the branching is done on zero- 
one valued variables, the resulting variant of branch-and-bound is called implicit enumeration. 
Efficiency of branch-and-bound and implicit enumeration algorithms depends heavily on the 
branching strategy used to select the next variable to branch on and its value. We propose an 
alternative to implicit enumeration. Our algorithm, which we call resolution search, seems to 
suffer less from inappropriate branching strategies than implicit enumeration does. 
Keywortfs: Search problems; Mixed zero-one linear programming problems; Satisfiability; 
Implicit enumeration; Branch-and-bound 
1. A search problem 
If GUI 1 u2,. . .1 G) and (~1. UZ,. . . , v,) are elements of (0, 1, *}‘I such that 
Vj = Uj whenever uj # *, 
then we shall call (q, ~2,. , v,) an extension of (u,,u~,. , u, ) and we shall write 
(UI,U2,..., &I) c (~1~~2,...,bz). 
Trivially, g is a partial order on (0, 1, *}“. A function f from (0, 1, *}” into an ordered 
set will be called nondecreasing if, and only if, f(u) <f(v) whenever u 5 ti. We shall 
be concerned with the following search problem: 
Given a nondecreasing function oracle, 
find a vector v in (0, l}” that minimizes oracle(v). (I) 
Trivially, 2” calls of oracle suffice to solve this search problem and 2” calls of oracle 
are necessary in the worst case. However, one can often do better; that is the subject 
of the present paper. 
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A special case of (1) is the mixed zero-one linear programming problem 
N 
minimize c Cj Xj 
j=l 
N 
subject to c aij Xj 2 bi (i = 1,2 )...) m), 
j=l 
Xj=O or 1 (j= 1,2 ,..., n). 
Here, one appropriate oracle is defined by letting oracle (~1, ~2,. . . , u,) be the op- 
timum value of the linear programming problem 
N 
minimize c CjXj 
j=l 
N 
subject to c aij Xj b bi (i = 1,2 )...) m), 
j=l 
O<Xj<l (j= 1,2,...,?2), 
Xj = Uj whenever Uj # * 
if the optimum value exists and otherwise setting 
oracle(z4i,z42,...,un) = 
+oc if (2) is infeasible, 
-cc if (2) is unbounded. 
(2) 
(3) 
2. Implicit enumeration 
A natural strategy for coping with the search problem (1) goes as follows. If we 
know a vector v in (0, 1)” such that oracle(v) = oracle(*, *, . . . , *) then we return 
v as a solution of (1); else we partition the search space, (0, l}“, into two subsets, Si 
and &, and solve the two subproblems, 
(i) find a vector v in Si that minimizes oracle(v), and 
(ii) find a vector v in S2 that minimizes oracle(u), 
separately. To be able to use the same strategy in coping with the two subproblems, 
we choose a subscript j, choose a value c in (0, l}, and set 
4 ={(Xl,X2,.-.,Xn): (Xl,X2,...,Xn) E (0~1)“~ Xj =C}, 
S2={(Xl,X2, . . . . X,)1 (X*,X2,...,Xn) E (0, l}“, Xj = 1 -C}. 
A recursive implementation of this strategy is the function 
implicit-enumeration (u,record, u) 
defined in Table 1. This function, given a vector u in (0, 1, *}n, a vector a in (0, l}“, 
and the value record of oracle(v), either 
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Table 1 
Definition of implicit enumeration 
implicit_enumeration(u,record,c) 
{ 
bound = oracle(u); 
if (bound > record) return record; 
if (there is no subscript j with U, = *){ 
L’ = u; 
return bound; 
choose a subscript j with U, = * and a value c in {O,l}; 
u, = c; 
try = implicit_enumeration(u,record, v); 
if (try = bound){ 
U, = *; 
return bound; 
if (try < record) record = try; 
Uj = 1 -CC; 
try = implicit_enumeration(u,record, t.); 
if (try < record) record = try; 
u, = *; 
return record; 
(a) replaces G’ by a vector x in (0, 1)” that minimizes oracle(x) subject to u & x 
and oracle(x) < record , in which case the function returns the value of oracle(x), 
or 
(b) returns record to indicate that no vector x in (0, l}” with u L x and oracle(x) 
< record exists. 
Search problem (1) can be solved by calling implicit-enumeration ((*, *, . , *), 
oracle(u), u) with an arbitrary v in {O,l}“. 
In the restricted context of mixed integer linear programs, u is often referred to as 
“the incumbent solution”: this is the best solution found so far, a solution that we aim 
to improve by extending the “partial assignment” u into a vector x in (0, l}” with 
oracle(x) < oracle(u). 
Each recursive call of implicit-enumeration may involve a choice of a subscript 
j with Uj = * and a choice of a value c in (0, 1); algorithms for making these choices 
are called branching strategies (for examples in the special case of mixed-integer linear 
programs, see [4, Section 11.4.21); their outcomes may influence strongly the resulting 
total number of calls of oracle. Here is an example constructed by Ming Ouyang: 
oracle(ul,uz,. ,u,) = C 0 if u, = *, 1 otherwise. 
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With the primitive branching strategy 
let j be the smallest subscript with uj = * and set c = 0, (5) 
implicit-enumeration calls oracle 2”+l - 1 times to solve the search problem 
defined by (4); if, instead, j = n is the very first choice, then the search problem gets 
solved with only three calls of oracle. 
In implicit_enumeration, each choice of j and c means a commitment to solving 
a restricted search problem before moving on; the irrevocable nature of these commit- 
ments contributes to the importance of branching strategies. We are going to propose 
an alternative to implicit_enumeration, where the commitments are tentative rather 
than binding, and so the penalties for using bad branching strategies may be less severe. 
3. A function obstacle 
In Ming Ouyang’s example (4), an arbitrarily chosen incumbent v has oracle(u) = 
1; led by the primitive branching strategy (5), implicit_enumeration finds first, step 
by step, that 
oracle((*,*, *, . . . , *, *)) = 0, 
oracle((0, *,*,. . ., *, *)) = 0, 
oracle((O,O, *, . . . , *, *)) = 0, 
oracle((O,O,O,. . . , *, *)) = 0, 
oracle((O,O,O,. . .,O,*)) = 0, 
oracle((O,O, 0,. . . ,O, 0)) = 1. 
Now we have learned that vector (O,O,O,. . . ,O,O) is no better than our incumbent. 
We could learn much more if, rather than rushing ahead as implicit-enumeration 
does, we took a little extra time to try learning more: let us set out to find a min- 
imal (with respect to the partial order L) element S of {0, 1, L}” such that S 5. 
(0, 0, 0, . . . , 0,O) and oracle(S) = 1. The straightforward algorithm 
initialize an empty stack; 
push 1,2,..., n - 1, in an arbitrary order, on the stack; 
S = (O,O, 0,. . .) 0,O); 
while (the stack is nonempty){ 
pop j off the stack; 
Sj = *; 
if (oracle(S) < 1) Sj = 0; 
1 
return S; 
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returns S = (*, *, *, . . . , *, 0) after only n - 1 additional calls of oracle; now we have 
learned that no vector x in (0, l}n with X, = 0 is better than our incumbent; naturally, 
we go on to find that 
oracle((*,*,*,. .,*, 1)) = 1, 
and conclude that no vector x in (0, 1)” is better than our incumbent. Thus, in spite of 
our use of the misleading branching strategy (5), we have managed to solve the search 
problem with only 2n + 1 calls of oracle. This number compares favorably with the 
2n+l 
- 1 calls of oracle required by implicit-enumeration. 
Let us try to imitate this trick in the general context of arbitrary search problems. 
Consider what happens in implicit-enumeration after a call of oracle(u): step by 
step, components * of u are getting replaced by 0 or 1 until we obtain an extension 
IA* of u such that oracle(u*)> record or else U* E (0, l}“; in the latter case, U* 
becomes a new incumbent. Now we have learned that no extension of u* is better 
than our incumbent. Rather than rushing ahead as implicit-enumeration does, let 
us take a little extra time to try learning more: let us set out to find a minimal element 
S of (0, 1, *}” such that S 5 U* and oracle(S)arecord. One implementation of this 
plan is defined in Table 2. Given any u in (0, 1, *}” and any value record, it replaces 
Table 2 
Definition of a function obstacle 
obstacle(u,record,S) 
initialize an empty stack; 
for (j = 1,2,...,n) 
if (u, # *) push j on the stack; 
bound = oracle(u); 
if (bound <record){ 
while (u $? {O,l}“){ 
choose a subscript j with Uj = * and a value c in (0, I}; 
Uj = C; 
bound = oracle(u); 
if (bound > record) break; 
push j on the stack; 
1 
if (bound < record) record = bound; 
s = u; 
while (the stack is nonempty){ 
pop j off the stack; 
Sj = *; 
if (oracle(S) < record) S, = Uj; 
) 
return bound; 
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u with its extension u* such that 
oracle(u*)2record or else U* E (0, l}“, 
it constructs a minimal clause S such that S C_ U* and 
oracle(S) 2 record if oracle(u*) > record, 
oracle(S) = oracle(u*) if oracle(u*) < record, (6) 
and it returns the value of oracle(u*). The relation S & U* represents an obstacle that 
prevents extensions of U* from improving on the current (possibly updated) incumbent. 
This is our proposal for gathering more information than implicit-enumeration 
does. Next, we have to decide how to use this information efficiently. 
4. Resolution search: definition 
We shall refer to elements of (0, 1, w}” as clauses; a vector x in (0, 1)” is said to 
satisfy a clause C if C g x. Customarily, clauses are represented as subsets of a set of 
symbols x1 ,x2 
- _ 
,...,Xn,Xl,XZ,..., X, that are ca;led Ziteruls: (~1, ~2,. . . , u,) is represented 
as 
{Xj 1 Uj = 0) U {.?j: Uj = 1). 
We shall follow this custom and we shall follow the convention of recording each 
clause as a string of its elements. For instance, (*, 0, 1, *, 0, *, *, . . . , *) will be rep- 
resented as {x2,.?3,xs} and recorded as x&x5; in particular, (x, *, *,. . . , x) Will be 
represented by the empty clause that is denoted 0. The complement, W, of a literal w 
is defined by 
I;it= 
1 
ij if W = Xj, 
xj if w =Xj. 
Clauses Ct, C2 are said to clash if there is exactly one literal, w, such that w E Ct , 
iii E C2; their resohent, which we denote CtVC2, is the clause (Cl -{w})u(C2 -{I?}). 
When r is a value in the range of oracle, we shall say that a clause C is r-forcing 
to mean that 
every x in (0, 1)” with C E x has oracle(x) 2r. 
Trivially, every C is r-forcing with r = oracle(C); note also that the resolvent of 
any two clashing r-forcing clauses is r-forcing. 
One way of tackling the search problem is to maintain a vector v in (0, 1)” and a 
family 9 of clauses subject to the following rules: 
l if x E (0, I}” and oracle(x) < oracle(v) then v can be replaced by x; 
l if S is a clause such that oracle(S)>oracle(u) then S can be added to 9; 
l if R, C are clashing clauses in P then RVC can be added to 9; 
l if C is a clause in F then C can be deleted from 9. 
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It is easy to see that an initially empty F updated by these rules includes only 
v-forcing clauses with Y = oracle(u); to put it differently, any vector in (0, l}” better 
than the current incumbent v must satisfy all the clauses in 8; in particular, as soon 
as the empty clause is added to B, vector v can be returned as a solution of the search 
problem. 
The algorithm we are about to present follows this general scheme. The family .F 
that it maintains has a special structure: its members are enumerated as Cl, Cl,. . , C,,, 
and there are literals WI, ~2,. . . , IV, such that 
l w; E Cj if and only if j = i, 
b if W, E Cj then j > i, 
l if w E C, and ii, E Cj, then w = wi or W = wj. 
We shall refer to such families as path-like; with each path-like family, we shall 
associate the vector u represented by 
(G(Cl - {Wiii) U (W1>%2,...,+m). 
(Incidentally, a family of clauses is called disguised Horn or renamable Horn [3, l] if 
there is an x in (0, 1)” such that every clause in the family includes at most one literal 
not belonging to x. Since every extension of u that belongs to (0, 1)” has the property 
required of x in this definition, every path-like family is a disguised Horn family; this 
observation is utterly irrelevant to what we are about to do.) 
Each iteration of our algorithm begins with a call of obstacle(u, record,S). If the 
value returned by obstacle is smaller than record then u has been replaced by its 
extension U* m (0, 1)” such that oracle(u*) < record, in which case we set v = U* 
and record=oracle(u*). Regardless of the value returned by obstacle, the clause 
S constructed by obstacle is used to update the family Ci, C2,. . . , C,. 
As for the update of Cl, C2,. . , C,,,, there are two cases to consider. In case 
we choose a literal w in S such that w $?! Ci UCzU...UC, and ii, @’ Ci UC2U.~.UC,,,; 
then we simply set 
nz=m+ 1, c, = s, w, = w. 
In the other case, we have 
SC (G(Cl - (-ill) u (w1,~2,~~~,wm). 
Here, we first produce a clause R by 
R = S; 
for (i=m,m-l,..., 3,2,1) 
if (Wi E R) R = RVC,; 
88 K ChvritallDiscrete Applied Mathematics 73 (1997) 81-99 
note that, after each execution of the for loop, we have 
RE (fiCCjmfwjjj) u(wl,+*,...,*i-l), 
and so R C U~Jl(Ci - {wi}) in the end. If R = 8 then we return u as a solution of the 
search problem; else we 
l find the smallest k such that R c Uf=, (Ci - {wi}), 
l choose a literal w in R - (Cl U C2 U . . . U Ck_t ), 
l replace Ck by R and set wk = w, 
0 remove from Ck+ 1, Ckf2,. . . , C, every clause that includes w. 
Formally, this sequence of operations can be described as 
A4 = m, m = smallest k such that R C Cl U C2 U . . U Ck; 
choose a literal w in R - (Cl U C2 U .. . U C,_r); 
C, = R, w,,, = w; 
for (i=m+l,m+2,...,M) 
if (W$!Ci)m=?7Z+l,C,=Ci, Wm=Wi; 
For example, let us begin with 
ct = X2X3 (WI = X2), 
C2 = X3X6 (WZ = X6)> 
c3 = z,x5.?9 (W3 = x1 ), 
c4 = :2x5.%3 (W4 = 28)~ 
c5 = x3x5x,x9 (w5 =x7), 
C6 = x2.?4?6 (W6 = x4), 
s = .?5..?6.?7. 
We first construct 
R = sVC5 = X3-?5.?6x9, 
R = RVC2 =x3X5X9; 
then we replace C3 by R and, having chosen w = X5, we remove C4 and C5 from 9. 
The resulting updated family is 
Cr = X2X3 (Wl = X2), 
C2 = X3X6 (W2 = X6), 
c3 = x3x5x9 (w3 =X5), 
C4 = x2x426 (W4 =x4). 
V. ChvcitallDiscrete Applied Mathematics 73 (1997) 81-99 89 
If w happens to be not in S then the update can be iterated before further calls of 
obstacle. For example, let us begin with 
c, = x3 (Wl = x3>, 
cz = XpT4j/6 (WI =X4), 
c3 = X&&j/6 (w3 =X5), 
c4 = Xgi6X7 (w4 = XT), 
cs = x,x*x3 (w5 =zi,), 
c6 = x1%x9 (w6 = x9 ), 
s = 2326i.9. 
Table 3 
Definition of resolution-search 
resolution-search(v) 
Ji 
record = oracle(u); 
m = 0, u = (*, *,. , *); 
while(l){ 
try = obstacle(u, record, S); 
if (try < record){ 
v = u; 
record = try; 
I 
while(l){ 
if(SP(U~J,(Ci - {Wi}))U {*1,~2,...,Gn}){ 
choose a literalw in S such that 
w~C,UC~U...UC~~~~~~C,UC~U...UC~; 
m=m+l,C,=S, w,=w; 
break; 
1 
R = S; 
for (i=m,m-l,..., 3,2,1) 
if (Gi E R) R = RVC,; 
if (R = 0) return record; 
A4 = m, m = smallest k such that R c Cl U C2 U U Ck; 
choose a literal w in R - (Cl U C2 U.. U &_I); 
C,=R,w,=w; 
for (i=m+l,m+2,...,M) 
if (w $Z Cl) m = m + l,C, = C,,w, = Wi; 
if (w E S) break; 
A = the vector represented by (lJy=,(ci - {wi})) ‘J {W,,W2,. ,G,,}; 
2 
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We first construct 
R = SVC, = x1x3x& 
R = RVCs = .?2.?3x&j, 
R = RVCs = .?2.?3&, 
R = RVC, = &&j; 
then we replace C2 by R and, having 
The resulting updated family is 
ct = x3 (Wl = x3), 
c2 = x2&j (w2 = X2), 
c3 = x1x5x9 (w3 =x9). 
chosen w = X2, we remove C3, Cd, CS from 8. 
Since w # S, a further update of F is possible: observing that 
we first construct 
R = s0c3 = x,f3x&j, 
R = RVC, = xjx&; 
then we replace Cs by R and choose w = xl. The resulting updated family is 
Cl = x3 (Wl = x3), 
c2 = x2-x6 (w2 = X2), 
c3 = x1x5& (w3 =x1). 
Since w #S, a further update of 9 is possible: observing that 
x9 E s, ~9~~1~~2~~3, x9 $cl uc2uc3, 
we simply set Cd = S, w4 = %a. The resulting updated family is 
Cl = x3 (WI = x3), 
c2 = X2& (w2 =X2), 
c3 = x1x5&j (w3 = Xl), 
c4 = x3.&j?9 (w4 = ?9). 
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5. Resolution search: an example 
The following fact is related to the celebrated van der Waerden theorem ([6]; see 
also [2, Section 2.11): 
For every partition {1,2,...,18} =AoUAl, 
A0 contains an arithmetic progression with three terms or else 
Al contains an arithmetic progression with four terms. 
(7) 
(To see that (7) with 17 in place of 18 fails, consider A,, = {4,6,7,11,13,14} and 
Al = { 1,2,3,.5,8,9,10,12,15,16,17}.) Since setting x, = i if and only if j E Ai defines 
a one-to-one correspondence between partitions { 1,2,. . . ,18} = A0 U Al and vectors in 
{ 0, 1 } ‘s, theorem (7) amounts to saying that the system of inequalities 
x,, + &+d + &+2d 3 1 for all positive integers a,d 
such that a + 2d d 18, 
(8) 
xa +&id +&+2d +&+3d d 3 for all positive integers a,d 
such that a + 3d f 18, 
has no zerooone solution. Now substitute (8) for the system c aijx, 3 bi in (2) and 
choose the objective function C cjxj in (2) arbitrarily; define oracle(ur , ~2,. . , u,) as 
the optimum value of (2) if one exists, and by (3) otherwise. Theorem (7) states that 
the optimum value of the resulting search problem equals +co. 
To prove this theorem, we shall solve the search problem by resolution-search; 
to implement the line 
choose a subscript j with Uj = * and a value c in (0, l}; 
in obstacle (Table 2) we shall use the primitive branching strategy (5); to implement 
the lines 
choose a literal w in S such that 
w $Z c, u C2 u . . UC,,, andiG$iC,lJC2U..~UCm; 
and 
choose a literal w in R - (Cl U Cz U ... U C,,_r); 
in resolution-search (Table 3), we shall choose the candidate with the largest 
subscript. Now obstacle is called 29 times: Table 4 gives a terse record of the 29 
iterations. 
6. Resolution search: an analysis 
In a sense, resolution-search makes progress by steadily restricting the set of 
vectors in (0, l}” that could possibly improve on the current incumbent v. To make this 
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Table 4 
Twenty-nine iterations of resolution_search 
u to be extended s Resulting family 9 
1 (*,*,*,*,*,*,*,*,*,... 
2 (O,O, 1, *, *, *, L, *, *, . i 
3 (O,O,l,O,l,*,*,*,*,... 1 
4 (O,O, 1, 1, *, *, *, *, *, 1 
5 (0,0,1,1,0,1,*,*,*,...) 
6 (0,0,1,1,1,0,*,*,* ,... 1 
7 (0,0,1,1,1,0,1,*,*,...) 
8 (0, I,*, l,l,*,O,*,*,...) 
9 (O,l,*,l,O,*,*,*,*,...) 
10 (O,l,l,l,O,*,*,*,*,... I 
11 (0,1,1,1,0,1,*,*,*,...) 
12 (O,l,l,O,O,*,*,*,*,... I 
13 (O,l,*,O,l,*,*,*,*,... 1 
14 (O,l,*,O,l,l,*,*,*,...) 
15 (l,*,*,*,*,*,*,*,*,...) 
16 (l,O,O,l,*,*,*,*,*,...) 
17 (l,O,O,l,l,*,*,*,*,... 1 
18 (1,O,O,l,l,l,*,*,*,...) 
19 (l,O,l,*,*,l,*,*,*,...) 
20 (l,O,l,*,*,l,l,*,*,...) 
21 (l,l,*,*,*,*,*,*,*,...) 
22 (l,l,O,*,l,*,*,*,* ,... 
23 (l,l,O,*,l,l,*,*,* )... : 
24 (1,1,0,*,1,1,1,*,* ,...I 
25 (1,1, I,*, l,l,O,*,*,...) 
26 (l,l,l,*,l,O,*,*,*,...) 
27 (l,l,l,*,O,l,*,*,*,...) 
28 (l,l,l,*,O,l,l,*,*,...) 
29 (l,l,l,*,O,l,l,l,*,...) 
XIXZX3 
Xl X4X5 
XlXZX4f5 
X1X5X6 
Xl X2Z4f6 
X1X225X7 
x1i4x5x7 
Xl.f2i5X7 
X1X3X5 
f2.f3i4X6 
f2?3Zi4?6 
X1X4X5 
XI X4X6 
XlX4.?5?6 
X2X3X4 
X2X3X5 
flXZX6 
X2X3&.?6 
X2x3x6X7 
&X2:3f6<7 
22X3x5 
.?l.?2X3XgX6 
x2X3X7 
nl x5 %jx7 
.?].?2i3i5f6 
ilf2.f3X6 
X1X5X7 
.?IX2X3Xg 
.f].t2?3i7& 
(X1X2X3) 
(X1X2X3, X1X4X5) 
(X1X2X3, X1X2X4) 
(X1X2X3, X1X2X4, X1X5X6) 
(X1X2X3, X1X2X4, X1X2X5, XlXZi4f6) 
(X1X2X3, X1X2X4, X1X2X5, XIX2~4~6, X1X2x5X7) 
{X1X2, Xlf425-f7) 
(X1X2, Xlf4X5) 
{X1X2, Xlf4f5r X1X3X5) 
(X1X2, Xlf4-k X1X3X5, fZf324X6) 
{X1X2, Xl249 X1X3X5) 
{X1X2, X124, X1X5) 
{X1X2> Xiz44. X1X5, X1X4X6) 
{Xl) 
{Xl> X2X3X4) 
{Xl, X2X3X4, X2X3X5) 
{Xl> X2X3X4, X2X3X5, &X2X6} 
{Xl, X2X3, %X2X6) 
{Xl, X2X3, &X2X6, X2x3x6X7) 
{Xl> X2) 
{Xl, X2, 22X3X5) 
{Xl> X2, 22X3X5, ~lfZX3~5X6) 
{Xl, X2. iZX3X5, flfZX3f5X6, x2X3X7) 
{Xl, X2, X3, fl~5~6f7) 
{Xl, X2, X3, f5iS) 
{Xl, X2, X3, x5, &x2:3X6} 
{Xl, X2, X3, 25, fliZ.f3X6, %X5X7} 
{Xl. X2, X3, x5, .%.fZf3X6, %X5X7, ilfZi3XS) 
NJ) 
sense more precise, let us first recall that oracle(x) 3 oracle(v) whenever x E (0, I}” 
and C L x for at least one C in 9; then let us define r(F) as 2-” times the number 
of vectors x in (0, 1)” that satisfy C C x for at least one C in F. One might expect 
that r(F) increases with every iteration of resolution-search. Unfortunately, this 
is not the case (Iteration 3 in Table 4 begins with B = {X~X~XJ, xiqx5}, ends with 
F’ = {xixzxs, X~XZX~}, and yet r(F) = 7/32, r(F’) = 6/32); fortunately, a certain 
lower bound on r(S) does increase with every update of 9. To define this lower 
bound, let us say that a family of clauses covers those variables Xj, for which at least 
one of xj and Xj belongs to at least one of the clauses in that family; given a path-like 
family (Cl, C,, . . . , C,,,), let ni denote the number of variables covered by Cl, Cz, . . , Ci; 
then set 
c$(Cl,C2,..., C,)) = 2 2_“1. 
i=l 
(9) 
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For example, 
l if 9 = (xixzxs, x1x3X6, ~1x4~7, ~2x3~~) then ~ti = 3, n2 = 5, ‘13 = 7, n4 = 8, and 
so a(.F) = 431256; 
l if .q = (~1x2~5, x1x3x6, x2x3x8, ~1x4~7) then ni = 3, n2 = 5, n3 = 6, n4 = 8, and 
so ~(9) = 451256. 
(Incidentally, this example shows that a(9) may depend on the order of the members 
of 9: the two families are identical as unordered families.) It is easy to show, and 
irrelevant to our purpose, that r(Y) > o(9) for all path-like families 9. We shall 
refer to o(9) as the strength of 8. 
Theorem. If a search problem over (0, 1, *}” is solved by resolution-search then 
the inner while loop is executed at most 2” times. 
Proof. Since every nonempty path-like family of clauses over n variables has 
1 d n1 < n2 < . < 12, d n, (10) 
its strength is a positive multiple of 2~” and less than 1; we are going to prove that 
strength of the family p maintained by resolution-search increases with each exe- 
cution of the inner while loop except possibly the last, where an 
empty clause may be inserted into 9, in which case 9 ceases to be path-like. 
For this purpose, we shall distinguish between two cases: 
(i) If S g (lJ~,(G - {wi})) U {%,*2,. . , Wm} then (Cl, Cz,. , Cm) is simply ex- 
tended by S, and so its strength increases trivially. 
(ii) If SC(lJE,(Ci - {wi})) u {WI,W~,...,W,} then (Ci,C2,...,Cm) is first re- 
placed by (Cl, C2,. . , Ck_i ,R) and then possibly extended by additional terms from 
Ck+lrCk+2,..., C,,,. By (lo), strength of (Cl, C2, . . , Cm) is strictly less than 
k-l 
c 
2,“’ + 2 . 2-Q. (11) 
I=1 
Since RClJf=,(C, - {wi}), every variable covered by Ci, C2,. . . , ck-_l, R is covered 
by Cl,C2>...> ck_1, ck; in addition, wk is not covered by Cl, C2,. , ck-_l, R. We con- 
clude that Ci, C2, . . . , ck-1, R cover fewer than ‘zk variables, and so the strength of 
(Ci,C2,...,Ck_i,R) alone is at least (11). 0 
As we have observed, the strength of a path-like family may sometimes be increased 
simply by permuting its members. In this context, it may be interesting to note that 
the following problem is NP-complete: 
INPUT: A path-like family F and a number s. 
QUESTION: Can members of .F be ordered so that the resulting (12) 
family remains path-like and has strength at least s? 
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To see that (12) is NP-complete, we shall reduce the following NP-complete problem 
to (12): 
INPUT: A graph G (without multiple edges) and an integer t. 
(13) 
QUESTION: Does G contain a clique with t vertices? 
Given a graph G with vertices ui, 02,. . . , v, and with m edges, let us construct a family 
F of m clauses, one clause for each edge of G : if the kth edge of G has endpoints 
Vi,Vj then this edge gives rise to clause xixjx,+k. For each positive integer k, let us 
define 
m,+ = k + j such that j is the smallest positive integer with k < j(j - 1)/2 
(so that ml = 3, rn2 = 5, m3 = 6, rn4 = 8, mg = 9, mg = 10, rn7 = 12, and so on); 
let us set 
t(t--1)/2 
S= 
c 
2_““. 
k=l 
No matter how members of F are ordered, the resulting ordered family is path-like 
and nk 3 mk for all k; equalities nk = mk hold for all k = 1,2,. . . , t(t - 1)/2 if and 
only if for each j = 1,2,. . . , t, the first j( j - 1)/2 clauses correspond to edges of a 
clique with j vertices. Hence the answer to (13) is “yes” if and only if the answer to 
( 12) is “yes”. 
7. How resolution search got its name 
A ground resolution refutation [5] of the claim that 
there is a vector u in {O,l}” with oracle (u) < Y (14) 
is a sequence RI, R2,. . . , RIM of clauses such that 
(i)foreachk= 1,2,..., M, oracle (Rk) > r or else Rk = RiVRj for some subscripts 
i, j smaller than k, 
(ii) RM = 0. 
Under assumption (i), induction on k shows that oracle(u)ar whenever u E (0, 1)” 
and Rk 5 u; hence (i) and (ii) together imply that claim (14) is false. 
The chronologically ordered sequence of clauses constructed by resolution-search 
in the process of solving search problem (1) satisfies (i) with r equal to the optimal 
value of (1) and it satisfies (ii); hence it provides a certificate of optimal@ for the 
vector v constructed by resolution-search. 
For example, in solving the search problem arising from theorem (7), the twenty- 
nine iterations of resolution-search recorded in Table 4 constructed the sequence 
Ri , . . , RTO shown in Table 5; this sequence provides a proof of (7). Incidentally, when 
RI and Rsi are removed, the remaning sequence of 68 terms still satisfies (i) and 
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Table 5 
A ground resolution proof of (7) 
- 
RI =x,xz,q 
R2 = x,x4x5 
R3 =x,x2x4X5 
R4 = x,x2x4 
R5 = x,-\-~Q 
R6 = XIX2 2426 
R7 = x,x> X4x5 
Rx = x,x2x5 
R9 = x,.x2 X5x7 
RIO =x,X4X5-F7 
RII =~lX2X425 
R12 =xIx~X~ 
R13 =x1x2 
R14 = x, X2 ,T~xT 
RIS =X,&f4& 
RI6 = x, x4 x5 
RIT =x1x3x5 
R1g = x2 fj x4X6 
R19 = f2,?3x4& 
R20 = .?2 X3 X4 
R21 =x, X2 X4.15 
Rz2 =~lX2X4 
R23 =X1X4 
R24 =x1x4x5 
R25 = Xix5 
R26 =x1x4x6 
R27 =X,X425 i6 
R28 =X,X4x5 
R29 =x1x4 
R30 = XI 
R31 =x2x3x4 
R32 =x2x3x5 
R33 = x1x2x6 
R34 =X2X3.?5f6 
Rj5 = flX2x3i5 
95 
S in iteration 1 
S in iteration 2 
S in iteration 3 
&VRz 
S in iteration 4 
S in iteration 5 
&VRS 
hVR4 
S in iteration 6 
S in iteration 7 
RloVR9 
R11vRs 
RnVR4 
S in iteration 8 
RI~VRIO 
RI~VRI~ 
S in iteration 9 
S in iteration 10 
S in iteration 11 
RI~VRI~ 
RzQVRI~ 
&I VRK 
RzzvR13 
S in iteration 12 
hVRz3 
S in iteration 13 
S in iteration 14 
Rz7vRx 
&sVRzs 
&?VRz 
S in iteration 15 
S in iteration 16 
S in iteration 17 
S in iteration 18 
RMVR_U 
R36 = X1X2X3 
R37 =x2x3 
R38 = x2:3zljx7 
Rj9 = i$X2.?3:6:1 
R40 = ?lX2i3%~ 
R41 = X1x2X3 
R42 = X1x2 
R43 =x2 
R4cj = :2X3x5 
R45 = .?I x2X3x5X6 
R46 = X2X3X7 
R47 = :,x5 i6.?7 
R4g = .?I x2X3 .?5.?6 
R49 = Xl X2x3X5 
R5o = Xl X2x3 
R5l = XlXj 
R52 =x3 
R53 = f[ .?2i3?5%j 
R54 = ili2.?5,?6 
R55 = .?I f5i6 
R56 = i5i6 
R57 = Xl X2X3x6 
R5g = Xl X2X3 X5 
R59 = Xl T2X5 
R6Q = Xl x5 
R6l = is 
R62 = x,x5x7 
R63 = X] x2xjxg 
R64 = i,f2i3i7ig 
R65 = XlX2X3Xl 
R66 = x, x2 23x5 
R67 = x, x2x3 
R68 = x, x2 
R69 = X, 
R70 = 0 
R3sVhz 
hvho 
S in iteration 19 
S in iteration 20 
R39vh 
&oVh 
R41VR31 
R4zVR3o 
S in iteration 21 
S in iteration 22 
S in iteration 23 
S in iteration 24 
R4lvR46 
R48VR45 
R49VR44 
R5oVR43 
R5lVR30 
S in iteration 25 
R53VR52 
R54VR43 
R55VR3o 
S in iteration 26 
RvVR56 
R58VR52 
RsVR43 
&aVRx 
S in iteration 27 
S in iteration 28 
S in iteration 29 
&VR63 
R65v&zz 
R66vR61 
R6lvR5z 
&OR43 
R69vR30 
(ii), and so it provides a proof of (7); from this point of view, Iterations 1 and 15 in 
Table 4 turn out to be useless. Note also that R2 = R 24; we will discuss this occurrence 
in the next section. 
8. Remarks on implementations 
(1) Note that resolution-search sometimes discards potentially useful informa- 
tions. For example, consider Iteration 3 in Table 4, which begins with 
cl =x1x2x3 (WI =x3), 
c* =x1x4x5 (w2 =x5) 
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We set u = (O,O, l,O, I,*, *, *, . . .); now obstacle (u,+oo, S) yields S = xix~x&; 
we construct R = SVC, = ~1x2~4, replace C2 by R, and set w = x4; the resulting 
updated family is 
cl = x1x2x3 (wl = x3 1, 
C2 =X1X2X4 (W2 =X4). 
Keeping x1x4x5 in _@ amounts to keeping a record of the fact that every x in (0, 1)” 
with ~1x4~5 C x has oracle(x) = +oo; this record is first discarded in Iteration 3 and 
then recovered in Iteration 12 at the cost of another call of obstacle. Such calls of 
obstacle, unnecessary in a strict sense and yet made necessary by the self-inflicted 
amnesia, constitute the price paid for keeping 9 path-like. 
To cure the amnesia, one could store all clauses discarded from 9 in a family 9; 
when needed, these clauses could be then retrieved from 9 rather than reconstructed 
from scratch. For instance, each call of oracle(u) could be replaced with a call of 
modif ied_oracle(u) 
if (there is a clause C in 3 such that Cc u) 
return record; 
else 
return oracle(u); 
However, ?J could grow to a size exceeding storage capacity or at least making 
executions of modified-oracle untenably slow. True, from time to time 9 could 
be purged by removal of all clauses that extend at least one other clause in p U 9. 
But even then it could grow beyond acceptable limits. 
Perhaps some half-way measure along these lines could prove useful in practice. For 
instance, one could impose an a priori upper bound (such as some slowly growing 
function of n) on the size of 9 and store in (the periodically purged) 9 only those 
clauses discarded from F that, according to some criterion, are most worthy of being 
stored. Size could be such a criterion: small C are more likely to pass the test C r U. 
Criteria of another type are based on recursively defined functions ,u that measure how 
hard C was to come by. For instance, whenever obstacle constructs S, set p(S) = 0; 
whenever resolution-search constructs the resolvent C of clauses C’ and C”, set 
p(C) = 1 + ,LL( C’) + p( C”). 
(2) The speed of resolution-search may be influenced by its implementation of 
the line 
choose a literal w in R - (Cl U C2 U . . . U CM.-1); 
For illustration, consider 
cl = X2X3 (WI = X2), 
c2 =X3X6 (W2 =X6), 
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c3 = x,x5x9 (w3 = Xl), 
c4 = X2X5i8 (w4 = x8), 
c5 = X3X5X7xg (Iv5 = x,), 
C6 = X2.f4xqx6 (W6 =X4). 
and S := x&x7: we construct R = x3X&, replace Cs by R, and then come to the 
choice of w. If we choose w = Xg, then we are led to remove C4 and CS from 9”; the 
resulting updated family is 
Cl =X2X3 (w = X2), 
c2 = X3X6 (w2 = X6), 
c3 = x32529 (w3 =X5), 
c4 = 2224x6 (w4 = 24). 
If we choose w = 1s instead, then we are led to remove only C5 from 9, after which 
we find that S can be added to 9; the resulting updated family is 
Ci = X2X3 (WI = X2), 
c2 = X3X6 (w2 = X6), 
c3 = x3x5xg (w3 =X9), 
c4 = x2x5xg (w4 = X8), 
c5 = ?2?4i6 (w5 = if4), 
c6 = .?5.?6?1 (w6 = 27). 
Clearly, w = 29 is a better choice than w = X5. 
In general, the choice of w out of several candidates is not always this clear. Max- 
imizing the strength (as defined by (9)) of the resulting family may be a good idea. 
In any case, whatever strategy for choosing w one adopts, experiments may be the 
only way to find out whether or not the time expended on implementing this strat- 
egy is worth the time saved through the resulting reduction (if any) of the number of 
iterations. 
(3) Each execution of obstacle (u, record, S) goes through two phases: 
l the waxing phase, where u is replaced by its extension u*, 
l the waning phase, where u* is shrunk into S. 
In the waning phase, one begins with S = u* and then keep removing literals from S as 
long as (6) is satisfied. Here, the order in which the literals are considered for removal 
may be important: there may be many different minimal restrictions 5’ of u* that satisfy 
(6) and inappropriate choices of S may lead resolution-search to an unnecessarily 
large number of iterations. If we subscribe to the thesis that a tight overlap among 
C,, Cl,. . . , Cm is desirable, then we are led to try removing first those literals that have 
been added to u in the waxing phase; this is the motivation for our way of maintaining 
the stack in Table 2. 
Branching strategies that intervene in the line 
choose a subscript j with Uj = * and a value c in (0, l}; 
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of obstacle (Table 2) and in the line 
choose a literal w in S such that 
w 4 c, u c, u . . . UC, and W$! C, UC,U..~UC,; 
of resolution-search (Table 3) could be also used to refine the line 
for (j = 1,2,...,n) 
if (uj # *) push j on the stack; 
of obstacle (Table 2) by dictating the order in which the various subscripts j are 
pushed on the stack: in the waning phase, the least desirable literals should come up 
first for removal. 
(4) We have been thinking of oracle as a black box. However, a particular oracle 
may sometimes be exploited to skip some of the tests “if (oracle (S) < record)” 
in Table 2. 
For example, unless (2) is unbounded, optimal values of its dual variables point out 
a subset J of {j : Uj # *} such that the linear programming problem 
N 
minimize c CjXj 
j=l 
N 
subject to c aijxj > bi (i= 1,2 ,..., m), 
j=I 
O<Xj<l (j= 1,2 ,..., n), 
Xj = Uj whenever j E J 
and (2) have the same optimal value or are both infeasible; setting 
u; = 
{ 
Uj if j E J, 
* otherwise, 
we obtain a vector U’ such that u’ 5 u and oracle(u’) =oracle(u); replacing the line 
“S = u;” in Table 2 with the line “S = u’;“, we accelerate the waning phase whatever 
u’ # 2.4. 
For another example, consider a family 4 of clauses and let oracle(u) equal the 
number of clauses C in 9 such that C C U: here, each call of oracle(u) permits, 
with only a slight amount of additional work, the construction of a minimal clause S 
such that S C u and oracle(S) =oracle(u). 
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