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numerical computation of the solutions of a scalar conservation law with an oscillatory forcing term (1.1) i(x) u + f(ue)x -h Here e is considered to be a small parameter, and h(y) is a periodic function with mean zero. Although a homogenized equation for the weak limit (i.e., the local averages) of the sequence (u e }>0 can be readily derived using the results of Lions, Papanicolaou, and Varadhan on Hamilton-Jacobi equations [10] , we will construct approximations that also give the correct phase and amplitude of the oscillations. In the context of Hamilton-Jacobi equations, this amounts to the construction of correctors to the leading-order approximations obtained in [10] . We will also design a random choice method, which, as demonstrated by our numerical results, gives the correct local averages of the solutions without resolving the small-scale oscillations. Finally, we study the homogenization of (1.1) when a small amount of viscosity is added. Equation (1.1) is an idealized model for a variety of interesting physical problems.
When the convective part is replaced by the convection terms in the two-dimensional incompressible Euler's equation, the model describes what is commonly referred to as the Kolmogorov flow and is extensively studied in the literature as a model for understanding the inverse cascade process and the intermittency phenomena in turbulence [12] . Burgers equations with random forcing terms are used as the starting point for deriving turbulence models using renormalization group methods [8] . Our knowledge on (1.1) can be beneficial to the study of these problems. One particular feature of (1.1) is that the source term has large gradients. This presents both analytical and numerical difficulties for studying the solutions. As we will show in 3, the standard operator-splitting method for treating the source terms is very inefficient, and we should seek alternative ways to treat the source terms. There are numerous other problems, including some combustion models, where source terms with large gradients are encountered. We expect that a good understanding of (1.1) will also shed some light on these problems.
A closely related problem, the homogenization of the Hamilton-Jacobi equations x Vve)__0 inR N (0 oo) v +H(, (1.2) v(x, O) vo (x) in R N has already been studied by Lions, Papanicolaou, and Varadhan in [10] . Naturally There is a well-known simple relationship between Hamilton-Jacobi equations and the one-dimensional scalar conservation laws. v is the viscosity solution of 
Furthermore, a simple formula can be found for f in terms of f and V (see (2.8) ).
In this paper, we aim at understanding not just the behavior of the local averages, but also the pointwise properties of ue. Instead of relying on the results of [10] , we take a different and, in a sense, more conventional approach. Using a formal asymptotic expansion, the problem becomes studying the large time behavior of the solutions of the cell problem (1.7)
u + f(u)y h(y).
We prove that, as T +, the solutions of (1.6) An alternative approach was suggested in the pioneering work of Engquist [6] , where he proposed to seek numerical methods based on the original differential equations (not the model equations), that correctly capture the large-scale structures, even if the small scales are not resolved on the computational grid. As was observed by Engquist, such methods should be free of the obvious numerical dissipations and dispersions, since the numerical dissipations tend to damp out the small scales, and the numerical dispersions tend to move the small scales to wrong locations and incorrectly account for their effects on the large scales. Consequently, the traditional finite difference and finite element methods are potentially not as good, compared to the spectral and particle methods, since the numerical dissipations and dispersions are inherent to the former class of methods, but not the latter. Engquist went further to prove that, for Carleman's equation with oscillatory initial data, a carefully formulated particle method does capture the overall large-scMe structures, even if the oscillations are not well resolved on the computational grid. This work was extended to more general discrete Boltzmann type of equations in [7] and to the two-dimensional incompressible Euler equation with oscillatory vorticity field in [3] .
In all these problems, the velocity field that convects the particles or the vortexblobs are rather smooth. That this does not hold for the present problem makes it closer to physical problems such as turbulence, since in a real turbulent flow we do expect the velocity field to be oscillatory. However, it also makes the problem much more difficult. In 3 we present a carefully formulated random choice method (which is not eliminated on the bases of numerical dissipation and dispersion), which, as demonstrated by our numerical results, gives the correct local averages, even if the small scales are not resolved by the grid. Our formulation involves casting (1.1) into a 2 2 nonstrictly hyperbolic system, which itself has some interesting features regarding the solutions of the Riemann problems. We refer to [4] for another example of a similar kind, where the problem was approached using a very different method. This paper is organized as follows. In the next section, we study the homogenization problem for (1.1). Then, in 3, we formulate our random choice method and present the numerical results. Finally, in 4, we study the homogenization problem when a small amount of viscosity is added to the right-hand side of (1.1). To emphasize the main ideas of our approach, we will omit the proofs of Theorems 2.1 and 4.1 and refer the interested reader to [1] , [2] for the missing details. From Theorem 2.1, we know that when is small, w(x, t, y, T) is very well approximated by a function that is independent of T. This means that, to the leading-order approximation, the spatial oscillations in the forcing terms of (1.1) do not excite temporal oscillations. This is not true if the flux f is linear, as can be seen from the simple example ut + ux (1/) sin(x/), uo(x) 0. The solution of this equation is u(x, t) cos(x/e) cos((x t)/). This is another evidence that the nonlinearity of the flux greatly influences the behavior of the solutions.
The steady state solutions of (2.2) 
In Fig. 1 we display the homogenized flux with f(u) u2/2, h(y) 2sin2ry
and compare it to the original flux. The fiat piece on the homogenized flux as was discussed in [10] is clearly shown. Another important piece of information revealed by Fig. 1 is that, away from the fiat piece, the homogenized flux is very close to the original one. Fig. 2(a) we display the superposition of u e and (v(x, t, x/e) computed from inverting (2.10). Their difference is shown in Fig. 2(b) . We see from these figures that, aside from a small neighborhood of the shock, u and are indeed very close. In this particular example, since u0 lies in the region where f is very close to f, fi is computed by simply using the flux f. In the second example, we take so(x) 0.7, for x < 0.5 and so(x) -0.7, for x > 0.5; e 0.04, t 2. The amplitude of this initial data Fig. 2(a) .
is small enough such that the homogenized flux f is flat in the range of u0, and the homogenized equation for the local averages is just fit 0. The numerical results for this initial data are presented in Figs. 3(a) and 3(b) . Similar conclusions can be drawn from these figures as in the previous example. Furthermore, Fig. 3(b) clearly shows the formation of cusps in the microstructures. We point out that, in this case, the leading-order approximation z is independent of t. This can be seen easily from (2.10), since fi does not depend on t. More numerical results can be found in [1] . 3(b) . The error between u and Cv. Other parameters are the same as in Fig. 3(a) .
3. A random choice method. In this section, we present a numerical method for solving (1.1) that captures the correct local averages, even if the high-frequency oscillations are not well resolved by the computational grid. We emphasize that the method is based on directly solving (1.1), not the homogenized equation (1.6).
The conventional shock-capturing methods, including the Lax-Friedrichs and Godunov type of methods, introduce artificial viscosity to guarantee a monotone transition in the shock layer. When the grid size is substantially larger than the high-frequency wavelength, the high-frequency oscillations are effectively smeared out in the initial step. Since these oscillations have an O(1) contribution to the large-scale averages at later times, it is clear that such methods cannot achieve what we desired. Another disadvantage of the usual finite difference methods is that they are inevitably dispersive, although the amount of the numerical dispersion can be reduced by raising the order of the methods. Due to the numerical dispersions, the high-frequency waves move at a wrong speed. This is another reason that such methods will not correctly count for the effect of the high-frequency oscillations to the large scales. On the other hand, the random choice method (see [9] ) does not have the above-mentioned numerical dissipations and dispersions. No averaging process is introduced, cell-to-cell communications are needed only to get the exact solutions to the Riemann problems, and all waves move at the right speed; therefore it is not eliminated on the basis of numerical dissipations and dispersions. As we show in this section, a carefully formulated random choice method does have the feature specified at the beginning of this section.
For simplicity, we consider the case when f(u) u2/2. Let (u , v ) be the solution of (3.1) To solve its Riemann problem, we need an appropriate entropy condition. Recall that Lax's shock condition requires that at each point on the shock, three characteristics enter the shock and one leaves the shock. This was generalized by Keyfitz and Kranzer to accommodate the following situation: one characteristic enters the shock, one leaves the shock, and the other two are parallel to the shock. For our problem, the entropy condition must be further generalized to allow the incoming or outgoing characteristics to become parallel to the shock. We state this below.
Generalized We next come to the numerical results of this method. Again, we take We might naively treat the forcing term by the splitting method; i.e., in each timestep, we first solve the Burgers equations ut + (u2/2)z 0 and then solve an ordinary differential equation ut lh(x/6) to take care of the forcing term. More sophisticated splitting schemes can be constructed to achieve second-order accuracy. This is disastrous if we take the grid size /x to be much larger than 6 . We must take very small timesteps /t < C6 to prevent the numerical solution from blowing up immediately. Even then, the numerical solution blows up anyway, only later.
We might also try to improve the random choice method such that, at each timestep, we update the values of v by evaluating V(x/6) at the newly chosen random points. This destroys the overall conservation property of the random choice method.
When used with /x >> 6, although the numerical solution remains bounded, the local averages have O(1) errors.
4. The effect of viscosity. In real physical situations, a small amount of viscosity is often present. Roughly speaking, the viscosity will try to smooth out the oscillations generated by the oscillatory forcing. The competing effects of a small amount of viscosity and a strongly oscillatory forcing is the subject of this section. Consider the following model: h(y), U(y) were defined in 1, except that we normalize U such that (V) 0. Then Fig. 5(a) .
we have the following theorem. THEOREM 4.1. Let T < +oo, 1 The theorem is proved by going to the level of the Hamilton-Jacobi equations. The proof involves deriving the necessary estimates for compactness, identifying the properties of the limiting semigroup, using the result of Lions to conclude that it is the semigroup given by a Hamilton-Jacobi equation, and identifying the Hamiltonian of this namilton-Jacobi equation. The details are given in [1] , [2] .
