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Abstract. We consider the exact recovery problem in the hypergraph stochastic block model
(HSBM) with k blocks of equal size. More precisely, we consider a random d-uniform hypergraph
H with n vertices partitioned into k clusters of size s = n/k. Hyperedges e are added independently
with probability p if e is contained within a single cluster and q otherwise, where 0 ≤ q < p ≤ 1.
We present a spectral algorithm which recovers the clusters exactly with high probability, given
mild conditions on n, k, p, q, and d. Our algorithm is based on the adjacency matrix of H, which
is a symmetric n × n matrix whose (u, v)-th entry is the number of hyperedges containing both u
and v. To the best of our knowledge, our algorithm is the first to guarantee exact recovery when
the number of clusters k = Θ(
√
n).
1. Introduction
1.1. Hypergraph clustering. Clustering is an important topic in data mining, network analysis,
machine learning and computer vision. Many clustering methods are based on graphs, which
represent pairwise relationships among objects. However, in many real-world problems, pairwise
relations are not sufficient, while higher order relations between objects cannot be represented as
edges on graphs. Hypergraphs can be used to represent more complex relationships among data,
and they have been shown empirically to have advantages over graphs; see [37, 34]. Thus, it
is of practical interest to develop algorithms based on hypergraphs that can handle higher-order
relationships among data, and much work has already been done to that end; see, for example,
[37, 30, 35, 20, 9, 25, 5]. Hypergraph clustering has found a wide range of applications ([24, 15, 8,
17, 28]).
The stochastic block model (SBM) is a generative model for random graphs with community
structures which serves as a useful benchmark for the task of recovering community structure from
graph data. It is natural to have an analogous model for random hypergraphs as a testing ground
for hypergraph clustering algorithms.
1.2. Hypergraph stochastic block models. The hypergraph stochastic block model, first intro-
duced in [18], is a generalization of the SBM for hypergraphs. We define the hypergraph stochastic
block model (HSBM) as follows for d-uniform hypergraphs.
Definition 1.1 (Hypergraph). A d-uniform hypergraph H is a pair H = (V,E) where V is a set
of vertices and E ⊂ (Vd) is a set of subsets with size d of V , called hyperedges.
Definition 1.2 (Hypergraph stochastic block model (HSBM)). Let C = {C1, . . . Ck} be a partition
of the set [n] into k sets of size s = n/k (assume n is divisible by k), each Ci, 1 ≤ i ≤ k is called a
cluster. For constants 0 ≤ q < p < 1, we define the d-uniform hypergraph SBM as follows:
For any set of d distinct vertices i1, . . . id, generate a hyperedge {i1, . . . id} with probability p if
the vertices i1, . . . id are in the same cluster in C. Otherwise, generate the hyperedge {i1, . . . id}
with probability q. We denote this distribution of random hypergraphs as H(n, d, C, p, q).
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Hypergraphs are closely related to symmetric tensors. We give a definition of symmetric tensors
below. See, e.g., [29], for more details on tensors.
Definition 1.3 (Symmetric tensor). Let T ∈ Rn×···×n be an order-d tensor. We call T is symmetric
if Ti1,i2,...id = Tσ(i1),σ(i2)...,σ(id) for any i1, . . . , id ∈ [n] and any permutation σ in the symmetric group
of order d.
Formally, we can use a random symmetric tensor to represent a random hypergraph H drawn
from this model. We construct an adjacency tensor T of H as follows. For any distinct vertices
i1 < i2 < · · · < id that are in the same cluster,
Ti1,...,id =
{
1 with probability p,
0 with probability 1− p.
For any distinct vertices i1 < · · · < id, if any two of them are not in the same cluster, we have
Ti1,...,id =
{
1 with probability q,
0 with probability 1− q.
We set Ti1,...id = 0 if any two of the indices in {i1, . . . id} coincide, and we set Tσ(i1),σ(i2)...,σ(id) =
Ti1,...id for any permutation σ. Furthermore, we may abuse notation and write Te in place of Ti1,...,id ,
where e = {i1, . . . , id}.
The HSBM recovery problem is to find the ground truth clusters C = {C1, . . . , Ck} either ap-
proximately or exactly, given a sample hypergraph from H(n, d, C, p, q). We may ask the following
questions about the quality of the solutions; see [1] for further details:
(1) Exact recovery (strong consistency): Find C exactly (up to a permutation) with probability
1− o(1).
(2) Almost exact recovery (weak consistency): Find a partition Cˆ such that o(1) portion of the
vertices are mislabeled.
(3) Detection: Find a partition Cˆ which is correlated with the true partition C.
For exact recovery with two blocks, it was shown in [31, 12, 11] that the phase transition occurs
in the regime of logarithmic average degree by analyzing the minimax risk, and the exact threshold
was given in [27], by a generalization of the techniques in [2] for graph SBMs. For detection, [7]
proposed a belief propagation algorithm and conjectured a threshold point.
Several methods have been considered for exact recovery of HSBMs. In [18], the authors used
spectral clustering based on the hypergraph’s Laplacian to recover HSBMs that are dense and
uniform. Subsequently, they extended their results to sparse, non-uniform hypergraphs in [19,
20, 21]. Spectral methods along with local refinements were considered in [11, 3]. A semidefinite
programing approach was analyzed in [27].
1.3. This paper. In this paper, we focus on exact recovery. Rather than dealing with sparsity as
in [27], we approach the problem from a different direction: we attempt to construct algorithms
that succeed on dense hypergraphs (with 0 ≤ q < p ≤ 1 constant) when the number of blocks
k increases with n. Our algorithm works when k = O(
√
n), which is believed to be the barrier
for exact recovery in the dense graph case with clusters of equal size (see [10, 6, 33]). To the
best of our knowledge, our algorithm is the first to guarantee exact recovery when the number of
clusters k = Θ(
√
n) in the HSBM. In addition, in contrast to [27, 11, 4, 21], our algorithm is purely
spectral. While we focus on the dense case, our algorithm can be adapted to the sparse case as
well; however, it does not perform as well as previously known algorithms in [27, 31, 12, 11, 21] in
the sparse regime.
Our main result is the following:
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Theorem 1.4. Let p, q, d be constant. For sufficiently large n, there exists a deterministic, poly-
nomial time algorithm which exactly recovers d-uniform HSBMs with probability 1− exp(−Ω(√n))
if s = Ω(
√
n).
See Theorem 2.1 below for precise statement.
Our algorithm compares favorably with other known algorithms for HSBM recovery in the dense
case with k = ω(1) clusters; see Section 9. It is based on the iterated projection technique developed
by [14, 13] for the graph case. We apply this approach to the adjacency matrix A of the random
hypergraph H (see Definition 3.1). The challenge is that the adjacency matrix projected from
the adjacency tensor used in the algorithm does not have independent entries. In the process,
we prove a concentration result for the spectral norm of A, which may be of independent interest
(Theorem 4.2).
2. Spectral algorithm and main results
Our main result is that Algorithm 1 below recovers HSBMs with high probability, given certain
conditions on n, k, p, q, and d. It is an adaptation of the iterated projection algorithm for the graph
case introduced by [14, 13]. The algorithm can be broken down into three main parts:
(1) Construct an “approximate cluster” using spectral methods (Steps 1-4)
(2) Recover the cluster exactly from the approximate cluster by counting hyperedges (Steps 5-6)
(3) Delete the recovered cluster and recurse on the remaining vertices (Step 7).
Algorithm 1
Given H = (V,E), |V | = n, number of clusters k, and cluster size s = n/k:
(1) Let A be the adjacency matrix of H (as defined in Section 3).
(2) Let Pk(A) = (Puv)u,v∈V be the dominant rank-k projector of A (as defined in Section 5).
(3) For each column v of Pk(A), let Pu1,v ≥ . . . ≥ Pun−1,v be the entries other than Pvv in
non-increasing order. Let Wv := {v, u1, . . . , us−1}, i.e., the indices of the s − 1 greatest
entries of column v of Pk(A), along with v itself.
(4) Let W = Wv∗ , where v
∗ := arg maxv ||Pk(A)1Wv ||2, i.e. the column v with maximum
||Pk(A)1Wv ||2. It will be shown that W has small symmetric difference with some cluster
Ci with high probability (Section 6).
(5) For all v ∈ V , let Nv,W be the number of hyperedges e such that v ∈ e and e \ {v} ⊆ W ,
i.e., the number of hyperedges containing v and d− 1 vertices from W .
(6) Let C be the s vertices v with highest Nv,W . It will be shown that C = Ci with high
probability (Section 7).
(7) Delete C from H and repeat on the remaining sub-hypergraph. Stop when there are < s
vertices left.
Theorem 2.1. Let H be sampled from H(n, d, C, p, q), where p and q are constant, C = {C1, . . . , Ck}
and |Ci| = s = n/k for i = 1, . . . , k. If d = o(s) and
(2.1)
6d
√
d
(
n
d−1
)
(
s−2
d−2
)
(p− q)s− 12d
√
d
(
n
d−1
) ≤ ε ≤ min{ 112 , p− q32d
}
,
then for sufficiently large n, Algorithm 1 exactly recovers C with probability ≥ 1 − 2k · exp(−s) −
nk · exp
(
−ε2(s−1d−1)).
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Using the bounds on the binomial coefficients
(
a
b
)b ≤ (ab) ≤ (aeb )b, we get the following as a
corollary:
Theorem 2.2. Let H be sampled from H(n, d, C, p, q), where p and q, and d are constant, C =
{C1, . . . , Ck} and |Ci| = s = n/k for i = 1, . . . , k. If
s ≥ c0
√
nd
(p− q) 2d−1
,
then Algorithm 1 recovers C w.h.p., where c0 is an absolute constant.
Note that Theorem 2.1 requires p and q to be constant, but d is allowed to vary with n. However,
we want the failure probability to be o(1), so we require exp
(
−ε2(s−1d−1)) = o((nk)−1). In particular,
this is satisfied if d is constant.
In Appendix A we present a trivial hyperedge counting algorithm. Algorithm 1 beats this
algorithm by a factor of (log n)
1
2d−4 . However, observe that this performance gain is reduced as d
increases. See Section 9 for comparison with other known algorithms.
The remainder of this paper is devoted to proving Theorem 2.1. Sections 3-5 introduce the linear
algebra tools necessary for the proof; Section 6 shows that Step 4 with high probability produces a
set with small symmetric difference with one of the clusters; Section 7 proves that Step 6 with high
probability recovers one of the clusters exactly; and Section 8 proves inductively that the algorithm
with high probability recovers all clusters.
2.1. Running time. In contrast to the graph case, in which the most expensive step is constructing
the projection operator Pk(A) (which can be done in O(n
2k) time via truncated SVD [22, 23]),
for d ≥ 3 the running time of Algorithm 1 is dominated by constructing the adjacency matrix A,
which takes O(nd) time (the same amount of time it takes to simply read the input hypergraph).
Thus, the overall running time of Algorithm 1 is O(knd).
3. Reduction to random matrices
Since we do not have many linear algebra and probability tools for random tensors, it would be
convenient if we could work with matrices instead of tensors. We propose to analyze the following
adjacency matrix of a hypergraph, originally defined in [16].
Definition 3.1 (Adjacency matrix). Let H be a random hypergraph generated from H(n, d, C, p, q)
and let T be the adjacency tensor of H. For any hyperedge e = {i1, . . . , id}, let Te be the entry in
T corresponding to Ti1,...,id . We define the adjacency matrix A of H by
Aij :=
∑
e:{i,j}∈e
Te.(3.1)
Thus, Aij is the number of hyperedges in H that contains vertices i, j. Note that in the summation
(3.1), each hyperedge is counted once.
From our definition, A is symmetric, and Aii = 0 for 1 ≤ i ≤ n. However, the entries in A are
not independent. This presents some difficulty, but we can still get information about the clusters
from this adjacency matrix A.
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λ1λ2, . . . , λkλk+1, . . . , λn
(
s−2
d−2
)
(p− q)s− 12d
√
d
(
n
d−1
)
Figure 1. The distribution of eigenvalues of A.
4. Eigenvalues and concentration of spectral norms
It is easy to see that for d ≥ 2,
EAij =

(
s− 2
d− 2
)
(p− q) +
(
n− 2
d− 2
)
q, if i 6= j are in the same cluster,(
n− 2
d− 2
)
q, if i, j are in different clusters.
Let
A˜ := EA+
((
s− 2
d− 2
)
(p− q) +
(
n− 2
d− 2
)
q
)
I,
then A˜ is a symmetric matrix of rank k. The eigenvalues for A˜ are easy to compute, hence
by a shifting, we have the following eigenvalues for EA. Note that we are using the convention
λ1(X) ≥ . . . ≥ λn(X) for a n× n self-adjoint matrix X.
Lemma 4.1. The eigenvalues of EA are
λ1(EA) =
(
s− 2
d− 2
)
(p− q)(s− 1) +
(
n− 2
d− 2
)
q(n− 1),
λi(EA) =
(
s− 2
d− 2
)
(p− q)(s− 1)−
(
n− 2
d− 2
)
q, 2 ≤ i ≤ k
λi(EA) = −
(
s− 2
d− 2
)
(p− q)−
(
n− 2
d− 2
)
q, k + 1 ≤ i ≤ n
We can use an ε-net chaining argument to prove the following concentration inequality for the
spectral norm of A− EA; see Appendix B.1 for proof.
Theorem 4.2. Let ‖ · ‖2 be the spectral norm of a matrix, we have
(4.1) ‖A− EA‖2 ≤ 6d
√
d
(
n
d− 1
)
with probability at least 1− e−n.
By Weyl’s inequality (see, e.g., [26]), |λi(A)−λi(EA)| ≤ ||A−EA||2; hence, we see that the largest
k eigenvalues of A are separated from the remaining n− k by at least (s−2d−2)(p− q)s− 12d√d( nd−1).
Figure 1 depicts this separation in the eigenvalues, which is necessary to bound the difference in
the dominant rank-k projectors of A and EA in the next section.
5. Dominant eigenspaces and projectors
Our recovery algorithm is based on the dominant rank-k projector of the adjacency matrix A.
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Definition 5.1 (Dominant eigenspace). If X is a n × n Hermitian or real symmetric matrix, the
dominant r-dimensional eigenspace of X, denoted Er(X), is the subspace of Rn or Cn spanned by
eigenvectors of X corresponding to its r largest eigenvalues.
Note that by this definition, if λr(X) = λr+1(X), then Er(X) actually has dimension > r, but
that will never be the case in this analysis.
Definition 5.2 (Dominant rank-r projector). If X is a n×n Hermitian or real symmetric matrix,
the dominant rank-r projector of X, denoted Pr(X), is the orthogonal projection operator onto
Er(X).
Pr(X) is a rank-r, self-adjoint operator which acts as the identity on Er(X). It has r eigenvalues
equal to 1 and n− r equal to 0. If v1, . . . ,vr is an orthonormal basis for Er(X), then
(5.1) Pr(X) =
r∑
i=1
viv
∗
i ,
where v∗ denotes either the transpose or conjugate transpose of v, depending on whether we are
working over R or C.
Let us define Y to be the incidence matrix of C; i.e.,
Yuv :=
{
1 if u, v are in the same part of C,
0 else
.
Thus, it is our goal to reconstruct Y given H ∼ H(n, d, C, p, q).
Theorem 5.3. Let A,EA, and A˜ be defined as in Sections 3 and 4. Then
Pk(EA) = Pk(A˜) = Pk(Y ) =
1
s
Y.
Thus, Pk(EA) = Pk(A˜) gives us all the information we need to reconstruct Y . Unfortunately, a
SBM recovery algorithm doesn’t have access to EA or A˜ (if it did the problem would be trivial),
but the following theorem shows that the random matrix Pk(A) is a good approximation to Pk(EA)
and thus reveals the underlying rank-k structure of A:
Theorem 5.4. Assume (4.1) holds. Then
||Pk(A)− Pk(EA)||2 ≤ ε
and
||Pk(A)− Pk(EA)||F ≤
√
2kε
for any ε ≥
6d
√
d
(
n
d−1
)
(
s−2
d−2
)
(p− q)s− 12d
√
d
(
n
d−1
) .
The proofs of Theorems 5.3 and 5.4 can be found in Appendices B.2 and B.3, respectively.
6. Constructing an approximate cluster
In this section we show how to use Pk(A) to construct an “approximate cluster”, i.e. a set with
small symmetric difference with one of the clusters. We will show that
• If |W | = s and ||Pk(A)1W ||2 is large, then W must have large intersection with some cluster
(Lemma 6.1)
• Such a set W exists among the sets W1, . . . ,Wn, where Wv is the indices of the s−1 largest
entries in column v of Pk(A), along with v itself (Lemma 6.2).
6
The intuition is that if ||Pk(A)− Pk(EA)||2 ≤ ε, then
||Pk(A)1W ||22 ≈ ||Pk(EA)1W ||22 =
1
s
k∑
i=1
|W ∩ Ci|2,
and this quantity is maximized when W comes mostly from a single cluster Ci.
Lemmas 6.1 and 6.2 below are essentially the same as Lemmas 18 and 17 in [14]. As Pk(A) =
1
s
∑
i 1Ci1
>
Ci
as in the graph case (Theorem 5.3), we can import their proofs directly from the graph
case. However, we present a simpler proof for Lemma 6.1 in Appendix B.4.
Lemma 6.1. Assume (4.1) holds and
6d
√
d
(
n
d−1
)
(
s−2
d−2
)
(p− q)s− 12d
√
d
(
n
d−1
) ≤ ε ≤ 112 . Let |W | = s and
||Pk(A)1W ||2 ≥ (1− 2ε)
√
s. Then |W ∩ Ci| ≥ (1− 6ε)s for some i.
This lemma gives us a way to identify an “approximate cluster” using only A; however, it would
take Ω(ns) time to try all sets W of size s. However, if we define Wv to be v along with the indices
of the s − 1 largest entries of column v of Pk(A) (as in Step 3 of Algorithm 1), then Lemma 6.2
below will show that one of these sets satisfies the conditions of Lemma 6.1; thus, we can produce
an approximate cluster in polynomial time by taking the Wv that maximizes ||Pk(A)1Wv ||2.
Lemma 6.2. Assume (4.1) holds and ε ≥
6d
√
d
(
n
d−1
)
(
s−2
d−2
)
(p− q)s− 12d
√
d
(
n
d−1
) . For v = 1, . . . , n, let Wv
be defined as in Step 3 of Algorithm 1. Then there exists a column v such that
||Pk(A)1Wv ||2 ≥ (1− 8ε2 − ε)
√
s ≥ (1− 2ε)√s.
Lemmas 6.1 and 6.2 together prove that, as long as (4.1) holds, Steps 2-4 successfully construct
a set W such that |W | = s and |W ∩ Ci| ≥ (1 − 6ε)s for some i. In the following section we will
see how to recover Ci exactly from W .
7. Exact recovery by counting hyperedges
Suppose we have a set W ⊂ [n] such that |W4Ci| ≤ εs for some i (4 denotes symmetric
difference). In the graph case (d = 2) we can use W to recover Ci exactly w.h.p. as follows:
(1) Show that w.h.p. for any u ∈ Ci will have at least (p−ε)s neighbors in Ci, while any v /∈ Ci
will have at most (q+ ε)s neighbors in Ci. This follows from a simple Hoeffding argument.
(2) Show that that, if these bounds hold for any u, v, then (deterministically) any u ∈ Ci will
have at least (p−2ε) neighbors in W , while any v /∈ Ci will have at most (q+ 2ε) neighbors
in W . Thus, we can use number of vertices in W to distinguish between vertices in Ci and
vertices in other clusters.
See [14, Lemmas 19-20] for details. The reason we cannot directly apply a Hoeffding argument to
W is that W depends on the randomness of the instance A, thus the number of neighbors a vertex
has in W is not the sum of |W | fixed random variables.
To generalize to hypergraphs with d > 2, an obvious analogue of the notion of number of
neighbors a vertex u has in a vertex set W is to define the random variable
Nu,W :=
∑
e:u∈e,e\{u}⊆W
Te,
i.e. the number of hyperedges containing u and d− 1 vertices from W . When d = 2 this is simply
the number of neighbors u has in W (see Figure 2 for the case d = 3). We get the following analogue
to [14, Lemma 19]; see Appendix B.5 for proof:
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uW
e1
e3
e2
Figure 2. When d = 3, Nu,W is the number of hyperedges containing u and 2
vertices in W . In the figure above, Nu,W = 3.
Lemma 7.1. Consider cluster Ci and vertex u ∈ [n], and let ε > 0. If u ∈ Ci, then for n sufficiently
large and d = o(s),
(7.1) Nu,Ci ≥ (p− ε)
(
s
d− 1
)
with probability ≥ 1− exp
(
−ε2(s−1d−1)), and if u /∈ Ci, then
(7.2) Nu,Ci ≤ (q + ε)
(
s
d− 1
)
with probability ≥ 1− exp
(
−ε2(s−1d−1)).
The difficulty is in going from Nu,Ci to Nu,W , where W is a set such that |W4Ci| ≤ εs. We
have the following estimate for Nu,W .
Lemma 7.2. Let W ⊂ [n] such that |W | = s and |W ∩ Ci| ≥ (1− 6ε)s for some i ∈ [k]. Then for
ε < 116d , d = o(s), and n sufficiently large, we have the following:
(1) If j ∈ Ci satisfies (7.1), then Nj,W ≥ (p− 16dε)
(
s
d− 1
)
,
(2) If j 6∈ Ci satisfies (7.2), then Nj,W ≤ (q + 16dε)
(
s
d− 1
)
.
See Appendix B.6 for proof. This lemma gives us a way to distinguish vertices j ∈ Ci and j 6∈ Ci
provided p− 16dε > q + 16dε.
8. Proof of algorithm’s correctness
We now have all the necessary pieces to prove the correctness of Algorithm 1 (Theorem 2.1).
The proof is roughly the same as that of [14, Theorem 4].
8.1. Proof of correctness of first iteration. Lemmas 6.1-7.2 above prove that Steps 1-6 of
Algorithm 1 correctly recover a single cluster in the first iteration.
Theorem 8.1. Assume that (4.1) holds and that for i = 1, . . . , k, (7.1) holds for all u ∈ Ci
and (7.2) holds for all u /∈ Ci with
6d
√
d
(
n
d−1
)
(
s−2
d−2
)
(p− q)s− 12d
√
d
(
n
d−1
) ≤ ε ≤ min{ 112 , p− q32d
}
.
Then Steps 1-6 of Algorithm 1 exactly recover a cluster Ci in the first iteration.
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Proof. By Lemma 6.2, the set W constructed in Step 4 has ||Pk(A)1W ||2 ≥ (1 − 2ε)
√
s. By
Lemma 6.1, |W ∩Ci| ≥ (1− 6ε)s for some i. And by Lemma 7.2, Nu,W ≥ (1− 16ε)s for all u ∈ Ci,
while Nu,W ≤ (q+ 16dε)s for all u /∈ Ci. If ε < p− q
32d
, then (p− 16dε)s > (q+ 16dε)s. Thus, when
we take the s vertices u with highest Nu,W in Step 6, for each of them we have
Nu,W ≥ (p− 16dε)s > (q + 16dε)s,
so none of them could possibly come from [n] \Ci. Therefore, the set C constructed in Step 6 must
be equal to Ci. 
8.2. The “delete and repeat” step. The difficulty with proving the success of Algorithm 1
beyond the first iteration is that the iterations cannot be handled independently: whether or not
the t-th iteration succeeds determines which vertices will be left in the (t + 1)-st iteration, which
certainly affects whether or not the (t + 1)-st iteration succeeds. However, notice that there is
nothing probabilistic in the statement or proof of Theorem 8.1: if certain conditions are true, then
the first iteration of Algorithm 1 will definitely recover a cluster. In fact, the only probabilistic
statements thus far are in Theorem 4.2 and Lemma 7.1. Mirroring the analysis in [14, 13], we will
show that if certain (exponentially many) conditions are met, then all iterations of Algorithm 1 will
succeed. We will then show that all of these events occur simultaneously w.h.p.; hence, Algorithm 1
recovers all clusters w.h.p.
We begin by introducing some terminology:
Definition 8.2 (Cluster subhypergraph, cluster subtensor). We define a cluster subhypergraph to
be a subhypergraph of H induced by a subset of the clusters C1, . . . , Ck. Similarly, we define a
cluster subtensor to be the principal subtensor of T formed by restricting the indices to a subset
of the clusters. For J ⊆ [k], we denote by H(J) the subhypergraph of H induced by ⋃j∈J Cj , and
we denote by T (J) the principal subtensor of T with indices restricted to
⋃
j∈J Cj .
We now define two types of events on our probability space H(n, d, C, p, q):
• Spectral events – For J ⊆ [k], let EJ be the event that
||B − EB||2 ≤ 6d
√
d
(
m
d− 1
)
,
where B is the adjacency matrix of H(J) and m = s|J | the number of vertices in H(J).
Note that B is not simply a submatrix of A, as only a subset of the edges of H are counted
when computing the entries of B.
• Degree events – For 1 ≤ i ≤ k, 1 ≤ u ≤ n, let Di,u be the event that Nu,Ci ≥ (p−ε)
(
s
d− 1
)
if u ∈ Ci, or the event that Nu,Ci ≤ (q + ε)
(
s
d− 1
)
if u /∈ Ci. These are the events that
each vertex u has approximately the correct value of Nu,Ci for each cluster Ci.
Observe that there are 2k spectral events and nk degree events.
We will now show that if all of these events occur, then Algorithm 1 will definitely succeed in
recovering all clusters. Again, there is nothing probabilistic in this theorem or its proof.
Lemma 8.3. Assume that EJ holds for all J ⊆ [k] and Di,u holds for all i ∈ [k], u ∈ [n] with
(8.1)
6d
√
d
(
n
d−1
)
(
s−2
d−2
)
(p− q)s− 12d
√
d
(
n
d−1
) ≤ ε ≤ min{ 112 , p− q32d
}
.
Then Algorithm 1 recovers C1, . . . , Ck exactly.
9
Proof. (sketch) We omit the full proof as it is analogous to the proof in [14, Section 7.3]. Essen-
tially, we prove by induction that the t-th iteration succeeds for t = 1, . . . , k. If the 1st through
tth iterations succeed, then the (t+ 1)-st iteration receives as input a cluster sub-hypergraph H(J),
for some J ⊆ [k]. Hence, EJ and Di,u for i ∈ J , u ∈
⋃
j∈J Cj ensure the success of the (t + 1)-st
iteration. Note that if there are m = |J |s vertices remaining, then Theorem 5.4 requires that
ε ≥
6d
√
d
(
m
d−1
)
(
s−2
d−2
)
(p− q)s− 12d
√
d
(
m
d−1
) ,
but the this bound is largest when m = n; thus, the condition (8.1) is sufficient for all iterations. 
Finally, we show that all of the EJ and Di,u hold simultaneously w.h.p.
Lemma 8.4. EJ and Di,u hold simultaneously for all J ⊆ [k], i ∈ [k], u ∈ [n] with probability
≥ 1− 2k · exp(−s)− nk · exp
(
−ε2(s−1d−1)) for any ε satisfying condition (8.1).
Proof. For any fixed J ⊆ [k], H(J) is simply an instance of a smaller HSBM; it has distribution
H(|J |s, d,⋃j∈J Cj , p, q). Thus,
P
(
EJ
) ≤ exp(−|J |s) ≤ exp(−s)
by Theorem 4.2. And for any i ∈ [k], u ∈ [n],
P
(
Di,u
) ≤ exp(−ε2(s− 1
d− 1
))
by Lemma 7.1. The proof is completed by taking a union bound over all J ⊆ [k], i ∈ [k], u ∈ [n]. 
Theorem 2.1 follows as an immediate corollary to Lemmas 8.3 and 8.4.
9. Comparison with previous results
We compare Algorithms 2 and 1 with previous exact recovery algorithms, with p, q, d being
constant. In [3, 11] the regime where k grows with n is not explicitly discussed, so we only include
k = O(1) case.
Paper Number of clusters Algorithm type
[27] O(1) Semidefinite programming
[4] O(1) Spectral + local refinement
[11] O(1) Spectral + local refinement
[21], Corollary 5.1 o(log
−1
2d (n)n
d−4
2d ) Spectral + k-means
Our result (Algorithm 2) O(log
−1
2d−4 (n)n0.5) Simple counting
Our result (Algorithm 1) O(n0.5) Spectral
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Appendix A. Simple counting algorithm
One can recover HSBMs by simply counting the number of hyperedges containing pairs of ver-
tices: with high probability, pairs of vertices in the same cluster will be contained in more hyper-
edges than pairs in different clusters. However, our spectral algorithm provides better performance
guarantees than this simple counting algorithm.
Algorithm 2
Given H = (V,E), |V | = n, number of clusters k, and cluster size s = n/k:
(1) For each pair of vertices u 6= v, compute Auv := number of hyperedges containing u and v.
(2) For each vertex v, let Wv be the set of vertices containing v and the s − 1 vertices u 6= v
with highest Auv (breaking ties arbitrarily). It will be shown that w.h.p. Wv will be the
cluster Ci containing v.
Theorem A.1. Let H be sampled from H(n, d, C, p, q), where d ≥ 3, C = {C1, . . . , Ck} and |Ci| =
s = n/k for i = 1, . . . , k. Then Algorithm 2 recovers C with probability ≥ 1− 1/n if(
s− 2
d− 2
)
(p− q) >
√
6
(
n− 2
d− 2
)
log n.
Proof. For each u 6= v, Auv =
∑
e:u,v∈e
Te is the sum of
(
n−2
d−2
)
independent Bernoulli random variables
of expectation either p or q. Thus, it follows from a straightforward application of Hoeffding’s
inequality that
(A.1) Auv ≥
(
n− 2
d− 2
)
q +
(
s− 2
d− 2
)
(p− q)−
√
3
2
(
n− 2
d− 2
)
log n
with probability ≥ 1− 1/n3 if u and v are in the same cluster and
(A.2) Auv ≤
(
n− 2
d− 2
)
q +
√
3
2
(
n− 2
d− 2
)
log n
with probability ≥ 1− 1/n3 if u and v are in different clusters. Taking a union bound over all (n2)
pairs, these bounds hold for all pairs u 6= v with probability ≥ 1− 1/n. Thus, as long as the lower
bound in (A.1) is greater than the upper bound in (A.2), for each v the s− 1 vertices with highest
Auv will be the other vertices in v’s cluster.

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In particular, if we bound the binomial coefficient
(
a
b
)
by
(
a
b
)b ≤ (ab) ≤ (aeb )b, we see that
s ≥ c1
√
nd
(√
log n
p− q
) 1
d−2
and
p− q ≥ c2(2end)
d−2
2
√
log n
sd−2
= c2
(
2ek2d
n
) d−2
2 √
log n
are both sufficient conditions for recovery, where c1 and c2 are absolute constants.
Appendix B. Omitted proofs
B.1. proof of Theorem 4.2.
Definition B.1 (ε-net). An ε-net for a compact metric space (X , d) is a finite subset N of X such
that for each point x ∈ X , there is a point y ∈ N with d(x, y) ≤ ε.
Proof. Consider the centered matrix M := A − EA, then each entry Mij is a centered random
variable. Let Me = Te − E[Te]. Let Sn−1 be the unit sphere in Rn (using the l2-norm). By the
definition of the spectral norm,
‖M‖2 = sup
x∈Sn−1
|〈Mx,x〉|.
Let N be an ε-net on Sn−1. Then for any x ∈ Sn−1, there exists some y ∈ N such that ‖x−y‖2 ≤ ε.
Then we have
‖Mx‖2 − ‖My‖2 ≤ ‖Mx−My‖2 ≤ ‖M‖2‖x− y‖2 ≤ ε‖M‖2.
For any y ∈ N , if we take the supremum over x, we have
(1− ε)‖M‖2 ≤ ‖My‖2 ≤ sup
z∈N
‖Mz‖2.
Therefore
‖M‖2 ≤ 1
1− ε supx∈N ‖Mx‖2 =
1
1− ε supx∈N〈Mx,x〉(B.1)
Now we fix an x = (x1, . . . , xn)
> ∈ Sn−1 first, and prove a concentration inequality for ‖Mx‖2.
Let E be the hyperedge set in a complete d-uniform hypergraph on [n]. We have
〈Mx,x〉 =
∑
i 6=j
Mijxixj = 2
∑
i<j
Mijxixj = 2
∑
i<j
(
∑
e∈E:i,j∈e
Me)xixj = 2
∑
e∈E
(
∑
i,j∈e,i<j
xixj)Me.
Let Ye := (
∑
ij∈e,i<j xixj)Me, then
〈Mx,x〉 = 2
∑
e∈E
Ye
where {Ye}e∈E are independent. Note that |Me| ≤ 1, so we have
|Ye| = |
∑
ij∈e,i<j
xixjMe| ≤ |
∑
ij∈e,i<j
xixj |
By Hoeffding’s inequality,
P(|
∑
e∈E
Ye| ≥ t) ≤ 2 exp
(
− 2t
2
4
∑
e∈E |
∑
ij∈e,i<j xixj |2
)
.(B.2)
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From Cauchy’s inequality, we have∑
e∈E
|
∑
ij∈e,i<j
xixj |2 ≤
(
d
2
)∑
e∈E
∑
ij∈e,i<j
x2ix
2
j
≤
(
d
2
)(
n− 2
d− 2
) ∑
1≤i<j≤n
x2ix
2
j
≤
(
d
2
)(
n− 2
d− 2
)
1
2
(∑
i
x2i
)2
≤ 1
4
d2
(
n
d− 2
)
.(B.3)
Therefore from (B.2) and (B.3),
P(|〈Mx,x〉| ≥ 2t) ≤ 2 exp
(
− 2t
2(
n
d−2
)
d2
)
.
Taking t =
3
2
d
√
d
(
n
d− 1
)
, we have
P
(
|〈Mx,x〉| ≥ 3d
√
d
√(
n
d− 1
))
≤ 2 exp
(
−9d
(
n
d−1
)
2
(
n
d−2
) ) ≤ exp(−3n).
Since |N | ≤ (2ε + 1)n (see Corollary 4.2.11 in [36] for example), we can take ε = 1/2 and by a union
bound, we have
P
(
sup
x∈N
|〈Mx,x〉| ≥ 3d
√
d
√(
n
d− 1
))
≤ 5n exp(−3n) ≤ e−n.(B.4)
So we have from (B.1), (B.4)
P
(
‖M‖2 ≥ 6d
√
d
(
n
d− 1
))
≤ e−n.

B.2. Proof of Theorem 5.3.
Proof. Let 1Ci ∈ {0, 1}n denote the indicator vector for cluster Ci and Jn the n×n all ones matrix.
Then we can write
Y =
k∑
i=1
1Ci1
>
Ci , A˜ = (a− b)Y + bJn, EA = A˜− aIn.
for some constants a > b > 0. Thus,
{
1√
s
1Ci : i = 1, . . . , k
}
is an orthonormal basis for the column
space of both Y and A˜, and hence, in accordance with (5.1),
Pk(Y ) = Pk(A˜) =
k∑
i=1
1
s
1Ci1
>
Ci =
1
s
Y.
Now, observe that the eigenvalues of EA are those of A˜ shifted down by a, and v is an eigenvector
of EA if and only if it is an eigenvector of EA; hence, the dominant k-dimensional eigenspace of
EA is the same as the column space of A˜, and therefore Pk(EA) = Pk(A˜). 
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B.3. Proof of Theorem 5.4. To prove Theorem 5.4, we use the following Lemma from [13,
Lemma 4].
Lemma B.2. Let X,Y ∈ Rn×n be symmetric. Suppose that the largest k eigenvalues of both X,Y
are at least β, and the remaining n−k eigenvalues of both X,Y are at most α, where α < β. Then
‖Pk(X)− Pk(Y )‖2 ≤ ‖X − Y ‖2
β − α ,(B.5)
‖Pk(X)− Pk(Y )‖F ≤
√
2k‖X − Y ‖2
β − α .(B.6)
Proof of Theorem 5.4. Apply Lemma B.2 with X = A, Y = EA and
α =
(
s− 2
d− 2
)
(p− q)(s− 1)−
(
n− 2
d− 2
)
q − 6d
√
d
(
n
d− 1
)
,
β = −
(
s− 2
d− 2
)
(p− q)−
(
n− 2
d− 2
)
q + 6d
√
d
(
n
d− 1
)
.
Note that in order for this to work we need α > β, i.e.(
s− 2
d− 2
)
(p− q)s > 12d
√
d
(
n
d− 1
)
.

B.4. Proof of Lemma 6.1.
Proof. By Theorem 5.4,
‖(Pk(A)− Pk(EA))1W ‖2 ≤ ε‖1W ‖2 = ε
√
s.
And by the triangle inequality,
(B.7) ‖Pk(EA)1W ‖2 ≥ ‖Pk(A)1W ‖2 − ε
√
s ≥ (1− 2ε)√s− ε√s = (1− 3ε)√s.
We will show that in order for this to hold, W must have large intersection with some cluster.
Fix t such that s2 ≤ t ≤ s. Assume by way of contradiction that |W ∩ Ci| ≤ t for all i. Observe
that by Theorem 5.3
(B.8) ||Pk(EA)1W ||22 =
1
s
k∑
i=1
|W ∩ Ci|2.
Let xi = |W ∩ Ci| and consider the optimization problem
max
1
s
k∑
i=1
x2i
s.t.
k∑
i=1
xi = s,
0 ≤ xi ≤ t for i = 1, . . . , k.
It is easy to see that the maximum occurs when xi = t, xj = s − t for some i, j, xl = 0 for all
l 6= i, j, and the maximum is t2s + (s−t)
2
s . Thus, by (B.7) and (B.8) we have
(1− 3ε)2s ≤ ||Pk(EA)1W ||22 ≤
t2
s
+
(s− t)2
s
.
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Solving for t, this implies that
t ≥
(
1
2
+
1
2
√
1− 12ε+ 18ε2
)
s > (1− 6ε)s.
Thus, if we choose t ∈ [s/2, (1− 6ε)s] we have a contradiction. Let us choose t to be as large as
possible, t = (1 − 6ε)s. Then it must be the case that |W ∩ Ci| ≥ t = (1 − 6ε)s for some i. Note
that for the proof to go through we require 12 ≤ 1− 6ε, which is satisfied if ε ≤ 1/12. 
B.5. Proof of Lemma 7.1.
Proof. For u ∈ Ci, Nu,Ci is the sum of
(
s−1
d−1
)
independent Bernoulli random variables with expec-
tation p, so Hoeffding’s inequality yields
P
(
Nu,Ci ≤ (p− ε)
(
s
d− 1
))
= P
(
Nu,Ci ≤
(
p− εs− (d− 1)p
s− d+ 1
)(
s− 1
d− 1
))
≤ exp
(
−2
(
εs− (d− 1)p
s− d+ 1
)2(s− 1
d− 1
))
≤ exp
(
−ε2
(
s− 1
d− 1
))
Note that the last inequality holds for d = o(s) and n sufficiently large.
For v /∈ Ci, Nv,Ci is the sum of
(
s
d−1
)
independent Bernoulli random variables with expectation
q. So by Hoeffding’s inequality again
P
(
Nu,Ci ≥ (q + ε)
(
s
d− 1
))
≤ exp
(
−2ε2
(
s− 1
d− 1
))
≤ exp
(
−ε2
(
s− 1
d− 1
))
.

B.6. Proof of Lemma 7.2.
Proof. Assume j ∈ Ci and j satisfies (7.1). As |Ci| = s, we have |Ci \W | ≤ 6εs.
Let N˜j,Ci\W be the number of hyperedges containing j and d− 1 vertices from Ci, among which
at least one vertices from Ci \W . We then have
Nj,W ≥ Nj,W∩Ci
= Nj,Ci − N˜j,Ci\W
≥ (p− ε)
(
s
d− 1
)
−
d−1∑
m=1
(d6εse
m
)(
s
d− 1−m
)
.
In the inequality above, we bound N˜j,Ci\W by a deterministic counting argument, i.e. we count all
possible hyperedges that include a vertex j, with m vertices from Ci \W and remaining (d−1−m)
vertices from Ci for 1 ≤ m ≤ d− 1.
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Note that we can choose ε <
1
16d
then for n sufficiently large, we have
d−2∑
m=1
(d6εse
m
)(
s
d− 1−m
)
≤
d−2∑
m=1
(
7εs
m
)(
s
d− 1−m
)
≤
(
s
d− 1
) d−1∑
m=1
(7εs)m
(s− d+ 1)!(d− 1)!
(s− d+ 1 +m)!(d− 1−m)!
≤
(
s
d− 1
) d−1∑
m=1
(
7εsd
s− d+ 2
)m
≤
(
s
d− 1
)
14εsd
s− d+ 2 ≤ 15dε
(
s
d− 1
)
So we have
Nj,W ≥ (p− 16dε)
(
s
d− 1
)
.
If j 6∈ Ci, let N˜j,W\Ci be the number of hyperedges containing j and d − 1 vertices from W ,
among which at least one vertices from W \ Ci. Recall |W \ Ci| ≤ 6εs.
Nj,W ≤ Nj,Ci∪W
= Nj,Ci + N˜j,W\Ci
≤ (q + ε)
(
s
d− 1
)
+
d−1∑
m=1
(d6εse
m
)(
s
d− 1−m
)
≤ (q + ε)
(
s
d− 1
)
+
d−1∑
m=1
(
7εs
m
)(
s
d− 1−m
)
≤ (q + 16dε)
(
s
d− 1
)

Appendix C. The sparse case
We can also analyze the performance of Algorithm 1 in the sparse case, in which we treat k, d as
fixed and try to make p and q as small as possible. Our concentration bound (4.2) is not optimal
in the sparse case. However, when p =
ω(log4 n)
nd−1
, we can still get a good concentration inequality
of the adjacency matrix A using Lemma 5 in [32]. We include it here:
Lemma C.1. If p =
ω(log4 n)
nd−1
, we have
‖A− EA‖2 ≤ 2d
√
nd−1p(C.1)
with probability 1− o(1).
In this case, we get the following analog of Theorem (5.4).
Lemma C.2. Assume (C.1) holds. Then
||Pk(A)− Pk(EA)||2 ≤ ε
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and
||Pk(A)− Pk(EA)||F ≤
√
2kε
for any
ε ≥ 2d
√
nd−1p(
s−2
d−2
)
(p− q)s− 4d
√
nd−1p
.(C.2)
Proof. Apply Lemma B.2 with X = A, Y = EA, and
α =
(
s− 2
d− 2
)
(p− q)(s− 1)−
(
n− 2
d− 2
)
q − 2d
√
nd−1p,
β = −
(
s− 2
d− 2
)
(p− q)−
(
n− 2
d− 2
)
q + 2d
√
nd−1p.
Note that in order for this to work we need(
s− 2
d− 2
)
(p− q)s > 4d
√
nd−1p.(C.3)

If we assume p =
ω(log4 n)
nd−1
, p− q = Θ(p), and k is fixed, condition (C.3) always holds.
In addition, we want the failure probability to be o(1), so we require
exp
(
−ε2
(
s− 1
d− 1
))
= o((nk)−1).
Putting ε2
(
s− 1
d− 1
)
≥ 3 log n suffices to accomplish this. Therefore, we require that ε ≥ c4
√
log n
n(d−1)/2
for some constant c4 depending only on d, k as an additional lower bound on ε. On the other hand,
to make the algorithm succeed, we need to have ε <
p− q
32d
from the analysis in Section 8. Together
we have the following constraint on ε:
max
{
c4
√
log n
n(d−1)/2
,
2d
√
nd−1p(
s−2
d−2
)
(p− q)s− 4d
√
nd−1p
}
< ε <
p− q
32d
.(C.4)
To make (C.4) work, assuming p− q > c5p for some constant 0 < c5 < 1, we have
p− q ≥ c6
n(d−1)/3
for some constant c6 > 0 depending on d, k and c5. This yields the following corollary to Theo-
rem 2.1:
Theorem C.3 (Sparse case). Let k, d be constant and let H be sampled from H(n, d, C, p, q), where
C = {C1, . . . , Ck} and |Ci| = s = n/k for i = 1, . . . , k. If p− q > c5p for some constant 0 < c5 < 1
and
p− q ≥ c6
n(d−1)/3
(C.5)
for some constant c6 depending on d, k and c5, then Algorithm 1 recovers C w.h.p.
Thus, we see that our algorithm is far from optimal in the sparse case: the algorithms developed
in [27, 31, 12, 11, 21] all provide better performance guarantees. In fact, even the trivial hyperedge
counting algorithm (Algorithm 2) beats our spectral algorithm in the sparse case.
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