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ABSTRACT
This work addresses uncertainties arising in the nano-scale fabrication of optical devices. The stochas-
tic collocation method is used to propagate uncertainties in material and geometry to the scattering
parameters of the system. A dimension-adaptive scheme based on weighted Leja nodes is employed
to reduce the computational complexity. The underlying approximation spaces consist of either stan-
dard global polynomials or conformally mapped polynomials. Various numerical studies are reported,
showing the benefits and drawbacks of using conformal maps for surrogate modeling. The adaptive
algorithm is based on an adjoint-based error indicator, which can further be used for error correction
of the (mapped) polynomial approximation. An optical grating coupler is used as a benchmark ex-
ample from nano-plasmonics. For this model problem, the adaptive strategy allows us to conduct a
thorough uncertainty analysis, taking into account a moderately large number of random parameters.
Among various results, it is found that, interestingly, geometric sensitivities outweigh material-related
sensitivities in the considered setting, even if the geometrical variations are rather small.
1. Introduction
Plasmonic structures offer great potential for subwave-
length optics and optoelectronics [1] and have been inten-
sively studied from both a fundamental and an application
point of view in recent years. The key principle is the in-
teraction of an optical excitation with surface plasmons on
a metallic surface [2]. This interaction strongly depends on
the subwavelength geometry [1], which can be suitably ad-
justed using modern nano-scale fabrication methods. A high
coupling efficiency can be achieved, e.g. using grating cou-
plers [3, 4, 5]. These structures can be analyzed using meth-
ods from computational electromagnetics [6], such as the
rigorous coupled-wave analysis (RCWA) [7, 8], the finite-
difference time-domain (FDTD)method [9, 10, 11], the bound-
ary elementmethod (BEM) [12, 13, 14], continuousGalerkin
methods in the frequency domain [15, 16] and the discontin-
uous Galerkin time-domain (DGTD) method [17, 18, 19, 20,
21].
Due to recent developments in uncertainty quantification
(UQ) [22], studying statistical parameter variations within
the numerical simulation of fields andwaves comes into reach.
Quantifying uncertainties for optical components and plas-
monic structures in particular is highly relevant, as relatively
large variabilities of nano-scale geometrical parameters can
be observed, see, e.g. [5]. In addition, in view of the com-
plicated measurement process, uncertainties are present in
dispersion parameters or the dispersion model itself. Infer-
ring parameter statistics from measurements and assessing
model-form uncertainties are important tasks of current in-
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terest, but beyond the scope of this paper. Instead, we focus
on the propagation of uncertainties from the model inputs
to the outputs, in order to compute global probability dis-
tributions and sensitivities for physical quantities of interest
(QoIs).
In the last three decades, (pseudo) spectral UQ meth-
ods have been developed as an efficient alternative to Monte
Carlo simulation [22, 23, 24, 25, 26, 27]. These methods
are continuously improved to address large-scale problems
with many input parameters, which still pose a computa-
tional challenge nowadays. Adaptivity in combination with
polynomial approximation is a promising technique to delay
the curse-of-dimensionality [28, 29, 30, 31, 32]. Spectral
methods have been been applied in a wide range of areas
for UQ purposes, e.g. fluid dynamics [33, 34] and structural
mechanics [35], to mention the most common ones. Wave
propagation has been considered much later and it was ob-
served that spectral methods may fail to converge exponen-
tially in this case [36]. In microwave engineering, polyno-
mial approximations have been applied in [37, 38] for the
case of low-dimensional uncertainty, while moderate dimen-
sions and adaptive methods are considered in [39]. Theo-
retical results for the Helmholtz transmission problem as a
model for acoustic scattering and nano-optics have recently
been obtained in [40, 41]. In those works, analytic regular-
ity of the solution with respect to perturbations in the scat-
terer geometry was obtained for large wavelengths. Based
on holomorphy results, algebraic convergence rates indepen-
dent of the number of random inputs were proven, thus ad-
dressing the case of infinitely many parameters.
An alternative, sometimes complementary, approach for
the numerical solution of parametric problems in compu-
tational electromagnetics is model order reduction [42, 43,
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44]. Model order reduction based on moment-matching [45,
46] can be used to derive a rational parametric approxima-
tion, which is appealing in the case of reduced parametric
regularity. Rational Padé-type approximations have recently
been employed for a Helmholtz problemwith a randomwave
number [47]. Moreover, in [48] a Padé-Legendre method
was introduced to copewith discontinuous response surfaces,
where it was also noted that high-dimensional settings are
still difficult to address. In this respect, studies on rational
methods are postponed to future research, although these
type of methods present viable alternatives for uncertainty
propagation in nano-plasmonics. If sufficiently small vari-
ations are considered, another viable alternative consists in
perturbation methods, see, e.g., [49].
In this work, we propose a numerical schemewhich com-
prises adaptive collocation, weighted Leja nodes, adjoint er-
ror techniques, and conformalmaps. To the best of our knowl-
edge, the suggested approach is a novel addition to the UQ
literature. Conformal maps have been put forth in [50, 51]
for the acceleration of interpolation and quadrature meth-
ods, but have not received much attention in the UQ con-
text so far. The employed collocation scheme is dimension-
adaptive [28, 29], thus being able to address the moderately
high number of parameters in the considered model. In or-
der to efficiently steer the adaptive selection of polynomials,
we derive an adjoint representation of the stochastic error.
Adjoint techniques have been used in a stochastic context
before [52, 53], also in combination with Clenshaw-Curtis
adaptive collocation [54, 55], and applied to a number of
academic examples. Here, we combine adjoint techniques
with hierarchical weighted Leja interpolation and conformal
maps. Contrary to the works [54, 55], the use of weighted
Leja nodes allows us to consider non-uniform random pa-
rameters in a straightforward manner [30, 39, 56, 57]. Our
results show clearly that the use of adjoint techniques im-
prove the efficiency of adaptive collocation, also when the
more “granular” Leja points are employed.
The proposed numerical scheme is employed for UQ in a
complex and technically relevant application, i.e. an optical
grating coupler. We consider the optical coupling intometal-
insulator-metal (MIM) plasmon modes with subwavelength
diffraction gratings [5], which is illustrated in Fig. 1. A plane
wave at optical frequency hits the surface of a grating cou-
pler. The incident wave couples with a MIM plasmon mode,
which propagates along the metallic surface. It is found that
the MIM resonance has a significant shift (in energy) as a
function of the grating depth [5] and therefore, it is of great
interest to evaluate the influence of nano-technological man-
ufacturing imperfections. Such a periodic structure can be
addressed with FDTD, however, we use the finite element
method (FEM) in frequency domain, as it can easily handle
complex geometries. Both geometric and material parame-
ters are modeled as random variables (RVs). Our numerical
scheme is first used to derive inexpensive surrogate models,
i.e. approximations of the map from the input parameters
to a complex-valued QoI. Those surrogate models are then
sampled to compute moments, sensitivities and confidence
plasmon mode
incident wave
Figure 1: Optical coupling into MIM plasmon modes [5].
intervals for the QoI. Moreover, by treating the excitation
frequency as an additional parameter, we use surrogate mod-
els to compute the variability of the MIM resonance. To our
knowledge, this is the first exhaustive uncertainty analysis
for a nano-plasmonics application. In similar physical set-
tings, UQ studies have been conducted in the recent works
[58, 59], which, however, employ numerical methods less
advanced, without any adaptivity, than the one suggested
in this paper. In comparison to recent theoretical studies
[40, 41], we employ additional techniques for convergence
acceleration and consider more complex numerical exam-
ples. We also note that, although illustrated by means of
an optical grating coupler, the employed UQ methodologies
apply in a much broader context.
The rest of this paper is structured as follows. In Sec-
tion 2 we introduce the deterministic problem of wave scat-
tering in periodic structures, its finite element discretization,
and its parametrization. In Section 3 we present the pro-
posed numerical UQ methods. In particular, we suggest the
use of an adaptive interpolation method based on weighted
Leja points and conformal maps. The adaptive algorithm
is further improved by means of an adjoint error indicator,
discussed in the same section. In Section 4, the suggested
methods are used to conduct a UQ study for an optical grat-
ing coupler. After presenting the coupler’s numerical model
and its parametrization, we first address the single-frequency
case. We identify the most sensitive material and geometri-
cal parameters and investigate the regularity of the map from
the random inputs to the scattering parameter. The regularity
results are based on studying the decay of the Fourier coef-
ficients of generalized polynomial chaos (gPC) expansions,
which are briefly recalled in the same section. Isotropic gPC
expansions are also used for comparison purposes. Finally,
we consider broadband calculations and assess the impact of
material uncertainties upon the resonance frequency. In the
last section we give some concluding remarks.
2. Maxwell’s Source Problem
In the following, we state Maxwell’s source problem for
the scattering in periodic structures with excitation by an in-
cident plane wave. We also introduce the finite element (FE)
discretization for the numerical approximation of fields and
scattering parameters.
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Figure 2: Sketch of a unit cell representing the computational
domain 퐷. The black arrow indicates the incident wavevector
퐤inc.
2.1. Deterministic Problem
We start with the time-harmonic Maxwell’s equations,
∇ × 퐄 = −푗휔휇퐇 in 퐷, (1a)
∇ ×퐇 = 퐉s + 푗휔휀퐄 in 퐷, (1b)
∇ ⋅ (휀퐄) = 휌 in 퐷, (1c)
∇ ⋅ (휇퐇) = 0 in 퐷, (1d)
where 퐄 denotes the electric field phasor, 퐇 the magnetic
field phasor, 퐉s the source current phasor, 휌 the charge den-sity phasor,휔 the angular frequency, 휀 the dispersive complex-
valued permittivity, 휇 the permeability and 퐷 the computa-
tional domain to be specified. The permeability 휇 = 휇0휇푟,where 휇r and 휇0 represent the relative and vacuum perme-ability, respectively, is assumed to be nondispersive. In ab-
sence of charges and source currents, i.e. 휌 = 0 and 퐉s = 0,the so-called curl-curl equation reads
∇ ×
(
휇−1r ∇ × 퐄
)
− 휔2휀휇0퐄 = 0 in 퐷, (2)
to be endowed with appropriate boundary conditions.
Given an infinitely periodic structure and a periodic ex-
citation, the computational domain 퐷 can be confined to a
single unit cell of the periodic structure, based on Floquet’s
Theorem [15, Chapter 13]. The unit cell is illustrated in
Fig. 2. Without loss of generality we assume periodicity
in the 푥 and 푦 directions, whereas Γ푧+ and Γ푧− denote theboundaries in the non-periodic direction. At Γ푧+ the struc-ture is excited by an incident plane wave
퐄inc = 퐄0푒−푗퐤
inc⋅퐫 , (3)
퐤inc =
⎡⎢⎢⎣
푘inc푥
푘inc푦
푘inc푧
⎤⎥⎥⎦ = −푘0
⎡⎢⎢⎣
sin 휃inc cos휙inc
sin 휃inc sin휙inc
cos 휃inc
⎤⎥⎥⎦ , (4)
where 휃inc, 휙inc are the angles of incidence and 푘0 = 휔√휇0휀0the wavenumber in vacuum. It is worth noting that, due to
the oblique angles, the periodicity of the excitation differs
from the geometrical periodicity of the structure. According
to Floquet’s theorem, we need to enforce periodic phase-shift
boundary conditions on Γ푥+ ∪ Γ푥− and on Γ푦+ ∪ Γ푦− , i.e.
퐄|Γ푥+ = 퐄|Γ푥− 푒푗휓푥 , 휓푥 = −푘inc푥 푑푥 (5a)
퐄|Γ푦+ = 퐄|Γ푦− 푒푗휓푦 , 휓푦 = −푘inc푦 푑푦 (5b)
where the phase-shifts 휓푥, 휓푦 depend only on the wavevec-
tor 퐤inc of the incident wave at Γ푧+ and on the dimensions
푑푥, 푑푦 of the unit cell.To truncate the structure in the non-periodic direction
at Γ푧+ , we employ a Floquet absorbing boundary condition[15] as derived in Appendix A. At Γ푧− , a perfect electric con-ductor (PEC) boundary condition is applied to truncate the
structure, however, different boundary conditions are also
possible, e.g. again a Floquet absorbing boundary condition
or perfectly matched layers (PML) [15]. In summary, we are
concerned with the boundary value problem
∇ ×
(
휇−1r ∇ × 퐄
)
− 휔2휀휇0퐄 = 0 in 퐷, (6a)
퐄|Γ푥+ 푒−푗휓푥 = 퐄|Γ푥− on Γ푥+ ∪ Γ푥− , (6b)
퐄|Γ푦+ 푒−푗휓푦 = 퐄|Γ푦− on Γ푦+ ∪ Γ푦− , (6c)
퐧 × 퐄 = 0 on Γ푧− , (6d)
퐧 ×퐇 + (퐄) =  inc on Γ푧+ , (6e)
where (퐄) and  inc are derived and defined in Appendix A,
see (111)-(113).
2.1.1. Weak formulation and discretization
To simplify the notation, we introduce the traces
퐮T ∶=
(
퐧Γ × 퐮|Γ) × 퐧Γ, (7a)
퐮t ∶= 퐧Γ × 퐮|Γ, (7b)
where Γ ∶= 휕퐷 denotes the boundary of 퐷 and 퐧Γ refersto its outer unit normal. Note that the trace operators are
denoted by subscripts, for brevity of notation.
By building the inner product of (6a) with tests function
퐄′ ∈ 푉 , where 푉 is to be determined, and integration by
parts we obtain(
휇−1r ∇ × 퐄,∇ × 퐄
′)
퐷 − 휔
2휇0
(
휀퐄,퐄′
)
퐷
−푗휔휇0
(
퐇t,퐄′T
)
Γ = 0.
(8)
The boundary integral can be further simplified, i.e. the con-
tributions on Γ푥+ , Γ푥− and Γ푦+ , Γ푦− cancel each other due tothe periodic phase-shift boundary conditions (6b), (6c) of
trial and test functions. We further eliminate the portion of
the integral on Γ푧− by demanding that the test functions 퐄′fulfill the PEC boundary condition (6d).
The appropriate function space 푉 for a weak formula-
tion is a subspace of 퐇 (curl;퐷), i.e. the (complex) vector
function space of square-integrable functions with square-
integrable curl. For more details on function spaces in the
context of Maxwell’s source problem, the reader is referred
to [16, Chapter 3]. To account for the boundary conditions
in (6), the function space is chosen as
푉 ∶= {퐯 ∈ 퐇 (curl;퐷) ∶ 퐯T|Γ푧− = 0
∧ 퐯T|Γ푥+ = −퐯T|Γ푥− 푒푗휓푥
∧ 퐯T|Γ푦+ = −퐯T|Γ푦− 푒푗휓푦
∧ 퐯T|Γ푧+ ∈ (퐿2(Γ푧+ ))3},
(9)
N. Georg et al.: Preprint submitted to Elsevier Page 3 of 24
Uncertainty quantification for nanoplasmonics with adjoint-based Leja adaptive collocation and conformal maps
where the condition 퐯T|Γ푧+ ∈ (퐿2(Γ푧+ ))3 is required to ob-tain a well-defined boundary integral. Employing the Flo-
quet absorbing boundary condition (6e) on Γ푧+ yields theweak formulation: find 퐄 ∈ 푉 s.t.(
휇−1r ∇ × 퐄,∇ × 퐄
′)
퐷 − 휔
2휇0
(
휀퐄,퐄′
)
퐷
+푗휔휇0
((퐄),퐄′T)Γ푧+ = 푗휔휇0 ( inc,퐄′T)Γ푧+
∀퐄′ ∈ 푉 ,
(10)
To ensure a curl-conforming discretization of (10), we
approximate the electric field 퐄 numerically as
퐄ℎ(퐱) =
푁ℎ∑
푗=1
푐푗퐍푗(퐱) (11)
where 퐍푗 denotes Nédélec basis functions of the first kind[60, 16] and 1st or 2nd order, defined on a tetrahedral mesh
of the domain 퐷. Further details on the discretization are
given in Appendix B.
In practice, one is often interested in reflection and trans-
mission coefficients, in addition to the field solution 퐄 itself.
Therefore, we define the (complex-valued) scattering param-
eters as (affine-) linear functionals of 퐄
푆훼,푚푛 ∶=
(
퐄T − 퐄incT , 휋T
[
퐄훼,푚푛
])
Γ푧+
, (12)
where 훼 ∈ {TE,TM}, 푚 ∈ ℤ, 푛 ∈ ℤ and 퐄훼,푚푛 are Floquetmodes defined in Appendix A.
2.2. Parametrized model
In this subsection we specify the material distribution of
the complex permittivity 휀. In particular, we assume a lin-
ear material behaviour for 휀 and 휇 inside퐷. Let the domain
퐷 be composed of푀 non-overlapping subdomains 퐷푚, i.e.
퐷 =
⋃푀
푚=1퐷푚. We further assume that the dispersive per-mittivity 휀(퐱, 휔) is spatially piecewise constant on each sub-
domain 퐷푚 and depends smoothly on a given vector of 푁parameters 퐲 ∈ Ξ ⊂ ℝ푁
휀(퐱, 휔, 퐲) =
푀∑
푚=1
휀푚(휔, 퐲)1푚(퐱, 퐲),
where 1푚(퐱, 퐲) =
{
1 , 퐱 ∈ 퐷푚(퐲),
0 , 퐱 ∉ 퐷푚(퐲).
(13)
On the one hand, the parameter vector 퐲 can be used to rep-
resent variations in the material parameters, e.g. different
permittivities, refractive indices or extinction coefficients,
by changing the coefficients 휀푚(휔, 퐲). On the other hand,it also represents geometric variations of the structure inside
the unit cell, since the subdomains 퐷푚(퐲) for each materialdepend on 퐲 as well.
The parametrized weak formulation reads: find 퐄(퐲) ∈
푉 s.t.
푎퐲(퐄(퐲),퐄′) = 푙(퐄′) ∀퐄′ ∈ 푉 , (14)
where
푎퐲(퐄,퐄′) ∶=
(
휇−1r ∇ × 퐄(퐲),∇ × 퐄
′)
퐷
− 휔2휇0
(
휀(퐲)퐄(퐲),퐄′
)
퐷
+ 푗휔휇0
((퐄(퐲)),퐄′T)Γ푧+ .
(15)
The parameter-dependent scattering parameters are given as
푆훼,푚푛(퐲) =
(
퐄T(퐲) − 퐄incT , 휋T
[
퐄훼,푚푛
])
Γ푧+
,
where 훼 ∈ {TE, TM}. (16)
3. Uncertainty Quantification
In this section, we consider the general problem of find-
ing
퐮(퐲) ∈ 푉̃ s.t. 푎̃퐲(퐮(퐲), 퐯) = 푙̃퐲(퐯) ∀퐯 ∈ 푉̃ , (17)
where 푉̃ denotes a suitable Hilbert space. Problem (17) may
represent the model of Section 2.2, or other parametrized
differential equations with a continuous sesquilinear form
푎̃퐲(⋅, ⋅) and a continuous (anti)linear form 푙̃퐲(⋅). We assume
the map 퐮 ∶ Ξ → 푉̃ to be well-defined and sufficiently
smooth. We are interested in the model’s response which
may be the solution 퐮(퐲) itself or a functional 퐽퐲 (퐮 (퐲)), e.g.a scattering parameter, commonly referred to as the QoI.
In this work, we focus on single-valued and complex QoIs,
i.e. 퐽퐲 (퐮 (퐲)) ∈ ℂ. For brevity of notation and owing tothe well-posedness of the system, we shall replace 퐽퐲 (퐮 (퐲))with 퐽 (퐲), where 퐽 can be understood as an abstract repre-
sentation of the map from the input parameters to the QoI.
We now assume that the input parameters are given as
independent RVs 푌푛, 푛 = 1, 2,… , 푁 . We introduce the ran-
dom vector 퐘 = (푌1, 푌2,… , 푌푁)⊤, defined on the proba-bility space (Θ,Σ, 푃 ), where Θ denotes the sample space,
Σ the sigma-algebra of events and 푃 the probability mea-
sure, its image set Ξ = Ξ1 × Ξ2⋯ × Ξ푁 ⊂ ℝ푁 and its
probability density function (PDF) 휚 (퐲) = ∏푁푛=1 휚푛 (푦푛),such that 퐘 ∶ Θ → Ξ and 휚 ∶ Ξ → ℝ+. Then, the pa-rameter vector represents a realization of the random vec-
tor, i.e. 퐲 = 퐘 (휃) ∈ Ξ, 휃 ∈ Θ. Assuming independence
is necessary for the tensor-product constructions in the col-
location method, however, dependence could also be taken
into account through a suitable transformation, for instance,
Rosenblatt or Nataf transformations [61, 62]. In view of this
transformation, we assume in this section that the image set
Ξ is given as the hypercube [−1, 1]푁 , for simplicity.
Now, the QoI is itself a RV and we are interested in quan-
tifying uncertainty, e.g. by computing its moments, PDF,
quantiles, etc. In the case where the QoI is smooth (ideally,
analytic) with respect to the input RVs, spectral UQ meth-
ods [33, 63] may be employed. Then, 퐽 is particularly well
suited to be approximated by polynomials such that
퐽 (퐲) ≈ 퐽̃ (퐲) =
푀∑
푚=0
푠푚Ψ푚 (퐲) , (18)
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Figure 3: Bernstein ellipse 퐸푟 of size 푟 = 푟M + 푟m.
whereΨ푚 ∶ Ξ→ ℝ aremultivariate polynomials and 푠푚 ∈ ℂthe associated coefficients, and fast convergence can be ex-
pected. Once an approximation in the form of (18) is avail-
able, it can be used as an inexpensive substitute of the origi-
nal computational model for sampling-based computations.
Alternatively, some statistical information regarding the QoI
can be derived directly from the coefficients. In the context
of the present work, we will use approximations in the form
of (18), based either on gPC [64, 65, 66, 67, 26] or on sparse
grid interpolation [25, 68, 69, 28, 70, 30, 71, 55, 27], both
of which can be combined with a conformal mapping.
3.1. Univariate interpolation and conformal maps
We first discuss univariate interpolation in some detail,
since it is also the key building block for the tensor product
constructions used in the multivariate case. In particular, we
consider the univariate function 푓 ∶ [−1, 1]→ ℂ,
푓 (푦) ∶= 퐽 (푦, 0,… , 0). (19)
Note that the position of the variable argument 푦 is arbitrary
in the above expression.
Let’s assume that 푓 is analytic on [−1, 1] and can be ana-
lytically extended onto 퐸푟, where 퐸푟 refers to an open Bern-stein ellipse of size 푟, i.e. an ellipse in the complex plane
with foci at ±1 and semi-minor and semi-major axis sum-
ming up to 푟, as illustrated in Fig. 3. Then, cf. [51, Theorem
8.2], the error of the univariate polynomial best approxima-
tion 푓 ∗푀 of degree푀 can be estimated as
‖푓 − 푓 ∗푀‖∞ ≤ 퐶B푟−푀푟 − 1 , (20)
where ‖ ⋅‖∞ denotes the supremum-norm on [−1, 1] and thepostive constant 퐶B > 0 depends on the uniform bound ofthe analytic continuation of 푓 in 퐸푟. We consider a polyno-mial interpolant
푓푀 (푦) ∶=
푀∑
푖=0
푓 (푦(푖))푙푖(푦), (21)
where {푙푖}푀푖=0 and {푦(푖)}푀푖=0 denote univariate Lagrange poly-nomials and a set of distinct nodes, respectively. There holds
‖푓 − 푓푀‖∞ ≤ (1 + Δ푀 )‖푓 − 푓 ∗푀‖∞
≤ (1 + Δ푀 )퐶B푟
−푀
푟 − 1
,
(22)
where
Δ푀 ∶= max푦∈[−1,1]
푀∑
푖=0
|푙푖(푦)| (23)
denotes the Lebesgue constant. IfΔ푀 grows sub-exponentially,the polynomial interpolation converges uniformly (for ana-
lytic functions). However, the convergence rate depends on
the regularity of the analytic continuation of 푓 in the com-
plex plane. This is illustrated by considering the Runge func-
tion
푓R(푦; 푐) =
1
1 + 푐푦2
, 푐 ∈ ℝ+, 푦 ∈ [−1, 1], (24)
which is illustrated in Fig. 4a, as a benchmark example. This
function is analytic on [−1, 1] but the analytic continuation
has a complex conjugate pole pair at 푦 = ±푖 1√
푐
, limiting the
size of the largest Bernstein ellipse where the function 푓R isanalytic. Fig. 4b demonstrates the effect on the convergence
rate, where for increasing constants 푐, corresponding to a
reduced size of the region of analyticity, a reduced conver-
gence rate can be observed. The plot shows the convergence
of the polynomial interpolant associated to unweighted Leja
points in the empirical supremum-normwith a cross-validation
sample of size 1000.
Hale and Trefethen [72] have raised and discussed the
question whether polynomial methods are an optimal choice
for functions analytic in an 휖-neighborhood, in the context
of numerical quadrature. Such a neighborhood is depicted in
Fig. 5 together with the largest Bernstein ellipse contained in
its interior. They have pointed out that, in this case, superior
methods to Gauss quadrature can be derived by conformally
mapping the Bernstein ellipse퐸푟 to a straighter regionΩ푟 =
푔(퐸푟), as illustrated in Fig. 6. As will be discussed in thefollowing, this approach is also beneficial for (polynomial)
interpolation. In accordance with [72], we focus in this work
on conformal mappings 푔 ∶ 퐸푟 → Ω푟 which map the unitinterval to itself, i.e.
푔([−1, 1]) = [−1, 1], (25)
and also fulfill
푔(±1) = ±1. (26)
This ensures that the transplanted interpolation nodes
{푦̂(푖)}푀푖=0 ∶= {푔
(
푦(푖)
)}푀
푖=0 (27)
are still real numbers contained in the considered image set
Ξ푛. There are various choices for 푔, see e.g. [73], however,in this work we focus on the sausage mapping proposed in
[72]. It is defined by a 푑-th order Maclaurin expansion of
the inverse sin function which is then normalized such that
(26) is fulfilled:
푔S(푦; 푑) =
( 푑∑
푖=0
2
4푖(2푖 + 1)푖!
)−1 푑∑
푖=0
2푦2푖+1
4푖(2푖 + 1)푖!
. (28)
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Figure 4: Runge function and convergence of polynomial approximations.
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−1 0 1
−0.5
0
0.5
−1 0 1
−0.5
0
0.5
−1 0 1
−0.5
0
0.5
Figure 6: Conformal map of a Bernstein ellipse.
An alternative mapping, due to Kosloff and Tal-Ezer [74], is
given by
푔KTE(푦; 훼) =
arcsin(훼푦)
arcsin 훼
, 훼 ∈ (0, 1). (29)
It can be observed that the transplanted nodes aremore evenly
distributed, see Fig. 7.
We interpolate the transplanted knots {푦̂(푖)} usingmapped
Lagrange polynomials 푙̂푖 = 푙푖◦푔−1, shown in Fig. 8a. Obvi-ously, the mapped Lagrange polynomials also have the prop-
erty
푙̂푗(푦̂(푖)) = 푙푗◦푔−1(푦̂(푖)) = 푙푗(푦(푖)) = 훿푖푗 , (30)
where 훿푖푗 denotes the Kronecker delta. Thus, the mapped
−1 −0.5 0 0.5 1
Transplanted Leja nodes (9th order sausage map)
Leja nodes
Figure 7: Leja and transplanted Leja interpolation nodes.
interpolant 푓̂푀 is defined by
푓̂푀 (푦) =
푀∑
푖=0
푓
(
푦̂(푖)
)
푙̂푖(푦). (31)
To derive an error bound for the transplanted interpolation,
we first introduce the function ℎ ∶= 푓◦푔. We assume that
ℎ can be continued analytically to 퐸푟̂, where it is uniformlybounded. Let ℎ푀 be the푀-th order polynomial interpolantof ℎ on the original nodes {푦(푖)}푀푖=0. We observe that the
mapped interpolant 푓̂푀 is equivalent to ℎ푀◦푔−1 as
푓̂푀 =
푀∑
푖=0
푓
(
푔
(
푦(푖)
))
푙푖◦푔
−1 = ℎ푀◦푔−1. (32)
Due to (25), we obtain
||푓 − 푓̂푀 ||∞ = ||(푓 − 푓̂푀 )◦푔◦푔−1||∞ (33)
= ||(ℎ − ℎ푀 )◦푔−1||∞ (34)
= ||ℎ − ℎ푀 ||∞ (35)≤ (1 + Δ푀 )||ℎ − ℎ∗푀 ||∞ (36)
≤ (1 + Δ푀 ) 퐶̂B푟̂
−푀
푟̂ − 1
. (37)
The convergence rate is improved if 푟̂ > 푟, which we confirm
numerically in Fig. 8b, where the 9-th order sausage map
푔S(푦; 9) is employed. Since 푔S(푦; 9)−1 is not known analyti-cally, we approximate the inverse mapping by a Chebyshev
approximation of order 100 (up to machine precision).
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Figure 9: Convergence gain 퐺 by employing mapped approximations.
If the region of analyticity is known, one can estimate
the gain of employing a conformal mapping a priori (based
on the convergence estimates), as illustrated in Fig. 9a. Let
the size of the largest Bernstein ellipse in the region of ana-
lyticity be 푟max and the size of the largest Bernstein ellipse,which is fully mapped into this region be 푟̂max. The conver-gence gain is then given by
퐺 =
log 푟̂max
log 푟max
− 1. (38)
We evaluate the gain퐺 for functions which are analytic in 휖-
neighborhoods of [−1, 1], see Fig. 9b, by numerically com-
puting 푟̂max for different mappings. It should be noted thathigher gains can be expected, if mappings would be em-
ployed, which are specifically tailored to the positions of the
poles in the complex plane. However, usually the exact po-
sition of these poles is not known a priori and this approach
is therefore not pursued any further. The interested reader is
referred to [73]. In the remaining part of the paper, we work
with the 9-th order sausage mapping 푔S(푦; 9) since a detailedcomparison of different mappings is not in the scope of the
present paper. The particular mapping is selected because it
has already been established in [72, 73] and Fig. 9b confirms
a significant gain in convergence for a substantial range of 휖-
neighborhoods. Additionally, in contrast to the map (29), it
does not introduce an artificial singularity.
3.2. Sparse grid interpolation
Approximations based on sparse grid interpolation are
commonly referred to as sparse grid stochastic collocation
methods [25, 71, 27]. Those methods are based on combi-
nations of univariate interpolation rules, defined by an inter-
polation level 퓁푛 ∈ ℕ0, a monotonically increasing level-to-nodes function 푚푛 ∶ ℕ0 → ℕ, where 푚푛
(
퓁푛
)
=∶ 푚퓁푛 and
푚푛 (0) = 1 and a grid of 푚퓁푛 (mapped) interpolation nodes
푍퓁푛 =
{
푦̂(푖푛)푛
}푚퓁푛−1
푖푛=0
. (39)
Introducing the multi-index 퓵 = (퓁1,퓁2,… ,퓁푁) ∈ ℕ푁0 ,the tensor-product multivariate approximation is obtained as
퐽 (퐲) ≈ 퐽̃ (퐲) =
∑
퐢∶퐲̂(퐢)∈푍퓵
퐽
(
퐲̂(퐢)
)
퐿̂퓵,퐢 (퐲) , (40)
where 퐲̂(퐢) =
(
푦̂(푖1)1 , 푦̂
(푖2)
2 ,… , 푦̂
(푖푁 )
푁
)
∈ 푍퓵 are multivariate
interpolation nodes, uniquely identified by the multi-index
퐢 =
(
푖1, 푖2,… , 푖푁
)
∈ ℕ푁0 and 푍퓵 = 푍퓁1 ×푍퓁2 ×⋯ ×푍퓁푁is the tensor grid of interpolation nodes.
Moreover, 퐿̂퓵,퐢 are mapped multivariate Lagrange poly-
nomials, obtained by the concatenation 퐿̂퓵,퐢 = 퐿퓵,퐢◦퐠−1
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with
퐿퓵,퐢 (퐲) =
푁∏
푛=1
푙퓁푛,푖푛
(
푦푛
)
, (41)
where
푙퓁푛,푖푛 (푦푛) ∶=
⎧⎪⎨⎪⎩
∏푚퓁푛
푘=1,푘≠푖푛
푦푛−푦
(푘)
푛
푦(푖푛)푛 −푦
(푘)
푛
, 퓁푛 ≠ 0,
1, 퓁푛 = 0.
(42)
Obviously, for the trivial conformal mapping 퐠 ∶ 퐲 ↦ 퐲, it
holds 퐿̂퓵,퐢 = 퐿퓵,퐢. More details on the multivariate confor-mal mapping 퐠 will be given below. It should be noted that
(41) is used for the ease of exposition, in the actual imple-
mentation the barycentric representation is used [75]. Since
퐽 (퐲) has to be evaluated for each 퐲(퐢) ∈ 푍퓵 , the complexityof the tensor-product approach is  (푚푁푘 ), where
푚푘 ∶= max푛 푚퓁푛 . (43)
This complexity can be mitigated to (푚푘 (log푚푘)푁−1)
without compromising the approximation’s accuracy by em-
ploying Smolyak sparse grids [76]. We introduce the ap-
proximation level 푘 ∈ ℕ0 and define the multi-index set Λ푘,such that
Λ푘 ∶= {퓵 ∶ |퓵| = 퓁1 + 퓁2 +⋯ + 퓁푁 ≤ 푘}. (44)
Then, the sparse grid ofmultivariate interpolation nodes푍Λ푘is constructed as
푍Λ푘 =
⋃
푘−푁+1≤|퓵|≤푘푍퓵 , (45)
and the interpolation is given by
Λ푘 [퐽 ] (퐲) =
∑
퐢∶퐲̂(퐢)∈푍Λ푘
퐽
(
퐲̂(퐢)
)
퐿̂퓵,퐢 (퐲) . (46)
3.2.1. Mapped Leja nodes, hierarchical interpolation
and adaptivity
As shown in [68], Smolyak formulas are in general not
interpolatory, unless based on nested sequences of univari-
ate interpolation nodes, such that 푍퓁푛−1 ⊂ 푍퓁푛 . Moreover,to ensure accuracy and fast convergence of the approxima-
tion, the interpolation nodes should be chosen in agreement
with the PDFs 휚푛
(
푦푛
). We opt for weighted Leja interpo-
lation nodes, as in [30]. Omitting conformal mappings for
the moment, we consider a univariate, continuous and pos-
itive weight function. Here, this weight function is given
by a univariate PDF 휚푛
(
푦푛
), 휚푛 ∶ Ξ푛 → ℝ+. A sequence
of univariate Leja nodes 푦(푘)푛 ∈ Ξ푛, 푘 = 0, 1, 2,… , can beconstructed by solving the optimization problem
푦(퐾)푛 = argmin
푦푛∈Ξ푛
√
휚푛
(
푦푛
)퐾−1∏
푘=0
|||푦푛 − 푦(푘)푛 ||| , (47)
where the starting node 푦(0)푛 is arbitrarily chosen. For furtherdetails on the construction of weighted Leja nodes and an
analysis of their properties, see [30]. We justify the choice
of Leja nodes as follows. First of all, Leja nodes satisfy the
nestedness requirement by construction. Secondly, they al-
low complete freedom in the choice of the level-to-nodes
function 푚푛
(
퓁푛
). Finally, they can be tailored to any given
PDF. In comparison, the commonly employed Clenshaw-
Curtis nodes would restrict us to the rapidly growing level-
to-nodes function 푚푛
(
퓁푛
)
= 2퓁푛 + 1. In the following,
we employ the level-to-nodes function 푚푛
(
퓁푛
)
= 퓁푛 + 1,
퓁푛 ∈ ℕ0, and denote with 푦(퓁푛)푛 the single extra node corre-
sponding to interpolation level 퓁푛, i.e. 푦(퓁푛)푛 = 푍퓁푛 ⧵푍퓁푛−1.We also introduce for each parameter a conformal map 푔푛, asdiscussed in Section 3.1. Then, the mapped univariate Leja
nodes 푦̂(푘)푛 are obtained as 푦̂(푘)푛 = 푔푛(푦(푘)푛 ). Of course, forthe trivial map 푔푛 ∶ 푦푛 ↦ 푦푛 we recover the original Leja
nodes 푦̂(푘)푛 = 푦(푘)푛 . The multivariate conformal mapping isthen obtain by a tensor product construction as
퐠(퐲) = 푔1(푦1)⋯ 푔푁 (푦푁 ). (48)
In the multivariate case, nested grids of multivariate in-
terpolation nodes can be constructed by enforcing the use
of downward-closed (also, monotone or lower) multi-index
sets [28, 29]. Such sets are known to preserve the telescopic
properties of the series in (46) [29]. Moreover, sequences of
nested, downward-closed multi-index sets result in polyno-
mial approximations of increasing accuracy [28]. Given a
multi-index set Λ, let us first define its forward and back-
ward neighbor multi-index sets, Λ+ and Λ−, respectively,such that
Λ+ ∶= {퓵 + 퐞푛,∀퓵 ∈ Λ,∀푛 = 1,… , 푁}, (49a)
Λ− ∶= {퓵 − 퐞푛,∀퓵 ∈ Λ,∀푛 = 1,… , 푁 ∶ 퓁푛 > 0}, (49b)
where 퐞푛 is the 푛-th unit vector. Then,Λ is said to be downward-closed if and only if
Λ− ⊂ Λ. (50)
Assuming now a multi-index 퓵 ∉ Λ such that Λ ∪ 퓵 is
downward-closed, it holds that 푍Λ ⊂ 푍Λ∪퓵 and
퐲̂(퓵) = 푍Λ∪퓵 ⧵푍Λ. (51)
Then, (46) can be naturally transformed into the hierarchical
interpolation
Λ∪퓵 [퐽 ] (퐲) = Λ [퐽 ] (퐲) + 푠퓵 퐻̂퓵 (퐲) , (52)
where the coefficients 푠퓵 ∈ ℂ, known as “hierarchical sur-pluses”, are given by
푠퓵 = 퐽
(
퐲̂(퓵)
)
− Λ [퐽 ] (퐲̂(퓵)) , (53)
and 퐻̂퓵 are multivariate mapped hierarchical polynomials,defined as
퐻̂퓵 (퐲) =
푁∏
푛=1
ℎ̂퓁푛
(
푦푛
)
, (54)
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Data: QoI 퐽 (퐲), conformal map 퐠, multi-index set Λ,
budget 퐵
Result: sparse grid 푍Λ∪Λadm+ ,approximation Λ∪Λadm+ [퐽 ]
repeat
Compute the admissible set Λadm+ , as in (56).Compute the hierarchical surpluses 푠퓵 ,
∀퓵 ∈ Λadm+ , as in (53).
Find the multi-index 퓵 ∈ Λadm+ with themaximum error indicator ||푠퓵||.Compute the approximation Λ∪퓵 , as in (52).Set Λ = Λ ∪ 퓵.
until simulation budget 퐵 is reached;
Algorithm 1: Dimension-adaptive interpolation.
where
ℎ̂퓁푛
(
푦푛
)
∶=
⎧⎪⎨⎪⎩
∏퓁푛−1
푘=0
푔−1푛 (푦푛)−푦
(푘)
푛
푦(퓁푛)푛 −푦
(푘)
푛
, 퓁푛 ≠ 0,
1, 퓁푛 = 0.
(55)
Again, by choosing 푔푛 as the identity map we recover stan-dard hierarchical Lagrange polynomials.
The use of (mapped) hierarchical polynomials has the
advantage that the basis functions do not change as new nodes
are added. Moreover, the hierarchical surpluses 푠퓵 can be in-terpreted as error indicators, quantifying the contribution of
the interpolation node 퐲̂(퓵) to the already available approxi-
mation. This interpretation motivates the adaptive construc-
tion of the sparse grid approximation based on a posteriori
error estimates. We consider a dimension-adaptive scheme,
similar to the ones employed in [28, 29, 70, 30, 55], with mi-
nor modifications to address the case of complex QoIs. The
scheme is presented in Algorithm 1. A detailed description
follows.
Given a downward-closed multi-index set Λ, as well as
the corresponding approximation Λ [퐽 ] and grid 푍Λ, wedefine the set of admissible neighbors Λadm+ , such that
Λadm+ ∶= {퓵 ∈ Λ+ ∶ 퓵 ∉ Λ and {퓵}− ⊂ Λ}. (56)
Expanding Λ with admissible multi-indices 퓵 ∈ Λadm+ guar-antees that (50) is satisfied, and we thus construct a sequence
of nested downward-closed sets [28]. In this work, the error
indicator corresponding to each multi-index 퓵 ∈ Λadm+ ischosen to be the modulus ||푠퓵|| of the corresponding com-plex hierarchical surplus, however, other choices are possi-
ble, e.g. max (|Re{푠퓵}|, |Im{푠퓵}|). We update Λ with the
multi-index 퓵 ∈ Λadm+ corresponding to the maximum errorindicator ||푠퓵||. The grid of interpolation nodes 푍Λ and theapproximation Λ are updated accordingly. This procedureis continued iteratively, until a budget of model evaluations
퐵 is reached. This criterion can be formulated as
#푍Λ∪Λadm+ ≥ 퐵, (57)
where # denotes the cardinality of a set. If an approxima-
tion is not readily available, the algorithm is initiated with
Λ = {(0, 0,… , 0)}. After the termination of the algorithm,
the approximation is constructed using the set Λ ∪ Λadm+ .
3.3. Adjoint error estimation and adaptivity
We aim to improve Algorithm 1 by using of an adjoint
error indicator to steer adaptivity. Adjoint error estimation
is well established in the context of the FEM, see [77] and
the references therein. It has been considered in a stochas-
tic/parametric context [52, 53, 78], as well as for Clenshaw-
Curtis adaptivity [54, 55]. Due to the exponential growth of
Clenshaw-Curtis nodes, adjoint error estimation can result in
a significant reduction of computational cost. In this work,
we demonstrate that adjoint techniques can be beneficial for
Leja adaptivity, too.
In this section we assume that 퐽 (퐲) = 퐽퐲(퐮(퐲)), 퐽퐲 ∶
푉 → ℂ, is a linear functional with respect to 퐮(퐲). Gener-
alizations to non-linear functionals are also possible, as in
[79, Chapter 3.2]. We rewrite the primal problem (17) as an
operator equation: ∀퐲 ∈ Ξ, find 퐮(퐲) ∈ 푉 , such that
⟨퐿퐲퐮(퐲), 퐯⟩ = 푎퐲(퐮(퐲), 퐯) = 푙퐲(퐯) ∀퐯 ∈ 푉 , (58)
where 퐿퐲 ∶ 푉 → 푉 ∗ denotes the primal operator and 푉 ∗the dual space to 푉 . The dual problem is given as: ∀퐲 ∈ Ξ,
find 퐳(퐲) ∈ 푉 , such that
⟨퐰, 퐿∗퐲퐳(퐲)⟩ = 푎퐲(퐰, 퐳(퐲)) = 퐽퐲(퐰) ∀퐰 ∈ 푉 , (59)
where 퐿∗퐲 ∶ 푉 → 푉 ∗ denotes the adjoint operator definedby
⟨퐿퐲퐮, 퐯⟩ = ⟨퐮, 퐿∗퐲퐯⟩ ∀퐮, 퐯 ∈ 푉 , ∀퐲 ∈ Ξ. (60)
The so-called primal-dual equivalence
퐽퐲(퐮(퐲)) = ⟨퐮(퐲), 퐿∗퐲퐳(퐲)⟩ = ⟨퐿퐲퐮(퐲), 퐳(퐲)⟩ = 푙퐲(퐳(퐲))
(61)
follows directly from these definitions. Given (mapped) poly-
nomial approximations 퐮̃, 퐳̃ of the mappings 퐮, 퐳 ∶ Ξ → 푉 ,
we are interested in the error
휂(퐲) = 퐽퐲
(
퐮(퐲) − 퐮̃(퐲)
) (62)
= 푎퐲
(
퐮(퐲) − 퐮̃(퐲), 퐳(퐲)
) (63)
= 푙퐲
(
퐳(퐲)
)
− 푎퐲
(
퐮̃(퐲), 퐳(퐲)
)
. (64)
Even if 퐮̃, 퐳̃ are replaced by their finite element counterparts,
the error according to (64) is not readily computable, as it
would require the computation of the adjoint 퐳 for all 퐲 ∈ Ξ.
Following [52, 53], we propose to use the error indicator
휂̃(퐲) = 푎퐲
(
퐮(퐲) − 퐮̃(퐲), 퐳̃(퐲)
) (65)
= 푙퐲
(
퐳̃(퐲)
)
− 푎퐲
(
퐮̃(퐲), 퐳̃(퐲)
)
. (66)
By exploiting the continuity of the sesquilinearform 푎퐲(⋅, ⋅),it can be shown that the error indicator (66) converges faster
than the mapped polynomial approximations 퐮̃, 퐳̃
|휂(퐲) − 휂̃(퐲)| = |푎퐲(퐮(퐲) − 퐮̃(퐲), 퐳(퐲) − 퐳̃(퐲))| (67)
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≤ 퐶‖퐮(퐲) − 퐮̃(퐲)‖푉 ‖퐳(퐲) − 퐳̃(퐲)‖푉 . (68)
In particular, considering for the moment the univariate case
푁 = 1, for simplicity, and assuming that 퐮, 퐳 can be ex-
tended analytically onto open Bernstein ellipses퐸푟̂푢 , 퐸푟̂푧 , re-spectively and that there exists uniform bounds on their ex-
tensions. Then, we obtain
‖휂(퐲) − 휂̃(퐲)‖∞ ≤ 퐶1(1 + Δ푀 )2 퐶2(푟̂푢푟̂푧)−푀(1 − 푟̂푢)(1 − 푟̂푧) , (69)
for 푀-point approximations of both 퐮 and 퐳. Hence, for
푟̂푢 = 푟̂푧, 휂̃ exhibits twice the rate of geometric convergence.We proceed by discussing the necessary adaptations to
Algorithm 1, in order to incorporate the adjoint error indica-
tor (66). Additionally to the (mapped) polynomial approxi-
mation (52) of the single-valued and complexQoI, one needs
to create (mapped) polynomial approximations 퐮̃(퐲), 퐳̃(퐲) of
the vector-valued primal and dual solution. Those can be ob-
tained by using vector coefficients 퐮퓵 , 퐳퓵 ∈ ℂ푁DoF insteadof the single-valued coefficients 푠퓵 ∈ ℂ in (52). The approx-imations are constructed with the same multi-index set Λ as
for the QoI, using the same mapped polynomials 퐻̂퓵(퐲).Following [54], we carry out the algorithmic modifica-
tions in the dimension-adaptive scheme. While Algorithm
1 uses the error indicators ||푠퓵||, ∀퓵 ∈ Λadm+ , by solving therespective linear system, we suggest the use of the adjoint-
based error indicators ||푠̃퓵||, where 푠̃퓵 = 휂̃(퐲̂(퓵)). As before,we choose the multi-index with the maximum error indica-
tor, solve the corresponding linear system and update the ap-
proximations of the primal and the dual solution, as well as
of the QoI. This scheme is summarized in Algorithm 2. Af-
ter the termination of the algorithm, the approximation can
be constructed with the set Λ ∪ Λadm+ , such that the alreadycomputed adjoint-based error indicators are used as the hi-
erarchical surpluses corresponding to the admissible neigh-
bors, i.e. 푠퓵 = 푠̃퓵 , ∀퓵 ∈ Λadm+ . The error indicator (66)can be further employed in order to improve the (mapped)
polynomial surrogate model of the QoI. In particular, one
can replace the single-valued QoI 퐽 (퐲) by
퐽̃ (퐲) = Λ[퐽 ](퐲) + 휂̃(퐲), (70)
such that the computed mapped polynomial approximation
is corrected by the adjoint-error indicator, before continuing
with further approximation refinements using Algorithm 1.
We emphasize that no additional linear equation system has
to be solved in order to evaluate (70).
Remark 3.1. Relating themethodology of this section to the
scattering in periodicmedia, the linear functional is given by
푆훼,푚푛(퐲) =
(
퐄T(퐲), 휋T
[
퐄훼,푚푛
])
Γ푧+
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
=퐽 (퐄)
−
(
퐄incT , 휋T
[
퐄훼,푚푛
])
Γ푧+
,
where 훼 ∈ {TE,TM}.
The strong formulation of the adjoint problem (59) reads
∇ ×
(
1
휇∗푟
∇ × 퐳
)
− 휔2휇0휀∗퐳 = 0 in 퐷, (71a)
Data: 퐀dof(퐲), 퐟dof(퐲), 퐉dof(퐲), 퐠, Λ, 퐵
Result: sparse grid 푍Λ∪Λadm+ ,approximation Λ∪Λadm+ [퐽 ]
repeat
Compute the admissible set Λadm+ , as in (56).Compute the error indicators ||푠̃퓵||, where
푠̃퓵 = 휂̃
(
퐲(퓵)
), ∀퓵 ∈ Λadm+ .
Find the multi-index 퓵 ∈ Λadm+ with themaximum error indicator.
Compute the hierarchical surpluses 푠퓵 , 퐮퓵 , 퐳퓵 asin (53), by solving the linear systems for primal
and dual solution.
Compute the approximation Λ∪퓵 , as in (52), andthe corresponding approximations of primal and
dual solution.
Set Λ = Λ ∪ 퓵.
until stopping criterion fulfilled;
Algorithm 2:Adjoint error-based, dimension-adaptive in-
terpolation.
퐳T|Γ푥+ 푒−푗휓푥 = 퐳T|Γ푥− on Γ푥+ ∪ Γ푥− , (71b)
퐳T|Γ푦+ 푒−푗휓푦 = 퐳T|Γ푦− on Γ푦+ ∪ Γ푦− , (71c)
퐳t = 0 on Γ푧− , (71d)
퐞푧 ×
(
푗
휔휇0
∇ × 퐳
)
+  =  on Γ푧+ , (71e)
where  and  are defined in Appendix A.
Discretization of the adjoint problem (59) yields the dis-
crete matrix equation
퐀Hdof퐳dof = 퐏
H퐉 = 퐉dof, where 퐉 ∈ ℂ푁ℎ (72)
and the discrete version of the error indicator (66) reads
휂̃ℎ(퐲) = 퐳̃Hdof(퐲)퐟dof(퐲) − 퐳̃
H
dof(퐲)퐀dof(퐲)퐜̃dof(퐲). (73)
Note that the dual solution can be obtained with negligi-
ble cost in many cases, e.g. if the primal problem is solved
with a sparse LU decomposition 퐀dof = 퐋퐔, for the respec-tive dual problem we obtain
퐀Hdof = (퐋퐔)
H = 퐔H퐋H. (74)
4. Application
We apply the UQ methods presented in Section 3 to an
optical grating coupler model [5, 80]. First, we describe the
parametrized numerical model. Then, we quantify the im-
pact of geometric and material uncertainties for the case of
single-frequency excitation. We consider both the dimension-
adaptive collocation method with (mapped) Leja nodes and
a (mapped) gPC approximation, where discrete projection is
used to determine the coefficients. gPC is used here mainly
for comparison. Additionally, the decay of the gPC coeffi-
cients gives insight into the regularity of the input-to-output
mapping, justifying the use of spectral methods numerically.
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Figure 10: Design of considered optical grating coupler.
Finally, we consider the case of a variable frequency and dis-
cuss the necessary adaptations for performing UQ for reso-
nances. Both the deterministic numerical model and the UQ
studies rely on open-source software.
For general periodic structures, we must distinguish be-
tween two types of uncertainties. In this work we focus on
global uncertainties, i.e. we assume that all unit cells are
identically affected, modeling a systematic offset in the fab-
rication process. We do not address local uncertainties lead-
ing to a violation of the periodicity and different unit cells.
Readers interested in the latter case are referred to [59] for a
relevant study.
4.1. Numerical model
The considered grating coupler [5] couples power from
an incident transverse magnetic (TM) polarized plane wave,
such that
휋T
[
퐄inc
]
= 휋T
[
퐄TM,00
]
, at Γ푧+ ,
with propagation direction 휃inc = 53◦, 휙inc = 0◦, directly
into a MIM plasmon mode.
The structure’s design, shown in Fig. 10, is assumed to be
periodic in the 푥 direction and infinitely extended in the 푦 di-
rection. The reflection coefficients (12) at the upper bound-
ary Γ푧+ correspond to the coupling efficiency of the struc-ture, such that larger reflection coefficients indicate a lower
coupling efficiency. Therefore, the scattering parameter푆 ∶=
푆TM,00 is considered as the QoI in the following. Note thatwe focus on the fundamental reflection coefficient 푆TM,00because, for this particular model, all other scattering pa-
rameters have negligible amplitudes.
Wemodel the material properties based on measurement
data for noble metals provided by Johnson and Christy in
[81] and presented in Table 1. We focus on the frequency
range 푓min = 400THz to 푓max = 430THz, see Fig. 11. Thedata is experimentally determined by reflectivity studies and
is therefore given in terms of the refractive indices 푛 and
the extinction coefficients 휅 for gold and silver, respectively.
From those, one obtains the complex permittivity as in [2,
Chapter 1.1], i.e.
휀 =
(
푛2 − 휅2 − 푗(2푛휅)
)
휀0. (75)
The data is provided for discrete frequency sample points.
Therefore, we need to interpolate in between those sample
points in order to obtain the dispersive behaviour of the per-
mittivity 휀(휔). Since we only focus on a rather small fre-
quency range, we apply polynomial interpolation
푛Au(휔) =
2∑
푖=0
푛Au푖 푙푖(휔), (76)
푛Ag(휔) =
2∑
푖=0
푛Ag푖 푙푖(휔), (77)
휅Au(휔) =
2∑
푖=0
휅Au푖 푙푖(휔), (78)
휅Ag(휔) =
2∑
푖=0
휅Ag푖 푙푖(휔), (79)
where
푙푖(휔) =
2∏
푗=0,푗≠푖
휔 − 휔푗
휔푖 − 휔푗
, 휔푖 = 2휋푓푖,
are 2nd order Lagrange polynomials and 푓푖, 푛Au푖 , 휅Au푖 , 푛Ag푖 ,
휅Ag푖 , 푖 = 0, 1, 2 are given.We proceed with the implementation of the determin-
istic numerical model, as well as its parametrization. The
periodic mesh for the nominal design, needed for imposing
the quasi-periodic boundary conditions (5a), (5b), is created
using GMSH [82]. Since for this particular structure only
the fundamental Floquet modes propagate and all higher or-
der modes are attenuated to a negligible amplitude at Γ푧+ ,we can use the first order Floquet boundary condition (113).
We use FENICS [83] as FE library to assemble the FE ma-
trix퐀 and right-hand side (RHS) 퐟 (see (119)), as well as the
linear functional 퐉dof used for the numerical approximationof the scattering parameter
푆TM,00 =
(
퐄T − 퐄incT , 휋T
[
퐄TM,00
])
Γ푧+
≈ 퐉⊤dof퐜dof − 1.
Since FENICS 2017.2.0 is not able to deal with complex
numbers, we assemble the real and the imaginary parts of
the matrix and the vectors separately. We then use NUMPY
and SCIPY to impose the quasi-periodic boundary conditions
(5a), (5b) and solve the resulting linear system (119) by a
sparse LUdecomposition, respectively. Using 2nd orderNédélec
elements of the 1st kind, we end up with 56 200 degrees
of freedom (DoF)s and achieve an accuracy of ≈ 10−3 in
the scattering parameter. The reference solutions for differ-
ent frequency sample points are computed with a commer-
cial software [84] employing an adaptively refined mesh of
higher order curved elements. Since a sparse LU decompo-
sition is used to solve the resulting linear system, the adjoint
solution 퐳dof is obtained with negligible costs.To incorporate changes in the geometry parameters with-
out the need to re-mesh, a design element approach is applied
[85]: First, an initial mesh is created using GMSH for the
initial geometry parameters 퐲nominal. We describe all (mate-
rial) interfaces, illustrated in Fig. 12 in red color, using non-
uniform rational B-splines (NURBS) [86]. Each NURBS
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Figure 11: Dispersive optical constants of gold and silver [81]. The black vertical lines define the considered frequency range.
Table 1
Material data, taken from [81].
Index Energy Frequency Refractive Extinction Refractive Extinction
푖 [eV] 푓푖 [THz] index 푛Au푖 coefficient 휅
Au
푖 index 푛
Ag
푖 coefficient 휅
Ag
푖
0 1.64 396.55 0.14 ± 0.02 4.542 ± 0.015 0.03 ± 0.02 5.242 ± 0.015
1 1.76 425.57 0.13 ± 0.02 4.103 ± 0.010 0.04 ± 0.02 4.838 ± 0.010
2 1.88 454.58 0.14 ± 0.02 3.697 ± 0.007 0.05 ± 0.02 4.483 ± 0.007
curve
퐂푖(휉; 퐲) =
푛∑
푗=0
푅푗(휉)퐏푗,푖(퐲), 휉 ∈ [0, 1] (80)
is a superposition of rational basis functions푅푗(휉) weightedby control points 퐏푗 . We then define mappings
퐓푚(휉, 휂; 퐲) = 휂퐂푚,u(휉; 퐲) + (1 − 휂)퐂푚,l(휉; 퐲),
푚 = 1,… ,푀,
(81)
from the unit square [0 ≤ 휉 ≤ 1]×[0 ≤ 휂 ≤ 1] to each design
element 퐷푖(퐲) (see Fig. 12). Thereby, the subscripts u andl refer to the upper and lower NURBS curve of the design
element, respectively. Given the initial mesh, for each mesh
node 푗 with coordinates 퐱푗 inside the design element 퐷푚,the respective coordinates 휉푗 , 휂푗 on the unit square are found
by solving the non-linear root finding problem: find 휉푗 , 휂푗 ∈
[0, 1], s.t.
퐓푚(휉푗 , 휂푗 ; 퐲nominal) − 퐱푗 = ퟎ, 퐱푗 ∈ 퐷푚(퐲nominal). (82)
Problem (82) can be reformulated as an optimization prob-
lem and is solved here using sequential quadratic program-
ming (SQP) [87, Chapter 18]. In order to ensure conver-
gence of SQP, one might need to choose adequate initial
values, which depend on the chosen parametrization of the
NURBS curves. Given the coordinates 휉푗 , 휂푗 for each meshnode 푗, we can deform the mesh by moving the mesh nodes
to the new coordinates obtained by evaluating the mapping
(81) for different geometry parameters 퐲.
D1
D2
D3
D4
D5
(a) Subdomains
퐂u
퐂l
휉
휂
푇
(b) Mapping
(c) Initial (d) Deformed
Figure 12: a) design elements. b) mapping from unit square. c) initial mesh (coarse for illustration) for nominal design 퐲nominal.
d) deformed mesh for 푅 = 40 nm, 푡1 = 20 nm.
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Table 2
Uncertain geometrical parameters.
Parameter Nominal value Variation
Grating radius 푅 60 nm ±1.5 nm
Gold layer thickness 푡1 12 nm ± 1.5 nm
Alumina layer thickness 푡2 14 nm ± 1.5 nm
Silver layer thickness 푡3 5 nm ± 1.5 nm
Grating depth 푇 20 nm ± 1.5 nm
4.2. Single frequency calculations
In this subsection, we consider a fixed frequency 휔 =
2휋 (414 THz) and 푁 = 17 random input parameters 퐘, in
particular the 5 geometrical parameters presented in Table 2
and the 12 material parameters given in Table 1. As in-
troduced in Section 2, both the uncertain geometry and the
uncertain material coefficients are modeled by an uncertain
complex permittivity 휀(퐱, 퐲), see (13).
We assume that the RVs 푌푛, 푛 = 1, 2,… , 푁 = 17, areindependent, uncorrelated and distributed in the ranges de-
fined by their nominal values and variations. The variations
of the material parameters are chosen according to the error
estimate provided by Johnson and Christy based on the in-
strumental accuracy of the reflection and transmission mea-
surements [81]. Since no further information on the distribu-
tions of those measurement uncertainties are specified, the
given error estimate is assumed to correspond to a 2휎 inter-
val. For the geometrical parameters only small variations in
the range of ±1.5 nm are considered (with a 2휎 interval of
±1 nm).
Assuming uniformly distributed RVs would keep the pa-
rameter realizations bounded in the desired ranges, however,
this would be a very restrictive assumption. Normal RVs
would be a more realistic choice, which could, however, lead
to unphysical parameter realizations, e.g. negative geome-
try values, due to their unbounded support. In this work, we
opt for beta distributions, which have bounded support and
can approximate normal distributions for suitable choices of
their shape parameters [63, Appendix B]. The shape parame-
ters are chosen based on the results of a series of Kolmogorov-
Smirnov fitting tests [88]. Fig. 13 presents such an approx-
imation for the grating depth parameter. The corresponding
PDF for each RV {푌푛}푁푛=1 reads
휚(푦푛, 푙푛, 푢푛) =
{ 140(푦푛−푙푛)3(푢푛−푦푛)3
(푢푛−푙푛)7
푙푛 < 푦푛 < 푢푛,
0 else, (83)
where 푙푛 and 푢푛 denote the lower and upper support bound,respectively.
4.2.1. Regularity study - decay of Fourier coefficients
We study the decay of polynomial coefficients to numer-
ically investigate the smoothness of the map from the input
parameters to the S-parameter, and thus justify the use of
polynomial approximations. To that end, we use gPC ex-
pansions based on global orthogonal polynomials [63, 26].
18.5 20 21.5
0
0.2
0.4
0.6
0.8
Uncertain grating depth T [nm]
P
D
F
Figure 13: Black: PDF of beta distributed grating depth with
support in [18.5 nm, 21.5 nm]. Blue, dashed: PDF of normal
distribution with 휇 = 20 nm and 휎 = 0.5nm. Red, dotted: PDF
of uniform distribution with support in [18.5 nm, 21.5 nm].
We introduce the multi-index 퐩 = (푝1, 푝2,… , 푝푁) ∈ ℕ푁0holding the polynomial degree per parameter and the multi-
variate polynomials Ψ퐩 (퐲) =∏푁푛=1 휓푝푛 (푦푛). The orthogo-nality condition reads
피
[
Ψ퐩Ψ퐪
]
= ∫ΞΨ퐩 (퐲) Ψ퐪 (퐲) 휚 (퐲) d퐲 = 피
[
Ψ2퐩
]
훿퐩,퐪, (84)
where 훿퐩,퐪 = 훿푝1,푞1훿푝2,푞2⋯ 훿푝푁 ,푞푁 . We employ a total-degree
polynomial basis
{
Ψ퐩 ∶ |퐩| = ∑푁푛=1 푝푛 ≤ 푝max}, correspond-
ing to the multi-index set
ΛTD푝max ∶= {퐩 ∶ |퐩| ≤ 푝max}. (85)
Then, the number of approximation terms is푀+1 = (푁+푝max)!푁!푝max!and the multivariate gPC approximation reads
퐽 (퐲) ≈ 퐽̃ (퐲) =
∑
|퐩|≤푝max 푠퐩Ψ퐩 (퐲) =
∑
퐩∈ΛTD푝max
푠퐩Ψ퐩 (퐲) . (86)
In the present work, the series coefficients 푠퐩 ∈ ℂ are com-puted bymeans of pseudo-spectral projection [65, 66], where
the series coefficients 푠퐩 are computed as
푠퐩 =
피
[
퐽Ψ퐩
]
피
[
Ψ2퐩
] = ∫Ξ 퐽 (퐲) Ψ퐩 (퐲) 휚 (퐲) d퐲∫ΞΨ퐩 (퐲) Ψ퐩 (퐲) 휚 (퐲) d퐲 . (87)
In (87), the multivariate integrals of the numerator are typi-
cally computed by means of numerical integration [33], e.g.
(Quasi-) Monte Carlo (MC) sampling or Gauss quadrature.
ForWiener-Askey polynomials [26], the denominator can be
determined analytically.
It has been shown, see e.g. [89, Lemma 2] where Legen-
dre polynomials are considered, that the Fourier coefficients
푠퐩 of an푁−variate gPC approximation (86) decay exponen-tially, provided that the input-output map is analytic. In par-
ticular, the estimate
|푠퐩|2 ≤ 퐶푒−∑푁푛=1 푔푛푝푛 , (88)
N. Georg et al.: Preprint submitted to Elsevier Page 13 of 24
Uncertainty quantification for nanoplasmonics with adjoint-based Leja adaptive collocation and conformal maps
0 1 2 3 4 5 6 7 8
100
10−1
10−2
10−3
10−4
Total-degree 푤
Fo
ur
ie
r
co
effi
ci
en
ts
푠 퐩
|||푠|퐩|=푤|||
max|퐩|=푤 |||푠퐩|||
Figure 14: Decay of Fourier coefficients of the multivariate
gPC approximation for the 4 most sensitive parameters.
has been obtained, where 퐶 and 푔푛, 푛 = 1,… , 푁 , are posi-tive constants independent of 퐩 and the polynomials are as-
sumed to be normalized, i.e. 피 [Ψ퐩Ψ퐪] = 훿퐩,퐪. We considerthe maximum of the absolute values of the Fourier coeffi-
cients 푠퐩 with fixed total-degree 푤
max|퐩|=푤 |푠퐩|2 ≤ max|퐩|=푤퐶푒−∑푁푛=1 푔푛푝푛
= 퐶푒−min|퐩|=푤∑푁푛=1 푔푛푝푛
≤ 퐶푒−(min푛 푔푛)푤.
(89)
Based on (89), the maximum Fourier coefficient is expected
to decay exponentially with an increasing total-degree 푤.
Using the results of the sensitivity analysis presented in
Section 4.2.4, we restrict input uncertainties to the 4 most in-
fluential parameters, i.e. 푡1, 푡2, 푇 , and 푛Au1 , and use CHAOSPY[90] to construct a gPC approximation with a total-degree
푝max = 8 polynomial basis. The multivariate integrals ofthe pseudo-spectral projection (87) are computed by a Gauss
quadrature of the same order. All coefficients 푠퐩 are plottedin Fig. 14, where a fast decay, at least sub-exponentially, can
indeed be observed. This can be seen as a numerical indica-
tor for smoothness of the approximated mapping 푆(퐲) and,
therefore, UQ methods based on spectral (mapped) polyno-
mial approximations, as introduced in Sec. 3, seem to be a
good choice for the considered numerical model.
To address the question, for which parameters a confor-
mal map (see Sec. 3.1) should be applied, a second study on
the decay of gPC coefficients is performed. This time we
consider univariate variations for each of the 17 uncertain
parameters given in Tables 1 and 2. For completeness, the
frequency is also considered a parameter in this study. On
the one hand, we compute the gPC coefficients 푠퐩 as in (87).On the other hand, we employ a conformal map 퐠 ∶ Ξ → Ξ
and compute the coefficients
푠̂퐩 =
피
[
(퐽◦ 퐠) Ψ퐩
]
피
[
Ψ2퐩
] , (90)
associated to a gPC approximation of 퐽◦ 퐠.
In particular, we use the 9-th order sausage map (28) and
plot the coefficient of the respective 8-th order approxima-
tions in Fig. 15. It can be observed that, for the consid-
ered setting, the mapping is not beneficial for all material
parameters. However, for the slowly converging geometry
parameters Δ푡1,Δ푡2 a clear improvement can be identified.It should be noted that, since only univariate approximations
are needed, the computational cost for such a preliminary
study are small compared to a high-dimensional approxima-
tion which takes into account interaction effects among pa-
rameters.
4.2.2. Adjoint-error indicator
To illustrate the benefits of using the adjoint error indi-
cator presented in Sec. 3.3, we consider here only the thick-
ness of the upper gold layer 푡1 and the thickness of the di-electric layer 푡2 as input parameters. Fig. 16a shows the S-parameter w.r.t. to small variations of these two sensitive
geometry parameters. The previous study showed that, for
those two parameters, the use of conformal maps should be
computationally beneficial. We construct (mapped) adap-
tive Leja approximations using Algorithm 1 and the adjoint-
based Algorithm 2. The accuracy of the surrogate models
is measured using a cross-validation set of 푁cv = 1000 pa-
rameter realizations 푆(푖) ∶= 푆(퐲(푖)), 푖 = 1,… , 푁cv, drawn
according to the underlying PDF, which is used to compute
a discrete approximation of the 퐿1휚 error
피[|푆 − 푆̃|] ≈ 1
푁cv
푁cv∑
푖=1
|푆(푖) − 푆̃(푖)|. (91)
The error (91) is computed for the mapped and adjoint-based
approximation, aswell as for non-mapped and/or non-adjoint-
based variants, for increasing numbers of model evaluations.
The corresponding results are shown in Fig. 16b. The plot
numerically confirms (68) and shows the doubled conver-
gence order of the adjoint-error indicator. Additionally, it
can already be observed that employing the conformal sausage
map 푔S(⋅; 9), defined in (28), yields to a significant improve-ment of both convergence orders in the considered setting.
4.2.3. Accuracy and cost of surrogate models
We construct 17 dimensional gPC and (mapped) Leja
adaptive approximations, using both Algorithm 1 and the
adjoint-based Algorithm 2 for the latter. CHAOSPY is used
for the gPC case, while an in-house code was developed for
both Leja adaptive algorithms [91]. We compare the result-
ing surrogate models with respect to accuracy and computa-
tional costs.
The computational costs refer to the number of model
evaluations needed for the approximation’s construction. While
straightforward for the gPC and the Leja adaptive Algorithm
1, the estimation of costs is more involved in the case of the
adjoint-based Algorithm 2. First, in order to evaluate the
duality-based error indicator (73) at a candidate point, it is
sufficient to evaluate a residual of (14). Therefore, we distin-
guish between residual evaluations and solver calls, where in
most cases the costs to evaluate the residuals are almost neg-
ligible compared to the solver costs, i.e. assembly and sparse
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Figure 15: Univariate Fourier coefficient studies using gPC approximations for 퐽 (triangles, black) and 퐽◦ 퐠 (circles, red).
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(b) Improved convergence of (mapped) Leja approximations by
employing an adjoint-error indicator.
Figure 16: Considering a two dimensional parameter space and a fixed frequency of 414 THz.
LU decomposition of the system matrices 퐀dof(퐲). Second,the additional costs for computing the dual solution 퐳 by
forward and backward substitution can also be neglected in
most cases, since the primal problem is solved with a sparse
LU decomposition.
As before, the accuracy of the surrogate models is mea-
sured using a cross-validation set of 푁cv = 1000 parameter
realizations 푆(푖) ∶= 푆(퐲(푖)), 푖 = 1,… , 푁cv, drawn accord-
ing to the underlying PDF. In addition to (91), we also con-
sider the maximum error over all sample points
max
푖=1,…,푁cv
|푆(푖) − 푆̃(푖)|. (92)
All accuracy and cost results are presented in Table 3.
First, a gPC approximation with a 2nd order total-degree
polynomial basis, i.e. 171 Jacobi polynomials, is constructed.
The polynomial coefficients are computed with a sparse 2nd
order Gauss quadrature formula, resulting in 613 quadra-
ture nodes, accordingly, model evaluations. We set a budget
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Table 3
Accuracy and computational cost of different polynomial approximations for 17 input RVs.
#LU refers to the dominating costs for the assembly and sparse LU decomposition of the
system matrices. #FB and #Res denote the number of forward-backward substitutions
and residual evaluations, respectively.
#LU #FB #Res Max. Error (92) Mean Error (91)
Total-degree gPC (without maps) 613 613 0 7.61 × 10−1 1.92 × 10−1
Ad. Leja (without adjoints/maps) 613 613 0 8.56 × 10−2 5.53 × 10−3
Ad. iso-mapped Leja (without adjoints) 613 613 0 3.59 × 10−2 4.10 × 10−3
Ad. aniso-mapped Leja (without adjoints) 613 613 0 3.85 × 10−2 4.15 × 10−3
Ad. Leja (with adjoints; without maps) 558 1116 613 8.46 × 10−2 5.49 × 10−3
Ad. iso-mapped Leja (with adjoints) 563 1126 613 3.57 × 10−2 4.09 × 10−3
Ad. aniso-mapped Leja (with adjoints) 563 1126 613 3.82 × 10−2 4.15 × 10−3
Ad. aniso-mapped Leja
(with adjoints and error correction) 3000 6000 30000 1.25 × 10
−3 1.20 × 10−4
퐵 = 613 for the classical, i.e. without adjoints or conformal
maps, Leja adaptive Algorithm 1, such that its costs are iden-
tical to the gPC. As can be seen in Table 3, the Leja adaptive
approximation is about one order of magnitude more accu-
rate than the gPC.
Next, we use again Algorithm 1 but employ conformal
maps. In particular, we refer with iso-mapped to applying
the conformal sausage map 푔S(⋅; 9) for all parameters while
aniso-mapped refers to the application of the conformal map
only to the parameters 푡1, 푡2, 푇 (based on the results of theprevious subsection). It can be observed that both approaches
yield a similar improvement in terms of accuracy, without
(relevant) extra computational cost.
For the adjoint-based Algorithm 2, we then compute ap-
proximations using again 613 (mapped) polynomials, result-
ing in errors almost identical to the non-adjoint case. How-
ever, since the costs can be predominantly attributed to the
≈ 560 solver calls, the costs are reduced. Note that greater
(relative) gains can be observed in different settings, e.g.
when a smaller computational budget is used or less param-
eter anisotropy is present in the considered model. In partic-
ular, as a numerical test case, we increased material uncer-
tainties by one third and reduced geometric variations to the
range of±0.25 nm. In that case the respective computational
cost was reduced by more than 50%.
We also note that, in this case, when either no confor-
mal map or the aniso-mapped approach is used, both corre-
sponding Leja adaptive approximations, i.e. with and with-
out adjoint error indicators, employ the same multi-index set
Λ, albeit slightly permuted. It is also worth noting that the
respective surrogate models are not necessarily completely
identical, since, on the one hand, the different ordering may
lead to slightly different hierarchical surpluses 푠퓵 and, onthe other hand, after termination Algorithm 1 uses the ex-
act hierarchical surpluses 푠퓵 for all 퓵 ∈ Λadm+ , while theadjoint-based Algorithm 2 uses the estimates 푠̃퓵 instead.The convergence of the mean error (91) w.r.t. function
calls (corresponding to the number of LU decompositions)
of the investigated spectral methods is additionally shown
in Fig. 17. Isotropic gPC seems to not show proper conver-
gence. However, it should be noted that we were only able
to compute approximations up to order 3 due to the larger
number of parameters. The authors are convinced that the
errors are just by chance increasing w.r.t. to the order since
the asymptotic behavior is not yet reached. This is further
explained in Appendix C. However, it can be concluded that
the gPC reference solution achieves very poor accuracy with
the given computational budget. All considered dimension-
adaptive schemes greatly outperform the isotropic gPC. In
accordance with the results in Table 3, Fig. 17 illustrates that
the application of the conformal map yields to improvement
compared to the classical Leja algorithm while, in this set-
ting, there is a negligible difference between the iso-mapped
and the aniso-mapped approach. It shall be clarified that, in
contrast to Table 3, the dashed lines in Fig. 17 correspond to
the error of the respective adjoint-based error indicator (73)
and therefore do not correspond to (mapped) polynomial sur-
rogate models but require the evaluation of a residual of (14)
at each cross-validation sample point 퐲(푖), 푖 = 1,… , 푁cv.
Finally, as shown in the last row of Table 3, we compute
a very accurate surrogate model, by using the adjoint-based
Algorithm 2 with a computational budget of 3000 LU de-
composition. The adjoint-based approximation is then re-
fined by employing (70) until 30000 polynomials are used,
further reducing the error by more than one order of magni-
tude. It shall be highlighted that the adjoint-based approach
results in tremendous computational savings compared to
the classical Leja Algorithm 1 since 27000 full model eval-
uations could be avoided in this particular setting.
As often pointed out in the literature, see e.g. [54], it is
inefficient to reduce the stochastic error below the discretiza-
tion error. Therefore, the stochastic approximation is not fur-
ther refined and the most accurate surrogate model (Table 3,
last row) is in the following used to compute statistical mea-
sures of the absolute value of the scattering parameter |푆|.
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Figure 17: Convergence study for the single frequency setting. The adaptive schemes clearly outperform the isotropic approach.
Note that the dashed lines correspond to the error of improved surrogate models which require the evaluation of FE residuals at
each cross-validation point.
4.2.4. Post-processing the surrogate model
Since the (mapped) polynomial surrogate model 푆̃(퐲)
can be evaluated inexpensively, we employ a Monte Carlo-
based approach by evaluating the surrogate model on a large
number of 푁MC parameter sample points, drawn from the
joint PDF 휚 (퐲). We then use the sample evaluations to es-
timate statistical moments of |푆|, its PDF, failure probabili-
ties based on specific design criteria, and its sensitivity with
respect to the input parameters.
The expected value 피[|푆|] and the variance 핍 [|푆|] are
estimated as
피[|푆|] = ∫Ξ |푆(퐲)|휚 (퐲) d퐲 ≈ 1푁MC
푁MC∑
푖=1
|푆̃(푖)|, (93a)
핍 [|푆|] = ∫Ξ (|푆(퐲)| − 피[|푆|])2 휚 (퐲) d퐲
≈ 1
푁MC − 1
푁MC∑
푖=1
(|푆̃(푖)| − 피[|푆̃|])2 . (93b)
We estimate the failure probability  = 푃 (|푆| ≥ 1 − 훼) as
 = 푃 (|푆| ≥ 1 − 훼) = ∫ 푆=1푆=1−훼 휚푆 d푆
= ∫Ξ  (푆(퐲)) 휚 (퐲) d퐲 ≈
1
푁MC
푁MC∑
푖=1
 (푆̃(푖)) , (94)
where 휚푆 denotes the PDF of |푆| and  denotes the indi-cator function
 (푆) =
{
1, |푆| ∈ [1 − 훼, 1],
0, |푆| ∈ [0, 1 − 훼). (95)
Monte Carlo sampling in combination with surrogate mod-
eling is used for simplicity here. However, it should be noted
that equality in (94) for 푁cv → ∞ cannot be guaranteed in
general, see [92] for counter-examples and possible exten-
sions.
The PDF 휚푆 of |푆| is estimated by employing a kerneldensity estimator
휚푆 ≈ 휚̃푇 ∶=
1
ℎ푁MC
푁MC∑
푖=1
퐾
(
푇 − |푆̃(푖)|
ℎ
)
(96)
with 푁MC = 107 samples, bandwidth ℎ = 10−3 and the
Epanechnikov kernel [93]
퐾(푇 ) ∶=
{
3
4
(
1 − 푇 2
)
, 푇 ∈ [−1, 1],
0, else.
(97)
The estimated expected values, standard deviations√핍 and
failure probabilities for an increasing sample size 푁MC and
훼 = 0.1 are given in Table 18b. The estimated PDF 휚̃푆 isshown in Fig. 18a.
Sensitivity analysis is based on an analysis of variances
(ANOVA) [94]. The related metrics are commonly known
as Sobol indices, where we will focus on the so-called main-
effect (1st order) and total-effect (total order) indices, de-
fined in [95]. In the context of the present work, estimations
of the Sobol indices for the magnitude of the scattering pa-
rameter shall be based on sampling of the (mapped) poly-
nomial approximation 푆̃ ∶ Ξ → ℂ. We use Saltelli’s al-
gorithm [96] with 푁 sens = 105 sample points, resulting in
2(17 + 1)105 = 3.6 × 106 surrogate model evaluations. The
main-effect and total-effect Sobol indices for each parameter
are given in Fig. 18c. The thickness of the dielectric layer 푡2,the thickness of the upper gold layer 푡1, the grating depth 푇and the refractive index of the upper gold layer 푛Au1 are iden-tified as the most sensitive parameters. Moreover, since the
sum of all main-effect sensitivity indices is approximately
33%, the remaining 67% indicates higher order interactions,
and thus strong coupling among the input parameters.
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Figure 18: PDF, expectation, standard deviation, failure probability and Sobol indices for 17 beta-distributed input parameters.
It is found that the considered model is highly sensitive
to small geometrical variations. In particular, while geomet-
rical variations in a range of only ±1.5 nm are considered,
their impact is significantly higher than the one attributed to
material uncertainty, which was modelled based on the mea-
surement error provided by [81].
4.3. Variable Frequency
In Section 4.2, the QoI was considered to be the scatter-
ing parameter at a fixed frequency. However, in many appli-
cations, one is interested in the uncertainty of the resonance
in a given frequency range [푓min, 푓max], i.e.
푆res(퐲) = min푓∈[푓min,푓max]
|푆(푓, 퐲)|, (98a)
푓res(퐲) = argmin
푓∈[푓min,푓max]
|푆(푓, 퐲)|. (98b)
This poses an additional challenge in performing an efficient
UQ. Indeed, the mathematical operations of computing the
absolute value and the minimization are not in general dif-
ferentiable with respect to the uncertain parameters. This
is intuitively clear in the presence of more than one reso-
nances inside the parameter range [푓min, 푓max]where the res-onance frequency may jump from one resonance to another
due to variations in the parameters. Since the convergence
properties of polynomial approximations depend crucially
on the smoothness of the mapping [25], polynomial approx-
imations of the mappings 푆res ∶ Ξ → [0, 1], 푓res ∶ Ξ →
[푓min, 푓max] may not converge.
To circumvent this issue, we propose the followingwork-
flow: first, we create a polynomial surrogate 푆̃(푓, 퐲) of 푆 ∶
[푓min, 푓max] × Ξ → ℂ, where we exploit that (due to thedamping/losses in the considered numerical model) the fre-
quency dependence of the scattering parameter is smooth, as
can be observed in Fig. 20. Since the polynomial surrogate
can be evaluated inexpensively, we then calculate all statis-
tical measures of the resonance by Monte Carlo estimators
which only require square-integrability. In particular, we
draw푁MC sample points of the input RVs퐘 and evaluate for
each sample point 퐲(푖) the resonance 푆̃res(퐲) and resonancefrequency 푓̃res(퐲), by solving the minimization problem fora univariate polynomial
푆̃(푖)res ∶= 푆̃res(퐲
(푖)) = min
푓∈[푓min,푓max]
|푆̃(푓, 퐲(푖))|, (99a)
푓̃ (푖)res ∶= 푓̃res(퐲
(푖)) = argmin
푓∈[푓min,푓max]
|푆̃(푓, 퐲(푖))|. (99b)
All statisticalmeasures, e.g. expected values, variances, sen-
sitivity indices, failure probabilities and quantiles, can then
be computed from the samples {푆̃(푖)res}푁MC푖=1 , {푓̃ (푖)res}푁
MC
푖=1 .We apply the described UQ workflow for the resonance
of scattering parameters of the optical grating coupler in a
narrow frequency range. In this subsection we exclude ge-
ometrical uncertainty such that only the 12 uncertain mate-
rial parameters given in Table 1 are considered, for which at
least a rough estimate of the uncertainty magnitude is avail-
able from measurements. We model them as uniformly dis-
tributed in the ranges defined by nominal value± 150% vari-
ation. In this way, we can easily compare the results to an
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Figure 19: Convergence study for variable frequency setting. The adaptive schemes clearly outperform the isotropic approach.
Note that the dashed lines correspond to the error of improved surrogate models which require the evaluation of FE residuals at
each cross-validation point.
Table 4
Accuracy and computational cost of different (mapped) polynomial approximations for 13
input RVs. #LU refers to the dominating costs for the assembly and sparse LU decom-
position of the system matrices. #FB and #Res denote the number of forward-backward
substitutions and residual evaluations, respectively.
#LU #FB #Res Max. Error (92) Mean Error (91)
Isotropic Smolyak grid (level 2) 391 391 0 7.52 × 10−2 1.92 × 10−2
Adaptive Leja (without adjoints/maps) 391 391 0 5.46 × 10−3 1.09 × 10−3
Mapped adaptive Leja (without adjoints) 391 391 0 3.53 × 10−3 8.82 × 10−4
Mapped adaptive Leja (with adjoints) 307 614 391 3.52 × 10−3 8.84 × 10−4
Mapped adaptive Leja
(with adjoints and error correction) 307 614 2000 8.31 × 10
−4 1.77 × 10−4
isotropic Smolyak approach, which is often formulated for
uniform random variables. Moreover, considering uniform
distributions for the adaptive collocation method is reason-
able in general, as accurate tail approximations can be ob-
tained in this way. The true, possibly non-uniform, distribu-
tion can still be taken into account afterwards using a suit-
able random number generator for sampling the surrogate
model.
Following the aforementionedworkflow, we first create a
surrogatemodel for the scattering parameter푆 ∶ [푓min, 푓max]×
Ξ → ℂ, where 퐲 now corresponds to the 12 parameters
푛Au푖 , 휅Au푖 , 푛
Ag
푖 , 휅
Ag
푖 , 푖 = 0, 1, 2. We apply the adaptive LejaAlgorithms 1 and 2 to construct polynomial approximations
of the numerical model 푆̃(푓, 퐲). As in the single frequency
case, we employ the error metrics (91) and (92) on a cross-
validation set of푁cv = 103 sample points. Results are given
in Table 4 and Fig. 19. We additionally construct isotropic
Smolyak sparse-grids [97] using Gauss-Legendre nodes for
the 13-dimensional parameter space [푓min, 푓max] × Ξ. Com-paring the isotropic sparse grid approximation to the dimension-
adaptive one, the latter is found to be clearly superior in
terms of accuracy. According to Fig. 15 the conformal sausage
map is beneficial for the frequency parameter but not for
the material parameters. Therefore it is only applied for the
frequency. However, it still yields a noticeable improve-
ment. Exploiting the adjoint error indicator (73) either in-
creases the accuracy or decreases the computational costs
further. Finally, we obtain a very accurate surrogate model
using 2000 polynomials and only 307 sparse LU decompo-
sitions. Cross-validation indicates that the parametric error
is slightly below the FE discretization error.
Using the accurate polynomial model 푆̃(푓, 퐲(푖)) (Table
4, last row), we perform UQ for the resonance (99b). After
drawing푁MC = 106 sample points {퐲(푖)}푁MC푖=1 from the jointPDF,we obtain푁MC univariate polynomials 푆̃ ∶ [푓min, 푓max]→
ℂ. For each polynomial, we solve the minimization problem
(99b) using SQP [87, Chapter 18]. In order to ensure that the
global minimum is found, one can restart the algorithm with
different initial values. For this particular model, 푛init = 3different initial values at {400, 415, 430} THz are used.
As an illustration, Fig. 20 shows the frequency response
and the resonance frequency for 10 random realizations of
the input parameters. Table 5 presents expected values and
standard deviations for the resonance frequency 푓res, as well
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Figure 20: Frequency response for 10 random parameter real-
izations 퐲(푖). Dots illustrate resonances.
Table 5
UQ for the resonance of the S-parameter in a narrow frequency
range: Expectation, standard deviation and failure probability,
i.e. res = 푃 (|푆res| ≥ 0.7).
피
√
핍 res|푆res| 0.683 0.026 32.6%
푓res [THz] 413.822 0.484 –
as the corresponding S-parameter value |푆res|. Additionally,we estimate the failure probability res = 푃 (|푆res| ≥ 0.7).All results are computed using Monte Carlo estimators with
푁MC = 105 sample points of the surrogate model. The re-
sults underline that the uncertainty in the input parameters
affects the computed resonance.
5. Conclusion
In this work we presented an efficient method to quantify
uncertainties of the scattering parameter, assuming a mod-
erately large number of input RVs. Dimension adaptivity
in combination with an adjoint-error indicator and confor-
mal maps are confirmed to be a promising technique to delay
the curse-of-dimensionality, even in presence of poles in the
complex plane. For the considered FE model of an optical
grating coupler, the comparison of the proposed Leja algo-
rithm with total degree gPC and isotropic Smolyak sparse
grids shows significant gains in both accuracy and computa-
tional costs. In particular, with the adaptive scheme we were
able to consider up to 17 parameters and achieve an accuracy
of ≈ 10−3.
In order to perform efficient UQ for the resonance of
frequency-dependent scattering parameters, a polynomial sur-
rogatemodel was created by treating the excitation frequency
as an additional parameter. Exploiting that the surrogate
model can be inexpensively evaluated, all statistical mea-
sures were then calculated by Monte Carlo estimators which
only require square integrability. It was further observed
that, in the multivariate case, the maximum of the Fourier
coefficients with fixed total degree, decays fast, at least sub-
exponentially. This indicates smoothness of the output with
respect to the input parameters and underlines that polyno-
mial approximations are well-suited for this model, at least
for moderate sizes of the parameter variability and frequency
range. To consider wider frequency ranges with possible
poles in combination with large geometric uncertainties, a
combination of polynomial and rational approximations is a
topic of future research.
For the considered optical grating coupler, according to
Sobol-sensitivitymeasures, geometrical parameters have been
found to be the dominant source of input uncertainty. Al-
though the modeling of their probability distributions could
not be based on measurement data yet, this conclusion is
substantiated by the very conservative choice of geometri-
cal standard deviations.
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A. Floquet boundary condition
To truncate the structure in the non-periodic direction
at Γ푧+ , a Floquet absorbing boundary condition can be de-rived by splitting the electric field in the unbounded, homo-
geneous region 푧 ≥ 푧+ as
퐄 = 퐄inc + 퐄sc, (100)
where 퐄inc and 퐄sc represent the known incident field and
the unknown scattered field, respectively. As derived in [98,
Chapter 3] and [99, Chapter 12.2.1], the scattered field 퐄sc
can be represented as an infinite series of Floquet modes
퐄sc =
∑
푚,푛∈ℤ
훼∈{TE, TM}
푐훼,푚푛퐄훼,푚푛푒−푗휅푚푛(푧−푧
+), (101)
where
퐄TE,푚푛 ∶=
푒−푗
(
푘푥푚푥+푘푦푛푦
) (
푘푦푛퐞푥 − 푘푥푚퐞푦
)
√
푑푥푑푦
√
푘2푥푚 + 푘2푦푛
,
퐄TM,푚푛 ∶=
푒−푗
(
푘푥푚푥+푘푦푛푦
)(
푘푥푚퐞푥 + 푘푦푛퐞푦 −
푘2푥푚+푘
2
푦푛
휅푚푛
퐞푧
)
√
푑푥푑푦
√
푘2푥푚 + 푘2푦푛
,
with
푘푥푚 ∶= 푘inc푥 +
2휋푚
푑푥
, (102)
푘푦푛 ∶= 푘inc푦 +
2휋푛
푑푦
, (103)
휅푚푛 ∶=
√
푘20 − 푘
2
푥푚 − 푘2푦푛. (104)
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Thereby, we distinguish between transverse electric (TE)modes
퐄TE,푚푛 and TMmodes퐄TM,푚푛, fulfilling퐄 ⟂ 퐞푧 and퐇 ⟂ 퐞푧,respectively. There exists only a finite number of propagat-
ing modes, i.e. 휅푚푛 ∈ ℝ, depending on the wavenumber 푘0,the angles of incidence 휃inc, 휙inc and the dimensions 푑푥, 푑푦of the unit cell.
We introduce the operators 휋t [퐮] ∶= 퐞푧×퐮 and 휋T [퐮] ∶=
(퐞푧 × 퐮) × 퐞푧 such that
휋t
[
퐇훼,푚푛푒−푗휅푚푛(푧−푧
+)
]
= 휋t
[
푗
휔휇
∇ ×
(
퐄훼,푚푛푒−푗휅푚푛(푧−푧
+)
)]
= −푌훼,푚푛휋T
[
퐄훼,푚푛푒−푗휅푚푛(푧−푧
+)
]
,
with
푌훼,푚푛 ∶=
{휅푚푛
휔휇 for 훼 = TE,
휔휖
휅푚푛
for 훼 = TM.
The incident plane wave퐄inc corresponds to the lowest order
Floquet modes 퐄훼,00 with modal admittance 푌 inc
휋t
[
퐇inc
]
= 푌 inc휋T
[
퐄inc
]
, (105)
푌 inc ∶=
⎧⎪⎨⎪⎩
√
휖 cos(휃inc)√
휇
for 훼 = TE,√
휖√
휇 cos(휃inc)
for 훼 = TM.
(106)
By taking the cross product of the curl of (100) with 퐞푧,the magnetic field above the structure is expressed as
휋t [퐇] +
∑
푚,푛∈ℤ
훼∈{TE, TM}
푐̃훼,푚푛푌훼,푚푛휋T[퐄훼,푚푛푒−푗휅푚푛(푧−푧
+)]
= 2푌 inc휋T
[
퐄inc
]
.
(107)
For any 퐮, 퐯 ∈ (퐿2(Γ푧+ ))3, the space of square-integrablecomplex vector functions on Γ푧+ , we introduce the innerproduct
(퐮, 퐯)Γ푧+ ∶= ∫Γ푧+ 퐮 ⋅ 퐯
∗ d퐱, (108)
where the superscript ∗ denotes complex conjugation. Due
to the orthogonality of the modal basis, i.e.(
휋T
[
퐄TE,푚푛
]
, 휋T
[
퐄TE,푖푗
])
Γ푧+
= 훿푚푖훿푛푗 (109a)(
휋T
[
퐄TM,푚푛
]
, 휋T
[
퐄TM,푖푗
])
Γ푧+
= 훿푚푖훿푛푗 , (109b)(
휋T
[
퐄TE,푚푛
]
, 휋T
[
퐄TM,푖푗
])
Γ푧+
= 0, (109c)
where 훿 denotes the Kronecker delta, the unknown coeffi-
cients 푐̃훼,푚푛 ∈ ℂ of the modal expansion (107) can be ob-tained as
푐̃훼,푚푛 =
(
휋T [퐄] , 휋T
[
퐄훼,푚푛
])
Γ푧+
=
(
휋T
[
퐄inc
]
, 휋T
[
퐄훼,푚푛
])
Γ푧+
+
(
휋T
[
퐄sc
]
, 휋T
[
퐄훼,푚푛
])
Γ푧+
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
=푐훼,푚푛
.
(110)
Equation (107) represents the boundary condition to be
imposed on Γ푧+ . In practice, the infinite sum of Floquetmodes is truncated to−푚max ≤ 푚 ≤ 푚max,−푛max ≤ 푛 ≤ 푛max.In that case we obtain a boundary condition in the form
of (6e) with
 inc = 2푌 inc휋T [퐄inc] , (111)
(퐄) = ∑|푚|≤푚max|푛|≤푛max
훼∈{TE, TM}
푐̃훼,푚푛푌훼,푚푛휋T[퐄훼,푚푛], (112)
Further simplifications are possible if the dimensions of
the unit cell are small enough, such that only the fundamen-
tal modes 퐄훼,00 propagate, and the boundary Γ푧+ is placedsufficiently far away from the structure, such that all higher
order modes are attenuated to a negligible amplitude. In this
case, the fundamental mode is of particular interest and we
may omit all evanescent higher order modes in (112). In
particular, we can employ the first-order absorbing bound-
ary condition [15, Chapter 13.4.1], i.e. (6e) with
(퐄) = − 퐤inct
휔휇푘inc푧
(
퐤inct ⋅ 휋T [퐄]
)
−
푘inc푧
휔휇
휋T [퐄] , (113)
where 퐤inct ∶= 휋T[퐤inc].The corresponding terms in the boundary conditions of
the dual problem (71) are given as
 = − 푗
휔휇0
휋T
[
퐄훼,푚푛
]
, (114)
and either
 = − ∑
훼,푚,푛
푑̃∗훼,푚푛푌
∗
훼,푚푛휋T[퐄훼,푚푛], (115)
where 푑̃훼,푚푛 = (휋T[퐄훼,푚푛], 퐳T)Γ푧+ , if (112) is used for theprimal problem, or
 = 퐤inct
휔휇0푘inc푧
(
퐤inct ⋅ 퐳T
)
+
푘inc푧
휔휇0
퐳T. (116)
if lowest order Floquet boundary conditions (113) are em-
ployed in (6).
B. Details on FE discretization
The mesh is assumed to be periodic, i.e. the surface
meshes on Γ푥+ and Γ푥− , as well as on Γ푦+ and Γ푦− , are re-spectively identical. Without loss of generality we further
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assume the vector of coefficients
퐜 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
퐜inner
퐜Γ푧+
퐜Γ푧−
퐜Γ푥+
퐜Γ푥−
퐜Γ푦+
퐜Γ푦−
퐜Γ푥+∩Γ푦+
퐜Γ푥−∩Γ푦+
퐜Γ푥+∩Γ푦−
퐜Γ푥−∩Γ푦−
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ ℂ푁ℎ (117)
to be ordered such that the boundary conditions imposed in
(9) can be expressed as
퐜 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
퐈 0 0 0 0
0 퐈 0 0 0
0 0 0 0 0
0 0 퐈 0 0
0 0 퐈푒−푗휓푥 0 0
0 0 0 퐈 0
0 0 0 퐈푒−푗휓푦 0
0 0 0 0 퐈
0 0 0 0 퐈푒−푗휓푥
0 0 0 0 퐈푒−푗휓푦
0 0 0 0 퐈푒−푗
(
휓푥+휓푦
)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
퐏
퐜dof
where we have introduced the reduced vector
퐜dof =
⎡⎢⎢⎢⎢⎢⎢⎣
퐜inner
퐜Γ푧+
퐜Γ푥+
퐜Γ푦+
퐜Γ푥+∩Γ푦+
⎤⎥⎥⎥⎥⎥⎥⎦
∈ ℂ푁DoF . (118)
of 푁DoF < 푁ℎ DoF and 퐈 denotes an identity matrix of ap-propriate size [15, Chapter 13.1.2].
Let 퐀 ∈ ℂ푁ℎ×푁ℎ and 퐟 ∈ ℂ푁ℎ be the system matrix and
right-hand side vector, which are obtained by using (11) in
(10), as well as Nédélec test functions. In case of using the
higher-order Floquet port boundary condition, i.e. (6e) with
(111), the boundary integrals lead to dense sub-blocks in the
matrix퐀, whereas (113) preserves the sparsity of the FEma-
trix. The quasi-periodic and PECboundary conditions (9) on
ansatz and test functions can be imposed conveniently using
the matrix 퐏 ∈ ℂ푁ℎ×푁DoF , leading to the reduced system
퐀dof = 퐏H퐀퐏퐜dof = 퐏H퐟 = 퐟dof, (119)
where 퐏H denotes the Hermitian transpose of 퐏. Functions
spanned by the reduced DoF form a proper subspace of (9).
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Figure 21: Convergence study of a gPC approximation using
pseudo-spectral projection and sparse Gauss quadrature.
C. Convergence study of gPC and sparse-grid
projection
Since the computational cost for a proper convergence
study in the 17-dimensional setting is too high, we restrict
us again to the two most sensitive parameters, i.e. 푡1, 푡2,and repeat the gPC convergence study with sparse Gaussian
quadrature. Again, we use a random cross-validation sam-
ple of size 푁MC = 1000 to compute the error (91). Results
are presented in Fig. 21. It can be observed that, similar to
Fig. 17, the error slightly increases up to order 3 before a
convergent behavior can indeed be observed.
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