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ABSTRACT
Graphene has emerged as an important two dimensional electron system with novel physical
properties due to its relativistic-like linear energy-momentum dispersion relation at low
energy. Alongside two dimensional electron systems in semiconductor heterostructures, it
has a rich set of integer and fractional quantum Hall states. Significant progresses have
been made recently, but a full understanding of these states is still lacking. The prevailing
approach for fractional quantum Hall effects in graphene has been the numerical exact
diagonalization. In this work, we develop a fermionic Chern-Simons effective theory for
Dirac fermions as a complement to the existing theories, and to bring new insights in our
understanding of the phenomena. In particular, we study the possibility for quantum Hall
plateaus at even-denominator filling factors.
We first construct a unitary Chern-Simons transformation to attach even number of
flux quanta to Dirac fermions. To deal with the four-fold spin-valley degeneracy, a set of
K-matrices is introduced. At even-denominator filling factors in the zeroth Landau level,
the fictitious magnetic field of the Chern-Simons field cancels the external magnetic field
on average. It is shown that the Chern-Simons field mediates an effective mutual statistical
interaction between composite Dirac fermions.
We further show the statistical interaction and Coulomb interaction favor the formation
of an exciton condensate. Quasi-particles at finite filling factors can be regarded as excita-
tions above the exciton condensate, and can be described as massive Dirac fermions. This
means a mass is generated dynamically for Dirac fermions. Different types of K-matrices
give rise to different mass gaps. The Chern numbers associated with different massive Dirac
band structures can be used to classify the K-matrices. With different K, we can describe
states at filling factor ν = ν˜,±(−1 + ν˜),±(−2 + ν˜) with ν˜ < 1.
In the last part of the thesis, we study the pairing instability of the composite Dirac
fermion liquid. We show the statistical interaction drives a complex p-wave pairing among
the quasi-particles. As long as the Coulomb pair breaking effect is weak, the system can
develop a superconducting energy gap, thus form a fractional quantum Hall state.
To my family.
ACKNOWLEDGEMENTS
I am deeply indebted to my thesis advisor, Prof. Ziqiang Wang, for his continuous
guidance and tireless support during my years at Boston College. I benefited greatly from
his insight in physics. Without his patience, encouragement and the numerous discussions
with him, I would not be able to make breakthroughs in this thesis. I would like to express
my sincere gratitude to Prof. Yue Yu at ITP, Chinese Academy of Sciences. His lectures
at Boston College led me into the world of fractional quantum Hall effects. His guidance
and insight were a great resource for me during our collaboration.
I would like to thank Prof. Hong Ding and Prof. Vidya Madhavan. I enjoyed and
learned a lot from the joint group meetings with them and their group members. I am also
grateful to Prof. David Broido and Prof. Willie Padilla for their time and effort to serve
on my committee. I thank Professors Broido, Bakshi, Kalman, Kempa, Madhavan, Engel-
brecht, and Uritam for their help and direction when I worked as their teaching assistant.
My special thanks go to Prof. Di Bartolo for his help, kindness and encouragement.
I am grateful for my friends and fellow students I met at Boston College. I would like
to thank Sen Zhou, Chunhua Li, Meng Gao, Liang Niestemski and Yuanming Lu for their
collaboration and discussions in physics as group members. I thank Sen Zhou, Chunhua
Li, Zhihui Pan, Yiming Xu, Jihua Ma, Changjin Lee for their help and encouragement in
various circumstances. With their friendship, I had a very pleasant and joyful life during
my stay at Boston College.
I give my most sincere gratitude to my wife, Jie Zhang, for her great support, encour-
agement, and patience. I am also indebted to my parents for their long lasting support
during all the years.
vii
Contents
1 Physics of Graphene 1
1.1 Band Structure of Graphene and Dirac Fermions . . . . . . . . . . . . . . . 2
1.2 Electrodynamics of Dirac Fermions . . . . . . . . . . . . . . . . . . . . . . 10
2 Quantum Hall Effects 17
2.1 Laudau Levels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2 Integer Quantum Hall Effect . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.3 Integer Quantum Hall Effects in Graphene . . . . . . . . . . . . . . . . . . 29
2.4 Fractional Quantum Hall Effects . . . . . . . . . . . . . . . . . . . . . . . . 32
2.5 Moore-Read Pfaffian State . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.6 Fractional Quantum Hall Effects in Graphene . . . . . . . . . . . . . . . . 39
3 Fermionic Chern-Simons Theory for Dirac Fermions 50
3.1 Introduction to Chern-Simons Field . . . . . . . . . . . . . . . . . . . . . . 51
3.2 Chern-Simons Theory for Dirac Fermions . . . . . . . . . . . . . . . . . . . 55
3.3 Statistical Interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
viii
4 Normal State and Dynamical Mass Generation 68
4.1 Massless and Massive Dirac Fermion Fields . . . . . . . . . . . . . . . . . . 69
4.2 Dynamical Mass Generation . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.3 Topological Classification of K-matrices . . . . . . . . . . . . . . . . . . . . 78
5 Paired Quantum Hall States 85
5.1 Gap Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.2 Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
6 Concluding Remarks 93
A Landau Level Screening 96
ix
List of Figures
1.1 The honeycomb lattice structure of graphene. The lattice can be separated
into two triangular sublattices denoted as A and B. a1 and a2 are the lattice
vectors. Each unit cell (enclosed by a1, a2 and the dashed lines) contains
two carbon atoms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Band structure of graphene. Top: The hexagonal Brillouin zone of graphene
with a contour plot of the valence band. Bottom: full band structure. The
conduction band and valence band touch at the six corners of the Brillouin
zone. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1 Experimental setup for measuring Hall effects. A strong magnetic field is
applied perpendicularly to the two dimensional sample. A typical setup
contains a source (S) terminal and a drain (D) terminal which are connected
to an external power supply. Another four terminals are used to measure
the longitudinal voltage VL and Hall voltage VH . The conductivity tensor
can be determined from measured voltages and the current. . . . . . . . . . 25
x
2.2 Integer quantum Hall effects in GaAs/AlGaAs heterostructure. Adapted
from Ref. [7]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.3 Integer quantum Hall effects in graphene. Adapted from Ref. [5]. . . . . . . 30
2.4 Fractional and integer quantum Hall effects in GaAs/AlGaAs heterostruc-
ture. Ref. [28] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.5 Fractional quantum Hall plateaus observed in graphene on boron nitride
substrates. Ref. [59]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.6 Fractional quantum Hall plateaus observed in suspended graphene with tem-
perature T ∼ 1.7K. ν = 1/3 state can be seen clearly, as well as some weak
feature at ν = 1/2 and 2/3. Ref. [59]. . . . . . . . . . . . . . . . . . . . . . 42
3.1 Pictorial representation of composite particles. In the Chern-Simons ap-
proach, each electrons is attached with certain number of flux quanta. The
number of flux quanta is chosen to cancel the external magnetic by the mag-
netic field from these flux quanta. . . . . . . . . . . . . . . . . . . . . . . . 52
4.1 Numerical result for K1. The mass gaps is measured in the unit of ~vFkF
with g = 0.3 and φ˜ = 2. Due to the exchange effect, the four-fold spin-valley
degeneracy is lifted. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.2 Schematic plot of the spin-down CDF bands before and after exciton con-
densation (EC) and exchange induced polarization. . . . . . . . . . . . . . 78
xi
4.3 The difference between the K matrices is reflected in the signs of the exciton
mass gaps. K1 leads to opposite masses for the two spin projections and
therefore describes the ν = 1/φ˜ state (top panel). K2 has one component
with a different sign, corresponding to the filling factor ν = −1+1/φ˜ (middle
panel). K3 results in the same sign of mass for all bands, leading to the filling
factor ν = −2 + 1/φ˜ (bottom panel). . . . . . . . . . . . . . . . . . . . . . 81
5.1 (a) The dynamical masses mRk and mLk in the chiral p-wave paired state.
The corresponding exciton masses in the normal state are very close and
drawn in dashed lines. (b) Solution of the BdG equation for the pairing
gap function ∆k, the condensate amplitude fk = u
∗
kvk, and the momentum
distribution function nk. (c) The composite Dirac fermion dispersion in
the normal state and that of quasiparticle excitations in the paired state;
(d) Pairing wave functions (unnormalized) in real space. All results are for
φ˜ = 2 and g = 0.3 with a momentum cutoff Λ = 2kF . Due to valley splitting,
the Fermi vector is kRF =
√
2kF . . . . . . . . . . . . . . . . . . . . . . . . . 91
xii
List of Tables
4.1 Classification of K-matrices by the signs of mass terms for positive filling
factor ν˜. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
xiii
Chapter 1
Physics of Graphene
The infinite possibilities for the quantum states of electrons, atoms, and their mutual in-
teractions lead to countless remarkable macroscopic quantum states of matter. A few
representative examples are superconductivity, superfluidity, and fractional quantum Hall
effects. Condensed matter physics deals not only with the understanding of the micro-
scopic mechanism behind macroscopic experimental phenomena, but also with finding and
engineering new types of materials with novel physical properties. One such example is
graphene. Long before the fabrication of graphene samples [1], there were already pro-
posals to realize novel physical phenomena in graphene, such as parity anomaly [2, 3] and
relativistic quantum Hall effects [4]. Another example is topological insulator [5] which was
first proposed theoretically, then realized experimentally.
This chapter focuses on the band structure and electronic properties of graphene.
We will also discuss one interesting interplay of graphene physics and that of the two-
1
dimensional quantum electrodynamics which will play an interesting role in our under-
standing of quantum Hall effects in graphene.
1.1 Band Structure of Graphene and Dirac Fermions
Graphene consists a single atomic layer of carbon atoms packed into a honeycomb lattice
structure (Fig. 1.1). The formation of this particular two-dimensional structure can be
understood from the carbon electron configuration 2s22p2 and the chemical bond formed
from this configuration. Due to the sp2 hybridization of the 2s, 2px and 2py orbitals, three
of the four valence electrons participate in the formation of the covalent planar trigonal
σ bonds with nearby carbon atoms. The distance a between two neighboring sites is
approximately 1.42A˚. The remaining electron can hop to other carbon sites through the
overlap of the 2pz orbitals. The energy band of the electrons in the 2pz orbital is where all
the interesting physics comes from.
The honeycomb lattice structure is bipartite, meaning it can be divided into two inter-
twining triangular lattices. Therefore the unit cell of graphene contains two carbon atoms.
These two triangular lattices are usually designated as A-sublattice and B-sublattice as
shown in Fig. 1.1. The two lattice vectors are given by
a1 =
(√
3
2
a,
3
2
a
)
, (1.1)
a2 =
(√
3
2
a,−3
2
a
)
. (1.2)
2
a1
a2
A
B
Figure 1.1: The honeycomb lattice structure of graphene. The lattice can be separated
into two triangular sublattices denoted as A and B. a1 and a2 are the lattice vectors. Each
unit cell (enclosed by a1, a2 and the dashed lines) contains two carbon atoms.
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The corresponding reciprocal lattice vectors are
b1 =
(
2pi√
3a
,
2pi
3a
)
, (1.3)
b2 =
(
2pi√
3a
,−2pi
3a
)
, (1.4)
with the property ai · bj = 2piδij. From the reciprocal lattice vectors we can construct the
Brillouin zone which is hexagonal as shown in the top panel of Fig. 1.2.
The first band structure calculation for graphene can be traced back to the work of
Wallace [6] in 1947 where a tight-binding model was developed based on the fact that
the 2pz orbitals have weak overlap between carbon sites. The tight-binding model can be
written as:
Htb = −t
∑
<ij>,σ
(
a†i,σbj,σ + b
†
j,σai,σ
)
, (1.5)
where a†i,σ, b
†
j,σ are electron creation operators with spin σ on nearest-neighbor lattice sites
from A-sublattice and B-sublattice respectively, and t ≈ 2.8eV is the hopping energy.
Employing Fourier transform and diagonalization, the energy bands are given by
(k) = ±t
√
1 + 4 cos2
kya
2
+ 4 cos
kya
2
cos
kx
√
3a
2
. (1.6)
A plot of the bands is shown in Fig. 1.2. The band structure clearly has a particle-hole
symmetry, this follows directly from the fact that Htb is invariant under the particle-hole
transformation:
ai,σ → a†i,σ,
bi,σ → −b†i,σ. (1.7)
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Since the number of crystal momenta is equal to the number of unit cells, and each unit
cell has two electrons, the valence band is completely filled while conduction band is empty.
This is similar to a band insulator where each unit cell has even number of electrons. The
difference is that an insulator has a band gap between valence band and conduction band,
while graphene is gapless. It should be noted that near the top of the valence band, the
density of state vanishes linearly. For this reason, graphene is said to be a semi-metal.
Because when the valence band is completely filled, the graphene sample is charge neutral,
this state is also called charge neutral state, and the charge density is usually measured
relative to this state. The conduction band and valence band touch as the six corners
of the Brillouin zone. The states at the six corners are exactly at zero energy due to the
particle-hole symmetry. The six points at the Brillouin zone corners are not all independent.
They can be grouped into two triplets in an alternating pattern. Points within a triplet
are equivalent since they can be connected by reciprocal lattice vectors. It is therefore
sufficient to consider two points which we take to be K± = (±4pi/3
√
3a, 0).
Near K±, the energy bands have a conical structure (Fig. 1.2) so that the energy-
momentum dispersion relation is linear, i.e., k = vF |k|. This result can be obtained by
expanding Eq. 1.6 near K± using k = K± + q with the condition |q|  |K±|. From the
expansion, vF = 3ta/2 ≈ 106m/s. It is this linear energy-momentum dispersion relation
leads to the fascinating physics of graphene. From relativistic quantum mechanics we know
that massless Dirac particles obey this linear dispersion. Indeed, at low energy, the quasi-
particles in graphene can be described by Dirac equation. This low energy effective theory
5
Figure 1.2: Band structure of graphene. Top: The hexagonal Brillouin zone of graphene
with a contour plot of the valence band. Bottom: full band structure. The conduction
band and valence band touch at the six corners of the Brillouin zone.
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can be obtained [2] by linearizing the tight-binding model near K±. For this reason, K±
are called Dirac points. In the literature, the region near the Dirac point is also referred
to as valley following the convention used in semiconductor physics. The valley degrees
of freedom, together with spin degrees of freedom lead to four-fold degeneracy for Dirac
fermions in graphene. Under time reversal, k is transformed to −k. Since K+ = −K−,
they form a Kramers pair. This implies that Dirac fermions at the two valleys are related
by time reversal. The system is also invariant under the parity operation (x, y)→ (−x, y)
where K+ and K− is also exchanged.
The Hamiltonian for Dirac fermions in graphene can be written as
H0 = −i
∑
s
~vF
∫
d2xψ†s(x)

0 ∂x − i∂y 0 0
∂x + i∂y 0 0 0
0 0 0 − (∂x − i∂y)
0 0 − (∂x + i∂y)

ψs(x),
(1.8)
where s is the spin index. Because of the four-fold spin-valley degeneracy, this Hamiltonian
has SU(4) global symmetry. Clearly the Hamiltonian can be reduced to the summation of
the Hamiltonians of the two valleys labeled by R and L respectively,
H0 = HR0 +HL0
= −i~vF
∑
s
∫
d2xψ†Rs(x)σi∂iψRs(x) + i~vF
∑
s
∫
d2xψ†Ls(x)σi∂iψLs(x), (1.9)
where summation over the repeated spatial index i is implied, and ψ†s(x) = (ψ
†
Rs, ψ
†
Ls). The
7
energy eigenstates of the above Hamiltonians are given by
ψRk(x) =
1√
2V e
ik·x
eiθk
±1
 with k = ±~vF |k|,
ψLk(x) =
1√
2V e
ik·x
eiθk
∓1
 with k = ±~vF |k|, (1.10)
where θk = arctan ky/kx. Note for ψRk, the upper (lower) component of the spinor is the
wave function amplitude on A-sublattice (B-sublattice). For ψLk, the order is reversed.
In choosing such order, the Hamiltonian can be written in the standard form of Dirac
Hamiltonian. The positive energy eigenstates and negative energy eigenstates are related
by
ψ(E) = σ3ψ(−E),
this follows from the conjugation symmetry of the Hamiltonians of the two valleys:
σ3Hσ3 = −H.
This is a direct consequence of the particle-hole symmetry (Eq. 1.7) of the tight-binding
Hamiltonian (Eq. 1.5). This symmetry guarantees that for a positive energy state, there’s
a corresponding state with negative energy. The two species of Dirac fermions can be
distinguished by their helicity and chirality. Helicity is defined as the projection of pseudo-
spin along the direction of momentum, i.e., σ·pˆ. For a given positive energy, the eigenstates
of the two species satisfy σ · pˆψR = +ψR and σ · pˆψL = −ψL. This means Dirac fermions
in the K+ valley are right-handed (follows the right-handed rule) while these in K− valley
are left-handed. Chirality is defined below.
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For later convenience, it is necessary to introduce also the Lagrangian:
L0 = i
∑
s
~vF
∫
d3xψ¯s(x)γ
µ∂µψs(x), (1.11)
where µ = 0, 1, 2, and ψ¯(x) = ψ†(x)γ0. The γ-matrices are
γ0 =
 0 I
I 0
 , γi =
 0 −σi
σi 0
 ,
and they satisfy the Clifford algebra
{γµ, γν} = 2ηµν , (1.12)
with ηµν = diag{1,−1,−1}. In two spatial dimensions, the minimal representation is a
set of 2× 2 matrices where chirality is not defined. However, because of we now have two
species of Dirac fermions, we can define the chirality as in three spatial dimensions. To
define chirality, we need to introduce another γ-matrix, namely
γ5 = iγ0γ1γ2γ3 =
I2 0
0 −I2
 , (1.13)
where I2 is the 2× 2 identity matrix. For massless Dirac fermions, it is straightforward to
show that [H, γ5] = 0, meaning the chirality is conserved. When acting γ5 on the states
(ψRs, 0)
T and (0, ψLs)
T , the eigenvalues are 1 and −1 respectively. So these states are also
the eigenstates of γ5. Because of the vanishing commutator, the Hamiltonian is invariant
under the global transformation of the form ψ′(x) = eiγ
5θψ(x). This invariance is called
chiral symmetry. However, for Dirac fermions with a mass term such as mψ¯ψ, chirality is
no longer conserved for the simple reason that in a different inertia reference frame, the
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momentum of a massive Dirac fermion can be reversed and the handedness is therefore
changed. For this reason, if a mass is generated through interaction, the chiral symmetry
is said to be broken. The dynamical generation of a mass term is one of the main topics
we will cover.
1.2 Electrodynamics of Dirac Fermions
The emergence of two dimensional Dirac fermions in graphene provides us a laboratory
to study quantum electrodynamics in two dimensions (QED3). One of more interesting
physics is the emergence of Chern-Simons effective action in QED3 which is also known
as parity anomaly [7, 8]. This action shows that in the presence of a mass term, the Hall
conductance of the vacuum is quantized, and is thus directly related to the Chern number
derived from linear response theory [9]. However, in the massless limit, the term violates
parity symmetry and produces a current of anomalous parity. Here vacuum refers to the
state where all the negative energy states are filled and positive energy states are empty.
In fact, this is the origin of the anomalous quantum Hall effect for Dirac fermions.
Consider a single species of Dirac fermion coupled to electromagnetic vector potential
Aµ(x) with the action
S =
∫
d3x
(
iψ¯(x)γµ(∂µ − ieAµ)ψ(x)−mψ¯(x)ψ(x)
)
. (1.14)
For convenience, we set ~ = vF = 1. In this problem, the electromagnetic field is treated
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as background field. The following 2× 2 γ-matrices
γ0 = σ3,
γ1 = iσ2, (1.15)
γ2 = −iσ1,
is one of the representations of the Clifford algebra. The Hamiltonian in this representation
is exactly HR0 in Eq. 1.9. In this section, we will work exclusively with the 2× 2 represen-
tation since we are primarily interested in a single species of Dirac fermion. In addition to
the Clifford algebra (Eq. 1.12), it can be verified using the above representation that the
γ-matrices have the important properties
tr (γµγνγρ) = −2iµνρ, (1.16)
γµγν = ηµν − iµνργρ, (1.17)
where µνρ is the total antisymmetric tensor.
Given the action, the currents can be determined by jµ = δS/δAµ. It is therefore
desirable to integrate out the fermions and get an effective action for the vector potential.
Once we have the effective action, it is straightforward to calculate the electromagnetic
11
properties of the Dirac fermions. In the path-integral formalism,
Z =
∫
DψDψ¯DAµeiS[ψ,ψ¯,Aµ]
=
∫
DAµdet
(
i/∂ + e /A−m)
=
∫
DAµ exp
(
tr ln
(
i/∂ + e /A−m))
=
∫
DAµ exp
(
tr ln
(
i/∂ −m)+ tr ln(1 + e /A
i/∂ −m
))
.
In the last line of the above equation, the first term in the exponential function is simply the
path-integral of free Dirac fermion which is a constant. The second term can be evaluated
using the expansion ln(1 + x) = x− x2/2 + x3/3− x4/4 + . . ., i.e.,
Seff = −itr e
i/∂ −m /A+ i
1
2
tr
(
e
i/∂ −m /A
e
i/∂ −m /A
)
+ . . . .
It has been shown [7] that the current is only given by the quadratic term, so we only need
to evaluate the second term. This can be done in momentum space as follows,
SCSeff = i
1
2
tr
∫
d2x 〈x| e
i/∂ −m /A
e
i/∂ −m /A|x〉
= i
1
2
tr
∫
d2k
(2pi)2
∫
d2p
(2pi)2
∫
d2x 〈x| |p〉 〈p| e
i/∂ −m /A
e
i/∂ −m /A |k〉 〈k| |x〉 . (1.18)
The Chern-Simons term arises from the identity Eq. 1.16, so only the term that contains
tr(γµγνγρ) needs to be calculated. The final result is
SCSeff =
m
|m|
e2
8pi
∫
d3xµνρAµ∂νAρ. (1.19)
By variation of the action with respect to Aµ and using the relation ji = σijEj, one can
identify the conductivity tensor:
σij = sgn(m)
1
2
e2
h
δij. (1.20)
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The diagonal components of the conductivity tensor are zero, while the off-diagonal com-
ponents, i.e., Hall conductivity are quantized. This is similar to the integer quantum Hall
effect. The roots of the phenomenon are: 1) the energy gap between filled Dirac sea and
excitations above the Dirac sea leading to an insulating state with σxx = 0; 2) the spec-
trum asymmetry of positive energy and negative energy states. The spectrum asymmetry is
caused by the mass term, since a mass term breaks the conjugation symmetry {H, σ3} = 0,
meaning the positive energy states and negative energy states no longer have a one to one
correspondence. It follows that the contributions to Hall conductivity from particle states
and hole states cannot be canceled exactly resulting a nonzero Hall conductivity. We will
have a better understanding of this point in the discussion of integer quantum Hall effects.
Viewing from this point of view, it is clear that the sign of the Hall conductance will depend
on the sign of the mass since it determines the form of the asymmetry.
One disturbing fact arises when one attempts to determine the electromagnetic response
of massless Dirac fermions by taken the limit m → 0. The final result will depend on the
sign of mass. Note that a mass term is necessary to deal with the divergence of the integrals
in Eq. 1.18. This anomaly is called parity anomaly because the mass term, and thus the
effective Chern-Simons action, for a single species of two dimensional Dirac fermion violates
parity or time reversal. On the other hand, lattice electrons obviously do not violate discrete
symmetries such as parity and time reversal. Indeed, there’s a no-go theorem [10] proved by
Nielsen and Ninomiya which states that Dirac fermions emerge from the continuum limit of
a lattice theory with locality and unbroken discrete symmetries must contain equal number
13
of left- and right-handed fermions. This theorem is also referred to as fermion doubling
theorem since it dictates the species of Dirac fermions to be even. Graphene certainly
satisfies the conditions of this theorem so it does have two Dirac cones in low energy. As
long as neither parity nor time reversal is broken, the signs of the mass terms must be
opposite for even number of Dirac fermions. This fact implies the Chern-Simons terms will
also have opposite signs and sum to zero. Mathematically, this is also manifested in the
fact tr(γµγνγρ) = 0 for the 4× 4 representation of the Clifford algebra.
Interestingly, this no-go theorem indicates that it is possible to have exotic states if
certain symmetry is broken. One important example is the Haldane model [3] for spinless
electrons on the honeycomb lattice. In addition to the nearest-neighbor hopping, Haldane
introduced a complex next nearest-neighbor hopping which breaks time reversal symme-
try (complex hopping amplitude) and the particle-hole symmetry (next nearest-neighbor
hopping violates Eq. 1.7):
HHaldane = −t1
∑
<ij>
(
a†ibj + b
†
jai
)
− t2
∑
<<ij>>
(
ia†iaj − ia†jai + ib†ibj − ib†jbi
)
.
In the continuum limit, the broken particle-hole symmetry leads to a mass term for each
species of Dirac fermion; the broken time reversal symmetry is manifested by the fact that
the two mass terms have the same sign under our convention. Remarkably, the emergent
Chern-Simons terms for the two species of Dirac fermions now have the same sign. The
Hall conductance is thus σxy = sgn(m)e
2/h. This is possible because the time reversal
symmetry is broken which violates the condition of the no-go theorem. A time reversal
invariant extension of the Haldane model is the Kane-Mele model [11] for two-dimensional
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topological insulator which can be thought as two copies of the Haldane model, each is a
time reversal mirror image of the other one. This phenomenon will also play an important
role in our work as explained later.
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Chapter 2
Quantum Hall Effects
Quantum Hall effect was discovered [1] by von Klitzing, Dorda and Pepper in 1980. This
beautiful phenomenon occurs in the setting of two-dimensional electron systems in high
magnetic fields and at low temperatures. It was found that under certain conditions the Hall
conductivity is quantized as an integer multiple of e2/h and the longitudinal conductivity
drops to zero. More surprisingly, Tsui, Stormer and Gossard found [2] in 1982 that the
Hall conductivity can even be fractional numbers under extreme conditions. This latter
phenomenon is called fractional quantum Hall effect (FQHE) and is caused by the strong
mutual interaction between electrons. Integer quantum Hall effects and fractional quantum
Hall effects are perhaps the first few topological phenomena which are beyond the Landau
paradigm of symmetry breaking as the fundamental principles of condensed matter physics.
The understanding of these phenomena paved way for our understanding of other exotic
macroscopic phenomena.
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In this chapter, we review the physics related to the quantum Hall effects in general,
and theoretical and experimental studies on the fractional quantum Hall effects in graphene
in particular.
2.1 Laudau Levels
When an electron confined in a two-dimensional plane is subjected to a strong magnetic
field B perpendicular to the plane of motion, classically it will move in a circular orbit due
to Lorentz force. This is also called cyclotron motion. From Bohr-Sommerfeld quantiza-
tion condition, the cyclotron orbit for Bloch electrons satisfies the following semi-classical
condition [3, 4]:
S() =
2pi
l2B
(
n+
1
2
− γ
2pi
)
. (2.1)
S() is the momentum space area enclosed by the cyclotron orbit for a given energy, and
lB =
√
~/eB is the magnetic length. The most interesting part is γ, which is the Berry
phase accumulated when an electron moves around its closed orbit. For parabolic band
structure, γ = 0. However, if the band energy is linear in k, the electron acquires a nonzero
Berry phase with γ = pi [4] which is the case for graphene. In graphene, this Berry phase
has been confirmed [5,6] by measuring Shubnikov-de Haas oscillations.
An interesting fact is that we can obtain the Landau level energy from this semi-
classical expression. For classical electrons, the energy-momentum dispersion is given by
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(k) = ~2k2/2m. With S() = pik2 and γ = 0, we have the energy levels
Ecn =
~2
ml2B
(
n+
1
2
)
= ~ωc
(
n+
1
2
)
, (2.2)
where ωc = eB/m. For graphene, (k) = ±~vFk and γ = pi, so the energy levels are given
by
En = ±~vF
lB
√
2n. (2.3)
The full quantum states can be obtained by solving Schro¨dinger equation for classical
electrons or Dirac equation for graphene electrons. There are two popular gauge choices
for vector potentials: Landau gauge with A = B(0,−x) and symmetric gauge with A =
B/2(y,−x). Here the magnetic field is opposite to the zˆ-direction, i.e., B = −Bzˆ. Landau
gauge is suitable if the geometry is a torus or a ribbon. Symmetric gauge is convenient
for circular geometry. The Hamiltonian for classical electron with vector potential A and
electron charge −e is
Hc = − ~
2
2m
((
∂x + i
e
~
Ax
)2
+
(
∂y + i
e
~
Ay
)2)
.
In Landau gauge, the Hamiltonian is translational invariant along y-axis. The eigen-
states can be written as ψk(x, y) = φ(x)e
iky. The time independent Schro¨dinger equation
can be simplified as
− ~
2
2m
(
∂2x −
(
k − eB
~
x
)2)
φ(x) = Eφ(x). (2.4)
This is the familiar equation for harmonic oscillator with energy ~ωc(n+1/2) in agreement
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with Eq. 2.2, and the eigenstates are given by
ψnk(x) =
(
1
pil2B
)1/4
1√
2nn!
Hn
(
x− kl2B
l2B
)
exp
(
−(x− kl
2
B)
2
2l2B
)
eiky,
where Hn(x) is Hermite polynomial of order n. For the lowest Landau level (LLL) with
H0 = 1, the wave function is simply ψk ∝ e−(x−kl2B)2/2l2B+iky. Along x-axis, the wave function
is a Gaussian function centered at kl2B. For a given energy, there are a large number of
degenerate states labeled by k. The number of the states is determined by the sample size.
Suppose that the sample size is Lx×Ly. The allowed k values are k = 2pim/Ly determined
by imposing a periodic boundary condition along y-axis. The separation of two nearby
wave functions is thus l2B2pi/Ly, from which we conclude that the number of allowed states
are
Nφ =
Lx
l2B2pi/Ly
=
LxLy
2pil2B
=
BLxLy
h/e
. (2.5)
In the above line, BLxLy is the number of magnetic flux threading through the sample,
h/e is the flux quantum. So the number of degenerate states for a given energy is equal to
the number of magnetic flux piercing the sample.
In the literature on fractional quantum Hall effects, symmetric gauge has wider adop-
tion. To find Landau level wave functions in this gauge, we use an algebraic approach. For
convenience, we measure the length in the unit of lB. The Hamiltonian in symmetric gauge
becomes,
Hc = − ~
2
2ml2B
((
∂x + i
y
2
)2
+
(
∂y − ix
2
)2)
.
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Introduce the following operators:
D = −i 1√
2
(
2∂¯ +
z
2
)
, (2.6)
D† = −i 1√
2
(
2∂ − z¯
2
)
. (2.7)
where ∂ = (∂x − i∂y)/2. They satisfy the commutation relation
[D,D†] = 1.
This commutator means they can be regarded as destruction and creation operators for a
harmonic oscillator, respectively. We can rewrite the Hamiltonian in terms of D and D†
by observing,
∂x + i
y
2
= i
1√
2
(D +D†),
∂y − ix
2
=
1√
2
(D −D†).
The final result is
H = ~ωc
(
D†D +
1
2
)
.
From the physics of harmonic oscillator, we know the eigenvalues of the Hamiltonian is
again En = ~ωc(n+ 1/2). The ground state wave function 〈x|0〉c in real space can be find
by solving D |0〉c = 0, i.e., (
2∂¯ +
z
2
)
〈x|0〉c = 0.
The subscript c is used to indicate the eigenstates for classical particles, which should not
be confused with the eigenstates for Dirac fermions. The solution is
〈x|0〉c = P (z)e−
|z|2
2 ,
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where P (z) is any holomorphic polynomial. Higher energy eigenstates |n〉c can be obtained
by applying (D†)n on |0〉c. As discussed above, for a given energy level, the system has
a large amount of degenerate states. From another point of view, this is because of the
existence of another pair of conserved operators:
G = −i 1√
2
(
2∂ +
z¯
2
)
,
G† = −i 1√
2
(
2∂¯ − z
2
)
.
Classically these operators correspond to the guiding center coordinates of the cyclotron
orbit in the complex plane. Obviously, energy shall not depend where the center of the
orbit lies as manifested by the commutation relations [Hc, G] = [Hc, G
†] = 0. On the other
hand, [G,G†] = 1, meaning they also form the algebra for a harmonic oscillator or angular
momentum. Indeed, starting with the state with zero angular momentum, we have
〈x|0; 1〉c = G† 〈x|0; 0〉c =
i√
4pi
ze−
|z|2
4 .
The effect of G† is to raise the angular momentum by 1. A state in LLL with angular
momentum l can be constructed as
ψ0,l(x) =
(−iG†)n√
n!
1√
2pi
e−
|z|2
4 =
1√
2pi2ll!
zle−
|z|2
4 .
With the solution for classical particles, the Landau level problem for Dirac fermions can
be solved straightforwardly. Observe that the Dirac Hamiltonian for right-handed fermions
22
can be written as
HR = −i~vF
lB
 0
(
∂x + i
y
2
)− i (∂y − ix2)(
∂x + i
y
2
)
+ i
(
∂y − ix2
)
0

=
~vF
√
2
lB
 0 D†
D 0
 , (2.8)
where D† and D were introduced in Eq. 2.6. It is easy to check that the eigenstates of HR
take the form
|±n; l〉 = 1√
2
 |n; l〉c
± |n− 1; l〉c
 , (2.9)
with eigenvalues En = sgn(n)~vF/lB
√
2|n|. The solution for HL is similar, and it can be
shown that for a given energy, |n; l〉L = σ3 |n; l〉R because formally HR and HL differ by
an overall sign. As discussed before, the positive energy eigenstate |n; l〉 is related to the
negative energy eigenstate |−n; l〉 by |n; l〉 = σ3 |−n; l〉. In particular, the states with zero
energy must satisfy |0; l〉 = σ3 |0; l〉. This relation dictates one of the components of the
spinor to be zero. The solution in Eq. 2.9 shows that, for right-handed (left-handed) Dirac
fermion, the upper (lower) component is non-zero. It is worth of pointing out that the
wave function of zeroth Landau level for Dirac fermion is similar to the lowest Landau
level wavefucntion of classical electrons in that they are the form P (z)e−|z|
2/4 where P (z)
is holomorphic.
The difference between classical Landau levels and Dirac Landau levels is at least three-
fold: 1) Dirac fermions have negative energy eigenstates which are unbounded, the energy of
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classical electrons is bounded from below; 2) The eigenstates of Dirac fermions are spinors
since they have more internal structures than classical electrons; 3) The energy levels of
classical electrons are evenly spaced while Dirac fermion spectrum scales with
√
n with the
largest Landau level spacing lies between zeroth Landau level and first Landau levels.
2.2 Integer Quantum Hall Effect
Hall effect concerns with transport properties of charged particles in a magnetic field. A
schematic experimental setup is shown in Fig. 2.1. A magnetic field is applied perpendicu-
larly to the sample. The source and drain terminals are used to drive a current I through
the sample. The sample is also connected to four electrode terminals. The electric potential
difference measured along the direction of the current on the same side of the sample is
called the longitudinal voltage VL. The potential difference measured across the two sides
is the Hall voltage VH . The longitudinal and Hall resistance can be calculated as
RL =
VL
I
, RH =
VH
I
.
Classically, a non-zero Hall resistance results from the Lorentz force which deflects the
motion of electrons so that electrons accumulate on one sides of the sample to produce a
balancing transverse electric field.
Although Hall effect itself is not restricted to two-dimensional electron systems, quan-
tum Hall effects are intrinsically two-dimensional phenomena. Two-dimensional electron
gas can be created by restricting the motion of electrons in one direction, e.g., along z-axis,
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Figure 2.1: Experimental setup for measuring Hall effects. A strong magnetic field is
applied perpendicularly to the two dimensional sample. A typical setup contains a source
(S) terminal and a drain (D) terminal which are connected to an external power supply.
Another four terminals are used to measure the longitudinal voltage VL and Hall voltage
VH . The conductivity tensor can be determined from measured voltages and the current.
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using two potential barriers on the two ends. Quantum mechanically, the energy levels
along z-axis become discrete. At the same time, electrons are free to move in the xy-plane.
As long as electrons are confined in one energy level, it is effectively a two-dimensional
system. This requires the energy levels are well spaced and the temperature is low enough
to suppress thermal excitations. The traditional semiconductor devices are based on this
mechanism. Graphene is exceptional in that it is a two-dimensional system in nature.
Figure 2.2: Integer quantum Hall effects in GaAs/AlGaAs heterostructure. Adapted from
Ref. [7].
Fig. 2.2 shows a typical experimental result of integer quantum Hall effects in semi-
conductor heterostructure. Usually the magnetic field is in the range 3-15 Tesla and the
temperature is on the order of 1 K. This low temperature ensures the electron motion in
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z-direction is frozen. To understand the experiments, the important concept of filling factor
must be introduced. Filling factor is defined as the ratio of the number of electrons and
the number of magnetic flux piercing the sample, which can be expressed in the electron
number density ne and magnetic field strength B as
ν =
neh
eB
. (2.10)
The feature of an integer quantum Hall state is that, around integer filling factor ν, the Hall
resistivity develops a plateau-like shape with quantized value of h/νe2 and the transverse
resistivity essentially vanishes or has a deep dip. Remember that for a given Landau level,
the number of degenerate states equals exactly the number of flux quanta. Integer filling
factor means certain number of Landau levels are completely filled. When the Fermi level
lies in the gap between two consecutive Landau levels, it behaves like an insulator. In
reality, the sample contains impurities which broaden the Landau levels. However, these
states slightly away from the central Landau level are localized, and do not contribute to
the transport properties. As long as the Fermi level is placed at these localized states
(mobility gap), the longitudinal conductivity is zero. The plateaus are exactly caused
by the existence of the localized states since when the Fermi level moves in the mobility
gap, these populated localized states do not carry current. Note that when the transverse
resistivity is not zero, the longitudinal resistivity and conductivity can simultaneously be
zero.
The explanation for the quantized Hall conductivity was first given by Laughlin [8]
which is based on gauge invariance. Laughlin’s work was extended later by Halperin [9]
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who also demonstrated the existence of current-carrying chiral edge states. “Chiral” means
that the current carried by the edge states flows only in one direction and back scattering
is prohibited. The chirality can be attributed to the broken time reversal symmetry caused
by magnetic field. The topological nature of this quantization was revealed by Thouless,
Kohmoto, Nightingale and den Nijs [10]. They showed that the Hall conductivity is given
by a topological invariance, namely the Chern number.
The Laughlin argument goes as follows. Imagine a cylindrical geometry where y-axis is
wrapped into a circle. In the hole of the cylinder, we put a solenoid and adiabatically turn
on a flux quantum (h/e). Since a flux quantum can be gauged away, the Hamiltonian will
come back to its original form after the adiabatic process. What happens for the system
is that for a filled Landau level, an electron is transfered from one edge to the other edge.
To see this, observe that for an inserted flux φ, the change of the vector potential in the
Landau gauge is ∆Ay = φ/Ly. From Eq. 2.4, we see the change of vector potential can be
incorporated in k, i.e., k → k + eφ/~Ly. And since the wave function is centered at kl2B,
the flux causes the center to shift in the amount of eφl2B/~Ly. When the flux equals the
flux quantum, the center of a given wave function is shifted by 2pil2B/Ly which is exactly
the spacing between two nearest wave functions. As a result, the adiabatic process shifts
all the wave functions to their neighboring site, thus transfers an electron from one edge
to the other edge. From Faraday’s law, the voltage during the adiabatic process is given
by Vy = φ0/∆t where φ0 is the flux quantum h/e and ∆t is the duration. If there are n
completely filled Landau levels, there will be n electrons transfered, so the current is given
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by I = ne/∆t. The Hall conductivity is thus σxy = I/Vy = ne
2/h.
2.3 Integer Quantum Hall Effects in Graphene
Because of the particle-hole symmetry of graphene, near Dirac points, the charge carriers
change sign. This demands the Hall conductivity to vanish at charge neutrality. For this
reason, the filling factor for graphene must be defined relative to charge neutral state. At
charge neutrality, the zeroth Landau levels (ζLLs) are half filled. When a single ζLL is
completely full, the filling factor is 1/2. From this we can conclude the Hall conductivity
is given by
σxy = ±4
(
n+
1
2
)
e2
h
,
where the factor 4 is due to the four-fold spin-valley degeneracy. For more rigorous and
detailed derivation of this quantization rule, see Refs. [11–13]. This result was confirmed
experimentally [5,6] with a magnetic field around 10T. Fig. 2.3 shows one of the experimen-
tal result. It is remarkable that these integer quantum Hall effects can even be observed at
room temperature [14] due to the large Landau level spacing.
When there are degenerate states, we expect symmetry to be broken spontaneously in
the presence of strong interaction. The four-fold degeneracy (SU(4) symmetry) is indeed
broken under stronger magnetic field. Note that since the Coulomb energy is of the order
e2/lB, when B increases, lB will decrease leading to a stronger interaction. Experimentally,
it is found [15,16] that when B > 20T and the temperature at 1.4K, a new set of plateaus
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Figure 2.3: Integer quantum Hall effects in graphene. Adapted from Ref. [5].
appears at ν = 0,±1,±4. There are two main schools of theories for the explanation of the
Landau level splitting: quantum Hall ferromagnetism [17–19] and magnetic catalysis [20–
23]. A review and more references can be found in Ref. [24].
Quantum Hall ferromagnetism was originally developed [25] for bilayer integer quantum
Hall effects in semiconductor systems. The mechanism is that, due to strong Coulomb
repulsion and Pauli principle, the electron spins will align in the same direction so the
spatial wave function becomes anti-symmetric. For anti-symmetric wave functions, the
probability for two electrons occupy the same place vanishes, creating the so called exchange
hole and minimizing the Coulomb energy. The ferromagnetic states support very interesting
excitations such as magnons and skyrmions. The charged excitations which has opposite
spin or pseudo-spin projection will cost the exchange energy, which explains the activation
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gap observed experimentally. This exchange effect is enhanced by the fact that the kinetic
energy in Landau levels is frozen, formation of a ferromagnetic state will not cost more
kinetic energy compared with bands without magnetic field. In graphene, this mechanism
may break the SU(4) symmetry, leading to the observed plateaus at ν = ±1,±4.
Magnetic catalysis is based on the fact that the Dirac spectrum has particle-hole sym-
metry, the system can gain energy through the formation of particle-hole exciton pairs
where Coulomb interaction is attractive. This exciton state is, similar to quantum Hall
ferromagnetism, catalyzed by magnetic field which quenches the kinetic energy by forming
Landau levels so that formation of exciton pairs will not be penalized by large increase in
kinetic energy. In the exciton condensate, the excitations become massive. For this rea-
son, this is also called dynamical mass generation. The mass gap can be calculated using
Schwinger-Dyson equation or the method of effective potential developed in the context
of quantum electrodynamics. It is found that the dynamically generated mass gaps scale
with
√
B which is the same scaling as quantum Hall ferromagnetism. Furthermore, in the
strong coupling regime where Landau level spacing is comparable to Coulomb energy, the
mass gaps is of the order of Landau level spacing [21], i.e., ~vF/lB.
Although these two mechanisms have different order parameters, theoretically they can
co-exist [21,26] in the sense the two kinds of order parameters are both nonzero. In the case
of quantum Hall ferromagnetism, the order parameter is the magnetization. For magnetic
catalysis in the charge neutral state, the order parameter is the chiral condensate ψ¯ψ.
The coexistence is particularly transparent when only one of the four ζLLs is filled and
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Figure 2.4: Fractional and integer quantum Hall effects in GaAs/AlGaAs heterostructure.
Ref. [28]
polarized by magnetic catalysis. And at the same time, magnetization is certainly nonzero.
The nature of the Landau level splitting is still under debate and is actively pursued [27].
2.4 Fractional Quantum Hall Effects
When the filling factor is a fractional number, the single-particle states in the given Landau
level are partially occupied. In the non-interacting limit, there exists a large number
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of degenerate many-body states and we expect gapless excitations. Fig. 2.4 shows the
experimental results for both integer and fractional quantum Hall states obtained by Willett
et al. [28]. Similar to integer quantum Hall effects, ρxy curve has flat regions at fractional
filling factors such as 1/3, 2/5, and at the same time, ρxx develops sharp dips at these
filling factors. The appearance of quantum Hall plateaus at these fractional filling factors
indicates the degeneracy is lifted. It must be the mutual interaction between electrons
which singles out a unique ground state with an energy gap. The energy scales in this
problem are clearly: 1) Coulomb energy EC = e
2/4pilB; 2) Landau level spacing EL.
The starting point of our understanding for the fractional quantum Hall effects is Laugh-
lin’s microscopic trial wave functions [29] for electrons with quadratic energy-momentum
dispersion. Its correctness was confirmed by numerical studies (e.g., Ref. [31]). Consider
the lowest Landau level with filling factor smaller than one. Due to the exchange effect
as in the quantum Hall ferromagnetism, electron spins are aligned so the spin degrees of
freedom can be ignored. Laughlin proposed the following family of trial wave functions:
Ψm =
∏
i<j
(zi − zj)m exp
(
−1
4
N∑
i=1
|zi|2
)
, (2.11)
where zi = xi + iyi is the complex coordinate of the i-th electron. The so called Jastrow
factor J(zi) =
∏
i<j (zi − zj)m is a holomorphic polynomial of degree M = mN(N − 1)/2.
The Laughlin wave function has the following properties [29, 32]:
1. m must be an odd number to guarantee the anti-symmetry of the wave function
2. The wave function is rotationally invariant, so it is an eigenstate of angular momentum
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with eigenvalue M .
3. J(zi) is analytical so it is comprised of single-particle wave functions in the lowest
Landau level in the symmetric gauge. This is an approximation which requires Landau
level spacing EL to be much larger than the Coulomb energy EC so that Landau level
mixing can be ignored.
4. For any pair of electrons, the wave function has a zero of order m. This keeps electrons
apart effectively minimizing the Coulomb energy.
5. Ψm describes fractional quantum Hall effect at filling factor ν = 1/m. This can be
seen by observing that the highest power of zi is m(N − 1), so an electron encloses
m times of the area of the ν = 1 state.
6. The state is incompressible since compressing it will decrease the total angular mo-
mentum and create lower order of zeros. This will increase the Coulomb energy.
Another important property is that given two electrons at zi and zj, if we move zi around zj
by an angle ϕ, it will gain a phase eimϕ. This effect can be thought as each electron carrying
m flux quanta. This observation spawns other approaches to the fractional quantum Hall
effects, such as Chern-Simons effective theory [33–35] and composite fermion theory [36].
The more remarkable property of fractional quantum Hall states is the existence of
excitations with fractional charge and statistics. The charge of elementary excitations can
be obtained similar to Laughlin’s argument for integer quantum Hall states based on gauge
invariance. Imagine adiabatically threading a unit flux quantum in the state Ψm with an
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infinitesimally thin solenoid. In the adiabatic process, the state is kept as an eigenstate
of the Hamiltonian. The final result is to create an excitation of the system. For the
simpler case of a quasi-hole, the adiabatic evolution is to increase the angular momentum
of electrons by one so that the wave function for a quasi-hole at z is
Ψholem (z) =
∏
i
(z − zi)Ψm. (2.12)
On the other hand, if an electron is removed from the state, the wave function is
∏
i(z −
zi)
mΨm which can be viewed as m quasi-holes at z. This means the charge of a quasi-hole
is 1/m of the charge of an electron.
A direct consequence of the fractional charge is the fractional statistics. The statistics
concerns with the effect on the phase change eiθ of the wave function when exchanging
two particles. In three and higher spatial dimensions, the exchange of two particles has
only two possibilities for the phase angle, namely θ = 0 or pi, corresponding to bosons and
fermions respectively. However, in two dimensions, more exotic statistics is possible due
to the singularity in the configuration space as pointed out by Leinaas and Myrheim [37].
The value of the statistical angle θ can be worked out by calculating [38] the Berry phase
when one particle moves around another one. For Laughlin state Ψm, the statistical angle
is θ = pi/m. For this reason, the quasi-holes are also called anyons.
The topological nature of Laughlin state is reflected by the ground state degeneracy
when it is placed on a topologically nontrivial two-dimensional geometry such as a torus.
Wen and Niu [39] showed the degeneracy is given by mg where g is genus of the geome-
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try. For torus which has g = 1, the ground state for ν = 1/3 has three-fold degeneracy.
This topological nature should be contrasted with integer quantum Hall states which is
characterized by Chern number.
Lauglin wave functions only describe the filling factors with the simple form ν = 1/m.
Other states with odd-denominator filling factors such 3/7, 5/11 can be obtained from
Laughlin state as a parent state. There are two approaches which lead to the same result:
Haldane’s hierarchy constructions [41] and Jain’s composite fermion picture [40]. In the
composite fermion picture, each electron is bundled with quantized vortices with even
number of flux quanta, therefore the name “composite fermion”. The attached flux quanta
effectively reduce the magnetic field to B∗ = B− 2pρφ0 where p is an arbitrary integer and
ρ is the number density of electrons. In the magnetic field B∗, the energy spectrum for the
composite fermions again is that of Landau levels, and the composite fermions fill these
Landau levels with integer filling factor q = ρφ0/|B∗|. Given the original filling fraction
ν = ρφ0/B, the relation between q and ν is given by
ν =
q
2pq ± 1 . (2.13)
The minus sign corresponds to the situation where B∗ < 0.
2.5 Moore-Read Pfaffian State
The Pfaffian state was first constructed and shown to be nonabelian by Moore and Read [42]
in their study of the relation between conformal field theory and fractional quantum Hall
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effects. The state takes the following form:
Ψpf = Pf
(
1
zi − zj
)∏
i<j
(zi − zj)m exp
(
−
∑
i
|zi|2
4
)
, (2.14)
where m is an even number. The Pfaffian is defined as
Pf
(
1
zi − zj
)
=
1
2nn!
∑
σ∈S2n
sgn(σ)
n∏
i=1
1
z2i−1 − z2i ,
which is anti (skew)-symmetric, therefore it satisfies the requirement for a fermionic wave
function. S2n is the symmetric group with signature σ. It describes a state at even denom-
inator filling fraction ν = 1/m. Pf
(
1
zi−zj
)
can be regarded as the real space wave function
of a two-dimensional px − ipy superconductor. Along this line of thinking, Greiter, Wen,
and Wilczek studied a possible paired p-wave state arising from residual statistical attrac-
tion in an anyon gas [43] and proposed the possible realization as the 5/2 state observed
experimentally [28]. This point of view is supported by the numerical study by Morf [44].
The salient features of Moore-Read Pfaffian state are its quasi-particles and their non-
abelain statistics. For two quasi-holes at w1 and w2, the state is
Ψ2qhpf = Pf
(
(zi − w1)(zj − w2) + (zj − w1)(zi − w2)
zi − zj
)∏
i<j
(zi − zj)m exp
(
−
∑
i
|zi|2
4
)
.
These quasi-holes is reminiscent of the half-flux quantum excitations in a p-wave supercon-
ductor. For m = 2, these quasi-holes have charge e/4 since if w1 = w2 = w,
Pf
(
(zi − w1)(zj − w2) + (zj − w1)(zi − w2)
zi − zj
)
→
∏
i
(zi − w)Pf
(
1
zi − zj
)
.
This is a Laughlin type quasi-hole with charge e/2. Each quasi-hole has therefore one half
of the charge of Laughlin quasi-hole, namely, e/4.
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The most interesting physics arises if we have four or more quasi-holes. The general
state with 2n quasi-holes is given (ignoring the Jastrow factor and exponential function)
by [45]:
Pf
(
(zi − w1)(zi − w2) . . . (zi − wn)(zj − η1) . . . (zj − ηn) + (i↔ j)
zi − zj
)
,
where the quasi-holes are divided into two groups, each has n quasi-holes. Clearly there
are a large number of degeneracy by rearranging the positions of the quasi-holes. The
degeneracy can be shown to be 2n−1 which is exactly the degeneracy for 2n half-flux vortex
states in a p-wave superconductor [46]. To see the nonabelian statistics, we work with four
quasi-holes.
Ψ([w1, w2], [w3, w4]) = Pf
(
(zi − w1)(zi − w2)(zj − w3)(zj − w4) + (zi ↔ zj)
zi − zj
)
.
In the same way, Ψ([w1, w3], [w2, w4]) and Ψ([w1, w4], [w2, w3]) can be defined. Note that
the degeneracy is 2n−1 = 2 with n = 1, so the three states are not all independent. Taken
Ψ1 = Ψ([w1, w2], [w3, w4]) and Ψ2 = Ψ([w1, w4], [w2, w3]), it is straightforward to show that
under the exchange of w1 and w3, we haveΨ′1
Ψ′2
 = eipi4
0 1
1 0

Ψ1
Ψ2
 .
The pi/4 phase factor is exactly the statistical angle for a quasi-particle with charge e/4.
Therefore, exchanging two quasi-holes not only change the phase of the wave functions, but
also rotates the states in the Hilbert space. Due to this properties, this state is proposed
to be a promising candidate for building a topological quantum computer [47].
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2.6 Fractional Quantum Hall Effects in Graphene
Ever since the discovery of integer quantum Hall effects in graphene [5,6], theoreticians [48–
53] began to work on the possible fractional quantum Hall states. The prevalent approach
is numerical diagonalization (also referred to as exact diagonalization) based on Haldane
pseudo-potentials [30, 31] or a combination of pseudo-potentials and composite fermion.
Haldane pseudo-potential is the expectation value of Coulomb interaction between pairs
of electrons with relative angular momentum m. The Hilbert space consists the following
basis functions for two electrons at zi and zj:
|m; i, j〉 = Cl(zi − zj)m,
with Cl a normalization constant. The Hamiltonian can be written as
H =
∑
m
∑
i<j
〈m; i, j|VC(xi − xj)|m; i, j〉 |m; i, j〉 〈m; i, j| =
∑
m
∑
i<j
VmPm(ij),
where VC is the Coulomb potential and Pm is a projection operator to select states with
relative angular momentum m. The pseudo-potential is the matrix element
Vm = 〈m; i, j|VC(xi − xj)|m; i, j〉 .
Because the way it is defined, it only works for a single Landau level, or Landau levels
with the same Landau level index. To incorporate the effects of Landau level mixing, the
pseudo-potentails can be modified by perturbation theory [54] when the ratio of EC/EL is
small. In most cases, Landau level mixing is ignored. This is usually a good approximation
since for particles with quadratic dispersion, Landau level spacing is much larger that the
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Coulomb energy in a very high magnetic field. For graphene, Haldane pseudo-potentials
were first determined in Refs. [17, 55]. Interestingly, it is found that the pseudo-potentials
for n = 1 Landau level are larger than these of ζLL. It is therefore expected the gaps of
fractional quantum Hall states in n = 1 Landau level will be larger than the their ζLL
counterparts.
Because of the way pseudo-potentials constructed and the limited computational re-
sources, earlier numerical studies concentrated on the filling factors ν = −2 + ν˜ with ν˜ < 1
(by particle-hole symmetry, also the states with ν = 2− ν˜), i.e., starting from the bottom
of ζLLs and doping the system with the filling factor ν˜ < 1 which is defined relative to the
empty ζLLs. Usually this finite size calculation can only work with electron number on
the order of 10, and none of them included Landau level mixing based on the assumption
that the Landau level spacing is large. From this point of view, the fractional quantum
Hall effects in ζLL are quite similar to their counterparts in semiconductor systems. The
only difference is that graphene is intrinsically multi-component system and has spin-valley
SU(4) symmetry. Because of the SU(4) symmetry, in the composite fermion picture, it is
expected to have states at ν˜ = q/(2pq ± 1), especially the new states with q ≥ 3 which
is unique to SU(4) invariant systems. In the composite fermions picture, these new states
corresponds to cases where three or four of the degenerate SU(4) composite fermion Lan-
dau levels are filled. By generalizing Halperin’s wave functions, Goerbig and Regnault [50]
constructed states not included in the composite fermions approach, such ν˜ = 8/19. Fur-
thermore, to approach the state at filling factor ν = 1/3 or ν˜ = 2+1/3, Papic´ et al. proposed
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Figure 2.5: Fractional quantum Hall plateaus observed in graphene on boron nitride sub-
strates. Ref. [59].
the following spin-polarized multi-component state (omitting the Gaussian factor):
Ψ
SU(4)
2+1/3 =
∏
ξ=K+,K−
∏
i<j
(
z↓,ξi − z↓,ξj
)3∏
i,j
(
z
↓,K+
i − z↓,K−j
) ∏
ξ=K+,K−
∏
i<j
(
z↑,ξi − z↑,ξj
)
. (2.15)
This state needs Zeeman coupling to stabilize itself.
On the experimental side, the ν = 1/3 was clearly observed in the two-terminal ex-
periments [56, 57]. A series of fractional quantum Hall states were observed later in four-
terminal setups [58, 59]. In the ζLL, states at ν = 1/3, 2/3, 4/3 were observed (Fig. 2.6)
for graphene on boron nitride substrates. In suspended graphene, only ν = 1/3 state was
observed clearly, but some weak features show up at ν = 2/3 and ν = 1/2. The energy gap
at ν = 1/3 was found to be the largest compared with other fractional plateaus in zeroth
Landau levels [58]. For the states in n = ±1 Landau levels, the energy gaps are larger
than the semiconductor counterparts. This somehow can be attributed to the stronger
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Figure 2.6: Fractional quantum Hall plateaus observed in suspended graphene with tem-
perature T ∼ 1.7K. ν = 1/3 state can be seen clearly, as well as some weak feature at
ν = 1/2 and 2/3. Ref. [59].
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pseudo-potentials in graphene. Most puzzling is the fact that ν = 5/3 (ν˜ = 1/3) was never
observed which was one of the most studied states in the numerical approach.
Despite the theoretical and experimental advancements, there is still much to be de-
sired. Firstly, as mentioned before, Landau level mixing was ignored in previous studies.
Although this is a good approximation for classical quantum Hall systems, this may not
be appropriate in graphene. In graphene, as in semiconductor system, the Coulomb energy
EC = e
2/4pilB scales with
√
B. On the other hand, the Landau level energy for Dirac
fermions is given by ~vF
√
2n/lB, which also scales with
√
B. The ratio of the Coulomb
interaction energy and energy spacing between the zeroth and first Landau levels is given
by αG/
√
2 where αG = e
2/4pi~vF is the fine structure constant or coupling constant for
graphene. Due to the smallness of vF compared with the speed of light c, the fine structure
constant in graphene is much larger than that in quantum electrodynamics. In particular,
for suspended graphene, we expect the dielectric constant  ≈ 0, which implies αG ≈ 2.2.
This means the Coulomb energy is on the same order as Landau level spacing if not larger.
Given the large bare coupling constant, the attempt to include the effect of Landau level
mixing by perturbation theory may fail.
Secondly, in the exact diagonalization approach, the Dirac nature of the graphene elec-
trons was not taken in account. However, it was shown in the magnetic catalysis studies,
the particle-hole symmetry of Dirac spectrum has profound influence on the dynamics of
electrons. Given that magnetic catalysis may affect all the integer filling factors within
ζLL, it would be strange that it has no influence in fractional quantum Hall effects.
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Thirdly, although states at even-denominator filling factors have been investigated nu-
merically [52, 53] by exact-diagonalization, the effect of Landau level mixing, which may
be relevant for the stabilization of the Moore-Read Pfaffian state [54, 60], was neglected
when the Hilbert space is projected and restricted to that of a specific Landau level. The
experimentally observed weak feature around ν = 1/2 in Fig. 2.6 indicates there is indeed
possibility for realization of the Pfaffian state in graphene. It would be interesting to see
if the composite fermion Fermi liquid state predicted in Ref. [52, 53] can be significantly
modified by Landau level mixing. Furthermore, ν = 1/2 state as a candidate system for
topological quantum computation makes it important to examine this state further, both
theoretically and experimentally.
Lastly, the nature of ν = 1/3 is still not clear as whether it is spin polarized multi-
component state or spin-valley polarized single component state. Furthermore, the absence
of ν = ±5/3 states is still a puzzling issue.
To tackle some of the issues mentioned above, we have developed another approach
based on the Chern-Simon theory which is the topic of next chapter.
44
Bibliography
[1] K. von Klitzing, G. Dorda, and M. Pepper, Phys. Rev. Lett. 45, 494 (1980).
[2] D.C. Tsui, H.L. Stormer, and A.C. Gossard, Phys. Rev. Lett. 48, 1559 (1982).
[3] L. Onsager, Philos. Mag. 43, 1006 (1952).
[4] G.P. Mikitik and Y.V. Sharlai, Phys. Rev. Lett. 82, 2147 (1999).
[5] K.S. Novoselov, et al., Nature 438, 197 (2005).
[6] Y. Zhang, et al., Nature 438, 201 (2005).
[7] K. von Klitzing, Rev. Mod. Phys. 58, 519 (1986).
[8] R.B. Laughlin, Phys. Rev. B 23, 5632 (1981).
[9] B.I. Halperin, Phys. Rev. B 25, 2185 (1982).
[10] D.J. Thouless, M. Kohmoto, P. Nightingale and M. den Nijs, Phys. Rev. Lett. 49, 405
(1982).
[11] Y. Zheng, and T. Ando, Phys. Rev. B 65, 245420 (2002).
45
[12] V.P. Gusynin, and S.G. Sharapov, Phys. Rev. Lett. 95, 146801 (2005).
[13] N.M.R. Peres, F. Guinea, A.H. Castro Neto, Annals of Physics, 321 1559 (2006).
[14] K.S. Novoselov, et al., Science 315, 1379 (2007).
[15] Y. Zhang, et al., Phys. Rev. Lett. 96, 136806 (2006).
[16] Z. Jiang, Y.Zhang, H.L. Stormer, and P. Kim, Phys. Rev. Lett. 99, 106802 (2007).
[17] K. Nomura and A.H. MacDonald, Phys. Rev. Lett. 96, 256602 (2006).
[18] J. Alicea and M.P.A. Fisher, Phys. Rev. B 74 075422 (2006).
[19] K. Yang, S. Das Sarma, and A.H. MacDonald, Phys. Rev. B 74, 075423 (2006).
[20] V.P. Gusynin, V.A. Miransky and I.A. Shovkovy, Phys. Rev. Lett. 73, 3499 (1994).
[21] E.V. Gorbar, V.P. Gusynin, V.A. Miransky, and I.A. Shovkovy, Phys. Rev. B 66,
045108 (2002).
[22] V.P. Gusynin, V.A. Miransky, S.G. Sharapov, and I.A. Shovkovy, Phys. Rev. B 74,
195429 (2006).
[23] E.V. Gorbar, V.P. Gusynin, V.A. Miransky, and I.A. Shovkovy, Phys. Rev. B 78,
085437 (2008).
[24] K. Yang, Solid State Communications 143, 27 (2007).
46
[25] K. Yang, et al., Phys. Rev. Lett. 72 732 (1994); K. Moon, et al., Phys. Rev. B 51,
5138 (1995).
[26] G.W. Semenoff and F. Zhou, arXiv:1104.4714.
[27] A.F. Young, et al., Nature Physics 8, 550 (2012).
[28] R. Willett, J.P. Eisenstein, H.L. Stormer, D.C. Tsui, A.C. Gossard, and J.H. English,
Phys. Rev. Lett. 59, 1776 (1987).
[29] R.B. Laughlin, Phys. Rev. Lett. 50, 1395 (1983).
[30] F.D.M. Haldane, Phys. Rev. Lett. 51, 605 (1983).
[31] F.D.M. Haldane and E.H. Rezayi, Phys. Rev. Lett. 54, 237 (1985).
[32] X.-G. Wen, Quantum Field Theory of Many-body Systems, Oxford (2007).
[33] S.C. Zhang, T.Hansson, and S. Kivelson, Phys. Rev. Lett. 62, 82 (1989).
[34] S.C. Zhang, International Journal of Modern Physics 6, 25 (1992).
[35] A. Lopez and E. Fradkin, Phys. Rev. B 44, 5246 (1991).
[36] J.K. Jain, Phys. Rev. Lett. , 63, 199 (1989).
[37] J.M. Leinaas and J. Myrheim, Il Nuovo Cimento 37B, 1 (1977).
[38] D. Arovas, J.R. Schrieffer and F. Wilczek, Phys. Rev. Lett. 53, 722 (1984).
[39] X.G. Wen and Q. Niu, Phys. Rev. B 41, 9377 (1990).
47
[40] J.K. Jain, S.A. Kivelson, and N. Trivedi, Phys. Rev. Lett. 64, 1297 (1990).
[41] F.D.M. Haldane, Phys. Rev. Lett. 51, 605 (1983).
[42] G. Moore and N. Read, Nucl. Phys. B 360, 362 (1991).
[43] M. Greiter, X.-G. Wen and F. Wilczek, Phys. Rev. Lett. 66, 3205 (1991); Nucl. Phys.
B 374, 567 (1992).
[44] R. Morf, Phys. Rev. Lett. 80, 1505 (1998).
[45] C. Nayak and F. Wilczek, Nuclear Physics B 479, 529 (1996).
[46] D.A. Ivanov, Phys. Rev. Lett. 86, 268 (2001).
[47] For a review, see C. Nayak, S.H. Simon, A. Stern, M. Freedman and S. Das Sarma,
Rev. of Mod. Phys. 80, 1083 (2008).
[48] V.M. Apalkov and T. Chakraborty, Phys. Rev. Lett. 97, 126801 (2006).
[49] C. To˝ke, P.E. Lammert, V.H. Crespi, and J.K. Jain, Phys. Rev. B 74, 235417 (2006);
C. To˝ke and J.K. Jain, Phys. Rev. B 75, 245440 (2007).
[50] M.O. Goerbig and N. Regnault, Phys. Rev. B 75, 241405(R) (2007).
[51] Z. Papic´, M.O. Goerbig, and N. Regnault, Phys. Rev. Lett. 105, 176802 (2010).
[52] C. To˝ke and J.K. Jain, Phys. Rev. B 76, 081403 (2007);
[53] A. Wo´js, G. Mo¨ller and N.R. Cooper, Acta Physica Polonica A 119, 592 (2011).
48
[54] W. Bishara and C. Nayak, Phys. Rev. B 80, 121302(R) (2009).
[55] M.O. Goerbig, R. Moessner, and B. Doucot, Phys. Rev. B 74 161407 (2006).
[56] X. Du, I. Skachko, F. Duerr, A. Luican, and E.Y. Andrei, Nature 462, 192 (2009).
[57] K.I. Bolotin, F Ghahari, M.D. Shulman, H.L. Stormer, and P. Kim, Nature 462, 196
(2009).
[58] F. Ghahari, Y. Zhao, P. Cadden-Zimansky, K. Bolotin, and P. Kim, Phys. Rev. Lett.
106, 046801 (2011).
[59] C.R. Dean, A.F. Young, P. Cadden-Zimansky, L. Wang, H. Ren, K. Watanabe, T.
Taniguchi, P. Kim, J. Hone and K.L. Shepard, Nature Phys. 7, 693 (2011).
[60] A. Wo´js, C. To˝ke, and J.K. Jain, Phys. Rev. Lett. 105, 096802 (2010).
49
Chapter 3
Fermionic Chern-Simons Theory for
Dirac Fermions
The Chern-Simons theory was introduced as a quantum field theory by Deser, Jackiw, and
Templeton [1] in 1982. Interestingly, it was around the same time the quantum Hall effects
were discovered. Similar to quantum Hall effects, the Chern-Simons field is particular to two
dimensions, and in its pure form is topological [2] in nature because its action is invariant
under general coordinate transformations, i.e., the action does not involve the metric thus
knows nothing about the distance. In the context of condensed matter physics, the Chern-
Simons approach originated from the attempt [3, 4] to formulate a Laudau-Ginzberg type
effective theory for fractional quantum Hall effects. The first microscopic derivation for
the Chern-Simons theory was given by Zhang, Hansson, Kivelson [5, 6] in which a unitary
transformation is performed on the wave function so as to attach odd number of flux quanta
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to an electron, and maps a fermionic system in a magnetic field to an equivalent bosonic
system without magnetic field. This kind of statistics transmutation [7] is facilitated by
Chern-Simons field which is the gauge field involved in the transformation. This approach
provides valuable insights for fractional quantum Hall effects, such as collective excitations
of the system. The Chern-Simons effective theory was later extended [8, 9] to fermionic
case where even number of flux quanta is attached to electrons. Following this approach,
Halperin, Lee, and Read [9] made several remarkable predictions on the physics of the half-
filled Landau level, such as the existence of a Fermi surface, surface acoustic wave which
were confirmed by experiments [10]. In graphene, Chern-Simons theory was developed [11,
12] to construct possible quantum Hall states.
In this chapter, we generalize the Chern-Simons theory to Dirac fermions. We introduce
a set of K-matrices to describe different states and derive an effective interaction mediated
by gauge fluctuations.
3.1 Introduction to Chern-Simons Field
In the Chern-Simons approach, each electron is attached with certain number of flux quanta.
For any given electron, it is subject to not only the external magnetic field B, but also the
magnetic field generated by the flux quanta carried by all other electrons. The number of
flux quanta is chosen so that the total average magnetic field is zero at a particular filling
factor. The flux attachment can be achieved by a unitary transformation on the wave
function Ψ(x1,x2, . . . ,xn) for electrons. The transformed wave function Φ can be written
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Figure 3.1: Pictorial representation of composite particles. In the Chern-Simons approach,
each electrons is attached with certain number of flux quanta. The number of flux quanta
is chosen to cancel the external magnetic by the magnetic field from these flux quanta.
as
Φ(x1,x2, . . . ,xn) = exp
(
−iφ˜
∑
i<j
arg(xi − xj)
)
Ψ(x1,x2, . . . ,xn), (3.1)
where arg(x) is the angle spanned by the vector x, and φ˜ is an integer which specifies how
many flux quanta are attached. Ψ is anti-symmetric under exchange of xi and xj, so the
statistics of Φ is determined by the prefactor. Under exchange of xi and xj, arg(xi−xj) =
pi + arg(xj − xi). If φ˜ is an odd number, the prefactor will change sign, meaning Φ is
a bosonic wave function. Similarly, if φ˜ is even, Φ is fermionic. The composite object
consisting of an electron carrying φ˜ flux quanta is called composite boson when φ˜ is odd
and composite fermion when φ˜ is even.
Because this transformation is unitary, it conserves all the informations of the original
system. This can be seen as follows. If Ψ is the eigenstate of the original Hamiltonian
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H[p + eA] with energy E, i.e.,
H[p + eA]Ψ(x1,x2, . . . ,xn) = EΨ(x1,x2, . . . ,xn),
the transformed wave function Φ is the eigenstate of H[p+eA+ea] with the same energy E.
The effect on the Hamiltonian is to replace the canonical momentum p+eA to p+eA+ea,
where
a(x) =
~
e
φ˜
∑
i
∇ arg(x− xi) = ~
e
φ˜
∫
d2x′∇ arg(x− x′)ρ(x′), (3.2)
where ρ(x) =
∑
i δ(x − xi) is the electron number density. a will generate a fictitious
magnetic:
∇× a(x) = φ˜h
e
ρ(x). (3.3)
The total magnetic field felt by the composite boson or composite fermion is then
B∗ = zˆ · ∇ × (A + a) = −B + φ˜h
e
ρ, (3.4)
here we choose the direction of external magnetic field to be opposite to zˆ. The condition
for B∗ to vanish on average is φ˜ 〈ρ〉h/e = B, in other words, from the definition of filling
factor ν (Eq. 3.15),
φ˜ =
eB
h 〈ρ〉 = 1/ν. (3.5)
Thus, we can choose φ˜ according to the filling factor to cancel the external magnetic field.
Because φ˜ is an integer, the filling factor must be smaller than one. In this approach,
we can only deal with fractional quantum Hall effects for classical particles in the lowest
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Landau level. With this type of transformation, we can treat the Laughlin series of states
ν = 1/(2k + 1) as bosonic systems where Boson-Einstein condensation will occur and the
states are similar to superfluid [5].
To develop a field theory for the field a, we need to write down an action. Observe that
Eq. 3.3 is exactly the equation of motion of the action
S[a] =
∫
d3x
(
e2
hφ˜
zˆa0 ·∇× a− ea0ρ
)
.
In the relativistic covariant form, the Lagrangian can be written as
L = 1
2
e2
hφ˜
µνρaµ∂νaρ − eaµjµ. (3.6)
This is exactly the Lagrangian for Chern-Simons field coupled to particle current-density.
The original problem is now transformed to a problem of composite particles coupled with
external magnetic field and the Chern-Simons field. On the mean filed level, the total
magnetic field is zero. The response functions can be calculated by integrating out the
composite particle field, as well as Chern-Simons field. The calculation [6] is much easier
since the composite particles are not subject to a net magnetic field.
Above, we defined the transformation using the wave function. In practice, it is more
useful to write the transformation in second quantized form. Suppose Ψ(x) is the original
electron annihilation operator, we can define the following unitary transformation on Ψ(x):
Ψ(x) = exp
(
iφ˜
∫
d2x′ρ(x′) arg(x− x′)
)
Φ(x), (3.7)
where Φ(x) is the field operator for composite particles.
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3.2 Chern-Simons Theory for Dirac Fermions
In this section, we develop a fermionic Chern-Simons theory for Dirac fermions near the
charge neutral state. In this approach we will only consider transformations which retain
the fermionic statistics of the particles. The first notable difference between Dirac fermions
and classical electrons is the particle-hole symmetric energy spectrum. Any attempt to
define a Chern-Simons theory must take care of the filled Dirac sea. It is certainly not
viable if one tries to attach flux tubes to every physical electron in the Dirac sea. This
will generate a fictitious magnetic field with infinite strength and defeat the purpose of
canceling the external magnetic field. This difficulty is not new. In quantum field theory,
the standard way is to define a particle-hole transformation on the particles with negative
energy, e.g., a−E → a†−E, and measure all the physical quantities with respect to the
vacuum, the state where all the negative energy states are filled. This definition is natural
due to the experimental observation of electrons and its anti-particle, i.e., positrons. More
severer difficulty arises due to the existence of zero energy states. If the system is gapped
which is the case of the ordinary relativistic massive electron, the vacuum can be defined
uniquely by filling all the negative energy states. If there are zero modes, should we define
the vacuum with zero modes filled or empty? This leads to an ambiguity. This is the
reason why we need regularization when dealing with zero modes, but regularization may
lead to anomalies in the theory such as the parity anomaly discussed in Sec. 1.2. Since
the Chern-Simons field is defined with reference to the charge density, different definition
of the particle-hole transformation leads to different Chern-Simons theory. Fortunately,
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this difficulty can be resolved if the dynamics of electron interaction drives the system into
different states with different broken symmetry (zero energy states been lifted) consistent
with the way we define the Chern-Simons field. We will discuss this issue further after we
develop some formalisms for the problem to make it more accessible.
Another important feature of Dirac fermions in graphene is the spin-valley SU(4) de-
generacy. The Hamiltonian,
H = −i~vF
∫
d2xψ†Rs(x)σi
(
∂i + i
e
~
Ai
)
ψRs(x)
+ i~vF
∫
d2xψ†Ls(x)σi
(
∂i + i
e
~
Ai
)
ψLs(x), (3.8)
contains four species of Dirac fermions. Here ψτs(x) is a two-component fermion spinor
field for spin s =↑, ↓ and valley τ = R,L. For convenience, we denote ψτs = ψα with
α = {1, 2, 3, 4} = {(↓, R), (↓, L), (↑, R), (↑, L)}. Similar to the transformation in Eq. 3.7,
we introduce the following transformation:
ψ1(x)
ψ2(x)
ψ3(x)
ψ4(x)

=

eiI1(x) 0 0 0
0 eiI2(x) 0 0
0 0 eiI3(x) 0
0 0 0 eiI4(x)


Ψ1(x)
Ψ2(x)
Ψ3(x)
Ψ4(x)

, (3.9)
where Ψα(x) is the composite Dirac fermion field (CDF) operator. The name composite
Dirac fermion is used to distinguish it from its classical counterpart. We will refer to this
transformation as CS transformation. Because of the multiple components, Iα may be
different for different species of Dirac fermions. It can be specified using a matrix K as
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follows,
Iα(x) =
∑
β
∫
d2x′Kαβρβ(x′) arg(x− x′), (3.10)
where α, β = 1, 2, 3, 4 and ρα is the particle density operator in the spin-valley sector α.
We will discuss ρ further later. The K-matrix was first introduced by Wen and Zee [13],
and was later used to study bilayer quantum Hall system [14].
We can derive some constraints for K from the requirements that ψα and Ψα are
fermionic following the method in Ref. [15]. Using the commutation relation,
[ρα(x), ψβ(x
′)] = −δαβψα(x)δ(x− x′),
it can be shown:
e−iIα(x)ψβ(x) = exp (iKαβ arg(x− x′))ψβ(x′)e−iIα(x),
ψ†β(x
′)e−iIα(x) = exp (iKαβ arg(x− x′)) e−iIα(x)ψ†β(x′).
From the above identities, it can be shown that
Ψ†α(x)Ψ
†
β(x
′) = (−1)Kαβ+1
(
z − z′
|z − z′|
)Kαβ−Kβα
Ψ†β(x
′)Ψ†α(x).
For Ψα(x) to be fermionic, it must satisfies the anti-commutation relation,
Ψ†α(x)Ψ
†
β(x
′) + Ψ†β(x
′)Ψ†α(x) = 0.
To remove the phase factor, Kαβ = Kβα must be required, meaning K must be symmetric.
Furthermore, the prefactor (−1)Kαβ+1 must be equal to −1, this requires Kαβ to be an even
integer.
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The transformed Hamiltonian, i.e. the Hamiltonian of the composite Dirac fermion is
given by
H =
4∑
α=1
(−1)αi~vF
∫
d2xΨ†ασi
[
∂i + i
e
~
(Ai + a
α
i )
]
Ψα, (3.11)
with the Chern-Simons gauge field aα = (aα1 , a
α
2 ) given by
aα1 (x) =
~
e
∑
β
Kαβ
∫
d2x′
−(x2 − x′2)
|x− x′|2 ρβ(x
′),
aα2 (x) =
~
e
∑
β
Kαβ
∫
d2x′
x1 − x′1
|x− x′|2ρβ(x
′). (3.12)
The Chern-Simons fields will generate a magnetic field for each species of the composite
Dirac fermion. It is straightforward to verify that aα satisfies
∇× aα(x) = zˆ
∑
β
Kαβρβ(x)h/e. (3.13)
With the aid of Eq. 3.13, we can see the physical meaning of the K-matrix. A given matrix
element Kαβ specifies how the composite fermion with index α sees the flux quanta carried
by the composite fermion with index β, and the number of flux quanta is simply given by
the value of Kαβ. The condition for cancellation of external magnetic field for Ψα(x) is
∇× aα(x) = B, namely,
∑
β
Kαβ 〈ρβ〉 = eB/h. (3.14)
To discuss K matrix further, it is necessary to introduce the filling factor ν˜ which is
defined as follows:
ν˜ =
h
∑
α 〈ρα〉
eB
. (3.15)
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Because of the particle-hole symmetry, for a given quantum Hall state with filling factor ν˜,
there is a state with filling factor−ν˜, and the charge carries have opposite signs for these two
states. This demands that if K describes a state with filling factor ν˜, −K describes a state
with filling factor −ν˜. Here Again, due to the particle-hole symmetry, ρα may be negative,
this allows Kαβ to be negative. This should be contrasted to the case of non-relativistic
multi-component electron systems where the K-matrices with negative eigenvalues result
in wave functions that are not normalizable [16]. This is particular to the classical particles
with quadratic energy-momentum dispersion, and does not apply to Dirac fermion.
Up to now, we have not yet talked about how to define ρα(x). As discuss in the beginning
of this section, we can have different schemes to define the particle-hole transformation.
Different ways of particle-hole transformation will lead to different definition of ρα(x).
Remember that the filling factor in graphene is defined with respect to the charge neutral
state where only half of zero Landau level states are occupied. However, if we define the
vacuum as the state where all the negative energy states are filled, and zeroth Landau levels
and higher Landau levels are empty, then ρα(x) is measured from the bottom of zeroth
Landau level. In this case, ν = −2 + ν˜. This is the reason why we use a different symbol in
Eq. 3.15. Despite of the possible ways of defining the particle-hole transformation, different
transformations all maps the system to a system without magnetic field in the mean field
sense. We can therefore define ρα in the composite Dirac fermion picture where the vacuum
can be defined simply as the state where all the negative energy states of the composite
Dirac fermion are filled, i.e., ρα(x) = Ψ
†
α(x)Ψα(x) where normal ordering is implied. As
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we will see, the system will reveal its true filling factors in a remarkable way.
For a given filling fraction ν˜ =
∑
α 〈ρα〉h/eB = ±1/φ˜, there are three types of physical
solutions:
K1 = sgn(ν˜)

φ˜ φ˜ φ˜ φ˜
φ˜ φ˜ φ˜ φ˜
φ˜ φ˜ −φ˜ −φ˜
φ˜ φ˜ −φ˜ −φ˜

,
K2 = sgn(ν˜)

φ˜ φ˜ φ˜ φ˜
φ˜ φ˜ φ˜ φ˜
φ˜ φ˜ φ˜ φ˜
φ˜ φ˜ φ˜ −φ˜

,
K3 = sgn(ν˜)

φ˜ φ˜ φ˜ φ˜
φ˜ φ˜ φ˜ φ˜
φ˜ φ˜ φ˜ φ˜
φ˜ φ˜ φ˜ φ˜

. (3.16)
An obvious distinction among the K matrices is that K1 and K2 break the SU(4) symmetry
while K3 preserves the full symmetry. This can be seen from the CS transformation (3.9). If
all four spin-valley components rotate in the same way, SU(4) symmetry is preserved. This
requires the operator Iα(x) to be identical for the four components. This condition, together
with the general requirements for the K-matrix mentioned above, uniquely determines
K3. On the other hand, the CS transformation associated with K1 rotates the two spin
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components differently, thus leads to a broken SU(2) spin symmetry. Furthermore, the
solution of Eq. (3.14) for K1 requires 〈ρ↓〉 = eB/hφ˜, 〈ρ↑〉 = 0 for ν˜ = 1/φ˜, where ρ↓ = ρ1+ρ2
and ρ↑ = ρ3 + ρ4. Thus K1 describes a state in which spin is fully polarized. Equivalently,
one can interchange the spin and valley to break the valley symmetry, resulting in a K-
matrix of similar structure as K1. Interestingly, the SU(4) symmetry can be broken in
another way, i.e., by keeping any three of the spin-valley components degenerate while
rotating the remaining component in a different way. This is achieved by the K2. Similar
to K1, this matrix implies a constraint 〈ρ4〉 = 0 when ν˜ = 1/φ˜. Note that previous
works [11, 12] on the Chern-Simons theory only considered the K matrices where all the
matrix elements have the same sign.
The expressions for K1 and K3 can be further simplified by noting that the two valleys
for a given spin projection are degenerate in these states. As a result, the K-matrices in
this case effectively reduces to 2×2 matrices. Let Ψ↓ = (Ψ1,Ψ2)T and Ψ↑ = (Ψ3,Ψ4)T , the
CS transformation can be expressed as ψ↓(x)
ψ↑(x)
 =
eiI↓(x) 0
0 eiI↑(x)

 Ψ↓(x)
Ψ↑(x)
 , (3.17)
with
Is(x) =
∑
s′
∫
d2x′Kss′ρs′(x′) arg(x− x′), (3.18)
and
K1 =
 φ˜ sgn(ν˜)φ˜
sgn(ν˜)φ˜ −φ˜
 , K3 = sgn(ν˜)
φ˜ φ˜
φ˜ φ˜
 . (3.19)
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Under the transformation,
H =
∑
s
−i~vF
∫
d2xΨ†sαi(∂i + ie(Ai + a
s
i )/~)Ψs. (3.20)
To keep the presentation simple, we will focus on K1 and K3, and comment on K2 when
appropriate.
3.3 Statistical Interaction
Compared to non-relativistic systems, the Chern-Simons field coupled to Dirac fermion
can be integrated out exactly. This is because the Chern-Simons gauge field couples to
currents linearly. In non-relativistic electron system, the coupling has quadratic terms. For
convenience, we only consider one component system. The result for multiple components
system can be obtained by a more straightforward method. The general action for Chern-
Simons field is
SCS =
∫
d3x
(
e2
4pi~φ˜
µνρaµ∂νaρ − eaµjµ
)
. (3.21)
We only consider the static case, in which the action is reduced to
SCS =
∫
d3x
(
e2
2pi~φ˜
a0(∂1a2 − ∂2a1)− eaµjµ
)
. (3.22)
In order to integrate out the gauge field, we need to find the inverse of e
2
2pi~φ˜ij∂i, which we
denote as Dj. Dj satisfies
e2
2pi~φ˜
ij∂iDj(x− y) = δ(x− y). (3.23)
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It is helpful to write Dj = jk∂k∆, then Eq. 3.23 becomes
e2
2pi~φ˜
ij∂ijk∂k∆(x− y) = − e
2
2pi~φ˜
(∂21 + ∂
2
2)∆(x− y) = δ(x− y).
From the above equation, we have
e2
2pi~φ˜
∆(x− y) = − 1
2pi
ln |x− y|,
and propagator
D1(x− y) = ∂2∆(x− y) = −~φ˜
e2
x2 − y2
|x− y|2 ,
D2(x− y) = −∂1∆(x− y) = ~φ˜
e2
1
2pi
x1 − y1
|x− y|2 .
With the propagator, the effective action by completing the square is
Seff =
∫
dt
∫
d2x
∫
d2yj0(x)Di(x− y)j1(y)
= φ˜~
∫
dt
∫
d2x
∫
d2yj0(x)
(x1 − y1)j2(y)− (x2 − y2)j1(y)
|x− y|2 .
The most distinguishable feature of the interaction is that it is a density-current interaction,
while Coulomb interaction is density-density interaction. This action breaks time reversal
symmetry since the system itself is not time reversal invariant.
The above derivation makes it clear the nature of the interaction induced by Chern-
Simons field. However, it is more straightforward to obtain the interaction by using the
explicit form (Eq. 3.12) for the Chern-Simons gauge fields. In symmetric gauge, the Hamil-
tonian for composite Dirac fermion can be written as
H = (−1)αi~vF
∫
d2xΨ†α(x)
 0 2∂ − eB2~ z¯ + i e~ (aα1 − iaα2 )
2∂¯ + eB
2~ z + i
e
~ (a
α
1 + ia
α
2 ) 0
Ψα(x),
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where ∂ = ∂z = (∂1 − i∂2)/2 and ∂¯ = ∂z¯ = (∂1 + i∂2)/2, and the summation over α is
implied. H can be separated into two parts. The first part is the Hamiltonian for free
composite Dirac fermion which does not involve gauges fields. The second part is the
interaction Vst which we will refer to as the statistical interaction. With the help of the
identity
z¯ =
1
pi
∫
d2z′
1
z − z′ ,
and the explicit form of aαi in Eq. 3.12, the statistical interaction can be written down as
Vst =
∑
β
(−1)αi~vF
∫
d2x d2x′Ψ†α(x)
 0
Kαβρβ(x′)−eB/h
z−z′
−Kαβρβ(x′)−eB/h
z¯−z¯′
Ψα(x)
=
∑
β
(−1)αi~vF
∫
d2x d2x′Ψ†α(x)
 0
Kαβδρβ(x′)
z−z′
−Kαβδρβ(x′)
z¯−z¯′
Ψα(x). (3.24)
The above interaction can also be expressed in terms of density and currents, and is essen-
tially the same as the result obtained by integrating out the Chern-Simons field.
With the statistical interaction at hand, we can now write down the full Hamiltonian
for composite Dirac fermion which reads,
HCDF = H0 + Vst + Vc, (3.25)
where
H0 = (−1)αi~vF
∫
d2xΨα(x)σi∂iΨα(x),
Vc =
1
2
∫∫
d2x d2x′δρ(x)V (x− x′)δρ(x′). (3.26)
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Here V (x − x′) = 1/4pi|x − x′| is the Coulomb potential. The dynamics driving by the
statistical interaction will be studied in detail in the next few chapters.
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Chapter 4
Normal State and Dynamical Mass
Generation
In Chapter 3 we developed a fermionic Chern-Simons theory for Dirac fermions, and derived
an effective interaction mediated by the Chern-Simons fields. The statistical interaction has
important physical consequences on the nature of the ground states for the composite Dirac
fermions. The dynamics driven by the statistical interaction will be explored in detail. In
this chapter we first look at the normal state.
The peculiarity of ζLL is that it lies around Dirac point, and hence is shared by particles
and holes. With kinetic energy quenched by magnetic field, an exciton gap can be opened
even at finite charge density to take advantage of the attractive Coulomb interaction be-
tween particles and holes [1–4]. In the Chern-Simons approach, the composite fermions do
not feel the magnetic field and all the physics of magnetic field is now embodied into the
68
statistical interaction. In this chapter, we use a variational approach to show it is energet-
ically favorable to form exciton condensate. Above the exciton condensate, the excitations
become massive.
4.1 Massless and Massive Dirac Fermion Fields
This section serves two purposes. First we introduce the basis for the Dirac fermion fields.
Then we will talk about the relation between massless and massive Dirac fermions which will
reveal the way a variational approach can be constructed for dynamical mass generation.
In Chapter 1, we derived the energy eigenstates for Dirac fermions. Since the composite
Dirac fermion is subject to zero average total magnetic filed, we can use the plane waves
in Eq.1.10 as the basis in the mode expansion for composite Dirac fermion field Ψα(x) as
follows,
ΨRs(x) =
1√
2V
∑
k
eik·x

e−iθk
1
Ask +
e−iθk
−1
B†sk
 , (4.1)
ΨLs(x) =
1√
2V
∑
k
eik·x

e−iθk
−1
Csk +
e−iθk
1
D†sk
 , (4.2)
The basis is not unique, since an overall phase factor of eiθk can be multiplied. Note
that, in the operator expansion, we have performed a particle-hole transformation such
that removing a particle in a negative energy state is redefined as creating a hole with
positive energy. Specifically, B†sk and D
†
sk in the above expressions are the hole creation
operators for the R- and L-valleys respectively. In this basis, the kinetic energy part of the
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Hamiltonian becomes
H0 =
∑
sk
~vFk(A†skAsk +B
†
skBsk + C
†
skCsk +D
†
skDsk). (4.3)
An important remark is in order. As pointed out in [5], to quantize Dirac equation, a
fermionic field must be introduced. This can be related to the spin-statistics connection.
The spin degree of freedom is built in the Dirac equation, the particles it describes must
be fermionic. Although it is tempting to develop a bosonic Chern-Simons theory, this
quantization requirement makes it not feasible. On the other hand, for non-relativistic
electrons, spin is not an intrinsic feature in the Hamiltonian. Schro¨dinger equation applies
to both fermions and bosons. Thus statistical transmutation imposes no difficult in non-
relativistic systems.
To understand the relation between the mass term for Dirac fermion and exciton conden-
sation, it is instructive to look at the eigenstates for massive Dirac fermion. For illustrative
purpose, consider the spinless Hamiltonian for the R-valley Dirac fermion with a mass term:
HmR = −i~vFσi∂i +mv2Fσ3.
Define Ek =
√
(~vFk)2 +m2v4F . The energy of the massive Dirac fermion is E˜k = ±Ek
with eigenstates
u+(x) =
1√
2Ek(Ek −mv2F )V
~vF (kx − iky)
Ek −mv2F
 eik·x with E˜k = Ek,
u−(x) =
1√
2Ek(Ek +mv2F )V
~vF (kx − iky)
−(Ek +mv2F )
 eik·x with E˜k = −Ek. (4.4)
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Using the eigenstates (4.4), we can define the real space field operator
ΨmR (x) =
∑
k
(
u+(x)ak + u−(x)b
†
k
)
Ψm†R (x) =
∑
k
(
u†+(x)a
†
k + u
†
−(x)bk
)
(4.5)
where ak is the annihilation operator of particles, and bk is the annihilation operator of
holes.
Taking the limit m → 0, the eigenstates of massless Dirac fermion can be recovered.
Let the Ak (Bk) be the corresponding annihilation operator for massless Dirac particles
(holes). From eigenfunctions of both massless and massive Dirac fermions, it can be seen
that the relation between the two sets of operators is given by
a†k =
√
Ek + ~vFk
2Ek
A†k +
√
Ek − ~vFk
2Ek
Bk,
bk = −
√
Ek − ~vFk
2Ek
A†k +
√
Ek + ~vFk
2Ek
Bk. (4.6)
This relation can be casted into a relation between the vacua of the two types of Dirac
fermions. The vacuum |0〉 of massive Dirac fermion is related to the vacuum |vac〉 of
massless Dirac fermion by the unitary Bogoliubov transformation
|0〉 = Uϕ |vac〉 = exp
(
−
∑
k
ϕk
(
A†kB
†
k −BkAk
))
|vac〉 , (4.7)
equivalently, it can be written in the BCS form:
|0〉 =
∏
k
(
cosϕk − sinϕkA†kB†k
)
|vac〉 . (4.8)
Thus |0〉 is of excitonic nature, meaning if a Dirac fermion mass can be generated dynam-
ically, it is associated with non-trivial change of vacuum structure, i.e., the formation of
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exciton condensate with m as the exciton gap. It is clear that if the two sets of operators
are related by Uϕ such that ak = UϕAkU
−1
ϕ , then
ak |0〉 = UϕAkU−1ϕ Uϕ |vac〉 = UϕAk |vac〉 = 0.
This means |0〉 is indeed the vacuum of the massive Dirac fermions. Note a†k = UϕA†kU−1ϕ =
cosϕkA
†
k + sinϕkBk. Comparing with Eq. 4.6, we conclude cosϕk =
√
(Ek + ~vFk)/2Ek.
Here ϕk can be used as a real variational parameter which is related to m by the above
equation. As a result, a†k is the creation operator of the elementary excitations of the
exciton state. Unlike superconductivity, Uϕ does not break the U(1) charge symmetry, the
particle density operator is invariant under such transformation, i.e., ρk = A
†
kAk−B†kBk =
a†kak− b†kbk. Because of the excitonic nature of |0〉, the new vacuum is also charge neutral.
This is important since we require particle number to be fixed for the current purpose.
4.2 Dynamical Mass Generation
The mechanism that a mass term can be generated dynamically by exciton condensation
was first introduced by Nambu and Jona-Lasinio [6] in 1961, based on an analog to the BCS
theory for superconductivity. This effect is originated from the attraction between particles
and holes in the Dirac spectrum. For composite Dirac fermions, it turns out that both the
statistical interaction and Coulomb interaction are favorable for exciton condensation.
As shown in the previous section, at charge neutrality, the exciton vacuum can be
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written as follows,
|0〉 =
∏
s
∏
k
(
cosϕRsk − sinϕRskA†skB†sk
)(
cosϕLsk − sinϕLskC†skD†sk
)
|vac〉 , (4.9)
where ϕR,L are variational parameters and |vac〉 describes the state where the valence
CDF bands are filled and the conduction bands empty. This state is not unique due to
the SU(4) degeneracy. We can perform an SU(4) rotation on the vacuum and obtain an
equivalent state. This property is common for spontaneous symmetry breaking states. The
quasiparticle operators associated with the exciton condensate |0〉 can be obtained through
a Bogoliubov transformation and are given by,
a†sk = cosϕRskA
†
sk + sinϕRskBsk,
bsk = − sinϕRskA†sk + cosϕRskBsk,
c†sk = cosϕLskC
†
sk + sinϕLskDsk,
dsk = − sinϕLskC†sk + cosϕLskDsk, (4.10)
It is straightforward to verify that |0〉 contains no quasiparticles, i.e. ask |0〉 = bsk |0〉 = 0.
The definition of the Chern-Simons fields requires a finite charge density, and the theory
only applies to the states with even denominator filling factors. The normal state with a
nonzero particle density can be constructed by creating quasiparticles on top of the exciton
vacuum |0〉. A generic normal state with a positive filling factor can be written as
|N〉 =
∏
s
∏
k≤kRsF
a†sk
∏
k≤kLsF
c†sk |0〉 , (4.11)
where kRsF and k
Ls
F are the Fermi wave vectors associated with the two valleys with spin s.
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At the filling factor ν˜, we have
∑
s,k≤kRsF
〈N |a†skask|N〉+
∑
s,k≤kLsF
〈N |c†skcsk|N〉 = ν˜eB/h. (4.12)
Hereafter, the wave vector will be measured in unit of kF = 1/lBφ˜
1/2, which corresponds
to the spin-polarized CDF Fermi vector, and the energy in unit of ~vFkF . We will show
that the variational energy 〈N |H|N〉 is indeed minimized at nonzero ϕR,L in favor of an
exciton condensate.
We now discuss the dynamical mass for the symmetry breaking state |N〉 described by
K1 at ν = 1/2 by minimizing the variational energy EN [ϕRsk, ϕLsk] = 〈N |H|N〉 where the
Hamiltonian includes both the statistical interaction Vst and the Coulomb interaction
Vc(x,x
′) =
g
|x− x′| , g =
e2
4piε~vF
. (4.13)
The results for other K-matrices will be discussed shortly. The calculation can be done
by first performing the Bogoliubov transformation (Eq. 4.10) on the full Hamiltonian H
(Eq. 3.25). This transformation will lead to a Hamiltonian expressed in terms of the
excitonic excitations, for example, the interaction Vst in the exchange channel for the R-
valley is
Fst =− piV
∑
s,k,p
Kss sin 2ϕRsk< cos 2ϕRsk>
k>
a†skaska
†
spasp. (4.14)
where k> (k<) is the bigger (smaller) of k and p. After the transformation, the expectation
value EN = 〈N |H|N〉 can be obtained. By varying EN with respect to ϕRsk and ϕLsk, a
set of variational equations describing the dynamics can be derived.
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We focus on the spin-down bands and drop the spin indices for simplicity. Due to the
constraint imposed by K1 as discussed in Sec. 3.2, the spin-up bands are not occupied. The
variational equations for the R-valley (similar for the L-valley) ϕRk can be expressed as a
set of self-consistent equations for the quasiparticle dispersion Rk =
√
α2Rk +m
2
Rk,
αRk =k + g
pi
V
∑
p
v1(k, p)
αRp
Rp
dRp + φ˜
2pi
V
∑
p<k
1
k
mRp
Rp
dRp ,
mRk =g
pi
V
∑
p
v0(k, p)
mRp
Rp
dRp + φ˜
2pi
V
∑
p>k
1
p
αRp
Rp
dRp . (4.15)
where mRk is the mass gap, αRk is the renormalized dispersion. When deriving the above
equations, the relation sin 2ϕRk = mRk/Rk was used. Here we define d
R
k = 1−nRk . nRk is the
occupation number of the R-valley, and v`(k, p) is the coefficient of the angular expansion
of the Coulomb interaction Vc in the `-th angular momentum channel, with the expansion
given by
1
|k− p| =
∞∑
l=−∞
vl(k, p)e
il(θk−θp). (4.16)
It is worth pointing out that in the above equations, for statistical interaction, αRk depends
linearly on mRp, and mRk depends linearly on αRk. This follows directly from the density-
current nature of the statistical interaction which we will discuss in detail in next section.
Since dRk projects out the filled states, only the states above the Fermi level contribute to the
dynamical mass. Note that a natural ultraviolet energy cutoff for Eqs. (4.15) is the energy
spacing between the ζLL and the first LL, which is the largest energy scale in the problem.
Restoring the unit, the mass can be expressed as MRk = mRk~kF/vF and scales with the
external magnetic field according to MRk ∝
√
B. In the magnetic catalysis theory [2], it is
75
found that in the strong coupling regime where Landau level mixing is relevant, the mass
gap is proportional to the Landau level spacing
√
2~vF/lB, the same scaling behavior as
the mass gap obtained here. Since the CDFs are not confined to a single Landau level,
the current approach agrees well with the magnetic catalysis theory in the strong coupling
regime. It is worth emphasizing that, in contrast to the nonrelativistic composite fermion
theory where an appropriate composite fermion mass remained elusive [7], the mass of the
relativistic CDF theory naturally arises from the interactions through exciton condensation.
Our numerical calculation as shown in Fig. 4.1 indicates that, due to the exchange
interaction, the valley polarized state (kRF =
√
2kF , k
L
F = 0) has lower energy than the
unpolarized state (kRF = k
L
F = kF ). For example, for Coulomb strength g = 0.3, φ˜ = 2 and
a momentum cutoff Λ = 2kF , the energy density of the polarized state is approximately
−0.88 while that of the unpolarized state is −0.85. The unoccupied bands have a larger
mass gap than the filled band. This is because of the presence of dRk in the gap equation
(Eq. 4.15) which implies occupied states do not contribute to the formation of mass gap,
leading to a smaller mass gap than these empty bands. And this also causes the mass
curve below
√
2kF to be flat. The resulting CDF band structure is shown schematically
in Fig. 4.2. The unoccupied spin-up bands have a mass with the same magnitude but
opposite sign as the unoccupied spin-down band dictated by the diagonal elements of K1
as will be detailed in next section. It should be stressed that the mass gap of the empty
CDF bands generated by the statistical interaction is large enough so that the chemical
potential lies inside the gap, making the emergence of the spin-valley polarized state fully
76
−3
−2
−1
0
1
2
3
0 0.5 1 1.5 2
k/kF
mR↓k
mL↓k
mR↑k,mL↑k
Figure 4.1: Numerical result for K1. The mass gaps is measured in the unit of ~vFkF with
g = 0.3 and φ˜ = 2. Due to the exchange effect, the four-fold spin-valley degeneracy is
lifted.
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µ′
EC
EE
µ
Figure 4.2: Schematic plot of the spin-down CDF bands before and after exciton conden-
sation (EC) and exchange induced polarization.
self-consistent with K1. Note that this state has nonzero magnetization in the spin sector,
or pseudo-spin sector if we choose to break the pseudo-spin symmetry. This means it has
nonzero expectation of the ferromagnetic order parameter similar to the case for quantum
Hall ferromagnetism in the integer quantum Hall effects (see Sec. 2.3).
4.3 Topological Classification of K-matrices
The density-current nature of the statistical interaction has a remarkable consequence. The
statistical interaction can be rewritten as
Vst = i
∑
αβ
Kαβ
∫
d2xΨ†α(x)σ3Ψβ(x
′)
(x− x′) · Jβα(x′,x)
|x− x′|2 , (4.17)
with
Jβα(x
′,x) = (−1)α+1Ψ†β(x′)σΨα(x). (4.18)
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K mR↓ mL↓ mR↑ mL↑ filling factor ν
K1 + + − − ν˜
K2 + + + − −1 + ν˜
K3 + + + + −2 + ν˜
Table 4.1: Classification of K-matrices by the signs of mass terms for positive filling factor
ν˜.
In this form, it is apparent that the contribution to ground state energy from statistical
interaction is linear in the exciton or mass order parameter Ψ†α(x)σ3Ψα(x
′). As a conse-
quence, to lower the energy, the mass must have the same sign as that of the corresponding
matrix elements of K in the prefactor of Vst, i.e., Kαα. This property is also reflected in the
exchange channel of Vst as shown in Eq. 4.14:
Fst =− piV
∑
s,k,p
Kss sin 2ϕRsk< cos 2ϕRsk>
k>
a†skaska
†
spasp.
To lower the energy, i.e. to have a negative Fst, Kss and ϕRsk must have the same sign.
If Kss is positive, ϕRsk must also be positive. Since a positive ϕ implies a positive mass,
the mass with order parameter Ψ†α(x)σ3Ψα(x
′) has the same sign as the diagonal matrix
element Kαα.
The exciton condensation is thus essential for classifying the different states described
by the three types of the K matrices. From the diagonal matrix elements of the K-matrices,
we can read out the signs of the masses for different spin-valley components as shown in
Table 4.1. As discussed in Sec. 1.2, the electromagnetic response of massive Dirac fermion
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is highly non-trivial. The Hall conductivity depends on the sign of mass. This is shown in
Eq. 1.20, which we repeat here:
σij = sgn(m)
1
2
e2
h
δij.
As discussed before, the conductivity can also be related to the Chern number of the Dirac
band. Therefore, the difference among the K-matrices lies in the topology characterized
by the Chern number of the CDF bands, which is determined by the sign of the mass.
Indeed, from the sign of the mass gap, one can find out the total Chern number of different
states described by the K matrices. For K1, the broken SU(4) symmetry leads to different
signs in the mass gaps. The occupied valence bands have zero total Chern number, so the
total filling factor is given by ν = ν˜ = ±1/φ˜. For the SU(4) symmetric case described
by K3, the identical mass gaps contribute to a non-vanishing total Chern number ±2,
resulting in a quantum anomalous Hall effect (QAHE) for the CDFs. Remarkably, this
QAHE at ν˜ implies that the total filling factor ν = ±(2− 1/φ˜) for the electrons, where the
integer contribution to σxy comes from the QAHE of the exciton condensate. Similarly, K2
describes states at filling factor ν = ±(1 − 1/φ˜) since it leads to CDF bands with Chern
number ±1. This can be seen more clearly if we draw the zeroth Landau levels for different
situations (Fig. 4.3).
Given the above pictures, we can discuss the issue of how to define particle-hole trans-
formations which was left unspecified in Sec. 3.2. As it is apparent now, each type of
K-matrices is associated with different ways of defining particle-hole transformation in the
Landau level basis. Defining the particle-hole transformation is equivalent to defining the
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E = 0
K1
E = 0
K2
E = 0
K3
Figure 4.3: The difference between the K matrices is reflected in the signs of the exciton
mass gaps. K1 leads to opposite masses for the two spin projections and therefore describes
the ν = 1/φ˜ state (top panel). K2 has one component with a different sign, corresponding
to the filling factor ν = −1 + 1/φ˜ (middle panel). K3 results in the same sign of mass for
all bands, leading to the filling factor ν = −2 + 1/φ˜ (bottom panel).
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vacuum. There are essentially three states we can define as vacua: 1) all ζLLs are empty,
2) one of the four ζLLs is occupied, 3) two are occupied. These three situations correspond
exactly to K3, K2 and K1, respectively. And they also match the filling factors. For exam-
ple, for the case of K3, the filling factor ν˜ is measured relative to the empty ζLLs, which
converts to the true filling factor gives ν = −2 + ν˜.
It is remarkable that we can have composite fermion theory at filling factors ν − ν˜ =
0,±1,±2 with ν˜ < 1. This is not possible for multi-component non-relativistic systems,
neither is it possible for filling factors beyond these in the ζLLs. In essence, this is due to the
spectrum asymmetry we mentioned before, i.e., the breaking of the conjugation symmetry
{H, σ3} = 0. This symmetry breaking implies that the positive energy states and negative
energy states no longer have one to one correspondence. Consider the gedanken experiment
proposed by Haldane [8] on massive two-dimensional Dirac fermion. Imagine we turn on
a magnetic field adiabatically so the spectrum evolves into Landau levels. In the process,
the chemical potential is kept in the mass gap, and the gap is never closed during the
process. Since the process is adiabatic, no electrons is excited from negative energy states
to positive energy states across the mass gap. At the end of process, if the mass of the
Dirac fermion is positive, the Landau level with energy m is empty. On the other hand, if
the mass is negative, the Landau level with energy −m will be filled. Both the Landau level
with energy m in the first case and the Landau level with energy −m in the second case
becomes the zeroth Landau level in the massless limit and is unpaired, meaning there’s no
Landau level with opposite energy exists. These two situations, however, differ by a fully
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filled Landau level. This is why we can define composite fermions near different integer
filling factors within ζLLs, since the differences in the spectrum at different filling factors
can be accommodated by the spectrum asymmetry of different mass gaps of composite
Dirac fermions the absence of magnetic field.
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Chapter 5
Paired Quantum Hall States
In the previous chapter, we showed that, due to the dynamically generated mass gaps,
different K-matrices can be used to describe filling factors near different integer filling
factors ν = 0,±1,±2, with integer Hall conductivity coming from the anomalous quantum
Hall effect of the composite Dirac fermions. To have a fractional quantum Hall state at even
denominator filling factors, the normal state above exciton condensate must also be gapped.
In this chapter, we study the pairing instability caused by the statistical interaction which
provides a mechanism to gap the excitations in the normal state. In particular, we show
that fractional quantum Hall state at ν = 1/2 in graphene, if observed in the future, could
be a candidate for the Moore-Read Pfaffian state which we introduced in Sec. 2.5.
The Pfaffian Pf( 1
zi−zj ) can be regarded as the real space wave function of a spinless
px − ipy superconductor [1, 2]. The parallelism of MRP state and p-wave superconductor
goes beyond the form of their real space wave functions. The most remarkable feature of
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the Pfaffian state is the nonabelian quasi-hole excitations, which correspond to exactly the
Majorana mode inside the vortex cores in a px − ipy superconductor [1], which are also
nonabelian [3]. Because of this nonabelian statistics, it was proposed as a candidate for
the realization of topological quantum computation [4].
5.1 Gap Equations
In this chapter, we will focus on ν = 1/2 state described by K1. As discussed previously,
the spin-valley SU(4) symmetry is fully lifted. Only one composite Dirac fermion band will
be filled. The pairing occurs in this filled band. To study the normal state, we performed a
Bogoliubov transformation on composite Dirac fermion, and expressed the full Hamiltonian
in terms of the excitonic excitations denoted as a†sk etc.. In this section we examine the
pairing channel among the excitonic excitations. We will work exclusively with the spin-
down composite Dirac fermions in R-valley, and drop the indices.
The statistical pairing interaction is dominated by the ` = 1 angular momentum channel
and has the form,
Pst =− piφ˜V
∑
k,p
sin 2ϕRsk> cos 2ϕRsk<
k>
ei(θk−θp)a†ka
†
−ka−pap, (5.1)
where k> (k<) is the bigger (smaller) of k and p. Notice that the angular momentum
depends on the plane wave basis. It is remarkable that this pairing interaction is present
only if there is an exciton condensate, i.e., when ϕRsk 6= 0. Since the latter requires Landau
level mixing, this implies that Landau level mixing is crucial for the pairing to occur.
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Following BCS theory, we can write a variational wave function for the paired state :
|Ω〉 =
∏
k
(uk + vka
†
ka
†
−k) |0〉 , (5.2)
with the normalization condition |uk|2 + |vk|2 = 1, where |0〉 is the exciton vacuum defined
in Eq. 4.9. Note that the variational wave function contains both the exciton and pairing
order parameters which must be determined self-consistently by minimizing the ground
state energy. The self-consistent equations for the dynamical mass have the same form as
in Eq. 4.15 except that occupation number nk is given by |vk|2
αk =k + g
pi
V
∑
p
v1(k, p)
αp
p
(1− |vp|2) + φ˜2piV
∑
p<k
1
k
mp
p
(1− |vp|2),
mk =g
pi
V
∑
p
v0(k, p)
mp
p
(1− |vp|2) + φ˜2piV
∑
p>k
1
p
αp
p
(1− |vp|2). (5.3)
As in the normal state, we define the dispersion k =
√
α2k +m
2
k. As can be seen in
the above equations, in the superconducting state, the mass gap is modified slightly by
the change of occupation number which is different from the normal state. Unlike in the
normal state, exciton pairs have nonzero amplitude for k < kRF due to pairing.
The variation of the energy with respect to u∗k and v
∗
k leads to the familiar BdG equations
(dropping the valley index),
Ekuk = ξkuk +∆
∗
kvk,
Ekvk = −ξkvk +∆kuk, (5.4)
where ξk = k − βk − µ, Ek =
√
ξ2k + |∆k|2, and βk = g piV
∑
p v0(k, p)(1 + n
R
p ) comes from
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the Coulomb exchange. The gap function ∆k is determined by the gap equation
∆k =
2pi
V
∑
p
ei(θk−θp)u∗pvp
[
φ˜
1
k>
mk>
k>
αk<
k<
− g
2
(
1 +
mkmp
kp
)
v1(k, p)− g
2
αkαp
kp
v0(k, p)
]
.
(5.5)
5.2 Numerical Results
To obtain the ground state, Eqs. 5.3 and 5.5 must be solved simultaneously in a self-
consistent fashion. Fig. 5.1 displays the numerical solution of the gap equations for mk and
∆k at φ˜ = 2 and g = 0.3. The solution of mk in the paired state is very close to that of the
normal state. Because of the smoothness of |vk|2 compared with nk in the normal state,
mk is also smoothened.
Near k = 0, the leading behavior of ∆k is linear. This is required by the p-wave
symmetry. Due to this linearity of ∆k, the real space wave function in the long wavelength
limit is the Pfaffian. As discussed in the work of Read and Green [1], the ground state can
be written as
|Ω〉 =
∏
k
|uk|2 exp
(
1
2
∑
k
gka
†
ka
†
−k
)
|0〉 ,
where gk = vk/uk. Real space wave function can be obtain by project |Ω〉 to real space,
Φ(x1, . . . ,xN) = 〈0|
∏
i
Ψ(xi)|Ω〉 ,
where N is even. Because the spinor structure of the composite Dirac fermion, the real
space wave function must also has two components. In either case, they can be written as
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a Pfaffian, i.e.,
Φα(x1, . . . ,xN) = Pf(gα(xi − xj)),
where α = 1, 2 labels the spinor components, and
g1(x) =
1
V
∑
k
(cosϕRk + sinϕRk)
2 e−2iθkeik·xgk,
g2(x) =
1
V
∑
k
(cosϕRk − sinϕRk)2 eik·xgk. (5.6)
From BdG equation,
gk =
vak
uak
=
Eak − ξak
∆∗ak
=
Eak − ξak
|∆ak| e
iθk . (5.7)
Consider the long wavelength limit, i.e., when k is small, mk ≈ m0 is almost constant (c.f.
Fig. 5.1) and gk ∝ 1/ke−iθk . We have to quadratic order
(cosϕRk + sinϕRk)
2 = 1 + sin 2ϕRk = 1 +
mk
k
= 2− v
′2
F k
2
2m2
,
(cosϕRk − sinϕRk)2 = 1− mk
k
=
v′2F k
2
2m2
, (5.8)
where v′F is the renormalized Fermi velocity. Performing Fourier transform, we have
g1(r) =
κ1
z
− cJ2(κ2r)
z
,
g2(r) = c
J2(κ2r)
z¯
, (5.9)
where κ1, κ2 is cutoff dependent constants, and c =
v′2F κ
2
2
4pim2
. J2(x) is the usual Bessel
function and z = reiθ. Here we used the recursion relation xnJn−1(x) = ddx(x
nJn(x)).
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Asymptotically when κ2r  15/4,
g1(r) ≈ κ1
z
+ c
√
2
pi
cos(κ2r − pi/4)
z
√
r
,
g2(r) ≈ −c
√
2
pi
cos(κ2r − pi/4)
z¯
√
r
. (5.10)
From Eq. 5.8, we see that the oscillatory part of the wave function is solely due to the
k dependence of mk. Note that except for the subleading oscillatory contributions that
decay faster at large distances, the pairing wave function resides predominantly on one
component of the spinor (i.e. on one of the sublattices) and has the form of the Moore-Read
Pfaffian state in agreement with the numerical results shown in Fig. 5.1. It is remarkable
that although the large holomorphic part on the upper component is indeed dominated by
contributions from the ζLL subspace, the wave function of the nonabelian ground state does
not entirely lie in the ζLL since the nonholomorphic, oscillatory contributions, although
small, enter both the upper and the lower components of the wave function and can be
attributed to the effects of Landau level mixing. From the real space wave function, we see
that the paired state is indeed can be described by the Moore-Read Pfaffian state in the
long wavelength limit. But we don’t really need the real space wave function to show the
non-abelian nature of the state, it is more directly to solve the excitations inside a vortex
core [1].
Because the Coulomb interaction is pair-breaking, the pairing gap ∆sc = 2min(Ek)
reduces with increasing g. Our numerical result shows that ∆sc vanishes at a critical value
gc ≈ 0.53 and 1.28 for φ˜ = 2 and 4 respectively. For g > gc, the massive Dirac fermions
form a stable Fermi liquid state.
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Figure 5.1: (a) The dynamical masses mRk and mLk in the chiral p-wave paired state. The
corresponding exciton masses in the normal state are very close and drawn in dashed lines.
(b) Solution of the BdG equation for the pairing gap function ∆k, the condensate amplitude
fk = u
∗
kvk, and the momentum distribution function nk. (c) The composite Dirac fermion
dispersion in the normal state and that of quasiparticle excitations in the paired state; (d)
Pairing wave functions (unnormalized) in real space. All results are for φ˜ = 2 and g = 0.3
with a momentum cutoff Λ = 2kF . Due to valley splitting, the Fermi vector is k
R
F =
√
2kF .
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Chapter 6
Concluding Remarks
A fermionic Chern-Simons theory for Dirac fermion is developed in this work. The SU(4)
symmetry demands the introduction of a set of K matrices. In particular, K1 and K2 have
not been considered before. The way the theory works relies on dynamical mass generation
via exciton condensation. With the dynamical mass, this framework can describe the
fractional quantum Hall states near all the integer filling factors, i.e., ν = 0,±1,±2. It
is also shown the SU(4) symmetry is fully lifted by the exciton condensate and exchange
effect. In the composite Dirac fermion picture, the opening of the mass gaps is necessary
for breaking this symmetry since with the mass gap, the empty bands can be pushed
outside the chemical potential. Without the mass gaps, the chemical potential will always
intersect with the bands, a complete polarization is thus impossible. We further explore
the possibility of paired state in the universal class of the Moore-Read Pfaffian state. And
indeed, the statistical interaction contains such a channel.
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Although only states with even denominator filling factors have been considered. This
theory can be easily extended to states with odd denominator filling factors. For the later
case, the external magnetic field cannot be canceled completely. The filling factor of the
composite Dirac fermion in the residual magnetic field is exactly an integer. Landau levels
of the composite fermion can then be filled completely similar to the integer quantum Hall
states. We expect mass gaps can also be generated dynamically in this case via magnetic
catalysis.
This theory can also be applied to other materials with two-dimensional Dirac quasi-
particles. One such example is the surface states of three dimensional topological insulator.
A particular similar system is the topological insulator thin film which can be thought of
as a simpler version of graphene with only two species of Dirac fermion.
Finally we would like to remark on the effect of Landau level mixing. Unlike non-
relativistic electron systems, the Coulomb energy and Landau level both scale as
√
B.
Furthermore, the fine structure constant αg = e
2/4pi~vF is quite large, especially in sus-
pended graphene where αg ≈ 2.2. So these two energy scales are on the same order. It
is highly likely that Landau level mixing will play an important role. Although screening
effect can usually reduce  significantly, it is not the case for zeroth Landau level because of
the particle-hole symmetry. Indeed, one can integrate out all the Landau levels except the
zeroth Landau levels to obtain the screening. We show in Appendix A that at zero tem-
perature, there’s no screening from other Landau levels. Although Chern-Simons approach
lacks the ability of projecting states into zeroth Landau level, this can be an advantage
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when Landau level mixing is strong where other approach may fail immediately.
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Appendix A
Landau Level Screening
In this appendix, we study the screening effect of all other Landau levels on the zeroth
Landau levels. We use the method in Ref. [1] but in the context of Dirac fermions.
To consider the effect of filled Landau levels to the topmost Landau level (in this case
n = 0 Landau level), we will integrate out all the Landau levels except the one we are
interested in. We start with the partition function
Z =
∫
DΨ¯DΨeS (A.1)
with the action
S =
∫ β
0
dτ
∫
d2xΨ†(x) (−∂τ −H + µ) Ψ(x)− 1
2
∫ β
0
dτ
∫
d2x
∫
d2x′ρ(x)V (x− x′)ρ(x′),
(A.2)
where H is the free Dirac Hamiltonian, ρ is the density, and V (x − x′) = 1/κ|x − x′| is
Coulomb potential. In order to integrating out the fermion fields, one can use Hubbard-
Stratonovich transformation to make the action quadratic in the field operator. The
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Hubbard-Stratonovich transformation is implemented by introducing an auxiliary field φ(x)
such that
∫
Dφ exp
(
1
2
∫
d3x
∫
d2x′φ(x)K(x− x′)φ(x′)−
∫
d3xφ(x)ρ(x)
)
= exp
(
−1
2
∫ β
0
dτ
∫
d2x
∫
d2x′ρ(x)V (x− x′)ρ(x′)
)
. (A.3)
This requires
∫
d3x′K(x− x′)V (x′ − x′′)δ(τ ′ − τ ′′) = δ(x− x′′), (A.4)
and the normalization condition:
∫
Dφ exp
(
1
2
∫
d3x
∫
d3x′φ(x)K(x− x′)φ(x′)
)
= 1. (A.5)
Using (A.3), the partition function becomes
Z =
∫
DΦ¯DΦDφ exp
(
S[Ψ†,Ψ] + S[φ]−
∫ β
0
dτ
∫
d2xφ(x)ρ
)
, (A.6)
with
S[Ψ†,Ψ] =
∫ β
0
dτ
∫
d2xΨ†(x) (−∂τ −H + µ) Ψ(x),
S[φ] =
1
2
∫
d3x
∫
d3x′φ(x)K(x− x′)φ(x′). (A.7)
Apparently, φ(x) can be taken to be τ independent.
In order to trace out all other Landau levels, we separate Ψ→ ψ0 + ψ, where ψ0 is the
operator in the zeroth Landau level and ψ all other Landau levels. For convenience, we
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define
S[Ψ†,Ψ, φ] = S[Ψ†,Ψ]−
∫ β
0
dτ
∫
d2xφ(x)Ψ†(x)Ψ(x)
=
∫ β
0
dτ
∫
d2xΨ†(x) (−∂τ −H + µ− φ(x)) Ψ(x).
First we expand the fields in terms of the Landau level eigenstate ψnl,
Ψ(x) =
∑
l
ψ0l(x)a0l(τ) +
∑
n 6=0,l
ψnl(x)anl(τ),
Ψ†(x) =
∑
l
a¯0l(τ)ψ
†
0l(x) +
∑
n 6=0,l
a¯nl(τ)ψ
†
nl(x). (A.8)
where n is the Landau index and l is the angular momentum of the Landau level wave
function. anl and a¯nl are independent Grassmann variables. The decoupling is made by
identifying
ψ0(x) =
∑
l
ψ0l(x)a0l(τ),
ψ(x) =
∑
n6=0,l
ψnl(x)anl(τ).
Then
S[Ψ†,Ψ, φ] =
∫ β
0
dτ
∫
d2xψ†(x) (−∂τ −H + µ− φ(x))ψ(x)
+
∫ β
0
dτ
∫
d2xψ†0(x) (−∂τ −H + µ− φ(x))ψ0(x)
+
∫ β
0
dτ
∫
d2x
(
φ(x)ψ†(x)ψ0(x) + φ(x)ψ
†
0(x)ψ(x)
)
.
Now we integrate out ψ. Since φ(x) can be made to be τ independent, we can expand ψ(x)
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in terms of Matsubara frequencies
ψ(τ,x) =
1
β
∑
a
eiωaτψa(x),
ψ†(τ,x) =
1
β
∑
a
ψ†a(x)e
−iωaτ , (A.9)
where ωa = (2a+ 1)pi/β with a integers. The action for ψ can be written as
S[ψ†, ψ] =
1
β
∑
a
∫
d2xψ†a(x) (−iωa −H + µ− φ(x))ψa(x)
+
1
β
∑
a
∫
d2xφ(x)
(
ψ†a(x)ψ0,a(x) + ψ
†
0,a(x)ψa(x)
)
. (A.10)
After integration over ψa, we have
Z[ψ†0, ψ0, φ] =
∫
DφDψ†0Dψ0 exp
(∑
a
∫
d2x
∫
d2x′φ(x)ψ0,a(x)G⊥a (x,x
′)ψ0,a(x′)φ(x′)
)
×
∏
a
det
(
1
β
P⊥ (iωa − µ+H + φ(x))P⊥
)
× exp
(∫ β
0
dτ
∫
d2xψ†0(x) (−∂τ −H + µ− φ(x))ψ0(x)
)
× exp
(
S[φ]−
∫
d3xφ(x)ρ0
)
, (A.11)
where P⊥ is projection onto the subspace that is orthogonal to zeroth Landau level and
G⊥a (x,x
′) = 〈x|P⊥ 1
iωa − µ+H − φ(x)P⊥|x
′〉. (A.12)
Now everything about the n 6= 0 Landau levels is contained in the determinant. An
effective interaction can be derived from the determinant
∏
a
det
(
1
β
P⊥ (iωa − µ+H + φ(x))P⊥
)
= e
∑
a tr ln
1
β
P⊥(iωa−µ+H)P⊥ exp
∑
a
tr lnP⊥
(
1 +
φ
iωa − µ+H
)
P⊥. (A.13)
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The first term in the product is simply the non-interacting partition function. The effective
action is given by
∑
a
tr lnP⊥
(
1 +
φ
iωa − µ+H
)
P⊥
=
∑
a
tr
(∫
d2x〈x| φ
iωa − µ+H |x〉+
∫
d2x
∫
d2x′〈x| φ
iωa − µ+H |x
′〉〈x′| φ
iωa − µ+H |x〉
)
+ higher order terms. (A.14)
The second term gives us the screening. Therefore we only need to evaluate the following
∑
a
〈x| 1
iωa − µ+H |x
′〉〈x′| 1
iωa − µ+H |x〉
=
∑
a
∑
n
∑
m
1
iωa − µ+ Enψn(x)ψ
†
n(x
′)
1
iωa − µ+ Emψm(x
′)ψ†m(x), (A.15)
where En is the energy of nth Landau level. If n = m, then summation over Matsubara
frequencies vanishes as can been seen from the residue theorem. So we consider n 6= m.
Let
F (n,m) =
∑
a
1
iωa − µ+ En
1
iωa − µ+ Em
=
1
En − Em
∑
a
(
1
iωa − µ+ Em −
1
iωa − µ+ En
)
=
β2
4(En − Em)
(
tanh
β(µ− Em)
2
sgnEm − tanh β(µ− En)
2
sgnEn
)
. (A.16)
Now for each pair of n,m, there’s another pair with opposite energies, −n,−m, e.g. E−n =
−En and E−m = −Em,
F (−n,−m) = β
2
4(En − Em)
(
tanh
β(µ+ Em)
2
sgnEm − tanh β(µ+ En)
2
sgnEn
)
. (A.17)
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For our case where E1 > µ > 0, we have (µ− En)(µ+ En) < 0, so that
lim
β→∞
β2
(
tanh
β(µ− En)
2
+ tanh
β(µ+ En)
2
)
= 0, (A.18)
we conclude that
lim
β→∞
(F (n,m) + F (−n,−m)) = 0. (A.19)
Using the conjugation symmetry
ψ−n(x) = γ0γ3ψn(x), (A.20)
we can show that
tr
(
ψ−n(x)ψ
†
−n(x
′)ψ−m(x′)ψ
†
−m(x)
)
= tr
(
γ0γ3ψn(x)ψ
†
n(x
′)(γ3)†γ0γ0γ3ψm(x′)ψ†m(x)(γ
3)†γ0
)
= tr
(
ψn(x)ψ
†
n(x
′)ψm(x′)ψ†m(x)
)
, (A.21)
where we used (γ3)† = −γ3 and cyclic permutation invariant of trace tr(ABC) = tr(BCA).
So by (A.19) and (A.21), we see that at T = 0, there’s no screening effect from any other
Landau levels to the zeroth Landau levels. Physically this is because of the particle and
hole contributions cancels pair-wisely. For example, if we consider the case where EN+1 >
µ > EN , then the contributions from the Landau levels with Landau index N > n > −N
will not cancel since (µ − En)(µ + En) > 0, the condition (A.18) will no longer hold. By
the same reasoning, the first term in (A.14) also vanishes.
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