We establish new lower bounds on the complexity of
the following basic geometric problem, attributed to John
Hopcroft: Given a set of n points and m hyperplanes in JR.d, is any point cent ained in any hyperplane?
We define a general class of partitioning algorithms, and show that in the worst case, for all m and n, any such algorithm requires time Q(n log m + n2/3 m2/3 + m log n) in two dimensions, or C?(nlog m+ n516m112 + n=12m5@ +mlog n) in three or more dimensions. We obtain slightly higher bounds for the counting version of Hopcroft's problem in four or more dimensions.
our planar lower bound is within a factor of 2°t10K"fn+mJ) of the best known upper bound, due to MatouSek. Previously, the best known lower bound, in any dimension, was $l(n log m + m log n). We develop our lower bounds in two stages. First we define a combinatorial representation of the relative order type of a set of points and hyperplanes, called a monochromatic cover, and derive lower bounds on the complexity of this representation. We then show that the running time of any partitioning algorithm is bounded below by the size of some monochromatic cover.
Introduction
In the early 1980's, John Hopcroft posed the following problem to several members of the computer science community.
Given a set of n points and n lines in the plane, does any point lie on a line? Permission to copy without fee all or part of this material is granted provided that the copies are not made or distributed for direct commercial advantage, the ACM copyright notice and the title of the publication and its date appear, and notice is given that copying is by permission of the Association of Computing Machinery.To copy otherwise, or to republish, requires a fee and/or specific permission. O(n log m + nd/(d+l)md/(d+l J20(10g*(n+~)J + m log n).
The lower bound history is much shorter. The only previously known lower bound is fl(n log m + m log n), in the algebraic decision tree and algebraic computation tree models, by reduction from the problem of detecting an intersection between two sets of real numbers [23, 3] . 1In time bounds of this form, e refers to an arbitrary positive constant. The multiplicative constants hidden in the big-Oh notation depend on E, and tend to infinity as s approaches zero.
'2The iterated logmitb log* n is defined to be 1 for~n <2
and 1 + log* (log2 n.) for all n >2.
Some related results deserve to be mentioned here. Erd6s constructed a set of n points and n lines in the plane with fl(n4/3) incident point-line pairs [13] . Itfol-10WS immediately that any algorithm that reports all incident pairs requires time Cl(n4/3) in the worst case.
Of course, we cannot apply this argument to either the decision version or the counting version of Hopcroft's problem, since the output size for these problems is const ant. We use Erdtk' construction to establish our planar lower bounds.
Chazelle has established lower bounds for the closely related simplex range counting problem: Given a set of points and a set of simplices, how many points are in each simplex?
For example, in the online case, any data structure of size s that supports arbitrary triangular range queries among n points in the plane requires fl(n/@ time per query [7] . It follows that answering n queries over n points requires Cl(n4/3) time in the worst case. For the offline version of the same problem, where all the triangles are known in advance, Chazelle establishes a slightly weaker bound of Q(n4/3/ log4/3 n) [9] , although an f2(n4/3) lower bound follows easily from given a set of points and hyperplanes with no incidence.
3 Any~iw matrix~ZUI be covered by 3 Inin(m, n) monO&@ matic minors. Furthermore, there are sets of n points and m lines in the plane whose relative orientation matrices require 3 min(m, n) monochromatic minors to cover them. 4This cost assumption is rather unrealistic.
Deciding whether a set of n points and m hyperplanes has a monochromatic relative orientation matrix requires Cl(n log m + m log n) time, and almost cert airily more in dimensions four and higher. Fortunately for us, the cost assumption is unrealistic in the right direction. The two-dimensional monochromatic cover size p~(n, m) = Q(n + n2/3m2/3 + m). 
Proofi
Consider the case n1i3 < m < n. Fix a set P of n points and a set H of m hyperplanes satisfying Lemma 3.5. Any mutually incident subsets of P and H contain either at most one point or at most two planes. Thus, the number of entries in any zero minor of M(P, H) is at most twice the size of the minor.
It follows that any zero cover of M(P, H) must have size L2(I(P, H)) = L?(n5i6m112).
The dua16 construction gives us a lower bound of Cl(n112m516) for all m in the range n~m < n3, and the trivial lower bound Q(n + m) applies for other values of m. n Lemma 3.'7. Let P be a set of n points and H a set of m planes in Et', such that every point in P is either on or above every plane in H, and any three planes in H intersect in at most one point. Then I(P, H) < 3(m+n).
Call any point (resp. plane) lonely if it is incident to less than three planes (resp. points). Without loss of generality, we can assume that none of the points in P or planes in H is lonely, since each lonely point and plane contributes at most three incidence.
6We assume the reader is familiar with the concept of pointhyperplane duality. Otherwise, see [13] or [24] .
No point in the interior of of the convex hull of P can be incident to a plane in H. Any point in the interior of a facet of the convex hull can be on at most one plane in H. Consider any point p E P in the interior of an edge of the convex hull. Any plane containing p also cent ains the two endpoints of the edge. There cannot be more than two such planes in H, sop must be lonely.
It follows that every point in P is a vertex of the convex hull of P.
No plane can contain a point unless it touches the upper envelope of H. Any plane that only contains a vertex of the upper envelope must be lonely.
For any plane h that contains only an edge of the envelope, two other planes also contain that edge, and any points on h must also be on the other two planes. Then h must be lonely, since any three planes in H intersect in at most one point. It follows that every plane in H spans a facet of the upper envelope of H. Furthermore, every point in P is a vertex of this upper envelope.
Construct
a bipartite graph with vertices P and H and edges corresponding to incident pairs. This graph is clearly planar, and thus has at most 3(rn + n) edges. 0
Note that this lemma still holds if we weaken the general position requirement to rule out only mutually incident sets of s points and t planes, where s and t are any fixed constants. We reiterate here that without some sort of general position assumption, we can easily achieve mn incidence. Theorem 3.8. The three-dimensional monochromatic cover size p~(n, m) = Q(n + n5i6m1/2 + n1i2m5/6 + m).
Proofi
Consider the case 2n113 < m~n. Fix a set P of n points and a set H of m/2 hyperplanes satisfying Lemma 3.5.
Call a sign matrix loosely monochromatic if either none of its entries is + or none of its entries is -. For all subsets P'~P and If'~H, Lemma 3.7 implies that if AI(P', H') is loosely monochromatic, then
I(P', H') = O([P'I + IH'1).
Now replace each plane h E H with a pair of parallel planes at dist ante c on either side of h, for some suitably small constant s >0. Call the resulting set of m hyperplanes Ht. We say that a point is close to a plane if the distance between them is exactly c. There are Q(n5/6m1f2) close pairs between P and H6, and no incidence.
For every monochromatic minor of the matrix M(P, H.), there is a corresponding loosely monochromatic minor of &f(P, H). Furthermore, there is a oneto-one correspondence between the close pairs in the first minor and the incident pairs in the second. It follows that any monochromatic minor of kf(P, Ht) orients only a linear number of close pairs.
Thus, any 
Higher Dimensions
In the full version of the paper, we prove the following results. Lemma 3.11. For all n and m, there exists a set P of n points and a set H of m hyperplanes in IR5, such that every point is on or above every hyperpkne, no two hyperplanes in H contain more than one point of P in their intersection, and I(P, H) = !il(n + n213m213 + m).
Proof: Define the function u : IR3~IR6 as follows. 1. The cardinality of T& is at most some constant A.
2. Each region in l?. is connected.
3. The union of the regions in % is Rd.
In particular, we do not require the query regions to be disjoint, convex, simply connected, or even semialgebraic, nor do we require that each query region have constant descriptional complexity. 7 Each query region in %?Vis associated with an outgoing edge of v. Thus, the out-degree of the graph is at most A.
Every point p c IRd induces a subgraph of a partition graph as follows. We say that a point reaches every node in its subgraph and traverses every edge in its subgraph. The point p reaches a node v if either v ia the root, or 7In fact, all three of the conditions we list are stronger than necessary t 0 prove our results. Thus, given a set P of points and a set H of hyperplanes, a partition graph in which no leaf is reached by both a point and a hyperplane provides a proof that there are no incidence between P and H.
In the remainder of this section, we derive lower bounds for the worst-case running time of partitioning algorithms that solve Hopcroft's problem.
With the exception of the basic lower bound of Q(n log m+ m log n), which we prove directly, all of our lower bounds are derived from the cover size bounds in Section 3.
The Basic
Lower Bound Theorem 4.1. Any partitioning algorithm that decides Hopcroft's problem in any dimension must take time Q(n log m + m log n) in the worst case.
Proofi
It suffices to consider the following configuration, where n is a multiple of m. P consists of n points on some vertical line in JRd, say the Z&aXis, and H consists of m hyperplanes normal to that line, placed so that n/m points lie between each hyperplane and the next higher hyperplane, or above the top hyperplane. For each point, call the hyperplane below it its partner.
Each hyperplane is the partner of n/m points.
Let G be the partition graph generated by some partitioning algorithm.
The out-degree of any node in G is bounded by some constant A. The level of any node in G is the length of the shortest path from the root to that node. There are at most Ak nodes at level k. We say that a node v separates a point-hyperplane pair if both the point and the hyperplane reach v, but none of the outgoing edges of v is traversed by both the point and the hyperplane.
Finally, we say that a hyperplane h is active at level k if none of the nodes in the first k levels separates h from any of its partners.
Suppose o is a primal node. For each hyperplane h that v separates from one of its partner points p, mark some query region in 7?U that contains p, but misses h. The marked region lies completely above h, but not completely above any hyperplane higher than h. It follows that the same region cannot be marked more than once. Since there are at most A regions, at most A hyperplanes become inactive. By similar arguments, if v is a dual node, then v separates at most A points from their partners.
Thus, the number of hyperplanes that are inactive at level k is less than Ak+2.
In particular, at level [log~mj -3, at least rn(l -l/A) hyperplanes are still active. It follows that at least n(l -l/A) points each traverse at least hog* m] -3 edges, so the total running time of the algorithm is at least
Similar arguments establish a lower bound of Q(rn log n) when n < m. Theorem 4.2. Let A be a partitioning algorithm that decides Hopcroft's problem, and let P be a set of points and H a set ofhyperplanes such that I(P, H) = O. Then T~(P, H) = O(p(P, H)).
Proof:
Recall that the running time T~(P, H) is defined in terms of the edges of the partition graph as follows.~# edges p traverses +~#edges h traverses pEP hEH
We say that a point or hyperplane misses an edge from v tow if it reaches v but does not traverse the edge. (It might still reach w by traversing some other edge.)
For every edge that a point or hyperplane traverses, it misses at most A -1 other edges. Consider, for some primal edge e, the set P. of points that traverse e and the set He of hyperplanes that miss e. The edge e is associated with some query region R, such that every point in P, is contained in R, and every hyperplane in He is disjoint from R. bles the size of the cover. Thus, the algorithm induces a monochromatic cover of size at most 2A . T~(P, H).
Since this must be at least p(P, H), we have the lower bound T~(P, H)~p(P, H)/2A. u Proofi Theorems 4.1 and 4.2 together imply that the worst case running time is $l(n log m + p~(n, m) + n log m). Theorem 3.4 gives us the planar lower bound, and Theorem 3.8 gives us the lower bound in higher dimensions.
•1
We emphasize here that the condition I(P, H) = O is necessary for the lower bound to hold.
If there is an incidence, then the trivial algorithm correctly "detects" it. The partition graph contains one leaf, and since it is reached by every point and hyperplane, the algorithm reports an incidence. This is consitent with the intuition that it is trivial to prove the existence of an incidence, but much harder to prove the nonexistence of incidence.
4.3
The Counting Problem Lower Bound
The counting version of Hopcroft's problem is to determine, given a set of points and hyperplanes, the number of incident pairs. A partitioning algorithm solves the counting version of Hopcroft's problem as follows. The number of incidence associated with a leaf in its partition graph is the number of points that reach it times the number of hyperplanes that reach it. The algorithm returns aa its output the sum of these products over all leaves in its partition graph.
Since every incident point-hyperplane pair is guaranteed to reach at least one leaf, it is not possible for a partitioning algorithm to count too few incidence.
The only ways the algorithm can go wrong are counting the same incidence more than once and counting incidence that don't exist. Thus, in order to be correct, the algorithm must ensure that every non-incident point-hyperplane pair is separated, and that every incident pair reaches exactly one leaf. Theorem 4.4. Let A be a partitioning algorithm that solves the counting version of Hopcroft's problem, and Jet P be a set of points and H a set of hyperplanes.
Then TA(P, H) = Q(p(P, H)).
Proofi
We follow the proof for the decision lower bound almost exactly. We associate a simple minor with every edge just as before. We also associate a monochromatic minor with every leaf, consisting of all points and hyperplanes that reach the leaf. Every non-incident pointhyperplane pair is represented in some edge minor, and every incident pair in exactly one leaf minor, Thus, the minors form a simple cover. The total size of the leaf minors is certainly less than TA (P, H), since every point and hyperplane that reaches a leaf must traverse one of the leaf's incoming edges. The total size of the edge minors is at most A oTA (P, H), as established previously. and let P be a set of points and H a set of hyperplanes.
Then TA(P, H) = Q(~(P, H)).
Proof:
We associate a zero minor with every leaf, and these minors form a zero cover. The total size of the leaf minors is certainly less than TA (P, H), since every point and hyperplane that reaches a leaf must traverse one of the leaf's incoming edges.
•1 
nl-2/i(i+l)~2 /(i+l) +~2/(~+l)ml-2/i(i+l) )) i=l semigroup operations are required to determine the sum of the weights of the points on each hyperplane, in the worst cme. We list here some of our results. We omit the proofs from this extended abstract.
Theorem 5.1. Any partitioning algorithm that decides, given n red and m blue line segments in the plane, whether any red segment intersects a blue segment, requires time Q(n log m+ n2/3m2t3 + m log n) in the worst case.
Theorem 5.2. Any (unbounded) partitioning algorithm that counts, given n lines in IR3, the number of intersecting pairs, requires time Q(n4i3) in the worst case.
Theorem 5.3. Any partitioning algorithm that computes, given n points and m halfplanes, the sum over all halfplanes of the number of points contained in each halfplane, requires time fl(n log m+ n213m213 + m log n) in the worst case.
Theorem 5.4. Any partitioning algorithm that determines, given n points and m triangles in the plane, whether any triangle cent ains a point, requires time fl(n log m + n213m2j3 + m log n) in the worst case. Open Problems
A number of open problems remain to be solved. The most obvious problem is to improve our lower bounds, in particular for the case n = m. The true complexity of Hopcroft's problem almost certainly increases with the dimension, but the best lower bound we can achieve in higher dimensions comes trivially from the two-dimensional case. The most obvious approach is to improve our cover size bounds.
Is there a set of n points and n planes in lR3 whose minimum monochromatic cover size is w(n413)?
Another possible approach is to consider restrictions of the partitioning model. Can we achieve better bounds if we only consider algorithms whose query regions are convex? What if the query regions at every node must be distinct?
What if the running time depends on the complexity of the query regions, or the number of nodes in the partition graph?
The class of partitioning algorithms is general enough to directly include many, but not all, existing algorithms for deciding Hopcroft's problem.
The model requires that a single data structure be used to determine which points and hyperplanes intersect each query region, but many algorithms use a tree-like structure to locate the points and an iterative procedure to locate the hyperplanes. We can usually modify such algorithms so that they do fit our model, at the cost of only a constant factor in their running time, but this is a rather ad hoc solution.
Any extension of our lower bounds to a more general model, which would explicitly allow different strategies for locating points and hyperplanes, would be interesting.
The partitioning algorithm model is specifically tailored to detect interjections or containment between pairs of objects.
There are a number of similar geometric problems for which the partitioning algorithm model simply does not apply.
We mention one specific example, the cyclic overlap problem.
Given a set of non-intersecting line segments in IR3, does any subset form a cycle with respect to the "above" relation? The fastest known algorithm for this problem, due to de Berg et al. [4] , runs in time 0(n4j3+c ), using a 
