Abstract. We investigate interconnected aspects of hyperderivatives of polynomials over finite fields, q-th powers of polynomials, and specializations of Vandermonde matrices. We construct formulas for Carlitz multiplication coefficients using hyperderivatives and symmetric polynomials, and we prove identities for hyperderivative power sums in terms of specializations of the inverse of the Vandermonde matrix. As an application of these results we give a new proof of a theorem of Thakur on explicit formulas for Anderson's special polynomials for log-algebraicity on the Carlitz module.
Introduction
Letting A = F q [θ] be the polynomial ring in one variable over a finite field and K = F q (θ) be its fraction field, it is natural to consider polynomial power sums
where A i+ denotes the finite set of monic polynomials in A of degree i. Vanishing results for these series and special value formulas were obtained early on by Carlitz [9] , [10] , and Lee [22] , and they have been studied by many researchers in intervening years for both their intrinsic interest and their applications to values of Goss L-functions, multizeta values, and Anderson's log-algebraic identities (e.g., see [3] , [14] , [15] , [34] , [36] , [37] ). As a variant on these types of problems the present paper considers hyperderivative power sums of the form (1.2) H i (j 1 , . . . , j ℓ ; k 1 , . . . , k ℓ ) =
for j 1 , . . . , j ℓ 0 and k 1 , . . . , k ℓ ∈ Z, where ∂ j θ (a) k is the k-th power of the j-th hyperderivative of a with respect to θ (see §2 for the definitions). Hyperderivatives have become increasingly important in research in function field arithmetic in recent years (e.g., see [6] , [7] , [13] , [18] , [20] , [23] , [29] ). These sums appear in log-algebraic identities for the Carlitz module (see §6), as well as for its tensor powers [28] .
In order to investigate these sums and their applications, we first observe that there is substantial intertwining among q-th powers of polynomials, hyperderivatives, and symmetric polynomials. For example, in §4 we show that for a ∈ A of degree at most i, if we write a(t) for the polynomial obtained by replacing θ by another variable t, then . . .
where V i is the Vandermonde matrix in i + 1 variables. Using this identity, we show that for 0 j i and k 0,
where κ ijℓ is the entry of V
−1 i
in row j and column ℓ and is completely explicit (see (4.5) ). See Proposition 4.6 for more details. Somewhat surprisingly, as the left-hand side involves only θ, the expression on the right is independent of t, and this leads to the following result on certain hyperderivative power sums. Here L i = (θ − θ q )(θ − θ q 2 ) · · · (θ − θ q i ) ∈ A, and e ij denotes the elementary symmetric polynomial in i variables of degree j.
To demonstrate the connections between hyperderivative power sums and Anderson's log-algebraicity results, we recall that the Carlitz module C is the A-module structure placed on any F q -algebra R by setting C θ (x) = θx + x q , x ∈ R.
As such for any a ∈ A, the Carlitz operation of a on R is given by a polynomial,
where a 0 = a and a deg a ∈ F q is the leading coefficient of a. Carlitz [9] showed that
where L k is defined in the previous paragraph, and 
where h kj represents the complete homogeneous symmetric polynomial in k variables of degree j (see §2 for details).
In [2] , Anderson proved the following power series identity that he termed a logalgebraicity result. For new variables x and z, if we take β(x) ∈ A[x], and set
where exp C (z) = i 0 z q i /D i is the Carlitz exponential (see §2), then in fact
Anderson then used these identities to show that special values at s = 1 of Goss Lfunctions L(χ, s) for Dirichlet characters could be expressed in a direct way as K-linear combinations of Carlitz logarithms of values of special polynomials, (a) Let m = q µ for µ 0. Then
(b) Suppose m is of the form m = q µ 1 + · · · + q µs for µ j 0 and 1 s q − 1. Then
In §6 of the present paper we use (1.6) on relating a k to hyperderivatives and Theorem 5.5 on hyperderivative power sums to devise a new proof of Thakur's theorem. In addition to these ingredients the proof relies heavily on several identities for symmetric polynomials.
The outline of the paper is as follows. After laying out preliminaries on the Carlitz module, hyperderivatives, and symmetric polynomials in §2, we use these objects to construct formulas for Carlitz multiplication coefficients a k in §3. In §4 we investigate the connections between hyperderivatives and Vandermonde matrices as well as recall connections with a theorem of Voloch [38] . In §5 we apply the previous techniques to prove formulas for hyperderivative power sums, and then we bring all of these results together in §6.3 to give a new proof of Thakur's theorem.
Preliminaries
For q a fixed power of a prime p, let A = F q [θ] be a polynomial ring in one variable over the finite field with q elements, and let K = F q (θ) be its fraction field. We take K ∞ = F q ((1/θ)) for the completion of K at its infinite place, and we take K for the completion of an algebraic closure of K ∞ . We denote the set of monic elements of A by A + , and for each i 0, we set (2.1)
For i 0, we define the polynomials [i] = θ q i − θ ∈ A, we set L 0 = D 0 = 1, and we set (2.2)
Letting τ : K → K be the q-th power Frobenius endomorphism, the Carlitz module is the Drinfeld module C : A → A[τ ] defined by
The ring A[τ ] is the ring of twisted polynomials in τ with coefficients in A. For a ∈ A and k ∈ Z + , we define
As usual C defines an A-module structure on any A-algebra by way of the commutative polynomials for a ∈ A,
The Carlitz exponential and logarithm are defined by the infinite series,
They are mutual inverses of each other and for each a ∈ A, we have exp C (az) = C a (exp C (z)). For more information about the Carlitz module, and Drinfeld modules in general, the reader is directed to [16, , [36, . For a field F and a variable θ transcendental over F , the hyperdifferential operators with respect to θ, ∂
We note that n j = 0 when n < j, and so these maps are well-defined. Hyperderivatives then extend uniquely to operators ∂
on the separable closure of the completion of F (θ) at a place v (see [13, §4] , [20, §2] ). Hyperderivatives satisfy several kinds of differentiation rules, such as the product rule,
and the composition rule,
For various versions of the product rule, quotient rule, power rule, and chain rule, the reader is directed to [20, §2] , [28, §2.3] . For a sequence of independent variables θ 1 , . . . , θ m , we can define compatible partial hyperderivatives, ∂
in the natural way with the property that for i = i ′ we have ∂
(see [25, Ch. 2] ). Mostly we will focus on the case of two variables, say θ and t, and for functions f ∈ F (θ, t), we say that f is regular at t = θ if f | t=θ := f (θ, θ) is well-defined in F (θ). For f regular at t = θ, it follows from the quotient rule that ∂ j t (f ) is also regular at t = θ for j 0. The following standard Taylor series lemma will be used throughout.
Lemma 2.6. For a field F , let f ∈ F (θ, t) be regular at t = θ. Then as an element of
We further recall definitions of symmetric polynomials. For independent variables t, x 1 , x 2 , . . . over Z, the elementary symmetric polynomials e ij ∈ Z[x 1 , . . . , x i ] are defined by
and the complete homogeneous symmetric polynomials h ij ∈ Z[x 1 , . . . , x i ] are defined by
.
It is readily apparent that e i0 = h i0 = 1 and e i1 = h i1 = x 1 + · · · + x i for all i 0. The polynomial h ij consists of the sum of all monomials in x 1 , . . . , x i of total degree j, so for example,
. By convention we extend e ij and h ij to all j ∈ Z by setting
In this notation e ij (resp. h ij ) represents the elementary symmetric polynomial (resp. complete homogenous symmetric polynomial) of degree j in i variables. For more detailed information on symmetric polynomials, see [33, Ch. 7] .
The polynomials e ij and h ij satisfy several standard recurrence relations through relations on their generating functions. The first is the pair of recursions,
where ' x ℓ ' indicates that the variable x ℓ is omitted. These imply for i 1 and j 0, 
Proof. One easily checks the case k = i from the definitions of e ij and h ij . Thus we can now assume that k i − 1. From (2.7) and (2.8), we find
and by reversing the order of the outer sum we have
The right-hand side has degree i − k − 1 in t, and so the coefficient of t i−k on the right is 0. On the other hand, t
i−k appears in the left-hand side precisely when ℓ = j − k, which implies
Since again h k,j−k = 0 when j < k, the result follows. 
Then Proposition 2.13 is equivalent to the identity, for i d,
produces a companion formula for Proposition 2.13, which do not state here but arises in the proof of Proposition 3.9. These matrices also appear in calculations of the LDU decomposition of the Vandermonde matrix in x 1 , . . . , x i (see [26] , [27] ). In the next section we will use them also to derive new formulas for the coefficients a k of the Carlitz multiplication polynomials C a from (2.3).
Carlitz multiplication coefficients
, where t is a variable independent from θ ∈ K. Then we can define a left K[τ ]-module structure on M by setting τ m := (t − θ)m (1) for m ∈ M. As a left K[t, τ ]-module, M then has the structure of an Anderson t-motive, in the sense of [1] , which is isomorphic to the t-motive of the Carlitz module (see [8, §4.3] , [16, §5.8] ). Now define polynomials µ k (t) ∈ A[t] for k 0 by setting µ 0 = 1, and
. Then the following proposition is due to Thakur, based on previous work of Drinfeld and Mumford [24] .
in terms of the basis {µ k } is given by
That is, the Carlitz multiplication coefficients of C a from (2.3) are also the coefficients of a(t) in terms of the our K-basis on the t-motive M. In this section we will use Proposition 3.1 to derive a new formula for a k in terms of hyperderivatives and symmetric polynomials. We first observe from (2.7) that for k 1,
where E d is defined in Remark 2.14, and then (3.2) implies
Now let a ∈ A have degree d in θ. From Lemma 2.6, it follows that
Therefore, (3.3) implies that
. . .
Now by Remark 2.14, we see that
and by comparing entries of H d with Proposition 3.1 and (3.4), we have proved the following proposition.
Remark 3.6. The proof given above works only for k 1, but the formula in the proposition is valid also when k = 0. In this case a 0 = a, whereas the definition of h ij implies that h 0j = 1 if j = 0 and that h 0j = 0 if j > 0, and the formula holds. 
By its definition as a coefficient of the polynomial C a ∈ A[τ ], we know that a k ∈ A, but in contrast to Proposition 3.5 this is not particularly clear from Carlitz's formula on its own. In [36, §8.10], Thakur uses (3.8) to give explicit formulas for special polynomials from Anderson's log-algebraicity theorem for the Carlitz module [2, Prop. 8]. In §6, we will reformulate Thakur's results (see Theorem 6.3) and use Proposition 3.5 to design a new proof.
We can also write a k in terms of symmetric polynomials in other ways that we will need. The following proposition provides a different formula for 
Proof. The essential argument is to expand t m in terms of the polynomials µ k (t) and use Proposition 3.1. To do this we consider
Now the inner sum is the same as the entry in row m + 1 and column j + 1 in the matrix product 
and the result follows from Proposition 3.1.
Remark 3.10. It is possible to extend Propositions 3.5 and 3.9 to multiplication coefficients of tensor powers of the Carlitz module, and the reader is directed to [28, Ch. 3] for further details.
Vandermonde matrices and a theorem of Voloch
In [38] , Voloch proved the following proposition that relates q-th powers of power series over F q to their hyperderivatives. Voloch's proof is straightforward, but below we give another proof that then lends itself well to generalizations for our purposes.
where by convention we set [0] 0 = 1.
Proof. By substituting θ ← t into g, the definition of hyperderivatives yields
Then for k 0,
Upon substituting t ← θ, we obtain the result.
Fixing i 0, for variables x 0 , . . . , x i we define the (i+1)×(i+1) Vandermonde matrix,
For a polynomial a ∈ A of degree at most i, as in the proof of Proposition 4.1, we have identities for k 0,
This yields a matrix identity
Inverting the Vandermonde matrix, we have
Notably the left-hand side involves only the variable θ, implying that the expression on the right-hand side is independent of t. 
the entries κ ijℓ can be expressed in terms of elementary symmetric functions,
The following proposition is then immediate.
(b) More generally, for 0 j i and k 0,
Proof. The proof of (a) has already been shown. For (b), we apply a Frobenius twist. That is, we need only observe that ∂ j θ (a) q k , as it is a polynomial in F q [θ], is obtained from ∂ j θ (a) by replacing θ ← θ q k . Thus making the same replacement on the right-hand side of (a) will yield the desired result.
Remark 4.7. Of note in part (b) of the proposition is that the degree in t on the right-hand side is bounded independently from k.
Remark 4.8. We see from (4.5) that
which will be important for calculations in §5-6.
Hyperderivative power sums
Power sums of polynomials in A are defined for i 0 and k ∈ Z by setting
Research on vanishing criteria and precise formulas for these sums goes back at least to Carlitz [9] , [10] , and Lee [22] , and it has been continued by several authors, [3] , [14] , [15] , [32] , [36, Ch. 5], [37] . More generally, one can ask for similar results about hyperderivative power sums of the form
for j 1 , . . . , j ℓ 0 and k 1 , . . . , k ℓ ∈ Z. We will explore some results for reasonably simple hyperderivative power sums in this section, but they are studied in more depth in [28, Ch. 5, [8] [9] . In this section the following results on S i (k) for k 0 are fundamental. For k 0, if we write k = s j=0 k j q j with 0 k j q − 1, then we let
be the sum of its digits base q. 
(c) In particular,
The second theorem can be proved especially cleanly by way of results of Anglès and Pellarin [3] , who adapted techniques of Simon [3, Lem. 4] . In particular, Theorem 5.3 can be obtained by specializing the following result at t 1 = θ q ℓ 1 , . . . , t s = θ q ℓs . 
In this proposition the coefficient of the top degree term in t 1 , . . . , t s is
Eq. (9.09)]). The main result of this section is the following.
Theorem 5.5. Let i 1, and let 1 s q − 1. Then for any µ 1 , . . . , µ s 0 and any 0 j 1 , . . . , j s i,
Proof. By Proposition 4.6, we see that
If we substitute t = θ, then we have
Thus for fixed ℓ 1 , . . . , ℓ s , each term is multiplied by S i (q ℓ 1 +· · ·+q ℓs −1). By Theorem 5.3, this sum is 0, unless ℓ 1 = · · · = ℓ s = i, in which case
Therefore,
Now for 0 j i and µ 0, we see from Remark 4.8 that
and the result follows by substituting into (5.6).
Example 5.7. We will see applications of Theorem 5.5 to log-algebraicity calculations in §6, but for the moment there are some interesting cases to observe. For s q − 1, if we take j 1 = · · · = j s = j, with 0 j i, and µ 1 = · · · = µ s = 0, then we have
Example 5.8. Similarly, if we take s = 1, 0 j i, and µ 0, then
(a) If µ i, then we have
(b) If µ < i, then the simplification, using (2.11), is slightly different with
These cases will arise in the next section on log-algebraicity formulas. 6. Thakur's method for log-algebraicity on the Carlitz module
In [2] , Anderson developed the notion of log-algebraic power series identities for rank 1 Drinfeld modules based on previous special cases of Thakur [34] . For the Carlitz module, Anderson's main theorem was the following. We take x, z, and θ to be independent variables over F q .
By using the Carlitz A-module operation, it is evident that P(β, z) is A-linear in β, and so the values of P(β, z) are completely determined by Anderson's special polynomials,
Anderson [2, Prop. 8] derives several properties of special polynomials, including bounds for their degrees in x, z, and θ. However, Anderson's proof was indirect, and so except in certain cases he does not provide exact formulas for P m (x, z). In [36, §8.10], Thakur constructed a new method for proving Anderson's theorem using the power sum formulas for S i (k) (Theorem 5.3 and others) and Carlitz's formulas for a k in (3.8). One benefit of Thakur's method was that he derived exact formulas for P m (x, z) for a large class of values of m. In this section we restate Thakur's results using symmetric polynomials and provide a proof using the techniques of sections §3-5. (a) Let m = q µ for µ 0. Then
(b) Suppose m is of the form m = q µ 1 + · · · + q µs for µ j 0 and 1 s q − 1. Then [30] , and it would be interesting to investigate their constructions using the techniques in this section. (c) Further results on connections between polynomial power sums and log-algebraicity results can be found in [5] , [12] , [19] , [31] , [32] . (d) While Thakur's methods do not readily transfer to the setting of tensor powers of the Carlitz module, generalizations of our proof here of Theorem 6.3 to higher tensor powers will be the subject of [28, Ch. 9].
Example 6.5. As observed by Thakur [36, Rmk. 8.10 .1], we have
If we consider m = 2q for q > 2, then Theorem 6.3(b) implies
which agrees with [2, Eq. (27)]. For other examples using Theorem 6.3, we find for q > 2,
The remainder of this section is devoted to a new proof of Theorem 6.3. We first need some lemmas on symmetric polynomials. Lemma 6.6. Let d 1, and let T be a variable independent from x 1 , . . . ,
Proof. Both identities are proved by taking hyperderivatives with respect to T . For (a), consider the polynomial
By the product rule (see [20 
On the other hand,
For (b) we proceed by a double induction. We first note that the result holds for all k 0 for h 1,k = (T −x 1 ) k by the binomial theorem. Now suppose for some d 0 2 that the result holds for all ( 
so the result also holds for (d, k) = (d 0 , 0), so suppose further that there is some k 0 1 so that the result holds for all (d 0 , k) with k k 0 − 1. If we let x i denote the tuple (x 1 , . . . , x i ), then using (2.10) the induction hypothesis implies
Collecting terms and using (2.10) again, we find that
and the result follows in the case (d, k) = (d 0 , k 0 ). Now for i 1 and 1 ℓ k i − 1, define
where x 1 , . . . , x i−1 , y 1 , . . . , y ℓ are independent variables over Z. To emphasize the order of the variables when making substitutions, we will write
Ostensibly these polynomials are in Z[x 1 , . . . , x i−1 , y 1 , . . . , y ℓ ], but in fact they do not contain the variables x ℓ+1 , . . . , x k , as shown in the following lemma.
Lemma 6.8. For i ≥ 1 and 1 ℓ k i − 1,
Proof. A short calculation reveals that the right-hand side of this formula is obtained from the left by substituting in x ℓ+1 = · · · = x k = 0, so the proof reduces to showing that G i,k,ℓ does not actually contain x ℓ+1 , . . . , x k . As the defining expression for G i,k,ℓ is symmetric in x ℓ+1 , . . . , x k , it suffices to show that it does not contain x k when ℓ < k.
(When ℓ = k, there is nothing to prove.) Define the following tuples:
after applying (2.9). By rearranging terms and reordering the sums we finally obtain
The inner sum telescopes leaving only
and since both of these terms are zero, as they have terms with negative indices, we see
Proof of Theorem 6.3(a). Although part (a) of Theorem 6.3 is a special case of part (b), once complete the argument for (a) will simplify the argument for (b). For i 0, we let
The major focus of the proof is to find a simplification for λ i (q µ ). Using Proposition 3.5, we see that
By reordering the sum and applying the calculation from Example 5.8, we see that
Just as in Example 5.8, there are the two cases i µ and i > µ. We will consider here the case i > µ. The case where i µ is similar with the same resulting formula, and for the sake of space we leave it to the reader. Using the formula in Example 5.8(b), we then see that
By Proposition 2.13, the inner sum vanishes when k i − µ − 1, and so using (6.7) we have
Lemma 6.8 then implies that if we set ℓ k := k − i + µ + 1, then
Although this looks complicated, the important thing is that the number of variables in G µ+1,ℓ,ℓ is bounded independent of i. Moreover, applying the definition of G µ+1,ℓ,ℓ from (6.7) and reordering the sum, we find
Now by Proposition 3.9 and Lemma 6.6(b), we see that
Therefore, after some reordering and reindexing of sums,
We then substitute (6.14) into (6.13), and find 
where in the third equality we have applied Lemma 6.6(a). From this we see that We apply Proposition 3.5 to the inner sum and find as in (6.11), Now the value of the final hyperderivative sum has been obtained in Theorem 5.5, and we can use the methods of Example 5.8 to simplify it as we did in (6.11) and (6.12). Again the cases where i µ r are similar with the same resulting formula, but for the purpose of space we leave the details to the reader. We assume then that i > µ r for each r = 1, . . . , s, and obtain that λ i (m) = C θ dr (x) · z , which is the desired result.
