The HPC (Hierarchical Polyhedral Complex) representation scheme, which describes hierarchical polyhedral complexes of whatever dimension, is characterized by a two level decomposition of an object. At a rst level the hierarchical subdivision of the object in elements and subelements is represented, whether, at a second level, each elementary part (polyhedron) is decomposed in a set of convex cells. One aim of the paper is to discuss the approach to the implementation of predened operations by taking advantage on such decompositions, where each operator correspond to a proper combination of the arguments representations, which are directed acyclic multigraphs and sets of facet covectors.
So, in this paper we adopt the metalevel approach to the operators design described in [3] , by discussing the ideas underlying the implementation of two new operations introduced within the framework and which are quite unusual in the context of solid modeling systems. In particular, we focus on the and the extraction of polyhedral complexes and elementary polyhedra. As we already said, both such operations are quite unusual in solid modeling, also if their mathematical counterparts are well known in algebraic topology. Their usefulness in geometric modeling has been proved at least in the context of building design [4] , by mean the use of the language . The semantic characterization of the objects resulting from the evaluation of expressions containing operations of product and skeleton, may also be very important. For example, in geometric design of buildings it is crucial to be able to detect the subparts corresponding, say, to the north wall of the second room of the third oor, starting from the data structure automatically generated by extracting the 2-skeleton of the object resulting from the product of the generic oor layout times another 1D complex which denes the number of oors of the building block and the interoor distances. This result is achieved, as will be discussed in the paper, by generating the graph associated to a product complex as a proper product of the graphs associated to the operands.
An important point that the authors would like to underline is that the operators here discussed are dened and implemented in a dimension-independent way. This is a quite recent point of view (see e.g. [5] ), which is continuously gaining popularity in the geometric design and computational geometry communities. Several papers in the last years have proposed representations which do not depend on the intrinsic dimension of the objects, and are able to accommodate both 2D objects as well as 3D objects, and even -dimensional geometries. When using such dimensionindependent representations, a geometric design system should provide dimensionindependent operations. Software systems which extensively adopt such viewpoint, and assume a dimension-independent approach to ane transformations, boolean operations, extrusion, mapping of cell-decomposed domains to produce dimensionindependent curved -manifolds (so unifying curves, surfaces, 3-variate parametric solids and so on), are conversely yet unusual. The advantages of a dimension independent approach are discussed in several papers (see e.g. [5, 8, 9, 10, 11] ) and will be not furtherly discussed here. Robustness of geometric computations is achieved by most of (highlevel) topology in the proposed HPC (Hierarchical Polyhedral Complex) representation scheme. In fact allows one to combine geometric objects without adopting some generalized non-manifold representation. This would imply (a) to store, combine and maintain a number of cross-references between the sub-components of any geometry, and even worst (b) the constant possibility of topology invalidation by inconsistencies due to numeric computations. The assumption underlying our \weak" representation of polyhedral complexes is that to guarantee the validity of a representation, i.e. the geometric consistency of the represented object, is only required for it to be generated by some syntactically well-formed expression in the language. From this point of view the HPC representation can be considered half-way between contemporary solid modeling technology, where very complex non-manifold representations are often used, and standard graphics systems (e.g. PHIGS) where the topology of primitives is not taken into account.
The point of view of performing geometric design and solid modeling without storing topology was rstly introduced by Takala [12] . An extensive overview and comparison of the more useful dimension-independent representations of geometry in geometric design can be found in [8] . The basic ideas underlying the representation of dimension-independent elementary polyhedra with simplicial decompositions and convex polytopes are discussed in [5, 3] , respectively. Cell decompositions with hierarchical simplicial complexes, which could be used to gain eciency when local renements of polyhedral approximations of curved objects are required, can be found in [13] . Products of polyhedra and skeletons of cell complexes are well known in algebraic topology [14] but only recently have been introduced in solid modeling [1, 15, 2] . The present approach, where each elementary polyhedron is decomposed in a set of convex cells, take also advantage from algorithms developed in dierent elds [16, 17, 18, 19] The remainder of the paper is organized as follows. In Section 2 several denitions used in the following are introduced. The concepts of polyhedral complex, polyhedral sequence, polyhedral instance and of elementary polyhedron are discussed with reference to the HPC representation schemes (complete and weak). In Section 3 and 4 the operators of Cartesian product and skeleton extraction are introduced, respectively. The two operators are rst dened on the domain of the abstract models, then an outline of the algorithms implemented on the HPC representation is given. In Section 5 some examples are discussed.
The HPC representation scheme [3] underlying the language [1, 2] is based on a hierarchical description of the object structure. Each object is represented as a decomposition in a set of objects, which are, in turn, either hierarchical decompositions or elementary polyhedra. For example, the plan of the building oor in Figure 1 (a) is represented by the multigraph in Figure 1 (b) . Each node with some outgoing arc is called , and is decomposed in a set of disjoint ele- ments. The outgoing arcs that compose the complex are called , and relocate (anely map) the pointed nodes in the proper position and orientation. The basic objects (associated to leaf nodes) are called , and are represented in a local coordinate frame as full dimensional complexes of convex cells.
A \complete" representation of a polyhedral complex must satisfy a quite hard geometric constraint: the interiors of the (anely mapped) elementary polyhedra cannot intersect each other. This constraint is needed to guarantee non ambiguous representations, but reduces the exibility of the representation scheme, which cannot represent any design conguration where the design components are actually overlapping. Hence it becomes useful both to extend the domain of the scheme to the class of overlapping sets of polyhedra, and to dene an operator (called ) to automatically remove the intersections between elementary polyhedra, where they exist. In this way, i.e. by relaxation of the nonintersection constraint, it is dened a \weak" representation of hierarchical objects, that we call . A of an object is a partitioning of its pointset with an unordered set of (hierarchical) polyhedra, whether a is simply an ordered covering of the pointset. An application of the operator to a weak representation returns a complete representation, since it subtracts each element of the polyhedral sequence from all the elements with higher position in the sequence. In such a way the ordering on the component instances is translated into a precedence rule on their pointsets: points belonging to more than object component are assigned to the rst one in the polyhedral sequence which they belong to.
Consider, e.g., the example in Figure 1 , where the multigraph structure of the polyhedral complex (b) is represented. An equivalent polyhedral sequence (c) is obtained by replacing the , and rooms by their bounding boxes. Their sequence is a weak representation of the object (a) if follows the , and both and follow the . An application of the operator to the weak representation (c) produces the complete representation (b).
In the following, according to [20] , we distinguish between the representation of an object and its abstract model, and dene the latter as an element of the set , which is the domain of both the complete and weak representation schemes. The set , which contains all the complete representations, is the range set of the representation scheme. Conversely, the set of all weak representations is the range set of the scheme, with . A more formal and detailed denition of the representation schemes used here is given in the following (see [3] for further details).
We recall here some basic mathematical concepts. Among the others, denitions are given for the notions of convex cell and of -complex. Also, the embedding and ane transformations are discussed, as well as their coordinate representation. i the convex hull of convexely independent points , the vertices of the cell, of which are anely independent, and ii the bounded subset of whose elements satisfy a system of nonsingular and nonredundant inequalities. A linear, convex, compact and full-dimensional subset of is called . A convex cell can be dened in two equivalent ways, either as convex combination of points or as intersection of ane halfspaces:
We recall that, given a system of linear inequalities, an inequality is if it can be substituted by the corresponding equation with no change in the solution set of the system. An inequality is if it can be eliminated with no change in the solution set of the system. The two descriptions of a convex cell given in Denition 1 are easily seen to be equivalent. They both dene a convex set, in the rst case as a convex hull of vertices, in the second as the nite intersection of convex sets. Moreover, the dened set has the same dimension of the embedding space, in the rst case because it contains + 1 anely independent points, in the second because the dening inequalities are nonsingular. Strictly speaking, the additional constraints requiring convex independence of the vertices and nonredundancy of the dening inequalities are not necessary to correctly dene the cell. Rather, they have been introduced with the purpose of imposing a \minimal" description of the cell, where no redundant elements appear.
An -face of the -cell is called when = 1. The set of all -faces of , of any order , is denoted by F( ). A collection of convex cells is a -complex if it satises some restrictions: According to the denition, a -complex is a set of convex cells in which are either disjoint or intersect along their -faces. Notice that a -complex consists only of full-dimensional cells, and therefore diers from the notion of cell complex of algebraic topology, where a complex contains also lower-dimensional entities. The computation of lower dimensional cells of a -complex can be accomplished, when explicitly required, through the -skeleton extraction operator.
The support space of a -complex is the set union of the pointsets corresponding to its cells. The denition of polyhedron follows:
-polyhedron Hence, a -polyhedron may be nonmanifold, nonconvex and/or unconnected, but is required to be homogeneously -dimensional. The interior of the polyhedron is denoted by and its boundary by . In this context, a polyhedron is always associated to a -complex, and therefore to a set of disjoint convex cells which meet only along their facets. For each facet of a convex cell the equation of the corresponding ane hull, the , is obtained by restricting one of the dening inequalities. This facet may either be a subset of the polyhedron boundary, or separate two adjacent cells. In the latter case it belongs to the polyhedron interior.
The representation of the facet of a cell is given by the row vector ( , , ), called , whose elements are the coecients of the facet inequality:
Notice that facets of a cell are associated to vectors in , while vertices are associated to vectors in . This asymmetry can be eliminated by using the representation of points in by means of homogeneous coordinates [21] . Hence, we assume to represent vertices as column vectors and facet covectors as row vectors. Then, for a cell with vertex vectors and facet covectors , the following inequalities are satised:
This condition clearly shows the duality between facets and vertices in the denition of a cell. Choosing some arbitrary point as the independent variable in (1) instead of the 's, the inequalities reduce to the system of inequalities dening the cell pointset (see Denition 1b). From the latter, all internal and boundary points of the cell can be obtained. The set of vertices is given by the feasible solutions which are obtained by restricting to equations rows of the system, such that the corresponding facet covectors are linearly independent, in all possible ways.
Analogously, an arbitrary covector can be chosen as the independent variable instead of the 's. Thereby the system (1) is reduced to inequalities which dene, in the dual space, the convex set of all covectors representing valid inequalities for . The facet hyperplanes of the cell coincide with the set of feasible covectors which x ; : : : ; x ; ; : : : ;
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. is a linear invertible transformation which maps points to points such that the homogeneous coordinates of are a linear combination of the homogeneous coordinates of .
satisfy the restriction to equations of inequalities such that the corresponding 's are linearly independent (anely independent in non-homogeneous coordinates).
Polyhedra and -cells have been dened as sets which have the same dimension as their ambient space. To provide the capability of representing lower-dimensional sets embedded in a higher dimensional space in arbitrary ane subspaces, the embedding and ane mapping are dened as follows:
Embedding mapping ( ) ( 0 0) Ane mapping
The embedding and ane mapping of a convex cell are easily computed. The embedding transformation is equivalently computed either (a) by pre-multiplying vertex vectors by a rectangular matrix containing a block corresponding to the ( + 1) ( + 1) identity matrix and a ( ) ( + 1) null matrix 0, or (b) by post-multiplying facet covectors for the transpose of the same matrix:
The ane mapping is computed either by pre-multiplying vertex vectors by a matrix or by post-multiplying facet covectors by , where both and are square invertible ( + 1) ( + 1) matrices. In fact, it can be seen that is the inverse of . At this purpose, let assume that and are the images of and , respectively, under the ane mapping, and observe that the inequalities (1) must still hold after the mapping. We obtain: = = and hence: = = The application of a linear transformation to a -polyhedron , denoted by ( ), is dened as the application of to each -cell of the complex underlying . The transformation may correspond either to an embedding, or to an ane mapping, or to their composition.
Polyhedral instances and complexes allow to construct hierarchical sets of polyhedra, and are inductively dened as follows. The basic denition is the one of 0-order polyhedral instance. Then, the -order polyhedral complex (for 1) is dened by means of polyhedral instances of order less than . Finally, the denition of -order polyhedral instance is given using -order polyhedral complexes. 
is the set of points of dened by the application of an embedding transformation and an ane map to a polyhedron . ii A , for , is a nite non-empty collection of polyhedral instances of order less than , where at least one -order instance appears and such that they intersect only along their boundaries. iii A is the set of points of dened by the application of an embedding transformation and an ane map to a -order polyhedral complex. A polyhedral instance of some order , for 0, is denoted by . A polyhedral complex of some order , for 1, is denoted by .
The concepts dened above introduce a multilevel hierarchical structure which can be visualized as an oriented acyclic multigraph (see Figure 1 ). To avoid duplication of information, each complex or polyhedron can be referred any number of times within dierent instances. According to Denition 6, a polyhedral instance is not necessarily a full-dimensional set within its embedding space. When this is the case, the interior of a polyhedral instance is, strictly speaking, empty. However, we regard in this case the relative interior and relative boundary as the interior and boundary of , respectively:
Notice that at the level of the hierarchical polyhedral complex no topological information is stored, which implies e.g. that topologically dierent objects may correspond to the same structure. Nonetheless, such objects can be easily distinguished by considering the associated geometric information, which is carried by the ane and embedding transformations.
The set of considered in the scheme is denoted by = , where = , = , = and = denote the sets of all polyhedra, polyhedral instances, polyhedral complexes and ane maps. The of a polyhedron, instance, complex and ane map is denoted by , , and , where is the set of all complete representations.
The function :
maps complete representations to the corresponding abstract models. An element from the domain is mapped to an element of the range as follows, where parentheses are used for ordered sequences and curly brackets for non-ordered sets. According to Requicha's terminology [20] , the inverse mapping :
is a representation scheme from the set of abstract Hence, a complex can be modeled as a directed acyclic multigraph with a single source node (the root complex). Every internal node is associated to a component complex, and arcs departing from the relative node correspond to the polyhedral instances of the complex. Terminal nodes are associated to elementary polyhedra (see Figure 1) . Notice how dierent instances can refer to the same polyhedron (complex), to which dierent ane maps are applied, thereby avoiding unnecessary duplication of information, a technique commonly found in standard graphics systems [22] .
The progressive enlargement of the domains of abstract mathematical models corresponds to a similar increase of the representational power. Starting from the set of full-dimensional convex -cells and going through polyhedra and instances, An is the set of points of dened by the application of an embedding transformation and an ane map either to a polyhedron , or to a polyhedral complex , or to a polyhedral sequence (see next denition) in , with . A is an ordered set of extended polyhedral instances , all embedded in the same space .
ordered extended the HPC scheme captures polyhedral complexes which may correspond to nonsolid, nonconvex, unconnected and nonmanifold objects. At the present time, dimensionally inhomogeneous objects fall outside of the domain of the HPC scheme. This restriction is not inherent to the technique that we propose, which can be readily extended to describe nonregular pointsets, but was rather motivated by the wish to quickly obtain a working software prototype, avoiding for the moment the issues connected to the implementation of non-regularized Booleans. We plan to devote further study to this point and remove the limitation within the future research eort, which will lead to the capability of describing more general object topology, according to the guidelines of [10, 8] .
2.3.2.
The \weak" representation scheme is introduced in this Section. This scheme is based on an extension of the concept of polyhedral complex. At this purpose, we dene the , which is derived by weakening the denition of polyhedral complex. Every polyhedral sequence can be associated to a complete complex according to the scheme by application of the operator dened in the following. The weak representation scheme is both computationally more ecient (the evaluation of progressive dierences is deferred as long as possible) and a more accurate mirroring of the semantics of the designing process.
We move to the larger domain which is needed to provide further exibility to the object description by dening the and the . In their denition the same reference mechanism is used that already appeared in the denition of instances and complexes.
extended polyhedral instancep olyhedral sequence (~~~) A polyhedral sequence is therefore similar to a complex, the main dierence being that the rst is an set of polyhedral instances, and not a nonordered set of polyhedral instances subject to a constraint of pairwise disjointness. Extending the notation, denotes a sequence, the set of polyhedral sequences, an extended polyhedral instance,~the set of extended polyhedral instances, and nally =~the extended set of all (extended) abstract mathematical models.
The representation of a sequence is denoted by , the representation of an extended instance by~, and is the set of all weak representations, including polyhedral sequences and extended instances. To distinguish between and , we use the terms representations for the rst and representations for the second. The mapping between the set of extended representations and the set of extended models is given by the function : which is obtained by extending to the set of weak representations. Hence, we dene = in , whether (~) =~and ( ) = .
Let \ " denote the regularized dierence operator, dened as the closure of the interior of the set dierence of the arguments [23] . The function is dened as follows, where =:
is dened as follows:
. From the evaluation rules given above, we see that the function is the identity on . The evaluation of on the extended instance~, mapping of the sequence , returns the (non extended) instance , application of the same mapping to the complex = .
When evaluated on a polyhedral sequence, removes the intersections between the component instances. A polyhedral sequence is an ordered set, so that the ordering translates into a precedence rule while executing dierences. According to such a rule, points which belong to more than one instance are considered as belonging to the one with the lowest index. Hence, every instance is subtracted from all instances which appear later in the sequence, according to the denotation of \progressive dierence". An example of the application of the function is shown in Figure 3 (see also [1] ). Notice that the application of a progressive dierence to two polyhedral sequences which dier only in the order of their instances may produce two dierent polyhedral complexes.
Shifting our attention from the set of models to the set of representations, analogously we dene the function: : Its evaluation requires the algorithmic computation of the progressive dierence on the representations of the arguments. Hence, it is by denition:
The function acts therefore on the representations in the same way in which acts on models. The progressive dierence is a key operator in the HPC scheme, because it allows for the description of geometries by using sequences instead of complexes.
The \weak representation scheme" is introduced here, where elements of can be used to directly describe polyhedral complexes. We dene: : where = and where denotes functional composition. The representation scheme deserves the designation because it allows for the representation of polyhedral complexes with elements of . Thus, the scheme can be used in place of , because the two mappings share the same domain . Summarizing, the domain and range of the , , , and functions, which dene the , and representation schemata, are represented in Figure 4 .
When using in place of , the set of available representations is enlarged from to , thereby introducing a strong relaxation to the geometric constraints of the scheme. Every time that a complete representations according to the scheme must be derived, it is required the evaluation of the function on the corresponding weak representation. Hence, we say that a complete representation is obtained by a weak representation. The introduction of the weak representation scheme enriches the set of representations corresponding to the same abstract model. Such extension is due to the use 1  2  3  1  2  3   2  3   3   3   3  333  3  3   3 3 of progressive dierences, which can be traced back in turn to a CSG-like method.
In particular, such an approach has been undertaken within a framework based on a decompositive approach.
In this subsection some methodological issues about the denition of geometric operators are briey discussed in the context of the HPC representation schemes. Such schemes provide the system designer of many degrees of freedom, requiring as a consequence some nonstandard considerations. Three are the aspects here considered: (1) the input objects and the output results can be either completely or weakly represented, (2) the multigraph structure of the result should be dened in a meaningful way, (3) a suitable algorithm should be dened/selected for the elementary polyhedra. As discussed in [3] , the possibility of translating a generic operator on abstract models into four possible algorithm classes on representations, will depend on the kind of representation (complete or weak) assumed for the input and the output data. Formally we have four classes of implementations for a binary operator: : : : : In the paper [3] it is discussed how the application of the progressive dierence may inuence the implementation of . In the following two sections, devoted to the binary operator of product of polyhedra and to the unary operator of skeleton extraction from a polyhedron, it is shown how the choice of the actual implementation is mainly conditioned by the relationship between and .
After the algorithm class has been selected, it is necessary to give a high level denition of its implementation, or better to give some constraint on the structure of the result. In general we require that such structure would be a meaningful mirroring of the computation on the operands. If , and are the representations of complexes and , and = , then the structures of and should be traversed and combined to compute the structure of . Also, the elementary polyhedra of and should be combined to obtain the elementary polyhedra of . This aims to exploits the \locality" of the representation; in other words it is required that each element in a complex (sequence) should be elaborated with no regard to the others. Even more, if is a representation of some component of a complex (sequence) , then should be a component of . This is basically a systematic application of the \dividi et impera" paradigm, which may allow to distribute the computation of the result in a set of independent tasks. The basic step in an operator denition is the combination between elementary polyhedra. Known algorithms, dened in the context of decompositive schemes, can be usually immediately adapted, since polyhedra are represented as decomposition in complexes of convex cells. This adaptation is usually quite simple, as a consequence of the availability of both a facet-based and a vertex-based representation. Enhancements of the robustness/eciency of the algorithms can also be achieved by taking advantage from the reach symbolic representation of convex cells.
In this section a product operator between polyhedral sequences is dened and an algorithm for its computation is discussed. Let be identied with by the mapping ( ) ( ), where = ( ) and = ( ). The operator, a generalization of the \power" operator described in [1] , is the Cartesian product of the pointsets associated to its arguments. The product operator is usually dened as follows (see [24] ): product = ( ) (2) When normalized homogeneous coordinates are used, the points and have coordinates ( ), ( ) and ( ), respectively, and this must be taken into account by the additional condition = = = 1.
The relationship of with the computation of progressive dierences should be taken into account when discussing possible ways of implementing this operator. The Cartesian product is not inuenced by the execution of the progressive differences, or more in general by any Boolean operation applied to the arguments. In fact, due to the denition of Cartesian product, only intersections between the components of the operands correspond to intersections between components of the result. Therefore, progressive dierences can be equally evaluated before or after executing the product operation (see Figure 5 ). For this reason, the algorithm which follows can be considered as belonging to both classes 2 and 3 (see Section 2.4), because the representation of the input data can be either complete or weak, producing an output result represented in the same way. We have therefore:
: ; : The progressive dierence function can be indierently applied before or after the Cartesian product of polyhedral sequences. In both cases, the same result is obtained. Figure 6 : The product of two polyhedral complexes, and its eect on the corresponding multigraphs.
We focus in the following on the more general case of the weak representations , and refer to polyhedral sequences. To simplify the notation the angle brackets will be removed where no confusion will arise, and thus a polyhedral sequence will be referred to as instead of . From the viewpoint of the representation, the multigraph of the result has the same structure of the second argument, which leaves have been expanded into subgraphs structured as the rst argument. The construction of such multigraph structure in the result is obtained by mean of the rules reported in the following section. Notice in particular that the leaves of the result are the product of the polyhedra corresponding to the leaves of the two operands (see Figure 6 ). So, by denition, the operator is dened on a pair of arguments in . In particular, it suces to consider the case of two polyhedral sequences, which can be solved by specifying a few rules. Informally, the set of rules is as follows: The product of two polyhedral sequences is reduced to the product of polyhedral sequences and instances. The product of a sequence times an instance is reduced to the product of a sequence times a polyhedron, and to the computation of a transformation matrix.
The product a polyhedral sequence times an elementary polyhedron is reduced to the product of polyhedral instances times elementary polyhedra. The product of a polyhedral instance times an elementary polyhedron is reduced to the product of two elementary polyhedra and to the computation of a transformation matrix. Let and be polyhedral sequences,~be an instance, , polyhedra and denote the dimension of the embedding space of . The functions and returns transformation matrices dening an ane mapping associated with polyhedral instances. Their formal denition is deferred to the following. The application of is dened by the following rules:
The product of two polyhedral sequences and , where is composed by instances, is a polyhedral sequence composed by instances. Each instance in is the product of times an element of : ( ) = (~~) where = (~~).
The instance~can correspond either to the application of an ane map to an elementary polyhedron or to a sequence . In the two cases~is given by the pairs ( ) and ( ), respectively, where the ane map is dened by the matrix . Thus, we have:
(~)~= ( ( )) (3) where~= ( ), and (~)~= ( ( )) (4) where~= ( ).
The product of a polyhedral sequence , composed by instances, and of an elementary polyhedron , is a polyhedral sequence composed by instances. Each instance in is the product of an element of times the polyhedron : ( ) = (~~) where = (~~). 
The instancec an correspond either to the application of an ane map to an elementary polyhedron or to a sequence . In the two cases~is given by the pairs ( ) and ( ), respectively, where the ane map is dened by the matrix . Thus, we have:
(~)~= ( (~)) (5) where~= ( ), and (~)~= ( (~)) (6) where~= ( ).
The product of two elementary polyhedra and , yields an elementary polyhedron (the details are discussed in Section 3.2):
( ) (7) The above rules guide the recursive composition of the multigraphs of the two sequences. The rst three rules impose the traversal of the lattice structure of the second argument and, at the same time, specify the construction of an equivalent structure as the top level of the result. The next three rules impose the traversal of the rst argument, specifying the expansion of equivalent subgraphs in the result. The last rule dene the result leaves to be products of pairs of the arguments leaves.
The function is dened as follows. Let be the set of square transformation matrices and the set of natural numbers 0 1 2 . We dene:
: :
where 8 and 8 are block matrices of dimension 1 and respectively (for an input matrix of ( + 1) ( + 1) dimension), and is the identity matrix of dimension . The positions of the of the block matrices 8 and 8 are such that in rules (3) and (4) the ane mapping originally applied to the second argument of the product are coherently applied to the last coordinates of the result.
The matrix composition is dened as follows: : : 1 0 9 9 9 9 1 0 0 9 9 0 0 0 9 9 0
where 9 , 9 , 9 and 9 are block matrices of dimension ( ) 1, ( ) , 1, , respectively (for an input matrix of ( + 1) ( + 1) dimension) with 
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; ; . The positions that the block matrices 9 , 9 take in the result are such that in the instance resulting from rules (5) and (6) , the coordinates corresponding to the intrinsic dimension of the rst argument appear rst, followed immediately by the coordinates corresponding to the second argument. The last coordinates are added by an implicit embedding transformation both in the rst argument and in the result. Therefore the blocks 9 and 9 must be stored in the last rows of the result matrix, like in the argument matrix.
We consider in this section the restriction of the product to elementary polyhedra only: : which implementation is used in rule (7). Let a polyhedron be represented by a pair ( ), where is the set of facet covectors in the -complex . A complete representation, under , is associated to each elementary polyhedron, and therefore: ( ) = ( ) ( ) = ( ) where , and have dimension , and + , respectively. Using the facet-based description, we have:
where ( ) = ( ), ( ) = ( ) and ( ) = ( ). At the purpose of obtaining a cell decomposition of the result, consider the following observations:
is dened as the Cartesian product of pointsets: = , for and , and it is = ; (ii) the set of facets of cell is given by the set union of facets of cells and , after a suitable embedding in ; (iii) the vertices of are given by the product of the vertices of by the set of vertices of . Thus, the implicit description of each vertex of as a set of facet covectors is obtained by the set union of the descriptions of one vertex of with one of ; (iv) two ( + )-cells are adjacent along a facet if and only if either = and is adjacent to , or = and is adjacent to .
We can write: = is the set of facet covectors with (1 + + ) components which are obtained by adding null coordinates to covectors of . is the set of facet covectors with 
The of a -polyhedron , with , is the set of -faces of the cells in incident to
anely independent boundary facets in .
The of a polyhedral complex ( of a polyhedral instance), with , is the set union the of the component polyhedra.
(1 + + ) components which are obtained by adding null coordinates between the rst and the second component of covectors in . More formally, = ( 0 ) ( ( 0 ) 5) where 0 (0 ) is a row vector with ( ) null components and 5 is a permutation matrix (the product of 5 for the set of facet covectors indicates the product of the matrix times each element of the set). The permutation matrix has the following structure: 1 0 0 0 0 0 0 A detailed description of a generalization of the product operation (applied to elementary polyhedra) can be found in [15] .
In this section a skeleton extraction operator is dened and an algorithm for its computation is discussed. Consider a -polyhedron , and the relative -complex . A facet of a cell in is called boundary facet if there is no cell in adjacent to along , and we say, with some abuse of terminology, that two facets are anely independent if so are their minimal embedding spaces. An -face is incident to a facet if it is contained in , that is if -skeleton ( ) 0
We conventionally assume that the -skeleton of equals itself, and thus skeletons are dened for 0 . -skeleton ( ) ( ) 0 -skeletons E.g., the 2-skeleton of a cube (3-polyhedron) is the set of its 2-faces, which is a polyhedral complex with 6 instances (the bounding squares). Hence, the 2-skeleton of the cube consists simply of these six squares, i.e. of its facets. Similarly, the 1-skeleton is the set of its 12 edges (1-polyhedra), the 0-skeleton is the set of its 8 vertices (0-polyhedra).
Notice that (for ) the -skeleton of is a polyhedral complex, and not a polyhedron. Thus: : 0 where is the set of -polyhedra and the set of polyhedral complexes of intrinsic dimension embedded in .
Since the -skeleton of polyhedral instances and complexes is dened as the set of -skeletons obtained by applying the operator to the component elements, where is the set of polyhedral instances of intrinsic dimension embedded in . For = the -skeleton extraction of a complex, of an instance or of an elementary polyhedron reduces to the identity function. Thus remains dened on the whole set of mathematical models .
As for any operator, the question arises of which is the more appropriate algorithmic translation of the operator, i.e. to which of the four possible classes 1{4 (see [3] ) an algorithm should belong.
To verify the relationship between the progressive dierences and the -skeleton extraction , they must be applied in sequence. Figure 7(a) shows the eect of the computation of the progressive dierence on a polyhedral sequence with overlapping elements. The boundary of one of the polyhedra, which was a convex octagon, is now a concave polygon with ten edges. Changing the computing order (see Figure 7 (b)) an incorrect result is returned. As the example shows, the evaluation of theskeleton must be performed on a complete representation, which imposes the choice of a class 2 algorithm: : Thus we focus in the following on the case of the complete representations , and refer to polyhedral complexes. To simplify the notation the angle brackets will be removed where no confusion will arise. So a polyhedral complex will be referred to as instead of .
The operator is dened on a single argument belonging to . The polyhedral complex resulting from the -skeleton extraction should be a polyhedral complex with the same structure of original complex, which leaves polyhedra are replaced by their -skeleton complexes. Informally, the rules are as follows:
The -skeleton of a polyhedral complex is reduced to the -skeleton of polyhedral instances. The -skeleton of a polyhedral instance is reduced to the -skeleton either of a polyhedral complex or of an elementary polyhedron. Let be a polyhedral complex, be an instance and be an elementary polyhedron. The application of is dened by the following rules:
The skeleton extraction of a polyhedral complex composed by instances is a polyhedral complex composed by instances. Each instance in is the -skeleton of an instance of : = ( ) where = ( ).
The instance can correspond either to the application of an ane map to an elementary polyhedron or to a complex . In the two cases is given by the pairs ( ) and ( ), respectively, where the ane map is dened by the matrix . Thus, we have:
= ( ) where = ( ), and = ( ) where = ( ).
The above rules guide the traversal of the multigraph of the argument complex, specifying at the same time the the construction of an equivalent structure for the resulting complex. The computation of the -skeleton of an elementary polyhedron is discussed in the next section.
The -skeleton of an elementary polyhedron, as any other polyhedral complex, is internally represented as a directed multigraph, where every leaf node contains some -face of the polyhedron. The matrix associated to an arc performs the ane transformation that relocates the ending node to its ane hull, after an embedding from to .
The transformation operated by the operator is not easily described by a set of simple rules, as for the product operator of Section 3. Thus, it will be dened procedurally.
The -skeleton of a -polyhedron can be computed as a set of -faces of cells in . Hence, we can concentrate without loss of generality on the basic problem of computing the -skeleton of a single convex cell . In this example we show how to compute the result of the product between a 2D complex , which contains two solid polygons , and a 1D complex , which contains two translated instances of a segment . Let and be the two complexes shown in Figure 9 . Let also , and , , , with
The complex , product of times , is computed by using the rules given in Section 3.1. At each step we associate a new name to the computed complex or instance. Note that sub-expressions repeated in dierent contexts are computed Finally, the transformation is applied to the set in order to map it into the coordinate subspace of the rst coordinates. This makes it possible to store only the rst coordinates of the transformed facet covectors, as well as to store only the facet covectors of a cell and not its ane support. Clearly, in the multigraph representation of the -skeleton of the inverse matrices will be associated to the arcs that point to the cells.
In this section we give an example of the computation of the product operator and an example of the composition of the product with the skeleton extraction. Note that, since a facet based representation is assumed, the translation matrices involved in the computations are the inverse matrices of the usual matrices required for the translation of vertices with homogeneous coordinates. The elementary -polyhedra and are parallelepipeds (straight extrusion of rectangles). The transformation matrices, in this example simple translations of , are:
It is also useful to look at the result of the composition of a product operation with a skeleton extraction. Let us compute the product of for the 0-skeleton of , that is the value of the expression: shown in Figure 10 , with , and , where is the -dimensional polyhedron (see [15] ), and are the matrices applied after the implicit embedding of in , which perform the required translations. The result of the expression , obtained with transformations similar to the one of Example 1 is shown in Figure 10 . Note that the three instances that compose the resulting complex point directly to the complex since the product (of any object) for the -polyhedron (see for denition [5] ) is the identity operation.
More realistic building models can be obtained by combination of the skeleton extraction with the extension of the product operator described in [15] . The four plans in Figure 11 (a) can be \multiplied" for the sections of Figure 11 (b) to obtain, after a -skeleton extraction, the building of Figure 12 . By mirroring and translating many instances of such building the model of a typical terraced housing is obtained (see Figure 13 ). The amount of data necessary to represent the single building and the whole model is almost the same, since the two basic units that compose the terrace dier only for the last oor, and the displacement of the repeated parts require only to store some translation/mirroring matrix. Programming language for solid variational geometry.
, 7 (1992) , 349{366.
In this paper a hierarchical representation scheme for dimension-independent piecewise-linear modeling has been discussed, and two useful operators for geometric modeling have been introduced. Algorithms for implementing such operators were given to apply both on polyhedral complexes and on elementary polyhedra. The paper has also shown two simple examples of the computation performed by the proposed algorithms and a more complex example of a building model automatically generated from plans and sections by using the given operations.
Since it has to be used within the geometric nucleus of a design language the representation should be very simple and general and perform eciently the more usual geometric operations. So, we dedicated a lot of eort to device a representation which would be contemporary simple and general. The resulting HPC representation scheme can be considered somewhere between those recently used in solid modeling (usually very complex and allowing for representations of topology of non-manifolds) and those used in graphics (which often do not even take into account the topology). Using the HPC representation the language is able to produce the more dierent geometric models, including parametric curves, surfaces and solids, in turn resulting from an algebraic calculus over polyhedra, as well as manifolds and non manifolds of higher dimensions. At the same time the HPC representation allows to uniformly represent both simple objects and hierarchical assemblies, by using either world coordinates or local coordinates.
The algorithmic approach here discussed has some advantages and some drawbacks with respect to other approaches. From an application-oriented viewpoint we believe that one good aspect can be found in the multigraph structure associated to the object resulting from the evaluation of a formula in our geometric calculus. Usually such a multigraph retains some important semantic meaning for the designer, and makes it easy to access the parts with hierarchical indices as well to lter specic subassemblies, even when they were automatically generated.
The approach, strongly based on symbolic representations (where both a point and any cells are given as unevaluated sets of inequalities) and graph processing, is quite robust with respect to other more numerically oriented approaches to geometric computation. It can be easily extended to cell-decompositions where cells have incomplete boundaries, simply by considering a cell as the set of simultaneous solutions of both strict and non strict inequalities. The strongest drawback of this approach probably consists of some degree of repetition of lower dimensional cells, mainly when such cells are computed by extracting some skeleton of a polyhedral complex. This aspect depends on the design decision of weakening as most as possible the storage of topology information. But nothing is obtainable for free.
