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The number of skin cancer cases has been increasing every year. Thus, the 
development of automated computational systems to assist dermatologists becomes 
more and more imperative. In fact, the use of these systems can prevent more efficiently 
the development of skin cancer, as the dermatologists can use such systems to 
identifying relevant features of the lesions in the images under analysis. In the systems 
that have been developed, the computational classifiers have been predominant. 
An attractive classifier for skin lesions from images must be efficient and fast. A 
relevant problem that affects the performance of the classifiers concerns the selection of 
features that are representative of the problem involved. A solution for this problem can 
be the use of a feature selection model, i.e. to use a data mining technique to discard the 
features that are redundant and reduce the classifier performance. 
There are many models proposed for feature selection, such as filtering, wrapper, 
embedded and hybrid models. The wrapper model allows to select the most relevant 
features for classification, regardless of the chosen classifier learning algorithm. 
Basically, this model involves a search algorithm, an evaluation function and a 
performance function, which evaluates the results of the search algorithm and of the 
evaluation function. The search algorithm allows to select the best features for a given 
classification problem. After, each features subset established by the search algorithm is 
evaluated by the learning algorithm used in order to find the most relevant subset. Many 
classifiers can be used to evaluate the selected features and conduct the training of the 
classifier from training samples that must be classified into the appropriate classes. 
As such, in this work, the combination of some search and learning algorithms 
based on the wrapper model for the features selection was studied. The model used 
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allowed the selection of relevant features from the training set and the discarding of the 
irrelevant features for the classification problem. Thus, it was attained an improvement 
in the computational classification of skin lesions. 
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