Abstract. Let (M, g) be a smooth compact Riemiannian manifold without boundary and g k be a metric conformal to g.
Introduction
The goal of this paper is to study the Gromov-Hausdorff limit of a manifold sequence with bounded volume and L p norm of scalar curvature, in a fixed conformal class. Let (M k , g k ) be an n-dimensional Riemannian manifold. To get a good limit, in addtion to the curvature, we usually assume the manifold has a lower bound on injectivity radius or harmonic radius. For example, if the section curvature |K| ≤ Λ and injectivity radius inj ≥ i 0 > 0, then for any x k ∈ M k , (M k , g k , x k ) is pre-compact in the C 1,α topology [6] . In [1] , Michael T. Anderson prove that a similar result holds when Ricci curvature is bounded and the injectivity radius is bounded below. In the same paper, Anderson remark that a compactness result in C 1,α holds if we replace the point-wise bound on the Ricci curvature by a L p -bounded with p > n 2
. For further results about the convergence under the assumption of Ric L p , one can refer to [19, 20, 2, 7, 8, 9, 24] .
It is natural to ask whether there is any compactness result if we only assume L pbounds on the scalar curvature instead of the Ricci curvature. From the PDE perspective, the Ricci curvature satisfies an elliptic equation (in harmonic coordinates), while there is no simple equations for the scalar curvature in general. Thus it seems necessary to impose additional assumptions other than positive injectivity radius. On the other hand, it is well-known that the scalar curvature satisfies a nice equation under conformal transformations, thus it is reasonable to replace boundness of injectivity radius with some suitable assumptions on the compactness of conformal classes.
More precisely, let (M n , g) be a smooth compact Riemannian manifold of dimension n ≥ 3 without boundary, and R(g) be its scalar curvature. Denote the set of conformal metrics of g as C(M, g). For any g ′ = u 4 n−2 g ∈ C(M, g), the scalar curvature of g ′ is
or equivalently, u satisfies the equation
where c(n) = n−2 4(n− 1) and ∆ g is the Laplace-Beltrami operator of g. Sometimes, we also set v = log u 4 n−2 and consider the following equation
Our goal is to study the convergence of a sequence of manifolds by using the above equations. Ideally, for a sequence of Riemannian manifolds (M k , g k ), suppose each manifold (M k , g k ) can be divided into finite many parts (M kl , g kl ) such that each part is almost conformal to some manifold for fixed l. Then we use a priori estimates of equation (1.1) and (1.2) to show the convergence of (M kl , g kl ) as k → ∞. However, such convergence may have finitely many singularities. We will further use blow-up analysis and construct bubble tree convergence to study the structure at those singularities, which leads to a good limit of (M k , g k ).
As our first step towards such a program, we will fix the conformal class in this paper. As a matter of fact, the convergence of metrics in a fixed conformal class has been widely studied. Let us first recall some results in this field.
When R(g k ) is a fixed constant, Richard Schoen raised the problem of compactness of the full set of constant scalar curvature metrics, and solved the problem for 3 ≤ n ≤ 24 in a joint work with M.A. Khuri and F.C. Marques [14] . The problem is also solved in some special cases, see [25, 12, 15, 16, 18] . Surprisingly, Simon Brendle constructed counterexamples of C ∞ metrics on spheres of dimension at least 52. In a subsequent paper, Brendle and Marques extended these examples to dimension 25 ≤ n ≤ 51.
In [4, 5] Sun-Yung A. Chang and Paul Yang prove that when dim M = 3, the space {(M,ḡ) :ḡ ∈ C(M, g),
is compact in C 0,α topology. Here λ 1 is the first eigenvalue ofḡ. In [13] , Matthew J.Gursky proved that when p > n 2 , the space {(M,ḡ) :ḡ ∈ C(M, g),
is compact in the C 0,α topology.
In this paper, we consider the convergence of a sequence g k = u 4 n−2 k g ∈ C(M, g) which satisfies vol(g k ) = 1,
where n = dim M > 2. It is easy to see that u k converges weakly in W 1,2 to a limit u 0 . But by the results of Brendle and Marques, g k may blow up even when R(g k ) is a fixed constant, thus what we are really interested in is the blowup behavior of g k .
Our basic tools to study the blowup of u k are the so-called ǫ-regularity and Three Circles Theorem. The ǫ-regularity says that if vol(B g r (p), g k ) is sufficiently small, then u k is bounded in W 2,p (B r 2 (p)). Hence we can find a finite set S such that a subsequence of u k converges weakly in W 2,p loc (M \ S). Then we construct a bubble tree limit near each singular point p ∈ S. The Three Circles Theorem is adopted to investigate further details of the bubble tree convergence, including a volume identity and a no neck result. We remark that the usual Pohaezev inequality (see page 7 in [18] ) dose not apply here, since the scalar curvature R only belongs to the L p -space. Fortunately, we are able to prove a quite strong version of Three Circles Theorem, which is inspired by Qing and Tian in their study of harmonic maps [21, 22] . Roughly speaking, the annular area near the singularity B δ (p) \ B r (p) is almost conformal to a long cylinder S n−1 × [− log δ, − log r] when δ and r are sufficiently small, and the equation of u k in this coordinate is very closed to
which corresponds to a strictly positive operator. Then the Three Circles Theorem asserts that the energy of u k decays exponentially as follows
where a > 0. Our first main result is the following theorem.
) and satisfy (1.3), and u 0 be the weak limit of u k in W 1,2 . There exists a finite set S ⊂ M, such that after passing to a subsequence, u k converges weakly to u 0 in W 2,p (Ω, g) for any Ω ⊂⊂ M \ S. Moreover, u 0 is a positive or equivalent to 0. For each x 0 ∈ S, in a local coordinate system around x 0 , there exists
If the weak limit u 0 = 0 and the metric degenerates away from the singular set S, we may rescale u k and get the following result. Theorem 1.2. If u 0 = 0, then there exists c k → +∞, such that c k u k converges weakly to a limit G in W 1,q (M, g) for any q ∈ (1, n n−1 ), and in W 2,p loc (M \ S, g). Moreover, G is positive and satisfies the equation
where λ y ≥ 0 and δ y is the Dirac function at y. In particular, when λ y = 0, G is smooth near p; when λ y > 0 ,if we have only one bubble, then there exists a constant C > 0, such
for sufficiently large k and small r.
In other words, Theorem 1.2 says that if u 0 = 0 and there are exactly m points y i ,
, which is scalar flat and complete. Also note that when R(g) > 0, we have y∈S λ y > 0. When u 0 > 0 or when u 0 = 0 and the limit G is smooth at some singular point in S, the collar area near the singular point shrinks to a point. Thus it is important to recover the topological information of the collar area which disappears in the limit. For this reason, we want to find a sequence of rescaling parameter c k → +∞, such that c k u k converges to some limit in this area. However, if we simply multiply u k by a constant c k , it is somehow difficult to control the norms of c k u k . Thus we are lead to study the
2) instead of (1.1). We find it very convenient to work with equation (1.2) by applying the John-Nirenberg inequality. As a result, we get the following theorem. Theorem 1.3. Assume one of the following holds:
1) u 0 = 0; 2) G is smooth near y ∈ S; 3) u k has at least 2 bubbles at y ∈ S. Then we can find y k → y,c k → +∞, t k → 0, and a finite setS ⊂ R n , such that
to function v, which is harmonic and positive on R n \S. Moreover, v has at least 2 singular points (probably including ∞).
By Bocher's Theorem (Theorem 3.9 [23] ), it is known that v(x) = v 0 + a|x −ỹ| 
is complete, smooth, scalar flat, and conformally diffeomeomorphic to a n-sphere with at least 2 points removed. find
converges to a complete scalar flat manifold.
Now we discuss some simple applications of our results. First note that a simple connected flat manifold with an end collared topologically by S n−1 × R must be R n . Thus if we replace the assumption R L p < C by L p -boundedness of the sectional curvature K L p < C, the above theorems will imply Gursky's result [13] .
Another quick application is to prove the compactness of a sequence of manifolds with L p -bounded Ricci curvature.
Then the Gromov-Hausdorff limit of (M, g k ) is either M or S n , endowed with a W 2,pmetric.
The rest of the paper is organized as follows. In Section 2, we list some preliminary results in elliptic PDE theory which are needed in the paper. In Section 3, we derive a gap theorem and a non-collapsing theorem. In Section 4 ,we prove the powerful Three Circles Theorem. In Section 5, we construct the bubble tree and prove Theorem 1.1. Theorem 1.2 and 1.3 are proved in Section 6 and Section 7 respectively.
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Preliminary
In this section, we list some results on elliptic equation which will be used later. 
and R is a measurable function with
We assume
Then there exists an
where C only depends on Λ, Λ 1 , λ 1 , Λ 2 and ǫ 0 .
Proof. Let η be a smooth function. We have
.
Here C depends on the ǫ 0 and Λ. Thus we get
), where r ∈ (0, 1). By Sobolev embedding, we get
). Now, let η be a cut-off function which is 1 in B 1 2 and 0 in B . We have
where |F | ≤ C(|∇u| + |u| + |f |).
< γ 0 < 2, and ǫ 0 be sufficiently small. By elliptic estimate and Hölder inequality, we get
We set
Thus, if s k and γ k make sense, we have
. Assume this is not true. Let τ = n+2 n−2
which is greater than 1. We have
We get
which contradicts the assumption that γ k < n 2 . Now, we can assume γ k ≥ n 2
. By Sobolev embedding, u is bounded in L q (B r ) for any
We complete the proof of this theorem. ✷ Lemma 2.2. Let Ω be a bounded domain in R n , and v solve the equation:
. Then for any q > p p−1
, and Ω ′ ⊂⊂ Ω, we have
Proof. For any s < p, we have
Since q > . We have
In the same way, we get the estimate of v L s i , where s i is the solution to q i = ps i p−s i and
. Then we get estimate of v L ∞ , and then the estimate of
Then for any q 1 ∈ (1, n n−2 ), by Jensen inequality, we get
≤ C(M, g, q 1 )r n−(n−2)q 1 .
Next, we estimate ∇u L q 2 . Since
✷ For a proof of the following lemma, one can refers to [17] Lemma 2.4. Let u be a non-negative function in W 1,2 (B) which satisfies
and q > 0.
We also need the following version of John-Nirenberg inequality: Theorem 2.5. Let B 1 be the unit ball and u ∈ W 1,2 (B 1 ). There exist positive constants α and β, such that if
e −αu dx < β.
As an application, we have the following:
Proof. We assume u = 0. Let η be a cut-off function, which is 1 on B 1 2 (0) and 0 outside
). We have
Then, by John-Nirenberg inequality,
. Since u = 0, we can find δ 0 , such
Choose τ be sufficiently small, such that 2n
in the weak sense. Since
and u be a positive function in
We have the following gap lemma:
where λ is the Yamabe constant of S n . Since
, we finish the proof. ✷ Combining Proposition 2.1 and 2.6 together, we get the following:
Proposition 3.2. Let B be the unit ball of R n andĝ k be a smooth metric over B which converges to a metric g smoothly. Let
Moreover, a subsequence of {u k } converges weakly in W 2,p (B 1   2 ). The limit is positive or equivalent to 0.
Note that in the above proposition, the Gromov-Hausdorff limit of (B, g k ) may be a point. The following result gives a sufficient condition of non-collasping. Proposition 3.3. Let B,ĝ, g k , ǫ 0 be as in the above proposition. If vol(B, g k ) < ǫ 0 , and
2 ).
Proof. Without loss of generality, we assume g ij = δ ij . Assume u k → 0 uniformly in B a for any a < 1, and inf
For any y ∈ ∂B,
Then we have
We get a contradiction if we choose a to be sufficiently close to 1. ✷
Three Circles Theorem
In this section, we will prove the Three Circles Theorem and give some applications. Since it is convenient to state and prove this theorem on pipes, we let Q = [0, 3L] × S n−1 , and
Set g 0 = dt 2 + g S n−1 and dV 0 = dV g 0 . We have the following:
Theorem 4.1. Let g be a metric over Q and u ∈ W 2,p which solves the equation
. There exist ǫ 1 , τ , and L 0 , such that if
2)
We first prove this theorem for case of g = g 0 and R = (n − 1)(n − 2):
Lemma 4.2. Let u = 0 solve the following equation on Q:
Proof. Let {ϕ m : m = 0, 1, 2, · · · }, be an orthonormal eigenbasis for ∆ g S n−1 . We set
It is well-known that (cf [23] )
If we assume u = 
where a m and b m are constants, and
We have
when L is sufficiently large. When a m b m > 0, we can choose L to be sufficiently large, such that
Hence,
which yields the lemma if L is chosen to be sufficiently large. ✷ Proof of Theorem 4.1: If the statement in 1) was false, then we can find g k and u k , s.t.
and
and satisfies
Similarly, there holds
which contradicts Lemma 4.2. Hence, the statements in 1) are proved. Using the same arguments, we can easily carry out the proof of 2) and 3). ✷ Next, we give two applications of Three Circles Theorem. The first one is the removability of singularity of scalar curvature equation.
Corollary 4.3. Let g be a smooth metric over B, and g ′ ∈ SC p (B \ {0}, g). Assume
. Then g ′ can be extended to a metric in SC p (B, g).
n−2 g. Choose a normal chart around 0 with respect to g, and set (t, θ) = (− log r, θ).
On this polar coordinate, we set
t , and
Without loss of generality, we assume
By Lemma 2.1, we may assume v L ∞ ((1,+∞)×S n−1 ) < C. By Three Circles Theorem, for any t, we have
where δ > 0 is a constant. Then for any p ′ ≥ 2, we have
Put u r = r n−2 2 u(rx). We have
By Lemma 2.1,
Take a cut-off function η which is 0 on B 1 and 1 on B c 2 and set η r = η(
x r
We may choose r k → 0, such that η r k u converges weakly in W 1,2 , which implies that u ∈ W 1,2 . In a similar way, we can prove that u satisfies the scalar curvature equation weakly in B. Using the arguments of the proof of Lemma 2.1,we get u ∈ W 2,p (B). By Lemma 2.6, we get u > 0. ✷
The following corollary will play an essential role in section 6:
n−2 g R n , which satisfies
Then lim
Proof. Let y = n−2 (y)
Hence there exists C > 1, s.t. 1 C < |x| n−2 u(x) < C.
). Hence by trace embedding, a subsequence of ∂B 1 ∂u k ∂r dS converges to (2 − n)v(0)ω n−1 . Since
Any subsequence of ∂B R ∂u ∂r dS has a subsequence converges to (2 − n)v(0)ω n−1 . Thus
Then we get 
Bubble tree
In this section, we set (M, g) to be a smooth closed Riemannian manifold, and
we have
Therefore, u k is bounded in W 1,2 and we may assume u k converges weakly to u 0 in
Throughout this section, we will denote the geodesic ball on (M, g) of radius r centered at p by B r (p). First of all, we prove the following: 
Obviously, S is a finite set. Take a cut-off function η which is 0 on B 
Noting that M ηu 2n n−2 k dV g → M ηdµ, we complete the proof easily. ✷ Usually, we call S the concentration set of {g k }. By Lemma 2.1, u k converges weakly in W 2,p loc (M \ S, g). Obviously, when S = ∅, u k converges to u weakly in W 2,p and
Hence, from now on, we assume S = ∅. Let x 0 ∈ S and choose a normal chart x 0 , such that x 0 = 0, and g ij = δ ij + O(|x| 2 ).
The first bubble.
In this subsection, we show that there exists at least one bubble at
Obviously, we have
Then for any fixed R > 0, we have
By Corollary 4.3, we can consider v 4 n−2 g R n as a metric in SC p (S n ). We usually call v or v 4 n−2 g R n the first bubble.
It is easy to check that
Some identities.
In this subsection, we assume that for any ǫ > 0, we can find r, such that
, r]. By the arguments in [11] , the above statement implies that u k has only one bubble. The main goal of this subsection is to prove the following in this specical case, the general case will be discussed in the next subsection. 
Moreover, if q ∈ (1, n n−2 ) and
holds for some and any B t (x), then
, T = − log r and
where g 0 is defined as in section 4. By Lemma (
Without loss of generality, we assume 
where δ > 0 and
By (5.1), we may choose r, such that
we get (5.2) by letting ǫ ′ → 0.
By elliptic estimate,
which implies (5.3).
Lastly, we prove (5.5). By
. We complete the proof. ✷ 5.3. Bubble Tree. In this subsection, we will use the ideas in [10] to construct bubble tree.
, where S is a finite set, and v > 0.
By removability of singularity, (R n , v 4 n−2 g) can be extended to a metric in SC p (S n , g S n ).
Otherwise, they are called essentially same.
In the sequel, we will write (x k , r k ) for a blowup sequence. For simplicity, we set (0, 1) to be the 0-blow up sequence.
Let
α is the set of concentration points of {v
It is easy to check that, given m-bubbles, after passing to a subsequence, we have
when r is sufficiently small and k is sufficiently large. For more details, one can refer to [10] . Since
we have mτ ≤ Λ 1 p . Thus, there exists only finitely many bubbles. Usually, we say the sequence {u k } has m bubbles if {u k } has m essentially different blowup sequences and no subsequence of {u k } has more than m essentially different blowup sequences. Now, we assume {u k } has m essentially different blowup sequences (
By arguments in [10] , 
) is a treetop if there is no blowup sequence on the top of it. We write B r (x 0 ) \ (∪ α Ω α r,k ) as the disjoint union of its components:
It is easy check that N β r,k is topologically a ball minus finitely many small balls (see [10] for more details). Moreover, if q ∈ (1, n n−2 ) and
Proof. We only prove (5.11). We will prove it by induction of m, the number of bubbles. when m = 1, we have only one bubble. If (5.1) is not true, then their exists
As r → 0,
one concentration point. For the latter case, r n−2 2 k u k (r k x + x k ) has at least one bubble. Altogether, u k has at least 2 bubbles, a contradiction. Then by lemma 5.2 we have the result.
We assume the result holds for the case of m − 1 bubbles, we prove the case of m bubbles. Consider the following two cases separately. Case 1: we have only one essentially different blow up sequence, denoted by (x 
It is easy to check that lim
, r] when r is sufficiently small. Then using the argument in the proof of Lemma 5.2, we can prove
Then by induction, we get the result.
For Case 2, it is easy to check that
Without loss of generality , we assume that
it is easy to check that lim Proof of Theorem 1.2. For simplicity, we assume S contains only one point x 0 . We set
Noting that
by Lemma 2.3, we get
where q ∈ (1, n n−2 ) and q ′ ∈ (1, n n−1 ). Then we may assume c k u k converges weakly in W 1,q ′ to a function G. By Lemma 2.2 , we also know
During the rest of this section, we will study the behavior of c k u k near x 0 . We have two possibilities: i) lim
For case i): we have
In distribution sense, G satisfies
Then G is smooth by elliptic equation estimate and the scalar curvature of (M,
For case ii): We claim that G is some kind of Green function which satisfies
Clearly, we only need to prove
We divide the integral
where N β r,k and Ω α r,k are as in section 5. Since c k u k converges to G and u k converges to 0 uniformly on M \ B r (x 0 ), we have 
and lim
Next, we estimate lim
Claim:
where
n−2 . We may assume f α+ k and f α− k converges weakly to f α+ and f α− respectively in L p (U α r ) for any r. Hence
Since λ α > 0, we prove the claim.
Let R α is the scalar curvature of (v α ) 4 n−2 g R n , where g R n is standard Euclidean metric. Obviously,
Noting that Corollary 4.3 implies that
By Corollary 4.4 again, λ > 0.
Claim: When we have only one bubble at x 0 , we have
Then v k converges weakly to a function v with v(0) = 1. Therefore, (x k , t k ) is a blowup sequence. Then we can find r β k , such that 0
Since we have only one bubble, then
which implies the claim.
7. The proof of Theorem 1.3
Proof of Theorem 1.3. We will divide the proof into three cases.
Case 1. G is smooth at a concentration point x 0 . Take a normal chart at x 0 . Let (x k , r k ) be a treetop, and set
where B S n−1 ρ (θ 0 ) is the geodesic ball of S n−1 of radius r centered at θ 0 . Obviously, we can find a ball ρ and θ 0 , such that
By removability of singularity, we have
Then t k → 0, and t k r k → +∞.
We setṽ Note that λ k ≤ ρ k (y k ) δ−|y k −y 0 | → 0. We get ρ k (y k ) = λ k (δ − |y k − y 0 |) → 0, and Rρ k (y k ) ≤ δ − |y k − y 0 | for any fixed R and sufficiently large k. Then B Rρ k (y k ) ⊂ B δ (y 0 ), (7.3) where k is sufficiently large and R is fixed. Moreover, for any y ∈ B Rr k (y k ), we have However, since e φ is positive, e φ is a constant which implies that
We get a contradiction. ✷ Now, we go back to the proof of Theorem 1.3. We fix a B Sinceṽ k converges to 0 weakly in W 2,p (R n \S),c k → +∞. By Lemma 7.1, ∇ logṽ k L 2 (Ω) is bounded for any Ω ⊂⊂ R n \ S. By Poincaré inequality and Sobolev embedding, we may assume logc kṽk converges in L q (Ω) for any q < 2n n−2
, and for a.e. x ∈ R n \S. Hence a = 0. Then it is easy to check thatṽ 4 n−2 g R n is complete and noncompact near 0. By Kelvin transformation, we can also check thatṽ 4 n−2 g R n is complete and noncompact near ∞. Also by Bocher's Theorem in [23] ,ṽ 4 n−2 g R n is complete near each y ∈S. In this subsection, we assume {u k } has at least 2 bubbles. If {u k } has at least two concentration points, then G has at least 2 singular points. Thus, G (1)) in a normal neighborhood of p i . Then we can get a contradiction as in the case 1.
Now

