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ABSTRACT
Suppose one has a highly redundant spanning set for a finite-dimensional Hilbert space,
knows that a subset of the spanning set is an orthonormal basis for the space, and wants to
identify that subset. To identify such a subset, most standard models typically require that
the elements of the spanning set are arranged in a particular order. This dissertation develops
a novel convex optimization problem, inspired by compressed sensing, and conjectures that the
set of minimizers of this problem can be used to identify bases in a given spanning set. In
particular, given an injective matrix X, consider the problem of minimizing ‖XY ‖1, the sum
of the absolute values of all entries in the matrix product XY , subject to Y being a left inverse
of X. This dissertation shows that for a given injective matrix X, the set of such minimizers
is a nonempty, compact, convex set and conjectures that the extreme points of this set can be
used to find a subset of the rows of X that is a basis for the domain of X. An analysis of
this conjecture is given, with particular attention given to the case when the rows of X are a
concatenation of two orthonormal bases. In this case, it is shown that if a left inverse Z of X is
a minimizer of ‖XY ‖1 subject to Y being a left inverse of X, and Z identifies an orthonormal
basis in the rows of X, in a way made precise herein, then Z is an extreme point of the set
of minimizers. Furthermore, conditions are developed that ensure that such a left inverse Z
exists. Last, some special cases are developed where the above conjecture is shown to hold.
1CHAPTER 1. INTRODUCTION
If one is interested in a particular finite dimensional vector space, often the first step to
analyze that space is to construct a basis for the space. It is well known from linear algebra
that every vector space has a basis and there are numerous techniques to construct a basis for
a given vector space. Performing the Gram-Schmidt algorithm on a sequence of vectors will
construct a basis for the span of those vectors, and performing Gaussian elimination on a matrix
provides a way to construct a basis for the range of the matrix. With these methods, however,
one starts with a set of vectors and typically constructs a completely new set of vectors that
are a basis for the appropriate space.
Suppose instead that one has a sequence of vectors that span a vector space and wishes to
find a subset of that sequence that is a basis for the space. This request is more restrictive
than merely wanting to construct a basis for a vector space since the vectors that can be in the
basis are limited to those that are already in the sequence provided. Such a restriction arises
in areas such as signal and image processing where one may know that certain types of signals
can be represented in terms of a particular, linearly dependent, set of waveforms but needs to
find a linearly independent subset of those particular waveforms that can represent the signals
in question.
The goal of this work is to develop and explore a technique that is able to identify a subset
of a spanning set that is a basis with nice properties. Specifically, there may be many subsets of
the given spanning set for a space that form a basis for that space, especially if the number of
elements in the spanning set is significantly higher than the dimension of the space. Therefore,
the technique developed in this document attempts to find a “nice” basis. What constitutes a
nice basis depends on the situation in which the basis will be used. However, if the spanning
set does contain an orthonormal basis, that basis should be identified by the technique.
2To analyze some possible well established techniques, consider first Gaussian elimination.
Notice this technique will not identify an orthonormal basis in a spanning set that contains
one because Gaussian elimination will only identify the orthonormal basis if the elements of
the spanning set are ordered correctly.
For example, consider the spanning set {x1, . . . , xn, e1, . . . , en} ⊆ Rn where {ei}ni=1 is the
standard orthonormal basis and {xi}ni=1 is another, nonorthogonal, basis. Then identifying the
pivot columns of the matrix formed by performing Gaussian elimination on the matrix
| | | |
x1 . . . xn e1 . . . en
| | | |

will identify the nonorthogonal basis {xi}ni=1 and not the orthonormal basis {ei}ni=1.
Next, as already mentioned above, the Gram-Schmidt algorithm cannot be used since it
takes a spanning set for a space and generally constructs a completely new set, not a subset
of the original, that is an orthonormal basis for the space. Additionally, brute force methods
quickly become impractical in high dimensional spaces.
The technique to identify a basis in a spanning set developed in this work is inspired by the
work done in the area of compressed sensing. That is, recall a sequence is a spanning set for
Rn if and only if X ∈ Rm×n is an injective matrix where the rows of X are the elements of the
sequence. Next, if X is injective then there exists at least one Y ∈ Rm×n such that Y X = I.
Furthermore, if X is not bijective then there are infinitely many such Y . Now consider the
optimization problem
minimize ‖XY ‖1 subject to Y X = I (1.1)
where the function ‖·‖1 : Rm×m → R is defined as
‖A‖1 =
m∑
i,j=1
|Ai,j |
It will be shown that, given an injective matrix X ∈ Rm×n, there does exist a matrix
Y∗ ∈ Rm×n that achieves the minimum in problem (1.1). That is,
‖XY∗‖1 = inf
Y X=I
‖XY ‖1
3Thus the term minimize in the statement of problem (1.1) is justified. Note however, in
general, problem (1.1) does not have a unique minimizer. Instead, the collection of minimizers
of problem (1.1) forms a convex subset of Rn×m. It will be shown that this set of minimizers is
compact and therefore, by the Krein-Milman Theorem, is the closed convex hull of its extreme
points.
Now the main conjecture that will be analyzed in this work asserts that if the rows of X
are all of unit length, then there exists an extreme point of the set of minimizers of problem
(1.1) that can be used to identify a subset of the rows of X that forms a “nice” basis for Rn.
To explain this further, consider the following example. Let
X =

1 0
0 1
1√
2
− 1√
2
1√
2
1√
2

Notice then X is injective and the matrices
Y1 =
[
1 0 0 0
0 1 0 0
]
, Y2 =
0 0 1√2 1√2
0 0 − 1√
2
1√
2
 , and Y3 =
2 0 − 1√2 − 1√2
0 2 1√
2
− 1√
2

are all left inverses of X. Next notice
XY1 =

1 0
0 1
1√
2
− 1√
2
1√
2
1√
2

[
1 0 0 0
0 1 0 0
]
=

1 0 0 0
0 1 0 0
1√
2
− 1√
2
0 0
1√
2
1√
2
0 0

and thus
‖XY1‖1 = 2 + 4
1√
2
= 2 + 2
√
2
Similarly, ‖XY2‖1 = 2 + 2
√
2, but ‖XY3‖1 = 6 + 6
√
2 > 2 + 2
√
2. Furthermore notice that
compared to Y3, the matrices Y1 and Y2 are special in that for each matrix, two columns are
columns of zeros and the other two nonzero columns form a basis for R2. Because of this, Y1
4and Y2 are said to correspond to a basis. That is, for example, Y2 corresponds to the basis
formed from the third and fourth rows of X since the third and fourth columns of Y2 are not
columns of zeros.
Now notice Y3 cannot be a minimizer of problem (1.1) since ‖XY3‖1 > ‖XY1‖. In fact, as
will be proven later, Y1 and Y2 are both minimizers of problem (1.1). In fact, for the matrix
X, it will be shown that the matrices Y1 and Y2 are extreme points of the set of minimizers of
problem (1.1). Thus, for this particular X, there exists an extreme point of the minimizers of
problem (1.1) that corresponds to a basis in the rows of X.
Again, for a given injective matrix X, the set of solutions to problem (1.1) is infinite, but
can be written as the closed convex hull of its extreme points by the Krein-Milman Theorem.
The main conjecture this work will analyze is that, like the example above, at least some of
the extreme points of the set of minimizers of problem (1.1) are matrices that correspond to
a basis. Moreover, if the rows of X are a concatenation of two orthonormal bases, like the
example above, the conjecture is that the left inverses that correspond to these orthonormal
bases are minimizers of problem (1.1) and are, in fact, extreme points of the set of minimizers
of problem (1.1).
Problem (1.1) has a relationship to frame theory, convex optimization, and compressed
sensing. The first three chapters of this work consist of a brief introduction to these areas. The
fifth chapter thoroughly describes problem (1.1) and describes its connection to compressed
sensing. Chapter four develops the tools from convex optimization that will be needed to
analyze problem (1.1). Chapter six contains a series of results that show for particular injective
matrices, problem (1.1) does identify bases as conjectured. Last, chapter seven is dedicated to
the case where the rows of X in problem (1.1) are a concatenation of two orthonormal bases.
This chapter proves that if the rows of X are a concatenation of two orthonormal bases then X
satisfies necessary conditions for problem (1.1) to identify these orthonormal bases as described
above. It is also established in chapter seven that if there exists a minimizer to problem (1.1)
that corresponds to an orthonormal basis, then it is necessarily an extreme point of the set of
minimizers of problem (1.1).
5CHAPTER 2. Preliminaries
2.1 Injective Matrices and the Moore-Penrose Inverse
Notice a matrix X ∈ Fm×n, where F is some field, is injective if and only the rows of X
form a spanning set for Fn. Thus, although this work will be working with spanning sets in
finite-dimensional Hilbert spaces, and identifying subsets of those spanning sets that are bases,
most results will be written in terms of injective matrices.
An important result from linear algebra is that a matrix is injective if and only if it has
a left inverse. This can be seen by observing that if X ∈ Fm×n, with F either R or C, is
injective then X∗ is surjective, where X∗ denotes the conjugate transpose of X. Hence there
exists yi for i = 1, . . . , n such that X
∗yi = ei where {ei}ni=1 is the standard orthonormal basis
for Fn. Thus if Y is the matrix whose columns are yi, then X∗Y = I, and hence Y ∗X = I.
Therefore Y ∗ is a left inverse of X. Conversely, if Y X = I for some Y then x ∈ kerX implies
x = Y Xx = Y (Xx) = 0 and X is injective.
Now given an injective matrix, a left inverse of that matrix that is of particular importance
is its Moore-Penrose inverse. To derive this left inverse the following lemma will be needed.
Lemma 2.1.1. Let X ∈ Fm×n be an injective matrix. Then X∗X is invertible.
Proof.
Suppose y ∈ kerX∗X. Then X∗Xy = 0 and therefore Xy ∈ kerX∗ = (rangeX)⊥. Hence
Xy ∈ rangeX ∩ (rangeX)⊥ = 0 since Xy ∈ rangeX by construction. Thus Xy = 0 and hence
y = 0 since X is injective. Therefore X∗X is injective. Thus (X∗X)∗ = X∗X is surjective and
is therefore bijective.

6The above lemma justifies the following definition.
Definition 2.1.1. The Moore-Penrose Inverse of an injective matrix X ∈ Fm×n (with F either
R or C) is defined as
X† = (X∗X)−1X∗
The following result shows that X† is a left inverse of X.
Proposition 2.1.2. Let X ∈ Fm×n (with F either C or R) be an injective matrix. Then
X†Xy = y for all y ∈ Fn.
Proof.
Let y ∈ Rn. Then by direction calculation,
X†Xy = ((X∗X)−1X∗)Xy = (X∗X)−1(X∗X)y = y

2.2 Normed Linear Spaces
Given a vector space V over the field F (with F either R or C) a norm on V is a function
‖·‖ : V → R that satisfies the following conditions for all x, y ∈ V and α ∈ F,
1. ‖x‖ ≥ 0
2. ‖x‖ = 0 if and only if x = 0
3. ‖αx‖ = |α| · ‖x‖
4. ‖x+ y‖ ≤ ‖x‖+ ‖y‖ (the Triangle Inequality)
A vector space with a norm defined on it is called a normed linear space.
2.2.1 Norms on Matrices
Notice if ‖·‖ is a norm on Fn (with F either R or C) this norm can be extended to Fm×n
by thinking of a matrix in Fm×n as a vector in Fmn. This is illustrated formally in the proof of
the next result.
7Proposition 2.2.1. Given two positive integers m and n, let ‖·‖ be a norm on Fmn. If
ψ : Fm×n → Fmn is a linear bijection, then |||·||| : Fm×n → R defined as |||X||| = ‖ψ(X)‖ is a
norm on Fm×n.
Proof.
For any X ∈ Fm×n one has that |||X||| = ‖ψ(X)‖ ≥ 0 since ‖·‖ is a norm. Next if 0 = |||X||| =
‖ψ(X)‖ then ψ(X) = 0 and therefore X = 0 since ψ is a bijection. Also, for any α ∈ F, one
has that |||αX||| = ‖ψ(αX)‖ = ‖αψ(X)‖ = |α| · ‖ψ(X)‖ = |α| · |||X|||. Last, for any Y ∈ Fm×n,
|||X + Y ||| = ‖ψ(X + Y )‖ = ‖ψ(X) + ψ(Y )‖ ≤ ‖ψ(X)‖+ ‖ψ(Y )‖ = |||X|||+ |||Y |||
Thus |||·||| is a norm on Fm×n.

Now consider the following norms on Fm×n with F either R or C.
Definition 2.2.1. Define ‖·‖1 , ‖·‖2 , ‖·‖∞ : Fm×n → R (with F either R or C) as
‖X‖1 =
n∑
j=1
m∑
i=1
|Xi,j |
‖X‖2 =
 n∑
j=1
m∑
i=1
|Xi,j |2
1/2
‖X‖∞ = max {|Xi,j | : i = 1, . . . ,m and j = 1, . . . , n}
Using the previous result, the next result shows that all of the functions defined above are
norms on Fm×n.
Proposition 2.2.2. Each of the functions ‖·‖1 , ‖·‖2 , ‖·‖∞ : Fm×n → R are norms on Fm×n.
Proof.
Let σ : {1, . . . ,mn} → {1, . . . ,m} × {1, . . . , n} be a bijection. Such a bijection exists since
both sets in question are finite and have the same cardinality. Next define ψ : Fm×n → Fmn
by ψ(X)i = Xσ(i) for i = 1, . . . ,mn. Notice then if α ∈ F, X ∈ Fm×n, and i = 1, . . . ,mn
then ψ(αX)i = (αX)σ(i) = αXσ(i) = αψ(X)i. Further if X,Y ∈ Fm×n and i = 1, . . . ,mn then
8ψ(X +Y )i = (X +Y )σ(i) = Xσ(i) +Yσ(i) = ψ(X)i +ψ(Y )i. Therefore ψ is linear. Furthermore
it is a bijection since σ is a bijection.
Therefore since ‖X‖i = ‖ψ(X)‖i for i = 1, 2,∞ and any X ∈ Fm×n where the right-hand
norm is the standard `i norm in Fmn for i = 1, 2,∞, it follows from the previous result that
the functions in question are norms on Fm×n.

In addition to being a norm, the function ‖·‖1 is submultiplicative.
Proposition 2.2.3. The function ‖·‖1 : Fm×n → R (with F either R or C) satisfies ‖XY ‖1 ≤
‖X‖1 · ‖Y ‖1 for any X ∈ Fm×n and Y ∈ Fn×N where N is any positive integer.
Proof.
Let X ∈ Fm×n and Y ∈ Rn×N . Then if x˜j denotes the jth column of X and z` denotes of `th
row of Z,
‖X‖1 · ‖Y ‖1 =
 n∑
j=1
m∑
i=1
|Xi,j |
( N∑
k=1
n∑
`=1
|Z`,k|
)
=
 n∑
j=1
m∑
i=1
|Xi,j |
( n∑
`=1
N∑
k=1
|Z`,k|
)
=
 n∑
j=1
‖x˜j‖1
( n∑
`=1
‖z`‖1
)
=
n∑
j=1
‖x˜j‖1 · ‖zj‖1 +
n∑
j,`=1
j 6=`
‖x˜j‖1 · ‖z`‖1
≥
n∑
j=1
‖x˜j‖1 · ‖zj‖1
and
‖XY ‖1 =
N∑
j=1
m∑
i=1
|(XY )i,j |
=
N∑
j=1
m∑
i=1
∣∣∣∣∣
n∑
k=1
Xi,kZk,j
∣∣∣∣∣
≤
N∑
j=1
m∑
i=1
n∑
k=1
|Xi,kZk,j |
9=
N∑
j=1
n∑
k=1
m∑
i=1
|Xi,kZk,j |
=
N∑
j=1
n∑
k=1
|Zk,j |
m∑
i=1
|Xi,k|
=
N∑
j=1
n∑
k=1
‖x˜k‖1 · |Zk,j |
=
n∑
k=1
N∑
j=1
‖x˜k‖1 · |Zk,j |
=
n∑
k=1
‖x˜k‖1
N∑
j=1
|zk,j |
=
n∑
k=1
‖x˜k‖1 · ‖zk‖1
Thus ‖XY ‖1 ≤ ‖X‖1 · ‖Y ‖1.

2.2.2 Norm Equivalence
The presence of a norm in a normed linear space introduces a topology to the space that
allows one to define what it means for a sequence of elements in that space to converge to
an element of that space. Specifically, a sequence {xn}∞n=1 in a normed linear space V with
norm ‖·‖ is said to converge to an element x ∈ V if, given ε > 0, there exists N such that
‖xn − x‖ < ε for all n ≥ N .
It appears, at first sight, if a vector space has two norms defined on it then a sequence
may converge with respect to one norm but not converge with respect to the other norm. If
the vector space is infinite-dimensional this indeed may be the case. However, if the space is
finite-dimensional the choice of norm does not affect the convergence of the sequence. The
following makes this precise.
Two norms ‖·‖a and ‖·‖b defined a vector space V are said to be equivalent if there exists
constants 0 < A ≤ B <∞ such that
A ‖x‖a ≤ ‖x‖b ≤ B ‖x‖a
for all x ∈ V .
10
Proposition 2.2.4. Let ‖·‖a and ‖·‖b be two equivalent norms defined on a vector space V .
Then a sequence {xn}nn=1 converges to x with respect to the norm ‖·‖a if and only if the sequence
converges to x with respect to the norm ‖·‖b.
Proof.
Let ‖·‖c and ‖·‖d be norms defined on V and suppose there exists a constant 0 < C <∞ such
that
‖x‖c ≤ C ‖x‖d
for all x ∈ V . Notice then if {xn}∞n=1 converges to x with respect to ‖·‖d then {xn}∞n=1 converges
to x with respect to ‖·‖c. To see why, suppose {xn}∞n=1 converges to x with respect to ‖·‖d.
Then, given ε > 0, there exists N such that ‖xn − x‖c < ε/C for all n ≥ N . Thus
‖xn − x‖c ≤ C ‖xn − x‖d < ε
for all n ≥ N . Therefore {xn}∞n=1 converges to x with respect to ‖·‖c.
Now because ‖·‖a and ‖·‖b are equivalent there exists constants 0 < A ≤ B <∞ such that
A ‖x‖a ≤ ‖x‖b ≤ B ‖x‖a
for all x ∈ V . Therefore if {xn}∞n=1 converges to x with respect to ‖·‖a then, by the above
claim, {xn}∞n=1 converges to x with respect to ‖·‖b. Conversely since A > 0 notice
‖x‖a ≤
1
A
‖x‖b
for all x ∈ V . Therefore if {xn}∞n=1 converges to x with respect to ‖·‖b then again, by the above
claim, {xn}∞n=1 converges to x with respect to ‖·‖a.

The following well-known result states that any two norms on a finite-dimensional vector
space are necessarily equivalent. For a proof of the result see Corollary 5.4.5 in [18].
Corollary 5.4.5, [18]. Let V be a finite-dimensional vector space and let ‖·‖a and ‖·‖b be two
norms defined on V . Then ‖·‖a and ‖·‖b are equivalent.
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2.2.3 Equicontinuity
This section defines what it means for a family of functions in a normed linear space to be
equicontinuous and develops two results that will be important later. The definition provided
is based on the one given in [26] and the proof of the results are based on those given in [13].
Definition 2.2.2. A family of real-valued functions F in a normed linear space X with norm
‖·‖ is said to be equicontinuous at x ∈ X if, given ε > 0, there exists δ > 0 such that for all
y ∈ X and all f ∈ F if ‖x− y‖ < δ then |f(x)− f(y)| < ε.
Proposition 2.2.5. If F is an equicontinuous family of real-valued functions on a normed
linear space X with norm ‖·‖, define the function
g(x) := inf
f∈F
f(x)
If g(x) is finite for each x ∈ X then g is continuous on X.
Proof.
Let x0 ∈ X and ε > 0 be given. Then, because the family F is equicontinuous, there exists
δ > 0 such that if ‖x− x0‖ < δ for some x ∈ X then |f(x)− f(x0)| < ε/2 for all f ∈ F . Now
by the construction of g there exists f, h ∈ F such that
g(x0) ≤f(x0) <g(x0) + ε
2
g(x) ≤ h(x) < g(x) + ε
2
Furthermore since F is equicontinuous on X
−ε
2
<f(x)− f(x0) <ε
2
−ε
2
<h(x0)− h(x) <ε
2
Therefore
g(x) < f(x) <f(x0) +
ε
2
<g(x0) + 2 · ε
2
=g(x0) + ε
g(x0) <h(x0) < h(x) +
ε
2
< h(x) + 2 · ε
2
= g(x) + ε
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That is g(x)− g(x0) < ε and g(x0)− g(x) < ε and hence |g(x)− g(x0)| < ε. Since this is true
for all x ∈ X such that ‖x− x0‖ < δ it follows that g is continuous at x0 and since x0 ∈ X was
arbitrary, g is continuous on X.

Proposition 2.2.6. Let X and Y be finite dimensional normed linear spaces with norms ‖·‖X
and ‖·‖Y respectively. Next let A ⊆ X and B ⊆ Y both be nonempty and let f : A×B → R be
a uniformly continuous function on A×B. Last define
g(x) := inf
y∈B
f(x, y)
Then if g(x) is finite for all x ∈ A then g is continuous on A.
Proof.
Since X and Y are finite dimensional normed linear spaces so is X × Y and thus all norms on
X × Y are equivalent. For convenience define the norm |||·||| on X × Y as
|||(x, y)||| := max {‖x‖X , ‖y‖Y }
Next for y ∈ B define gy(x) := f(x, y). Notice {gy}y∈B is equicontinuous on X. To see why
notice, given ε > 0, the fact that f is uniformly continuous of A×B implies there exists δ > 0
such that if (x, y), (x′, y′) ∈ A×B such that |||(x, y)− (x′, y′)||| < δ then |f(x, y)−f(x′, y′)| < ε.
In particular, given any y ∈ B, considering the points (x, y) and (x′, y), one has if∥∥x− x′∥∥
X
= max
{∥∥x− x′∥∥
X
, ‖0‖Y
}
=
∣∣∣∣∣∣(x− x′, y − y)∣∣∣∣∣∣
=
∣∣∣∣∣∣(x, y)− (x′, y)∣∣∣∣∣∣
< δ
then |gy(x′)− gy(x)| = |f(x′, y)− f(x, y)| < ε. Therefore since x ∈ A and y ∈ B were arbitrary
if follows that {gy}y∈B is equicontinuous on A. Now notice
g(x) = inf
y∈B
f(x, y) = inf
y∈B
gy(x)
Thus by the previous proposition, g is continuous on B.

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2.3 Hilbert Spaces
An inner product on the vector space V over the field F (with F either R or C) is a function
〈·, ·〉 : V × V → F that satisfies the following conditions for all x, y, z ∈ V and α, β ∈ F.
1. 〈x, x〉 ≥ 0
2. 〈x, x〉 = 0 if and only if x = 0
3. 〈x, y〉 = 〈y, x〉
4. 〈αx+ βy, z〉 = α 〈x, z〉+ β 〈y, z〉
A vector space on which an inner product is defined is called an inner product space. Note
that an inner product on V induces a norm defined as ‖x‖ := √〈x, x〉. Therefore every inner
product space is necessarily a normed linear space. The converse is not true in general.
Recall that a sequence {xn}∞i=1 in a normed linear space V with norm ‖·‖ is said to converge
to an element x ∈ V if for every ε > 0 there exists an integer N such that ‖xn − x‖ < ε for all
n ≥ N . If, in fact, for every ε > 0 there exists an integer N such that that ‖xn − xm‖ < ε for
all n,m ≥ N then the sequence {xn}∞n=1 is said to be a Cauchy sequence.
Note that if a sequence is a Cauchy sequence in V it need not converge to an element of V .
For example, considering the vector space Q, define the sequence {xn}∞n=1 as
xn =
n∑
k=1
(−1)k
k
Notice xn ∈ Q for each positive integer n as xn is a finite sum of rational numbers. However,
as seen by examining the Maclaurin series of the function ln(·),
lim
n→∞xn = limn→∞
n∑
k=1
(−1)k
k
=
∞∑
k=1
(−1)k
k
= ln(2)
but ln(2) /∈ Q. A normed linear space in which this does not occur is said to be complete.
Specifically, a normed linear space V is complete if every Cauchy sequence in V converges to
an element of V . An inner product space that is complete is of particular importance and is
called a Hilbert space. The properties of these spaces are paramount to the rest of this work.
The symbol H will be used to denote a general Hilbert space.
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For a Hilbert space, the inner product on the space geometrically describes the angle be-
tween elements of the space. Furthermore its induced norm describes the lengths of elements.
Last completeness is required in the definition of a Hilbert space to guarantee that Cauchy
sequences in the space necessarily converge to an element in the space.
In a Hilbert space H, two elements x, y ∈ H are said to be orthogonal if 〈x, y〉 = 0.
Geometrically this extends the concept of perpendicular vectors in two and three dimensional
spaces. Next, an element x ∈ H is a unit vector, or is said to be normalized, if ‖x‖ = 1. Two
vectors x, y ∈ H that are orthogonal and are both unit vectors are said to be orthonormal.
If I is an index set, a sequence {ui}i∈I in a Hilbert space H is an orthonormal basis for H
if
〈ui, uj〉 = δi,j =

1 if i = j
0 else
for each i, j ∈ I and for each x ∈ H there exist unique coefficients {ai}i∈I such that
x =
∑
i∈I
aiui
[11].
A Hilbert space is said to be separable if it has a countable dense subset. A fundamental
result is that every separable Hilbert space has an orthonormal basis. See Theorem 3.2.4 [11]
for more details. Notice if H is finite-dimensional then it is necessarily separable.
Next, an orthonormal basis for a Hilbert space has the very important property that it
satisfies Parseval’s Equation,
x =
∑
i∈I
〈x, ui〉ui for all x ∈ H (2.1)
Corollary 3.2.3, [11], as well as Parseval’s Identity,
‖x‖2 =
∑
i∈I
|〈x, ui〉|2 for all x ∈ H (2.2)
Proposition 1.71, [17]. Thus every element of a Hilbert space can be written in an expansion
in terms of a orthonormal basis {ui}i∈I and the coefficients of this expansion are calculated
via inner products with the elements of the orthonormal basis. Furthermore the length of an
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element is also calculated in terms of these inner products. Such expansions will be the topic
of the next chapter.
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CHAPTER 3. Frame Theory
The fact that the coefficient representation of any element in a finite-dimensional Hilbert
space H, in terms of an orthonormal basis {ui}ni=1 for H, can be calculated solely using inner
products with the elements of the orthonormal basis is very useful in areas such as image and
signal processing where it is essential that coefficients can be calculated quickly and efficiently.
Specifically, to transmit an element x ∈ H, its coefficients {〈x, ui〉}i∈I are transmitted. A
receiver, with a prior knowledge of the sequence {ui}i∈I , then reconstructs the element from
these coefficients using Parseval’s equation (2.1). In reality though, during transmission, noise
or errors can be introduced in the coefficients and, as such, the receiver does not receive the
correct coefficients but instead receives a perturbed version of these coefficients. Furthermore,
some coefficients may, in fact, be lost altogether. In the event that even a single coefficient is
lost or corrupted, the fact that the elements of an orthonormal basis are linearly independent
means that the element reconstructed from the coefficients will in general be very different from
the transmitted element. For a more thorough description of this process see [14] or [6].
To remedy this, instead of using an orthonormal set, a set of elements X = {xi}mi=1 that are
linearly dependent may be used to represent the element x. If X is a spanning set then there
are coefficients {ai}mi=1 such that
x =
m∑
i=1
aixi
Furthermore, notice the linear dependence of the elements of X implies the coefficients {ai}mi=1
contain redundancy. Thus, if noise is introduced into these coefficients upon transmission,
perhaps the noise is spread across the redundant aspects of the coefficients so that the recon-
structed element, although not necessarily the transmitted element, is close to the transmitted
element.
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Figure 3.1 The Mercedes-Benz frame.
The above idea would be very beneficial since the addition of noise to the coefficients is
inevitable in many real-world applications. However, if the linearly dependent spanning set X
is used instead of the orthonormal basis, how can the coefficients representing an element be
calculated? In particular, can the coefficients still be calculated only using inner products with
elements of X. The answer is, in fact, yes for a certain collection of linearly dependent spanning
sets called Parseval frames.
3.1 The Mercedes-Benz Frame
Before defining what is a Parseval frame, consider the sequence of vectors in R2,
{x1, x2, x3} =
{√
2
3
[
1
0
]
,
√
2
3
[
−12√
3
2
]
,
√
2
3
[
−12
−
√
3
2
]}
.
Figure (3.1) illustrates these vectors. This sequence is called the Mercedes-Benz frame since
graphically the elements of the sequence resemble the logo for the Mercedes-Benz Corporation.
Notice for any x = (a b)T ∈ Rn
3∑
i=1
〈x, xi〉 = 〈x, x1〉x1 + 〈x, x2〉x2 + 〈x, x3〉x3
=
2
3
a
[
1
0
]
+
2
3
(
−1
2
a+
√
3
2
b
)[
−12√
3
2
]
+
2
3
(
−1
2
a−
√
3
2
b
)[
−12
−
√
3
2
]
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=
2
3
a
[
1 + 14 +
1
4
−
√
3
4 +
√
3
4
]
+
2
3
b
[
−
√
3
4 +
√
3
4
3
4 +
3
4
]
= a
[
1
0
]
+ b
[
0
1
]
= x
Thus the elements of the Mercedes-Benz frame satisfy Parseval’s Equation (2.1). That is the
coefficients of x can be directly calculated from the inner products of x with the elements of the
Mercedes-Benz frame just as with an orthonormal basis. However, notice the Mercedes-Benz
frame is not an orthonormal basis. The above work describes a reconstruction formula for the
Mercedes-Benz frame since it shows how any element x ∈ H can be reconstructed from the
coefficients {〈x, xi〉}3i=1. Next, notice
3∑
i=1
|〈x, xi〉|2 = 2
3
a2 +(−1
2
a+
√
3
2
b
)2
+
(
−1
2
a−
√
3
2
b
)2
=
2
3
(
a2 +
1
4
a2 −
√
3
2
ab+
3
4
b2 +
1
4
a2 +
√
3
2
ab+
3
4
b2
)
= a2 + b2
= ‖x‖2
Thus the Mercedes-Benz frame also satisfies Parseval’s Identity (2.2). A natural question then
is, does a sequence satisfy Parseval’s Identify if and only if it satisfies Parseval’s Equation (2.1),
just as the Mercedes-Benz frame. The answer is, in fact, yes and this prompts the development
of Parseval frames.
3.2 Parseval Frames
Definition 3.2.1. For a countable index set I, a sequence {xi}i∈I of elements in a Hilbert
space H is a Parseval frame for H if for every x ∈ H,
‖x‖2 =
∑
i∈I
|〈x, xi〉|2
Notice the Mercedes-Benz frame is a Parseval frame, and it turns out every Parseval frame
has a nice reconstruction formula like the Mercedes-Benz frame. First, however, notice that
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the definition of a Parseval frame does not assume H is finite-dimensional. However, since
this work will be focused only on finite-dimensional Hilbert spaces, particularly Rn, the results
henceforth will be developed only for finite-dimensional Hilbert spaces. Many of the results
ahead also can be extended to the infinite-dimensional case, and when a result cannot be, a
note will be given. Generally in infinite-dimensional Hilbert spaces, care must be taken when
dealing with convergence issues, and these issues do not appear in the finite-dimensional case.
Proposition 3.2.1. [Proposition 3.11 [17]] Let X = {xi}ki=1 be a sequence of elements in a
finite-dimensional Hilbert space H. Then X is a Parseval frame if and only if for every x ∈ H
x =
k∑
i=1
〈x, xi〉xi (3.1)
Proof.
For the reverse direction, suppose x ∈ H satisfies equation (3.1). Then
‖x‖2 = 〈x, x〉
=
〈
k∑
i=1
〈x, xi〉xi, x
〉
=
k∑
i=1
〈x, xi〉 〈xi, x〉
=
k∑
i=1
〈x, xi〉 〈x, xi〉
=
k∑
i=1
|〈x, xi〉|2
Conversely let F (with F either R or C) denote the field of scalars for H and define Θ : H → Fk
as
Θx = {〈x, xi〉}ki=1 =
n∑
i=1
〈x, xi〉 ei
where {ei}ni=1 is the standard orthonormal basis. Notice then if X is a Parseval frame for H
then
‖x‖2 =
k∑
i=1
|〈x, xi〉|2 = ‖Θx‖2
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for all x ∈ H. Therefore Θ is an isometry (preserves lengths) and thus preserves inner products.
Thus if {uj}kj=1 is an orthonormal basis for H, it follows for any x ∈ H,
x =
k∑
j=1
〈x, uj〉uj
=
k∑
j=1
〈Θx,Θuj〉uj
=
k∑
j=1
〈
Θx,
n∑
i=1
〈uj , xi〉 ei
〉
uj
=
k∑
j=1
n∑
i=1
〈Θx, ei〉 〈uj , xi〉uj
=
k∑
j=1
n∑
i=1
〈x,Θ∗ei〉 〈xi, uj〉uj
=
k∑
j=1
〈x, xi〉
n∑
i=1
〈xi, uj〉uj
=
k∑
j=1
〈x, xi〉xi

Therefore if a sequence is a Parseval frame for a Hilbert space then one can expand any
element of the Hilbert space in terms the elements in the Parseval frame, and the coefficients
in this expansion can be obtained directly from taking inner products with the elements of the
Parseval frame. Furthermore, to be a Parseval frame a sequence need not be an orthonormal
basis as illustrated by the Mercedes-Benz frame. Thus it is possible to construct a Parseval
frame with redundancy that still has the nice reconstruction properties of orthonormal bases.
Notice an orthonormal basis is necessarily a Parseval frame, and Parseval frames generalize
orthonormal bases since a Parseval frame satisfies Parseval’s Equation (2.1) and Parseval’s
Identity (2.2) as shown above. One may then ask if there is a way to generalize general bases
just as Parseval frames generalize orthonormal bases. This is the topic of the next section.
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3.3 General Frames
Definition 3.3.1. For a countable index set I, a sequence {xi}i∈I of elements in a Hilbert
space H is a frame for the space if there exists constants 0 < A ≤ B < ∞ such that for all
x ∈ H
A ‖x‖2 ≤
∑
i∈I
|〈x, xi〉|2 ≤ B ‖x‖2
Notice setting A = B = 1 recovers the definition of a Parseval frame. Thus a Parseval frame
is a frame, as defined above. The definition of a frame is given the way it is so that certain
operators constructed from the frame are bounded. These operators will be discussed later.
For now notice the definition generalizes the definition of a Parseval frame. It turns out this
generality allows greater flexible for a sequence to be a frame, but still has enough structure
to guarantee a frame has a reconstruction formula. This formula, however, will turn out to be
more general than the reconstruction formula for Parseval frames.
Again the definition of a frame does not require the Hilbert space in question to be finite-
dimensional. However, since this work will be working with finite-dimensional spaces, the
following results will focus on finite-dimensional spaces. In particular, a sequence is a frame
for a finite-dimensional Hilbert space if and only if it is a spanning set for that space. This
is not true, however, infinite-dimensional Hilbert spaces. Given a sequence X = {xi}ki=1 in
finite-dimensional Hilbert space H over the field F (with F either R or C) the span of X is
defined as
span {xi}ki=1 :=
{
k∑
i=1
aixi : ai ∈ F for all i = 1, . . . , k
}
.
Proposition 3.3.1. [Proposition 3.18 [17]] A sequence {xi}ki=1 in a finite-dimensional
Hilbert space H over the field F (with F either R or C) is a frame for H if and only if
span {xi}ki=1 = H.
Proof.
Let x ∈ H and notice by the Cauchy-Schwarz inequality,
k∑
i=1
|〈x, xi〉|2 ≤
k∑
i=1
‖x‖2 · ‖xi‖2 = B ‖x‖2
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where
B =
k∑
i=1
‖xi‖2
Therefore, in a finite-dimensional Hilbert space, a sequence necessarily has a finite upper bound
in definition (3.3.1). Now let Θ ∈ Fk×dimH be the matrix whose ith row is x∗i and notice
k∑
i=1
|〈x, xi〉|2 = ‖Θx‖2
Thus the proposition asserts that Θ∗ is surjective if and only if there exists 0 < A < ∞ such
that
‖Θx‖2 ≥ A
for all x ∈ H with ‖x‖ = 1. Thus, to prove the contrapositive, Θ∗ is not surjective if and only
if Θ is not injective if and only if there exists u ∈ H with u 6= 0 such that Θu = 0 if and only
if there exists v ∈ H with ‖v‖ = 1 such that Θv = 0.
Next if there exists v ∈ H with ‖v‖ = 1 such that Θv = 0 then there cannot exist a constant
0 < A <∞ such that ‖Θx‖2 ≥ A for all x ∈ H with ‖x‖ = 1.
Conversely, if there does not exist a constant 0 < A < ∞ such ‖Θx‖2 ≥ A for all x ∈ H
with ‖x‖ = 1 then there exists a sequence {wn}∞n=1 ⊆ H with ‖wn‖ = 1 for all n such that
limn→∞ ‖Θwn‖ = 0. Next since the sequence {wn}∞n=1 is bounded, by construction, it contains
a convergent subsequence by the Bolzano-Weierstrass Theorem. Let {wni}∞i=1 denote this
subsequence and let w ∈ H denote the element it converges to. Then by the continuity of ‖·‖,
0 = lim
i→∞
‖Θwni‖ =
∥∥∥∥Θ limi→∞wni
∥∥∥∥ = ‖Θw‖
Hence Θw = 0. Next
‖w‖ =
∥∥∥∥ limi→∞wni
∥∥∥∥ = limi→∞ ‖wni‖ = 1
Therefore there exists w ∈ H with ‖w‖ = 1 such that Θw = 0.

To develop the reconstruction formula that frames posses, some operators will be needed.
First, given a sequence X = {xi}ki=1 (not necessarily a frame) in a finite-dimensional Hilbert
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space H over the field F (with F either R or C) the analysis operator ΘX : H → Fk of X is
defined as
ΘXx := {〈x, xi〉}ki=1
for x ∈ H. If {ei}ni=1 is the standard orthonormal basis for Fk defined by setting (ei)j = δi,j
where δi,j denotes the Kronecker delta then, in terms of this basis, ΘX has the matrix form
− x∗1 −
...
− x∗k −

where x∗ indicates conjugate transpose of the vector x. To see why this is the case notice for
fixed i and j,
(ΘX)i,j = e
T
i ΘXej
= 〈ΘXej , ei〉
=
〈
{〈ej , xk〉}kk=1 , ei
〉
= 〈ej , xi〉
= (xi)j
Notice if X spans H then ΘX is injective. To see why notice if x ∈ ker ΘX then 0 = ΘXx =
{〈x, xi〉}ki=1 and hence 〈x, xi〉 = 0 for all i = 1, . . . , k. Now let y ∈ H. Then since X spans H
there exists {ai}ki=1 such that
y =
k∑
i=1
aixi
Therefore
〈x, y〉 =
〈
x,
k∑
i=1
aixi
〉
=
k∑
i=1
ai 〈x, xi〉 = 0
Thus 〈x, y〉 = 0 for all y ∈ H. Now let {ui}ni=1 be an orthonormal basis for H. Then 〈x, ui〉 = 0
for all i = 1, . . . , n. Next notice
x =
n∑
i=1
〈x, ui〉ui
Thus
〈x, x〉 =
〈
x,
n∑
i=1
〈x, ui〉ui
〉
=
n∑
i=1
〈x, ui〉 〈x, ui〉 = 0
24
Hence x = 0 and therefore ΘX is injective.
The operator Θ∗X : Fn → H, the adjoint of the analysis operator of X, is called the synthesis
operator of X. Hence the matrix representation of this operator is
| |
x1 . . . xk
| |

and therefore for any a = {ai}ki=1 ∈ Fk one has
Θ∗Xa =
k∑
i=1
aixi
Also notice Θ∗X is surjective since ΘX is injective.
Next, the operator SX : H → H defined as SX := Θ∗XΘX is called the frame operator of X.
Notice since ΘX is injective it follows from Proposition (2.1.1) that SX is bijective. Furthermore
notice SX is self-adjoint.
The following result will be needed to construct the reconstruction formula for general
frames. The proof of the result makes heavy use of the operators defined above.
Proposition 3.3.2. [Proposition 3.19 [17]] Let X = {xi}ki=1 be a sequence in a finite-
dimensional Hilbert space H and suppose there exists a sequence {yi}ki=1 ⊆ H such that for all
x ∈ H,
x =
k∑
i=1
〈x, yi〉xi
Then, in addition,
x =
k∑
i=1
〈x, xi〉 yi
for all x ∈ H and Y is a frame for H.
Proof.
Let Y denote the sequence {yi}ki=1. Notice then, by assumption, for all x ∈ H,
Θ∗XΘYx = ΘX {〈x, yi〉}ki=1 =
k∑
i=1
〈x, yi〉xi = x
Thus Θ∗XΘY = I the identity operator. Hence I = I
∗ = (Θ∗XΘY)
∗ = Θ∗YΘX. That is for all
x ∈ H,
x = Θ∗YΘXx = Θ
∗
Y {〈x, xi〉}ki=1 =
k∑
i=1
〈x, xi〉 yi
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The fact that Y is a frame for H follows from Proposition (3.3.1) since, by assumption, X is a
spanning set for H.

The next result provides a reconstruction formula for a general frame.
Proposition 3.3.3. Let X = {xi}ki=1 be a frame for a finite-dimensional Hilbert space H and
let yi = S
−1
X xi for all i = 1, . . . , k. Then for all x ∈ H,
x =
k∑
i=1
〈x, yi〉xi =
k∑
i=1
〈x, xi〉 yi
Proof.
Let Y denote the sequence {yi}ki=1. As noted above, SX is bijective and thus Y is well-defined.
Next for any x ∈ H,
x = S−1X SXx
= S−1X Θ
∗
XΘXx
= S−1X Θ
∗
X {〈x, xi〉}ki=1
= S−1X
k∑
i=1
〈x, xi〉xi
=
k∑
i=1
〈x, xi〉S−1X xi
=
k∑
i=1
〈x, xi〉 yi
Therefore, since SX is self-adjoint,
S−1X x =
k∑
i=1
〈
S−1X x, xi
〉
yi
=
k∑
i=1
〈
x, (S−1X )
∗xi
〉
yi
=
k∑
i=1
〈
x, (S∗X)
−1xi
〉
yi
=
k∑
i=1
〈
x, S−1X xi
〉
yi
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=
k∑
i=1
〈x, yi〉 yi
=
k∑
i=1
〈x, yi〉S−1X xi
Thus
x = SXS
−1
X x
= SX
k∑
i=1
〈x, yi〉S−1X xi
=
k∑
i=1
〈x, yi〉SXS−1X xi
=
k∑
i=1
〈x, yi〉xi

The above two propositions show that, in a finite-dimensional Hilbert space H, a sequence
X = {xi}ki=1 ⊆ H is a frame for H if and only if there exists a sequence Y = {yi}ki=1 ⊆ H such
that for all x ∈ H,
x =
k∑
i=1
〈x, yi〉xi =
k∑
i=1
〈x, xi〉 yi
Any such sequence Y is called a dual frame of X. The fact that such a sequence Y is a frame
follows from Proposition (3.3.2). Furthermore, the above proposition shows that every frame
does, in fact, have a dual frame. That is, the sequence
{
S−1X xi
}k
i=1
in Proposition (3.3.3) is a
dual frame of X called the canonical dual frame of X. Any dual frame for a frame that is not
the canonical dual is called an alternate dual. Notice the proof of Proposition (3.3.2) shows
that Y is a dual frame of X if and only if Θ∗Y is a left inverse of ΘX, or equivalently, Θ∗X is a left
inverse of ΘY.
Next notice by Proposition (3.3.1), in a finite-dimensional Hilbert space, a basis is necessar-
ily a frame. Furthermore, a frame has a unique dual frame if and only if it is a basis. Otherwise
it has infinitely many dual frames. This is made precise in the next two propositions. In the
case when a sequence X is a basis for a finite-dimensional Hilbert space, its unique dual frame
is called the dual basis of X.
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Proposition 3.3.4. [Proposition 6.3 [17]] A frame {xi}ki=1 for a finite-dimensional Hilbert
space over F (with F either R or C) has a unique dual frame if and only if only if it is a basis.
Proof.
Let X = {xi}ki=1 denote the frame in question. Then the above two propositions show there
exists a sequence Y that is a dual of X. Thus Θ∗YΘX = I.
Now set n = dimH and let {ai}ni=1 ⊆ Fk such that ai ∈ ker Θ∗X for all i = 1, . . . , n. Next
let A ∈ Fk×n be such that the ith column of A is ai. Then Θ∗XA = 0 and hence
(Θ∗Y +A
∗)ΘX = Θ∗YΘX +A
∗ΘX = I
Thus the columns of Θ∗Y + A
∗ are a dual of X. Conversely suppose W = {wi}ki=1 is a dual of
X. Then Θ∗WΘX = I. Thus
(Θ∗W −Θ∗Y)ΘX = Θ∗WΘX −Θ∗YΘX = I − I = 0
Thus ΘW = ΘY + (ΘW −ΘY) where ΘW −ΘY ∈ ker Θ∗X.
Therefore the columns of a matrix U form a dual of X if and only if U = Θ∗Y + V such that
Θ∗XV = 0. Thus if X is a basis then ker Θ∗X = 0 and therefore X has only one dual, namely Y.
Otherwise, if X is not a basis then because X is a spanning set Θ∗X has infinitely many elements.
Hence X has infinitely many duals.

The next result characterizes all duals of a frame.
Proposition 3.3.5. [Proposition 6.4 [17]] Let X = {xi}ki=1 be a frame for a finite-dimensional
Hilbert space. Then {yi}ki=1 is a dual frame of X if and only if yi = S−1X xi + zi for i = 1, . . . , k
for some sequence Z = {zi}ki=1 such that Θ∗XΘZ = 0.
Proof.
For the forward direction suppose Y = {yi}ki=1 is a dual frame of X and define Z = {zi}ki=1
as zi = yi − S−1X xi for i = 1, . . . , k. Notice then yi = S−1X xi + zi for i = 1, . . . , k. That is,
Θ∗Y = S
−1
X Θ
∗
X + Θ
∗
Z and thus Θ
∗
Z = Θ
∗
Y − S−1X Θ∗X. Therefore since Θ∗XΘY = I, because Y is a
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dual frame of X, it follows that
Θ∗XΘZ = Θ
∗
X(Θ
∗
Y − S−1X Θ∗X)∗
= Θ∗X(ΘY −ΘXS−1X )
= Θ∗XΘY −Θ∗XΘXS−1X
= Θ∗XΘY − SXS−1X
= I − I
= 0
For the reverse direction suppose let Z = {zi}ki=1 be such that Θ∗XΘZ = 0 and define Y = {yi}ki=1
as yi = S
−1
X xi + zi for i = 1, . . . , k. Notice then Θ
∗
Y = S
−1
X Θ
∗
X + Θ
∗
Z. Therefore
Θ∗XΘY = Θ
∗
X(S
−1
X Θ
∗
X + Θ
∗
Z)
∗
= Θ∗X(ΘXS
−1
X + ΘZ)
= Θ∗XΘXS
−1
X + Θ
∗
XΘZ
= SXS
−1
X + Θ
∗
XΘZ
= I
Thus Y is a dual frame of X.

3.4 A Problem in Frame Theory
Given a countable index set I, a sequence {xi}i∈I in Hilbert space H is called a Riesz basic
sequence for H if there exists constants 0 < A ≤ B <∞ such that
A
(∑
i∈J
|ai|2
)1/2
≤
∥∥∥∥∥∑
i∈J
aixi
∥∥∥∥∥ ≤ B
(∑
i∈J
|ai|2
)1/2
(3.2)
for every finite scalar sequence {ai}i∈J with J ⊆ I. If the sequence also satisfies span {xi}i∈I =
H, then the sequence is called a Riesz basis.
If a sequence {xi}i∈I is a Riesz basis then there exist optimal constants A and B that satisfy
inequality (3.2). That is, if A′ > A or B′ < B then A′ and B′ cannot serve as the constants in
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inequality (3.2). Such optimal constants A and B are called the lower and upper basis bounds
of {xi}i∈I respectively. Next, the ratio B/A is called the condition number of the sequence
{xi}i∈I .
Notice since A ≤ B the condition number of a Riesz basis is never less than one. In the case
when the condition number of a Riesz basis is one, the Riesz basis is, in fact, an orthonormal
basis. As such, Riesz bases with small condition numbers are often favorable to Riesz bases
with large condition numbers since the former are more akin to orthonormal basis.
Also note that in a finite-dimensional Hilbert space, a sequence is a Riesz basis if and only
if it is a basis.
Now in 1959, after studying the work of Dirac, Kadison and Singer introduced a question
now known as the Kadison-Singer problem, which has important connections to quantum me-
chanics. Since that time, no one has been able to prove or disprove the Kadison-Singer Problem.
However, progress has been made showing that the Kadison-Singer Problem is equivalent to a
wide collection of other conjectures. One such conjecture is the Feichtinger Conjecture. Note
that in the statement of this conjecture below, a frame is called a unit norm frame if all the
elements of the frame are of unit length.
Feichtinger Conjecture. Every unit norm frame for an infinite-dimensional Hilbert space
can be written as a finite union of Riesz basic sequences.
Thus the Feichtinger Conjecture is a question dealing with the decomposition of unit norm
frames. Now consider the following problem.
Problem 3.4.1. Given a frame X = {xi}ki=1 for Rn, find the subset of X that is a Riesz basis
with the smallest condition number.
Now the Feichtinger Conjecture has a finite-dimensional counterpart that is of the same
flavor as the Feichtinger Conjecture detailed above. The “hope” is that the proposed opti-
mization problem discussed in the introduction of this work will solve the above problem in
general. Then, given a frame X, by using the optimization problem, the subset of X that is the
Riesz basis with the smallest condition number can be identified and removed from X. This
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process could then be repeated to identify and remove the Riesz basis with the second smallest
condition number and continue until the only elements that haven’t been removed from X do
not even form a basis. If one could characterize these elements, one could possibly gain insight
the Feichtinger Conjecture.
Thus the Feichtinger Conjecture and Problem (3.4.1) are the main inspiration for the work
in this document. For more information about Riesz bases see [11] and for more information
about the Kadison-Singer Problem or the Feichtinger Conjecture see [19], [7], [8], and [9].
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CHAPTER 4. Convex Analysis
Convex optimization theory is a very diverse field with a wide collection of tools and tech-
niques that can be viewed from many perspectives. This chapter covers only those techniques
and results that will be needed in the remainder of this thesis and summarizes the theory
described in [25], [3], [21], and [22].
4.1 Convex Sets
A subset C of Rn is a convex set if (1−λ)x+λy ∈ C for all x, y ∈ C and 0 ≤ λ ≤ 1. That is,
a set is convex if it contains the line segment between any two points in the set. The following
shows that convexity is preserved under arbitrary intersections.
Proposition 4.1.1. Let I be an arbitrary index set and suppose Ci ⊆ Rn is a convex set for
all i ∈ I. Then ⋂i∈I Ci is convex.
Proof.
Set C = ⋂i∈I Ci and let x, y ∈ C and 0 ≤ λ ≤ 1. Next let i ∈ I. Notice then x, y ∈ Ci and since
Ci is convex, (1 − λ)x + λy ∈ Ci. Therefore because i ∈ I was arbitrary, (1 − λ)x + λy ∈ C.
Hence C is convex.

Next, given a subset S of Rn the convex hull of S, denoted convS, is defined as the smallest
convex set containing S. That is
convS :=
⋂
{X ⊇ S : X convex}
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Notice Rn is convex and S ⊆ Rn. Therefore convS is necessarily nonempty. Next, by the
above proposition, convS is convex. The following proposition provides an alternate way to
characterize the convex hull of a set.
Proposition 4.1.2. Let S ⊆ Rn. Then
convS =
{
m∑
i=1
λixi : x1, . . . , xm ∈ S, 0 ≤ λ1, . . . , λm ≤ 1,
m∑
i=1
λi = 1, and m = 1, 2, . . .
}
Proof.
Set
C =
{
m∑
i=1
λixi : x1, . . . , xm ∈ S, 0 ≤ λ1, . . . , λm ≤ 1,
m∑
i=1
λi = 1, and m = 1, 2, . . .
}
Now let m1 and m2 be positive integers x1, . . . , xm1 , y1, . . . , ym2 ∈ S, and 0 ≤ λ1, . . . , λm1 ≤ 1
and 0 ≤ µ1, . . . , µm2 ≤ 1 such that
∑m1
i=1 λi = 1 and
∑m2
i=1 µi = 1. Further let 0 ≤ κ ≤ 1. Then
z = (1− κ)
m1∑
i=1
λixi + κ
m2∑
i=1
µiyi =
m1∑
i=1
(1− κ)λixi +
m2∑
i=1
κµiyi
where
m1∑
i=1
(1− κ)λi +
m2∑
i=1
κµi = (1− κ)
m1∑
i=1
λi + κ
m2∑
i=1
µi = (1− κ) + κ = 1
Thus z ∈ C and hence C is convex. Therefore, convS ⊆ C by the definition of convS.
Before establishing the converse notice if X is a convex set notice if x1, . . . , xn ∈ X and
0 ≤ λ1, . . . , λn ≤ 1 for some n such that
n∑
i=1
λi = 1
then
n∑
i=1
λixi ∈ X
This follows from induction. The case for n = 2 is the definition of convexity. Next, if the
result holds for n, consider the n + 1 case and let x1, . . . , xn+1 ∈ X and 0 ≤ λ1, . . . , λn+1 ≤ 1
such that
n+1∑
i=1
λi = 1
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Then,
n+1∑
i=1
λixi =
n∑
i=1
λixi + λn+1xn+1
=
(
n∑
i=1
λi
)
n∑
i=1
λi∑n
i=1 λi
xi + λn+1xn+1 ∈ X
since first,
n∑
i=1
λi∑n
i=1 λi
xi ∈ X
by the induction hypothesis since
n∑
i=1
λi∑n
i=1 λi
= 1
and x1, . . . , xn ∈ X, and second
n∑
i=1
λi + λn+1 = 1
Now to establish the converse, let x ∈ C. Then
x =
n∑
i=1
λixi
for some x1, . . . , xn ∈ S and 0 ≤ λ1, . . . , λn ≤ 1 for some n such that
n∑
i=1
λi = 1
Next suppose X ⊇ S such that X is convex. Then x1, . . . , xn ∈ X and therefore x ∈ X by the
convexity of X. Thus as X was an arbitrary convex superset of S, it follows that x ∈ convS
establishing equality.

An element z of a convex set C is an extreme point of C if being written as z = (1−λ)x+λy
for some x, y ∈ C such that 0 < λ < 1 then necessarily either z = x or z = y. The extreme
points of a compact convex subset of Rn have the nice property that any element of the set can
be represented in terms of the extreme points of the set as specified in the important Krein-
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Milman theorem. The following statement of the Krein-Milman theorem is based on the one
given in [27].
Krein-Milman Theorem. The set of extreme points of a nonempty, compact, convex subset
C of Rn is nonempty, and C is the closed convex hull of those extreme points.
The next proposition shows, by the Krein-Milman Theorem, that if a compact, convex
subset of Rn has a finite number of extreme points, then it is simply the convex hull of those
extreme points.
Proposition 4.1.3. Let P be a finite subset of Rn. Then conv(P) = conv(P).
Proof.
The result will be established by showing conv(P) is closed. To do so, suppose x = limn xn for
some {xn}n ⊆ conv(P). Next write P = {p1, . . . , pN}. Then as xn ∈ conv(P) for each n there
exists {λni }Ni=1 ⊆ [0, 1] such that
xn =
N∑
i=1
λni pi where
N∑
i=1
λni = 1
Next since the sequence {λn1}∞n=1 is bounded, the Bolzano-Weierstrass Theorem asserts it has a
convergent subsequence. Let {λnk11 }∞k1=1 denote this subsequence. Now consider the sequence
{λnk12 }∞k1=1. Again this sequence is bounded and hence has a convergent subsequence by the
Bolzano-Weierstrass Theorem. Let {λ(nk1 )k22 }∞k2=1 denote this subsequence. This process can
be repeated for each of the finitely many i = 1, . . . , N resulting, in the end with the convergent
sequence, {λ(((nk1 )k2 )···)kNN }∞kN=1. Now let `j = ((((nk1)k2)···)kN−1)j . Notice then, by construc-
tion, the sequence {λ`ji }∞j=1 is convergent for all i = 1, . . . , N . Thus let limj λ`ji = λi for all
i = 1, . . . , N . Then
x = lim
n
xn = lim
j
x`j = lim
j
N∑
i=1
λ
`j
i pi =
N∑
i=1
lim
j
λ
`j
i pi =
N∑
i=1
(
lim
j
λ
`j
i
)
pi =
N∑
i=1
λipi
Next,
N∑
i=1
λi =
N∑
i=1
lim
j
λ
`j
i = limj
N∑
i=1
λ
`j
i = limj
1 = 1
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since
∑N
i=1 λ
n
i = 1 for all n and therefore in particular for n = `j for each j. Hence x ∈ conv(P)
and therefore conv(P) is closed.

4.2 Convex Functions
If C ⊆ Rn is a convex set then a function f : C → R is convex if
f((1− λ)x+ λy) ≤ (1− λ)f(x) + λf(y)
for every x, y ∈ C and 0 ≤ λ ≤ 1. That is, f lies below the line segment connecting (x, f(x))
and (y, f(y)). Convex functions have many nice properties. The first deals with minimizing a
convex function over a convex set.
If C is a convex set, f : C → R is a convex function, and f achieves its minimum at some
point in C, the minimizing set of f over C is defined as
arg min
x∈C
f(x) :=
{
y ∈ C : f(y) = min
x∈C
f(x)
}
In fact, the above set is convex as shown by the next result.
Proposition 4.2.1. Let C be a convex subset of Rn and f : C → R a convex function such that
f achieves its minimum at some point in C. Then arg minx∈C f(x) is convex.
Proof.
Let
M = arg min
x∈C
f(x)
Since f achieves its minimum at some point in C, the set M is well-defined and nonempty.
Now let x, y ∈M and 0 ≤ λ ≤ 1. Then
f(x) = f(y) = µ = min
x∈C
f(x)
Thus, by the convexity of f , and the construction of µ,
µ ≤ f((1− λ)x+ λy) ≤ (1− λ)f(x) + λf(y) = (1− λ)µ+ λµ = µ
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Here the fact that (1−λ)x+λy ∈ C from the convexity of C is used. Thus f((1−λ)x+λy) = µ
and therefore (1− λ)x+ λy ∈M establishing the convexity of M.

Not only is the minimizing set of a convex function convex, but convex functions also have
the extremely useful property that local minima are necessarily global minima. That is, x0 ∈ Rn
is said to be a local minimizer of f : Rn → R if there exists an open set O containing x0 such
that f(x) ≥ f(x0) for all x ∈ O. In this case, f(x0) is said to be a local minima of f . Otherwise
if x1 ∈ Rn such that f(x) ≥ f(x1) for all x ∈ Rn then x1 is said to be a global minimizer of f
and f(x1) is said to be a global minima.
Proposition 4.2.2. Let f : Rn → R be a convex function. Then x0 is a local minimizer of f
if and only if it is a global minimizer of f .
Proof.
If a point is a global minimizer then it is clearly a local minimizer. Conversely, suppose x0 is a
local minimizer of f . Then there exists an open neighborhoodO of x0 such that f(x) ≥ f(x0) for
all x ∈ O. Now, to reach a contradiction, suppose there exists x1 ∈ Rn such that f(x1) < f(x0).
Next let 0 ≤ λ ≤ 1 and set yλ = (1− λ)x0 + λx1. If λ > 0 then by the convexity of f ,
f(yλ) = f((1− λ)x0 + λx1)
= (1− λ)f(x0) + λf(x1)
< (1− λ)f(x0) + λf(x0)
= f(x0)
The assertion that λ > 0 is needed since f(x1) < f(x0) implies λf(x1) < λf(x0) provided
λ > 0. Last since O is an open neighborhood of x0 there exists λ > 0 such that yλ ∈ O.
However, by the work above, then f(yλ) < f(x0) contradicting the assumption that x0 is a
local minimizer of f . Therefore x0 is a global minimizer of f .

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Convex functions also share a property, known as the Maximum Principle, which dictates
where the function may achieve its maximum value over a convex set, if it, in fact, achieves its
maximum on the set. The Maximum Principle can be expressed in many different forms. The
following form will be the only form needed in the rest of this work.
Theorem 4.2.3. (Maximum Principle) Let C be a nonempty, compact, convex subset of Rn
with a finite number of extreme points {ei}Ni=1. If f : C → R is convex then
max
x∈C
f(x) = max
i=1,...,N
f(ei)
Proof.
By the Krein-Milman Theorem and Proposition (4.1.3),
C = conv {ei : i = 1, . . . , N} = conv {ei : i = 1, . . . , N}
Therefore for any x ∈ C there exists {λi}Ni=1 ⊆ [0, 1] such that
∑N
i=1 λi = 1 and x =
∑N
i=1 λiei.
Now let
µ = max
i=1,...,N
f(ei)
The maximum exists and is finite since there are only finitely many extreme points ei. Next
by the convexity of f ,
f(x) = f
(
N∑
i=1
λiei
)
≤
N∑
i=1
λif(ei) ≤
N∑
i=1
λiµ = µ
N∑
i=1
λi = µ
Therefore for every x ∈ C it follows that f(x) ≤ µ. Hence
sup
x∈C
f(x) ≤ µ
Next since {ei : i = 1, . . . , N} ⊆ C
µ ≤ sup
x∈C
f(x)
Last since ei ∈ C for i = 1, . . . , N , the supremum above is attained and
max
x∈C
f(x) = µ

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4.3 Minimizing Convex Functions
Now let A ⊆ Rn and f : A → R and consider the optimization problem
minimize f(x) subject to x ∈ A
If A = {x ∈ Rn : g(x) = 0} for some differentiable function g : Rn → Rn and f is differentiable
on A, the method of Lagrange multiplies can be used to solve such an optimization problem.
However, if the set A is the solution set of a system of inequalities and equalities, more work
may be needed to solve the problem. The Karush-Kuhn-Tucker conditions are an extension of
the method of Lagrange multipliers and provide conditions for a point to be a local minimizer
of a function. These conditions have a general form that can analyze a very wide variety of
optimization problems. However, since optimization problems can often be manipulated to
simplify their form, this work will only need to consider minimizing a convex function over all
of Rn. A more thorough description of the method of Lagrange multipliers and the Karush-
Kuhn-Tucker conditions can be found in [2], [3], and [23].
Since the main function that will be the focus of minimization in this document is not
differentiable on Rn, the next result cannot be directly applied. However, it serves as a starting
point for the techniques that can be used. Recall f : Rn → R is differentiable on Rn if each
of its partial derivatives with respect to each of its variables is continuous on Rn. In this case,
the gradient of f at x is defined as
∇f(x) :=

∂f
∂x1
(x)
...
∂f
∂xn
(x)

In the case that f is differentiable on Rn, the following result provides another characteri-
zation of convexity in terms of the gradient of f . The proof below is based on the one given in
[3].
Proposition 4.3.1. A differentiable function f : Rn → R is convex if and only if
f(y) ≥ f(x) + 〈∇f(x), y − x〉
for all x, y ∈ Rn.
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Proof.
First consider the case when n = 1. For the forward direction, suppose f is convex on Rn and
let x, y ∈ R. If x = y then trivially f(y) ≥ f(x) + f ′(x)(y − x). Thus suppose x 6= y and let
0 < λ ≤ 1. Then, by the convexity of f ,
f(x+ λ(y − x)) = f((1− λ)x+ λy)
≤ (1− λ)f(x) + λf(y)
= f(x) + λ(f(y)− f(x))
Hence since λ > 0,
f(x+ λ(y − x))− f(x)
λ
≤ f(y)− f(x)
and therefore
f(y) ≥ f(x) + f(x+ λ(y − x))− f(x)
λ
(4.1)
Next notice since f is differentiable at x,
lim
λ→0+
f(x+ λ(y − x))− f(x)
λ
= (y − x) lim
λ→0+
f(x+ λ(y − x))− f(x)
λ(y − x)
= (y − x) lim
λ→0
f(x+ λ(y − x))− f(x)
λ(y − x)
= (y − x) lim
t→0
f(x+ t)− f(x)
t
= (y − x)f ′(x)
Thus since inequality (4.1) holds for all 0 < λ ≤ 1, letting λ→ 0 with λ > 0 yields
f(y) ≥ f(x) + lim
λ→0+
f(x+ λ(y − x))− f(x)
λ
= f(x) + f ′(x)(y − x)
For the reverse direction, suppose
f(y) ≥ f(x) + f ′(x)(y − x) (4.2)
for all x, y ∈ R. Now let 0 ≤ λ ≤ 1 and set z = λx+ (1− λ)y. Then applying (4.2) to x yields
f(x) ≥ f(z) + f ′(z)(x− z)
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and to y yields
f(y) ≥ f(z) + f ′(z)(y − z).
Hence
λf(x) + (1− λ)f(y) ≥ f(z) + λf ′(z)(x− z) + (1− λ)f ′(z)(y − z)
= f(z) + f ′(z)(λx+ (1− λ)y − z)
= f(λx+ (1− λ)y)
establishes that f is convex.
Now to consider the general case, define, for fixed x, y ∈ Rn, the function gx,y : R → R as
gx,y(λ) = f(λx+ (1− λ)y). Then for fixed λ ∈ R let z = λx+ (1− λ)y and let ∆λ ∈ R. Then
the Taylor expansion of f around z is
f(z + (x− y)∆λ) = f(z) + 〈∇f(z), (x− y)∆λ〉+ ε(z, (x− y)∆λ)
where ε is a function such that
lim
∆λ→0
ε(z, (x− y)∆λ)
∆λ
= 0.
Thus
g′x,y(λ) = lim
∆λ→0
f((λ+ ∆λ)x+ (1− λ−∆λ)y)− f(λx+ (1− λ)y)
∆λ
= lim
∆λ→0
f(z + (x− y)∆λ)− f(z)
∆λ
= lim
∆λ→0
〈∇f(z), (x− y)∆λ〉+ ε(z, (y − x)∆λ)
∆λ
= 〈∇f(z), x− y〉
= 〈∇f(λx+ (1− λ)y), x− y〉
Now suppose f is convex. Then for any x, y ∈ R the function gx,y is convex and therefore,
as established in the one-dimensional case, g(0) ≥ g(1) + g′(1)(0− 1) = g(1)− g′(1). Thus
f(y) ≥ f(x) + 〈∇f(x), y − x〉
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Conversely suppose the above inequality holds for all x, y ∈ Rn. Fix x, y ∈ Rn and let λ1, λ2 ∈ R
and set zi = λix+ (1− λi)y for i = 1, 2. Notice then
z2 − z1 = λ2x+ (1− λ2)y − (λ1x+ (1− λ1)y)
= λ2x− λ2y − λ1x+ λ1y
= (λ2 − λ1)(x− y)
Therefore by inequality (4.3),
gx,y(λ2) = f(z2)
≥ f(z1) + 〈∇f(z1), z2 − z1〉
≥ f(z1) + 〈∇f(z1), (λ2 − λ1)(x− y)〉
= f(z1) + (λ2 − λ1) 〈∇f(z1), x− y〉
= gx,y(λ1) + (λ2 − λ1)g′x,y(λ1)
Thus, by the results above for the one-dimensional case, since λ1 and λ2 were arbitrary gx,y is
convex and since x and y were arbitrary, f is convex.

The result above shows if x ∈ Rn such that ∇f(x) = 0 then necessarily x is a global
minimizer of f . This is formally stated next. Note that for a general differentiable function g,
the condition that ∇g(y) = 0 for some y is not enough to ensure y is a global minimizer of y.
Proposition 4.3.2. Let f : Rn → R be a convex differentiable function on Rn and suppose
x0 ∈ Rn is such that ∇f(x0) = 0. Then x0 is a global minimizer of f .
Proof.
By the above proposition, for any x ∈ Rn
f(x) ≥ f(x0) + 〈∇f(x0), x− x0〉 = f(x0)
and therefore x0 is a global minimizer of f .

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Thus if the convex function f is differentiable on Rn, global minimizers of f can be identified
by solving ∇f(x) = 0. If f is convex but not differentiable, this technique cannot be applied.
However, the technique can be generalized to develop other techniques to determine if a point
is a global minimizer of f . Note that without loss of generality, focus can be given to show
that zero is a global minimizer of f .
The first technique considers, for a fixed x ∈ Rn, the function in a single variable gx :
[0, 1] → R defined as gx(t) := f(tx). For a particular x ∈ Rn, the function gx follows f along
the vector x radiating away from the origin. The idea is if gx is nondecreasing for all x ∈ Rn
then as one moves away from the origin, along the vector x, the value of f cannot decrease.
Thus the origin is a global minimizer of f . The next two propositions show that this is in fact
the case. Notice since local minimizers of a convex function are necessarily global minimizers,
one only needs to consider x in a neighborhood of the origin.
Proposition 4.3.3. Let ‖·‖ be any norm on Rn. Next let f : Rn → R be continuous on Br(0)
for some r > 0 and define, for fixed x ∈ Br(0) \ {0}, gx : [0, 1]→ R by
gx(t) := f(tx)
Then for any x ∈ Br(0), gx is continuous on [0, 1].
Proof.
Let t0 ∈ [0, 1] and notice t0x ∈ Br(0) since
‖t0x‖ = t0 ‖x‖ ≤ ‖x‖ ≤ R
Since f is continuous at t0x, given ε > 0 there exists δ > 0 such that if y ∈ Br(0) and
‖t0x− y‖ < δ then ‖f(t0x)− f(y)‖ < ε. Thus
|t0 − t| < δ|x| =⇒ |t0 − t||x| < δ
=⇒ |t0x− tx| < δ
=⇒ |f(t0x)− f(tx)| < ε
=⇒ |gx(t0)− gx(t)| < ε
Thus gx is continuous at t0.
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Proposition 4.3.4. Let ‖·‖ be any norm on Rn. Next let f : Rn → R be continuous on Br(0)
for some r > 0 and define, for fixed x ∈ Br(0) \ {0}, gx : [0, 1]→ R by
gx(t) := f(tx)
Suppose for every x ∈ Br(0) the function gx is differentiable on (0, 1) and g′x(t) ≥ 0 for
0 < t < 1. Then
min
x∈Br(0)
f(x) = f(0)
Furthermore if f is convex on Br(0) and g
′
x(t) ≥ 0 for all x ∈ Br(0) and 0 < t < 1, then
arg min
x∈Br(0)
f(x) = {0}
if and only if g′x(t) > 0 for all x ∈ Br(0) and 0 < t < 1.
Proof.
The proposition claims f(0) ≤ f(x) for any x ∈ Br(0). For sake of contradiction, suppose there
exists x0 ∈ Br(0) such that f(x0) < f(0).
Since, by the above lemma, gx0 is continuous on [0, 1] there exists, by the Mean Value
Theorem, t0 ∈ (0, 1) such that
g′x0(t0) =
gx0(1)− gx0(0)
1− 0 = f(x0)− f(0) < 0
However, this contradicts the fact that g′x(t) ≥ 0 for any x ∈ Br(0) and any t ∈ (0, 1). Thus
f(0) ≤ f(x) for all x ∈ Br(0), proving the first claim.
To prove the second claim notice if f is convex on Br(0) then I claim gx is convex on [0, 1]
for any x ∈ Br(0). To see why let x ∈ Br(0), s, t ∈ [0, 1], and λ ∈ [0, 1]. Then
gx(λs+ (1− λ)t) = f((λs+ (1− λ)t)x)
= f(λsx+ (1− λ)tx)
≤ λf(sx) + (1− λ)f(tx)
= λgx(s) + (1− λ)gx(t)
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Hence gx is convex on [0, 1]. Therefore since, by assumption, gx is differentiable on (0, 1) it
follows, by Proposition (4.3.1), that for any t ∈ (0, 1) and s ∈ [0, 1],
gx(s) ≥ gx(t) + g′x(t)(s− t)
Next since, by assumption, g′x(t) ≥ 0 for all x ∈ Br(0) and 0 < t < 1 it has been established
from the first claim that zero is a minimizer of f on Br(0). Now to complete the proof of the
second claim, the contrapositive of each direction will be established.
To show the contrapositive of the forward direction suppose there exists x0 ∈ Br(0) with
x0 6= 0 and t0 ∈ (0, 1) such that g′x0(t0) ≤ 0. Then since, by assumption, g′x(t) ≥ 0 for all
x ∈ Br(0) and 0 < t < 1, it follows that g′x0(t0) ≥ 0 and hence g′x0(t0) = 0. Therefore by the
above inequality
f(0) = gx0(0) ≥ gx0(t0) + g′x0(t0)(0− t0) = f(t0x0)
Hence f(t0x0) ≤ f(0) and since zero is a minimizer of f on Br(0) it follows that f(0) ≤ f(t0x0)
and therefore f(t0x0) = f(0). Thus t0x0 is also a minimizer of f on Br(0), establishing the
contrapositive of the forward direction since t0x0 6= 0.
To prove the contrapositive of the reverse direction suppose there exists x0 6= 0 with x0 ∈
Br(0) such that
x0 ∈ arg min
x∈Br(0)
f(x)
Then f(0) = f(x0). Now consider the function gx0 and notice since this function is convex on
[0, 1]
f(
1
2
x0) = gx0(1/2)
= gx0(1/2 · 0 + 1/2 · 1)
≤ 1
2
gx0(0) +
1
2
gx0(1)
=
1
2
f(0) +
1
2
f(x0)
=
1
2
f(0) +
1
2
f(0)
= f(0)
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However, zero is a minimizer of f on Br(0) and hence f(0) ≤ f(12x0). Therefore f(12x0) = f(0)
and thus by the above inequality,
f(0) = f(x0)
= gx0(1)
≥ gx0(1/2) + g′x0(1/2)(1− 1/2)
= f(
1
2
x0) +
1
2
g′x0(1/2)
= f(0) +
1
2
g′x0(1/2)
Hence g′x0(1/2) ≤ 0, but g′x0(1/2) ≥ 0 since, by assumption, gx(t) ≥ 0 for all x ∈ Br(0) and
t ∈ (0, 1). Thus g′x0(1/2) = 0 establishing the contrapositive of the reverse direction.

As discussed in [25], a second way to identify global minimizers of a nondifferentiable convex
function is to generalize the concept of the derivative. For a convex function f : Rn → R, a
vector γ ∈ Rn is said to be a subgradient of f at x0 if f(x) ≥ f(x0) + 〈γ, x− x0〉 for all x ∈ Rn.
The subdifferential of f at x0 is the set of all subgradients of f at x0 and is denoted ∂f(x0).
Notice gγ(x) := f(x0) + 〈γ, x− x0〉 is a linear function touching f at (x0, f(x0)). Then γ is
a subgradient of f at x0 if f(x) ≥ gγ(x) for all x ∈ Rn. That is, gγ is a global underestimator
of f .
Also notice if f is convex and is differentiable at x0 then g∇f(x0)(x) is the only global
linear underestimator of f that passes through (x0, f(x0)). Otherwise if f is not differentiable
at x0 there are possibly more than one linear underestimator of f at x0 that passes through
(x0, f(x0)). This is illustrated in Figure (4.3).
In fact since f is a convex function, a linear function gγ is a global underestimator of f that
passes through (x0, f(x0)) if and only if gγ is a local underestimator of f that passes through
(x0, f(x0)) as shown in the next result.
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Figure 4.1 The function on the left is nondifferentiable at zero and thus there are more than
one linear function touching the function at zero (two are shown) that underesti-
mates the function. The function on the right is differentiable at zero and there
is only one linear function touching the function at zero that underestimates the
function.
Proposition 4.3.5. Let f : Rn → R be a convex function on Rn and let O be an open
neighborhood of x0. Then
f(x) ≥ f(x0) + 〈γ, x− x0〉 for all x ∈ Rn
if and only if
f(x) ≥ f(x0) + 〈γ, x− x0〉 for all x ∈ O
Proof.
The forward direction is obvious. To prove the reverse direction suppose
f(x) ≥ f(x0) + 〈γ, x− x0〉 for all x ∈ O
but assume, for the sake of reaching a contradiction, there exists y ∈ Rn such that
f(y) < f(x0) + 〈γ, y − x0〉
Then since O is open there exists λ ∈ (0, 1) such that
z := x0 + λ(y − x0) = λy + (1− λ)x0 ∈ O
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Specifically since O is open there exists r > 0 such that
{x ∈ Rn : ‖x− x0‖ < r} ⊆ O
where ‖·‖ is a norm on Rn. Then
‖z − x0‖ = ‖x0 + λ(y − x0)− x0‖
= ‖λ(y − x0)‖
= λ ‖y − x0‖
< r
if λ < r/ ‖y − x0‖ since ‖y − x0‖ 6= 0 because necessarily y 6= x0. Thus because f is convex on
Rn and z ∈ O
f(x0) + 〈γ, z − x0〉 ≤ f(z)
= f(λy + (1− λ)x0)
≤ λf(y) + (1− λ)f(x0)
< λ(f(x0) + 〈γ, y − x0〉) + (1− λ)f(x0)
= λf(x0) + λ 〈γ, y − x0〉+ f(x0)− λf(x0)
= f(x0) + λ 〈γ, y − x0〉
That is
f(x0) + λ 〈γ, y − x0〉 > f(x0) + 〈γ, z − x0〉
= f(x0) + 〈γ, x0 + λ(y − x0)− x0〉
= f(x0) + λ 〈γ, y − x0〉
a contradiction, completing the proof.

The following result is fundamental to showing that a point is a global minimizer of a convex
function, and it generalizes Proposition (4.3.2).
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Proposition 4.3.6. Let f : Rn → R be a convex function. Then x0 is a global minimizer of
f if and only if 0 ∈ ∂f(x0).
Proof.
Notice 0 ∈ ∂f(x0) if and only if f(x) ≥ f(x0) + 〈0, x− x0〉 for all x ∈ Rn if and only if
f(x) ≥ f(x0) for all x ∈ Rn if and only if x0 is a global minimizer of f .

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CHAPTER 5. Subdifferential Analysis
Recall the function ‖·‖1 : Rm×n → R from Definition (2.2.1) is defined as
‖X‖1 =
n∑
j=1
m∑
i=1
|Xi,j |
for any X ∈ Rm×n. Next notice this function is convex on Rm×n since for any X,Y ∈ Rm×n
and 0 ≤ λ ≤ 1,
‖(1− λ)X + λY ‖1 =
n∑
j=1
m∑
i=1
|(1− λ)Xi,j + λYi,j |
≤
n∑
j=1
m∑
i=1
((1− λ) |Xi,j |+ λ |Yi,j |)
= (1− λ)
n∑
j=1
m∑
i=1
|Xi,j |+ λ
n∑
j=1
m∑
i=1
|Yi,j |
= (1− λ) ‖X‖1 + λ ‖Y ‖1
The goal of this chapter is to develop the tools of subdifferential analysis that will be
needed in the rest of this work. In particular, given A ∈ Rn×m, B ∈ RN×M , and C ∈ Rn×M
the ultimate goal is to completely characterize the subdifferential of the function ‖AXB + C‖1
at the origin.
Theorem 23.8 of [25] will be paramount at developing this characterization. Before stating
this theorem, the Minkowski sum of two sets A,B ⊆ Rn is defined as
A+B := {a+ b : a ∈ A and b ∈ B}
Since the subdifferential of a convex function at a point is a set, if f1, f2 : Rn → R are two
convex functions on Rn and x ∈ Rn the sum ∂f1(x) + ∂f2(x) refers to the Minkowski sum.
Theorem 23.8, [25]. Let f1, . . . , fk : Rn → R be convex functions such that fi(x) is finite for
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all x ∈ Rn and all i = 1, . . . , k. Then
∂(f1 + · · ·+ fk)(x) = ∂f1(x) + · · ·+ ∂fk(x)
More general forms of the above theorem exist, but the above statement is the only one that
will be needed here. In particular, if the convex functions in the above theorem are allowed to
attain the value∞ or −∞ then the functions may need to satisfy more conditions to guarantee
the theorem holds.
In this chapter, the sign patterns of vectors and matrices will play a major role. The sign
of a real number x ∈ R is defined as
sgn(x) :=

1 if x > 0
0 if x = 0
−1 if x < 0
and the sign of a matrix (or vector) X ∈ Rm×n is defined as Sgn(X)i,j := (sgn(Xi,j))i,j for
i = 1, . . . ,m and j = 1, . . . , n.
5.1 Preliminary Work
First given a ∈ Rn and β ∈ R, the following lemma will be used to calculate the subdiffer-
ential of the function f(x) := |〈a, x〉+ β| at the origin.
Lemma 5.1.1. Let a ∈ Rn and β ∈ R. If x is such that |〈a, x〉| ≤ |β| then
|〈a, x〉+ β| = sgn(β) 〈a, x〉+ |β|
Proof.
First if β = 0 then |〈a, x〉| ≤ |β| = 0 implies 〈a, x〉 = 0. Therefore
| 〈a, x〉+ β| = 0 = sgn(β) 〈a, x〉+ |β|
Next notice |〈a, x〉| ≤ |β| implies 〈a, x〉 ≥ − |β|. Hence 〈a, x〉+ |β| ≥ 0. Therefore if β > 0 then
| 〈a, x〉+ β| = | 〈a, x〉+ |β||
= 〈a, x〉+ |β|
= sgn(β) 〈a, x〉+ |β|
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since sgn(β) = 1.
Similarly, |〈a, x〉| ≤ |β| implies −〈a, x〉 ≥ − |β|. Hence −〈a, x〉 + |β| ≥ 0. Thus if β < 0
then
| 〈a, x〉+ β| = | − 〈a, x〉 − β|
= | − 〈a, x〉+ |β||
= −〈a, x〉+ |β|
= sgn(β) 〈a, x〉+ |β|
since sgn(β) = −1.

Now for a ∈ Rn and β 6= 0, the subdifferential of the function f(x) = |〈a, x〉+ β| at the
origin can be evaluated.
Proposition 5.1.2. For fixed a ∈ Rn and β ∈ R with β 6= 0 define f : Rn → R as
f(x) = | 〈a, x〉+ β|
Then
∂f(0) = {sgn(β)a}
Proof.
If a = 0 then f(x) = |β| and thus is differentiable at zero. Therefore,
∂f(0) = {∇f(0)} = {0} = {sgn(β)a}
To consider the case where a 6= 0 notice by Proposition (4.3.5), γ ∈ ∂f(0) if and only if
f(x) ≥ f(0) + 〈γ, x〉 for all x ∈ O where O is an open neighborhood of zero. Thus let
O = {x ∈ Rn : | 〈a, x〉 | < |β|}. The fact that β 6= 0 implies 0 ∈ O and thus O is nonempty.
Furthermore note that O is open. To see why let ‖·‖ denote the norm induced by the inner
product on Rn. Then for a fixed x ∈ O notice |β| − | 〈a, x〉 | > 0. Furthermore ‖a‖ 6= 0 since
a 6= 0. Thus if y ∈ Rn such that
‖y − x‖ < |β| − | 〈a, x〉 |‖a‖
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then using the Cauchy-Schwarz inequality
| 〈a, y〉 | = | 〈a, y − x+ x〉 |
= | 〈a, y − x〉+ 〈a, x〉 |
≤ | 〈a, y − x〉 |+ | 〈a, x〉 |
≤ ‖a‖ · ‖y − x‖+ | 〈a, x〉 |
< ‖a‖
( |β| − | 〈a, x〉 |
‖a‖
)
+ | 〈a, x〉 |
= |β|
Hence y ∈ O and therefore{
y ∈ Rn : ‖y − x‖ < |β| − | 〈a, x〉 |‖a‖
}
⊆ O
which shows O is an open neighborhood of zero.
Now by the previous result f(x) = sgn(β) 〈a, x〉+ |β| for x ∈ O. Therefore f is differentiable
at zero and hence ∂f(0) = {∇f(0)}. Last,
(∇f(x))i = ∂
∂xi
(sgn(β) 〈a, x〉+ |β|)
= sgn(β)
∂
∂xi
〈a, x〉
= sgn(β)
∂
∂xi
n∑
j=1
ajxj
= sgn(β)ai
Hence ∇f(x) = sgn(β)a and therefore ∇f(0) = sgn(β)a, proving the result.

Now if β = 0 then the calculation of the subdifferential of f(x) = | 〈a, x〉 | at the origin
involves more work since, in this case, f is not differentiable there. To calculate this subdiffer-
ential, a sequence of specialized cases will be considered.
Proposition 5.1.3. If f : Rn → R is defined as f(y) := |y1 + · · ·+ yn| then
∂f(0) =
{
(λ, · · · , λ)T ∈ Rn : λ ∈ [−1, 1]}
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Proof.
By direct calculation
γ ∈ ∂f(0) ⇐⇒ f(y) ≥ f(0) + 〈γ, y − 0〉 for all y ∈ Rn
⇐⇒ f(y) ≥ 〈γ, y〉 for all y ∈ Rn
⇐⇒ 〈γ, y〉 ≤ |y1 + · · ·+ yn| for all y ∈ Rn
Next notice γ ∈ ∂f(0) if and only if 〈γ, y〉 ≤ |y1 + · · ·+ yn| for all y if and only if 〈−γ,−y〉 ≤
|−y1 + · · ·+−yn| for all y if and only if 〈−γ, y〉 ≤ |y1 + · · ·+ yn| for all y if and only if −γ ∈
∂f(0). This symmetry will be useful later.
Now if n = 1 then γ ∈ ∂f(0) if and only if γ1y1 ≤ |y1| if and only if |γ1| ≤ 1 establishing
the result for the n = 1 case. Therefore assume n ≥ 2.
Then I claim that γ cannot be in ∂f(0) if γp > 0 for some p and γq < 0 for some q. To see
why notice if γ satisfies this condition then setting y = (y1, · · · , yn)T where yi = sgn(γi) for
i = p or i = q and yi = 0 otherwise, one has
〈γ, y〉 = γp sgn(γp) + γq sgn(γq) = |γp|+ |γq| > 0
However,
|y1 + · · ·+ yn| = sgn(γp) + sgn(γq) = 0
Thus γ /∈ ∂f(0). Thus if γ ∈ ∂f(0) then it must be that γi ≥ 0 for all i or γi ≤ 0 for all i.
Next I claim if γ is such that γp > γq > 0 for some p and q then γ /∈ ∂f(0). To see why
define y ∈ Rn such that yp = 1, yq = −1, and yi = 0 otherwise. Then
〈γ, y〉 = γp − γq > 0
However,
|y1 + · · ·+ yn| = 0
Thus γ /∈ ∂f(0). Thus if γ ∈ ∂f(0) and if γi, γj > 0 for some i 6= j then γi = γj . However,
since γ ∈ ∂f(0) if and only if −γ ∈ ∂f(0), one has if γ ∈ ∂f(0) and if γi, γj 6= 0 for some i 6= j
then γi = γj .
54
Now I claim if γ is such that γp = 0 for some p and γq > 0 for some q then γ /∈ ∂f(0). To
see why define y ∈ Rn such that yp = −1, yq = 1, and yi = 0 otherwise. Then
〈γ, y〉 = γpyp + γqyq = 0 · (−1) + γq · 1 = γq > 0
However,
|y1 + · · ·+ yn| = 0
Thus γ /∈ ∂f(0).
Further if γ′ is such that γ′p′ = 0 for some p
′ and γ′q′ < 0 for some q
′ then, by the above
calculation, one has that −γ′ /∈ ∂f(0) and hence γ′ /∈ ∂f(0) since γ′ ∈ ∂f(0) if and only if
−γ′ ∈ ∂f(0).
Therefore, if γ ∈ ∂f(0) then it must be that γ = 0 or γi 6= 0 for all i.
Now clearly 0 ∈ ∂f(0). Next, if γi 6= 0 for all i then, by the above results, there exists λ 6= 0
such that γi = λ for all i. Then γ ∈ ∂f(0) if and only if
〈γ, y〉 = λ(y1 + · · ·+ yn) ≤ |y1 + · · ·+ yn|
if and only if |λ| ≤ 1.
Thus, collecting all our results, if γ ∈ ∂f(0) then γ ∈ {(λ, · · · , λ)T ∈ Rn : λ ∈ [−1, 1]}.
Last if γ ∈ {(λ, · · · , λ)T ∈ Rn : λ ∈ [−1, 1]} then for y ∈ Rn
〈γ, y〉 = λ(y1 + · · ·+ yn) ≤ |y1 + · · ·+ yn|
and hence γ ∈ ∂f(0) establishing the equality and proving the result.

The next result generalizes the previous result.
Proposition 5.1.4. If f : Rn → R is defined as f(x) := |〈δ, x〉| where δ ∈ Rn such that
δi ∈ {0, 1} for each i = 1, . . . , n then
∂f(0) = {λδ : λ ∈ [−1, 1]}
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Proof.
By direct calculation,
γ ∈ ∂f(0) ⇐⇒ f(x) ≥ f(0) + 〈γ, x− 0〉 for all x
⇐⇒ f(x) ≥ 〈γ, x〉 for all x
⇐⇒ γ1x1 + · · ·+ γnxn ≤ |δ1x1 + · · ·+ δnxn| for all x
Now let
I = {i = 1, . . . , n : δi = 1}
Notice if I = {1, . . . , n} then by Proposition (5.1.3)
∂f(0) =
{
(λ, . . . , λ)T : λ ∈ [−1, 1]}
=
{
λ(1, . . . , 1)T : λ ∈ [−1, 1]}
= {λδ : λ ∈ [−1, 1]}
Next if I = ∅ then
γ ∈ ∂f(0) ⇐⇒ γ1x1 + · · ·+ γnxn ≤ 0 for all x ∈ Rn
Hence if γ ∈ ∂f(0) then γ1 sgn(γ1)+· · ·+γn sgn(γn) = ‖γ‖1 ≤ 0 and therefore γ = 0. Conversely
if γ = 0 then γ1x1 + · · ·+ γnxn = 0 ≤ 0 for all x ∈ Rn. Thus because δ = 0 if I = ∅
∂f(0) = {0} = {δ} = {λδ : λ ∈ [−1, 1]}
Now suppose I 6= ∅ and I 6= {1, . . . , n}. Then if γ 6= 0 then there exists p such that γp 6= 0.
Thus defining y ∈ Rn by yp = sgn(γp) and yi = 0 otherwise, one has
γ1y1 + · · ·+ γnyn = γpyp = γp sgn(γp) = |γp| > 0
Hence γ /∈ ∂f(0). Thus if I = ∅ then ∂f(0) = {0}.
Now suppose I 6= ∅ and I 6= {1, . . . , n}. Now I claim if γ ∈ ∂f(0) then γi = 0 for all
i /∈ I. To prove this let γ ∈ Rn such that γp 6= 0 for some p /∈ I. Now define y ∈ Rn such that
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yp = sgn(γp) and yi = 0 otherwise. Then p /∈ I implies δp = 0. Hence
|δ1y1 + · · ·+ δnyn| = δpyp since yi = 0 for i 6= p
= 0 · sgn(γp)
= 0
However,
γ1y1 + · · ·+ γnyn = γpyp since yi = 0 for i 6= p
= γp sgn(γp)
= |γp|
> 0
Hence γ /∈ ∂f(0).
Thus if γ ∈ ∂f(0) then γi = 0 for all i /∈ I. Hence
γ ∈ ∂f(0) ⇐⇒ γ1x1 + · · ·+ γnxn ≤ |δ1x1 + · · ·+ δnxn| for all x
⇐⇒
∑
i∈I
γixi ≤
∣∣∣∣∣∑
i∈I
δixi
∣∣∣∣∣ for all x
⇐⇒
∑
i∈I
γixi ≤
∣∣∣∣∣∑
i∈I
xi
∣∣∣∣∣ for all x
⇐⇒ there exists − 1 ≤ λ ≤ 1 such that γi = λ for all i ∈ I
from the results of Proposition (5.1.3). Thus
γ ∈ ∂f(0) ⇐⇒ γ ∈ {γ ∈ Rn : ∃λ ∈ [−1, 1] such that γi = λ, ∀ i ∈ I and γi = 0, ∀ i /∈ I}
⇐⇒ γi = λδi ∀ i = 1, . . . , n
⇐⇒ γ = λδ

Given a ∈ Rn, the next result provides a complete characterization of the subdifferential of
the function f(x) = |〈a, x〉| at the origin.
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Proposition 5.1.5. If f : Rn → R is defined as f(x) = |〈a, x〉| where a ∈ Rn, then
∂f(0) = {λa : λ ∈ [−1, 1]}
Proof.
Referring to Proposition (5.1.4), define τ : R→ R by
τ(x) :=

x if x 6= 0
1 if x = 0
and define δ ∈ Rn by
δi =

0 if ai = 0
1 otherwise
Then set y ∈ Rn by yi = τ(ai)xi and notice
〈a, x〉 =
n∑
i=1
aixi =
n∑
i=1
δiaixi =
n∑
i=1
δiτ(ai)xi =
n∑
i=1
δiyi = 〈δ, y〉
Furthermore if γ ∈ Rn then
〈γ, x〉 =
n∑
i=1
γixi =
n∑
i=1
γi
τ(ai)
τ(ai)xi =
n∑
i=1
ξiyi = 〈ξ, y〉
where ξ ∈ Rn is defined by
ξi =
γi
τ(ai)
for i = 1, . . . , n.
Next notice given z ∈ Rn there exists x ∈ Rn such that zi = τ(ai)xi for all i = 1, . . . , n
because τ(ai) 6= 0 for all i. Particularly set xi = zi/τ(ai) for each i. Therefore setting
g(x) := |〈δ, y〉| and using the previous result,
γ ∈ ∂f(0) ⇐⇒ f(x) ≥ f(0) + 〈γ, x〉 for all x ∈ Rn
⇐⇒ |〈a, x〉| ≥ 〈γ, x〉 for all x ∈ Rn
⇐⇒ |〈δ, y〉| ≥ 〈ξ, y〉 for all y ∈ Rn
⇐⇒ g(y) ≥ g(0) + 〈ξ, y − 0〉 for all y ∈ Rn
⇐⇒ ξ ∈ ∂g(0)
⇐⇒ ξ = λδ for some λ ∈ [−1, 1]
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Further for λ ∈ [−1, 1] notice ξ = λδ if and only if
γi
τ(ai)
= λδi
for all i = 1, . . . , n if and only if γi = λδiτ(ai) = λai for all i = 1, . . . , n if and only if γ = λa.
Thus
∂f(0) = {λa : λ ∈ [−1, 1]}

5.2 The Main Result
The above results, which describe the subdifferential of the function f(x) = |〈a, x〉+ β|
at the origin, can be extended to a similar function on Rm×n. This is the goal of the next
proposition and is the main result of this chapter.
Proposition 5.2.1. Fix A ∈ Rn×m, B ∈ RN×M , and C ∈ Rn×M and define f : Rm×N → R
by
f(X) := ‖AXB + C‖1
Then
∂f(0) =
{
AT (Λ + Sgn(C))BT : Λ ∈ Rn×M where ‖Λ‖∞ ≤ 1 and if Ci,j 6= 0 then Λi,j = 0
}
Proof.
Notice for any X ∈ Rm×N
f(X) = ‖AXB + C‖1
=
M∑
j=1
n∑
i=1
|(AXB)i,j + Ci,j |
=
M∑
j=1
n∑
i=1
∣∣∣∣∣
N∑
`=1
m∑
k=1
Ai,kXk,`B`,j + Ci,j
∣∣∣∣∣
=
M∑
j=1
n∑
i=1
∣∣∣∣∣
N∑
`=1
m∑
k=1
Ai,kB`,jXk,` + Ci,j
∣∣∣∣∣
=
M∑
j=1
n∑
i=1
fi,j(X)
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where for i = 1, . . . , n and j = 1, . . . ,M the function fi,j : Rm×N → R is defined by
fi,j(X) :=
∣∣∣∣∣
N∑
`=1
m∑
k=1
Di,j,k,`Xk,` + Ci,j
∣∣∣∣∣
where Di,j,k,` = Ai,kB`,j . Then by Theorem 23.8, [25],
∂f(0) =
M∑
j=1
n∑
i=1
∂fi,j(0)
Now for any positive integer p set Zp := {1, . . . , p} and let σ : ZmN → Zm×ZN be a bijection.
Such a bijection exists since |Zm × ZN | = |ZmN | < ∞. Then for any i = 1, . . . , n and j =
1, . . . ,M
fi,j(X) =
∣∣∣∣∣
N∑
`=1
m∑
k=1
Di,j,k,`Xk,` + Ci,j
∣∣∣∣∣
=
∣∣∣∣∣
mN∑
t=1
Di,j,σ(t)Xσ(t) + Ci,j
∣∣∣∣∣
=
∣∣∣〈d(i,j), x〉+ Ci,j∣∣∣
where d(i,j) ∈ RmN is defined by d(i,j)k = Di,j,σ(k) and x ∈ RmN is defined by xk = Xσ(k). Based
on this for any i = 1, . . . , n and j = 1, . . . ,M define gi,j : RmN → R by
gi,j(x) :=
∣∣∣〈d(i,j), x〉+ Ci,j∣∣∣
Then because σ is bijective, for i = 1, . . . , n and j = 1, . . . ,M if Γ(i,j) ∈ Rm×N and γ(i,j) ∈ RmN
is defined by γ
(i,j)
k = Γ
(i,j)
σ(k) for k = 1, . . . ,mN then
Γ(i,j) ∈ ∂fi,j(0) ⇐⇒ fi,j(X) ≥ fi,j(0) +
〈
Γ(i,j), X
〉
for all X ∈ Rm×N
⇐⇒ fi,j(X) ≥ fi,j(0) +
N∑
`=1
m∑
k=1
Γ
(i,j)
k,` Xk,` for all X ∈ Rm×N
⇐⇒ fi,j(X) ≥ fi,j(0) +
mN∑
t=1
Γ
(i,j)
σ(t)Xσ(t) for all X ∈ Rm×N
⇐⇒ gi,j(x) ≥ |Ci,j |+
〈
γ(i,j), x
〉
for all x ∈ RmN
⇐⇒ γ(i,j) ∈ ∂gi,j(0)
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Next given i = 1, . . . , n and j = 1, . . . ,M if Ci,j = 0 then δ(Ci,j) = 1 and hence
∂gi,j(0) =
{
λi,jd
(i,j) : λi,j ∈ [−1, 1]
}
=
{
(Sgn(Ci,j) + λi,jδ(Ci,j))d
(i,j) : λi,j ∈ [−1, 1]
}
Furthermore if Ci,j 6= 0 then δ(Ci,j) = 0 and hence
∂gi,j(0) =
{
sgn(Ci,j)d
(i,j)
}
=
{
(sgn(Ci,j) + λi,jδ(Ci,j))d
(i,j) : λi,j ∈ [−1, 1]
}
Therefore for any i = 1, . . . , n and j = 1, . . . ,M
∂gi,j(0) =
{
(sgn(Ci,j) + λi,jδ(Ci,j))d
(i,j) : λi,j ∈ [−1, 1]
}
regardless of whether or not Ci,j is nonzero. Thus for Γ ∈ Rm×N define γ ∈ RmN by γk = Γσ(k).
Then Γ ∈ ∂f(0) if and only if
γ ∈
M∑
j=1
n∑
i=1
{
(sgn(Ci,j) + λi,jδ(Ci,j))d
(i,j) : λi,j ∈ [−1, 1]
}
if and only if
γ =
M∑
j=1
n∑
i=1
(sgn(Ci,j) + λi,jδ(Ci,j))d
(i,j)
for some λi,j such that λi,j ∈ [−1, 1] for all i = 1, . . . , n and j = 1, . . . ,M . Then given
(k, `) ∈ Zm × ZN let t ∈ ZmN be such that σ(t) = (k, `). Then
Γk,` = Γσ(t)
= γt
=
M∑
j=1
n∑
i=1
(sgn(Ci,j) + λi,jδ(Ci,j))d
(i,j)
t
=
M∑
j=1
n∑
i=1
(sgn(Ci,j) + λi,jδ(Ci,j))Di,j,σ(t)
=
M∑
j=1
n∑
i=1
(sgn(Ci,j) + λi,jδ(Ci,j))Di,j,k,`
=
M∑
j=1
n∑
i=1
(sgn(Ci,j) + λi,jδ(Ci,j))Ai,kB`,j
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=
M∑
j=1
n∑
i=1
ATk,i sgn(Ci,j)B
T
j,` +
N∑
j=1
m∑
i=1
ATk,iλi,jδ(Ci,j)B
T
j,`
= (AT Sgn(C)BT )k,` + (A
TΛBT )k,`
where Λ ∈ Rn×M is such that Λi,j ∈ [−1, 1] for all i = 1, . . . , n and j = 1, . . . ,M and if Ci,j 6= 0
then Λi,j = 0. Therefore
Γ = AT (Λ + Sgn(C))BT

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CHAPTER 6. Introducing the Method
6.1 An Introduction to Compressed Sensing
The area of compressed sensing focuses on finding sparse solutions to underdetermined
system of linear equations. Specifically, let ‖x‖0 denote the the `0 pseudo-norm of x which
counts the number of nonzero entries of x. Note ‖·‖0 is not a true norm since, for example,
‖αx‖0 = ‖x‖0 for all α 6= 0. A vector x ∈ Rn then is said to be s-sparse if ‖x‖0 ≤ s. Compressed
sensing focuses on addressing for which s an s-sparse solution to an underdetermined system is
necessarily the sparsest solution. This section has a brief introduction to compressed sensing.
For a more detailed introduction see [1], [5], and [4].
That is, given A ∈ Rm×n with m n and b ∈ Rn consider the optimization problem
minimize ‖x‖0 subject to Ax = b (P0)
As shown in [24], solving problem (P0) is NP-hard. A common way to remedy this obstacle,
as described in [10], is to instead consider the following convex relaxation of problem (P0).
minimize ‖x‖1 subject to Ax = b (P1)
Specifically since ‖·‖1 is convex, problem (P1) is a convex optimization problem, and many
methods, such as the simplex method [12] and interior-point methods [3], exist to solve such
problems. Furthermore, if the solution to problem (P1) is sparse enough, it is also a solution
of problem (P0). Thus, sometimes, problem (P1) can be used to solve problem (P0).
There are many conditions analyzed in the compressed sensing literature which guarantee
a solution to problem (P1) solves problem (P0). Focus will be given to the condition developed
in [15] which analyzes the case when
A = [A1 |A2]
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where A1, A2 ∈ Rn×n are real orthogonal matrices. To analyze this case, the authors defined
the mutual incoherence between A1 and A2 as
M(A1, A2) := max
1≤i,j≤n
|〈(A1)i, (A2)j〉| =
∥∥A1AT2 ∥∥∞ (6.1)
where (A1)i denotes the ith row of A1. They then established the following theorem.
Theorem 1, [15]. Let A1, A2 ∈ Rn×n be real orthogonal matrices and b ∈ Rn. If x solves
[A1 |A2]x = b and ‖x‖0 < 1/M(A1, A2) then x is necessarily the sparsest solution.
Furthermore, the following theorem is shown in [16].
Theorem 3, [16]. Let A1, A2 ∈ Rn×n be real orthogonal matrices and b ∈ Rn. If there exists
any x satisfying [A1 |A2]x = b such that
‖x‖0 <
(√
2− 1
2
)
1
M(A1, A2)
then it is necessarily the unique solution to problem (P1).
Therefore if the system [A1 |A2]x = b has a solution x that is significantly sparse, problem
(P1) will find it, and if ‖x‖0 < 1/M(A1, A2) then x is also a solution to problem (P0).
6.2 A Prototype Basis Identification Method
Notice if x is a solution to problem (P1) and I = suppx = {i : xi 6= 0} then b ∈ span {a˜i}i∈I
where a˜i denotes the ith column of A. It has been shown in [10] that if x is the sparsest solution
to problem (P1) then in fact {a˜i}i∈I are linearly independent. Thus {a˜i}i∈I is a basis for a
subspace that contains b. However, as shown in [15], if x is the sparsest solution then ‖x‖0 ≤
√
n
and therefore set {a˜i}i∈I does not contain enough elements to be a basis for Rn. Instead it is a
basis for a subspace of dimension at most
√
n. Also notice the selection of {a˜i}i∈I is dependent
on b.
Now given an injective matrix X ∈ Rm×n consider the problem
minimize ‖Y ‖1 subject to Y X = I (P˜1)
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Notice if X is injective then the rows of X, denoted X, form a spanning set for Rn and are
therefore a frame for Rn. Thus by Proposition (3.3.4), if X is not a basis, that is if X is not
bijective, there exists infinitely many dual frames of X.
Let Y be one of these dual frames. Recall then Θ∗YΘX = I. However, ΘX = X since the
rows of the analysis operator are the elements of X since X ⊆ Rn. Therefore Θ∗Y is a matrix
such that Θ∗YX = I. Conversely, if Y is such that Y X = I then the columns of Y form a dual
of X. Therefore Y is such that Y X = I if and only if the columns of Y form a dual to the rows
of X.
Now suppose the first n rows of X are a basis for Rn and write
X =
[
X1
X2
]
(6.2)
which denotes the 2× 1 block matrix with blocks X1 and X2.
Notice then X1 is invertible. Now let Z = [X
−1
1 | 0], the 1 × 2 block matrix with blocks
X−11 and 0. Then ZX = I and therefore the columns of Z form a dual frame of X. Next
X1 ∈ Rn×n and therefore Z has the nice property that m−n of the columns of Z are zero and
the nonzero columns of Z correspond to the basis for Rn consisting of the rows of X1. That is
the submatrix of Z obtained by removing the zero columns of Z is X−11 and the inverse of this
matrix is X1. Last the rows of X1 are a basis for Rn. This idea can be extended to construct
a dual frame that identifies, in the same way, any subset of the rows of X that form a basis for
Rn. These special types of dual frames are said to correspond to a basis.
Definition 6.2.1. Given an injective matrix A ∈ Rm×n, a matrix Y ∈ Rn×m satisfying Y X = I
is said to correspond to a basis if m− n columns of Y are columns of zeros.
If X ∈ Rm×n is an injective matrix and there exists a matrix Y ∈ Rn×m that is a solution
to problem (P˜1) such that Y corresponds to a basis, it will be said that problem (P˜1) identifies
a basis in X.
Now problem (P˜1) is inspired from problem (P1) where b is replaced with I, A is replaced
with X, and x is replaced with Y . With this form, the constraint Y X = I identifies all matrices
Y that are synthesis operators of duals of the frame formed from the rows of X. Then, just
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as problem (P1) identifies linearly independent columns of A, the hope is that the solution of
problem (P˜1) will identify a subset of the rows of X that are linearly independent. Furthermore,
since a solution to problem (P˜1) must be a left inverse of X, perhaps the subset of rows selected
from X are in fact a basis. This section will address when this is in fact true.
First, the above description of problem (P˜1) assumes the minimum value of the problem is
finite and is actually achieved for some matrix Y . The next result shows that this is in fact
true.
Proposition 6.2.1. Let X ∈ Rm×n be an injective matrix. Then there exists Y0 ∈ Rn×m such
that
‖Y0‖1 = inf
Y X=I
‖Y ‖1
Proof.
Since X is injective, X†, the Moore-Penrose inverse of X, satisfies X†X = I by Proposition
(2.1.2). Now consider the set
A =
{
Y ∈ Rn×m : Y X = I and ‖Y ‖1 ≤ ‖X†‖1
}
.
Notice A is bounded by construction and if {Yk}∞k=1 ⊆ A such that Yk → Y for some Y ∈ Rn×m
then Y X = (limk Yk)X = limk(YkX) = I and
‖Y ‖1 =
∥∥∥∥limk Yk
∥∥∥∥
1
= lim
k
‖Yk‖1 ≤ ‖X†‖1.
Thus A is compact by the Heine-Borel Theorem.
Next notice since X†X = I if Z ∈ Rn×m is such that ZX = I satisfies ‖Z‖1 > ‖X†‖1 then
Z cannot be a minimizer of ‖Y ‖1 subject to Y X = I. Thus
inf
Y X=I
‖Y ‖1 = inf
Y ∈A
‖Y ‖1
and because ‖·‖1 is continuous, since it is a norm, and A is compact, there exists, Y0 ∈ A where
the infimum infY ∈A ‖Y ‖1 is attained.

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The following result also shows that reordering the rows of X simply reorders the columns
of the solutions of problem (P˜1). To precisely state the result, given a matrix A ∈ Rm×n and
a permutation σ : {1, . . . ,m} → {1, . . . ,m} define Aσ ∈ Rm×n as
(Aσ)i,j = Aσ(i),j
Next if ψ : {1, . . . , n} → {1, . . . , n} is a permutation, define Xψ ∈ Rm×n as
(Aψ)i,j = Ai,ψ(j)
Proposition 6.2.2. Let X ∈ Rm×n be a real orthogonal matrix and σ : {1, . . . ,m} →
{1, . . . ,m} a permutation. Then Y is a solution of
minimize ‖Y ‖1 subject to Y X = I
if and only if Y σ is a solution of
minimize ‖Y ‖1 subject to Y Xσ = I
Proof.
Let i, j = 1, . . . , n and notice since σ is bijective,
(Y X)i,j =
m∑
k=1
Yi,kXk,j
=
m∑
k=1
Yi,σ(k)Xσ(k),j
=
m∑
k=1
(Y σ)i,k(Xσ)k,j
= (Y σXσ)i,j
Thus Y X = Y σXσ. Furthermore
‖Y σ‖1 =
m∑
j=1
n∑
i=1
|(Y σ)i,j |
=
m∑
j=1
n∑
i=1
∣∣Yi,σ(j)∣∣
=
m∑
j=1
n∑
i=1
|Yi,j |
= ‖Y ‖1
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Therefore
inf
Y X=I
‖Y ‖1 = inf
Y X=I
‖Y σ‖1 = inf
Y σXσ=I
‖Y σ‖ = inf
Y Xσ=I
‖Y ‖1
which completes the proof since the infima above must be attained for some matrices by the
previous proposition.

The following result provides necessary and sufficient conditions for a particular subset of
the rows of an injective matrix, that form a basis, to be identified by problem (P˜1).
Proposition 6.2.3. Consider
X =
[
X1
X2
]
where X1 ∈ Rn×n is invertible and X2 ∈ Rm×n. Then [X−11 | 0] is a minimizer of problem (P˜1)
if and only if there exists Λ1 ∈ Rn×m and Λ2 ∈ Rn×n such that
Λ1 + Λ2(X2X
−1
1 )
T = Sgn(X−11 )(X2X
−1
1 )
T
where ‖Λ1‖∞ , ‖Λ2‖∞ ≤ 1 and (Λ2)i,j = 0 if (X1)−1i,j 6= 0.
Proof.
Notice
I = [Y1 | Y2]
[
X1
X2
]
= Y1X1 + Y2X2
if and only if Y1 = X
−1
1 − Y2X2X−11 . Therefore [X−11 | 0] is a minimizer of problem (P˜1) if and
only if the zero matrix is a minimizer of
minimize ‖Y ‖1 +
∥∥X−11 − Y X2X−11 ∥∥1 subject to Y ∈ Rn×m
Next let f(Y ) = ‖Y ‖1 +
∥∥X−11 − Y X2X−11 ∥∥1. Then, by Proposition (5.2.1), zero is a minimizer
of the f if and only if
0 ∈ ∂f(0) = {Λ1 + (Λ2 − Sgn(X−11 ))(X2X−11 )T :
‖Λ1‖∞ , ‖Λ2‖∞ ≤ 1 and if (X−11 )i,j 6= 0 then (Λ2)i,j = 0}
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if and only if
Λ1 + Λ2(X2X
−1
1 )
T = Sgn(X−11 )(X2X
−1
1 )
T
for some Λ1 ∈ Rn×m and Λ2 ∈ Rn×n such that ‖Λk‖∞ ≤ 1 for k = 1, 2 and (Λ2)i,j = 0 if
(X−11 )i,j 6= 0.

Corollary 6.2.4. Consider
X =
[
X1
X2
]
where X1 ∈ Rn×n is invertible, X2 ∈ Rm×n, and (X−11 )i,j 6= 0 for all i and j. Then [X−11 | 0]
is a minimizer of
minimize ‖Y ‖1 subject to Y X = I
if and only if ∥∥Sgn(X−11 )(X2X−11 )T∥∥∞ ≤ 1
Proof.
This result follows directly from the previous proposition.

The above propositions provide necessary and sufficient conditions for problem (P˜1) to
identify a dual that corresponds to a basis. However, consider the injective matrix
X =

cos(pi/3) − sin(pi/3)
sin(pi/3) cos(pi/3)
cos(pi/6) − sin(pi/6)
sin(pi/6) cos(pi/6)
 =

1
2 −
√
3
2√
3
2
1
2√
3
2 −12
1
2
√
3
2

Table 6.2 lists all the duals of X that correspond to a basis and ‖Y ‖1 for each of these matrices.
Notice the rows of X is a concatenation of two orthonormal bases. Next since
(
4
2
)
= 6 and
a basis for R2 has two elements, there are six duals that correspond to a basis. Therefore since
the first six matrices in the above table are left inverses of X, they are the complete list of all
duals of X that correspond to a basis. Now let Yi for i = 1, . . . , 6 denote these duals. Next
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Dual Y ‖Y ‖1[
1
2
√
3
2 0 0
−
√
3
2
1
2 0 0
]
1 +
√
3 ≈ 2.73205
[ −1 0 √3 0
−√3 0 1 0
]
2 + 2
√
3 ≈ 5.4641
[
1 0 0 1
− 1√
3
0 0 1√
3
]
2 + 2√
3
≈ 3.1547
[
0 1√
3
1√
3
0
0 1 −1 0
]
2 + 2√
3
≈ 3.1547
[
0
√
3 0 −1
0 −1 0 √3
]
2 + 2
√
3 ≈ 5.4641
[
0 0
√
3
2
1
2
0 0 −12
√
3
2
]
1 +
√
3 ≈ 2.73205
[
0 1√
3
1√
3
0
− 1√
3
0 0 1√
3
]
4√
3
≈ 2.3094
Table 6.1 An example where Problem (P˜1) does not identify a basis.
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let Y7 denote the last dual which does not correspond to a basis. Notice ‖Y7‖1 < ‖Yi‖1 for
i = 1, . . . , 6. Therefore Yi, for i = 1, . . . , 6, cannot be a minimizer of ‖Y ‖1 subject to Y X = I.
Hence the above injective matrix X shows that, in general, problem (P˜1) does not always
have a solution that corresponds to a basis. Under some circumstances, precisely described by
Proposition (6.2.3), problem (P˜1) does identify a basis. However, since problem (P˜1) does not
always identify a basis perhaps problem (P˜1) can be modified to always identify a basis. This
is the topic of the next section.
6.3 A Novel Basis Identification Method
As shown in the previous section, given an injective matrix X ∈ Rm×n problem (P˜1) does
not always identify a subset of the rows of X that form a basis for Rn. This section introduces
another optimization problem, also inspired by problem (P1), which is conjectured to always
identify a basis in the rows of the injective matrix X. Code was written to try to find a
counterexample to the conjecture. That is, the code attempted to find an injective matrix
that did not have a basis identified by the new optimization problem introduced in this section.
However, unlike problem (P˜1), after analyzing millions of randomly generated injective matrices,
no counterexamples were found.
To describe this new optimization problem, given a matrix A ∈ Rm×n let ‖A‖0 denote the
number of nonzero entries in the matrix A. Then, given injective matrix X ∈ Rm×n, consider
the following optimization problem.
minimize ‖XY ‖0 subject to Y X = I (P ′0)
Just as with problem (P˜1), if Y is a matrix such that Y X = I then the columns of Y form
a dual of the rows of X. Thus the columns of Y are a frame for Rn and thus span Rn. Hence
there can be at most m − n columns of zeros in Y . Otherwise, there would not be enough
nonzero vectors for the columns of Y to span Rn.
Next notice if xi denotes the ith row of X and yi denotes the ith column of Y then (XY )i,j =
〈xi, yj〉. Therefore ‖XY ‖0 counts the number of nonzero inner products between the rows of X
and the columns of Y . Now if yj = 0 for some j then 〈xi, yj〉 = 0 for all i = 1, . . . ,m. Therefore
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to minimize ‖XY ‖0 subject to Y X = I it would seem, heuristically, that one should select
matrices Y such that yj = 0 for as many indices j as possible. These are precisely the matrices
that correspond to a basis. As such, heuristically, it would seem that a solution to problem
(P ′0) should correspond to a basis and thus, as described above, can be used to identify a basis
from the rows of X.
As with problem (P0), problem (P
′
0) is difficult to solve since ‖·‖0 is not even continu-
ous. Thus, as was done in the compressed sensing literature, problem (P ′0) will be relaxed by
considering the new problem,
minimize ‖XY ‖1 subject to Y X = I (P ′1)
Problem (P ′1), just as problem (P1), is a convex optimization problem since ‖·‖1 is a norm
as shown in Proposition (2.2.3). However, the matrix-matrix operations in problem (P ′1) as
compared to the matrix-vector operations in problem (P1) makes problem (P
′
1) fundamentally
different from problem (P1).
As with problem (P1), the hope is that, under the right conditions, a solution to problem
(P ′1) is a solution to problem (P ′0). In particular, since heuristically problem (P ′0) identifies
duals that correspond to a basis, the hope is that there exists at least one solution to problem
(P ′1) that correspond to a basis. In particular, the hope is there exists an extreme point of the
set of all minimizers of problem (P ′1) that corresponds to a basis. As such, solving problem
(P ′1) for a particular injective matrix X ∈ Rm×n would allow one to identify a subset of the
rows of X that is a basis for Rn. This is made precise in the next conjecture.
Conjecture 6.3.1. Given an injective matrix X, whose rows are of unit length, each extreme
point of
arg min
Y X=I
‖XY ‖1
corresponds to a basis.
In particular, following the work of Donoho and Elad [15], chapter seven of this work will
focus on the case where the rows of X, in the conjecture above, are the concatenation of two
orthonormal bases. For such an X, this work will focus on the following conjecture.
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Conjecture 6.3.2. Given an injective matrix X, whose rows are a concatenation of two or-
thonormal bases, each left inverse of X that corresponds to an orthonormal basis is an extreme
point of
arg min
Y X=I
‖XY ‖1
Again problem (P ′1) has been solved numerically for millions of randomly selected injective
matrices. For each such matrix, problem (P ′1) always had a solution that corresponded to
a basis. However, notice that although problem (P ′1) is a convex optimization problem, the
function ‖·‖1 is not differentiable. As such, perhaps one could modify problem (P ′1) further to
construct a new problem where the function to minimize is differentiable, but a solution to the
new problem identifies a basis. Thus consider the following optimization problem.
minimize ‖XY ‖22 subject to Y X = I (P ′2)
where recall from Definition (2.2.1), ‖·‖2 : Rm×n → R is defined as
‖X‖2 =
 n∑
j=1
m∑
i=1
X2i,j
1/2
Notice the function ‖·‖22 is differentiable on all of Rm×n. Due to this, problem (P ′2) can be
more easily solved as compared to problem (P ′1). However, as shown in the next result, if X is
an injective matrix then problem (P ′2) has a unique solution which is the matrix representation
of the synthesis operator of the canonical dual of X. Moreover, this dual cannot correspond to
a basis since, in general, the entries of the canonical dual are all nonzero.
Proposition 6.3.1. Let X ∈ Rm×n. Then X† is the unique minimizer of ‖XY ‖22 subject to
Y X = I. In addition, X† is also the unique minimizer of ‖Y ‖22 subject to Y X = I.
Proof.
Notice X† satisfies X†X = I and thus any Y that satisfies Y X = I is of the form Y = X† +Z
where ZX = 0. Next ‖·‖2 as it is defined in Definition (2.2.1) satisfies the Pythagorean Theorem
since it extends the `2 vector norm which satisfies the Pythagorean Theorem. Furthermore,
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from this extension, the inner product of two matrices A and B is
〈A,B〉 =
∑
i,j
Ai,jBi,j
=
∑
i,j
Ai,jB
T
j,i
=
∑
i
(ABT )i,i
= Tr(ABT )
Therefore 〈
XX†, XZ
〉
= Tr(XX†(XZ)T )
= Tr(XX†ZTXT )
= Tr(X(XTX)−1XTZTXT )
= Tr(XTX(XTX)−1XTZT )
= Tr(XTZT )
= Tr((ZX)T )
= 0
Thus by the Pythagorean Theorem,∥∥∥X(X† + Z)∥∥∥2
2
=
∥∥∥XX† +XZ∥∥∥2
2
=
∥∥∥XX†∥∥∥2
2
+ ‖XZ‖22
Next ‖XZ‖22 ≥ 0 with ‖XZ‖2 = 0 if and only if XZ = 0 if and only if Z = 0 since X is
injective. Using a similar analysis of the second problem establishes the second result.

Based on the previous result, the rest of this document will focus on developing conditions
for problem (P ′1) to identify a basis, since numerical evidence suggests problem (P ′1) can always
identify a basis, and problems (P˜1) and (P
′
2) have been shown to, at least sometimes, fail to
identify a basis.
Now it will turn out that given an injective matrix X, the set of minimizers of problem
(P ′1) is nonempty, compact, and convex. Furthermore, in general, this solution set will contain
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infinitely many elements. However, since it is nonempty, compact, and convex, the Krein-
Milman Theorem asserts that the solution set is the closed convex hull of its extreme points.
Recall the solution set is a set of matrices whose columns are dual frames of the rows of the
matrix X. The hope is that at least some of the extreme points of the solution set of problem
(P ′1) are duals that correspond to bases.
The problem, however, is the duals corresponding to which bases that are subsets of the
rows of X are minimizers of problem (P ′1). Looking at examples of injective matrices quickly
show that all duals that correspond to a basis cannot be minimizers. The hope is that if
the rows of X contain an orthonormal basis, then the dual corresponding to that basis is a
minimizer of problem (P ′1).
To that extent, and following the work of Donoho and Elad in [15] who analyzed problem
(P1) for frames that were a concatenation of two orthonormal bases, we will analyze problem
(P ′1) when X is an injective matrix whose rows are a concatenation of two orthonormal bases.
That is, X is of the form (6.2) where X1 and X2 are real orthogonal matrices. In this situation,
the goal is to show that the duals that correspond to bases that are the rows of X1 and X2 are
solutions of problem of (P ′1). That is, the matrices [XT1 |0] and [0 |XT2 ] are solutions to problem
(P ′1). Moreover, the goal is to show that these solutions are extreme points of the solution set
of problem (P ′1). If satisfied, these goals would establish that if a frame is a concatenation of
two orthonormal bases, then constructing the matrix X whose rows are the elements of that
frame, and identifying the extreme points of the solution set of problem (P ′1) for that X would
allow one to identify the two orthonormal bases. Note that although this document focuses on
the case when X is a concatenation of two orthonormal bases, many of the results below apply
to, and are proven for more general situations.
To derive what is needed to analyze the above claims, suppose X is of the form (6.2). It
will be shown below that, in this case, the dual that corresponds to the basis consisting of the
rows of X1, the matrix [X
−1
1 | 0], is a minimizer of problem (P ′1) if and only if 0 is a minimizer
of GX2X−11
as defined below. Furthermore, it will be shown below that permuting the rows of
X just permutes the columns of the minimizers of problem (P ′1). Therefore, to analyze problem
(P ′1) it is enough to analyze the function GB defined next.
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Definition 6.3.1. For fixed B ∈ Rm×n define GB : Rn×m → R as
GB(Y ) := ‖Y ‖1 + ‖Y B − I‖1 + ‖BY ‖1 + ‖BY B −B‖1
The following definition will be needed to see the importance of the above function.
Definition 6.3.2. If X ∈ Rm×n is injective define
DX :=
{
Y ∈ Rn×m : Y X = I}
Again since X is injective its rows X = {xi}mi=1 form a frame for Rn. Then DX is just the
set of matrix representations of the synthesis operators of the dual frames to X. Thus since
X is a frame it has at least one dual frame by Proposition (3.3.3). Let Y denote the matrix
representation of the synthesis operator of this dual frame. Then Y ∈ DX and therefore DX is
nonempty.
The following proposition shows how to describe the set DX for X of the form (6.2).
Proposition 6.3.2. If
X =
[
X1
X2
]
where X1 ∈ Rn×n is invertible and X2 ∈ Rm×n then
DX =
{
[(I − Y X2)X−11 | Y ] : Y ∈ Rn×m
}
Proof.
Notice [Y1 | Y ] ∈ DX where Y1 ∈ Rn×n if and only if
I = [Y1 | Y ]
[
X1
X2
]
= Y1X1 + Y X2
if and only if Y1 = (I − Y X2)X−11 and hence
DX =
{
[(I − Y X2)X−11 | Y ] : Y ∈ Rn×m
}

The next result explicitly shows that the objective function in problem (P ′1) with X of the
form (6.2) can be analyzed in terms of the function GB in definition (6.3.1) for a particular
matrix B derived from X.
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Proposition 6.3.3. If
X =
[
X1
X2
]
where X1 ∈ Rn×n is invertible and X2 ∈ Rm×n and Y˜ = [(I − Y X2)X−11 | Y ] ∈ DX then
‖XY˜ ‖1 = GX2X−11 (X1Y )
Proof.
For convenience, write Y˜ = [Y1 | Y ] where Y1 = (I − Y X2)X−11 . Next let Z = X1Y and
B = X2X
−1
1 . Then
‖XY˜ ‖1 =
∥∥∥∥[X1X2
]
[Y1 | Y ]
∥∥∥∥
1
=
∥∥∥∥∥
[
X1Y1 X1Y
X2Y1 X2Y
]∥∥∥∥∥
= ‖X1Y1‖1 + ‖X1Y ‖1 + ‖X2Y1‖1 + ‖X2Y ‖1
=
∥∥X1(I − Y X2)X−11 ∥∥1 + ‖X1Y ‖1 + ∥∥X2(I − Y X2)X−11 ∥∥1 + ‖X2Y ‖1
=
∥∥X1X−11 −X1Y X2X−11 ∥∥1 + ‖X1Y ‖1 + ∥∥X2X−11 −X2Y X2X−11 ∥∥1 + ‖X2Y ‖1
=
∥∥I −X1Y X2X−11 ∥∥1 + ‖X1Y ‖1 + ∥∥X2X−11 −X2Y X2X−11 ∥∥1 + ‖X2Y ‖1
=
∥∥I −X1Y X2X−11 ∥∥1 + ‖X1Y ‖1 + ∥∥X2X−11 −X2Y X2X−11 ∥∥1 + ∥∥X2X−11 X1Y ∥∥1
=
∥∥I − (X1Y )(X2X−11 )∥∥1 + ‖X1Y ‖1 +∥∥(X2X−11 )− (X2X−11 )(X1Y )(X2X−11 )∥∥1 + ∥∥(X2X−11 )(X1Y )∥∥1
= ‖I − ZB‖1 + ‖Z‖1 + ‖B −BZB‖1 + ‖BZ‖1
= GB(Z)
= GX2X−11
(X1Y )

The next results will establish that permuting the rows of X does not fundamentally change
the minimizers of problem (P ′1). That is, if Y is a minimizer of problem (P ′1) with the matrix
X and if the rows of X are permuted, then Y , with its corresponding columns permuted,
is a solution to problem (P ′1) with the permuted X. Again recall given A ∈ Rm×n with
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σ : {1, . . . ,m} → {1, . . . ,m} a permutation, Aσ ∈ Rm×n is defined as
(Aσ)i,j = Aσ(i),j
Next if ψ : {1, . . . , n} → {1, . . . , n} a permutation, Xψ ∈ Rm×n is defined as
(Aψ)i,j = Ai,ψ(j)
That is, Aσ is the matrix formed by permuting the rows of A according to the permutation
σ and Aψ is the matrix formed by permuting the columns of A according to the permutation ψ.
The next result makes the above description of the affects of permuting the rows of X precise.
Proposition 6.3.4. Let X ∈ Rm×n and Y ∈ Rn×m with σ : {1, . . . ,m} → {1, . . . ,m} a
permutation. Then
Z ∈ arg min
Y X=I
‖XY ‖1 if and only if Zσ ∈ arg min
Y Xσ=I
‖XσY ‖1
Proof.
Notice for any i and j,
(XY )σ(i),σ(j) =
n∑
k=1
Xσ(i),kYk,σ(j) =
n∑
k=1
(Xσ)i,k(Y
σ)k,j = (XσY
σ)i,j
Therefore since σ is bijective,
‖XY ‖1 =
m∑
i,j=1
|(XY )i,j | =
m∑
i,j=1
∣∣(XY )σ(i),σ(j)∣∣ = m∑
i,j=1
|(XσY σ)i,j | = ‖XσY σ‖1
Next, for any i and j,
(Y X)i,j =
m∑
k=1
Yi,kXk,j =
m∑
k=1
Yi,σ(k)Xσ(k),j =
m∑
k=1
(Y σ)i,k(Xσ)k,j = (Y
σXσ)i,j
and therefore Y X = Y σXσ. Thus Z is a minimizer of ‖XY ‖1 subject to Y X = I if and only
if ‖XZ‖1 ≤ ‖XY ‖1 for all Y such that Y X = I if and only if ‖XσZσ‖1 ≤ ‖XσY σ‖1 for all Y
such that I = Y X = Y σXσ if and only if Z
σ is a minimizer of ‖XσY ‖1 subject to Y Xσ = I.

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Again X ∈ Rm×n is injective, then its rows form a frame for Rn and there exists a subset
of the rows of X that are a basis for Rn. Hence exists a permutation σ of {1, . . . ,m} that
permutes the rows of X to generate Xσ such that
Xσ =
[
X1
X2
]
where X1 is invertible. Therefore to analyze problem (P
′
1) it is enough to analyze the problem
for X of the form (6.2). This is the subject of the next result.
Proposition 6.3.5. If
X =
[
X1
X2
]
where X1 ∈ Rn×n is invertible and X2 ∈ Rm×n, then
[X−11 | 0] ∈ arg min
Y X=I
‖XY ‖1 if and only if 0 ∈ arg min
Y ∈Rn×m
GX2X−11
(Y )
Proof.
Recall from Proposition (6.3.3) if Y˜ = [(I − Y X2)X−11 | Y ] ∈ DX then
‖XY˜ ‖1 = GX2X−11 (X1Y )
Therefore
[X−11 | 0] ∈ arg min
Y X=I
‖XY ‖1 if and only if 0 ∈ arg min
Y ∈Rn×m
GX2X−11
(Y )

The above results assumed their corresponding minimization problems had a finite minimum
value that was actually attained for some matrix. The following will show that this is necessarily
the case. That is for fixed B ∈ Rm×n, notice GB(Y ) ≥ 0 for any Y ∈ Rn×m by the definition
of GB. Thus the set {GB(Y ) : Y ∈ Rn×m} is bounded below. Hence by the completeness
property of the real numbers the infimum
inf
Y ∈Rn×m
GB(Y ) (6.3)
exists. The following result, in fact, states that the infimum is obtained at a matrix in a
compact subset of Rn×m.
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Proposition 6.3.6. Fix B ∈ Rm×n. Then for any α ≥ n+ ‖B‖1 the set
AB =
{
Y ∈ Rn×m : ‖Y ‖1 ≤ α
}
is compact and
inf
Y ∈Rn×m
GB(Y ) = min
Y ∈AB
GB(Y )
Proof.
Notice
GB(0) = ‖0‖1 + ‖In − 0B‖1 + ‖B0‖1 + ‖B −B0B‖1 = ‖In‖+ ‖B‖1 = n+ ‖B‖1
However, if Y /∈ AB then Y > α ≥ n+ ‖B‖1 and hence
GB(Y ) = ‖Y ‖+ ‖In − Y B‖1 + ‖BY ‖1 + ‖B −BY B‖1 ≥ ‖Y ‖ > n+ ‖B‖1
Therefore if Y /∈ AB then
GB(0) = n+ ‖B‖1 < GB(Y )
and thus Y cannot be a minimizer of the function GB. Therefore
inf
Y ∈Rn×m
GB(Y ) = inf
Y ∈AB
GB(Y )
Next, since Rn×m is a finite dimensional normed linear space, all norms on the space are
equivalent. Thus AB is bounded by the definition of AB. Next, if {Zn}∞n=1 ⊆ AB such that
limZn = Z then given ε > 0 there exists N such that ‖Z − Zn‖ < ε for all n ≥ N . Therefore
if n ≥ N then Zn ∈ AB implies
‖Z‖1 = ‖Z − Zn + Zn‖1
≤ ‖Zn‖1 + ‖Z − Zn‖1
≤ α+ ‖Z − Zn‖1
< α+ ε
and since ε > 0 was arbitrary it follows that ‖Z‖1 ≤ α and hence Z ∈ AB. Therefore AB is
closed and since it is also bounded it is compact by the Heine-Borel theorem.
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Next since GB is convex on Rn×m it is continuous on the interior of Rn×m which is again
Rn×m. Therefore it is continuous on AB and since AB is compact, GB must attain its minimum
there, completing the proof.

The result above, in fact, shows that the infimum in (6.3) is attained for some matrix and
the set of matrices that attain the infimum is compact and convex. This is the topic of the
next result. This result is very important since it shows that the set of matrices that attain
the minimum in (6.3) is, by the Krein-Milman Theorem, the closed convex hull of its extreme
points. This justifies the work of later sections that will analyze these extreme points.
Theorem 6.3.7. For B ∈ Rm×n let
B = arg min
Y ∈Rn×m
GB(Y )
Then B is nonempty, compact, and convex.
Proof.
The previous result asserts B is nonempty. Next because GB is convex, the set B is convex.
Furthermore the previous result asserts if Y ∈ B then ‖Y ‖1 ≤ n+ ‖B‖1. Hence B is bounded
since all norms on Rn×m are equivalent since Rn×m is finite-dimensional.
Now let α denote the common value of GB on B. Then if {Yn}∞n=1 ⊆ B such that limYn = Y
then since, by Proposition (2.2.6), GB is continuous on Rn×m
GB(Y ) = GB( lim
n→∞Yn)
= lim
n→∞GB(Yn)
= lim
n→∞α
= α
Hence Y ∈ B and therefore B is closed. Thus, by the Heine-Borel theorem, B is compact.

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The previous result asserts for any matrix B there exists at least one matrix Y that is
a global minimizer of GB. Proposition (6.3.5) shows that to find necessary and sufficient
conditions for the dual [X−11 | 0] to be a minimizer of ‖XY ‖1 subject to Y X = I where X is of
the form
X =
[
X1
X2
]
where X1 ∈ Rn×n is invertible, one can equivalently identify necessary and sufficient conditions
for the zero matrix to be a minimizer of GX2X−11
. The following result uses the tools from
subdifferential analysis developed in the previous chapter to derive these conditions.
Theorem 6.3.8. If B ∈ Rm×n then
0 ∈ arg min
Y ∈Rn×m
GB(Y )
if and only if
BT Sgn(B)BT +BT = Λ1 + Λ2B
T +BTΛ3 +B
TΛ4B
T
for some Λ1 ∈ Rn×m, Λ2 ∈ Rn×n, Λ3 ∈ Rm×m, Λ4 ∈ Rm×n such that
1. ‖Λ1‖∞ , ‖Λ2‖∞ , ‖Λ3‖∞ , ‖Λ4‖∞ ≤ 1
2. (Λ2)i,i = 0 for all i = 1, . . . , n
3. (Λ4)i,j = 0 for all i = 1, . . . ,m and j = 1, . . . , n such that Bi,j 6= 0
Proof.
Let f1, f2, f3, f4 : Rn×m → R be defined as f1(Y ) := ‖Y ‖1, f2(Y ) := ‖In − Y B‖1, f3(Y ) :=
‖BY ‖1, and f4(Y ) := ‖B −BY B‖1. Notice then, by its definition, GB(Y ) = f1(Y ) + f2(Y ) +
f3(Y ) + f4(Y ). Thus using Theorem 23.8, [25],
∂GB(0) = ∂f1(0) + ∂f2(0) + ∂f3(0) + ∂f4(0)
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Next, by Proposition (5.2.1),
∂f1(0) =
{
Λ1 : Λ1 ∈ Rn×m and ‖Λ1‖∞ ≤ 1
}
∂f2(0) =
{
(Λ2 − Sgn(In))BT : Λ2 ∈ Rn×n and ‖Λ2‖∞ ≤ 1 and (Λ2)i,i = 0 for i = 1, . . . , n
}
=
{
(Λ2 − In)BT : Λ2 ∈ Rn×n and ‖Λ2‖∞ ≤ 1 and (Λ2)i,i = 0 for i = 1, . . . , n
}
∂f3(0) =
{
BTΛ3 : Λ3 ∈ Rm×m and ‖Λ3‖∞ ≤ 1
}
∂f4(0) =
{
BT (Λ4 − Sgn(B))BT : Λ4 ∈ Rm×n and ‖Λ4‖∞ ≤ 1 and if Bi,j 6= 0 then (Λ4)i,j = 0
}
Further, by Proposition (4.3.6),
0 ∈ arg min
Y ∈Rn×m
GB(Y ) if and only if 0 ∈ ∂GB(0)
Thus, from the above calculations, 0 ∈ ∂GB(0) if and only if
0 = Λ1 + (Λ2 − In)BT +BTΛ3 +BT (Λ4 − Sgn(B))BT
for some Λ1 ∈ Rn×m, Λ2 ∈ Rn×n, Λ3 ∈ Rm×m, Λ4 ∈ Rm×n such that
1. ‖Λ1‖∞ , ‖Λ2‖∞ , ‖Λ3‖∞ , ‖Λ4‖∞ ≤ 1
2. (Λ2)i,i = 0 for all i = 1, . . . , n
3. (Λ4)i,j = 0 for all i = 1, . . . ,m and j = 1, . . . , n such that Bi,j 6= 0
if and only if
BT Sgn(B)BT +BT = Λ1 + Λ2B
T +BTΛ3 +B
TΛ4B
T

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CHAPTER 7. Special Cases
This chapter is a collection of results that show if an injective matrix X ∈ Rm×n has one
of several special forms then there exists a solution to problem (P ′1) that identifies a subset of
the rows of X ∈ Rn×n that forms a basis for Rn.
Theorem 7.0.9. Let b ∈ Rn such that ‖b‖∞ ≤ 1. Then zero is a global minimizer of GbT .
Proof.
Recall from Theorem (6.3.8)
bSgn(b)T b+ b = Λ1 + Λ2b+ bΛ3 + bΛ
T
4 b (7.1)
for some Λ1 ∈ Rn, Λ2 ∈ Rn×n, Λ3 ∈ R, Λ4 ∈ Rn such that
1. ‖Λ1‖∞ , ‖Λ2‖∞ , ‖Λ3‖∞ , ‖Λ4‖∞ ≤ 1
2. (Λ2)i,i = 0 for all i = 1, . . . , n
3. (Λ4)j = 0 for all j = 1, . . . , n such that bj 6= 0
Now let
Λ2 =

b1 sgn(b1) b1 sgn(b2) · · · b1 sgn(bn)
b2 sgn(b1) b2 sgn(b2) · · · b2 sgn(bn)
...
...
. . .
...
bn sgn(b1) bn sgn(b2) · · · bn sgn(bn)
− diag(|b1| , . . . , |bn|)
Notice ‖Λ2‖∞ ≤ 1 since ‖b‖∞ ≤ 1 and (Λ2)i,i = 0 for all i = 1, . . . , n. Also
Λ2b = ‖b‖1 b− diag(|b1| , . . . , |bn|)b
Next let Λ1 = diag(|b1| , . . . , |bn|)b and Λ3 = 1 and Λ4 = 0. Notice (Λ1)i = |bi| bi and therefore
‖Λ1‖∞ ≤ 1 since ‖b‖∞ ≤ 1. Thus
Λ1 + Λ2b+ bΛ3 + bΛ
T
4 b = ‖b‖1 b+ b
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Figure 7.1 The sets defined in Theorem (7.0.11)
Therefore since
bSgn(b)T b+ b = ‖b‖1 b+ b
equation (7.1) is satisfied and therefore zero is a global minimizer of GbT .

In R2, the converse of the above proposition is also true.
Proposition 7.0.10. Let b ∈ R2. Then zero is a global minimizer of GbT if and only if
‖b‖∞ ≤ 1.
Proof.
The reverse direction follows from the previous result. Now suppose ‖b‖∞ > 1 and write
b = (b1 b2)
T . Since ‖b‖∞ > 1 either |b1| > 1 or |b2| > 1. Without loss of generality suppose
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|b1| > 1. Then by Proposition (6.3.5), zero is a global minimizer of GbT if and only if
Z =
[
1 0 0
0 1 0
]
is a minimizer of ‖XY ‖1 subject to Y X = I where
X =

1 0
0 1
b1 b2

Now let
W =
[
0 −b2/b1 −1/b1
0 1 0
]
Notice both ZX = I and WX = I. Also ‖XZ‖1 = 2 + |b1|+ |b2| and since
WZ =

0 −b2/b1 −1/b1
0 1 0
0 0 −1

it follows that ‖XW‖1 = 2 + |b2||b1| + 1|b1| . Last notice ‖XW‖1 < ‖XZ‖1 if and only if
|b2|
|b1| +
1
|b1| <
|b1|+ |b2| if and only if |b2| (1− |b1|) < |b1|2 − 1 if and only if (since |b1| > 1 by assumption)
|b2| > |b1|
2 − 1
1− |b1| = −(|b1|+ 1)
Thus, because the last inequality holds, Z cannot be a minimizer of ‖XY ‖1 subject to Y X = I
and therefore zero is not a global minimizer of GbT . Therefore if ‖b‖∞ > 1 then zero is not a
global minimizer of GbT .

The next result is a very nice example of the claim that, given an injective matrix, there
exists a solution to problem (P ′1) that identifies a basis in the rows of that injective matrix. In
particular, given the injective matrix
X =

1 0
0 1
x1 x2

where x1 and x2 are any real numbers, the set of minimizers of problem (P
′
1) is either a point,
a line segment, or a triangle. In any case, the point, the endpoints of the line segment, or the
vertices of the triangle are matrices Y such that Y X = I and each Y corresponds to a basis.
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Theorem 7.0.11. Let
X =

1 0
0 1
x1 x2

where x1, x2 6= 0 and define the sets (see Figure (7)),
A1 = {(x, y) : x > 1 and 0 < y < x}
A2 = {(x, y) : 0 < x < y and y > 1}
A3 = {(x, y) : 0 < x < 1 and 0 < y < 1}
B1 = {(x, y) : x > 1 and x = y}
B2 = {(x, y) : 0 < x < 1 and y = 1}
B3 = {(x, y) : x = 1 and 0 < y < 1}
C1 = {(1, 1)}
Now consider the left inverses of X,
Y1 =
[
0 −x2x1 1x1
0 1 0
]
, Y2 =
[
1 0 0
−x1x2 0 1x2
]
, and Y3 =
[
1 0 0
0 1 0
]
Then
arg min
Y X=I
‖XY ‖1 =

{Y1} if (|x1|, |x2|) ∈ A1
{Y2} if (|x1|, |x2|) ∈ A2
{Y3} if (|x1|, |x2|) ∈ A3
conv {Y1, Y2} if (|x1|, |x2|) ∈ B1
conv {Y2, Y3} if (|x1|, |x2|) ∈ B2
conv {Y1, Y3} if (|x1|, |x2|) ∈ B3
conv {Y1, Y2, Y3} if (|x1|, |x2|) ∈ C1
Proof.
By Proposition (6.3.5), Y3 is a minimizer of ‖XY ‖1 subject to Y X = I if and only if the zero
matrix is a minimizer of G(x1 x2). Next, by the previous proposition, zero is a global minimizer
of G(x1 x2) if and only if max {|x1| , |x2|} ≤ 1 if and only if |x1| ≤ 1 and |x2| ≤ 1.
Next, by Proposition (6.3.4), Y2 is a minimizer of ‖XY ‖1 subject to Y X = I if and only if
(by permuting the second and third column of Y2)
Y˜2 =
[
1 0 0
−x1x2 1x2 0
]
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is a minimizer of ‖X˜Y ‖1 subject to Y X˜ = I where
X˜ =

1 0
x1 x2
0 1

if and only if, by Proposition (6.3.5), zero is a global minimizer of GZ where
Z =
[
0 1
] [ 1 0
x1 x2
]−1
=
[
−x1x2 1x2
]
if and only if, by the previous proposition, max {|x1| / |x2| , 1/ |x2|} ≤ 1 if and only if |x1| ≤ |x2|
and |x2| ≥ 1.
Similarly, Y1 is a minimizer of ‖XY ‖1 subject to Y X = I if and only if max {|x2| / |x1| , 1/ |x1|} ≤
1 if and only if |x2| ≤ |x1| and |x1| ≥ 1.
The result follows from collecting the above results and restating them in terms of the sets
C1 and Ai and Bi for i = 1, 2, 3.

The next result shows if the `1 norm of the rows of a matrix B ∈ Rm×n is no more than
one, then the zero matrix is a global minimizer of GB. That is, by Proposition (6.3.5), [I | 0] is
a minimizer of ∥∥∥∥[ IB
]
Y
∥∥∥∥
1
subject to
Y
[
I
B
]
= I
where Y ∈ Rn×(m+n).
Lemma 7.0.12. Let B ∈ Rm×n such that ‖bi‖1 ≤ 1 for all i = 1, . . . ,m where bi denotes the
ith row of B. Then zero is a global minimizer of GB.
Proof.
Let Λ1 = B
T , Λ2 = Λ4 = 0, and Λ3 = Sgn(B)B
T . Now given i = 1, . . . ,m notice
‖bi‖ =
n∑
j=1
|Bi,j | ≤ 1
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Hence |Bi,j | ≤ 1 for all j = 1, . . . , n. Therefore since i was arbitrary, ‖Λ1‖∞ =
∥∥BT∥∥∞ ≤ 1.
Next notice for any i, j = 1, . . . ,m,
|(Λ3)i,j | =
∣∣(Sgn(B)BT )i,j∣∣
=
∣∣∣∣∣
n∑
k=1
Sgn(B)i,kB
T
k,j
∣∣∣∣∣
=
∣∣∣∣∣
n∑
k=1
sgn(Bi,k)Bj,k
∣∣∣∣∣
≤
n∑
k=1
|sgn(Bi,k)| · |Bj,k|
≤
n∑
k=1
|Bj,k|
= ‖bj‖1
≤ 1
Thus ‖Λ3‖∞ ≤ 1. Furthermore,
Λ1 + Λ2B
T +BTΛ3 +B
TΛ4B
T = BT +BT Sgn(B)BT
Therefore by the previous result, zero is a global minimizer of GB.

Now statement (6.1) can be modified to define the mutual incoherence between two matrices
X1 ∈ Rm1×n and X2 ∈ Rm2×n as
M(X1, X2) := max
1≤i≤m1
1≤j≤m2
|〈(X1)i, (X2)j〉| =
∥∥X2XT1 ∥∥∞ (7.2)
where (Xi)j denotes the j row of matrix Xi for i = 1, 2.
The next result shows if X = {xi}mi=1 is a frame such that {xi}i∈I is a basis for some
index set I ⊆ {1, . . . ,m} then a dual corresponding to this basis a minimizers of problem (P ′1)
provided
max
i∈I
j /∈I
|〈yi, xj〉| ≤ 1
n
.
where {yi}i∈I is the (unique) dual basis of {xi}i∈I .
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That is, if the elements in the dual of the basis are not aligned with any of the other
elements of the frame then the matrix Z with columns zi where zi = yi for i ∈ I and zi = 0
for i /∈ I is one minimizer of problem (P ′1). Note in general problem (P ′1) may have infinitely
many minimizers.
Specifically, the next result involves the injective matrix
X =
[
X1
X2
]
where X1 ∈ Rn×n is invertible. The result then involves the analysis of the the mutual inco-
herence M((X−11 )
T , X2). To understand this value, let X = {xi}ni=1 denote the first n rows of
X. That is, X consists of all of the rows of X1. Therefore since X1 is invertible, X is a basis,
and hence a frame.
Now let Y = {yi}ni=1 be the unique dual of X. Since X1X−11 = I notice that because X1 is
the analysis operator of X the matrix X−11 is the synthesis operator of Y. That is, yi is the ith
column of X−11 for i = 1, . . . , n. Thus yi is the ith row of (X
−1
1 )
T for i = 1, . . . , n. Hence, by
definition (7.2) the value M((X−11 )
T , X2) is the largest absolute value of the inner products of
the elements of Y with the rows of X2.
Theorem 7.0.13. Let X ∈ Rm×n be an injective matrix with
X =
[
X1
X2
]
where X1 ∈ Rn×n is an injective matrix. If M((X−11 )T , X2) ≤ 1/n, then
[X−11 | 0] ∈ arg min
Y X=I
‖XY ‖1
Proof.
By Proposition (6.3.5)
[X−11 | 0] ∈ arg min
Y X=I
‖XY ‖1 if and only if 0 ∈ arg min
Y ∈Rn×(m−n)
GB(Y )
where B = X2X
−1
1 ∈ R(m−n)×n. Notice if
M((X−11 )
T , X2) =
∥∥X2((X−11 )T )T∥∥∞ = ∥∥X2X−11 ∥∥∞ ≤ 1n
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then |bi,j | ≤ 1/n for all i = 1, . . . ,m− n and j = 1, . . . , n. Next for any i = 1, . . . ,m− n, if bi
denotes the ith row of B then
‖bi‖1 =
n∑
j=1
|bi,j | ≤ n
(
1
n
)
= 1
therefore by the previous proposition, zero is a global minimizer of GB completing the proof.

The last result deals with a particular class of real orthogonal matrices, the Hadamard
matrices. That is, a matrix H ∈ Rn×n is a Hadamard matrix if Hi,j = ±1 for all i, j = 1, . . . , n
and HHT = nI.
Theorem 7.0.14. Let X ∈ Rm×n be an injective matrix with
X =
[
X1
X2
]
where X1 ∈ Rn×n is an injective matrix. Next let B = X2X−11 . If
B =
1√
n
H
where H ∈ Rn×n is a Hadamard matrix then
[X−11 | 0] ∈ arg min
Y X=I
‖XY ‖1
Proof.
By Proposition (6.3.5)
[X−11 | 0] ∈ arg min
Y X=I
‖XY ‖1 if and only if 0 ∈ arg min
Y ∈Rn×(m−n)
GB(Y )
Next by Proposition (6.3.8) the zero matrix is a global minimizer of GB if and only if
BT Sgn(B)BT +BT = Λ1 + Λ2B
T +BTΛ3 +B
TΛ4B
T (7.3)
for some Λ1 ∈ Rn×n, Λ2 ∈ Rn×n, Λ3 ∈ Rn×n, Λ4 ∈ Rn×n such that
1. ‖Λ1‖∞ , ‖Λ2‖∞ , ‖Λ3‖∞ , ‖Λ4‖∞ ≤ 1
2. (Λ2)i,i = 0 for all i = 1, . . . , n
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3. (Λ4)i,j = 0 for all i, j = 1, . . . , n such that Bi,j 6= 0
Now notice Sgn(B) = H =
√
nB. Therefore
BT Sgn(B)BT +BT = BT (
√
nB)BT +BT = (1 +
√
n)BT
Thus set Λ1 =
√
nBT , Λ3 = I, and Λ2 = Λ4 = 0, and notice these choices satisfy system (7.3).
Next, notice ∥∥√nBT∥∥∞ = ∥∥∥∥√n( 1√nH
)∥∥∥∥
∞
= ‖H‖∞ = 1
Thus Λi for i = 1, . . . , 4 satisfy all the conditions imposed by Proposition (6.3.8) and therefore
the zero matrix is a global minimizer of GB.

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CHAPTER 8. The Real Orthogonal Case
Notice if X ∈ R2n×n is an injective matrix whose rows are a concatenation of two orthonor-
mal bases then by Proposition (6.3.4) one can permute the rows of X without fundamentally
affecting the solution to problem (P1). Therefore one can assume X is of the form
X =
[
X1
X2
]
(8.1)
where X1, X2 ∈ Rn×n are real orthogonal matrices. Notice then for X of the above form,∥∥∥∥[X1X2
]
[XT1 | 0]
∥∥∥∥
1
=
∥∥∥∥∥
[
I 0
X2X
T
1 0
]∥∥∥∥∥
1
= n+
∥∥X2XT1 ∥∥1
and since
∥∥X1XT2 ∥∥1 = ∥∥(X1XT2 )T∥∥1 = ∥∥X2XT1 ∥∥1 it follows that∥∥∥∥[X1X2
]
[0 |XT2 ]
∥∥∥∥
1
=
∥∥∥∥∥
[
0 X1X
T
2
0 I
]∥∥∥∥∥
1
= n+
∥∥X2XT1 ∥∥1
Next notice [XT1 | 0], [0 |XT2 ] ∈ DX and by the above calculations
[XT1 | 0] ∈ arg min
Y X=I
‖XY ‖1 if and only if [0 |XT2 ] ∈ arg min
Y X=I
‖XY ‖1
Therefore if the solution to problem (P1) identifies the orthonormal basis X1 if and only if
it identifies the orthonormal basis X2. Next by Proposition (6.3.5)
[XT1 | 0] ∈ arg min
Y X=I
‖XY ‖1 if and only if 0 ∈ arg min
Y ∈Rn×n
GX2XT1
(Y )
Now let B = X2X
T
1 . Then the above work shows
[XT1 | 0] ∈ arg min
Y X=I
‖XY ‖1 if and only if 0 ∈ arg min
Y ∈Rn×n
GB(Y )
Notice B is real orthogonal since X1 and X2 are real orthogonal. Thus in order for [X
T
1 | 0]
and [0 | XT2 ] to be solutions to problem (P1) for X of the form (8.1) for any real orthogonal
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matrices X1 and X2, it must be that zero matrix is a global minimizer of GB for any real
orthogonal matrix B.
Thus the work in this chapter will address, if B is a real orthogonal matrix, then when is the
zero matrix necessarily a global minimizer of GB. The first section of this chapter shows if zero
is, in fact, a global minimizer of GB then it is an extreme point of the set of global minimizers.
The second section establishes that it is enough to consider the case when B is a real orthogonal
matrix such that Bi,j 6= 0 for all i and j. The third section develops optimality conditions that
guarantee the zero matrix is a global minimizer of GB. The fourth section establishes conditions
a real orthogonal matrix B should satisfy provided it is a global minimizer of GB. If one could
find a real orthogonal matrix A that does not satisfy these conditions, it is possible a that the
zero matrix is not a global minimizer of GA. The fifth section, however, establishes that all
real orthogonal matrices satisfy the conditions derived in section three.
8.1 Results on Extreme Points of the Solution Set
Recall if B ∈ Rm×n is any matrix then GB is defined as
GB(Y ) = ‖Y ‖1 + ‖I − Y B‖1 + ‖BY ‖1 + ‖B −BY B‖1
Therefore if B ∈ Rn×n is a real orthogonal matrix then the fact that GB(0) = n+ ‖B‖1 and
GB(B
T ) =
∥∥BT∥∥
1
+
∥∥I − (BT )B∥∥
1
+
∥∥BBT∥∥
1
+
∥∥B −B(BT )B∥∥
= ‖I‖1 +
∥∥BT∥∥
1
= n+ ‖B‖1
shows that the zero matrix is a global minimizer of GB if and only if B
T is a global minimizer.
This section will focus on showing that if the zero matrix and BT are global minimizers of
GB for some real orthogonal matrix B then both the zero matrix and B
T are in fact extreme
points of the set of global minimizers of GB. The following result shows that if a point is the
unique maximizer of the `1 norm over a convex set then it is an extreme point of that set.
Uniqueness is essential in the proposition. That is, consider the `1 ball in R2
B1 =
{
x ∈ R2 : ‖x‖1 ≤ 1
}
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Then any x ∈ B1 such that ‖x‖1 = 1 is a maximizer of ‖·‖1 over B1. However, only ±(1 0)T
and ±(0 1)T are extreme points of B1.
Proposition 8.1.1. Consider a nonempty convex set A ⊆ Rn. If
arg max
x∈A
‖x‖1 = {z}
then z is an extreme point of A.
Proof.
Suppose, to reach a contradiction, that z is not an extreme point of A. Then there exists
λ ∈ (0, 1) and x, y ∈ A with x 6= z and y 6= z such that z = λx + (1 − λ)y. Then because
x, y ∈ A and z is the unique maximizer of ‖·‖1 on A it follows that ‖x‖1 , ‖y‖1 < ‖z‖1. Therefore
because ‖·‖1 is a norm,
‖z‖1 = ‖λx+ (1− λ)y‖1
≤ ‖λx‖1 + ‖(1− λ)y‖1
= λ ‖x‖1 + (1− λ) ‖y‖1
< λ ‖z‖1 + (1− λ) ‖z‖1
= ‖z‖1
a contradiction. Thus z is an extreme point of A.

The next result shows that translating a convex set affects the extreme points of the set
just as one would expect. That is, a point of the translated set is an extreme point of that set
if and only if it is a translate of an extreme point of the original set.
Proposition 8.1.2. Let A ⊆ Rn be a convex set and x ∈ A an extreme point of A. Then for
any y ∈ Rn the point x+ y is an extreme point of A+ y = {a+ y : a ∈ A}.
Proof.
Suppose x+y is not an extreme point ofA+y. Then there exists b1, b2 ∈ A+y with b1, b2 6= x+y
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and λ ∈ (0, 1) such that x+ y = λb1 + (1− λ)b2. Next, since bi ∈ A+ y for i = 1, 2 there exist
a1, a2 ∈ A such that bi = ai + y for i = 1, 2. Then
x+ y = λb1 + (1− λ)b2

The fact that there is a unique minimizer to the function g in the next proposition is
essential to show that the zero matrix and BT , for a real orthogonal matrix B, are extreme
points of the set of global minimizers of GB provided they are themselves global minimizers of
GB.
Proposition 8.1.3. Let B ∈ Rn×n be a real orthogonal matrix and define
g(Y ) := ‖BY ‖1 + ‖I − Y B‖1 + ‖B −BY B‖1
Then
arg min
Y ∈Rn×n
g(Y ) =
{
BT
}
Proof.
Define
f(Y ) := g(Y +BT )
=
∥∥B(Y +BT )∥∥
1
+
∥∥I − (Y +BT )B∥∥
1
+
∥∥B −B(Y +BT )B∥∥
1
= ‖BY + I‖1 + ‖I − (Y B + I)‖1 + ‖B − (BY B +B)‖1
= ‖BY + I‖1 + ‖Y B‖1 + ‖BY B‖1
Notice f is convex on Rn×n and thus by Proposition (5.2.1)
∂f(0) =
{
BT (Λ1 + Sgn(I)) + Λ2B
T +BTΛ3B
T : ‖Λi‖∞ ≤ 1 for i = 1, 2, 3 and (Λ1)i,i = 0 for all i
}
=
{
BT (Λ1 + I) + Λ2B
T +BTΛ3B
T : ‖Λi‖∞ ≤ 1 for i = 1, 2, 3 and (Λ1)i,i = 0 for all i
}
Now setting Λ1 = 0, Λ2 = −I, and Λ3 = 0 notice
BT (Λ1 + I) + Λ2B
T +BTΛ3B
T = 0
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Therefore since (Λ1)i,i = 0 for all i and ‖Λi‖∞ ≤ 1 for i = 1, 2, 3 it has been established that
0 ∈ ∂f(0). Therefore by Proposition (8.1.2),
min
Y ∈Rn×n
g(Y ) = min
Y ∈Rn×n
g(Y +BT )
= min
Y ∈Rn×n
f(Y )
= f(0)
In particular, Y = 0 is a global minimizer of f(·). That is, f(Y ) ≥ f(0) for all Y ∈ Rn×n. Now
for 0 < t < 1
hY (t) := f(tY )
= ‖B(tY ) + I‖1 + ‖(tY )B‖1 + ‖B(tY )B‖1
= ‖tBY + I‖1 + t ‖Y B‖1 + t ‖BY B‖1
=
∑
i 6=j
|t(BY )i,j |+
∑
i
|t(BY )i,i + 1|+ t ‖Y B‖1 + t ‖BY B‖1
= t
∑
i 6=j
|(BY )i,j |+
∑
i
|t(BY )i,i + 1|+ t ‖Y B‖1 + t ‖BY B‖1
Now let
O1 =
{
Y ∈ Rn×n : ‖BY ‖∞ < 1
}
O2 =
{
Y ∈ Rn×n : ‖Y B‖∞ < 1
}
Notice 0 ∈ O1 and 0 ∈ O2 and O1 and O2 are open. Thus setting O = O1 ∩ O2, notice O is
open and contains zero. Then for all Y ∈ O
hY (t) = t
∑
i 6=j
|(BY )i,j |+
∑
i
|t(BY )i,i + 1|+ t ‖Y B‖1 + t ‖BY B‖1
= t
∑
i 6=j
|(BY )i,j |+
∑
i
(1 + t(BY )i,i) + t ‖Y B‖1 + t ‖BY B‖1
Therefore hY is differentiable t ∈ (0, 1) and any Y ∈ O. Next if Tr denotes the trace of a square
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matrix where for any X ∈ Rn×n then
h′Y (t) =
∑
i 6=j
|(BY )i,j |+
∑
i
(BY )i,i + ‖Y B‖1 + ‖BY B‖1
=
∑
i 6=j
|(BY )i,j |+ Tr(BY ) + ‖Y B‖1 + ‖BY B‖1
=
∑
i 6=j
|(BY )i,j |+ Tr(Y B) + ‖Y B‖1 + ‖BY B‖1
=
∑
i 6=j
|(BY )i,j |+
∑
i
(Y B)i,i +
∑
i
|(Y B)i,i|+
∑
i 6=j
|(Y B)i,j |+ ‖BY B‖1
=
∑
i 6=j
|(BY )i,j |+
∑
i
(|(Y B)i,i| − (Y B)i,i) +
∑
i 6=j
|(Y B)i,j |+ ‖BY B‖1
Then ‖Y B‖∞ < 1 implies |(Y B)i,i| ≤ 1 for each i and thus |(Y B)i,i| − (Y B)i,i ≥ 0 for all
i. Therefore because |(BY )i,j | , |(Y B)i,j | ≥ 0 for all i and j and ‖BY B‖1 ≥ 0 it follows that
h′Y (t) ≥ 0. Next, since each term in the sum above is non-negative h′Y (t) = 0 if and only if
‖BY B‖1 = 0 if and only if BY B = 0 if and only if Y = 0 since B is invertible. Therefore
h′Y (t) > 0 for every t ∈ (0, 1) and every Y ∈ O with Y 6= 0. Therefore by Proposition (4.3.4),
arg min
Y ∈Rn×n
f(Y ) = {0}
Hence by Proposition (8.1.2),
arg min
Y ∈Rn×n
g(Y ) =
{
BT
}

Notice GB = ‖Y ‖1 + g(Y ) with g as defined above. However, although ‖Y ‖1 has the zero
matrix as its unique global minimizer, and g has BT as its unique global minimizer provided
B is a real orthogonal matrix, this is unfortunately not enough to ensure the zero matrix and
BT are global minimizers of GB.
Proposition 8.1.4. Let B ∈ Rn×n be a real orthogonal matrix. Then
arg min
Y ∈Rn×n
GB(Y ) ⊆
{
Y ∈ Rn×n : ‖Y ‖1 ≤ ‖B‖1
}
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Proof.
Define g1 : Rn×n → R and g2 : Rn×n → R by
g1(Y ) := ‖Y ‖1
g2(Y ) := ‖BY ‖1 + ‖I − Y B‖1 + ‖B −BY B‖1
Then by Proposition (8.1.3), g2(Y ) ≥ g2(BT ) = ‖I‖1 = n for all Y ∈ Rn×n. Therefore for any
Y ∈ Rn×n with ‖Y ‖1 > ‖B‖1 direct calculation reveals
GB(Y ) = g1(Y ) + g2(Y )
= ‖Y ‖1 + g2(Y )
> ‖B‖1 + g2(Y ) since ‖Y ‖1 > ‖B‖1
≥ ‖B‖1 + n since g2(Y ) ≥ n for all Y
= GB(0)
Therefore Y cannot be a minimizer of GB(·), proving the result.

The following is essential to prove the main result of this section. It shows that when the
zero matrix and BT are global minimizers for GB, where B is a real orthogonal matrix, then
they are in fact extreme points of the set of global minimizers.
Proposition 8.1.5. Let B ∈ Rn×n be a real orthogonal matrix and let
A = arg min
Y ∈Rn×n
GB(Y )
If 0 ∈ A or BT ∈ A then both 0 ∈ A and BT ∈ A and, in fact, both 0 and BT are extreme
points of A.
Proof.
First GB(0) = n + ‖B‖1 = GB(BT ). Therefore 0 ∈ A if and only if BT ∈ A. Next, by
Proposition (8.1.4),
A ⊆ {Y ∈ Rn×n : ‖Y ‖1 ≤ ‖B‖1}
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Therefore ‖Y ‖1 ≤ ‖B‖1 for all Y ∈ A. Now suppose Y ∈ A with ‖Y ‖1 = ‖B‖1. It will
be show that, in this case, Y must be BT . To do so, notice by assumption 0 ∈ A and thus
GB(0) = n+ ‖B‖1 is the minimum value of GB over the set of all n× n matrices. Therefore if
Y ∈ A and ‖Y ‖1 = ‖B‖1 then
n+ ‖B‖1 = GB(Y )
= ‖Y ‖1 + ‖I − Y B‖1 + ‖BY ‖1 + ‖B −BY B‖1
= ‖B‖1 + ‖I − Y B‖1 + ‖BY ‖1 + ‖B −BY B‖1
Therefore
‖I − Y B‖1 + ‖BY ‖1 + ‖B −BY B‖1 = n
However, it was shown in Proposition (8.1.3) that
‖I − ZB‖1 + ‖BZ‖1 + ‖B −BZB‖1 ≥ n
for all Z ∈ Rn×n with equality if and only if Z = BT . Therefore if Y ∈ A and ‖Y ‖1 = ‖B‖1
then Y = BT . Therefore ‖Y ‖1 ≤ ‖B‖1 for all Y ∈ A and BT ∈ A being the unique W ∈ A
with ‖W‖1 = ‖B‖1 establishes that
arg max
Y ∈A
‖Y ‖1 =
{
BT
}
Therefore by Proposition (8.1.1), BT is an extreme point of A.
Next let
B = arg min
Y ∈Rn×n
GB(Y +B
T )
= arg min
Z−BT∈Rn×n
GB(Z)
= arg min
Z∈Rn×n
GB(Z)
Now, by assumption, Z = 0 is a global minimizer of GB. Therefore, as shown above, B
T is an
extreme point of B. However, notice B = A+BT and hence A = B−BT . Thus, by Proposition
(8.1.2), BT −BT = 0 is an extreme point of A.

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The following is the main result of this section. Applying Proposition (6.3.4) to reorder
rows if necessary, it states if the rows of an injective matrix X are a concatenation of two
orthonormal bases, and there exists a left inverse of X that corresponds to an orthonormal
basis that is a minimizer of problem (P ′1) then, in fact, all left inverses of X that correspond
to an orthonormal basis are extreme points of the set of minimizers of problem (P ′1).
Theorem 8.1.6. Let
X =
[
X1
X2
]
where X1, X2 ∈ Rn×n are real orthogonal matrices. Next let
A = arg min
Y X=I
‖XY ‖1
If either [XT1 | 0] ∈ A or [0 | XT2 ] ∈ A then both [XT1 | 0] ∈ A and [0 | X2]T ∈ A and, in fact,
[XT1 | 0] and [0 |X2]T are both extreme points of A.
Proof.
The result follows directly from the previous proposition along with Propositions (6.3.5) and
(6.3.2). That is, suppose [XT1 | 0] ∈ A. Then by Proposition (6.3.5) the zero matrix is a global
minimizer of GB where B = X2X
T
1 . Next, by the previous proposition, if the zero matrix is a
global minimizer of GB then the zero matrix is an extreme point of
B = arg min
Y ∈Rn×n
GB(Y )
Next by Proposition (6.3.2), each Y ∈ Rn×n corresponds to the matrix Z = [(I − Y X2)XT1 | 0]
that satisfies ZX = I. Now, to reach a contradiction, suppose there exists matrices Z1, Z2 ∈ A
and 0 < λ1, λ2 < 1 with λ1 + λ2 = 1 such that [X
T
1 | 0] = λ1Z1 + λ2Z2. Then by Proposition
(6.3.2), let Y1, Y2 ∈ Rn×n be such that Zi = [(I − YiX2)XT1 | 0] for i = 1, 2. Then,
[XT1 | 0] = λ1Z1 + λ2Z2
= λ1[(I − Y1X2)XT1 | 0] + λ2[(I − Y2X2)XT1 | 0]
= [(I − (λ1Y1 + λ2Y2)X2)XT1 | 0]
Therefore XT1 = (I−(λ1Y1+λ2Y2)X2)XT1 and hence λ1Y1+λ2Y2 = 0. However, this contradicts
the fact that the zero matrix is an extreme point of B. Therefore [XT1 | 0] is an extreme point.
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A similar application of the previous proposition and Propositions (6.3.5) and (6.3.2) shows
that [0 |XT2 ] is also an extreme point of A. Last, a direct calculation shows∥∥∥∥[X1X2
]
[XT1 | 0]
∥∥∥∥
1
= n+
∥∥X2XT1 ∥∥ = ∥∥∥∥[X1X2
]
[0 |XT2 ]
∥∥∥∥
1
Therefore [XT1 | 0] ∈ A if and only if [0 |XT2 ] ∈ A.

8.2 Results on Real Orthogonal Matrices That Are Nowhere Zero
The results of this section will show that the zero matrix is a global minimizer of GB for
any real orthogonal matrix B if and only if the zero matrix is a global minimizer of GA for any
real orthogonal matrix A such that Ai,j 6= 0 for all i and j. The assertion that A is nowhere
zero will be very useful when using subdifferential analysis to analyze the function GA in later
chapters. First, a definition will be needed.
Definition 8.2.1. Define M : Rm×n → R as
M(B) := min
Y ∈Rn×m
GB(Y )
The following result follows from Proposition (5.1.5) and is very useful as it implies if B is
a matrix and {Bn}∞n=1 is a sequence of matrices converging to B then
min
Y ∈Rn×m
GB(Y ) =M(B) =M( lim
n→∞Bn) = limn→∞M(Bn) = limn→∞ minY ∈Rn×mGBn(Y )
Thus the global minimum of GB can be calculated by calculating the global minimum of GBn
for Bn arbitrarily close to B.
Proposition 8.2.1. The function M is continuous on Rm×n.
Proof.
Given X ∈ Rm×n define the set
CX :=
{
C ∈ Rm×n : ‖C‖1 ≤ ‖X‖1
}
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Notice X ∈ CX and, by construction, CX is bounded. Furthermore if {Cn}∞n=1 ⊆ CX such that
limCn = C then given ε > 0 there exists N such that ‖C − Cn‖1 < ε if n ≥ N . Then for
n ≥ N ,
‖C‖1 = ‖C − Cn + Cn‖1
≤ ‖Cn‖1 + ‖C − Cn‖1
≤ ‖X‖1 + ε
Therefore since ε > 0 is arbitrary ‖C‖1 ≤ ‖X‖1 and thus C ∈ CX . Therefore given any
X ∈ Rm×n the set CX is closed and bounded, and hence compact by the Heine-Borel Theorem.
Next given a matrix X ∈ Rm×n define the set
AX :=
{
Y ∈ Rn×m : ‖Y ‖1 ≤ n+ ‖X‖1
}
Notice that given X ∈ Rm×n, if Z /∈ AX then Z cannot be a global minimizer of GX since
GX(0) = n+ ‖X‖1 while Z /∈ AX implies ‖Z‖1 > n+ ‖X‖1. Hence
GX(Z) = ‖Z‖1 + ‖I − ZB‖1 + ‖BZ‖1 + ‖B −BZB‖1 ≥ ‖Z‖1 > n+ ‖X‖1
Therefore
min
Y ∈Rn×m
GX(Y ) = min
Y ∈AX
GX(Y )
Furthermore notice then if C ∈ CX for some X then AC ⊆ AX . This follows from the fact
if Y ∈ AC then ‖Y ‖1 ≤ n+ ‖C‖1 ≤ n+ ‖X‖1, since ‖C‖1 ≤ ‖X‖1 as C ∈ CX .
Next let H : Rm×n × Rn×m → R be defined as H(X,Y ) := GX(Y ) and fix B ∈ Rm×n.
Then for any C ∈ CB,
M(C) = min
Y ∈Rn×m
GC(Y )
= min
Y ∈AC
GC(Y )
= min
Y ∈AB
GC(Y ) since AC ⊆ AB
= min
Y ∈AB
H(C, Y )
= min
Y ∈AB
H|CB×AB (C, Y )
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where the last line follows from the fact that C ∈ CB, by assertion, and the minimization is
restricted to Y ∈ AB.
Now recall for any X ∈ Rm×n × Rn×m → R is defined as
H(X,Y ) := GX(Y ) = ‖Y ‖1 + ‖XY ‖1 + ‖I − Y X‖1 + ‖X −XYX‖1
Furthermore notice ‖·‖1 is continuous everywhere since it is a norm by Proposition (2.2.2).
Next the functions (X,Y ) 7→ Y , (X,Y ) 7→ XY , (X,Y ) 7→ I − Y X, and (X,Y ) 7→ X −XYX
are clearly continuous on Rm×n × Rn×m. Therefore since H is a sum of a composition of
continuous functions on Rm×n × Rn×m, H is continuous on Rm×n × Rn×m.
Next because AB is compact and CB is compact, the set CB ×AB is compact. Therefore
since H is continuous on Rm×n × Rn×m, the function H|CB×AB is continuous on CB × AB.
Further, because CB×AB is compact, H|CB×AB is uniformly continuous on CB×AB. Thus, by
Proposition (2.2.6), M is continuous at CB and in particular at B. Therefore since B ∈ Rm×n
was arbitrary, M is continuous on Rm×n.

The next results will establish that for any real orthogonal matrix B there exists a real
orthogonal matrix A arbitrarily close to B such that Ai,j 6= 0 for all i and j. The above result
will then be used to prove the main result of this section.
Lemma 8.2.2. Let A ∈ Rn×n be a real orthogonal matrix such that Ap,q = 0 and Aq,q 6= 0 for
some p and q. Then, given ε > 0, there exists a real orthogonal matrix B ∈ Rn×n such that
1. ‖A−B‖∞ < ε
2. Bp,q 6= 0
3. If Ai,j 6= 0 then Bi,j 6= 0 for all i and j
Proof.
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For i 6= j let G(i, j, θ) ∈ Rn×n denote the matrix where
G(i, j, θ)k,k = 1 for k 6= i and k 6= j
G(i, j, θ)i,i = cos θ
G(i, j, θ)i,j = − sin θ
G(i, j, θ)j,i = sin θ
G(i, j, θ)j,j = cos θ
G(i, j, θ)s,t = 0 for s 6= t and (s, t) /∈ {(i, j), (j, i)}
That is,
G(i, j, θ) =

1 0 . . . . . . 0 0
0
. . . 0
... cos θ . . . − sin θ ...
0
...
. . .
... 0
... sin θ . . . cos θ
...
0
. . . 0
0 0 . . . . . . 0 1

Now for 0 < θ < pi/2 let G := G(p, q, θ) and set B = GA. Notice B is real orthogonal since G
and A are real orthogonal since BTB = (GA)TGA = ATGTGA = ATA = I. Further notice
Bi,j = Ai,j for i 6= p and i 6= q. Next
Bp,j =
n∑
k=1
Gp,kAk,j = Gp,pAp,j +Gp,qAq,j = cos θAp,j − sin θAq,j
Bq,j =
n∑
k=1
Gq,kAk,j = Gq,pAp,j +Gq,qAq,j = sin θAp,j + cos θAq,j
Let s := sin θ and c := cos θ =
√
1− s2. Then
Bp,j = cAp,j − sAq,j
Bq,j = sAp,j + cAq,j
and thus
Bp,q = cAp,q − sAq,q = −sAq,q 6= 0
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since Aq,q 6= 0 by assumption and 0 < θ < pi/2 implies s 6= 0. Now let x := Ap,j and y := Aq,j
and notice then
Bp,j = cx− sy
Bq,j = sx+ cy
Next let M = ‖A‖∞ and notice because A is real orthogonal M > 0. Now by direct calculation
since 0 < s < 1,
1 + s−
√
1− s2 ≤ 2s ⇐⇒ −
√
1− s2 ≤ s− 1
⇐⇒
√
1− s2 ≥ 1− s
⇐⇒ 1− s2 ≥ (1− s)2 = 1− 2s+ s2
⇐⇒ −s2 ≥ −2s+ s2
⇐⇒ 0 ≥ −2s+ 2s2 = 2(s2 − s) = 2s(s− 1)
Thus 2s(s− 1) ≤ 0 since 0 < s < 1 and hence 1 + s−√1− s2 ≤ 2s. Therefore
|Bp,j −Ap,j | = |Bp,j − x|
= |cx− sy − x|
= |(c− 1)x− sy|
= |(c− 1)x− sy|
≤ |(c− 1)x|+ |sy|
= |c− 1| · |x|+ |s| · |y|
≤ |c− 1|M + |s|M
= (|c− 1|+ |s|)M
= (1− c+ s)M
= (1 + s−
√
1− s2)M
≤ 2sM
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Similarly,
|Bq,j −Aq,j | = |Bq,j − y|
= |sx+ cy − y|
= |sx+ (c− 1)y|
≤ |sx|+ |(c− 1)y|
= |s| · |x|+ |c− 1| · |y|
≤ |s|M + |c− 1|M
= (|s|+ |c− 1|)M
= (s+ 1− c)M
= (1 + s−
√
1− s2)M
≤ 2sM
Now let µ = min {|Ai,j | : Ai,j 6= 0}. Again since A is real orthogonal µ > 0. Last set ν =
min {µ, ε}. Now select θ ∈ (0, pi/2) such that s = ν/(4M). Notice 0 < ν ≤ µ ≤ M < 4M .
Hence 0 < ν/(4M) < 1 and thus a θ exists. Then if i = p or i = q,
|Bi,j −Ai,j | ≤ 2sM = 2 · ν
4M
·M = ν
2
< ν ≤ ε
Thus by the construction of µ, and since 0 < ν ≤ µ it follows that |Bi,j − Ai,j | < µ for i = p
or i = q. Therefore if Ai,j 6= 0 then |Ai,j − 0| ≥ µ and hence Bi,j 6= 0. Furthermore since
Bi,j = Ai,j for i 6= p and i 6= q, the above calculation shows ‖A−B‖∞ < ε.

Proposition 8.2.3. If A ∈ Rn×n is real orthogonal and ε > 0 there exists B ∈ Rn×n real
orthogonal such that Bi,j 6= 0 for all i and j and ‖A−B‖∞ < ε.
Proof.
This proposition follows from repeated use of the previous proposition since A can have at
most a finite number of zeros and because if Ap,q = 0 then there must exist some r such that
Ap,r 6= 0 since otherwise the pth row of A is zero which contradicts the assumption that A is
real orthogonal.
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In particular set A0 = A and consider the real orthogonal matrix Aq. If (Aq)q,q 6= 0 set
A˜q = Aq otherwise, since Aq is orthogonal, there must exist ` such that (Aq)`,q = 0 since if
this wasn’t the case the qth column of Aq would be a column of zeros. Then set A˜q to be the
result of switching the qth and `th rows of Aq. In either case notice A˜q is real orthogonal and
(A˜)q,q 6= 0.
Now set A˜
(0)
q = A˜q and given A˜
(p)
q let A˜
(p+1)
q = A˜
(p)
q if (A˜
(p)
q )p,q 6= 0 and otherwise let A˜(p+1)q
be the matrix obtained from the previous proposition such that (A˜
(p+1)
q )p,q 6= 0. Now construct
A˜
(p)
q for p = 1, . . . , n.
Last, set Aq+1 = A˜
(n)
q and construct Aq for q = 1, . . . , n. Then, following the procedure
outlined above, B := An has the property that ‖A−B‖∞ < ε and Bi,j 6= 0 for all i and j and
B is real orthogonal.

Now for a fixed positive integer n, consider the sets
A := {A ∈ Rn×n : ATA = I and Ai,j 6= 0 for all i, j}
B := {B ∈ Rn×n : BTB = I}
Then the following is the main result of this section and shows that to ensure the zero
matrix is a global minimizer of GB for any B ∈ B, it is necessary and sufficient to ensure the
zero matrix is a global minimizer of GA for any A ∈ A. Thus, when minimizing the function
GB for some real orthogonal matrix B, one can assume, without loss of generality, that Bi,j 6= 0
for all i, j = 1, . . . , n. This assumption will simplify calculations in later sections.
Theorem 8.2.4. The zero matrix is a global minimizer of GB for all B ∈ B if and only if the
zero matrix is a global minimizer of GA for all A ∈ A.
Proof.
First an inequality between ‖·‖1 and ‖·‖∞ needs to be established. To do so, notice for any
X ∈ Rn×n
‖X‖1 =
n∑
i,j=1
|Xi,j | ≤
n∑
i,j=1
‖X‖∞ = n2 ‖X‖∞
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where the fact that |Xi,j | ≤ ‖X‖∞ for all i and j is used.
Now fix B a real orthogonal matrix and let ε > 0. Then because, by Proposition (8.2.1),
M(·) is continuous at B there exists δ > 0 such that if C ∈ Rn×n is such that ‖C −B‖∞ < δ
then |M(C)−M(B)| < ε2 . Here the norm ‖·‖∞ can be used because Rn×n is finite dimensional
and hence all norms on the space are equivalent.
Now let µ = min {ε, δ}. Then by Proposition (8.2.3) there exists a real orthogonal matrix
A such that Ai,j 6= 0 for all i and j and ‖A−B‖∞ < µ2n2 . Further, by assumption, M(A) =
n+ ‖A‖1. Next notice
|‖A‖1 − ‖B‖1| ≤ ‖A−B‖1 ≤ n2 ‖A−B‖∞ <
µ
2
≤ ε
2
Further because ‖A−B‖∞ < µ2n2 < µ ≤ δ, by the construction of µ, it follows that |M(A) −
M(B)| < ε2 . Therefore
|M(B)− (n+ ‖B‖1)| = |M(B)−M(A) +M(A)− n− ‖B‖1 |
= |M(B)−M(A) + n+ ‖A‖1 − n− ‖B‖1 |
= |M(B)−M(A) + ‖A‖1 − ‖B‖1 |
≤ |M(B)−M(A)|+ | ‖A‖1 − ‖B‖1 |
<
ε
2
+
ε
2
= ε
Therefore since ε > 0 was arbitrary it has been established that
M(B) = n+ ‖B‖1

8.3 Results on Optimality Conditions
This section will develop near necessary conditions a real orthogonal matrix B ∈ Rn×n
must satisfy to ensure zero is a global minimizer of GB. To describe this further, consider the
following definition.
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Definition 8.3.1. For a positive integer n and K ⊆ Zm × Zn define
F(K) := {X ∈ Rm×n : ‖X‖∞ ≤ 1 and Xi,j = 0 for all (i, j) ∈ K}
and for notational convenience let
F(n) := F(Dn)
where
Dn := {(1, 1), . . . , (n, n)} ⊆ Zn × Zn
Now based on the results of the previous section, one can assume, without loss of generality,
that Bi,j 6= 0 for all i and j. Then, with this assumption, recall Theorem (6.3.8) states that the
zero matrix is a global minimizer of GB if and only if there exists matrices Λ1,Λ2,Λ3 ∈ Rn×n
with ‖Λi‖∞ ≤ 1 for i = 1, . . . , 4 and Λ2 ∈ F(n) such that
BT Sgn(B)BT +BT = Λ1 + Λ2B
T +BTΛ3 (8.2)
Now the term “near necessary conditions” is used since the construction developed in this
chapter uses Λ1 = Sgn(B)
T , while the choice of this value is not required by Theorem (6.3.8).
That is, if Λ1 = Sgn(B)
T and Λ2 and Λ3 can be found that satisfy the above conditions and
equation (8.2), then the zero matrix is a global minimizer of GB. However, a proof that shows if
zero is a global minimizer of GB then it is possible to satisfy equation (8.2) with Λ1 = Sgn(B)
T
has not been found.
Instead, setting Λ1 = Sgn(B)
T adds a great deal of symmetry, which will become apparent
later, to equation (8.2). This symmetry makes equation (8.2) much easier to analyze. The
overarching results of this chapter show that even with this symmetry, analyzing equation (8.2)
is very difficult.
Furthermore, the cylindrical algebraic decomposition functionality build into Mathematica,
which is used to find a solution to a system of inequalities, was used to find Λ1, Λ2, and Λ3
satisfying equation (8.2) for thousands of randomly selected real orthogonal matrices of varying
size. These numerical tests consistently showed that Λ1 = Sgn(B)
T . Although these results do
not prove one can assume Λ1 = Sgn(B)
T by themselves, the symmetry this assumption adds
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to the problem coupled with strong numerical evidence suggests it is worthwhile to consider
the consequences of setting Λ1 = Sgn(B)
T .
Thus suppose Λ1 = Sgn(B)
T . Then equation (8.2) is satisfied if
Λ3 = B(−Λ2)BT + Sgn(B)BT −B Sgn(B)T + I (8.3)
Notice Sgn(B)BT − B Sgn(B)T = Sgn(B)BT − (Sgn(B)BT )T which is one reason why the
choice of setting Λ1 = Sgn(B)
T adds symmetry to equation (8.2). Other nice properties of the
expression Sgn(B)BT − (Sgn(B)BT )T will be studied later, and because this expression will be
referenced many times, the following definition is provided.
Definition 8.3.2. Define Z : Rn×m → Rn×n as
Z(B) := Sgn(B)BT − (Sgn(B)BT )T
Therefore equation (8.3) can be written as
−Λ3 = BΛ2BT − (Z(B) + I) (8.4)
The above work establishes the following theorem.
Theorem 8.3.1. Let B ∈ Rn×n be a real orthogonal matrix. If there exists X ∈ F(n) such
that
∥∥BXBT − (Z(B) + I)∥∥∞ ≤ 1 then the zero matrix is a global minimizer of GB.
Proof.
By Theorem (6.3.8), the zero matrix is a global minimizer of GB if and only if
BT Sgn(B)BT +BT = Λ1 + Λ2B
T +BTΛ3 +B
TΛ4B
T (8.5)
for some Λ1 ∈ Rn×n, Λ2 ∈ Rn×n, Λ3 ∈ Rn×n, Λ4 ∈ Rn×n such that
1. ‖Λ1‖∞ , ‖Λ2‖∞ , ‖Λ3‖∞ , ‖Λ4‖∞ ≤ 1
2. (Λ2)i,i = 0 for all i = 1, . . . , n
3. (Λ4)i,j = 0 for all i, j = 1, . . . , n such that Bi,j 6= 0
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Next, since B is real orthogonal, equation (8.5) holds if and only if the following equation holds.
This equation is obtained by multiplying (8.5) on the left by B.
Sgn(B)BT + I = BΛ1 +BΛ2B
T + Λ3 + Λ4B
T (8.6)
Now suppose there exists X ∈ F(n) such that ∥∥BXBT − (Z(B) + I)∥∥∞ ≤ 1. Then set
Λ1 = Sgn(B)
T , Λ2 = X, Λ3 = −(BXBT − (Z(B) + I)), and Λ4 = 0. Then
BΛ1 +BΛ2B
T + Λ3 + Λ4B
T = B Sgn(B)T +BXBT − (BXBT − (Z(B) + I))
= B Sgn(B)T + (Sgn(B)BT −B Sgn(B)T + I)
= Sgn(B)BT + I
Therefore the above Λ1, Λ2, Λ3, and Λ4 solve equation (8.6) and therefore equation (8.5). Next
since Λ1, Λ2, Λ3, and Λ4 meet the conditions imposed by Theorem (6.3.8), the zero matrix is
a global minimizer of GB.

In fact, the previous theorem can be relaxed somewhat. That is, if one finds X ∈ Rn×n
with ‖X‖∞ ≤ 1 (but not necessarily Xi,i = 0 for all i = 1, . . . , n as in the previous theorem),
and X satisfies
∥∥BXBT −Z(B)∥∥∞ ≤ 1 (as apposed to ∥∥BXBT − (Z(B) + I)∥∥∞ ≤ 1 as in the
previous theorem) then zero is a global minimizer of GB.
To establish this fact, the next two lemmas will be needed. Recall a matrix C ∈ Rn×n is
skew-symmetric if CT = −C. Furthermore notice if C is skew-symmetric then Ci,i = (CT )i,i =
−Ci,i for all i = 1, . . . , n and hence Ci,i = 0 for all i = 1, . . . , n.
Lemma 8.3.2. Given a matrix B ∈ Rn×n and a skew-symmetric matrix C ∈ Rn×n define the
function f : Rn×n → R as
f(X) :=
∥∥BXBT + C∥∥∞
Then there exists X ∈ Rn×n with ‖X‖∞ ≤ 1 such that f(X) ≤ 1 if and only if there exists a
skew-symmetric matrix Y ∈ F(n) such that f(Y ) ≤ 1.
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Proof.
The reverse direction clearly holds. To prove the forward direction, suppose there exists X ∈
Rn×n with ‖X‖∞ ≤ 1 such that f(X) ≤ 1. Now let Y = 12(X −XT ). Notice then
‖Y ‖∞ =
∥∥∥∥12(X −XT )
∥∥∥∥
∞
=
1
2
∥∥X −XT∥∥∞ ≤ 12(‖X‖∞ + ∥∥−XT∥∥∞) ≤ 12(1 + 1) = 1
Further, Y T = 12(X
T − X) = −Y and therefore Y is skew-symmetric. Thus Yi,i = 0 for all
i = 1, . . . , n and therefore Y ∈ F(n). Next, notice
f(−XT ) = ∥∥B(−XT )BT + C∥∥∞
=
∥∥−BXTBT + C∥∥∞
=
∥∥−BXTBT − CT∥∥∞
=
∥∥BXTBT + CT∥∥∞
=
∥∥(BXBT )T + CT∥∥∞
=
∥∥(BXBT + C)T∥∥∞
=
∥∥BXBT + C∥∥∞
= f(X)
Furthermore f is convex on Rn×n since for any X1, X2 ∈ Rn×n and λ1, λ2 ∈ [0, 1] such that
λ1 + λ2 = 1 one has that
f(λ1X1 + λ2X2) =
∥∥B(λ1X1 + λ2X2)BT + C∥∥∞
=
∥∥λ1BX1BT + λ2BX2BT + C∥∥∞
=
∥∥λ1BX1BT + λ2BX2BT + λ1C + λ2C∥∥∞
=
∥∥λ1(BX1BT + C) + λ2(BX2BT + C)∥∥∞
≤ ∥∥λ1(BX1BT + C)∥∥∞ + ∥∥λ2(BX2BT + C)∥∥∞
= λ1
∥∥BX1BT + C∥∥∞ + λ2 ∥∥BX2BT + C∥∥∞
= λ1f(X1) + λ2f(X2)
Therefore,
f(Y ) = f(
1
2
X +
1
2
(−XT )) ≤ 1
2
f(X) +
1
2
f(−XT ) = 1
2
f(X) +
1
2
f(X) = f(X) ≤ 1
113

Lemma 8.3.3. Given a matrix B ∈ Rn×n and a skew-symmetric matrix C ∈ Rn×n define the
functions f, g : Rn×n → R as
f(X) :=
∥∥BXBT + C∥∥∞
g(X) :=
∥∥BXBT + C + I∥∥∞
Then there exists X ∈ F(n) such that g(X) ≤ 1 if and only if there exists Y ∈ F(n) that
f(Y ) ≤ 1.
Proof.
For the forward direction, suppose there exists X ∈ F(n) such that g(X) ≤ 1. Then setting
Z = BXBT + C + I, one has that ‖Z‖∞ ≤ 1. Further,
ZT = BXTBT + CT + I = BXTBT − C + I
Therefore −ZT = −BXTBT + C − I. Hence
Z − ZT = (BXBT + C + I) + (−BXTBT + C − I)
= B(X −XT )BT + 2C
Thus BY BT +C = W where Y = 12(X−XT ) and W = 12(Z−ZT ). Notice Y is skew symmetric
since
Y T =
1
2
(XT −X) = −Y
Therefore, in particular, Yi,i = 0 for all i = 1, . . . , n. Furthermore,
‖Y ‖∞ =
1
2
∥∥X −XT∥∥∞ ≤ 12(‖X‖∞ + ∥∥XT∥∥∞) ≤ 1
Thus Y ∈ F(n). Additionally,
‖W‖∞ =
1
2
∥∥Z − ZT∥∥∞ ≤ 12(‖Z‖∞ + ∥∥ZT∥∥∞) ≤ 1
Therefore f(Y ) = ‖W‖∞ ≤ 1.
For the reverse direction, suppose there exists Y ∈ Rn×n with ‖Y ‖∞ ≤ 1 such that f(Y ) =∥∥BY BT + C∥∥∞ ≤ 1. Then, by the previous result, there exists a skew-symmetric X ∈ Rn×n
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with ‖X‖∞ ≤ 1 such that f(X) ≤ 1. Notice then (BXBT )T = BXTBT = B(−X)BT =
−BXBT . Therefore BXBT is skew-symmetric and hence (BXBT )i,i = 0 for all i. Similarly
since C is skew-symmetric Ci,i = 0 for all i. Thus because f(X) =
∥∥BXBT + C∥∥∞ ≤ 1 and
(BXBT + C)i,i = 0 for all i it follows that
∣∣(BXBT + C + I)i,j∣∣ = ∣∣(BXBT + C)i,j∣∣ ≤ 1 for
i 6= j and ∣∣(BXBT + C + I)i,i∣∣ = |Ii,i| = 1. Therefore g(X) = ∥∥BXBT + C + I∥∥∞ ≤ 1. Last
X ∈ F(n) since ‖X‖∞ ≤ 1 and Xi,i = 0 for all i since X is skew-symmetric.

Now the previously mentioned modification of Theorem (8.3.1) can be formally stated and
proved.
Theorem 8.3.4. Let B ∈ Rn×n be a real orthogonal matrix. If there exists X ∈ Rn×n such
that ‖X‖∞ ≤ 1 and
∥∥BXBT −Z(B)∥∥∞ ≤ 1 then the zero matrix is a global minimizer of GB.
Proof.
Suppose there exists X ∈ Rn×n with ‖X‖∞ ≤ 1 such that
∥∥BXBT −Z(B)∥∥∞ ≤ 1. Notice
then
∥∥B(−X)BT + Z(B)∥∥∞ ≤ 1. Therefore, by the previous result, there exists Y ∈ F(n)
such that
1 ≥ ∥∥BY BT + Z(B) + I∥∥∞ = ∥∥−(BY BT + Z(B) + I∥∥∞ = ∥∥B(−Y )BT − (Z(B) + I)∥∥∞
Thus there exists W = −Y ∈ F such that ∥∥BWBT − (Z(B) + I)∥∥∞ ≤ 1. Therefore, by
Theorem (8.3.1), the zero matrix is a global minimizer of GB.

Now let B∞ denote the closed unit ball in Rn×n in terms of the ‖·‖∞ norm. That is,
B∞ :=
{
X ∈ Rn×n : ‖X‖∞ ≤ 1
}
Notice then if B ∈ Rn×n is a real orthogonal matrix then
BB∞BT :=
{
BXBT : X ∈ B∞
}
is the set obtained by rotating the unit ball B∞ as described by the transformation T : Rn×n →
Rn×n given by T (X) = BXBT . That is, the set BB∞BT is a rotated hypercube.
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Next notice there exists X ∈ Rn×n with ‖X‖∞ ≤ 1 such that
∥∥BXBT −Z(B)∥∥∞ ≤ 1 if
and only if (BB∞BT −Z(B)) ∩ B∞ 6= ∅ if and only if (BB∞BT ) ∩ (B∞ + Z(B)) 6= ∅.
That is, there exists X ∈ Rn×n with ‖X‖∞ ≤ 1 such that
∥∥BXBT −Z(B)∥∥∞ ≤ 1 if and
only if the rotated and shifted hypercube BB∞BT −Z(B) intersects the hypercube B∞ if and
only if the rotated hypercube BB∞BT intersects the shifted hypercube B∞ + Z(B).
Now to characterize, when two hypercubes intersect, the concept of the distance from a
point to a set will be needed. Based on the definition given in [3], given a closed nonempty set
C ⊆ Rm×n, a point X0 ∈ Rm×n, and a norm ‖·‖ on Rm×n, the distance from X0 to C is defined
as
dist(X0, C, ‖·‖) := inf
X∈C
‖X −X0‖
Notice since C is nonempty there exists Y0 ∈ C. Now let
B = {X ∈ Rm×n : ‖X − Y0‖ ≤ ‖X0 − Y0‖}
and notice B is closed and bounded. Therefore C ∩B is closed and bounded and hence compact
by the Heine-Borel theorem. Furthermore notice
inf
X∈C
‖X −X0‖ = inf
X∈C∩B
‖X −X0‖
since if X ∈ C∩BC then ‖X −X0‖ > ‖Y0 −X0‖. Last, since the function ‖· −X0‖ is continuous
on Rm×n and C ∩B is compact, there exists X∗ ∈ C where the above infimum is attained. That
is, dist(X0, C, ‖·‖) = ‖X∗ −X0‖.
Now the previous theorem can be characterized in terms of the distance from the point
−Z(BT ) and the set B∞ with respect to the appropriate norm. The next result makes this
precise.
Corollary 8.3.5. Let B ∈ Rn×n be a real orthogonal matrix. Next let |||·||| : Rn×n → R be
defined as |||X|||B :=
∥∥BXBT∥∥∞. Then there exists X ∈ Rn×n with ‖X‖∞ ≤ 1 such that∥∥BXBT −Z(B)∥∥∞ ≤ 1 if and only if
dist(−Z(BT ),B∞, |||·|||B) ≤ 1.
Therefore, if
dist(−Z(BT ),B∞, |||·|||B) ≤ 1
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then the zero matrix is a global minimizer of GB.
Proof.
Notice
BTZ(B)B = BT (Sgn(B)BT −B Sgn(B)T )B
= BT Sgn(B)− Sgn(B)TB
= −(Sgn(B)TB −BT Sgn(B))
= −(Sgn(BT )(BT )T −BT Sgn(BT )T )
= −Z(BT )
Therefore given X ∈ Rn×n,
∥∥BXBT −Z(B)∥∥∞ = ∥∥BXBT −BBTZ(B)BBT∥∥∞
=
∥∥B(X −BTZ(B)B)BT∥∥∞
=
∥∥B(X + Z(BT ))BT∥∥∞
=
∣∣∣∣∣∣X + Z(BT )∣∣∣∣∣∣
B
Therefore if there exists X ∈ Rn×n with ‖X‖∞ ≤ 1 such that
∥∥BXBT −Z(B)∥∥∞ ≤ 1 if and
only if there existsX ∈ B∞ such that
∣∣∣∣∣∣X − (−Z(BT ))∣∣∣∣∣∣
B
≤ 1 if and only if dist(−Z(BT ),B∞, |||·|||B) ≤
1.

For an arbitrary real orthogonal matrix B, deriving a complete characterization of the norm
|||·|||B can be difficult. The next result shows that, for any real orthogonal matrix B, this norm
can be approximated by the ‖·‖2 which describes standard Euclidean distance.
Corollary 8.3.6. Let B ∈ Rn×n be a real orthogonal matrix. If dist(−Z(BT ),B∞, ‖·‖2) ≤ 1
then the zero matrix is a global minimizer of GB.
Proof.
Recall the norm |||·||| : Rn×n → R defined in Corollary (8.3.5) defined as |||X|||B :=
∥∥BXBT∥∥∞.
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Now given X ∈ Rn×n let p and q be such that |Xp,q| = ‖X‖∞. Notice then
‖X‖2∞ = |Xp,q|2 ≤ |Xp,q|2 +
∑
(i,j)6=(p,q)
|Xi,j |2 = ‖X‖22
Hence ‖X‖∞ ≤ ‖X‖2. Next, notice
Tr(XTX) =
n∑
i=1
(XTX)i,i =
n∑
i,j=1
XTi,jXj,i =
n∑
i,j=1
(Xj,i)
2 = ‖X‖22
Thus
∥∥BXBT∥∥2
2
= Tr((BXBT )T (BXBT ))
= Tr(BXTBTBXBT )
= Tr(BXTXBT )
= Tr(XTXBTB)
= Tr(XTX)
= ‖X‖22
Hence, following the details from the previous result,
∣∣∣∣∣∣X + Z(BT )∣∣∣∣∣∣
B
=
∥∥B(X + Z(BT ))BT∥∥∞ ≤ ∥∥B(X + Z(BT ))BT∥∥2 = ∥∥X + Z(BT )∥∥2
Therefore, if dist(−Z(BT ),B∞, ‖·‖2) ≤ 1 then there exists X ∈ B∞ such that
∥∥X + Z(BT )∥∥
2
≤
1. Hence, by the above computation, there exists X ∈ B∞ such that
∣∣∣∣∣∣X + Z(BT )∣∣∣∣∣∣
B
≤ 1.
Thus, by the previous corollary, the zero matrix is a global minimizer of GB.

8.4 Analyzing the Optimality Conditions
Recall by Theorem (8.3.1) if there exists X ∈ F(n) such that ∥∥BXBT − (Z(B) + I)∥∥∞ ≤ 1,
then the zero matrix is a global minimizer of GB. That is, if there exists X ∈ Rn×n that satisfies
the system
−1 ≤ (BXBT )i,j − (Z(B) + I)i,j ≤ 1 for all i, j = 1, . . . , n
Xi,i = 0 for all i = 1, . . . , n
−1 ≤ Xi,j ≤ 1 for all i 6= j
(8.7)
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then the zero matrix is a global minimizer of GB. This chapter will use Fourier-Motzkin
elimination to analyze when systems of the above form have a solution.
Notice by Corollary (8.3.5) it is enough to show there exists X ∈ F(n) such that
∥∥BXBT −Z(B)∥∥∞ ≤ 1
to ensure the zero matrix is a global minimizer of GB. However, the analysis in the following
chapter does actually not rely on Corollary (8.3.5). Because of this, the following chapter will
address the analysis of system (8.7).
Fourier-Motzkin elimination was first discovered by Fourier and later rediscovered by Motzkin.
It is an extension of Gaussian-Elimination to systems of linear inequalities, and is a method to
systematically remove variables from a system to find a solution to the system. In particular,
suppose one has a system of linear inequalities of the form
ai,1x1 + · · ·+ ai,nxn ≤ bi
for i = 1, . . . ,m. To remove the variable x1 from the system, group the inequalities into three
groups depending on whether ai,1 > 0, ai,1 < 0, or ai,1 = 0. Suppose there are P inequalities
of the first kind, N inequalities of the second, and Z inequalities of the third. The process
of Fourier-Motzkin Elimination takes the P inequalities where ai,1 > 0 for some i and the N
inequalities where ai,1 < 0 for some i and replaces them in a new system with PN inequalities
not involving the variable x1. Next, the Z inequalities in the original system where ai,1 = 0 for
some i are simply placed in the new system.
It was shown by Fourier and Motzkin that this new system, not involving the variable x1,
has a solution if and only if the original system had a solution. Note, however, that the original
system had P +N + Z inequalities while the new system has PN + Z inequalities.
To remove the variable x2 one would just repeat the process for the new system generated.
In theory, one could step-by-step remove all variables from the system, and upon removing
the last variable from the system, the newly constructed system would simply be a system of
linear inequalities only involving constants. One then would check if each inequality in that
system was valid to determine if the original series had a solution. In practice, however, this
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method has the disadvantage that at each iteration of the method, the number of inequalities
in the system grows exponentially. This is a problem when using Fourier-Motzkin Elimination
in practice, but for theoretic results, this problem can sometimes be sidestepped.
The remainder of this section will formally state Fourier-Motzkin elimination and prove
that it can be used as described above to determine if a system of inequalities has a solution.
Then Fourier-Motzkin elimination will be used to analyze system (8.7). The ultimate goal is
then to find conditions a real orthogonal matrix B ∈ Rn×n must satisfy provided it is known
that there exists X ∈ F(n) such that ∥∥BXBT − (Z(B) + I)∥∥∞ ≤ 1. The results of the next
section will then show all real orthogonal matrices satisfy these conditions.
First a system of inequalities is said to be feasible if there exists values for all the variables
of the system that satisfy all the inequalities in the system. The next result shows how to
remove any constraint that requires a variable in a system be zero to yield a new system that
is feasible if and only if the original system was feasible.
Proposition 8.4.1. Let I be a finite index set that indexes a collection of inequalities with
variables {xk}k∈K1∪K0 for some finite disjoint index sets K1 and K0. Further suppose ai,k 6= 0
for all i ∈ I and k ∈ K1 ∪ K0. The system
∑
k∈K1∪K0
ai,kxk ≤ bi for all i ∈ I
xk ≤ 1 for all k ∈ K1
−xk ≤ 1 for all k ∈ K1
xk = 0 for all k ∈ K0 (∗′)
is feasible if and only if the system
∑
k∈K1
ai,kxk ≤ bi i ∈ I
xk ≤ 1 k ∈ K1
−xk ≤ 1 k ∈ K1 (∗′′)
is feasible.
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Proof.
Notice since xk = 0 for all k ∈ K0 one has that∑
k∈K1∪K0
ai,kxk =
∑
k∈K1
ai,kxk
Therefore the first condition and the fourth condition hold simultaneously in system (∗′) if and
only if ∑
k∈K1
ai,kxk ≤ bi
for all i ∈ I. Next the second and fourth conditions in system (∗′) hold simultaneously if
and only if the second condition holds since xk = 0 for k ∈ K0 does not influence the second
condition. The same holds for the third condition. Thus system (∗′) is equivalent to the system
(∗′′).

The next result is extremely useful for taking a system of linear inequalities and deriving
another system of inequalities, which can be more easily handled with Fourier-Motzkin Elimi-
nation, such that the feasibility of the first system implies the feasibility of the second system.
The derivation of this second system is a way to search for a counterexample to the statement
that the first system must be feasible.
Proposition 8.4.2. Let I be a finite index set that indexes a collection of inequalities with
variables {xk}k∈K for some finite index set K. If the system of inequalities∑
k∈K
ai,kxk ≤ bi for all i ∈ I
xk ≤ 1 for all k ∈ K
−xk ≤ 1 for all k ∈ K (∗)
is feasible then so is the system∑
k∈K
yi,k ≤ bi for all i ∈ I
yi,k ≤ |ai,k| for all i ∈ I and k ∈ K
−yi,k ≤ |ai,k| for all i ∈ I and k ∈ K (∗∗)
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Proof.
Suppose x = {xk}k∈K is a solution to system (∗) and define yi,k := ai,kxk for i ∈ I and k ∈ K.
Then for any i ∈ I, ∑
k∈K
yi,k =
∑
k∈K
ai,kxk ≤ bi
Next, since x solves system (∗) it follows that
xk ≤ 1 k ∈ K (A)
−xk ≤ 1 k ∈ K (B)
Now for any i ∈ I either ai,k ≥ 0 or ai,k < 0. If ai,k ≥ 0 then (A) and (B) respectively imply
yi,k = ai,kxk ≤ ai,k = |ai,k| and −yi,k = −ai,kxk ≤ ai,k = |ai,k|. Otherwise if ai,k < 0 then (A)
and (B) respectively imply yi,k = ai,kxk ≥ ai,k = −|ai,k| and −yi,k = −ai,kxk ≥ ai,k = −|ai,k|
which imply −yi,k ≤ |ai,k| and yi,k ≤ |ai,k|. Therefore, in either case, yi,k ≤ |ai,k| and −yi,k ≤
|ai,k| for i ∈ I and k ∈ K and hence y satisfies system (∗∗).

The following is a formal statement and proof of Fourier-Motzkin Elimination as described
in [28] and [20].
Proposition 8.4.3. (Fourier-Motzkin Elimination) Consider for three mutually disjoint
index sets I+, I−, and I0 the system of inequalities
x1 +
n∑
j=2
ai,jxj ≤ bi for all i ∈ I+ (8.8)
−x1 +
n∑
j=2
ai,jxj ≤ bi for all i ∈ I− (8.9)
n∑
j=2
ai,jxj ≤ bi for all i ∈ I0 (8.10)
Then the above system is feasible if and only if the system
n∑
j=2
ai,jxj ≤ bi for all i ∈ I0 (8.11)
n∑
j=2
(ai,j + ak,j)xj ≤ bi + bk for all i ∈ I− and k ∈ I+ (8.12)
is feasible.
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Proof.
Suppose x ∈ Rn is a solution to the first system. Then adding inequalities (8.8) and (8.9) one
has that for any i ∈ I− and k ∈ I+,
n∑
j=2
ai,jxj +
n∑
j=2
ak,jxj ≤ bi + bk
Hence
n∑
j=2
ai,jxj − bi ≤ bk −
n∑
j=2
ak,jxj
for i ∈ I− and k ∈ I+. Therefore x is a solution to the second system.
Now, for the converse, suppose (y2, . . . , yn) is a solution to the second system and let
U = min
bk −
n∑
j=2
ak,jyj : k ∈ I+

L = max

n∑
j=2
ai,jyj − bi : i ∈ I−

Notice if L > U then because U and L must be achieved for some i and k one has
n∑
j=2
ai,jyj − bi = L > U = bk −
n∑
j=2
ak,jyj
which contradicts the assumption that (y2, . . . , yn) solves the second system. Thus L ≤ U .
Now set y1 = (L+ U)/2. Then L ≤ y1 ≤ U . Hence for any k ∈ I+ it follows that
y1 ≤ U ≤ bk −
n∑
j=2
ak,jyj
and therefore
y1 +
n∑
j=2
ak,jyj ≤ bk
Similarly, for any i ∈ I− it follows that
n∑
j=2
ai,jyj − bi ≤ L ≤ y1
Therefore
−y1 +
n∑
j=2
ai,jyj ≤ bi
and hence (y1, y2, . . . , yn) solves the first system.
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
By applying Fourier-Motzkin Elimination to the second system in Proposition (8.4.2) nec-
essary conditions that the coefficients of the system must satisfy to ensure feasibility of the
system can be derived. This is the topic of the next result.
Proposition 8.4.4. Let I be a finite index set that indexes a collection of inequalities with
variables {yi,k}(i,k)∈I×K for some finite index set K. The system∑
k∈K
yi,k ≤ bi i ∈ I
yi,k ≤ |ai,k| i ∈ I and k ∈ K
−yi,k ≤ |ai,k| i ∈ I and k ∈ K
is feasible if and only if
bi +
∑
k∈K
|ai,k| ≥ 0
for all i ∈ I.
Proof.
For fixed p ∈ I and q ∈ K write the initial system in the form
yp,q +
∑
k∈K\{q}
yp,k ≤ bp
yp,q ≤ |ap,q|
−yp,q ≤ |ap,q|

(A)
yp,k ≤ |ap,k| k ∈ K \ {q}
−yp,k ≤ |ap,k| k ∈ K \ {q}
 (B)
∑
k∈K
yi,k ≤ bi i ∈ I \ {p}
yi,k ≤ |ai,k| i ∈ I \ {p} and k ∈ K
−yi,k ≤ |ai,k| i ∈ I \ {p} and k ∈ K

(C)
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Here the system has been broken into three subsystems. The first three lines defines a subsys-
tem, which will be denoted as subsystem (A), that involves the variable yp,q. The next two lines
defines a subsystem, which will be denoted as subsystem (B), that describes the inequalities
involving the variables yi,j where i = p but j 6= q. The last three lines defines a subsystem,
which will be denoted as subsystem (C), that describes the variables yi,j where i 6= p.
Therefore the only subsystem that involves the variable yp,q is subsystem (A). Thus, using
Fourier-Motzkin elimination, the above system is feasible if and only if a second system is
feasible. This second system contains exactly the subsystems (B) and (C) since they do not
involve the variable yp,q. However, the second system involves a modified version of subsystem
(A) where the variable yp,q has been removed.
In particular, every inequality in subsystem (A) that involves a −yp,q term is compared
to every other inequality that involves a yp,q term. There is one inequality, on the third line
of subsystem (A), of the former type and there are two inequalities, on the first two lines of
subsystem (A), of the latter type. Thus if subsystem (A’) denotes the new system constructed
from subsystem (A) after performing Fourier-Motzkin elimination to remove the variable yp,q
from the system, the number of inequalities in subsystem (A’) is the product of the number of
inequalities with a −yp,q term with the number of inequalities with a yp,q term. In this case,
subsystem (A’) will consist of two inequalities.
Specifically the inequalities on the first and third lines of subsystem (A) are replaced by
the inequality
−|ap,q| ≤ bp −
∑
k∈K\{q}
yp,k
in subsystem (A’). Further the second and the third lines of subsystem (A) are replaced by the
inequality
−|ap,q| ≤ |ap,q|
in subsystem (A’). However, this inequality is always true for any ap,q ∈ R. Therefore subsystem
(A) is replaced by subsystem (A’) consisting of the single inequality
∑
k∈K\{q}
yp,k ≤ bp + |ap,q|
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Hence, in summary, the original system is feasible if and only if the following system (a system
with the variable yp,q removed) is feasible,∑
k∈K\{q}
yp,k ≤ bp + |ap,q|
}
(A’)
yp,k ≤ |ap,k| k ∈ K \ {q}
−yp,k ≤ |ap,k| k ∈ K \ {q}
 (B)
∑
k∈K
yi,k ≤ bi i ∈ I \ {p}
yi,k ≤ |ai,k| i ∈ I \ {p} and k ∈ K
−yi,k ≤ |ai,k| i ∈ I \ {p} and k ∈ K

(C)
Now because K is a finite set the above procedure can be repeated to eliminate yp,k from the
original system for any k ∈ K. Then, after a finite number of iterations, the original system is
feasible if and only if the following system is feasible,
∑
k∈K\{K}
yp,k ≤ bp +
∑
k∈K
|ap,k|
yp,k ≤ |ap,k| k ∈ K \ {K}
−yp,k ≤ |ap,k| k ∈ K \ {K}
∑
k∈K
yi,k ≤ bi i ∈ I \ {p}
yi,k ≤ |ai,k| i ∈ I \ {p} and k ∈ K
−yi,k ≤ |ai,k| i ∈ I \ {p} and k ∈ K
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This system is
0 ≤ bp +
∑
k∈K
|ap,k|
∑
k∈K
yi,k ≤ bi i ∈ I \ {p}
yi,k ≤ |ai,k| i ∈ I \ {p} and k ∈ K
−yi,k ≤ |ai,k| i ∈ I \ {p} and k ∈ K
Further as the above system does not involve any variable yi,k if i = p since all the variables
{yp,k}k∈K have been removed from the original system to form a new system. Thus, again, this
process can be repeated for every p ∈ I since I is finite. After doing so, the system created is,
0 ≤ bi +
∑
k∈K
|ai,k| for all i ∈ I
Thus, because at each step the new system constructed is feasible if and only if the original
system is feasible, it follows that the original system is feasible if and only if the above system
is feasible, completing the proof.

Again the goal of this section is to find conditions a real orthogonal matrix B ∈ Rn×n must
satisfy provided it is known that there existsX ∈ F(n) such that ∥∥BXBT − (Z(B) + I)∥∥∞ ≤ 1.
The next result will allow such conditions to be derived.
Theorem 8.4.5. Fix A ∈ Rm×n, B ∈ RM×N , and C ∈ Rm×N such that Ai,j 6= 0 and Bi,j 6= 0
for all i and j and let K ⊆ Zn × ZM . If there exists X ∈ F(K) such that ‖AXB + C‖∞ ≤ 1
then ∑
(k,`)/∈K
|Ai,kB`,j | ≥ |Ci,j | − 1
for all i = 1, . . . ,m and j = 1, . . . , N .
Proof.
Notice there exists X ∈ F(K) such that ‖AXB + C‖∞ ≤ 1 if and only if the following system
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is feasible.
(AXB + C)i,j ≤ 1 for all i = 1, . . . ,m, j = 1, . . . , N
−(AXB + C)i,j ≤ 1 for all i = 1, . . . ,m, j = 1, . . . , N
Xi,j ≤ 1 for all (i, j) /∈ K
−Xi,j ≤ 1 for all (i, j) /∈ K
Xi,j = 0 for all (i, j) ∈ K
Expanding this system yields the following,
M∑
`=1
n∑
k=1
Ai,kXk,`B`,j + Ci,j ≤ 1 for all i = 1, . . . ,m, j = 1, . . . , N
M∑
`=1
n∑
k=1
−Ai,kXk,`B`,j − Ci,j ≤ 1 for all i = 1, . . . ,m, j = 1, . . . , N
Xi,j ≤ 1 for all (i, j) /∈ K
−Xi,j ≤ 1 for all (i, j) /∈ K
Xi,j = 0 for all (i, j) ∈ K
That is defining Di,j,k,` = Ai,kB`,j for i = 1, . . . ,m, j = 1, . . . , N , k = 1, . . . , n, and ` =
1, . . . ,M ,
M∑
`=1
n∑
k=1
Di,j,k,`Xk,` ≤ 1− Ci,j for all i = 1, . . . ,m, j = 1, . . . , N
M∑
`=1
n∑
k=1
−Di,j,k,`Xk,` ≤ 1 + Ci,j for all i = 1, . . . ,m, j = 1, . . . , N
Xi,j ≤ 1 for all (i, j) /∈ K
−Xi,j ≤ 1 for all (i, j) /∈ K
Xi,j = 0 for all (i, j) ∈ K
By Proposition (8.4.1) the above system is feasible if and only if the following system is feasible.∑
(k,`)/∈K
Di,j,k,`Xk,` ≤ 1− Ci,j for all i = 1, . . . ,m, j = 1, . . . , N
∑
(k,`)/∈K
−Di,j,k,`Xk,` ≤ 1 + Ci,j for all i = 1, . . . ,m, j = 1, . . . , N
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Xi,j ≤ 1 for all (i, j) /∈ K
−Xi,j ≤ 1 for all (i, j) /∈ K
Now defining Ei,j,k,` for i = 1, . . . , 2m and j = 1, . . . , N by
Ei,j,k,` :=

Di,j,k,` if i = 1, . . . ,m
−Di,j,k,` if i = m+ 1, . . . , 2m
and defining Fi,j for i = 1, . . . , 2m and j = 1, . . . , N by
Fi,j :=

1− Ci,j if i = 1, . . . ,m
1 + Ci,j if i = m+ 1, . . . , 2m
the above system can be written in the form∑
(k,`)/∈K
Ei,j,k,`Xk,` ≤ Fi,j for all i = 1, . . . , 2m, j = 1, . . . , N
Xk,` ≤ 1 for all (k, `) /∈ K
−Xk,` ≤ 1 for all (k, `) /∈ K
Then by, Proposition (8.4.2), the above system is feasible if and only if the following system is
feasible. ∑
(k,`)/∈K
Yi,j,k,` ≤ Fi,j for all i = 1, . . . , 2m, j = 1, . . . , N
Yi,j,k,` ≤ |Ei,j,k,`| for all i = 1, . . . , 2m, j = 1, . . . , N, (k, `) /∈ K
−Yi,j,k,` ≤ |Ei,j,k,`| for all i = 1, . . . , 2m, j = 1, . . . , N, (k, `) /∈ K
Next by, Proposition (8.4.4), the above system is feasible if and only if
Fi,j +
∑
(k,`)/∈K
|Ei,j,k,`| ≥ 0
for all i = 1, . . . , 2m and j = 1, . . . , N if and only if
Fi,j +
∑
(k,`)/∈K
|Ei,j,k,`| ≥ 0 for all i = 1, . . . ,m, j = 1, . . . , N
Fi,j +
∑
(k,`)/∈K
|Ei,j,k,`| ≥ 0 for all i = m+ 1, . . . , 2m, j = 1, . . . , N
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if and only if
1− Ci,j +
∑
(k,`)/∈K
|Di,j,k,`| ≥ 0 for all i = 1, . . . ,m, j = 1, . . . , N
1 + Ci,j +
∑
(k,`)/∈K
|−Di,j,k,`| ≥ 0 for all i = 1, . . . ,m, j = 1, . . . , N
if and only if ∑
(k,`)/∈K
|Di,j,k,`| ≥ Ci,j − 1 for all i = 1, . . . ,m, j = 1, . . . , N
∑
(k,`)/∈K
|Di,j,k,`| ≥ −Ci,j − 1 for all i = 1, . . . ,m, j = 1, . . . , N
if and only if∑
(k,`)/∈K
|Di,j,k,`| ≥ max {Ci,j − 1,−Ci,j − 1} for all i = 1, . . . ,m, j = 1, . . . , N (8.13)
Now define f : R → R by f(x) := max {x− 1,−x,−1}. Notice then if x ≥ 0 then −x ≤ x,
hence −x − 1 ≤ x − 1, and therefore f(x) = x − 1 = |x| − 1. Similarly if x ≤ 0 then x ≤ −x,
hence x− 1 ≤ −x− 1, and therefore f(x) = −x− 1 = |x| − 1. Therefore for any x ∈ R it has
been shown f(x) = |x| − 1. Thus inequality (8.13) holds if and only if∑
(k,`)/∈K
|Di,j,k,`| ≥ |Ci,j | − 1 for all i = 1, . . . ,m, j = 1, . . . , N (8.14)
if and only if ∑
(k,`)/∈K
|Ai,kB`,j | ≥ |Ci,j | − 1 for all i = 1, . . . ,m, j = 1, . . . , N (8.15)

The following is the main result of the section. It states that if the zero matrix is a global
minimizer of GB, and Λ1 = Sgn(B)
T in Proposition (6.3.5), then roughly the entries of Z(B)
have to be bounded in a special way in terms of the `1 norms of the rows of B.
Theorem 8.4.6. Let B ∈ Rn×n be a real orthogonal matrix such that Bi,j 6= 0 for all i, j =
1, . . . , n. If there exists X ∈ F(n) such that ∥∥BXBT − (Z(B) + I)∥∥∞ ≤ 1 then
〈|bi|, |bj |〉+ Z(B)i,j ≤ 1 + ‖bi‖1 · ‖bj‖1
for all i 6= j, where bi denotes the ith row of B.
130
Proof.
Notice from Proposition (8.4.5) if there exists X ∈ F(n) such that ∥∥BXBT − (Z(B) + I)∥∥∞ ≤
1 then ∑
k 6=`
∣∣Bi,kBT`,j∣∣ ≥ |Z(B)i,j + Ii,j | − 1 (8.16)
for all i, j = 1, . . . , n. Next, for any i and j,∑
k 6=`
∣∣Bi,kBT`,j∣∣ = n∑
k=1
n∑
`=1
∣∣Bi,kBT`,j∣∣− n∑
k=1
∣∣Bi,kBTk,j∣∣
=
n∑
k=1
n∑
`=1
|bi,k| · |bj,`| −
n∑
k=1
|bi,k| · |bj,k|
=
(
n∑
k=1
|bi,k|
)(
n∑
`=1
|bj,`|
)
−
n∑
k=1
|bi,k| · |bj,k|
= ‖bi‖1 · ‖bj‖1 − 〈|bi| , |bj |〉
where bi denotes the ith row of B. Therefore inequality (8.16) holds for all i and j if and only
if the following inequality holds for all i and j.
〈|bi|, |bj |〉+ |Z(B)i,j + Ii,j | ≤ 1 + ‖bi‖1 · ‖bj‖1 (8.17)
Next notice for any i and j,
Z(B)i,j = (Sgn(B)BT )i,j − (Sgn(B)BT )Ti,j
= (Sgn(B)BT )i,j − (Sgn(B)BT )j,i
= 〈Sgn(bi), bj〉 − 〈Sgn(bj), bi〉
= 〈Sgn(bi), bj〉 − 〈bi,Sgn(bj)〉
Hence for any i,
Z(B)i,i = 〈Sgn(bi), bi〉 − 〈bi, Sgn(bi)〉 = 0
Thus for i = j inequality (8.17) reduces to
〈|bi|, |bi|〉+ 1 ≤ 1 + ‖bi‖1 · ‖bi‖1
which is equivalent to
〈|bi|, |bi|〉 ≤ ‖bi‖1 · ‖bi‖1
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In fact for any x, y ∈ Rn one has by the Cauchy-Schwarz inequality that
〈|x|, |y|〉 ≤ ‖ |x| ‖2 · ‖ |y| ‖2 = ‖x‖2 · ‖y‖2 ≤ ‖x‖1 · ‖y‖1
since ‖z‖2 ≤ ‖z‖1 for any z ∈ Rn. Thus inequality (8.17) necessarily holds for i = j. Thus
inequality (8.17) holds for all i and j if and only if it holds for all i 6= j. Furthermore Ii,j = 0
for i 6= j and thus inequality (8.17) simplifies to
〈|bi|, |bj |〉+ |Z(B)i,j | ≤ 1 + ‖bi‖1 · ‖bj‖1
Last since Z(B)i,j = −Z(B)j,i it follows that the above inequality holds for all i 6= j if and
only if
〈|bi|, |bj |〉+ Z(B)i,j ≤ 1 + ‖bi‖1 · ‖bj‖1 (8.18)
holds for all i 6= j.

8.5 Verifying the Optimality Conditions
Based on the results of the previous section, the goal of this section is to show that for any
real orthogonal matrix B ∈ Rn×n,
〈|bi|, |bj |〉+ Z(B)i,j ≤ 1 + ‖bi‖1 · ‖bj‖1
for all i, j = 1, . . . , n where bi denotes the ith row of B. Next recall Z(B)i,j = 〈Sgn(bi), bj〉 −
〈bi,Sgn(bj)〉. Thus the goal of this section is to show
〈|bi|, |bj |〉+ 〈Sgn(bi), bj〉 − 〈bi,Sgn(bj)〉 ≤ 1 + ‖bi‖1 · ‖bj‖1
for all i, j = 1, . . . , n. That is,
〈|bi|, |bj |〉+ 〈Sgn(bi), bj〉 − 〈bi,Sgn(bj)〉 − ‖bi‖1 · ‖bj‖1 − 1 ≤ 0
for all i, j = 1, . . . , n. The above inequality prompts the following definition.
Definition 8.5.1. Define J : Rn × Rn → R as
J(x, y) := 〈|x|, |y|〉+ 〈Sgn(x), y〉 − 〈x,Sgn(y)〉 − ‖x‖1 · ‖y‖1 − 1
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Thus the goal of this section is to show if B ∈ Rn×n is real orthogonal then J(bi, bj) ≤ 0 for
all i, j = 1, . . . , n. To do so notice for any a ∈ R one has a = sgn(a)|a|. Thus for any x, y ∈ Rn,
〈Sgn(x), y〉 − 〈x,Sgn(y)〉 ≤ |〈Sgn(x), y〉 − 〈x,Sgn(y)〉|
=
∣∣∣∣∣
n∑
i=1
sgn(xi)yi −
n∑
i=1
xi sgn(yi)
∣∣∣∣∣
=
∣∣∣∣∣
n∑
i=1
(sgn(xi)yi − sgn(yi)xi)
∣∣∣∣∣
=
∣∣∣∣∣
n∑
i=1
(sgn(xi) sgn(yi)|yi| − sgn(yi) sgn(xi)|xi|)
∣∣∣∣∣
=
∣∣∣∣∣
n∑
i=1
sgn(xiyi)(|yi| − |xi|)
∣∣∣∣∣
≤
n∑
i=1
|sgn(xiyi)(|yi| − |xi|)|
=
n∑
i=1
|sgn(xiyi)| ·
∣∣|yi| − |xi|∣∣
≤
n∑
i=1
∣∣|yi| − |xi|∣∣
= ‖ |y| − |x| ‖1
The above work prompts the following definition.
Definition 8.5.2. Define K : Rn × Rn → R as
K(x, y) := 〈|x|, |y|〉+ ‖ |x| − |y| ‖1 − ‖x‖1 · ‖y‖1 − 1
Then using the above observation, notice for any x, y ∈ Rn,
J(x, y) = 〈|x|, |y|〉+ 〈Sgn(x), y〉 − 〈x,Sgn(y)〉 − ‖x‖1 · ‖y‖1 − 1
≤ 〈|x|, |y|〉+ ‖ |y| − |x| ‖1 − ‖x‖1 · ‖y‖1 − 1
= K(x, y)
The goal, then is to show K(bi, bj) ≤ 0 for all i, j = 1, . . . , n where bi is the ith row of a real
orthogonal matrix B. Notice then if B is real orthogonal then ‖bi‖2 = 1 for all i = 1, . . . , n.
Furthermore notice for any x, y ∈ R then K(x, y) = K(|x|, |y|) by the definition of K. Thus
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one only needs to establish K(x, y) ≤ 0 for all x, y ∈ Rn such that ‖x‖2 = ‖y‖2 = 1 and xi ≥ 0
and yi ≥ 0 for all i = 1, . . . , n. Based on this observation consider the following which formally
defines the nonnegative orthant.
Definition 8.5.3. For a positive integer n define
Rn+ := {x ∈ Rn : xi ≥ 0 for all i = 1, . . . , n}
Furthermore the following defines the boundary of the `2 ball restricted to the nonnegative
orthant. This set will be useful later.
Definition 8.5.4. For a positive integer n define
Sn−1 := {x ∈ Rn : ‖x‖2 = 1}
and
Sn−1+ := Sn−1 ∩ Rn+
Thus because K(x, y) = K(|x| , |y|) for all x, y ∈ Sn−1 to show K(x, y) ≤ 0 for all x, y ∈ Sn−1
it is enough to show K(x, y) ≤ 0 for all x, y ∈ Sn−1+ . In fact, it will be shown K(x, y) ≤ 0 for
all x, y ∈ Q(n) where the set Q(n) is defined below.
Definition 8.5.5. For a positive integer n define
Q(n) = {x ∈ Rn+ : ‖x‖1 ≥ 1} ∩ {x ∈ Rn+ : ‖x‖∞ ≤ 1}
The set Q(n) will be used because, first, it will be shown that Q(n) is nonempty, compact,
convex, and has a finite number of extreme points, second, Sn−1+ ⊆ Q(n), and third, K(·, ·) is
convex on Q(n). Thus the Maximum Principle can be applied to establish that K(·, ·) ≤ 0 on
Q(n) and hence Sn−1+ . First all of the aforementioned statements about Q(n) and K(·, ·) will
be proven.
Definition 8.5.6. For fixed y ∈ Rn+ define Ly : Rn+ → R as
Ly(x) :=
n∑
i=1
yixi +
n∑
i=1
|xi − yi| −
(
n∑
i=1
yi
)(
n∑
i=1
xi
)
− 1
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Notice then for any x, y ∈ Rn+ one has, by the definition above, Ly(x) = K(x, y). Now it
will be shown that for any y ∈ Rn+ the function Ly(·) is convex on Rn+.
Proposition 8.5.1. For fixed y ∈ Rn+ the function Ly is convex on Rn+.
Proof.
Let x1, x2 ∈ Rn+ and λ1, λ2 ∈ [0, 1] such that λ1 + λ2 = 1. Then
Ly(λ1x1 + λ2x2) =
n∑
i=1
yi(λ1x1 + λ2x2)i +
n∑
i=1
|(λ1x1 + λ2x2)i − yi|
−
(
n∑
i=1
yi
)(
n∑
i=1
(λ1x1 + λ2x2)i
)
− 1
= λ1
n∑
i=1
yi(x1)i + λ2
n∑
i=1
yi(x2)i +
n∑
i=1
|λ1(x1)i + λ2(x2)i − λ1yi − λ2yi|
−
(
n∑
i=1
yi
)(
n∑
i=1
(λ1(x1)i + λ2(x2)i)
)
− 1
= λ1
n∑
i=1
yi(x1)i + λ2
n∑
i=1
yi(x2)i +
n∑
i=1
|λ1((x1)i − yi) + λ2((x2)i − yi)|
−
(
n∑
i=1
yi
)(
λ1
n∑
i=1
(x1)i + λ2
n∑
i=1
(x2)i
)
− λ1 − λ2
≤ λ1
n∑
i=1
yi(x1)i + λ2
n∑
i=1
yi(x2)i +
n∑
i=1
(|λ1((x1)i − yi)|+ |λ2((x2)i − yi)|)
−
(
n∑
i=1
yi
)(
λ1
n∑
i=1
(x1)i + λ2
n∑
i=1
(x2)i
)
− λ1 − λ2
= λ1
n∑
i=1
yi(x1)i + λ2
n∑
i=1
yi(x2)i + λ1
n∑
i=1
|(x1)i − yi|+ λ2
n∑
i=1
|(x2)i − yi|
− λ1
(
n∑
i=1
yi
)(
n∑
i=1
(x1)i
)
− λ2
(
n∑
i=1
yi
)(
n∑
i=1
(x2)i
)
− λ1 − λ2
= λ1
(
n∑
i=1
yi(x1)i +
n∑
i=1
|(x1)i − yi| −
(
n∑
i=1
yi
)(
n∑
i=1
(x1)i
)
− 1
)
+
λ2
(
n∑
i=1
yi(x2)i +
n∑
i=1
|(x2)i − yi| −
(
n∑
i=1
yi
)(
n∑
i=1
(x2)i
)
− 1
)
= λ1Ly(x1) + λ2Ly(x2)
Therefore Ly is convex on Rn+.

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The next result shows that Q(n) is in fact, nonempty, compact, and convex. Thus by the
Krein-Milman Theorem, Q(n) is the closed convex hull of its extreme points. The following
definition will be used to characterize these extreme points.
Definition 8.5.7. For I ⊆ {1, . . . , n} define eI ∈ Rn as
(eI)i =

1 if i ∈ I
0 else
Proposition 8.5.2. For a positive integer n, the set Q(n) is non-empty, compact, and convex
and if z is an extreme point of Q(n) then z = eI for some I ⊆ {1, . . . , n}. Furthermore
Sn−1+ ⊆ Q(n).
Proof.
Clearly Q(n) is bounded since ‖x‖∞ ≤ 1 for any x ∈ Q(n). Next let
Q1 :=
{
x ∈ Rn+ : ‖x‖1 ≥ 1
}
Q2 :=
{
x ∈ Rn+ : ‖x‖∞ ≤ 1
}
Now let x, y ∈ Q1 with 0 ≤ λ ≤ 1. Then
n∑
i=1
xi ≥ 1
n∑
i=1
yi ≥ 1
Hence λ, 1− λ ≥ 0 means
n∑
i=1
λxi ≥ λ
n∑
i=1
(1− λ)yi ≥ 1− λ
Thus
n∑
i=1
(λx+ (1− λ)y)i =
n∑
i=1
λxi +
n∑
i=1
(1− λ)yi ≥ λ+ 1− λ = 1
Thus λx+ (1−λ)y ∈ Q1 and hence Q1 is convex. Similarly let u, v ∈ Q2 and 0 ≤ µ ≤ 1. Then
‖µu+ (1− µ)v‖∞ ≤ ‖µu‖∞ + ‖(1− µ)v‖∞ = µ ‖u‖∞ + (1− µ) ‖v‖∞ ≤ µ+ (1− µ) = 1
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Thus µu + (1 − µ)v ∈ Q2 and therefore Q2 is convex. Hence Q = Q1 ∩ Q2 is convex. Next,
if w ∈ Sn−1+ then wi ≥ 0 for all i = 1, . . . , n. Next, ‖w‖1 ≥ ‖w‖2 = 1. Hence w ∈ Q1.
Furthermore ‖w‖2 = 1 implies wi ≤ 1 for all i and hence w ∈ Q2. Therefore w ∈ Q and hence
Sn−1+ ⊆ Q(n). Therefore Q(n) is nonempty.
Next, to show Q(n) is closed, it will be show that Q(n)C is open. To do so notice if
z ∈ Q(n)C then either ‖z‖∞ > 1 or ‖z‖1 < 1. Suppose ‖z‖∞ > 1. Then there exists i such
that zi > 1. Without loss of generality, assume z1 > 1. Now let ε = z1 − 1. Notice then for for
any
x ∈ A := {x ∈ Rn : ‖z − x‖∞ < ε}
one has |x1 − z1| ≤ ‖z − x‖∞ < ε. Hence −ε < x1 − z1 < ε which implies x1 > z1 − ε = 1.
Therefore x ∈ Q(n)C and hence A ⊆ Q(n)C .
Next suppose z ∈ Q(n)C such that ‖z‖1 < 1 and let ε = 1− ‖z‖1. Notice then for any
x ∈ B := {x ∈ Rn : ‖z − x‖∞ < ε}
one has
‖x‖1 = ‖x− z + z‖1 ≤ ‖x− z‖1 + ‖z‖1 < ε+ ‖z‖1 = 1− ‖z‖1 + ‖z‖1 = 1
Hence x ∈ Q(n)C and therefore B ⊆ Q(n)C . Thus it has been shown that for any z ∈ Q(n)C
there exists an open neighborhood of z contained in Q(n)C . Thus Q(n)C is open and hence
Q(n) is closed. Thus by the Heine-Borel theorem Q(n) is compact.
To prove if z is an extreme point of Q(n) then z = eI for some I ⊆ {1, . . . , n}, the
contrapositive will be established. First, if z ∈ Q(n) such that ‖z‖1 > 1 and ‖z‖∞ < 1 then I
claim z is not an extreme point of Q(n). To see why suppose, without loss of generality, that
z1 ≥ zi for all i. Now let ε1 = 12(‖z‖1− 1) and notice since ‖z‖1 > 1 one has that ε1 > 0. Next
let ε2 = (1 − z1)/2 and notice ‖z‖∞ < 1 implies ε2 > 0. Last let ε = min {ε1, ε2, z1/2}. Now
define x as x1 = z1 − ε and xi = zi for i 6= 1. Similarly, define y as y1 = z1 + ε and yi = zi for
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i 6= 1. Notice then by the construction of ε
‖x‖1 =
n∑
i=1
xi = z1 − ε+
n∑
i=2
xi = z1 − ε+
n∑
i=2
zi = ‖z‖1 − ε ≥ ‖z‖1 −
1
2
(‖z‖1 − 1) ≥ 1
‖y‖1 =
n∑
i=1
yi = z1 + ε+
n∑
i=2
yi = z1 + ε+
n∑
i=2
zi = ‖z‖1 + ε ≥ ‖z‖1 > 1
Also, necessarily 0 ≤ xi = zi < 1 and 0 ≤ yi = zi < 1 for i 6= 1. Further, z1 − ε ≥ z1 − z1/2 =
z1/2 ≥ 0. Also, z1 − ε ≤ z1 < 1. Hence 0 ≤ x1 < 1. Similarly z1 + ε ≥ z1 ≥ 0 and
z1 + ε ≤ z1 + 1
2
(1− z1) = 1
2
+
1
2
z1 <
1
2
+
1
2
= 1
Thus 0 ≤ y1 < 1. Hence x, y ∈ Q(n). Furthermore
1
2
x1 +
1
2
y1 =
1
2
(z1 − ε) + 1
2
(z1 + ε) = z1
and 12xi +
1
2yi =
1
2zi +
1
2zi = zi for i 6= 1. Thus
z =
1
2
x+
1
2
y
That is z is a convex sum of the elements x, y ∈ Q(n) with x, y 6= z and thus z is not an
extreme point of Q(n).
Now suppose z ∈ Q(n) is such that ‖z‖∞ = 1. Then there exists i such that zi = 1.
Without loss of generality assume z1 = 1. It will then be shown that if there does not exist
I ⊆ {1, . . . , n} such that z = eI then z cannot be an extreme point of Q(n). Then, under this
condition, there exists i such that zi ∈ (0, 1). Without loss of generality suppose z2 ∈ (0, 1).
Now let ε = 12 min {1− z1, z1} and define x as x2 = z2 − ε and xi = zi for i 6= 2 and define
y as y2 = z2 + ε and yi = zi for i 6= 2. Then, by construction, 12x + 12y = z. Furthermore,
0 < z2 − ε < 1 and 0 < z2 + ε < 1 by the construction of ε. Therefore since 0 ≤ zi ≤ 1 for all i
it follows that ‖x‖∞ , ‖y‖∞ ≤ 1. Furthermore, since z2 − ε > 0 it follows that
‖x‖1 =
n∑
i=1
xi ≥ x1 + x2 = 1 + z2 − ε ≥ 1
and since z2 + ε > 0 it follows that
‖y‖1 =
n∑
i=1
yi ≥ y1 + y2 = 1 + z2 + ε ≥ 1
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Hence ‖x‖1 , ‖y‖1 ≥ 1. Thus, z is a convex sum of two elements x, y ∈ Q(n) with x, y 6= z and
hence z cannot be an extreme point of Q(n).
Last suppose z ∈ Q(n) is such that ‖z‖1 = 1. It will then be shown if there does not exist
I ⊆ {1, . . . , n} such that z = eI then z cannot be an extreme point of Q(n). In particular
notice, under this condition, necessarily zi < 1 for all i. To see this notice if there exists ` such
that z` = 1 then zi ≥ 0 for all i and ‖z‖1 = 1 imply z = e{`}, a contradiction. Thus zi < 1 for
all i. Furthermore, there must exist at least two distinct indices j and k such that zj > 0 and
zk > 0. To see why notice if there are no such indices then ‖z‖1 = 0 contradicting the fact that
‖z‖1 = 1. Next, if there is one such index j then ‖z‖1 = 1 implies zj = 1 which has already
been shown to form a contradiction.
Thus without loss of generality, suppose 0 < z1, z2 < 1. Now define
ε =
1
2
min {z1, 1− z1, z2, 1− z2}
and define x as x1 = z1 − ε and x2 = z2 + ε with xi = zi for i = 3, . . . , n, and define y as
y1 = z1 + ε and y2 = z2 − ε with yi = zi for i = 3, . . . , n. Then, by the construction of ε, it
follows that 0 < z1 ± ε < 1 and 0 < z2 ± ε < 1. Hence 0 ≤ xi ≤ 1 for all i and 0 ≤ yi ≤ 1 for
all i. Also,
‖x‖1 =
n∑
i=1
xi = x1 + x2 +
n∑
i=3
xi = z1 − ε+ z2 + ε+
n∑
i=3
zi =
n∑
i=1
zi = 1
‖y‖1 =
n∑
i=1
yi = y1 + y2 +
n∑
i=3
yi = z1 + ε+ z2 − ε+
n∑
i=3
zi =
n∑
i=1
zi = 1
Thus x, y ∈ Q(n). Last,
1
2
x1 +
1
2
y1 =
1
2
(z1 − ε) + 1
2
(z1 + ε) = z1
1
2
x2 +
1
2
y2 =
1
2
(z2 + ε) +
1
2
(z2 − ε) = z2
and 12xi +
1
2yi =
1
2zi +
1
2zi = zi for i = 3, . . . , n. Thus z =
1
2x +
1
2y, a convex combination of
x, y ∈ Q(n) with x, y 6= z and hence z is not an extreme point of Q(n).
Therefore all possibilities have been covered and thus it has been shown that if z ∈ Q(n)
is such that there does not exist I ⊆ {1, . . . , n} such that z = eI then z cannot be an extreme
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point of Q(n). That is, forming the contrapositive, if z is an extreme point of Q(n) then z = eI
for some I ⊆ {1, . . . , n}.

Thus if z is an extreme point of Q(n) then it must be of the form eI for some I ⊆ {1, . . . , n}.
The next result shows that for any y ∈ Rn the function Ly is nonnegative at the extreme points
of Q(n).
Proposition 8.5.3. For a positive integer n fix y ∈ Q(n) and let I ⊆ {1, . . . , n}. Then
Ly(eI) ≤ 0.
Proof.
The fact that y ∈ Q(n) implies ‖y‖∞ ≤ 1 and ‖y‖1 ≥ 1. Thus, by direct calculation,
Ly(eI) =
∑
i∈I
yi +
∑
i∈I
|1− yi|+
∑
i/∈I
|0− yi| − |I|
n∑
i=1
yi − 1
=
∑
i∈I
yi +
∑
i∈I
|1− yi|+
∑
i/∈I
yi − |I| · ‖y‖1 − 1
=
∑
i∈I
yi +
∑
i∈I
(1− yi) +
∑
i/∈I
yi − |I| · ‖y‖1 − 1
since ‖y‖∞ ≤ 1 implies 1− yi ≥ 0
=
∑
i∈I
yi + |I| −
∑
i∈I
yi +
∑
i/∈I
yi − |I| · ‖y‖1 − 1
=
∑
i∈I
yi +
∑
i/∈I
yi + |I| −
∑
i∈I
yi − |I| · ‖y‖1 − 1
=
n∑
i=1
yi + |I| −
∑
i∈I
yi − |I| · ‖y‖1 − 1
= ‖y‖1 + |I| −
∑
i∈I
yi − |I| · ‖y‖1 − 1
= ‖y‖1 + |I| −
∑
i∈I
yi − (|I| − 1 + 1) ‖y‖1 − 1
= ‖y‖1 + |I| −
∑
i∈I
yi − (|I| − 1) ‖y‖1 − ‖y‖1 − 1
= ‖y‖1 − ‖y‖1 + |I| −
∑
i∈I
yi − (|I| − 1) ‖y‖1 − 1
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= |I| −
∑
i∈I
yi − (|I| − 1) ‖y‖1 − 1
= |I| − 1−
∑
i∈I
yi − (|I| − 1) ‖y‖1
= (|I| − 1)− (|I| − 1) ‖y‖1 −
∑
i∈I
yi
= (|I| − 1)(1− ‖y‖1)−
∑
i∈I
yi
≤ 0
since |I| ≥ 1 implies |I|−1 ≥ 0 but ‖y‖1 ≥ 1 implies 1−‖y‖1 ≤ 0. Hence (|I|−1)(1−‖y‖1) ≤ 0
and clearly −∑i∈I yi ≤ 0 since yi ≥ 0 for all i.

Thus it has been shown that Ly(·) is convex on Q(n) for any for any y ∈ Rn+. Furthermore,
Q(n) is compact, convex, and has a finite number of extreme points and Ly is nonnegative at
these extreme points. This provides enough information to prove, in the next theorem, that
K(·, ·) ≤ 0 on Q(n). The following is the main result of this section.
Theorem 8.5.4. If x, y ∈ Rn such that ‖x‖1 , ‖y‖1 ≥ 1 and ‖x‖∞ , ‖y‖∞ ≤ 1 then
〈|x|, |y|〉+ 〈Sgn(x), y〉 − 〈x,Sgn(y)〉 ≤ 1 + ‖x‖1 · ‖y‖1
In particular, the above inequality holds for any x, y ∈ Sn−1.
Proof.
Fix y ∈ Rn such that ‖y‖1 ≥ 1 and ‖y‖∞ ≤ 1 and consider L|y|(x) on Rn+. By Proposition
(8.5.1) L|y|(x) is convex on Q(n). Next, Q(n) is non-empty, compact, and convex and has
a finite number of extreme points by Proposition (8.5.2). Therefore by Proposition (4.2.3),
L|y|(x) must attain its maximum on Q(n) at an extreme point of Q(n). Next, by Proposition
(8.5.2), if z is an extreme point of Q(n) then z = eI for some I ⊆ {1, . . . , n}. Furthermore, by
Proposition (8.5.3), L|y|(eI) ≤ 0 for all I ⊆ {1, . . . , n}. Hence
max
x∈Q(n)
L|y|(x) = maxI⊆{1,...,n}
L|y|(eI) ≤ 0
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Therefore L|y|(x) ≤ 0 for all x ∈ Q(n).
Now given x ∈ Rn such that ‖x‖1 ≥ 1 and ‖x‖∞ ≤ 1 notice |x| ∈ Q(n). Thus L|y|(|x|) ≤ 0.
Next, by the construction of L|y|(·) and K(·, ·), one has L|y|(|x|) = K(|x|, |y|). Further by
the construction of K(·, ·) one has K(|x|, |y|) = K(x, y). Thus L|y|(|x|) = K(x, y). Next,
J(u, v) ≤ K(u, v) for any u, v ∈ Rn. In particular, J(x, y) ≤ K(x, y) = L|y|(|x|) ≤ 0. Last
notice
〈|x|, |y|〉+ 〈Sgn(x), y〉 − 〈x, Sgn(y)〉 ≤ 1 + ‖x‖1 · ‖y‖1
if and only if
〈|x|, |y|〉+ 〈Sgn(x), y〉 − 〈x,Sgn(y)〉 − ‖x‖1 · ‖y‖1 − 1 ≤ 0
if and only if J(x, y) ≤ 0 since J(x, y) was defined to be the left hand side of the above
inequality.

The above result shows that every real orthogonal matrix B satisfies the near necessary
conditions that zero is a global minimizer of GB.
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