stock trading (Anders and Schmitt ) , and even literature and linguistics (Horn et al. ) . Authors of this paper have extensively applied neural networks to problems in physics (Bagarinao and Saloma , Monterola and Saloma , Soriano and Saloma , Soriano et al. , Quito et al. ) . But as far as we know, nobody has yet applied a neural net to analysis of public opinion poll data.
An artificial neural network is a network of processing elements which can detect and classify patterns in its set of input data. Unlike the more common and familiar von Neumann computers-which is everything from the largest mainframe to the smallest personal computer-a neural network is trained, rather than programmed. A set of input data is fed into it and if there are patterns in the data, the neural net 'learns' them. Once equipped with its 'knowledge' of the patterns, the neural net can then be used to classify additional data into different categories. Like traditional statistical tools, the neural net is an instance of an endogenous method of analyzing survey data.
The specific neural net that we have used in this analysis is a software that has been written to run on an ordinary PC. In the language of neural net researchers (Sarle ) , it has  processing nodes in the input layer,  in the hidden layer, and one output node giving a 'yes/no' reply. It has a 'feed-forward' network architecture and we used a 'gradient-descent backpropagation' training method. Interested readers can write to the corresponding author for a more technical description of the neural net architecture that was used for the problem at hand.
Using survey data from Pulse Asia, Inc., a Philippine public opinion polling firm, we undertook this research to () determine if a neural net can detect patterns in the responses to a public opinion survey, and () to explore the feasibility of using the neural net to classify the undecided respondents. Pulse Asia furnished us with the raw data of two public opinion polls they conducted in December  and March . Each poll had , respondents,  years old (the voting age) and above, chosen randomly all over the country, but reflecting the population distribution among the different geographical subdivisions of the country with a sampling error of ± percent. The main goal of the surveys was to measure the approval/disapproval (also denoted P/N) rating of Philippine President Joseph Estrada's performance in office.
The survey was conducted by trained interviewers using a -item survey questionnaire. The main question was whether the respondent approved or disapproved of the performance of the Estrada presidency. The remaining  questions consisted of the usual demographic questions (age, income, education level, etc.)-and what we termed in this experiment the 'peripheral questions': the respondent's approval rating of the national government's performance in various areas, such as public safety and law enforcement, national economy, drugs, national defense, etc., and also the respondent's approval ratings of the individual Philippine senators and of the cabinet members. The five possible responses to these peripheral questions were: strong disapproval (), mild disapproval (), undecided (), mild approval (), and strong approval (). But in the case of the main question-the approval rating of President Estrada's performance-the responses were eventually classified by Pulse Asia simply into one of approval (P), disapproval (N), or undecided (U).
The actual result of the survey on the approval rating of President Estrada's performance in office is summarized in 
THE EXPERIMENT
The experiment was specifically designed to determine if a neural net can predict how a respondent would rate President Estrada's performance, given his/her responses to some of the peripheral questions. Offhand, we chose  of the peripheral questions (see Appendix), dealing with national economy, law enforcement and public safety, environment, human rights protection, and the approval ratings of some national government officials, among others. There were neither urgent reasons for choosing these  questions, nor did we perform any prior analysis on the possible socio-political relationship between the respondents' sentiments on these  issues, and their possible rating of the Estrada administration. We avoided helping the neural net along with any semblance of an expert system, whether human or mechanical. We wanted to see if the neural net could, in a sense, do it alone. Using the December  survey results, we divided the  definite respondents into two groups: a training set consisting of  respondents with a P:N ratio of : , and a test set consisting of  respondents with a P:N ratio of :. The former would be used to train the neural net, while the latter would be used to measure the accuracy of the neural net's prediction. The result was encouraging. Of the  definite respondents in the test set, the neural net was able to predict correctly the responses of , or an accuracy of . percent. More specifically, the neural net predicted a P: N ratio of :. Of its  P-predictions  were correct, while  of its  N-predictions were correct.
Next we tried the March  survey data of Pulse Asia. Again, out of the  definite respondents, we chose -with a P:N ratio of :-as our training group, and set aside -with a P:N ratio of :-as our test set. We used the responses to the same  peripheral questions we used in the previous experiment. The result was again encouraging. The neural net predicted correctly the responses of  of the  respondents in the test set, or an accuracy of . percent. Specifically, it predicted a P:N ratio of :. Of its  P-predictions,  were correct, while  of its  N-predictions were correct.
Then we tried a slight variation: of the  peripheral questions we were using to train the neural net, we removed four and replaced them with simple demographic data: gender, marital status, age bracket, and education level. The result was a very slight improvement: of the  respondents in the test set, the neural net managed to predict the responses of , or an accuracy of . percent. It predicted a P:N ratio of :. Of its  P-predictions,  were correct, while  of its  N-predictions were correct. Table  summarizes these results. Next we turned to the undecided respondents. In the December survey data, there were  undecided respondents. Using the same probe questions we used for the definite respondents, the neural net classified the respondents into a P:N ratio of : . On the other hand, in the March  survey data, there were  undecided respondents which the neural net classified into a P:N ratio of :. What is interesting in this classification is that the P:N ratio for the undecided respondents as predicted by the neural net turns out to be quite close to the actual P:N ratio of the definite respondents as shown in Table  .
If the results of this experiment were to be believed, then one would conclude that, at least for these particular public opinion surveys, the undecided respondents can be set aside inasmuch as they would split up in almost the same proportion as the definite respondents. The main weakness of this particular experiment-insofar as the matter of undecided respondents is concerned-is that there is no way, and there cannot anymore be a way, to validate empirically the neural net's predictions concerning the undecided respondents for these two particular surveys. If these were election polls, perhaps one could take the actual election result, or the exit polls, as empirical validation. Nevertheless, what this experiment has shown conclusively, we believe, is that neural nets can be trained to detect patterns in public opinion polls.
In the absence of empirical validation, the most that we could do was to perform some kind of self-validation-i.e., to test whether the undecided respondents belong, in some sense, to the same 'statistical population' as the definite respondents, in the December  survey. To do this, we plotted the responses to the peripheral questions of each of the , respondents as points in a -dimensional Euclidean 'feature space'. The  axes of this space, X i , i=, . . . , , correspond to the  probe or peripheral questions, and thus each respondent has -dimensional coordinates (x  , x  , . . ., x  ). Of course, each coordinate x i can only have a value of from  to , according to the respondent's response to that particular question. Assuming then that there are patterns to the responses of the definite respondents, this ought to produce two clusters, corresponding to the P-respondents and the N-respondents, with their respective centroids. If one were to consider also the responses of the undecided respondents, we would end up with three sets of points: the P-points, the N-points, and the U-points in the -dimensional feature space, forming three clusters.
In addition, to each axis X i of the feature space there corresponds a standard deviation s i brought about by the distribution of the values of x i in that axis for the , respondents. Using the ± i -values as diameters centered at the mean < x i > of each x i , we constructed concentric, -dimensional ellipsoids. In particular, we constructed two ellipsoids: one centered at the centroid of the P-cluster, and the other at the centroid of the N-cluster, with their corresponding standard deviations as diameters. These we call the P-ellipsoid and the N-ellipsoid, respectively. With these two ellipsoids in place, we progressively increased the size of each, and determined the percentage of the U-points falling within either ellipsoid as its size increases. We found the following:  percent of the U-points fall within the P-ellipsoid while  percent can be found within the N-ellipsoid when the diameters of the P-and N-ellipsoids reach the ± -level. This tells us how the set of U-points overlap the sets of P-points and N-points, respectively, in feature space. The result shows that the P-, N-and U-points do not form disjoint clusters in feature space. The graph showing the percentage of U-points falling inside either the P-ellipsoid or the N-ellipsoid, for different sizes or diameters of each ellipsoid, is shown in Figure  .
CONCLUSIONS
This exercise of using a neural net to detect patterns and to make predictions in public opinion poll data is, to our knowledge, the first to be performed, and the result we obtained is quite encouraging. At this point, we cannot yet vouch for the reliability of the neural net in classifying the undecided respondents since, as already stated, the neural net prediction regarding undecided respondents could not be empirically verified.
F  Intersection between clusters
Note: This figure shows the degree of intersection, in the -dimensional feature space, between the U-cluster and the P-cluster, and between the U-cluster and the N-cluster. The graph indicates that around  percent of the U-respondents fall within the -dimensional ellipsoid of diameters ± of the P-respondents and, on the other hand,  percent of the same U-respondents fall within the ellipsoid of diameters ± of the N-respondents. The ellipsoids are centered at the respective centroids of the N-and P-clusters.
After all, we have made an implicit assumption that the relationships linking the approval rating of President Estrada with the  peripheral questions are the same for the decided and undecided respondents. But we believe we have demonstrated-in the case of the definite respondents, at least-that the neural net is indeed capable of detecting and differentiating between patterns, not just theoretically, but to a potentially useful and practical extent.
What are the advantages of using a neural net for pattern recognition? Theoretically, there is nothing a neural net can do in this particular application that cannot be done by traditional statistical methods. However, we believe that neural nets do offer some significant advantages over statistical methods. For one, a neural net does not require an a priori knowledge of the structure of the data. Second, one does not need to go into elaborate computations of coefficients of polynomials. Third, a neural net is robust and cannot be easily led astray by isolated data outliers; moreover, one does not have to decide whether to keep a datum point or to reject it as a statistical fluke. The major efforts involved in using a neural net lies in designing the network architecture and in training the net. Since neural nets are notoriously highly problem-specific, one that works for a certain task cannot be imported and used for a different one. In a very real sense, every task requires a more or less 'custom-made', or at the very least, 'customtrained' neural net. In this particular exercise, we found that the neural net trained with the December  data did quite poorly in predicting the test data coming from the March  survey, being able to correctly predict only  percent of the definite respondents in the test set, despite the fact that both opinion surveys had identical questions.
We believe that neural nets hold a promise as an analytical tool in public opinion poll data analysis. What is needed now is more experiments to determine the reliability of the neural net's predictions.
APPENDIX: THE PERIPHERAL QUESTIONS
The  peripheral questions were chosen offhand and asked about the respondent's approval rating of the government's performance on the following issues: ( As a variation for the March  data, we replaced questions ()−() with the following socio-demographic questions: () Gender, () Age group, () Marital status, and () Educational attainment.
