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Abstract
Fraenkel and Simpson [A.S. Fraenkel, J. Simpson, How many squares can a string contain? J. Combin. Theory Ser. A 82
(1998) 112–120] proved that the number of squares in a word of length n is bounded by 2n. In this note we improve this bound to
2n −Θ(log n). Based on the numerical evidence, the conjectured bound is n.
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1. Introduction and basic definitions
Repetitions constitute one of the most fundamental areas of combinatorics on words and squares were already
investigated by Thue [10]. In this note we are concerned with upper bounds on the number of squares in a word.
Counting squares can be done in several ways. If one counts all occurrences of all squares, then the result can be
quadratic in terms of the length of the word, as encountered in any one-letter word or, more generally, in any word
with a short period, e.g., 010101010101. It is natural to count occurrences of primitively rooted squares, that is,
squares of the form xx where x is not an integer power of another word. Crochemore [1] proved that the number of
occurrences of primitively rooted squares is O(n log n), where n is the length of the word. The bound is optimal as it
is reached by Fibonacci words.
One can also count squares instead of square occurrences, that is, each square is counted once no matter how many
occurrences it has. Fraenkel and Simpson [3] proved that the number of squares in a word (not necessarily primitively
rooted) is bounded by 2n, where n is the length of the word. Based on the numerical evidence, it has been conjectured
that this number is bounded by n; see also [9]. In this note we improve slightly the bound of [3] to 2n −Θ(log n).
The result of Fraenkel and Simpson [3] motivated the linear-time algorithm of Gusfield and Stoye [4] which, given
a word w, marks the end-points of squares in the suffix tree of w. Note that all squares can be computed also by the
algorithm of Kolpakov and Kucherov [6] which finds all repetitions in a string in linear time (encoded into maximal
repetitions).
Let us fix first some notation. For an alphabet A, A∗ denotes the set of finite words over A; ε is the empty word.
The length of w ∈ A∗ is denoted by |w|. For x, y, w ∈ A∗, if w = xy, then x is a prefix of w, denoted by x ≤ w;
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Fig. 1. Three mutually overlapping occurrences of w.
Fig. 2. v2 < u2 squares at i and w2 square at i + 1 with |w| < |v|.
if also x 6= w, then x is called proper prefix, denoted by x < w. If w = xyz, then y is a factor of w; if y = xx , for
some word x 6= ε, then y is called a square. The words xy and yx are called conjugates. For notions and results from
combinatorics on words, we refer to [7,8].
We next recall briefly the approach in [3]. Fraenkel and Simpson counted each square at the beginning of its last
occurrence in the word. For a word w ∈ A∗ of length n, consider the sequence s(w) = s1s2 . . . sn , where si is
the number of squares whose last occurrence in w starts at i . (An example is shown in Fig. 3.) They proved that
no three squares can have the last occurrence starting at the same position, that is, si ≤ 2, for all i ; put otherwise,
s(w) ∈ {0, 1, 2}∗. This obviously implies the result.
The proof in [3] uses a rather intricate combinatorial result of Crochemore and Rytter [2] concerning the lengths
of three squares which are prefixes of each other. The same proof is included also in Lothaire’s second book [8, p.
281–2]. A very short proof of the 2n bound is given by the author in [5].
The main idea in this note is to look more closely at consecutive 2’s in s(w). We prove some upper bounds on the
lengths of such runs of 2’s and then use those to improve slightly the bound of [3].
2. Runs of 2’s in s(w)
We start with a useful technical lemma which concerns three occurrences of the same word that mutually overlap.
In what follows we shall need the following synchronization property for primitive words: a word w is primitive if
and only if w has exactly two occurrences as factor of ww, namely as a prefix and as a suffix.
Lemma 1. Let w be a word and let three mutually overlapping occurrences of w be z1z2z3 = z2z3z4 = z3z4z5 = w,
for some zi ∈ A∗ − {ε}. Then there exist x ∈ A∗ primitive and integers 1 ≤ p ≤ r < q such that x = x ′x ′′, for
x ′, x ′′ ∈ A∗, x ′′ non-empty, and z1 = x p, z2 = xq−r , z3 = xr−px ′, z4 = x ′′x p−1x ′, and z5 = x ′′xq−r−1x ′; see Fig. 1.
Proof. For simplicity, let us denote bywi the occurrence zi zi+1zi+2 ofw, 1 ≤ i ≤ 3. Put z1 = x p, x primitive, p ≥ 1.
The equation z1w = wz4 is classical (see [7]) and implies that z1 and z4 are conjugates, which means z4 = x ′′x p−1x ′,
where x = x ′x ′′, and also that w = xq x ′, for some q ≥ p. Then, the overlap between w2 and w3, that is, z3z4, is
longer than z1 (because |z1| = |z4|) and hence longer than x . Thus z3z4 contains a full conjugate of x which has to
synchronize with the ones in w3. Hence, z3z4 = xr x ′, for some r ≥ p. The other claimed values of zi ’s follow. 
We say that u2 is a square at position i if the last occurrence of u2 starts at i . The next lemma gives a relation
between the lengths of squares at neighbouring positions.
Lemma 2. If v2 < u2 are two squares at i and w2 is a square at i + 1, then either |w| ∈ {|v|, |u|} or |w| ≥ 2|v|.
Proof. Assume first that |w| < |v|. Because these are the last occurrences of the three squares, we get that
aw < v < u < aw2 < v2 < u2, for some letter a ∈ A; see Fig. 2. (Note that all prefixes are proper because
u 6= v and aw = v would imply that u = a|u| and therefore v2 appears later, a contradiction.) We have then three
occurrences of w as follows: the second w in w2, the one at the beginning of the second v (in the prefix aw of v) and
the one at the beginning of the second u — shown with bold lines in Fig. 2.
We apply Lemma 1 to these three occurrences of w. Note that we cannot have |aw2| = |u| + 1 as it would imply
aw3 is a prefix of u2 and sow2 appears later, a contradiction. Therefore, the three occurrences ofw overlap as required
in Lemma 1. Using the notation in Lemma 1, (the first) w has a prefix x p and (the last) w has a suffix x ′′xq−r−1x ′.
We can write the second v as v = awt , for a prefix t of w such that |t | = |x p| − 1. Denoting by b the letter following
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Fig. 3. The word w4 that contains many squares; at the bottom s(w4) is shown.
v2 in u2, we obtain that tb and the suffix x ′′xq−r−1x ′ of w are prefixes of each other. If p ≥ 2, then t contains as
prefix one full x and, using synchronization, we have x ′ = ε, x ′′ = x , and so w = xq appears also |x | positions later,
a contradiction. If p = 1, then |tb| = |x | and so a = b, x ′ = ε, and we obtain the same contradiction.
Consider next the case |v| < |w| < |u|. The reasoning is similar to the above. Writing v = av′, we obtain three
mutually overlapping occurrences of v′: the suffix of the second v, the prefix of the secondw, and the one occurring in
the prefix av′ of the second u. Applying Lemma 1 for these three v′s and using synchronization we can show as above
that v2 appears later, a contradiction. (Two cases are distinguished, depending on which of aw2 and uv is longer, but
they are treated similarly.)
If |u| < |w| < 2|v|, we obtain a similar contradiction concerning v2. This proves the lemma. 
We now consider the impact of Lemma 2 on the lengths of runs of consecutive 2’s in s(w). It is intuitively clear
that, the more such 2’s, the longer the lengths of the corresponding squares should become and ultimately impact on
the length of w, but we shall make this precise. Lemma 2 says that the squares at any position have either the same
lengths as the ones at the previous position or are at least twice as large. The next result investigates the case when the
lengths of the squares are preserved.
Lemma 3. Let m ≥ 2 be such that si = 2 for all i, 1 ≤ i ≤ m, and denote the squares at i by ui and vi where
v2i < u
2
i . Assume also that the lengths of the squares at i are the same for all positions i, 1 ≤ i ≤ m, denoted by|ui | = p, |vi | = q. Then (i) p + m ≤ 2q, (ii) p ≥ q + m + 1, and (iii) p ≥ 3m + 2, q ≥ 2m + 1.
Proof. Denote u1 = u, v1 = v, and let z be the common prefix of length m − 1 of u and v. (All squares are circular
shifts of u and v respectively.) It is clear that m ≤ |v| as otherwise v2 appears again |v| positions later (as v2|v|+1).
For (i), we must have that |u| + |z| < 2|v| since otherwise v2 appears later as prefix of uz.
On the other hand, if |u| ≤ |v|+|z|, then v is a factor of v2 which is neither a prefix nor a suffix. The synchronization
property implies that v is not primitive and also that it appears later, a contradiction. In fact |u| = |v| + |z| + 1 still
implies the same thing. (If we denote by b the letter following v2z in u2, then v = zay = yzb, for some word y, and
so a = b and we finally obtain the same contradiction.) Therefore, we must have |u| ≥ |v| + |z| + 2, which proves
(ii).
From the two inequalities we obtain |v| ≥ 2|z| + 3 and |u| ≥ 3|z| + 5 which give (iii). 
Remark 1. The inequalities in Lemma 3 are very close to optimal. Consider, for example, z = (01)n0, v = z0z100,
u = vz001; here |v| = 2|z| + 4 and |u| = 3|z| + 7.
Finally, we formulate the impact of runs of 2’s in s(w) on the length of w in the following result.
Lemma 4. If s(w) has a prefix of length m such that si = 2, for all 1 ≤ i ≤ m, then |w| > 2m.
Proof. Let us write the prefix of length m of s(w) as
s1 . . . si1si1+1 . . . si2si2+1 . . . sik ,
where ik = m and, for any i` < i < j ≤ i`+1 (we set i0 = 0), the lengths of the squares at i are the same as those at
j . Denote the lengths of the square at i` by q`, p`, with q` < p`. By Lemma 2, we have p`+1 ≥ 2q`.
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Using Lemma 3(iii), we obtain that q` ≥ 12 (p` + i` − i`−1) ≥ q`−1 + 12 (i` − i`−1) and, using also q1 ≥ 2i1 + 1,
we get
qk ≥ 12
k∑
`=1
(i` − i`−1)+ 32 i1 =
1
2
m + 3
2
i1.
But w must continue at least 2qk positions starting from ik , which means |w| ≥ m + 2qk − 1 > 2m. 
Remark 2. The result in Lemma 4 can be improved but the proof becomes more complicated and our main result in
the next section does not change much.
3. The improved bound
We now consider the impact of the above results on the number of squares.
Theorem 1. The number of squares in a word of length n is bounded by 2n −Θ(log n).
Proof. By Lemma 4, the number of consecutive 2’s at the beginning of s(w) cannot exceed n/2. Therefore, there must
be an i < n/2 with si ≤ 1. The same reasoning can be applied to the suffix of w that starts at the position i + 1. We
find j < 3n/2 with s j ≤ 1. Inductively, we shall obtain at least log n positions in s(w) that are smaller than 2. The
result follows. 
4. Comments
The improvement obtained is not very big. Essentially we proved that the number of squares in w is bounded away
from 2n. Still, it is the only non-trivial improvement we know of. Moreover, Fraenkel and Simpson [3] considered
even improving the bound by a constant amount to be important. They spent some effort to obtain the bound 2n − 8,
for n ≥ 5, and 2n − 29, for n ≥ 22.
I believe that Lemmata 2 and 3 are important on their own. The way they are used to improve the bound is weak
and therefore further improvement seems likely.
Proving the conjecture is probably difficult due to the following example from [3]. Consider the words wm =⊙m
i=1 0i+110i10i+11, for all m ≥ 1. Then the length of wm is |wm | = 32m2 + 132 m and the number of squares it
contains is very close to it: 32m
2 + 4m − 3+ odd(m)2 , that is, |wm | + o(|wm |).
What might help is the fact that the 2’s in s(w) seem to decrease the number of squares by the repetitions they
introduce. For the above example wm with many squares, the sequence s(wm) consists almost entirely of 1’s. Fig. 3
shows w4 and the last occurrences of all its squares. At the bottom the sequence s(wm) is shown; it contains only one
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