1 Concerning Quasigroups
De nitions
A quasigroup is simply a cancellative groupoid. That is, the algebra has a binary operation whose \multiplication table" forms a Latin square. That is, again, each row and each column of the table is a permutation of the elements of the algebra. Interest attaches to many classes of nite quasigroups, partly because they are very natural objects in their own right and partly because of their relationships to design theory. Quasigroups raise many hard combinatorial problems, parts of which are often approached computationally. Note that hQ; ri and hQ; ci are also an orthogonal pair of quasigroups over Q. Evidently, where hQ; i is any quasigroup and a and x any elements, there exists a unique b such that a b = x. We may therefore associate with hQ; i the function ? such that a ? x = b i a b = x. It is easy to see that hQ; ?i is also a quasigroup, and moreover that it shares certain properties with hQ; i: for example, if one of them is idempotent then both are. hQ; ?i is one of the six conjugates of hQ; i. These are de ned via the six operations ijk where i, j and k are distinct members of f1; 2; 3g. x 123 y = z () x y = z x 213 y = z () y x = z x 132 y = z () x z = y x 312 y = z () y z = x x 231 y = z () z x = y x 321 y = z () z y = x We shall refer to hQ; ijk i as the (i; j; k)-conjugate of hQ; i.
It sometimes happens that a quasigroup is orthogonal to one of its own conjugates. Here is one of the smallest examples: a quasigroup of order 3 and its (3; 2; 1)-conjugate: 1 2 3 1 1 3 2 2 2 1 3 3 3 2 1 321 1 2 3 1 1 2 3 2 2 3 1 3 3 1 2 We say that such a quasigroup is (3; 2; 1)-conjugate-orthogonal, and generally that a quasigroup orthogonal to its (i; j; k)-conjugate is (i; j; k)-conjugateorthogonal. A (2; 1; 3)-conjugate-orthogonal quasigroup is commonly said to be self-orthogonal. We follow standard conventions (as for example in 3]) in referring to an (i; j; k)-conjugate-orthogonal Latin square (quasigroup) of order v as an (i; j; k)-COLS(v) and to an idempotent one as an (i; j; k)-COILS(v).
Some Problems 2
By the spectrum of a type of algebra we mean the set of v such that there exists such a structure of order v. The spectra of (i; j; k)-COLS are known: (3; 1; 2)-COLS(v), (2; 3; 1)-COLS(v), (3; 2; 1)-COLS(v) and (1; 3; 2)-COLS (v) exist for all positive integers v 6 = 2; 6, while (2; 1; 3)-COLS(v) exist for all positive integers v 6 = 2; 3; 6. 3 Of course, (1; 2; 3)-COLS(v) cannot exist except trivially for v = 1. The existence problems for COILS are not so completely solved, except for the case of (2; 1; 3)-COILS(v) which is equivalent to that for (2; 1; 3)-COLS(v). 4 It is known 5 that (3; 2; 1)-COILS(v) and equivalently One way of producing COLS and COILS is to generate them as models of certain equations which are known to imply some case of conjugateorthogonality. One of the most interesting such equations is (ba:b)b = a which received a sustained investigation in 2] and which has the property that all of its quasigroup models are (2; 3; 1)-, (3; 1; 2)-and (3; 2; 1)-conjugate orthogonal. Its spectrum is stated in 2] and 3] to consist of all positive integers with the exception of 2 and 6 and the possible exception of 10, 14, 18, 26, 30, 38, 42 and 158. The existence of idempotent models is in rather more doubt. The same papers list 2, 3, 4 and 6 as the known exceptions and detail 56 possible exceptions, the largest of which is 174 and the smallest 9, 10 and 12{16. Computer generation of small idempotent models of equations is generally feasible, so there are good possibilities for improving the known spectrum of (ba:b)b = a by computational means.
Recall that orthogonal pairs of quasigroups are those admitting the r and c functions noted above. Now in the special case of a self-orthogonal quasigroup, we can assume that a?b is just b a, from which it follows that c(a; b) is r(b; a) as well. Hence the above equations reduce in the special case to r(a b; b a) = a r(a; b) r(b; a) = a Two even more special cases are given by identifying with r on the one hand 2 The exposition of this section draws heavily on 3]. We take this opportunity to express our signi cant indebtedness to Bennett, not only for his co-authorship of 3] and 5] but also for his helpful comments at many stages of our research. 3 Two more equations whose spectrum is in doubt are ab:b = a:ab (known as Schr oder's rst law) and ba:b = a:ba. Each of these forces all of its models to be idempotent, so there is no separate existence question for the idempotent case. Models of Schr oder's rst law are orthogonal to their (3; 2; 1)-and (1; 3; 2)-conjugates. All of its known models are of orders congruent to 0 or 1 (mod 4), but it is not known whether the spectrum is restricted to such numbers. There is no model of order 5, and 3] One further construction frequently used in searching for COLS and COILS is that of incomplete Latin squares. An incomplete orthogonal array IA(v; n) is a pair of Latin squares of order v with a subsquare of order n \missing" and such that the row and column functions r and c are well de ned except where pairs of elements fall into the \hole". Without loss of generality, the missing subsquare can be assumed to be in the bottom right corner. A Latin square which forms an IA(v; n) with its (i; j; k)-conjugate is called an (i; j; k)-ICOLS(v; n), and an idempotent one an (i; j; k)-ICOILS(v; n). As a limiting case, we can think of an (i; j; k)-COILS(v) as an (i; j; k)-ICOILS(v; 1). The most important necessary condition on the existence of (i; j; k)-ICOILS(v; n) is that v > 3n. The above problems concerning the existence of COILS(n) satisfying certain equations can therefore be generalised to that of all the corresponding ICOILS(v; n) for 1 n < v=3.
Some Solutions
We particularly investigated seven problem classes, gaining new results in ve. Discussion of the programs DDPP, FINDER and MGTP will be postponed until the next section, though it is worth noting the method used to avoid searching most of the isomorphic subspaces of each search space. Let the elements be numbered from 1 to v and consider one of the rows or columns|say, the column x v. This is a permutation of the elements and so splits into a set of cycles. Clearly, without loss of generality we may assume that each cycle occupies a contiguous section of the numbering. The condition x v x ? 1 su ces to force contiguity and was used in most of our experiments. This assumption cuts out most, though not all, isomorphic copies. A stronger alternative is to require the cycles to occur in monotone increasing (or decreasing) order of length, as was done in a few cases. In a few experiments the rst row or rst column was constrained instead of the last column. These constraints are all similar in e ect though not exactly equivalent.
The particular problems and results are as follows.
QG1
Investigate the spectrum of (3,2,1)-COILS. In particular, is there a (3,2,1)-COILS(12)? We made no signi cant progress on this problem. Our methods allowed us to search exhaustively only in the cases v 8 which of course were already well known.
QG2
Investigate the spectrum of (3,1,2)-COILS. In particular, is there a (3,1,2)-COILS(10)? This problem, too, proved too di cult for the programs and methods we used. Again order 8 was quite easy, but despite several e orts we were unable to discover any (3,1,2)-COILS(10) and the size of the order 10 search space was such that we have no hope of exhausting it without either some improvement in our reasoning techniques or some further insight into the algebra. These rst two problems illustrate well how di cult even \small" cases of quasigroup problems can be.
One minor new result concerning QG2 is that no (3,1,2)-ICOILS (8, 2) exists. This result by FINDER was con rmed by DDPP and MGTP.
QG3
Investigate the spectrum of idempotent] Schr oder quasigroups. In particular, is there such a quasigroup of order 12?
Recall that these are quasigroups satisfying the identity ab:ba = a and are self-orthogonal. Usefully for the purposes of searching, they also satisfy the principle that if a:ax = x or if xa:a = x then a = x. Here we were lucky.
Although we were unable in a reasonable time (a day or so) to exhaust the search space of any order greater than 10, we tried searching for order 12 models, with almost immediate success. FINDER discovered an idempotent solution after less than 5 minutes of searching. It was allowed to run on for about 18 hours, but found nothing more. DDPP later found a di erent solution, also idempotent, after searching for 207 hours. Hence there are at least two (non-isomorphic) idempotent Schr oder quasigroups of order 12. This result completes the spectrum for both idempotent and general cases, and also completes the spectra of the associated structures in design theory.
We also discovered an incomplete model of order (11, 3) and proved with FINDER and DDPP that there is no incomplete model of order (10, 2) .
QG4
Investigate the spectrum of Stein's third law ab:ba = b. Investigate the existence of idempotent models. In particular, is there such a quasigroup of order 12?
The results on QG4 were almost identical to those on QG3, with reversal of priority for the result between the two programs. The degree of di culty of the orders we were able to exhaust (up to 9) was similar to that experienced in the case of QG3. Again we turned our attention to order 12 and again were lucky enough to strike solutions. This time it was DDPP which found the rst solution, after about 33 hours. FINDER later found a di erent solution in about 4 hours. The solutions were di erent because the two programs implemented di erent search algorithms. For the same reason, nothing can be read into the di erence between the times taken to reach the rst solution. Again, the models found are idempotent, so again we have positive results completing the spectra for the quasigroups and for the related designs.
Turning our attention to incomplete models, we discovered solutions of order (10,2) and (11, 2) . These structures are likely to be of help in the recursive construction of further objects.
QG5
Investigate the existence of idempotent] models of the identity (ba:b)b = a. In particular, are there such quasigroups of order 9, 10, 12, 13, 14, 15 or 16? This was the rst problem we investigated, and for no especially good reason we have invested more e ort in it than in the others. The order 9 (idempotent) case had already been solved negatively by Jian Zhang in 1990 13] and his result con rmed by us in 1991 using an earlier version of FINDER. Imposing these identities as extra constraints improves the e ciency of the search for all three programs. DDPP has recently obtained negative results for orders 14 and 15 (both con rmed by FINDER). 7 All new results for QG5 are negative, both for complete models and for incomplete ones. All programs con rm that there is no incomplete idempotent model of order (7, 2) , (9, 2) or (11, 2) . DDPP nds none of order (14,3). FINDER con rms that result and reports no model of order (16,5).
QG6
Investigate the spectrum of Schr oder's rst law ab:b = a:ab. In particular, are there such quasigroups of order 9, 12 or 17?
Recall that all models of this identity are idempotent, since for any a there exists b such that ab = a; for this b, ab:b = a while a:ab = aa.
The order 9 case of this problem (QG6.9 in our nomenclature) was our rst positive result. MGTP quickly found a model. Bennett was able to use this result and some recursive constructions to remove about half of the unknown cases from the spectrum of ab:b = a:ab. MGTP also showed that there is no solution of order 12, a result later con rmed by both FINDER and DDPP. Hence the spectrum is now known to contain all positive integers congruent to 0 or 1 (mod 4) with the exception of 5 and 12 and the possible exceptions of 17, 20, 21, 24, 41, 44, 48, 53, 60, 69, 77, 93, 96, 101, 161, 164 and 173. We know that 2, 3, 6, 7, 10 and 11 do not belong to the spectrum, but otherwise the existence of models of orders not congruent to 0 or 1 (mod 4) is still open. Curiously, there are over 41,000 solutions to QG6.13 within our usual isomorphism-reducing constraints. Most positive cases of the QG problems seem to give rise to a few tens of solutions at most, so this result was somewhat surprising.
All programs agree that there is no incomplete model of order (v; n) for any 1 < n < v < 12. We have not investigated larger incomplete cases. 7 Our results for QG5 have been con rmed through order 15 by Hantao Zhang at the University of Iowa using his Sato program, which is like DDPP an implementation of the Davis-Putnam procedure, and through order 13 by Mark Wallace and Micha Meier at ECRC using their ECLIPSE system for constraint logic programming. Wallace and Meier have recently also obtained impressive performance on QG1, completing the order 9 search.
QG7
Investigate the spectrum of the identity a:ba = ba:b. In particular, are there such quasigroups of order 33 or of any order not congruent to 1 (mod 4)?
Again the observation that all models are idempotent is easy: for any a, choose b such that ba = a; for this b, a:ba = aa while ba:b = ab; hence aa = ab, so a = b and so aa = ba = a.
Order 33 is beyond the reach of our current techniques, so we concentrated on the search for a model of order not congruent to 1 (mod 4). Our results were entirely negative up to order 14, which is as far as we were able to go in a reasonable time. These negative results for orders 7, 8, 10 (MGTP con rmed by DDPP and FINDER) 11 (FINDER con rmed DDPP) 12 (DDPP con rmed FINDER) and 14 (FINDER) are new.
It proved easier, in fact, to work with the equation (ab:a)b = a which is conjugate-equivalent to a:ba = ba:b in the sense that a quasigroup satis es a:ba = ba:b i its (1,3,2)-conjugate satis es (ab:a)b = a, whence the two equations have the same spectrum. Every model of (ab:a)b = a is a model of (ab:b)(ab) = a, so as in the case of QG5 we can impose this as a useful extra constraint.
The Computation

Searching
The general form of consistent labelling problems (CLs) is as follows. Let S = hS 1 : : : S n i be a nite vector of nite sets. Without loss of generality we may assume each of these sets S i to consist of the rst few positive integers 1 : : : i . By a labelling of S we mean a selection function f with domain f1 : : : ng such that f(x) 2 S x for all 1 x n. By a negative constraint we mean a set of ordered pairs ha; xi where 1 a n and 1 x a . For simplicity, we assume that where ha; xi and hb; yi are in constraint C, if a = b then x = y. We say that a labelling f satis es a (negative) constraint C i 9a9x (ha; xi 2 C^f(a) 6 = x) so a negative constraint is a set of jointly incompatible labels. A consistent labelling relative to a set C of constraints is one which satis es every C 2 C. There are various forms of CL determined by S and C, the ones of present interest being to decide whether there exists a consistent labelling of S relative to C, and if there are such things to enumerate them. There are many methods for solving more or less general CLs. In this paper we consider only exhaustive searching techniques rather than more radical ones such as genetic algorithms, simulated annealing or the like. Among search algorithms, we consider only backtracking methods to which the cardinality of the constraints is irrelevant. This narrowing of our focus is in no way intended to slight any of the alternative methods. Merely, our research is what it is and not another thing.
It is extremely easy and natural to represent existence problems such as our QG1{QG7 in terms of consistent labelling. To generate a quasigroup of order v is to ll in each of the v 2 entries of its multiplication table with one of the values 1 : : : v. That is, n in this case is v 2 and each S i is simply f1 : : : vg. We may conveniently think of S as folded up into a two-dimensional array indexed by the rows and columns of the quasigroup, so we may refer to f(i; j) etc. in the obvious way. The constraints are of two kinds. Most CL algorithms have two alternating phases: a reduction phase and a division phase. Reduction consists of space reduction and constraint strengthening. The object during space reduction is to remove possible labels, temporarily or permanently, from some of the S i by appealing to the constraints.
In the simplest case, where there is a constraint fha; xi; hb; yig and where S a = fxg, so that f(a) = x, clearly y can be removed from S b . More removals may be made on various grounds according to the algorithm. For a simple example of constraint strengthening, consider a constraint of cardinality k fha 1 ; x 1 i; : : : ha k ; x k ig where S a k = fx k g. Obviously, since f(a k ) is xed, the problem is to search the remaining subspace within which fha 1 ; x 1 i; : : : ha k?1 ; x k?1 ig is a constraint of smaller cardinality. Evidently, constraint strengthening leads directly to space reduction in the case k = 2.
The division phase involves choosing some point at which to separate the search space into two or more disjoint subspaces. One way is to choose a label ha; xi and search the two subspaces got by asserting rst that f(a) = x and then that f(a) 6 = x. That is, on the one side replace S a by fxg and on the other add the unary constraint fha; xig. In each case the space reduction mechanism then has something new on which to bite. A variant is to choose some S i with i members and divide into the i disjoint subspaces in which S i is replaced by each fxg in turn for 1 x i . Yet another variant is to choose a constraint fha 1 ; x 1 i; : : : ha k ; x k ig and let the i-th subspace result from stipulating S j = fx j g for all j < i and adding the unary constraint fha i ; x i ig. 8 What we observed early in our investigations was that the division and reduction actions correspond exactly to familiar forms of logical inference| backward chaining and forward chaining respectively|permitting a trivial but satisfying reformulation of the problems in terms congenial to clause-based theorem proving systems. 9 First, since the function symbol f and the equality relation are not essentially involved in the reasoning, we may simplify notation by writing`Fax' instead of`f(a) = x'. Then, instead of sets S i we may consider the corresponding positive clauses This results in a set of ground clauses which has a model i there is a consistent labelling of S relative to C. We may think of consistent labellings and models of the clause set as the same things.
A standard approach to ground satis ability problems, used in many theorem provers, is to deal with non-Horn clauses by case splitting. The problem is naturally expressed as calling for proof by refutation. We may think of the process as the construction of a simple tableau. Case splitting is just the branching of the tableau in order to deal with a disjunction. A branch con- is no more than (ground) resolution restricted to the case in which one of the parent clauses is a unit. Where k = 2 the same inference results in a negative 8 We do not investigate this interesting suggestion further in the present paper. See 11] for a brief account of it. 9 We are not the rst to observe such things. Bibel 4] at least had a similar idea and we expect others have too. 
The Programs
The three programs we used are very di erent in style and signi cantly di erent in the details of their search algorithms, but they all fall within the range of CL methods outlined above. One common feature of note is that they were not originally designed to solve quasigroup problems at all, so our research has consisted in applying ideas from one eld to open problems in another. Such cross-fertilization is valuable from the viewpoints both of solving the problems and of improving the ideas. We wish to emphasise that we do not regard the present research project as nished; apart from the likelihood of further new results on quasigroups, we feel there is much to learn by comparing the inferential behaviour of our programs and from more conclusive veri cation of the results.
MGTP
ICOT's Model Generation Theorem Prover is e ectively two di erent programs. MGTP-G (Ground MGTP) deals with range-restricted problems only, treating non-Horn clauses by case splitting. MGTP-N (Non-ground MGTP) deals with Horn clauses only, but does not require them to be range-restricted. Both theorem provers are by the ICOT group in Tokyo, led by R. Hasegawa, the application to nite algebra being by Fujita. For our purposes only Ground MGTP was needed. The program is written in KL1, a declarative language designed for parallel processing applications. MGTP-G has run most successfully on the Parallel Inference Machines with some hundreds of processors.
A clause is range restricted i every variable in its body also occurs in its head, so that no new bindings are generated by evaluating the body. MGTP di ers from the other two programs in using range restricted clauses rather than ground ones. This means that its representation of the problems is very compact, requiring little memory, whereas the other programs need many megabytes in some cases. The price to be paid for this compactness is the need to perform matching before every inference step instead of just following the links of an index to the set of ground instances of the clauses.
The other distinctive feature of MGTP's search algorithm is that it uses an extended sort of hyper-resolution Since it is set within a logic programming framework, MGTP is able to use the technology of the KL1 language to compile the clauses in which the problem is input, thus forming executable code. Clause compilation is an essential technique for MGTP-G.
Parallel execution is also extremely important to MGTP-G. Our experiments have mainly used the machine PIM-m at ICOT, which has 256 processors each capable of over 600K append-LIPS. The design philosophy of the KL1 language was to combine logic programming with parallelism, the former to secure very high level code with clean semantics and a clear logical content, the latter to secure the best execution speeds available on contemporary hardware. In the case of MGTP-G working on CLs, parallelism is easy to implement, since the case splitting algorithm is naturally or-parallel. Once the split has occurred, the two or more sub-branches of the search tree are traversed independently, no signi cant communication between processes being required. The extent to which parallelism is attained may be seen from Figure  1 which shows the speedup as the number of processors is increased. 10 Note that these two sample problems require complete traversal of the search space, so no`superlinear' e ects are possible by processing in parallel.
One device which has proved useful in presenting the problems to MGTP is to add`redundant' extra positive clauses stipulating surjectivity of the rows 10 Figure 1 is Although these extra positive clauses are deducible anyway, and although they lengthen the problem description, they reduce the number of branches in the search tree and have a bene cial e ect on the execution times for MGTP. It follows that the application of unit resolution and subsumption to any set of ground clauses results in an equivalent set. Secondly, where X is any set of formulae and A any ground formula, X has a model i either X fAg has a model or X f:Ag has a model. Thirdly, and equally obviously, where X is any set of ground clauses and L any literal, if L does not occur at least once positively in some clause in] X and at least once negatively, then the result of deleting from X all clauses in which L occurs is a set which has a model i X has a model.
DDPP
A simple algorithm using these facts is shown in Figure 2 . That it is sound and complete for ground (propositional) clause problems is well known. Naturally, one important place at which heuristics may be inserted is in the choice of a literal for splitting. DDPP, like MGTP and FINDER, chooses the rst literal in one of the shortest positive clauses. We can see potential virtue in using a more elaborate selection heuristic|for instance, giving some weight to the number of constraints in which a literal is involved|but to date we have not experimented with such elaborations. DDPP gains something in e ciency, and much in elegance, from using thè trie' data structure 11 to represent clause sets. Details of the data structures used by our three programs are not the focus of the present report, but it is worth noting that DDPP, unlike MGTP, makes it easy to handle constraints containing positive as well as negative literals. 
FINDER
FINDER (Finite Domain Enumerator) is written in C and designed for generating models of arbitrary theories expressed in a many-sorted rst order language. It completes the collection of fundamental programming paradigms by being in a procedural language.
FINDER's basic search algorithm is case splitting on the positive clauses and binary resolution with a unit parent both for strenghthening constraints and for reducing the space. Like the other programs, it chooses which positive clauses to split on the basis of length. Its internal representation for clauses is rather simple and geared particularly to solving CLs. One simplifying assumption is that every atom occurs in exactly one positive clause, for which reason the device of adding extra positive clauses which helps MGTP and DDPP is unavailable to FINDER. Constraints are indexed in a fairly obvious way, by associating with the pair ha; xi a list of all the constraints involving Fax. This makes the resolution steps and backtracking rather fast. The set of constraints is reduced by applying a subsumption test during preprocessing. Like DDPP, FINDER can apply mixed constraints, containing positive as well as negative literals; doing so requires some small and obvious changes to the algorithm which will not be detailed here.
Several features are worthy of note. Most signi cantly, FINDER deduces more constraints as its search progresses. Backtracking happens when some One outcome of deriving secondary constraints is that the clause database grows during the search. To prevent this from limiting FINDER or adversely a ecting its performance, a bound is imposed beyond which the program stops the current search, discards the entire clause database and divides the search space at the rst case splitting point into subspaces to be searched entirely separately, repeating the preprocessing each time. It then carries on with the rst of these cases from the point it had reached previously, returning subsequently to deal with the others. There is obviously some ine ciency in thus repeating work, but in practice this has never been a serious problem.
Another detail of FINDER's algorithm is that it treats surjective functions specially. After each space reduction phase it looks ahead to check that each value is still possible somewhere in each row and somewhere in each column. If not, it backtracks immediately (without deriving a secondary constraint). This look-ahead operation is not prohibitively expensive and helps e ciency somewhat.
Comparison
It is not our intention to`burn rubber'. However, some points of comparison between our three programs are appropriate and interesting. Firstly, here are the overall descriptions. The sizes are approximate. Note that several individuals within ICOT contributed to MGTP and also to the development of the KL1 language. The di erence in code size, particularly between MGTP and FINDER, is quite striking.
Benchmarks are not entirely easy to come by for programs such as ours. For the sake of rough comparison we list some performance data for the moderately hard cases of our seven QG problems. The results tables must be treated with care, as the problem speci cations are not completely identical for all three programs. Hence intra- In every case, the isomorphism removal constraint used was the sub-optimal one that x v x ? 1. In experiments with the stronger condition that the cycles in the x 1 column occur in monotone decreasing order of length, FINDER was signi cantly (from 1.3 to 2.75 times) faster on the order 12 problems. For DDPP only, we stipulated extra positive clauses corresponding to the surjectivity of rows and columns, as suggested above. DDPP and FINDER used extra constraints, equivalent to the de ning ones, to help with QG5 and QG7, as noted in x1.2. DDPP and FINDER also used`mixed' clauses with positive as well as negative literals, whereas MGTP used negative ones only and no extra constraints.
In the cases of MGTP and DDPP, (3,2,1)-conjugate orthogonality for QG1 was speci ed by means of the condition xy = z 1 ; ab = z 1 ; z 2 y = x; z 2 b = a ) x = a^y = b (3,1,2)-conjugate orthogonality in the case of QG2 was secured similarly. For FINDER we used a di erent representation in which and r are sought simultaneously, subject to the conditions that they are both idempotent quasigroup operations and in the case of QG1 r((xy:y); x) = y. For QG2, the de ning equation is r((xy:x); y) = x .
For FINDER and DDPP, the times are split into a preprocessing`create' phase and a`search' phase. Preprocessing involves discovering the ground instances of the input clauses and structuring these into a database of the type used in the search. MGTP's preprocessing time, which includes clause compilation, has not been recorded. DDPP and FINDER were each running on a single processor of a 40MHz SPARCserver 670 and MGTP on 256 processors of PIM-M. The number of branches in the search tree is independent of the number of processors and the time taken per processor per branch searched almost so.
By default, FINDER splits the search space into independently treated subspaces, as outlined in x2.2.3, whenever 5000 derived constraints had been added in the current subspace. The numbers of such subspaces searched have been noted. This splitting reduces the memory used and has some e ect on the number of branches and the search time.
The tables of results show clearly the exponential growth in the di culty of the problems as their size increases. Problems QG1 and QG2 are especially striking in this regard. Note the large di erence between DDPP and FINDER in the matter of branching: DDPP generates far fewer branches than FINDER, but takes from 15 to 150 times longer to explore each one. Clearly there is an opportunity here to gain by combining technologies.
But is it Reasoning?
Is it even mathematics? Many mathematicians express distaste for results like some in this paper, presented with no support beyond the report that a computer search failed to nd a counter-example. Some express more than distaste, perceiving such sheerly computational investigations as a threat to the concept of mathematical proof or even to that of mathematics as a body of necessary truth to be distinguished in that regard from the empirical sciences. The misgivings commonly voiced by mathematicians and others include:
Computer-generated results are unveri able and hence unreliable. Computer-generated results lack humanly surveyable proofs, which are the only genuine reasons for accepting mathematical propositions. Reports of computations are only reports of experiments, and experiment is not proof.
Computer-generated results are unsatisfactory as mathematics because they deliver (at best) only the theorems. They do not readily generalise to related cases and they give no understanding of why the results hold.
Certainly the issue seems to divide the mathematical community sharply. As might be expected from the nature of our research, our own sympathies are more on one side of the divide than the other, but we feel it appropriate in the present context to probe the question further.
The issue of reliability should not be the main concern. No-one with experience of mathematics can believe that human provenance or acceptance of a result renders it sceptic-proof. Whoever has never made a mistake is no mathematician. On the score of reliability, computers lead us by a large margin. Nonetheless, there are some features of computations such as those we are reporting which might give us pause. All signi cantly large and complex programs contain bugs. Complete veri cation of experimental research software by human programmers cannot happen, and complete mechanical veri cation of such software is, at present, no more than one of our recurrent dreams. It is easy, when striving to incorporate e ciencies into a complicated program, to overlook some small but signi cant point and to introduce an error which results in failure to check some case or other. Where the output from the computation is a positive structure, as in the case of our solutions to QG3.12 and QG4.12, or as in the case of a theorem prover's production of an explicit proof, this does not matter since the structure is what it is regardless of any aws in the method of its discovery. Where the output is negative, however, the correctness of the search method is crucial. As Brendan McKay once put the point in discussing 8],`The result of six years of computation was ;: a di erent program could have computed that in six microseconds!'
It is natural to take computer-generated results as extending the notion of proof in that to treat them as arguments for mathematical propositions is to base our assertions at least partly on the reasons for thinking the algorithms both mathematically correct and correctly implemented, so in these cases the veri cation of the program becomes part of the proof. In this regard, computer proofs do not di er from other algorithmic proofs: we may base our assertion as to the n-th prime number on the fact that we followed an algorithm|say, the sieve of Eratosthenes|with that result, and this is a proof only insofar as the algorithm both is correct and was correctly followed. That is to say, the proof is at best relative to the correctness of our procedure. If there is a further di culty about computer proofs, it is perhaps that the individual steps of the computation are hidden in the machine rather than consciously traced out. We have more, that is, to take on trust.
It is worth remarking the relationship between the computation issuing in the null output and the proof of nonexistence. A proof is an abstract object. Formally, it is a nite tree 12 of which the root is the proposition proved, every leaf is an axiom of the theory in which the proof takes place and every non-leaf node is related to its children as conclusion to premises of some rule of inference of that theory. Now for the purposes of working mathematics it is rarely necessary, or desirable, to exhibit a proof in full. What we are normally given, in the form of assertions that some cases are trivial, that others follow from known results, that still others simply follow (without further speci cation) and that the rest may be left as exercises, is some reason to believe that a proof exists.`Exists' here is to be taken abstractly, not as implying natural instantiation, whether on paper or in the mind of a mathematician.
Another reading of the computer-generated results is thus not as proofs but as reports of experiments which yield evidence for the existence of proofs. The experimental evidence is empirical, a posteriori, though the theorem and its proof are as much necessary truths as any other mathematics. On this reading, the reasons for thinking the algorithm to have been correctly instantiated in the program stand to the proof rather as the grounds for believing in the e cacy of the apparatus stand to the results of a physical experiment.
If we demur from that thought it is surely on the grounds that it severely understates the case. A typical human`proof', even of the most hand-waving variety, is more than just evidence for the existence of a real proof: it contains a more or less informal recipe for generating one. The same is true of our computational results, as we have been at some pains to point out. The same is notably not true of experiments in science: turning experimental results which disagree with predictions into counter-examples to a theory is not at all a matter of formal reconstruction; whatever they lack, it is not spelling out. were 44, and almost inconceivable if it were 45 or greater. This really is a case of strong mathematical evidence, in the face of which no-one would rationally bet against the theorem at any but extreme odds, yet quite reasonably we do not regard it as a proof and do not regard the problem as solved.
Recall that an exhaustive search in the manner of MGTP, FINDER or DDPP consists of actions such as space division, constraint strengthening and space reduction which correspond closely to logical inferences. Indeed, the sequence of these actions amounts to the tracing out of a deductive proof that the assumptions are inconsistent. Note that there is nothing lacking in the chain of formal reasoning|no gaps, and no appeals to computational experiments. What prevents us from recording the proof in that form is only its length and featurelessness. Thus we fully agree with one of the objections to regarding failed searches as proofs: the proofs thus derived are too long and boring to repay perusal. Even to check them for correctness would be a serious task, since the veri cation would be as long as the search. Nonetheless, the logical de nition of a proof makes no reference to prolixity or tedium, so these are indeed proofs. Moreover, since they are physically instantiated in the succession of machine states, the claim that a proof exists in such a case is perfectly constructive. It is grounded in the actual production of a proof, albeit an unsurveyable one.
One purpose of proof discovery is to provide reasons to believe the theorem proved. It is in this respect that unsurveyably long proofs are di erent from short and elegant ones. If a search program does indeed trace out a proof, say that there is no idempotent model of QG5.15, then that theorem indeed stands proved in the formal sense, but the result of the computation need not compel rational belief. Before we can use it to underpin knowledge about the spectrum of the equation we must ourselves be in a position to carry out an inference to that conclusion. And this inference is apparently from the observed result of the computation together with knowledge that the program is correct.
Knowing that the program is correct has three major components, which overlap to some extent. The rst is knowing that the algorithm is correct. At a suitably high level of abstraction this is usually trivial for search methods like ours. The correctness of case splitting and resolution for ground satisability problems is just obvious. The algorithm may be described in more or less detail, correctness becoming less trivial as it is spelt out, but convincing demonstrations may reasonably be expected. The second component, on which most of the concern is focussed, is knowing that the algorithm is correctly instantiated in the program, in C, Lisp, KL1 or whatever language. This is most de nitely not trivial, though neither should we underestimate the extent to which arguments for it can be given, with no more hand-waving than in many non-computational parts of mathematics. The third component is knowing that the program was correctly executed by the machine. Parts of this are capable of proof|that the compiler does not introduce errors, that the system software which carries out such operations as paging and swapping and watching for interrupts also preserves integrity, and so forth|but part of it is not. This last includes all appeals to freedom from hardware malfunctioning, whether aws in the silicon or unfortunate strikes by cosmic rays. In sum, our knowledge is based on mixed foundations, part formal proof, part informal proof, part understanding of electronics and the like, part appeals to the competence and authority of other people.
The position we have reached is as follows. The`natural' thought that the proof of program correctness is part of the proof of the theorem is to be rejected. The proof of the theorem is a matter of case splitting, resolution and the like in which no reference to any computation occurs. Nor can we accept that the computation is merely a piece of evidence for the existence of a proof, as the method involves actually discovering a proof rather than just detecting e ects of the theorem. Our reason for thinking that a proof has been produced is another matter, and one which need not itself be, though it may involve, a mathematical proof. Here the concept of evidence is in place. It makes sense, for example, to verify our computational results by means of independent programs, as we have in fact done, though such a process adds nothing whatever to any proof. Hence we also reject the claim that only humanly surveyable proofs warrant mathematical belief, for an unsurveyable proof together with reasons for thinking it a proof can su ce.
That is the normal state of proofs by exhaustion. We believe, however, that we can and should go a stage further in verifying such results. To do so, indeed, is a matter of some urgency since the involvement of computers in nite mathematics is bringing that eld to a crisis. Since the search follows the steps of a proof, it costs little to have the program dump a trace of its actions, and this trace can be read as a purely logical proof. We intend to amend our programs to produce such proofs. The proofs would be too long for human evaluation, but they could be veri ed mechanically, by passing them through an independent proof checker. Not every step taken in the search would need to be recorded. It would be necessary to record the constraints, each of which would have to be justi ed either by exhibiting it as an instance of an input clause or (in the case of FINDER's derived constraints) by specifying the immediate inference to it. It would then be necessary to record each instance of case splitting. Typically, an initial positive clause Fa1 _ : : : _ Fav has been reduced in space reduction moves to a smaller Fax 1 _ : : : _ Fax k , and the search splits by successively asserting the Fax i for i k. The reasons for having removed the other disjuncts would have to be recorded, either as the removals happened or when case splitting occurs, and the positive clause would have to be printed in such a way as to indicate the split. Thus the proof checker would have to be capable of maintaining a record of the branching of the proof tree. The hyperresolutions corresponding to space reductions would be easy to record and to check for correctness, and branch closures where the empty clause results would be equally straightforward. Thus the proof checker would only have to verify a long series of simple steps. The only possible di culty lies in the large number of constraints (or, in the case of MGTP, constraint instances) which would have to be recognised as available for inferences. FINDER and DDPP sometimes work with over 10 5 constraints, so both the speed and the memory requirements of the checker would be nontrivial considerations. Nonetheless, checking the proof seems to be feasible in principle.
This procedure has many advantages over program veri cation. In the rst place, we verify the proof itself, not merely some aspect of the manner in which it was produced. We are absolved from verifying all of the software involved, since a proof is still a proof no matter how incorrect its generation. In the second place, while the search program is large and complex and almost certainly contains bugs, a proof checker can be small and extremely simple so that we may justi ably have great con dence in its correctness. It is much easier to verify proofs than programs, and in any case the correctness of the proof, not that of the program, is what really matters to the mathematician seeking justi cation for a theorem. It is our intention now to pursue research into search veri cation by proof checking.
Of the initial list of adverse reactions to essentially computational proofs, the one to retain its sting longest is the complaint that the proofs are uninformative. Certainly the proofs traced out by pure searching in cases such as ours are very \ at", consisting only of many tableau branchings, each like the others, and many small resolution steps between the branch points. It is true that such a proof does not itself generalise to cover further cases, and nor does it contain great insights such as might make it a thing of beauty. Computergenerated theorems, however, can certainly be important in suggesting general results or interesting properties of mathematical structures to the imaginative mathematician. Moreover, such further insights can arise from the attempt to generate results computationally, as we seek to understand the behaviour of our search programs in order to make them more e cient. These processes of mathematical deepening are not readily predictable and will vary from problem to problem. We consider that investigations such as those reported in the present paper are part of a new division of labour, whereby machines perform the low-grade repetitive tasks which they do best, freeing creative mathematicians to create.
