ABSTRACT Glyphosate, one of the most popular herbicides world-wide, is used as an active ingredient in many commercial formulations. So far, many studies have focused on reproductive toxicity on glyphosate which may trigger epigenetic changes through endocrine-mediated mechanisms. Generally, it is critical to identify the glyphosate poisoning status in order to minimize health risks. This paper proposed a machine learning approach using 110 rats' samples to identify the glyphosate poisoning status. All rats were randomly divided into 2 groups (n = 55 each) in the study. The rats in the blank control group were given 0.9% sodium chloride solution orally for 15 days, while the other groups were administered orally at the dosage of 0.5g/kg of glyphosate once per day for 15 days consecutively. Consequently, the potential of an enhanced fuzzy k nearest neighbor approach was explored through blood routine test to recognize the glyphosate poisoning condition based on the blood indices. A real-life data set was used to evaluate the effectiveness of the proposed method in terms of classification accuracy (ACC), sensitivity, specificity, and Matthews Correlation Coefficients (MCC). The results demonstrated that there were significant differences in blood routine test indices between the control and the glyphosate groups (p-value < 0.01). It was observed in the feature selection that the most important correlated indices were white blood cell , lymphocyte , intermediate cell , and neutrophil granulocyte. A comparative study with support vector machine and artificial neural networks had shown that the proposed approach could achieve much more promising results with 95.45% ACC, 0.90 MCC, 98.89% sensitivity, and 88.89% specificity. The empirical analysis verifies that the proposed method is promising to act as a new, accurate method for identification of the glyphosate poisoning status in subjects.
I. INTRODUCTION
Glyphosate [N-(phosphonomethyl) glycine] (GLP) is the active ingredient of many commercial formulations marketed as broad-spectrum herbicides and used world-wide for weed control. However, while glyphosates promote increased food production, they may present as a residue in derived foods and drinking water. A recent study revealed that glyphosate residues can be accumulated in chicken organs and muscles after consuming glyphosate in their feed [1] . Further, detection of glyphosate residues in the urine of humans indicates that glyphosate exposure is associated with oxidative stress and some neurological disorders such as Parkinson's pathology [2] . Additionally, pesticide ingestion is a common method of suicide, particularly in Asian countries [3] , [4] . There is a significant increasing in both the number of suicides annually and the proportion of suicides using glyphosates versus total herbicides after the 2012 paraquat ban in Korea [5] .
For years, glyphosate was regarded as a moderate dose herbicide with relatively low acute and chronic mammalian toxicity, to the extent mammalian risk was accurately reflected in required EPA toxicology studies. After an exhaustive review, however, glyphosate was classified in 2015 as a ''probable human carcinogen'' by the International Agency for Research on Cancer [6] , based on increased prevalence of rare liver and kidney tumors in chronic animal feeding studies, epidemiological studies which reported positive associations with non-Hodgkin lymphoma, and strong mechanistic evidence of genotoxicity as well as ability to trigger oxidative stress [7] . Recent studies suggest that glyphosate in its pure form, and some formulated glyphosate end-use products, may trigger epigenetic changes through endocrinemediated mechanisms [8] - [12] . de Souza et al. [13] discovered that perinatal exposure to glyphosate-based herbicide altered the thyrotrophic axis and modified the HPT set point, with lower levels of TSH likely reflecting post-translational events, and caused thyroid hormone homeostasis imbalance in male rats. Glyphosate-poisoning is characterized by various symptoms such as gastrointestinal symptoms, altered consciousness, hypotension, respiratory distress, metabolic acidosis and renal failure [14] , [15] . Glyphosate formulation which contains surfactants may probably enhance its toxicity. The mortality rate due to glyphosate poisoning is reported at 3.2% in a study included 601 patients with glyphosate acute poisonings [16] . In the same study, it was reported that death was strongly associated with greater age, larger ingestions and high plasma glyphosate concentration on admission (>734 µg/mL). Extreme exposure (around 100-200 ml of the pure formulation ingested) resulted in respiratory, heart and hepato-renal damage [17] . Consequently, being able to identify the glyphosate poisoning status in animal or human body is an important public health concern. Larsen et al. [18] and [19] discovered certain biochemical modifications after exposing rats to the herbicide glyphosate, their research [20] demonstrated that the herbicide glyphosate was a weak inhibitor of acetylcholinesterase in rats. Hernandez-Plata et al. [21] - [23] showed that the herbicide glyphosate caused behavioral changes and alterations in dopaminergic markers in male rat. Dallegrave et al. [24] and [25] discovered that in utero and lactational exposure to glyphosate-Roundup (R) might induce significant adverse effects on the reproductive system of male Wistar rats at puberty and during adulthood, and glyphosate-Roundup (R) was also toxic to the dams and induced developmental retardation of the fetal skeleton. Guerrero Schimpf et al. [26] showed that neonatal exposure to GBH disrupted the postnatal uterine development at the neonatal and prepubertal period, and they might alter the functional differentiation of the uterus as well as affect the female fertility and/or promote the development of neoplasias. Varayoud et al. [27] evaluated the potential estrogenic effects of a GBH formulation using the uterotrophic assay, although the uterine weight was not affected, GBH modulated the expression of estrogen-sensitive genes. Laguarda-Miro et al. [28] proposed to combine the voltammetric techniques with artificial neural network (ANN) and partial least squares to predict glyphosate concentration in aqueous dissolutions, respectively. Experimental results showed that the ANN model could produce a more promising result for predicting glyphosate concentration. Nourouzi et al. [29] [Nourouzi, 2012 #464] developed an ANN model to simulate the biodegradation of herbicide glyphosate in a solution. The results showed that ANN model was able to accurately predict the experimental results. Overall, there is little work in the literature on diagnosing the glyphosate poisoning status in animal or human body.
In this study, an approach based on machine learning technique was proposed to identify the glyphosate poisoning status in rats using the indices from blood routine test (BRT). To the best of our knowledge, this is the first time to adopt the machine learning technique in the diagnosis of glyphosate poisoning status in rats. Additionally, it is the first time to detect the glyphosate poisoning status in rats based on the BRT, which includes many indices such as count of white blood cell (WBC), red blood cell (RBC) and blood platelet (PLT) counts. It is well-known that the BRT is one of the most commonly and widely feasible tests in hospitals. In order to acquire more accurate results, a particle swarm optimization strategy (PSO) enhanced fuzzy k-nearest neighbor (FKNN) [30] is explored to identify the glyphosate poisoning status in rats. Compared to other classical machine learning methods such as ANN and support vector machine (SVM), FKNN is much simpler, and it can yield more easily interpretable results. Because FKNN has very good characteristics, it has been widely used in many fields, such as medical diagnosis problems [31] , [32] , protein identification and prediction problems [33] , [34] , bankruptcy prediction [30] , slope collapse prediction [35] , grouting activity prediction [36] , speech emotion recognition [37] , landslides prediction [38] , HPV genotypes prediction [39] , dealing with the imperfect data [40] . Since the performance of FKNN is heavily affected by two key parameters, many works have concentrated on evolving the two key parameters of FKNN [30] , [41] , [42] using the meta-heuristic methods. In this study, we attempted to make the full potential of FKNN using the PSO strategy to optimize the feature subset and parameters for FKNN simultaneously. The resulting model was employed to perform the diagnosis of glyphosate poisoning status in rats. To the best of our knowledge, it is the first time to apply the FKNN model in identifying the glyphosate poisoning status in rats. The classification accuracy (ACC), MCC, sensitivity, and specificity of the proposed approach were examined by comparing the results against the real-life dataset. It was observed that the developed PSO-FKNN approach promisingly achieved 95.45% ACC, 0.9 MCC, 98.89% sensitivity, and 88.89% specificity.
In summary, this paper has the following contributions: (1) It proposes a new perspective for glyphosate poisoning modeling using blood samples; (2) It proposes a novel effective approach for automatically identifying the glyphosate poisoning status; and (3) It enables to detection of the most relevant indices with the aid of the meta-heuristic-based feature selection.
II. MATERIALS AND METHODS

A. ANIMALS
A total of 110 specific pathogen-free Sprague-Dawley rats (220 ± 20 g), purchased from Laboratory Animal Centre of Wenzhou Medical University, was used. All rats were maintained in a light controlled room (light: 07:00-19:00 h, dark: 19:00-07:00 h) with a temperature of 22 ± 2 řC and a relative humidity of 55 ± 5% and were given free access to diets and water ad libitum. All experimental procedures were conducted according to the Institutional Animal Care guidelines and approved ethically by the Administration Committee of Experimental Animals, Laboratory Animal Center, Wenzhou Medical University.
B. DOSES AND TREATMENT SCHEDULE
All rats were randomly divided into 2 groups (n = 55 each). The blank control group rats were given 0.9% sodium chloride solution orally for 15 days. The other groups were orally administered glyphosate at the dosage of 0.5g/kg once every day for 15 days consecutively. All experimental procedures were approved ethically by the Wenzhou Medical University Administration Committee of Experimental Animals.
1) BLOOD ANALYSIS
A typical routine blood test is the complete blood count, also called CBC, to count the red and white blood cells as well as to measure the hemoglobin levels and other blood components. The animals were euthanized by ether anaesthesia after 12 hours of food deprivation. Afterwards, the blood samples (0.5 mL) were procured from cardiac puncture and transferred to EDTA test tube which was used for blood routine test. This test can uncover anemia, infection, and even cancer of the blood. A total of 18 blood indices were used as illustrated in Table 1 . The BRT indices in the control and glyphosate groups were listed in Table 2 .
2) HISTOLOGICAL OBSERVATION
The whole liver of each rat was excised after euthanasia, rinsed with 0.9% NaCl-injectable solution, blotted dry with tissue paper, and weighed. Two pieces of liver tissues (0.5 × 0.5 × 0.5 cm for each) were collected from both left half and right half livers from each rat. Liver tissues were fixed in a 10% neutral phosphate-buffered formalin, embedded in paraffin, sectioned at 4-µm/slide, and then processed for routine histological examination with hematoxylin-eosin staining. Changes of tissue structure and collagen were shown in Fig.1 . As shown, normal hepatic cells, central veins and few collagen fibers were observed in the control group. Substantial pseudolobules and necrosis, extensive VOLUME 6, 2018 liver bridging fibrosis and collagen deposition were obviously seen in the glyphosate group.
3) DATA ANALYSIS
Statistical analysis was performed with SPSS V17 software. The differences in BRT indices between the two groups were analyzed by variance analysis. If the data showed a normal distribution, independent sample tests were used, or the nonparametric test was applied to analyze the difference. p < 0.05 was considered a statistical difference.
C. METHODS
In this section, we introduce the proposed method, the flowchart of the proposed methodology is shown in Figure 2 . The whole process includes data collection, normalization, feature selection, classification. The data in this study are mainly composed of the blood samples from glyphosate poisoning rats and normal rats. There is a total of 110 samples, each sample consists of 18 blood indicators. Firstly, we normalize the data, use the proposed PSO-FKNN method to select the features from the data samples and optimize the parameters of the classifier FKNN, and then use the obtained optimal parameters and features to train the FKNN classifier. Finally, the trained optimal FKNN classifier is used to predict the unknown samples. As the data are divided by 10-fold cross validation method, the final prediction results need to be averaged on the 10 independent test samples.
1) PARAMETER OPTIMIZATION AND FEATURE SELECTION BY PARTICLE SWARM OPTIMIZATION (PSO)
In this study, the continuous PSO and binary PSO were both used to tackle the problems of parameter optimization and feature selection. PSO was a classical swarm intelligence algorithm developed by Kennedy and Eberhart [43] in 1995. The PSO algorithm was originally inspired by the regularity of bird cluster activities and then established using a simplified model of swarm intelligence. PSO is initialized as a set of random particles (random solution), followed by finding the optimal solution by iteration. In each iteration, the particle updates itself by tracking two best values. The first is the particle itself to find the optimal solution which is called the personal best values pBest. The other best value is the population currently found the best solution, which is the global best value gBest.
The original PSO was developed to solve the problem of continuous optimization, and Kennedy and Eberhart [44] proposed a discrete binary version of the PSO to solve the combinatorial optimization problem in engineering practice. In their proposed model, the optimal and global limit of the particles per particle and the particle itself is limited to 1 or 0, while the velocity is not subject to this limit. When a position is updated with velocity, a threshold is set, and if the velocity is higher than the threshold, the position of the particle is marked as 1, otherwise 0 is taken.
2) CLASSIFICATION BASED ON FKNN
After the most important features and the optimal parameters are obtained, FKNN is chosen as the core predictive engine to perform the classification task. Compared to other classical machine learning methods such as ANN and support vector machine (SVM), FKNN is a much simpler method and it can yield more easily interpretable results. FKNN [45] , [46] classifiers, as an improved versions of traditional k-nearest neighbor (KNN) classifiers, have been studied extensively. In recent years, FKNN has become a distinctive facet of neighbor classification and instance based learning [47] . The most notable feature of FKNN is that it can represent inaccurate information while providing the degree to which the sample belongs to the corresponding category. Since each sample is assigned a membership, when FKNN makes the final decision, it chooses to classify the sample into a class with the highest membership value. Because FKNN has very good characteristics, it has been widely used in many fields. However, although FKNN has achieved good application results in many fields, the main problem for FKNN is that it relies mainly on two important parameters, namely, the number of neighbors (k) and the fuzzy intensity coefficient (m). Therefore, to achieve better classification performance, these two parameters need to be properly adjusted [41] , [42] . In this study, the parameter tuning for FKNN is dealt using a PSO approach.
The main steps of PSO-FKNN are as follows:
Step 1: Encode the whole particle with n + 2 dimensions which includes the first two continuous values of (k, m), and the n features with Boolean value of '1' and '0'. Step 2: Initialize the parameters of PSO including the bounds of the velocity, the swarm size, the number of iterations, etc.
Step 3: Train the FKNN model with the randomly specified values of (k, m) and the selected features.
Step 4: The fitness value is calculated according to the following objective function:
where f 1 represents the training accuracy achieved by the FKNN classifier. f 2 represents the percent of the selected features. ft i is the value of feature mask ('1' represents that feature is selected and '0' indicates that feature is discarded), nis the total number of features. The weighted summation of the two sub-objective functions is selected as the final objective function. In the function f , α is the weight for FKNN classification accuracy, β indicates the weight for the selected features. The weight can be adjusted to a proper value depends on the importance of the sub-objective function. According to our preliminary experiments, PSO-FKNN could achieve the best performance when the value of α and β were taken as 0.8 and 0.2, respectively. After the fitness value is obtained, the global optimal fitness is saved as gfit, personal optimal fitness as pfit, global optimal particle as gbest and personal optimal particle as pbest, respectively.
Step 5: Increase the number of iteration.
Step 6: Increase the number of population. Update the position and velocity of k, m using continuous velocity and position updating formulation and the features using velocity updating formulation and discrete position updating formulation in each particle.
Step 7: Train the FKNN classifier with the feature vector obtained in Step 6 and calculate the fitness value of each particle according to Eq. (1). Notice that PSO is used for optimization tasks where the neighborhood size k to be optimized is integer number. Hence, an extra step is taken to round the encoded value k to the nearest integer number before the particle is evaluated.
Step 8: Update the personal optimal fitness (pfit) and personal optimal position (pbest) by comparing the current fitness value with the pfit stored in the memory. If the current fitness is dominated by the pfit stored in the memory, then keep the pfit and pbest in the memory; otherwise, replace the pfit and pbest in the memory with the current fitness value and particle position.
Step 9: If the size of the population is reached, then go to
Step 10. Otherwise, go to Step 6.
Step 10: Update the global optimal fitness (gfit) and global optimal particle (gbest) by comparing the gfit with the optimal pfit from the whole population. If the current optimal pfit is dominated by the gfit stored in the memory, then keep the gfit and gbest in the memory; otherwise, replace the gfit and gbest in the memory with the current optimal pfit and the optimal pbest from the whole population.
Step 11: If the stopping criteria are satisfied, then go to
Step 12. Otherwise, go to Step 5. The termination criterion is that the iteration number reaches the maximum number of iterations.
Step 12: Get the optimal (k, m) and feature subset from the best particle (gbest).
III. EXPERIMENTAL SETUP
The involved methods, including PSO and FKNN, were implemented using MATLAB. The computational analysis was conducted on a Windows Server 2008 R2 operating system with Intel (R) Xeon (R) CPU E5-2660 v3 (2.60 GHz) and 16GB of RAM. Data were scaled into the range [-1, 1] before classification. The stratified 10-fold CV [48] was used to evaluate classification performance to guarantee unbiased results. That is to say, the data were divided into 10 parts, of which 9 were used as training data sets for training FKNN model, the remaining one as test data set, the whole process took turns 10 times, and the average result of 10 test data was the final result. The number of the maximum iterations and swarm size were set at 250 and 8, respectively. The two constant factors c 1 and c 2 were set to 2, the inertial weight w was set to 1. The searching range for the two parameters in FKNN is set as follows: k ∈ [1, 10], m ∈ [1, 10] .
To evaluate the proposed method, commonly used evaluation criteria such as classification accuracy (ACC), sensitivity, specificity and Matthews Correlation Coefficients (MCC) were analyzed.
IV. EXPERIMENTAL RESULTS AND CONCLUSION
A. EXPERIMENT I: CLASSIFICATION WITHOUT FEATURE SELECTION
In this section, we conducted the experiment with the proposed method in the original feature space. Table 3 illustrates the specific classification results obtained by PSO-FKNN, where Avg. and Std. represents the mean accuracy and the standard deviation of the 10-fold CV results, respectively. As seen from the table, PSO-FKNN achieves the average results of 0.9336 ACC, 0.8740 MCC, 0.8833 sensitivity, and 0.9800 sensitivity, respectively. In the experiment, we find that the two parameters can be adjusted dynamically with the data samples, as these two parameters can evolve together with the PSO guidance strategy.
In the process of training, PSO-FKNN has shown its evolutionary characteristic. Figure 3 shows the average evolutionary result of the best and average fitness. It should be noted that the best fitness and the average fitness are calculated according to the global optimum position of each particle and the average position of each particle, respectively. The fitness values gradually improve in the beginning with less than 20 iterations, then reach a period of stability with no significant improvements, and eventually stop at iteration 250 where the maximum iteration number is satisfied. At the later stage of evolution, the fitness tends to be stable until the stopping criterion is satisfied. With the chart patterns, we can draw the conclusion that PSO-FKNN can converge swiftly toward the global optima and efficiently fine tuning the solutions.
In order to confirm the effectiveness of the proposed model, we compare SVM and BPNN in the same scenario. For SVM, the grid search and cross validation are used to determine the optimal parameters of the radial basis function kernel. The values of C and γ vary between C = {2 −5 , 2 −3 , . . . , 2 15 } and γ = {2 −15 , 2 −13 , . . . , 2 5 }. As seen from table 4, SVM achieves 0.9173 ACC, 0.8465 MCC, 0.8800 sensitivities, and 0.9433 specificities, respectively. The training process is also documented in the experiment to examine the feasibility of the method. Figure 4 shows the training classification surface obtained on several folds data samples. The X axis and the Y axis represent log2C and log2γ , respectively. In the training accuracy, each mesh node in the (x, y) plane stands for a parameter combination, while the Z axis represents the training accuracy values obtained for each parameter combination. The figure reflects that the training accuracy of SVM is sensitive to the parameter configuration. Compared to that of PSO-FKNN, SVM performs worse in terms of all the four metrics. It can be observed that PSO-FKNN gains improvement of 1.63%, 2.75%, 0.33% and 3.67% in term of ACC, MCC, sensitivity and specificity, respectively.
For the BP neural network, we use the three-layer BP network with a Sigmoid function as the activation function, and the Levenberg-Marquardt algorithm as the training algorithm. In addition, the hidden layer {1, 2, 3, 4, 5, 6, 7, 8}, and 300 learning epochs are set as training stop criteria. After numerous trial and error experiments, the best hidden neurons are finally determined. As shown in Table 5 , BPNN achieves results with 0.9082 ACC, 0.8342 MCC, 0.8900 sensitivity and 0.9267 specificity, respectively. Figure 5 shows the comparison results of PSO-FKNN, SVM, and BPNN in terms of ACC, MCC, sensitivity, and specificity. As shown above, PSO-FKNN performs best on four performance metrics. Additionally, its sensitivity performance is also comparable to the other two approaches. SVM ranks second, followed by BPNN with 0.9082 ACC, 0.8342 MCC, 0.8900 sensitivity and 0.9267 specificity. Table 6 shows the classification results obtained by the FS-PSO-FKNN method. Compared with original PSO-FKNN method, the FS-PSO-FKNN has lifted 2.09%, 2.60% and 10.56% in terms of ACC, MCC and sensitivity separately, which has achieved to 95.45% ACC, 0.9 MCC, 98.89% sensitivity and 88.89% specificity. Furthermore, the model identifies the most important features on each fold data. In the obtained 10 feature subsets, five indices, including WBC, LYM%, MID%, GRAN%, LYM, and GRAN, appear most frequently in these 10 feature subsets as shown in Fig.6 . It indicates that there are certain number of irrelevant features existed in the data. The detailed comparative results are displayed in Fig.7 . As shown in the figure, the performance of FS-PSO-FKNN takes the dominant role in all the four methods, and it is clear that the standard deviation obtained by the FS-PSO-FKNN is smaller than that of the original PSO-FKNN without feature selection in terms of ACC, MCC and sensitivity, which indicates that the FS-PSO-FKNN can render more robust and stable prediction results.
B. EXPERIMENT II: CLASSIFICATION WITH FEATURE SELECTION
Avg. and Std. represents the average value and standard deviation of the 10-fold CV results. 
V. DISCUSSION AND FUTURE WORK
We combined statistical analysis and machine learning techniques to evaluate the BRT indices in identifying glyphosate poisoning. The variance analysis showed that there was a significant difference between WBC, RBC, HGB, PLT, LYM%, MID%, GRAN%, LYM, MID, GRAN, HCT, MCV, RDW, and PDW between the control and glyphosate groups. Except for MCV and PDW, the p-value of the other indices was 0, which indicated that these indices might have more important toxicological significance beyond MCV and PDW.
However, it was difficult to determine the most important indices. Based on results of the PSO-FKNN approach, the maximal classification accuracy of 95.45% was obtained with the feature set including some features with high frequency within the feature selection procedure. As shown by the feature selection results, we concluded that WBC, LYM%, MID%, GRAN%, LYM, and GRAN were more important indices than RBC, HGB, PLT, MID, HCT, MCV, RDW, and PDW. A white blood cell (WBC) count is a test that measures the number of white blood cells in vein blood. White blood cells, also called leukocytes, effectors and biomarkers of inflammation, are essential for good health and protection against illness and disease. These cells help fight infections by attacking bacteria, viruses, and germs that invade the body. The normal WBC range is 5-15×10 9 /L. A higher than normal white blood cell count usually indicates some type of infection-white blood cells are multiplying to destroy an enemy, such as bacteria or a virus.
Infections, other inflammatory disorders or malignancies should be considered when an elevated leukocyte count is found. Lucke and colleagues found elevated leukocyte counts in 14 out of 273(6%) patients with chronic inflammatory demyelinating polyneuropathy, with cerebrospinal fluid leukocyte counts up to 10 cells/µL [49] . van Wolfswinkel and colleagues found an increase of peripheral total leukocyte count and differential lymphocytes and monocytes occurs during the clinically silent liver phase of malaria. During liver stage development of the parasite, the median total leukocyte count increased from 5.5 to 6.1 × 10 9 leukocytes/L (p = 0.005), the median lymphocyte count from 1.9 to 2.2 (p = 0.001) and the monocyte count from 0.50 to 0.54 (p = 0.038) [50] . Leukocytes in the circulation is associated with coronary, cancer, and all-cause mortality in human subjects [51] , and peripheral WBC count is well-known in clinical medicine to rise acutely during infection, tissue injury, and certain toxic or occupational exposures [52] .
The protein, Nuclear factor κ-lightchain-enhancer of activated B cells (NF-κB) controls DNA transcription of hundreds of genes and is a key regulator of the immune response to infection. NF-κB responds to stimulation from bacterial and viral antigens, inflammatory cytokines like TNF-α, free radicals, oxidized LDL, DNA damage and UV light. Indeed, cytokines are soluble mediators with a key role in coordinating the immune response to pathogen intrusion. Specifically, an efficient response to pathogens requires a timely and efficient multicellular effort that involves communication between distant parts of the organism [53] . Kayhanian et al. [54] and colleagues found prognostic value of peripheral leukocyte counts and plasma glucose in intracerebral haemorrhage. The results suggest that a logistic regression model using low admission glucose and low total leukocyte count may be markers of better prognosis in acute haemorrhagic stroke with a differential effect between sexes. According to our study, we can deduce that excessive ventilation caused the WBC value to increase in the glyphosate group. A lymphocyte cell (LYM) is one of the subtypes of white blood cell in a vertebrate's immune system. Lymphocytes include NK cells, T cells, and B cells. Neutrophil granulocyte (GRAN) is the most abundant (40% to 75%) type of white blood cells in most mammals. Intermediate cell (MID) is also one of the subtypes of white blood cell in a vertebrate's immune system. Afterward, the values RBC, HGB, PLT, LYM%, MID%, GRAN%, LYM, MID, GRAN, HCT, MCV, RDW, and PDW changed accordingly. It is important that our study finds the most significant index (WBC) that is closely related to identifying glyphosate poisoning rats. Therefore, the expression of WBC appears to be a useful indicator which can be monitored for the assessment of xenobiotic toxicity. However, it should be noted that the human case differs from rat, therefore, the result is only provided for clinical reference. In future work, we plan to further collect more data samples with the hope of achieving higher prediction accuracy. Additionally, we will also try to construct the expert system based on the PSO-FKNN method for automatically identifying glyphosate poisoning. 
