In this paper, we show that a simple three-dimensional quadratic vector field can have at least seven small-amplitude limit cycles, bifurcating from a Hopf critical point. This result is surprisingly higher than the Bautin's result for quadratic planar vector fields which can only have three small-amplitude limit cycles bifurcating from an elementary focus or an elementary center. The methods used in this paper include computing focus values, and solving multivariate polynomial systems using modular regular chains. In order to obtain higher-order focus values for nonplanar dynamical systems, computationally efficient approaches combined with center manifold computation must be adopted. A recently developed explicit, recursive formula and Maple program for computing the normal form and center manifold of general n-dimensional systems is applied to compute the focus values of the three-dimensional vector field.
Introduction
Limit cycle theory has been playing a very important role in the study of dynamical behavior of nonlinear systems, emerging from many physical and engineering models, and recently even from financial systems and social systems. In mathematics, for a two-dimensional phase space, a limit cycle is a closed trajectory in the phase space having the property that at least one other trajectory spirals into it either as time approaches infinity or as time approaches negative infinity. Higherdimensional vector fields often exhibit limit cycles which may coexist with more complex dynamical behaviors such as chaos.
The study of limit cycles was initiated by Poincaré [1881 Poincaré [ -1886 . He built a new branch of mathematics, called "qualitative theory of differential equations", and introduced the concept of limit cycles. Later, in the past more than 100 years, the development of limit cycle theory was perhaps motivated by the well-known Hilbert's 16th problem. The second part of this problem is to find the upper bound, called Hilbert number H(n), on the number of limit cycles that planar polynomial systems of degree n can have. In early 1990s, Ilyashenko and Yakoveko [1991] , andÉcalle [1992] proved that H(n) is finite for given planar polynomial vector fields. For general quadratic polynomial systems, the best result is 4 with (3, 1) distribution, obtained more than 30 years ago [Shi, 1980; Chen & Wang, 1979] . Recently, this result was also obtained for near-integrable quadratic systems [Yu & Han, 2012] , whether H(2) = 4 is still open. In other words, the finiteness problem remains unsolved even for quadratic polynomial systems. For cubic polynomial systems, many results have been obtained on the low bound of the Hilbert number. So far, the best result for cubic systems is H(3) ≥ 13 [Li & Liu, 2010; Li et al., 2009] . Note that the 13 limit cycles are distributed around several singular points. This number is believed to be below the maximal number which can be obtained for generic cubic systems.
Suppose we consider Hilbert's 16th problem with limit cycles bifurcating from isolated fixed points, then the question becomes how to study degenerate Hopf bifurcations, giving rise to weak (fine) focus points. This local problem has been completely solved only for generic quadratic systems [Bautin, 1952] , which can have three limit cycles in the vicinity of such a singular point. For cubic systems, James and Lloyd [1991] obtained a formal construction, via symbolic computation, of a special cubic system with eight limit cycles. In 2009, Yu and Corless [2009] showed the existence of nine limit cycles with the help of a numerical method for another special cubic system. Recently, this special system was reconsidered using purely symbolic computation with the modular regular chains method to confirm the existence of nine limit cycles, and find all the possible real solutions [Chen et al., 2013] .
Due to the importance of limit cycle theory and frequent appearance in higher-order dynamical systems, we wish to study the bifurcation of limit cycles in higher-order vector fields. In this paper, particular attention will be focused on threedimensional systems with a Hopf singular point. We would like to investigate the maximal number of limit cycles which may exist in the vicinity of a singular point of three-dimensional systems. This is certainly a very challenging problem. There are very few results in the literature. Over the last 20 years, a three-dimensional competitive LotkaVolterra model has been studied extensively. The model is described by a three-dimensional differential system:
where the dot indicates differentiation with respect to time t, x i represents the population of ith species, and the coefficients take positive real values,
. This is a special case of general three-dimensional quadratic systems. In the past two decades, several researchers have paid attention to system (1) and particularly studied bifurcation of limit cycles (e.g. see [Hofbauer & So, 1994; Lu & Luo, 2002; Gyllenberg et al., 2006; Gyllenberg & Yan, 2009] ). So far, the best result is four limit cycles, obtained by Gyllenberg and Yan [2009] , using appropriate parameter values. These four limit cycles include three small-amplitude limit cycles, proved by using focus value computation, and one large limit cycle, shown by constructing a heteroclinic cycle. Recently, Tian and Yu revisited this problem [Tian & Yu, 2013] and showed that this system might have maximal eight limit cycles, but it is very difficult to prove this result by using existing methodologies. In this paper, we turn to consider a general three-dimensional quadratic system, given bẏ
where α and β > 0 are real parameters, and f i 's are quadratic homogeneous polynomials. This system has a Hopf singularity at the origin when α = 0. For general quadratic polynomials f i and β = 1, the highest order of the focus value obtained from a desktop machine with CPU 3.4 GHZ and 32G RAM memory is four [Tian & Yu, 2013] . Moreover, even just solving these four polynomial equations is not an easy job. Therefore, we make a number of simplifications in (2) so that we can manage to obtain higher-order focus values, at least up to seventh order, and then try to apply the modular regular chains [Chen et al., 2013 ] to obtain seven limit cycles in the vicinity of the origin. Compared to the Bautin's result for quadratic planar vector fields which can only have three small-amplitude limit cycles bifurcating from an elementary focus or an elementary center, this result is quite surprising. The description of the simple three-dimensional quadratic vector field and proof of the existence of seven limit cycles around the origin will be given in the next section.
Main Result
We start from the general three-dimensional quadratic systems (2). Without loss of generality, the system can be written in the following form, with its linear part in Jordan canonical form,
where α, β > 0 and a ij , b ij , c ij are parameters, and the formula in Bautin's equation [Bautin, 1952] has been used in the first two equations of (3), which can be achieved by a proper rotation around the x 3 -axis. It is easy to see that the origin is an equilibrium point for any value of parameters, and a Hopf bifurcation occurs from the origin when α crosses the critical value α = α c = 0.
Thus, we can use the formulas and Maple program developed in [Tian & Yu, 2013 ] to compute the normal form, which can then be used to determine small-amplitude limit cycles bifurcating from the origin. It is obvious that the zero-order focus value v 0 = α, and at the critical point: α = α c = 0, v 0 = 0. Then under the condition α = α c = 0, the Maple program is executed on the desktop machine to obtain the focus values v 1 , v 2 , . . . . It should be noted that for the general system (2), the computation of the higher-order normal form is very time consuming and memory demanding. Moreover, even if we can obtain higher-order normal forms by using the Maple program, it is almost impossible to find the solutions of the multivariate polynomial system of focus values. Thus, in order to simplify the computation, we make some simplifications. First, we suppose b 11 = 0 and c 12 = 0. Then, we can use parameter scaling and state variable scaling in (2) so that b 11 = c 12 = 1. In order to make the computation of focus values manageable, we further set a 13 = a 23 = a 33 = b 13 = b 23 = b 12 = c 11 = c 22 = c 23 = 0 and β = 1, resulting in the following simple three-dimensional quadratic system, 
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and via them we can estimate the number of smallamplitude limit cycles around the origin, which are embedded in the center manifold (which is also obtained from the Maple program), described by 
It is obvious to see from (6) that the center manifold near the origin is approximated by a hyperbolic parabolid, as shown in Fig. 1 . To obtain the maximal number of smallamplitude limit cycles bifurcating from the origin, we solve the parameters a 11 , a 12 , a 22 , b 33 , c 13 , c 33 Fig. 1 . The second-order approximation of the center manifold described by (6).
from the six polynomial equations v 1 = v 2 = · · · = v 6 = 0. Alternatively, we may solve these six polynomial equations one by one, with one parameter at each time. We start from the first focus value v 1 , which is the same as that for the case b 33 = 0, i.e. 
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Thus, we may solve for b 33 from the equation v 3 = 0 to obtain 
Now, under the conditions given in (7)- (9), we have v 1 = v 2 = v 3 = 0, and further execute the Maple program to obtain and F 2 and F 3 are given in Appendix A, while the lengthy expression of F 4 is not listed here. Now in order to obtain limit cycles bifurcating from the origin (the Hopf critical point) as many as possible, we need to find critical parameter values of a 11 , c 13 and c 33 such that v 4 = v 5 = v 6 = 0, but v 7 = 0 (i.e. F 1 = F 2 = F 3 = 0, but F 4 = 0). In this case, we can conclude that there exist at most seven small-amplitude limit cycles bifurcating from the origin. Then, proper perturbations may be applied to the seven parameters, α, a 11 , a 12 , a 22 , b 33 , c 13 and c 33 , to generate seven small-amplitude limit cycles, or we can apply Lemma 1 to prove the existence of seven limit cycles. Since we set α = 0 to get v 0 = 0, a 22 = −a 11 to get v 1 = 0, a 12 = −(18a 11 +3c 13 +c 23 +10) to obtain v 2 = 0, and b 33 = , c 13 , c 33 ) (a 11c ,c 13c ,c 33c ) = 0.
To find the critical values a 11c , c 13c , c 33c such that F 1 = F 2 = F 3 = 0, we apply the Regular Chain method [Chen et al., 2013] . We use (7)- (9) to simplify v 4 to v 6 to obtain polynomial equations F 1 = F 2 = F 3 = 0. Then execute the Maple program (see [Chen et al., 2013] ) on the same desktop machine to obtain the following results by using the modular regular chains method: the formulas of c 13 and c 33 expressed in terms of a 11 ,
where N is an integer, and c 13N (a 11 ), c 13D (a 11 ), c 33N (a 11 ) and c 33D (a 11 ) are 156th-degree polynomials of a 11 ; and a resultant equation, given by a 157th-degree polynomial g(a 11 ) = 0, which in turn gives a total of 19 real solutions. We solve a 11 from this polynomial equation up to 1000 digit points, with the results listed below (only showing the first 50 digits). The errors on v 2 -v 6 are due to numerical computation in the final step of solving the 157th-degree polynomial of a 11 . In fact, we can perform the interval computation in Maple to identify the interval for each of the parameters up to any accuracy, which proves that there exist solutions such that v 1 = v 2 = · · · = v 6 = 0, but v 7 = 0. Therefore, we can conclude that there exist at most seven smallamplitude limit cycles around the origin. Moreover, a direct calculation shows that
implying that there exist seven small-amplitude limit cycles around the origin.
Conclusion
In this paper, we have shown that a simple threedimensional quadratic vector field can exhibit seven small-amplitude limit cycles in the vicinity of a Hopf critical point. The method of normal forms is applied to compute the focus values associated with Hopf bifurcation, while the modular regular chains method is used to solve higher-degree multivariate polynomial equations. This result may be further improved in future by developing more powerful computational tools. 
