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Classical approaches, using Simulation analysis technique, use a controller model that can – or not – be 
coupled with a plant model. Usually, the controller and plant models are connected, in a closed-loop behavior, 
and this kind of Simulation is called Software-in-the-loop Simulation (SIL). However, recently, some directions 
are being assumed and some recent works deal with Simulation considering the real controller, instead of the 
controller model, in the closed loop behavior with the plant model and this kind of approach is called Hardware-
in-the-loop simulation (HIL). In order to study and to propose some rules about the simulation of real-time 
systems considering HIL simulation, at the Automation Laboratory of the Centre for Mechanics and Materials 
Technologies of the University of Minho, Portugal – a workbench especially devoted to this study is being 
developed. This workbench considers an environment for Simulation, and the respective programming language, 
and a real controller that interacts with the simulation environment running on a PC. After looking at the 
available software tools and modeling languages, Dymola simulation environment and Modelica modeling 
language were chosen. The main reasons for this choice are associated with the unique multi-domain engineering 
capabilities of Dymola and Modelica that allow to deal, on the same environment, with many different 
engineering domains like hydraulics, power train, thermodynamics, air-conditioning, vehicle dynamics, 
mechanical, electrical, electronic, control, thermal, pneumatic, among others... As real controller, the choice was 
a Programmable Logic Controller (PLC) from OMRON company, the CPM2A model. This paper presents the 
first step, of this ongoing work, and is focused, mainly, on studying how to exchange information between a real 
PLC (used, as controller, on the designed workbench) and Dymola software that will run specific plant models, 








In recent years a significant increase in automated systems complexity can be witnessed. Building such 
systems is now a very complex task that requires the combined effort of engineers performing different tasks. 
Because of economic reasons, plants must be operational with no delays, working as planned the first time they 
are started.  Obvious, this puts lots of pressure on the engineering team and some ways to ensure that these tasks 
are performed with no faults and no delays are needed.  
The conventional way is to use manual testing methods but due to the increase in automated systems 
complexity, these methods have reached their limits. In this case, manual testing methods are not able any more 
to cover every possible system failure. 
The new way is to build and simulate computer models of the plant before it is put into service. This is 
a big step forward and benefits are numerous. Design faults (inadequate components or links), hardware failures 
(components colliding) or software failures (control software bugs), plant critical states (building of overpressure 
/ overheating in tanks) can all be identified and taken care of before the plant is built and started.   
Simulation is one of the most used techniques for analyzing Industrial Safe Controllers in order to 
obtain safe behavior of Automation and Mechatronic systems. In this context, several approaches are used, with 
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different programming languages and software tools [1]. Usually controller and plant models are in a closed loop 
configuration [2]. 
Both Software in the loop (SIL) and Hardware in the loop (HIL) simulation approaches [3] are used in 
the industry and both of them have to deal with the Inter Process Communication (IPC) issue between system 
components. An early response to the IPC issue was introduced by Microsoft back in 1987, the Dynamic Data 
Exchange (DDE). As science and technology evolved rapidly, multiple solutions to this problem became 
available. This raised another issue as some of these were proprietary solutions, not widely available in the 
industry. In this context, in an international unified effort, the OPC (OLE for Process Control) specifications 
were developed to ensure a common communication interface for the industry to use. 
This HIL approach has many advantages when compared with SIL approach because the simulation is 
performed with the real program running in the real controller. This can be very important, specially, when 
different timescales are considered from a real point of view, mainly in what concerns the real evolution of the 
controller and its timescale, running in real conditions of work. Of course that the interaction between the real 
controller and the plant model, that runs in a Personal Computer (PC), is still a complex and hard task to be 
performed, when real-time simulation and real-time behavior is critical for guaranteeing the safe behavior of the 
studied system [4]. 
This topic is of much interest in the industry so many of approaches to the issue of IPC within a HIL 
simulation system can be found. For this work, only those HIL configurations that include a plant modeled in 
Modelica [5] and simulated with Dymola [6] software were considered. In [7] and [8] a dedicated software link 
between a Dynamic Data Exchange (DDE) and OLE for Process Control (OPC) server was developed in order to 
exchange information among the components of a HIL system. Others tested the possibility of using the IPC 
method of „named pipes” as seen in [9]. 
A new and interesting real-time library developed for Dymola facilitates the communication with a PLC 
as described in [10].  
In order to study and to propose some rules about the simulation of real-time systems considering HIL 
simulation, at the Automation Laboratory of the Centre for Mechanics and Materials Technologies at University 
of Minho, Portugal – a workbench especially devoted to this study is being developed. 
This paper will present the first step, of this ongoing work, and is focused, mainly, on studying how to 
exchange information between a real PLC (used, as controller, on the designed workbench) and Dymola 
Software that will run specific plant models, developed in Modelica language, on a Personal Computer. 
This apaper is divided into 6 sections. Section 1 introduces the reader to the context and work related to 
the simulation of automation systems and the IPC inside simulation systems. Goals that must be achieved 
through this work are also pointed out here. Section 2 presents the SIL and HIL simulation methods and also 
compares them. Section 3 presents the Modelica modeling language and one of its simulation environments, 
Dymola. Section 4 deals with the communication inside a HIL simulation system. It starts by presenting 
specification such as DDE and OPC and then goes to show how they can be implemented in industrial 
applications. Alternative solution such as communication using “named pipes” or using a special Dymola real 
time library are discussed towards the end of this section. Section 5 presents the outline of a easy to build HIL 
simulation workbench and looks at the IPC inside this system. The information is presented in grater detail.  
Section 6 draws conclusions about the study undertaken and possible future work. 
  
Simulation of automation systems  
In the context of modern plant engineering, simulation is the analysis method used by engineers for a 
number of different tasks.Regardless of the application where it is used, the final goals of simulation are the 
same: to save time and money in the development process, to avoid damage to property or to workers and to 
ensure that the system will behave as planned before it is built and put into action [11][12]. 
 
 
Figure 1: A basic automation system composed by a controller and a plant. 
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An automation system is always composed of two main entities,as seen in Figure 1. The plant 
(controlled process) and the controller (this controls the plant) are connected so process related information is 
sent from the plant towards the controller and control instructions are sent from the controller towards the plant. 
In the case of SIL simulation, both the plant and the controller are converted to simulation models, 
linked and then simulated in a closed loop. This approach can be seen in [11] where aircraft control systems 
were designed and simulated. First aircraft control surfaces such as flaps, aileron, rudder and elevator were 
constructed using CATIA. Next, a dynamic model was designed and simulated using Dymola. An aerodynamic 
model that can be updated based on the aircraft model was then created in Tornado. Catia , Dymola and 
Tormado applications exchange information so different concept models of control surfaces are tested for 
different aircraft shapes and layouts. 
In the case of HIL simulation there is an integration of real components and systems inside a common 
simulation environment. In the closed loop simulation, some components are real while others emulated on the 
computer, running as models. It should be obvious that HIL simulations can be obtained from SIL simulations.  
Hardware in the loop simulations are adequate for closed-loop testing of logic controllers for 
manufacturing systems, as seen in [12]. Another possible application is proposed in [9] where the HIL 
simulation was realized using a personal computer with Dymola for component modeling and simulation, 
connected to a real energy storage test bench, with the purpose of testing energy storage systems. 
To make the work associated with HIL simulation faster and easier, in [13] there is an example where 
automatic generation of microcontroller code is done. 
SIL and HIL simulations are both very important methods in the development of automated systems 
controllers. They come as solutions to the problem of ever increasing complexity of automation systems, 
replacing old manual test methods that are no longer efficient. Both SIL and HIL allow function tests of the 
system or system components to be carried out under simulated (real) conditions. This is safer for the equipment 
used and for those involved and is also faster and less expensive that building and running tests on real 
prototypes (the old method). Another advantage is that both these methods are able to simulate closed dynamic 
loops (like fuel mixture in engines ) while traditional manual tests can not.  
The HIL approach has many advantages when compared with SIL because the simulation is performed 
with the real program running in the real controller. This means that additional work, time and money expenses 
are not needed to develop the simulation model of the controller and also using the real controller can be very 
important, specially, when different timescales can be considered from a real point of view, mainly in what 
concerns the real evolution of the controller and its timescale, running in real conditions of work.  
 
Modelica and Dymola 
Modelica [14] is an object-oriented, multi-domain, declarative modeling language used in component 
oriented modeling of complex systems (systems that contain mechanic, electric, hydraulic, thermal, control or 
electric power subcomponents).  
It was designed to be domain neutral so it can be, and it is widely used in applications such as fluid 
systems (hydraulics or steam power generation), automotive (power-train) or mechanical systems (mechatronics 
or multi-body systems). Still, Modelica is just a language and in order to do something useful with it, there is the 
need to use a software tool that implements it. One of the most popular commercial implementations of 
Modelica is Dymola, from the Swedish company Dynasim AB. Modelica is a non-proprietary modeling 
language developed by the non-profit Modelica Association (which also develops the free Modelica Standard 
Library containing about 920 generic model components and 620 functions in different domains).  
Dymola [15] stands for Dynamic Modeling Laboratory and is a commercial modeling and simulation 
software tool based on the open Modelica object oriented modeling language. It is developed by the Swedish 
company that belongs to Dassault Systems AB group. 
It is available as standalone product or as integrated part of CATIA Systems V6. Dymola has unique 
multi-domain engineering capabilities. Models can consist of reusable components from many engineering 
domains. These components are stored in domain specific Libraries. The available libraries cover many 
engineering domains such as control, hydraulics, pneumatics, mechanics, thermal, and others. The user is free to 
build his personal library with developed models.   
Dymola also gives the user access to the Modelica code used to define the models. The Modelica 
Standard Library contains many different components and the equations for every single model can be seen. This 
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helps the user better understand what the model does and how it does it.  If the model does not exactly suit his 
needs, the developer can duplicate that model and modify it. 
When finished, models in Dymola are transformed from Modelica to simulation code using Symbolic 
Manipulation and this process optimizes the simulation code.  
 
The communication between HIL system components inside a PC (the IPC)  
 When building a HIL simulation system, special attention must be paid to the communication between 
the plant model (in this case developed using Dymola) and the real controller (usually a PLC). 
 The simulation model provides in real-time all the process signals needed by the PLC to exercise its 
control function. These signals usually pass a D/A converter before being sent to the PLC as voltages. In reply, 
the PLC sends control signals that pass through an A/D converter before reaching the plant model.  
 Some ways to link the plant model and PLC will be next presented. 
• Dynamic Data Exchange (DDE)  
DDE [16] is a generic protocol that allows any application to monitor changing data provided by any 
other application. It allows the exchange of information between applications that run on a Windows PC and was 
first introduced on Windows 2.0 in 1987.  
DDE makes it possible to connect a Graphical User Interface (GUI) to a device driver in a custom made 
system control application. The device driver that connects to the real PLC or other process equipment will run 
as a stand-alone application acting as DDE server. The GUI software acts as DDE client application, exchanging 
data with the DDE server. Usually, it is the DDE client that initiates the communication.  
The communication between the DDE client and the DDE server has to pass through a slow software 
message routing mechanism in Windows, reducing the efficiency of the system.  
Figure 2 below shows the basic setup of a HIL simulation system that uses DDE standard for inter-
process communication. Inside the Windows PC a plant simulation model acts as the DDE client while the DAQ 
software acts as DDE server. This setup uses a DAQ card to route signals between the PLC and personal 
computer. The physical connection options between the PC, DAQ card and PLC depend on the models and 
capabilities of these three devices and will not be discussed at this paper.   
 
Figure 2: Outline of a  HIL system that uses DDE communication. 
• OPC (OLE for Proces Control)   
OPC [17] is a standard similar to OLE (Object Linking and Embedding) but aimed at the automation 
industry as OLE did not meet all the unique communication needs of the industry. Data is exchanged between 
programs in a similar way to OLE but as a plus, one can identify if the date is accurate and also check the time it 
was received. Specific needs of the automation industry such as real time communication (through data access), 
alarming, historical data access and treading are all considered in the specification of OPC. 
OPC is implemented using a client/server approach. The program that requests information is client and 
the program that provides the information to the client is server. The same program can act as client to some 
servers and as server for other client programs.  
In the case of an application, that contains a Windows PC linked to a PLC, the OPC server is a software 
program that converts the hardware communication protocol used by the PLC, into the OPC protocol. Such 
programs are specific to the PLC type and some are allready available for free download on the internet. The 
OPC client software is any program (ex: a Dymola plant model) that needs to connect to the hardware. In a HIL 
setup that uses the PC to run a plant model linked to a PLC (that runs the control software), the OPC client (sim. 
model) uses the OPC server to get the control commands from, and send process parameters to the PLC. 
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Being an open standard, communication based on OPC involves lower costs and much more 
configuration options for the designer. It is enough for a hardware manufacturer to provide a single OPC server 
for its device, and that device can instantly be linked to any OPC client. On the other hand, software developers 
only have to include OPC client capabilities in their products and those products become compatible with 
thousands of hardware devices, thus results the multitude of configurations mentioned above. 
 
Figure 3: Outline of a  HIL system that uses OPC communication. 
 
Figure 3 shows a basic setup of a HIL simulation system that uses OPC standard for inter-process 
communication. Inside the Windows PC a plant simulation model acts as the OPC client while the PLC driver 
acts as OPC server. This setup does not use a DAQ card to route signals, instead it uses the PLC analog and 
digital converters (if needed) and an Ethernet connection (build into the PLC or PLC expansion module). 
The typical OPC connection scenario is a single client-server connection made on a single computer, as 
showed. Depending on user needs, other possible connection scenarios such as OPC aggregation / tunneling or 
bridging are possible.  
• DDE and OPC communication interface  
A common practice seen in industry is to use both DDE and OPC [7][8] on the same project. This 
approach combines the benefits of both methods but introduces the need for an extra software application 
(usually proprietary as Simlink in [8]) to interface the two standards.  
One such example can be seen in [7]. The dynamic simulation system described there is used to train 
operators in running a new process before that process is actually put into service. The same simulation system is 
also used to validate complex control logics. It is interesting how the real control system and operator displays of 
the plant are included in the real-time dynamic simulator. 
Simulation models are developed using Dymola and then compiled into a Windows application that is 
run and used as real-time DDE Server. The simulation system also includes special software that transfers the 
signals from the DDE Server in the real-time simulation to the OPC Server in the control system (figure 4).  
 
 
Figure 4: Outline of a HIL system that uses both DDE and OPC communication. 
 
Because almost all modern control systems offer an OPC Server that allows opening a communication 
with any OPC Client, this architecture can be used without changes regardless of what control system the 
customer selects. Only one small configuration must be done, and that refers to a cross-reference list between 
signal names used in the simulator and the corresponding signal names used in the control system. 
Considering the fact that OPC is becoming increasingly popular in the industry (the market already 
offers OPC client and server applications free of charge), it is expected that DDE servers in current applications 
will be changed to OPC servers. This will eliminate the need for an intermediary special software between DDE 
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and OPC servers resulting in a decrease in system complexity combined with an increases in both compatibility 
and communication performance.  
• The named pipe mechanism  
An interesting way to communicate between HIL simulation system components is to use the Named 
Pipe mechanism, as seen in [9]. The HIL system built at Arsenal Research is composed of a normal Windows 
PC with Dymola simulation environment, a data acquisition card and an energy storage test bench with batteries.  
 
 
Figure 5: Outline of a HIL system that uses Named Pipes for communication. 
  
The communication between the PC simulation tool and the real component (energy storage test bench) 
is done through a commercial data acquisition card from National Instruments (using the DAQ functions from 
NI and the analog inputs and outputs).  
Inside the PC there are two important processes that run (the Dymola application and the process that 
provides the input and output functionalities of the interface card). These two processes communicate using the 
IPC (inter-process communication) mechanism of “Named pipes”, provided by the operating system. 
Named pipes are designed to allow communication between a pipe server and one or more pipe clients. 
Behind the communication is a first-in-first-out behavior that can be accessed like a file. This type of behavior 
also provides an implicit synchronization between the two processes. 
In the example under discussion, the Dymola process is the pipe server; it generates the pipe and then 
waits for connections with pipe clients, like the I/O process. After executing the simulation steps, the pipe server 
writes data in the communication pipe for the clients to read and gets data written in the pipe by the clients.  
• The Dymola Real Time library  
The HIL simulation system used in this case consists of a Windows running PC, a PLC and a 
commercial DAQ card in between.  
The BG_RT Library [18] seems to be a good solution to the problem of IPC inside the computer, 
between the simulation model and data acquisition card driver. This library includes components (like functions 
for reading and writing analog and digital data) that allow to access data acquisition cards directly from a 
Modelica-based simulation. It is design in such a way as to allow the usage of the Dymola Realtime option with 
data acquisition cards without any further programming effort.   
The BG_RT Library is a commercial product that allows easy HIL simulation. It eliminates the need to 
write a custom application or function that does the communication between simulation model and other 
components of the HIL system.   
 
Discussion of the proposed solution         
In order to study and to propose some rules about the simulation of real-time systems considering HIL 
simulation, at the Automation Laboratory of the Centre for Mechanics and Materials Technologies at University 
of Minho, Portugal – a workbench especially devoted to this study is being developed and this chapter has, as 
purpose, to propose a solution for adopting the best way to connect Simulation and Real world, being Simulation 
done with Dymola and Modelica and the real controller an OMRON PLC. 
Based on the research done until this point, the best configuration to meet the needs at UMinho is: 
i. the plant simulation model built in Dymola software (version newer then 7.4)  
ii. connected to an Omron PLC model CPM2A that runs the control software 
iii. the physical connection between components done using a serial port  
iv. and the communication between processes inside the PC done using OPC 
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The figure bellow shows the basic outline of this system configuration: 
 
 
Figure 6: Setup of the a HIL simulation system that uses OPC and serial communication 
• The plant simulation model  
Dymola will be used to build the plant simulation model [15]. For better performances and to ensure 
maximum connectivity to other applications, it is better for the simulation model to a have OPC interface, 
behaving as client in an OPC connection with a serve (as will be presented later).  
At this moment, the version 6.0 of Dymola available at the University of Minho does not have such an 
interface but it seems that the next release will benefit from such an improvement. (a version newer than 7.4)  
As alternative, it would be possible to use version 6.0 of Dymola to build the plant model then generate 
the Dymosim executable file, running as a Windows application used to initiate a DDE communication.  
What is Dymosim? The term stands for DYnamic MOdel SIMulator and is an executable generated by 
Dymola in order to simulate a model, and then used to perform simulations and initial value compilations. 
Dymosim contains the code necessary for continuous simulation and event handling. 
Dymosim is essentially a stand-alone program without any graphical user interface. It reads the 
experiment description from an input file, performs one simulation run, stores the results in an output file and 
terminates. This sequence of actions can be called either from Dymola’s graphical user interface or it can be 
called directly by the user. 
In order to use DDE communication, Dymosim must be compiled as a Windows application using an 
additional library with Windows interface routines. Now, running Dymosim as Windows application instead of 
console application, Dymola can act as a real time DDE server. First, the environment variable Dymosim-
realtime must be defined. Then, Dymosim will start in real-time mode. In this case the simulation time will be 
synchronized with the real (OS) time.  
As mentioned earlier, compiled as a Windows application, Dymosim can act as a DDE server, allowing 
other applications to retrieve data values or to set parameters. Dymosim must be started before it can accept 
DDE operations. Keeping the rest of our HIL system unchanged, a way must be found to link the Dymosim DDE 
server to the OPC server (that connects to the PLC). The next figure shows such a way. 
 
 
Figure 7: Possible connection between DDE and OPC servers 
 
While Dymosim compiled as a Windows application runs as DDE server, an OPC tool can be used to 
convert the information between DDE and OPC specifications. Then, an OPC DataHub is placed between the 
(plc) OPC server and this DDE to OPC converter. The role of the DataHub is to route information between the 
OPC servers according to OPC Data Access specification. Last, the (plc) OPC server links according to 
HostLink protocol to the CPM2A controller from Omron.  
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This setup has been proven successful before in industrial application like the ones seen in [7] or [8] but 
the design can be much simplified if a new version of Dymola (with OPC interface) is used to develop the plant 
simulation model.  
• The controller 
The CPM2A PLC from Omron was chosen because the controllers in this series are among the most 
powerful small-scale control solutions in the micro PLC industry. The CPM2A has 20, 30, 40 or 60 I/O points, 
advanced motion control features, multiple communication ports and a powerful instruction set.  
Beside the peripheral communication port, this controller features a RS-232 serial port that will be used 
for the connection with the Windows PC.  
 The serial port [19] in basically a serial communication physical interface used to transfer information 
in or out, one bit at a time. As they are cheap and their console functions are highly standardized and widespread, 
serial ports are still in use today. 
The RS-232 standard defines the electrical characteristics and timing of signals, the meaning of signals 
and physical size and pin out of connectors. It is straight forward and a good choice for a laboratory test bench. 
It would be possible to use Ethernet for the connection but that implies the use of additional 
components (Ethernet to RS232 converters) as the chosen controller does not have an Ethernet port. This 
alternative to the RS232 communication was not investigated as it is not part of the chosen system setup.  
Host Link is the protocol used by Omron’s CPM2A PLC for serial communication. Host Link 
communications enable the host computer to monitor and control the PLC’s operations and to read and write the 
I/O memory of the device. Communications can be performed either by sending a command from the host 
computer and having the PLC return a response or by sending data from the PLC to the host computer. 
The command or response data transferred in one exchange is known as a frame and one frame can 
contain up to 131 characters of data. The PLC automatically returns an ASCII code response when it receives an 
ASCII code command from the host computer. The host computer must have a program that controls the 
transition and reception of the commands and responses. 
Concerning data transfer accuracy, both vertical and horizontal party checks are performed on 
communication data so that error-free communication is achieved. All effects of communication problems are 
eliminated by combining error checking and retry processing.  
Before the use of OPC, developers always had to build custom drivers to communicate between 
different applications and serial connected devices. Today using an OPC server for interfacing the serial device 
(such as PLC), the developer must not worry about the communication standard or protocol as the OPC server 
will do the necessary conversions.   
• OPC communication  
There are many advantages to choosing OPC communication [17] as there is no need to buy or develop 
complex and expensive custom application programs for IPC. Today there are numerous OPC servers / clients / 
tool available for free download on the internet. The problem is to find the right combination of these tools 
needed to solve the task. 
As Dymola already experimented with OPC interfaces, it is expected that in near future there will be a 
version of Dymola released with OPC interface capabilities. Using that version of Dymola, the plant simulation 
model will be developed. This model will act as client, providing information to the server and reading 
information, according to the OPC specifications. At this moment, it is possible to have the plant model running 
as DDE server and use specialized software tools to convert data from DDE to OPC (as in section 5.1).  
This is a software application that acts as an API (Application Programming Interface) or protocol 
converter. An OPC Server will connect to a device such as a PLC or to a data source such as a database or user 
interface, and translate the data into a standard-based OPC format. OPC compliant applications such as HMI 
(Human Machine Interface), historian, spreadsheet, trending application, etc. can connect to the OPC Server and 
use it to read and write device data.   
The exchange of process control data is specified by the OPC standard but there are many OPC 
specifications that serve different communication types and purposes.  
The OPC Data Access is a group of standards that provides specifications for communicating real-time 
data from data acquisition or control devices such as PLCs to display and interface devices like Human-Machine 
Interfaces (HMI). The specifications focus on the continuous communication of data. 
The OPC Data Access specification is also known as OPC DA and will be used as communication 
standard in the chosen HIL system. There are three attributes associated with OPC DA. These are (1) the value, 
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(2) the quality of the value, and (3) a timestamp. The OPC DA specification states that these three attributes have 
to be returned to an OPC client making a request. Therefore, if the data source is not capable of providing a 
timestamp, for example, the OPC DA server must create a timestamp.  
A dedicated tool (available online) can be used to configure the link between the OPC server and client, 
ensuring the OPC Data Access. According to the application, other OPC specification may be of interest: the 
OPC Historical Data Access, OPC Data Exchange, OPC Alarms and Events or the OPC Unified Architecture. 
As these specifications are constantly being update by the OPC Foundations, the user should be aware 
of what specification version it uses or needs to use. 
  
Conclusion and future work 
Because of economic and safety reasons, HIL simulation systems are widely used in the industry. How 
to build such a system is a very interesting topic to study. Even though HIL systems have the same basic 
configuration (a software components, a real component and a communication link between these two), these 
systems can be very different as both the software components and the communication link could be separately 
developed and propertary solutions.  
The introduction of OPC simplified and unified these solutions but still, the interaction between the real 
controller and the plant model (that runs in a PC) is a complex and hard task to perform when the real-time 
simulation and real-time behavior are critical for guaranteeing the safe bahavior of the system. 
It was proposed a simple HIL simulation system setup along with a solution to the IPC issue. This is the 
first step of an ongoing work to develop and build a HIL workbench that can be used to study the simulation of 
real-time systems at the Automation Laboratory of the Center of Mechanics and Materials Technologies of the 
University of Minho, Portugal.  
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