In this paper, a novel optimal control scheme for ground-granulated blast-furnace slag (GGBS) production process is proposed by using the iterative adaptive dynamic programming (ADP) method and dynamic optimization of desired values. To handle the characteristic of changing operation modes and to obtain a practical optimal control result, this paper formulates the GGBS optimal control problem based on an intensive study of the production technique, and constructs the optimal control scheme based on the repetitive optimization strategy -''target optimization'' and ''process optimization''. To obtain the optimal targets matching with changing operation modes, SVM modeling and multi-objective optimization method are utilized to solve the multi-objective optimization problem. In order to minimize the performance index function further and faster, iterative tuning technology is adopted to design the ADP based optimal control method. Finally, simulation is conducted to verify the effectiveness of the proposed approach.
I. INTRODUCTION
In the past decades, ground-granulated blast-furnace slag (GGBS) production has been caused widely attention. On one hand, derived from blast furnace slag -a kind of waste material from steel and iron making, GGBS provides a friendly and economic beneficial way to handle the waste. On the other hand, thanks to its unique physical and chemical structure, GGBS can be a kind of supplementary material into cement and improves many characteristics of concrete, such as durability, strength and corrosion resistance [1] , [2] . However, in spite of relative high production yield in industrial field, due to the enclosed mill and changing operation modes, it is still difficult to design a stable control process, and to obtain uniform and high product quality.
The associate editor coordinating the review of this manuscript and approving it for publication was Dong Shen. Due to the characteristics of multiple variables, strong coupling and highly nonlinear, it is a open and hard problem to optimize and control the GGBS production. Typically, PID method is adopted to control the mill differential pressure to a desired value by tuning the feed material, so that the production works stably [3] . In recent years, intelligent control methods are widely utilized [4] - [7] . Based on the identified mathematical model, expert system and fuzzy control were combined to optimize the material layer thickness [5] . He et al introduced a domain adaptive random weight neural network to solve the problem of soft sensor for wet ball mill load parameters under multiple loading conditions [6] , [7] . Though above methods realized stable control result of GGBS production, further optimization is needed to explore the ability of plant and obtain better quality and yields, at the same time, more stable operations. Combing neural network, dynamic programming, and reinforcement learning, adaptive dynamic programming (ADP) can approximate the optimal VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ control signal of nonlinear system, meanwhile, avoid ''curse of dimensionality'' problem. In recent years, many scholars have conducted in-depth theoretical research and extensive application of ADP. Using the ELM based heuristic dynamic programming optimal control method, Li et al proposed a raw meal fineness control system of vertical mill grinding process [8] . Taking this strategy, material fitness can track the desired value at the same time minimize the performance index function. To explore the extreme production capacity under control constrains, Wang [9] and Shen [10] established and solved the multi-objective problem of GGBS production, selected optimal solutions were considered as the reference values to tune the procedure parameters by workers. However, there are still three main problems that need further consideration. First, it lacks an integrated scheme from the optimization of control target to the optimization of the production progress. Meanwhile, repetitive changes of operation modes always lead to abrupt deterioration of the control performance and quality of products. Last, through paper [11] optimized the production process using online ADP method, the performance index is not ideal and needs further decreasing.
To solve these problems, an integrated ''target optimization'' and ''process optimization'' scheme is developed. The repetitive operation modes mechanism is studied by an intensive analyze of the production technique. Then, the constrained multi-objective optimization problem is formulated and solved, combing the optimization objective and the curve of solution set, selected solution is considered as the control target. Further, at each time interval, the performance index function is iteratively reduced so that the ADP optimal control method can track the optimized target with less control and state energy consumption. The simulation studies are conducted to show the effectiveness of the proposed method.
The rest of this paper is arranged as follows. Section II describes the optimal control problem of GGBS production process. In Section III, iterative ADP controller is designed based on optimized target. Section IV provides the simulation results and Section V concludes this paper.
II. DESCRIPTION OF GGBS PRODUCTION PROCESS OPTIMAL CONTROL
In this section, the main control variables and corresponding constrains will be analysed. The multi-objective optimization problem and optimal tracking control program are formulated. Further, operation modes changing mechanism is analysed.
A. INTRODUCTION OF GGBS PRODUCTION PROCESS
Workflow of GGBS production is shown in Fig. 1 . This production process consists of two parts, under the vertical mill, wasted slag from iron and steel making is ground into particles, the hot gas dries and blows up particles to the top of mill for selection. In the selector, materials are classified that particles with qualified size are transformed into the warehouse, and particles with relative big size will drop back onto the millstone for further grinding.
Stability is an essential consideration for GGBS production. Over high mill outlet temperature will burn the filter bag. Dramatically changing mill differential pressure or unappropriate material bed thickness will cause mill vibration. All these factors will lead to production halts or even disasters.
1) MATERIAL BED THICKNESS
Material bed thickness (MBT) is the mean thickness of materials on the grinding bed. MBT is the key factor for a stable GGBS operation. Under the constant grinding pressure, thicker or thinner MBT will increase the rigid contact between grinding roller and grinding bed, leading to strenuous vibration of mill and deterioration of product quality and production effectiveness. In practice, MBT is limited between 5mm and 18mm.
2) MILL DIFFERENTIAL PRESSURE
Mill differential pressure (MDP) is the pressure difference between the pressure at the outlet of mill and pressure at the inlet of mill. MDP reveals the operation state of GGBS production process. In normal cases, MDP is a stable value which means the dynamic balance between the input and output materials. Decreased MDP implies materials input mill are less than that out of mill, and vice versa. In practice, MDP is not only in related with feed material and classifier motor speed, but also hot gas temperature. In engineering, MDP is restricted from 20mbar to 30mbar.
3) MILL OUTLET TEMPERATURE
Mill outlet temperature (MOT) is the temperature at the outlet of selector. Generated from the hot gas dove, hot gas flows through hot gas valve, recirculation gas valve, goes into mill from the bottom, dries the materials and blows them up to the top for selection. Thus, MOT is directly related with the hot gas generator temperature, rotary valve opening of hot gas, and rotary valve opening of recirculation gas. At the same time, it is decided by the materials go in and out of mill, i.e. feed rate and classifier motor speed. MOT should be within a certain range. If MOT is too low, GGBS particles can not be fully dried. Otherwise, if MOT is too high, the filter bag is easily to be burnt down. Fitter bag burn is a sever failure which may not only hurt the production yield but also threaten the safety due to the increasing possibility of causing fire disaster. In practical production, MOT should be limited from 90 • C to 120 • C. Meanwhile, MOT should be as close to the lower limit as possible.
4) SWITCHING OPERATION MODES
In the GGBS production process of Luxin mill line 3 as shown in Fig. 1 , except for normal operation mode, hot gas generators will alternate for maintenance, and the feeding materials will change due to different slag sources. These kinds of operation modes take place at 8:00 am on an unknown day. Every time the operation mode changes, mismatch between control signal and controlled plant will cause the abrupt change of states and deteriorate the control performance. For the repetitive changing at fixed time of the day, an effective optimal method is needed to improve the control results.
B. FORMULATION OF GGBS OPTIMAL CONTROL PROBLEM
From above analyse of the focused factors on stability, we extract controlled variables: x 1 is material bed thickness, x 2 is mill differential pressure, x 3 is mill outlet temperature. Control variables: u 1 is feed rate, u 2 is classifier motor speed, u 3 is the hot gas generator temperature, u 4 is rotary valve opening of recirculation gas, u 5 is rotary valve opening of hot gas. Admissible area of variables are listed as in Table 1 .
Meanwhile, two optimization problems are formulated as ''target optimization'' and ''process optimization'', target optimization provides the optimal set value for the control process, process optimization realizes the optimization of performance index.
1) OPTIMIZATION PROBLEM OF SET VALUES FOR DIFFERENT OPERATING MODES
The objectives are to drive the MBT as close to x m 1 = 11 as possible, drive MOT close to x l 3 from the right side, at the same time, all variables should be within admissible ranges.
where i = 1, 2, 3, j = 1, 2, · · · , 5, x l i and u l j are the lower bounds of x i and u j , x u i and u u j are the upper bounds of x i and u j , F is the static model.
2) OPTIMIZATION PROBLEM OF THE CONTROL PROCESS
Given desired trajectories x d , the optimal control objective of GGBS production process is to track the x d in the optimal way with control input varying in admissible range.
where J is the performance index function about u and x, f is the dynamic model.
III. ITERATIVE ADP TRACKING CONTROL BASED ON DYNAMIC OPTIMIZATION OF SET VALUES
To optimize the GGBS production process, optimal target is obtained by solving the multi-objective problem. Meanwhile, an iterative ADP method is designed to optimize the control process further. Finally, the adaptive control scheme is constructed to deal with the repetitive changing working conditions.
A. DYNAMIC OPTIMIZATION OF SET VALUES
For the multi-objective problem in the form of (1), the static model F should be established first. In this paper, we adopt the PSO-based LS-SVM algorithm to model the three output variables. For a given sample set {u j , x j } M j=1 , model output by LS-SVM can be obtained aŝ
where i = 1, 2, 3, the kernel function is given as the radial basis function
Parameters j and b can be calculated by solving the following optimization problem
Combining PSO and SVM, parameter σ and ζ are optimized and corresponding models (3) of MBT, MDP and MOT can be obtained. Detailed PSO-SVM method can be referred from [9] . Evolutionary algorithms are regarded as effective method to solve multiple competitive objectives in (1), NSGA-II algorithm is adopted to obtain the optimal solution set, where no one solution is better alone with both two objectives than other solutions. It is necessary to select one optimal solution as the set value or control target. Detailed selection mechanism is described in the experiment section.
B. ITERATIVE ADAPTIVE DYNAMIC PROGRAMMING DESIGN
To establish the dynamic model in the optimization problem of the control process described as in (2), following recurrent neural network (RNN) is utilized.
We assumeV 1 and V 2 are given constant matrix, and only the output weightsŴ 1 andŴ 1 are tuned. Update RNN weights according to the following laŵ
After a period of tuning, neural network weights come to be convergent, and the GGBS production process can be described by the following dynamic [12] x (k + 1) = Ax (k)
Given the dynamically optimized states x d (k), desired control input can be derived as
where B = (W T 2 ϕ(V 2 x d (k))) † is the pseudo inverse. Define the state error e(k) and control input error υ(k)
One can obtain
which can be rewritten as the following dynamic about state error and control error
Define the following performance index function
where U (e(k), υ(k)) = e(k) T Qe(k) + υ(k) T Rυ(k), Q and R are diagonal positive definite matrix of corresponding dimension. To handle the control constraints, we define the following state feedback control,
System dynamic (13) can be rewritten as
and the performance index function (14) can be rewritten as {U (e(k), ν(k)) + J * (e(k + 1))} (20)
Let the partial derivative of J * (e(k)) with respect to ν(k) be zero,
Optimal control signal ν * k is obtained as
The ADP scheme is implemented by iterating between the control function
{U (e(k), ν(k)) + J i (e(k + 1))} (23) and performance index function
where i indicates the iteration number.
1) CRITIC NETWORK
Critic network is designed to approximate the performance index function,Ĵ
For simplification, assume that the weight V c between the input layer and hidden layer is a constant matrix and the weightŴ ci between the hidden layer and the output layer is tuned online. Objective function of the critic function is
Error function of critic network is defined as
where J i (e(k)) is calculated by (24). The destination of critic network is to minimize the following function
According to the gradient decent method, update law of critic network can be derived aŝ
where α c is the learning rate of critic network.
2) ACTOR NETWORK
To approximate the optimal control law, following actor network is designedν
Error function of actor network is defined as
where Using the gradient decent method, tuning law of the actor network is obtained aŝ
where α a is the learning rate of the actor network. Given initial state error, initial weights of critic and actor network, and maximum iteration times i max , for the ith iteration, flow chart of iterative ADP algorithm is as follows, 1) Calculate the estimated controlν i (k) according to the actor network (30). Obtain the estimated performance index functionĴ i (e(k)) by (25). 2) Substituteν i (k) for ν i (k) in (16) to obtain the next state error e(k + 1). 3) According to critic network I (25), obtainĴ i (e(k + 1)) and transfer it to the actor network, updateŴ a(i+1) (k) by (32). 4) Update the critic network II's weightŴ c i+1 (k) by (29), and assign it to the critic network I (25) to obtain J i+1 (e(k)). After the ith iteration, i = i + 1, go to step 1) if i ≤ i max . Otherwise, end the iteration.
D. CONTROL STRUCTURE FOR GGBS PRODUCTION PROCESS
As the operation modes change at 8:00 of some unknown day, once the production process changes, control performance deteriorates due to the mismatch between controlled plant and the controller. In this paper, we adopt the ''target optimization & modeling'' and ''process optimization'' scheme as shown in Fig. 2 . To decrease the effect of changing modes and improve the control performance, from 8:00 to 8:30 of each day, data of the first thirty minutes are utilized to establish static and dynamic models, and obtain the optimal targets in accordance with current operation mode. Then, based on the targets and dynamic models, iterative ADP controller is applied for 24 hours from 8:30 to next 8:30. It should be noted that it will cause mismatch between plant and controller if modes change at 8:00. However, as the control signal is strictly constrained in given range as (15), above mismatch for thirty minutes is acceptable and will not cause big overshoot.
IV. EXPERIMENTAL RESULTS

A. SIMULATION PLATFORM AND MODELING
As the GGBS production process runs among three typical operation modes, it is necessary to model the three operation modes and to establish the simulation platform before the proposed scheme is applied into real production process.
According to the experience of engineering, we abstract data from three operation modes, and assume that the modes run and change in the following way
As explained in Fig. 2 , the first 30 minutes are utilized to establish system model. Practical production demands a fast convergence time, thus, to simulate the real system, every half and an hour is regarded as a running period, we assume that system change happens every 90 minutes. As the control input only change within given constraints, mismatch between control input and the real system will not cause the output change abruptly in a short time. For each period, during the first half an hour the system operates with the control signal inherited from the former period, so that enough data can be obtained to model current system. After the modeling performance is satisfied, proposed iterative ADP control method is applied to obtain good control performance.
For each operation modes, three SVM models in respect with the essential state variables MBT, MDP and MOT are established. Modeling and prediction error represented by mean square (MSE) and squared correlation coefficient (SCC) are listed in Table 2 . Due to the limit of space, only the modeling and prediction result of MBT in mode 1 is illustrated in Fig. 3 . As in above mentioned table and figure, the PSO-SVM method shows satisfying performance to establish the static models of GGBS production process.
Using the RNN method, dynamic models of the three considered state are built for each operation mode. Modeling result of mode 1 is shown in Fig. 4 . Given the same design 
B. APPLICATION RESULT
Based on the PSO-SVM models, the constrained multiobjective optimization problems (1) of different modes are solved by the NSGA-II method, corresponding Pareto sets are shown in Fig. 5 . Due to control constraints, each optimal solution consists of curves of two parts-the left part and the right part. As the production process demands the material bed thickness to be as close to 11mm as possible and the mill outlet temperature to be as close to 90 • C as possible, no point can beat all the other solutions towards both objectives in corresponding optimal set. However, considering the two adjacent points of two parts, for example, A and A , the temperature increases slightly but the thickness rises greatly from A to A . That is, great thickness improvement can be achieved with small loss of temperature. By this means, solutions at point A, B and C are selected as optimal solutions of three modes, and the desired set values x d1 , x d2 , and x d3 are obtained as 
From Fig. 6 , it can be seen that due to operation mode change, the output states deteriorate in the first 30 minutes and then track the desired trajectories in the next hour. Fig. 7 shows the control signals which all fall within given constraints as listed in Table 1 .
Comparative result of proposed iterative ADP and online ADP applied to GGBS production process in [11] is shown in Table 3 . For above three time intervals, maximum performance index calculated by (14), convergence time when the performance index is less than 1e −5 , and simulation time of both methods are listed. It can be seen that by taking the iterative learning scheme, proposed iterative ADP obtains better control performance and less convergence time. However, because of the iterative calculation at each time k, running time increases greatly from about 0.1s to more than 7s. From the respective of engineering, calculating in 7s satisfies the real-time requirement as the system runs for an hour. At the same time, with the rapid progress of computer technology, computation ability will be further improved.
V. CONCLUSION
In this paper, combing iterative ADP and dynamic target optimization, an effective optimal control scheme for GGBS production process is proposed. Considering the repetitive operation modes change, a repetitive ''target optimization'' and ''process optimization'' scheme is constructed. At the beginning of each day, control target is optimized by solving multi-objective problem, during the rest time, an iterative ADP strategy is applied to track the control target in the optimal way. Combing iterative calculation at every interval, the iterative ADP reduces the performance index and makes it converge faster. By using this optimization method, the operational stability of GGBS production is greatly improved. In the future, to further decrease the optimal index and reduce the calculation caused by iterative calculation, appropriate ceasing condition based on the convergent error can be introduced.
