Motivated by decoupling e ects in coupled oscillators, by viscous shock proles in systems of nonlinear hyperbolic balance laws, and by binary oscillation e ects in discretizations of systems of hyperbolic balance laws, we consider vector elds with a one-dimensional line of equilibria, even in the absence of any parameters. Besides a trivial eigenvalue zero we assume that the linearization at these equilibria possesses a simple pair of nonzero eigenvalues which cross the imaginary axis transversely as we move along the equilibrium line. In normal form and under a suitable nondegeneracy condition, we distinguish two cases of this Hopf type loss of stability: hyperbolic and elliptic. Going beyond normal forms we present a rigorous analysis of both cases. In particular -/!-limit sets of nearby trajectories consist entirely of equilibria on the line.
Introduction
A peculiar in nite degeneracy has been observed, more than a decade ago, in a square ring of four additively coupled oscillators _ u k = F(u k ; u k?1 + u k+1 ); k(mod4); of anti-phase motions is a ow invariant subspace of (1.1). Moreover, the dynamics on this subspace is governed by the totally decoupled system _ u k = F(u k ; 0); k = 0; 1:
Suppose, for example, that (1.3) with k = 0 possesses an exponentially attracting time periodic solution u 0 (t); say with period 2 . Then we obtain an invariant 2-torus of (1.1), foliated by the 2 -periodic solutions u 1 (t) = u 0 (t + ) (1.4) with arbitrarily xed phase angle 2 S 1 = IR=2 Z Z . In a Poincar e cross section, we obtain a line of xed points of the Poincar e return map. Understanding the possible transitions from stability to instability along the decoupled dynamics on the 2-torus is one of the motivating examples driving the results of the present paper.
To simplify our analysis let us assume u k 2 IR -equivariance condition (1.5). Similar decoupling phenomena in more complicated graphs of coupled oscillators have been observed in AF89] . For an in-depth analysis of decoupling in the square ring see AF98] . For now, we consider general vector elds (1.8) with a line of equilibria. With this degeneracy at hand, we investigate loss of stability along the line of equilibria under additional nondegeneracy conditions. We rst consider the real case, where stability is lost by a simple, nontrivial real eigenvalue crossing zero, along the equilibrium line. See theorems 1.1, 1.2 below. In theorems 1.4 and 1.5, we then address the more complicated complex case where the loss of stability is caused by a pair of simple, nonzero, purely imaginary eigenvalues. As a warm-up, we rst consider the case of real loss of stability. Restricting to a real two-dimensional center manifold, we can assume (1.18) with a 6 = 0, in these coordinates.
To prove our theorem, it is now su cient to perform a ber preserving C (1.20)
The resulting vector eld for (ỹ;z) is then clearly orbit equivalent to (1.13), and the theorem is proved.
./
As a preparation for the case of complex eigenvalues, we now consider a Z Z 2 -symmetric variant of the previous theorem. The role of z, here, will later be played by the radius variable of polar coordinates within the eigenspace to the purely imaginary eigenvalue { in normal form. Eliminating the e ects of higher order terms, not in normal form, will be the main technical problem to be overcome in the present paper.
To be speci c we again consider planar C Then there exists > 0 such that any solution x(t) which stays in anneighborhood of x = 0 for all positive or negative times (possibly both) converges to a single equilibrium on the y-axis.
In the hyperbolic case, all nonequilibrium trajectories leave the neighborhood U in positive or negative time directions (possibly both). The asymptotically stable and unstable sets of x = 0, respectively, form cones with tip regions tangent to the rotated images of the corresponding normal form lines of gure 1.2a); see gure 1.3a). These cones separate regions with di erent behavior of convergence. In the elliptic case, all nonequilibrium trajectories starting su ciently close to x = 0 are heteroclinic between equilibria (y ; 0) on opposite sides of y = 0. The two-dimensional strong stable and strong unstable manifolds of such equilibria (y ; 0) intersect at an angle with exponentially small upper bound in terms of jy j, provided f is real analytic; see gure 1.3b).
Case a) hyperbolic, = +1.
Case b) elliptic, = ?1. at points x = (y; 0) which are xed under R. In particular, the spectrum of the linearization @ x f is point symmetric to the origin in C C with a trivial eigenvalue located at zero, of course. A complex loss of stability as studied in the present paper, caused by a pair of simple complex eigenvalues crossing the imaginary axis, is therefore excluded. Our paper is organized as follows. Section 2 proves theorem 1.4, by normal form reduction to theorem 1.2. Preparing for the proof of theorem 1.5 we also perform a spherical blow-up of the coordinates x = (y; z) 2 IR 3 at x = 0.
In other words, we introduce spherical polar coordinates. In section 3 we prove theorem 1.5 by explicit rescaling arguments. For applications of these results to coupled oscillators, alias complex Ginzburg-Landau equations, to viscous pro les of systems of hyperbolic balance laws, and to binary oscillations in discretizations of hyperbolic balance laws we refer to AF98], FL98], FLA98].
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Normal form and spherical blow-up
In this section we begin our analysis of complex loss of stability, aiming at theorems 1.4 and 1.5. Throughout this section we therefore x assumptions In particular, these equilibria are strictly hyperbolic with associated stable and unstable manifolds. The saddle point property also holds: solutions su ciently close to these equilibria converge in forward or backward time, or else get ejected along the unstable/stable manifold. Convergence to equilibrium is analyzed next.
Proposition 3.1
In both the hyperbolic and the elliptic case, there exists > 0 such that any solution (R(t); #(t); '(t)) of (2.16) with 0 < #(0) < , R(0) > 0, and R(t) < for all t 0 Proof :
We work with coordinates (R; #; ) and with instead of t; see (3.1), (3.2).
Note that t ! +1 implies ! +1: Indeed _ (t) = R( (t)) > 0; and by ./ Proposition 3.1 proves the rst claim of theorem 1.5, for positive times t; because jx(t)j < is equivalent to R(t) < : Convergence for negative times follows, because the assumptions of theorem 1.5 are invariant under time reversal t 7 ! ?t:
In the hyperbolic case, we next consider trajectories x(t) which converge to an equilibrium x on the y?axis for t ! ?1: If x 6 = 0; then x is normally hyperbolic and x(t) lies in the unstable manifold. Therefore x must be an equilibrium with two-dimensional strong unstable manifold. Note the x corresponds to a trajectory # = 0; R R ; 0 = R of (3.2), with strong unstable manifold extending to # > 0: In forward time, our trajectory must therefore leave the region jxj = R < ; forced by the two-dimensional unstable manifold of R = 0; # = # + ; = 0: Similarly, non-equilibrium trajectories converging to x 6 = 0 in forward time must leave jxj < in backwards time.
The same conclusion holds at x = 0; by the analysis of the unstable/stable sets of x = 0 in proposition 2.1: these sets correspond to the unstable/stable manifolds of R = 0; # = # ; = 0: The values of # indicate the asymptotic opening angles of these sets.
To study the convergence behavior inside the left cone, alias to the right of the stable manifold of R = 0; # = # ? ; = 0; we observe that eventually # increases monotonically in this region and converges to # = ; see (3.2). The radius R; on the other hand, decreases monotonically to R > 0: The remaining regions of # can be analyzed similarly, exhibiting backwards convergence to equilibrium inside the # + ?cone, and forward as well as backwards escape from ?neighborhoods outside the closures of both cones. This completes the proof of theorem 1.5 in the hyperbolic case.
In the elliptic case, all trajectories with 0 < R(0) < converge: (3.14)
such that the time t = 2 maps of (3.13) and (3.14) di er by at most c 1 exp(?c 2 = ):
(3.15)
The constants c 1 ; c 2 > 0 can be chosen uniformly in the domain under consideration. We now apply Neishtadt's exponential averaging theorem to our problem of separatrix splitting in (y; r; ') coordinates; see (2.2), (2.14). As in corollary 2.2, we rescale time such that _ ' = 1. We also rescale the ball R = to size R = 1 by := (y; r): The right hand side satis es the assumptions of Neightadt's theorem, provided > 0 is chosen small enough. Choosing K = O(1= ); we also see that the rst K averaging steps amount to void identity transformations, because the lower order terms are already independent of t: More precisely, each step of Neishtadt's averaging procedure is equivalent to a step of the normal form procedure of proposition 2.1; see Nei84], Van89]. We can therefore conclude that the time t = 2 map of our normal form (2.2), alias (2.14), truncated at order K = O(1= ), di ers from the full time t = 2 map by an exponentially small term c 1 exp(?c 2 = ): The same statement holds true for the variational equation. Moreover, the y?axis of xed points is preserved by the normal form transformations. Their (local) strong stable and unstable manifolds are therefore moved by only exponentially small terms and their splitting angles are likewise exponentially small. This completes the proof of theorem 1.5, and the paper.
