The aspects of the image fusion and visualization of the color and long wave images are considered in the frame of the airbome reconnaissance and surveillance of the vegetation fires. The main constrains are consequence of the aerial platforms used: a) smal1 lightweight aerial model (less than 5 kg, altitude up to 300 m above mean ground level, radius limited by visibility) , b) helicopter or fixed wings piloted airplane. Although the measurements of the forest fire temperature are not reliable (unknown emissivity), its indication is possible and the fusion of the color image and the long wave infrared image seems the most suitable solution for firefighting commander.
Introduction
The wild vegetation fires are very serious problem in many European and other worldwide countries. Many scientific and technology demonstration projects were realized aimed to support forest fires prevention and forest fire fighting. The overview of the remote sensing application in forest (vegetation) fires fighting and prevention was given in [1] , one example ofthe concept of the integrated early detection and suppression in [2] . The seriousness of the forest (vegetation) fires in the Republic of Croatia in years 1992 -2007, [3] , initiated national efforts in several domains related to forest fires, [4] , [5] , and [6] . Our attention is focused on the aspects of the image processing and analysis in the frame of the airbome reconnaissance and surveillance of the vegetation fires whereas two kinds of the aerial platforms are considered. They are: a) smal1!ightweight aeria! mode! (less than 5 kg, altitude up to 300 m above mean ground level, radius limited by visibility), b) helicopter or fixed wings piloted airplane, [4] . The small lightweight aerial model (in accordance to the lega! restrictions in Croatia (and in many other countries) is not unmanned aerial vehic1e (UAV) and its use in firefighting activities has no legal obstac1es, while for UAVs the legal obstac1es are unavoidable. Due to limitations of the payload and autonomy of the small aerial models, a single sensor or a dual sensor system is typical solution (the color camera and the long wavelengths infrared "thermal" camera) and the images are transmitted by analogue microwave linko
The consequence is a loss of the radiometric dynamics. Iflarger aerial platform is used, the ful1 potentials ofthe sensors can be used and processing can be accomplished onboard of the platform. This aspect of the fire fighting is not operationally developed at the satisfying level and we try to support solutions of several needs. In the paper we consider severaI aspects of the fusion and visuaIisation of the color and long wave infrared images of the vegetation fires, of the color images of the vegetation fires, as a part of the airbome surveillance and reconnaissance of the vegetation fires. The fusion of the color and long wave infrared images of general objects was reported in [7] , the current paper is focused only to the images of the fire. The problems of the measurement of the elements of the forest fires are considered in [8] , the application of the computer vision techniques for forest fire perception in [9] . temperatures of the forest fires are nearly fol1owing values: smolder without the flame 370°C, a bright fire emitting the light 590°C, very strong flame 860°C. In other references are mentioned similar and the higher temperatures too. The energy measured by sensor Wm presents part of the energy of the heat source W0 ' Wm = f,W o , where 0 < f, <=1 is emissivity. The emissivity of the particular elements of the wild forest fires is different and also it is not known . Thus the measurement of the radiated energy has low accuracy and the reliability if only single band sensor is used. Application of two sensors , one in mid infrared wavelengths 3 -5 um and the other in the wavelengths 8 -14 urn could overcome this problem [8] and is a perspective for larger aeria1 platforrns. For the lightweight aeria1 models the combination of the color camera and the long wave infrared camera is the most suitable solution for operations in the field, where it supports firefighting commander in the near real time. A dual sensor on board of a small aeria1mode1 provides two kinds of imagery, color images in the visible wavelengths (0.4 to 0.7 um) and a long wavelengths infrared images (usually 8 -14 um), The firefighters can understand and simp1y extract inforrnation from the color images. The experience of use the color sensors onboard a small aerial model was collected in Croatia through several years (Mr. M. Hucaljuk , from 2003 to 2008), [4] in the dedicated surveillance demonstration campaigns. The long wave infrared images cannot re1iably measure temperatures (due to lack of data about the emissivity) although can indicate their different values.
Measurement

Features of the vegetation fire extractable in color image
The simplest, the cheapest sensor onboard of the lightweight aeria1 model is the color camera that provides images in the red -r, green -g, blue -b channels, Fig. 1 . The segmentation of the color image that shows vegetation fire, if not covered by the fume, enables to deterrnine main severa1 e1ements of the fire: line of the fire front, bumed area, unbumed fuel area, see the concept given in [9] . While the red component shows the brightest parts of the fire, a simple difference of the red and green components, r-kg, Fig. 2 . or red and b1ue r-kb, k=1.0 to 1.3, enhances bumed area. The fire front line can be derived if instead of raw r, g, b components, principal components Pc1, Pc2 and Pc3 are derived and Pc3 is used in further processing , Fig. 3 . Comparison of the Pc3 (Fig. 3 ) and the red component (Fig. 1) shows that third principal component enhances a fire line. If we app1y some filtering the fire line can become better defined, examp1e at Fig. 4 . In conc1usion, the combination of the inforrnation contained in Fig. 2 and Fig. 4 provides valuable inforrnation to the firefighter commander, one about fire front line and one about the bumed area. 
Fusion of the information contained in color and the long wave infrared images of the vegetation fires
The fusion of the information contained in a long wave infrared and the color images can be accomplished by several different methods, for pixel level fusion see [7] .
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In our analysis, the color image (Fig. 5) and the long wave infrared image (Fig. 6 ) of the controlled fire of the wood and the grass were used. blue Figure 5 . Components af the color image af the fire. Images were registered and resampled and a common part was used in the further analysis [7] . The color image Fig. 5 provides general infonnation about the scene and enables the firefighters' commander to identify elements of the scene. The long wave infrared image contains valuable infonnation about the distribution of the heat temperature (see comments in section 2. about measurements) . There are several ways how to combine these images a) show long wave infrared image in a grey scale or in the color palette, together with color image; b) show long wave infrared image in grey scale with lines of the constant values indicating the temperature; c) calculate principal components of the color image and a long wave infrared image and use negative of the first principal component , the second, the third and the fourth principal component together with red, green and blue components as the layers for unsupervised classification, Fig. 7; d) 
Visualization of the fused images
After the analysis of different kinds ofthe visualization, we concluded that the most usable version can be color image with overlaid lines indicating the temperature. Two examples Fig. 8 and 
Discussion
Two approaches to derivation of the indicated temperature of a wild forest fire were analyzed. One is to derive contour lines of the intensity of the long wave infrared image and show them overlaid over the color image, Fig. 8, Fig. 9 . The second approach is to apply unsupervised c1assification in large number of c1asses, Fig. 7 and the contour lines on Fig. 8 and Fig. 9 , expected agreement of the borders is visible. This agreement can happen if the number of c1asses in the unsupervised c1assification equals the number ofthe intervals of the contour lines. What will be applied depends on the availability of the implemented algorithms for mentioned operations.
Conc1usions
The goal of the analysis was to find out the methods of the fusion the information contained in the airbome color image and the long wave infrared image of the wild forest fire that is suitable for use by firefighter commander is realized. The constrains ofthe aeriallight weight model preferred use of the simple color camera and the long wave infrared "thermal" camera. The proposed solution is to derive lines that indicate the fire temperature and overlaid them over the color image. While the system with considered sensors is in use in 666
Croatia, we expect further development of the fusion and the visualization.
