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Abstract
In this article we present a Radial Basis Function (RBF)-Finite Difference (FD) level
set based method for numerical solution of partial differential equations (PDEs) of
the reaction-diffusion-convection type on an evolving-in-time hypersurface  (t). In a
series of numerical experiments we study the accuracy and robustness of the proposed
scheme and demonstrate that the method is applicable to practical models.
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1 Introduction
Numerical simulation of partial differential equations posed on an evolving-in-time hyper-
surface  (t) is a rapidly growing branch of numerical mathematics, which finds its applica-
tions in many industrial tasks. During the last decade many profound finite-element-based
methods for surfaces-defined PDEs were developed: parametric methods [8, 9, 10], bulk-
layer methods of the phase-field [21] and level-set [9, 23] types, the trace FEM [19] and
the space-time FEM [20], etc. All these methods are of the finite element nature, meaning
that one has to construct a mesh before any numerical simulation begins. Very often, some
largely CPU- and time-consuming work has to be done with or related to the mesh during
the simulation process.
On the other hand, kernel methods based on radial basis functions are becoming in-
creasingly popular for the numerical simulation of partial differential equations due to their
flexibility of working with scattered data nodes, high accuracy, and significantly simpler
implementation. These methods demonstrated promising results for various problems of
PDEs in two- and three-dimensional domains, see, e.g. [1, 2, 3, 13].
In the recently appeared works of G. Wright et al. [12, 22] the RBF-FD methodology
was applied to the simulation of surface PDEs of reaction-diffusion type on stationary
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manifolds. In the current paper, with the help of the level set technique, we extend the RBF-
FD method to reaction-diffusion-convection partial differential equations on evolving-in-
time surfaces.
2 PDE on evolving hypersurface
2.1 Problem formulation
We consider the following reaction-diffusion-convection equation
@u
@t
+w  r (t)u = D (t)u+ g(u) on  (t) T; (1)
where  (t) is a compact, smooth, connected and closed hypersurface in Rd, d = 2; 3.
Then, @
u
@t is a time-derivative, which takes into account the evolution of  (t) and will
be explained below,  (t)u is the Laplace-Beltrami term, w is some vector field which
transports u along  (t) and g() is a kinetic term. The corresponding initial and boundary
(if any) conditions for u have to be provided. We adopt the notation by writing vector
fields in bold letters, i.e., c = (c1; : : : ; cn)T . We assume that the solution u of (1) can be
(naturally) extended from  (t) to an -band 
(t), see Figure 1. The domain of interest
or also the calculational domain is 
 = 
in [ 
out [  . For the sake of simplicity,
we also assume that  (t)  
(t)  
 during the whole simulation time t 2 [0; T ].
G( )t
W ( )te
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Figure 1: Geometric illustration
The surface derivative
@u
@t
= @t u+ ur (t)  v
can be obtained by the Leibniz formula
d
dt
Z
 (t)
u =
Z
 (t)
@t u+ ur (t)  v:
By @t u = @tu+ v  ru one denotes the covariant
or advective surface material derivative. The sur-
face velocity v = V n + vS can be decomposed
into velocity components in the normal direction
V n, with n to be a surface outward normal vec-
tor, and in the tangential direction vS . Using the relation
r   v = r V  n+ Vr   n+r   vS = Vr   n+r   vS =
=  V H +r   vS ;
and therefore
v  ru = V n  ru+ vS  ru = V @u
@n
+ vS  ru;
where H is a mean curvature, we can rewrite (1) as
@tu+ vS  ru  V Hu+ V @u
@n
+ ur (t)  vS +w  r (t)u = D (t)u+ g(u);
or, in terms of the surface material derivative, as
@t u+ ur   v +w  r (t)u = D (t)u+ g(u): (2)
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2.2 Level set method
For the implicit prescription of a compact, smoothly connected and oriented hypersurface
 (t)  
 we introduce a smooth level set function
(t;x) =
8><>:
< 0; if x is inside  (t);
= 0; if x 2  (t);
> 0; if x is outside  (t);
(3)
such that jrj 6= 0. Then, an outward normal to  (t) at the point x is
n(x) = (n1; n2; : : : ; nd)T = r(x)=jr(x)j (4)
and the matrix
P  = I   nnT =
 
ij   ninj
d
i;j=1
(5)
is the projection onto the tangent space Tx (t). For a scalar function  and a tangential
vector field  = (1; 2; : : : ; d)T on   extended into 
 we can define
r  := (P r)  =
8<: @@xi  
dX
j=1
ninj
@
@xj
9=;
d
i=1
; (6)
r    =
dX
i=1
0@@i
@xi
 
dX
j=1
ninj
@i
@xj
1A ; (7)
the surface gradient r  and the surface divergence r  operators, respectively. Using this
notation, the Laplace-Beltrami operator can be written as
  = r   r  = P r  P r : (8)
2.3 Discretization in time
For the discretisation in time of the surface PDE
@tu+ v  ru+ ur (t)  v +w  r (t)u = D (t)u+ g(u); (9)
we use the -scheme method. Given un and the time step t = tn+1   tn, solve for
u = un+1 (for the sake of simplicity we omit the index fn + 1g there it is possible, e.g.
t = tn+1)
u  un
t
+ 
 
v  ru+ ur (t)  v +w  r (t)u D (t)u+ g(u)

=  (1  )  vn  run + unr (tn)  vn
+ wn  r (tn)un  D (tn)un + g(un)

: (10)
If we denote corresponding discrete operators, whose RBF-FD construction will be de-
scribed in Section 3, by
L(t; (t))u    (t)ujX ; (11)eK(t;v)u   v  rujX ; (12)eK(t;w; (t))u   w  r (t)ujX ; (13)
G(t; (t))u  ur (t)  vjX ; (14)
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where u = (u1; u2; : : : ; uN )T  ujX =
 
u(x1); u(x2); : : : ; u(xN )
T , where X =
fxjgNj=1  
, then the semi-discrete equation (10) can be rewritten in the following matrix
form:
[ I + t
n
  eK(t;v)  eK(t;w; ) + L(t; ) +G(t; )o ]u
= [ I   (1  )t
n
  eK(tn;vn)  eK(tn;wn; n)
+ L(tn; n) +G(tn; n) g ]un
+ t g(u) + (1  )t g(un); (15)
For our numerical simulations we take either the Implicit-Euler scheme, which corresponds
to  = 1, or the Crank-Nicolson scheme, which is obtained from (15) by setting  =
1
2
.
3 RBF-FD for PDEs on evolving-in-time surfaces
3.1 Kernel interpolation and operator approximation
Given a set of scattered nodesX = fxjgNj=1  
 we are looking for a continuous function
u : 
! R as a kernel interpolant, those general form is
Iu(x) =
NX
j=1
cj(x;xj); x 2 
; (16)
such that its restriction uj (t) is a solution of equation (2). Here,  is a positive definite
kernel called a radial basis function (RBF) with the property (x;y) = '(kx   yk).
Denoting rj(xi) = kxi   xjk, the interpolation coefficients fcjgNj=1 are determined by
enforcing I'ujX = ujX as the following linear system:
AXcX = uX ; (17)
where
AX =
26664
'(r1(x1)) '(r2(x1)) : : : '(rN (x1))
'(r1(x2)) '(r2(x2)) : : : '(rN (x2))
...
...
. . .
...
'(r1(xN )) '(r2(xN )) : : : '(rN (xN ))
37775 ; cX =
26664
c1
c2
...
cN
37775 ; uX =
26664
u(x1)
u(x2)
...
u(xN )
37775 :
For a positive definite ', this system is positive definite and hence solvable.
In the following we use the radial basis function finite difference (RBF-FD) method for
approximation of all linear differential operators, which arise through our derivations. Let
L be one of these linear operators. Then the approximation of Lu at the point  is sought
as a weighted sum of function values u(j) at the points  =  = f1; 2; : : : ; Kg
neighboring to :
Lu() 
KX
j=1
!ju(j); j 2 ; (18)
4
where the approximation weights ! = (!1; !2; : : : ; !K)T can be computed by solving the
linear system
A! = [L'(rj())]Kj=1 with A := ['(rj(i))]Ki;j=1: (19)
In general, good choice of stencil points i for the accurate approximation of Lu() is
a nontrivial task which requires additional analysis [4, 3, 6]. In this article, the set 
consists of the K = 9 points nearest to  in the Euclidean distance, including  itself.
Either Gaussian '(r) = exp( 2r2) with  > 0 close to zero, or the polyharmonic radial
basis function '(r) = r with  = 5 are used in all presented numerical simulations. In the
case of Gaussian we use a QR preconditioning technique that allows stable computation of
the weights for any value of the shape parameter  [14, 5, 18]. Polyharmonic RBF is only
conditionally positive definite and therefore the interpolant (16) is extended in this case by
a polynomial term of degree b=2c, see [13, 11] for details.
In the case of a vector-valued operator L the weights !j are vectors, and ! is a matrix.
In particular, (18) is replaced by
ru()  !r(;)Tu (20)
for the gradient operator r, where each column of the matrix !r(;) 2 RKd is ob-
tained by solving (19) for the corresponding partial derivative operator. Clearly, a gradient-
type operator LAgradu = Aru with components
Pd
j=1 aij
@u
@xj
, i = 1; : : : ; d, where A :

! Rdd, can be discretized as
LAgradu() 
h KX
i=1
!iju(i)
id
j=1
= A()!Tr(;)u; (21)
where ! := !r(;)AT (). A simple calculation shows that the same weight matrix
! = !r(;)AT () gives a discretization
LAdivu() 
KX
i=1
dX
j=1
!ijuj(i) = trace
 
A()!Tr(;)u

(22)
of the divergence-type operatorLAdivu = Aru :=
Pd
i;j=1 aij
@ui
@xj
, whereu = (u1; : : : ; ud)T
is a vector-function, and u = [uj(i)]
K;d
i;j=1.
Formulas (21) and (22) can be combined to obtain an approximation of the anisotropic
diffusion operator
A;Bu := Ar Bru = LAdivLBgradu; A;B : 
! Rdd:
To this end, an auxiliary set of points   = f1; : : : ;Lg is chosen in the neighborhood of
, an approximation of the vector
u(s) := LBgradu(s) 
h KX
i=1
!ij(s)u(i)
id
j=1
; !(s) := !r(s;)BT (s);
is obtained by (21) for each s = 1; : : : ; L, and inserted into (22), where   is used instead
of . Setting ~! := !r(; )AT (), we arrive at
A;Bu() 
KX
i=1
!iu(i); !i =
LX
s=1
dX
j=1
~!sj!ij(s); (23)
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Figure 2: Discretization of the anisotropic diffusion.
that is
!i = trace
 
~! [!ij(s)]
d;L
j;s=1

; i = 1; : : : ;K:
In the case when A = B and  2   =  the formulas for !i in (23) can be simplified
since ~! coincides with one of the matrices !(s), see [12, 22]. We however prefer to
choose   closer to , in order to obtain more reliable numerical differentiation formulas for
LBgradu(s). In this paper we use
j = ( + j)=2; j = 1; : : : ;K; (24)
see Figure 2, where 1 = .
3.2 RBF-FD discretization in space
We now describe the discrete operators in (11)–(14). After choosing a set of nodes X =
fxjgNj=1  
, we select for each  2 X a set of neighbors   X .
Thanks to (8), the value of the Laplace-Betrami operator   (t)u() can be approxi-
mated according to (23) with A = B = P (t), and the weights!i of this formula become
the nonzero entries of the -row of the matrix L(t; (t)) in (11).
For the generalized RBF-FD approximation of convection operators v  ru and w 
r (t)u we make an assumption that both vector fields v andw can be extended outside of
 (t) to the whole domain 
. In the case of the level set framework this extension of the
surface velocity v is straightforward as a velocity field of the corresponding level set. Then
by (6), r (t)u = P (t)ru, and hence for example
(w  r (t)u)()  wT ()P (t)()!Tr(;)u
as in (21), leading to the weights for the -row of eK(t;w; (t)) in (13). Note that for con-
vection dominated flows this approximation cannot be used as it is because of the stability
issues: dominated convection terms may lead to the non-positiveness of a given numerical
scheme and in such a way cause the appearance of negative values and give rise to non-
physical oscillations in the numerical solution. In this article though we do not discuss this
issue.
Construction of the RBF-FD approximation of the term ur (t)  v in (14) is done by
(22) in the form
(ur (t)  v)()  !u(); ! = trace
 P (t)()!Tr(;)v:
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Hence, G(t; (t)) in (14) is a diagonal matrix with the numbers ! on the diagonal.
4 Numerical results
Here we demonstrate the applicability of the proposed RBF-FD scheme. In the following
subsections we validate the spatial convergence of our scheme by considering an example
of a heat equation on a curve. In next subsections we show that the scheme can be applied
not only to the surface evolution in the normal directions but also in the tangential one. In
the last example we apply the RBF-FD approximation to convection dominated problems
to demonstrate that additional stabilization techniques are required in this case.
4.1 Example 1
In the first test case we will validate the performance of the scheme and measure its accu-
racy by comparing with a given analytical solution. We solve the following equation
@u(x; t)
@t
= D (t)u(x; t) + g(x; t) on  (t); (25)
where  (t) is prescribed as the zero level set of the function
(x; t) = jxj   1:0 + sin(4 t)(jxj   0:5)(1:0  jxj): (26)
As a domain we choose 
 = fx 2 R2 : 0:5  jxj  1:0g. The boundary of the domain
@
 is aligned with a curve from the family  r. The analytical solution is chosen to be
u(x; t) = e t=jxj
2 x1
jxj : (27)
Since  (t) is time-dependent, the equation (25) transforms into
@tu+ vS  ru+ V @u
@n
  V Hu+ ur   vS   u = g; (28)
where H is the mean curvature of  (t) and therefore H =  1=jxj. Substituting vS = 0
into (28) we get
@tu+ V
@u
@n
  V Hu  u = g: (29)
The function u(x; t) from (27) solves
@tu  u = 0:
Therefore, one finds that
g = V
@u
@n
  V Hu = V u

2 t
jxj3 +
1
jxj

:
As the initial condition we set uinit = u(x; t = 0). Here, we calculate numerical solutions
by the implicit scheme,  = 1 in (10), and the Crank-Nicolson schemes,  = 1=2 in (10).
The corresponding mesh, as well as initial condition and analytical and numerical solutions
are shown in Figures 3(a)-3(d). Starting from t = 0, we calculate until the time point
T = 0:1 with the time step t  h2 by the Implicit-Euler scheme,  = 1 in (15), and
t  h by the second-order Crank-Nicolson scheme,  = 1=2 in (15).
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(a) mesh, lev=3 (b) initial solution, lev=4
(c) analytical solution, lev=4 (d) numerical solution, lev=4
Figure 3: Mesh, initial, analytical and numerical solutions.
In Table 1 we measure the difference between the analytical and numerical solutions
and obtain orders of convergence for the Implicit-Euler and Crank-Nicolson schemes. The
corresponding error is defined as (cf. [7])
l2(
)-error =
 
1
jd:o:f:j
X
xi2

juanalyt(xi; T )  unum(xi; T )j2
! 1
2
;
lev. d.o.f num. of time steps l2(
)-error order
Implicit scheme, t  h2
1 30 3 0.035854 –
2 100 10 0.009567 1.905
3 360 40 0.002602 1.878
4 1360 160 0.000748 1.798
5 5280 640 0.000213 1.812
Crank-Nicolson,t  h
1 30 5 0.040218 –
2 100 10 0.09203 2.127
3 360 20 0.002367 1.959
4 1360 40 0.000673 1.814
5 5280 80 0.000192 1.809
Table 1: Convergence of the Implicit-Euler and Crank-Nicolson schemes.
One observes that the Crank-Nicolson scheme requires much fewer time steps in order to
reach accuracy of the second order as the Implicit-Euler scheme.
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4.2 Example 2
As our second test case we take Example 2 from [7]: we solve the equation (25) in the
domain 
 = fx 2 R2 : 0:5  jxj  1:0g on the stationary level sets of
(x; t) = jxj   0:75:
Here, the initial solution is u0(x) = sin(4), where  2 [0; 2) is the polar angle and the
tangential velocity of the surface   is vS = 0. Since t = 0, the normal component of the
surface velocity V is also zero. The mean value of u0 vanishes on every level set  r, hence
the solution tends to zero as time tends to infinity. But this occurs at a rate which depends
on the radius of the circle because of the different diffusion coefficients on the different
circles. Numerical solutions at successive time instances are presented in Figure 4. Here,
the Implicit-Euler and Crank-Nicolson schemes deliver the same numerical results, with
the difference that the Crank-Nicolson scheme requires much fewer time steps.
(a) initial solution (b) at t = 0:002
(c) at t = 0:05 (d) at t = 0:1
Figure 4: Solution at various time instances,t = 0:0001.
4.3 Example 3
In this test case we keep everything similar to the previous example in Section 4.2, but the
tangential velocity of the surface is defined as
vS = 10
( x2 ; x1)
jrj : (30)
Numerical results at some instances of time intervals are shown in Figure 5. This example
demonstrates that our approach is able to treat PDEs on time-dependent surfaces which
move not only in the normal, but also in the tangential direction.
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(a) initial solution (b) at t = 0:002
(c) at t = 0:05 (d) at t = 0:1
Figure 5: Solution at various time instances,t = 0:0001.
4.4 Example 4
The RBF-FD approximations of operator make it possible to perform numerical simulation
for the pure transport equation:
@tu+ v  ru = 0; in 
 = [0; 1]2; (31)
where v = ( y; x). As a simulation setting we choose t = 0:001 and T = 3:0. We
place 6561 nodes in a Cartesian equidistant way inside 
, which corresponds to the 81-by-
81 refinement of the unit square. Initial conditions are taken from the solid-body rotation
benchmark [16, 15, 17] and are shown in Figure 6(a).
The pure RBF-FD discretization for the transport problem does not guarantee mass
conservation and does not keep numerical solution nonnegative. As a result, the nonphys-
ical negative values of the numerical solution grow rapidly as time evolves, which might
lead to an abnormal termination of the simulation run. In figure 6(b) we demonstrate the
corresponding numerical solution at the time instance t = 1:0.
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0
1
0.2
0.4
1
0.6
0.8
Initial solution 
0.8
0.5 0.6
1
0.4
0.2
0 0
(a) initial solution
-0.5
1
0
0.5
1
1
0.8
Solution at time instance  1000
0.5 0.6
1.5
0.4
0.2
0 0
(b) Numerical solution, t = 1:0
Figure 6: The pure RBF-FD scheme for the transport problem.
One can try to avoid this problem in many ways: to add nodes into those parts of the
domain, where gradients of the numerical solution are large, to make the time-step smaller,
to add some hyperviscosity into the model, or to use other stabilization techniques for the
RBF-FD scheme. In figures 7(b)–7(d) the numerical results which are obtained by using
FCT techniques from works of Kuzmin et al. [15, 16, 17] are presented. The discussion
about the applicability of the FCT methods for RBF-FD schemes remain out of the scope
of this work and will be discussed elsewhere.
0
1
0.2
0.4
1
0.6
0.8
Initial solution 
0.8
0.5 0.6
1
0.4
0.2
0 0
(a) initial solution
0
1
0.2
0.4
1
0.6
0.8
Solution at time instance  500
0.8
0.5 0.6
0.4
0.2
0 0
(b) Numerical solution, t = 1:0
0
1
0.2
0.4
1
0.6
0.8
Solution at time instance  1000
0.5
0.8
0.6
0.4
0.2
0 0
(c) Numerical solution, t = 2:0
0
1
0.2
0.4
1
0.6
0.8
Solution at time instance  1500
0.5
0.8
0.6
0.4
0.2
0 0
(d) Numerical solution, t = 3:0
Figure 7: The FCT stabilization technique for the RBF-FD scheme of the transport prob-
lem.
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4.5 Example 5
We test the following PDE on surfaces around a narrow band for Implicit-Euler and Crank-
Nicolson schemes
@u
@t
+ u = D (t)u on  (t); (32)
where
@u
@t
= @tu+ v  ru+ ur (t)  v: (33)
For test purposes we set  = 0:2. Let us choose the initial prescription of the level set
function as
(x; t) = jxj   (1:0 + b t sin(5))
with b = 10 and  is the polar angle.
(a) level set t = 0:0 (b) level set, t = 0:02 (c) level set, t = 0:04
(d) initial solution (e) t = 0:001 (f) t = 0:002
Figure 8: Evolution of the level set and numerical solution.
The computational domain is 
 = fx 2 R2 : 0:5  jxj  1:5g and the initial condition
u0 is
u0 =
(
0:75 if 0:65  jxj  0:85;
0:0 otherwise:
Figures 8(a)-8(c) show the evolution of the level set at different time instances. Figure
8(d) is the initial solution and corresponding results in Figures 8(e) and 8(e) are obtained
through the Crank-Nicolson scheme. Here, we use the mesh at the 4th level of refinement
(which corresponds to 1360 d.o.f). The time-step is chosen to bet = 0:0001. We observe
that as time evolves, numerical oscillations appear near vicinities of the steep gradient of u.
These nonphysical negative values grow rapidly as time evolves, as a result some additional
treatment of this effect is required.
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5 Conclusion
In the current article we presented some methodology that allows the extension of the
Radial Basis Function (RBF)-Finite Difference (FD) scheme to the numerical solution of
partial differential equations (PDEs) of the reaction-diffusion type on an evolving-in-time
hypersurface  (t). Our numerical results confirm the reliability of the proposed compu-
tational framework in terms of numerical convergence and capturing of typical/expected
solution profiles. We have thus developed an RBF-FD approach that can be employed for
practical applications that involve PDEs on evolving surfaces.
The framework has a straightforward extension to three dimensional models which is
mandatory when considering real-life applications, though some computational and code
optimization are required, since the computational and analytical complexity significantly
increases in three dimensional case. Detailed numerical investigations are subject of forth-
coming work.
We also demonstrated that for convection dominated problems additional implemen-
tation of some stabilization technique is required to guarantee positivity preservation and
non-oscillatory behavior of a numerical solution. In a follow-up paper we demonstrate
that it is possible to efficiently adapt the Flux-corrected transport (FCT) technique to the
proposed RBF-FD numerical scheme.
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