We investigate a particular aspect of the asymptotic expansion of the Wright function 1Ψ1(z) for large |z|. The form of the exponentially small expansion associated with this function on certain rays in the z-plane (known as Stokes lines) is discussed. The main thrust of the paper is concerned with the expansion in the particular case when the Stokes line coincides with the negative real axis arg z = π. Some numerical examples which confirm the accuracy of the expansion are given.
Introduction
We consider the subclass of Wright functions defined by where the parameters α and β are real and positive and a and b are arbitrary complex numbers. We also assume throughout that the α and a are subject to the restriction αr + a = 0, −1, −2, . . . (r = 0, 1, 2, . . .) (1.2) so that no gamma function in the numerator in (1.1) is singular. This function has recently found application in probability theory concerned with refined local approximations for members of some Poisson-Tweedie exponential dispersion models [8] . In the special case α = β = 1, the function 1 Ψ 1 (z) reduces to the confluent hypergeometric function Γ(a)/Γ(b) 1 F 1 (a; b; z); see, for example, [11, p. 40] . When α = 1, the function 1 Ψ 1 (z) becomes the generalised Mittag-Leffler function considered in [10] . We introduce the parameters given by
If it is supposed that α and β are such that κ > 0 then 1 Ψ 1 (z) is uniformly and absolutely convergent for all finite z. If κ = 0, the sum in (1.1) has a finite radius of convergence equal to h −1 , whereas for κ < 0 the sum is divergent for all nonzero values of z. The parameter κ is found to play a critical role in the asymptotic theory of 1 Ψ 1 (z) by determining the sectors in the z plane in which its behaviour is either exponentially large or algebraic in character as |z| → ∞.
The asymptotic expansion of 1 Ψ 1 (z) for |z| → ∞ and finite values of the parameters can be obtained from [2, 12, 13] ; see also [9, §2.3] . In Section 2 we present a summary of the standard expansion of 1 Ψ 1 (z) when the parameter κ satisfies 0 < κ < 2. In this case, the function has a composite expansion consisting of a single exponential expansion and an algebraic expansion. When 0 < κ ≤ 1, which is the case that principally concerns us here, a Stokes phenomenon occurs on the rays arg z = ±πκ, where the exponential expansion is maximally subdominant with respect to the algebraic expansion. A more precise understanding of the asymptotic behaviour of the Wright function is then achieved by taking this phenomenon into account [7] .
Our objective in this paper is to examine the form of the exponentially small expansion associated with 1 Ψ 1 (z) in the special case when the parameter κ = 1, where the Stokes line coincides with the negative real axis arg z = π. The approach we adopt to determine this expansion is by means of a Mellin-Barnes integral representation for 1 Ψ 1 (z) combined with the theory presented in [9, Chapter 6] . Numerical verifications confirming the validity of this expansion are presented.
Standard asymptotic theory of
In this section we present the standard asymptotic expansion of 1 Ψ 1 (z) as |z| → ∞ for 0 < κ < 2 and finite values of the parameters given in [2] and [13] ; see also [9, §2.3] . Throughout we let ǫ denote an arbitrarily small positive quantity. We first define the associated exponential and algebraic expansions E(z) and H(z) given by the formal asymptotic sums
and
The A j appear as coefficients in the inverse factorial expansion of the quotient of gamma functions given by [2, §3] , [9, p. 39]
Lemma 1 Let M denote a positive integer and suppose that κ > 0. Then there exist coefficients
where the parameters κ, h and ϑ have the values given in (1.3). The remainder function σ M (s) is analytic in s except at the poles of the corresponding gamma function ratio and is such that
The coefficients A j are independent of s and depend only on the parameters α, β, a and b. The leading coefficients A 0 and A 1 are specified by [5] A 0 = κ
(2.4) An algorithm for the numerical evaluation of the A j for a general quotient of gamma functions has been described in [5] ; see the appendix for the specific case in (2.3).
The expansion theorem for 1 Ψ 1 (z) is then given by the following theorem.
as |z| → ∞. The upper or lower sign in H(ze ∓πi ) is chosen according as z lies in the upper or lower half-plane, respectively. This result gives the dominant expansion of 1 Ψ 1 (z). It is seen that the z-plane is divided into two sectors, with a common vertex at z = 0, by the rays (the anti-Stokes lines) arg z = ± 1 2 πκ. In the sector | arg z| < 1 2 πκ, the asymptotic character of 1 Ψ 1 (z) is exponentially large whereas in the complementary sector | arg(−z)| < 1 2 π(2 − κ), the dominant expansion is algebraic in character. In the case 0 < κ < 1, the exponential expansion E(z) is still present beyond the sector | arg z| < 1 2 πκ where it becomes subdominant in the sectors 1 2 πκ < | arg z| < πκ. The rays arg z = ±πκ, where E(z) is maximally subdominant with respect to H(ze ∓πi ), are called Stokes lines.
1 As these rays are crossed (in the sense of increasing | arg z|) the exponential expansion switches off according to the now familiar error-function smoothing law [1] . In view of this interpretation of the Stokes phenomenon a more precise version of Theorem 1 in the case 0 < κ < 1 was shown in [7] to be given by the following.
as |z| → ∞. The upper or lower sign in H(ze ∓πi ) is chosen according as z lies in the upper or lower half-plane, respectively.
In the middle expression on the Stokes lines arg z = ±πκ, the superscript o denotes that the algebraic expansions H(ze ∓πi ) are optimally truncated at, or near, the term of least magnitude. The expansion E(z) denotes the expansion E(z) augmented by the presence of an additional series and is given by
where Z is defined in (2.1) and the coefficients B j are defined in (3.10).
Although the expansion in (2.5) is a valid asymptotic description of 1 Ψ 1 (z), more accurate evaluation will result from taking the Stokes phenomenon into account as the Stokes rays are crossed. Theorem 1 deals with the expansion of 1 Ψ 1 (z) only when 0 < κ < 2. When κ ≥ 2, there are additional exponential series of the type E(z) with suitably rotated arguments; see, for example, [9, p. 58] for details. This concludes our summary of the expansion of 1 Ψ 1 (z) when 0 < κ < 2. We now confine our attention in the remainder of this paper to the case α = β (so that κ = 1), which is not covered by Theorem 2, and consider the expansion of 1 Ψ 1 (z) on the Stokes line arg z = π.
The expansion of
In this section we consider the particular Wright function with α = β, viz.
general Wright function 1 Ψ q (z), with q denominatorial gamma functions, has been given in [7] when 0 < κ < 1; here we present a summary for the case q = 1 so that the paper is self-contained.
Our starting point is the Mellin-Barnes integral representation [9, §2.4]
where the integration path is indented to separate the two sequences of poles of the integrand at s = k and s = (k + a)/α (k = 0, 1, 2, . . .). Displacement of the integration path to the right in the usual manner over the first m poles of Γ(a − αs) then produces
where, upon use of the reflection formula for the gamma function,
The path L m denotes a path (possibly indented) parallel to the imaginary s-axis with ℜ(s) = (a + m − c)/α, 0 < c < 1. We recognise that the series in (3.2) is the first m terms of the algebraic expansion H(x) in (2.2). In order to detect the appearance of the exponential series as |z| → ∞ we need to choose m in the algebraic expansion (3.2) to correspond to the optimal truncation index m o ; that is truncation at, or near, the least term in magnitude. Making use of the well-known result
We now set m = m o in (3.2) and so consider the algebraic expansion H(x) to be optimally truncated. When m is chosen as above, it follows from (3.4) that m o → ∞ as x → ∞, so that on the integration path L m in (3.3) we have |s| everywhere large. Consequently, we may employ the inverse factorial expansion (2.3) for the ratio of gamma functions to find from (3.3), with the variable s replaced by (s + a + m)/α,
where
and we have defined
The remainder term R M,m (x) is an integral involving the quantity σ M (s) in (2.3). This is not discussed here since it was established in [7] that R M,m (x) = O(x ϑ−M e −x ) as x → +∞. The integral I(z) is now expressed in terms of the generalised terminant function introduced in [7] by
sin πs ds when | arg z| < 1 2 π + π/µ and 0 < c < 1. In the case µ = 1 (α = 1), this reduces to the standard terminant function T ν (z) ≡ T ν (1; z) expressed as a multiple of the incomplete gamma function
introduced in [3] ; see also [9, p. 260] . The rays arg z = ±π/µ are Stokes lines for T ν (µ; z). The connection formula 2 satisfied by this function with the arguments xe ±πiα (x > 0), is given by [7, Appendix A] 
Then, after some straightforward algebra making use of (3.6), we obtain
(3.7) With m chosen according to (3.4) it follows that the parameter ν ∼ x as x → +∞. The expansion of the terminant function T ν−j (µ; xe πi/µ ) on its Stokes line when ν ∼ x → +∞ is given by [7, Appendix A]
for j = 0, 1, 2, . . . , where N is a positive integer and (a) k = Γ(k + a)/Γ(a) is the Pochhammer symbol. The coefficients g 2k (µ; j) appear in the expansion
where δ j is bounded and the first few even-order coefficients g 2k (µ; j) ≡ 6 −2kĝ 2k (µ; j) arê
2 ) − 840δ 
where the coefficients B j are given by
From (3.2) and (3.7) we then obtain the expansion given in the following theorem.
Theorem 3 Provided ϑ = a − b is non-integer, we have the asymptotic expansion when κ = 1
as x → +∞, where the algebraic expansion H(x) is defined in (2.2) and the superscript o signifies that this series is optimally truncated. The coefficients A j are specified by the inverse factorial expansion (2.3) and the coefficients B j are defined in (3.10).
The expansion of 1 Ψ 1 (−x) when ϑ is an integer
When ϑ = −n, n = 1, 2, . . ., the integrand in (3.1) has a finite set of poles at s = (k + a)/α, 0 ≤ k ≤ n − 1. Displacement of the integration path to the right over these poles produces
where L denotes a path parallel to the imaginary s-axis with Re (s) > Re (a) + n − 1. The above algebraic expansion contains n terms and so cannot be optimally truncated as x → +∞; the parameter ν in (3.5) (with m = n) is therefore finite in this limit. As a consequence, the analysis in Section 3 based on the asymptotic structure of the terminant function of large order and argument is inapplicable in this case.
We can now displace L as far to the right as we please so that |s| is everywhere large on the contour and the inverse factorial expansion (2.3) may again be employed to produce the exponentially small expansion on the right-hand side of (3.7). When ϑ = −n, the two terminant functions in (3.7) cancel to yield
where we have put (−) n ≡ cos πϑ. An alternative procedure is that described in [5] which makes use of the Cahen-Mellin integral for e −x . From (4.1) and (4.2) we then obtain the following theorem.
Theorem 4 When ϑ = a − b = −n, n = 1, 2, . . . , we have the asymptotic expansion when κ = 1
as x → +∞, where the coefficients A j are specified by the inverse factorial expansion (2.3).
In general the series on the right-hand side of (4.3) is an asymptotic series consisting of an infinite number of terms. It is of interest to note, however, that when
where p and q denote relatively prime positive integers, it is found that the coefficients A j = 0 for j ≥ J + 1, where J = p − q + n(q − 1); see the appendix. As a consequence, the exponential series in (4.3) is then finite. In this case it is possible to evaluate the series for 1 Ψ 1 (−x) in closed form and show that (4.3) becomes an exact result . To illustrate, we consider the particular case α = , so that ϑ = −2 and J = 2. We obtain
upon evaluation of the infinite series as derivatives of e −x . It is routine to verify that the righthand side of (4.5) approaches the limit Finally, when ϑ = n it is seen from (3.2), or (2.2), that the algebraic expansion H(x) ≡ 0. In this case it is easily established that 1 Ψ 1 (z) can be expressed as a polynomial in z of degree n multiplied by e z . For, with Θ ≡ zd/dz and the polynomial ℘ r (z) of degree r ≥ 1 defined by
we find from (1.1)
Then, since ℘ r+1 (z)e z = (αΘ + b + r)℘ r (z)e z and for any differentiable function φ and constants α and γ (αΘ + γ)φe
the polynomials ℘ r (z) are defined recursively by
The algorithm described in the appendix shows that when ϑ = n, the coefficients A j = 0 for j ≥ n + 1. It follows, from (2.1), that the exponential series E(z) is finite and by the uniqueness of polynomial representations we must have the exact result
for n = 1, 2, . . . .
Numerical examples and concluding remarks
We present some numerical examples to demonstrate the accuracy of the expansions in Theorems 3 and 4. We show in Table 1 the absolute relative error in the computation of the exponentially small expansions in (3.11) and (4.3) compared to their respective left-hand sides when x = 25 for different parameter values and truncation index j. The value of 1 Ψ 1 (−x) was obtained by highprecision computation of the series in (1.1). The optimal truncation index m o of the algebraic expansion was determined by inspection and it was verified that with this value of x the range j ≤ 4 corresponded to sub-optimal truncation of the exponentially small series. The first column in Table 1 shows the relative error for ϑ = 1 4 , so that both series involving the coefficients A j and B j contribute, whereas the second column shows a case with ϑ = 1 2 , so that only the series involving the coefficients B j contributes. The third column shows a case with ϑ = −2 where the algebraic expansion consists of n = 2 terms. The values of the coefficients A j used in these computations are presented in their normalised form in Table 2 .
Two interrelated remarks can be made from Theorem 1. First, the Stokes multiplier (given by the quantity in curly braces in (3.11) divided by A 0 ) is equal to cos πϑ to leading order. And secondly, it is seen that the leading behaviour of the exponentially small expansion when κ = 1 on the Stokes line arg z = π is O(x ϑ e −x ) for ϑ not equal to half-integer values, but becomes
, . . . . Finally, when α = β = 1, the Wright function 1 Ψ 1 (z) reduces to a multiple of the confluent hypergeometric function 1 F 1 given by
Then, the expansion of 1 F 1 (a; b; −x) for x → +∞ can be obtained from Theorems 3 and 4, in which the coefficients B j are obtained by setting µ = 1 in the coefficients g 2k (µ; j). It should be pointed out that the expansion in this case also follows from the exponentially improved expansion for the second Kummer function U (a, b, z) combined with the connection formula (13.2.12) in [4, p. 323, 329 ] and the expansion (3.8); see [6] for details.
Appendix: An algorithm for the coefficients c j = A j /A 0
We describe an algorithm for the computation of the normalised coefficients c j := A j /A 0 appearing in the exponential expansion E(z) in (2.1). The inverse factorial expansion (2.3) can be written as
for |s| → ∞ uniformly in | arg s| ≤ π − ǫ. Introduction of the scaled gamma function Γ * (z) = Γ(z)(2π) Then, with the definitions of the parameters in (1.3) and (2.4), the above ratio of gamma functions becomes
, R(s) := e(s; 0) e(βs; 1 − b) e(κs; ϑ) e(αs; 1 − a) .
Substitution of (A.2) in (A.1) then yields
We now let χ := (κs) −1 and expand R(s) and Υ(s) for χ → 0 making use of the well-known expansion [9, p. Expanding the right-hand side of (A.3) in powers of χ, we can then match coefficients recursively with the aid of Mathematica to determine the c j . This procedure is found to work well in specific cases when the various parameters have numerical values, where up to a maximum of 50 coefficients have been so calculated. In Table 1 we present the normalised coefficients c j in the specific cases considered in Section 5. It is seen by comparison with the right-hand side of (A.1) that the series involving the coefficients c j must terminate when j = n; that is, c j = 0 for j ≥ n + 1. In a similar manner, when ϑ = −n and the parameters α, a satisfy (4.4), with p, q denoting relatively prime positive integers, the quotient in (A.1) reduces to
In this case, the series on the right-hand side of (A.1) terminates when j = J, where J = p − q + n(q − 1); that is, c j = 0 for j ≥ J + 1. The coefficients c j can be determined by recursive application of the 'cover-up' rule in partial fractions; in particular, we have c n = α −n (b) n (ϑ = n), c J = (−) J α n−1 (n) J (ϑ = −n).
.
