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Abstract 
　Since a large-scale speech corpus is required to train the spontaneous speech 
recognition engine, it is required to support the collection of speech data. We show that it 
is possible to collect spontaneous speech sounds from sounds in television programs. The 
collected sound shows applicability as speech corpus for training the spontaneous speech 
recognition engine. As a result of investigation of the sounds in TV program, we conclude 
that spontaneous speech sounds can be collected eﬃciently from the sounds in variety 
programs.
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番組の種類 出演者数 音楽数 効果音数 発話スタイル
ニュース 4 1 14 読上げ
アニメ 6 3 42 演技
ドラマ 13 2 23 演技
バラエティ1 10 1 2 自発
バラエティ２ 6 1 4 自発
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番組 音声 音楽 効果音他 利得
ニュース 1,222（s） 13（s） 63（s） 72.9（%）
アニメ 126（s） 230（s） 142（s） 9.1（%）
ドラマ 91（s） 127（s） 56（s） 10.4（%）
バラエティ1 526（s） 18（s） 83（s） 40.5（%）
バラエティ2 360（s） 27（s） 59（s） 20.1（%）

























































1 幾つになったの本当に 12 なるかわからないというやつやろ 
2 言いたくない 13 なったんです 
3 本気で知りたいです 14 あのね四つ選ばれた 
4 知りたいというか 15 おもてなしやと思うよ 
5 えーだいたい二十二三の頃 16 ほんとですか 
6 えーよくお会いしてた頃がそうやろ 17 持って来たというか 
7 経っちゃったんです 18 たまたまあれだけが 
8 結婚してないよねまだ 19 日本語だったんですよ 
9 こんなはずじゃなかった 20 みんなのプレゼンの中で 
10 変わってないです 21 きっといいおもてなしをしますよ 








































1） L. Rabiner, J.Wilpon, “Isolated word recognition using a two-pass pattern recognition approach,” 
Acoustics, Speech, and Signal Processing, IEEE, pp.724-727, 1981. 
２） L. Rabiner, C. Schmidt, “Application of dynamic time warping to connected digit recognition,” 
IEEE Trans. on Acoustics, Speech, and Signal Processing, Vol.28, Issue.4 , pp.377-388, 1980. 
３） J. L. Gauvain, J. Mariani, “A method for connected word recognition and word spotting on a 
microprocessor,” Acoustics, Speech, and Signal Processing, IEEE, vol.7 , pp.891-894, 1982. 
4） J. Markel, S. Davis, “Text-independent speaker recognition from a large linguistically 
unconstrained time-spaced database,” IEEE Trans. on Acoustics, Speech, and Signal Processing, 
Vol.27, Isuue.1 , pp.74-82, 1979. 
5） Marvin R. Sambur, “Speaker Recognition Using Orthogonal Linear Prediction,” IEEE Trans. on 
Acoustics, Speech and Signal Processing, Vol.24, Issue.4 , pp.283-289, 1976. 
6） B. S. Atal, “Automatic recognition of speakers from their voices,” IEEE Journals and Magazines , 
pp.460-475, 1976. 
7） L. Rabiner, S. E. Levinson, A. E. Rosenberg, J. G. Wilpon, “Speaker-Independent Recognition of 
Isolated Words Using Clustering Techniques,” IEEE Trans. on Acoustics, Speech, and Signal 
Processing, Vol. ASSP-27, No.4 , pp.336-349, 1979. 
８） F. Jelinek, “Continuous speech recognition by statistical methods,” IEEE Journals and 
Magazines , pp.532-556, 1976. 
９） L. Bahl, R. Bakis, P. Cohen, A. Cole, F. Jelinek, B. Lewis, R. Mercer, “Speech recognition of a 
natural text read as isolated words,” Acoustics, Speech, and Signal Processing, Vol.6 , pp.1168-
1171, 1981. 
10） 西村他,“講義コーパスを用いた自由発話の大語彙連続音声認識,”電子情報通信学会論文誌，D-II, 
Vol.J83-D-II No.11, pp.2473-2480, 2000. 
11） Y. Minami, K. Shikano, S. Takahashi, T. Yamada, “Search algorithm that merges candidates in 
meaning level for very large vocabulary spontaneous speech recognition,” Acoustics, Speech, 
and Signal Processing, Vol.2 , pp. 141-144, 1994. 
12） B. H. Juang, “On the hidden Markov model and dynamic time warping for speech recognition 
―A uniﬁed view,” AT&T Bell Laboratories Technical Journal, Vol.63, Issue.7 , pp.1213-1243, 
1984. 
13） D. Yu, L. Deng, G. Dahl, “Roles of pretraining and ﬁnetuning in context-depenent DBN-HMMs 
for real-world speech recognition,” Proc. NIPS Workshop on Deep Learning and Unsupervised 
Feature Learning, 2010. 
30
14） Jinyu Li, Dong Yu, Jui-Ting Huang, Yifan Gong, “Improving wideband speech recognition 
using mixed-bandwidth training data in CD-DNN-HMM,” IEEE spoken language technology 
workshop, pp.131-136, 2012. 
15） 伊 藤， 他，ASJ（E）, “JNAS: Japanese speech corpus for large vocabulary continuous speech 
recognition research”, Vol.20, No.3, pp.199-206, 1999. 
16） ATR音声データベース：http://www.atr-p.com/products/sdb.html 
17） CSJ音声コーパス：http://pj.ninjal.ac.jp/corpus center/csj/ 
18） 河原達也，議会の会議録作成のための音声認識―衆議院のシステムの概要―，情報処理学会，研
究報告，音声言語情報処理，Vol.93, No.5, pp.1-6, 2012. 
19） 形態素解析ソフトウェア，chasen: https://ja.osdn.net/projects/chasen-legacy/ 
