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Abstract
A vectorial nonlocal linear parabolic problem on a bounded domain with applications in superconductors
of type-I is studied. The nonlocal term is represented by a (space) convolution with a singular kernel
(arising in Eringen’s model). The well-posedness of the problem is discussed under low regularity
assumptions and the error estimates for an implicit and semi-implicit time-discrete scheme (based on
backward Euler approximation) are established. It is shown that the solution of the problem satisfies a
simpler nonlocal problem with a positive definite kernel if the normal component of the unknown vector
field equals zero on the boundary of the domain. Numerical experiments support the obtained theoretical
results.
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1. Introduction
Although a large number of studies have been devoted to the microscopic theory of superconduc-
tivity (the first microscopic theory was the BCS theory by Bardeen, Cooper and Schrieffer [1]), the
macroscopic theory seems to have received relatively little attention in the literature. Nonetheless, since
the discovery of high-temperature superconductors in 1986 [2], industrial applications require macro-
scopic models and their mathematical analysis for superconductivity. Superconductors can be classified
into two other main types, namely type-I and type-II superconductors. What first follows is a brief
overview of the available models for type-II superconductors. One of the first macroscopic models was
Bean’s critical-state model [3]. This model is studied by many authors [4, 5, 6, 7]. Another model used
in the modelling of type-II superconductors is the power law constitutive relation by Rhyner [8]. This
relation in combination with Maxwell’s equations is investigated in [9, 10, 11]. In this contribution, a
nonlocal macroscopic problem for type-I superconductors in terms of the magnetic field is proposed and
analysed, based on the theory by Pippard and Eringen [12, 13]. Recent engineering applications about
nonlocal effects in type-I superconductors can be found in [14, 15, 16, 17].
The starting point of the modelling part of this contribution is the phenomenological theory of super-
conductivity by London and London in 1935 [18, 19]. They explained that a macroscopic description
of type-I superconductors involves a two-fluid model. One fluid consists of normal electrons and the
other one of superconducting electrons. Superconducting electrons cross the metal without suffering
any resistance, in contrast to electrons in a normal material, which scatter and suffer resistance to their
motion. Below the critical temperature Tc, when the superconductive material loses all resistivity, the
current consists of superconducting electrons and normal electrons. Above the critical temperature only
normal electrons occur. Accordingly, the current density J is supposed to be the sum of a normal and
superconducting part, that is
J = Jn + Js.
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The superconductive material occupies a bounded domain Ω ⊂ R3 with a Lipschitz continuous boundary
∂Ω. The symbol ν denotes the outward unit normal vector on ∂Ω. To derive a mathematical model for
type-I superconductors, the eddy current version of the Maxwell’s equations (the displacement current
is neglected in Ampe`re’s law) is used. They can be written as
∇×H = J , Ampe`re’s law
∇×E = −∂tB. Faraday’s law
Note that this approximation is valid in highly conductive media [20, 21]. Moreover, a linear dependence
of the magnetic inductionB on the magnetic fieldH is assumed, namely
B = µH, (1.1)
where the constant µ > 0 stands for the magnetic permeability of the material. Applying the divergence
operator to the Faraday law and integrating in time gives∇·B(t) = ∇·B(t = 0). Therefore, assuming
∇ ·B(t = 0) = 0, it is ensured that the magnetic induction remains divergence free for any time. The
normal density current Jn is required to satisfy Ohm’s law, Jn = σE, σ > 0 being the conductivity
of normal electrons and E the electric field. Due to the previous considerations, the eddy current model
can be rewritten in the following form
∇×H = σE + Js, (1.2)
∇×E = −µ∂tH.
London and London postulated two equations, in addition to Maxwells equations, governing the elec-
tromagnetic field in a superconductor [18]:
∂tJs = Λ
−1E and ∇× Js = −Λ−1B,
where Λ = me
nse2
, with ns the number of superelectrons per unit volume, me and −e the mass and the
electric charge of an electron respectively. These equations provide a correct description of two basic
properties of superconductors: perfect conductivity and perfect diamagnetism (Meissner effect) [19].
Since ∇ ·B = 0, there exists a magnetic vector potential A such that B = ∇×A and ∇ ·A = 0, cf.
[22]. If the domain Ω is simply connected,A is uniquely determined whenA · ν = 0 on ∂Ω, this is the
London gauge. Therefore, the second London equation can be rewritten in the local form
Js = −Λ−1A. (1.3)
The local theory of London and London is generalized to nonlocal theories, for instance by Pippard and
Eringen. In 1953, Pippard [12] proposed following modification of the local expression (1.3)
Js,p(x, t) =
∫
Ω
Q(x− x′)A(x′, t) dx′, (x, t) ∈ QT := Ω× (0, T )
with
Q(x− x′)A(x′, t) = −C˜ x− x
′
|x− x′|4
[
A(x′, t) · (x− x′)] exp(−|x− x′|
r0
)
,
where C˜ := 34piξ0Λ > 0. The length ξ0 is called the coherence length of the material. The points which
contribute to the integral are separated by distances of order r0 or less, with r0 defined by
1
r0
=
1
ξ0
+
1
l
,
with l the mean free path of the electrons in the material. This nonlocal expression is based on Cham-
bers nonlocal Ohm’s law. However, Pippard’s nonlocal law fails to explain the vanishing of electrical
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resistance. For this reason, the nonlocal representation of the superconductive current by Eringen [13]
is considered (1984). This representation identifies the state of the superconductor, at time t, with the
fieldH(·, t) and is given by the linear functional
Js,e(x, t) =
∫
Ω
σ0
(|x− x′|) (x− x′)×H(x′, t) dx′ =: −(K0 ?H)(x, t), (x, t) ∈ QT , (1.4)
where σ0 : (0,∞)→ R is defined by
σ0 (s) =
{
C˜
2s2
exp
(
− sr0
)
s < r0;
0 s > r0.
(1.5)
The integral is to be taken over the whole volume of the metal. The dependence of Js on time t
is solely through H . The function σ0 becomes unbounded for x′ = x. Moreover, σ0 is so chosen
that it is possible to recover from (1.4) the London equations and the form given by Pippard [13, 19].
Consequently, the form by Eringen is a more direct generalizaton of the London theory in comparison
with Pippard’s nonlocal law. Throughout the paper, the nonlocal law of Eringen is considered and is
denoted by Js instead of Js,e. Taking the curl of (1.2) results into the following parabolic integro-
differential equation
σµ∂tH +∇×∇×H +∇× (K0 ?H) = 0. (1.6)
Mathematical analysis of integro-differential equations arising from the nonlocal theory of super-
conductivity has been analysed for smooth electromagnetic fields in [23]. The model considered there
was written in terms of the vector potential of H . The analysis was based on the spectral analysis and
expansion in terms of eigenfunctions. In this contribution, a variational approach is proposed, which can
be applied to general geometries without knowledge of the spectrum. Theorems with low assumptions
of regularity of a solution are derived. Various numerical schemes for time discretization are designed
and the error estimates for approximations are derived. A finite element algorithm is developed and it
is programmed using the finite element library DOLFIN from the FEniCS project. A Fredholm type
integro-differential equation in 1D based on Pippard’s nonlocal superconductivity model is studied in
detail in [24] using the Galerkin finite element method. However, in this paper, a 3D model is investi-
gated.
The remainder of this paper is organized as follows. Section 2 summarizes the mathematical tools.
Problem (1.6) is presented into detail in Section 3 and the well-posedness of the problem is shown in
Section 4. A time-discrete numerical scheme is developed. The existence of a weak solution for each
time step is shown. Also the convergence of the method is discussed and error estimates are derived. A
modified scheme is considered in Section 5. In Section 6, a new convolution kernel is derived under an
additional assumption. The positive definiteness of this kernel is shown. Using the obtained expression,
it is demonstrated that the solution of the original model satisfies a simpler equation, which is described
and analysed in Subsection 6.2. A comparison with the London equations is given into Section 6.4.
Finally, some numerical experiments are developed in Section 7.
2. Functional setting
First, some standard notations are introduced. The euclidian norm of a vector v in R3 is expressed
by |v|. The Lebesgue spaces of vector-valued functions with componentwise p-th power integrable
functions are denoted by Lp(Ω) = (Lp(Ω))3 with the usual norm ‖·‖p. For instance, in the special
case p = 2, the L2(Ω) scalar product is denoted by (u,v) =
∫
Ω
u · v dx and the corresponding
norm is ‖v‖ = √(v,v). The following spaces are used in our analysis: H1(Ω),H2(Ω), H(curl ,Ω)
and the fractional Sobolev spaces Hs(Ω) – see [22]. The spaces H1(Ω),H2(Ω), and H(curl ,Ω) are
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respectively endowed with the norms
‖ϕ‖2H1(Ω) = ‖ϕ‖2 + ‖∇ϕ‖2 , (2.1)
‖ϕ‖2H2(Ω) = ‖ϕ‖2H1(Ω) + ‖∆ϕ‖2 , (2.2)
‖ϕ‖2H(curl ,Ω) = ‖ϕ‖2 + ‖∇ ×ϕ‖2 . (2.3)
Further, the space of test functions will be H10(Ω) and H0(curl ,Ω) with the inherited norms ‖ϕ‖H1(Ω)
and ‖ϕ‖H(curl ,Ω), respectively. Its dual spaces are denoted byH−1(Ω) andH−10 (curl ,Ω) respectively.
The following Friedrichs inequality holds true for every ϕ ∈ H10(Ω)
‖ϕ‖2H10(Ω) 6 C ‖∇ϕ‖ . (2.4)
The space Lip([0, T ],L2(Ω)) is the space of Lipschitz continuous functions F : [0, T ] → L2(Ω). The
values C, ε and Cε are generic and positive constants independent of the discretization parameter τ . The
value ε is small and Cε = C
(
ε−1
)
. To reduce the number of arbitrary constants, the notation a . b is
used if there exists a constant C such that a 6 Cb. Finally, Abel’s summation rule is recalled:
2
n∑
i=1
(ai − ai−1)ai = a2n − a20 +
n∑
i=1
(ai − ai−1)2, ai ∈ R.
3. Parabolic nonlocal problem for superconductivity
For ease of exposition, set µ = σ = 1 in (1.6). Also a possible source term F is considered in the
right-hand side (RHS). The aim of this paper is to address the well-posedness of the following problem
∂tH +∇×∇×H +∇× (K0 ?H) = F in QT ;
H × ν = 0 on ∂Ω× (0, T );
H(x, 0) = H0 in Ω;
(3.1)
to design a numerical scheme for computations and to derive error estimates for the time discretization.
To obtain the magnetic boundary condition in (3.1), it is assumed that the magnetic field outside the
domain Ω equals zero [22, p. 8]. However, from mathematical viewpoint, it is also possible to consider
a boundary condition of the form H × ν = g. This is not done to increase the readability of the text.
Instead of the eddy current approximation of the Maxwell equations, it is also possible to consider the
full Maxwell system. Then, a fully hyperbolic problem should be considered instead of (3.1) (cf. [25,
Chapter 5]). This is done in [26]. The mathematics of eddy-current approximation has recently been
developed in some other settings, see for instance [27, 28, 29]. The main difference in the analysis of
problem (3.1), in comparison with the available results, is caused by the nonlocal term in (3.1). Let
us also note that the vectorial field σ0(|x|)x belongs to Lp(Ω) for 1 6 p < 3. Therefore, it is easily
checked that
|Js(x)| = |(K0 ?H) (x)| 6 C(p) ‖H‖p , p >
3
2
, ∀x ∈ Ω. (3.2)
The variational formulation of (3.1) reads as: findH(t) ∈ H0(curl ,Ω) with ∂tH(t) ∈ H−10 (curl ,Ω)
such that
(∂tH(t),ϕ)+(∇×H(t),∇×ϕ)+(K0 ?H(t),∇×ϕ) = (F (t),ϕ) , ∀ϕ ∈ H0(curl ,Ω), (3.3)
for a.e t ∈ [0, T ].
Theorem 1 (Uniqueness). The problem (3.1) admits at most one solution H ∈ C ([0, T ],L2(Ω)) ∩
L2((0, T ),H0(curl ,Ω)).
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Proof: Assume that we have two solutions H1,H2. Then H = H1 −H2 fulfills (3.1) with H0 =
0 = F . Setting ϕ = H into (3.3) and integrating in time for t ∈ (0, T ), we find that
1
2
‖H(t)‖2 +
∫ t
0
‖∇ ×H‖2 +
∫ t
0
(K0 ?H,∇×H) = 0.
Using the Cauchy and Young inequalities together with (3.2) for p = 2 to the last term, we arrive at
‖H(t)‖2 +
∫ t
0
‖∇ ×H‖2 6 ε
∫ t
0
‖∇ ×H‖2 + Cε
∫ t
0
‖H‖2 .
Fixing a sufficiently small positive ε and applying the Gro¨nwall argument, we get that H = 0 a.e. in
QT . 
The following theorem describes the natural stability of the solutionH of (3.1).
Theorem 2 (Stability). Suppose F ∈ L2 ((0, T ),L2(Ω)).
(i) IfH0 ∈ L2(Ω) then
max
t∈[0,T ]
‖H(t)‖2 +
∫ T
0
‖∇ ×H‖2 6 C.
(ii) If∇ · F = 0 = ∇ ·H0 then∇ ·H(t) = 0 for any t ∈ [0, T ]. Moreover, we have that∫ T
0
‖∂tH‖2H−10 (curl ,Ω) 6 C.
(iii) IfH0 ∈ H0(curl ,Ω) then
max
t∈[0,T ]
‖∇ ×H(t)‖2 +
∫ T
0
‖∂tH‖2 6 C.
(iv) If F (0) ∈ L2(Ω), ∂tF ∈ L2
(
(0, T ),L2(Ω)
)
, ∇× (K0 ?H0) ∈ L2(Ω), H0 ∈ H0(curl ,Ω) and
∇×∇×H0 ∈ L2(Ω) then
max
t∈[0,T ]
‖∂tH(t)‖2 +
∫ T
0
‖∇ × ∂tH‖2 6 C.
Proof: (i) Setting ϕ = H in (3.3) and integrating in time for t ∈ (0, T ), we get
1
2
‖H(t)‖2 +
∫ t
0
‖∇ ×H‖2 = 1
2
‖H0‖2 +
∫ t
0
(F ,H)−
∫ t
0
(K0 ?H,∇×H) .
Using the Cauchy and Young inequalities to the RHS together with (3.2) for p = 2, we obtain
‖H(t)‖2 +
∫ t
0
‖∇ ×H‖2 6 C + Cε
∫ t
0
‖H‖2 + ε
∫ t
0
‖∇ ×H‖2 .
We obtain the desired result choosing a sufficiently small positive ε and involving the Gro¨nwall argu-
ment.
(ii) Take the divergence of (3.1) and integrate in time to arrive at ∇ ·H(t) = ∇ ·H0 = 0 for all
t ∈ [0, T ]. We rewrite (3.3) as follows
(∂tH,ϕ) = (F ,ϕ)− (∇×H,∇×ϕ)− (K0 ?H,∇×ϕ) , ϕ ∈ H0(curl ,Ω).
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A simple calculation implies
| (F ,ϕ) | 6 ‖F ‖ ‖ϕ‖ , | (∇×H,∇×ϕ) | 6 ‖∇ ×H‖ ‖∇ × ϕ‖
and
| (K0 ?H,∇×ϕ) |
(3.2)
. ‖H‖ ‖∇ ×ϕ‖ .
Remember that
‖∂tH‖H−10 (curl ,Ω) = supϕ∈H0(curl ,Ω)
(∂tH,ϕ)
‖ϕ‖H0(curl ,Ω)
.
Therefore, using (i), we deduce that ∫ T
0
‖∂tH‖2H−10 (curl ,Ω) 6 C.
(iii) Now, we set ϕ = ∂tH in (3.3) and integrate in time for t ∈ (0, T ) to obtain∫ t
0
‖∂tH‖2 + 1
2
‖∇ ×H‖2 = 1
2
‖∇ ×H0‖2 +
∫ t
0
(F , ∂tH)−
∫ t
0
(K0 ?H,∇× ∂tH) .
The second term on the RHS can be estimated using the Cauchy and Young inequalities as follows∫ t
0
(F , ∂tH) 6 ε
∫ t
0
‖∂tH‖2 + Cε
∫ t
0
‖F ‖2 6 ε
∫ t
0
‖∂tH‖2 + Cε.
Using the integration by parts formula we may write∫ t
0
(K0 ?H,∇× ∂tH) = (K0 ?H,∇×H)|t0 −
∫ t
0
(K0 ? ∂tH,∇×H)
(3.2)
6 C + ε ‖∇ ×H(t)‖2 + Cε ‖H(t)‖2
+ε
∫ t
0
‖∂tH‖2 + Cε
∫ t
0
‖∇ ×H‖2
(i)
6 ε ‖∇ ×H(t)‖2 + ε
∫ t
0
‖∂tH‖2 + Cε.
Collecting all considerations above and fixing a sufficiently small positive ε, we conclude the proof.
(iv) First, we differentiate (3.3) with respect to the time variable. Then we set ϕ = ∂tH and
integrate in time for t ∈ (0, T ) to get
1
2
‖∂tH(t)‖2 +
∫ t
0
‖∇ × ∂tH‖2 = 1
2
‖∂tH(0)‖2 +
∫ t
0
(∂tF , ∂tH)−
∫ t
0
(K0 ? ∂tH,∇× ∂tH) .
Employing the Cauchy and Young inequalities, (iii) and (3.2) to the RHS, we get
‖∂tH(t)‖2 +
∫ t
0
‖∇ × ∂tH‖2 6 C + ‖∂tH(0)‖2 + Cε
∫ t
0
‖∂tH‖2 + ε
∫ t
0
‖∇ × ∂tH‖2 .
Setting a small ε and applying the Gro¨nwall argument, we arrive at
max
t∈[0,T ]
‖∂tH(t)‖2 +
∫ T
0
‖∇ × ∂tH‖2 . 1 + ‖∂tH(0)‖2 .
It holds
∂tH(0) = F (0)−∇×∇×H0 −∇× (K0 ?H0).
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Therefore
‖∂tH(0)‖ . 1,
which concludes the proof. 
4. Existence of a solution
To address the existence of a solution to (3.1), the semidiscretization in time is employed. This
discretization is based on Rothe’s method (cf. [30]). The interval [0, T ] is divided into n equidistant
subintervals [ti−1, ti] with time step τ = Tn , thus ti = iτ, i = 0, . . . , n. With the standard notation for
the discretized fields
hi ≈H(ti), δhi = hi − hi−1
τ
,
the following linear recurrent implicit scheme is proposed to approximate the original problem{
(δhi,ϕ) + (∇× hi,∇×ϕ) + (K0 ? hi,∇×ϕ) = (f i,ϕ) , ϕ ∈ H0(curl ,Ω);
h0 = H0
(4.1)
which is equivalent to
a(hi,ϕ) :=
(
hi
τ
,ϕ
)
+ (∇× hi,∇×ϕ) + (K0 ? hi,∇×ϕ)
= (f i,ϕ) +
(
hi−1
τ
,ϕ
)
=: fi(ϕ).
It holds
(K0 ? h,∇× h)
(3.2)
6 Cε ‖h‖2 + ε ‖∇ × h‖2 , ∀h ∈ H0(curl ,Ω).
Thus, the bilinear form a(h,ϕ) is elliptic and continuous in H0(curl ,Ω) for τ < τ0. If H0 ∈ L2(Ω),
then the functional fi(ϕ) is linear and bounded in H0(curl ,Ω) if hi−1 ∈ L2(Ω). Therefore, if H0 ∈
L2(Ω), applying the Lax-Milgram lemma gives the existence of a unique solution to (4.1) for any i =
1, . . . , n.
First, basic stability result for hi are derived. The a priori estimates in part (i) and (ii) in the
following theorem will serve as uniform bounds to prove convergence.
Lemma 1 (A priori estimates). Suppose that F ∈ L2 ((0, T ),L2(Ω)).
(i) LetH0 ∈ L2(Ω). Then, there exists a positive constant C such that
max
16i6n
‖hi‖2 +
n∑
i=1
‖hi − hi−1‖2 +
n∑
i=1
‖∇ × hi‖2 τ 6 C
for all τ < τ0.
(ii) If∇ ·H0 = 0 = ∇ · F then∇ · hi = 0 for all i = 1, . . . , n. Moreover, we have that
τ
n∑
i=1
‖δhi‖2H−10 (curl ,Ω) 6 C
for all τ < τ0.
(iii) IfH0 ∈ H0(curl ,Ω) then
max
16i6n
‖∇ × hi‖2 +
n∑
i=1
‖∇ × hi −∇× hi−1‖2 +
n∑
i=1
‖δhi‖2 τ 6 C
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for all τ < τ0.
(iv) If F (0) ∈ L2(Ω), ∂tF ∈ L2
(
(0, T ),L2(Ω)
)
, ∇ × (K0 ?H0) ∈ L2(Ω), H0 ∈ H0(curl ,Ω)
and ∇×∇×H0 ∈ L2(Ω) then
max
16i6n
‖δhi‖2 +
n∑
i=1
‖δhi − δhi−1‖2 +
n∑
i=1
‖∇ × δhi‖2 τ 6 C
for all τ < τ0.
Proof: (i) Setting ϕ = hi in (4.1), multiplying by τ and summing up for i = 1, . . . , j, we have
j∑
i=1
(δhi,hi) τ +
j∑
i=1
‖∇ × hi‖2 τ +
j∑
i=1
(K0 ? hi,∇× hi) τ =
j∑
i=1
(f i,hi) τ.
For the first term on the left-hand side (LHS), we use Abel’s summation rule
2
j∑
i=1
(δhi,hi) τ = ‖hj‖2 − ‖H0‖2 +
j∑
i=1
‖hi − hi−1‖2 .
For the third term on the LHS we have using (3.2) that∣∣∣∣∣
j∑
i=1
(K0 ? hi,∇× hi) τ
∣∣∣∣∣ 6 ε
j∑
i=1
‖∇ × hi‖2 τ + Cε
j∑
i=1
‖hi‖2 τ.
For the RHS, we apply the Cauchy and Young inequalities to get (for a fixed small ε)
‖hj‖2 +
j∑
i=1
‖hi − hi−1‖2 +
j∑
i=1
‖∇ × hi‖2 τ . 1 +
j∑
i=1
‖f i‖2 τ +
j∑
i=1
‖hi‖2 τ.
Applying the Gro¨nwall argument, we conclude the proof.
(ii) The result can be readily obtained applying the divergence operator to
δhi +∇×∇× hi +∇× (K0 ? hi) = f i.
It holds
(δhi,ϕ) = (f i,ϕ)− (∇× hi,∇×ϕ)− (K0 ? hi,∇×ϕ) , ϕ ∈ H0(curl ,Ω).
Further, we may write
| (f i,ϕ) | 6 ‖f i‖ ‖ϕ‖ , | (∇× hi,∇×ϕ) | 6 ‖∇ × hi‖ ‖∇ ×ϕ‖
and
| (K0 ? hi,∇×ϕ) |
(3.2)
. ‖hi‖ ‖∇ ×ϕ‖ .
Thus using
‖δhi‖H−10 (curl ,Ω) = supϕ∈H0(curl ,Ω)
(δhi,ϕ)
‖ϕ‖H0(curl ,Ω)
and (i), we deduce that
τ
n∑
i=1
‖δhi‖2H−10 (curl ,Ω) 6 C.
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(iii) Setting ϕ = δhi in (4.1), multiplying by τ and summing up for i = 1, . . . , j, we have
j∑
i=1
‖δhi‖2 τ +
j∑
i=1
(∇× hi,∇× hi −∇× hi−1) +
j∑
i=1
(K0 ? hi,∇× δhi) τ =
j∑
i=1
(f i, δhi) τ.
Abel’s summation rule helps us to get
2
j∑
i=1
(∇× hi,∇× hi −∇× hi−1) = ‖∇ × hj‖2 − ‖∇×H0‖2 +
j∑
i=1
‖∇ × hi −∇× hi−1‖2
and
j∑
i=1
(K0 ? hi,∇× δhi) τ = (K0 ? hj ,∇× hj)− (K0 ? h0,∇× h0)−
j∑
i=1
(K0 ? δhi,∇× hi−1) τ.
Hence, using (i), we obtain∣∣∣∣∣
j∑
i=1
(K0 ? hi,∇× δhi) τ
∣∣∣∣∣ 6 Cε + ε ‖∇ × hj‖2 + ε
j∑
i=1
‖δhi‖2 τ.
The RHS can be estimated using the Cauchy and Young inequalities as follows
j∑
i=1
(f i, δhi) τ 6 ε
j∑
i=1
‖δhi‖2 τ + Cε
j∑
i=1
‖f i‖2 τ 6 Cε + ε
j∑
i=1
‖δhi‖2 τ.
Putting things together and fixing a sufficiently small positive ε, we conclude the proof.
(iv) We set
δh0 := F (0)−∇×∇×H0 −∇× (K0 ?H0).
We subtract (4.1) for i = i− 1 from (4.1), then we set ϕ = δhi and we sum the result for i = 1, . . . , j
with 1 6 j 6 n to get
j∑
i=1
(
δ2hi, δhi
)
τ +
j∑
i=1
‖∇ × δhi‖2 τ +
j∑
i=1
(K0 ? δhi,∇× δhi) τ =
j∑
i=1
(δf i, δhi) τ.
Further, we follow the same way as in (i) when considering δhi instead of hi. 
The existence of a weak solution is proved using Rothe’s method. The following piecewise linear in
time vector fieldsHn
Hn(0) = H0
Hn(t) = hi−1 + (t− ti−1)δhi for t ∈ (ti−1, ti], i = 1, . . . , n
and the piecewise constant in time fieldsHn are introduced
Hn(0) = H0, Hn(t) = hi, for t ∈ (ti−1, ti], i = 1, . . . , n.
Similary, the vector field F n is defined. The variational formulation (4.1) can be rewritten as
(∂tHn(t),ϕ) +
(∇×Hn(t),∇×ϕ)+ (K0 ?Hn(t),∇×ϕ) = (F n(t),ϕ) . (4.2)
Now, the convergence of the sequences Hn and Hn to the unique weak solution of (3.1) is proved if
τ → 0 or n→∞.
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Theorem 3 (Existence). Let H0 ∈ L2(Ω) and F ∈ L2
(
(0, T ),L2(Ω)
)
. Assume that ∇ · H0 =
0 = ∇ · F (t) for any time t ∈ [0, T ]. Then there exists a solution H ∈ C ([0, T ],L2(Ω)) ∩
L2 ((0, T ),H0(curl ,Ω)) with ∂tH ∈ L2
(
(0, T ),H−10 (curl ,Ω)
)
, which solves (3.3).
Proof: Let us integrate (4.2) in time to get (for any t ∈ (0, T ))
(Hn(t)−H0,ϕ) +
∫ t
0
(∇×Hn,∇×ϕ)+ ∫ t
0
(K0 ?Hn,∇×ϕ) = ∫ t
0
(
F n,ϕ
)
. (4.3)
Clearly F n ⇀ F in L2([0, T ],L2(Ω)). Both terms
∫ t
0
(∇×Hn,∇×ϕ) and ∫ t
0
(K0 ?Hn,∇×ϕ)
are linear bounded functionals in the space L2 ((0, T ),H0(curl ,Ω)). Therefore, due to the reflexivity
of this space, we may write thatHn ⇀H in L2 ((0, T ),H0(curl ,Ω)). An easy calculation gives∥∥Hn(t)−Hn(t)∥∥ 6 ‖hi − hi−1‖ for t ∈ [ti−1, ti].
and
lim
n→∞
∥∥Hn(t)−Hn(t)∥∥ = 0, t ∈ [0, T ].
Using [31, Lemma 10], we see that
H
1
2 (Ω) ↪→↪→ L2(Ω) ∼= L2(Ω)∗ ↪→ H−10 (curl ,Ω).
Lemma 1(i) and (ii) give
Hn ∈ L2 ((0, T ),H0(curl ,Ω)) , max
t∈[0,T ]
‖Hn(t)‖ 6 C, ∇ ·Hn(t) = 0, ∀t ∈ [0, T ]
and reviewing [22, Theorem 3.47], we see thatHn ∈ L2
(
(0, T ),H
1
2 (Ω)
)
. Taking into account the fact
that ∂tHn ∈ L2
(
(0, T ),H−10 (curl ,Ω)
)
and using the generalized Aubin-Lions lemma [32, Lemma
7.7], we get that {Hn} is compact in the space L2
(
(0, T ),L2(Ω)
)
. Therefore, there exists a subse-
quence ofHn (denoted by the same symbol again) for which we have (cf. [33, p. 88])
Hn(x, t)→H(x, t) for a.e. (x, t) ∈ QT .
Moreover,Hn ⇀H in L2
(
(0, T ),H
1
2 (Ω)
)
.
Now, we can pass to the limit for n→∞ in (4.3) as follows
(Hn(t)−H0,ϕ) +
∫ t
0
(∇×Hn,∇×ϕ) +∫ t
0
(K0 ?Hn,∇×ϕ) = ∫ t
0
(
F n,ϕ
)
↓ ↓ ↓ ↓
(H(t)−H0,ϕ) +
∫ t
0
(∇×H,∇×ϕ) +
∫ t
0
(K0 ?H,∇×ϕ) =
∫ t
0
(F ,ϕ) .
(4.4)
This is valid for almost all t ∈ (0, T ). Since all terms containing the time integral are continuous in time,
we see that also (H(t)−H0,ϕ) is continuous in time. Hence, (4.4) holds for all t ∈ [0, T ]. Using the
stability result ∂tHn ∈ L2
(
(0, T ),H−10 (curl ,Ω)
)
, we have
(Hn(t)−H0,ϕ) =
∫ t
0
(∂tHn,ϕ)
↓ ↓
(H(t)−H0,ϕ) =
∫ t
0
(∂tH,ϕ)
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with ∂tH ∈ L2
(
(0, T ),H−10 (curl ,Ω)
)
. Differentiating the result of (4.4) with respect to the time
variable, we get the existence of a solution to (3.3).
Consider the following evolution triple (or sometimes called Gelfand’s triple) of spaces
H0(curl ,Ω) ↪→ L2(Ω) ∼= L2(Ω)∗ ↪→ H−10 (curl ,Ω).
We know that
H ∈ L2 ((0, T ),H0(curl ,Ω)) and ∂tH ∈ L2
(
(0, T ),H−10 (curl ,Ω)
)
.
Applying [32, Lemma 7.3], we getH ∈ C ([0, T ],L2(Ω)), which concludes the proof. 
The following theorem addresses the error estimates for the time discretization.
Theorem 4 (Error). Suppose that F ∈ Lip([0, T ],L2(Ω)).
(i) IfH0 ∈ H0(curl ,Ω) then
max
t∈[0,T ]
‖Hn(t)−H(t)‖2 +
∫ T
0
‖∇ × [Hn −H]‖2 6 Cτ.
(ii) If∇× (K0 ?H0) ∈ L2(Ω), H0 ∈ H0(curl ,Ω) and ∇×∇×H0 ∈ L2(Ω) then
max
t∈[0,T ]
‖Hn(t)−H(t)‖2 +
∫ T
0
‖∇ × [Hn −H]‖2 6 Cτ2.
Please note that the positive constant C in this estimates is of the form CeCT .
Proof: We subtract (3.3) from (4.2), set ϕ = Hn −H and integrate in time to get
1
2
‖Hn(t)−H(t)‖2 +
∫ t
0
‖∇ ×Hn −∇×H‖2 +
∫ t
0
(K0 ? [Hn −H],∇× [Hn −H])
=
∫ t
0
(
F n − F ,Hn −H
)
+
∫ t
0
(∇× [Hn −Hn],∇× [Hn −H])
+
∫ t
0
(K0 ? [Hn −Hn],∇× [Hn −H]) .
(4.5)
We may write due to the Lipschitz continuity of F that∣∣∣∣∫ t
0
(
F n − F ,Hn −H
)∣∣∣∣ . ∫ t
0
∥∥F n − F∥∥2 + ∫ t
0
‖Hn −H‖2 6 Cτ2 +
∫ t
0
‖Hn −H‖2 .
It holds ∥∥Hn(t)−Hn(t)∥∥ 6 τ ‖∂tHn(t)‖ for t ∈ [0, T ].
For the last term of (4.5), we may write using (3.2) and Lemma 1(iii) that∣∣∣∣∫ t
0
(K0 ? [Hn −Hn],∇× [Hn −H])∣∣∣∣ . ∫ t
0
∥∥Hn −Hn∥∥ ‖∇ × [Hn −H]‖
6 ε
∫ t
0
‖∇ × [Hn −H]‖2 + Cε
∫ t
0
∥∥Hn −Hn∥∥2
6 ε
∫ t
0
‖∇ × [Hn −H]‖2 + Cετ2.
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Analogously, we have that∣∣∣∣∫ t
0
(K0 ? [Hn −H],∇× [Hn −H])
∣∣∣∣ 6 ε ∫ t
0
‖∇ × [Hn −H]‖2 + Cε
∫ t
0
‖Hn −H‖2 .
It remains to estimate the second term on the RHS in (4.5). Here, we have to distinguish between two
cases depending on the a priori estimates we have (see Lemma 1(iii) and (iv)):
(i)
∣∣∣∣∫ t
0
(∇× [Hn −Hn],∇× [Hn −H])∣∣∣∣ 6 ε∫ t
0
‖∇ × [Hn −H]‖2 + Cε
∫ t
0
∥∥∇× [Hn −Hn]∥∥2
6 ε
∫ t
0
‖∇ × [Hn −H]‖2 + Cετ,
(ii)
∣∣∣∣∫ t
0
(∇× [Hn −Hn],∇× [Hn −H])∣∣∣∣ 6 ε∫ t
0
‖∇ × [Hn −H]‖2 + Cε
∫ t
0
∥∥∇× [Hn −Hn]∥∥2
6 ε
∫ t
0
‖∇ × [Hn −H]‖2 + Cετ2.
Putting things together, choosing a sufficiently small positive ε and applying Gro¨nwall’s argument, we
conclude the proof. 
5. Modified scheme
In this section, the following time-discrete scheme is considered, which represents a slight modifi-
cation of (4.1){
(δhi,ϕ) + (∇× hi,∇×ϕ) = (f i,ϕ)− (K0 ? hi−1,∇×ϕ) , ϕ ∈ H0(curl ,Ω);
h0 = H0
(5.1)
which is equivalent to
a(hi,ϕ) :=
(
hi
τ
,ϕ
)
+ (∇× hi,∇×ϕ)
= (f i,ϕ)− (K0 ? hi−1,∇×ϕ) +
(
hi−1
τ
,ϕ
)
=: fi(ϕ).
Here the convolution term is taken explicitly (from the last time step), while (4.1) considers an implicit
form (from the actual time step). Therefore, this scheme is semi-implicit.
The bilinear form a(h,ϕ) is elliptic and continuous in H0(curl ,Ω). According to (3.2), the func-
tional fi(ϕ) is linear and bounded in H0(curl ,Ω) if H i−1 ∈ L2(Ω). Thus, if H0 ∈ L2(Ω), an appli-
cation of the Lax-Milgram lemma gives the existence of a unique solution to (5.1) for any i = 1, . . . , n
and any τ > 0.
Handling this scheme is very similar to the way used for (4.1). For short, only the differences
between both algorithms are pointed out.
Lemma 2 (A priori estimates). Suppose that F ∈ L2 ((0, T ),L2(Ω)).
(i) LetH0 ∈ L2(Ω). Then, there exists a positive constant C such that
max
16i6n
‖hi‖2 +
n∑
i=1
‖hi − hi−1‖2 +
n∑
i=1
‖∇ × hi‖2 τ 6 C.
(ii) If∇ ·H0 = 0 = ∇ · F then∇ · hi = 0 for all i = 1, . . . , n. Furthermore, we have that
τ
n∑
i=1
‖δhi‖2H−10 (curl ,Ω) 6 C.
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(iii) If∇× (K0 ?H0) ∈ L2(Ω), H0 ∈ H0(curl ,Ω) and ∇×∇×H0 ∈ L2(Ω) then
max
16i6n
‖∇ × hi‖2 +
n∑
i=1
‖∇ × hi −∇× hi−1‖2 +
n∑
i=1
‖δhi‖2 τ 6 C.
(iv) If F (0) ∈ L2(Ω), ∂tF ∈ L2
(
(0, T ),L2(Ω)
)
,∇× (K0 ?H0) ∈ L2(Ω), H0 ∈ H0(curl ,Ω) and
∇×∇×H0 ∈ L2(Ω) then
max
16i6n
‖δhi‖2 +
n∑
i=1
‖δhi − δhi−1‖2 +
n∑
i=1
‖∇ × δhi‖2 τ 6 C.
Proof: (i) We follow Lemma 1(i). Using (3.2) we have∣∣∣∣∣
j∑
i=1
(K0 ? hi−1,∇× hi) τ
∣∣∣∣∣ 6 ε
j∑
i=1
‖∇ × hi‖2 τ + Cε
j∑
i=0
‖hi‖2 τ.
After fixing a sufficiently small positive ε, an application of Gro¨nwall’s lemma completes the proof.
(ii) The proof is the same as in Lemma 1(ii) replacing (K0 ? hi,∇×ϕ) by (K0 ? hi−1,∇×ϕ).
(iii) We set
δh0 := F (0)−∇×∇×H0 −∇× (K0 ?H0), h−1 := h0 − δh0τ.
Please note that δh0,h−1 ∈ L2(Ω). The verification is the same as in Lemma 1(iii) replacing
(K0 ? hi,∇×ϕ) by (K0 ? hi−1,∇×ϕ). Remark that
j∑
i=1
(K0 ? hi−1,∇× δhi) τ = (K0 ? hj ,∇× hj)− (K0 ? h0,∇× h0)−
j∑
i=1
(K0 ? δhi,∇× hi) τ.
(iv) The proof follows very closely the proof of Lemma 1(iv), except for the appearance of the term
(K0 ? hi−1,∇×ϕ) instead of (K0 ? hi,∇×ϕ). 
The variational formulation (5.1) can be rewritten as
(∂tHn(t),ϕ) +
(∇×Hn(t),∇×ϕ) = (F n(t),ϕ)− (K0 ?Hn(t− τ),∇×ϕ) .
Next theorem derives the error estimates for the scheme (5.1).
Theorem 5 (Error). Suppose that F ∈ Lip([0, T ],L2(Ω)).
(i) IfH0 ∈ H0(curl ,Ω) then
max
t∈[0,T ]
‖Hn(t)−H(t)‖2 +
∫ T
0
‖∇ × [Hn −H]‖2 6 Cτ.
(ii) If∇× (K0 ?H0) ∈ L2(Ω), H0 ∈ H0(curl ,Ω) and ∇×∇×H0 ∈ L2(Ω) then
max
t∈[0,T ]
‖Hn(t)−H(t)‖2 +
∫ T
0
‖∇ × [Hn −H]‖2 6 Cτ2.
Please note that the positive constant C in this estimates is of the form CeCT .
Proof: We follow Theorem 4. We get (4.5), where the term
∫ t
0
(K0 ? [Hn −Hn],∇× [Hn −H])
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is replaced by
∫ t
0
(K0 ? [Hn(s)−Hn(s− τ)],∇× [Hn(s)−H(s)]) ds. This can be handled using
(3.2) and Lemma 2(iii) as follows∣∣∣∣∫ t
0
(K0 ? [Hn(s)−Hn(s− τ)],∇× [Hn(s)−H(s)]) ds∣∣∣∣
.
∫ t
0
∥∥Hn(s)−Hn(s− τ)∥∥ ‖∇ × [Hn(s)−H(s)]‖ ds
6 ε
∫ t
0
‖∇ × [Hn(s)−H(s)]‖2 ds+ Cε
∫ t
0
∥∥Hn(s)−Hn(s− τ)∥∥2 ds
6 ε
∫ t
0
‖∇ × [Hn(s)−H(s)]‖2 ds+ Cετ2.
The rest is the same as in Theorem 4. 
This second scheme is considered, because it is easier to implement than the first scheme and it gives
the same order of convergence. Moreover, the finite element matrix corresponding with the LHS of (6.9)
is less dense and hence less memory is needed.
6. Higher regularity
The problem (3.1) is non-symmetric, due to the convolution term. It means that the term
(K0 ?H,∇×H) in the a priori estimates exists of two terms with derivatives of a different order. The
unique solution of problem (3.1) can be approached by the scheme (4.1) or (5.1). Theorems 4 and 5 claim
to have optimal convergence ratesO (τ) in the spaceC ([0, T ],L2(Ω))∩L2 ((0, T ),H(curl ,Ω)) under
appropriate conditions. This error estimate has been obtained using a priori estimates, which were based
on Gro¨nwall’s argument. Therefore, O (τ) = eCT τ , which means that the constant eCT may be large.
To get rid of the exponential (in time) character of this constant, the use of Gro¨nwall’s lemma should
be avoided. This can be done by symmetrification of the problem, namely by incorporation of the curl
operator ∇ × Js into a new convolution kernel, cf. [13] and [19, §11.7]. The term (K0 ?H,∇×H)
will be replaced by (K ?H,H), where K is defined in the following lemma.
Lemma 3. Let Js be defined as in (1.4). Suppose that∇ ·H = 0 in Ω andH · ν = 0 on ∂Ω. Then,
∇× Js(x) = −
∫
Ω
K(x,x′)H(x′) dx′ =: − (K ?H) (x), x ∈ Ω,
where the kernel K is defined by
K : Ω× Ω→ R : (x,x′) 7→ κ(|x− x′|), (6.1)
with
κ : (0,∞)→ R : s 7→
{
C˜
2s2
(
1− sr0
)
exp
(
− sr0
)
s < r0;
0 s > r0.
Proof: (Adapted from [13]) Let r = x− x′ and r = |r|. The first component is given by
(∇× Js)1 (x) =
∫
Ω
[
H2(x
′)∂x2 (σ0(r)r1) +H3(x
′)∂x3 (σ0(r)r1)
−H1(x′)∂x2 (σ0(r)r2)−H1(x′)∂x3 (σ0(r)r3)
]
dx′.
Remark that ∂xiσ0(r) = σ
′
0(r)
ri
r and ∂x′iσ0(r) = −σ′0(r)
ri
r . A simple calculation gives that ∂xj =
−∂x′j on the term σ0(r)ri. We apply this on the first two terms of the integrand together with the
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productrule
∂x′j
(
σ0(r)rlHm(x
′)
)
= σ0(r)rl∂x′jHm(x
′) +Hm(x′)∂x′j (σ0(r)rl) .
Applying∇·H = 0 on the terms corresponding with the first term of the RHS of the productrule leaves
(∇× Js)1 (x) =
∫
Ω
[
−∂x′2
(
σ0(r)r1H2(x
′)
)− ∂x′3 (σ0(r)r1H3(x′))− σ0(r)r1∂x′1H1(x′)
−H1(x′)∂x2 (σ0(r)r2)−H1(x′)∂x3 (σ0(r)r3)
]
dx′.
Application of the divergence theorem on the first two terms in the integrand and integration by parts on
the third term in the integrand gives that (∇× Js)1 (x) equals∫
∂Ω
[−σ0(r)r1H2(x′)ν2(x′)− σ0(r)r1H3(x′)ν3(x′)− σ0(r)r1H1(x′)ν1(x′)] dx′
+
∫
Ω
[
H1(x
′)∂x′1 (σ0(r)r1)−H1(x′)∂x2 (σ0(r)r2)−H1(x′)∂x3 (σ0(r)r3)
]
dx′.
Firstly, we apply ∂x′j = −∂xj on the first term in the second integral. Secondly, the surface and vol-
ume integrals are combined. Equivalently, we can prove an analogous result for the second and third
component of the curl of Js. Consequently,
(∇× Js)i (x) = −
∫
Ω
Hi(x
′)∇ · (σ0(r)r) dx′ −
∫
∂Ω
σ0(r)riH(x
′) · ν(x′) dx′,
for i = 1, 2, 3. From the assumptionH · ν = 0 on ∂Ω, we conclude the proof. Therefore,
κ(r) = κ(|r|) = ∇ · (σ0(r)r) = ∂r · (σ0(r)r) = rσ′0(r) + 3σ0(r).
A simple calculation using (1.5) gives the exact form of the kernel K. 
6.1. Properties of the kernel K
The goal of this section is to show that the kernel K, defined in (6.1), is positive definite. This charac-
teristic is useful for simplifying proofs and for avoiding the Gro¨nwall argument. The starting point is a
definition of a positive definite kernel in the sense of Mercer (cf. [34]) and a radial function (cf. [35]).
Definition 6.1. Let X ⊂ Rd, d > 1. A symmetric kernel Kˆ : X ×X → R is called positive definite if
and only if ∫
X
(∫
X
Kˆ(x,x′)f(x′)dx′
)
f(x)dx > 0, ∀f ∈ L1(X). (6.2)
Definition 6.2. A function Ψ : Rd → R, d > 1, is called radial provided there exists a univariate
function ϕ : [0,∞)→ R such that
Ψ(x) = ϕ(r) where r = |x| .
Remark 1. K is a radial function with ϕ = κ and r = |x− x′|, see Theorem 3.
The following important lemma is easy to show using spherical coordinates, so its proof is omitted.
Lemma 4. K(x, ·) ∈ Lp(Ω) if 1 6 p < 32 , ∀x ∈ Ω.
The theory of completely monotone functions is involved to prove that K is positive definite.
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Definition 6.3. A function ϕ : (0, a)→ R that is in C(0, a) and satisfies
(−1)lϕ(l)(x) ≥ 0, x > 0, l = 0, 1, 2, . . . ,
is called completely monotone on (0, a). The limit ϕ(l)(0) = lim
x↘0
ϕ(l)(x), finite or infinite, exists.
Schoenberg has pointed out the following connection between positive definite radial and completely
monotone functions (cf. [36, Thm. 3]). A more recent reference is [37].
Theorem 6 (Schoenberg interpolation theorem). A function ϕ is completely monotone on (0,∞) if
and only if Ψ = ϕ(| · |2) is positive definite and radial on Rd for all d > 1.
Lemma 5. The kernel K, defined in Lemma 3, is positive definite on Ω× Ω ⊂ Rd × Rd.
Proof: The following functions are completely monotone on (0,∞) (proof by induction):
• κˆ1(r) = C2 , C > 0;
• κˆ2(r) = 1r , since for l = 0, 1, 2, . . .
(−1)lκˆ(l)2 (r) = (−1)2ll!r−(l+1) > 0, r > 0;
• κˆ3(r) = exp
(
−
√
r
r0
)
≥ 0, since for l = 1, 2, . . .
(−1)lκˆ(l)3 (r) = (−1)2l2−l exp
(
−
√
r
r0
) l−1∑
i=0
C
(l)
i r
i−l
0 r
− l+i
2 > 0, r > 0,
with
C
(l)
i =

C
(l−1)
i i = 0;
C
(l−1)
i + C
(l−1)
i−1 (l + i− 2) 1 6 i 6 l − 1;
C
(l−1)
i−1 (l + i− 2) i = l − 1;
and
C
(1)
0 = 1;
• κˆ4(r) =
{
1−
√
r
r0
r < r20;
0 r > r20;
since for l = 1, 2, . . .
(−1)lκˆ(l)4 (r) =
 (−1)2l
Γ(l− 12)
2
√
pir0r
l− 12
≥ 0 0 < r < r20;
0 r > r20;
where Γ denotes the gamma function.
From the previous calculations follows that the function κˆ(r) = κˆ1(r)κˆ2(r)κˆ3(r)κˆ4(r) is completely
monotone on (0,∞) (the product of two completely monotone functions is completely monotone, cf.
[38]). The Schoenberg interpolation Theorem 6 tells us that K(x,x′) = κˆ(|x−x′|2) is positive definite
and radial on Rd × Rd for all d. 
6.2. Symmetric problem
The solution of problem (3.1) is divergence free for any t ∈ [0, T ] if ∇ ·H0 = 0 = ∇ · F (t) for
any time t ∈ [0, T ], see Theorem 2. From now on, it is assumed thatH · ν = 0 on ∂Ω. This is a natural
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condition due to (1.1) and the assumption that the magnetic field outside the domain equals zero [22, pp.
8]. Therefore, using the identity
−∆H = ∇× (∇×H)−∇(∇ ·H)
and Lemma 3, the solution of problem (3.1) satisfies also
∂tH −∆H +K ?H = F in QT ;
H = 0 on ∂Ω× (0, T );
H(x, 0) = H0 in Ω;
∇ ·H0 = 0 in Ω.
(6.3)
Therefore, our further analysis take place in the Hilbert spaces H1(Ω) and H2(Ω). First, a useful
inequality is stated, which follows from Lemma 4, namely
|K(x, ·) ?H| =
∣∣∣∣∫
Ω
K(x,x′)H(x′) dx′
∣∣∣∣ 6 C(q) ‖H‖q , ∀q > 3, ∀x ∈ Ω. (6.4)
Under the additional assumption thatH · ν = 0 on ∂Ω, the solution to problem (3.1) obeys
(∂tH,ϕ) + (∇H,∇ϕ) + (K ?H,ϕ) = (F ,ϕ) , ∀ϕ ∈ H10(Ω). (6.5)
The following theorem is analogical to Theorem 2.
Theorem 7 (Enhanced stability). Assume that ∇ · F = 0 = ∇ ·H0, F ∈ L2
(
(0, T ),L2(Ω)
)
and
H · ν = 0 on ∂Ω. The solution to problem (3.1) obeys
(i) IfH0 ∈ L2(Ω) then
max
t∈[0,T ]
‖H(t)‖2 +
∫ T
0
‖∇H‖2 6 C.
(ii) Moreover, there exists a positive constant C such that∫ T
0
‖∂tH‖2H−1(Ω) 6 C.
(iii) IfH0 ∈ H10(Ω) then
max
t∈[0,T ]
‖∇H(t)‖2 +
∫ T
0
‖∂tH‖2 6 C.
(iv) If F (0) ∈ L2(Ω), ∂tF ∈ L2
(
(0, T ),L2(Ω)
)
andH0 ∈ H10(Ω) ∩H2(Ω) then
max
t∈[0,T ]
‖∂tH(t)‖2 +
∫ T
0
‖∇∂tH‖2 6 C.
Proof: The proof is straightforward if we follow the line from Theorem 2. Please note that we employ
the positive definiteness of the convolution kernel K in order to avoid the use of Gro¨nwall’s lemma. We
only point out how to handle the differences.
(i) Note that
∫ t
0
(K ?H,H) > 0. Thanks to the embeddingH10(Ω) ↪→ L2(Ω) (Rellich-Kondrachov
Compactness Theorem, cf. [39, Theorem 1, p. 272]) and Friedrich’s inequality (2.4), we get∫ t
0
(F ,H) 6 Cε
∫ t
0
‖F ‖2 + ε
∫ t
0
‖∇H‖2 .
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(ii) It holds
(∂tH,ϕ) = (F ,ϕ)− (∇H,∇ϕ)− (K ?H,ϕ) , ϕ ∈ H10(Ω).
A simple calculation implies
| (F ,ϕ) | 6 ‖F ‖ ‖ϕ‖ , | (∇H,∇ϕ) | 6 ‖∇H‖ ‖∇ϕ‖
and using H10(Ω) ↪→ L6(Ω) (Sobolev embeddingstheorem in R3, cf. [22, Thm. 3.6]), we see that
| (K ?H,ϕ) |
(6.4)
. ‖∇H‖ ‖ϕ‖ .
Thus using
‖∂tH‖H−1(Ω) = sup
ϕ∈H10(Ω)
(∂tH,ϕ)
‖ϕ‖H10(Ω)
,
we deduce that ∫ T
0
‖∂tH‖2H−1(Ω) 6 C.
(iii) According to H10(Ω) ↪→ L6(Ω), we successively deduce that∫ t
0
(K ?H, ∂tH) 6 ε
∫ t
0
‖∂tH‖2 + Cε
∫ t
0
‖K ?H‖2
(6.4)
6 ε
∫ t
0
‖∂tH‖2 + Cε
∫ t
0
‖∇H‖2
(i)
6 ε
∫ t
0
‖∂tH‖2 + Cε.
(iv) Analogously as in Theorem 2(iv) we arrive at
max
t∈[0,T ]
‖∂tH(t)‖2 +
∫ T
0
‖∇∂tH‖2 . 1 + ‖∂tH(0)‖2 .
It holds
∂tH(0) = F (0)−∆H0 −K ?H0.
Taking into account H10(Ω) ↪→ L6(Ω) and (6.4) we get ‖K ?H0‖ 6 C. Therefore
‖∂tH(0)‖ . 1.

The implicit scheme (4.1) takes the form{
(δhi,ϕ) + (∇hi,∇ϕ) + (K ? hi,ϕ) = (f i,ϕ) , ϕ ∈ H10(Ω);
h0 = H0
(6.6)
which is equivalent to
a(hi,ϕ) :=
(
hi
τ
,ϕ
)
+ (∇hi,∇ϕ) + (K ? hi,ϕ)
= (f i,ϕ) +
(
hi−1
τ
,ϕ
)
=: fi(ϕ).
The following lemma is analogous to Lemma 1. As in Theorem 7, the application of Gro¨nwall’s
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argument can be avoided by the positive definiteness of the kernel K.
Lemma 6 (Enhanced a priori estimates). Assume that∇·F = 0 = ∇·H0, F ∈ L2
(
(0, T ),L2(Ω)
)
andH · ν = 0 on ∂Ω.
(i) LetH0 ∈ L2(Ω). Then, there exists a positive constant C such that
max
16i6n
‖hi‖2 +
n∑
i=1
‖hi − hi−1‖2 +
n∑
i=1
‖∇hi‖2 τ 6 C.
(ii) There exists a positive constant C such that
τ
n∑
i=1
‖δhi‖2H−1(Ω) 6 C.
(iii) IfH0 ∈ H10(Ω) then
max
16i6n
‖∇hi‖2 +
n∑
i=1
‖∇hi −∇hi−1‖2 +
n∑
i=1
‖δhi‖2 τ 6 C.
(iv) If F (0) ∈ L2(Ω), ∂tF ∈ L2
(
(0, T ),L2(Ω)
)
andH0 ∈ H10(Ω) ∩H2(Ω) then
max
16i6n
‖δhi‖2 +
n∑
i=1
‖δhi − δhi−1‖2 +
n∑
i=1
‖∇δhi‖2 τ 6 C.
Therefore, the same stability results are obtained as in Lemma 1, where the curl-spaces are replaced
by analogous Hs(Ω)-spaces. The variational formulation (6.6) can be rewritten in terms of the Rothe
functions as
(∂tHn(t),ϕ) +
(∇Hn(t),∇ϕ)+ (K ?Hn(t),ϕ) = (F n(t),ϕ) , ϕ ∈ H10(Ω). (6.7)
Theorem 8 (Enhanced existence). Let H0 ∈ L2(Ω) and F ∈ L2
(
(0, T ),L2(Ω)
)
. Assume that ∇ ·
H0 = 0 = ∇ · F (t) for any time t ∈ [0, T ]. If H · ν = 0 on ∂Ω, then the solution H to problem (3.1)
belongs to C
(
[0, T ],L2(Ω)
) ∩ L2 ((0, T ),H10(Ω)) with ∂tH ∈ L2 ((0, T ),H−1(Ω)).
Proof: The proof follows the same line as in Theorem 3. The main point of this theorem is the embedding
H10(Ω) ↪→↪→ L2(Ω) ∼= L2(Ω)∗ ↪→ H−1(Ω).
Lemma 6(i) and (ii) give Hn ∈ L2
(
(0, T ),H10(Ω)
)
. Using ∂tHn ∈ L2
(
(0, T ),H−1(Ω)
)
and the
generalized Aubin-Lions lemma [32, Lemma 7.7], we get that {Hn} is compact in the space
L2
(
(0, T ),L2(Ω)
)
. Therefore, there exists a subsequence of Hn (denoted by the same symbol again)
for which we have (cf. [33, p. 88])
Hn(x, t)→H(x, t) for a.e. (x, t) ∈ QT .
Moreover,Hn ⇀H inL2
(
(0, T ),H10(Ω)
)
. Applying [32, Lemma 7.3], we getH ∈ C ([0, T ],L2(Ω)),
which concludes the proof. 
The following error estimates have smaller constant C in comparison with the constants appearing
in Theorem 4 because Gro¨nwall’s argument is avoided.
Theorem 9 (Error). Assume that F ∈ Lip([0, T ],L2(Ω)).
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(i) IfH0 ∈ H10(Ω) then
max
t∈[0,T ]
‖Hn(t)−H(t)‖2 +
∫ T
0
‖∇[Hn −H]‖2 6 Cτ.
(ii) IfH0 ∈ H10(Ω) ∩H2(Ω) then
max
t∈[0,T ]
‖Hn(t)−H(t)‖2 +
∫ T
0
‖∇[Hn −H]‖2 6 Cτ2.
Proof: We subtract (6.5) from (6.7), set ϕ = Hn −H and integrate in time to get
1
2
‖Hn(t)−H(t)‖2 +
∫ t
0
‖∇[Hn −H]‖2 +
∫ t
0
(K ? [Hn −H],Hn −H)
=
∫ t
0
(
F n − F ,Hn −H
)
+
∫ t
0
(∇[Hn −Hn],∇[Hn −H])
+
∫ t
0
(K ? [Hn −Hn],Hn −H) .
(6.8)
The last term on the LHS is non-negative. Further∣∣∣∣∫ t
0
(
F n − F ,Hn −H
)∣∣∣∣ 6 Cε ∫ t
0
∥∥F n − F∥∥2+ε ∫ t
0
‖Hn −H‖2 6 Cετ2+ε
∫ t
0
‖∇[Hn −H]‖2 .
It holds ∥∥∇[Hn(t)−Hn(t)]∥∥ 6 τ ‖∂t∇Hn(t)‖ for t ∈ [0, T ].
For the last term of (6.8) we may write using (6.4) and H10(Ω) ↪→ L6(Ω) that∣∣∣∣∫ t
0
(K ? [Hn −Hn],Hn −H)∣∣∣∣ . ∫ t
0
∥∥∇[Hn −Hn]∥∥ ‖Hn −H‖
6 ε
∫ t
0
‖Hn −H‖2 + Cε
∫ t
0
∥∥∇[Hn −Hn]∥∥2
6 ε
∫ t
0
‖∇[Hn −H]‖2 + Cε
∫ t
0
∥∥∇[Hn −Hn]∥∥2 .
Thus, we see employing Lemma 6(iii) and (iv) that
(i)
∣∣∣∣∫ t
0
(K ? [Hn −Hn],Hn −H)∣∣∣∣ 6 ε∫ t
0
‖∇[Hn −H]‖2 + Cετ
(ii)
∣∣∣∣∫ t
0
(K ? [Hn −Hn],Hn −H)∣∣∣∣ 6 ε∫ t
0
‖∇[Hn −H]‖2 + Cετ2.
It remains to estimate the second term on the RHS in (6.8). Depending on the stability results we have
(i)
∣∣∣∣∫ t
0
(∇[Hn −Hn],∇[Hn −H])∣∣∣∣ 6 ε ∫ t
0
‖∇[Hn −H]‖2 + Cε
∫ t
0
∥∥∇[Hn −Hn]∥∥2
6 ε
∫ t
0
‖∇[Hn −H]‖2 + Cετ
(ii)
∣∣∣∣∫ t
0
(∇[Hn −Hn],∇[Hn −H])∣∣∣∣ 6 ε ∫ t
0
‖∇[Hn −H]‖2 + Cε
∫ t
0
∥∥∇[Hn −Hn]∥∥2
6 ε
∫ t
0
‖∇[Hn −H]‖2 + Cετ2.
Putting things together and choosing a sufficiently small positive ε, we conclude the proof. 
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6.3. Modified scheme in H1(Ω)
Finally, the following semi-implicit time-discrete scheme is considered, which represents a slight
modification of (6.6). Here, the convolution term is taken explicitly (from the last time step){
(δhi,ϕ) + (∇hi,∇ϕ) = (f i,ϕ)− (K ? hi−1,ϕ) , ϕ ∈ H10(Ω);
h0 = H0
(6.9)
which is equivalent to
a(hi,ϕ) :=
(
hi
τ
,ϕ
)
+ (∇hi,∇ϕ)
= (f i,ϕ)− (K ? hi−1,ϕ) +
(
hi−1
τ
,ϕ
)
=: fi(ϕ).
The existence of a unique solution is obtained to (6.9) for any i = 1, . . . , n and any τ > 0 if
H0 ∈ Lq(Ω), q > 3. The scheme (6.9) can be analysed in the same way as (6.6), therefore, further
details are omitted. However, the use of Gro¨nwall’s lemma with exponential in time character of the
constant cannot be avoided despite of the positive definiteness of K. Nevertheless, the error estimates
from Theorem 9 are also valid for (6.9). The main difference is that the constants C will be larger.
In the following section, the convergence of this scheme is illustrated in some numerical experiments.
Future research can concern the implementation of the other schemes. This section is concluded with a
comparison of the obtained results with the London equations.
6.4. Comparison with the London equations
Consider a thin superconducting slab, of thickness 2L, as shown in Fig. 1. The second London
Figure 1: The magnetic field inside a superconducting slab of thickness 2L.
equation is given by ∇ × Js = −Λ−1B. This equation, combined with the quasi-static Maxwell
equation∇×H = Js and equation (1.1) gives
∇×∇×B = − 1
β
B,
where β := Λµ =
me
µnse2
. But∇× (∇×B) = ∇(∇ ·B)−∆B = −∆B since∇ ·B = 0. Hence,
∆B =
1
β
B. (6.10)
Suppose that an external parallel magnetic field is applied in the z direction parallel to the slab surfaces,
B = (0, 0, Ba). Given that inside the superconductor the magnetic field is a function of x only, B =
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(0, 0, Bz(x)), equation (6.10) is equivalent with
d2Bz(x)
dx2
=
1
β
Bz(x). (6.11)
Solving equation (6.11) with the boundary conditions that Bz = Ba at the two surfaces at x = ±L, the
solution inside the slab becomes
Bz(x) = Ba
cosh
(
x√
β
)
cosh
(
L√
β
) . (6.12)
This result shows that a magnetic field is exponentially decayed at the surface of a superconductor
(Meissner effect). The magnetic field B penetrates at the surfaces corresponding with x = ±L approx-
imately over a distance
√
β (London penetration depth). Analogue, choosing Jn = 0 in the calculation
of model (6.3), the magnetic field H statifies the following elliptic integro-differential equation for
type-I superconductivity
∆H = K ?H or ∆B = K ?B. (6.13)
If r0 → 0, thus the support of K becomes smaller and smaller, K becomes a Dirac delta function.
Consequently, K → C˜2 δ(x− x′) and (6.13) converts to
∆B =
C˜
2
B.
The identification C˜2 =
µ
Λ =
1
β yields the London equation (6.10). An interesting area for future research
is to compare the numerical solution of problem (6.13) for small r0 with the exact solution (6.12) in the
case of an infinite slab.
7. Numerical experiments
For the numerical experiments is assumed that the domain Ω ⊂ R3 is a Lipschitz polyhedron.
Consider a triangulation of the domain Ω. Hence, there exists a finite set of tetrahedra Th such that
Ω =
⋃
T ∈Th
T . Remark that h = max
T ∈Th
hT , where hT is the diameter of the smallest sphere containing T .
The total number of vertices is setted equal to M and the ith vertex of Th is put equal to xi. Denote by
xm,T and Vol(T ) the midpoint and the volume respectively of a tetrahedron T ∈ Th. Define the set
Tx := {T ∈ Th : |xm,T − x| < r0} ⊂ Th.
The convolution integral arising in the numerical experiments is solved numerically. Namely,
C(x,ϕ) := K(x, ·) ?ϕ ≈
∑
T ∈Tx
Vol(T )K(x− xm,T )ϕ(xm,T ). (7.1)
This is a way to avoid the singularity in the kernel. In this section, the numerical solution of problem
(6.3) is derived. The time domain is discretized using an equidistant time partitioning with time step
τ = 2−j , 2 6 j 6 7. The backward Euler difference method is applied. The following scheme is
followed, see (6.9):{
(hi,ϕ) + τ (∇hi,∇ϕ) = τ (f i,ϕ)− τ (K ? hi−1,ϕ) + (hi−1,ϕ) , ϕ ∈ H10(Ω),
h0 = H0,
(7.2)
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i = 1, . . . , 2jT . The term (K ? hi−1,ϕ) in the variational formulation can be considered as∫
Ω
C(x,hi−1) ·ϕ(x)dx.
At each time step, the resulting elliptic BVP (7.2) is solved numerically by the finite element method
(FEM) using first first-order Lagrange elements on tetrahedra. The basis functions {ϕj}Mj=1, such that
ϕj(xi) =
{
1 i = j;
0 i 6= j; i, j = 1, . . .M ;
span the finite element space Vh ⊂ H1(Ω). Therefore, for Ψ ∈ Vh holds
Ψ(x) =
M∑
j=1
Ψjϕj(x), x ∈ Ω,
where Ψj ≈ Ψ(xj). For a vector field, each component is interpolated separately using the given basis
functions. Define
hi =

M∑
j=1
cijϕj
M∑
j=1
dijϕj
M∑
j=1
eijϕj

, i = 1, . . . , 2jT.
The values cij , d
i
j , e
i
j for j = 1, . . . ,M are known as the degrees of freedom of hi. On each time step,
an algebraic system is solved of the form
AH i = bi,
where H i = (ci di ei)T . The algorithm for the determination of the form of the matrix A and the
vector bi is written down. The finite element library DOLFIN from the FEniCS project is used for the
implementation [40]. Remark that the matrix A is time independent and can be computed before the
time stepping.
Algorithm.
• Choose C˜ and r0. Prescribe an exact solutionHex;
• t = τ ;
• Define separate forms aM (u,v) = (u,v) and aS(u,v) = (∇u,∇v);
• Assemble aM to the mass matrix M and aS to the stiffness matrix S;
• Compute A = M + τS;
• While t 6 T :
– Interpolate the solution on the previous time step, hi−1, componentwise to a finite element
function H i−1 in Vh := (Vh)3;
– Interpolate C(x,hi−1) componentwise to a finite element function Cp in Vh;
– Interpolate the formula for F = ∂tHex − ∆Hex + K ? Hex on time step ti, i.e. F i,
componentwise to a finite element function F i in Vh. The convolution K(x, ·) ?hexi can be
approximated by C(x,hexi ).
– bi = τMF i − τMCp +MH i−1;
– Solve AH i = bi for H i and store in hi;
– t← t+ τ ;
– hi−1 ← hi.
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The following assumptions are made in the experiments: T = 1, Ω = [0, 1] × [0, 1] × [0, 1] and
r0 = 0.1. Moreover, two values for the parameter C˜ are used, namely C˜ = 2 and C˜ = 150. For the
space discretization, a fixed uniform mesh is needed that gives a good approximation for the convolution
integral. The number of cells in each direction is choosen to be equal, namely (nx, nx, nx). The volume
of the sphere S with center x and radius r0, denoted by Vol(S), is compared with the volume of the set
Tx that is defined by
Vol(Tx) =
∑
T ∈Tx
Vol(T ),
where x a node is in [r0, 1− r0]× [r0, 1− r0]× [r0, 1− r0]. The results are given in Table 1. The best
approximation for nx 6 30 is 25. For this reason, the total number of tetrahedra in the experiments will
be 93750. For every time step τ , the error
E = max
t∈[0,T ]
‖hn(t)−H(t)‖2 (7.3)
is computed. For all experiments, the exact solution belongs to Vh. Therefore, the error is only due to
the time discretization and the approximation of the convolution. Note that in the numerical experiments,
the assumptionsH × ν = 0 andH · ν = 0 do not need to be satisfied. The proposed schemes are also
valid for a more general boundary condition.
7.1. Experiment 1
In the first experiment,
Hex = (1 + t2)
11
1

is used as exact solution. The RHS F can be calculated exactly in [r0, 1−r0]× [r0, 1−r0]× [r0, 1−r0],
namely
F ex = 2t+ (2 + 2t2)piC˜r0 exp(−1.0)
11
1
 .
The error (7.3) is computed for Ω = [r0, 1 − r0] × [r0, 1 − r0] × [r0, 1 − r0] and τ = 2−j , 2 6 j 6 7,
and is depicted in Figure 2 for C˜ = 2 and C˜ = 150. The error log2E is plotted as a function of log2 τ .
The expected convergence rate for smooth functions is predicted in Theorem 9: E ∼ O (τ2). The linear
regression line for the first two data points are given by log2E = 0.8881 log2 τ −11.4836 and log2E =
0.4752 log2 τ−2.1577 for C˜ = 2, respectively C˜ = 150. Therefore, the expected linear behaviour is not
obtained. With decreasing time step, the error in the approximation of the convolution starts dominating
over the time discretization error. But, the error in the approximation of the convolution is sufficiently
small. In the following two experiments, the error due to the numerical convolution is cancelled out
because the numerical convolution is also used in the determination of F .
7.2. Experiment 2
In this experiment, the following exact solution is defined
Hex = (1 + t)
y − zz − x
x− y
 .
The error (7.3) is again computed for τ = 2−j , 2 6 j 6 7, and is shown in Figure 3 for C˜ = 2 and
C˜ = 150. Now, a linear regression line is calculated through all the obtained data points: log2E =
2 log2 τ − 17.521 and log2E = 2.148 log2 τ − 5.0102 for C˜ = 2, respectively C˜ = 150. This is in
accordance with the predicted convergence rate O(τ2) in Theorem 9.
24
(a) C˜ = 2 (b) C˜ = 150
Figure 2: Results of numerical experiment 1. (a) convergence rate for experiment 1 with C˜ = 2. (b) convergence rate for
experiment 1 with C˜ = 150.
(a) C˜ = 2 (b) C˜ = 150
Figure 3: Results of numerical experiment 2. (a) convergence rate for experiment 2 with C˜ = 2. (b) convergence rate for
experiment 2 with C˜ = 150.
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7.3. Experiment 3
In the last experiment, the following exact solution is taken
Hex = (1 + t2)
y − zz − x
x− y
 .
The linear regression lines are log2E = 1.9753 log2 τ − 12.858 and log2E = 1.9678 log2 τ − 4.0842
for C˜ = 2, respectively C˜ = 150, see Figure 4. The predicted convergence rate O (τ2) is not exactly
obtained since the exact solution is quadratic in time.
(a) C˜ = 2 (b) C˜ = 150
Figure 4: Results of numerical experiment 3. (a) convergence rate for experiment 3 with C˜ = 2. (b) convergence rate for
experiment 3 with C˜ = 150.
8. Conclusion
A vectorial nonlocal linear parabolic problem (3.1) in terms of the magnetic field with applications
in superconductors of type-I is studied. This model is obtained from the eddy current version of the
Maxwell equations, the two-fluid model of London and London, and the nonlocal representation of
the superconductive current by Eringen. The nonlocal term is given by a space convolution with a
singular kernel. Two time-discrete schemes, a semi-implicit and an implicit (the convolution is taken
explicit and implicit), are established. These schemes are also based on the backward Euler method.
The well-posedness of the problem is shown under low regularity assumptions and the error estimates
are derived for the two time-discrete schemes. Afterwards, a new convolution kernel is derived under
the assumption that the normal component of the unknown vector field equals zero on the boundary of
the superconductor. The positive definiteness of this kernel is shown. Using the obtained expression,
it is demonstrated that the solution of the original model satisfies a simpler problem which is easier to
implement. Both time-discrete schemes stay valid. Better error estimates are obtained for the implicit
scheme. Finally, a numerical experiment for the semi-implicit scheme supports the obtained theoretical
results.
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