We discuss issues pertinent to performance analysis of massively parallel systems. We first argue that single parameter characterization of parallel software or of parallel hardware rarely provides insight into the complex interactions among the soft,ware and the hard ware components of a parallel system. In particular, bounds for the speed up based upon simple models of parallelism are violated when a model ignores the effects of communication.
Introduction
Performance analysis of parallel systems is extremely important for the design of parallel applications and poses significant intellectual challenges for Computer Science [1] , [2] . [8J. [12] . Simple, yet powerful and accurate ways to characterize parallelism are needed. Questions as: what is the most suitable architecture for application A, what is the number of processors of the parallel machine 1{. to be allocated to the application A in order to have optimal performance in some sense, and how to schedule a group of applications on a given parallel system, can be approached only if the parallelism in an application A can be detected and characterized. It would be highly desirable to characterize a parallel application by only a small number of parameters and by doing so to be able to make rea.<ionably accurate statements about the level of performance, e.g., speedup and efficiency when the application runs on a particular parallel system.
In Section 3 we present the EfT model which attempts to do this and develop its properties. Sections 4 and 5 discuss applications of the model and suggest that it provides a reasonable compromlse between simplicity and usefulness.
Communication Latency and Single Parameter
Characterization of Parallelism
The effects of communication latency are difficult to be captured by simplified models of parallel e.'X:ecution, and they affect greatly the performance of parallel computations on real machines. Several attempts to provide syn· thetic characterization of parallelism without taking into account the delays due to communication and control have been made in the Pa.<it.
In [4] , the average parallelism, A is proposed as a single parameter characterization of a software structure. A software structure is modeled in [4) as a directed acyclic graph (DAG) in which each vertex corresponds to a subtask with known service demands, but no communication costs are specified.
Bounds on the speedup and efficiency are obtained. It is shown that the speedup with n processors, S(n) of a software structure with average parallelism A is bounded as (2.1)
(2.2)
The average parallelism of a software structure is defined in several different ways and it is argued that the definitions are equivalent. Consider the first two definitions:
A is the average number of processors that are busy during the exẽ cution time of a software system in question, given an unbounded number of processors.
2.
A is equal to the speedup, given an unbounded number of processors.
The definitions of A do not impose any restrictions upon the architecture of the parallel system or upon its hardware characteristics, in particular, upon the communication speed. Thus A seems to be an inherent characterization of the software structure, independent of the hardware. Then the bounds specified by (2.1) would indicate that the efforts towards more sophisticated and efficient parallel architectures is misdirected. For example,
if we have an application exhibiting an average parallelism A =~and if we can build parallel hardware with n processors, then the speedup will be in the range~::; S(n) ::;~(for large n). If so, it seems wasteful to build parallel machines with expensive, fast communication.
At this point we should probably develop a healthy suspicion that A is not only a function of the software structure, but it depends strongly upon the hardware component, in particular, upon the communication delay, 1".
As an example for our arguments, consider a parallel computation A related to domain decomposition on a hypercube [9] . The computation consists of (k + 1) synchronization periods, "0, ••• , 11"1.. During period 11"j, o ::; i ::; k -1, there are nj = 2 k -; subtasks which may run concurrently.
All tasks of 11"1 start at the same time and run for a deterministic length of tj = 2 i units of time, then pass their results to all the tasks of 7I"i+1-
The computation is completed at the end of 7I"k when only one task runs for tk = 2 k units of time, as shown in Figure 1 .
Call N the number of subtasks of A. Then N is given by
Assume that we have a parallel system 1i with N identical processors and that each sub task of A, n,j with 0~i ::; k, 0 ::; j~2 i is assigned to one processor of 1i and it will run as soon as input data is available. 
T(l)
If we insist that the average parallelism A be a characterization only of the software system A, then the relationship of A as given by (2.4) with the speedup 5=(T) as given by (2.5) becomes loose and the bounds of (2.1) can be easily violated as shown by our example computation. It follows that the average parallelism has to reflect also the characteristics of the specific parallel hardware used, in particular it should depend upon the communication delays. For our example, one might redefine A for a particular hardware architecture 1l with communication delay T as A(T) = 5={T) with 5 00 {T) given by (2.5). Now A{T) will be a characterization of the pair (A,1l). In this case the average parallelism A{T) of an application A can be used for scheduling decisions on the parallel hardware 1l as proposed in [12J.
This approach could be satisfactory for a system with nearly constant communication costs. But, in general, T is a function of the architecture of the system, and the number of processors in the system, n. The value of T ranges from log2 n for a hypercube, to ..;n for a grid, and n for a ring architecture [10] . Call T{n) the communication delay in a system with n processors and note that the average parallelism A{T(N» is determined considering a configuration with n = N processors. Then A{T(N) has the following expression
The corresponding speedup is
For thls case the lower limit specified by (1) is violated when (2.9)
In particular, the lower limit in (2.1) is always violated when 7"(2) > 1. (k + 1)(2 -l2'-lj)
The limitations of the average parallelism as a characterization of the software structure A were discussed in the context of a very simple model. A more accurate model needs to take into account more intricate aspects of communication and control of a parallel computation. For example, in addition to the system architecture and number of processors in the system, the communication delays depend upon the amount of data transferred. Synchronization effects add to the difficulties of the problem. When random execution times for all processors active in the period 11 instead of strictly (2.12) deterministic execution times are considered, then A depends upon the number of processors active in every period and upon the coefficient of variation of the distribution function of the execution time in that period [9}.
The performance issues are even more difficult when nonalgorlthmic load imbalance effects like those due to memory failures and retrys, communication failures and so on must be taken into account, [9] . Clearly, simple models of parallel computations which ignore the effects of communication delays are of limited usefulness from a practical standpoint.
It is useful to recall that Amdhal's law [2] which provides another bound on performance based upon a single parameter characterization of a parallel application has been questioned [6] . If f is the fraction inherently sequential of a computation, Amdhal's law states that
f+ "
Empirical results reported in [6] indicate considerably larger values for the scaled speedup. We see that the speedup depends upon the problem size, when the problem size increases the fraction of the strictly sequential part of the computation f often decreases.
To characterize independently the parallel application and the parallel hardware seems an elusive, if not an impossible task. As pointed out in [10] , given a parallel algorithm as a DAG D = (V, B) whose nodes v E V are computational tasks with given execution time requirements, and whose arcs b E B represent both time and functional dependence then performance analysis can be carried out only after a schedule for the algorithm on a particular machine has been constructed. A schedule S of D is a finite set of triples S C V x P x T with P the set of processors available and T the time such that 1. 'r/v E V then is a triple (v, p, t) which specifies the processor p where v will run, and the starting time t.
2. There are no two triples (v,p, t), (v',p, t) E S such that v ::f: Vi. Two different tasks cannot run on the same processor at the same time.
If(u, v) E A and (v,p,t) E S then either there is another triple (u,p,t')
E S with t' ::; t -tJ u (u, the predecessor of v may be started on the same processor p at an earlier time, such that it completes by time tj tJ u is the execution time of u) or there is another triple (U,p',t ' ) 7 E S such that t '~t -Q"u -T (u has been scheduled on a different processor p' such that by time t, it has completed and its results have been transmitted to p).
Communication is the crucial aspect of parallel computing and no model that ignores it is capable of providing insight. Slightly more sophisticated arguments along the same lines can be found in Dasgupta [3] .
A Model of Parallel Execution Based Upon Threads of Control and Events
In this section a model of parallel execution which takes into account the effects of communication and control is introduced. The model was proposed suitably for homogeneous parallel computations like the ones supported by the SPMD paradigm [9] . The model can be easHy extended for the nonhomogeneous case when the threads of control perform different computa· tions. The model allows us to identify classes of parallel computations when the asymptotic speedup is non· zero and captures subtle aspects of parallel computations, for example, that a high processor utilization does not always lead to a high speedup, but failes to quantify other aspects like blocking.
The model: Basic assumptions
The model describes a parallel computation C as a collection of P threads of control and E events. Informally a thread of control is an agent capable to perform some work in behalf orc and an event is an explicit action performed by a thread of control in order to coordinate its activity with other threads of control. In a wider sense an event is a change of state of a thread of control.
A parallel computation C with P threads of control and E events is described by its characteristic junction g defined by E = g(P). The model is based upon two assumptions:
(a) Conseroation of work. Any work required by a computation C(l) with one thread of control has to be performed by one of the threads of control of C(P), the parallel computation with P threads of control.
(b) W(P), the work required by a parallel computation is an increasing function of the number of threads oj control, P.
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The first assumption needs little justification. Ie is an immediate consequence of the view that a thread of control is an agent performing some work in behalf ofC. To carry out a computation with P threads of control simply means to redistribute in some fashion the work which otherwise would be carried out by only one thread. Call this constant amount of work reflecting the work conservation principle Wean'"
The second assumption is supported by the following arguments. An event is associated with every communication and control act. Any thread of control needs to communicate with other threads at least at the instance when it is initiated when some work is assigned to it, and at the termination time, when it has to communicate its results. Ie follows that g(P) is an increasing function of P. Moreover any event requires a small amount of additional work, say 8, to be carried out by the thread of control when an event occurs. Let Wce(P) denote the additional amount of work required by C(P) for communication and control. The previous arguments show that Wee(P) given by
is an increasing function of P. Thus, while Wee(P) might not increase monotonically, it is plausible to assume that the variations from the trend are small and that Wee(P) is increasing. But W(P), the work carried by C(P) consists of at least two components the first one, Wean'" independent of P and the second one, Wce(F), an increasing function of P (3.2) Important properties of C are its duration T and work intensity w(t).
The work intensity is the actual measure of work performed as a function of time, e.g., operations per second. The work associated with C is
In view of the previous discussion the work intensity wi(t) associated with thread tjJi has two components wi(t) = w;o••(t) + w;,(t) (3.4) where w~2n" is from the work assigned to the thread by virtue of the work conservation principle, and the second one, w~e(t) represents the work inten-sity for communication and control. Note that w~na(t) and w~o:(t) cannot be non-zero simultaneously.
The duration T of C(P) is expected to depend upon the number P of threads of control of C(P). The work performed by the ith thread, ¢i, is
The total work required by C(P) is thus
The thread ¢i can be in one of two states at time t: active if w~,ma(t) > 0, and suspended if w~ona(t) = 0. When the thread ¢i is suspended then it can be either communicating if w~o:(t) > 0, or blocked if w~o:(t) = 0, as shown in Figure 2 (which is explained later).
A parallel computation C(P) may have several threads of control ¢' active at any given time t. Figure 2 . Note that the workload intensities associated with the thread ¢i exhibH the following behavior W~orl8(t) > 0 for t '$ t~u~pend and t 2:: trellc('tllIte w~on~(t) = 0 for t~u~pend < t < trellctillllte w~c(t) > 0 for t~u~pend < t < tblock and tre~...mc < t < trellc(itlllle w~c(t) = 0 for tblock '$ t :$ tre~...me
The additional work for communication and control, 9 in (3.1) reflects the work associated with the periods when w~c(t) is non-zero. A blocking period may occur only for some events. For example, in a message passing system, an asynchronous write operation does not experience blocking, while a synchronous read may experience blocking if the data has not been received yet. In a shared memory system, both reading and modifying a shared data element may experience blocking.
It is difficult to predict the duration of a blocking period, therefore, knowing that an algorithm for matrix multiplication requires say, O(n 2
Jp2/3)
communication steps, for two n x n matrices, using p processors [1] , does not translate easily into statements concerning communication time.
To simplify the discussion, let us assume that the work intensity associated with thread ¢i is constant when the thread is not blocked,
4>' is active or communicating
¢i is blocked. (3.10)
tr~l1ctivl1tc: 
The relationship between W(P) and T(P) is explored next. Consider the case described by equation (3.10). Then the work intensity can be expressed as (3.12) (3.13) with II( t) the number of threads of control non-blocked at time t. The work l-V(P) associated with C(P), can be expressed as fT(P) (T(P)
Define the expected number of threads non-blocked (active or communicating) as
From (3.13) and (3.14) it follows that 12 (3.14) 
The speedup and its asymptotic behavior
The speedup S(P) is defined as the ratio of the computation time with one thread of control to the computation time with P threads, P > 1, that is
S(P) = T(I) . T(P)
First observe, that according to (3.20) . it follows that
S(P)
(3.24)
We introduce the efficiency, b(P) as the ratio between the expected a.mount of work per thread of control using P threads, w(P) = Wep)/p, and the work WeI) = W COnll using one thread (sequential execution), that is
Note that W(P)~W(l).
Hence
The
expected fraction a(P) of non-blocked threads in C(P) is given by
Then we have
S(P) = a(P) b(P) .
(3.27) (3.28)
The study of the asymptotic behavior of Bep) when P becomes very large is reduced to the problem of the asymptotic behavior of a(P) and b(P). From the definitions of a(P), b(P) and Wep), the following conclusion can be drawn:
(a) For parallel computations with yep) = O(P), we have b(P) = IfP + constant for large P and hence Bep) < constant for a large number of threads of control.
(b) For parallel computation with g(P) = o(pn) with n~2, b(P) is an increasing function of P and hence S(P) tends to zero asymptotically.
Let us now consider the case of scaled execution [6] where the computation size increases linearly with the number of processors (threads of control) used, namely Such computations arise when the work can be partitioned into P parts at the beginning and then done completely independently by the processors. Thus we can achieve optimal speedup for such computations.
Divide and conquer algorithms may provide scaled speedup nearly as great. Let P = 2 k and assume conservatively that 1. The work after each division of the problem is the same m:; Wei).
2. The events take place only at dividing the computation up and recombilling the results.
Then we see that W(P)~W(l) logP, E = O(P) and we compute that, asymptotically, (3.31)
SS(P)Ĩ
n [4] the average parallelism was proposed as a high level characterization of software structure. The average parallelism is defined as the speedup, given an unbounded number of processors. The previous discussion shows that there are parallel algorithms, such that S(P) or SS(P) tend m:;ymptotically to zero, hence the average parallelism does not provide a useful characterization of such applications.
Analysis when E = g(P) is a convex function
The qualitative analysis continues with the cm:;e when g(P) is a convex function. Several algorithms we have examined suggest that g(P) is often a convex function of P as well as increasing. 
Proof. We have W(P)
The speedup S(P) may be expressed by 
Set g(P) = Ph(P) with h'(P)~0 by the convexity assumption. Then we have S'(P) =~a-::
Since h'(P) is positive, (3.35) is zero exactly once. A manipulation of (3.34) allows one to obtain (3.32) as asserted by the theorem. We may use this result to provide estimates of maximum speedups and the corresponding number of threads of control (processors) for a few cases as given in Table 1 . Note that the speedups given are maximums, other factors (e.g., lack of load balancing) can make them smaller.
The expected amount of work per thread of control
To study the asymptotic behavior of a parallel computation C when, P I the number of threads of control increases, we first investigate the behavior of the function w(P) = W(Pl. P (3.36) Consider first computations C with E = CJ(P) where each thread of control ,pi experiences only a few communication events, in addition to the events to initialize and terminate ¢>i. An example of such a computation is a plotting computation when each thread operates in isolation upon its private data to create its part of the plot and makes the results available at the end. In this case
(3.37) P
For such parallel computations the expected amount of work per thread of control is a monotonically decreasing function of the number of threads of control as shown in Figure 3 . If g(P) = O(p n ) with n ;::: 3 then w(P) increases rapidly with P and massive parallelism is unlikely to be advantageous unless Wcon" is enormous.
In conclusion w(P) provides a useful signature of C. This signature indicates that massive parallelism is truly advantageous only when E = O(P). In this case the w(P) is a monotonically decreasing function of P so that 18 w( ), , , , , , , , , , , if reasonable load balancing is achieved among the threads of control then the processors are used efficiently. When E = O(P 2 ) then there exists an optimum number of threads of control which minimize the expected workload per thread, and w(P) is relatively flat around that minimum. If the characteristic function E = g(P) is either a polynomial of degree n~3 or similar type of behavior, then w(P) exhibits a minimum for a lower value of P opt and w(P opt ) is higher than in the previous case. The efficiency of computations in this class is rather sensitive to the choice ofP, the number of threads of control. where Pk is the number of processors allocated to the kth collection.
w( w(P)

O(P)
The goal of load balancing is to make the work per processor the same throughout. Thus if there are P processors, the assignment of processor Pk, k = 1,2, ..., J(, to give a balanced load must satisfy, for all k and j, Tills system of equations is rather tractible for commonly occurring characteristic functions 9k(P).
Note that there are implicit constraints on the system (4.3). The solutions P" must be integers between 1 and P, which means that exact load balancing will rarely be possible. There are some architectures, e.g., bus based machines such the Encore or Sequent machines or the reconfigurable arrays machines such as PASM [ll] where these are the only constraints.
For other machines such as Cedar or the hypercubes (e.g., Intel IPSC/1 or NCUBE) processors should be allocated in blocks rather than individually.
If all the collections of computations have a linear g(P), then the system (4.3) is linear in the variables Rk = 1/Pk except for the final equation. Thus the system is easily reduced to a single nonlinear equation willch is readily solved. We illustrate the technique for two examples with J( = 3. We may assume that ( In the second case (4.5) the constraint P"~1 was imposed and the other values modified.
Experimental Results
We have applied this methodology to a computation involving partial differential equations [8] . Figure 5 shows the spread of the number of events per thread of control as the number of threads of control (processors) increases from 4 to 128. This data supports the basic assumption of the SPMD paradigm that the computations are homogeneous with a reasonably small variation in behavior. Figure 6 shows further data from the same computation, namely the fraction of time each thread of control is active (doing useful work) when it is not blocked (waiting for data from another thread of control). One can create such figures when capturing event hlstories by simply identifying the type of event and then post processing the event/thread of control traces. In this case, very poor performance is indicated (which is why the computation was being studied). In [9] further analysis using the E/T model is presented and the causes of the poor performance are identified. 
24
