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Abstract. We construct a diffeomorphism invariant (Colombeau-type) differential al-
gebra canonically containing the space of distributions in the sense of L. Schwartz. Em-
ploying differential calculus in infinite dimensional (convenient) vector spaces, previous
attempts in this direction are unified and completed. Several classification results are
achieved and applications to nonlinear differential equations involving singularities are
given.
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1 Introduction
In his celebrated impossibility result ([40]), L. Schwartz demonstrated that the space
D′(Ω) of distributions over some open subset Ω of Rn cannot be embedded into an
associative commutative algebra (A(Ω),+, ◦) satisfying
(i) D′(Ω) is linearly embedded into A(Ω) and f(x) ≡ 1 is the unity in A(Ω).
(ii) There exist derivation operators ∂i : A(Ω) → A(Ω) (i = 1, . . . , n) that are
linear and satisfy the Leibnitz rule.
(iii) ∂i|D′(Ω) is the usual partial derivative (i = 1, . . . , n).
(iv) ◦|C(Ω)×C(Ω) coincides with the pointwise product of functions.
Since this result remains valid upon replacing C(Ω) by Ck(Ω) for any finite k, the
best possible result would consist in constructing an embedding of D′(Ω) as above
with (iv) replaced by
(iv’) ◦|C∞(Ω)×C∞(Ω) coincides with the pointwise product of functions.
The actual construction of differential algebras satisfying these optimal properties
is due to J. F. Colombeau ([9], [10], [11], [12]). The need for algebras of this type
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arises, for example, from the necessity of considering non-linear PDEs where either
the respective coefficients, the data or the prospective solutions are non-smooth.
Classical linear distribution theory clearly does not permit the treatment of such
problems. Colombeau algebras, on the other hand, have proven to be a useful tool
for analyzing such questions (for applications in nonlinear PDEs, cf. e.g., [4], [5], [16],
[14], [15], [29], [35], for applications to numerics, see e.g., [3], [6], [7], for applications
in mathematical physics, e.g., [44], [32], [24] as well as the literature cited in these
works). For alternative approaches to algebras of generalized functions, cf. [37],
[38].
Since Colombeau’s monograph [9], there have been introduced a considerable num-
ber of variants of Colombeau algebras, many of them adapted to special purposes.
From the beginning, however, the question of the functor property of the construc-
tion was at hand as a crucial one: If µ : Ω˜ → Ω denotes a diffeomorphism between
open subsets Ω˜,Ω of Rs, is it possible to extend the operation µ∗ : f 7→ f ◦ µ on
smooth distributions on Ω to an operation µˆ on the Colombeau algebra such that
(µ ◦ ν )ˆ = νˆ ◦ µˆ and (id)ˆ = id are satisfied? To phrase it differently, is it possi-
ble to achieve a diffeomorphism invariant construction of Colombeau algebras? As
long as this question could not be answered in the positive, there remained the se-
rious objection that there is no way of defining such algebras on manifolds, based
on intrinsic terms, exclusively. (This discussion does not take into account the so
called “special” or “simplified” variant of Colombeau’s algebra whose elements are
classes of nets of smooth functions indexed by ε > 0 (cf. [35], p. 109). Although
diffeomorphism-invariant, these algebras lack a canonical embedding of distributions
([17], [41]), so we do not consider them here.)
The first variants of Colombeau algebras, though serving as a valuable tool in the
treatment of non-linear problems, indeed did not have the property of diffeomor-
phism invariance: Some of the key ingredients used in defining them (in particular,
the “test objects” (see section 3) being employed as well as the definition of the
subsets Aq(Rs) of the set of all test objects) turned out not to be invariant under
the natural action of a diffeomorphism.
Colombeau and Meril in their paper [13] made the first decisive steps to remove this
flaw by proposing a construction of Colombeau algebras which they claimed to be
diffeomorphism invariant. As an essential tool, they had to use calculus on locally
convex spaces. However, they did not give the details of the application of that
calculus; moreover, their definition of the objects constituting the Colombeau alge-
bra was not unambiguous and, which amounts to the most serious objection, their
notion of test objects still was not preserved under the action of the diffeomorphism.
Nevertheless, despite these defects (which, apparently, went unnoticed by nearly all
workers in the field) their construction was quoted and used many times (see, e.g.,
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[31], [18], [1], [45], [42], [34], [43], [19], [44], [2], [32]). It was only in 1998 that J.
Jel´ınek in [28] pointed out the error in [13] by giving a (rather simple) counterex-
ample. In the same paper, he presented another version of the theory avoiding the
shortcomings of [13] and forming the basis for the approach taken here.
The present article is the first in a series of two papers. It is organized as follows:
After fixing notation and terminology in section 2, a general scheme of construc-
tion for diffeomorphism-invariant Colombeau-type algebras of generalized functions
is introduced in section 3. Section 4 gives a quick overview of calculus in con-
venient vector spaces providing the necessary results for the development of the
theory. Especially with a view to applications (in particular: partial differential
equations) we feel that this approach has several advantages over the concept of
Silva-differentiability employed so far. Section 5 introduces a translation formal-
ism that allows to freely switch between what we call the C- and J- (Colombeau-
and Jelinek-) formalism of the diffeomorphism invariant theory to be constructed
in section 7. In the actual construction of this algebra, smooth functions defined
on sets denoted by Uε(Ω) play a central roˆle. Differentials of such functions are
of utmost importance in the development of the theory. However, Uε(Ω) is not a
linear space. Sections 6 thus provides the framework necessary for doing calculus on
Uε(Ω). A complete presentation of the resulting diffeomorphism invariant algebra,
based on the general construction scheme of section 3, is the focus of section 7. The
sheaf-theoretic properties of this algebra are discussed in section 8. This is followed
by a short section on the separation of testing procedures and definition of objects
in algebras of generalized functions. Section 10 provides several new characteriza-
tions of the fundamental building blocks EM and N of the algebra. In particular,
these characterizations will constitute the key ingredient in obtaining an intrinsic
description of the theory on manifolds ([26]). Finally, we present some applications
to partial differential equations in section 11.
The second paper of this series gives a comprehensive analysis of algebras of Colom-
beau-type generalized functions in the range between the diffeomorphism-invariant
quotient algebra Gd = EM
/
N introduced in section 7 and (the smooth version of)
Colombeau’s original algebra Ge introduced in [10] (which, to be sure, is the standard
version among those being independent of the choice of a particular approximation
of the delta distribution). Three main results are established: First, a simple cri-
terion describing membership in N (applicable to all types of Colombeau algebras)
is given (section 13). Second, two counterexamples demonstrate that Gd is not in-
jectively included in Ge (section 15); their construction is based on a completeness
theorem for spaces of smooth functions in the sense of sections 4 and 6 (section
14). Finally, it is shown that in the range “between” Gd and Ge only one more
construction leads to a diffeomorphism invariant algebra. In analyzing the latter,
several classification results essential for obtaining an intrinsic description of Gd on
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manifolds are derived (sections 16, 17). The concluding section 18 points out that
also weaker invariance properties than with respect to all diffeomorphisms should
be envisaged for Colombeau algebras, in particular regarding applications.
2 Notation and Terminology
Throughout this paper, Ω, Ω˜ will denote non-empty open subsets of Rs. For any
A ⊆ Rs, A◦ denotes its interior. C∞(Ω) is the space of smooth, complex valued
functions on Ω. If f ∈ C∞(Ω) then Df denotes its (total) derivative. Also, we set
fˇ(x) = f(−x). On any cartesian product, pri denotes the projection onto the i-th
factor. For r ∈ R, [r] is the largest integer ≤ r. We set I = (0, 1]. Concerning locally
convex spaces our basic reference is [39]. In particular, by a locally convex space we
mean a vector space endowed with a locally convex Hausdorff topology. The space of
test functions (i.e., compactly supported smooth functions) on Ω is denoted by D(Ω)
and is equipped with its natural (LF)-topology; its dual, the space of distributions
on Ω is termed D′(Ω). The action of any u ∈ D′(Ω) on a test function ϕ will be
written as 〈u, ϕ〉. δ denotes the Dirac delta distribution. K ⊂⊂ A (A ⊆ Rs) means
that K is a compact subset of A◦. For K ⊂⊂ Ω, DK(Ω) is the space of smooth
functions on Ω supported in K. We set
A0(Ω) = {ϕ ∈ D(Ω)|
∫
ϕ(ξ) dξ = 1}
Aq(Ω) = {ϕ ∈ A0(Ω)|
∫
ξαϕ(ξ) dξ = 0, 1 ≤ |α| ≤ q, α ∈ Ns0} (q ∈ N)
Aq0(Ω) is the linear subspace of D(Ω) parallel to the affine space Aq(Ω) (q ∈ N0).
For any maps f, g, h such that g ◦ f and f ◦ h are defined we set g∗(f) := g ◦ f and
h∗(f) := f ◦ h. ∂i resp. ∂α always stand for ∂∂xi resp.
∂|α|
∂xαi
(α ∈ Ns0).
For any locally convex space F the space C∞(Ω, F ) of smooth functions from Ω
into F will always carry the topology of uniform convergence in all derivatives on
compact subsets of Ω. In particular, a subset B of this space will be said to be
bounded if, for any K ⊂⊂ Ω and any α ∈ Ns0, the set {∂
αφ(x) | φ ∈ B, x ∈ K}
is bounded in F . Observe that in case that the image of a map φ ∈ C∞(Ω, F ) is
contained in some affine subspace F0 of F then the derivatives of φ take their values
in the linear subspace parallel to F0. For locally convex spaces E, F the space
C∞(E, F ) (resp. C∞(E) for F = C) is introduced in section 4.
In what follows, A0(Rs) may be replaced by any closed affine subspace of D(Rs).
By C[∞,Ω]b (I×Ω,A0(R
s)) we denote the space of all maps φ : I ×Ω→ A0(Rs) which
are smooth with respect to the second argument and bounded in the sense that the
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corresponding map φˆ : I → C∞(Ω,A0(Rs)) has a bounded image as defined above,
i.e., for every K ⊂⊂ Ω and any α ∈ Ns0, the set {∂
α(φˆ(ε))(x) | ε ∈ I, x ∈ K} is
bounded in A0(R
s) resp. D(Rs), which, in turn, is equivalent to saying that
1. for every K as above and any α ∈ Ns0, the supports of all ∂
α
xφ(ε, x) (ε ∈ I,
x ∈ K) are contained in some fixed bounded set (depending only on K) and
2. sup{|∂βξ (∂
α
x (φˆ(ε))(x))(ξ)|ε ∈ I, x ∈ K, ξ ∈ R
s} (or, expressed in terms of φ
itself) sup{|∂βξ ∂
α
x (φ(ε, x))(ξ)|ε ∈ I, x ∈ K, ξ ∈ R
s} is finite.
C∞b (I × Ω,A0(R
s)) is the subspace of C[∞,Ω]b (I × Ω,A0(R
s)) whose elements are
smooth in both arguments. Finally, for any K ⊂⊂ Ω and any q ≥ 1 an element φ
of C∞b (I×Ω,D(R
s)) is said to have asymptotically vanishing moments of order q on
K if
sup
x∈K
|
∫
ξαφ(ε, x)(ξ) dξ| = O(εq) (1 ≤ |α| ≤ q) .
For this notion to make sense it is obviously sufficient for φ to be defined on (0, ε0]×K
for some ε0 > 0.
3 Scheme of construction
As was already pointed out in section 1, due to the lack of a canonical embedding
of the space of distributions into “special” variants of Colombeau algebras we shall
not consider these. Instead, we focus on “full” algebras (in the sense of [31], p. 31),
distinguished by the fact that such a canonical embedding is always available. El-
ements of full Colombeau algebras are equivalence classes of functions R taking as
arguments certain pairs (ϕ, x) consisting of a suitable test function ϕ ∈ D(Rs) and
a point x of Ω.
Every (full) Colombeau algebra is constructed according to the following blueprint
(where (Di), (Tj) stand for Definition i and Theorem j, respectively). (D5) and
(T6)–(T8) are only relevant if a diffeomorphism invariant type of algebra is to be
obtained.
(D1) E(Ω) (the “basic space”, see the remarks below); maps σ : C∞(Ω)→ E(Ω),
ι : D′(Ω)→ E(Ω).
(D2) DerivationsDi on E(Ω) (i = 1, . . . , s) extending the operators
∂
∂xi
of partial
differentiation on D′(Ω) resp. on C∞(Ω), i.e., Di ◦ ι = ι ◦ ∂∂xi and
Di ◦ σ = σ ◦
∂
∂xi
.
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(D3) EM(Ω) (⊆ E(Ω); the subspace of “moderate” functions).
(D4) N (Ω) (⊆ E(Ω); the subspace of “negligible” functions).
(T1) ι(D′(Ω)) ⊆ EM(Ω), σ(C∞(Ω)) ⊆ EM(Ω), (ι− σ)(C∞(Ω)) ⊆ N (Ω);
ι(D′(Ω)) ∩ N (Ω) = {0}.
(T2) EM(Ω) is a subalgebra of E(Ω).
(T3) N (Ω) is an ideal in EM(Ω).
(T4) EM(Ω) is invariant under each Di.
(T5) N (Ω) is invariant under each Di.
(D5) For each diffeomorphism µ : Ω˜→ Ω, a map µ¯ : DΩ˜ → DΩ
1 is defined in a
functorial way such that its “transpose” µˆ : E(Ω)→ E(Ω˜), µˆ(R) := R ◦ µ¯,
extends the usual effect µ has on distributions, i.e., µˆ ◦ ι = ι ◦ µ∗ where
for u ∈ D′(Ω), µ∗u is defined by 〈µ∗u, ϕ〉 := 〈u, (ϕ ◦ µ−1) · | detDµ−1|〉.
Similarly, we require µˆ ◦ σ = σ ◦ µ∗ on C∞(Ω).
(T6) The class of “scaled test objects ” (see below) is invariant under the action
induced by µ.
(T7) EM is invariant under µˆ, i.e., µˆ maps EM(Ω) into EM(Ω˜).
(T8) N is invariant under µˆ, i.e., µˆ maps N (Ω) into N (Ω˜).
(D6) G(Ω) := EM(Ω)
/
N (Ω).
For R ∈ EM(Ω), the class R +N (Ω) of R in G(Ω) will be denoted by [R].
The following comments are intended to motivate and clarify the preceding—admittedly
very formal—definition schemes and theorems.
ad (D1): Here, E(Ω) denotes some algebra of complex-valued functions having
appropriate smoothness properties on a suitable domain DΩ ⊆ D(Rs)×Ω. σ has to
be an injective algebra homomorphism, whereas ι just has to be linear and injective.
ad (D3), (D4): Membership of R ∈ E(Ω) in N (Ω) respectively EM(Ω) depends on
the “asymptotic” behaviour of R on certain paths in D(Rs)× Ω, where the second
component is constant whereas the first component, depending on ε as parameter,
tends to the delta distribution weakly as ε→ 0. Essentially, these paths are obtained
by applying the scaling operator Sε : ϕ 7→
1
εs
ϕ( .
ε
) (thereby introducing the parameter
ε) to so-called test objects. Typically, a test object is some fixed element ϕ ∈ D(Rs)
satisfying
∫
ϕ = 1 or a suitable bounded family φ(ε, x) ∈ D(Ω), parametrized by
ε ∈ I, x ∈ Ω, where again
∫
φ(ε, x)(ξ) dξ ≡ 1. Roughly speaking, R is defined to be
1Concerning D
Ω˜
, DΩ, see the remark on (D1) below.
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negligible if the values R attains on those “scaled test objects” tend to zero faster
than any positive power of ε, while it is called moderate if these values are bounded
by some fixed (negative) power of ε. In both cases, convergence in each derivative,
uniformly on compact subsets of Ω, is required. We will refer to those defining
procedures as testing for negligibility resp. moderateness (see also section 9).
ad (T1), (T3): N (Ω) has to be large enough to contain all σ(f) − ι(f) (f ∈
C∞(Ω)) (this renders ι
∣∣C∞(Ω) an algebra homomorphism by passing to a quotient by
N (Ω)), however small enough to intersect D′(Ω) just in {0} (this guarantees D′(Ω)
to be contained injectively in the quotient by N (Ω)). EM(Ω), on the other hand,
clearly has to be large enough to contain C∞(Ω) and D′(Ω) (via σ resp. ι), yet small
enough such that N (Ω) is an ideal in it: This will allow us to form the quotient
EM(Ω)
/
N (Ω).
ad (D5): µ∗ as defined above extends µ∗ : f 7→ f ◦ µ where the latter is viewed as
the action induced by µ on the smooth distribution f ∈ C∞(Ω). Hence we regard
distributions (and, in the sequel, non-linear generalized functions) as generalizations
of functions on the respective open set, acting as functionals on (smooth, compactly
supported) densities. This is in agreement with, for example, [27], however has to
be distinguished clearly from constructing distributions as distributional densities,
acting on (smooth, compactly supported) functions, as it is done, e.g., in [20].
ad (T7), (T8): Because of the forms of (D3) and (D4) as tests to be performed
on the elements R of E(Ω), with the appropriate type of (scaled) test objects being
inserted, (T7) as well as (T8) follow immediately from (T6), taking into account
(D5).
ad (D6): By this definition, G(Ω) is a differential algebra containing D′(Ω) via
ι followed by the canonical quotient map ((T1)–(T5)); by abuse of notation, we
will denote this embedding also by ι. Each diffeomorphism µ : Ω˜ → Ω induces a
map µˆ : G(Ω) → G(Ω˜) extending the usual action of µ on distributions such that
composition and identities are preserved by µ 7→ µˆ ((T7), (T8)).
Without the requirement of diffeomorphism invariance (as, for example, in [9]), the
smoothness property of R mentioned above only needs to refer to the variable x in
the pair (ϕ, x), thus involving only classical calculus. However, as mentioned already
in the introduction, to obtain a diffeomorphism invariant algebra we also have to
consider smoothness with respect to the test function ϕ. Therefore, in the following
section, we are going to outline the elements of calculus on locally convex spaces
which are required for the subsequent constructions. The path we will pursue in
this respect is different from the approaches taken so far and, in our view, has some
decisive advantages over these.
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4 Calculus
In the first versions of Colombeau algebras (on Rn or open subsets thereof), the
main ingredient was the algebra of smooth functions ϕ 7→ R(ϕ) on the ((LF)-)space
D of test functions (see [9]). Thus, from the very beginning, there had to be a theory
of differentiation on (certain non-Banach) locally convex spaces at the basis of the
construction of these algebras.
Colombeau’s approach in [9] employs the notion of Silva-differentiability ([46], [8])
where a map f : E ⊇ U → F from an open subset U of a locally convex space
E into another locally convex space F is called Silva-differentiable in x ∈ U if
there exists a bounded linear map (called f ′(x)) E → F such that the restriction
of the corresponding remainder function to sufficiently small homothetic images
of bounded subsets may be viewed as a map between suitable normed spaces and
satisfies a condition thereon which is completely analogous to the classical remainder
condition for Fre´chet-differentiable maps.
In later versions, Colombeau managed to circumvent this necessity by introducing
an additional variable x ∈ Rn into R which could carry the burden of smoothness:
For the construction of the algebra G(Ω) of [10] he now used functions R(ϕ, x)
which, for each fixed ϕ from (a certain affine subspace of) D, are smooth in x (in
the usual elementary sense—hence the title of [10]) whereas the dependence on ϕ
is completely arbitrary; ϕ just plays the roˆle of a parameter in this setting. Apart
from simplifying the general setup of the theory the introduction of x as a separate
variable was also crucial for solving differential equations in G(Ω).
However, when Colombeau and Meril in [13] began to develop a diffeomorphism
invariant version of the algebra G(Ω) of [10], they had to reintroduce the smooth
dependence of R on ϕ: Under the action of a diffeomorphism µ, ϕ changes to some
ϕ˜x depending on x. For the smoothness of the µ-transform of R (which, according
to (D5), is of the form (µˆR)(ϕ, x) = R(µ¯(ϕ, x)) = R(ϕ˜x, µx)) with respect to x,
obviously the smooth dependence of R also on its first argument ϕ is needed ([13],
p. 263). Concerning calculus on locally convex spaces, the authors—as the first of
them did already in [9]—refer to [8]. Omitting any details in this respect, they
rather invite the reader to admit the respective smoothness properties (p. 263).
Jel´ınek in [28] includes a section on calculus (items 9–16): In addition to [8], he
quotes [46] as reference for some results needed. The relevant statements are for-
mulated in terms of higher Fre´chet differentials.
Contrary to the above, we prefer to base our presentation on the notion of smooth-
ness as it is outlined in [30]. This approach seems to us to have a number of striking
advantages: On the one hand, the basic definition is very simple and easy to work
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with, a smooth map between locally convex spaces E, F being one that takes smooth
curves R → E to smooth curves R → F (by composition); the notion of a smooth
curve into a locally convex space obviously is without problems. We will denote by
C∞(E, F ) the space of smooth maps between E and F . For C∞(E,C), we will sim-
ply write C∞(E). On the other hand, all the basic theorems of differential calculus
can be reconstructed in this setting (see, e.g., the version of the mean value theorem
given in 4.5) and more than that (see, e.g., the exponential laws stated in 4.2 and 4.3
below and the differentiable uniform boundedness principle 4.7). As smooth curves
are continuous, the above definition of smoothness carries over to open subsets of
locally convex spaces. We will make use of this in the sequel and want to note
that in any of the theorems of this section, we may replace the respective locally
convex (domain) spaces by open subsets thereof whenever their linear structure is
not needed.
This notion of smoothness is a weaker one than Silva-differentiability but turns out
to be equivalent for a huge class of spaces, e.g. those which are complete and Montel
so that the two notions coincide in particular on the regular2 strict inductive limit
D(Ω) of Fre´chet spaces and each closed subspace thereof.
The seeming drawback of this (and any other reasonable such as Colombeau’s above-
mentioned) theory of differentiation is the fact that smooth maps (resp. their differ-
entials) need no longer be continuous. The fundamental roˆle played by continuity
in the classical context is taken over by the notion of boundedness: Indeed, the dif-
ference quotients of smooth curves converge in a stronger sense than the topological
one, so that continuity is not a necessary property for a map to be smooth. In
order to be able to test smoothness by composition with suitable families of linear
functionals (see, e.g., 4.7) one needs, in addition, a completeness property which is
weaker than completeness of the locally convex topology. Separated bornological
locally convex spaces which have this property are called convenient spaces and are
in some sense the most general class of linear spaces in which one can perform dif-
ferentiation and integration. As for each locally convex space there exists a finer
bornological locally convex topology with the same bornology, i.e., the same system
of bounded sets, bornologicity of the topology is not essential. It will be enough for
our purpose to confine ourselves to the particular case of complete locally convex
spaces.
In the sequel, we will endow the space C∞(R, F ) of smooth curves into the locally
convex space F with the locally convex topology of uniform convergence on compact
intervals in each derivative separately. More generally, we may consider on the space
2A strict inductive limit lim
−→
Eα is called regular if each bounded subset is contained in some
Eα. Note that every strict inductive limit of an increasing sequence En is regular, as is D(M) for
any paracompact (not necessarily separable) smooth manifold M .
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C∞(E, F ) the initial locally convex topology induced by the pullbacks along smooth
curves R→ E. It can be shown that the bounded sets associated with this topology
are the same as the ones associated with the topology of uniform convergence on
compact subsets in each differential (as defined for such maps in 4.4) separately.
Moreover, as mentioned in the introduction of this paper, for complete F , the latter
is again complete; see section 14 of the second part of this series ([25]) for details.
Testing of smoothness is particularly simple in the case of a linear map: A linear
map is smooth if and only if it is bounded. L(E, F ) will stand for the space of
bounded (smooth) linear maps between E, F .
4.1 Theorem. A map f from D(Ω) into a locally convex space E is smooth if and
only if for each K ⊂⊂ Ω, the restriction of f to DK(Ω) is smooth.
Proof. For the non-trivial part of the proof, consider a smooth curve c : R→ D(Ω).
Its restriction to any bounded interval J has a relatively compact, hence bounded
image. Therefore, c maps J into some DK(Ω) and the same holds for each derivative
of c since DK(Ω) is a closed subspace of D. By assumption, f ◦ c is smooth on J .
Since smoothness is a local property, we are done. ✷
The obvious generalization of the preceding theorem is true for any strict inductive
limit of a sequence of Fre´chet spaces. Its trivial part has an important consequence:
DK(Ω) being a Fre´chet space, the restriction to DK(Ω) of any smooth map f from
D(Ω) to any metrizable locally convex space E is continuous: Both on DK(Ω) and
E the so-called c∞-topology (see [30]) coincides with the metric topology ([30],
4.11.(1)); moreover, smooth maps are continuous with respect to the c∞-topology
([30], p. 8).
One of the particular features of the Fro¨licher-Kriegl-theory which considerably sim-
plify its application is the exponential law (cf. Theorem 3.12 and Corollary 3.13 in
[30]):
4.2 Theorem. Let E, F,G be locally convex spaces. Then the two spaces C∞(E ×
F,G) and C∞(E, C∞(F,G)) are isomorphic algebraically and bornologically, i.e., they
have the same bounded sets.
Replacing C∞ by L in 4.2 yields the exponential law for linear smooth maps. By
iteration one obtains (see Proposition 5.2 in [23]):
4.3 Theorem. Let n, k ∈ N and Ei, F (i = 1, . . . , n + k) locally convex spaces.
Then there is a bornological isomorphism
L(E1, . . . , En+k;F ) ∼= L(E1, . . . , En;L(En+1, . . . , En+k;F )).
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For later use, we present the analoga of items 10–16 in [28] in the setting of [30]:
4.4 Theorem. (Theorem 3.18 and Corollary 5.11 in [30]) Let E, F be locally
convex spaces. Then the differentiation operator d : C∞(E, F ) → C∞(E,L(E, F ))
given by
df(x)v := lim
t→0
f(x+ tv)− f(x)
t
exists and is linear and bounded (smooth). Hence, for n ∈ N one can form the
iterated differentiation operator
dn : C∞(E, F )→ C∞(E,L(E, . . . , L(E;F ) . . . )) ∼= C∞(E,L(E, . . . , E;F ))
which is smooth and linear and has values in C∞(E,Lsym(E, . . . , E;F )), where
Lsym(E, . . . , E;F ) stands for the space of smooth n-linear symmetric maps between
E × · · · × E and F . Also, the chain rule holds:
d(f ◦ g)(x)v = df(g(x))dg(x)v.
It is shown in [30], 1.4, that, given a curve which is smooth from (an open neigh-
borhood of) R ⊇ [a, b] to E, the difference quotient c(b)−c(a)
b−a is an element of
conv{c′(t) : t ∈ [a, b]}, where conv denotes the closed convex hull. By virtue of
the chain rule given in 4.4, this is equivalent to
4.5 Proposition. (Mean Value Theorem) Let f : E ⊇ U → F be smooth, where
U is an open neighborhood of a segment [x, x+ v] ⊆ E. Then
f(x+ v)− f(x) ∈ conv{df(x+ tv)(v) : t ∈ [0, 1]}.
As a consequence of 4.2, for each smooth map f ∈ C∞(F,G), the maps f∗ :
C∞(E, F ) → C∞(E,G) and f ∗ : C∞(G,E) → C∞(F,E) are smooth. In particu-
lar, for a smooth map f ∈ C∞(E×F,G) we may define smooth linear “operators of
partial differentials” d1, d2 as
d1 := (ι
∗
E)∗ ◦ d : C
∞(E × F,G)→ C∞(E × F, L(E,G))
and
d2 := (ι
∗
F )∗ ◦ d : C
∞(E × F,G)→ C∞(E × F, L(F,G)),
where ιE , ιF denote the natural embeddings of E resp. F into E×F . Obviously, we
have
d1f(x)(v) = df(x)(ιE(v)) = lim
t→0
f(x+ tιE(v))− f(x)
t
,
which yields an alternative definition of d1, which makes sense also for maps f :
E × F → G which are not a priori known to be smooth on E × F .
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4.6 Proposition. A map on E×F is smooth if and only if both partial differentials
d1, d2 exist and are smooth as maps on E × F . In this case the differential d equals
the sum (pr∗1)∗ ◦d1+(pr
∗
2)∗ ◦d2 of the partial differentials; the iterated mixed second
derivatives coincide via the isomorphism L(E,L(F,G)) ∼= L(F, L(E,G)) which is a
consequence of 4.2.
Proof. Necessity follows by what has been remarked above together with the
symmetry of iterated derivatives stated in 4.4. For sufficiency, consider the map
d˜f ∈ C∞(E × F, L(E × F,G)) defined by d˜f(x)(v1, v2) := d1f(x)(v1) + d2f(x)(v2).
Then obviously for fixed x the map (t, v) 7→ d˜f(x + tv)(v) is smooth from [0, 1] ×
E×F → G and hence can be viewed as an element of C∞([0, 1], C∞(E×F,G)). By
[30], 2.7, a smooth curve is Riemann integrable, the Riemann integral leads again
into C∞(E × F,G) and commutes with the application of smooth linear maps. It
follows that the map
v 7→ f(x) +
∫ 1
0
d˜f(x+ tv)(v)dt
is smooth on E × F and it suffices to verify that the expression on the right hand
side equals f(x+v) in order to obtain smoothness of f on E×F . For this, note that
for each fixed segment [x, x+ v], we can recover the claimed identity from the finite
dimensional one by composing the restriction of f to the segment with bounded
linear functionals. ✷
The differentiable uniform boundedness principle (see 4.4.7 in [23]) constitutes an
extremely useful tool for testing smoothness of linear maps into spaces of smooth
functions:
4.7 Theorem. Let E, F,G be locally convex spaces, E,G complete. A linear map
E → C∞(F,G) is smooth if and and only if its composition with the evaluation evx
for each x ∈ F is smooth.
If we endow the space C∞(X,R) (in the present paper, X will be one of the spaces
D(Ω),D(Ω)×Ω,A0(Ω)×Ω or A0(Rs)×Ω) with the topology of uniform convergence
on compact subsets in each derivative, i.e., in each iterated differential separately,
then by considering the corresponding seminorms one sees that taking the differential
constitutes a continuous linear operation. To be precise, the space A0(Rs) is not a
linear space itself but the affine image of the closed linear subspace E := A00(Rs) ⊆
D(Rs) and may be identified with the latter. A map on A0(Rs) is then said to be
smooth if it is the pullback of a smooth map on E under the affine isomorphism.
We say that the smooth structure on A0(Rs) is induced by its isomorphism with
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E. This is a simple example of the notion of a smooth space as introduced in [23].
Locally convex spaces may be viewed as smooth spaces with a compatible linear
structure.
4.8 Proposition. The following maps (to be defined in section 5) are smooth: The
linear maps Sε : D(Rs) → D(Rs), Tx : D(Rs) → D(Rs) and (ϕ, x) 7→ µ¯X(ϕ, x),
R 7→ µˆXR (X ∈ {C, J}), as well as the non-linear maps S, T , x 7→ Tx, x 7→ Txϕ,
(ϕ, x) 7→ Txϕ.
Proof. Smoothness of Sε, Tx, µ¯
X , µˆX follows by our remarks preceding 4.1 and
following 4.5, respectively, as each of these maps is essentially a pullback of a smooth
map by definition. As the map S : (ε, ϕ) 7→ Sεϕ) is linear in ϕ, it follows by the
exponential law 4.2 and the uniform boundedness principle 4.7 that S is smooth iff
it is separately smooth, i.e., if and only if the maps Sε and (ε 7→ Sεϕ) are smooth.
While smoothness of the former is already established, the latter is a curve which is
obviously smooth off 0 and we are done. In a similar fashion, we obtain smoothness
of T and all the maps associated with it. ✷
5 C- and J-formalism
Colombeau in [10] and in [13] (together with Meril) on the one hand and Jel´ınek
in [28] on the other hand used different, yet equivalent formalisms to describe their
respective constructions of Colombeau algebras: For embedding the space D′(Rs) of
distributions on Rs into the space EM(R
s) of representatives of generalized functions,
they chose different (linear injective) maps which we denote by ιC ([10], [13]) and ιJ
([28], compare also [9]), respectively. On a distribution given by a smooth function
f on Rs, ιC and ιJ are defined by
(ιCf)(ϕ, x) :=
∫
f(y)ϕ(y − x) dy (1)
resp.
(ιJf)(ϕ, x) :=
∫
f(y)ϕ(y) dy. (2)
Here, ϕ denotes a test function from the subspace A0(R
s) of D(Rs) while x ∈ Rs.
There are good reasons for either of these choices of the embedding; we are going to
discuss their respective merits below. In this section we show that both formalisms
are actually equivalent and establish a translation formalism allowing to change from
one setting to the other at any stage of the presentation.
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5.1 Definition. For ε ∈ I and x ∈ Rs define the following operators:
Tx : D(R
s) ∋ ϕ 7→ Txϕ := ϕ(.− x) ∈ D(R
s) (3)
Sε : D(R
s) ∋ ϕ 7→ Sεϕ :=
1
εs
ϕ
( .
ε
)
∈ D(Rs) (4)
S : (0,∞)×D(Rs) ∋ (ε, ϕ) 7→ Sεϕ ∈ D(R
s) (5)
T : D(Rs)× Rs ∋ (ϕ, x) 7→ T (ϕ, x) := (Txϕ, x) ∈ D(R
s)× Rs (6)
S(ε) : D(Rs)× Rs ∋ (ϕ, x) 7→ S(ε)(ϕ, x) := (Sεϕ, x) ∈ D(R
s)× Rs. (7)
Tx and Sε are linear. All the operators introduced in the preceding definition are
one-one and onto; moreover, they are continuous and smooth with respect to the
natural topologies (see section 4).
In a next step, we take (1) and (2) as a starting point for the determination of
suitable domains for representatives of generalized functions on an open subset Ω
of Rs: Assuming x ∈ Ω in (1) and (2), it is immediate that in (2) ϕ has to have its
support in Ω, whereas for (1) to be well-defined for any smooth function f on Ω,
the support of ϕ must be contained in Ω − x. This motivates the introduction of
the following sets:
5.2 Definition. Let ε ∈ I.
U(Ω) := T−1(A0(Ω)× Ω) = {(ϕ, x) ∈ A0(Rs)× Ω | suppϕ ⊆ Ω− x}
Uε(Ω) := (S
(ε))−1(U(Ω)) =
= (TS(ε))−1(A0(Ω)× Ω) = {(ϕ, x) ∈ A0(Rs)× Ω | suppϕ ⊆ ε−1(Ω− x)}
The notation U(Ω) is due to Colombeau ([10], 1.2.1). By definition, the maps
T : U(Ω) → A0(Ω) × Ω and S(ε) : Uε(Ω) → U(Ω) are algebraic isomorphisms in
the sense that they are bijective and linear in the first argument. The question
of topology, however, is somewhat subtle: Let τΩ denote the product of the (LF)-
topology of D(Ω) and the Euclidean topology on Ω; abbreviate τRs as τ0. Then on
A0(Ω)×Ω, the topology τΩ without doubt is the appropriate one to consider, rather
than (the restriction of) τ0. For U(Ω), on the other hand, the topology τ1 induced by
τ0 and the topology τ2 := T
−1τΩ both seem to be natural choices. (Note that τ1 can
be obtained equally as T−1τ0, due to T being a homeomorphism with respect to τ0.)
As the following example (which can easily be generalized to arbitrary non-trivial
open subsets of Rs) shows, τ1 is strictly coarser than τ2 in general.
5.3 Example. Let Ω := {x ∈ R | x > −1}. Choose ϕ ∈ D(Ω) with suppϕ = [0, 1]
and
∫
ϕ = 0. Pick any ρ ∈ A0(Ω) such that supp ρ ⊆ [1, 2]. Letting ψn :=
14
ρ+ 1
n
ϕ(.+ n−1
n
) ∈ A0(Ω), it is easy to check that T−1(ψn, 0) = (ψn, 0) ∈ U(Ω) tends
to (ρ, 0) ∈ U(Ω) with respect to τ1, yet is not convergent (in fact, not even bounded)
with respect to τ2.
The situation is similar in the case of Uε(Ω): Apart from the topology τ1,ε induced
by the topology τ0 of A0(R
s)×Rs via inclusion, the natural topology τΩ of A0(Ω)×Ω
via TS(ε) induces a topology τ2,ε which, in general, is strictly finer than τ1,ε.
Now, in order to have the respective formalisms of Colombeau and Jel´ınek equiva-
lent, we want T : U(Ω)→ A0(Ω)×Ω and S(ε) : Uε(Ω)→ U(Ω) to be also topological
isomorphisms (hence diffeomorphisms). This amounts to endowing U(Ω) and Uε(Ω)
with the topologies τ2 resp. τ2,ε induced via T resp. TS
(ε). Thus we adopt the
following convention:
Whenever questions of topology (in particular, boundedness) or smoothness on U(Ω)
or Uε(Ω) are discussed, we consider their topologies to be τ2 resp. τ2,ε, i.e., those
induced by the natural topology of A0(Ω)× Ω via T resp. TS(ε).
To phrase it differently, U(Ω) can be viewed as (infinite-dimensional) smooth ma-
nifold, modelled over A0(Ω) × Ω, having an atlas consisting of a single chart T .
A similar statement is valid for Uε(Ω) and TS
(ε). The importance as well as the
subtlety of distinguishing between τ1 and τ2 are highlighted in example 5.9 below.
We are now able to introduce the basic spaces of smooth functions on which the
construction of diffeomorphism invariant Colombeau algebras is built.
5.4 Definition.
EJ(Ω) := C∞(A0(Ω)× Ω) (8)
EC(Ω) := C∞(U(Ω)) (9)
By our above choice of topologies, T ∗ indeed maps EJ(Ω) bijectively onto EC(Ω).
The next definition shows how the space of distributions on Ω is to be embedded
into EJ(Ω) resp. EC(Ω).
5.5 Definition. For u ∈ D′(Ω), define
ιJ : D′(Ω)→ EJ(Ω) (ιJu)(ϕ, x) := 〈u, ϕ〉
ιC : D′(Ω)→ EC(Ω) (ιCu)(ϕ, x) := 〈u, ϕ(.− x)〉
By definition, ιC = T ∗ ◦ ιJ .
It remains to introduce the respective extensions of partial differentiation fromD′(Ω)
to EC(Ω) resp. EJ(Ω) and the respective actions of a diffeomorphism.
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5.6 Definition. For i = 1, . . . , s, define
DCi : E
C(Ω)→ EC(Ω) DCi := ∂i,
DJi : E
J (Ω)→ EJ (Ω) DJi := (T
∗)−1 ◦ ∂i ◦ T ∗,
i.e., for R ∈ EJ (Ω), (ϕ, x) ∈ A0(Ω)× Ω we set
(DJi R)(ϕ, x) := −((d1R)(ϕ, x))(∂iϕ) + (∂iR)(ϕ, x).
Of course we have to demonstrate that for given R ∈ EC(Ω) and (ϕ, x) ∈ U(Ω),
(DCi R)(ϕ, x) in fact exists and that (ϕ, x) 7→ (D
C
i R)(ϕ, x) is smooth on U(Ω) with
respect to τ2 (and similar for R ∈ EJ(Ω) and DJi ). This being a non-trivial task—in
particular for the case of the innocent-looking map DCi = ∂i [sic!]—requiring some
technical prerequisites, we have to defer it to the following section.
Commutativity of the following diagram is immediate:
D′(Ω)
∂i−−−→ D′(Ω)yιC yιC
EC(Ω)
DCi−−−→ EC(Ω)xT ∗ xT ∗
EJ(Ω)
DJi−−−→ EJ(Ω)
5.7 Definition. Let µ : Ω˜→ Ω be a diffeomorphism. Define
µ¯J : A0(Ω˜)× Ω˜ → A0(Ω)× Ω
µ¯C : U(Ω˜) → U(Ω)
µ¯ε : Uε(Ω˜) → Uε(Ω)
by
µ¯J (ϕ˜, x˜) :=
(
(ϕ˜ ◦ µ−1) · | detDµ−1| , µx˜
)
,
µ¯C(ϕ˜, x˜) :=
(
T−1 ◦ µ¯J ◦ T
)
(ϕ˜, x˜)
=
(
ϕ˜(µ−1(.+ µx˜)− x˜) · | detDµ−1(.+ µx˜)| , µx˜
)
.
µ¯ε(ϕ˜, x˜) :=
(
(S(ε))−1 ◦ T−1 ◦ µ¯J ◦ T ◦ S(ε)
)
(ϕ˜, x˜)
=
(
ϕ˜
(
µ−1(ε.+ µx˜)− x˜
ε
)
· | detDµ−1(ε.+ µx˜)| , µx˜
)
.
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5.8 Definition. Let µ : Ω˜→ Ω be a diffeomorphism and ε ∈ I. Define
µˆJ : EJ(Ω) → EJ(Ω˜)
µˆC : EC(Ω) → EC(Ω˜)
µˆε : C∞(Uε(Ω)) → C∞(Uε(Ω˜))
by µˆJ := (µ¯J)∗, µˆC := (µ¯C)∗, µˆε := (µ¯ε)∗, i.e.,
(µˆJR)(ϕ˜, x˜) := R(µ¯J (ϕ˜, x˜)) (R ∈ EJ (Ω), (ϕ˜, x˜) ∈ A0(Ω˜)× Ω˜),
(µˆCR)(ϕ˜, x˜) := R(µ¯C(ϕ˜, x˜)) (R ∈ EC(Ω), (ϕ˜, x˜) ∈ U(Ω˜)),
(µˆεR)(ϕ˜, x˜) := R(µ¯ε (ϕ˜, x˜)) (R ∈ C
∞(Uε(Ω)), (ϕ˜, x˜) ∈ Uε(Ω˜)).
For X ∈ {C, J} we obtain
D′(Ω)
µ∗
−−−→ D′(Ω˜)yιX yιX
EX(Ω)
µˆX
−−−→ EX(Ω˜)
where for u ∈ D′(Ω), µ∗u is defined by 〈µ∗u, ϕ〉 := 〈u, (ϕ ◦ µ−1) · | detDµ−1|〉 (ϕ ∈
D(Ω)) which extends f 7→ µ∗f = f ◦ µ for f ∈ C∞(Ω).
Uε(Ω˜)
µ¯ε
−−−→ Uε(Ω)yS(ε) yS(ε)
U(Ω˜)
µ¯C
−−−→ U(Ω)yT yT
A0(Ω˜)× Ω˜
µ¯J
−−−→ A0(Ω)× Ω
C∞(Uε(Ω˜))
µˆε
←−−− C∞(Uε(Ω))x(S(ε))∗ x(S(ε))∗
EC(Ω˜)
µˆC
←−−− EC(Ω)xT ∗ xT ∗
EJ(Ω˜)
µˆJ
←−−− EJ(Ω)
Definitions 5.7 and 5.8 reflect the fact that in Definition (D5) of section 3, we
chose to regard distributions (and, in the sequel, non-linear generalized functions)
as generalizations of functions, acting as functionals on test densities (compare,
e.g., [27]). This approach has to be distinguished from constructing distributions as
distributional densities, acting on test functions (see, e.g., [20]).
In the following table, we compare the C-formalism and the J-formalism regarding
simplicity of the respective definitions and, in the last item, the degree of familiarity.
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C-formalism Feature J-formalism
− domain of basic space E(Ω) +
− smoothness structure +
− embedding of D′(Ω) +
+ formula for differentiation −
+ solving differential equations −
− action induced by a diffeomorphism +
+ formula for testing −
− generalization to manifolds +
+ tradition −
The distribution of the +’s and −’s in the table should be rather obvious by in-
specting the corresponding definitions. Due to the absence of a linear structure on
a general smooth manifold, it is clear that the C-formalism does not lend itself to
a definition of non-linear generalized functions on manifolds based only on intrinsic
terms, whereas the J-formalism in fact does permit such a construction; see [26].
We conclude this section by presenting an example that emphasizes the importance
of carefully distinguishing between the topologies τ1 and τ2 on U(Ω).
5.9 Example. We will specify an open subset Ω of R2, a line segment of the form
Φ(t) := (ϕ, z) + t(ψ, v) (−1 ≤ t ≤ 1) in U(Ω) and a distribution u on Ω such that
lim
t→0
(ιCu)(Φ(t))− (ιCu)(Φ(0))
t
=∞.
This seems to suggest that in the point (ϕ, z), the function ιCu on U(Ω) (which ought
to be smooth according to our definitions) has no directional derivative with respect
to (ψ, v); or, to phrase it differently, that the composition of the functions ιCu and
Φ (both of which have the appearence of being smooth) is not even differentiable in
(ϕ, z). We will leave the solution to this puzzle for the end of the example. First we
give the details of the construction.
Let Ω := {(x, y) ∈ R2 | x > −y2 − 1}, z := (0, 0), v := (0, 1). Choose ρ1 ∈ D(R)
such that supp ρ1 ⊆ [0,
3
2
] and ρ1(x) = exp(−
1
x
) on I. Let c :=
∫
ρ1 and choose
ρ2 ∈ D(R) such that supp ρ2 ⊆ [
3
2
, 2] and
∫
ρ2 = 1. Then ρ := ρ1 − cρ2 has its
support contained in [0, 2], coincides with exp(− 1
x
) on I and satisfies
∫
ρ = 0. Pick
ω ∈ D(R) with the properties suppω = [−2,+2], 0 ≤ ω ≤ 1 and ω ≡ 1 on [−1,+1].
Now define ψ ∈ D(R2) by ψ(x, y) := ω(y) · ρ(x+ 1− y2).
Finally, in order to obtain Φ as defined above, take any ϕ ∈ A0(R2) whose support
is located at the right hand side of the line given by x = 6. It is easy to check that
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Φ(t) = (ϕ+ tψ, z + tv) belongs to U(Ω) for all t ∈ [−1,+1].
Now there is still u to be defined. To this end, let
f(x) :=
{
1
x2
exp( 1
x
+ 2
x2
) (0 < x < 1)
0 (x ≥ 1)
.
For σ ∈ D(Ω) define the distribution u ∈ D′(Ω) by
〈u, σ〉 :=
0∫
−1
f(x+ 1)σ(x, 0) dx =
1∫
0
f(x)σ(x− 1, 0) dx.
For 0 < |t| ≤ 1, it follows
1
t
[(ιCu)(ϕ+ tψ, z + tv)− (ιCu)(ϕ, z)] =
1
t
t〈u, ψ(x, y − t)〉 =
1∫
0
f(x)ρ(x− t2) dx.
We will show that for 0 < |t| ≤ 1√
2
, the value of the last integral can be estimated
from below by exp( 1
t2
− 1)− exp(1), thus tending to infinity for t→ 0. Substituting
x = 1
u
, t2 = 1
v
, we obtain
1∫
0
f(x)ρ(x− t2) dx =
v∫
1
eu+2u
2
e−
vu
v−u du ≥
v−1∫
1
e2u
2
e−
u2
v−u du ≥
v−1∫
1
e2u
2
e−u
2
du
≥
v−1∫
1
eu du = ev−1 − e = e
1
t2
−1 − e.
The apparent inconsistencies mentioned at the beginning of the example dissolve by
taking into account that, in fact, both τ1 and τ2 are involved in the argument: The
statement that Φ : [−1,+1] → U(Ω) is smooth is true only if it refers to τ1 (the
image of any neighborhood of 0 under Φ is even unbounded with respect to τ2 since
the supports of T (Φ(t)) are not contained in any compact subset of Ω around t = 0).
The statement that ιCu is smooth is true only if U(Ω) is endowed with the topology
τ2 induced by the natural topology τΩ of A0(Ω) × Ω via T . τ2 being strictly finer
than τ1, we cannot infer the differentiability of (ι
Cu)◦Φ from the actual smoothness
properties of ιCu resp. Φ. Another way of capturing the problem is by pointing out
that (ψ, v) is not a member of the tangent space to U(Ω) at (ϕ, z) (in the sense of
the following section) since suppψ is not contained in Ω− z = Ω.
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6 Calculus on Uε(Ω)
The purpose of this section is to develop an appropriate framework for defining and
handling differentials of any order of a function f : Uε(Ω)→ C which is smooth with
respect to τ2,ε (by definition, f is of the form f0◦T ◦S(ε) where f0 ∈ C∞(A0(Ω)×Ω)).
By choosing ε = 1, this includes the case of smooth functions on U(Ω), i.e., of
elements of the basic space EC(Ω). As a matter of fact, the author of [28] has payed
only minor attention to these questions. However, it should be clear even from a
glimpse at sections 7 and 10, in particular, that a sound definition and a proper
handling of the differentials of Rε := R
J ◦ T ◦ S(ε) = RC ◦ S(ε) are crucial for the
construction of a diffeomorphism invariant Colombeau algebra.
To start with, we discuss an important property of the sets Uε(Ω) which will be fun-
damental in the sequel at many places. Loosely speaking, every subset of A0(Rs)×Ω
which is “not too large” finally gets into Uε(Ω) by scaling and does not feel any dif-
ference between τ1,ε and τ2,ε. To this end, we introduce the following notation:
6.1 Definition. For every compact subset K of Ω define
A0,K(Ω) := {ϕ ∈ A0(Ω) | suppϕ ⊆ K},
A00,K(Ω) := {ϕ ∈ A00(Ω) | suppϕ ⊆ K},
UK(Ω) := T
−1(A0,K(Ω)× Ω),
Uε,K(Ω) := (S
(ε))−1(UK(Ω)).
By definition, we have
UK(Ω) = {(ϕ, x) ∈ A0(R
s)× Ω | suppϕ ⊆ K − x},
Uε,K(Ω) = (S
(ε))−1T−1(A0,K(Ω)× Ω)
= {(ϕ, x) ∈ A0(R
s)× Ω | suppϕ ⊆ ε−1(K − x)}.
Then it is immediate that for K ⊂⊂ Ω, the topologies on A0,K(Ω) inherited from
the natural topologies of A0(Rs) and A0(Ω), respectively, coincide. Consequently,
on UK(Ω) the topologies τ1 and τ2 are equal, as are τ1,ε and τ2,ε on Uε,K(Ω).
We now are in a position to complement Definition 5.6 by establishing that the
derivation operators DCi and D
J
i are in fact well-defined. From the explicit formulas
for DCi resp. D
J
i one is certainly tempted to view the former as being the simpler
one of them since it does not seem to involve infinite-dimensional calculus. Yet
appearances are deceiving in this case: Since we have to view U(Ω) as a manifold
modelled over A0(Ω) × Ω the only legitimate way of interpreting (DCi R
C)(ϕ, x) =
(∂iR
C)(ϕ, x) is to push forward the curve t 7→ (ϕ, x + tei) via T to A0(Ω) × Ω
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and to study the directional derivative of RC ◦ T−1 along c : t 7→ T (ϕ, x + tei) =
(ϕ( . − (x+ tei)), x+ tei) at t = 0.
To this end, first note that for small absolute values of t, c actually takes values
in A0(Ω) × Ω. Moreover, t 7→ c(t) is a smooth curve in A0(Ω) × Ω with respect
to τ0, for the time being, according to Proposition 4.8. Since c maps some interval
[−δ,+δ] into A0,K(Ω)×Ω for a suitable K ⊂⊂ Ω, the restriction of c to (−δ,+δ) is
smooth even with respect to τΩ. Therefore, the directional derivative of R
C ◦ T−1
along c : t 7→ T (ϕ, x + tei) = (ϕ( . − (x + tei)), x + tei) at t = 0 exists. Having
established existence, we can calculate its value as being given by
lim
t→0
1
t
[R ◦ T−1(c(t))−R ◦ T−1(c(0))] = lim
t→0
1
t
[R(ϕ, x+ tei)− R(ϕ, x)].
Thus the usual formula works for RC ∈ C∞(U(Ω)) and DCi = ∂i, although U(Ω) is
not a linear space.
Finally, to see that ∂iR
C is again smooth, we have to convince ourselves that (∂iR
C)◦
T−1 = (T−1)∗DCi R
C = DJi (T
−1)∗RC = DJi (R
C ◦ T−1) is smooth on A0(Ω) × Ω.
Since, by definition, RJ := RC ◦ T−1 is smooth on A0(Ω)×Ω, so are its differential
d1(R
C ◦T−1) and its partial derivative ∂i(RC ◦T−1) on their respective domains. By
Definition 5.6, DJi (R
C ◦ T−1) = (DCi R
C) ◦ T−1 is smooth which is equivalent to the
smoothness of DCi R
C on U(Ω). The smoothness of DJi R
J for given RJ ∈ EJ(Ω), on
the other hand, is immediate solely by the last part of the argument given above.
Let us return to studying the sets Uε(Ω). For the purpose of reference, the following
observation is formulated as a lemma.
6.2 Lemma. Let K ⊂⊂ L ⊂⊂ Rs and let B be a subset of D(Rs) such that all
ϕ ∈ B have their supports contained in some bounded set. Then there exists η > 0
such that suppSε(ϕ) ⊆ L− x for all ε ≤ η and ϕ ∈ B, x ∈ K.
Proof. Set h := dist(K, ∂L). Then for each x ∈ K, L contains the closed ball Bh(x)
of radius h around x. If, on the other hand, the compact ball D := Br(0) contains
the supports of all ϕ ∈ B then putting η := h
r
will do: We have suppSε(ϕ) + x ⊆
εD + x ⊆ L for ε ≤ η, ϕ ∈ B, x ∈ K. ✷
6.3 Proposition. Let K ⊂⊂ L ⊂⊂ Ω and let B be a subset of A0(Rs) such that all
ϕ ∈ B have their support contained in some fixed bounded subset of Rs. Then there
exists η > 0 such that B×K ⊆ Uε,L(Ω) for all ε ≤ η. In particular, B×K ⊆ Uε(Ω)
and the restrictions of τ1,ε and τ2,ε to B ×K are equal.
Proof. L, K and B satisfying the assumptions of Lemma 6.2, we obtain η > 0 such
that suppSε(ϕ) ⊆ L− x, i.e., (ϕ, x) ∈ Uε,L(Ω) for all ε ≤ η and ϕ ∈ B, x ∈ K. ✷
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The fact that for small ε the topologies τ1,ε and τ2,ε agree on sets of the form B×K
as above is crucial to get the smoothness properties right when it comes to testing
for moderateness resp. negligibility, as we will see.
With these prerequisites at hand, we now are ready to introduce the tangent space
of Uε(Ω) and to define differentials of all orders of a smooth function defined on
Uε(Ω). From an abstract point of view, the tangent space of Uε(Ω) with respect to
τ2,ε at the point (ϕ, x) ∈ Uε(Ω) is isomorphic to A00(Ω)× Ω; to the tangent vector
(σ, v) ∈ A00(Ω)× Rs at (ρ, x) ∈ A0(Ω)× Ω there corresponds the “tangent vector”
(S 1
ε
T−x(σ+dρ · v), v) ∈ A00(Rs)×Rs at (ϕ, x) = (T ◦ S(ε))−1(ρ, x) = (S 1
ε
T−xρ, x) ∈
Uε(Ω) where dρ · v denotes the directional derivative of ρ with respect to v. The
preceding formula is obtained by taking the derivative at t = 0 of the smooth curve
t 7→ (T ◦ S(ε))−1(ρ + tσ, x + tv). In this sense, the tangent space to Uε(Ω) at
(ϕ, x) ∈ Uε(Ω) can be identified with the set of all (ψ, v) ∈ A00(Rs)× Rs satisfying
suppψ ⊆ Ω−x
ε
. Note that in this case the kinematic tangent space coincides with the
operational one (the space of derivations defined on the smooth functions): In fact,
by [30], 28.7., and [22], this is true for the space D(Ω) (more generally, for smooth
sections with compact support of vector bundles over a manifold) and hence by [22]
for its complemented subspace A0(Ω).
Essentially, Proposition 6.3 also applies to tangent vectors:
6.4 Proposition. Let K ⊂⊂ L ⊂⊂ Ω and let B,C be subsets of A0(Rs) resp.
A00(Rs) such that all ω ∈ B ∪ C have their supports contained in a fixed bounded
subset of Rs. Then there exists η > 0 such that B × K ⊆ Uε,L(Ω) and C × R
s is
contained in the tangent space to Uε(Ω) at (ϕ, x) for all (ϕ, x) ∈ B ×K.
The proof is virtually the same as for Proposition 6.3, with B now replaced by B∪C;
it even yields suppψ ⊆ L−x
ε
for all tangent vectors (ψ, v) with ψ ∈ C.
Now let f : Uε(Ω)→ C be a function which is smooth with respect to τ2,ε. Basically,
dnf ought to be defined on the n-fold tangent space to Uε(Ω), that is, on
T nUε(Ω) :=
⊔
(ϕ,x)∈Uε(Ω)
{(ϕ, x)} × {(ψ, v) ∈ A00(R
s)× Rs | suppψ ⊆
Ω− x
ε
}n.
f being assumed as smooth with respect to τ2,ε by definition, we cannot use a priori
the structure of the surrounding space A0(Rs) × Ω to define d
nf . Instead, we will
decompose Uε(Ω) (which has to be viewed as a manifold modelled over A0(Ω)×Ω)
into a family of subsets which is characteristic for smoothness of a function with
respect to τ2,ε in the sense that f is smooth on Uε(Ω) if and only if the restriction of
f to any of these subsets is smooth, yet this time—due to equality of τ1,ε and τ2,ε on
each of these subsets—either with respect to τ1,ε or τ2,ε. This allows the calculus of
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A0(Rs)× Ω to be applied to f . In particular, differentials of f of any order can be
computed already from the restrictions of f to these subsets; the chain rule holds.
For the following, fix ε ∈ I. We will simply write S in place of S(ε).
6.5 Proposition. For given x ∈ Ω and L ⊂⊂ Ω, set K := Kx,L :=
L−x
ε
(⊂⊂ Ω−x
ε
);
choose a compact set M := ML and a positive number h := hL such that L ⊂⊂
M ⊂⊂ Ω and 0 < h < dist(L, ∂M). Finally, set U := Ux,L := Bh(x). Then
T nUε(Ω) =
⋃
x∈Ω
L⊂⊂Ω
A0,K(R
s)× U ×
(
A00,K(R
s)× Rs
)n
=
⋃
x∈Ω
L⊂⊂Ω
T n
(
A0,K(R
s)× U
)
. (10)
In particular, Uε(Ω) =
⋃
x∈Ω
L⊂⊂Ω
A0,K(Rs) × U . Moreover, each set A0,K(Rs) × U is
contained in the corresponding set Uε,M(Ω).
Proof. For y ∈ U , we have K = L+(y−x)−y
ε
⊆ M−y
ε
. Consequently, A0,K(Rs) × U
is a subset of Uε,M(Ω)(⊆ Uε(Ω)) and any (ψ, v) ∈ A00,K(Rs) × Rs belongs to the
tangent space of Uε(Ω) at (ϕ, y) for arbitrary (ϕ, y) ∈ A0,K(R
s) × U . Conversely,
if (ϕ, x) ∈ Uε(Ω) and vectors (ψi, vi) (i = 1 . . . , n) tangent to Uε(Ω) at (ϕ, x) are
given, set L := x + ε · (suppϕ ∪
n⋃
i=0
suppψi). Noting that L ⊂⊂ Ω, we obtain
(ϕ, x) ∈ A0,Kx,L(R
s) × Ux,L and (ψi, vi) ∈ A00,Kx,L(R
s) × Rs. This establishes (10).
The last statement of the proposition has already been shown above. ✷
6.6 Theorem. Let f : Uε(Ω) → C. f is smooth (with respect to τ2,ε) if and only
if the restriction of f to every set A0,H(Rs)× V is smooth with respect to τ1,ε where
H ⊂⊂ Rs, V is an open subset of Ω and A0,H(R
s)× V is contained in Uε,N(Ω) for
some N ⊂⊂ Ω.
Proof. To begin with, note that it follows from A0,H(Rs)× V ⊆ Uε,N(Ω) that τ1,ε
and τ2,ε agree on A0,H(Rs)× V . Assuming f to be smooth with respect to τ2,ε it is
now clear that its restriction to any set A0,H(Rs)×V is smooth with respect to τ1,ε.
Conversely, suppose that f is smooth with respect to τ1,ε on any set A0,K(Rs)× U
as defined in Proposition 6.5. Let L1 ⊂⊂ Ω and x ∈ Ω. In a first step, we show that
there exists an open neighborhood Vx of x such that (T ◦ S)
−1(A0,L1(Ω) × Vx) ⊆
A0,K(Rs)×U for some K = Kx,L, U = Ux,L: Choose L as to satisfy L1 ⊂⊂ L ⊂⊂ Ω
and defineK,M , h, U as it had been done in Proposition 6.5; finally, set Vx := Br(x)
where r := min(h, dist(L1, ∂L)). For ϕ ∈ A0,L1(Ω) and y ∈ Vx it now follows that
y ∈ U and suppS 1
ε
T−yϕ = 1ε · (suppϕ − y) ⊆
L1−y
ε
= L1+(x−y)−x
ε
⊆ L−x
ε
= K.
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Altogether, (T ◦S)−1(ϕ, y) ∈ A0,K(Rs)×U . By assumption and due to the inclusion
relation just shown, f◦(T ◦S)−1 is smooth on every set A0,L1(Ω)×Vx. Since L1 ⊂⊂ Ω
and x ∈ Ω have been arbitrary, f ◦ (T ◦ S)−1 is smooth on the whole of A0(Ω)× Ω
according to (an obvious modification of) Theorem 4.1. By definition, f is smooth.
✷
An inspection of the preceding proof shows that it is even sufficient for the smooth-
ness of f that the condition stated in the theorem is satisfied for all H = Kx,L,
V = Ux,L where H = Kx,L, V = Ux,L are defined as in Proposition 6.5.
Theorem 6.6 allows us to define dnf on every set A0,H(Rs) × V as above which is
contained in some set of the form Uε,N(Ω) with N ⊂⊂ Ω. Since the sets A0,H(Rs)×V
cover Uε(Ω), the differentials of f are defined globally on Uε(Ω). Note that, in fact,
they are well-defined: Let (ϕ, x); (ψ1, v1), . . . , (ψn, vn) be a set of data with
(ϕ, x) ∈ Uε(Ω), vi ∈ R
s, ψi ∈ A00(R
s), suppψi ⊆
Ω− x
ε
(i = 1, . . . , n), (11)
which is a member of T n
(
A0,Hj(R
s) × Vj
)
both for j = 0 and 1; then either way
of restricting f to A0,Hj(R
s) × Vj gives the same value for d
nf evaluated at these
data as the restriction of f to A0,H(R
s) × V would produce, where H := H1 ∩ H2
and V := V1 ∩ V2. In the particular case where f is the restriction of some f˜ ∈
C∞(A0(Rs) × Ω) to Uε(Ω) then, of course, the differentials of f will agree with the
restriction of the differentials of f˜ to the corresponding tangent spaces.
Now it is clear that the chain rule holds for any composition of the form f ◦Φ where
Φ : W → Uε(Ω) is a smooth function (no matter if with respect to τ1,ε or τ2,ε)
such that the domain W of Φ can be covered by a family Wι of open sets with the
property that for each ι, Φ(Wι) is a subset of a suitable set A0,H(Rs) × V being,
in turn, contained in some Uε,N(Ω). This is exactly the situation we will meet in
section 7 when constructing the diffeomorphism invariant Colombeau algebra.
6.7 Remark. In this final remark we drop the assumption of ε ∈ I being fixed:
We demonstrate that for Rε := R ◦ S(ε) with R ∈ EC(Ω) = C∞(U(Ω)) and for a
given family of sets of data (ϕ, x); (ψ1, v1), . . . , (ψn, vn) for which the supports of all
ϕ ∈ A0(Rs) and ψ1, . . . , ψn ∈ A00(Rs) occurring in this family are contained in a
fixed bounded set and x ranges over some compact subset of Ω (vi being arbitrary
from Rs), dnRε(ϕ, x)((ψ1, v1), . . . (ψn, vn)) is defined for all suffciently small ε. This
will be the typical situation in the applications which are to come along in the
sequel. To this end, let a subset B of D(Rs) be given such that all ω ∈ B have
their support contained in some fixed bounded set, say, a closed ball D := Br(0).
Choose L satisfying K ⊂⊂ L ⊂⊂ Ω and let 0 < ε0 <
1
r
dist(L, ∂Ω). For ε ≤ ε0,
set M := L + Brε(0); we have M ⊂⊂ Ω. Then A0,D(Rs) × L◦ ⊆ Uε,M(Ω) since
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suppϕ ⊆ D and x ∈ L imply supp TxSεϕ ∈ Brε(x) ⊆ M . Consequently, Rε is
smooth with respect to τ1,ε on A0,D(Rs) × L◦. Moreover, A00,D(Rs) is a subset of
the tangent space of Uε(Ω) at (ϕ, x) ∈ A0,D(R
s) × L. Hence we conclude that for
all ε ≤ ε0, d
nRε(ϕ, x)((ψ1, v1), . . . (ψn, vn)) is defined for all x ∈ K (or even x ∈ L◦),
ϕ ∈ B ∩A0(Rs), ψ1, . . . , ψn ∈ B ∩ A00(Rs) and v1, . . . , vn ∈ Rs.
7 Construction of a diffeomorphism invariant
Colombeau algebra
The aim of this section is to complete Jel´ınek’s approach to constructing a diffeo-
morphism invariant Colombeau algebra, guided by the blueprint sketched in section
3. Contrary to [28], we base our presentation on the C-formalism—for the conve-
nience of those readers who are acquainted best with the notation used in [10] and
[13]. Nevertheless, at each stage it should be possible without difficulty to switch to
the J-formalism of [28], due to the translation apparatus described in section 5.
Apart from closing a gap in Jel´ınek’s construction we supply those parts of the re-
spective arguments which have been included neither in [13] nor in [28], yet which—
according to our view—deserve due attention to be given. This applies, in particular,
to (T4), (T5) and (T6). We also include a counterexample showing that, in par-
ticular, the question of smoothness of the objects involved in the construction in
fact requires a careful treatment.
7.1 The basis for the definition of the algebra
The “basic space” EC(Ω) = C∞(U(Ω)) and the embedding ιC : D′(Ω) → EC(Ω)
have already been introduced in Definition 5.5. To complete (D1), it remains to
introduce σ:
7.1 Definition. Let σ : C∞(Ω)→ EC(Ω) be the map defined by
(σ(f))(ϕ, x) := f(x) (f ∈ C∞(Ω), (ϕ, x) ∈ U(Ω)).
Also, ((D2)) has already been taken care of in Definition 5.6. In the next step,
we define the subspaces of moderate and negligible members of EC(Ω), respectively.
From now on we will make free use of the convention that each (in)equality (E)
involving R(Sεϕ, x) with any arguments in place of ϕ and x is to be understood as
“R(Sεϕ, x) is defined [i.e., (ϕ, x) ∈ Uε(Ω), i.e., supp
1
εs
ϕ
(
.
ε
)
⊆ Ω−x] and (E) holds”.
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7.2 Definition. (D3) ([28], 8.) Let R ∈ EC(Ω). R is called moderate if the fol-
lowing condition is satisfied:
∀K ⊂⊂ Ω ∀α ∈ Ns0 ∃N ∈ N ∀φ ∈ C
∞
b (I × Ω,A0(R
s)) :
∂α(R(Sεφ(ε, x), x)) = O(ε
−N) (ε→ 0)
uniformly for x ∈ K. The set of all moderate elements of R ∈ EC(Ω) will be denoted
by ECM(Ω).
There are several (mutually equivalent) variants of the above condition defining
moderateness; six of them are listed below in Theorem 10.5. The formulation in
Definition 7.2 is condition (C) in that theorem. Actually, Jel´ınek has chosen condi-
tion (A) of Theorem 10.5 for defining moderateness in [28], 8.
7.3 Definition. (D4) ([28], 18.)
Let R ∈ ECM(Ω). R is called negligible if the following condition (which, following
[28], will be denoted by (3◦)) is satisfied:
∀K ⊂⊂ Ω ∀α ∈ Ns0 ∀n ∈ N ∃q ∈ N ∀φ ∈ C
∞
b (I × Ω,Aq(R
s)) :
∂α(R(Sεφ(ε, x), x)) = O(ε
n) (ε→ 0)
uniformly for x ∈ K. The set of all negligible elements of R ∈ EC(Ω) will be denoted
by N C(Ω).
Observe that in the preceding definition R is presupposed to be moderate in the
sense of Definition 7.2.
Also for the condition given in Definition 7.3 (without assuming R to be moderate)
there are several equivalent reformulations (see Theorem 10.6).
At this point it might be useful to observe that in the framework of the J-formalism,
the tests of (D3) and (D4) have to be performed with R(TxSεφ(ε, x), x) in place of
R(Sεφ(ε, x), x), due to T
∗ being the appropriate bijection between EJ(Ω) and EC(Ω):
If RC = T ∗RJ then RC(Sεφ(ε, x), x) = RJ(TxSεφ(ε, x), x); thus RC is moderate resp.
negligible in the C-frame if and only if RJ is moderate resp. negligible in the J-frame.
In order to make (D3) and (D4) meaningful, R(Sεφ(ε, x), x) has to depend in a
smooth way on x. This statement, though looking innocent at first glance, hides
a rather delicate question: The assumptions on R resp. φ to be smooth refer to
different topologies resp. bornologies. In fact, as Example 7.18 shows, it can happen
that R(Sεφ(ε, x), x) is not even locally bounded as a function of x for fixed, yet
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arbitrarily small ε. This aspect has been treated neither in [13] nor in [28]. To put
things right, the following argument is needed:
Given K ⊂⊂ Ω, choose L such that K ⊂⊂ L ⊂⊂ Ω. From the boundedness of
φ we conclude that all φ(δ, x) with δ ∈ I, x ∈ L have their support contained in
a suitable fixed bounded subset of Rs. According to Proposition 6.3 there exists
η > 0 such that for all ε ≤ η, W := {φ(δ, x) | δ ∈ I, x ∈ L} × L is a subset of
Uε(Ω) and the respective restrictions of τ1,ε and τ2,ε to W are equal. Consequently,
also the restrictions of τ1 and τ2 to S
(ε)(W ) = {Sεφ(δ, x) | δ ∈ I, x ∈ L} × L agree.
Let L◦ denote the interior of L. On the set (0, η)× L◦ (which is open in I × Ω and
contains (0, η
2
]×K), the map (ε, x) 7→ (Sεφ(ε, x), x) is smooth with respect to τ1 by
assumption, hence also with respect to τ2. By definition, R ∈ C∞(U(Ω)) amounts to
R being smooth with respect to τ2. Setting ε0 :=
η
2
, we obtain that R(Sεφ(ε, x), x)
is a smooth function of (ε, x) on the open neighborhood (0, η) × L◦ of (0, ε0] × K
which, finally, makes the test conditions in (D3) and (D4) actually meaningful.
In this sense, we have to extend the convention we made immediately preceding
(D3) by requiring that whenever derivatives of a term like R(Sεφ(ε, x), x) on a set
(0, ε0]×K are under consideration, it is to be understood that ε0 is sufficiently small
as to make sure that (ε, x) 7→ R(Sεφ(ε, x), x) is smooth on an open neighborhood of
(0, ε0]×K.
In section 3, definitions (D3) and (D4) have been viewed as “tests” to be performed
on elements R of EC(Ω), investigating their behaviour on so-called “test objects”
φ(ε, x). In the case at hand, the latter take the form of smooth bounded (in the
sense of section 2) maps from I ×Ω into A0(Rs) for testing moderateness of R resp.
into Aq(Rs) for testing negligibility of R.
Returning to the exclusive use of the C-formalism, we will drop the superscript C in
ιC , DCi , E
C(Ω), N C(Ω) and ECM(Ω) from now on. Moreover, note that in the sequel,
by ∂i =
∂
∂xi
we will always denote the corresponding derivative with respect to x, i.e.,
for example, ∂iφ(ε, x) =
∂
∂xi
φ(ε, x) which must not be confused with ∂
∂ξi
φ(ε, x)(ξ).
7.4 Theorem. (T1)
(i) ι(D′(Ω)) ⊆ EM(Ω) (ii) σ(C∞(Ω)) ⊆ EM(Ω)
(iii) (ι− σ)(C∞(Ω)) ⊆ N (Ω) (iv) ι(D′(Ω)) ∩ N (Ω) = {0}.
Proof. Since this theorem does not occur explicitly in [28], we include a proof;
we will be more explicit on those aspects which are new, compared to Colombeau
algebras already known, and more concise concerning the rest. To start with, let
u ∈ D′(Ω), φ ∈ C∞b (I × Ω,A0(R
s)) and let K ⊂⊂ L ⊂⊂ Ω. By the boundedness of
φ, there exists a bounded subset C of Rs such that suppφ(ε, x) ⊆ C for all ε ∈ I,
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x ∈ L. Consequently, for x ∈ K, supp ∂αφ(ε, x) ⊆ C for all α ∈ Ns0, ε ∈ I. Since for
ε sufficiently small (say, for ε ≤ ε0), even K + εC is contained in L◦, we obtain that
suppφ(ε, x)
(
.−x
ε
)
⊂⊂ L◦ for ε ≤ ε0, x ∈ K. Thus for the values taken by
∂α((ιu)(Sεφ(ε, x), x)) =
〈
u, ∂α
1
εs
φ(ε, x)
(
.− x
ε
)〉
on (0, ε0] × K, only the restriction of u to L◦ is relevant. Moreover, again by the
boundedness of φ, each ∂α 1
εs
φ(ε, x)
(
y−x
ε
)
is of order at most ε−|α|−s as ε → 0,
uniformly for x ∈ K, y ∈ Rs. Finally, integrating the modulus of the latter function
over Rs with respect to y gives values of order at most ε−|α|, uniformly for x ∈ K.
(i) Consider first the case f ∈ C(Ω). Then for ε ≤ ε0, |∂α((ιf)(Sεφ(ε, x), x))| is
majorized by
sup
L
|f | ·
∫
Ω
∣∣∣∣∂α 1εsφ(ε, x)
(
y − x
ε
)∣∣∣∣ dy = O(ε−|α|)
uniformly for x ∈ K. Since locally every distribution is a derivative of a suitable
continuous function, a similar estimate establishes the first inclusion.
(ii) Let f ∈ C∞(Ω). Then ∂α((σf)(Sεφ(ε, x), x)) = ∂αf(x) clearly is bounded on
any compact set K.
(iii) Consider (ι − σ)f for a given f ∈ C∞(Ω). Assume, in addition to the above,
that φ takes its values in Aq(Rs). Then for ε ≤ ε0 and x ∈ K,
∂α(ιf − σf)(Sεφ(ε, x), x)) =∑
β
(
α
β
) ∫
Ω−x
ε
[
(∂βf)(zε+ x)− (∂βf)(x)
]
∂α−βφ(ε, x)(z) dz.
Taylor expansion of each ∂βf up to order q yields that all terms containing a power of
ε less or equal to q vanish due to ∂α−βφ(ε, x) ∈ Aq(Rs)∪Aq0(Rs). All the remainder
terms are (smooth functions) of order at most εq+1, uniformly for x ∈ K, z ∈ C.
Therefore, ∂α(ιf − σf)(Sεφ(ε, x), x)) = O(εq+1).
(iv) Suppose ιu ∈ N (Ω) for some u ∈ D′(Ω). For K ⊂⊂ Ω choose q ∈ N such that
the condition in (D4) is satisfied for α = 0, n = 1. Pick any ϕ ∈ Aq(Rs) and set
φ(ε, x) := ϕ for all ε ∈ I, x ∈ Ω. Then by the negligibility of ιu, (u ∗ Sεϕˇ)(x) =
〈u, ε−sϕ(ε−1(.− x))〉 → 0 as ε → 0, uniformly on K. This shows that u, being the
weak limit of the smooth regular distributions (u ∗ Sεϕˇ), is equal to 0. ✷
Also, we immediately get
7.5 Theorem. (T2) ([28], 19.) EM(Ω) is a subalgebra of E(Ω).
7.6 Theorem. (T3) ([28], 19.) N (Ω) is an ideal in EM(Ω).
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7.2 The approach taken by J. Jel´ınek
While the conditions given in Definitions 7.2 and 7.3 are adequate for proving (T1)–
(T3), we do need appropriate reformulations for establishing the invariance of EM(Ω)
and N (Ω) under differentiation ((T4), (T5)) as well as under the action induced
by a diffeomorphism ((T6)–(T8)). Suitable equivalent conditions allowing to prove
(T4) and (T5), on the one hand, are given in Theorem 17 and in part (3◦)⇔ (2◦)
of Theorem 18 in [28], respectively. We will quote these theorems below as 7.12 and
7.13.
To establish diffeomorphism invariance, on the other hand, two problems have to be
coped with: First, transformed test objects in general are not defined on the whole of
I×Ω; secondly, the property φ(ε, x) ∈ Aq(R
s) (as occurring in Definition 7.3) is not
preserved under the action of a diffeomorphism. The first of these aspects, though
presenting considerable intricacies, is covered only by a few remarks in [28] which,
in our view, do not provide a treatment as rigorous as these questions require.
The appropriate reformulations of Definitions 7.2 and 7.3 dealing with the poor
domains of transformed test objects are provided by (C)⇔ (Z) of Theorem 10.5 and
(C′′)⇔ (Z′′) of Corollary 10.7, respectively. In order to cope with the problem of
φ(ε, x) ∈ Aq(Rs) not being preserved by a diffeomorphism, Jel´ınek claims in part
(3◦)⇔ (4◦) of [28], Theorem 18 that R ∈ EM(Ω) is negligible (condition (3◦)) if
and only if it passes the test on test objects φ having only asymptotically vanishing
moments of order q on K (condition (4◦)), as compared to φ(ε, x) ∈ Aq(Rs) required
by condition (3◦). While (4◦)⇒ (3◦) is obvious, the converse statement is not true
(see Example 7.7 below). The error in the proof of (3◦)⇒ (4◦) consists in passing
from terms of the form d1∂
α[Rε(. . . )] to [d1∂
αRε](. . . ) without applying the chain
rule with respect to the composition of Rε with some “inner” function represented
by the dots (compare the proof of Theorem 7.9 given in section 10).
As a consequence, the construction of a diffeomorphism invariant Colombeau alge-
bra aimed at in [28] is not complete in the following sense: Eliminating condition
(4◦) from Theorem 18 deprives one of the possibility of proving diffeomorphism in-
variance for the algebra at hand. If, on the other hand, (4◦) is accepted as defining
membership in N (Ω) (provided R ∈ EM(Ω)) then the embedding of D′(Ω) into G(Ω)
does not preserve the product of smooth functions (being considered as regular dis-
tributions) even in the most simple cases, as can be seen from part two of Example
7.7 below. To overcome this difficulty, we will present a substitute for condition (4◦)
(see Theorem 7.9 below) which in fact is equivalent to (3◦) under the assumption of
moderateness and, moreover, allows to deduce diffeomorphism invariance of N (Ω).
7.7 Examples. (1) Let Ω := R and denote by u the regular distribution on R
defined by 〈u, ϕ〉 :=
∫
ξϕ(ξ) dξ (ϕ ∈ D(R)). According to part (iii) of Theorem 7.4,
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R := ιu−σu is a member of N (R), that is, R is moderate and satisfies the condition
specified in Definition 7.3 which is condition (3◦) of [28], Theorem 18. We are going
to show that R in fact violates condition (4◦), thereby disproving (3◦)⇒ (4◦). It is
immediate from the definitions that R is given by R(ϕ, x) :=
∫
ξϕ(ξ) dξ (ϕ ∈ A0(R),
x ∈ R). Set K:={0}, α := 1 and n := 2. For any given q ∈ N, define a test object
φq by φq(ε, x) := ϕq + x · ψq (0 < ε ≤ 1, x ∈ R) where ϕq is an arbitrary fixed
member of Aq(R) and ψq ∈ A00(R) is chosen as to satisfy
∫
ξψq(ξ) dξ = 1. Then φq
belongs to C∞b (I×R,A0(R)) and, being equal to ϕq on K = {0}, has asymptotically
vanishing moments of order q on K, as required by condition (4◦). Yet
∂(R(Sεφq(ε, x), x)) = ∂(ε · x) = ε 6= O(ε
2),
no matter how large q is chosen. This manifestly contradicts condition (4◦) for
the choices of K,α, n made above. We also see that adopting (4◦) (together with
moderateness, of course) as defining property for N (R) would invalidate part (iii) of
Theorem (T1) which is the basis for ι to preserve the product of smooth functions.
This is made explicit by the following item.
(2) Define φq as in Example (1), yet this time requiring both
∫
ξψq(ξ) dξ = 1 and∫
ξ2ψq(ξ) dξ = 0 for ψq to be chosen fromA00(R) and, in addition, ϕq ∈ Amax(2,q)(R).
Denoting by f the identity function on R, f can be identified with the distribution
u introduced previously. A straightforward calculation yields(
ι(f) · ι(f)− ι(f · f)
)
(ϕ, x) =
(∫
ξϕ(ξ) dξ
)2
−
∫
ξ2ϕ(ξ) dξ
where ϕ ∈ A0(R), x ∈ R. Substituting Sεφq(ε, x) for ϕ and taking second derivatives
at x = 0, we obtain
∂2
(
(ι(f) · ι(f)− ι(f · f))(Sεφq(ε, x), x)
)∣∣
x=0
= ∂2
(
ε2 · x2
)∣∣
x=0
= 2ε2 6= O(ε3)
for any q ∈ N. Since again φq is a test object having asymptotically vanishing
moments of order q on K = {0},
(
ι(f) · ι(f) − ι(f · f)
)
does not satisfy (4◦), this
time with respect to K = {0}, α := 2, n := 3. Consequently, adopting (4◦) in place
of (3◦) as the defining property for negligibility would prevent the restriction of ι to
C∞(R) from being an algebra homomorphism.
To complete the prerequisites for establishing (T4)–(T8) it remains to state the
theorem replacing part (3◦)⇔ (4◦) of Theorem 18 of [28]. To this end, we introduce
the following terminology (which, actually, is taken from the second paper of this
series):
7.8 Definition. Let φ ∈ C∞b (I×R,A0(R)), K ⊂⊂ Ω, q ∈ N. φ is said to be of type
[A∞l ]K,q if all derivatives ∂
β
xφ(ε, x) (β ∈ N
s
0) have asymptotically vanishing moments
of order q on K.
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In the preceding definition, “A”, “l” and “∞” stand for “asymptotically vanishing
moments”, “locally” (i.e., only on the particular compact set K under consideration)
and “derivatives of all orders”.
7.9 Theorem. Let R ∈ EM(Ω). R is negligible, i.e., R satisfies the condition
specified in Definition 7.3 if and only if it satisfies the following property (which will
be referred to as (4∞)):
∀K ⊂⊂ Ω ∀α ∈ Ns0 ∀n ∈ N ∃q ∈ N ∀φ ∈ C
∞
b (I × Ω,A0(R
s)), φ of type [A∞l ]K,q :
∂α(R(Sεφ(ε, x), x)) = O(ε
n) (ε→ 0)
uniformly for x ∈ K.
The proof of the preceding theorem is deferred to section 10. Restricting β in the
definition of type [A∞l ]K,q to the value 0 ∈ N
s
0 turns condition (4
∞) into condition
(4◦) of Theorem 18 of [28].
7.3 Stability under differentiation
Having set up the prerequisites for the remaining part of the construction in the
previous subsection we proceed to establish Theorems (T4) and (T5).
7.10 Theorem. (T4) For R ∈ EM(Ω), ∂iR ∈ EM(Ω) (i = 1, . . . , s).
7.11 Theorem. (T5) For R ∈ N (Ω), ∂iR ∈ N (Ω) (i = 1, . . . , s).
Curiously enough, the preceding Theorems are not even mentioned in Jel´ınek’s pa-
per [28]. We regard them as highly non-trivial, however: At first glance they might
seem obvious since the respective tests ask for a certain behaviour of all deriva-
tives ∂α(R(φ(ε, x), x)); thus, as one might be tempted to argue, the moderateness
or negligibility of R implies the respective property also for each DCi R = ∂iR.
This reasoning, however, does not take into account the fact that the expression
∂α(R(φ(ε, x), x)) used for testing R involves a certain sum of partial derivatives of
R multiplied by partial derivatives of φ(ε, x), according to the chain rule. There is no
easy relation between the respective expressions for ∂α and ∂i∂
α which could be used
to draw from the asymptoptic behaviour of the former to infer the corresponding
property for the latter.
The key tools for establishing Theorems (T4) and (T5) are Jel´ınek’s Theorem 17
and part (2◦)⇔ (3◦) of Theorem 18 in [28]. For their ingenious proofs we refer to
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the original [28]. We presume that the author was completely aware of the roˆle
Theorems 17 and 18 had to play in that respect, yet for some reasons he decided
not to address this issue.
7.12 Theorem. ([28], Theorem 17) Let R ∈ E(Ω). R is moderate (i.e., a member
of EM(Ω)) if and only if the following condition is satisfied:
∀K ⊂⊂ Ω ∀α ∈ Ns0 ∀k ∈ N0 ∃N ∈ N ∀B (bounded) ⊆ D(R
s) :
∂αdk1(R ◦ S
(ε))(ϕ, x)(ψ1, . . . , ψk) = O(ε
−N) (ε→ 0)
uniformly for x ∈ K, ϕ ∈ B ∩ A0(Rs), ψ1, . . . , ψk ∈ B ∩A00(Rs).
7.13 Theorem. ([28], Theorem 18, (3◦)⇔ (2◦))
Let R ∈ EM(Ω). R is negligible (i.e., a member of N (Ω)) if and only if the following
condition is satisfied:
∀K ⊂⊂ Ω ∀α ∈ Ns0 ∀k ∈ N0 ∀n ∈ N ∃q ∈ N ∀B (bounded) ⊆ D(R
s) :
∂αdk1(R ◦ S
(ε))(ϕ, x)(ψ1, . . . , ψk) = O(ε
n) (ε→ 0)
uniformly for x ∈ K, ϕ ∈ B ∩ Aq(Rs), ψ1, . . . , ψk ∈ B ∩ Aq0(Rs).
Actually, the respective conditions in Definition 7.3 and Theorem 7.13 (that is,
conditions (3◦) and (2◦) of Theorem 18 of [28]) are equivalent even without assuming
R to be moderate: The proof is similar to the proof of Theorem 17 of [28], taking
into account the equivalence of conditions (A′) and (C′) of Theorem 10.6.
It is a remarkable fact that in the condition of Theorem 7.13, k, dk1 and ψ1, . . . , ψk
can be omitted completely (i.e., only the case k = 0 has to be taken into account)
without changing its content, provided R is assumed to be moderate ([28], Theorem
18, (1◦)⇔ (2◦)). We can interpret this heuristically as the fact that the moderateness
condition takes care of the derivatives of R to be small in the limit, provided only
R itself is small in the appropriate sense. A still stronger result will be shown in
the second paper of this series: Provided that R is moderate, it is even possible to
omit the x-derivatives in the condition of Theorem 7.13, yielding that R ∈ EM(Ω)
is negligible if and only if the following condition is satisfied:
∀K ⊂⊂ Ω ∀n ∈ N ∃q ∈ N ∀B (bounded) ⊆ D(Rs) : R(Sεϕ, x) = O(ε
n) (ε→ 0)
uniformly for x ∈ K, ϕ ∈ B ∩ Aq(Rs).
Proof of (T4) and (T5). In order to derive, for example, (T4) from Theorem
7.12, assume R ∈ E(Ω) to be moderate, hence to satisfy the condition in 7.12. Let
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i ∈ {1, . . . , s}; due to ∂i(R ◦ S(ε)) = (∂iR) ◦ S(ε) we obtain ∂αd
k
1((∂iR) ◦ S
(ε)) =
∂α+eidk1(R ◦ S
(ε)) where ei denotes the i-th standard unit vector in R
s. From the
preceding equation it is immediate that together with the differentials of R, also
the differentials of ∂iR are of order at most ε
−N for ε→ 0 in the appropriate sense.
Applying Theorem 7.12 once more, we infer the moderateness of ∂iR. The proof of
Theorem (T5) proceeds along the same lines, this time using Theorem 7.13. ✷
7.4 Diffeomorphism invariance
For any diffeomorphism µ : Ω˜ → Ω the requirements of (D5) are satisfied for
µ¯C : U(Ω˜)→ U(Ω) and µˆC : EC(Ω)→ EC(Ω˜) as in Definitions 5.7 and 5.8.
Again, we shall omit the superscript C from µ¯C, µˆC .
Our next task is to establish the invariance of test objects under the appropriate
action induced by µ. This, of course, is at the very heart of the diffeomorphism
invariance of the Colombeau algebra to be constructed. In the end, we must be able
to infer the moderateness of µˆR from the moderateness of R (and, similarly, for
negligibility). Unfortunately, it need not be true in a strict sense that the class of
test objects φ(ε, x) as in Definitions (D3) resp. (D4) is invariant under the action
of a diffeomorphism: The transformed test objects turn out to be defined not on the
whole of I×Ω necessarily, i.e., they form a larger class than the original test objects
do. Due to µˆR = R ◦ µ¯, we must start with the (formally stronger) assumption
(let us denote it by (Z)) that R is moderate even with respect to that larger class
of test objects to reach the conclusion that µˆR is moderate in the sense of (D3)
(condition (C)). However, in Theorem 10.5 we will show that (C) and (Z) are, in
fact, equivalent so that, in the end, the property of moderateness is shown to be
preserved under the action of a diffeomorphism.
The following heuristic calculation clearly shows which path is to be pursued: Let µ¯ε
be defined as in section 5. For φ˜ ∈ C∞b (I× Ω˜,A0(R
s)) given, we have to determine a
function φ defined on a suitable subset of I×Ω taking values in A0(R
s) as to satisfy
the following relation:
(µˆR)(Sεφ˜(ε, x˜), x˜) = R(µ¯(Sεφ˜(ε, x˜), x˜)) = R(µ¯S
(ε)(φ˜(ε, x˜), x˜))
= R(S(ε)(S(ε))−1µ¯S(ε)(φ˜(ε, x˜), x˜)) = R(S(ε)µ¯ε(φ˜(ε, x˜), x˜)) = R(Sεφ(ε, µx˜), µx˜)
where φ is defined implicitly by the requirement of the last equality to hold. Ob-
viously, this is the case if and only if (φ(ε, x), x) = µ¯ε(φ˜(ε, µ
−1x), µ−1x)) which,
according to 5.7, amounts to (12) in Theorem 7.14 below. To carry out the program
outlined above, three aspects of φ have to be handled simultaneousely: domain of
definition, smoothness and boundedness.
33
Starting with the first of these, observe that the right hand side of (12) is only
defined if ξ is an element of Ω−x
ε
whereas we would want ξ 7→ φ(ε, x)(ξ) to be a
test function on the whole of Rs. For the convenience of the reader, we include
what essentially is the argument in [28], Remark 25: The right hand side of (12)
(viewed as a smooth function on Ω−x
ε
) can be extended to a smooth function on the
whole of Rs by setting it equal to 0 for ξ /∈ Ω−x
ε
, provided its support is a compact
subset of Ω−x
ε
. This, in turn, is equivalent to φ˜(ε, µ−1x) having compact support
contained in Ω˜−µ
−1x
ε
: Indeed, ξ 7→ µ
−1(εξ+x)−µ−1x
ε
maps Ω−x
ε
diffeomorphically onto
Ω˜−µ−1x
ε
. Therefore, the largest natural domain of definition for φ is the set D of
all (ε, x) ∈ I × Ω for which supp φ˜(ε, µ−1x) is contained in Ω˜−µ
−1x
ε
, i.e., for which
(φ˜(ε, µ−1x), µ−1x) ∈ Uε(Ω˜). We do not know the form of D explicitly; however, due
to the boundedness of the map φ˜, for each given K ⊂⊂ Ω there exists ε0 > 0 (chosen
appropriately with respect to the compact set µ−1K by Proposition 6.3) such that
(φ˜(ε, µ−1x), µ−1x) ∈ Uε(Ω˜) for all (ε, x) ∈ (0, ε0]×K which amounts to (0, ε0]×K
being a subset of D. Summarizing, φ is defined at least on “rectangles” of the form
(0, ε0]×K as a map taking values in A0(Rs). This settles the problem of the domain
of φ in a satisfactory way, as we will see shortly.
In the light of Example 5.9 as well as of Example 7.18 at the end of this section, it
seems advisable to give a careful treatment also to the question of smoothness of φ.
We defer this to the formal proof of (T6).
7.14 Theorem. (T6) ([28], 25.) Let µ : Ω˜ → Ω be a diffeomorphism. Let φ˜ ∈
C∞b (I × Ω˜,A0(R
s)) and define D(⊆ I × Ω) by
D := {(ε, x) ∈ I × Ω | (φ˜(ε, µ−1x), µ−1x) ∈ Uε(Ω˜)}.
For (ε, x) ∈ D, set φ(ε, x) := pr1 µ¯ε(φ˜(ε, µ
−1x), µ−1x)), i.e.,
φ(ε, x)(ξ) := φ˜(ε, µ−1x)
(
µ−1(εξ + x)− µ−1x
ε
)
· | detDµ−1(εξ + x)|. (12)
Then φ satisfies the requirements 1) and 2) specified for test objects in condition (Z)
of Theorem 10.5.
If, in addition, all derivatives ∂αx˜ φ˜(ε, x˜) have asymptotically vanishing moments of
order q on some compact subset L˜ of Ω˜ (α ∈ Ns0) then all derivatives ∂
α
xφ(ε, x) of
the the function φ defined by (12) have asymptotically vanishing moments of order[
q+1
2
]
on the (compact) set L = µ(L˜).
Proof. That φ is well-defined on D has already been shown. To establish the
smoothness of φ on suitable open subsets of I × Ω, expand µ¯ε to obtain
(φ(ε, x), x) = (S(ε))−1T−1µ¯JTS(ε)(φ˜(ε, µ−1x), µ−1x)).
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In a first step, we discuss the smoothness of Φ(ε, x) := TS(ε)(φ˜(ε, µ−1x), µ−1x)).
Φ involves the maps µ−1, φ˜, S and T , all of which are smooth by the results of
Proposition 4.8, provided A0(R
s) is endowed with the natural locally convex topol-
ogy inherited from D(Rs). Let K ⊂⊂ Ω; we are going to show that for suitable
ε0 > 0 and M˜ ⊂⊂ Ω, Φ actually maps some open neighborhood of (0, ε0]×K into
A0,M˜(Ω˜) × Ω˜. To this end, choose L,M such that K ⊂⊂ L ⊂⊂ M ⊂⊂ Ω. Set
L˜ := µ−1L, M˜ := µ−1M and h := dist(L, ∂M), h˜ := dist(L˜, ∂M˜).
Due to the boundedness of φ˜, there is r ≥ h˜ (> 0) such that the supports of all φ˜(ε, x˜)
with ε ∈ I, x˜ ∈ L˜ are contained in the closed ball Br(0). Setting η :=
h˜
r
, Proposition
6.3 and a glance at the proof of Lemma 6.2 show that φ˜(I × L˜)× L˜ ⊆ Uε,M˜(Ω˜) for
all ε ≤ η. In particular, for all x ∈ L and ε ≤ η,
(φ˜(ε, µ−1x), µ−1x) ∈ Uε,M˜(Ω). (13)
Therefore, Φ maps the open set U := (0, η) × L◦ into A0,M˜(Ω˜) × Ω˜. On the lat-
ter, however, the topologies τ0 and τΩ˜ introduced in section 5 coincide. From the
smoothness of the restriction of Φ to U with respect to τ0 (which was established
above) we conclude the smoothness with respect to τΩ˜. Now we are ready to go on
with the proof of the smoothness of φ = pr1 ◦(S
(ε))−1 ◦ T−1 ◦ µ¯J ◦Φ, observing that
µ¯J is smooth if the domain A0(Ω˜) × Ω˜ and the range space A0(Ω) × Ω carry the
topologies τΩ˜ and τΩ, respectively. (Note that in general, µ¯
J is not τ0-τ0-smooth as
can be seen from Example 7.19 below.) Weakening this conclusion by replacing τΩ
by τ0 on A0(Ω)×Ω and using once more the smoothness of T and S with respect to
the usual topology of A0(Rs), we finally obtain that for ε0 :=
1
2
η (if η = 1 we may
choose U := I × L◦, being open in I × Ω, and ε0 := 1), φ is smooth on the open
neighborhood U of (0, ε0]×K, as claimed by condition 1) of Theorem 10.5 (Z).
For the proof of boundedness of φ, we extend the argument of [28], 25., Propo-
sition. Note that, by (13) above, φ is defined at least on (0, η] × L. Let l :=
max(1, sup{‖Dµx˜‖ | x˜ ∈ M˜}). Then for x˜ ∈ L˜, we have
‖x˜− y˜‖ ≤ h˜⇒ ‖µx˜− µy˜‖ ≤ l‖x˜− y˜‖, (14)
due to Bh˜(x˜) ⊆ M˜ . Br(0) containing the support of every φ˜(ε, x˜) for ε ∈ I, x˜ ∈ L˜,
we have
supp Tµ−1xSεφ˜(ε, µ
−1x) ⊆ Brε(µ−1x) ⊆ M˜
for ε ≤ η, x ∈ L. Applying µ¯J we obtain, by (14),
supp pr1 µ¯
JTS(ε)(φ˜(ε, µ−1x), µ−1x) ⊆ Blrε(x) ∩M
and, finally, supp φ(ε, x) ⊆ Blr(0) for ε ≤ η, x ∈ L. It follows that for each
α ∈ Ns0, supp ∂
αφ(ε, x) ⊆ Blr(0) for ε < η, x ∈ L◦. For the boundedness of
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{∂αφ(ε, x) | (ε, x) ∈ (0, η1)× L
◦} where η1 := min(η, hrl) = min(
h˜
r
, h
rl
) it now suffices
to show that for each fixed β ∈ Ns0,
sup{|∂βξ ∂
α
xφ(ε, x)(ξ)|
∣∣ ε < η1, x ∈ L, ‖ξ‖ ≤ lr}
is finite. For ε < η1, x ∈ L◦, ‖ξ‖ ≤ lr (observe that supp ∂αxφ(ε, x) ⊆ Blr(0) ⊆
Ω−x
ε
)
∂βξ ∂
α
xφ(ε, x)(ξ) is a sum of terms of the form
∂β0
ξ˜
((∂α0x˜ φ˜)(ε, µ
−1x))
(
µ−1(εξ + x)− µ−1x
ε
)
· g0(x) · g1(ε, x, ξ) · . . . · gp(ε, x, ξ) ·
·∂β
′
ξ ∂
α′
x | detDµ
−1(εξ + x)| (15)
where g0 is a certain product of derivatives of components of µ
−1 (hence bounded on
L) and each gj (j = 1, . . . , p) is some derivative of some component of
µ−1(εξ+x)−µ−1x
ε
,
i.e.,
gj(ε, x, ξ) = ∂
βj
ξ ∂
αj
x
(
µ−1ij (εξ + x)− µ
−1
ij
x
ε
)
.
For ε ≤ η1, x ∈ L, ‖ξ‖ ≤ lr, we have x + εξ ∈ Bh(x) ⊆ M . Thus the last factor in
(15) is uniformly bounded, as is ∂β0
ξ˜
((∂α0x˜ φ˜)(ε, µ
−1x))(ξ˜) for ε ≤ 1, x ∈ L, ξ˜ ∈ Rs.
It remains to discuss the boundedness of the factors gj (j = 1, . . . , p). For the sake
of simplicity, we replace αj , βj, ij by α, β, i. Considering first the case |β| > 0 (say,
βk ≥ 1), the uniform boundedness of
∂βξ ∂
α
x
µ−1i (εξ + x)− µ
−1
i x
ε
= ∂β−ekξ ∂
α
x
(
(∂kµ
−1
i )(εξ + x)
)
on ε ≤ η1, x ∈ L, ‖ξ‖ ≤ lr is evident. If, on the other hand, |β| = 0, choose
a Lipschitz constant lα,i for ∂
α
xµ
−1
i with respect to L, h (in the same way as l was
chosen for µ with respect to L˜, h˜ as to satisfy (14)). It follows that∣∣∣∣(∂αxµ−1i )(εξ + x)− (∂αxµ−1i )(x)ε
∣∣∣∣ ≤ lα,i‖εξ‖ε ≤ lα,ilr
which establishes the uniform boundedness on ε ≤ η1, x ∈ L, ‖ξ‖ ≤ lr also of this
term. Replacing ε0 =
1
2
η by ε0 :=
1
2
η1, we have shown altogether that φ is smooth
and each derivative ∂αφ is bounded on the open neighborhood (0, η1)×L◦ (⊆ D) of
(0, ε0]×K, as required for satisfying conditions 1) and 2) of Theorem 10.5, (Z).
Finally, assume that all derivatives ∂αx˜ φ˜(ε, x˜) have asymptotically vanishing moments
of order q on some compact subset L˜ of Ω˜ (α ∈ Ns0). We have to show that for all
β ∈ Ns0 satisfying |β| ≤
[
q+1
2
]
and for arbitrary α ∈ Ns0,
〈ξβ, ∂αxφ(ε, x)(ξ)〉 = ∂
α
x
∫ (
µ(εξ˜ + x˜)− µx˜
ε
)β
φ˜(ε, x˜)(ξ˜) dξ˜ = O(ε[
q+1
2 ]) (16)
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uniformly for x = µx˜ ∈ L (or x˜ = µ−1x ∈ L˜, respectively). Note that the preceding
equation is meaningful since there exists ε0 > 0 such that all the terms occurring
therein are defined for ε ≤ ε0, x ∈ L, ξ ∈ R
s, ξ˜ ∈ Rs resp. ξ˜ ranging over a fixed
compact set containing the supports of all φ˜(ε, x˜) with ε ≤ ε0, x˜ ∈ L˜ in its interior.
Let us consider the case α = 0 first. Expanding µ into a Taylor series up to order
n at x˜ we may write the first factor in the integral as a finite sum of terms of the
form
1
ε|β|
∂α1µi1(x˜+ η|α1|θi1εξ˜)
α1!
ξ˜α1ε|α1|. . .
∂α|β|µi|β|(x˜+ η|α|β||θi|β|εξ˜)
α|β|!
ξ˜α|β|ε|α|β|| (17)
where 1 ≤ |αj| ≤ n + 1, 0 < θi < 1, ηj = 1 if j = n + 1 (i.e., if the respective
factor is a remainder term of the Taylor series) and ηj = 0 otherwise. Observe that
in the present context, by α1, . . . , α|β| we are denoting |β| variables taking values
in Ns0, yet not components of a single variable α ∈ N
s
0. Letting γ :=
|β|∑
j=1
αj, the
above expression (17) contains a factor ξ˜γ ε|γ|−|β|. (Note that since all |αj| ≥ 1 we
have |γ| ≥ |β|.) If |γ| − |β| ≥
[
q+1
2
]
we are done with that particular term, taking
into account that the integral has to be taken over a fixed compact set only. If, on
the other hand, |γ| − |β| <
[
q+1
2
]
and all ηj vanish we may use the assumption on
φ˜(ε, x˜) since in this case |γ| <
[
q+1
2
]
+ |β| ≤ q+1. Finally, if there is at least one ηj
nonvanishing then at least one |αj| = n+1, implying |γ| ≥ n+ |β|. Hence, choosing
n ≥
[
q+1
2
]
completes the proof for the case α = 0.
To deal with the general case, express the operator ∂αx occurring in (16) in terms of
operators ∂α
′
x˜ , according to the chain rule. Now apart from certain partial derivatives
of components of µ−1 (which are bounded on L), Leibniz’ rule yields a sum of
terms which are similar to those considered above, with certain derivatives ∂α
′′
x˜ ∂
αjµij
and ∂α
′′′
x˜ φ˜ replacing ∂
αjµij and φ˜, respectively. The powers of ξ resp. ε remaining
unchanged, the same reasoning as above establishes (16) for arbitrary α ∈ Ns0. ✷
Note that the conclusion of the preceding theorem is also obtained if, instead of
φ˜ ∈ C∞b (I×Ω˜,A0(R
s)), φ˜ is only assumed to satisfy the analogs (for Ω˜) of conditions
1) and 2) of 7.14. Moreover, A0(Rs) can be replaced by D(Rs) throughout.
Now (T7) and (T8) follow from (T6) and (D5), due to the particular form of (D3)
and (D4): Assuming, for example, R to be moderate, R also satisfies condition (Z)
of Theorem 10.5. Given K˜ ⊂⊂ Ω˜, α ∈ Ns0 and φ˜ ∈ C
∞
b (I × Ω˜,A0(R
s)), define φ as
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in (T6). According to the chain rule,
∂αx˜
(
(µˆR)(Sεφ˜(ε, x˜), x˜)
)
= ∂αx˜ (R(Sεφ(ε, µx˜), µx˜))
=
∑
β: | β|≤|α|
∂βx (R(Sεφ(ε, x), x))
∣∣∣
x=µx˜
· gβ(x˜)
where each function gβ is a certain sum of products of partial derivatives of compo-
nents of µ, hence bounded on K˜. R satisfying (Z) of Theorem 10.5, it follows that
for some N ∈ N, ∂αx˜
(
(µˆR)(Sεφ˜(ε, x˜), x˜)
)
= O(ε−N) uniformly on K. This shows
that also µˆR is moderate. If, on the other hand, R is assumed to be negligible, R
even passes the negligibility test on test objects φ being of type [A∞l ]K,q, accord-
ing to Theorem 7.9. Now a similar reasoning as in the case of moderateness, this
time using Corollary 10.7 in place of Theorem 10.5, establishes the invariance of
negligibility under the action of a diffeomorphism. Thus we have shown
7.15 Theorem. (T7) ([28], 25.)
EM is invariant under µˆ, i.e., µˆC maps EM(Ω) into EM(Ω˜).
7.16 Theorem. (T8) ([28], 25.)
N is invariant under µˆ, i.e., µˆC maps N (Ω) into N (Ω˜).
Having completed all the steps of the general construction scheme in section 3 we
finally reach the goal of this section, the definition of the algebra itself:
7.17 Definition. (D6) ([28], 19.)
G(Ω) := EM(Ω)
/
N (Ω)
Since the respective ideals of negligible functions are invariant under Di : EM(Ω)
→ EM(Ω) as well as under µˆ : EM(Ω) → EM(Ω˜), both these maps factorize via
the respective quotients to yield maps (which we denote by the same symbols) Di :
G(Ω)→ G(Ω) and µˆ : G(Ω)→ G(Ω˜). This completes the (functorial) construction of
a differential algebra containing D′(Ω) in such a way as to extend the usual product
on C∞(Ω).
If we had decided to perform this construction in the J-frame we would have ob-
tained objects GJ(Ω) isomorphic to the GC(Ω) above: Indeed, also T ∗ factorizes via
quotients with respect to N J(Ω) resp. N C(Ω), thereby inducing a bijection between
the J- and C-variant of the diffeomorphism invariant Colombeau algebra at hand.
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Next, we give an example of a test object φ(ε, x) in the sense of (D3) and a dis-
tribution u ∈ D′(Ω) such that on every strip ((0, ε0] × Ω) ∩ D, the map x 7→
(ιu)(Sεφ(ε, x), x) is not even locally bounded (hence, a fortiori, neither smooth)
where ε0 ∈ I is arbitrary and
D := {(ε, x) | (φ(ε, x), x) ∈ Uε(Ω)} = {(ε, x) | suppSεφ(ε, x) ⊆ Ω− x}
is the natural maximal domain of definition of (ιu)(Sεφ(ε, x), x). This phenomenon
is due to the mismatch of the respective smoothness notions for ιu and φ. It cannot
occur on sets of the form (0, ε(K)]×K where K ⊂⊂ Ω and ε(K) is chosen suitably
with respect to K, according to the discussion following (D4) (Definition 7.3).
7.18 Example. We employ the notation introduced in Example 5.9. In particular,
by x, y; ξ, η we now denote coordinates of points (x, y), (ξ, η) ∈ R2, (ξ, η) replacing
the former (x, y) due to the need for additional variables x, y in φ(x, y)(ξ, η). Let
Ω, ψ, ϕ, u be defined as in Example 5.9. Choose a smooth non-decreasing function
ν : R → R taking the constant value k on each of the intervals Ik := [k −
1
4
, k + 1
4
]
(k ∈ Z), respectively. Define φ(ε, x, y)(ξ, η) := sin piy ·S|ν(y)|ψ(ξ, η+ν(y)) + ϕ(ξ, η).
Then, obviously, φ ∈ C∞b (I × Ω,A0(R
s)) (note that also |ν| is smooth). Letting
x := 0, y ∈ Ik \ {k}, ε :=
1
|k| (0 6= k ∈ Z), (ξ, η) ∈ Ω, we obtain
(ιu)(Sεφ(ε, x, y), x, y) = sin piy · 〈u, SεS|ν(y)|ψ(ξ, η + ν(y)− y)〉
= sin piy · 〈u, ψ(ξ, η + k − y)〉.
Substituting t := y − k in the last expression (note that 0 < |t| ≤ 1
4
) yields
(−1)k sin pit · 〈u, ψ(ξ, η − t)〉, the modulus of which tends to infinity as t → 0 (i.e.,
as y → k) according to Example 5.9.
7.19 Example. We demonstrate that µ¯J in general is not τ0-τ0-continuous. To this
end, it is sufficient to show that Φµ : ϕ 7→ (ϕ◦µ−1)· |(µ−1)′| = (ϕ◦µ−1)· 1|µ′◦µ−1| is not
a continuous map from A0(Ω˜) into A0(Ω) with respect to the topology τ induced
by the (LF)-topology of D(R), for some open subsets Ω˜,Ω of R and µ : Ω˜ → Ω
a suitable diffeomorphism. Consider Ω˜ := Ω := (0,∞); choose ρ ∈ D(R) as in
Example 5.9, that is, supp ρ ⊆ [0, 2],
∫
ρ = 0 and ρ(x) = exp(− 1
x
) for 0 < x ≤ 1.
Further, fix any ψ ∈ A0(Ω). Then ϕn(ξ) :=
1
n
ρ(ξ − 1
n
) + ψ(ξ) defines a sequence
converging to ψ in A0(Ω) with respect to τ . Now consider µ : Ω˜ → Ω defined by
µ(ξ) := ξ
3
exp(−3
ξ
). Then the sequence formed by Φµ(ϕn) is not even bounded with
respect to τ : Evaluating Φµ(
1
n
ρ(ξ − 1
n
)) at µ( 2
n
) yields
1
n
· ρ
( 2
n
−
1
n
)
·
1
µ′( 2
n
)
=
1
n
· e
n
2 ·
6
2 + 3n
→∞ (n→∞).
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To conclude this section, we briefly introduce the notion of association into the
diffeomorphism-invariant setting:
7.20 Definition. R1, R2 ∈ G(Ω) are called associated (R1 ≈ R2) if the following
condition holds: ∀ψ ∈ D(Ω)∃q ∈ N ∀φ ∈ C∞b (I × Ω,Aq(R
s)):
lim
ε→0
∫
(R1 −R2)(Sεφ(ε, x), x)ψ(x) dx = 0
(where we have used the C-formalism). The concept of associated distribution as
well as the basic properties of association are analogous to the non-diffeomorphism
invariant case.
8 Sheaf properties
Localization properties of elements of G are most conveniently formulated in terms
of sheaves. This section presents the relevant notations and results.
Let Ω ⊆ Ω′. Then U(Ω′) ⊆ U(Ω) and for R ∈ G(Ω) we denote by R|Ω′ the restriction
of R to U(Ω′).
8.1 Theorem. Ω→ G(Ω) is a fine sheaf of differential algebras.
Proof. Let Ω =
⋃
α∈A
Ωα. We have to show that
(S1) If R1, R2 ∈ G(Ω) and R1|Ωα = R2|Ωα for all α ∈ A then R1 = R2.
(S2) If for each α ∈ A we are given Rα ∈ G(Ωα) such that Rα|Ωα∩Ωβ = Rβ |Ωα∩Ωβ for
all α, β with Ωα ∩ Ωβ 6= ∅ then there exists some R ∈ G(Ω) with R|Ωα = Rα
for all α ∈ A.
(F) If (Ωα)α is locally finite there exists a family of sheaf morphisms ηα : G → G
such that
(i)
∑
α∈A ηα = id.
(ii) ηα(Gx) = 0 for all x in a neighborhood of Ω \ Ωα (where Gx denotes the
stalk of G at x).
Noting that any K ⊂⊂ Ω can be written as K =
⋃
α∈AKα, Kα ⊂⊂ Ωα, Kα = ∅
∀α ∈ A \ H , |H| < ∞, (S1) follows directly from Definition 7.3. For proving (S2)
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we adapt a construction from [28], 21, Theorem 1. Choose a locally finite covering
(Wj)j∈N of Ω such that for each j ∈ N there exists α(j) with W j ⊂⊂ Ωα(j). Let
(χj)j∈N be a partition of unity subordinate to (Wj)j∈N. Moreover, for each j ∈ N let
θj ∈ D(Ωα(j)), θj ≡ 1 in a neighborhood of W j and let ψj ∈ A0(Ωα(j)). The map
pij(ϕ, x) := (θj( . + x)ϕ− (
∫
θj(ξ)ϕ(ξ − x)dξ − 1)ψj( . + x), x)
is smooth from U(Ω) to T−1(A0(Ωα(j))×Ω)) and pij |U(Wj) = id. Then for each j ∈ N
Rj : U(Ω)→ C,
Rj(ϕ, x) =
{
χj(x)Rα(j)(pij(ϕ, x)) x ∈ Ωα(j)
0 x 6∈ Ωα(j)
is smooth and Rj |Wj = Rα(j)|Wj . Since (Wj)j∈N is locally finite
R(ϕ, x) :=
∑
j∈N
Rj(ϕ, x)
is an element of E(Ω). To show that R is moderate we first note that in a neighbor-
hood of any K ⊂⊂ Ω only finitely many Rj do not vanish identically, so it is enough
to estimate one single Rj . Let φ ∈ C∞b (I × Ω,A0(R
s)) and choose L ⊂⊂ Wj with
supp(χj) ⊂⊂ L. There exists ε0 > 0 such that for all ε ≤ ε0 and all x in a compact
neighborhood of L in Wj supp(Sεφ(ε, x)) ⊆ Wj − x, so (Sεφ(ε, x), x) ∈ U(Wj). On
this set, pij = id from which the claim follows by our assumption on Rj.
To establish (S2), by (S1) it suffices to show thatR|Ωα∩Wk = Rα(k)|Ωα∩Wk for all k ∈ N
and all α ∈ A (Note that Rα(k)|Ωα∩Wk = Rα|Ωα∩Wk for any α by the assumption in
(S2)). Now
R|Ωα∩Wk −Rα(k)|Ωα∩Wk =
∑
j 6=k
χj(Rα(j) ◦ pij −Rα(k))|Ωα∩Wk (18)
For K ⊂⊂ Ωα ∩ Wk and j 6= k set L = K1 ∩ supp(χj). Let φ ∈ C
∞
b (I × (Ωα ∩
Wk),A0(Rs)). Then for x in a neighborhoodM ⊂⊂ Ωα∩Wj∩Wk of L and sufficiently
small ε, (Sεφ(ε, x), x) ∈ U(Ωα∩Wj∩Wk), so pij(Sεφ(ε, x), x) = (Sεφ(ε, x), x). Hence
the N -estimates for the j-th term in (18) follow from those of Rα(j)|Ωα(j)∩Ωα(k) −
Rα(k)|Ωα(j)∩Ωα(k) on M and the fact that χj vanishes identically in a neighborhood of
K \M◦. Finally, for proving (F) set (for Ω′ ⊆ Ω)
ηβ|Ω′ := G(Ω
′) ∋ R→
∑
{j|β=α(j)}
χj (R|Ω′∩Wj ◦ pij |Ω′)
✷
41
9 Separating the basic definition from testing
Having introduced a diffeomorphism invariant Colombeau algebra in section 7, we
briefly return to the general discussion of full Colombeau algebras. Regarding the
definitions of moderateness resp. negligibility ((D3),(D4)), we have adopted the
terminology of “testing” in section 3: By Definition (D1), certain “objects” (i.e.,
functions) R are specified; those which are singled out by Definition (D3) as being
moderate serve as representatives of elements of the algebra G = EM /N of gener-
alized functions. The process of deciding whether an object R belongs to EM (or
to N , respectively) has been called “testing for moderateness resp. negligibility”.
It is performed by scaling “test objects” of the appropriate type by the operator
Sε (as well as translating them appropriately, whenever the J-formalism is used),
plugging them into R and analyzing the resulting behaviour of R on these “paths”
as ε → 0. Depending on the type of Colombeau algebra that is to be constructed,
test objects take different forms, for example, ϕ ([10]), φ(ε) ([13]), φ(x) ([28]) or
φ(ε, x) ([28], [43]). As opposed to that, the objects R themselves do not depend in
any way on ε; neither do they depend on x via the first argument (the “ϕ-slot”). In
other words, R accepts only certain pairs (ϕ, x) as arguments where ϕ ∈ A0(Rs).
x ∈ Rs. Summarizing, we adopt the following policy:
Defining the objects R ∈ E(Ω) is to be separated strictly from testing
them.
This decision is based on the following reasons:
First, it makes the objects simpler and the theory easier to comprehend, yet without
restricting its potential. Second, it provides a unifying framework and a common
terminology by means of which the different versions of Colombeau algebras and
their relations to each other can be analyzed. Finally, it is crucial for the develop-
ment of algebras of nonlinear generalized functions on smooth manifolds, if this is to
be achieved in terms of intrinsic objects; this task is deferred to a subsequent paper
([26], jointly with J. Vickers).
Supposing R to be the image of a non-smooth distribution u unter the corresponding
embedding ι into EM , R(Sεφ, x) can be thought of as a regularization of u: Indeed,
Sεφ tends to the delta distribution weakly, due to
∫
φ ≡ 1. In this sense, Sεφ (e.g.,
Sεφ(ε, x)) represents a “smoothing process” in its totality, for all ε ∈ I and on the
whole x-domain Ω. Separating the definition of the objects R from testing them
thus amounts to assuming that R does not respond to the smoothing process as a
whole but only to its particular stages (represented by single elements ϕ of A0(Rs)).
In the literature, three variants of increasing complexity can be distinguished:
1. The objects R take (certain) pairs (ϕ, x) as arguments; testing is performed
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by inserting (Sεφ(ε, x), x) into R; the behaviour of R(Sεφ(ε, x), x) has to be
studied.
2. Each object R is given by a family (Rε)ε∈I of functions Rε as in 1.; testing is
performed by investigating (Rε(Sεφ(ε, x), x))ε.
3. The objects R are defined on some set of pairs (S, x) where S = ((ε, x) 7→
Sεφ(ε, x)) resp. S = ((ε, x) 7→ φ(ε, x)) represents some “smoothing process”.
For testing R, R(S, x) (which, in turn, has to be dependent on ε!) has to be
studied as ε→ 0.
The first of the above variants is the one corresponding to “separation of definitions
from testing”. Any object from level i gives rise to an object of level (i+1) (i = 1, 2)
by the following assignments:
level 1 → level 2 Rε := R (for all ε)
level 2 → level 3 (R(S, x))(ε, x) := Rε(Sεφ(ε, x), x).
Jel´ınek in [28], Definition 5, definitely chose level 1 for performing his construction:
This is made explicit in the last paragraph of item 2 of [28] (see also the discussion
in item 3 of [28]). As opposed to that, Definition 5 of [43], e.g., clearly aims at level 3
(the following definition of moderateness (Definition 6), however, is ambiguous since
it is not clear in which way R(S, x) (using our notation) depends on ε). The authors
of [13], on the other hand, introduced their basic objects R ∈ E(Ω) in Definition 2
as smooth maps R : A0×Ω→ CI where A0 denotes a certain set of bounded paths
φ(ε) (i.e., smoothing processes that are independent of x ∈ Ω). At first glance, this
seems to be a clear indication that it was level 3 they had in mind. In the following
line, however, R(φ, x)ε is specified to be of the form R(Sεφ(ε), x) (using our notation
Sε for the scaling operator) which has the appearance of level 2, generated by an
object R of level 1 in the way described above. As the case may be, using CI as
range space for R instead of C definitely incorporates a certain part of the testing
procedure into the definition of the basic objects by introducing ε as parameter from
the very beginning.
10 Characterization results
The aim of this section is to derive several characterizations of moderateness and
negligibility, respectively, which turned out to be indispensable tools in establishing
the diffeomorphism invariance of the algebra constructed in section 7. Moreover,
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these characterizations will serve as a basis for an intrinsic formulation of the theory
on manifolds ([26]).
We begin by proving Theorem 7.9. To this end, we introduce “descending” sequences
of linear projections P0, . . . , Pm with the property that P0 acts as the identity opera-
tor onA0(R
s), Pm projectsA0(R
s) onto Aq(R
s) and the range of Pj is of codimension
1 in the range of Pj−1 (j = 1, . . . , m).
Fix q ∈ N and r > 0. Enumerate {β | 1 ≤ |β| ≤ q} in an arbitrary manner
as {β1, . . . , βm}. Since the family {ξβ | 0 ≤ |β| ≤ q} is linearly independent in
D′(Br(0)), there exist ϕ1, . . . , ϕm ∈ A00(Rs)∩D(Br(0)) satisfying
∫
ξβiϕj(ξ) dξ = δij
(1 ≤ i, j ≤ m). Now set
Pj := idA0(Rs) −
j∑
i=1
ϕi ⊗ ξ
βi,
that is,
Pj(ϕ) := ϕ−
j∑
i=1
( ∫
ξβiϕ(ξ) dξ
)
· ϕi
for ϕ ∈ A0(Rs), j = 0, . . . , m. Obviously, the operators Pj satisfy the properties
mentioned above. As to using projections as defined above and the mean value
theorem in the subsequent proof we follow [28].
Proof of Theorem 7.9. It is clear that condition (4∞) implies the condition
specified in Definition 7.3. So let us prove the converse, assuming, in addition, that
R is moderate. Let K ⊂⊂ Ω, α ∈ Ns0 and n ∈ N be given. In order to derive the
required estimates for ∂α(R(Sεφ(ε, x), x)) (φ being a test object of type [A
∞
l ]K,q) we
have to provide sets of the formA0,M1(R
s)×U ⊆ Uε,M2(Ω) (M1 ⊂⊂ R
s,M2 ⊂⊂ Ω, U
an open subset of Ω), the former of which will serve as domain for the operations of
calculus to be performed, according to section 6. Choose L with K ⊂⊂ L ⊂⊂ Ω and
r > 0 such that supp φ(ε, x) ⊆ Br(0) for ε ∈ I, x ∈ L. Then supp ∂
βφ(ε, x) ⊆ Br(0)
for ε ∈ I, x ∈ K, β ∈ Ns0. Let M1 := Br(0) and pick M2 satisfying L ⊂⊂M2 ⊂⊂ Ω.
According to Proposition 6.3 there exists ε0 > 0 such that for ε ≤ ε0, Uε,M2(Ω)
contains A0,M1(R
s) × L. Hence A0,M1(R
s) × L◦ is an appropriate domain for our
purpose, supposing ε ≤ ε0 in the sequel.
To obtain a suitable value of q, corresponding to K,α, n fixed above, we proceed as
follows:
1. By Theorem 7.12 (note that R was assumed to be moderate), there exists N ∈
N such that for every k = 0, . . . , |α|, for every β ∈ Ns0 with 0 ≤ |β| ≤ |α| + 1
and for every bounded subset B of D(Rs),
∂βdk1(R ◦ S
(ε))(ϕ, x)(ψ1, . . . , ψk) = O(ε
−N) (ε→ 0)
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uniformly for x ∈ K, ϕ ∈ B ∩ A0(Rs), ψ1, . . . , ψk ∈ B ∩ A00(Rs).
2. By Definition 7.3 there exists q ∈ N such that for every φ ∈ C∞b (I×Ω,Aq(R
s)),
∂α(R(Sεφ(ε, x), x)) = O(ε
n) (ε→ 0)
uniformly for x ∈ K.
3. Without loss of generality, we may suppose q ≥ n +N .
Now let φ ∈ C∞b (I × Ω,A0(R
s)) be of type [A∞l ]K,q. For the values of q and r
determined so far, consider m, ϕ1 . . . , ϕm and the projections P0, . . . , Pm introduced
above. Defining ci ∈ C∞b (I × Ω,C) by ci(ε, x) :=
∫
ξβiφ(ε, x)(ξ) dξ (i = 1, . . . , m),
there exists a constant C ≥ 1 such that |∂γci(ε, x)| ≤ Cεq(≤ C) for all x ∈ K,
0 ≤ |γ| ≤ |α|, i = 1, . . . , m, due to φ being of type [A∞l ]K,q. In order to benefit from
the moderateness of R in form of the differential condition above, there remains an
appropriate bounded subset of D(Rs) to be specified. To this end, let
B := Γ {∂γφ(ε, x) | x ∈ K, 0 ≤ |γ| ≤ |α|, ε ∈ I}+mC · Γ {ϕi | i = 1 . . . , m}
where ΓA denotes the absolutely convex hull of the subset A of an arbitrary linear
space. Since B∩A0(Rs) ⊆ A0,M1(R
s) and B∩A00(Rs) ⊆ A00,M1(R
s), we may safely
use differentials of R◦S(ε) for ε ≤ ε0, evaluated at the respective vectors and x ∈ K.
For j = 0, . . . , m, set ψj(ε, x) := Pjφ(ε, x) := φ(ε, x) −
∑j
i=1 ci(ε, x)ϕi. Then, in
particular, ψ0 = φ and ψm ∈ C∞b (I × Ω,Aq(R
s)). Restricting our attention to
x ∈ K, ε ≤ ε0, the following statements are easily verified:
∂γψm(ε, x) ∈ Aq,M1(R
s) (0 ≤ |γ| ≤ |α|),
∂γψj(ε, x) ∈ B, ϕj ∈ B (j = 0, . . . , m, 0 ≤ |γ| ≤ |α|),
and, for every t ∈ [0, 1], j = 1, . . . , m,
ψj(ε, x) + t · cj(ε, x)ϕj = φ(ε, x)−
j−1∑
i=1
ci(ε, x)ϕi − (1− t) · cj(ε, x)ϕj ∈ B.
By our choice of q, supx∈K |∂
α(R(Sεψm(ε, x), x))| = O(ε
n) and we are going to show
in the sequel that also
sup
x∈K
|∂α(R(Sεφ(ε, x), x))− ∂
α(R(Sεψm(ε, x), x))| = O(ε
n)
which will complete the proof of R satisfying (4∞). For the sake of simplicity, we
will omit the argument (ε, x) for the functions φ, ψj, cj in the following. According
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to the chain rule (the proof for the case α = 0 is contained trivially in the argument
to follow), we obtain
∂α(R(Sεφ, x))− ∂
α(R(Sεψm, x)) =
m∑
j=1
[
∂α(R(Sεψj−1, x))− ∂α(R(Sεψj , x))
]
=
m∑
j=1
∑
β,p
[
(∂βdp1(R ◦ S
(ε)))(ψj−1, x)(∂γ1ψj−1, . . . , ∂γpψj−1)−
(∂βdp1(R ◦ S
(ε)))(ψj , x)(∂
γ1ψj , . . . , ∂
γpψj)
]
where the second sum extends over certain β, p; γ1, . . . , γp. Obviously it is sufficient
to derive the desired estimate for each of the terms in square brackets separately;
thus fix β, p; γ1, . . . , γp. Substituting ∂
γiψj−1 = ∂γiψj + ∂γicjϕj (i = 1, . . . , p) and
using multilinearity and symmetry of the iterated differential transforms the square-
bracket term into the sum of
(∂βdp1(R ◦ S
(ε)))(ψj−1, x)(∂γ1ψj , . . . , ∂γpψj)−
(∂βdp1(R ◦ S
(ε)))(ψj, x)(∂
γ1ψj , . . . , ∂
γpψj) (19)
and of 2p − 1 terms of the form
(∂βdp1(R ◦ S
(ε)))(ψj−1, x)(∂γi1 cjϕj, . . . , ∂γil cjϕj , ∂
γil+1ψj , . . . , ∂
γipψj) (20)
where {i1 . . . , ip} = {1, . . . , p} and 1 ≤ l ≤ p. Let us consider (20) first. Observing
that sup
x∈K
|∂γi1 cj| ≤ Cεq and that ψj−1, ϕj, ∂γi2 cjϕj , . . . , ∂γil cjϕj, ∂
γil+1ψj , . . . , ∂
γipψj
all are members of B (provided ε ≤ ε0 and x ∈ K) we can make use of the moder-
ateness of R in form of the property derived previously by means of Theorem 7.12
to conclude that
sup
x∈K
|(∂βdp1(R ◦ S
(ε)))(ψj−1, x)(∂γi1 cjϕj, . . . , ∂γil cjϕj , ∂
γil+1ψj , . . . , ∂
γipψj)| =
O(εq) · O(ε−N) = O(εq−N) ≤ O(εn),
due to our choice of q. To handle (19), on the other hand, we apply the mean value
theorem 4.5 to obtain that the value of the term (19) is contained in the closed
convex hull of the set of all (complex) numbers
(∂βdp+11 (R ◦ S
(ε)))(ψj + tcjϕj, x)(∂
γ1ψj , . . . , ∂
γpψj , cjϕj) (21)
where 0 < t < 1, x ∈ K. Taking into account that sup
x∈K
|cj(ε, x)| ≤ Cεq and that each
of ψj+ tcjϕj, ∂
γ1ψj , . . . , ∂
γpψj , ϕj is a member of B (provided ε ≤ ε0 and x ∈ K) the
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modulus of each of the complex numbers given by (21) can be estimated by C ′εqε−N
for some positive constant C ′ being independent of t, x, again by the differential
condition derived from the moderateness of R. Consequently,
sup
x∈K
|(∂βdp1(R ◦ S
(ε)))(ψj−1, x)(∂
γ1ψj , . . . , ∂
γpψj)−
(∂βdp1(R ◦ S
(ε)))(ψj, x)(∂
γ1ψj , . . . , ∂
γpψj)| = O(ε
n),
thereby concluding the proof. ✷
The remaining part of this section makes available the means allowing to test moder-
ateness resp. negligibility on test objects φ which are defined only on certain subsets
of I ×Ω. To this end we first have to provide the technical toolkit for manipulating
smooth bounded paths.
10.1 Lemma. (Partition of unity on I) Let 1 > ε1 > ε2 > ε3 > . . . → 0, ε0 = 2.
Then there exist λj ∈ D(R) (j = 1, 2, . . . ) having the following properties:
1) supp λj = [εj+1, εj−1] 2) λj(x) > 0 for x ∈ (εj+1, εj−1)
3)
∞∑
j=1
λj(x) ≡ 1 for x ∈ I 4) λj(εj) = 1 5) λ1(x) = 1 for x ∈ [ε1, 1]
Proof. For j ∈ N, choose λ◦j ∈ D(R) such that suppλ
◦
j = [εj+1, εj−1], λ
◦
j > 0
on (εj+1, εj−1) and λ◦0 ∈ D(R) such that supp λ
◦
0 = [1, 3], λ
◦
0 > 0 on (1, 3). Define
λ◦ :=
∞∑
j=0
λ◦j and λj(x) :=
λ◦j (x)
λ◦(x)
for x ∈ (0, 3). Then
∑∞
j=1 λj(x) =
∑∞
j=0 λj(x) ≡ 1
for x ∈ I and it is easy to see that also the remaining four conditions are satisfied.
✷
10.2 Lemma. Assume that for each K ⊂⊂ Ω there exists ε ∈ I such that the pair
(ε,K) satisfies a certain property (P) which is stable with respect to decreasing ε
and K in the following sense:
If (ε1, K1) satisfies (P) and ε2 ≤ ε1, K2 ⊆ K1, then also (ε2, K2) satisfies (P)
(0 < ε1, ε2 ≤ 1, K1, K2 ⊂⊂ Ω).
Then there exists ψ ∈ C∞(Ω) satisfying 0 < ψ(x) ≤ 1 for each x ∈ Ω such that
an ε as above which is appropriate for K with respect to (P) can be chosen as
ηK := min
x∈K
ψ(x), i.e., (ηK , K) satisfies (P) for each K ⊂⊂ Ω.
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Proof. Let Kn be an increasing sequence of compact subsets of Ω satisfying Kn ⊂
K◦n+1 which exhausts Ω (n ∈ N), e.g. Kn := {λ ∈ Ω | |λ| ≤ n and dist(λ, ∂Ω) ≥
1
n
}.
Set K0 := ∅ and define open sets Gn (n ∈ N) by G1 := ∅, Gn := K
◦
n \ Kn−2
(n ≥ 2). Now choose a partition of unity (ϕn)n≥1 subordinate to the open covering
(Gn)n≥1 of Ω. For n ≥ 2, let εn be such that (εn, Kn) satisfies (P), εn ≤ εn−1 (we
put ε1 := 1) and define ψ(x) :=
∞∑
n=1
εnϕn(x). Then it is clear that ψ is smooth
and takes its values in I. To complete the proof, let ∅ 6= K ⊂⊂ Ω. Let N ∈ N
be minimal such that K is contained in K◦N and consider x ∈ K \ K
◦
N−1: Since
x ∈ KN , it cannot be an element of Gn for n ≥ N + 2. On the other hand, since
x /∈ K◦N−1, it neither can belong to Gn for n ≤ N − 1 (if N ≥ 2). Altogether,
x ∈ GN ∪ GN+1 which results in ψ(x) = εNϕN (x) + εN+1ϕN+1(x) ∈ [εN+1, εN ].
Therefore, ηK := minx∈K ψ(x) ≤ minx∈K\K◦
N−1
ψ(x) ≤ εN . So finally from ηK ≤ εN
and K ⊆ KN we conclude that (ηK , K) satisfies (P). ✷
The proof of the preceding lemma also gives the following result (just omit K from
the argument and consider x ∈ KN \K◦N−1 instead of x ∈ K \K
◦
N−1):
10.3 Lemma. Let Kn be an increasing sequence of compact subsets of Ω satisfying
Kn ⊂ K◦n+1 which exhausts Ω (n ∈ N) and let ε1 ≥ ε2 ≥ . . . > 0 be given. Then
there exists ψ ∈ C∞(Ω) satisfying 0 < ψ(x) ≤ εn for x ∈ Kn \K◦n−1 (K0 := ∅).
10.4 Proposition. (Extension of bounded paths)
Let φ : D → A0(Rs) where
D ⊆ I × Ω such that for each K ⊂⊂ Ω there exists ε0 > 0 and a subset U of
D which is open in I × Ω having the following properties:
1) (0, ε0]×K ⊆ U(⊆ D) and φ is smooth on U ;
2) for all α ∈ Ns0, {∂
αφ(ε, x) | 0 < ε ≤ ε0, x ∈ K} is bounded in D(R
s).
Then there exist a smooth map φ˜ : I × Ω → A0(Rs) and σ ∈ C∞(Ω) (0 < σ(x) ≤ 1
for all x ∈ Ω) satisfying
1′) φ˜ = φ on {(ε, x) ∈ I × Ω | ε ≤ 2
3
σ(x)};
2′) φ˜ ∈ C∞b (I × Ω,A0(R
s)).
3′) (φ˜(ε, x), x) ∈ Uδ(Ω) for all (ε, x) ∈ I × Ω and δ ≤ σ(x).
In particular, conditions 1′) and 3′) imply that for each K ⊂⊂ Ω there exists ε1 :=
min
x∈K
σ(x) such that φ˜ = φ on an open neighborhood of (0, ε1
2
]×K and (φ˜(ε, x), x) ∈
Uδ(Ω) for all (ε, x) ∈ I ×K and δ ≤ ε1.
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Proof. First we show that without loss of generality it can be assumed that ε0
occurring in conditions 1) and 2) above also satisfies the following property 3), in
addition to 1) and 2):
3) (φ(ε, x), x) ∈ Uδ(Ω) for all 0 < ε, δ ≤ ε0 and x ∈ K.
In fact, according to Proposition 6.3 there exists η > 0 such that (φ(ε, x), x) ∈ Uδ(Ω)
for all 0 < ε ≤ ε0, x ∈ K and 0 < δ ≤ η (observe that {φ(ε, x) | 0 < ε ≤ ε0, x ∈ K}
is bounded by 2)). Replacing both ε0 and η by min(ε0, η), we see that 1)–3) can be
assumed to hold simultaneously.
Now let us say that (ε0, K) satisfies (P) if 1)–3) are valid for this particular pair
(ε0, K). Then Lemma 10.2 can be applied and provides a function σ ∈ C∞(Ω)
satisfying 0 < σ(x) ≤ 1 for each x ∈ Ω such that 1)–3) hold for min
x∈K
σ(x) in place
of ε0. Now let λ1 be smooth on R, 0 ≤ λ1 ≤ 1 and λ1 ≡ 1 on (−∞,
2
3
], λ1 ≡ 0 on
[5
6
,+∞). Set λ2 := 1− λ1 and define
φ˜(ε, x) := λ1
(
ε
σ(x)
)
· φ(ε, x) + λ2
(
ε
σ(x)
)
· φ(σ(x), x).
φ˜ is defined on I × Ω since the formula above actually involves only values of φ on
pairs (ε, x) satisfying ε ≤ σ(x) and (0, σ(x)]×{x} ⊆ D by setting K := {x} in 1). In
order to show that φ˜ is smooth we start by observing that φ is smooth on some open
neighborhood U(⊆ D) of Dσ := {(ε, x) | x ∈ Ω, 0 < ε ≤ σ(x)}: Setting K := {x}
in 1) once more yields an open neighborhood Ux of (0, σ(x)] × {x} on which φ is
smooth. It suffices to take U :=
⋃
x∈Ω
Ux. Now, since x 7→ (σ(x), x) is a smooth map
from Ω into U , φ(σ(x), x) is smooth as a function of x. Taking into account that
suppλ1(
ε
σ(x)
) is a subset of {(ε, x) | ε ≤ 5
6
σ(x)} and noting that σ(x) > 0 for all
x we see that also the first term in the definition of φ˜ and, hence, also φ˜ itself are
smooth.
Obviously, φ˜(ε, x) = φ(ε, x) for ε ≤ 2
3
σ(x). Thus 1′) is proved.
To show 2′), we have to consider derivatives of φ˜ with respect to x on sets of the
form I × K where K ⊂⊂ Ω is given. Again we set ε1 := min
x∈K
σ(x). First, observe
that on (0, ε1]×K all derivatives ∂βφ(ε, x) are bounded by 2). Since they are clearly
also bounded on the compact set {(ε, x) | x ∈ K, ε1 ≤ ε ≤ σ(x)}, they are bounded
on the whole of Kσ := {(ε, x) | x ∈ K, 0 ≤ ε ≤ σ(x)}. Now fix α ∈ Ns0; to discuss
∂αφ˜ in detail, we set
φ˜1(ε, x) := λ1
(
ε
σ(x)
)
· φ(ε, x) resp. φ˜2(ε, x) := λ2
(
ε
σ(x)
)
· φ(σ(x), x).
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Now
∂αφ˜1(ε, x) =
∑
β+γ=α
(
α
β
)
∂βλ1
(
ε
σ(x)
)
· ∂γφ(ε, x).
As we have seen above, all derivatives ∂γφ(ε, x) are bounded on Kσ. Expanding
∂βλ1(
ε
σ(x)
) according to the chain rule gives a finite number of terms of the form
λ
(l)
1
(
ε
σ(x)
)
· εl · ∂γ1
(
1
σ(x)
)
· . . . · ∂γl
(
1
σ(x)
)
where 1 ≤ l ≤ |β| and γ1, . . . , γl ∈ Ns0 satisfy
l∑
i=1
|γi| = |β|. Each of these terms is
bounded on I × K. Taking into account that all ∂βλ1(
ε
σ(x)
) vanish for ε ≥ 5
6
σ(x)
and that Kσ is characterized by ε ≤ σ(x), ∂
αφ˜1 is bounded on I ×K.
The derivatives of φ˜2 take the form
∂αφ˜2(ε, x) =
∑
β+γ=α
(
α
β
)
∂βλ2
(
ε
σ(x)
)
· ∂γφ(σ(x), x).
The above reasoning showing ∂βλ1(
ε
σ(x)
) to be bounded also applies to ∂βλ2(
ε
σ(x)
).
For ∂γφ(σ(x), x) the chain rule gives a finite sum of terms of the form
∂kε ∂
γ0
x φ(σ(x), x) · ∂
γ1
x σ(x) · . . . · ∂
γk
x σ(x) (22)
where 0 ≤ k ≤ |γ| and γ0, γ1, . . . , γk ∈ Ns0 satisfy
k∑
i=0
|γi| = |γ|. Since ∂kε ∂
γ0
x φ is
bounded on the compact subset {(σ(x), x) | x ∈ K} of U , all the factors in (22) are
bounded on K. Combining this with the boundedness of ∂βλ2(
ε
σ(x)
) shows that also
∂αφ˜2 (and hence ∂
αφ˜) is bounded on I ×K which completes the proof of 2′).
Finally, to show 3′) let x ∈ Ω, δ ≤ σ(x) and conclude from 3) that in particular
(φ(σ(x), x), x) ∈ Uδ(Ω). Now for ε ≤ σ(x), both (φ(ε, x), x) and (φ(σ(x), x), x)
belong to Uδ(Ω) and so also (φ˜(ε, x), x) does. On the other hand, for σ(x) < ε ≤ 1
we have (φ˜(ε, x), x) = (φ(σ(x), x), x) ∈ Uδ(Ω). Therefore, for all ε ∈ I, (φ˜(ε, x), x) ∈
Uδ(Ω).
The last statement of the proof follows from the fact that φ˜ and φ coincide on the
open set {(ε, x) | ε < 2
3
σ(x)} which clearly contains (0, ε1
2
]×K. ✷
In the following, we will identify each function φˆ : I → C∞(Ω,A0(Rs)) in the natural
way with the corresponding function φ ∈ C[∞,Ω](I × Ω,A0(Rs)) where φˆ(ε)(x) =
φ(ε, x). This identification respects the properties of φˆ resp. φ being smooth (see
Theorem 4.2) and/or bounded (in the sense specified in section 2).
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10.5 Theorem. (A to Z) The moderateness of an element R of C∞(U(Ω)) can
be tested equivalently on bounded subsets of C∞(Ω,A0(Rs)), on arbitrary bounded
paths φ : I → C∞(Ω,A0(Rs)) or on paths of the same form depending smoothly on
ε (conditions (A), (B), (C), respectively).
Moreover, equivalent moderateness tests can be performed on larger resp. smaller
classes of smooth paths which are distinguished by better resp. poorer properties with
respect to the domain of definition of R(Sεφ(δ, x), x) (conditions (D), (E); (Z)).
Formally:
Let R ∈ C∞(U(Ω)). Then the following conditions are equivalent:
(A) ∀K ⊂⊂ Ω ∀α ∈ Ns0 ∃N ∈ N ∀B (bounded) ⊆ C
∞(Ω,A0(Rs))
∃C > 0 ∃η > 0 ∀φ ∈ B ∀ε (0 < ε < η) ∀x ∈ K:
|∂α(R(Sεφ(x), x))| ≤ Cε
−N
(B) ∀K ⊂⊂ Ω ∀α ∈ Ns0 ∃N ∈ N ∀φ ∈ C
[∞,Ω]
b (I × Ω,A0(R
s))
∃C > 0 ∃η > 0 ∀ε (0 < ε < η) ∀x ∈ K:
|∂α(R(Sεφ(ε, x), x))| ≤ Cε
−N
(C) ∀K ⊂⊂ Ω ∀α ∈ Ns0 ∃N ∈ N ∀φ ∈ C
∞
b (I × Ω,A0(R
s))
∃C > 0 ∃η > 0 ∀ε (0 < ε < η) ∀x ∈ K:
|∂α(R(Sεφ(ε, x), x))| ≤ Cε
−N
(D) as condition (C), yet only paths φ ∈ C∞b (I × Ω,A0(R
s)) are considered
such that (φ(ε, x), x) ∈ Uδ(Ω) for all ε, δ ∈ I and x ∈ K.
(E) as condition (C), yet only paths φ ∈ C∞b (I × Ω,A0(R
s)) are considered
such that for each L ⊂⊂ Ω there exists δ0 having the the property
(φ(ε, x), x) ∈ Uδ(Ω) for all (ε, x) ∈ I × L and δ ≤ δ0.
(Z) ∀K ⊂⊂ Ω ∀α ∈ Ns0 ∃N ∈ N ∀φ : D → A0(R
s)) (D, φ as described below)
∃C > 0 ∃η > 0 ∀ε (0 < ε < η) ∀x ∈ K: (ε, x) ∈ D and
|∂α(R(Sεφ(ε, x), x))| ≤ Cε
−N
where D ⊆ I × Ω and for D,ϕ the following holds: For each L ⊂⊂ Ω
there exists ε0 and a subset U of D which is open in I × Ω such that
1) (0, ε0]× L ⊆ U(⊆ D) and φ is smooth on U ;
2) for all β ∈ Ns0, {∂
βφ(ε, x) | 0 < ε ≤ ε0, x ∈ L} is bounded in D(Rs).
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Proof. (A) =⇒ (B) is clear since the image of φ, the latter being viewed as a
function from I into C∞(Ω,A0(Rs)), forms a bounded subset of C∞(Ω,A0(Rs)).
(B) =⇒ (C) is trivial.
(C) =⇒ (A) Assume to the contrary ¬(A), i.e.,
∃K ⊂⊂ Ω ∃α ∈ Ns0 ∀N ∈ N ∃B (bounded) ⊆ C
∞(Ω,A0(Rs))
∀C > 0 ∀η > 0 ∃φ ∈ B ∃ε (0 < ε < η) ∃x ∈ K:
|∂α(R(Sεφ(x), x))| > Cε
−N
Fix K,α as given by ¬(A). (C) yields N ∈ N with the property described there
(∀φ (C∞, bounded) . . . ). Now for this N , our assumption ¬(A) produces a bounded
subset B of C∞(Ω,A0(Rs)) on which R behaves “badly” in the sense that we can
inductively define sequences εj ∈ I, φj ∈ B and xj ∈ K from which a path φ0(ε, x)
can be constructed giving a contradiction to (C) if R is tested on it. Explicitly:
Set C := 1, η := 1 and conclude from ¬(A):
∃ε1 < 1, φ1 ∈ B, x1 ∈ K :
∣∣∂α(R(Sε1φ1(x), x)) |x=x1 ∣∣ > 1 · ε−N1 .
Set C := 2, η := min(1
2
, ε1) and conclude from ¬(A):
∃ε2 < min(
1
2
, ε1), φ2 ∈ B, x2 ∈ K :
∣∣∂α(R(Sε2φ2(x), x)) |x=x2 ∣∣ > 2 · ε−N2 .
Continuing this way, we get ε0 := 1 > ε1 > ε2 > . . .→ 0, φj ∈ B, xj ∈ K satisfying∣∣∂α(R(Sεjφj(x), x)) ∣∣x=xj ∣∣ > j · ε−Nj .
Take a partition of unity (λj)j on I as provided by Lemma 10.1 and define φ0(ε, x) :=
∞∑
j=1
λj(ε)φj(x) (ε ∈ I, x ∈ Ω). Clearly, φ0 is smooth from I into C∞(Ω,A0(Rs)) and
its image is bounded since it is contained in the convex hull of B. By construction,
we get ∣∣∂α(R(Sεjφ0(εj, x), x)) ∣∣x=xj ∣∣ = ∣∣∂α(R(Sεjφj(x), x)) ∣∣x=xj ∣∣ > j · ε−Nj ,
contradicting ∂α(R(Sεφ0(ε, x), x)) = O(ε
−N) as required by (C).
(C) =⇒ (D) is trivial.
(D) =⇒ (E) Let K,α be given and choose N by (D). Consider a path φ(ε, x) and a
constant δ0 > 0 appropriate for K, both as specified in (E). Define
φ˜(ε, x) := Sδ0φ(δ0ε, x) (ε ∈ I, x ∈ Ω).
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Since Sδφ˜(ε, x) = Sδδ0φ(δ0ε, x), (φ˜(ε, x), x) ∈ Uδ(Ω) for all ε, δ ∈ I and x ∈
K. (D) now gives |∂α(R(Sεφ˜(ε, x), x))| = O(ε−N) uniformly on K. However,
∂α(R(Sεφ˜(ε, x), x)) = ∂
α(R(Sδ0εφ(δ0ε, x), x)) which implies
|∂α(R(Sεφ(ε, x), x))| = O
((
ε
δ0
)−N)
= O(ε−N).
(E) =⇒ (Z) Again let K,α be given; this time, of course, choose N according to
(E). By Proposition 10.4, to a given path φ(ε, x) as in (Z) there exists a bounded
path φ˜(ε, x) satisfying the condition in (E) such that φ˜ and φ coincide on an open
neighborhood of (0, ε1
2
]×K, where ε1 is some positive constant. Therefore
|∂α(R(Sεφ(ε, x), x))| = |∂
α(R(Sεφ˜(ε, x), x))| = O(ε
−N).
(Z) =⇒ (C) Setting D := I×Ω turns a path in the sense of (C) in a path as required
for the application of (Z). ✷
There is an analog to the preceding theorem giving rise to equivalent definitions of
negligibility. Observe, however, that each of the conditions in the following theorem
is equivalent to the condition in Definition 7.3 even without assuming R to be mod-
erate. This latter property has to be assumed in addition to obtain the definition
of negligibility.
10.6 Theorem. (A′ to Z′) In properties (A)–(Z) of Theorem 10.5, insert “∀n ∈ N”
after “∀α ∈ Ns0” and replace “∃N ∈ N” by “∃q ∈ N”, “A0(R
s)” by “Aq(Rs)”
and “Cε−N” by “Cεn”, throughout. Then the resulting six conditions (A′)–(Z′) are
mutually equivalent. If R, in addition, is supposed to be moderate, each of them is
equivalent to the negligibility of R.
The proof of the preceding theorem is analogous to that of Theorem 10.5. Finally,
in the proof of (T8) in section 7, we have made use of the following variant of (a
part of) 10.6:
10.7 Corollary. In each of conditions (C′) and (Z′) of Theorem 10.6, replace
“Aq(Rs)” by “A0(Rs)” and consider only test objects φ all whose derivatives ∂αxφ
(α ∈ Ns0) have asymptotically vanishing moments of order q on the compact set K
at hand. Then the resulting conditions (C′′) and (Z′′) are equivalent.
Proof. (Z′′)⇒ (C′′) being trivial, we have to show the reverse implication. To this
end, note that for the property of a test object to have asymptotically vanishing
moments on someK ⊂⊂ Ω, only sets of the form (0, ε0]×K (for some 0 < ε0 ≤ 1) are
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relevant. Yet it is part of the statement of Proposition 10.4 that the extended path φ˜
agrees with the given path φ on sets of this form, for every given K ⊂⊂ Ω. Thus the
property of having asymptotically vanishing moments is preserved by the extension
process φ 7→ φ˜. Now an argument analogous to that used to prove (C)⇒ (Z) in
Theorem 10.5 establishes (C′′)⇒ (Z′′). ✷
Conditions (A)–(C) in Theorem 10.5 are due to J. Jel´ınek ([28], the Remark following
Definition 8; the proof of equivalence is only indicated there). The equivalence of
condition (Z) with (A)–(C) has to be considered as the technical cornerstone of
the diffeomorphism invariance of the Colombeau algebra constructed in section 7.
Apart from that, it can be of advantage in certain situations (for example, when
dealing with applications) not to have to bother too much about the domains of
definition of R(Sεφ(δ, x), x) being too small. On the other hand, it can be useful
to have guaranteed a certain minimum size of these domains; for this reason (D)
and (E) have been included in the theorem. Last, but not least we felt the need
to give precise meaning to statements like “only ε > 0 small enough is relevant”
([13], p. 361) or “. . . in the case when the maps Φε [. . . ] are not defined on the
same set. We only need that [. . . ] for all ε > 0 sufficiently small.” ([28], item 7). In
our view, the considerable technical expense required for establishing the results of
this section clearly shows the necessity of a rigorous treatment to be given to these
matters.
11 Differential Equations
The main application of Colombeau algebras so far has been in the field of differential
equations. It is therefore of considerable interest to explore how the changes in the
construction of the algebra necessary to ensure diffeomorphism invariance affect the
process of solving differential equations in G. To illustrate these changes, in the
following we are going to discuss two prototypical examples.
11.1 Example. Consider the initial value problem
x¨(t) = f(x(t))δ(t)
x(−1) = x0 (23)
x˙(−1) = x˙0
(f : R → R smooth) in G(R). Equations of type (23) arrise, e.g., in geodesic
equations in impulsive gravitational waves, cf. [32]. For simplicity, we assume that
the initial values x0 and x˙0 are real numbers.
As in the case of non-diffeomorphism invariant Colombeau theory, solving (23) re-
quires existence and uniqueness results for the classical equation with δ(t) replaced
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by ϕ(−t) (recall that a representative of ι(δ) is given by (ϕ, t)→ ϕ(−t)). By a stan-
dard fixed point argument (cf. [32], Lemma 1) this initial value problem has unique
global solutions provided supp(ϕ) is contained in a sufficiently small neighborhood
U (depending on f and the initial conditions) of 0. For ϕ ∈ D(U) let R1(ϕ, . )
be this unique solution. Choose some χ ∈ D(U), χ ≡ 1 in a neighborhood V of
0. We claim that R : (ϕ, t) → R1(χϕ, t) is a representative of a locally bounded
solution to (23) and that this solution is unique. (Note that independence of cl[R]
from χ follows already from the fact that Sεϕχ = Sεϕ for any ϕ and ε sufficiently
small). First of all, in order to show that R is smooth on (U(R), τ2) it obviously
suffices to establish smoothness of R1 on that space. To this end, let s → (ϕs, ts)
be a τ1-smooth curve into some A0,H(R) × V ⊆ UN(R) as in Theorem 6.6. Then
smoothness of solutions of ODEs with respect to a real parameter at once shows that
s→ R1(ϕs, ts) is C∞, from which the claim follows by definition of smoothness and
Theorem 6.6. (We feel that the ease of this kind of argument is a decisive advantage
of calculus in convenient vector spaces as used here compared to earlier approaches
to differential calculus in locally convex spaces.)
In order to show that R ∈ EM(R), note that for ε sufficiently small
R(Sεϕ, t) = x0 + x˙0(t+ 1) +
t∫
−1
s∫
−1
f(R(Sεϕ, r))Sεϕ(−r)drds .
The key to proving the desired estimates is the characterization of moderateness
given in Theorem 7.12 on the one hand and Remark 6.7 on the other: For ϕ, ψ
varying bounded subsets of A0(R) (resp. A00(R)) and ε sufficiently small, iterated
differentials of R ◦S(ε) are well defined and can be calculated according to the usual
differentiable structure of A0(R)× R. In particular, differentiation with respect to
ϕ can be interchanged with integration (see the proof of 4.6), and the chain rule
gives, e.g.:
d1(R(Sεϕ, t))[ψ] =
t∫
−1
s∫
−1
f ′(R(Sεϕ, r))d1(R(Sεϕ, r))[ψ]Sεϕ(−r)drds
+
t∫
−1
s∫
−1
f(R(Sεϕ, r))Sεψ(−r)drds
so the result follows (using Gronwall’s inequality) by induction. Even in this rather
simple example it is quite obvious that to check the moderateness condition 7.2 di-
rectly would be extremely tedious (resp. unmanageable for more complicated equa-
tions). Moreover, uniqueness can be established similarly without even having to
perform any differentiations owing to the remark following Theorem 7.13.
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11.2 Example. The semilinear wave equation
(∂2t −∆)u = F (u) +H (24)
u|{t<0} = 0
with F ∈ OM(R) globally Lipschitz, F (0) = 0 and H ∈ G, suppH ⊆ {t ≥ 0} has
been treated in the Colombeau framework in [36]. Therefore, we will only indicate
those modifications that allow to carry over the existence and uniqueness results
achieved there into the current setting. Also, we only treat space dimension 3. Let
RηH be a representative of H supported in {t > −η} (η > 0). For each ϕ ∈ A0(R
4)
let (x, t)→ R(ϕ, x, t) be the smooth solution to
(∂2t −∆)u(x, t) = F (u(x, t)) +R
η
H(ϕ, x, t)
u|{t≤−η} = 0
Then from Kirchhoff’s formula we obtain for t ≥ −η
R(ϕ, x, t) =
1
4pi
t∫
−η
1
t− s
∫
|x−y|=t−s
(F (R(ϕ, y, s)) +RηH(ϕ, y, s))dσ(y)ds (25)
Composing R in this formula with a smooth curve as in 11.1, smooth dependence
of solutions of Volterra integral equations on real parameters implies smoothness of
R in ϕ and as in the classical case, smooth extension to t < −η is possible since
F (0) = 0. Again using Remark 6.7, ϕ-differentiation (for R◦Sε, ε small, ϕ, ψi (as in
Theorem 7.12) varying in bounded sets) interchanges with integration in (25). Hence
derivation of the necessary EM - resp. N -estimates for existence resp. uniqueness of
solutions is carried out analogously to the classical case, again due to Theorem 7.12
and the remark following Theorem 7.13.
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