Abstract. Let A 2 F nn , B 2 F nt , where F is an arbitrary eld. In this paper, the possible characteristic polynomials of A B , when some of its columns are prescribed and the other columns vary, are described. The characteristic polynomial of A B is de ned as the largest determinantal divisor or the product of the invariant factors of xIn , A , B . This result generalizes a previous theorem by H. Wimmer which studies the same problem when t = 0. As a consequence, it is extended to arbitrary elds a result, already proved for in nite elds, that describes all the possible characteristic polynomials of a square matrix when an arbitrary submatrix is xed and the other entries vary. Finally, applications to the stabilization and observability of linear systems by state feedback are studied.
1. Introduction. Throughout this paper, F denotes a eld. If fx is a polynomial, df denotes its degree.
Several results are known that study the existence of matrices matrix completions with a xed submatrix and satisfying certain conditions. For example, the following theorem, due to Wimmer, describes the possible characteristic polynomials of a matrix when a certain number of rows are xed and the others vary. Note that the condition 1 says that the characteristic polynomial of A 1;1 A 1;2 divides f. In a previous paper 7 , we h a ve described all possible characteristic polynomials of A B when some of its rows are xed and the others vary. The main purpose of this paper is to describe all the possible characteristic polynomials of A B when some of its columns are xed and the others vary. Note that, in order to solve this problem, we m a y assume that the columns xed in A are the rst ones and that the columns xed in B are also the rst ones. The next theorem was established in 5 for in nite elds. Now it can be deduced, for arbitrary elds, as a simple consequence of Theorems 1.1 and 2.5. This theorem describes the possible characteristic polynomials of a matrix with a prescribed arbitrary submatrix. Note that, with permutations of rows and columns that correspond to similarity transformations, the general problem can be reduced to the case where the prescribed submatrix lies in the position considered in the next statement; see 5 , for details. Proof. The necessity follows immediately from the previous remarks and results. Su ciency. As the roots of the characteristic polynomial of A B have their real parts negative, there exists X 0 2 F nm such that A + BX 0 is stable. By continuity, there exists a neighbourhood V of X 0 such that A + BX is stable for every X 2 V . N o w let A be the set of all the matrices X 2 F nm such that rankOA + BX;C+ DX m . As one of the conditions I 3:1 , II 3:1 is satis ed, A 6 = F nm . If X 0 6 2 A, the proof is complete with X = X 0 . I f X 0 2 A , there exists a matrix X 2 V n A and the proof is also complete.
