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Introduction
La supraconductivité est sans aucun doute l’un des phénomènes physiques les
plus fascinants. Il s’agit d’une phase de la matière au sein de laquelle la résistance
électrique d’un matériau s’annule entièrement en dessous d’une certaine température
critique de transition et où le matériau en question aura tendance à expulser entière-
ment les champs magnétiques (eﬀet Meissner). Il s’agit d’un phénomène quantique
macroscopique qui a attiré l’attention d’un très grand nombre de physiciens et in-
génieurs depuis sa découverte en 1911 par Heike Kamerlingh Onnes à Leiden dans
le mercure métallique en dessous de 4.15 Kelvin (K). A cette époque, se jouait alors
une véritable compétition dans le but de développer des techniques permettant de
refroidir les matériaux vers des températures de plus en plus basses (c’est en 1908
que Kamerlingh Onnes liquéﬁe l’hélium pour la première fois [1]). Le transport du
courant électrique sans dissipation, c’est-à-dire sans perte d’énergie par eﬀet Joule,
dans les systèmes métalliques est l’une des manifestations les plus spectaculaires
de la cohérence quantique des systèmes à N-corps à l’échelle macroscopique et ap-
paraît alors comme l’avatar de l’un des vieux rêves de l’humanité de maîtriser, un
jour, le mouvement perpétuel. La supraconductivité nous permet alors d’imaginer
un grand nombre d’applications pouvant potentiellement bouleverser notre mode de
vie [2, 3, 4]. Cependant, dans la majorité des matériaux où elle a été découverte,
la supraconductivité apparaît vers des températures cryogéniques de l’ordre du zéro
absolu (-273.15°C), ce qui ne lui permet pas d’être facilement applicable dans la
vie quotidienne. Cependant, en janvier 1986, sur la base de travaux de synthèse
chimique qui ont été réalisés cinq années auparavant à Caen par l’équipe de B.
Raveau [5], deux chercheurs du laboratoire d’IBM à Zurich, K. A. Müller et J. G.
Bednorz, refroidissent pour la première fois l’une des céramiques à base d’oxydes
de cuivre synthétisée par l’équipe Caennaise en dessous de 35 K : ils observent une
suppression totale de la résistivité pour une température critique jusqu’alors jamais
atteinte [6] (voir Fig. 1). Ils venaient de découvrir la supraconductivité à haute tem-
pérature critique (Tc), ce qui leur vaudra le prix Nobel de physique l’année suivante
[7]. Jusqu’alors, la température critique maximale de transition était observée dans
des alliages métalliques de type Nb3Ge et était limitée à 23.2 K [8, 9]. Cette dé-
couverte déclenche alors une véritable course eﬀrénée à la synthèse de nouveaux
composés céramiques à base d’oxydes de cuivre que l’on appelle communément cu-
prates supraconducteurs et présentant de la supraconductivité dont les Tc atteignent
des valeurs beaucoup plus élevées [10]. Dans les mois qui suivent, une Tc de 40 K a
donc été atteinte dans les composés La-Ba-Cu-O massifs [11, 12] puis, en 1987, un
grand bond en avant a été réalisé par l’équipe de Wu et al. [13] mettant en évidence
une Tc atteignant 93 K dans le composé YBa2Cu3O7−δ dépassant ainsi la symbo-
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lique température d’ébullition de l’azote liquide (77 K) rendant l’idée d’applications
technologiques possible. Dans les vingt années suivantes, une très large gamme de
(a)
(b)
Figure 1 – (a) Disparition de la résistivité du composé cuprate La2−xSrxCuO4 (ﬁgure
reproduite de l’article de K. A. Müller et J. G. Bednorz [6]). (b) Lévitation d’un matériau
supraconducteur sous l’eﬀet d’un champ magnétique qui est expulsé du matériau (ﬁgure
issue de Wikipédia).
cuprates supraconducteurs a été synthétisée augmentant ainsi la Tc autour de 140
K à pression ambiante (par exemple, dans le composé HgBa2Ca2Cu3O8+x [14]).
En vingt-cinq années de recherche, plus de cent mille articles ont été publiés sur
ce sujet [15] et l’étude de ces nouveaux matériaux supraconducteurs a constitué
un véritable élan dans le développement et l’amélioration de méthodes théoriques
comme, par exemple, la théorie du champ moyen dynamique (DMFT) [16, 17], les
méthodes Monte Carlo quantiques variationnelles [18, 19] ou à chemins contraints
[20], la méthode de champ moyen enchevêtré par les symétries [21, 22], le groupe de
renormalisation fonctionnelle [23] ou encore la méthode des bosons esclaves [24, 25].
De plus, des techniques expérimentales de pointe comme la spectroscopie de pho-
toémission résolue en angle (ARPES) ont été améliorées et ont pu être appliquées à
beaucoup d’autres champs de recherche concernant l’élaboration de nouveaux ma-
tériaux corrélés et l’exploration de leurs propriétés physiques (voir, par exemple,
les Refs. [26, 27, 28, 29]). Signalons, par ailleurs, qu’en 2007 une nouvelle classe de
supraconducteurs à haute température critique à base de fer appelés pnictures a été
découverte. Cependant, en raison de leur découverte récente, de leur faible tempé-
rature critique (Tc ≃ 55 K) et de leur toxicité, ces matériaux ne trouvent pas un
grand intérêt pratique [30]. De plus, début 2019, deux groupes de chercheurs pu-
blient des résultats annonçant avoir trouvé de la supraconductivité à très haute Tc
pouvant atteindre jusqu’à 280 K (à très haute pression ∼ 200 GPa, cependant) après
avoir synthétisé des hydrures de lanthane [31, 32]. Enﬁn, très récemment (ﬁn août
2019), une équipe américaine de l’université de Stanford annonce avoir découvert de
2
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Figure 2 – Depuis la découverte de la supraconductivité à haute Tc dans les cuprates
en 1986, une course aux nouveaux supraconducteurs aux Tc de plus en plus élevées s’est
déclenchée dans la communauté scientiﬁque (ﬁgure reproduite de la référence A. Georges
[35]).
la supraconductivité dont la Tc avoisine 10-15 K dans un nouveau composé à base
d’oxydes de nickel Nd0.8Sr0.2NiO2 (nickelate). Il s’agit d’une découverte très impor-
tante puisque cette nouvelle phase présentant des analogies claires avec les cuprates
supraconducteurs pourrait, à l’avenir, permettre une avancée signiﬁcative dans la
compréhension de la supraconductivité des cuprates qui demeure mystérieuse après
trois décennies de recherches intenses [33, 34].
Concernant l’explication théorique du phénomène de supraconductivité, celle-ci
semblait avoir été scellée dans les années 1950 successivement d’un point de vue
phénoménologique par Ginzburg et Landau [36], puis du point de vue microsco-
pique par Bardeen, Cooper et Schrieﬀer (BCS) stipulant que les modes de vibration
du réseau cristallin (les phonons) génèrent une interaction eﬀective attractive entre
les électrons s’appariant, dès lors, sous forme de paires (de Cooper) et se déplaçant
en phase de manière collective [37, 38]. Cependant, ce mécanisme d’appariement
des électrons suivi de l’émergence d’une phase superﬂuide par la condensation de
ces paires dans le même état quantique se réalise à partir d’un état métallique et
les températures critiques attendues prédites par la théorie BCS ne dépassent que
de quelques Kelvin le zéro absolu. Ainsi, la découverte de Bednorz et Müller re-
met complètement en cause ce paradigme et la supraconductivité à haute Tc des
cuprates trouverait son origine ailleurs et serait non-conventionnelle. En eﬀet, les
cuprates sont des isolants antiferromagnétiques lorsqu’ils ne sont pas dopés (com-
posés parents). C’est dès qu’ils sont légèrement dopés en trous ou en électrons que
l’ordre antiferromagnétique à longue portée est détruit progressivement au proﬁt
de l’émergence de la phase supraconductrice, ce à quoi on ne pourrait diﬃcilement
s’attendre compte tenu du fait que le magnétisme et la supraconductivité sont des
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Figure 3 – Diagrammes des phases dopage-température générique des cuprates mettant
en évidence les deux types de dopage ; à droite, il s’agit des phases apparaissant dès lors
que le composé est dopé en trous (ici, La2−xSrxCuO4) et à droite, celles apparaissant
lorsque le composé cuprate est dopé en électrons (ici, RE2−xCexCuO4, où RE désigne une
terre rare). On observe la phase antiferromagnétique (AF) en dessous de la température
de Néel TN , la supraconductivité (SC) en dessous de la température critique Tc , la phase
pseudogap (PG) en dessous de la température T*, et le régime métallique (FL) pour les
grands dopages. On observe immédiatement l’asymétrie particule-trou très forte en dopage
au travers des diﬀérences importantes avec la phase antiferromagnétique de chaque côté,
ainsi que la phase supraconductrice. Figure reproduite de la référence D. J. Scalapino [44].
instabilités en compétition [39]. Les cuprates font, en fait, partie de la famille des
matériaux à fortes corrélations électroniques. Il s’agit de matériaux pour lesquels
une description en termes de fonctions d’onde à particules indépendantes échoue.
C’est une situation rencontrée dans les matériaux à bandes étroites dans lesquels
les électrons hésitent entre un comportement itinérant du fait de leur énergie ci-
nétique et un comportement localisé à cause de la forte répulsion coulombienne à
courte portée existante entre eux. C’est le cas des oxydes de métaux de transition et
de terres rares dont les cuprates font partie mais on peut citer aussi, par exemple,
les nickelates, les oxydes de vanadium ou encore les delafossites dont les proprié-
tés macroscopiques de transport électronique et magnétique dépendent aussi des
fortes corrélations électron-électron. Cependant, les systèmes de fermions en inter-
action sont diﬃciles à appréhender théoriquement. L’alternative numérique évidente
consistant à diagonaliser exactement le Hamiltonien à N-corps se heurte, en eﬀet, à
une croissance exponentielle de l’espace des états et seules de petites cellules consti-
tuées d’une vingtaine de sites peuvent être traitées par les ressources informatiques
actuelles. Ainsi, un axe central de la recherche actuelle sur ces systèmes quantiques
consiste donc à développer de nouvelles approches eﬃcaces tant analytiques que
numériques visant à approximer au mieux l’état fondamental du Hamiltonien à N-
corps et à essayer de reproduire le plus ﬁdèlement possible le diagramme des phases
des cuprates aﬁn de comprendre l’origine microscopique de la supraconductivité
non-conventionnelle et d’autres propriétés exotiques.
Compte tenu de leur structure cristallographique et des diﬀérentes orbitales im-
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pliquées, la structure électronique des cuprates est complexe [40]. Dès lors, avant
toute mise en place d’un traitement théorique des corrélations électroniques en cou-
plage faible ou en couplage fort, nous avons entrepris, dans le cadre de cette thèse
de revisiter la modélisation de la structure des bandes d’énergie des cuprates supra-
conducteurs monocouches à base de lanthane (composé parent La2CuO4). Comme
toutes les familles de cuprates, celui-ci est composé d’une structure lamellaire dont
les plans de conduction formés d’ions cuivre Cu2+ et d’ions oxygène O2− (CuO2)
sont séparés successivement par des couches dites “réservoirs de charges” constituées,
ici, par des ions La3+ et O2−. L’une des singularités de ces cuprates monocouches
réside dans la structure électronique où une seule bande croise l’énergie de Fermi.
Dans le composé stœchiométrique La2CuO4, il n’y a qu’un seul électron par site de
cuivre occupant la bande 3dx2−y2 et la bande de conduction est ainsi demi-remplie.
La théorie des bandes prédit alors un état métallique mais c’est un état isolant
antiferromagnétique qui est observé. La2CuO4 peut donc être décrit comme étant
un isolant de Mott compte tenu des fortes corrélations électroniques et celui-ci est,
en outre, bien modélisé par le Hamiltonien de Heisenberg [41]. Expérimentalement,
une relation de dispersion bidimensionnelle des ondes de spin est observée et il est
tentant de ne se focaliser que sur le seul plan CuO2 [42]. Il est possible de doper en
trous les plans CuO2 du composé parent au travers d’une substitution d’un ion La3+
par un ion Ba2+ ou Sr2+ au sein duquel la densité de trous correspond, a priori, à
la concentration en Ba (Sr). Brièvement, à partir d’un dopage en trous de l’ordre
de 5% (régime sous-dopé), une phase supraconductrice dont le paramètre d’ordre
est de symétrie d’onde-d émerge et celle-ci est entrelacée avec des ondes de densité
de spin et des ondes de densité de charge [43]. La Tc atteint son maximum pour
un dopage optimal en trous de 16%, puis au delà d’un dopage de l’ordre de 30%,
l’ordre de paires à longue portée disparaît totalement au proﬁt d’une phase liquide
de Fermi (voir Fig. 3). L’un des déﬁs actuels consiste à comprendre théoriquement
l’origine de l’émergence de ces phases exotiques. En particulier, le mécanisme mi-
croscopique conduisant à l’appariement des électrons en paires de Cooper n’est, à
ce jour, pas encore élucidé et ne fait l’objet d’aucun consensus. Parmi l’ensemble
des divers scénarios envisagés, les ﬂuctuations antiferromagnétiques de spin sont
suspectées de jouer un rôle crucial sur l’émergence du dôme supraconducteur [44]
comme cela a déjà été observé expérimentalement pour d’autres supraconducteurs
non conventionnels comme par exemple, les fermions lourds [15, 45] ou les pnictures
[30]. Ainsi, dans le but d’étudier ces diﬀérents aspects physiques, un point de départ
naturel consiste à proposer un modèle d’électrons sur réseau pertinent tenant compte
des interactions entre les électrons, de la structure électronique et de la structure
cristallographique du matériau étudié. Un modèle générique consiste à écrire un Ha-
miltonien comprenant un terme d’énergie cinétique Tˆ et un terme d’interaction Uˆ
tel que Hˆ = Tˆ + Uˆ . Ainsi, la détermination de ces termes de façon adéquate et réa-
liste permet de construire un modèle pertinent pour les cuprates supraconducteurs.
En particulier, l’énergie cinétique Tˆ repose sur l’hybridation des orbitales atomiques
manifestement actives. C’est en 1987 que, deux théoriciens reconnus, V. J. Emery
et C. M. Varma ont proposé un modèle de liaisons fortes pour les plans CuO2 des
cuprates fondé sur la prise en compte du couplage entre les orbitales 3dx2−y2 de l’ion
cuivre et des ions oxygène 2px, 2py [46, 47]. Il s’agit d’un modèle bidimensionnel
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Figure 4 – Représentation des plans de conduction CuO2 intercalés entre les couches
atomiques “réservoirs de charges” (ﬁgure reproduite de la référence Imada et al. [60]).
(2D) à trois bandes dont une seule croise l’énergie de Fermi et se trouve, dès lors,
être la bande de conduction active au niveau de Fermi comme cela avait été observé
au travers des premiers résultats obtenus par la théorie de la fonctionnelle de la
densité (DFT) [48]. En outre, les amplitudes de saut des électrons vers les diﬀérents
voisins les plus proches sur le réseau 2D d’ions cuivre permet de rendre compte de
cette bande de conduction par simpliﬁcation du modèle en négligeant les deux autres
bandes. Par ailleurs, par souci de simpliﬁcation, le terme d’interaction Uˆ est restreint
à la seule répulsion des électrons sur site comme l’avaient fait auparavant Hubbard,
Gutzwiller et Kanamori dans leurs études du ferromagnétisme itinérant [49, 50, 51].
P. W. Anderson a donc proposé, en 1987, le modèle de Hubbard sur réseau carré
comme modèle minimal à basse énergie des cuprates [52], qui, au demi-remplissage
et pour de fortes interactions, s’identiﬁe au modèle de Heisenberg décrivant bien les
composés parents non-dopés. Depuis lors, plusieurs méthodes d’approximation de
l’état fondamental du modèle de Hubbard ont été développées et mises en œuvre
[22, 21, 53, 54, 55, 56, 57, 58]. Cependant, les résultats numériques ne sont pas
convaincants au regard du diagramme des phases expérimental.
Aﬁn de pallier ces carences, nous avons entrepris au cours de cette thèse, l’exten-
sion de la partie cinétique du modèle de Hubbard puisque la structure électronique
semble jouer un rôle beaucoup plus important que ce qui avait été envisagé jusqu’à
présent [59]. A l’origine de ce travail, nous nous sommes intéressés aux publications
des auteurs Markiewicz et al. [61] et M. R. Norman [62], au sein desquelles des am-
plitudes de saut non-négligeables à bien plus longue portée dans les plans CuO2 que
ce qui est habituellement admis ont été nécessaires aﬁn de décrire les surfaces de
Fermi du composé La2−xSrxCuO4 (LSCO) obtenues par des mesures ARPES et par
des calculs DFT où des couplages inter-couches se sont, de plus, avérés indispen-
sables. Les modèles eﬀectifs à une bande invoqués dans ces articles sont construits
de façon purement phénoménologique et aucune explication concernant l’origine mi-
croscopique des sauts à longue portée inhabituels des électrons n’est évoquée nulle
part, après une recherche intense dans la littérature. Nous avons donc trouvé per-
tinent d’essayer de comprendre l’origine microscopique des sauts des électrons dans
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de tels modèles eﬀectifs au travers de la construction d’un modèle de liaisons fortes
faisant intervenir les orbitales pertinentes du matériau. En eﬀet, les orbitales des
ions oxygène appartenant aux plans et en-dehors des plans se recouvrent de façon
importante et doivent, dès lors, jouer un rôle considérable. Nous cherchions à savoir
si un lien pouvait être fait entre les amplitudes de saut intra-plan inhabituellement
élevées à longue portée que nous ne parvenions pas à expliquer microscopiquement
dans un modèle purement 2D et celles émergeant du couplage inter-couche qui don-
nerait alors au modèle une nature tridimensionnelle. De plus, un faisceau d’indices
concordants comme la corrélation de la Tc avec le nombre de plans CuO2 par maille
élémentaire, la réduction forte de l’anisotropie de la résistivité avec le dopage en
trous, la faible distance inter-couche due à la structure tétragonale centrée, indiquait
clairement que la troisième dimension ne devait pas être négligée dans une modéli-
sation réaliste. Nous avons alors acquis la conviction profonde que nous allions dans
la bonne direction le jour où l’équipe de J. Chang de l’université de Zurich a mis en
évidence, pour la première fois au travers de mesures ARPES de haute résolution, le
caractère tridimensionnel important de la surface de Fermi des cuprates supracon-
ducteurs monocouches à base de lanthane [63] (août 2018). Le voile concernant la
dispersion perpendiculaire aux plans CuO2 était levé expérimentalement et les don-
nées ont été analysées au travers du modèle tridimensionnel proposé par Markiewicz
et al. [61]. Outre l’interprétation des origines microscopiques des amplitudes de saut,
nous montrons, au cours de cette thèse, que notre modèle multi-bandes contient et
étend le modèle eﬀectif de Markiewicz et al. [61] en complément du modèle d’Emery,
de façon à reproduire encore plus ﬁdèlement la dispersion de la bande de conduc-
tion parallèlement et perpendiculairement aux plans CuO2 obtenue en DFT. Nous
calculons alors numériquement la transformée de Fourier de la bande de conduction
exacte issue de la diagonalisation numérique de la matrice Hamiltonienne à un corps
aﬁn de déterminer les diﬀérentes amplitudes de saut décrivant exactement la bande
de conduction du modèle et formant ainsi un nouveau modèle eﬀectif à une bande.
A l’issue de ce travail, nous calculons alors les surfaces de Fermi tridimensionnelles
de notre modèle qui apparaissent alors comme très comparables en taille et en forme
à celles qui ont été observées très récemment expérimentalement [63] et dont nous
apportons ainsi une interprétation théorique. Dans la suite de ce travail, nous avons
jugé pertinent d’amorcer une étude des propriétés physiques du modèle en présence
des interactions à commencer par l’étude des instabilités magnétiques en fonction du
dopage en trous. En eﬀet, le rôle que peuvent jouer les ﬂuctuations magnétiques sur
l’émergence de la supraconductivité à haute température critique est au cœur des re-
cherches expérimentales comme en témoignent les mises en évidence expérimentales
d’ondes de densité de spin incommensurables dans LSCO [64, 65, 66, 67, 68, 69].
Le premier chapitre (1) de cette thèse est consacré à une présentation globale
et détaillée des généralités établies sur les cuprates supraconducteurs. Nous présen-
tons brièvement les diverses familles de cuprates, les grands régimes du diagramme
des phases, les faits établis concernant leur structure électronique dont nous évo-
quons l’exploration au travers de la technique expérimentale de spectroscopie de
photoémission résolue en angle (ARPES). Ce chapitre permet, par ailleurs, de mettre
en avant certaines particularités des cuprates indiquant l’importance des couplages
inter-couches. C’est au cours du deuxième chapitre (2), que nous présentons de façon
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détaillée et structurée les motivations qui nous ont poussés à construire un modèle
de liaisons fortes tridimensionnel (3D) [70], le formalisme de base de la méthode des
liaisons fortes ainsi qu’un bref état de l’art sur les diﬀérents modèles microscopiques
préexistants exclusivement bidimensionnels (2D) pour les cuprates supraconduc-
teurs. Le troisième chapitre (3) est consacré à la construction du modèle de liaisons
fortes 3D multi-bandes ainsi qu’à sa réduction à une seule bande eﬀective où nous
déterminons numériquement les paramètres microscopiques de saut, les surfaces de
Fermi que nous pouvons comparer à l’expérience ainsi que la densité d’états qui
apparaît, aussi, fortement modiﬁée par la troisième dimension. Enﬁn, le quatrième
et dernier chapitre (4) propose une étude des instabilités magnétiques du modèle de
Hubbard que nous avons ainsi étendu au travers de l’approche en couplage faible
à l’approximation de la phase aléatoire communément appelée RPA. Nous mon-
trons que, contrairement au modèle de Hubbard purement 2D, notre modèle met en
exergue un nombre important d’ordres magnétiques tridimensionnels incommensu-
rables en compétition. En particulier, nous montrons qu’une mise en ordre inter-plan
des spins des électrons est prédite dans la zone de dopage en trous correspondant à
l’émergence du dôme supraconducteur. Cette thèse présente, à la ﬁn, l’ensemble des
conclusions globales de chacun des chapitres ainsi que les perspectives intéressantes
octroyées par la mise sur pied du modèle de liaisons fortes tridimensionnel réaliste
au cœur de cette thèse.
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Chapitre 1
Généralités sur les cuprates
supraconducteurs
1.1 Introduction
Au cours de ce chapitre, nous présentons brièvement et globalement les généralités
et savoirs établis sur les cuprates supraconducteurs qui se séparent en plusieurs sous-
familles. Nous présentons leur structure cristalline générique ainsi que les diﬀérences
existantes d’une sous-famille de cuprates à une autre. En particulier, nous nous foca-
lisons sur une description plus détaillée de la sous-famille de cuprates monocouches
à base de lanthane qui nous intéresse au cours de cette thèse. Le diagramme des
phases générique établi pour les cuprates supraconducteurs est aussi présenté dans
sa globalité. Nous réalisons aussi une présentation de la structure électronique de ces
matériaux particuliers ainsi que la façon dont celle-ci a été appréhendée du point de
vue de la modélisation. Enﬁn, nous clôturons ce chapitre sur une brève présentation
de la méthode expérimentale ARPES qui a été appliquée à ces cuprates aﬁn d’en
extraire des informations sur la dispersion des états électroniques à proximité de
l’énergie de Fermi.
1.2 Structure cristalline et familles de quelques
cuprates
Les cuprates supraconducteurs forment une grande famille de matériaux divisée
en plusieurs autres sous-familles. Cependant, malgré cela, les cuprates partagent
quelques propriétés génériques au niveau de leur structure. En eﬀet, l’élément struc-
tural le plus important et commun à tous les cuprates est sans aucun doute la
présence de plans de conduction constitués d’ions cuivre et d’ions oxygène. Les ions
oxygène se situent entre les ions cuivre formant un réseau carré. Ces plans à base
d’oxydes de cuivre formés par les successions de plaquettes CuO2 sont alors empilés
les uns au-dessus des autres et séparés par des couches atomiques (voir Fig. 4) [71].
Celles-ci, étant formées par des oxydes de terre rare, jouent le rôle de “réservoirs de
charges” permettant alors de céder ou de capturer des électrons appartenant aux
plans CuO2. C’est en modiﬁant la composition ainsi que la concentration de ces blocs
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Figure 1.1 – Illustration de la structure cristalline des membres de la série de Ruddles-
den–Popper de type Rn+1MnO3n+1 pour n = 1, 2 et 3. Le nombre n désigne le nombre de
couches d’octaèdres séparées par les couches RO (la ﬁgure est reproduite de la référence
D. Lee et al. [72]).
“réservoirs” que l’on peut doper les plans CuO2 en trous ou en électrons (voir Fig. 3).
Il est souvent admis que, compte tenu de la présence de ces couches “réservoirs”,
les plans de conduction CuO2 sont faiblement couplés entre eux et les cuprates sont
alors considérés comme des matériaux quasi-bidimensionnels. En conséquence de
cela, une forte anisotropie au niveau des propriétés comme le transport électronique
est observée au travers des rapports de résistivités mesurées dans le plan ab ρab et
dans la direction c perpendiculaire aux plans ρc. En outre, les auteurs ont mis en
évidence, au travers de la réduction de ρc et de ρc/ρab, une transition vers un trans-
port de deux vers trois dimensions dans la région normale du diagramme des phases
à haute température du cuprate LSCO sur-dopé en trous [73] (voir Fig. 1.2).1 Les
études des propriétés physiques concernant le transport ou le magnétisme se foca-
lisent ainsi essentiellement dans ces plans de conduction [71, 26] où il est donc très
généralement suspecté que les mécanismes microscopiques clés à l’origine des phases
exotiques observées dans des régimes sous-dopés en trous comme la supraconducti-
vité non-conventionnelle, les ondes de densité de spin et de charge ou le pseudo-gap
dans ces matériaux sont éventuellement connectés et trouvent leur explication au
sein même de ces plans CuO2 [74].
Les cuprates ne font pas partie de la famille des perovskites cubiques. En eﬀet,
il faut rappeler que les matériaux à structure de perovskite parfaite de symétrie
cubique de type RMO3 où M est un ion métal de transition et R est un cation
1A noter qu’une étude plus récente met en évidence un résultat similaire pour le cuprate co-dopé
Nd-LSCO [75].
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Figure 1.2 – Résistivité intra-plan ρab et inter-plan ρc du composé LSCO en fonction de
la température pour diﬀérents dopages en trous. La ﬁgure est reproduite de la référence
Nakamura et al. [73].
de terre rare comme, par exemple SrVO3, présentent un arrangement d’octaèdres
dans lesquels le métal de transition se trouve au centre et six ions oxygène forment
les sommets des octaèdres qui sont intercalés au sein d’un réseau cubique dont les
nœuds sont formés par les ions de terre rare. En revanche, les cuprates, pour les
plus simples d’entre-eux comme La2CuO4, sont des descendants de ces matériaux
puisqu’ils font partie de la série de Ruddlesden-Popper Rn+1MnO3n+1 consistant à
répéter le motif structural constitué d’un octaèdre d’ions oxygène formant ainsi un
feuillet où une couche d’un autre oxyde est intercalée entre ces feuillets. Les ions
cuivre peuvent, aussi, pour d’autres sous-familles de cuprates, être environnés par
des ions oxygène formant des pyramides ou encore simplement des carrés toujours
séparés par les couches réservoirs de charges. Ces matériaux sont donc toujours
lamellaires et de symétrie tétragonale ou orthorhombique parfois centrée 2 comme
nous allons le voir puisque nous présentons brièvement les cinq grandes sous-familles
de cuprates ci-dessous (voir Tableau 1.1).
2Dans la suite de ce travail de thèse, par souci de simpliﬁcation, nous noterons la structure
cristalline tétragonale centrée par BCT (Body Centered Tetragonal).
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Tableau 1.1 – Résumé de la structure cristalline, des paramètres de maille et de la Tmaxc de quelques cuprates supraconducteurs [76].
Composé Structure cristallographique Paramètres de maille (A˚) Tmaxc (K)
La2−xSrxCuO4 (La-214) BCT a = b = 3.78 ; c = 13.18 37.5
YBa2Cu3O7 (Y-123) Orthorhombique a = 3.82 ; b = 3.88 ; c = 11.7 90
BiSr2CaCu2O8 (Bi-2212) BCT a = b = 5.4 ; c = 30.89 95
BiSr2Ca2Cu3O10 (Bi-2223) BCT a = b = 3.8 ; c = 37.4 110
TlBa2Ca2Cu3O9 (Tl-1223) Tétragonale simple a = b = 3.85 ; c = 15.9 120
Tl2Ba2CuO6 (Tl-2201) BCT a = b = 5.46 ; c = 23.24 90
Tl2Ba2CaCu2O8 (Tl-2212) BCT a = b = 3.86 ; c = 29.3 112
Tl2Ba2Ca2Cu3O10 (Tl-2223) BCT a = b = 3.85 ; c = 35.9 125
Tl2Ba2Ca3Cu4O12 (Tl-2234) BCT a = b = 3.85 ; c = 37.4 119
HgBa2Ca2Cu3O8 (Hg-1223) Tétragonale simple a = b = 3.85 ; c = 15.9 133
HgBa2Ca3Cu4O10 (Hg-1234) Tétragonale simple a = b = 3.85 ; c = 19 127
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Figure 1.3 – Structure cristalline de YBa2Cu3O7. Les chaînes Cu-O sont complètement
remplies (ﬁgure issue de Wikipédia).
1.2.1 Les cuprates supraconducteurs YBaCuO
En 1987, l’équipe de M. K. Wu à l’université de Houston découvre le composé
cuprate YBCO (YBa2Cu3Oy) (oxyde de cuivre d’yttium et de barium) dont la Tc at-
teint 93 K [13]. Ce composé est à symétrie orthorhombique et possède deux feuillets
CuO2 dans le plan ab par cellule élémentaire séparés par des plans d’Yttrium et
de Barium ainsi que des chaînes Cu-O le long de l’axe b qui jouent le rôle de ré-
servoirs de charges (voir Fig. 1.3). Contrairement aux cuprates à base de lanthane,
les plans de conduction sont constitués à partir de pyramides formées par les ions
oxygène localisés aux sommets et où se trouve l’ion cuivre au centre. Ce composé
comporte, par ailleurs, des chaînes CuO3 partageant un atome d’oxygène avec les
plaquettes CuO4, ce qui doit nécessairement compliquer un travail de modélisation,
par exemple, puisque la structure électronique s’en trouve aﬀectée. Ainsi, seules les
chaînes sont, en eﬀet, aﬀectées en faisant varier la concentration en ions oxygène y
du composé. Celles-ci peuvent donc échanger des porteurs de charges avec les plans
CuO2 et ainsi doper ces derniers aﬁn que le matériau devienne supraconducteur. Il
faut noter que, non-dopé, ce composé est tétragonal mais lorsque la concentration
en oxygène est modiﬁée les paramètres de maille le sont aussi puisque l’axe b devient
légèrement plus grand que l’axe a. La structure devient donc orthorhombique à un
dopage de 4%. Il est important de noter que la quantité d’ions oxygène n’est pas
connectée linéairement à la quantité de trous par atome de cuivre injecté dans les
plans CuO2. Ainsi, pour une concentration en oxygène donnée, la qualité de l’ordre
des ions oxygène peut varier dans les chaînes et avoir un impact signiﬁcatif sur le
dopage. Enﬁn, ce composé a démontré son intérêt pratique puisqu’il est utilisé pour
faire des câbles supraconducteurs géants dans des réseaux électriques [76, 77].
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Figure 1.4 – Structures cristallines tétragonales centrées des composés cuprates à base de
bismuth constitués de un à trois plans par maille élémentaire (Bi-2201, Bi-2212, Bi-2223,
de gauche à droite, respectivement). Dans la direction perpendiculaire aux plans CuO2, les
mailles élémentaires se trouvent décalées de (a/2, a/2, 0). Figure reproduite de la référence
J.-I. Shimoyama [78].
1.2.2 Les cuprates supraconducteurs au bismuth
Dès 1987, Michel et al. [79] ont découvert de la supraconductivité entre 7 et
22 K dans le matériau de type Bi-Sr-Cu-O. Mais en 1988, Maeda et al. [80] ont
injecté des ions Ca2+ conduisant à l’observation d’une phase supraconductrice at-
teignant une température critique de transition de 110 K dans le composé massif
Bi-Sr-Ca-Cu-O. Ces matériaux peuvent être vus comme des empilements de couches
de Bi2Sr2CaCu2O8 dans la direction selon l’axe c. L’une des caractéristiques prin-
cipales est la présence d’un couple de plans Bi-O par maille élémentaire séparés de
3 A˚ et dont chaque couple est décalé dans la direction diagonale impliquant un dé-
calage des mailles élémentaires et donc des couches CuO2 qui y sont associés (voir
Fig. 1.4) [76]. Cette anisotropie est une conséquence de la structure tétragonale cen-
trée (BCT). Ces composés peuvent être synthétisés avec une, deux ou trois couches
CuO2 par maille élémentaire dont la formule générale pour n couches est donnée par
Bi2Sr2Can−1CunOy (n = 1, 2 et 3). Ces composés ont fait l’objet d’un grand nombre
d’études et présentent des températures critiques bien plus élevées que le composé
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Figure 1.5 – Structures cristallines des composés cuprates à base de thallium. De gauche
à droite : les composés sont formés par une couche Tl-O entre deux binômes de plans CuO2
(Tl-1212) ou deux trinômes de plans CuO2 (Tl-1223) et par deux couches Tl-O entre deux
binômes de plans CuO2 (Tl-2212) ou deux trinômes de plans CuO2 (Tl-2223). Les deux
premiers sont à symétrie tétragonale simple tandis que les deux autres sont de symétrie
BCT où les binômes ou trinômes de plans CuO2 dans la direction perpendiculaire aux
plans CuO2 sont décalés de (a/2, a/2, 0). Figure reproduite de la référence Siegal et al.
[81].
YBCO puisqu’une Tc de l’ordre de 100 K a été mise en évidence dans le composé à
trois couches Bi-2223 [82].
1.2.3 Les cuprates supraconducteurs au thallium
Les oxydes de cuivre supraconducteurs à base de thallium Tl-Ba-Ca-Cu-O (TBC-
CO) ont été découverts en 1988 par Sheng et Hermann [83]. Ils ﬁgurent parmi les
cuprates supraconducteurs ayant les Tc les plus élevées à pression ambiante [76].
Ces composés sont aussi formés de feuillets d’octaèdres dont les ions oxygène sont
localisés au niveau des sommets et forment ainsi les plans CuO2 séparés par des
couches isolantes constituées par les ions Ba, Ca, Tl et O (voir Fig. 1.5). Ces compo-
sés Tl sont très proches en structure des composés au Bi évoqués précédemment et
présentent aussi la possibilité d’avoir plusieurs couches CuO2 par maille élémentaire
qui sont dans certains cas elles-mêmes décalées dans la direction diagonale et situées
au-dessus les unes des autres : la structure est BCT ou tétragonale simple. Il existe
une première série de composés à base de Tl contenant une seule couche Tl-O (tétra-
gonale simple) et dont la formule générale est donnée par TlBa2Can−1CunO2n+3 [84]
tandis qu’une seconde série contient deux couches Tl-O (BCT) et la formule pour n =
1,2, et 3 couches CuO2 est donnée par Tl2Ba2Can−1CunO2n+4. Il n’y a qu’une seule
couche (ou plan) CuO2 dans la maille élémentaire du composé Tl2Ba2CuO6 (Tl-
2201) tandis que dans le composé Tl2Ba2CaCuO9 (Tl-2212), il y a deux plans CuO2
séparés par un réseau d’ions Ca. De façon similaire à la structure de Tl2Ba2CuO6,
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Figure 1.6 – Structures cristallines des composés cuprates à base de mercure dont les
structures multi-couches (de une à trois, de gauche à droite, respectivement) par maille
élémentaire sont tétragonales simples. Figure reproduite de la référence L. Chapman [85].
les deux couches Tl-O se situent après les couches Ba-O du point de vue d’un couple
de plans CuO2 (voir Fig. 1.5). Dans le composé Tl2Ba2Ca2Cu3O10 (Tl-2223), il y a
trois plans CuO2 par maille. Il est important de noter que dans les composés à base
de Tl, la Tc a tendance à augmenter avec le nombre de couches CuO2 par maille. En
revanche, celle-ci décroît, au-delà de quatre couches dans TlBa2Can−1CunO2n+3 et
au-delà de trois couches dans les composés Tl2Ba2Can−1CunO2n+4 [83]. On voit donc
apparaître, ici, le reﬂet de l’importance de la troisième dimension sur les propriétés
de transport et, en particulier, la supraconductivité.
1.2.4 Les cuprates supraconducteurs au mercure
Les cuprates supraconducteurs à base de mercure ont été, pour la première fois,
synthétisés par Putilin et al. [86]. Leur structure est systématiquement tétrago-
nale simple. HgBa2RCu2O6+x (Hg-1212 où R est un élément de terre rare) pos-
sède une structure similaire à celle du Tl-1212 qui possède un plan Tl-O et deux
plans CuO2 par maille élémentaire et dont la Tc est de 85 K [87]. Mais en dé-
pit de ces ressemblances, Hg-1212 n’est pas supraconducteur [76]. En revanche, le
composé HgBa2CuO4+x (Hg-1201) dont la structure est similaire à Tl-1201 (tétra-
gonale simple) avec un seul plan CuO2 par maille élémentaire (monocouche) est
supraconducteur avec une Tc de 94 K [88]. De plus, en remplaçant le cation de
terre rare R par Ca2+ dans Hg-1212, le composé HgBa2CaCu2O6+x montre une
Tc avoisinant 120 K [89]. C’est en 1993 que Schilling et al. [14] ont découvert les
composés HgBa2Ca2Cu3O8+x (avec trois plans CuO2 par maille élémentaire) et
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Figure 1.7 – Comparaison des structures cristallines du cuprate dopé en électron
R2−xCexCuO4 et son homologue dopé en trous LSCO. R désigne une terre rare comme,
par exemple, Nd, Pr, Sm, ou Eu. Figure reproduite d’après la référence Armitage et al.
[90].
HgBa2Ca2Cu3O6+x (avec deux plans CuO2 par maille élémentaire) dont la Tc se
situe au delà de 130 K (voir Fig. 1.6).
1.2.5 Les cuprates supraconducteurs monocouches au lan-
thane
Dans le cadre de cette thèse, nous nous intéressons au cuprate supraconducteur
La2−xSrxCuO4 (LSCO) ayant la structure la plus simple et faisant partie de la
série n = 1 de Ruddlesden-Popper [71]. Celui-ci, en particulier, peut être dopé en
trous assez simplement et avec un fort degré de conﬁance sur une large gamme
(jusqu’à x ≃ 45%). Le composé parent est La2CuO4 ≡ CuO2 + (LaO)2 qui indique
que les plans CuO2 (un seul par maille élémentaire : composé monocouche) sont
séparés successivement par deux couches LaO et sont distants d’environ 6.57 A˚ (voir
Fig. 1.7). En eﬀet, les plans CuO2, dont les sites de cuivre forment un réseau carré,
sont formés à partir d’un assemblage sous forme de couches empilées d’octaèdres
CuO6 dont les ions oxygène occupent les sommets. Les ions oxygène situés au-
dessus et en dessous de chaque ion cuivre sont appelés les ions oxygène apicaux et
sont naturellement situés en-dehors des plans CuO2 (contrairement aux cuprates de
la même famille de type Nd2CuO4 (NCCO) qui ne possèdent pas d’ions oxygène
apicaux et dont les plans sont formés uniquement à partir de plaquettes CuO2, voir
Fig. 1.7). Les plans CuO2 s’empilent selon l’axe c (distants de c/2 et décalés de
(a/2, a/2, 0) compte tenu de la structure BCT) et sont intercalés par des couches
réservoirs de charges isolantes constituées de (La,Sr)O. En eﬀet, il suﬃt de modiﬁer
la stœchiométrie du composé en substituant des ions situés dans ces couches aﬁn de
modiﬁer la densité des porteurs de charge dans les plans CuO2 [76]. On peut ainsi
doper en trous le composé parent La2CuO4 en remplaçant partiellement des ions
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La3+ par des ions Sr2+ ou Ba2+. De façon similaire, il est important de noter que
compte tenu de l’absence d’ions oxygène apicaux réduisant fortement la répulsion
coulombienne, le composé Nd2CuO4 peut être dopé avec des électrons en substituant
Nd3+ par du Ce4+. Notons que l’asymétrie entre les deux diagrammes des phases
pour ces deux composés est saisissante et nous pousse, dès lors, à imaginer que
l’oxygène apical puisse jouer un rôle important sur la structure électronique des
cuprates et la physique qui en découle (voir la Fig 3).
(a) (b)
Figure 1.8 – (a) Diagramme des phases expérimental récent du composé LSCO où sont
notamment indiqués les résultats obtenus sur les mesures par diﬀusion neutrons et muons
concernant la gamme de dopage sur laquelle sont détectées les ondes de densité de spin
et de charge (ﬁgure reproduite d’après la référence Croft et al. [92]). (b) Diagramme des
phases expérimental du composé co-dopé Nd-LSCO où les valeurs de Tc sont indiquées en
carrés pleins (ﬁgure reproduite de la référence Crawford et al. [93]).
Il est, par ailleurs, important de souligner que LSCO possède deux phases struc-
turales : une phase tétragonale à haute température (HTT) et une phase orthorhom-
bique à basse température (LTO). Au sein de la phase tétragonale, les paramètres
de maille sont donnés par : a = 3.78 A˚ et c = 13.18 A˚. Au moment de la transition
structurale, l’octaèdre CuO6 subit une ﬁne inclinaison d’environ 4° dans la direction
(110) qui a pour conséquence de modiﬁer les paramètres de maille où a = 5.35 A˚ et
b = 5.40 A˚ ce qui modiﬁe la structure sous la forme orthorhombique [91]. En consé-
quence, les deux ions oxygène du plan CuO2 sont déplacés au-dessus et en dessous
du plan, formant alors des zig-zag le long des liaisons Cu-O. Une telle modiﬁcation
de structure implique forcément un impact sur la structure électronique qui pourrait
donner lieu à une étude intéressante en termes de modélisation. Cependant, dans
le cadre de cette thèse nous nous sommes focalisés, en premier lieu, sur une étude
dans le cas le plus aisé correspondant à la structure tétragonale centrée. Enﬁn, il est
important de signaler qu’il est possible de co-doper le composé LSCO par d’autres
éléments de terre rare pour donner La2−x−yREySrxCuO4. Les plus connus et étudiés
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sont les cuprates La2−x−y(Eu,Nd)ySrxCuO4. Le fait de co-doper implique plusieurs
modiﬁcations dont l’apparition d’une nouvelle transition structurale ainsi qu’un fort
changement du diagramme des phases (voir Fig. 1.8) par rapport à LSCO où la
supraconductivité est, par exemple, très réduite au dopage 1/8 possiblement liée à
l’apparition de rayures magnétiques entrelacées avec un ordre de charge et observées
expérimentalement (stripes) [94, 95, 96].
1.3 Une brève description du diagramme des phases
générique des cuprates
L’ensemble des cuprates supraconducteurs possède un diagramme des phases si-
milaire à celui représenté sur la Fig. 3 dans le cas du LSCO ou du NCCO. On
note immédiatement l’asymétrie électron/trou. Au demi-remplissage (c’est-à-dire,
lorsqu’il n’y a un seul électron par site de cuivre), qu’il soit dopé en trous ou en
électrons, le cuprate est un isolant possédant un ordre antiferromagnétique à longue
portée qui peut être bien décrit par le Hamiltonien de Heisenberg représentant les
interactions entre deux électrons (ou trous de spin 1/2) sur deux sites voisins [41].
Cependant, du côté dopé en trous, l’ordre antiferromagnétique disparaît rapidement
aux alentours d’une concentration en trous de δ = 3% à 5%. Quasiment immédiate-
ment après la disparition de l’antiferromagnétisme, le composé devient brièvement
isolant puis l’ordre supraconducteur en onde-d apparaît pour des dopages en trous
allant de δ = 6% à 30% et où le dopage optimal pour lequel la température critique
de transition Tc est maximale et située à δ = 16%. Du côté dopé en électrons, l’an-
tiferromagnétisme est beaucoup plus robuste et survit jusqu’au dopage δ = 14% au
delà de la concentration pour laquelle la phase supraconductrice apparaît (∼ 12%).
Une explication de cette asymétrie pourrait être donnée par un terme de saut des
électrons vers les sites de cuivre aux seconds plus proches voisins que l’on note t′.
Celui-ci, selon son signe et sa valeur, favoriserait l’ordre antiferromagnétique dans
les systèmes dopés en électrons et l’appariement en onde-d dans les systèmes dopés
en trous [41, 97]. De plus, il a été montré par Pavarini et al. que ce terme de saut
aux seconds plus proches voisins est directement corrélé à la valeur que prend la
Tc (plus la valeur de |t′| est élevée et plus la Tc augmente) [59]. Cependant, aucun
lien de causalité n’a été clairement établi pour expliquer cela mais il semble que les
ions oxygènes apicaux présents dans les cuprates dopés en trous joueraient un rôle
déterminant. Enﬁn, il est important de noter qu’il est maintenant admis que plu-
sieurs ordres coexistent et s’entrelacent [43, 98, 99] dans ces matériaux comme, par
exemple, un ordre magnétique et un ordre de charge manifestés sous la forme de ré-
gions antiferromagnétiques (ou spirales, éventuellement) de phases opposées séparées
périodiquement par des rubans de charge : ce sont les “stripes”. Ces stripes sont plus
ou moins marquées selon le composé. Ainsi dans le composé La1.6−xNd0.4SrxCuO4
(avec x = 0.12), une stripe magnétique demi-remplie de période 4a (où a est le
pas du réseau) a formellement été identiﬁée par Tranquada et al. [94, 96]. En re-
vanche, dans le composé La2−xSrxCuO4, aucune stripe n’a été mise en évidence mais
uniquement la présence de pics de diﬀusion neutrons incommensurables traduisant
tout de même la présence d’ondes de densité de spin (voir Fig 1.8) [92]. Par ailleurs,
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Figure 1.9 – Diagramme des phases générique pour les cuprates dopés en trous (ﬁgure
reproduite de la référence Keimer et al. [99]).
l’ordre à longue portée supraconducteur sur le secteur de symétrie d’onde-d semble
séparé en deux régions : la région sous-dopée (δ ∼ 5% - 16%) du diagramme des
phases pour laquelle l’ordre de paires s’entrelace avec l’ordre magnétique et l’ordre
de charge ainsi que la phase pseudo-gap (suppression partielle de la densité d’états
au niveau de Fermi). On observe, de plus, une seconde région sur-dopée (δ ∼ 16%
- 30%) pour laquelle la supraconductivité est progressivement détruite au proﬁt de
l’émergence d’une phase liquide de Fermi (voir Figs.(3,1.9)). Toutefois, notons que
la question de l’éventuelle présence d’un ordre magnétique qui pourrait expliquer
la destruction de la supraconductivité dans ce domaine n’est pas très bien élucidée.
Certains auteurs ont argumenté en faveur de la présence de pics de susceptibilité fer-
romagnétique en conséquence des eﬀets de bande en régime sur-dopé dans le LSCO
[100, 101]. Cependant, ce scénario semble réfuté par les travaux expérimentaux de
Wu et al. [102] ne détectant aucun ferromagnétisme au voisinage de la transition
supraconducteur-métal à δ = 27 %. Il est donc généralement admis que ce régime
sur-dopé du dôme supraconducteur est paramagnétique. Notons, par ailleurs, que
l’existence d’un point critique quantique en régime sur-dopé (vers δ ∼ 20 %) tradui-
sant la ﬁn de la phase magnétique ordonnée (onde de densité de spin) à T = 0 vers
une phase “métal étrange” est très discutée théoriquement et semble de plus en plus
faire consensus expérimentalement et pourrait indiquer un très fort point commun
entre les cuprates et les fermions lourds, les supraconducteurs organiques ou à base
de fer dans lesquels la supraconductivité émerge à proximité d’un ordre magnétique
sous la forme d’ondes de densité de spin [15, 45, 103, 104, 105, 106].
En déﬁnitive, le diagramme des phases des cuprates représente un déﬁ car il
remet en cause trois paradigmes centraux de la physique du solide (voir Randeria
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et al. [41]). Premièrement, le composé parent non-dopé met en échec, comme nous le
verrons, la théorie des bandes puisque les fortes corrélations coulombiennes donnent
naissance à un isolant contrairement à l’état métallique attendu. Deuxièmement, la
phase normale (non-supraconductrice) contient une phase “pseudo-gap” mystérieuse
[106, 107, 108, 109] en dessous d’une certaine température T* en régime sous-dopé et
une phase “métal étrange” à haute température en régime sur-dopé (voir Fig. 1.9).
En eﬀet, la résistance de Hall croit linéairement avec la température T [110] alors
que dans le cadre de la théorie de Landau des liquides de Fermi, celle-ci doit être
fonction de T2. La théorie conventionnelle des métaux est donc mise en défaut.
Enﬁn, la phase supraconductrice qui présente de l’appariement d’électrons dans
l’état singulet de spin et de symétrie d’onde-d par rapport à la symétrie isotrope
d’onde-s habituelle dans le cas conventionnel (la présence de nœuds dans le gap ainsi
que la dépendance angulaire de celui-ci ∆(k‖) ≃ ∆0 (cos (kxa)− cos (kya)) sont des
faits établis expérimentalement [111, 112, 113, 114, 115]) ne peut être décrite par
la théorie BCS. En eﬀet, la très faible longueur de cohérence, la densité superﬂuide
très faible devant le gap d’énergie d’appariement et de plus, l’insensibilité de la
phase supraconductrice au désordre sont des arguments en faveur du fait que la
supraconductivité ne peut pas être décrite par un état BCS en ce qui concerne le
régime sous-dopé du diagramme des phases. Le régime sur-dopé limitrophe d’une
phase liquide de Fermi est, en revanche, sujet à controverse et la pertinence de
l’approche de champ moyen BCS dans ce régime n’est toutefois pas exclue [116].
1.4 Les savoirs établis sur la structure électro-
nique du composé LSCO
L’objectif de cette thèse a évolué petit à petit vers la nécessité de revisiter la mo-
délisation de la structure électronique du composé LSCO dont nous explicitons les
lacunes des modèles préexistants dans le chapitre (2). En outre, les éléments consti-
tuant ce composé ont les conﬁgurations électroniques suivantes : Cu :[Ar](3d)10(4s)1 ;
La :[Xe](5d)(6s)2 ; O :[He](2s)2(2p)4 ; Sr :[Kr](5s)2. L’oxygène est dans un état de va-
lence O2− et complète sa couche p. Le lanthane perd trois électrons (deux électrons
s et un électron d) le conduisant dans la conﬁguration de couche fermée stable La3+.
Les atomes de cuivre, quand à eux, perdent deux électrons, celui faiblement lié de la
couche 4s et un électron de la couche 3d, le conduisant dans l’état de valence Cu2+ :
3d9. Cela permet ainsi de conserver l’électro-neutralité et ainsi la couche 3dx2−y2
du cuivre est demi-remplie par un seul électron restant. Par ailleurs, chaque ion
cuivre du plan de conduction possède, dans la direction c (au-dessus et en dessous),
deux ions oxygène O2−z appartenant à la couche réservoir de charges : il s’agit des
ions oxygène apicaux. Ceux-ci semblent jouer un rôle fondamental sur la structure
électronique des cuprates. Leur rôle ne fait pas l’objet d’un consensus et continue
à faire l’objet de recherches très récentes [117, 118]. Comme dans les structures de
perovskite, les ions cuivre sont environnés par des ions oxygène constituant un oc-
taèdre. Cependant, dans La2CuO4, un tel octaèdre est allongé dans la direction c.
La distance Cu−Oz (dCu−Oap) est de 2.42 A˚ tandis que la distance cuivre - oxygène
du plan CuO2 est de 1.89 A˚. A l’issue d’une telle élongation, le champ cristallin lève
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Figure 1.10 – Représentation schématique de la levée de dégénérescence des orbitales ato-
miques 3d du cuivre et 2p des ions oxygène du plan CuO2 sous l’eﬀet du champ cristallin.
L’hybridation des orbitales 3dx2−y2 du cuivre et 2pσ des ions oxygène est représentée au
centre. La ﬁgure est reproduite d’après la référence M. Le Tacon [119].
la dégénérescence de l’orbitale 3d9 du cuivre en deux niveaux d’énergie : le doublet
eg et le triplet t2g. Or l’élongation a pour conséquence de lever la dégénérescence
de ces deux niveaux en d’autres sous-niveaux représentés sur la Fig. 1.10. Ainsi le
niveau eg se sépare en deux niveaux {dx2−y2 , d3z2−r2} et l’orbitale t2g de plus basse
énergie se sépare en trois niveaux {dxy, dxz, dyz}. L’orbitale d3z2−r2 qui est complète,
est abaissée en énergie par rapport à l’orbitale dx2−y2 et il ne reste qu’un électron et
un trou dans cette dernière qui est alors demi-remplie. Ainsi, avec une telle couche
3d incomplète, on s’attendrait à ce que le composé La2CuO4 soit métallique avec
une bande de conduction demi-remplie. En réalité, ce matériau est justement un iso-
lant de Mott antiferromagnétique avec une température de Néel TN ≃ 280K (voir
Fig. 3). Pour cela, on se réfère aux travaux de Uchida et al. [120] mettant en évi-
dence expérimentalement le caractère isolant du composé avec un gap d’environ 2
eV comparés aux calculs de DFT réalisés par Mazin et al. [121] mettant en avant
la prédiction d’un état métallique (voir la Fig. 1.11). Ces résultats constituent une
preuve expérimentale des fortes corrélations électroniques dans les plans CuO2 des
cuprates.
Les fortes corrélations électroniques dans les plans induites par le magnétisme
localisé et la forte répulsion coulombienne sont à l’origine du caractère isolant des
cuprates. La DFT (LDA) ne prend pas en compte ces corrélations puisqu’elle traite
les électrons comme étant indépendants. Cependant, ces fortes corrélations qui ont
tendance à localiser les électrons sont directement en compétition avec l’énergie
cinétique des électrons qui a tendance à les délocaliser. En eﬀet, dans les plans CuO2,
les ions ne sont pas isolés les uns des autres et leurs orbitales possèdent justement
des recouvrements non-négligeables traduits par des amplitudes de saut qu’il faut
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expliciter. On constate d’abord une forte covalence entre les orbitales du cuivre
et les orbitales 2p des ions oxygène comme explicité sur le schéma représentant les
niveaux d’énergie modiﬁés par leur environnement (voir la Fig.1.10). Tout au long de
notre travail de modélisation, nous considérons qu’il n’y a qu’une seule bande active
au niveau de Fermi formée par l’orbitale 3dx2−y2 . En eﬀet, cette orbitale forme de
très bonnes liaisons covalentes dans les plans avec les orbitales 2px et 2py des sites
d’ions oxygène premiers voisins (voir Fig. 1.13). On s’attend donc à ce qu’il se forme
un état liant, anti-liant et un état non-liant. L’état liant est profond en énergie et
stabilisé et l’état anti-liant, plus haut en énergie est partiellement occupé par un
électron et cet état croise le niveau de Fermi (voir la Fig. 1.11(b) issue des calculs de
Mattheiss et al. [48] montrant que la bande de conduction du cuivre 3dx2−y2 est la
seule bande active à l’énergie de Fermi ǫF ). Il est important de noter ici que, malgré
sa notoriété et son caractère établi, l’hypothèse à une bande et sa pertinence font
actuellement débat. En eﬀet, certains auteurs comme par exemple Jang et al. [122]
ou encore Sakakibara et al. [123] argumentent en faveur du fait qu’il y aurait deux
bandes actives à l’énergie de Fermi (3dx2−y2 et 3d3z2−r2) à prendre en compte aﬁn
de décrire correctement la structure électronique des cuprates à base de lanthane
(LSCO) qui pourraient être à l’origine de l’explication de la faible Tc de cette famille
de cuprates. En eﬀet, compte tenu des ions oxygène apicaux peu éloignés du plan
CuO2, la levée de dégénérescence (diﬀérence d’énergie ∆eg entre ces deux niveaux)
serait peu élevée et il faudrait alors prendre en compte deux bandes actives à l’énergie
de Fermi conduisant à décrire les composés à base de lanthane au travers d’un
modèle de Hubbard à deux bandes. De plus, l’oxygène apical étant proche du plan,
l’hybridation du niveau 3d3z2−r2 avec la bande 2pz pourrait être directement corrélée
avec la température critique de transition Tc qui aurait tendance à être fortement
réduite avec l’hybridation. Ceci impliquerait que la bande 3d3z2−r2 ne serait donc pas
propice à l’épanouissement de la supraconductivité [118, 124]. Il est important de
noter tout de même que, malgré les faits évoqués ci-dessus, la diﬀérence en énergie
(excitations dd) des niveaux d’énergie de l’orbitale Cu :3d9 séparés par l’élongation
tétragonale a pu être déterminée expérimentalement au travers de la technique par
diﬀusion de rayons X [125] montrant des niveaux relativement éloignés. Dans le cas
de La2CuO4, la diﬀérence d’énergie entre l’état dx2−y2 et d3z2−r2 est de 1.7 eV, entre
l’état dx2−y2 et dxy est de 1.8 eV et est de l’ordre de 2.1 eV avec les niveaux d’énergie
dxz et dyz qui sont quasi-dégénérés malgré l’élongation de l’octaèdre [125, 126].
Ainsi, si l’on considère uniquement la partie cinétique du Hamiltonien décrivant
l’hybridation des orbitales 3dx2−y2 et 2px,y, cela conduirait logiquement à un sys-
tème métallique tel que ce qui est attendu et observé théoriquement (voir Fig.1.11).
Néanmoins, comme observé expérimentalement, ces composés à base de lanthane
sont des isolants démontrant une importante localisation des électrons à cause d’une
forte répulsion coulombienne électron-électron U présumée très écrantée sur les sites
de cuivre et grande devant la largeur de bande W (8t dans le cas du réseau carré).
En conséquence, la bande de conduction est en fait séparée par le gap optique U en
une bande supérieure haute en énergie et une bande basse qui sont respectivement
vide et remplie au demi-remplissage. Ce type de matériau correspond à un isolant de
Mott-Hubbard (voir la Fig. 1.12). C’est P. W. Anderson qui, en 1987, est le premier
à proposer l’idée que l’essentiel de la physique des fortes corrélations des cuprates
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(a) (b)
Figure 1.11 – (a) Partie imaginaire de la permittivité diélectrique directement reliée à la
partie réelle de la conductivité σ(ω) montrant les diﬀérences entre les résultats expérimen-
taux (traits pleins) [120] et théoriques (traits pointillés) [121] (ﬁgure reproduite d’après la
référence Uchida et al. [120]). (b) Structure des bandes obtenue par calculs DFT (LDA)
montrant une seule bande croisant l’énergie de Fermi et prédisant un état métallique (ﬁgure
reproduite d’après la référence Mattheiss et al. [48]).
serait contenu dans le modèle de Hubbard à une seule bande sur le réseau carré [52].
En eﬀet, l’hybridation des orbitales des ions cuivre et des ions oxygène voisins dans
les plans CuO2 peut se décrire au travers d’une seule bande de conduction eﬀective
sur un réseau carré décrite par un unique terme d’énergie cinétique : l’amplitude
de saut ti,j = −t aux plus proches voisins et divisée en une bande de Hubbard
supérieure et inférieure par le terme de répulsion coulombienne U :
HˆHubbard = −t
∑
〈i,j〉,σ
cˆ†i,σ cˆj,σ + U
∑
i
nˆi,↑nˆi,↓ (1.1)
Ce Hamiltonien est écrit dans le langage de la seconde quantiﬁcation où cˆ†i,σ (cˆi,σ) crée
(annihile) un électron ou un trou sur le site i de spin σ et vériﬁe les relations d’anti-
commutation canoniques, 〈i, j〉 traduit les sites plus proches voisins sur lesquels les
électrons peuvent sauter et nˆi,σ = cˆ
†
i,σ cˆi,σ est l’opérateur nombre d’électrons. Dans
la limite de couplage fort U ≫ t et au demi-remplissage, le Hamiltonien de Hubbard
s’identiﬁe au Hamiltonien de Heisenberg décrivant un ordre antiferromagnétique à
longue portée (les spins anti-parallèles sur les sites plus proches voisins correspondent
à la conﬁguration la plus favorable en énergie à cause du principe de Pauli). On
comprend, dès lors, la capacité du modèle de Hubbard à décrire la phénoménologie
des composés parents. Par ailleurs, il est très souvent accepté que dans le but de
capturer la physique de basse énergie d’un tel isolant de Mott dopé en trous, il
est nécessaire de projeter le Hamiltonien de Hubbard sur le sous-espace privé de la
double occupation des sites au travers de la transformation canonique de Schrieﬀer-
Wolf [127, 128, 129] : c’est la limite où U≫ t. Après élimination des états doublement
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occupés, on obtient ainsi le Hamiltonien eﬀectif du modèle “t− J” [127] :
Hˆt−J = −t
∑
〈i,j〉,σ
ˆ˜c†i,σ ˆ˜cj,σ + J
∑
〈i,j〉
(
Sˆi · Sˆj −
ˆ˜ni ˆ˜nj
4
)
, (1.2)
où l’opérateur de création (d’annihilation) ˆ˜c†j,σ (c˜j,σ) agit sur l’espace de sous-espace
de Hilbert où la double occupation est interdite (l’opérateur ne permet de sauts
d’électrons que si le site ﬁnal est vide) : ˆ˜c†j,σ = cˆ
†
j,σ(1 − nˆj,−σ) et ˆ˜nj,σ = nˆj,σ(1 −
nˆj,−σ). J = 4t2/U est la constante de couplage d’échange antiferromagnétique et
Sˆi est l’opérateur de densité de spin. Il est important de noter qu’au cours du
développement dans la limite du couplage fort, l’Eq. (1.2) doit contenir, en principe,
un terme en plus qui est du même ordre de grandeur que le terme d’interaction
d’échange (t2/U). Il s’agit du terme que l’on appelle le terme à trois sites [130, 131,
132, 133, 134] s’écrivant comme :
Hˆ3s = −J4
∑
〈i,j〉,〈i,j′〉,
j 6=j′,σ
(
ˆ˜c†j′,σ ˆ˜ni,−σ ˆ˜cj,σ − ˆ˜c†j′,σ ˆ˜c†i,−σ ˆ˜ci,σ ˆ˜cj,−σ
)
. (1.3)
Le fait d’additionner ce terme au Hamiltonien t− J permet de déterminer le déve-
loppement correct au second ordre du modèle de Hubbard dans la limite de couplage
fort. Cependant, au demi-remplissage, le système antiferromagnétique est gouverné
par le Hamiltonien de Heisenberg Hˆ = J
∑
〈i,j〉 Sˆi · Sˆj et le terme à trois sites est
alors très souvent ignoré. Cependant, le terme à trois sites décrit des mécanismes
eﬀectifs de saut d’électrons à longue portée et favorise la persistance de corrélations
entre les spins dans des modèles de la forme t − J dopés en trous. En outre, de
récentes études ont montré l’importance de la prise en compte de tels processus de
saut à longue portée corrélés dans la description du magnétisme des cuprates [135].
Comme on l’a mentionné ci-dessus, les cuprates supraconducteurs sont souvent
décrits comme étant des isolants de Mott-Hubbard. En eﬀet, dans le cas des cuprates,
le prix à payer en énergie pour que les charges puissent se mouvoir n’est pas la forte
répulsion coulombienne sur les sites de cuivre. Il s’agit, en fait, de la diﬀérence entre
les énergies sur site des orbitales de cuivre Cu : 3dx2−y2 et d’oxygène O : 2px,y : c’est
le gap de transfert de charge ∆pd = ǫd − ǫp et d’après la classiﬁcation de Zaanen-
Sawatsky-Allen [136], les cuprates sont des isolants de transfert de charges. Plus
précisément, dans le cas de l’isolant de Mott, s’il y a n électrons dans la bande 3d pour
un site i dénoté dni alors une excitation de Mott traduite par le gain d’une énergie
de Coulomb U pour un électron aﬁn de passer de la bande de Hubbard inférieure
vers la bande de Hubbard supérieure sur un site j est notée : dni d
n
j → dn−1i dn+1j (voir
Fig. 1.12). A contrario dans le cas de l’isolant de transfert de charge, une excitation
se traduit par un trou dopé résidant sur la bande de transfert de charges construite
par les orbitales 2p des oxygènes. Les trous sont essentiellement localisés sur les
sites d’oxygène et les électrons sur les sites de cuivre ont alors gagné l’énergie ∆pd
(voir Fig.1.12). Une excitation de transfert de charge d’énergie ∆pd est dénotée :
dni → dn+1i L où L traduit un trou injecté sur le site ligand L (un oxygène, ici).
Cependant, dans le cas des cuprates, l’énergie de transfert de charge Cu-O désignée
par ∆pd est plus faible que la répulsion coulombienne Ud sur site de cuivre et le
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Figure 1.12 – Représentation schématique des densités d’états correspondants aux struc-
tures de bandes d’un isolant de Mott-Hubbard et d’un isolant de transfert de charges.
Le schéma du dessus représente une bande de Hubbard inférieure remplie et la bande de
Hubbard supérieure vide ; décrit ainsi le modèle de Hubbard à une bande où, au demi-
remplissage, le potentiel chimique se situe au milieu du gap de Mott. Le second représente
les bandes d’un isolant de transfert de charges où l’on voit que le gap de transfert de
charges ∆ est inférieur à U et que la bande de transfert de charges peut être perçue
comme une bande de Hubbard inférieure eﬀective. La ﬁgure est reproduite d’après la
référence Armitage et al. [90].
Figure 1.13 – Illustration de la densité radiale de charge des diﬀérentes orbitales le long
d’une liaison Cu-O. On voit que le recouvrement des orbitales 3d et 2p est important ainsi
que celui des orbitales 4s et 2p. Cette ﬁgure est reproduite de la référence J. M. Tranquada
[96].
gap optique correspond, dès lors, à ∆pd plutôt que U : ce qui explique pourquoi
ces matériaux sont classés parmi les isolants de transfert de charges (voir la ﬁgure
Fig. 1.12) [136].
Le composé dopé LSCO doit donc être décrit par un Hamiltonien multi-bandes
qui, dans l’approche des liaisons fortes, prend en compte les bandes proches du
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Figure 1.14 – Illustration graphique d’un plan CuO2 où les lobes des orbitales 3dx2−y2 se
recouvrent avec les orbitales 2pσ des ions oxygène. Figure reproduite de la référence Wu
et al. [102].
potentiel chimique formées par l’hybridation des orbitales d du cuivre et p des ions
oxygène. Si on les considère toutes, il y a dix-sept bandes (cinq pour le cuivre et douze
pour l’oxygène) comme mis en exergue en LDA par Mattheiss [48] (voir Fig. 1.11). Or
si l’on se réfère à la partie radiale des orbitales décrivant l’extension de la densité de
charge, on voit qu’il y a un recouvrement signiﬁcatif entre les orbitales Cu : 3dx2−y2
et O : 2px,y conduisant à la forte hybridation intra-planaire (voir la Figs. (1.14,1.13).
Ces deux bandes des oxygène étant les plus proches de la bande 3dx2−y2 croisant le
niveau de Fermi, Emery et Varma [46, 47] ont donc proposé un modèle de Hubbard
étendu faisant intervenir trois bandes aﬁn de décrire la structure électronique des
cuprates. Ce modèle prend en compte les termes décrivant les processus de saut
des électrons, les répulsions coulombiennes sur les sites de cuivre Ud et sur les sites
d’oxygène Up, la répulsion coulombienne inter-site Vpd et enﬁn le gap de transfert de
charges ∆pd (nous présentons ce modèle dans le chapitre suivant (2)). A cause de son
caractère multi-bandes incluant beaucoup de degrés de liberté, le modèle d’Emery
est très compliqué à traiter. C’est en 1988 que Zhang et Rice ont proposé d’intégrer
les bandes des oxygènes (éliminer les degrés de liberté de haute énergie) de manière
à se ramener à un modèle de Hubbard eﬀectif de basse énergie à une seule bande
[137]. Comme explicité sur la ﬁgure Fig. 1.12, la bande 2p de l’oxygène3 peut jouer
le rôle d’une bande de Hubbard inférieure eﬀective et dès lors, le gap de transfert de
charge ∆pd joue le rôle d’un gap de Mott eﬀectif. ∆pd est sensiblement plus faible
que Ud ce qui confère aux cuprates d’être dans un régime de couplage intermédiaire
(dans le cadre du modèle de Hubbard : U ∼ W où W est la largeur de bande) ce qui
est corroboré par les Refs. [138, 139]. Un tel système apparaît comme un isolant de
Mott-Hubbard eﬀectif que l’on peut doper et est décrit par le modèle de Hubbard
à une bande donné par l’équation Eq. (1.1) dont l’amplitude de saut eﬀective entre
deux sites de cuivre plus proches voisins t est de l’ordre de t ∼ t2pd/∆pd où tpd est
l’intégrale de saut de type σ entre les ions cuivre et oxygène plus proches voisins.
Dès lors, on comprend pourquoi le modèle minimal très étudié aﬁn de capturer la
phénoménologie du diagramme des phases des cuprates est le modèle de Hubbard
2D à une bande sur le réseau carré [140].
3D’après les travaux de Zhang et Rice [137], un trou situé sur le site d’oxygène et un trou situé
sur le site de cuivre favorisent la formation d’un état singulet qui conduit à la formation d’une
bande qui est la plus proche de la bande 3d. C’est cette bande “singulet de Zhang-Rice” qui joue le
rôle de bande de Hubbard inférieure. Lors du dopage, les trous se localisent sur les sites d’oxygène
de façon à former le singulet.
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Figure 1.15 – Illustration de la géométrie d’une expérience ARPES dans laquelle la
direction d’émission du photoélectron est paramétrée par les angles polaire (θ) et azimutal
(φ). La ﬁgure est reproduite de la référence Damascelli et al. [26].
1.5 Mesures ARPES de la surface de Fermi 2D
du composé LSCO
Dans cette sous-section nous explicitons très brièvement l’importance des me-
sures de spectroscopie de photoémission résolue en angle (ARPES) sur les cuprates
[26]. Cette méthode expérimentale trouve son origine dans l’eﬀet photoélectrique
observé pour la première fois par Hertz [141] en 1887 puis expliqué théoriquement
par Einstein en 1906 [142]. Lorsqu’on éclaire un matériau, compte tenu de la nature
quantique de la lumière, l’énergie d’un photon peut être transférée à un électron de
la surface du solide. Les photoélectrons éjectés du solide possèdent alors l’énergie
cinétique : Ekin = hν − φ − |EB|, où ν est la fréquence du photon, h la constante
de Planck, φ est le travail de sortie mesurant la barrière de potentiel à la surface du
solide et EB l’énergie de liaison de l’électron dans le cristal. Ainsi, lorsqu’un faisceau
monochromatique de photons (UV, par exemple) d’énergie suﬃsante éclaire une
surface plane d’un matériau que l’on souhaite étudier, les électrons sont émis par
eﬀet photoélectrique dans le vide et dans toutes les directions. La méthode ARPES
consiste à collecter les électrons au travers d’un détecteur qui va analyser le courant
des électrons ainsi émis comme une fonction de leur énergie cinétique Ekin (voir la
Fig. 1.15) en fonction de leurs angles d’émission. Le vecteur d’onde des photoélec-
trons dans le vide K est connu et donné par : K =
√
2mEkin/~ où m est la masse de
l’électron. Celui-ci peut être décomposé en ses deux composantes parallèle (K‖) et
perpendiculaire (K⊥) à la surface de l’échantillon étudié comme : K‖ = Kx+Ky et
K⊥ = Kz. Celles-ci peuvent donc être écrites en termes des angles des coordonnées
sphériques (voir Fig. 1.15) :
~Kx =
√
2mEkin sin (θ) cos (φ)
~Ky =
√
2mEkin sin (θ) sin (φ)
~Kz =
√
2mEkin cos (θ) .
(1.4)
28
CHAPITRE 1. GÉNÉRALITÉS SUR LES CUPRATES
SUPRACONDUCTEURS
Figure 1.16 – Surfaces de Fermi 2D mesurées par ARPES sur des cristaux de LSCO pour
diﬀérentes valeurs du dopage en trous. Figure reproduite de la référence Yoshida et al.
[144].
Ainsi, au cours du processus de photoémission et en vertu de la loi de conservation
de l’énergie cinétique et de la composante parallèle à la surface du vecteur d’onde
d’un électron du cristal k‖ (compte tenu de la symétrie d’invariance par translation
dans le plan), il est possible de relier l’énergie cinétique et le vecteur d’onde des
photoélectrons avec ceux des électrons au sein du cristal :
~k‖ = ~K‖ =
√
2mEkin sin (θ) =
√
2m(hν − φ− |EB|) sin (θ) . (1.5)
Cependant, compte tenu de la non-invariance du réseau par translation le long de
la direction perpendiculaire à la surface de l’échantillon, la composante perpendicu-
laire du vecteur d’onde k⊥ n’est pas conservée et celui-ci est très souvent ignoré dans
l’étude des matériaux lamellaires comme les cuprates supraconducteurs où l’hypo-
thèse d’une pure bi-dimensionnalité est très souvent posée et admise comme étant
une très bonne approximation. Cela implique que souvent, les mesures ARPES per-
mettent eﬀectivement de reconstruire la relation de dispersion des bandes d’énergie
en ayant une excellente connaissance de k‖ mais sans détermination complète du
vecteur d’onde k des électrons dans le cristal. Ainsi, la méthode ARPES a permis
de mesurer la dispersion des états électroniques proches du niveau de Fermi dans un
certain nombre de cuprates supraconducteurs [26, 27, 95, 143, 144, 145, 146, 147].
En particulier, cette approche expérimentale a permis également de déterminer les
cartes de la surface de Fermi dans la zone de Brillouin du réseau carré pour diﬀé-
rentes valeurs du dopage à partir de la mesure de E(k‖). Dans le cas du composé
LSCO, des mesures avaient été réalisées en 2006 par Yoshida et al. [144]. Pour de
faibles dopages la surface de Fermi est centrée autour de (π/a, π/a) où des arcs
apparaissent tandis qu’au delà de x = 0.22 (régime sur-dopé), la surface de Fermi se
referme autour de (0, 0). Celle-ci est purement 2D et ce changement correspond au
passage d’une surface de Fermi de type trou à une surface de Fermi de type électron
(voir Fig. 1.16) [148]. Cependant, comme cela avait été proposé théoriquement au dé-
but des années 2000, la dispersion perpendiculaire aux plans CuO2 dans les cuprates
n’est pas à négliger et doit avoir un impact sur les mesures ARPES [61, 149, 150].
C’est en août 2018 que la surface de Fermi 3D des cuprates supraconducteurs à base
de lanthane a été mise en évidence au travers de mesures ARPES avec des rayons
X par Horio et al. [63].
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1.6 Conclusion
Au cours de ce chapitre, nous avons présenté dans la section 1.2 globalement
les caractéristiques structurales communes aux familles de cuprates ainsi que les
diﬀérences existantes entre elles au travers de descriptions référencées. Nous avons
aussi présenté brièvement dans la section 1.3 les diﬀérents régimes du diagramme des
phases générique à l’ensemble des cuprates supraconducteurs ainsi que les questions
qu’il pose. Puis, nous avons présenté globalement la structure électronique ainsi que
sa première modélisation pour les cuprates monocouches à base de lanthane dans la
section 1.4. Enﬁn, nous avons terminé dans la section 1.5 sur une présentation globale
de l’utilité de la méthode expérimentale ARPES ayant permis de mesurer la surface
de Fermi des composés comme LSCO. Nous avons, en particulier, rappelé le fait
que la Tc est corrélée avec le nombre de plans CuO2 empilés par maille élémentaire
dans les cuprates au thallium et au bismuth, par exemple. De plus, nous avons
évoqué l’importance suspectée des orbitales des ions oxygène apicaux évoquée par
certains auteurs dans la physique des cuprates et dont les recouvrements ne sont pas
négligeables dans une structure de type BCT comme LSCO où deux plans CuO2
successifs ne sont séparés que de 6.6 A˚. Nous avons aussi fait remarquer l’observation
expérimentale de la réduction de l’anisotropie de la résistivité avec le dopage en
trous dans LSCO. En outre, la modélisation de la structure électronique telle que
présentée ci-dessus est purement bidimensionnelle, mais on sait que le théorème de
Mermin-Wagner aﬃrme qu’il ne peut pas s’établir d’ordres à longue portée dans les
systèmes 1D et 2D à température ﬁnie [151]. Les cuprates supraconducteurs sont
donc, a minima, des matériaux quasi-2D et un modèle tridimensionnel pourrait
s’avérer utile pour de futures études. Nous présentons dans le prochain chapitre les
motivations nous conduisant à faire un modèle 3D pour le cuprate supraconducteur
LSCO.
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Chapitre 2
Vers une modélisation
tridimensionnelle étendue des
cuprates supraconducteurs au
lanthane
2.1 Introduction
Les oxydes de métaux de transition sont le siège d’une grande diversité de pro-
priétés physiques fonctionnelles liées à leur structure : la supraconductivité à haute
température critique [6, 71, 74, 98, 99, 106], la magnétorésistance colossale obser-
vée dans les manganites [152, 153, 154, 155], et les oxydes conducteurs transpa-
rents [156, 157]. Une série complète de matériaux prometteurs pour les applications
thermoélectriques a, de plus, été découverte [158, 159, 160, 161, 162, 163, 164]. Par
ailleurs, ces matériaux abritent aussi des phénomènes fascinants tels que la supracon-
ductivité à l’interface de deux isolants [165], ou encore des transitions métal-isolant
particulières observées dans les sesquioxydes de Vanadium [166, 167, 168, 169]. L’en-
semble de ces phénomènes confère à ces systèmes corrélés un intérêt de premier plan
aﬁn de les étudier d’un point de vue théorique et représente ainsi un véritable déﬁ.
Une telle tâche implique la détermination d’un modèle microscopique approprié
contenant les degrés de liberté pertinents. Dans une certaine mesure, la modélisa-
tion des cuprates supraconducteurs monocouches apparaît comme étant la moins
complexe à réaliser compte tenu du fait qu’il n’y a, dans ce cas précis, qu’une seule
bande croisant l’énergie de Fermi. En conséquence, le modèle de Hubbard sur réseau
carré Eq. (1.1) est souvent considéré comme étant le modèle eﬀectif de basse énergie
approprié aﬁn de décrire la physique des cuprates supraconducteurs [52]. Ce modèle
a été étudié par toute une gamme d’approches, mais en l’état actuel, il reste juste
de dire qu’une théorie unanimement acceptée pour les cuprates supraconducteurs et
plus généralement pour les oxydes fortement corrélés, est encore à venir. Ci-dessous,
nous reprenons certaines informations importantes présentées plus en détail dans le
chapitre précédent (1) aﬁn d’aﬃner le contexte dans lequel nous formulons notre
raisonnement.
Dans le but de mettre en place un modèle générique applicable à la plupart des
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Figure 2.1 – Diagramme des phases du modèle de Hubbard bidimensionnel t−U sur réseau
carré (cellule de taille 16×4) obtenu par la méthode SEMF et qui a permis de capturer
quelques aspects du diagramme des phases expérimental des cuprates supraconducteurs
(reproduit de la référence Leprévost et al. [21, 22]). En particulier, un ordre à longue
portée antiferromagnétique est détecté au demi-remplissage. Des corrélations de paires en
onde-d à longue portée entrelacées avec des ondes de densité de spin sont détectées pour
certaines valeurs du dopage en trous. Cependant, la présence d’une phase superﬂuide est
non-systématique sur la gamme de dopage en trous δ ≃ 0 − 0.22. Une stripe magnétique
(régions antiferromagnétiques de phases opposées séparées périodiquement par des rivières
de trous) est, par ailleurs, détectée au dopage δ = 0.125 comme expérimentalement pour
certains cuprates mais dont la longueur d’onde de l’ordre de charge est de 8a où a est le
pas du réseau.
cuprates supraconducteurs, P. W. Anderson a suggéré de se focaliser uniquement
sur une modélisation des couches CuO2 communes à cette famille de matériaux. En
outre, il a proposé de simpliﬁer le terme à un corps du Hamiltonien en ne retenant
que les sauts d’électrons aux plus proches voisins sur le réseau carré formé par
les ions cuivre (Cu2+) [52]. Il a également suggéré de supposer que l’interaction
de Coulomb est complètement écrantée et que celle-ci ne permet de retenir que le
terme d’interaction locale (Hubbard) entre les électrons 3dx2−y2 formant l’unique
bande croisant l’énergie de Fermi. Les eﬀorts intenses consacrés à l’étude du modèle
de Hubbard bidimensionnel (2D) résultant ont montré que celui-ci était en mesure
de capturer globalement la phénoménologie du diagramme des phases des cuprates
[21, 22, 53, 56, 57, 58, 170] (comme en témoigne le diagramme des phases obtenu par
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A. Leprévost au travers de la méthode de champ moyen enchevêtré par les symétries
Fig. 2.1). Cependant, tous ces eﬀorts n’ont pas permis de mettre en évidence un ordre
de paires en onde-d à longue portée systématique dans la région de dopage en trous
d’intérêt (du régime sous-dopé du diagramme des phases δ ≃ 5% jusqu’au régime
sur-dopé δ ≃ 27% où δ représente le dopage en trous d’une bande demi-remplie)1.
De plus, une rayure magnétique (stripe) est détectée numériquement au dopage 1/8
et semble être reliée à l’anomalie observée pour ce dopage [21, 22, 57, 94, 95, 96]
(chute plus ou moins brutale de la Tc observée expérimentalement dans les composés
La1.875[Ba,Sr]0.125CuO4 comme en témoigne la Fig. 2.2, par exemple). Notons ici que
des inhomogénéités de charge dont la longueur d’onde est située entre 3a et 7a où a
est le pas du réseau ont été observées expérimentalement dans plusieurs familles de
cuprates pour 0.05 ≤ δ ≤ 0.20 [66, 94, 172, 173, 174, 175, 176, 177, 178, 179, 180].
En particulier, la longueur d’onde en charge détectée dans les cuprates monocouches
à base de lanthane est de 4a [94] (une telle observation a aussi été réalisée dans le
cuprate au bismuth Bi-2212 [180]). Cependant, la période spatiale en charge calculée
(a) (b)
Figure 2.2 – (a) Diagramme des phases expérimental du composé La2−xBaxCuO4 dans
le plan température - dopage en trous (reproduit de la référence Hücker et al. [184]). Les
mesures ont été réalisées par diﬀraction de rayons X et diﬀraction des neutrons et ont
permis d’obtenir les Tc de la supraconductivité dans le matériau massif, Tco de l’ordre de
charge et Tso de l’ordre de spin. A basse température, la supraconductivité et les ordres
de charge et de spin coexistent pour 0.095 ≤ x ≤ 0.135. (b) Illustration des rayures
antiferromagnétiques de période 4a détectées dans certains cuprates où a est le pas du
réseau (reproduit de la référence Tranquada et al. [94]).
pour cette rayure magnétique après approximation de l’état fondamental au dopage
1/8 est deux fois plus grande (8a) que celle qui est observée expérimentalement (4a)
[94]. Cet échec pourrait éventuellement provenir d’une simpliﬁcation trop drastique
du modèle. Une solution possible suggérée consiste à envisager une extension de la
partie cinétique du modèle de Hubbard 2D à une bande et il a été, en outre, montré
1Notons que les récentes études d’approximation de l’état fondamental du modèle de Hubbard
t− U par la méthode Monte-Carlo quantique AFQMC ne détectent aucun signe de supraconduc-
tivité [171].
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numériquement qu’inclure les sauts des électrons aux seconds sites plus proches
voisins (avec l’amplitude de saut t′) permet de corriger la période spatiale de la
stripe magnétique [55, 181, 182, 183] (voir la Fig. 2.3). On peut donc aﬃrmer que
(c)
Figure 2.3 – (a) et (b) (reproduites de la référence Raczkowski et al. [182]) : gain d’énergie
libre δF de la phase rayure magnétique par rapport à la phase antiferromagnétique en
fonction du dopage en trous x pour le modèle de Hubbard t − t′ − U avec U = 12t pour
t′ = 0 (a) et t′ = −0.15 (b). Les parois de domaine sont séparées par 3,...,11 pas du
réseau. On constate que t′ favorise énergétiquement l’émergence de la stripe de période 4a
au dopage 1/8. (c) Figure du diagramme des phases magnétiques dans le plan |t′/t| − δ
obtenu récemment par Ido et al. [55] montrant que le t′ ≃ −0.1t usuel pour les cuprates
monocouches au lanthane corrige la période de la stripe magnétique par rapport au modèle
t− U .
la physique contenue dans le modèle de Hubbard est très sensible à la forme même
du terme à un corps du Hamiltonien. Ceci est d’autant plus marqué depuis que
les très récents calculs par la méthode Monte-Carlo variationnelle en couplage fort
ont montré que le rôle de t′ était de détruire les corrélations de paires en onde-d
[55] (Fig. 2.4). De telles conclusions apparaissent en fort contraste avec l’étude en
théorie de la fonctionnelle de la densité (DFT) eﬀectuée par Pavarini et al. qui a
montré empiriquement qu’un t′ élevé était corrélé avec une température critique
maximale de transition vers l’état supraconducteur Tmaxc élevée pour chaque famille
de composés cuprates supraconducteurs (voir Fig. 2.4). En particulier, notons ici
que le rôle de possibles termes de saut d’électrons à longue portée ainsi que leurs
relations entretenues avec les orbitales des ions oxygène ont reçu une attention de
degré moindre.
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(c)
Figure 2.4 – (a) et (b) (reproduites de la référence Ido et al. [55]) : paramètre d’ordre
supraconducteur en onde-d en fonction du dopage en trous δ calculé pour le modèle t−t′−U
et U/t = 10. La supraconductivité est évanescente et déjà peu marquée dans le cas où
t′ = 0 mais celle-ci est considérablement réduite en incluant t′. (c) : ﬁgure reproduite de
la référence Pavarini et al. [59] montrant une corrélation entre t′/t et Tmaxc .
Indépendamment de la forme du terme d’interaction conduisant, in fine, à la
supraconductivité, le terme à un corps du Hamiltonien présente un intérêt en soi
pour plusieurs raisons. Premièrement, du point de vue expérimental, il a été établi
il y a longtemps que la température de transition supraconductrice Tc est assez sen-
sible à la structure même de l’échantillon étudié, ce qui est principalement reﬂété au
travers des termes de saut des électrons. Par exemple, la température critique dans
le composé massif La1.9Sr0.1CuO4 est de 25 K [185] tandis qu’elle atteint 49 K dans
un échantillon sous la forme d’un ﬁlm mince [186, 187]. Deuxièmement, connaître le
bon jeu de paramètres d’entrée du terme d’énergie cinétique du Hamiltonien compte
tenu de ce qui est établi sur la structure électronique du matériau étudié peut, s’avé-
rer être utile aﬁn de mettre en place des simulations numériques, et en particulier
lorsqu’il s’agit d’étudier des Hamiltoniens eﬀectifs de basse énergie comme le modèle
de Hubbard à une bande. De façon alternative, on peut se demander si la supracon-
ductivité exotique plutôt faible détectée dans le modèle de Hubbard répulsif t − U
[21, 22, 53, 54, 55] persiste lorsque des termes de saut d’électrons à plus longue
portées sont pris en compte. Troisièmement, comprendre l’origine microscopique
des amplitudes de saut variées contribuant à l’énergie cinétique du modèle eﬀectif
représente un intérêt important. En eﬀet, comment les modèles eﬀectifs fondés uni-
quement sur une prise en compte des orbitales des couches CuO2 peuvent-ils être
comparés aux modèles prenant en compte la troisième dimension ? Quatrièmement,
la réduction des modèles multi-bandes sous la forme de modèles eﬀectifs à une seule
bande est souvent issue d’un traitement perturbatif [134, 137, 188]. Pourtant, la
proximité relative des niveaux d’énergie Cu : 3dx2−y2 et O : 2p empêche ce genre de
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traitement de converger rapidement et, dès lors, une procédure alternative à celle
consistant à intégrer (éliminer) les degrés de liberté de haute énergie pourrait s’avé-
rer précieuse. Enﬁn, cinquièmement, les mesures de la surface de Fermi par ARPES
réalisées par Horio et al. [63] ne peuvent pas être interprétées au travers du modèle
de Hubbard 2D sur réseau carré. Celles-ci doivent être analysées à la lumière de la
structure BCT du composé étudié comme LSCO.
(a) (b)
Figure 2.5 – (a) Structure cristallographique tétragonale centrée (BCT) du cuprate su-
praconducteur La2−xSrxCuO4 (LSCO). (b) Zone de Brillouin tridimensionnelle associée
(BCT). Figures reproduites de la référence Damascelli et al. [26].
Au cours de ce travail de thèse, nous proposons de réexaminer l’inﬂuence des ions
oxygène du plan ainsi que des ions oxygène apicaux sur la structure électronique avec
une attention particulière à la forme du couplage inter-plan (ou inter-couche). Plus
spéciﬁquement, nous nous focalisons sur l’exemple des cuprates supraconducteurs
monocouches La2−xSrxCuO4 (LSCO) [6] présentés dans la section 1.2.5 du chapitre 1.
Leur structure cristallographique tétragonale centrée (BCT) [5] est explicitement
prise en compte (voir Fig. 2.5). Dans ce contexte, nous négligeons toutes les orbitales
3d du cuivre sauf l’orbitale Cu : 3dx2−y2 de telle sorte que le modèle eﬀectif de basse
énergie sous-jacent demeure un modèle de Hubbard à une bande. Cependant, compte
tenu de la structure BCT, nous retiendrons les six orbitales O : 2p des oxygènes
pertinentes ayant un impact important sur la bande de conduction. L’orbitale 4s du
cuivre (Cu : 4s) souvent invoquée est aussi incorporée à notre modèle [59, 189, 190,
191, 192].
Au cours de ce chapitre, nous faisons une courte présentation globale de la mé-
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thode des liaisons fortes et présentons brièvement l’intérêt de réaliser un modèle de
liaisons fortes fondé sur une reproduction de la structure des bandes d’énergie ob-
tenues en DFT. Dans la suite, nous faisons une courte revue des diﬀérents modèles
microscopiques préexistants et nous présentons, en particulier, le travail de modé-
lisation pour LSCO réalisé par Markiewicz et al. [61] sur la base de leurs propres
calculs DFT (LDA). Nous ﬁnissons par une revue rapide des résultats expérimentaux
très récents obtenus par Horio et al. [63] mettant en évidence pour la première fois
le caractère tridimensionnel de la surface de Fermi des cuprates supraconducteurs
monocouches à base de lanthane.
2.2 Méthode et modèle de liaisons fortes
2.2.1 Introduction
La méthode des liaisons fortes est sans doute la plus simple approche quan-
tique permettant de décrire la structure électronique des molécules et des solides
[193, 194, 195, 196, 197]. Cette méthode d’approximation consiste à approcher la
fonction d’onde d’un électron comme une combinaison linéaire d’orbitales atomiques.
Bien que moins précise que les calculs de structure électronique par la Théorie de
la Fonctionnelle de la Densité (DFT) très utilisée en chimie et en science des maté-
riaux, la description des bandes d’énergie par la méthode des liaisons fortes est très
populaire et permet d’analyser et d’interpréter de façon transparente et naturelle les
processus de sauts des électrons au travers des diﬀérentes hybridations des orbitales
au sein de la maille élémentaire du matériau ainsi étudié. Par ailleurs, les calculs
de liaisons fortes présentent aussi le grand avantage de réduire considérablement
le temps des calculs numériques par rapport à des méthodes de calculs de struc-
ture électronique plus sophistiquées tout en permettant de produire des résultats
qualitatifs et quantitatifs corrects sur de très grosses cellules. Il s’agit donc d’une
méthode eﬃcace et intuitive. Cette méthode de calcul a connu, ces dernières années,
un fort regain d’intérêt avec l’explosion des études de nanostructures de graphène
et l’intérêt grandissant pour les calculs de transport électronique [198].
Historiquement introduite par Slater et Koster [193], la méthode des liaisons
fortes permet, à l’origine, de construire un modèle semi-empirique de la structure
électronique d’un matériau, au travers de laquelle les éléments de matrice d’éner-
gie cinétique du Hamiltonien issus du recouvrement entre les orbitales sont traités
comme des paramètres ajustables permettant de décrire (fitter) les résultats expé-
rimentaux ou les structures de bandes issues de calculs plus sophistiqués comme la
DFT dans l’approximation de la densité locale (calculs ab-initio). Le Hamiltonien
du système étudié va ainsi dépendre d’un jeu de paramètres restreint : les niveaux
d’énergie et les intégrales de saut des électrons. Cette méthode a été particulièrement
utilisée pour l’étude des oxydes de métaux de transition [199, 200]. Un modèle de
liaisons fortes décrivant la structure électronique du matériau d’intérêt est souvent
utilisé par les expérimentateurs dans le but d’analyser précisément leurs données
et de les interpréter. Par exemple, la forme de la surface de Fermi jouant un rôle
crucial sur les propriétés physiques des cuprates ou des ruthenates est souvent re-
produite grâce à un modèle de liaisons fortes. Une relation de dispersion déterminée
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en accord avec les orbitales pertinentes du matériau en question a donc permis, par
exemple, de fitter les surfaces de Fermi des composés suivants : Nd2−xCexCuO4−δ
[201], La2−xSrxCuO4 [62, 144, 145], Bi2Sr2CaCu2O8+δ [146], Tl2Ba2CuO6+δ [147] ou
encore Sr2RuO4 [202, 203]. Cependant, au ﬁl des années, les recherches ont per-
mis de consolider le socle théorique de la méthode puisque les travaux de Harris et
Foulkes [204, 205] ont montré que le formalisme des liaisons fortes peut être retrouvé
et justiﬁé à partir de la DFT. Ainsi, cette méthode a été reconnue par la commu-
nauté et appliquée avec succès pour décrire la structure électronique du graphène
par exemple [206, 207] mais aussi pour paramétrer la structure des bandes obtenues
au travers des calculs ab initio pour ce même matériau [208]. De plus, la méthode
des liaisons fortes a aussi été appliquée pour paramétrer la structure des bandes
obtenues par des calculs DFT pour les supraconducteurs à haute Tc à base de fer
(pnictures) [209, 210]. Un Hamiltonien de liaisons fortes réaliste peut ensuite être
utilisé aﬁn de réaliser des calculs de susceptibilités aﬁn d’étudier, par exemple, les
instabilités magnétiques, de charge ou supraconductrices d’un matériau.
La méthode des liaisons fortes est une méthode standard qui fait partie du socle
de connaissances données aux étudiants en physique générale et est donc extrême-
ment enseignée dans les universités compte tenu des succès évoqués précédemment.
Dans la suite, nous formulons les bases théoriques de cette méthode dans la sous-
section 2.2.2 en nous inspirant très largement des Refs. [211, 212, 213]. En ce sens,
nous n’inventons rien en cours de cette sous-section 2.2.2 et l’objectif, ici, consiste
à présenter des bases théoriques très connues et admises de façon à aider à la pé-
dagogie de ce présent manuscrit et à expliciter l’origine de nos associations d’idées.
Ci-dessous, nous présentons alors brièvement la formulation générale de la méthode
des liaisons fortes en fondant notre formulation sur la base de l’article de Barreteau
et al. [213]. Ceci nous permet alors de poser les bases théoriques nous permettant en-
suite de construire notre modèle de liaisons fortes pour le cuprate LSCO constituant
le travail original au cœur de cette thèse.
2.2.2 Formulation de la méthode
Dans leur article, Barreteau et al. [213] indiquent que contrairement au modèle
du Jellium des électrons libres où la délocalisation des électrons est décrite par
des fonctions d’ondes planes, l’approximation des liaisons fortes consiste à décrire
les états électroniques au travers des fonctions de Bloch qui sont développées sur
la base de fonctions d’ondes atomiques localisées. C’est pour cela que la méthode
des liaisons fortes s’applique, en principe, aux systèmes pour lesquels les électrons
de valence sont décrits par des fonctions d’ondes atomiques localisées. Celles-ci se
recouvrent alors faiblement avec celles de leurs atomes voisins.
Toutes les méthodes de structure électronique nécessitent le calcul des fonctions
d’onde à un électron ψ(r) solution de l’équation de Schrödinger à l’approximation
de champ moyen (approximation où chaque électron se déplace indépendamment
dans le potentiel eﬀectif Veff(r) crée par les ions et les autres électrons) :
(
− ~
2
2m
∇2 + Veff(r)
)
ψ(r) = Eψ(r) (2.1)
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Figure 2.6 – La base des orbitales atomiques s, p et d (ﬁgure reproduite de la référence
G. Autès [214]).
Une telle équation diﬀérentielle peut se résoudre soit par des méthodes de discrétisa-
tion ou bien en exprimant les fonctions d’onde à un électron comme une combinaison
linéaire de fonctions de base permettant de reformuler l’équation de Schrödinger sous
une forme matricielle.
2.2.2.1 Electron dans le potentiel cristallin
Si l’on considère un système constitué d’un réseau régulier d’atomes séparés de
telle sorte que leurs orbitales atomiques possèdent de faibles recouvrements alors,
les états électroniques sont bien représentés par les orbitales atomiques localisées
φn(r). Ces fonctions d’onde à un corps sont solutions de l’équation de Schrödinger
permettant de déterminer le spectre discret de chaque atome :
Ha(R)φn(r−R) = ǫanφn(r−R) , (2.2)
avec
Ha(R) = − ~
2
2m
∇2 + V a(r−R) , (2.3)
où l’indice n indique les nombres quantiques pertinents comme le nombre quantique
principal, le moment angulaire et le spin. Ha(R) est le Hamiltonien d’un atome
localisé à la position R (on considère ici le cas où il n’y a qu’un seul atome par
maille élémentaire), V a est le potentiel atomique. Le potentiel eﬀectif vu par un
électron dans le cristal est noté Veff . Celui-ci est symétrique par rotation et supposé
être une superposition de contributions sphériques de courte-portée centrées sur
chaque atome et dont les calculs DFT pour les solides ou les molécules ont montré
qu’il s’agissait d’une bonne approximation :
Veff(r) ≃
∑
n
V a(r−Rn) . (2.4)
On note que la sommation se fait sur tous les vecteurs du réseau cristallin Rn. On
sait que le potentiel cristallin est périodique compte tenu de la périodicité du réseau.
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Le potentiel peut donc être généralisé au cas de quelques atomes formant la maille
élémentaire du réseau. On écrit alors [213] :
Veff(r) ≃
∑
i,n
V ai,n(r−Rn − τ i) , (2.5)
où la somme sur i se fait sur l’ensemble des Na atomes de la maille élémentaire
(voir Fig. 2.8). Dans la suite, les auteurs [213] ont proposé de simpliﬁer l’écriture du
potentiel en l’écrivant dans le formalisme des opérateurs sous la forme Vˆ =
∑
i,n Vˆ
a
i,n.
En appelant Tˆ l’opérateur d’énergie cinétique, l’opérateur Hamiltonien à un corps
s’écrit alors :
Hˆ = Tˆ + Vˆ , (2.6)
2.2.2.2 Combinaison linéaire d’orbitales atomiques
La fonction d’onde atomique φi,µ pour un atome i est solution de l’équation de
Schrödinger : (
Tˆ + Vˆ ai
)
φai,µ = ǫ
a
i,µφ
a
i,µ . (2.7)
Les fonctions d’ondes des électrons de valence incluent habituellement plus d’un type
d’orbitales atomiques. Ainsi, l’indice µ (=1,...,N orb où N orb est le nombre d’orbitales
considérées) se réfère à la symétrie de la partie angulaire des orbitales s, px, py, pz,
dxy, dyz, dxz, dx2−y2 , dz2 (voir Fig. 2.6) [213] :
φi,µ(r) = Ri,µ(r)µ¯(rˆ) . (2.8)
Ici, les notations Ri,µ(r) et µ¯(rˆ) représentent, respectivement, les parties radiale et
angulaire (où rˆ représente les coordonnées du vecteur r selon les diﬀérents axes x, y
et z choisis) de l’orbitale atomique considérée. Aﬁn de simpliﬁer les notations pour
la suite de cette présentation de la méthode des liaisons fortes, nous reprenons le
choix (réalisé par les auteurs [213]) d’écrire l’orbitale atomique d’un atome i situé
dans la maille élémentaire n avec la notation de Dirac φai,µ(r−Rn− τ i) = 〈r|i, n, µ〉
où |i, n, µ〉 est le ket associé à l’orbitale atomique. Supposer que l’espace de Hilbert
restreint à la base des orbitales atomiques est suﬃsant pour décrire l’espace des
états du système constitue l’idée centrale de l’approximation des liaisons fortes.
Cette idée permet alors de donner une bonne approximation des fonctions d’ondes
électroniques solutions de l’équation de Schrödinger au sein du cristal. Les états
quantiques propres du système peuvent, dès lors, être écrits sous la forme d’une
combinaison linéaire d’orbitales atomiques :
|ψ〉 = ∑
i,n,µ
ci,n,µ|i, n, µ〉 . (2.9)
Il est important de noter que bien que les orbitales atomiques forment une base des
états approximée pour les électrons de valence, celle-ci n’est, cependant, pas for-
cément orthonormée. En eﬀet, l’intégrale de recouvrement des orbitales qui jouera
un rôle très important (mesure l’interpénétration de deux orbitales atomiques) dans
notre modélisation est déﬁnie par le produit scalaire de deux fonctions d’ondes ato-
miques localisées sur diﬀérents sites atomiques [213] :
Sµ,µ
′
i,n,j,m = 〈i, n, µ|j,m, µ′〉 , (2.10)
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où n etm désignent deux mailles élémentaires distinctes, i et j deux atomes distincts
et µ et µ′ deux orbitales atomiques distinctes.
2.2.2.3 Intégrales à un, deux et trois centres
Comme les auteurs [213], écrivons maintenant les diﬀérents éléments de matrice
du Hamiltonien dans cette base d’orbitales atomiques :
Hµ,µ
′
i,n,j,m = 〈i, n, µ|Hˆ|j,m, µ′〉 = 〈i, n, µ|Tˆ +
∑
i,n
Vˆ ai,n|j,m, µ′〉, (2.11)
en utilisant l’Eq. (2.7), les termes diagonaux ou termes sur site (intra-atomiques)
s’écrivent :
ǫi,n,µ = 〈i, n, µ|Hˆ|i, n, µ′〉 = ǫai,µδµ,µ′ + 〈i, n, µ|
∑
(j,m) 6=(i,n)
Vˆ aj,m|i, n, µ′〉, (2.12)
où le premier terme (terme à un centre) correspond au niveau d’énergie des orbitales
atomiques : lorsque l’on considère une base d’orbitales de type spd, il y a alors trois
niveaux distincts pour chaque type d’orbitales : ǫs, ǫp et ǫd. De plus, le second terme
(terme à deux centres) de caractère purement électrostatique est appelé l’intégrale
de champ cristallin. Celui-ci dépend de la position relative de deux atomes diﬀérents
et décrit comment les éléments de matrice du Hamiltonien pris entre deux orbitales
centrées sur l’atome i sont aﬀectés par le potentiel de l’atome j. Comme on peut le
constater, le terme additionnel pour µ = µ′ a pour conséquence de décaler le niveau
d’énergie. Souvent, les eﬀets du champ cristallin sont négligés mais, dans notre cas,
une telle approximation ne peut être faite compte tenu de l’élongation de l’octaèdre
CuO6 levant la dégénérescence des niveaux eg et t2g (voir Fig. 1.10).
De la même façon, les éléments hors-diagonaux de la matrice Hamiltonienne
obtenus pour (i, n) 6= (j,m) peuvent être séparés en deux contributions : une contri-
bution à un centre et une autre à trois centres. Ces éléments de matrice s’écrivent
[213] :
〈i, n, µ|Hˆ|j,m, µ′〉 = ǫaj,µ′Sµ,µ
′
i,n,j,m + 〈i, n, µ|Vˆ ai,n|j,m, µ′〉
+ 〈i, n, µ| ∑
(l,q) 6=(i,n)
(l,q) 6=(j,m)
Vˆ al,q|j,m, µ′〉 . (2.13)
Les deux premières contributions correspondent aux intégrales à deux centres et do-
minent largement la troisième contribution (terme à trois centres), qui, tout comme
le terme de champ cristallin, est très souvent négligée. Dans le cadre de ce travail
de thèse, nous ignorons toutes les intégrales à trois centres. Le Hamiltonien du sys-
tème exprimé dans la base des liaisons fortes dépendra alors uniquement des niveaux
d’énergie des orbitales (termes à un centre) et des termes à deux centres formant
les éléments hors-diagonaux de la matrice Hamiltonienne. Ces derniers sont appelés
intégrales de saut (ou amplitudes de saut) que l’on note tµ,µ
′
i,n,j,m ≡ tµ,µ′ . Ces para-
mètres sont des ingrédients de première importance dans les modèles de liaisons
fortes puisque qu’ils permettent de mesurer, en eﬀet, la capacité d’un électron à
sauter d’un atome à un autre (au sein de la même maille élémentaire ou de l’une à
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Figure 2.7 – Intégrales de saut de Slater-Koster (ﬁgure reproduite de la référence G.
Autès [214]).
l’autre) et dont l’amplitude décroît rapidement avec la distance entre les sites voi-
sins. Ces intégrales de saut sont responsables de la formation des bandes d’énergie
et dépendent du vecteur Rij = Ri −Rj entre les atomes localisés en i et j considé-
rés. Aﬁn de limiter le nombre de voisins par atome, l’approximation souvent utilisée
consiste à ﬁxer un rayon de coupure Rc au delà duquel les intégrales de saut sont
considérées comme nulles. Il est important de noter que les intégrales de saut entre
deux sites connectés par un vecteur d’orientation arbitraire peuvent s’écrire comme
une combinaison linéaire d’intégrales de saut de type σ et de type π déﬁnies sim-
plement dans le cas où la liaison ij est orientée selon l’axe-z [213] : ssσ, spσ, sdσ,
ppσ, ppπ, pdσ, pdπ, ddσ, ddπ, ddδ. Ces intégrales de saut, à la base des modèles
de liaisons fortes, sont les paramètres de Slater-Koster [193] et décroissent avec la
distance inter-atomique (voir Fig. 2.7).
2.2.2.4 Etats de Bloch et matrice Hamiltonienne dans l’espace de Fou-
rier
Au sein d’un cristal périodique, les états de Bloch diagonalisant le Hamiltonien
du système s’écrivent sous la forme :
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|ψi,µ(k)〉 = 1√
N
∑
n
eik·(Rn+τ i)|i, n, µ〉, (2.14)
où les conditions aux bords périodiques de Born-von Karman sont appliquées et
où k est un vecteur du réseau réciproque et N correspond au nombre de mailles
élémentaires dans le cristal. Les états propres |ψ(η)(k)〉 du Hamiltonien de liaisons
fortes s’écrivent sous la forme d’une combinaison linéaire d’états de Bloch [213] :
|ψ(η)(k)〉 =∑
i,µ
C(η)i,µ (k)|ψi,µ(k)〉. (2.15)
Les coeﬃcients C(η′)i,n,µ et C(η)i,µ (k) sont reliés par l’expression :
C(η′)i,n,µ =
1√
N
C(η)i,µ (k)eik·(Rn+τ i) (2.16)
où chaque état propre indicé à l’origine par η′ est, dorénavant, désigné par un indice
de bande η (allant de 1 à NaN orb) et un vecteur d’onde k. Les éléments de matrice
du recouvrement des orbitales peuvent alors s’écrire [213] :
Sµ,µ
′
i,j (k) = 〈ψi,µ(k)|ψj,µ′(k)〉 =
∑
m
eik·(Rm+τ j−τ i)〈i, n = 0, µ|j,m, µ′〉, (2.17)
et de façon similaire, les éléments de matrice de la matrice Hamiltonienne de taille
NaN orb ×NaN orb s’écrivent [213] :
Hµ,µ
′
i,j (k) = 〈ψi,µ(k)|Hˆ|ψj,µ′(k)〉 =
∑
m
eik·(Rm+τ j−τ i)〈i, n = 0, µ|Hˆ|j,m, µ′〉. (2.18)
2.2.2.5 Résolution de l’équation de Schrödinger et bandes d’énergie
Comme indiqué par les auteurs [213], l’équation de Schrödinger écrite pour un
état quantique donné au sein d’un cristal périodique par Eq. (2.15) conduit à l’équa-
tion matricielle de la forme :
H(k)C(η)(k) = Eη(k)S(k)C(η)(k) (2.19)
où H(k) et S(k) sont, respectivement, les matrices Hamiltonienne et de recouvre-
ment dépendantes en k et où C(η)(k) est le vecteur construit à partir des coeﬃcients
C(η)i,µ . Il s’agit d’une équation aux valeurs propres généralisées qui nécessite d’être ré-
solue pour Nk vecteurs d’onde k répartis sur toute la zone de Brillouin. La résolution
de l’équation de Schrödinger pour l’ensemble du cristal périodique se réduit donc à
la résolution de Nk équations de Schrödinger dans une maille élémentaire du réseau
cristallin. L’ensemble des valeurs propres obtenues Eη(k) constitue la structure des
bandes du cristal pour l’ensemble des vecteurs d’onde k de la zone de Brillouin.
Dans le cadre de ce travail de thèse, nous calculons les bandes d’énergie en suivant
la procédure que nous venons de décrire.
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Figure 2.8 – Illustration schématique du réseau de Bravais où le vecteur Rn localise la
maille élémentaire n et le vecteur τ i localise un atome i dans cette maille (ﬁgure adaptée
de la référence G. Autès [214]).
2.2.2.6 Modèle de liaisons fortes dans le langage de la seconde quantifi-
cation
La formulation de la détermination de la structure des bandes d’énergie des élec-
trons par la méthode des liaisons fortes peut être réalisée très simplement dans le
langage de la seconde quantiﬁcation. Le modèle de liaisons fortes développé au long
de ce manuscrit est explicité dans ce formalisme permettant une interprétation in-
tuitive des sauts d’électrons. Pour ce faire, nous nous sommes inspirés du livre de
J. W. Negele et H. Orland [215] ainsi que du cours de Y. Castin [216] à consulter
pour plus de détails. Considérons les opérateurs fermioniques de création et d’an-
nihilation d’un électron sur une orbitale donnée d’un atome (un site) i localisé en
Ri et de spin σ, respectivement : cˆ
†
i,σ et cˆi,σ. Pour des raisons de simpliﬁcation de
l’exemple présenté ici, nous nous restreignons au cas où une seule orbitale est mise
en jeu. Introduisons le Hamiltonien suivant :
Hˆ =∑
i,σ
ǫ0cˆ
†
i,σ cˆi,σ +
∑
i,j
ti,j cˆ
†
i,σ cˆj,σ, (2.20)
où les coeﬃcients ti,j = tj,i sont réels et traduisent les éléments de matrice de saut
d’électrons puisque cˆ†i,σ cˆj,σ annihile un électron sur le site Rj et crée un électron
sur le site Ri : de cette manière, un électron “saute” de l’orbitale située en Rj à
l’orbitale située en Ri. Ce Hamiltonien représente alors l’énergie cinétique des élec-
trons. On peut diagonaliser ce Hamiltonien en utilisant les transformées de Fourier
des opérateurs de création et d’annihilation aﬁn de passer de l’espace réel à l’espace
réciproque :
cˆ†i,σ =
1√
N
∑
k,σ
cˆ†k,σe
−ik·Ri , cˆi,σ =
1√
N
∑
k,σ
cˆk,σe
ik·Ri , (2.21)
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Figure 2.9 – Exemple d’une illustration des diﬀérentes conﬁgurations de couplage entre
les orbitales p pour les premiers et seconds sites plus proches voisins. Les orbitales p sont
représentées par les lobes de couleur dont le bleu traduit la valeur positive de la fonction
d’onde et le rouge, la valeur négative. Dans le cas des orbitales p des sites plus proches
voisins, les liaisons de type π et de type σ sont représentées. Pour des raisons de symétrie,
il n’y a aucun couplage entre les orbitales p (sur les deux dessins du dessous). Figure
adaptée de la référence M. Sigrist [212].
où cˆ†k,σ (cˆk,σ) crée (annihile) un électron dans un état de Bloch de vecteur d’onde k et
de spin σ. Remplacer les expressions de l’Eq. (2.21) dans le Hamiltonien Eq. (2.20)
conduit à sa diagonalisation :
Hˆ = ∑
k,k′,σ

 1
N
∑
i
ǫ0e
i(k−k′)·Ri +
1
N
∑
i,j
ti,je
ik·Rj−ik′·Ri

 cˆ†k,σ cˆk,σ =∑
k,σ
E(k)cˆ†k,σ cˆk,σ
(2.22)
où cˆ†k,σ cˆk,σ = nˆk,σ est l’opérateur nombre d’occupation pour les électrons. La relation
de dispersion E(k) de la bande d’énergie obtenue pour une orbitale donnée est la
même que celle obtenue par Eq. (2.19). Dans la suite, nous adopterons l’écriture
intuitive des Hamiltoniens de liaisons fortes dans l’espace réel comme Eq. (2.20)
aﬁn de décrire le comportement des électrons.
2.3 Modèle d’Emery et autres modèles microsco-
piques de liaisons fortes
L’objectif de ce travail de thèse consiste à proposer un point de départ dans le but
de décrire la physique de basse énergie des cuprates supraconducteurs monocouches
à base de lanthane (La2CuO4 comme composé parent). Notre modèle, déterminé
45
CHAPITRE 2. VERS UNE MODÉLISATION TRIDIMENSIONNELLE
ÉTENDUE DES CUPRATES SUPRACONDUCTEURS AU LANTHANE
au cours de ce travail, va au delà du populaire modèle de liaisons fortes à trois
bandes d-p (modèle d’Emery) proposé quasiment simultanément, peu de temps après
la découverte des cuprates, par Emery [46], Varma [47] et Loktev [217] que nous
résumons ci-dessous et qui nous servira de base de comparaison. En conséquence
de son caractère bidimensionnel (puisque ce modèle n’est fondé que sur la prise en
compte de trois orbitales du plan CuO2), le modèle d’Emery n’implique alors aucune
dispersion le long de la direction perpendiculaire aux plans CuO2. Ceci apparaît en
fort contraste par rapport aux calculs DFT réalisés pour les composés 3D [61, 150].
2.3.1 Modèle à trois bandes d’Emery
Au cours de ce travail, nous considérons les cuprates monocouches exhibant une
structure tétragonale centrée (voir Fig. 2.5), et nous ignorons certains aspects struc-
turaux comme, par exemple, la distorsion orthorhombique. Dans l’espace réel, le
terme à un corps entrant dans le modèle d’Emery à trois bandes s’écrit :
Hˆ
(0)
E = ǫd
∑
i,σ
nˆdi,σ + ǫp

∑
j,σ
nˆ
(X)
j,σ +
∑
l,σ
nˆ
(Y )
l,σ

+ Tˆpd + Tˆpp , (2.23)
avec
Tˆpd = tpd
∑
i,σ
dˆ†i,σ
(
pˆ
(X)
x,i+a
2
ex,σ − pˆ
(X)
x,i−a
2
ex,σ − pˆ
(Y )
y,i+a
2
ey,σ + pˆ
(Y )
y,i−a
2
ey,σ
)
+ h.c. et ,
Tˆpp = tpp
∑
i,σ
pˆ
(X)†
x,i+a
2
ex,σ
(
pˆ
(Y )
y,i−a
2
ey,σ − pˆ
(Y )
y,i+a
2
ey,σ
)
+ pˆ(X)†x,i−a
2
ex,σ
(
pˆ
(Y )
y,i+a
2
ey,σ − pˆ
(Y )
y,i−a
2
ey,σ
)
+ h.c. ,
(2.24)
où i ≡ Ri est la position du site de cuivre Cu sur une plaquette CuO2 du réseau
de Bravais. Le paramètre de maille a est la plus courte distance Cu-Cu, et dˆ†i,σ est
l’opérateur de création d’un électron avec le spin σ = (↑, ↓) sur l’orbitale Cu :3dx2−y2
sur le site i avec l’énergie sur site ǫd et l’occupation nˆdi,σ. Les deux orbitales des ions
oxygène O :2p sont incarnées dans le modèle au travers des opérateurs de création
pˆ
(X)†
x,j,σ (j ≡ Ri + aex/2), et pˆ(Y )†y,l,σ (l ≡ Ri + aey/2). L’énergie sur les sites des ions
oxygène est notée ǫp et l’occupation d’une orbitale 2p située en j est notée nˆ
(X)
j,σ et
nˆ
(Y )
l,σ . La partie cinétique du Hamiltonien Eq. (2.24) est constituée des amplitudes
de saut tpd = 〈3dx2−y2,i|Tˆpd|p(X)x,i+aex/2〉 = -〈3dx2−y2,i|Tˆpd|p
(Y )
y,i+aey/2
〉 entre les orbitales
2p(X)x et 2p
(Y )
y des ions oxygène et l’orbitale 3dx2−y2 du cuivre et l’amplitude de saut
entre les orbitales 2p des ions oxygène s’écrit : tpp = −〈p(X)x,i+aex/2|Tˆpp|p
(Y )
y,i+aey/2
〉. La
forme de la partie cinétique du modèle d’Emery est plus souvent exprimée dans la
littérature dans l’espace réciproque. Ainsi, en appliquant la transformée de Fourier
sur les Eqs. (2.23) et (2.24), la matrice Hamiltonienne à un corps du modèle à trois
bandes d’Emery est donnée par :
H(0)E =
∑
k,σ
Φˆ
†
k,σ


ǫd 2itpdpx −2itpdpy
−2itpdpx ǫp −4tpppxpy
2itpdpy −4tpppxpy ǫp

 Φˆk,σ (2.25)
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Figure 2.10 – Illustration des couplages entre les orbitales 3dx2−y2 , 2p
(X)
x et 2p
(Y )
y retenues
dans le modèle à trois bandes dans le plan CuO2.
avec
px ≡ sin
(
kxa
2
)
, py ≡ sin
(
kya
2
)
, (2.26)
où tous les opérateurs de création des électrons sur les orbitales Cu : 3d and O : 2p
de vecteur d’onde k de spin σ sont rassemblés dans l’opérateur à trois composantes
Φˆ
†
k,σ =
(
dˆ†k,σ, pˆ
(X)†
x,k,σ, pˆ
(Y )†
y,k,σ
)
. Il est, par ailleurs, important de signaler que le modèle
d’Emery exprimé entièrement fait intervenir des termes d’interaction de Coulomb
et s’écrit dans l’espace réel comme :
HˆE = Hˆ
(0)
E + Ud
∑
i
nˆdi,↑nˆ
d
i,↓ + Up
∑
j
nˆpj,↑nˆ
p
j,↓ + Vdp
∑
σ,σ′,〈i,j〉
nˆdi,σnˆ
p
j,σ′ (2.27)
où Up et Ud sont respectivement, les interactions de Coulomb répulsives sur les sites
de cuivre, sur les sites d’oxygène et Vpd est l’interaction de Coulomb répulsive inter-
bande d-p. Au regard de la littérature existante, aucun consensus concernant les
valeurs des paramètres ne semble avoir été atteint mais les valeurs typiques calculées
en unité de tpd sont souvent données par : ∆pd = ǫd − ǫp ≃ 2.5− 3.5tpd, tpp ≃ 0.5−
0.6tpd, Ud ≃ 8− 10tpd, Vpd ≃ 0.5tpd et Ud ≃ 3− 4tpd [71, 218, 219, 220, 221, 222, 223]
avec tpd ≃ 1.1− 1.5eV [46, 59, 221, 222].
Le modèle à trois bandes d’Emery corrélé Eq. (2.27) a fait l’objet de nombreuses
études à partir de méthodes variées comme la RPA-Généralisée (GRPA) [224], l’ap-
proximation échange-ﬂuctuation (FLEX) [225], ou la méthode Monte-Carlo quan-
tique (QMC) [222, 226, 227]. Cependant, ces méthodes sont tout de même limitées
à, par exemple, un traitement uniquement en couplage faible ou à un régime de
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haute température souvent sur une cellule de petite taille et, de plus, le problème
de signe apparaît pour des électrons en interaction. Cependant, les méthodes QMC
ont été employées aﬁn de s’aﬀranchir du problème de signe et ont été appliquées
au modèle à trois bandes comme, par exemple, la méthode QMC à l’approxima-
tion des chemins contraints [228, 229]. En dépit de beaucoup d’eﬀorts, il n’apparaît
aucun consensus parmi ces résultats, en particulier, à propos de l’existence de corré-
lations de paires en onde-d à longue portée. Les diﬃcultés pour résoudre le modèle
d’Emery proviennent essentiellement du fait de son caractère multi-bandes qui aug-
mente considérablement le temps des calculs. Une solution aﬁn de contrevenir à ce
problème consiste à réduire le nombre de degrés de liberté du Hamiltonien Eq. (2.25)
et ainsi se ramener à un modèle eﬀectif à une bande. Néanmoins, la dispersion de
la bande de conduction se retrouve décrite uniquement par les amplitudes de saut
aux premiers et seconds plus proches voisins t et t′ négligeant, dès lors, les sauts à
plus longue portée et naturellement les sauts inter-couches.
2.3.2 Autres modèles microscopiques de liaisons fortes : vers
un modèle 3D
Comme souligné dans la Ref. [122], un Hamiltonien réaliste sans interaction qui
peut être implémenté dans un traitement quantique corrélé est crucial dans le but
de décrire correctement les propriétés non-conventionnelles mises en exergue par le
diagramme des phases des cuprates supraconducteurs (voir Fig. 1.9) [98]. Très tôt
(1987), un modèle générique 2D à quatre bandes et restreint à une modélisation
des plans CuO2 avait été suggéré par Labbé et Bok [230]. En 1995, Andersen et al.
[189] ont proposé un modèle de liaisons fortes 2D à 8 bandes pour les plans CuO2
étendant le modèle d’Emery dans le but de décrire les calculs DFT pour le composé
stœchiométrique YBa2Cu3O7. Les auteurs ont, pour la première fois, impliqué l’or-
bitale 4s du cuivre et ont montré, après réduction de la matrice par une approche
perturbative, que la forme de la surface de Fermi est entièrement caractérisée par
les paramètres de saut intra-plan t, t′ ≃ −0.30t et t′′ ≃ 0.20t. Ce jeu de paramètres
microscopiques décrivant la bande de conduction est très souvent utilisé comme jeu
de paramètres dans le but d’étudier la compétition entre l’antiferromagnétisme et
la supraconductivité dans le modèle de Hubbard dopé en trous ou en électrons ainsi
étendu comme par exemple dans le cadre des études en cluster-DMFT [170]. Ce
jeu de paramètres n’est, cependant, pas générique et représentatif des diﬀérentes
familles de cuprates supraconducteurs.
Par ailleurs, dans le but d’interpréter et de mettre en lumière leurs résultats
de DFT (voir Fig. 2.11), Markiewicz et al. [61] ont réalisé une paramétrisation des
bandes de conduction par un modèle de liaisons fortes pour plusieurs cuprates supra-
conducteurs. L’objectif était alors assez nouveau puisqu’il s’agissait de prendre pour
la première fois en compte les couplages inter-plan (inter-maille élémentaire) pour
les composé monocouches LSCO et NCCO ainsi que le couplage intra-maille élémen-
taire (entre les deux plans en regard direct l’un vis-à-vis de l’autre) additionnel pour
le composé bi-couches Bi-2212. En eﬀet, les amplitudes de saut inter-couche sont
responsables de l’émergence d’une dispersion en kz ﬁnie perpendiculaire aux plans
CuO2 ainsi que de la séparation en deux bandes de conduction liante et anti-liante
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dans le composé Bi-2212 qui était déjà largement acceptée par la communauté scien-
tiﬁque [231, 232, 233]. De plus, il avait déjà été prédit théoriquement que les spectres
issus des mesures de spectroscopie de photo-émission résolue en angle (ARPES) sur
les matériaux quasi-2D comme les cuprates doivent présenter une dépendance en kz
irréductible et non-négligeable dès lors que la résolution en énergie de ces méthodes
expérimentales serait meilleure et suﬃsante [234]. Ainsi, l’article de 2005 de Mar-
kiewicz et al. [61] présentait pour la première fois une incorporation des couplages
inter-plans et l’impact de la dispersion en kz associée sur la bande de conduction.
La relation de dispersion à l’approximation des liaisons fortes 2D standard géné-
ralement employée E(k) = E(k‖) décrivant la bande de conduction est, dès lors,
complétée par un terme Ez(k‖, kz). Dans cet article, les auteurs réalisent des calculs
DFT dans l’approximation de la densité locale (LDA) et déterminent les bandes de
conduction des composés LSCO, NCCO et Bi-2212 dopés à la valeur optimale et
sur-dopés. A partir de ces résultats, ils ont paramétré la bande de conduction ainsi
calculée grâce aux amplitudes de saut des électrons sur le sous-réseau d’ions cuivre.
Un tel travail leur a permis d’estimer les amplitudes de saut intra- et inter-plan
ainsi que de proposer un modèle phénoménologique eﬀectif tridimensionnel permet-
tant de reproduire la bande de conduction du composé en question dans la zone de
Brillouin. La surface de Fermi a aussi été calculée en LDA et comparée au modèle
eﬀectif proposé (voir Fig. 2.12). Au cours ce travail de thèse, nous nous focalisons sur
la bande de conduction du composé LSCO dont nous proposons une interprétation
de l’origine microscopique du modèle eﬀectif proposé empiriquement par Markiewicz
et al. (voir Fig. 2.11). Celui-ci s’écrit :
E3D(kx, ky, kz) = ǫM + E2D(kx, ky) + Ez(kx, ky, kz), (2.28)
où la contribution purement 2D s’écrit :
E2D(kx, ky) =− 2t [cos (kxa) + cos (kya)]
− 4t′ cos (kx) cos (ky)
− 2t′′ [cos (2kxa) + cos (2kya)]
− 4t′′′ [cos (kxa) cos (2kya) + cos (kya) cos (2kxa)] ,
(2.29)
où t, t′, t′′ et t′′′ représentent les intégrales de saut des électrons intra-plan pour les
premiers, seconds, troisièmes et quatrièmes plus proches voisins. En ce qui concerne
la dispersion en dehors du plan CuO2, Markiewicz et al. [61] ont enchevêtré l’en-
semble des trois directions de l’espace :
Ez(kx, ky, kz) = −2tzπxπyπz [cos (kxa)− cos (kya)]2 (2.30)
où
πx ≡ cos (kxa/2), πy ≡ cos (kya/2), πz ≡ cos (kzc/2), (2.31)
et tz traduit un paramètre de saut inter-couche. Le décalage de (a/2, a/2, 0) des
plans CuO2 successifs est pris en compte au travers du facteur πxπy [61]. La constante
ǫM fait en sorte d’annuler le terme E3D(0, 0, 0). Le jeu de paramètres de saut déter-
miné pour LSCO par Markiewicz et al. est donné par : t = 0.43 eV, t′/t = −0.09,
t′′/t = 0.07, t′′′/t = 0.08, et tz/t = 0.12. Le paramètre de saut inter-plan est une
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Figure 2.11 – Comparaison de la bande de conduction calculée en DFT (LDA) pour LSCO
(ligne rouge complète) avec le modèle de liaisons fortes (ligne bleue pointillée) Eq. (2.28)
dont les amplitudes de saut sont déterminées aﬁn de reproduire au mieux la bande. (a)
Dispersion de la bande de conduction en fonction de k‖ le long de la ligne de symétrie
de la zone de Brillouin du réseau carré pour kz = 0 et kz = 2π/c. La bande supérieure
a été déplacée de 1 eV pour permettre une meilleure lecture. (b) Eﬀet de la dispersion
perpendiculaire aux plans CuO2 en fonction de k‖ sur la bande obtenue en LDA. (c)
Même chose que (b) sauf qu’il s’agit de la bande issue du modèle eﬀectif de liaisons fortes
déterminé. Cette ﬁgure est reproduite de la référence Markiewicz et al. [61].
fraction non-négligeable de l’amplitude de saut aux plus proches voisins t. De façon
contrastée, concernant le composé NCCO, les paramètres déterminés sont : t = 0.42
eV, t′/t = −0.24, t′′/t = 0.15, t′′′/t = 0.02, et tz/t = −0.02 [61]. En eﬀet, contraire-
ment au composé LSCO, NCCO ne possède pas d’ions oxygène apicaux au-dessus et
en dessous de chaque ion cuivre, ce qui peut dès lors être suspecté de jouer un rôle
de première importance au moins pour expliquer le couplage inter-plan quasi-nul
mais aussi les valeurs complètement diﬀérentes des amplitudes de saut intra-plan.
Comme nous le verrons dans le prochain chapitre, les ions oxygène apicaux jouent
eﬀectivement un rôle crucial sur les paramètres microscopiques de saut. Finalement,
notons que très récemment (août 2018), le caractère tridimensionnel (3D) de la sur-
face de Fermi des cuprates monocouches à base de lanthane a été observé pour la
première fois au travers de mesures ARPES par rayons X par M. Horio et al. [63]
(voir Fig. 2.13). Le modèle empirique 3D Eq. (2.28) proposé par Markiewicz et al.
[61] a, en outre, été utilisé par Horio et al. pour ajuster les surfaces de Fermi expé-
rimentales obtenues pour le cuprate LSCO sur-dopé en trous (δ = 0.22). On peut
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Figure 2.12 – Comparaison entre les surfaces de Fermi projetées en fonction de k‖ pour
kz = 0 et kz = 2π/c obtenues en LDA et obtenues par le modèle eﬀectif de liaisons fortes
Eq. (2.28) pour diﬀérents dopages en trous : (a) x = 0 et (b) x= 0.33. Cette ﬁgure est
reproduite de la référence Markiewicz et al. [61].
Figure 2.13 – (a)(b) Surfaces de Fermi expérimentales projetées dans le plan pour LSCO
(δ = 0.22) pour kz = 0 (b) et kz = 2π/c (a). (c)(d) Surfaces de Fermi projetées dans le
plan pour Eu-LSCO (δ = 0.21) pour kz = 0 (d) et kz = 2π/c (c). (e) Représentation de la
zone de Brillouin. Figure reproduite de la référence Horio et al. [63].
constater que la projection des surfaces de Fermi pour kz donné ont des formes et
des tailles qui alternent selon qu’elles sont centrées sur Γ ou Z (aussi remarquable
pour le composé Eu-LSCO [63]). Cette importante observation constitue l’une des
motivations de ce travail de thèse. Enﬁn pour conclure cette partie, il est important
de noter qu’un modèle de liaisons fortes 3D à quatre bandes a été déterminé par Mi-
shonov et al. [191] dans le but d’expliquer l’observation expérimentale de la surface
de Fermi 3D dans le composé Tl2Ba2CuO6+δ [235].
2.4 Conclusion
Au cours de ce chapitre, nous avons présenté de manière plus précise les motiva-
tions nous poussant à étendre la partie cinétique du modèle de Hubbard Eq. (1.1)
en prenant en compte des couplages d’orbitales à plus longue portée et les couplages
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inter-couches. En particulier, nous avons évoqué la nécessité de réaliser ce travail
compte tenu des résultats LDA pour le cuprate supraconducteur LSCO obtenus par
Markiewicz et al. [61] dont l’interprétation se résume au travers d’un fit de la bande
de conduction grâce à un modèle de liaisons fortes eﬀectif à une bande proposé
phénoménologiquement sans explication sur l’origine microscopique des amplitudes
de saut. Par ailleurs, nous avons évoqué les récentes mesures ARPES sur le même
matériau mettant en évidence expérimentalement, pour la première fois, le carac-
tère tridimensionnel de sa surface de Fermi nous motivant, ainsi, à croire en notre
approche. Il est important de noter que le travail expérimental de Horio et al. [63]
s’inscrit dans un contexte où la recherche sur la nature de la phase pseudo-gap ainsi
que l’existence supposée d’un point critique quantique au voisinage d’un dopage en
trous δ ≃ 0.18 dans les cuprates supraconducteurs monocouches à base de lanthane
est en pleine eﬀervescence et le rôle que pourrait jouer la nature 3D de ces composés
souvent négligée dans les modèles (alors même que la Tmaxc augmente avec le nombre
de plans par maille élémentaire pour certains cuprates et que l’anisotropie de résis-
tivité décroît fortement avec le dopage) est passé à la loupe [45, 105, 106, 109]. Dans
le chapitre suivant, nous amorçons la construction de notre modèle de liaisons fortes
tridimensionnel.
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Chapitre 3
Construction d’un modèle de
liaisons fortes 3D pour le cuprate
supraconducteur LSCO
3.1 Introduction
Après avoir présenté brièvement les bases théoriques de la méthode des liai-
sons fortes et explicité nos motivations dans le chapitre précédent nous poussant à
étendre la modélisation du composé LSCO, nous présentons au cours ce chapitre
la construction d’un modèle tridimensionnel multi-bandes de liaisons fortes pour
le cuprate supraconducteur monocouche LSCO. En particulier, nous montrons que
l’ensemble des orbitales incluses dans le modèle ont une inﬂuence non-négligeable
sur la dispersion de la bande de conduction. Aussi, nous argumentons que les autres
orbitales des ions oxygène qui ont été négligées ne présentent pas d’impact sur la
dispersion de la bande de conduction. Dans la deuxième section, nous commençons
la discussion des résultats en donnant un jeu de paramètres du modèle de liaisons
fortes déterminés et optimisés de façon à ajuster de façon quasi-parfaite la bande de
conduction calculée par la DFT par Markiewicz et al. [61]. Nous abordons ensuite la
procédure permettant de réduire la matrice Hamiltonienne (procédure d’intégration
des degrés de liberté) de façon à construire un modèle eﬀectif à une seule bande.
Il s’agit de la théorie des perturbations de Rayleigh-Schrödinger dans le formalisme
de Lindgren [236, 237] permettant de réduire le Hamiltonien multi-bandes sous la
forme d’un Hamiltonien eﬀectif de basse énergie. Nous montrons donc, en premier
lieu, que le traitement perturbatif employé converge très lentement vers le résul-
tat exact obtenu numériquement pour des valeurs réalistes du gap de transfert de
charges. Cependant, une telle approche nous permet de discuter d’un point de vue
qualitatif des diﬀérents processus de super-échange d’ordre supérieur contribuant
aux intégrales de saut eﬀectives. Ces dernières sont, dès lors, calculées numérique-
ment par l’intermédiaire de la transformation de Fourier de la bande de conduction
exacte obtenue par diagonalisation numérique de la matrice Hamiltonienne à un
corps. Finalement, nous discutons des particularités de la surface de Fermi calcu-
lée pour le modèle 3D ainsi construit et cette surface de Fermi est comparée aux
récents résultats expérimentaux obtenus par Horio et al. [63] (voir Fig. 2.13). La
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densité d’états est également calculée et discutée.
3.2 Construction du modèle étendu 3D de liaisons
fortes faisant intervenir plusieurs orbitales
3.2.1 Introduction
Le but de cette section consiste à mettre en place un modèle de liaisons fortes pour
les cuprates monocouches à base de lanthane. Plus spéciﬁquement, nous essayons
de reproduire la dispersion de la bande fondée sur l’orbitale Cu : 3dx2−y2 le long des
principales lignes de symétrie de la zone de Brillouin, y compris celles en-dehors du
plan CuO2, telles qu’obtenues par les calculs DFT réalisés par Markiewicz et al. [61].
Il existe, à ce jour, une littérature colossale sur le fait que les orbitales du cuivre
devraient jouer un rôle crucial sur la supraconductivité à haute température critique
[26, 40, 44, 71, 74]. L’ensemble de ces travaux s’est essentiellement concentré sur les
orbitales 3dx2−y2 , 3d3z2−r2 et 4s qui se trouvent être les plus proches de l’énergie de
Fermi [59, 115, 122, 123, 124, 189, 238]. L’hypothèse consistant à aﬃrmer qu’une
forme quelconque du modèle de Hubbard à une seule bande contient les ingrédients
clés de la supraconductivité à haute température critique, conduit à négliger entiè-
rement l’orbitale 3d3z2−r2 (remplie). En eﬀet, celle-ci ne peut pas être simplement
intégrée en raison de la forte interaction de ces électrons avec ceux qui peuplent les
orbitales 3dx2−y2 . En d’autres termes, conserver les deux orbitales eg résulte inévi-
tablement en un modèle de Hubbard à deux bandes [123, 238]. Par ailleurs, étant
donné que l’interaction de ces électrons eg avec les électrons de l’orbitale 4s est bien
plus faible, l’intégration (élimination de la bande de façon à réduire le modèle sous
la forme d’un modèle eﬀectif) de cette dernière orbitale est bien mieux justiﬁée et
nous la prenons explicitement en compte dans notre modèle de liaisons fortes comme
cela a déjà été proposé auparavant [59, 189, 190, 191].
3.2.2 Construction du Hamiltonien à plusieurs bandes
Nous commençons la construction de notre modèle en prenant en considération
les quatre ions oxygène formant un octaèdre environnant un atome de cuivre donné
(voir Fig. 2.5) : il y a, respectivement, deux ions oxygène dans le plan CuO2 dénotés
O(X) et O(Y ) le long des directions x et y et ainsi que deux ions oxygène apicaux O(a)
et O(b) localisés, respectivement, au-dessus et en dessous de chaque ion cuivre. Ceci
nous conduit à considérer douze orbitales O : 2p presque dégénérées (voir Fig. 3.1).
Pourtant, comme nous allons l’aborder ci-dessous, seulement six d’entre elles contri-
buent de manière signiﬁcative à la dispersion de la bande 3dx2−y2 . D’un point de vue
de la structure du matériau étudié, les valeurs numériques tabulées des paramètres
du réseau cristallin sont données par : a = b = 3.78A˚ et c = 13.18A˚ (voir chapitre
(1)). Les positions des sites de cuivre et d’oxygène dans une maille élémentaire i
sont données par :
RCu = Ri, RO(X) = Ri +
a
2
ex, RO(Y) = Ri +
a
2
ey,
RO(a) = Ri + dCu−Oapez, et RO(b) = Ri − dCu−Oapez.
(3.1)
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Figure 3.1 – Illustration de la maille élémentaire du composé La2CuO4. Les deux orbitales
du cuivre impliquées dans notre modèle sont illustrées. Les ions oxygène du plan O(X,Y )
et apicaux O(a,b) sont représentés ainsi que l’ensemble des douze orbitales 2p des ions
oxygène. Parmi ces douze orbitales, six d’entre elles ne se couplent pas aux orbitales du
cuivre considérées.
La distance r ≡ dCu−Oap = 2.42A˚ = 0.64a caractérise l’élongation de l’octaèdre.
Observons, par ailleurs, ici, que la symétrie du système force toute une série d’am-
plitudes de saut à s’annuler (voir Fig. 3.1). En particulier, observons que :
〈3dx2−y2|Tˆ |p(X,Y )z 〉 = 〈3dx2−y2 |Tˆ |p(a,b)x,y 〉 = 0 (3.2)
et
〈4s|Tˆ |p(X,Y )z 〉 = 〈4s|Tˆ |p(a,b)x,y 〉 = 0. (3.3)
Par conséquent, ces six orbitales des ions d’oxygène jouent, au mieux, un rôle mineur
et sont, dès lors, négligées dans la suite de ce travail. En conséquence de cette
observation, tout au long de ce travail de modélisation, nous prenons en considération
les huit orbitales suivantes : Cu : 3dx2−y2 , Cu : 4s, O(X) : 2p(X)x , O
(Y ) : 2p(Y )y , O
(X) :
2p(X)y , O
(Y ) : 2p(Y )x , O
(a) : 2p(a)z , O
(b) : 2p(b)z , dans cet ordre. Le choix que nous
avons réalisé peut être justiﬁé par d’autres arguments supplémentaires que l’on peut
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trouver dans les références suivantes Refs. [59, 117, 118, 189, 239, 240, 241, 242, 243].
Ces huit orbitales sont désignées par un indice µ allant de 1 à 8. Le sous-ensemble
impliquant toutes les orbitales exceptée l’orbitale Cu : 3dx2−y2 est caractérisé par
un indice ν allant de 2 à 8 (désignant chacune des orbitales du sous-ensemble en
question), le sous-ensemble impliquant uniquement les orbitales 2p des ions oxygène
dans le plan est caractérisé par un indice κ allant de 3 à 6 (désignant chacune des
orbitales du sous-ensemble en question), tandis que le sous-ensemble des orbitales 2p
des ions oxygène apicaux est caractérisé par un indice ρ allant de 7 à 8 (désignant,
aussi, chacune des orbitales du sous-ensemble en question). Notre Hamiltonien de
liaisons fortes à huit bandes peut donc s’exprimer comme :
Hˆ(8) = Hˆ0 + Tˆ + Hˆd, (3.4)
où Hˆ0 représente les énergies sur site des orbitales exprimées relativement à ǫd qui
traduit l’énergie sur site de l’orbitale 3dx2−y2 et Tˆ correspond au terme d’énergie ci-
nétique. En introduisant la transformée de Fourier dˆk,σ de l’opérateur d’annihilation
d’un électron sur le site i avec le spin σ sur l’orbitales 3dx2−y2 :
dˆk,σ =
1√
L
∑
k,σ
e−ik·Ri dˆi,σ , (3.5)
et suivi par les expressions analogues pour les autres orbitales, Hˆ0 s’écrit :
Hˆ0 =
∑
k,σ
[
−∆pd
∑
κ
nˆpk,σ,κ −∆z
∑
ρ
nˆpzk,σ,ρ +∆snˆ
s
k,σ
]
, (3.6)
où ∆pd = ǫd− ǫp, ∆z = ǫd− ǫz, ∆s = ǫs− ǫd. Notons ici que ǫp, ǫz et ǫs traduisent les
énergies sur site des orbitales 2p(X,Y )x,y , 2pz et Cu : 4s, respectivement. Les diﬀérents
opérateurs nˆk,σ,µ représentent les opérateurs nombre d’occupation des électrons de
vecteur d’onde k et de spin σ sur une orbitale donnée. Notons aussi que L traduit
la taille du réseau considéré. Lorsque l’on rassemble tous les opérateurs de création
des électrons dans l’opérateur de création à huit composantes s’écrivant :
Ψˆ
†
k,σ,µ =
(
dˆ†k,σ , sˆ
†
k,σ, pˆ
(X)†
x,k,σ, pˆ
(Y )†
y,k,σ, pˆ
(X)†
y,k,σ, pˆ
(Y )†
x,k,σ, pˆ
(a)†
z,k,σ, pˆ
(b)†
z,k,σ
)
, (3.7)
alors l’opérateur d’énergie cinétique peut être écrit comme :
Tˆ =
∑
k,σ
∑
µ,µ′
tµ,µ
′
k Ψˆ
†
k,σ,µΨˆk,σ,µ′ . (3.8)
Ici, tµ,µ
′
k est l’intégrale de saut dans l’espace des vecteurs d’onde (de Fourier) entre
l’orbitale µ et l’orbitale µ′. Finalement, nous avons :
Hˆd = ǫd
∑
k,σ
∑
µ
Ψˆ
†
k,σ,µΨˆk,σ,µ . (3.9)
Au total, nous pouvons nous concentrer sur le Hamiltonien à un corps :
Hˆ = Hˆ0 + Tˆ (3.10)
qui peut être exprimé comme :
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Hˆ =∑
k,σ
∑
µ,µ′
Ψˆ
†
k,σ,µH
µ,µ′
k Ψˆk,σ,µ′ , (3.11)
avec
Hk =


Ak‖ Bk‖ Ckz
B†k‖ Dk‖ Ek
C†kz E
†
k Fk

 . (3.12)
Ici, la matrice Hamiltonienne est exprimée en termes des sous-matrices Ak‖ , Dk‖ et
Fk impliquant les Hamiltoniens de liaisons fortes dans les sous-espace des orbitales
du cuivre, des ions oxygène dans le plan et des ions oxygène en-dehors des plans, res-
pectivement. Le couplage entre ces sous-espaces est représenté par les sous-matrices
Bk‖ , Ckz , et Ek. Tandis que la matrice Hamiltonienne Eq. (3.12) dépend du vec-
teur d’onde k = (k‖, kz), nous avons trouvé important de clariﬁer la dépendance en
termes des vecteurs d’onde des sous-matrices déterminées ci-dessus. L’ensemble des
éléments de matrices hors-diagonaux impliquant les diﬀérentes intégrales de saut est
déﬁni dans la suite.
3.2.3 Intégrales de saut dans le plan CuO2
Dans cette sous-section, nous mettons en exergue la contribution à l’Hamiltonien
découlant des couplages entre des orbitales du cuivre et des orbitales intra-plan des
ions oxygène. Ceci nous conduit, dès lors, à un modèle bidimensionnel. Les positions
des ions oxygène O(X) et O(Y ) dans la maille élémentaire i sont, respectivement,
indicées par : j ≡ Ri + aex/2 et l ≡ Ri + aey/2.
3.2.3.1 Intégrales de saut Oxygène-Cuivre et Cuivre-Cuivre directes
La forte hybridation d-p de type σ a déjà été présentée dans le second chapitre à la
section 2.3. Dès lors, en accord avec les arguments donnés dans les Refs. [59, 189, 190,
191], nous incluons l’eﬀet de l’orbitale Cu : 4s au sein de notre modèle. Cette orbitale
hybride, en eﬀet, fortement avec les orbitales des ions oxygène formant les sites plus
proches voisins O(X) : 2p(X)x et O
(Y ) : 2p(Y )x . Celles-ci sont localisées relativement
au site de cuivre aux positions ±aex/2 et ±aey/2 et l’élément de matrice de saut
correspondant est noté ±tsp = 〈4si|Tˆ |p(X)x,i±aex/2〉. Notons que la symétrie implique
±tsp = 〈4si|Tˆ |p(Y )y,i±aey/2〉. On note aussi, par ailleurs, que les éléments de matrice
d’énergie cinétique entre l’orbitale Cu : 4s et les orbitales des ions oxygène O(X)
et O(Y ) restantes s’annulent. De plus, comme l’orbitale Cu : 4s est plus étendue
que l’orbitale 3d, nous incluons aussi l’amplitude de saut directe 4s-4s entre les ions
cuivre plus proches voisins −tss = 〈4si|Tˆ |4si±aex〉 ainsi que celle faisant intervenir les
seconds plus proches voisins−t′ss = 〈4si|Tˆ |4si±a(ex+ey)〉, et ainsi que leurs homologues
liés par les symétries (voir Fig. 3.6). Les matrice Ak‖ et Bk‖ s’écrivent donc :
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Ak‖ =
( |3dx2−y2〉 |4s〉
0 0
0 ∆˜k‖
)
, (3.13)
où nous avons introduit les notations raccourcies suivantes :
∆˜k‖ = ∆s − 2tss(cos (kxa) + cos (kya))
− 4t′ss cos (kxa) cos (kya) ,
(3.14)
et
Bk‖ =
(
∣∣∣p(X)x 〉 ∣∣∣p(Y )y 〉 ∣∣∣p(X)y 〉 ∣∣∣p(Y )x 〉
2itpdpx −2itpdpy 0 0
2itsppx 2itsppy 0 0
)
. (3.15)
La matrice Bk‖ représente le couplage entre les orbitales du cuivre (3d et 4s) et
les orbitales des ions oxygène intra-plan impliquées. Compte tenu de la convention
choisie sur les signes ci-dessus, tpd, tsp, tss et t′ss sont tous positifs.
3.2.3.2 Intégrales de saut Oxygène-Oxygène
a) Concernant les ions oxygène s’avoisinant le long des axes du réseau
carré
Nous considérons, en premier lieu, les intégrales de saut entre les orbitales des
ions oxygène dans le plan 2p(X,Y )x,y en très forte hybridation entre elles. En eﬀet,
comme le rayon ionique de l’ion Cu2+ est communément accepté pour être proche
de 0.75A˚ et celui de l’ion O2− pour être proche de 1.35A˚, une telle observation doit
résulter inévitablement en une forte hybridation des orbitales 2p des ions oxygène
entre elles. En eﬀet, le diamètre des ions O2− est comparable à la distance séparant
les ions oxygène plus proches voisins O(X) et O(Y ) donnée par a/
√
2 = 2.68A˚ sur une
plaquette CuO2. Nous introduisons alors les intégrales de saut de type σ entre les
orbitales 2p(X)x , tσ′ = 〈p(X)x,j |Tˆ |p(X)x,j±aex〉 comme illustrées sur les Figs. (3.2, 3.5). De fa-
çon similaire, tσ′ = 〈p(X)y,j |Tˆ |p(X)y,j±aey〉 est l’amplitude de saut entre les orbitales 2p(X)y
plus proches voisins. De même, pour des raisons de symétrie, 〈p(Y )y,l |Tˆ |py,l±aey(Y )〉 et
〈p(Y )x,l |Tˆ |p(Y )x,l±aex〉 seront aussi donnés par tσ′ . De plus, les couplages de type π entre
deux voisins O(X) liés selon ±aey et ±aex sont aussi considérés dans le modèle.
Les intégrales de saut sont toutes deux prises en compte et représentées par tπ′ =
−〈p(X)x,j |Tˆ |p(X)x,j±aey〉 = −〈p(X)y,j |Tˆ |p(X)y,j±aex〉. La symétrie du système implique que les
intégrales de saut de type π entre les orbitales 2p de l’ion oxygène O(Y ) sont aussi
données par tπ′ = −〈p(Y )x,l |Tˆ |p(Y )x,l±aey〉 = −〈p(Y )y,l |Tˆ |p(Y )y,l±aex〉 (voir Fig. 3.2). En tenant
compte des conventions sur les signes ci-dessus, tσ′ et tπ′ sont positifs. De plus, il est
important de noter que la symétrie du système force tous les éléments de matrice
d’énergie cinétique 〈p(X,Y )x,y,j |Tˆ |p(X,Y )z,j 〉 à s’annuler.
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Figure 3.2 – Illustration des couplages de type σ et de type π entre les orbitales 2p(X,Y )x,y
des ions oxygène du plan CuO2 deuxième plus proches voisins.
b) Concernant les ions oxygène s’avoisinant le long des axes diagonaux
du réseau carré
Dans le but d’introduire les éléments de matrice de type σ et de type π entre les
ions oxygène O(X) et O(Y ), nous proﬁtons d’une transformation consistant à eﬀectuer
une rotation des orbitales 2p(X,Y )x,y d’un angle π/4 autour de l’axe ez pour chaque site
d’oxygène donné. Ceci nous conduit à déﬁnir les nouvelles orbitales pˆ(β)ξ = (pˆ
(β)
x +
pˆ(β)y )/
√
2 et pˆ(β)η = (−pˆ(β)x + pˆ(β)y )/
√
2 où β ∈ (X, Y ). Avec cette transformation, nous
obtenons donc une base alternative d’orbitales 2p (ou “tournée”) au sein de laquelle
les hybridations de type σ et de type π le long des directions diagonales du réseau
carré entre tous les ions oxygène du réseau sont aisément prises en compte (voir
Fig. 3.3). Nous considérons alors l’hybridation entre les orbitales 2p(X)ξ et 2p
(Y )
ξ selon
(ex+ ey)/
√
2 et dont l’intégrale de saut associée est tσ = 〈p(X)ξ,j |Tˆ |p(Y )ξ,j±a(ex+ey)/2〉. La
même amplitude de saut tσ est obtenue lorsque les orbitales 2p(X,Y )η sont considérées
selon la direction orthogonale : tσ = 〈p(X)η,j |Tˆ |p(Y )η,j±a(ex−ey)/2〉. De plus, concernant les
hybridations de type π, nous avons tπ = −〈p(X)η,j |Tˆ |p(Y )η,j±a(ex+ey)/2〉 selon (ex+ey)/
√
2
et tπ = −〈p(X)ξ,j |Tˆ |p(Y )ξ,j±a(ex−ey)/2〉 selon (ex − ey)/
√
2.
59
CHAPITRE 3. CONSTRUCTION D’UN MODÈLE DE LIAISONS
FORTES 3D POUR LE CUPRATE SUPRACONDUCTEUR LSCO
Figure 3.3 – Illustration des couplages de type σ et de type π entre les orbitales 2p(X,Y )ξ,η
des ions oxygène du plan CuO2 plus proches voisins.
Nous prenons aussi en compte, dans cette base d’orbitales, le couplage de type σ
entre les seconds plus proches voisins pour les ions oxygène O(X) entre-eux et O(Y )
entre-eux. Ceci conduit à considérer l’intégrale de saut tσ′′ = 〈p(β)ξ,w|Tˆ |p(β)ξ,w±a(ex+ey)〉.
La symétrie du réseau implique que tσ′′ = 〈p(β)η,w|Tˆ |p(β)η,w±a(ex−ey)〉, avec w ∈ (j, l). Les
amplitudes de saut de type π correspondantes sont, en revanche, clairement plus
petites que celles de type σ et peuvent donc être négligées, ce que nous faisons dans
le cadre de ce travail (voir Figs. (3.4, 3.5)). Finalement la matrice Dk‖ incarnant le
modèle de liaisons fortes pour les quatre orbitales 2p dans le plan CuO2 des ions
oxygène s’écrit, par conséquent :
Dk‖ =


∣∣∣p(X)x 〉 ∣∣∣p(Y )y 〉 ∣∣∣p(X)y 〉 ∣∣∣p(Y )x 〉
∆¯k‖ −4tpppxpy −2tσ′′p2xp2y 4t(2)pp πxπy
−4tpppxpy ∆¯′k‖ 4t(2)pp πxπy −2tσ′′p2xp2y
−2tσ′′p2xp2y 4t(2)pp πxπy ∆¯
′
k‖
−4tpppxpy
4t(2)pp πxπy −2tσ′′p2xp2y −4tpppxpy ∆¯k‖


(3.16)
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Figure 3.4 – Illustration des couplages de type σ entre les orbitales 2p(X,Y )ξ,η des ions
oxygène du plan CuO2 troisième plus proches voisins.
où nous avons déﬁni :
∆¯k‖ = −∆pd + 2(tσ′ cos (kxa)− tπ′ cos (kya))
+2tσ′′ cos (kxa) cos (kya)
∆¯
′
k‖
= −∆pd + 2(tσ′ cos (kya)− tπ′ cos (kxa))
+2tσ′′ cos (kxa) cos (kya) ,
(3.17)
et ainsi que :
tpp =
tσ + tπ
2
, t(2)pp =
tσ − tπ
2
. (3.18)
De plus, nous avons introduit :
p2x ≡ sin (kxa) , p2y ≡ sin (kya) . (3.19)
De plus, notons que tpp est identique à l’intégrale de saut O(X)-O(Y ) impliquée dans
le modèle à trois bandes d’Emery Eq. (2.25) [46, 47]. Cependant, l’amplitude de
saut plus petite t(2)pp est entièrement négligée dans le modèle d’Emery. Alors que la
base alternative d’orbitales (2p(X,Y )ξ , 2p
(X,Y )
η ) facilite la détermination de Dk, cette
dernière est écrite dans la base naturelle. Ceci complète notre détermination du
modèle bidimensionnel.
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Figure 3.5 – Illustration des amplitudes de saut tpd, tσ′ , tpp, et tσ′′ dans le plan de base
CuO2. Notons que les intégrales de saut tpp = (tσ + tπ)/2 et tσ′′ ont été introduites en
utilisant la base d’orbitales tournées (2p(X,Y )ξ , 2p
(X,Y )
η ).
3.2.4 Intégrales de saut en-dehors du plan CuO2
Au sein de cette sous-section, nous déterminons les principales contributions
conduisant à la dispersion selon la direction perpendiculaire aux plans CuO2. Compte
tenu de la structure tétragonale centrée (BCT), il n’apparaît aucune évidence concer-
nant un terme dominant décrivant le saut d’un électron situé sur une orbitale
Cu : 3dx2−y2 d’une couche d’octaèdres CuO6 vers la même orbitale d’une couche
supérieure ou inférieure voisine. De tels processus de saut impliquent au moins les
orbitales 2pz des ions oxygène apicaux, dont celles-ci sont couplées à l’orbitale Cu : 4s
[59, 117, 118, 240] mais aussi aux orbitales 2p(X,Y )x,y des ions oxygène intra-plan. En
tenant compte de cela, on peut tenter de modéliser la dispersion assez large selon kz
trouvée au travers des calculs DFT [61]. Ci-dessous, les positions des ions oxygène
apicaux O(a) et O(b) dans la maille élémentaire sont indicées parm ≡ Ri+dCu−Oapez
et n ≡ Ri − dCu−Oapez, respectivement.
3.2.4.1 Couplages entre les orbitales des ions oxygène apicaux et celles
des ions appartenant au plan CuO2
Nous décrivons, ici, les couplages existants des ions oxygène apicaux aux ions
cuivre et aux ions oxygène du plan CuO2. Premièrement, l’amplitude de saut associée
aux couplages entre l’orbitale Cu : 4s et les orbitales O(a,b) : 2pz appartenant aux
sites plus proches voisins dans la direction ez est donnée par tspz = 〈p(a)z,m|Tˆ |4si〉 et
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−tspz = 〈p(b)z,n|Tˆ |4si〉 (cela est illustré par les ﬂèches de couleur cyan sur la Fig. 3.6).
Deuxièmement, la symétrie du système conduit à 〈p(a,b)z,i±rez |Tˆ |3dx2−y2,i〉 = 0. Dès lors,
les couplages entre les orbitales du cuivre et les orbitales 2p(a,b)z des ions oxygène
apicaux peuvent être rassemblés sous la forme matricielle :
Ckz =
(
∣∣∣p(a)z 〉 ∣∣∣p(b)z 〉
0 0
tspze
irkz −tspze−irkz
)
. (3.20)
De plus, les orbitales 2p(a,b)z des ions oxygène apicaux hybrident de manière signi-
ﬁcative avec les orbitales 2p(X,Y )x,y appartenant au plan CuO2. En eﬀet, sachant que
la distance entre un ion cuivre et un ion oxygène apical est d’approximativement r
≡ dCu−Oap ≃ 0.64a, la distance entre un ion oxygène apical et un ion oxygène appar-
tenant au plan dans la maille élémentaire est d’approximativement dO−Oap ≃ 0.80a.
Ceci est comparable à la distance entre deux ions oxygène du plan dO(X)−O(Y ) ≃
0.707a au sein de la maille élémentaire. Dès lors, en se mettant dans le point de
vue des ions oxygène apicaux, l’orbitale O(a) : 2p(a)z hybride avec l’orbitale 2p
(X)
x
selon δ(±)− = ±aex/2 − dCu−Oapez et dont l’intégrale de saut qui lui est associée est
∓tpz = 〈p(a)z,m|Tˆ |p(X)x,m+δ(±)− 〉 et avec l’orbitale 2p
(Y )
y selon δ
′(±)
− = ±aey/2 − dCu−Oapez
avec l’intégrale de saut associée ∓tpz = 〈p(a)z,m|Tˆ |p(Y )y,m+δ′(±)− 〉. Par ailleurs, l’orbitale
O(b) : 2p(b)z hybride aussi avec l’orbitale 2p
(X)
x selon δ
(±)
+ = ±aex+ dCu−Oapez et dont
l’intégrale de saut associée est donnée par ±tpz = 〈p(b)z,n|Tˆ |p(X)x,n+δ(±)+ 〉. De plus, elle hy-
bride aussi avec l’orbitale 2p(Y )y selon δ
′(±)
+ = ±aey+dCu−Oapez et dont l’intégrale de
saut associée est donnée par ±tpz = 〈p(b)z,n|Tˆ |py,n+δ′(±)+ 〉. Ces couplages sont illustrés
sur la Fig. 3.6 par les ﬂèches vertes.
De plus, le couplage entre les orbitales 2p(a,b)z des ions oxygène apicaux (appar-
tenant aux plans CuO2 plus proches voisins, c’est-à-dire ceux se situant au-dessus
et en-dessous de celui que l’on considère, ici) avec les orbitales 2p(Y )x and 2p
(X)
y dans
le plan CuO2 doit aussi être considéré et pris en compte dans notre modèle. Dans la
suite, la distance entre le plan CuO2 considéré et l’ion oxygène apical appartenant
à la couche suivante est représentée par v ≡ d(plan suivant)Oap = c/2 − dCu−Oap ≃ 1.1a.
Commençons avec l’orbitale O(b) : 2p(b)z localisée dans le plan supérieur (situé au-
dessus du plan considéré) en (a/2, a/2, d(plan suivant)Oap ). Cette orbitale hybride avec
l’orbitale 2p(Y )x appartenant au plan CuO2 de base. L’amplitude de saut associée est
donnée par ∓t′′pz = 〈p(b)z,ν+ |Tˆ |p(Y )x,ν+−vez±ex/2〉. Ici, nous avons introduit le symbole ν±
= a(ex + ey)/2 ± d(plan suivant)Oap ez qui représente la position d’un ion oxygène apical
O(b) (O(a)) dans le plan supérieur (inférieur) relativement à l’ion cuivre dans le plan
CuO2 actuel. L’orbitale O(b) : 2p(b)z du plan supérieur hybride aussi, par ailleurs,
avec l’orbitale 2p(X)y du plan de base et dont l’amplitude de saut associée est donnée
par ∓t′′pz = 〈p(b)z,ν+|Tˆ |p(X)y,ν+−vez±ey/2〉. La symétrie implique que l’orbitale de l’oxygène
apical O(a) : 2p(a)z localisé en (a/2, a/2, -d
(plan suivant)
Oap ) et appartenant au plan inférieur
hybride (avec le signe opposé) avec les orbitales intra-planaires 2p(Y )x et 2p
(X)
y . Ainsi,
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Figure 3.6 – Illustration du réseau tétragonal centré des cuprates monocouches à base
de lanthane où sont représentés : les orbitales planaires des ions oxygène 2p(X)x et 2p
(Y )
y ,
les orbitales en-dehors du plan des ions oxygène apicaux 2p(a,b)z et les orbitales planaires
Cu : 4s. Le couplage inter-couche est aussi, en partie, représenté au travers des ﬂèches de
couleur magenta.
les intégrales de saut associées sont données par : ±t′′pz = 〈p(a)z,ν−|Tˆ |p(Y )x,ν−+vez±ex/2〉 =
〈p(a)z,ν−|Tˆ |p(X)y,ν−+vez±ey/2〉. Ces couplages entre les orbitales du plan 2p et les orbi-
tales en-dehors du plan 2p(a,b)z appartenant aux ions oxygène apicaux peuvent être
rassemblés sous la forme matricielle :
Ek =


∣∣∣p(a)z 〉 ∣∣∣p(b)z 〉
2itpzpxe
irkz −2itpzpxe−irkz
2itpzpye
irkz −2itpzpye−irkz
−2it′′pzpye−ivkz 2it′′pzpyeivkz
−2it′′pzpxe−ivkz 2it′′pzpxeivkz

 . (3.21)
3.2.4.2 Amplitudes de saut Oxygène apical-Oxygène apical
Aﬁn de compléter notre modèle, nous procédons maintenant à la détermination
du Hamiltonien de liaisons fortes dans le sous-espace des orbitales des ions oxygène
en-dehors des plans CuO2. Puisque ni les orbitales 2p(a,b)x , ni les orbitales 2p
(a,b)
y ne
se couplent aux orbitales 3dx2−y2 et 4s du cuivre, il ne nous reste seulement que les
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orbitales 2p(a,b)z à considérer. Notons qu’il y a d’autres contributions à la dispersion
dans la direction perpendiculaire aux plans CuO2 provenant des orbitales 2pz des
ions oxygène apicaux. Compte tenu de la symétrie tétragonale à corps centrée du
réseau, chaque ion oxygène apical O(a) (O(b)) est environné par quatre ions oxygène
apicaux plus proches voisins, appartenant au plan CuO2 au-dessus (en-dessous) du
plan considéré. Par exemple, nous illustrons sur la Fig. 3.6 (ﬂèches de couleur ma-
genta) le couplage entre l’oxygène apical O(a) localisé en (0, 0, dCu−Oap) de la maille
élémentaire de référence avec l’un de ses plus proches voisins, O(b) cette fois, et lo-
calisé en (a/2, a/2, c/2-dCu−Oap) dans la maille élémentaire centrée en (a/2, a/2,
c/2). Comme la distance qui les sépare est aussi petite que dCu−Oap , l’amplitude
de saut associée t′pz n’est pas négligeable et doit être prise en compte. En ce qui
concerne l’ion oxygène apical O(a) localisé en m, les quatre ions oxygène apicaux
O(b) du plan supérieur suivant sont localisés en (±a/2, ±a/2, dCu−Oap + dO(a)−O(b))
où u ≡ dO(a)−O(b) = c/2 − 2dCu−Oap = 0.465a est la distance projetée selon l’axe
c entre deux ions oxygène apicaux (O(a)-O(b)) appartenant aux deux plans plus
proches voisins (voir Figs. 3.6). Dès lors, nous introduisons les intégrales de saut
correspondantes t′pz = 〈p(a)z,m|Tˆ |p(b)z,m+a(±ex±ey)/2+uez〉. La symétrie implique que : t′pz
= 〈p(b)z,n|Tˆ |p(a)z,n+a(±ex±ey)/2−uez〉. Le couplage entre O(a) et O(b) dans la maille élé-
mentaire est aussi pris en compte au travers de t′′′pz = 〈p(a)z,m|Tˆ |p(b)z,n〉. Notons que le
recouvrement de type π entre les orbitales O(a) : 2pz - et entre les orbitales O(b) : 2pz
- est de l’ordre de tπ′′ et peut donc être négligé. Ainsi la matrice Fk qui représente le
couplage inter-couche (à l’origine des processus de saut inter-plan) entre les orbitales
2pz des ions oxygène apicaux est donnée par :
Fk =


∣∣∣p(a)z 〉 ∣∣∣p(b)z 〉
−∆z 4t′pzπxπyeiukz + t′′′pze2irkz
4t′pzπxπye
−iukz + t′′′pze
−2irkz −∆z

 (3.22)
Notons ici que tous les paramètres du modèle de liaisons fortes déﬁnis précédem-
ment prennent des valeurs positives (le signe de chaque lobe des orbitales est pris en
compte, compte tenu de la convention de signe adoptée). La symétrie implique que
beaucoup d’amplitudes de saut apparemment grandes disparaissent eﬀectivement
(voir Eqs. (3.2, 3.3)). Dans le cadre de ce travail, nous avons négligé les hybridations
impliquant les orbitales 2p(X,Y )z puisque ces hybridations sont bien plus petites que
les plus grandes retenues. Ainsi, nous avons construit un modèle minimal à huit
bandes qui pourrait diﬃcilement être amélioré dans le cadre de la méthode des liai-
sons fortes. Dans la prochaine section de ce chapitre de ce travail de thèse, notre
modèle sera aussi bien comparé aux résultats de LDA obtenus par Markiewicz et
al. [61], qu’au modèle eﬀectif de liaisons fortes à une bande Eq. (2.28) qu’ils ont
proposé dans le but de décrire et d’interpréter leurs résultats numériques.
En résumé, la matrice Hamiltonienne à un corps de notre modèle présenté,
ici, s’écrit dans sa totalité (où nous avons noté, par souci de simpliﬁcation, g =
4t′pzπxπye
iukz + t′′′pze
2irkz et g∗ son conjugué) :
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Hk =


|3dx2−y2〉 |4s〉
∣∣∣p(X)x 〉 ∣∣∣p(Y )y 〉 ∣∣∣p(X)y 〉 ∣∣∣p(Y )x 〉 ∣∣∣p(a)z 〉 ∣∣∣p(b)z 〉
0 0 2itpdpx −2itpdpy 0 0 0 0
0 ∆˜k‖ 2itsppx 2itsppy 0 0 tspze
irkz −tspze−irkz
−2itpdpx −2itsppx ∆¯k‖ −4tpppxpy −2tσ′′p2xp2y 4t(2)pp πxπy 2itpzpxeirkz −2itpzpxe−irkz
2itpdpy −2itsppy −4tpppxpy ∆¯′k‖ 4t(2)pp πxπy −2tσ′′p2xp2y 2itpzpyeirkz −2itpzpye−irkz
0 0 −2tσ′′p2xp2y 4t(2)pp πxπy ∆¯
′
k‖
−4tpppxpy −2it′′pzpye−ivkz 2it′′pzpyeivkz
0 0 4t(2)pp πxπy −2tσ′′p2xp2y −4tpppxpy ∆¯k‖ −2it′′pzpxe−ivkz 2it′′pzpxeivkz
0 tspze
−irkz −2itpzpxe−irkz −2itpzpye−irkz 2it′′pzpyeivkz 2it′′pzpxeivkz −∆z g
0 −tspzeirkz 2itpzpxeirkz 2itpzpyeirkz −2it′′pzpye−ivkz −2it′′pzpxe−ivkz g∗ −∆z


(3.23)
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3.3 Résultats et discussion
L’objectif de cette section consiste à établir un modèle eﬀectif à une seule bande
aﬁn de décrire la dispersion de la bande du cuivre Cu : 3dx2−y2 au travers de l’inté-
gration des sept autres bandes. Compte tenu de la valeur relativement faible du gap
de transfert de charges, c’est-à-dire, de la diﬀérence en énergie entre les bandes 2p des
ions oxygène et celle du cuivre (3d), on peut en déduire qu’un certain nombre d’in-
tégrales de saut eﬀectives pertinentes vont entrer en jeu. Notre procédure permettra
donc de mettre en évidence leur origine microscopique dans notre modèle multi-
bandes. Nous pourrons alors comprendre de quelle manière notre modèle contient et
étend le modèle d’Emery Eq. (2.25) ainsi que celui de Markiewicz et al. Eq. (2.28)
[61].
3.3.1 Structure électronique et comparaison à la DFT
Dans cette sous-section, nous examinons maintenant la dispersion des bandes
issues de la diagonalisation numérique du Hamiltonien de liaisons fortes Eq. (3.10).
Dans la suite de ce travail, nous allons nous concentrer aussi bien sur le chemin 1
connectant les points de symétrie Γ = (0, 0, 0), X = (π/a, 0, 0), et M = (π/a, π/a,
0) que sur le chemin 2 connectant, cette fois, les points de symétrie Z = (0, 0, 2π/c),
R = (π/a, 0, 2π/c), et A = (π/a, π/a, 2π/c). La structure électronique du modèle à
plusieurs bandes construit ci-dessus est calculée et montrée sur les Figs. (3.7, 3.8) où
la Fig. 3.7 met en exergue la structure de bandes explicitement le long des chemins
1 puis 2 tandis que la Fig. 3.8 superpose les bandes obtenues pour les deux chemins
de façon à mettre en évidence les eﬀets de la dispersion perpendiculaire aux plans
CuO2. Comme la Fig. 3.8 permet de décrire de façon plus condensée la structure
des bandes sans perte d’information, nous garderons ce format dans la suite de ce
travail. Les six bandes les plus profondes en énergie ont un caractère O : 2p : en
particulier, notons que les quatre bandes intra-plan sont plus basses en énergie que
les deux bandes en-dehors du plan. Non seulement, ces bandes O :2p montrent une
grande dispersion le long des chemins 1 et 2 mais l’ensemble de ces six bandes aﬃche
aussi une forte dépendance en kz également. Concernant les bandes trouvant leur
origine dans les ions cuivre, la plus haute en énergie montre clairement un caractère
Cu : 4s prédominant tandis que la seconde plus élevée en énergie montre un caractère
Cu : 3dx2−y2 prédominant (voir Figs. (3.7, 3.8)). En elles-même, la première bande
montre une faible dépendance en k‖ tandis que la seconde bande est entièrement
locale. Par conséquent, celles-ci héritent leur dispersion à partir de leur couplage
avec les orbitales 2p des ions oxygène. Les largeurs de ces bandes ainsi obtenues
sont plus petites que les largeurs des bandes des ions oxygène mais une dispersion
le long des trois directions de l’espace est obtenue pour l’ensemble des deux bandes
issues des ions cuivre.
Concentrons nous maintenant sur la bande de conduction Cu : 3dx2−y2 (l’unique
bande croisant l’énergie de Fermi, voir Fig. 3.7). Comme cela sera discuté dans
la sous-section 3.3.3, la bande de conduction montre une très forte sensibilité au
choix du jeu de paramètres à l’entrée du Hamiltonien multi-bandes de liaisons fortes
Eq. (3.10), pas uniquement du point de vue de la largeur de la bande mais aussi
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Figure 3.7 – Structure électronique le long des chemins 1 puis 2 provenant de la diagona-
lisation numérique du modèle de liaisons fortes à huit bandes. La bande de conduction du
cuivre est décrite par la ligne bleue en traits tirés, la bande 4s du cuivre est décrite par la
ligne violette en traits pointillés tandis que les lignes rouges pleines traduisent les bandes
des orbitales 2p des ions oxygène. Le jeu de paramètres du modèle de liaisons fortes utilisé
est donné dans le Tableau 3.1.
du point de vue de la forme de la bande. Par conséquent, nous nous en tenons
donc d’abord à un jeu de paramètres de liaisons fortes optimal (voir Tableau 3.1)
déterminé de manière à fournir un très bon ajustement de la bande de conduction
comme obtenue à partir de la DFT par Markiewicz et al. [61] (voir Fig. 2.11) pour
le composé LSCO. En eﬀet, la dispersion de la bande de conduction pour kz = 0 et
kz = 2π/c obtenue à partir de notre modèle est comparée à un jeu de points issus
des données obtenues par les calculs DFT (LDA) [61] au travers des Figs. 3.9 et
3.10.
Tableau 3.1 – Résumé du jeu de paramètres optimaux du modèle de liaisons fortes en
unité de tpd ajustant la dispersion de la bande de conduction obtenue par les calculs de
LDA (voir Fig. 3.9).
∆pd,opt = 3.5 ∆z,opt = 2.6 ∆s,opt = 6.5 tσ,opt = 0.95 tσ′,opt = 0.13
tss,opt = 0.40 t′ss,opt = 0.10 tspz ,opt = 1.4 tpz ,opt = 0.95 t
′
pz ,opt = 0.45
tσ′′,opt = 0.40 tsp,opt = 1.3 t′′pz ,opt = 0.10 t
′′′
pz ,opt = 0 tpd = 1
tπ,opt = 0.2375 tπ′,opt = 0.0325 · · ·
Concernant le chemin 1 comprenant les lignes de symétrie Γ-X-M-Γ, les Figs. 3.9(a)
et 3.10 démontrent un accord presque parfait entre la bande de conduction obtenue
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Figure 3.8 – Structure électronique de notre modèle à huit bandes le long du chemin
1 (lignes noires pleines) et du chemin 2 (lignes rouges en traits tirés) dont les deux che-
mins sont superposés aﬁn de mettre en évidence l’eﬀet de la dispersion en kz. Le jeu de
paramètres du modèle de liaisons fortes utilisé est donné dans le tableau 3.1.
dans notre modèle et celle obtenue par les calculs de DFT. Un bon accord est aussi
mis en exergue le long du chemin 2, à l’exception de la dispersion au voisinage du
point Z. La diﬀérence en énergie :
∆Ez(k‖) = E(k‖, kz = 2π/c)− E(k‖, kz = 0) (3.24)
est aussi tracée sur la Fig. 3.9(b). De façon tout à fait extraordinaire, aucune dis-
persion en kz n’émerge au-dessus (perpendiculairement) de la ligne de symétrie X-
M-Γ. Cette dispersion apparaît uniquement au-dessus de la ligne de symétrie Γ-X
(c’est-à-dire perpendiculairement à la direction anti-nodale). Cette caractéristique
est partagée avec le modèle phénoménologique 3D de Markiewicz et al. [61] (voir les
Eqs. (2.29, 2.30)) et est mise en exergue par les calculs de LDA [61, 150]. Notons que
cette caractéristique a, par ailleurs, été aussi observée dans les expériences récentes
d’ARPES sur le composé LSCO par Horio et al. [63].
Une comparaison plus précise de la dispersion de la bande de conduction cal-
culée dans notre modèle avec celle obtenue par les calculs de LDA le long de Γ-X
est présentée dans la Fig. 3.10. Il est très clair que la dispersion de la bande de
conduction produite par notre modèle est en bon accord avec les résultats de DFT
au voisinage de (π/a, 0, kz), ce qui est proche de l’énergie de Fermi pour une bande
demi-remplie. L’accord reste, cependant, bon pour k=(π/2a, 0, kz) mais se dégrade
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Figure 3.9 – (a) Comparaison de la dispersion de la bande de conduction obtenue par les
calculs de DFT par Markiewicz et al.[61] (cercles) à celle obtenue dans notre modèle de
liaisons fortes. Ici, E(π/a,0,0) déﬁnit le zéro d’énergie et la ligne en traits tirés décrivant
la bande pour kz = 2π/c est décalée de 1 eV, aﬁn d’apporter une meilleures visibilité. (b)
Diﬀérence en énergie ∆Ez(k‖) Eq. (3.24) en fonction de k‖. Les paramètres de liaisons
fortes utilisés sont donnés dans le Tableau 3.1 et t/tpd = 0.283.
de façon importante en allant aux proches alentours du bas de la bande. Notons
aussi que dans la Fig. 3.10, nous avons aussi comparé le modèle de liaisons fortes
mis en place par Markiewicz et al. [61] (voir les Eqs. (2.29, 2.30)) par rapport à
leurs propres résultats de DFT, où dans ce cas précis, un bon accord n’est obtenu
qu’au très proche voisinage de la ligne de symétrie (π/a, 0, kz). En fait, on observe
que pour les deux modèles de liaisons fortes, le notre et celui de Markiewicz et al. la
dispersion de la bande de conduction obtenue en LDA a bien des diﬃcultés à être
prise en compte et ajustée le long de Γ-Z. A première vue, cela pourrait être attribué
aux termes qui ont été négligés dans la construction du modèle de liaisons fortes.
Pourtant, le plus grand d’entre eux (bien que petit) n’apporte aucune dispersion à la
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Figure 3.10 – Dépendance en kz de la bande de conduction en fonction de k‖ le long
de Γ-X. La région bleue ombragée est limitée par les bandes obtenues pour kz = 0 et
kz = 2π/c. Les paramètres de liaisons fortes utilisés sont donnés dans le Tableau 3.1 et
t/tpd = 0.283.
bande de conduction le long de Γ-Z. Dès lors, il semblerait que l’origine du problème
pointerait vers une limitation de la description en termes de liaisons fortes où les
autres orbitales du cuivre ont été négligées. Par conséquent, rester dans les environs
du demi-remplissage de la bande, consiste à aﬀecter principalement les excitations
d’énergie assez élevée qui s’avèrent être d’énergie plus grande que l’énergie de celles
impliquant le haut de la (ici, négligée) bande 3d3z2−r2 [238].
3.3.2 Approche analytique : origine microscopique des am-
plitudes de saut effectives à partir de la réduction du
Hamiltonien à plusieurs bandes
Au cours de cette sous-section, nous discutons de la connexion entre les pro-
cessus de saut impliqués dans notre modèle et ceux qui vont être impliqués dans
une description eﬀective à une bande de la bande de conduction réalisée au travers
d’une réduction du Hamiltonien multi-bandes (voir Eq. (3.12)) par l’intégration des
bandes éloignées de l’énergie de Fermi. En eﬀet, comme présenté dans le chapitre
2, les cuprates, dès lors qu’ils sont étudiés théoriquement, sous très souvent dé-
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crits par le modèle d’Emery [46, 47]. Comme évoqué dans le chapitre 1, il a été,
en outre, suggéré que ce modèle peut être réduit à un modèle eﬀectif équivalent
de Mott-Hubbard à une seule bande dans lequel la bande formée par le singulet
de Zhang-Rice joue le rôle de bande de Hubbard inférieure [137]. Ce point de vue
soutient la proposition préliminaire de P. W. Anderson [52] selon laquelle l’essentiel
de la physique des cuprates supraconducteurs devrait être en mesure d’être captu-
rée par un modèle de type Hubbard dans lequel la partie cinétique est constituée
des intégrales de saut d’électrons aux plus proches voisins (t) et aux seconds plus
proches voisins (t′) à laquelle s’additionne l’interaction répulsive locale favorisant la
localisation des électrons. Cependant, une telle description se base uniquement sur
un réseau carré et néglige complètement la structure tétragonale centrée (BCT) des
cuprates monocouches à base de lanthane et qui est responsable du couplage inter-
couche non-négligeable. Ici, en se focalisant sur la partie cinétique de notre modèle,
nous suivons cette route en éliminant les degrés de libertés de haute énergie, c’est-
à-dire en intégrant les orbitales 2p des ions oxygène et Cu : 4s nous permettant, dès
lors, d’obtenir un modèle eﬀectif à une bande décrivant la bande de conduction. Le
Hamiltonien à une bande possède la dépendance en k d’une série de Fourier. Ainsi,
l’expression donnant la dispersion de la bande du cuivre possède une partie intra-
plan E‖(k‖) et une partie inter-plan Ez(k), qui, a une constante près permettant
d’avoir E(0) = 0, s’écrit :
E(k‖, kz) = E‖(kx, ky) + Ez(kx, ky, kz) =
1
L
∑
i,j
ti,je
ik·(Ri−Rj) , (3.25)
où la dispersion intra-plan utilisée au cours de ce travail de thèse est donnée par :
E‖(kx, ky) = −2t [cos (kxa) + cos (kya)]
− 4t′ cos (kxa) cos (kya)− 2t′′ [cos (2kxa) + cos (2kya)]
− 4t′′′ [cos (2kxa) cos (kya) + cos (2kya) cos (kxa)]
− 4t(4) cos (2kxa) cos (2kya)
− 2t(5) [cos (3kxa) + cos (3kya)]
− 4t(6) [cos (3kxa) cos (kya) + cos (3kya) cos (kxa)]
− 4t(7) [cos (3kxa) cos (2kya) + cos (3kya) cos (2kxa)] .
(3.26)
Ci-dessus, t(n)=−ti,j traduit les intégrales de saut des électrons aux (n+1)ème plus
proches voisins sur le réseau d’ions cuivre comme illustré sur la Fig. 3.11(a). Les
amplitudes de saut à plus longue portée sont négligées. De plus, en accord avec la
structure BCT considérée ici (voir Fig. 3.6), les amplitudes de saut inter-plan entre
deux plans CuO2 conduit à la relation de dispersion suivante :
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Figure 3.11 – Illustration des positions des ions cuivre sur le réseau BCT et leurs ampli-
tudes de saut des électrons associées entre chaque site de cuivre voisin. (a) Représentation
des plus grandes intégrales de saut intra-plan (entre les ions Cu2+) désignées par t, t′, t′′,
t′′′, et t(4). (b) Représentation des plus grandes intégrales de saut inter-plan désignées par
θ, θ′, et θ′′. Les plans CuO2 sont décalés de (a/2, a/2). Les site de cuivre appartenant au
plan CuO2, premier voisin du plan de base, sont colorés en bleu ciel.
Ez(kx, ky, kz) = −8πz(kz)
{
θ cos
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)
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(
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)
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(
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2
)}
− 2t(0,0,c) cos (kzc) .
(3.27)
Ici, θ, θ′, θ′′, θ′′′, θ(4) et θ(5) correspondent aux amplitudes de saut inter-plan entre
les ions cuivre voisins localisés sur le réseau BCT en (±a
2
ex ± a2ey ± c2ez), (±3a2 ex ±
a
2
ey ± c2ez), (±3a2 ex ± 3a2 ey ± c2ez), (±5a2 ex ± a2ey ± c2ez), (±5a2 ex ± 3a2 ey ± c2ez),
(±5a
2
ex ± 5a2 ey ± c2ez), respectivement. Ces amplitudes de saut sont illustrées sur la
Fig. 3.11(b). Ici, t(0,0,c) correspond à l’amplitude de saut vers les ions cuivre voisins
localisés en (0, 0, c).
En utilisant la théorie des perturbations de Rayleigh-Schrödinger après utilisa-
tion du formalisme de Lindgren qui englobe cette dernière (voir l’appendice (A)) à
l’ordre quatre, on obtient alors la bande de conduction eﬀective comme :
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Figure 3.12 – Comparaison entre la bande de conduction exacte (déterminée numérique-
ment) avec la bande de conduction eﬀective obtenue à partir de la théorie des perturbations
(notée PT, ici) pour diﬀérentes valeurs du gap de transfert de charges. Les paramètres de
liaisons fortes utilisés sont donnés dans le Tableau 3.1.
E‖(k‖)eff = E(2)(k‖) + E(3)(k‖) + E(4)(k‖) , (3.28)
puisque la contribution au premier ordre s’annule. On a, ici, E(2)(k‖), E(3)(k‖) et
E(4)(k‖) sont les contributions au deuxième ordre, au troisième ordre et au qua-
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trième ordre à la dispersion eﬀective de la bande de conduction et sont données,
respectivement, par :
E(2)(k‖) = −4t2pd

 p2x
∆¯k‖
+
p2y
∆¯
′
k‖

 (3.29)
E(3)(k‖) =
32t2pdtppp
2
xp
2
y
∆¯k‖∆¯
′
k‖
(3.30)
E(4)(k‖) =
16t4pd
∆¯
2
k‖
∆¯
′2
k‖

∆¯
′2
k‖
∆¯k‖
p4x +
∆¯
2
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′
k‖
p4y + p
2
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y
(
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2
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(3.31)
Notons ici, qu’aucune dépendance en kz n’émerge au quatrième ordre de la théorie
des perturbations.
Dans la Fig. 3.12, nous comparons la dispersion intra-plan de la bande 3dx2−y2
obtenue à partir de la diagonalisation numérique du Hamiltonien Eq. (3.10) par
rapport au résultat perturbatif obtenu au deuxième, troisième et quatrième ordre.
Nous pouvons observer qu’une rapide convergence pour l’ensemble des valeurs de
k‖ est atteinte dans le cas des grandes valeurs du gap de transfert de charges ∆pd
(Fig. 3.12(a)). A titre d’exemple, il se trouve que dans le cas où ∆pd = 10.5tpd,
la dispersion de la bande de conduction obtenue au quatrième ordre à l’aide de la
théorie des perturbations conduit à reproduire quasiment parfaitement la disper-
sion de la bande obtenue par diagonalisation exacte du Hamiltonien à huit bandes
Eq. (3.12). Pourtant, ce très bon accord tend à se dégrader lorsque le gap de transfert
de charges prend des valeurs plus faibles. En eﬀet, dans le cas où ∆pd = 3.5tpd, ce qui
est une valeur largement acceptée pour le cuprate LSCO [71, 218, 244], la dispersion
eﬀective de la bande de conduction au deuxième ordre est en meilleur accord avec
celle exacte obtenue par diagonalisation numérique par rapport à celle obtenue au
troisième ordre de la théorie des perturbations. Lorsque l’on va jusqu’au quatrième
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Figure 3.13 – La largeur de la bande de conduction exacte est comparée à celles qui sont
obtenues pour les diﬀérents ordres de la théorie des perturbations (ici, PT). Une bonne
approximation de la largeur de bande est obtenue pour ∆pd & 5tpd. Les paramètres de
liaisons fortes utilisés sont donnés dans le Tableau 3.1.
ordre, celui-ci conduit à une faible amélioration de l’accord (voir Fig. 3.12(b)). No-
tons qu’il n’y a aucun bon accord pouvant être obtenu dans le cas où ∆pd = 2.5tpd
(voir Fig. 3.12(c)). De plus, nous montrons clairement sur la Fig. 3.13 que la largeur
de la bande de conduction est correctement reproduite pour les cas des grandes va-
leurs du gap de transfert de charges ∆pd & 8tpd, seulement. Dès lors, dans les cas où
le gap de transfert de charges prend des valeurs réalistes au regard du matériau étu-
dié, la convergence de l’approche perturbative vers la bande de conduction exacte
est, au mieux, très lente. Une telle diﬃculté n’est pas spéciﬁque à notre modèle,
mais émerge tout autant lorsque l’on aborde le modèle d’Emery Eq. (2.25), et on
montre alors qu’aucune relation de dispersion précise ne peut être obtenue pour
les valeurs réalistes des ∆pd et tpp. Dès lors, soit des ordres supérieurs de la théo-
rie des perturbations sont nécessaires aﬁn d’améliorer l’approximation de la bande
de conduction ou soit la théorie des perturbations s’eﬀondre complètement. Ainsi,
dans le premier cas précisément, cela implique que des intégrales de saut, pourtant
plus petites que celles qui sont habituelles comme tpp, deviennent pertinentes et
conduisent à produire de nouveaux processus de saut (par exemple, tσ′′ ou t′pz) qui
apparaissent ainsi essentiels à la dispersion de la bandes 3dx2−y2 . Cette idée apparaît
comme cruciale dans notre but initial d’expliquer le poids des amplitudes de saut
intra-plan et inter-plan à plus longue portée t′′, t′′′ et tz qui avaient été invoquées
aﬁn d’ajuster les surfaces de Fermi obtenues en ARPES [61, 62] et par les calculs de
LDA [61] comme rapportés dans les Tableaux 3.2 et 3.3.
En eﬀet, comme on peut l’observer dans les Eqs. (3.29, 3.30, 3.31), la dispersion
en kz le long de Γ-X n’est pas du-tout capturée par le quatrième ordre de la théorie
des perturbations. En fait, pour cela, nous avons besoin d’aller au cinquième ordre
de la perturbation aﬁn de faire émerger les processus de saut issus des couplages
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Tableau 3.2 – Paramètres microscopiques de liaisons fortes intra-plan déterminés sur la
base des calculs de LDA et des données ARPES et comparés à ceux qui sont obtenus à
partir du model d’Emery (∆pd = 3.5tpd, tpp = 0.6tpd) et de ce travail (paramètres donnés
dans le Tableau 3.1).
Intra-plan t t′/t t′′/t t′′′/t t(4)/t
ARPES (Ref. [61]) 0.25 (eV) -0.09 0.07 0.105 ·
ARPES (Ref. [62]) 0.195 (eV) -0.095 0.075 0.09 0.02
LDA (Ref. [61]) 0.43 (eV) -0.09 0.07 0.08 ·
Modèle d’Emery 0.29 (tpd) -0.11 0.05 -0.0056 -0.0003
Ce travail 0.28 (tpd) -0.136 0.068 0.061 -0.017
inter-couches. Ces couplages d’intérêt proviennent des contributions à H(5)eff donné
dans l’appendice (A). Nous développons donc ce terme selon les diﬀérents éléments
de matrice mis en jeu au sein de notre modèle Eq. (3.10). Ainsi, après calculs, les
contributions inter-plans contenues dans Eq. (A.11) à la dispersion eﬀective de la
bande de conduction sont données par :
Ez,eff(k) =− 128t2pdt2pzt′pzπxπyπz

 p4x
∆2z∆¯
2
k‖
+
p4y
∆2z∆¯
′2
k‖
− 2p
2
xp
2
y
∆2z∆¯
′
k‖
∆¯k‖


− 256t2pdtpzt′′pzt(2)pp πxπyπz

 p4x
∆z∆¯
3
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+
p4y
∆z∆¯
′3
k‖
− p
2
xp
2
y
∆z∆¯k‖∆¯
′
k‖

 1
∆¯k‖
+
1
∆¯
′
k‖



 .
(3.32)
Sur la Fig. 3.14, nous traçons la diﬀérence en énergie ∆Ez(k‖) Eq. (3.24) le long
du chemin 1, obtenue aussi bien dans le cas de la diagonalisation numérique que
dans le cas de la dispersion eﬀective Ez,eff(k) Eq. (3.32). On constate que pour de
faibles valeurs de ∆pd (par exemple ∆pd = 2.5tpd), ∆Ez(k‖) calculé à partir de la
théorie des perturbations se compare très diﬃcilement à la diﬀérence en énergie
pour la bande de conduction exacte. Le fait d’augmenter ∆pd conduit à un accord
légèrement meilleur mais la convergence vers la valeur exacte est, au mieux, lente,
comme ce qui avait déjà été observé dans le cas de la dispersion intra-plan (Fig. 3.12).
Pour la valeur réaliste ∆pd = 3.5tpd, la dépendance en kz de la dispersion n’est pas
capturée correctement.
Ainsi, la théorie des perturbations de Rayleigh-Schrödinger n’est pas adéquate
pour décrire correctement la dispersion de la bande de conduction. En eﬀet, depuis
que nous avons remarqué que la première contribution faisant émerger la dépen-
dance en kz de la bande de conduction correspond à l’ordre cinq de la théorie des
perturbations, un comportement convergent eﬃcace de cette dernière est obligatoire.
Pourtant, les Figs. 3.13 et 3.14 montrent qu’un tel comportement intervient unique-
ment pour des valeurs grandes et irréalistes du gap de transfert de charges ∆pd/tpd.
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Tableau 3.3 – Comparaison des paramètres microscopiques de liaisons fortes inter-plan
à ceux déterminés sur la base des calculs de LDA.
Inter-plan θ/t θ′/t θ′′/t θ′′′/t θ(4)/t θ(5)/t
LDA (Ref. [61]) 0.015 -0.0075 -0.015 0.0075 · ·
Ce travail 0.0285 -0.0070 -0.0224 0.0068 -0.0054 -0.0049
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Figure 3.14 – La diﬀérence en énergie ∆Ez(k‖) Eq. (3.24) exacte est comparée à celle dé-
terminée à partir du cinquième ordre de la théorie des perturbations (PT) pour diﬀérentes
valeurs de ∆pd. Les paramètres de liaisons fortes utilisés sont donnés dans le Tableau 3.1.
Il est important d’indiquer, ici, qu’un certain nombre d’auteurs [134, 137, 188, 245]
avaient auparavant (années 1990) construit des modèles eﬀectifs intra-plans dans
le but de décrire la bande de conduction des cuprates et que ces modèles se sont
fondés sur des approches perturbatives nécessitant l’hypothèse irréaliste tpd ≪ ∆pd.
Comme nous l’avons présenté ici, la gamme de valeurs dans laquelle les paramètres
de ces matériaux sont considérés comme réalistes nous conduit à mettre en cause la
pertinence de tels modèles eﬀectifs pour décrire correctement la bande de conduction
des cuprates. Malgré tout, l’approche par la théorie des perturbations reste tout de
même très utile puisqu’elle nous permet d’obtenir des informations qualitatives im-
portantes à propos de la façon dont les processus de saut des électrons, trouvant leur
origine microscopique au travers des couplages entre les orbitales des ions oxygène et
des ions cuivre, contribuent à la bande de conduction dès lors que les degrés de liberté
de haute énergie sont intégrés. En eﬀet, lorsque l’on suppose que le gap de transfert
de charges est bien plus grand que toutes les intégrales de saut mises en jeu dans le
modèle et que l’on néglige tπ′ , un développement au premier ordre de l’Eq. (3.32)
en puissance de 1/∆pd (par exemple : 1/∆pd(1 − tα/∆pd) ≃ (1/∆pd)(1 + tα/∆pd))
conduit à :
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Ez,eff(k) =− 2tzπxπyπz [cos (kxa)− cos (kya)]2
− 2t
′
z
∆pd
πxπyπz [cos (kxa)− cos (kya)]2×[
tσ′′ cos (kxa) cos (kya)− tσ
′
2
(cos (kxa) + cos (kya)− 1)
]
,
(3.33)
avec
tz =
16t2pdtpz
∆z∆
2
pd
(
tpzt
′
pz
∆z
+
2t′′pzt
(2)
pp
∆pd
)
t′z =
64t2pdtpz
∆z∆
2
pd
(
tpzt
′
pz
∆z
+
3t′′pzt
(2)
pp
∆pd
)
.
(3.34)
Par conséquent, la dispersion le long de kz découle principalement des pro-
cessus de sauts ∼ t2pdt2pzt′pz/∆2pd∆2z et ∼ t2pdtpzt′′pzt(2)pp /∆3pd∆z. Ainsi, comme nous
pouvons le constater, l’orbitale Cu : 4s n’est pas impliquée dans les contributions
d’ordre dominant des sauts d’électrons inter-plan comme cela a été proposé dans les
Refs. [59, 189, 191, 243]. A la place ce rôle est dédié aux orbitales des ions oxygène
du plan et apicaux. De manière frappante, nous montrons dans l’Eq. (3.33) que le
terme dominant, proportionnel à tz, correspond exactement à la partie inter-plan
de la formule phénoménologique proposée par Markiewicz et al. [61] dans leur but
d’ajuster celle-ci et de décrire les résultats de LDA pour le composé LSCO (voir
l’Eq. (2.30)) tandis que le second terme intervenant dans notre formule Eq. (3.33)
vient l’enrichir. Notons aussi que cette formule proposée par Markiewicz et al. cor-
respondant, ici, au premier terme de la formule Eq. (3.33) a aussi été utilisée dans
la Ref. [63] dans le but de l’ajuster aux surfaces de Fermi tridimensionnelles des
cuprates à base de lanthane sur-dopé en trous. Le facteur γ ≡ [cos (kxa)− cos (kya)]
de symétrie d’onde-d supprime la dispersion le long de kz au-dessus de la ligne de
haute-symétrie Γ-M (perpendiculairement à la direction nodale) observée dans notre
modèle (voir Fig. 3.9). Nous devrions noter que les structures des bandes calculées
pour les cuprates bi-couches Bi-2212 [61, 246], Tl-2201 [191], tri-couches Tl-2223
et quadri-couches Tl-2234 [247] ont permis de révéler que la dispersion inter-plan
dominante met aussi en exergue une modulation en γ2. De plus, Chakravarty et al.
[248] ont supposé exactement la même modulation en γ2 pour le terme de saut
inter-plan jouant, dès lors, un rôle important dans le mécanisme des transmissions
inter-plans de paires de Cooper par eﬀet tunnel permettant d’ampliﬁer la Tc. Dans
notre modèle, γ émerge à partir de l’hybridation couche-à-couche entre les orbitales
O : 2pz des ions oxygène apicaux au travers des orbitales O : 2px,y des ions oxygène
appartenant au plan CuO2 de base. Ceci conduit à des processus microscopiques
impliquant les sauts d’électrons à partir de, par exemple, une orbitale O : 2px vers
la plus proche orbitale O : 2pz, puis vers l’orbitale O : 2pz du plan suivant le plus
proche, et puis vers une orbitale O : 2px,y.
Cependant, ce traitement perturbatif met en lumière le fait que nous obtenons
un modèle de liaisons fortes eﬀectif à une seule bande diﬀérent de celui proposé
dans la Ref. [61] (Eq. (2.29) et Eq. (2.30)) puisqu’il contient d’autres termes de saut
à plus longue portée inclus dans la contribution proportionnelle à t′z (Eq. (3.34)).
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Remarquons alors que la formule donnant la dispersion en kz de Markiewicz et al.
Eq. (2.30) peut être reformulée sous la forme de la relation de dispersion inter-plan
obtenue pour un réseau BCT Eq. (3.27), puisque :
−2tzπzπxπy [cos (kxa)− cos (kya)]2 =
−2tzπz
(
1
2
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(
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2
)
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(
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2
)
−1
4
[
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2
)
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+
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4
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)
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)
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(
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2
)
cos
(
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2
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.
(3.35)
Par conséquent, l’Eq. (2.30) correspond à l’Eq. (3.27) sous l’hypothèse que la
condition tz = 8θ = −16θ′ = −8θ′′ = 16θ′′′ est vériﬁée. Cette condition n’a au-
cune raison d’être justiﬁée au sein de notre modèle, sauf si toutes les contributions
aux amplitudes de saut en-dehors du plan sont négligées (par exemple, celles pro-
venant de tσ′′ et tσ′), exceptées les contributions dominantes. Dans notre modèle,
la multiplicité des processus de saut impliqués dans t′z est plus élevée que celle des
processus de saut impliqués dans tz. De plus, les intégrales de saut tσ′ et tσ′′ im-
pliquées dans le terme proportionnel à t′z contribuent de manière signiﬁcative aux
intégrales de saut eﬀectives inter-plan. Ainsi, la relation implicite existante entre tz,
θ, θ′, θ′′ et θ′′′ impliquée dans la formule de Markiewicz et al. Eq. (2.30) utilisé dans
les Refs. [61, 63] est entièrement brisée dans notre modèle. En eﬀet, en développant
Eq. (3.33) sur la base de Eq. (3.27), nous explicitons ainsi les contributions des pro-
cessus de saut microscopiques aux intégrales eﬀectives de saut inter-plan θ, θ′, θ′′ et
θ′′′. Nous obtenons donc :


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′
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1− tσ′′ − tσ′
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pp
∆pd
(
1− 3(tσ′′ − tσ′)
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θ′′′ =
t2pdtpz
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[
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′
pz
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1− (3tσ′′ − 2tσ′)
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+
2t′′pzt
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.
(3.36)
Il s’agit, ici, des intégrales de saut eﬀectives inter-plan principales, vers les premiers,
deuxièmes, troisièmes et quatrièmes plus proches voisins, respectivement. L’intégrale
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Figure 3.15 – Illustration des processus de saut en-dehors des plans impliqués dans notre
modèle multi-bandes et contribuant à l’intégrale de saut eﬀective dominante θ (ﬂèche de
couleur bleue). Les ﬂèches de couleur jaune correspondent à tpd, les ﬂèches de couleur verte
à tpz et la ﬂèche de couleur magenta à t
′
pz . Les ions oxygène apicaux jouent un rôle crucial.
Pour plus d’informations, il faut se référer aux Figs. (3.6, 3.1).
de saut inter-plan aux plus proches voisins θ et celle correspondant aux seconds plus
proches voisins θ′′ sont dominantes. Leur amplitude est très proche l’une de l’autre,
tandis que θ′ est plus petite d’un facteur proche de deux, seulement. En dépit du
fait qu’il faille aller jusqu’au cinquième ordre de la théorie des perturbations aﬁn
de les faire émerger, les processus de saut inter-plan doivent être pris en compte
puisque ∆z < ∆pd [117, 122]. Le mécanisme microscopique sous-jacent implique
essentiellement des sauts d’électrons de l’orbitale Cu : 3dx2−y2 d’abord vers l’orbitale
2p d’un ion oxygène du plan (tpd), puis vers celle d’un ion oxygène apical (tpz), puis
vers celle d’un ion oxygène apical appartenant au plan CuO2 suivant (t′pz), puis
vers l’orbitale d’un ion oxygène appartenant à ce nouveau plan pour l’électron (tpz),
et puis ﬁnalement vers l’orbitale Cu : 3dx2−y2 de ce plan CuO2 suivant (tpd). Ces
processus de saut sont illustrés schématiquement sur la Fig. 3.15. Ainsi, à l’ordre
dominant, les diﬀérents θ(n) sont proportionnels à t2pdt
2
pzt
′
pz/∆
2
pd∆
2
z (voir Eq. (3.36)).
De plus, les corrections dominantes aux amplitudes de saut eﬀectives doivent aussi
contribuer de façon signiﬁcative et deviennent, dès lors, importantes pour les faibles
valeurs de ∆z et ∆pd, ce qui est pertinent dans la situation expérimentale. Par
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ailleurs, les processus de saut au travers des couplages directs entre les orbitales des
ions oxygène intra-plan et les orbitales des ions oxygène apicaux du plan suivant
contribuent tout autant et sont de l’ordre de t2pdtpzt
′′
pzt
(2)
pp /∆
3
pd∆z. En complément
de tout cela, les intégrales de saut intra-plan tσ′ et tσ′′ déclenchent des processus
de saut à plus longue portée et contribuent de façon importante à l’anisotropie des
intégrales de saut eﬀectives inter-plans (voir Eq. (3.36)).
Par ailleurs, une étude similaire concernant la dispersion eﬀective intra-plan de
la bande de conduction peut être eﬀectuée. Le quatrième ordre de la théorie des
perturbations suﬃt à obtenir les contributions dominantes. Dès lors, en linéari-
sant l’Eq. (A.9) et en eﬀectuant un développement de Taylor comme réalisé pour
l’Eq. (3.32), nous obtenons les intégrales de saut eﬀectives intra-plan :


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(tσ′′ − 2tσ′) +
t2pd
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[4tpp(2tσ′′ − 3tσ′)
+ 2t2σ′′ + 3t
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2
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2
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t(5) = −t
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t(6) =
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t(7) =
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2∆3pd
.
(3.37)
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Où t(i)E sont les intégrales de saut qui émergent lors de la réduction de la matrice
Hamiltonienne à un corps du modèle d’Emery Eq. (2.25) par intégration des orbitales
des ions oxygène au travers du même traitement perturbatif :


tE =
t2pd
∆pd
+
4t2pdtpp
∆2pd
+
14t2pdt
2
pp
∆3pd
− 8t
4
pd
∆3pd
t′E = −
2t2pdtpp
∆2pd
− 8t
2
pdt
2
pp
∆3pd
+
2t4pd
∆3pd
t′′E = −
2t2pdt
2
pp
∆3pd
+
t4pd
∆3pd
t′′′E =
t2pdt
2
pp
∆3pd
.
(3.38)
Non seulement notre modèle capture les processus de saut intra-plan d-p et O(X)-
O(Y ) impliqués dans le modèle d’Emery Eq. (2.25), mais le but de l’Eq. (3.37) consiste
à montrer la façon dont les paramètres eﬀectifs de saut inhérents au modèle d’Emery
sont modiﬁés au sein de notre modèle. En eﬀet, il s’avère que les intégrales de saut
O-O qui ont été prises en compte modiﬁent les paramètres de saut eﬀectifs sur le
sous-réseau d’ions cuivre. Par exemple, la contribution à l’amplitude eﬀective de
saut t′′ dominante est déterminée par tσ′ . Celle-ci est proportionnelle à tσ′(tpd/∆pd)2
tandis que dans le modèle d’Emery t′′ est proportionnel à (t2pp/∆pd)(tpd/∆pd)
2 (à
l’ordre dominant). De façon similaire, la contribution principale à l’amplitude eﬀec-
tive de saut aux troisièmes plus proches voisins t′′′ n’est, dès lors, plus gouvernée par
(t2pp/∆pd)(tpd/∆pd)
2 comme dans le modèle d’Emery, mais par tσ′′(tpd/∆pd)2. A cela
s’ajoute que tσ′′ conduit aussi à une contribution d’ordre dominant à t′. De plus,
nous trouvons que tσ′ et tσ′′ produisent des processus de saut de l’ordre de 1/∆3pd
contribuant à des amplitudes eﬀectives de saut à plus longue portée jusqu’à t(7). Ce-
pendant, les processus de saut impliquant les orbitales des ions oxygène apicaux et
l’orbitale Cu : 4s conduisent à des contributions sous-dominantes pour t′ et t′′ (voir
Eq. (3.37)). En eﬀet, les processus de saut impliquant l’intégrale de saut tpz entre
les orbitales des ions oxygène du plan et des ions oxygène apicaux (∼ t2pdt2pz/∆2pd∆z)
réduisent de façon drastique les amplitudes eﬀectives de saut t′ et t′′. Ceci est com-
patible avec l’observation expérimentale récente indiquant que t′ décroît lorsque les
ions oxygène apicaux sont rapprochés du plan CuO2 [118], ce qui, par ailleurs, sou-
tient la corrélation empirique entre t′ et dCu−Oap trouvée par Pavarini et al. [59].
Cependant, nous montrons que, seuls t′ et t′′ sont sensibles aux ions oxygène api-
caux, tandis que t′′′ ne présente aucune sensibilité au quatrième ordre de la théorie
des perturbations Eq. (3.37) vis-à-vis de ceux-là. Par ailleurs, comme cela a été déjà
montré dans la Ref. [59], l’intégrale de saut tsp provenant de l’hybridation entre les
orbitales Cu : 4s et celles des ions oxygène du plan exalte t′ et, dans une moindre
mesure, t′′ au travers des processus de saut ∼ t2pdt2sp/∆2pd∆s
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3.3.3 Approche numérique : le rôle des paramètres micro-
scopiques
La sous-section précédente montre que l’approche perturbative convient correc-
tement dès lors que l’on se ﬁxe l’objectif d’interpréter les diﬀérents processus de saut
d’ordre dominant impliqués dans le modèle multi-bandes. Pourtant, cette description
en termes de processus de super-échange d’ordre supérieur n’est pas suﬃsamment
précise aﬁn de fournir quantitativement une bonne description eﬀective de la dis-
persion de la bande de conduction. Une meilleure alternative consiste à appliquer
la transformation de Fourier de la bande de conduction déterminée par diagonali-
sation numérique. Cette approche quantitative nous permet de trouver les valeurs
numériques des intégrales de saut intra-plan et inter-plan qui reproduisent, ainsi,
parfaitement la bande de conduction tridimensionnelle, et donc, permet de fournir
un modèle eﬀectif à une bande réaliste1
La bande 3dx2−y2 obtenue numériquement est très sensible au choix des diﬀérents
paramètres de liaisons fortes du modèle introduits dans la Section 3.2. Ainsi, nous
avons trouvé un jeu optimal de paramètres conduisant à une bonne reproduction de
la bande de conduction 3D obtenue en DFT (LDA) (voir les Figs. 3.9 et 3.10). Les
paramètres du modèle à huit bandes sont exprimés en unité de tpd où tpd ≃ 1.1−1.5
eV [46, 59, 71, 218, 219, 220, 221, 222, 223]. Certains d’entre eux sont bien connus
puisqu’ils ont été calculés par la méthode DFT (LDA) et nous les ﬁxons donc à
leur valeur typique. En accord avec cela, nous ﬁxons alors les gaps en énergie entre
la bande 3dx2−y2 et les autres bandes comme : ∆pd,opt = 3.5tpd [122, 218, 221],
∆s,opt = 6.5tpd [59, 189], et ∆z,opt = 2.6tpd [117, 122]. Concernant les valeurs typiques
des amplitudes de saut, nous ﬁxons : tsp,opt = 1.3tpd [59, 189], tπ = tσ/4 and tπ′ = tσ′/4
selon les Ref. [249, 250]. L’incertitude concernant les valeurs de tσ, tσ′ et tσ′′ est plus
importante. Ici, nous choisissons tσ,opt = 0.95tpd puisque tpp = (tσ + tπ)/2 ≃ 0.6tpd
qui est la valeur typique admise pour l’élément de matrice d’énergie cinétique O(X)-
O(Y ) du modèle d’Emery [71, 117, 221]. Comme la distance entre les ions oxygène
impliqués augmente de voisins en voisins : tσ,opt > tσ′,opt, tσ′′,opt. Dès lors, nous avons
ﬁxé tσ′′,opt = 0.4tpd compte tenu des arguments apportés dans la Ref. [223] dans
laquelle une amplitude de saut de poids non-négligeable est déterminée entre les
ions oxygène seconds plus proches voisins O(β)-O(β) (β = X ou Y) à partir de calculs
ab-initio pour les cuprates à base de lanthane. Cependant, l’amplitude de saut entre
les plus proches sites d’oxygène voisins O(β)-O(β) a été déterminée et argumentée
comme étant petite [223, 251]. En conséquence, nous ﬁxons tσ′,opt = 0.13tpd. Par
ailleurs, nous ﬁxons tss,opt = 0.4tpd et t′ss,opt = 0.1tpd selon la distance inter-atomique
entre les ions cuivre. Concernant les intégrales de saut impliquant les ions oxygène
apicaux, il n’existe aucun consensus à propos de leur valeur qui aurait été atteint
dans la littérature. Toutes ces amplitudes de saut intra-plan et inter-plan inconnues
sont déterminées dans l’unique objectif d’optimiser aussi bien la dispersion en k‖ de
la bande de conduction calculée que les eﬀets qu’elle subit de la part de la dispersion
en kz, suivant le but ultime de lui apporter la meilleure comparaison possible avec la
1Par exemple, l’amplitude de saut θ est obtenue numériquement par transformée de Fourier
de la bande de conduction exacte E(k) : θ =
∫
dk
(2pi)3 e
ik·( a2 (ex+ey)+ c2 ez)E(k), et de façon similaire
concernant les autres amplitudes de saut inter-plan.
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bande de conduction 3D calculée en LDA (Figs. 3.9 et 3.10) [61]. Nous trouvons alors
les valeurs optimales suivantes : tspz ,opt = 1.4tpd, tpz ,opt = 0.95tpd, t
′
pz ,opt = 0.45tpd,
t′′pz ,opt = 0.1tpd et t
′′′
pz ,opt = 0. Ces valeurs sont en accord avec les diﬀérentes distances
inter-atomiques impliquant les ions oxygène apicaux et dont celles-ci sont détaillées
dans la Section 3.2. Le jeu optimal des paramètres de liaisons fortes est indiqué dans
le Tableau 3.1.
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Figure 3.16 – (a) Dispersion de la bande de conduction le long du chemin 1 (lignes
complètes) et du chemin 2 (lignes en traits tirés) avec tσ′′ variant autour de sa valeur
optimale. (b)∆Ez(k‖) avec tσ′′ variant autour de sa valeur optimale. Les autres paramètres
de liaisons fortes utilisés sont donnés dans le Tableau 3.1.
Il s’avère que quelques paramètres de liaisons fortes ont un impact plus impor-
tant sur la bande de conduction que d’autres. En fait, on observe numériquement
que les intégrales de saut tσ′ , tπ′ , tss, tss′ et tspz modiﬁent faiblement la bande de
conduction et n’apparaissent pas, dès lors, comme étant des paramètres critiques. De
manière contrastée, tpz , t
′
pz et tσ′′ aﬀectent de façon très importante la dispersion de
la bande 3dx2−y2 parce que ces amplitudes de saut donnent naissance à des processus
de saut d’ordre dominant (voir le développement perturbatif Eqs. (3.36, 3.37)). En
eﬀet, la Fig. 3.16 montre très clairement la forte inﬂuence de l’intégrale de saut tσ′′
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aux alentours de sa valeur optimale sur la dispersion de la bande de conduction le
long des chemins 1 et 2 de la zone de Brillouin. Le fait d’augmenter tσ′′ a tendance à
réduire l’énergie de la bande au point X alors que la valeur en énergie en M (largeur
de bande) est fortement augmentée. En conséquence, c’est l’entière dispersion de
la bande le long de Γ-X-M-Γ qui est modiﬁée. Cependant, la dispersion le long de
kz de largeur ∆Ez(k‖) illustrée sur la Fig. 3.16(b) est la plus grande au-dessus de
la ligne Γ-X. Celle-ci est à peine inﬂuencée par tσ′′ . Le Tableau 3.4 montre com-
ment les paramètres microscopiques de saut intra-plan et inter-plan (t(i)/t et θ(i)/t)
sont modiﬁés par tσ′′ . Lorsque tσ′′ est augmenté, alors t augmente modérément en
accord avec l’Eq. (3.37). Cependant, t′/t et t′′′/t varient très fortement lorsque tσ′′
est modiﬁée autour de sa valeur optimale. En eﬀet, comme montré au travers du
traitement perturbatif (voir Eq. (3.37)), les processus de saut d’ordre dominant,
∼ tσ′′t2pd/∆2pd, contribuent de façon coopérative avec les processus de saut inhérents
au modèle d’Emery, ∼ tppt2pd/∆2pd, à t′ (avec le même signe). Les processus de saut
d’ordre dominant contribuant à t′′′ sont aussi générés par tσ′′ alors que t′′ est faible-
ment modiﬁé par tσ′′ puisque les processus de saut d’ordre dominants, ∼ tσ′t2pd/∆2pd,
découlent de tσ′ . Par ailleurs, tous les paramètres de saut inter-plan dépendent de
tσ′′ comme montré au travers du traitement perturbatif Eq. (3.36). Cependant, leur
envergure décroît faiblement en augmentant tσ′′ (voir Tableau 3.4).
Tableau 3.4 – Dépendance des principales amplitudes eﬀectives de saut intra-plan et
inter-plan avec tσ′′ exprimé en unité de sa valeur optimale. Les autres paramètres de
liaisons fortes sont donnés dans le Tableau 3.1.
tσ′′/tσ′′,opt t/tpd t
′/t t′′/t t′′′/t t(4)/t θ/t θ′/t θ′′/t
0 0.267 0.038 0.014 0.029 0.015 0.0303 -0.0089 -0.0258
0.5 0.275 -0.052 0.038 0.045 0.003 0.0293 -0.0079 -0.0241
1 0.283 -0.136 0.068 0.061 -0.017 0.0285 -0.0069 -0.0224
1.5 0.291 -0.222 0.103 0.074 -0.044 0.0279 -0.0059 -0.0209
Tableau 3.5 – Dépendance des principales amplitudes eﬀectives de saut intra-plan et
inter-plan avec tpz exprimé en unité de sa valeur optimale. Les autres paramètres de
liaisons fortes sont donnés dans le Tableau 3.1.
tpz/tpz ,opt t/tpd t
′/t t′′/t t′′′/t t(4)/t θ/t θ′/t θ′′/t
0 0.295 -0.302 0.148 0.027 -0.043 0.0014 -0.0002 -0.0010
0.5 0.292 -0.258 0.126 0.037 -0.036 0.0082 -0.0017 -0.0065
1 0.283 -0.136 0.068 0.061 -0.017 0.0285 -0.0069 -0.0224
1.5 0.273 0.168 -0.039 0.086 0.049 0.0857 -0.0267 -0.0508
Concernant l’intégrale de saut tpz représentant le couplage entre les orbitales 2p
des ions oxygène du plan et les orbitales 2pz des ions oxygène apicaux (voir Fig. 3.6),
son impact sur la dispersion de la bande de conduction est illustré sur la Fig. 3.17.
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Figure 3.17 – (a) Dispersion de la bande de conduction le long du chemin 1 (lignes
complètes) et du chemin 2 (lignes en traits tirés) avec tpz variant autour de sa valeur
optimale. (b)∆Ez(k‖) avec tpz variant autour de sa valeur optimale. Les autres paramètres
de liaisons fortes utilisés sont donnés dans le Tableau 3.1.
Lorsque tpz = 0, il n’y a seulement qu’une très petite dispersion en kz au-dessus
de Γ-X. Ceci trouve son origine à partir des termes ∼ t′′pztspz , qui conduisent à des
processus de saut inter-plan d’ordre élevé (plus élevé que cinq) et à des intégrales
de saut inter-plan non-nulles rapportées dans le Tableau 3.5. Une augmentation de
tpz inﬂuence la dispersion de la bande de conduction. Notons que, lorsque l’on se
focalise sur les lignes de symétrie, il n’y a aucune inﬂuence de tpz le long et au-dessus
de Γ-M, uniquement. Comme montré sur la Fig. 3.17(b), la diﬀérence en énergie de
la dispersion de long de Γ-X et de Z-R augmente très fortement avec tpz , contrastant
alors avec la largeur de bande qui n’est pas aﬀectée. La Tableau 3.5 montre que la
présence des ions oxygène apicaux a un impact très important sur les paramètres
de saut microscopiques intra-plan et inter-plan. En eﬀet, t′/t est réduit drastique-
ment, en accord avec le résultat perturbatif Eq. (3.37). De plus, les Eqs. (3.37,
3.38) révèlent que les processus de saut inhérents au modèle d’Emery d’ordre do-
minant ∼ −tppt2pd/∆2pd sont en compétition avec les processus de saut en-dehors des
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Figure 3.18 – Comparaison entre les −t′/t calculés par la LDA par Pavarini et al. [59]
(diamants remplis) et ceux estimés à partir des données ARPES pour le composé LSCO
(cercles), tracés en fonction de la distance Cu-oxygène apical [185]. Figure reproduite de
la référence Yoshida et al. [145].
Figure 3.19 – Illustration du processus de saut inter-couche non-négligeable contribuant
à t′′′ ∼ tpdtpz t′2pz tpz tpd/∆2pd∆3z et indiqué par la ﬂèche en traits tirés. Les disques oranges
dénotent les ions oxygène du plan, les disques bleus représentent les sites de cuivre au-
dessus desquels les ions oxygène apicaux sont localisés (points oranges), alors que les
disques bleus nuancés dénotent les ions oxygène apicaux localisés en-dessous de chaque
site de cuivre du plan CuO2 suivant.
plans ∼ t2pzt2pd/∆2pd∆z. Ces observations numériques apparaissent comme étant en
bon accord avec les calculs ab-initio eﬀectués par Pavarini et al. [59] montrant une
corrélation avec le fait que plus la distance Cuivre-Oxygène apical (dCu−Oap) est
grande et plus |t′/t| prend une valeur élevée comme corroboré expérimentalement
[118, 144, 145] (voir Fig 3.18). De façon similaire, t′′/t diminue lorsque l’on augmente
tpz et cela est aussi en bon accord avec Eq. (3.37). En revanche, de manière surpre-
nante, t′′′/t est exalté signiﬁcativement lorsque tpz est augmenté alors que, pourtant,
on n’a constaté aucun processus de saut apical dans le développement perturbatif
réalisé à l’ordre quatre (Eq. (3.37)), et même à l’ordre cinq (Eq. (3.36)). En fait,
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pour comprendre cela, nous avons besoin de calculer le sixième ordre en théorie des
perturbations aﬁn de lever le mystère sur l’origine du paramètre t′′′/t non-négligeable
émergeant avec les couplages des ions oxygène apicaux. Le terme intéressant, pour
comprendre cela, est donné dans l’appendice (A) par l’Eq. (A.12). H(6)eff contient les
processus de saut non-négligeables contribuant à t′′′ ∼ t2pdt2pzt′2pz/∆2pd∆3z et trouvant
leur origine microscopique au travers du couplage inter-couche (voir Fig. 3.19). Par
ailleurs, les intégrales eﬀectives de saut inter-plan sont naturellement exaltées en
augmentant tpz . Comme observé dans l’Eq. (3.36), les processus de saut inter-plan
∼ t2pdt2pzt′pz/∆2pd∆2z constituent des ordres dominants pour θ et θ′′ avec les signes
opposés comme observé numériquement dans le Tableau 3.5.
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Figure 3.20 – (a) Dispersion de la bande de conduction le long du chemin 1 (lignes
complètes) et du chemin 2 (lignes en traits tirés) avec t′pz variant autour de sa valeur
optimale. (b)∆Ez(k‖) avec t′pz variant autour de sa valeur optimale. Les autres paramètres
de liaisons fortes utilisés sont donnés dans le Tableau 3.1.
Concernant l’intégrale de saut t′pz représentant le couplage inter-couche au travers
des ions oxygène apicaux, la Fig. 3.20 montre comment cette dernière intégrale de
saut modiﬁe la dispersion de la bande de conduction. En accord avec l’Eq. (3.22),
t′pz n’aﬀecte pas la dispersion le long de X-M-Γ comme attendu d’après la théorie
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Tableau 3.6 – Dépendance des principales amplitudes eﬀectives de saut intra-plan et
inter-plan avec t′pz exprimé en unité de sa valeur optimale. Les autres paramètres de
liaisons fortes sont donnés dans le Tableau 3.1.
t′pz/t
′
pz ,opt t/tpd t
′/t t′′/t t′′′/t t(4)/t θ/t θ′/t θ′′/t
0 0.287 -0.136 0.067 0.053 -0.026 0.0026 -0.0007 -0.0019
0.5 0.286 -0.136 0.067 0.055 -0.024 0.0141 -0.0039 -0.0115
1 0.283 -0.136 0.068 0.061 -0.017 0.0285 -0.0069 -0.0224
1.5 0.277 -0.143 0.068 0.072 -0.0007 0.0508 -0.0094 -0.0364
des perturbations Eq. (3.33). Lorsque t′pz = 0, il n’y a naturellement aucun couplage
inter-plan et le résultat est donc similaire au cas où tpz = 0. En revanche, lorsque
t′pz est augmenté, la séparation de la bande entre kz = 0 et kz = 2π/c émerge le long
de Γ-X et croise la valeur optimale de t′pz . Le Tableau 3.6 montre que les paramètres
microscopiques de saut intra-plan sont essentiellement indépendants de t′pz , mais
à l’exception près de t′′′/t qui est aﬀecté (à cause du sixième ordre en théorie des
perturbations faisant intervenir les processus de saut inter-couche Eq. (A.12) illustrés
sur la Fig. 3.19). De façon similaire au cas précédent examiné concernant tpz , t
′
pz
conduit à des processus de sauts qui aﬀectent essentiellement les intégrales eﬀectives
de sauts inter-plans diagonales θ and θ′′ (voir Eq. (3.36)), qui sont de signes opposés
comme observé numériquement dans le Tableau 3.6.
3.3.4 Approche numérique : paramètres effectifs microsco-
piques optimaux
Après avoir clariﬁé le rôle de l’ensemble des paramètres de liaisons fortes à l’entrée
de notre matrice Hamiltonienne à un corps Eq. (3.10), nous les ﬁxons maintenant à
leur valeur optimale. Après diagonalisation de la matrice Hamiltonienne à un corps
Eq. (3.12), nous appliquons la transformation de Fourier de la bande de conduction
Cu :3dx2−y2 et nous obtenons, ainsi, les valeurs numériques des paramètres micro-
scopiques de saut des électrons conduisant inévitablement à la paramétrisation de
la bande de conduction au travers de la relation de dispersion eﬀective à une bande
donnée par Eqs. (3.26, 3.27). Les calculs des amplitudes de saut intra-plan comme
inter-plan montrent que celles-ci décroissent lentement avec la distance et met alors
en évidence qu’un certain nombre de ces intégrales apparaissent comme dominantes
(voir Fig. 3.22). Les paramètres de saut intra-plan dominants sont donnés par :
t′/t = −0.1364 , t′′/t = 0.0677 , t′′′/t = 0.0608 , t(4)/t = −0.0166 ,
t(5)/t = −0.0017 , t(6)/t = 0.0125 , t(7)/t = 0.0071. (3.39)
Les paramètres de saut inter-plan dominants sont, quant à eux, donnés par :
θ/t = 0.0285 , θ′/t = −0.0070 , θ′′/t = −0.0224 , θ′′′/t = 0.0068 ,
θ(4)/t = −0.0052 , θ(5)/t = −0.0047 , t(0,0,c)/t = −0.0007 .
(3.40)
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Figure 3.21 – La dispersion exacte de la bande de conduction le long des chemins 1 et
2 (lignes rouges complètes) est comparée à la dispersion eﬀective à une bande. i) Avec
toutes les amplitudes de saut retenues Eqs. (3.39, 3.40) (lignes bleues en traits tirés), et
ii) Avec t, t′, t′′, t′′′, θ, et θ′′ retenues uniquement (lignes vertes en traits pointillés). Les
paramètres de liaisons fortes utilisés sont donnés dans le Tableau 3.1 et t/tpd = 0.283.
La Fig. 3.21 met en exergue la reproduction quasi-parfaite de la bande de conduction
exacte par la relation de dispersion eﬀective à une bande Eq. (3.25). En simpliﬁant le
modèle eﬀectif en ne retenant que les plus grandes intégrales de saut intra-plan (t′/t,
t′′/t, et t′′′/t) et en-dehors des plans (θ/t et θ′′/t), ceci nous conduit tout de même,
aussi, à un bon ajustement de la dispersion eﬀective à la bande de conduction mis à
part le long de Γ-X où il apparaît un petit désaccord. Cette approximation devrait,
néanmoins, être suﬃsante ultérieurement. Concernant le paramètre microscopique
de saut t′′′ ≃ t′′ assez inhabituel dans les approches à une bande eﬀective, celui-ci a
déjà été utilisé dans la littérature aﬁn de décrire les surfaces de Fermi obtenues par
ARPES sur diﬀérents composés cuprates supraconducteurs comme LSCO [62, 61],
BSCCO [62, 146], TBCO [147] ou encore YBCO [252].
3.3.5 Surface de Fermi et densité d’états du modèle
Tournons nous maintenant vers les surfaces de Fermi découlant de notre modèle.
Sur la Fig. 3.23, nous avons tracé les projections de la surface de Fermi 3D sur le
plan contenant k‖ pour trois valeurs diﬀérentes de densité d’électrons importantes
(réduire la densité d’électrons n correspond à doper en trous le système) : demi-
remplissage (n = 1), un cas sous-dopé (n = 0.875) et un cas sur-dopé en trous
(n = 0.78). Nous avons aussi calculé les surfaces de Fermi pour de plus faibles
densités. Ces projections sont tracées pour diverses valeurs positives de kz comme ces
projections ne dépendent seulement que de |kz|. Au demi-remplissage, (Fig. 3.23(a)),
nous obtenons des surfaces de Fermi de type trou et cylindriques pour toutes les
valeurs de kz. Celles-ci sont ouvertes dans la direction kz et fermées dans le plan
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Figure 3.22 – (a) Les amplitudes de saut intra-plan jusqu’aux seizièmes plus proches
voisins en unité de tpd sont calculées pour trois valeurs de ∆pd diﬀérentes et représentées
en échelle logarithmique. En dessous, les amplitudes de saut intra-plan rapportées à t sont
représentées jusqu’aux septièmes plus proches voisins. Les amplitudes de saut inter-plan
jusqu’aux quinzièmes plus proches voisins en unité de tpd sont calculées (pour trois valeurs
de ∆pd diﬀérentes) et représentées en échelle logarithmique. En dessous, les amplitudes de
saut inter-plan rapportées à t sont représentées jusqu’aux sixièmes plus proches voisins.
(b) Les paramètres de liaisons fortes utilisés sont donnés dans le Tableau 3.1.
contenant k‖. En fait, dans ce cas précis, kz induit une très petite inﬂuence sur la
surface de Fermi projetée (SFP) en général, et virtuellement aucune pour k‖ le long
de Γ-M puisque, dans ce cas, E(k) ne dépend que très faiblement de kz. En outre,
nous remarquons que les amplitudes de saut allant au-delà de l’amplitude de saut
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Figure 3.23 – Projection des surfaces de Fermi sur le plan de base pour plusieurs valeurs
représentatives de kz et de densité d’électrons. (a) n = 1.0 (demi-remplissage), (b) n =
0.875 (sous-dopé), (c) n = 0.78 (sur-dopé), (d) n = 0.67, (e) n = 0.55, et (f) n = 0.20.
Paramètres : kz = 0 (ligne noire pleine), kz = π/2c (ligne verte en traits tirés), kz = π/c
(ligne verte en traits pointillés), kz = 3π/2c (ligne verte pleine) et kz = 2π/c (ligne noire
en traits tirés). Les paramètres de liaisons fortes utilisés sont donnés dans le Tableau 3.1.
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vers les premiers plus proches voisins t ne conduisent plus à une surface de Fermi
emboîtée.
Dans le cas correspondant au dopage 1/8 en trous, Fig. 3.23(b), la surface de
Fermi conserve sa forme cylindrique fermée. De manière assez étonnante, les SFP
autour de Γ (Z’) for kz = 2π/c (0) sont emboîtées, avec un vecteur d’emboîtement
(nesting) Q ≃ (0.84, 0.84)π/a. On pourrait alors en déduire que notre modèle est
plus enclin à développer une instabilité magnétique incommensurable dans ce cas
précis, qui pourrait se traduire par la formation d’un ordre sous forme de rayures
magnétiques (stripe : un entrelacement d’une onde de densité de charge avec une
onde de densité de spin) qui a été mis en évidence expérimentalement dans les com-
posés Eu-LSCO [173], Nd-LSCO [94, 96] et LBCO [96, 184]. Par ailleurs, l’inﬂuence
de kz sur les SFPs est bien plus forte que dans le cas du demi-remplissage. En eﬀet,
pour kz = 0, les SFPs se séparent en deux domaines fermés : un plus petit qui est
emboîté et centré autour du point Z’ et un plus grand centré autour du point Γ,
qui aura même tendance à aller au-delà des points X et Y du réseau carré. Un tel
domaine possède à la fois un caractère de type trou et de type électron selon que k‖
s’oriente dans le voisinage des directions nodales, ou non. Pour kz = 2π/c, les rôles
de Γ et de Z’ sont échangés. Lorsque kz devient proche de π/c, les deux domaines se
rejoignent et la SFP démontre un caractère de type trou, uniquement. Permettons
nous de souligner que la SFP pour kz = 0 est en bon accord avec la carte de la sur-
face de Fermi obtenue expérimentalement via les mesures ARPES [144, 145] (voir
Fig. 1.16) mais aussi avec les calculs de LDA pour le cuprate LSCO dopé en trous
[61, 150] (voir Fig. 2.12). De plus, on constate qu’en régime sur-dopé, à partir de
δ = 1 − n ≃ 0.22, les SFP tendent à devenir essentiellement de type électron (voir
Fig. 3.23(c)(d)(e)(f)) comme cela avait été mis en évidence expérimentalement [148]
(la direction nodale garde tout de même une légère courbure de type trou).
Les SFPs se composent de deux domaines pour l’ensemble des valeurs de kz.
Pour les petites valeurs de kz, un petit domaine de la SFP de type électron est
centré autour de Z’, tandis qu’un plus grand domaine est centré autour du point Γ.
Encore une fois, ce domaine possède aussi bien un caractère de type trou que de type
électron selon la direction de k‖. Pour les grandes valeurs de kz, les rôles de Γ et de Z’
sont encore une fois, échangés. En fait, de telles SFPs fractionnées, en complément
de l’étalement de leur taille, de l’émergence leurs formes géométriques droites et
arrondies alternées ont récemment été observées au travers d’expériences d’ARPES
sur le composé LSCO sur-dopé en trous (δ = 22%) [63] (voir Fig. 2.13). Puisque
de telles caractéristiques ne peuvent être prises en compte ni sur le réseau carré, ni
sur le réseau cubique, force est d’admettre que celles-ci trouvent leur origine dans
la structure tétragonale centrée (BCT) du matériau. En outre, ces caractéristiques
donnent lieu à des excitations de basse énergie à grands vecteurs d’onde qui sont,
elles, absentes dans les modèles plus simples.
Par ailleurs, il est important de noter que, vraisemblablement, ces SFPs peuvent
tout aussi bien être obtenues en utilisant la bande de conduction émergeant de
la diagonalisation du Hamiltonien multi-bandes de liaisons fortes Eq. (3.12) ou en
utilisant la dispersion eﬀective simpliﬁée du modèle Eqs. (3.26, 3.27), sur une large
gamme de densités d’électrons à proximité du demi-remplissage. Compte tenu de
la forme du modèle de liaisons fortes eﬀectif complet dont nous avons montré la
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Figure 3.24 – Projection des surfaces de Fermi sur le plan de base pour plusieurs valeurs
représentatives de kz au dopage δ = 1/8 = 1 − n pour le modèle eﬀectif à une bande
impliquant t, t′, t′′, t′′′, θ, et θ′′ (voir Eqs. (3.39, 3.40)). Paramètres : kz = 0 (ligne noire
pleine), kz = π/2c (ligne verte en traits tirés), kz = π/c (ligne verte en traits pointillés),
kz = 3π/2c (ligne verte pleine) et kz = 2π/c (ligne noire en traits tirés). Les paramètres
de liaisons fortes utilisés sont donnés dans le Tableau 3.1.
pertinence de son utilité par rapport à la forme multi-bandes plus compliquée, il
est tentant de négliger les amplitudes de saut les plus petites. Ceci nous conduit
à ne retenir que les amplitudes de saut entre les sites plus proches voisins, t et θ,
suivies par t′, t′′, t′′′, θ′, θ′′, et θ′′′, seulement (voir les Tableaux (3.2, 3.3). Cette
approximation suﬃt, en eﬀet, à reproduire les surfaces de Fermi projetées avec une
grande précision dans tous les cas considérés. On peut ensuite envisager de négliger,
tout aussi bien, θ′ et θ′′′, puisque comme nous l’avons fait remarquer, la bande
de conduction eﬀective est en très bon accord avec celle obtenue exactement (voir
Fig. 3.21). Au demi-remplissage, les SFPs résultantes sont en excellent accord avec
celles obtenues exactement. Pourtant, c’est déjà à partir du dopage 1/8 en trous que
l’accord se dégrade. Ainsi, dans ce cas précis, les SFPs se retrouvent toutes centrées
autour du point M (voir Fig. 3.24) alors que sur la Fig. 3.23(b), les SFPs pour kz = 0
et kz = 2π/c sont centrées sur Γ et Z’. En fait, il suﬃt d’une petite augmentation du
dopage en trous pour retrouver cette propriété. Finalement, d’autres simpliﬁcations
identiques telles que la négligence de l’intégrale de saut θ′′, se traduisent en une
reproduction encore plus mauvaise de la bande de conduction et donc de la surface de
Fermi. A noter que cela ne devrait pas apparaître comme étant une surprise compte
tenu de la discussion réalisée dans la sous-section 3.3.2 concernant la convergence
lente du traitement perturbatif du modèle eﬀectif. En eﬀet, ce modèle lui-même
résulte de la valeur relativement faible du gap de transfert de charges, qui génère
inévitablement un plus grand nombre d’amplitudes de saut non-négligeables.
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Figure 3.25 – La densité d’états de : notre modèle eﬀectif 3D Eq. (3.25) (ligne bleue
en traits tirés-pointillés), le modèle 2D correspondant (ligne noire pleine), le modèle de
liaisons fortes prenant en compte uniquement les amplitudes de saut aux sites plus proches
voisins sur le réseaux carré (ligne rouge pointillées) et cubique (ligne verte en traits tirés).
Encadré de droite : la singularité de Van Hove de notre modèle proche du bas de la bande.
Encadré de gauche : le plateau mis en exergue par notre modèle et environné par deux
singularités de Van Hove au voisinage du milieu de la bande.
La densité d’états de notre modèle est calculée et illustrée sur la Fig. 3.25, où
celle-ci est comparée au modèle plus simple où les amplitudes de saut inter-plan
sont ﬁxées à zéro. Une comparaison entre les densités d’états du modèle prenant en
compte uniquement les amplitudes de saut aux plus proches voisins sur le réseau
carré et sur le réseau cubique est aussi réalisée. De façon très intéressante, notre
modèle tridimensionnel hérite des propriétés de ces deux cas. En eﬀet, la densité
d’états au bas de la bande et au sommet de la bande est ﬁnie, tout comme dans
le cas 2D. Pourtant, celle-ci met maintenant en évidence un plateau environné par
deux singularités de Van-Hove au voisinage du milieu de la bande exactement comme
dans le cas du réseau cubique. Cependant, le plateau centré autour de −0.6t possède
une largeur qui est considérablement plus étroite, en conséquence de l’anisotropie
du modèle. Lorsqu’il est représenté en fonction de la densité des porteurs de charge
(voir Fig. 3.26), le plateau s’étend de (1-δ) = 0.81 to (1-δ)= 0.89. Nous observons que
ce plateau est 2.5 fois plus large que celui qui a été obtenu par Horio et al. [63] pour
LSCO sur-dopé (δ = 0.22). Ces diﬀérences sont des réminiscences de la diﬀérence
intrinsèque entre le modèle eﬀectif de Markiewicz et al. [61] (voir les Eqs. (2.28, 2.29,
2.30)) qui a été utilisé pour interpréter les données expérimentales [63] et le nôtre
impliquant des amplitudes de saut à plus longue portée et une plus forte anisotropie.
De plus, nous notons qu’il existe une singularité de Van Hove additionnelle pour les
petites densités ; il n’existe, en revanche, aucun équivalent pour les grandes densités,
comme cela est attendu dans le cadre d’un modèle qui est symétrique particule-
trou. Finalement, le cas 3D reste, de façon saisissante, très proche du cas où l’on
se restreint uniquement à la partie 2D de notre relation de dispersion eﬀective. Ce
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Figure 3.26 – La densité d’états de notre modèle 3D eﬀectif tracée en fonction de la
densité d’électrons par site. Un plateau remplace le pic divergent présent dans un modèle
2D.
comportement trouve son explication dès lors que l’on développe l’Eq. (3.26) autour
du bas de la bande qui est localisée au point Γ. On trouve alors E(k) = ǫ0+ǫ1(k2x+k
2
y)
où l’on avait constaté que la dépendance en kz est manquante. Un comportement
similaire est trouvé au voisinage du sommet de la bande. C’est aussi le manque de
dépendance en kz constaté au-dessus des lignes de symétrie X-M-Γ qui contribue à
cette caractéristique.
3.4 Conclusion
En résumé, au cours de ce chapitre, nous avons eﬀectué une nouvelle analyse de
la bande de conduction pertinente pour les cuprates supraconducteurs monocouches
à base de lanthane dans le cadre de la méthode des liaisons fortes. Nous avons
montré que la bande de conduction émerge naturellement à partir d’un modèle
à huit bandes impliquant deux orbitales des ions cuivre et six orbitales des ions
oxygène. En conséquence, de leurs fortes hybridations mutuelles, il a été nécessaire
de prendre en compte des paramètres de saut déﬁnis dans le cadre de l’approximation
des liaisons fortes à plus longue portée que ce qui est habituellement réalisé dans
le cadre du modèle à trois bandes d’Emery. En particulier, nous avons montré que
les orbitales des ions oxygène apicaux ainsi retenues sont, non seulement, cruciales
à la dispersion perpendiculaire aux plans CuO2 de la bande de conduction, mais
renormalisent aussi de façon signiﬁcative la dispersion intra-plan comparée à celle
qui est obtenue dans le modèle d’Emery. Cela nous a alors permis de reproduire avec
précision les résultats obtenus au travers des calculs DFT par Markiewicz et al. [61].
En outre, ce résultat nous a aussi permis de faire la lumière sur la dépendance en
kz particulière de la bande de conduction.
Pour ce faire, nous avons alors procédé à la détermination des paramètres de
liaisons fortes optimaux qui entrent en jeu dans le Hamiltonien et qui caractérisent la
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bande de conduction. Tout d’abord, nous avons appliqué la théorie des perturbations
de Rayleigh-Schrödinger dans le but de lever le voile sur les processus microscopiques
de saut contenus dans notre modèle à huit bandes et qui déterminent les diﬀérents
paramètres de saut entrant en jeu dans le modèle eﬀectif de basse énergie. Nous
avons montré que notre modèle étend le modèle d’Emery sous deux aspects. En
premier lieu, la prise en compte des orbitales des ions oxygène apicaux aﬀecte de
manière signiﬁcative les amplitudes de saut intra-plan (voir le Tableau 3.2) et, en
second lieu, cette prise en compte donne naissance à une dispersion en-dehors du
plan. Il s’avère qu’appliquer la théorie des perturbations jusqu’au cinquième ordre
est obligatoire dans le but d’obtenir des amplitudes de saut couche-à-couche non-
nulles et dont nous avons trouvé que celles-ci sont principalement gouvernées par les
orbitales des ions oxygène apicaux. Ceci nous conduit à montrer que notre modèle
3D ainsi réduit à une bande étend le modèle eﬀectif 3D à une bande proposé par
Markiewicz et al. (voir Eqs. (2.28, 2.29, 2.30)). Cependant, en raison de la valeur
relativement faible du gap de transfert de charges, l’approche perturbative conduit
à un manque de précision important sur les valeurs des paramètres microscopiques
du modèle eﬀectif.
Dès lors, nous surmontons cette diﬃculté en calculant directement les paramètres
de saut au travers de la transformée de Fourier de la bande de conduction obtenue par
diagonalisation numérique de la matrice Hamiltonienne à un corps. Ce traitement
numérique conduit à des amplitudes de saut à plus longue portée qui décroissent len-
tement avec la distance et il devient alors nécessaire de prendre en compte beaucoup
d’entre elles aﬁn de reproduire avec précision la bande de conduction et les surfaces
de Fermi. Comme le révèle le Tableau 3.2, les principales amplitudes de saut que
nous avons ainsi obtenues sont en très bon accord avec celles qui ont été utilisées
pour reproduire les surfaces de Fermi obtenues au travers d’expériences ARPES sur
les cuprates à base de lanthane [144, 145, 148]. En particulier, nous avons trouvé
t′/t ≃ −0.1 et t′′/t ≃ −0.5 et nous obtenons, de plus, (|t′|+ |t′′|)/t ≃ 0.2 comme rap-
porté pour La0.78Sr0.22CuO4 [144, 145, 253]. De plus, nous avons trouvé que t′′′ ≃ t′′,
ce qui avait été empiriquement utilisé aﬁn de modéliser et d’interpréter les don-
nées ARPES ou les calculs DFT [61, 62]. Lorsque l’on se focalise sur les couplages
inter-couches (voir Tableau 3.3), nous avons trouvé que l’intensité de θ′ doit être
plus petite que celle de θ et θ′′. De plus, la relation entre θ, θ′, θ′′, et θ′′′ supposée
dans l’Eq. (2.30) [61] ne peut pas être conservée et nous avons ainsi montré que,
dès lors, la contribution dominante à la dispersion perpendiculaire aux couches est
eﬀectivement donnée par l’Eq. (3.33). Dans le cas où nous dopons en trous la bande
de conduction 3D, notre modèle conduit à des surfaces de Fermi étranges dont les
projections sur la surface (kx,ky) associée au plan CuO2 de base alternent en taille
et en forme. Comme une telle observation ne peut se manifester à partir de modèles
de liaisons fortes sur un réseau carré ou cubique, celle-ci peut être considérée comme
une signature de la structure tétragonale centrée qui se trouve être au cœur de ce
travail de thèse. Cette observation théorique est compatible avec les récentes expé-
riences ARPES dont celles-ci ont mesuré la surface de Fermi 3D du LSCO sur-dopé
en trous (voir Fig. 2.13) [63]. Finalement, il serait très intéressant d’eﬀectuer une
analyse correspondante auprès de familles de cuprates, ou sur des oxydes fortement
anisotropes comme PdCoO2 [254, 255], dont les structures cristallographiques im-
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pliquent des couches décalées à l’instar des composés Bi-2212 [61] ou encore Tl-2201
[147, 256]. Nous avons aussi, par ailleurs, mis en évidence que le fait de simpliﬁer les
Eqs. (3.26, 3.27) sous la forme d’un modèle n’impliquant que les amplitudes de saut
intra-plan t, t′, t′′, et t′′′ ainsi que les amplitudes de saut hors-plan θ, et θ′′ (données
dans les Tableaux (3.2, 3.3)) conduit à une description raisonnable de la bande de
conduction 3D et devrait donc suﬃre pour un objectif futur. Un tel modèle eﬀectif
à une bande construit à partir de ces amplitudes de saut pourrait, par exemple, être
dévoué à l’étude de la relation existante entre la forme particulière de la surface
de Fermi due à la structure BCT faisant apparaître des propriétés d’emboîtement
(nesting, que nous présentons avec plus de détails dans le prochain chapitre) et les
instabilités magnétiques [257, 258] ou supraconductrices [259]. Des travaux de re-
cherche allant dans ce sens et naturellement intéressants aﬁn de tendre vers une
meilleure compréhension de la physique microscopique des cuprates supraconduc-
teurs sont en cours. En particulier, dans le dernier chapitre de cette thèse, nous
présentons des résultats concernant l’étude des instabilités magnétiques de notre
modèle 3D eﬀectif à une bande au travers de l’approximation RPA permettant une
première étude des propriétés physiques du modèle corrélé au niveau du couplage
faible.
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Chapitre 4
Étude des instabilités magnétiques
du modèle effectif 3D à une seule
bande
4.1 Introduction
Précédemment, nous avons construit un modèle de liaisons fortes multi-bandes
tridimensionnel au travers duquel nous avons montré que celui-ci est très bien décrit
par un modèle eﬀectif à une bande dont nous avons déterminé les amplitudes de saut.
De plus, nous avons calculé la densité d’états et mis en exergue certaines caracté-
ristiques singulières de la surface de Fermi liées à la tridimensionnalité. Au cours de
ce dernier chapitre, nous réalisons une étude des instabilités magnétiques du modèle
en présence des interactions coulombiennes sur site représentées par le terme U du
modèle de Hubbard à la limite du couplage faible (U ≪ W où W est la largeur de
la bande de conduction). Aﬁn de réaliser cette étude, nous utilisons l’approximation
RPA (approximation de la phase aléatoire) qui a été très utilisée et qui a connu
du succès dans la description de l’eﬀet des corrélations au sein des systèmes quan-
tiques à N-corps au niveau du couplage faible comme dans le cadre, par exemple, de
l’étude des gaz homogènes d’électrons dès les années 1950 [260], l’étude de la matière
nucléaire [261] ou encore de la chimie quantique [262]. En outre, dans le cadre de
la physique de la matière condensée, cette méthode a permis d’approximer l’éner-
gie de l’état fondamental ou encore de calculer les susceptibilités magnétiques dans
des modèles réalistes pour un certain nombre de matériaux comme, par exemple,
Sr2RuO4 et NCCO (voir, par exemple, les Refs. [62, 263, 264, 265]).
Aﬁn de caractériser un modèle, nous pouvons, dans un premier temps, calcu-
ler la densité d’états, les bandes d’énergie puis la surface de Fermi comme nous
l’avons fait. Dans un second temps, il est pertinent de s’intéresser aux fonctions de
corrélations du système. Celles-ci revêtent un caractère très important puisqu’elles
permettent l’identiﬁcation des instabilités faisant basculer le système d’une phase
ordonnée à une autre à température donnée. Dans le cadre d’une étude sur les cu-
prates décrits par le modèle de Hubbard, trois fonctions de corrélations viennent
à l’esprit : les corrélations spin-spin, charge-charge et paire locale - paire locale.
Lorsque l’interaction électron-électron est répulsive (U > 0), les deux dernières ne
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présentent guère d’intérêt si l’on se limite au cas où ω = 0. En revanche, si l’on étudie
la fonction d’auto-corrélation de spin à l’approximation RPA, on s’attend à ce que le
système présente des instabilités. Par ailleurs, le moment magnétique d’un électron
est donné par µ = µB(L + gS)/~. Dans le cas des électrons d d’un métal de tran-
sition, comme le cuivre, en site octaédrique leur moment cinétique est dit “bloqué”
et le moment magnétique de l’électron se simpliﬁe en µ = gµBS/~, avec le rapport
gyromagnétique g ≃ 2. Si on calcule la valeur d’attente de ce moment magnétique
pour un système plongé dans un champ magnétique extérieur hext en réponse li-
néaire, on obtiendra la susceptibilité magnétique comme étant proportionnelle à la
fonction d’auto-corrélation de spin puisque hext couple au spin. Ainsi, ces deux quan-
tités sont souvent confondues bien que la seconde soit accessible expérimentalement
tandis que la première relève plutôt des notions théoriques. En tous les cas, ceci
permet d’eﬀectuer une comparaison expérience-théorie, et nous confondons, par la
suite, la susceptibilité magnétique χspin(q, ω) avec la fonction d’auto-corrélation de
spin. En l’absence d’interaction aussi bien χspin(q, ω) que la susceptibilité de charge
χcharge(q, ω) peuvent être calculées, avec la fonction de Lindhard χ0(q, ω) pour ré-
sultat (voir Eq. (4.6)). Lorsque U > 0 est faible devant la largeur de bande alors la
susceptibilité magnétique peut être approximée par [266] :
χspin(q, ω) = χRPA(q, ω) =
χ0(q, ω)
1− U
2
χ0(q, ω)
. (4.1)
De même, la susceptibilité de charge s’approxime comme :
χcharge(q, ω) =
χ0(q, ω)
1 + U
2
χ0(q, ω)
. (4.2)
Manifestement, à ce niveau d’approximation et à fréquence nulle, l’inﬂuence de
l’interaction électron-électron répulsive dans le modèle de Hubbard se limite à “écra-
ser” χcharge. En revanche, la prise en compte de U peut amener χspin à diverger. Une
telle instabilité est caractéristique d’une transition de phase du deuxième ordre vers
une phase magnétiquement ordonnée [257].
Dans le cadre de ce travail, nous nous focalisons uniquement sur le canal magné-
tique au sein duquel nous étudions les divers régimes dans lesquels la susceptibilité
magnétique vient à diverger. En l’absence d’interactions (U = 0) la susceptibilité
magnétique statique est donnée, comme nous l’avons dit, par χ0(q, ω = 0). En re-
vanche, en présence de corrélations entre les électrons (U 6= 0), la susceptibilité
magnétique statique de vecteur d’onde q (χ(q, ω = 0)) qui est déﬁnie par la ré-
ponse linéaire à un champ magnétique statique extérieur hq = h0eiq·Ri telle que
l’aimantation induite est donnée par [267, 268] :
〈mzq〉 = χ(q, ω = 0)hq , (4.3)
peut alors être atténuée ou ampliﬁée. Ceci nous permet alors d’apporter des infor-
mations sur les ordres magnétiques dominants dans notre modèle. La susceptibilité
magnétique peut être déterminée à l’aide de l’approximation RPA (voir Eq. (4.1)).
Comme celle-ci est moyennement coûteuse en temps de calculs numériques, elle
peut être comparée dans son intégralité à la susceptibilité magnétique accessible
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expérimentalement au travers de la technique de diﬀusion inélastique des neutrons
[270, 271]. Cette technique expérimentale mesure la section eﬃcace de diﬀusion des
neutrons permettant de remonter à la fonction de corrélation spin-spin qui est di-
rectement proportionnelle à la partie imaginaire de la susceptibilité magnétique. Les
relations de Kramers-Kronig permettent ainsi d’en extraire la partie réelle. L’étude
des instabilités magnétiques dans un modèle réaliste comme celui que nous avons
déterminé est intéressante à réaliser compte tenu du fait qu’il est établi que les
ﬂuctuations magnétiques sont suspectées de jouer un rôle crucial sur le mécanisme
microscopique conduisant à la supraconductivité à haute température critique des
cuprates [15, 44, 71]. Plus précisément, certains phénomènes établis comme l’émer-
gence d’ondes de densité de spin incommensurables lorsque LSCO est légèrement
dopé en trous [64, 65, 66, 67, 68, 69] et leur éventuelle relation avec l’anomalie de la
température critique qui décroît brusquement au dopage δ = 1/8 [92] constitue une
motivation importante de l’étude du canal magnétique (à commencer par la limite
des faibles corrélations) dans un modèle de liaisons fortes 3D comme celui qui est
construit au cœur de cette thèse.
Dans une première section, nous évoquons l’importance de la forme et de la
structure de la surface de Fermi qui peut permettre de favoriser l’émergence des
instabilités magnétiques ou nous prenons quelques exemples historiques frappants.
C’est dans la seconde section que nous étudions les instabilités magnétiques de notre
modèle de liaisons fortes 3D. Dans une première sous-section, nous abordons le cas
où il n’y a pas d’interaction entre les électrons et nous discutons la fonction de
Lindhard. C’est dans une dernière sous-section que nous abordons le cas où les
électrons sont corrélés par les interactions sur site. Les instabilités y sont discutées,
avec un accent particulier sur la compétition entre les diﬀérentes phases magnétiques
que celles-ci indiquent que nous comparons avec les observations expérimentales sur
LSCO. Nous dévoilons ainsi les phases magnétiques qui peuvent apparaître lorsque
notre modèle est dopé en trous selon divers régimes plus ou moins favorables.
4.2 Le rôle important de la géométrie de la sur-
face de Fermi
Il est connu que dans certains matériaux de la série 3d ou les conducteurs orga-
niques très anisotropes, la géométrie de la surface de Fermi due à la structure des
bandes d’énergie présente des propriétés d’“emboîtement” (nesting) : on parle de
nesting lorsque deux parties de la surface de Fermi s’emboîtent après translation de
l’une d’elles par un vecteur d’onde Q0 [267, 268, 269]. On parle de nesting parfait
lorsque, pour une certaine valeur de µ, pour tout vecteur d’onde k :
E(k + q)− µ = E(k)− µ , (4.4)
où E(k) est la relation de dispersion de la bande active au niveau de Fermi et µ
est le potentiel chimique. Souvent, le nesting apparaît comme imparfait et il y a de
nombreux états k au voisinage de la surface de Fermi tels que :
E(k + q)− µ ≃ E(k)− µ , (4.5)
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L’eﬀet de l’emboîtement de la surface de Fermi consiste à ampliﬁer la susceptibilité
magnétique sans interaction χ0(q, 0) au voisinage du vecteur de nesting q ≃ Q0. Ce-
pendant, la répulsion coulombienne est à prendre en compte. Dans l’approximation
RPA souvent utilisée, voir ci-dessous, elle modiﬁe la susceptibilité magnétique de fa-
çon à exalter fortement le maximum de χRPA(q, 0). Il existe alors une valeur critique
du terme d’interaction au dessus duquel la phase paramagnétique devient instable
à basse température : il s’agit du critère d’instabilité suscitant la recherche d’états
magnétiques ordonnés où le paramètre d’ordre est donné par l’aimantation dans
l’espace de Fourier de vecteur d’onde quelconque q et non l’aimantation uniforme
propre au cas ferromagnétique. Ce critère généralise le critère de Stoner. Le gaz
d’électrons forme alors une onde de densité de spin dont le vecteur d’onde Q0 n’est
pas forcément commensurable avec la périodicité du réseau réciproque G = 2πu/a.
Le vecteur d’onde Q0 de l’ordre magnétique qui apparaît au dessus d’une valeur
critique de l’interaction est celui qui maximise la susceptibilité magnétique sans
interaction χ0(q, 0). Ainsi, plus le domaine de la surface de Fermi emboîtée est
important et plus ce type d’instabilité de vecteur d’onde Q0 devient probable. Si
Q0 = 0, on obtient un ordre ferromagnétique, si Q0 est commensurable à un vecteur
du réseau réciproque, on obtient un ordre antiferromagnétique et siQ0 est un vecteur
quelconque, on obtient une onde de densité de spin incommensurable qui peut être
spirale ou sinusoïdale [272]. Ainsi, compte-tenu des propriétés de nesting de sa sur-
face de Fermi [273], le conducteur organique quasi-unidimensionnel (TMTSF )2PF6
appelé “sels de Bechgaard” doit mettre en exergue des ondes de densité de spin qui
ont été observées expérimentalement [274, 275]. En guise d’autre exemple du succès
de cette approche, la surface de Fermi du chrome qui est un métal tridimension-
nel possède des poches de trous qui s’emboîtent de façon imparfaite avec d’autres
poches de cette surface (poches d’électrons), après translation d’un vecteur d’onde
Q0 = 0.96G où G est un vecteur d’onde du réseau réciproque. Q0 est donc très
proche d’un vecteur d’onde du réseau réciproque mais est incommensurable à celui-
ci (voir Fig. 4.1). La géométrie particulière de ces domaines de la surface de Fermi
sont à l’origine de l’instabilité de la phase paramagnétique vers une onde de den-
sité de spin (ODS) incommensurable qui a été mise en évidence expérimentalement
[276].
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Figure 4.1 – Surface de Fermi du chrome projetée dans le plan (1,0,0). Le vecteur d’onde
q correspond au vecteur de nesting : la poche de trous translatée de ce vecteur devient
tangente à la poche d’électrons. La ﬁgure est reproduite de la référence M. Héritier [267].
4.3 Étude des instabilités magnétiques de notre
modèle en couplage faible
Au cours de ce travail de thèse, nous avons déterminé une relation de disper-
sion eﬀective E(k) (voir les Eqs. (3.26, 3.27)) décrivant la bande de conduction
du cuprate supraconducteur LSCO obtenue en DFT (LDA). Nous proposons donc
d’étudier les instabilités magnétiques de la phase métallique de notre modèle. On
rappelle que les électrons sont des fermions occupant tous les états de plus basse
énergie du système en respectant le principe de Pauli à température nulle. Les états
sont tous occupés jusqu’à l’énergie de Fermi correspondant au potentiel chimique
µ. A température ﬁnie, le nombre d’occupation de chaque état est donné par la
fonction de Fermi-Dirac que l’on note : f(E(k) − µ) = [exp (β(E(k)− µ)) + 1]−1.
Nous utilisons notre Hamiltonien eﬀectif 3D dans sa forme la plus complète issue
de notre modèle de liaisons fortes faisant intervenir les intégrales de saut intra-plan
t, t′, t′′, t′′′, t(4), t(5), t(6), t(7) et inter-plan θ, θ′, θ′′, θ′′′, θ(4), θ(5) et t(0,0,c) (voir le chapitre
3).
4.3.1 Le cas des électrons indépendants
La susceptibilité magnétique statique sans interaction χ0(q, 0) mesurant la ré-
ponse de la transformée de Fourier de l’aimantation 〈mzq〉 à un champ magnétique
extérieur hq (voir Eq. (4.3)) s’identiﬁe à la fonction de Lindhard à fréquence nulle
[266] qui est donnée par :
χ0(q, 0) =
2
N
∑
k
f(E(k + q)− µ)− f(E(k)− µ)
E(k)− E(k + q) + iη , (4.6)
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où η est une valeur positive inﬁnitésimale.1. A partir du calcul de la susceptibilité
de Lindhard pour les vecteurs d’onde q de la zone de Brillouin, on obtient des in-
formations concernant les possibles instabilités magnétiques, prédominantes ou non.
On constate immédiatement que lorsque q = 0, χ0(0) est maximal et l’apparition de
l’ordre ferromagnétique sera alors le plus favorable. Dans ce cas précis et à T = 0,
la susceptibilité sans interaction s’identiﬁe à la densité d’états du système au niveau
de Fermi ω(EF ) : χ0(q = 0) = ω(EF ).
(a) (b)
Figure 4.2 – (a) Surface de Fermi du modèle de Hubbard Eq. (1.1) sans interaction du
demi-remplissage (n = 1) vers de plus faibles densités. Le vecteur de nesting est représenté
par la ﬂèche orange tandis que les ﬂèches rouges représentent les lignes de symétrie de
la zone de Brillouin du réseau carré. (b) Maximum de la susceptibilité magnétique sans
interaction pour le même modèle en fonction du dopage en trous δ le long de chaque ligne
de symétrie du réseau carré (ﬁgure reproduite de la référence M. Dzierzawa [277]).
Pour commencer, prenons en exemple le cas sans interaction où on ne retient
que les amplitudes de saut t vers les plus proches voisins sur le réseau carré. Lorsque
la bande de conduction est demi-remplie (µ = 0), on constate immédiatement un
nesting parfait de la surface de Fermi (voir Eq. (4.4) et Fig. 4.2(a)) pour le vecteur
d’onde correspondant à un ordre antiferromagnétique q = Q0 = (π/a, π/a) = QAF .
La susceptibilité de Lindhard devient alors :
χ0(Q0) =
1
N
∑
k,σ
1− 2f(E(k))
2E(k)
=
∫ µ
−W
2
ω(ǫ)
1− 2f(ǫ)
2ǫ
dǫ .
(4.7)
Celle-ci montre une divergence lorsque µ → 0, χ0(QAF ) → ∞ où, de plus, sa
dépendance en q est très piquée autour de QAF . Lorsque l’on dope le système en
1Comme nous nous intéressons dans le cadre de ce travail aux propriétés statiques du modèle,
nous calculons la partie réelle de la susceptibilité de Lindhard Reχ0(q, 0) que nous notons pour
des raisons de simplicité par : χ0(q). Par ailleurs, notons que Imχ0(q, 0) = 0.
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trous (on abaisse µ et donc la densité d’électrons par site n = 1-δ), le nesting se
dégrade rapidement (voir Fig. 4.2(a)). Le pic de la susceptibilité χ0(q) autour de
QAF se sépare en deux pics, l’un se situe le long de Γ − M et l’autre le long de
M − X. Aucun des deux vecteurs d’onde correspondants n’est commensurable, et
les pics s’élargissent à mesure que le dopage augmente. La ﬁgure 4.2(b) montre
également qu’il est important de considérer tous les vecteurs d’onde le long des
lignes de symétrie : en eﬀet, pour un dopage en trous inférieur à δ ≃ 0.62, le vecteur
d’onde correspondant au maximum de χ0(q) se déplace le long de M-X quand le
dopage augmente alors que pour des dopages supérieurs à δ ≃ 0.62, le vecteur d’onde
se déplace le long de X − Γ. Il convient de relever que le maximum de χ0(q) n’est
jamais obtenu pour un vecteur d’onde le long de Γ −M , à l’exception notable des
points n = 1 et n = 0. Cette analyse préliminaire constitue le point de départ aﬁn
d’anticiper les instabilités magnétiques que donnera le calcul de la susceptibilité
magnétique dans l’approximation RPA.
Lorsque l’on passe à un modèle 3D comme le notre, l’étude se complique puisque
le vecteur d’onde 3D Q0 = (Q‖, Qz) qui maximise χ0(q) est parfois selon (δq, 0,
δqz), selon (π/a, π/a − δq, δqz) ou encore selon (π/a − δq, π/a − δq, δqz) pour un
dopage en trous δ donné (voir Fig. 4.3). Nous avons donc calculé le maximum de la
susceptibilité de Lindhard Eq. (4.6) en fonction de δ le long de chaque chemin et
l’on note :
χ
(1)
0,max(δ) = Maxq‖,qz
(
χ0(π/a− δq, π/a− δq, δqz);q(1)‖ (δ); q(1)z (δ)
)
χ
(2)
0,max(δ) = Maxq‖,qz
(
χ0(π/a, π/a− δq, δqz);q(2)‖ (δ); q(2)z (δ)
)
χ
(3)
0,max(δ) = Maxq‖,qz
(
χ0(π/a− δq, 0, δqz);q(3)‖ (δ); q(3)z (δ)
) (4.8)
Ces maximums de la susceptibilité sans interaction de notre modèle selon les dif-
férentes lignes de symétrie de la zone de Brillouin sont tracés sur la Fig. 4.4. Cette
fois, on constate immédiatement que la distinction des χ(i)max en fonction du dopage
est beaucoup plus diﬃcile à appréhender que dans le cas du modèle t, puisque ceux-
ci ont tendance à se croiser et même à se recouvrir complètement. On constate que
χ
(3)
0,max(δ) est totalement dominé par χ
(1)
0,max(δ) et χ
(2)
0,max(δ) sur l’intervalle δ ∈ [0, 0.4].
On peut d’ores et déjà aﬃrmer clairement qu’il semble peut probable de voir émer-
ger des instabilités magnétiques de vecteur d’onde Q(3)0 = (q
(3)
‖ , q
(3)
z ). En revanche,
χ
(1)
0,max(δ) et χ
(2)
0,max(δ) sont en forte compétition et on voit apparaître cinq régimes à
distinguer : le régime 1 (δ ≃ 0−0.10), le régime 2 (δ ≃ 0.10−0.125), le régime 3 (δ ≃
0.125−0.20), le régime 4 (δ ≃ 0.20−0.28), et le régime 5 (δ ≃ 0.28−0.38). Le régime
1 correspond à un recouvrement quasi-parfait de χ(1)0,max(δ) et χ
(2)
0,max(δ). Il apparaît
impossible d’opérer toute distinction concernant la prédominance d’un maximum
de susceptibilité par rapport à un autre dont les vecteurs d’onde associés semblent
hésiter fortement à prendre une valeur à δ donné entre (π/a − δq, π/a − δq, δqz)
et (π/a, π/a− δq, δqz). Dans le régime 2, on constate en revanche une démarcation
des deux maxima de susceptibilité : χ(1)0,max(δ) devient dominant. Celui-ci croît, en
eﬀet, jusqu’à la valeur correspondant au dopage 1/8 où le vecteur d’onde associé à
χ
(1)
0,max(δ) se situe le long de (π/a−δq, π/a−δq, δqz). Il en est de même dans le régime
3 où χ(1)0,max(δ) se met à décroître légèrement jusqu’à δ ≃ 0.2 mais reste tout de même
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Figure 4.3 – Susceptibilités sans interaction χ0(q) en unité de |t|−1 calculées pour diverses
densités d’électrons et un grand nombre de valeurs de qz variant de 0 (ligne rouge en traits
tirés-pointillés) à 2π/c (ligne verte en traits pointillés). (a) n = 0.95 (sous-dopé), (b) n =
0.90 (sous-dopé), (c) n = 0.875 (sous-dopé), (d) n = 0.84 (optimal), (e) n = 0.78 (sur-dopé),
(f) n = 0.67 (sur-dopé). Le calcul est réalisé sur une cellule de taille 1500 × 1500 × 100
à la température T = t/1000 pour le modèle de liaisons fortes eﬀectif déterminé dans le
chapitre 3 en utilisant les amplitudes de saut données par les Eqs. (3.39, 3.40).
dominant. Il est important de noter qu’au voisinage du dopage δ ≃ 0.20, χ(1)0,max(δ)
et χ(2)0,max(δ) se rejoignent de nouveau. Au delà de ce dopage, le système entre dans le
régime 4 où χ(1)0,max(δ) domine de nouveau χ
(2)
0,max(δ) tout en décroissant cette fois for-
tement et jusqu’au voisinage du dopage δ ≃ 0.28 où il y a de nouveau un croisement
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Figure 4.4 – Maximum de la susceptibilité magnétique sans interaction Eq. (4.6) calculé
le long de chaque ligne de symétrie de la zone de Brillouin. Le calcul est réalisé sur une
cellule de taille 1500× 1500× 100 à la température T = t/1000 pour le modèle de liaisons
fortes eﬀectif déterminé dans le chapitre 3 en utilisant les amplitudes de saut données par
les Eqs. (3.39, 3.40).
entre χ(1)0,max(δ) et χ
(2)
0,max(δ) correspondant à l’entrée dans le régime 5 où le vecteur
d’onde associé à χ(2)0,max(δ) se trouve le long de (π/a, π/a − δq, δqz). Néanmoins, on
peut aﬃrmer qu’il n’y a vraiment que dans les régimes 2, 3 et 4 où χ(1)0,max(δ) domine
nettement χ(2)0,max(δ). Les composantes q‖,max et qz,max du vecteur d’onde Q asso-
cié au maximum de la susceptibilité magnétique Eq. (4.6) sont représentées sur les
Figs. 4.5 et 4.6. On constate que q(1)‖,max associé à χ
(1)
0,max(δ) est commensurable au vec-
teur d’onde antiferromagnétique jusqu’à δ ≃ 0.09 puis s’éloigne légèrement de M le
long de Γ−M (incommensurabilité diagonale 2) avant de retourner au point M pour
δ ≃ 0.2. Pour des dopages en trous supérieurs, il s’écarte déﬁnitivement de M. q(2)‖,max
associé à χ(2)0,max(δ) est aussi commensurable antiferromagnétique jusqu’à δ ∼ 0.12
cette fois. Il s’éloigne légèrement de M le long de M −X (incommensurabilité verti-
cale 3) avant de redevenir commensurable sur une plage de dopage δ ≃ 0.19− 0.23.
Il s’éloigne ensuite plus franchement de M. Concernant, q(3)‖,max associé à χ
(3)
0,max(δ),
celui-ci est génériquement incommensurable et proche de Γ. Par ailleurs, les q(1,2,3)z,max
associés respectivement aux χ(1,2,3)0,max(δ) et variant entre 0 et 2π/c sont représentés sur
la Fig. 4.6. On peut constater des ﬂuctuations très importantes de leurs valeurs sur
l’ensemble des régimes évoqués plus haut induisant des incertitudes importantes à
2Le vecteur d’onde est de la forme (q, q, qz).
3Le vecteur d’onde est de la forme (π/a, q, qz)
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Figure 4.5 – Dépendance en dopage des composantes q‖,max du vecteur d’onde q corres-
pondant au maximum de la susceptibilité sans interaction le long des lignes de symétrie de
la zone de Brillouin sont représentées sur la Fig. 4.4. On a tracé q(3)‖,max (ligne noire poin-
tillée), q(2)‖,max (ligne rouge pleine), q
(1)
‖,max (ligne verte tirée). Le calcul est réalisé sur une
cellule de taille 1500× 1500× 100 à la température T = t/1000 pour le modèle de liaisons
fortes eﬀectif déterminé dans le chapitre 3 en utilisant les amplitudes de saut données par
les Eqs. (3.39, 3.40).
prendre en compte aﬁn de discuter de la nature 3D des maximum de la susceptibi-
lité sans interaction. En particulier, les zones de croisement et de recouvrement de
χ
(1)
0,max(δ) et χ
(2)
0,max(δ) imposent la prudence. Il faut maintenant étudier la réponse
du système en présence des interactions électron-électron de manière à déterminer
l’ordre magnétique issu de l’instabilité du système à une valeur du dopage en trous
δ donnée.
4.3.2 Le cas des électrons corrélés
On s’intéresse maintenant au cas où les électrons sont corrélés par la répulsion
coulombienne sur site U du modèle de Hubbard Eq. (1.1) où le Hamiltonien total
de notre modèle eﬀectif pour le cuprate supraconducteur LSCO s’écrit dans l’espace
de Fourier comme :
Hˆ =
∑
k,σ
E(k, σ)cˆ†k,σ cˆk,σ +
U
N
∑
k,k′,q
cˆ†k+q,↑cˆk,↑cˆ
†
k′−q,↓cˆk′,↓ . (4.9)
Traiter les systèmes de fermions en interaction est extrêmement diﬃcile lorsque
U ≫ t (couplage fort). En revanche, l’approximation RPA permet de traiter beau-
coup plus aisément les systèmes en interaction lorsque U ≪ t puisqu’un traite-
ment perturbatif devient possible [266, 270]. Ainsi, la susceptibilité de spin à fré-
quence nulle χRPA(q) s’exprime en fonction de la susceptibilité sans interaction
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Figure 4.6 – Dépendance en dopage de la composante qz,max du vecteur d’onde q corres-
pondant au maximum de la susceptibilité sans interaction le long des lignes de symétrie
de la zone de Brillouin et représentée sur la Fig. 4.4. On a tracé q(3)z,max (diamants verts),
q
(2)
z,max (cercles rouges), q
(1)
z,max (triangles jaunes). Le calcul est réalisé sur une cellule de
taille 1500 × 1500 × 100 à la température T = t/1000 pour le modèle de liaisons fortes
eﬀectif déterminé dans le chapitre 3 en utilisant les amplitudes de saut données par les
Eqs. (3.39, 3.40).
χ0(q) Eq. (4.6) et de la répulsion coulombienne sur site :
χRPA(q) =
χ0(q)
1− U
2
χ0(q)
(4.10)
Un tel résultat peut être retrouvé à partir de la méthode de champ moyen Hartree-
Fock (voir le cours de M. Héritier [267]). Comme évoqué brièvement dans la section
4.2, l’eﬀet de la répulsion coulombienne entre les électrons correspond à ampliﬁer
la susceptibilité magnétique sans interaction [271]. Le facteur d’ampliﬁcation de
type Stoner correspond à [1− Uχ0(q)/2]−1 et une instabilité magnétique se produit
lorsque le critère de Stoner généralisé est vériﬁé :
1− Uc
2
χ0(Q0) = 0 (4.11)
En eﬀet, dans ce cas, la susceptibilité magnétique diverge et le système transite d’un
état paramagnétique vers un état magnétique ordonné de vecteur d’onde Q0 à partir
d’une valeur critique Uc de la répulsion électron-électron. On rappelle que la sus-
ceptibilité RPA n’est justiﬁée que lorsque les corrélations sont modérées et donne,
au mieux, une description qualitative des phases magnétiques du système puisque
les cuprates comme le composé LSCO sont des matériaux fortement corrélés. Néan-
moins, notons tout de même que la RPA permet d’interpréter correctement les don-
nées Monte-Carlo quantiques (pour peu qu’une interaction eﬀective judicieusement
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Figure 4.7 – Diagramme des phases du modèle de Hubbard t − U à l’approximation
Hartree-Fock. Figure reproduite de la référence M. Dzierzawa [277].
choisie soit introduite) [278] et permet aussi de reproduire le terme de super-échange
J et la dispersion des ondes de spin résultantes dans les composés parents de cu-
prates [279]. De plus, celle-ci met en exergue une continuité avec le couplage fort
comme en témoigne l’article de V. H. Dao et R. Frésard [257], où la susceptibilité
de spin pertinente pour traiter les fortes corrélations et déterminée dans le cadre de
la méthode des bosons esclaves [24] s’identiﬁe à la susceptibilité RPA à la limite du
couplage faible. Tout d’abord, concernant le modèle de Hubbard t−U le diagramme
des phases à l’approximation Hartree-Fock a notamment été obtenu par M. Dzier-
zawa [277] (voir Fig. 4.7). Comme nous l’avions subodoré au travers de la Fig. 4.2
représentant la compétition entre les χ(i)0,max le long de lignes de symétrie du réseau
carré, le modèle met en exergue une instabilité de la phase paramagnétique vers une
ODS incommensurable (δq, π/a) (verticale) sur une plage de dopage δ = 0 − 0.6.
Qualitativement, au niveau du couplage faible, on peut aﬃrmer que le modèle de
Hubbard t − U est un bon point de départ aﬁn d’essayer de modéliser les ODS
incommensurables verticales 4. Cependant, selon le dopage δ les ODS incommen-
surables mises en évidence expérimentalement dans LSCO sont parfois diagonales
(δ ≃ 0.02− 0.06) et parfois verticales (δ ≃ 0.06− 0.14) [64, 65, 66, 67, 68]. De plus,
certains auteurs aﬃrment que l’ordre antiferromagnétique présent sur la plage de
dopage δ = 0− 0.02 est tridimensionnel [65, 69], ce que ne peut mettre en exergue
le modèle t− U , par construction.
Concernant notre modèle 3D, nous avons donc, en premier lieu, déterminé nu-
mériquement la valeur critique de l’interaction Uc et la valeur du vecteur d’onde Q‖
associées pour chaque valeur de dopage en trous sur la plage accessible expérimen-
talement δ = 0 − 0.4 et ce, pour toute valeur de qz (Figs. 4.8 et 4.9). Ceci nous
permet d’avoir une vue d’ensemble sur l’impact de qz sur Q‖ et Uc. On constate,
4A noter, cependant, qu’en couplage fort la phase instable contient aussi une phase magnétique
spirale (π/a− δq, π/a− δq) [280].
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Figure 4.8 – Interaction critique Uc/t pour tout qz et en fonction du dopage en trous δ. Le
calcul est réalisé sur une cellule de taille 1500×1500×100 à la température T = t/1000 pour
le modèle de liaisons fortes eﬀectif déterminé dans le chapitre 3 en utilisant les amplitudes
de saut données par les Eqs. (3.39,3.40).
Figure 4.9 – Q‖ associé à la divergence de la susceptibilité magnétique pour tout qz et à
δ donné. Le calcul est réalisé sur une cellule de taille 1500× 1500× 100 à la température
T = t/1000 pour le modèle de liaisons fortes eﬀectif déterminé dans le chapitre 3 en
utilisant les amplitudes de saut données par les Eqs. (3.39, 3.40).
comme ce que l’on avait observé sur la Fig. 4.4 que la dispersion 3D anisotrope
de notre modèle induit diﬀérents régimes de valeur de Uc(δ) qui semble indiﬀérent
à qz jusqu’à δ ≃ 0.1 mais qui en devient fortement dépendant jusqu’à δ ≃ 0.20,
puis de nouveau très peu dépendant à partir de δ ≃ 0.22 où Uc se met en revanche
à croître brusquement (voir Fig. 4.8). De même, Q‖ est insensible à qz et ﬂuctue
très légèrement au voisinage du point M (vecteur d’onde antiferromagnétique) de
δ ≃ 0 − 0.09 puis se met à ﬂuctuer fortement au voisinage de M selon la valeur
de qz signalant l’entrée dans certains régimes jusqu’à prendre des valeurs très dif-
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férentes selon qz au voisinage de δ ≃ 0.20. Au voisinage de δ ≃ 0.28, Q‖ redevient
insensible à qz jusqu’à δ ≃ 0.4. La pertinence physique de ces ﬁgures réside dans
le fait qu’elles nous indiquent qualitativement la sensibilité plus ou moins élevée du
caractère 3D de notre modèle sur diﬀérentes gammes du dopage en trous. Celles-ci
mettent en exergue une richesse physique pouvant donner lieu à certains endroits
à l’émergence vraisemblable d’ordres magnétiques 3D et à d’autres endroits à une
frustration inter-plan.
Figure 4.10 – Valeur critique Uc de l’interaction (en unité de t) déterminée en fonction
du dopage en trous δ pour notre modèle eﬀectif 3D (le calcul est réalisé sur une cellule
de taille 1500× 1500× 100 en utilisant les amplitudes de saut données par les Eqs. (3.39,
3.40)) et la dispersion 2D de notre modèle (le calcul est réalisé sur une cellule de taille
6000× 6000 en utilisant les amplitudes de saut données par l’Eq. (3.39)). Les calculs sont
réalisés à la température T = t/1000.
Cependant, le critère de Stoner Eq. (4.11) à δ donné est déterminé à partir
du maximum de la susceptibilité sans interaction χ0(q) sur l’ensemble de la zone de
Brillouin tridimensionnelle et permet alors l’accès à la valeur critique de l’interaction
Uc pour laquelle l’instabilité survient et au vecteur d’ondeQ0 = (Q‖, Qz) de la phase
magnétique associée. La valeur du U critique pour notre modèle eﬀectif 3D à une
bande et celle où l’on ne retient que la dispersion 2D de notre modèle sont calculées et
représentées sur la Fig. 4.10. On constate immédiatement aussi bien pour le modèle
3D que 2D que Uc prend une valeur plus élevée au demi-remplissage par rapport au
modèle t − U puisque la surface de Fermi a perdu sa propriété de nesting. Sur la
plage de dopage δ ≃ 0 − 0.125, les valeurs de Uc des modèles 3D et 2D décroissent
ce qui est caractéristique d’une susceptibilité de spin sans interaction qui augmente
et qui indique que le système tend à être plus favorable à la formation d’une phase
magnétique. De plus, sur cette même plage de dopage, les Uc se recouvrent ce qui
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Figure 4.11 – Q‖ associé à la divergence de la susceptibilité magnétique à δ donné pour
le modèle 2D (ligne rouge) et 3D (diamants verts). Pour le modèle 3D, le calcul est réalisé
sur une cellule de taille 1500 × 1500 × 100 en utilisant les amplitudes de saut données
par les Eqs. (3.39, 3.40). Pour le modèle 2D, le calcul est réalisé sur une cellule de taille
6000× 6000 en utilisant les amplitudes de saut données par l’Eq. (3.39). Les calculs sont
réalisés à la température T = t/1000.
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Figure 4.12 – Qz associé à la divergence de la susceptibilité magnétique à δ donné (dia-
mants verts). Le calcul est réalisé sur une cellule de taille 1500×1500×100 à la température
T = t/1000 pour le modèle de liaisons fortes eﬀectif déterminé dans le chapitre 3 en utili-
sant les amplitudes de saut données par les Eqs. (3.39, 3.40).
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Figure 4.13 – Susceptibilité sans interaction χ0(q) calculée au demi-remplissage de la
bande de conduction (δ = 0) où le maximum semble apparaître pour Qz = π/c avec des
incertitudes importantes. Le calcul est réalisé sur une cellule de taille 1500 × 1500 × 100
à la température T = t/1000 pour le modèle de liaisons fortes eﬀectif déterminé dans le
chapitre 3 en utilisant les amplitudes de saut données par les Eqs. (3.39, 3.40).
semble indiquer que la dispersion 3D du modèle déterminé dans le chapitre 3 ne
présente aucune inﬂuence sur la susceptibilité magnétique dont le caractère purement
2D est dominant (comme cela avait été subodoré au travers des Figs. 4.4 et 4.8). En
revanche, au dopage δ ≃ 1/8, il se produit un changement brusque puisque le Uc du
modèle 3D atteint son minimum (la susceptibilité de spin sans interaction atteint
son maximum) et se met à croître très légèrement jusqu’au voisinage du dopage
δ ≃ 0.2 et puis ﬁnalement, celle-ci se remet à croître brusquement avec le dopage
en trous. Concernant le cas du modèle 2D à partir de δ ≃ 1/8, sa valeur critique Uc
continue de décroître fortement jusqu’à atteindre une valeur minimale à δ ≃ 0.18
avant de recroître rapidement avec le dopage en trous. A partir du dopage 1/8 la
valeur critique de l’interaction du modèle 3D domine celle du modèle 2D dont les
instabilités magnétiques apparaissent alors comme plus favorisées.
Nous avons alors déterminé le vecteur d’ondeQ0 = (Q‖, Qz) associé à l’instabilité
déterminée par le critère de Stoner pour chaque δ. La ﬁgure 4.11 représente les
composantes du vecteur d’onde planaire Q‖ d’instabilité magnétique à δ donné. La
ﬁgure 4.12 représente Qz, c’est-à-dire la composante hors-plan du vecteur d’onde
associé à une instabilité magnétique à δ donné. On constate immédiatement divers
régimes au travers desquels l’incertitude que l’on a sur chaque point se trouve très
modiﬁée d’une plage de dopage à une autre. Cette incertitude sur la valeur d’une
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composante de vecteur d’onde associé à une instabilité donnée a été déterminée en
faisant l’hypothèse que nous faisons une erreur de ∼ 1% sur la valeur maximale
de la susceptibilité magnétique de telle sorte que χ0,max(q) = χcalc0,max(q)(1 ± 1%).
Nous présentons l’exemple du cas où la susceptibilité sans interaction est calculée
au demi-remplissage au travers de la Fig. 4.13 avec la lecture des incertitudes sur
Q‖ et Qz à partir χ0,max(QAF ).
Ainsi, sur une plage de dopage δ = 0−0.1 (régime 1, Fig 4.4), les incertitudes sur
Q‖ sont assez fortes puisque le maximum de susceptibilité magnétique est peu piqué
et celui-ci ﬂuctue autour du vecteur d’onde antiferromagnétique QAF = (π/a, π/a)
sans que l’on puisse aﬃrmer quoi que ce soit sur la possible formation d’une ODS
incommensurable verticale ou diagonale. Expérimentalement, une incommensurabi-
lité diagonale est mis en évidence dans LSCO dans le régime très faiblement dopé
en trous (δ ≃ 0.02 − 0.06) [64, 68]. Par ailleurs, sur le régime 1, le système semble
être incapable de choisir un vecteur d’onde Qz associé à l’instabilité magnétique
puisque les incertitudes sont totales. On peut supposer que cela pourrait signiﬁer
l’impossibilité d’une mise en ordre 3D des spin (frustration inter-plan). Notre résultat
vient donc contredire les aﬃrmations concernant la présence d’un ordre antiferro-
magnétique 3D au demi-remplissage du composé La2CuO4 [65, 69]. En eﬀet, on peut
interpréter cela au travers des amplitudes de saut entre les couches CuO2 décalées
(structure BCT) prises en compte dans notre modèle 3D et donnant naissance à des
termes de super-échange Jhp5. Ainsi, l’insensibilité de χmax en Qz et la frustration
magnétique contenue dans les termes de super-échange Jhp s’opposent à une mise en
ordre inter-plan des spins. Concernant le modèle 2D sur le régime 1, celui-ci présente
vraisemblablement des instabilités purement commensurables (QAF ).
A partir de δ ≃ 0.1 et jusqu’à δ ≃ 0.125 (régime 2, Fig 4.4), les incertitudes
sur Q‖ et Qz sont fortement réduites. Q‖ s’éloigne de QAF et devient légèrement
incommensurable diagonalement (π− δq, π− δq) contrairement au modèle 2D dont
les instabilités gardent leur caractère commensurable (QAF ). L’incommensurabilité
atteint son maximum au dopage δ ≃ 1/8 (δq ≃ 0.155± 0.013(π/a)). Étonnamment,
cette saturation d’incommensurabilité à ce dopage a été observée expérimentalement
dans LSCO (δq ≃ 0.13± 0.01(π/a)) mais l’incommensurabilité est, cependant, ver-
ticale [66]. Par ailleurs, la valeur de Qz change radicalement (oscille autour de zéro)
et les incertitudes associées se réduisent fortement avec le dopage en trous δ : ceci
indique que le système aurait tendance à tendre vers une mise en ordre 3D des spins
(sur le régime 2). En eﬀet, c’est à partir du dopage 1/8 que les incertitudes sur Qz
sont les plus faibles avec un minimum atteint à δ = 0.14 et l’on peut alors supposer
que Jhp inﬂuence modestement le système et que la formation d’ordres magnétiques
3D devient très envisageable. Sur la plage de dopage δ ≃ 0.125 − 0.18 (régime 3),
les incertitudes sur Qz sont faibles et celui-ci croît quasiment linéairement avec le
dopage. Sur ce même régime 3, Q‖ prend des valeurs de l’ordre de δq ≃ 0.1(π/a)
comme obtenu expérimentalement [66], et est parfaitement connu puis décroît très
légèrement linéairement jusqu’à δ ≃ 0.18. C’est, par ailleurs, sur ce même régime
3 que Uc est le plus faible et se comporte comme un plateau de valeurs minimales
(voir Fig. 4.10). Ces informations conjointes sur Q‖ et Qz sur le régime 3 indiquent
clairement la possibilité élevée que les instabilités magnétiques conduisent à la for-
5hp : hors-plan
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mation d’ondes de densité de spin incommensurables 3D de vecteur d’onde Q0. A
notre connaissance, nous n’avons pas trouvé d’informations dans la littérature fai-
sant état de la mise en évidence expérimentale de tels ordres magnétiques 3D sur la
région sous-dopée du dôme supraconducteur du composé LSCO. Il est, en revanche,
intéressant de noter que tout récemment un ordre de charge 3D a été mis en évidence
expérimentalement au voisinage du dopage δ ≃ 1/8 dans le cuprate supraconduc-
teur YBCO [281], ce qui pourrait donner lieu à de nouvelles études expérimentales
dans cette voie pour le composé LSCO, par exemple. Concernant le modèle 2D,
celui-ci reste purement commensurable (QAF ) jusqu’à δ ≃ 0.18 et s’éloigne ainsi de
la phénoménologie des phases magnétiques de LSCO nous poussant à continuer les
investigations sur le modèle 3D complet.
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Figure 4.14 – (a) U critique (ligne rouge pleine) du modèle 3D calculé sur une cellule de
taille 1500 × 1500 × 100 à T = t/1000. (b) U critique (ligne rouge pleine) du modèle 3D
calculé sur une cellule de taille 600 × 600 × 600 à T = t/1000. Les lignes tirées noires
correspondent au calcul de Uc mais pour chaque qz variant de 0 à 2π/c.
Au voisinage du dopage δ ≃ 0.2, en revanche, les incertitudes sur Qz explosent et
celles sur Q‖ redeviennent non-négligeables. Il semble qu’au voisinage de ce dopage
correspondant au recouvrement des χ(1)0,max(δ) et χ
(2)
0,max(δ) (voir Fig. 4.4), il y a une
forte compétition d’ordres magnétiques et des calculs plus précis sur des cellules
bien plus grandes ou directement à la limite thermodynamique sont nécessaires aﬁn
d’aﬃner la discussion. On peut toujours émettre l’hypothèse qu’au voisinage de δ ≃
0.18 le couplage inter-plan frustre de nouveau les spins. De plus,Q‖ décroît et ﬂuctue
de nouveau autour de QAF . Notons que, de façon surprenante, un point critique
quantique (transition à T=0 d’une phase magnétique ODS vers une phase “métal
étrange” où la résistivité devient linéaire en température [103, 104]) a été détecté
expérimentalement dans le composé LSCO au dopage δ = 0.18 ± 0.1 [282, 283].
Concernant le modèle 2D, celui-ci met en exergue des instabilités vers des ODS
incommensurables verticales à partir du dopage δ ≃ 0.18.
Sur la plage de dopage δ ≃ 0.21− 0.28 (régime 4), les incertitudes sur Qz et Q‖
sont de nouveau très réduites. Le Qz de l’instabilité avoisine 2π/c tandis que Q‖
augmente linéairement le long de Γ−M . Dans cette zone correspondant au régime
sur-dopé du diagramme des phases des cuprates, on peut encore supposer qu’il se
forme à nouveau des ODS incommensurables 3D mais cela semble peu vraisemblable
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Figure 4.15 – χRPA(q) le long de Γ−M pour U = 1.2t pour qz variant de 0 (traits tirés
rouges) à 2π/c (traits pointillés verts) au dopage δ = 1/8. Le calcul est réalisé sur une
cellule de taille 1500× 1500× 100 à la température T = t/1000 pour le modèle de liaisons
fortes eﬀectif déterminé dans le chapitre 3 en utilisant les amplitudes de saut données par
les Eqs. (3.39, 3.40).
compte tenu de la valeur élevée du Uc (voir Fig. 4.10). Sur la plage δ ≃ 0.28− 0.38
(régime 5), les incertitudes sur Qz sont à nouveau totales et un ordre magnétique
3D semble inenvisageable. De plus, le Q‖ de l’instabilité magnétique devient incom-
mensurable verticalement et coïncide avec ceux obtenus dans le modèle 2D : au delà
du dopage δ ≃ 0.28, le système ne semble plus répondre magnétiquement à la dis-
persion 3D. Régime 1 comme régime 4 semblent clairement reﬂéter l’impossibilité
d’une mise en ordre inter-plan des spin contrairement aux régimes 2 et 3 . Nous
avons tout de même réalisé un calcul en changeant la géométrie de la cellule où l’on
a considéré cette fois une cellule de taille 600×600×600 à température T = t/1000.
Nous n’avons constaté aucune diﬀérence signiﬁcative sur les résultats (voir Fig. 4.14)
obtenus.
Enﬁn, un point intéressant qui semble ressortir de notre modèle de liaisons fortes
tridimensionnel par rapport à sa partie 2D seule, est le fait que celui-ci maximise la
susceptibilité sans interaction χ0(q) exactement au dopage δ = 1/8 (voir Fig. 4.4).
Une telle observation impliquant une instabilité magnétique à partir d’une répulsion
coulombienne faible et minimale Uc (voir Fig. 4.10) conduit vraisemblablement à la
formation d’une ODS incommensurable de vecteur d’onde :
Q0 =
(
[0.845± 0.013]π
a
, [0.845± 0.013]π
a
, [0± 0.1]2π
c
)
(4.12)
Ceci peut être constaté sur la Fig. 4.15 où la susceptibilité RPA est calculée pour
U = 1.2t et un pic de susceptibilité étroit apparaît autour du vecteur d’ondeQ0. Ceci
trouve son explication au travers de la surface de Fermi que nous avions déterminée
dans le chapitre 3 pour la densité n = 1 − δ = 0.875. En eﬀet, celle-ci présente
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Figure 4.16 – Surface de Fermi de notre modèle 3D calculée au dopage δ = 1/8 pour
divers kz (voir chapitre 3) où Q0 correspond au vecteur de nesting.
une propriété de nesting quasi-parfait de vecteur d’onde Q ≃ Q0 (voir Fig. 4.16).
Le nesting de la surface de Fermi se propage ensuite avec Qz qui augmente lorsque
le dopage en trous augmente (voir Fig. 4.12) ce qui explique le plateau de faible
valeur de Uc sur la plage de dopage δ ≃ 0.125− 0.18 (voir Fig. 4.10). Ce résultat est
intéressant puisque l’on sait qu’expérimentalement, une anomalie au dopage δ = 1/8
est observée dans le composé LSCO où la Tc se met subitement à chuter de 5 K avant
de remonter aﬁn d’atteindre son maximum au dopage optimal δ = 0.16. De plus,
au voisinage du dopage δ = 1/8 une compétition d’ordres de charge et magnétique
incommensurables est établie expérimentalement [66, 92] (voir le diagramme des
phases Fig. 1.8). On peut dès lors se demander, à l’issue de notre travail, si un lien
existe entre ces diﬀérentes observations et la possible formation d’ordres magnétiques
3D qui semblent se reﬂéter au sein de notre modèle et au cœur de la région d’intérêt
du dopage en trous.
4.4 Conclusion
Au cours de ce dernier chapitre, nous avons entrepris une étude préliminaire des
instabilités magnétiques au travers de l’approche RPA. Nous avons tout d’abord in-
troduit nos motivations pour réaliser une telle étude et nous avons ensuite explicité
l’importance de la géométrie de la surface de Fermi sur le magnétisme des systèmes
d’électrons corrélés. Nous avons ensuite discuté des probabilités d’obtenir des insta-
bilités magnétiques aux caractéristiques variables dans notre modèle avec plus ou
moins de prédominance à un dopage en trous ﬁxé au travers du calcul de la suscep-
tibilité de Lindhard. Nous avons ensuite étudié les instabilités magnétiques de notre
modèle 3D au travers du critère de divergence de la susceptibilité magnétique RPA
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à δ donné. Nous avons constaté divers régimes pour lesquels il est plus ou moins
diﬃcile de discuter des ordres magnétiques mis en exergue par les instabilités en
raison du manque de précision de notre calcul (cellules moyennement grandes, tem-
pérature ﬁnie...) ou pour des raisons physiques inhérentes au modèle dans certains
régimes (impossibilité d’une mise en ordre 3D des spins des électrons).
Finalement, à partir de ce travail, nous avons tout de même mis en évidence la
forte possibilité d’émergence d’ondes de densité de spin incommensurables 3D sur
la zone de dopage en trous δ ≃ 0.125− 0.18 pour laquelle, il est établi expérimenta-
lement que la Tc supraconductrices augmente, qu’il existe des ordres magnétiques
et de charge incommensurables en compétition, qu’il existe une anomalie de la Tc
au dopage δ ≃ 0.125 et un point critique quantique au dopage δ ≃ 0.18. De tels
résultats font alors émerger une question : est-ce que l’anomalie au dopage 1/8,
l’augmentation de la Tc ou la présence d’un point critique quantique pourraient être
liées à la formation d’un ordre magnétique 3D ? De plus, comme l’incertitude sur
Qz est totale au demi-remplissage, est-ce que La2CuO4 présente vraiment un ordre
à longue portée antiferromagnétique 3D ?
Cependant, notre étude présente divers problèmes non-négligeables qu’il faut
évoquer. Le premier est que les incertitudes sur les points calculés restent élevées
car, en eﬀet, le calcul de χ0 demande des ressources numériques importantes lorsque
l’on réalise le calcul sur de très grosses cellules. Aﬁn de compléter l’étude RPA de
la meilleure façon, il faut alors réaliser les calculs à la limite thermodynamique à
T=0. En eﬀet, l’eﬀort numérique dans ce cas peut être réduit car l’intégrale sur
kz pourrait être envisagée analytiquement, toutefois au prix de grandes complica-
tions et de résultats divergents présentant des singularités intégrables à prendre en
compte de manière adéquate. Par manque de temps, ceci reste à l’état de projet. Par
ailleurs, les ODS incommensurables que l’on obtient ne correspondent pas à celles
observées expérimentalement. En eﬀet, notre modèle tend à favoriser la formation
d’ODS commensurables pour des dopages δ petits (. 0.09) puis diagonales pour
0.12 . δ . 0.28 et verticales pour δ . 0.28. Au contraire, les expériences ont mis
en évidence des stripes magnétiques diagonales aux petits dopages (δ . 0.06) et
verticales, au-delà [68]. Un tel désaccord provient sans doute des limitations intrin-
sèques de l’approche RPA pertinente en couplage faible et ne capturant pas les eﬀets
des fortes corrélations dont on sait qu’ils sont importants dans les cuprates. Il faut
également envisager la possibilité d’une transition de phase à paramètre d’ordre ﬁni
(et non inﬁnitésimal comme postulé dans la présente étude) d’une phase incommen-
surable à une autre en augmentant U comme obtenu dans le cadre du modèle t−U
présenté dans la Fig. 4.7. Une étude des phases magnétiques en couplage fort est né-
cessaire aﬁn de pouvoir comparer au mieux la physique du modèle avec le matériau
réel. Une telle étude peut être réalisée au travers du calcul de phases incommensu-
rables déterminées dans l’approche des bosons esclaves en représentation de Kotliar
et Ruckenstein comme cela déjà été mis en œuvre sur le modèle de Hubbard t− U
[22, 181, 182, 280] voire t− t′ − U [284].
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Conclusions générales et
perspectives
Depuis la découverte de leur supraconductivité à haute température critique par
J. G. Bednorz et K. A. Müller en 1986 [6], ces oxydes de cuivre lamellaires que l’on
appelle cuprates ont engendré plus de trente années de recherche intense [15]. L’en-
semble de ces matériaux se compose de diﬀérentes familles qui ont été découvertes
très rapidement les unes après les autres. Celles-ci présentent parfois des structures
cristallines variées, des paramètres de maille diﬀérents et surtout des compositions
chimiques diﬀérentes excepté la présence systématique de couches CuO2 empilées
et séparées successivement par des couches isolantes jouant le rôle de réservoirs de
charges (voir chapitre 1). Cependant, mis à part l’évolution des températures cri-
tiques de transition supraconductrice (Tc) selon la famille de cuprates étudiée, le
diagramme des phases des cuprates est globalement générique. Les aspects centraux
de celui-ci semblent, aujourd’hui, bien établis expérimentalement. Les composés pa-
rents manifestent un ordre antiferromagnétique à longue portée puis, lorsque ceux-ci
sont légèrement dopés en trous, un dôme supraconducteur d’onde-d émerge et entre-
lace des ordres de charge et magnétiques. La Tc augmente alors progressivement puis
se met à décroître à partir d’une valeur optimale du dopage en trous pour laquelle
les ordres de charge et de spin semblent disparaître au proﬁt d’une phase parama-
gnétique. Au fur et à mesure que le dopage augmente, la supraconductivité disparaît
et laisse place à une phase liquide de Fermi [99]. Cependant, il n’existe, à l’heure
actuelle, encore aucun consensus concernant l’explication théorique de l’émergence
et de l’enchevêtrement de telles phases exotiques. En particulier, le mécanisme mi-
croscopique clé à l’origine de l’appariement des électrons et de leur condensation
conduisant à la supraconductivité non-conventionnelle demeure un mystère non-
élucidé. Diverses hypothèses ont alors été envisagées mais l’une d’elles semble être
privilégiée. En eﬀet, la proximité du dôme supraconducteur avec une phase an-
tiferromagnétique comme cela a déjà été observé dans d’autres supraconducteurs
non-conventionnels comme les fermions lourds [45] semble pointer le rôle crucial des
ﬂuctuations de spin [44]. Comme les calculs de structure électronique mettent en
évidence une seule bande active au niveau de Fermi, P. W. Anderson a proposé le
modèle de Hubbard bidimensionnel sur réseau carré comme modèle minimal per-
mettant de décrire la physique de basse énergie des cuprates. En particulier, un
tel modèle est en mesure de décrire la compétition entre magnétisme et supracon-
ductivité puisque celui-ci s’identiﬁe au modèle de Heisenberg au demi-remplissage
de la bande de conduction. Le modèle de Heisenberg permet, en eﬀet, de décrire
le caractère isolant antiferromagnétique du composé parent [41]. En dépit d’eﬀorts
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considérables, les études numériques du modèle de Hubbard ne sont guère convain-
cantes et des eﬀorts supplémentaires en termes de modélisation apparaissent comme
nécessaires. Un modèle purement 2D fondé sur les plans CuO2 et prenant en compte
trois orbitales avait été proposé en 1987 [46, 47]. Celui-ci a, en outre, pu être réduit
sous la forme d’un modèle de Hubbard eﬀectif à une bande dont l’énergie cinétique
est modiﬁée au travers de l’inclusion d’amplitudes de saut à plus longue portée (t′
et t′′) [189]. Comme nous l’avons présenté dans le chapitre 2, ces paramètres de
saut à plus longue portée améliorent parfois la description du diagramme des phases
magnétiques sans, cependant, améliorer l’obtention d’un ordre de paires robuste à
longue portée. Au cours du chapitre 1 présentant les généralités sur les cuprates
supraconducteurs, nous avions rapporté certaines observations curieuses. En eﬀet,
la corrélation de la Tc avec le nombre de couches CuO2 par maille élémentaire, la
forte réduction de l’anisotropie de la résistivité avec le dopage en trous, l’anisotropie
induite par la structure tétragonale centrée (BCT) réduisant la distance inter-couche
puis le fait que le théorème de Mermin-Wagner interdit l’émergence d’ordres à longue
portée dans les systèmes de basse-dimensionnalité, nous poussent à penser que l’eﬀet
de la troisième dimension est importante dans les cuprates et doit être examiné avec
attention. En particulier, nous avons montré au cours du chapitre 2 que des calculs
DFT réalisés en 2005 par Markiewicz et al. [61] montrent clairement une disper-
sion perpendiculaire aux plans CuO2 de la bande de conduction et que celle-ci peut
être modélisée au travers d’un modèle de liaisons fortes. Les auteurs avaient, entre
autre, proposé un modèle eﬀectif tridimensionnel (3D) aﬁn de décrire cette bande de
conduction sans en expliciter, cependant, l’origine microscopique des processus de
saut des électrons. C’est pourquoi, au cours de cette thèse, nous avons ainsi pour-
suivi l’objectif d’améliorer la modélisation de la bande de conduction des cuprates
supraconducteurs de manière plus réaliste au travers de l’inclusion de plusieurs orbi-
tales, à commencer par les cuprates monocouches à base de lanthane (comme LSCO)
apparaissant comme étant les moins complexes du point de vue structural. Une telle
étude est d’autant plus motivée qu’une mise en évidence expérimentale par spec-
troscopie de photoémission résolue en angle (ARPES) des surfaces de Fermi 3D de
ces cuprates a été réalisée très récemment [63]. Dans le chapitre 2, nous avons alors
présenté le formalisme théorique de la méthode des liaisons fortes que nous utilisons
par la suite. Finalement, nous avons revu brièvement les divers modèles de liaisons
fortes multi-bandes qui se sont imposés pour diﬀérentes familles de cuprates.
C’est au sein du chapitre 3 de cette thèse que nous avons construit un mo-
dèle de liaisons fortes 3D pour le cuprate supraconducteur LSCO. Ce modèle est
fondé sur huit orbitales, dont quatre d’entre elles appartiennent aux ions oxygène
du plan CuO2, deux appartiennent aux ions oxygène apicaux et les deux dernières
appartiennent à l’ion cuivre. Ce modèle dépend d’un certain nombre de paramètres
microscopiques de liaisons fortes comme les niveaux d’énergie et les intégrales de
saut (résultant des hybridations mutuelles à plus ou moins longue portée des orbi-
tales atomiques), que nous avons déﬁnis et optimisés et qui nous ont alors permis
de reproduire quasiment parfaitement la bande de conduction tridimensionnelle ob-
tenue par calculs DFT [61]. Comme indiqué plus en détails dans la conclusion du
chapitre 3 (voir 3.4), nous avons montré qu’un traitement perturbatif permettant
de réduire notre modèle multi-bandes sous la forme d’un modèle eﬀectif converge
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lentement en raison de la faible valeur du gap de transfert de charges. Néanmoins,
un tel traitement nous a permis de dévoiler l’origine microscopique des processus
de saut inhérents à notre modèle multi-bandes et contribuant aux diﬀérentes am-
plitudes de saut intra et inter-couche déterminant le modèle eﬀectif à une bande.
En particulier, nous avons mis en évidence que notre modèle étend conjointement
le modèle d’Emery et le modèle 3D de Markiewicz et al. [61] pour lequel nous four-
nissons ainsi une interprétation microscopique. Nous avons, par la suite, appliqué
une approche non-perturbative consistant à calculer la transformée de Fourier de la
bande de conduction exacte. Cette méthode nous a permis de calculer les valeurs nu-
mériques des amplitudes de saut du modèle eﬀectif 3D qui permettent, cette fois, de
décrire parfaitement la bande de conduction et la surface de Fermi. Nous montrons
que ces amplitudes de saut décroissent lentement avec la distance et nous montrons
qu’il a, alors, fallu nécessairement en retenir un nombre conséquent. En outre, nous
avons montré clairement que la présence des ions oxygène apicaux aﬀecte de façon
importante les amplitudes de saut intra-plan et inter-plan. De plus, un autre résul-
tat intéressant a consisté à montrer que les paramètres microscopiques de saut ainsi
calculés sont en très bon accord avec ceux qui ont été nécessaires aﬁn d’interpré-
ter les surfaces de Fermi mesurées par ARPES ou obtenues par calculs DFT (voir
3.4). Nous avons enﬁn proposé une première caractérisation du modèle au travers
du calcul de la surface de Fermi et de la densité d’états. Nous avons mis en évi-
dence que la surface de Fermi présente des domaines décalés qui alternent en taille
et en forme. Cette propriété est attribuée à la structure BCT inhérente au composé
étudié et, surtout, au modèle réalisé en conséquence. Une telle observation a été
obtenue expérimentalement sur le composé LSCO sur-dopé en trous [63]. Suivant
les questions qui se posent concernant l’impact des ﬂuctuations magnétiques sur la
physique des cuprates supraconducteurs évoquées dans la première partie de cette
conclusion générale, nous avons trouvé pertinent d’eﬀectuer une seconde caractéri-
sation du modèle au travers d’une étude des instabilités magnétiques (à commencer
par le couplage faible). Le dernier chapitre de cette thèse (voir 4) présente cette
étude réalisée dans l’approximation RPA. Nous avons, en premier lieu, présenté les
motivations et les succès de cette approche puis nous avons précisé sa justiﬁcation
théorique. Les calculs sont réalisés sur des cellules de grandes tailles à température
quasi-nulle pour le modèle eﬀectif 3D à une bande que nous avons déterminé. Nous
avons montré que sur la région du dopage en trous accessible expérimentalement,
notre modèle conduit à une compétition parmi plusieurs instabilités magnétiques
3D. En particulier, nous avons mis en évidence, dans le cadre de notre modèle 3D et
à l’approximation RPA, la formation d’ondes de densité de spin incommensurables
3D sur une plage de dopage en trous correspondant à δ ≃ 0.125−0.17 (sous le dôme
supraconducteur). Cette prédiction constitue un résultat intéressant puisque nous
savons qu’il s’agit des valeurs du dopage pour lesquelles, il est établi expérimentale-
ment qu’une forte compétition d’ordres de charge, de spin et de paires est à l’œuvre.
Nous pouvons donc, à juste titre, poser la question de l’importance de la troisième
dimension et d’une mise en ordre inter-couche des spins sur cette zone de dopage et
plus particulièrement sur l’eﬀet que cela pourrait avoir sur la supraconductivité.
Les perspectives concernant ce travail de recherche sont multiples et diverses.
Premièrement, comme évoqué dans la conclusion du dernier chapitre 4 (voir 4.4),
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il faudrait aﬃner les calculs de RPA de manière à se placer à la limite thermody-
namique aﬁn de discuter avec une meilleure certitude les résultats évoqués. Il est
aussi possible au travers de l’approche RPA d’étudier les instabilités de paires d’élec-
trons dans les diﬀérents canaux de symétrie inhérents à notre modèle 3D pourvu
qu’un nouveau terme d’interaction attractif (cette fois) soit ajouté à l’Hamiltonien
et justiﬁé physiquement. Par ailleurs, il est établi que les cuprates sont des composés
fortement corrélés dont l’interaction coulombienne sur site est au moins de l’ordre
de la largeur de bande sinon plus grande [139]. Pour cela il faudrait, appliquer des
approches bien établies permettant de capturer les eﬀets des fortes corrélations (cou-
plage fort) aﬁn d’étudier les propriétés physiques de basse énergie. Ceci permettrait
de comparer de façon bien plus sûre la pertinence du modèle au regard de la phy-
sique qu’il contient par rapport aux résultats expérimentaux. Dans la suite nous ne
prétendons en aucun cas avoir une quelconque maîtrise des approches théoriques
suivantes, néanmoins, nous avons trouvé pertinent de les évoquer compte tenu de
leurs succès précédents sur le modèle de Hubbard. Ainsi, il serait, par exemple, très
intéressant d’appliquer la méthode des bosons esclaves (SBMF) [24, 25] qui pourrait
permettre l’étude des phases magnétiques en couplage fort du modèle de Hubbard
3D que nous avons étendu. Une méthode comme la méthode du champ moyen en-
chevêtré par les symétries (SEMF) [21] pourrait tout aussi bien être utilisée telle
qu’elle l’avait été pour le modèle t − U dont les canaux de charge, de spin et de
paires peuvent être étudiés aussi bien en couplage faible qu’en couplage fort (voir
Fig. 2.1). De plus, notre modèle de liaisons fortes étant, a priori, nouveau [70],
appliquer une nouvelle fois des approches corrélées comme la méthode d’approxima-
tion échange-ﬂuctuation (FLEX) [225], la méthode Monte-Carlo quantique (QMC) à
l’approximation des chemins contraints [20], la méthode Monte-Carlo variationnelle
à plusieurs variables (mVMC) [19] ou encore la méthode du groupe de renorma-
lisation fonctionnelle (fRG) [23] permettrait de conduire à des résultats inédits et
apporterait des informations cruciales sur l’importance de la tridimensionnalité des
cuprates sur leur supraconductivité à haute température critique.
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Annexe A
Formulation de Lindgren de la
théorie des perturbations de
Rayleigh-Schrödinger
Les Eqs. (3.29, 3.30, 3.31, 3.32) ci-dessus ont été déterminées en utilisant la
théorie des perturbations de Rayleigh-Schrödinger. Plus spéciﬁquement, nous avons
fait usage de la formulation de la Lindgren [236] aﬁn de construire le Hamiltonien
de liaisons fortes eﬀectif et de mettre en lumière les origines microscopiques des
diﬀérentes amplitudes eﬀectives de saut. Ci-dessous, nous résumons les principales
étapes nous conduisant à un Hamiltonien eﬀectif à un ordre donné dans la théorie
des perturbations. Aﬁn de réaliser cela, nous séparons le Hamiltonien Eqs. (3.11,
3.12) en deux parties
∑
k,σ Hˆ0,σ(k) et
∑
k,σ Hˆ1,σ(k). Ici,
∑
k,σ Hˆ0,σ(k)1 est la partie
diagonale du Hamiltonien et celle-ci joue le rôle du Hamiltonien non-perturbé, tan-
dis que
∑
k,σ Hˆ1,σ(k) est la partie hors-diagonale et est considérée comme étant la
perturbation :
Hˆ =∑
σ,k
(
Hˆ0,σ(k) + Hˆ1,σ(k)
)
, (A.1)
En eﬀet, la méthode de Lindgren et plus généralement la théorie des perturbations
s’applique normalement à un problème insoluble. En ce qui nous concerne, le Hamil-
tonien peut être diagonalisé numériquement de manière exacte mais la solution y est
peu lisible. Notre objectif au travers de l’application de la théorie des perturbations
consiste à rendre lisible le rôle de la perturbation sur la dispersion de la bande de
conduction et à interpréter ses eﬀets aﬁn d’identiﬁer les processus microscopiques
de sauts des électrons. Dans l’approche de Lindgren [236], le Hamiltonien eﬀectif à
l’ordre i agissant sur le secteur de basse énergie de l’espace de Hilbert, généré ici
par |dk,σ〉, est exprimé en termes d’un opérateur d’onde Ωˆ(k) [285] comme :
Hˆ(i)eff =
∑
k
|dk〉〈dk|Hˆ1(k)
(
Ωˆ
(0)
(k) + Ωˆ
(1)
(k) + Ωˆ
(2)
(k) + ...+ Ωˆ
(i−1)
(k)
)
, (A.2)
où l’indice mué σ est omis pour des raisons de simplicité. Après avoir mesuré toutes
les énergies par rapport à ǫd, la contribution à l’ordre zéro est forcée à disparaître.
1
∑
k,σ Hˆ0,σ(k) ≡
∑
k,σ
∑
ν ǫν(k)Ψˆ
†
k,σ,ν Ψˆk,σ,ν
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L’ordre zéro de l’opérateur d’onde est simplement la projection de l’opérateur sur
le secteur de basse énergie de notre modèle :
Ωˆ
(0)
(k) = |dk〉〈dk| . (A.3)
En partant de l’équation de Schrödinger, Lindgren a alors obtenu une formule
récursive pour Ωˆ
(l)
(k) :
[
Ωˆ
(l)
(k), Hˆ0(k)
]
=(1− |dk〉〈dk|)Hˆ1(k)Ωˆ(l−1)(k)
−
l−1∑
m=1
Ωˆ
(l−m)
(k)Hˆ1(k)Ωˆ(m−1)(k) .
(A.4)
Les ordres les plus bas sont, dès lors, explicitement obtenus comme :
Ωˆ
(1)
(k) =
∑
ν
|νk〉〈dk|〈νk|Hˆ1(k)|dk〉
ǫd − ǫν(k) , (A.5)
Ωˆ
(2)
(k) =
∑
ν
|νk〉〈dk|〈νk|Hˆ1(k)Ωˆ
(1)
(k)− Ωˆ(1)(k)Hˆ1(k)|dk〉
ǫd − ǫν(k) , (A.6)
Ωˆ
(3)
(k) =
∑
ν
|νk〉〈dk|×
〈νk|Hˆ1(k)Ωˆ(2)(k)−Ωˆ(1)(k)Hˆ1(k)Ωˆ(1)(k)−Ωˆ(2)(k)Hˆ1(k)|dk〉
ǫd − ǫν(k) ,
(A.7)
Ωˆ
(4)
(k) =
∑
ν
|νk〉〈dk|
×
〈νk|
[
Hˆ1(k)Ωˆ(3)(k)− Ωˆ(1)(k)Hˆ1(k)Ωˆ(2)(k)
ǫd − ǫν(k)
−
Ωˆ
(2)
(k)Hˆ1(k)Ωˆ(1)(k) + Ωˆ(3)(k)Hˆ1(k)
]
|dk〉
ǫd − ǫν(k) ,
(A.8)
où nous avons gardé ǫd par souci de clarté. Ceci conduit à :
Hˆ(4)eff =
∑
k
|dk〉〈dk|
[
ǫd +
∑
ν
|hν(k)|2
ǫd − ǫν(k)
+
∑
ν,ν′
hν(k)gν,ν′(k)hν′(k)
(ǫd − ǫν(k))(ǫd − ǫν′(k))
+
∑
ν,ν′,ν′′
hν(k)gν,ν′(k)gν′,ν′′(k)h∗ν′′(k)
(ǫd − ǫν(k))(ǫd − ǫν′(k))(ǫd − ǫν′′(k))
−∑
ν,ν′
|hν(k)|2|hν′(k)|2
(ǫd − ǫν′(k))2(ǫd − ǫν′(k))

 ,
(A.9)
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avec
Hˆ1,d,ν =
∑
k
tpd
(
h3(k)|dk〉〈p(X)x,k |+ h4(k)|dk〉〈p(Y )y,k |
)
Hˆ1,ν,ν′ =
∑
k
∑
ν,ν′
gν,ν′(k)|ν〉〈ν ′| ,
(A.10)
où h3(k) = 2itpdpx et h4(k) = −2itpdpy. Les éléments de matrice 〈νk|Hˆ1(k)|ν ′k〉 sont
dénotés par gν,ν′(k).
En ce qui concerne le couplage inter-couche donné par Eq. (3.22), il s’avère qu’il
apparaît à l’ordre cinq du développement perturbatif, à partir des contributions à
Hˆ(5)eff s’écrivant :
∑
ν,ν′,ν′′,ν′′′
hν(k)gν,ν′(k)gν′,ν′′(k)gν′′,ν′′′(k)h∗ν′′′(k)
(ǫd − ǫν(k))(ǫd − ǫν′(k))(ǫd − ǫν′′(k))(ǫd − ǫν′′′(k)) . (A.11)
Par ailleurs, les couplages inter-couches devraient contribuer de façon signiﬁca-
tive aux amplitudes eﬀectives de saut intra-plan. Ceci est particulièrement vrai pour
t′′′, à partir de la contribution à Hˆ(6)eff de la forme :
∑
ν,ν′,ν′′
hν(k)gν,ν′(k)gν′,ν′′(k)
(ǫd − ǫν(k))(ǫd − ǫν′(k))(ǫd − ǫν′′(k))
× ∑
ν′′′,ν′′′′
gν′′,ν′′′(k)gν′′′,ν′′′′(k)h∗ν′′′′(k)
(ǫd − ǫν′′′(k))(ǫd − ǫν′′′′(k)) .
(A.12)
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R. Photopoulos, A one-band tight-binding parameterization of the LSCO HTSC
cuprate, séminaire, CRISMAT/CNRT, mai 2018.
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Malarce sur la Thines, le 16 aouˆt 2019
Rapport sur la the`se de M. Raphae¨l Photopoulos
intitule´e :
≪ Un mode`le de liaisons fortes tridimensionnel pour les cuprates
supraconducteurs monocouches a` base de lanthane ≫
Monsieur Photopoulos a pre´pare´ sa the`se de doctorat au laboratoire CRISMAT de Caen
qui est un laboratoire prestigieux, pionnier des compose´s d’oxydes de cuivre qui ouvrirent une
voie nouvelle sur le plan conceptuel de la supraconductivite´.
La caracte´ristique commune a` tous les cuprates supraconducteurs est une structure cristal-
line lamellaire constitue´e par un empilement d’une ou plusieurs couches bidimensionnelles (2D)
de plans CuO2, sie`ge de la supraconductivite´, se´pare´es entre elles par des couches atomiques qui
jouent le roˆle de re´servoir de charge. Ces plans CuO2 sont des isolants de Mott a` transfert de
charge qu’il est possible de doper par un transfert de charge depuis les couches re´servoirs. Les
plans CuO2 dope´s en trous peuvent alors eˆtre mode´lise´s par un hamiltonien de Mott-Hubbard
a` une seule bande. A` fort dopage, les proprie´te´s de ces plans se rapprochent de celles d’un
liquide de Fermi caracte´rise´, notamment, par une large surface de Fermi. Tre`s re´cemment, des
mesures de spectroscopie de photoe´mission re´solue en angle (ARPES) ont re´ve´le´ le caracte`re
tridimensionnel (3D) de la surface de Fermi de cuprates supraconducteurs a` base de lanthane,
mettant ainsi en e´vidence l’existence d’une dispersion perpendiculaire aux plans CuO2. C’est
dans ce contexte que M. Photopoulos a entrepris, au cours de sa the`se, de de´velopper un mode`le
de liaisons fortes 3D ; la finalite´ e´tant d’e´tendre le terme usuel d’e´nergie cine´tique purement 2D
du mode`le de Hubbard a` une seule bande souvent utilise´ pour de´crire la physique des cuprates
supraconducteurs.
Outre l’introduction et la conclusion, le manuscrit est organise´ en quatre chapitres : les
deux premiers chapitres sont plutoˆt introductifs, les deux derniers pre´sentent respectivement
le mode`le pre´cite´ et l’e´tude de ses instabilite´s magne´tiques. Une annexe traitant la formulation
de I. Lindgren de la the´orie quantique des perturbations, une bibliographie tre`s comple`te, ainsi
qu’une liste des communications re´alise´es au cours de cette the`se, sont incluses a` la fin du ma-
nuscrit.
Le Chapitre 1 de´crit la structure cristalline de diffe´rentes familles de cuprates supracon-
ducteurs dope´s en trous et pre´sente leur diagramme de phase ge´ne´rique. Il de´taille e´galement
les proprie´te´s essentielles de la structure e´lectronique de ces mate´riaux, en s’appuyant sur le
compose´ La2−xSrxCuO4 (LSCO), et introduit leur physique de base. Ce chapitre se termine par
une bre`ve pre´sentation des principes fondamentaux des mesures ARPES et leur grand inte´reˆt
pour sonder la dispersion des e´tats e´lectroniques au voisinage du niveau de Fermi des compose´s
comme LSCO.
Le chapitre 2 pre´sente une bre`ve revue de mode`les microscopiques purement 2D de´veloppe´s
ante´rieurement pour de´crire la physique de basse e´nergie des cuprates supraconducteurs. M.
Photopoulos expose alors les motivations qui l’ont conduit a` aller au-dela` de ces mode`les, et
a` revisiter le mode`le effectif 3D de liaisons fortes e´tabli par Markiewicz et collaborateurs. Ce
chapitre est e´galement tre`s pe´dagogique ; en particulier, la partie de´crivant la me´thode de liai-
sons fortes pourra, a` mon avis, eˆtre utile a` de jeunes expe´rimentateurs qui souhaitent connaˆıtre
mieux cette me´thode usuelle de calcul de structure de bandes.
Les re´sultats novateurs de cette the`se apparaissent a` partir du chapitre 3 dont la premie`re
partie de´crit en de´tail un calcul de structure de bandes re´alise´ a` partir d’un hamiltonien de
liaisons fortes a` 8 orbitales prenant en compte a` la fois les inte´grales de transfert intra- et inter-
plan (O-O et Cu-O) approprie´es pour les compose´s de la famille LSCO. Le re´sultat essentiel
de ce calcul de´veloppe´ par M. Photopoulos est que les proprie´te´s e´lectroniques de basse e´nergie
sont de´termine´es par l’existence d’une seule bande croisant le niveau de Fermi, caracte´rise´e
par une importante pre´dominance de l’e´tat dx2−y2 du Cu et une dispersion perpendiculaire
aux plans CuO2 le long de la direction anti-nodale de la zone de Brillouin. Les valeurs opti-
males des parame`tres du mode`le sont obtenues en ajustant la bande de conduction avec celle
calcule´e dans l’approximation de la densite´ locale (LDA) par Markiewicz et collaborateurs.
La deuxie`me partie de ce chapitre pre´sente la construction d’un mode`le effectif a` une bande
impliquant des parame`tres de saut intra- et inter-plan a` longue porte´e entre les ions cuivre
du re´seau te´tragonal centre´. Pour cela, deux me´thodes comple´mentaires sont de´crites. L’une
permet une de´termination quantitative de ces parame`tres, au travers de la transformation de
Fourier nume´rique de la bande de conduction de´duite de la diagonalisation de l’hamiltonien
de liaisons fortes a` 8 orbitales. L’autre me´thode qui consiste a` restreindre cet hamiltonien au
sous-espace des e´tats dx2−y2 en utilisant un de´veloppement perturbatif base´ sur le formalisme de
Lindgren, donne une vision qualitative sur les diffe´rents processus microscopiques contribuant
aux parame`tres de saut intra- et inter-plan du mode`le. M. Photopoulos met ainsi en e´vidence
une forte influence des processus microscopiques de saut entre les ions oxyge`ne des plans et
les ions oxyge`ne apicaux sur les parame`tres de saut intra-plan t′ et t′′ du mode`le effectif. De
manie`re similaire, M. Photopoulos montre que le couplage des ions oxyge`ne apicaux contribue
a` t′′′. La troisie`me partie de ce chapitre est consacre´e a` la pre´sentation des surfaces de Fermi
3D qui re´sultent du pre´ce´dent mode`le pour diffe´rents dopages re´alistes, ainsi qu’au calcul de la
densite´ d’e´tats. Le dopage en trou de 1/8 se distingue des autres au travers d’un nesting quasi-
parfait de la surface de Fermi le long de la direction nodale, a` un vecteur proche de (pi, pi).
Il est alors tentant de rapprocher ce re´sultat the´orique a` l’observation expe´rimentale d’ondes
de densite´ de charges et de spins incommensurables particulie`rement importantes autour de ce
dopage de LSCO.
Dans le chapitre 4, M. Photopoulos branche les interactions entre e´lectrons a` son mode`le
effectif a` un corps, en se plac¸ant dans le cas de la re´pulsion coulombienne intra-site du mode`le
de Hubbard. L’objectif, ici, est de faire e´merger les instabilite´s magne´tiques inhe´rentes a`
cet hamiltonien effectif 3D approprie´ aux cuprates supraconducteurs de la famille LSCO. Ce
travail nume´rique effectue´ par M. Photopoulos sur un large intervalle de dopage en trous
(0 6 δ 6 0, 4), est tre`s inte´ressant compte tenu du roˆle vraisemblablement pre´dominant
des fluctuations magne´tiques sur la supraconductivite´ des cuprates. Il met en e´vidence une
grande varie´te´ de phases d’ondes de densite´ de spins. Un re´sultat particulie`rement significatif
est l’existence d’ondes de spins incommensurables pre´sentant un caracte`re 3D sur l’intervalle
0, 1 6 δ 6 0, 18, ainsi qu’une incommensurabilite´ maximale au dopage de 1/8. Cette e´tonnante
et inte´ressante pre´diction d’une mise en ordre 3D des spins sous cette portion du doˆme su-
praconducteur du compose´ LSCO, ou` la supraconductivite´ est la plus importante, ouvre des
perspectives expe´rimentales. M. Photopoulos termine ce chapitre en mentionnant les difficulte´s
qui restent a` re´soudre pour ame´liorer la pre´cision des calculs et leur apporter une plus grande
pertinence en allant au-dela` de la me´thode de la RPA.
En conclusion, le travail de the`se de M. Photopoulos apporte des contributions the´oriques
originales et importantes a` la compre´hension de la physique des cuprates supraconducteurs
monocouches a` base de lanthane. Le manuscrit est agre´able a` lire et pe´dagogique avec, notam-
ment, des conclusions partielles qui aident le lecteur. M. Photopoulos a su pre´senter ses calculs
et discuter ses re´sultats dans leur contexte, re´ve´lant ainsi une tre`s bonne maˆıtrise de son sujet.
Pour toutes ces raisons, je conside`re que le travail de monsieur Photopoulos me´rite lar-
gement d’eˆtre soutenu oralement en vue de l’obtention du diploˆme de doctorat.
Jean-Claude Soret
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A L'ATTENTION DE L'ECOLE DOCTORALE "PSIME". 
 
Report on the PhD thesis of Raphael Photopoulos: Un modèle de liasons fortes 
tridimensionnel pour les cuprates supraconducteurs monocouches à base de 
lanthane. 
 
 
 
This work present and thoughtful and detailed modeling of band structure of cuprates 
based on a tight binding model. In contrast to previous results, the inclusion of 8 orbitals 
and apical oxygen atoms, provides a microscopic view of the interlayer hopping. It is an 
interesting result that could be a starting point for more refined approaches accounting 
also for electronic correlations. The thesis is very well written and self consistent. All the 
steps and assumption that are required to arrive to the final result have been clearly 
developed and included in the manuscript. In the following I briefly discuss the content of 
each chapter: 
 
In the first chapter he introduces the physics of cuprates, discussing the common physical 
properties and the phase diagram as a function of doping and temperature. It is highlighted 
that the critical temperature depends different aspects of the lattice structure as the 
number of copper oxygen planes and the distance of apical oxygen atoms. This discussion 
is very well organized and motivates the analysis of the electronic band structure which is 
presented in the following. 
 
The second chapter reviews the tight binding theory and its application to the cuprates. A 
detailed discussion of the Emery model and the possible reduction to a single band model 
provides the basis for the most common and approaches. The inclusion of correlations via 
an Hubbard term is briefly presented and the current status of the numerical simulations 
have been critically assessed. This overview is pedagogically presented and gives an idea 
on the current limits of these approaches to reproduce the phase diagram. Finally, it is 
discussed a recent model and experimental data that account for the interlayer dispersion 
of the electronic states. 
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Chapter three discuss in details a tight binding model for the single layer cuprates based 
on Lantanum. It is shown that the conduction band naturally emerges from a 8 band 
parameterization of the Copper-Oxygen orbitals. The Rayleigh perturbation theory is 
applied in order to gain physical insights on the hopping parameters of the Emery model 
and of a phenomenological 3D model proposed by Markiewics. It follows that the orbitals 
of the apical oxygen have a significant impact on the in-plane tunneling and induce a 
dispersion in the out of plane direction. Nonetheless, the small size of the charge gap 
make the perturbation model not very accurate. An exact diagonalization of the tight 
binding model is required to obtain a reliable band structure. The comparison with DFT 
calculations and ARPES measurements provides the best values of the hopping 
parameters. This work can be an important reference for future models that include 
electronic correlations and do not neglect the out-of plane dispersion of band structure. 
 
The last chapter include a preliminary investigation of the magnetic instabilities via the 
RPA approximation. First, it is discussed the evolution of the Fermi surface as a function of 
doping level. A calculation of the magnetic susceptibility provides and hint of the doping 
range where a collective instability could be more likely. It follows that a 3D spin density 
wave with incommensurable wavevector could be stabilized for hole doping between 0.125 
and 0.128. Eventually, this finding could be connected to the stripe anomaly that has been 
often observed at the 1/8 concentration of holes. 
 
Overall, I have a positive feedback on this thesis work. It is a needed effort on one of the 
most interesting and open problems in condensed matter research. The student 
demonstrates scientific rigor and maturity. He develops a model that could be an useful 
reference for future research and explain each detail with high diligence. For all these 
reasons I am convinced that Mr. Photopoulos is fully qualified to defend his thesis work in 
front of the jury.  
 
 
 
Best regards, 
 
 
Professor Luca Perfetti,        Palaiseau 03/09/2019 


Un modèle de liaisons fortes tridimensionnel pour les cuprates supraconducteurs
monocouches à base de lanthane
Résumé
Dans cette thèse, nous construisons un modèle de liaisons fortes tridimensionnel minimal pour les
cuprates supraconducteurs monocouches à base de lanthane. Celui-ci prend en compte huit orbitales, dont
deux d’entre elles impliquent les ions oxygène apicaux. L’optimisation des paramètres microscopiques permet
de reproduire presque parfaitement la bande de conduction tridimensionnelle telle qu’elle a été obtenue à
partir des calculs DFT. Nous discutons la façon dont chacun des paramètres entrant en jeu dans ce modèle
multi-bandes inﬂuence la bande de conduction, et nous montrons que la forme particulière de sa dispersion
contraint les valeurs des paramètres. Nous mettons alors en évidence que la détermination standard d’un
modèle eﬀectif à une bande au travers d’un traitement perturbatif converge lentement en raison de la valeur
relativement faible du gap de transfert de charges. A ce stade, cela nous permet, en revanche, de lever le
voile sur l’origine microscopique des amplitudes de saut des électrons au sein des plans et en-dehors des
plans. Une approche alternative au calcul des paramètres microscopiques de saut du modèle eﬀectif de
liaisons fortes est présentée et mise à contribution. Il en résulte que l’accord avec la DFT est préservé à
condition que les amplitudes de saut de plus longue portée soient conservées. Une comparaison avec les
modèles existants est également eﬀectuée. La surface de Fermi, mettant en exergue des domaines décalés
qui alternent en taille et en forme, est comparée à l’expérience. De plus, la densité d’états du modèle est
aussi calculée. Une analyse plus approfondie du modèle est réalisée au travers d’une étude en couplage
faible des instabilités magnétiques. Les calculs sont eﬀectués sur de grandes cellules et nous avons trouvé
une compétition parmi plusieurs instabilités magnétiques tridimensionnelles dans la région d’intérêt du
dopage en trous accessible expérimentalement. Bien qu’à notre connaissance cela ne semble pas avoir été
évoqué expérimentalement, nous montrons à l’issue de notre étude, que la tendance du modèle à former
des ondes de densité de spin incommensurables tridimensionnelles est la plus forte à proximité du dopage 1/8.
Mots clés : cuprates, supraconductivité à haute température critique, structure électronique, modèle de
liaisons fortes, théorie des perturbations, approches non-perturbatives, tridimensionnalité, magnétisme.
A three-dimensional tight-binding model for single-layer La-based
cuprate superconductors
Abstract
In this thesis, we construct a minimal three-dimensional tight-binding model for single-layer La-based
cuprate superconductors. It entails eight orbitals, two of them involving apical oxygen ions. Parameter
optimization allows to almost perfectly reproduce the three-dimensional conduction band as obtained from
DFT. We discuss how each parameter entering this multiband model inﬂuences it, and show that the peculiar
form of its dispersion severely constraints the parameter values. We then evidence that standard perturbative
derivation of an eﬀective one-band model is poorly converging because of the comparatively small value of the
charge transfer gap. Yet, this allows us to unravel the microscopical origin of the in-plane and out-of-plane
hopping amplitudes. An alternative approach to the computation of the tight-binding parameters of the
eﬀective model is presented and worked out. It results that the agreement with DFT is preserved provided
longer-ranged hopping amplitudes are retained. A comparison with existing models is performed, too. The
Fermi surface, showing staggered pieces alternating in size and shape, is compared to experiment. The
density of states is calculated as well. The model is further analyzed through a weak coupling study of
magnetic instabilities. It is performed on large clusters and competition between several three-dimensional
magnetic instabilities in the hole-doping region of experimental interest is found. We show that the ten-
dency to form a three-dimensional incommensurate spin density wave is strongest in the vicinity of 1/8 doping.
Key words: cuprates, high-Tc superconductivity, electronic structure, tight-binding model, perturbation
theory, non-perturbative approaches, three-dimensional, magnetism.
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