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Abstract
Let u be a single layered radially symmetric unstable solution of the Allen–Cahn equation −2u =
u(u − a(|x|))(1 − u) over the unit ball with Neumann boundary conditions. Based on our estimate of the
small eigenvalues of the linearized eigenvalue problem at u when  is small, we construct solutions of the
form u + v , with v non-radially symmetric and close to zero in the unit ball except near one point x0
such that |x0| is close to a nondegenerate critical point of a(r). Such a solution has a sharp layer as well as
a spike.
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1. Introduction
This paper is concerned with the Allen–Cahn equation
−2u = u(u− a(|x|))(1 − u) in Ω, ∂νu = 0 on ∂Ω, (1.1)
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118 Y. Du / J. Differential Equations 244 (2008) 117–169where Ω = B1 denotes the unit ball in RN (N  2), centered at the origin, ν = ν(x) denotes
the unit outer normal at x ∈ ∂Ω ,  > 0 is a small constant and a(r) is a C2 function satisfying
0 < a(r) < 1 for r ∈ [0,1]. Therefore a(|x|) is Lipschitz continuous in B1 and C2 in B1 \ {0}.
Suppose that
r0 ∈ (0,1), a(r0) = 1/2, a′(r0) > 0.
Then by a result of Dancer and Yan [8] (see Theorem A(ii) in [15]), for all small  > 0, (1.1) has
a radially symmetric single layered solution of the form
u(r) = ψ,1(r)+ω(r),
where ω is a higher order error term and ψ,1(r) is given by (2.1) in [15], which has a sharp layer
near r = r0, is close to 0 on the left of the layer and is close to 1 on the right of the layer. Since
a′(r0) > 0, this solution is unstable. We considered in [15] the linearized eigenvalue problem
of u , and obtained rather sharp estimates for all the small eigenvalues. As a consequence, we
proved that the Morse index m of u satisfies
lim
→0m
/−(N−1)/2 = μ∗ > 0,
where μ∗ is determined by several parameters arising from the Allen–Cahn equation (see Theo-
rem 3.9 in [15]).
Suppose that a(r) has a nondegenerate critical point r1 ∈ (0, r0), that is, a′(r1) = 0 and
a′′(r1) = 0, and suppose a(r1) ∈ (0,1/2) . The main purpose of this paper is to prove the follow-
ing result.
Theorem 1.1. For each small δ > 0, there exists 0 > 0 small, depending on δ, and a subset Σδ
of (0, 0] with the property that |Σδ ∩(0, t]| δt for every t ∈ (0, 0], such that if  ∈ (0, 0]\Σδ ,
then (1.1) has a solution of the form
u = u + v,
where v is close to 0 in B1 except near some point x satisfying |x | → r1 as  → 0, and
v(x) → U(x−x ), where U(x) is the unique solution of
−U = U(U − a(r1))(1 −U) in RN,
U(0) = maxU > 0, U(x) → 0 as |x| → ∞.
The set Σδ is defined in (2.47) below. Our method can be used to prove several variations of
Theorem 1.1; see Remarks 3.6–3.8 at the end of the paper. Note that due to the radial symmetry
of (1.1), if u + v is a solution to (1.1), then any rotation around the origin of this solution is
also a solution. Therefore Theorem 1.1 gives infinitely many different solutions through rotation
around the origin.
Solutions with sharp layers as well as spikes were obtained in several earlier papers but they
are all different from the situation considered in this paper. In [9], Dancer and Yan constructed
solutions of (1.1) with Dirichlet boundary conditions (over a general bounded domain) of the
Y. Du / J. Differential Equations 244 (2008) 117–169 119form w + v , where w is a stable boundary layered solution and v concentrates at an interior
point (or at several interior points). This is very different from the situation here because the
smallest eigenvalue for w is positive and uniformly away from 0. The related results in [13]
and [14] are of similar nature. There are earlier results on the homogeneous version of (1.1) with
finite or infinite Dirichlet boundary values, which assert the existence of a solution of the form
w + v , with w a stable boundary layered solution and v concentrating at a “most centered”
point of the domain, see [6,7,18,23] and [16]. In these papers, the smallest eigenvalue for w is
also positive and bounded away from 0.
Let us now describe the difficulties of our problem and the techniques that are used to over-
come them. We will see from the discussion below that part of the difficulty is caused by the
“two-center” nature of our problem, and it will be overcome by some “domain decomposition”
techniques.
We will prove Theorem 1.1 by the reduction method. Using a variational approach, u is a
solution to (1.1) if and only if it is a critical point of the corresponding energy functional I (u)
over H 1(B1). In the reduction method, one uses two steps to find a critical point with the desired
properties. In step 1, for each small  and z ∈ B1 with |z| close to r1, one defines a subspace
of H 1(B1), denoted by E,z, and finds a unique ζ(z) ∈ E,z such that u + U,z + ζ(z) is a
critical point of I restricted to the subspace E,z. One then looks for a special z = z in step 2
so that u + U,z + ζ(z) is a critical point of I in the full space H 1(B1). Since ‖ζ(z)‖
is small, this would be a solution of (1.1) with the desired properties. The reduction argument
shows that the problem of finding z is equivalent to finding a critical point of the “reduced”
finite dimensional functional
I˜(z) := I
(
u,U,z + ζ(z)
)
,
which can usually be solved by examining the expansion of the first few terms of I˜(z) over a
suitable region of z close to {|z| = r1}.
To carry out this reduction process for our purpose, the main difficulties arise in step 1, namely
to find the unique ζ(z) ∈ E,z. This problem is equivalent to solving an equation of the form
a(z)+ q(z)ζ + r(z, ζ ) = 0, ζ ∈ H 1(B1), (1.2)
where a(z), r(z, ζ ) ∈ H 1(B1) and q(z) : H 1(B1) → H 1(B1) is a linear operator: If ζ solves
(1.2), then the orthogonal projection of ζ onto E,z is the required ζ(z). If the inverse operator
q(z)
−1 exists, then (1.2) is equivalent to the fixed point equation
ζ = Gz ζ := −q(z)−1
[
a(z)+ r(z, ζ )
]
. (1.3)
If there exists someΩ ⊂ H 1(B1) which is a small set around the origin of H 1(B1) such that Gz
maps Ω into itself and is a contraction mapping, there would be a unique solution in Ω and
the problem is solved.
The first obstacle in this approach is that q(z)−1 does not always exist. Due to the fact that
u is highly unstable in H 1(B1) (with Morse index increasing in the order of −(N−1)/2), we
can only hope that q(z)−1 exists away from some sequence of  converging to 0. In order to
determine this sequence, we need some accurate estimates for all the small eigenvalues of the
linearized eigenvalue problem of (1.1) at u . This is done in Section 2, based on [15]. It turns out
that the eigenvalues that are closest to 0 have gaps of the order 3/2. This enables us to define
120 Y. Du / J. Differential Equations 244 (2008) 117–169the set Σδ as stated in Theorem 1.1 (see (2.47) for details), such that q(z)−1 exists for all small
 /∈ Σδ . Moreover, we can show that for any β0 > 3/2, there exists C > 0 such that∥∥q(z)−1∥∥ C−β0 (1.4)
for all such . The proof of (1.4), however, is not trivial, because both u and U,z affect q(z)−1,
and since the “mass center” of u is around |x| = r0, and that of U,z is around z with |z| close
to r1, and because these effects are of different order of . So we may call this a “two-center”
difficulty. To overcome this difficulty, we use a domain decomposition technique so that the
different effects from the two centers can be somehow unified in a part of the domain away from
both centers (see the proof of Lemma 3.4 for details).
Since ‖q(z)−1‖ grows to infinity in the order −β0 , we encounter great difficulty in finding a
suitable Ω such that
Gz = −q(z)−1
[
a(z)+ r(z, ·)
]
mapsΩ into itself and is a contraction mapping. Here we face the “two-center” difficulty again,
and this time it is more subtle than the situation in Lemma 3.4. We have to employ a more
involved domain decomposition argument, in which we use a finite sequence of domains {Ωi}ki=1
such that B1 =⋃ki=1 Ωk and define
Ω :=
{
ζ ∈ H 1(B1): ‖ζ‖Ωi  σi , i = 1, . . . , k
}
,
where {σi} is a certain increasing sequence of positive numbers and ‖ζ‖Ωi denotes the norm of ζ
over Ωi . To show that Gz maps Ω into itself and is a contraction mapping, we make use of the
local “power-improving” property of q(z)−1 (similar in spirit to the interior regularity of elliptic
operators) and the estimates for ‖a(z)‖Ωi ; see the proof of Proposition 3.2 for details.
Once the existence of ζ(z) is established, the analysis for I˜ (z) can be completed by using
similar arguments to those in previous works.
The idea of making use of gaps of small eigenvalues in singularly perturbed elliptic problems
to find solutions with desired properties for small  satisfying a “gap condition” has already been
used in several recent papers, see for instance [11,20] and the references therein. However, our
“two-center” difficulty does not appear in these papers, and our techniques here are different.
In recent work of Ambrosetti, Malchiodi and Ni [3,4], radially symmetric layered solutions
of the equation
−2u+ V (|x|)u = up, u > 0, u ∈ H 1(RN ), (1.5)
were obtained. They raise the question of whether the layered solutions form global branches
and whether these branches can reach solutions with spikes. Our results in this paper suggest
that there is a further related class of solutions in which layers and spikes appear simultaneously.
However, it is unclear to us how these different kinds of solutions are related from a bifurcation
point of view.
In one space dimension, problem (1.1) has been investigated in many papers, see, for example,
[1,2,5,17,21,22,24] and the references therein. But the difficulties in this paper do not occur in
dimension one.
Y. Du / J. Differential Equations 244 (2008) 117–169 121The existence of an unstable interior layered solution such as u described above seems first
proved in [10] for the radially symmetric case. However, the existence of such a solution for the
non-radial case is much more difficult to prove, and progress in this direction has been made
only recently; see [12] and [19]. Extension of our results here (namely proving the existence of
a solution with both interior layers and spikes) to the non-radial case seems a very interesting
problem, awaiting for further study. One may find further references and more details regarding
the background of problem (1.1) in the introduction of [12].
2. Improved estimates of the small eigenvalues
We have shown in [15] that λ is an eigenvalue of
−2Φ = fu
(|x|, u)Φ + λΦ in B1, ∂νΦ|∂B1 = 0 (2.1)
if and only if there exist A ∈ C2((0,1])∩C([0,1]) and integer k  0 such that
−2A′′ − 2 N − 1
r
A′ + 2 σk
r2
A = fu(r, u)A+ λA in (0,1), A′(1) = 0. (2.2)
Here, following [15], we denote
f (r,u) = u(u− a(r))(1 − u), σk = k(k +N − 2).
The behavior of A(r) near r = 0 is described by Lemma 3.2 in [15].
Moreover, by Lemma 3.8 in [15], we know that for small  > 0, the eigenvalues of (2.1)
which are close to 0 are given by those values of λ for which (2.2) has a positive solution A.
By Lemma 3.4 in [15], we may call such a λ the principal eigenvalue of (2.2), and denote it
by λ,k1 . Furthermore, (3.19) and (3.20) in [15] imply that, for small  > 0, the principal eigen-
value of (2.2) is closest to 0 when σk = r20 |μ0|−1, where μ0 < 0 is defined by (2.21) in [15].
Define
ˆk := τ0/σk with τ0 := r20 |μ0|.
Then ˆk is a strictly decreasing sequence converging to 0. Given δ ∈ (0,1) small, we would like
to obtain a lower bound for |λ,k1 | and |λ,k+11 | for all large k when
 ∈ [ˆk+1 + (δ/2)(ˆk − ˆk+1), ˆk − (δ/2)(ˆk − ˆk+1)]. (2.3)
We will show that λ,k1 < 0 < λ
,k+1
1 for such  and all large k. The lower bound of |λ,k1 | and
|λ,k+11 | will turn out to be crucial for our construction of a solution to (1.1) of the form u + v
as stated in Theorem 1.1. Unfortunately, this lower bound is not of the order . As we will show
below, it is of order 3/2. In order to prove this fact, we need a good estimate of the principal
eigenvalue of the following auxiliary problem⎧⎨⎩−2A′′ − 2
N − 1
r
A′ +  σ + η
√

r2
A = fu(r, u)A+ λA in (0,1),
A′(1) = 0, A ∈ C2((0,1])∩C([0,1]), (2.4)
where σ > 0 and η ∈ R1 are constants.
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−φ′′ = f1/2(φ) in R1, φ(0) = 1/2, φ(−∞) = 0, φ(+∞) = 1,
and
u(r) = ψ,1(r)+ω(r),
with ψ,1(r) given by (2.1) of [15] and f1/2(u) = f (r0, u) = u(u − 1/2)(1 − u). We consider
a decreasing sequence of n converging to 0 and let λn denote the principal eigenvalue of (2.4)
with  = n, and let An be the corresponding positive eigenfunction satisfying ‖An‖∞ = 1. (Note
that Lemmas 3.2 and 3.4 in [15] apply to (2.4).) Since An(0) = 0, there exists rn ∈ (0,1] such
that An(rn) = maxr∈[0,1] An(r) = 1. Denote An(r) = An(rn + nr). Then by Lemma 3.6 and
Theorem 3.7 of [15], we have the following result.
Lemma 2.1. As n → ∞, An → φ′/φ′(0) in C1loc(R1), and
rn = rn1 + o(n), λn =
(
μ0 + σr−20
)
n + o(n),
where r1 is given in the definition of ψ,1(r) in (2.1) of [15].
Since r1 = r0 +O( ln −1), Lemma 2.1 implies
rn = r0 +O
(
n ln −1n
)= r0 + o(αn ) for any fixed α ∈ (0,1). (2.5)
We now set to improve the estimate for λn in Lemma 2.1. We need several lemmas first.
Denote
u¯n(r) = un(rn + nr), ψˆn(r) = ψn,1(rn + nr), ω¯n(r) = ωn(rn + nr).
Lemma 2.2. There exist C,λ0 > 0 such that for all large n,
1 − u¯n(r)Ce−λ0r for r ∈
[
0,
1 − rn
n
]
, u¯n(r) Ce−λ0|r| for r ∈
[
− rn
n
,0
]
.
Moreover, for all large n and i = 1,2,
∣∣u¯(i)n (r)∣∣ Ce−λ0|r| for r ∈ [− rnn + 1, 1 − rnn − 1
]
.
(The estimates for |u¯(i)n (r)| actually hold for r ∈ [− rnn , 1−rnn ], but the above estimates are
enough for our purpose here.)
Proof. From Section 2 of [15], we see that u¯n(r)−φ(r) → 0 uniformly in r as n → ∞. Clearly
−u¯′′n − n
N − 1
u¯′n =
[
u¯n − a(rn + nr)
]
u¯n(1 − u¯n). (2.6)rn + nr
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a(rn + nr) → a(r0) = 1/2 uniformly,
δn(r) := n(N − 1)/(rn + nr) → 0 uniformly,
and
αn(r) := −
[
u¯n(r)− a(rn + nr)
](
1 − u¯n(r)
)→ (1
2
− φ(r)
)(
1 − φ(r)) uniformly.
Since (
1
2
− φ(r)
)(
1 − φ(r)) 2α0 := (12 − φ(−T0)
)(
1 − φ(−T0)
)
> 0
for r ∈ (−∞,−T0], we have αn(r) α0 for all r ∈ [−2T ln −1n ,−T0] and large n. Therefore we
can apply Lemma 2.5 in [15] to conclude that, for some C0, 0 > 0,∣∣u¯n(r)∣∣ C0e−0|r| for r ∈ [−T ln −1n ,−T0]. (2.7)
It follows that
un
(
rn − T n ln −1n
)
 C0e−0T ln 
−1
n . (2.8)
To estimate u¯n(r) for r ∈ [− rnn ,−T ln −1n ], we let
u˜n(r) = un(nr) and Rn =
rn
n
− T ln −1n .
Then u˜n(|x|) satisfies
−u˜n + α˜n
(|x|)u˜n = 0 for |x|Rn, (2.9)
with α˜n(|x|) α˜0 > 0 for all large n. Let vn be the unique solution of
−vn + α˜0vn = 0 for |x| <Rn, vn = u˜n(Rn) for |x| = Rn. (2.10)
Then vn is radially symmetric and it can be easily shown that
vn(r) C1u˜n(Rn)e−λ0(Rn−r) for some C1 > 1, λ0 ∈ (0, 0] and all r ∈ (0,Rn).
By the comparison principle, and (2.8), for all large n,
u˜n(r) vn(r) C1u˜n(Rn)e−λ0(Rn−r)  C1C0e−0T ln 
−1
n −λ0(Rn−r), ∀r ∈ (0,Rn).
Therefore, if we denote C2 = C1C0, then
un(r) = u˜n
(
r
)
 C2e−λ0
rn−r
n , ∀r ∈ (0, nRn).n
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u¯n(r) C2e−λ0|r|, ∀r ∈
[
− rn
n
,−T ln −1n
]
.
Together with (3.1) we deduce
u¯n(r) C2e−λ0|r|, ∀r ∈
[
− rn
n
,−T0
]
.
A similar consideration can be applied to v¯n := 1 − u¯n for r ∈ [T0,2T ln −1n ] to conclude
that, for some C0, 0 > 0, ∣∣v¯n(r)∣∣ C0e−0r for r ∈ [T0, T ln −1n ].
We now estimate v¯n(r) for r ∈ [Tn,T ∗n ], where Tn = T ln −1n , T ∗n = 1−rnn . From the equation for
u¯n we can write
v¯′′n + δn(r)v¯′n = αn(r)vn, 0 < v¯n < 1, v′n
(
T ∗n
)= 0,
where
δn(r) := n N − 1
rn + nr , αn(r) =
[
u¯n(r)− a(rn + nr)
]
u¯n(r).
Clearly δn(r) → 0 uniformly for r ∈ [Tn,T ∗n ] as n → ∞,
lim
n→∞
αn(r) 2α0 := 1 − max
r∈[0,1]
a(r) > 0 uniformly in r.
Therefore, for all large n,∣∣δn(r)∣∣ 1, αn(r) α0, ∀r ∈ [Tn,T ∗n ].
Choose ξ ∈ (0, 0) such that ξ(1 + ξ) α0. Then define
wn(r) = Ane−ξr +Bneξr
with
An = v¯n(Tn)
e−ξTn + e−ξ(2T ∗n −Tn) , Bn = e
−2ξT ∗n An.
It is easily checked that, for all large n,
w′′n + δn(r)w′n  αn(r)wn in
[
Tn,T
∗
n
]
, wn(Tn) = vn(Tn), w′n
(
T ∗n
)= 0.
It then follows from the comparison principle that
v¯n(r)wn(r), ∀r ∈
[
Tn,T
∗
n
]
.
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An  v¯n(Tn)eξTn C0e−0Tn+ξTn  C0, Bn  C0e−2ξT
∗
n .
Therefore
wn(r) C0e−ξr +C0e−2ξT ∗n +ξr  2C0e−ξr
for all large n and all r ∈ [Tn,T ∗n ]. Thus
v¯n(r) 2C0e−ξr in
[
Tn,T
∗
n
]
.
The estimates for u¯n over [−T0,0] and for v¯n over [0, T0] are trivial since these functions are
bounded.
We now use elliptic estimates to prove the bounds for u¯(i)n (r) with i = 1,2. Let s ∈ [− rnn + 1,
1−rn
n
− 1] and Is = [s − 1/2, s + 1/2]. On Is , we have
−u¯′′n − δn(r)u¯′n = fn(r), (2.11)
with ∣∣fn(r)∣∣= ∣∣(u¯n − a(rn + nr))u¯n(1 − u¯n)∣∣ u¯n(1 − u¯n) Ce−λ0|r|  C3e−λ0|s|.
We also have |δn(r)| N − 1 in Is . Therefore we can apply standard interior estimates to con-
clude that ∣∣u¯′n(r)∣∣ C4e−λ0|s|  C5e−λ0|r|, ∀r ∈ [s − 1/3, s + 1/3],
with C4,C5 independent of s and n. Hence
∣∣u¯′n(r)∣∣ C5e−λ0|r|, ∀r ∈ [− rnn + 1, 1 − rnn − 1
]
.
Using (2.6) we now deduce
∣∣u¯′′n(r)∣∣ C6e−λ0|r|, ∀r ∈ [− rnn + 1, 1 − rnn − 1
]
. 
We are now able to improve our estimates for ω obtained in Lemma 2.1 of [15]. We will
need Lemma 2.2 above and the following property of ω which is used in the construction of u
in [8]:
1∫
0
rN−1ψ ′,1(r)ω(r) dr = 0. (2.12)
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∥∥∥∥
C2(Jn)
→ 0
as n → ∞, where ωˆ(r) is the unique solution of the problem⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−ωˆ′′ = f ′1/2
(
φ(r)
)
ωˆ − a′(r0)(β + r)φ(r)
[
1 − φ(r)]+ N − 1
r0
φ′(r) in R1,
∞∫
−∞
ωˆ(r)φ′(r) dr = 0, ∣∣ωˆ(r)∣∣ Ce−0|r|, (2.13)
where C and 0 are some positive constants, and β is given by
β = 6(N − 1)
r0a′(r0)
∞∫
−∞
φ′(r)2 dr.
Proof. By Lemma 2.2, if R  2/λ0, then
∣∣u¯n(r)∣∣Ce−λ0R ln −1n  C2n if r ∈ [− rnn ,−R ln −1n
]
,
and similarly
∣∣1 − u¯n(r)∣∣ C2n if r ∈ [R ln −1n , 1 − rnn
]
.
We may assume that this R is chosen large enough such that (2.1) and (2.2) in [15] hold. Then
∣∣ψˆn(r)∣∣= O(2n) for r ∈ [− rnn ,−R ln −1n
]
,
∣∣1 − ψˆn(r)∣∣= O(2n) for r ∈ [R ln −1n , 1 − rnn
]
.
It follows that
∣∣ω¯n(r)∣∣= O(2n) for r ∈ [− rnn , 1 − rnn
]
\ [−R ln −1n ,R ln −1n ].
We now estimate ω¯n(r) for |r|R ln −1n . For such r , by Lemma 2.1,
ψˆn(r) = φ
(
r + rn − r
n
1
)
= φ(r + o(1)).
n
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−ω¯′′n − n
N − 1
rn + nr ω¯
′
n = f (rn + nr, u¯n)− f1/2(ψˆn)+ n
N − 1
rn + nr ψˆn.
By (2.5),
δn := rn − r0 = O
(
n ln −1n
)= o(1).
Hence, for |r|R ln −1n ,
a(rn + nr) = a(r0 + δn + nr) = 1/2 +
[
a′(r0)+ o(1)
]
(δn + nr),
and
f (rn + nr, u¯n) = f1/2(u¯n)+
[
1
2
− a(rn + nr)
]
u¯n(1 − u¯n)
= f1/2(u¯n)−
[
a′(r0)+ o(1)
]
(δn + nr)u¯n(1 − u¯n).
It follows that
f (rn + nr, u¯n)− f1/2(ψˆn) = f1/2(u¯n)− f1/2(ψˆn)−
[
a′(r0)+ o(1)
]
(δn + nr)u¯n(1 − u¯n)
= [f ′1/2(φ(r))+ o(1)]ω¯n − [a′(r0)+ o(1)](δn + nr)u¯n(1 − u¯n).
We also have, for |r|R ln −1n ,
n
N − 1
rn + nr ψˆn(r) =
N − 1
r0
φ′(r)n + o(n).
Thus
−ω¯′′n − n
N − 1
rn + nr ω¯
′
n =
[
f ′1/2
(
φ(r)
)+ o(1)]ω¯n − [a′(r0)+ o(1)](δn + nr)u¯n(1 − u¯n)
+ N − 1
r0
φ′(r)n + o(n). (2.14)
By passing to a subsequence, we have three cases:
(i) δn = o(n), (ii) n = o(δn), (iii) δn/n → β ∈ (0,∞).
We will show in the following that cases (i) and (ii) cannot happen and only case (iii) is possible.
Suppose now case (i) happens. We are going to derive a contradiction. Denote ωˆn = ω¯n/n.
From (2.14) we obtain
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N − 1
rn + nr ωˆ
′
n =
[
f ′1/2
(
φ(r)
)+ o(1)]ωˆn − [a′(r0)+ o(1)]ru¯n(1 − u¯n)
+ N − 1
r0
φ′(r)+ o(1). (2.15)
We first claim that
ξn := ‖ωˆn‖L∞([−R ln −1n ,R ln −1n ])
is a bounded sequence. Otherwise we may assume that ξn → ∞. From ω¯n(±R ln −1n ) = O(2n)
we infer that ωˆn(±R ln −1n ) = O(n). Hence for all large n, ξn = |ωˆn(tn)| for some tn ∈
(−R ln −1n ,R ln −1n ). In fact we must have tn ∈ (−R′ ln −1n ,R′ ln −1n ) for some R′ < R. By
passing to a subsequence, we have either ξn = ωˆn(tn) for all n, or ξn = −ωˆn(tn) for all n. For
definiteness, we assume the former; the latter case can be treated analogously.
Define ω˜n(t) = ωˆn(tn + t)/ξn for t ∈ [−R ln −1n − tn,R ln −1n − tn]. Then
−ω˜′′n − n
N − 1
rn + nr ω˜
′
n =
[
f ′1/2
(
φ(r + tn)
)+ o(1)]ω˜n + o(1), ω˜n(0) = 1, ∣∣ω˜n(t)∣∣ 1.
By standard interior estimates and Sobolev imbedding theorems, it is easily seen from the above
equation that, subject to a subsequence, ω˜n → ω˜ in C1loc(R1), and ω˜ satisfies ω˜(0) = 1, |ω˜(t)| 1
and
−ω˜′′ = f ′1/2(1)ω˜ in R1 if tn → ∞, (2.16)
−ω˜′′ = f ′1/2(0)ω˜ in R1 if tn → −∞, (2.17)
−ω˜′′ = f ′1/2
(
φ(t + c))ω˜ in R1 if tn → c ∈ (−∞,∞). (2.18)
Since f ′1/2(1) = f ′1/2(0) = −1/2, we easily see that (2.16) and (2.17) lead to a contradiction
to the boundedness of |w˜|. So only (2.18) is possible.
By (2.12) and the fact that ψˆ ′n(r) = 0 for |r| (R + 1) ln −1n , we deduce
(R+1) ln −1n∫
−(R+1) ln −1n
(rn + nr)N−1ψˆ ′n(r)ω¯n(r) dr = 0.
Using (2.1) and (2.2) in [15], we further deduce
[
rN−10 + o(1)
] R ln −1n∫
−R ln −1n
φ′
(
r + o(1))ω¯n(r) dr = o(n).
It follows that
R ln −1n∫
−1
φ′
(
r + o(1))ωˆn(r) dr = o(1). (2.19)−R ln n
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R ln −1n∫
−R ln −1n
φ′
(
r + o(1))ω˜n(r) dr = o(1).
Letting n → ∞, we obtain
∞∫
−∞
φ′(r)ω˜(r) dr = 0. (2.20)
Since f ′1/2(φ(t + c)) → −1/2 as |t | → ∞, we can apply Lemma 2.5 of [15] to (2.18) to find that
|ω˜(t)| → 0 exponentially as |t | → ∞. It then follows that ω˜(t) = αφ′(t + c) for some α ∈ R1.
Since ω˜(0) = 1 and |ω˜(t)| 1, we must have c = 0 and α = 0. Then (2.20) becomes
α
∞∫
−∞
φ′(t)2 dt = 0.
This contradiction proves that {ξn} is bounded. So we can now apply interior estimates and
Sobolev imbedding theorems to (2.15) to conclude that, subject to a subsequence, ωˆn → ωˆ in
C1loc(R
1), and ωˆ satisfies |ωˆ(r)| sup{ξn} and
−ωˆ′′ = f ′1/2
(
φ(r)
)
ωˆ − a′(r0)rφ(r)
(
1 − φ(r))+ N − 1
r0
φ′(r). (2.21)
We may apply Lemma 2.5 to (2.21) to conclude that
∣∣ωˆ(r)∣∣, ∣∣ωˆ′(r)∣∣, ∣∣ωˆ′′(r)∣∣ Ce−0|r|
for some positive constants C and 0, and all r ∈ R1. We now multiply (2.21) by φ′(r), integrate
over R1 and use the decay property of φ′(r) and ωˆ. It results
a′(r0)
∞∫
−∞
rφ(r)
(
1 − φ(r))φ′(r) dr = N − 1
r0
∞∫
−∞
φ′(r)2 dr > 0.
However, the left-hand side of the above equation is 0 since the integrand is an odd function of r .
This contradiction finally shows that case (i) cannot happen.
Consider now case (ii) where n = o(δn). This time we define ωˆn = ω¯n/δn. Now from (2.14)
we obtain
−ωˆ′′n − n
N − 1
ωˆ′n =
[
f ′1/2
(
φ(r)
)+ o(1)]ωˆn − [a′(r0)+ o(1)]u¯n(1 − u¯n)+ o(1).
rn + nr
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−ωˆ′′ = f ′1/2
(
φ(r)
)
ωˆ − a′(r0)φ(r)
(
1 − φ(r)). (2.22)
From (2.22) we easily deduce
∞∫
−∞
φ(r)
(
1 − φ(r))φ′(r) dr = 0.
On the other hand,
∞∫
−∞
φ(r)
(
1 − φ(r))φ′(r) dr = 1∫
0
φ(1 − φ)dφ = 1/6.
This contradiction shows that case (ii) cannot occur either.
Lastly we consider case (iii) where δn/n → β . Define ωˆn = ω¯n/n. From (2.14) we obtain
−ωˆ′′n − n
N − 1
rn + nr ωˆ
′
n =
[
f ′1/2
(
φ(r)
)+ o(1)]ωˆn − [a′(r0)+ o(1)](β + r)u¯n(1 − u¯n)
+ N − 1
r0
φ′(r)+ o(1). (2.23)
As in the discussion of case (i), we can show that, subject to a subsequence, ωˆn → ωˆ in C1loc(R1),
and ωˆ satisfies ‖ωˆ‖L∞(R1) < ∞, and
−ωˆ′′ = f ′1/2
(
φ(r)
)
ωˆ − a′(r0)(β + r)φ(r)
(
1 − φ(r))+ N − 1
r0
φ′(r). (2.24)
We can now apply Lemma 2.5 to (2.24) to conclude that∣∣ωˆ(r)∣∣, ∣∣ωˆ′(r)∣∣, ∣∣ωˆ′′(r)∣∣Ce−0|r|
for some positive constants C and 0, and all r ∈ R1. We now multiply (2.24) by φ′(r), integrate
over R1 and use the decay property of φ′(r) and ωˆ. It results
a′(r0)
∞∫
−∞
(β + r)φ(r)(1 − φ(r))φ′(r) dr = N − 1
r0
∞∫
−∞
φ′(r)2 dr.
Therefore
a′(r0)β
∞∫
φ(r)
(
1 − φ(r))φ′(r) dr = N − 1
r0
∞∫
φ′(r)2 dr,−∞ −∞
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a′(r0)r0
∞∫
−∞
φ′(r)2 dr.
We now claim that ωˆ is uniquely determined by (2.24). Indeed, by (2.12) we can deduce (2.19)
as before. It follows that
∞∫
−∞
ωˆ(r)φ′(r) dr = 0. (2.25)
If ωˆ∗ is another solution of (2.24) satisfying (2.25), then zˆ := ωˆ − ωˆ∗ satisfies
−zˆ′′ = f ′1/2
(
φ(r)
)
zˆ,
∞∫
−∞
zˆ(r)φ′(r) dr = 0.
These imply zˆ = 0. The uniqueness of ωˆ implies that the entire original sequence ω¯n/n con-
verges to ωˆ in C1loc(R
1).
It remains to show that ∥∥∥∥ ω¯nn − ωˆ
∥∥∥∥
C2(Jn)
→ 0. (2.26)
Firstly we consider ωˆn(r) for r ∈ Jn with |r|R∗ ln −1n , where R∗ >R is chosen large enough
such that, for |r| (R∗ − 1) ln −1n and i = 0,1,2,∣∣ωˆ(i)(r)∣∣, ∣∣ω¯n(r)∣∣, ∣∣u¯n(r)(1 − u¯n(r))∣∣, ∣∣φ′(r)∣∣= O(2n).
We can then apply standard interior estimates to (2.23) to conclude that∣∣ωˆn(r)∣∣, ∣∣ωˆ′n(r)∣∣= o(1)
for r ∈ Jn \ [−R∗ ln −1n ,R∗ ln −1n ]. It then follows from (2.23) that this is true for |ωˆ′′n(r)|.
Therefore
‖ωˆn − ωˆ‖C2(Jn\[−R∗ ln −1n ,R∗ ln −1n ]) = o(1).
Suppose now (2.26) does not hold. Then we can find tn ∈ (−R∗ ln −1n ,R∗ ln −1n ) such that
2∑
i=0
∣∣ωˆ(i)n (tn)− ωˆ(i)(tn)∣∣ δ0 > 0
for all n. As in the proof of case (i) above, we can show that |ωˆn(r)| has a bound uniformly for
r ∈ [−(R∗ + 1) ln −1n , (R∗ + 1) ln −1n ] and all n. Therefore if we define
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[−(R∗ + 1) ln −1n − tn, (R∗ + 1) ln −1n − tn],
then we can use (2.23) and standard interior estimates and Sobolev imbedding theorems to con-
clude that, subject to a subsequence, zn → z in C1loc(R1), and z satisfies ‖z‖L∞(R1) < ∞ and
−z′′ = f ′1/2(1)z if tn → ∞, (2.27)
−z′′ = f ′1/2(0)z if tn → −∞, (2.28)
and if tn → c, then zn → ωˆ(·+c) in C1loc(R1) due to the definition of zn and the fact that ωˆn → ωˆ
in C1loc(R
1). Therefore, in case |tn| → ∞, we must have |zn(0)| + |z′n(0)| → 0 since z ≡ 0 is the
only bounded solution of (2.27) and (2.28). It follows that∣∣ωˆn(tn)∣∣+ ∣∣ωˆ′n(tn)∣∣→ 0
as n → ∞. We can then use (2.23) to deduce that ωˆ′′n(tn) → 0. Since∣∣ωˆ(tn)∣∣, ∣∣ωˆ′(tn)∣∣, ∣∣ωˆ′′(tn)∣∣ Ce−0|tn| → 0,
we deduce that
2∑
i=0
∣∣ωˆ(i)n (tn)− ωˆ(i)(tn)∣∣→ 0,
a contradiction to the definition of tn. In the case tn → c, from ωˆn → ωˆ in C1loc(R1) we deduce
1∑
i=0
∣∣ωˆ(i)(tn)− ωˆ(i)(tn)∣∣→ 0.
We can then use (2.23) and (2.24) to deduce
ωˆ′′n(tn)− ωˆ′′(tn) → 0.
Therefore we also have
2∑
i=0
∣∣ωˆ(i)(tn)− ωˆ(i)(tn)∣∣→ 0,
a contradiction to the definition of tn. The proof of the lemma is finally complete. 
Lemma 2.4. For any T > 0, denote In = [−T ln −1n , T ln −1n ]. Then∥∥An − φ′/φ′(0)∥∥C2(In) → 0 as n → ∞.
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−A′′n − n
N − 1
rn + nr A
′
n = −n
σ + η√n
(rn + nr)2 An + fu(rn + nr, u¯n)An + λ
nAn
in (0,1),
An
(
− rn
n
)
= A′n
(
1 − rn
n
)
= 0, A′n(0) = 1, 0An  1.
(2.29)
Making use of the arguments in the proof of Theorem 2.6 in [15] which lead to (2.28) there, we
can similarly show, by (2.29) above and Lemma 2.5 in [15], that for some fixed large T ,T0 > 0,
for i = 0,1,2 and all large n,∣∣A(i)n (r)∣∣= O(e−2r/T ) uniformly for |r| ∈ [T0,2T ln −1n ]. (2.30)
By (2.30) and the decay property of φ′(r), we can find T1 ∈ (0, T ) such that, for all large n
and some C > 0,∣∣A(i)n (r)∣∣, ∣∣φ(i+1)(r)∣∣ C2n for i = 0,1,2 and |r| ∈ [T1 ln −1n , T ln −1n ].
Therefore if the conclusion of the lemma is incorrect, then we can find a sequence tn ∈
(−T1 ln −1n , T1 ln −1n ) such that
2∑
i=0
∣∣A(i)n (tn)− φ(i+1)(tn)/φ′(0)∣∣ δ0 > 0
for all large n.
Define A˜n(r) = An(r + tn). Then A˜n satisfies (2.29) with r replaced by r + tn. Since the right-
hand side of the equation for A˜n has an L∞ bound independent of n for r ∈ [−T ln −1n , T ln −1n ],
we can use standard interior estimates and Sobolev imbedding theorems to deduce that, subject
to a subsequence, A˜n → A˜ in C1loc(R1), with A˜ satisfying ‖A˜‖L∞(R1) < ∞ and
−A˜′′ = f ′1/2(1)A˜ in R1 if tn → ∞, (2.31)
−A˜′′ = f ′1/2(0)A˜ in R1 if tn → −∞, (2.32)
and A˜(r) = φ′(r + c)/φ′(0) if tn → c ∈ (−∞,∞). Since f ′1/2(1) = f ′1/2(0) = −1/2, we easily
see that the only bounded solutions of (2.31) and (2.32) are A˜ ≡ 0. Therefore, when |tn| → ∞,∣∣A˜n(0)∣∣+ ∣∣A˜′n(0)∣∣→ 0.
We can then deduce from the equation for A˜n that A˜′′n(0) → 0. It follows that
2∑∣∣A(i)(tn)∣∣→ 0.
i=0
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Therefore
2∑
i=0
∣∣A(i)n (tn)− φ(i+1)(tn)/φ′(0)∣∣→ 0 (2.33)
in the case |tn| → ∞, a contradiction to our choice of tn. In the case tn → c, from An → φ′/φ′(0)
in C1loc(R
1), we deduce
1∑
i=0
∣∣A(i)n (tn)− φ(i+1)(tn)/φ′(0)∣∣→ 0.
Then from the equations for An and φ′, we deduce
A′′n(tn)− φ′′′(tn) → 0.
Therefore (2.33) still holds, which contradicts our choice of tn. This completes the proof. 
We are now ready to prove a better estimate for λn than the one given in Lemma 2.1.
Lemma 2.5. As n → ∞,
λn = (μ0 + σr−20 )n + ηr−20 3/2n + o(3/2n ).
Proof. This is a variation of the proof of Theorem 2.6 in [15]. We still have (2.24)–(2.27) in [15].
But we replace (2.22) and (2.28) there by (2.29) and (2.30) here.
Using integration by parts as in (2.29) of [15], we now deduce
Rn∫
−Rn
[
−A′′n − n
N − 1
rn + nr A
′
n
]
vn dr
=
Rn∫
−Rn
[
2n
N − 1
rn + nr v
′
n − 22n
N − 1
(rn + nr)2 vn + f
′
1/2(u¯n)vn − na′(rn + nr)
(
u¯n − u¯2n
)
+
[
1
2
− a(rn + nr)
]
(1 − 2u¯n)vn
]
An dr +O
(
2n
)
. (2.34)
On the other hand, by (2.29),
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−Rn
[
−A′′n − n
N − 1
rn + nr A
′
n
]
vn dr
=
Rn∫
−Rn
−n σ + η
√
n
(rn + nr)2 Anvn dr +
Rn∫
−Rn
f ′1/2(u¯n)Anvn dr
+
Rn∫
−Rn
[
1
2
− a(rn + nr)
]
(1 − 2u¯n)vnAn dr + λn
Rn∫
−Rn
vnAn dr. (2.35)
Combining (2.34) and (2.35) we deduce
Rn∫
−Rn
[
2n
N − 1
rn + nr v
′
n − 22n
N − 1
(rn + nr)2 vn − na
′(rn + nr)
(
u¯n − u¯2n
)]
An dr
=
Rn∫
−Rn
−n σ + η
√
n
(rn + nr)2 Anvn dr + λ
n
Rn∫
−Rn
ψ¯nvn dr +O
(
2n
)
. (2.36)
Using Lemmas 2.3 and 2.4, (2.32), and
rn + nr = r0 + o
(
αn
)
for r ∈ [−Rn,Rn] and any fixed α ∈ (0,1),
we have
Rn∫
−Rn
2n
N − 1
rn + nr v
′
nAn dr = 2n
(
N − 1
r0
+ o(1/2n )) Rn∫
−Rn
v′nAn dr
= 2n
(
N − 1
r0
+ o(1/2n )) Rn∫
−Rn
[
φ′′(r)+ ω¯′′n(r)
]
An dr
= 2n
(
N − 1
r0
+ o(1/2n )) Rn∫
−Rn
(
φ′′(r)+ n
[
ωˆ′′(r)+ o(1)])An dr
= 2n
(
N − 1
r0
+ o(1/2n ))
[
φ′(0)−1
∞∫
−∞
φ′′(r)φ′(r) dr +O(n)
]
= O(2n), (2.37)
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∞∫
−∞
φ′′(r)φ′(r) dr = 0,
Rn∫
−Rn
22n
N − 1
(rn + nr)2 vnAn dr = 2
2
n
(
N − 1
r20
+ o(1)
) Rn∫
−Rn
u¯′nAn dr = O
(
2n
)
, (2.38)
Rn∫
−Rn
−na′(rn + nr)
(
u¯n − u¯2n
)
An dr
= −n
[
a′(r0)+ o
(

1/2
n
)] Rn∫
−Rn
(
u¯n − u¯2n
)
An dr
= −n
[
a′(r0)+ o
(

1/2
n
)] Rn∫
−Rn
[
(φ + ω¯n)− (φ + ω¯n)2
]
An dr
= −n
[
a′(r0)+ o
(

1/2
n
)] Rn∫
−Rn
(
φ − φ2 + n
[
ωˆ − 2φωˆ + o(1)])An dr
= −n
[
a′(r0)+ o
(

1/2
n
)][
φ′(0)−1
∞∫
−∞
[
φ(r)− φ2(r)]φ′(r) dr +O(n)]
= −1
6
a′(r0)φ′(0)−1n + o
(

3/2
n
)
, (2.39)
Rn∫
−Rn
Anvn dr =
Rn∫
−Rn
(
φ′(r)+ n
[
ωˆ′(r)+ o(1)])An dr
=
∞∫
−∞
φ′(r)2φ′(0)−1 dr +O(n), (2.40)
and
Rn∫
−Rn
−n σ + η
√
n
(rn + nr)2 Anvn dr
= −(σn + η3/2n )[r−20 + o(1/2n )]
Rn∫
Anvn dr−Rn
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[ ∞∫
−∞
φ′(r)2φ′(0)−1 dr +O(n)
]
= −(σn + η3/2n )r−20 φ′(0)−1
∞∫
−∞
φ′(r)2 dr + o(3/2n ). (2.41)
We now substitute (2.37)–(2.41) into (2.36) to deduce
−1
6
a′(r0)φ′(0)−1n + o
(

3/2
n
)= −(σn + η3/2n )r−20 φ′(0)−1
∞∫
−∞
φ′(r)2 dr
+ λn
[
φ′(0)−1
∞∫
−∞
φ′(r)2 dr +O(n)
]
.
Thus,
λn
[
(1 +O(n)
]= (−1
6
a′(r0)
[ ∞∫
−∞
φ′(r)2 dr
]−1
+ σr−20
)
n + ηr−20 3/2n + o
(

3/2
n
)
= (μ0 + σr−20 )n + ηr−20 3/2n + o(3/2n ),
and
λn = [1 +O(n)]−1[(μ0 + σr−20 )n + ηr−20 3/2n + o(3/2n )]
= (μ0 + σr−20 )n + ηr−20 3/2n + o(3/2n ).
The proof is complete. 
Let us denote the principal eigenvalue of (2.4) by λˆ,σ,η1 ; clearly Lemma 2.5 implies that
λˆ
,σ,η
1 =
(
μ0 + σr−20
)
 + ηr−20 3/2 + o
(
3/2
) (2.42)
as  → 0.
We now come back to the original problem of finding a lower bound for |λ,k1 | and |λ,k+11 |
for all large k and  satisfying (2.3). It is easily checked that
ˆk − ˆk+1 = τ0
[
2
k3
+O(k−4)].
Hence for all large k and  satisfying (2.3),
ˆk+1 + (δ/2)(ˆk − ˆk+1) = ˆk+1 + δτ−1/20 3/2 +O
(
2
)
,
ˆk − (δ/2)(ˆk − ˆk+1) = ˆk − δτ−1/23/2 +O
(
2
)
.0
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ˆk+1 + (1/2)δτ−1/20 3/2    ˆk − (3/4)δτ−1/20 3/2.
It follows that, for such k and ,
σk+1  τ0
[
 − (1/2)δτ−1/20 3/2
]−1  τ0−1(1 + (1/2)δτ−1/20 1/2), (2.43)
σk  τ0
[
 + (3/4)δτ−1/20 3/2
]−1  τ0−1(1 − (1/2)δτ−1/20 1/2). (2.44)
By (2.43), (2.44), the properties of λ,σ,α1 (the principal eigenvalue of (3.9) in [15]), and (2.42)
above, we have, for large k and  satisfying (2.3),
λ
,k
1 = λ,σk,11  λ
,τ0−(1/2)δτ 1/20 1/2,1
1 = λˆ
,τ0,−(1/2)δτ 1/20
1
= (μ0 + τ0r−20 ) − (1/2)δτ 1/20 r−20 3/2 + o(3/2)
= −(1/2)δτ 1/20 r−20 3/2 + o
(
3/2
)
, (2.45)
λ
,k+1
1 = λ,σk+1,11  λ
,τ0+(1/2)δτ 1/20 1/2,1
1 = λˆ
,τ0,(1/2)δτ
1/2
0
1
= (μ0 + τ0r−20 ) + (1/2)δτ 1/20 r−20 3/2 + o(3/2)
= (1/2)δτ 1/20 r−20 3/2 + o
(
3/2
)
. (2.46)
From (2.45) and (2.46), we immediately obtain the following result.
Theorem 2.6. Suppose that  satisfies (2.3). Then for all large k,
λ
,k
1 −c03/2, λ,k+11  c03/2,
where c0 = 14δτ 1/20 > 0.
Let H− denote the subspace of H 1(B1) spanned by the eigenfunctions of (2.1) corresponding
to eigenvalues λ λ,k1 and H+ the subspace of H 1(B) spanned by the eigenfunctions of (2.1)
corresponding to eigenvalues λ λ,k+11 . It is well known that H 1(B1) = H− ⊕H+.
Let ˆk be defined as in (2.3). Then for any small δ ∈ (0,1), denote
I δk = [ˆk+1, ˆk] \
[
ˆk+1 + (δ/2)(ˆk − ˆk+1), ˆk − (δ/2)(ˆk − ˆk+1)
]
and
Σδ =
∞⋃
k=1
I δk . (2.47)
Clearly ∣∣Σδ ∩ (0, t]∣∣= ∑
ˆkt
δ(ˆk − ˆk+1) δt.
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B1
[
2|Du|2 − ft
(|x|, u)u2]dx  c13/2 ∫
B1
[
2|Du|2 + u2]dx, ∀u ∈ H+, (2.48)
∫
B1
[
2|Du|2 − ft
(|x|, u)u2]dx −c13/2 ∫
B1
[
2|Du|2 + u2]dx, ∀u ∈ H−. (2.49)
Proof. If Φ and Ψ are eigenfunctions of (2.1) corresponding to different eigenvalues, then∫
B1
[
2DΦ ·DΨ − ft
(|x|, u)ΦΨ ]dx = 0, ∫
B1
ΦΨ dx = 0. (2.50)
From these identities and Theorem 2.6, it follows easily that, if ∗ > 0 is small and  ∈
(0, ∗] \Σδ , then∫
B1
[
2|Du|2 − ft
(|x|, u)u2]dx  c03/2 ∫
B1
u2 dx, ∀u ∈ H+, (2.51)
∫
B1
[
2|Du|2 − ft
(|x|, u)u2]dx −c03/2 ∫
B1
u2 dx, ∀u ∈ H−. (2.52)
We show that (2.52) implies (2.49). Indeed, from (2.52) we obtain∫
B1
2|Du|2 dx 
∫
B1
ft
(|x|, u)u2 dx − c03/2 ∫
B1
u2 dx.
Hence, for τ > 0 and u ∈ H−,∫
B1
[
2|Du|2 − ft
(|x|, u)u2]dx
= (1 + τ3/2)[∫
B1
[
2|Du|2 − ft
(|x|, u)u2]dx]
− τ3/2
∫
B1
2|Du|2 dx + τ3/2
∫
B1
ft
(|x|, u)u2 dx
−(1 + τ3/2)c03/2 ∫
B1
u2 dx − τ3/2
∫
B1
2|Du|2 dx + τM3/2
∫
B1
u2 dx
= −τ3/2
∫
B1
2|Du|2 dx − 3/2(c0 + c0τ3/2 − τM)∫
B1
u2 dx
−min{τ, c0/2}3/2
∫ [
2|Du|2 + u2]dx,
B1
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M for r ∈ [0,1].
We can similarly prove (2.48) from (2.51). 
Remark 2.8. (i) Similar to Remark 3.10 of [15], all the results in this section remain the same
if B1 is replaced by a general ball BR := {x ∈ RN : |x| < R} or by an annulus AR0,R :={x ∈ RN : R0 < |x| <R}.
(ii) For later applications, let us also note the following fact. If u is the layered solution over
B1 considered throughout this paper, but instead of the linearized problem (2.1), we consider a
modified eigenvalue problem
−2Φ = fu
(|x|, u)Φ + λΦ in AR0,R, ∂νΦ|∂AR0,R = 0, (2.53)
where 0 < R0 < r0 < R < 1. Then it is easily checked that all our estimates for the eigenvalues
of (2.1) remain exactly the same for the eigenvalues of (2.53) above. Indeed, we can similarly use
spherical coordinates to reduce (2.53) to (2.2) but with the interval (0,1) replaced by (R0,R),
and the boundary condition A′(1) = 0 replaced by A′(R0) = A′(R) = 0. Since in all our esti-
mates for (2.2), only the behavior of f (r,u(r)) near r = r0 contributes to the estimates for the
eigenvalues, and the boundary condition of A has no contribution to these estimates, we find
that these estimates remain valid for the modified (2.2) deduced from (2.53). As a consequence,
(2.48) and (2.49) hold when B1 is replaced by such AR0,R and the definitions of H± modified
accordingly. This fact will be needed in the next section.
3. Solutions with a layer and a spike
In this section, we construct a solution to (1.1) of the form u +v as described in Theorem 1.1.
So let u be as in the introduction. We look for a solution of (1.1) of the form u + v, where
v ∈ H 1(B1) concentrates near a point x0 with |x0| close to r1. This amounts to solving
−2v = h(|x|, v) in B1, ∂νv|∂B1 = 0, (3.1)
where
h(r, t) = h(r, t) = f
(
r, u(r)+ t
)− f (r, u(r)).
Since f (r, t) → −∞ as t → ∞ uniformly in r ∈ [0,1], and 0 < u(r) < 1, we can find t∗ > 0
such that
h(r, t) < 0 for t  t∗ and all r ∈ [0,1]. (3.2)
For convenience of a variational approach, we now modify h(r, t) for t /∈ [0, t∗]. Since we
will later make use of some of the arguments in [16] and [13], we will follow the notations there
whenever possible. By a direct calculation we can write
h(x, t) = ft
(
x,w∗
)
t − t2[t − (1/2)ftt(x,w∗ )].
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(i) 0 g∗(t) t2,
(ii) g∗(t) = 0 for t  0, g∗(t) = t2 for t ∈ [0, t∗],
(iii) | di
dt i
g∗(t)| Ctα−i for t  t∗ and i = 0,1,2, where α ∈ (0,1) is chosen so that
2 + 2α < 2∗ :=
{∞ if N = 2,
2N/(N − 2) if N > 2,
(iv) ft (r, u(r))t − g∗(t)[t − 12ftt (r, u(r))] 0 for t  t∗.
Then
g(r, t) = g(x, t) := −g∗(t)
[
t − (1/2)ftt
(
r, u∗ (r)
)]
is a C2 function of t and
g(r, t) = h(r, t)− ft
(
r, u(r)
)
t for t ∈ [0, t∗].
Consider now the modified problem
−2v = ft
(|x|, u∗ (x))v + g(x, v) in B1, ∂νv|∂B1 = 0. (3.3)
Lemma 3.1. Let v be a solution to (3.3). Then 0 v  t∗ in Ω , and hence v is a solution to (3.1).
Proof. Let v be a solution to (3.3). It follows easily from the maximum principle that 0 v  t∗
since ft (r, u(r))t + g(r, t) is identically 0 when t  0 and it is non-positive when t  t∗. There-
fore v solves (3.1). 
Let
I (v) = (1/2)
∫
B1
(
2|Dv|2 − ft
(|x|, u∗)v2)dx − ∫
B1
G
(|x|, v)dx,
where G(r, t) = ∫ t0 g(r, s) ds. Since∣∣g(r, t)∣∣ C1 +C2t1+α for t  0
and g(r, t) = 0 for t  0, I (v) is well defined for v ∈ H 1(B1). Moreover, critical points of I (v)
are solutions to (3.3) and hence solutions to (3.1) by Lemma 3.1.
Next we set to construct a critical point of I with the desired properties. We start with some
preparations.
For z ∈ B1, define
U,z(x) = U
(
x − z)
,

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−U = f (r1,U) in RN, U(0) = max
RN
U(x) > 0, lim|x|→∞U(x) = 0. (3.4)
For θ > 0 small such that
|r1 − r0|, r0, r1,1 − r0,1 − r1 > 10θ,
we choose ξ ∈ C2(B1) such that 0 ξ  1 in B1 and
ξ(x) = 1 if |x| ∈ [r1 − θ, r1 + θ ], ξ(x) = 0 if |x| ∈ [0,1] \ [r1 − 2θ, r1 + 2θ ].
Then define
U˜,z(x) = ξ(x)U,z(x) = ξ(x)U
(
x − z

)
.
Fix γ0 ∈ (0,1/2) and denote
Z := {z ∈ B1: ∣∣|z| − r1∣∣< γ0}. (3.5)
For each z ∈ Z define
E,z :=
{
v ∈ H 1(B1): (v, ∂zi U˜,z) = 0, 1 i N
}
,
where
∂zi U˜,z(x) = ξ(x)∂ziU
(
x − z

)
,
and
(u, v) :=
∫
B1
(
2Du ·Dv + uv)dx.
We want to construct a solution for (3.3) of the form
v = U˜,z + ζ,
where z ∈ Z , ζ ∈ E,z and
‖ζ‖ :=
[∫
B1
(
2|Dζ |2 + ζ 2
)
dx
]1/2
= o(N/2).
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I˜ (z, ζ ) = I (U˜,z + ζ ), z ∈ Z, ζ ∈ E,z.
We want to prove the following result, where Σδ is defined in (2.47).
Proposition 3.2. Given δ ∈ (0,1), there exists ∗ > 0 small such that for any  ∈ (0, ∗] \ Σδ ,
there exists a C1-map z → ζ(z) = ζ(z) ∈ H 1(B1), defined for z ∈ Z , such that
d
dρ
I˜
(
z, ζ(z)+ ρψ)∣∣∣∣
ρ=0
= 0, ∀ψ ∈ E,z. (3.6)
Moreover, we have the following estimate:
∥∥ζ(z)∥∥ = O(N/2+2γ0). (3.7)
Once the existence of such a ζ(z) is established, we will show that
F(z) := I˜
(
z, ζ(z)
)
has a critical point z ∈ Z for all such small , and
v := U˜,z + ζ(z)
is a solution of (3.3) with the desired properties.
To carry out this reduction method, we will have to use some new techniques to overcome
several nontrivial difficulties. For clarity, the rest of this section is divided into four subsections.
The first subsection prepares several lemmas to be used in the proof of Proposition 3.2, which
constitutes the entire second subsection. In the third subsection, we complete the analysis of the
reduced finite dimensional functional F(z), and hence finish the proof of Theorem 1.1. We state
several variations of Theorem 1.1 in the last subsection.
3.1. Preparations
In this subsection we prove several lemmas to be used in the lengthy proof of Proposition 3.2.
Firstly, as in [9,16] and [13], we can expand I˜ (z, ζ ) near ζ = 0 as follows:
I˜ (z, ζ ) = I˜ (z,0)+ (k(z), ζ ) + 12(Q(z)ζ, ζ ) +R,z(ζ ),
where (·,·) denotes the inner product in H 1(B1) as defined before, and k(z), Q(z)ζ are defined
by
(
k(z), ζ
)

=
∫ (
2DU˜,z ·Dζ − ft
(|x|, u)U˜,zζ − g(|x|, U˜,z)ζ )dx,B1
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Q(z)ζ,ψ
)

=
∫
B1
(
2dζ ·Dψ − ft
(|x|, u)ζψ − gt(|x|, U˜,z)ζψ)dx,
R,z(ζ ) = −
∫
B1
(
G
(|x|, U˜,z + ζ )−G(|x|, U˜,z)− g(|x|, U˜,z)ζ − 12gt(|x|, U˜,z)ζ 2
)
dx.
One easily checks that
d
dρ
I˜ (z, ζ + ρψ)
∣∣∣∣
ρ=0
= (k(z)+Q(z)ζ +R′,z(ζ ),ψ), ∀ζ,ψ ∈ H 1(B1). (3.8)
For Ω ⊂ B1, we will denote
(u, v),Ω :=
∫
Ω
[
2Du ·Dv + uv]dx, ‖u‖,Ω = [(u,u),Ω]1/2.
We define ∥∥R′,z(ζ )∥∥,Ω = sup‖ψ‖=1
∣∣(R′,z(ζ ),ψ),Ω ∣∣,∥∥R′′,z(ζ )∥∥,Ω = sup‖ψ‖=1,‖φ‖=1
∣∣(R′′,z(ζ )φ,ψ),Ω ∣∣.
Lemma 3.3. There exist ∗1 > 0 small and C > 0 large such that for  ∈ (0, ∗1 ], z ∈ Z and
Ω ⊂ B1,∥∥R′,z(ζ )∥∥,Ω  C−Nα/2‖ζ‖1+α,Ω , ∥∥R′′,z(ζ )∥∥,Ω  C−Nα/2‖ζ‖α,Ω, ∀ζ ∈ H 1(B1),
(3.9)
where α ∈ (0,1) is given in the definition of g∗(t).
Proof. This can be proved as in Lemma 2.7 of [16]; we simply replace f ′(u∗ ) and f ′′(u∗ ) there
by ft (|x|, u) and ftt (|x|, u), respectively. The situation here is simpler since ft (|x|, u) and
ftt (|x|, u) are bounded. We omit the details. 
The following lemma, however, is much more difficult to prove than the corresponding ones
in [16] and [13]. We will need the results from Section 2.
Lemma 3.4. Given small δ ∈ (0,1) and β0 > 3/2, there exist ∗2 ∈ (0, ∗1 ] and C1 > 0 such that
if  ∈ (0, ∗2 ] \Σδ , then for any z ∈ Z ,∥∥P,zQ(z)ζ∥∥  C1β0‖ζ‖, ∀ζ ∈ E,z, (3.10)
where P,z denotes the orthogonal projection operator from H 1(B1) to its closed subspace E,z.
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ft
(|x|, u)+ gt(|x|, U˜,z)= ht(|x|, U˜,z)= ft(|x|, u + U˜,z).
Therefore,
(
Q(z)ζ,ψ
)

=
∫
B1
[
2Dζ ·Dψ − ft
(|x|, u + U˜,z)ζψ]dx. (3.11)
Arguing indirectly, we assume that (3.10) does not hold. Then we can find positive sequences
n → 0 and τn → 0 with n /∈ Σδ , and zn ∈ Zn , ζn ∈ En,zn \ {0} such that∥∥Pn,znQn(zn)ζn∥∥n  τnβ0n ‖ζn‖n . (3.12)
For simplicity of notation, we will write
En = En,zn, Qn = Qn(zn), ‖ · ‖ = ‖ · ‖n , (·,·) = (·,·)n , ‖ · ‖Ω = ‖ · ‖n,Ω .
Note that (3.12) is equivalent to∣∣(Qnζn,ψ)∣∣ τnβ0n ‖ζn‖‖ψ‖, ∀ψ ∈ En. (3.13)
We now use a domain decomposition method to show that (3.13) leads to a contradiction. Let
us define
Ω0 =
{
x ∈ B1: |x| ∈ [r0 − 4θ, r0 + 4θ ]
}
,
Ω1 =
{
x ∈ B1: |x| ∈ [r1 − 4θ, r1 + 4θ ]
}
,
and for i = 2,3,4,
Ωi =
{
x ∈ B1: |x| /∈ [r1 − iθ, r1 + iθ ] ∪ [r0 − iθ, r0 + iθ ]
}
.
Clearly,
B1 = Ω0 ∪Ω1 ∪Ω4, Ω4 ⊂ Ω3 ⊂ Ω2.
We will show that
‖ζn‖Ω4 = o(1)3/2n ‖ζn‖ (3.14)
and
‖ζn‖Ω1 = o(1)3/2n ‖ζn‖ (3.15)
as n → ∞.
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plete the proof of the lemma by showing the validity of (3.14) and (3.15) under the assumption
of (3.13). So we divide the rest of the proof into three steps.
Step 1. (3.14) and (3.15) lead to a contradiction.
So for the moment we assume that (3.14) and (3.15) hold. Let H− and H+ be defined as in
Corollary 2.7. Then we can write
ζn = ζ−n + ζ+n with ζ−n ∈ Hn− , ζ+n ∈ Hn+ .
The following identity, which follows from (2.50), will be used below:∫
B1
[
2nDζ
+
n ·Dζ−n − ft
(|x|, un)ζ+n ζ−n ]dx = 0.
Choose η0 ∈ C2(B1) such that
0 η0  1 in B1, η0 = 1 on Ω0, η0 = 0 on B1 \ (Ω0 ∪Ω4).
From the definition of Un := U˜n,zn , we find that Un = 0 on Ω0 ∪ Ω4 for all large n. Therefore,
ψn := −η0ζ−n ∈ En for such n. Using ψ = ψn in (3.13), we deduce
(Qnζn,ψn) τnβ0n ‖ζn‖‖ψn‖. (3.16)
We have
‖ψn‖2 =
∫
B1
(
2n|Dψn|2 +ψ2n
)
dx
=
∫
B1
(
2n
[
η20
∣∣Dζ−n ∣∣2 + 2η0ζ−n Dζ−n ·Dη0 + (ζ−n )2|Dη0|2]+ η20(ζ−n )2)dx
 C2
∥∥ζ−n ∥∥2
for some C > 0 determined by η0. Therefore
(Qnζn,ψn) Cτnβ0n ‖ζn‖
∥∥ζ−n ∥∥. (3.17)
On the other hand, since Un = 0 on the supporting set of ψn,
(Qnζn,ψn) =
∫
Ω0∪Ω4
[
2nDζn ·Dψn − ft
(|x|, un)ζnψn]dx
= −
∫ [
2nDζn ·Dζ−n − ft
(|x|, un)ζnζ−n ]dx
Ω0
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∫
Ω4
[
2nDζn ·Dψn − ft
(|x|, un)ζnψn]dx
= −
∫
B1
[
2n
∣∣Dζ−n ∣∣2 − ft(|x|, un)(ζ−n )2]dx
+
∫
Ω4∪Ω1
[
2nDζn ·Dζ−n − ft
(|x|, un)ζnζ−n ]dx
+
∫
Ω4
[
2nDζn ·Dψn − ft
(|x|, un)ζnψn]dx
−
∫
B1
[
2n
∣∣Dζ−n ∣∣2 − ft(|x|, un)(ζ−n )2]dx
−C1‖ζn‖Ω4∪Ω1
∥∥ζ−n ∥∥Ω4∪Ω1 −C2‖ζn‖Ω4‖ψn‖Ω4 .
We now apply (2.48), (3.14), (3.15) and use ‖ζ−n ‖Ω4∪Ω1  ‖ζ−n ‖, ‖ψn‖Ω4  C‖ζ−n ‖ to the above
inequality to obtain
(Qnζn,ψn) c13/2n
∥∥ζ−n ∥∥2 + o(1)3/2n ‖ζn‖∥∥ζ−n ∥∥. (3.18)
Combining (3.17) and (3.18) we obtain∥∥ζ−n ∥∥= o(1)‖ζn‖.
We can similarly prove ∥∥ζ+n ∥∥= o(1)‖ζn‖.
Since ζn = ζ−n + ζ+n , we finally obtain
‖ζn‖
∥∥ζ−n ∥∥+ ∥∥ζ+n ∥∥= o(1)‖ζn‖,
which implies ζn = 0, a contradiction. This completes Step 1.
Step 2. Proof of (3.14).
To prove (3.14), we let Ω and Ω ′ be open sets in B1 satisfying
Ω4 Ω ′ Ω Ω2,
where for two sets U and V , U  V means the closure of U is contained in the interior of V .
Then choose η ∈ C2(B1) such that
0 η 1 in B1, η = 1 in Ω ′, η = 0 in B1 \Ω.
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(3.13) we obtain
(Qnζn,ψn) τnβ0n ‖ζn‖‖ψn‖.
As before,
‖ψn‖2 = ‖ψn‖2Ω C2‖ζn‖2Ω
for some C > 0 determined by η. Therefore
(Qnζn,ψn) Cτnβ0n ‖ζn‖‖ζn‖Ω. (3.19)
On the other hand, since Un = 0 in Ω and ψn = 0 in B1 \Ω , we have
(Qnζn,ψn) =
∫
Ω
[
2nDζn ·Dψn − ft
(|x|, un)ζnψn]dx
=
∫
Ω ′
[
2n|Dζn|2 − ft
(|x|, un)ζ 2n ]dx
+
∫
Ω\Ω ′
η
[
2n|Dζn|2 − ft
(|x|, un)ζ 2n ]dx
+
∫
Ω\Ω ′
2nζnDζn ·Dηdx. (3.20)
On Ω , un(|x|) is uniformly small for all large n, say n  n0. Therefore we can find M1 ∈
(0,1) and M2 > 1 such that
M1 −ft
(|x|, un)M2, ∀x ∈ Ω, n n0.
This implies that
∫
Ω ′
[
2n|Dζn|2 − ft
(|x|, un)ζ 2n ]dx M1‖ζn‖2Ω ′ , (3.21)
and ∫
′
η
[
2n|Dζn|2 − ft
(|x|, un)ζ 2n ]dx  0. (3.22)
Ω\Ω
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Ω\Ω ′
∣∣2nζnDζn ·Dη∣∣dx  C′ ∫
Ω\Ω ′
2n
(
n|Dζn|2 + −1n ζ 2n
)
dx
= C′n‖ζn‖2Ω\Ω ′  C′n‖ζn‖2Ω. (3.23)
Combining (3.19)–(3.23) we deduce
M1‖ζn‖2Ω ′  Cτnβ0n ‖ζn‖‖ζn‖Ω +C′n‖ζn‖2Ω. (3.24)
It follows that
‖ζn‖2Ω ′ = O(1)n‖ζn‖2. (3.25)
If we apply the above arguments to (Ω,Ω∗) in place of (Ω ′,Ω), with Ω  Ω∗  Ω2, we
similarly obtain
‖ζn‖2Ω = O(1)n‖ζn‖2.
Substituting this into (3.24) we obtain
‖ζn‖2Ω ′ = o(1)β0+1/2n ‖ζn‖2 +O(1)2n‖ζn‖2 = O(1)2n‖ζn‖2.
We may replace (Ω ′,Ω) by (Ω,Ω∗) as above to obtain from the above estimate that
‖ζn‖2Ω = O(1)2n‖ζn‖2.
Then (3.24) yields
‖ζn‖2Ω ′ = o(1)β0+1n ‖ζn‖2 +O(1)3n‖ζn‖2 = o(1)β0+1n ‖ζn‖2.
Denote β1 = β0 + 1 and repeat the above process, we obtain
‖ζn‖2Ω ′ = o(1)β0+β1/2n ‖ζn‖2 + o(1)β1+1n ‖ζn‖2 = o(1)β0+β1/2n ‖ζn‖2,
since β1 + 1 > β0 + β1/2.
Let β2 = β0 + β1/2, we then deduce, by repeating the process above,
‖ζn‖2Ω ′ = o(1)β0+β2/2n ‖ζn‖2.
In general, define βk+1 = β0 + βk/2, k = 1,2, . . . , we deduce
‖ζn‖2Ω ′ = o(1)βk+1n ‖ζn‖2.
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βk+1 = β0
(
1 + 1
2
+ · · · + 1
2k
)
+ 1
2k
→ 2β0 ∈ (3,4)
as k → ∞, we can find k0 large so that βk0+1 > 3, and hence
‖ζn‖2Ω ′ = o(1)
βk0+1
n ‖ζn‖2 = o(1)3n‖ζn‖2.
We now take Ω ′ = Ω3 and obtain
‖ζn‖Ω4  ‖ζn‖Ω3 = o(1)3/2n ‖ζn‖.
This proves (3.14) and hence finishes Step 2.
Step 3. Proof of (3.15).
Finally we prove (3.15). Let
Ω∗1 =
{
x ∈ B1: |x| ∈ [r1 − 5θ, r1 + 5θ ]
}
.
Clearly Ω1 Ω∗1 . Using the arguments in the proof of Lemma 3.7 in [13], we can show that∥∥P ∗n,znQ∗nζn∥∥Ω∗1  2c‖ζn‖Ω∗1 (3.26)
for all large n and some c > 0, where P ∗n,zn and Q
∗
n denote Pn,zn and Qn but with B1 replaced
by Ω∗1 . We define E∗n similarly. Then there exists ψn ∈ E∗n \ {0} such that∫
Ω∗1
[
2nDζn ·Dψn − ft
(|x|, un +Un)ζnψn]dx  c‖ζn‖Ω∗1 ‖ψn‖Ω∗1 . (3.27)
Next we choose η ∈ C2(B1) such that
0 η 1 in B1, η = 1 in Ω1, η = 0 in B1 \Ω∗1 .
Then ψ˜n := ηψn ∈ En ∩ E∗n since ψ˜n = ψn in Ω1, which contains the supporting set of Un for
all large n. We have
(Qnζn, ψ˜n) =
∫
B1
[
2nDζn ·Dψ˜n − ft
(|x|, un +Un)ζnψ˜n]dx
=
∫
Ω∗1
[
2nDζn ·Dψ˜n − ft
(|x|, un +Un)ζnψ˜n]dx
=
∫ [
2nDζn ·Dψn − ft
(|x|, un +Un)ζnψn]dxΩ1
Y. Du / J. Differential Equations 244 (2008) 117–169 151+
∫
Ω∗1 \Ω1
[
2nDζn ·Dψ˜n − ft
(|x|, un +Un)ζnψ˜n]dx
=
∫
Ω∗1
[
2nDζn ·Dψn − ft
(|x|, un +Un)ζnψn]dx
−
∫
Ω∗1 \Ω1
[
2nDζn ·Dψn − ft
(|x|, un +Un)ζnψn]dx
+
∫
Ω∗1 \Ω1
[
2nDζn ·Dψ˜n − ft
(|x|, un +Un)ζnψ˜n]dx
 c‖ζn‖Ω∗1 ‖ψn‖Ω∗1 +O(1)‖ζn‖Ω∗1 \Ω1‖ψn‖Ω∗1 \Ω1
= c‖ζn‖Ω∗1 ‖ψn‖Ω∗1 + o(1)
3/2
n ‖ζn‖‖ψn‖Ω∗1 , (3.28)
where we have used (3.27) and
‖ζn‖Ω∗1 \Ω1  ‖ζn‖Ω4 = o(1)
3/2
n ‖ζn‖,
which has been proved above, and
‖ψ˜n‖Ω∗1  C‖ψn‖Ω∗1 .
On the other hand, by (3.13), we have
(Qnζn, ψ˜n) τnβ0n ‖ζn‖‖ψ˜n‖ = o(1)3/2n ‖ζn‖‖ψn‖Ω∗1 . (3.29)
Combining (3.28) and (3.29) we deduce
c‖ζn‖Ω∗1 ‖ψn‖Ω∗1 = o(1)
3/2
n ‖ζn‖‖ψn‖Ω∗1 .
It follows that
‖ζn‖Ω1  ‖ζn‖Ω∗1 = o(1)
3/2
n ‖ζn‖.
This proves (3.15).
The proof of Lemma 3.4 is finally complete. 
Let Ωi be defined as above, and for Ω ⊂ B1 denote∥∥k(z)∥∥,Ω := sup‖ψ‖=1
∣∣(k(z),ψ),Ω ∣∣.
152 Y. Du / J. Differential Equations 244 (2008) 117–169Lemma 3.5. There exists ∗3 ∈ (0, ∗2 ] such that for  ∈ (0, ∗3 ] and z ∈ Z , ‖k(z)‖,B1\Ω1 = 0
and ∥∥k(z)∥∥,Ω1 = O(1)[∣∣a(|z|)− a(r1)∣∣+ o(2γ0)]N/2 = O(1)N/2+2γ0 .
Proof. Since U˜,z(x) ∈ (0,1), we have
ft
(|x|, u)U˜,z − g(|x|, U˜,z)= h(|x|, U˜,z)
= f (|x|, u + U˜,z)− f (|x|, u).
If  is small enough, then x ∈ B1 \Ω1 and z ∈ Z imply that U˜,z(x) = 0. Therefore
(
k(z), ζ
)
,B1\Ω1 =
∫
B1\Ω1
[
2DU˜,z ·Dζ − h
(|x|, U˜,z)ζ ]dx = 0, ∀ζ ∈ H 1(B1).
It follows that ‖k(z)‖,B1\Ω1 = 0.
Consider now
(
k(z), ζ
)
,Ω1
=
∫
Ω1
[
2DU˜,z ·Dζ − h
(|x|, U˜,z)ζ ]dx.
Denote
Ω̂1 :=
{
x ∈ B1: |x| ∈ [r1 − θ, r1 + θ ]
}
.
Then z ∈ Z and x ∈ Ω1 \ Ω̂1 imply ∣∣|x| − |z|∣∣ θ/2
for all small  > 0. Therefore, from the decay properties of U we obtain
U,z(x),
∣∣DU,z(x)∣∣ Ce−mθ/(2) for x ∈ Ω1 \ Ω̂1 and all small ,
where m = 1/√2. It follows that∫
Ω1
2DU˜,z ·Dζ dx =
∫
Ω1
2DU,z ·D(ξζ ) dx
+
∫
Ω1\Ω̂1
2(U,zDξ ·Dζ − ζDU,z ·Dζ)dx
=
∫
f˜ (U,z)ξζ dx +O(1)e−mθ/(2)‖ζ‖,
Ω1
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−2U,z = f˜ (U,z), f˜ (t) = t
[
t − a(r1)
]
(1 − t).
Therefore
(
k(z), ζ
)
,Ω1
=
∫
Ω1
[
f˜ (U,z)ξ + f
(|x|, u)− f (|x|, u + U˜,z)]ζ dx
+O(1)e−mθ/(2)‖ζ‖.
Using |f˜ (U,z)| = O(1)U,z and the exponential decay property of U , we further deduce
(
k(z), ζ
)
,Ω1
=
∫
Ω1
[
f˜ (U,z)+ f
(|x|, u)− f (|x|, u + U˜,z)]ζ dx
+O(1)e−mθ/(2)‖ζ‖.
For convenience, we will use C,c0 to denote generic positive constants which do not depend
on , but may have different values in different places. So O(1)e−mθ/(2) will be simply written
as O(1)e−c0/ .
Now, on Ω1, by Lemma 2.2,
u
(|x|) Ce−c0/.
Therefore we have∣∣∣∣ ∫
Ω1
[
f˜ (U,z)+ f
(|x|, u)− f (|x|, u + U˜,z)]ζ dx∣∣∣∣
=
∣∣∣∣ ∫
Ω1
[
f˜ (U,z)+ f
(|x|, U˜,z)]ζ dx∣∣∣∣+O(1)−c0/‖ζ‖

∫
|x−z|<1/2
∣∣a(|x|)− a(r1)∣∣U,z(1 −U,z)|ζ |dx +O(1)−c0/1/2‖ζ‖

[∣∣a(|z|)− a(r1)∣∣+A()] ∫
|x−z|<1/2
U,z(1 −U,z)|ζ |dx
+O(1)e−c0/1/2‖ζ‖,
where
A() := sup{∣∣a(|x|)− a(|z|)∣∣: z ∈ Z, |x − z| 1/2}= o(2γ0). (3.30)
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Clearly
∫
|x−y|<1/2
U,z(1 −U,z)|ζ |dx 
[ ∫
|x−y|<1/2
U2,z(1 −U,z)2 dx
]1/2
‖ζ‖
 N/2
[ ∫
RN
U2(1 −U)2 dx
]1/2
‖ζ‖.
Therefore∣∣(k(z), ζ ),Ω1 ∣∣= O(1)[∣∣a(|z|)− a(r1)∣∣+ o(2γ0)]N/2‖ζ‖ +O(1)e−c0/1/2‖ζ‖
= O(1)[∣∣a(|z|)− a(r1)∣∣+ o(2γ0)]N/2‖ζ‖.
It follows that∥∥k(z)∥∥,Ω1 = O(1)[∣∣a(|z|)− a(r1)∣∣+ o(2γ0)]N/2 = O(1)N/2+2γ0 ,
as required. 
3.2. Proof of Proposition 3.2
By (3.6) and (3.8), we need to solve the following equation for ζ ∈ E,z for each given z ∈ Z :
P,zk(z)+ P,zQ(z)ζ + P,zR′,z(ζ ) = 0.
This problem is equivalent to the following one on the whole space H 1(B1):{
P,zk(z)+ P,zQ(z)P,zζ + P,zR′,z(ζ ) = 0,
(I − P,z)ζ = 0,
ζ ∈ H 1(B1). (3.31)
By Lemma 3.4, we find that for  ∈ (0, ∗3 ] \ Σδ and z ∈ Z , the linear operator Q(z) :
H 1(B1) → H 1(B1) given by
Q(z)ζ := (P,zQ,zP,zζ, (I − P,z)ζ )
satisfies ∥∥Q(z)ζ∥∥

min
{
1,C1β0
}‖ζ‖ = C1β0‖ζ‖, ∀ζ ∈ H 1(B1).
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(3.31) as
ζ = Gz ζ :=
(
Q(z)
)−1(−P,zk(z)− P,zR′,z(ζ ),0).
Next we construct a convex set Ω such that Gz maps Ω into itself and is a contraction
mapping whenever  ∈ (0, ∗4 ] \ Σδ and z ∈ Z , where ∗4 ∈ (0, ∗3 ] is sufficiently small. For
clarity, we divide the proof below into several steps.
Step 1. Definition of Ω .
Here we set up a more involved domain decomposition framework than that used in the proof
of Lemma 3.4. Choose α0 ∈ (0, γ0) and define
τ0 = αα0, σk = N/2 + α0 + (1 + α)kτ0, k = 0,1,2, . . . .
Fix m> 1 such that
α
(
σm − N2
)
> β0 + 1.
Then choose a finite increasing sequence {ρi}mi=0 such that ρ0 = 2, ρm = 3 and define
Ω˜i =
{
x ∈ B1: |x| /∈ [r1 − ρiθ, r1 + ρiθ ] ∪ [r0 − ρiθ, r0 + ρiθ ]
}
.
Clearly
Ω˜0 = Ω2, Ω˜m = Ω3, Ω˜i+1  Ω˜i, i = 0, . . . ,m− 1.
We are now ready to define Ω :
Ω :=
{
ζ ∈ H 1(B1): ‖ζ‖,Ω1  σ0 , ‖ζ‖B1\(Ω3∪Ω1)  σm, ‖ζ‖,Ω˜i  σi , i = 0, . . . ,m
}
.
Let
ζ ∈Ω, φ = Gz ζ.
We want to show that φ ∈Ω .
Step 2. We show that ‖φ‖,Ω˜i  σi , i = 1, . . . ,m.
We first prove the following claim:
For any two open sets Ω and Ω ′ in B1 satisfying Ω ′ Ω ⊂ Ω2,
‖ζ‖,Ω  σk implies ‖φ‖,Ω ′  σk+1 (3.32)
for all small .
Since φ = Gz ζ , we have φ ∈ E,z and(
Q(z)φ,ψ
) = −(k(z)+R′,z(ζ ),ψ) , ∀ψ ∈ E,z. (3.33) 
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positive constant which does not depend on .
Choose η ∈ C2(B1) such that
0 η 1 in B1, η = 1 in Ω ′, η = 0 in B1 \Ω.
Then let ψ = ηφ. We have ψ ∈ E,z and (k(z),ψ) = 0 since U˜,z = 0 in the supporting set of ψ .
Taking ψ = ηφ in (3.33) we obtain
(
Q(z)φ,ψ
)= −(k(z)+R′,z(ζ ),ψ)
= −(R′,z(ζ ),ψ)Ω

∥∥R′,z(ζ )∥∥Ω‖ψ‖Ω
 C−αN/2‖ζ‖1+αΩ ‖ψ‖Ω
 C−αN/2σk(1+α)‖φ‖Ω
= Cτ0+σk+1‖φ‖Ω. (3.34)
On the other hand, since U˜,z = 0 on Ω2 and ψ = 0 outside Ω , we have
(
Q(z)φ,ψ
)= ∫
Ω
[
2Dφ ·Dψ − ft
(|x|, u)φψ]dx.
Since u(|x|) is uniformly small on Ω2 for all small , we can find M1 ∈ (0,1) and M2 > 1 such
that for all small ,
M1  ft
(|x|, u)M2, ∀x ∈ Ω2.
It follows that
(
Q(z)φ,ψ
)= ∫
Ω ′
[
2|Dφ|2 − ft
(|x|, u)φ2]dx
+
∫
Ω\Ω ′
η
[
2|Dφ|2 − ft
(|x|, u)φ2]dx
+
∫
Ω\Ω ′
2φDφ ·Dηdx
M1‖φ‖2Ω ′ −C‖φ‖2Ω. (3.35)
Combining (3.34) and (3.35) we obtain
M1‖φ‖2Ω ′  C
(
‖φ‖2Ω + τ0+σk+1‖φ‖Ω
)
.
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τ0+σk+1‖φ‖Ω  τ0‖φ‖2Ω + τ0+2σk+1 ,
we deduce
‖φ‖2Ω ′  C
(
 + τ0)‖φ‖2Ω +Cτ0+2σk+1  Cτ0‖φ‖2Ω +Cτ0+2σk+1 , (3.36)
where we have used τ0 = αα0 < 1.
Inequality (3.36) can be iterated, that is, applied successively to a sequence of open sets satis-
fying
Ω ′  Ω̂j  Ω̂j−1 Ω, j = 1,2, . . . , n,
to result
‖φ‖2Ω ′  Cnnτ0‖φ‖2Ω +Cn
(
n−1∑
j=0
jτ0
)
τ0+2σk+1
 Cnnτ0‖φ‖2Ω + 2Cnτ0+2σk+1 ,
for all small .
We show that this implies (3.32) if n is taken large enough. Indeed, from ζ ∈ Ω we have
‖ζ‖ N/2 and hence
‖φ‖Ω2  ‖φ‖

∥∥(Qz)−1∥∥(∥∥k(z)∥∥+ ∥∥R′,z(ζ )∥∥)
 C−11 
−β0(CN/2 +C−αN/2‖ζ‖1+α)
 C−β0N/2.
Therefore, recalling Ω ⊂ Ω2 and ‖φ‖Ω  ‖φ‖Ω2 , we obtain
‖φ‖2Ω ′ CnCnτ0+N−2β0 + 2Cnτ0+2σk+1
 2σk+1 ,
provided that nτ0 +N − 2β0 > 2σk+1 and  is small enough. This proves the validity of (3.32).
Since ζ ∈Ω , we have ‖ζ‖Ω˜i  σi and hence we can apply (3.32) to (Ω ′,Ω) = (Ω˜i+1, Ω˜i)
to conclude that
‖φ‖Ω˜i+1  σi+1 , i = 0, . . . ,m− 1.
In particular, we have
‖φ‖Ω˜m = ‖φ‖Ω3  σm. (3.37)
This completes Step 2.
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‖φ‖,Ω1  σ0, ‖φ‖B1\(Ω3∪Ω1)  σm, ‖φ‖,Ω˜0  σ0 .
However,
B1 = Ω1 ∪Ω3 ∪
[
B1 \ (Ω1 ∪Ω3)
]
,
and σm > σ0. Therefore the estimate for ‖φ‖Ω˜0 will follow from the estimate over Ω3 = Ω˜m
which has been done above, and the estimates over Ω1 and B1 \ (Ω3 ∪ Ω1). In other words, we
only need to prove
‖φ‖,Ω1  σ0 , (3.38)
and
‖φ‖B1\(Ω3∪Ω1)  σm. (3.39)
Step 3. Proof of (3.38).
We will prove (3.38) by making use of (3.37) and (3.26), which we restate as
∥∥P ∗,zQ(z)ψ∥∥Ω∗1  2c‖ψ‖Ω∗1 , ∀ψ ∈ E∗,z. (3.40)
Choose η ∈ C2(B1) such that
0 η 1 in B1, η = 1 in Ω1, η = 0 in B1 \Ω∗1 .
Then take ψ = ηφ in (3.40). We obtain
∥∥P ∗,zQ(z)ψ∥∥Ω∗1  2c‖ψ‖Ω∗1  2c(‖φ‖Ω1 −C‖φ‖Ω∗1 \Ω1).
Since Ω∗1 \Ω1 ⊂ Ω3, by (3.37) we have
‖φ‖Ω∗1 \Ω1  σm.
Hence
∥∥P ∗,zQ(z)ψ∥∥Ω∗1  2c‖φ‖Ω1 −Cσm. (3.41)
On the other hand, for any ψ˜ ∈ E∗,z with ‖ψ˜‖Ω∗ = 1, we have1
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Q(z)ψ, ψ˜
)
Ω∗1
= (Q(z)φ,ηψ˜)Ω∗1 + (Q(z)[(η − 1)φ], ψ˜)Ω∗1
+ (Q(z)φ, (1 − η)ψ˜)Ω∗1
= (Q(z)φ,ηψ˜)B1 + (Q(z)[(η − 1)φ], ψ˜)Ω∗1 \Ω1
+ (Q(z)φ, (1 − η)ψ˜)Ω∗1 \Ω1
= −(k(z)+R′,z(ζ ), ηψ˜)B1 + (Q(z)[(η − 1)φ], ψ˜)Ω∗1 \Ω1
+ (Q(z)φ, (1 − η)ψ˜)Ω∗1 \Ω1
= −(k(z)+R′,z(ζ ), ηψ˜)Ω∗1 + (Q(z)[(η − 1)φ], ψ˜)Ω∗1 \Ω1
+ (Q(z)φ, (1 − η)ψ˜)Ω∗1 \Ω1 .
We have
−(k(z)+R′,z(ζ ), ηψ˜)Ω∗1  (∥∥k(z)∥∥Ω∗1 + ∥∥R′,z(ζ )∥∥Ω∗1 )‖ηψ˜‖Ω∗1
 C
(
N/2+2γ0 + −αN/2‖ζ‖1+α
Ω∗1
)‖ψ˜‖Ω∗1
 C
(
2γ0−2α0 + τ0)σ0 ,
and (
Q(z)
[
(η − 1)φ], ψ˜)
Ω∗1 \Ω1 +
(
Q(z)φ, (1 − η)ψ˜
)
Ω∗1 \Ω1
 C‖φ‖Ω3‖ψ˜‖Ω∗1 Cσm.
Combining the above estimates we obtain(
Q(z)ψ, ψ˜
)
Ω∗1
C
(
2γ0−2α0 + τ0)σ0 +Cσm.
It follows that ∥∥P ∗,zQ(z)ψ∥∥Ω∗1 C(2γ0−2α0 + τ0)σ0 +Cσm. (3.42)
Combining (3.41) and (3.42) we deduce
‖φ‖Ω1  C
(
2γ0−2α0 + τ0)σ0 +Cσm
 σ0
provided that  > 0 is small enough and z ∈ Z . This proves (3.38).
Step 4. Proof of (3.39).
We now show that there exists ∗4 ∈ (0, ∗3 ] small such that for  ∈ (0, ∗4 ] \ Σδ and z ∈ Z ,
(3.39) holds.
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(
Q(z)φ,ψ
)

= −(k(z)+R′,z(ζ ),ψ), ∀ψ ∈ E,z. (3.43)
We now need the conclusion of Corollary 2.7 for (2.53) with AR0,R the following annulus
Ω∗0 :=
{
x ∈ RN : |x| ∈ [r0 − 5θ, r0 + 5θ ]
}
.
(See Remark 2.8(ii).) We can now write
H 1
(
Ω∗0
)= H˜ + ⊕ H˜ −,
where (H˜ +, H˜ −) is the counterpart of (H+,H−) for (2.53).
Denote φ˜ = φ|Ω∗0 and write
φ˜ = φ˜+ + φ˜−, where φ˜+ ∈ H˜ +, φ˜− ∈ H˜ −.
Then choose η ∈ C2(B1) such that
0 η 1 in B1, η = 1 in Ω0, η = 0 in B1 \Ω∗0 .
We can then view ηφ˜− as defined in B1 extended by 0 over B1 \Ω∗0 . Take ψ = −ηφ˜− in (3.43).
We obtain
(
Q(z)φ,−ηφ˜−
)

= −(k(z)+R′,z(ζ ),−ηφ˜−)
= (R′,z(ζ ), ηφ˜−)Ω∗0

∥∥R′,z(ζ )∥∥Ω∗0 ‖ηφ˜−‖Ω∗0
 C−αN/2‖ζ‖1+α
Ω∗0
‖φ˜−‖Ω∗0
 C−αN/2σm(1+α)‖φ˜−‖Ω∗0
 Cβ0+1σm‖φ˜−‖Ω∗0 , (3.44)
where we have used Ω∗0 ⊂ Ω3 ∪ [B1 \ (Ω1 ∪Ω3)] and α(σm −N/2) > β0 + 1.
Since Ω∗0 \Ω0 Ω3, we can take (Ω ′,Ω) = (Ω∗0 \Ω0,Ω3) in (3.32) to deduce
‖φ‖Ω∗0 \Ω0  σm+1  σm+β0 , (3.45)
where we have used α(σm −N/2) > β0 + 1 and the formula for σi .
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Q(z)φ,−ηφ˜−
)

= (Q(z)φ,−ηφ˜−)Ω∗0
= −
∫
Ω∗0
[
2Dφ ·D(ηφ˜−)− ft
(|x|, u)φηφ˜−]dx
= −
∫
Ω0
[
2Dφ ·Dφ˜− − ft
(|x|, u)φφ˜−]dx
−
∫
Ω∗0 \Ω0
[
2Dφ ·D(ηφ˜−)− ft
(|x|, u)φηφ˜−]dx
= −
∫
Ω∗0
[
2|Dφ˜−|2 − ft
(|x|, u)(φ˜−)2]dx
+
∫
Ω∗0 \Ω0
[
2Dφ ·Dφ˜− − ft
(|x|, u)φφ˜−]dx
−
∫
Ω∗0 \Ω0
[
2Dφ ·D(ηφ˜−)− ft
(|x|, u)φηφ˜−]dx
 c13/2‖φ˜−‖2Ω∗0 −C‖φ‖Ω∗0 \Ω0‖φ˜−‖Ω∗0 \Ω0
 c13/2‖φ˜−‖Ω∗0 −Cβ0+σm‖φ˜−‖Ω∗0 , (3.46)
where we have used (2.49) (and Remark 2.8(ii) with AR0,R = Ω∗0 ) and (3.45).
Combining (3.44) with (3.46) we deduce
c1
3/2‖φ˜−‖2Ω∗0  C
(
β0+σm + β0+σm+1)‖φ˜−‖Ω∗0 .
Hence
‖φ˜−‖Ω∗0 = o(1)σm.
Similarly we can show that
‖φ˜+‖Ω∗0 = o(1)σm.
Therefore
‖φ‖Ω∗0 = ‖φ˜− + φ˜+‖Ω∗0  ‖φ˜−‖Ω∗0 + ‖φ˜+‖Ω∗0 = o(1)σm.
As a result,
‖φ‖B1\(Ω1∪Ω3)  ‖φ‖Ω∗0 = o(1)σm.
This proves (3.39).
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and z ∈ Z .
Step 5. Gz is a contraction mapping.
Let ζ1, ζ2 ∈Ω and denote
φi = Gz ζi, i = 1,2.
Then
(
Q(z)(φ1 − φ2),ψ
)

= (R′,z(ζ2)−R′,z(ζ1),ψ)
= (R′′,z(ζ )(ζ2 − ζ1),ψ), ∀ψ ∈ E,z,
where ζ = ζ(ζ1, ζ2,ψ) ∈Ω , since it is a convex set.
It is convenient to use the notation
φˆ = φ1 − φ2, ζˆ = ζ2 − ζ1.
Then we have
(
Q(z)φˆ,ψ
)

= (R′′,z(ζ )ζˆ ,ψ), ∀ψ ∈ E,z,
where ζ = ζ(ζ1, ζ2,ψ) ∈Ω and ‖ζ‖,Ω  ‖ζ1‖,Ω + ‖ζ2‖,Ω for any Ω ⊂ B1.
In the following, we will use arguments similar to those used above leading to the proof that
Gz maps Ω to itself. Therefore our explanation will be less detailed.
Similar to (3.32), we show that for any two open sets Ω and Ω ′ satisfying Ω ′ Ω ⊂ Ω2,
‖ζ1‖Ω,‖ζ2‖Ω  σk implies ‖φˆ‖Ω ′  α(1+α)kτ0‖ζˆ‖Ω. (3.47)
Choose η as in (3.34) and we similarly obtain
(
Q(z)φˆ, ηφˆ
)= (R′′,z(ζ )ζˆ , ηφˆ)Ω

∥∥R′′,z(ζ )∥∥Ω‖ζˆ‖Ω‖ηφˆ‖Ω
 C−αN/2‖ζ‖αΩ‖ζˆ‖‖φˆ‖Ω
 Cα(σk−N/2)‖ζˆ‖‖φˆ‖Ω
= Cτ0+α(1+α)kτ0‖ζˆ‖‖φˆ‖Ω.
On the other hand, similar to (3.35),
(
Q(z)φˆ, ηφˆ
)
M1‖φˆ‖2Ω ′ −C‖φˆ‖2Ω,
and hence
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kτ0‖ζˆ‖‖φˆ‖Ω
 Cτ0‖φˆ‖2Ω +Cτ0+2α(1+α)
kτ0‖ζˆ‖2.
We may iterate this inequality to deduce
‖φˆ‖2Ω ′  Cnnτ0‖φˆ‖2Ω +Cnτ0+2α(1+α)
kτ0‖ζˆ‖2.
Since
‖φˆ‖Ω2  ‖φˆ‖
∥∥(Qz)−1∥∥∥∥R′′,z(ζ )ζˆ∥∥
C−β0−αN/2ασ0‖ζˆ‖
C−β0+τ0‖ζˆ‖,
we find that if we choose n large enough, then
‖φˆ‖2Ω ′  Cτ0+2α(1+α)
kτ0‖ζˆ‖2.
Therefore, for all small ,
‖φˆ‖Ω ′  Cτ0/2+α(1+α)kτ0‖ζˆ‖ α(1+α)kτ0‖ζˆ‖.
This proves (3.47).
Since ζ1, ζ2 ∈Ω , we have ‖ζj‖Ω˜i  σi for j = 1,2 and hence we can apply (3.47) to con-
clude that
‖φˆ‖Ω˜i+1  α(1+α)
iτ0‖ζˆ‖.
In particular,
‖φˆ‖Ω3 = ‖φˆ‖Ω˜m  α(1+α)
m−1τ0‖ζˆ‖. (3.48)
Next we estimate ‖φˆ‖Ω1 . Choose η as in (3.41). We have∥∥P ∗,zQ(z)ηφˆ∥∥Ω∗1  2c‖φˆ‖Ω1 −C‖φˆ‖Ω3
 2c‖φˆ‖Ω1 −Cα(1+α)
m−1τ0‖ζˆ‖. (3.49)
On the other hand, similar to the arguments leading to (3.42), we have∥∥P ∗,zQ(z)ηφˆ∥∥Ω∗1  ∥∥R′′,z(ζ )∥∥Ω∗1 ‖ζˆ‖Ω∗1 +C‖φˆ‖Ω3
 C−αN/2‖ζ‖α
Ω∗1
‖ζˆ‖ +Cα(1+α)m−1τ0‖ζˆ‖
 C−αN/2ασ0‖ζˆ‖ +Cα(1+α)m−1τ0‖ζˆ‖
 C
[
τ0 + α(1+α)m−1τ0]‖ζˆ‖.
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‖φˆ‖Ω1  C
[
τ0 + α(1+α)m−1τ0]‖ζˆ‖ = o(1)‖ζˆ‖. (3.50)
Finally we consider ‖φˆ‖B1\(Ω1∪Ω3). Denote φˆ∗ = φˆ|Ω∗0 and write
φˆ∗ = φˆ∗+ + φˆ∗− with φˆ∗± ∈ H˜ ±.
Choosing η as in (3.44) we similarly obtain(
Q(z)φˆ,−ηφˆ∗−
)= −(R′′,z(ζ )ζˆ , ηφˆ∗−)Ω∗0
 C−αN/2ασm‖ζˆ‖∥∥φˆ∗−∥∥Ω∗0
 Cβ0+1‖ζˆ‖∥∥φˆ∗−∥∥Ω∗0 . (3.51)
Applying (3.47) with (Ω ′,Ω) = (Ω∗0 \Ω0,Ω3), we obtain
‖φˆ‖Ω∗0 \Ω0  α(1+α)
mτ0‖ζˆ‖.
Then, similar to (3.46), we have(
Q(z)φˆ,−ηφˆ∗−
)

= (Q(z)φˆ,−ηφˆ∗−)Ω∗0
 c13/2
∥∥φˆ∗−∥∥2Ω∗0 −C‖φˆ‖Ω∗0 \Ω0∥∥φˆ∗−∥∥Ω∗0 \Ω0
 c13/2
∥∥φˆ∗−∥∥2Ω∗0 −Cα(1+α)mτ0‖ζˆ‖∥∥φˆ∗−∥∥Ω∗0 \Ω0 .
This combined with (3.51) implies
3/2
∥∥φˆ∗−∥∥2Ω∗0  C(β0+1 + α(1+α)mτ0)‖ζˆ‖∥∥φˆ∗−∥∥Ω∗0
 Cβ0‖ζˆ‖∥∥φˆ∗−∥∥Ω∗0 .
Therefore ∥∥φˆ∗−∥∥Ω∗0  Cβ0−3/2‖ζˆ‖.
Similarly, ∥∥φˆ∗+∥∥Ω∗0  Cβ0−3/2‖ζˆ‖.
It follows that
‖φˆ‖Ω∗  Cβ0−3/2‖ζˆ‖.0
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By (3.48), (3.50) and (3.52), we finally obtain
‖φˆ‖B1  ‖φˆ‖Ω1 + ‖φˆ‖Ω3 + ‖φˆ‖B1\(Ω1∪Ω3) = o(1)‖ζˆ‖.
This completes our Step 5 that Gz is a contraction mapping on Ω provided that  satisfies the
stated conditions.
Thus for all such , Gz has a unique fixed point ζ(z) in Ω . Moreover, the dependence
of ζ(z) on z is as smooth as k(z), Q(z) and R′,z on z. In particular, it is C1. Finally (3.7) is a
consequence of ζ(z) ∈Ω . This completes our proof of Proposition 3.2.
3.3. Proof of Theorem 1.1
We now prove Theorem 1.1 by completing our reduction process. It turns out that once Propo-
sition 3.2 is proved, the rest of the arguments are similar to the proof of Theorem 3.4 of [13,
pp. 128–132]. So we will omit some of the details.
As is well known (see Proposition 2.9 and its proof in [16] for a similar situation), if z ∈ Z
is a critical point of
F(z) := I˜
(
z, ζ(z)
)= I(U˜,z + ζ(z)),
then v := U˜,z + ζ(z) will be a critical point of I and hence a solution to (3.1).
We now set to show the existence of such a z . By the expansion of I˜ (z, ζ ) and the estimates
in Proposition 3.2 and Lemma 3.5, we have
F(z) = I˜
(
z, ζ(z)
)
= I˜ (z,0)+ (k(z), ζ(z)) + 12 (Q(z)ζ(z), ζ(z)) +R,z(ζ(z))
= I˜ (z,0)+O(∥∥k(z)∥∥∥∥ζ(z)∥∥)+O(∥∥ζ(z)∥∥2)+O(∥∥R′,z(ζ(z))∥∥∥∥ζ(z)∥∥)
= I˜ (z,0)+O(N+4γ0).
Since U˜,z = 0 for x /∈ Ω2, where we denote
Ωρ := {x ∈ B1: |x| ∈ [r1 − ρθ, r1 + ρθ ]},
we have
I˜ (z,0) = I (U˜,z)
= 1
2
∫
2
[
2|DU˜,z|2 − ft
(|x|, u)U˜2,z − 2G(|x|, U˜,z)]dx.
Ω
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constant independent of , we have∫
Ω2
2|DU˜,z|2 dx =
∫
Ω1
2|DU,z|2 dx +O(1)e−c0/
=
∫
RN
2|DU,z|2 dx +O(1)e−c0/
= N
∫
RN
|Du|2 dx +O(1)e−c0/
= A0N +O(1)e−c0/,
where
A0 :=
∫
RN
f˜ (U)U dx,
and we have used −U = f˜ (U).
Using the exponential decay of U,z and the exponential smallness of u over Ω2, we have∫
Ω2
[
(1/2)ft
(|x|, u)U˜2,z +G(|x|, U˜,z)]dx
=
∫
Ω1
[
(1/2)ft
(|x|, u)U2,z +G(|x|,U,z)]dx +O(1)e−c0/
=
∫
Ω1
[
F
(|x|, u +U,z)− F (|x|, u)− f (|x|, u)U,z]dx +O(1)e−c0/
=
∫
Ω1
F
(|x|,U,z)dx +O(e−c0/)
=
∫
Ω1
F˜ (U,z) dx +
∫
Ω1
[
a
(|x|)− a(r1)](13U3,z − 12U2,z
)
dx +O(e−c0/)
= N
∫
RN
F˜ (U)dx + [a(|z|)− a(r1)+O(A())] ∫
|x−z|1/2
(
1
3
U3,z −
1
2
U2,z
)
dx
+O(e−c0/1/2) (where A() = o(2γ0) is defined in (3.30))
= N
∫
RN
F˜ (U)dx + [a(|z|)− a(r1)+ o(2γ0)] ∫
RN
(
1
3
U3,z −
1
2
U2,z
)
dx +O(e−c0/1/2)
= N
∫
N
F˜ (U)dx + [a(|z|)− a(r1)+ o(2γ0)]N ∫
N
(
1
3
U3 − 1
2
U2
)
dx +O(e−c0/1/2).R R
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I˜ (z,0) = NA+ N ([a(r1)− a(|z|)]B + o(2γ0))+O(−c0/1/2),
where
A := A0 −
∫
RN
F˜ (U)dx, B =:
∫
RN
(
1
3
U3 − 1
2
U2
)
dx.
It follows that
F(z) = NA+ N
([
a(r1)− a
(|z|)]B + o(2γ0))+O(N+4γ0)
= NA+ N ([a(r1)− a(|z|)]B + o(2γ0)).
Since 0 < U < 1, we have B < 0. Since a′(r1) = 0 and a′′(r1) = 0, a(r) has a local maxi-
mum or minimum at r1. For definiteness, we assume that a′′(r1) > 0 and hence there is a local
minimum at r1. Then for z ∈ Z ,
a(r1)− a
(|z|)= −a′′(r1)(|z| − r1)2 + o(2γ0),
and hence,
F(z) = NA+ N
(−a′′(r1)(|z| − r1)2B + o(2γ0)). (3.53)
From (3.53) it is clear that the minimum of F(z) in Z is achieved in the interior of Z provided
that  is sufficiently small (and such that ζ(z) is defined).
Thus we have proved the existence of a solution to (1.1) of the form
u + v, v = U˜,z + ζ(z),
with z ∈ Z and ζ(z) satisfying (3.7). It follows from rather standard elliptic estimates that
(3.7) implies that ζ(z) → 0 uniformly in B1. Moreover, due to the exponential decay property
of U,z, (U˜,z −U,z) → 0 uniformly for x ∈ B1 and z ∈ Z . Therefore,
v(x)−U,z (x) = v(x)−U
(
x − z

)
→ 0
uniformly in B1.
This completes the proof of Theorem 1.1.
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Finally we mention some variations of Theorem 1.1 that can be proved by some simple mod-
ifications of our method.
Remark 3.6. If a′(r0) > 0 is replaced by a′(r0) < 0, then (1.1) has a stable single layered radially
symmetric solution of the form u = ψ,1 +ω (see Remark 1.1 in [15]). In such a case, under the
same conditions for a(r) at r1, for all small  > 0 (Σδ is no longer needed), (1.1) has a solution
of the form u + v , where v is as described in Theorem 1.1. The proof of this fact is in fact
much simpler. For this case, the analysis in Section 2 is not needed, and due to (2.36) in [15], the
estimate (3.10) in Lemma 3.4 can be replaced by
∥∥P,zQ(z)ζ∥∥  |μ0|2 ‖ζ‖, ∀ζ ∈ E,z,
which holds for all small  > 0. The rest of the proof is similar.
Remark 3.7. If r1 ∈ (0, r0) is replaced by r1 ∈ (r0,1), then (1.1) no longer has a solution of the
form u + v . Instead it has a solution of the form u¯ + v , where u¯ is a stable single layered
radially symmetric solution close to 1 − u . If, however, we also change a(r1) ∈ (0,1/2) to
a(r1) ∈ (1/2,1), then (1.1) has a solution of the form u − v .
Remark 3.8. Our method can be used to construct solutions of the form
u =
m∑
i=1
(u,i + v,i),
with each pair (u,i , v,i) as described in Remarks 3.6 or 3.7, provided that a(r) satisfies the
corresponding suitable conditions at m pairs of points in (0,1): r10 , r11 ; r20 , r21 ; . . . ; rm0 , rm1 .
Acknowledgment
I would like to thank Dr. Shusen Yan for several interesting discussions.
References
[1] S. Ai, X. Chen, S.P. Hastings, Layers and spikes in non-homogeneous bistable reaction–diffusion equations, Trans.
Amer. Math. Soc. 358 (2006) 3169–3206.
[2] N.D. Alikakos, P.W. Bates, G. Fusco, Solutions to the nonautonomous bistable equation with specified Morse index.
Part I. Existence, Trans. Amer. Math. Soc. 340 (1993) 641–654.
[3] A. Ambrosetti, A. Malchiodi, W.-M. Ni, Singularly perturbed elliptic equations with symmetry: Existence of solu-
tions concentrating on spheres, part I, Comm. Math. Phys. 235 (2003) 427–466.
[4] A. Ambrosetti, A. Malchiodi, W.-M. Ni, Singularly perturbed elliptic equations with symmetry: Existence of solu-
tions concentrating on spheres, part II, Indiana Univ. Math. J. 53 (2004) 297–329.
[5] S.B. Angenent, J. Mallet-Paret, L.A. Peletier, Stable transition layers in a semilinear boundary value problem,
J. Differential Equations 67 (1987) 212–242.
[6] E.N. Dancer, J. Wei, On the profile of solutions with two sharp layers to a singularly perturbed semilinear Dirichlet
problem, Proc. Roy. Soc. Edinburgh Sect. A 127 (1997) 691–701.
Y. Du / J. Differential Equations 244 (2008) 117–169 169[7] E.N. Dancer, J. Wei, On the location of spikes of solutions with two sharp layers for a singularly perturbed semilinear
Dirichlet problem, J. Differential Equations 157 (1999) 82–101.
[8] E.N. Dancer, S. Yan, Multi-layer solutions for an elliptic problem, J. Differential Equations 194 (2003) 382–405.
[9] E.N. Dancer, S. Yan, Construction of various types of solutions for an elliptic problem, Calc. Var. Partial Differential
Equations 20 (2004) 93–118.
[10] M. del Pino, Radially symmetric internal layers in a semilinear elliptic system, Trans. Amer. Math. Soc. 347 (1995)
4807–4837.
[11] M. del Pino, M. Kowalczyk, J. Wei, Concentration on curves for nonlinear Schrödinger equations, Comm. Pure
Appl. Math. 59 (2006) 1–34.
[12] M. del Pino, M. Kowalczyk, J. Wei, Resonance and interior layers in an inhomogeneous phase transition model,
SIAM J. Math. Anal. 38 (2006/07) 1542–1564.
[13] Y. Du, Z.M. Guo, Boundary layer and spike layer solutions for a bistable elliptic problem with generalized boundary
conditions, J. Differential Equations 221 (2006) 102–133.
[14] Y. Du, Z.M. Guo, F. Zhou, Boundary blow-up solutions with interior layers and spikes in a bistable problem,
Discrete Contin. Dyn. Syst. 19 (2007) 271–298.
[15] Y. Du, K. Nakashima, Morse index of layered solutions to the heterogeneous Allen–Cahn equation, J. Differential
Equations 238 (2007) 87–117.
[16] Y. Du, S. Yan, Boundary blow-up solutions with a spike layer, J. Differential Equations 205 (2004) 156–184.
[17] J.K. Hale, K. Sakamoto, Existence and stability of transition layers, Japan J. Appl. Math. 5 (1988) 367–405.
[18] J. Jang, On spike solutions of singularly perturbed semilinear Dirichlet problems, J. Differential Equations 114
(1994) 370–395.
[19] F. Mahmoudi, A. Malchiodi, J. Wei, Transition layer for the heterogeneous Allen–Cahn equation, preprint.
[20] A. Malchiodi, M. Montenegro, Boundary concentration phenomena for a singularly perturbed elliptic problem,
Comm. Pure Appl. Math. 55 (2002) 1507–1568.
[21] K. Nakashima, Multi-layered stationary solutions for a spatially inhomogeneous Allen–Cahn equation, J. Differen-
tial Equations 191 (1) (2003) 234–276.
[22] K. Nakashima, K. Tanaka, Clustering layers and boundary layers in spatially inhomogeneous phase transition prob-
lems, Ann. Inst. H. Poincaré Anal. Non Linéaire 20 (1) (2003) 107–143.
[23] W.M. Ni, I. Takagi, J. Wei, On the location and profile of intermediate solutions to a singularly perturbed semilinear
Dirichlet problem, Duke Math. J. 94 (1998) 597–618.
[24] M. Urano, K. Nakashima, Y. Yamada, Transition layers and spikes for a bistable reaction–diffusion equation, Adv.
Math. Sci. Appl. 15 (2005) 683–707.
