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Abstract. We study the spectrum of an operator matrix arising in the spec-
tral analysis of the energy operator of the spin-boson model of radioactive
decay with two bosons on the torus. An analytic description of the essential
spectrum is established. Further, a criterion for the finiteness of the number
of eigenvalues below the bottom of the essential spectrum is derived.
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1. Introduction
In this paper we study the essential spectrum and discrete spectrum of the tridi-
agonal operator matrix
H :=

H00 H01 0
H∗01 H11 H12
0 H∗12 H22
 (1)
in the so-called truncated Fock space
H := H0 ⊕H1 ⊕H2
with H0 := C, H1 := L2(Ω,C) and H2 := L2sym(Ω
2,C). Here Ω is a d-dimensional
open cube (−a, a)d, d ∈ N, a ∈ (0,∞), and L2sym(Ω
2,C) stands for the subspace of
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L2(Ω2,C) consisting of symmetric functions (with respect to the two variables).
The operator entries Hij : Hj → Hi, |i− j| ≤ 1, i, j = 0, 1, 2, are given by
H00f0 = w0f0, H01f1 =
∫
Ω
v0(s)f1(s) ds,
(H11f1)(x) = w1(x)f1(x), (H12f2)(x) =
∫
Ω
v1(x, s)f2(x, s) ds, (2)
(H22f2)(x, y) = w2(x, y)f2(x, y),
for almost all (a.a.) x, y ∈ Ω with parameter functions satisfying certain rather
weak conditions to be specified below.
Operator matrices of this form play a key role for the study of the energy
operator of the spin-boson Hamiltonian with two bosons on the torus. In fact, the
latter is a 6 × 6 operator matrix which is unitarily equivalent to a 2 × 2 block
diagonal operator with two copies of a particular case of H on the diagonal, see
e.g. [11, Section III]. Consequently, the essential spectrum and finiteness of discrete
eigenvalues of the spin-boson Hamiltonian are determined by the corresponding
spectral information on the operator matrix H in (1).
Independently of whether the underlying domain is a torus or the whole
space Rd, the full spin-boson Hamiltonian is an infinite operator matrix in Fock
space for which rigorous results are very hard to obtain. One line of attack is to
consider the compression to the truncated Fock space with a finite number N of
bosons, and in fact most of the existing literature concentrates on the case N ≤ 2.
For the case of Rd there are some exceptions, see e.g. Hu¨bner, Spohn [5], [6] for
arbitrary finite N and Zhukov, Minlos [16] for N = 3, where a rigorous scattering
theory was developed for small coupling constants.
For the case when the underlying domain is a torus, the spectral properties of
a slightly simpler version of H were investigated by Muminov, Neidhardt and Ra-
sulov [11], Albeverio, Lakaev and Rasulov [2], Lakaev and Rasulov [8], Rasulov [12],
see also the references therein. In the case when v1 is a function of a single vari-
able and all parameter functions are continuous (sometimes even real-analytic)
with special properties on a closed torus of specific dimension, an analytic descrip-
tion of the essential spectrum was first given in [8]; a Birman-Schwinger type result
was first established in [2]; the finiteness of the discrete spectrum was analysed in
[11] for d = 1 with real-analytic parameter functions.
In this paper we establish an analytic description of the essential spectrum, a
Birman-Schwinger type result as well as a criterion guaranteeing the finiteness of
discrete eigenvalues below the bottom of the essential spectrum of H . Compared
to earlier work, we achieve these results in a more general setting with weaker
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conditions on the parameter functions. For example, the dimension d ∈ N is ar-
bitrary, the parameter function v1 is required to be neither of one variable nor
real-analytic or continuous. In fact, our analysis shows that it suffices to require
the boundedness of the functions x 7→ ‖v1(x, ·)‖L2+ε(Ω) and y 7→ ‖v1(·, y)‖L2+4/ε(Ω)
on Ω for some ε > 0. Although we consider the case a <∞ throughout the paper,
our methods are of local nature and also apply to the case a =∞ where Ω = Rd.
¡ Another difference to earlier work is that we employ more abstract me-thods,
allowing for simpler proofs of the first two results mentioned above; in particular,
we do not make use of the so-called generalized Friedrichs model in our analysis.
However, in spite of being self-adjoint and bounded (with compact underlying do-
main), the operator matrix H in (1) is, up to our knowledge, not covered by any
of the currently existing abstract results such as [3], [1], [10], [7], [9].
The abstract results on the essential/discrete spectrum in [3], [1], [10] do not
apply since the required compactness assumptions on certain auxiliary operators
are violated mainly due to the non-compactness of partial-integral operators. The
variational principles of [7], [9] do not give information on the finiteness/infiniteness
of discrete eigenvalues either because none of the diagonal entries ofH has infinitely
many discrete eigenvalues. For the present approach, since the last diagonal entry
H22 of H is a multiplication operator, it turned out to be natural to use singular
sequences to describe one part of the essential spectrum and to employ a Schur
complement approach to describe the second part.
We mention that, in a more concrete setting, the infiniteness of the discrete
eigenvalues below the bottom of the essential spectrum of H and corresponding
eigenvalue asymptotics were also discussed in the literature, see e.g. Albeverio,
Lakaev and Rasulov [2]; these results were obtained using the machinery developed
in Sobolev [14]. To achieve analogous results in our general setting seems to be
very challenging and is beyond the scope of this paper.
The paper is organized as follows. In Section 2 we formulate the hypotheses on
the parameter functions, explain the reduction of the problem to a 2× 2 operator
matrix and describe the Schur complement of the latter. In Sections 3 and 4
we establish the analytic description of the essential spectrum and a Birman-
Schwinger type result, respectively. In Section 5, inspired by the methods of [2],
we derive the criterion for the finiteness of the discrete spectrum below the bottom
of the essential spectrum of H . Section 6 contains some concluding remarks e.g.
on the limiting case a =∞ and on modifications of the assumptions under which
our results continue to hold.
The following notations will be used in the sequel: cl (X) denotes the closure
of a setX ⊂ Rd in Rd (w.r.t. the standard topology); for a complex-valued function
ϕ, we denote by ϕ∗ the complex conjugate of ϕ; ran(f) and ess ran(f) respectively
denote the range and the essential range of a (measurable) function f on Ω or Ω2,
respectively; a function f on Ω2 is called symmetric if f(x, y) = f∗(y, x) for (a.a.
if applicable) x, y ∈ Ω.
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2. The block operator matrix
Throughout the paper we assume that the parameter functions in (2) satisfy the
following hypotheses.
Assumption (A). w0 ∈ R, v0 ∈ L2(Ω,C), w1 ∈ L∞(Ω,R), w2 ∈ C(Ω2)∩L∞(Ω2,R)
with w2(x, y) = w2(y, x), x, y ∈ Ω. For some ε > 0 the functions x 7→ v1(x, · ) and
y 7→ v1( · , y) belong to L∞(Ω, L2+ε(Ω,C)) and L∞(Ω, L2+4/ε(Ω,C)), respectively,
i.e.
ess sup
x∈Ω
‖v1(x, · )‖L2+ε(Ω) <∞, ess sup
y∈Ω
‖v1( · , y)‖L2+4/ε(Ω) <∞. (3)
Remark 2.1. (i) Under Assumption (A), it is easy to see that H : H → H is an
everywhere defined bounded self-adjoint operator.
(ii) Since H00, H01 and H10 are finite-rank operators and the essential spectrum
as well as the finiteness of (parts of) the discrete spectrum of self-adjoint operators
are invariant with respect to finite-rank perturbations (see e.g. [4, Chapter IX]),
we can restrict ourselves to studying the spectrum of the 2× 2 operator matrix
A :=
(
H11 H12
H∗12 H22
)
. (4)
acting in the Hilbert space H1 ⊕H2.
(iii) Since Vol (Ω) <∞, Ho¨lder’s inequality together with the second condition in
(3) yields that v1(x, · ) ∈ L2(Ω,C) for a.a. x ∈ Ω and
ess sup
x∈Ω
‖v1(x, · )‖L2(Ω) ≤ (2a)
εd
4+2ε ess sup
x∈Ω
‖v1(x, · )‖L2+ε(Ω) <∞. (5)
It is easy to check that the adjoint operator H∗12 : H1 → H2 is given by
(H∗12f)(x, y) =
1
2
v1(x, y)
∗f(x) +
1
2
v1(y, x)
∗f(y), f ∈ H1,
for a.a. x, y ∈ Ω.
Schur complements have proven to be useful tools when dealing with 2 × 2
operator matrices (see e.g. [15]). The first Schur complement associated with the
operator matrix A− z is given by
S(z) = H11 − z −H12(H22 − z)
−1H∗12 =: ∆(z) +K(z)
for z /∈ σ(H22) = cl (ranw2) where ∆(z) : H1 → H1 is the multiplication operator
by the function ∆( · ; z) defined as
∆(x; z) := w1(x) − z −
1
2
∫
Ω
|v1(x, y)|2
w2(x, y)− z
dy, x ∈ Ω, (6)
and K(z) : H1 → H1 is the integral operator with kernel K( · , · ; z) given by
K(x, y; z) := −
1
2
v1(x, y)v1(y, x)
∗
w2(x, y)− z
, (x, y) ∈ Ω2. (7)
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For every z∈R \ cl (ranw2), the Schur complement S(z) is bounded and self-
adjoint in H1, the function ∆( · ; z) is real-valued and K(x, y; z) = K(y, x; z)∗,
x, y ∈ Ω; thus the operators ∆(z) and K(z) are self-adjoint, too. Moreover,
it follows from (5) that ess supx∈Ω∆(x; z) < ∞ for every z ∈ R \ cl (ranw2).
Therefore, the multiplication operator ∆(z) : H1 → H1 is bounded for every
z ∈ R \ cl (ranw2), and hence so is K(z) : H1 → H1. In fact, we have more
than just the boundedness of the integral operator K(z) as a corollary of the next
lemma.
Lemma 2.2. Let Assumption (A) be satisfied. For every z ∈ R \ cl (ranw2), the
integral operator K(z) : H1 → H1 is Hilbert-Schmidt.
Proof. Let z ∈ R \ cl (ranw2) be fixed. By Young’s inequality, we have
|v1(x, y)|
2|v1(y, x)|
2 ≤
2
2 + ε
|v1(x, y)|
2+ε +
ε
2 + ε
|v1(y, x)|
2+4/ε
for a.a. x, y ∈ Ω. Therefore,
|K(x, y; z)|2 ≤
2|v1(x, y)|
2+ε + ε|v1(y, x)|
2+4/ε
4(2 + ε) dist(z, ranw2)2
for a.a. x, y ∈ Ω. On the other hand, in view of Assumption (A), it is easy to see
that the following estimates hold
‖v1‖
2+ε
L2+ε(Ω2) ≤ (2a)
d ess sup
x∈Ω
‖v1(x, · )‖
2+ε
L2+ε(Ω) <∞,
‖v1‖
2+4/ε
L2+4/ε(Ω2)
≤ (2a)d ess sup
y∈Ω
‖v1(y, · )‖
2+4/ε
L2+4/ε(Ω)
<∞.
Hence K( · , · ; z) ∈ L2(Ω2) and thus K(z) is Hilbert-Schmidt. 
3. Analytic description of the essential spectrum
The following theorem provides an explicit formula for the essential spectrum of
H in terms of the functions w2 and ∆ given by (2) and (6).
Theorem 3.1. Let Assumption (A) be satisfied and let
m := inf
(x,y)∈Ω2
w2(x, y), M := sup
(x,y)∈Ω2
w2(x, y). (8)
Then
σess(H) = Σ1 ∪ Σ2 (9)
where
Σ1 := cl (ranw2) = [m,M ], Σ2 := cl {z ∈ R \ Σ1 : 0 ∈ ess ran∆( · ; z)}.
Proof. Recall that, by Remark 2.1, σess(H) = σess(A) and thus it suffices to es-
tablish that σess(A) = Σ1 ∪ Σ2. First we show Σ1 ⊂ σess(A). Since the essential
spectrum is closed, we only have to prove the inclusion
{w2(x, y) : x, y ∈ Ω} ⊂ σess(A). (10)
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To this end, let z0 ∈ {w2(x, y) : x, y ∈ Ω} be arbitrary. Since w2 : Ω2 → R is
continuous on Ω2 by Assumption (A), it follows that z0 = w2(x0, y0) for some
(x0, y0) ∈ Ω2.
Let χ be the normalized characteristic function of the annulus
{
x∈Ω : 12 ≤
‖x‖ ≤ 1
}
and define the sequences {ϕn}n∈N, {φn}n∈N ⊂ H1 = L2(Ω,C) by
ϕn(x) := 2
nd
2 χ(2n(x− x0)), φn(y) := 2
nd
2 χ(2n(y − y0)), x, y ∈ Ω;
note that ϕn = φn if x0 = y0. It is easy to check that
supp(ϕn) ∩ supp(ϕm) = supp(φn) ∩ supp(φm) = ∅
for all n,m ∈ N with n 6= m and that there is N0 ∈ N such that
‖ϕn‖L2(Ω) = ‖φn‖L2(Ω) = 1, supp(ϕn) ∩ supp(φk) = ∅
for all positive integers n, k ≥ N0. So both {ϕn}∞n=N0 and {φn}
∞
n=N0
are orthonor-
mal systems in H1.
Now consider the sequence {ψn}∞n=N0 defined by
ψn(x, y) =
{
ϕn(x)φn(y) = ϕn(x)ϕn(y) if x0 = y0,
1√
2
(
ϕn(x)φn(y) + ϕn(y)φn(x)
)
if x0 6= y0,
(11)
for x, y ∈ Ω. It is easy to see that the sequence {ψn}∞n=N0 is an orthonormal system
in H2 = L2sym(Ω,C). Hence the sequence {ψ˜n}
∞
n=N0
given by
ψ˜n(x, y) =
(
0
ψn(x, y)
)
, x, y ∈ Ω,
is an orthonormal system in H1 ⊕ H2. Thus, if we show ‖(A − z0)ψ˜n‖H → 0
as n → ∞, it follows that {ψ˜n}
∞
n=N0
is a singular sequence for A − z0 and thus
z0 ∈ σess(A), see [13]. Note that
‖(A− z0)ψ˜n‖
2
H = ‖H12ψn‖
2
L2(Ω) + ‖(H22 − z0)ψn‖
2
L2(Ω2).
By construction of the sequence {ψn}n∈N, it easily follows that
‖(H22 − z0)ψn‖L2(Ω2) = ‖(w2 − w2(x0, y0))ψn‖L2(Ω2) → 0, n→∞,
so it is left to be shown that
‖H12ψn‖L2(Ω) → 0, n→∞. (12)
By Assumption (A), there are constants C > 0 and ε > 0 such that
‖v1(x, · )‖L2+ε(Ω) ≤ C
for a.a. x ∈ Ω. Applying Ho¨lder’s inequality with p = 2 + ε and q = pp−1 , we thus
obtain ∣∣∣∣∫
Ω
v1(x, y)ϕn(y) dy
∣∣∣∣ ≤ ‖v1(x, · )‖Lp(Ω)‖ϕn‖Lq(Ω) ≤ C2nd( 12− 1q )
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for a.a. x ∈ Ω. In the same way it follows that∣∣∣∣∫
Ω
v1(x, y)φn(y) dy
∣∣∣∣ ≤ C2nd( 12− 1q )
for a.a. x ∈ Ω. Therefore, using ‖ϕn‖L2(Ω) = ‖φn‖L2(Ω) = 1 and applying the
triangle inequality, we easily obtain
‖H12ψn‖L2(Ω) ≤ C2
nd( 1
2
− 1q )+1, n ≥ N0. (13)
This proves (12) because q = 2− ε1+ε < 2.
Now it remains to be shown that (R \ Σ1) ∩ σess(A) = Σ2. To this end, let
z ∈ R\Σ1 be arbitrary. It is not difficult to check that [15, Theorem 2.4.7] applies
and yields
z ∈ σess(A) ⇐⇒ 0 ∈ σess(S(z)). (14)
Since K(z) is compact, we have σess(S(z))=σess(∆(z))=ess ran(∆( · ; z)). There-
fore, by (14),
z ∈ σess(A) ⇐⇒ 0 ∈ ess ran∆( · ; z) ⇐⇒ z ∈ Σ2. 
Remark 3.2. While it is always the case that Σ1 6= ∅, the following example shows
that Σ2 = ∅ may occur.
Let d ∈ N be arbitrary and let Ω = (−a, a)d with a = 2(1−d)/d so that
vol (Ω) = 2. Let w2 be an arbitrary function satisfying Assumption (A) and denote
its continuous extension to cl (Ω2) also by w2. If m,M are defined as in (8) and
we choose the parameter functions w1 and v1 as
v1(x, y) = (w2(x, y)−m)
1/2(M − w2(x, y))
1/2, x, y ∈ cl (Ω),
w1(x) = m+M −
1
2
∫
Ω
w2(x, y) dy, x ∈ cl (Ω),
then, clearly, Assumption (A) is satisfied and ∆( · ;m) ≡ ∆( · ;M) ≡ 0 on cl (Ω).
On the other hand, it is easy to see that the function z 7→ ∆(x; z) is strictly
decreasing on (−∞,m) ∪ (M,∞) for each fixed x ∈ cl (Ω). Therefore, for each
z < m, we have ∆(x; z) > ∆(x;m) = 0 for all x ∈ cl (Ω) and for each z > M , we
have ∆(x; z) < ∆(x;M) = 0 for all x ∈ cl (Ω). Consequently, Σ2 = ∅.
4. Birman-Schwinger type principle
For a bounded self-adjoint operator A : H → H and a constant λ ∈ R, we define
the quantity
n(λ;A) := sup
L⊂H
{dimL : (Au, u) > λ‖u‖2H, u ∈ L} = dimL(λ,∞)(A),
where L(λ,∞)(A) is the spectral subspace of A corresponding to the interval (λ,∞).
Note that, if n(λ;A) is finite, then it is equal to the number of the eigenvalues
of A larger than λ (counted with multiplicities), see e.g., [4, Section IX]. For
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λ ≤ minσess(A), we denote by N(λ;A) the number of eigenvalues of A that are
less than λ; observe that, for z < minσess(A),
N(z;A) = n(−z;−A). (15)
In the sequel, we will use the so-called Weyl inequality (see e.g. [4])
n(λ1 + λ2;V1 + V2) ≤ n(λ1;V1) + n(λ2;V2) (16)
for compact self-adjoint operators V1, V2 : H → H, and real numbers λ1, λ2.
The following lemma plays a crucial role in the analysis of the discrete spec-
trum.
Lemma 4.1. Let Assumption (A) be satisfied. For every z < minσess(A),
N(z;A) = N(0;S(z)). (17)
Proof. Let z < minσess(A) be fixed. Then z < minσ(H22) by Theorem 3.1. In the
Hilbert space H1 ⊕H2, we consider the operators
W (z) := diag(S(z), H22 − z), V (z) :=
(
I −H12(H22 − z)
−1
0 I
)
.
Clearly, V (z) : H → H is bijective and W (z) = V (z)(A − z)V (z)∗ due to the
Frobenius-Schur factorization, see e.g. [3]. Therefore,
N(z;A) = N(0;A− z)
= N(0;V (z)(A− z)V (z)∗)
= N(0;W (z)).
On the other hand,
N(0;W (z)) = N(0;S(z)) +N(0;H22 − z) = N(0;S(z)). 
Lemma 4.2. Let Assumption (A) be satisfied. For every z < minσess(A), we have
ess inf
x∈Ω
∆(x; z) > 0.
Proof. Suppose, to the contrary, that there exists z∗ < minσess(A) such that
ess inf
x∈Ω
∆(x; z∗) ≤ 0.
Then we must have
ess inf
x∈Ω
∆(x; z∗) < 0, (18)
for otherwise we would have z∗ ∈ σess(A) contradicting z∗ < minσess(A).
By (18) and Assumption (A), there exists a sequence {xn}n∈N ⊂ Ω satisfying
the conditions
∆(xn; z
∗) < 0, v1(xn, · ) ∈ L2+ε(Ω), n ∈ N. (19)
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Consider the sequence of functions z 7→ ∆(xn; z), n ∈ N, on (−∞, z∗]. For every
fixed n ∈ N, it is easy to see that
lim
z→−∞
∆(xn; z) = +∞, (20)
and z 7→ ∆(xn; z) is a continuous, strictly decreasing function on (−∞, z∗] as
∂
∂z
∆(xn; z) = −1−
1
2
∫
Ω
|v1(xn, y)|2
(w2(xn, y)− z)2
dy ≤ −1. (21)
Hence, in view of the first condition in (19), the mean-value theorem implies that
there exists a sequence {zn}n∈N ⊂ (−∞, z∗) with ∆(xn; zn) = 0 for each n ∈ N.
On the other hand, (20) implies that the sequence {zn}n∈N is bounded from below,
too. Therefore, by Bolzano-Weierstrass’ theorem, there is a subsequence {znk}k∈N
converging to some z0 ∈ (−∞, z
∗]. If we write,
∆(xnk ; z0) = ∆(xnk ; z0)−∆(xnk ; znk)
= (znk − z0)
(
1 +
1
2
∫
Ω
|v1(xnk , y)|
2
(w2(xnk , y)− z0)(w2(xnk , y)− znk)
dy
)
,
it follows from the second relation in (19) (see also Remark 2.1 (iii)) that the
integral in the bracket is finite and thus ∆(xnk ; z0) → 0, k → ∞. Therefore,
Theorem 3.1 shows that z0 ∈ σess(A), contradicting z0 < minσess(A). 
It follows from Lemma 4.2 that the function
x 7→ ∆(x; z)−1/2, x ∈ Ω, (22)
is well-defined and bounded for every z < min σess(A). Let T (z) be the integral
operator with kernel
T (x, y; z) := −∆(x; z)−1/2K(x, y; z)∆(y; z)−1/2, (x, y) ∈ Ω2, (23)
where K( · , · ; z) is defined as in (7).
Proposition 4.3. Let Assumption (A) be satisfied and let z < min σess(A) be arbi-
trary. Then T (z) : H1 → H1 is Hilbert-Schmidt and
N(z;A) = n(1;T (z)). (24)
Proof. Let z < min σess(A) be fixed. Lemma 4.2 implies that ∆(z)−1/2 : H1 → H1
is well-defined and positive operator. Since K(z) : H1 → H1 is Hilbert-Schmidt
by Lemma 2.2, and ∆(z)−1/2 : H1 → H1 is bounded, it follows that the operator
T (z) = −∆(z)−1/2K(z)∆(z)−1/2
is Hilbert-Schmidt, too. Recalling that S(z) = ∆(z) +K(z), we have
∆(z)−1/2S(z)∆(z)−1/2 = I +∆(z)−1/2K(z)∆(z)−1/2 = I − T (z).
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Therefore,
n(1, T (z)) = N(−1;−T (z)) = N(0; I − T (z))
= N
(
0;∆(z)−1/2S(z)∆(z)−1/2
)
= N(0;S(z)).
Applying Lemma 4.1, we thus obtain
N(z;A) = N(0;S(z)) = n(1, T (z)). 
5. Criterion for the finiteness of the discrete spectrum below the
bottom of the essential spectrum
For δ > 0, denote by Bδ(0) the ball of radius δ with centre at the origin in R
d. For
s ≥ 0, we define functions Φs : Ω2 → R,
Φs(x, y) =
{
‖x‖s + ‖y‖s if x ∈ Bδ(0)×Bδ(0),
1 otherwise.
(25)
Assumption (B). There exist constants α ≥ 0, β ∈ R, C1, C2 > 0, δ∈ (0, a) and a
unique point (t0, t0) ∈ Ω2 such that, for a.a. x, y ∈ Ω,
w2(x, y)−minσess(H) ≥ C1Φα(x− t0, y − t0), (26)
χBδ(t0)(y) |v1(x, y)| ≤ C2Φβ(0, y − t0). (27)
We denote by α∗ and β∗, respectively, the infimum and the supremum of the
values of α and β satisfying Assumption (B).
Remark 5.1. If minσess(H) /∈ Σ1, then α∗ = 0 and the function
∆( · ; minσess(H)) : Ω→ [0,∞) (28)
is well-defined. If min σess(H) ∈ Σ1 and Assumption (B) is satisfied, then the
function (28) is well-defined provided that α∗ < 2β∗ + d.
Assumption (C). There exist constants γ ≥ 0 and C3 > 0 such that for δ as in
Assumption (B), whenever α∗ < 2β∗ + d, then for a.a. x ∈ Ω,
∆(x; min σess(H)) ≥ C3Φγ(x− t0, 0). (29)
We denote by γ∗ the infimum of the values of γ satisfying Assumption (C).
Theorem 5.2. Let Assumptions (A), (B) and (C) be satisfied and let
α∗ + γ∗ < 2β∗ + d. (30)
Then the operator H has a finite number of eigenvalues (counted with multiplici-
ties) below minσess(H).
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Proof. Throughout the proof we adopt the notation Emin := minσess(A). Recall
that, in view of Remark 2.1, minσess(H) = minσess(A) and
N(Emin;H) <∞ ⇐⇒ N(Emin;A) <∞.
By Proposition 4.3, T (z) is Hilbert-Schmidt for all z < minσess(A). Next, we
show that T (Emin) is Hilbert-Schmidt as well.
It follows from Assumptions (A), (B) and (C) that the kernel of T (Emin) is
square-integrable if the function
(x, y) 7→ ‖x‖β
∗−γ∗/2‖y‖β
∗−γ∗/2 1
‖x‖α∗ + ‖y‖α∗
(31)
is square-integrable over Bδ(0)×Bδ(0). Passing to generalized polar coordinates,
it is easy to see that the latter is equivalent to∫ δ
0
∫ δ
0
1
(rα
∗
1 + r
α∗
2 )
2
r2β
∗−γ∗+d−1
1 r
2β∗−γ∗+d−1
2 dr1 dr2 <∞. (32)
Using the elementary inequality between the arithmetic and geometric means,
rα
∗
1 + r
α∗
2
2
≥
√
rα
∗
1 r
α∗
2 ,
it is not difficult to check that (32) holds if∫ δ
0
t(2β
∗+d)−(α∗+γ∗)−1 dt <∞,
which, in turn, holds if and only if α∗ + γ∗ < 2β∗ + d. Therefore, T (Emin) is
Hilbert-Schmidt if (30) is satisfied.
Summing up, T (z) is Hilbert-Schmidt for every z ≤ Emin. Moreover, it is
an immediate consequence of Lebesgue’s dominated convergence theorem that the
map T ( · ) : (−∞, Emin]→ L(H1) is continuous.
Next, let z ≤ Emin be arbitrary. Since T (z) is compact, we obviously have
n(1/2;T (z)) <∞. (33)
Using the Weyl inequality (16) for the compact self-adjoint operators
V1 = T (Emin), V2 = T (z)− T (Emin),
and λ1 = λ2 = 1/2, we obtain
n(1;T (z)) ≤ n(1/2;T (Emin)) + n(1/2;T (z)− T (Emin)).
Since T ( · ) : (−∞, Emin]→ L(H1) is continuous, we thus have
lim
zրEmin
n(1;T (z)) ≤ n(1/2;T (Emin)) + lim
zրEmin
n(1/2;T (z)− T (Emin))
= n(1/2;T (Emin)).
This together with Proposition 4.3 yields
N(Emin;A) = lim
zրEmin
N(z;A) ≤ n(1/2;T (Emin)) <∞. 
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Remark 5.3. Whenever minσess(H) /∈ Σ2, condition (30) is sharp in the sense
that, if α∗ + γ∗ ≥ 2β∗ + d, then the operator H may have an infinite number of
eigenvalues below minσess(H). This occurs, for example, for d = 1, Ω = [−pi, pi],
and
w1(x) = 1 + sin
2(x), v1(x, y) =
√
3
pi
sin(x),
w2(x, y) = ε(x) + 2ε(x+ y) + ε(y),
x, y ∈ [−pi, pi],
where ε(x) := 1− cos(x), x ∈ [−pi, pi], see [11] for more details.
6. Concluding remarks
We conclude the paper with some remarks on modifications of our assumptions
and results, and on the case a =∞.
6.1. The uniqueness of the point (x0, y0) ∈ Ω in Assumption (B) was assumed
just for simplicity. Theorem 5.2 can be generalized if we assume that there exist
finitely many points (tj , tj), j = 0, 1, . . . , N , and constants αj ≥ 0, βj ∈ R, γj ≥ 0,
j = 0, . . . , N , C1, C2, C3 > 0 and δ > 0 with
δ < min
k 6=l
0≤k,l≤N
1
2
dist((tk, tk), (tl, tl))
such that for a.a. x, y ∈ Ω and each j = 0, 1, . . . , N ,
1. w2(x, y)−minσess(H) ≥ C1
∏N
j=0 Φαj (x− tj , y − tj),
2. χBδ(tj)(y)|v1(x, y)| ≤ C2Φβj(0, y − tj),
3. ∆(x; min σess(H)) ≥ C3Φγj (x− tj , 0)
with Φs as in (25). Defining the constants α
∗
j , β
∗
j and γ
∗
j in an analogous way and
replacing condition (30) by
α∗j + γ
∗
j < 2β
∗
j + d, j = 0, 1, . . . , N,
the same analysis as above in a sufficiently small neighborhood of every point
(tj , tj) shows that the number of eigenvalues below minσess(H) remains finite in
this case.
Note that this is no longer true in general if the number of such points is
infinite, see [11] for an example in the smooth setting.
6.2. We mention that in the previous studies, e.g. in [11], it was always assumed
that the parameter function w2 has a unique non-degenerate global minimum,
which implies that α∗ = 2 in our Assumption (B).
While uniqueness in [11] was assumed just for simplicity, our analysis shows
that the non-degeneracy of the global minimum in [11] is not always needed to
guarantee the finiteness of the discrete spectrum below min σess(H), at least if
minσess(H) /∈ Σ2.
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6.3. Under assumptions analogous to Assumptions (B), (C) and with the same
method, one immediately obtains an analogue of Theorem 5.2 guaranteeing the
finiteness of discrete eigenvalues above maxσess(H).
6.4. Motivated by the application to spin-boson Hamiltonians on the torus in Rd
(which was studied e.g. in [11]), we focused on the case a < ∞ throughout the
paper. However, our methods are of local nature and thus readily apply to the case
of Ω = Rd where a = ∞. By requiring v1 to have a compact support in R
2 and
the conditions (3) of Assumption (A) to hold on the support of v1, and assuming
the rest of the hypotheses in Assumption (A) as well as in Assumptions (B), (C)
for Ω = Rd, we obtain the same conclusions of Theorems 3.1 and 5.2.
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