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Abstract
This Thesis reviews Vasiliev’s approach to Higher-Spin Gauge Theory and contains
some original results concerning new exact solutions of the Vasiliev equations and the
representation theory of the higher-spin algebra.
The review part covers the various formulations of the free theory as well as Vasiliev’s
full nonlinear equations, in particular focusing on their algebraic structure and on their
properties in various space-time signatures.
Then, the original results are presented. First, the 4D Vasiliev equations are formulated
in space-times with signatures (4 − p, p) and non-vanishing cosmological constant, and
some new exact solutions are found, depending on continuous and discrete parameters:
(a) an SO(4− p, p)-invariant family of solutions; (b) non-maximally symmetric solutions
with vanishing Weyl tensors and higher-spin gauge fields, that differ from the maximally
symmetric background solutions in the auxiliary field sector; and (c) solutions of the
chiral models with an infinite tower of Weyl tensors proportional to totally symmetric
products of two principal spinors. These are apparently the first exact 4D solutions with
non-vanishing massless higher-spin fields.
Finally, a generalized harmonic expansion of the Vasiliev’s master zero-form is performed
as a map from the associative algebra A of operators on the singleton phase space to
representations of the background isometry algebra that include one-particle states along
with linearized runaway solutions. Such Harish-Chandra modules are unitarizable in a
TrA-norm rather than in the standard Killing norm. We also take the first steps towards a
regularization scheme for handling strongly coupled higher-derivative interactions within
this operator formalism.
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Chapter 1
Introduction
Higher-Spin (HS) Fields have attracted the attention of theoretical physicists since the
very early days of Relativistic Field Theory. As soon as the importance of space-time
isometries was exploited, and free propagating particles were associated to the solutions
of invariant equations under the corresponding symmetry group, it became natural to
investigate the properties of relativistic fields of more general types. Indeed, the relativity
principle reduced the classification of linear relativistic wave equations to the classification
of the unitary irreducible representations (UIRs) of the Poincare´ group, and the latter
where found to be fully specified by the two quantum numbers of mass and spin [5].
Therefore, the very existence of massive and massless UIRs of the Poincare´ group with
arbitrary spin (or, more properly, helicity, in the massless case) was, and keeps on being,
the first motivation for a study of the corresponding field theories.
The massless, discrete-helicity case has received the greatest attention due to the local
symmetry principles associated to it. The gauge invariance that the field equations ac-
quire in the massless limit is a signal that they actually involve more variables than the
physical degrees of freedom (dof). In group-theoretical terms, this means that the space
of solutions no longer corresponds to an irreducible representation of the Poincare´ group,
but rather to an indecomposable one, in which the unphysical polarizations form an in-
variant submodule. The role of the gauge symmetry is precisely that of factoring out such
submodule, thereby defining the gauge field via an equivalence class.
The huge interest in gauge theories of course arises from the fact that massless lower-spin
fields (i.e., spin s ≤ 2) are known to describe the fundamental interactions, encoded in
the Standard Model and in Einstein’s General Relativity (GR): electroweak and strong
interactions are based on abelian and non-abelian spin-1 gauge fields, that implement
SU(3) × SU(2) × U(1) local symmetry, and gravity on a spin-2 gauge field, that essen-
tially implements diffeomorphism invariance. In Classical and Quantum Field Theory
(QFT), local symmetries put strong restrictions on, or completely determine, the dynam-
ics of fundamental constituents and the possible interactions between them - and have
1
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indeed led theoretical physicists to spectacular predictions.
By now, the classical lower-spin gauge theories are very well known, and explain an amaz-
ing variety of very different phenomena. But the history of Physics is, to a good extent,
a history of unification: formerly separated areas of investigation were shown to admit
a description within a single conceptual and formal framework, which proved to be suc-
cessful in increasing their predictive power. The last century achieved a partial success
in unifying the fundamental interactions mediated by spin-1 massless particles within the
framework of QFT. However, joining gravity in this technical and conceptual scheme still
faces enormous difficulties.
Indeed, a number of very important differences arise already at the classical level, when
one compares gauge fields of spin 1 and 2: first, the former is associated to a gauge
parameter ǫ(x) which is an arbitrary scalar function of space-time coordinates, and the
corresponding local symmetries are therefore internal, while spin-2 gauge fields are asso-
ciated to a vector gauge parameter ǫµ(x), which can be identified with an infinitesimal
change of coordinates, i.e., with space-time symmetries. This fact is at the root of many
differences - that, for example, account for the known subtleties in the tout-court inter-
pretation of gravity as a gauge theory in the Yang-Mills sense - that we shall examine in
detail in a broader and more general context. Let us only stress here the well-known fact
that, while consistent self-interactions of non Abelian spin-1 gauge fields demand finitely
many nonlinear terms (up to the quartic order in the Lagrangian), the same request for
a spin-2 field actually implies infinitely many nonlinear corrections of higher and higher
order! Furthermore, the propagators of massless fields in QFT show that the exchange of
even-spin massless boson gives rise to universally attractive static potentials, while odd -
spin gauge fields mediate attractive and repulsive static interactions among particles of
unlike and like charges, respectively. Finally, a QFT of spin-1 gauge fields, both abelian
and non-abelian, has been constructed and has been shown to be renormalizable, while
gravity is plagued by non-renormalizable infinities.
The fundamental difficulty of the many attempts at combining internal and space-time
symmetries into a bigger, more fundamental symmetry group, within a purely field-
theoretical scheme, were encoded into the famous Coleman-Mandula theorem [7] in 1967:
roughly speaking, it states that, under certain assumptions which at that time seemed
reasonable for any physically relevant field theory, any S-matrix - governing interactions
among quantum fields - symmetric under an algebra g which is bigger than the direct sum
of the Poincare´ (or at most the conformal) algebra P and some internal symmetry algebra
(spanned by elements that commute with the generators of P) has to be trivial. However,
one very important exception was indeed found a few years later: supersymmetry was the
first instance of a global symmetry that is not forbidden by the Coleman-Mandula theorem
and that transforms fields of different spin into one another. Such a way out was found
by explicitly evading one of the hypothesis of the theorem: in particular, by introducing
Grassmann-odd generators, i.e., spin-1/2 fermionic parameters, and constructing a graded
symmetry algebra, that acts via commutators and anti-commutators. The realm of the
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physically interesting theories was therefore expanded, and the new landmarks were put
down with the formulation of the Haag-Lopuszanski-Sohnius theorem [8], stating that,
under similar assumptions, the maximal symmetry of a nontrivial S-matrix is the direct
sum of the superconformal algebra and some internal symmetry algebra.
In 1976, the discovery of supergravity [23], a theory with local supersymmetry, renewed
the interest for Higher-Spin Gauge Theories (HSGT). Indeed, simple supergravity can be
obtained from the requirement of a consistent gravitational coupling (a crucial require-
ment for any matter or gauge field, due to the universality of the gravitational interaction)
for a massless spin-3/2 field, the gravitino, whose free equation had been written down
already in 1941 [4]. In some sense this was, historically, the first example of a HSGT, of
a theory which is invariant under a local transformations that rotates fields of different
spins among themselves, albeit a particularly simple one, for a reason that we shall ex-
plain later. Since then, higher spins are fields with spin s ≥ 5/2. The contributions of
the fermionic superpartners were actually improving the quantum behavior of the theory,
compared to pure gravity, but the theory still seemed to be divergent1.
Therefore, Higher-Spin Gauge Theories correspond to field theories that include mass-
less fields of various spins s and that are invariant under more general local symmetry
principles associated with parameters that are spin-(s − 1) fields. Although there is, at
present, no experimental evidence for fundamental particles of higher spin, from a purely
field theoretical point of view the study of a more general case may teach some impor-
tant lesson on the known gauge theories, and can lead to a better understanding of the
gauge principle. Moreover, our experience with supergravity suggests that the quantum
theory of a bigger symmetry multiplet, that contains the spin-2 gauge field together with
other fields of different spins, might behave better than the known gravity theories, and
hopefully be free of infinities.
Nowadays, the dreams of unifications of the fundamental interactions and of a finite
quantum theory of gravity both seem within reach in String Theory - for the very reason
that the fundamental constituent is not a point particle but a one-dimensional extended
object of length ls ∼ 10−33cm. The string length, indeed, not only acts as a natural UV
cutoff, but also provides some necessary conditions for unification in a very natural way,
compared to the case of point-like particles. Indeed, in the stringy framework, fields of
different spins arise as vibration modes of the string, with the spin naturally carried by
Fourier coefficients that carry indices related to target space-time coordinates. However,
such a framework leads to a much richer set of fields than the familiar low-spin ones.
As a generic vibration of a classical string, with certain boundary condition, admits an
expansion over an infinite set of harmonics with higher and higher frequency, in the same
way the spectrum of a quantum mechanical relativistic string naturally involves infinitely
many excitations that can be identified with different particles of higher and higher mass
1More recent investigations [24], however, suggest that the divergences of supergravity are not as
severe as were originally thought, and that N = 8 supergravity might even be finite!
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and spin. The length and tension T of the string are related as (in units ~ = c = 1)
ls =
√
2α′ =
1√
πT
, (1.0.1)
where α′ is a constant, the so-called Regge slope, while the mass and spin of string exci-
tations are related among themselves and to the tension as
m2 ∼ 1
α′
(s− a) , a =
{
1 , open string
2 , closed string
, (1.0.2)
where m2 is the squared mass of string states, s is their spin, and a a constant. The string
tension is typically assumed to be of the order of the Planck mass, MP l ∼ 1019GeV , and is
therefore so high that, at low energies, only the modes with low frequency can be excited,
that exactly correspond to the massless fields - spin-1 and spin-2 gauge fields, in the open
and closed string sector, respectively - that mediate the known long-range interactions2.
Moreover, in the superstring spectrum, whose critical dimension is D = 10, a massless
spinor with s = 3/2 is also present. The low-energy superstring dynamics is therefore
well-approximated by ten-dimensional supergravity, while all higher-spin excitations have
very high masses and essentially decouple. However, an infinite tower of higher-spin fields
is necessarily present in String Theory, and is crucial for its consistency. Indeed, from
a field theoretical point of view, the finiteness of the Theory, due to the natural cutoff
given by the finite string length, translates into the inevitable appearance of an infinite set
of higher-spin fields, with certain fine-tuned masses, whose contribution to the quantum
perturbative expansion cancels exactly the divergencies of the lower-spin sector. A study
of the properties of HS fields may therefore lead to a better understanding of String
Theory. This becomes particularly true when referred to its high-energy regime, where HS
fields can indeed contribute significantly to the dynamics. Despite many efforts, however,
much less is known about strings in this limit than in the supergravity approximation,
but nevertheless interesting observations have been made about the appearance of some
intriguing symmetry enhancements. Indeed, hints of a higher-spin symmetry have been
found in the study of string scattering amplitudes in the high-energy limit. This fact,
together with our knowledge of spin-1 gauge theories - according to which the quantum
theory of a massive boson is renormalizable only if the mass is generated via spontaneous
breaking of the gauge symmetries -, led many to think that String Theory might in fact
correspond to a Higher-Spin Gauge Theory in some spontaneously broken phase. All
the extra symmetries should therefore be recovered in the tensionless limit, in which the
2In the bosonic string spectrum there is also a tachyon, which is a signal of the instability of the
vacuum around which the theory is expanded. Here we do not comment further on this subtlety, but just
remind the reader that the tachyon is anyway not present in the spectrum of superstrings. Moreover, let
us also mention here that theories of open strings only are inconsistent, and necessarily a closed string
sector needs to be introduced. In other words, in some sense String Theory predicts the existence of
gravity.
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whole tower of string excitations become massless and each corresponding field mediates
new long-range interactions. If this is the case, the study of HSGT in relation with the
tensionless limit of strings might unravel the true symmetries on which String Theory is
based, and give some guiding principle for exploring the physics of the so-far elusive eleven-
dimensional M-theory that has been recognized to underlie the different ten-dimensional
Superstring Theories. Furthermore, the latter are still lacking a background independent
formulation, where space-time is a concept that only emerges from the dynamics of the
various string excitations and is not fixed a priori. There are reasons to believe that this
is essentially a technical problem, rather than an intrinsic weakness of String Theory:
in particular, it might depend on the fact that, as mentioned before, it is only the low-
energy dynamics of strings - that we are accustomed to describe with tools and concepts
derived from the known low-spin gauge theories - that has been widely explored, while
a more “fundamental” description may need to take into account the contribution of HS
excitations to the space-time texture. The search for such a description may also therefore
benefit from the developments of HSGT, since, as we shall see, classical interacting HS
field equations exist that are fully background independent, in a way that is at the same
time compatible with HS gauge symmetries.
As mentioned above, the idea that String Theory is a broken phase of a more symmet-
ric HSGT has been somehow in the back of many theoretical physicists’ mind, but has
never found a truly quantitative formulation. Nowadays, however, the level reached by
our knowledge of HSGT and of the so-called AdS/CFT correspondence has enabled to rec-
ognize, at least at a kinematical level, signatures of the huge Higgs mechanism (that some
authors called La Grande Bouffe) expected to take place in switching on the tension, giv-
ing mass to all higher-spin states and leaving massless only the low-spin excitations that
mediate the known long-range interactions. A very important window for the study of
both String Theory and quantum gauge field theories, the holographic AdS/CFT dualities
relate, in their most general version, type IIB Superstring Theory in space-time geome-
tries that are asymptotically Anti-de Sitter (AdS) times a compact space to conformal
field theories. More precisely, the AdS/CFT correspondence [29] is a conjectured equiva-
lence, at the level of partition functions, between the type IIB Superstring Theory on an
AdS5 × S5 background and the N = 4 Supersymmetric Yang-Mills Theory (SYM), with
SU(N) gauge group, living on the four-dimensional boundary of AdS5. The equivalence
is, in fact, a duality : that is, the string and field theoretic pictures are two descriptions of
the same physics, such that when one is weakly coupled, the dual one is strongly coupled.
Although the4 correspondence is supposed to hold for every regime of both descriptions,
i.e., for every value of the relevant parameters, it has been mainly tested in the limit of
large N , large ’t Hooft coupling λ = g2YMN and high tension T ∼
√
λ, in which the bulk
(string) side is well approximated by classical IIB supergravity and the boundary theory
is a strongly coupled N = 4 SYM in the planar limit (in which there is now some evidence
that it is an integrable theory).
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However, the correspondence also offers a powerful framework to explore the physics of
strings in the tensionless limit, that is dual to a weakly coupled or free boundary theory. In
such a limit, the bulk theory cannot be approximated by supergravity anymore, since the
mass of HS excitations becomes small, and, on the boundary side, the free SYM admits
an infinite number of conserved currents of all spins. In the spirit of the correspondence,
the dual bulk theory should therefore be a theory of interacting gauge fields of higher
spin, based on some non-abelian infinite-dimensional extension of the AdS superalgebra.
Recent investigations have indeed found tracks of a HS Higgs mechanism in the fact that,
switching on a small λ for the SYM, all the currents that correspond to bulk HS fields
acquire anomalous dimensions, which is equivalent to a spontaneous breaking of all local
HS bulk symmetries to the finite-dimensional ones of the supergravity theory. There are
also very interesting issues of integrability, on the two sides of the correspondence, that
show remarkable similarities: particularly intriguing are, for example, those between the
construction of Yangian algebras [41] and HS algebras.
The study of String Theory in the tensionless limit and of the HS dynamics has also
been carried on, to some extent, in the framework of String Field Theory (SFT), a sec-
ond quantized approach to strings. Interacting HSGT and SFT show very interesting
similarities, since they both deal with similar variables (the string field and the master
fields, that we will present later on, that both include space-time fields of all spins in an
expansion over higher and higher powers of oscillators), that have similar associative but
noncommutative composition laws (a ⋆-product that essentially implements an (infinite)
matrix multiplication), and since their field equations share the simple and elegant form
of zero-curvature conditions. Therefore, also certain methods for finding exact solutions
are very common in spirit in the two settings (and are also common to noncommutative
field theories, in general), as well as the language and main tools.
In fact, one expects that SFT in the tensionless limit reduces somehow to a HSGT. How-
ever, there are a number of difficulties in relating explicitly the two theories. To begin
with, important corners are still missing, on both sides: Closed SFT (CSFT) is, under
many respects, much more complicated than Open SFT (OSFT), and its present formula-
tion is still incomplete; on the other hand, the full classical theory of HS fields at all orders
in interactions has only been worked out for a particular class of fields, those represented
by totally symmetric tensors, that is exhaustive, up to dualities, only in four dimensions.
For this reason, interacting HSGT deals today essentially with the fields that belong to a
single Regge trajectory of the open string spectrum, i.e., obtained acting on the vacuum
with powers of a single oscillator, like
ϕµ1...µs = αµ1−1 . . . α
µs
−1 |0〉 , (1.0.3)
while ten-dimensional Superstring theories also contain mixed symmetry tensor excita-
tions, obtained acting on the vacuum with several oscillators. In D > 4, such vibrating
modes describe degrees of freedom that are independent from those encoded in totally
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symmetric fields, and have therefore necessarily to be taken into account in the dynam-
ics. It is possible that the tensionless limit of SFT will be clearer once a more complete
formulation of CSFT and HSGT will be available.
However, the study of the tensionless limit of the free string field equations, that can be
consistently truncated to totally symmetric fields, has already given some positive results:
in particular, it has been shown that in such a limit they reduce to equations for triplets
of fields that describe the propagation of massless fields of all spins and that exactly re-
duce to the unconstrained free HS field equations of Francia and Sagnotti that we shall
describe in Chapter 2 (see [22], also for generalizations to mixed symmetry free equations
and (A)dS background, and for further references).
History and properties of Higher-spin Gauge Theories
From what has been said so far, one should appreciate the importance of a better under-
standing of HS dynamics, and how HSGT are connected to many important aspects and
open questions of the current research in String Theory. In particular, interacting HSGT
restricted to the totally symmetric sector, offers a somewhat simplified framework for
the study of certain string excitations when collapsed to zero mass. Indeed, the research
in HS fields has been carried out since many years independently of String Theory, and
produced results that are very interesting in their own right, for the reasons mentioned
in the beginning of this Introduction.
Already in 1939, Fierz and Pauli wrote free equations for massive HS fields in flat space-
times. For bosons, the correct number of polarizations was found to be propagated by a
real, totally symmetric traceless and divergenceless field Φµ1...µs satisfying a massive Klein-
Gordon equation. Analogously, massive spin-(s+1/2) fields were described by a totally
symmetric, γ-traceless and divergenceless spinor-tensor Ψµ1...µs satisfying a massive Dirac
equation. Already at this level, some difficulty related to the peculiarities of HS fields
was recognized: indeed, limiting here the discussion to bosonic fields for brevity, while
the equations of motion were evidently a generalization of the Proca construction for the
massive photon, a corresponding variational principle seemed not easy to find. Only in
1974 Singh and Hagen [12, 13] were able to cast the free theory of a massive spin-s field
in Lagrangian form, by making use of a set of auxiliary fields of all spins s−2, s−1, ..., 0.
The massless limit of this formulation was studied for the first time in 1978 by Fronsdal,
for bosons, and by Fang and Fronsdal for fermions [14, 15, 16, 17]. It was found that, as
the mass tends to zero, all auxiliary fields of the massive bosonic Singh-Hagen lagrangian
decouple from the physical field Φµ1...µs , except for the one with spin s−2. The latter can
then be combined with the spin-s field in a totally symmetric doubly traceless field ϕµ1...µs
satisfying an equation that is a straightforward generalization of Maxwell’s and linearized
Einstein’s equations: in particular, it possesses an abelian gauge symmetry under
δϕµ1...µs(x) = ∂µ1ǫµ2...µs(x) + symmetrizations , (1.0.4)
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where the gauge parameter is a totally symmetric traceless tensor field of rank s − 1.
It was also found that such construction admitted an extension to (A)dS background,
that essentially amounted to replace standard derivatives with (A)dS-covariant ones and
to add a mass-like term that encoded the coupling of the spin-s field with the constant
curvature scalar R.
The Fronsdal equations marked the beginning of the studies on HSGT. However, the
constraints on the gauge parameter and on the field, that were crucial for the gauge
invariance of the field equations and the lagrangian, were somehow unsatisfactory signs
of an incomplete formulation; indeed, there are no such algebraic constraints in the free
string field equations. These were the main motivations for a deeper investigations of
the free HS dynamics, that was carried on mainly by Francia and Sagnotti [19, 20], and
Bekaert and Boulanger [47]: the result was a more general formulation, that achieves
unconstrained gauge invariance and, in doing so, elucidates the geometry of HS gauge
fields. For instance, the resulting Francia-Sagnotti unconstrained equations for free spin-
s massless fields are non-local generalizations of the Maxwell and linearized Einstein ones,
but this time written in terms of proper HS curvatures, that were first constructed by de
Wit and Freedman [18]. The conventional Fronsdal formulation can be recovered via a
gauge fixing. Moreover, the non-locality is pure gauge, and can therefore be removed by
introducing, for every spin-s field, a compensator field of rank s−3. An important feature
of such equations, among others, is that they allowed a direct, successful comparison with
those of the triplets coming from free SFT [22]. More recently, the Francia-Sagnotti
equations, in both their local and non-local forms, were also cast in a lagrangian form,
by making use of the compensator and of an additional auxiliary field, a spin-(s − 4)
Lagrange multiplier3.
Notwithstanding the many motivations for a careful study of a full HSGT, for decades
there has not been much progress in the construction of interactions of massless HS fields,
among themselves and with low-spin gauge fields. The “HS interaction problem” was
already recognized from the early analysis of Fierz and Pauli, that studied the coupling of
HS fields to the electromagnetic field, and was later formalized in general no-go theorems -
such as those due to Coleman-Mandula and Haag-Lopuszanski-Sohnius already cited and
another due to Weinberg and Witten [9] - that seemed to rule out a consistent nontrivial
embedding of the lower-spin symmetries into some bigger symmetry algebra mixing fields
of different spins, therefore forbidding the possibility of couplings with HS fields that
would not break the gauge symmetries. A special attention was devoted to the coupling
to gravity, due to its universality: the analysis of Aragone-Deser and Aragone-Laroche [10]
showed that indeed the coupling of the spin-2 field with a gauge field with spin s ≥ 5/2
is inconsistent with the gauge symmetries, and this essentially because the presence of
3It should be also mentioned that the free HS off-shell formulation for symmetric tensors had also been
worked out previously by Pashnev and Tsulaia using BRST techniques: the spin-s lagrangian, however,
involved a number of auxiliary fields that grew proportionally to s.
CHAPTER 1. INTRODUCTION 9
“too many” indices attached to a massless field inevitably leads to the appearance of
the Weyl tensor in the gauge variation of the covariantized action for the spin-s field -
and the Weyl tensor cannot be cancelled by any variation of the gravitational part of
the action. More precisely, the argument proceeds as follows. To introduce the coupling
with gravity, it is necessary to introduce a coupling with the spin-2 field by covariantizing
derivatives, ∂ −→ D = ∂ + Γ, both in the lagrangian and in the gauge transformations.
The lagrangian for the spin-s field ϕ contains the terms 1
2
(Dϕ)2 − s
2
(D · ϕ)2, and the
gauge transformation becomes δϕµ1µ2...µs = D(µ1ǫµ2...µs). The variation of the lagrangian
amounts to a commutator of covariant derivatives, that is proportional to the Riemann
tensor acting on the gauge parameter,
δL = ℜ...(ǫ...Dϕ...) 6= 0 . (1.0.5)
For s > 2 the full Riemann tensor - both its trace (Ricci tensor) and its traceless part
(Weyl tensor) - contributes to this variation, and this is what makes a consistent cou-
pling impossible, since it is only the trace part that can be compensated by varying the
gravitational action. It is interesting to note that the case of spin 3/2 is the last one
(together of course with spin 2 self-couplings) in which a consistent coupling is possible,
and indeed gives rise to simple supergravity. Indeed, the variation of the covariantized
Rarita-Schwinger lagrangian
IRS = ψ¯µγ
µνρDνψρ (1.0.6)
under δψαµ = Dµǫ
α is proportional to
ψ¯µγ
µνρDνDρǫ ∼ ψ¯µγµνρ[DνDρ]ǫ ∼ ψ¯µγµνρℜνρ,στγστ ǫ ∼ ψ¯µ(Ric)µνγνǫ , (1.0.7)
where we have used γ-matrices identities in the last step. Thanks to the low rank of the
gravitino, the only nontrivial part of the variation that survives is proportional to the
Ricci tensor, and can be compensated by a corresponding supersymmetry transformation
of the metric,
δgµν =
i
2
(ψ¯µγνǫ+ ψ¯νγµǫ) , (1.0.8)
in the spin-2 lagrangian, that is proportional to the Einstein field equation, involving the
Ricci tensor. Already for s = 5/2 the eq. (1.0.7) does not hold anymore, and a Weyl
contribution remains on the right hand side.
At the beginning of the Eighties, however, the work of a few different research groups
showed that interactions of HS fields among themselves are indeed possible, provided one
relaxes certain hypotheses - hidden or explicit - on which the no-go theorems and ar-
guments were crucially based. More in detail, in [36, 37, 38, 39] certain vertices among
HS fields only in flat space were constructed by explicitly evading one key assumption of
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the Coleman-Mandula theorem and its generalizations, i.e., by dealing with an infinite-
dimensional symmetry algebra. These were the first works in which it was recognized
that non-abelian HS gauge transformations do not close on a finite set of generators, or,
equivalently, that as soon as one introduces a gauge field of spin higher than 2 the clo-
sure of gauge transformations forces one to introduce other fields of higher and higher
spins, with no upper bound. It was also noticed that, in general, vertices involving HS
fields should involve higher derivatives, as one would guess by considering that a Lorentz
-invariant cubic coupling involving fields of spins 0-0-s involves at least s derivatives of
the scalar fields in order to saturate the indices of the spin-s gauge field.
A consistent coupling with gravity was obtained, a few years later, by Fradkin and Vasiliev
[61] reconsidering the Aragone-Laroche problem in the framework of a perturbative expan-
sion around a nonflat background - in particular, expanding the metric around a constant
curvature (A)dS space-time, that, being Weyl-flat, has the virtue of allowing the free
propagation of massless HS fields without breaking the local HS symmetries, as again can
be understood from equation (1.0.5). Such a setting evades, in the first place, the no-go
theorems, since they assumed iso(3, 1) as space-time isometry algebra and, more gener-
ally, since they are all S-matrix arguments, while there is no S-matrix in (A)dS. Moreover,
a nonvanishing cosmological constant Λ enables to construct naturally higher-derivative
cubic s-s-2 vertices that restore the gauge invariance of the spin-s lagrangian coupled to
gravity, at least to the first nontrivial order in interactions. Indeed, the important fact
is that, if Λ 6= 0, it is possible to expand in powers of the fluctuation R of the Riemann
tensor around a nonvanishing background curvature R
(0)
µν,ρσ = (Λ/3)
(
g
(0)
µρ g
(0)
νσ − g(0)νρ g(0)µσ
)
,
and to write nonminimal coupling terms that are, schematically, of the form
Lint =
∑
A,B
α(A,B)Λ−[
(A+B)
2 ]DAϕDBϕR , (1.0.9)
i.e., an appropriate combination of (A)dS-covariant derivatives of the spin-s field with
certain coefficients α(A,B), with A and B limited by the condition A + B ≤ s. The
gauge variation of such terms again produces commutators of two covariant derivative.
However, the latter is now, to lowest order, schematically,
[D,D] ∼ Λg(0)g(0) + higher order terms , (1.0.10)
and this in turn implies
δLint ∼ RDϕ ǫ , (1.0.11)
where the dependence on Λ has disappeared. A proper choice of the coefficients α(A,B)
is therefore enough to cancel (1.0.5) and to restore gauge invariance. Notice that, as
observed before, since in a fully interacting theory all spins s > 2 must be included, the
number of derivatives is not bounded from above! In other words, there is strong evidence
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that interacting HSGT are nonlocal4. Moreover, HS vertices in general do not admit a
flat limit Λ→ 0, i.e., a nonvanishing cosmological constant is necessary for consistent HS
interactions. The two facts are connected, at least in a field theoretic context: indeed,
higher-derivative couplings need to be rescaled with negative powers of a dimensionful
parameter, and the only such parameter available in HSGT is indeed the cosmological
constant. However, the situation is somewhat different in String Theory, where a natural
dimensionful parameter exists also in flat space, the string length α′, or its inverse, the
string tension T . We will not comment further here on such issue, but just recall that
recent results [46], obtained with BRST techniques, show that indeed, in field theory,
the gravitational couplings obtained by Fradkin and Vasiliev are the only “minimal” ones
(where minimal here means obtained by covariantizing derivatives with Γ).
Thus, interestingly, a phase with unbroken HS gauge symmetries seems to be related with
a constant curvature gravitational background. Amusingly, this is not in contradiction
with the fact that we observe, today, a very small - almost zero - positive cosmological con-
stant. Indeed, is HS symmetries play a role in Nature, they are presently broken, and the
spontaneous symmetry breaking mechanism might be also responsible for a redefinition
of Λ through the vacuum values of the Higgs-like fields.
Still, the fact that interaction terms do not make sense in flat space-time can be taken
as an indication of the importance of not forcing a priori the cosmological constant to
vanish. Similar considerations motivated Fronsdal to undertake a series of works on field
theory in four-dimensional AdS space-time, starting from a detailed study of the unitary
irreducible representations (UIRs) of its isometry group SO(3, 2). The greatest, striking
difference with respect to flat space-time was found by Flato and Fronsdal to be that
massless (and massive) particles in AdS are not fundamental representations, but arise
from the tensor product of two (or more) ultra-short fundamental UIRs called singletons
[31]. The latter had been first discovered in 1963 by Dirac [30], and describe conformal
particles (a scalar and a spinor) living on the boundary of AdS. As such, they do not
admit a flat limit, although their tensor product - that decomposes, under the adjoint
action of the algebra so(3, 2), into the direct sum of massless representations of all spins
- does. More in detail, the singleton representation becomes a trivial representation
under translations in the contraction Λ→ 0 of the AdS isometry algebra to the Poincare´
algebra P. The study of QFT in space-times with a nonvanishing cosmological constant
may therefore reveal some interesting subtlety, as indeed has already been pointed out in
several contexts.
Summarizing, the early analysis on interactions among massless HS fields had shown
that:
4Nonlocal theories do not automatically suffer from the higher-derivative problem. For instance, in
some cases like String Field Theory, the problem is somehow cured [42, 43, 44] if the free theory is
well-behaved and if non-locality is treated perturbatively (see [45] for a comprehensive review on this
point).
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1. A consistent interacting HSGT requires the simultaneous introduction of infinitely
many gauge fields of all spins. We shall be more precise on what “all” means, here.
However, an infinite-dimensional non-abelian HS algebra governing such interactions
can be postulated to underlie such a theory, and this necessarily has to be spanned
by generators of higher and higher ranks;
2. The interaction with gravity is consistent with the HS gauge symmetries only on a
nonflat gravitational background, i.e., in the presence of a nonvanishing cosmological
constant Λ, since interaction terms are nonanalytical in Λ;
3. HS interaction vertices require higher derivatives of the physical fields involved. This
property is strictly connected with the previous one, since, in order for the physical
dimension of the lagrangian to be preserved with more than two derivatives, a
dimensionful parameter must enter the vertices, and Λ is the only natural candidate
in a field theoretical context.
Properties 1 and 3 together imply that a consistent interacting HSGT is nonlocal. This
fact, together with the consideration that fields of all spins must be introduced, seems
very reminiscent of how HS fields appear in String Theory, together with low-spin fields
as vibration modes of extended fundamental objects, that are in general p-dimensional
(p-branes) [32]. Notice moreover that the three properties listed above suggest that, in a
theory with unbroken HS symmetries that mix together fields of different spin, higher and
lower-derivative term must come on an equal footing. In other words, there is no small
parameter to set up a low-energy effective action scheme, i.e. an expansion in derivatives.
For all these reasons, it should by now be clear that interacting HSGT are a very
challenging problem already at the classical level. Indeed, by the mid Eighties, it was
clear that the construction of a full theory required a more systematic approach. This was
developed essentially by Vasiliev [79, 80, 81, 82, 83, 84] (for reviews, see [48, 49, 50, 52]),
and it is at present available at least for the class of totally symmetric fields.
This line of research began with a series of works by Vasiliev and collaborators, where
the free theory was cast in a frame-like formalism generalizing the Einstein-Cartan ap-
proach to gravity. At the same time, Fradkin and Vasiliev used this approach to construct
cubic interactions for HS fields, within the frame formalism, using an action that was a
HS generalization of the MacDowell-Mansouri action for (super)gravity, i.e., a bilinear of
type
∫
R ∧ R in suitable HS curvatures R [61, 60, 64]. This frame-like approach had the
advantage of giving hints on the possible structure of a non-abelian HS algebra. Indeed,
the reformulation of the free dynamics of a spin-s gauge field in terms of a set of one-form
connections (ea1...as−1 , ωa1...as−1,b1, ..., ωa1...as−1,b1...bs−1)5 instead of the the metric-like fields
ϕµ1...µs , gave a hint on the structure of the generators of the algebra, much in the same
5As it will be explained in detail in Chapter 2, the indices ai and bi are tangent-space so(D − 1, 1)-
vector indices, if the background manifold is (A)dSD , and in particular the one-form connections are
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way as the formulation of gravity in terms of the frame field and of the Lorentz connection
(ea, ωa,b) bears a direct relation with the generators of the Poincare´ algebra (Pa,Mab), via
the correspondent non-abelian Yang-Mills-like connection Ω = −i(eaPa + 12ωa,bMab). In
other words, this approach exploits the geometry of the group manifold, of which the
generators are a basis of tangent vectors and gauge fields - physical and auxiliary ones -
enter as the dual, cotangent basis of one-forms. This framework was suitable for building
a HSGT, since it provided a systematic algorithm to gauge a Lie algebra a` la Yang-Mills,
and at the same time was powerful enough to treat in a uniform way gravity and internal
symmetries6.
The resulting candidate HS algebras should therefore have the same index structure of the
set of one-form connections and should be constructed as appropriate infinite-dimensional
extensions of the AdS isometry algebra. Such requirements were essentially realized in
terms of a suitable quotient of the enveloping algebra of the latter: the generators were
therefore identified as certain projections of all possible products of the generators Pa and
Mab of the AdS isometry algebra
7. Moreover, again in remarkable analogy with String
Theory, it was found that such algebras admit internal extensions corresponding to Chan-
Paton algebras [35] (i.e., only the classical su(n), usp(n) and so(n) are admitted)8. Gauge
fields of all spins could therefore enter the equations as coefficients of the expansion of an
adjoint one-form, called master one-form, over the generators of the HS algebra. How-
ever, in order to describe the free dynamics in terms of the correct number of degrees of
freedom, the above mentioned action had to be supplemented by certain torsion-like con-
straints that were not following from its variation. Moreover, there was still no systematic
way of building interactions to all orders. Most importantly, it was found [65] that the
physical spectrum of fields encoded in the free equations could fit a unitary irreducible
representation of the HS algebra only if it contained a scalar.
It was therefore necessary to add a zero-form containing a scalar in the game. It was then
noted that, at the level of field equations, the free dynamics admitted a useful reformu-
lation in terms of the master one-form and of a master zero-form, valued in a peculiar
UIR of the HS algebra called twisted-adjoint, that included infinitely many auxiliary fields
for every massless physical spin-s field. Constraints that were naturally included in the
valued in all possible irreducible representations encoded in the Young diagrams
s− 1
t , where
0 ≤ t ≤ s− 1.
6Indeed, diffeomorphisms are automatically included as field-dependent gauge transformations, as we
will see later on.
7Similar considerations extend to the case of other signatures, in particular to the dS case. How-
ever, AdS is the suitable background for supersymmetric extensions of HS algebras, that also have been
constructed. The study of the Vasiliev equations in other signatures will be one of the subjects of this
Thesis.
8Interestingly, for this reason one would think that Vasiliev equations might encode the dynamics of
tensionless open strings, rather than that of closed strings. This does not mean, however, that the spin-2
field that appears in the equations cannot correspond to the graviton, since in the tensionless limit there
is also the possibility of a mixing between open and closed string states [105].
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system of equations relate such auxiliary fields to all on-shell nontrivial combination of
derivatives of the physical fields, i.e., the scalar field, all spin-s Weyl tensors and their
derivatives to all orders. Although there is no related action principle, such a system of
equations is a sort of covariant first-order reformulation of the dynamics, called unfolded
formulation, that presents several advantages:
• HS field equations are written in a manifestly HS-covariant way, in terms of objects
that have “simple” transformation properties under the HS algebra, and without
contracting space-time indices with the (inverse) metric tensor. This latter property
is of great importance, as it enables to treat the spin-2 field on an equal footing with
all the other fields in a system of equations that can encode nontrivial dynamics. As
these equations only involve differential forms, they are manifestly diffeomorphism
invariant.
• In such a scheme, the field equations are reformulated as certain consistent zero-
curvature and covariant constancy conditions, defining a free differential algebra
(FDA) [117] - i.e., some sort of generalization to forms of arbitrary degree of the
dual formulation of an algebra through Maurer-Cartan one-forms. The problem of
finding consistent interactions is therefore reduced to finding consistent deformations
of the FDA. However, such systems are strongly constrained, which makes it easy
to control gauge symmetries, as they are a direct consequence of the consistency of
the field equations. Finally, this setting enables the construction of gauge-invariant
deformations in an expansion in powers of the zero-form.
• The twisted-adjoint zero-form guarantees a uniform treatment of all higher-derivative
interaction terms. Indeed, the latter are expressed as gauge-invariant multi-linear
combinations of fields arising from multiple powers of the zero-form only or with one
power of the one-form. It is only on-shell, on the constraints that are contained in
the unfolded system, that the infinitely many auxiliary fields sitting in every spin-s
sector of the zero-form are solved in terms of derivatives of the physical fields.
In some sense, therefore, the unfolded formulation combines the virtues of first order,
Hamilton-like formulation of the dynamics with jet-space methods. All relevant deriva-
tives of the fields are hidden in certain extra-variables, sitting in the twisted adjoint:
this implies, in particular, that the dynamical problem is well-posed prior to specifying
a background metric, and that to set it up in this formulation it is in principle sufficient
to specify the values of all the zero-forms at a point x0 in space-time. Since the set of
zero-forms is infinite-dimensional (for every fixed spin), there is indeed room for nontrivial
dynamics in the flatness conditions of the unfolded system, because the fluctuating fields
can be reconstructed in an arbitrary neighborhood of x0 via a Taylor expansion, which
is exactly what solving such first order equation does. Locally, the dependence on space-
time coordinates is therefore purely auxiliary, and in this way this formulation can achieve
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perfect background independence. We shall examine carefully all these statements in the
remainder of the Thesis.
Moreover, if the coordinate dependence is locally pure gauge, one can always introduce
additional dependence from some extra coordinates without changing the physics, as long
as one correspondingly enlarges the original FDA with equations that express the depen-
dence on such extra-coordinates in terms of the original physical degrees of freedom. This
fact, combined with the fact that consistency implies gauge-invariance, makes it possible
to “resum” the perturbation series in powers of the master zero-form. More precisely, one
can enlarge the space-time manifold with a set of auxiliary noncommutative directions
Z, and assign to all the fields a dependence on such variables. The noncommutative
nature of such variables essentially ensures that the restriction of the enlarged system
to the physical subspace Z = 0 is a nontrivial deformation of the original system. It is
then possible to write a constraint that essentially solves the Z-dependence in terms of
the twisted adjoint zero-form (that contains the physical dof) as a consistent equation -
in other words, the new equations are an enlargement of the original FDA. This ensures
that the solutions of such equations, i.e., the deformations of the original FDA, enter as
solutions of a consistent equation, and therefore, for the properties of FDA, are automat-
ically gauge-invariant. Notice that relating the Z-dependence of adjoint fields with the
twisted adjoint zero-forms gives a nontrivial condition, and indeed constrains the form of
the commutation relations of the Z variables. Therefore, the whole perturbative series in
the zero-forms is encoded in one shot as a solution of a consistent flatness condition in
this auxiliary set of noncommutative directions Z. Solving this equation order by order
in the twisted adjoint zero-forms and substituting for the Z dependence in the remaining
equations projected onto Z = 0 gives the long sought for interacting equations for mass-
less HS fields.
Despite their relatively simple and elegant form, however, Vasiliev equations encode the
dynamics of a system of formidable complexity: to begin with, they involve infinitely
many physical fields, and the proliferation of auxiliary fields makes it difficult to read di-
rectly the interaction vertices among them. Furthermore, it is not known, at present, how
to derive the unfolded equations from a conventional action principle, nor, consequently,
how to quantize such a theory.
However, the property of homotopy invariance of the equations, i.e., the fact that all
the local data are encoded in the equations projected onto a point in space-time, can be
read, in the full system, as the fact that nontrivial dynamics can either be encoded in the
space-time equations (obtained after solving for the Z-dependence) or, equivalently, in
the Z-fiber over a fixed point in space-time (after gauging away, locally, the dependence
on space-time coordinates). In other words, the unfolded system involves some sort of
duality between the space-time evolution and the fiber evolution of the fields, that it
is possible to use to one’s advantage. For example, as we shall see in Chapter 6, this
observation leads to a general, very efficient way of finding exact solutions of the full
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equations! Indeed, the fiber equations do not involve any space-time derivatives, and
are purely algebraic equations that are in principle more easily solvable than the full
space-time equations - that, moreover, are only given as a perturbative expansion. The
first example of a nontrivial (i.e., other than the zeroth-order solution representing the
AdS background) solution was found for the three-dimensional theory by Prokushkin
and Vasiliev [86]. A few years later, solutions of this type were elevated by Sezgin and
Sundell to solutions of the four-dimensional case and were shown to admit some interesting
cosmological interpretation [97]. They were found by imposing symmetry requirements on
the fiber-projection of the master-fields, and were shown to describe a Lorentz-invariant
deformation of the vacuum consisting of a scalar field profile over an asymptotically AdS
metric. Recently, a BTZ black hole solution of the Vasiliev equations in three dimensions
was also found [98]. Possibly, the algebraic methods developed so far, can elevate it to
the dynamically more interesting case of four dimensions.
Original content of this Thesis
The research of new exact solutions of Vasiliev’s equations is of crucial importance for
a better understanding of the dynamics of higher-spin gauge fields, much in the same
way as the study of the Schwarzschild solution was of extreme importance to uncover
some peculiar feature of gravity. In the original part of this Thesis, I shall describe new
exact solutions that have been found in collaboration with Ergin Sezgin and Per Sundell
[99]. In this work, first the Vasiliev equations and the correspondent symmetry algebras
were generalized to space-times with signature (4 − p, p) and nonvanishing cosmological
constant in D = 4, and then certain families of exact solutions of the equations have been
found in the different resulting models. Among them are chiral models in Euclidean (4, 0)
and Kleinian (2, 2) signatures involving half-flat gauge fields. Apart from the maximally
symmetric solutions, including de Sitter spacetime, we find:
• SO(4−p, p) invariant deformations, depending on a continuous and infinitely many
discrete parameters, including a degenerate metric of rank one;
• Non-maximally symmetric solutions with vanishing Weyl tensors and higher spin
gauge fields, that differ from the maximally symmetric solutions in the auxiliary
field sector;
• Solutions of the chiral models furnishing higher-spin generalizations of Type D grav-
itational instantons [100], with an infinite tower of Weyl tensors proportional to
totally symmetric products of two principal spinors. These are apparently the first
exact 4D solutions with nonvanishing massless HS fields.
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We shall present the details of such solutions in Chapter 6. We shall also comment on
the construction of certain HS invariants that have been constructed in [97], and that are
crucial to distinguish gauge-inequivalent solutions and to characterize them physically.
Regrettably, however, at present no “complete” set of observables is known, and in par-
ticular the only invariants that are available are built from the master zero-form only.
As we shall see, already certain vacuum solutions found in [99] cannot be distinguished
from the trivial ones that represent maximally symmetric space-times, although it seems
unlikely that gauge transformations can connect these two vacua.
Partly motivated by the study of Vasiliev equations in different signatures, the construc-
tion of a precise map in D dimension between the so(D;C)-covariant operators included
in the master fields of the Vasiliev system and the states in the complex lowest (and high-
est) weight module representations of spin s was developed in [134], in collaboration with
Per Sundell. Roughly speaking, to each generator of the twisted adjoint representation
there corresponds a “coherent” superposition of infinitely many states, and, viceversa, to
every state in the lowest weight modules there corresponds a nonpolynomial combinations
of generators. The map can be formulated at the level of complex representations, and
can then be restricted to different real forms corresponding to models that admit AdSD,
SD, dSD, HD solutions. In the first of such cases, that of the real form so(D − 1, 2),
the lowest weight modules, that correspond to the massless representations appearing in
the tensor product of two singletons, are unitary representations. As we shall illustrate,
such state-operator correspondence enables to read directly the on-shell content of the
adjoint one-form and of the twisted adjoint zero-form master-field in terms of irreps of
the background isometry algebra. Roughly speaking, it exhibits the physical excitations
that one would discover from the unfolded system after solving the various torsion-like
constraints that express the auxiliary fields in terms of the physical ones. Or again, in
other words, it connects the standard first-quantized description of localized fluctuations
with the master-fields entering the unfolded description.
Such a mapping provides some insight into various features of Vasiliev equations. For
example, it shows that, while the on-shell content of the twisted adjoint zero-form can
be analyzed in terms of the tensor product of two singletons, that of the adjoint one-
form is related to the finite-dimensional so(D + 1;C)-modules that arise from the tensor
product of a singleton and his negative-energy counterpart, called anti-singleton. Another
outcome is that Vasiliev equations in a given signature can describe not only the corre-
sponding UIRs: indeed, for every spin s, a bigger indecomposable module (containing a
lowest-spin module, together with the more familiar lowest and highest-energy modules)
sits in principle in the master-fields and all the states there contained can, a priori, take
part in the dynamics. Finally, the problem of potential local divergencies in HSGT, due
to the contribution of an arbitrary number of derivatives to some interaction vertices (as,
for example, in the scalar-field corrections to the stress-energy tensor calculated in [102]),
is mapped into the problem of divergent products of nonpolynomial combinations of gen-
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erators. This is however a somewhat more transparent setting, and indeed we make a
proposal for an explicit regularization scheme.
Structure of this Thesis
The structure of this Thesis more or less follows the line of this Introduction.
From Chapter 2 to Chapter 5 we review in some detail the main features of interacting
HSGT. We begin by recalling the main features of the free HS Field Theory in Chapter
2: in particular, the free dynamics is reviewed both in its metric formulation (concen-
trating our attention on the Fronsdal and the Francia-Sagnotti local equations) and in
the frame formulation. As a preparation to the latter, we also describe the MacDowell-
Mansouri-Stelle-West formulation of gravity. In Chapter 3 we turn our attention to the
structure of the HS algebras that lie at the heart of the Vasiliev’s system: in order to be
as general as possible, all its main properties will be examined at the level of the complex
abstract algebra, and only at a second stage we introduce the real forms and the oscillator
realizations that will be crucial in the formulation of the interacting equations. We also
discuss in some detail the construction of the representations that will be of interest in
the remainder of the Thesis. Chapter 3 also presents some essential material and nota-
tion for Chapter 7. Chapter 4 is then devoted to the unfolded formulation of the free
field equations for arbitrary spin: the general scheme of free differential algebras is first
described, and the features of the unfolded systems are discussed. Then, some lower-spin
examples are given, and the unfolding procedure is analyzed in detail. Finally, the free
spin-s unfolded system is presented. In Chapter 5, finally, the nonlinear Vasiliev equations
are reviewed, in their four-dimensional realization that makes use of a simple oscillator
realization of the HS algebra, described earlier in Chapter 3. The issue of uniqueness
of interaction terms is also discussed in some detail, as well as a perturbative expansion
scheme that makes contact with the free unfolded equations by linearizing the full system
around the AdS background solution.
Chapters 6 and 7 contain the original results of this Thesis. In the first, we formulate
the four-dimensional Vasiliev equations in arbitrary signature, discuss some new features
that emerge in the various cases, and then find the new exact solutions mentioned above.
In the second, we elaborate further on the representation theory underlying the Vasiliev
system and construct the above-mentioned reflection map that will enable us to connect
the physical excitations to the basis of monomials of the twisted adjoint zero-form. A
number of tools and concepts that are instrumental for such analysis is first introduced,
and then some outcome of this mapping is presented. Finally, we draw some Conclusions.
The Thesis also includes nine appendices, that provide some background material or con-
tain the detailed steps of some calculations that are used in the main text. Some of the
material contained in Chapters 2 and 4 is based on the review paper [52]. The original
results contained in Chapter 6 were found in [99], while those of Chapter 7 in [134] and
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[135]. However, we warn the reader that the paper [134] was not yet completed by the
time this Thesis was typed, and therefore only a subset of the results there included can
actually be found in Chapter 7.
Chapter 2
Free Fields
In this chapter, we shall review the formulation of free equations for massless fields of
arbitrary spin s, both in the metric and in the frame formalism. We shall concentrate
however only on bosonic fields, and only on the aspects of the free theory that will be
directly of relevance to the following, therefore not mentioning interesting features that
have an importance of their own and that are essential to the contemporary developments
of the subject. We therefore refer the interested reader to the original papers [19, 20, 104,
105, 47] and to some reviews [21, 103].
2.1 Metric Formulation
The Fronsdal formulation of linear HS gauge theories is somehow the most straightforward
generalization of the Maxwell and linearized Einstein equations, in the metric formalism,
to HS fields represented by totally symmetric rank-s Lorentz tensors. The free dynamics
of a integer spin-s gauge field ϕµ(s) ≡ ϕµ1...µs in D-dimensional Minkowski space-time is
encoded in the equation
Fµ(s) ≡ ✷ϕµ1...µs − s ∂(µ1∂ · ϕµ2...µs) +
s(s− 1)
2
∂(µ1∂µ2ϕ
′
µ3...µs)
= 0 , (2.1.1)
where the indices within parentheses are intended to be totally symmetrized with unit
strength and the prime over fields indicates that a trace is being taken, ϕ′µ3...µs) ≡
ηµ1µ2ϕµ1µ2...µs . It can be easily checked that, under the local transformation
δϕµ1...µs(x) = s ∂(µ1ǫµ2...µs)(x) , (2.1.2)
that is an natural generalization of linearized diffeomorphisms to a totally symmetric
rank-(s− 1) gauge parameter ǫµ1...µs−1 , the variation of (2.1.1) is
δFµ1...µs =
s(s− 1)(s− 2)
2
∂(µ1∂µ2∂µ3ǫ
′
µ4...µs) . (2.1.3)
20
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Thus, in order to achieve invariance of Fronsdal’s kinetic operator Fµ1...µs, it is necessary
to restrict the gauge freedom to traceless gauge parameters,
ǫ′µ(s−3)(x) = 0 . (2.1.4)
Notice that, as announced, the Maxwell and linearized Einstein equations are particular
cases of (2.1.1) for s = 1 and s = 2, respectively. Of course, there the gauge-invariance is
fully unconstrained, i.e., no algebraic constraints are imposed on the gauge parameters,
due to the low-rank of the latter. Indeed, it is only from spin-3 onwards that the condition
(2.1.4) is nontrivial.
More precisely, the Frondal equations are similar to the free Einstein’s equations in vacuum
Rlinµν = 0, both sharing the feature of being non-lagrangian equations. The “kinetic-
operator” that follows from the variation of the Einstein-Hilbert action is, in fact, the
divergenceless tensor Glinµν = Rlinµν − 12ηµνRlin. For spin s the situation is again more subtle:
an action principle for the Fronsdal equations indeed exists and is a generalization of the
Fierz-Pauli action (that is, the linearized Einstein-Hilbert action),
S
(s)
2 [ϕ] = −
1
2
∫
dDx
(
∂νϕµ1...µs∂
νϕµ1...µs
−s(s− 1)
2
∂νϕ
λ
λµ3...µs∂
νϕρ
ρµ3...µs + s(s− 1) ∂νϕλλµ3...µs∂ρϕνρµ3...µs
−s ∂νϕνµ2...µs∂ρϕρµ2...µs −
s(s− 1)(s− 2)
4
∂νϕ
νρ
ρµ2...µs∂λϕσ
λσµ2...µs
)
.(2 1.5)
It can be rewritten as
S
(s)
2 [ϕ] ∼
∫
dDxϕµ1...µsGµ1...µs
= ϕµ1...µs
(
Fµ1...µs −
s(s− 1)
4
η(µ1µ2F ′µ3...µs)
)
, (2.1.6)
where Gµ1...µs is a generalized linearized Einstein tensor. Now, using (2.1.2), integrating
by parts in the action, and taking the constraint (2.1.4) into account, it is easy to find
that its gauge invariance rests crucially on the divergence-free nature of G. However, one
gets
∂νGνµ1...µs−1 = −
(s− 1)(s− 2)(s− 3)
4
∂(µ1∂µ2∂µ3ϕ
′′
µ4...µs−1) , (2.1.7)
so that, in order to have a gauge-invariant spin-s free Fronsdal Lagrangian, one has to
supplement the theory with an additional constraint on the fields, declaring them to be
represented by doubly traceless tensors,
ϕ′′µ(s−4) = 0 , (2.1.8)
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which is a nontrivial condition for s ≥ 4.
Indeed, the Fronsdal equations with their restricted gauge-invariance propagate the
correct number of degrees of freedom associated to a massless field of spin s, in any
dimension. To see this, one can perform an analysis which is again a straightforward
generalization of the one that is proper of the low-spin cases. First, we introduce a
generalized de Donder gauge condition,
Dµ1...µs−1 = ∂ · ϕµ1...µs−1 −
s− 1
2
∂(µ1ϕ
′
µ2...µs−1)
= 0 , (2.1.9)
that reduces (2.1.1) to the usual wave equation
✷ϕµ(s) = 0 . (2.1.10)
The gauge variation of (2.1.9),
δDµ(s−1) = ✷ǫµ(s−1) , (2.1.11)
allows for a residual gauge symmetry with parameters that satisfy themselves a wave
equation,
✷ǫµ(s−1) = 0 . (2.1.12)
Notice also that, by virtue of (2.1.8), the de Donder condition is traceless1,
D′µ(s−3) = −
s− 3
2
∂(µ1ϕ
′′
µ2...µs−3) = 0 . (2.1.13)
Being doubly traceless, the spin-s field admits the decomposition
ϕµ(s) = φµ(s) + η(µ1µ2σµ3...µs) , (2.1.14)
where both φµ(s) and σµ(s−2) are traceless tensors. Correspondingly, the residual gauge
transformation (2.1.12) splits into
δφµ(s) = s∂{µ1ǫµ2...µs} , (2.1.15)
where {...} denotes the symmetric traceless projection, and
δσµ(s−2) =
s(s− 1)
2D + 4(s− 2) ∂ · ǫµ(s−2) . (2.1.16)
1As usual, eqs. (2.1.11) and (2.1.12) are also the conditions that ensure that the de Donder gauge
(2.1.9) is a good gauge, since it does not contain more conditions than there are independent components
of the gauge parameter, and a parameter that enables to impose it is the solution of a wave equation,
that exists under very general conditions.
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The divergence of the gauge parameter can be used to set σµ(s−2) to zero. Therefore, the
number of independent degrees of freedom propagated by the Fronsdal equations equals
the number of independent component of φµ(s) minus the number of independent con-
straints (2.1.9) minus the number of independent components of the leftover divergenceless
gauge parameter. In D = 4, for example, this number is2 (s+1)2−s2−(s2−(s−1)2) = 2,
as expected.
Although Fronsdal’s formulation captures the fundamental features of the massless
HS free dynamics, it is desirable to overcome the need for the algebraic constraints on
the gauge field and parameter, for a number of reasons: first, as already commented in
the Introduction, to establish a more direct contact with String Theory and String Field
Theory, whose vibration modes are represented by unconstrained tensors; second, because,
as our experience with low-spin gauge theories suggests, a restricted gauge invariance
is a sign that the field equations are written in terms on non-fully invariant objects.
This expectation was indeed found to be true first in [19], where nonlocal unconstrained
equations were written in terms of the proper HS curvatures - generalizations of the
Maxwell field strength and the Riemann tensor (a local equivalent version of the free
unconstrained equations was proposed in the first two references in [47], see the third
reference therein for a review). The nonlocality was moreover shown to be pure gauge, and
Fronsdal’s formulation was recovered via a gauge fixing. An equivalent, local unconstrained
formulation for the free dynamics of a massless spin-s field was first obtained in [20] and
rests on the fact that the variation (2.1.3) can be canceled by introducing in the equations
a spin-(s−3) compensator field , αµ(s−3), transforming as the trace of the parameter. The
Fronsdal equations are substituted with the system
Fµ(s) = s(s− 1)(s− 2)
6
∂(µ1∂µ2∂µ3αµ4...µs) , (2.1.17)
ϕ′′µ(s−4) = 4∂ · αµ(s−4) + (s− 4)∂(µ1α′µ2...µs−4) , (2.1.18)
that is invariant under the unconstrained gauge transformations
δϕµ(s) = s∂(µ1ǫµ2...µs) , (2.1.19)
δαµ(s−3) = 3ǫ′µ(s−3) . (2.1.20)
Notice that (2.1.18) follows from (2.1.17) by using the Bianchi identity (2.1.7), which en-
sures the compatibility of the system. The latter equation characterizes α as a Stueckelberg-
like field, and therefore shows that it is unphysical, since it can be gauged away by fixing
2We recall that a totally symmetric rank-s tensor in D dimensions, has
(
s+D−1
D−1
)
independent com-
ponents (see, for example, [59]). The number of independent components of a totally symmetric traceless
rank-s tensor in D dimensions therefore follows immediately subtracting from these the
(
s+D−1
D−1
)
inde-
pendent trace constraints. This gives, in D = 4,
(
s+3
3
)− ( s+13 ) = (s+ 1)2.
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the trace of the gauge parameter to be ǫ′µ(s−3) =
1
3
αµ(s−3). This reduces the system to the
Fronsdal equations shown above. Interestingly, the local unconstrained formulation can
be shown to follow from the variation of a minimal local lagrangian [104] that only makes
use of an additional, spin-(s− 4) Lagrange multiplier to impose the constraint (2.1.17).
2.1.1 Interlude 1: Maximally Symmetric Space-times
We have already commented in the Introduction on the importance of the (A)dS back-
ground for building consistent HS interactions. Indeed, the same reasoning can be ex-
tended to any maximally symmetric background - which is a space-time whose metric has
the maximum number, D(D+1)
2
, of isometries in D dimensions - with nonvanishing cosmo-
logical constant. Notable examples we shall deal with later on are, together with (A)dSD,
their euclidean versions: the hyperbolic space HD, obtained from AdSD through a “Wick
rotation ”of the time direction, and the sphere SD, obtained from dSD through a “Wick
rotation” of the time direction. In their turn, AdSD and dSD are connected by a change
in the sign of the curvature (i.e., of the cosmological constant), and the same is true for
HD and S
D. In other words, all such spaces admit a unified description characterized
by two relevant parameters: the signature of their tangent-space metric ηab and the sign
of the cosmological constant. The simplest one is given in terms of flat coordinates that
describe the embedding of any D-dimensional maximally symmetric space-time in a flat,
(D + 1)-dimensional one via the condition
kηabx
axb + z2 = L2 a, b = 0, 1, ..., D − 1 , (2.1.21)
where for the moment we do not specify the signature of ηµν , with the flat embedding
space metric
ds2 = ηabdx
adxb +
1
k
dz2 . (2.1.22)
Only the sign of the curvature constant k will be of relevance, since any rescaling with a
positive factor can be absorbed into the definition of the coordinates xµ. Solving z from
(2.1.21), differentiating and substituting dz2 in (2.1.22) one gets
ds2 = ηabdx
adxb + k
ηacηbdx
cxd
L2 − kηabxaxbdx
adxb , (2.1.23)
from which it follows that the metric for a maximally symmetric space can be written as
gab = ηab + k
ηacηbdx
cxd
L2 − kηabxaxb , (2.1.24)
that has the inverse
gab = ηab − kx
axb
L2
. (2.1.25)
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It is now simple to calculate the Christoffel connection,
Γcab =
1
2
gcd(∂bgda + ∂agdb − ∂dgab) = k
L2
xcgab , (2.1.26)
and the Riemann tensor
Rcdab = ∂aΓ
c
db − ∂bΓcda + ΓceaΓedb − ΓcebΓeda =
k
L2
(δcagdb − δcbgda) , (2.1.27)
so that
Rcdab =
k
L2
(gcagdb − gcbgda) . (2.1.28)
The Ricci tensor is
Rab ≡ Rcacb =
k
L2
(D − 1)gab , (2.1.29)
and the curvature scalar
R ≡ Raa =
k
L2
D(D − 1) . (2.1.30)
Therefore, the Riemann tensor for a constant curvature space-time is completely deter-
mined by the curvature scalar R, and
Rcdab =
1
D(D − 1)R(gcagdb − gcbgda) , (2.1.31)
which implies that, for maximally symmetric space-times, the Weyl tensor vanishes iden-
tically
Ccdab = Rcdab +
1
D − 2(gcbRad − gcaRbd + gdaRbc − gdbRac)
+
1
(D − 1)(D − 2)R(gcagdb − gcbgda) = 0 . (2.1.32)
Moreover, the curvature scalar is proportional to k, whose sign therefore discriminates
between the different types of such space-times: k = 0 represents a flat space-time with
metric ηµν of arbitrary signature ; k = +1 (−1) represents a positive (negative) curvature
space-time with tangent space metric ηµν . If the latter is fixed to be euclidean, then k = 1
(−1) corresponds to a SD (HD) space, while for minkowskian tangent space metric one
k = 1 (−1) corresponds to the dS (AdS) space-time.
All such space-times are solutions of Einstein equations in absence of matter and in
presence of a cosmological constant Λ,
Rab − 1
2
gabR = −Λgab , (2.1.33)
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that are extrema of the Einstein-Hilbert action
S =
1
16πGD
∫
dDx
√−g(R− 2Λ) . (2.1.34)
From (2.1.29) and (2.1.30) it follows that
Rab − 1
2
gabR = −k (D − 1)(D − 2)
2L2
gab , (2.1.35)
and by comparison with (2.1.33) one has
Λ = k
(D − 1)(D − 2)
2L2
, (2.1.36)
from which one reads that the sign of Λ is related to that of k, i.e., of the curvature, for
any3 D > 2. Thus, SD and dSD space-times have a positive cosmological constant, and
HD and AdSD a negative one.
A presentation of (2.1.21) that puts the AdS case in greater evidence is given by
XAXBηAB ≡ ηabxaxb − λ2z2 = −λ2L2 , A, B = 0, 1, ..., D − 1, 0′ , (2.1.37)
where λ is a complex parameter and again of λ2 = −1/k only the sign matters (positive
for AdS), and the ambient-space metric is
ds2 = dXAdXBηAB ≡ ηabdxadxb − λ2dz2 ≡ −τ 2dt2 + δrsxrxs − λ2dz2 (2.1.38)
Therefore, the embedding space-time has metric ηAB = (ηab,−λ2) = (−τ 2, δrs,−λ2).
Notice that the embedding direction is a time for the AdS case, and this is the reason
for denoting it with 0′ (we shall use this label for all signatures anyway, for the sake
of uniformity); similarly, the tangent-space metric is denoted with an ηab for all cases,
including the euclidean ones. Equation (2.1.37) clearly shows that the isometry algebra
of the different D-dimensional maximally symmetric space-times is the one preserving
the quadratic form at its left hand side, which, for general tangent-space signature is
so(p′, D + 1 − p′) with p′ ≤ D + 1. In particular, the AdS isometry algebra corresponds
to the case p′ = D − 1, so(D − 1, 2), while dS to p′ = D. Moreover, one can describe the
different manifolds encoded in (2.1.37) as the coset spaces
AdSD =
so(D − 1, 2)
so(D − 1, 1) dSD =
so(D, 1)
so(D − 1, 1)
HD =
so(D, 1)
so(D)
SD =
so(D)
so(D − 1) , (2.1.39)
3D = 1, 2 are trivial cases, since in D = 1 there is no curvature, and in D = 2, although a curvature
can be defined, the Einstein-Hilbert action, that encodes the dynamics of the gravitational field, is a
topological invariant, the Euler characteristic.
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where in all cases one factors out, from the isometry algebra of the embedding metric
ηAB, the one of the tangent space metric ηab.
The commutation relations that define the isometry algebra of (2.1.37) are
[MAB,MCD] = i(ηADMBC + ηBCMAD + ηACMBD + ηBCMAD) . (2.1.40)
Splitting the indices as A = (a, 0′) and defining the translation generator to be Pa =
1
λL
M0′a this can be rephrased as
[Mab,Mcd] = 4iη[c|[bMa]|d] , [Mab, Pc] = 2iηc[bPa] , (2.1.41)
[Pa, Pb] =
i
λ2L2
Mab , (2.1.42)
which exhibits the difference with respect to the Poincare´ algebra, that can be obtained
from the previous equations via an Ino¨nu¨-Wigner contraction (i.e., in the limit λ
L
→ 0, or
L→∞),
[Mab,Mcd] = 4iη[c|[bMa]|d] , [Mab, Pc] = 2iηc[bPa] , (2.1.43)
[Pa, Pb] = 0 . (2.1.44)
In most of the review part of this Thesis we will mainly focus on the AdS case, but for
the bosonic HSGT everything can be rephrased for dS and for the euclidean signatures
as well. One is mostly interested in the AdS case for the reason that it is more suitable
for supersymmetric extensions. Furthermore, a change in the signature affects the Rep-
resentation Theory: as it is well-known, for example, dS and AdS have rather different
unitary representations (for dS there are unitary irreducible representations the energy
of which is not bounded from below). Nevertheless, in the original part of this Thesis
we will explicitly let the signature be arbitrary: examining HSGT in this more general
setting will also prove to be interesting in finding certain new solutions to the Vasiliev
equations, as announced already in the Introduction.
2.1.2 Free Equations in (A)dS Space-time
The same reasoning (see, in particular, (1.0.5)) that led to recognize the importance of a
nonflat background to build consistent HS interactions, also leads to the conclusion that
the free propagation of HS fields in a gravitational background that solves the Einstein
equations is consistent with the HS gauge symmetries only if the solution is Weyl-flat,
i.e., if the Weyl tensor calculated with the background metric is identically zero, which is
indeed the case for the (A)dS space-times - on which we focus here for definiteness, keeping
in mind that everything can be immediately rephrased in the corresponding euclidean
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signatures. Therefore, it is useful to look at the form of Fronsdal’s equations in the
presence of a cosmological constant.
The interaction with the fixed gravitational background is introduced, as usual, by
covariantizing derivatives with respect to the (A)dS Christoffel connection calculated in
(2.1.26), ∂ → ∇ ≡ ∂ + Γ. Moreover,
ϕ′µ3...µs = g
µ1µ2ϕµ1...µs , (2.1.45)
where g is the (A)dS metric tensor, and we are assuming ϕ′′ = 0 and ǫ′ = 0. Now, in the
(A)dS background, these two conditions are no longer sufficient to ensure the invariance
under the covariantized spin-s gauge tranformation
δϕµ(s) = s∇(µ1ǫµ2...µs) , (2.1.46)
since the covariant derivatives do not commute. Indeed,
[∇µ,∇ν ]ϕρ1...ρs =
s
L2
(
gν(ρ1| ϕµ|ρ2...ρs) − gµ(ρ1| ϕν|ρ2...ρs)
)
, (2.1.47)
for AdS (λ2 = 1), while the analog for dS can be obtained from (2.1.47) changing sign to
the curvature, i.e., by continuing λ to imaginary values (λ2 = −1). The direct substitution
of (2.1.46) in the covariantized Fronsdal kinetic operator,
F covµ1...µs(ϕ) = ✷ϕµ1...µs − s∇(µ1∇ · ϕµ2...µs) +
s(s− 1)
2
{∇(µ1 ,∇µ2} ϕ′µ3...µs) (2.1.48)
(where ✷ = gµν∇µ∇ν), produces terms such as
s
[
✷,∇(µ1
]
ǫµ2...µs) +
1
L2
s(s− 1)(D + s− 3)∇(µ1 ǫµ2...µs) . (2.1.49)
To eliminate these terms it is necessary to modify the kinetic operator with appropriate
terms of order 1/L2 that cancel the variation of (2.1.48) and vanish in the flat limit
L → ∞. By explicitly calculating the commutator in (2.1.49) one can check that the
invariant Fronsdal equation in AdSD is
FLµ(s) ≡ F covµ(s) −
1
L2
{
[(3−D − s)(2− s)− s] ϕµ(s) + s(s− 1)
4
g(µ1µ2 ϕ
′
µ3...µs)
}
= 0 .
(2.1.50)
Notice that, although we deal with massless fields, requiring invariance of the Fronsdal
equations in a space-time with nonvanishing cosmological constant results in the appear-
ance of a mass-like term, that in fact originates from the coupling with the (constant)
space-time curvature. One can repeat now for (2.1.50) the same considerations made
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above for the flat case. Again, the Fronsdal equations are non-lagrangian, and one can
define a generalized Einstein tensor
GLµ(s) = FLµ(s) −
s(s− 1)
4
g(µ1µ2 F ′Lµ3...µs) , (2.1.51)
in terms of which one can construct a Lagrangian from which (2.1.50) follows. Finally,
a local unconstrained formulation in (A)dS with the aid of a compensator field is also
available [20], and again the presence of a cosmological constant results in extra-terms of
order 1/L2. In particular, if the trace of the gauge parameter is not constrained to vanish,
δFLµ(s) =
s(s− 1)(s− 2)
2
(
∇(µ1∇µ2∇µ3ǫ′µ4...µs) −
4
L2
g(µ1µ2 ∇µ3ǫ′µ4...µs)
)
(2.1.52)
and therefore the compensator form of the equations should be
FLµ(s) =
s(s− 1)(s− 2)
6
(
∇(µ1∇µ2∇µ3αµ4...µs) −
4
L2
g(µ1µ2 ∇µ3αµ4...µs)
)
,(2.1.53)
ϕ′′µ(s−4) = 4∇ · αµ(s−4) + (s− 4)∇(µ1α′µ2...µs−4) , (2.1.54)
with the gauge symmetries
δϕµ(s) = s∇(µ1ǫµ2...µs) , (2.1.55)
δαµ(s−3) = 3ǫ′µ(s−3) (2.1.56)
that are again consistent by virtue of the Bianchi identities.
2.2 Frame Formulation
It is well-known that gravity admits a (first order) formulation in terms of a frame field
and a Lorentz connection, in which the gauging of the Poincare´ or (A)dS tangent-space
isometry algebra is manifest, and similar to the familiar Yang-Mills case. This fact makes
it interesting to examine whether the free massless HS theory admits a reformulation in
terms of one-form connections bearing a direct relationship to the generators of an under-
lying symmetry algebra. In other words, such a reformulation can give some hints towards
the construction of an appropriate HS symmetry algebra. If this is the case, indeed, then
the free equations could be interpreted as the linearization of interacting equations that
involve such one-forms valued in a nonabelian algebra that admits generators with the
same index structure as that of the internal (tangent-space) indices of the connections.
We shall first review how the frame formulation works for gravity, by especially recalling
the MacDowell-Mansouri and Stelle-West formulations, that are of special interest for HS
extensions. Then, we shall extend our considerations to HSGT, describing the approach
to the free theory first developed in [55, 57, 62].
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2.2.1 Interlude: Gravity a` la MacDowell - Mansouri - Stelle
- West
Einstein’s theory of gravity is a non-abelian gauge theory of a spin-two particle, in the
same way (at least to a good extent, see Appendix A for more comments) as Yang-
Mills theories are non-abelian gauge theories of spin-one particles. Local symmetries of
Yang-Mills theories originate from the internal global symmetries. Similarly, the gauge
symmetries of Einstein gravity in the vielbein formulation4 originate from global space-
time symmetries of its most symmetric vacua. These symmetries are manifest in the
formulation of MacDowell, Mansouri, Stelle and West [33, 34].
This section is devoted to this formulation. First, the Einstein-Cartan formulation of
gravity is reviewed and the link with the Einstein-Hilbert action without cosmological
constant is explained. Then, the same approach is extended to include a cosmological
constant. We review also an elegant action for gravity, written by MacDowell and Man-
souri, and its improved version introduced by Stelle and West, where the covariance under
all symmetries is made manifest.
- Gravity as a Poincare´ gauge theory
The basic idea is as follows: instead of considering the metric gµν as the dynamical
field, two new dynamical fields are introduced: the vielbein or frame field eaµ and the
Lorentz connection ωL abµ .
The relevant fields appear via the one-forms ea = eaµ dx
µ and ωLab = −ωLba =
ωL abµ dx
µ . The number of 1-forms is equal to D + D(D−1)
2
= (D+1)D
2
, which is the di-
mension of the Poincare´ group ISO(D − 1, 1). So they can be collected into a single
1-form taking values in the Poincare´ algebra as ω = −i(eaPa+ 12 ωLabMab), where Pa and
Mab generate iso(D − 1, 1) (see (2.1.44)). The corresponding curvature is the two-form:
R = dω + ω2 ≡ −i(T aPa + 1
2
RLabMab) , (2.2.1)
where T a is the torsion, given by
T a = DLea = dea + ωL abe
b , (2.2.2)
and RL ab is the Lorentz curvature
RL ab = DLωL ab = dωL ab + ωL acω
L cb , (2.2.3)
4See e.g. [53] for a pedagogical review on the gauge theory formulation of gravity and some of its
extensions, like supergravity.
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as follows from the Poincare´ algebra (2.1.44). Torsion and Lorentz curvature are the
invariant tensors under the symmetries of the theory, i.e., diffeomorphisms and local
Lorentz symmetry.
To make contact with the metric formulation of gravity, one must assume that the
frame eaµ has maximal rank d so that it gives rise to the non-degenerate metric tensor
gµν = ηabe
a
µe
b
ν . Moreover, the appearance of the extra local lorentz symmetry, with gauge
connection ωL ab and antisymmetric parameter ǫab = −ǫba, is exactly what enables to
gauge away from eaµ its antisymmetric part, therefore reducing the field components to
the D(D+1)/2 of the metric tensor. One can also require the absence of torsion, Ta = 0.
Then one solves this constraint and expresses the Lorentz connection in terms of the frame
field, ωL = ωL(e, ∂e). It can be checked that the tensor Rµν, ρσ = e
a
µe
b
νR
L
ab ρσ expressed
solely in terms of the metric is the familiar Riemann tensor.
The first order action of the frame formulation of gravity is due to Weyl [54]. In any
dimension D > 1 it can be written in the form
S[ eaµ, ω
L ab
µ ] =
1
2κ2
∫
MD
RL bcea1 . . . eaD−2ǫa1...aD−2bc , (2.2.4)
where ǫa1...aD is the invariant tensor of the special linear group SL(D) and κ
2 is the grav-
itational constant, so that κ has dimension (length)
D
2
−1. The Euler-Lagrange equations
of the Lorentz connection
δS
δωLbc
∝ ǫa1...aD−2bc ea1 . . . eaD−3T aD−2 = 0 (2.2.5)
imply that the torsion vanishes. The Lorentz connection is then an auxiliary field, which
can be removed from the action by solving its own (algebraic) equations of motion. The
action S = S[ e , ωL(e, ∂e) ] is now expressed only in terms of the vielbein. Actually, only
combinations of vielbeins corresponding to the metric appear and the action S = S[ gµν]
coincides indeed with the second order Einstein-Hilbert action.
The Minkowski space-time solves RL ab = 0 and T a = 0. It is the most symmetrical
solution of the Euler-Lagrange equations, whose global symmetries form the Poincare´
group. The gauge symmetries of the action (2.2.4) are the diffeomorphisms and the local
Lorentz transformations. Together, these gauge symmetries correspond to the gauging of
the Poincare´ group (see Appendix A for more comments).
- Gravity as an so(D − 1, 2) gauge theory
It is rather natural to reinterpret Pa and Mab as the generators of the AdSD isometry
algebra so(D − 1, 2). The curvature R = dω + ω2 then decomposes as R = −i(T aPa +
1
2
RabMab), where the Lorentz curvature R
L ab is deformed to
Rab ≡ RL ab +Rcosm ab ≡ RL ab + Λ eaeb , (2.2.6)
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since (2.1.44) is deformed to (2.1.42).
MacDowell and Mansouri proposed an action [33], that can be built from the product
of two curvatures (2.2.6) in D = 4
SMM [ e, ω] =
1
4κ2Λ
∫
M4
Ra1a2Ra3a4ǫa1a2a3a4 . (2.2.7)
Expressing Rab in terms of RL ab and Rcosm ab by (2.2.6), the Lagrangian is the sum of three
terms: a term RLRcosm, which is the previous Lagrangian (2.2.4) without cosmological
constant, a cosmological term RcosmRcosm and a Gauss-Bonnet term RLRL. The latter
contains higher-derivatives but does not contribute to the equations of motion because it
is a topological invariant.
The MacDowell-Mansouri action admits a higher dimensional generalization [89]
SMM [ e, ω] =
1
4κ2Λ
∫
MF
Ra1a2Ra3a4ea5 . . . eaF ǫa1...aF . (2.2.8)
The AdSD space-time is defined as the most symmetrical solution of the Euler-Lagrange
equations. As explained in more detail later on, it is a solution of the system Rab = 0,
T a = 0 such that rank(eaµ) = d. The Gauss-Bonnet term
SGB[ e, ω] =
1
4κ2Λ
∫
Md
RLa1a2RLa3a4ea5 . . . eadǫa1...ad .
is not topological beyond D = 4, and therefore the field equations resulting from the
action (2.2.8) are different from the Einstein equations in D dimensions. However, the
difference involves nonlinear terms that do not contribute to the free spin 2 equations
[89], apart from replacing the cosmological constant Λ by 2(D−2)
D
Λ (in such a way that
no correction appears in D = 4, as expected). One way to see this is by considering the
action
Snonlin[ e, ω] = SGB[ e, ω] +
D − 4
4κ2
∫
MD
( 2
D − 2 R
La1a2ea3 . . . eaD +
Λ
D
ea1 . . . eaD
)
ǫa1...aD ,(2.2.9)
which is the sum of the Gauss-Bonnet term plus terms of the same type as the Einstein-
Hilbert and cosmological terms (note that the latter are absent when D = 4). The
variation of (2.2.9) is equal to
δSnonlin[ e, ω] =
1
4κ2Λ
∫
MD
Ra1a2Ra3a4δ(ea5 . . . eaD) ǫa1...aD , (2.2.10)
when the torsion is required to be zero (i.e., applying the 1.5 order formalism to see that
the variation over the Lorentz connection does not contribute). Indeed, the variation of
the action (2.2.9) vanishes when D = 4, but when D > 4 the variation (2.2.10) is bilinear
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in the AdSD field strength R
ab. Since the AdSD field strength is zero in the vacuum
AdS solution, the action Snonlin only contributes to corrections of the field equations
which are nonlinear in the fluctuations near the AdS background, having no effect on the
free spin 2 equations. As a consequence, at the linearized level the Gauss-Bonnet term
does not affect the form of the free spin 2 equations of motion, it merely redefines an
overall factor in front of the action and the cosmological constant via κ2 → (D
2
− 1)κ2
and Λ → 2(D−2)
D
Λ, respectively (as can be seen by substituting SGB in (2.2.8) with its
expression in terms of Snonlin from (2.2.9) ). Beyond the free field approximation the
corrections to Einstein’s field equations resulting from the action (2.2.8) are nontrivial for
D > 4 and nonanalytic in Λ (as can be seen from (2.2.10)), with no smooth flat limit.
As will be shown later, this is analogous to the structure of HS interactions which also
contain terms with higher derivatives and negative powers of Λ. The important difference
is that in the case of gravity one can subtract the term (2.2.9) without destroying the
symmetries of the model, while this is not possible in HS gauge theories. The flat limit
Λ → 0 is perfectly smooth at the level of the algebra (e.g. so(D − 1, 2) → iso(D − 1, 1)
for gravity, see Section 2.1.1) and at the level of the free equations of motion, but it may
be singular at the level of the action and nonlinear field equations.
- MacDowell-Mansouri-Stelle-West gravity
The gauge symmetries of the MacDowell-Mansouri action (2.2.7) are diffeomorphisms
and local Lorentz transformations. It is however possible to make the so(D − 1, 2) sym-
metry manifest by combining the vielbein and the Lorentz connection into a single field
ω = −iω ABµ dxµMAB. The fiber indices A,B now run from 0 to D. They are raised and
lowered by the invariant mostly minus metric ηAB of so(D − 1, 2) .
In order to promote local so(D − 1, 2) transformations to gauge symmetries, an ad-
ditional field has to be introduced: the time-like vector V A called compensator5. The
compensator vector is constrained to have a constant norm ρ,
V AV BηAB = ρ
2 . (2.2.11)
As we shall see, the constant ρ is related to the cosmological constant according to
ρ2 = −Λ−1 . (2.2.12)
The MMSW action is ([34] for D = 4 and [89] for arbitrary D)
SMMSW [ωAB, V A] = − ρ
4κ2
∫
MD
ǫA1...AD+1R
A1A2RA3A4EA5 . . . EADV AD+1 , (2.2.13)
5This compensator field compensates additional symmetries serving for them as a Higgs field. It
should not be confused with the homonymous - but unrelated - field αµ(s−3) introduced in the previous
Subsection.
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where the curvature or field strength RAB is defined by
RAB ≡ dωAB + ωACω BC
and the frame field EA by
EA ≡ DV A = dV A + ωABV B .
Furthermore, in order to make contact with Einstein gravity, two constraints are imposed:
(i) the norm of V A is fixed, and (ii) the frame field EAµ is assumed to have maximal rank
equal to D. As the norm of V A is constant, the frame field satisfies
EAVA = 0 . (2.2.14)
If the condition (2.2.11) is relaxed, the norm of V A corresponds to an additional dilaton-
like field [34].
Let us now analyze the symmetries of the MMSW action. The action is manifestly
invariant under
• Local so(D − 1, 2) transformations:
δωAB(x) = DǫAB(x) , δV A(x) = −ǫAB(x)VB(x) ; (2.2.15)
• Diffeomorphisms:
δωABν = ∂ν(ξ
µ)ωABµ + ξ
µ∂µω
AB
ν , δV
A = ξν∂νV
A . (2.2.16)
Let us define the covariantized diffeomorphism as the sum of a diffeomorphism with
parameter ξµ and a so(D−1, 2) local transformation with parameter ǫAB(ξµ) = −ξµωABµ .
The effect of this transformation is thus
δcovωABµ = ξ
νRABνµ , δ
covV A = ξνEAν (2.2.17)
by (2.2.15)-(2.2.16).
The compensator vector is pure gauge. Indeed, by local O(D− 1, 2) rotations one can
gauge fix V A(x) to any values with V A(x)VA(x) = ρ
2. In particular, one can reach the
standard gauge
V A = ρ δA0′ . (2.2.18)
Taking into account (2.2.14), one observes that the covariantized diffeomorphism also
makes it possible to gauge fix fluctuations of the compensator V A(x) near any fixed value.
Since the full list of symmetries can be represented as a combination of covariantized
diffeomorphism, local Lorentz symmetry and diffeomorphisms, in the standard gauge
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(2.2.18) the algebra of gauge symmetries is broken to the local so(D − 1, 1) algebra and
diffeomorphisms. In the standard gauge, one therefore recovers the field content and
the gauge symmetries of the MacDowell-Mansouri action. Let us note that covariantized
diffeomorphisms (2.2.17) do not affect the connection ωABµ if it is flat (i.e. has zero
curvature RABνµ ). In particular covariantized diffeomorphisms do not affect the background
AdS geometry.
To show the equivalence of the action (2.2.13) with the action(2.2.8), it is useful to
define a Lorentz connection by
ωL AB ≡ ωAB − ρ−2(EAV B − EBV A) . (2.2.19)
In the standard gauge, the curvature can be expressed in terms of the vielbein ea ≡ Ea =
ρ ωa
dˆ
and the non-vanishing components of the Lorentz connection ωL ab = ωab as
Rab = dωab + ωaCω bC = dω
L ab + ωL acω
L cb − ρ−2eaeb = RL ab +Rcosm ab ,
Ra0
′
= ρ−1T a .
Inserting these gauge fixed expressions into the MMSW action yields the action (2.2.8),
where Λ = −ρ−2. The MMSW action thus reduces to (2.2.8) after partially fixing the
gauge symmetry.
Let us now consider the vacuum equations RAB(ω0) = 0. They are equivalent to T
a = 0
and Rab = 0 and, under the condition that rank(EAν ) = d , they uniquely define the local
geometry of AdSD with parameter ρ, in a coordinate independent way. The solution ω0
obviously satisfies the equations of motion of the MMSW action. To find the symmetries
of the vacuum solution ω0, one first notes that vacuum solutions are sent to vacuum
solutions by diffeomorphisms and local AdS transformations, because they transform the
curvature homogeneously. Since covariantized diffeomorphisms do not affect ω0, in order
to find symmetries of the chosen solution ω0 it is enough to check its transformation law
under local so(D − 1, 2) transformation. Indeed, adjusting an appropriate covariantized
diffemorphism it is always possible to keep the compensator invariant.
The solution ω0 is invariant under local so(D− 1, 2) transformations if and only if the
parameter ǫAB(x) satisfies
0 = D0ǫ
AB(x) = dǫAB(x) + ω0
A
C(x) ǫ
CB(x)− ω0BC(x) ǫCA(x) . (2.2.20)
This equation fixes the derivatives ∂µǫ
AB(x) in terms of ǫAB(x) itself. In other words, once
ǫAB(x0) is chosen for some x0, ǫ
AB(x) can be reconstructed for all x in a neighborhood of
x0, since by consistency
6 all derivatives of the parameter can be expressed in terms of the
6The identity D20 = R0 = 0 ensures consistency of the system (2.2.20), which is overdetermined
because it contains D
2(D+1)
2 equations for
D(D+1)
2 unknowns. Consistency in turn implies that higher
space-time derivatives ∂ν1 . . . ∂νnǫ
AB(x) obtained by hitting (2.2.20) n−1 times with D0νk are guaranteed
to be symmetric in the indices ν1 . . . νn.
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parameter itself. The parameters ǫAB(x0) remain arbitrary, and are indeed parameters of
the global symmetry so(D− 1, 2). This means that, as expected for AdS space-time, the
symmetry of the vacuum solution ω0 is the global so(D − 1, 2).
The lesson is that, to describe a gauge model that has a global symmetry h, it is useful
to reformulate it in terms of the gauge connections ω and curvatures R of h in such a
way that the zero curvature condition R = 0 solves the field equations and provides a
solution with h as its global symmetry. If a symmetry h is not known, this observation
can be used the other way around: by reformulating dynamics a` la MacDowell-Mansouri
one might guess the structure of an appropriate curvature R and thereby the non-abelian
algebra h.
2.2.2 Frame-like Formulation of Free HS Dynamics
It is possible to parallel the frame formulation of gravity for HS fields. The doubly-
traceless metric-like HS gauge field ϕµ1...µs is replaced by a frame-like field A
a1...as−1
µ , a
Lorentz-like connection A a1...as−1, bµ [55] and an extra set of connections
A a1...as−1, b1...btµ , where t = 2, . . . , s− 1 [56, 57]. All fields are traceless in the fiber indices
a, b, which have the symmetry of the Young tableaux s− 1t , where t = 0 for
the frame-like field and t = 1 for the Lorentz-like connection. The metric-like field arises
as the completely symmetric part of the frame field [55],
ϕµ1...µs = A{µ1, µ2...µs} ,
where all fiber indices have been lowered using the AdS or flat frame field e0
a
µ defined
in Section 2.2.1. The fiber tracelessness of the frame field implies automatically that the
field ϕµ1...µs is doubly traceless.
The frame-like field and other connections are then combined [89] into a connec-
tion one-form AA1...As−1, B1...Bs−1 (where A,B = 0, . . . , d) taking values in the irreducible
so(D − 1, 2)-module characterized by the two-row traceless rectangular Young tableau
of length s− 1, that is
AA1...As−1,B1...Bs−1µ = A
{A1...As−1},B1...Bs−1
µ = A
A1...As−1,{B1...Bs−1}
µ ,
A
{A1...As−1,As}B2...Bs−1
µ = 0 , AA1...As−3 Cµ C,
B1...Bs−1 = 0 . (2.2.21)
One also introduces a time-like vector V A of constant norm ρ. The component of the
connection AA1...As−1, B1...Bs−1 that is most parallel to V A is the frame-like field
AA1...As−1 = ωA1...As−1, B1...Bs−1VB1 . . . VBs−1 ,
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while the less V -longitudinal components are the other connections. Note that the con-
traction of the connection with more than s − 1 compensators V A is zero by virtue of
(2.2.21). Let us be more explicit in a specific gauge. As in the MMSW gravity reformu-
lation, one can show that V A is a pure gauge field and that one can reach the standard
gauge V A = δA0′ρ (the argument will not be repeated here). In the standard gauge, the
frame field and the connections are given by
A a1...as−1 = ρs−1A a1...as−1, 0
′...0′
A a1...as−1, b1...bt = ρs−1−tΠA a1...as−1, b1...bt 0
′...0′
where the powers of ρ originate from a corresponding number of contractions with the
compensator vector V A and Π is a projector to the Lorentz-traceless part of a Lorentz
tensor, which is needed for t ≥ 2. These normalization factors are consistent with the
fact that the auxiliary fields A a1...as−1, b1...btµ will be found to be expressed via t partial
derivatives of the frame field A a1...as−1µ (ρ is a length scale) at the linearized level.
The linearized field strength or curvature is defined as the so(D−1, 2) covariant deriva-
tive of the connection AA1...As−1,B1...Bs−1 , i.e. by
F
A1...As−1,B1...Bs−1
1 = D0A
A1...As−1,B1...Bs−1
= dAA1...As−1,B1...Bs−1 + ω A10 CA
CA2...As−1, B1...Bs−1 + . . .
+ω B10 CA
A1...As−1, CB2...Bs−1 + . . . , (2.2.22)
where the dots stand for the terms needed to get an expression symmetric in A1 . . . As−1
and B1 . . . Bs−1, and ω A0 B is the so(D − 1, 2) connection associated to the AdS space
solution, as defined in Section 2.2.1. The connection AA1...As−1, B1...Bs−1µ has dimension
(length)−1 in such a way that the field strength FA1...As−1, B1...Bs−1µν has proper dimension
(length)−2.
As (D0)
2 = R0 = 0, the linearized curvature F1 is invariant under Abelian gauge
transformations of the form
δAA1...As−1, B1...Bs−1 = D0ǫ
A1...As−1, B1...Bs−1 . (2.2.23)
The gauge parameter ǫA1...As−1, B1...Bs−1 has the symmetry and is traceless.
Before writing the action, let us analyze the frame field and its gauge transformations,
in the standard gauge. According to the usual multiplication rule for so(n)-irreducible
Young diagrams [52, 66, 59], the frame field A a1...as−1µ contains three irreducible (traceless)
Lorentz components characterized by the symmetry of their indices: s , 1
s− 1
and s − 2 , where the last tableau describes the trace component of the frame field
A a1...as−1µ . Its gauge transformations are given by (2.2.23) and read
δAa1...as−1 = DL0 ǫ
a1...as−1 − e0 cǫa1...as−1, c .
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The parameter ǫa1...as−1, c is a generalized local Lorentz parameter. It allows us to gauge
away the traceless component of the frame field. The other two components of the
latter just correspond to a completely symmetric doubly-traceless Fronsdal field ϕµ1...µs.
The remaining invariance is then the Fronsdal gauge invariance (??) with a traceless
completely symmetric parameter ǫa1...as−1 .
- Action for HS gauge fields
For a given spin s, the most general so(D − 1, 2)-invariant action that is quadratic in
the linearized curvatures (2.2.22) and, for the rest, built only from the compensator V C
and the background frame field EB0 = D0V
B is
S
(s)
2 [A
A1...As−1, B1...Bs−1
µ , ω
AB
0 , V
C ] =
1
2
s−2∑
p=0
a(s, p)S(s,p)[AA1...As−1, B1...Bs−1µ , ω
AB
0 , V
C ]
(2.2.24)
where a(s, p) is the a priori arbitrary coefficient of the term
S(s,p)[ω, V ] = ǫA1...AD+1
∫
MD
EA50 . . . E
AD
0 V
AD+1VC1 . . . VC2(s−2−p) ×
×FA1B1...Bs−2, A2C1...Cs−2−pD1...Dp1 F A31 B1...Bs−2,A4Cs−1−p...C2(s−2−p)D1...Dp .
This action is manifestly invariant under diffeomorphisms, local so(D − 1, 2) transfor-
mations (2.2.15) and Abelian HS gauge transformations (2.2.23) that leave invariant the
linearized HS curvatures (2.2.22). Having fixed the AdSD background gravitational field
ωAB0 and the compensator V
A, diffeomorphisms and local so(D − 1, 2) transformations
break down to the AdSD global symmetry so(D − 1, 2).
The connections A a1...as−1, b1...btµ can be expressed via t derivatives of the frame-like field,
according to HS analogues of the torsion constraint. Therefore the coefficients a(s, p) must
be chosen in such a way that the Euler-Lagrange derivatives are non-vanishing only for
the frame field and the first connection (t = 1). All other fields, i.e. the connections
A a1...as−1, b1...btµ with t > 1, appear only through total derivatives. They are called extra
fields7. This requirement guarantees that higher-derivative terms are absent in the free
theory and fixes uniquely the spin-s free action up to an overall coefficient b(s). More
precisely, the coefficient a(s, p) is essentially a relative coefficient given by [89]
a(s, p) = b(s)(−Λ)−(s−p−1) (D − 5 + 2(s− p− 2))!! (s− p− 1)
(s− p− 2)!
where b(s) is the arbitrary spin-dependent factor.
7The extra fields show up in the non-linear theory and are responsible for the higher-derivatives as
well as for the terms with negative powers of Λ in the interaction vertices.
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The equations of motion for A a1...as−1, bµ are equivalent to the “zero-torsion condition”
F1A1...As−1, B1...Bs−1V
B1 . . . V Bs−1 = 0 .
They imply that A a1...as−1, bµ is an auxiliary field that can be expressed in terms of the first
derivative of the frame field. Substituting the found expression for A a1...as−1, bµ into the HS
action yields an action only expressed in terms of the frame field and its first derivative,
modulo total derivatives. As gauge symmetries told us, the action actually depends only
on the completely symmetric part of the frame field, i.e. the Fronsdal field. Moreover,
the action (2.2.24) has the same gauge invariance as Fronsdal’s one, and hence it must
be proportional to the Fronsdal action (2.1.5) because the latter is fixed up to an overall
factor by the requirements of being gauge invariant and of second order in derivatives of
the field [58].
Chapter 3
HS Algebras and Representation
Theory
In the previous section, the dynamics of free spin-s gauge fields has been expressed
as a theory of one-forms, whose so(D − 1, 2) fiber indices have symmetries character-
ized by two-row rectangular Young tableaux. This suggests that there exists a non-
Abelian HS algebra h ⊃ so(D − 1, 2) that admits a basis formed by a set of elements
T̂A1...As−1,B1...Bs−1 in irreducible representations of so(D−1, 2) characterized by such Young
tableaux. More precisely, the basis elements T̂A1...As−1,B1...Bs−1 satisfy the following prop-
erties T̂{A1...As−1,As}B2...Bs−1 = 0, T̂A1...As−3CC,
B1...Bs−1 = 0, and the basis contains the
so(D−1, 2) basis elements T̂A,B = −T̂B,A such that all generators transform as so(D−1, 2)
tensors
[T̂C,D , T̂A1...As−1,B1...Bs−1 ] = iηDA1T̂CA2...As−1,B1...Bs−1 + . . . . (3.0.1)
The question is whether a non-Abelian algebra h with these properties really exists. If
it does, the Abelian curvatures F1 can be understood as resulting from the linearization
of the non-Abelian field curvatures F = dA + A2 of h with the h gauge connection
A = ω0+A
(lin), where ω0 is some fixed flat (i.e. vanishing curvature) zero-order connection
of the subalgebra so(D − 1, 2) ⊂ h and A(lin) is the first-order dynamical part which
describes massless fields of various spins1.
Summarizing, in a more general language: assuming that there exists full equations
with local HS symmetry h, and that such equations admit some vacuum solution that
breaks the local h symmetry to a global one (so(D−1, 2) in the AdSD case); a perturbative
expansion around such vacuum yields the linearized field equations seen in the previous
1Notice that now we are extending the notation previously used for HS one-form connections to the
fluctuational part of fields of all spins s ≥ 1, maintaining the notation ω0 only for the background
gravitational field that is a solution of R0 = dω0 + ω
2
0 = 0.
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Chapter, with massless HS fields that possess local abelian gauge symmetry parameters
in h. In such a scheme, a candidate non-abelian HS algebra should satisfy the following
requirements:
• In order to be able to interpret the model in terms of relativistic fields carrying
some mass and spin, the vacuum solutions has to be invariant under some space-
time isometry algebra (like so(D − 1, 2)) g ⊂ h.
• h must admit massless unitary representations that contain all the gauge fields in
the model and, possibly, some lower spin fields with no associated gauge symmetries
admissibility criterion).
The HS algebras with the above mentioned properties were originally found for the case
of AdS4 [62, 63, 64, 65] in terms of spinor algebras. Then this construction was extended
to HS algebras in AdS3 [67, 68, 69] and to 4D conformal HS algebras [70, 71] equivalent
to the AdS5 algebras of [73]. D = 7 HS algebras [74] were also built in spinorial terms.
Conformal HS conserved currents in any dimension, generating HS symmetries with the
parameters carrying representations of the conformal algebra so(D, 2) described by various
rectangular two-row Young tableaux, were found in [75]. The realization of the conformal
HS algebra h in any dimension in terms of a quotient of the universal enveloping algebra
was given by Eastwood in [76].
Here we first illustrate the construction of an “abstract” HS algebra, starting from
the associative enveloping algebra of so(D− 1, 2), and factoring out an appropriate ideal.
Later on, in view of the presentation of the full Vasiliev equations, we shall review the
oscillator realization first given in [72] (see also [52]), which is based on vector oscillator
algebra (i.e., Weyl algebra). Finally, we shall present the original four-dimensional spinor
oscillator realization of the four-dimensional algebra, which is the simplest of all in that
the above-mentioned ideal is automatically factored out.
3.1 Complex HS Algebra
As one of the requirements for a HS algebra in D dimensions is that of being an infinite-
dimensional extension of the isometry algebra of a maximally symmetric space-time (see
Section 2.1.1), our starting point is the latter and its defining commutation relations. To
keep the discussion completely general and valid for any signature, we will mostly work,
unless explicitly stated, at the level of complex Lie algebras, and only later specialize to
the different real forms (i.e., to the different signatures, or to the different maximally
symmetric backgrounds mentioned in Chapter 2) imposing reality conditions on genera-
tors.
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The complex Lie algebra so(D + 1;C) has generators MAB obeying
[MAB,MCD] = 4iη[C|[BMA]|D] , (3.1.1)
where A = (a, 0′),a = (0, r), r = 1, . . . , D − 1 and
ηAB = diag(ηab,−1) , ηab = diag(−1, δrs) . (3.1.2)
Although we work at the complex level, as outlined in Section 3.2 the above choice of
signature is convenient for describing Harish-Chandra modules, that will be of relevance
in the following, and for examining the unitarity properties of the representations for
different real forms of the algebra.
The relevant infinite-dimensional extension of so(D+ 1;C) we are looking for is based
on its universal enveloping algebra. The universal enveloping algebra U of so(D+1;C) is
the associative algebra with product ⋆ generated by the unity 1 and monomials in MAB
modulo the commutation rule (3.1.1). As a consequence, a basis for U is given by the
unity and symmetrized products of MAB. As we shall deal all the time with this specific
ordering prescription, it is useful to adopt a convenient notation: we will henceforth
denote with MAB commuting variables that are symbols of the corresponding operators,
and implement the operator product on them through a ⋆-product law. The latter is
defined in such a way that the ⋆-product of two symbols of operators is the symbol of the
product of the two operators. Therefore, the commutation relation (3.1.1) becomes now
[MAB,MCD]⋆ = MAB ⋆ MCD −MCD ⋆ MAB = 4iη[C|[BMA]|D] , (3.1.3)
and the totally symmetrized products of operators can simply be denoted by juxtaposition
of the commuting variables MAB. With this convention, the definition of U is
U =
∞⊕
n=0
Un , Un =
{
Xn = x
A1B1,...,AnBnMA1B1 · · ·MAnBn
}
,(3.1.4)
MA1B1 · · ·MAnBn ≡
{
1
n!
∑
π∈Sn MAπ(1)Bπ(2) ⋆ · · · ⋆ MAπ(n)Bπ(n) for n = 1, 2, .... ,
1 for n = 0
(3.1.5)
where xA1B1,...,AnBn are complex coefficients, and we note that there is no separate sym-
metry on A and B indices. The ⋆-product Xm ⋆ Xn, which is computed by repeated
symmetrization using the commutation rule (3.2.1), yields the “classical” product XmXn
together with terms of lower order, since each commutation removes one generator. For
example,
MAB ⋆ MCD =
1
2
{MAB,MCD}⋆ +
1
2
[MAB,MCD]⋆ = MABMCD + 2iη[C|[BMA]|D] .(3.1.6)
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The map
τ(Xn) = (−1)nXn , (3.1.7)
that is, τ(X(MAB)) = X(−MAB) where X(MAB) is a symmetrized function, is an (invo-
lutive) anti-automorphism of the ⋆-product, i.e.
τ(X ⋆ Y ) = τ(Y ) ⋆ τ(X) . (3.1.8)
However, the universal enveloping algebra of so(D+1;C) does not satisfy our require-
ment for being a candidate HS algebra, since the generators (3.1.4) do not really match
the conditions we had fixed at the beginning of this chapter. In general, indeed, a sym-
metrized monomial of degree n ≥ 2 is reducible under so(D + 1;C), as it contains both
trace parts and irreps labeled by Young diagrams with more than two rows. However,
both of them can be absorbed into the ideal
I[V ] = {X = V ⋆ X ′ for X ′ ∈ U} , (3.1.9)
where V = λABVAB + λ
ABCDVABCD with λ
AB, λABCD ∈ C, and
VAB ≡ 12M(ACMB)C −
1
2(D + 1)
ηABM
CD ⋆MCD , (3.1.10)
VABCD ≡ M[ABMCD] . (3.1.11)
The generator VAB absorbs the traces, while VABCD absorbs the Young diagrams with
with more than two rows (as it is clear from (3.1.18)) - i.e., the unwanted elements are
solved by such constraints in terms of allowed ones. So far, we have a chain of proper
ideals, namely U ⊃ U ′ ⊃ I[V ], where U ′ = U \ 1 . Factoring out I[V ] induces the
infinite-dimensional unital associative quotient algebra
A ≡ UI[V ] , (3.1.12)
and we shall use the notation
X ≃ X ′ ⇔ X −X ′ ∈ I[V ] . (3.1.13)
The constraints VAB ≃ 0 and VABCD ≃ 0 together fix the values of the Casimir operators2
C2n[so(D + 1;C)] ≡ 12MA1A2 ⋆ MA2A3 ⋆ · · · ⋆ MA2nA1 , n = 1, 2, . . . .(3.1.14)
In what follows we shall denote the restriction of the Casimir operators to a representation
R of so(D + 1;C) by C2n[so(D + 1;C)|R], or simply C2n[R] in case there is no risk of
2For D = 5, also the cubic Casimir operator plays a role.
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confusion. To begin with, the higher-order operators C2n with n > 1 can be rewritten in
terms of C2 using VAB ≃ 0, which implies
MA
B ⋆ MBC =
i(D − 1)
2
MAC − 2
D + 1
ηACC2 , (3.1.15)
so that, for example,
C4[A] = 2
D + 1
C2[A]2 + (D − 1)
2
4
C2[A] . (3.1.16)
The operator C2[A] (and hence all C2n[A]) is fixed by compatibility between VAB ≃ 0 and
VABCD ≃ 0, which requires
0 ≃ MAB ⋆ VBCDE ≃
(
µ2 − ǫ0
)
⋆ ηA[CMDE] , µ
2 ≡ −2C2[A]
D + 1
, (3.1.17)
where we have used (3.1.15) and
VABCD = M[AB ⋆ MCD] = M[AB ⋆ MC]D − iηD[AMBC] , (3.1.18)
and we have also introduced the parameter
ǫ0 =
D − 3
2
. (3.1.19)
Thus, one finds, for example,
C2[so(D + 1;C)|A] = −ǫ0(ǫ0 + 2) , (3.1.20)
C4[so(D + 1;C)|A] = −ǫ0(ǫ0 + 2)(ǫ20 + ǫ0 + 1) , (3.1.21)
and one can calculate higher-order Casimir operators as well, by using (3.1.15) recursively.
We can choose a canonical leveled basis for A as follows:
A =
∞⊕
n=0
An , An ≃
{
Xn = x
A(n),B(n)T̂A(n),B(n)
}
, (3.1.22)
where xA(n),B(n) are traceless type (n, n) tensors3, and
T̂A(n),B(n) = M{A1B1 · · ·MAnBn} = M{A1B1 ⋆ · · · ⋆ MAnBn} , (3.1.23)
3Throughout this Thesis, tensors with the symmetry of the Young diagram of height ν with ni cells
in the ith row (i = 1, . . . , ν) are referred to as type (n1, . . . , nν) tensors (where thus n1 ≥ n2 ≥ · · · ≥ nν
are positive integers). We work with normalized and mostly symmetric Young projections
Pn1,n2,...,nν =
1∏
cells(hook-lengths)
∏
rows i
Si
∏
columns j
Aj ,
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where we use the convention that curly brackets, {· · · }, enclose so(D + 1;C) irreducible,
i.e. traceless and Young-projected, groups of indices. More explicitly,
T̂A(n),B(n) = M〈A1B1 ⋆ · · · ⋆ MAnBn〉
+
[n/2]∑
k=1
κn;kη〈A1A2ηB1B2 · · · ηA2k−1A2kηB2k−1B2kMA2k+1B2k+1 ⋆ · · · ⋆ MAnBn〉 , (3.1.24)
where we use the convention that hooked brackets, 〈· · · 〉, enclose sl(D+1;C) irreducible,
i.e. Young projected, groups of indices, and the coefficients κn;k are fixed by
ηCDT̂A(n),B(n−2)CD = 0 . (3.1.25)
We note that VAB ≃ 0 implies that the trace parts in (3.1.24) only involve lower-order
enveloping-algebra monomials in rectangular Young projections. From (3.1.23) and on-
wards, we shall always use the convention that repeated indices that are denoted by a
single letter and distinguished by subindices are always symmetrized, so that4
MA1
B1 · · ·MAnBn ≡ M(A1 (B1 · · ·MAn)Bn) = M(A1 (B1 ⋆ · · · ⋆ MAn)Bn) , (3.1.26)
that is,
MA1B1 · · ·MAnBn = M〈A1B1 · · ·MAnBn〉 = M〈A1B1 ⋆ · · · ⋆ MAnBn〉 . (3.1.27)
For example, the simplest case is given by
T̂A(2),B(2) = MA1B1 ⋆MA2B2 −
2
D(D + 1)
(ηA1A2ηB1B2 − ηA1B1ηA2B2)C2[A] .(3.1.28)
The so(D + 1;C)-transformations take the form
AdMAB(TC(n),D(n)) = 2inη[B|{C1T|A]|C(n−1),D(n)} + 2inη[B|{D1TC(n),|A]|D(n−1)} ,(3.1.29)
where the adjoint action of A on itself is defined by
AdX(Y ) = [X, Y ]⋆ . (3.1.30)
where Si and Aj are symmetrizers and anti-symmetrizers, respectively, acting on the indices of the ith
row (i = 1, . . . , ν) and jth column (j = 1, . . . , n1). Thus, a type (n1, . . . , nν) tensor TA1(n1),...,Aν(nν) has
ν groups of symmetrized indices Ai(ni) = A
i
1 . . . A
1
ni
, subject to the over-symmetrization rule
T··· ,(Ai
1
...Ai
ni
,A
i+1
1
)Ai+1
2
...A
i+1
ni+1
,··· = 0 , i = 1, . . . , ν − 1 .
When A = 1, . . . , N , such tensors are sl(N ;C) irreps, and so(N ;C) irreps when they are traceless, of
highest weight (n1, . . . , nν).
4We note that prior to using this convention, the type (n, n) Young projection of MA1B1 · · ·MAnBn
(no symmetry on A and B indices!) equals 2
n
n+1MA1B1 · · ·MAnBn (symmetry on the A and B indices!).
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Therefore, the generators T̂A(n),B(n) of A indeed have the correct index structure and
transformation properties to be candidate generators of the HS extension of so(D+1;C)
we were looking for. Let us now look at some other properties that will be important for
the following. We can also define the anti-commutator action
AcX(Y ) = {X, Y }⋆ , (3.1.31)
with the closure
[AcX ,AcY ] = Ad[X,Y ]⋆ . (3.1.32)
From V ≃ 0 it follows that
AcMAB(T̂C(n),D(n)) = 2∆nT̂[A|{C(n),|B]D(n)} + 2λnη[A{C1η|B]{D1 T̂C(n−1),D(n−1)} ,(3.1.33)
with (suppressing the anti-symmetry on AB)
η[A{C1η|B]{D1 T̂C(n−1),D(n−1)} = ηAC1ηBD1T̂C(n−1),D(n−1)
+βn
(
ηC1C2ηBD1 T̂AC(n−2),D(n−1) + ηAC1ηD1D2T̂C(n−1),BD(n−2)
+ ηC1D1ηC1AT̂BC(n−2),D(n−1) + ηC1D1ηD1BT̂C(n−1),AD(n−2)
)
+αn
(
ηC1C2ηD1D2 T̂AC(n−2),BD(n−2) − ηC1D1ηC2D2 T̂AC(n−2),BD(n−2)
)
, (3.1.34)
where the coefficients
∆n = 2
n+ 1
n+ 2
,
αn =
1
4
(n− 1)2
(n+ ǫ0 − 1)(n+ ǫ0 − 12)
, βn = −1
2
n− 1
n + ǫ0 − 1 , (3.1.35)
are fixed by traceless type (n + 1, n + 1) Young projection (so that P(MABT̂C(n),D(n)) =
∆nPT̂[A|{C(n),|B]D(n) = ∆nTAC(n),BD(n) where P ≡ PAC(n),BD(n)), while the coefficient
λn = −1
2
n(n+ 1)(n+ ǫ0 − 1)
n+ ǫ0 +
1
2
, (3.1.36)
can be computed either by solving the trace conditions on (3.1.33), or by demanding
closure under (3.1.32) and (3.1.29), that is
[AcMAB ,AcMCD ](T̂E(n),F (n)) = 4iηBCAdMAD T̂E(n),F (n) , (3.1.37)
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(where the separate anti-symmetry on AB and CD has been suppressed). In order to
apply the first method, one first substitutes the T̂ -elements on the left-hand and right-
hand sides of (3.1.33) by their trace expansions (3.1.24) up toO(η2) andO(η), respectively.
One then contracts the equation by ηBD1 using V ≃ 0 and (3.1.25), respectively, to
simplify the left-hand and right-hand sides. The second method, on the other hand,
relies entirely on the so(D + 1;C)-covariance of the whole procedure of factoring out
I[V ], and does not require any further use of V ≃ 0. Instead, equation (3.1.37) yields
a recursive relation between λn and λn−1 that can be solved given the initial datum
λ0 = 0. There is also a third method of computing λn, namely to reduce (3.1.33) under
so(D + 1;C)→ so(D;C), as we shall discuss in the next Section.
As can be seen already by comparing (3.1.20) and (3.1.21) to (C.0.3) and (C.0.4),
the values of the Casimir operators in A are equal those assumed in the scalar-singleton
lowest-weight space D0 ≡ D(ǫ0; (0)) described briefly in Appendix C, and that we shall
look at more closely later in this Chapter, i.e.
C2n[so(D + 1;C)|A] = C2n[so(D + 1;C)|ǫ0; (0)] . (3.1.38)
In fact, the ideal I[V ] is isomorphic to the scalar-singleton annihilator in U , i.e.
I[V ] ≃ I[D0] , (3.1.39)
where I[D], for given lowest-weight space D, is the ideal consisting of all elements in
U that annihilate all states in D. To show this, one first derives the lemma5 that if X
belongs to a tensorial so(D + 1;C) irrep, then X ∈ I[D0] iff X|ǫ0, (0)〉 = 0. Next one
verifies that V |ǫ0, (0)〉 = 0.
As found in [106, 107] (see also [112] for a more recent application in the context of
affine extensions of so(D+1;C)), at the level of lowest-weight spaces, the VAB constraint
is by itself sufficient to uniquely select the scalar singleton (and also the spinor singleton in
D = 4), and the VABCD constraint then follows automatically. In the associative algebra
A, on the other hand, which does not refer explicitly to lowest-weight spaces, the values
of C2n are instead fixed (to be those of the singleton representation) by combining the
VAB and VABCD constraints. The enveloping-algebra construction thus rests on a weaker
set of assumptions than the lowest-weight construction, and hence A has potentially an
algebraically richer structure than the space of operators on D0, as we shall explore in
more detail in Chapter 7.
5The scalar singletonsD±(±ǫ0; (0)) and the 4D spinor singletonD±(±(ǫ0+1/2); (1/2)) are annihilated
by the ideal I[V ], as we shall see in the next Section.
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3.1.1 so(D;C)-Covariant Form of the Quotient Algebra
Next, we turn to a so(D;C)-covariant description of the quotient algebra A. We begin
by splitting MAB into so(D;C) generators Mab and translations
Pa = M0′a , (3.1.40)
obeying
[Mab,Mcd]⋆ = 4iη[c|[bMa]|d] , [Mab, Pc]⋆ = 2iηc[bPa] , (3.1.41)
[Pa, Pb]⋆ = iMab (3.1.42)
(comparing with the general notation of (2.1.42) we are now choosing L = 1 and λ = 1).
By definition, the translations are odd under the automorphism π of A (and U), viz.
π(Pa) = −Pa , π(Mab) = Mab , π(X ⋆ Y ) = π(X) ⋆ π(Y ) . (3.1.43)
The constraints VAB ≃ 0 and VABCD ≃ 0 then decompose into
V0′0′ =
1
2
(P a ⋆ Pa − µ2) ≃ 0 , (3.1.44)
V0′a =
1
4
{Mab, Pb}⋆ ≃ 0 , (3.1.45)
Vab =
1
2
(M(a
c ⋆ Mb)c − P(a ⋆ Pb) + µ2ηab) ≃ 0 , (3.1.46)
Vabcd = M[ab ⋆ Mcd] ≃ 0 , V0′abc = −P[a ⋆ Mbc] = 0 , (3.1.47)
where µ2 is defined in (3.1.17). As shown in Appendix B, the constraints (3.1.45) and
(3.1.46) follow from (3.1.44), and (3.1.47) is equivalent to P[a ⋆ Pb ⋆ Pc] ≃ 0. The value of
µ2 is determined from
P a ⋆ P[a ⋆ Pb ⋆ Pc] ≃ i6(µ2 − ǫ0)Mbc . (3.1.48)
Thus, the ideal I[V ] can be given the Lorentz covariant presentation
P a ⋆ Pa ≃ ǫ0 , P[a ⋆ Pb ⋆ Pc] ≃ 0 . (3.1.49)
and we note the auxiliary trace constraints:
P a ⋆ Mab ≃ Mba ⋆ P a ≃ i(ǫ0 + 1)Pb , (3.1.50)
M(a
c ⋆ Mb)c ≃ −P(a ⋆ Pb) + ǫ0ηab . (3.1.51)
Correspondingly, the so(D+1;C)-covariant expansion of the quotient algebra A given in
(3.1.22) reduces to the following so(D;C)-covariant expansion
X =
∑
n≥m≥0
Xa(n),b(m)Ta(n),b(m) , (3.1.52)
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where Xa(n),b(m) are traceless type (n,m) tensors, and
Ta(n),b(m) ≡ T̂{a(n),b(m)}0′(n−m) = M{a1b1 · · ·MambmPam+1 · · ·Pan} , (3.1.53)
where T̂A(n),B(n) are defined in (3.1.23) and the curly brackets indicate traceless type (n,m)
projection. We note that Ta(n),b(m) is a linear recombination of T̂a(n),b(m−2k)0′(n−m+2k),
k = 0, 1, . . . , [m/2], of the form6
Ta(n),b(m) = T̂〈a(n),b(m)〉0′(n−m) +
[m/2]∑
k=1
κn,m;kT̂〈a(n),b(m−2k)0′(n−m+2k)ηb1b2 · · · ηb2k−1b2k〉 ,(3.1.54)
where the 〈· · · 〉 indicate type (n,m) Young projection, and the coefficients κn,m;k are fixed
by the requirement that Ta(n),b(m) be traceless. For example, as shown in Appendix B, the
simplest case is given by
Ta(n) = P{a1 · · ·Pan} ≃ P(a1 ⋆ · · · ⋆ Pan) + κn,0;1η(a1a2Pa3 ⋆ · · · ⋆ Pan) +O(η2) ,(3.1.55)
with
κn,0;1 = −(n+ 1)n(n− 1)(n+ 4ǫ0 − 2)
48(n+ ǫ0 − 12)
. (3.1.56)
The O(D;C)-transformations are given by
AdMab(Tc(n),d(m)) = 2inη[b|{c1T|a]c(n−1),d(m)} + 2imη[b|{d1Tc(n),|a]d(m−1)} . (3.1.57)
In Chapter 7 we shall need the explicit form of the anti-commutator
AcPc(Ta(s+k),b(s)) = 2∆s+k,sTc{a(s+k),b(s)} + 2λ
(s)
k ηc{aTa(s+k−1),b(s)} , (3.1.58)
with
ηc〈aTa(s+k−1),b(s)〉 = ηcaTa(s+k−1),b(s) + αs+k,sηa(2)Ta(s+k−2)c,b(s) +
+βs+k,sηa(2)Ta(s+k−2)b,cb(s−1) + γs+k,sηabTa(s+k−1),cb(s−1) ,(3.1.59)
where the coefficients
∆s+k,k =
(k + 2)(k + s+ 1)
(k + 1)(k + s+ 2)
, (3.1.60)
αs+k,s = −1
2
s + k − 1
s+ k + ǫ0 − 12
, (3.1.61)
βs+k,s =
1
2
(s+ k − 1)s
(s+ k + ǫ0 − 12)(2s+ k + 2ǫ0 − 1)
, (3.1.62)
γs+k,s = − s
2s+ k + 2ǫ0 − 1 , (3.1.63)
6In what follows, it is important that (3.1.53), or (3.1.54), is a strong equality, i.e. it holds in U
without the need to remove terms in the ideal I[V ].
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are fixed by the traceless type (s + k, s) Young projection (so that P(PcTa(s+k),b(s)) =
∆s+k,sPTc{a(s+k),b(s)} = ∆s+k,sTca(s+k),b(s) where P ≡ Pca(s+k),b(s)), while the coefficient
λ
(s)
k =
1
8
k(k + s+ 1)(k + 2s+ 2ǫ0 − 1)
k + s+ ǫ0 +
1
2
, (3.1.64)
can be computed in four ways: i) reducing (3.1.33); ii) solving the trace conditions on
(3.1.58) (using (3.1.49), (3.1.50) and (3.1.51)); iii) demanding closure under
[AcPa,AcPb](Tc(s+k),d(s)) = iAdMab(Tc(s+k),d(s)) ; (3.1.65)
or iv) solving the twisted-adjoint Casimir relation (i.e. the mass-formula for Weyl tensors)
that we shall discuss in Section 3.1.2. The methods (ii) and (iii) are examined in detail
in the case of s = 0 in Appendix B.
In Chapter 7 we shall also need the anti-commutator
AcMab(Tc(n)) = 2Tc(n)[a,b] + 2ρnη[a|{c1Tc(n−1)},|b] , (3.1.66)
with (suppressing the anti-symmetry on ab)
ηa{c1Tc(n−1)},b = ηac1Tc(n−1),b −
1
4
n
n+ ǫ0 − 12
ηc1c2Tc(n−2)a,b , (3.1.67)
where the coefficient ρn is
ρn = −(n− 1)n(n + 1)
n+ ǫ0 +
1
2
, (3.1.68)
as shown in Appendix B.
3.1.2 HS Algebras. Adjoint and Twisted-Adjoint Master
Fields
We are finally ready to define a HS Lie algebra. The associative algebra A plays a central
role in Vasiliev’s frame-like formulation of higher-spin gauge theory: indeed, the vielbein
e = dxµeµ
aPa and the Lorentz connection ω = dx
µωµ
abMab can be encoded, together with
an infinite tower of higher-spin gauge fields, in a master one-form A taking values in
the adjoint representation of an infinite-dimensional higher-spin Lie-algebra extension of
so(D + 1;C). The minimal extension, that is unique in the sense that so(D + 1;C) is its
maximal finite-dimensional Lie subalgebra, is given by
ho(D + 1;C) = {Q ∈ A : τ(X) = −X} , (3.1.69)
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where τ is the anti-automorphism defined in (3.1.7), and with Lie bracket induced by the
associative ⋆-product, viz.
Ad(Q)(Q′) = [Q,Q′]⋆ = Q ⋆ Q′ −Q′ ⋆ Q . (3.1.70)
Decomposing ho(D+1;C) under so(D+1;C), leads to an expansion into finite-dimensional
levels,
ho(D + 1;C) =
∞⊕
ℓ=0,1,2,...
Lℓ , (3.1.71)
where the ℓth level is spanned by monomials of degree 2ℓ+ 1, i.e.
Qℓ = Q
A(2ℓ+1),B(2ℓ+1)T̂A(2ℓ+1),b(2ℓ+1) = Q
A(2ℓ+1),B(2ℓ+1)MA1B1 ⋆ · · ·MAnBn ,(3.1.72)
with TA(2ℓ+1),b(2ℓ+1) defined in (3.1.23), and where Q
A(2ℓ+1),B(2ℓ+1) are traceless type (2ℓ+
1, 2ℓ + 1) tensors. As expected, the Lie bracket mixes the levels as follows (see [76, 66,
77, 52] and also [101] for a more recent discussion)
[Qℓ, Qℓ′ ]⋆ =
ℓ+ℓ′∑
ℓ′′=|ℓ−ℓ′|
Qℓ′′ . (3.1.73)
Although, to the best of our knowledge, the explicit form of the structure coefficients in
the T̂A(2ℓ+1),B(2ℓ+1)-basis has not yet been worked out explicitly, this formula shows that
the HS algebra constructed above recovers the feature that was long [39, 40, 38] known
to characterize HS interactions: as soon as one massless field with spin s ≥ 3 enters the
game, one must introduce infinitely many spins (at least all even integer spins) as required
by the closure of the gauge algebra.
The ℓth level decomposes further under so(D;C) into traceless type (s− 1, t) tensors
with s = 2ℓ+ 2 and 0 ≤ t ≤ 2ℓ+ 1, so that the minimal adjoint one-form is
A =
∑
s=2,4,6,...
A(s) , (3.1.74)
A(s) = −i
s−1∑
t=0
dxµAµ,a(s−1),b(t)(x)Ma1b1 · · ·MatbtP at+1 · · ·P as−1 . (3.1.75)
where A(2) contains the vielbein and so(D;C) connection,
A(2) = e+ ω = −i(eaPa + 12ωabMab) . (3.1.76)
It is also convenient to collect the higher-spin gauge fields as
W =
∑
s=4,6,...
A(s) . (3.1.77)
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Notice that, needless to say, for every spin-s sector A(s) contains precisely the fields
discussed in Section 2.2. We will later see that, starting from Vasiliev’s equations, and
treating A(2) exactly (assuming eµ
a to be invertible) andW perturbatively, one can derive
a weak-field expansion in which all component gauge fields are auxiliary except the metric
gµν = eµ
aeνa , (3.1.78)
and the symmetric rank-s tensor gauge fields
φa(s) = (e
−1)(aµWµ,a(s−1)) , s = 4, 6, . . . . (3.1.79)
However, the master one-form (7.6.13), with its component field (7.6.14), cannot be
the only ingredient in a fully interacting HS gauge theory. Indeed, we have not yet made
sure that our candidate HS symmetry algebra satisfies the second requirement, i.e., that it
admits a unitary representation that contains all the gauge fields that we have examined
in 2.2. As we will show in Section 3.2, massless UIRs of so(D − 1, 2) and of its infinite-
dimensional HS extensions necessarily include a scalar field, which of course cannot sit
in the master one-form, but needs to be accommodated in a zero-form. Moreover, as we
shall discuss in detail in the next Chapter, the Vasiliev equations have been written in a
certain first-order form (called unfolded formulation) in which a zero-form, transforming
in a peculiar representation of the so(D − 1, 2) algebra and its infinite-dimensional HS
extensions, plays a crucial role. Therefore, aside from the adjoint master one-form A, the
admissibility criterion and the unfolded formulation7 require a master zero-form Φ taking
values in a twisted-adjoint representation of the higher-spin Lie algebra. The minimal
twisted-adjoint representation is given by
T (D + 1;C) = {S ∈ A : τ(S) = π(S)} , , (3.1.80)
where π is the A-automorphism defined in (3.1.43), and the higher-spin representation is
defined by
A˜dQ(S) = [Q, S]π = Q ⋆ S − S ⋆ π(Q) . (3.1.81)
The twisted-adjoint representation decomposes under so(D+1;C) into infinite-dimensional
levels,
T (D + 1;C) =
⊕
ℓ=−1,0,2,...
Tℓ , (3.1.82)
spanned by O(D;C)-covariant elements, viz.
Sℓ =
∞⊕
k=0
Sa(s+k),b(s)Ta(s+k),b(s) , s ≡ 2ℓ+ 2 , (3.1.83)
7Interestingly, in a recent paper [101] it has been proposed that full higher-spin dynamics in even space-
time dimensions can be induced by starting from a Chern-Simons-like theory in one higher dimension
based on an adjoint one-form only.
CHAPTER 3. HS ALGEBRAS AND REPRESENTATION THEORY 53
where Sa(s+k),b(s) ∈ C and Ta(s+k),b(s) is given by (3.1.53). The twisted-adjoint transfor-
mations mixes the levels as follows:
A˜dQℓ(Sℓ′) =
ℓ+ℓ′∑
ℓ′′=max(−1,ℓ′−ℓ)
Sℓ′′ , (3.1.84)
where the higher bound on ℓ′′ follows immediately, while the the lower bound follows from
the contraction rules (3.1.44)-(3.1.47).
The expansion of the minimal twisted-adjoint zero-form reads
Φ =
∑
s=0,2,4,...
Φ(s) , (3.1.85)
Φ(s) =
∞∑
k=0
ik
k!
Φa(s+k),b(s)(x)Ma1b1 · · ·MasbsPas+1 · · ·Pas+k . (3.1.86)
As we shall see, in the above-mentioned weak-field expansion of the Vasiliev equations,
the component fields Φa(s),b(s) become generalized spin-s Weyl tensors for s = 2, 4, . . . ,
and a physical scalar for s = 0,
φ = Φ |Pa=Mab=0 , (3.1.87)
while Φa(s+k),b(s) for k = 1, 2, . . . become auxiliary fields, given by the kth derivatives of
Φa(s),b(s) on-shell.
There are many ways to extend the minimal model. In some sense, the simplest exten-
sion is to add all odd spins s = 1, 3, 5, ..., i.e. half-integer levels ℓ = −1/2, 1/2, 3/2, . . . ,
leading to the (non-minimal) adjoint and twisted-adjoint modules
ho1(D + 1;C) = A, (3.1.88)
T1(D + 1;C) = A , (3.1.89)
with representations given by (3.1.70) and (3.1.81), respectively. These modules decom-
pose under ho(D + 1;C) into
ho1(D + 1;C) = A− ⊕s A+ , A+ ≡ ho(D + 1;C) , (3.1.90)
T1(D + 1;C) = T+(D + 1;C)⊕ho T−(D + 1;C) , T+(D + 1;C) ≡ T (D + 1;C) ,(3.1.91)
where ⊕s denotes the semi-direct sum, A± = {Q ∈ A : τ(Q) = ∓Q} and T±(D + 1;C) =
{S ∈ A : τ(S) = ±π(S)}. The spaces A± and T±(D+1;C) contain the integer (+) and
half-integer (−) adjoint and twisted-adjoint levels, respectively, associated to gauge fields
and Weyl tensors with even (+) and odd (−) spins, and the representations are given by
[A±,Aσ]⋆ = A±σ and [A±, Tσ(D + 1;C)]π = T±σ(D + 1;C) for σ = ±.
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3.2 Lowest-Weight and Highest-Weight Representations of
so(D + 1;C)
In this Section we recall the construction and the main features of the representations
of the so(D + 1;C) algebra that will be of interest in the following. In particular, we
want to focus on the massless irreducible representations of that algebra, i.e., on those
irreps that describe massless fields in nonflat maximally symmetric space-times, as they
will also be irreps of the HS extension of their isometry algebras. All the representations
that will be of interest to us in this Chapter are lowest-weight (or highest-weight) repre-
sentations, where the energy operator E = P0 = M0′0 is bounded from below (or above)
and the energy levels consist of finitely many spins (i.e. tensorial or tensor-spinorial rep-
resentations of the so(D − 1;C)-subalgebra generated by Mrs). Among these one finds
finite-dimensional tensorial and tensor-spinorial representations, which arise as invariant
subspaces containing both lowest-weight and highest-weight states, as well as infinite-
dimensional representations arising in harmonic analysis of linearized field equations on
maximally symmetric spaces (of various signatures) with nonvanishing cosmological con-
stant. As we shall see in Chapter 7, the linearized fields also contain lowest-spin modules,
which contain neither highest-weight nor lowest-weight states, although for fixed spin they
consist of finitely many energy levels.
We shall first characterize finite-dimensional and infinite-dimensional highest and low-
est representations of the complex algebra so(D + 1;C). The choices of real forms and
related unitarity issues will be discussed in Subsection 3.2.3.
In the standard basis, the so(D + 1;C) commutation rules read
[MRS ,MTU ]⋆ = 4iδ[T |[SMR]|U ] , (3.2.1)
where R = 1, . . . , D + 1 and
δRS = diag(+ · · ·+) . (3.2.2)
Representations of so(D+1;C) can be described starting from left modules consisting of
eigenstates of the “diagonal” generators
(MD+3−2k,D+2−2k − λk) | (λ1, . . . , λν)〉 = 0 , k = 1, . . . , ν = [(D + 1)/2] ,(3.2.3)
on which the remaining generators act as suitable raising and lowering operators. A
particular class of representations are the highest weight representations. These arise
assuming the existence of a highest weight state |(n1, . . . , nν)〉 annihilated by all raising
operators. From it, the lowering operators generate a module V(n1, . . . , nν), known as
the Verma module. For generic values of (n1, . . . , nν), it is irreducible (and hence infinite-
dimensional). However, for special values, it contains at least one excited state, referred
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to as a singular vector, that is annihilated by all the raising operators. The singular
vectors generate an invariant submodule N(n1, . . . , nν), and as a result the highest weight
representation is now defined as the quotient
D(n1, . . . , nν) =
V(n1, . . . , nν)
N(n1, . . . , nν)
, (3.2.4)
which is irreducible, and infinite-dimensional or finite-dimensional depending on (n1, . . . , nν).
The finite-dimensional tensorial representations arise for integer highest weights obeying
n1 ≥ n2 ≥ · · · ≥ nν ≥ 0 , (3.2.5)
corresponding to an so(D + 1;C) tensor with symmetry properties given by the Young
projection corresponding to the diagram with ni cells in the ith row. In these repre-
sentations, the repeated action of any lowering operator on any state sooner or later
generates states in N(n1, . . . , nν). Thus, there exists a lowest weight state, actually given
by | (−n1,−n2, . . . ,−nν)〉, that is annihilated by all lowering operators. Thus, the finite-
dimensional representations are highest and lowest weight spaces, and they are invariant
under the mirror reflection λ1 → −λ1.
Infinite-dimensional representations of interest for Field Theory in a D-dimensional
space-time arise in the case that
s0 = (n2, . . . , nν) , (3.2.6)
remains an integer (or half-integer) highest weight, while
e0 = −n1 (3.2.7)
becomes a sufficiently large positive number (for fixed s0). Then MD+1,D becomes un-
bounded from below, i.e. D(n1, . . . , nν) no longer contains any lowest weight state, and
thereby becomes infinite-dimensional. The mirror reflection λ1 → −λ1 now sends the
highest weight space D(n1, . . . , nν) to an infinite-dimensional lowest weight space, de-
noted by D−(−n1, . . . , nν). Thus, identifying
E = −MD+1,D , (3.2.8)
as the field theory Hamiltonian, and the generators
Mrs , r, s = 1, . . . , D − 1 , (3.2.9)
as the orbital plus internal angular momenta, the highest weight |(−e0, n2, . . . , nν)〉 be-
comes a ground state, or lowest energy state, with energy e0 and spin s0. It is convenient
to “Wick-rotate” the two spatial directions D+1 and D into two time-like directions, that
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we shall denote by 0 and 0′, and describe the weight space starting from the commutation
rules of so(D + 1;C) in the “two-time” basis (3.2.1). The energy operator therefore is
E = M0′0 = P0 , (3.2.10)
and the energy raising and lowering operators are identified with
L±r = M0r ∓ iM0′r = Mor ∓ iPr , (3.2.11)
leading to the following energy graded decomposition of the commutation rules (3.2.1):
[L−r , L
+
s ] = 2iMrs + 2δrsE , (3.2.12)
[E,L±r ] = ±L±r , (3.2.13)
[Mrs,Mtu] = 4iδ[t|[sMr]|u] , (3.2.14)
[Mrs, L
±
t ] = 2iδt[sL
±
r] . (3.2.15)
The highest weight state |(n1, . . . , nν)〉 of the standard basis is a lowest weight state of the
two-time basis, and vice versa, and in order to avoid confusion we shall use the notation
|e0; s0〉 ≡ |(−e0, n2, . . . , nν)〉 . (3.2.16)
In order to accommodate also the negative energy states (resulting from the reflections in
weight space), one also needs to define highest weight states. Thus, in general, we have
highest weight states (+) and lowest weight states (−), obeying
(E − e0)|e0; s0〉± = 0 , L∓r |e0; s0〉± = 0 . (3.2.17)
Moreover, since s0 is, by assumption, a positive integer highest weight of so(D − 1;C),
one may, without loss of generality, replace the original Verma module V±(−e0, s0) by
the generalized Verma module defined by
C(e0; s0)
± =
V±(−e0, s0)
N[so(D − 1;C)] , (3.2.18)
where N[so(D−1;C)] consists of all so(D−1;C) modules generated from states that are
singular with respect to so(D− 1;C). In other words, the generalized Verma module is a
particular example of a Harish-Chandra module8, with energies bounded from below by
8Given a Lie algebra g, the definition of a Harish-Chandra module is a more general one, which
does not a priori involve any highest or lowest-weight state, but only a certain slicing of an infinite-
dimensional irreducible g-module R. In particular, the slicing R|h of R under a subalgebra h ⊂ g is said
to be admissible if it contains only finite-dimensional h irreps, sometimes referred to as h-types, with
finite multiplicities, viz.
R|h =
⊕
κ
mult(κ)Rκ , mult(κ) dimRκ <∞ , (3.2.19)
where κ are referred to as the compact weights of h. If all h-types are generated by the universal enveloping
algebra U [g] of g starting from a finite number of h-types then R is referred to as a Harish-Chandra module
(see [134] and the general treatise [136] for more details).
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e0 (+) or above (-) by −e0, consisting of all states that are generated by the action of
(only) the L±r operators on |e0; s0〉±, i.e.
C±(e0; s0) = spanC
{
L±r1 · · ·L±rn |e0; s0〉±
}∞
n=0
. (3.2.20)
One refers to so(2;C)E ⊕ so(D − 1;C)Mrs as the compact subalgebra, and to the corre-
sponding basis of C±(e0; s0), consisting of states {|e; s〉±} labeled by energy eigenvalues e
and spins s, as the compact basis. The various weights of a Harish-Chandra module, that
result from extracting the so(D − 1;C)-irreducible parts from the states in (3.2.20), can
therefore be represented as discrete dots filling a wedge (and its negative energy reflec-
tion) in the (so(D − 1;C)-)spin/energy plane. For example, concentrating our attention
on the lowest weight modules and starting, for definiteness, from a lowest weight state
|e0; (s0, 0, ..., 0)〉t(s0), the first excited energy level consists of
L+r |e0; s0〉+t(s0) =

|e0 + 1; (s0 + 1, 0, ..., 0)〉+rt(s0) = L+{r|e0; (s0, 0, ..., 0)〉+t(s0)} ,
|e0 + 1; (s0, 1, 0, ..., 0)〉+t(s0),r = L+{r|e0; (s0, 0, ..., 0)〉+t(s0)} ,
|e0 + 1; (s0 − 1, 0, ..., 0)〉+t(s0−1) = L+r |e0; s0〉+rt(s0−1) ,
(3.2.21)
where the brackets {...} embrace the indices that are Young projected and traceless ac-
cording to the various projections indicated in the middle terms of the equality above.
In general, the Harish-Chandra module C±(e0; s0) is not irreducible, as it may contain
singular vectors, i.e. excited states |e′0; s′0〉± with e′0 > e0 that are annihilated by L∓r ,
L∓r |e′0; s′0〉± = 0 . (3.2.22)
This can happen, for instance, when certain relations are imposed between e0 and s0. In
a definite signature such a constraint can arise from the requirement of unitarity, as we
shall see. It is clear from the commutation relations and the definition of Harish-Chandra
modules, however, that for e0 ≫ s0 there cannot be singular vectors |e′0; s′0〉±: indeed, by
construction excited states have e′0 − s′0 ≥ e0 − s0 ≫ 1, and, schematically,
L−r |e′0; s′0〉+ = L+...L+(2iM + 2E)L+...L+|e0; s0〉+ + ... (3.2.23)
where the commutation relation (3.2.12) has been used and the ellipsis stand for other
similar terms with all possible powers of L+ on the left and on the right of 2iM + 2E.
But if e0 ≫ s0, the action of E and Mrs can only extract strictly positive eigenvalues,
and there is no chance that (3.2.22) be verified. On the other hand, this argument shows
that lowering e0 to some critical value e0,crit = e0,crit(s0) a singular vector may appear.
Similarly (interchanging − and +) for highest-weight modules.
The singular vectors generate Harish-Chandra submodules
C±(e′0; s
′
0) = spanC
{
L±r1 · · ·L±rn |e′0; s′0〉±
}∞
n=0
, (3.2.24)
CHAPTER 3. HS ALGEBRAS AND REPRESENTATION THEORY 58
and C±(e0; s0), that contains them, is therefore an indecomposable module: that is to say,
the action of the noncompact generators L±r can bring from C
±(e0; s0) to the inside of
the singular submodule, but not back out of the latter (because of (3.2.22)). This implies
that the direct sum of such submodules is an ideal I±(e0; s0) ⊂ C±(e0; s0) that can be
factored out consistently, leaving the irreducible lowest and highest weight spaces
D±(e0; s0) =
C±(e0; s0)
I±(e0; s0)
. (3.2.25)
The indecomposable structure can be also be presented by making use of the semi-direct
sum symbol ⊕s, as C±(e0; s0) = I±(e0; s0) ⊕s D±(e0; s0). The lowest and highest weight
spaces are isomorphic, namely
D∓(e0; s0) = π(D±(−e0; s0)) , (3.2.26)
where π is defined by acting over so(D + 1;C) as the automorphism
π(L±r ) = L
∓
r , π(E) = −E , π(Mrs) = Mrs , (3.2.27)
and on lowest and highest weight states as the reflection
π(|e0, s0〉±) = | − e0, s0〉∓ . (3.2.28)
Of importance for our constructions is also the existence of the linear anti-automorphism
τ , defined by
τ(MAB) = −MAB , (3.2.29)
and
τ(|e0, s0〉±) = ϕ(e0, s0) ∓〈−e0, s0| , (3.2.30)
where ±〈e0, s0| are the ground states of the dual weight spaces (D±(e0, s0))⋆, and ϕ(e0, s0)
is a phase factor. Lowest weight states and spaces will sometimes be written without the
+ superscript, and in that case the highest weight dittos will be denoted by a tilde instead
of the − superscript.
After this general description, we now turn to examine some important examples.
First, let us exemplify the lowest weight description of the so(D + 1;C) vector ∆(1, 0) =
D(−1; (0)). The singular vector is L+{rL+s}| − 1; (0)〉, and I(−1; (0)) ≃ C(1; (2)) contains
all states with energy e ≥ 2, since
L−r L
+
s L
+
t L
+
t | − 1; (0)〉 = −6L+{rL+s}| − 1; (0)〉 , (3.2.31)
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leaving D(−1, 0) consisting of | − 1; (0)〉, |0; (1)〉 = L+r | − 1; (0)〉 and |1; (0)〉 = L+r L+r | −
1; (0)〉. We note that L+r |1; (0)〉 ∈ I(−1; (0)) so that L+r |1; (0)〉 ≃ 0 in D(−1; (0)), reflect-
ing the fact that the finite-dimensional representations contain lowest as well as highest
weights.
Of the infinite-dimensional cases, those of main interest to us are the singleton and mass-
less representations,
scalar and spinor singletons : e0 = s0 + ǫ0 , s0 = 0,
1
2
, (3.2.32)
massless particles : e0 = s0 + 2ǫ0 , s0 = 1,
3
2
, 2, 5
2
, . . . ,(3.2.33)
where ǫ0 = (D − 3)/2, and the singular vectors are
Singletons s0 = 0 : |ǫ0 + 2; (0)〉 = L+r L+r |ǫ0; (0)〉 , (3.2.34)
s0 =
1
2
: |ǫ0 + 32 ; (12)〉α = (γr)αβL+r |ǫ0 + 12 ; (12)〉β (3.2.35)
Massless s0 = 1, 2, . . . : |s0 + 2e0 + 1; (s0 − 1)〉r1...rs0−1 = L+r |s0 + 2e0; (s0)〉rr1...rs0−1 , ,(3.2.36)
s0 =
3
2
, 5
2
, · · · : |s0 + 2e0 + 1; (s0 − 1)〉αr1...rs0−3/2 = L+r |e0; (s0)〉αrr1...rs0−3/2 ,(3.2.37)
with γr given by so(D−1) Dirac matrices. The so(D−1;C) representations of the ground
states are given by
Mrs|e0; (s0)〉±t1...ts0 = 2is0δs{t1 |e0; (s0)〉
±
t2...ts0}r , s0 = 0, 1, 2, . . . ,(3.2.38)
Mrs|e0; (s0)〉±α,t1...ts0−1/2 = 2i(s0 − 1/2)δs{t1 |e0; (s0)〉
±
t2...ts0−1/2}r
(3.2.39)
− i
2
(γrs)α
β|e0; (s0)〉±β,t1...ts0−1/2 , s0 =
1
2
, 3
2
, 5
2
, . . . ,(3.2.40)
where the curly brackets indicate the symmetric and traceless projection on t1 . . . ts0, and
γrs = γ[rγs]. The phase factors in (3.2.30) are
τ(| ± ǫ0; (0)〉±) = ∓〈∓ǫ0; (0)| , (3.2.41)
τ(| ± (ǫ0 + 12); (1/2)〉±) = i ∓〈∓(ǫ0 + 12); (1/2)| , (3.2.42)
τ(| ± (s0 + 2ǫ0); (s0)〉±) = (−)s0 ∓〈∓(s0 + 2ǫ0); (s0)| , s0 = 1, 2, ... , (3.2.43)
τ(| ± (s0 + 2ǫ0); (s0)〉±) = (−)s0−1/2i ∓〈∓(s0 + 2ǫ0); (s0)| , s0 = 1/2, 3/2, ... ,(3.2.44)
and the action of τ on dual states is fixed by demanding that
τ 2 =
{
Id integer spin
−Id half-integer spin . (3.2.45)
We now devote a more detailed discussion to the infinite-dimensional representations that
will be of importance in the following.
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3.2.1 Massless Irreducible Representations
Even a proper definition of “masslessness” in maximally symmetric spaces with nonva-
nishing cosmological constant is nontrivial. All sensible definitions have in common the
feature that the massless representation should correspond, in the flat limit Λ → 0, to a
massless representation of the Poincare´ algebra, but this does not fix uniquely the notion
of masslessness, and additional conditions have to be introduced (see, for example, [107]
and references therein). Stronger definitions of masslessness correspond to the concepts
of conformal masslessness and composite masslessness : the first is related to the property
of unique extension from representations of so(D + 1;C) to a singleton representation of
the conformal group [108], while the second characterizes massless particles as composites
of two singletons [31], as we shall review in the next Subsection. The two notions coincide
only in D = 3, 4.
The latter definition is quite natural as it implies that the appearance and factorization
of the singular ideal I±(e0; s0) corresponds, for s0 ≥ 1 to the appearance of a gauge
symmetry and elimination of gauge modes. Let us show how this happens for the critical
value e0,crit = s0+2ǫ0 mentioned above, henceforth restricting our attention, for simplicity,
to the case of totally symmetric representations D(e0; (s0, 0, ..., 0)) ≡ D(e0; s0) and to
integer spins only.
Indeed, for e0,crit = s0 + 2ǫ0 and s0 > 1 a singular vector appears at the first excited
level, with quantum numbers
|e′0; s′0〉r(s′0) = |e0 + 1; s0 − 1〉r(s0−1) = L+t |e0; s0〉tr(s0−1) . (3.2.46)
This simply follows from the assumption that |e0; s0〉 is a lowest weight state and from
the algebra,
L−q (L
+
t |e0; s0〉tr(s0−1)) = (2iMqt + 2δqtE)|e0; s0〉tr(s0−1)
= 2(e0 − s0 − 2ǫ0)|e0; s0〉tr(s0−1) = 0 for e0 = s0 + 2ǫ0 , (3.2.47)
as can be easily checked recalling also that |e0; s0〉ttr(s0−2) = 0. The whole Harish-Chandra
module D(s0 + 1; s0 − 1) built on top of the singular vector, and that encodes the gauge
modes of the massless field of spin s0 decouples completely from the rest of the repre-
sentation, and can therefore be consistently factored out. The leftover irreducible weight
space (illustrated in Figure 3.1 for the case of the massless spin-1 field in four dimensions)
is formed by states that are “divergence-free” (L+p |e; s〉pr(s−1),q(t) = L+p |e; s〉r(s),pq(t−1) = 0)
and where each dot has multiplicity one9 [110].
The elements of the Harish-Chandra modules (3.2.20) can be identified with the modes
9In the sense of the Harish-Chandra module, of course, where every weight always carries a finite-
dimensional irrep of so(D − 1;C).
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Figure 3.1: Weight diagram of the massless UIR of spin-1 D(2, 1) in four dimensions.
of a free quantum one-particle state (or anti-particle state)10 on a maximally symmetric
space with nonvanishing cosmological constant. The corresponding field equations for
general signature can be obtained describing such space as the coset so(D+1;C)
so(D;C)
, that, in
the various signatures of interest, gives rise to the manifolds shown in (2.1.39). The
D’Alembertian operator is related to the difference of the quadratic Casimir operators
C2[so(D+1;C)] and C2[so(D;C)]. For a general signature Σ of ηAB and Σ
′ of ηab, and in
the notation of Section 2.1.1, this amounts to
λ2L2∇a∇bηab = C2[so(Σ)]− C2[so(Σ′)] , (3.2.48)
which characterizes the mass-shell condition as
λ2τ 2L2m2 = C2[so(Σ)]− C2[so(Σ′)] , (3.2.49)
10Strictly speaking, such a terminology should be applied to the elements of unitary modules, that we
shall examine later. With such a proviso, we shall anyway extend it to every state of a Harish-Chandra
module.
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where m is the mass of a spin-s particle in the nonflat maximally symmetric background
at hand (that includes also the mass-like term that originates from the coupling to the
background curvature) and we have temporarily reinstated, for clarity, the factors of the
radius of curvature L2 elsewhere taken equal to one. In the compact basis and in lowest
or highest weight states D±(e0; s0), one can evaluate the Casimir operator of so(D+1;C)
as in (C.0.3), obtaining
m2 = e0(e0 ∓ (D − 1)) + C2[so(D − 1;C)|(s0)]− C2[so(D;C)|(s0)D] , (3.2.50)
where (s0)D is an so(D;C)-irrep. One can check from here that the value m
2 of the
mass-like term, obtained in Section 2.1.2 as the one preserving the gauge invariance of
the Fronsdal equations, corresponds to the one obtained from (3.2.50) at the critical
energy e0 = s0 + 2ǫ0 of the massless lowest weight representations D(s0 + 2ǫ0; s0). Notice
however that, in general, (3.2.50) is a quadratic equation for e0, and admits therefore
two roots. When there are two real roots, they correspond to two different solutions
of the field equations with different boundary conditions at spatial infinity11. For fixed
spin, such “conjugate” representations D(E0; s0) are those with the same value of the
Casimir operator but different values of energy: from (C.0.1) it is clear that these must
have E0 = D − 1− e0 (here for lowest weight representations). As we shall see, unitarity
introduces some other bound on the value of e0 at fixed s0, and in general this rules
out one of the two solutions as nonunitary (the one with lower energy). One important
exception that we shall encounter is the scalar field in four dimension, that comes in two
varieties, D(1, 0) and D(2, 0), related to Neumann and Dirichlet boundary conditions,
respectively, and both unitary.
Not having any associated gauge symmetries, a massless scalar can only be defined in
accordance to the criteria of conformal or composite masslessness. As we shall see, the
latter leads, in general, to a scalar representation D(2ǫ0; 0), and possesses a weight lattice
that is half-filled (see Fig. 3.2), compared to that of the gauge fields, due to the fact
that, as the lowest weight state |2ǫ0; 0〉 has spin 0, there is no way of forming a spin-0
combination at the first excited level (i.e., with a single energy raising operator L+).
In four dimensions, the composite massless scalars are of two types, as we shall see,
and coincide with the conformal massless ones. Indeed, the conformal coupling gives a
(fake) mass term of the form
m2 =
R
6
= −12
6
= −2 , (3.2.51)
where eq. (2.1.30) has been used to determine the curvature scalar R. Substituting in
11This is of course strictly true only in the signature (D−1, 2), i.e., in the AdSD case. However, a notion
of boundary can be found also in other signatures: for example, in the case of SD, it is naturally associated
with solutions of the field equations that diverge at the poles, and that are therefore well-behaved only
if the latter are cut out, which introduces a boundary.
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(3.2.50) and solving for e0 gives ǫ0 = 1, 2 (and notice that, in four dimensions 2ǫ0 = 1).
We shall soon examine the composite interpretation of these two solutions.
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Figure 3.2: Weight diagram of the massless scalar D(1, 0) in four dimensions.
3.2.2 Singleton Representations
The most remarkable fact about massless representations in a maximally symmetric back-
ground with nonvanishing cosmological constant is that they are not fundamental! This
is a dramatic difference with respect to the case of a flat space-time, and relies on the fact
that the fundamental representation (unitary in the AdS case) is a a very special one,
an ultra-short representation that admits no flat limit, called singleton. Such represen-
tations were first discovered by Dirac [30], who was quite intrigued by their properties,
subsequently studied by Fronsdal and collaborators [16, 31, 108], and then later found a
very natural arena in String Theory in the context of the AdS/CFT correspondence and
of recent studies on the tensionless limit of strings [111].
Let us examine what happens to the scalar weight space in the case that e0 is lowered
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to the value ǫ0: remarkably, also the Harish-Chandra module of a scalar field becomes
indecomposable, and a singular vector appears at the second excited level,
|e′0, s′0〉 = |ǫ0 + 2, 0〉 = L+r L+r |ǫ0, 0〉 . (3.2.52)
Indeed,
L−r L
+
s L
+
s |e0, 0〉 = (2iMrs + 2δrsE)L+s |e0, 0〉+ 2L+r E|e0, 0〉
= (4e0 − 4ǫ0)L+r |ǫ0, 0〉 = 0 (3.2.53)
admits precisely the solution above, e0 = ǫ0. The factorization of the scalar singular
submodule D(ǫ0 + 2; 0) from the Harish-Chandra module of a scalar representation leads
to an ultra-short irrep
D0 ≡ D(ǫ0; 0) = spanC
{
L+{r1L
+
r2
...L+rn}|e0, 0〉
}∞
n=0
(3.2.54)
that consists of a single line in the weight space (see Fig. 3.3), hence the name singleton.
The physical meaning of this fact is that, for every excitation in such a representation, the
energy is always proportional to the so(D−1;C)-spin: this means that there are no radial
excitations, i.e., that such a representation only consists of boundary degrees of freedom.
In other words, the factorization of the singular submodule does not correspond, as it was
the case for s0 ≥ 1, to the elimination of gauge modes, but to the absence of bulk degrees
of freedom! Indeed, the singular vector (3.2.52) can be shown to be related to (D − 1)-
dimensional equations of motion of a conformal scalar field living at the boundary. This
property of being boundary objects gives a kinematical reason for the unobservability of
singletons. The defining property that, for each energy level D(n)(ǫ0; 0),
ED(n)(ǫ0; 0) = (ǫ0 + n)D
(n)(ǫ0; 0) , (3.2.55)
also gives a reason why such representations do not admit a flat limit. Indeed, recall that
for Poincare´ irreps one has a continuous tower of modes for every value of spin, which is
exactly what one gets from the flat limit of the massless irreps found above12. However,
having a single energy eigenvalue for any given value of the spin makes the excitations in
the singleton representation peculiar, and makes its flat limit result in a representation of
the Poincare´ algebra that is trivial on the translations.
Nonetheless, as previously announced, the most remarkable properties of the scalar
singleton is that the tensor product of two such representations (sometimes refereed to as
doubleton) decomposes, under the action of so(D+1;C), into the direct sum of all bosonic
12The discrete spectrum of energy for every value of spin is related to the presence of a boundary, which
is in its turn related to a finite radius of curvature L - essentially, dealing with fields in a space-time of
constant curvature is analogous to analyzing waves in a box.
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Figure 3.3: Weight diagrams of the scalar singleton D(1/2, 0) (•) and of the spinor singleton
D(1, 1/2) (◦) in four dimensions.
massless representations, as first discovered in the case of AdS4 by Flato and Fronsdal
[31] and later extended to D dimensions [106, 107, 66, 111],
D0 ⊗D0 =
⊕
s0=0,1,2,...
D(s0 + 2ǫ0, (s0)) . (3.2.56)
The product above can be decomposed into the symmetric and antisymmetric parts, that
contain the even and odd massless spins, respectively,
[D0 ⊗D0]S =
⊕
s0=0,2,4,...
D(s0 + 2ǫ0, (s0)) (3.2.57)
[D0 ⊗D0]A =
⊕
s0=1,3,5
D(s0 + 2ǫ0, (s0)) . (3.2.58)
The composite massless lowest weight states can therefore be written as a superposition
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of states in the doubleton,
|s+ 2ǫ0; (s)〉12;r(s) = fr(s)(1, 2)|2ǫ0; (0)〉12|2ǫ0; (0)〉12 , (3.2.59)
where the composite operator13 fr(s)(1, 2) is given by
fr(s)(1, 2) = (−1)sfr(s)(2, 1) =
s∑
k=0
fs;k(L
+
{r1 · · ·L+rk)(1)(L+rk+1 · · ·L+rs})(2) ,(3.2.60)
fs;k = (−1)sfs;s−k =
(
s
k
)
(1− s− ǫ0)k
(ǫ0)k
. (3.2.61)
Eq. (3.2.50) determines the mass of a free scalar singleton field Ψ to be m2Ψ =
− (D−3)(D+1)
4
, while its field equation is(
✷− (D − 3)(D + 1)
4
)
Ψ = 0 , (3.2.62)
and belongs to the ideal D(ǫ0 + 2, (0)).
We note also that so(D+1;C) does not act transitively on the singleton weight space.
The smallest Lie algebra with this property is the minimal bosonic HS algebra ho(D+1;C)
defined in (3.1.69).
As announced earlier in this Chapter, the singleton representation is also uniquely
defined by the condition that it be annihilated by every combination of generators of the
enveloping algebra of so(D+1;C) that is in the ideal I[V ] defined in (3.1.9). Indeed, one
can characterize I[V ] as the annihilating (left and right) ideal of the singleton,
I[V ] = spanC {X ∈ U : X|ψ〉 = 0 , ∀|ψ〉 ∈ D0} , (3.2.63)
and to prove this it is sufficient to show that the generating elements VAB and VABCD
annihilate every element in the singleton representation. This is easily done splitting the
index A = (+,−, r), where X± ≡ X0 ± iX0′ , and noting that c−− = L+r L+r , that exactly
coincides with the combination of energy-raising operators giving rise to the singular
vector (3.2.52) and is therefore consistently set to zero in the singleton representation
with all the submodule built on top of it. Moreover, using so(D + 1;C) rotations, this
conclusion can be extended to all the independent so(D − 1;C)-components into which
cAB is broken as a consequence of the index splitting. Similarly, one can show that also
VABCD gives zero acting on every state in the singleton.
13The coefficients fs;k are fixed by the condition (L
−
r (1) + L
−
r (2))|s + 2ǫ0; (s)〉12;r(s) = 0, which is
equivalent to akfs;k + as−k+1fs;k−1 = 0, where ak = 2k(k + ǫ0 − 1), with solution fs;k = (−1)sfs;s−k =
(−1)k as−k+1···as
ak···a1
fs;0, taking the form (7.3.30) for fs;0 = 1.
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Importantly, in D = 4 the scalar singleton D(1/2, 0) is not the only irrep satisfying
(3.2.63): one can show indeed that the latter condition admits another spinor singleton
irrep D1/2 = D(1, 1/2), whose lowest weight state is a so(3;C)-spinor representation
|1, 1/2〉i. Moreover, one can also prove that C2[so(5;C); (1/2, 0)] = C2[so(5;C); (1, 1/2)].
This implies, among other things, that also the tensor product of two spinor singletons
decomposes into integer-spin massless representations, and in particular
D1/2 ⊗D1/2 = D(2, 0)⊕
⊕
s0=0,1,2,...
D(s0 + 1, s0) , (3.2.64)
while the tensor product of a scalar and a spinor singleton gives rise to the half-integer-spin
massless representations,
D0 ⊗D1/2 =
⊕
2s0=1,3,...
D(s0 + 1, s0) . (3.2.65)
Notice that scalar and spinor doubletons admit the same decomposition except for the
scalar sector, where the former contains the parity-invariant scalar D(1, 0) and the latter
the pseudo-scalar D(2, 0). We shall make use of this particular feature of four dimensions
in Chapter 7.
3.2.3 Real forms and unitary representation
So far, our analysis has been carried out at the complex level, and with no notion of
unitarity. We shall now examine in detail the various different real forms of the so(D+1;C)
algebra with the different signatures (p′, D+1−p′) that will be of relevance in the following,
and in which of these the representations shown above are unitary. In particular, we shall
look at how the splitting
g = g+ ⊕ g0 ⊕ g− , (3.2.66)
into the compact subalgebra g0 = so(D − 1;C) ⊕ so(2;C) and the noncompact parts
g± = spanC {L±r } can be performed, and examine the effect of a σ automorphism that
acts on the generators in such a way as to always arrive at a positive definite standard
inner product.
• so(D− 1, 2) with tangent space signature (D− 1, 1) (AdSD) : Here we have ηAB =
(−1, δrs,−1).
We begin by assuming M †AB =MAB. One can realize the splitting (3.2.66) taking
E = M0′0 , Mrs (3.2.67)
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as the generators of the compact subalgebra, and
L±r = M0r ∓ iM0′r (3.2.68)
as the energy-raising and energy-lowering operators. Moreover, we define Pr = M0′r
as the spatial AdSD translations. One can check that such definitions indeed satisfy
the algebra
[
L−r , L
+
s
]
= 2iMrs + 2δrsE ,[
E,L±r
]
= ±L±r , (3.2.69)
along with the reality conditions
E† = E , (L±r )
† = L∓r . (3.2.70)
The latter relation ensures that one can build a lowest weight module {L+r1 ...L+rn |e0, s0〉}
of states with positive norm. This, together with the hermitian nature of the gener-
atorsMAB, implies the unitarity of such a representation, at least for suitable values
of e0, s0.
• so(D + 1) with tangent space signature (D, 0) (SD) : ηAB = δAB.
Again we begin by assuming the hermiticity of the generators MAB. Here the
splitting is completely arbitrary, due to the compactness of the algebra. One way
of realizing the algebra (3.2.69) is to choose
L±r = iM0r ∓M0′r , E = M0′0 . (3.2.71)
However, here the reality conditions are such that
E† = E , (L±r )
† = −L∓r , (3.2.72)
and the latter relation prevents from constructing Fock space states with positive
norm. This is independent of the particular chosen realization of the splitting
(3.2.66). The only way to recover this property is to twist the reality conditions
of the generators, in such a way as to get rid of the minus sign in the reality con-
ditions of the energy-raising and energy-lowering operators. This amounts to the
requirement that
M †AB = σ(MAB) , (3.2.73)
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where in this case
σ =
{
+1 , on Mrs,M0′0 = E
−1 , on M0r,M0′r = Pr . (3.2.74)
To reiterate, in the euclidean case one can have a positive definite lowest weight
module only by means of a “Wick rotation” of the algebra that leaves hermitian
only the generators Mrs,M0′0, spanning the subalgebra so(D − 1) ⊕ so(2). In any
case, we cannot have hermitian generators and states with positive norm at the
same time, so such lowest weight representations cannot be unitary, for any value
of e0, s0
14.
• so(D − 1, 1) with tangent space signature (D, 0) (HD) : ηAB = (δab,−).
The energy-raising and energy-lowering operators and the energy operator can here
be defined as
L±r = iM0r ∓ iM0′r , E = iM0′0 . (3.2.75)
We moreover define the space translations as Pr = M0′r =
1
2i
(L−r − L+r ). These
satisfy the algebra (3.2.69), but their reality conditions are
E† = −E , (L±r )† = −L±r , (3.2.76)
as long as one insists in having hermitian MAB generators. The twist which is
needed here to have positive norms is
M †AB = σ(MAB) , (3.2.77)
where in this case
σ =
{
+1 , on Mrs,M0′r = Pr
−1 , on M0r,M0′0 ∼ E . (3.2.78)
In this case, the σ-twist acts with an additional minus sign on the energy and space
translation generators, with respect to the so(D + 1) case, so that they exchange
their σ-eigenvalue. This means that the leftover hermitian subalgebra changes, in
this case, and is indeed so(D − 1, 1). As in the previous case, the representation of
the algebra on the lowest weight module defined above cannot be made unitary.
14Note that this argument only holds for infinite-dimensional modules. Finite-dimensional unitary
representations, which are lowest-and-highest-weight modules, are not ruled out. This is essentially
because, by π-invariance, their weight diagram is symmetrical with respect to the {E = 0} axis, which
in turn implies that the lowest-weight state has a negative energy eigenvalue that compensates for the
minus sign appearing in the hermiticity condition (3.2.72), leading to positive norms.
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• so(D, 1) with tangent space signature (D − 1, 1) (dSD) : ηAB = (−, δrs,+).
One can define
L±r = iM0′r ± iM0r , E = iM0′0 , (3.2.79)
that satisfy the algebra (3.2.69), and Pr = M0′r. The reality conditions are, in this
case,
E† = −E , (L±r )† = −L±r . (3.2.80)
Again, to have positive definite norms, one needs to twist the reality conditions on
generators, in the following way:
M †AB = σ(MAB) , (3.2.81)
where now
σ = π =
{
+1 , on Mrs,M0r
−1 , on M0′r = Pr,M0′0 = E . (3.2.82)
Note that, in accordance with the action of the π map previously defined, here the
whole space-time translation operator Pa = (E, Pr) becomes non hermitian as a
consequence of the twist. This amounts to say that the hermitian subalgebra is, in
this case, so(D − 1, 1). The lowest weight realization of the dSD isometry algebra
is then nonunitary.
It is therefore possible, in AdSD, that the lowest weight representations D(e0, (s0))
presented above are unitary, at least for certain values of e0 and s0. One way to check
this is to check whether the norms of the various states of the representation at hand are all
positive, assuming that the norm of the lowest weight state is, e.g., 〈e0, (s0)|e0, (s0)〉 = 1.
Equivalently, a unitarity bound can be derived imposing that all states within a certain
lowest weight representation have the same value of the Casimir operator C2. Let us look,
for example at a scalar representation D(e0, (0)), and in particular let us compare the
value of C2 on the lowest weight state and on the scalar excited state |e0+2, (0)〉 obtained
acting on the lowest weight state with L+r L
+
r . We obtain
e0(e0 −D + 1) = (e0 + 2)(e0 −D + 3) + |L−r |e0 + 2, (0)〉|2 , (3.2.83)
so that the requirement of unitarity implies the following lower bound
e0 ≥ ǫ0. (3.2.84)
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Note that this inequality is saturated for e0 = ǫ0, i.e., for L
−
r |e0 + 2, (0)〉 = 0, which tells
us that the scalar singleton is the representation that saturates the unitarity bound for
scalars.
A similar reasoning can be carried out for more complicated cases [109, 110]. For a
spin-(1/2) representation, the bound is
e0 ≥ ǫ0 + 1
2
, (3.2.85)
which shows that the spinor singleton in D = 4 (ǫ0 = 1/2) is again at the boundary of
unitarity. For representations with s0 ≥ 1, on the other hand, one gets
e0 ≥ s0 + 2ǫ0 , (3.2.86)
from which one sees that the massless representations D(s0 + 2ǫ0; (s0)) are unitary.
One can also notice that most of the “conjugate” representations D(D − 1 − e0; (s0))
are nonunitary, with the exception of the conjugate scalar fields D(1, 0) and D(2, 0) in
four dimensions. Given that the scalar singleton is a unitary representation in any D, the
massless lowest weight representations into which the doubleton spectrum decomposes
are necessarily unitary in AdSD but nonunitary in other signatures.
However, the most important conclusion of this section is that the spectrum of free
equations we presented in Section 2.2 contains indeed physical massless fields of every spin
s, each occurring once, and that, in order for it to fit a unitary module of the infinite-
dimensional extension ho(D − 1, 2) of the so(D − 1, 2) background isometry algebra it is
necessary that also a scalar enter the HS equations, since a scalar fields always appears in
the so(D − 1, 2)-decomposition of the tensor product of the fundamental UIR of the HS
algebra15, as it appears in (3.2.56). This gives a rationale for the introduction of a master
zero-form (7.6.15), that can contain such a scalar in a natural HS-covariant “master field”.
We shall examine further reasons for this choice in the next Chapter.
3.3 Oscillator realizations
The aim of this Section is to introduce two useful oscillator realizations of the HS alge-
bra, that are very much related to the singleton representation. As we shall examine in
Chapter 5, oscillator realizations are crucial for going to full nonlinear level in the Vasiliev
equations, essentially because they allow to take “square roots” of the HS algebra gener-
ators. The first oscillator realization we shall recall makes use of “vector” oscillators Y Ai ,
15Or in the symmetric part of such tensor product if we compare with the minimal HS algebra (3.1.69).
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that have a vector index of so(D − 1, 2) and a doublet index of sp(2): they underlie a
D-dimensional formulation of Vasiliev equations [72, 52], despite some subtlety due to a
redundancy that the sp(2) index brings in [66, 52, 77]. The latter is automatically absent
in the four-dimensional spinor oscillator realization, based on sl(2;C)-doublet oscillators,
which entered the first formulation of the Vasiliev equations in D = 4 [81, 84, 82, 49, 103],
and that we shall review later on. For the moment, we restrict our considerations to the
AdS case only.
3.3.1 Vector oscillator realization
As stressed in [111], one can describe the singleton as a massless particle living on the
Dirac hypercone XAXA = 0 in R
D−1,2, where XA =
√
2Y A1 and P
A =
√
2Y A2 are its
phase-space coordinates. Upon quantization, one imposes the commutation relations
[Y Ai , Y
A
j ]⋆ = 2iǫijη
AB , (3.3.1)
where ǫij = −ǫji is the invariant tensor of sp(2) and we use the conventions ǫijVj = V i,
V jǫji = Vi, ǫ
ikǫjk = δ
i
j . We are here, again, making use of a ⋆-product defined on the
oscillators that implements the operator product on Weyl-ordered (i.e., totally symmetric)
combinations of oscillators, that we will simply denote by juxtaposition,
Y Ai1 ...Y
A
in =
1
n!
∑
π∈Sn
Y
Aπ1
iπ1
⋆ ... ⋆ Y
Aπn
iπn
. (3.3.2)
The totally symmetric ordering of oscillators is preferred in that it preserves sp(2)-
covariance, differently from other choices such as the normal ordering of the creation/annihilation
operators XA± iP a ∼ a, a†. More generally, for two Weyl-ordered functions of oscillators,
f(Y ) ⋆ g(Y ) = f(Y ) exp
(
iǫijηAB
←−−−
∂
∂Y Ai
−−−→
∂
∂Y Bj
)
g(Y ) , (3.3.3)
which admits the equivalent integral presentation
f(Y ) ⋆ g(Y ) =
1
π2(D+1)
∫
dSdT f(Y + S) g(Y + T ) exp(−iSAi T iA) . (3.3.4)
The constraints ensuring that this particle be massless, P 2 ≈ 0, and that it live on the
hypercone X2 ≈ 0 (i.e., in one dimension less), together with their commutator, propor-
tional to XA, PA ≈ 0, which imposes symmetry under dilatations and thus independence
on the radial direction, actually characterize such particle as a conformal massless particle
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in (D− 1)-dimensions, i.e., a singleton. One can see this also from the fact that the con-
straints above generate sp(2), since they correspond to the three independent components
in
Kij =
1
2
Y Ai YAj , (3.3.5)
with commutation relations
[Kij , Kkl]⋆ = 4iǫ(i|(kKl)|j) , (3.3.6)
which means that one can impose the constraints above by declaring that the every state
|ψ〉 in the Hilbert space of the conformal particle is annihilated by Kij . Notice also that,
with vector oscillators, the generators of so(D − 1, 2) can be realized as the bilinears16
MAB =
1
2
Y iAYiB , (3.3.7)
and let us also introduce the combinations
Lij,AB ≡ 1
2
YAiYAj − ηAB
D + 1
Kij , (3.3.8)
which are traceless in A,B. With the help of these constructs, one can realize the gener-
ators VAB of the annihilating ideal of the singleton I[V ] as
VAB = K
ij ⋆ Lij,AB = Lij,AB ⋆ K
ij , (3.3.9)
which means that imposing the sp(2)-invariance of the states amounts to describe the
singleton weight space! Indeed, the other constraint that generates I[V ] is trivially sat-
isfied in this setting, due to the fact that out of an sp(2)-doublet such as Y Ai one cannot
form combination with more than two antisymmetric indices A,B. Finally, the quadratic
Casimir operator matches that of the singleton, since
C2 =
1
2
MAB ⋆ MAB =
1
2
Kij ⋆ Kij − ǫ0(ǫ0 + 2) , (3.3.10)
which gives the desired result on every state |ψ〉 such that Kij |ψ〉 = 0.
The realization of a HS algebra follows straightforwardly from the realization of the
generators of so(D− 1, 2). It is sufficient to consider arbitrary functions of the oscillators
f(Y ) subject to the conditions of being sp(2)-singlets,
[Kij, f(Y )]⋆ = 0 , (3.3.11)
16Note also that [MAB,Kij ]⋆ = 0.
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This restricts the generators of such an associative algebra, that we shall denote with
S, to be products of oscillators with symmetry properties encoded into two-rows rect-
angular so(D − 1, 2)-Young diagrams. However, the algebra formed by such objects is
still reducible, as it contains the left and right ideal I ′ spanned by all elements g(Y )
proportional to the sp(2) generator, i.e. of the form gij ⋆ K
ij = Kij ⋆ gij. Due to the
definition of Kij (6.2.27), all traces of two-row Young diagrams are contained in I ′. After
factoring it out, the resulting associative algebra A = S/I ′ contains only all traceless two-
row rectangular Young diagrams, and coincides with the associative algebra A defined in
(3.1.12), generated by (3.1.23). One can then realize from it the minimal bosonic HS
algebra ho(D−1, 2) (3.1.69) defining the action of the antiautomorphism of the oscillator
algebra (3.3.1) τ on functions of the oscillators,
τ(f(Y Ai )) = f(iY
A
i ) . (3.3.12)
Moreover, the reality conditions are
(Y Ai )
† = Y Ai . (3.3.13)
It is possible in particular to realize the AdS-translation generator projecting one index
onto the embedding direction, which can be done covariantly making use of the compen-
sator VA introduced in Section 2.2,
Pa =
1
2
Y iAYBiV
B , (3.3.14)
which in the standard gauge becomes
Pa =
1
2
Y iaY0′i ≡
1
2
Y iayi . (3.3.15)
The action of the π automorphism is
π(f(Y Ai )) = π(f(Y
a
i , yi)) = f(Y
a
i ,−yi) , (3.3.16)
i.e., π acts as a parity in the embedding direction. The realization of the adjoint mas-
ter one-form therefore follows immediately putting (3.3.7) and (3.3.15) into (7.6.13) and
(7.6.14), and similarly for the twisted adjoint master zero-form (7.6.15) and (7.6.16).
Notice that one can obtain real component fields with the conditions (3.3.13) imposing
A† = −A , Φ† = π(Φ) . (3.3.17)
As mentioned in the first Section of this Chapter, referring to the singleton by factoring
out its annihilating ideal is much more convenient than doing it by working at the level of
Hilbert spaces, especially in view of formulating HS-covariant full field equations that one
would like to write in a manifestly background covariant form. However, how to project
out the traces, concretely, at the level of the full field equations involves some subtleties
[52, 77, 66]. Such factorization is however very important in the Vasiliev equations, as it
encodes standard second order dynamical equations in a set of HS-covariant first order
curvature constraints.
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3.3.2 4D spinor oscillator realization
The factorization is automatic in the realization of four-dimensional HS algebras in terms
of commuting spinor oscillators yα, y¯α˙ of sl(2;C) (first proposed in [63, 64]) satisfying
[yα, yβ]⋆ = 2iǫαβ , [y¯α˙, y¯β˙]⋆ = 2iǫα˙β˙ , (3.3.18)
that is to say
yα ⋆ yβ = yαyβ + iǫαβ , y¯α˙ ⋆ y¯β˙ = y¯α˙y¯β˙ + iǫα˙β˙ , (3.3.19)
yα ⋆ y¯β˙ = yαy¯β˙ , (3.3.20)
where ǫαβ is the invariant tensor of sl(2;C) and our spinor conventions are collected in
Appendix E. These are particular cases of the most general ⋆-product rule
f(y, y¯) ⋆ g(y, y¯) = f(y, y¯)e−i(
←−
∂ α
−→
∂ α+
←−
∂ α˙
−→
∂ α˙)g(y, y¯) , (3.3.21)
where ∂α ≡ ∂∂yα , or, equivalently,
(f ⋆ g)(y, y¯) =
∫
d4ud4v
(2π)4
f(y + u, y¯ + u¯) g(y + v, y¯ + v¯) exp i(uαvα + u¯
α˙v¯α˙) . (3.3.22)
The realization of the Lorentz and AdS translation generators is
Mab = −1
8
[
(σab)
αβyαyβ + (σ¯ab)
α˙β˙ y˜α˙y¯β˙
]
, Pa =
1
4
(σa)
αβ˙yαy¯β˙ . (3.3.23)
To realize the HS algebra, here it is sufficient to consider the associative algebra spanned
by all possible monomials in oscillators,
Tα1...αn,α˙1...α˙m ≡ Tα(n),α˙(m) , (3.3.24)
that have spin s = n+m
2
, whose elements are therefore all possible functions
f(y, y¯) =
∑
n,m
fα(n),α˙(m)Tα(n),α˙(m) . (3.3.25)
Compared to the vector oscillator realization, however, this is a simpler setting, due to
the lack of the additional sp(2) redundancy. In particular, here traces are automatically
factored out, since for commuting spinors yαyα = y¯
α˙y¯α˙ = 0. In other words, the elements
(3.3.25) indeed span the four-dimensional associative algebra A (3.1.12). Here one can
introduce the antiautomorphism τ as
τ(f(y, y¯)) = f(iy, iy¯) , (3.3.26)
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and the automorphisms π, π¯, distinguishing Lorentz rotations and AdS translations, as
π(f(y, y¯)) = f(−y, y¯) , π¯(f(y, y¯)) = f(y,−y¯) . (3.3.27)
Therefore, by imposing the τ -condition (3.1.69) on the elements (3.3.25) one truncates
the model to generators with m+ n = 2, 6, 10, ..., that exactly correspond to gauge fields
with spin 2, 4, 6, ..., i.e., one obtains the minimal bosonic HS algebra ho(3, 2). The adjoint
master one-form can be written as
A(x; y, y¯) =
1
2i
∞∑
ℓ=0
A(ℓ) , (3.3.28)
where each level ℓ is expanded as
A(ℓ)(x; y, y¯) =
∑
n+m=4ℓ+2
1
n!m!
dxµA(ℓ)α1...αnα˙1...α˙mµ (x)yα1 ...yαn y¯α˙1...y¯α˙m , (3.3.29)
while imposing τ(Φ) = π(Φ) one arrives at the realization of the twisted adjoint master
zero-form,
Φ(x; y, y¯) =
∞∑
ℓ=−1
Φ(ℓ) , (3.3.30)
where
Φ(ℓ)(x|y, y¯) =
∑
|n−m|=4ℓ+4
1
n!m!
Φ(ℓ)α1...αnα˙1...α˙m(x) yα1...yαn y¯α˙1 ...y¯α˙n . (3.3.31)
We are also assuming the reality condition
y†α = y¯α˙ . (3.3.32)
In Chapter 6 we will also examine more general spinor oscillator realizations for the various
signatures so(p′, 5− p′).
Another useful oscillator realization that we will make use of is given in terms of linear
combinations of the y, y¯ oscillators that correspond to creation/annihilation operators
building up the Fock space of states of the scalar and spinor four-dimensional singletons.
In particular, we introduce the su(2)-doublet ai, a
† i, with a† i = (ai)† and i = 1, 2 as
a1 =
1
2
(y1 + iy¯2˙) , a
† 1 =
1
2
(y¯1˙ − iy2) , (3.3.33)
a2 =
1
2
(−y2 + iy¯1˙) , a† 2 = 1
2
(−y¯2˙ − iy1) . (3.3.34)
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They satisfy the following Heisenberg algebra
[ai, a
† j]⋆ = δ
j
i , (3.3.35)
and in terms of them the so(3, 2) generators can be expressed as
E =
1
2
(a† iai + 1) , Mrs =
i
2
(σrs)i
ja† iaj , (3.3.36)
L+r =
i
2
(σr)ija
† ia† j , L−r =
i
2
(σr)
ijaiaj . (3.3.37)
In terms of such oscillators one can build a Fock space on top of the scalar singleton lowest
weight state, which is declared to be annihilated by the ai, ai|1/2, 0〉 = 0,
F = span {a† i1 ...a† in|1/2, 0〉}∞
n=0
, (3.3.38)
that is reducible under the action of so(3, 2) generators: indeed, being the latter bilinears
in oscillators, their action splits the Fock space into the two irreducible even and odd
subspaces,
F = Feven ⊕ Fodd , (3.3.39)
that contain states with even or odd number of oscillators, respectively. Notice that the
lowest weight state of the latter is
|1, 1/2〉i = a† i|1/2, 0〉 , (3.3.40)
i.e., the lowest weight state of the spinor singleton irrep D(1, 1/2). The two singleton ir-
reps are therefore connected very naturally in the oscillator realization, in which a number
of other relations are manifest: for example, the lowest weights of the two scalar D(1, 0)
and D(2, 0), that are both composites and read indeed (see (3.2.56) and (3.2.64))
|1, 0〉 = |1/2, 0〉1|1/2, 0〉2 , |2, 0〉 = |1, 1/2〉i1|1, 1/2〉2 i , (3.3.41)
are also related by the oscillator combination
|2, 0〉 = −y|1, 0〉 , y = a†i (1)a† i(2) . (3.3.42)
Similar relations will be useful in Chapter 7.
Chapter 4
Unfolded formulation
As recalled in the Introduction, although certain gauge-invariant vertices involving mass-
less HS fields can be, and indeed were, obtained in the early and mid-Eighties, addressing
the full “HS-interaction problem” is much more demanding, for reasons that we briefly
repeat here for the reader’s convenience:
1. A consistent interacting HSGT requires the simultaneous introductions of infinitely
many gauge fields of all spins;
2. The interaction with gravity is consistent with the HS gauge symmetries only on
a nonflat gravitational background, i.e., in presence of a nonvanishing cosmological
constant Λ, since interaction terms are nonanalytical in Λ;
3. HS interaction vertices require higher derivatives of the physical fields involved. This
property is strictly connected with the previous one, since, in order for the physical
dimension of the lagrangian to be preserved with more than two derivatives, a
dimensionful parameter must enter the vertices, and Λ is the only candidate in a
field theoretical context.
A step forward was described in the previous Chapter, where an infinite-dimensional
non-abelian HS algebra was constructed. As in YM theories and in gravity, the invari-
ance under the proper local gauge transformations is the key to determine the form of the
interaction terms. However, the above-mentioned peculiar features are important differ-
ences that make a “traditional” analysis unyielding: first of all, a full HSGT will involve
an infinite tower of fields of different spin and, correspondingly, infinitely many gauge
symmetries, which makes impossible an order-by-order analysis in terms of each different
gauge fields. In order to overcome such a problem, it is necessary to work with the proper
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variables, i.e., with some proper “superfields”1 that have nice transformations properties
under the local HS symmetry, and that therefore enable to control at once the whole
tower of massless fields. We will see that this also leads to a natural way out of the third
problem, namely the complication introduced by the fact that unbroken HS symmetry
implies no bound on derivatives in the vertices: indeed, a clever first-order reformulation
of the dynamics that involves crucially the “superfields” as main variables will offer a way
out of this by enabling to “hide” higher derivatives in the component fields. As the order
of derivatives in the interaction vertices grows with the spin, it is intuitively clear that
the “superfields” involved not only will have to encode infinitely many components to
accommodate all spins, but also, presumably, infinitely many components for each spin-s
sector, since each spin can a priori interact with any other one in couplings featuring
higher and higher derivatives of the lower spin field.
The end result will be that the required “superfields” will be the adjoint master one-
form and the twisted adjoint master zero-form introduced in the previous chapter, and that
the proper first-order formulation of the dynamics is the so-called unfolded formulation
(in which the twisted adjoint plays a crucial role), that enables to write HS field equations
in the form of zero-curvature constraints. This is particularly appealing since such form of
the equations makes it easy to control gauge-invariance, and this is especially important
in view of the search for consistent nonlinear deformations. Indeed, such a formalism
is today the only approach to full HS field equations, although an action principle from
which to derive them is still not known. Moreover, unfolding just means that every field
enters the field equations together with all its “descendants”, i.e., with all its derivatives:
although this looks unconventional, this will enable a “canonical”, uniform treatment of
HS interactions. Finally, the introduction of infinitely many derivatives will turn out
not to be redundant, and the zero-curvature equations will turn out to encode nontrivial
dynamics thanks to trace constraints on the component fields.
The unfolded formulation is a particular and extremely interesting case of more general
constructions known as free differential algebras (FDA) that we shall present first. As we
shall see, its peculiarity lies in the introduction of the infinite-dimensional set of twisted-
adjoint zero-forms within the general FDA scheme. Indeed, as previously mentioned, this
idea, due to M. A. Vasiliev and first suggested in [79], is crucial for encoding nontrivial
dynamics in a set of zero-curvature conditions.
1We are borrowing this term from the well-known case of supersymmetric theories, although, as it
will be made clear in the rest of the Chapter, here we do not mean that supercharges enter among the
symmetry generators of the theory (although they could, in principle, since supersymmetric extensions
of HS gauge theories have indeed been constructed).
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4.1 Free Differential Algebras
FDA were first introduced in physics by D’Auria and Fre` [117] (see [118] for a review) as
a way to formulate various supergravity theories containing differential forms of higher
degree through zero-curvature equations. These generalize the Maurer-Cartan equations
that define an algebra through the dual cotangent basis of one-forms of the corresponding
Lie group manifold.
Let us consider an arbitrary set of differential p−forms W α ∈ Ωpα(MD) with pα ≥ 0
(0-forms are included) and α is an index enumerating various forms, which, in principle,
may range in the infinite set 1 ≤ α <∞.
Let Rα ∈ Ωpα+1(MD) be generalized curvatures defined by the relations
Rα = dW α +Gα(W β) , (4.1.1)
where Gα(W β) are some power series in W β built with the aid of the exterior product of
differential forms (that is understood wherever is needed),
Gα(W β) =
∞∑
n=1
fαβ1...βnW
β1...W βn . (4.1.2)
The (anti)symmetry properties of the structure constants fαβ1...βn are such that f
α
β1...βn
6= 0
for pa+1 =
∑n
i=1 pβi, and the permutation of any two indices βi and βj brings a factor of
(−1)pβipβj (in the case of bosonic fields, i.e. with no extra Grassmann grading in addition
to that of the exterior algebra).
A function Gα(W β) satisfying the generalized Jacobi identity
Gβ
δLGα
δW β
≡ 0 (4.1.3)
(the derivative with respect to W β is acting from the left) defines a free differential
algebra2. We emphasize that the property (4.1.3) is a condition on the function Gα(W )
to be satisfied identically for all W β. It is equivalent to the following generalized Jacobi
identity on the structure coefficients
m∑
n=0
(n+ 1)f γ[β1...βm−nf
α
γβm−n+1...βm} = 0 , (4.1.4)
2We remind the reader that a differential d is a Grassmann odd nilpotent derivation of degree one, i.e.
it satisfies the (graded) Leibnitz rule and d2 = 0. A differential algebra is a graded algebra endowed with
a differential d. Actually, the “free differential algebras” (in physicist terminology) are more precisely
christened “graded commutative free differential algebra” by mathematicians (this means that the algebra
does not obey algebraic relations apart from graded commutativity). In the absence of 0-forms, which
however play a key ro`le in the unfolded dynamics construction, the structure of these algebras is classified
by Sullivan [119].
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where the brackets [...} denote an appropriate (anti)symmetrization of all indices βi.
Strictly speaking, the generalized Jacobi identities (4.1.3) have to be satisfied only at
pα < D for the case of a D-dimensional manifoldMD where any (D+1)-form is zero. We
shall call a free differential algebra universal if the generalized Jacobi identity holds for all
values of the indices, i.e., independently of a particular choice of space-time dimension.
The HS free differential algebras discussed in this paper belong to the universal class.
The property (4.1.3) guarantees the generalized Bianchi identity
dRα = Rβ
δLGα
δW β
,
which tells us that the differential equations on W β
Rα = 0 (4.1.5)
are consistent with d2 = 0 and supercommutativity. Conversely, the property (4.1.3) is
necessary for the consistency of eq. (4.1.5).
One defines the gauge transformations as
δW α = dεα − εβ δ
LGα
δW β
, (4.1.6)
where εα(x) has form degree equal to pα − 1 (so that 0-forms W α do not give rise to any
gauge parameter). With respect to these gauge transformations the generalized curvatures
transform as
δRα = −Rγ δ
L
δW γ
(
εβ
δLGα
δW β
)
,
due to the property (4.1.3). This implies the gauge invariance of the equations (4.1.5).
Also, since the equations (4.1.5) are formulated entirely in terms of differential forms, they
are explicitly general coordinate invariant. In fact, the diffeomorphisms are incorporated
in the gauge group, since the Lie derivative LξW α ≡ {d, iξ}W α, where iξ is the inner
derivative with respect to a vector field ξ = ξµ∂µ, is equivalent, up to vanishing curvatures,
to a field-dependent gauge transformation with parameters ǫα = iξW
α (see Appendix A
for an example).
4.1.1 Unfolding strategy
Unfolding means reformulation of the dynamics of one or another system in the form
(4.1.5) which, as we explain below, is always possible by virtue of introducing enough
auxiliary fields. Note that, according to (4.1.1), in this approach exterior differential of
all fields is expressed in terms of the fields themselves, a feature that we had already
encountered in Section 2.2 in the context of the MMSW-reformulation of gravity.
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The case of a FDA that only contains one-forms coincides with the usual Maurer-
Cartan dual formulation of an algebra. Indeed, let h be a Lie (super)algebra, a basis
of which is the set {Tα}, and ω = ωαTα be a 1-form taking values in h. Choosing
G(ω) = ω2 ≡ 1
2
ωαωβ[Tα, Tβ], then eq. (4.1.5) with W = ω is the zero-curvature equation
dω + ω2 = 0, and imposes the Maurer-Cartan equations on ωα,
dωα +
1
2
fαβγω
βωγ = 0 . (4.1.7)
The relation (4.1.3) then amounts to the usual Jacobi identity for the Lie algebra h. In
the same way, (4.1.6) is the usual gauge transformation of the connection ω,
δωα = Dǫa = dǫα + fαβγω
βǫγ . (4.1.8)
Note again that the whole philosophy of the MMSW reformulation of gravity examined
in Section 2.2 consisted in a reformulation of gravity in AdS as a FDA with only one-
forms, in such a way that the background emerges in a coordinate-independent way as
a maximally symmetric solution ω0 of the zero-curvature field equation with its global
stability algebra h that solves δωα0 = 0. Recall that also free HS fields were analyzed in
Section 2.2.2 as fluctuations around such a background.
If now the set W α also contains some p-forms denoted by Ci (e.g. 0-forms) and if the
functions Gi are linear in ω and C,
Gi = ωα(Tα)
i
jCj , (4.1.9)
then the relation (4.1.3) implies that the coefficients (Tα)
i
j define some matrices Tα form-
ing a representation T of h, acting in a module V where the Ci take their values. The cor-
responding equation (4.1.5) is a covariant constancy condition DωC = 0, where Dω ≡ d+ω
is the covariant derivative in the h-module V , and admits the gauge symmetry
δCi = ǫα(Tα)ijCj . (4.1.10)
Suppose now that Ci are zero-forms C i. Notice that, if we pursue the strategy of per-
turbatively expanding our FDA around a vacuum solution ω0, and we treat both the
remaining one-forms ω and the zero-forms as small fluctuations, the equation for the
one-forms becomes
dωα + fαβγω
β
0ω
γ + fαβγiω
β
0ω
γ
0C
i = 0 . (4.1.11)
We note that the vacuum equation dω0+ω
2
0 = 0 together with (4.1.11) and the zero-form
equation dC i + Gi = 0 form a consistent set of equations: indeed, the latter ensures
compatibility of the second with d2 = 0, while the first is the consistency condition of the
last (and also its own consistency condition). We shall see in the next Sections that free
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HS field dynamics can be reformulated in this way - as, in fact, every dynamical system,
upon the addition of sufficiently many auxiliary fields.
One may wonder how the set of equations
dω0 + ω
2
0 = 0 , (4.1.12)
Dω0C = 0 (4.1.13)
could describe any dynamics, giving that it implies that (locally) the connection ω0 is
pure gauge and C is covariantly constant, so that
ω0(x) = g
−1(x) dg(x) , (4.1.14)
C(x) = g(x) C , (4.1.15)
where g(x) is some function of the position x taking values in the Lie group associated
with h (by exponentiation), and C is a constant vector of the h-module T . Since the gauge
parameter g(x) does not carry any physical degrees of freedom, all physical information
is contained in the value C(x0) = g(x0)C of the 0-form C(x) in a fixed point x0 of space-
time. But as one shall see in the next Section, if the 0-form C(x) somehow parametrizes
all derivatives of the original dynamical fields, then, supplemented with some algebraic
constraints (that, in turn, single out an appropriate h-module), it can actually describe
nontrivial dynamics. Indeed, the restrictions imposed on the values of some 0-forms at
a fixed point x0 can lead to a nontrivial dynamics if the set of 0-forms is rich enough
to describe all space-time derivatives of the dynamical fields in a fixed point of space-
time, provided that the constraints just single out those values of the derivatives which
are compatible with the original dynamical equations. Knowing a solution (4.1.15) one
knows all derivatives of the dynamical fields compatible with the field equations, and can
therefore reconstruct these fields by analyticity in some neighborhood of x0.
The p-forms with p > 0, that also satisfy a zero-curvature condition, are still pure
gauge in this setting. As will be clear from the examples below, the meaning of the 0-
forms C contained in C is that they describe all gauge invariant degrees of freedom (e.g.
the spin-0 scalar field, the spin-1 Maxwell field strength, the spin-2 Weyl tensor, etc.,
and all their on-mass-shell nontrivial derivatives). When the gauge invariant 0-forms are
identified with derivatives of the gauge fields which are p > 0 forms, this is expressed by
a deformation of the equation of the latter,
Dω0C = P (ω0)C , (4.1.16)
where P (ω0) is a linear operator (depending on ω0 at least quadratically) acting on C,
as seen explicitly in (4.1.11). If the deformation is trivial, one can get rid of the terms
on the right-hand-side of (4.1.16) by a field redefinition. The interesting case therefore is
when the deformation is nontrivial. A useful criterium for telling whether the deformation
CHAPTER 4. UNFOLDED FORMULATION 84
(4.1.16) is trivial or not is given in terms of the σ− cohomology, discussed at length in
[52].
Let us now stress some of the advantages of the unfolded formulation (see [92] for
more comments) to understand why it is a useful for gauge theories in general and, in
particular, HS gauge theories:
• As we have already stressed elsewhere, HS gauge transformations mix fields of dif-
ferent spins: in particular, the metric is not left invariant. This conflicts with
the standard implementation of general covariance in General Relativity, where
the inverse metric plays a crucial role. Therefore, the unfolded formulation, where
manifest gauge invariance and invariance under diffeomorphisms (i.e., coordinate
independence) is achieved using the exterior algebra formalism and without any
need a priori for singling out the metric, is perfectly suited for the study of gauge
invariant theories in the framework of gravity and, in particular, HS gauge theories.
• As seen above, in the topologically trivial situation, the degrees of freedom are
concentrated in the zero-forms at any point p in space-time. Indeed, the unfolded
curvature constraints solve such zero-forms in terms of all on-shell nontrivial deriva-
tives of the physical fields, that can be therefore reconstructed in a neighborhood
of p. This implies that, in order to describe a system with an infinite number of
degrees of freedom, it is necessary to work with an infinite set of zero-forms that
spans an infinite-dimensional module of the space-time symmetry algebra g3. On
the other hand, if the set of zero-forms is finite, the corresponding unfolded system
is topological, describing at most a finite number of degrees of freedom.
• The unfolded formulation is thus an ultra-local approach to the dynamical problem
that is particularly appealing if one is aiming at a background independent formu-
lation of gauge theories: indeed, thanks to the the introduction of an infinite set of
zero-forms, it is possible to achieve a generally covariant and dynamically nontrivial
formulation of gauge theories where the metric is treated on an equal footing with
the other fields. This is to be contrasted with what happens in Chern-Simons-like
theories that, although diffeomorphism invariant without involving contractions of
the indices by the inverse metric, are topological4. This in particular means that
in the full HS equations of motion the inverse vielbein never appears, and therefore
3We will indeed construct, in Chapter 7, a mapping between the operators contained in the twisted
adjoint zero-form at a fixed point in space-time and the states of the doubleton spectrum, i.e., various
massless irreducible representation (D0 ⊗ D0)S =
⊕
s0=0,2,4,...
D(s0 + 2ǫ0, s0) (see also [90] for related
statements in the context of conformal HS symmetries.).
4As pointed out in [93] however, it is possible to encode local degrees of freedom in a Chern-Simons
(CS) theory by expanding it around a non-maximally symmetric solution. This is at the root of an
attempt [101] towards the formulation of an action principle for full HSGT starting from a CS-like action
in odd dimensions that does not make use of zero-forms.
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the theory also naturally incorporates classical solutions with degenerate metrics
(as we shall see explicitly in Chapter 6), that have long been conjectured to be of
importance in quantum gravity as they can mediate space-time topology changes
(see [94] and references therein).
• Equations (4.1.14) and (4.1.15) show, in particular, that the unfolded formulation
based on universal FDAs makes the dependence on space-time coordinates purely
auxiliary. The dynamics is entirely encoded in the functions Gα(W ). This fact
proves to be extremely useful in the search for consistent HS interactions: indeed,
it means that one can search for them looking for deformations of the Gα(W ) that
still respect a generalized Jacobi identity, i.e., that preserve the consistency of the
system. As we shall see in the next Chapter, it also enables one to express the whole
infinite perturbative series of nonlinear corrections to the free unfolded system as
solution of some additional equations of an enlarged unfolded system, where differ-
entials and differential forms live in a larger space: this does not spoil consistency,
nor alters the local dynamics, that is still determined by the zero-forms at a point in
space-time, as long as the additional equations locally reconstruct the dependence
on the additional coordinates in terms of the original degrees of freedom.
• The unfolded formulation is in principle available for any dynamical system, pro-
vided one introduces additional auxiliary variables, since, as stressed in [91], it is
nothing but a generally covariant first-order formalism.
We now have to determine what is the appropriate infinite-dimensional module of the
space-time symmetry algebra in which the zero-forms have to take values, in order to
encode nontrivial dynamics. This will be explained through the unfolding of free lower-
spin fields.
4.2 Unfolding of lower spins
In this Section, we first show how one can indeed unfold an arbitrary system [85] and
then apply such technique for the free spin 0 and spin 2 system [52].
4.2.1 General procedure
Let ω0 = e
a
0 Pa +
1
2
ωab0 Mab be a vacuum gravitational gauge field taking values in some
space-time symmetry algebra s. Let C(0)(x) be a given space-time field satisfying some
dynamical equations to be unfolded. Consider for simplicity the case where C(0)(x) is
a 0-form. The general procedure of unfolding free field equations goes schematically as
follows:
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For a start, one writes the equation
DL0C
(0) = ea0 C
(1)
a , (4.2.1)
where DL0 is the covariant Lorentz derivative and the field C
(1)
a is auxiliary. Next, one
checks whether the original field equations for C(0) impose any restrictions on the first
derivatives of C(0). More precisely, some part of ∂µC
(0) might vanish on-mass-shell (e.g.
for Dirac spinors). These restrictions in turn impose some restrictions on the auxiliary
fields C
(1)
a . If these constraints are satisfied by C
(1)
a , then these fields parametrize all
on-mass-shell nontrivial components of first derivatives.
Then, one writes for these first level auxiliary fields an equation similar to (4.2.1)
DL0C
(1)
a = e
b
0 C
(2)
a,b , (4.2.2)
where the new fields C
(2)
a,b parametrize the second derivatives of C
(0). Once again one
checks (taking into account the Bianchi identities) which components of the second level
fields C
(2)
a,b are non-vanishing provided that the original equations of motion are satisfied.
This process continues indefinitely, leading to a chain of equations having the form of
some covariant constancy condition for the chain of fields C
(m)
a1,a2,...,am (m ∈ N) parametriz-
ing all on-mass-shell nontrivial derivatives of the original dynamical field. By construction,
this leads to a particular unfolded equation (4.1.5) with Gi in (4.1.1) given by (4.1.9). As
explained in Section 4.1, this means that the set of fields realizes some module T of the
space-time symmetry algebra s. In other words, the fields C
(m)
a1,a2,...,am are the components
of a single field C living in the infinite-dimensional s–module T . Then the infinite chain
of equations can be rewritten as a single covariant constancy condition D0C = 0, where
D0 is the s-covariant derivative in T .
4.2.2 The example of the scalar field
For simplicity, for the remaining of this Section, we will consider a flat space-time back-
ground. The Minkowski solution can be written as
ω0 = dx
µδaµPa (4.2.3)
i.e. the flat frame is (e0)
a
µ = δ
a
µ and the Lorentz connection vanishes. The equation (4.2.3)
corresponds to the pure gauge solution (4.1.14) with
g(x) = exp(xµ δaµ Pa) , (4.2.4)
where the space-time Lie algebra s is identified with the Poincare´ algebra iso(d− 1, 1).
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As a preliminary to the gravity example considered in the next subsection, the simplest
field-theoretical case of unfolding is reviewed, i.e. the unfolding of a massless scalar field
φ(x), which was first described in [85]. The “unfolding” of the massless Klein-Gordon
equation
✷Φ(x) = 0 (4.2.5)
is relatively easy to work out, so we give directly the final result and we comment about
how it is obtained afterwards.
To describe dynamics of the spin zero massless field Φ(x), let us introduce the infinite
collection of 0-forms Φa1...an(x) (n = 0, 1, 2, . . .) which are completely symmetric traceless
tensors
Φa1...an = Φ{a1...an} , η
bcΦbca3...an = 0 . (4.2.6)
The “unfolded” version of the Klein-Gordon equation (4.2.5) has the form of the following
infinite chain of equations
dΦa1...an = e
b
0Φa1...anb (n = 0, 1, . . .) , (4.2.7)
where we have used the opportunity to replace the Lorentz covariant derivative DL0 by
the ordinary exterior derivative d. It is easy to see that this system is formally consistent
because applying d on both sides of (4.2.7) does not lead to any new condition,
d2Φa1...an = −eb0dΦa1...anb = eb0ec0dΦa1...anbc = 0 (n = 0, 1, . . .)
since eb0e
c
0 = −ec0eb0 because eb0 is a 1-form. As we know from Section 4.1, this property
implies that the space T of 0-forms Φa1...an spans some representation of the Poincare´
algebra iso(D− 1, 1). In other words, T is an infinite-dimensional iso(D− 1, 1)-module5.
To show that this system of equations is indeed equivalent to the free massless field
equation (4.2.5), let us identify the scalar field Φ(x) with the member of the family of
0-forms Φa1...an(x) at n = 0. Then the first two equations of the system (4.2.7) read
∂νΦ = Φν ,
∂νΦµ = Φµν ,
where we have identified the world and tangent indices via (e0)
a
µ = δ
a
µ. The first of these
equations just tells us that Φν is the first derivative of Φ. The second one tells us that
Φνµ is the second derivative of Φ. However, because of the tracelessness condition (4.2.6)
it imposes the Klein-Gordon equation (4.2.5). It is easy to see that all other equations in
(4.2.7) express highest tensors in terms of the higher-order derivatives
Φν1...νn = ∂ν1 . . . ∂νnΦ (4.2.8)
5Strictly speaking, to apply the general argument of Section 4.1 one has to check that the equation
remains consistent for any flat connection in iso(D − 1, 1). It is not hard to see that this is true indeed.
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and impose no new conditions on Φ. The tracelessness conditions (4.2.6) are all satisfied
once the Klein-Gordon equation is true. From this formula it is clear that the meaning
of the 0-forms Φν1...νn is that they form a basis in the space of all on-mass-shell nontrivial
derivatives of the dynamical field Φ(x) (including the derivative of order zero which is the
field Φ(x) itself).
Let us note that the system (4.2.7) without the constraints (4.2.6), which was originally
considered in [88], remains formally consistent but is dynamically empty just expressing
all highest tensors in terms of derivatives of Φ according to (4.2.8). This simple example
illustrates how algebraic constraints like tracelessness of a tensor can be equivalent to
dynamical equations.
In a parallel fashion, one can also check that indeed the unfolded dynamical problem
is well-posed once one gives the values of all the zero-forms at a point in space-time. In
fact, one can show that, again due to the trace constraints that the zero-forms satisfy,
this is equivalent to the Cauchy problem. To simplify matters, let us apply the previous
considerations to a 2-dimensional flat space-time, a = 0, 1. We suppose then that all
Φa(n)(p), where the space-time point p has coordinates p = (t0, x0), are given. On the
constraints that the unfolded system imposes these are set equal to all the derivatives
(4.2.8). However, because of trace constraints, there are fewer independent derivatives,
and they “spread”, “unfold” the local initial data onto the space-like line (hypersurface,
in higher dimensions) {t = t0}. In particular: for n = 0 one is given Φ(p); n = 1
fixes Φ˙(p) and ∂Φ(p) (where we use the shorthand notations Φ˙ and ∂Φ for derivatives
with respect to t and x, respectively); the independent local data for n = 2 is Φ00(p) =
Φ11(p) = ∂
2Φ(p) and Φ01(p) = ∂Φ˙(p); for n = 3 is Φ000(p) = Φ110(p) = ∂
2Φ˙(p) and
Φ001(p) = Φ111(p) = ∂
3Φ(p); and so on. In other words, the independent local data fixes
all spatial derivatives of Φ and Φ˙, i.e., it is equivalent to the standard initial data of
the Cauchy problem, Φ and Φ˙ on the equal-time surface {t = t0}. Notice however that
the unfolded formulation is more general, since giving a set of zero-forms at a point in
space-time can be done prior to specifying a metric (the zero-form indices are fiber indices
only) and in a coordinate-independent way. Again, this is because the first-order unfolded
equations involve a trading of space-time indices for fiber (tangent-space) indices, that
makes it possible to encode a nontrivial dynamics into an algebraic constraint. This
reasoning can be extended to arbitrary space-time dimensions.
The above considerations can be simplified further by means of introducing the auxil-
iary coordinate ua and the generating function
Φ(x, u) =
∞∑
n=0
1
n !
Φa1...an(x)u
a1 . . . uan (4.2.9)
with the convention that
Φ(x, 0) = Φ(x) .
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This generating function accounts for all tensors Φa1...an once the tracelessness condition
is imposed, which in these terms implies that
✷uΦ(x, u) ≡ ∂
∂ua
∂
∂ua
Φ = 0 . (4.2.10)
In other words, the iso(D − 1, 1)-module T is realized as the space of harmonic formal
power series in ua. Eqns. (4.2.7) then acquire the simple form
∂
∂xµ
Φ(x, u) = δaµ
∂
∂ua
Φ(x, u) . (4.2.11)
From this realization one concludes that the translation generators in the infinite-dimensional
module T of the Poincare´ algebra are realized as translations in u–space, i.e.
Pa = − ∂
∂ua
,
so that eqn. (4.2.11) reads as a covariant constancy condition (4.1.13)
dΦ(x, u) + ea0PaΦ(x, u) = 0 . (4.2.12)
One can find a general solution of eq. (4.2.12) in the form
Φ(x, u) = Φ(x+ u, 0) = Φ(0, x+ u)
from which it follows in particular that
Φ(x) ≡ Φ(x, 0) = Φ(0, x) =
∞∑
n=0
1
n!
Φν1...νn(0)x
ν1 . . . xνn . (4.2.13)
From (4.2.6) and (4.2.8) one can see that this is indeed the Taylor expansion for any
solution of the Klein-Gordon equation which is analytic in x0 = 0. Moreover one can
recognize the equation (4.2.13) as a particular realization of the pure gauge solution
(4.1.15) with the gauge function g(x) of the form (4.2.4).
The example of a free scalar field is so simple that one might think that the unfolding
procedure is always a trivial mapping of the original equation, in this case (4.2.5), to
the equivalent one, here (4.2.10), in terms of additional variables. This is not true,
however, for the less trivial cases of dynamical systems in nontrivial backgrounds and,
especially, for nonlinear systems. The situation here is analogous to that in the Fedosov
quantization prescription [95] which reduces the nontrivial problem of quantization in
a curved background to the standard problem of quantization of the flat phase space,
that, of course, becomes an identity when the ambient space itself is flat. It is worth to
mention that this parallelism is not occasional because, as one can easily see, the Fedosov
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quantization prescription provides a particular case of the general unfolding approach [78]
in the dynamically empty situation (i.e., with no dynamical equations imposed).
The unfolded free scalar field can also be used as a prototype example of how the ultra-
local unfolded approach to the dynamical problem can be mapped to the standard Cauchy
problem, and viceversa. The key point is the possibility of encoding a Taylor expansion
into an infinite-dimensional fiber at a point p: the corresponding degrees of freedom can
be unfolded in space-time via an expansion in derivatives of the physical field, that is the
content of the system (4.2.7). We shall encounter again a similar mechanism in Chapter
7, when we shall see that space-time local fluctuation fields, with different boundary
conditions, are in correspondence with certain well-defined nonpolynomial combinations
of operators of the HS algebra that are their fiber-( or tangent-space) duals, in the same
way as (4.2.9) and (4.2.13) are dual via (4.2.12).
4.2.3 The example of gravity
The set of fields in the Einstein-Cartan’s formulation of gravity comprises the frame field
eaµ and the Lorentz connection ω
ab
µ . One assumes that the torsion constraint Ta = 0 is
satisfied, in order to express the Lorentz connection in terms of the frame field. The
Lorentz curvature can be expressed as Rab = ecedR
[ab] ; [cd], where Rab ; cd is a rank four
tensor with indices in the tangent space and which is antisymmetric both in ab and in cd,
having the symmetries of the tensor product
a
b
⊗ c
d . The algebraic Bianchi identity
ebR
ab = 0, which follows from the zero torsion constraint, forces the tensor Rab ; cd to
possess the symmetries of the Riemann tensor, i.e. R[ab ; c]d = 0. More precisely, it carries
an irreducible representation of GL(D) characterized by the Young tableau
a c
b d in the
antisymmetric basis. The vacuum Einstein equations state that this tensor is traceless,
so that it is actually irreducible under the pseudo-orthogonal group O(D− 1, 1) on-mass-
shell. In other words, the Riemann tensor is equal on-mass-shell to the Weyl tensor.
For HS generalization, it is more convenient to use the symmetric basis. In this con-
vention, the Einstein equations can be written as
T a = 0 , Rab = ec ed Φ
ac, bd , (4.2.14)
where the 0-form Φac, bd is the Weyl tensor in the symmetric basis. More precisely, the
tensor Φac,bd is symmetric in the pairs ac and bd and it satisfies the algebraic identities
Φ(ac, b)d = 0 , ηacΦ
ac, bd = 0 .
Notice that, while dynamically equivalent to the vanishing of the Ricci tensor, this for-
mulation of the vacuum Einstein equations is more suitable for HS extensions, in that it
is written purely in terms of differential forms, and does not involve the inverse metric.
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In other words, the metric is not given any special role, and this makes this formulation
of the spin-2 field equations manifestly compatible with a symmetry that mixes different
spins.
Let us now start the unfolding of linearized gravity around the Minkowski background
described by a frame 1-form ea0. The linearization of the second equation of (4.2.14) is
Rab1 = e0 c e0 dΦ
ac, bd , (4.2.15)
where Rab1 is the linearized Riemann tensor. This equation is a particular case of eq.
(4.1.16). What is lacking at this stage is the additional set of equations containing the
differential of the Weyl 0-form Φac, bd. Since we do not want to impose any additional
dynamical restrictions on the system, the only restrictions on the derivatives of the Weyl
0-form Φac, bd may result from the Bianchi identities for (4.2.15).
A priori, the first Lorentz covariant derivative of the Weyl tensor is a rank-five tensor
in the following representation
⊗
=
⊕
(4.2.16)
decomposed according to irreducible representations of sl(D). Since the Weyl tensor is
traceless, the right hand side of (4.2.16) contains only one nontrivial trace, that is for
traceless tensors we have the so(D − 1, 1) Young decomposition by adding a three cell
hook tableau, i.e.
⊗
=
⊕ ⊕
The linearized Bianchi identity dRab1 = 0 leads to
e0 ce0 d dΦ
ac, bd = 0 . (4.2.17)
The components of the left-hand-side, written in the basis dxµdxνdxρ, have the symmetry
property corresponding to the tableau
µ a
ν b
ρ
∼ ∂[ρΦaµ ,bν] ,
which also contains the single trace part with the symmetry properties of the three-cell
hook tableau.
Therefore the consistency condition (4.2.17) states that in the decomposition (4.2.16) of
the Lorentz covariant derivative of the Weyl tensor, the first term vanishes and the second
term is traceless but otherwise arbitrary. Let Φabf, cd be the traceless tensor corresponding
CHAPTER 4. UNFOLDED FORMULATION 92
to the second term in the decomposition (4.2.16) of the Lorentz covariant derivative of
the Weyl tensor. This is equivalent to saying that
dΦac, bd = e0f (2Φ
acf, bd + Φacb, df + Φacd, bf ) ,
where the right hand side is fixed by the Young symmetry properties of the left hand side
modulo an overall normalization coefficient. This equation looks like the first step (4.2.1)
of the unfolding procedure, with Φacf, bd irreducible under so(D − 1, 1).
One should now perform the second step of the general unfolding scheme and write the
analogue of (4.2.2). This process goes on indefinitely. To summarize the procedure, one
can analyze the decomposition of the k-th Lorentz covariant derivatives (with respect to
the Minkowski vacuum background, so they commute) of the Weyl tensor Φac, bd. Taking
into account the Bianchi identity, the decomposition goes as follows
k
⊗ ∼= k + 2 (4.2.18)
As a result, one obtains
dΦa1...ak+2, b1b2 = e0 c
(
(k + 2)Φa1...ak+2c, b1b2 + Φa1...ak+2b1, b2c + Φa1...ak+2b2, b1c
)
,
(0 ≤ k ≤ ∞) , (4.2.19)
where the fields Φa1...ak+2, b1b2 are in the irreducible representation of o(d− 1, 1) character-
ized by the traceless two-row Young tableau on the right hand side of (4.2.18), i.e.
Φ(a1...ak+2, b1)b2 = 0 , ηa1a2Φ
a1a2...ak+2, b1b2 = 0 .
Note that, as expected, the system (4.2.19) is consistent with d2Φa1...ak+2, b1b2 = 0.
As in the spin-zero case, the meaning of the zero-forms Φa1...ak+2, b1b2 is that they form
a basis in the space of all on-mass-shell nontrivial gauge invariant combinations of the
derivatives of the spin-2 gauge field.
4.3 Free massless equations for any spin
In order to follow the strategy exposed in Subsection 4.1.1 and generalize the example of
gravity treated along these lines in Subsection 4.2.3, we shall begin by writing unfolded
HS field equations in terms of the linearized HS curvatures (2.2.22). This result is called
“central on-mass-shell theorem”. It was originally obtained in [56, 78] for the case of
D = 4 and then extended to any D in [57, 89]. That these HS equations of motion
indeed reproduce the correct physical degrees of freedom can be shown via an elegant
cohomological approach explained in [52].
CHAPTER 4. UNFOLDED FORMULATION 93
The linearized curvatures F
A1...As−1, B1...Bs−1
1 were defined in (2.2.22). They decompose
into the linearized curvatures with Lorentz (i.e., V A transverse) fibre indices which have
the symmetry properties associated with the two-row traceless Young tableau
s− 1
t .
It is convenient to use the standard gauge V A = δA0′ (we also normalize V to unity). In
the Lorentz basis, the linearized HS curvatures have the form
F
a1...as−1, b1...bt
1 = D
L
0A
a1...as−1, b1...bt + e0 cA
a1...as−1, b1...btc + O(Λ) . (4.3.1)
For simplicity, in this section we discard the complicated Λ–dependent terms which do not
affect the general analysis, i.e. we present explicitly the flat-space part of the linearized HS
curvatures. It is important to note however that the Λ–dependent terms in (4.3.1) contain
the field Aa1...as−1, b1...bt−1 which carries one index less than the linearized HS curvatures.
The explicit form of the Λ–dependent terms is given in [57].
For t = 0, these curvatures generalize the torsion of gravity, while for t > 0 the
curvature corresponds to the Riemann tensor. In particular, as it is shown in [52], the
analogues of the Ricci tensor and scalar curvature are contained in the curvatures with
t = 1 while the HS analog of the Weyl tensor is contained in the curvatures with t = s−1.
(For the case of s = 2 they combine into the level t = 1 traceful Riemann tensor.)
The first on-mass-shell theorem states that the following free field equations in Minkowski
or (A)dS space
F
a1...as−1, b1...bt
1 = δt, s−1 e0 c e0 d Φ
a1...as−1c, b1...bs−1d , (0 ≤ t ≤ s− 1) (4.3.2)
properly describe completely symmetric gauge fields of generic spin s ≥ 2. This means
that they are equivalent to the proper unfolded version of the Fronsdal equations in any
dimension, supplemented with certain algebraic constraints on the auxiliary HS connec-
tions which express the latter via derivatives of the dynamical HS fields. The zero-form
Φa1...as, b1...bs is the spin-s Weyl-like tensor. It is irreducible under so(D − 1, 1) and is
characterized by a rectangular two-row Young tableau ss. The field equations
generalize (4.2.15) of linearized gravity. The equations of motion put to zero all curvatures
with t 6= s− 1 and require Φa1...as, b1...bs to be traceless.
The analysis of the Bianchi identities of (4.3.2) works for any spin s ≥ 2 in a way
analogous to gravity. The final result is the following equation [89] which presents itself
like a covariant constancy condition
0 = D0Φ
a1...as+k, b1...bs ≡ DL0Φa1...as+k, b1...bs
− e0 c
(
(k + 2)Φa1...as+kc, b1...bs + sΦa1...as+k{b1, b2...bs}c
)
+O(Λ) ,
(0 ≤ k ≤ ∞) , (4.3.3)
where Φa1...as+k, b1...bs are so(D − 1, 1) irreducible (i.e., traceless) tensors characterized
by the Young tableaux s + ks . They describe on-mass-shell nontrivial k-th
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derivatives of the spin-s Weyl-like tensor, thus forming a basis in the space of gauge
invariant combinations of (s + k)-th derivatives of a spin s HS gauge field. The system
(4.3.3) is the generalization of the spin-0 system (4.2.7) and the spin-2 system (4.2.19)
to arbitrary spin and to AdS background (the explicit form of the Λ–dependent terms is
given in [89]). Let us stress that for s ≥ 2 the infinite system of equations (4.3.3) is a
consequence of (4.3.2) by the Bianchi identity. For s = 0 and s = 1, the system (4.3.3)
contains the dynamical Klein-Gordon and Maxwell equations, respectively. Note that
(4.3.2) makes no sense for s = 0 because there is no spin-0 gauge potential while (4.3.3)
with s = 0 reproduces the unfolded spin-0 equation (4.2.7) and its AdS generalization.
For the spin-1 case, (4.3.2) only defines the spin-1 Maxwell field strength Φa,b = −Φb,a in
terms of the potential Aµ. The dynamical equations for spin 1, i.e. the Maxwell equations,
are contained in (4.3.3). The fields Φa1...ak+1, b, characterized by the Lorentz irreducible
(i.e. traceless) two-row Young tableaux with one cell in the second row, form a basis in
the space of on-mass-shell nontrivial derivatives of the Maxwell tensor Φa, b.
Since k goes from zero to infinity for any fixed s in (4.3.3), in agreement with the
general arguments of Section 4.1, each irreducible spin-s submodule of the twisted adjoint
representation is infinite-dimensional. This means that, in the unfolded formulation, the
dynamics of any fixed spin-s field is described in terms of an infinite set of fields related
by the first-order unfolded equations. Of course, to make it possible to describe a field-
theoretical dynamical system with an infinite number of degrees of freedom, the set of
auxiliary zero-forms associated with all gauge invariant combinations of derivatives of
dynamical fields should be infinite-dimensional.
It is clear that the complete set of zero-forms Φa1...as+k, b1...bs ∼ s+ ks covers
the set of all two-row Young tableaux. This suggests that the Weyl-like zero-forms take
values in the linear space of ho that obviously forms an so(D−1, 1)- (i.e. Lorentz) module.
Following the strategy sketched in Subsection 4.1.1, one can expect that they belong to
an so(D − 1, 2)-module. But the idea to use the adjoint representation of ho(D − 1, 2)
defined in (3.1.69) does not work because, according to the commutation relation (3.0.1),
the commutator of the background gravity connection ω0 = ω
AB
0 T̂AB with a generator of ho
preserves the rank of the generator, while the covariant derivative D in (4.3.3) acts on the
infinite set of Lorentz tensors of infinitely increasing ranks. Fortunately, the appropriate
representation only requires a slight modification compared to the adjoint representation.
As it is clear by looking at (3.1.80-7.6.16), the representation we are looking for is nothing
but the twisted adjoint presented in Section 3.1.2, that naturally encodes the set of zero-
forms that are needed for the unfolding for every spin-s sector and transforms through the
π-twisted adjoint action (3.1.80). Indeed, the whole set of equations (4.3.2) and (4.3.3)
can be written in quite a compact form in terms of the adjoint master one-form (7.6.13)
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and of the twisted adjoint master zero-form (7.6.15) as
F1 ≡ dA+ {ω0, A}⋆ = ea0 eb0
∂Φ
∂Mab
∣∣∣∣
P a=0
, (4.3.4)
D0Φ ≡ dΦ+ [ω0,Φ]π = 0 , (4.3.5)
where we recall that the anticommutator of the two one-forms in (4.3.4) implements the
adjoint action (3.0.1). The two linearized equations above admit the gauge symmetries
δ(0)A = D0ǫ = dǫ+ [ω0, ǫ] , δ
(0)Φ = 0 , (4.3.6)
where ǫ is an adjoint gauge parameter of ho(D − 1, 2), and therefore contains all the lin-
earized gauge transformations {ǫa(s−1),b(t)} for the set of one-form connections {Aa(s−1),b(t)}
that span the spin-s sector (7.6.14) of the master one-form, and that are needed for the
frame-like description of a spin-s field. The equations above contain all the curvature
constraints of the frame formulation recalled in Section 2.2.2, supplemented with the
unfolding of the Weyl “source term” that follows from the Bianchi identities. As al-
ready stressed before, the physical degrees of freedom contained in the system can be
conveniently analyzed through the so-called σ−-cohomology involving gauge parameters,
gauge potentials, curvatures and Bianchi identities. The details can be found in [52]
(see also [116, 115, 103]), but the end result is essentially that solving the generalized
torsion constraints (contained in the equations (4.3.2) for t < s − 1) expresses certain
(so(D− 1, 1)-irreducible) components of the auxiliary fields contained in each spin-s sec-
tor in terms of the generalized frame field A
a(s−1)
µ ; all the remaining ones are pure gauge,
and can be eliminated by fixing the Stu¨ckelberg-type gauge parameters (all those with
t ≥ 1), except for the totally symmetric component of the generalized frame field, i.e.,
the Fronsdal doubly traceless field ϕµ(s) = (e
−1
0 )(µ1
a1 ...(e−10 )µs−1
as−1Aµs),a(s−1). The latter
carries therefore the physical degrees of freedom, and is accompanied by the remaining
gauge symmetry ǫa(s−1), which coincides with the true (i.e., differential, and not shift
symmetry) Fronsdal traceless gauge parameter. Moreover, the remaining components of
the curvatures F
a(s−1),b(t))
1µν are set to zero by the Bianchi identities except for the F
a(s),b(s)
1
that is left free to fluctuate.
Eqns. (4.3.4), (4.3.5) provide the unfolded form of the free equations of motion for
completely symmetric massless fields of all spins in any dimension. This fact is referred
to as central on-mass-shell theorem because it plays a distinguished role in various re-
spects. The idea of the proof is explained in [52] (see references therein for the original
papers). Let us note that the right-hand-side of eq. (4.3.4) is a particular realization of
the deformation terms (4.1.11) in free differential algebras.
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4.3.1 A few Remarks
As shown in the examples given in this Chapter, in the unfolded formulation the trace
constraints on the tangent-space indices of the fields involved are crucial to ensure that the
first-order system of zero-curvature (or covariant constancy) conditions is not dynamically
empty. Indeed, they are responsible for encoding the second-order physical field equation
in the system. Once such algebraic constraints are taken into account and one works with
traceless one-forms and zero-forms, however, the free unfolded system can be shown to be
equivalent to the Fronsdal equations, and in this sense one can say that trace constraints
put the system on-shell - and, conversely, that the unfolded equations with traceful fields
describe an off-shell (or, better to say, nondynamical) system.
However, it is important to stress at this point that, as discovered first in [77], the free
unfolded equations can nicely recover also the local, unconstrained Francia-Sagnotti equa-
tions (2.1.17), and also their (A)dS version (2.1.53). This can be achieved by declaring
only the zero-forms to be traceless in the internal indices, and letting the trace parts in
the one-forms free to adjust to their source terms in (4.3.2). Let us examine briefly how
this can happen by looking at the example of spin 3 in flat space-time. Let ϕµab be the
totally symmetric (3, 0) component of the frame-like field. After solving some generalized
torsion constraints and using the shift symmetries, one gets
A
(2,2)
µ,ab,cd = γ2,2 ∂〈c∂dϕab〉µ , (4.3.7)
where γ2,2 is a coefficient, unimportant for this discussion, and we recall that the indices
enclosed in the brackets 〈...〉 are sl(D−1, 1)-projected. By tracing two indices this becomes
A
(2,2)
µ,ab,c
c =
γ2,2
3
Kµ,ab , (4.3.8)
with
Kµ,ab = ✷
2ϕµab − 2∂(a∂ · ϕb)µ + ∂a∂bϕ′µ . (4.3.9)
The curvature constraints involving such components of the gauge potentials read
∂[µA
(2,2)
ν],ab,c
c = 0 , (4.3.10)
since the trace of the zero-form on the right hand side vanishes. This implies that the
curl of the tensor Kµ,ab vanishes, i.e., that the latter is a pure gradient,
Kµ,ab = ∂µβab . (4.3.11)
This admits the two projections sl(D− 1, 1)-irreducible projections (3, 0) and (2, 1). The
latter is a consistency condition that admits the solution
β
(2,0)
ab = ∂ · ϕab − 2∂(aϕ′b) + ∂a∂bα , (4.3.12)
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where the last term is a homogeneous solution parametrized by an unconstrained field α.
Finally, substituting back into the solution (4.3.11) of the curvature constraint and taking
the (3, 0) projection one indeed finds the equations (2.1.17),
✷ϕµab − 3∂(a∂ · ϕbµ) + 3∂(a∂bϕ′µ) = ∂(a∂b∂µ)α . (4.3.13)
Moreover, in this case the leftover gauge parameter is, as the adjoint fields, an sl(D−1, 1)-
irreducible parameter. In other words, the system has an unconstrained gauge symmetry.
The compensator therefore enters the unfolded constraints as a cohomologically exact
part [120] in the solutions of a trace part of the curvature constraints.
This consideration points towards the fact that under many respects, including a com-
parison with String Field Theory, it may be important to have a formulation of the
unfolded equations in terms of master fields that contain traceful generators and coeffi-
cients. The appropriate HS algebra corresponds to the enveloping algebra of so(D− 1, 2)
(or iso(D − 1, 1) as well, as long as the free theory is concerned) modulo the VABCD
element only, and not also VAB, leading to fields and generators represented by traceful
two-row Young diagrams. Notice moreover that this is exactly what the vector oscillator
realization, treated in Subsection 3.3.1 enables one to do, prior to factoring out the sp(2)
ideal. Then, one can put the system on-shell, i.e., enforcing the equations of motion on
the physical field, by projecting out the ideal in the zero-form sector only, if one wants to
get the unconstrained formulation; or, alternatively, both in the one-form and the zero-
form sector if one wants to obtain the Fronsdal equations. On the other hand, the spinor
oscillator formulation in intrinsically on-shell, since trace parts are automatically factored
out, as explained in Subsection 3.3.2.
We are finally ready to see how interaction terms can be added. The next step will be
therefore to promote the linearized curvature F1 and the covariant derivative D0 to full
ones F = dA+A ⋆ A and D = d+ [A, ]π, involving the whole ho(D− 1, 2)-connection A,
and to interpret (4.3.4) and (4.3.5) as the linearization of a full system
F ≡ F + J (A,Φ) = 0 , (4.3.14)
DΦ ≡ DΦ+ P(A,Φ) = 0 , (4.3.15)
where J and P are non-linear zero-form deformations obeying the compatibility condition
(4.1.3) and having the correct physical weak field limit (4.3.4) and (4.3.5), that excludes
the trivial solution J = P = 0. These functions are at least cubic and written using
the wedge product (and index contractions by the flat metric ηab and possibly the anti-
symmetric tensor ǫa1...aD). Thus J is quadratic in A and at least linear in Φ, while P is
linear in A and at least quadratic in Φ. Notice that such nonlinearities are required to
maintain consistency: indeed,
D2Φ ∼ FΦ ∼ Φ2 + higher order terms ,
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being F at least of first-order in Φ.
Before looking for the consistent nonlinear deformations, one can make one more ob-
servation about the unfolding procedure. As already stresses in the scalar field example,
at the free level unfolding may seem a cumbersome reformulation of the dynamics. The
point is that at the free level, and also at the interacting level for lower-spin theories,
higher-derivative interactions do not enter the physical field equations: indeed, all the
one-form connections A
a(s−1),b(t)
µ with t ≥ 2, that are solved from torsion constraints as
A a1...as−1, b1...bt = Π
(
Λ−t/2
∂
∂xb1
. . .
∂
∂xbt
A a1...as−1
)
+ lower derivative terms , (4.3.17)
and the infinite chain of equations that constrains higher-rank zero-forms Φa(s+k),b(s) have
no effect on the dynamics. In particular, Φa(s+k),b(s) with k + s > 1 do not enter the
contorsion or the stress-energy tensor for matter-coupled gravity or supergravity, nor the
HS free theories, as we have seen. However, this is not the case for interacting HS gauge
theories, where higher-derivative interaction vertices naturally enter the physical field
equations already at second order in the weak-field expansion: this was seen, for example,
in [61, 39, 40, 38] among other works, and the quadratic scalar-field contribution to Tab
(i.e. the scalar-scalar-graviton vertex) in D = 4 resulting from the full Vasiliev equations
was computed in [102] (using a specific physical gauge choice made at the level of the
full Vasiliev equations). The result is an infinite series of higher-derivative interactions
given by various contractions of ∇ma(m)φ∇nb(n)φ for arbitrarily high values of m+n. Higher-
derivative interaction, compensated by the inverse of the cut-off mass scale M , do arise
in lower-spin field theories, but they only yield small corrections to classical solutions
in which derivatives are small in units of M . On the other hand, in a theory with local
unbroken HS symmetries, higher-derivative interactions are part of the minimally coupled
microscopic theory. Interacting HS can in principle give rise to many complicated higher-
derivative interaction terms in the physical field equation: the unfolded formulation offers
a way of handling them systematically, in a first-order form: higher derivatives are hidden
in the auxiliary higher-rank zero-forms, that enter the field equations through consistent
deformations of the FDA describing the free system. Therefore, the problem is reduced to
find such deformations, since gauge invariance is guaranteed by consistency of the system
(i.e., the deformed gauge symmetry follows automatically through the relation (4.1.6),
and does not need to be guessed).
Chapter 5
Nonlinear equations
5.1 Preliminaries
In the last Chapter, we have recalled the unfolded formulation of the free theory. We still
have to make use of the non-abelian HS algebra constructed in Chapter 3 to write nonlinear
corrections. We are now in a position similar to having the linearized vacuum Einstein
equations for the gravitational field hµν (where of course hµν represents fluctuations over
a fixed background metric that can be chosen to be Minkowski, gµν = ηµν + hµν) and
wanting to get the full nonlinear Einstein equations without the possibility of resorting
to geometrical concepts. This program was indeed completed successfully for gravity
several years after the formulation of General Relativity (see [121, 122, 123] and references
therein). The idea was to proceed by consistency: as soon as one allows quadratic terms,
the free equations of motion become inconsistent, since while the linearized Einstein tensor
is divergenceless, this is not the case for its source, the stress-energy tensor, as long as
one does not introduce the contribution of gravity to the latter, as calculated from the
free action. However, in order for the new equation to be derived from a Lagrangian, one
must add cubic terms to the free Lagrangian that respect gauge invariance (up to O(h2)).
But the variation of such cubic Lagrangian introduces new terms, that spoil consistency.
This process goes on indefinitely, and the infinite series of nonlinear corrections sums up
to the full Einstein equations, where they appear through a crucial contribution of the
inverse metric.
A similar program would still be hardly tractable for higher spins, due to the presence
of infinitely many fields and symmetries one should control. As explained in the previous
Chapter, the unfolded formalism and the identification of the convenient master fields one
should work with bring a great simplification. Pursuing this approach (first proposed in
[79]), the “HS interaction problem” was solved, for totally symmetric massless fields, by
Vasiliev at the beginning of the Nineties [81]. As shown above, indeed, in his formulation
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the problem is reduced to find nonlinear corrections to (4.3.4) and (4.3.5) that preserve
consistency in the sense of (4.1.3).
Let us begin our analysis by observing that, in the unfolded setup, the natural expan-
sion parameter is the zero-form Φ: indeed, containing all the (generalized) Weyl tensors
and their derivatives, it is the variable that measures the deviation from the background
solution; moreover, as already stressed below (4.3.15), in order to preserve the form-degree
of the curvature constraints, arbitrary nonlinearities can only involve zero-forms contained
in Φ, and not A. Indeed, consistent deformations of the free FDA at the lowest order in
curvatures were found in [79, 80]. However, to find the whole series a more systematic
approach was necessary, and that was also developed exploiting the power of the unfolded
formalism.
One could obtain all consistent nonlinear corrections in one shot if some deformation of
the HS algebra ho→ ĥo existed such that the full nonlinear constraints (4.3.15) could be
seen as zero-curvature and covariant constancy conditions for the deformed algebra [51];
i.e., if F and D could be seen as curvature and covariant derivative with respect to the
connection Â of ĥo1. In which case, the latter should contain all the nonlinearities in the
zero-forms contained in Φ with indices contracted in various ways: Â = A+AΦ+AΦΦ+...,
schematically. At the same time, the gauge symmetries get modified correspondingly. How
can one construct such a deformation?
The basic trick is to introduce an additional set of auxiliary, noncommutative coordi-
nates Z and express the entire series of nonlinear corrections as solution of a consistent
equation with respect to them. Such deformations will by this mechanism be guaranteed
to be consistent and, therefore, will preserve the gauge invariance. Therefore, one enlarges
the space-time with additional variables Z, x −→ (x, Z), and lets all the variables and
differentials acquire a dependence on them:
d −→ d̂ = d+ dZ , (5.1.1)
A(x;Mab, Pa) −→ Â(x;Z;Mab, Pa) (5.1.2)
= i
∑
s
s−1∑
t=0
dxµAµ,a(s−1),b(t)(x;Z)Ma1b1 · · ·MatbtP at+1 · · ·P as−1 ,(5.1.3)
Φ(x;Mab, Pa) −→ Φ̂(x;Z;Mab, Pa) (5.1.4)
=
∑
s
∞∑
k=0
ik
k!
Φa(s+k),b(s)(x;Z)Ma1b1 · · ·MasbsPas+1 · · ·Pas+k , (5.1.5)
where the coefficients are themselves power series in the Z variables. The ordinary space-
1In this chapter and in the next one we denote with a hat the variables valued in the deformed algebra
that enter Vasiliev’s nonlinear equations, and that should not be confused with the hatted generators
that appeared in Chapter 3.
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time corresponds to the subspace {Z = 0}. Notice, however, that due to the noncom-
mutative nature of the new coordinates the pull-back of the extended unfolded system to
{Z = 0} does not correspond to the original system,
dÂ+ Â ⋆ Â
∣∣
Z=0
6= dA+ A ⋆ A , (5.1.6)
since there will always be infinitely many contributions to the identity coming from total
contractions of the Z variables. But how is this connected to the nonlinear corrections in
Φ?
The crux of the matter is now to extend the FDA with a constraint (a consistent one,
by definition of FDA) that relates every contraction of Z to Φ,
∂
∂Z
Â ∼ Φ + ... , (5.1.7)
(where the ellipsis stands, possibly, for higher order terms) thereby solving all the depen-
dence on the extra variables in terms of the physical degrees of freedom of the original
system. Therefore, the infinitely many terms that correct the pure space-time curvature
dA + A ⋆ A in (5.1.6) are all expressed in terms of Φ and build up the deformations
J (A,Φ) and P(A,Φ) of equation (4.3.15). In order to write (5.1.7) in a consistent way, it
has to be cast in the form of a curl in Z-space, a curvature with indices taking values in
the noncommutative subspace Z. The solutions of (5.1.7) will therefore be automatically
consistent with the gauge symmetries, that will turn out to be correspondingly deformed
but not broken down, which is essential in order to be able to interpret the nonlinear
theory in terms of the same degrees of freedom present at the free level.
If such a Z-extension can be found, then the problem is solved, since we have deformed
the theory with infinitely many nonlinear corrections while keeping gauge symmetries
and diffeomorphism invariance. Further constraints come from the fact that it must be
possible to relate, in this extension, the adjoint and twisted adjoint representations, as the
condition (5.1.7) is crucial. Note that in the linearized approximation (4.3.4) and (4.3.5)
this problem is absent, since the transformation of the zero-forms produces terms of second
order: in other words, because (4.3.6) are valid, up to second order terms. However, at
the full level, in order to write a consistent equation like (5.1.7), it is necessary that it
involve some mapping between adjoint and twisted adjoint representations. As we shall
examine in Chapter 7 in greater detail, such a map has to act on the “square root” of the
so(D − 1, 2) generators that build up the expansion of Φ.
Moreover, other important constraints follow from the fact that the appropriate non-
commutative extension must be such that the full equations reproduce the free equations
(4.3.4) and (4.3.5) once linearized around the AdS vacuum solution and pulled back on
the space-time manifold. It turns out that this requirement can be satisfied once one
assumes that the Z coordinates have a nontrivial contraction with the oscillators that
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realize the so(D− 1, 2) generators. This fact in its turn implies that, in order to preserve
covariance, the Z-coordinates must have the same index structure of the oscillators, i.e.,
the sought-after noncommutative extension must correspond to a doubling of the oscil-
lators. Associativity then fixes the commutation relations of the Z coordinates among
themselves. The final result is that they will satisfy an algebra that is isomorphic to the
Heisenberg algebra of the oscillators (it only differs by a sign). A generalized ⋆-product
can then be defined, that controls contractions among oscillators and Z coordinates and
therefore defines a proper composition rule for the elements of an extended oscillator
algebra ĥo(D − 1, 2).
Indeed, an appropriate Z-extension has been constructed, originally in the four-dimensional
spinor oscillator realization and later also in the D-dimensional vector oscillator formal-
ism (see [111] for a geometric derivation of the Z extension). In the following, we will
present in detail only the first realization, as some of the results of this Thesis, discussed
in Chapter 6, only rest on them. The D-dimensional realization of Vasiliev equations, first
proposed in [72], rests on the doubling of the vector oscillators presented in Section 3.3.1.
Although many of the steps performed in the following can be repeated in that setting, an
important subtlety arises in factoring out the traces (i.e., in putting the system on-shell).
There are in principle two different ways to do this: the first one (called weak projection,
and proposed in [66, 52]) consists in factoring out elements proportional to the (extended)
sp(2) generators, at the full level, both in the one-form and in the zero-form sectors by
multiplying the whole equations by a projector M̂ such that K̂ij ⋆ M̂ = 0; the second one
(called strong projection, and proposed in [77]), somehow in the spirit of the unfolding,
consists in factoring out traces only in the master zero-form by multiplying it with the
projector M̂ . As mentioned in the previous Chapter, at the free level the first formulation
results in the Fronsdal equations, while the second leads to the unconstrained equations
of Francia and Sagnotti. However, at the full level the strong projection may suffer from
potential divergencies arising in the expansion in powers of the projected master zero-form
M ⋆Φ, since M ⋆M diverges. We will not comment further on this issue, but send to the
paper cited above for reference.
5.2 Z-Extension and Vasiliev Equations in (3+1) Dimensions
It is now time to examine more quantitatively how one can obtain the nonlinear Vasiliev
equations, working with the SL(2;C)-doublet spinor oscillator realization of Subsection
3.3.2. The free equations one would like to make contact with, i.e., (4.3.4) and (4.3.5)
read, in such realization,
F1(x; y, y¯) ≡ dA+ {Ω, A}⋆ =
i
4
eαα˙0 e
β
0 α˙
∂2
∂yα∂yβ
Φ(y, 0)− h.c. , (5.2.1)
D0Φ(x; y, y¯) ≡ dΦ+ [Ω,Φ]π = 0 , (5.2.2)
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where the background connection is
Ω =
1
4i
dxµ
[
ωαβµ yαyβ + ωµ
α˙β˙ y¯α˙y¯β˙ + 2e
αβ˙
µ yαy¯β˙
]
(5.2.3)
and our spinor conventions are listed in Appendix E.
To formulate the nonlinear field equations we double the oscillators by adding the
SL(2;C)-doublet spinors zα their hermitian conjugates z¯α˙ to the theory. Together with
the yα they generate an oscillator algebra with non-commutative and associative ⋆-product
defined by
yα ⋆ yβ = yαyβ + iǫαβ , yα ⋆ zβ = yαzβ − i ǫαβ , (5.2.4)
zα ⋆ yβ = zαyβ + i ǫαβ , zα ⋆ zβ = zαzβ − i ǫαβ , (5.2.5)
and
y¯α˙ ⋆ y¯β˙ = y¯α˙y¯β˙ + iǫα˙β˙ , z¯α˙ ⋆ y¯β˙ = z¯α˙y¯β˙ − iǫα˙β˙ , (5.2.6)
y¯α˙ ⋆ z¯β˙ = y¯α˙z¯β˙ + iǫα˙β˙ , z¯α˙ ⋆ z¯β˙ = z¯α˙z¯β˙ − iǫα˙β˙ , (5.2.7)
where, as usual, juxtaposition denotes symmetrized, or Weyl-ordered, products. Equiva-
lently, Weyl-ordered functions obey2
f̂(y, y¯, z, z¯) ⋆ ĝ(y, y¯, z, z¯) (5.2.8)
=
∫
d4ξd4η
(2π)4
eiη
αξα+iη¯α˙ ξ¯α˙ f̂(y + ξ, y¯ + ξ¯, z + ξ, z¯ − ξ¯) ĝ(y + η, y¯ + η¯, z − η, z¯ + η¯) ,
which extends the definition (3.3.22) of the ⋆-product to functions of all (y, y¯, z, z¯) oscil-
lators, denoted with the hats, while functions of only yα and y¯α˙ will be unhatted. Notice
the peculiar difference in sign in the contraction of two z oscillators compared with that
of two y oscillators, and the opposite sign of the contractions in yα ⋆ zβ and zα ⋆ yβ, so
that the commutation relations are
[zα, zβ]⋆ = −2iǫαβ , [ya, zβ]⋆ = 0 , (5.2.9)
together with their hermitian conjugates. Although y and z oscillators commute, it is
crucial, as said in the beginning of this Chapter, that they have a nontrivial contraction,
as we shall stress again later on.
The definitions of the master fields correspondingly extend to the adjoint one-form Â
and the twisted-adjoint zero-form Φ̂ defined by
Â = dxµÂµ(x; y, y¯, z, z¯) + dz
αÂα(x; y, y¯, z, z¯) + dz¯
α˙Âα˙(x; y, y¯, z, z¯) , (5.2.10)
Φ̂ = Φ̂(x; y, y¯, z, z¯) , (5.2.11)
2The integration measure is defined by d4ξ = d2ξ1d2ξ2, where d2z = idz∧dz¯ = 2dx∧dy for z = x+ iy.
With this normalization, I ⋆ f̂ = f̂ .
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where xµ are coordinates on a commutative base manifold (which can, but need not, be
fixed to be four-dimensional space-time). One also defines the total exterior derivative
d = dxµ∂µ + dz
α ∂
∂zα
+ dz¯α˙
∂
∂z¯α˙
, (5.2.12)
with the property d(f̂ ∧ ⋆ ĝ) = (df̂)∧ ⋆ ĝ+(−1)deg bf f̂ ∧ ⋆ dĝ for general differential forms.
In what follows we shall again suppress the ∧ symbol as we did so far. The master fields
can be made subject to the following discrete symmetry conditions3 [48, 129]
Minimal model (s = 0, 2, 4, ...) : τ(Â) = −Â , τ(Φ̂) = π¯(Φ̂) ,(5.2.13)
Non-minimal model (s = 0, 1, 2, 3, ...) : ππ¯(Â) = Â , ππ¯(Φ̂) = Φ̂ , (5.2.14)
where τ is the ⋆-product algebra anti-automorphism defined by
τ(f̂(y, y¯; z, z¯)) = f̂(iy, iy¯;−iz,−iz¯) , (5.2.15)
and π and π¯ are two involutive ⋆-product automorphisms defined by
π(f̂(y, y¯; z, z¯)) = f̂(−y, y¯;−z, z¯) , π¯(f̂(y, y¯; z, z¯)) = f̂(y,−y¯; z,−z¯) .(5.2.16)
We note that
τ(f̂ ⋆ ĝ) = (−1)deg( bf)deg(bg)τ(ĝ) ⋆ τ(f̂) , (5.2.17)
π(f̂ ⋆ ĝ) = π(f̂) ⋆ π(ĝ) , (5.2.18)
π¯(f̂ ⋆ ĝ) = π¯(f̂) ⋆ π¯(ĝ) , (5.2.19)
and that τ 2 = ππ¯. As mentioned in the previous Section, the crucial feature that selects
the realization of the noncommutative extension as a doubling of the oscillators, with the
specific ⋆-product rule (5.2.8), is that the π, π¯ automorphisms, that distinguish adjoint
and twisted adjoint, are inner and can be generated by conjugation with the functions κ
and κ¯ given by
κ = exp(iyαzα) , κ¯ = exp(−iy¯α˙z¯α˙) , (5.2.20)
such that
κ ⋆ f̂(y, z) = κf̂(z, y) , f̂(y, z) ⋆ κ = κf̂(−z,−y) , κ ⋆ f̂ ⋆ κ = π(f̂) , (5.2.21)
κ¯ ⋆ f̂(y¯, z¯) = κ¯f̂(−z¯,−y¯) , f̂(y¯, z¯) ⋆ κ¯ = κ¯f̂(z¯, y¯) , κ¯ ⋆ f̂ ⋆ κ¯ = π¯(f̂) . (5.2.22)
3The exterior derivative obeys τd = dτ and πd = dπ, and the τ and π maps do not act on the
commutative coordinates.
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In other words, κ provides the map between adjoint and twisted adjoint representation
that is necessary to relate the Z-dependence to the physical degrees of freedom of the
theory, and to make contact with the linearized equations (5.2.1) and (5.2.2). Notice also
that, as one can check from (5.2.8),
κ ⋆ κ = 1 , κ¯ ⋆ κ¯ = 1 . (5.2.23)
Let us note that a priori the ⋆-product (5.2.8) is well-defined for the algebra of polynomials
(which means that the ⋆-product of two polynomials is still a polynomial). Thus the ⋆-
product admits an ordinary interpretation in terms of oscillators, as long as we deal with
polynomial functions. But κ is not a polynomial because it contains an infinite number of
terms with higher and higher powers of yαzα. Thus, a priori, the ⋆-product with κ may
give rise to divergencies arising from the contraction of an infinite number of terms (for
example, an infinite contribution may appear in the zeroth order like a sort of vacuum
energy). What singles out the particular ⋆-product (5.2.8) is that this does not happen
for the class of functions which extends the space of polynomials to include κ and similar
functions. More precisely, as was shown originally in [86], the ⋆-product (5.2.8) is well-
defined for the class of functions, called “regular”, that can be expanded into a finite sum
of functions f of the form
f(Z, Y ) = P (Z, Y )
∫
Mn
dnt ρ(t) exp
(
iφ(t)yαzα
)
, (5.2.24)
where the integration is over some compact domain Mn ⊂ Rn parametrized by the co-
ordinates ti (i = 1, . . . , n), the functions P (Z, Y ) and φ(t) are arbitrary polynomials of
(Z, Y ) ≡ (z, z¯, y, y¯) and ti, respectively, while ρ(t) is integrable in Mn. The key point
of the proof is that the ⋆-product (5.2.8) is such that the exponential in the Ansatz
(5.2.24) never contributes to the quadratic form in the integration variables simply be-
cause ξαξα = η
αηα = 0. As a result, a ⋆-product of two elements (5.2.24) never develops
an infinity and the class (5.2.24) turns out to be closed under ⋆-multiplication pretty much
as ordinary polynomials.
The full field equations are
F̂ =
i
4
[
dzα ∧ dzαΦ̂ ⋆ κ+ dz¯α˙ ∧ dz¯α˙Φ̂ ⋆ κ¯
]
, (5.2.25)
D̂Φ̂ = 0 , (5.2.26)
where the curvatures and gauge transformations are given by
F̂ = dÂ+ Â ⋆ Â , δbǫÂ = D̂ǫ̂ (5.2.27)
D̂Φ̂ = dΦ̂ + [Â, Φ̂]π , δbǫΦ̂ = −[ǫ̂, Φ̂]π , (5.2.28)
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with
[f̂ , ĝ]π = f̂ ⋆ ĝ − (−1)deg( bf)deg(bg)ĝ ⋆ π(f̂) . (5.2.29)
Notice that the (5.2.25) and (5.2.26) are indeed consistent: the second guarantees the
consistency of the first, since
D̂F̂ = 0 =
i
4
[
dzα ∧ dzαD̂Φ̂ ⋆ κ+ dz¯α˙ ∧ dz¯α˙D̂Φ̂ ⋆ κ¯
]
, (5.2.30)
where we have taken into account that D̂κ = dzα ∂
∂zα
κ, and that the latter term (and its
hermitian conjugate) do not contribute to (5.2.30) because they involve a triple antisym-
metrization dzα dzβ dzγ, which vanishes identically; on the other hand, the first ensures
the consistency of the second, since
D̂2Φ̂ = 0 = [F̂ , Φ̂]π =
i
4
dzα ∧ dzα
(
Φ̂ ⋆ κ ⋆ Φ̂− Φ̂ ⋆ π(Φ̂ ⋆ κ)
)
− h.c. , (5.2.31)
where the vanishing of the last two terms can be checked by using the properties of κ
(5.2.21). The consistency of the extended FDA (5.2.25) and (5.2.26) with respect to both
x and Z variables ensures that one can solve for Â in terms of Φ̂ from the first, and
then for Φ̂ in terms of the “initial condition” Φ̂(Z = 0)|p = Φ|p (up to an extended
gauge transformation) from the second. This implies that the extended unfolded system
is equivalent to the nonlinear space-time system (4.3.15), since they both have the same
local data.
In components, the constraints read
F̂µν = 0 , D̂µΦ̂ ≡ ∂µΦ̂ + [Âµ, Φ̂]π = 0 , (5.2.32)
F̂µα = 0 , F̂µα˙ = 0 , (5.2.33)
F̂αβ = − i2ǫαβΦ̂ ⋆ κ , F̂α˙β˙ = − i2ǫα˙β˙Φ̂ ⋆ κ¯ , (5.2.34)
F̂αα˙ = 0 , (5.2.35)
D̂αΦ̂ ≡ ∂αΦ̂ + Âα ⋆ Φ̂ + Φ̂ ⋆ π(Âα) = 0 , (5.2.36)
D̂α˙Φ̂ ≡ ∂α˙Φ̂ + Âα˙ ⋆ Φ̂ + Φ̂ ⋆ π¯(Âα˙) = 0 , (5.2.37)
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where (5.2.37) can be derived using ππ¯(Âα˙) = −Âα˙. Introducing [81]
Ŝα = zα − 2iÂα , Ŝα˙ = z¯α˙ − 2iÂα˙ , (5.2.38)
the component form of the equations carrying at least one spinor index now take the form
∂µŜα + [Âµ, Ŝα]⋆ = 0 , ∂µŜα˙ + [Âµ, Ŝα˙]⋆ = 0 , (5.2.39)
[Ŝα, Ŝβ]⋆ = −2iǫαβ(1− Φ̂ ⋆ κ) , [Ŝα˙, Ŝβ˙]⋆ = −2iǫα˙β˙(1− Φ̂ ⋆ κ¯) , (5.2.40)
[Ŝα, Ŝβ˙]⋆ = 0 , (5.2.41)
Ŝα ⋆ Φ̂ + Φ̂ ⋆ π(Ŝα) = 0 , (5.2.42)
Ŝα˙ ⋆ Φ̂ + Φ̂ ⋆ π¯(Ŝα˙) = 0 . (5.2.43)
5.2.1 Lorentz-Covariance and Uniqueness
The introduction of the extra (zα, z¯α˙)-oscillators, which are sl(2;C)-doublets, requires
a corresponding modifications of the Lorentz generators, that were realized at the free
level as in (3.3.23). Indeed, due to the commutativity of y and z oscillators (5.2.9), it is
impossible to rotate the content in z, z¯ of the extended variables Â and Φ̂ if we do not
extend the realization of the Lorentz generators. This can be done easily, however, by
noticing that z-oscillators satisfy an algebra which is identical to that of y-oscillators, up
to a sign.This means that the appropriate generalization of Lorentz rotations is given by
M̂αβ = yαyβ − zαzβ , M̂α˙β˙ = y¯α˙y¯β˙ − z¯α˙z¯β˙ . (5.2.44)
In terms of such generators, indeed, one gets the usual Lorentz transformation
δbǫ0yα ≡ [ 14iΛ
βγM̂βγ − h.c., yα]⋆ = Λαβ yβ , (5.2.45)
δbǫ0zα ≡ [ 14iΛ
βγM̂βγ − h.c., zα]⋆ = Λαβ zβ . (5.2.46)
But this only takes care of the internal sl(2;C)-doublet indices of the master fields, while
the extension also brought in external sl(2;C)-doublet indices associated with the Z-
space parts of the one-form connection Â introduced in (5.2.10) and the corresponding
Z-space “covariant derivative” Ŝα, Ŝα˙ (5.2.38). Such indices are not rotated properly by
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the modified Lorentz generators (5.2.44), since, as one can read from (5.2.27), the resulting
transformation is not homogenous,
δbǫ0Âα = [Âα, ǫ̂0]⋆ + 12iΛα
β zβ . (5.2.47)
It is important to be able to modify the local-Lorentz parameter ǫ̂0 in such a way as to get
a standard homogeneous transformation law under local Lorentz, since in order to make
contact with the free equations (4.3.4) and (4.3.5) a physical gauge must be maintained
(as we will see in the next Section) that enables to solve the Z-space connection entirely
in terms of Φ in perturbation theory. To see how this can be done, let us first rewrite the
last equation in terms of Ŝα,
δbǫ0Âα = ΛαβÂβ + [Âα, ǫ̂0]⋆ + 12iΛα
β Ŝβ , (5.2.48)
where it is clear that the latter term is the one that must be eliminated. Now, the crucial
point is that a consistent modification of the Lorentz generators that rotates properly the
external spinor indices fixes the form of the Vasiliev equations up to field redefinitions.
Indeed, notice that the only nontrivial equations (that imply that the whole system is
not pure gauge) (5.2.40) have the form of a deformed Heisenberg algebra (see [49] and
references therein)
[yˆα, yˆβ] = 2iεαβ(1 + νk) , {yˆα, k} = 0 , k2 = 1 , (5.2.49)
(where ν is a real number) which, together with (5.2.42) and (5.2.43) that can be rewritten
as
{Ŝα, Φ̂ ⋆ κ}⋆ = 0 = {Ŝα˙, Φ̂ ⋆ κ¯}⋆ , (5.2.50)
implies that the generator 1
2
{Ŝα, Ŝβ}⋆ and its hermitian conjugate satisfy the sl(2;C)
algebra and rotate properly the external spinor indices[
1
2
{Ŝα, Ŝβ, }⋆, Ŝγ
]
⋆
= −4iŜ(αǫβ)γ . (5.2.51)
Therefore, defining [96]
ǫ̂extra =
1
8i
Λαβ{Ŝα, Ŝβ, }⋆ , (5.2.52)
one has
[Âα, ǫ̂extra]⋆ = − 1
2i
Λα
β Ŝβ , (5.2.53)
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that removes the unwanted term in (5.2.48). The necessary modification of the Lorentz
generator that implements Lorentz-covariance in the full equations is therefore
ǫ̂L ≡ ǫ̂0 + ǫ̂extra = 1
4i
Λαβ
(
M̂αβ +
1
2
{Ŝα, Ŝβ, }⋆
)
− h.c. . (5.2.54)
What is important for the issue of uniqueness of the interaction terms is that the need to
maintain Lorentz-covariance in the full equations only allows source terms of the type in
(5.2.25) and no hermitian modifications4 such as dzα dz¯β˙Hαβ˙(Φ̂ ⋆ κ). Finally, the local-
Lorentz transformations of the extended master fields are
δbǫLΦ̂ = −[ǫ̂0, Φ̂]⋆ , (5.2.55)
δbǫLÂα = [Âα, ǫ̂0]⋆ + ΛαβÂβ , (5.2.56)
δbǫLÂµ = [Âµ, ǫ̂0]⋆ + 14i∂µΛ
αβ
(
M̂αβ +
1
2
{Ŝα, Ŝβ, }⋆
)
. (5.2.57)
The space-time constraints, that we will examine in the next Section, will be left invariant
by the pulled-back local-Lorentz transformation
δbǫLΦ = −[ǫ0,Φ]⋆ , (5.2.58)
δbǫLÂµ = [Aµ, ǫ0]⋆ + 14i∂µΛ
αβ
[
yαyβ − 4
(
Âα ⋆ Âβ − ∂
∂yα
Âβ
)
Z=0
− h.c.
]
,(5.2.59)
where ǫ0 ≡ 12iλαβyαyβ − h.c.. So the transformations of the gauge fields have acquired a
complicate field dependent part. However, the latter can be reabsorbed into a redefinition
of the Lorentz connection ωαβµ inside Aµ, since the quantity ωµ +Kµ, with
ωµ =
1
4i
ωαβµ yαyβ − h.c. (5.2.60)
and
Kµ =
1
4i
ωµ
αβ Ŝα ⋆ Ŝβ
∣∣∣
Z=0
+
1
4i
ω¯µ
α˙β˙ Ŝα˙ ⋆ Ŝβ˙
∣∣∣
Z=0
(5.2.61)
= iωµ
αβ (Âα ⋆ Âβ − ∂
∂yα
Âβ)
∣∣∣∣
Z=0
+ iω¯µ
α˙β˙ (Âα˙ ⋆ Âβ˙ −
∂
∂y¯α˙
Âβ˙)
∣∣∣∣
Z=0
,(5.2.62)
4However, it would still possible to substitute Φ̂⋆κ in (5.2.25) by an arbitrary function V(Φ̂⋆κ), as long
as such function is odd [84, 49, 96, 103], which ensures that (5.2.42) imply Ŝα⋆V(Φ̂⋆κ)+V(Φ̂⋆κ)⋆Ŝα = 0,
which is crucial for rotating properly the external spinor indices, as we shall see. Notice, however,
that introducing higher odd powers of Φ̂ ⋆ κ would only affect higher order interaction terms, while
leaving unaltered the free equations (4.3.4) and (4.3.5). The Vasiliev equations correspond therefore
to a “minimal” choice in this sense, that reproduces the correct free field dynamics in the linearized
approximation.
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transforms as
δbǫL[ωµ +Kµ] = [ωµ +Kµ, ǫ0]⋆ 14i∂µΛ
αβ
[
yαyβ − 4
(
Âα ⋆ Âβ − ∂
∂yα
Âβ
)
Z=0
− h.c.
]
(5.2.63)
and therefore δbǫL[Aµ−ωµ−Kµ] = [Aµ−ωµ−Kµ, ǫ0]⋆, which means that every field inside
Aµ − ωµ −Kµ is a Lorentz tensor. The space-time nonlinear constraints will thus involve
Aµ ≡ Âµ
∣∣
Z=0
= eµ + ωµ +Wµ +Kµ , (5.2.64)
where we have singled out the vielbein part eµ and the higher-spin (s ≥ 4, 6, ... for the
minimal and s ≥ 3, 4, ... for the nonminimal bosonic model) fields Wµ, and we conclude
that the fields, at the nonlinear level, transform as Lorentz tensors under an undeformed
local-Lorentz symmetry ǫ0, implemented through a field-dependent Lorentz connection
ωµ +Kµ.
5.3 Perturbative Expansion
We now want to show that the Vasiliev equations admit a perturbative expansion in
the master zero-form Φ that, to the first order, reproduces the free equations (4.3.4) and
(4.3.5). In performing such an expansion we shall encounter and examine in greater detail
all the issues discussed qualitatively in Section 5.1. The strategy will be to solve the Z-
dependence from the components of the equations that have at least one spinor index,
in terms of the initial condition Φ = Φ̂|Z=0 and then plug the solution into the pure
space-time components (5.2.32) [84, 96].
At zeroth order in Φ, a natural vacuum solution of the equation is AdS4 space-time,
around which we shall expand the full equations, in the end. Indeed, for Φ = 0 (5.2.34)
(or (5.2.40)) implies
Ŝ(0) = dzα zα + dz¯
α˙ z¯α˙ , (5.3.1)
(where the superscript refers to the order zero in Φ) since Â
(0)
α is then a flat connection,
and one is choosing the gauge condition
Â(0)α = Â
(0)
α˙ = 0 (5.3.2)
(which in its turn implies ∂
∂yα
Âβ |Z=0 = 0, that simplifies the expressions (6.2.59)). Plug-
ging into (5.2.39) one gets then [Â
(0)
µ , za]⋆ = 0, which implies that the space-time com-
ponent of the master one-form, to zeroth order in Φ, is Z-independent. Therefore, one
Z-independent solution of F̂µν = 0 is the AdS4 connection
Â(0)µ = Ωµ =
1
4i
[
ωαβµ yαyβ + ωµ
α˙β˙ y¯α˙y¯β˙ + 2e
αβ˙
µ yαy¯β˙
]
, (5.3.3)
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which thus appears as a natural vacuum solution of the full equations. Notice that
the symmetry ǫgl(Z, Y ; x) of this vacuum solution is just ho(3, 2). Indeed, the vacuum
symmetry parameters ǫgl(Z, Y ; x) must satisfy
[S(0) , ǫgl]⋆ = 0 , D0(ǫ
gl) = 0 . (5.3.4)
The first of these conditions implies that ǫgl(Z, Y ; x) is Z–independent, i.e., ǫgl(Z, Y ; x) =
ǫgl(Y ; x) while the second reconstructs the dependence of ǫgl(Y ; x) on space-time coordi-
nates x in terms of the values of the constant element ǫgl(Y ; x0) ∈ ho(3, 2) at any fixed
point x0 of space-time.
Now we have to investigate whether the free equations on AdS4 emerge from the full
system as first order corrections to such vacuum solution. Before doing that, however, we
shall show that one can also expand the Vasiliev equations in a HS-covariant curvature
expansion treating the gauge fields exactly. In general, we set up an expansion scheme
Φ̂ =
∞∑
n=1
Φ̂(n) , Âα =
∞∑
n=0
Â(n)α , Âµ =
∞∑
n=0
Â(n)µ , (5.3.5)
where Φ̂(n) (n = 1, 2, 3, ...), Â
(n)
α (n = 0, 1, 2, ...) and Â
(n)
µ (n = 0, 1, 2, ...) are functionals
which are nth order in Φ and which obey the initial conditions
Φ̂(n)|Z=0 =
{
Φ , n = 1
0 , n = 2, 3, ...
(5.3.6)
Â(n)µ |Z=0 =
{
Aµ , n = 0
0 , n = 1, 2, 3, ...
. (5.3.7)
Next, the constraints F̂αβ˙ = 0, F̂αβ = − i2ǫαβΦ̂ ⋆ κ and D̂αΦ̂ = 0 can be solved in the nth
order (n ≥ 1) as
Φ̂(1) = Φ(y, y¯) , (5.3.8)
Â(1)α = ∂αξ̂
(1) − i
2
zα
∫ 1
0
tdt Φ(−tz, y¯)κ(tz, y) , (5.3.9)
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and (n ≥ 2):
Φ̂(n) = zα
n−1∑
j=1
∫ 1
0
dt
(
Φ̂(j) ⋆ π¯(Â(n−j)α )− Â(n−j)α ⋆ Φ̂(j)
)
z→tz,z¯→tz¯
+ z¯α˙
n−1∑
j=1
∫ 1
0
dt
(
Φ̂(j) ⋆ π(Â
(n−j)
α˙ )− Â(n−j)α˙ ⋆ Φ̂(j)
)
z→tz,z¯→tz¯
, (5.3.10)
Â(n)α = ∂αξ̂
(n) + zα
∫ 1
0
tdt
(
− i
2
(Φ̂(n) ⋆ κ) +
n−1∑
j=1
Â(j)β ⋆ Â
(n−j)
β
)
z→tz,z¯→tz¯
+z¯β˙
n−1∑
j=1
∫ 1
0
tdt
[
Â(j)α , Â
(n−j)
β˙
]
∗(z→tz,z¯→tz¯)
. (5.3.11)
We emphasize that in (5.3.10) and (5.3.11) the replacements (z, z¯) by (tz, tz¯) are to
be made after the ⋆-products are carried out. The integration functions ξ̂(n) are gauge
artifacts, which can be eliminated by means of Φ-dependent gauge transformations. We
therefore impose the gauge conditions [84, 96]
ξ̂(n) = 0 , n = 1, 2, . . . (5.3.12)
The gauge conditions (6.2.60) and (5.3.12) are left invariant by Z-independent, and
therefore ho(3, 2)-valued, gauge transformations (which in general may be Φ-dependent).
From the constraints F̂µα = 0 and F̂µα˙ = 0 one can solve for the Z-dependence of Âµ.
It follows that
Â(0)µ = Aµ (5.3.13)
Â(n)µ (x; Y, Z) =
i
2
∫ 1
0
dt
{
zα
(
n−1∑
j=0
[
Â(j)µ , Â
(n−j)
α
]
⋆
)
(x; Y, Z)
+z¯α˙
(
n−1∑
j=0
[
Â(j)µ , Â
(n−j)
α˙
]
⋆
)
(x; Y, Z)
}
z→tz,z¯→tz¯
, (5.3.14)
where we note that the terms zαdÂα + z¯
α˙dÂα˙ are identically zero by virtue of (5.3.10)
and (5.3.11) with the gauge choice (5.3.12), since zαzα = z¯
α˙z¯α˙ = 0.
Finally, having solved the Z-space part of (5.2.25) and (5.2.26), the remaining con-
straints F̂µν = 0 and D̂µΦ̂ = 0 yield the following space-time full nonlinear field equa-
tions5:
5The integrability of (5.2.25) and (5.2.26) implies that if F̂µν |Z=0 = 0 and D̂µΦ̂|Z=0 = 0 then F̂µν = 0
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Fµν = −2
∞∑
n=1
n∑
j=0
(
Â
(j)
[µ ⋆ Â
(n−j)
ν]
)
|Z=0
, (5.3.17)
DµΦ =
∞∑
n=2
n∑
j=1
(
Φ̂(j) ⋆ π¯(Â(n−j)µ )− Â(n−j)µ ⋆ Φ̂(j)
)
|Z=0
, (5.3.18)
where
F = dA+ A ⋆ A , DΦ = dΦ + A ⋆ Φ− Φ ⋆ π¯(A) . (5.3.19)
It is important that (5.3.17) and (5.3.18) are integrable equations. As such they are
invariant under gauge transformations whose form follows uniquely from their functional
variation of (5.3.17) and (5.3.18), according to the general scheme of FDAs. Equivalently,
these symmetries can be described as the residual ho(3, 2)-valued gauge transformations
discussed above.
Now, to make contact with the free unfolded equations in AdS4, one can further expand
the one-form A around the AdS4 vacuum connection,
A = Ω + A1 , (5.3.20)
where A1 contains all fluctuation fields (including spin 2) over the AdS4 background and
is treated as a weak field.
To the first order in curvatures, n = 1, and in fluctuations A1, the space-time compo-
nents of Vasiliev equations read
F1µν = −2
(
Ω[µ ⋆ Ω̂
(1)
ν]
)
Z=0
, (5.3.21)
D0µΦ = 0 , (5.3.22)
with F (1) = dA1 + {Ω, A1}⋆, and
Ω̂(1)(x; Y, Z) = −1
2
∫ 1
0
dt′
∫ 1
0
dt t
{(
itt′ ω αβ0 zαzβ + e
αβ˙
0 zα∂¯β˙
)
Φ(x;−tt′z, y¯)κ(tt′z, y)
+
(
itt′ ω α˙β˙0 z¯α˙z¯β˙ − e αβ˙0 z¯β˙∂α
)
Φ(x; y, tt′z)κ¯(tt′z¯, y¯)
}
, (5.3.23)
and D̂µΦ̂ = 0. Indeed, integrability ensures that
[Ŝ, dxµdxν F̂µν ]⋆ = 0 , (5.3.15)
Ŝ ⋆ dxµD̂µΦ̂ + dx
µD̂µΦ̂ ⋆ π¯(Ŝ) = 0 , (5.3.16)
which imply that (5.2.32) are covariantly constant in Z space.
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where ∂α =
∂
∂yα
. We can see from here that, had we not postulated the nontrivial
contraction rule (6.2.2) and (6.2.4), there would be no chance of obtaining a nontrivial
right hand side in (5.3.21), since Ω only contains y, y¯ oscillators. Equation (5.3.22) is
already of the desired form (5.2.2). Performing the ⋆-product in (5.3.21) and projecting
onto {Z = 0} one finally obtains (5.2.1) (where we note that what we called A there is
a fluctuation filed over AdS4, and therefore has to be identified with A1 in this context),
which is what we wanted to prove.
Let us note that one could also expand Aµ in terms of HS fields only (as well as
higher derivatives of all fields), i.e., by treating exactly the whole vierbein and Lorentz
connection while assuming Wµ to include weak fields. This procedure yields a manifestly
diffeomorphism and locally Lorentz invariant expansion.
Chapter 6
Exact Solutions
6.1 Introduction
In the last Chapter we have presented the four-dimensional Vasiliev equations, that are
naturally formulated in terms of SL(2;C) spinor oscillators in Lorentzian signature (3, 1),
and we have described an explicit perturbative expansion that makes contact with the
known free equations for massless fields of arbitrary spin. As shown above, this procedure
amounts to first solving for the dependence from the auxiliary Z-variables and then plug-
ging back in the pure space-time components of the field equations, that can be analyzed
order by order in the interactions. In other words, one solves first the evolution along the
infinite dimensional Z-fiber over each point of the space-time manifold, which generates
infinitely many nonlinear terms in Φ, and then examines the resulting very complicate
equations in a subspace that can be taken to be an ordinary four-dimensional space-time.
Observe, indeed, that according to the general discussion on unfolded systems of Sec-
tion 4.1.1, the FDA that corresponds to the Vasiliev equations makes the dependence
on space-time coordinates completely auxiliary, and the dynamics is all encoded in the
functions Gα(W ) satisfying the generalized Jacobi identity (4.1.3). Moreover, as it should
be clear from the component form of the equations (5.2.32-5.2.37), the only term that in-
troduces a nontrivial dynamics in the system sits in the ZZ component of the curvature:
this implies that the equations are homotopy invariant, i.e., the dynamics is preserved
by the restriction to a single point in space-time. In other words, one may equivalently
analyze the content of the equations by first solving for the space-time dependence from
the equations that have at least one space-time index, and then for the Z-evolution. This
strategy has moreover the advantage that solving the space-time equations is particularly
easy, since they are zero-curvature conditions. The x-dependence is thus all encoded into
gauge functions, and the local data (the zero-forms at a fixed space-time point) is the
only nontrivial information that enters the Z-space constraints. Now, the latter are pure
algebraic equations, that one has a better chance of solving exactly! One may always
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reconstruct the space-time dependence of the solution at a later stage, by ⋆-multiplying
with the gauge function.
This feature of the Vasiliev equations, namely the fact that their projection to the fiber
at a given space-time point preserves all the dynamical information, is remarkable, and
was indeed exploited for finding the first nontrivial exact solution, other than the AdS
background, in [97]. Locally, the solution describes a scalar field in a FRW-like metric
with a space-like singularity, that can be resolved by the method of patches. The solution
is asymptotically AdS and periodic in time, so that one may think of it as an “instanton
universe” inside AdS [97]. More recently, the gauge function method has been used to
describe the BTZ black hole metric as a solution to full three dimensional HS gauge theory
[98].
This raises the question of how to Wick rotate solutions of the Lorentzian theory
into solutions of a Euclidean theory. The main difficulty is to impose proper reality
conditions given the doubling of the spinor oscillators due to the Euclidean signature. In
this Chapter, we shall review the conclusions of the recent paper [99], where the Vasiliev
equations have been formulated using spinor oscillators in Euclidean signature (4, 0) and
Kleinian signature (2, 2) as well, and new nontrivial exact solutions with novel properties,
such as the excitation of all higher spin fields, have been found. The difficulty with the
Euclidean signatures is resolved taking the master fields to be holomorphic functions of
the left-handed and right-handed spinor oscillators subject to pseudo-reality conditions,
as we shall see.
In addition to the Euclidean signature, we shall consider the Kleinian signature as
well. While in all signatures there is the possibility of a chiral asymmetry, in Euclidean
and Kleinian signatures, the extreme case of parity violation involving half-flat gauge
fields can also arise. We refer to the latter ones as chiral models. In HS gauge theory,
the HS algebra valued gauge-field curvatures can be made, say, self-dual, but the model
nonetheless contains the anti-self-dual gauge fields through the master zero-form which
contains the corresponding Weyl tensor obeying the appropriate field equation. Although
this is contrary to what happens in ordinary Euclidean gravity, where the field equations
can contain only self-dual fields, it is not a surprise in HS theory since the underlying
higher spin algebra, which is an extension of SO(5), does not admit a chiral massless
multiplet 1.
There are several reasons that make the investigation of HS theory in Euclidean and
Kleinian signatures worthwhile. To begin with, just as the Euclidean version of gravity
plays a significant role in the path integral formulation of quantum gravity, it is reasonable
to expect that this may also be the case in the quantum formulation of HS theory, despite
the fact that an action formulation is yet to be spelled out (see, however, [101] for a recent
attempt). For reviews of Euclidean quantum gravity, see, for example, [124] and [125].
1We shall leave a more detailed group-theoretical analysis in all signatures to Chapter 7.
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Another well known aspect of self-dual field theories is their ability to unify a wide class
of integrable systems in two and three dimensions. It would be interesting to extend these
mathematical structures to self-dual HS gauge theories to find new integrable systems.
The chiral HS theories in Kleinian signatures may also be of considerable interest in
closed N = 2 string theory in which the self-dual gravity in (2, 2) dimensions arises as
the effective target space theory [126]. However, there are some subtleties in treating
the picture-changing operators in the BRST quantization which have raised the question
of whether there are more physical states [127], and in the case of open N = 2 theory
an interpretation in terms of an infinite tower of massless higher spin states has been
proposed [128]. It would be very interesting to establish whether these theories or their
possible variants admit self-dual HS theory in the target space. While the N = 2 string
theories may seem to be highly unrealistic, it should not be ruled out that they may be
connected in subtle ways to all the other string theories which are themselves connected
by a web of dualities in M theory.
In this Chapter, we shall take the necessary first steps to start the exploration of the
Euclidean and Kleinian HS theories. We shall start by determining the real forms of the
complex HS algebra based on an infinite dimensional extension of SO(5;C) and formulate
the corresponding higher-spin gauge theories in four-dimensional spacetime with signa-
ture (4 − p, p). Maximally symmetric four- dimensional constant curvature spacetimes,
including de Sitter spacetime, defined by the embedding into five-plane with signature
(5− q, q) are readily exact solutions. Fluctuations about these spaces arrange themselves
into all the irreducible representations of SO(5−q, q) contained in the symmetric two-fold
product of the fundamental singleton representation of this group, each occurring once.
The details of this phenomenon will be provided in Chapter 7.
We then devote the rest of the Chapter to finding a class of nontrivial exact solutions of
these models, including the Euclidean and chiral cases. The key information about these
solutions is encoded in the master zero-form which we recall contains a real ordinary scalar
field, and the Weyl tensors Φα1···α2s and Φα˙1,···α˙2s for spin s = 2, 4, 6, ... in the minimal
bosonic model and s = 1, 2, 3, 4, ... in a non-minimal bosonic model [48, 129]. Our new
exact solutions are constructed by using the oscillators to build suitable projectors, with
slightly different properties in the minimal and non-minimal models.
Our exact solutions fall into the following four classes:
Type 0:
These are maximally symmetric solutions (see Table 1) with
φ(x) = 0 , Φα1···α2s = 0 , Φα˙1···α˙2s = 0 ,
eaµ =
4δaµ
(1− λ2x2)2 , Wµ
a1···as−1 = 0 , (6.1.1)
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describing the symmetric spaces S4, H4, AdS4, dS4, H3,2 = SO(3, 2)/SO(2, 2), where |λ|
is the inverse radius of the symmetric space, x2 = xaxbηab, and ηab is the tangent space
metric. In the above the zero-forms have spin s = 2, 4, 6, ... in the minimal model and
s = 1, 2, 3, 4, ... in the non-minimal model, while for Wµ
a1···as−1 , s = 4, 6, ... in the minimal
model, and s = 1, 3, 4, 5, 6, ... in the non-minimal model.
Type 1:
These solutions, which arise in the minimal models (and therefore are evidently solu-
tions also to the non-minimal models with vanishing odd spins), are SO(p, 4−p) invariant
deformations of the maximally symmetric solutions with
φ(x) = ν(1 − λ2x2) , Φα1···α2s = 0 , Φα˙1···α˙2s = 0 , (s = 2, 4, ...)
eaµ = f1δ
a
µ + λ
2f2xµx
a , Wµ
a1···as−1 = 0 (s = 4, 6, ...) , (6.1.2)
where ν is a continuous parameter and f1, f2 (see (6.3.85)) are highly complicated func-
tions of x2, ν, and a set of discrete parameters corresponding to whether certain projectors
are switched on or off. The metric is Weyl-flat conformal to the maximally symmetric
solution with a complicated conformal factor, and note that all the higher spin gauge
fields vanish. Interestingly, a particular choice of the discrete parameters yield, in the
ν → 0 limit, the degenerate metric:
gµν =
1
(1− λ2x2)
xµxν
λ2x2
. (6.1.3)
Degenerate metrics are known to play a role in topology change in space-time (see, for
example, [94], and references therein). Interestingly, here they arise in a natural way by
simply taking a certain limit in the parameter space of our solution.
Type 2:
These are solutions of the non-minimal model that are not solutions to the minimal
model. The spacetime component fields are identical to those of the maximally symmetric
Type 0 solutions, but, unlike in the Type 0 solution, the spinorial master one-form is non-
vanishing (see (6.3.102)). Even though all odd spin fields are vanishing, the solution exists
only for the non-minimal model because the spinorial master field violates the kinematic
conditions of the minimal model. In particular, this means that this type of solution
cannot be a ν → 0 limit of the Type 1 solutions. Furthermore, the spinorial master field
is parametrized by discrete parameters, again associated with projectors.
Type 3:
These are solutions of the non-minimal chiral models in Euclidean and Kleinian sig-
natures, in which all gauge fields are non-vanishing. These solutions also depend on an
infinite set of discrete parameters and for simple choices of these parameters we obtain
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two such solutions, in both of which
φ(x) = −1 , Φα1···α2s = 0 , Wµa1···as−1 6= 0 . (6.1.4)
In one of the solutions the Weyl tensors and the vierbein take the form
Φα˙1···α˙2s = −22s+1(2s− 1)!!
(
h2 − 1
ǫh2
)s
U(α˙1 · · ·Uα˙s Vα˙s+1 · · ·Vα˙2s) , (6.1.5)
eaµ =
−2
h2(1 + 2g)
[
g3δ
a
µ + g4λ
2xµx
a + g5λ
2(Jx)µ(Jx)
a
]
, (6.1.6)
where h, g, g3, g4, g5 are functions of x
2 defined in (F.0.3), (6.3.126), and the almost com-
plex structure Jab and spinors (U, V ) are defined in (F.0.8) and (F.0.11), and ǫ = ±1 as
explained in Section 3.5. For the other solution we have
Φα˙1···α˙2s = −22s+1(2s− 1)!!
(
1
ǫh2
)s
λ¯(α˙1 · · · λ¯α˙s µ¯α˙s+1 · · · µ¯α˙2s) , (6.1.7)
eaµ =
−2
h2(1 + 2g˜)
[
δaµ + g˜4λ
2xµx
a + g˜5λ
2(J˜x)µ(J˜x)
a
]
, (6.1.8)
where the functions g˜, g˜4, g˜5 are defined in (6.3.134), and the almost complex structure
J˜ab is defined in (F.0.10).
These are remarkable solutions in that they are, to our best knowledge, the first exact
solution of higher-spin gauge theory in which higher-spin fields are non-vanishing. We also
note that the Weyl tensors in these solutions corresponds to higher-spin generalization
of the Type D Weyl tensor that takes the form φα˙β˙γ˙δ˙ ∼ λ(α˙λβ˙µγ˙µδ˙), up to a scale factor
[131]. Type D instanton solutions of Einstein’s equation in Euclidean signature with and
without cosmological constant have been discussed in [100]. Our solution provides their
higher spin generalization.
After we describe the full HS field equations in diverse signatures in the next Section,
repeating some of the steps of the previous Chapter to show where the difference in
signature plays a role, we shall present the detailed construction of our solutions in Section
6.3. We shall comment further on these solutions and open problems in the Conclusions
to this Chapter.
6.2 The Bosonic 4D Models in Various Signatures
We shall first describe the field equations without imposing reality conditions on the
master fields. These conditions will then be discussed separately leading to five different
models in four-dimensional space-times with various signatures (see Table 6.1).
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6.2.1 The Complex Field Equations
To formulate the complex field equations we use independent SL(2;C)L doublet spinors
(yα, zα) and SL(2;C)R doublet spinors (y¯α˙, z¯α˙), generating an oscillator algebra with non-
commutative and associative product ⋆ defined by
yα ⋆ yβ = yαyβ + iǫαβ , yα ⋆ zβ = yαzβ − i ǫαβ , (6.2.1)
zα ⋆ yβ = zαyβ + i ǫαβ , zα ⋆ zβ = zαzβ − i ǫαβ , (6.2.2)
and
y¯α˙ ⋆ y¯β˙ = y¯α˙y¯β˙ + iǫα˙β˙ , z¯α˙ ⋆ y¯β˙ = z¯α˙y¯β˙ − iǫα˙β˙ , (6.2.3)
y¯α˙ ⋆ z¯β˙ = y¯α˙z¯β˙ + iǫα˙β˙ , z¯α˙ ⋆ z¯β˙ = z¯α˙z¯β˙ − iǫα˙β˙ . (6.2.4)
All the definitions given in Section 5.2 carry over, except that the oscillators y and y¯, z
and z¯ are not related by hermitian conjugation and that now the full field equation have
independent holomorphic and anti-holomorphic sources,
F̂ =
i
4
[
c1dz
α ∧ dzαΦ̂ ⋆ κ+ c2dz¯α˙ ∧ dz¯α˙Φ̂ ⋆ κ¯
]
, (6.2.5)
D̂Φ̂ = 0 , (6.2.6)
where c1 and c2 are complex constants. The curvatures and gauge transformations are
still given by
F̂ = dÂ+ Â ⋆ Â , δbǫÂ = D̂ǫ̂ (6.2.7)
D̂Φ̂ = dΦ̂ + [Â, Φ̂]π , δbǫΦ̂ = −[ǫ̂, Φ̂]π , (6.2.8)
with
[f̂ , ĝ]π = f̂ ⋆ ĝ − (−1)deg( bf)deg(bg)ĝ ⋆ π(f̂) . (6.2.9)
Since Φ̂ is defined up to rescalings by complex numbers, the model only depends on one
complex parameter, that we can take to be
c =
c2
c1
. (6.2.10)
In components, the constraints read
F̂µν = 0 , D̂µΦ̂ ≡ ∂µΦ̂ + [Âµ, Φ̂]π = 0 , (6.2.11)
F̂µα = 0 , F̂µα˙ = 0 , (6.2.12)
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F̂αβ = − ic12 ǫαβΦ̂ ⋆ κ , F̂α˙β˙ = − ic22 ǫα˙β˙Φ̂ ⋆ κ¯ , (6.2.13)
F̂αα˙ = 0 , (6.2.14)
D̂αΦ̂ ≡ ∂αΦ̂ + Âα ⋆ Φ̂ + Φ̂ ⋆ π(Âα) = 0 , (6.2.15)
D̂α˙Φ̂ ≡ ∂α˙Φ̂ + Âα˙ ⋆ Φ̂ + Φ̂ ⋆ π¯(Âα˙) = 0 , (6.2.16)
where (6.2.16) can be derived using ππ¯(Âα˙) = −Âα˙. Introducing again
Ŝα = zα − 2iÂα , Ŝα˙ = z¯α˙ − 2iÂα˙ , (6.2.17)
the component form of the equations carrying at least one spinor index now take the form
∂µŜα + [Âµ, Ŝα]⋆ = 0 , ∂µŜα˙ + [Âµ, Ŝα˙]⋆ = 0 , (6.2.18)
[Ŝα, Ŝβ]⋆ = −2iǫαβ(1− c1Φ̂ ⋆ κ) , [Ŝα˙, Ŝβ˙]⋆ = −2iǫα˙β˙(1− c2Φ̂ ⋆ κ¯) ,(6.2.19)
[Ŝα, Ŝβ˙]⋆ = 0 , (6.2.20)
Ŝα ⋆ Φ̂ + Φ̂ ⋆ π(Ŝα) = 0 , (6.2.21)
Ŝα˙ ⋆ Φ̂ + Φ̂ ⋆ π¯(Ŝα˙) = 0 . (6.2.22)
This form of the equations makes the following Z2 × Z2 symmetry manifest:
Ŝα → ±Ŝα , Ŝα˙ → ±Ŝα˙ , (6.2.23)
(where the two transformations can be performed independently) keeping Âµ and Φ̂ fixed.
We note that Ŝα → −Ŝα is equivalent to Âα → −Âα − izα, idem Ŝα˙ and Âα˙.
All component fields are of course complex at this level. Next we shall discuss various
reality conditions on the (hatted) master fields that will lead to models with real physical
fields living in space-times with different signatures.
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6.2.2 Real Forms
In order to define the real forms of the field equations one has to impose reality conditions
on both adjoint one-form and twisted-adjoint zero-form, corresponding to suitable real
forms of the higher-spin algebra and signatures of spacetime. There are three distinct
real forms of the complex higher-spin algebra itself. In two of these cases there are two
distinct reality conditions that can be imposed on the zero-form, leading to five distinct
models in total, as shown in Table 6.1. The reality conditions are
Â† = −σ(Â) , Φ̂† = σ(π(Φ̂)) , (6.2.24)
where the possible actions of the dagger 2 on the spinor oscillators and consequential
selections of real forms of SO(4;C) ≃ SL(2;C)× SL(2;C) are given by
SU(2)L × SU(2)R : (yα)† = y†α , (zα)† = z†α , (6.2.25)
(y¯α˙)† = y¯†α˙ , (z¯
α˙)† = z¯†α˙ ,
SL(2;C)diag : (y
α)† = y¯α˙ , (zα)† = z¯α˙ , (6.2.26)
Sp(2;R)L × Sp(2;R)R : (yα)† = yα , (zα)† = −zα , (6.2.27)
(y¯α˙)† = y¯α˙ , (z¯α˙)† = −z¯α˙ ,
and the map σ is given in Table 6.1, with the isomorphism ρ given by
ρ(f̂(y†α, y¯
†
α, z
†
α, z¯
†
α)) = f̂(yα, y¯α,−zα,−z¯α) (6.2.28)
in the case of (4, 0) signature. Note that σ is an oscillator-algebra automorphism in
signatures (3, 1) and (2, 2), while it is an isomorphism in signature (4, 0). Here, the
SU(2) doublets are pseudo real in the sense that from (yα)
† = −y†α idem (zα)†, (y¯α˙)†
and (z¯α˙)
† it follows that (yα, y¯α˙; zα, z¯α˙) and (y†α, y¯
†
α; z
†
α, z¯
†
α˙) generate equivalent oscillator
algebras with isomorphism ρ. The reality property of the exterior derivative d, defined in
(5.2.12), takes the following form in different signatures:
Signature (3, 1) and (2, 2) : d† = d , (6.2.29)
Signature (4, 0) : ρ ◦ d† = d ◦ ρ . (6.2.30)
We note that the Euclidean case is consistent in the sense that
ρ(dzα)† = ρd†(zα)† = dρ(z†α) = −dzα (6.2.31)
2The dagger acts as usual complex conjugation on component fields; in this Chapter we shall denote
the conjugate of a complex number x by x∗, while reserving the bar for denoting quantities associated
with the R-handed oscillators.
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is compatible with representing df̂ using ∂f̂/∂zα = i
2
[zα, f̂ ]⋆, which yields
ρ
(
i
2
dzα[zα, f̂ ]⋆
)†
=
i
2
dzαρ
(
[f̂ †,−z†α]⋆
)
=
i
2
dzα[ρf̂
†, zα]⋆ =
i
2
dzα[zα, ρf̂
†]⋆ .(6.2.32)
Demanding compatibility between the reality conditions (6.2.24) and the master field
equations (6.2.5) and (6.2.6), and using
ρ
(
(κ)†
)
= κ , ρ
(
(idzα ∧ dzα)†
)
= −idzα ∧ dzα , (6.2.33)
one finds the following reality conditions on the parameters
Signature (3, 1) : c∗1 = c2 , (6.2.34)
Signature (4, 0) and (2, 2) : c∗1 = c1 , c
∗
2 = c2 . (6.2.35)
As a result, the parameter c is a phase factor in Lorentzian signature and a real number in
Euclidean and Kleinian signatures. The parameters can be restricted further by requiring
invariance under the parity transformation
P (yα) = y¯α˙ , P ◦ d = d ◦ P , P 2 = Id . (6.2.36)
Taking Â to be invariant and assigning intrinsic parity ǫ = ±1 to Φ̂,
P (Â) = Â , P (Φ̂) = ǫΦ̂ , (6.2.37)
one finds that the master equations are parity invariant provided that
c = ǫ =
{
1 Type A model (scalar)
−1 Type B model (pseudoscalar) (6.2.38)
In Lorentzian signature, there is no loss of generality in choosing c1 = c2 = 1 in the
Type A model and c1 = −c2 = i in the Type B model, while in Euclidean and Kleinian
signatures one may always take c1 = c2 = 1 in the Type A model and c1 = −c2 = 1 in
the Type B model. More generally, the parity transformation maps different models into
each other as follows,
P (c1) = ǫc2 , P (c2) = ǫc1 , P (c) =
1
c
, (6.2.39)
leaving invariant the Type A and B models. The maximally parity violating cases are
Signature (3, 1) : c = exp(iπ/4) , (6.2.40)
Signature (4, 0) and (2, 2) : c = 0 . (6.2.41)
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The case with c = 0 shall be referred to as the chiral model, that we shall discuss in more
detail below.
The HS equations in Lorentzian signature have the Z2 symmetry acting as (Ŝα, Ŝα˙)→
(ǫŜα, ǫŜα˙), and Z2 × Z2 symmetry in (4, 0) and (2, 2) signatures acting as (Ŝα, Ŝα˙) →
(ǫŜα, ǫ
′Ŝα˙), where ǫ = ±1 and ǫ′ = ±1.
Finally, let us give the reality conditions at the level of the SO(5;C) algebra and
its minimal bosonic higher-spin extension. The adjoint representation of the complex
minimal bosonic higher-spin Lie algebra is defined by 3
ho(5;C) = {Q(y, y¯) : τ(Q) = −Q} , (6.2.42)
and the corresponding minimal twisted-adjoint representation by
T [ho(5;C)] = {S(y, y¯) : τ(S) = π(S)} . (6.2.43)
The real forms are defined by
ho(5− q, q) = {Q(y, y¯) ∈ ho(5;C) : Q† = −σ(Q)} , (6.2.44)
T [ho(5− q, q)] = {S(y, y¯) ∈ T [ho(5− q, q) : S† = σ(π(S))} . (6.2.45)
The finite-dimensional SO(5;C) subalgebra is generated by MAB, that we split into
Lorentz rotations and translations (Mab, Pa) defined by
π(Mab) = Mab , π(Pa) = −Pa . (6.2.46)
For these generators, which by convention arise in the expansion of the master fields
together with a factor of i, the reality condition (6.2.24) implies
(MAB)
† = σ(MAB) . (6.2.47)
This condition is solved by
Mab = −1
8
(
(σab)
αβyαyβ + (σ¯ab)
α˙β˙ y¯α˙y¯β˙
)
, Pa =
λ
4
(σa)
αα˙yαy¯α˙ , (6.2.48)
where the van der Waerden symbols are defined in Appendix E and λ2 is proportional to
the cosmological constant, as shown in Table 6.1. The van der Waerden symbols encode
the space-time signature ηab, and the commutation relations among the MAB then fix the
signature of the ambient space to be
ηAB = (ηab;−λ2) . (6.2.49)
3A more detailed description of the complex higher-spin algebra and its representations is given in
Chapter 3.
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6.2.3 The Chiral Model
In the chiral model with c = 0, the master field Φ̂ can be eliminated using (6.2.13), and
expressed as
Φ̂ = (1 +
i
2
Ŝα ⋆ Ŝα) ⋆ κ , (6.2.50)
where we have chosen c1 = 1 and Ŝα is given by (5.2.38). The remaining independent
master-field equations now read
F̂µν = 0 , D̂µŜα = 0 , D̂µŜα˙ = 0 , (6.2.51)
[Ŝα, Ŝα˙]⋆ = 0 , [Ŝα˙, Ŝβ˙]⋆ = −2iǫα˙β˙ , (6.2.52)
Ŝα ⋆ Ŝ
β ⋆ Ŝβ + Ŝ
β ⋆ Ŝβ ⋆ Ŝα = 4iŜα . (6.2.53)
We note that (6.2.22) holds identically in virtue of Ŝα˙ ⋆ Φ̂ + Φ̂ ⋆ π¯(Ŝα˙) = [Ŝα˙, 1 +
i
2
Ŝα ⋆
Ŝα]⋆ ⋆ κ = 0, where we used κκ¯ ⋆ Ŝα˙ ⋆ κκ¯ = −Ŝα˙ and [Ŝα, Ŝα˙]⋆ = 0. The chiral model can
be truncated further by imposing
Âα˙ = 0 ,
∂
∂zα˙
Âµ = 0 ,
∂
∂zα˙
Âα = 0 . (6.2.54)
In general, the chiral model also has interesting solutions with non-vanishing Âα˙, since
flat connections in non-commutative geometry can be non-trivial.
6.2.4 Comments on Weak-Field Expansion and Spectrum
The procedure, described in great detail in Chapter 5, for obtaining the manifestly diffeo-
morphism and locally Lorentz invariant weak-field expansion of the physical field equa-
tions can be extended straightforwardly to arbitrary signature. The expansion is in terms
of spin-s physical fields with s 6= 2 as well as higher derivatives of all fields, while the
vierbein and Lorentz connection are treated exactly.
In this approach one first solves (6.2.12)–(6.2.16) subject to the initial condition
Φ = Φ̂|Z=0 , (6.2.55)
Aµ = Âµ
∣∣∣
Z=0
= eµ + ωµ +Wµ +Kµ , (6.2.56)
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where
eµ =
1
2i
eµ
aPa , ωµ =
1
4i
ωµ
abMab ; (6.2.57)
Wµ contains the higher-spin gauge fields (and also the spin s = 1 gauge field in the
non-minimal model); and we recall the field redefinition
Kµ =
1
4i
ωµ
αβ Ŝα ⋆ Ŝβ
∣∣∣
Z=0
+
1
4i
ω¯µ
α˙β˙ Ŝα˙ ⋆ Ŝβ˙
∣∣∣
Z=0
(6.2.58)
= iωµ
αβ (Âα ⋆ Âβ − ∂
∂yα
Âβ)
∣∣∣∣
Z=0
+ iω¯µ
α˙β˙ (Âα˙ ⋆ Âβ˙ −
∂
∂y¯α˙
Âβ˙)
∣∣∣∣
Z=0
.(6.2.59)
One also imposes the gauge condition
Â(0)α = 0 , Â
(0)
α˙ = 0 , (6.2.60)
where we have defined the internal flat connection
Â(0)α = Âα|Φ=0 , Â(0)α˙ = Âα˙|Φ=0 . (6.2.61)
One then substitutes the resulting Φ̂ and Âµ, which can be obtained explicitly in a per-
turbative expansion in Φ, into (5.2.32) and sets Z = 0, which yields a manifestly spin-2
covariant complex HS gauge theory on the base manifold. Up to this point the local struc-
ture of the base-manifold, nor the detailed structure of the gauge fields, have played any
role. To proceed, one may refer to an ordinary spacetime, take eµ
a to be an (invertible)
vierbein, and treat Wµ as a weak field. This allows one to eliminate a large number of
auxiliary fields in Φ and Wµ, leaving a model consisting of a physical scalar φ = Φ|y=y¯=0,
the vierbein eµ
a, and an infinite tower of (doubly traceless) HS gauge fields φa(s) residing
in Wµ.
The gauge choice (6.2.60) is convenient since it implies ∂
∂yα
Âβ|Z=0 = 0 that simplifies
the expansion [96]. However, there are also other gauges where Âα|Φ=0 is a flat but non-
trivial internal connection, and indeed this will be the case for the Type 1 and Type 2
solutions that we shall present in Section 6.3.
In the leading order in the weak fields, the two-form and one-form constraints for the
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minimal model read
s = 2 :

Rαβ,γδ = c2Φαβγδ , Rα˙β˙,γδ = 0 ,
Rαβ,γδ˙ = 0 , Rα˙β˙,γδ˙ = 0 ,
Rαβ,γ˙δ˙ = 0 , Rα˙β˙,γ˙δ˙ = c1Φα˙β˙γ˙δ˙ ,
(6.2.62)
s = 4, 6, ... :
 F
(1)
αβ,γ1...γ2s−2
= c2Φαβγ1...γ2s−2 , F
(1)
α˙β˙,γ˙1...γ˙kγk+1...γ2s−2
= 0 ,
F
(1)
αβ,γ1...γkγ˙k+1...γ˙2s−2
= 0 , F
(1)
α˙β˙,γ˙1...γ˙2s−2
= c1Φα˙β˙γ˙1...γ˙2s−2 ,
(6.2.63)
0-forms : ∇αα˙Φβ1...βm β˙1...β˙n = iλ
(
Φαβ1...βm
α˙β˙1...β˙n −mnǫα(β1ǫα˙(β˙1Φβ2...βm)β˙2...β˙n)
)
,(6.2.64)
where for higher spins s = 4, 6, . . . and k = 0, . . . , 2s − 3, and for 0-forms |m − n| = 0
mod 4. In all cases, the zero-form system contains a physical scalar with field equation
(∇2 + 2λ2)φ = 0 . (6.2.65)
In the Lorentzian case, where both c1 and c2 = c
∗
1 are non-zero, the spin-2 sector consists of
gravity with cosmological constant −3λ2, and the spin-s sectors with s = 4, 6, . . . consist
of higher-spin tensor gauge fields with critical masses proportional to λ2. The criticality
in the masses, that implies composite masslessness in the case of AdS, holds in the dS
case as well, where thus the physical spectrum is given by the symmetric tensor product
of two (non-unitary) SO(4, 1) singletons (see Chapter 3 for details).
In the Euclidean and Kleinian cases, the parameters c1 and c2 are real and indepen-
dent. In case c1c2 6= 0, the Lorentzian analysis carries over, leading to a composite
massless spectrum given by symmetric tensor products of suitable singletons. However,
unlike the Lorentzian case, the spin-s sector of the twisted adjoint representation can be
decomposed into left-handed and right-handed sub-sectors of real states, corresponding
to {Φα1...αm,α˙1...α˙n} with m− n = ±2s. These sub-sectors mix under HS transformations.
In case either c1 or c2, but not both, vanishes, that we shall refer to as the chiral
models, the metric and the higher-spin gauge fields become half-flat. For definiteness,
let us consider the case c2 = 0. The components of the zero-form that drop out in the
two-form constraint, i.e. Φα1...α2s , now become independent physical fields, obeying field
equations following from (6.2.64).
6.3 Exact Solutions
In this section we shall give four types of exact solutions to the 4D HS models given in
the previous section. The salient features of these are summarized in the Introduction
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HSA Signature Spinors Reality Symmetric Hermitian
space isometries
ηab λ2 σ
ho(5) (4, 0) SU(2)L × SU(2)R −1 ρ S4 so(2)⊗ so(3)
ho(4, 1) (4, 0) SU(2)L × SU(2)R +1 ρπ H4 so(3, 1)
ho(4, 1) (3, 1) SL(2,C)diag −1 π dS4 so(3, 1)′
ho(3, 2) (3, 1) SL(2,C)diag +1 id AdS4 so(3, 2)
ho(3, 2) (2, 2) SL(2,R)L × SL(2,R)R −1 id H3,2 so(3, 2)
Table 6.1: The minimal bosonic higher-spin algebras ho(p′, 5− p′) ⊃ so(5− p′, p′) in signature (p, 4− p)
can be realized with spinor oscillators transforming as doublets under the groups listed in the third
column. These realizations obey reality conditions (MAB)
† = σ(MAB), with hermitian subalgebras listed
above. The symmetric spaces with unit radius have cosmological constant Λ = −3λ2.
to this Chapter. Here we stress that (a) the Type 0 solutions are maximally symmetric
spaces; (b) the Type 1 solutions are SO(4 − p, p) invariant deformations of Type 0; (c)
the Type 2 solutions, which exist necessarily in the non-minimal model, have vanishing
spacetime component fields but non-vanishing spinorial master one-form; (d) the Type 3
solutions, which exist in the non-minimal chiral model only, have the remarkable feature
that all higher spin gauge fields are non-vanishing in such a way that the Weyl zero-forms
are covariantly constant, in a certain sense that will be explained below. Before we give
these four types of solutions we shall describe briefly the method for solving the master
field equations using gauge functions.
6.3.1 The Gauge Function Ansatz
In order to construct an interesting class of solutions we shall use the Z-space approach
[84, 87, 97] in which the constraints carrying at least one curved space-time index, viz.
F̂µν = 0 , D̂µΦ̂ = 0 , (6.3.1)
F̂µα = 0 , F̂µα˙ = 0 , (6.3.2)
are integrated in simply connected space-time regions given the space-time zero-forms at
a point p,
Φ̂′ = Φ̂|p , Ŝ ′α = Ŝα|p , Ŝ ′α˙ = Ŝα˙|p , (6.3.3)
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and expressed explicitly as
Âµ = L̂
−1 ⋆ ∂µL̂ , Φ̂ = L̂−1 ⋆ Φ̂′ ⋆ π(L̂) , (6.3.4)
Ŝα = L̂
−1 ⋆ Ŝ ′α ⋆ L̂ , Ŝα˙ = L̂
−1 ⋆ Ŝ ′α˙ ⋆ L̂ , (6.3.5)
where L̂ = L̂(x, z, z¯; y, y¯) is a gauge function, and
L̂|p = 1 , ∂µΦ̂′ = 0 , ∂µŜ ′α = 0 , ∂µŜ ′α˙ = 0 . (6.3.6)
The internal connections Âα and Âα˙ can be reconstructed from Ŝα and Ŝα˙ using (5.2.38).
In particular note the relation
Âα = L̂ ⋆ ∂αL̂+ L̂
−1 ⋆ Â′α ⋆ L̂ , (6.3.7)
from which it follows that
Ŝ ′α = zα − 2iÂ′α . (6.3.8)
The remaining constraints in Z-space, viz.
[Ŝ ′α, Ŝ
′
β]⋆ = −2iǫαβ(1− c1Φ̂′ ⋆ κ) , [Ŝ ′α˙, Ŝ ′β˙]⋆ = −2iǫα˙β˙(1− c2Φ̂′ ⋆ κ¯) , (6.3.9)
[Ŝ ′α, Ŝ
′
β˙
]⋆ = 0 , (6.3.10)
Ŝ ′α ⋆ Φ̂
′ + Φ̂′ ⋆ π(Ŝ ′α) = 0 , (6.3.11)
Ŝ ′α˙ ⋆ Φ̂
′ + Φ̂′ ⋆ π¯(Ŝ ′α˙) = 0 , (6.3.12)
are then to be solved with an initial condition
C ′(y, y¯) = Φ̂′|Z=0 , (6.3.13)
and some assumption about the topology of the internal flat connections
Ŝ ′(0)α = Ŝ
′
α|C′=0 , Ŝ ′(0)α˙ = Ŝ ′α˙|C′=0 . (6.3.14)
In what follows, we shall restrict the class of solutions further by assuming that
L̂ = L(x; y, y¯) . (6.3.15)
The gauge fields can then be obtained from (6.2.56), (6.2.59) and (6.3.5), viz.
eµ + ωµ +Wµ = L
−1∂µL−Kµ , (6.3.16)
where
Kµ =
1
4i
L−1 ⋆
(
ωµ
αβŜ ′α ⋆ Ŝ
′
β + ω¯µ
α˙β˙Ŝ ′α˙ ⋆ Ŝ
′
β˙
)
⋆ L
∣∣∣
Z=0
. (6.3.17)
Hence, the gauge fields, including the metric, can be obtained algebraically without having
to solve any differential equations in space-time.
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6.3.2 Ordinary Maximally Symmetric Spaces (Type 0)
The complex master-field equations are solved by
Φ̂ = 0 , Ŝα = zα , Ŝα˙ = z¯α˙ , Âµ = L
−1 ⋆ ∂µL , (6.3.18)
where the gauge function [87]
L(x; y, y¯) =
2h
1 + h
exp
[
iλxαα˙yαy¯α˙
1 + h
]
, (6.3.19)
gives
ds2(0) =
4dx2
(1− λ2x2)2 , (6.3.20)
which we identify as the metric of the symmetric spaces listed in Table 6.1 for the different
real forms of the model, in stereographic coordinates with inverse radius |λ|. This metric
is invariant under the inversion
xa → −xa/(λ2x2) , (6.3.21)
and H4 is covered by a single coordinate chart, while the remaining symmetric spaces
require two charts, related by the inversion. If we let x˜a = −xa/(λ2x2), the atlases are
given by
S4 (λ2 = −1) : {xµ : 0 ≤ −λ2x2 ≤ 1} ∪ {x˜µ : 0 ≤ −λ2x˜2 ≤ 1} , (6.3.22)
H4 (λ2 = 1) : {xµ : 0 ≤ λ2x2 < 1} , (6.3.23)
dS4 (λ
2 = −1) : {xµ : −1 < −λ2x2 ≤ 1} ∪ {x˜µ : −1 < −λ2x˜2 ≤ 1} , (6.3.24)
AdS4 (λ
2 = 1) : {xµ : −1 ≤ λ2x2 < 1} ∪ {x˜µ : −1 ≤ λ2x˜2 < 1} , (6.3.25)
H3,2 (λ
2 = −1) : {xµ : −1 < −λ2x2 ≤ 1} ∪ {x˜µ : −1 < −λ2x˜2 ≤ 1} , (6.3.26)
where the overlap between the charts is given by {xµ : λ2x2 = −1} in the cases of
S4, dS4, AdS4 and H3,2, and the boundary is {xµ : λ2x2 = 1} in the case of H4 and
{xµ : λ2x2 = 1} ∪ {x˜µ : λ2x˜2 = 1} in the cases of dS4, AdS4 and H3,2. The H3,2 space can
be described as the coset SO(3, 2)/SO(2, 2).
6.3.3 SO(4 − p, p) Invariant Solutions to the Minimal Model
(Type 1)
Internal Master Fields
A particular class of SO(4;C)-invariant solutions is given by the ansatz
Φ̂′ = ν , Ŝ ′α = zα S(u) , Ŝ
′
α˙ = z¯α˙ S¯(u¯) (6.3.27)
CHAPTER 6. EXACT SOLUTIONS 131
where
u = yαzα , u¯ = y¯
α˙z¯α˙ . (6.3.28)
The above ansatz solves (6.3.10)-(6.3.12). There remains to solve (6.3.9), which now takes
the form
[Ŝ ′α, Ŝ ′α]⋆ = 4i(1− c1νeiu) , [Ŝ ′α˙, Ŝ ′α˙]⋆ = 4i(1− c2νe−iu¯) (6.3.29)
Following [86], we use the integral representation
S(u) =
∫ 1
−1
ds n(s) e
i
2
(1+s)u , (6.3.30)
S¯(u¯) =
∫ 1
−1
ds n¯(s) e−
i
2
(1+s)u¯ . (6.3.31)
which reduces (6.3.29) to
(n ◦ n)(t) = δ(t− 1)− c1ν
2
(1− t) , (6.3.32)
(n¯ ◦ n¯)(t) = δ(t− 1)− c2ν
2
(1− t) . (6.3.33)
with ◦ defined by [86]
(f ◦ g)(t) =
∫ 1
−1
ds
∫ 1
−1
ds′δ(t− ss′) f(s) g(s′) . (6.3.34)
Even and odd functions, denoted by f±(t), are orthogonal with respect to the ◦ product.
Thus, one finds
(n+ ◦ n+)(t) = ι+0 (t)−
c1ν
2
, (n− ◦ n−)(t) = ι−0 (t) +
c1ν
2
t , (6.3.35)
(n¯+ ◦ n¯+)(t) = ι+0 (t)−
c2ν
2
, (n¯− ◦ n¯−)(t) = ι−0 (t) +
c2ν
2
t , (6.3.36)
where
ι±0 (t) =
1
2
[δ(1− t)± δ(1 + t)] . (6.3.37)
One proceeds [86], by writing
n±(t) = m±(t) +
∞∑
k=0
λkp
±
k , (6.3.38)
where m± are expanded in terms of ι(±)0 (t) and the functions (k ≥ 1)
ισk(t) = [sign(t)]
1
2
(1−σ)
∫ 1
−1
ds1 · · ·
∫ 1
−1
dsk δ(t− s1 · · · sk)
= [sign(t)]
1
2
(1−σ)
(
log 1
t2
)k−1
(k − 1)! , (6.3.39)
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obeying the algebra (k, l ≥ 0)
ισk ◦ ισl = ισk+l , (6.3.40)
and pσk(t) (k ≥ 0) are the ◦-product projectors
pσk(t) =
(−1)k
k!
δ(k)(t) , σ = (−1)k , (6.3.41)
obeying
pσk ◦ f = Lk[f ]pσk , Lk[f ] =
∫ 1
−1
dt tkf(t) . (6.3.42)
In particular,
pσk ◦ pσl = δklpσl . (6.3.43)
Substituting the expansion (6.3.38) into (6.3.35) and (6.3.36), one finds, in view of (6.3.40),
(6.3.42) and (6.3.43), manageable algebraic equations. Transforming back one finds, after
some algebra [97],
m(t) = δ(1 + t) + q(t) , (6.3.44)
q(t) = −c1ν
4
(
1F1
[
1
2
; 2;
c1ν
2
log
1
t2
]
+ t 1F1
[
1
2
; 2;−c1ν
2
log
1
t2
])
, (6.3.45)
and
λk = −2θkLk[m] , θk ∈ {0, 1} , (6.3.46)
where
Lk[m] = (−1)k + Lk[q] , (6.3.47)
Lk[q] = −1 + (−1)
k
2
(
1−
√
1− c1ν
1 + k
)
− 1− (−1)
k
2
(
1−
√
1 +
c1ν
2 + k
)
.(6.3.48)
The overall signs in m± have been fixed in (6.3.45) by requiring that
S(u) = 1 for ν = 0 and θk = 0 . (6.3.49)
Treating n¯ the same way, one finds
m¯(t) = δ(1 + t) + q¯(t) , (6.3.50)
q¯(t) = −c2ν
4
(
1F1
[
1
2
; 2;
c2ν
2
log
1
t2
]
+ t 1F1
[
1
2
; 2;−c2ν
2
log
1
t2
])
, (6.3.51)
λ¯k = −2θ¯kLk[m¯] , θ¯k ∈ {0, 1} , (6.3.52)
Lk[m¯] = (−1)k + Lk[q¯] , (6.3.53)
Lk[q¯] = −1 + (−1)
k
2
(
1−
√
1− c2ν
1 + k
)
− 1− (−1)
k
2
(
1−
√
1 +
c2ν
2 + k
)
.(6.3.54)
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Thus, the internal solution is given by
Φ̂′ = ν , (6.3.55)
together with Ŝ ′α and Ŝ
′
α˙ as given in (6.3.8) with
Â′α = Â
′(reg)
α + Â
′(proj)
α , Â
′
α˙ = Â
′(reg)
α˙ + Â
′(proj)
α˙ , (6.3.56)
Â′(reg)α =
i
2
zα
∫ 1
−1
dt q(t) e
i
2
(1+t)u , Â
′(reg)
α˙ =
i
2
z¯α˙
∫ 1
−1
dt q¯(t) e−
i
2
(1+t)u¯ , (6.3.57)
Â′(proj)α = −izα
∞∑
k=0
θk(−1)kLk[m]Pk(u) , Â′(proj)α˙ = −iz¯α˙
∞∑
k=0
θ¯k(−1)kLk[m¯]P¯k(u¯) ,(6.3.58)
where
Pk(u) =
∫ 1
−1
ds e
i
2
(1−s)upk(s) =
1
k!
(−iu
2
)k
e
iu
2 , (6.3.59)
P¯k(u¯) =
∫ 1
−1
ds e−
i
2
(1−s)u¯pk(s) =
1
k!
(
iu¯
2
)k
e−
iu¯
2 (6.3.60)
are projectors in the ⋆-product algebra given by functions of u and u¯, viz.
Pk ⋆ F = Lk[f ]Pk , Pk ⋆ Pl = δklPk , (6.3.61)
P¯k ⋆ F¯ = Lk[f¯ ]P¯k , P¯k ⋆ P¯l = δklP¯k , (6.3.62)
for F (u) =
∫ 1
−1 dse
i
2
(1−s)uf(s) and F¯ (u¯) =
∫ 1
−1 dse
− i
2
(1−s)u¯f¯(s) with Lk[f ] and Lk[f¯ ] given
in (6.3.42). The projectors also obey (u− 2ik) ⋆Pk = 0 and yα ⋆Pk ⋆ zα = i(k+1)(Pk−1+
Pk+1) with P−1 ≡ 0. We note the opposite signs in front of s in the exponents of (6.3.30),
(6.3.31) and (6.3.59), (6.3.60), resulting in the (−1)k in the projector part (6.3.58) of the
internal connection, which we can thus write as
Â′(proj)α = −izα
∞∑
k=0
[
θkPk −
(
1−
√
1− c1ν
1 + 2k
)
θ2kP2k +
(
1−
√
1 +
c1ν
3 + 2k
)
θ2k+1P2k+1
]
, (6.3.63)
Â
′(proj)
α˙ = −iz¯α˙
∞∑
k=0
[
θ¯kP¯k −
(
1−
√
1− c2ν
1 + 2k
)
θ¯2kP¯2k +
(
1−
√
1 +
c2ν
3 + 2k
)
θ¯2k+1P¯2k+1
]
, (6.3.64)
which are analytic functions of ν in a finite region around the origin. For example, for
c1 = c2 = 1, they are real analytic for −3 < Reν < 1, where also the particular solution
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can be shown to be real analytic [97]. The reality conditions on the θk and θ¯k parameters
are as follows:
(4, 0) and (2, 2) signature : θk , θ¯k independent , (6.3.65)
(3, 1) signature : θk = θ¯k . (6.3.66)
Taking ν = 0 there remains only the projector part, leading to the following “vacuum”
solutions
Φ̂′ = 0 , (6.3.67)
Â′α = −izα
∞∑
k=0
θk
1
k!
(−iu
2
)k
e
iu
2 , Â′α˙ = −iz¯α˙
∞∑
k=0
θ¯k
1
k!
(
iu¯
2
)k
e−
iu¯
2 .(6.3.68)
The Z2 × Z2 symmetry (??) acts by
θk → 1− θk , θ¯k → 1− θ¯k . (6.3.69)
The maximally symmetric spaces discussed in Section 3.2 are recovered by setting θk = θ
and θ¯k = θ¯ for all k. In Euclidean and Kleinian signatures, θ and θ¯ are independent,
leading to four solutions related by Z2 × Z2 transformations. In Lorentzian signature,
θ = θ¯ leading to two solutions related by Z2 symmetry.
Space-time Component Fields
The calculation of the component fields follows the same steps as in [97]. The spin s ≥ 1
Weyl tensors vanish, while the scalar field is given by
φ(x) = νh2(x2) = ν(1− λ2x2) . (6.3.70)
In order to compute the gauge fields, we first need to compute the quantity Kµ given
in (6.3.17). This calculation is formally the same as the one spelled out in the case of
θk = θ¯k = 0 in [97], and the result is
Kµ =
Q
4i
ωαβµ vαvβ +
Q¯
4i
ω¯α˙β˙µ v¯α˙v¯β˙ , (6.3.71)
where
Q = −(1− a
2)2
4
∫ 1
−1
ds
∫ 1
−1
ds′
(1 + s)(1 + s′)n(s)n(s′)
(1− ss′a2)4 , (6.3.72)
Q¯ = −(1− a
2)2
4
∫ 1
−1
ds
∫ 1
−1
ds′
(1 + s)(1 + s′)n¯(s)n¯(s′)
(1− ss′a2)4 . (6.3.73)
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and
vα = (1 + a
2)yα + 2(ay¯)α , v¯α˙ = (1 + a
2)y¯α˙ + 2(a¯y)α˙ , (6.3.74)
with a¯α˙α = aαα˙ defined in (F.0.3). We can simplify Q using n(t) = δ(1 + t) + q(t) +∑
k λkpk(t), with pk(t) given by (6.3.41) and λk by (6.3.46) and (6.3.47). After some
algebra we find
Q(ν; {θk}) = Q(reg)(ν) +Q(proj)(ν; {θk}) , (6.3.75)
Q(reg) = −(1 − a
2)2
4
∫ 1
−1
ds
∫ 1
−1
ds′
(1 + s)(1 + s′)q(s)q(s′)
(1− ss′a2)4 , (6.3.76)
Q(proj) = (1− a2)2
∞∑
k=0
4ka
2k
k!
(θk − θk+1)2 ×
× ((−1)k + Lk(q)) ((−1)k+1 + Lk+1(q)) , (6.3.77)
where we note that Q depends on θk only via θk − θk+1. The same expression with q → q¯
and θk → θ¯k holds for Q¯. The regular part, which was computed in [97], is given by
Q(reg) = Q
(reg)
+ +Q
(reg)
− , (6.3.78)
Q
(reg)
+ = −
(1 − a2)2
4
∞∑
p=0
(−4
2p
)
a4p
(√
1− c1ν
2p+ 1
−
√
1 +
c1ν
2p+ 3
)2
(6.3.79)
Q
(reg)
− =
(1− a2)2
4
∞∑
p=0
( −4
2p+ 1
)
a4p+2
(√
1− c1ν
2p+ 3
−
√
1 +
c1ν
2p+ 3
)2
,(6.3.80)
while a similar expression, obtained by replacing c1 → c2, holds for Q¯.
Since Kµ is bilinear in the yα and y¯α˙ oscillators, it immediately follows that all higher
spin fields vanish. Moreover, after some algebra, we find that the vierbein and so(4;C)
connection are given by
ea = f1(x
2)dxa + f2(x
2)xadxbxb , (6.3.81)
ωαβ = f(x
2)ω
(0)
αβ , ω¯α˙β˙ = f¯(x
2)ω¯
(0)
α˙β˙
, (6.3.82)
where
f =
1 + (1− a2)2Q¯
[1 + (1 + a2)2Q]
[
1 + (1 + a2)2Q¯
]− 16a4QQ¯ , (6.3.83)
f¯ =
1 + (1− a2)2Q
[1 + (1 + a2)2Q]
[
1 + (1 + a2)2Q¯
]− 16a4QQ¯ , (6.3.84)
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and
f1 + λ
2x2f2 =
2
h2
, f2 =
2(1 + a2)4
(1− a2)2 (fQ+ f¯ Q¯) . (6.3.85)
By a change of coordinates, the metric can be written locally, in a given coordinate chart,
as a foliation
ds2 = ǫdτ 2 +R2dΩ23 , R
2(τ) = η2| sinh2(√ǫτ)| , (6.3.86)
where x2 = ǫ tan2 τ
2
with ǫ = ±1, and dΩ23 is a three-dimensional metric of constant
curvature with suitable signature, and [97]
η =
f1h
2
2
. (6.3.87)
One has the following simplifications in specific models:
Type A model: Q = Q¯ , η =
1 + (1− a2)2Q
1 + (1 + 6a2 + a4)Q
, (6.3.88)
Chiral model: Q¯ = 0 , η =
1 + (1− a2)2Q
1 + (1 + a2)2Q
. (6.3.89)
The metric may have conical singularities, namely zeroes R(τ0) = 0 for which ∂τR|τ0 6= 1
(we note that η|τ=0 = 1, so that τ = 0 is not a conical singularity). The scale factor
depends heavily on ν as well as on the choice of the infinitely many discrete parameters
θk and θ¯k. This makes the analysis unyielding, and we shall therefore limit ourselves
to the case of vanishing discrete parameters and |ν| ≪ 1. The resulting analysis was
performed in [?] in Lorentzian signature, and it generalizes straightforwardly to Euclidean
and Kleinian signatures. To this end, one examines the integrals (6.3.72) and (6.3.73) in
the limits a2 → ±1, where there are potentially divergent contributions from the region
of the integration domain where s and s′ approach ±1. These contributions are actually
finite for a2 = 1, while they diverge as
Q(reg) =
c1ν
6
log(1 + a2) +O(ν2) , (6.3.90)
when a2 → −1 (and the O(ν2) contributions are finite). Focusing on a single chart, as
listed in (6.3.22)-(6.3.26), a2 is bounded from below by (1 − √2)(1 +√2)−1, and hence,
if |ν| ≪ 1, then |Q| ≪ 1, and consequently the factor η defined in (6.3.87) remains finite.
Thus, for small enough ν, there are no conical singularities within the coordinate charts.
However, they may appear for some finite critical ν.
While the Q functions are complicated for ν 6= 0, they simplify drastically at ν = 0,
where we find
Q = −(1− a2)2
∞∑
k=0
4ka
2k
k!
(θk − θk+1)2 . (6.3.91)
CHAPTER 6. EXACT SOLUTIONS 137
An analogous expression can be found for Q¯. Setting (θk − θk+1)2 = 1, yields
Q = − 1
(1− a2)2 . (6.3.92)
If Q = Q¯ = −(1− a2)−2, which is necessarily the case in the Lorentzian models, then the
equation system for ωαβ and ω¯α˙β˙ becomes degenerate, and one finds
ωαβ = −(1− a
2)2
8a2
ω
(0)
αβ =
(σab)αβdxaxb
2x2
, (6.3.93)
ω¯α˙β˙ = −
(1− a2)2
8a2
ω¯
(0)
α˙β˙
=
(σ¯ab)α˙β˙dxaxb
2x2
, (6.3.94)
leading to the degenerate vierbein
eαα˙ = −λxαα˙x
adxa
x2h2
, (6.3.95)
and metric
ds2 =
4(xadxa)
2
λ2x2h2
. (6.3.96)
6.3.4 Solutions of the Non-minimal Model (Type 2)
Internal Master Fields
The non-minimal model admits the following solutions
Φ̂′ = 0 , Ŝ ′α = zα ⋆ Γ(y, y¯) , Ŝ
′
α˙ = z¯α˙ ⋆ Γ¯(y, y¯) , (6.3.97)
provided that
Γ ⋆ Γ = Γ¯ ⋆ Γ¯ = 1 , [Γ, Γ¯]⋆ = 0 , ππ¯(Γ) = Γ , ππ¯(Γ¯) = Γ¯ .(6.3.98)
The elements Γ and Γ¯ can be written as
Γ = 1− 2P , Γ¯ = 1− 2P¯ , (6.3.99)
where P (y, y¯) and P¯ (y, y¯) are projectors obeying
P ⋆ P = P , P¯ ⋆ P¯ = P¯ , [P, P¯ ]⋆ = 0 , ππ¯(P ) = P , ππ¯(P¯ ) = P¯ .(6.3.100)
A set of such projectors is described in Appendix G, where we also explain why the
projectors can be subject to the τ -conditions of the non-minimal model, given in (5.2.14),
but not to those of the minimal model, given in (5.2.13), unless one develops some further
formalism for handling certain divergent ⋆-products.
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Space-time Component Fields
Turning to the computation of the space components of the master fields, since zα star-
commutes with L, it immediately follows from (6.3.16), (6.2.59) and (6.3.97) that
Kµ = 0 . (6.3.101)
From (6.3.16) this in turn implies that all HS gauge fields and the spin-1 gauge field
vanish, while the metric is that of maximally symmetric spacetime. To that extent, the
Type 1 solution looks like the Type 0 solution, but it does differ in an important way,
namely, here the internal connection, i.e. the spinor component Âα of the master 1-form,
is non-vanishing. Indeed, (6.3.97), (6.3.98) and (6.3.8) give the result
Âα = −izα ⋆ V (x; y, y¯) , Âα˙ = −iz¯α˙ ⋆ V¯ (x; y, y¯) , (6.3.102)
where the quantities V and V¯ , which shall be frequently encountered in what follows, are
defined by
V = L−1 ⋆ P ⋆ L , V¯ = L−1 ⋆ P¯ ⋆ L . (6.3.103)
Their explicit evaluation is given in Appendix H, with the result (H.0.21).
Whilst the internal connection does not turn on any spacetime component fields, it
does, however, affect the interactions as it does not obey the physical gauge condition
normally used in the weak-field expansion [96], namely that the internal connection should
vanish when the zero-form vanishes. In this sense, the internal connection may be viewed
as a non-trivial flat connection in the non-commutative space.
6.3.5 Solutions of the Non-minimal Chiral Model (Type 3)
Internal Master Fields
In the case of the non-minimal chiral model, defined in Section 2.3, it is possible to use
projectors P (y, y¯) to build solutions with non-vanishing Weyl zero-form and higher spin
fields. They are
Φ̂′ = (1− P ) ⋆ κ , Ŝ ′α = zα ⋆ P , Ŝ ′α˙ = z¯α˙ ⋆ Γ¯ , (6.3.104)
where
P ⋆ P = P , Γ¯ ⋆ Γ¯ = 1 , [P, Γ¯]⋆ = 0 , ππ¯(P ) = P , ππ¯(Γ¯) = Γ¯ .(6.3.105)
These elements of the ⋆-product algebra can be constructed as in Section 6.3.4 and Ap-
pendix G.
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For the purpose of exhibiting explicitly the spacetime component fields, we choose to
work with the simplest possible projectors, namely
P+(y) = 2e
−2ǫuv = 2eǫyby , (6.3.106)
P−(y¯) = 2e−2ǫu¯v¯ = 2eǫy¯b¯y¯ , (6.3.107)
where ǫ = ±1, and u, v, u¯, v¯, bαβ and b¯α˙β˙ are defined in Appendices F and G.
Space-time Component Fields
The master gauge field and zero-form are given by
eµ + ωµ +Wµ = e
(0)
µ + ω
(0)
µ +
ωαβµ
4i
∂2V
∂yα∂yβ
, (6.3.108)
and
Φ =
[
L−1 ⋆ (1− P ) ⋆ κ ⋆ π(L)] |Z=0 = 1− V |yα=0 , (6.3.109)
where V is given by (H.0.21) and we have used (5.2.21). Remarkably, since there is no y-
dependence in the Weyl zero-form Φ, it is covariantly constant in the sense that Φα(m)α˙(n)
vanishes unless m = 0. Moreover, using (H.0.21), it is straightforward to compute the
constant value of the physical scalar field, with the result
φ(x) = 1− 4
∑
n1,n2∈Z+12
(−1)n1+n2− ǫ1+ǫ22 θn1,n2 , (6.3.110)
where θn1,n2 are constrained as in (G.0.15). Summing over all n2, as explained in Appendix
G, and using (G.0.17) with x = 0, i.e.
∑∞
k=0(−1)k = 12 , one finds that for the reduced
projector (G.0.19), the scalar field is given by
φ(x) = 1− 2
∑
n∈Z+1
2
(−1)n− ǫ2 θn , (6.3.111)
where θn obey the condition given below (G.0.19). Finally setting θn = θ(±n), one ends
up with P = 1, i.e. in the Type 0 case, where indeed φ(x) = 0.
In the special cases of (6.3.106) and (6.3.107), one finds
V+ = L
−1 ⋆ P+ ⋆ L = 2 exp
(
−ǫ [2y¯a¯− (1 + a
2)y] b [2ay¯ + (1 + a2)y]
(1− a2)2
)
,(6.3.112)
V− = L−1 ⋆ P− ⋆ L = 2 exp
(
−ǫ [2ya− (1 + a
2)y¯] b¯ [2a¯y + (1 + a2)y¯]
(1− a2)2
)
(6.3.113)
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where aαα˙ and bαβ are defined in Appendix F and ǫ is defined in (6.3.106) and (6.3.107).
The physical scalar is now given in both cases by
φ(x) = −1 , (6.3.114)
and the self-dual Weyl tensors in both cases by (s = 1, 2, 3, ....)
Φα(2s) = 0 , (6.3.115)
while the anti-self-dual Weyl tensors take the form
Φ+α˙1···α˙2s = −22s+1(2s− 1)!!
(
h2 − 1
ǫh2
)s
U(α˙1 · · ·Uα˙s Vα˙s+1 · · ·Vα˙2s) , (6.3.116)
Φ−α˙1···α˙2s = −22s+1(2s− 1)!!
(
1
ǫh2
)s
λ¯(α˙1 · · · λ¯α˙s µ¯α˙s+1 · · · µ¯α˙2s) , (6.3.117)
with spinors (U, V ) defined in (F.0.11).
In the case of λ2 = 1 in Euclidean signature, we only need to use one coordinate chart, in
which 0 ≤ h2 ≤ 1. The Weyl tensors blow up in the limit h2 → 0, preventing the solution
from approaching H4 in this limit. In this sense the above solution is a non-perturbative
solution without weak-field limit in any region of spacetime. Indeed, in the perturbative
weak-field expansion around the H4 solution, the scalar field has non-vanishing mass,
preventing the linearized scalar field from being a non-vanishing constant.
In the case of λ2 = −1 in Euclidean signature, the base manifold consists of two
charts, covered by the coordinates in (6.3.22). Thus, in each chart we have 1 ≤ h2 < 2,
and so the local representatives (6.3.116) and (6.3.117) of the Weyl tensors are well-defined
throughout the base manifold.
Finally, in the case of λ2 = −1 in Kleinian signature, one also needs two charts, with
0 ≤ h2 ≤ 2, and hence the Weyl tensors blow up in the limit h2 → 0, preventing the
solution from approaching H3,2 in this limit.
From the Weyl tensors, which are not in themselves HS gauge invariant quantities, one
can construct an infinite set of invariant (and thus closed) zero-forms [97], namely
C−2p =
∫
d4yd4z
(2π)4
[(Φ̂ ⋆ π(Φ̂)]⋆p ⋆ κκ¯ . (6.3.118)
Remarkably, on our solution they all assume the same value, given by the constant value
of the scalar field, viz.
C−2p = (1− V )⋆2p|y=y¯=0 = 1− 4
∑
n1,n2∈Z+12
(−1)n1+n2− ǫ1+ǫ22 θn1,n2 . (6.3.119)
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The calculation of the metric in the two models proceeds in a parallel fashion as follows:
The P+ Solution:
From (6.3.108) and (6.3.112) a straightforward computation yields the result
eµα˙α = e
(0)
µα˙α + 12(1 + h)h
−4 b(αβ(ba)γ)α˙ ωβγµ , (6.3.120)
ωµαβ = ω
(0)
µαβ + 12h
−4b(αβbγδ) ωγδµ , (6.3.121)
ω¯µα˙β˙ = ω¯
(0)
µα˙β˙
+ 4(1 + h)2h−4
[−(a¯ba)α˙β˙bγδ + 2(a¯b)α˙γ(a¯b)β˙δ]ωγδµ . (6.3.122)
First we solve for the spin connection from (6.3.121) by inverting the hyper-matrix that
multiplies ω(0), obtaining the result
ωµαβ = g1
[
ω
(0)
µαβ − 8g(bω(0)µ b)αβ
]
+ g2bαβb
γδω
(0)
µγδ , (6.3.123)
where
g1 =
1
1− 4g2 , g2 =
4g
(1− 2g)(1− 4g) , g = h
−4 . (6.3.124)
Substituting this result in (6.3.120) then gives the vierbein
eaµ =
−2
h2(1 + 2g)
[
g3δ
a
µ + g4λ
2xµx
a + g5λ
2(Jx)µ(Jx)
a
]
, (6.3.125)
where
g3 = 1 + 2h
−2 , g4 = 2g g5 =
6g
1− 4g , (6.3.126)
and the spin connections are given in (6.3.123) and (6.3.122). Thus, the metric gµν =
eaµe
b
ν ηab takes the form
gµν =
4
h4(1 + 2g)2
[
g23ηµν + g4(λ
2x2g4 + 2g3)xµxν + g5(λ
2x2g5 + 2g3)(Jx)µ(Jx)ν
]
.
(6.3.127)
The vierbein has thus potential singularities at h2 = 0 and h2 = 2. The limit h2 → 0 is a
boundary in the case of λ2 = 1 in Euclidean signature and λ2 = −1 in Kleinian signature.
At these boundaries eµ
a ∼ h−2xµxa, i.e. a scale factor times a degenerate vierbein. In the
limit h2 → 2 one approaches the boundary of a coordinate chart in the case of λ2 = 1 in
Euclidean signature and λ2 = −1 in Kleinian signature. Also in this limit, the vierbein
becomes degenerate, viz. eµ
a ∼ h−2(Jx)µ(Jx)a.
The P− Solution:
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A parallel computation that uses (6.3.108) and (6.3.113) yields the result
eµα˙α = e
(0)
µα˙α + 12λ
2x2(1 + h)h−4 b˜(αβ(b˜a)γ)α˙ ωβγµ , (6.3.128)
ωµαβ = ω
(0)
µαβ + 12(λ
2x2)2h−4b˜(αβ b˜γδ) ωγδµ , (6.3.129)
ω¯µα˙β˙ = ω¯
(0)
µα˙β˙
+ 4(1 + h)2h−4
[
−(a¯b˜a)α˙β˙ b˜γδ + 2(b˜a)γα˙(b˜a)δβ˙
]
ωγδµ , (6.3.130)
where b˜αβ is defined in (F.0.9). As before, solving for the spin connection from (6.3.129)
by inverting the hyper-matrix that multiplies ω(0), we obtain
ωµαβ = g˜1
[
ω
(0)
µαβ − 8g˜(b˜ω(0)µ b˜)αβ
]
+ g˜2b˜αβ b˜
γδω
(0)
µγδ , (6.3.131)
where
g˜1 =
1
1− 4g˜ , g˜2 =
4g˜
(1− 2g˜)(1− 4g˜) , g˜ = (λ
2x2)2h−4 . (6.3.132)
Substituting this result in (6.3.128) then gives the vierbein
eaµ =
−2
h2 (1 + 2g˜)
[
δaµ + g˜4λ
2xµx
a + g˜5λ
2(J˜x)µ(J˜x)
a
]
, (6.3.133)
where J˜ab is defined in (F.0.10)
g˜4 = 2λ
2x2h−4 g˜5 =
6λ2x2h−4
1− 4g˜ , (6.3.134)
and the spin connections are given in (6.3.131) and (6.3.130). Thus, the metric gµν =
eaµe
b
ν ηab takes the form
gµν =
4
h4 [1 + 2g˜]2
[
ηµν + g˜4(λ
2x2g˜4 + 2)xµxν + g˜5(λ
2x2g˜5 + 2)(J˜x)µ(J˜x)ν
]
. (6.3.135)
The vierbein has potential singularities at h2 = 0, h2 = 2 and h2 = 2
3
. The singularities
at h2 = 0 and h2 = 2 are related to degenerate vierbeins exactly as for the P+ solution.
The singularity at h2 = 2
3
, which arises in the case of λ2 = 1 in Euclidean and Kleinian
signature, also gives a degenerate vierbein. This is an intriguing situation since the latter
degeneration occurs inside the coordinate charts.
Chapter 7
Singletons, Anti-Singletons and HS
Master Fields
The aim of this Chapter is to elaborate further on the relevant representations entering
the Vasiliev equations. We have seen in Chapter 3 that the spectrum of physical fields
that emerges from the analysis of the linearized curvature constraints actually fits the
doubleton spectrum (3.2.56) [65, 66]. In AdSD such states fill up a unitary multiplet of
the HS algebra, and are in correspondence with the modes of normalizable fluctuation
fields of all spins, with finite Killing energy [133]. In Chapter 4, we have also remarked
on the fact that, in an unfolded system, all the local physical degrees of freedom are
contained in the zero-form at a point in space-time, that is to say, in the basis monomials
of the twisted adjoint zero-form Φ (see eqs. (3.1.83) and (7.6.16)). Our purpose is now to
have a closer look to this basis of operators in order to establish a direct correspondence
between the master-field description and the massless irreducible representations earlier
examined. In other words, we want to construct a map that exhibits the physical content
of the master fields, arranged into massless irreps of the background isometry algebras,
without solving the various torsion-like constraints of the unfolded system. This aim will
be accomplished with the construction of a map that essentially involves two steps:
1. Performing a nontrivial change of basis, that connects the so(D;C)-covariant tensors
of the master fields with the so(2;C)⊕so(D−1;C)-covariant elements of the massless
modules;
2. Defining a reflection map that essentially sends states to operators and viceversa,
preserving the representation properties.
This mapping will be defined at the level of complex representations, and later re-
stricted to the various real forms of the HS algebra. As we shall see, the outcome will be
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that to each basis monomial of the twisted adjoint representation there corresponds a “co-
herent” superposition of infinitely many states, and, viceversa, to every state in the lowest
weight modules there corresponds a nonpolynomial combinations of basis monomials.
This analysis provides some insight into various features of Vasiliev equations. For
example, it shows that, while the on-shell content of the twisted adjoint zero-form is
related to the tensor product of two singletons, that of the adjoint one-form is related
to the finite-dimensional so(D + 1;C)-modules that arise from the tensor product of a
singleton and its negative-energy counterpart, called anti-singleton. Thus, an intertwiner,
that transforms singletons in anti-singletons, connects the two modules, in a way that is
reminiscent of the role of the operator κ in the full Vasiliev equations.
Another outcome is that the twisted adjoint representation contains not only the mass-
less lowest-weight or highest-weight modules: indeed, for every spin s, a bigger indecom-
posable module (that contains also a lowest-spin module, rather than lowest energy mod-
ule) sits in principle in the zero-form master-field, and all its elements can take part in the
dynamics. The states in the lowest-spin module do not admit an interpretation as compos-
ites of singleton, and correspond to non-normalizable solutions of the free-field equations,
with divergent Killing energy. However, it is important to know the full structure of the
twisted adjoint module, not only for analyzing the perturbative spectrum of physical ex-
citations in any signature, but also for including in the analysis nonperturbative degrees
of freedom, like the static linearized solution Φ|p = sinh 4E4E found in [97].
Finally, the problem of potential local divergencies in HSGT, due to the contribution
of an arbitrary number of derivatives to some interaction vertices (as, for example, in
the scalar-field corrections to the stress-energy tensor calculated in [102]), is mapped to
the problem of divergent ⋆-products of nonpolynomial combinations of generators. This
is however a somewhat more transparent setting, and indeed we make a proposal for an
explicit regularization scheme.
This Chapter is organized as follows. We begin by defining some of the key tools that
will be useful for establishing the correspondence: a nontrivial trace operation on the
algebra A (defined in (3.1.12) and (3.1.22)), that will endow the latter with a nondegen-
erate inner product, and certain reflector states, that possess a series of useful properties.
Indeed, the trace operation on A can be defined via the expectation value of its elements
between such reflector states and their duals, and, more generally, they lie at the heart
of the state/operator correspondence mentioned above. For example, they enable a pre-
sentation of the master-fields as left bimodule constructs. Then, we proceed to a general
definition of the twisted adjoint indecomposable module in compact basis, i.e., in the ba-
sis of operators with definite so(2;C)⊕ so(D− 1;C) quantum numbers. As stated above,
the latter are given by nonpolynomial combinations of the twisted adjoint basis monomi-
als. We recover, in this fashion, the Flato-Fronsdal theorem and the composite nature of
massless lowest-weight modules (and their negative energy counterparts, that are highest-
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weight modules). Moreover, we also investigate the structure of the lowest-spin module,
containing the above mentioned nonperturbative degrees of freedom: in particular, the
static linearized solution sinh 4E
4E
will enter here as one of the two static ground states from
which the entire compact twisted adjoint module can be generated. We also stress the
appearance, in odd D ≥ 7 dimensions, of scalar submodules that generalize the scalar
singleton representations, as their weight diagram consists of p lines (p = (D − 5)/2),
which we shall refer to as p-linetons. In D = 3 + 2p, p = 1, 2, ..., we find similar spin-1
p-linetons that generalize the 5D spin-1 singleton. Next, we examine the inverse proce-
dure of embedding so(D;C)-tensors into the compact basis as superpositions of infinitely
many states. In particular, we give a realization of the (composite) reflector states as
so(D;C)-invariant combinations of states in the massless scalar representations. We also
find an analog of the Flato-Fronsdal theorem for the tensor product of the singleton with
an anti-singleton: the decomposition is given in terms of finite-dimensional modules (i.e.,
lowest and highest-weight modules) of so(D + 1;C), in terms of which the content of
the adjoint master field can be analyzed. We also examine a relation between adjoint
and twisted-adjoint representation that provides a direct explanation for the agreement
of the eigenvalues of the Casimir operators in the two representations. Finally, we com-
ment on real forms, and on the inner products on A defined through the trace operation.
In D = 4, for a composite reflector expanded over states belonging to the scalar and
spinor singleton representations, the latter corresponds (modulo overall factors) to the
supertrace operation1 defined in [63] for the oscillator realization. This setting furnishes
a particularly simple example of a composite reflector state with finite norm induced by
the standard inner product of the singleton representations. Finally, we comment on the
issue of divergent ⋆-products of nonpolynomial elements and on a possible regularization
scheme for the weak-field expansion of the Vasiliev equations.
The results collected in this Chapter have been obtained in [134] and [135].
7.1 Non-composite Trace and Reflector
The quotient algebra A can be equipped with a non-composite trace operation Tr : A 7→
C defined by the projection2 on the so(D + 1;C)-singlet X0 in the basis (3.1.22), or,
equivalently (since (3.1.52) and (3.1.53) are strong identities, i.e. they hold in U , and Xn
contains X(0,0) if and only if n = 0), on the so(D;C)-singlet X(0,0) in the basis (3.1.52),
1For further details on the relation between inner products, trace and supertrace operations in the
simpler context of one-dimensional Fock spaces we refer to Appendix I.
2We note that if Tr is a cyclic trace operation and X is not a singlet then Tr[X ] = 0, since X can be
written as a commutator. Thus, up to normalization, any trace operation on A is the projection onto the
unity in some basis, where the choice of basis is a crucial part of the definition in the infinite-dimensional
case.
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viz.3
Tr[X ] = X0 = X
(0,0) . (7.1.1)
This trace operation is well-defined on A, since X ≃ X ′ iff X and X ′ have the same
expansions in the bases (3.1.22), or, equivalently (3.1.52). The cyclicity follows from the
invariance of Tr under the anti-automorphism τ defined in (3.1.7), that is
Tr[τ(X)] = Tr[X ] . (7.1.2)
Indeed, given two elements X, Y ∈ A, this implies
Tr[X ⋆ Y ] = Tr[τ(X ⋆ Y )] = Tr[τ(Y ) ⋆ τ(X))] = Tr[Y ⋆ X ] , (7.1.3)
as can be seen by splitting X = X+ + X− with τ(X±) = ±X±, idem Y , and noting
that Tr(X± ⋆Y∓) = 0. The trace equips A with an non-degenerate bi-linear inner product
(X, Y ) 7→ Tr[X⋆Y ] that is invariant under the adjoint action of A on itself, which includes
not only so(D + 1;C) but also its higher-spin extension.
The basis elements TA(n),B(n) and Ta(n),b(m) defined in (3.1.23) (we suppress the hat
on the basis elements (3.1.23) in this Chapter, as that notation will be reserved here to
elements of the enlarged algebra (7.1.21)) and (3.1.53), respectively, have inner products
Tr[TA(n),B(n) ⋆ T
C(m),D(m)] = δmnδ
{C(n),D(n)}
{A(n),B(n)}N(n,n)D+1 , (7.1.4)
Tr[Ta(n),b(m) ⋆ T
c(n′),d(m′)] = δn,n′δm,m′δ
{c(n),d(m)}
{a(n),b(m)}N(n,m)D , (7.1.5)
where the normalizations are given by
N(n,n)D+1 = λnλn−1 · · ·λ1 = (−2)−n
n!(n + 1)!(ǫ0)n
(ǫ0 +
3
2
)n
, (7.1.6)
N(n)D = λ(0)n λ(0)n−1 · · ·λ(0)1 = 8−n
n!(n + 1)!(2ǫ0)n
(ǫ0 +
3
2
)n
, (7.1.7)
3We remark that at the level of the full enveloping algebra U [g] of a general Lie algebra g, i.e. prior
to factoring out any other ideal than the commutation rules of g, the trace operation Tr[X ] = X1, where
X1 is the coefficient of 1 , is trivial, that is Tr[X⋆Y ] = (X ⋆Y )1 = X1Y1. At the level of quotient algebras
U [g]/I[R], where I[R] is the annihilator of a representation R of g, the trace Tr is equivalent to the
composite trace over R, that is TrR[X ] =
∑
n〈n∗|X |n〉 where |n〉 and 〈n∗| are basis elements for R and
R∗ and 〈m∗|n〉 = δmn , if R is finite-dimensional. In case R is infinite-dimensional, more care is required.
Thus, in the case at hand, we shall distinguish between the non-composite trace Tr on A (defined in the
basis (3.1.22)) and the composite trace TrD0 over the scalar-singleton lowest-weight space D0. We note
that the composite trace can be rewritten as TrR[X ] = 12〈1∗|X(1)|1〉12 where the composite reflectors
are defined by |1〉12 =
∑
n |n〉1 ⊗ |n〉2 and 12〈1∗| =
∑
n 1〈n∗| ⊗ 2〈n∗|. Moreover, in case the ideal I[R] is
non-trivial, both types of traces are non-trivial, i.e. Tr[X ⋆ Y ] 6= (Tr[X ])(Tr[Y ]) idem TrR.
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as can be seen by repeated use of (3.1.33) and (3.1.58), (x)n being the Pochhammer
symbol, (x)n = Γ(x+ n)/Γ(x). For example,
Tr[Ta(n) ⋆ Tb(n)] = Tr[P{a1 ⋆ · · · ⋆ Pan} ⋆ Tb(n)]
= Tr[P{a1 ⋆ · · · ⋆ Pan−1 ⋆
(
Tn+1 + Tn + λ
(0)
n ηan}{b1Tb(n−1)}
)
]
= Tr[P{a1 ⋆ · · · ⋆ Pan−1 ⋆ λ(0)n ηan}{b1Tb(n−1)}] , (7.1.8)
where Tn denote traceless symmetric ⋆-products of n translations, and we have used the
fact that Tr[Tn+1 ⋆ Tn−1] = Tr[Tn ⋆ Tn−1] = 0. In particular, using
δ
{a(n)}
{b(n)} =
[n/2]∑
k=0
tk(η
a(2)ηb(2))
kδ
a(n−2k)
b(n−2k) , tk =
(−n)2k
4kk!(−n− ǫ0 + 12)k
, (7.1.9)
from which it follows that
δ
{0(n)}
{0(n)} =
[n/2]∑
k=0
(−n)2k
4kk!(−n− ǫ0 + 12)k
= 2−n
(2ǫ0 + 1)n
(ǫ0 +
1
2
)n
, (7.1.10)
we obtain
Tr[T0(n) ⋆ T0(n)] = (−1)n4−2nn!(n + 1)!(2ǫ0)n(2ǫ0 + 1)n
(ǫ0 +
1
2
)n(ǫ0 +
3
2
)n
. (7.1.11)
The non-composite trace Tr can equivalently be realized as the expectation value
Tr[X ] = 12〈1 ∗|X(1)|1 〉12 , (7.1.12)
where |1 〉12 ∈ B and 12〈1 ∗| ∈ B∗ are a non-composite reflector and non-composite dual
reflector belonging to the A left and right bimodules4
B =
{
|X̂〉12 : V (ξ)|X̂〉12 = 0 , ξ = 1, 2
}
, (7.1.13)
B∗ =
{
12〈X̂∗| : 12〈X̂∗|V (ξ) = 0 , ξ = 1, 2
}
, (7.1.14)
(where V is the singleton annihilating ideal defined in (3.1.9), (3.1.10) and (3.1.11)) obey-
ing the overlap conditions
(X(1)− (τ ◦ π)(X)(2))|1 〉12 = 0 , 12〈1 ∗|(X(1)− (τ ◦ π)(X)(2)) = 0 ,(7.1.15)
4In general, given a vector space V that is a left module of an algebra A, the dual V ∗ carries a natural
right action of A, such that v∗(Xw) = (v∗X)(w) for v∗ ∈ V ∗, w ∈ V and X ∈ A. This generalizes
straightforwardly to bimodules. A an element X̂12 in a bimodule is referred to as composite in case it
can be represented as a sum of factorized elements of the form u1 ⊗ v2. In finite-dimensional bimodules
all elements are composite, while this is not necessarily the case for infinite-dimensional bimodules.
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for allX ∈ A and where τ◦π is the anti-automorphism composed by the anti-automorphism
τ defined in (3.1.7) and the automorphism π defined in (3.1.43), and the pairing between
the reflector and its dual is normalized to
12〈1 ∗|1 〉12 = 1 . (7.1.16)
Eq. (7.1.12) is a consequence of the cyclicity property
12〈1 ∗|(X ⋆ Y )(1)|1 〉12 = 12〈1 ∗|(Y ⋆ X)(1)|1 〉12 , (7.1.17)
which follows from (7.1.15) and (πτ)2 = Id (the cyclicity implies the so(D + 1;C)-
invariance 12〈1 ∗|[MAB(1), X(1)]⋆|1 〉12 = 0 so that if one expands X as in the basis
(3.1.22), dropping the ideal parts in view of the definitions (7.1.13) and (7.1.14), one
finds 12〈1 ∗|X(1)|1 〉12 = X0 = Tr[X ]). We also notice that the overlap conditions (7.1.15)
are equivalent to
(Mab(1) +Mab(2))|1 〉12 = 0 , (Pa(1)− Pa(2))|1 〉12 = 0 , (7.1.18)
12〈1 ∗|(Mab(1) +Mab(2)) = 0 , 12〈1 ∗|(Pa(1)− Pa(2)) = 0 , (7.1.19)
which means that the reflectors are so(D;C)diag-invariant.
Next we observe that the map π is an outer automorphism of A. Upon defining the
operator k by
k ⋆ X = π(X) ⋆ k , k ⋆ k = 1 , τ(k) = π(k) = k , (7.1.20)
the map π becomes an inner automorphism of the enlarged algebra
Â = A⊕ (A ⋆ k) . (7.1.21)
Since A ⋆ k does not contain the unity, we have
Tr[X̂ ] = Tr[X ] , (7.1.22)
from which it in particular follows that Tr[k] = 0. Moreover, since π(V ) = V it follows
that if |X̂〉12 ∈ B and 12〈X̂∗| ∈ B∗, then k(ξ)|X̂〉12 ∈ B and 12〈X̂∗|k(ξ) ∈ B∗ for ξ = 1, 2.
We can now establish a sequence of reflection maps
B12 R2−→ Â12 R1−→ B∗12 , (7.1.23)
by making the definitions
23〈1 ∗| ⋆ |1 〉13 = 1 12 , (7.1.24)
(k(1)− k(2))|1 〉12 = 0 , 12〈1 |(k(1)− k(2)) = 0 . (7.1.25)
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Explicitly, the reflection maps are given by
|X̂〉12 = X̂(1)|1 〉12 , 12〈X̂∗| = 12〈1 ∗|X̂(1) , (7.1.26)
X̂12 = 23〈1 ∗| ⋆ |X̂〉13 = 23〈X̂∗| ⋆ |1 〉13 , (7.1.27)
with X̂ = X + Y ⋆ k ∈ Â. We note that from (7.1.18) and (7.1.19) it follows that the
quantity O12 =23 〈1 | ⋆ |1 〉13 obeys X̂ ⋆ O = O ⋆ X̂ for all X̂ ∈ Â, so that O = c1 ,
and hence the definition (7.1.24) amounts to setting c = 1. We also define the twisted
non-composite reflectors
|1˜ 〉12 = k(1)|1 〉12 = k(2)|1 〉12 , (7.1.28)
12〈1˜ ∗| = 12〈1 ∗|k(1) = 12〈1 ∗|k(2) , (7.1.29)
obeying the overlap conditions
(X(1)− τ(X)(2))|1˜ 〉12 = 0 , 12〈1˜ ∗|(X(1)− τ(X)(2)) = 0 , (7.1.30)
which in particular imply that the twisted reflectors are so(D + 1;C)diag-invariant, and
having the normalizations
12〈1˜ ∗|1˜ 〉12 = 1 , 12〈1˜ ∗|1 〉12 = 12〈1 ∗|1˜ 〉12 = 0 , (7.1.31)
23〈1˜ ∗| ⋆ |1˜ 〉12 = 1 13 , 23〈1˜ ∗| ⋆ |1 〉12 = 23〈1 ∗| ⋆ |1˜ 〉12 = k13 . (7.1.32)
The trace Tr can now be written as
Tr[X ] = 12〈1˜ ∗|X(1)|1˜ 〉12 , (7.1.33)
since 12〈1˜ ∗|X(1)|1˜ 〉12 = 12〈1 ∗|k(2)X(1)k(2)|1 〉12 = 12〈1 ∗|X(1)|1 〉12 = Tr[X ].
The trace operation Tr induces higher-spin invariant bilinear forms on the adjoint and
twisted-adjoint representations:
(Q,Q′)ho = Tr[Q ⋆ Q′] = 12〈Q|Q′〉12 , (7.1.34)
(S, S ′)T = Tr[π(S) ⋆ S ′] = 12〈π(S)|S ′〉12 , (7.1.35)
where (7.1.26) has been used to define
|Q±〉12 = Q(1)|1 〉12 = 12(Q±(1)∓ π(Q±)(2))|1 〉12 , (7.1.36)
|S±〉12 = S±(1)|1 〉12 = 12(S±(1)± S±(2))|1 〉12 , (7.1.37)
and
12〈Q±| = 12〈1 ∗|Q±(1) = 12 12〈1 ∗|(Q±(1)∓ π(Q±)(2)) , (7.1.38)
12〈π(S±)| = 12〈1 ∗|π(S±)(1) = 1212〈1 ∗|(π(S±)(1)± π(S±)(2)) , (7.1.39)
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carrying the higher-spin representations
|AdQQ′〉12 = (Q(1) + π(Q)(2))|Q′〉12 ≡ Q˜|Q′〉12 , (7.1.40)
|A˜dQS〉12 = (Q(1) +Q(2))|S〉12 ≡ Q|S〉12 , (7.1.41)
and
12〈AdQQ′| = −12〈Q′|Q˜ , 12〈π(A˜dQS)| = −12〈π(S)|Q . (7.1.42)
Using instead the twisted reflector, the mappings read
|Q˜〉12 = Q(1)|1˜ 〉12 = 12(Q(1)−Q(2))|1˜ 〉12 , (7.1.43)
|S˜±〉12 = S±(1)|1˜ 〉12 = 12(S±(1)± π(S±)(2))|1˜ 〉12 , (7.1.44)
carrying the higher-spin representations
|AdQQ˜〉12 = Q|Q˜′〉12 , |A˜dQS˜〉12 = Q˜|S˜〉12 , (7.1.45)
12〈AdQQ˜′| = −12〈Q˜′|12Q , 12〈A˜dQS˜| = −12〈S˜|Q˜ . (7.1.46)
The ℓth adjoint and twisted-adjoint levels Lℓ and Tℓ are finite-dimensional and infinite-
dimensional so(D + 1;C) irreps, respectively. Nonetheless, as shown in Appendix C, the
quadratic and quartic Casimir operators, defined in (C.0.1) and (C.0.2), assume the same
values in Lℓ and Tℓ, namely (s = 2ℓ+ 2)
C2[O(D + 1;C)|ℓ] = 2(s− 1)(s+ 2ǫ0) , (7.1.47)
C4[O(D + 1;C|ℓ] = 2(s− 1)(s+ 2ǫ0)(s2 + (2ǫ0 − 1)s+ 2ǫ20 − ǫ0 + 1) . (7.1.48)
Moreover, as can be seen using (C.0.3) and (C.0.4), these values are also equal to those
of the massless lowest-weight spaces D(s+ 2ǫ0; (s)), i.e.
C2[O(D + 1;C)|ℓ] = C2[O(D + 1;C)|s+ 2ǫ0; (s)] , (7.1.49)
C4[O(D + 1;C|ℓ] = C4[O(D + 1;C|s+ 2ǫ0; (s)] . (7.1.50)
These agreements follow direct relationships between Lℓ, Tℓ and D(±(s + 2ǫ0); (s)) that
arise upon going from the so(D;C)-covariant bases of Lℓ and Tℓ to compact bases where
elements are labeled by quantum numbers of the so(2) ⊕ so(D − 1;C) subalgebra (to
be identified as the maximal compact subalgebra in the case of two-time signature). In
the case of Tℓ, the compact basis elements are series expansions in the covariant basis
elements Ta(s+k),b(s) (related to Bessel functions). This is a non-trivial change of basis,
which corresponds to the harmonic expansion of linearized Weyl tensors. To distinguish
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between the so(D;C)-covariant and the compact “slicings” of Tℓ, we thus define the
covariant twisted-adjoint module
T =
⊕
ℓ
Tℓ =
⊕
s
T(s) , (7.1.51)
consisting of polynomial elements of the form (3.1.83), and the compact twisted-adjoint
module
M =
⊕
ℓ
Mℓ =
⊕
s
M(s) , (7.1.52)
whose elements are polynomial in the compact basis.
We next turn to a more careful analysis of the compact basis elements, the harmonic
expansions, and the relations between the compact twisted-adjoint module, the massless
weight spaces and the adjoint modules.
7.2 Compact Weight-Space Description of the Master Fields
In this section we shall examine the properties of the adjoint and twisted-adjoint repre-
sentation spaces in compact bases. As a result, we shall give the explicit embedding of the
massless weight spaces into the twisted-adjoint representation, and use this to describe
the harmonic expansion of the Weyl tensors. We shall also show how to “glue” the adjoint
and twisted-adjoint representations in compact weight space.
7.2.1 Compact Twisted-Adjoint Modules
The compact twisted-adjoint ho1(D + 1;C) module is defined as
M =
∞⊕
s=0
M(s) , (7.2.1)
M(s) =
⊕
e ∈ Z
s1 ≥ s ≥ s2 ≥ 0
C⊗ T (s)e;(s1,s2) (7.2.2)
where M(s) are so(D + 1;C) submodules consisting of components T (s)e;(s1,s2) with spin
(s1, s2) and energy e, that is
T
(s)
e;(s1,s2);r(s1),t(s2)
=
∞∑
n=0
f
(s)
e;(s1,s2);n
Ts;n;(s1,s2);r(s1),t(s2) , (7.2.3)
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where
Ts;n;(s1,s2);r(s1),t(s2) = T0(n){r(s1),t(s2)}0(s−s2) , (7.2.4)
with Ta(s1+n),b(s) defined in (3.1.53) and {· · · } indicating so(D− 1)-traceless type (s1, s2)-
projection, and f
(s)
e;(s1,s2);n
∈ R are determined from
A˜dE(T
(s)
e;(s1,s2)
) = e T
(s)
e;(s1,s2)
. (7.2.5)
Using (3.1.58), which implies
A˜dE(Ts;(s1,s2);n) = λs;(s1,s2);nTs;(s1,s2);n+1 + λ
′
s;(s1,s2);n
Ts;(s1,s2);n−1 , (7.2.6)
where the coefficients λs;(s1,s2);n and λ
′
s;(s1,s2);n
are non-vanishing for all n except λ′s;(s1,s2);0 =
0, it follows that the generating functions
f
(s)
e;(s1,s2)
(z) =
∞∑
n=0
f
(s)
e;(s1,s2);n
zn , (7.2.7)
are analytical at z = 0, and determined uniquely up to an overall constant that can be
fixed by the normalization condition
f
(s)
e;(s1,s2)
(0) = 1 . (7.2.8)
Under the π-map
π(T
(s)
e;(s1,s2)
) = (−1)s1−sT (s)−e;(s1,s2) , f
(s)
−e;(s1,s2)(z) = f
(s)
e;(s1,s2)
(−z) . (7.2.9)
In what follows, we shall use the notation
Q˜S = A˜dQ(S) = Q ⋆ S − S ⋆ π(Q) , (7.2.10)
for non-minimal higher-spin generators Q ∈ A. We note that in M(s), the condition
s1 ≥ s ≥ s2 and s3 = 0 implies that
L˜±r T
(s)
e;(s,s2);rt(s−1),u(s2) = 0 for s1 = s ≥ 1 and s2 < s , (7.2.11)
L˜±[r1T
(s)
e;(s1,s2);r2|t(s1−1),|r3]u(s2−1) = 0 for s2 ≥ 1 . (7.2.12)
Assuming that the twisted-adjoint action of the Casimir operator C2n[so(D + 1;C)], de-
fined in (3.1.14), commutes with the summation in (7.2.3), that is
C2n[so(D + 1;C)]
(
T
(s)
e;(s1,s2)
)
=
∞∑
n=0
f
(s)
e;(s1,s2)
1
2
M˜A1
A2 · · · M˜A2nA1Ts;n;(s1,s2) ,(7.2.13)
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it follows that (s = 2ℓ+ 2)
C2n[M(s)] = C2n[T(s)] = C2n[ℓ] , (7.2.14)
where C2[ℓ] and C4[ℓ] are given in (7.1.47) and (7.1.48).
The space M is a module also under separate left and right ⋆-multiplication by (poly-
nomial) generators Q ∈ A, and as such it splits into even and odd submodules,
M = M+ ⊕M− , (7.2.15)
where
M± =
⊕
e; (s1, s2)
e+ s1 + s2 =
1
2
(1∓ 1) mod 2
C⊗ T (s)e;(s1,s2) . (7.2.16)
As a consequence, also the so(D + 1;C) submodules split into even and odd parts,
M(s) = M+(s) ⊕M−(s) . (7.2.17)
We propose that M±(s) are generated by so(D + 1;C) from the elements with e = 0 and
minimal s1 + s2, which we shall refer to as the static ground states, namely
s = 0 : T
(0)
± = T
(0)
0;(σ±);t(σ±)
, (7.2.18)
s > 0 : T
(s)
± = T
(s)
0;(s,σ±);u(s),v(σ±)
, (7.2.19)
where σ± = (1∓ 1)/2. The scalar static ground states are represented by
f
(0)
0;(0)(z) =
∞∑
n=0
42n(ǫ0 +
3
2
)2n
(2)2n(2ǫ0 + 1)2n
z2n
= 2F3(
2ǫ0 + 3
4
,
2ǫ0 + 5
4
; 3
2
, ǫ0 +
1
2
, ǫ0 + 1; 4z
2) , (7.2.20)
f
(0)
0;(1)(z) =
∞∑
n=0
(ǫ0 +
5
2
)2n
n!(2)n(ǫ0 + 1)n(ǫ0 + 2)n
z2n
= 2F3(
2ǫ0 + 5
4
,
2ǫ0 + 7
4
; 2, ǫ0 + 1, ǫ0 + 2; 4z
2) . (7.2.21)
In D = 4 these functions take the following simple form:
f
(0)
0;(0)(z) =
sinh 4z
4z
, f
(0)
0;(1)(z) =
3
16z2
(cosh 4z − sinh 4z
4z
) , (7.2.22)
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where we note that f
(0)
0;(0)(E) was found in [97].
We propose that the static ground states T
(s)
± with s > 0 can be generated by ho1(D+
1;C) starting from the scalar static ground states T
(0)
± . Thus, in effect, we propose that
M± are generated by ho1(D + 1;C) starting from T (0)± , which therefore serves as ground
states of M±.
To generate an explicit basis one has to take into account degeneracies of the form
L˜±t L˜
∓
t T
(s)
e;(s1,s2);r(s1),t(s2)
= µ
(s)
e;(s1,s2)
T
(s)
e;(s1,s2);r(s1),t(s2)
, (7.2.23)
x˜+x˜−T (s)e;(s1,s2);r(s1),t(s2) = µ
′(s)
e;(s1,s2)
T
(s)
e;(s1,s2);r(s1),t(s2)
, (7.2.24)
x˜±L˜∓r1L˜
∓
r2
T
(s)
e;(s1,s2);s(s1),t(s2)
= µ
′′(s)
e;(s1,s2)
L˜±r1L˜
∓
r2
T
(s)
e;(s1,s2);s(s1),t(s2)
, (7.2.25)
for coefficients µ
(s)
e;(s1,s2)
, µ
′(s)
e;(s1,s2)
and µ
′′(s)
e;(s1,s2)
(that may vanish), and where we have defined
x˜± = L˜±r L˜
±
r . (7.2.26)
Thus, defining
M+(s) = M+,≥(s) ⊕M+,0(s) ⊕M+,≤(s) , (7.2.27)
where
M+,≥(s) = {T (s)e;(s1,s2) : e ≥ s1 + s2 − s} , (7.2.28)
M+,0(s) = {T (s)e;(s1,s2) : |e| ≤ s1 + s2 − s} , (7.2.29)
M+,≤(s) = {T (s)e;(s1,s2) : e ≤ s1 + s2 − s} , (7.2.30)
and removing degeneracies of the types listed in (7.2.23)–(7.2.25), there should exist finite
coefficients C(s)e;(s1,s2) such that
M+,≥(s) : T (s)e;(s1,s2);r(s1),t(s2) = C
(s)
e;(s1,s2)
(x˜+)pL˜+{r1 · · · L˜+rs1−sL˜
+
t1
· · · L˜+ts2T
(s)
0;(s,0);r(s)} ,(7.2.31)
for p = 1
2
(e + s− s1 − s2);
M+,≤(s) : T (s)e;(s1,s2);r(s1),t(s2) = C
(s)
e;(s1,s2)
(x˜−)pL˜−{r1 · · · L˜−rs1−sL˜
−
t1 · · · L˜−ts2T
(s)
0;(s,0);r(s)} ,(7.2.32)
for p = 1
2
(−e + s− s1 − s2); and
M+,0(s) : T (s)e;(s1,s2);r(s1),t(s2) = C
(s)
e;(s1,s2)
((L˜+)m(L˜−)n){r1···rs1−st1···ts2T
(s)
0;(s,0);r(s)} , (7.2.33)
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for m = 1
2
(s1 + s2 − s+ e) and n = 12(s1 + s2 − s− e), and where ((L˜+)m(L˜−)n)r1···rm+n =
L˜+{r1 · · · L˜−rmL˜−rm+1 · · · L˜−rm+n}. We propose a similar generation of the elements in M−(s).
Next, to generate T
(s)
± with even spin s = 2p ≥ 2, one may fix coefficients ξ2p;n and
ξ′2p;n such that
T
(2p)
0;(2p);r(2p) =
p−1∑
n=0
ξ2p;nX
n
r(2p) , (7.2.34)
T
(2p)
0;(2p,1);r(2p),s =
p−1∑
n=0
ξ′2p;nX
n
r(2p),s , (7.2.35)
with
Xnr(2p) = L˜
+
{r1L˜
−
r2
· · · L˜+r2n−1L˜−r2nQ˜r(2p−2n)}T (0)0;(0) , (7.2.36)
Xnr(2p),s = L˜
+
{r1L˜
−
r2 · · · L˜+r2n−1L˜−r2nQ˜r(2p−2n)T (0)0;(1);s} , (7.2.37)
where the non-minimal higher-spin generator
Qr(2n) = L
+
{r1 ⋆ L
−
r2
⋆ · · · ⋆ L+r2n−1 ⋆ L−r2n} . (7.2.38)
The elements T
(2p)
0;(2p) can also be generated by combining minimal higher-spin transforma-
tions with so(D+1;C) transformations. Similarly, for odd spin s = 2p+1 ≥ 3, there are
coefficients ξ2p+1;n and ξ
′
2p+1;n such that
T
(2p+1)
0;(2p+1);r(2p+1) =
p−1∑
n=0
ξ2p+1;nX
n
r(2p+1),s , (7.2.39)
T
(2p+1)
0;(2p+1,1);r(2p+1),s =
p−1∑
n=0
ξ′2p+1;nX
n
r(2p+1),s , (7.2.40)
with
Xnr(2p+1) = L˜
+
{r1L˜
−
r2
· · · L˜+r2n−1L˜−r2nQ˜r(2p−2n)T (1)0;(1);r2p+1} , (7.2.41)
Xnr(2p+1),s = L˜
+
{r1L˜
−
r2
· · · L˜+r2n−1L˜−r2nQ˜r(2p−2n)T (1)0;(1,1);r2p+1,s} (7.2.42)
where the spin-1 static ground states, in their turn, can be generated from the scalar
static ground states. For example, to generate T
(1)
0;(1) from T
(0)
0;(1), one may use
A˜dEMrsT
(0)
0;(1);t = {EMrs, T (0)0;(1);t} = δt[sT (1)0;(1);r] , (7.2.43)
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as can be seen using EMrs = E ⋆Mrs =Mrs ⋆ E and
E ⋆ T
(0)
0;(1);r = −T (0)0;(1);r ⋆ E = 12AdET (0)0;(1);r = − i2T (1)0;(1);r . (7.2.44)
The generation of T
(1)
0;(1,1) from T
(0)
0;(0) is more involved, since
E ⋆ T
(0)
0;(0) =
1
2
AdET
(0)
0;(0) = 0 . (7.2.45)
One may, for example, first use so(D + 1;C) to transform T
(0)
0;(0) into T
(0)
0;(2); then EMrs to
go to T
(1)
0;(2); and finally so(D+1;C) to go down to T
(1)
0;(1,1). We note, however, that T
(1)
0;(1,1)
can be generated immediately by separate ⋆-multiplication from the left. For example,
T
(1)
0;(1,1) =
(2ǫ0 + 1)(2ǫ0 + 2)
4ǫ0
Mrs ⋆ T
(0)
0;(0) , (7.2.46)
as can be seen using (3.1.66), which implies
Mrs ⋆ T0(n) =
1
2
AcMrsT0(n) = T0(n)[r,s] −
(n− 1)n2(n+ 1)
16(n+ ǫ0 − 12)(n+ ǫ0 + 12)
T0(n−2)[r,s] ,(7.2.47)
although one can check that (7.2.46) is not a twisted-adjoint ho1(D+1;C)-transformation.
We also notice that repeated ⋆ commutation by E, i.e. the maps (AdE)
n : M(s) →⊕s+n
s′=|s−n|M(s′), assume a relatively simple form, although also AdE is not a twisted-
adjoint ho1(D + 1;C)-transformation.
The compact twisted-adjoint modules described contain invariant submodules gener-
ated by lowest-weight or highest-weight elements, to which we now turn our attention.
7.3 Composite Lowest-Weight Spaces and Non-Composite Lowest-
Spin Spaces
The compact twisted-adjoint modules contain invariant lowest-weight and highest-weight
submodules. Suppose T
(s)
e;(s1,s2)
∈M(s) is a lowest-weight state, i.e.
L˜−r T
(s)
e;(s1,s2);t(s1),u(s2)
= L−r ⋆ T
(s)
e;(s1,s2);t(s1),u(s2)
− T (s)e;(s1,s2);t(s1),u(s2) ⋆ L+r = 0 .(7.3.1)
Then the second and quartic Casimir operators are given by, on the one hand, (C.0.3)
and (C.0.4), and, on the other hand, (7.2.14), which leads to the necessary conditions
x+ y + z = C2[ℓ] , x(x+∆) + y(y +∆
′) + z(z +∆′′) = C4[ℓ] , (7.3.2)
CHAPTER 7. SINGLETONS, ANTI-SINGLETONS AND HS MASTER FIELDS 157
where we have defined
x = e(e−D + 1) , y = s1(s1 +D − 3) , z = s2(s2 +D − 5) , (7.3.3)
∆ = 1
2
(D − 1)(D − 2) , ∆′ = 1
2
(D − 3)(D − 4)− 1 ,
∆′′ = 1
2
(D − 5)(D − 6)− 2 , (7.3.4)
and
C2[ℓ] = x0 + y0 , C4[ℓ] = x0(x0 +∆) + y0(y0 +∆
′) , (7.3.5)
where
x0 = e0(e0 −D + 1) , y0 = s(s+D − 3) , e0 = s +D − 3 . (7.3.6)
Moreover, combining (7.3.1) with the identities (7.2.11) and (7.2.12), respectively, yields
e = s+D − 3− s2
s
for s1 = s ≥ 1 and s2 < s . (7.3.7)
e =
s1 + s2 + 2(D − 4)
D − 3 for s2 ≥ 1 . (7.3.8)
To begin with, let us take s2 = 0. Then z = 0 and (7.3.2) have two roots
x = x0 , y = y0 , and x = y0 + 2−D , y = x0 +D − 2 . (7.3.9)
The second root corresponds to s1 = s− 1, which is ruled out for all s, or s1 = 4−D− s,
which is ruled for all s except s = 0 in D = 4, where it coincides with the first solution
(which is thus a double root). The first root corresponds to s1 = s and e = s + D − 3
or e = 2 − s. The latter energy level is ruled out for s ≥ 1 due to the condition (7.3.7).
Thus, the admissible lowest weight states with s2 = 0 are
s1 = s = 0 , e =
{
2ǫ0
2
, (7.3.10)
s1 = s ≥ 1 , e = s+ 2ǫ0 , (7.3.11)
where we note the degeneracy in case s = 0 and D = 5. For s2 ≥ 1 we find the admissible
root
s1 = s2 = s = 1 , e = 2 . (7.3.12)
In the scalar sector, the two admissible roots are indeed lowest-weight states, given by
f
(0)
2ǫ0;(0)
(z) = 1F1(ǫ0 +
3
2
; 2;−4z) , (7.3.13)
f
(0)
2;(0)(z) = 1F1(ǫ0 +
3
2
; 2ǫ0;−4z) , (7.3.14)
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taking the following particularly simple form in D = 4:
f
(0)
1;(0)(z) = e
−4z , f (0)2;(1)(z) = (1− 4z)e−4z . (7.3.15)
Here we note that the functions f
(0)
e;(0)(z) are fixed (uniquely) by the twisted-energy con-
dition (E˜ − e)T (0)e;(0) = 0, so that L˜−r T (0)e;(0) = 0 (which can be worked out explicitly using
(3.1.58)) becomes an algebraic equation for e with roots e = 2 and e = 2ǫ0.
For D = 2p + 5 with p = 1, 2, 3, ..., the Harish-Chandra module C(2; (0)) contains
a singular vector at level 2p, namely L−r (x
+)p|2; (0)〉 = 0 (where x = L+r L+r ), that in
its turn generates D(2ǫ0; (0)). The module C(2; (0)) is isomorphic to the lowest-weight
module inside M+(0) generated by the twisted-adjoint so(D + 1;C) action on T (0)2;(0), where
the singular vector obeys
L˜−r (x˜
+)p T
(0)
2;(0) = 0 , D = 2p+ 5 , p = 1, 2, . . . . (7.3.16)
The lowest-weight space D(2; (0)) hence occupies p diagonal lines in compact weight
space, and we shall refer to it as a scalar p-lineton5 (see fig. 7.1). Thus, in summary, the
scalar compact twisted-adjoint modules contain the following invariant subspaces (where
we recall that the ± on I(0) denote σ±-parity while on D distinguish a module and its
negative-energy counterpart)
D = 4, 6, . . . : I+(0) = D+(2; (0))⊕D−(−2; (0)) (7.3.17)
I−(0) = D+(1; (0))⊕D−(−1; (0)) , (7.3.18)
D = 5 : I+(0) = D+(2; (0))⊕D−(−2; (0)) (7.3.19)
I−(0) = 0 , (7.3.20)
D = 7, 9, . . . : I+(0) =
[
D+(2; (0))⊕D−(−2; (0))] (7.3.21)
⊕s
[
D+(2ǫ0; (0))⊕D−(−2ǫ0; (0))
]
, (7.3.22)
I−(0) = 0 , (7.3.23)
where we recall that ⊕s denotes a semi-direct sum.
5In D dimensions, the p-lineton C(e0; (0)) with e0 = ǫ0−(p−1) has the singular vector xp | e0; (0)〉 ≃ 0,
and therefore consists of p lines in weight space,
D(e0; (0)) =
p−1⊕
k=0
∞⊕
n=0
|e0 + k + n; (n)〉 ,
where |e0+k+n; (n)〉r(n) = L+r1 · · ·L+rnxk|e0; (0)〉. In particular, the 1-lineton coincides with the ordinary
singleton. The scalar p-linetons can be thought of as boundary particles satisfying a higher-derivative
equation like ✷pφ = 0.
CHAPTER 7. SINGLETONS, ANTI-SINGLETONS AND HS MASTER FIELDS 159
✲
✻
s
E
1 2 3 4 5 6
1
2
3
4
5
6
| | | | | |
−
−
−
−
−
−
•
•
•
•
•
•
•
•
•
•
Figure 7.1: Weight diagrams of the scalar 2-lineton in D = 9.
Turning to the case of s > 0, we first use (3.1.66) to show that the scalar lowest-weight
states actually obey slightly stronger conditions that the lowest-weight condition, namely
L−r ⋆ T
(0)
2ǫ0;(0)
= L−r ⋆ T
(0)
2;(0) = 0 , (7.3.24)
T
(0)
2ǫ0;(0)
⋆ L+r = T
(0)
2;(0) ⋆ L
+
r = 0 , (7.3.25)
and
Mrs ⋆ T
(0)
2ǫ0;(0)
= 0 , (7.3.26)
while Mrs ⋆ T
(0)
2;(0) is non-vanishing unless D = 5. Thus L
+
{r1 ⋆ · · · ⋆ L+rs} ⋆ T
(0)
2ǫ0;(0)
=
C(s)T (s)s+2ǫ0;(s);r(s) obeys the lowest-weight condition, and we expect C(s) to be non-vanishing,
so that T
(s)
s+2ǫ0;(s)
is indeed a lowest-weight element.
Alternatively, we notice that (7.3.24)–(7.3.26) imply that |2ǫ0; (0)〉12 = T (0)2ǫ0;(0)|1 〉12
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obeys
L−r (ξ)|2ǫ0; (0)〉12 = Mrs(ξ)|2ǫ0; (0)〉12 = 0 , ξ = 1, 2 , (7.3.27)
so that one may formally reflect the Flato-Fronsdal formula [31], which we recall here,
|s+ 2ǫ0; (s)〉12;r(s) = f(s)fr(s)(1, 2)|2ǫ0; (0)〉12 , (7.3.28)
where the composite operator6
fr(s)(1, 2) = (−1)sfr(s)(2, 1) =
s∑
k=0
fs;k(L
+
{r1 · · ·L+rk)(1)(L+rk+1 · · ·L+rs})(2) ,(7.3.29)
fs;k = (−1)sfs;s−k =
(
s
k
)
(1− s− ǫ0)k
(ǫ0)k
, (7.3.30)
to obtain the following expression for the lowest-weight elements
T
(s)
s+2ǫ0;(s);r(s)
= f(s)
s∑
k=0
(−1)s−kfs;kL+{r1 ⋆ · · · ⋆ L+rk ⋆ T
(0)
2ǫ0;(0)
⋆ L−rk+1 ⋆ · · · ⋆ L−rs} ,(7.3.31)
where the (finite) renormalization f(s) is fixed by (7.2.8).
Turning to M{r1t1 ⋆ · · ·Mrsts} ⋆T (0)2;(0), which are also lowest-weight elements, these must
vanish for s ≥ 2, since e = 2 and s1 = s2 = s ≥ 2 are inadmissible compact quantum
numbers. On the other hand, for s = 1 andD 6= 5, the elementMrs⋆T (0)2;(0) is non-vanishing
and proportional to T
(1)
2;(1,1);r,s, which is thus a lowest-weight element for D 6= 5, and hence
it is a lowest-weight element also for D = 5 (since L˜−r T
(1)
2;(1,1) = 0 for D 6= 5 implies that
L˜−r T
(1)
2;(1,1) = 0 for D = 5 by analytical continuation in D). Thus, M+(1) contains the
generalized Verma module
C′(2; (1, 1)) =
C(2; (1, 1))
I[V ] , (7.3.32)
generated by the twisted-adjoint so(D + 1;C) action on T
(1)
2;(1,1);r,s (modulo (7.2.11) and
(7.2.12) which hold modulo elements in I[V ]). For D = 3 + 2p, p = 1, 2, . . . , the lowest-
6The coefficients fs;k are fixed by the condition (L
−
r (1) + L
−
r (2))|s + 2ǫ0; (s)〉12;r(s) = 0, which is
equivalent to akfs;k + as−k+1fs;k−1 = 0, where ak = 2k(k + ǫ0 − 1), with solution fs;k = (−1)sfs;s−k =
(−1)k as−k+1···as
ak···a1
fs;0, taking the form (7.3.30) for fs;0 = 1.
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weight state of D(1 + 2ǫ0; (1)) = D(1 + 2p; (1)) is a singular vector in C
′(2; (1, 1)), viz.7
L˜−t (x˜
+)pL˜+s T
(1)
2;(1,1);u,s = 0 , D = 3 + 2p , p = 1, 2, . . . . (7.3.33)
Factoring out the submodule N′(2; (1, 1)) generated from the singular vector, yields the
irreducible lowest-weight space
D′(2; (1, 1)) =
C′(2; (1, 1))
N′(2; (1, 1))
, (7.3.34)
occupying p lines in compact weight space, and which we shall therefore refer to as a
spin-1 p-lineton. We note that the 1-lineton in D = 5 is the spin-1 singleton, that is
D′(2; (1, 1)) = D(2; (1, 1)).
In the case of D = 4, we note that D(2; (0)) and D(2; (1, 1)) ≃ D(2; (1)) initiate
the sequence of composite massless lowest-weight spaces D(s + 1; (s, 1)) ≃ D(s + 1; (s))
contained in the tensor product D1
2
⊗ D1
2
of two spinor singletons. We expect that all
these lowest-weight spaces are realized inM+, i.e. we expect the following lowest-weight
elements
D = 4 : T
(s)
s+1;(s);r(s) = f
′
(s)ǫtu{r1
s∑
k=1
f ′s;kL
+
r2 ⋆ · · · ⋆ L+rk ⋆ Mtu ⋆ T
(0)
2;(0) ⋆ L
−
rk+1
⋆ · · · ⋆ L−rs} ,(7.3.35)
where the coefficients f ′s;k and (finite) renormalizations f
′
(s), respectively, are fixed by
(7.3.1) and (7.2.8).
7At the level of the ordinary Harish-Chandra module C(2; (1, 1)),
L−t x
pL˜+s |2〉s,u = −4pxp−1L+uL+s |2〉s,t + 2p(2p+ 7−D)xp−1L+t L+s |2〉s,u + (10−D)xp|2〉t,u ,
where |2〉s,u = |2; (1, 1)〉s,u. For D = 2p + 5, the (tu)-projection vanishes, while the [tu]-projection is
proportional to (D − 5)L+[u|2〉s,t] that vanishes for D 6= 5 only at the level of C′(2; (1, 1)). The 1-lineton
in D = 5 coincides with the spin-1 singleton (which exists already in C(2; (1, 1))).
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So far, for s ≥ 1, we have found the invariant subspaces
D = 4 : I+(s) = I−(s) = D+(s+ 1; (s))⊕D−(−(s+ 1); (s)) , (7.3.36)
D = 5 : I+(1) =
[
D+(2; (1, 1))⊕D−(−2; (1, 1))]
⊕s
[
D+(3; (1))⊕D−(−3; (1))] , (7.3.37)
I+(s) ⊃ D+(s+ 2; (s))⊕D−(−(s+ 2); (s)) for s ≥ 2, (7.3.38)
D = 7, 9, . . . : I+(1) =
[
D′+(2; (1, 1))⊕D′−(−2; (1, 1))]
⊕s
[
D+(1 + 2ǫ0; (1))⊕D−(−(1 + 2ǫ0); (1))
]
, (7.3.39)
I+(s) ⊃ D+(s+ 2ǫ0; (s))⊕D−(−(s + 2ǫ0); (s) for s ≥ 2 (7.3.40)
D = 6, 8, . . . : I+(1) = D+(2; (1, 1))⊕D−(−2; (1, 1)) , (7.3.41)
I−(s) = D+(s+ 2ǫ0; (s))⊕D−(−(s+ 2ǫ0); (s)) for s ≥ 1 ,(7.3.42)
where we notice the ordinary spin-1 singleton D(2; (1, 1)) in D = 5 and the spin-1 p-
linetons D′(2; (1, 1)) in D = 7, 9, . . . , whose higher-spin “completion” we leave for future
work (for example, in D = 5, the higher-spin singletons D(s + 1; (s, s)) obey (7.3.7) and
(7.3.8) but violate the conditions on C2 and C4, and are hence not realized in I(s)).
In summary, taking into account the expected results, the compact twisted-adjoint
modules have the following indecomposable structures
D = 4, 6, . . . : M+ = W+ ⊕s D′ , (7.3.43)
M− = W− ⊕s D , (7.3.44)
D = 5, 7, . . . : M− = W− , (7.3.45)
M+ = W+ ⊕s D′ ⊕s D , (7.3.46)
where D consists of the massless scalar-singleton composites, i.e.
D =
⊕
s
[D+(s+ 2ǫ0; (s))⊕D−(−(s+ 2ǫ0); (s))] ; (7.3.47)
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D′ contains the higher-spin completion of D+(2; (0))⊕D−(−2; (0)) i.e.
D = 4 : D′ =
∞⊕
s=0
[D+(s+ 1; (s, 1))⊕D−(−(s+ 1); (s, 1))] , (7.3.48)
D = 5 : D′ ⊃ D+(2; (1, 1))⊕D−(−2; (1, 1)) , (7.3.49)
D = 6, 7, . . . : D′ ⊃ [D+(2; (0))⊕D−(−2; (0))]
⊕[D′+(2; (1, 1))⊕D′−(−2; (1, 1))] ; (7.3.50)
and the remaining quotient spaces W± are non-composite lowest-spin modules. These
spaces contain all the states in M±,0, i.e. with energy |e| < s1 + s2 − s, such as static
states, and they may also contain states in M±,≥ and M±,≤, but no lowest-weight nor
highest-weight states (we notice that if I±(0) is non-trivial, then W±(0) contains a finite
number of energy levels for fixed s1).
We stress that, in accordance with our proposal, as given in (7.2.32) and (7.2.33),
the spaces M± are generated by ho1(D + 1;C) from the scalar static ground states T (0)±
defined in (7.2.18). On the other hand, by the Flato-Fronsdal construction, the space
D is also generated by ho1(D + 1;C) from the scalar lowest-weight element T
(0)
2ǫ0;(0)
and
highest-weight element T
(0)
−2ǫ0;(0). Similarly, inD = 4, D
′ is generated by ho1(D+1;C) from
T
(0)
2;(0) and T
(0)
−2;(0) (we expect an analogous generation of D
′ in D ≥ 5). Correspondingly,
in an abbreviated notation where so(D − 1;C) vector indices are suppressed, elements
SW± ∈ W± and SD ∈ D can be expanded as
SW± =
∞∑
s=0
∞∑
m,n=0
S±(s)m,n (L˜
+)m(L˜−)nQ˜sT
(0)
± , (7.3.51)
SD =
∞∑
s=0
∞∑
m,p=0
[
S(s)m,p(x˜
+)p(L˜+)mR˜sT
(0)
2ǫ0;(0)
+ S
(s)
m,p(x˜
−)p(L˜−)mπ(R˜sT
(0)
2ǫ0;(0)
)
]
,(7.3.52)
for Qs, Rs ∈ ho1(D + 1;C) such that Q˜sT (0)± = T (s)± and R˜sT (0)2ǫ0;(0) = T
(s)
s+2ǫ0;(s)
, and where
S
(s)
m,n and (S
(s)
m , S
(s)
m ) are complex coefficients.
7.4 Harmonic Expansion
Physically speaking, the map from Tℓ toMℓ, is the harmonic expansion of a spin-(2ℓ+2)
Weyl tensor obeying linearized field equations in the maximally symmetric D-dimensional
geometry with cosmological constant (which is also solutions of the higher-spin gauge the-
ory). The corresponding vielbein and spin-connection form the flat so(D+1;C) connection
Ω = −i(eaPa + 12ωabMab) = L−1 ⋆ dL , (7.4.1)
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where the coset element L ∈ SO(D + 1;C), or gauge function, is given in stereographic
coordinates by
L =
2
h
exp
ixµδaµPa
h
, h =
√
1− λ2x2 , x2 = xµxνδaµδbνηab , (7.4.2)
for which
eµ
a =
2δaµ
h2
, ωµ
ab =
δ
[a
µ δ
b]
ν xν
h2
. (7.4.3)
The linearized adjoint one-form A and twisted-adjoint zero-form Φ obey the constraints
DA ≡ dA+ {Ω, A}⋆ ≡ ∇A− iea{Pa, A}⋆
= − i
2
∑
s=2,4,6,...
ea ∧ ebΦac(s−1),bd(s−1)M c1d1 · · ·M cs−1ds−1 , (7.4.4)
DΦ ≡ dΦ+ [Ω,Φ]π ≡ ∇Φ− iea{Pa,Φ}⋆ = 0 , (7.4.5)
where D2 = 0, and the consistency of the one-form constraint (7.4.4) follows from ea∧eb∧
ec∇cΦad(s−1),be(s−1) = 0 which is a consequence of the zero-form constraint (7.4.5) (which
is in itself consistent). As shown in Appendix D, inserting the component expansion of Φ
into the zero-form constraint and using (3.1.58) yields
∇cΦa(s+k),b(s) − 2k∆s+k−1,sηc{aΦa(s+k),b(s)} +
2λ
(s)
k+1
k + 1
Φc{a(s+k),b(s)} = 0 . (7.4.6)
These constraints decompose into the auxiliary field identifications
Φa(s+k),b(s) = − k + 1
2λ
(s)
k+1
∇{aΦa(s+k−1),b(s)} , k = 1, 2, . . . , (7.4.7)
where we have used Φ〈c〈a(s+k),b(s)〉〉 = Φca(s+k),b(s); and the Bianchi identities and mass-shell
conditions
∇[µΦν|a(s+k−1),|ρ]b(s−1) = 0 , s ≥ 1 , (7.4.8)
(∇2 −m2s,k)Φa(s+k),b(s) = 0 , (7.4.9)
with mass-terms
m2s,k = −4ǫ0 − 2s− (k + 2s+ 2ǫ0 + 1)k . (7.4.10)
These values are consistent with the Casimir relation
∇2Φa(s+k),b(s) = (C2[so(D + 1;C)|ℓ]− C2[so(D;C)|(s+ k, s)]) Φa(s+k),b(s) ,(7.4.11)
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with C2[so(D + 1;C)|ℓ] given by (7.1.47) and C2[so(D;C)|(s + k, s)] = (s + k)(s + k +
D − 2) + s(s + D − 4). The Casimir relation follows by re-writing C2[so(D + 1;C)] =
C2[so(D;C)]− P a ⋆ Pa in the twisted-adjoint representation as
−AcP aAcPaΦ(s) = 12(A˜dMABA˜dMAB − AdMabAdMab)Φ(s) , (7.4.12)
and using the fact that (7.4.5) implies that A˜dPaΦ(s) = −i∇aΦ(s).
The zero-form constraint (7.4.5) is solved explicitly by
Φ = L−1 ⋆ S ⋆ π(L) , (7.4.13)
where S is a constant twisted-adjoint element. The zero-form Φ =
∑∞
s=0Φ(s) can be
expanded either covariantly or compactly, viz.
Φ(s) =
∑
e;s1≥s≥s2≥0
Φ
(s)
e;(s1,s2);r(s1),t(s2)
L−1 ⋆ T (s)e;(s1,s2);r(s1),t(s2) ⋆ π(L)
=
∑
e;s1≥s≥s2≥0
∞∑
k=s1−s
Ta(s+k),b(s)S
(s)
e;(s1,s2);r(s1),t(s2)
D
(s);a(s+k),b(s)
e;(s1,s2);r(s1),t(s2)
, (7.4.14)
where S
(s)
e;(s1,s2);r(s1),t(s2)
∈ C and the generalized harmonic functions (k ≥ s1 − s)
D
(s);a(s+k),b(s)
e;(s1,s2);r(s1),t(s2)
(x) = N−1s,k Tr[T a(s+k),b(s) ⋆ L−1(x) ⋆ T (s)e;(s1,s2);r(s1),t(s2) ⋆ π(L(x)] ,(7.4.15)
as can be seen using (7.1.5) and (7.1.5). The harmonic functions obey the Bianchi identity
(7.4.8) and the mass-shell condition (7.4.9) (for fixed (s); e; (s1, s2)). Representing the
trace as the expectation value (7.1.12), and using the overlap condition (7.1.15), which
implies π(L)(1)|1 〉12 = L−1(2)|1 〉12, these harmonic functions can be rewritten as
D
(s);a(s+k),b(s)
e;(s1,s2);r(s1),t(s2)
(x) = N−1s,k 12〈Ta(s+k),b(s)| ⋆ L−1(x) ⋆ |(s); e; (s1, s2)〉12;r(s1),t(s2) ,(7.4.16)
where L is given by (F.0.1) with Pa = Pa(1) + Pa(2), and we have used (7.1.26) to define
|(s); e; (s1, s2)〉12;r(s1),t(s2) = T (s)e;(s1,s2);r(s1),t(s2)(1) ⋆ |1 〉12 , (7.4.17)
|Ta(s+k),b(s)〉 = Ta(s+k),b(s)(1) ⋆ |1 〉12 . (7.4.18)
For x = 0, the harmonic functions are the (finite) overlaps
D
(s);a(s+k),b(s)
e;(s1,s2);r(s1),t(s2)
(0) = δ
{a(s+k),b(s)}D
{0(n){r(s1),t(s2)}D−10(s−s2)}Df
(s)
e;(s1,s2);n
, n = s+ k − s1 ,(7.4.19)
where {· · · }D and {· · · }D−1, respectively, denote so(D;C)-traceless and so(D − 1;C)-
traceless Young projections.
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The harmonic expansions include not only the composite massless lowest-weight spaces
D+(s+2ǫ0; (s)) and highest-weight spaces D
−(−(s+2ǫ0); (s)) but also the non-composite
lowest-spin spaces W(s). In the context of standard second-quantized free higher-spin
field theory on AdSD, the former are unitary spaces containing the one-particle states,
corresponding to wave-functions that fall off relatively fast at time-like infinity, while
the latter are excluded from the perturbative spectrum since they correspond to non-
normalizable wave-functions. However, as we shall see below, the situation is to some
extent reversed in the norm induced by the trace operation Tr. Moreover, all elements of
M play a role in the broader context of constructing the space of classical solutions to
the full non-linear Vasiliev equations, i.e. the covariant phase-space, which is the starting
point for the covariant phase-space quantization of higher-spin gauge theory.
Next we shall examine the inverse procedure of expanding the twisted-adjoint so(D;C)
tensors |Ta(s+k),b(s)〉 and the adjoint so(D + 1;C) tensors |Qℓ〉 in the compact basis.
7.5 Expanding Covariant Tensors in Compact Basis
Twisted-Adjoint so(D;C) Tensors as Singleton-Singleton Composites
According to the Flato-Fronsdal formula (7.3.28), the massless lowest-weight states belong
to D0 ⊗D0 ⊂ B. Letting |1D0〉12 denote the restriction of the reflector to D0 ⊗D0, the
expansion of the type (s+ k, s) twisted-adjoint so(D;C) tensor
|Φ(s+k,s);D0〉12 = Φa(s+k),b(s)|Ta(s+k),b(s);D0〉12 = Φa(s+k),b(s)Ta(s+k),b(s)(1)|1D0〉12 .(7.5.1)
in the lowest-weight module D(s+ 2ǫ0; (s)) is given by
|Φ(s+k,s);D0〉 =
∑
s+k≥j1≥s≥j2≥0
C(s+k,s)(j1,j2) Φr(j1),t(j2)|(s+ k, s); (j1, j2)〉r(j1),t(j2) , (7.5.2)
where we have made the following definitions: i) the coefficients C(s+k,s)(j1,j2) are overall nor-
malizations; ii) Φr(j1),t(j2) = Φ0(s+k−j1){r(j1),t(j2)}D−10(s−j2) are the type (j1, j2) so(D− 1;C)
polarization tensors contained in Φa(s+k),b(s); iii) the states
|(s+ k, s); (j1, j2)〉r(j1),t(j2) = ψ(s+k,s)(j1,j2) (x)|(s); 2ǫ0 + j1 + j2; (j1, j2)〉r(j1),t(j2) ,(7.5.3)
where8
|(s); j1 + j2 + 2ǫ0; (j1, j2)〉r(j1),t(j2) = L+{r1 · · ·L+rj1−sL
+
t1
· · ·L+tj2 |2ǫ0 + s; (s)〉r(s)} , (7.5.4)
8In this section the ⋆ is suppressed in products of L+ operators. We also notice that L+r = L
+
r (1) +
L+r (2) so that x = L
+
r L
+
r = 2L
+
r (1)L
+
r (2) acting on composites.
CHAPTER 7. SINGLETONS, ANTI-SINGLETONS AND HS MASTER FIELDS 167
are normalized type (j1, j2) states in D(2ǫ0 + s, (s)) of minimal energy; iv) the dressing
functions
ψ
(s+k,s)
(j1,j2)
(x) =
∞∑
n=0
ψ
(s+k,s)
(j1,j2);n
xn , x = y2 = L+r L
+
r , (7.5.5)
are determined by the normalization
ψ
(s+k,s)
(j1,j2)
(0) = 1 , (7.5.6)
and by the embedding requirement that {|(s+k, s); (j1, j2)〉}s+k≥j1≥s≥j2 furnishes a decom-
position of the original type (s+k, s) so(D;C) tensor, i.e. (|(j1, j2)〉 ≡ |(s+k, s); (j1, j2)〉)
M0r|(j1, j2)〉 = C(s+k,s)(j1,j2);(1,0)|(j1 + 1, j2)〉+ C
(s+k,s)
(j1,j2);(−1,0)|(j1 − 1, j2)〉 (7.5.7)
+C(s+k,s)(j1,j2);(0,1)|(j1, j2 + 1)〉+ C
(s+k,s)
(j1,j2);(0,−1)|(j1, j2 − 1)〉 , (7.5.8)
with M0r =
1
2
(L+r + L
−
r ) and
C(s+k,s)(s+k,j2);(1,0) = C
(s+k,s)
(j1,s);(0,1)
= 0 , (7.5.9)
C(s+k,s)(s,j2);(−1,0) = 0 for j2 < s , (7.5.10)
that enforce the conditions on the ranges of (j1, j2) given in (7.5.2). We also notice that
the Casimir constraint
(C2[so(D;C)]− C2[so(D;C)|(s+ k, s)])
ψ
(s+k,s)
(j1,j2)
(x)|(s); 2ǫ0 + j1 + j2; (j1, j2)〉r(j1),t(j2) = 0 .(7.5.11)
can be turned into a differential equation in x for the dressing functions. The embedding
conditions are equivalent to the condition that the “top” state |(s + k, s); (s); (s + k, 0)〉
obeys
M0{r|(s+ k, s); (s+ k, 0)〉r(s+k)} = 0 , (7.5.12)
with solution
ψ
(s+k,s)
(s+k,0)(x) = Ψ
(0,0)
(0,0)(x) = Γ(ν + 1)
(y
2
)−ν
Jν(y) , ν = ǫ0 − 1 . (7.5.13)
In D = 4, where the index ν = −1
2
, the rescaled Bessel functions become trigonometric,
and the reflector takes the simple form
D = 4 : |1D0〉12 = cos(y)|1; (0)〉12 . (7.5.14)
Let us provide a few more detailed remarks on the basic structure of (7.5.2):
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• The ranges of (j1, j2) follow from the decomposition formula
̂ s + k
s =
⊕
j1, j2 ∈ N
s+ k ≥ j1 ≥ s ≥ j2 ≥ 0
j1
j2
, (7.5.15)
where the so(D−1;C) Young diagrams on the right-hand side can be obtained by the
so(D;C) Young diagram (denoted with a hat) on the left-hand side by projecting its
indices along the 0-direction in all possible ways compatible with the irreducibility
of Young diagrams. We note that for D = 4 the type (j1, j2) tensors with j2 ≥ 2
are trivial, i.e. zero-dimensional, as follows from King’s rule, which implies that the
dimension of a traceless Young-projected so(N ;C)-tensor is zero if the sum of the
lengths of the first two columns exceeds N (see, for example, [59]).
• Starting from a state in D(2ǫ0 + s; (s)) at excitation level l, that is
|(s); l + s+ 2ǫ0〉r(l);t(s) = L+r1 · · ·L+rl|2ǫ0 + s; (s)〉t(s) , (7.5.16)
and decomposing it under so(D−1;C) by extracting traces into powers of x = L+r L+r
(recall that L+r |2ǫ0 + s; (s)〉rt(s−1) = 0), one finds
|(s); l + s+ 2ǫ0〉 =
[l/2]∑
n=0
min(s,l−2n)∑
p=0
xn|(s); 2ǫ0 + l − 2n; (s+ l − 2n− p, p)〉 . (7.5.17)
Thus, a general state in D(s+ 2ǫ0; (s)) of type (j1, j2) is of the form
|(s); (j1, j2)〉 =
∞∑
n=0
ψ(j1,j2);nx
n|(s); j1 + j2 + 2ǫ0; (j1, j2)〉 , (7.5.18)
where ψ(j1,j2);n are arbitrary coefficients and |(s); j1 + j2 + 2ǫ0; (j1, j2)〉 is the type
(j1, j2) state of minimal energy given in (7.5.4).
• To show (7.5.13), we use the lemma
M0{rxn|2ǫ0 + p; (p)〉r(p)} = 12(1 + 4n(n+ ǫ0 − 1))L+{rxn−1|2ǫ0 + p; (p)〉r(p)} ,(7.5.19)
where we notice the independence of p = s+ k, and we have defined
|2ǫ0 + p; (p)〉r(p) = L+{r1 · · ·L+rk |s+ 2ǫ0; (s)〉r(s)} , (7.5.20)
with the property L−{r1 |2ǫ0 + p; (p)〉r(p)} = 0. Hence, from the embedding condition
(7.5.12), it follows that(
4x
d2
dx2
+ 4ǫ0
d
dx
+ 1
)
ψ
(s+k,s)
(s+k,0)(x) = 0 , (7.5.21)
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with solution (7.5.13), as can be seen by the following rescaling and change of
variables,
ψ
(s+k,s)
(s+k,0)(x) = y
−νJ(y) , x = y2 , (7.5.22)
which brings (7.5.21) to Bessel’s differential equation(
d2
dx2
+ y
d
dy
+ (1− ν
2
y2
)
)
J(y) , ν = ǫ0 − 1 . (7.5.23)
Thus, the solution of (7.5.21) that is analytical at x = 0 is given uniquely up to a
normalization by (7.5.13).
• For s = 0, the independence of ψ(k)(k)(x) (where we have dropped the second highest-
weight labels) on k, can be shown directly using Pr =
1
2i
(L−r − L+r ) = −iM0r + iL+r
and M0r|(0); (0)〉 = 0, which implies
|(k); (k)〉 = −ikP{r1 · · ·Prk}|(0); (0)〉 (7.5.24)
=
k∑
p=0
(
k
p
)
(−1)k−pL+{r1 · · ·L+rpM0rp+1 · · ·M0rk}|(0); (0)〉 (7.5.25)
= L+{r1 · · ·L+rk}|(0); (0)〉 . (7.5.26)
Thus, since |(k); (k)〉 = ψ(k)(k)(x)L+{r1 · · ·L+rk}|2ǫ0; (0)〉, it follows that ψ
(k)
(k)(x) = ψ
(0)
(0)(x).
The energy operator, on the other hand, acts as
E f(x)|2ǫ0 + p; (p)〉r(p) =
(
2x
d
dx
+ 2ǫ0 + p
)
f(x)|2ǫ0 + p; (p)〉r(p) ,(7.5.27)
where |2ǫ0+p; (p)〉r(p) is defined in (7.5.20), which means that the functional form of
ψ
(k)
(j1)
(x) with j1 < k differs from that of ψ
(0)
(0)(x). For example, from |(k); (k − 1)〉 ∝
E|(k); (k)〉, it follows that
ψ
(k)
(k−1) =
1
2ǫ0 + k
(
2x
d
dx
+ 2ǫ0 + k
)
ψ
(0)
(0)(x) . (7.5.28)
• The embedding formula can easily be adapted to highest-weight spaces by applying
the π-map, using π(|s+ 2ǫ0; (s)〉) = | − s− 2ǫ0, (s)〉 and π(L+r ) = L−r .
Let us demonstrate how we can arrive at the embedding formula and (7.5.13) by using
compositeness. To begin with, for s = k = 0 the embedding formula (7.5.2), where now
Φ(0,0) ∈ C, amounts to
|1D0〉12 = (Φ(0,0))−1|Φ(0,0)〉12 = C(0,0)(0,0)ψ(0,0)(0,0)(x)|2ǫ0; (0)〉12 . (7.5.29)
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In other words, the so(D;C)-singlet in D(2ǫ0; (0)) can be identified with the singleton
reflector, which can equivalently be described as the map
R : D0 7→ D∗0 , (7.5.30)
defined by
R(|ǫ0; (0)〉) = 〈ǫ0; (0)| , (7.5.31)
and
R(X|ǫ0; (0)〉) = 〈ǫ0; (0)|(τ ◦ π)(X) , (7.5.32)
for X ∈ A. It follows that
R(L±r ) = −L∓r , R(E) = E , R(Mrs) = Mrs , (7.5.33)
R(|n〉) = (−1)n〈n| , (7.5.34)
where we have defined the following basis elements
|n〉r(n) = |n+ ǫ0; (n)〉r(n) = L+r1 · · ·L+rn |ǫ0; (0)〉 , (7.5.35)
〈n|r(n) = 〈n+ ǫ0; (n)|r(n) = 〈ǫ0; (0)|L−r1 · · ·L−rn , (7.5.36)
which are traceless as a consequence of the singular vector (3.2.34), and with normalization
〈ǫ0; (0)|L−r1 . . . L−rnL+s1 . . . L+sn |ǫ0; (0)〉 = Nnδ{s1...sn}{r1...rn} , Nn = 2n n!(ǫ0)n , (7.5.37)
as can be seen using
L−r |n〉s1...sn = 2n(n+ ǫ0 − 1)δr{s1|n− 1〉s2...sn} . (7.5.38)
For general s and k, we substitute the Flato-Fronsdal formula (7.3.28) into the right-hand
side of the embedding formula (7.5.2), which then reads∑
s+k≥j1≥s≥j2≥0
C(s+k,s)(j1,j2) Φr(j1),t(j2) ψ
(s+k,s)
j1,j2
(x)
L+{r1 · · ·L+rj1−sL
+
t1 · · ·L+tj2fr(s)}(1, 2)|2ǫ0; (0)〉12 , (7.5.39)
where L+r = L
+
r (1) + L
+
r (2). Turning to the left-hand side, it can be rewritten using
(7.4.18) and by decomposing Ta(s+k),b(s) under so(D − 1;C). Schematically, suppressing
trace parts in T0(s+k−j1){r(j1),t(j2)}0(s−j2), the result reads∑
s+k≥j1≥s≥j2≥0
Φr(j1),t(j2)
(
(Mrs)
j2(Mr0)
s−j2(Pr)j1−sEk−j1+s
)
(1)|1D0〉12 , (7.5.40)
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where the generators can be (anti)-symmetrized under the exchange of the “flavor’ indices
1 and 2 using (7.1.15) together with (3.2.11) and (3.2.12) with the following result:
Pr(1)|1D0〉12 = i2L+r |1D0〉12 , Mr0(1)|1D0〉12 = −12(L+r (1)− L+r (2))|1D0〉12 ,(7.5.41)
Mrs(1)|1D0〉12 = (L+[r(1)L+s](2) + L−[r(1)L−s](2))|1D0〉12 , (7.5.42)
E(1)|1D0〉12 = 12(D−1)(L+r (1)L+r (2)− L−r (1)L−r (2))|1D0〉12 . (7.5.43)
Proceeding by substituting |1D0〉12 = ψ(0,0)(0,0)(x)|2ǫ0; (0)〉12 into (7.5.40), and noting that
L−[r(1)L
−
s](2)ψ
(0,0)
(0,0)(x)|2ǫ0; (0)〉12 = L+[r(1)L+s](2)(DMψ(0,0)(0,0))(x)|2ǫ0; (0)〉12) ,(7.5.44)
L−r (1)L
−
r (2)ψ
(0,0)
(0,0)(x)|2ǫ0; (0)〉12 = (DEψ(0,0)(0,0))(x)|2ǫ0; (0)〉12) , (7.5.45)
where DM and DE are analytical differential operators in x (i.e., with coefficients that are
analytical functions of x at x = 0), one sees that the type-(j1, j2) sector of the left-hand
side (7.5.40) is of the form
Φr(j1),t(j2)(D
(s+k,s)
(j1,j2)
ψ
(0,0)
(0,0))(x)Mr(j1),t(j2)(1, 2)|2ǫ0; (0)〉12 , (7.5.46)
where D
(s+k,s)
(j1,j2)
(x) is an analytical differential operator in x and Mr(j1),t(j2)(1, 2) is a mono-
mial in L+r (1) and L
+
r (2) of degree 2j2 + s − j2 + j1 − s = j1 + j2 with flavor-exchange
symmetry Mr(j1),t(j2)(1, 2) = (−1)sMr(j1),t(j2)(2, 1). Since the right-hand side (7.5.39) is of
exactly the same form, we conclude that(
D
(s+k,s)
(j1,j2)
ψ
(0,0)
(0,0)
)
(x) = C(s+k,s)(j1,j2) ψ
(s+k,s)
(j1,j2)
(x) . (7.5.47)
Specializing to (j1, j2) = (s + k, 0), there are no contributions to (7.5.40) from Mrs and
E, so that D
(s+k,s)
(s+k,0) becomes a constant
9 and
ψ
(s+k,s)
(s+k,0) = ψ
(0,0)
(0,0)(x) , C(s+k,s)(j1,j2) = D
(s+k,s)
(s+k,s). (7.5.48)
9For (j1, j2) = (s + k, 0), the schematic expression (7.5.40) is of the form Φ
r(s+k)(L+r (1) +
L+r (2))
k(L+r (1)−L+r (2))s|1D0〉12, with a binomial expansion, to be compared with the “dressed” binomial
expansion in the (precise) Flato-Fronsdal formula (7.3.28). There is a precise agreement, however, once
the trace corrections to (7.5.40) are included. For example, for (s + k, s) = (2, 0) = (j1, j2), the precise
form of the left-hand side of (7.5.2) reads
Φr(2)Tr(2),0(2)(1) =
4
3Φ
r(2)(Mr10 ⋆ Mr20 +
1
2ǫ0+1
Pr1 ⋆ Pr2) ,
as can be seen using (3.1.49) and (3.1.51) to expand the quantity Ta(2),b(2) = T̂{a(2),b(2)}D as follows
4
3Ma1b1⋆Ma2b2− 43(2ǫ0+1)
(
ηa(2)Pb1 ⋆ Pb2 − 2ηa1b1P(a2 ⋆ Pb2) + ηb(2)Pa1 ⋆ Pa2
)
+
4ǫ0
3(2ǫ0 + 1)
(ηa(2)ηb(2)−ηa1b1ηa2b2) .
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Finally, the precise functional form (7.5.13) follows by expanding the unity 1D0 in the
basis (7.5.35) and (7.5.36) as
1D0 =
∞∑
n=0
[Nn]−1 |n〉〈n| =
∞∑
n=0
1
2nn!(ǫ0)n
L+r1 · · ·L+rn|ǫ0; (0)〉〈ǫ0; (0)|L−r1 · · ·L−rn .(7.5.49)
Letting ××f(L−r , L
+
r )×
× denote the standard normal-ordering, and introducing the variable
z = 2L+r L
−
r , (7.5.50)
we can write
1D0 =
∞∑
n=0
1
2nn!(ǫ0)n
××(L+r L
−
r )
n|ǫ0; (0)〉〈ǫ0; (0)|×× (7.5.51)
=
∞∑
n=0
1
4n n!(ǫ0)n
××(
√
z)2n|ǫ0, (0)〉〈ǫ0, (0)|×× (7.5.52)
= Γ(ν + 1)
(√
z
2
)−ν
××Iν(
√
z)|ǫ0, (0)〉〈ǫ0, (0)|×× , (7.5.53)
where ν = ǫ0 − 1 and Iν is the modified Bessel function, related to Jν according to
Iν(w) =
{
e−
iπν
2 Jν(e
iπ
2 w) , for −π < argw ≤ π
2
e
2iπν
3 Jν(e
− 3iπ
2 w) , for −π
2
< argw ≤ π (7.5.54)
We note that in D = 4,
1D0 = ×
× cosh
√
z|1
2
; (0)〉〈1
2
; (0)|×× . (7.5.55)
Applying the inverse reflection R−1 : D∗0 7→ D0 to the dual states in the expansion of 1D0,
and denoting the resulting two copies of D0 by D0(ξ), ξ = 1, 2, and using
R−1(z) = −2L+r (1)L+r (2) = −x , (7.5.56)
Thus, substituting Mr0 = − 12 (L+r + L−r ) and Pr = i2 (L+r − L−r ), and using (L±r (1)− L∓r (2))|1D0〉12 = 0
and |1D0〉12 = ψ(0,0)(0,0)(x)|2ǫ0; (0)〉12, one arrives at
Φr(2)Tr(2),0(2)(1)|1D0〉12
=
2ǫ0
3(2ǫ0 + 1)
Φr(2)ψ
(0,0)
(0,0)(x)
(
L+r1(1)L
+
r2
(1)− 2(ǫ0 + 1)
ǫ0
L+r1(1)L
+
r2
(2) + L+r1(2)L
+
r2
(2)
)
|2ǫ0; (0)〉12 ,
in agreement with (7.3.28), and we also have C(2,0)(2,0) = 2ǫ03(2ǫ0+1) .
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which formally implies R−1(
√
z) = iy, we obtain
R−11D0 =
∞∑
n=0
(−1)n
4n n!(ǫ0)n
(
√
x)2n|ǫ0; (0)〉1 ⊗ |ǫ0; (0)〉2 (7.5.57)
= Γ(ν + 1)
(√
x
2
)−ν
Jν(
√
x)|2ǫ0; (0)〉12 = |1D0〉12 . (7.5.58)
7.5.1 Adjoint so(D+1;C) Tensors as Singleton-Anti-Singleton
Composites
The ℓ-th adjoint level Λℓ decomposes into a finite-dimensional compact lowest and highest-
weight space, viz. (s = 2ℓ+ 2)
Lℓ = D(−(s− 1); (s− 1)) =
⊕
(e;s)∈Λℓ
C⊗Qe;s , (7.5.59)
where Qe;s are monomials of degree 2ℓ+ 1 built from L
±
r , Mrs and E. The lowest-weight
element can be written using (7.1.43) as
| − (s− 1); (s− 1)〉12;r(s−1) = (L−{r · · ·L−rs−1})(1)|1˜ 〉12 , (7.5.60)
where the so(D+1;C)-invariant twisted reflector |1˜ 〉12 = k(1)|1 〉12 was defined in (7.1.28).
Thus, the above lowest-weight elements are identified as the singleton-singleton composites
| − (s− 1); (s− 1)〉12;r(s−1) =
∞∑
n=0
(−1)n
2nn!(ǫ0)n
|n+ s− 1〉−1;r(s−1)t(n) ⊗ |n〉+2;t(n) , (7.5.61)
where |n〉+r(n) = |n〉r(n) is the singleton basis (7.5.35) and the corresponding anti-singleton
basis is defined by
|n〉−r(n) = k|n〉r(n) = L−{r · · ·L−rs−1}| − ǫ0; (0)〉− , (7.5.62)
such that L−r · · ·L−rs−1 |n〉−s(n) = |n+s−1〉−r(s−1)t(n). We notice that (7.5.60) by construction
obeys
(L−r (1) + L
−
r (2))| − (s− 1); (s− 1)〉12;r(s−1) = 0 , (7.5.63)
which one can also check explicitly using (7.5.38). In other words, the analog of the
ordinary Flato-Fronsdal formula (7.3.28), which states that D0 ⊗ D0 can be expanded
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in terms of infinite-dimensional massless lowest-weight spaces, is the following twisted
Flato-Fronsdal formula:
D˜0 ⊗D0 =
∞⊕
s=0
D(−(s− 1); (s− 1)) , (7.5.64)
which thus states that D˜0 ⊗ D0 can be expanded in terms of finite-dimensional lowest-
weight spaces.
7.5.2 On Adjoining the Adjoint and Twisted-Adjoint Repre-
sentations
The Flato-Fronsdal formulae (7.3.28) and its twisted version (7.5.64) show, respectively,
how the massless lowest-weight spaces residing inside the compact twisted-adjoint rep-
resentation M(D + 1;C) and the adjoint representation ho(D + 1;C) are mapped to
singleton-singleton and anti-singleton-singleton composites. As previously mentioned, if
Q ∈ ho(D + 1;C), then the element k maps Q to an element S = Q ⋆ k ∈ T (D + 1;C).
In this section we shall propose another relation between the adjoint and twisted-
adjoint representations, that constitutes a “fiber” analog of the unfolding procedure in
space-time, and provides a direct explanation for the agreement between the Casimir
operators noted in (7.1.47) and (7.1.48). The basic idea is to adjoin the adjoint weight
space Lℓ = D(−(s − 1); (s − 1)), given in (7.5.59), to the massless lowest-weight space
D(s+2ǫ0; (s)) via the intermediate conjugate massless lowest-weight space D(−s+2; (s)),
whose lowest-weight state has the same quantum numbers of the singular vector
| − s+ 2; (s)〉 = L+{r1 | − s+ 1; (s− 1)〉r(s−1)} ∈ I(−s+ 1; (s− 1)) . (7.5.65)
We propose that (x = L+r L
+
r )
D ≥ 5 : |s+ 2ǫ0; (s)〉r(s) = x
D−5
2 L+t1 · · ·L+ts |2; (s, s)〉r(s),t(s) , (7.5.66)
D = 4 : |s+ 1; (s)〉r(s)
= ǫr1t1u1 · · · ǫrstsusL+u1 · · ·L+us−1 |2; (s, 1)〉t(s),us , (7.5.67)
where |2; (s, s)〉 and |2; (s, 1)〉t(s),us are the descendants of | − s + 2; (s)〉 given by
D ≥ 5 : |2; (s, s)〉r(s),t(s) = L+{r1 · · ·L+rs| − s+ 2; (s, s)〉t(s)} , (7.5.68)
D = 4 : |2; (s, 1)〉r(s),t
= ǫ{r1|u1v1 · · · ǫ|rs−1|us−1vs−1L+u1 · · ·L+us−1L+|rs|| − s+ 2; (s, s)〉v(s−1)|t} .(7.5.69)
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We notice that (7.5.66) is a regular enveloping-algebra element in D = 5, 7, . . . while it is
an irregular element (involving a square root) in D = 6, 8, . . . , where we define the action
of L−r x
n on lowest-weight states by analytical continuation of
L−r x
n = xnL−r + 4nx
n−1 (iL+s Mrs + L+r (E + n− ǫ0 − 1)) (7.5.70)
in n. We have checked that (7.5.66) is a singular vector for s = 1 and for s = 2 in
D = 5. We have also checked (7.5.67) for s = 1 and s = 2. We notice that (7.5.65) is a
weight-space analog of an abelian gauge transformation of a (D − 1)-dimensional gauge
field, and that |2; (s, s)〉 and |2; (s, 1)〉 are the corresponding Weyl and Cotton tensors for
D ≥ 5 and D = 4, respectively, inducing the following short exact sequence
0 →֒ | − s+ 1; (s− 1)〉 → | − s+ 2; (s)〉 → |s+ 2ǫ0; (s)〉 → 0 . (7.5.71)
7.5.3 On Twisted-Adjoint so(D;C) Tensors in Non-Composite
Sectors
The embedding formula (7.5.2) describes the expansion of enveloping-algebra operators
Ta(s+k),b(s) in the massless lowest-weight (or highest-weight) spaces D(s + 2ǫ0; (s)), that
is, the expansion of the projected state Ta(s+k),b(s)(1)|1D0〉12. Likewise, one may consider
their expansion around T
(0)
2;(0) corresponding to the lowest-weight state |2; (0)〉12, obeying
L−r (ξ)|2; (0)〉12 = 0 for ξ = 1, 2 in view of (7.3.24) and (7.3.25) (although it has not
simple composite nature for D ≥ 6). Denoting the corresponding dressing functions by
χ
(s+k,s)
(j1,j2)
(x), the decoupling condition (7.5.12) again implies
χ
(s+k,s)
(s+k,0)(x) = χ
(0,0)
(0,0)(x) , (7.5.72)
where χ
(0,0)
(0,0)(x) now obeys (7.5.21) with ǫ0 → 2− ǫ0, that is(
4x
d2
dx2
+ 4(2− ǫ0) d
dx
+ 1
)
χ
(0,0)
(0,0)(x) = 0 , (7.5.73)
related to Bessel functions with index ν ′ = 1 − ǫ0. For ν ′ 6= −1,−2, . . . , i.e. in all even
dimensions and also D = 5, the solution analytical at x = 0 is the rescaled Bessel function
χ
(0,0)
(0,0)(x) = Γ(ν
′ + 1)
(√
x
2
)−ν′
Jν′(
√
x) , ν ′ = −ν = 1− ǫ0 . (7.5.74)
In D = 4, the dressing functions take the simple form
χ
(0,0)
(0,0)(x) =
1√
x
sin(
√
x) , (7.5.75)
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Figure 7.2: The adjoint module D(−(s − 1); (s − 1)) is connected via the conjugate massless
module D(−(s− 2); (s)) to the massless module D(s+ 2ǫ0; (s)).
which one identifies with the spinor-singleton reflector
D = 4 : |1D1
2
〉12 = χ(0,0)(0,0)(x)|2; (0)〉12 , |2; (0)〉12 = |1; (12)〉i1 ⊗ |1; (12)〉2,i ,(7.5.76)
where i = 1, 2 is two-component spinor index.
For ν ′ 6= −1,−2, . . . , i.e. D = 5 + 2p = 7, 9, . . . , p = 1, 2, . . . , the rescaled Bessel
function develops a logarithmic branch starting at order xp log x. Correspondingly, as
examined in Subsection 7.3, the module D(2, (0) is actually a p-lineton, so that xp|2; (0)〉
is a singular vector. Thus, the restricted reflector
|1 ′〉12 = χ(0,0)(0,0)(x)|2; (0)〉12 , (7.5.77)
is a well-defined so(D;C)-invariant state in D = 2p and D = 5, while for D = 5 + 2p,
p = 1, 2, . . . , it appears that some form of logarithmic superpositions of states are required.
CHAPTER 7. SINGLETONS, ANTI-SINGLETONS AND HS MASTER FIELDS 177
The compact twisted-adjoint moduleM also contains the lowest-spin modules (7.3.51),
whose elements can be reached formally starting from the lowest-weight or highest-weight
states by considering dressing functions that are irregular elements of the enveloping
algebra. For example, starting from the scalar ground states |2ǫ0; (0)〉12 and |2; (0)〉,
the even static ground state may be represented as either |0; (0)〉12 = x−ǫ0|2ǫ0; (0)〉12 or
|0; (0)〉12 = x−1|2; (0)〉12, where x = L+r L+r = 2L+r (1)L+r (2), although the precise meaning
of these expressions are not clear to us. Instead, we would like to stress the fact that all
elements in M have regular enveloping-algebra presentations.
7.6 Real Forms of the Master Fields
The real forms of the master fields are defined by
(A)† = −A , (Φ)† = π(Φ) , (7.6.1)
where † acts as ordinary complex conjugation of the component fields (on real spacetime
with (xµ)∗ = xµ) and as hermitian conjugation on A defined by
(MAB)
† = σ(MAB) , (7.6.2)
where σ is an automorphism of A with the property that σ ◦ σ = Id, introduced in
Chapter 3 and whose action we recall here. Decomposing MAB → (Mab;M0′a = Pa) →
(Mrs,Mr0;Pr, P0), one may consider the following real forms of so(D + 1;C) ⊃ so(D;C):
so(D − 1, 2) ⊃ so(D − 1, 1) : σ(MAB) = MAB , (7.6.3)
so(D, 1) ⊃ so(D − 1, 1) : σ(Mab;Pa) = (Mab,−Pa) , (7.6.4)
so(D, 1) ⊃ so(D) : σ(Mrs,Mr0;Pr, P0) = (Mrs,−Mr0;Pr,−P0) ,(7.6.5)
so(D + 1) ⊃ so(D) : σ(Mrs,Mr0;Pr, P0) = (Mrs,−Mr0;−Pr, P0) ,(7.6.6)
which we may summarize as
σ(Mrs,Mr0;Pr, P0) = (Mrs, σ0Mr0; σ0′Pr, σ0′σ0P0) , σ0′ , σ0 = ±1 . (7.6.7)
Starting from (7.6.3), the three other reality conditions are equivalent to using Wick
rotations in either 0′, or 0, or both 0′ and 0, respectively, to go to the real basis MRAB
obeying
(MRAB)
† = MRAB (7.6.8)
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and the commutation rules (3.2.1) with ηAB = (−σ0′ ; ηab) and ηab = (−σ0, δrs), that is
so(D − 1, 2) ⊃ so(D − 1, 1) : ηAB = (−; ηab) , ηab = (−, δrs) , (7.6.9)
so(D, 1) ⊃ so(D − 1, 1) : ηAB = (+; ηab) , ηab = (−, δrs) , (7.6.10)
so(D, 1) ⊃ so(D) : ηAB = (−; ηab) , ηab = (+, δrs) , (7.6.11)
so(D + 1) ⊃ so(D) : ηAB = (+; ηab) , ηab = (+, δrs) . (7.6.12)
The corresponding component fields ARµ,a(s−1),b(t) and Φ
R
a(s+k),b(s), defined by the real coun-
terparts of the covariant expansions (7.6.14) and (7.6.16), i.e.
A =
∑
s=2,4,6,...
A(s) , (7.6.13)
A(s) = −i
s−1∑
t=0
dxµARµ,a(s−1),b(t)(x)M
a1b1
R
· · ·Matbt
R
P
at+1
R
· · ·P as−1
R
. (7.6.14)
Φ =
∑
s=0,2,4,...
Φ(s) , (7.6.15)
Φ(s) =
∞∑
k=0
ik
k!
ΦRa(s+k),b(s)(x)M
a1b1
R
· · ·Masbs
R
P
as+1
R
· · ·P as+k
R
, (7.6.16)
are real(
ARµ,a(s−1),b(t)(x
µ)
)∗
= ARµ,a(s−1),b(t)(x
µ) , (ΦRa(s+k),b(s)(x
µ))∗ = ΦRa(s+k),b(s)(x
µ) .(7.6.17)
For the compact basis elements Mrs, E = M0′0 = P0 and L
±
r =M0r ∓ iM0′r =M0r ∓ iPr,
which obey the commutation rules (3.2.12) and (3.2.13) in all signatures, the reality
conditions read
(Mrs)
† = Mrs , E† = σ0′0E , (L±r )
† = σ0L∓σ0′0r , σ0′0 = σ0′σ0 , (7.6.18)
that is
so(D − 1, 2) ⊃ so(D − 1, 1) : (L±r )† = L∓r , (E)† = E , (7.6.19)
so(D, 1) ⊃ so(D − 1, 1) : (L±r )† = L±r , (E)† = −E , (7.6.20)
so(D, 1) ⊃ so(D) : (L±r )† = −L±r , (E)† = −E , (7.6.21)
so(D + 1) ⊃ so(D) : (L±r )† = −L∓r , (E)† = E , . (7.6.22)
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Correspondingly, the compact basis elements obey
(T
(s)
e;(s1,s2)
)† = (σ0′)s1−s(σ0)s−s2T
(s)
σ0′0e;(s1,s2)
, (7.6.23)
as can be seen from (7.2.3), where f
(s)
e;(s1,s2);n
∈ R and
(Ts;n;(s1,s2);r(s1),t(s2))
† = (σ0′)s1−s(σ0)s−s2(σ0′0)nTs;n;(s1,s2);r(s1),t(s2) . (7.6.24)
Hence, using also (7.2.9), we see that Φ† = π(Φ) implies the following conjugation rules
for the harmonic-expansion coefficients defined in (7.4.14):
(Φ
(s)
e;(s1,s2)
)∗ = (−σ0′)s1−s(σ0)s−s2Φ(s)−σ0′0e;(s1,s2) . (7.6.25)
Alternatively, using the “ladder-operator” bases (7.3.51) and (7.3.52) for W± and D, we
find the following reality conditions in signatures so(D − 1, 2) and so(D + 1):
W±, s = 0 : (Φ±(0)m,n )∗ = (−σ0′)
1∓1
2 (−σ0)m+nΦ±(0)n,m , (7.6.26)
W±, s > 0 : (Φ±(s)m,n )∗ = (σ0)s+
1∓1
2 (−σ0)m+nΦ±(s)n,m , (7.6.27)
D, s ≥ 0 : (Φ(s)m )∗ = (σ0)s(−σ0)mΦ(s)m , (7.6.28)
and in the signature so(D, 1):
W±, s = 0 : (Φ±(0)m,n )∗ = (−σ0′)
1∓1
2 (−σ0)m+nΦ±(0)m,n , (7.6.29)
W±, s > 0 : (Φ±(s)m,n )∗ = (σ0)s+
1∓1
2 (−σ0)m+nΦ±(s)m,n , (7.6.30)
D, s ≥ 0 : (Φ(s)m )∗ = (σ0)s(−σ0)mΦ(s)m , (Φ(s)m )∗ = (σ0)s(−σ0)mΦ(s)m ,(7.6.31)
where we note the phase factors arising from π((T
(0)
± )
†) = (−σ0′)
1∓1
2 T
(0)
± and π((T
(s)
± )
†) =
(σ0)
s+
1∓1
2 T
(s)
± , and π((T
(s)
s+2ǫ0;(s)
)†) = (σ0)sT
(0)
−σ0′0(s+2ǫ0);(s). Hence, positive and negative-
energy modes are complex conjugated in signatures so(D− 1, 2) and unconjugated in the
signature so(D, 1).
7.7 Inner Products and Unitarity in Two-Time Signature
The bilinear inner product (·, ·)T = Tr[π(·) ⋆ (·)] on the covariant twisted-adjoint module
T , consisting of the generalized polynomials defined in (7.1.51), is no longer well-defined
on M, due to the non-polynomiality of the compact basis. To define a bilinear form
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(·, ·)M onM, we thus declare the twisted-adjoint ho1(D+ 1;C) action to be self-adjoint,
viz. :
(Q˜S, S ′)M = −(S, Q˜S ′)M , (7.7.1)
for any Q ∈ ho1(D + 1;C), and define (S±, S ′∓)M = 0 and
(S±, S ′±)M =
1
N±Tr[π(S±) ⋆ S
′
±] , (7.7.2)
where N± are the norms of the scalar static ground states in M±, viz.
N+ = Tr[T (0)0;(0) ⋆ T (0)0;(0)] , (7.7.3)
N− = 1D−1Tr[T (0)0;(1);r ⋆ T (0)0;(1);r] . (7.7.4)
Thus, to calculate (S±, S ′±)M one first expands S± and S
′
± using (7.2.34)–(7.2.35) and
(7.2.39)–(7.2.40), and then factors out N± from Tr[π(S±)⋆S ′±] using (7.7.1). By construc-
tion, the resulting bilinear form is finite, symmetric (which follows from Tr[π(X)] = Tr[X ])
and ho1(D + 1;C)-invariant. We note the twisted-adjoint energy conservation law:
(Se, S
′
e′)M = δe+e′,0(Se, S
′
e)M , (7.7.5)
provided E˜Se = {E, Se}⋆ = eSe idem S ′e′. We also note that (·, ·)M+ simplifies in view of
(7.2.45), which implies
Tr[T
(0)
0;(0) ⋆ Qe ⋆ T
(0)
0;(0) ⋆ Q
′
e′] = δe,0δe′,0Tr[T
(0)
0;(0) ⋆ Q0 ⋆ T
(0)
0;(0) ⋆ Q
′
0] , (7.7.6)
provided AdEQe = [E,Qe]⋆ = eQe idem Q
′
e′. Under the indecomposition (7.3.43)–
(7.3.46), the bilinear form (·, ·)M splits into a non-degenerate inner product on W±,
and a completely degenerate bilinear form on D and D′. On D, we instead define the
non-degenerate inner product
(S, S ′)D = 1N2ǫ0
Tr[π(S) ⋆ S ′] , (7.7.7)
by declaring the twisted-adjoint ho1(D + 1;C) action to be self-adjoint, and using the
state generation (7.3.52) to factor out
N2ǫ0 = Tr[π(T (0)−2ǫ0;(0)) ⋆ T
(0)
2ǫ0;(0)
] = Tr[T
(0)
2ǫ0;(0)
⋆ T
(0)
2ǫ0;(0)
] . (7.7.8)
The normalizations N± and N2ǫ0, which thus contain all non-polynomialities, can be
computed using (7.1.11) and (3.1.58), which implies
Tr[Tr0(n) ⋆ Ts0(n)] =
1
2
Tr[(AcPrT0(n)) ⋆ Ts0(n)] = Tr[T0(n) ⋆ (AcPrTs0(n))](7.7.9)
= λ
(0)
n+1δr{sTr[T0(n) ⋆ T0(n)}D ] =
λ
(0)
n+1
n + 1
δrsTr[T0(n) ⋆ T0(n)] , (7.7.10)
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with λ
(0)
n+1 given in (3.1.64), and (7.1.11). For the scalar static ground states, whose
generating functions are given in (7.2.20) and (7.2.21), we find the non-oscillating series
N+ = ǫ0
ǫ0 +
1
2
∞∑
n=0
n+ ǫ0 +
1
2
(n + 1
2
)(n+ 2ǫ0)
, (7.7.11)
which is logarithmically divergent for ǫ0 > 0, while
N− = 4ǫ0(ǫ0 + 1)
(ǫ0 +
1
2
)(ǫ0 +
3
2
)
×
×
∞∑
n=0
(n+ ǫ0
2
+ 3
4
)(n+ ǫ0
2
+ 1
4
)(n+ 1
2
)(n+ 1)
n+ ǫ0 + 1
[(ǫ0 +
1
2
)n]
2[(1
2
)n]
2
(ǫ0 + 1)n(ǫ0 + 2)n[(2)n]2
, (7.7.12)
which is convergent for ǫ0 > 0, as can be seen using (z)n = Γ(z + n)/Γ(z) and Γ(z) =√
2πzz−
1
2 e−z(1+O(z−1)), which implies that the summand goes like n−2(1+O(n−1)) for
large n. For example, in D = 4
N+ = 1
2
∞∑
n=0
1
n + 1
2
, (7.7.13)
N− = 9
32
∞∑
n=0
1
(n + 3
2
)2
. (7.7.14)
For the lowest-weight element, whose generating function is given in (7.3.13), we find the
oscillating series
N2ǫ0 =
∞∑
n=0
(−1)n (ǫ0 +
3
2
)n(2ǫ0)n(2ǫ0 + 1)n
n!(2)n(ǫ0 +
1
2
)n
= 3F2(ǫ0 +
3
2
, 2ǫ0, 2ǫ0 + 1; ǫ0 +
1
2
, 2;−1) . (7.7.15)
To evaluate the hypergeometric function, we use rewrite it as
3F2(ǫ0 +
3
2
, 2ǫ0, 2ǫ0 + 1; ǫ0 +
1
2
, 2; x) =
1
ǫ0 +
1
2
x
1
2
−ǫ0 d
dx
(
x
1
2
+ǫ0
2F1(2ǫ0, 2ǫ0 + 1; 2; x)
)
=
1 + x
(1− x)2ǫ0+2 2F1
[
1− ǫ0, ǫ0 + 12 ; 2;−
4x
(1− x)2
]
+
8(1− ǫ0)Γ(12)
Γ(3
2
− ǫ0)Γ(1 + ǫ0)
x(1 + x)
(1− x)2ǫ0+4 2F1
[
2− ǫ0, ǫ0 + 32 ; 32 ;
(
1 + x
1− x
)2]
− 4Γ(
1
2
)
Γ(ǫ0 +
3
2
)Γ(1− ǫ0)
x
(1− x)2ǫ0+3 2F1
[
1 + ǫ0,
3
2
− ǫ0; 12 ;
(
1 + x
1− x
)2]
, (7.7.16)
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with the result (n = 0, 1, 2, . . . )
N2ǫ0 =
Γ(1
2
)
22ǫ0+1Γ(1− ǫ0)Γ(ǫ0 + 32)
=
{
(−1)n (2n−1)!!
23n+2(n+1)!
for ǫ0 =
1
2
+ n
0 for ǫ0 = 1 + n
(7.7.17)
In particular, for D = 4 we have
N1 = 1
4
. (7.7.18)
The inner products between real twisted-adjoint elements, obeying the reality condition
(7.6.1), are real,
(Φ±,Φ±′)M = 1N±Tr[(Φ
±)† ⋆ Φ±′] = 1N±Tr[(Φ
±′)† ⋆ Φ±] , (7.7.19)
(Φ,Φ′)D = 1N2ǫ0
Tr[Φ† ⋆ Φ′] = 1N2ǫ0
Tr[(Φ′)† ⋆ Φ] . (7.7.20)
Expanding into components using the bases (7.3.51) and (7.3.52), we find that in the
signatures so(D − 1, 2) and so(D + 1),
(Φ±,Φ±′)M =
∞∑
m,n;m′,n′=0
(Φ±(0)m,n )
∗(σ0)m+n(−σ0′)
1∓1
2 N
±(0)
m,n;m′,n′Φ
±(s)′
m′,n′
+
∞∑
s=1
∞∑
m,n;m′,n′=0
(Φ±(s)m,n )
∗(σ0)m+n(σ0)
s+
1∓1
2 N
±(s)
m,n;m′,n′Φ
±(s)′
m′,n′ , (7.7.21)
(Φ,Φ′)D =
∞∑
s=0
∞∑
m,m′=0
(
(Φ(s)m )
∗(σ0)s+mM
(s)
m,m′Φ
(s)′
m′
+ (Φ
(s)′
m′ )
∗(σ0)s+m
′
M
(s)
m′,mΦ
(s)
m
)
, (7.7.22)
and that in the signature so(D, 1),
(Φ±,Φ±′)M =
∞∑
m,n;m′,n′=0
(Φ±(0)n,m )
∗(σ0)m+n(−σ0′)
1∓1
2 N
±(0)
m,n;m′,n′Φ
±(s)′
m′,n′
+
∞∑
s=1
∞∑
m,n;m′,n′=0
(Φ±(s)n,m )
∗(σ0)m+n(σ0)
s+
1∓1
2 N
±(s)
m,n;m′,n′Φ
±(s)′
m′,n′ , (7.7.23)
(Φ,Φ′)D =
∞∑
s=0
∞∑
m,m′=0
(
Φ
(s)
m (−1)mM (s)m,m′Φ(s)′m′ + Φ
(s)′
m′ (−1)m
′
M
(s)
m′,mΦ
(s)
m
)
,(7.7.24)
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where the inner product matrices
M
(s)
m,m′ =
(
T
(s)
−(s+2ǫ0);(s), (L˜
−)m(L˜+)m
′
T
(s)
s+2ǫ0;(s)
)
D
, (7.7.25)
and
N
±(s)
m,n;m′,n′ =
(
T
(s)
± , (L˜
−)m(L˜+)n(L˜+)m
′
(L˜−)n
′
T
(s)
±
)
M
. (7.7.26)
More explicitly, including also the so(D−1) vector indices, and using (7.2.32) and (7.2.33),
the inner product matrices M (s) and N+(s) read
M (s)m,n((s1, s2)|(s′1, s′2)) = δm,nδs1,s′1δs2,s′2M (s)(p; (s1, s2)) , (7.7.27)
where p = m+s−s1−s2
2
and
M (s)(p; (s1, s2))
r′(s1),t′(s2)
r(s1),t(s2)
=
(
T
(s)
−(s+2ǫ0);(s);{r(s), (x˜
−)p(L˜−r )
s1−s(L˜−t})
s2(x˜+)p(L˜+{r′)
s1−s(L˜+t′ )
s2T
(s)
s+2ǫ0;(s);r′(s)}
)
D
,(7.7.28)
and
N
+(s)
m,n;m′,n′((s1, s2)|(s′1, s′2)) = δm,m′δn,n′δm+n,s1+s2−sδs1,s′1δs2,s′2N+(s)(p, q; (s1, s2)) ,(7.7.29)
where p = m−n+s−s1−s2
2
and q = n−m+s−s1−s2
2
, and we note that n = 0 for p > 0 and m = 0
for q > 0, in order to avoid redundancy, and
N+(s)(p, q; (s1, s2))
r′(s1),t′(s2)
r(s1),t(s2)
=

(
T
(s)
±;{r(s),
(
(L˜−)m(L˜+)n
)
r(s1−s),t(s2)}
(
(L˜+)m(L˜−)n
)
{r′(s1−s),t′(s2)
T
(s)
±;r′(s)}
)
M
for p, q ≤ 0(
T
(s)
±;{r(s), (L˜
−)mr(s1−s),t(s2)}(L˜
+)m{r′(s1−s),t′(s2)T
(s)
±;r′(s)}
)
M
for p > 0(
T
(s)
±;{r(s), (L˜
+)nr(s1−s),t(s2)}(L˜
−)n{r′(s1−s),t′(s2)T
(s)
±;r′(s)}
)
M
for q > 0
.(7.7.30)
the above inner product matrices do not depend on the signature. The matrices M (s) are
positive definite10, and from (7.7.22) and (7.7.24) it follows that (·, ·)D is positive definite
(only) in the signature so(D−1, 2). We conjecture that also the matrices N±(s) are positive
definite, so that also (·, ·)M is positive definite on W± in the signature so(D − 1, 2). For
10The complex space D+(e0; (s))⊕D−(e0; (s)), where e0 = 2ǫ0 + s, can be equipped with the Hilbert-
space inner product
M̂(e; (s1, s2)|e′; (s′1, s′2)) = (|e; (s1, s2)〉)† |e′; (s′1, s′2)〉 , (7.7.31)
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example, in the case of N+(0) in D = 4, the elements in W=(0) have s2 = 0 and p, q ≤ 0,
and thus
D = 4 : N
+(0)
m,n;m′,n′((s1)|(s′1)) = δm,m′δn,n′δm+n,s1δs1,s′1N+(0)(p, q; (m+ n)) ,(7.7.36)
where the matrix elements
N+(0)(p, q; (m+ n))
r′(m+n)
r(m+n) =
(
T
(0)
+ ,
(
(L˜−)m(L˜+)n
)
{r(m+n)}
(
(L˜+)m(L˜−)n
){r′(m+n)}
T
(0)
±
)
M
= δ
{r′(m+n)}
{r(m+n)} Nm,n , (7.7.37)
for coefficients
Nm,n =
1
dim(m)
(
T
(0)
+ ,
(
(L˜−)m(L˜+)n
)
{r(m+n)}
(
(L˜+)m(L˜−)n
){r(m+n)}
T
(0)
±
)
M
,(7.7.38)
with dim(m) = δ
{r(m)}
{r(m)} = 2m + 1 being the dimension of the type (m) irrep of so(3;C).
Positive definiteness amounts to that Nm,n are strictly positive for all m and n. Using
(7.7.6) and
L˜+r L˜
−
r T
(0)
0;(0) = L˜
−
r L˜
+
r T
(0)
0;(0) = 2T
(0)
0;(0) , (7.7.39)
we have found that this is indeed the case for the following low-lying levels:
N1,0 =
4
3
, N2,0 = 8 , N1,1 =
32
15
, (7.7.40)
although we have no proof to all levels.
assuming the following forms in various signatures:
so(D − 1, 2) ⊃ so(D − 1, 1) : M̂ =
[
M 0
0 M
]
, (7.7.32)
so(D, 1) ⊃ so(D − 1, 1) : M̂ =
[
0 M
M 0
]
, (7.7.33)
so(D, 1) ⊃ so(D) : M̂ =
[
0 (−1)−(e−e0)M
(−1)e−e0M 0
]
, (7.7.34)
so(D + 1) ⊃ so(D) : M̂ =
[
(−1)e−e0M 0
0 (−1)−(e−e0)M
]
, , (7.7.35)
where M is given in (7.7.27), and ±(e − e0) is the total number of L±r operators applied to the ground
states | ± e0; (s)〉±. We notice that M̂ couples states with the same energy in signatures so(D − 1, 2)
and so(D + 1) (where (| ± e0; (s)〉±)† = ±〈±e0; (s)|), and with the opposite energy in signature so(D, 1)
(where (| ± e0; (s)〉±)† = ∓〈∓e0; (s)|), and that M̂ is positive definite only in signature so(D − 1, 2).
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7.8 Supersingleton and Oscillator Realization in D = 4
A particularly simple realization of a composite reflector can be given, in four dimensions,
in terms of the states belonging to the scalar and spinor singletons. In other words, one
can make use of the 4D oscillator realization (3.3.35) defined in Subsection 3.3.2 and
define the composite reflector state |1 〉D0⊕D1/2 as the reflection of the identity operator
on the Fock space (3.3.38), that contains both the scalar and the spinor singleton.
We begin by defining the action of the reflection map on the vacuum |0〉 ≡ |1/2, 0〉 and
on the oscillators:
R(|0〉) = 〈0| , R(|0〉−) = −〈0| , (7.8.1)
R(a† i) = iai , R(ai) = ia† i . (7.8.2)
One can check that R is an antiautomorphism of the oscillator algebra (3.3.35). On a
state |n〉 = a† i1 ...a† in|0〉 it acts as
R(|n〉) = in〈0|ai1...ain , (7.8.3)
and similarly for anti-singleton states
R(|n〉−) = in−〈0|a† i1 ...a† in . (7.8.4)
We note that the variable z, defined in (3.1.41), is
z = 2L+r L
−
r = 2
i2
4
(σr)ij(σr)
kla† ia† jakal = : (a† iai)2 : . (7.8.5)
Thus, from the Fock-space point of view, eqs. (7.5.49-7.5.55) can be rewritten as
1D0 = 1 Feven =
∑
n even
|n〉〈n| =
∑
n even
1
n!
a† i1 . . . a† in |0〉〈0|ai1 . . . ain , (7.8.6)
or
1 Feven = :
∑
n even
1
n!
Nn|0〉〈0| : = : coshN |0〉〈0| : , (7.8.7)
where N = a† iai =
√
z. Analogously, the decomposition of the reflector over spinor
singleton states, that leads to (7.5.76), can be expressed as
1D1/2 = 1 Fodd = :
∑
n odd
1
n!
Nn|0〉〈0| : = : sinhN |0〉〈0| : . (7.8.8)
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One can now combine these two into the identity over the entire Fock module, obtaining
1D = ×× e
√
z|1/2, 0〉〈1/2, 0| ×× , (7.8.9)
that can be reinterpreted simply as the completeness of the Fock-space basis of states,
1D = 1 F =
∞∑
n=0
|n〉〈n| = :
∞∑
n=0
1
n!
Nn|0〉〈0| : = : eN |0〉〈0| : . (7.8.10)
The latter equations indeed simply amounts to the fact that the Fock-space vacuum-to-
vacuum projector |0〉〈0| admits the realization : e−N : . On the other hand, (7.8.7) and
(7.8.8) give the definitions of the projectors onto Feven and Fodd, respectively,
1 Feven = P+ =
1
2
(1 + Γ) , 1 Fodd = P− =
1
2
(1− Γ) , (7.8.11)
P± ⋆ P± = P± , (7.8.12)
where
Γ = : e−2N : , Γ ⋆ Γ = 1 (7.8.13)
(see Appendix I). The reflection of (7.8.9) gives the combination of scalar excitations in
the doubleton basis D⊗20 ⊕D⊗21/2 onto which the identity operator in the twisted adjoint
representation can be mapped,
|1 〉 = eiy|1/2, 0〉1|1/2, 0〉2 , (7.8.14)
where we have defined y ≡ √x = a†i (1)a† i(2).
The standard inner product on the Fock space induces the trace operation Tr. The
important feature of such realization is that one can normalize the reflector appearing in
the last equation. As reviewed in Appendix I for the simpler case of a single oscillator, to
any consistent inner-product law for the Fock module is associated a corresponding trace
operation in the space of operators f acting on that module. Now, there are two possible
trace operations which are consistent with the oscillator algebra, namely
Tr±(f) = TrD0(f)± TrD1/2(f) (7.8.15)
(note that these definitions are analogous to those given in Appendix I), where
TrD0(f) =
∞∑
k=0
〈2k|f |2k〉 , (7.8.16)
denotes the trace on the scalar singleton states, and
TrD1/2(f) =
∞∑
k=0
〈2k + 1|f |2k + 1〉 , (7.8.17)
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the trace on the spinor singleton states. This means that the trace of the identity operator
amounts to a sum of the multiplicities of each state |n〉 (that has spin s = n/2), i.e.
TrD0(1 ) =
∞∑
k=0
(2k + 1) ,
TrD1/2(1 ) =
∞∑
k=0
(2k + 1 + 1) . (7.8.18)
This can be summarized as
Tr±(1 ) =
∞∑
n=0
(±1)n (n+ 1) =
{ ∞ , for Tr+
1
4
for Tr−
,
Notice that only Tr− leads to a finite result, and for this to happen is also necessary to
compute Tr− over the full Fock space D0 ⊕D1/2, while the traces on D0 and D1/2 only
are necessarily divergent. Moreover, as shown in Appendix I, for an arbitrary element of
the oscillator algebra f = f(ai, a
† i), Tr−(f) actually coincides with Tr+((−1)N⋆ ⋆ f), and
the latter in its turn coincides with the supertrace operation Str(f) = f(0, 0) defined in
[63], up to an overall factor. With two oscillators, the precise relation is
Tr−(f) =
1
4
Str(f) =
1
4
f(0, 0) . (7.8.19)
7.9 Divergencies in the Perturbative Expansion and a Pro-
posal for Their Regularization
As we have already stressed, the map constructed above establishes a correspondence
between the master zero-form at a point in space-time and the physical fluctuation fields
with definite energy and so(3)-spin. In doing so, we have mapped fluctuations in field
strengths and scalar fields to nonpolynomial combinations of twisted adjoint elements. At
this point, however, a potential subtlety arises. As remarked in Section 5.2, the ⋆-product
of nonpolynomial generators will in general give rise to divergencies.
Indeed, the component-field expansions of the master fields A and Φ are formal sums
that are not subject to any convergence criteria. Once the master fields are constrained
on-shell (in the context of the weak-field expansion) the component fields Aµ,a(s−1),b(t) and
Φa(s+k),b(s) become identified with various non-linear and higher-derivative constructs built
from the physical scalar φ, metric gµν and higher-spin gauge tensor gauge fields ϕµ1...µs
(s = 4, 6, . . . ) defined in (3.1.87), (3.1.78) and (3.1.79), respectively. There is nothing, in
principle, that prevents the resulting (full) master fields A and Φ from having potentially
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divergent ⋆-product compositions11. Such divergencies do indeed arise in the composition
π(Φ)⋆Φ of linearized solutions (given by harmonic expansions), possibly jeopardizing the
weak-field expansion. However, due to the detailed nature of Vasiliev’s equations (having
to do with doubling of oscillators) it is possible that these divergencies do not affect the
actual higher-order corrections to the full master fields. In other words, there is some
evidence that the weak-field expansion of Vasiliev’s equations gives rise to well-defined
classical interactions vertices among states (one-particle as well as static states) with fixed
compact quantum numbers.
To understand why this can indeed be the case, we will use as a prototype example
the self-interaction of the lowest weight element T
(0)
(2ǫ0);(0)
in D = 4, that has the simple
form (7.3.15), i.e. Φ′ ≡ Φ|p = e−4E . At the second order in perturbation expansion, the
Z-dependence of the zero-form master field is given by
∂αΦ̂
′(2) = −Â′(1)α ⋆ Φ′ + Φ′ ⋆ π(Â′(1)α ) ≡ j(2)α (z) . (7.9.1)
The source term is of second order in Φ′, since
Â′(1)α = zα
∫ 1
0
dtΦ′(−zt, y¯)eityαzα , (7.9.2)
and in particular, substituting Φ′(y, y¯) = exp((σ0)αα˙yαy¯α˙) in the equation below, one finds
Â′(1)α ⋆ Φ
′ =
∂
∂ρα
∫ 1
0
dt
(
eity
αzα+ραzαΦ′(−zt, y¯) ⋆ Φ(y, y¯))
∼
∞∑
n=0
(n +
1
2
)tn + ... =
1
2
1 + t
(1− t)2 + ... (7.9.3)
where we only write the coefficient of the identity. This shows a divergency in the upper
bound of the integration domain, t = 1. However, being this an isolated singularity, one
can apply the method of regularization proposed in [97], and obtain a well-defined weak-
field expansion by circumventing the singularities that arise in the perturbative expansion
using a closed integration contour γ as
Φ̂′(n) =
∮
γ
dt
2πi
ln
(
t
1− t
)
zαj(n)α (zt) , (7.9.4)
11Divergencies were encountered recently in [99], where exact solutions of the non-minimal model based
on ho1(D + 1;C) were constructed using projectors P ∈ A obeying P ⋆ P = P . These solutions would
admit a consistent truncation to the minimal model provided τ(P ) = P . However, the projectors used
in [99], built using Fock-space methods, are not τ -invariant. The reason is that the naive attempt to
impose the τ -condition by replacing P by P + τ(P ) leads to divergencies residing in P ⋆τ(P ) that remain
unresolved at the level of the full Vasiliev equations (although, mathematically speaking, they are related
to the those arising in the harmonic expansion).
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where γ encircles the branch cut from t = 0 to t = 1 (similarly for A
′(n)
α , see [97])12.
This more general presentation of the weak-field expansion allows for singular initial data
for the evolution along Z. In the case of regular initial data, on the other hand, the
closed-contour can be collapsed onto the branch cut as to reproduce the open-contour
presentation.
An important subtlety however still needs to be resolved. Indeed, at every order in the
perturbative expansion one has to make sure that the source terms j
(n)
α (z) are finite, and
this request fixes γ. But at higher orders, the isolated singularity is pushed further and
further away from the origin of the complex t-plane, and the necessity of encircling it may
lead to losing the associativity of the ⋆-product composition, which is in its turn crucial
for the integrability of the equations. We hope this issue admits a resolution, which we
shall elaborate further on elsewhere.
12Notice that the presence of the t-dependent exponential eity
αzα in the sources leads to an essential
singularity at t =∞, which always prevents the closed-contour integrals from being trivial.
Chapter 8
Conclusions and Outlook
In this Thesis, I have reviewed in some detail the main features of interacting Higher-Spin
Gauge Theories focusing on the Vasiliev equations, and presented some original results
concerning the structure of the gauge algebra on which they are based and some new
exact solutions. As it can be appreciated from the review part of this work, the study
of HS gauge fields has made some very significant progress in the last twenty years, and
at the same time the importance of a better understanding of their dynamics has grown
considerably also due to the developments in different research fields, and most notably in
String Theory. As a result, HSGT as we know them today involve a number of physical
and formal tools and concepts that are not only fascinating and promising in themselves,
but also of potential interest to other fields at the forefront of research in High-Energy
Theoretical Physics.
The Vasiliev equations are arguably the most important achievement in HSGT ob-
tained so far, and are in fact the only known consistent set of equations encoding the full
dynamics of massless HS fields (at least in four dimensions, while for higher dimensions
this statement is so far limited to totally symmetric tensors). As we have seen, they en-
code a very complicate dynamics into a few elegant curvature constraints according to the
unfolded formulation. The latter has been the key to overcome the main obstacles to the
formulation of a consistent nonlinear theory of HS fields, and also enables a uniform treat-
ment of higher-derivative couplings together with, importantly, a background-independent
description. On the other hand, a conventional action principle from which the Vasiliev
equation descend is not known, at present, and in the unfolded scheme it might not be
easy to recover certain results that are instead more readily within reach in the known
low-spin Lagrangian Field Theory. Moreover, making contact with the known lower-spin
gauge theories is also not easy, at present: this is due to the fact that no consistent
truncation of the equations down to the lower-spin sector is known, as lower-spin fields
serve as sources for higher-spin fields, and some mechanism of spontaneous breaking of
the full HS symmetry must be known before one can turn off the couplings to HS fields
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consistently. However, as we hope we have made clear in this Thesis, the Vasiliev system
offers other important windows on the peculiar features of HS dynamics, and we believe
one should exploit such possibilities as much as possible.
For example, although the full equations in space-time are a system of formidable
complexity, and indeed are not even known in closed form at present, we can nonetheless
find exact solutions by exploiting their relatively simple form in the extended space (x, Z).
Indeed, the most important feature of the unfolded approach is that, roughly speaking,
it enables a trading of the space-time evolution for the fiber evolution, and this makes it
possible not only to write the field equations in a background-independent way, but also
to solve them by means of purely algebraic methods. For example, as we have explicitly
shown in Chapter 6, imposing symmetries on the zero-form, may simplify a lot the form
of the the fiber equations. Moreover, a large class of solutions to the latter can be found
by using projectors of the gauge algebra. The methods developed for the construction of
the exact solutions found so far [97, 99, 98] are likely to be useful to find new ones, and in
general the homotopy invariance of Vasiliev’s equations gives some hope in this sense. Of
particular interest is the research of a spherically symmetric solution, as well as of black
hole solutions. For example, the exact solution that describes the embedding of a BTZ
black hole in the three-dimensional HSGT (in which, however, higher-spin fields do not
carry local degrees of freedom), found in [98], might be elevated to the dynamically more
interesting case of D = 4.
The importance of such issues actually goes beyond the realm of higher spins. Since any
system admits an unfolded reformulation, one may even speculate that such algebraic
methods can be of use also in ordinary gravity, and that solutions could be obtained
algebraically starting from the knowledge of the Weyl zero-form at a point in space-time.
In this Thesis, starting from HS gauge theories in four dimensions based on infinite di-
mensional extensions of SO(5;C), we have determined their real forms in spacetimes with
Euclidean (4, 0) and Kleinian (2, 2) signature, in addition to the usual Lorentzian (3, 1)
signature. We have then found three new types of solutions in addition to the maximally
symmetric ones.
Type 1 solutions, which are invariant under an infinite dimensional extension of SO(4−
p, p), give us a nontrivial deformation of the maximally symmetric solutions, and depend
on a continuous real parameter as well as on an infinite set of discrete parameters. Interest-
ingly, a particular choice of the discrete parameters, in the limit of vanishing continuous
parameter, gives rise to a degenerate, indeed rank one, metric. Given that degenerate
metrics are known to play an important role in topology change in quantum gravity [94],
it is remarkable that such metrics emerge naturally in HS gauge theory.
Type 2 solutions, which provide another kind of deformation of the maximally symmetric
solutions, have a non-vanishing spinorial master one-form.
Type 3 solutions are particularly remarkable because all the higher spin fields are non-
vanishing, and the corresponding Weyl tensors furnish a higher spin generalization of Type
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D gravitational instantons. It would be interesting to apply the framework we have used
in this paper to finding pp-wave, black hole and domain wall solutions with non-vanishing
HS fields.
We stress that our models in Euclidean and Kleinian signatures are formulated using the
4D spinor-oscillator formulation. It would be interesting to compare these models to the
vector-oscillator formulation [72, 52], which exists in any dimension and signature, and
relies on the gauging of an internal sp(2) gauge symmetry (as briefly discussed in Chapter
3). At the full level, the vector-oscillator master field equations, in any dimension and
signature, are formulated using a single sp(2)-doublet Z-oscillator, leaving, apparently,
no room for parity violating interactions. The precise relation between the spinor and
vector-oscillator formulations in D = 4 therefore deserve further study.
In the context of supersymmetric field theories, including supergravity, the non-Lorentzian
signature typically presents obstacles, since the spinor properties are sensitive to the space-
time signature. Here, however, we have considered bosonic HS gauge theories in which
the spinor oscillators play an auxiliary role, and we have formulated the non-Lorentzian
signature theories with suitable definition of the spinors without having to face such ob-
stacles. Remarkably, non-supersymmetric 4D theories in Kleinian signature describing
self-dual gravity arise in worldsheet N = 2 supersymmetric string theories, known as
N = 2 strings. For reasons mentioned in the Introduction to this Chapter, it is an in-
teresting open problem to find a niche for Kleinian HS gauge theory in a variant of an
N = 2 string.
There are several other open problems that deserve investigation. To begin with, we
have not determined the symmetries of Type 2 and Type 3 solutions. moreover, as we
have seen, some of the solutions found so far admit an interesting cosmological inter-
pretation. However, the latter is not straightforward and, at present, cannot be carried
out in a HS covariant fashion. Indeed, there is no HS-invariant line element to describe
the geodesic motion of test particles and, consequently, to define the notions of horizons
and singularities in a sensible way. In order to do this, and to be able to characterize
the solutions physically, it would be of extreme importance to extend the set of invari-
ants under the infinitely many symmetries of HSGT. To date, a partial set of invariants
(6.3.118) has been constructed [97] only in terms of the master zero-form, while no ob-
servable that involves the master one-form has been found (although it is clear how to
to extend the construction to the case of one-forms). Moreover, while it may be useful
in its own right to determine whether our Type 3 solutions support a complex, possibly
Ka¨hler, structure up to a conformal scaling, such results may be limited in shedding light
to the geometry associated with infinitely many gauge fields present in HS gauge theory.
A proper formulation of the HS geometry would also provide a framework for constructing
the above-mentioned invariants that could distinguish the gauge inequivalent classes of
exact solutions.
It would also be interesting to study the fluctuations about our exact solutions, and ex-
CHAPTER 8. CONCLUSIONS AND OUTLOOK 193
plore their potential application in quantum gravity and cosmology. Similarities between
the frameworks for studying instanton and soliton solutions of the noncommutative field
theories (see, for example, [130]), and in particular open string field theory, are also worth
investigating.
As we have stressed, there are many reasons why it would be desirable to gain a better
understanding of the unfolded formulation and of the structure of the HS algebras. With
such motivations in mind, in Chapter 7 we have elaborated further on them, and on the
representations that are of relevance to the Vasiliev equations. In particular, an analysis
of the physical content of the Vasiliev system was developed, which is valid for arbitrary
signature, and is somehow in the spirit of the unfolded formulation. Indeed, as the study
of the chiral model in Chapter 6 puts in greater evidence, the field-strengths are the
natural place where to look for the physical degrees of freedom, and this raises the issue
of examining carefully how the local data is encoded in the zero-form master-field. This
is investigated in Chapter 7 in some detail and in a general way, and normalizable and
non-normalizable fluctuation fields carrying definite energy and spin quantum numbers
are shown to emerge, a priori, from the unfolding of the local data. In particular, some
nonperturbative solutions to the linearized equations originally found in [97] are nicely
seen to come out from this analysis. Although such states are nonunitary in the standard
inner product in AdS [133], they appear to be unitary in the inner product (., .)M based
on the trace operation defined in Chapter 7. It is however too early to understand what
this means in a quantum theory.
Moreover, the mapping developed in Chapter 7 might admit simple extensions to the
case of other interesting representations that we have not treated here, namely massive and
partially massless fields in maximally symmetric space-times with nonvanishing cosmo-
logical constant. A lagrangian formulation is known for the free massive case of arbitrary
spin, and massive fields are known to be related to the tensor product of three or more
singletons (although a complete classification is not available, at present). An appropriate
generalization of the map in [134] to multipletons might give an indication on the relevant
master-fields that would enter an unfolded formulation of massive fields. Moreover, in the
limit in which the mass of fields with spin s ≥ 2 becomes proportional to the cosmolog-
ical constant, with some precise real or imaginary factors, the theory acquires a partial
gauge invariance under transformation that have a lower rank parameter, compared to
the massless case, and at least two derivatives. Such fields are called “partially massless”,
and are peculiar to space-times with nonvanishing cosmological constant. Although both
a lagrangian and an unfolded description of such fields are available (see, for example,
[137] and references therein), to the best of our knowledge a group-theoretical one is still
unclear. The study carried on in Chapter 7 might shed some light on the corresponding
representations of the background isometry algebra and on the way they can be related
to its irreducible representations and their negative-energy counterparts. For example, it
might be the case that partially massless representations arise from the decomposition of
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the tensor product of the p-linetons presented in Chapter 7, through some analog of the
Flato-Fronsdal formula. We plan to study such issue in a future work.
Finally, let us mention that some other partial results, obtained in collaboration with
A. Sagnotti and P. Sundell [138], seem to point towards the possible existence of a non-
standard action principle for the Vasiliev equations. Although of BF type (an action of
this form was first considered in [79]), it seems that it can encode the correct local degrees
of freedom by virtue of the properties of unfolded systems. Moreover, the first attempts
at a quantization of a simple field theoretical model formulated in this way have given
some positive results. Although many related issues are unclear to us at present, a partial
analysis of the features of this “unfolded action” is encouraging, and shows once more
that a deeper understanding of the unfolded formulation would be of relevance also for
lower-spin gauge theories.
Appendix A
Gauging space-time symmetries
The usual Einstein-Hilbert action S[g] is invariant under diffeomorphisms. The same
is true for S[e, ω], defined by (2.2.4), since everything is written in terms of differential
forms. The action (2.2.4) is also manifestly invariant under local Lorentz transformations
δω = dǫ + [ω, ǫ] with gauge parameter ǫ = ǫabMab, because ǫa1...ad is an invariant tensor
of SO(D − 1, 1). The gauge formulation of gravity shares many common features with
a Yang-Mills theory formulated in terms of a connection ω taking values in the Poincare´
algebra.
However, gravity is actually not a Yang-Mills theory with Poincare´ as (internal) gauge
group. The aim of this section is to express precisely the distinction between internal and
space-time gauge symmetries.
To warm up, let us mention several obvious differences between Einstein-Cartan’s grav-
ity and Yang-Mills theory. First of all, the Poincare´ algebra iso(D−1, 1) is not semisimple
(since it is not a direct sum of simple Lie algebras, containing a nontrivial ideal spanned
by translations). Secondly, the action (2.2.4) cannot be written in a Yang-Mills form∫
Tr[F ∗F ]. Thirdly, the action (2.2.4) is not invariant under the gauge transformations
δω = dǫ + [ω, ǫ] generated by all Poincare´ algebra generators, i.e. with gauge param-
eter ǫ(x) = ǫa(x)Pa + ǫ
ab(x)Mab. For D > 3, the action (2.2.4) is invariant only when
ǫa = 0. (For D = 3, the action (2.2.4) describes a genuine Chern-Simons theory with
local ISO(2, 1) symmetries.)
This latter fact is not in contradiction with the fact that one actually gauges the
Poincare´ group in gravity. Indeed, the torsion constraint allows one to relate the local
translation parameter ǫa to the infinitesimal change of coordinates parameter ξµ. Indeed,
the infinitesimal diffeomorphism xµ → xµ + ξµ acts as the Lie derivative
δξ = Lξ ≡ iξd+ diξ ,
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where the inner product i is defined by
iξ ≡ ξµ ∂
∂(dxµ)
,
where the derivative is understood to act from the left. Any coordinate transformation
of the frame field can be written as
δξe
a = iξ(de
a) + d(iξe
a) = iξT
a + ǫabe
b +DLǫa︸ ︷︷ ︸
=δǫ ea
,
where the Poincare´ gauge parameter is given by ǫ = iξω. Therefore, when T
a vanishes
any coordinate transformation of the frame field can be interpreted as a local Poincare´
transformation of the frame field, and reciprocally.
To summarize, the Einstein-Cartan formulation of gravity is indeed a fibre bundle
construction where the Poincare´ algebra iso(D − 1, 1) is the fiber, ω the connection and
R the curvature, but, unlike for Yang-Mills theories, the equations of motion imposes
some constraints on the curvature (T a = 0), and some fields are auxiliary (ωab). A fully
covariant formulation is achieved in the AdS case with the aid of compensator formalism
as explained in Section 2.2.1.
Appendix B
Details of the Procedure of Factoring
out the Ideal I[V ]
In this Appendix we present some of the details of the procedure of factoring out the ideal
I[V ] defined in (3.1.9) from the enveloping algebra U of so(D + 1;C) defined in (3.1.4).
In general, suppose that I[V ] = V ⋆ U for an so(D + 1;C) irreducible element V =
λA1,...,AnVA1,...,An, where λ
A1,...,An ∈ C and VA1,...,An is a (Young projected) monomial built
from MAB and ηAB, thus obeying
[MBC , VA1,...,An]⋆ = 2iηA1[CVB],A2,...,An + · · ·+ 2iηAn[C|VA1,...,An−1,|B] . (B.0.1)
It follows that if X ∈ U , then X ⋆ V = V ⋆ X ′ for some X ′ ∈ U , so that the space I[V ]
is a both a left and right ideal in U , and it is equivalent to the right ideal generated by
right-multiplication by V , i.e. I[V ] = V ⋆ U = U ⋆ V . Thus, one may use the notation
X ⋆ V ⋆ X ′ ≃ 0 for all X,X ′ ∈ U . (B.0.2)
The above considerations can be extended straightforwardly to the case that V is re-
ducible.
Turning to the specific case of V given by (3.1.10) and (3.1.11), let us we show their
equivalence to (3.1.49). First, by decomposing VAB ≃ 0 and VABCD ≃ 0 under so(D;C)
one immediately arrives at (3.1.44)-(3.1.47). Formally, the so(D + 1;C)-irreducibility of
VAB ≃ 0 implies that V0′a ≃ 0 and Vab ≃ 0 follow from V0′0′ ≃ 0. Similarly, the constraint
Vabcd ≃ 0 follows from V0′abc ≃ 0. Explicitly, from the algebra and V0′0′ ≃ 0, and using
the fact that µ2 defined by (3.1.17) is a commuting element, it follows that
P a ⋆ Mab ≃Mba ⋆ P a ≃ i(ǫ0 + 1)Pb . (B.0.3)
The constraint (3.1.45) then follows immediately. Alternatively, one may compute V0′a =
− i
4
[Pa, P
b ⋆Pb]⋆ ≃ − i4 [Pa, µ2]⋆ = 0. Next, the algebra, eq. (B.0.3) and P a ⋆Pa ≃ µ2 imply
M(a
c ⋆ Mb)c ≃ −P(a ⋆ Pb) + µ2ηab , (B.0.4)
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that is, Vab ≃ 0. Similarly, the algebra implies that [P[a, V0′bcd]]⋆ is proportional to Vabcd,
so that V0′abc ≃ 0, i.e. P[a ⋆ Pb ⋆ Pc] ≃ 0, implies Vabcd ≃ 0, i.e. M[ab ⋆ Mcd] ≃ 0. Finally,
the value of µ2 is fixed from (3.1.48).
Next, let us use the contraction rules (3.1.49), (3.1.50) and (3.1.51) to derive the lemma
(3.1.55), that is, compute the coefficient
κn ≡ κn,0;1 . (B.0.5)
To do so, we demand that the right-hand side of (I.0.11) is traceless. To this end, we first
expand
ηbcP(b ⋆ Pc ⋆ Pa1 · · · ⋆ Pan−2) ≃ ǫ0P(a1 · · · ⋆ Pan−2)
+
2
n(n− 1)
∑
1≤i<j≤n
Pa1 · · · ⋆ Pai−1 ⋆ [Pb, Pai ⋆ · · · ⋆ Paj−2 ]⋆ ⋆ P b ⋆ Paj−1 ⋆ · · · ⋆ Pan−2) ,
where we have used (3.1.49), and proceed by calculating the terms in the sum up trace
parts, which only affect the higher traces in (I.0.11). Thus, for i = 1 and j = n, and using
also (3.1.50), we find that
[Pb, Pa1 ⋆ · · · ⋆ Pan−2 ]⋆ ⋆ P b
= iMba1 ⋆ Pa2 ⋆ · · · ⋆ Pan−2 ⋆ P b + Pa1 ⋆ (iMba2) ⋆ · · · ⋆ Pan−2 ⋆ P b + · · ·
≃ (ǫ0 + 1)Pa1 ⋆ · · · ⋆ Pan−2 + ηba2Pa1 ⋆ Pa3 ⋆ · · · ⋆ Pan−2 ⋆ P b
+Pa2 ⋆ (ηba3Pa2) ⋆ Pa4 ⋆ · · · ⋆ Pan−2 ⋆ P b + Pa2 ⋆ Pa3 ⋆ (ηba4Pa3) ⋆ Pa5 ⋆ · · · ⋆ Pan−2 ⋆ P b + · · ·
+(ǫ0 + 1)Pa1 ⋆ · · · ⋆ Pan−2 + Pa2 ⋆ (ηba3Pa2) ⋆ Pa4 ⋆ · · · ⋆ Pan−2 ⋆ P b + · · ·
+ · · ·
+O(η)
=
(
(n− 2)(ǫ0 + 1) + 12(n− 2)(n− 3)
)
Pa1 ⋆ · · · ⋆ Pan−2 +O(η) , (B.0.6)
where the symmetrization on a1 · · · an−2 has been suppressed. The contributions from the
terms with j = n and i = 1+ k for k = 0, . . . , n− 2 are obtained by letting n→ n− k in
(B.0.6), and their sum is given by
n−2∑
k=0
k(ǫ0 + 1 +
1
2
(k − 1))P(a1 ⋆ · · · ⋆ Pan−2) = 16(n− 1)(n− 2)(n+ 3ǫ0)P(a1 ⋆ · · · ⋆ Pan−2)(B.0.7)
plus trace parts. The contributions from the the terms with j = n−k for k = 0, . . . , n−2
are obtained by letting n→ n− k in (B.0.7), and their sum is given by P(a1 ⋆ · · · ⋆ Pan−2)
times the numerical factor
1
6
n−2∑
k=0
(n− 1− k)(n− 2− k)(n− k + 3ǫ0) = 124n(n− 1)(n− 2)(n+ 4ǫ0 + 1) .(B.0.8)
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Hence,
ηbcP(b ⋆ Pc ⋆ Pa1 · · · ⋆ Pan−2) ≃
(
ǫ0 +
1
12
(n− 2)(n+ 4ǫ0 + 1)
)
P(a1 ⋆ · · · ⋆ Pan−2) +O(η)
= 1
12
(n + 1)(n+ 4ǫ0 − 2)P(a1 ⋆ · · · ⋆ Pan−2) . (B.0.9)
On the other hand, tracing the second term on the right hand side of (I.0.11), we find κn
times
ηbcη(bcPa1 ⋆ · · · ⋆ Pan−2) =
2(2(n− 2) + 2ǫ0 + 3)
n(n− 1) P(a1 ⋆ · · · ⋆ Pan−2) +O(η) .(B.0.10)
The tracelessness of the right hand side of (I.0.11) thus requires
1
12
(n+ 1)(n+ 4ǫ0 − 2) + 2(2n+ 2ǫ0 − 1)
n(n− 1) κn = 0 , (B.0.11)
which is equivalent to (3.1.56).
Finally, let us show (3.1.58) in the case of s = 0, where it reads
AcPaTb(n) = {Pa, Tb(n)}⋆ = 2Tab(n) + 2l(0)n ηa{b1Tb(n−1)} , (B.0.12)
where, in the second term, the symmetric and traceless projection
ηa{b1Tb(n−1)} ≡ ηa(b1Tb(n−1)) + αnη(b1b2Tb(n−2))a , αn = αn,0 = −
n− 1
2(n + ǫ0 − 12)
,(B.0.13)
and the coefficient
λ(0)n =
n(n+ 2ǫ0 − 1)(n+ 1)
8(n+ ǫ0 +
1
2
)
. (B.0.14)
Let us first compute this coefficient by imposing the trace conditions on (B.0.12) using
the contraction rules (3.1.49), (3.1.50) and (3.1.51). Thus, we contract (B.0.12) by ηabn ,
which yields
{P a, Tab(n−1)}⋆ = λ(0)n ηacηa{b1Tb(n−2)c} . (B.0.15)
On the right hand side, we use (B.0.13), and calculate
ηacηa{b1Tb(n−2)c} =
(n+ 2ǫ0 + 2)(n+ ǫ0 − 12)− n + 1
n(n + ǫ0 − 12)
Tb(n−1)
=
(n+ ǫ0 +
1
2
)(n+ 2ǫ0)
n(n+ ǫ0 − 12)
Tb(n−1) , (B.0.16)
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so that
{P a, Tab(n−1)}⋆ = λ(0)n
(n+ ǫ0 +
1
2
)(n+ 2ǫ0)
n(n+ ǫ0 − 12)
Tb(n−1) . (B.0.17)
On the left hand side, we first use P a ⋆ Tab(n−1) = Tab(n−1) ⋆P a, which can be shown using
the anti-automorphism τ in (5.2.15). To calculate P a ⋆ Tab(n−1) we use the lemma (I.0.11)
and the ideal contraction rules (3.1.49) and (3.1.50):
P a ⋆ Tab(n−1) =
1
n
P a ⋆
n∑
i=1
P(b1 ⋆ · · ·Pbi−1| ⋆ Pa ⋆ P|bi ⋆ · · · ⋆ Pbn−1)
+
2κn
n
P(b1 ⋆ · · · ⋆ Pbn−1) +O(η)
≃
(
ǫ0 +
1
2
(ǫ0 + 1)(n− 1) + 16(n− 1)(n− 2) +
2κn
n
)
P(b1 ⋆ · · · ⋆ Pbn−1) +O(η)
=
(n+ 2ǫ0)(n + 2ǫ0 − 1)(n+ 1)
8(n+ ǫ0 − 12)
P(b1 ⋆ · · · ⋆ Pbn−1) +O(η)
=
(n+ 2ǫ0)(n + 2ǫ0 − 1)(n+ 1)
8(n+ ǫ0 − 12)
Tb(n−1) +O(η) , (B.0.18)
where we note that the trace parts (which are irrelevant for our calculations) must cancel
among themselves. Substituting back into (B.0.17), we finally obtain (B.0.14).
As a check of (B.0.12), one may verify the closure relation
[AcPa ,AcPb]Tc(n) = iA˜dMabTc(n) . (B.0.19)
Using (B.0.12), the left hand side can be expanded as
2A˜dPaTbc(n) + 2λ
(0)
n ηb{c1|A˜dPaT|c(n−1)} − (a↔ b)
= 4λ
(0)
n+1ηa{bTc(n)} + 4λ
(0)
n ηb{c1Tc(n−1)}a + 4λ
(0)
n λ
(0)
n−1ηb{c1|ηa|c2T|c(n−2)} − (a↔ b) .(B.0.20)
The last term cancel upon the anti-symmetrization in a and b, as can be seen by expanding
it explicitly using (B.0.13):
ηb{c1|ηa|c2T|c(n−2)} − (a↔ b)
= ηbc1
(
ηac2Tc(n−2) + αn−1ηc2c3Tc(n−3)a
)
+ αnηc1c2
(
ηa(c3Tc(n−3)b) + αn−1η(c3c4Tc(n−4)b)a
)− (a↔ b)
=
(
αn−1 − n− 2
n− 1αn +
2αnαn−1
n− 1
)
ηbc1ηc2c3Tc(n−3)a = 0 , (B.0.21)
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where the symmetrization on c1, . . . , cn has been suppressed. Expanding the two first
terms in (B.0.20) using (B.0.13) and (B.0.14), one finds
4λ
(0)
n+1
(
ηa(bTc(n)) + αn+1η(bc1Tc(n−1))a
)
+ 4λ(0)n
(
ηb(c1Tc(n−1))a + αnη(c1c2Tc(n−2))ba
)− (a↔ b)
= 8
(
nλ
(0)
n+1
n+ 1
− 2αn+1λ
(0)
n+1
n+ 1
− λ(0)n
)
ηc1[aTb]c(n−1)
= 2nηc1[aTb]c(n−1) , (B.0.22)
which one identifies as the right hand side of (B.0.19).
Appendix C
Quadratic and Quartic Casimir
Operators
The quadratic and and quartic Casimir operators of so(D + 1;C) are defined by
C2[so(D + 1;C)] =
1
2
MAB ⋆ MAB , (C.0.1)
C4[so(D + 1;C)] =
1
2
MA
B ⋆ MB
C ⋆ MC
D ⋆ MD
A . (C.0.2)
Acting on lowest and highest weight states |e0; s0〉±, which are annihilated by L∓r , they
can be rewritten using (3.2.12)-(3.2.15), and the resulting values are
C2[so(D + 1;C)]|e0; s0] = e0(e0 ∓ (D − 1)) + C2[so(D − 1;C)|s0] (C.0.3)
C4[so(D + 1;C)|e0; s0]| = e0(e0 ∓ (D − 1))
(
e0(e0 ∓ (D − 1)) + 12(D − 1)(D − 2)
)
+C4[so(D − 1;C)|s0]− C2[so(D − 1;C)|s0] , (C.0.4)
where the Casimir operators that are quadratic and quartic in angular momenta are
defined by
C2[so(D − 1;C)] = 12M rsMrs , (C.0.5)
C4[so(D − 1;C)] = 12Mrs ⋆ Mst ⋆ Mtu ⋆ Mur , (C.0.6)
and given in the so(D − 1;C) irrep with highest weight s0 = (m1, . . . , mν−1) by
C2[so(D − 1;C)|s0] =
ν−1∑
k=1
mk(mk +Dk) , (C.0.7)
C4[so(D − 1;C)|s0] =
ν−1∑
k=1
mk(mk +Dk)
(
mk(mk +Dk) +
1
2
(Dk)(Dk − 1) + 1− k
)
,(C.0.8)
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where Dk = D−1−2k. The latter two equations follow by recursive use of (??) and (??)
in the case of a highest weight state.
To evaluate the Casimir operators in ℓth level of the adjoint representation, defined
in (3.1.71), we use (C.0.3) and (C.0.3) with the highest weight (2ℓ + 1, 2ℓ + 1), which
immediately gives (7.1.47) and (7.1.48) (with s = 2ℓ+ 2). The same values follow for the
massless lowest weight and highest weight spaces D±(±(s+ 2ǫ0); (s)). In the twisted ad-
joint representation, we first rewrite the π-twisted commutators in terms of commutators
plus terms that can be calculated directly using the contraction rule (3.1.49). In the case
of the quadratic Casimir we find
A˜dC2[so(D+1;C)](S) = AdC2[so(D;C)](S)− {P a, {Pa, S}⋆}⋆
= AdC2[so(D;C)](S)− 2ǫ0S − 2P a ⋆ S ⋆ Pa
= AdC2[so(D+1;C)](Sℓ) + 4P
a ⋆ S ⋆ Pa , (C.0.9)
from which P a ⋆ S ⋆ Pa can be eliminated, which yields the explicit formula
T (C2[so(D + 1;C)])(S) = 2AdC2[so(D;C)](S)−AdC2[so(D+1;C)](Sℓ)− 4ǫ0S .(C.0.10)
At the ℓth level, defined by (3.1.83), the elements Sℓ carry highest weights (s+ k, s) and
(s + k, s + k) with s = 2ℓ + 2 and k = 0, 1, . . . , of (the adjoint actions) of so(D;C) and
so(D + 1;C), respectively, and we find that for all k
T (C2[so(D + 1;C)])(Sℓ) = (2C2[so(D;C)|(s+ k, s)]− C2[so(D + 1;C)|(s+ k, s+ k)]− 4ǫ0)Sℓ
= (2C2[so(D;C)|(s, s)]− C2[so(D + 1;C)|(s, s)]− 4ǫ0)Sℓ
= C2[so(D + 1;C)|ℓ]Sℓ . (C.0.11)
Similarly, in the case of the quartic Casimir,
A˜dC4[so(D+1;C)](S) = AdC4[so(D;C)](S) +
+1
2
[Ma
b, [Mb
c, {Pc, {P a, S}⋆}⋆]⋆]⋆ + 12 [Mab, {Pb, {P c, [Mca, S]⋆}⋆}⋆]⋆
+1
2
{Pa, {P b, [Mbc, [Mca, S]⋆]⋆}⋆}⋆ ++12{P a, [Mab, [Mbc, {Pc, S}⋆]⋆]⋆}⋆
+1
2
{Pa, {P b, {Pb, {P a, S}⋆}⋆}⋆}⋆ ++12{P a, {Pb, {P b, {Pb, S}⋆}⋆}⋆}⋆
= AdC4[so(D;C)](S) + C+(S) + C−(S)
= AdC4[so(D+1;C)](S) + 2C−(S) , (C.0.12)
where C+(S) and C−(S) are the terms with an even and odd number of translation
generators standing to the right of S, respectively. Eliminating C−(S) leads to
A˜dC4[so(D+1;C)](S) = 2AdC4[so(D;C)](S)−AdC4[so(D+1;C)](S) + 2C+(S) . (C.0.13)
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The quantity C+(S) can be calculated using of (3.1.50), (B.0.4), and Mab ⋆ S ⋆ M
ab =
−AdC2[so(D;C)](S) + {Mab ⋆ Mab, S}⋆, and one finds
C+(S) = AdC2[so(D;C)](S)− 2ǫ0(2ǫ20 − ǫ0 + 1)S . (C.0.14)
Thus, using the above assignments of highest weights for Sℓ, we find that
A˜dC4[so(D+1;C)](Sℓ) = (C4[so(D;C)|(s+ k, s)]− C4[so(D + 1;C)|(s+ k, s+ k)])Sℓ
+
(
C2[so(D;C)|(s+ k, s)]− 4ǫ0(2ǫ20 − ǫ0 + 1)
)
Sℓ
= C4[so(D + 1;C)|ℓ]Sℓ . (C.0.15)
Appendix D
Computing AcPaTb(n),c(m) from the
Mass Formula
In this Appendix we shall derive the expression (3.1.64) for the coefficient λ
(s)
k in (3.1.58)
using the Casimir relation (7.4.12), or, equivalently, the linearized zero-form constraint
(7.4.6) and the Weyl-tensor mass formula (7.4.10).
Let us begin with the case of s = 0, where (3.1.58) reduces to (B.0.12). Starting from
the linearized zero-form master constraint (7.4.5), i.e. ∇Φ(0) − iea{Pa,Φ(0)}⋆ = 0, and
expanding Φ(0) using (7.6.16), we obtain the component form (7.4.6) of the constraint for
s = 0, that is
∇bΦa(n) − 2nηb{a1Φa(n−1)} +
2λ
(0)
n
n+ 1
Φba(n) = 0 , (D.0.1)
where we recall the definition (B.0.13) of the symmetric and traceless projection ηb{a1Φa(n−1).
The symmetric traceless part of (D.0.1) immediately gives (7.4.7) for s = 0, while the trace
part of (D.0.1) can be used to derive the masses (7.4.10) for s = 0. to this end, one first
contracts (D.0.1) with ∇b, which yields
∇2Φa(n) − 2nηbc
(
ηb(a1|∇cΦ|a(n−1)) + αnη(a1a2|∇cΦ|a(n−2))b
)
+
2λ
(0)
n+1
n + 1
∇bΦba(n) = 0 .(D.0.2)
One then substitutes ∇cΦa(n−1) and ∇cΦa(n1) using (7.4.7), and takes the symmetric and
traceless projection in a(n), which leads to
∇2Φa(n) + 4λ(0)n Φa(n) + 4λ(0)n+1ηbc
(
ηc(bΦa(n)) + αn+1η(ba1Φa(n−1))c
)
= 0 . (D.0.3)
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Performing the traces, one ends up with the following expression for the mass:
m20,n = −4λ(0)n − 4λ(0)n+1
1
n + 1
(
n + 2ǫ0 + 3− n
n+ ǫ0 +
1
2
)
= −4l(0)n − 4l(0)n+1
(n+ 2ǫ0 + 1)(n+ ǫ0 +
3
2
)
(n+ 1)(n+ ǫ0 +
1
2
)
. (D.0.4)
Inserting (B.0.14), this expressions can be simplified, with the result
m20,n = −(n2 + (2ǫ0 + 1)n+ 4ǫ0) , (D.0.5)
in agreement with (7.4.10) for s = 0.
Turning to the case of general s, we use (3.1.58) and the expansion (7.6.16) in the
linearized zero-form master constraint (7.4.5):
0 = ∇cΦ− i{Pc,Φ}⋆
=
∑
s,n
in
n!
T a(s+n),b(s)∇cΦa(s+n),b(s) −
∑
s,n
in+1
n!
2∆n+s,sTc
a(s+n),b(s)Φa(s+n),b(s)
−
∑
s,n
in+1
n!
2λ(s)n ηc〈aTa(s+n−1),b(s)〉Φ
a(s+n),b(s) . (D.0.6)
To read off the corresponding component equations, we rewrite the middle term using
Tc
a(s+n),b(s)Φa(s+n),b(s) = T
a(s+n+1),b(s)ηc(aΦa(s+n)),b(s) = T
a(s+n+1),b(s)ηc{aΦa(s+n),b(s)} ,(D.0.7)
and the last term using
ηc{aTa(s+n−1),b(s)}Φa(s+n),b(s) =
(
ηc(aTa(s+n−1)),b(s) + (ηaa and ηab traces)
)
Φa(s+n),b(s)
= ηc(aTa(s+n−1)),b(s)Φa(s+n),b(s) = Ta(s+n−1),b(s)Φc{a(s+n−1),b(s)} , (D.0.8)
after which we arrive at (7.4.6). Contracting by ∇c and we get
∇2Φa(s+n),b(s) = 2n∆s+n−1,sηcd∇dηc{aΦa(s+n−1),b(s)} − 2λ
(s)
n+1
n+ 1
ηcd∇dΦc{a(s+n),b(s)} ,(D.0.9)
where we recall that ηc{aΦa(s+n−1),b(s)} is given by (3.1.59). The next step is to use (7.4.6)
to substitute the gradients on the right hand side. In the first term we obtain
−4∆s+n−1,sλ(s)n ηcd
(
ηcaΦd〈a(s+n−1),b(s)〉 + αs+n,sηa(2)Φd〈a(s+n−2)c,b(s)〉
+βs+n,sηa(2)Φd〈a(n+s−2)b,cb(s−1)〉 + γs+n,sηabΦd〈a(s+n−1),cb(s−1)〉
)
= −4∆s+n−1,sλ(s)n Φa〈a(s+n−1),b(s)〉
= −4∆s+n−1,sλ(s)n ∆˜s+n,sΦa(s+n),b(s) , (D.0.10)
APPENDIX D. COMPUTING ACPATB(N),C(M) FROM THE MASS FORMULA 207
where the intermediate 〈· · · 〉 Young projections imposed prior to the final symmetrization
on a and b indices, and the coefficient ∆˜s+n,s is defined by
Φa〈a(s+n−1),b(s)〉 = ∆˜s+n,sΦa(s+n),b(s) . (D.0.11)
To compute this coefficient, we expand the left hand side using the definition of the Young
projector:
Φa〈a(s+n−1),b(s)〉 =
(s+ n− 1)!s!
(s+ n) · · · (n+ 1)(n− 1) · · ·1× s!
s∑
k=0
(−1)k
(
s
k
)
Φa(s+n−k)b(k),a(k)b(s−k) .(D.0.12)
In the kth term, we cycle the b-indices back to their original position, using Φ(a(s−k)b(k),a1)a(k−1)b(s−k) =
0, which yields
Φa(s−k)b(k),a(k)b(s−k) = − k
s + n− k + 1Φa(s−k+1)b(k−1),a(k−1)b(s−k+1) =
(−1)k(
s+n
k
) Φa(s),b(s) .(D.0.13)
Thus,
∆˜s+n,s =
n
s+ n
s∑
k=0
(
s
k
)(
s+n
k
) = n
s+ n
1
(s+ 1)n
s∑
k=0
(s+ 1− k)n = n
s+ n
s+ n + 1
n + 1
.(D.0.14)
Using also (3.1.60), the first term on the right-hand side of (D.0.9) is found to be
−4∆s+n−1,sλ(s)n ∆˜s+n,s = −4λ(s)n . (D.0.15)
Turning to the second term, substitution of the gradient yields
−4λ(s)n+1∆s+n,sηcdηc{dΦ{a(s+n),b(s)}}
= −4λ(s)n+1∆s+n,s
1
n + s+ 1
(
s + n+ 2ǫ0 + 3 + 2αs+n+1,s − 2βs+n+1,s
s+ n
+ γs+n+1,s
)
Φa(s+n),b(s)
= −4λ(s)n+1∆s+n,s
(n + s+ 2ǫ0)(n + s+ ǫ0 +
3
2
)(n+ 2s+ 2ǫ0 + 1)
(n+ s + 1)(n+ 2s+ 2ǫ0)(n+ s+ ǫ0 +
1
2
)
Φa(s+n),b(s) . (D.0.16)
Thus, upon adding the two contributions, we find
m2s,n = −4λ(s)n − 4λ(s)n+1∆s+n,s
(n+ s+ 2ǫ0)(n+ s+ ǫ0 +
3
2
)(n + 2s+ 2ǫ0 + 1)
(n+ s+ 1)(n+ 2s+ 2ǫ0)(n+ s+ ǫ0 +
1
2
)
,(D.0.17)
where m2s,n = −4ǫ0 − 2s − (n + 2s + 2ǫ0 + 1)n, which serves as a recursion relation for
determining λ
(s)
n , given the initial datum λ
(s)
0 = 0, with solution given by (3.1.64).
Appendix E
Two-Component Spinor and
Curvature Conventions
We use conventions in which the generators of the various real forms of SO(5;C) obey
[MAB,MCD] = 4iη[C|[BMA]|D] , (MAB)† = σ(MAB) , (E.0.1)
with ηAB = (ηab;−λ2), where ηab specifies the signature of the tangent space. Under
MAB → (Mab, Pa), the commutation relations decompose into
[Mab,Mcd]⋆ = 4iη[c|[bMa]|d] , [Mab, Pc]⋆ = 2iηc[bPa] , [Pa, Pb]⋆ = iλ2Mab .
(E.0.2)
The corresponding oscillator realization is taken to be (3.3.23), which we repeat here for
convenience
Mab = −1
8
[
(σab)
αβyαyβ + (σ¯ab)
α˙β˙ y˜α˙y¯β˙
]
, Pa =
λ
4
(σa)
αβ˙yαy¯β˙ . (E.0.3)
Here, the van der Waerden symbols obey
(σa)α
α˙(σ¯b)α˙
β = ηabδβα + (σ
ab)α
β , (σ¯a)α˙
α(σb)α
β˙ = ηabδβ˙α˙ + (σ¯
ab)α˙
β˙ ,(E.0.4)
1
2
ǫabcd(σ
cd)αβ =
{
(σab)αβ , (4, 0) and (2, 2) signature ,
i(σab)αβ , (3, 1) signature ,
(E.0.5)
and reality conditions
((σa)αβ˙)
† =

−(σ¯a)β˙α = −(σa)αβ˙ for SU(2) ,
(σ¯a)α˙β = (σ
a)βα˙ for SL(2,C) ,
(σ¯a)β˙α = (σ
a)αβ˙ for Sp(2) ,
(E.0.6)
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and
((σab)αβ)
† =

(σab)αβ for SU(2) ,
(σ¯ab)α˙β˙ for SL(2,C) ,
(σab)αβ for Sp(2) .
(E.0.7)
The reality conditions on spinor oscillators are given in (6.2.25), (6.2.26) and (6.2.27).
Spinor indices are raised and lowered according to the following conventions, Aα = ǫαβAβ,
Aα = A
βǫβα, where
ǫαβǫγδ = 2δ
αβ
γδ , ǫ
αβǫαγ = δ
β
γ , (E.0.8)
and
(ǫαβ)
† =

ǫαβ for SU(2) ,
ǫα˙β˙ for SL(2,C) ,
ǫαβ for Sp(2) .
(E.0.9)
One may use the following convenient representations:
SU(2) : σa = (i, σi) , σ¯a = (−i, σi) , ǫ = iσ2 ; (E.0.10)
SL(2,C) : σa = (−iσ2,−iσiσ2) , σ¯a = (−iσ2, iσ2σi) , ǫ = iσ2 ;(E.0.11)
Sp(2) : σa = (1, σ˜i) , σ¯a = (−1, σ˜i) , ǫ = iσ2 , (E.0.12)
where in the last case σ˜i = (σ1, iσ2, σ3). The real form of the so(5;C)-valued connection
Ω can be expressed, using (6.2.57) and (E.0.3), as
Ω =
1
4i
dxµ
[
ωαβµ yαyβ + ωµ
α˙β˙ y¯α˙y¯β˙ + 2e
αβ˙
µ yαy¯β˙
]
, (E.0.13)
where
ωαβ = −1
4
(σab)
αβ ωab , ω¯α˙β˙ = −1
4
(σ¯ab)
α˙β˙ ωab , eαα˙ = λ
2
(σa)
αα˙ ea . (E.0.14)
Likewise, for the curvature R = dΩ+ Ω ⋆ Ω one finds
Rαβ = dωαβ + ωαγ ∧ ωβγ + eαδ˙ ∧ eβδ˙ , (E.0.15)
Rα˙β˙ = dωα˙β˙ + ωα˙γ˙ ∧ ωβ˙ γ˙ + eδα˙ ∧ eδβ˙ , (E.0.16)
Rαβ˙ = deαβ˙ + ωαγ ∧ eγ β˙ + ωβ˙δ˙ ∧ eαδ˙ , (E.0.17)
and
Rab = dωab + ωac ∧ ωcb + λ2ea ∧ eb , Ra = dea + ωab ∧ eb . (E.0.18)
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Setting R = 0 gives the Riemann tensor
Rµν,ρσ = −λ2 (gµρgνσ − gνρgµσ) , (E.0.19)
corresponding to the maximally symmetric vacuum solution of gravity with action
S =
1
16πG4
∫
d4x
√−g(R− 2Λ) , Λ = −3λ2 . (E.0.20)
Appendix F
Further Notation Used for the
Solutions
The gauge function L(x; y, y¯) defined in (6.3.19) can be written as
L =
2h
1 + h
exp(−iyay¯) , (F.0.1)
where
aαα˙ =
λxαα˙
1 + h
, xαα˙ = (σ
a)αα˙xa , (F.0.2)
x2 = ηabx
axb , h =
√
1− λ2x2 . (F.0.3)
Useful relations that follow from these definitions are
a2 =
1− h
1 + h
, h =
1− a2
1 + a2
. (F.0.4)
The Maurer-Cartan form based on L defined in (6.3.19) yields the the vierbein and Lorentz
connection
e(0)
αα˙ = −λ(σ
a)αα˙dxa
h2
, ω(0)
αβ = −λ
2(σab)αβdxaxb
h2
, (F.0.5)
with Riemann tensor given by
R(0)µν,ρσ = −λ2
(
g(0)µρg(0)νσ − g(0)νρg(0)µσ
)
. (F.0.6)
In the case of type 3 solutions, a useful definition is
bαβ = 2λ(αµβ) , λ
αµα =
i
2
. (F.0.7)
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It obeys the relation (b2)α
β = −1
4
δβα and it defines an almost complex structure via the
relations (see, for example, [132])
bαβ =
1
8
(σab)αβ Jab , Jab = (σab)
αβ bαβ , Ja
cJc
b = −δba . (F.0.8)
Similarly, using the definition
b˜αβ = a
−2(ab¯a¯)αβ , (F.0.9)
we have the relations
b˜αβ =
1
8
(σab)αβ J˜ab , J˜ab = (σab)
αβ b˜αβ , J˜a
cJ˜c
b = −δba . (F.0.10)
Finally, we have the following definition for spinors used in describing a Type 3 solution:
Uα˙ =
xa√
x2
(σ¯aλ)α˙ , Vα˙ =
xa√
x2
(σ¯aµ)α˙ . (F.0.11)
Appendix G
Weyl-ordered Projectors
Weyl-ordered projectors P (y, y¯) can be constructed by recombining (y, y¯) into a pair of
Heisenberg oscillators (ai, b
j) (i, j = 1, 2) obeying
[ai, b
j ]⋆ = δ
j
i . (G.0.1)
For example, one can take
a1 = u = λ
αyα , b
1 = v = µαyα , (G.0.2)
a2 = u¯ = λ¯
α˙y¯α˙ , b
2 = v¯ = µ¯α˙y¯α˙ , (G.0.3)
where the constant spinors are normalized as
λαµα =
i
2
, λ¯α˙µ¯α˙ =
i
2
. (G.0.4)
The projectors, obeying the appropriate reality conditions, take the form
P =
∑
n1,n2∈ Z+12
θn1,n2Pn1,n2 , P¯ =
∑
n1,n2∈ Z+12
θ¯n1,n2Pn1,n2 , (G.0.5)
where θn1,n2 ∈ {0, 1} and θ¯n1,n2 ∈ {0, 1}, with
(3, 1) signature : θn1,n2 = θ¯n1,n2 , (G.0.6)
(4, 0) and (2, 2) signatures : θn1,n2 , θ¯n1,n2 independent , (G.0.7)
and
Pn1,n2 = 4(−1)n1+n2−
ǫ1+ǫ2
2 e−2
P
i ǫiwiL
n1− ǫ12
(4ǫ1w1)Ln2− ǫ22
(4ǫ2w2) , (G.0.8)
wi = b
iai = b
i ⋆ ai +
1
2
= ai ⋆ b
i − 1
2
(no sum) , (G.0.9)
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with ǫi = ni/|ni| and Ln(x) = 1n!ex d
n
dxn
(e−xxn) are the Laguerre polynomials. The projector
property of P and P¯ follows from
Pm1,m2 ⋆ Pn1,n2 = δm1n1δm2n2Pn1,n2 , (G.0.10)
(wi − ni) ⋆ Pn1,n2 = 0 , (G.0.11)
τ(Pn1,n2) = P−n1,−n2 . (G.0.12)
Here, wi − 12 is the Weyl-ordered form of the number operator, and
2(−1)ni− ǫi2 e−2ǫiwiL
ni− ǫi2
(4ǫiwi) =
{ |ni〉〈ni| for ni > 0
(−1)−ni−12 |ni〉〈ni| for ni < 0
(G.0.13)
where |ni〉 = (bi)
ni−
1
2r
(ni−12 )!
|0〉 with ni > 0 belongs to the standard Fock space, built by acting
with bi on the ground state |0〉 obeying ai|0〉 = 0, while |ni〉 = (ai)
−ni−
1
2r
(−ni−12 )!
|0˜〉 for ni < 0 are
anti-Fock space states, built by acting with ai on the anti-ground state |0˜〉 = 0 obeying
bi|0˜〉 = 0. Equation (G.0.10) holds formally, since the inner product between a Fock space
state and an anti-Fock space state vanishes. However, the corresponding Weyl-ordered
projectors have divergent ⋆-products, as can be seen from the lemma
esuv ⋆ etuv =
1
1 + st
4
exp
(
s+ t
1 + st
4
uv
)
. (G.0.14)
Thus, lacking, at present, a suitable regularization scheme that does not violate associa-
tivity and other basic properties of the ⋆-product algebra, we shall restrict our attention
to projectors that are constructed in either the Fock space or the anti-Fock space, i.e.
θn1,n2 = 1 only if (n1, n2) ∈ Q , (G.0.15)
where Q is anyone of the four quadrants in the (n1, n2) plane. From (G.0.12), it fol-
lows that these projectors are not invariant under the τ map, and therefore the master
fields Type 2 and Type 3 solutions will be those of the non-minimal model, where the τ
conditions are relaxed to ππ¯ conditions, which are certainly satisfied.
We also note that in order to solve the higher-spin equations it is essential that
[P, P¯ ]⋆ =
∑
n1,n2
(θn1,n2 θ¯n1,n2 − θ¯n1,n2θn1,n2)Pn1,n2 = 0 , (G.0.16)
which holds for independent θn1,n2 and θ¯n1,n2 parameters (in the Euclidean and Kleinian
signatures). Moreover, one can work with a reduced set of oscillators, say a1 = u and
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b1 = v, by taking θn1,n2 = θ(±n2)θn1 , where θ(x) = 0 for x < 0 and θ(x) = 1 for x > 0,
and summing over all values of n2 using
∞∑
k=0
tkLk(x) = (1− t)−1 exp(−xt(1 − t)−1) . (G.0.17)
Setting n = n1 and ǫ = ǫ1, this leads to
P =
∑
n∈ Z+1
2
θnPn , P¯ =
∑
n∈ Z+1
2
θ¯nPn (G.0.18)
Pn = 2(−1)n−
ǫ
2 e−2ǫuvLn(4ǫuv) , (G.0.19)
with suitable reality conditions on the θn parameters. Finally, setting θn = θ(±n), and
using (G.0.17) once more, one finds that setting all θ-parameters equal to 1 gives P = 1.
Appendix H
Calculation of V = L−1 ⋆ P ⋆ L
In this Appendix we compute V = L−1 ⋆ P ⋆ L where L is the gauge function given in
(F.0.1) and P is a projector of the form given in (G.0.5). Let us begin by considering the
case of P = P1
2
= 2e−2uv, i.e.
V =
8h2
(1 + h)2
eiyay¯ ⋆ eyby ⋆ e−iyay¯ , (H.0.1)
where yay¯ = yαaα
α˙y¯α˙ and yby = y
αbα
βyβ, with aαα˙ and bαβ given by (F.0.2) and (F.0.7).
The first ⋆-product can be performed treating the integration variables (ξα, ηα) and (ξ¯α˙, η¯α˙)
as separate real variables. Using the formulae (B.1) provided in [97], we find
V =
8h2
(1 + h)2
eiyay¯+(y−y¯a)b(y+ay¯) ⋆ e−iyay¯ . (H.0.2)
The remaining ⋆-product leads to the Gaussian integral
V =
8h2
(1 + h)2
∫
d4ξd4η
(2π)4
e
1
2
ΞIMI
JΞJ+Ξ
INI+(y−y¯a)b(y+ay¯) , (H.0.3)
where ΞI = (ξα, ξ¯α˙; ηα, η¯α˙) and ΞI = (ξα, ξ¯α˙; ηα, η¯α˙) = Ξ
JΩJI , with block-diagonal sym-
plectic metric Ω = ǫ⊕ ǫ¯⊕ ǫ⊕ ǫ¯, and
M =
[
A −i
i B
]
, (H.0.4)
A =
[
2b ia+ 2ba
ia− 2ba −2a¯ba
]
, B =
[
0 −ia
−ia¯ 0
]
, (H.0.5)
N =

i(1− 2ib)ay¯ + 2by
−2a¯bay¯ + ia¯(1 + 2ib)y
−iay¯
−ia¯y
 . (H.0.6)
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The Gaussian integration gives
V =
8h2
(1 + h)2
√
detM
e
1
2
NI(M−1)I
JNJ+(y−y¯a)b(y+ay¯) . (H.0.7)
From detM = det(1 + AB), and noting that the matrices defined as
C ≡ BA− a
2
2i
=
[
a2b a2ba
−a¯b −a¯ba
]
, C˜ ≡ AB − a
2
2i
=
[ −a2b −ba
a¯ba2 a¯ba
]
,(H.0.8)
are nilpotent, i.e. C2 = C˜2 = 0, one finds
detM = (1− a2)4 , (H.0.9)
and, using 1− a2 = 2h/(1 + h), the pre-factor in V is thus given by
8h2
(1 + h)2
√
detM
= 2 . (H.0.10)
Next, using geometric series expansions, one finds
M−1 =
i
(1− a2)
[
i(1− a2)B + 2BC˜ −(1− a2)− 2iC
1− a2 + 2iC˜ i(1− a2)A+ 2AC
]
, (H.0.11)
and
1
2
N I(M−1)IJNJ =
4a2yby + 2(1 + 4a2 − a4)ybay¯ − (3− a2)(1 + a2)y¯a¯bay¯
(1− a2)2 .(H.0.12)
Adding the classical term in the exponent in (H.0.3) yields the final result
V = 2 exp
(
− [2y¯a¯− (1 + a
2)y] b [2ay¯ + (1 + a2)y]
(1− a2)2
)
. (H.0.13)
The projector property V ⋆ V = V follows manifestly from
V = 2 exp(−2u˜v˜) , [u˜, v˜]⋆ = 1 , (H.0.14)
where
u˜ = λαηα , v˜ = µ
αηα , (H.0.15)
with
ηα =
[(1 + a2)y + 2ay¯]α
1− a2 , [ηα, ηβ]⋆ = 2iǫαβ . (H.0.16)
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Thus, the net effect of rotating the projector P1
2
(u, v) given in (G.0.19) is to replace the
oscillators u and v by their rotated dittos u˜ and v˜. We claim, without proof, that this
generalizes to any n, viz.
L−1 ⋆ Pn(u, v) ⋆ L = Pn(u˜, v˜) . (H.0.17)
Similarly, for Pn(u¯, v¯) we have
L−1 ⋆ Pn(u¯, v¯) ⋆ L = Pn(˜¯u, ˜¯v) , (H.0.18)
where
˜¯u = λ¯α˙η¯α˙ , ˜¯v = µ¯
α˙η¯α˙ , (H.0.19)
with
η¯α˙ =
[(1 + a2)y¯ + 2a¯y]α˙
1− a2 , [η¯α˙, η¯β˙]⋆ = 2iǫα˙β˙ . (H.0.20)
Finally, using [ηα, η¯α˙]⋆ = 0, we deduce that
V = L−1 ⋆ P ⋆ L =
∑
n1,n2
θn1,n2Pn1,n2(u˜, v˜; ˜¯u, ˜¯v) . (H.0.21)
Appendix I
Traces and Projectors in Oscillator
Algebras
In this appendix we collect some basic properties of the representation theory of a single
oscillator of importance to the doublet-oscillator realization of so(5;C) in Section 7.8.
Trace and Supertrace
We start from the complexified Heisenberg algebra
u ⋆ v − v ⋆ u = 1 , (I.0.1)
generates an associative ⋆-product algebra of Weyl-ordered functions f(u, v) with product
f ⋆ g =
∫
C×C
dξdξ¯dηdη¯
π2
e2i(ξ¯η+η¯ξ)f(u+ ξ, v + ξ¯)g(u+ iη, v − iη¯) , (I.0.2)
where dξdξ¯ = 2d(Reξ)d(Imξ). The algebra admits two inequivalent hermitian conjugation
rules,
u† = v , v† = u , (I.0.3)
u‡ = −v , v‡ = −u . (I.0.4)
It also admits two inequivalent traces, namely, the cyclic trace
Tr+(f) =
∫
C
dudu¯
2π
f(u, u¯) , (I.0.5)
obeying
Tr+(f ⋆ g) = Tr+(fg) = Tr+(g ⋆ f) , (I.0.6)
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up to boundary terms, and the graded-cyclic trace
Tr−(f) =
f(0, 0)
2
, (I.0.7)
obeying
Tr−(f ⋆ g) = (−1)ǫ(f)ǫ(g)Tr−(g ⋆ f) , (I.0.8)
for functions f and g with definite parity, f(−u,−v) = (−1)ǫ(f)f(u, v) idem g. Note
that the functions f and g in the argument of the traces are always supposed to be
Weyl-ordered.
Let us show that
Tr±(f) = Tr∓((−1)N⋆ ⋆ f) , N = v ⋆ u , (I.0.9)
where we use the notation
xA⋆ = exp⋆(A ln x) , exp⋆A =
∞∑
n=0
A⋆n
n!
, A⋆n = A ⋆ · · · ⋆ A︸ ︷︷ ︸
n times
. (I.0.10)
To this end, we begin by deriving the lemma
exp⋆(αw) =
exp(2w tanh α
2
)
cosh α
2
, w = N + 1
2
= uv , (I.0.11)
with α ∈ C\{±iπ,±3iπ, . . . }. This follows by acting on both sides of (I.0.11) with ∂/∂α
and using
w ⋆ f(w) =
(
w − 1
4
∂
∂w
− 1
4
w
∂2
∂w2
)
f(w) . (I.0.12)
Thus, setting exp⋆ αw = r(α) exp(s(α)w), one finds r
′ = −rs/4 and s′ = 1−s2/4, subject
to r(0) = 1 and s(0) = 0, with the solution r−1 = cosh(α/2) and s = 2 tanh(α/2). To
proceed with the proof of (I.0.11), we need to examine the nature of exp⋆(i(π+ ǫ)N) more
carefully in the singular limit η = − sin(ǫ/2)→ 0. Here,
exp⋆(i(π + ǫ)N) ∼ −i
exp 2iuv
η
η
, (I.0.13)
so that, using (I.0.6),
lim
ǫ→0
Tr+(exp⋆(i(π + ǫ)N) ⋆ f) = −i lim
η→0
∫
C
dudu¯
2π
exp 2iuu¯
η
η
f(u, u¯) =
f(0, 0)
2
. (I.0.14)
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Moreover, from exp⋆(αN) ⋆ exp⋆(βN) = exp⋆((α+ β)N), it follows, using the regularized
Weyl-ordered form, that
lim
ǫ→0
[exp⋆(i(π + ǫ)N)]
⋆2 = lim
ǫ→0
exp⋆(2i(π + ǫ)N) (I.0.15)
= lim
ǫ→0
exp(2 tanh(i(π + ǫ))N − i(π + ǫ))
cosh i(π + ǫ)
= 1 , (I.0.16)
in agreement with (−1)N⋆ ⋆ (−1)N⋆ = (−1)2N⋆ = 1.
Inner Products and Projectors
The two inequivalent traces Tr± are related to two inequivalent inner products ±〈Ψ|Ψ′〉 ≡
I±(|Ψ〉, |Ψ′〉) on the Fock space
F = spanC
{
|n〉 = v
n
√
n!
|0〉
}∞
n=0
, u|0〉 = 0 , (I.0.17)
defined by
I±(µ|m〉, ν|n〉) = µ¯ν(±1)mδmn , µ, ν ∈ C . (I.0.18)
The relation is
I±(|m〉, |n〉) = Tr±(Pn,m) , (I.0.19)
where
Pn,m =
1√
m!n!
vn ⋆ P0,0 ⋆ u
m , P0,0 = 2e
−2w , (I.0.20)
can be identified as
Pn,m = |n〉+〈m| = |n〉〈m| , (I.0.21)
where we use the convention that 〈Ψ| = +〈Ψ|. To show (I.0.19), we use the cyclicity
properties of Tr± and
u ⋆ P0,0 = P0,0 ⋆ v = 0 , (I.0.22)
to derive Tr±(Pn,m) = (±1)nδmnTr±(P0,0) where Tr±(P0,0) = 1, which yields the desired
result. As a byproduct of (I.0.22) it follows that
Pm,n ⋆ Pp,q = δnpPm,q . (I.0.23)
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The relation (I.0.9), between the traces, implies
±〈Ψ|Ψ′〉 = ∓〈Ψ|(−1)N⋆ |Ψ′〉 , (I.0.24)
inducing the hermitian conjugation rules (I.0.3) and (I.0.61), as follows
I±(f |Ψ〉, |Ψ′〉) = I±(|Ψ〉, g|Ψ′〉) , g =
{
f † for I+
f ‡ for I−
(I.0.25)
The operator (−1)N⋆ has a finite normal-ordered representation,
(−1)N⋆ = : e−2N : , (I.0.26)
as can be seen by computing the projectors on even and odd states,
P(±) =
∞∑
n=0
1
2
(1± (−1)n)|n〉〈n| = 1
2
: (eN ± e−N )|0〉〈0| : , (I.0.27)
adding them, viz. P(+) + P(−) =: eN |0〉〈0| := 1, to obtain |0〉〈0| =: e−N :, from which it
follows that
P(±) = 12(1± : e−2N :) . (I.0.28)
Finally, as an explicit check of Tr±(Pn,n) = (±1)n one can compute explicitly
Pn,n = |n〉〈n| = 2(−1)ne−2wLn(4w) , (I.0.29)
either by direct evaluation of the ⋆-products in (I.0.20), or, by starting from (I.0.21) and
using
: eau+bv : = eau⋆ ⋆ e
bv
⋆ = e
au+bv+
1
2
ab
⋆ = e
au+bv+
1
2
ab , (I.0.30)
and |0〉〈0| =: exp(−uv) :, together with Fourier transformation techniques. This enables
one to calculate
Pn,n = |n〉〈n| = 1
n!
: vne−vuun :
=
∫
dkdk¯
2π
: e−i(k¯u+kv)−k¯k : Ln(k¯k)
=
n∑
p=0
(
n
n− p
)
1
p!
(∂u∂v)
p
∫
dkdk¯
2π
e−i(k¯u+kv)−
1
2
k¯k
= 2
n∑
p=0
(
n
n− p
)
(−2)pe−2wLp(2w)
= 2(−1)ne−2wLn(4w) , (I.0.31)
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where
Ln(x) =
1
n!
ex
dn
dxn
(e−xxn) =
n∑
p=0
(
n
n− p
)
(−1)p
p!
xp , (I.0.32)
and the last step in the calculation follows from the identities
∞∑
n=0
(−z)nLn(2x) = e
2xz
1+z
1 + z
=
∞∑
n=0
n∑
p=0
(
n
n− p
)
(−2)pLp(x)zn . (I.0.33)
Anti-Fock Space and Discrete Maps
Next, we introduce the anti-Fock space
F− =
{
|n〉− = u
n
√
n!
|0〉−
}∞
n=0
, v|0〉− = 0 , (I.0.34)
and define its two inequivalent duals F⋆−± by
−
±〈m|n〉− = (∓1)mδmn . (I.0.35)
One can identify −±〈m|n〉− = Tr±(P−n,m) with
P−n,m = |n〉−−〈m| =
1√
n!m!
un ⋆ P−0,0 ⋆ v
m , P−0,0 = 2e
2w , (I.0.36)
where we note that P−m,n ⋆ P
−
p,q = (−1)nδnpP−m,q and
P−n,n = 2e
2wLn(−4w) . (I.0.37)
We also set F+ = F and P+n,m = Pn,m.
The ⋆-product algebra admits the automorphism π and anti-automorphism τ given by
π(f(u, v)) = f(iv, iu) , τ(f(u, v)) = f(iu, iv) . (I.0.38)
These exchange the P± projectors as follows
π(P±n,m) = i
m+nP∓n,m , τ(P
±
n,m) = i
m+nP∓m,n . (I.0.39)
Their self-compositions are given by
π ◦ π = τ ◦ τ = Ad(−1)N′⋆ , N ′ =
∞∑
n=0
(
(w − 1
2
) ⋆ Pn,n + (w +
1
2
) ⋆ P−n,n
)
,(I.0.40)
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where AdX(Y ) = X ⋆ Y ⋆ X
−1, while their mutual composition defines the reflector
R = π ◦ τ , R(f(u, v)) = f(−v,−u) , R ◦R = Id . (I.0.41)
We note that (w ∓ 1/2)|n〉± = ±n|n〉± and ±〈n|(w ∓ 1/2) = ±n±〈n|, while w|n〉± =
±(n + 1
2
)|n〉± and ±〈n|w = ±(n + 1
2
)±〈n|. The above maps extend naturally to
π : F± ⊕ F⋆± → F∓ ⊕ F⋆∓ , (I.0.42)
τ : F± → F⋆∓ , (I.0.43)
R : F± → F⋆± , (I.0.44)
by defining
π(|0〉±) = |0〉∓ , π(±〈0|) = ∓〈0| , (I.0.45)
τ(|0〉±) = ∓〈0| , τ(±〈0|) = |0〉± , (I.0.46)
such that (I.0.40) hold in the generalized sense that AdX(|Ψ〉) = X|Ψ〉 and AdX(〈Ψ|) =
〈Ψ|X−1. It follows that
R(|0〉±) = ±〈0| , R(±〈0|) = |0〉± . (I.0.47)
We see that the reflector acts in the real basis {|n〉±, ±〈n|} as the hermitian conjugation
(I.0.61). This is to be compared with the case of doublet-oscillators where the reflector
is modified by the requirement thst it should preserve SU(2) quantum numbers (spatial
spins) while flipping U(1) quantum numbers (the energy).
Projectors and w-Invariants
The projectors P±n,n are special cases of the more general functions Mκ = Mκ(w)
obeying the w-invariance condition
(w − κ) ⋆ Mκ = 0 (I.0.48)
for κ ∈ C. These functions can be written as
Mκ = Nκ
∮
C
dα
2πi
g(κ)(α) , (I.0.49)
where Nκ ∈ C;
g(κ)(α) = eα(w−κ)⋆ = (1 +
s
2
)
1
2
−κ(1− s
2
)
1
2
+κesw , s = 2 tanh α
2
; (I.0.50)
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and C a contour encircling iπ clockwise, so that its image Γ = s(C) encircles [−2, 2]
counterclockwise. Taking C to be a small circle, Γ becomes a large contour. Enlarging C
to the ”box” −C = {iǫ+ x : −L ≤ x ≤ L} ∪ {L+ ix : ǫ ≤ x ≤ 2π − ǫ} ∪ {i(2π − ǫ)− x :
−L ≤ x ≤ L} ∪ {−L + i(2π − x) : ǫ ≤ x ≤ 2π − ǫ}, Γ becomes a ”dogbone” encircling
[−2, 2]. The normal-ordered form of the group elements reads
g(κ)(α) = (1 + λ)
1
2
−κ : eλw : , λ =
s
1− s
2
= eα − 1 . (I.0.51)
The composition rule
esw ⋆ es
′w =
1
1 + ss
′
4
es
′′w , s′′ =
s+ s′
1 + ss
′
4
, (I.0.52)
: eλw : ⋆ : eλ
′w = : eλ
′′w : , λ′′ = λ+ λ′ + λλ′ , (I.0.53)
implies
g(κ)(α) ⋆ g(κ)(α′) = g(κ)(α + α′) = g(κ)(α(s′′)) = g(κ)(α(λ′′)) . (I.0.54)
Changing variables, one finds
Mκ = Nκ
∮
Γ
ds
2πi(1− s2
4
)
g(κ)(α(s)) = Nκ
∮
Γ′
dλ
2πi(1 + λ)
g(κ)(α(λ)) . (I.0.55)
Using the Weyl-ordered form and (I.0.12), one can then easily verify (I.0.48). There exist
other choices of contour C leading to w-invariants, such as C = i[−π, π] and C = R
leading to integrals over U(1) and GL(1;R), respectively, but we shall not consider them
further here.
For κ = ±(n + 1/2), Γ collapses to a circle around the pole at s = ∓2, so that
M±(n+1
2
)
= 2(∓1)ne∓2wLn(±4w) = P±n,n for Nn+1
2
= 1, N−n−1
2
= (−1)n+1 .(I.0.56)
Using the change of variables found in [77], and making use of analytical continuation
and deformations of contours, one can calculate
(M±(n+1
2
)
)⋆2 = N±(n+1
2
)
∮
∓2
ds
2πi(1− s2
4
)
M±(n+1
2
)
= ±N±(n+1
2
)
M±(n+1
2
)
= (−1)nM±(n+1
2
)
, (I.0.57)
in agreement with (P±n,n)
⋆2 = (−1)nP±n,n. For κ /∈ (Z + 1/2), the branch cut prevents Γ
from collapsing, so that deforming back the contour it now encircles both s = −2 and
s = 2, with the result that
M⋆2κ = Nκ
∮
Γ
ds
2πi(1− s2
4
)
Mκ = 0 . (I.0.58)
APPENDIX I. TRACES AND PROJECTORS IN OSCILLATOR ALGEBRAS 226
Interestingly, the case of κ = 0 is closely related to the dressing function of the 5D higher-
spin gauge theory based on spinor oscillators, introduced in [89] and later analyzed in more
detail in [77]. The above analysis suggests that a suitable regularization of the dressing
function has a well-defined vanishing self-composition, which would greatly simplify the
perturbative weak-field expansion.
Fermionic Oscillators
It is also interesting to look along similar lines at the complexified Clifford algebra
{γ, δ}⋆ ≡ γ ⋆ δ + δ ⋆ γ = 1 , (I.0.59)
with Weyl-ordering defined by γ ⋆ δ = γδ + 1/2 where γδ = [γ, δ]⋆/2 = −δγ. The
corresponding Fock space consists of a vacuum state |0〉 obeying γ|0〉 = 0 and an excited
state |1〉 = δ|0〉. The algebra (I.0.59) admits two inequivalent hermitian conjugation rules,
γ† = δ , δ† = γ , (I.0.60)
γ‡ = −δ , δ‡ = −γ . (I.0.61)
corresponding to the inner products
I±(f ⋆ |Ψ〉, |Ψ′〉) = I±(|Ψ〉, g ⋆ |Ψ′〉) , g =
{
f † for I+
f ‡ for I−
, (I.0.62)
related by
±〈Ψ|Ψ′〉 = ∓〈Ψ| ⋆ (−1)F⋆ ⋆Ψ′〉 , F = δ ⋆ γ . (I.0.63)
We note that ±〈1|1〉 = ±±〈0|0〉, and we choose ±〈0|0〉 = 1. The description in terms of
states and inner products can be replaced by the dual ⋆-algebra picture that makes use
of the projectors
P0 = |0〉〈0| = 1− δ ⋆ γ = 12(1− 2δγ) , (I.0.64)
P1 = |1〉〈1| = δ ⋆ γ = 12(1 + 2δγ) , (I.0.65)
and the trace operations
Tr+(f) = 2 f(0, 0) , (I.0.66)
Tr−(f) = −
∫
dγdγ¯ f(γ, γ¯) , (I.0.67)
where f = f(γ, δ) is Weyl-ordered and we use the Berezin integration rule
∫
dγdγ¯ γ¯γ = 1.
Interestingly enough, comparing to bosons, the definitions of the traces Tr+ and Tr− are
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interchanged. For example, we have Tr+(P0) = Tr+(P1) = 1 while Tr−(P0) = −Tr−(P1) =
1. Finally, one can show that
Tr±((−1)F⋆ ⋆ f) = Tr∓(f) . (I.0.68)
To this end, we first simplify∫
dγdγ¯ f ⋆ g =
∫
dγdγ¯ fg , (I.0.69)
using the fact that the terms in f ⋆ g involving at least one contraction do not survive
the integration, as can be seen directly by expanding f = f0 + f1γ + f2γ¯ + f3γ¯γ, idem g.
Then, from F = P1 it follows that
(−1)F⋆ = exp⋆(iπF ) = 1 +
∞∑
n=1
(iπ)n
n!
P1 = 1 + (e
iπ − 1)P1 = 1− 2P1 = −2γ¯γ ,(I.0.70)
so that, using (I.0.69),
Tr−((−1)F⋆ ⋆ f) = −
∫
dγdγ¯ (−2γ¯γ)f(γ, γ¯) = 2f(0, 0) = Tr+(f) , (I.0.71)
where integration is performed using γ¯γ = δ(γ¯)δ(γ). The converse, i.e. Tr+((−1)F⋆ ⋆ f) =
Tr−(f), then follows by letting f → (−1)F⋆ ⋆ f and using (−1)F⋆ ⋆ (−1)F⋆ = (−2γ¯γ) ⋆
(−2γ¯γ) = 1.
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