Abstract This main purpose of this paper is to investigate the causal relationship between knowledge (research output) and economic growth in US over 1981-2011. To overcome the issues of ignoring possible instability and hence, falsely assuming a constant relationship through the years, we use bootstrapped Granger non-causality tests with fixedsize rolling-window to analyze time-varying causal links between two series. Instead of just performing causality tests on the full sample which assumes a single causality relationship, we also perform Granger causality tests on the rolling sub-samples with a fixedwindow size. Unlike the full-sample Granger causality test, this method allows us to capture any structural shifts in the model, as well as, the evolution of causal relationships between sub-periods, with the bootstrapping approach controlling for small-sample bias. Full-sample bootstrap causality tests reveal no causal relationship between research and growth in the US. Further, parameter stability tests indicate that there were structural shifts in the relationship, and hence, we cannot entirely rely on full-sample results. The bootstrap rolling-window causality tests show that during the sub-periods of 2003-2005 and 2009, GDP Granger caused research output; while in 2010, the causality ran in the opposite direction. Using a two-state regime switching vector smooth autoregressive model, we find unidirectional Granger causality from research output to GDP in the full sample.
Introduction
Studying of the possible effects of improved human capital on economic growth is not novel or recent. For example, Romer (1986) argued that a firm's productivity level is higher, the higher the average knowledge stock acquired by its labour is. Past theoretical studies (Romer 1986; Lucas 1988; Tamura 1991; Schumpeter 2000) and applied studies (Price 1978; Kealey 1996; De Moya-Anegon and Herrero-Solana 1999; King 2004; Fedderke 2005; Fedderke and Schirmer 2006; Vinkler 2008; Lee et al. 2011; Shelton and Leydesdorff 2011; Inglesi-Lotz and Pouris 2013; have shown that there is some evidence on this relationship stressing out that improved human capital can be demonstrated through the accumulation of knowledge. From a microeconomic side, knowledge externalities are considered positive for the economic productive capacity of a company but also macroeconomically, higher degrees of knowledge and hence, better quality of labor provides a country with numerous advantages with regards to its innovation, development and economic growth.
The question that arises first is how quality of human capital can be measured and how it can be further improved. A number of activities can assist towards that direction such as higher education, training and life education. Research activities, such as reading local and international literature, learning new methods and producing academic papers (research output) can improve the academic human capital that is mostly responsible for the level of human capital of a country (Inglesi-Lotz and Pouris 2013) .
Although, economic growth can easily be measured by the country's Gross Domestic Product (GDP) or GDP per capita, measuring a country's level of knowledge is challenging. In the literature, a number of different indicators were used such as expenditures on Research and Development (R&D) (Fedderke and Schirmer 2006) or various scientometric indicators (De Moya-Anegon and Herrero-Solana 1999; King 2004; Vinkler 2008; Lee et al. 2011; Inglesi-Lotz and Pouris 2013; . These indicators may refer to the quantity of research output (number of published academic papers), specific quantity or share (number of published academic papers per capita or share of a country's published academic papers to the world) or impact to the literature (number of citations or average number of citations per published academic paper). Pouris and Pouris (2009) have analysed the superiority of scientometric indicators in such studies by mentioning that scientometric analysis is one of the most objective and straightforward ways of measuring the research performance of a country.
The exact statistical existence of the relationship between accumulated knowledge and economic growth as well as the direction of this relationship is still under debate. While the studies mentioned above agree in the existence of this link; however, causality can run from any of the two variables to the other. On the one side, countries with higher economic growth can promote better knowledge opportunities and hence better quality of human capital; while on the other side, it is this improved human capital that can enhance further the levels of economic growth and development. Lee et al. (2011) argue that the direction depends highly on the developmental stage of a country: weaker to no relationship for the developed economies of their study while stronger for the developing ones. The unambiguity in the direction of causality found in the international literature can be attributed to the country's level of economic growth and development or different periods examined or dissimilar academic and research systems.
While most studies assume that the existence and direction of the causality remain the same over long time periods, changes in the developmental level as well as policies in research and higher education might be responsible for altering the relationship between economic growth and research output from year to year. In the literature mostly full sample Granger causality tests were employed to establish the existence and the direction of this causality either in a single-country analysis (Inglesi-Lotz and Pouris 2013) or multicountry analysis (Vinkler 2008; Lee et al. 2011; ). The Granger causality tests ignore structural shifts or instability in an economy; fact that may result in misleading results. Hence testing for instabilities is of paramount importance in an everchanging world.
Against this backdrop, the objective of this paper is to investigate the relationship between knowledge (research output) and economic growth in US from 1981 to 2011. To overcome the issues of instability and the-possibly-wrong assumption of a constant relationship through the years, we use the approach developed by Balcilar et al. (2010) which involves using bootstrap Granger non-causality tests with fixed-size rolling subsamples to analyze the time-varying causal links between the two series. This method allows us to capture any structural shifts in the model, as well as, the evolution of causal relationships between sub-periods, with the bootstrapping approach controlling for smallsample bias. Based on the time varying Granger causality relationship indicated by the bootstrap rolling causality tests, we build a vector smooth transition autoregressive (VSTAR) model. The nonlinear VSTAR model with two states, which fits well to the known recession and recovery periods, allows us to test for state dependent Granger causality. Using bootstrap approach to obtain the p values, a VSTAR model indicates Granger causality from research output to GDP, but not from GDP to research output. Thus, we also obtain full sample evidence that research output Granger causes GDP.
The paper is structured as follows. The next section discusses the econometric method. ''Data'' section presents the empirical results of the exercise while finally ''Empirical results'' section discusses the policy implications and meanings of the results and concludes.
Methodology
The main purpose of this paper is to specify the existence and direction of the causality between a country's research output, proxied with the share of the country's number of publications to the world, and its real GDP. The null hypothesis of the test states Granger non-causality from the one variable to the other. If the information on the one variable (i.e. research output) does not provide any improvement to the prediction of the second one (GDP) over and above its own information, then we can conclude that the first variable does not Granger cause the second one.
However, the standard Granger causality tests do not take into account possible nonstationarity in the time series. In that case, standard asymptotic distribution theory does not hold. To overcome this predicament, Toda and Yamamoto (1995) and Dolado and Lutkepohl (1996) propose the estimation of a VAR (p ? 1) in levels, where p ? 1 is the lag order. To use their method, the series should be confirmed to be I(1). Thus, the Granger causality tests remain valid without being dependent on the order of integration/cointegration of the variables (Hacker and Hatemi-J 2006) . The intuition behind this estimation is that the coefficient matrix now relates to the (p ? 1)st lag and is unrestricted under the null. This allows the test for a standard asymptotic distribution.
A number of studies (Shukur and Mantalos 1997a, b; Mantalos and Shukur 1998; Mantalos 2000; Hacker and Hatemi-J 2006) compared different Granger non-causality tests to conclude that the residual bootstrap (RB) based modified-LR statistics are superior Scientometrics (2014) 100:203-216 205 to other tests in many aspects such as the power and size properties of the tests. Also, numerous studies have recognized the robustness of the bootstrap approach to test for Granger causality (Efron 1979; Horowitz 1994; Mantalos and Shukur 1998; Mantalos 2000) . For a more detailed discussion on this, see Balcilar et al. (2013) . Due to these reasons, in this paper, we are using the bootstrap approach with the Toda and Yamamoto (1995) modified causality tests. We generate the bootstrap samples using the parametric bootstrap approach. We resample from residuals with replacement and generated the data for variables using the restricted VAR model under the null hypothesis.
To illustrate the bootstrap modified-LR Granger causality test procedure, consider the following bivariate VAR(p) process 1 :
where e t ¼ e 1t ; e 2t ð Þ 0 is a white noise process with zero mean and covariance matrix R and p is the lag order of the process. In the empirical section, we use the Schwarz Information Criterion (SIC) to select the lag order p. To simplify, we partition z t into two sub-vectors, the research output (z rt ) and real GDP (z yt ) and rewrite Eq.
(1) as follows:
where
In this setting, the null hypothesis that real GDP output does not Granger cause the research output implies that we can impose zero restrictions u ry,i = 0 for i ¼ 1; 2; . . .; p. In other words, real GDP does not contain predictive content, or is not causal, for the research output when we cannot reject the joint zero restrictions under the null hypothesis:
Analogously, the null hypothesis that the research output does not Granger cause real GDP implies that we can impose zero restrictions u rh,i = 0 for i ¼ 1; 2; . . .; p. Now, the research output does not contain predictive content, or is not causal, for real GDP when we cannot reject the joint zero restrictions under the null hypothesis:
All the standard Granger non-causality tests make a strong assumption that the VAR model's parameters remain constant over time. In an ever-changing socio-economic environment, this assumption hardly ever holds being a puzzling topic for economic empirical studies (Granger 1996) . Common practice would be to test for the presence of structural breaks in advance and modify the estimation in various ways, for example, with the use of dummy variables or sample splitting. All of these methods, however, introduce some pretest bias so we employ a rolling bootstrap estimation to account for parameter instability. Structural changes may change the pattern of the causal relationship between the two variables over time. We will be testing for parameter inconsistency in the full sample. However, if the parameters prove to be unstable, the Granger causality tests and the cointegration tests to the full sample are proven invalid. All in all, parameter instability can occur in many ways. That is the reason why tests that leave the alternative specifications against the null hypothesis unspecified are preferred. Given the difficulty in test selection, we use several tests, namely, Sup-F, Mean-F, Exp-F (Andrews 1993; Andrews and Ploberger 1994) and L c (Hansen 1992) tests, based on their optimality properties. (2010). There are four common approaches, commonly employed in econometric applications, for estimation when structural breaks are exists: recursive estimation, rolling estimation, regime switching, and time varying parameters (TVP). Recursive and TVP estimation are analogue, as they keep the lower end of the estimation window and move towards and with a grooving window. As the window grows, it accumulates more information and when they reach the last observation, they will be equivalent to the full sample estimation. If the parameters are stable, then the recursive and TVP estimators will converge to the constant parameters as the sample size grows with increasing window size. This implies that successive prediction errors will diminish for the estimate of the parameters, as the information already incorporated in the estimation increases. A consequence of this is that all previous observations will have impact on the successive estimates. In the presence of multiple structural breaks such an approach is not optimal since the impact of previous breaks on the later ones will not be isolated.
In case of multiple breaks, it is preferable to give more weight to recent observations and discard the data that has reached certain age and passed the date of expiry. One way of better accommodating parameter variability is then to base the estimation only on the most recent portion of the data. This leads to rolling estimation, which is used in this study. Our preference for rolling estimation is based on its better capability to accommodate parameter variations, particularly multiple ones. Stock and Watson (1996) use TVP and rolling estimation and find that they equivalently outperform the other approaches. In application to time varying betas, Groenewold and Fraser (1999) conclude that rolling estimation shows greatest variation in the sample and thus better captures the structural breaks. Barnett et al. (2012) also find that rolling estimation slightly outperforms other approaches, including TVP.
Regime switching models assume a certain mechanism for the parameter variation. Threshold, smooth transition, and Markov switching are among these and successfully used in applications. When a system evolves switching among a finite number of states, then we can use regime-switching models to describe this dynamic evolution. The most well-known state switching in economic data relates to the business cycle. Regime switching models have been used successfully to model the business cycle.
Our study first focuses on showing the existence of instabilities and their influence on the causality tests. Second, it tests for Granger causality by taking into account the form of the parameter instabilities. We utilize rolling estimation for the first task. We utilize two approaches to isolate the impact of parameter instability on the causality tests. First, rolling bootstrap causality tests are used so that that sample period used is sufficiently homogenous and not affected by the structural breaks. Second, VSTAR model is used to model the state switching and causality is tested within this model, which uses full sample information.
To sum up the methodology that we use here: (a) we specify the order of integration of the two series using the Phillips (1987) and Phillips and Perron (1988) test. We test for all three types of specifications (constant/constant with time trend/none); (b) we test the existence of cointegration by using the L c test performed on the long-run relationship between our two variables of concern, with the long-run equation being estimated based on FM-OLS method; (c) we perform Granger non-causality tests for the full-sample to identify if there is an overall causal relationship; (d) we test for parameter stability of the short-run coefficient estimates based on the Sup-F, Mean-F and Exp-F; (e) we estimate rolling VAR regressions and employ Granger non-causality tests with a fixed 15-year window, if structural breaks are detected; and (f) we use VSTAR model to test for state dependent causality, which uses full sample information.
Data
In this paper, we test for a causal relationship between the research output of the US economy and real GDP, using annual data from 1981 to 2011. The GDP data come from World Development Indicators (WDI) at constant 2005 US dollars. For the second important variable of the analysis (research output), we follow the Inglesi-Lotz and Pouris (2013) approach of proxying research output by the share of number of publications of the country to the rest of the world. Inglesi-Lotz and Pouris (2013) argue that ''the link between economic growth of and the growth in the number of publications in a country should be measured vis-à-vis the research performance of the rest of the world. It is research and innovation performance vis-à-vis the rest of the world that may lead to economic growth. Furthermore, such an approach neutralizes the fact that Thomson Reuters, in their indexing efforts, changes the set of journals indexed from time-to-time'' (Inglesi-Lotz and Pouris 2013, p. 132 ). This indicator is derived by the Institute for Scientific Information (ISI) Thomson Reuters family of databases is employed. In the National Science Indicators database, the ISI counts articles, notes, reviews and proceeding papers, but not other types of items and journal marginalia such as editorials, letters, corrections, and abstracts (Inglesi-Lotz and Pouris 2011).
Empirical results
As discussed in ''Methodology'' section, we will follow a five step method to investigate the relationship between the research output (proxied by the share of number of publications to the rest of the world) and the GDP of the US economy.
(a) Order of integration
To identify the order of integration and existence of non-stationarity of the two series, we use the Phillips (1987) and Phillips and Perron (1988) test. We included all three different specifications: constant, constant with time trend and none of the two. The MacKinnon (1996) one-sided p values are used the test's critical values. According to the Table 1 that reports the results, the null hypothesis of non-stationarity cannot be rejected at levels. However it can be rejected for the first differences of the two series, implying that both our series are I(1).
(b) Cointegration tests
Next we test for the existence of cointegration among the two series using the L c test, by estimating the following cointegration equation between the two variables in question:
The parameters of (5) are estimated using the FM-OLS estimator. In Table 2 , the results of the various parameter stability tests are presented. The L c test rejects the null of hypothesis of parameter stability, implying lack of cointegration. 2 Structural breaks in the long-run relationship are also overwhelmingly supported by the Sup-F, Mean-F and Exp-F statistics.
(c) Full sample Granger non-causality tests
The lack of cointegration cannot influence the exercise because as Balcilar et al. (2010) state, the variables might exhibit Granger temporal causality. In Table 3 , we present the results of from the bootstrap LR causality test performed on a VAR model of order 1, with the lag-length being chosen based on the SIC. The test fails to reject the null hypotheses of Granger non-causality, thus implying that there are no causal links between research output and GDP for US. Table 4 reports the results of the parameter constancy tests that investigate the temporal stability of the coefficients of the VAR model. The p values come from a bootstrap approximation to the null distribution of the test statistics. Both Mean-F and Exp-F statistics test for the overall constancy of the parameters. The Mean-F statistic imply that there is evidence of parameter non-constancy for the GDP and research output equations but not for the case of the VAR(1) as a system. The Exp-F test's results show some instability at the GDP equation but not for the Research output equation and the VAR(1) system. On the other hand, the Sup-F statistic, which tests for parameter constancy against the alternative of a one-time sharp shift in parameters, shows no evidence for parameter non-constancy for both the GDP and Research output equations, but one-time shift could not be rejected for the VAR(1) system. All in all, there is clear evidence of parameter instability.
(d) Parameter stability tests
(e) Bootstrap rolling causality tests Given the existence of parameter instability, full-sample causality tests can be relied upon and hence, Fig. 1 illustrates the bootstrap p values of the rolling test statistics based on a fixed window-size of 10. According to Balcilar et al. (2010) the choice of the window size is an important aspect to consider as it determines the number of rolling estimates. They state that the larger the window size, the greater the precision of estimates although in the presence of heterogeneity there may be less representativeness of parameters. On the other hand, a smaller fixed-window size may increase representativeness and heterogeneity but may lead to large standard errors which result in biased parameter estimates. When choosing our window size, l, we have to take into account these two aspects and try and establish a balance between accuracy and representativeness. We opt for a smaller window size of 10 to guard against heterogeneity. For a small window size, the bootstrap method Also a 10 year window allows us to include periods immediately after the recession in 1990. The null hypothesis is that the GDP does not Granger cause Research output and vice versa. The non-causality hypothesis is tested at the 10 % level of significance. The p values change over the whole sample. The null hypothesis that Research output does not Granger cause GDP cannot be rejected for almost the entire sample, with the exception of 2010. On the other hand, the hypothesis that GDP does not Granger cause Research output can be rejected for the period 2003-2005 and 2009 , at the 10 % significance level.
The US experienced a short recession in 2001 causing a collapse of the stock market and its impact to GDP induced an overall global downturn in economic activity. The September 11 attacks also contributed to have a negative effect on US and global markets. After this recession period, our results showed that GDP Granger caused research output. It was the period that higher growth again stimulated research activities in an effort to improve the quality of human capital. Also at the end of the 2007-2010 recession periods, the findings showed that research output does Granger cause GDP. All in all, we can observe that the lack of causality between research output and economic growth is affected after periods of recession experienced in the US economy.
(f) Regime switching and state dependent causality tests Rolling estimation results indicate significant time variation in the parameter estimates and causality relationships. The time variation in the causality relationships does however vary with the state of the GDP growth. We find causality in recession periods from GDP growth to research output and also from research output to GDP growth in the beginning of the recovery period after 2007-2010 recessions. This strongly points out the regimeswitching (nonlinear) nature of the series distort the causality test results from linear models. We further observe that it is the switching in and out of recessions that describes the causality shifts, implying causality depends on the state of the economy.
5
In order to check causality in a nonlinear causality in the full sample we employ a VSTAR model. VSTAR models are regime switching models where the state of the economy is determined by a state or transition variable. Recent empirical studies show that (VSTAR) models can successfully model economic time series that move smoothly between two or more regimes (e.g., recession to expansion). When considering the joint dynamic properties of the real GDP and the research output, it is natural to consider vector STAR (VSTAR) models. Recent applications (e.g., Rothman, van Dijk and Hans 2001; Psaradakis et al. 2005; Tsay 1998 ; De Gooije and Vidiella-i-Anguera 2004) find that VSTAR models successfully model nonlinear economic time-series data.
In our case, we specify the two-regime two-dimensional VSTAR model as follows:
where U i,0 , i = 1, 2, are (2 9 1) vectors, U i,j , i = 1, 2, j = 1, 2,…, p, are (2 9 2) matrices, and e t = (e rt , e yt ) is a k-dimensional vector of white noise processes with zero mean and nonsingular covariance matrix X, GðÁÞ is the transition function that controls smooth moves between the two states (regimes), and s t is the transition variable. The VSTAR model in Eq. (6) defines two states, one associated with Gðs t ; c; cÞ ¼ 0 and another associated with Gðs t ; c; cÞ ¼ 1: The transition from one state to the other occurs smoothly, depending on the shape of the GðÁÞ function. In this paper, we consider a logistic transition function Gðs t ; c; cÞ
wherer s is the estimate of the standard deviation of transition variable s t . The threshold parameter c determines the midpoint between two regimes at Gðc; c; cÞ ¼ 0:5:The parameter c determines the speed of transition between the regimes with higher values corresponding to faster transition.
To specify the VSTAR model, we follow the procedure presented in Terasvirta (1998 ) (see, also, Van Dijk et al. 2002 Lundbergh and Terasvirta 2002) . First, we specify the lag order of p = 1, selected by the BIC. Second, we test linearity against the VSTAR alternative. Since the VSTAR model contains parameters not identified under the alternative, we follow the approach of Luukkonen et al. (1988) and replace the transition function GðÁÞ with a suitable Taylor approximation to overcome the nuisance parameter problem. The testing procedure selects a logistic VSTAR model with a single threshold, which we maintain for the univariate case as well.
Third, we select the transition variable s t . To identify the appropriate transition variable, we run the linearity tests for several candidates, s 1t , s 2t ,…, s nt , and select the one that gives the smallest p value for the test statistic. Here, we consider lagged values of both variables for lags 1-2 as the candidate transition variable. Let s t = x i,t-d , where x is any of the two variables {z r , z y }. We test linearity with these variables for delays d = 1. We obtain the smallest p value with s t = z y,t-d and d = 1. Given the selections s t = z y,t-1 and p = 1, we estimate the parameter of the VSTAR model given in (6)-(7) using nonlinear least squares. Figure 2 shows the GDP growth rate and research output growth rate along with the classification of the states based on estimates of the threshold parameter c. State 1 corresponds to a low growth recessions regime and gray shaded periods are estimated as recession states. We observe that the VSTAR model consistently and accurately estimates the recession and expansion states of the US economy.
VSTAR framework allows us to test three full sample non-causality hypotheses for each of the variables: (i) z i does not Granger cause z j in the first state, i, j = r, y and i = j: H 0 : u ij,1 (L) = 0, i = j (ii) z i does not Granger cause z j in the second state, i, j = r, y and i = j: H 0 : u ij,2 (L) = 0, i = j (iii) z i does not Granger cause z j in the first and second states jointly, i, j = r, y and i = j:
These restrictions are only imposed on the piecewise linear components of the model and can be calculates as Wald tests. Since, we have a small sample size we obtain the p values of the tests using 1,000 parametric bootstrap, where the residuals are sampled from the models under the null and the bootstrap samples are generated using the parameter estimates under the alternative. Test results are given in Table 5 . Test results in Table 5 finds Granger causality from research output to GDP in all states. The null hypothesis of no Granger causality from research output to GDP is rejected at 1 % level in the recession state and 10 % in the expansion state, while join non causality in both states is rejected at 1 % level. On the other hand, results show no Granger causality from GDP to research output. Therefore, the nonlinear VSTAR model with two states finds unidirectional causality from research output to GDP in the full sample.
Conclusion
The paper investigated the causal relationship between economic growth and research output for the US economy for the period 1981-2011. Employing a bivariate VAR, stationarity and cointegration were tested and indicated that economic growth and research output are integrated of order one and that no long run relationship exists between the two series. Full-sample Granger causality test found absence of a causal relationship between research output and economic growth. Stability of parameter estimates detected instability in the short-run (as well as the long-run) parameters which, led us to investigate timevarying (fixed-window i.e., rolling causality between output and research, as results from full-sample Granger causality tests cannot be relied upon.
The bootstrap rolling-window tests revealed show that during sub-periods 2003-2005 and 2009 , GDP Granger caused research output while in 2010, the causality ran in the opposite direction. In general, our results support the line of thinking of Lee et al. (2011) . The authors concluded that the relationship between GDP and research output are in general weaker in developed than in developing countries. Interestingly, we detect causality for the US, after or during periods of recessions, i.e., when the US economy was in a weak state or was recovering. Within a two state VSTAR regime-switching model we find unidirectional state dependent Granger causality from research output to GDP in the full sample. The overall lack of a relationship between the academic research output and economic growth might also be attributed to the type of research conducted, the specific fields and whether the findings of important research are transferred either as knowledge or skills to the rest of the economy (Nelson and Romer 1996) . For that reason, it is considered that universities have the capacity to revitalise the relationship with growth by aligning their research with the industries current needs and also promote the transfer of knowledge to new graduates that will hopefully extend it beyond the existing limits.
To boost the research levels and their relevance to enhance the economy, Salter and Martin (2001) mention that scientists and institutions constantly argue that more funding is needed. However, for policy makers the benefits associated with government spending on infrastructure or education are more observable by the public and so they get preference. But, as shown by our findings, after recessionary periods, research output becomes an important factor until the economy stabilizes, and the market possibly start investing less than the optimum in basic research (Nelson in Pavitt 1991) .
Appendix
See Fig. 3 . 
