Let Γ X denote the space of all locally finite configurations in a complete, stochastically complete, connected, oriented Riemannian manifold X, whose volume measure m is infinite. In this paper, we construct and study spaces L 2 µ Ω n of differential n-forms over Γ X that are square integrable with respect to a probability measure µ on Γ X . The measure µ is supposed to satisfy the condition Σ ′ m (generalized Mecke identity) well known in the theory of point processes. On L 2 µ Ω n , we introduce bilinear forms of Bochner and deRham type. We prove their closabilty and call the generators of the corresponding closures the Bochner and deRham Laplacian, respectively. We prove that both operators contain in their domain the set of all smooth local forms. We show that, under a rather general assumption on the measure µ, the space of all Bochner-harmonic µ-square integrable forms on Γ X consists only of the zero form. Finally, a Weitzenböck type formula connecting the Bochner and deRham Laplacians is obtained. As examples, we consider (mixed) Poisson measures, Ruelle type measures on Γ R d , and Gibbs measures in the low activity-high temperature regime, as well as Gibbs measures with a positive interaction potential on Γ X .
Introduction
Let Γ X denote the space of all locally finite configurations in a complete, stochastically complete, connected, oriented Riemannian manifold X of infinite volume. The growing interest in geometry and analysis on the configuration spaces Γ X can be explained by the fact that these naturally appear in different problems of statistical mechanics, quantum physics, and the theory of point processes. In [7, 8, 9] , an approach to the configuration spaces as infinite-dimensional manifolds was initiated. This approach was motivated by the theory of representations of diffeomorphism groups, see [27, 28, 54] (these references as well as [9, 11] also contain discussion of relations with quantum physics). We refer the reader to [10, 11, 38, 51] and references therein for further discussion of analysis on the configuration spaces and applications.
On the other hand, stochastic differential geometry of infinite-dimensional manifolds, in particular, their (stochastic) cohomologies and related questions (Laplace operators and Sobolev calculus in spaces of differential forms, harmonic forms, Hodge decomposition), has been a very active topic of research in recent years. It turns out that many important examples of infinite-dimensional nonflat spaces (loop spaces, product manifolds, configuration spaces) are naturally equipped with probability measures (Brownian bridge, Poisson measures, Gibbs measures). Properties of these measures depend in a nontrivial way on the differential geometry of the underlying spaces themselves, and play therefore a significant role in their study. Moreover, in many cases the absence of a proper smooth manifold structure makes it more natural to work with L 2 -objects (such as functions, sections, etc.) on these infinite-dimensional spaces, rather than to define analogs of the smooth ones.
Thus, the concept of an L 2 -deRham complex has an important meaning in this framework. The study of L 2 -cohomologies for finite-dimensional manifolds, initiated in [16] , has been a subject of many works, see e.g. [18, 22, 24] and the review papers [41, 46] . In the infinite-dimensional case, loop spaces have been most studied [23, 29, 36, 37] , the papers [23, 37] containing also a review of the subject. The deRham complex on infinite product manifolds with Gibbs measures (which appear in connection with problems of classical statistical mechanics) was constructed in [1, 2] (see also [17] for the case of the infinite-dimensional torus). We should also mention the papers [6, 13, 14, 15, 53] , where the case of a flat (Hilbert) state space has been considered (the L 2 -cohomological structure turns out to be nontrivial even in this case due to the existence of interesting measures on such a space).
In [3, 4] , the authors started the study of differential forms over the infinite-dimensional space Γ X and the corresponding Laplacians (of Bochner and deRham type) acting in the L 2 -spaces with respect to a Poisson measure. In [5] , the associated L 2 -cohomologies have been investigated.
Another approach to the construction of differential forms and related objects over Poisson spaces, based on the "transfer principle" from Wiener spaces, was proposed in [49] , see also [47] and [48] .
It should be stressed that the choice of an underlying measure plays a crucial role in all these studies. The results of [3, 4, 5] have only covered the case of Poisson measures, which are related to mathematical models of "free" systems, i.e., systems without interaction. The choice of more complicated measures, such as Gibbs type perturbations of Poisson measures, is particularly motivated by the study of interacting systems of classical statistical mechanics. Properties of the corresponding Laplace operators may then strongly depend on the choice of an appropriate measure.
In order to develop a reasonable theory covering also this case, we need to restrict ourselves to a class of measures on Γ X that possess a certain regularity. So, we consider those measures µ which satisfy the following condition: for any measurable function F : Γ X × X → R, F ≥ 0,
where σ(γ, ·) is a Borel measure on X which is absolutely continuous with respect to the volume measure m on X for µ-a.e. γ ∈ Γ X . In particular, the Poisson measure with intensity ρ(x) m(dx) satisfies (1.1) with σ(γ, dx) = ρ(x) m(dx), and in this case (1.1) becomes the classical Mecke identity [43] , see also [30, 31] . Furthermore, as shown by Georgii [26] and Nguyen and Zessin [45] , (1.1) holds for all Gibbs measures. The class of all probability measures on Γ X satisfying (1.1) was singled out in [42] (see also [55] ), where (1.1) was called condition Σ ′ m . A relation between this condition and an integration by parts formula for a measure µ was studied in [38] .
An iterated application of (1.1) to a function F : Γ X × X k → R, k ∈ N, gives rise to a family of random measures σ (k) (γ) on X k .
The structure of the present paper is as follows. In Section 2 we recall the definition of a differential form over Γ X , first given in [3, 4] , and introduce the spaces L 2
µ Ω n of forms that are square integrable with respect to µ. We construct a unitary isomorhism
where
Ψ n sym (X k ) is the space of µ-square-integrable mappings
and L 2 σ (k) (γ)
Ψ n sym (X k ) is a space of n-forms over X k that are square-integrable with respect to σ (k) (γ) and satisfy some additional conditions. In the case where µ is a Poisson measure π, the isomorphism I n was constructed in [5] .
In Section 3, we define Bochner type operators in L 2 µ Ω n . First, we introduce the bilinear form
on the space of smooth local forms, where ∇ Γ is the covariant derivative on Γ X (introduced in [3, 4] ), and prove its closability. We call the corresponding generator H B µ,n the Bochner Laplacian on Γ X associated with µ.
Further, we show that, under the action of the isomorphism I n , the form E B µ,n can be expressed via Bochner type bilinear forms E B σ (k) (γ) associated with the measures σ (k) (γ) on X k , k = 1, . . . , n, µ-a.e. γ ∈ Γ X . As an application of this result, we derive sufficient conditions for the space of all Bochner-harmonic µ-square integrable forms on Γ X to consist only of the zero form. Let us remark that we do not assume extremality of µ, so that nonconstant µ-square integrable harmonic functions on Γ X may in general exist [10] .
In Section 4, we introduce and study the structure of the deRham complex in the spaces L 2 µ Ω n . Following [5] , we first define a Hodge-deRham differential d n on the space of smooth local forms. We prove the closability of the d n 's as operators from L 2 µ Ω n into L 2 µ Ω n+1 and consider the Hilbert complex
whered n 's are the corresponding closures. Next, we define a Hodge-deRham Laplacian H R µ,n as the generator of the closed form
. We prove that, under certain additional conditions on µ, the domain of the operator H R µ,n contains smooth local forms. This gives us a possibility to prove, for H B µ,n and H R µ,n , an analog of the Weitzeböck formula. In Section 5, we consider our main examples: Gibbs measures with pair interaction on Γ X . More exactly, we consider in details Ruelle type measures on Γ R d (cf. [52] ), and Gibbs measures in the low activity-high temperature regime, as well as Gibbs measures with positive potentials on Γ X . In these cases, we get more explicit expressions for the Bochner and deRham Laplacians. The configuration space Γ X over X is defined as the set of all locally finite subsets (configurations) in X:
Here, γ Λ := γ ∩ Λ and |A| denotes the cardinality of a set A.
We can identify any γ ∈ Γ X with the positive, integer-valued Radon measure
where ε x is the Dirac measure with mass at x, x∈∅ ε x :=zero measure, and M(X) denotes the set of all positive Radon measures on the Borel σ-algebra B(X). The space Γ X is endowed with the relative topology as a subset of the space M(X) with the vague topology, i.e., the weakest topology on Γ X with respect to which all maps
are continuous. Here, f ∈ C 0 (X)(:=the set of all continuous functions on X with compact support). Let B(Γ X ) denote the corresponding Borel σ-algebra.
The tangent space to Γ X at a point γ is defined as the Hilbert space
The scalar product and the norm in T γ Γ X will be denoted by ·, · γ and · γ , respectively. Thus, each V (γ) ∈ T γ Γ X has the form V (γ) = (V (γ, x)) x∈γ , where V (γ, x) ∈ T x X, and
We now recall how to define derivatives of a function F : Γ X → R. Let γ ∈ Γ X and x ∈ γ.
We say that F is differentiable at γ ∈ Γ X if, for each x ∈ γ, the function F x (γ, ·) is differentiable at x and
Analogously, the higher order derivatives of F are defined, (
Any function of the form
where g F ∈ C ∞ b (R N ) and ϕ 1 , . . . , ϕ N ∈ D := C ∞ 0 (X)(:=the set of all infinitely differentiable functions on X with compact support), is local, bounded, infinitely differentiable, and the derivatives of F are polynomially bounded:
The set of all functions of the form (2.2) will be denoted by FC ∞ b (D, Γ X ). Vector fields and first order differential forms on Γ X will be identified with sections of the bundle T Γ X . Higher order differential forms will be identified with sections of the tensor bundles ∧ n (T Γ X ) with fibers
where ∧ n (H) (or H ∧n ) stands for the nth antisymmetric tensor power of a Hilbert space H. Thus, under a differential form W of order n, n ∈ N, over Γ X , we will understand a mapping
We will now recall how to introduce a covariant derivative of a differential form (2.5). Let γ ∈ Γ X and x ∈ γ. We define the mapping
This is a section of the Hilbert bundle
The Levi-Civita connection on T X generates in a natural way a connection on this bundle. We denote by ∇ X γ,x the corresponding covariant derivative and use the notation
We say that the form W is differentiable at a point γ if for each x ∈ γ the section W x (γ, ·) is differentiable at x, and
The mapping
will be called the covariant gradient of the form W . Analogously, one can introduce higher order derivatives of a differential form W . Precisely, the
Let us note that, for any η ⊂ γ, the space ∧ n (T η Γ X ) can be identified in a natural way with a subspace of ∧ n (T γ Γ X ). In this sense, we will use the expression W (γ) = W (η) without additional explanations.
A form W :
Let FΩ n denote the set of all local, infinitely differentiable forms W : Γ X → ∧ n (T Γ X ) such that there exist ϕ ∈ C 0 (X), ϕ ≥ 0, and l ∈ N (depending on W ) satisfying:
Below, we will give an explicit construction of a class of forms belonging to FΩ n . Let µ be a probability measure on (Γ X , B(Γ X )) which has all moments finite, i.e., ∀k ∈ N, ∀ϕ ∈ C 0 (X), ϕ ≥ 0 :
Our next goal is to give a description of the space of n-forms that are square-integrable with respect to the measure µ.
Let FΩ n µ denote the µ-classes determined by FΩ n . We define on FΩ n µ the L 2 -scalar product with respect to the measure µ:
The integral on the right hand side of (2.9) is finite because of (2.7) and (2.8). Now, we define the Hilbert space
as the completion of FΩ n µ with respect to the norm generated by the scalar product (2.9) . In what follows, we will not distinguish in notations between FΩ n and FΩ n µ , since it will be clear from the context which of these sets we mean. Let m denote the volume measure on X. From now on, we suppose that, for any measurable function F :
where σ(γ, ·) ≪ m for µ-a.e. γ ∈ Γ X . We shall use the notation
In the theory of point processes, this property of the measure µ is called Σ ′ m , see [42] . All Gibbs measures, in particular, all Poisson measures satisfy this property, see [26, 43, 45] . We consider this case in Section 4.
We will need the following consequence of the property Σ ′ m . Let : γ ⊗k : be the measure on X k given by :
S k denoting the group of all permutations of {1, . . . , k}.
For µ-a.e. γ ∈ Γ X , we denote by σ (k) (γ, ·) the measure on X k given by
and let µ (k) be the measure on Γ X × X k defined by
Proof. We prove this by induction. For k = 1, (2.11) is just (2.10). Let us suppose that (2.11) holds up to k − 1. As easily seen,
Then, by the induction hypothesis we have
We will now give an isomorphic description of the space L 2 µ Ω n . We first need some preparations. Let
Notice that the set X k \ X k is of zero m ⊗k measure. We have, for each (
We introduce a set Ψ n sym (X k ) of smooth forms ω : X k → ∧ n (T X k ) which have compact support and satisfy on X k the following assumptions:
(ii) ω is invariant under the action of the group S k :
(we identify the spaces
Using (2.8) and Lemma 2.1, we easily conclude that any mapping of the form
It is not hard to show that the latter is just the space of all µ (k) -square integrable mappings of the form
Here,
(Notice that the space T (n) {x 1 ,...,x k } X k is indeed independent of the order of the points
where the latter space was defined in the Introduction (see formulas (1.2), (1.3)).
By virtue of (2.4) and (2.15), we have
where the corresponding isomorphism I n is defined by the formula
Here, I n k W := (I n W ) k is the k-th component of I n W in the decomposition (2.17). Proof. A direct calculation shows that
Therefore, by Lemma 2.1, we have for any
Hence, I n is an isometry of the space L 2 µ Ω n into the space (2.17). Next, the image of each mapping (2.14) under (I (n) ) −1 is given by 20) and evidently belongs to FΩ n . Therefore, I n is "onto."
In what follows, we will denote by DΩ n the linear span of the forms defined by (2.20) with k = 1, . . . , n. As we already noticed in the proof of Proposition 2.3, DΩ n is a subset of FΩ n and is dense in L 2
µ Ω n .
Laplace operators on differential forms over configuration spaces
In this section, we introduce differential operators associated with the measure µ on Γ X which act in the space of square-integrable forms. These operators generalize the notions of Bochner and deRham Laplacians on finite-dimensional manifolds. But first, we consider the Dirichlet operator in the space L 2 (Γ X ; µ).
Dirichlet operator on functions
For each γ ∈ Γ X , consider the triple
Here, T γ,0 Γ X consists of all finite sequences from T γ Γ X , and
which consists of all sequences
The pairing between any V (γ) ∈ T γ, ∞ Γ X and v(γ) ∈ T γ,0 Γ X with respect to the zero space T γ Γ X is given by
(the series is, in fact, finite). From now on, under a vector field over Γ X we will understand mappings of the form
We will suppose that, for µ ⊗ m-a.e. (γ, x) ∈ Γ X × X, ρ(γ, x) > 0 and for µ-a.e. γ ∈ Γ X , the function ρ(γ, ·) is weakly differentiable on X. We set
The logarithmic derivative of the measure µ is set to be the µ-a.e. defined vector field on Γ X given by
We define a bilinear form E µ on the space L 2 (Γ X ; µ) by setting
Theorem 3.1 Suppose that, for any Λ ∈ O c (X),
Then, for any
where H µ is the operator in the space
where ∆ X denotes the Laplacian on X corresponding to the volume measure m.
, is associated with a positive definite self-adjoint operator, the Friedrichs extension of H µ , which we also denote by H µ .
Remark 3.3
In case of a Ruelle measure, a theorem on the L 2 -generator of the biliear form (3.1) was proved in [10] . A theorem on the closability of the form (3.1) in the case of a Gibbs measure on a manifold X was proved in [20] and in the general case of a Σ ′ m -measure in [40] , see also [39] .
Proof of Theorem 3.1. First, we note that, for each
As easily seen, condition (3.2) guarantees the inclusion
Bochner Laplacian on forms
Let us consider the bilinear form E B µ,n defined by
It follows from the definition of DΩ n that, for each W ∈ DΩ n , there exists ϕ ∈ D, ϕ ≥ 0, such that
and therefore, by (2.8), the function under the sign of integral in (3.6) is integrable with respect to µ.
The following lemma shows that the bilinear form (
Proof. Let W ∈ DΩ n and W = 0 µ-a.e. For x 0 ∈ X and R > 0, let
Since R was arbitrary, we therefore have
is continuous, and therefore for µ-a.e. γ ∈ Γ X , W (γ + ε x ) = 0 on X \ γ. Hence,
From here the lemma follows by the Schwarz inequality.
Theorem 3.5 Suppose that
∀Λ ∈ O c (X) ∃ε > 0 :
where H B µ,n is the operator in the space L 2 µ Ω n with domain DΩ n given by
where ∆ X x is the Bochner Laplacian of the bundle ∧ n (T γy Γ X ) → y ∈ O γ,x with the volume measure m.
Proof. We first note that, for any W ∈ DΩ n , the form H B µ,n W defined by (3.9), (3.10) belongs to L 2 µ Ω n . Indeed, as easily seen, ∆ Γ W ∈ FΩ n , and hence
As easily seen, there exists ϕ ∈ C 0 (X), ϕ ≥ 0, such that
Now, by using (2.8), (3.8), (3.11), (3.12) , and the Schwarz inequality, we conclude that
Next, we will need the following lemma, whose proof follows directly from the construction of the forms from DΩ n . Lemma 3.6 For each fixed W ∈ DΩ n and γ ∈ Γ X , the mapping
(uniquely) extends to a smooth form
and
Let W (1) , W (2) ∈ DΩ n and let Λ ∈ O c (X) be such that there exits a compact Λ ′ ⊂ Λ satisfying
, for all γ ∈ Γ X . Then, by virtue of (2.10), (3.13), and Lemma 3.6 we get, analogously to the proof of Theorem 3.1:
is associated with a positive definite, self-adjoint operator, the Friedrichs extension of H B µ,n , which we also denote by H B µ,n .
We define ( E B µ,n , D( E B µ,n )) as the image of the bilinear form (E B µ,n , D(E B µ,n )) under the unitary I n .
Here, for a fixed (x 1 , . . . , x k ) ∈ X k , ∇ Γ γ denotes the gradient of a mapping from Γ into T (n) {x 1 ,...,x k } X k defined for µ-a.e. γ ∈ Γ X similar to the gradient of a function on Γ.
Proof. Let W (1) , W (2) ∈ DΩ n and let W (i) :=I n W (i) , i = 1, 2. Then, by Lemma 2.1,
which is equal to the right hand side of (3.14).
We will now apply Proposition 3.8 to prove the vanishing of square-integrable Bochner harmonic forms.
Theorem 3.9 Let the conditions of Theorem 3.5 be satisfied, let 15) and let one of the two following conditions hold:
(i) for µ-a.e. γ ∈ Γ X , ρ(γ, ·) is continuous and positive on X;
(ii) d ≥ 2 and for µ-a.e. γ ∈ Γ X , ρ(γ, ·) is continuous and positive on X \ γ.
Then, for each n ∈ N, Ker H B µ,n = {0}.
Proof. We will prove the theorem in the case of (ii), the case (i) being completely similar and simpler. First, we note that we can suppose that, for all γ ∈ Γ X , ρ(γ, ·) is continuous and positive on
Here and below, for a bilinear form E we set E(W ):=E(W, W ) for W ∈ D(E).
Let us consider the following bilinear form on the Hilbert space (2.17):
From the existence of the generator of U n defined on I n (DΩ n ), it follows that U n is closable and let (U n , D(U n )) denote its closure. By Proposition 3.8,
(here and below we omit the notation of the space in the norm if this space is clear from the context). Let {W (n) } ⊂ Ω k,n and let W (n) → W as n → ∞ in the norm
Using the inequality
we conclude that {S(W (n) )} is a Cauchy sequence in the norm of L 1 (Γ X × X k ; µ (k) ). Let S(W) denote its limit. Then, using the definition of µ (k) , we have
Suppose now that U k,n (W) = 0. Then, by (ii), it follows from (3.16) that, for µ-a.e. γ ∈ Γ X ,
Let us fix γ ∈ Γ X such that (3.17) holds and let O be an open ball in X k such that
Since ρ (k) (γ, ·) is positive and continuous on O,
and so L p -convergence on O with respect to the measure σ (k) (γ, dx 1 , . . . , dx k ) is equivalent to the same convergence with respect to the measure m ⊗k . Let W 1 2 (O) denote the Sobolev space consisting of all functions f ∈ L 2 (O; m ⊗k ) which are weakly differentiable and whose weak gradient Proof. Let us consider the classical pre-Dirichlet form on L 2 (O; m ⊗k ):
As well known, this pre-Dirichlet form is closable and let (E, D(E)) denote its closure. Then, D(E) = W 1 2 (O) and
the gradient ∇ X k being understood in the weak sense. Hence, taking notice of (3.17), to prove this lemma, it suffices to show that the following claim is true: Let ω : O → ∧ n (T O) be a limit of a sequence {ω n } of smooth n-forms on O with respect to the norm · 2
for a smooth form u. Then, ω ∈ D(E) and
Here, S(ω)(x 1 , . . . , x k ) is constructed analogously to the S(W )(γ, x 1 , . . . , x k ) above. The proof of this claim is essentially the same as the proof of the fact that, for each f ∈ D(E), |f | ∈ D(E) and S(|f |) ≤ S(f ) m ⊗k -a.e., which is why we limit ourselves to only outline it. So, first one shows by approximation that, for each fixed ǫ > 0, ω, ω + ǫ ∈ D(E), and moreover, for any fixed ǫ, ǫ ′ > 0,
Second, one sets ǫ n ↓ 0 and shows using (3.20) that ω, ω + ǫ n is a Cauchy sequence with respect to the norm · 2
The estimate (3.19) then trivially follows. Thus, the lemma is proved. By Lemma 3.10, it follows that W(γ, ·) = const m ⊗k -a.e. on O. Since d ≥ 2, the set X k,γ defined in (3.18 ) is open and connected, and therefore it can be covered by a countable number of open balls {O n } satisfying O n ⊂ X k,γ . Therefore, W(γ, ·) = const m ⊗k -a.e. on X k,γ , and hence m ⊗k -a.e. on X k . Finally, by (3.15), W = 0 µ ⊗ m ⊗k -a.e. on Γ X × X k . Thus, the theorem is proved.
deRham Laplacian on forms
Let EΩ n denote the subset of FΩ n consisting of all forms W ∈ FΩ n such that all derivatives of W are polynomially bounded, that is, for each k ∈ N there exist ϕ ∈ D, ϕ ≥ 0, and l ∈ N (depending on W ) such that
and additionally, for each fixed γ ∈ Γ X and r ∈ N, the mapping
extends to a smooth form
(Notice that the locality of a form, together with the above condition of extension, will automatically imply the infinitely differentiability of the form.) As easily seen, DΩ n is a subset of EΩ n , and so we get the following chain of inclusions
We define linear operators
is the antisymmetrization operator. (We notice that the polynomial boundedness of the form d n W and its derivatives follows from the corresponding boundedness of ∇ Γ W and the fact that the norm of the operator (3.24) for each γ ∈ Γ X is equal to one). Let us now consider d n as an operator acting from the space L 2 µ Ω n into L 2 µ Ω n+1 . (We remark that, by the proof of Lemma 3.4, d n W = 0 µ-a.e. for W ∈ EΩ n such that W = 0 µ-a.e.) We denote by d * n the adjoint operator of d n .
Proof. It follows from (3.23) and the definition of ∇ Γ that, for any W ∈ EΩ n and γ ∈ Γ X ,
Let γ ∈ Γ X and x ∈ γ be fixed. Let C ∞ (O γ,x → ∧ n (T γ Γ X )) denote the space of all smooth sections of the Hilbert bundle (2.6). We define an operator
whose action, in local coordinates on the manifold X, is given by
. . , n. It follows from (3.26) and (3.27) that
Next, let Ω(O γ,x → ∧ n (T γ Γ X )) denote the space of all sections of the Hilbert bundle (2.6). We define an operator
andȟ i denotes the absence of h i . We now set for W ∈ EΩ n+1
(notice that the sum on the right hand side of (3.31) is actually finite). Let us show that, for any W ∈ EΩ n+1 , we have
Using (3.21), (3.29) , and (3.30), it is not hard to show that there exist ϕ ∈ C 0 (X), ϕ ≥ 0, and k ∈ N (independent of γ and x) such that
Analogously to the proof of (3.13), we get from (2.7), (2.8) (3.8), (3.32), and (3.33) that δ δ δ n W ∈ L 2 µ Ω n . Let W (1) , W (2) ∈ EΩ n and let Λ ∈ O c (X) be such that, for some compact Λ ′ ⊂ Λ W (i) (γ) = W (i) (γ Λ ′ ), i = 1, 2, for all γ ∈ Γ X . Then, by (2.10), (3.25), (3.27) , and (3.28), we get using the notations of Section 2
It follows from the definition of EΩ n that, for a fixed γ ∈ Γ X and {x 1 , . . . ,
k (γ, ·, x 1 , . . . , x k−1 ) extends to a smooth form
Since W (1) (γ + ε • ) also extends to a smooth form on X, we can carry out an integration by parts in the x variable in (3.34). Thus, by using (3.29)-(3.31) and (2.10), we continue (3.34) as follows:
We denote byd n the closure of d n . The space Z n := Kerd n is then a closed subspace of L 2
π Ω n . Let B n denote the closure in L 2 π Ω n of the subspace Im d n−1 (of course, B n =the closure of Imd n−1 ).
We obviously have d n d n−1 = 0, which implies
Hence B n ⊂ Z n andd
Thus, we have the infinite complex
and the associated Hilbert complex
We set in a standard way
For n ∈ N, we define a bilinear form
. This form is evidently closed, and let (H R µ,n , D(H R µ,n )) denote its generator. This operator will be called the Hodge-deRham Laplacian of the measure µ.
The following proposition reflects a quite standard fact in the theory of L 2 -cohomologies.
Proposition 3.13
The natural isomorphism between H n µ and the orthogonal complement of B n to Z n is the isomorphism of the Hilbert spaces
Proof. Using [12, Proposition A.1], we conclude from Proposition 3.11 and formula (3.35) that
(the weak Hodge-deRham decomposition). For the closed operatord n we have the standard decomposition
which together with (3.39) implies the result.
We do not know a priori whether the domain D(H R µ,n ) contains DΩ n , however the following theorem gives a sufficient condition for this.
Theorem 3.14 Let us suppose that (i) for µ-a.e. γ ∈ Γ X , ρ(γ, x) > 0 for all x ∈ X \ γ and the function ρ(γ, ·) is continuous on X;
(ii) for µ-a.e. γ ∈ Γ X , ρ(γ, ·) is two times differentiable on X \ γ and ∇ X ρ(γ, ·) extends to a continuous form on X;
extends to a continuous mapping on X;
(iv) (3.8) holds, and furthermore ∀Λ ∈ O c (X) ∃ε > 0 :
Proof. Since by Proposition 3.11
, to prove the theorem we have to show
We choose any Λ ∈ O c (X) such that, for some compact
, for all γ ∈ Γ X . It follows from the proof of Proposition 3.11 and Lemma 2.1 that
Due to conditions (i)-(iii), we can see that, for µ-a.e. γ ∈ Γ X and x ∈ X \ γ,
and for µ ⊗ m-a.e. (γ, x) ∈ Γ X × X and y ∈ X \ (γ ∪ {x}),
using formulas (3.27), (3.28) , for the definition of d x,n , x ∈ X. Moreover, by virtue of (i) and (ii), the integration by parts yields, for µ-a.e.
and analogously, using (i) and (iii), we get, for µ ⊗ m-a.e. (γ, x) ∈ Γ X × X,
Suppose that
is well-defined for µ-a.a. γ ∈ Γ X , and moreover V ∈ L 2 µ Ω n . Then, by Lemma 2.1 and (3.43)-(3.45), we continue (3.42) as follows:
Since V Λ (γ) → V (γ) as Λ → X for µ-a.e. γ ∈ Γ X , by the majorized convergence theorem, we conclude from (3.42), (3.46) , and (3.47) that
Thus, it remains to show that (3.45) does indeed hold. Let Λ ∈ O c (X) be such that, for some compact Λ ′ ⊂ Λ, W (1) (γ) = W (1) (γ Λ ′ ) for all γ ∈ Γ X ( Λ being now independent of W (2) ). Since δ δ δ x,n W (1) (γ) = 0 for all x ∈ γ Λ c , we get
Analogously to (3.33), we conclude from (3.27)-(3.30) the existence of ϕ ∈ C 0 (X), ϕ ≥ 0, and k ∈ N (independent of γ, x, and y) such that
for x, y ∈ γ Λ , and
for y ∈ γ Λ c and x ∈ γ Λ . Thus, the finiteness of the right hand side of (3.48) can easily be deduced from (2.8), (3.8), (3.40), (3.49), (3.50) , and the Schwarz inequality.
Corollary 3.15 Let the conditions of Theorem 3.14 be satisfied. Then, for each W ∈ DΩ n and µ-a.e. γ ∈ Γ X x,y∈γ 51) and the action of the operator H R µ,n can be represented in the form
Weitzenböck formula
In this section, we will derive a Weitzenböck type formula, which gives a relation between the Bochner Laplacian H B µ,n and the deRham Laplacian H R µ,n . In what follows, we will suppose that the conditions of Theorem 3.14 are satisfied.
For each V (γ) ∈ T γ Γ X , γ ∈ Γ X , we define an annihilation operator
and a creation operator a * n (V (γ)) :
as follows:
(the pairing in the expression V (γ), W n (γ) γ is carried out in the first "variable," so that a * n (V (γ)) becomes the adjoint of a n (V (γ)) ). Now, for a fixed γ ∈ Γ X , we define an operator R n (γ) in ∧ n (T γ Γ X ) as follows:
n (e i )a n (e j )a * n (e k )a n (e l ).
Here, {e j } d j=1 is a fixed orthonormal basis in the space T x X considered as a subspace of
having only a finite number of nonzero coordinates in the direct sum expansion (2.16), and R ijkl is the curvature tensor on X.
Next, let A(γ) ∈ (T γ,∞ Γ X ) ⊗2 , so that A(γ) = (A(γ, x, y)) x,y∈γ , where A(γ, x, y) ∈ T y X ⊗ T x X. We realize A(γ) as a linear operator acting from T γ,0 Γ X into T γ,∞ Γ X by setting
If we additionally suppose that, for any Λ ∈ O c (X),
then, as easily seen, A(γ) is indeed an operator acting from T γ,0 Γ X into T γ Γ X . In the latter case, we define a linear operator A(γ) ∧n in ∧ n (T γ Γ X ) with domain D(A(γ) ∧n ):= ∧ n 0 (T γ Γ X ) as follows:
We set
It follows from (3.40) that, for µ-a.e. γ ∈ Γ X ,
Therefore, the operator
Theorem 3.17 Let the conditions of Theorem 3.14 be satisfied. Then, we have on DΩ n :
Proof. We fix any W (1) ∈ DΩ n . By Corollary 3.15, we have
By (2.10) and (3.51), we get for any
By a slight modification of the proof of the Weitzenböck formula on the manifold X (see e.g. [19] ), we get for a fixed
We note that the function under the sign of integral on the right hand side of equality (3.54), considered as a function of γ and x, is integrable with respect to the measure µ (1) (dγ, dx) . Indeed, the integrability of the function
follows from the proof of Theorem 3.5, the integrability of the function
follows from the proof of Theorem 3.14, and the integrability of the function
follows from the estimate
Hence, by (2.10), (3.53), (3.54), and Theorem 3.5
Next, using formulas (3.27)-(3.30), we have
Thus, by (3.52), (3.55) , and (3.56), we get, for µ-a.e. γ ∈ Γ X ,
Examples
In this section, we will discuss some measures on the configuration space Γ X to which the above results are applicable.
(Mixed) Poisson measures
Let π z , z > 0, denote the Poisson measure on (Γ X , B(Γ X )) with intensity measure zm. This measure can be characterized by its Laplace transform
We refer to e.g. [9, 54] for a detailed discussion of the construction of the Poisson measure on the configuration space. The measure π z satisfies (2.10) with σ(γ, dx) = zm(dx), which is the so-called Mecke identity [43] .
Every measure π z is concentrated on the subset Ξ z ∈ B(Γ X ) consisting of those γ ∈ Γ X for which
where (Λ n ) ∞ n=1 is an extending sequence of sets from O c (X) such that Λ n → X as n → ∞, see [27, 44] .
Let θ be a probability measure on (0, ∞). A mixed Poisson measure π θ is defined by
Then, evidently π θ satisfies (2.10) with
Let us suppose that
Then, condition (2.8) is fulfilled, and furthermore all the theorems of Section 3 are applicable to the measure π θ . Let us remark the following interesting fact. The Dirichlet form on functions, (E π θ , D(E π θ )), is irreducible if and only if π θ is a pure Poisson measure π z , see [10, Theorem 6.3] . On the other hand, by Theorem 3.9, the Bochner bilnear forms (E B π θ ,n , D(E B π θ ,n )), n ∈ N, are irreducible for all measures π θ . In other words, for π θ = π z there exist square-integrable non-constant harmonic functions, but no square-integrable Bochner harmonic forms.
Ruelle measures
In this subsection, we will discuss a class of Gibbs measures on the configuration space over A pair potential is a measurable function φ : R d → R ∪ {+∞} such that φ(−x) = φ(x). We will also suppose that φ(
otherwise.
Given Λ ∈ O c (R d ), we define for γ ∈ Γ and ∆ ∈ B(Γ)
A probability measure µ on (Γ, B(Γ)) is called a grand canonical Gibbs measure with interaction potential φ if it satisfies the Dobrushin-Lanford-Ruelle equation
Let G(z, φ) denote the set of all such probability measures µ. It can be shown [26] that the unique grand canonical Gibbs measure corresponding to the free case, φ = 0, is the Poisson measure π z .
We rewrite the conditional energy E φ Λ in the following form
where the term
describes the interaction energy between γ Λ and γ Λ c . Analogously, we define
We suppose that the interaction potential φ is stable, that is, the following condition is satisfied:
(S) (Stability) There exists B ≥ 0 such that, for any Λ ∈ O c (R d ) and for all γ ∈ Γ Λ ,
(Notice that the stability condition automatically implies that the potential φ is semi-bounded from below.) Then, any µ ∈ G(z, φ) satisfies identity (2.10) with
In fact, this property uniquely characterizes a Gibbs measure in the sense that any probability measure µ on (Γ, B(Γ)) belongs to G(z, φ) if and only if µ satisfies (2.10) with ρ(γ, x) given by (4.2) (cf. [45] , see also [32] ).
Let us now describe a class of Gibbs measures which appears in classical statistical mechanics of continuous systems [52] . For every r = (r 1 , . . . , r d ) ∈ Z d , we define a cube
These cubes form a partition of R d . For any γ ∈ Γ, we set γ r := γ Qr , r ∈ Z d . For N ∈ N let Λ N be the cube with side length 2N − 1, centered at the origin in R d . Λ N is then a union of (2N − 1) d unit cubes of the form Q r . We formulate the following conditions on the interaction.
(SS) (Superstability) There exist A > 0, B ≥ 0 such that if γ ∈ Γ Λ N for some N , then
This condition is evidently stronger than (S).
(LR) (Lower regularity) There exists a decreasing positive function a : N → R + such that 
Here, · denotes the maximum norm on R d .
(I) (Integrability) We have
A probability measure µ on (Γ, B(Γ)) is called tempered if µ is supported by
By G t (z, φ) ⊂ G(z, φ) we denote the set of all tempered grand canonical Gibbs measures (Ruelle measures for short). Due to [52] the set G t (z, φ) is non-empty for all z > 0 and any potential φ satisfying conditions (SS), (LR), and (I). Let us now recall the so-called Ruelle bound (cf. [52] ).
Theorem 4.1 Let φ be a pair potential satisfying conditions (SS), (LR), and (I), and let µ ∈ G t (z, φ), z > 0. Then, for any n ∈ N and any measurable symmetric function
µ is a non-negative measurable symmetric function on (R d ) n , called the n-th correlation function of the measure µ, and this function satisfies the following estimate
where ξ > 0 is independent of n.
The above theorem particularly implies that any Ruelle measure µ satisfies (2.8).
We suppose:
(S1) There exists r > 0 such that
where B(r) denotes the open ball in R d of radius r centered at the origin.
Lemma 4.2 Let (SS), (LR), (I)
, and (S1) hold. Then,
Proof. It is enough to show that, for any Λ ∈ O c (R)
where Λ r :={y ∈ R d : d(y, Λ) ≤ r}, d(y, Λ) denoting the distance from y to Λ. By Theorem 4.1 and (S1),
which implies (4.4). The second conclusion of the lemma now trivially follows from (4.1) and (4.2).
We suppose also that the two following conditions are satisfied (compare with [10] ).
(D) (Differentiability) e −φ is weakly differentiable on R d , φ is weakly differentiable on R d \ {0}, and the weak gradient ∇φ (which is a locally m-integrable function on (S2) There exists R > 0 such that
Proposition 4.4 Let (SS), (LR), (I), (D), (S1) and (S2) hold. Then, any µ ∈ G t (z, φ), z > 0, satisfies the conditions of Theorem 3.5 and
Proof. We first prove that, for µ-a.e. γ ∈ Γ X ρ(γ, ·) is weakly differentiable on R d . We fix any f ∈ D and v, a smooth vector field on R d with compact support, and let Λ ∈ O c (R d ) be such that the supports of both f and v are contained in Λ. Let (Λ N ) ∞ N =1 be the sequence of subsets of R d as in (SS). Let N ∈ N be so big that Λ R ⊂ Λ N . Then, using Remark 4.3, we get
We know from [52, Lemma 5.1, Proposition 5.2 and its proof] that, for each γ ∈ S ∞ , there exists a constant C(γ) > 0 such that
Moreover, analogously to the proof of (4.4), we conclude from (S2) that
Now, by virtue of Lemma 4.2, (4.5), (4.7)-(4.9), and the majorized convergence theorem, we get
Therefore, for µ-a.e. γ ∈ Γ, ρ(γ, ·) is weakly differentiable on R d and
so that B µ is given by (4.6). Finally, let us show that, for any Λ ∈ O c (R d ),
which implies (3.8) with ε = 1. The proof of (4.10) is essentially analogous to that of [10, Lemma 4.1], so we only sketch it. By using [32, Proposition 3.11] and Theorem 4.1, we get, for any non-negative symmetric function
cubes which contain less than 3C points of γ. Setting N → ∞, we conclude that there exists an infinite sequence {Q r(k) , k ∈ N} of cubes which contain < 3C points of γ. Let x k denote the center of the cube Q r(k) . Then,
In case of (a), we get by (4.15): 16) and hence 
), e −φ is continuous on R d , and e −φ ∇φ extends to a continuous vector-valued function on R d ;
(ii) for each γ ∈ S ∞ , the series x∈γ φ(· − x), x∈γ ∇φ(· − x), and x∈γ φ ′′ (· − x) converge locally uniformly on X \ γ;
(iii) (4.5) holds, and furthermore,
Then, any µ ∈ G t (z, φ), z > 0, satisfies the conditions of Theorem 3.14.
Proof. As easily seen, conditions (i)-(iii) of Theorem 3.14 are now satisfied. Indeed, let us fix any γ ∈ S ∞ . By condition (ii), 
Gibbs measures on configuration spaces over manifolds
In this subsection, we will shortly discuss the case of a Gibbs measure µ on Γ X , where X is again a general manifold. We formulate the following conditions on the interaction potential φ, which is now a symmetric functions φ : X 2 → R ∪ {+∞}. In a completely analogous way as for the case of R d , one defines a Gibbs measure µ corresponding to the interaction potential φ and activity parameter z > 0, and one denotes by G(z, φ) the set of all such measures. where B and C are as in (S) and (I), respectively. Then, there exists a Gibbs measure µ ∈ G(z, φ) such that the correlation functions k (n) µ of the measure µ satisfy the Ruelle bound (4.3). 2) Let φ be a non-negative potential which fulfills (I) and (F). Then, for each z > 0, there exists a Gibbs measure µ ∈ G(z, φ) such that the correlation functions k (i) φ ∈ C 2 (X 2 \ X 2 ), e −φ is continuous on X 2 , and e −φ ∇ X 1 φ extends to a continuous vector field on X 2 (here ∇ X 1 φ denotes the gradient of the function φ in the first variable);
(ii) we have Let µ ∈ G(z, φ) be as in Theorem 4.8. Then, µ satisfies the conditions of Theorems 3.5 and 3.14.
Proof. The proof of this proposition essentially follows the lines of the proof of Proposition 4.6, and is even easier, since due to condition (F) all series y∈γ φ(x, y), γ ∈ Γ X , x ∈ X \ γ, are finite. Let µ ∈ G(z, φ) be as in Theorem 4.8. Then, the conditions of Theorem 3.9 are satisfied.
Remark 4.11 Condition (4.22) is satisfied in the case of a manifold having bounded geometry, see [21] . The upper estimate sup x∈X m(B(x, r)) < ∞, r > 0, holds for manifolds having non-negative Ricci curvature (see e.g. [21, Proposition 5.5.1]).
