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Abstrakt
Në këtë temë prezentoj 'Big Data Analysis with Apache Pig-Apache Hadoop' në fushën e
grumbullimit të të dhënave, për shkak se proceset e grumbullimit të të dhënave përdoren
aktualisht nga shumica e organizatave në botën dixhitale që po zgjerohet me
informacione të pafundme. Platformat paralele të përpunimit dhe sistemet paralele të të
dhënave që janë gjithnjë e më popullore. Frameworkat kanë përmirësuar ndjeshëm
performancën e analizës së të dhënave. Dhjetëra ose qindra nyje vrapojnë së bashku për
të ekzekutuar një detyrë. Është shumë e rëndësishme të përmirësohet shfrytëzimi i
burimeve dhe efikasiteti i llogaritjes. Sipas Microsoftit, ekziston rreth 30% përllogaritjeve
të pa-nevojshëme të punës. Llogaritja pa-nevojshëme është një humbje kohe dhe
burimesh. Apache Pig është një sistem paralel i të dhënave që është në ekosistemin
Apache Hadoop, e cila gjithashtu është platformë paralele e përpunimit. Pig / Hadoop
është një nga kombinimet më të njohura që përdoren për përpunimin e të dhënave. Në
këtë temë prezentoje frameworkat që materializonjnë dhe ripërdorin rezultatet e
llogaritjeve për të shmangur tepricat e llogaritjes. Të tre rastet e studiuara në këtë temë
mbuluan dy lloje të të dhënave të mëdha. Megjithatë, duke përdorur ekosistemin Apache
Hadoop
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1. Fillimi
Në këtë kapitull, Unë do të prezantoj framework-të që lidhen me punën tonë. Ato janë:
Hadoop sistemi i përpunimit paralel, Pig - programi paralel i të dhënave, MySQL cluster
- motorët i ruajtjes së të dhëna-ve dhe Teknologjia e re YARN(Yet Another Resource
Negotiator).

1.1 Apache Hadoop

Hadoop është një framework që mbështe-të zbatimin e aplikacioneve intensive të të
dhënave në një grup të madh nyjesh. Ka dy komponentë kryesore: MapReduce dhe
Hadoop Distributed File Sytem (HDFS). Hadoop përdoret kryesisht si platformë për
ruajtjen e të dhënave

1.1.1 MapReduce

Hadoop MapReduce framework ka implementuar modelin e Google MapReduce.
MapReduce ka bërë më të lehtë për të përpunuar sasi të mëdha të të dhënave në mijëra
nyje paralelisht. Siç tregon emri, MapReduce përfshin dy fjalë: hartë dhe reduktim.

Detyra që kryenë një funksion hartë quhet hartues dhe detyra që kryenë një funksion
zvogëlimit quhet redukues. Modeli i ekzekutimit në MapReduce është paraqitur në
Figurën 1.1
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Figura 1.1: MapReduce Fazat e ekzekutimit.

Funksioni i hartë 'map' merr çiftet e vlerës së hyrjes dhe prodhon një grup të ri të nyjesh
të rëndësishme. Pas hartës'map', rezultatet e hartës'maps' janë të renditura. Kombinuesit
mund të specifikohen opsionalisht pas klasifikimit të të dhënave. Kombinuesit mund të
bashkojnë çifte të vlerës kryesore dhe të zvogëlojnë madhësinë e të dhënave që do të
transferohen në rrjet. Kombinuesit shpesh kryejnë punë të ngjashme me redukuesin. Pas
ndarjes dhe kombinimit, të dhënat do të ndahen dhe transferohen në çdo redukues. Kjo
fazë quhet riorganizimi. Deri sa merr të dhëna, redukuesi grupon të dhënat nga çelësat,
kjo quhet lloj/bashkojë/kombinoj. Hapi i fundit është zvogëlimi. Funksioni i reduktimit
agregon grupin e vlerave për një çelës, i cili zakonisht do të rezultojë në një sërë vlerash
më të vogla. Hadoop mbështet shkrimin e aplikacioneve-ë MapReduce në gjuhë të tjera
përveç Java, duke përdorur programin streaming. Megjithatë, nganjëherë është e vështirë
të sqarohet një veprim Pune në MapReduce, kështu që gjuhët e nivelit të lartë të tilla si
Pig, Hive ose Jaql janë zhvilluar për të bërë më të lehtë programimin MapReduce.
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1.1.2 YARN (MapReduce2.0)

Dallimi më i madh midis Hadoop 1 dhe Hadoop 2 është teknologjia YARN. Në versionin
e parë të Hadoop, komponentët kryesorë përfshinin Hadoop Common, HDFS dhe
MapReduce, por versioni i dytë i Hadoop doli me një teknologji të re të quajtur YARN e
cila ishte akronim për Another Negotiator Resources (YARN).

2.1.3 Sistemi i shpërndarjes Hadoop (HDFS)

HDFS është komponent i rëndishëm në Hadoop është projektuar për ruajtjen e dhëna-ve
shumë të mëdha. HDFS ruan të dhënat metadata në sistem dhe të dhënat e applikacioneve
veç e veç. Të dhënat e Aplikacioneve ruhen në serverë të tjerë të quajtur Data Nodes. Të
gjithë serverat janë të lidhur plotësisht dhe komunikojnë me njëri-tjetrin duke përdorur
protokollin bazë TCP. Operacionet Namespace janë të ngjashme me operacionet me
sisteme-ve të tjera të skedarëve, të tilla si open, close, remove dhe rename. Datanodet
janë skllevër dhe përdoren për të ruajtur të dhënat. Dhënat ndahen në blloqe dhe secili
bllok përsëritet sipas politikës së kopjimit (faktori i përsëritjes së parazgjedhur është tre)
është paraqitur në figurën 1.2. Çdo bllok përbëhet nga dy pjesë: të dhënat e veta dhe
metadata të bllokut si checksum dhe timestamp. Versioni i tanishëm i qëndrueshëm i
Hadoop është 1.0.3 dhe ka vetëm një NameNoda të vetme. Kështu NameNode është pika
e vetme e dështimit.

Figura 1.2: Sistemi i shpërndarjes HDFS
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1.1.4 Jaql

Jaql është një sistem i përpunimit funksional i të dhënave dhe query language më e
përdorur për përpunimin e pyetjeve'query' JSON në BigData. Filloi si një projekt Open
Source në Google, por publikimi i fundit ishte më 7/12/2010. IBM e mori atë si gjuhë
kryesore të përpunimit të të dhënave për të Hadoop software package BigInsights.

Edhe pse është zhvilluar për JSON, mbështe një shumëllojshmëri të burimeve të tjera të
të dhënave si CSV, TSV, XML. Një krahasim me gjuhët e tjera të pyetjeve'query'
BigData si PIG Latin dhe Hive QL ilustron aspektet e performancës dhe përdorshmërisë
së këtyre teknologjive. JAQL mbështet në Lazy Evaluation, kështu që shprehjet janë
materializuar vetëm kur është e nevojshme.
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1.1.5 Apache Flume dhe Sqoop

Në këtë seksione do të shpjegoj dy komponentë në Hadoop. Shumica e të të dhënave në
dispozicion sot kanë forma të strukturuar ose gjysmë të strukturuar. Kjo çon në rritje të
kërkesave për metoda të veçanta për kapjen e të dhënave për t'u marrë me këto lloje të të
dhënave. Apache Flume dhe Sqoop, janë dy komponentë kryesorë në Hadoop që janë të
lidhur me HDFS dhe janë përgjegjës për grumbullimin dhe rrjedhëjn e të të dhënave në
kohë reale. Flume kryen detyrat në mënyrë efikase, grumbullon dhe ngarkon sasi të
mëdha të të dhënave gjysëm të strukturuara dhe të pastrukturuara, siç janë mediat sociale,
të dhënat nga sensoret. Sqoop në anën tjetër, mbledh në mënyrë efikase të dhëna të
strukturuara të tilla si të dhënat mjekësore, të ruajtura në bazat e të dhënave relacionale,
ngarkon të dhënat e strukturuara në HDFS dhe anasjelltas. Të dy komponentët janë
përdorur në dy rastet studimore në kapitullin 4.

Figura 1.3: Flume dhe Sqoop ecosistemi
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1.2 Apache Pig

Pig është një sistem i të dhënave që funksionon në krye të Hadoop. Ofron gjuhë të
ngjashme me SQL-like, Pig Latin, për të shprehur rrjedhën e të dhënave dhe për të
transferuar rrjedhën e të dhënave në Map reduce. Përveç kësaj, Mbështe funksione të
përcaktuara nga përdoruesit (UDFs) të cilat aktualisht mund të zbatohen në Java, Python,
JavaScript dhe Ruby. Edhe pse është zhvilluar për të kandiduar në krye të Hadoop, ajo
gjithashtu mund të shtrihet për të kandiduar në krye të sistemeve të tjera.
Pig lejon tri mënyra të ekzekutimit: Interactive mode, batch mode dhe embedded mode.

- Në "Interactive mode", përdoruesi lëshon komanda nëpërmjet një shell interaktiv
'Grunt'. Dhe vetëm kur jepet një komandë 'Store', Pig do të ekzekutonte të gjitha
komandat.

- Në "Batch mode", përdoruesi drejton një skript të shkruar paraprakisht, Cili zakonisht
mbaron me "Store".

- "Embedded mode" lejon përdoruesin të fusë pyetje në Pig në java ose në programe të
tjera.
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1.2.1 Përmbledhje

Pig siguron një motor të ekzekutimi për të bërë përpunim paralel të të dhënave në krye të
Hadoop. Mund ta transformojë Skriptin e Pig në një plan ekzekutimi që mund të kalojë
në Hadoop Për ekzekutim, siç tregohet në Figurën 1.4. Në përgjithësi ka tre hapa:

(1) Ndërtimi i planit logjik;
(2) Përkthimin e planit logjik në planin fizik;
(3) Konvertimi i planit fizik në planin MapReduce;

Krahasuar me përdorimin e MapReduce direkt, ka disa përparësi për të përdorur Pig në
vend të kësaj. Së pari, Pig Latin është gjuhë e ngjashme me SQL-lite dhe përmban të
gjitha operacionet standarde të përpunimit të të dhënave. Ndërsa disa operacione, të tilla
si JOIN, nuk ofrohen nga MapReduce. Së dyti, Pig Script është më i lehtë për t'u kuptuar,
Pig përcakton se si përpunohen të dhënat hap pas hapi. Së treti, fakti që MapReduce nuk
ka definicion të tipit të të dhënave e bën të vështirë për të kontrolluar gabimet në kodim.

Figura 1.4: Fazat e përpilimit dhe ekzekutimit ne Pig
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1.2.2 Hive
Hive ka tre funksione kryesore: përmbledhjen e të dhënave, pyetje”query” dhe analiza.
Hive mbështe pyetjet e shprehura në një gjuhë të quajtur HiveQL, e cila automatikisht
përkthen pyetjet SQL, Përveç kësaj, HiveQL mbështet Scripta me porosi në MapReduce
që të lidhet me pyetjet.

1) Hive Hadoop Komponenti është përdorur kryesisht nga analistët e të dhënave, ndërsa
Pig Hadoop Komponenti është përdorur në përgjithësi nga Hulumtuesit dhe
Programuesit.

2) Hive Hadoop Komponenti është përdorur për të strukturuar plotësisht Të dhënat,
ndërsa Pig Hadoop Komponenti është përdorur për të dhënat gjysmë të strukturuara.

Karakteristika të tjera të Hive-t. Zhvillohet nga Facebook, Apache Hive përdoret dhe
zhvillohet nga kompani të tjera të tilla si Netflix. Amazon mban një software të Apache
Hive të përfshira në Amazon Elastic MapReduce në Amazon Web Services.
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1.2.3 Pig Latin

Pig Latin është gjuha e të dhënave që ofron Apache Pig. Ajo përshkruan si lexohen të
dhënat, përpunohen të dhënat dhe ruhen. Pig Latin është projektuar të jetë i ngjashëm me
SQL në mënyrë që njerëzit të njohur me SQL-in të mund të fillojnë me lehtësi. Përfshin
disa operacione të përbashkëta me SQL-in, siç tregohet në Tabelën

Table 1.5: Operacione e përbashkëta të Pig Latin dhe SQL

Pavarësisht ngjashmërive, ekzistojnë shumë dallime midis Pig Latin dhe SQL. Së pari,
SQL përdoret për të përshkruar problemet për t'u përgjigjur, ndërsa Pig Latin është
përdorur për Apache Pig Përshkruan si t'i përgjigjeni problemeve hap pas hapi. Së dyti,
çdo script SQL pyetje mund të përgjigjet vetëm një pyetje ndërsa çdo script Pig latine
lejon përgjigje pyetjeve të shumta. Së treti, SQL mund të përpunojë të dhënat vetëm me
skemën e paracaktuar, derisa Pig mund të përpunojë të dhëna që janë relacionale, të
mbivendosur ose të pastrukturuara
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1.2.4 Përpilimi në MapReduce

Ky seksion paraqet procesin e përkthimit të një Script Pig në një plan MapReduce.
Procesi i transformimit është paraqitur në Figurën 1.6

Figura 1.6: Përkthimi i Skripës PIG në MapReduce
Hapi i parë është ndërtimi i një plani logjik. fillimisht kryen një seri kontroll-ve në
program, duke përfshirë korrektësinë sintaksore, llojin e të dhënave dhe skemën e
konkluzioneve.
Pastaj "parser" harton deklaratat me operatorët logjikë, dhe ndërton një grafik aciklik të
drejtuar (DAG). Ky është plani i logjikës kanonike që korrespondon me programin Pig.

Hapi i dytë është kthimi i planit logjik në një plan fizik. Plani logjik i ndërtuar nga parser
së pari kalon përmes optimizuesit logjik për optimizim. Detajet logjike optimizuese
diskutohen në Seksioni 1.2.5.2 dhe unë kam elaboruar këtu. Pas Optimizimit, çdo
operator logjik në planin logjik të optimizuar lidhet me një ose më shumë operatorë fizikë
- 10 -

nga përkthyesi fizik. Siç mund të shihet Figuren 1.5 'Load', 'Filter', 'ForEach' dhe 'Store'
korrespondojnë me ngarkesat fizike 'Load', 'Filter', 'ForEach' dhe 'Store' përkatësisht;
ndërsa logjike "Join" dhe "Group" janë mapuar për operatorë fizikë të shumtë. Hapi i
tretë është ndërtimi i planit MapReduce nga plani fizik. Hartuesi i MapReduce
transverson planin fizik, kërkon operatorët(Local Rear-range, Global Rear-range dhe
Package) që tregon një punë hartë'map' ose reduktimin'reduce', dhe vendos operatorët
fizikë në një ose më shumë punë MapReduce. Ky plan i ndërmjetëm pastaj kalon në
Optimizer MapReduce dhe plani përfundimtar MapReduce është prodhuar, Pas të gjitha
hapave të mësipërm, një pyetje transformohet në planin MapReduce që përbëhet nga një
ose më shumë punë të MapReduce. Çdo punë MapReduce do të konvertohet në një
Hadoop Job "punë" dhe do të kalojë në Hadoop për ekzekutim
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1.2.5 Pig Optimization

Apache Pig kryen optimizim në dy nivele: Optimizim logjik dhe Optimizim MapReduce

1.2.5.1 Oozie

Planifikon punimet në Hadoop. Kombinon punë të shumëfishta në një njësi logjike.

Figura 1.7: Komponentët në oOzie
Duke përdorur Oozie, ne kemi qasje në një sistem të fuqishëm të rrjedhës së punës që na
mundëson të menaxhojmë punët në një shumëllojshmëri të gjerë të kërkesave të mjeteve
dhe kërkesave në Hadoop. Mund të planifikojë detyrat e importimit të të dhënave, të
dërgojm me kusht e-mail alarme, të llogarisë rezultate dhe të manipulojë me të dhëna etj.

1.2.5.2 Optimizimi logjik

Optimizimi logjik është një teknikë e përdorur gjerësisht. Shumë sisteme të përpunimit të
tilla si Pig, Hive, Drill and Dremel zotëroj një optimizues të planit logjik.
Optimizuesi logjik i Pig-së është i bazuar në rregulla. Në vend që të kërkojë në mënyrë të
plotë planin optimal logjik, Pig optimizon planin duke e transformuar planin me rregulla
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të përputhura. Pig ka përcaktuar një listë të Rregullave. Secila Rregull ka një grup
rregullash që mund të aplikohen së bashku, Çdo rregullë përmban një model të nënplanit, për të gjetur një model të përputhshëm në planin logjik, si dhe një transformator
për të transformuar planin logjik. Disa rregulla përcaktohen si të detyrueshme dhe duhet
të zbatohen. Për rregulla të tjera, Pig lejon përdoruesit të çaktivizojnë ato dhe të largojnë
ato të padëshiruara nga Lista e Rregulla-ve. Optimizatori do të zbatojë secilën rregullë në
mënyrë të përsëritur derisa asnjëri prej tyre nuk mund të gjejë një ndeshje ose përsëritja
maksimale (default 500) është arritur. Optimizuesi logjik i Pig-së ka një grup shumë të
pasur rregullash optimizimi. Disa logjikë tipike të optimizimit në bazat e të dhënave
relacionale përdoren gjithashtu nga Pig, të tilla si filtrimi i hershëm dhe projeksionet e
hershme.

Përveç rregullave për të optimizuar programin e vetëm, Pig gjithashtu përmban rregulla
për optimizimin e shumë-pytje. Ne tregojmë disa rregulla tipik këtu

FilterAboveForeach: Ky rregull i optimizimit zbaton logjikën e filtrit të hershëm.
Operatorët e Filter 'Filter' mbi operatorët 'Foreach'. Operacioni i filtrit mund të eliminojë
të dhënat jo të nevojshme dhe të zvogëlojë madhësinë e të dhënave. Kështu, filtri duhet të
vihet në një pozitë më të hershme.

ColumnMapKeyPrune: Ky rregull zbaton logjikën e hershme të projeksion-ve. Hiq
kolonat e padëshiruara dhe çelësat e hartave'map' për çdo rekord. Operacioni i projektit
kthen në mesin e fushave për çdo rekord dhe zvogëlon madhësinë e të dhënave. Prandaj,
projekti duhet të bëhet sa më shpejt që të jetë e mundur.

ImplicitSplitInserter: Ky rregull përdoret për optimizimin e shumë-pyetjve Në një
skripë me multi-pyetje Pig, 'Split' është i vetmi operator që mund të ketë rezultate të
shumëfisht. Ky rregull fut një operator të nënkuptuar 'Split' pas çdo operatori që nuk
ndahet me prodhim të shumëfishtë dhe rezultatet janë bërë të dalin nga operatori 'Split'.
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Pa operatorin 'Split', llogaritja për secilin output do të ekzekutohet në mënyrë të pavarur,
me Operatorin 'Split', llogaritjet e përbashkëta do të ekzekutoheshin vetëm një herë.

1.2.5.3 Optimizimi në MapReduce

Optimizimi i MapReduce zbatohet në MapReduce workflows. Aktualisht Pig kryen
vetëm një optimizim në këtë shtresë. Kontrollon nëse kombinuesit mund të shtohen.
Përdorimi i kombinuesve në mënyrë agresive ka dy përfitime. Së pari, ai mund të
zvogëlojë madhësinë e të dhënave që duhet të riorganizohet dhe shkrihet nga redukusi ,Së
dyti, tenton të japë një shpërndarje të shumës së vlerave që lidhen me një çelës. Pig thyen
funksionet e grumbullimit dhe shpërndarjes algjebrike (si AVERAGE) në tre hapa.
Fillimisht: gjeneroni çifte me vlerë të rëndësishme; Në radhë të dytë: kombinon palë të
shumëfishta të vlerës së çelësit në një çift të vetëm; Hapi përfundimtar: kombinon palë të
shumëfishta me vlerat kyçe duke aplikuar funksionin dhe duke marrë rezultatin. Tre
hapat korrespondojnë me MAP, dhe reduktohen respektivisht. Kjo mundëson më shumë
shansa për të përdorur kombinuesit. Megjithatë, ka më shumë mundësi optimizimi. Ka
shumë hulumtime mbi MapReduce workflow Optimizimi. Për shembull, Stubby, është
një optimizer i MapReduce që bazohet në kosto dhe transformim, që mund të zgjedh
punë në MapReduce. Ajo mund të integrohet me shumë gjuhë, përfshirë Pig dhe Hive

1.3 MySQL Cluster

MySQL Cluster është një sistem i shpërndarjes së të dhënave në memorie. Përbëhet nga
një grup nyjesh që nuk ndajnë asgjë me njëri-tjetrin. Teknologjia MySQL Cluster
integron serverin MySQL me Network Database (NDB).
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1.3.1 Përmbledhje

Një Cluster MySQL ka tre komponentë: nyjet e menaxhimit të NDB, nyjet e të dhënave
dhe nyjet SQL. Ka ofruar API për të hyrë në MySQL Cluster. Arkitektura e MySQL
cluster është paraqitur më poshtë. Ne prezantojm shkurtimisht tre lloje te nyjeve

Njësia e Menaxhimit: Njësia e Menaxhimit menaxhon konfigurimin e nyjeve të tjera.
Gjithashtu është përgjegjës për fillimin dhe ndalimin e nyjeve date nodes, drejtimin e
backup-ve e kështu me radhë. Për të menagjuar MySQl Cluster, nyja e menaxhimit duhet
të fillojë së pari

Data Node: Të Date Node ruan të dhënat. MySQL 5.0 dhe versionet e mëparshme ruajnë
të dhëna. Krejtësisht në memorie. Versionet e mëvonshme lejojnë që disa të dhëna të
ruhen në disk. Për të siguruar redudance dhe disponueshmëri të lartë, një Cluster MySQL
duhet të ketë të paktën dy kopje.
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Figura 1.8: Komponentët e nje NDB Cluster
SQL Node: SQL Node është një server tradicional MySQL i cili përdor motorin e
magazinimit NDBCluster. SQL Node ofron një API për të aksesuar të dhënat në cluster
1.3.2 MySQL Cluster API për Java

MySQL ofron një koleksion të JAVA-APIs për aplikacionet Java për të hyrë në MySQL
Cluster, siç tregohet në Figure 1.8. Ekzistojnë katër Konektor kryesorë në Java për të
lidhur aplikacione Java me MySQL Cluster: Java Database Connectivity(JDBC) dhe
mysqld, Java Persistence API(JPA) dhe JDBC, ClusterJ, dhe ClusterJPA. JDBC mund të
dërgoj përdoruesë-ve SQL deklarata në serverin MySQL dhe rezultatet e kthimit; JPA
duhet të përdorë JDBC për t'u lidhur me MySQL Server; ClusterJ mund të hyjë në NDB
CLUSTER direkt duke përdorur urën JNI e cila është e përfshirë në librarin 'ndbclient';
ClusterJPA përdor JDBC ose ClusterJ për të hyrë në MySQL Cluster. Midis tyre,
ClusterJ mund të përdoret në mënyrë të pavarur. Ka disa kufizime në krahasim me
ClusterJPA, por thjeshtësia e saj bën një zgjedhje të mirë për aq kohë sa mund të
plotësojë nevojat e aplikacioneve
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2 Teknika e pikëpamje të materializuara në depot e të dhënave
Materializimi nënkupton ruajtjen e pikëpamjeve në bazën e të dhënave. Teknika e
materializuar e pamjes 'Views' është e motivuar nga katër lloje të aplikacioneve:
optimizimi i pyetjeve, ruajtja e pavarësisë së të dhënave fizike, integrimi i të dhënave dhe
të tjera. Mund të kryejë një numër rolesh sipas aplikacioneve. Çdo View është rezultat i
një nën-pyetje.

2.1 Depot e të Dhënave

Një Depo e të Dhënave është një sistem kompjuterik i projektuar për arkivimin dhe
analizimin e të dhënave historike të një organizate, të tilla si shitjet, klientët, pagat ose
informacione të tjera nga operacionet e përditshme. Normalisht, një organizatë përmbledh
dhe kopjon informacion nga sistemet e saj operacionale në Depon e të dhënave në një
orar të rregullt, të tilla si, javore, mujore, tremujore ose vjetore; pas kësaj, menaxhimi
mund të kryejë pyetje komplekse dhe të analizojë mbi informacione pa ngadalësuar
sistemin operativ

Figura 2.1: Arkitektura e nje Depoje e të Dhënave
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2.2 Pikëpamje e materializuar teknika

Pikëpamjet e materializuara mund të jenë një opsion më i mirë në këtë drejtim dhe mund
të përdoren në shumë mënyra. Mund të përdoret në bazat e të dhënave të shpërndara për
përsëritje dhe gjithashtu mund të përdoret për ofrimin efikas të të dhënave në një pyetje
përmes ri-shkrimit të pyetjeve. Procesi i dhënies së të dhënave për pyetjet mund të
përshpejtohet më tej nëse shikimet e varura të krijohen në një pikëpamje ekzistuese të
materializuar. Për më tepër, këto pikëpamje krijohen automatikisht me krijimin e pamjes
së materializuar të bazës me disa kufizime. Kjo rezulton në veprimtari më të varur nga
përdoruesit për krijimin e pikëpamjeve të materializuara bazuar në disa parametra. Këto
parametra janë numri i pikëpamjeve të materializuara dhe tipi i të dhënave që përmbajnë
një pamje. Një qasje e ekuilibruar për të krijuar pikëpamje të nën-materializuara për t'iu
përgjigjur pyetjeve të përdoruesve pa u konsultuar me tabelën e fakteve, që rezulton në
shmangien e llogaritjeve intensive të burimeve dhe bashkimin e tabelave të shumëfishta.
Pikëpamje e materializuar synojnë tri probleme, Ne diskutojmë ato veçmas në seksionet
vijuese. Pikëpamje e materializuar u zbatuan së pari nga baza e të dhënave Oracle. Këto
struktura magazinimi kanë tërhequr shumë vëmendje që nga ajo kohë. Cikli jetësor i MVs
ka tri faza kryesore:

View design: Përcaktimi se cilat pikëpamje duhet të materializohen duke përfshirë
mënyrën e ruajtjes dhe të indeksimit të tyre.

View maintenance: Përditësim efektiv i pamjeve të materializuara kur përditësohen
tabelat bazë.

View exploitation: Përdorimi efikas i pikëpamjeve të materializuara për të përshpejtuar
përpunimin e pyetjeve
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2.3 Pikëpamje e materializuara me grumbullim
Pikëpamjet e materializuara përmbajnë grumbullim të pyetje’ve në deponë e të dhënave
për rifreskim të shpejtë nëse është e mundur. Funksionet e vlefshme agregative janë:
Sum, Count, Average, Variance, Min, Max, Standard Deviation etj.

Figura: 2.2: Nivelet e grumbullimit ( aggregates )

- 19 -

2.4 Pikëpamje e materializuara me bashkime

Disa pikëpamje të materializuara përmbajnë vetëm Joins dhe pa grumbullim. Avantazhi i
krijimit të këtij lloji të pamjes është se bashkimet 'Joins' do të llogariten paraprakisht. Një
pamje e materializuar që përmban vetëm bashkime mund të përcaktohet për t'u rifreskuar
Në Kërkesë.

CREATE MATERIALIZED VIEW LOG ON sales WITH ROWID;
CREATE MATERIALIZED VIEW LOG ON times WITH ROWID;
CREATE MATERIALIZED VIEW LOG ON customers WITH ROWID;
CREATE MATERIALIZED VIEW detail_sales_mv
PARALLEL BUILD IMMEDIATE
REFRESH FAST AS
SELECT s.rowid "sales_rid", t.rowid "times_rid", c.rowid "customers_rid",
c.cust_id, c.cust_last_name, s.amount_sold, s.quantity_sold, s.time_id
FROM sales s, times t, customers c
WHERE s.cust_id = c.cust_id(+) AND s.time_id = t.time_id(+);
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2.5 Pikëpamje e materializuara të mbivendosur

Një pamje e materializuar e mbivendosur është ajo lloj pamjeje e materializuar,
përkufizimi i të cilës bazohet në një pikëpamje tjetër të materializuar. Një pamje e
materializuar e mbivendosur mund të referojë marrëdhënie të tjera në bazën e të dhënave
përveç referencës së pikëpamjeve të materializuara.

CREATE MATERIALIZED VIEW LOG ON sales WITH ROWID;
CREATE MATERIALIZED VIEW LOG ON customers WITH ROWID;
CREATE MATERIALIZED VIEW LOG ON times WITH ROWID;

-> Krijojmë pikëpamje të materializuara join_sales_cust_time shpejt-e të rifreskueshme

CREATE MATERIALIZED VIEW join_sales_cust_time
REFRESH FAST ON COMMIT AS
SELECT c.cust_id, c.cust_last_name, s.amount_sold, t.time_id,
t.day_number_in_week, s.rowid srid, t.rowid trid, c.rowid crid
FROM sales s, customers c, times t
WHERE s.time_id = t.time_id AND s.cust_id = c.cust_id;
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3 Analiza e kostos dhe algoritme për hartimin e pikëpamjeve
3.1 Analiza e kostos
Le të jetë M një grup i nyjave në një MVPP që të materializohet.

qëndrojnë

për frekuencën e ekzekutimit të pyetjeve "i" dhe frekuencën e azhurnimit të bazës së të
dhënave

të

anëtarëve

"j",

përkatësisht,

,

dhe

,qëndrojnë për qasje në pyetje dhe përditësimin e kostos të
materializuar.
Atëherë përpunimin e pyetjeve kostoja do të jetë

Pastaj do të jetë kostoja e mirëmbajtjes së pamjes së materializuar

Kostoja totale është

Qëllimi ynë përfundimtar është për të gjetur edhe vendosur M kështu që nëse anëtarët e
M janë materializuar atëherë vlera e C totali do të jetë minimal në mesin e të gjitha
mundësive. Nga formula e fundit është e qartë se përcaktimi i M varet nga katër faktorë:
( 1 ) Frekuencat e qasjes në pyetje globale
( 2 ) Frekuencat e përditësimit të bazës së anëtarëve
( 3 ) Shpenzimet e përpunimit të pyetjeve nga pamja e materializuar
( 4 ) Shpenzimet për mirëmbajtjen e materializuar të pamjes.
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Në nënseksionet në vijim, ne paraqesim algoritme për gjenerimin e MVPPS të shumta
dhe përcaktimin e grupit të nyjave në një MVPP që do të materializohet në mënyrë që
totali i C të jetë minimal
Vini re : se është depoja e shpërndarjes së të dhënave, kostoja C duhet të inkorporojë me
kostot e transferimit të të dhënave midis vendeve të ndryshme.

3.2 Një algoritëm për dizajnimin e MVPP të shumëfishtë

Normalisht për një pyetje, ka disa plane të procesimit, ndër të cilat është një plan optimal.
Prandaj ne do të kemi MVPPs të shumëfishta bazuar në kombinime të ndryshme të
planeve individuale. Për të zvogëluar hapësirën e kërkimit, ne fillojmë nga planet
optimale dhe individuale, dhe t'i urdhërojë ato në bazë të frekuencave dhe kostove të
qasjes në pyetje,
Pasi rendi i planeve me pyetje janë të fiksuara, ne marrim planin e parë optimale, dhe e
rishkruajm një të dytë bazuar në idenë e përdorimit të nënpresioneve të përbashkëta nëse
ka ndonjë. Pas dy të parat janë bashkuar, E treta është për të inkorporuar me planin e
margjinuar "bashkuar". Ne vazhdojmë ta bëjmë derisa të gjitha planet të bashkohen.
Pastaj e përsërisim këtë procedurë duke përfshirë të gjitha planet tjera, kështu me radhë e
kështu me radhë, derisa të përfshihen të gjitha planet.

Nëse ka numër k të planeve globale, ne do të përfundojmë duke pasur MVPPs të k. Për
çdo MVPP të gjeneruar, kemi një tjetër algoritëm (që do të përshkruhet në nënseksionin e
ardhshëm),
krahasoni koston totale të secilës MVPP, dhe zgjidhni atë me koston më të ulët.

Idetë themelore të algoritmit tonë për gjenerimin e një MVPP janë si më poshtë:

(1) Për çdo plan optimal individual, nëse ka një operacion bashkimi"JOIN" të përfshirë,
shtyni

operacionet

e

përzgjedhjes

dhe

të

projektit

përgjatë

pemës
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(2) Për dy plane optimale të modifikuara, gjeni nën-shprehjet e përbashkëta për
operacionet e bashkimit"JOIN" nëse ndajnë burimet e njëjta burimore dhe pastaj i
bashkojnë.

(3) Shtypni të gjitha operacionet e përzgjedhjes dhe të projektit sa më thellë që të jetë e
mundur; nëse ka më shumë se një pyetje që ndan një operacion bashkimi, dhe këto pyetje
kanë kushte të ndryshme të zgjedhura në atributet e dy marrëdhënieve bazë të operacionit
të bashkuar; atëherë kushti i përzgjedhur për një atribut relacioni bazë është disjunktimi i
të gjitha kushteve të zgjedhura në atë atribut; atributet të cilat duhet të parashikohen për
një lidhje bazë duhet të jenë bashkimi i atributeve të parashikimit të pyetjeve që ndajnë
operacionin e bashkuar të përbashkët, plus atributet e bashkuar.

Figura 3.1: Një shembull i MVPP
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3.3 Algoritmi për gjeneriminë e MVP-ve të shumëfishta

Algoritmi për gjenerimin e MVPPS të shumta është paraqitur në Figurën 3.2, Në këtë
algoritëm, Hapi 4.3 është të ngarkoni MVPP-në e tanishme me elementët e listës bazuar
në modelin e bashkuar të MVPP-së aktuale. Ideja është që të rezervojë modelin e
bashkuar të MVPP aktuale. Përpiquni të gjeni nyjet e operacioneve të bashkuara në
MVPP të cilat mund të përdoren në planin optimal të pyetësorit op op, nëse ka ndonjë
nyje të tillë, evoluojnë në op; përndryshe do të përdoret modeli i bashkimit në op.

Figure 3.2: Algoritmi për gjeneriminë e MVPP-ve të shumëfishta
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3.4 Planet optimale për përpunimin e pyetjeve individuale

Figura 3.3 Paraqet katër mënyra optimale të përpunimit për katër pyetje, të shënuara si op
1, op 2, op 3, op 4, përkatësisht. Ne së pari i transferojmë këto plane në një formë, të
gjitha operacionet e përzgjedhjes dhe të projektit janë shtyrë, dhe rendi i nyjeve"Nodes"
është i njëjtë me mënyrën se si ata janë të bashkuar. Bazuar në të dhënat në Figurën 3.1,
vlerat e F q * C a për këto pyetje janë: 10 * 35.37 K, 0.5 * 50.082m, 0.8 * 12.595m, dhe 5
* 12.044m dhe 5 * 12.044m përkatësisht. Prandaj lista I =< op4,op2,op3,op1 ) fillimisht.
Bazuar në rendin në I, ne duhet të mbajmë op4 ashtu siç është dhe të ngarkojmë pjesën
tjetër të planeve me të në rendin e asaj në listën I. Rezultati MVPP është paraqitur në
figurën 3.4 (a). Për thjeshtësi, injorojmë operacionet e përzgjedhjes"select" dhe të
projektit. Ne fillojmë me MVPP(1) = op4. Kur op2 është shkrirë me MVPP(1), ne thjesht
shtojmë këto dy plane së bashku, meqë nuk ka mbivendosje mes nyjeve, të këtyre dy
planeve. Kur op3 është shkrirë, ne mund të ndajmë nyjet e op3 në dy grupe; {Customer,
Order} dhe {Product, Division} cilat elemente tashmë janë bashkuar MVPP(1), Pra,
nyjet"Nodes" e reja të cilat do të jenë nyja burimore e "pyetjes"Query 3, paraqitet si një
operacion bashkimi midis fillimit.
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Figura 3.3: Planet optimale për përpunimin e pyetjeve individuale

3.4: MVPP-ve të shumëfishta
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4. Rast Studimor
4.1 Përmbledhje

Ky kapitull paraqet një ilustrim të specifikuar me dy shembuj në jetën reale. Me këto dy
shembuj tentojë të shpjegoj procesin se si përdoren të dhënat e mëdha(Big Data) në jetën
reale.

Rasti i parë është një aplikim i framework-ve për specifikimin-e të dhënat të
pastrukturuara, ndërsa rasti i dytë është një skenar kompleks që kërkon mbledhjen e të
dhënave hibride të të dhënave të strukturuara dhe gjysëm të strukturuara.

Rasti i parë synon parashikimin e zgjedhjeve të presidentit të Shteteve të Bashkuara. Dhe
rasti i fundit synon të ulë shkallën e aksidente-ve të trafikut në Los Anxhelos dhe rritjen e
sigurisë së shoferit.

Do të tregojë se si mund të përdoret modeli i mbledhjes së të dhënave në bazë të një
problem, për të prodhuar një proces të qartë dhe të fokusuar nga mbledhja-e të dhënave.

4.2 Zgjedhjete Presidenciale

Më 9 nëntor 2016, republikani Donald Trump nga Nju Jorku dhe guvernatori Mike Pence
nga Indiana fituan zgjedhjet e vitit 2016, duke mposhtur demokratët ish-sekretaren e
shtetit Hillary Clinton të Nju Jorkut dhe Senatorin Tim Kaine të Virxhinias.
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4.2.1 Përshkrimi i nevojave
Ndërkohë, një ekip i caktuar për mbledhjen e të dhënave nga fushata presidenciale e
Donald Trump, dëshiron të trajtojë problemin e sondazheve dhe të parashikojë
presidentin në detyrë nga mbledhja e të dhënave. Ndërsa Twitter po bëhet një nga
platformat më të mëdha online për shoqatat politike, si dhe grupe të ndryshme interesi që
shprehin mendimet dhe opinionet e tyre, ekipi ka vendosur ta përdorë Twitter si burimin
kryesor të të dhënave për projektin e tyre.
Fushata presidenciale, e cila i përket ekipit të grumbullimit të të dhënave, ka objektiva të
cilat ata dëshirojnë të arrijnë duke mbledhur informacione në Twitter:
•

Të vlerësojmë sasinë e informacionit në lidhje me ngjarjet politike në Shtetet e
Bashkuara.

•

Për të përdorur informacionin e fituar për të parashikuar synimet e përgjithshme të
votimit dhe për të vlerësuar kandidatin fitues një javë para ditës së zgjedhjeve
(shih Tabelën 5.1)

Twitter API ka kufizuar në 1500 tweets për faqe, e cila është një sasi e arsyeshme për të
lejuar kapjen e të dhënave të rëndësishme dhe analizën në kohë reale.

4.2.2 Problemi Kryesore

Megjithatë, ekipi nuk ka një strategji të përcaktuar mirë për mbledhjen e të dhënave. Ata
janë përballur me dilemën e pyetjes se cilat të dhëna duhet të mbledhin dhe cilat duhet të
largohen, cilat janë modelet e duhura për të kërkuar, kur është koha e duhur për të
mbledhur të dhënat dhe në çfarë frekuence të analizimit dhe shumë faktorë të tjerë
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4.2.3 Aplikimi i framework-ve

Qasja në procesin e mbledhjes së të dhënave sipas frameworka-ve të përshkruar në
kapitujtë më lartë, mbështe udhëzime për zhvillimin e një plani të definuar mirë për
grumbullimin-e të të dhënave. Ekipit mund t'i sigurojë një udhërrëfyes për ndërtimin e
kufijve virtualë të procesit të mbledhjes në varësi të përgjigjeve dhe pyetjeve. Tabela 4.1
është një version i përmbledhur i zbatimit të frameworka-ve të propozuar për modelimin
e mbledhjes së të dhënave.

Rast studimor

Fushata Donald Trump dëshiron të dijë gjasat për të mposhtur
Hillary Clinton dhe për të fituar zgjedhjet.

Burimi

Të dhënat e mediave sociale

Modelet e kërkimit

“Donald”, “Trump”, “Hillary”, “Clinton”, “democrat”,
“republican”, “Tim”, “#Donald2016”, “#HillaryClinton2016”,
“Kaine2016”, “#Donald”, “#Hillary2016”

Vlera

Për të vlerësuar rezultatet e zgjedhjeve

Qëllim
•
•
•
•

Çështjet
Fusha
Periudha
Motivimi

Të dhëna
• Provaiderat
• Konsumatori
• Format
• Vendi
• Sasia
Teknologji
• Kapja
• Analitike
• Aktivizimi i
ngjarjes
• Metodologjia e

•
•
•
•

Për të trajtuar problemin e sondazheve
Zgjedhjet
Duke filluar më 9 Nëntor 2016
Të mblidhen votuesit individual bazuar në rezultatet e
vlerësimit

•
•
•
•
•

Twitter
Fushata e Donald Trumpit
Pastrukturuar
United States
1500 tweets ne nje kohe

•
•
•
•

API Twitter Streaming nëpërmjet Hadoop
Analiza e mendimeve
Cdo 15 minuta
Përpunimi në kohë reale
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përpunimit
Aktivitet
• Të dhëna

•
•

•

Prodhim

Kontekst
• Konteksti i rastit
• Konteksti i kohës

•
•

Një pyetje duke përfshirë modelet e kërkimit ose fjalë
kyçe të tilla si "#Donald".
Një koleksion i fjalive relevante në twitter që përputhen
me pyetjete e specifikuar si: "Unë e mbështes #Donald
sepse kam nevojë për një punë ose kujdes shëndetësor. E
mbështes atë, sepse ai ndriçon dritën për të ardhmen që
unë dua për fëmijët e mi ".
(Politike) Parashikimet
Sipas kërkesës

Tabela 4.1 Specifikimet e mbledhjes së të dhënave të bazuara në tabele
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4.2.4 Zgjedhjete Presidenciale Analiza e rastit
Në rastin e dhëna më lart kam paraqitur specifikimin e të dhënave nga e jeta reale. Në
rastin tonë, është bërë e mundur të grumbullohen të dhënat e kërkuara përmes Apache
Hadoop (Hadoop data collecting and aggregating component). Hadoop mund të
përdoret në situata të tilla direkte te fetch i Twitter-it të dhëna që jan fituar nga Twitter
API ruhen në HDFS dhe përpunimin bëhet përmes Apache Stormto në kohë reale dhe në
Twitter feeds. Kështu, Hadoop është përgjegjës për transformimin efikas të të dhënave
është paraqitura në Figuren 4.2. Twitter ofron dy opsione për grumbullimin e të dhënave.
•

Twitter-API për Kërkimë siguron që tweets që kemi dërguar përputhen

•

Twitter-API për Streaming siguron që tweets që kemi dërguar përputhen (Në kohë
reale)

Twitter-API Streaming mbështetë filtrimin dhe specifikimin e të dhëna-ve që hyjnë në
Hadoop sipas modeleve të kërkimit: sasinë e të dhëna-ve, frekuencen, vendndodhjen dhe
faktorëve të tjerë të përcaktuar. Sipas të dhënave, 277,000 tweete publikohen çdo minutë.
Twitter API ka kufizuar tërheqjen e të dhënave me maksimum 1500 për fatch. Sidoqoftë,
kufizimi i të dhënave në 1500 është i arsyeshëm në kohë për prodhimin dhe formimin e
rezultateve në rastin tonë.
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Figura 4.2 Të dhënat përmes Hadoop
Ajo që kam paraqitur në rastin timë, është një ilustrim për mbledhjen e të dhënave të
strukturuara në kohë reale. Për të demonstruar gjithëpërfshirjen dhe përgjithsinë ka tri
lloje të të dhënave, të dhëna të strukturore, gjysëm të strukturuara dhe të pastrukturuara,
ne duhet të aplikojm një framework për llojet e të dhënave të strukturuara dhe gjysmë të
strukturuara.
Rasti në vijim është një rastë që kërkon grumbullimin e të dhënave hibride të strukturuara
nga bazat e të dhënave relacionale me të dhënat gjysmë të strukturuara të transmetuara
përmes sensorëve në kohë reale.
4.3 Sistemi i automatizuar për menaxhimin e trafikut

Me rritjen e dukshme të aksidenteve të trafikut dhe vdekjeve për shkak të shpejtësisë së
tepërt dhe shoferëve të pakujdeshëm, qeveria e Los Angjelos vendosi të zhvillojë një
Sistem Automatik për menaxhimin e trafikut përmes E-sistemit që mbulon qytetet e
mëdha në Kaliforni. Sistemi duhet të projektohet me sensorë dhe lexues RFID (Radio
Frequency Identification) që komunikojnë pozicionin dhe shpejtësinë e çdo automjeti të
Qendrës Kombëtare të Informacionit (NIC). Këta sensorë do të regjistrojnë ngjarjet e'pa
sigurta, të tilla si shpejtsinë dhe semaforet në të kuqën. Këto të dhëna të transmetuara në
kohë reale quhen "Geo-located data".
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Sipas, të dhënat e Geo-located( gjeo-lokacionit ) përcaktojnë vendndodhjen e një individi
në një moment në kohë duke përdorur teknologjinë digjitale. Këto të dhëna mund të
dorëzohen në dy forma, qoftë në formën e (x, y) koordinatave ose në një adresë. Google
Maps, Google Earth dhe Maps Bing janë aplikacione të avancuara të të dhënave të Geolocated data ( gjeo-lokacionit ).

4.3.1 Përshkrimi i nevojave
Qeveria e Los Angjelos dëshiron të përpunojë dhe të parashikoj të dhënat e gjeneruara
nga makineritë për të reduktuar problemet e trafikut dhe për të përmirësuar sigurinë e
shoferit dhe të pasagjerëve. Për shkak të vëllimit të mëdha të të dhënave në trafik mund të
krijojnë probleme në përpunim të të dhënave, ata kanë sugjeruar përdorimin e Hadoop
për të adresuar këtë çështje. Prandaj, qeveria nuk duhet të zhvillojë sistem për të zbuluar
automatikisht, kapur dhe transmetuar të dhënat e automjeteve që kanë shkelur rregullat e
trafikut.
Qeveria po pret për të arritur objektivat e mëposhtme:
•

Përmirësimi i nivelit të sigurisë së trafikut.

•

Përdormi teknologjive më të fundit të avancuara në Transportin Inteligjent (ITS)
për të siguruar një mjedis të sigurt të trafikut.

•

Ngritja e efikasitetit rrugore.

•

Forcimi i sigurisë publike duke përdorur sistemin e survejimit më të fundit.

•

Zbatimi i rregullave të trafikut në mënyrë strikte
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4.3.2 Problemi Kryesore
Megjithatë, Rasti i tillë i komplikuar kërkon marrjen dhe integrimin e llojeve të të
dhënave hibride nga burime të ndryshme të të dhënave, duhet të ketë një proces të
përcaktuar mirë për të udhëhequr zgjedhjen e grumbullimit të të dhënave.

4.3.3 Aplikimi i framework-ve
Tabela më poshtë paraqet një aplikim të framework-ve për modelimin e mbledhjes së të
dhënave në bazë të rastit për të identifikuar faktorët që do të sundojn dhe kufizojnë
procesin e grumbullimit të të dhënave.
Specifikimi i mbledhjes së
të dhënave

Të dhënat gjysëm të strukturuara

Të dhënat e
strukturuara

Rast studimor

Ministria e Brendshme dëshiron të kufizojë shkeljet në
trafikut

Burimi

Të dhënat e gjeneruara
nga makinat

Baza e të dhënave
relacionale NIC

Modelet e kërkimit

Koha, Automjetet, Ngjarje,
Qyteti, Shpejtësia, Rruga,
Autostradë

ID-ja e shoferit, ID e
automjetit, #modeli

Vlera

Për të përsosur dhe për të vizualizuar makinet e gjeneruara
dhe të dhëna e strukturuara

Qëllim
•

Problemi

•

•
•
•

Fusha
Periudha
Motivimi

•
•
•

Shkalla e rritur e shkeljeve të trafikut që çon në
aksidente vdekjeprurëse.
Siguria Publike
Kurdoherë që shfaqet ngjarja
Të zvogëlojë problemet e trafikut dhe të përmirësojë
sigurinë e shoferit dhe udhëtarëve.
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Të dhëna
• Provaiderat

•

Të dhënat përmes
sensorëve

•

•
•

•

Baza e të
dhënave
relacionale NIC
Qeveria
Të dhëna të
strukturuara
Los Angjelos
Terabyte

•
•

Konsumatori
Format

•
•

•
•

Vendi
Sasia

•
•

Qeveria
Të dhëna gjysëm të
strukturuara
Los Angjelos
Terabyte

Teknologji
• Kapja

•

Hadoop

•
•

Bazuar në lokacion
Shpejtësia,kalimi në të
kuqen

•
•

Të dhënat e gjeo-lokacionit dhe të dhënat e
strukturuar nga baza e të dhënave NIC.
Të dhëna të vizualizuara

•
•

Problemet në trafikë.
Vazhdueshëm

•
•

Analitike
Aktivizimi i
ngjarjes

Aktivitet
• Të dhëna
•

Prodhim

Kontekst
• Konteksti i rastit
• Konteksti i kohës

•
•

të dhënat e
strukturuar

Tabela 4.3 Specifikimet e mbledhjes së të dhënave të bazuara në tabele
4.3.4 Menaxhimi i trafikut analiza e rastit
Përdorimi i frameworka-ve për mbledhjen e të dhënave hibride, përcakton faktorët
kryesorë në procesin e grumbullimit të të dhënave për të prodhuar të dhënat e duhura. Në
rastin tonë menaxhim i trafikut të dhënë, duhet të mblidhen në dy mënyra.
•

Të dhënat e strukturuara: Këto të dhëna do të mblidhen nga automjetet dhe ruhën
në bazën e të dhënave NIC në Apache Hadoop. Hadoop do të importojë të dhënat
e strukturuara të përcaktuara nga baza e të dhënave dhe do t'i transmetojë ato në
HDFS për përpunim dhe grumbullim.

•

Të dhënat gjysëm të strukturuara: të dhënat e Geo-located( gjeo-lokacionit ) do të
kapen në kohë reale nga sensorë RFID përmes Apache Hadoop dhe transferohen
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në HDFS së bashku me të dhënat e strukturuara për përpunim dhe vizualizim të
mëtejshëm nëpërmjet Apache Hive.
Hadoop është i aftë të përpunojë të dhënat të shkeljes së rregullave të trafikutë. Figura 4.4
paraqet procesin e kapjes së të dhënave përmes Hadoop.

Figura 4.4 Të dhënat rrjedhese përmes RFID, Hadoop dhe baza e të dhënave NIC
Modeli konceptual tani përdoret si një proces i përcaktuar mirë për mbledhjen e të
dhënave të strukturuara, gjysmëstrukturore dhe të pastrukturuara bazuar në një vizion të
qartë, cila është arsyeja për mbledhjen e të dhënave, cilat janë kërkimet e duhura. Prandaj
mbledhësi të dhënave do të tentojnë të mbledhin vëllime të mëdha të të dhënave që janë
kryesisht të parëndësishme.
Kapja e të dhënave të parëndësishme rezulton me humbjen e burimeve. Prandaj,
Specifikimi i mbledhjesit së të dhënave do të jetë një element thelbësor që sjell në
eliminimin e mbledhjes së të dhënave, dhe kështu, duke zvogëluar kohën e analizës dhe
marrjen e rezultateve të dobishme në një kohë të mjaftueshme.

4.4 Regjistrimi i viktimave të trafikut në SHBA
Fatality Analysis Reporting System (FARS) u krijua në Shtetet e Bashkuara nga
Administrata Kombëtare e Sigurisë në Komunikacion (NHTSA) për të siguruar një masë
të përgjithshme të sigurisë në autostradë, për të ndihmuar në sugjerimin e zgjidhjeve dhe
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për të ndihmuar në sigurimin e një baze objektive për të vlerësuar efektivitetin e veturave,
standardet e sigurisë së automjeteve dhe programi e sigurisë në autostradë.
4.4.1 Përshkrimi i nevojave

FARS është me rëndësi jetike për misionin e NHTSA për të zvogëluar numrin e
aksidenteve dhe vdekjeve në autostradë dhe më pas të zvogëlojë humbjet ekonomike që
rezultojnë nga aksidentet në autostradë. Të dhënat e FARS janë kritike për të kuptuar
karakteristikat e mjedisit, trafikut, automjeteve dhe personave të përfshirë në aksident.

4.4.2 Problemi Kryesore
Ekzistojnë 40 tabela të ndara të të dhënave, është shumë e madhe për analizim. Të dhënat
grumbulluara, do të hulumtohen përmes Kaggle Kernel, duke përdor Google Cloud.
NHTSA po pret për të arritur objektivat e mëposhtme:
•

Reduktimin numrit te aksidenteve dhe vdekjeve në autostradat

•

Të prodhohen dosjet tremujore për qëllime analitike

•

Forcimi i sigurisë publike duke përdorur sistemin e survejimit më të fundit.

4.4.3 Aplikimi i framework-ve
Tabela më poshtë paraqet një aplikim të framework-ve për modelimin e mbledhjes së të
dhënave në bazë të rastit për të identifikuar faktorët që do të sundojn dhe kufizojnë
procesin e grumbullimit të të dhënave.
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Specifikimi i mbledhjes së Të dhënat gjysëm të strukturuara
të dhënave

Të dhënat e
strukturuara

Rast studimor

Zvoglimi i numrit të aksidenteve dhe vdekjeve në autostardë

Burimi

Të dhënat e gjeneruara
nga makinat në autostradë

Modelet e kërkimit

Shoferët femra, Qyteti, Shpejtësia,
ID-ja e shoferit, ID e
Dehur, Autostradë, Mosha, Shoferët automjetit, #modeli
meshkuj, kushtete atmosferike

Vlera

Për të përsosur dhe për të vizualizuar makinet e gjeneruara
dhe të dhëna e strukturuara

Baza e të dhënave
relacionale FARS

Qëllim
•

Problemi

•

•
•
•

Fusha
Periudha
Motivimi

•
•
•

Të dhëna
• Provaiderat
•
•
•
•

Konsumatori
Format
Vendi
Sasia

Teknologji
• Kapja
•
•

Analitike
Aktivizimi i
ngjarjes

Aktivitet
• Të dhëna
• Prodhim

•
•
•
•
•

Personat e dehur qojnë dirkete në aksidente
vdekjeprurëse.
Siguria Publike
Prodhimi i dosjeve qëdo tre-mujë
Të zvogëlojë problemet e trafikut dhe të përmirësojë
sigurinë e shoferit dhe udhëtarëve.
Të dhënat përmes sensorëve
dhe nga micro-kompjutert
Qeveria
Të dhëna gjysëm të
strukturuara
United States
Terabyte

•

•
•
•
•

•

•

Baza e të
dhënave
relacionale
FARS
Qeveria
Të dhëna të
strukturuara
United States
Terabyte

•

Kaggle Kernel , Google
Cloud
Bazuar në lokacion
Shpejtësia,Dehur, Shoferët
femra, Shoferët meshkuj
Tremujore

•
•

Të dhënat e strukturuar nga baza e të dhënave FARS.
Të dhëna të koduara SQL dhe python

•
•

të dhënat e
strukturuar
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Kontekst
• Konteksti i rastit
• Konteksti i kohës

•
•

Problemet në trafikë.
Vazhdueshëm

Tabela 4.5 Specifikimet e mbledhjes së të dhënave të bazuara në tabele
4.4.4 Menaxhimi i viktimave të trafikut në SHBA analiza e rastit
Me këtë eksplorim kam ndërmend të jap përgjigje në pyetjet më interesante. Shpresoj se
rezultatet janë përfundimisht të ndikueshme dhe përfaqësuese. Analiza do të fillojë nga
disa zona të përgjithshme pastaj do të aspirojmë më shumë specifike, si "A janë femrat
'ok' për të ngasur makinën?". Në fund unë do të paraqes gjetjet.
Këtu është një vështrim në Datasets (US Traffic Fatality Records) për numrin e
aksidenteve që kanë ndodhur në 2015-2016:

Datasets: https://www.kaggle.com/usdot/nhtsa-traffic-fatalities
Query: https://www.kaggle.com/mikrotikplus/bigquery-public
data?scriptVersionId=14638957
# set1.info()
Table

Query

Null

Data Type

consecutive_number

53380

non-null

int64

number_of_occupants

53380

non-null

int64

travel_speed

53380

non-null

int64

speed_limit

53380

non-null

int64

vehicle_model_year

53380

non-null

int64

month_of_crash

53380

non-null

int64

hour_of_crash

53380

non-null

int64

previous_recorded_crashes

53380

non-null

int64

previous_speeding_convictions

53380

non-null

int64

sex

8538

non-null

object
- 40 -

Tabela 4.6 Rezultati nga set1.info në Kaggle Kernel

Në tablën më lart, ne kemi "month_of_crash" dhe "hour_of_crash" . Ne do të marrim
numrin e aksidenteve mujore dhe ditore.
set1["month_of_crash"].value_counts().sort_index().plot(kind="bar")
plt.xlabel("12 Muaj")
plt.ylabel("Numri i aksidenteve")
plt.show()
# Effecti për "hour_of_crash"
set1["hour_of_crash"].value_counts().sort_index().plot(kind="bar")
plt.xlabel("24 Orë")
plt.ylabel("Numri i aksidenteve")
plt.show()

Tabela 4.7 Rezultati mujore dhe ditore e aksidenteve

Siç ilustrohet më sipër, Gushti, Tetori dhe Nëntor kanë lartësi më të mëdha që nënkupton
se ka pasur një numër më të madh aksidenteve në krahasim me muajt e tjerë. Gjithashtu,
në orën 16:00, 17:00 dhe 18:00 ka një numër më të madh të aksidenteve.
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Le të shohim efektin në vitin e prodhimit të automjete-ve:
# Pas 1990:
set1["vehicle_model_year"].value_counts().sort_index().plot(kind="bar")
plt.xlabel("Modeli i automjetit")
plt.ylabel("Numri i aksidenteve")
plt.axis(xmin=51)
plt.title("Rezultati nga vitin e prodhimit të automjete-ve(pas 1990)")
plt.show()

Tabela 4.8 Rezultati nga vitin e prodhimit të automjete-ve
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Siç u ilustrua në tablen më lart, në shumicën e aksidenteve automjetet ishin model i
ndërtuar pas vitit 2007. Makinat nga viti 2009 deri në vitin 2014 janë më të ulete, duke
treguar një numër më të vogel të aksidenteve.

Le të shohim efektin e gjinisë dhe moshës në aksidente:

# Effekti "gjinisë" >< "Numri i aksidenteve":
set1["sex"].value_counts().plot(kind="pie")
plt.ylabel("Numri i aksidenteve")
plt.xlabel("Gjini")
plt.show()
# Effekti "mosha " >< "Numri i aksidenteve":
set1[set1["age"]<200]["age"].plot(kind="box")
plt.xlabel("Mosha e shoferit")
plt.ylabel("Numri i aksidenteve")
plt.show()

Tabela 4.9 Rezultat nga gjinia dhe mosha
Grafiku i mësipërm tregon se shumica e shoferëve ishin meshkuj dhe se ata janë në rreth
75% të aksidenteve. Gjithashtu, kutia tregon se 50% e shoferë’ve janë midis 35 dhe 60
vjeç dhe 50 është pika mesatare.
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Le të shohim efektine aksidenteve të vozitjes së dehur dhe shkalla e vdekshmërisë:

plt.figure(figsize=(12,8))
Map = Basemap(projection='merc',llcrnrlat=20,urcrnrlat=50,llcrnrlon=-130.,
urcrnrlon=-60.,lat_ts=20,resolution='i')
Map.drawcoastlines()
Map.drawcountries()
Map.drawstates()
x,y = Map(set2['avg_lon'].values, set2['avg_lat'].values) #transform to projection
f_size= (np.around(500*set2['fatality_rate'].values.astype("float"))).tolist()
Map.scatter(x,y, c="b", s=f_size) plt.title("fatality_rate of states") plt.show()

Tabela 4.10 Rezultat nga aksidentet e shofëreve të dehure
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Siç është ilustruar, Shtetet si New York, Philadelphia , Washington, Baltimore, Boston
kanë aksidente më shumë të shofereve të dehur në krahasim me shtetet e tjera.
Megjithatë, shkalla e vdekshmërisë është afër një personi për aksident për të gjitha
shtetet.

Le të shohim efektine në kushtet atmosferike:

In[1] SQL_accident_weather = """
SELECT
light_condition_name, atmospheric_conditions_1_name,
COUNT(consecutive_number) as Aksidentet,
SUM(number_of_fatalities) as Fatalitet
FROM `bigquery-public-data.nhtsa_traffic_fatalities.accident_2016`
GROUP BY atmospheric_conditions_1_name, light_condition_name
ORDER BY atmospheric_conditions_1_name, light_condition_name"""
In[2] dataset.estimate_query_size(SQL_accident_weather)
set3= dataset.query_to_pandas_safe(SQL_accident_weather)
set3.to_csv("accident_weather_2016.csv")
In[3] Set3
Gjendja

Kushtet atmosferike

Aksidentet Fatalitet

1

Dark – Lighted

Blowing Sand, Soil, Dirt 2

2

2

Dark – Not Lighted

Blowing Sand, Soil, Dirt 4

5

3

Dawn

Blowing Sand, Soil, Dirt 1

1

4

Daylight

Blowing Sand, Soil, Dirt 13

15

5

Dark – Lighted

Blowing Snow

1

1

6

Dark – Not Lighted

Blowing Snow

4

4

7

Daylight

Blowing Snow

5

5

8

Dark – Lighted

Clear

5074

5436
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9

Dark – Not Lighted

Clear

6714

7394

10 Dark – Unknown Lighting Clear

133

140

11 Dawn

Clear

381

417

12 Daylight

Clear

12030

13056

13 Dusk

Clear

568

619

14 Dark – Lighted

Cloudy

988

1081

15 Dark – Not Lighted

Cloudy

1400

1536

16 Dawn

Cloudy

114

126

17 Daylight

Cloudy

2461

2698

18 Dusk

Cloudy

138

144

19 Dark – Lighted

Fog, Smog, Smoke

44

48

20 Dark – Not Lighted

Fog, Smog, Smoke

183

203

21 Dark – Unknown Lighting Fog, Smog, Smoke

2

2

22 Dawn

Fog, Smog, Smoke

36

37

23 Daylight

Fog, Smog, Smoke

61

67

Tabela 4.11 Rezultat nga kushtet atmosferike
Në tablën më lart, tregon që aksidentet ndodhin më shumë gjatë ditës me kushtet
atmosferike normale 12030 Aksidente pa fatalitet kurse ditët me vrenjtur 2461 Aksidente
pa fatalitet
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4.4.5 Kaggle dhe Notebook
Në fushën e të dhënave ekzistojnë pothuajse shumë burime si: Datacamp, Udacity,
KDnuggets, ka mijëra vende në internet për të mësuar rreth të dhënave të mëdha.
Megjithatë, Unë kam zgjedhur Kaggle mund të jetë vend i vetëm më i mirë për zgjerimin
e aftësive tuaja përmes projekteve(datasets).

Kaggle ofron një sërë burimesh të datasets. Megjithatë, në këtë kapitull do të
përqëndrohem në aspekti kryesor në Kaggle:
•

Datasets: Dhjetëra mijëra grupe të të dhënave të të gjitha llojeve dhe madhësive
të ndryshme që mund të shkarkoni dhe t'i përdorni falas. Kaggle është një vend i
mirë për të shkuar në qoftë se kërkoni të dhëna interesante për të eksploruar ose
për të testuar aftësitë tuaja të modelimit

•

Eksplorimi i datasets: Janë një mënyrë e shkëlqyer për të mësuar teknika të
ndryshëme dhe për të rritur aftësitë tuaja në problemete interesante duke përdorur
të dhëna reale.

•

Mëso: Para se të filloni me një kernel ju duhet të mësoni më shumë rreth
Notebook dhe gjuhë-ve në Kaggle. Në notebook ju mund të ekzekutoni pyetje të
ndryshme, gjithashtu mund të kombinoni gjuhë të ndryshme programimi si
Python + SQL

•

Diskutim: Kaggle mundëson një vend për të bërë pyetje dhe për të marrë këshilla
nga mijëra shkencëtarë të të dhënave.

•

Kernelet: Mjedis'i programimit online që ekzekutohen në serverët e Kaggle ku
mund të shkruani pyetje si Python / R, Jupyter ose SQL përmesë Notebook.
Kernele është falasë për të filluar (mund të shtoni edhe një GPU) është një burim i
madh sepse nuk duhet të shqetësoheni për ngritjen e një mjedisi shkencor të të
dhënave në kompjuterin tuaj. Kernelët mund të përdoren për të analizuar çdo
skedar të dhënave, për të konkurruar në gara me aftësit programuse ose për të
përfunduar hulumtime të ndryshme.
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5. Përfundimi
Është mirë për të festuar suksesin, por është rëndësishme edhe për të përmendur
dështimet.
Hulumtimi ka kaluar nëpër zona të ndryshme me interes, u theksua fenomeni "big data"
si një hapësirë'e gjerë dhe një mjedis kompleks, duke marrë parasyshë sfidat e
përgjithshme të të dhënave të mëdha "big data": proceset dhe sfidat e menaxhimit.
Ky studim ka hulumtuar literaturën dhe aplikacionet përkatëse të inxhinierisë softuerike,
aplikacionet që kanë të bëjnë me kontrollin mbi kufizimin ose reduktimin e të dhënave të
padobishme, Pig/Hadoop dhe komponentët e tyre bazë si open source më efikasë që janë
të aftë të përpunojë pjesë të mëdha të të dhënave. Kam rishikuar disa teori dhe qasje që
mund të çojnë në një proces të shëndoshë të mbledhjes së të dhënave. Specifikim i
framework've të ndryshëm është vlerësuar në tre rastet studimore reale për efektivitetin
në dhënien e një procesi të mirë të grumbullimit të të dhënave.
Rastet studimore mbuluan tre llojet e të dhënave të mëdha: strukturuar, gjysëm të
strukturuar dhe të pastrukturuar, për të demonstruar gjithëpërfshirjen.
Eksperimentimi me framework të ndryshem në rastet studimore për mbledhjen e të
dhënave të mëdha, dëshmojë se aplikimi i framework've përmirëson procesin'e mbledhjes
së të dhënave duke ofruar vetëm të dhënat përkatëse dhe për këtë arsye lejon nxjerrjen e
vlerës nga të dhënat e mëdha në kohë reale gjithashtu janë një vlerë e shtuar pasi siguron
thjeshtësi, korrektësi dhe plotësim në arenën e grumbullimit të medha të të dhënave.
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5.1 Çështjet e Hapura
Ka disa çështje që mbeten të paeksploruara për shkak të kufizimeve kohore.
Së pari, siç kemi ilustruar në Seksionin 1.2.5.2, 'Split' është operatori i vetëm që lejohet të
ketë rezultate të shumëfishta. Ky operator do ta hidhte prodhimin e tij në një rrugë të
përkohshme në disk, përpara se të vazhdonte punët pas saj. Pasi të vendosim një operator
'Store', Pig do të fute një operator 'Split' para saj. Ne nuk jemi të qartë se sa shpenzim i
përgjithshme do të prodhohen nga këta dy operatorë. Për sa kohë që e dimë, një mundësi
që Pig do të kopjonte rezultatin e "Splitit" në 'Store' dhe të fshij rezultatin e përkohshme
pas përfundimit të ekzekutimit të pyetjeve. Supozojmë se ky është rasti, nëse Pig mund të
bëjë një operacion 'move' në vend të kopjes, do të ishte shumë më i shpejtë.
Së dyti, une nuk kam elaboruar në detaje dy kompunentët në Hadoop/ SQOOP dhe
FLUME që janë të rëndishmë për importimin'e të dhënat të strukturuara të përcaktuara
nga baza e të dhënave dhe që transmetojë ato në HDFS për përpunim.
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