Abstract. The QZ algorithm reduces a regular matrix pair to generalized Schur form, which can be used to address the generalized eigenvalue problem. This paper summarizes recent work on improving the performance of the QZ algorithm on serial machines and work in progress on a novel parallel implementation. In both cases, the QZ iterations are based on chasing chains of tiny bulges. This allows to formulate the majority of the computation in terms of matrix-matrix multiplications, resulting in natural parallelism and better performance on modern computing systems with memory hierarchies. In addition, advanced deflation strategies are used, specifically the so called aggressive early deflation, leading to a considerable convergence acceleration and consequently to a reduction of floating point operations and computing time.
Introduction
The QZ algorithm is the most widely used method for computing all n eigenvalues λ of a regular matrix pair (A, B) with A, B ∈ R n×n , which satisfy det(A − λB) = 0.
The QZ algorithm was developed by Moler and Stewart in [19] and relies on computing orthogonal matrices Q and Z such that (S, T ) = (Q T AZ, Q T BZ) is in real generalized Schur form, i.e., S is quasi-upper triangular with 1 × 1 and 2 × 2 blocks on the diagonal, while T is upper triangular. This equivalence transformation preserves the eigenvalues of (A, B), which then can be easily extracted from the block diagonals of S and T . The LAPACK [2] implementation of the QZ algorithm is mainly based on [19] , with some improvements proposed in [13, 22, 24] . It consists of the following subroutines:
DGGBAL performs an optional preliminary balancing step [23] aiming to improve the accuracy of subsequently computed eigenvalues. DGGHRD reduces a general matrix pair (A, B) to Hessenberg-triangular form, i.e., it computes in a finite number of steps orthogonal matrices Q 1 and Z 1 such that H = Q T 1 AZ 1 is upper Hessenberg while T = Q T 1 BZ 1 is upper triangular. DHGEQZ reduces (H, T ) further, by applying single-and double-shift QZ iterations combined with deflations, to real generalized Schur form. DTGSEN and DTGEVC post-process the output of DHGEQZ to compute selected eigenvectors and deflating subspaces [12] of (A, B).
Additionally, there are a number of support and driver routines for solving generalized eigenvalue problems. The focus of the improvements described in the following are the QZ iterations and deflations implemented in DHGEQZ, see also [1, 11] . Improvements to DGGBAL, DGGHRD and DTGSEN, which are also considered for inclusion in the next LAPACK release, can be found in [8, 15, 16, 18, 21] . The rest of this paper is organized as follows. Section 2 is concerned with techniques intented to decrease the execution time of the QZ algorithm on serial machines: chains of tightly coupled tiny bulges [5, 11, 17] and aggressive early deflation [6, 11] . In Section 3, it is shown how these techniques can be employed to derive a parallel variant of the QZ algorithm. Numerical experiments, reported in Section 4, illustrate the performance of Fortran implementations based on the ideas presented in this paper.
Improvements to the serial QZ algorithm
Let us consider a regular matrix pair (H, T ) in Hessenberg-triangular form. By a preliminary deflation of all infinite eigenvalues [19] , we may assume without loss of generality that T is nonsingular. In the following, we only describe the two improvements of the QZ algorithm proposed in [11] that make our implementation perform so well in comparison with existing implementations. However, it should be emphasized that for a careful re-implementation of LAPACK's QZ algorithm one also needs to reinvestigate several somewhat detailed but nevertheless important issues, such as the use of ad hoc shifts to avoid convergence failures and the optimal use of the pipelined QZ iterations described in [8] for addressing medium-sized subproblems.
Multishift QZ Iterations
The traditional implicit double-shift QZ iteration [19] starts with computing the vector
where I denotes the n × n identity matrix and σ 1 , σ 2 ∈ C are suitably chosen shifts. Next an orthogonal matrix Q (e.g., a Householder reflector [9] ) is computed such that Q T v is mapped to a scalar multiple of the first unit vector e 1 . This transformation is applied from the left to H and T :
Bulge chasing window Deflation window Fig. 1 . Illustration of a multishift QZ step with aggressive early deflation.
The Hessenberg-triangular structure of the updated matrix pair is destroyed in the first three rows and the rest of the implicit QZ iteration consists of reducing it back to Hessenberg-triangular form without touching the first row of H or T . Due to the special structure of (H, T ), this process requires O(n 2 ) flops and can be seen as chasing a pair of 3 × 3 bulges along the subdiagonals of H and T down to the bottom right corner, see [19, 24] . If the shifts are chosen to be the eigenvalues of the 2 × 2 lower bottom submatrix pair of (H, T ) then typically the (n − 1, n − 2) subdiagonal entry of H converges to zero. Such a subdiagonal entry is explicitly set to zero if it satisfies
where u denotes the unit roundoff. This criterion not only ensures numerical backward stability but may also yield high relative accuracy in the eigenvalues for graded matrix pairs, see [11] for more details. Afterwards, the QZ iterations are continued on the deflated lower-dimensional generalized eigenvalue problems. The described QZ iteration performs O(n 2 ) flops while accessing O(n 2 ) memory. This poor computation/communication ratio limits the effectiveness of the QZ algorithm for larger matrices. An idea which increases the ratio without affecting the convergence of QZ iterations, has been extrapolated in [11] from existing techniques for the QR algorithm, see, e.g., [5] . Instead of only one bulge pair corresponding to one double shift, a tightly coupled chain of bulge pairs corresponding to several double shifts is introduced and simultaneously chased. This allows the use of level 3 BLAS without a significant increase of flops in the overall QZ algorithm.
The implementation of such a multishift QZ iteration is illustrated in Figure 1 . In the beginning of a chasing step, the bulge chain resides in the top left corner of the bulge chasing window. Each bulge is subsequently chased downwards until the complete bulge chain arrives at the bottom right corner of the window. During this process only the window parts of H and T are updated. All resulting orthogonal transformations are accumulated and applied in terms of matrix-matrix multiplications (GEMM) to the rest of the matrix pair.
Aggressive Early Deflation
Another ingredient, which may drastically lower the number of iterations needed by the QZ algorithm, is aggressive early deflation introduced in [6] and extended in [1, 11] . Additionally to the classic deflation criterion (2), the following strategy is implemented. First, H and T are partitioned
such that H 32 ∈ R m×1 and H 33 , T 33 ∈ R m×m (typical choices of m are between 40 and 240). Then the matrix pair (H 33 , T 33 ), which corresponds to the deflation window illustrated in Figure 1 , is reduced to real generalized Schur form. By applying the corresponding left orthogonal transformation to H 32 , a spike is introduced in H. If the trailing d ≤ m spike elements can be safely set to zero (see [6] for various criteria) then the bottom right d × d submatrix pair can be deflated. Otherwise, the Schur form of (H 33 , T 33 ) is reordered to move other, untested eigenvalues to its bottom right corner, see [11] for more implementation details.
A Parallel QZ algorithm
Parallel distributed memory (DM) algorithms and implementations for reducing a matrix pair to Hessenberg-triangular form have been presented in [1, 7] . In this contribution, we consider the remaining part of the QZ algorithm, QZ iterations. Our new parallel variants are based on the LAPACK [2] implementation of the QZ algorithm as well as the blocked serial variants described in [8, 11] . In order to gain better performance and scalability, we employ the following extensions:
-Use of several small bulges introduced and chased down the diagonals of H and T in a blocked manner. -Accumulation of orthogonal transformations in order to apply them in a blocked manner, leading to delayed updates. -Use of the aggressive early deflation technique described in Section 2.2.
Given a Hessenberg-triangular matrix pair (H, T ), a parallel QZ iteration is divided into three major operations, which are implemented in separate routines: (1) deflation check; (2) bulge introduction; (3) bulge chasing. In the following, we give a brief description of these operations.
Parallel QZ Step -Deflation check
The deflation check routine searches and tests for deflated eigenvalues at the bottom right corners of H and T using the aggressive early deflation technique, see [6, 11] . This routine also returns the shifts, calculated eigenvalues from a bottom right submatrix pair of H and T within the current deflation window, see Figure 1 , needed to start up a new bulge introduction and chase iteration.
The deflation check is performed by all processors and therefore communication is required before all processors have the required data. The output of the deflation check is, beside the deflated window, two orthogonal matrices which contain the accumulated equivalence transformations. If deflation was successful, these transformations are applied to the right and above the deflation window. The update is performed in parallel using GEMM operations. Some nearest neighbor communication is required to be able to perform the multiplications. The subsequent QZ iterations are restricted to the deflated submatrix pair, also called the active submatrix pair.
Parallel QZ Step -Bulge introduction
The introduction of bulges takes place at the top left corner of the active submatrix pair. The number of bulges that can be created depends on how many shifts were returned from the last deflation check. At most #shifts/2 bulges are created using information from the top left corner of (H, T ) to compute the first column of the shift polynomial.
After a bulge has been introduced it has to be chased down some steps in order to give room for a new bulge. If N < n bugles are to be introduced the first bulge is chased N · (n H + 1) positions, where n H is the size of the Householder transformation, the second (N − 1) · (n H + 1) positions and so forth (n H = 3 in general). The chasing consists of applying Householder transformations to (H, T ) from the left and right. We limit the update of (H, T ) to a window of size N B × N B. The orthogonal updates are also applied to two matrices U and V , initially set to the identity matrix. This way we can introduce all bulges and after that update the remaining parts of (H, T ) by using GEMM operations with U and V to complete the calculation of the corresponding equivalence transformation (Q T HZ, Q T T Z). The window of size N B × N B is held by all processors. Communication is therefore required to send the data to all the processors. The subsequent update is performed in parallel where every processor updates its corresponding portion of (H, T ). The communication in the update part is limited to nearest neighbor processors, interchanging matrix border elements (row and column data) to be able to perform the GEMM operations independently in parallel.
Parallel QZ Step -Bulge chasing
The introduced bulges are repeatedly moved together within a bulge chasing window, see Figure 1 , of size N B × N B. The movement begins by moving the first introduced bulge until the bottom of the bulge chasing window. This is then repeated by moving each bulge the same number of steps. As in the introduction phase the bulge movement arises from applying pairs of (left and right) Householder transformations. Moreover, the update of (H, T ) is again limited to the window of size N B × N B and the update of the remaining parts is performed afterwards in parallel as described in Section 3.2.
Numerical Experiments
In the following, we briefly report on numerical experiments performed on a Linux cluster Sarek at HPC2N, consisting of 190 HP DL145 nodes, with dual AMD Opteron 248 (2.2GHz) and 8 GB memory per node, connected in a Myrinet 2000 high speed interconnect. The AMD Opteron 248 has a 64 kB instruction and 64 kB data L1 Cache (2-way associative) and a 1024 kB unified L2 Cache (16-way associative).
Serial results
First, we tested a random 2000 × 2000 matrix pair reduced to Hessenbergtriangular form. LAPACK's DHGEQZ requires 270 seconds, while the multishift QZ algorithm described in Section 2.1 with 60 simultaneous shifts requires 180 seconds (on machines with smaller L2 cache this reduction was observed to be even more significant). Applying aggressive early deflation with deflation window size 200 reduced the execution time further, to remarkable 28 seconds. This significant reduction of execution time carries over to other, practically more relevant examples. Table 1 Table 1 . Selected set of matrix pairs from the Matrix Market collection [3] , the Oberwolfach model reduction benchmark collection [14] , and corner singularities computations [20] .
We compared the performance of three Fortran implementations of the QZ algorithm: DHGEQZ (LAPACK), KDHGEQZ (pipelined QZ iterations [8] ), MULTIQZ (multishift QZ iterations + aggressive early deflation). From Figure 2 , which shows the execution time ratios DHGEQZ/KDHGEQZ and DHGEQZ/MULTIQZ, it can be observed that MULTIQZ is 2-12 times faster than LAPACK. It should be noted that aggressive early deflation can also be used to decrease the execution times of DHGEQZ and KDHGEQZ, see [11] for more details. 
Parallel results
A preliminary Fortran implementation of the described parallel variant of the QZ algorithm has been developed based on BLACS and ScaLAPACK [4] . Figure 3 gives a brief but representative impression of the obtained timings. It can be seen from Figure 3 that the new parallel variant of the QZ algorithm is significantly faster than the ScaLAPACK implementation of the QR algorithm [10] . (Note that the traditional QZ algorithm takes roughly twice the computational effort of the QR.) This effect can be contributed to the use of blocking techniques and aggressive early deflation. In Table 2 , we display performance results on Sarek for 1 up to 16 processors of the three stages in reducing a regular matrix pair to generalized Schur form. Stage 1 reduces a regular (A, B) to block upper Hessenberg-triangular form (H r , T ) using mainly level 3 (matrix-matrix) operations [1, 8] . In Stage 2, all but one of the r subdiagonals of H r are set to zero using Givens rotations, leading to (H, T ) in Hessenberg-triangular form [1, 8] . Finally, Stage 3 computes the generalized Schur form (S, T ) by applying our parallel QZ implementation. The overall speedup for the complete reduction to generalized Schur form is over √ p, where p is the number of processors used.
From the performance results presented it can be seen that the scalability of the parallel QZ (Stage 3) is improvable; this issue will be subject to further investigation. 
