Introduction
This paper presents a method for checking and modifying robot plans to ensure that they will work given mechanical errors in placement and orientation of workpieces and ranges of tolerances in the construction of the workpieces themselves. 
UNCERTAINTIES
A major thrust of this work is to ensure that a plan will succeed in spite of uncertainties in the physical world, uncertainties whose values cannot be exactly determined at the time the plan is formulated. There are three major sources of uncertainties: (1) the manipulator, (2) the objects to be manipulated, and (3) introduction of these objects into the work environment.
Uncertainties originate in robot manipulators because they are complex mechanical devices. There are upper bounds on speed and payload and limits to accuracy and repeatability. The absolute positional accuracy of a manipulator is a measure of the error that results when it is instructed to position its end effector at a specified position and orientation in space. This accuracy may depend on temperature, load, speed of movement, and the manipulator's particular position within its work area. Furthermore, in a situation in which these parameters are all fixed, a manipulator does not in general return to precisely the same location and orientation when commanded to repeat an operation over and over. The positional repeatability is a measure of such error. There can be contributions from both stochastic and long-termdrift effects. The latter can be corrected by calibra- tion. The [Sacerdoti 1977; Stefik 1981] The computations for these examples were carried out by an improved version of the constraint system described by Brooks (1981a where r E U such that proj(U, V, r) For a constraint set C and a variable set V, where support(C) C V, the satisfying set of C over space(V), written sat(C, V), is the set of all points in space (V) where all the constraints in C hold:
Note that for a constraint set C, where support(C) C W C V, The plan-checker model described in this paper assumes that the robot planner carries out the geometric interpretation of the abstract action-applicability conditions into constraints on the plan and uncertainty variables. Let that set be CA for applicability constraints. Note that support(C,~) C P U U.
For plan A, the abstract applicability condition is that the lid be moved to some place in the workspace of the manipulator. Since A plan with geometry g is written as an 7-tuple (g, P, U, V, C~, CA, C~). Note that the geometry g includes the associations of named physical quantities and algebraic expressions to represent them.
ACCEPTABLE PLANS
The role of a plan checker is to decide whether a plan will work and ,produce the desired result. The mathematical criteria for these objectives are easily stated in terms of the model developed above for plans. These criteria are stated below. There is, however, some difficulty in translating these abstract criteria into algorithms. Sections 4 and 5 develop a general approach and describe a particular algorithm. 
New Variables Must Be Introduced
The world (see Fig. 4 This author (Brooks 1981a; 1981b) (Brooks 1981c~; 1981b and often others) they do.
Typically, the symbolic result of SUP will be an expression of the form min(e,, ... , en), while the result of INF will be of the form max(e,, ... , en).
Consider as an example the set of constraints defined by Then the procedures SUP and INF produce the results and The two procedures take three arguments. First, consider the following special case. Let e be an expression and C a set of constraints, and suppose that support(e) C support(C). Brooks (1981a) Figure 10 illustrates these capabilities. There, the set W is defined by W = {x, yl, and V = {y}. The constraint set C is satisfied by the region shaded in the x-y plane. The expression e takes values in the reals N over the satisfying set and gives rise to the surface patch illustrated. The darkened region of the y-axis illustrates the projection of the satisfying set sat(C, W) into space(V). The shaded region in the y-9i plane is the corresponding projection of the values achieved by e. The curves in the y-9i plane above and below that shaded region correspond to the values achieved by the expressions returned by SUP(e, C, V) and INF(e, C, V), both expressions in y, over the projection of the satisfying set. Notice that they are upper and lower bounds on the projection of the surface patch generated by e.
A Partial Decision Procedure
The procedures SUP and INF can be combined (Bledsoe 1975) to produce a partial decision procedure on sets of constraints. The decision concerns whether a set C of constraints is consistent (i.e., whether the constraints are satisfiable) or, formally, whether That the procedure is partial come.s from the fact that it cannot always decide whether this is the case.
In fact, the procedure has two outcomes; one that the satisfying set is definitely empty and the other that it does not know. This property is the cost of requiring that the procedure always terminate in some bounded time determined by the size and complexity of the constraint set C.
The decision procedure is called DECIDE. Given a set of constraints C, if (where the definition of &dquo;~&dquo; is extended to handle :t 00 correctly), DECIDE(C) returns possibly satisfiable (or true), else it returns definitely unsatisfiable (or_false ). The procedure DECIDE is sound in the sense that it never returns an incorrect result. This follows from the fact that SUP and INF return upper and lower bounds over the satisfying set of a set of constraints. ' Of course, a procedure that always returns possibly satisfiable is also sound according to this definition of soundness. Such a procedure happens to be worthless, however. A partial decision procedure is only interesting if it sometimes detects unsatisfiable sets of constraints. The more often it successfully detects such sets, the more interesting it is.
The only characterization of the extended SUP-INF decision procedure is empirical. In practice, in its use in the ACRONYM system, there was never a case observed in which it failed to detect an inconsistent set of constaints. It is possible, however, to construct a set of constraints that is in fact inconsistent and on which DECIDE returns possibly satisfiable. The philosphy adopted in ACRONYM was that if there was a failure to detect an inconsistency at some point in the computation, it would morse than likely be detected later as the implications of the inconsistency were propagated and became less subtle.
A CRITICAL SUBPROCEDURE
Besides DECIDE, another important subprocedure used in the plan checker is PROJCS. It projects a set of constraints into a subspace over the satisfying set of a second set of constraints in such a way that points that satisfy the projected constraints also satisfy the original constraints. Essentially, it tries to find prismatic subsets of the satisfying set of the first set of constraints (with elongation orthogonal to the projection subspace) that are wholly contained in the satisfying set of the second set of constraints. The procedure PROJCS often results in a set of constraints whose satisfying set is expressed as a disjunction of sets satisfying subsets of the constraints. This is because it constructs inequalities by putting expressions produced by INF, which includes &dquo;max&dquo; expressions, on the right of &dquo;~&dquo; symbols, and expressions produced by SUP, which include &dquo;min&dquo; expressions, are put on the left.
CHECKING A PLAN
The plan checker must check a sequence of subplans at a particular level of abstraction. The procedure CHECK (defined later in this section) checks individual subplans, or plan steps. It must be used by a Fig. 11 . Procedure to check whether a plan will work if its plan variables are sufficiently constrained.
higher-level plan checker, which typically would be part of the actual robot planner. In this paper, a simple model for the plan-checking aspect of the robot planner is assumed.
First the plan checker is given an initial state of the world, and it uses propagate CHECK to the effects of actions on the world through the plan steps while constraining the plan variables so that all actions are guaranteed to succeed. Whenever a plan step is reached that cannot be guaranteed to work by constraining plan variables or introducing sensing at that step of the plan, the robot planner backs up, again using CHECK, carrying back a set of goal constraints to a point where CHECK can guarantee that the goal can be satisfied. It then proceeds forward again from that subplan, applying CHECK and propagating the results. This process is illustrated below by checking of the four plans A through D introduced in Section 2.2.
Clearly, there is room for much work on the role of the robot planner and the negotiations that can take place between adjacent plan islands. This paper has not directly addressed that issue, as it is more properly part of the planning process itself than of plan checking per se. This paper does, however, give a mathematical framework within which those negotiations can be explored.
5.4.1. Simple Checking Figure 11 defines the procedure CHECKSIMP. It is the part of the plan checker that tests whether a plan can be guaranteed to work simply by constraining the plan variables. In its argument list ~ is the plan to be checked and 'P* is the plan that follows 9 in the chain of plan islands. A For simplicity (and drawability!), the sets P, U, and V have been compressed to single variables. In addition, the axes have been offset so that they do not go through the zero values of variables in U and V. The large region outlined in the P-U plane is sat(CI, P U U)-the set of initial states possible for the original plan. The region in the P-V plane is sat(Cf, P* U U~'). Note that in this case, P = P* and V = U'~' . The smaller region in the P-U plane is the region where the action of plan 9 is applicable; that is, snt(CI U C,, P U U).
The surface &dquo;floating&dquo; above (Fig. 12) Fig. 2 . The outlined area in the P-U plane is the original set sat(Cl, P U U). The shaded subset of that area corresponds to sat(C, U C,, P U U). For a given value of the single plan variable in P, a piece of the original set that is unshaded represents a tightening of constraints on the single uncertainty variable in U. In general, it will be necessary to identify which uncertainty variables are so constrained.
Consider The implemented plan checker introduces the following three constraints:
The first two constraints are an expression of constraint (Eq. 4) projected into a subspace of plan variables. The projection is conservative in the sense that anything that satisfies these two constraints will also satisfy (Eq. 4). Thus, the plan checker will have more situations to deal with than might have resulted from use of the more exact constraint. Since no explicit sensing variable is introduced, but n is used directly instead, these two constraints also express the relation given by constraint (Eq. 6). The third constraint concerns the uncertainty in the sensed quantity, and it takes the place of constraint (Eq. 7).
Notice (Sacerdoti 1974 
