We formulate the Dirac equation for a massive neutral spin-half particle on a rotating black hole spacetime, and we consider its (quasi)bound states: gravitationally-trapped modes which are regular across the future event horizon. These bound states decay with time, due to the absence of superradiance in the (single-particle) Dirac field. We introduce a practical method for computing the spectrum of energy levels and decay rates, and we compare our numerical results with known asymptotic results in the small-M µ and large-M µ regimes. By applying perturbation theory in a horizon-penetrating coordinate system, we compute the 'fine structure' of the energy spectrum, and show good agreement with numerical results. We obtain data for a hyperfine splitting due to black hole rotation. We evolve generic initial data in the time domain, and show how Dirac bound states appear as spectral lines in the power spectra. In the rapidly-rotating regime, we find that the decay of low-frequency co-rotating modes is suppressed in the (bosonic) superradiant regime.
I. INTRODUCTION
Einstein's theory of general relativity (1915) and Dirac's relativistic wave equation (1928) are cornerstones of physics and 'two households alike in dignity'. Although Dirac may have remarked that 'it is more important to have beauty in one's equations than to have them fit experiment', these theories have also endured ever-more-stringent experimental tests.
Thus far, there has been little opportunity to test the beautiful theory of fermions on curved spacetimes, developed by Schrödinger, Bargmann, Pauli [1] (1933) and others [2, 3] ; except for in a restrictive 'Newtonian' setting [4, 5] . This may change in forthcoming decades. Black holes -a radical consequence of Einstein's theory which appear to play a pivotal role in the development of galactic structure -may act as crucibles for stringent tests of strongfield phenomena [6] , and the interaction of fermionic fields with black holes, the topic of this article, is of interest from a range of perspectives.
In standard experience, there is a vast difference between the typical gravitational and quantum-mechanical length scales. A gravitating mass M interacting with a quantum field of mass µ is characterized by a dimensionless parameter
where r h is the horizon radius of the gravitating mass, λ C is the Compton wavelength of the field, and m Pl is the Planck mass. As r h is typically measured in kilometres, and λ C in pico or femtometres, it is clear that Mµ ≫ 1 in standard astrophysical scenarios (henceforth we will typically omit dimensionful constants, setting G = = c = m Pl = 1). Yet one may also envisage scenarios in which this is not the case, e.g., for (i) standard-model fields bound to 'light' primordial black holes, and (ii) ultra-light fields (arising from e.g. string theory compactifications) bound to galactic black holes [7, 8] . It has been suggested that ultra-light fields could provide a resolution of the dark matter problem (see e.g. Refs. [9] [10] [11] ). The 'no-hair' (Israel-Carter) conjecture [12] [13] [14] suggests that, once perturbed, a black hole will rapidly return to a stationary state, changing only a small number of physical parameters in the process: its mass M, angular momentum J, and charge Q. The conjecture has been elevated to a theorem for various scenarios involving massless scalar, electromagnetic and gravitational fields [12] [13] [14] [15] [16] [17] . However, if a perturbing field is endowed with mass, the quantum/classical correspondence principle suggests that the 'no-hair' picture is incomplete. Outside the innermost stable circular orbit (r isco = 6GM/c 2 for Schwarzschild black holes), a compact body of mass µ may orbit a black hole indefinitely, at least up to a gravitational radiation-reaction timescale τ rad ∼ (M/µ)(GM/c 3 ). In the semi-classical regime λ c ≪ r h (i.e. Mµ ≫ 1) a straightforward WKB analysis (see Appendix A) suggests that a massive field possesses bound states E < µc 2 localized around orbiting timelike geodesics. For circular orbits in the weak-field regime (r 0 ≫ M), E ≈ µc 2 − 1 2
where the first term is the rest mass energy, the second term is the 'Newtonian' binding energy, and the third term gives the energy-level spacing in terms of the orbital frequency Ω 0 = √ M /r 3/2 0 . In cases where Ω 0 ≪ µc 2 the discrete spectrum becomes indistinguishable from a continuum.
There is a subtlety in the above picture. Localized states are (generically) asymmetric under time-reversal, due to non-Hermiticity in the Dirac equation on black hole spacetimes. Flux is absorbed through the event horizon, which acts as a one-way membrane. Notwithstanding, lifetimes become exponentially-long when an angular momentum barrier separates the orbit from the event horizon. That is, we have τ ∼ e M µβ where β is some tunnelling coefficient which depends only on the ratio of Mµ/(ℓ + 1/2), with ℓ the orbital angular momentum number. How does a black hole's rotation affect this picture? Consider a Kerr black hole, with angular momentum aM. It is well-established that low-frequency modes of bosonic fields may be amplified by a process known as superradiance. Localized bosonic states within the superradiant regime ωω < 0, whereω = ω − mΩ H with Ω H = a/(2Mr h ) the angular frequency of the horizon, and m the azimuthal number of the mode, may grow with time, causing a superradiant instability to develop: this is the so-called 'black hole bomb' scenario [18, 19] . Although growth, like decay, is exponentially-suppressed in the semi-classical regime Mµ ≫ 1 (with e-folding time τ 10 7 exp(1.84Mµ) [20] ), it becomes significant for Mµ ∼ O(1) (with τ min ≈ 5.88 × 10 6 GM/c 3 for the ℓ = m = 1 mode of the scalar field at Mµ = 0. 45 and a = 0.997M [21] [22] [23] [24] ). By contrast, the (single-particle) Dirac equation is not subject to superradiance [25] [26] [27] [28] [29] , and thus all states decay. See Ref. [30] for a recent summary of superradiance and associated phenomena. Many authors [19] [20] [21] [22] [23] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] have considered the 'bound states' of massive fields on Schwarzschild, Kerr and Kerr-Newman spacetimes. A range of terminology has been used, including 'quasiresonances', 'quasilevels' [49] , 'quasistationary states', 'quasibound states' [35] , 'dynamical resonance states' [50] , 'wigs' [51] and 'graviatoms' [45] ; here we use 'bound states' generically, without any implication of time-reversal symmetry. Bound states are not to be confused with 'quasinormal modes', which are radiative in character. Loosely speaking, quasinormal modes are associated with a maximum (rather than a minimum) in the effective potential; they were studied in the massless Dirac case in Refs. [52] [53] [54] .
Regardless of differences in terminology, in the regime Mµ/(ℓ+1/2) 1, a unified picture of bound states emerges. Let ω = ω R + iω I denote the real and imaginary parts of the mode frequency, with ω I < 0 (ω I > 0) corresponding to decay (growth). To lowest order, the spectrum of spin-zero and spin-half particles is hydrogenic, with
with n ∈ 1, 2, . . . the principle quantum number. In this regime, the bound states have a typical radius of na 0 , where a 0 = (Mµ) −2 (GM/c 2 ) is the gravitational 'Bohr radius'. The imaginary part of a bosonic field of spin s (scalar s = 0, Proca s = 1 and massive graviton s = 2) scales according to [31, [55] [56] [57] [58] 
where S ∈ {−s, −s + 1, . . . , s} is the spin projection. By comparison, for the Dirac field it was shown in Ref. [34] that, for a ≪ M,
where S ∈ {−1/2, 1/2} is the spin projection. This highlights a key point: in the regime µ < mΩ H , bosonic modes become unstable, due to superradiant growth, whereas fermionic modes remain stable [25, 26] . A more subtle point here is that the index in Eq. (5) is smaller by 1 than would be anticipated from Eq. (4). In this paper we formulate a practical method for computing Dirac bound states on the Kerr spacetime. Our aim is to use highly-accurate numerical data to verify and test various asymptotic results, such as those above; and to investigate the rich phenomenonology of the intermediate regime
Rather remarkably, the massive Dirac equation on the Kerr spacetime admits a complete separation of variables. This reduces our problem to the analysis of (coupled) ordinary differential equations. Separability was first shown by Unruh [59] in 1973 for the massless field, and by Chandasekhar [60, 61] in 1976 for the massive field. Whereas Unruh's analysis used the standard 4-spinor formalism, Chandrasekhar's analysis employed the NewmanPenrose 2-spinor formalism. In 1979, Carter & McLenaghan [62] showed that the Dirac operator commutes with a 'generalized total angular momentum operator' constructed from the Killing-Yano tensor. In 1984, Kamran & McLenaghan [63] described (see theorem 3) a class of spacetimes for which the Dirac equation admits a separation of variables in the Weyl representation. In 1993, McKellar et al. [64] conducted an explicit separation of variables in the 4-spinor formalism, using the Pauli-Dirac representation. Finster and collaborators [65] [66] [67] [68] , and others [69, 70] have also used the 4-spinor formalism, along with the Weyl representation.
From one point of view, superradiance is a necessary consequence of the second law of black hole thermodynamics: the horizon area A is a non-decreasing function of time. How, then, is the absence of superradiance consistent with this law? A key assumption underpinning the second law is that the weak energy condition holds, i.e., −T µν t µ t ν ≥ 0 for any timelike vector field, t µ t µ < 0, where T µν is the stress-energy tensor. This condition is violated by the (single-particle) Dirac field [59] . This paper is organised as follows. In Sec. II we review the formalism for describing a neutral spin-half field on a Kerr black hole spacetime. In Sec. III we describe our methods for calculating the bound state spectrum. In Sec. IV we explore the bound state spectrum on Schwarzschild and Kerr spacetimes, developing and testing asymptotic results in the regimes Mµ ≪ 1 and Mµ ≫ 1. In Sec. V we discuss our findings.
Throughout, we set G = c = = 1 and adopt a metric signature +2 (except for in Appendix D). Coordinate indices are denoted with Greek letters α, β, γ . . . and tetrad basis indices with Roman letters a, b, c, . . .. Symmetrization and antisymmetrization of indices is denoted with round and square brackets, () and [], respectively. We use ∂ µ , ∇ µ andD µ to denote partial, covariant and spinor derivatives, respectively.
II. FORMALISM
In this section we develop the formalism for describing spin-half fields on the Kerr black hole spacetime.
A. Kerr spacetime
Coordinate systems
The region outside the event horizon of a Kerr black hole may be described with the Boyer-Lindquist coordinate system {t, r, θ, φ}, in which the line element ds 2 = g αβ dx α dx β takes the form
where ρ 2 = r 2 + a 2 cos 2 θ and ∆ = r 2 − 2Mr + a 2 . The Kerr spacetime has two horizons at r ± = M ± √ M 2 − a 2 , and two stationary limit surfaces, at r S± = M ± √ M 2 − a 2 cos 2 θ. The angular velocity of the event horizon is Ω H = a/2Mr + .
A deficiency of the Boyer-Lindquist system is that it takes an infinite coordinate time t for ingoing geodesics to reach the outer horizon at r = r + . To properly describe such geodesics, we may employ the 'ingoing Kerr' coordinate system {t,r,θ,φ} withr = r,θ = θ and
Explicitly,t = t + α(r),φ = φ + β(r) where
In this coordinate system the inverse metric takes a simple form,
and the ingoing principal null geodesics are simply given by dr = −dt. In either coordinate system, the metric determinant is given by √ −g = ρ 2 sin θ.
Canonical tetrad
Let us introduce a tetrad of vectors e β . We will employ the 'canonical' orthonormal (symmetric) tetrad for the Kerr spacetime introduced by Carter [71, 72] , viz.,
with inverse components
such that ds
It is straightforward to find the components of the canonical tetrad in the ingoing Kerr coordinate system, usingẽ
Spacetime symmetries and conservation laws
The spacetime admits two independent Killing vectors, 
Now consider the stress-energy tensor T µν associated with the field, which is symmetric in its indices and divergence-free (∇ µ T µν = 0). With the Killing vectors, we may form two independent divergence-free vectors, J
, associated with energy and azimuthal angular momentum, respectively. A third divergencefree vector J µ Ψ is given by the Dirac probability current (see Secs. II B 4 and II B 9). From each divergence-free vector (∇ µ J µ = 0) one may obtain a conservation law via Gauss' theorem,
where V is a contiguous four-volume bounded by a three-volume (hypersurface) ∂V. Here, the volume element is dV = √ −g dtdrdθdφ, and the 3-surface element dΣ µ is defined in terms of the metric induced on the boundary hypersurface in the standard way [73] . We may construct a four-volume of infinitessimal extent ∆t confined between twin spacelike hypersurfaces at t = t 0 and t = t 0 + ∆t and twin timelike hypersurfaces r = r 1 and r = r 2 (where t 0 and r 2 > r 1 ≥ r + are constants). This construction leads to a quasi-local conservation law in the form
where dΩ = sin θdθdφ. Similarly, by considering hypersurfaces of constantt, we may obtain the corresponding expression in the ingoing-Kerr coordinate system, ∂ ∂t
Note that the t = const andt = const hypersurfaces are rather different in character, as the former approaches the bifurcation point, whereas the latter penetrates the future horizon. Physically, we expect (and find) that the ingoing-Kerr quantityJt is finite as r → r + , whereas the Boyer-Lindquist version J t is not.
B. Spin-half fields
The Dirac equation
The Dirac equation on a curved spacetime (in signature − + ++) takes the form [3] 
where µ is the field mass, Ψ is a Dirac four-spinor, γ ν are Dirac four-matrices, and the spinor
The spinor connection matrices Γ ν are defined, up to an additive multiple of the unit matrix, by the relation
where Γ µ νλ is the affine connection. A suitable choice satisfying (19) makes use of the spin connection ω α bc (described below),
Gamma matrices
Here, γ α andγ a denote sets of 4 × 4 matrices satisfying the anticommutation relations
where {A, B} = AB + BA. Note that the former set γ α are functions of spacetime position, whereas the latterγ a have constant components. The two sets may be related with any orthonormal tetrad,
We will employ the canonical tetrad of Eq. (11). Matrix indices are raised/lowered in the standard way:γ a = η abγ b and γ α = g αβ γ β .
The spin connection
The spin-connection ω µab arises naturally when one considers how a generalized covariant derivative ∇ (gen.) µ should act upon tensors with mixed coordinate and basis components. We start with ∇
Imposing metric compatibility (∇ 
To obtain the spin connection without first calculating the affine connection one may use
where
(see Ref. [61] for details). The spin connection for the canonical tetrad is listed in Appendix B.
Current and stress-energy
The Dirac current is given by
where Ψ ≡ Ψ † α is the Dirac conjugate, with Ψ † denoting the usual Hermitian conjugate.
The Hermitizing matrix α must satisfy the conditions
We choose α = −γ 0 [74] .
The (symmetric) stress-energy T µν is given by
where the covariant derivative of the conjugate spinor isD µ Ψ = ∂ µ Ψ + ΨΓ µ . The Dirac current and stress-energy are covariantly conserved,
Matrix representation
We will use the Weyl/chiral representation, in which
where I is the 2 × 2 identity, O is the 2 × 2 zero matrix, and σ i are the Pauli matrices
which satisfy 1 2 {σ i , σ j } = δ ij I + iǫ ijk σ k . In fact, we will choose our matricesγ i (Sec. II B 2) to be a cyclic permutation of the set γ i multiplied by the unit imaginary, as follows:
Note that making the permutation is equivalent to relabelling the tetrad legs; alternatively one may take the view that we are applying a (constant) similarity transform
Including the factor of i is necessary in order to satisfy anticommutation relations (21) on a spacetime of positive signature.
We will write the Dirac four-spinor as Ψ = ψ − ψ + where ψ + and ψ − are (left-and righthanded) two-spinors, which may be projected out from Ψ with the operators P ± = 1 2
(I ±γ 5 ) whereγ
Separation of variables
Let us introduce the complex quantity ̺ = r + ia cos θ, and its conjugate ̺ * = r − ia cos θ, such that ρ 2 = ̺̺ * . A short calculation (using Eq. (20) and Appendix B) shows that the spin-connection matrices Γ µ take the following form,
This neat result for the spin-connection matrix suggests a natural ansatz for the wavefunction,
where η ± are two-spinors. Multiplying the Dirac equation (17) by −i∆
yields a pair of two-spinor equations,
Now, separating harmonic temporal and azimuthal dependence with
where m is a half-integer, leads to a remarkable separation of the r and θ parts,
(cf. Eq. (8) in Ref. [64] ; see also Appendix C). Introducing the ansatz
and multiplying by σ 3 leads to twin pairs of coupled first-order ordinary differential equations,
and
where K = (r 2 + a 2 )ω − am and λ is the separation constant. Eqs. (42)- (45) are equivalent to the coupled ordinary differential equations originally obtained by Chandrasekhar [60, 61] .
Angular solutions
In the non-rotating case (a = 0), the eigenvalues of the angular equations (44)- (45) are integers λ ∈ Z\0 = {. . . , −2, −1, +1, 2 . . .}, and the solutions are spin-weighted spherical harmonics (see Sec. 3 in Ref. [75] ). The total angular momentum, j, a half-integer, is related to the a = 0 eigenvalue in a simple way: λ = P(j + 1/2), where P = ±1. We may define the orbital angular momentum, ℓ, an integer, via ℓ = j + 1 2
P.
In the rotating case the solutions of Eqs. (44)- (45) are known as mass-dependent spheroidal harmonics (see Ref. [75] for a review). We let S 1 = − S Λ and S 2 = + S Λ , where Λ = {j, m, P, aω, aµ} and we note the key symmetry relation
and normalization condition
Radial solutions
In the near-horizon region r → r + , the 'horizon-ingoing' radial solution has the asymptotic form
Here r * is the tortoise coordinate defined by
The 'horizon-outgoing' solution is obtained by the interchange R 1 → R * 2 and R 2 → R * 1 . In the far-field region, r → ∞, the propagating solutions take the form
where p = ω 2 − µ 2 . The bound solutions (ω < µ) may be obtained by replacing ip with q = − µ 2 − ω 2 in the above. Multiplying (42) and (43) 
where A h and A ± ∞ are complex constants. From the constancy of the Wronskian, it follows immediately that
that is, R = 1 − T , where the reflection and transmission coefficients are R ≡ |A
As T ≥ 0, it is clear that superradiance does not occur in the modal reflection/transmission problem.
The Dirac current and absence of superradiance
We now insert (41) (see also (37) and (39)) into the definition of the Dirac current (27) . The radial component is given by
Let us refer back to the conservation law (15) . The integral of the radial current evaluated at the lower limit r 1 = r + has a natural interpretation as the flux passing into the horizon; we have
where N is the number density. We saw in the previous section that the right-hand side is negative for horizon-ingoing solutions; hence dN/dt ≤ 0. This provides further confirmation that superradiance is absent [25] [26] [27] 59 ].
Next, we obtain expressions for the components of the Dirac current in the canonical basis,
The temporal component of the current,
, is
Note that the factor of ∆ in the denominator implies that J t diverges in the limit r → r + . This is due to the coordinate singularity in the Boyer-Lindquist system. We may instead consider the temporal component in the ingoing-Kerr coordinate system, given byJt =
From the asymptotic form of the ingoing solution R hor , Eq. 48), it is clear that ∆ −1/2 R 1 ∼ O(1) and thusJt is finite on the (future) horizon r = r + , as expected.
Violation of weak energy principle
The weak energy condition states that −T µν t µ t ν ≥ 0 for any timelike vector t µ . Let us now introduce the quantity Ξ = −T µν e 
The first term Ξ 0 arises from the partial derivatives in Eq. (29), and the second term Ξ 1 arises from the spin-connection matrices. The first term dominates over the second as ∆ → 0. It is clear that Ξ 0 is not positive-definite; it is negative in the near-horizon region if ω < mΩ H . Thus the weak-energy condition is violated for the Dirac equation on Kerr spacetime in the superradiant regime, at least at the 'one particle' level (for second quantization, see Ref. [76] ).
III. METHODS

A. Frequency-domain method
We now formulate a practical method for computing the discrete spectrum of bound states. In essence, we wish to solve the radial equations (42)- (43) subject to certain boundary conditions. On the horizon, the solution should be finite in the Kerr-ingoing coordinate system; towards infinity, the solution should decay exponentially. Thus, the integral of the probability density (60) should be finite across the exterior region r ≥ r + .
A powerful method for computing the spectrum of quasi-normal modes was introduced in Ref. [77] , in the context of massless fields. With an ansatz adapted to the boundary conditions, the differential equation for massless bosonic fields generates a three-term recurrence relation. The minimal solution of the recurrence relation is found by solving a continuedfraction equation. This approach was adapted to compute the bound state spectrum in Ref. [23] . We follow this approach below.
Angular solutions
Three-term recurrence relations for the angular equations (44)- (45) were previously obtained in Refs. [75, 78, 79] . We follow the method of Ref. [75] , in which the mass-dependent spin-half spheroidal harmonics are decomposed in a basis of spin-half spherical harmonics, leading to a three-term recurrence relation for the expansion coefficients {b k } (where k is a half-integer):
and ǫ k = (−1) j−k P with j = ℓ ∓ P/2. The boundary conditions at the poles are satisfied by the minimal solution of the recurrence relation, which is found by solving a continuedfraction equation for λ,
or one of its inversions.
Radial solutions
Let R 2 = √ ∆R + and R 1 = R − , so that the radial equations (42)- (43) become
Near the horizon the 'ingoing' solution goes as,
and at infinity the decaying solution resembles
We may write the solution in terms of a series,
Inserting Eq. (77) into the radial equations leads to a three-term matrix-valued recurrence relation,
Here, the matrices are of the form
and the matrix coefficients are
Matrix-valued three-term recurrence relations can be solved using matrix-valued continued fractions, as described in Refs. [55, 80] . We seek the roots of Mξ 0 = 0, where
with −1 denoting the matrix inverse. Non-trivial solutions ξ 0 exist if
We used a numerical root finder to find pairs {λ, ω} that simultaneously satisfy Eq. (69) and Eq. (93) . As initial estimates for the root-finding algorithm, {λ 0 , ω 0 }, we made use of the series expansions in Ref. [75] and the hydrogenic approximation, Eq. (3).
B. Time domain evolution
Several groups have investigated the excitation of bound states by generic initial data, using time-domain codes. The majority of work has focussed on bosonic fields, in the scalar [11, 24, 51, [81] [82] [83] [84] and Proca cases [56] . The evolution of Dirac bound states was investigated by Zhou et al. in Ref. [50] .
We developed a 1+1D time-domain code to solve the coupled radial equations for the Schwarzschild case, written in the form,
where F = R 1 + R 2 and G = i(R 2 − R 1 ) and λ = . . . , −2, −1, 1, 2, . . .. We used the method of lines with a fourth-order Runge-Kutta integrator, and fourth-order finite differencing on spatial slices. To implement the absorbing boundary condition at the event horizon, we used the 'Perfectly Matched Layer' method, which was previously applied in the black hole context in Ref. [24] . This entailed adding extra terms −γ(r * )F and −γ(r * )G to the equations above, where γ(r * ) is a non-negative smooth function which is zero for r * > −150M. At the far-field boundary we imposed a reflecting boundary condition by setting F (r max ) = 0. We moved this boundary to a large radius, r max ∼ 4000M, to suppress its effect on the excitation and evolution of low-lying bound states. To analyse the spectrum, we computed the 'spectral power'
from the square magnitudes of the (discrete) Fourier componentsF (ω) andG(ω).
IV. RESULTS
A. Perturbation theory: M µ ≪ 1
Many authors have shown that, in the limit Mµ ≪ 1, the bound state spectrum is hydrogenic; see Eq. (3). In this regime, the spectrum is degenerate, as it depends only on the principal quantum number n = ℓ +n + 1 (where ℓ is the orbital angular momentum [j = ℓ + S, where S ∈ {−1/2, +1/2}] andn = 0, 1, . . . is the excitation number), rather than on j, ℓ andn individually.
How are degeneracies broken at higher orders in Mµ? The spectrum may be written as a series in Mµ, as follows,
The 'hydrogenic' term E (0)
2n 2 is familiar; the 'fine-structure' term E
(1)
and 'hyperfine-structure' term E (0)
) are less well-known [34, 38, 85] . Here we review these terms, and test against numerical data.
Fine structure
In the case of the hydrogen atom, the fine-structure correction arises at O(α 4 ) where α is the fine-structure constant, and it is given by [86] 
The second term, due to a spin-orbit coupling, breaks the degeneracy between states of the same orbital angular momentum but opposite spin projection (i.e. the j = ℓ + 1/2 and j = ℓ − 1/2 states, for ℓ ≥ 1). The fine structure of the Schwarzschild bound state spectrum was calculated in Chap. 5 of Ref. [85] . The calculation is outlined in Appendix D, where a small but vital correction is identified. The key result is
The final term, not present in the hydrogen case (98), implies that the bound-state spectrum depends on three quantum numbers individually: j, ℓ, n (rather than just j, n as in Eq. (98)). Many years ago, Ternov and Gaina [38] also calculated fine-structure splittings for bound states, by applying standard perturbation theory techniques. Unfortunately, their finestructure result at O((Mµ) 4 ) is not found to be in agreement with Eq. (99), nor with our numerical data. We suggest that the calculation in Ref. [38] is invalid due to the coordinate system singularity in Schwarzschild/Boyer-Lindquist coordinates, which causes physical quantities to diverge as r → r + . We note that, by contrast, Eq. (99) was derived with a horizon-penetrating coordinate system.
Hyperfine structure
In the hydrogen atom, the interaction between the magnetic dipole moments of the nucleus and electron leads to a spin-spin splitting of the ℓ = 0 state, with the anti-aligned spin configuration lying at a lower energy. This is an example of 'hyperfine' splitting, as it arises at subdominant order α 4 (m e /m nuc. ). The hyperfine transition between ℓ = 0 levels generates a 21cm neutral hydrogen line, of importance in astrophysics.
In Ref. [38] , it was calculated that the rotation of the black hole leads to a 'hyperfine' splitting at order O (Mµ) 5 (
am M
) . It was asserted therein that only the modes ℓ ≥ 1 are split in this way.
In Figure 2 we attempt to extract the hyperfine correction from our numerical data, in the slow rotation regime (a ≤ 0.02M). The plot shows the difference between the energies of maximally co-and counter-rotating modes, after rescaling by 1 2 (M/a)n 5 (Mµ) −5 . We find that the co-rotating mode is more weakly bound than the counter-rotating mode, as expected. The numerical data suggests that the scaling of Ternov et al. [38] is indeed correct. However, we find that the ℓ = 0 mode is also split at this order, and the numerical coefficients found in Eq. (38) of Ref. [34] are not consistent with our data. 
Decay rates
In Ref. [34] , Ternov et al. used an asymptotic matching method to derive a key result for the imaginary part of the frequency of Dirac bound states on the Kerr-Newman spacetime in the regime Mµ/j ≪ 1, am j /M ≪ 1 (see Eq. (29) in Ref. [34] ). In the Kerr case,
where S = ±1/2 and
with Γ = (2Mr + µ − am)/(r + − r − ). Figure 3 shows numerical data for the imaginary part of bound states of the Schwarzschild black hole, for n = 1 . . . 3 modes. The plot illustrates how the decay rate has as a power-law 
B. Time-domain evolution
Are bound states typically excited by generic initial data? For the scalar field case, a number of studies [11, 24, 51, [81] [82] [83] have concluded that the answer is affirmative (see Ref. [84] for a Green's function analysis of the excitation factors in the initial-value formulation). Though the conclusion is expected to be similar in the Dirac case, it has received less attention [50] , and we briefly investigate it here. 1.407 × 10 −5 ). Consequently, the spectral line for the ground state is found to be the widest, as this mode decays most rapidly.
In the 'semi-classical' regime Mµ ≫ 1, in which the gravitational length scale is much longer than the quantum-field length scale, we expect the key features of the spectrum to relate closely to the properties of timelike geodesics. Indeed, this quantum-to-classical correspondence emerges via a standard WKB analysis, as shown in Appendix A.
For circular geodesics on the Schwarzschild spacetime, the (dimensionless) energyω is related to the angular momentumL and orbital radiusr 0 by:
The orbital radiusr 0 is given in terms ofL in Eq. (A7). ForL ≫ 1,ω ≈ 1 − , beyond which stable circular orbits do not exist. Our numerical data suggests that, though bound-state solutions exist beyond this limit, they are rapidly-decaying. Plots (b) and (c) of Fig. 5 show the imaginary part of the frequency of these modes, as a function of Mµ/|λ| ⇔ 1/L. Plot (b) shows that the decay rates are very similar at the position of the innermost stable circular orbit,L = √ 12 (the point at which the angular momentum potential barrier separating the circular orbit from the horizon disappears). Plot (c) shows that the decay rate is consistent with
where β(L) is some quantum-tunnelling factor, determined from an integral across the potential barrier.
D. Kerr bound states: decay
Now we focus attention on the decay rate of modes on a rotating black hole spacetime. Figure 6 shows the imaginary part of bound state frequency as a function of Mµ, for both co-rotating (m > 0) and counter-rotating (m < 0) cases. For low couplings Mµ ≪ 1, we see that the counter-rotating case is rather similar to the Schwarzschild case: the decay rate is governed by a power law, in accord with Eq. (100).
The co-rotating modes exhibit an interesting feature. In the regime ω < mΩ H the decay rate is suppressed; whereas outside this regime, the decay rate increases rapidly. The plots suggest that, for rapidly-rotating black holes a 0.99, the decay rate has a local minimum precisely at ω = mΩ H . Figure 7 shows the decay rate as a function of ω/mΩ H , where Ω H is the angular frequency of the event horizon. The plot makes it evident that the local minimum coincides with the 'critical' superradiant frequency ω c = mΩ H . The data suggests that minimum value decreases with increasing a, which hints at the possibility that there may be a non-decaying 'critical' mode in the extremal case a → M. This possibility remains to be investigated.
E. Kerr bound states: spectrum
Now we turn attention to results for the Kerr energy spectrum. In the limit Mµ → 0 the spectrum is well-understood, as outlined in Sec. IV A, but outside this regime the spectrum has not been examined in detail. Figure 8 shows the spectrum of the lowest modes n = 1 and n = 2 (where n is the principal quantum number) for a Kerr black hole with a = 0.9M, as a function of Mµ. Let us make several observations. (1) At low Mµ, the j = 1/2 co-rotating (m = +1/2) state is higher-lying, and decays more slowly, than the counter-rotating state (m = −1/2). In Table I we present a sample of numerical data for bound state frequencies, together with the corresponding angular separation constants. 
F. Kerr bound states: wavefunctions
The components of the Dirac current in the 'ingoing Kerr' coordinate system were considered in Sec. II B 9. In obtaining (59)- (60), we tacitly assumed that the frequency ω is real. For bound states as defined in Sec. III, for which this is not the case, Eq. (60) should be multiplied by an additional factor of exp(2Im(ω)t). After integrating over the two-surface of constant r, and applying the normalization condition (47), we have
where Eq. (105), which is related to the Dirac probability density in the ingoing Kerr coordinate system.
The inset shows that the density is finite at the outer event horizon, as expected.
with Υ (1) associated with the second term in Eq. (60) . These terms are finite at the outer horizon.
In the limit Mµ → 0, the radial solutions are hydrogenic in form [41] (see Appendix D). The radial functions may be written in terms of Laguerre polynomials in the dimensionless variable x = (Mµ) 2 (r/M)n −1 . The radial function hasn nodes, wheren = n − ℓ − 1 is the excitation number. Figure 9 shows the radial profile of Υ (0) for the j = m = 1/2, ℓ = 0 mode at Mµ = 0.38, for a variety of Kerr parameters a. Changing a modifies the shape of the profile somewhat. In this case, the peaks in the profile move closer to the horizon, and the value on the horizon also increases, as shown in the inset.
V. DISCUSSION AND CONCLUSIONS
In this article we have explored the spectrum of bound states of the massive Dirac equation on Kerr spacetime: 'trapped' modes which are ingoing at the horizon and fall off exponentially towards spatial infinity. Let us now briefly review the key results.
In Sec. II we formulated the Dirac equation on Kerr spacetime, reviewing (i) the separation of variables, (ii) the absence of superradiance, and (iii) the violation of the weak energy principle. Eschewing the Newman-Penrose 2-spinor formalism used in pioneering works [ In Sec. III we presented a practical method for computing the bound state spectrum, reducing the problem to that of finding the roots of certain (matrix-valued) three-term recurrence relations. We also briefly described a time-domain method for the Schwarzschild case, with scope for extension to the Kerr case.
In Sec. IV A we confronted small-Mµ asymptotic results, obtained in the 1980s by Ternov, Gaina and coworkers [38] , with new numerical data. We concluded that (i) the decay of bound states is well described by Eq. (100); and (ii) the scaling of the fine-structure and hyperfine-structure terms has been correctly deduced. However, the numerical coefficients for the (hyper)fine-structure terms were found to be inconsistent with the data. We found that, instead, our data is fully consistent with the fine-structure result presented in Eq. (99), which was derived in Ref. [85] and Appendix D.
In Sec. IV B we used a time-domain code to demonstrate that bound states are typically excited by generic initial data. In Sec. IV C we briefly considered the large-Mµ regime, showing in Fig. 5 that our new results are consistent with 'semi-classical' expectations from a WKB analysis (e.g. Appendix A). In Secs. IV D-IV F we examined the novel features of bound states of rapidly-rotating black holes. We found that the decay rate of the maximallycorotating mode is strongly suppressed in the regime ω < mΩ H (Figs. 6-7) .
Let us now discuss some of the implications of our findings. For the scalar field, modes precisely at the superradiant transition frequency (ω R = mΩ H ) are stationary (i.e. nondecaying) [31, 88, 89] . Herdeiro and Radu have recently shown that this transition mode is implicated in the Kerr family 'branching off' into a new family of 'hairy' solutions with (complex massive) scalar-field hair [90] [91] [92] . In the Dirac case, the transition mode is not stationary, due to the lack of superradiance. On the other hand, as decay may be strongly suppressed (Fig. 7) , it is plausible that rapidly-rotating black holes can support very longlived co-rotating Dirac hair.
Let us now highlight several avenues for future work which could lead to a more complete understanding. Despite the progress described above, this work lacks: (i) correct coefficients for the hyperfine structure at O((am/M)(Mµ) 5 ); (ii) an asymptotic result for the rate of decay for co-rotating modes for ω ≤ mΩ H , a M; (iii) asymptotic WKB results at subleading order (for Mµ ≫ 1) to account for the effects of spin. Revisiting the asymptotic analysis of the Dirac equation in second-order form [34] [35] [36] [37] [38] could pay dividends.
Another possibility would be to examine the bound-state wavefunction inside the black hole horizon. It is well-known that the inner (Cauchy) horizon at r = r − has the effect of repelling geodesics. Therefore, it seems unlikely that the bound states investigated here will be 'ingoing' at r = r − , in general. Nevertheless, there may exist particular frequencies for which the mode may be ingoing at both horizons. This remains to be investigated.
A further topic for investigation is the excitation of Dirac bound states by generic initial data. Two approaches suggest themselves. First, an extension of the Green's function analysis of Ref. [84] to the Dirac case. Second, an extension of the time-domain approach of Sec. III B and Refs. [24, 50] to the a > 0 case.
In this work we have treated the Dirac field as a 'classical' field, which is of course not the case. Unruh's second-quantized analysis [76] (1974) showed that fermions, as well as bosons, experience an instability to spontaneous particle creation (Unruh-Starobinski radiation [76, 93] ); that is, a quantum version of superradiance. In 1983, Gal'tsov et al. [35] considered the filling of Dirac bound states in the Schwarzschild case, concluding that the distribution is thermal (N ≈ [8(1 + exp(ω/κT H ))] −1 ) in the limit Mµ ≪ 1, where T H is the Hawking temperature. The filling of states on the Schwarzschild spacetime was also considered in Ref. [43] . Hartman et al. [44] have considered the Kerr case, arguing that all bound states with energies ω < mΩ H will be filled in Unruh's vacuum, creating a (stable) 'Kerr-Fermi sea' which extends outside the ergosphere. This intriguing possibility undoubtedly deserves some further consideration. wherer = r/M,r * = r * /M,ω = ω/µ andL = (ℓ + 1/2)/(Mµ). Note that (A3) resembles a Schrödinger equation with a large parameter Mµ ⇔ √ 2m/ , and thus we may apply standard WKB methods to reach the Bohr-Sommerfeld condition for bound states: Û 1/2 dr * = 2π Mµ (n + 1/2), n ∈ N.
At this point we note the close analogue between U(r) in (A3) and the right-hand side of the geodesic 'energy' equation,
where E = fṫ and L = r 2φ /M are constants of motion, and the overdot notation indicates differentiation with respect to proper time. Circular orbits are defined by dU geo /dr = 0 with stable orbits satisfying d 2 U geo /dr 2 < 0. The former condition leads to an equation for the circular orbit radius in terms of the dimensionless angular momentum:
The latter condition implies thatr 0 ≥ 6 andL 2 > 12 for stable orbits. After expanding around the circular-orbit radius, and inserting into (A5), we obtain
where V 0 = V (r 0 ) and V ′′ = 
In the weak-field regime, wherer 0 ≈L 2 ≫ 1, V 0 ≈ 1 −r −1 0 , V ′′ ≈ 2/r 3 we reach Eq. (2) (after reinserting dimensionful constants).
with
cot θ ± (m csc θ − aω sin θ) .
A spinor transformation takes this to the form found in Refs. [65] [66] [67] [68] .
Appendix D: Fine-structure calculation for Schwarzschild bound states
Here we give an overview of a calculation in Chap. 5 in Ref. [85] , which leads to the finestructure result, Eq. (99). The calculation starts with the Dirac equation in the 'Newtonian' gauge (Painlevé-Gullstrand coordinates) [41] , which can be written in Hamiltonian form i∂ t ψ =Ĥψ wherê
with gamma matrices from the Dirac-Pauli representation. This resembles a flat-space equation with a novel interaction term. Applying a Foldy-Wouthuysen transformation [94] leads toĤ = γ 0 µ +Ĥ 0 +Ĥ 1 + . . . , 
leading to
Introducing a separation of variables,
where χ is any constant two-spinor, leads to a time-independent 1D Schrodinger equation with a 1/r 'Newtonian' potential,
This equation has standard hydrogenic solutions for the bound state energy levels E 
where x = (2/n)(Mµ) 2 (r/M), L 2ℓ+1 n is an associated Laguerre polynomial, Y lm is a spherical harmonic, and A nℓ is a normalization constant.
To deduce the fine-structure correction to the energy, E 
The details of this calculation may be found on p100-105 of Ref. [85] . The fine-structure correction E .
Here we have corrected an error in Ref. [85] in the coefficient of the second term of Eq. (D10) (this error may be traced back to the final entry of Table 5 .1 of Ref. [85] , where the '4' should be a '2'). Taking the sum of contributions leads to Eq. (99).
