Abstract
Introduction
A key challenge in the design of wireless industrial communication systems is to transmit packets reliably despite the presence of channel noise [1] . To cope with deadlines, many industrial communication systems, including the recently standardized Wireless HART technology [2] , [3] adopt a TDMA-based scheme on the MAC layer. The handling of transmission errors often involves packet retransmissions, for which in a TDMA-based setting extra time slots have to be reserved. A standard assumption is frequently that any retransmissions are carried out by the original sender itself, so that one and the same source node gets allocated a number of slots to use for its original transmission and any retransmissions or packet repetitions.
In the last few years the communications and networking research community has looked intensively at socalled cooperative communication schemes, which rely on exploiting the spatial diversity of the wireless channel [4] , [5] , [6] , [7] , [8] , [9] . These schemes suggest a new approach in the design and implementation of retransmission-based error control protocols: instead of letting the source of a data packet perform all retransmissions, it often makes sense to involve third-party nodes in the process. For example, a data packet sent by a source node might have been received erroneously by the intended receiver, but it might have been overheard (i.e. received successfully) by a third node, the helper node or relay node. This is possible because the wireless transmission medium is a broadcast medium. Then, the relay node might perform a retransmission on behalf of the source, when it realizes that the destination has not received the source packet from the source. Or, when the overall protocol does not use any feedback, the relayer can perform a repeated packet transmission instead of the source.
It is intuitively clear (and substantiated by several publications, including [10] ) that such an approach is especially promising if the relay has "good" channels to both source and destination, like for example when a relay is placed in the middle between the source and the destination. However, in many industrial settings it might for practical reasons not be possible or easy to place relay nodes at a desired position, for example because this position is inaccessible or dangerous to human staff. Further-more, what is a "good" position depends on the characteristics of the wireless channels between the involved nodes, which need to be measured carefully. Such measurements can require a substantial amount of time and money.
In this paper we consider uplink traffic in a simple, TDMA-based wireless industrial network in which a number of sources, supported by a number of relayers, wish to transmit data to a central controller. In our considered TDMA scheme, time is sub-divided into subsequent superframes, which in turn are sub-divided into a fixed number of time slots. Each source wishes to transmit one packet during each superframe. There are sufficient timeslots in a superframe and hence also before the deadline to allow for initial transmissions from a source to the controller, plus a number of redundant transmissions (made either by the source nodes or by relay nodes, who may have overheard previous transmissions of the source or other relayers) with the aim to improve the chances that the source data is indeed received by the controller.
The key point of our study is that we do not make any assumptions on "good" placement of relay nodes. Instead, we want to know whether there are still advantages to relaying when both the sources and the relays are placed completely randomly. We present simulation results indicating that already a relatively small number or randomly placed relays carrying out all re-transmissions on behalf of the sources is sufficient to substantially improve the probability that all source packets in a superframe reach the central controller. This finding is true both in the complete absence of feedback from the central controller, and in the presence of perfect feedback. While we do not argue against the value of a "good" deployment, this can in practical scenarios sometimes be hard to achieve. Our results show that even with randomly deployed relayers, the relaying approach still provides performance benefits, provided a sufficiently large number of relayers is deployed. This paper is structured as follows: In the next Section 2 we provide a brief background on spatial diversity and cooperative communications concepts. In Section 3 we present our system model. Following this, in the next two sections we provide the main results of this paper. Namely, in Section 4 we provide simulation results for the case without feedback, whereas the case with perfect feedback is covered in Section 5. Related work is discussed in Section 6 and our conclusions are given in Section 7.
Background: Spatial Diversity and Cooperative Communications
Generally, wireless data transmissions can suffer from phenomena like path loss and shadowing, multi-path propagation and thermal noise [11] , [12] , [13] . These propagation phenomena lead to degraded signal strength and signal quality at the receiver. When additionally there is mobility of the nodes or in the surrounding environment, further signal degradation can be incurred by timevarying self-interference and (fast) fading phenomena.
A key approach to improve transmission quality are diversity schemes. Generally speaking, diversity schemes aim to provide the receiver with multiple, ideally independently faded copies of the same signal, which the receiver can suitably combine. There are several distinct diversity schemes, which can be broadly classified into time diversity, frequency diversity and spatial diversity. In spatial diversity schemes [4] information is transmitted over multiple geographically separated antennas. In modern multiple-input, multiple-output (MIMO) systems like IEEE 802.11n the transmitter and receiver both have multiple antennas, whereas in cooperative communication schemes the additional antennas are provided by thirdparty nodes [5] , [6] , [7] , [8] . In cooperative schemes all involved nodes can be single-antenna nodes. Following the terminology developed for one particular cooperative scenario, the relay channel, we refer to these third-party nodes as relayers.
The general concept of cooperative communications then gave rise to the idea of incorporating relay nodes into retransmission-based error-control schemes -see the incremental relaying scheme proposed in [7] , and see [14] for an example in an industrial networking context. In this kind of schemes a relayer can perform a retransmission on behalf of a source node, provided that the relay node has overheard the original data packet from the source.
System Model

Network Setup and Channel Model
We consider a wireless industrial communication system with N = M + K + 1 nodes as follows:
• M source nodes, numbered from 0 to M − 1
In this work we consider only uplink traffic, i.e. traffic from the source nodes to the central controller. This is a typical setup in wireless industrial communication systems, in which sensors report their readings to a central controller. The basic goal is to transmit data packets reliably from the sources to the controller, perhaps with the help of the relayers. For simplicity we assume that source nodes and relay nodes are truly distinct nodes. We further assume a TDMA setup. Time is subdivided into superframes, which in turn are sub-divided into T ≥ M time slots. One time slot is large enough to accommodate one packet, and, in the presence of feedback from the central controller, also a suitable feedback signal. All source packets have the same size. The source packets include at minimum the source identifier, a packet checksum (for example, a CRC code) and source data. For simplicity, we do not consider any kind of coding, network coding or packet combining, but the CRC is assumed to be perfect, so that all errors are detected reliably. When the destination or a relayer receives a packet with a wrong CRC value, it discards the packet.
Each source node generates a new data packet at the beginning of each superframe. In the first M of the T slots each source transmits its packet in turn. The relayers listen in all T slots and try to overhear the packets sent by the sources or the other relayers. As a result of this, the relayers can accumulate more and more information in the course of a superframe. The remaining T − M slots are used for retransmissions. More precisely, each of these T −M slots is allocated exclusively to either a source node or a relayer node, and this allocation does not change over time. If a slot is allocated to a source node, the source simply retransmits its own packet. If it is allocated to a relayer, the relayer picks one of the source packets it has overheard so far (which is a random subset of all source packets) and retransmits this packet. Under these assumptions our setup amounts to the use of (possibly distributed) repetition coding.
We use a conceptually simple time-varying channel model. We assume a shared wireless medium. Between each pair of nodes there exists a separate, symmetric wireless channel that is stochastically independent of all other channels. Each channel is characterized by its packet loss rate, which is defined with respect to the packet size used by the source nodes. These packet loss rates are constant throughout a superframe, but change between superframes. The channel packet loss rates at the beginning of superframe t can be summarized in an N × N symmetric matrix C t = ((c i,j (t))) i,j∈{1,...,N } , where c i,j (t) denotes the packet loss rate on the symmetric channel between nodes i and j throughout superframe t. At the beginning of each new superframe t, a new random realization of the symmetric channel matrix C t is generated, where each entry c i,j (t) is taken from a uniform distribution between 0 and 1. With these assumptions, our channel model can be regarded as a block-fading channel. None of the transmission schemes considered in this paper assumes any kind of channel knowledge.
Performance Metric
The main performance metric considered in this paper is the probability that at the end of a superframe the central controller possesses the packets of all sources. We refer to this as the success probability. When at least one source packet is missing, we refer to this as a failure.
Results in the Absence of Feedback
In this section we present results for a system setup without any feedback from the central controller. The main control knob that we have considered is how the relayers actually pick the packets they retransmit from the (random) subset of source packets they possess at the beginning of their given timeslot. We specifically consider schemes where the relayers make this choice randomly:
• In the uniform scheme each packet is chosen with the same probability.
• For the inverse scheme each relayer keeps for each source packet a counter for how often it has already successfully received this packet from either the source or another relayer. These counters are initialized to zero at the beginning of a superframe. The intuition behind the inverse scheme is that a relayer favors packets which it has not heard so often over packets which it has heard more often (and which hence possibly have a higher chance of already having been received by the controller). When at the beginning of its slot the relayer does not possess any packet, it keeps quiet. Otherwise, when the relayer has overheard source packet i already c i ≥ 0 times, it assigns to this packet the probability
j=1 c j and the actual packet to be retransmitted by the relayer is chosen according to this probability distribution.
Both schemes allow for a very simple system setup: there is no need for feedback from the controller, no node needs to know channel characteristics and the sources do not need to be aware of the presence of relayers.
In the following we have for a given number M of sources constructed schedules in which each source has an additional R slots for retransmissions, so that a superframe has T = (R + 1) · M slots in total. When there are no relayers (i.e. K = 0), the schedule of the superframe consists of R + 1 repetitions of {0, 1, . . . , M − 1}, i.e. for example with M = 3 sources and R = 3 retransmissions the schedule becomes 0, 1, 2, 0, 1, 2, 0, 1, 2, 0, 1, 2
When there is at least one relayer, the first M slots of the schedule are allocated to the sources, whereas the last T − M slots are allocated to all relayers in a cyclic fashion. which has a total of M · (R + 1) = 18 slots.
We have obtained the success probability using a specifically tailored simulator. For each setting of simulation parameters (M , K, R, uniform vs. inverse scheme) we have simulated 30,000 superframes so that for each new superframe a completely new and independent channel matrix is generated. Within each such superframe the simulator starts first by letting all the sources transmit a packet. With the help of the channel matrix it is then determined which relayers (and the controller) have received which source packets. Subsequently, the relayer transmissions are handled, where again the channel matrix is consulted to determine if the other relayers (or the destination) have picked up the transmission of the currently transmitting relayer. At the end of a round it is checked whether the central controller has received all frames. Since the response variable (success or not) of a single superframe can be modeled as a Bernoulli random variable, the confidence interval half-widths for a confidence level of 95% can according to [15, 
In Figure 1 we show the success probability for the case of two sources (M = 2), a varying number of retransmissions R and a varying number of relayers K. We show similar results for the case of six sources in Figure 2 and for twelve sources in Figure 3 . The following points are noteworthy:
• In all cases, the average success probability of the inverse scheme is significantly better than the success probability obtained with the uniform scheme. This is likely caused by the ability of the inverse scheme to focus the effort of relayers with later slots to those source packets which have not been retransmitted so often and hence are less likely to have been received successfully by the central controller.
• In all considered cases, when there are at least four relayers present and at least two retransmissions can be carried out, it is better to let relayers do all the re-transmissions instead of the source nodes. Hence, four relayers can be considered as a "critical mass", giving a reasonably high chance that there is at least one relayer having a good-quality channel to the central controller. As a result of information accumulation, this relayer in turn has good chances to pick up packets from sources and other relayers.
• When fixing the number of relayers to K = 4, the improvement in success probability for two sources is only minor, but as the number of sources increases, the advantage of using four relayers instead of using the sources becomes more pronounced.
• The performance difference between the cases of four and eight relayers are significant for both the inverse and the uniform scheme, whereas the difference between eight and ten relayers is much smaller. This suggests that there is a saturation point for the number of relayers.
• When eight or ten relayers and the inverse scheme are used, the success probability comes close to one much more quickly than in the case without relayers with increasing numbers of retransmissions.
Limited as they are, these results clearly demonstrate that, given a sufficient number of relayers (at least four), it is better to let the relayers carry out all retransmissions than to leave this to the sources. In a practical setup, this allows to remove complexity and energy expenditure (for retransmissions) from source nodes, at the cost of having to deploy additional relay nodes. Furthermore, our results indicate that not much care is needed during the deployment process to achieve a gain with relayers, allowing it to be less cost-intensive than it would be when careful placement is exercised.
Results with Feedback Present
In this section we look at a similar scenario as before, but now we consider the presence of perfect feedback from the central controller. While this is certainly an idealizing assumption, it is generally not impossible to come close to having perfect feedback, for example by assuming that the central controller uses a high transmit power for its feedback signal.
We use the feedback in different ways, depending on whether we use source-retransmissions or employ relayers. When relayers are employed, we start by letting each source transmit its packet once. After finishing this first round of source transmissions, the central controller issues the first feedback packet, indicating which source packets it has received. When receiving this, the relayers drop the packets that the controller indicated, so that they will not be picked anymore by a relayer in any of its slots. Following this, the relayers transmit according to the schedule described in Section 4. After each relayer transmission the controller again sends a feedback packet as before, which is processed by the relayers. Please note carefully that this scheme allows more efficient use of the retransmission slots: when the central controller receives a source packet quickly (for example directly from the source), no retransmission slots are spent for this source anymore, and they can be used for the packets of other sources.
When the sources are doing all retransmissions themselves, the feedback operation works slightly different. We have adopted the queued-retransmission scheme described in [16] , which achieves similar re-use of slots as in the case with relayers. First, all sources transmit once. At the end of these M transmissions, the controller checks which source packets it has and puts the source addresses of missing packets into a list. At the beginning of each overhead slot (these are the R · M slots allocated for retransmissions) the controller takes the head of the missing list, say source i, and informs source i that it is now its turn (we assume that the packets by which the controller selects the next source do not take additional bandwidth or time). Source i transmits and the controller checks whether the packet has been correctly received. If not, i remains in the missing list and the operation continues. Otherwise, i is dropped and the operation goes on with the remaining items in the missing list.
In Figure 4 we show the success probability for the case of two sources (M = 2), varying number of retransmissions and varying number of relayers. We have included both results with and without feedback for comparison purposes. For the relay-based schemes, we have only considered the inverse scheme (see Section 4). In Figure 5 and • For all considered numbers of sources there is a number of relayers beyond which it is better to use relayers than to rely on the sources. For two sources, four relayers are needed, for six and twelve sources eight relayers are needed to consistently outperform the scheme with only source retransmissions.
• With eight or ten relayers and at least three retransmissions (R = 3) it becomes possible to reach a success probability close to one. In contrast, without relayers the success probability converges, as expected, to one with increasing number of retransmissions, but is still substantially away from one within the considered range from one to eight retransmissions.
• For both six and twelve sources, the difference between eight and ten relayers is very small, whereas the difference between four and eight relayers is significant.
• When relaying is used, for all considered numbers of relayers the success probability appears to converge to a fixed value with increasing number of retransmissions -when feedback is present the limiting value is reached much more quickly, though. In other words, adding retransmissions does not help beyond a certain point. A likely explanation for this is that the overall success probability is clearly bounded by the ability of the set of relayer to capture all source packets -with too few relayers this probability of full capture is below one and cannot be improved by adding retransmissions.
• For a fixed number of relayers and a fixed number of retransmissions, the scheme with perfect feedback is (expectedly) significantly better than the scheme without feedback. This gives an insight into the value of feedback.
From these findings we conclude that the presence of feedback does not substantially alter our findings from the case without feedback: there is a threshold number of relayers (eight in the cases considered here) beyond which it is better to use relayers instead of source retransmissions. We finally look at our results from a different perspective. In Figure 7 we show results for M = 20 sources, a fixed number R = 6 of retransmissions and varying numbers of relayers. We consider both the cases without feedback and with perfect feedback. Furthermore, the figure shows (as straight lines) the success probability for systems without relayers, both without feedback and with perfect feedback. The following results are notable:
• If we consider the case without any feedback, already three relayers are sufficient to achieve a better probability that all M = 20 source packets reach the central controller than can be achieved with retransmissions by the sources themselves. Adding further relayers leads to further improvements, but the success probability appears to converge to a value significantly smaller than one.
• When feedback is present and six or more relayers are used, relaying has an advantage over the case without relaying. However, once eight or nine relayers are used (less than half of the number of sources!) the success probability is very close to one.
Related Work
Relaying in general is a well-established research topic, and many results, both theoretical and practical have been published to date, see, e.g. [5] and [6] . It is wellknown that multi-antenna techniques can, due to spatial diversity, improve the achievable rates or the transmission reliability. In relaying and other cooperative techniques, the multiple antennas are distributed over several involved nodes, thus creating the need for coordination of activities of sources and relayers. The benefits of relaying for error-control purposes in industrial environments have for example been discussed in [1] in general. In [14] a framework is presented in which relayers compete with each other to support one single source node. By measuring their own success (both in winning relay slots against other relayers and in successfully transmitting packets to the receiver) the relayers can adapt their willingness to help and over time the best (few) relayers for a fixed source emerge. In the approach presented in [17] it is a source node who selects its relayers based on a systematic trial-and-error procedure.
Some of the important questions in the design of relaying schemes include the placement of relay nodes [10] and the allocation of relayers to sources, see e.g. [18] , [19] , [20] . However, many of these publications focus either on network-wide throughput, the probability of error for individual nodes, or the average error probability taken over all nodes (see for example [10] , which use a much more elaborated channel model than the one used in this paper). In an industrial context, even when restricted to the uplink case, it is however more important to successfully receive the data from all sources, and often this is even coupled with delay constraints (deadlines). This naturally leads to the choice of performance measures different from the average error probability (taken over all nodes).
Conclusions
In this paper we have presented simulation results suggesting that for periodic TDMA uplink traffic, it might be more beneficial to use relayers than to depend on source retransmissions, provided that there are a sufficient number of relayers and also a sufficient number of slots for retransmissions. While this finding as such is not so sur- prising in itself, the fact that this is true even for completely random placements of (not excessively many) relayers was not obvious before.
There are some opportunities for further research. A first shortcoming of the present paper is that our choice of uniformly distributed packet loss rates in the channel matrix might not reflect realistic channels well. An alternative would be to adopt one of the well-known wireless path loss models (like for example the log-distance model with a given path loss exponent) and to consider random node positions. With such a channel model, especially when the path loss exponent is three or larger, most of the channels will be either very good or very bad, whereas the range of distances leading to intermediate values will be small and only sparsely populated with relayers. In such a setting it would then also become meaningful to compare the random placement of relayers against a situation in which relayers are placed optimally, e.g. there could be one separate relayer for each source, placed in the middle between the source and the central controller.
