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1. Introduction  
Sensors, both large and small, have traditionally been 
used for measurement and monitoring in a number of 
basic applications (sensing smoke, fire, or biohazards, 
or  security etc) using fixed networking infrastructure. 
But  networking  them  using  wireless  media  gives  
more dynamism and  power: they can now be used in 
remote, autonomous monitoring as well as for mobile 
environments.  Use  of  wireless  sensors  for  data 
collection  has  been  proposed  and  studied  eg.,  for 
habitat, livestock, forest and infrastructure (computing, 
communication and transportation) monitoring.  
 
In  this  paper,  we  study  use  of  on-person  wireless 
sensors for monitoring physiological, behavioral and 
health-related  aspects.  In  particular,  we  focus  on  in 
loco
1  monitoring, that is, do  persistent, unobstrusive 
monitoring  of  human  factors  in  natural  situations. 
This  has  many  applications  in  larger  contexts  of  
health monitoring, social networking, etc.  
 
Our research is a detailed, prototype-driven study of 
the challenges and opportunities of in loco monitoring: 
 
·  We propose a system architecture for in loco 
monitoring with multiple sensors. 
·  We study the entire life cycle of sensor data 
for in loco monitoring, including gathering, 
refining,  integrating  and  interpreting  them 
for a variety of  applications.  
·  We prototype our system with three different 
sensors  of  varying  charactertistics 
(accelerometer, microphone, and ECG/EKG 
sensors), and present three specific studies of  
in loco monitoring with them. 
 
Our  work  presents  valuable  insight  into  the 
infrastructure requirements and the key challenges of 
in loco monitoring and applications that work across 
the entire lifecycle of data (typically applications deal 
with one or two aspects in the lifecycle of data): the 
need  to  coordinate  resources  to  gather  and  process 
                                                            
1 in loco, is in the style of in vivo, in silico, in situ, 
etc. in loco means in natural place or settings. Thanks 
to Martin Farach-Colton for this suggestion. 
multiple data streams; the need to cross reference data 
streams  and  associate  patterns  in  behavioral  data 
streams with those in physiological data streams; the 
need  to  decompose  data  streams  into  application- 
relevant  units;  maintaining  persistence  in  data 
collection;  dealing  with  data  quality  problems;  data 
compression and streaming; etc.  
 
Rest  of  this  short  paper  is  organized  as  follows.  In 
Section 2, we present an overview of our system for in 
loco  monitoring.  In  Section  3,  we  discuss  our 
prototypical  study.  In  Section  4,  we  discuss  the  life 
cycle of sensor data., with specific examples from the 
prototypical  study;  we  also  present  three  specific 
applications.  Concluding  remarks  are  in  Section  5. 
Due to space constraints, this writeup is sketchy; full 
version  is at http://www.cs.rutgers.edu/~muthu.  
 
2.  System  Description  and 
Architecture.  
 
There are several important system design factors in 
in loco monitoring:  the wearable components must 
be light weight and unobtrusive so as not to interfere 
with normal behavior; there must be the capacity to 
use several different types of sensors; they must be 
robust    so  that  they  can  survive  in  many  different 
environments  and  through  different  activities;  they 
must  have  the  ability  to  communicate  with  fixed 
infrastructure  resources;  inexpensive  and  using 
common  off-the-shelf  components;  and,  should 
support  persistent  data  gathering.Many  of  these 
features are necessary for in loco monitoring so we 
gather data  from people  while they are engaged in 
their natural daily routine. 
 
 
 
Fig 1. Basic System Architecture  
For  our  preliminary  studies  we  have  chosen  an 
architecture,  schematically  illustrated  in  Fig.  1,  in 
which  sensors  communicate  wirelessly  with  an 
intermediate  wearable  device  with  more  resources 
(PDA,  PocketPC,  Cellphone)  that  serves  as  a 
personal  gateway  to  the  fixed  infrastructure 
resources,  eliminating  the  clutter  of  wires  and 
minimizing the resource requirements of the sensors 
themselves.  We  are  therefore  not  concerned  with 
issues  of  peer  to  peer  sensor  communication  or 
network communication issues that might arise in an 
ad-hoc  sensor  networks.  Our  system  differs  from 
other  wireless  sensor  systems  (eg.  Habitat 
monitoring) in a number of crucial ways which will 
be discussed  in the full version of our paper.  
 
For  communications  between  the  sensors  and  the 
gateway we have chosen to use Bluetooth
tm, for its 
energy-efficient  short  range  communications 
capability  and  it  common  availability.    One  of  the 
advantages of using the Bluetooth  is that they permit 
many  sensors  to  stream  data  to  the  gateway  (since 
Bluetooth uses  virtual COM ports )  which would 
otherwise  have  been  limited    by  the  number  of  
physical ports on the PDA had cables been used.  
 
Mediating  between  the  sensing  elements  and  the 
gateway are devices that perform A/D conversion and 
can  wirelessly  communicate  the  digital  information 
from  the  sensor  to  the  gateway  device.  For  this 
purpose we have chosen the BlueSentry
tm [2], which 
has an inbuilt 16 bit 8 channel A/D converter, can 
transmit the digitized data to gateway devices such as 
PDA’s  via  Bluetooth  using  Bluetooth    Serial  Port 
Profile[3], and can receive configuration commands 
from  gateway  devices.    We  had  to  design  and 
implement hardware circuits to match impedance and 
voltage  on  some  of  the  analog  sensors  to  the 
BlueSentry.  
   
In the current implementation of our architecture all 
analysis on the data is done offline rather than real 
time. The ultimate goal is to do real time streaming 
analysis on our data in the near future; in particular, 
do streaming data analysis close to sensors. 
 
3. Prototypical Study  
 
For  our  prototypical  studies  we  are  using 
physiological, behavioral, and environmental sensors 
to detect patterns in the subject’s daily life. We used 
three devices: 
(Accelerometer)  In  order  to  be  able  to  monitor 
behavioral  and  physiological  patterns  of  an 
individual,  we  decided  to  a  use  Triaxial 
Accelerometer  Sensor.  For  our  system  we  use  the 
CDXL04M3  Accelerometer  [1],  which  is  marketed 
by Crossbow Technologies. It is capable of sensing 
accelerations upto 4G(1G=10m/s
2)
 . 
(Audio)  Audio  data  is    collected  by  the  built-in 
microphone on  iPAQ running on Microsoft Pocket 
PC  2002.  On  iPAQ  data  are  collected  by  Mono 
channel, 8 bit per sample with sample rate 8kHz. 
 (Electrical  signals)  For  physiological  sensing,  we 
use the EMG/EKG sensors from Cleveland Medical.  
    
CXL04M3 Accelerometer          Bio Radio 110 Device 
 
The three sensors have different characteristics. The 
accelerometer  produces  a  small  amount  of 
information,  but  often  feeds  real-time  applications. 
The  audio  streams  are  large  and  can  not  be  stored 
locally  on  iPAQ  for  long  periods  of  time.  The 
Cleveland Medical device is quite sophisticated and 
produces high quality data, but is expensive. The data 
it produces is intermediate in size between that of the 
accelerometer  and  audio  data.  Software  was 
developed by embedded Vision C++. 
   
4. Sensor Data Lifecycle 
 
Raw sensor data is typically not directly usable by 
end users or as input to end user applications. The 
current  practice  for  the  design  of  sensor  based 
applications  typically  results  in  large  vertically 
integrated  systems  that  constitute  stove-piped 
solutions that are neither flexible nor extensible. In an 
effort  to  decouple  the  processing  stages  from  each 
other so that they can be flexibly composed to serve 
multiple  applications  and  can  flexibly  exploit 
multiple data sources, in this section we will discuss 
the stages in the typical lifecycle of sensor data and 
the  specific  challenges  associated  with  each.    We 
broadly categorize these stages into:  
 
·  gathering  which  includes  interfacing 
sensors  to  a/d  converters,  digitization,  and 
transmission of digitized data to secondary 
storage and processing nodes;  
·  refining  which  includes  data  cleaning, 
segmentation, and separation;  ·  integrating  which  includes  aggregating, 
correlating, linking, and annotating; and  
·  interpreting  which  includes  event 
detection,  context  recognition,  and 
modeling.  
 
These stages do not necessarily correspond to stages 
in the physical architecture from sensor to end-user 
but they are sequential stages in the data processing 
architecture.    Components  of  the  data  processing 
architecture  can  be  distributed  within  the  physical 
architecture  in  different  ways  depending  upon 
resource  constraints  and  processing  requirements 
(Ex. enable multi-scale processing of the data). Each 
of the stages in the data lifecycle will be illustrated 
with our prototypical examples above. 
 
4.1 Gathering   
 
One of the concerns is the availability of the Wireless 
Infrastructure for transferring data from the IPAQ to 
the server. Since our sensors are constantly streaming 
data to the IPAQ and memory on the IPAQ is limited 
it  is  necessary  to  periodically  move  data  onto  the 
server.  In the case of long term unavailability of the 
network,  we  might  need  to  use  better  compression 
algorithms  while  caching  the  data  on  the  IPAQ. 
Currently,  data  is  zipped  using  a  standard 
compression algorithm. Investigating the use of lower 
sampling  rates  in  these  conditions  is  also  of  use.  
Persistent  data-gathering  without  loss  of  data  is  a 
central systems challenge. 
4.2 Refining  
 
Raw data needs to be refined before further use. First, 
there is noise that comes both from the device used to 
collect data and from the environment the subject is 
in. Data cleaning is the task to remove noise from 
data,  while  what  is  noise  is  defined  by  specific 
application.  Noise  for  one  application  may  be 
information  for  another.  For  example,  for  speech 
analysis, background sound is the  noise. But if  we 
want to detect location from the sound, background 
sound  becomes  a  significant  clue.    In  long  term 
multi-sensor data collection, data synchronization is 
another refining task.  
 
For  illustration,  consider  our  experiments  with 
accelerometer.  In  almost  all  research  where 
accelerometers have been used,  we need to calibrate 
them  [7],[8]  since  they    tend  to  experience  an 
orientation drift after prolonged use that contributes 
to noise. The output of an ideal accelerometer worn 
on  the  body  produces  accelerations  due  to  the 
following: 1) movement of the body 2) gravitational 
acceleration 3) other vibrational sources eg from the 
body, due to movement in vehicles, etc.  This noise 
has to be smoothed for further data use. 
 
For  further  illustration,  in  our  experiments, 
accelerometer data and audio data are collected from 
different port of iPAQ, and saved into different files. 
They  have different sample rates. Matching data is 
the first step of analysis. Because both of the data are 
sampled  at  constant  rate  with  same  start  and  end 
time, linear mapping can give a perfect match. If the 
sample  rate  is  not  constant,  we  need  insert 
timestamps for data coming from every sensor. 
 
As another illustration, another complication that can 
arise in EKG recordings comes from electrical noise. 
Electrical noise can usually be filtered out but when 
noise sources vary with respect to the position in the 
environment,  the  filtering  technique  that  is  needed 
varies as well. We performed experiments to create 
spatial  maps  of  the  noise  environment  using  both 
location  mapping  with  the  Ekahau  system  and  the 
EKG signal as an indicator of electrical noise. This 
map can then be used to apply different noise filters 
depending  upon  position  within  the  room.  General 
methods such as these are of great interest.  
4.3 Integration 
 
While  the  refinement  stage  involves  decomposing 
data into meaningful pieces (lexemes), the integration 
stage  involves  composing  lexemes  from  different 
data  sources  and  from  different  times  into 
representations that both accurately reflect the state 
of  the  environment  (data driven)  and  are  useful  to 
multiple  end-user  applications  (application  driven).  
This  can  take  the  form  of  data  aggregation  or 
summarization to compress information and improve 
its reliability; associating information from different 
sources through linkage and correlation resulting in 
richer composite documents; and data annotation via 
embedding of meta-data into data streams to provide 
important  contextual  information  needed  during 
interpretation. 
 
In the clinical  setting, the physical presence of the 
healthcare  provider  permits  direct  observation  of  a 
variety  of  important  contextual  variables  that  are 
brought to bear in the interpretation of physiological 
signals. In persistent healthcare monitoring, this type 
of direct contextual information is missing and must 
be  compensated  for  by  exploiting  a  richer  set  of 
sensor streams than is typically used in the clinical 
setting. Data annotation is particularly important in medical  applications  for  providing  additional 
contextual information needed in interpretation. For 
example,  EKG  data  from  mobile  patients  are 
complicated by noise artifacts stemming from patient 
motion.  In  the  hospital,  those  parts  of  the  data 
corrupted by motion artifact are annotated by hand 
while directly observing patient behavior. In remote 
monitoring,  information  derived  from  an 
accelerometer may be used to annotate EKG signals 
to make note of current patient behaviors. Simple text 
annotations to the EKG data noting when a patient is 
walking or still or the current location of the patient 
can  be  invaluable  in  interpreting  these  signals.  We 
have  explored  several  applications  involving  the 
interpretation  of  accelerometer  signals  as 
intermediate  steps  towards  using  behavioral  sensor 
data to annotate physiological sensor data.   
 
Another motivation for our work was to be able to 
infer  information  by  combining  data  across  the 
various  sensor  data  streams.  In  all  the  applications 
that we have designed we have made use of sensor 
information from one stream to tag or annotate the 
data in the other stream.  
4.4 Interpretation 
 
Sensor based applications typically attempt to infer or 
estimate  model  parameters  from  sensor  data.  For 
example, EKG data is used to infer the contraction 
and  relaxation  patterns  of  the  heart  muscle; 
accelerometer  can  be  used  to  infer  attributes  of 
motion and physical activity; audio data can be used 
to  infer  characteristics  of  the  environment  and 
attributes  of  social  interactions.  The  interpretation 
stage  operates  on  the  structured  sensor  data 
documents produced by the integration stage and is 
heavily  influenced  by  application  specific 
requirements. It is in this stage that structured sensor 
data  documents  must  be  explicitly  mapped  onto 
application specific variables and model parameters.  
Constructing this mapping requires knowledge of the 
application domain, consisting of assumptions about, 
constraints  upon,  and  relationships  between 
measurable  variables  and  significant  application 
contexts and events that will influence this mapping.  
4.5 Applications 
 
We studied three applications of in loco monitoring 
with our prototypical study.  
 
 
 
 
4.5.1. Enhanced localization by sensor fusion 
 
One of the applications we looked at was whether it 
was possible to develop a better localization system 
using  data  from  the  accelerometer  stream  and 
annotating  it  with  data  from  the  audio  stream. 
Previously work has been done in building personal 
navigation  systems  using  accelerometers  in  [4],[5]. 
We used the Ekahu Positioning System [6], which is 
a state of the art localization system as the base. It 
predicts the location of the user based on Received 
Signal Strength from the Wireless Access Points in 
the building.  The Ekahu system was run on the PDA 
along  with  our  client  program  collecting 
accelerometer data.  
 
In Figure 3 we see accelerations obtained from the 
accelerometer  plotted  against  information  regarding 
wireless  location  and  speed  from  the  Ekahu 
Positioning Engine. We used the data from the audio 
stream to annotate the acceleration data as shown in 
Fig 4.  
 
In the experiment done by us, when we went into the 
elevator,  the  Position  Engine  grossly  miscalculated 
our position and predicted we were in another wing 
on the same  floor. However it  was possible to  see 
from  the  accelerometer  data  which  had  been 
annotated  with  audio  data  from  the  microphone 
sensor  that  we  were  actually  in  an  elevator. When 
going between floors, one uses different sets of base 
stations  and  the  Ekahu  system  was  misled; 
combination  of  Ekahu  and  accelerometer  readings 
annotated with audio stream is more effective. 
 
 
 
    Fig. 3  Results from Localization Experiment   
  
         Fig. 4     Annotated Accelerometer Data  
 
4.5.2  Walking, walking and talking  
 
In  order  to  develop  a  model  for  analyzing 
physiological movement, we did a simple experiment 
in which the Subject walks out of his office,walks out 
in the aisle for some distance , stops and turns around 
180 degrees and then walks back to his office. Just 
before entering his office he stops outside the office 
door for a brief moment and then takes a step inside 
and  this  is  where  we  terminate  the  experiment.  In 
order to smooth out the accelerometer in order to be 
able  to  analyze  transitions  between  these  discrete 
events of walking, stopping, turning around, walking 
back again,  we plotted the variance of acceleration 
with  time  on  the  3  axes.  The  analyses  and 
thresholding  of  variance  graphs  shows  a  clear 
distinction between the events that took place. In fact 
while  doing  the  experiment  we  also  calculated  the 
number  of  steps  taken,  we  took  16  steps  while 
walking  away  from  the  office  and  16  on  our  way 
back. The peaks on the variance graph correspond to 
the steps taken . Analysis of the Variance of the X/Z 
axis graph shows approximately 32 peaks for the two 
events.  Hence  it  is  possible  to  detect  the  distance 
walked  to  some  reasonable  limits  of  error  if  we 
develop  a  good  model  for  choosing  the  threshold 
values  in the graph. 
 
Walking  and  talking  is  an  interesting  phenomena 
observed  from  audio  and  accelerometer  data.  By 
dividing the audio data into voiced and unvoiced part, 
we find that most of the long voice part matches the 
lower  energy  part  of  accelerometer  data.  This 
indicates if a person is talking for a long time, he is 
more likely not moving or moving with a constant 
speed. If he is speeding up or slowing down, he is 
more likely speaking short sentences or being  silent. 
Automatically marking off the voiced- and unvoiced-
parts from only the audio trace appears to be feasible 
and of great interest to physiological studies.  
 
 
Fig. 5 Variance(X) vs Time  
 
 
Fig. 6  Variance(Z) vs Time 
 
4.5.3  Persistent Healthcare  
 
One of greatest difficulties of in loco physiological 
monitoring  stems  from the variety of environments 
and  situations  in  which  the  measurements  are 
obtained and the resulting variety of influences that 
impinge  on  the  sensor  signals.  Motion  artifact  is 
paradigmatic of these difficulties. When a monitored 
person  moves  about  during  normal  activities, 
significant amounts of noise arising from the motion 
are introduced into the signal. One of the applications 
we have been exploring is the use of accelerometer 
signals  to  mitigate  the  effects  of  motion  artifact. 
Repetitive  motion  such  as  that  produced  during 
walking  will  result  in  regularities  in  the  motion 
artifact  that  may  be  reduced  or  removed  from  the 
signal with the help of additional information.  
 The  physiological  signals  used  in  this  application 
were  3-lead  EKG  signals  obtained  from  the 
Cleveland  Medical  Devices  system.  The 
accelerometer signals were obtained from the system 
described above. For our initial experiments we are 
using accelerometer signals to detect walking activity 
and  to  annotate  the  EKG  signals.  This  type  of 
annotation  can  be  invaluable  to  remote  health  care 
providers who cannot directly observe the patient. 
 
 
Figure  7  EKG  with  Motion  Artifact  and 
Annotations derived from Accelerometer Signals 
The figures below show distinct noise maps obtained 
by ECK/EKG measurements.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
5. Conclusions  
 
In  loco  monitoring  has  many  applications  in 
persistent  health  monitoring,  social  networking, 
epidemiology,  etc.  It  also  presents  a  number  of 
systems  and  data  analyses  challenges.  This  paper 
presents a system architecture for in loco monitoring 
and presents issues in applications that deal with the 
entire  lifecycle  of  sensor  data.  We  also  presented 
insights  from  our  prototypical  study  of  in  loco 
monitoring using three sensors (accelerometer, audio 
and  ECG/EKG  sensors)  and  showed  three  specific 
applications where in loco monitoring provides very 
interesting insights. We are continuing to expand our 
study with new sensors (currently we are working on 
pressure  sensors),  new  applications  (we  are 
monitoring muscle fatigue over time) and making our 
system more robust (systematic development of the 
different pieces). One of the central challenges from a 
practical  point  of  view  remains  the  persistence  of 
wireless connectivity as people go about their natural 
lifestyles.  So,  in  loco  monitoring  is  a  challenging 
wireless, mobile application.  
 
When operational, in loco monitoring system should 
generate large amounts of high quality physiological 
data in natural situations and should supplement other 
data  sets  such  as  at  www.physionet.org.    Analysis 
based on in loco monitoring data should also be of 
use  in  designing  application  gadgets  for  specific 
alarming tasks based on physiological phenomenon 
such as the NASA blackbox for human health.  
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