This paper presents an approximate Reinforcement Learning (RL) methodology for data-driven power management of networked Microgrids (MG) in electric distribution systems. In practice, the system operator has limited or no knowledge of the MG asset behavior and models behind the Point of Common Coupling (PCC). This makes the distribution systems unobservable and impedes a conventional optimization approach for solving the power management problem while satisfying network constraints. To tackle this challenge, we have proposed a bilevel model-free machine learning framework in a retail market environment which functions exclusively based on the exchanged signals between different entities within the market. While at the lower level, each MG provides power-flow-constrained optimal response to price and voltage signals, at the higher level, the system operator performs function approximation to predict the behavior of market participants under incomplete information of MG parametric models. This function approximation scheme is then used within an adaptive RL framework to optimize the price signal and the substation voltage as the system load and solar generation change over time. Numerical experiments have been devised to verify the performance of the proposed learning model.
I. INTRODUCTION
Power management and monitoring of Distributed Generators (DG), Renewable Energy Resources (RES), and Energy Storage Systems (ESS) is a critical challenge in modern distribution networks [1] . In general, these resources can be clustered into small-scale controllable self-sustaining power systems, known as Microgrids (MG) [2] . Due to privacy and data ownership concerns the extent of utility knowledge on real-time asset behavior behind the Point of Common Coupling (PCC) with MGs can be limited or null. This constraint can jeopardize the observability of the distribution system. Hence, optimal power management techniques should be able to accommodate the incomplete information of utilities and system operators on MG operation, while taking AC power flow constraints into account. This problem becomes more severe as the penetration of MGs in distribution systems grows. A smart distribution system consisting of multiple MGs can facilitate reliable service provision to customers in future power systems [3] . A wide range of methods have been applied in the literature with the aim of economic operation of the networked MGs, including methods such as heuristic techniques [4] , [5] , centralized decision models [6] , [7] , and Q. Zhang distributed optimization methods [8] , [9] . However, many of these works have only considered aggregate power balance constraints, while the detailed operational and power flow constraints inside each MG are omitted from the power management formulation. On the other hand, hierarchical control architectures with MG power flow and operational constraints are applied in networked MG power management design [10] - [14] . In [10] , an interactive and hierarchical control framework for MG operation coupling was introduced to achieve effective load sharing and guaranteed system-wide stability. In [11] , a bi-level architecture for distributed-energy-resource management for multiple MGs using multi-agent systems was presented, which allows the pool members to participate in a local market.
However, the functionality of previous models [4] - [14] highly depends on the the full system operator's knowledge of MG operation behind the PCC and customers' private data, which can compromise the data ownership and dependency of MG owners. Also, these methods can be categorized as "model-based" since the decision agents depend on detailed physical models of the distribution systems. One shortcoming of model-based solutions is their inability to adapt to constantly-changing system conditions when the amount of measurement data is limited.
In this paper, to solve the problem of decision making under limited utility information while providing decision adaptability, a bi-level model-free decision system is proposed: at the higher level of the hierarchy, a utility agent maximizes its profit by setting the locational energy price and substation voltage, in a distribution system consisting of multiple privately-owned MGs each connected to the main system at its PCC. Assuming that the utility agent has access only to active/reactive power measurements at the PCCs and aggregate load and solar information behind the PCCs, a model-free reinforcement learning (RL) framework [15] is developed to solve the energy pricing and substation voltage control problem. The strength of the RL framework is that the system operator can accurately estimate the response of MGs to input price/voltage signals through function approximation, using only a limited amount of information. Hence, the datadriven model-free aspect of the RL technique is used as an asset to optimize the pricing and voltage regulation policies by observing the response of MGs to external signals at their PCCs. Moreover, the RL framework is trained using a regularized recursive least square methodology with forgetting, which enables the system operator agent to adapt to sudden changes in system parameters. Hence, by avoiding explicit MG modeling at this level, the utility decision model becomes arXiv:1810.01758v1 [cs.SY] 1 Oct 2018 highly adaptable against changes in MG parameters which can be unknown. At the lower level of the hierarchy, each MG Control Center (MGCC) agent receives the price signal from the utility agent and solves the power-flow-constraint MG power management problem under the estimated PCC voltage. Thus, the MGs provide response to the input received from the utility agent from the higher level. Numerical experiments were performed to demonstrate the accuracy and adaptability of the proposed RL framework under different scenarios.
The reminder of the paper is organized as follows. Section II presents a summary of the decision hierarchy. Section III elaborates the proposed RL-based distribution system control framework. Section IV formulates the individual MG power management problem. Simulation results and conclusions are given in Section V and Section VI, respectively. Fig. 1 gives a general overview of the proposed bi-level power management scheme for a distribution system with multiple MGs. The two levels of the model are described as follows:
II. OVERALL DECISION HIERARCHY
• Level I -Distribution System Control: The utility agent employs an adaptive model-free RL framework, developed using a regularized recursive least square function approximation methodology, to find the optimal locational price signals for the MGs and the voltage at the substation based on the latest system states. The price signals are then transmitted to MGCC agents. At this level, each MG is modeled as an aggregate controllable load which is price/voltage-sensitive. The task of the RL framework is to discover the complex relationship between locational price/voltage and exchanged power with MGs at PCCs, without direct knowledge of details of system operation behind the PCCs and only with access to estimations of the aggregate solar and fixed loads for each MG. Renewable and load power uncertainty are represented within the learning model continuous state set. The RL framework is updated by the utility agent through repeated interactions with the MGCC agents. To facilitate adaptive conformation to changes in un-modeled system parameters, such as fuel price, a forgetting mechanism has been integrated into the training process to assign higher importance levels to the latest observed data, compared to older observations. • Level II -MG Power Management: At the lower level, the MGCC agents receive the price signal for a lookahead decision window. Based on the voltage level at the PCC and the received price signal, each MGCC agent solves a constrained Mixed Integer Nonlinear Program (MINP) to dispatch their local generation/storage assets to maximize their revenue (or equivalently minimize their cost) in the market, subject to full three-phase AC power flow constraints. Based on the solution to this problem, each individual MGCC agent determines the exchanged active and reactive power with the distribution system at PCC.
III. LEVEL I: ADAPTIVE RL-BASED DISTRIBUTION SYSTEM CONTROL
At the higher level of the hierarchy, a utility company is in charge of setting the locational price of electricity and substation voltage at different times to maximize its income from power exchange between wholesale and retail sectors. The difficulty in solving this problem is that the utility has almost no knowledge of MGs' asset control and management data. This implies that the lower-level entities cannot be directly modeled at the higher level of the decision model, which makes the distribution system unobservable. To solve this problem, a RL approach is adopted, in which the decision making utility agent observes the response of its environment, consisting of networked MGs, to its actions at different states. Based on the received reward/cost signals from its environment and without explicit modeling, the agent searches for actions that optimize its expected accumulated received rewards at different system states. Hence, a RL framework consists of a Markov decision process including a set of states (S S S ∈ S), a set of actions (a a a ∈ A), a reward function (π : S × A → R), and a state-action value function corresponding to each stateaction pair (Q : S × A → R). These components are defined for the problem at hand, as follows:
1) State set definition: In this paper, the system state, which is denoted by S S S(t) = (S 1 S 1 S 1 (t), ..., S N S N S N (t)) at time t, is a concatenation of MGs' local state vectors (S n S n S n (t) for the n th MG) defined as:
where,P P V (t, n),P D (t, n) are the vectors of aggregate solar power generation estimation, and aggregate active load power estimation for the n th MG at time t, respectively. Hence, to define the global state, the utility agent needs to estimate or predict the uncertain aggregate renewable power and load at the PCC for each MG. To represent the uncertainty of the prediction process, Gaussian noise values are added to the actual underlying solar and load values:
where, e P V and e D are zero-mean Gaussian random numbers with standard deviations selected according to [16] and [17] . Also, P P V i,t,n and P D i,t,n denote the active solar power and active load at the i th bus of the n th MG at time t, respectively.
2) Action set definition: Given the definition of model states, the global action vector is similarly defined by the locational retail price signals at the PCCs with MGs, denoted as λ R t,n for the n th MG, and the substation voltage magnitude,
.
3) Reward function definition:
The reward function at time t represents the discounted accumulated profit of the utility over the decision window T : where, γ is a discount factor (γ ≤ 1) that defines the agent's preference for the immediate reward, defined as the profit at time t, π(t) = λ W t P W t − N n=1 λ R t,n P P CC t,n . Also, λ W t denotes the wholesale energy price, P W t is the exchanged power with the wholesale market, where P W t ≤ 0 represents power import from the wholesale market. Note that P P CC t,n is the active power transfer between grid and the n th MG through the PCC, where P P CC t,n ≤ 0 implies export to grid. 4) State-action value function parameterization: To optimize the utility agent's action, an auxiliary state-action value function is formed, denoted as Q(S, a), which can be thought of as a replacement for the explicit system model. The state-action value function determines the long-term accumulated expected reward given the current state and action vectors:
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γ t π(t )|S S S = S S S(t), a a a = a a a(t)}
where, the expectation operator E{} is calculated with respect to the future expected action-states, which in this case are in turn functions of the solar-load uncertain powers. The goal of RL is to learn an optimal state-action value function, Q * t (S S S, a a a), that satisfies the Bellman optimality equation [15] , as follows:
Since solving (5) directly is not possible, RL provides a framework to obtain the optimal state-action value function which satisfies (5) using an iterative episodic learning environment.
To implement this framework for the utility agent interacting with multiple MGs, the state-action value function is parameterized employing a multiple linear regression function approximation technique, defined byQ t , which is stated as follows: respectively. These regression sub-components are defined as follows:
where, θ θ θ = {θ k t,n , θ k t , θ k } constitute the parameters of the approximate state-action value function that have to be learned by the agent through repeated interaction with the MGs. To achieve this task we have adopted an adaptive episodic learning mechanism, which is shown in Fig. 2 . Each episode in the learning process corresponds to an online decision instant. Hence, as the decision window rolls along time new episodes are perceived by the utility agent. The learning process has the following steps:
Step 1. Initialization: The time index is initialized as t = t 0 , representing the first episode. The parameters of the stateaction value function are initialized, θ θ θ ← θ θ θ(t 0 ). The initial state of the system, corresponding to aggregate solar power and load of all the MGs for the decision window [t 0 , t 0 + T ] is predicted, S S S(t 0 ), ..., S S S(t 0 + T ). Note that these predicted states, while representing system uncertainty, are updated continuously as the decision window rolls along time.
Step 2. -greedy Action Selection: Based on the latest stateaction value function defined by parameter θ θ θ, the optimal actions are estimated for the decision window [t, t + T ] to maximize the agent's accumulated reward, as follows:
define the minimum/maximum range of action for retail price and substation voltage, respectively. Note that given the parameterization for Q t (S S S, a a a) in (7)-(9), (10) is basically a set of linear programs, which can be solved efficiently using off the shelf solvers. A critical aspect of (10) is that the obtained optimal action, a opt a opt a opt (t), is calculated with respect to the latest stateaction value function, which could be far from being accurate in the early stages of training. Hence, to reduce the risk of suboptimality and to strike a balance between exploration and exploitation of decision space, an -greedy action selection method is adopted, with 0 ≤ 1, to select the utility agent action at time t [15] :
where, r is a random number selected uniformly, r ∼ U {[0, 1]}, with U{A A A} representing uniform probability distribution over the set A A A. The randomization (11) promotes continuous exploration of action space to improve the outcome of the learning process. Upon obtaining the action vector a a a(t), retail price signals are sent to each MGCC agent and the voltage at the substation is modified.
Step 3. Networked MG Power Management: Based on the received price signals and the estimated PCC voltages, V P CC t ,n , ∀n, t = {t, ..., t + T }, each MGCC agent solves its optimal energy management problem (Section IV). Based on the solutions at this stage, the aggregate power injection/withdrawal to/from the grid are obtained at the PCCs with the MGs, denoted as P P CC t ,n and Q P CC t ,n , ∀n, t = {t, ..., t+T }.
Step 4. Accumulated Reward Calculation: Based on the outcomes of the MG power managements and the AC power flow, the net power exchange with the wholesale market, P W t , is determined and used to calculate the discounted accumulated utility agent profit for the decision window [t, t + T ], using (3).
Step 5. Adaptive Model Training: Using the observed reward signal, the regression models defined in (7)-(9) are updated. The update process is based on a gradient descent approach to modify the parameters in the direction of improv-ing the generalization capacity of the state-ation value function [15] : θ θ θ(t + 1) ← θ θ θ(t) + δ{R(t) −Q t (S S S, a a a|θ θ θ)}∇ θ θ θQt (S S S, a a a|θ θ θ) (12) where, δ is the step size that defines the rate of learning. Note that ideally we requireQ t (S S S, a a a|θ θ θ) = R(t), which implies that the approximate state-action value function is able to accurately predict the accumulated reward. Accordingly, (12) is devised to reduce this prediction error over time. To implement (12) , two points have to be taken under consideration: 1) since data acquisition and the training process both depend on agent action selection, approximate RL algorithms are known to be prone to overfitting and over-estimation of the values of state-action pairs [18] . Hence, a regularization mechanism has to be adopted to reduce the risk of overfitting, 2) the distribution system parameters are subject to change over time. These time-varying parameters, such as price of fuel, are not directly captured in the Markov decision process's state definition. This makes the learned model susceptible to failure in case considerable changes occur in the values of these parameters. Hence, the training process needs to be adaptive to enable to utility agent to quickly conform to new system conditions. To implement (12) while considering the above-mentioned points, a regularized recursive least squares algorithm with exponential forgetting is designed [19] . The regression parameters are updated recursively, as follows:
∆ ∆ ∆(t + 1) ←∆ ∆ ∆(t + 1)(I + µ∆ ∆ ∆(t + 1)) −1 (14)
where, x x x(t) = (S S S(t), a a a(t)) represents the latest utility agent observation, ∆ ∆ ∆ is an auxiliary matrix mimicking the regression pseudo-inverse matrix, µ is the regularization factor which is used for re-scaling the model covariance, and 0 ≤ φ < 1 is the forgetting factor. The regularization factor acts as a weight for penalizing the Euclidean norm of parameter vector (i.e., ||θ θ θ|| 2 ) in a ridge regression setting to prevent overfitting. The forgetting factor enables the utility agent to "forget" its earlier experiences in favor of the newer observations by assigning lower weights to the previously learned parameters. Hence, the forgetting factor introduces an exponential extenuation of data history over time.
Step 6. State Transition: The decision window is moved forward to the new episode, t ← t + 1. The new system state for the decision window, [t, t + T ] is predicted and denoted as {S S S(t), ..., S S S(t + T )}. Go back to Step 2.
IV. LEVEL II: MGCC AGENT ENERGY MANAGEMENT
We assume that each MG is comprised of diesel generators as local DGs, ESS, solar Photo-Voltaic (PV) panels and a number of loads. Each MGCC solves the power management model formulated in (16)-(43) upon receiving the price signal and estimated voltage at the PCC. This optimization problem is solved over a moving look-ahead decision window [t, t + T ], using the latest estimations of solar and load power at different instants. In this formulation, n is the MG index (n ∈ {1, ..., N }), i and j define the bus numbers for each MG (∀i, j ∈ Ω I ), and k denotes the line index (∀k ∈ Ω K ).
p i,t,n = P D,e i,t,n − P DG i,t,n − P P V,e i,t,n + P Ch i,t,n − P Dis i,t,n (28) P D i,t,n = P D,e i,t,n − ε D i,t,n (29) 
x p x p x p = (P DG i,t,n , P P CC t,n , P Ch i,t,n , P Dis i,t,n ) (42)
x q x q x q = (Q DG i,t,n , Q P CC t,n , Q P V i,t,n , Q ESS i,t,n )
The objective function (16), with decision vector (x p x p x p , x q x q x q ), minimizes each MG's total cost of operation, which is composed of two terms: the income/cost from power transfer with the utility agent and cost of running local diesel generator. Here, λ F t,n is the DG fuel price, Q P CC t,n denotes the reactive power transfer between grid and MG through the PCC. The fuel consumption cost of diesel generator can be expressed as a quadratic polynomial function, (17) , with coefficients adopted from [20] . Constraints (18) . Internal AC power flow model of the MG is considered here with the network topology constraints [21] , with (23) and (24) determining the active and reactive power flows of each branch i − j, where G ij and B ij are the corresponding real and imaginary parts of the bus admittance matrix, and V i t,n and θ ij t,n are the nodal voltage magnitude and phase angle difference, respectively. Constraint (25) denotes the power flow limits for each branch. Equations (26)-(31) are the nodal active/reactive power balances at MG buses. The uncertainties of active load and PV power are represented by Gaussian random variables for active load and PV power prediction error. Accordingly, each MGCC agent predicts the active load and available nodal PV power over the decision window. Due to the uncertainties of active load and PV power in real-time, the predicted values are different from the actual active load and PV power. The differences are modeled using Gaussian error variables as shown in equations (29) and (30), where P D,e i,t,n denotes the estimated active load, and P P V,e i,t,n is the estimated active power output of PV. Also, ε D i,t,n , ε P V i,t,n ∼ N (0, σ) denote the Gaussian estimation errors for active load and PV power, respectively. The standard deviation of the error variables, is adopted from [16] and [17] . Constraint (32) sets the voltage at the PCC of the MG according to the estimated input voltage, V P CC,E i,t,n . Constraint (33) sets the limits for nodal bus voltage amplitude,
]. PV reactive power output, Q P V i,t,n , is constrained by its maximum limit Q P V,M define the permissible range of SOC, and maximum charging and discharging power, respectively. Constraint (39) indicates that ESSs cannot charge and discharge at the same time instant, with u Ch i,t,n and u Dis i,t,n denoting the charge/discharge binary indicator variables, and η Ch /η Dis representing the charging/discharging efficiency. E Cap i,n denotes the maximum capacity of ESSs. The reactive power of ESS, Q ESS i,t,n , is kept within maximum limit, Q ESS,M i,n , through (41).
V. NUMERICAL RESULTS
The proposed method is tested on a modified medium voltage IEEE 33-bus network [22] , which consists of four MGs as shown in Fig. 3 . Each MG is modeled as a modified IEEE 13-bus network at a low voltage level [23] . Hence, the system has a total number of 85 nodes. 
A. System Operation Outcomes
The aggregate hourly active load profiles of all the MGs are presented in Fig. 4 . These load profiles are selected based on typical residential/commercial customer behavior using real smart meter data. The optimal locational price signals for the MGs are presented in Fig. 5 . It can be observed that higher price values are set at the intervals with higher load levels. Power exchange between MGs and the main grid under optimal price actions are shown in Fig. 6 . In general, as expected, the MGs sell power to the utility agent during peak load period when the price of electricity is set higher and buy power from the utility agent during off-peak load period. The overall power exchange between the utility agent and the wholesale market and the hourly wholesale electricity price are presented in Fig. 7 . It is observed that the utility exports more power to the market at times of higher price, which leads to an increase in utility's revenue from sales of power. The utility hourly profit is shown in Fig. 8 . It can be seen that the utility buys power from MGs during peak load hours, which leads to negative reward values. The reason for this is that higher retail prices at this interval incentivize the MGs to generate more power, which leads to a drop i utility's revenue.
The behavior of MG generation/storage assets under the optimal price signal are shown in Fig. 9 to Fig. 11 . The ESS SOCs and charge/discharge powers are presented in Fig. 9 and Fig. 10 . In Fig. 9 , it is seen that the ESS SOCs are kept within their minimum/maximum ranges at all times. It can be observed that ESS units of the MGs are in charging state during off-peak interval under lower prices, and are in discharge mode as the retail prices increase during peak hours. The DG power outputs of the MGs are depicted in Fig. 11 . Generally, DG units generate more power under higher retail price signals when the cost of buying power from the utility agent is higher compared to the local DG generation costs.
A numerical comparison between a centralized solver versus the proposed method for the multiple MGs power management problem is shown in Table I . In this table, the total social welfare is defined as the summation of the utility accumulated 1 0 1 1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 Fig. 10 . ESS power charging/discharging reward and the operational cost of all the MGs. Compared to the centralized optimization method, the proposed RL-based method leads to an improvement of 4.9% in social welfare. Note that while the initial RL training stage can be timeconsuming (depending on the value of the forgetting factor), the decision time is much smaller than that of a centralized optimization method, upon convergence. This is due to the fact that the proposed RL-based method is able to receive continual updates over time, which enables the decision framework to reach a solution in real-time without the need to solve a largescale optimization problem at each time instant. Moreover, these advantages are complemented by the RL's capability to maintain the data privacy of MGs. 
B. Adaptive RL Results
To verify the functionality of the RL framework, the estimated reward obtained from the multiple linear regression is compared with the actual reward at each episode, as shown in Fig. 12 . As can be seen, at the earlier stages of the learning process, the difference between the predicted utility reward and the real utility agent reward is relatively high. However, as the number of episodes increases, this difference drops to within an acceptable range (less than 2%), which implies that the utility agent is able to accurately predict the response of MGs to control actions. Hence, using the proposed RL approach the utility agent is able to track the behavior of market participants and maximize its reward through continuous interactions.
To test the adaptability of the learning framework against changes in un-modeled parameters, a numerical scenario is devised. At a point in time (episode t = 1500 h), the DG fuel price is doubled. The reward estimation Mean Absolute Percentage Error (MAPE) is shown in Fig. 13 .
As can be seen, upon the occurrence of the sudden change in fuel price, the learning error percentage jumps to a very high value since the utility agent is now facing a new unknown environment, as the price of fuel is not included within the agent's Markov decision process. However, as the learning process with forgetting proceeds, the error percentage drops to within acceptable range once more. The actual and estimated reward corresponding to this scenario are shown in Fig. 14. As can be seen here, the utility agent is able to track the actual underlying reward signal as the number of episodes increases and the RL model converges to its optimal actionstate value function. In addition, due to the sudden increase in the fuel price, the utility reward increases. This is due to the fact that the cost of local DG power generation rises Fig. 15 . Impact of forgetting factor on machine learning convergence linearly with the price of fuel, which leads to higher power imports from the main grid for the MGs. In Fig. 15 , the impact of forgetting factor on the convergence of the RL framework is demonstrated. This figure shows the RL-based reward estimation error for the utility agent under two different forgetting factor values. As the forgetting factor increases from 0.01 to 0.1 the speed of convergence of the RL framework has been improved. However, a trade-off exists between the rate of convergence and the accuracy of the solution. As observed in this figure, higher forgetting factors also lead to higher variances in the estimation error signal.
VI. CONCLUSIONS Smart distribution systems with networked MGs can facilitate reliable power delivery to customers in future power grids. However, utilities have limited knowledge about MG operational parameters due to privacy and data ownership concerns, which is an obstacle in the way of optimal decision making in these systems. Motivated by the shortcomings of model-based multiple MG power management in distribution systems with limited observability, this paper presents a model-free RL-based methodology for data-driven power management of multiple networked MGs. Using the proposed model, a utility agent is able to accurately track the behavior of MGs under incomplete knowledge of operation behind the PCCs. This can be used to indirectly control the response of participants in a retail market environment. The framework is shown to be adaptive against the changes happening to unmodeled variables. The learning model has been tested and verified using extensive numerical scenarios. The proposed decision model shows better adaptability, solution quality, and computational time compared to conventional centralized optimization methods.
