Abstract: This paper studies several stochastic programming formulations of dynamic oligopolistic games under uncertainty. We argue that one of the models, namely Games with Probabilistic Scenarios (GPS), provides an appropriate formulation. For such games, we show that symmetric players earn greater expected profits as demand volatility increases. This result suggests that even in an increasingly volatile market, players may have an incentive to participate in the market. The key to our approach is the so-called scenario formulation of stochastic programming. In addition to several modeling insights, we also discuss the application of GPS to the electricity market in Ontario, Canada. The examples presented in this paper illustrate that this approach can address dynamic games that are clearly out of reach for dynamic programming, a common approach in the literature on dynamic games.
Introduction
We consider stochastic equilibrium problems in which players have a significant stake in technology, and meet their production commitments by investments in a variety of technologies. For example, consider an electric power market consisting of a few players (suppliers), each of whom generates power using a variety of generators. These generators cannot be installed instantaneously, and as a result, investment precedes production by several months, and sometimes, even years. Under these circumstances, players make their investment decisions under uncertainty. The degree of uncertainty may depend on macroeconomic conditions as well as market-specific characteristics.
The Stochastic Programming (SP) methodology is based on modeling alternative economic scenarios that may unfold in the future. For the sake of computational tractability, these scenarios are restricted to a finite set, and with each scenario one associates a non-zero probability of occurrence.
The focus of this paper is on the development of models that may be used to predict investment, production, and price trajectories associated with alternative economic scenarios that may unfold. However, these trajectories depend upon the behavior of the players. We will study three alternative behavioral assumptions. In the first formulation, the players make decisions based on collection of probabilistic scenarios, which we refer to as a game with probabilistic scenarios (GPS). Here the trajectories (investment, production, price) will depend on the scenario that unfolds; trajectories will be required to obey a non-clairvoyance condition which states that decisions cannot depend on information revealed in the future. In the SP literature, this condition is also referred to as the non-anticipativity requirement.
The second formulation we investigate is called a game with expected scenarios (GES) where investment decisions are based on an expected scenario (as though the world is deterministic). Once the investment decisions are made in a given period, one of the possible scenarios unfolds, and players make their production decisions in response to the specific scenario that unfolds. This type of behavior is not uncommon in some industries where the inclusion of uncertainty within an investment model leads to a very complicated and sometimes intractable model. For example in the electric power industry, one can invest in a variety of generators (nuclear, hydro, coal, gas etc.) and the resulting capacity expansion models can be rather complex (e.g., WASP-IV (2000) , Murphy, Sen and Soyster (1982) ). Due to the difficulties associated with modeling uncertainty within a complex capacity expansion model, players may decide to replace the probabilistic scenarios by an expected scenario, thus leading to a GES game.
Nevertheless, we recognize that since operation (generation) decisions are undertaken when better demand information becomes available (i.e. the scenario unfolds), the production game adapts to the scenario that unfolds. Finally, we study a third formulation which we call a hybrid game (HG) which combines features from the GPS and GES games.
There are a variety of types of non-cooperative equilibria for dynamic games. In this paper we focus on the S-adapted open-loop equilibrium. This equilibrium concept was introduced by Zaccour (1987) , and Haurie, Zaccour and Smeers (1990) . In such an equilibrium each player adopts a strategy that specifies its (production and investment) decisions for each time period and for each possible scenario that can be observed in a time period. In our models, observing a scenario corresponds to knowledge of the current level of demand. A strategy for a firm may be viewed as a contingency plan that specifies actions for each time period and each possible demand state associated with a period. An
S-adapted open-loop equilibrium is a set of strategies (plans) for players such that each player's strategy maximizes its expected payoff, given the strategies of the other players.
If uncertainty is modeled as a collection of probabilistic scenarios then an equilibrium for a GPS formulation is a S-adapted open loop equilibrium. An excellent overview of the concept of S-adapted equilibrium, and its connections with other concepts and information structures (e.g. stochastic variational inequalities, piecewise open loop information structures etc.) are presented in Haurie and Zaccour (2004) .
One of the early applications of the concept of S-adapted equilibrium appears in Haurie et al. (1987) , where the European natural gas market problem is used as a basis to predict prices, production and capital investment. In this game theoretic setting producers (USSR, Netherlands, Norway 1, Norway 2, and Algeria) compete in several gas markets (France, Italy, Netherlands, UK, FRGer, BelLux) . This data set has also been used by Gurkan, Ozge and Robinson (1999) , who use sample-path optimization (simulation based optimization) to solve stochastic variational inequalities. It is important to observe that the approach of Gurkan, Ozge and Robinson (1999) is primarily intended for single (rather than multi) period games. At the other end of the spectrum, Moresino (2001, 2002) have addressed extensions of the notion of S-adapted equilibrium to a continuous-time formulation of Cournot/Nash. More recently, Haurie and Viguier (2003) apply an S-adapted Cournot/Nash equilibrium concept on a stochastic dynamic game of carbon emissions trading among certain countries.
While the equilibrium concept for GPS is based on that proposed in Haurie, Zaccour and Smeers (1990) , our development provides extensions of their work in several directions. First, our analysis points to the fact that competing game models such as GES might seem attractive, but using HG, we argue that the GPS game is the most tenable of the three. In addition, we show that under certain assumptions (i.e., symmetric cost structures), the presence of volatility also provides greater expected profits in a game. This provides the intuition about why players in a market may continue to participate, even though market volatility may be on the rise. In addition, we study multistage (sequential) games under uncertainty, and provide a formulation that allows modeling technology additions for applications in which there may be significant lags between the decision to invest, and time at which the plant becomes productive. In contrast to the formulations cited above, we adopt an equivalent scenario-based formulation. The resulting equilibrium conditions are easily applicable for problems with significant lags, and moreover, this formulation is amenable to solution methods for complementarity problems. This helps avoid recursive value function approximations which is the source of the curse of dimensionality in dynamic programming. We illustrate the advantages of this approach with an example that is well out of reach for standard dynamic programming methodology.
We provide conditions for existence and uniqueness of (open-loop) equilibrium for the game formulations that were described above. We also show that players may be worse off in a stochastic game (GPS) than if they play the game deterministically (GES), even though the environment is stochastic. This result distinguishes the multi-player game from a single player setting in which stochastic optimization is known to provide superior expected profits, when compared to deterministic optimization.
The paper is organized as follows. Section 2 introduces the three game formulations for the two-stage case and provides an example which illustrates and compares players' performances and optimal decisions in GPS and GES. Section 3 considers multi-stage models of the games and provides two equivalent formulations which can be characterized as either recursive or non-recursive. In addition, we present an application of our methodology to data from the province of Ontario, Canada. This demonstrates the computational power of the SP approach. Section 4 concludes this paper with a discussion of future research.
Some Two-Stage Stochastic Programming Games
We consider a two-period finite player non-cooperative game where players make investment and production decisions under uncertainty about future demand for the product. In this game, uncertainty can be represented by a finite number of scenarios.
Each scenario represents a possible realization of a random process. We assume that players share a common characterization of the random process. In addition, the players know their own production and investment cost functions and their own initial capacities.
Each firm strives to maximize their discounted expected payoff. Given the initial capacity levels, all firms make their initial production decisions (in period 0) to maximize current profit and at the same time they choose their investment in production capacity (in period 0). These investments in capacity become available for production in the next period (period 1). However demand scenarios for the next period are stochastic, and investment decisions must be made here-and-now. After uncertainty unfolds in period one, players make their production decisions. Since this is a two-stage model, we will not consider any investment opportunities in the final period.
A Two Stage Stochastic Game
Formally this game is defined as follows. Let the players in this game be indexed by {1, 2,..., } i N n ∈ = , where n is finite. In period 0, let
,2,…,m, denotes the available capacity at time 0 from technology k for firm i. Since the demand is already realized, the players (firms) choose the production quantities * 0 ( ) I must be chosen at period 0 as well, and this decision must be made in the face of uncertainty which is modeled using a discrete random variable whose outcomes represent possible levels of future demand, indexed by s. Let the investment space for player i be denoted as i A , which is assumed to be nonempty, and bounded. Thus
where period 1 production levels are
Here 1* * 1* , 1 1
In the above formulation we assume that cost functions (.) (.) 1 More generally, the production cost function would also depend on the amount of capital or capacity. This is essentially a short-run cost of production conditional on the amount of the capital input. For an example of this in a dynamic game analysis, see Reynolds (1986) .
Given above assumptions and setting there is a unique Nash equilibrium for this two period non-cooperative game (Okuguchi, Szidarovszky (1999) ).
A Two-Stage Game with Probabilistic Scenarios (GPS)
The game formulated in (1), (2), and (3) 
For each player i and scenario s investment decisions are made in the first period according to the following.
where period 1 production levels are In the subsequent section we will investigate multi-stage formulations in which a binary tree of this type is used to model the evolution of demand in a wholesale electricity market. Thus a simple scenario tree such as the one shown above may be looked upon as a building block for more realistic models.
For player i the expected profit function is the following 
A few remarks regarding the GPS game formulation are in order. The objective function maximizes the profit from the initial period plus expected profits of the future.
Note that the equilibrium conditions are imposed for every scenario and every period t because of (4.3). Also, (4.6) enforces the non-anticipativity constraint discussed earlier.
After deriving Karush-Kuhn-Tucker (KKT) conditions for the above problem we obtain a linear-complementarity problem, which are the natural form of optimality conditions in inequality-constrained problems. One can employ Argonne National Lab's NEOS server-PATH solver, which is a well known robust and efficient solver for such linear complementarity problems.
We also emphasize that the game formulated in (1), (2), and (3) is exactly equivalent to the GPS game. To see this, note that all strategies that are feasible to the formulation maximizing the sum of discounted payoffs are non-anticipative, and therefore admissible in the GPS model. Moreover, the payoff associated with such strategies is equal in both models. Conversely, all strategies that are feasible to the GPS model are such that the first stage decision of each player can be mapped onto a feasible strategy in the formulation maximizing the sum of discounted payoffs. Furthermore the payoff associated with this strategy is the same, regardless of which model is used for calculating payoffs. Thus there is a one-one map between feasible strategy in each model, and the payoffs are identical. Consequently, these models must provide identical solutions.
A Two-Stage Game with Expected Scenarios (GES)
While there have been some previous attempts at modeling such stochastic equilibria (e.g., Haurie, et al. (1990) , Pakes and McGuire (1994) ), numerical solution of such games is not as common as their deterministic counterparts. Given this tendency to model games in a deterministic setting, a natural question arises: What differences might one observe in the performance of the players if they all played as though the future were well represented using deterministic models in which expected values were used for decision making? That is, if players replaced the scenario based inverse demand curves with the expected inverse demand curves, then how do they fare in a stochastic environment? We will investigate the consequences of a modeling assumption that replaces random variables by their expectation, although the real world may involve uncertainty.
Such issues have already been addressed in the stochastic programming (SP)
literature for the case of monopolies. There it is shown that by replacing the probabilistic scenarios by an expected scenario, the monopolist may paint too rosy a picture of future profits, when in fact, the expected profits obtained from such expected value models can be shown to be lower than that obtained from a stochastic decision model (see e.g., Birge
and Louveaux (1997)).
We study this issue for oligopolies for the above mentioned game (GES). In the first step investment decisions are made from an expected scenario. In the second step, given these investment decisions, players choose their optimal production decisions.
Formally it is defined in the following manner. Let i be a player from a set
, n is finite. In the first step the players view the future in the form of an expected scenario ( s ) and make investment decisions as follows.
where
and,
In the second step the players choose production quantities for period 0, and period 1. In fact, production decisions in period 0 are not affected by investment decisions in period 0, whereas, productions in period 1 are affected by investments in period 0. These two decision problems are as follows.
(Period 0):
is the production set for player i and 0 i K is vector of available capacities from different technologies at time 0 for player i.
(Period 1): Production levels are
where 1* * 1* , , 1 1
+ and i I is determined by the first step of this game.
The information structure of GES is as follows. In period 1 players have the same information in GES as they do in GPS. Each player observes its own capacities and the period 1 demand scenario. In period 0 players in GES believe (or behave as if they believe) that demand will take on a single value (its expected value) in period 1 and that they and other players will choose production in period 1 optimally given that demand level and their capacity. In contrast, in period 0 in GPS players understand that there are two possible demand levels in period 1 and that production in period 1 will be chosen conditional on the demand level.
We are interested in the performance of players under the two alternative games (GPS and GES). Note that even in the presence of uncertainty, the players may play the GES process. Nevertheless, their performance should still be evaluated in a probabilistic setting as explained above. This performance may be expected to be different from that obtained via the GPS process. The question we pose is: Is there a consistent bias? That is, do players playing one of the games always fare better than players involved in the other?
Within the SP literature for the case of monopolies, there is a well known result that a model with probabilistic scenarios provides better performance than a model with expected scenarios. The difference between these values is referred to as the "value of the stochastic solution". However an analog of this result in the game setting is unknown.
Suppose that the demand scenarios are modeled by Figure 1 . One may interpret δ in Figure 1 as a volatility level and our characterization suggests that the profitability of the players depends on the game they choose and the volatility of the market. The following lemma applies to both GPS and GES.
Lemma 1: Consider a market with n firms facing a future that is described by two states:
an "up" state, and a "down" state. In this market, we assume that the inverse demand curve is linear in either state, and these curves have the same slope, regardless of the state. Moreover, suppose that cost function of each firm, denoted i c , can be expressed as the sum of convex separable functions; that is, ( ) 
, it follows that , , 0
On the other hand, , , 0
Using the KKT conditions for the pair I,K, the supposition that , ,
Due to the monotonicity of the (linear) inverse demand curve, we conclude that under our 
, and hence the result.
The following proposition also holds for both games.
Proposition 1: Assume that the probability of the "up" state is at least as high as the probability of the "down" state and consider a case in which all players experience identical quadratic costs and capacities. Moreover, assume that equilibrium involves unconstrained production in the low-demand state. Then players' equilibrium payoffs are increasing as demand volatility increases.
Proof: This proof is for the case in which each firm has a single technology. The proof for the case of multiple technologies is similar. Given 0
The total derivative of above expression with respect to δ is; i m C i = + , for technologies 1 and 2 respectively, and i =1,2,3,4,5. Each player i predicts a market with the scenarios in Figure 1 , where D=90, u=0.5 is the probability of the "up" state, and d=0.5 is the probability of the "down" state.
We investigate cases when δ assumes the following values: 0, 5, 10, 15, 20, 25, 30. In GES,  in the first step each player solves (5) , , Figure 2 , we illustrate player 3's expected profit values with respect to volatility changes under both games. Because all players have similar cost functions, we observe similar figures for other players too. Note that for each volatility level, GES dominates GPS. In GPS, there is an investment opportunity as demand volatility increases. In contrast, greater demand volatility has no impact on investment decisions in GES since the expected level of demand is unchanged. As demand volatility increases, players in the GPS game increase their investments in order to take advantage of higher demand in the good demand state; they can leave extra capacity unutilized in the low demand state. We also note that changing δ has no effect at all on ex ante (that is the first step of GES) expected profit. That is, the expected profit at the time the investment decision is being taken does not change in δ . On the other hand, if we take the average of profits after period one demand realizations and after firms make their period one production adjustments, then profit is impacted by change in δ . That is, ex post average profit for the GES game is increasing in δ . In this subsection, we show that despite the possible advantage of GES over GPS, the former is unstable because it creates a situation in which one of the players may have an incentive to deviate. In order to see this, we consider a hybrid game (HG) which is a combination of GPS and GES in the following manner.
In the first step of the hybrid game all players assume that the others play according to the first step of GES. However, player i chooses to deviate by planning for investments by solving a decision model in which the probabilistic scenarios are included. Once the investments are in place, the second step of the game proceeds as before. It is not difficult to see that as long as GPS and GES have solutions, the hybrid game also has solutions. In such a hybrid game, we can show that player i will always be better off.
Proposition 2 : If a player plays HG (i.e. a player who deviates from GES and plays GPS and others play GES) then this player's expected profit function is ordered as
GES HG
Π ≤Π under the assumptions made above regarding demand and technology conditions.
We will give a sketch of the proof. Since all non-deviating players have committed their decisions then the game reduces to a single player stochastic program.
Applying a basic result (proposition 1 of Birge and Louveaux (1997) , page 140) from stochastic programming it follows that the expected profit of the deviating player in the 
Multi-stage Stochastic Programming Games
In this section we study multi-stage games that are generalizations of the two stage games presented in section 2. Multi-stage games call for sequential decisionmaking on the part of each player, and the calculation of dynamic equilibrium is a nontrivial undertaking. The difficulties are compounded when there are lags in the system dynamics, which is common in situations where investments in capacity are followed by several periods of construction prior to production. In this section, we will show that the SP framework introduced in the previous section (for two-stage models) can be extended to the multi-stage case without significantly adding to the computational burden of calculating S-adapted open-loop equilibrium. The key observation that makes this extension possible is the introduction of multi-stage non-anticipativity constraints, which happen to be linear, and are easily incorporated in numerical methods. Thus the SP approach opens up the possibility of computing S-adapted open-loop equilibrium for much larger problems than is possible using dynamic programming (DP). We demonstrate the applicability of this methodology through a study which predicts equilibrium electricity prices for the Ontario whole-sale electricity market. To the best of our knowledge, such studies of dynamic equilibrium, using realistic market data, have not been possible because of the exclusive reliance on DP. However, the SP approach of this paper provides an effective methodology for predicting dynamic equilibrium. In section 3.4, we will also provide some comparisons between standard DP, and the methodology of this paper.
A Model of Demand in the Multi-stage Case
The scenario tree used in section 2 is highly simplified, because there was only one future stage with two possible outcomes. In the multi-stage formulation, the scenario tree can become considerably more complex. In Figure 3 , we give an example of scenario tree, which captures the sequence in which information is revealed. Also, in the class of models we are considering (i.e., Stochastic Programming) decisions are not allowed to alter the underlying stochastic process. So the underlying stochastic process is assumed to be exogenous to the decision process.
In multi-stage formulations the demand function may be modeled as follows.
Suppose that demand follows respectively, and δ is the random variable. Figure 3 illustrates the behavior of a demand function.
Figure 3: Scenario-tree representation of demand function
Conditional probabilities are given on the arcs, with the upside probability denoted as 'u', and the downside probability denoted as 'd' and of course u+d=1. In Section 3.3., to predict Ontario wholesale electric prices we will use this demand structure (given that 1/ 2 u = ).
A Multi-Stage Game with Probabilistic Scenarios
Multi-stage games are multi-period extension of two-stage games. At any given period t, t is finite, players simultaneously choose investment and production decisions from multiple technologies. As in the previous section, investment in one period will only become available as productive capacity in the next period. There are more general lags that can also be modeled within this framework. However we omit such generalizations in the interest of brevity.
The setting for our formulation is one in which each player can only observe production output of the other players through the market price. We refer the reader to ii) Use the PATH solver for a complementarity problem.
Proposition 3:
For the case of a one-period lag between investment and production, the recursive formulation is equivalent to the non-recursive formulation for oligopolistic games.
Proof:
The recursive formulation for the multi-period GPS game (hereafter NF) for a firm i may also be defined in the following manner:
where, ( , ) anticipative solutions, then the fact that the I, q are non-anticipative imply that they are constant at any node, thus letting us set the value of the node variable for I, q to assume the same value as that of all scenarios passing through node o.
Proposition 4:
The non-cooperative games defined in this paper together with the above demand and technology conditions admit a unique solution.
For a proof see Haurie, et al. (1990) or see the proofs of theorems 7.1 and 7.7 in Friedman (1977) .
Application to the Ontario wholesale electricity market
In November 1998, the Government of Ontario passed the Energy Competition Act, which divided Ontario Hydro into several companies including the Independent Electricity Market Operator (IMO), Hydro One, and Ontario Power Generation (OPG).
The Act aimed at creating competitive market, and after extensive debates the wholesale Ontario electricity market commenced on May 1, 2002. Currently the IMO is the market administrator and responsible for a fair and competitive marketplace. In the process of making sure that supply matches demand, the IMO is also responsible for reliability issues. Hydro One mainly transmits power, while OPG generates most of the electricity consumed. Prior to the opening of the wholesale market, OPG divested some nuclear plants and gas-fueled plants to independent generation companies. The Ontario Energy Board (OEB) regulates the rates that end-user customers pay. In Table 1 we present Ontario's existing generation resources, installed capacities, ownership and percentage of the capacities (see www.theimo.com). generator. All hydroelectric generation in Ontario belongs to OPG -Niagara, Northeast, Northwest, Ottowa/St.Lawrence groups and OPG Evergreen Energy Division. All of the five coal fired stations (Atikokan, Lakeview, Lambton, Nanticoke, and Thunder Bay) are also owned by OPG. OPG also owns Lennox Generating Station, which is fueled by natural gas and oil. The other less significant power source is wind power. OPG owns three wind stations, and its capacity is estimated to be less than 50 MW. There are other non-utility generators (NUG) in Ontario that are mostly fueled by natural gas and oil.
According to APPrO (Association of Power Producers of Ontario), the NUG have 1307
MW capacities of gas fueled generation stations. Also ATCO Power Ltd., the giant Alberta utility has recently been operating a 625 MW plant in Windsor, Ontario. This plant is a natural gas fired plant. In addition, Imperial Oil Ltd and Northland Power Inc installed a total of 130 MW gas-fired turbines in 2004 (in Ontario). All the capacity data reported above are obtained from IMO, OPG, APPrO, Hydro-One web pages. IMO states that the rest of the suppliers are small and some are already affiliated with OPG and some are independent generators. In Table 1 , NUGA refers to the total power provided by NUG, ATCO Power, Imperial Oil and Northland Power Inc.
Using the SP modeling paradigm, we perform an analysis to forecast capital investment decisions. We assume that each time stage, t, represents a year and run the model for five years. Note that we do not model the impact of forward contracts on the spot market since there is currently no forward market in Ontario. We obtained hourly According to National Energy Board's energy market assessment report, Market Power Mitigation Agreement (MPMA) was developed to reduce OPG's share of the generation market. It is required to reduce its fossil generation capacity and to have at most 35% of the total generation capacity.
We consider two cases: one with three players in the market, the other with five players in the market. In Ontario, a five-dominant-player market is expected as a result of divestiture of the largest supplier OPG.
In Table 2 , we represent the players, their generation technologies, the upper bounds of available in-use capacities, and average variable operation and maintenance costs of the technologies. In the second case, the five-player market, we will assume that OPG will keep its hydro, nuclear and green power facilities. 
  
Based on the above energy supply distribution we calculated available in usecapacities of each player. Since in general marginal units that cleared the market are gas and oil fueled generators, and OPG and NUGA have oil/gas plants, we attributed imports (from the interconnecting grid of other jurisdictions such as New York, Michigan, Minnesota, and Manitoba) to them, and increased their maximum in use capacities for oil/gas plants at the average level of imports. Table 2 implies that almost 70% of the installed nuclear generation, 55.4% of the total hydroelectric capacity, 50.4% of the total installed coal turbine generation capacity, 31.8% capacity of oil/gas fired stations are available on average to meet the demand for each hour. We also assume that green technology works with 100% capacity all the time.
In the last column of We assume constant marginal cost of adding capacity. These costs are presented in terms of US$; we assumed same costs in CA$ because of similar purchasing power per consumption basket.
We use a linear demand with constant slope and varying intercepts similar to Green and Newbery (1992) , Wolfram (1999) , and Garcia-Diaz and Marin (2003), however we use scenario tree representation of a demand model that depicted in Figure 3 , in which we assume equal 'up' and 'down' state probabilities.
For short run analysis of prices, random walk models may not explain the behavior of the energy prices. Instead, mean reverting processes are recommended because it is assumed that the market price might converge to its marginal cost price after several jumps. In order to distinguish between short term and long term price processes, we used Dickey-Fuller unit root tests on daily, weekly, monthly and quarterly wholesale electric prices in the Ontario market from May 1, 2002 to September 14, 2004. We observe that as time interval enlarges and sample size decreases prices tend to follow random walk. (This observation is consistent with the literature, e.g., see Dixit and Pindyk (1997) ). Specifically we find that, mean reverting process captured only for daily and weekly prices. However, with the random walk approach, as time period increases the volatility of prices tend to explode, which is the main criticism of this approach to predict energy prices. Hence, we employ m-point discrete uniform distribution to approximate a Normal distribution given that hourly MW for the year is normally distributed. Specifically we utilize the following.
Let the hourly load for a year be distributed Hence in the initial node we have the demand function 0 ( ) 21, 670 75
Accordingly, the m-point discrete uniform distribution described in Section 3.1 will use an "up" demand scenario of 1, ( ) Ontario wholesale electricity market model we assumed that all generators run continuously during the study period, however in reality this holds only for nucleargenerated power. Hydroelectric generators may provide base-load and peak generation depending on the level of water availability. Coal generators start up early morning and run till late in a day and natural gas and oil plants usually used to meet the peak demand.
Example 2:
We use the setup in Tables 2 and 3 and run the stochastic programming model using PATH solver. We make two sets of runs. In each run we compare the equilibrium results of two-cases; the three-player market versus the five-player market, for each level of growth in market demand (low-growth, medium-growth, high-growth in demand). The five-player case involves the case in which OPG divests its oil/gas generation facilities to Player 4 and its coal fired units to Player 5 in the beginning of the game. (For those players' capacity and cost levels see the last two rows of the Table 2.) Again first three players are OPG, Bruce and NUGA. This divestiture is a likely scenario to be expected in the market, and is consistent with the Market Power Mitigation Agreement in Ontario.
In Tables 4a and 4b we report the first run (no capacity depreciation -no salvage value case) equilibrium price outcomes, expected price, standard deviation, maximum and minimum prices ($/MWh for each year). We observe that when number of players increased from three to five, yearly average market price reduced 28% and yearly average price volatility decreased 23%. Since demand growth levels are small and close to each other, equilibrium prices are similar to each other across demand growths. The difference between maximum and minimum price levels is also small. 08-09 (71.7, 5.8, 81.6, 63.5) (72.7, 5.6, 82.7, 64.4) (74.1, 5.8, 84.3, 65.6) ( Expected price, standard deviation, max price, min price)
In Tables 5a and 5b we report the second run (capacity depreciation & 90% salvage value case) predicted equilibrium price outcomes ($/MWh for each year). This run is particularly important for a comparison of capital investment levels. The lack of any salvage value and depreciation will tend to cause investments to fall toward zero during the last couple of periods, since capacity investments made in those periods cannot recover costs of investments. We observe that when we consider the salvage value and account for (3.3% yearly) depreciation in capital, market prices on average through periods 1-4 decrease 13% (relative to no salvage -no depreciation) with 3-player market and they decrease 8% with the 5-player market. When number of players increased from three to five, yearly average market price reduced 25% and yearly average price volatility decreased 31% in this run. n t ρ υ =
Connections with other approaches
A potential alternative to computation of the S-adapted open-loop equilibrium via stochastic programming is to compute a feedback equilibrium using Dynamic Kydland and Prescott (1977) and also Reynolds (1986) ). However, an LQ formulation does not permit constraints on decisions (e.g., production bounded below by zero and above by capacity) nor does it provide a good approximation of capacity constrained costs. A quadratic payoff would imply that marginal production cost is linear in output for all output levels. This is a bad approximation of an increasing marginal cost curve that becomes vertical at output equal to capacity.
Another approach would be to discretize the state space by restricting capacity levels to belong to a finite set of r numbers. The DP approach would involve computation of a feedback equilibrium value function for each player for each possible state. The number of possible states in period t for the Power Market application is 2 t r 7 (2 t is the number of demand states in t, r 7 is the number possible capacity vectors). For example, if r=12 then there are over 570 million states in the final period (t=4), over 285 million possible states in the penultimate period (t=3), and so on. 3 This illustrates the curse of dimensionality for a DP approach. Application of the DP approach to this seemingly modest-sized problem turns out to involve severe computational difficulties.
In defense of DP however, we should note that it allows one to conceptualize a richer set of strategies, namely, equilibrium in feedback strategies. The economics literature refers to this as a Markov perfect equilibrium (e.g., Ericson and Pakes (1995) , Lockwood (1996) ) or a subgame perfect equilibrium. A feedback strategy is conditioned not only on the time period and demand state, but also on a state vector that summarizes the historical decisions that are relevant for players' current and future payoffs. 4 Such a formulation allows one to consider incentives for strategic investment, since the investment decisions of any one player may influence later decisions of other players (see Reynolds (1986 Reynolds ( , 1987 Reynolds ( , 1991 for analyses of this type). Note that strategic incentives of this type are absent in the open-loop formulation. Reynolds (1987) shows that the quantitative difference between feedback equilibria and open-loop equilibria is relatively small for simple dynamic models of production and investment. 5 Moreover to date, equilibria of this type have not been computed for large-scale models, although as demonstrated in this paper, S-adapted open loop policies are computable using stochastic programming.
For reasons outlined above, we do not compute a subgame perfect equilibrium.
However, results in this paper and prior papers suggest how subgame perfect equilibrium results would compare to results for the GES and GPS formulations of this paper.We show in Example 1 that a player's payoff can be higher in a GES formulation than in a GPS
(equivalently, open loop) formulation Next, Reynolds (1986 Reynolds ( ,1987 shows for deterministic investment and production games, that players' payoffs are lower in the subgame perfect equilibrium than in the open loop equilibrium. The reason is that a subgame perfect equilibrium introduces an additional strategic incentive that is not present in the open loop (or, GES) formulation; in a subgame perfect equilibrium, each player recognizes that extra investment now will preempt some future investment by rivals. These incentives lead to greater investment and production overall, and lower prices, in a subgame perfect equilibrium than in an open loop equilibrium. This strategic incentive to invest should also be present in a subgame perfect equilibrium formulation with demand uncertainty. These two comparisons, namely GES vs. open loop and open loop vs. subgame perfect, suggest that payoffs would be lower in a subgame perfect equilibrium than in a GES solution.
Conclusions
In this paper we have studied several alternative games under uncertainty. These include Games with Probabilistic Scenarios (GPS), Games with Expected Scenarios (GES), and a Hybrid Game (HG). The HG formulation provides the argument against GES, even though there are instances in which all players may be better off by choosing to play the GES over GPS. Thus under uncertainty, it is plausible to consider the GPS formulation. We also show that if all players are identical, and the probability of a higher inverse-demand curve either equals or exceeds that of a lower inverse-demand curve, then players can earn greater expected profits as volatility increases. This result suggests that even in an increasingly volatile market, players may have an incentive to participate in the market. Given the surge in uncertainty within certain markets (e.g., energy), this result appears to be reassuring.
Our approach, based on stochastic programming, provides a computationally realistic approach to oligopolistic games under uncertainty. The key to this presentation is the so-called scenario formulation which allows us to model the games through a finite number of scenarios, coordinated by the non-anticipativity constraints. The same type of formulation holds for both two-stage, as well as multi-stage games, both of which are solvable using standard algorithms for linear complementarity problems (e.g. the PATH solver available on the NEOS server). The Ontario power market application presented in this paper illustrates that this approach can address dynamic games that are clearly out of reach for dynamic programming, a common approach in the literature on dynamic games. The theory associated with infinitely-many scenarios within the stochastic programming setting is currently under investigation, and some initial results are available in Higle and Sen (2004) and Casey and Sen (2004) .
