This paper investigates the impact of jumps in forecasting co-volatility in the presence of leverage effects for daily crude oil and gold futures. We use a modified version of the jump-robust covariance estimator of Koike (2016), such that the estimated matrix is positive definite. Using this approach, we can disentangle the estimates of the integrated co-volatility matrix and jump variations from the quadratic covariation matrix. Empirical results show that more than 80% of the co-volatility of the two futures contains jump variations and that they have significant impacts on future co-volatility but that the impact is negligible in forecasting weekly and monthly horizons.
Introduction
The severity and global nature of the recent financial crisis highlighted the risks associated with portfolios containing only conventional financial market assets [1] . Such a realization triggered an interest in considering investment opportunities in the energy (specifically oil) market [2] . In fact, the recent financialization of the commodity market [3, 4] and, in particular, oil has resulted in an increased participation of hedge funds, pension funds, and insurance companies in the market, with investment in oil now being considered as a profitable alternative instrument in the portfolio decisions of financial institutions [5, 6] .
With gold traditionally considered as the most popular 'safe haven' [7] [8] [9] , recent studies have analyzed volatility spillovers across the gold and oil markets [10] [11] [12] , where volatility spillovers are defined as the delayed effect of a returns shock in one asset on the subsequent volatility or co-volatility in another asset [13] . For corresponding studies on co-movements in gold and oil returns, see References [14] [15] [16] [17] , and references cited therein. A literature review on return and volatility spillovers across asset classes can be found in Reference [18] .
In this regard, it must be realized that modelling and forecasting the co-volatility of gold and oil markets is of paramount importance to international investors and portfolio managers in devising optimal portfolio and dynamic hedging strategies [19] . By definition, (partial) co-volatility spillovers occur when the returns shock from financial asset k affects the co-volatility between two financial assets, i and j, one of which can be asset k [13] .
Against this backdrop, the objective of this paper is to forecast the daily co-volatility of gold and oil futures derived from 1-min intraday data over the period 27 September 2009 to 25 May 2017 (Although the variability of daily gold and oil price returns have traditionally been forecasted based on Generalized Autoregressive Conditional Heteroskedasticity (GARCH)-type models of volatility, recent empirical evidence suggests that the rich information contained in intraday data can produce more accurate estimates and forecasts of daily volatility (see Reference [20] for a detailed discussion)). In particular, realizing the importance of jumps, that is, discontinuities, in governing the volatility of asset prices [21] [22] [23] , we investigate the impact of jumps by simultaneously accommodating leverage effects in forecasting the co-volatility of gold and oil markets, following the econometric approach of [24] (applied to three stocks traded on the New York Stock Exchange (NYSE)).
Although studies dealing with forecasting gold and oil market volatility has emphasized the role of jumps in forecasting realized volatility. (For a givenfixed interval, realized volatility is defined as the sum of non-overlapping squared returns of high frequency within a day [25] which, in turn, presents volatility as an observed rather than a latent process.) (see, for example, References [26] [27] [28] ), this paper would be seen to be the first attempt to incorporate their role in predicting the future co-volatility path of these two important commodities.
The remainder of the paper is structured as follows-Section 2 lays out the theoretical details of the econometric framework, while Section 3 presents the data, empirical results and analysis. Section 4 gives some concluding remarks.
Model Specification
Let X * τ and Y * τ denote latent log-prices at time s for two assets X and Y. Define p * (τ) = (X * τ , Y * τ ) , and let W(τ) and Q(τ) denote bivariate vectors of independent Brownian motions and counting processes, respectively. Let K(τ) be the 2 × 2 process controlling the magnitude and transmission of jumps, such that K(τ)dQ(τ) is the contribution of the jump process to the price diffusion. Under the assumption of a Brownian semimartingale with finite-activity jumps (BSMFAJ), p * (τ) follows:
where µ(τ) is a 2 × 1 vector of continuous and locally-bounded variation processes, and σ(τ) is the 2 × 2 càdlàg matrix, such that Σ(τ) = σ(τ)σ (τ) is positive definite. Note that although we explain the framework with finite-activity jumps, the estimators used in this paper are applicable under infinite-activity jumps, as shown by Reference [29] . Assume that the observable log-price process is the sum of the latent log-price process in Equation (1) and the microstructure noise process. Denote the log-price process as p(τ) = (X τ , Y τ ) . Consider non-synchronized trading times of the two assets and let Z and Ξ be the set of transaction times of X and Y, respectively. Denote the counting process governing the number of observations traded in assets X and Y up to time T as n T and m T , respectively. By definition, the trades in X and Y occur at times Z = {ζ 1 , ζ 2 , . . . , ζ n T } and Ξ = {ξ 1 , ξ 2 , . . . , ξ m T }, respectively. For convenience, we set the opening and closing times as ζ 1 = ξ 1 = 0 and ζ n T = ξ m T = T, respectively.
The observable log-price process is given by:
where ε X ∼ iid(0, σ 2 εX ), ε Y ∼ iid(0, σ 2 εY ), and (ε X , ε Y ) are independent of (X, Y). Define the quadratic covariation (QCov) of the log-price process over [0, T] as:
By Proposition 2 of Reference [26] , we obtain:
where
The first term on the right-hand side of (4) is the integrated co-volatility matrix over [0, T], while the second term is the matrix of jump variability. We are interested in disentangling these two components from the estimates of QCov for the purpose of forecasting QCov.
There are several estimators for QCov and Icov (see the survey in Reference [24] ). Among them, we use the estimators of [30] for QCov and [29] for ICov, respectively. Especially, the estimator of Reference [29] is consistent under non-synchronized trading times, jumps and microstructure noise for the bivariate process in (2) (see Appendix A for the detailed explanation of the calculation of these estimators). Note that the realized kernel (RK) estimator of Reference [31] is positive (semi-)definite and robust to microstructure noise under non-synchronized trading times. However, the robustness to jumps is still an open and unresolved issue for the multivariate RK estimator. Denote the estimators of QCov, ICov and jump component at day t asΣ t ,Ĉ t andĴ t , respectively, whereĴ t =Σ t −Ĉ t (Jump variations can be defined strictly, as discussed in Reference [32] ). By the definitions in (1)-(4), the estimators should be positive (semi-) definite, but there is no guarantee for it. For this purpose, Reference [24] suggest regularizing the estimated covariance matrix by the use of thresholding.
As shown by References [33] [34] [35] , the regularized estimator has consistency, assuming a sparsity structure. Define the thresholding operator for a square matrix A as:
which can be regarded as A thresholded at h. Define the Frobenius norm by ||A|| 2 F = tr(AA ). For the selection of h, we follow Reference [34] . In order to obtainÃ = T h (Â), we minimize the distance by the Frobenius norm ||T h (Â) −Â|| 2 F , with the restriction thatÃ is positive semi-definite. As in Reference [24] , we obtainC t = T h (Ĉ t ) andJ t = T h (Ĵ t ), which are consistent and positive semi-definite. Note thatΣ t is positive semi-definite as it is the sample analogue of QCov. In addition, we also disentangling observed return series into continuous and jump components, by applying the technique of Reference [36] (see Appendix A.3).
In order to examine the effects of jump and leverage in forecasting co-volatility, we consider four kinds of specifications, including the three models introduced by Reference [24] . LetΣ t(l) denote the l-horizon average, defined by:Σ
In order to examine the impact of jumps and leverage for forecasting volatility and co-volatility, we use four kinds of heterogeneous autoregressive (HAR) models for forecasting the (i, j)-elements of Σ t(l) (l = 1, 5, 22), as follows:
where r − i,t = r i,t I(r i,t < 0) and rc − i,t = rc i,t I(rc i,t < 0), which are the negative parts of the observed return and its continuous part for the i-th asset. The second model accommodates the asymmetric effects, as in the specification of the asymmetric BEKK model of Reference [37] . For i = j, γ a r − i,t−1 r − j,t−1 represents the 'co-leverage' effect, which is caused by simultaneous negative returns in two assets. In the third model, we use the previous values of the estimated continuous sample path component variation,C t , rather than those of the estimated quadratic variation,Σ t , following the volatility forecasting models of References [21, 23] . We exclude weekly and monthly effects of the jump component,J t , in order to evaluate the impact of a single jump on future volatility and co-volatility. Note thatC t andJ t are positive (semi-) definite by the thresholding in (5) . In addition to jump variability, the fourth model includes the asymmetric effect. Note that we use the continuous components of returns rather than the observed returns for the fourth model. We refer to Equations (6)-(9) as the HAR, HAR-A, HAR-TCJ and HAR-TCJA models, respectively. We estimate these models by ordinary least squares (OLS) and use the heteroskedasticity and autocorrelation consistent (HAC) covariance matrix estimator, with bandwidth 25 (see Reference [38] ). We will examine the four models (6)-(9) in the next section.
Empirical Analysis
We examine the effects on jumps and leverage in forecasting co-volatility, using the estimates of QCov, ICov and jump variation, for two futures contracts traded on the New York Mercantile Exchange (NYMEX), namely West Texas Intermediate (WTI) Crude Oil and Gold. With the CME Globex system, the trades at NYMESX cover 24 h (The futures price data, in continuous format, are obtained from http://www.kibot.com/). Based on the vector of returns for the two futures for a 1-min interval of trading day at t, we calculated the daily values ofΣ t ,C t andJ t , as explained in the previous section and also the corresponding open-close returns and their continuous components, r t and rc t , respectively, for the two futures. The sample period starts on 27 September 2009 and ends on 25 May 2017, giving 1978 observations. The sample is divided into two periods-the first 1000 observations are used for in-sample estimation, while the last 978 observations are used for evaluating the out-of-sample forecasts. Table 1 presents the descriptive statistics of the returns, r t , and estimated QCov,Σ t . The empirical distribution of the returns is highly leptokurtic. Regarding volatility, their distributions are skewed to the right, with evidence of heavy tails in the two series. More than 90% of the sample period contains significant jumps in volatility. For co-volatility, the empirical distribution is highly leptokurtic and co-jump variations were found for 80% of the period. 2 show the estimates of quadratic variation, integrated volatility, and jump variability, namely the diagonal elements ofΣ t ,C t , andJ t , respectively. It is known that spot and future prices of crude oil are effected by a variety of geopolitical and economic events. For instance, the estimates of volatility in Figure 1 are relatively high for the period following the Arab Spring of 2011, and the extreme jump in 2015 is caused by the oversupply and the technological advancements of US shale oil production. On the other hand, the spot and futures prices of Gold reflect news and recessions, as investigated by Reference [39] . The estimates of volatility are high in 2011 during the European debt crisis, and the last one-third in Figure 2 . For the latter, it corresponds to China's economy growing at its slowest pace for 24 years in 2014. Figure 1 shows the (1, 1)-elements ofΣ t ,C t , andJ t . Figure 2 shows the (2, 2)-elements ofΣ t ,C t , andJ t . Figure 3 illustrates the estimates of quadratic covariation, integrated co-volatility and jump co-variability, namely the (2, 1)-element ofΣ t ,C t , andJ t . Figure 3 indicates that crude oil and gold futures are negatively correlated for the first half in 2011, but the sign changes for the latter half. A large and positive co-jump variability is found in 2013, which reflects the political unrest in Egypt and the values of Dow Jones Industrial Average kept increasing with a rapid trend. Figure 3 shows the (2, 1)-elements ofΣ t ,C t , andJ t .
In the following empirical analysis based on the four models (6)-(9), we:
(a) examine the robustness of the positive effects of jump components under microstructure noise for the volatility equation (i = j); (b) test the robustness of the leverage effects under jump and microstructure noise for the volatility equation; (c) investigate the effects of co-jumps and co-leverage for the co-volatility equation; (d) compare the out-of-sample forecasts of the above models.
For the above models for the volatility equation, the estimates of γ j are expected to be positive. However, the empirical results of Reference [21] indicate that the estimates of γ j are generally insignificant. Reference [23] noted that the puzzle is due to the small sample bias of the integrated volatility, and found that the estimates of γ j are positive and significant. Since the estimators of quadratic variation and integrated volatility used in Reference [23] are biased in the presence of microstructure noise, we re-examine the robustness of the result and this is the motivation of (a). With respect to (b), we also test γ a > 0 under microstructure noise in order to check the robustness of the result of Reference [40] . Among (a)-(d), (c) is the main purpose of the current empirical analysis.
For volatility equation (i = j), the estimates of γ j and γ a are expected to be positive and significant. On the other hand, their signs are not determined for the co-volatility equation (i = j). As noted in (d), we compare the forecasting performances of the HAR, HAR-TCJ and HAR-TCJA models for daily, weekly and monthly horizons. For crude oil futures, Reference [41] found that HAR-TCJA is the best forecasting one-day-ahead volatility, while the HAR model is preferred for weekly and monthly forecasts, after removing the effects of structural breaks. In addition to crude oil, we examine the forecasting performances of the volatility of gold futures and the co-volatility of the two futures.
As stated in the previous section, we use the HAC estimator for the covariance matrix of the OLS estimators. To ensure the statistical adequacy of the approach, we conduct three kinds of conventional diagnostic tests. The first is the White test for heteroskedasticity. When the number of explanatory variables is k, excluding the constant, the Wald statistic for the White test has the asymptotic χ 2 distribution with the degree-of-freedom parameter (k + 1)(k + 2)/2 under the null of homoskedasticity. The second test is the ARCH(2) test with the auxiliary regression:
whereê ij,t is the residuals. Under the null hypothesis of homoskedasticity, that is δ 1 = δ 2 = 0, the Wald statistic has the asymptotic χ 2 distribution with the degree-of-freedom parameter 2. The third one is the test for autocorrelation with the auxiliary regression:
Under the null hypothesis of no autocorrelation, that is ρ 1 = · · · = ρ 10 = 0, the Wald statistic has the asymptotic χ 2 distribution with the degree-of-freedom parameter 10.
We estimate each model using the first 1000 observations, and obtain a forecast,Σ f 1001 . We re-estimate each model fixing the sample size at 1000, and obtain new forecasts based on updated parameter estimates. For evaluating the forecasting performance of the different models, we consider the Mincer and Zarnowitz (MZ) [42] regression, namely:
We estimate the MZ regression via the OLS and report R 2 for comparing forecasting performance. Intuitively, a model with the highest R 2 indicates the accuracy of forecasts. We also use the heteroskedasticity-adjusted root mean square error suggested in Reference [43] , namely:
For the latter, we examine equal forecast accuracy using the Diebold-Mariano (DM) [44] test at the 5% significance level, and use the HAC covariance matrix estimator, with bandwidth 25. We also examine the forecasts ofΣ ij,t(5) andΣ ij,t (22) in the same manner.
As an application of forecasts of covariance matrix, we examine performances of portfolio weights determined by the forecasts. We consider a portfolio of two options, r pt = w t {p(t) − p(t − 1)}, where p(s) is the vector of log-prices stated in Section 2 and w t is the vector of portfolio weights. With the forecasts of covariance matrix,Σ f t , the weights of the minimum variance portfolio are given by:
where ι = (1, 1) . Given the realized valueΣ t , the corresponding portfolio variance is evaluated as:
We calculate the HRMSE of σ 2 pt for the four models, and compare the values by the DM test. In the same manner, we compare the portfolio weights of the minimum variance portfolio based on the forecasts ofΣ ij,t(5) andΣ ij,t (22) . Table 2 shows the estimates of the daily regressions for the first 1000 observations. For the jump parameter, γ j , the estimates are positive and significant at five percent level in all cases. The results for the volatilities support the empirical evidence of Reference [23] . For the asymmetric effect, the estimates of γ a are positive and significant in all cases, supporting the negative relationship between return and one-step-ahead volatility, as in Reference [40] . The results for the co-volatility equation indicate that a pair of negative returns and/or co-jumps of two assets increases future co-volatility. Either of HAR-A and HAR-TCJA model gives the highestR 2 in all cases. Table 3 presents the diagnostic statistics for the daily regressions. White and ARCH(2) reject the null hypothesis of homoskedasticity at the five percent level in all cases. The test for 10th-order autocorrelation rejected the null hypothesis of no autocorrelation for the volatility of Gold futures. Hence, it is justified to use the HAC covariance matrix estimates for the OLS estimates in Table 2 . The corresponding results for the weekly and monthly regressions are omitted to save space. Table 4 presents R 2 of the MZ regressions and HRMSE for the daily regressions. The HAR-A has the highest R 2 for four-ninth of the cases, while the results of the DM tests regarding the HRMSE indicate that there are no significant differences for the four models in all cases. Table 5 reports the estimates of the weekly regressions. The estimates of the jump parameter, γ j , and the parameter of the asymmetric effect, γ a , are positive and significant. For the weekly regressions, the HAR-A model gives the highestR 2 values in all cases. Table 6 gives the R 2 values of the MZ regressions, and HRMSE for the out-of-sample forecasts for the weekly regressions. Tables 5 and 6 indicate that the values of R 2 (andR 2 ) are higher than those for the daily regressions in Tables 2 and 4 , respectively. Table 6 shows that the HAR-A model gives the highestR 2 for volatility. For co-volatility, R 2 for MZ tends to select the HAR model, while HRMSE chooses the HAR-A model. However, the DM tests show that there are no significant differences for the four models for co-volatility. Table 7 shows the in-sample estimates of the monthly regressions, while Table 8 reports the results of the corresponding out-of-sample forecasts. As in the weekly regressions, the HAR-A model gives the highestR 2 values in all cases. Tables 7 and 8 indicate that the values of R 2 are higher than those for the daily regressions in Tables 5 and 6 , respectively. Table 8 shows that the HAR-A model is the best model in all cases and, moreover, there are significant differences between HAR-A model and (HAR-TCJ, HAR-TCJA) models in forecasting volatility. Table 9 presents the results for forecasts regarding the portfolio weights of the minimum variance portfolio. Using the portfolio weights defined in (10), we evaluated the portfolio variance applying the weights to the realized covariance as in Equation (11). For the forecasts via the daily regression, the HAR-TCJA model has the highest R 2 value for the MZ regression, while the HAR-A gives the smallest HRMSE value. The DM test indicates there is no significant difference in the four models for the forecasts based on the daily regressions. On the other hand, the HAR-A model has the highest R 2 value and smallest HRMSE value for the weekly and monthly regressions.
The empirical results for the volatility models support the findings of References [23, 40, 41] . Regarding co-volatility, the impacts of co-jumps of two assets are positive and significant for the daily, weekly, and monthly regressions. Although the four models show similar forecasting performance for the daily regressions, the weekly and monthly regressions prefer the HAR-A model. We may improve the HAR-TCJ and HAR-TCJA models by accommodating the positive and negative jumps of Reference [45] , in addition to the weekly and monthly averages of jumps and leverage effects. (10)' is the test for 10th-order autocorrelation. 'df' denotes the degree-of-freedom. While the ARCH(2) test has the asymptotic χ 2 (2) under the null hypothesis, the asymptotic distribution of AutoCorr(10) test is χ 2 (10). For the DM test of equal forecast accuracy, there were no significant differences at the five percent level. 
HAR-TCJAΣ ij,t (22) The table reports R 2 of the MZ regression and heteroskedasticity-adjusted root mean squared error (HRMSE). ' †' denotes the model which has the highest R 2 value of the four models. For the DM test of equal forecast accuracy, 'a', 'b', 'c', and 'd' denote significant improvements in forecasting performance with respect to the HAR, HAR-A, HAR-TCJ and HAR-TCJA respectively.
Concluding Remarks
The paper investigated the impacts of co-jumps and leverage of crude oil and gold futures in forecasting co-volatility. We use the approach of Reference [24] for disentangling the estimates of the integrated co-volatility matrix and jump variations so that they are positive (semi-) definite for coherence of the estimator. The empirical results showed that more than 80% of the co-volatility of the two futures has non-negligible jump co-variations, and that the co-jumps of the two futures have significant impacts on future co-volatility, but that the impacts are minor in forecasting weekly and monthly horizons.
The empirical results also showed that the impacts of the co-leverage effects caused by the negative returns of two assets are significant, but the impact decreases in forecasting longer horizons. The results of in-sample and out-of-sample forecasts showed that the datasets generally prefer the HAR-A model, which was not used in Reference [24] .
Overall, the analysis given in the paper should be useful for investment analysis, and both public and private policy prescription, in terms of accommodating jumps and leverage, as well as choice of models and time frequency horizons, in forecasting the co-volatility of oil and gold futures. Extensions to other financial, precious and semi-precious metals, and alternative sources of renewable and non-renewable energy, are the subject of ongoing research. is consistent. Following [29] , we use the specifications g(x) = min(x, 1 − x), c n = κ 0 √ n and κ 0 = 0.15. We can obtain the estimator of quadratic variation of X, by using PHY(X, X). Hence, we can construct a consistent estimator of QCov for the bivariate case. As noted above, the estimator of QCov is generally positive definite, as it is the sample analogue of preaveraged data. rc X = 1 c n κ HY m−c n ∑ i=0X i 1(|X i | 2 ≤ X (ζ i )), rj X = 1 c n κ HY m−c n ∑ i=0X i 1(|X i | 2 ≥ X (ζ i )), rn X = r X − rc X − rj X .
The decomposition of R into RC, RJ, and RN corresponds to that ofΣ t intoC t ,J t , andΣ t −C t −J t . In the empirical analysis, we use the continuous component of the return for the HAR-TCJA model, and we use the observed return for the HAR-A model.
