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FINITE TRIPOTENTS AND FINITE JBW∗-TRIPLES
JAN HAMHALTER, ONDRˇEJ F.K. KALENDA, AND ANTONIO M. PERALTA
Abstract. We study two natural preorders on the set of tripotents in a JB∗-
triple defined in terms of their Peirce decomposition and weaker than the
standard partial order. We further introduce and investigate the notion of
finiteness for tripotents in JBW∗-triples which is a natural generalization of
finiteness for projections in von Neumann algebras. We analyze the preorders
in detail using the standard representation of JBW∗-triples. We also provide
a refined version of this representation – in particular a decomposition of any
JBW∗-triple into its finite and properly infinite parts. Since a JBW∗-algebra
is finite if and only if the extreme points of its unit ball are just unitaries,
our notion of finiteness differs from the concept of modularity widely used in
Jordan structures so far. The exact relationship of these two notions is clarified
in the last section.
1. Introduction
A key role in the classification and representation of von Neumann algebras
is played by the comparison theory of projections (i.e., self-adjoint idempotents)
introduced by Murray and von Neumann. Recall that two projections p and q in a
von Neumann algebra W are called equivalent (we write p ∼ q) if there is u ∈ W
with p = u∗u and q = uu∗ (see, e.g., [44, Definition V.1.2]). In this case u is a
partial isometry with initial projection p and final projection q.
Further, a projection p ∈ W is called finite if the only projection q ≤ p with
q ∼ p is q = p (see, e.g., [44, Definition V.1.15]). This notion is then used to define
types of von Neumann algebras [44, Definition V.1.17] and to formulate and prove
a decomposition theorem for von Neumann algebras [44, Theorem V.1.19]. The
von Neumann algebra W is said to be finite, infinite, properly infinite, or purely
infinite according to the property of the identity [44, Definition V.1.16].
A celebrated result due to R.V. Kadison (see [28]) states that a norm one element
e in a C∗-algebra A is an extreme point of the closed unit ball of A if and only if e
is a maximal partial isometry (i.e. a complete tripotent in the terminology of this
note). In a general C∗-algebra there might exist extreme points of its closed unit
ball which are not unitary elements.
Finite von Neumann algebras were geometrically characterized by H. Choda, Y.
Kijima, and Y. Nakagami, in the following terms: A von Neumann algebra W is
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finite if and only if all the extreme points of its closed unit ball are unitary (see [13,
Theorem 2] or [39, Proof of Theorem 4] in the case of AW∗-algebras). Consequently,
the following statements are equivalent:
(a) A projection p in W is finite;
(b) Every extreme point of the closed unit ball of pWp is a unitary in the latter
von Neumann algebra.
The aim of this paper is to investigate the phenomenon of finiteness in the wider
setting of JBW∗-triples. In JBW∗-triples there is no natural notion of projection,
so we will deal with tripotents which generalize partial isometries in von Neumann
algebras. The equivalence between statements (a) and (b) above is the motivation
for our definition of finite tripotents.
G. Horn and E. Neher established in the eighties a milestone result in the struc-
ture theory of JBW∗-triples. These results offer a concrete clasification of JBW∗-
triples as ℓ∞-sums of type I and continuous JBW∗-triples. Making use of the
Murray-von Neumann classification of W∗-algebras and Jordan JBW∗-algebras the
continuous part is further classified into JBW∗-triples of types II1, II∞, and III
(see [25, 26] and the concrete description below). By using the notion of finiteness
we modify and refine this representation result.
The paper is organized as follows.
In the remaining part of the introduction we provide a basic background on
JB∗-triples, JBW∗-triples and tripotents, including the representation theory of
JBW∗-triples due to Horn and Neher.
In Section 2 we collect properties of three natural preorders on the set of all
tripotents of a JB∗-triple. They include the standard partial order on tripotents
and two more weaker preorders denoted by ≤2 and ≤0. Note that the preorder ≤2
was used in [20, 19] without introducing a notation.
In Section 3 we introduce the notion of finiteness of tripotents and JBW∗-triples
and establish basic properties and characterizations.
Sections 4, 5 and 6 are devoted to the study of the three preorders and finiteness
in the individual summands from the representation recalled in the introductory
section.
Section 7 contains a synthesis of the results, and a refined representation of
JBW∗-triples. We also include explanation of the relationship of finiteness to mod-
ularity which turns out to be its stronger version.
1.1. JB∗-triples. A JB∗-triple is a complex Banach space E equipped with a con-
tinuous mapping {·, ·, ·} : E3 → E (called triple product) which is symmetric and
bilinear in the outer variables and conjugate linear in the second variable and sat-
isfies, moreover, the following properties:
(a) {x, y, {a, b, c}} = {{x, y, a} , b, c} − {a, {y, x, b} , c} + {a, b, {x, y, c}} for any
x, y, a, b, c ∈ E (Jordan identity);
(b) For any a ∈ E the operator L(a, a) : x 7→ {a, a, x} is hermitian with non-
negative spectrum;
(c) ‖{x, x, x}‖ = ‖x‖3 for x ∈ E.
Let us recall that an operator T on a Banach space is hermitian if
∥∥eiαT∥∥ = 1 for
each α ∈ R.
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By [11, Fact 4.1.41] any C∗-algebra is a JB∗-triple when equipped with the triple
product
(1) {a, b, c} = 1
2
(ab∗c+ cb∗a).
The same formula defines a triple product on B(H,K), the space of bounded linear
operators between two complex Hilbert spaces. More generally, any closed subspace
of a C∗-algebra which is stable under the above-defined triple product, is a JB∗-
triple (cf. [11, Fact 4.1.40]). However, there are some JB∗-triples which are not of
this form (exceptional JB∗-triples, see, e.g., [12, Theorem 7.1.11]).
JB∗-triples are introduced and employed to formulate and prove a Riemann
mapping theorem for infinite-dimensional complex Banach spaces (see [34, Theorem
5.4]). Moreover, in JB∗-triples the metric structure and the algebraic structure
determine each other, i.e., a linear bijection between two JB∗-triples is an isometry
if and only if it is a triple-isomorphism (i.e., it preserves the triple product) – see
[32, Proposition 5.4].
A JB∗-triple which is a dual Banach space is called a JBW∗-triple. Any JBW∗-
triple has a unique predual and the triple product is weak∗-to-weak∗ separately
continuous (cf. [4]). Preduals of JBW∗-triples share many properties of von Neu-
mann algebra preduals, the latter are often called non-commutative L1 spaces. This
is illustrated, among others, by recent structure results [6, 7, 8, 20].
In the investigation of von Neumann algebras, one of the key tools is the study
of projections. Projections in a von Neumann algebra form a complete lattice
and are used, among others, to classify von Neumann algebras, cf. [44, Chapter
V]. In a JB∗-triple there is no natural order structure and no natural notion of
projection. Instead, an important role is played by tripotents, i.e., elements u
satisfying u = {u, u, u}. In a C∗-algebra a tripotent is just a partial isometry.
1.2. Basic facts on tripotents. Let E be a JB∗-triple and let u ∈ E be a tripo-
tent. Then the operator L(u, u) (recall that it is defined by L(u, u)x = {u, u, x} for
x ∈ E) has eigenvalues contained in the set {0, 12 , 1} (see [11, Fact 4.2.14]). This
inspires the definition of the Peirce subspaces
Ej(u) =
{
x ∈ E; {u, u, x} = j
2
x
}
for j = 0, 1, 2.
It is known that E = E2(u) ⊕ E1(u) ⊕ E0(u) and that the canonical projections
(called Peirce projections and denoted by Pj(u), j = 0, 1, 2) have norm one at most
one (see [18, Corollary 1.2]).
Moreover, it is easy to check, that
(2) {Ej(u), Ek(u), El(u)} ⊂ Ej−k+l(u),
where the right-hand side is defined to be {0} if j − k + l /∈ {0, 1, 2}. Moreover, it
is known (but not obvious) that
(3) {E2(u), E0(u), E} = {E0(u), E2(u), E} = {0} (cf. [37]).
The two above rules are known, and will be referred to, as the Peirce arithmetics
or the Peirce calculus. It easily follows that Ej(u) is a JB
∗-subtriple of E for
j = 0, 1, 2.
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The following formulas for the Peirce projections may be easily deduced from
the definitions.
(4)
P2(u)x = 2L(u, u)
2x− L(u, u)x,
P1(u)x = 4(L(u, u)x− L(u, u)2x),
P0(u)x = x− 3L(u, u)x+ 2L(u, u)2x.
Another useful formula for P2(u) is
(5) P2(u)x = Q(u)
2x where Q(u)x = {u, x, u} for x ∈ E,
see [11, Lemma 4.2.20]
A tripotent u is called complete (or maximal) if E0(u) = {0} and it is called
unitary if E = E2(u). Further, a nonzero tripotent e is called minimal if E2(e) has
dimension one, i.e., if E2(e) = Ce.
In a JB∗-triple there need not be any complete tripotents (in fact, there need not
be any nonzero tripotent, take for example the non-unital C∗-algebra C0(R)); but
in a JBW∗-triple there is an abundance of complete tripotents, as they are exactly
the extreme points of the unit ball (see [9, Lemma 4.1] and [36, Proposition 3.5]).
On the other hand, JBW∗-triples need not contain any unitary element. For
example, the space of 1 × 2 complex matrices (with the structure of the space of
linear functionals on the two-dimensional Hilbert space equipped with the triple
product given in (1)) is a JBW∗-triple without unitary elements. In fact, JB∗-
triples with a unitary element are just the triples coming from unital JB∗-algebras
[11, Theorem 4.1.55]. This relationship is explained in the next subsection.
1.3. JB∗-triples and JB∗-algebras. Recall that a Jordan Banach algebra is a
(real or complex) Banach space B equipped with a product ◦ satisfying the following
properties.
(a) (B, ◦) is a (possibly) non-associative real or complex algebra;
(b) x ◦ y = y ◦ x for x, y ∈ B;
(c) x2 ◦ (y ◦ x) = (x2 ◦ y) ◦ x for x, y ∈ B, where x2 = x ◦ x;
(d) ‖x ◦ y‖ ≤ ‖x‖ ‖y‖ for x, y ∈ B.
Further, a JB∗-algebra is a complex Jordan Banach algebra (B, ◦) equipped
moreover with an involution ∗ satisfying the condition
(e∗)
∥∥2(x ◦ x∗) ◦ x− x2 ◦ x∗∥∥ = ‖x‖3 for x ∈ B.
It is shown in [47, Lemma 4] (see also [11, Proposition 3.3.13]) that the involution
of every JB∗-algebra is an isometry.
A real counterpart is formed by JB-algebras. We recall that a JB-algebra is a
real Jordan Banach algebra (B, ◦) satisfying
(e) ‖x‖2 ≤ ∥∥x2 + y2∥∥ for x, y ∈ B.
It is known that a (unital) real Jordan Banach algebra is a JB-algebra if and only if
the norm closed (Jordan) subalgebra generated by a single element (and the unit)
is isometrically isomorphic to the self-adjoint part of a commutative C∗-algebra (cf.
[21, Proposition 3.2.6]).
JB-algebras and JB∗-algebras are closely related – the self-adjoint part of any
JB∗-algebra is a JB-algebra (cf. [21, Proposition 3.8.2] or [11, Corollary 3.4.3]) and,
conversely, any JB-algebra is of this form (see [46, Theorem 2.8] or [11, Theorem
3.4.8]).
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Any C∗-algebra becomes a JB∗-algebra if equipped with the Jordan product
x ◦ y = 12 (xy + yx). More generally, any closed subspace of a C∗-algebra which is
stable under involution and the Jordan product is a JB∗-algebra. A JB∗-algebra of
this form is called a JC∗-algebra. Similarly, a JC-algebra is the self-adjoint part of
a JC∗-algebra, or, equivalently, a closed Jordan subalgebra of the self-adjoint part
of a C∗-algebra.
There are some JB∗-algebras which are not JC∗-algebras (the so-called excep-
tional JB∗-algebras).
JB∗-algebras are closely related to JB∗-triples. On one hand, any JB∗-algebra
becomes a JB∗-triple when equipped with the triple product
(6) {x, y, z} = (x ◦ y∗) ◦ z + x ◦ (y∗ ◦ z)− (x ◦ z) ◦ y∗,
cf. [9, Theorem 3.3] or [11, Theorem 4.1.45]. Note that condition (e∗) from the
definition of a JB∗-algebra yields condition (c) from the definition of a JB∗-triple.
Conversely, if E is a JB∗-triple with a unitary element u, it becomes a unital
JB∗-algebra when equipped with the operations
(7) x ◦ y = {x, u, y} and x∗ = {u, x, u} for x, y ∈ E,
see [11, Theorem 4.1.55].In this case u is the unit of this JB∗-algebra (i.e., u◦x = x
for x ∈ E).
Note that while the triple product is uniquely determined by the structure of a
JB∗-algebra, the converse is not true. The Jordan product and involution depend
on the choice of the unitary element u. Therefore, we denote these operations by ◦u
and ∗u (instead of ◦ and ∗ as in (7)) whenever we need to stress this dependence.
In particular, if u is any (nonzero) tripotent in a JB∗-triple E, then u is unitary
in the subtriple E2(u). Thus E2(u) may be viewed as a unital JB
∗-algebra with
the above operations. The properties of the JB∗-algebra E2(u) somehow reflect
the properties of u. In particular, a tripotent u is called abelian if the JB∗-algebra
E2(u) is associative. In this case it is even an abelian C
∗-algebra (this easily follows
from the axioms). Obviously, any minimal tripotent is abelian.
Similarly as for triples, a JBW∗-algebra (JBW-algebra) is a JB∗-algebra (JB-
algebra, respectively) which is a dual Banach space. The predual is again unique
and, moreover, JBW-algebras are precisely self-adjoint parts of JBW∗-algebras.
Finally, a JW∗-algebra is a weak∗-closed Jordan-∗ subalgebra of a von Neumann
algebra, and a JW-algebra is a weak∗-closed Jordan subalgebras of the self-adjoint
part of a von Neumann algebra (or, equivalently, the self-adjoint part of a JW∗-
algebra).
1.4. Ideals and direct summands of JB∗-triples. A linear subspace I of a
JB∗-triple E is said to be an ideal if {I, E,E} ⊂ I and {E, I, E} ⊂ I (see [24]).
Further, I is said to be a direct summand of E if there is a linear subspace J ⊂ E
such that
(i) I ∩ J = {0} and E = I + J ;
(ii) {a1 + b1, a2 + b2, a3 + b3} = {a1, a2, a3} + {b1, b2, b3} whenever a1, a2, a3 ∈ I
and b1, b2, b3 ∈ J .
It is clear that in this case both I and J are ideals. Conversely, if I and J are
ideals satisfying (i), then (ii) is also satisfied. Hence, it follows from [24, Lemma
4.3] that any direct summand of a JB∗-triple is closed and any direct summand of
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a JBW∗-triple is weak∗-closed. Moreover, [24, Lemma 4.3 and 4.4] shows that in
this case we have M = I ⊕ℓ∞ J (see also [12, Facts 5.7.23 and 5.7.24]).
Further observe, that if I is a direct summand of E, the subspace J from the def-
inition is uniquely determined. Indeed, this is an easy consequence of [12, Lemma
5.7.22] using the previous paragraph. Hence, to any direct summand I we may as-
sociate the canonical projection of E onto I (along J). Let us denote this projection
by PI .
The following easy proposition provides an alternative characterization of direct
summands. Its proof follows from the preceding comments and from the fact that
every direct summand is weak∗-closed and contains a complete tripotent.
Proposition 1.1. Let M be a JBW∗-triple and let I ⊂M be a linear subspace.
(a) I is a direct summand of M if and only if there is a tripotent u ∈M such that
I =M2(u) +M1(u) and {M1(u),M2(u),M1(u)} = {M0(u),M1(u),M} = {0};
(b) I is a direct summand of M isomorphic to a JBW∗-algebra if and only if there
is a tripotent u ∈M such that
I =M2(u) and M1(u) = {0}.
Proof. See [5, Lemma 3.12]. 
1.5. Representation of JBW∗-triples. In this subsection we recall the represen-
tation of JBW∗-triples provided by [25, 26]. We start by recalling some terminology
from von Neumann algebras.
A projection p in a von Neumann algebra W is said to be abelian if pWp is
commutative [41, Definition 2.2.6]. Observe that a projection is abelian if and only
if it is abelian as a tripotent. A von Neumann algebra is said to be of type I or
discrete if every nonzero (central) projection contains a nonzero abelian subpro-
jection. (Equivalence of the two definitions follows from [43, Corollary 4.20].) A
von Neumann algebra having no nontrivial discrete von Neumann algebra as a di-
rect summand (or, equivalently, having no nonzero abelian projection) is said to be
continuous (see [41, Definition 2.2.9]).
Motivated by the notions in von Neumann algebra theory, a JBW∗-triple M is
said to be of type I (respectively, continuous) if it coincides with the weak∗ closure
of the span of all its abelian tripotents (respectively, it contains no non-zero abelian
tripotents) (cf. [25, 26]).
Due to the results of [25, 26] any JBW∗-tripleM may be represented in the form
(8)
 ℓ∞⊕
j∈J
Aj⊗Cj
⊕ℓ∞ H(W,α)⊕ℓ∞ pV,
where the Aj ’s are abelian von Neumann algebras, the Cj ’s are Cartan factors, W
and V are continuous von Neumann algebras, p ∈ V is a projection, α is a linear
involution on W commuting with ∗ and H(W,α) = {x ∈ W ; α(x) = x}. The first
ℓ∞-sum between brackets in (8) identifies with the type I part of M , while the last
two summands give a concrete representation of the continuous part of M.
Let us explain this representation a bit. There are six types of Cartan factors,
details on them can be found in [37, 33, 35] and the precise definitions will be
recalled below in Section 4 (type 1), Subsection 5.3 (type 2 and 3) and Section 6
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(type 4, 5, 6). If Cj is a Cartan factor of type 1–4, it can be represented as a weak
∗-
closed JB∗-subtriple of a von Neumann algebra Mj. In this case Aj⊗Cj is defined
as the weak∗-closure of the algebraic tensor product Aj ⊗ Cj in the von Neumann
tensor product Aj⊗Mj (see [44, Section IV.1]). If Cj is a Cartan factor of type 5
or 6, it has finite dimension and Aj⊗Cj is defined as the completed injective tensor
product (see [40, Chapter 3]).
Further, by [14, Theorem 6.4.1] any abelian von Neumann algebra A can be
represented as
A =
⊕
λ∈Λ
L∞(µα),
where each µα is a Radon probability measure on a (hyperstonean) compact space
Lα such that the algebraC(Lα) of continuous functions on L is canonically isometric
to L∞(µα). Hence we may and shall assume that each Aj is of the form of an
individual summand, i.e.,
Aj = C(Lj) = L
∞(µj),
where Lj is a compact space, µj a Radon probability on Lj and C(Lj) = L
∞(µj).
Hence, if Cj is a Cartan factor of type 5 or 6, by [40, Section 3.2] we have
Aj⊗Cj = C(Lj , Cj) = L∞(µj , Cj),
in particular the predual can be expressed as
(Aj⊗Cj)∗ = L1(µj , (Cj)∗) = L1(µj , C∗j ).
Indeed, since Cj is finite-dimensional, by [16, Theorem IV.1.1] we deduce that
L1(µj , C
∗
j )
∗ = L∞(µj , Cj) and we conclude by uniqueness of the predual of a JBW∗-
triple.
If Cj is a Cartan factor of type 1–4, we also have
(Aj⊗Cj)∗ = L1(µj , (Cj)∗).
This follows from [8, Proposition 4.8] and [40, Example 2.19]. Hence, in case Cj is
reflexive, it follows from [16, Theorem IV.1.1] that Aj⊗Cj = L∞(µj , Cj). If Cj is
not reflexive, the representation is more complicated.
The previous two paragraphs yield in particular the following observation.
Lemma 1.2. Let C be a reflexive Cartan factor. Then L∞(µ)⊗C is canonically
isometric to L∞(µ,C) for any probability measure µ.
Let us remark that some modified versions of the representation (8) were used
in [8, Remark 5.4], [20, Sections 9 and 10] or in [19]. In Theorem 7.1 below we give
a refined version of this representation.
2. Three preorders on the set of tripotents
In this section we define three basic preorders on the set of tripotents and collect
their properties. We start by the definition of orthogonality of tripotents, so we
recall that two tripotents e, u in a JB∗-triple E are orthogonal (denoted by e ⊥ u)
if u ∈ E0(e) (i.e., {e, e, u} = 0). The following lemma gathers some equivalent
reformulations.
Lemma 2.1. Let E be a JB∗-triple, and let e, u be two tripotents in M . The
following assertions are equivalent:
(1) e ⊥ u;
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(2) e ∈ E0(u);
(3) E2(u) ⊂ E0(e) and E2(e) ⊂ E0(u);
(4) P2(u)P0(e) = P0(e)P2(u) = P2(u) and P0(u)P2(e) = P2(e)P0(u) = P2(e);
(5) L(e, u) = 0;
(6) L(u, e) = 0;
(7) Both u+ e and u− e are tripotents.
Proof. The equivalences are essentially known in the literature. More precisely, the
equivalence of the assertions (1)–(6) follows by the Peirce calculus (see, e.g., [37,
Lemma 3.9] for the equivalence of (1), (2), (5), (6) and [20, Proposition 6.7] for the
equivalence of (1)–(4)).
The equivalence between (1) and (7) is proved in [27, Lemma 3.6] even in the
more general setting of real JB∗-triples. (Note that (1)⇒ (7) follows already from
[37, Lemma 3.9] applied to the pairs u, e and u, −e; and that every JB∗-triple is a
real JB∗-triple with the same set of tripotents.) 
We present next the definition of three basic preorders on the set of tripotents.
Let E be a JB∗-triple and let e, u ∈ E be two tripotents. We say that
• u ≤ e if e− u is a tripotent orthogonal to u;
• u ≤2 e if u ∈ E2(e);
• u ≤0 e if E0(e) ⊂ E0(u).
Here ≤ is the standard partial order on tripotents used in [18] (and references
therein), ≤2 is the preorder used in [20, Sections 6 and 7] and [19]. The relation ≤0
is newly defined. It is related to the ordering of the seminorms defining the strong∗
topology (cf. [19, §3] and [20, §6.3 and 6.4]).
The relation ≤ is a partial order – it is well known and it will be recalled below.
Relations≤2 and≤0 are preorders – reflexive and transitive, but not antisymmetric.
The reflexivity is obvious, the transitivity of ≤0 is clear, that of ≤2 is proved below.
If u ≤2 e and e ≤2 u, we will write u ∼2 e. In [15, Remark 1.3] tripotents e, u
satisfying u ∼2 e are called “equivalent”. If u ≤2 e and e 6≤2 u, we write u <2 e.
The relations ∼0 and <0 have the analogous meaning.
The following proposition summarizes characterizations of the relation≤2 proved
in [20, Proposition 6.4]. (Note that the implication (1) ⇒ (3) is proved already in
[24, Lemma 1.14(1)].)
Proposition 2.2. Let E be a JB∗-triple and e, u be two tripotents in E. The
following assertions are equivalent:
(1) u ≤2 e;
(2) P2(u)P2(e) = P2(e)P2(u) = P2(u), P1(u)P1(e) = P1(e)P1(u) and P0(u)P0(e) =
P0(e)P0(u) = P0(e);
(3) E2(u) ⊂ E2(e) and E0(e) ⊂ E0(u);
(4) E2(u) ⊂ E2(e).
The next proposition provides a characterization of the equivalence relation ∼2.
Proposition 2.3. Let E be a JB∗-triple. Then ≤2 is a preorder on the set of all
tripotents in E. Moreover, given tripotents e, u ∈ E the following assertions are
equivalent:
(1) u ∼2 e;
(2) E2(e) = E2(u);
FINITE TRIPOTENTS AND FINITE JBW∗-TRIPLES 9
(3) The Peirce decompositions induced by e and u coincide (i.e., Pj(e) = Pj(u) for
all j = 0, 1, 2);
(4) L(e, e) = L(u, u).
Proof. Using the condition (4) of Proposition 2.2 it follows that ≤2 is a preorder.
The equivalence of (1), (2) and (3) is proved in [20, Proposition 6.5] (it follows
already from [24, Lemma 1.14(2)]).
(3)⇒ (4) Observe that
L(e, e)x = P2(e)x+
1
2
P1(e)x, x ∈ E,
and a similar formula holds for L(u, u).
(4)⇒ (3) This is obvious. 
Now we collect characterizations of the standard order on tripotents.
Proposition 2.4. Let u, e be two tripotents in a JB∗-triple E. The following
assertions are equivalent.
(i) u ≤ e;
(ii) u = {u, e, u};
(iii) u = {u, u, e};
(iv) u = P2(u)e;
(v) L(e− u, u) = 0;
(vi) L(u, e− u) = 0;
(vii) u is a projection in the JB∗-algebra E2(e);
(viii) E2(u) is a JB
∗-subalgebra of E2(e).
Proof. The equivalence between (i) and (iv) and (i) and (vii) are established in
[18, Corollary 1.7] and [5, Lemma 3.5(i)], respectively. The other equivalences are
part of the folklore in JB∗-triples theory. For the sake of self-containing, we shall
revisit the remaining implications.
The implications (i) ⇒ (v)&(vi) follow from the definition (using Lemma 2.1).
The implication (viii)⇒ (vii) is obvious.
(vi)⇒ (ii) If L(u, e− u) = 0, then in particular
0 = {u, e− u, u} = {u, e, u} − {u, u, u} = {u, e, u} − u.
(v)⇒ (iii) If L(e− u, u), then in particular
0 = {e− u, u, u} = {e, u, u} − {u, u, u} = {u, u, e} − u.
(ii)⇒ (iv) Note that (ii) means that u = Q(u)e and P2(u) = Q(u)2, so, assum-
ing (ii) we have
P2(u)e = Q(u)
2e = Q(u)u = u.
(iii) ⇒ (iv) Note that (iii) means that u = L(u, u)e and P2(u) = 2L(u, u)2 −
L(u, u), this assuming (iii) we have
P2(u)e = 2L(u, u)
2e− L(u, u)e = 2L(u, u)u− u = 2u− u = u.
(i) ⇒ (viii) It follows from Peirce arithmetic that E2(u) ⊂ E2(e) and e − u ⊥
E2(u). Given x, y ∈ E2(u) we have
x ◦e y = {x, e, y} = {x, e − u+ u, y} = {x, u, y} = x ◦u y,
and
x∗e = {e, x, e} = {e− u+ u, x, e− u+ u} = {u, x, u} = x∗u .
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
The following proposition collects some more properties of the relation ≤.
Proposition 2.5. Let E be a JB∗-triple. The relation ≤ is a partial order on the
set of all tripotents in E. Moreover, given tripotents u, v, e ∈ E the following holds.
(a) If u ≤ e, then αu ≤ αe for any complex unit α;
(b) If u ≤ e, v ≤ e and u, v are orthogonal, then u+ v ≤ e.
Proof. All the properties follow using proper conditions from Proposition 2.4. More
precisely, using the condition (viii) we see that ≤ is indeed a partial order. Assertion
(a) follows for example using condition (ii).
Let us prove assertion (b). If u, v are orthogonal, u + v is a tripotent by
Lemma 2.1. Moreover,
{u+ v, u+ v, e} = {u, u, e}+ {u, v, e}+ {v, u, e}+ {v, v, e} = u+ v,
where we used condition (iii) of Proposition 2.4 and Lemma 2.1. 
If E is a JB∗-triple and B ⊂ E is a JB∗-subtriple, it does not matter whether
the relations ≤ and ≤2 for tripotents in B are considered in B or in E. For the
relation ≤0 this is more complicated as witnessed by the following proposition.
Proposition 2.6. Let E be a JB∗-triple, B ⊂ E its JB∗-subtriple and u, e ∈ B
two tripotents. Then the following holds.
(a) If u ≤0 e in E, then u ≤0 e in B;
(b) It may happen that u ∼0 e in B and u and e are incomparable for ≤0 in E;
(c) It may happen that u <0 e in B and u and e are incomparable for ≤0 in E.
(d) It may happen that u ∼0 e in B and u <0 e in E.
Proof. (a) This is obvious, as B0(e) = B ∩ E0(e) and B0(u) = B ∩ E0(u).
(b) Let E =M2 and let B be formed by the matrices with zero second row. Set
e =
(
1 0
0 0
)
, u =
(
0 1
0 0
)
.
Then both e and u are complete tripotents in B, thus B0(e) = B0(u) = {0}.
However, E0(e) and E0(u) are clearly incomparable.
(c) Let E =M3 and let B be formed by the matrices with zero third row. Set
e =
1 0 00 1 0
0 0 0
 , u =
0 0 10 0 0
0 0 0
 .
Then e, u ∈ B are tripotents, e is complete and u is not. Thus u <0 e in B.
However, E0(e) and E0(u) are clearly incomparable.
(d) Let H = ℓ2 and let (ξn) denote the canonical orthonormal basis. Let E =
B(H). Define e to be the forward shift and B = E2(e). Let u be the projection
onto span{ξn; n ≥ 2}. Then e, u ∈ B, e is unitary in B and u is complete in B.
Thus u ∼0 e in B.
On the other hand, e is complete in E, but u is not complete in E. Thus u <0 e
in E. 
Proposition 2.7. Let E be a JB∗-triple and u, e ∈ E be two tripotents. Then
u ≤ e⇒ u ≤2 e⇒ u ≤0 e.
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If E is a JB∗-algebra and u, e ∈ E are projections, then all three relations are
equivalent.
In general, the converse implications fail. The converse of the first implication
fails even in C, the converse to the second one fails for example in the triple of 1×2
complex matrices or in B(H) if dimH =∞.
Proof. The implication u ≤ e⇒ u ≤2 e is obvious. The implication u ≤2 e⇒ u ≤0
e follows using Proposition 2.2(3).
Let us continue by showing some counterexamples to converse implications. In
C we have −1 ∼2 1, but −1 6≤ 1. In the space of 1 × 2 matrices the tripotents
e = (1, 0) and u = (0, 1) are both complete, hence e ∼0 u. However, their Peirce-2
subspaces are incomparable. Similarly, if dimH = ∞, then there is an isometry
u : H → H which is not onto. Then u is a complete tripotent, hence u ∼0 1 (where
1 is the identity, i.e., the unit of B(H)). However, since 1 is unitary and u not, we
have 1 6≤2 u (in fact u <2 1).
Finally, assume that E is a JB∗-algebra and u, e ∈ E are projections such that
u ≤0 e.
Assume first that E is unital. Then 1 − e ∈ E0(e) ⊂ E0(u), so L(1 − e, u) =
0 by Lemma 2.1. Further, as 1 − u ∈ E0(u), another use of Lemma 2.1 yields
L(1−u, u) = 0. By subtracting we get L(e−u, u) = 0, so u ≤ e by Proposition 2.4.
If E is not unital, we pass to the bidual. Recall that E∗∗ is a JBW∗-algebra,
hence it is unital. Moreover, u and e are projections in E∗∗.
Observe E0(u) is weak
∗ dense in E∗∗0 (u). Indeed, fix any x
∗∗ ∈ E∗∗0 (u). By
Goldstine theorem there is a (bounded) net xν in E weak
∗-converging to x∗∗. Since
P0(u) (acting on E
∗∗) is weak∗-to-weak∗ continuous, we deduce that P0(u)xν weak∗
converges to P0(u)x
∗∗ = x∗∗. Since P0(u)xν ∈ E0(u) for each ν the density follows.
The same holds for e. Since the Peirce-0 subspaces in E∗∗ are weak∗-closed, the
inclusion E0(e) ⊂ E0(u) implies E∗∗0 (e) ⊂ E∗∗0 (u), i.e., u ≤0 e also in E∗∗. Since
E∗∗ is unital, we deduce that u ≤ e. 
The following proposition on tripotents in a direct sum of JB∗-triples is obvious.
Proposition 2.8. Let (Ej)j∈J be a family of JB∗-triples. Set E =
ℓ∞⊕
j∈J
Ej . Then
the following holds.
(1) E is a JB∗-triple with the triple product defined coordinatewise.
(2) (uj)j∈J is a tripotent in E if and only if uj is a tripotent in Ej for each j ∈ J .
(3) Let (uj)j∈J and (ej)j∈J be two tripotents in E and let R be any of the relations
⊥,≤,≤2,≤0,∼2,∼0. Then
(uj)j∈JR(ej)j∈J ⇔ ∀j ∈ J : ujRej.
We finish this section by the following proposition on Lebesgue-Bochner L∞
spaces.
Proposition 2.9. Let E be a reflexive JB∗-triple and let µ be a probability measure.
Let M = L∞(µ,E).
(1) M is a JBW∗-triple with the triple product defined pointwise (µ-a.e.).
(2) u ∈M is a tripotent if and only if u(ω) is a tripotent in E for µ-a.a. ω.
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(3) Let u,v ∈M be two tripotents and let R be any of the relations ⊥,≤, ≤2, ≤0,
∼2, ∼0. Then
uRv ⇔ u(ω)Rv(ω) µ-a.e.
Proof. (1) It is easy to observe that M is indeed a JB∗-triple. Moreover, since E
is reflexive, L∞(µ,E) is the dual of L1(µ,E∗) (by [16, Theorem IV.1.1]), hence M
is a JBW∗-triple.
Assertions (2) and (3) now easily follow. 
3. Notion of finiteness in JBW∗-triples
In this section we define and analyze the notion of finite tripotent. Let us start by
recalling similar notions for projections (cf. [44, Definition V.1.15] or [29, Definition
6.3.1]; the first notion has already been mentioned in the introduction).
Let M be a von Neumann algebra. A projection p ∈M is
• finite if any projection q ≤ p such that p ∼ q is equal to p;
• infinite if it is not finite;
• properly infinite if p 6= 0 and zp is infinite whenever z is a central projection
such that zp 6= 0.
In the following lemma we collect some known results on finite and properly
infinite projections.
Lemma 3.1. Let M be a von Neumann algebra.
(a) If p ∈M is a finite projection, then any projection q ≤ p is again finite.
(b) If p ∈M is an infinite projection, then there is a central projection z ∈M such
that zp is properly infinite and (1− z)p is finite.
(c) If p ∈M is a properly infinite projection, then there is a projection q ≤ p with
q ∼ p− q ∼ p.
(d) If p ∈ M is a properly infinite projection, then p = ∑n pn, where (pn) is a
sequence of mutually orthogonal projections equivalent to p.
(e) If (qn) is an orthogonal sequence of mutually equivalent nonzero projections,
then
∑
n qn is properly infinite.
Proof. (a) This follows for example from [29, Proposition 6.3.2].
(b) This is proved in [29, Proposition 6.3.7].
(c) This follows from [29, Proposition 6.3.3] or from [44, Proposition V.1.36].
(d) This is proved in [41, Proposition 2.2.4].
(e) This fact is part of the folklore of the theory of finite projections. Let us
indicate the proof for the sake of completeness.
Set p =
∑
n qn. Assume that z ∈ M is a central projection with zp 6= 0. Then
(zqn) is an orthogonal sequence of mutually equivalent projections with sum zp.
By [43, Proposition 4.2] we deduce that zp− zq1 ∼ zp, hence zp is infinite. Thus p
is properly infinite. 
The notion of equivalence of projections cannot be generalized to JBW∗-triples
as there is no notion of projection. It cannot be generalized to JBW∗-algebras either
as there is no easy relationship between projections and tripotents. Note that the
notions of final and initial projections strongly use the associative structure of the
von Neumann algebra. However, the notion of finiteness can be naturally carried
over. As we reminded in the introduction, a von Neumann algebraW is finite if and
only if all the extreme points of its closed unit ball are unitary (see [13, Theorem
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2]). We can therefore conclude that a projection p in W is finite if and only if each
extreme point of the closed unit ball of pWp is a unitary. This is the starting point
for our definition of finite tripotents.
Let M be a JBW∗-triple and e ∈M be a tripotent. We say that e is
• finite if any tripotent u ∈ M2(e) which is complete in M2(e) is already
unitary in M2(e);
• infinite if it is not finite;
• properly infinite if e 6= 0 and for each direct summand I of M the tripotent
PIe is infinite whenever it is nonzero.
If any tripotent in M is finite, we say that M itself is finite. Further, if M is not
finite, it is called infinite. Finally, M is properly infinite if each nonzero direct
summand is infinite.
The following lemma contains some basic facts on finite tripotents.
Lemma 3.2. Let M be a JBW∗ triple.
(a) If M is a von Neumann algebra, the two notion of finiteness coincide for pro-
jections;
(b) Let e ∈ M be a finite tripotent and u ∈ M2(e) any tripotent. Then there is a
tripotent v ∈M such that u ≤ v and v ∼2 e;
(c) If e ∈M is a finite tripotent, then any tripotent u ∈M2(e) is also finite in M;
(d) Let M be a finite JBW∗-algebra and u ∈ M any tripotent. Then there is a
unitary element v ∈M such that u ≤ v.
(e) Any abelian tripotent is finite.
Proof. (a) As we commented in the introduction (see page 2) this statement is a
consequence of [13, Theorem 2] and the fact that the extreme points of the closed
unit ball of a C∗-algebra are precisely the complete tripotents [28].
(b) If u ∼2 e, we can take v = u. So, assume u <2 e. Since u is not unitary in
M2(e), it is not complete, so M0(u) ∩M2(e) is a nontrivial JBW∗-subtriple of M .
Let w be any complete tripotent in this subtriple. Then v = u + w is a tripotent
complete in M2(e), thus unitary in M2(e) (because e is finite), i.e., v ∼2 e.
(c) Assume that e is a finite tripotent and u ∈M2(e) is a tripotent. Let v be the
tripotent provided by (c). Since M2(v) =M2(e), v is finite. Hence, up to replacing
e by v, we may assume that u ≤ e.
Take a complete tripotent r ∈ M2(u). Since u ⊥ e − u and r ≤2 u, by Proposi-
tion 2.2 we see that
e− u ∈M0(u) ⊂M0(r),
hence e− u ⊥ r, thus e− u+ r is a tripotent. Moreover,
M2(e) ∩M0(e− u+ r) ⊂M2(e) ∩M0(e− u) ∩M0(r) =M2(u) ∩M0(r) = {0}
as r is complete in M2(u). It follows that e − u + r is complete in M2(e). Since e
is finite, e− u+ r is even unitary in M2(e). Hence for any x ∈M2(u) we have
x = {e− u+ r, e− u+ r, x} = {e − u, e− u, x}+ {r, r, x} = {r, r, x} .
Therefore r is unitary in M2(u), which completes the proof.
(d) This follows from (b) applied to e = 1.
(e) If e is an abelian tripotent in a JBW∗-triple M , then M2(e) is triple-
isomorphic to an abelian von Neumann algebra, hence e is finite by (a). 
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We recall that JB∗-triples admitting a unitary tripotent are in one-to-one cor-
respondence with unital JB∗-algebras (cf. [11, Theorem 4.1.55]). Our next result
shows how the preorders ≤2 and ≤0 can be also employed to characterize finite
JBW∗-algebras among JBW∗-triples.
Proposition 3.3. Let M be a JBW∗-triple. The following assertions are equiva-
lent.
(i) The preorders ≤2 and ≤0 coincide for tripotents in M ;
(ii) Any complete tripotent in M is unitary;
(iii) M is (triple-isomorphic to) a finite JBW∗-algebra.
Proof. (i) ⇒ (ii) If (ii) is not satisfied, then M admits a complete non-unitary
tripotent e. Fix a tripotent v ∈M1(e) and let u be a complete tripotent in M with
u ≥ v (cf. [24, Lemma 3.12(1)]). Then u ∼0 e (as both tripotents are complete)
but u 6≤2 e (as v ∈M2(u) \M2(e)).
(ii) ⇒ (iii) It follows from (ii) that there is a unitary tripotent e ∈ M . Hence
M is triple-isomorphic to the JBW∗-algebra M2(e). Since e is finite by definition,
Lemma 3.2(c) shows that any tripotent inM is finite. This completes the argument.
(iii) ⇒ (i) Assume that u, e ∈ M are tripotents. Fix unitary tripotents u˜ ≥ u
and e˜ ≥ e. They exist due to Lemma 3.2(d).
Observe that e˜− e is a tripotent with
M2(e˜− e) =M0(e) and M0(e˜− e) =M2(e).
Indeed, since e˜ is unitary, we can assume without loss of generality that e˜ = 1 and
e is a projection (up to replacing operations ◦ and ∗ by ◦e and ∗e). In this case
{e, e, x} = e ◦ x for x ∈M . Thus
x ∈M2(1− e)⇔ x = (1− e) ◦ x⇔ e ◦ x = 0⇔ x ∈M0(e)
and similarly for the second equality.
Analogous equalities hold for u and u˜− u. Thus
u ≤0 e⇔M0(e) ⊂M0(u)⇔M2(e˜ − e) ⊂M2(u˜ − u)⇔ e˜− e ≤2 u˜− u
⇒M0(u˜ − u) ⊂M0(e˜− e)⇔M2(u) ⊂M2(e)⇔ u ≤2 e,
where we used definitions and Proposition 2.2. It follows that u ≤0 e⇒ u ≤2 e. 
Proposition 3.4. Any finite-dimensional JBW∗-triple is finite.
Proof. LetM be a finite-dimensional JBW∗-triple. IfM is not finite, then there is a
tripotent e ∈M which is not finite. ThenM2(e) is not finite either. Hence, without
loss of generality assume that M is a finite-dimensional JBW∗-algebra. If it is not
finite, there is a complete non-unitary tripotent u ∈ M . Let N denote the closed
unital Jordan-∗ subalgebra of M generated by u and the unit. By [20, Lemma
6.3] there is a complex Hilbert space H and a unital Jordan-∗ monomorphism
ψ : N → B(H) with ψ(u)∗ψ(u) = 1. Let A denote the C∗-algebra generated by
ψ(N) (equivalently, generated by ψ(u)). Let us show that A is finite-dimensional.
Since ψ(u)∗ψ(u) = 1,
A = span{ψ(u)k(ψ(u)∗)l; k, l ∈ N ∪ {0}} = span{ψ(x)ψ(y); x, y ∈ N}.
The second equality follows from the fact that ψ(u)k = ψ(uk) ∈ ψ(N) and also
(ψ(u)∗)l = ψ((u∗)l) ∈ ψ(N). Since N has finite dimension, it easily follows that
A has finite dimension as well. We deduce that ψ(u)ψ(u)∗ = 1 as well, hence
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u ◦ u∗ = 1, i.e., {u, u, 1} = 1, hence 1 ≤2 u. It follows that 1 ∼2 u, so u is unitary.
This contradiction completes the proof. 
Proposition 3.5. Let E be a finite-dimensional JBW∗ triple and let µ be a prob-
ability measure. Then L∞(µ,E) is a finite JBW∗-triple.
Proof. M = L∞(µ,E) is a JBW∗-triple by Proposition 2.9. Let us prove that
L∞(µ,E) is finite. We will use the characterization of the preorders from Proposi-
tion 2.9.
Assume that u,v ∈ L∞(µ,E) are two tripotents such that u is a complete
tripotent in M2(v). In particular, u ∈ M2(v), hence u(ω) ∈ E2(v(ω)) µ-a.e. The
completeness means that M2(v) ∩M0(u) = 0, hence P0(u)P2(v) = 0. It follows
that
P0(u(ω))P2(v(ω)) = 0 µ-a.e.,
hence u(ω) is a complete tripotent in E2(v(ω)) µ-a.e., hence by Proposition 3.4
u(ω) is unitary in E2(v(ω)) µ-a.e. Thus u is unitary in M2(v), which completes
the proof. 
Proposition 3.6. Let (Mj)j∈J be a family of JBW∗-triples. Set M =
ℓ∞⊕
j∈J
Mj.
Then a tripotent (ej)j∈J in M is finite if and only if ej is a finite tripotent in Mj
for each j ∈ J .
Proof. The ‘only if part’ follows from Lemma 3.2(c).
To show the ‘if part’ fix a tripotent (uj)j∈J complete in M2((ej)j∈J ). Then uj
is a complete tripotent in M2(ej) for each j. It follows that uj ∼2 ej for each j,
this (uj)j∈J ∼2 (ej)j∈J (cf. Proposition 2.8). 
4. Von Neumann algebras and their right ideals
In this section we will address triples of the form ℓ∞⊕
j∈J
Aj⊗Cj
⊕ℓ∞ pV,
where the Aj ’s are abelian von Neumann algebras, the Cj ’s are Cartan factors of
type 1, V is a continuous von Neumann algebra and p ∈ V is a projection.
Recall that a Cartan factor of type 1 is the space B(H,K) where H and K are
two complex Hilbert spaces (possibly with different dimensions) equipped with the
triple product given by (1).
Using this definition we can easily come to the following observation explained
for example after Example 9.1 in [20].
Observation 4.1. Let M be a JBW∗-triple of the above form Then M is triple-
isomorphic to a JBW∗-triple of the form qW , where W is a von Neumann algebra
and q ∈W is a projection.
Let V be a von Neumann algebra, p ∈ V a projection and M = pV . We
recall that tripotents in V are exactly partial isometries. If u ∈ V is a partial
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isometry, then pi(u) = u
∗u denotes the initial projection and pf(u) = uu∗ is the
final projection. In this case the Peirce projections are given by the formulas
P2(u)x = pf (u)xpi(u), P1(u)x = (1− pf (u))xpi(u) + pf (u)x(1− pi(u)),
P0(u)x = (1− pf (u))x(1 − pi(u))
for x ∈ V . Tripotents inM are partial isometries in V which belong toM , i.e., those
partial isometries u ∈ V such that pf(u) ≤ p. In this case the Peirce projections
(on M) are given by the formulas
P2(u)x = pf (u)xpi(u), P1(u)x = (p− pf (u))xpi(u) + pf (u)x(1 − pi(u)),
P0(u)x = (p− pf (u))x(1 − pi(u))
for x ∈M .
The next proposition collects few basic facts on tripotents in triples of the form
pV . We shall also need the following standard notation.
If A is an algebra (Banach algebra, C∗-algebra), we shall write Aop for the
opposite algebra obtained from the same elements and linear structure (norm and
involution), but with the multiplication performed in the reverse order.
Proposition 4.2. Let M = pV where V is a von Neumann algebra and p ∈ V is
a projection. Then the following assertions are true.
(a) M2(e) = V2(e) for any tripotent e ∈M .
(b) M2(e) is triple-isomorphic to a von Neumann algebra for any tripotent e ∈M .
(c) Any direct summand of M which is triple-isomorphic to a JBW∗-algebra is
triple-isomorphic to a von Neumann algebra.
(d) M is triple-isomorphic to a JBW∗-triple of the form W1 ⊕ℓ∞ qW2, where W1
and W2 are von Neumann algebras, q ∈ W2 is a projection and qW2 has no
nonzero direct summand triple-isomorphic to a JBW∗-algebra.
Proof. (a) It is clear that M2(e) = pf (e)Mpi(e) = pf (e)V pi(e) = V2(e).
(b) The mapping x 7→ xe is a linear isometry of the von Neumann algebra
pf(e)V pf(e) onto pf (e)V pi(e) = M2(e). Moreover this mapping is also a triple
isomorphism (this can be checked easily and it also follows from Kaup’s Banach-
Stone theorem [34, Proposition 5.5]).
(c) This follows from (b) and Proposition 1.1(b).
(d) Let (eγ)γ∈Γ be a maximal family of nonzero mutually orthogonal tripotents
such that M1(eγ) = 0 for each γ ∈ Γ. This family exists by Zorn’s lemma (it may
be also empty).
If Γ = ∅, we set W1 = 0, W2 = V and q = p. The relevant properties then follow
from Proposition 1.1(b).
If Γ 6= ∅, set e =∑γ∈Γ eγ . Then e ∈M is a tripotent and, moreover,M1(e) = 0.
(Note that M1(u) = 0 if and only if L(u, u)
2 = L(u, u) and this property easily
passes to sums of orthogonal families of tripotents.) Thus W1 = M2(e) is a direct
summand isomorphic to a JBW∗-algebra by Proposition 1.1(b), hence to a von
Neumann algebra by (c).
The orthogonal direct summand is then
M0(e) = (p− pf (e))V (1− pi(e)).
By the construction and Proposition 1.1(b) it admits no nonzero direct summand
isomorphic to a JBW∗-algebra. It remains to show that it can be represented as
qW2.
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By the comparability theorem [44, Theorem V.1.8] there is a central projection
z ∈ V such that
z(p− pf (e)) - z(1− pi(e)) and (1 − z)(1− pi(e)) - (1− z)(p− pf(e)).
It means that there are two partial isometries u, v ∈ V such that
pi(u) = z(p− pf (e)), pf (u) ≤ z(1− pi(e)),
pi(v) = (1− z)(1− pi(e)), pf (v) ≤ (1− z)(p− pf (e)).
Then zM0(e) = (p− pf (e))zV (1 − pi(e)) is isometric (hence triple-isomorphic) to
pf (u)(1− pi(e))zV (1− pi(e))
via the mapping x 7→ ux. Similarly, (1− z)M0(e) = (p− pf (e))(1− z)V (1− pi(e))
is isometric (hence triple-isomorphic) to
(p− pf (e))(1 − z)V (p− pf(e))pf (v)
via the mapping x 7→ xv∗.
So, we can take
W2 = (1 − pi(e))zV (1− pi(e))⊕ℓ∞ ((p− pf (e))(1− z)V (p− pf (e)))op
and q = (pf (u), pf (v)). 
Assertion (d) of the previous proposition provides a canonical decomposition of
the triples of the form pV into two summands. We will analyze these two summands
separately in the following two subsections.
4.1. Von Neumann algebras. In this subsection we will focus on the preorders
and finiteness in von Neumann algebras. Throughout this subsection let M denote
a fixed von Neumann algebra.
We start by a description of unitary and complete tripotents.
Lemma 4.3. Let u ∈M be a tripotent.
(a) u is unitary if and only if pi(u) = pf (u) = 1.
(b) u is complete if and only if there is a central projection z ∈ M such that
pi(zu) = z and pf ((1− z)u) = 1− z.
Proof. Assertion (a) is just a reformulation of the definition of a unitary element.
Let us prove (b). Note that u is complete if and only if M0(u) = 0, i.e., (1 −
pf(u))M(1 − pi(u)) = 0. By [44, Lemma V.1.7] this takes place if and only if
1−pf(u) and 1−pi(u) are centrally orthogonal. This is equivalent to the existence
of a central projection z ∈M such that
1− pf (u) ≤ z and 1− pi(u) ≤ 1− z.
This is in turn equivalent to
z ≤ pi(u) and 1− z ≤ pf (u),
which is equivalent to the condition given in the statement. 
We will need several times the following easy lemma.
Lemma 4.4. Let A be a C∗-algebra, a ∈ A an arbitary element and p, q ∈ A two
projections. If a = apq, then a = ap.
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Proof. There is no loss of generality in assuming that A is unital. In this case We
have
aa∗ = apqpa∗ ≤ apa∗ ≤ aa∗.
It follows that aa∗ = apa∗, hence a(1 − p)a∗ = 0 and so a(1 − p) = 0 by the
Gelfand-Naimark axiom. 
In the next lemma we provide a characterization of the preorders ≤2 and ≤0.
Lemma 4.5. Let u, v ∈M be two tripotents (i.e., partial isometries).
(a) u ≤2 v ⇐⇒ pi(u) ≤ pi(v) & pf(u) ≤ pf (v).
(b) u ≤0 v if and only if there is a central projection z ∈ M such that zu ≤2 zv
and (1− z)v is a complete tripotent in (1 − z)M .
(c) Assume that M is a factor. Then u ≤0 v if and only if v is a complete tripotent
or u ≤2 v.
Proof. (a) The implication ‘⇐’ is obvious. To prove the implication ‘⇒’ assume
u ≤2 v. Then u = pf (v)upi(v). So,
pi(u) = u
∗u = u∗upi(v) = pi(u)pi(v),
thus pi(u) ≤ pi(v). Similarly we get pf (u) ≤ pf (v).
(b) The ‘if part’ is obvious (cf. Proposition 2.7).
Let us prove the ‘only if part’. Assume that u ≤0 v. We imitate the proof of
[44, Lemma V.1.7]. Let
J1 = {x ∈M ; (1− pf (v))Mx = {0}}.
Then J1 is a weak
∗-closed ideal in M , so there is a central projection z1 ∈M such
that J1 =M(1− z1) (see [44, Proposition II.3.12]). Then (1− pf (v))M(1− z1)(1−
pi(v)) = {0}, so (1− z1)v is a complete tripotent in M(1− z1).
Clearly z1u ≤0 z1v in z1M . We continue working in z1M , so to simplify notation
we assume that z1 = 1. Set
J2 = {x ∈M ; xM(1− pi(v)) = {0}}.
Then J2 is a weak
∗-closed ideal in M , so there is a central projection z2 ∈M such
that J2 =M(1− z2) (see [44, Proposition II.3.12]). Then (1− pf (v))M(1− z2)(1−
pi(v)) = {0}, so (1− z2)v is a complete tripotent in M(1− z2).
Clearly z2u ≤0 z2v in z2M . We continue working in z2M , so to simplify notation
we assume that z2 = 1.
Hence, the two reductions yield the following property: For any x ∈M \ {0} we
have
(1− pf (v))Mx 6= {0} and xM(1− pi(v)) 6= {0}.
We claim that u ≤2 v. Assume not. Then there is some x ∈ M2(u) \M2(v). The
assumption x /∈M2(v) means that x(1 − pi(v)) 6= 0 or (1− pf (v))x 6= 0.
Assume the first possibility takes place. Then, by the reductions above, there is
y ∈ M such that (1 − pf (v))yx(1 − pi(v)) 6= 0. This element belongs to M0(v) ⊂
M0(u), so
0 = (1− pf (v))yx(1 − pi(v))pi(u) = (1− pf (v))yxpi(u)− (1 − pf(v))yxpi(v)pi(u)
= (1− pf (v))yx− (1− pf (v))yxpi(v)pi(u),
where we used the assumption x ∈M2(u). Hence
(1 − pf (v))yx = (1 − pf (v))yxpi(v)pi(u),
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so
(1− pf (v))yx = (1− pf (v))yxpi(v)
by Lemma 4.4. But this equality means that (1 − pf (v))yx(1 − pi(v)) = 0, a
contradiction.
The second case is symmetric.
(c) This follows immediately from (b). 
The next result characterizing the partial order ≤ is part of the folklore in JB∗-
triples, it is included here for the lacking of an explicit reference.
Proposition 4.6. Let u, e ∈ M be two tripotents. The following assertions are
equivalent.
(i) u ≤ e;
(ii) There is a projection p ≤ pf(e) such that u = pe;
(iii) There is a projection q ≤ pi(e) such that u = eq;
(iv) There are projections p ≤ pf (e) and q ≤ pi(e) such that u = pe = eq.
Proof. The implication (iv)⇒ (ii)&(iii) is obvious.
(ii) ⇒ (i) Assume u = pe where p ≤ pf (e). Then u is a partial isometry with
final projection p. Moreover,
{u, e, u} = ue∗u = pee∗pe = ppf(e)pe = pe = u,
hence u ≤ e by Proposition 2.4.
(iii)⇒ (i) This is completely analogous to (ii)⇒ (i).
(i) ⇒ (iv) Assume u ≤ e. Let p = uu∗ be the final projection and q = u∗u the
initial projection of u. Since u ≤2 e, we have p ≤ pf(e) and q ≤ pi(e). Moreover,
by Proposition 2.4 we have
u = {u, u, e} = 1
2
(uu∗e+ eu∗u) =
1
2
(pe+ eq).
It follows that
u = pu =
1
2
(pe+ peq) and u = uq =
1
2
(peq + eq),
and hence pe = eq. We conclude that u = pe = eq. 
Proposition 4.7. Let u ∈ M be a tripotent. The following assertions are equiva-
lent:
(i) u is finite.
(ii) pf (u) is finite.
(iii) pi(u) is finite.
Proof. The equivalences follow from the easy fact that the triplesM2(u),M2(pf (u))
and M2(pi(u)) are mutually triple-isomorphic (cf. the proof of Proposition 4.2(b)).
Let us observe that the term “finite” in statements (ii) and (iii) is not ambiguous
(cf. Lemma 3.2). 
We continue by the following lemma saying that direct summands of von Neu-
mann algebras are only the obvious ones.
Lemma 4.8. Any direct summand of M is of the form zM for a central projection
z ∈M .
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Proof. Let I be a direct summand of M . Since M is a von Neumann algebra, I
necessarily contains a unitary tripotent, hence it is a JBW∗-algebra. It means that
there is a tripotent u ∈ M such that M2(u) = I and M1(u) = 0 (see Proposi-
tion 1.1(b)). The latter equality means that
pf (u)M(1− pi(u)) = (1− pf (u))Mpi(u) = 0,
hence [44, Lemma V.1.7] shows that pf (u) and 1 − pi(u) are centrally orthogonal
and the same holds for 1− pf (u) and pi(u).
The first relation means that there is a central projection z ∈M with pf(u) ≤ z
and 1−pi(u) ≤ 1−z. Thus pf (u) ≤ z ≤ pi(u). Using the second relation we deduce
pi(u) ≤ pf(u), thus pi(u) = pf (u) and this projection is central. This completes
the proof. 
The following statement is an immediate consequence of the preceding lemma.
Corollary 4.9. (i) Let u ∈M be a tripotent. Then u is properly infinite if and
only if zu is infinite whenever z is a central projection such that zu 6= 0.
(ii) Let p ∈ M be a projection. Then p is properly infinite as a projection if and
only if it is properly infinite as a tripotent.
The following proposition provides a characterization of properly infinite tripo-
tents in M .
Proposition 4.10. Let u ∈ M be a tripotent. The following assertions are equiv-
alent.
(i) u is properly infinite;
(ii) pi(u) is properly infinite;
(iii) pf (u) is properly infinite;
(iv) Every complete tripotent in M2(u) is properly infinite;
(v) Some complete tripotent in M2(u) is properly infinite.
Proof. (i) ⇔ (ii) ⇔ (iii) If z ∈ M is a central projection, then zu is a tripo-
tent, pi(zu) = zpi(u) and pf(zu) = zpf (u). Hence the equivalences follow from
Corollary 4.9 and Proposition 4.7.
(i)⇒ (iv) Assume u is properly infinite and v ∈M2(u) is a complete tripotent.
Fix a central projection z ∈M such that zv 6= 0. Then clearly zv ∈M2(zu), hence
zu 6= 0. Moreover, zv is a complete tripotent in M2(zu).
Assume that zv is finite. By Proposition 4.7 we see that the projections pi(zv) =
zpi(v) and pf (zv) = zpf(v) are finite. Further, z(pf(u)−pf(v))Mz(pi(u)−pi(v)) =
0, hence the projections z(pf(u)−pf (v)) and z(pi(u)−pi(v)) are centrally orthogonal
by [44, Lemma V.1.7]. It follows that there is a central projection y ≤ z such that
z(pf (u)− pf (v)) ≤ y and z(pi(u)− pi(v)) ≤ z − y.
The second inequality implies pi(u)y = pi(v)y, hence pi(u)y is finite. Similarly, the
first inequality yields that (z − y)pf (u) is finite. Since (z − y)pf (u) ∼ (z − y)pi(u),
we infer that (z − y)pi(u) is finite as well. Thus zpi(u) is finite, hence zu is finite
(by Proposition 4.7). This contradicts the assumption that u is properly infinite.
(iv)⇒ (v) This is obvious.
(v) ⇒ (i) Assume that v ∈ M2(u) is a complete properly infinite tripotent. Let
z ∈M be a central projection such that zu 6= 0. Then zv is a complete tripotent in
M2(zu), thus zv 6= 0. By the assumption we know that zv is infinite. If zv ∼2 zu,
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then zu is infinite as well. If zv <2 zu, then zu is infinite as zv is a complete
non-unitary tripotent in M2(zu).
In any case zu is infinite, which completes the proof. 
Proposition 4.11. Let u ∈ M be a properly infinite tripotent. Then there is a
sequence (vn) of complete tripotents in M2(u) such that vn ∈ M1(vm) whenever
m 6= n.
Proof. By Proposition 4.10 we know that the projection pf (u) is properly infinite.
By Lemma 3.1(d) there is an orthogonal sequence of projections (qn) such that
pf(u) =
∑
n qn and qm ∼ pf(u) for each m. Since pf (u) ∼ pi(u), we deduce that
qn ∼ pi(u) for each n ∈ N. It is enough to take partial isometries vn ∈M such that
pi(vn) = pi(u) and pf (vn) = qn. 
Remark 4.12. Some results of this section remain valid for JBW∗-subtriples of von
Neumann algebras. This is the case for Lemma 4.5(a) and Proposition 4.6. These
characterizations are not completely inner as they use elements and operations from
the surrounding von Neumann algebra.
On the other hand, for example Lemma 4.5(b) need not be valid in this case.
4.2. Triples of the form pV . Throughout this subsection V will be a fixed von
Neumann algebra, p ∈ V a fixed projection and M = pV . We will also assume that
M has no nonzero direct summand triple-isomorphic to a JBW∗-algebra, i.e., that
M1(u) 6= 0 for any nonzero tripotent u ∈M (cf. Proposition 1.1(b)).
Remark 4.13. The characterizations of ≤2 from Lemma 4.5(a) and that of ≤ from
Proposition 4.6 remain valid for M . This follows from Remark 4.12.
Further, also the characterization of finiteness in Proposition 4.7 remains valid
for M . This follows from Proposition 4.2(a).
Lemma 4.3 is in this case replaced by the following one.
Lemma 4.14. (a) M admits no unitary tripotent.
(b) A tripotent e ∈M is complete if and only if pf (e) = p.
Proof. Assertion (a) follows from the assumptions.
(b) The ‘if part’ is obvious. Let us prove the ‘only if part’.
Assume that e is complete, i.e., M0(e) = {0}. Note that pf (e) ≤ p and P0(e)x =
(p− pf (e))x(1 − pi(e)) for x ∈M . It follows that
{0} = (p− pf (e))M(1− pi(e)) = (p− pf (e))V (1− pi(e)),
i.e., p − pf (e) and 1 − pi(e) are centrally orthogonal (cf. [44, Lemma V.1.7]).
Therefore there is a central projection z ∈ V with p−pf (e) ≤ z and 1−pi(e) ≤ 1−z.
The latter inequality implies z ≤ pi(e), i.e., zpi(e) = z. We deduce that
z = zpi(e) ∼ zpf(e) ≤ zp ≤ z,
hence z ∼ zp. Fix a partial isometry v ∈ V with pi(v) = z and pf (v) = zp. Then
v ∈M . Moreover,
zpM(1− z) = {0} and (p− zp)Mz = {0},
hence M1(v) = {0}. It follows that M2(v) is a direct summand of M , hence v = 0
by the assumption. We deduce that z = 0, hence pf (e) = p. 
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In the following proposition we characterize the preorder ≤0 in our setting (sub-
stituting thus Lemma 4.5(b)).
Proposition 4.15. Let u, v ∈ M be two tripotents. Then u ≤0 v if and only if
there is a central projection z ∈ V with zpf(v) = zp and (1 − z)u ≤2 (1− z)v.
Proof. Assume that u ≤0 v. We modify the proof of Lemma 4.5(b). Let
J1 = {x ∈ V ; (p− pf (v))V x = {0}}.
Then J1 is a weak
∗-closed ideal in V , so there is a central projection z1 ∈ V such
that J1 = V (1 − z1) (see [44, Proposition II.3.12 ]). Then (p− pf (v))(1 − z1) = 0,
so (p− z1)v is a complete tripotent in pV (1− z1) =M(1− z1).
Clearly z1u ≤0 z1v in z1M = pz1V . We continue working in z1V , so to simplify
notation we assume that z1 = 1. This reduction yields the following property: For
any x ∈ V \ {0} we have (p− pf (v))V x 6= {0}.
Set
J2 = {x ∈ V ; xV (1− pi(v)) = {0}}.
Then J2 is a weak
∗-closed ideal in V , so there is a central projection z2 ∈ V such
that J2 = V (1− z2) (see [44, Proposition II.3.12]). Then (1− z2)(1− pi(v)) = 0, so
(1− z2)v = (1− z2)pv is a complete tripotent in (1− z2)V , hence in (1− z2)pV =
(1− z2)M .
Clearly z2u ≤0 z2v in z2M = pz2V . We continue working in z2M , so to simplify
notation we assume that z2 = 1.
Hence, the two reductions yield the following property: For any x ∈ V \ {0} we
have
(p− pf (v))V x 6= {0} and xV (1− pi(v)) 6= {0}.
We claim that u ≤2 v. Assume not. Then there is some x ∈M2(u)\M2(v). The
assumption x /∈M2(v) means that x(1 − pi(v)) 6= 0 or (p− pf (v))x 6= 0.
Assume the first possibility takes place. Then there is y ∈ V such that (p −
pf(v))yx(1 − pi(v)) 6= 0. This element belongs to M0(v) ⊂M0(u), so
0 = (p− pf (v))yx(1 − pi(v))pi(u) = (p− pf (v))yxpi(u)− (p− pf (v))yxpi(v)pi(u)
= (p− pf (v))yx− (p− pf (v))yxpi(v)pi(u),
where we used the assumption x ∈M2(u). Hence
(p− pf (v))yx = (p− pf (v))yxpi(v)pi(u),
so
(p− pf (v))yx = (p− pf (v))yxpi(v)
by Lemma 4.4. But this equality means that (p − pf (v))yx(1 − pi(v)) = 0, a
contradiction.
Assume that the second possibility takes place, i.e., (p−pf (v))x 6= 0. Then there
is y ∈ V with (p−pf(v))xy(1−pi(v)) 6= 0. This element belongs toM0(v) ⊂M0(u),
hence
0 = pf(u)(p− pf (v))xy(1 − pi(v)) = pf(u)xy(1 − pi(v)) − pf (u)pf (v)xy(1 − pi(v))
= xy(1− pi(v)) − pf (u)pf (v)xy(1 − pi(v)).
It follows that
xy(1 − pi(v)) = pf (u)pf (v)xy(1 − pi(v)),
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and so
xy(1 − pi(v)) = pf (v)xy(1 − pi(v))
by Lemma 4.4 (applied in V op). Since x ∈M , hence x = px, we deduce
(p− pf (v))xy(1 − pi(v)) = 0,
which leads to a contradiction.
So, to finalize the proof, observe that we have shown that there is a central
projection z ∈ V such that zv is complete in pzV and (1 − z)u ≤2 (1 − z)v. An
application of Lemma 4.14(b) yields zpf(v) = pf (zv) = zp. 
Proposition 4.16. Any direct summand of M is of the form pzV where z ∈ V is
a central projection.
Proof. Let I be a direct summand ofM . Fix a tripotent u ∈ I complete in I. Then
I = M2(u) +M1(u) and M0(u) is the orthogonal direct summand. Moreover, the
properties from Proposition 1.1(a) are satisfied.
Note that u is a partial isometry in V , set r = pi(u) and q = pf(u). Clearly
q ≤ p. Since
q = uu∗ = uru∗ and r = u∗u = u∗qu,
we deduce that
V rV = V qV = V rV qV = V qV rV.
Moreover, J = spanw
∗
V rV is a weak∗-closed two-sided ideal in V , hence J = zV
for some central projection z ∈ V (see [44, Proposition II.3.12]). Since r, q ∈ J , we
deduce that r ∨ q ≤ z.
Note that
M2(u) = qV r ⊂ V rV ⊂ J
and
M1(u) ⊂ qV (1− r) + (p− q)V r ⊂ V qV + V rV ⊂ J,
hence I ⊂ J = zV , so
I ⊂ zV ∩M = zV ∩ pV = zpV.
Next we are going to show that M0(u)∩J = {0}. To this end fix x ∈M0(u)∩J .
Then x = (p − q)x(1 − r) and x = zx. Thus x = (p − q)zx(1 − r). On the
other hand, by Proposition 1.1(a) we know that {M1(u),M2(u),M1(u)} = {0}, in
particular (p−q)V rV qV (1−r) = {0}, so by the above we get (p−q)J(1−r) = {0},
hence (p− q)zV (1− r) = {0}. It follows that x = 0.
Now it is clear that I = zpV . 
As an easy consequence of the previous results we obtain the following corollary.
Corollary 4.17. Let u ∈M be a tripotent. Then u is properly infinite in M if and
only if it is properly infinite in V .
Hence, we get also the following generalization of Proposition 4.11.
Proposition 4.18. Let u ∈ M be a properly infinite tripotent. Then there is a
sequence (vn) of complete tripotents in M2(u) such that vn ∈ M1(vm) whenever
m 6= n.
We finish this section by the following proposition on decomposition of the triples
of the form pV to the finite and properly infinite summands.
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Proposition 4.19. There is a decomposition M = p1V1 ⊕ℓ∞ p2V2 such that p1 is
finite and either V2 = {0} or p2 is properly infinite. Moreover, the following holds.
(i) p1V1 is a finite JBW
∗-triple.
(ii) If p2 6= 0, then any complete tripotent in p2V2 is properly infinite.
Proof. By assumptions M = pV, where p is a projection in the von Neumann
algebra V . If p is finite, set p1 = p, V1 = V , V2 = {0} and p2 = 0. If p is infinite,
the existence of the decomposition follows from [29, Proposition 6.3.7].
Assertion (i) is a consequence of Lemma 3.1(a) and Proposition 4.7.
Assertion (ii) then follows by combining Corollary 4.17, Proposition 4.10 and
Lemma 4.14(b). 
5. Symmetric and antisymmetric parts of von Neumann algebras
In this section we study the three preorders and the notion of finiteness in three
types of summands from the representation of JBW∗-triples. We will focus on the
summands A⊗C where A is an abelian von Neumann algebra and C is a Cartan
factor of type 2 or 3 and on the summand H(W,α). Although the first two types
of summands are of type I and the third one is continuous, it turns out that their
structure is in a sense similar.
This section is divided into several subsections. In Subsection 5.1 we develop an
abstract approach which can be used in all three cases. Subsection 5.2 settles the
continuous summand H(W,α) – this turns out to be quite easy. In Subsection 5.3
we show how the abstract setting can be applied to the type I summands and,
moreover, we provide some results on the structure of the tensor product A⊗B(H).
The next two subsections are devoted to the analysis of the two type I summands.
It turns out that the properties of A⊗C where C is a Cartan factor of type 3 are
very similar to the properties of the continuous summands. The remaining case,
i.e., the summand A⊗C where C is a Cartan factor of type 2, turns out to be more
complicated.
5.1. Some general facts on linear involutions. Assume W is a fixed von Neu-
mann algebra and α is a linear involution on W commuting with ∗, i.e.,
(i) α :W →W is a linear mapping;
(ii) α(xy) = α(y)α(x) for x, y ∈W ;
(iii) α(x∗) = α(x)∗ for x ∈ W ;
(iv) α(α(x)) = x for x ∈W .
Since α can be viewed as a ∗-isomorphism of W onto the opposite algebra W op, α
is necessarily an isometry and a weak∗-to-weak∗ isomorphism.
Set
H(W,α) = {x ∈ W ; α(x) = x} and H−(W,α) = {x ∈ W ; α(x) = −x}.
Then H(W,α) is a JBW∗-subalgebra of W and H−(W,α) is a JBW∗-subtriple of
W . We start by the following abstract decomposition result.
Lemma 5.1. There are central projections z1, z2 ∈ W with the following properties.
(a) z1z2 = 0;
(b) α(x) = x for each x in the center of z1W ;
(c) The von Neumann algebra z1W is invariant under α;
(d) H(W,α) is triple-isomorphic to H(z1W,α) ⊕ℓ∞ z2W ;
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(e) H−(W,α) is triple-isomorphic to H−(z1W,α)⊕ℓ∞ z2W .
Proof. Consider the family
{z ∈ W ; z is a central projection such that α(z)z = 0}
ordered in the standard way. This family is nonempty (it contains 0) and it is clear
that for each totally ordered subfamily its supremum belongs to the family (as α is
weak∗-to-weak∗ continuous). Hence by Zorn’s lemma there is a maximal element
of this family. Fix one and denote it by z2.
Then z2 is a central projection, α(z2) is also a central projection and z2α(z2) = 0.
Set z1 = 1 − (z2 + α(z2)). Then z1 is again a central projection. Let us check
properties (a)–(d).
Property (a) is obvious. Let us continue by proving (b). Let z ∈W be a central
projection with z ≤ z1. If z 6= α(z), then one of the projections z − zα(z) and
α(z) − zα(z) is not zero. Moreover, since α(z − zα(z)) = α(z) − zα(z), both are
nonzero. Set w = z − zα(z). Then w ≤ z ≤ z1, w 6= 0 and α(w)w = 0. Thus
(z2 + w)α(z2 + w) = z2α(z2) + wα(z2) + z2α(w) + wα(w) = 0,
a contradiction with maximality of z2. Since the center is the closed linear span of
central projections, assertion (b) follows.
(c) Fix x ∈ z1W . Then
α(x) = α(xz1) = α(z1)α(x) = z1α(x) ∈ z1W,
where we used property (b).
(d) and (e): Any element x ∈ W can be expressed as x = xz1 + xz2 + xα(z2).
Define an operator T : W 7→ z1W ⊕ z2W by Tx = z1x + z2x. It is clearly a
weak∗-to-weak∗ continuous ∗-homomorphism. Moreover, T |H(W,α) : H(W,α) →
H(z1W,α)⊕z2W is a bijection. (Indeed, x ∈ H(W,α) if and only if α(x)α(z2) = xz2
and α(x)z1 = xz1.) Similarly, T |H−(W,α) : H−(W,α) → H−(z1W,α) ⊕ z2W is a
bijection. This completes the proof. 
Remark 5.2. The previous lemma shows that we can assume that α satisfies
moreover the condition
(v) α(x) = x for each x in the center of W .
Indeed, we can decompose H(W,α) and H−(W,α) into two direct summands one
of them satisfies the additional condition and the second one is a von Neumann
algebra (and von Neumann algebras are addressed in Subsection 4.1).
Thus, in the sequel we will assume that α satisfies (v) as well. Linear involutions
satisfying (v) are called central (cf. [42]).
Observation 5.3. If u ∈ H(W,α) or u ∈ H−(W,α) is a tripotent, then u is
a partial isometry in W . Moreover, pi(u) = α(pf (u)). In particular, the initial
projection is uniquely determined by the final one (and vice versa).
Proof. Assume u ∈ H(W,α). Then
α(pf (u)) = α(uu
∗) = α(u)∗α(u) = u∗u = pi(u).
If u ∈ H−(W,α), the same equalities are valid. 
An immediate consequence is the following characterization (cf. Remark 4.12).
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Proposition 5.4. Let M = H(W,α) or M = H−(W,α). Let u, e ∈ M be two
tripotents. Then
u ≤2 e⇔ pi(u) ≤ pi(e)⇔ pf (u) ≤ pf (e).
Lemma 5.5. Let p ∈ W be a projection. Then p ∼ α(p).
Proof. By the comparability theorem [41, Theorem 2.1.3] there is a central projec-
tion z such that zp - zα(p) and (1−z)α(p) - (1−z)p. Since α(zp) = zα(p) (recall
that α(z) = z by condition (v)) and α(α(p)) = p, without loss of generality assume
α(p) - p. It follows that
p = α(α(p)) - α(p),
hence p ∼ α(p) (by [44, Proposition V.1.3]). 
The following proposition says that direct summands of H(W,α) and those of
H−(W,α) which are isomorphic to a JBW∗-algebra are only the trivial ones. As-
sertion (a) may be deduced also from [21, Proposition 4.3.6] or [17, Theorem 2.3].
Proposition 5.6. (a) Any direct summand of H(W,α) has form H(zW,α|zW )
where z ∈W is a central projection.
(b) Any direct summand of H−(W,α) which is isomorphic to a JBW∗-algebra is of
the form H−(zW,α|zW ) where z ∈W is a central projection.
Proof. The two cases may be proved simultaneously. Since H(W,α) is a JBW∗-
algebra, each of its direct summands is also a JBW∗-algebra. Hence assume M =
H(W,α) or M = H−(W,α) and let I be a direct summand of M isomorphic to a
JBW∗-algebra. By Proposition 1.1(b) there is a tripotent u ∈ M with I = M2(u)
and M1(u) = 0.
Let p = pi(u). Then pf (u) = α(p) by Observation 5.3. We claim that the
projections p and 1 − α(p) are centrally orthogonal. Assume not. By [44, Lemma
V.1.7] there is a nonzero x ∈ W with x = (1−α(p))xp. Then α(x) = α(p)α(x)(1−p),
hence clearly x and α(x) are linearly independent. Note that y = x + α(x) ∈
H(W,α), w = x − α(x) ∈ H−(W,α), both are nonzero and belong to W1(u). This
is a contradiction with the assumption that M1(u) = {0}.
Similarly we prove that α(p) and 1 − p are centrally orthogonal. Next, in the
same way as in the proof of Lemma 4.8 we show that p = α(p) and it is a central
projection. This completes the proof. 
5.2. The case H(W,α) for W continuous. Assume that W is a continuous von
Neumann algebra and α is a central involution, i.e., an involution on W with the
properties (i)–(v). Then the situation is quite easy as witnessed by the following
results.
Lemma 5.7. Let p ∈ W be a projection. Then there is a tripotent u ∈ H(W,α)
with pi(u) = p (and pf (u) = α(p)).
Proof. Since W is continuous, there are two projections q1 ⊥ q2, q1 ∼ q2 such that
p = q1 + q2 (see [41, Proposition 2.2.13]). By the Lemma 5.5 we have q2 ∼ α(q2),
thus q1 ∼ α(q2). Let v ∈W be a partial isometry with pi(v) = q1 and pf (v) = α(q2).
Then α(v) is also a partial isometry and pi(α(v)) = q2 and pf (α(v)) = α(q1). Since
α(q1) ⊥ α(q2), u = v + α(v) is a tripotent in H(W,α) with pi(u) = p. 
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The following proposition follows from [10, Lemma 2.6] and Proposition 3.3. We
present here an alternative proof because it is essentially the same as the proof for
the summand A⊗C with C being a type 3 Cartan factor given in Subsection 5.4,
demonstrating so similarity of the structure of the two summands.
Proposition 5.8. H(W,α) is a finite JBW∗-algebra. In particular, the relations
≤0 and ≤2 coincide in H(W,α).
Proof. It is clear that M = H(W,α) is a JBW∗-subalgebra of W . Let us prove
that ≤0 and ≤2 coincide. So, assume that u, e ∈ H(W,α) are two tripotents with
u 6≤2 e. Then pi(u) 6≤ pi(e). Then 1 − pi(e) 6≤ 1 − pi(u), thus q = (1 − pi(e)) −
(1− pi(e))∧ (1− pi(u)) is a nonzero projection. By Lemma 5.7 there is a tripotent
v ∈ H(W,α) with pi(v) = q. Then v ∈M0(e) \M0(u), thus u 6≤0 e.
So, M is finite by Proposition 3.3. 
5.3. Linear involutions induced by conjugations and structure of A⊗B(H).
An important example of an involution, used among others to define Cartan factors
of types 2 and 3 is the transpose. It is defined using a conjugation on a Hilbert
space. We recall that a conjugation is a conjugate-linear isometry of period two.
Any such mapping can be expressed as the canonical coordinate-wise conjugation
with respect to an orthonormal basis. We will use this concrete representation. Let
us fix the basic setting.
Let H = ℓ2(Γ) for a set Γ (i.e., we have a Hilbert space with a fixed orthonormal
basis). We will assume that dimH ≥ 2, i.e., Γ contains at least two distinct
points. Let (eγ)γ∈Γ be the canonical orthonormal basis. For ξ ∈ H let ξ denote the
canonical conjugate of ξ, i.e.,
ξ(γ) = ξ(γ), γ ∈ Γ.
For x ∈ B(H) we denote by xt the operator defined by
xt(ξ) = x∗(ξ), ξ ∈ H.
Then xt is the transpose of x with respect to the canonical basis, as〈
xt(eγ), eδ
〉
=
〈
x∗(eγ), eδ
〉
= 〈x∗(eγ), eδ〉 = 〈x(eδ), eγ〉 , γ, δ ∈ Γ.
Moreover, the mapping α : x 7→ xt is a central linear involution on B(H) (i.e., it
satisfies conditions (i)–(v) from Section 5.1). Note that B(H) is a factor, so its
center is trivial. Hence, if M ⊂ B(H) is a von Neumann algebra such that xt ∈M
for each x ∈M we may define the following two subtriples of M :
Ms = {x ∈M ; xt = x} and Ma = {x ∈M ; xt = −x}.
They are of the form H(M,α) and H−(M,α), hence the results of Section 5.1
apply. However, the restriction of the involution to M need not be central, hence
Lemma 5.1 is important when treating abstract involutions. This is witnessed by
the following example which may be proved by a direct calculation.
Example 5.9. Let H = C2 and M ⊂ B(H) be formed by diagonal operators.
Then M is an abelian von Neumann algebra, isomorphic to C2 (with the maximum
norm). Moreover, the following holds.
(1) If H is equipped with the conjugation generated by the canonical orthonormal
basis (i.e., formed by the vectors (1, 0), (0, 1)), then M is invariant under taking
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the transpose and, moreover, Ms = M (and Ma = {0}). In particular, taking
the transpose is a central involution on M .
(2) Equip H with the conjugation defined by the ortnonormal basis formed by the
vectors ξ1 =
1√
2
(1, i), ξ2 =
1√
2
(i, 1). Then M is invariant under taking the
transpose and, moreover,
Ms = {(x1, x2); x1 = x2} and Ma = {(x1, x2); x1 = −x2}.
In particular, the involution on M defined by taking the transpose is not central.
(3) Equip H with the conjugation defined by the ortnonormal basis formed by the
vectors η1 = (
√
3
2 ,
i
2 ), η2 = (
i
2 ,
√
3
2 ). Then M is not invariant under taking the
transpose.
We will not consider the abstract setting, but only the setting corresponding to
Cartan factors. (This is enough due to the structure theory of JBW∗-triples and in
this case we avoid the pathologies pointed out in the previous example.)
Recall that Cartan factors of type 2 are exactly triples of the form B(H)a and
Cartan factors of type 3 are triples of the form B(H)s.
Moreover, fix a σ-finite abelian von Neumann algebra A. We will address the
triples A⊗B(H)a and A⊗B(H)s (which are the summands from (8) corresponding
to Cartan factors of types 2 and 3).
Fix a representation A = C(L) = L∞(µ) where L is a compact space and µ
is a probability measure on L (see Subsection 1.5). Then A is canonically repre-
sented as the maximal abelian von Neumann subalgebra of B(L2(µ)) consisting of
multiplication operators (cf. [44, comments before Lemma IV.7.5] or [41, Corollary
2.9.3]). If we equip L2(µ) by the canonical conjugation (i.e., pointwise complex
conjugation), then A is clearly invariant under taking the transpose. Moreover, the
involution on A defined by taking the transpose is central, i.e., A = As.
Let us look at the tensor products. Recall that A⊗B(H) is canonically embedded
into B(L2(µ)⊗H). Moreover, the tensor product Hilbert space L2(µ)⊗H can be
identified with ℓ2(Γ, L2(µ)) (recall that H = ℓ2(Γ)) or with the Lebesgue-Bochner
space L2(µ,H) (cf. [44, p. 257]). These identifications are done by the equalities∑
γ∈Γ
fγ ⊗ eγ = (fγ)γ∈Γ =
∑
γ∈Γ
fγeγ
where fγ ∈ L2(µ) for γ ∈ Γ. Note that the middle expression is a general element
of ℓ2(Γ, L2(µ)) and any f ∈ L2(µ, ℓ2(Γ)) can be expressed as the right-hand side.
Indeed, let us define a sesquilinear operator [·, ·] : L2(µ,H)2 → L1(µ) by
[f1,f2](ω) = 〈f1(ω),f2(ω)〉 , ω ∈ L, f1,f2 ∈ L2(µ, ℓ2(Γ)).
It is clear that [f1,f2] is a measurable function and, moreover, the Cauchy-Schwarz
inequality implies that
‖[f1,f2]‖1 ≤ ‖f1‖2 ‖f2‖2 .
Then any f ∈ L2(µ, ℓ2(Γ)) can be expressed as
f =
∑
γ∈Γ
[f , eγ ]eγ ,
where the first occurence of eγ denotes the respective constant function.
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Moreover, equip L2(µ,H) with the canonical pointwise conjugation defined by
f(ω) = f(ω) for ω ∈ L. Given f ∈ L∞(µ) and x ∈ B(H) the operator f ⊗ x is
defined by
f ⊗ x((gγ)γ∈Γ) =
∑
γ∈Γ
(fgγ)⊗ x(eγ) =
∑
γ∈Γ
fgγx(eγ),
hence
(f ⊗ x)t((gγ)γ∈Γ) = (f ⊗ x)∗((gγ)γ∈Γ) = (f ⊗ x∗)((gγ)γ∈Γ) =
∑
γ∈Γ
fgγx∗(eγ)
=
∑
γ∈Γ
fgγx∗(eγ) =
∑
γ∈Γ
fgγx
t(eγ) = f ⊗ xt((gγ)γ∈Γ),
i.e.,
(f ⊗ x)t = f ⊗ xt.
It follows that A⊗B(H)a = (A⊗B(H))a and A⊗B(H)s = (A⊗B(H))s, hence the
results of Subsection 5.1 apply.
In order to investigate deeper properties of these two triples we need a description
of the von Neumann algebra A⊗B(H).
Employing the terminology coming from the celebrated von Neumann bicommu-
tant theorem, for each subset S of B(H), we denote by S ′ the set of elements of
B(H) commuting with all elements of S, and we call S ′ the commutant of S. If S
is self-adjoint, S ′ is a self-adjoint subalgebra.
Lemma 5.10. Both the commutant of A⊗B(H) in B(L2(µ,H)) and its center
equal to
{f ⊗ I; f ∈ L∞(µ)}.
In particular, central projections in A⊗B(H) are of the form χE⊗I, where E ⊂ L is
a measurable set. Moreover, the operator f⊗I acts on L2(µ,H) as the multiplication
by the scalar-valued function f .
Proof. By [44, Proposition IV.1.6(ii)] we have
(A⊗B(H))′ = A′⊗CI.
Moreover, A is a maximal abelian C∗-subalgebra of B(H) (cf. [44, comments
before Lemma IV.7.5] or [41, Corollary 2.9.3]), hence it is easy to see that A′ = A.
It follows that
(A⊗B(H))′ = A⊗CI.
Moreover, it follows from [44, Corollary IV.1.5] that
A⊗CI = {f ⊗ I; f ∈ A}
which completes the proof of the representation of the commutant and the center.
The description of central projections then follows from the description of the pro-
jections in L∞(µ). The fact that f ⊗ I acts as described follows easily from the
very definition of f ⊗ I (see, e.g., [44, p. 183]). 
Now we will consider basic building blocks of the Hilbert space L2(µ,H). For
f ∈ L2(µ,H) set
Xf = {gf ; g ∈ L∞(µ)}.
It is clearly a linear subspace of L2(µ,H), but not necessarily closed. Denote by
X̂f its closure.
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Lemma 5.11. Let f ∈ L2(µ,H). Then
(a) X̂f =
{
gf ; g : L→ C measurable , gf ∈ L2(µ,H)
}
;
(b) (X̂f )
⊥ = {g ∈ L2(µ,H); [f , g] = 0 µ-a.e.}.
Proof. (a) Let
Y = {g : L→ C measurable;
∫
|g(ω)|2 ‖f (ω)‖2 dµ(ω) <∞}.
Then Y is a Hilbert space when equipped with the norm
‖g‖2Y =
∫
|g(ω)|2 ‖f(ω)‖2 dµ(ω)
and g 7→ gf is an isometric embedding of Y into L2(µ,H). Since bounded functions
are dense in Y , it follows that Xf is dense in the image of Y . Therefore the image
of Y equals to X̂f .
(b) The inclusion ‘⊃’ is obvious. To prove the converse assume that
E = {ω ∈ L; [f , g](ω) 6= 0}
has a nonzero measure. Then there is K > 0 such that
E′ = {ω ∈ E; |[f , g](ω)| ≤ K}
has a nonzero measure. Then h = χE′ [f , g] ∈ L∞(µ), hence hf ∈ Xf . Thus
〈hf , g〉 =
∫
E′
|[f, g]|2 dµ > 0,
hence g /∈ (X̂f )⊥. 
The following lemma provides an effective characterization of the operators on
L2(µ,H) which belong to A⊗B(H).
Lemma 5.12. Let T ∈ B(L2(µ,H)). The following assertions are equivalent
(1) T ∈ A⊗B(H);
(2) T (hf) = hT (f) for any f ∈ L2(µ,H) and h ∈ L∞(µ);
(3) Whenever f ∈ L2(µ,H) and B ⊂ L is a measurable set such that f |B = 0
µ-a.e., then T (f)|B = 0 µ-a.e.;
(4) 〈T (f1),f2〉 = 0 whenever f1,f2 ∈ L2(µ,H) and there is a measurable set
B ⊂ L such that f1|B = 0 and f2|L\B = 0.
Proof. (1) ⇔ (2) Observe that condition (2) means that T commutes with h ⊗ I
for each h ∈ L∞(µ). Hence the equivalence follows from Lemma 5.10 taking into
account that A⊗B(H) equals to its bicommutant (being a von Neumann algebra).
(2)⇒ (3) Assuming (2) we have χBT (f) = T (χBf ) = T (0) = 0.
(3)⇒ (4) This is obvious.
(4) ⇒ (3) Assume (3) does not hold and B and f witness it. Then the pair
f1 = f and f2 = χBTf witnesses the failure of (4).
(3)⇒ (2) Fix f ∈ L2(µ,H) and a measurable set B ⊂ L. Then
T (f) = T (χBf + χL\Bf) = T (χBf) + T (χL\Bf).
Moreover, by (3) we deduce that T (χBf) = 0 a.e. on L \B and T (χL\Bf) = 0 a.e.
on B. Necessarily T (χBf) = χBT (f) and T (χL\Bf) = χL\BT (f).
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In other words, the formula from (2) hold if h is a characteristic function. By
linearity of T this formula can be extended to simple functions, by density of simple
functions it holds for any h ∈ L∞(µ). 
The previous lemma enables us to construct some special operators in A⊗B(H).
The construction is described in the following lemma.
Lemma 5.13. Let f , g ∈ L2(µ,H) be such that ‖g(ω)‖ ≤ C ‖f (ω)‖ µ-a.e. (for
some C > 0). Define an operator T ∈ B(L2(µ,H)) by setting
T (hf) = hg, hf ∈ X̂f
and T (h) = 0 for h ∈ (X̂f )⊥. Then T ∈ A⊗B(H).
In particular, the orthogonal projection onto X̂f belongs to A⊗B(H). Further,
if ‖g(ω)‖ = ‖f (ω)‖ µ-a.e., then T is a partial isometry.
Proof. It is clear that T is indeed a bounded linear operator. Moreover, it satis-
fies condition (2) from Lemma 5.12, which completes the proof. The additional
statements are obvious. 
Next we are going to present three lemmata characterizing abelian, finite and
properly infinite projections in A⊗B(H). Before formulating them we give an easy
observation which we will often use.
Observation 5.14. Let P ∈ A⊗B(H) be a projection and let f ∈ ran(P ) be
arbitrary. Then X̂f ⊂ ran(P ).
Proof. It follows immeadiately from Lemma 5.12 that Xf ⊂ ran(P ) (using condi-
tion (2)). Since ran(P ) is closed, necessarily X̂f = Xf ⊂ ran(P ). 
Lemma 5.15. Let P ∈ A⊗B(H) be a projection. The following assertions are
equivalent
(a) P is abelian;
(b) ran(P ) = X̂f for some f ∈ L2(µ,H);
(c) For any f , g ∈ ran(P )
f (ω), g(ω) are linearly dependent for µ-a.a. ω.
Proof. (b) ⇒ (a) Let T ∈ A⊗B(H) be such that T = PTP . It follows that
X̂f = ran(P ) is invariant for T , hence T generates a bounded linear operator on
the Hilbert space Y defined in the proof of Lemma 5.11, denoted again by T .
Set h = T (1). Condition (2) of Lemma 5.12 assures that T (χE) = χEh for
E ⊂ L measurable. Hence∫
E
|h(ω)|2 ‖f(ω)‖2 dµ(ω) = ‖χEh‖2Y = ‖T (χE)‖2Y ≤ ‖T ‖2 ‖χE‖2
= ‖T ‖2
∫
E
‖f(ω)‖2 dµ(ω)
for E ⊂ K measurable. It follows that |h(ω)| ≤ ‖T ‖ µ-a.e. Since T (g) = gh for any
simple function and simple functions are dense, we deduce that T is a multiplication
operator.
Finally, any two multiplication operators commute, which completes the argu-
ment.
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(a)⇒ (c): Assume there are f , g ∈ ran(P ) and a set E of positive measure such
that f (ω), g(ω) are linearly independent for ω ∈ E.
Set
f1(ω) =
{
f(ω)
‖f(ω)‖ , ω ∈ E,
0, ω ∈ L \ E, f2(ω) =
{
g(ω)−〈g(ω),f1(ω)〉f1(ω)
‖g(ω)−〈g(ω),f1(ω)〉f1(ω)‖ , ω ∈ E,
0, ω ∈ L \ E.
Then f1,f2 ∈ ran(P ) (by Observation 5.14 and Lemma 5.11), [f1,f2] = 0 and∥∥f j(ω)∥∥ = 1 for ω ∈ E and j = 1, 2.
Consider the operators defined by T1(h) = [h,f1]f2 and T2(h) = [h,f2]f1
for h ∈ L2(µ,H). Then T1 and T2 are contractive operators on L2(µ,H). More-
over, they satisfy condition (2) from Lemma 5.12, hence they belong to A⊗B(H).
Moreover, Tj = PTjP for j = 1, 2 and T1T2 6= T2T1. Hence P is not abelian.
(c) ⇒ (b) Assume (c) holds. Let (fλ)λ∈Λ be a maximal family of elements in
ran(P ) such that {ω ∈ L; fλ1(ω) 6= 0 6= fλ2(ω)} has measure zero whenever λ1, λ2
are two distinct elements of Λ. Since µ is a probability measure, Λ is countable,
thus we may assume Λ ⊂ N. Set
f =
∑
n∈Λ
1
2n
fn
‖fn‖
.
Then clearly f ∈ ran(P ), thus X̂f ⊂ ran(P ). We claim that in fact X̂f = ran(P ).
To prove this take any g ∈ ran(P ). Then E = {ω ∈ L; g(ω) 6= 0 = f(ω)} has
measure zero. Indeed, otherwise the function χEg would contradict maximality of
the family (fλ). Hence, by the assumption we get that g(ω) is a scalar multiple of
f(ω) µ-a.e. Hence clearly g ∈ X̂f . 
Lemma 5.16. Let P ∈ A⊗B(H) be a projection.
(i) Assume that P is finite. Then P is σ-finite. Moreover, there is a sequence
(fn) in ran(P ) such that
(a) [fn,fm] = 0 for m 6= n;
(b) span
⋃
n X̂fn is dense in ran(P );
(c) dim span{fn(ω); n ∈ N} <∞ for µ-almost all ω.
Moreover, the dimension function from assertion (c) does not depend on the
choice of the sequence (fn).
(ii) Assume that P is infinite. Then there is a sequence (fn) in ran(P ) and a
measurable set E ⊂ L with µ(E) > 0 such that (fn(ω))n∈N is an orthonormal
sequence for each ω ∈ E.
Proof. (i) Assume that P is finite. As the center of A⊗B(H) is *-isomorphic to
L∞(µ), where µ is a probability measure, it is a σ-finite algebra. By Proposi-
tion 6.3.10 in [29] a finite projection whose central cover is σ-finite in the center
has to be σ-finite. Therefore P is σ-finite and the first assertion is proved.
Further, let (f j)j∈J be a maximal family of nonzero elements of ran(P ) such
that [f j ,fk] = 0 whenever j 6= k. Let Qj denote the projection onto X̂fj . Then
Qj ∈ A⊗B(H) by Lemma 5.13, Qj ≤ P and the family (Qj) is orthogonal. So,
the family is countable as P is σ-finite by the previous paragraph. Moreover, by
maximality we easily get that P =
∑
j Qj.
Hence, properties (a) and (b) are satisfied. Let us continue by proving (c). We
proceed by contradiction. Assume that there is a measurable set E ⊂ L with
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µ(E) > 0 such that
dim span{f j(ω); j ∈ J} =∞ for ω ∈ E.
We will show that there is a sequence (gn) in ran(P ) such that the sequence (gn(ω))
is orthonormal for almost all ω ∈ E. This will be done by induction.
Assume that n ∈ N and we have already constructed gk for k < n (the case
n = 1 covers the first induction step).
Let (nj , Bj)j∈C be a maximal family such that for each j ∈ C we have
• nj ∈ J and Bj ⊂ L is a measurable set of positive measure;
• µ(Bj ∩Bk) = 0 for k 6= j;
• fnj (ω) 6= 0 and fnj (ω) ⊥ span{gk(ω); k < n} for ω ∈ Bj .
The existence of such a family follows from Zorn’s lemma. Moreover, the family
is countable (as µ is a probability measure) and E \ ⋃j∈C Bj has measure zero
(by the assumption and maximality). So, assuming C ⊂ N it is enough to set
g′n =
∑
j∈C
1
2j
χBjfnj∥∥∥χBjfnj∥∥∥ and gn(ω) =
g′n(ω)
‖g′n(ω)‖
for ω ∈ E.
Further, let Rn be the orthogonal projection onto X̂χEgn . Then the projections
(Rn) are mutually orthogonal and mutually equivalent (by Lemma 5.13). Thus∑
nRn is properly infinite by Lemma 3.1(e). Since this projection is majorized by
P , necessarily P is infinite, a contradiction.
This completes the proof of properties (a) − (c). Let us point out that we
have in fact proved that (c) is a consequence of (a) and (b). It remains to prove
the independence of the dimension function. This will be done by contradiction.
Assume (fn) and (gn) are two sequences satisfying (a)−(c) with different dimension
functions. It means that there is a measurable set E ⊂ L with µ(E) > 0 and natural
numbers k 6= m such that for each ω ∈ E we have
dim span{fn(ω); n ∈ N} = k & dim span{gn(ω); n ∈ N} = m.
Similarly as above we may prove that (χE ⊗ I)P can be expressed in two ways
– as a sum of k mutually equivalent orthogonal abelian projections and also as a
sum of m mutually equivalent orthogonal abelian projections. It follows from [44,
Lemma V.1.26] applied to the von Neumann algebra (χE ⊗ I)PMP that k = m, a
contradiction.
(ii) Assume that P is infinite, i.e., there is a projectionQ < P with P ∼ Q. Let U
be a partial isometry with pi(U) = P and pf (U) = Q. Fix f ∈ ran(P−Q). Without
loss of generality we may assume that ‖f (ω)‖ = 1 whenever it is nonzero. Consider
the sequence fn defined by f1 = f and fn+1 = U(fn) for n ∈ N. Since X̂f2 ⊥ X̂f1 ,
it follows by an easy induction that the spaces X̂fn , n ∈ N, are mutually orthogonal.
It follows that the sequence (fn) has the required properties. 
Lemma 5.17. Let P ∈ A⊗B(H) be a projection. The following assertions are
equivalent.
(a) P is properly infinite;
(b) There is a measurable set E ⊂ L with µ(E) > 0 and a sequence (fn) in ran(P )
such that
• χL\Ef = 0 for f ∈ ran(P ), and
• (fn(ω)) is a linearly indepenent sequence for each ω ∈ E.
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(c) There is a measurable set E ⊂ L with µ(E) > 0 and a sequence (fn) in ran(P )
such that
• χL\Ef = 0 for f ∈ ran(P ), and
• (fn(ω)) is an orthonormal sequence for each ω ∈ E.
Proof. (c)⇒ (b) This is trivial.
(b)⇒ (a) This follows easily from Lemma 5.16(i) (using the description of central
projections given in Lemma 5.10).
(a)⇒ (c) Let (Ej)j∈J be a maximal disjoint family of measurable sets of positive
measure in L such that for each j ∈ J there is a family (f jn) in ran(P ) such that
(f jn(ω))n is an orthonormal sequence for each ω ∈ Ej . Then J is countable. Set
E =
⋃
j Ej and fn =
∑
j χEjf
j
n. Then (fn) satisfies the second property. The first
property is also satisfied, as otherwise (χL\E ⊗ I)P 6= 0. This projection is infinite,
hence application of Lemma 5.16(ii) yields a contradiction with the maximality of
the family (Ej). 
We finish this subsection by the following easy observation describing the range
of the transpose of a projection.
Observation 5.18. Let P ∈ A⊗B(H) be a projection. Then the range of P t is
{f ; f ∈ ran(P )}.
Proof.
f ∈ ran(P t)⇐⇒ P t(f ) = f ⇐⇒ P ∗(f ) = f ⇐⇒ P (f ) = f ⇐⇒ f ∈ ran(P ).

5.4. The symmetric case. In this subsection we clarify the situation in the triples
of the form A⊗C where C is a Cartan factor of type 3, i.e., of A⊗B(H)s. (We
keep the notation from the previous subsection.) It turns out that the results are
completely analogous to that from Subsection 5.2 but the methods of proofs need
to be different.
The following lemma is an analogue of Lemma 5.7.
Lemma 5.19. Let P ∈ A⊗B(H) be a projection. Then there is a partial isometry
U ∈ A⊗B(H)s such that pi(U) = P (and pf (U) = P t).
Proof. The proof will be done in two steps.
Step 1: Assume P 6= 0. Then there is a nonzero partial isometry U ∈ A⊗B(H)s
such that pi(U) ≤ P (and pf (U) ≤ P t).
Fix any f 6= 0 in the range of P (considered as a projection on L2(µ,H)). Then
X̂f ⊂ ran(P ) (by Lemma 5.12(2)). Let us define a partial isometry by setting
U(gf) = gf , gf ∈ X̂f
and U = 0 on X̂⊥f (see Lemma 5.13). Moreover, U
∗ is the ‘inverse partial isometry’,
i.e., U∗(gf ) = gf for gf ∈ X̂f and U∗ = 0 on X̂⊥f . It follows that
U t(gf) = U∗(gf) = U∗(gf) = gf = gf = U(gf)
for gf ∈ X̂f and, for any h ∈ X⊥f we have
U t(h) = U∗(h) = 0 = U(h)
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as h ∈ X⊥
f
. It follows that U t = U .
Step 2: Let (Uα)α∈Λ be a maximal family of nonzero partial isometries in
A⊗B(H)s such that pi(Uα) ≤ P for each α and pi(Uα) are pairwise orthogonal.
Then U =
∑
α Uα is a partial isometry in A⊗B(H)s such that pi(U) =
∨
α pi(Uα) ≤
P . Moreover, pi(U) = P , otherwise we could apply Step 1 to P − pi(U) and come
to a contradiction with maximality. 
Further we get the following proposition, which can be proved exactly as Propo-
sition 5.8 by just replacing Lemma 5.7 with Lemma 5.19.
Proposition 5.20. A⊗B(H)s is a finite JBW∗-algebra. In particular, the relations
≤0 and ≤2 coincide.
5.5. The antisymmetric case. In this subsection we analyze the behaviour of
tripotents in A⊗C where C is a Cartan factor of type 2, i.e., in A⊗B(H)a. It turns
out that the structure of A⊗B(H)a is more complicated than that of its symmetric
counterpart. In particular, A⊗B(H)a is not a JBW∗-subalgebra of A⊗B(H) as
it is not stable under the Jordan product. (In fact, x ◦ y ∈ A⊗B(H)s whenever
x, y ∈ A⊗B(H)a.) However, if dimH is either even or infinite, then A⊗B(H)a
admits a unitary element (see [23, Proposition 2] for an explicit formula), so it is
a JBW∗-algebra. If dimH is odd, it is not hard to show that there is no unitary
element.
We are going to analyze the behaviour of tripotents in detail and compare it with
the results on the symmetric case. It turns out that the analogue of Lemma 5.19
(and of Lemma 5.7) fails in this case. Instead, we have the characterizations below.
As a byproduct of our approach we reprove the above-mentioned results of existence
and non-existence of unitary elements, providing so a deeper understanding of these
phenomenon.
To simplify the notation we will denote M = A⊗B(H) (then Ma = A⊗B(H)a).
We start by the following observation on the property of antisymmetric operators.
Lemma 5.21. Let u ∈Ma and f ∈ L2(µ,H). Then we have the following.
(i)
〈
u(f),f
〉
= 0;
(ii) If u is a tripotent and f ∈ ran pi(u), then g = u(f) ∈ ran(pi(u)), g ⊥ f and
u(g) = −f .
Proof. (i) we have〈
ut(f),f
〉
=
〈
u∗(f ),f
〉
=
〈
u∗(f),f
〉
=
〈
f , u(f)
〉
=
〈
u(f),f
〉
,
thus, assuming ut = −u, we deduce 〈u(f ),f〉 = 0.
(ii) By (i) we have u(f) ⊥ f , thus u(f ) ⊥ f , i.e., g ⊥ f . Since u(f) ∈ ran pf (u),
g = u(f) ∈ ranpi(u) (cf. Observation 5.18). Moreover,
u(g) = −ut(u(f)) = −u∗u(f) = −f .

The next lemma characterizes antisymmetric tripotents.
Lemma 5.22. Let u ∈ M and let p ∈ M be a projection. Then u is a partial
isometry in Ma with p = pi(u) if and only if there are a projection q ≤ p and a
partial isometry v ∈M such that:
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(i) pi(v) = q and pf (v) = p
t − qt;
(ii) u = v − vt.
Proof. Let us start by the ‘if part’. Assume that q and v satisfying the required
properties exist. It follows easily from (i) that vt is a partial isometry with pi(v
t) =
p−q and pf (vt) = qt. Hence v ⊥ vt, so by (ii) we deduce that u is a partial isometry
with pi(u) = q + p− q = p.
Let us continue with the ‘only if part’. It will be done in two steps.
Step 1: Assume u 6= 0. Then there are a nonzero projection p′ ≤ p, a projection
q′ ≤ p′ and a partial isometry v′ ∈M such that
(i′) pi(v′) = q′ and pf (v) = (p′)t − (q′)t;
(ii′) up′ = v′ − (v′)t.
Since u 6= 0, we have p 6= 0. Fix any f 6= 0 in the range of p (considered as
a projection on L2(µ,H)). Then X̂f ⊂ ran(p) (by Observation 5.14). Moreover,
Lemma 5.12(2) yields that u(gf) = gu(f) whenever gf ∈ X̂f . By Lemma 5.21 we
get
0 =
〈
u(gf), gf
〉
=
∫
|g|2[u(f),f ] dµ
for any gf ∈ X̂f , thus [u(f),f ] = 0 a.e. It follows that X̂f ⊥ X̂u(f).
Let q′ be the projection onto X̂f . Then q′ ∈M (by Lemma 5.13) and (q′)t is the
projection onto X̂f (by Observation 5.18). Let v
′ = uq′. Since q′ ≤ p, v′ is a partial
isometry with pi(v
′) = q′. Moreover, ran(pf (v′)) = X̂u(f) (cf. Lemmata 5.11(a) and
5.12(2)). Then ran(pf (v
′)t) = X̂
u(f) (again by Observation 5.18), thus pf (v
′)t ⊥ q′.
Moreover, pf(v
′) ≤ pf(u) = pt, thus pf (v′)t ≤ p. Hence, p′ = q′ + pf(v′)t ≤ p (and
it is a projection).
Hence, q′ ≤ p′ ≤ p and (i′) is valid. Moreover, (ii′) is satisfied by the definition
of p′ as pi((v′)t) = pf (v′)t.
Step 2: Let (pα)α∈Λ be a maximal orthogonal family of projections below p
such that for each α ∈ Λ there are a projection qα ≤ p and a partial isometry
vα ∈M satisfying conditions (i′) and (ii′) (with pα, qα, vα in place of p′, q′, v′). Set
p′ =
∑
α pα, q
′ =
∑
α qα and v
′ =
∑
α vα. Then p
′, q′, v′ satisfy conditions (i′) and
(ii′).
If p′ 6= p, then w = u(p− p′) is a nozero partial isometry. Moreover, w = u−up′
and up′ is antisymmetric by the already proved ‘if part’. Thus w is antisymmetric.
If we apply Step 1 to w we get a contradiction with the maximality of the family
(pα)α∈Λ. 
The next proposition is a variant of Lemmata 5.19 and 5.7 in the antisymmetric
case. Assertion (i) shows that antisymmetric tripotents have an ‘even nature’.
Proposition 5.23. Let p ∈M be a projection. Then the following holds.
(i) p = pi(u) for some u ∈ Ma if and only if there are projections q1, q2 ∈ M
with q1 ⊥ q2, q1 ∼ q2 and p = q1 + q2;
(ii) There is a nonzero tripotent u ∈ A⊗B(H)a with pi(u) ≤ p if and only if p is
not abelian.
Proof. (i) The ‘only if part’ follows from Lemma 5.22. Indeed, let q be the pro-
jection provided by this lemma. Then q ∼ pt − qt. Further, pt − qt ∼ p − q by
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Lemma 5.5 (recall that taking the transpose is a central involution), hence the
assertion follows.
Let us continue by the ‘if part’. So, assume we have q1 and q2 as above. By
Lemma 5.5 we know that q2 ∼ qt2, hence q1 ∼ qt2. Fix a partial isometry v ∈ M
with pi(v) = q1 and pf (v) = q
t
2. Then clearly v
t is also a partial isometry in M
and pi(v
t) = q2 and pf (vt) = q
t
1. Therefore v ⊥ vt. If we define u = v − vt, then
u ∈Ma, it is a partial isometry and pi(u) = p (by Lemma 5.22).
(ii) It follows from (i) that such u exists if and only if there are two nonzero
orthogonal projections q1, q2 ≤ p with q1 ∼ q2. If p is abelian, such projections
cannot exist. Conversely, assume p is not abelian, i.e., the von Neumann algebra
pMp is not abelian. It follows that there is a projection q ∈ pMp which is not
central. Denote by z its central carrier (in pMp). Then z − q 6= 0, hence z − q and
q are not centrally orthogonal and [44, Lemma V.1.7] shows that there are nonzero
projections q1 ≤ q and q2 ≤ z − q with q1 ∼ q2. 
The next proposition characterizes unitary and complete tripotents in Ma.
Proposition 5.24. Let u ∈Ma be a tripotent.
(a) u is unitary ⇐⇒ pi(u) = 1 ⇐⇒ pf(u) = 1.
(b) u is complete ⇐⇒ 1− pi(u) is abelian⇐⇒ 1− pf(u) is abelian.
(c) Let w ∈ Ma be a tripotent such that u ≤2 w. Then u is complete in (Ma)2(w)
if and only if pi(w)− pi(u) is abelian.
Proof. (a) Assume pi(u) = 1. By Observation 5.3 we get pf (u) = 1, hence u is
unitary even in M .
Conversely, assume that u is unitary. Then, in particular, (Ma)1(u) = {0}. In
the same way as in the proof of Proposition 5.6 we deduce that pi(u) = pf (u) and
it is a central projection. Hence pi(u) = χE ⊗ I for a measurable set E ⊂ L (see
Lemma 5.10). Finally, we have also (Ma)0(u) = 0, hence
{0} = (χL\E) ⊗ I)(Ma) = L∞(µ|L\E)⊗B(H)a,
hence µ(L \ E) has zero measure (as B(H)a 6= {0} whenever dimH ≥ 2), i.e.,
pi(u) = 1.
(b) The second equivalence follows from Observation 5.3. Let us prove the first
one.
If 1 − pi(u) is not abelian, by Proposition 5.23(ii) there is a nonzero tripotent
v ∈Ma with pi(v) ≤ 1− pi(u). Having in mind that ut = −u, vt = −v, we deduce
that pf (v) = pi(v)
t, pf (u) = pi(u)
t, and thus v ⊥ u, hence u is not complete.
Conversely, assume u is not complete. It means there is a nonzero tripotent v with
v ⊥ u. It follows that (1 − pf (u))v(1 − pi(u)) = v, thus pi(v) ≤ 1 − pi(u). By
Proposition 5.23(ii) 1− pi(u) is not abelian.
(c) The proof is completely analogous to that of the first equivalence in (b). 
The next lemma provides a decomposition of an antisymmetric tripotent into
basic building blocks.
Lemma 5.25. Let u ∈ A⊗B(H)a be a tripotent. Then u =
∑
α uα, where (uα) is
an orthogonal family of tripotents in A⊗B(H)a such that each pi(uα) is the sum of
a pair of mutually orthogonal and equivalent abelian projections.
Proof. Let p = pi(u). Let q and v be the projection and the partial isometry
provided by Lemma 5.22. Since A⊗B(H) is of type I, q can be expressed as the
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sum of an orthogonal family of abelian projections (qα). Let vα = vqα. Then vα is
a partial isometry with pi(vα) = qα, hence rα = pf (vα)
t is a projection equivalent
to qα (cf. Lemma 5.5). Moreover, v =
∑
α vα, the family (vα)α is orthogonal
and rα ≤ pf (v)t = p − q. In particular, rα ⊥ q and, moreover, the family (rα) is
orthogonal. Set pα = qα + rα. Then p =
∑
α pα and the family (pα) is orthogonal.
Set uα = upα. Then uα is a partial isometry with pi(uα) = pα, uα = vα − vtα,
uα ⊥ uβ for α 6= β. It remains to observe that uα ∈ A⊗B(H)a, but this is clear
from the identity uα = vα − vtα. 
Now we are going to distinguish several cases depending on the dimension of H .
The first proposition settles the finite-dimensional case. Note that the first state-
ment in assertion (b) follows also from [23, Proposition 2] where an explicit formula
for a unitary element is given. Assertion (c) is also known – in this case it is easy
to find a complete non-unitary tripotent in B(H)a and then use Proposition 3.5.
Proposition 5.26. Assume that dimH is finite. Then the following holds:
(a) A⊗B(H)a is triple-isomorphic to L∞(µ,B(H)a). In particular, it is a finite
JBW∗-triple;
(b) If dimH is even, then A⊗B(H)a has a unitary element. It is therefore triple-
isomorphic to a (finite) JBW∗-algebra. Hence, the relations ≤0 and ≤2 coin-
cide;
(c) If dimH is odd, then A⊗B(H)a has no unitary element.
Proof. (a) The first statement follows from Lemma 1.2. The second one then follows
from Proposition 3.5.
(b) If dimH is even, then there is a projection p ∈ B(H) with p ∼ 1 − p. Thus
1⊗ p is a projection in A⊗B(H) equivalent to 1− (1⊗ p) = 1⊗ (1− p). Hence, by
Proposition 5.23(i) there is a unitary element in A⊗B(H)a. The rest follows from
(a) and Proposition 3.3.
(c) Assume dimH is odd and u ∈ L∞(µ,B(H)a) is a tripotent. Then pi(u)(ω) =
pi(u(ω)) µ-a.e. It follows from Proposition 5.23(i) that dim ran(pi(u(ω))) is even for
each ω, thus pi(u) 6= 1. It follows that u is not unitary (cf. Proposition 5.24(a)). 
The next proposition deals with the infinite-dimensional case. Note that asser-
tion (a) follows also from [23, Proposition 2].
Proposition 5.27. Assume that dimH is infinite. Then the following holds.
(a) A⊗B(H)a admits a unitary element, i.e., it is triple-isomorphic to a JBW∗-
algebra.
(b) There are complete non-unitary elements in A⊗B(H)a. In particular, the triple
A⊗B(H)a is not finite.
Proof. (a) If dimH =∞, then there is a projection p ∈ B(H) with p ∼ 1− p. The
rest of the argument is the same as in Proposition 5.26(b).
(b) SinceH is infinite-dimensional, there are two mutually orthogonal projections
q1, q2 ∈ B(H) such that q1 ∼ q2 and 1 − q1 − q2 is a one-dimensional projection.
Then 1 ⊗ q1 and 1 ⊗ q2 are two equivalent mutually orthogonal projections in
A⊗B(H). By Proposition 5.23(i) there is a tripotent U ∈ A⊗B(H)a with pi(U) =
1⊗q1+1⊗q2 = 1⊗(q1+q2). Then pi(U) 6= 1 and 1−pi(U) = 1⊗(1−q1−q2) is abelian
by Lemma 5.15. Hence U is complete but not unitary by Proposition 5.24. 
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Hence, summarizing, A⊗B(H)a is a finite JBW∗-algebra if H has finite even
dimension; it is a finite JBW∗-triple with no unitary element if H has finite odd
dimension and it is an infinite JBW∗-algebra if H has infinite dimension. The case
of finite even dimension is in this way completely settled. In the remaining two cases
we are going further to characterize the relation ≤0 and in the infinite-dimensional
case moreover analyze finite and properly infinite tripotents.
We start by characterizing ≤0 in B(H)a.
Lemma 5.28. Let u, v ∈ B(H)a be two tripotents. Then the following assertions
are equivalent.
(i) u ≤0 v;
(ii) Either v is complete or u ≤2 v;
(iii) Either 1− pi(v) is a rank-one operator, or pi(u) ≤ pi(v).
Proof. The implication (iii) ⇒ (ii) follows from Proposition 5.24 and Proposi-
tion 5.4.
The implication (ii)⇒ (i) is obvious.
(i)⇒ (iii) Assume (iii) does not hold, i.e., the projection 1− pi(v) has rank at
least two and pi(u) 6≤ pi(v). The latter inequality implies 1 − pi(v) 6≤ 1 − pi(u).
Hence, there is a rank-one projection r1 with r1 ≤ 1 − pi(v) but r1 6≤ 1 − pi(u).
Since 1− pi(v) has rank at least two, there is a rank-one projection r2 ≤ 1− pi(v)
orthogonal to r1. Since r1 ∼ r2, by Proposition 5.23(i) there is a tripotent w ∈
B(H)a with pi(w) = r1 + r2. Then clearly w ∈ B(H)0(v) \B(H)0(u). 
Using Proposition 2.9 the following proposition easily follows.
Proposition 5.29. Assume that the Hilbert space H has finite odd dimension. Let
u,v ∈ L∞(µ,B(H)a) = A⊗B(H)a be two tripotents. Then the following assertions
are equivalent.
(i) u ≤0 v;
(ii) There is a measurable set E ⊂ L such that v(ω) is complete for ω ∈ E and
u(ω) ≤2 v(ω) for ω ∈ L \ E;
(iii) There is a measurable set E ⊂ L such that 1−pi(v)(ω) is a rank-one operator
for ω ∈ L and pi(u)(ω) ≤ pi(v)(ω) for ω ∈ L \ E.
Note that the proposition holds also if H has a finite even dimension, but in this
case we get E = ∅ in (ii) and (iii) (cf. Proposition 5.26(b)). For infinite-dimensional
H an analogue holds as well, but it requires a different proof. It is contained in the
following proposition.
Proposition 5.30. Assume dimH = ∞. Let u, v ∈ A⊗B(H)a = L∞(µ)⊗B(H)a
be two tripotents. Then the following assertions are equivalent.
(i) u ≤0 v;
(ii) There is a measurable set E ⊂ L such that (χE ⊗ I)u ≤2 (χE ⊗ I)v and
(χL\E ⊗ I)v is complete in L∞(µ|L\E)⊗B(H)a;
(iii) There is a measurable set E ⊂ L such that (χE⊗ I)pi(u) ≤ (χE⊗ I)pi(v) and
(χL\E ⊗ I)(1 − pi(v)) is abelian.
Proof. The implication (iii) ⇒ (ii) follows from Proposition 5.24 and Proposi-
tion 5.4.
The implication (ii)⇒ (i) is obvious (using Proposition 2.8).
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(i)⇒ (iii) Let M = A⊗B(H). Consider the family
{z ∈M ; z is a central projection and zpi(u) ≤ zpi(v)}.
This family is nonempty (it contains the zero projection) and is closed under taking
suprema of nonempty subsets. So, it has a maximum, call it z. Then zpi(u) ≤
zpi(v). By Lemma 5.10 we know that z = χE ⊗ I for a measurable set E ⊂ L.
If E = L (i.e., z = 1), the proof is completed. So, assume that E $ L (z < 1)
and that (χL\E ⊗ I)(1 − pi(v)) = (1 − z)(1 − pi(v)) is not abelian. We may work
in (1 − z)M = L∞(µ|L\E)⊗B(H), so without loss of generality assume z = 0.
Consider the family
{w ∈M ; w is a central projection and w(1 − pi(v)) is abelian}.
This family is nonempty (it contains the zero projection) and is closed under taking
suprema of nonempty subsets. So, it has a maximum, call it w. If w = 1, the proof
is complete. If w < 1, we may work in (1 − w)M , so, similarly as above we may
assume without loss of generality that w = 0, and thus, for every central projection
z in M , z(1− pi(v)) is either zero or not abelian.
Since pi(u) 6≤ pi(v), we get 1− pi(v) 6≤ 1− pi(u), so the projection
r0 = (1− pi(v)) − (1− pi(v)) ∧ (1− pi(u))
is nonzero. Fix a nonzero abelian projection r ≤ r0. Since 1− pi(v) is not abelian,
the projection
s = 1− pi(v) − r
is nonzero.
We claim that s and r are not centrally orthogonal. Let us prove it by contra-
diction. Assume that there is a central projection z ∈M with r ≤ z and s ≤ 1− z.
Since r + s = 1 − pi(v), we get r = z(1 − pi(v)). Since r is non-zero and abelian,
necessarily z = 0, a contradiction.
Now we can use [44, Lemma V.1.7] to get projections r1 ≤ r and s1 ≤ s with
r1 ∼ s1. Then there is a tripotent w ∈ Ma with pi(w) = r1 + s1. It follows that
w ∈M0(v) \M0(u). 
We continue by a characterization of finite, infinite and properly infinite tripo-
tents in A⊗B(H)a.
Proposition 5.31. Assume that dimH =∞. Let u ∈ A⊗B(H)a be a tripotent.
(i) u is finite if and only if pi(u) is a finite projection in A⊗B(H);
(ii) u is properly infinite if and only if pi(u) is a properly infinite projection in
A⊗B(H).
Proof. Assume first that pi(u) is a properly infinite projection. Fix f ∈ ran pi(u).
Let q denote the projection onto X̂f . Then q ≤ pi(u) (by Observation 5.14) and q is
abelian by Lemma 5.15. Hence pi(u)−q is also properly infinite. By [44, Proposition
V.1.36] or [29, Lemma 6.3.3] there are two orthogonal equivalent projections r1, r2
with pi(u) − q = r1 + r2. Hence, by Proposition 5.23 there is a tripotent v ∈
A⊗B(H)a with pi(v) = pi(u) − q. Then v ≤2 u, v is complete and not unitary in
(A⊗B(H)a)2 (u) (by Proposition 5.24). Thus u is infinite.
Further, let E ⊂ L be measurable such that (χE⊗I)u 6= 0. Then pi((χE⊗I)u) =
(χE⊗I)pi(u) which is a properly infinite projection. The previous paragraph shows
that in this case (χE ⊗ I)u is infinite.
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Thus, u is properly infinite and the proof of the ‘if part’ of (ii) is completed.
Next assume that pi(u) is infinite. By [29, Proposition 6.3.7] there is a prop-
erly infinite projection q ≤ pi(u). By [29, Lemma 6.3.3] there are two orthogonal
equivalent projections q1, q2 with q = q1+ q2. Hence, by Proposition 5.23 there is a
tripotent v ∈ A⊗B(H)a with pi(v) = q. By the already proved part we know that
v is properly infinite. Since v ≤2 u, u is infinite by Lemma 3.2. This completes the
proof of the ‘only if part’ of assertion (i).
Assume now that pi(u) is finite. Let v ∈M2(u) be complete. Then pi(v) ≤ pi(u),
hence pi(v) is also finite and, moreover, pi(u) − pi(v) is abelian (cf. Proposi-
tion 5.24).
By Proposition 5.23 we have pi(u) = q1 + q2 for a pair of orthogonal equivalent
projections q1 and q2. Apply Lemma 5.16(i) to q1 and q2. Since q1 ∼ q2, their
dimension functions from condition (c) are equal. Since the dimension function of
pi(u) is the sum of the dimension functions of q1 and q2, it attains even values.
By the same argument the dimension function of pi(v) attains even values. Since
pi(u) − pi(v) is abelian, it follows from Lemma 5.15 that its dimension function
(which equals the difference of dimension functions of pi(u) and pi(v)) is bounded
by 1. Since it must attain even values, it is necessarily zero. But this means that
pi(v) = pi(u), i.e., v is unitary in M2(u). So, u is finite. This completes the proof
of the ‘if part’ of (i).
Finally, assume that u is properly infinite. Let z be a central projection such
that zpi(u) 6= 0. Since zpi(u) = pi(zu), we have zu 6= 0. Thus zu is infinite, so by
the already proved assertion (i) we deduce that zpi(u) is infinite. Hence pi(u) is
properly infinite and the proof is complete. 
The next corollary follows from Proposition 5.31 using [29, Proposition 6.3.7]
and Lemma 5.10.
Corollary 5.32. Let u ∈ A⊗B(H)a be a tripotent. Then there is a measurable
set E ⊂ L such that (χE ⊗ I)u is finite and (χL\E ⊗ I)u is either zero or properly
infinite.
In the following proposition we establish some further properties of properly
infinite tripotents. Assertion (a) is an analogue of Proposition 4.10(iv) and Propo-
sition 4.19(ii). Assertion (b) says that the analogue of Proposition 4.11 and Propo-
sition 4.18 fails in this case. Recall that M denotes the von Neumann algebra
A⊗B(H).
Proposition 5.33. Let u ∈ A⊗B(H)a be a properly infinite tripotent.
(a) Any complete tripotent in (Ma)2(u) is again properly infinite.
(b) Assume that v ∈ (Ma)2(u) is complete and w ∈ (Ma)2(u) ∩ (Ma)1(v). Then w
is abelian (and hence finite).
Proof. (a) Since u is properly infinite, pi(u) is also properly infinite by Propo-
sition 5.31. Assume that v ∈ (Ma)2(u) is complete. Then pi(v) ≤ pi(u) and
pi(u)−pi(v) is abelian (by Proposition 5.24(c)). Thus pi(v) is properly infinite and
so is v (by Proposition 5.31).
(b) We have w = w1 + w2 where
w1 = pf (v)w(pi(u)− pi(v)) and w2 = (pf (u)− pf (v))wpi(v).
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Note that wt1 = −w2 and w1, w2 are orthogonal tripotents in A⊗B(H). Moreover,
pi(w1) is abelian since pi(w1) ≤ pi(u)− pi(v) and pi(u)− pi(v) is abelian. Further,
pi(w2) = pi(−wt1) = pf (w1)t ∼ pf (w1) ∼ pi(w1),
hence pi(w2) is also abelian. So there are f1,f2 ∈ L2(µ,H) such that ran(pi(wj)) =
X̂fj for j = 1, 2 (cf. Lemma 5.15). Since w1 ⊥ w2, we have [f1,f2] = 0. The
equality wt1 = −w2 shows that ran(pf (w1)) = X̂f2 and ran(pf (w2)) = X̂f1 (see
Observation 5.18). Hence we may and shall assume that f2 = w1f1, in particular
‖f1(ω)‖ = ‖f2(ω)‖ µ-a.e.
It follows that (Ma)2(w) consists of those operators from A⊗B(H)a which map
X̂f1 + X̂f2 into X̂f1 + X̂f2 and are zero on the orthogonal complement. Let T be
any such operator. By Lemmata 5.12 and 5.21 we get that for any measurable set
E ⊂ L we have 〈
χET (f1), χEf1
〉
=
〈
T (χEf1), χEf1
〉
= 0,
thus [T (f1),f1] = 0. It follows that there is a measurable function h1 : L → C
such that T (f1) = h1f2. Hence, again by Lemma 5.12, we get
T (gf1) = h1gf2, gf1 ∈ X̂f1 .
Since T is a bounded operator, necessarily h1 ∈ L∞(µ). Similarly we deduce that
there is a function h2 ∈ L∞(µ) such that
T (gf2) = h2gf1, gf2 ∈ X̂f2 .
Finally, given any measurable set E ⊂ L we get∫
E
‖f2(ω)‖2 h1 dµ =
〈
h1χEf2, χEf2
〉
=
〈
T (χEf1), χEf2
〉
= − 〈T t(χEf1), χEf2〉 = −〈T ∗(χEf1), χEf2〉
= − 〈χEf2, T ∗(χEf1)〉 = − 〈T (χEf2), χEf1〉
= − 〈h2χEf1, χEf1〉 = − ∫
E
‖f1(ω)‖2 h2 dµ
Since ‖f1(ω)‖ = ‖f2(ω)‖ µ-a.e., we deduce that h2 = −h1 µ-a.e. on the set
{ω ∈ L; f1(ω) 6= 0}.
It now easily follows that (Ma)2(w) is canonically isomorphic to the abelian von
Neumann algebra L∞(µ|{ω∈L; f1(ω) 6=0}), hence w is abelian. 
6. Spin factors and exceptional JBW∗-triples
In this section we will deal with the summands of the form A⊗C, where A is
an abelian von Neumann algebra and C is a Cartan factor of type 4, 5 or 6. This
section is divided into four subsections. Subsection 6.1 is devoted to Cartan factors
of type 4, usually called spin factors. In Subsection 6.2 we explain the relationship
of certain finite-dimensional spin factors to the Cayley-Dickson doubling process,
in particular to the complex octonion algebra. Subsections 6.3 and 6.4 are then
devoted to Cartan factors of type 6 and 5 which are defined using the octonion
algebra.
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6.1. Spin factors. This subsection is devoted to the summands of the form A⊗C
where C is a type 4 Cartan factor, i.e. a spin factor. Let us start by focusing on
the structure of spin factors itself.
Throughout this subsection C will denote the Hilbert space ℓ2(Γ) for a set Γ,
equipped with the canonical (coordinatewise) conjugation, and with the triple prod-
uct and the norm defined by
{x, y, z} = 〈x, y〉 z + 〈z, y〉x− 〈x, z〉 y
‖x‖2 = 〈x, x〉 +
√
〈x, x〉2 − |〈x, x〉|2.
Then C is indeed a JB∗-triple. (This follows, for example, from the explanation
given in [22, pp. 16-17 and pp. 19-20].)
There are two canonical norms on C – the hilbertian norm ‖x‖2 =
√〈x, x〉 and
the above-defined norm ‖·‖. These two norms are equivalent as clearly
‖x‖2 ≤ ‖x‖ ≤
√
2 ‖x‖2 for x ∈ C.
It follows, in particular, that C is a JBW∗-triple (being isomorphic to a Hilbert
space and hence reflexive).
Moreover, we have on C two notions of orthogonality – one defined by the inner
product and the second one coming from the structure of a JB∗-triple. They do
not coincide, so to distinguish them we will use ⊥2 to denote the (Euclidean)
orthogonality with respect to the inner product (i.e., x ⊥2 y if and only if 〈x, y〉 = 0)
and ⊥ to denote the triple orthogonality (i.e., x ⊥ y if and only if L(x, y) = 0).
For a non-zero x ∈ C the equality ‖x‖ = ‖x‖2 holds if and only if 〈x, x〉 = |〈x, x〉|,
which in a Hilbert space is equivalent to say that x is a scalar mutliple of x.
Moreover, since we are working with the canonical coordinatewise conjugation,
this takes place if and only if x is a scalar multiple of a vector with real-valued
coordinates. Indeed the ‘if part’ is obvious, to show the ‘only if’ part assume that
x = cx and x = (αγrγ)γ∈Γ, where rγ ≥ 0 and αγ is a complex unit for each γ ∈ Γ.
Then x = (αγrγ)γ∈Γ. If x = cx for some c ∈ T, then αγrγ = cαγrγ for γ ∈ Γ.
Hence α2γ =
1
c
whenever rγ > 0. It follows that αγ = ± 1√c (whenever rγ > 0).
Hence, x = 1√
c
(
√
c αγrγ).
In particular, if dimC = 1, then ‖·‖ = ‖·‖2.
On the other hand, ‖x‖ = √2 ‖x‖2 if and only if x ⊥2 x. This may happen
whenever dimC ≥ 2 (an example of such a vector in the two-dimensional space is
(1, i)).
It is usually assumed that dimC ≥ 3. The reason is that if dimC = 1, then C
is just the complex field, hence a Hilbert space; and if dimC = 2, then C is not a
factor, it is actually triple-isomorphic to the abelian C∗-algebra C ⊕∞ C (see, for
example [37, 35] or the recent reference [30, §3], see also Lemma 6.7(iv) below).
The next results are part of the folklore in JB∗-triple theory.
Lemma 6.1. Nonzero tripotents in C are exactly the elements of one of the fol-
lowing forms.
(a) u = αz, where z ∈ C is an element with real-valued coordinates such that
‖z‖2 = 1 and α is a complex unit. In this case u is unitary.
(b) u ⊥2 u and ‖u‖2 = 1√2 . In this case u is minimal, C2(u) = span{u},
C0(u) = span{u}, C1(u) = {u, u}⊥2 and the Peirce projections are the re-
spective orthogonal projections.
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Proof. The statement of the lemma is essentially well-known and easy to see (see,
for example, [30, §3]). Let us just briefly indicate the argument. Assume u ∈ C is
a nonzero tripotent. Then
u = {u, u, u} = 2 〈u, u〉u− 〈u, u〉u,
hence either u is a scalar multiple of u or 〈u, u〉 = 0. It is straightforward to show
that these two cases correspond to the cases (a) and (b). 
Now we get easily the following result.
Proposition 6.2. Any spin factor is (triple-isomorphic to) a finite JBW∗-algebra.
In particular, the relations ≤0 and ≤2 coincide.
Proof. By Lemma 6.1 there are unitary tripotents and, moreover, tripotents which
are not unitary are zero or minimal and hence not complete either. This shows
that every spin factor is finite. The coincidence of the two relations follows from
Proposition 3.3. 
In the following proposition we characterize the relations ≤, ≤2, ≤0 and ⊥ in the
spin factor. The proof follows immeadiately from Lemma 6.1 and Proposition 6.2.
Proposition 6.3. Let u, e ∈ C be two nonzero tripotents.
(1) u ≤ e if and only if one of the following assertions holds
• u = e;
• e is unitary, u is minimal and e = u+ αu for a complex unit α.
(2) u ≤0 e ⇔ u ≤2 e ⇔ either e is unitary or u = αe for a complex unit α.
(3) u ⊥ e if and only if u and e are minimal and e = αu for a complex unit α.
Since any spin factor is reflexive (being isomorphic to a Hilbert space), Propo-
sition 2.9 may be applied to describe the relations ≤, ≤2, ≤0 and ⊥ in the triple
L∞(µ,C) = L∞(µ)⊗C. As a consequence we get the following result.
Corollary 6.4. Let C be a spin factor and let A be an abelian von Neumann
algebra. Then A⊗C is a finite JBW∗-algebra. In particular, the relations ≤2 and
≤0 coincide.
6.2. Spin factors and Cayley-Dickson doubling process. There is a closed
relation between finite-dimensional spin factors and the Cayley-Dickson doubling
process. This is an abstract construction described for example in [12, §6.1.30]. We
are going to describe it in a special case, starting from the complex field. It enables
us to equip certain finite-dimensional spin factors with some additional structure
which is then used to define exceptional Cartan factors.
Let A0 = C and An = An−1 × An−1 for n ∈ N, i.e., for n ∈ N ∪ {0} we have
An = C2n . This space is equipped with the standard conjugation, standard inner
product and with the triple product making it the spin factor of dimension 2n.
Except for this structure we equip An by two involutions – a linear one denoted
by ⋄n and a conjugate-linear one denoted by ∗n and, finally, by a product denoted
by ⊡n. (Later we will omit the subscript n.) These operations are defined by
induction.
A0 is the complex field, hence ⊡0 will be the standard multiplication of complex
numbers, the linear involution ⋄0 will be the identity mapping and tho conjugate-
linear involution ∗0 will be the complex conjugation.
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Given the structure defined on An we define it on An+1 = An ×An as follows
(x1, x2)
⋄n+1 = (x⋄n1 ,−x2),
(x1, x2)
∗n+1 = (x∗n1 ,−x2, )
(x1, x2)⊡n+1 (y1, y2) = (x1 ⊡n y1 − y2 ⊡n x⋄n2 , x⋄n1 ⊡n y2 + y1 ⊡n x2)
for (x1, x2), (y1, y2) ∈ An ×An = An+1.
In the sequel we will omit the subscript n at the two involutions. The following
lemma summarizes basic properties of these operations.
Lemma 6.5. (i) The mapping x 7→ x⋄ is a linear mapping on An such that
(x⋄)⋄ = x for x ∈ An;
(ii) The mapping x 7→ x∗ is a conjugate linear mapping on An such that (x∗)∗ = x
for x ∈ An;
(iii) x∗ = x⋄ = x⋄ and (x∗)⋄ = (x⋄)∗ = x for x ∈ An;
(iv) An is a (possibly non-associative) algebra, i.e., the mapping (x, y) 7→ x⊡n y
is bilinear;
(v) x⊡n y = x⊡n y, (x⊡n y)
⋄ = y⋄⊡n x⋄ and (x⊡n y)∗ = y∗⊡n x∗ for x, y ∈ An
(hence ⋄ and ∗ are involutions);
(vi) x 7→ (x, 0) is an isomorphic embedding of the algebra An (equipped with the
involutions ⋄ and ∗) into the algebra An+1 (equipped with the involutions ⋄
and ∗), so we have canonical inclusions
C = A0 ⊂ A1 ⊂ A2 ⊂ A3 ⊂ . . . ;
(vii) If y ∈ C = A0, then x⊡n y = y ⊡n x = yx for x ∈ An;
(viii) The algebra An is unital, its unit is 1 ∈ C = A0;
(ix) If x ∈ An, then x⋄ = x if and only if x ∈ C = A0;
(x) x⋄ ⊡n x ∈ A0 = C for x ∈ An;
(xi) A0 is a commutative field, A1 is a commutative and associative algebra and
A2 is a non-commutative associative algebra;
(xii) A3 is neither commutative nor associative, but it is alternative, i.e.,
x⊡3 (x⊡3 y) = (x⊡3 x)⊡3 y and (y ⊡3 x)⊡3 x = y ⊡3 (x⊡3 x) for x, y ∈ A3;
(xiii) x⊡3 (y ⊡3 z) + z ⊡3 (y ⊡3 x) = (x⊡3 y)⊡3 z + (z ⊡3 y)⊡3 x for x, y, z ∈ A3.
Proof. These properties are well known. Let us briefly comment them for the sake
of completeness.
The properties (i)–(ix) follow by an easy induction using the definitions and
properties of the complex field.
(x) This follows from (v), (i) and (ix).
(xi) A0 is a commutative field as it is the complex field.
The commutativity of ⊡1 follows from the commutativity of ⊡0 and the fact that
x⋄ = x for x ∈ A0. The associativity of ⊡1 follows from the observation that it can
be represented as matrix multiplication if any x = (x1, x2) ∈ A1 is represented by
the matrix
(
x1 −x2
x2 x1
)
. Hence, A1 is a commutative and associative algebra.
Commutativity of ⊡1 implies the associativity of ⊡2, as it can be represented
by the matrix multiplication in the algebra of 2 × 2 matrices with entries in A1.
Indeed, any x = (x1, x2) ∈ A2 corresponds to the matrix
(
x1 −x⋄2
x2 x
⋄
1
)
. Thus A2 is
an associative algebra.
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(xii) The equality may be proved by a direct computation, using the previous
properties. Indeed, assume x = (x1, x2) and y = (y1, y2). Then
x⊡3(x⊡3 y) = x⊡3 (x1 ⊡2 y1 − y2 ⊡2 x⋄2, x⋄1 ⊡2 y2 + y1 ⊡2 x2)
= (x1 ⊡2 x1 ⊡2 y1 − x1 ⊡2 y2 ⊡2 x⋄2 − x⋄1 ⊡2 y2 ⊡2 x⋄2 − y1 ⊡2 x2 ⊡ x⋄2,
x⋄1 ⊡2 x
⋄
1 ⊡2 y2 + x
⋄
1 ⊡2 y1 ⊡2 x2 + x1 ⊡2 y1 ⊡2 x2 − y2 ⊡2 x⋄2 ⊡2 x2)
and
(x⊡3 x)⊡3 y = (x1 ⊡2 x1 − x2 ⊡2 x⋄2, x⋄1 ⊡2 x2 + x1 ⊡2 x2)⊡3 y
= (x1 ⊡2 x1 ⊡2 y1 − x2 ⊡2 x⋄2 ⊡2 y1 − y2 ⊡2 x⋄2 ⊡2 x1 − y2 ⊡2 x⋄2 ⊡2 x⋄1,
x⋄1 ⊡2 x
⋄
1 ⊡2 y2 − x2 ⊡2 x⋄2 ⊡2 y2 + y1 ⊡2 x⋄1 ⊡2 x2 + y1 ⊡2 x1 ⊡2 x2),
where we used the definitions, the associtativity of ⊡2 and (v). Let us compare the
results. In the first coordinate, the first summands coincide. Moreover, the fourth
summand from the first case coincide with the second summand from the second
case by (x) and (vii). Moreover,
x1 ⊡2 y2 ⊡2 x
⋄
2 + x
⋄
1 ⊡2 y2 ⊡2 x
⋄
2 = (x1 + x
⋄
1)⊡2 y2 ⊡2 x
⋄
2
(vi)
= y2 ⊡2 x
⋄
2 ⊡2 (x1 + x
⋄
1),
which completes the proof of the equality of the first coordinates. The equality of
the second coordinates is analogous and the second equality is similar.
(xiii) As mentioned in [11, p. 152], it is easy to derive from (xii) by linearization
that
x⊡3 (y ⊡3 z) + y ⊡3 (x⊡3 z) = (x⊡3 y)⊡3 z + (y ⊡3 x) ⊡3 z,
z ⊡3 (y ⊡3 x) + y ⊡3 (z ⊡3 x) = (z ⊡3 y)⊡3 x+ (y ⊡3 z)⊡3 x,
y ⊡3 (z ⊡3 x) + y ⊡3 (x⊡3 z) = (y ⊡3 z)⊡3 x+ (y ⊡3 x) ⊡3 z.
We conclude by adding the first two equalities and subtrackting the third one. 
The next lemma explains the connection of the algebra An to the structure of a
spin factor on An.
Lemma 6.6. (a) 〈x, y〉 = 〈x⋄, y⋄〉 = 12 (x⊡n y∗ + y ⊡n x⋄) for x, y ∈ An;
(b) 1 is a unitary element of An. Moreover, the operations in the respective JB∗-
algebra are given by
x∗1 = {1, x, 1} = x∗ and x ◦1 y = {x, 1, y} = 1
2
(x ⊡n y + y ⊡n x)
for x, y ∈ An;
(c) 〈x, y〉 = 12 (x ◦1 y∗ + x⋄ ◦1 y) for x, y ∈ An;
(d) {x, y, z} = 12 (x⊡n (y∗⊡nz)+z⊡n(y∗⊡nx)) = 12 ((x⊡ny∗)⊡nz+(z⊡ny∗)⊡nx)
for x, y, z ∈ An if n ≤ 3;
(e) 〈x⊡n z∗, y〉 = 〈x, y ⊡n z〉 and 〈z∗ ⊡n x, y〉 = 〈x, z ⊡n y〉 for x, y, z ∈ An if
n ≤ 3.
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Proof. (a) We proceed by induction on n. For n = 0 the equality is obvious.
Assume that it holds for n and fix x = (x1, x2) and y = (y1, y2) in An+1. Then
1
2
(x⊡n+1 y
∗ + y ⊡n+1 x⋄) =
1
2
((x1, x2)⊡n+1 (y
∗
1 ,−y2) + (y1, y2)⊡n+1 (x⋄1,−x2))
=
1
2
((x1 ⊡n y
∗
1 + y2 ⊡n x
⋄
2,−x⋄1 ⊡n y2 + y∗1 ⊡n x2)
+ (y1 ⊡n x
⋄
1 + x2 ⊡n y2
⋄,−y1⋄ ⊡n x2 + x⋄1 ⊡n y2))
=
1
2
(x1 ⊡n y
∗
1 + y1 ⊡n x
⋄
1 + x2 ⊡n y
∗
2 + y2 ⊡n x
⋄
2, 0)
= (〈x1, y1〉+ 〈x2, y2〉 , 0) = 〈x, y〉
and
〈x⋄, y⋄〉 = 〈(x⋄1,−x2), (y⋄1 ,−y2)〉 = 〈x⋄1, y⋄1〉+ 〈x2, y2〉 = 〈x1, y1〉+ 〈x2, y2〉 = 〈x, y〉 .
(b) Using the definition and (a) we get
{1, 1, x} = 〈1, 1〉x+ 〈x, 1〉 1− 〈1, x〉 1 = x+ 1
2
(x+ x⋄)− 1
2
(x∗ + x) = x
for any x ∈ An, thus 1 is unitary. Further, for x, y ∈ An we have
{1, x, 1} = 2 〈1, x〉 1− 〈1, 1〉x (a)= x∗ + x− x = x∗
and
{x, 1, y} = 〈x, 1〉 y + 〈y, 1〉x− 〈x, y〉 1 = y ⊡n 1
2
(x+ x⋄) + x⊡n
1
2
(y + y⋄)
− 1
2
(x⊡n y
∗ + y ⊡ x⋄)
=
1
2
(x⊡n y + y ⊡n x).
(c) This follows from (a) and (b).
(d) For n ≤ 2 the algebra An is associative, hence the triple product must be
given by this formula. For n = 3 it follows from the formula
{x, y, z} = (x ◦1 y∗) ◦1 z + x ◦1 (y∗ ◦1 z)− (x ◦1 z) ◦1 y∗
using (b) and Lemma 6.5(xiii).
(e) If n ≤ 2, then ⊡n is associative, so the equalities follow easily from (a) and
Lemma 6.5. For n = 3 we have
〈x⊡3 z∗, y〉 = 〈(x1, x2)⊡3 (z∗1 ,−z2), (y1, y2)〉
= 〈(x1 ⊡2 z∗1 + z2 ⊡2 x⋄2,−x⋄1 ⊡2 z2 + z∗1 ⊡2 x2), (y1, y2)〉
= 〈x1 ⊡2 z∗1 , y1〉+ 〈z2 ⊡2 x⋄2, y1〉 − 〈x⋄1 ⊡2 z2, y2〉+ 〈z∗1 ⊡2 x2, y2〉
= 〈x1, y1 ⊡2 z1〉+ 〈x⋄2, z⋄2 ⊡2 y1〉 − 〈x⋄1, y2 ⊡2 z⋄2〉+ 〈x2, z1 ⊡2 y2〉
= 〈x1, y1 ⊡2 z1〉+ 〈x2, y⋄1 ⊡2 z2〉 − 〈x1, z2 ⊡2 y⋄2〉+ 〈x2, z1 ⊡2 y2〉
= 〈(x1, x2), (y1 ⊡2 z1 − z2 ⊡2 y⋄2 , y⋄1 ⊡2 z2 + z1 ⊡2 y2)〉 = 〈x, y ⊡3 z〉
The second case is similar. 
We finish this section by discussing coincidence of several structures.
Lemma 6.7. (i) The algebra A2 is isomorphic to the biquaternion algebra, i.e.,
to the algebra of quaternions with complex coefficients. The identity mapping
is a witnessing isomorphism.
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(ii) The algebra A2 is ∗-isomorphic to the matrix algebra M2. A witnessing iso-
morphism is defined by the following assignment.
e1 7→
(
1 0
0 1
)
, e2 7→
(
i 0
0 −i
)
, e3 7→
(
0 1
−1 0
)
, e4 7→
(
0 i
i 0
)
.
(iii) The isomorphism from (ii) is a triple-isomorphism of the four-dimeansional
spin factor A2 onto the spin factor defined on M2 equipped with the normal-
ized Hilbert-Schmidt inner product and the conjugation with respect to the
orthonormal basis from (ii). Moreover, the norm of this spin factor coincides
with the operator norm on M2.
(iv) The algebra A1 is ∗-isomorphic to C⊕∞ C. Hence, the two-dimensional spin
factor A1 is triple-isomorphic to C⊕∞C. A witnessing isomorphism is given
by (x1, x2) 7→ (x1 + ix2, x1 − ix2).
Proof. (i) It is enough to observe that e1 = 1, e2⊡2 e2 = e3⊡2 e3 = e4⊡2 e4 = −1,
e2 ⊡2 e3 = −e3 ⊡2 e2 = e4, e3 ⊡2 e4 = −e4 ⊡2 e3 = e2, e4 ⊡ e2 = −e2 ⊡ e4 = e3.
(ii) It is enough to observe that the given matrices form a quaternion basis and
e∗1 = e1, e
∗
j = −ej for j = 2, 3, 4 and the matrices satisfy the same for the standard
matrix involution.
(iii) To prove that the respective mapping is a triple isomorphism, it is enough
to observe that it is a unitary operator. To this end it is enough to verify that it
maps an orthonormal basis onto an orthonormal basis, which is clear.
The coincidence of norms follows form (ii) and Lemma 6.6(d). Indeed, it follows
that the triple product coming from the spin factor coincides with the triple product
coming from the standard C∗-algebra structure on M2.
(iv) It follows from (ii) and (iii) that the mapping
(x1, x2) 7→
(
x1 + ix2 0
0 x1 − ix2
)
is simultaneously a ∗-isomorphism and a triple isomorphism of A1 into M2. Now
the statement easily follows. 
6.3. Type 6 Cartan factor. Exceptional JBW∗-triples, i.e., those triples which
cannot be found as subtriples of von Neumann algebras, are described using the
complex Cayley numbers. The algebra of complex Cayley numbers is just the
algebra A3 from Section 6.2. Let us introduce a simplified notation.
The mentioned algebra A3 will be denoted by O (for octonions). Recall that it
has several structures – the structure of a Hilbert space with the canonical conjuga-
tion, the structure of eight-dimensional spin factor, two involutions (a linear ⋄ and
a conjugate-linear ∗), a product ⊡3 which is non-commutative and non-associative
but is alternative. These structures are interrelated as explained in Section 6.2.
The product ⊡3 will be in the sequel denoted just by ⊡; the associative products
⊡n for n ≤ 2 will be denoted by · or simply omitted as it is usual.
We will consider matrices with entries in O. We define for them two involutions
and matrix multiplication (denoted again by ⊡) in the standard way, i.e., if A =
(aij) is a matrix of type m × n, then A∗ and A⋄ are matrices of type n × m;
on the place ij the first one has the element a∗ji and the second one the element
a⋄ji. Moreover, if A = (aij) is a matrix of type m × n and B = (bjk) is a matrix
of type n × k, then A ⊡ B is the matrix of type m × k which has the element∑n
j=1 aij ⊡ bjk on place ik. Note that multiplication is neither commutative nor
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associative. For square matrices it is neither alternative (cf. [11, Lemma 2.4.23 and
Theorem 2.3.61]). In fact, it is easy to show that the algebraM2(O) of 2×2 matrices
is even not power-associative. Anyway, using the definitions and Lemma 6.5(v) we
easily get
(9) (A⊡B)∗ = B∗ ⊡A∗ and (A⊡B)⋄ = B⋄ ⊡A⋄
for matrices of compatible types.
By H3(O) denote the (⋄-)hermitian 3× 3 matrices with entries in O, i.e., those
3× 3 matrices x which satisfy x⋄ = x. If we define
x ◦ y = 1
2
(x⊡ y + y ⊡ x),
we obtain an exceptional JB∗-algebra (of dimension 27). It follows from [21, Theo-
rem 2.5.7] that ◦ is indeed a Jordan product (the quoted result deals with the real
version). By [21, Propositions 2.9.2 and 3.1.6 and Corollary 3.1.7] and [46, Theorem
2.8] there is a (unique, canonical) norm such that H3(O) is indeed a JB∗-algebra
(cf. [34, Proposition 5.5] for the uniqueness).
Hence H3(O) is a JB∗-triple when equipped with the triple product
{x,y, z} = (x ◦ y∗) ◦ z + x ◦ (y∗ ◦ z)− (x ◦ z) ◦ y∗.
The just described triple H3(O) is the Cartan factor of type 6. Note that it is a
finite-dimensional JB∗-algebra, hence using Proposition 3.5 we get
Proposition 6.8. Let A be any abelian von Neumann algebra. Then A⊗H3(O) is
a finite JBW∗-algebra. In particular, the relations ≤2 and ≤0 coincide.
Remark 6.9. It is possible to say something more on the structure of tripotents
in M = H3(O). There are three types of them.
The first type consists of unitary tripotents. An example is the unit of M , i.e.,
the unit matrix.
The second type are minimal tripotents, for example
u =
1 0 00 0 0
0 0 0
 .
It is a projection in H3(O). In this case M2(u) = span{u}. Moreover,
(10) M1(u) =

 0 x yx⋄ 0 0
y⋄ 0 0
 ; x, y ∈ O
 ,
so it is isomorphic to the type 5 Cartan factor (see Subsection 6.4 below). Furhter,
M0(u) =

0 0 00 x z
0 z⋄ y
 ; x, y ∈ C, z ∈ O
 ,
which is triple-isomorphic to the ten-dimensional spin factor by the mapping given
by the formula
(x1, . . . , x10) 7→
0 0 00 −x1 + x2 (x2, x3, . . . , x10)
0 (x2,−x3, . . . ,−x10) −x1 − x2
 .
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The third type is represented by 1− u, where u is as above. Then M2(1− u) =
M0(u), M1(1− u) =M1(u) and M0(1− u) =M2(u).
These three types cover all tripotents, because for any tripotent e ∈ M there is
a triple-automorphism of M sending e to one of the projections 1, u and 1− u (see
[35, Proposition 5.8] or [37, §8]).
6.4. Type 5 Cartan factor. The Cartan factor of type 5 is the subtriple of H3(O)
defined by
C5 =

 0 x1 x2x⋄1 0 0
x⋄2 0 0
 ; x1, x2 ∈ O
 ⊂ H3(O).
It is not hard to observe that it is indeed a subtriple. Let us observe that, under
this point of view, C5 coincides with the Peirce-1 subspace of a minimal tripotent
in H3(O) described in the previous subsection (cf. (10)). Another possibility is to
represent C5 as the space M1,2(O) of 1 × 2 matrices with entries in O equipped
with the triple product defined by
{x,y, z} = 1
2
(x⊡ (y∗ ⊡ z) + z ⊡ (y∗ ⊡ x)),
where ⊡ denotes the matrix multiplication from the previous section. Note that
the position of brackets does matter, as it is easy to check that the analogue of
Lemma 6.5(xiii) fails in the matrix case.
By a direct computation using Lemma 6.5 and Lemma 6.6 one can verify that
the assignment
(x1, x2) 7→
 0 x1 x2x⋄1 0 0
x⋄2 0 0

is a triple isomorphism between the two representations and to derive the following
more detailed formula for the triple product.
(11)
{x,y, z} = ({x1, y1, z1}+ 1
2
(z2 ⊡ (y
∗
2 ⊡ x1) + x2 ⊡ (y
∗
2 ⊡ z1)),
{x2, y2, z2}+ 1
2
(z1 ⊡ (y
∗
1 ⊡ x2) + x1 ⊡ (y
∗
1 ⊡ z2)))
Since C5 has a finite dimension (in fact, dimC5 = 16), Proposition 3.5 can be
applied to yield the following proposition.
Proposition 6.10. Let A be any abelian von Neumann algebra. Then A⊗C5 is a
finite JBW∗-triple.
However, the triple C5 admits no unitary element, so unlike in the case of type
6 Cartan factor, we do not have a JBW∗-algebra. We are going to describe two
types of tripotents in C5 using the results on spin factors, Subsection 6.2 and the
formula (11).
Set
Y1 = {(x1, x2) ∈ C5; x2 = 0} and Y2 = {(x1, x2) ∈ C5; x1 = 0}.
It follows from (11) that Y1 and Y2 are subtriples of C5 canonically isomorphic to
O, i.e., they are canonically isomorphic to the eight-dimensional spin factor. Hence,
if u ∈ O is a tripotent, then (u, 0) is a tripotent in C5. Moreover, as O is a spin
factor, nonzero tripotents are of two types from Lemma 6.1. Let us describe Peirce
decompositions of these tripotents.
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Proposition 6.11. Let u ∈ O be a tripotent. Then (u, 0) is a tripotent in C5.
Moreover, the following assertions hold.
(i) For any x = (x1, x2) ∈ C5 we have
L((u, 0), (u, 0))x = ({u, u, x1} , 1
2
u⊡ (u∗ ⊡ x2));
Q((u, 0))x = (Q(u)x1, 0),
P2((u, 0))x = (P2(u)x1, 0).
In particular,
(C5)2(u, 0) = {(x, 0); x ∈ O2(u)}.
(ii) If u is unitary in O, then (u, 0) is complete in C5 and
(C5)2(u, 0) = Y1 and (C5)1(u, 0) = Y2.
(iii) Assume u is minimal in O. Then (u, 0) is minimal in C5 and
(C5)2(u, 0) = span{(u, 0)},
(C5)1(u, 0) = {(x, 0); x ∈ {u, u}⊥2} ⊕ {(0, x); u⊡ (u∗ ⊡ x) = x}
= {(x, 0); x ∈ {u, u}⊥2} ⊕ span{(0, u)}
⊕ {(0, x); x ∈ {u, u}⊥2 & x⊡ (u∗ ⊡ u) = 0}
(C5)0(u, 0) = span{(u, 0)} ⊕ {(0, x); u⊡ (u∗ ⊡ x) = 0}
= span{(u, 0), (0, u)} ⊕ {(0, x); x ∈ {u, u}⊥ & x⊡ (u∗ ⊡ u) = x}
Moreover,
(C5)0(u, 0) ∩ Y2 = {(0, x); (0, x) ∈ (C5)1(u, 0)},
hence
dim(C5)2(u, 0) = 1, dim(C5)0(u, 0) = 5, dim(C5)1(u, 0) = 10.
Proof. (i) The first two equalities follow immediately from (11), the third one fol-
lows from the second one. The formula for the Peirce-2 subspace follows from the
formula for the projection.
(ii) If u ∈ O is unitary, then O2(u) = O, hence by (i) we get (C5)2(u, 0) = Y1.
Further, by Lemma 6.1 we know that u = αe where e ∈ O has real coordinates,
〈e, e〉 = 1 and α is a complex unit. Thus, using Lemma 6.6(a) we get
1 = 〈e, e〉 = 1
2
(e ⊡ e∗ + e⊡ e⋄) = e⊡ e⋄ = αe⊡ αe⋄ = u⊡ u∗,
hence for any x ∈ O we have
1
2
u⊡ (u∗ ⊡ x) = {u, u, x} − 1
2
(u⊡ u∗)⊡ x = x− 1
2
x =
1
2
x,
so Y2 ⊂ (C5)1(u, 0). Since C5 is (as a linear space) a direct sum of Y1 and Y2, we
deduce that (C5)1(u, 0) = Y2 and (u, 0) is complete.
(iii) The formula for (C5)2(u, 0) follows from (i) and Lemma 6.1.
Further observe that
(C5)j(u, 0) = ((C5)j(u, 0) ∩ Y1) + ((C5)j(u, 0) ∩ Y2) for j = 0, 1.
Indeed, e = u + u is a unitary tripotent in O, thus by (ii) the canonical projec-
tions onto Y1 and Y2 coincide with the Peirce-2 and Peirce-1 projections of (e, 0).
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Since (u, 0) ∈ Y1 = (C5)2(e, 0), by Proposition 2.2 we deduce that Peirce projec-
tions of (u, 0) and (e, 0) commute, so the above decomposition follows. Using this
observation, (i) and Lemma 6.1 we get
(C5)0(u, 0) ∩ Y1 = span{(u, 0)} and (C5)1(u, 0) ∩ Y1 = {(x, 0); x ∈ {u, u}⊥2}.
It remains to determine the intersections with Y2. It follows from (i) that
(C5)1(u, 0) ∩ Y2 = {(0, x); u⊡ (u∗ ⊡ x) = x}, and
(C5)0(u, 0) ∩ Y2 = {(0, x); u⊡ (u∗ ⊡ x) = 0}.
Further, observe that the tripotents (u, 0) and (u, 0) are orthogonal, thus
L((e, 0), (e, 0)) = L((u+ u, 0), (u+ u, 0)) = L((u, 0), (u, 0)) + L((u, 0), (u, 0)).
Taking into account that Y2 = (C5)1(e, 0), we deduce that
(C5)1(u, 0) ∩ Y2 = (C5)0(u, 0) ∩ Y2 and (C5)0(u, 0) ∩ Y2 = (C5)1(u, 0) ∩ Y2.
Further, for x ∈ O we have
(0, x) ∈ (C5)0(u, 0)⇔ u⊡ (u∗ ⊡ x) = 0⇔ u⊡ (u∗ ⊡ x) = 0
⇔ (0, x) ∈ (C5)0(u, 0)⇔ (0, x) ∈ (C5)1(u, 0),
hence
(C5)0(u, 0) ∩ Y2 = {(0, x); (0, x) ∈ (C5)1(u, 0)},
in particular
dim(C5)0(u, 0) ∩ Y2 = dim(C5)1(u, 0) ∩ Y2 = 4.
Further, since
u⊡ (u∗ ⊡ u) = {u, u, u} = u,
we deduce that (0, u) ∈ (C5)1(u, 0) and hence (0, u) ∈ (C5)0(u, 0).
It follows from Lemma 6.6(e) that the operator
x 7→ u⊡ (u∗ ⊡ x), x ∈ O
is self-adjoint (when O is considered as a Hilbert space). Hence, it has an or-
thonormal basis consisting of eigenvectors. By the above we know that u and u are
eigenvectors (with respect to the eigenvalues 1 and 0), hence it easily follows that
E = {u, u}⊥2 is invariant for this operator. Moreover, for any x ∈ E we have
u⊡ (u∗ ⊡ x) = 2 {u, u, x} − x⊡ (u∗ ⊡ u) = x− x⊡ (u∗ ⊡ u).
Now the formulas easily follow. 
In C5 there are just two types of nonzero tripotents essentially described above.
Let us explain it:
Let e be a complete tripotent in C5. Since C5 is a Cartan factor, there is an
automorphism of C5 transforming e to (u, 0) where u is a complete (hence unitary)
tripotent in O (cf. [35, Proposition 5.8] and [37]). In particular, both subspaces
(C5)2(e) and (C5)1(e) are eight-dimensional and isomorphic to O.
Let v be a non-complete non-zero tripotent in C5. Then there is a complete
tripotent e ≥ v. Then e is, up to an automorphism of the form (u, 0) where u is
unitary in O. Thus v must be of the form (w, 0) where w ≤ u is a non-complete
non-zero tripotent in O, so it has the above form.
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Observe that, given a complete tripotent e ∈ C5 and a minimal tripotent v ≤ e,
there is, up to a scalar multiple, a unique non-zero tripotent w ≤ e orthogonal to
v. Indeed, it must be a mutliple of e− v.
On the other hand, if v is a minimal tripotent, then the choice of a complete
tripotent e ≥ v is highly non-unique. Even the Peirce-2 subspace of e is non-
unique. Indeed, (C5)0(v) has dimension 5, so if we choose any nonzero tripotent
w ∈ (C5)0(w), then e = v + w is a complete tripotent above v. Moreover,
(C5)2(e) = span{v, w} + ((C5)1(v) ∩ (C5)1(w))
and
(C5)1(e) = (C5)1(v) ∩ (C5)0(w) + (C5)0(v) ∩ (C5)1(w).
We finish this section by the following characterization of the preorder ≤0 in C5.
Proposition 6.12. Let u, v ∈ C5 be two nonzero tripotents. Then u ≤0 v if and
only if either v is complete or u = αv for a complex unit α.
Proof. The ‘if part’ is obvious. To prove the ‘only if part’ assume that v is not
complete. Since (C5)0(v) ⊂ (C5)0(u) and both are subspaces of dimension 5, we
have (C5)0(v) = (C5)0(u). Fix any nonzero tripotent w ∈ (C5)0(u)(= (C5)0(v)).
Then u + w is a complete tripotent, so, up to an automorphism we may assume
that u+w = (e, 0), where e is a unitary tripotent in O. Then u also has the second
coordinate zero, thus let us write it as (u, 0) where u ∈ O is a non-unitary tripotent.
Then w is a multiple of (u, 0). Without loss of generality assume w = (u, 0)
(this assumption changes e but preserves the Peirce decomposition of e). Since
w ∈ (C5)0(v), we have also v ∈ (C5)0(w). The above representation yields that
v = (αu, βu + z), where α, β ∈ C and z ∈ {u, u}⊥2 satisfies u ⊡ (u∗ ⊡ z) = z and
u⊡ (u∗ ⊡ z) = 0.
Since (0, u) ∈ (C5)0(u, 0) = (C5)0(v), we have v ∈ (C5)0(0, u). By the above
representation (exchange of coordinates is an automorphism) we deduce that v =
(α′u+ z′, β′u) where where α′, β′ ∈ C and z′ ∈ {u, u}⊥2 satisfies u⊡ (u∗ ⊡ z′) = z′
and u⊡ (u∗ ⊡ z′) = 0.
If we combine the two representations, we deduce that v = (αu, βu) for some
α, β ∈ C.
Fix any x ∈ {u, u}⊥2 with u ⊡ (u∗ ⊡ x) = 0. Then x ∈ (C5)0(u, 0) = (C5)0(v),
thus
0 = {v, v, (0, x)}
=
1
2
(
(αu, βu)⊡
((
αu∗
βu∗
)
⊡ (0, x)
)
+ (0, x)⊡
((
αu∗
βu∗
)
⊡ (αu, βu)
))
=
1
2
(
(αu, βu)⊡
(
0 αu∗ ⊡ x
0 βu∗ ⊡ x
)
+ (0, x)⊡
(|α|2 u∗ ⊡ u αβu∗ ⊡ u
αβu∗ ⊡ u |β|2 u∗ ⊡ u
))
=
1
2
((0, (|α|2 + |β|2)u⊡ (u∗ ⊡ x)) + (αβx⊡ (u∗ ⊡ u), |β|2 x⊡ (u∗ ⊡ u)))
=
1
2
(αβx ⊡ (u∗ ⊡ u), |β|2 x⊡ (u∗ ⊡ u)).
If β 6= 0 we get
0 = x⊡ (u∗ ⊡ u) = 2 {u, u, x} − u⊡ (u∗ ⊡ x) = 2 · 1
2
x− 0 = x.
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Since x may be nonzero, we deduce that β = 0, hence v is a multiple of (u, 0). This
completes the proof. 
7. Synthesis of the results
Using the results from Sections 4, 5 and 6 we get the following variant of the
representation (8).
Theorem 7.1. Let M be a JBW∗-triple. Then M can be represented as
M =M1 ⊕ℓ∞ M2 ⊕ℓ∞ M3 ⊕ℓ∞ M4,
where the summands have the following form.
(a) M1 is a finite JBW
∗-algebra. M1 can be further decomposed as
M1 = V1 ⊕ℓ∞
 ℓ∞⊕
j∈J
L∞(µj , Cj)
⊕ℓ∞ ( ℓ∞⊕
λ∈Λ
Aλ⊗B(Hλ)s
)
⊕ℓ∞ H(W,α),
where
• V1 is a finite von Neumann algebra;
• J and Λ are (possibly empty) sets;
• µj is a probability measure for each j ∈ J ;
• For each j ∈ J the space Cj is either a spin factor, or a finite-dimensional
Cartan factor of type 3 or 6, or Cj = B(H)a for a Hilbert space H of
finite even dimension;
• Aλ is an abelian von Neumann algebra and Hλ is an infinite-dimensional
Hilbert space for λ ∈ Λ;
• W is a (possibly trivial) continuous von Neumann algebra and α is a cen-
tral linear involution on W commuting with ∗.
(b) M2 is either a trivial space or a properly infinite JBW
∗-algebra. Moreover, M2
can be further decomposed as
M2 = V2 ⊕ℓ∞
 ℓ∞⊕
γ∈Γ
Aγ⊗B(Hγ)a
 ,
where
• V2 = {0} or it is a properly infinite von Neumann algebra;
• Γ is a (possibly empty) set;
• Aγ is an abelian von Neumann algebra and Hγ is an infinite-dimensional
Hilbert space for γ ∈ Γ.
(c) M3 is a finite JBW
∗-triple with no nonzero direct summand isomorphic to a
JBW∗-algebra. Moreover, M3 can be further decomposed as
M3 = pV3 ⊕ℓ∞
(
ℓ∞⊕
δ∈∆
L∞(νδ, Dδ)
)
,
where
• V3 is a von Neumann algebra and p ∈ V3 is a finite projection;
• ∆ is a (possibly empty) set;
• νδ is a probability measure for δ ∈ ∆;
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• For each δ ∈ ∆ the space Dδ is either the Cartan factor of type 5 or the
triple B(H)a where H is a Hilbert space of finite odd dimension (at least
3).
(d) M4 = {0} or M4 = qV4, where V4 is a von Neumann algebra, q ∈ V4 is a
properly infinite projection such that qV4 has no direct summand isomorphic to
a JBW∗-algebra. If M4 is not zero, it is properly infinite.
Remark 7.2. (1) The decomposition given in Theorem 7.1 focuses on distinguish-
ing directs summands which are finite or properly infinite and further, on
putting together direct summand with a unitary element. So, it is not, strictly
speaking, a refinement of the decomposition (8), which distinguishes, in the
terminology of [25, 26], type I summands and continuous ones. However, it
is easy to provide a common refinement of these two representations. Let us
briefly explain it:
• In the summand M1, the part H(W,α) is continuous.
• Each of the von Neumann algebras V1 − V4 can be decomposed into two
summands – one of type I, the second one continuous (see [44, Theorem
V.1.19]). This yields also the decomposition of pV3 and qV4 to the type I
and continuous parts.
• The remaining summands from Theorem 7.1 are of type I.
(2) The theory of types of von Neumannn algebras includes also investigation of
type III (purely infinite) algebras. By analogy we may say that a tripotent e
is a JBW∗-triple is purely infinite if M2(e) contains no nonzero finite tripo-
tents. However, this approach gives nothing interesting beyond von Neumann
algebras. Indeed, the unique purely infinite JBW∗-algebras are von Neumann
algebras and the unique further purely infinite JBW∗-triples are those of the
form qV where V is a von Neumann algebra and q ∈ V is a purely infinite
projection.
Proposition 7.3. Let M be a JBW∗-triple. The following assertions are equiva-
lent.
(1) M is finite;
(2) Any complete tripotent in M is finite;
(3) There is a complete finite tripotent in M ;
(4) The Peirce-2 subspace of any complete tripotent is maximal with respect to
inclusion;
(5) There is a finite tripotent whose Peirce-2 subspace is maximal with respect to
inclusion.
Proof. The implications (1)⇒ (2)⇒ (3) are trivial.
(3) ⇒ (1) Assume M is infinite. By Theorem 7.1 it has a properly infinite
direct summand N . Moreover, by combining Theorem 7.1 with Proposition 4.10,
Proposition 4.19 and Proposition 5.33 we see that any complete tripotent in N is
properly infinite. If e ∈ M is now a complete tripotent, then PNe is a complete
tripotent in N . Sinc PNe is properly infinite, e is infinite.
(2)⇒ (4)&(5) Assume (2) is valid. Let u be a complete tripotent. Assume that
v is a tripotent such that M2(u) ⊂ M2(v). Then v is complete by Proposition 2.2.
By (2) we deduce that v is finite, thus u is unitary in M2(v), i.e., M2(u) =M2(v).
It proves both (4) and (5).
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(5)⇒ (3) Let u be a tripotent provided by (5). Then u is finite and, moreover, it
is complete. (Otherwise there is a nonzero tripotent v with v ⊥ u and the Peirce-2
subspace of u+ v is strictly larger than that of u.)
(4) ⇒ (1) This follows using Theorem 7.1. It is enough to show that any prop-
erly infinite JBW∗-triple fails (4). If it is a JBW∗-algebra, it follows by the very
definition (there is a unitary tripotent and another complete non-unitary tripotent).
It remains to consider the case M = pV , where p is a properly infinite in a von
Neumann algebra V . Since p is infinite, there is a projection q < p with q ∼ p
Let u ∈ V be a partial isometry with pi(u) = q and pf (u) = p. Then u and p are
complete tripotents in M and M2(u) = qMp $ pMp =M2(p). 
Let P (M) be the projection lattice of a von Neumann algebraM . An important
feature of Murray-von Neumann concept of finiteness is that finite projections form
a (modular) sublattice in P (M) (see e.g. [44, Theorem V.1.37]). This motivated
the interest of von Neumann in the projective geometry. Especially, the supremum
of two finite projections in the projection lattice is again a finite projection. Unlike
lattice structure enjoyed by the set of projections in a von Neumann algebra, the
poset of tripotents in a JBW∗-triple need not be a lattice (the infimum of a non-
empty set of tripotents in a JBW∗-triple always exists, however a set of tripotents
admits supremum if and only if it has an upper bound [5, Theorem 3.6]). The poset
of tripotents in a JBW∗-triple M admits a greatest element if and only if M = {0}.
Nevertheless, if the supremum of two finite elements does exists, then it has to be
finite again. This is the content of the following Proposition.
Proposition 7.4. Let M be a JBW∗-triple and let u, v ∈M be two finite tripotents
having supremum s in the tripotent poset. Then s is finite. In particular, if u, v
are orthogonal finite tripotents, then u+ v is finite.
Proof. We can reduce the problem to the case when M is a JBW∗-algebra and u
and v are projections in M having supremum 1. Indeed, M2(s) has the structure
of a JBW∗-algebra in which u and v are projections that are finite (as tripotents)
and their supremum s is the unit. In fact, we have to show that under these cir-
cumstances M is a finite JBW ∗-algebra. In virtue of Theorem 7.1 (a) and (b) and
using Proposition 2.8 we have to prove that M cannot be equal to one of the the
following JBW∗-algebras: (a) infinite von Neumann algebra (b) A⊗B(H)a, where
A is an abelian von Neumann algebra andH is an infinite dimensional Hilbert space.
Let us consider case (a). Suppose that M is a von Neumann algebra. We know
that a projection in a von Neumann algebra is finite as a tripotent if and only if it
is finite as a projection (see Lemma 3.2(a)). As the supremum of two finite projec-
tions in a von Neumann algebra is a finite projection (see [44, Theorem V.1.37]),
we obtain that the unit ofM is finite and soM is finite. So case (a) cannot happen.
Let us address case (b). Suppose that M is A⊗B(H)a with A and H specified
above and try to reach a contradiction. Proposition 5.31 implies that the initial
projections pi(u) and pi(v) of u and v, respectively, are finite projections in the von
Neumann algebra N = A⊗B(H). Let q be the supremum of projections pi(u) and
pi(v). As N is infinite we infer that 1 − q cannot be abelian, otherwise the unit
of N would be the supremum of three finite projections and therefore finite (again
by [44, Theorem V.1.37]). According to Proposition 5.23 (ii) there is a nonzero
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tripotent in M whose initial projection is under 1− q. This tripotent is orthogonal
to both u and v and that contradicts with the assumption that s, the supremum of
u and v, is unitary (hence complete). 
Proposition 7.5. Let M be a JBW∗-algebra and u ∈ M a finite tripotent. Then
there is a unitary element e ∈M with u ≤ e.
Proof. It is enough to prove it for the individual summands from Theorem 7.1. If
M is finite, the statement follows from Lemma 3.2(d). If M is a von Neumann
algebra, the statement is proved in [44, Proposition V.1.38].
It remains to consider the case M = L∞(µ)⊗B(H)a where H is an infinite-
dimensional Hilbert space. Proposition 5.31 says that pi(u) is a finite projection in
the von Neumann algebra L∞(µ)⊗B(H). Hence 1− pi(u) is properly infinite. By
Lemma 3.1(c) 1−pi(u) is the sum of a pair of equivalent orthogonal projections, thus
Proposition 5.23(i) shows that there is a tripotent v ∈ M with pi(v) = 1 − pi(u).
Clearly v ⊥ u and pi(u+ v) = 1, so u+ v is unitary. 
The conclusion of the previous proposition should be compared with Lemma
3.2(d). We continue by the following result on decomposing an infinite tripotent.
Proposition 7.6. Let M be a JBW∗-triple and let e ∈M be an infinite tripotent.
Then there is a direct summand N of M such that PNe is properly infinite and
(I − PN )e is finite.
Proof. It is enough to prove the statement in case M is one of the properly infinite
summands from the representation given in Theorem 7.1.
The proof is in all three cases essentially the same. Let us explain the setting.
We have a von Neumann algebra W and its subtriple M of a special form:
Case 1: M =W ;
Case 2: M = pW for a projection p ∈W ;
Case 3: W = A⊗B(H) where A is an abelian von Neumann algebra, H an infinite-
dimensional Hilbert space and M =Wa.
So, assume that W and M are of one of these three forms. Let e ∈ M be an
infinite tripotent. Then pi(e) is an infinite projection in W (by Proposition 4.7,
Remark 4.13 or Proposition 5.31). By [29, Proposition 6.3.7] there is a central
projection z ∈ W such that zpi(e) is properly infinite and (1 − z)pi(e) is finite. It
is enough to set N = zM and use again Proposition 4.7, Remark 4.13 or Proposi-
tion 5.31. 
The following proposition reveals the relationship of the relations ≤0 and ≤2 in
general JBW∗-triples.
Proposition 7.7. LetM be a JBW∗-triple and let e, u ∈M be two tripotents. Then
u ≤0 e if and only if there is a direct summand N of M such that PNu ≤2 PNe
and (I − PN )e is complete in (I − PN )M .
Proof. It is enough to prove the statement for the individual summands in the
representation from Theorem 7.1. We use the notation from the quoted theorem.
The summand M1 is a finite JBW
∗-algebra, hence the statement follows from
Proposition 3.3. For V2 we may use Lemma 4.5(b). The case of Aγ⊗B(Hγ)a follows
from Proposition 5.30. The summands pV3 and qV4 are settled by Proposition 4.15.
Finally, the summands L∞(νδ, Dδ) are covered by Propositions 5.29 and 6.12. 
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Remark 7.8. An important role in study of von Neumann algebras is played by
so-called halving lemmata. There are two kinds of these results.
(1) In a continuous von Neumann algebra any projection can be decomposed into
the sum of two orthogonal equivalent projections. This property even charac-
terizes continuous von Neumann algebras by [44, Proposition V.1.35]. There is
an analogue of this result for continuous JBW∗-triples, see [26, Appendix].
(2) If p is a properly infinite projection in a von Neumann algebra, it can be de-
composed into the sum of two orthogonal projections which are both equivalent
to p (see Lemma 3.1(c)). By Lemma 3.1(d) p may be even decomposed into the
sum of an infinite sequence of mutually orthogonal projections such that all of
them are equivalent to p.
In this case the situation in JBW∗-triples is more complicated. An analogue
for properly infinite tripotents holds in von Neumann algebras (by Proposi-
tion 4.11) and for the triples of the form pV (by Proposition 4.18).
However, for triples of the form A⊗B(H)a the analogue completely fails
by Proposition 5.33(b). In fact, this JBW∗-triple is properly infinite whenever
dimH =∞, but in some sense it is ‘almost finite’. Indeed, a complete tripotent
need not be unitary but it is ‘almost unitary’ in the sense of Proposition 5.24.
7.1. Finiteness and modularity in JBW∗-algebras. In von Neumann algebras
finiteness of projections is closely related to modularity – by [44, Theorem V.1.37]
the set of finite projections in a von Neumann algebra is a modular lattice. A
converse holds as well – if the projection lattice of a von Neumann algebra is
modular, the algebra is finite (see [31, Theorem on page 5]). In this subsection we
clarify the relationship of finiteness and modularity in JBW∗-algebras. Let us start
by recalling basic notions from lattice theory.
A lattice L (i.e. a partially ordered set in which any two elements a and b have
a least upper bound a ∨ b and a greatest lower bound a ∧ b) is called modular if
e ≤ g implies
(e ∨ f) ∧ g = e ∨ (f ∧ g), for all f ∈ L.
Observe that the inequality e ∨ (f ∧ g) ≤ (e ∨ f) ∧ g holds automatically, so the
important one is the converse.
If L admits a least and a greatest element they will be denoted by 0 and 1,
respectively. A lattice is complete if for every subset S ⊆ L, the supremum ∨{a :
a ∈ S} and the infimum ∧{a : a ∈ S} exist (see [38, Definition 2.12]). Let a and b
be elements in L with a ≤ b. Along this subsection, the set of all elements c in L
with a ≤ c ≤ b will be denoted by [a, b].
The set P(M) of all projections in a JBW∗-algebraM is a complete lattice with
respect to the partial order defined by p ≤ q if p◦q = p. (Observe that p ≤ q in this
sense if and only if p ≤ q as tripotents in the JBW∗-triple M , cf. Proposition 2.4.)
Furthermore, the mapping p 7→ p⊥ := 1−p is order reversing and satisfies p⊥⊥ = p,
and p⊥ is a complement for p (i.e. p ∧ p⊥ = 0 and p ∨ p⊥ = 1). Therefore P(M)
is orthocomplemented in the sense employed in [21, 5.1.2] and [38, Definition 29.1].
Considering the usual orthogonality in P(M) (i.e., p ⊥ q if p◦q = 0; this takes place
if and only if p and q are orthogonal as tripotents), it follows from [38, Theorem
2.9, Corollary 2.10 and Theorem 29.13] that the lattice P(M) is an orthomodular
lattice, that is, p ⊥ q implies that r = p∨ (r∧ q) for every r ≥ p (see [21, 5.1.2] and
[38, Definition 29.12 and Theorem 29.13]).
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A projection p ∈ P(M) is modular if the projection lattice [0, p] = P(M2(p)) of
M2(p) is modular. If the unit element of a JBW
∗-algebraM is modular, M itself is
called modular. The same definition applies to JBW-algebras (which are just the
self-adjoint parts of JBW∗-algebras).
It turns out that modularity can be viewed as a stronger version of finiteness.
More precisely, we have the following theorem.
Theorem 7.9. Let M be a JBW∗-algebra. Then M is modular if and only if it is
triple-isomorphic to a JBW∗-algebra of the form
V ⊕ℓ∞
 ℓ∞⊕
j∈J
L∞(µj , Cj)
⊕ℓ∞ H(W,α),
where
• V is a finite von Neumann algebra;
• J is a (possibly empty) set;
• µj is a probability measure for each j ∈ J ;
• for each j ∈ J the space Cj is either a spin factor, or a finite-dimensional
Cartan factor of type 3 or 6, or Cj = B(H)a for a Hilbert space H of finite
even dimension;
• W is a (possibly trivial) continuous finite von Neumann algebra (i.e., a
type II1 von Neumann algebra) and α is a central linear involution on W
commuting with ∗.
This theorem will be proved at the end of this subsection using several properties
and characterizations of modularity.
Let us first recall a stronger notion of finiteness, introduced by D. Topping in
[45, §10], closely related to modularity of projections. In [45] the author deals with
JBW-algebras, but we translate it to the language of JBW∗-algebras in order to
be consistent with the rest of this paper. (Recall that JBW-algebras are exactly
self-adjoint parts of JBW∗-algebras [46], so the reformulations make no harm.)
Let N be a JBW∗-algebra. Two projections p, q ∈ N are called equivalent
(denoted by p
s∼ q) if there is a finite sequence sl, s2, . . . , sn of self-adjoint sym-
metries (i.e. s∗j = sj and s
2
j = 1) such that Q(s1) . . . Q(sn)(p) = q, where
Q(sj)(x) = {sj, x, sj} = 2(sj ◦ x) ◦ sj − s2j ◦ x for all x ∈ N (cf. [45, §10], [21,
5.1.4], [2, §3]). We shall write p s1∼ q (respectively, p s2∼ q) when they are exchanged
by a symmetry (respectively, two symmetries) in the way we have seen before. Con-
trary to Murray-von Neumann equivalence, the relation
s∼ has the property that
p
s∼ q in N implies 1 − p s∼ 1 − q. If p, q are two projections in a von Neumann
algebraM , by [1, Proposition 6.56] p
s∼ q if and only if p and q are unitarily equiv-
alent (i.e. there exists a unitary element u ∈M such that upu∗ = q). In particular,
p
s∼ q implies p ∼ q.
Topping considered in [45, §13] a property related to finiteness for the relation
s∼. A projection p in a JBW-algebra N satisfies property (F ) if for each projection
q with q
s∼ p and q ≤ p we have p = q. It is known that in a general JBW-algebra,
a projection having property (F ) may have subprojections which violate (F ). We
observe that the unit of N always satisfies (F ) and that any finite projection in a
von Neumann algebra satisfies (F ).
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There is an equivalent description of the relation
s∼. A result by S. Zanzinger ([48,
Theorem 4.1]) proves that two projections p, q in a JBW∗-algebra are equivalent
(i.e. p
s∼ q) if and only if they are perspective, i.e., if they have common complement
in the projection lattice, that is, there is a projection r with p ∧ r = q ∧ r = 0 and
p ∨ r = q ∨ r = 1.
The following proposition collects some known characterizations of modular
JBW∗-algebras.
Proposition 7.10. For a JBW∗-algebra N the following are equivalent:
(i) N is modular (i.e., N has a modular projection lattice);
(ii) If p and q are projections in N with p ≤ q and p and q are perspective, then
p = q;
(iii) Every projection in N satisfies property (F ), that is, if q and p are projections
in N with q
s∼ p and q ≤ p we have p = q;
(iv) N contains no copy of B(H)s for a separable infinite dimensional complex
Hilbert space H;
(v) Every orthogonal family of projections in N , any two of which are exchanged
by a symmetry in N (i.e., mutually
s1∼-related), is finite.
If N is even a JW∗-algebra, then the previous assertions are equivalent also to the
following one.
(vi) Every orthogonal family of
s∼-equivalent projections in N is finite;
Proof. (i)⇔ (ii) This follows from [21, Proposition 5.1.3] as the projection lattice
is orthomodular.
(ii)⇔ (iii) This follows from the above-quoted result [48, Theorem 4.1].
(i)⇔ (iv)⇔ (v) This follows from [21, Theorem 7.6.3].
Finally, the equivalence of the additional assertion (vi) for JW∗-algebras follows
from [45, Proposition 14]. 
Now we are ready to proof the ‘if part’ of Theorem 7.9.
Proof of the ‘if part’ of Theorem 7.9. Since modularity is obviously preserved by
ℓ∞-sums, it is enough to prove that any JBW∗-algebra triple-isomorphic to one of
the individual summands is modular.
First, assume that M is a JBW∗-algebra triple-isomorphic to a finite von Neu-
mann algebra V . It means that there is a unitary element e ∈ V such that M
is Jordan-∗-isomorphic to the JBW∗-algebra V2(e). Hence we may assume that
M = V2(e). Let us define on V a new product by setting
x ·e y = xe∗y, x, y ∈ V.
This product together with the involution ∗e (recall that it is defined by x∗e = ex∗e)
makes V be a von Neumann algebra generating the JBW∗-algebra structure of
M = V2(e). This von Neumann algebra is finite (by Lemma 3.2(a, c)). Hence M
is modular by [44, Theorem V.1.37]. (Alternatively, we can use Proposition 7.10.
Indeed, the equivalence
s∼ implies the Murray-von Neumann equivalence ∼, thus
any finite projection in a von Neumann algebra satisfies property (F ).)
Next assume that M is triple-isomorphic to the summand N = H(W,α). It
means that there is a unitary element e ∈ N such that M is Jordan-∗-isomorphic
to the JBW∗-algebra N2(e). So, assume M = N2(e). Note that e is also a unitary
element of W . In the same way as in the previous paragraph we may introduce
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on W a new structure of a von Neumann algebra such that M is then a JBW∗-
subalgebra. Recall that we assume that W is finite, hence W2(e) is modular as in
the previous paragraph. Since the validity of condition (v) from Propostion 7.10 is
clearly inherited by JBW∗-subalgebras, we deduce that M is modular.
Finally, assume that M is triple-isomorphic to N = L∞(µ,C), where C is either
a finite-dimensional JBW∗-algebra or a spin factor. Again, we assume M = N2(u)
for a unitary element u ∈ N . Observe that u(ω) is a unitary element of C for
µ-almost all ω.
We will show that condition (v) of Proposition 7.10 is fulfilled inM . We proceed
by contradiction. Assume that there is an infinite orthogonal sequence (pn) of
projections in M such that pn
s1∼ pm in M whenever m,n ∈ N. It means that
for µ-almost all ω (pn(ω))n∈N is an orthogonal sequence of tripotents in C below
u(ω) and, moreover, there are vm,n ∈ M such that vm,n(ω) is unitary (actually a
symmetry) almost everywhere and pn = {vm,n,pm,vm,n}, i.e.,
pn(ω) = {vm,n(ω),pm(ω),vm,n(ω)} µ-a.e.
Since we work only with a countable family of elements, we may without loss of
generality assume that the mentioned equalities hold everywhere. In particular, if
pn(ω) 6= 0 for some ω, then pm(ω) 6= 0 for each m ∈ N. It follows that there is an
infinite sequence of pairwise orthogonal nonzero tripotents in C, which is impossible.
(Note that in a spin factor there do not exist three nonzero pairwise orthogonal
tripotents by Proposition 6.3(3), and in a finite-dimensional JB∗-triple there cannot
be an infinite family of pairwise orthogonal tripotents for trivial reasons.) This
completes the proof that M is modular. 
To prove the converse implication we will use some consequences of a result due
to S.A. Ayupov. Recall that a JW∗-algebra N inside some B(H) is said to be
reversible if a1 . . . an+ an . . . a1 ∈ N whenever a1, . . . an ∈ N. Ayupov proved in [3,
Theorem 3] that a reversible JW∗-algebra is modular if and only if its enveloping
von Neumann algebra is finite.
The next result is a minor generalization o Ayupov’s result.
Lemma 7.11. Let V be a von Neumann algebra and let M ⊂ V be a reversible
JBW∗-subalgebra. Assume that the von Neumann algebra generated by M coincides
with the whole V and that M is triple-isomorphic to a modular JBW∗-algebra.
Them V is finite.
Proof. Observe that the assumptions yield that 1 ∈M and that there is a unitary
element e ∈ M such that the JBW∗-algebra M2(e) is modular. Then M2(e) is
a JBW∗-subalgebra of the JBW∗-algebra V2(e). Moreover, e is unitary in V and
V2(e) carries a structure of a von Neumann algebra with the product ·e defined by
x ·e y = xe∗y.
Let us prove that the von Neumann subalgebra of V2(e) generated by M2(e)
coincides with V2(e). To this end denote the generated von Neumann algebra by
W . It is enough to show thatW is stable under the original product and involution
in V .
We know that {e, e∗, 1} ⊂M ⊂W . Moreover, for any x ∈W we have
xe = xe∗e2 = x ·e e2 ∈W
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as e2 ∈M ⊂W . Hence, given x, y ∈W we have
xy = xee∗y = xe ·e y ∈W.
Finally, for any x ∈W we have
x∗ = e∗ex∗ee∗ = {e∗, x∗e , e∗} ∈ W
as W is a subtriple of V .
So, we deduce that W = V = V2(e).
Moreover, M2(e) is reversible in V2(e). Indeed, let a1, . . . , an ∈M2(e). Since M
is a reversible JBW∗-subalgebra of V we have
a1 ·e a2 ·e . . . ·e an + an ·e . . . ·e a2 ·e a1
= a1e
∗a2e∗ . . . e∗an + ane∗ . . . e∗a2e∗a1 ∈M=M2(e).
Hence V2(e) is finite by Ayupov’s theorem [3, Theorem 3]. It follows that V is
finite by Lemma 3.2. 
Lemma 7.12. Any modular JBW∗-algebra is finite.
Proof. In view of Theorems 7.1 it is enough to prove that no properly infinite
JBW∗-algebra is modular. Moreover, it is enough to prove this for the individual
summands of M2 from Theorem 7.1.
If M is a JBW∗-algebra triple-isomorphic to a properly infinite von Neumann
algebra, it cannot be modular by Lemma 7.11.
It remains to analyze the triples of the form M = A⊗B(H)a where A =
L∞(µ) and H is an infinite-dimensional Hilbert space. Let us show how to ap-
ply Lemma 7.11 in this case.
Recall that H = ℓ2(Γ) for an infinite set (and the conjugation and transpose are
considered with respect to the canonical basis). Since Γ is infinite, there is a subset
∆ ⊂ Γ and a bijection η : ∆→ Γ\∆. Let u ∈ B(H) be the unitary operator acting
on the canonical vectors by
eγ 7→ eη(γ) and eη(γ) 7→ −eγ for γ ∈ ∆.
Then u ∈ B(H)a. Further, U = 1⊗u is a unitary element in A⊗B(H)a, hence also
in the von Neumann algebra V = A⊗B(H). Let us equip M with the structure
of a JBW∗-algebra given by M2(U). Then M is a JBW∗-subalgebra of the JBW∗-
algebra V2(U). Equip V2(U) with the structure of a von Neumann algebra as above.
We claim that M is reversible in V2(U). Indeed, fix x1, . . . , xn ∈M . Then
(x1 ·U . . . ·U xn)t = (x1U∗ . . . U∗xn)t = xtn(U∗)t . . . (U∗)txt1
= (−1)2n−1xnU∗ . . . U∗x1 = −xn ·U . . . ·U x1,
hence we deduce easily that M is reversible.
Hence, to prove that no JBW∗-algebra triple-isomorphic to M is modular, it is
enough to show that the von Neumann algebra generated by M is infinite and then
use Lemma 7.11.
Let (γn) be a one-to-one sequence in ∆. Let un be the partial isometry with
pi(un) = pf (un) = span{eγn , eη(γn)} defined by
eγn 7→ eη(γn) and eη(γn) 7→ −eγn .
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Then un ∈ B(H)a and un ≤ u, hence 1 ⊗ un is a projection in the von Neumann
algebra V2(U) contained in M . Moreover, these projections are mutually orthogo-
nal.
We are going to show that these projections are mutually equivalent (in the
Murray-von Neumann sense) in the envelopping von Neumann algebra. To this
end fix two distinct numbers m,n ∈ N. Let v be the partial isometry with pi(v) =
pf(v) = span{eγn , eγm , eη(γn), eη(γm)} defined by
eγn 7→ eη(γm), eγm 7→ eη(γn), eη(γn) 7→ −eγm and eη(γm) 7→ −eγn .
Then v ∈ B(H)a. Moreover, set w = vu∗un. Then w is a partial isometry with
pi(w) = pi(un) and pf (w) = pi(um). Since
1⊗ w = (1⊗ v)U∗(1⊗ un) = (1⊗ v) ·U (1⊗ un),
1⊗w is a partial isometry which belongs to the envelopping von Neumann algebra
of M in V2(U). Moreover,
(1⊗w)∗U ·U (1⊗w) = U(1⊗w∗)UU∗(1⊗w) = U(1⊗pi(w)) = 1⊗upi(un) = 1⊗un
and
(1⊗w)·U (1⊗w)∗U = (1⊗w)U∗U(1⊗w∗)U = (1⊗pf(w))U = 1⊗pf(um)u = 1⊗um.
Hence 1⊗un ∼ 1⊗um in the envelopping von Neumann algebra of M in V2(U).
It follows from Lemma 3.1(e) that the envelopping von Neumann algebra is infinite.
This completes the proof. 
Proof of the ‘only if ’ part of Theorem 7.9. Assume that M is a modular JBW∗-
algebra. By Lemma 7.12 it is finite, so it is isomorphic to a JBW∗-algebra of the
form M1 from Theorem 7.1. It remains to prove that the von Neumann algebraW
from the summand H(W,α) is finite and, moreover, there is no summand of the
form A⊗B(H)s for an infinite-dimensional Hilbert space H .
In both cases we may apply Lemma 7.11. Indeed, H(W,α) is a reversible JBW∗-
subalgebra of W and, moreover, the envelopping von Neumann algebra contains
each projection in W (by Lemma 5.7), hence it equals W . So, W is finite by
Lemma 7.11.
Similarly, A⊗B(H)s is a reversible JBW∗-subalgebra of the von Neumann al-
gebra A⊗B(H). Again, by Lemma 5.19 the envelopping von Neumann algebra
contains all projections, so it equals to A⊗B(H). Since this von Neumann algebra
is infinite, Lemma 7.11 shows that A⊗B(H)s is not triple-isomorphic to a modular
JBW∗-algebra. This completes the proof. 
Remark 7.13. (1) It follows from Theorems 7.9 and 7.1 that modularity is a
stronger property than finiteness, i.e., any modular JBW∗-algebra is finite, but
there are finite JBW∗-algebras which are not modular. In particular, A⊗B(H)s
where H is an infinite-dimensional Hilbert space is such an example.
(2) It follows from Theorem 7.9 that modularity of JBW∗-algebras is a triple-
property, i.e., it is preserved by triple isomorphisms. In particular, if M is a
modular JBW∗-algebra and u ∈ M is any tripotent, then M2(u) is again a
modular JBW∗-algebra (cf. Lemma 7.12 and Lemma 3.2(d)).
The previous remark says, in particular, that the modularity can be consistently
defined for JBW∗-triples. In accordance with the abstract setting of [5, p. 141]
we say that a tripotent u in a JBW∗-triple M is modular if the JBW∗-algebra
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M2(u) is modular. Moreover, it is natural to call a JBW
∗-triple modular if any of
its tripotents is modular. (This does not exactly match the setting of [5], but it
is equivalent as explained below.) At the moment we just observe that a JBW∗-
algebra is modular as a JBW∗-algebra if and only if it is modular as a JBW∗-triple
(by Remark 7.13(2)) and that any modular JBW∗-triple is finite (by Lemma 7.12).
Proposition 7.14. Let M be a JBW∗-triple. Then M is modular if and only if it
is triple-isomorphic to M1 ⊕ℓ∞ M3, where
• M1 is a modular JBW∗-algebra, hence it has the form from Theorem 7.9;
• M3 has the form as in Theorem 7.1.
Proof. Assume that M is modular. Then it is finite, so by Theorem 7.1 it can be
decomposed asM1⊕ℓ∞M3, whereM1 andM3 have the meaning from Theorem 7.1.
Moreover, sinceM1 is necessarily modular, it must have the form from Theorem 7.9.
To prove the converse we first recall that a modular JBW∗-algebra is a modular
JBW∗-triple as explained above.
Further, let V be a a von Neumann algebra and let p ∈ V be a finite projection. If
u ∈ pV is any tripotent, then (pV )2(u) is triple-isomorphic to a finite von Neumann
algebra (see Proposition 4.2), hence it is modular by Theorem 7.9. It follows that
pV is modular.
Finally, if D is a finite-dimensional JB∗-triple appearing in the representation
of M3, then D is a subtriple of a finite-dimensional JB
∗-algebra C (if D = B(H)a
with dimH finite odd, take C = B(H); if D = C5, take C = H3(O)). Since
L∞(µ,C) is modular by Theorem 7.9, we conclude that also the subtriple L∞(µ,D)
is modular. 
We finish by the following proposition saying that our definition of modular
JBW∗-triples is equivalent with the one used in [5].
Proposition 7.15. Let M be a JBW∗-triple. Then M is modular if and only if it
admits a complete modular tripotent.
Proof. The ‘only if part’ is obvious. Let us prove the ‘if part’. Assume that M
admits a complete modular tripotent. By Lemma 7.12 this tripotent is finite,
so M is finite by Proposition 7.3. So, by Theorem 7.1 M = M1 ⊕∞ M3 (with
the notation from the quoted theorem). By Proposition 7.14 the summand M3
is modular. Further, M1 admits a complete modular tripotent. Since M1 is a
finite JBW∗-algebra, any complete tripotent is unitary (cf. Proposition 3.3). So,
M1 admits a unitary modular tripotent, thus M1 is modular by Theorem 7.9 (cf.
Remark 7.13(2)). This completes the proof. 
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