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COMBINED EFFECTS OF TWO NONLINEARITIES IN
LIFESPAN OF SMALL SOLUTIONS TO SEMI-LINEAR WAVE
EQUATIONS
KUNIO HIDANO, CHENGBO WANG, AND KAZUYOSHI YOKOYAMA
In memory of Rentaro Agemi
Abstract. This paper investigates the combined effects of two distinctive
power-type nonlinear terms (with parameters p, q > 1) in the lifespan of small
solutions to semi-linear wave equations. We determine the full region of (p, q)
to admit global existence of small solutions, at least for spatial dimensions
n = 2, 3. Moreover, for many (p, q) when there is no global existence, we
obtain sharp lower bound of the lifespan, which is of the same order as the
upper bound of the lifespan.
1. Introduction
In this paper, we are interested in determining the dichotomy between the global
solvability and the blow up, for a large class of the small-amplitude semilinear wave
equations with two distinctive power-type nonlinear terms. More precisely, letting
p, q > 1, and considering the sample wave equations with parameters (p, q)
(1.1) ∂2t u−∆u = |∂tu|p + |u|q, t > 0, x ∈ Rn,
we are interested in determining the region of (p, q), for which the following state-
ment is true: for any given nontrivial pair of compactly supported smooth functions
(f, g), there exists a small parameter ε0 = ε0(f, g, n, p, q) > 0, such that the problem
with initial data of sufficiently small size ε ∈ (0, ε0)
(1.2) u(0, x) = εf(x), ∂tu(0, x) = εg(x),
admits global solutions. For the cases where there is no global existence, we are also
interested in the estimate of lifespan, denoted by Tε(p, q), from above and below, in
terms of the parameters (ε, n, p, q). Here, the lifespan is defined as the supremum
of T > 0 such that the problem admits a unique solution in [0, T ]× Rn.
When the spatial dimension is one, the standard ordinary differential inequality
argument (see, e.g., [16, 27, 28, 38, 42]) could be easily adapted to show that, for
any p, q > 1, the problem does not admit global solutions in general. On the basis
of this fact, in what follows, we will assume n ≥ 2.
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The problem can be regarded as a natural combination of the following two
well-investigated problems
(1.3) ∂2t v −∆v = |v|q, t > 0, x ∈ Rn ,
(1.4) ∂2tw −∆w = |∂tw|p, t > 0, x ∈ Rn .
The first problem (1.3) is in relation with the Strauss conjecture, for which the
critical power, denoted by qc(n), is known to be the positive root of the quadratic
equation
(1.5) (n− 1)q2 − (n+ 1)q − 2 = 0
that is,
(1.6) qc(n) :=
n+ 1+
√
n2 + 10n− 7
2(n− 1) .
This problem was initiated in [13], where the critical value was determined to be
pc = 1 +
√
2 for n = 3. Shortly afterward, [30] included the conjecture that the
critical power is given by qc(n). The existence portion of the conjecture was verified
in [6] (n = 2), [39] (n = 4), [23] (n ≤ 8), [18, 23, 19] (n ≥ 5 and radial data) and
[4, 33] (all n ≥ 2). The necessity of q > qc for small data global existence is due to
[13, 5, 28, 25, 38, 41]. Concerning the estimates of the lifespan, denoted by T Sε , for
1 < q ≤ qc, it is known that, for some constant C > 0, we have (see [32, 43] and
references therein)
T Sε ≤ Sε(q) :=
{
Cε−
2q(q−1)
2(q+1)−(n−1)q(q−1) , q < qc,
exp(Cε−q(q−1)), q = qc,
for any ε ∈ (0, 1), which is known to be sharp at least for max(1, 2/(n−1)) < q < qc,
or q = qc with n ≤ 8 (see [20, 23, 31] and references therein). See [9, 29, 22, 37]
and references therein for recent works for this problem on various spacetimes.
Concerning (1.4), it is conjectured that the critical power is given by
(n− 1)(pc − 1) = 2, pc(n) = 1 + 2
n− 1 ,
which is known as the Glassey conjecture. For the case 1 < p ≤ pc, nonexistence
of global small solutions and upper bound of the lifespan (denoted by TGε )
TGε ≤ Gε(p) :=
{
Cε−
2(p−1)
2−(n−1)(p−1) , p < pc,
exp(Cε−(p−1)), p = pc,
has been known through the works [14, 26, 24, 1, 40]. For the existence part with
p > pc, global existence of small solutions has been proved for n = 2, 3 in [10, 34]
(with an earlier radial 3-D result [27]). Recently, the present authors have succeeded
in extending the results of [27, 10, 34] to the case of higher space dimensions n ≥ 4
under the radial assumption of the initial data [11]. The existence part of the
Glassey conjecture with general data for n ≥ 4 remains unsolved. See [35, 36] for
recent works for this problem on various spacetimes.
On the basis of the known blow up results for the Strauss conjecture and the
Glassey conjecture, by comparing the nonlinearities, it would not be difficult to
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Figure 1. Blow up region for (p, q): the shaded region (except
the broken curve)
adapt the proof to conclude that
(1.7) Tε(p, q) ≤
{
Sε(q), q ≤ qc ,
Gε(p), p ≤ pc .
(For the definition of Tε(p, q), see the first paragraph of this section.) Then to
admit global small solutions, we are forced to consider q > qc and p > pc. Recently,
Han and Zhou [7] studied the blow up phenomenon for (1.1). Among others, they
found a new combined effect on the lifespan, by proving the blow up results for
n ≥ 2, q > qc, p > pc and
(1.8) (q − 1)((n− 1)p− 2) < 4.
Moreover, they obtained an upper bound of the lifespan
(1.9) Tε(p, q) ≤ Zε(p, q) := Cε−
2p(q−1)
2(q+1)−(n−1)p(q−1) ,
for the cases where
max(1,
2
n− 1) < p ≤
2n
n− 1 , 1 < q <
2n
n− 2 , (q − 1)((n− 1)p− 2) < 4.
Here, by checking the proof, we observe that, the restriction p > 2/(n − 1) is not
necessary. That is, the upper bound (1.9) is actually valid for
1 < p ≤ 2n
n− 1 , 1 < q <
2n
n− 2 , (q − 1)((n− 1)p− 2) < 4.
See Figure 1 for the illustration of the known region of non-existence of global small
solutions. It is interesting to observe that the conformal power 1+4/(n− 1) occurs
very naturally in the figure.
It will then be very natural and interesting to ask whether (1.7) and (1.8) are
the only regions of blow up or not, and try to determine the full region of global
existence. Of course, we expect global existence when p, q are both large enough
(recall that we are considering small data problem). In the case where one of the
powers (say q) is relatively small comparing the other, the nonlinearity with that
power will tend to be dominant and one may infer the behavior of problem similar
to the problem with only one power-type nonlinear term (say |ut|p+ |u|q ∼ |u|q for
4 K.HIDANO, C.WANG, AND K.YOKOYAMA
(qc, qc)
1 + 4n−1
(1, 1)
qc
qcpc
q
p
global existence
(q − 1)(p− 2n−1 ) = 4n−1
Figure 2. Region to admit global existence: the shaded region
(except the broken lines)
the case q ≪ p). The essential difficulty comes from the case where neither of the
powers is large.
Assuming the blow up results (1.7), (1.8) have been precise enough, with the ex-
periences from the Strauss conjecture and the Glassey conjecture, we may naturally
infer that we have global existence for
(1.10) q > qc, p > pc, (q − 1)((n− 1)p− 2) > 4 ,
and may only admit almost global existence for the “critical” case
(1.11) q > qc, p > pc, (q − 1)((n− 1)p− 2) = 4 .
Surprisingly enough, in this paper, we are able to prove global existence, not only
for (1.10), but also for the “critical” case (1.11). This is our first main theorem.
As the Glassey conjecture for n ≥ 4, with general data, remains open, it is very
natural for us to restrict ourselves to the case n = 2, 3 in our main theorems.
Theorem 1.1. Let n = 2, 3, sd := 1/2− 1/q,
(1.12) q > qc, p > pc and (q − 1)((n− 1)p− 2) ≥ 4.
Suppose that f ∈ H˙1 ∩ H˙sd and g ∈ L2 ∩ H˙sd−1 with
(1.13) Λ :=
∑
|β|≤2,|α|≤min(2,|β|+1)
(‖xα∇βxf‖H˙1∩H˙sd + ‖xα∇βxg‖L2∩H˙sd−1)<∞.
Then, there exists an ε0 > 0 depending on n, p, q, and Λ such that the Cauchy
problem (1.1)-(1.2) admits a unique global solution, provided that ε ∈ [0, ε0).
For a more precise statement of the result, see Theorem 4.1. See Figure 2 for
the region of global existence, that is, the shaded region (except the broken lines).
Here, and in what follows, by ‖ · · · ‖H˙1∩H˙sd we naturally mean
(1.14) ‖ϕ‖H˙1∩H˙sd := ‖ϕ‖H˙1(Rn) + ‖ϕ‖H˙sd (Rn).
For the cases where there is no global existence, that is, when q ≤ qc, or p ≤ pc,
or (q−1)((n−1)p−2)< 4, we are also interested in the estimate of lifespan Tε, from
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Figure 3. Dimension three: estimates of the lifespan
above and below. Observe that for the cases where 1 < p ≤ 2n/(n− 1), 1 < q < qc
and (q − 1)((n− 1)p− 2) < 4, we have
Sε ≥ Zε for ε≪ 1 ⇔ q ≥ p ,
and for the cases where 1 < p < pc, 1 < q < 2n/(n−2) and (q−1)((n−1)p−2) < 4,
we have
Gε ≥ Zε for ε≪ 1⇔ q ≤ 2p− 1 .
Then we know from (1.7) and (1.9) that
Tε ≤


Gε(p), 1 < p ≤ pc, q ≥ 2p− 1,
Sε(q), 1 < q ≤ qc, q ≤ p,
Zε(p, q), (q − 1)((n− 1)p− 2) < 4, 2p− 1 ≥ q ≥ p > 1
when n ≥ 2. On the basis of these observations, it is natural to infer that the sharp
lower bound is of the same size as these upper bounds. In the following second
main theorem, we obtain the sharp lifespan estimates, for n = 2, 3, q > 2/(n− 1)
and q, p ≥ 2, except the critical case q = qc ≤ p.
Theorem 1.2. Let n = 2, 3, q > 2/(n − 1) and q, p ≥ 2. Assume also q ≤ qc,
p ≤ pc or (q−1)((n−1)p−2) < 4. Then for any f ∈ H˙1∩H˙sd and g ∈ L2∩H˙sd−1
with Λ < ∞, there exists an ε0 > 0 depending on n, p, q, and Λ such that the
Cauchy problem (1.1)-(1.2) admits a unique solution for t ∈ [0, T ], provided that
ε ∈ (0, ε0), where
T =


Gε(p), 2 ≤ p ≤ pc, q ≥ 2p− 1,
Sε(q), 2 ≤ q < qc, 2/(n− 1) < q ≤ p,
exp(cε1−q), q = qc ≤ p,
Zε(p, q), (q − 1)((n− 1)p− 2) < 4, 2 ≤ p ≤ q ≤ 2p− 1
for some small constant c > 0. Moreover, the lower bound of the lifespan is sharp
in general, except q = qc ≤ p.
For a more precise statement of the result, see Theorem 5.1. See Figures 3 and
4 for the illustration of the lower bound of the lifespan. The existence result for
smooth nonlinearity with (p, q, n) = (3, 4, 2) and T = Zε(3, 4) was known from [15].
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Remark 1.3. For the critical case q = qc ≤ p and n = 2, 3, we know that
exp(cε1−q) ≤ Tε ≤ exp(Cε−q(q−1)) .
It will be interesting to determine the sharp estimate of the lifespan, and we infer
that the sharp estimate will be Tε ≥ exp(cε−q(q−1)) for q = qc ≤ p.
Remark 1.4. As is obvious from the proofs, Theorems 1.1 and 1.2 remain valid for
the equations of the form
∂2t u−∆u = Fq(u) +Gp(∂tu,∇u),
where Fq and Gp are C
2 functions with
|∂juFq(u)| ≤ Cj |u|q−j , ∀u ∈ [−1, 1], j = 0, 1, 2,∑
|α|=j
|∂αvGp(v)| ≤ Cj |v|p−j , ∀v ∈ Rn+1, |v| ≤ 1, |α| ≤ 2.
Let us conclude the introduction by describing the strategy of the proof. It
is natural to view the problem (1.1) as either a perturbation of (1.3) by a forcing
term |∂tu|p, or a perturbation of (1.4) by a forcing term |u|q. One of the remarkable
difficulties of the problem lies in the fact that the standard proofs for these two
problems are typically distinct, which forces us to seek a robust proof of existence
results which could handle both of the nonlinearities effectively. Fortunately, there
does exist a method of proof which has the same nature and works well for both of
the nonlinearities.
Actually, inspired by [21], the first author [8] developed an alternative proof of
global existence of small solutions to (1.3) with q > qc(n) and n = 2, 3, 4, by using
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the homogeneous Sobolev space H˙sd in the iteration argument. It turns out that
such a method works well also for the (1.4) when n = 2, 3, by using the standard
energy space H˙1 × L2. As the proof for (1.3) is more involved than that for (1.4),
to prove Theorem 1.1 and Theorem 1.2, it is natural to view the problem as a
perturbation of (1.3) by a forcing term |∂tu|p.
The equation (1.1) has the “forcing term” |∂tu|p, which involves a higher-order
derivative of u. This naturally leads us to a modification of the norm in the iteration
scheme, and we allow for some growth of the H˙sd norm, see (4.1) and (5.1).
This paper is organized as follows. In the next section, we collect several pre-
liminary inequalities. In Section 3, we give the setup for the existence results, and
prove the basic iteration estimates, which is the key in the proof of Theorems 1.1
and 1.2. Then, using the key estimates obtained in Section 3, we present the proof
of global existence, Theorem 1.1, and long time existence, Theorem 1.2, in Sections
4 and 5, on a case-by-case basis.
1.1. Notation. For x = (x1, . . . , xn), we will use polar coordinates x = rω with
r = |x|, ω ∈ Sn−1, and the full space-time gradient ∂ = (∂t,∇x) = (∂0, ∂1, . . . , ∂n).
In addition, we denote Lj = t∂j + xj∂0 (1 ≤ j ≤ n), Ωkl = xk∂l − xl∂k (1 ≤
k < l ≤ n), L0 = t∂0 + x · ∇. The collection of all these operators is denoted
by Γj , with 0 ≤ j ≤ ν := (n2 + 3n + 2)/2. For a multi-index α = (α0, . . . , αν),
Γα := Γα00 · · ·Γανν . Moreover we will employ the notation 〈x〉 :=
√
1 + |x|2 for
x ∈ Rn, ‖Γ≤ku‖ :=∑|α|≤k ‖Γαu‖, and use the Fourier multiplier |D| := √−∆.
The homogeneous space H˙s for |s| < n/2 is the completion of Schwartz func-
tions with respect to the norm ‖|D|su‖L2. We will use the following mixed-norm
Lq1t L
q2
r L
q3
ω ,
‖f‖Lq1t Lq2r Lq3ω =
∥∥∥∥∥
(∫ ∞
0
‖f(t, rω)‖q2
L
q3
ω
rn−1dr
)1/q2∥∥∥∥∥
Lq1 (t>0)
,
with trivial modification for the case q2 = ∞, where Lqω is the standard Lebesgue
space on the sphere Sn−1. Occasionally, we will omit the subscripts. Also, at times
we will employ abbreviations, such as Lq1Lq2 = Lq1t L
q2
r L
q2
ω and L
q
T = L
q([0, T ]).
Let 2 ≤ p < ∞, 2 ≤ q < ∞, q > 2/(n − 1), sd := 1/2 − 1/q ∈ [0, 1/2) ∩ ((2 −
n)/2, 1/2). We introduce
Xku(t) := ‖Γ≤ku(t)‖H˙sd , Y ku (t) := ‖∂Γ≤ku(t)‖L2 , Zku(t) := Xku(t)
q+1
q+2 Y ku (t)
1
q+2 ,
with abbreviation Xu = X
0
u, Yu = Y
0
u , Zu = Z
0
u, and define p1, p2 ∈ (1, 2), q1, q2 ∈
[2,∞] as follows
(1.15)
n
p1
= 1− sd + n
2
,
n− 1
p2
=
n
2
− sd = n
q1
,
1
q1
+
1
q2
=
1
2
,
such that we have the following
Lp1 ⊂ H˙sd−1, Lp2ω ⊂ Hsd−1/2ω , H˙sd ⊂ Lq1 .
Observe also that we have
(1.16)
1
p1
=
1
n
+
1
q1
=
1
n
+
1
2
− 1
q2
,
1
p2
=
1
q(n− 1) +
1
2
, q2 =
n
sd
.
Let χ1(t, x) be the characteristic function of the set {x ∈ Rn : |x| < (1 + |t|)/2}
and χ2 = 1− χ1. We will also use A.B to stand for A ≤ CB where the constant
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C may change from line to line. In addition, when denoting by a+ (or a−) for
a ∈ R, we mean that the relevant estimate holds for a+ ε (or a− ε) for sufficiently
small ε > 0. Also, the notation ∞− means that the relevant estimate holds for
sufficiently large values.
2. Preliminaries
In this section, we give some preliminary results.
Proposition 2.1 (Sobolev inequalities). For any s ∈ [0, n/2), we have
(2.1) ‖v‖Lq0(Rn).‖v‖H˙s(Rn), ‖v‖H˙−s(Rn).‖v‖Lq′0(Rn),
n
q0
=
n
2
− s.
Proposition 2.2. Let n ≥ 2, sd = 1/2− 1/q with 2 ≤ q <∞. Then we have
(2.2) ‖r(n−1)sdv‖LqrL2ω.‖v‖H˙sd .
Proof. See Theorem 2.10 of [21]. For the reader’s convenience, we give an alterna-
tive proof of (2.2), by using the endpoint trace inequality and the real interpolation.
Recall the following endpoint trace inequality (see [3])
(2.3) sup
r>0
r(n−1)/2‖u(r·)‖L2(Sn−1).‖u‖B˙1/22,1 , n ≥ 2 .
Here, and in the following discussion, by B˙sp,q = B˙
s
p,q(R
n) we mean the homogeneous
Besov space, see, e.g., Chapter 6 of [2]. Observe also the obvious equality
(2.4) ‖r(n−1)/2u(r·)‖L2(R+;L2(Sn−1)) = ‖u‖L2(Rn) ,
where R+ := (0,∞). Let T (u) := r(n−1)/2‖u(r·)‖L2(Sn−1). Then, by Theorems
3.1.2, 6.4.5, and 5.2.1 of [2] (see also Remark on page 41 of [2]), we see that the
sublinear operator
T : B˙
1/2
2,1 (R
n) + L2(Rn)→ L∞(R+) + L2(R+)
satisfies
T : [B˙
1/2
2,1 (R
n), B˙02,2(R
n)]2/q,q → [L∞(R+), L2(R+)]2/q,q
and so is the inequality
(2.5) ‖T (u)‖Lq(R+).‖u‖B˙1/2−1/q2,q (Rn).‖u‖H˙1/2−1/q(Rn), 2 < q <∞
which gives us (2.2).
Proposition 2.3. If 1 ≤ p <∞ and s > n/p, then the inequality
(2.6) (1 + |t|+ |x|)(n−1)/p(1 + ||t| − |x||)1/p|v(t, x)|.‖Γ≤sv(t, ·)‖Lpx
holds. If 1 ≤ p < q <∞ and 1/q ≥ 1/p− 1/n, then we have
(2.7) ‖χ1v(t, ·)‖Lqx.(1 + |t|)−n(1/p−1/q)‖Γ≤1v(t, ·)‖Lpx .
See [17] and [21, Theorem 2.9] for the proof of (2.6) and (2.7).
We will also need the following trace estimates.
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Proposition 2.4. Let n ≥ 2. Then the inequalities
(2.8) ‖r(n/2)−sv(rω)‖
L∞r H
s−1/2
ω
.‖v‖H˙s(Rn),
1
2
< s <
n
2
(2.9) ‖r(n/2)−sv(rω)‖L∞r Lpω.‖v‖H˙s(Rn),
1
2
< s <
n
2
,
n− 1
p
=
n
2
− s.
hold. In addition, if 2 ≤ p ≤ 4, q = 2p/(4− p), then we have
(2.10) r(n−1)/2‖u(r·)‖Lpω ≤
√
p‖∂ru‖1/2L2 ‖u‖
1/2
L2rL
q
ω
.
If p ∈ [2,min {4, 2(n− 1)/(n− 2)}] except the endpoint p = 4 and n = 3, then
(2.11) sup
r>0
r(n−1)/2‖v(r·)‖Lpω ≤ C‖∂rv‖1/2L2(Rn)‖Ω≤1v‖
1/2
L2(Rn) .
Proof. For the proof of the trace lemma (2.8), see [12] for n ≥ 3 and [3] for n ≥ 2.
By the Sobolev embedding on the unit sphere Sn−1, we obtain (2.9) directly from
(2.8).
Let us turn to the inequality (2.10), which generalizes the well-known inequality
(2.12) r(n−1)/2‖u(r·)‖L2ω ≤
√
2‖∂ru‖1/2L2(Rn)‖u‖
1/2
L2(Rn) .
It suffices to give the proof for u ∈ C∞0 (Rn). We use a natural modification of the
proof of (2.12). We first note for any fixed R > 0
(
R(n−1)/2‖u(R·)‖Lpω
)p
=
∫
Sn−1
R(n−1)p/2|u(Rω)|pdω(2.13)
≤ p
∫ ∞
R
∫
Sn−1
r(n−1)p/2|u(rω)|p−1|(ω · ∇u)(rω)|drdω
≤ p‖r(n−1)θ/2u‖p−1
L2(p−1)(Rn)
‖∂ru‖L2(Rn),
where θ := (p− 2)/(p− 1). Using 1/(2(p− 1)) = θ/p+(1− θ)/q, (1− θ)(p− 1) = 1,
we get
(2.14) ‖r(n−1)θ/2u‖L2(p−1)(Rn) ≤ ‖r(n−1)/2u‖θL∞r Lpω‖u‖
1−θ
L2rL
q
ω
.
The inequalities (2.13)-(2.14) yield
‖r(n−1)/2u‖p
L∞r L
p
ω
≤ p‖r(n−1)/2u‖p−2
L∞r L
p
ω
‖u‖L2rLqω‖∂ru‖L2,
which gives (2.10).
Then (2.11) follows immediately from (2.10), if we recall the embedding H1ω →֒
Lqω with q = 2p/(4 − p), for p ∈ [2,min {4, 2(n− 1)/(n− 2)}] except the endpoint
case p = 4 and n = 3.
By Sobolev inequality (2.1) and duality to the trace lemma (2.9), we have for
2/(n− 1) < q <∞, i.e., 1− sd ∈ (1/2, n/2),
(2.15) ‖F‖H˙sd−1.‖χ1F‖Lp1 + ‖〈t〉−(n−2)/2−sdχ2F‖L1rLp2ω ,
where p1 and p2 are defined in (1.15). Thus, using the standard energy estimates,
we get the following
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Proposition 2.5. Let n ≥ 2 and 2/(n − 1) < q < ∞. Then, for any T > 0 we
have
(2.16)
‖∂u(T )‖H˙sd−1.‖∂u(0)‖H˙sd−1 + ‖χ1F‖L1TLp1 + ‖〈t〉
−(n−1)/2+1/qχ2F‖L1TL1rLp2ω
and
(2.17) ‖∂u(T )‖L2.‖u(0)‖H˙1 + ‖∂tu(0)‖L2 + ‖F‖L1TL2 ,
for any solutions to the inhomogeneous wave equation ∂2t u−∆u = F .
Moreover, we have the following classical relations by direct computations.
Proposition 2.6. The following commuting relations hold:
[Γi,✷] = 0 for i = 0, . . . , ν − 1, and [L0,✷] = −2✷,(2.18)
[∂j ,Γk] =
n∑
l=0
Cj,kl ∂l, [Γj ,Γk] =
ν∑
l=0
Cj,kl Γl, j, k = 0, . . . , ν.(2.19)
Here Cj,kl denotes a constant depending on j, k, and l.
In particular, we see by this proposition the equivalence between ‖Γ≤2∂u(t, ·)‖L2x
and ‖∂Γ≤2u(t, ·)‖L2x . This fact will be repeatedly employed.
3. Iteration
Let n = 2, 3, q ∈ [2,∞) ∩ (2/(n − 1),∞), p ∈ [2,∞), sd = 1/2 − 1/q, (f, g) be
functions with (1.13) and the solution space
(3.1) ST = {u : ∂Γαu ∈ C([0, T ]; H˙sd−1 ∩ L2), |α| ≤ 2, u(0) = εf, ∂tu(0) = εg}
with S∞ = ∩T>0ST . For any u ∈ ST , we define Pu as the solution of the following
linear wave equation
(3.2) (∂2t −∆)Pu = F (u) := a|u|q + b|∂tu|p, Pu(0) = εf, ∂t(Pu)(0) = εg ,
and then solving (1.1) in ST is equivalent to finding the fixed point u such that
Pu = u.
In view of Propositions 2.5 and 2.6, to show Pu ∈ ST for u ∈ ST , we need
to obtain the initial bound on (Γαu, ∂tΓ
αu)|t=0, which is ensured by the following
proposition.
Proposition 3.1 (Initial data). Let n = 2, 3, u ∈ ST . Rewrite (ΓαPu)(0) and
(∂tΓ
αPu)(0) in terms of f and g, through the equation (3.2). Then there exists a
constant C0 > 0 depending only on n, p, q, and independent of ε ∈ (0, 1), such that
(3.3)
∑
|α|≤2
(‖∂ΓαPu(0)‖H˙sd−1 + ‖∂ΓαPu(0)‖L2) ≤ C0Mε .
Here, we have defined
(3.4) M := Λ + Λ2p−1 + Λp+q−1.
As is standard, to prove the existence of the fixed point, we typically show that
the operator P maps certain ball in ST into itself, and satisfies certain (weak)
contraction property on that ball.
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Proposition 3.2 (Uniform boundedness). Let n = 2, 3, q ∈ [2,∞)∩(2/(n−1),∞),
p ∈ [2,∞), s = sd. There exists a constant C1 ≥ C0 such that we have for any
u ∈ ST with T ∈ (0,∞),
(3.5)
X2Pu(T ) ≤ C1Mε+C1
∫ T
0
(
〈t〉−(q−1)( n2−s)+1X2u(t)q + 〈t〉−(p−1)
n−1
2 +
1
2−sY 2u (t)
p
)
dt ,
Y 2Pu(T ) ≤ C1Mε+ C1
∫ T
0
(
〈t〉−(p−1)n−12 Y 2u (t)p + 〈t〉−q(
n
2−s)+
n
2 X2u(t)
q
)
dt
+C1
∫ T
0
〈t〉−(q−1) n−12 Z2u(t)qdt .(3.6)
Remark 3.3. Setting
α1 := −(q − 1)(n
2
− s) + 1 = 1
q
− n− 1
2
(q − 1),
α2 := −(p− 1)n− 1
2
+
1
2
− s = 1
q
− n− 1
2
(p− 1),
α3 := −(p− 1)n− 1
2
, α4 := −(q − 1)n− 1
2
,
α5 := −q(n
2
− s) + n
2
= −1
2
− n− 1
2
(q − 1),
we can rephrase (3.5)-(3.6) as follows
(3.7) X2Pu(T ) ≤ C1Mε+ C1
∫ T
0
(〈t〉α1X2u(t)q + 〈t〉α2Y 2u (t)p) dt ,
(3.8)
Y 2Pu(T ) ≤ C1Mε+C1
∫ T
0
(
〈t〉α3Y 2u (t)p + 〈t〉α4X2u(t)
q+1
q+2 qY 2u (t)
q
q+2 + 〈t〉α5X2u(t)q
)
dt ,
for any T > 0.
Proposition 3.4 (Convergence). Let n = 2, 3, q ∈ [2,∞) ∩ (2/(n − 1),∞), p ∈
[2,∞), s = sd. Then there exists a constant C2 ≥ C1 such that for any T ∈ (0,∞),
we have for any u, v ∈ ST ,
XPu−Pv(T ) ≤ C2
∫ T
0
〈t〉α1(X2u(t) +X2v (t))q−1Xu−v(t)dt
+C2
∫ T
0
〈t〉α2(Y 2u (t) + Y 2v (t))p−1Yu−v(t)dt ,(3.9)
YPu−Pv(T ) ≤ C2
∫ T
0
〈t〉α3(Y 2u (t) + Y 2v (t))p−1Yu−v(t)dt
+C2
∫ T
0
〈t〉α4 (Z2u(t) + Z2v (t))q−1Zu−v(t)dt
+C2
∫ T
0
〈t〉α5 (X2u(t) +X2v (t))q−1Xu−v(t)dt .(3.10)
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3.1. Proof of Propositions 3.2 and 3.4. In this subsection, we present the proof
of Propositions 3.2 and 3.4, which could be viewed as the main estimates of this
paper. We will put off the tedious proof of Proposition 3.1 till the next subsection.
By Propositions 2.5, 2.6 and 3.1, for the proof of Proposition 3.2, we need only
to prove that for fixed t > 0,
(3.11) ‖χ1Γ≤2|u(t, ·)|q‖Lp1 + ‖〈t〉−(n−1)/2+1/qχ2Γ≤2|u|q‖L1rLp2ω .〈t〉
α1X2u(t)
q,
(3.12) ‖χ1Γ≤2|∂tu|p‖Lp1 + ‖〈t〉−(n−1)/2+1/qχ2Γ≤2|∂tu|p‖L1rLp2ω .〈t〉
α2Y 2u (t)
p,
(3.13) ‖Γ≤2|∂tu|p‖L2.〈t〉α3Y 2u (t)p,
(3.14) ‖Γ≤2|u|q‖L2.〈t〉α4X2u(t)
q+1
q+2 qY 2u (t)
q
q+2 + 〈t〉α5X2u(t)q .
Similarly, the proof of Proposition 3.4 is reduced to
(3.15) ‖|u|q − |v|q‖H˙sd−1.〈t〉α1(X2u(t) +X2v (t))q−1Xu−v(t),
(3.16) ‖|∂tu|p − |∂tv|p‖H˙sd−1.〈t〉α2(Y 2u (t) + Y 2v (t))p−1Yu−v(t),
(3.17) ‖|∂tu|p − |∂tv|p‖L2.〈t〉α3 (Y 2u (t) + Y 2v (t))p−1Yu−v(t),
(3.18)
‖|u|q−|v|q‖L2.〈t〉α4 (Z2u(t)+Z2u(t))q−1Zu−v(t)+ 〈t〉α5 (X2u(t)+X2v (t))q−1Xu−v(t) .
3.1.1. Estimates (3.11) and (3.15). We start with the estimate of (3.11), for which
we have
|Γ≤2|u|q|.|u|q−2|Γ≤1u|2 + |u|q−1|Γ≤2u| .
Using (2.6)-(2.7) and (2.1), we get
‖χ1|u|q−2|Γ≤1u|2‖Lp1 ≤ ‖χ1u‖q−2L∞ ‖χ1Γ≤1u‖2L2p1
. 〈t〉− nq1 (q−2)−n( 1q1− 12p1 )×2‖Γ≤2u‖qLq1.〈t〉α1X2u(t)q.(3.19)
In the case of 2p1 < q1, we have actually employed the Ho¨lder inequality to get
‖χ1v‖L2p1 ≤ C〈t〉−n(1/q1−1/(2p1))‖χ1v‖Lq1 . Using 1/p1 = 1/n+ 1/q1, we also get
‖χ1|u|q−1Γ≤2u‖Lp1 ≤ ‖χ1u‖q−1Ln(q−1)‖χ1Γ≤2u‖Lq1
. 〈t〉−n( 1q1− 1n(q−1) )(q−1)‖Γ≤2u‖qLq1.〈t〉α1X2u(t)q.(3.20)
The same kind of proof gives us
‖χ1(|u|q − |v|q)‖Lp1 . (‖χ1u‖Ln(q−1) + ‖χ1v‖Ln(q−1))q−1‖χ1(u − v)‖Lq1
. 〈t〉α1(X2u(t) +X2v (t))q−1Xu−v(t).(3.21)
Using the Sobolev embedding on Sn−1, H1ω ⊂ L∞−ω , H2ω ⊂ L∞ω , and (2.2), we
obtain
‖χ2|u|q−2|Γ≤1u|2‖L1rLp2ω ≤ ‖χ2u‖
q−2
LqrL∞ω
‖χ2Γ≤1u‖2LqrL2p2ω(3.22)
.‖χ2Γ≤2u‖qLqrL2ω.〈t〉
−(n−1)( 12−
1
q )qX2u(t)
q = 〈t〉α1−(1/q−(n−1)/2)X2u(t)q.
As p2 < 2, we also obtain
‖χ2|u|q−1Γ≤2u‖L1rLp2ω . ‖χ2u‖
q−1
LqrL
∞−
ω
‖χ2Γ≤2u‖LqrL2ω.‖χ2Γ≤1u‖
q−1
LqrL2ω
‖χ2Γ≤2u‖LqrL2ω
. 〈t〉−(n−1)( 12− 1q )qX2u(t)q = 〈t〉α1−(1/q−(n−1)/2)X2u(t)q,(3.23)
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which completes the proof of (3.11).
Similarly, we have
‖χ2(|u|q − |v|q)‖L1rLp2ω . (‖χ2u‖LqrL∞−ω + ‖χ2v‖LqrL∞−ω )
q−1‖χ2(u− v)‖LqrL2ω
. 〈t〉α1−(1/q−(n−1)/2)(X2u(t) +X2v (t))q−1Xu−v(t),(3.24)
which, together with (3.21), gives (3.15).
3.1.2. Estimates (3.12) and (3.16). Next, we deal with (3.12), for which we have
|Γ≤2|∂tu|p|.|∂tu|p−2|Γ≤1∂tu|2 + |∂tu|p−1|Γ≤2∂tu|. Using (2.6)-(2.7), we get
‖χ1|∂tu|p−2|Γ≤1∂tu|2‖Lp1 ≤ ‖χ1∂tu‖p−2L∞ ‖χ1Γ≤1∂tu‖2L2p1
. 〈t〉−n2 (p−2)−n( 12− 12p1 )×2‖Γ≤2∂tu‖pL2
= 〈t〉−n(p−1)/2+1−sd‖Γ≤2∂tu‖pL2
. 〈t〉α2Y 2u (t)p,(3.25)
where we have used the assumption p ≥ 2 in the last inequality. Similarly, using
1/p1 = (q + 2)/(2nq) + 1/2, we also get
‖χ1|∂tu|p−1Γ≤2∂tu‖Lp1 ≤ ‖χ1∂tu‖p−2L∞ ‖χ1∂tu‖
L
2nq
q+2
‖χ1Γ≤2∂tu‖L2
. 〈t〉−(n/2)(p−2)−n(1/2−(q+2)/(2nq))‖Γ≤2∂tu‖pL2
= 〈t〉−n(p−1)/2+1−sd‖Γ≤2∂tu‖pL2
. 〈t〉α2Y 2u (t)p.(3.26)
In the same vein, we could also get
‖χ1(|∂tu|p − |∂tv|p)‖Lp1
. (‖χ1∂tu‖p−2L∞ ‖χ1∂tu‖
L
2nq
q+2
+ ‖χ1∂tv‖p−2L∞ ‖χ1∂tv‖
L
2nq
q+2
)‖χ1∂t(u− v)‖L2
. 〈t〉α2 (Y 2u (t) + Y 2v (t))p−1Yu−v(t).(3.27)
On the other hand, employing the Sobolev embedding on Sn−1 and (2.11), we
get
‖χ2|∂tu|p−2|Γ≤1∂tu|2‖L1rLp2ω ≤ ‖χ2∂tu‖
p−2
L∞ ‖χ2Γ≤1∂tu‖2L2rL2p2ω(3.28)
.‖χ2Γ≤1∂tu‖p−2L∞r L2+ω ‖Γ
≤2∂tu‖2L2.〈t〉−(n−1)(p−2)/2‖Γ≤2∂tu‖pL2.
Using 1/p2 = 1/2 + 1/(q(n− 1)), we also obtain
‖χ2|∂tu|p−1Γ≤2∂tu‖L1rLp2ω ≤ ‖χ2∂tu‖
p−2
L∞ ‖∂tu‖L2rLq(n−1)ω ‖Γ
≤2∂tu‖L2(3.29)
.〈t〉−(n−1)(p−2)/2‖Γ≤2∂tu‖pL2.
Observing that −(n−1)(p−2)/2 = α2−(1/q−(n−1)/2), we see that this completes
the proof of (3.12).
Similarly,
‖χ2(|∂tu|p − |∂tv|p)‖L1rLp2ω(3.30)
. (‖χ2∂tu‖p−2L∞ ‖∂tu‖L2rLq(n−1)ω + ‖χ2∂tv‖
p−2
L∞ ‖∂tv‖L2rLq(n−1)ω )‖∂t(u− v)‖L2
. 〈t〉α2−(1/q−(n−1)/2)(Y 2u (t) + Y 2v (t))p−1Yu−v(t),
which, combined with (3.27), gives (3.16).
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3.1.3. Estimates (3.13) and (3.17). For the estimate of |∂tu|p−2|Γ≤1∂tu|2, we get
by using (2.6)-(2.7)
‖χ1|∂tu|p−2|Γ≤1∂tu|2‖L2 ≤ ‖χ1∂tu‖p−2L∞ ‖χ1Γ≤1∂tu‖2L4.〈t〉−(n/2)(p−1)‖Γ≤2∂tu‖pL2 ,
and using (2.6), (2.11), and the Sobolev embedding on Sn−1,
‖χ2|∂tu|p−2|Γ≤1∂tu|2‖L2(3.31)
≤ ‖∂tu‖p−2L∞ ‖χ2Γ≤1∂tu‖L∞r L2+ω ‖Γ
≤1∂tu‖L2rL∞−ω .〈t〉
−(n−1)(p−1)/2‖Γ≤2∂tu‖pL2 .
In addition, by (2.6), we get
(3.32) ‖|∂tu|p−1Γ≤2∂tu‖L2 ≤ ‖∂tu‖p−1L∞ ‖Γ≤2∂tu‖L2.〈t〉−(n−1)(p−1)/2‖Γ≤2∂tu‖pL2.
Similarly, we obtain
‖|∂tu(t, ·)|p − |∂tv(t, ·)|p‖L2 . (‖∂tu‖L∞ + ‖∂tv‖L∞)p−1‖∂t(u− v)‖L2
. 〈t〉−(n−1)(p−1)/2(Y 2u (t) + Y 2v (t))p−1‖∂t(u− v)‖L2 .(3.33)
3.1.4. Estimates (3.14) and (3.18). For the estimate of ‖χ1Γ≤2|u(t, ·)|q‖L2 , we get
by using (2.6)-(2.7) and (2.1)
‖χ1|u|q−2|Γ≤1u|2‖L2 ≤ ‖χ1u‖q−2L∞ ‖χ1Γ≤1u‖2L4
. (〈t〉−n/q1‖Γ≤2u‖Lq1 )q−2(〈t〉−n(1/q1−1/4)‖Γ≤2u‖Lq1 )2
. 〈t〉−(n/q1)q+(n/2)X2u(t)q = 〈t〉α5X2u(t)q(3.34)
and
‖χ1|u|q−1Γ≤2u‖L2 ≤ ‖χ1u‖q−1Lq2(q−1)‖Γ≤2u‖Lq1
. 〈t〉−n( 1q1− 1q2(q−1) )(q−1)‖Γ≤2u‖qLq1
. 〈t〉α5X2u(t)q.(3.35)
Similarly, we have
‖χ1(|u|q − |v|q)‖L2 . (‖χ1u‖q−1Lq2(q−1) + ‖χ1v‖
q−1
Lq2(q−1)
)‖u− v‖Lq1
. 〈t〉α5(X2u(t) +X2v (t))q−1Xu−v(t).(3.36)
For the estimate of ‖χ2Γ≤2|u(t, ·)|q‖L2 , we proceed as follows. Noting 1/2 =
(q − 2)/(2q) + 1/q and 1/2− 1/(2q) = sd(1 − θ) + θ for θ := 1/(q + 2), we obtain
by using the Sobolev embedding on Sn−1 and (2.2)
‖χ2|u|q−2|Γ≤1u|2‖L2 . ‖χ2u‖q−2L2qr L∞ω ‖χ2Γ
≤1u‖2
L2qr L4ω
. ‖χ2Γ≤2u‖qL2qr L2ω
. 〈t〉−(n−1)(1/2−1/(2q))q‖|D|1/2−1/(2q)Γ≤2u‖qL2
. 〈t〉−(n−1)(q−1)/2‖Γ≤2u‖q(1−θ)
H˙sd
‖Γ≤2u‖qθ
H˙1
. 〈t〉−(n−1)(q−1)/2X2u(t)q
q+1
q+2Y 2u (t)
q
q+2 = 〈t〉α4Z2u(t)q.
Moreover, noting 1/2 = (q− 1)/(2q) + 1/(2q) and using the Sobolev embedding on
S
n−1 and (2.2), we obtain
‖χ2|u|q−1Γ≤2u‖L2 . ‖χ2u‖q−1L2qr L∞ω ‖χ2Γ
≤2u‖L2qr L2ω
. ‖χ2Γ≤2u‖qL2qr L2ω.〈t〉
α4Z2u(t)
q,
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and this completes the proof of (3.14). Similarly, we have
‖χ2(|u|q − |v|q)‖L2 . (‖χ2u‖L2qr L∞ω + ‖χ2v‖L2qr L∞ω )
q−1‖χ2(u− v)‖L2qr L2ω
. 〈t〉α4(Z2u(t) + Z2v (t))q−1Zu−v(t),(3.37)
which, together with (3.36), gives (3.18).
3.2. Proposition 3.1. In this subsection, we give the tedious proof for Proposition
3.1.
By simple calculation, we can easily see that
ΓαPu(0) =
∑
|b|≤2
∑
|a|≤|b|
Cαabx
a∂bPu(0),(3.38)
∂tΓ
αPu(0) =
∑
1≤|b|≤2
∑
|a|≤|b|−1
C˜αabx
a∂bPu(0) +
∑
|a|≤|b|=2
C˜αabx
a∂b∂tPu(0)(3.39)
for |α| ≤ 2, where xa = xa11 · · ·xann and ∂b = ∂b0t · · ·∂bnn . Thus we have∑
|α|≤2
‖∂ΓαPu(0)‖L2∩H˙sd−1(3.40)
.
∑
|a|≤|b|≤2
∥∥xa∂bPu(0)∥∥
H˙1∩H˙sd
+
∑
|a|≤|b|−1≤1
∥∥xa∂bPu(0)∥∥
L2∩H˙sd−1
+
∑
|a|≤|b|=2
∥∥xa∂b∂tPu(0)∥∥L2∩H˙sd−1 ,
. εΛ +
∑
|a|≤1
∥∥xa∂2t Pu(0)∥∥L2∩H˙sd−1 + ∑
|a|≤2
∥∥xa∂∂2tPu(0)∥∥L2∩H˙sd−1
. εΛ +
∑
|a|≤1
‖xa✷Pu(0)‖L2∩H˙sd−1 +
∑
|a|≤2
‖xa∂✷Pu(0)‖L2∩H˙sd−1 .
Therefore, the proof of (3.3) is reduced to the estimate
(3.41)
∑
|a|≤|b|+1≤2
∥∥xa∂b✷Pu(0)∥∥
L2∩H˙sd−1
.ε
(
Λp + Λq + Λ2p−1 + Λp+q−1
)
.
According to the definition of Pu, we have∑
|a|≤|b|+1≤2
‖xa∂b✷Pu(0)‖L2∩H˙sd−1(3.42)
.
∑
|a|≤1
‖xa(|εf |q + |εg|p)‖L2∩H˙sd−1 +
∑
|a|≤2
‖xa|εf |q−1|ε(∇f, g)|‖L2∩H˙sd−1
+‖x≤2|εg|p−1|ε∇(∇f, g)|‖L2∩H˙sd−1 + ‖x≤2|εg|p−1(|εf |q + |εg|p)‖L2∩H˙sd−1 .
Recalling (1.13), we observe that
(3.43) ‖xk∇l(∇f, g)‖H˙2−l∩H˙sd+k−l−1.Λ, 0 ≤ k ≤ 2, 0 ≤ l ≤ 1 ,
(3.44) ‖xkf‖H˙3∩H˙sd+k−1 + ‖f‖H˙3∩H˙sd + ‖x2(∇f, g)‖H˙1∩H˙sd.Λ, 1 ≤ k ≤ 2 .
In particular, by Sobolev embedding, we have (see (1.15)-(1.16))
x≤1f ∈ H˙3 ∩ H˙sd ⊂ L∞ ∩ Lq1 , g ∈ H˙2 ∩ H˙sd−1 ⊂ L∞ ∩ L2 .
x≤2∇≤1(∇f, g) ∈ H˙1 ∩ H˙sd , x≤2g ∈ H˙1 ∩ H˙sd ,
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and for n ≥ 2, q ≥ 2,
‖uv‖L2∩H˙sd−1.‖u‖Ln∩Ln+‖v‖H˙1∩H˙sd .
On the basis of these information, we are ready to prove (3.41). Actually, the first
term on the right of (3.42), ‖x≤1(|εf |q + |εg|p)‖L2∩H˙sd−1 , can be controlled by
εq‖x≤1f‖H˙1∩H˙sd ‖f‖q−1Ln(q−1)∩L∞ + εp‖x≤1g‖H˙1∩H˙sd‖g‖
p−1
Ln(p−1)∩L∞
.εqΛq + εpΛp ,
where we have used the fact that n(p− 1) ≥ 2 and n(q− 1) ≥ q1 for n, p, q ≥ 2. For
the second and third terms, they are bounded by
εq‖x≤2(∇f, g)‖H˙1∩H˙sd ‖f‖q−1Ln(q−1)∩L∞+εp‖x≤2∇(∇f, g)‖H˙1∩H˙sd ‖g‖
p−1
Ln(p−1)∩L∞
.εqΛq+εpΛp .
For the last term,
‖x≤2|εg|p−1(|εf |q + |εg|p)‖L2∩H˙sd−1
. εp+q−1‖x≤2g‖H˙1∩H˙sd ‖g‖p−2L∞ ‖f‖qLnq∩L∞ + ε2p−1‖x≤2g‖H˙1∩H˙sd‖g‖2p−2Ln(2p−2)∩L∞
. (εΛ)p+q−1 + (εΛ)2p−1 .
Hence (3.41) is proved and the proof of (3.3) is completed.
4. Global existence
In this section, using Propositions 3.2 and 3.4, we give the proof of global exis-
tence for p > pc, q > qc and ((n− 1)p− 2)(q − 1) ≥ 4, i.e., Theorem 1.1.
With more notations, we could state a more precise version of the theorem.
Theorem 4.1. Let n = 2, 3, sd := 1/2− 1/q, q > qc, p > pc and (q− 1)((n− 1)p−
2) ≥ 4. Suppose that f ∈ H˙1 ∩ H˙sd and g ∈ L2 ∩ H˙sd−1 with Λ <∞. Then, there
exists an ε0 > 0 depending on n, p, q, and Λ such that the Cauchy problem (1.1)-
(1.2) admits a unique global solution, provided that ε ∈ [0, ε0). Moreover, there
exists a constant C > 0 such that the solution satisfies the following estimates,
X2u(t) ≤ CMεA(t), Y 2u (t) ≤ CMε,
where
(4.1) A(t) =


1, q > max(qc,
2
(n−1)(p−pc)
),
ln(2 + t), q = 2(n−1)(p−pc) , p < qc,
〈t〉 1q−n−12 (p−pc), 1 + 4(n−1)p−2 ≤ q < 2(n−1)(p−pc) , p < qc.
See Figure 5 for an illustration of the region division.
As we see in the statement, we will give the proof of global existence for the
following three cases:
(1) p > pc, q > max(qc,
2
(n−1)(p−pc)
),
(2) p ∈ (pc, qc), q = 2(n−1)(p−pc) ,
(3) p ∈ (pc, qc), q ∈ [1 + 4(n−1)p−2 , 2(n−1)(p−pc) ),
and we will try to solve (1.1) in the ball BR := {u ∈ S∞ : X2u(t) ≤ RA(t), Y 2u (t) ≤
R, ∀t ≥ 0}, equipped with a weaker topology defined by ‖u‖ = ‖A(t)−1Xu(t) +
Yu(t)‖L∞ .
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(qc, qc)
1 + 4n−1
(pc − δ, pc − δ)
qc
qcpc
q
p
(q − 1)(p− 2n−1 ) = 4n−1
q = 2(n−1)(p−pc)
Figure 5. Region division in the region of global existence
4.1. Case 1. Let us begin with the easier case: p > pc, q > max(qc,
2
(n−1)(p−pc)
).
It turns out that there exists an ε0 > 0, such that, for any ε ≤ ε0
(4.2) u ∈ B2C1Mε ⇒ Pu ∈ B2C1Mε ,
(4.3) u, v ∈ B2C1Mε ⇒ ‖Pu− Pv‖ ≤
1
2
‖u− v‖ .
On the basis of these two estimates, it is a standard process to get the global
existence of a unique solution in B2C1Mε0 .
First, let us give the proof of (4.2). Here, observe by direct calculation that
α1 < −1⇔ q > qc, α3 < −1⇔ p > pc, α4 < −1⇔ q > pc,
α2 < −1⇔ q > 2
(n− 1)(p− pc) , α5 < −1⇔ q > 1 +
1
n− 1 .
Then we see that αj < −1 for all 1 ≤ j ≤ 5 for this range of (p, q), and so, recalling
(3.7)-(3.8), we have
max(X2Pu(T ), Y
2
Pu(T )) ≤ C1Mε+ Cεp + Cεq ≤ 2C1Mε ,
for any T ≥ 0 and ε ≤ ε0, with ε0 ≤ 1 satisfying Cεp−10 + Cεq−10 ≤ C1M .
Similarly, for (4.3), recalling (3.9)-(3.10), we have
u, v ∈ B2C1Mε ⇒ ‖Pu− Pv‖ ≤ C(εq−1 + εp−1)‖u− v‖ ≤
1
2
‖u− v‖,
with sufficiently small ε0 ≪ 1.
4.2. Case 2. For the “critical” case: p ∈ (pc, qc), q = 2(n−1)(p−pc) , comparing with
the proof for case 1, the only difference is that we have α2 = −1. On the basis of
this observation, we have Y 2Pu(T ) ≤ 2C1Mε, and
X2Pu(T ) ≤ C1Mε+ Cεp ln(2 + T ) + Cεq ≤ 2C1Mε ln(2 + T ) ,
XPu−Pv(T ) ≤ Cεp−1‖u− v‖ ln(2 + T ) + Cεq−1‖u− v‖ ≤ 1
2
‖u− v‖ ln(2 + T ) ,
YPu−Pv(T ) ≤ Cεp−1‖u− v‖+ Cεq−1‖u− v‖ ≤ 1
2
‖u− v‖ ,
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for any T ≥ 0 and ε ≤ ε0, with ε0 ≪ 1.
4.3. Remaining cases. Inspired by the proof for the “critical” case 2, for the
remaining cases p ∈ (pc, qc), q ∈ [1 + 4(n−1)p−2 , 2(n−1)(p−pc) ), we use the ansatz
X2u(t).ε〈t〉γ , Y 2u (t).ε to give the proof.
Let γ = 1q+1− n−12 (p−1) = 1q− n−12 (p−pc) > 0, we observe by direct calculation
that α2 = γ − 1,
α1 + γq ≤ γ − 1⇔ γ ≤ n− 1
2
− q + 1
q(q − 1) ⇔ q ≥ 1 +
4
(n− 1)p− 2 ,
α3 < −1⇔ p > pc,
α4+γq
q + 1
q + 2
< −1⇔ γ < n− 1
2
(q + 2)(q − pc)
q(q + 1)
⇔ n− 1
2
(p−1) > 2
q
+
n
q(q + 1)
+
3− n
2
,
α5 + γq < −1⇔ γ < n− 1
2
− n
2q
⇔ n− 1
2
(p− 1) > n+ 2
2q
+
3− n
2
.
Notice that the last two inequality are true when q = 1 + 4(n−1)p−2 and so for any
q ≥ 1 + 4(n−1)p−2 . This proves Pu ∈ B2C1Mε for any u ∈ B2C1Mε, by (3.7)-(3.8).
In the same vein, we have the convergence.
5. Long time existence
In this section, using Propositions 3.2 and 3.4, assuming p, q ≥ 2 and q >
2/(n− 1), we give the proof of long time existence, for the cases p ≤ pc, q ≤ qc or
((n− 1)p− 2)(q − 1) < 4, i.e., Theorem 1.2.
With more notations, we state a more precise version of the existence theorem
in the following
Theorem 5.1. Let n = 2, 3, q > 2/(n − 1) and q, p ≥ 2. Assume also q ≤ qc,
p ≤ pc or (q−1)((n−1)p−2) < 4. Then for any f ∈ H˙1∩H˙sd and g ∈ L2∩H˙sd−1
with Λ < ∞, there exists an ε0 > 0 depending on n, p, q, and Λ such that the
Cauchy problem (1.1)-(1.2) admits a unique solution, for t ∈ [0, T ], provided that
ε ∈ (0, ε0), where
T =


Gε(p), 2 ≤ p ≤ pc, q ≥ 2p− 1,
Sε(q), 2 ≤ q < qc, 2/(n− 1) < q ≤ p,
exp(cε1−q), q = qc ≤ p,
Zε(p, q), (q − 1)((n− 1)p− 2) < 4, 2 ≤ p ≤ q ≤ 2p− 1
for some small constant c > 0. Moreover, there exists a constant C > 0 such that
the solution satisfies the following estimates
X2u(t) ≤ CMε〈t〉γ , Y 2u (t) ≤ CMε, t ∈ [0, T ],
where
(5.1) γ =


0, 2 < q ≤ qc, p ≥ q,
1
q , 2 ≤ p ≤ pc, q ≥ 2p− 1,
q+1
q−1 (
1
p − 1q ), ((n− 1)p− 2)(q − 1) < 4, p ≤ q ≤ 2p− 1.
We will give the proof of long time existence for the following cases:
(1) p ≥ q, γ = 0, Tε =
{
Sε(q), 2 ≤ q < qc, q > 2/(n− 1),
exp(cε−(q−1)), q = qc,
(2) q ≥ 2p− 1, 2 ≤ p ≤ pc, γ = 1/q, Tε = Gε(p),
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(3) q ∈ (p, 2p− 1), ((n− 1)p− 2)(q − 1) < 4, γ = q+1q−1 ( 1p − 1q ), Tε = Zε(p, q).
As in Section 4, we will try to solve (1.1) in the ball BR := {u ∈ STε , X2u(t) ≤
R〈t〉γ , Y 2u (t) ≤ R, ∀t ∈ [0, Tε]}, equipped with a weaker topology defined by ‖u‖ =
‖〈t〉−γXu(t) + Yu(t)‖L∞Tε .
Before proceeding, let us state a technical lemma, which proof is elementary and
is left for the interested readers.
Lemma 5.2. Let Tε = cε
−A with A > 0, γ ≥ 0 and s > 1. If A(1+β− γ) ≤ s− 1,
then for any δ > 0, there exist c > 0 and ε0 > 0 such that∫ T
0
〈t〉βεsdt ≤ δε〈T 〉γ , ∀T ∈ [0, Tε], ε ∈ (0, ε0] .
Similarly, let lnTε = cε
−A with A > 0, and s > 1. Then for any δ > 0, there exist
c > 0 and ε0 > 0 such that we have∫ T
0
〈t〉βεsdt ≤ δε, ∀T ∈ [0, Tε], ε ∈ (0, ε0] ,
if β < −1 or A ≤ s− 1 when β = −1, and∫ T
0
〈t〉βεsdt ≤ δε〈T 〉γ , ∀T ∈ [0, Tε], ε ∈ (0, ε0] ,
if 1 + β ≤ γ and γ > 0. Moreover,∫ T
0
〈t〉βεsdt ≤ δε〈T 〉γ , ∀T ∈ [0,∞), ε ∈ (0, ε0] ,
if 1 + β ≤ γ and γ ≥ 0, except the case of 1 + β = γ = 0. For the critical case
β = −1, we have∫ T
0
〈t〉βεsdt ≤ δε ln(2 + T ), ∀T ∈ [0,∞), ε ∈ (0, ε0] ,
5.1. Case 1. Let us begin with the easier case: p ≥ q > 2/(n− 1), 2 ≤ q ≤ qc. Let
Tε = cε
− 2q(q−1)
2(q+1)−(n−1)q(q−1) when q < qc, and Tε = exp(cε
−(q−1)) when q = qc, with
the constant c to be determined.
Since p ≥ q, we have
α1 =
1
q
− n− 1
2
(q − 1), α2 = 1
q
− n− 1
2
(p− 1) ≤ α1,
α3 := −n− 1
2
(p− 1), α4 := −n− 1
2
(q − 1) ∈ [α3, α1],
α5 := −q(n
2
− s) + n
2
= −1
2
− n− 1
2
(q − 1) ≤ α4.
We get from (3.7)-(3.8) that, for any u ∈ B2C1Mε,
(5.2) X2Pu(T )− C1Mε.
∫ T
0
(〈t〉α1εq + 〈t〉α2εp)dt.
∫ T
0
〈t〉α1εqdt ,
(5.3) Y 2Pu(T )− C1Mε.
∫ T
0
(〈t〉α3εp + 〈t〉α4εq + 〈t〉α5εq)dt.
∫ T
0
〈t〉α1εqdt .
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Observe that for any T ∈ [0, Tε],
q = qc ⇔ α1 = −1, A = q − 1⇒
∫ T
0
〈t〉α1εqdt. ln(2 + T )εq ≤ cε≪ ε ,
q < qc ⇒ A = 2q(q − 1)
2(q + 1)− (n− 1)q(q − 1) > 0, A(1+α1) = q−1⇒
∫ T
0
〈t〉α1εqdt≪ ε .
Then we get
u ∈ B2C1Mε ⇒ Pu ∈ B2C1Mε, ∀T ∈ [0, Tε] .
Similarly, recalling (3.9)-(3.10), we have
u, v ∈ B2C1Mε ⇒ ‖Pu− Pv‖ ≪ ‖u− v‖ .
In summary, there exist c0 > 0 and ε0 > 0 such that
u, v ∈ B2C1Mε ⇒ Pu ∈ B2C1Mε, ‖Pu− Pv‖ ≤
1
2
‖u− v‖,
for any c ∈ (0, c0] and ε ∈ (0, ε0].
5.2. Case 2. For q ≥ 2p− 1 and 2 ≤ p ≤ pc, let γ = 1/q, and
Tε =
{
cε−
2(p−1)
2−(n−1)(p−1) := cε−AG , p < pc,
exp(cε−(p−1)) := exp(cε−AG), p = pc
with c to be determined.
Observe that
p = pc, q ≥ 2p−1⇒ n− 1
2
(q−1) ≥ 2, n− 1
2
(p−1) = 1⇒ α1+γq+1 ≤ γ, α2+1 = γ,
α3 = −1, α4 + q + 1
q + 2
qγ < −1, α5 + qγ < −1,
2 ≤ p < pc, q ≥ 2p− 1⇒ AG(α1 + γq + 1− γ) ≤ q − 1, AG(α2 + 1− γ) = p− 1,
AG(α3 + 1) = p− 1, AG(α4 + q + 1
q + 2
qγ + 1) ≤ q − 1, AG(α5 + qγ + 1) ≤ q − 1.
By Lemma 5.2, we have for any T ∈ [0, Tε],∫ T
0
〈t〉α1+γqεqdt+
∫ T
0
〈t〉α2εpdt≪ ε〈T 〉γ
∫ T
0
〈t〉α3εpdt+
∫ T
0
〈t〉α4+ q+1q+2 qγεq + 〈t〉α5+qγεqdt≪ ε .
Then, as a consequence of (3.7)-(3.10), we conclude that there exist c0 > 0 and
ε0 > 0 such that,
u, v ∈ B2C1Mε ⇒ Pu ∈ B2C1Mε, ‖Pu− Pv‖ ≤
1
2
‖u− v‖,
for any c ∈ (0, c0] and ε ∈ (0, ε0].
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5.3. Case 3. In this case, we set γ = q+1q−1 (
1
p − 1q ) = q+1q−1 1p + 1q − 2q−1 , and Tε =
cε−
2p(q−1)
2(q+1)−(n−1)p(q−1) with c to be determined.
As ((n−1)p−2)(q−1) < 4, we have A := 2p(q−1)2(q+1)−(n−1)p(q−1) > 0, then Tε = cε−A
and 1A =
q+1
p(q−1) − n−12 .
Observe that
A(α1 + γq + 1− γ) = q − 1, A(α2 + 1− γ) = p− 1 ,
q ≤ 2p− 1⇔ A(α3 + 1) ≤ p− 1 ,
p ≥ 2q + 1
q + 3
⇔ A(α4 + q + 1
q + 2
qγ + 1) ≤ q − 1, A(α5 + qγ + 1) ≤ q − 1 .
Then by Lemma 5.2, we have for any T ∈ [0, Tε],∫ T
0
〈t〉α1+γqεqdt+
∫ T
0
〈t〉α2εpdt≪ ε〈T 〉γ ,
∫ T
0
〈t〉α3εpdt+
∫ T
0
(〈t〉α4+ q+1q+2 qγεq + 〈t〉α5+qγεq)dt≪ ε .
Thus, as a consequence of (3.7)-(3.10), we conclude that there exist c0 > 0 and
ε0 > 0 such that,
u, v ∈ B2C1Mε ⇒ Pu ∈ B2C1Mε, ‖Pu− Pv‖ ≤
1
2
‖u− v‖,
for any c ∈ (0, c0] and ε ∈ (0, ε0].
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