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Traditional artificial neural networks (ANN) such as back-propagation neural networks
(BPNN) provide good predictions of length-of-day (LOD). However, the determination of
network topology is difficult and time consuming. Therefore, we propose a new type of
neural network, extreme learning machine (ELM), to improve the efficiency of LOD pre-
dictions. Earth orientation parameters (EOP) C04 time-series provides daily values from
International Earth Rotation and Reference Systems Service (IERS), which serves as our
database. First, the known predictable effects that can be described by functional mod-
elsdsuch as the effects of solid earth, ocean tides, or seasonal atmospheric variationsdare
removed a priori from the C04 time-series. Only the residuals after the subtraction of a
priori model from the observed LOD data (i.e., the irregular and quasi-periodic variations)
are employed for training and predictions. The predicted LOD is the sum of a prior
extrapolation model and the ELM predictions of the residuals. Different input patterns are
discussed and compared to optimize the network solution. The prediction results are
analyzed and compared with those obtained by other machine learning-based prediction
methods, including BPNN, generalization regression neural networks (GRNN), and adaptive
network-based fuzzy inference systems (ANFIS). It is shown that while achieving similar
prediction accuracy, the developed method uses much less training time than other
methods. Furthermore, to conduct a direct comparison with the existing prediction tech-
niques, the mean-absolute-error (MAE) from the proposed method is compared with that
from the EOP prediction comparison campaign (EOP PCC). The results indicate that the
accuracy of the proposed method is comparable with that of the former techniques. The
implementation of the proposed method is simple.
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hosting by Elsevier B.V. on behalf of KeAi Communications Co., Ltd. This is an open access
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The Earth orientation parameters (EOP)dsuch as length-of-
day (LOD), xp, yp pole coordinates, and nutationeprecession
corrections dX, d3dprovide the time-varying transform be-
tween the celestial reference frame (CRF) and terrestrial
reference frames (TRF). The near real-time estimations of the
EOP are required for various fields linked to reference frames
such as precise orbit determinations of artificial earth satel-
lites, interplanetary tracking, and navigation by the Deep
Space Network (DSN), positional astronomy, and time-keeping
[1]. The contemporary geodetic techniques (i.e., VLBI, GPS, SLR,
DORIS) enable determination of EOP with a high accuracy
ranging from 5 ms to 10 ms for the corresponding LOD of less
than 3 mm on the Earth's surface and 50 mase100 mas for the
corresponding xp, yp pole coordinates. However, it is
challenging to determine EOP in real-time due to the
complexity of data processing. Consequently, short-term EOP
predictions are provided for many real-time applications.
EOP predictions are useful for theoretical goals to study the
dynamics of multifarious geophysical phenomena correlated
with the EOP.
The predictions of the three parametersdxp, yp pole co-
ordinates, and particularly LODdatadis an ongoing challenge,
owing to the fact that they change rapidly and unpredictably
over time. In general, the prediction accuracy of these three
parameters is several times lower than their observational
precision even for a few days in the future.
Among the five EOP, the LOD, which represents the varia-
tions in the Earth's rotation rate, is the most difficult EOP to
forecast. Especially the greatest arduousness in LOD pre-
dictions is owing to the occurrence of extremes in the LOD
signal caused by the collapse of the easterly winds during an
EI Nino event [2]. Therefore, we focusmainly on high accuracy
forecasts of LOD.
Various methods such as autocovariance (AC) [3], artificial
neural networks (ANN) [4e6], adaptive network-based fuzzy
inference systems (ANFIS) [7], autoregressive (AR),
autoregressive moving average (ARMA), and autoregressive
integrated moving average (ARIMA) models [8e10] have been
developed and applied to LOD predictions. These models that
are regarded as stochastic methods are used to forecast the
residual time-series after removing a polynomialesinusoidal
curve, which is used for least squares (LS) extrapolation. In
this study, a combination of LS extrapolation with a
stochastic procedure is referred to as LS þ stochastic. Besides
the LS þ stochastic methodology, other approaches have also
been utilized, which include the combination of wavelet
transform (WT) and ANFIS (WT þ ANFIS) [11], the
combination of WT and AC (WT þ AC) [8], and Kalman filter
with atmospheric angular momentum (AAM) forecasts [12].
The comparison among these methods is conducted [13].
LOD data contains complex non-linear factors; therefore, it
is theoretically rational to predict LOD using non-linear
methods. Some researchers applied ANN techniques to LOD
predictions, which include back-propagation neural networks
(BPNN) [4e6], and generalized regression neural networks
(GRNN) [6]. They proved that the accuracy of ANN techniques
is equal to or even better than that of other predictionapproaches. Other non-linear methods such as the ANFIS-
based LOD prediction procedure are developed to improve
the prediction accuracy [7]. Although these machine
learning algorithms can achieve high accuracy of LOD
predictions, they usually suffer from some drawbacksdsuch
as easily sinking into the local minimum in the iterative
process, difficulty in finding the optimal network topology,
long training time and overturning [5,6].
In order to solve the above challenging issues, we employ
extreme learning machine (ELM)dan efficient learning algo-
rithm for single hidden-layer feedforward neural networks
(SLFNs) proposed by Huang [14,15]d for LOD predictions in our
current work. It is not only several thousand times faster than
traditional feedforward network learning algorithms such as
the back-propagation (BP) algorithm while attaining better
generalization performance, but can also avoid many diffi-
culties presented by gradient-based methods such as local
minimal, over-fitting issues, stopping criteria, learning rate, and
learning epochs. ELM has been successfully applied to many
real-world applications [16,17]. In the current study,we subtract
the tides in LOD including the Earth and ocean tides, which can
be modeled with high accuracy [18], from LOD time-series to
derive LODR. Next, we utilize a curve comprising a polynomial
and a few sinusoidsdwhich is referred to as polynomial-
sinusoidal curvedfor LS extrapolation. Subsequently, we use
the differences between the polynomialesinusoidal curve and
LODR, namely the LOD residuals, for training and prediction.
Final prediction of LODR is the summation of forecasts of LOD
residuals and polynomialesinusoidal curve. In order to
demonstrate the effectiveness of the presented scheme, we
compare the prediction results with those of the existing
approaches.2. Extreme learning machine
ELM is a novel leaning algorithm for SLFNs, which
randomly selects the input weight matrix and the hidden-
layer biases. After the input weights and the hidden-layer
biases are selected randomly, SLFNs can be simply regarded as
linear systems and the output weights (connecting the hidden
layer and the output layer) of SLFNs can be analytically
determined through simple generalized inverse operation of
the hidden-layer output matrices. In comparison with tradi-
tional learning algorithms, ELM supplies good generalization
performance at extremely fast learning speed.
Consider N arbitrary distinct samples D ¼ fðxi; yiÞNi¼1g,
where xi ¼ ½xi1; xi2;…; xinT2Rn and yi ¼ ½yi1; yi2;…; yimT2Rm. If
SLFNs with L hidden nodes and activation function g(x) can
approximate theseN sampleswith zero error, there exist bi,wi
and bi such that
fL

xj
 ¼XL
i¼1
biG

wi;bi;xj
 ¼ yj; j ¼ 1;2;…;N (1)
The equation (1) can be written compactly as
Hb ¼ Y (2)
where
g e o d e s y and g e o d yn am i c s 2 0 1 5 , v o l 6 n o 2 , 1 5 1e1 5 9 153Hðw1;w2;…;wL;b1; b2;…;bL;x1;x2;…; xLÞ
¼
2
4 gðw1$x1 þ b1Þ … gðwL$x1 þ bLÞ« … «
gðw1$xN þ b1Þ … gðwL$xN þ bLÞ
3
5
NL
(3)
b ¼
2
4b
T
1
«
bTL
3
5
Lm
and Y ¼
2
4 y
T
1
«
yTL
3
5
Nm
(4)
wherewi ¼ [wi1, wi2,…, wim]T2 Rm is the weight vector linking
the i th hiddennode to input nodes, bi¼ [bi1, bi2,…, bim]T2 Rm is
theweight vector linking the i th hidden node to output nodes,
bi is the threshold of the i th hidden node. wi$xj denotes the
inner product of wi and xj. H is called the hidden-layer output
matrix of theneural network, and the i th columnofH is the i th
hidden node output with respect to inputs x1, x2,…, xN.
Therefore, the estimates of the output weights (linking the
hidden layer to the output layer) can be easily computed by
finding the LS solution for the given linear system. The min-
imum norm LS solution to the linear system (1) is given as
follows:
bb ¼ HyY (5)
where bb is used as the estimated value of b and Hy is the
MooreePenrose generalized inverse of matrix H. The mini-
mum norm LS solution is unique and has the smallest norm
among all the LS solutions.
The solving process of the ELM algorithm can be summa-
rized as follows [15]:
(1) Provide a training dataset D ¼ fðxi; yiÞNi¼1g and L hidden
nodes.
(2) Randomly assign threshold bi and input weight wi.
(3) Compute the hidden-layer output matrix H.
(4) Estimate the output weight bb ¼ HyY.3. LOD predictions by extreme learning
machine
In this section, we explain the reduction of LOD time-se-
ries, the generation of training patterns, and the model
building.3.1. Reduction of LOD time-series
Daily time-series of LOD used in this contribution are
collected from IERS EOP05 C04 series. The model of LOD con-
tains several well-known components such as the impact of
solid Earth tides with periods from 5 days up to 18.6 years.
These tidal variations are first removed by using the solid tide
model recommended in the International Earth Rotation and
Reference Systems Service (IERS) Conventions 2010 [16].
Similarly, the diurnal and semi-diurnal variations owing to
ocean tides, which are generally not taken into account in
other related works, are removed according to the IERS
Conventions 2010 in the current work. Subsequently, tides
can be taken into consideration during the process of
computation of LOD prediction. We denote the time-seriesobtained as LODR after removing the solid Earth and ocean
tides from the original LOD time-series.
LODR data still consists of a linear part and some seasonal
variationssuchasannual andsemi-annualoscillations. Inorder
to avoid the errors coming from the extrapolation problem, a
linear trendplus seasonal variations are reduced from the LODR
time-series. We estimate the parameters of a linear term and
seasonal variations by the LSmethod from the LODRdatadbias
(a0) and drift (a1) of the linear term, amplitudes (Aa, Asa) and
phases (Fa, Fsa) of the annual and semi-annual oscillations. For
completeness, the a prior model is written as follows:
fLODðtÞ ¼ a0 þ a1tþ Aa sinðuatþFaÞ þ Asa sinðusatþ FsaÞ
þ tidal terms (6)
where ua ¼ 2p/365.24 and usa ¼ 2p/182.62. This model is used
to derive the LOD residuals using the equation
x(t) ¼ LOD(t)  fLOD(t). In the process of predictions, we utilize
extrapolation of the a prior model to compute the determin-
istic predictions of LODR.
The stepwise reduction of LOD in the time domain using
the IERS EOP05 C04 series is shown in Fig. 1, the observed LOD
and its representation by the a prior model are plotted from
Jan. 1, 1990 to Dec, 31,2009. The amplitude of the residuals
(bottom plot e) is small in comparison to that of the original
time-series (top plot a). This indicates that the a priori model
represents the actual LOD time-series well. The differences
between the a prior model and actual LOD time-series are
used for training the network.3.2. Generation of training patterns
After the LOD time-series are reduced, the training pat-
terns are generated. The first possibility is to use the variable
time t as the only input for feeding the network. However,
Schuh [4] proved that this scheme can represent the training
patterns rather well, however, their predictions failed. For
near-term predictions, the values from the past few days are
essential. Consequently, a more sophisticated strategy is to
utilize previous values as inputs of the network and future
values as outputs. This strategy is based on theoretical
considerations concerning quasi-periodic and irregular
variations, and practical trials. Some patterns are generated
based on the strategy to determine the pattern that
performs best for LOD predictions.
The first patterns are described as follows:
fxðt p 4Þ; xðt p 3Þ; xðt p 2Þ; xðt p 1Þ; xðt pÞg
Y
input vector
/fxðtÞg; p ¼ 1;2;…
Y
output
where p is the number indicating the day in the future to be
predicted. This procedure selects the past five days as inputs
and the day to be predicted as output. Each element of the
input vector is close to each other, hence the patterns are
called the continuous patterns.
The following patterns are constructed, which are identical
to the continuous patterns.
Fig. 1 e The observed LOD, known effects, fitted LOD and residuals.
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Y Y
input vector output
Since the time interval between near elements of the input
vector is p rather than 1, the patterns are denoted as span
patterns, where the farther the day is to be forecasted into the
future, the farther the values are from the past that are
required.
In fact, the LOD residuals have time-varying characteris-
tics. The impact on prediction is higher when the observa-
tional data is closer to the day that is forecasted. Considering
the above characteristics patterns are formed whose LOD re-
siduals from the previous 1, 2, 3, 4 and 5 days are used to gain
the residual of the next day. Such patterns are given as
follows:fxðt 5Þ; xðt 4Þ; xðt 3Þ; xðt 2Þ; xðt 1Þg/ fxðtÞg
Y Y
input vector output
Unlike the other two patterns, the considered patterns
employ the predicted values as inputs for the next day to be
forecasted after the 1st day. Hence, this procedure is denoted
in terms of recursive patterns.
These pattern matrices are then switched along the whole
time-series of the LOD residuals, constructing a multitude of
pattern pairs.
3.3. Model building
Subsequently, the neural network is designed and then
built to provide predictions of the LOD residuals. In fact, the
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patterns, the number of hidden neurons, and the type of
activation function. These three factors are considered
while attempting to find the best network configuration. In
this paper, the patterns that are composed (as described in
the previous paragraph) are utilized to train the network,
and the sigmoid function is used as activation function of
ELM, which is given as follows: g(x) ¼ 1/(1 þ ex).
The optimum configuration solely depends on the num-
ber of hidden neurons, since the training patterns and the
type of activation function can be chosen in advance. In this
work, in order to find the optimal number of hidden nodes
and improve the generalization performance of ELM, the
given training dataset is divided into two partsdone for
training and the other for cross-validation. Hidden node
numbers are generated k times. Among k ELM predictors, the
predictor that yields the best cross-validation result is finally
selected. A detailed description of this algorithmdcalled the
k-ELM algorithmdis given as follows:(1) Give a training dataset אtraining and a cross-validation
dataset אvalidation.
(2) For L ¼ 1: k
(a) Randomly designate hidden node parameters
ðbLi ; bLi Þ, i ¼ 1, 2,…, L.
(b) Compute output matrix of the hidden-layer on the
training dataset אtraining: H
L
training.
(c) Compute the output weight bbL ¼ HLtrainingyYtraining,
where Ytraining is the target output matrix of the
training dataset אtraining.
(d) Compute the validation errors EL ¼ HLvalidationbbL
Yvalidation, where Yvalidation and HLvalidation are the
target output matrix on the validation dataset
אvalidation and output matrix of the hidden-layer,
respectively.Fig. 2 e Comparison of RMS predictend for.
(3) Letj* ¼ fjmin1LkELg. Set the j* as the optimal value
of hidden node number.
In this study, k is set to 50.4. Prediction results and comparison with
other methods
Daily time-series of IERS EOP05 C04 series, which span the
time interval from Jan. 1, 1990 to Dec. 31, 2001, are used for
modeling and evaluation. The whole dataset is divided into
two partsdthe time-series from Jan. 1, 1990 to Dec. 31, 1999 is
employed for network training and the time series from Jan. 1,
2000 to Dec. 31, 2001 is employed for the model assessment.
As described earlier, different patterns are composed, and
used to train the network. Note that it is important to split up
thepatterns into twosegmentsduring the trainingprocess.The
chronologically first 90% shape represents the training dataset
and the remaining 10% represents the cross-validation dataset.
After the network has been trained, the well-trained network
model is used to produce a predicted set of residuals for the
future (1e10, 15, 20, 25, 30, 60, 90, …, and 360 days). Then the
resultingpredictionvalueof the residuals foranyparticular day
is added to the corresponding value of a prior model to attain
the actual prediction value of LOD. The comparison of different
patterns is given in Fig. 2 (in the meaning of the root-mean-
square (RMS) measure defined in equation (7)). In Fig. 2, it can
be seen that the recursive and continue patterns performed
more or less on the same accuracy level until the 30th day.
After the 30th day, the results of the former are slightly worse
than those of the latter. Nevertheless, this difference comes
from using predicted values which carry errors as inputs. It
can also be found that the span patterns perform worstion errors of different patterns.
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rather irregular and complicated. In following examples, the
continue patterns will applied to the network training.
The RMS errors for different prediction intervals are listed
in Table 1. The RMS error of the prediction dayp is defined as
follows:
RMSp ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
l
Xl
i¼1

Oip  Fip
2vuut (7)Table 1 e Comparison of ELM, FIS, BPNN, modified BPNN
and GRNN RMS prediction errors (unit: ms).
Prediction day ELM BPNN Modified BPNN GRNN FIS
1 0.028 0.019 0.027 0.037 0.017
2 0.059 0.049 0.073 0.074 0.045
3 0.080 0.074 0.093 0.097 0.067
4 0.100 0.097 0.110 0.117 0.088
5 0.118 0.121 0.131 0.134 0.115
6 0.134 0.142 0.148 0.151 0.139
7 0.148 0.159 0.162 0.164 0.153
8 0.165 0.174 0.170 0.174 0.170
9 0.178 0.184 0.176 0.179 0.182
10 0.188 0.193 0.185 0.187 0.188
15 0.214 0.246 0.221 0.204 0.251
20 0.224 0.251 0.217 0.210 0.259
25 0.224 0.249 0.215 0.211 0.267
30 0.227 0.245 0.219 0.217 0.275
60 0.245 0.292 0.219 0.222 e
90 0.281 0.306 0.231 0.226 e
120 0.285 0.314 0.229 0.226 e
150 0.226 0.330 0.237 0.233 e
180 0.238 0.361 0.234 0.234 e
210 0.215 0.397 0.241 0.236 e
240 0.256 0.377 0.236 0.236 e
270 0.247 0.386 0.231 0.240 e
300 0.232 0.402 0.249 0.247 e
330 0.269 0.372 0.262 0.254 e
360 0.252 0.347 0.245 0.250 e
Fig. 3 e Comparison of RMS prediction errorswith F the forecasted value of the proposed method obtained
for day p, O the observed value of the IERS 05C04 series, and l
the number of predictions made for the particular prediction
day. Around 365 predictions starting at different days have
been made for each prediction day to compute the RMS error,
where l ¼ 365.
The results of ELM-based predictions are compared with
those of other machine learning methods for medium-term
predictions, including back-propagation neural networks
(BPNN) by Schuh [4], FIS by Akyilmaz [7], modified BPNN, and
general regression neural networks (GRNN) by Zhang [6],
which are found to comparable with those of other machine
learning methods (Table 1). Note that only short-term
predictions are conducted by Akyilmaz [7]. In order to make
the comparison illustrative, the RMS prediction errors
attained by different methods are shown in Fig. 3. As can be
seen in Fig. 3 and Table 1, for the ultra short-term (1e10
days) predictions, the RMS errors of the proposed method
are equal to or slightly higher than those from the other
methods. For the medium-term (1e360 days) predictions, the
prediction accuracy of the developed algorithm is slightly
worse than that of the modified BPNN and GRNN except for
some intervals where it is noticeably better than that from
the traditional BPNN and FIS approaches. Nevertheless, the
benefit of using ELM is mainly from the computational speed
during the training phase. In our examples, it takes ELM
about 5 min to train the network. In order to perform a
direct time comparison among ELM, BPNN, and GRNN, an
additional experiment is carried out, where the LOD data
spanning from Jan. 1, 1980 to Dec. 31, 2001 is collected as the
data basis (the observational spans are same as those of
Zhang [6]). Taking the prediction for one day as an example,
the results show that, instead of 10 h spent in BPNN and 1 h
spent in GRNN [6], the ELM algorithm reduces the training
time to about 20 min only.
It is clear that the RMS errors shown are obtained by testing
the prediction techniques over different prediction periods.of different machine learning methods.
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utilize the same equation for calculating the RMS error and the
same LOD reference series (IERS C04 series). Hence, it is not
directly comparable with the other approaches. A final picture
of the accuracy of the different prediction techniques can only
be attained by a kind of contest where the prediction period
and evaluation strategy are clearly specified in advance.
Fortunately, the EOP prediction comparison campaign (EOP
PCC) lasting fromOctober 2005 until February 2008 provides an
opportunity to compare the performance of different predic-
tion methods directly. Therefore, we have carried out a com-
parison with the results of the EOP PCC for the purpose of
evaluating the accuracy of the proposed algorithm. The LOD
time-series spanning the time interval from Sep. 30, 1995 to
Sep. 30, 2005 are selected as the database to forecast the LOD
values for the future (1e500 days) during theperiod fromOct. 1,
2005 to Feb. 28, 2008 (the same prediction period as that of theFig. 4 e Comparison of MAE of ultra short-term (up to 10 da
Fig. 5 e Comparison of MAE of short-term (up to 30 daysEOP PCC). An accuracy comparison of the ELM-based pre-
dictions with other prediction techniques which computed the
LOD predictions during the EOP PCC is shown in Figs. 4e6,
where the mean-absolute-error (MAE) is chosen as the statis-
tical measure among the various statistical estimates. The
MAE is calculated for the ith day in the future as follows:
MAEp ¼ 1l
Xl
i¼1
Oip  Fip
 (8)
The MAE given here is obtained by testing the prediction
techniques over same prediction period and number. A list of
participants who supported the LOD predictions during the
EOP PCC can be found in the literature developed by Kalarus
[13]. Given the information available from the comparison, we
find that the accuracy of the ultra short-term predictions with
the ELM-based model is inferior to the prediction accuracy of
the Kalman filter with AAM forecasts (the top. 1) developed byys) predictions by the ELM-based model and EOP PCC.
) predictions by the ELM-based model and EOP PCC.
Fig. 6 e Comparison of MAE of medium-term (up to 500 days) predictions by the ELM-based model and EOP PCC.
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2) proposed by Kalarus [13]. For the short-term predictions the
accuracy is obtained which is inferior to the best presently
available prediction method found in the literature
developed by Gross [12], namely the Kalman filter with AAM
forecasts. In Fig. 6, it can be seen that the developed strategy
can offer predictions which are equal to or better than those
of other methods until the 300th day. After the 300th day,
the predictions are slightly worse than those of the Kalman
filter with AAM forecasts [12].5. Conclusions
In this paper, we presented an LOD prediction method
based on ELM. The key benefit of utilizing ELM is to increase
the computational speed in the training phase. Consequently,
the comparison results show that the ELM-based prediction
algorithm spends considerably less training time compared to
the other learning machine-based methods such as BPNN-
based and GRNN-based methods. However, when compared
to these methods, the prediction accuracy of the developed
algorithm does not show significant improvement. This
advantage can be useful for the short-term prediction of LOD
since availability of the short-term predicted LOD can be ur-
gent. On the other hand, ELM modeling is rather easy to
implement in contrast to BPNN and GRNNmodeling, since it is
simpler to find the optimal network topology. These advan-
tages demonstrate that ELM is a promising tool to predict LOD.
The comparison of ELM-derived results with those from
the EOP PCC indicates that the prediction accuracy is equal to
or even better than that of the existing techniques, except that
the prediction errors are higher than the Kalman filter with
AAM forecasts, which is considered to be the best available
prediction technique. This further validates the effectiveness
of the ELM-based prediction algorithm.
Although good quality of predictions is attained, further
improvements are suggested below.The predicted values of atmospheric excitation functions
(AEF) and oceanic excitation functions (OEF) can be entered
into the network as pseudo-observational data, similar to
what has been done in some other systems, and the results of
prediction can be improved.
The varying accuracies of the observed LOD in recent years
is not taken into account in the current work. This could be
done either by weighting the training data in terms of the
increasing precision of LOD observations over recent years or
by utilizing the standard deviations of observations as an
additional input variable into the network architecture.
Constructing a suitable active function for ELM with a
strong learning and generalization capability (e.g., hybrid
active function) can also increase the prediction accuracy.
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