We investigate the performance of algebraic optimized Schwarz methods used as preconditioners for the solution of discretized differential equations. These methods consist on modifying the so-called transmission blocks. The transmission blocks are replaced by new blocks in order to improve the convergence of the corresponding iterative algorithms. In the optimal case, convergence in two iterations can be achieved. We are also interested in the behavior of the algebraic optimized Schwarz methods with respect to changes in the problems parameters. We focus on constructing preconditioners for different numerically challenging differential problems such as: Periodic and Torus problems; Meshfree problems; Three-dimensional problems. We present different numerical simulations corresponding to different type of problems in two-and three-dimensions.
Introduction
We are interested in analyzing the performance of algebraic optimized Schwarz preconditioners for the solution of large scale linear systems of the form
where A is a n × n block banded matrix. We also consider here a larger class of problems, namely those where the coefficient matrix of (1) is an augmented block banded having the form A+H , where A is block banded and H has entries outside of the diagonal blocks which are small in a sense that we will define later. Our study is based on -and complements -the recent study [8] . To present the general idea of the method, we consider first the case where A is a block banded matrix of the following form 
where A ij are block matrices of size n i × n j , i, j = 1, . . . , 4, and n = i n i . We suppose that n 1 n 2 and n 4 n 3 . The structure of the matrix A in (2) can represent for example finite difference or finite element discretizations of problems modeled by partial differential equations.
The Algebraic optimized Schwarz method recently proposed consists of replacing portions of the transmission blocks A 22 and A 33 by modified blocks S 1 = A 33 + D 1 and S 2 = A 22 + D 2 [8] . The idea behind introducing the blocks D 1 and D 2 was inspired from the optimized Schwarz methods (OSM) [6, 9, 12] . Those blocks correspond to the overlap region between subdomains of the associated decomposition of the original domain. The strategy of finding the best possible blocks D 1 and D 2 is similar to finding the best parameters in optimized Schwarz methods.
Algebraic optimized Schwarz methods were introduced to overcome some of the limitations of optimized Schwarz methods. The analysis of the latter methods is based on Fourier transform and thus cannot be used on irregular and general shape domains. The algebraic version of OSM was proposed to construct a fully algebraic box solver for partial differential equations. There are many algebraic studies of the Classical Schwarz methods; see, e.g., [3, 5, 11, 14, 15] . The Algebraic OSM methods were inspired by these algebraic studies combined with optimized Schwarz methods.
In this paper, we focus on the computational performance of the algebraic optimized Schwarz methods when used as preconditioners for Krylov subspace methods, especially for nonsymmetric problems. The present work represents a natural extension of the paper [8] , since we consider different types of partial differential equations with additional difficulties. In fact, we expand the applicability of the algebraic optimized Schwarz method to problems which are not strictly speaking block banded, but augmented. Such systems stem for example from the discretization of periodic problems. We also apply the methods to problems arising from partial differential equations, but discretized using mesh-free methods. Two-and three-dimensional problems are considered.
Algebraic optimal block preconditioners
For completeness, we begin by reviewing the algebraic Optimized Schwarz methods from [8] . We consider a classical stationary iterative method and the corresponding preconditioner for the solution of the linear system (1) . For a given initial vector u 0 , classical stationary iterative methods consist of computing
where T is the corresponding iteration operator and M is the associated preconditioner which can be used, e.g., to solve the preconditioned problem M −1 Au = M −1 f . We consider Restricted Schwarz Methods (with overlap). In this case of p = 2 blocks the iteration operators corresponding to the additive and multiplicative Schwarz iterations are given by 
where 
and the corresponding restriction and prolongation operators are defined by 
here R 1 andR 1 are of size (n 1 + n 2 + n 3 ) × n, and the identity inR 1 is of size n 1 + n 2 . Similarly, R 2 andR 2 are of size (n 2 + n 3 + n 4 ) × n, and the identity iñ R 2 is of size n 3 + n 4 . The recently proposed method [8] 
The corresponding additive and multiplicative iteration operators of the modified restricted Schwarz methods, for 2 blocks are given respectively by T MRAS = I − The optimal choice for D 1 and D 2 for the fastest asymptotic convergence of (3) corresponds to minimizing the spectral radii ρ(T MRAS ) and ρ(T MRMS ).
We need some notation. We introduce the matrices E 1 and E 3 of size (n 2 + n 3 + n 4 ) × n 2 and (n 1 + n 2 + n 3 ) × n 3 , respectively, defined by
We define the following block matrices
which correspond to the last block column of A −1
1 and the first block column of A −1 2 , respectively. We introduce the matrices
1 is of size (n 3 + n 4 ) × n 2 . We define the column matricesĒ
which are of size (n 1 + n 2 ) × n and (n 3 + n 4 ) × n, respectively. The core result is based on the following lemma from [8] .
Lemma 1 The iteration matrix T MRAS has the following form
where K =B
(1)
A similar result holds for the restricted multiplicative Schwarz case. The structure of the corresponding iteration operator T MRMS has the following form
Based on the forms (12) and (14) of the iteration matrices, one may think that the optimal choice for D 1 and D 2 would correspond to the minimization of the norms K and L . But, as it was shown in [8] , even for very simple cases, that minimal values of K and L may give T MRAS > 1. Thus, an alternative is to look at higher powers of the iteration operator. For example, in the additive case, if we consider
then one can show the following asymptotic behavior result of the modified restricted additive Schwarz method.
Theorem 1 Gander et al. [8]
The asymptotic convergence factor of the modified RAS method given by (4) is bounded by the product of the following two norms
A similar result holds also in the multiplicative case, that is, the asymptotic convergence factor of the modified restricted multiplicative Schwarz method is bounded by the product of the same norms as in (15) . The goal is to find D 1 and D 2 which minimize the convergence factors of the proposed methods. Finding those minima may be too expensive in general. Instead, we can look for minima in each of the factors in (15) . Suppose that the optimal is in fact attained in and the norms can actually be zero. 
Therefore, when the minimization of each of the factors in (15) is done, and both norms vanish, and under the assumptions that n 2 = n 3 and B 12 and B 32 are nonsingular matrices, then we can solve for D 1 and D 2 , i.e.,
and
then the modified blocks in (7) become
12
, and
We substitute by D 1 and D 2 in (15), we obtain T 2 MRAS = 0, so the modified restricted additive Schwarz method converges in no more than two iterations. Analogously, for the modified multiplicative Schwarz method (MRMS), using (18) , it can be shown that it also converges in at most two iterations.
For the solution of the linear system (1) using a preconditioned minimal residual method such as GMRES or MINRES; see, e.g., [16, 18] , we use the Modified Restricted Schwarz preconditioners defined by
It is shown in [8] that whenÃ i are as in (7) with S i as in (18) , preconditioned problems with these preconditioners converge in at most two iterations as well. Thus we call these choices of modification matrices (18) optimal. In general, instead of (16) a more computationally tractable case is to consider min
for suitable classes of matrices Q 1 and Q 2 , e.g., scalar, diagonal, or tridiagonal matrices. Those three cases require in general the solution of linear least squares (LLS) problems. Inspired by the optimized Schwarz methods (see, e.g., [6, 7] ) those approaches are called the O0s, O0, and O2 methods, respectively. The optimal transmission matrices in (18) involve blocks of the inverse of A 1 and A 2 . This could be computationally expensive especially in the case of multiple diagonal overlapping blocks [8] . An alternative is to approximate the blocks using some approximation methods, e.g., the incomplete LU factorizations (ILU) or the use of sparse approximate inverse factorizations [2] .
In addition to the block banded matrices studied in [8] , in this paper we consider the case when the matrix of the linear system (1) can take the form K = A + H where A is the block banded matrix and H has entries outside of the diagonal blocks which are small. In particular, we consider matrices of the following structure
Such matrices arise, e.g., from the discretization of two-or three-dimensional periodic or torus problems using finite elements or finite difference methods. The matrix H has small blocks H 14 and H 41 in the sense that the size of those blocks are small or equal to the size of the blocks corresponding of the overlap region, i.e., A 22 and A 33 . In Fig. 1 we illustrate the form of the matrix K = A + H corresponding to the case of a two-dimensional torus problem defined on unit square
Other examples of structures of the block H are shown in Fig. 2 , where the size of the off-diagonal block of H can be large to some extent. Later in the paper, we analyze the impact of the size of the off-diagonal block on the convergence of the algebraic optimized Schwarz methods and the classical Schwarz methods. In solving the (left) preconditioned problem M −1 Ku = M −1 f where K has the structure (21) we construct first the modified restricted Schwarz preconditioners associated to the block banded matrix A as we did in (19), where, as before, A i and A i , i = 1, 2 are defined in (5) and (6) . Then, we solve the following preconditioned problems
In the next section we will explore how wide can the applicability of the preconditioners (19) be. In particular how do they perform when the parameters of the problem change.
Performance and applications
We consider a variety of applications from two-and three-dimensional problems.
Two-dimensional case
We begin with an example from [8] . We consider the advection-diffusion problem
where
and We preprocess the resulting matrix using the reverse Cuthill-McKee algorithm; see, e.g., [10] . This results in a matrix of size 1024×1024 of the same structure as the first matrix in Fig. 1 . In the same figure, we show also the partition of the block banded matrix as in (2), with n 1 = n 4 = 480 and n 2 = n 3 = 32.
In Fig. 3 , we present the convergence history of the additive version of modified block methods used as an iterative method or as preconditioner to find the solution of the advection diffusion problem (23) with f = 0 and using a two-block decomposition. As an initial vector u 0 for all the numerical experiments presented in this paper we use a vector with all entries equal to one. We consider the optimal transmission matrices (18) and the minima of (20) for suitable classes of matrices, i.e., scalar matrices D i = αI (O0s), diagonal (O0), and tridiagonal matrices (O2). We approximate the blocks B ij involved in the optimal transmission matrices (18) by B (I LU ) ij using incomplete LU factorization (ILU) of blocks of the block banded matrix A. We used the standard ILU(0) for these approximations, i.e., incomplete LU with no fill. Using those approximations, we computed O0 (luinc), O0s (luinc), O2 (luinc) and Optimal (luinc) transmission conditions D 1 and D 2 . For completeness, we also include the classical Schwarz method, both with non-overlapping and overlapping blocks.
We can observe that the algebraic optimized Schwarz methods perform very well compared to the classical Schwarz methods either used as iterative method or as preconditioner. For instance when the methods are used as preconditioners, Fig. 3 (right), while the optimal Schwarz method and its approximation (luinc) take only two iterations, the non-overlapping additive Schwarz method needs around 26 iterations to attain the residual of 10 −8 .
We present in Fig. 4 the convergence history of the multiplicative version of the modified block methods compared also to the classical Schwarz method on the unit square. Here again we obtain, as the theory predicted, convergence in two iterations when the modification is optimal. Instead, the classical Schwarz method requires Figures 3 and 4 present the performance of all the methods used as iterative and as preconditioners solvers. In this paper we concentrate on the performance of the preconditioning methods, thus the rest of the numerical simulations are with preconditioners only, but we note that in most cases we obtain similar results as in Fig. 3 when the methods are used iteratively.
Performance dependence on mesh size and Péclet number
Our next numerical experiments are devoted to the asymptotic behavior of the block modified methods and how they perform with changes in the number of variables of the discretization. We report results on the advection-diffusion problem on the 65536  2  2  10  12  11  13  20  20  19  233   115600  2  2  11  13  13  15  23  25  22  310   144400  2  2  12  14  13  16  25  27  23  345   160000  2  2  12  14  14  16  26  27  24  363   262144  2  2  13  15  16  18  29  31  26  463   1048576  2  2  17  20  21  24  43  46  35  917   2097152  2  2  20  23  24  28  52  56  41  1290 L-shaped region. We mention that we have obtained similar results in the case of a square domain.
In Fig. 5 we show the number of iterations for convergence of the additive and multiplicative versions of the optimized and classical Schwarz methods as we vary the number of variables corresponding to the discretization. The iterative method uses as stopping criterion the residual norm, and the tolerance used here is 10 −8 . As one can see (see also Table 1 ), in terms of number of iterations, the algebraic optimized Schwarz methods perform well with respect to the change of the number of discretization variables. In particular the number of iterations for convergence of the optimal method and its (ILU(0)) approximation is independent of the meshsize. The other optimized Schwarz methods show a very slow growth in number of iterations with the increase of the number of variables. The exception is the classical nonoverlapping method.
In Tables 2 and 3 , and in Fig. 6 , we present timings corresponding to all the different methods associated to Table 1 . The variable t blocks represents the time in seconds to compute the blocks D 1 and D 2 associated to each method. The variable t total is the total time for computing the blocks plus the time to run the corresponding GMRES algorithm to tolerance. For all numerical experiments we use a virtual machine with Intel(R) Xeon(R), X5670 @ 2.93(2), 16 GB(RAM), and 64 bit operating system. The implementation of all the algorithms was coded in MATLAB, version 8.0.0783 (R2012b).
We make several observations. First note that the set up time, i.e., the time to solve the minimization problems given in (20) is negligible or very small in relation to the overall computation. While the timings we report are high, due in part to the nonoptimized implementation used, nevertheless, we note that the optimal preconditioner and its inexact variant, are consistently at least an order of magnitude faster than the classical overlapping Schwarz methods. This statement holds both for the additive and multiplicative Schwarz cases. We recognize that the solution times growth with the increase of the number of variables, but this is to be expected as is the case of classical Schwarz methods, including RAS, without a coarse grid correction. A quantitative analysis of the asymptotic convergence behavior of the optimized Schwarz methods for different types of differential equations can be found in [4, 6] ; see also [13] for a general analysis of optimized Schwarz for the algebraic point of view.
We study next the behavior of the convergence of the algebraic optimized Schwarz methods with respect to the change of parameters of the differential equation. An important quantity to study is the Péclet number, which is a dimensionless number that measures the rate of change of the advection in relation to the rate of change of Fig. 7 we present the number of iterations needed to convergence of the block modified Schwarz methods and the classical Schwarz method with respect to the variation of the Péclet number. The number of iterations needed for the convergence of the optimal block Schwarz method is constant for all Péclet numbers in our experiments. The number of iterations needed for the convergence for all the other methods show an increase for high values of the Péclet number. For moderate Péclet numbers the suboptimal optimized preconditioners offer considerable advantages over the standard Schwarz methods. with periodic boundary conditions, i.e., we impose that the solution is the same on y = +1 and y = −1, and that it is the same on the boundaries x = −1 and x = 1. The thus obtained boundary-value problem (BVP) is known as the torus problem. Using a finite difference discretization of the problem with h = 1/32 we obtain a matrix of coefficients K = A + H of size 1024 × 1024, and its structure has the form (21). Figure 8 summarizes the convergence history of GMRES preconditioned with the block algebraic optimized Schwarz methods, i.e., with the same preconditioners (19) developed earlier, applied to the torus BVP on the unit square with two-subdomains. In a way similar to the problem with Dirichlet boundary conditions, the optimized methods perform well compared to the classical 4096  3  3  5  6  6  7  9  9  10  60   16384  2  3  7  9  8  10  14  13  14  116   65536  2  3  10  12  11  13  20  20  19  235   115600  2  3  11  13  12  14  34  28  22  294   144400  2  3  11  14  13  15  25  24  23  331   160000  2  2  12  14  14  16  27  26  24  368 Schwarz methods in both the additive and the multiplicative versions. In particular, we note that in this case, the methods preconditioned with the optimal algebraic blocks also converge in two iterations. We emphasize that we are using the modified blocks designed for the problem with Dirichlet boundary conditions, i.e., for the block banded matrix of the form (2), and apply it to the augmented matrix of the form (21). In other words, we are using the modified RAS preconditioner defined in (19) while the multiplicative version is given by
As we did for the case of Dirichlet boundary conditions, we look at the number of iterations for convergence of GMRES to a tolerance of 10 −8 with these additive and multiplicative preconditioners for the optimal and suboptimal block modifications as well as the standard overlapping and non-overlapping Schwarz preconditioners. These are given in Table 4 . Timings for the corresponding runs for this BVP on the Overlap. 0.000e + 0 7.503e + 2 0.000e + 0 1.174e + 3 0.000e + 0 1.962e + 3
Non-overlap. 0.000e + 0 5.627e + 3 0.000e + 0 9.348e + 3 0.000e + 0 2.150e + 3 Fig. 9 Timing, associated to all the methods used as additive (left) and multiplicative (right) preconditioners to solve the torus problem, shown as a function of log(N 2 ) torus problem for the optimal and other preconditioners are reported in Tables 5 and 6 for additive and multiplicative Schwarz, respectively, also shown in Fig. 9 .
As we observed for the experiments in the previous section, we see here again that the optimal preconditioner and its inexact variant are faster than the classical Schwarz methods by at least one order of magnitude. The growth in time with the number of variables is comparable to the growth one observes with the classical Schwarz preconditioners (without a coarse grid correction).
Another natural question we investigate is how robust is this preconditioner, when the blocks in the matrix H have additional entries. To that end, we perform additional experiments when the coefficient matrix has the form presented in Fig. 10 . We consider symmetric blocks H , where, as in the case of the periodic boundary conditions, the entries are all equal to 1/h 2 . In Fig. 11 we summarize the history of convergence of the algebraic optimized Schwarz method and the classical Schwarz methods for the torus problem, where we assumed that the size of the off-diagonal block H has more than one diagonal (in the corner blocks) of larger and larger size. As it can be seen in Fig. 11 we can conclude that the size of the blocks H does not have a major effect on the good performance of the algebraic optimized Schwarz methods. The impact of the size of the off-diagonal blocks on the convergence of the algebraic optimized Schwarz methods is indeed very small.
Meshfree discretizations
Our next application corresponds to the solution of a linear system derived from a meshfree discretization of a boundary value problem (BVP) for the Poisson equation nz=15803 Fig. 13 The structure of the matrix corresponding to the meshfree problem without ordering (left) and after ordering (right)
as described in [17] . The geometry of the corresponding problem is given in Fig. 12 , where the nodes are not connected as they would be in a finite element discretization. In general, the resulting matrix from the meshfree problem is an unstructured matrix, as shown in Fig. 13 (left) . In the right of Fig. 13 is the structure of the meshfree matrix using the reverse Cuthill-McKee ordering. We point out that this problem has very different properties than the other problems considered so far in this paper (as well as in [8] ). Not only the structure of the matrix is very different -in fact they are very unstructured -but also we have the situation that the matrices D 1 and D 2 as defined in (17) are singular. In Fig. 14 we show the distribution values of the optimal blocks D 1 and D 2 . As we can see, in addition to the issue of singularity, the distribution of the nonzero values is not uniform at all, and the diagonal is not dominant. Thus, for this meshfree problem, we design a different approach to choose the sparsity pattern of the optimal and near-optimal blocks, , only the largest n 2 and n 3 entries in absolute value, respectively. In other words, we keep the same number of nonzero entries as a diagonal matrix. Similarly, we define Optimized blocks O2 by keeping the largest 3n 2 − 2 and 3n 3 − 2 entries of optimal blocks, i.e., such that the number of nonzeros of the blocks is the same as tridiagonal matrices. The scalar optimized block O0s (with scalar matrices) was computed in the same manner as before.
In Fig. 15 we summarized the history of the convergence of the additive and the multiplicative versions of all the preconditioning methods corresponding to the meshfree problem. It can be appreciated that in this example as well, the optimal and the optimized Schwarz methods perform well, in term of number of iterations. We note here that the convergence of scalar optimized method O0s is similar to the convergence of the tridiagonal optimized Schwarz method. The first three-dimensional problem we consider here is
where is the unit cube and we chose for our simulation η = 10. The structure of the associated matrix is shown in Fig. 16 , in the case when the order of the matrix is 1000. We note that in this case the order of the highlighted blocks to be modified is 154. By linearity we take f to be zero function. We approximate the differential equation (25) using finite differences. We consider five different values of N , the number of discretized points in each of the three directions. For two of these values, with N 3 = 1000 and 4096, we present, in Figs. 17 and 18, respectively, convergence histories of optimal and optimized Schwarz preconditioners and the classical Schwarz methods, in their additive and multiplicative versions. We can observe first that the methods 18 The convergence history of the preconditioning methods, additive version (left) and multiplicative version (right), for a three-dimensional problem with a matrix of size 4096 × 4096 and η = 10 Table 7 Number of iterations for the additive and multiplicative versions of the block modified and the classical Schwarz preconditioners for solving the three-dimensional problem (25). All methods are run with two-subdomains decomposition on the square. The size of the matrix A is N 3 × N 3 work as well for this three-dimensional problem as it did in the two-dimensional problem discussed earlier. Second, there is little delay, especially in the multiplicative case, when going to the finer grid. As before, and as the theory indicates, the optimal block modification produces a preconditioner for which the convergence is attained in two iterations. When an ILU(0) factorization is used to approximate the small inverses needed in the calculation of these modifications, the convergence is achieved in three iterations in the additive case, and in two iterations in the multiplicative case.
In Tables 7, 8 , and 9, we present numbers of iterations for convergence for both the additive and multiplicative cases, and computational times in seconds, for 216, 2744, and 27000 variables. As before, t blocks is the time to compute the modified Table 8 Timing, in seconds, associated to all the methods used as additive preconditioners to solve the three-dimensional problem, where t blocks is the time to compute the optimized blocks and t total is the total time including the solution time. blocks, and t total is the total computational time for convergence, including the computation of the blocks. One can see that in all cases, the optimal blocks converge in two iterations, and the approximated optimal blocks using ILU(0) factorization converges in three iterations in the additive case, and in three iterations in the multiplicative case. Observe also that the growth in the number of iterations is very slow in the optimized Schwarz for the multiplicative case. In terms of computational times, all modified block preconditioners, including O0s, are faster than classical (overlapping) Schwarz, when the parts of the small inverses are computed exactly. The optimal case, with an ILU approximation is also faster than classical Schwarz. We note, however, that the improvement in speed can be measured by a factor of no more than a single digit, and not by an order of magnitude as in the two-dimensional experiments reported earlier. The second three-dimensional example we present comes from [1] . The problem consists of computing the temperature distribution of a simplified piston. The model differential equation is given by
We use a finite element discretization to compute the temperature distribution with 15111 tetrahedral elements illustrated in Fig. 19 . The structure of the resulting matrix A, of order 3319, without ordering and after RCM ordering is shown in Fig. 20 . The size of D 1 and D 2 for this example is 154. For more details about the discretization method, the source functions f and g, and more, see [1] . The history of the convergence of additive and multiplicative preconditioning methods corresponding to the calculation of the temperature distribution of the piston is shown in Fig. 21 . Again, the performance of the optimized Schwarz preconditioners outperform the performance of the classical preconditioners.
Conclusions
In this computational study, we extend the applicability of the algebraic optimized Schwarz methods, originally designed for block banded matrices, to other problems. We consider problems with periodic boundary conditions, which give rise to matrices which are block banded plus some small corner blocks. In addition, for discretizations of two-dimensional partial differential equations, we study the performance of the methods when the problem parameters change: the number of variables in the discretization and the Péclet number. We observed that the optimal algebraic optimized Schwarz preconditioners, and their inexact versions, have a performance which is independent of the Péclet number. In contrast, while the number of iterations remains constant with respect to the number of variables, there is a growth in computational time, which is comparable to that of the classical Schwarz preconditioners; in both cases, without a coarse grid correction. Experiments for three-dimensional problems, as well as for unstructured matrices stemming from meshfree discretizations are also presented. In this manner, we have shown that the algebraic optimized Schwarz methods are robust, and can be considered as an alternative to classical Schwarz preconditioners.
