Abstract-Compressed sensing can substantially reduce the number of samples required for conventional signal acquisition at the expense of an additional reconstruction procedure. It also provides robust reconstruction when using quantized measurements, including in the one-bit setting. In this paper, our goal is to design a framework for binary compressed sensing that is adapted to images. Accordingly, we propose an acquisition and reconstruction approach that complies with the high dimensionality of image data and that provides reconstructions of satisfactory visual quality. Our forward model describes data acquisition and follows physical principles. It entails a series of random convolutions performed optically followed by sampling and binary thresholding. The binary samples that are obtained can be either measured or ignored according to predefined functions. Based on these measurements, we then express our reconstruction problem as the minimization of a compound convex cost that enforces the consistency of the solution with the available binary data under total-variation regularization. Finally, we derive an efficient reconstruction algorithm relying on convex-optimization principles. We conduct several experiments on standard images and demonstrate the practical interest of our approach.
I. INTRODUCTION

I
N THE context of compressed sensing, the amount of data to be acquired can be substantially reduced as compared to conventional sampling strategies [1] - [6] . The key principle of this approach is to compress the information before it is captured, which is especially beneficial when the acquisition process is expensive in terms of time or hardware. For instance, in their previous work [7] , Boufounos et al. investigated the performance of compressed sensing in the binary case where the extreme coarseness of the quantization must typically be compensated by taking more numerous measurements than in the classical case. The original signal can then be recovered from the available measurements through numerical reconstruction, whose computational complexity exhibits a strong dependance on the structure of the forward model. Consequently, specialized acquisition approaches are required for compressed sensing when dealing with large-scale data such as images. For instance, we were able to extend in [8] the central principles of [7] to image acquisition and reconstruction. Our associated forward model generates binary measurements that are based on random-convolution principles [1] .
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Though demonstrating satisfactory reconstruction capability for image data, this method tends to create spatial redundancy in the associated measurements, which is suboptimal from the perspective of information content. In this paper, our first contribution is to propose a general framework for the binary compressed sensing of images. Based on [8] , we devise an extended forward model that can take several binary captures of a given grayscale image. Each of these acquisitions corresponds to one distinct convolution performed by an optical system. The flexibility of our approach allows us to improve the statistical properties of the associated binary data, which ultimately increases the quality of reconstructions.
Using a variational formulation to express our reconstruction problem, our second contribution is a fast reconstruction algorithm that uses bound-optimization principles. The design of this algorithm bears similarities with the optimization techniques [9] , [10] . It yields an iteratively reweighted leastsquares (IRLS) procedure that is easily parameterized and that converges in few iterations.
We introduce our forward model for image acquisition in Section II. In Section III, we express our reconstruction problem as the minimization of a compound cost functional. Based on convex optimization, we derive the reconstruction algorithm in Section IV. In Section V, we perform several experiments on standard grayscale images. We extensively discuss them and conclude our work in Section VI.
II. FORWARD MODEL
A. General Structure
In this section, we establish a convolutive physical model that generates L binary measurement sequences γ i from a given two-dimensional (2D) continuously defined image f of unit square size. Following a design similar to the one of [8] , each of these sequences is obtained through optical convolution of f with a distinct pseudo-random filter h i followed by acquisition through binary sensors.
Specifically, each convolved image f * h i is sampled and binarized by a uniform 2D CCD-like array of M 0 × M 0 sensors, the specific form of h i being defined in Section II-B. The actual sampling process is regular but nonideal, meaning that each sensing area of side M −1 0 has some pre-integration effect modeled by some spatial filter φ. Therefore, the global convolutive effect of our model before sampling corresponds to the spatial kernels χ 0 i = h i * φ, yielding the pre-filtered intermediate images
where the vector x ∈ R 2 denotes the 2D spatial coordinates. Then, the sensor array samples each image f 0 i with a step 1057-7149/$31.00 © 2012 IEEE Fig. 1 . General framework. The unknown continuously defined image f is first convolved with L distinct kernels χ i , producing the intermediate images f i = f * χ i . Each f i is then sampled with step T to obtain the sequences g i . The last acquisition step consists in pointwise binarization with threshold τ , resulting in the binary measurements γ i . When retained, the latter constitute the available information on the original data. Based on these selected measurements, and assuming that the forward model is known, our reconstruction algorithm produces an estimatef of the original image.
0 , which produces the sequences g 0 i defined for each index k ∈ Z 2 as g
Unlike [8] , we allow for a finite-differentiation process to take place before the final quantization step. Denoting the corresponding discrete filters as ∇ i , the non-quantized measurements g i are obtained as
where denotes a discrete convolution. These operations can be efficiently performed by the sensor array itself, for instance using voltage comparators. As discussed in the experimental section, finite differentiation brings improvements in terms of reconstruction quality and simplifies the calibration of the system. Note that no finite differentiation occurs when taking ∇ i to be 1 the discrete unit sample δ [·] . Defining τ as a common threshold value, the quantized measurement sequences γ i are obtained as
The measurements γ i can be selectively stored according to discrete spatial indicator functions ω i . Each γ i [k] is actually kept and counted as a measurement if and only if the value ω i [k] ∈ {0, 1} is unity for the same k. Note that, before binarization, every measurement g i is a mere linear functional of f . The successive operations that are involved in our forward model simplify to one single convolution in the continuous domain without subsequent discrete filtering, as summarized in Figure 1 . The equivalent spatial impulse response χ i of the filter corresponds to
To sum up, our forward model yields M = L M 2 0 binary measurements of the continuously defined image f in the form of L distinct binary sequences, where is the storage ratio associated to the functions ω i . These captured sequences are complementary, as they are associated with distinct random convolutions before sampling, binarization, and masking through the ω i . Since the Fig. 2 . Optical setup. In our optical model, the image f maps to lightintensity values. Our optical device transforms this initial image wavefront using elements that are spaced by the same distance F. Following the direction z of light propagation, this system called 4F consists in the left plane where the image f lies, one first lens L 1 of focal length F, the central plane, one second lens L 2 identical to L 1 , and the last plane containing the propagated wavefront to be captured by the sensor array.
latter process allows to decrease M, the resolution M 0 can be kept constant. This avoids high-frequency losses due to coarse-sensor integration.
Besides reducing data storage, the process of binary quantization potentially consumes far less power than standard analog-to-digital converters, and is less susceptible to the nonlinear distortion of analog electronics [9] . Binary sensors are also associated with very high sampling rates in general [7] . In that regard, the selective subsampling that we specify by ω i may also lead to further reductions of the acquisition time if fewer measurements are required; the acquisition of the selected samples can indeed be performed efficiently through randomly addressable image sensors. 2 
B. Pseudo-Random Optical Filters
As mentioned in Section II-A, the L filters h i are associated to optical convolution operations. Accordingly, we make each h i correspond to a distinct spatially invariant point-spread function (PSF) that is generated by the same optical model. In our setup shown in Figure 2 , the image f is associated with light intensities defined on a plane. For each of the L acquisitions, the intensities measured by the sensor array after optical propagation correspond to the convolution f * h i up to geometrical inversion.
The specific form of h i depends on the profile of the central plane of the system called the Fourier plane [12] . In our model, this plane transmits light through a circular area and is further equipped for each acquisition with one distinct instance of a phase-shifting plate whose effect is to multiply the transmitted-light amplitudes with pseudorandom phase values. The resulting profile q i is modeled as a complex-valued function expressed in normalized spatial coordinates [12] .
Considering phase functions μ i composed of square zones, each zone associated with either a 0 or π phase shift, we obtain
2 Image sensors that are based on the complementary-metal-oxidesemiconductor (CMOS) technology allow for parallel and random access, as opposed to other architectures that can only perform sequential readout [11] . While the potential benefits of binary sensors further motivate our work, the proper development of such elements for optics remains to be addressed. where the phase values ν i are independent and uniformly distributed random variables from the pair {0, π}, where rect is the 2D rectangle function, and where ξ denotes normalized spatial coordinates. The phase-shifting plates associated with the μ i are of finite extent since they only operate inside the transmissive circular area of Figure 2 . The latter is designed such that the diameter of the circle covers K phase zones in the horizontal or vertical direction. It is thus specified by the function
The profile q i combines the phase shifts of (5) with the transmissivities of (6). It is defined as
Due to the 4F placement of the lenses, the propagation of light implements a continuous Fourier transform [12] . The light amplitudes are also modulated by q i in the Fourier plane. Accordingly, the impulse response of the system is defined up to scale as
where F denotes the Fourier transform
The use of spatially incoherent illumination 3 and the fact that the measured quantities are light intensities results in a squared modulus in (8) . Each filter h i is thus nonnegative, and depends upon the corresponding μ i defined in (5) . The latter can be generated electronically by a spatial light modulator [1] .
C. Connection With Compressed Sensing
The use of phase masks in our forward model produces random-like patterns in each of our binary-measurement sequences. This closely relates our method to the compressedsensing paradigm of [7] and requires us to express all our unknowns in discrete form. To this end, we model the continuously defined function f as the expansion
where the sequence c corresponds to (N 0 × N 0 ) real coefficients placed on a regular grid, and where
is the separable 2D B-spline of degree m. Given their small support and polynomial-reproduction properties, B-splines are especially adapted from both approximation and computational viewpoints. They thus constitute a suitable approach to represent continuous images [13] . Moreover, since our continuous image is modeled as a linear combination of B-spline basis functions, it is equivalently described through the corresponding coefficients. Then, the substitution of (9) into our physical forward model naturally leads to a linear and discrete dependency between the image coefficients and the measurements before quantization. Accordingly, the general relation between the unknown sequence c and the sequences g i can be summarized into the measurement matrix A ∈ R M×N , whose structure is induced from our continuous-domain formulation. In this paper, vectors refer to lexicographically ordered versions of the corresponding sequences. Using this convention, we obtain
where c contains N = N 2 0 coefficients and where g contains M measurements. Our measurement matrix generalizes [8] and vertically concatenates several terms A i of similar structure as A = (A 1 , . . . , A i , . . . , A L ) . These terms are associated with the sequences g i . They depend from the corresponding kernels χ i and from the rational sampling step T . They are defined as
where D i and U j denote downsampling-by-i and upsamplingby-j matrices. The integers M and N are such that the righthand side of the equality M 0 /N 0 = M/N is in reduced form.
Given periodic boundary conditions, the circulant matrix B i is associated with the discrete impulse response
Finally, each matrix i is linked to ω i . Specifically, it corresponds to an identity matrix whose rows associated with the discarded measurements are suppressed, if any. The overall structure of A will prove to be beneficial for the reconstruction in terms of computational complexity. The measurements are indeed related to the coefficients by mere discrete Fouriertransform and resampling operations. When the unknown vector c is sufficiently sparse in some adequate basis, which does not need to be known explicitly, the theory of compressed sensing offers guarantees on the quality of reconstruction in terms of robustness to measurement loss or quantization [6] , [7] , provided that the measurement matrix is appropriate. In the general case, a common and suitable criterion for A is to be statistically incoherent with any fixed signal representation, which means that the bases of the measurement and sparse-representation domains of the signal are uncorrelated with overwhelming probability [2] . This property has been shown theoretically to strictly hold for matrices consisting of independent and identically distributed (iid) Gaussian random entries [3] , [6] , and also to nearly hold for other random-matrix ensembles [1] , [4] , [5] , [14] , [15] . In this work, we resort to an experimental validation of our measurement matrix for binary compressed sensing. In particular, we shall demonstrate in Section V that our model is suitable for the reconstruction of images from few data, and that the quality of the solution is linked to relatively simple criteria relying on the measurements themselves.
The appropriateness of A in our generalized model is tied to the set of discrete filters b i defined in (12) and associated with the matrix terms A i . Indeed, they share similarities with the Romberg's random-convolution pulses proposed in [1] for compressed sensing. Firstly, their discrete Fourier coefficients also have phase values that are randomly distributed in [0, 2π), given their relation with the profiles (5). Secondly, despite not being strictly all-pass as in [1] , our filters are also spreadout in the spatial domain. Due to these properties, the form of b i has been shown to yield satisfactory reconstructions in the binary case [8] . Besides being adequate individually, these filters also produce L distinct sequences g i from the same image f because they are associated with L distinct pseudorandom phase-mask profiles in (7) . In some sense, our multi-acquisition framework is the reverse of multichannel compressed-sensing architectures where one single output sequence combines several source signals through distinct modulation or filtering operations [16] , [17] . As will be discussed in Section V, the subsequent thresholding operation (4) that is applied in our method yields binary measurements that follow an equiprobable distribution, as in [8] . The proper specification of the additional acquisition parameters of our system (including ω i and L) will allow us to maximize the reconstruction performance while maintaining a high computational efficiency.
III. FORMULATION OF THE RECONSTRUCTION PROBLEM
For the general problem of binary compressed sensing, the authors of [9] have recently proposed a reconstruction technique that is based on binary iterative hard thresholding (BIHT), using the non-convex constraint that the solution signal lies on the unit sphere. This approach extends previous works [7] , [18] , and achieves better performance. The work of [10] uses a distinct strategy by formulating a convex reconstruction problem solvable by linear programming. An extension of this principle to the case of noisy measurements is also considered by the same authors in [19] .
In this paper, we propose to formulate our imagereconstruction problem in a variational framework. Specifically, our solution is expressed as the minimum of a convex functional that includes data-fidelity and regularity constraints. Using bound-optimization principles, the convexity of this functional is exploited in Section IV to derive an efficient iterative-reconstruction algorithm. The latter can handle largescale problems because, from a computational perspective, it involves the application of the forward model (whose form is essentially convolutive in our case) and of its adjoint inside each iteration as in other methods. Furthermore, besides quality considerations, the specific structure of our reconstruction problem will allow us to maximize iterative performance through preconditioning and Nesterov's acceleration [20] .
The available data consist of the measurements γ i obtained according to Section II. In addition, we suppose that A is known. Its components can be deduced physically from the L impulse responses h i produced by the optical system, or, more indirectly, from the phase-mask profiles μ i . Based on that information, our goal is to reconstruct an accurate continuously defined estimatef of the original image f according to some sparsity prior R. Specifically, we demand our reconstructed coefficientsc to minimize
The first scalar term D imposes the fidelity of the solution to the known binary measurements γ i . Due to quantization, fidelity alone is in general under-constrained and accurate only up to contrast and offset. Then, the regularization term R, weighted by λ, encourages the sparsity of the reconstruction.
A. Data Term
The role of our data-fidelity constraint is to ensure that the reintroduction of the reconstructed continuously defined imagef into the forward model results in a set of discrete valuesg i that are consistent with the known measurements γ i , once binarized. In the context of 1-bit compressed sensing, the enforcement of sign consistency has been originally proposed in [7] , where a one-sided quadratic penalty function was considered. Trivial solutions were avoided by requiring that the signal lies on the unit sphere. Here, as in [8] , we introduce a variational consistency principle that preserves the convexity of the problem without requiring additional non-convex constraints. Note that, although convexity is not required to ensure nontrivial solutions, it is exploited for the development of our algorithm and to ensure its convergence, as described in Section IV. Regarding the data-fidelity term, our contribution is to propose a penalty function ψ that is also suitable for bound optimization. We express our functional as
whereg i andc are related in the same way as g i and c in (10) . The positive function ψ is defined as
where M is the total number of measurements. Besides penalizing sign inconsistencies, the rationale behind this definition is to yield nontrival solutions while ensuring the convexity of the data term. The latter property holds because, according to (15) , the Hessian of D is well-defined and positive semidefinite [21] . The function ψ is itself C 2 -continuous and convex, its second derivative being always nonnegative. Moreover, this specific piecewise-rational polynomial function is suitable to the development of analytic upper bounds, as addressed in Section IV. Given (4), negative arguments of ψ correspond to sign inconsistencies. As shown in Figure 3 , our penalty function is linear in that regime. In that regard, the authors of [9] have shown that, in the binary compressed sensing framework, such an 1 -type penalty for consistency yields reconstructions that are of higher quality than with the 2 objective used in [7] , [18] . To some extent, these results confirm similar observations mentioned in [8] . This type of penalty also relates to the so-called hinge loss which is considered a better measure than the square loss for binary classification [9] . In our method, the values of the solutionc are defined up to a common scale factor, and also up to an additive constant because τ is not given. Non-constant solutions are favored by the contribution of the small nonlinear penalty that remains when the sign is correct. The transition between the linear and nonlinear regimes of ψ is C 2 -continuous and takes place at Fig. 3 . Shape of our penalty function. As discussed in Section IV and further developed in the appendix, the values ψ(γ t) (solid line) can be bound from above by the quadratic function ψ q (t|g (n) , γ ) around t =g (n) (dot mark). Function values and derivatives must coincide at that point to satisfy (23) . Among all possible parabolas (dashed lines), the solution ψ q is the upper bound with infimum second derivative.
the origin. The applied penalty vanishes for increasingly positive arguments.
B. Regularization Term
For inverse problems, it has been shown empirically that frame-synthesis regularization, which acts on transformdomain (e.g., wavelet) coefficients of the signal of interest, is outperformed by frame-analysis regularization, which directly operates on the signal itself [22] , [23] . Accordingly, reconstruction algorithms often involve the latter approach when dealing with images; total-variation (TV) [24] is frequently used as a sparsifying transform [1] , [25] , [26] . Although suitable for regularization, the original form of TV is nondifferentiable when the image gradient vanishes. As in the NESTA algorithm proposed in [27] for the recovery of sparse images, we therefore opt for a smooth approximation of the TV penalty based on a Huber potential function [28] . In order to guarantee the well-posedness of the problem, we also include an additional energy term in our expression, since the nullspace of A can indeed be nonempty depending on ∇ i . Approximating the Huber integral, our regularizer R is then defined as
where each θ [k] is the norm of the gradient off evaluated at position x = k and where λ is a small positive constant. Based on a smoothing parameter , the scaled Huber potential H is defined as
The gradient-norm sequence θ is determined from the spatial derivatives
of the solution sampled in-between the grid nodes defined by the sum in (16) . This type of discretization yields numerically stable solutions without oscillatory modes. It bears similarities with the so-called marker-and-cell methods used in fluid dynamics [29] . The expression of θ as a function ofc is Overall principle of our reconstruction algorithm. The solution coefficients are first initialized to zero and then updated by minimizing successive quadratic-cost functionals. Using the current solutionc (n) , steps (1A) and (1B) determine the next local cost. Each of these two steps is related to a deconvolution problem where the data d i to deconvolve correspond to dequantized versions of the available γ i . An updated solution is found after minimization in step (2) . It determines the coefficients of the next solution. The overall convergence of the process is guaranteed because each quadratic cost is determined according to a bound-optimization approach and minimized using the current solutionc (n) as initialization.
where the β m x 1, 2 are directional B-spline-derivative filters defined as
The first derivative β m of a B-spline has the symbolic expression given in [13] .
IV. RECONSTRUCTION ALGORITHM
A. General Approach
In this section, we derive an algorithm to efficiently solve (13) . Our main strategy is to recast the original formulation of the reconstruction problem as the partial minimization of successive quadratic costs J q that upper-bound J locally around the current solution estimatec (n) . Each J q can then be minimized using a specifically devised preconditioned conjugate-gradient method.
While sharing a common structure, every new quadratic cost is specified by the current solution. Its proper definition involves the pointwise nonlinear estimation of scalar quantities, which is a reweighting process akin to the one of iteratively reweighted least squares (IRLS). In our boundoptimization framework, each successive solution partially minimizes J q (·|c (n) ) with respect to its current value atc (n) . Finding this solution amounts to partially solving a linear problem with a given initialization. We propose to precondition each of these linear problems according to its particular structure and find an approximate solution using the linear conjugate-gradient (CG) method. This approach ensures the global convergence of our method without having to specify any step parameter.
According to Figure 4 , the successive reweighting and linear-resolution steps can be interpreted as alternate dequantization and deconvolution operations, respectively.
B. Upper Bound of the Data Term
In this part, we derive functionals of simpler form which upper-bound and approximate D around some initial or current estimate of the solution. Following a majorizationminimization (MM) approach [30] , we build the local quadratic cost D 0 q (·|c (n) ) for the corresponding estimatec (n) 
For convenience, we bound the cost by the penalty ψ. This fixes the structure of
is the current estimate ofg i associated with the solution estimatec (n) , and where ψ q is a quadratic and scalar penalty function which takes the form
where the a j (g (n) i , γ i ) are polynomial coefficients. The values ofg i and γ i depend on the solution estimate and the available binary measurements. Constraints (20) are then satisfied by fulfilling the simpler scalar conditions ∀γ ∈ {−1, 1} and ∀t ∈ R,
where the subscripts have been dropped for convenience. These relations constrain the value of ψ q and its derivative atg (n) . As illustrated in Figure 3 , further optimizing ψ q to best approximate ψ(γ t) exhausts every remaining degree of freedom. This solution corresponds to the smallest positive a 2 in (22) that allows (23) to be satisfied. The particular definition that we have proposed for the penalty function ψ allows for fast noniterative evaluation of the coefficients a j . The actual expressions are derived in appendix. The resulting coefficients then specify the quadratic cost
where the scalar K is constant with respect toc, and where w
are sequences defined as
Since the value of the constant K is irrelevant for minimization, we define the cost D q (·|c (n) ) as D 0 q (·|c (n) ) minus that constant. Dropping the subscript n for convenience, its explicit form in matrix notation as a function of the coefficients reduces to
where W i is a diagonal matrix with diagonal components
and where d i is the vector associated with d
C. Upper Bound of the Regularizer
The Huber convex functional R can be bound from above according to the same MM principles. The form of R q (·|c (n) ) can be deduced from the results of [31] . Its matrix expression is
where W 0 is a diagonal matrix with diagonal components
and where R = (R 1 , R 2 ) is the discretized-gradient matrix. Each term R i is a circulant matrix associated with the filters β m x i defined in (19) .
D. Quadratic-Cost Minimization
Combining the data and regularization terms (26) and (27), we obtain the local quadratic cost
In order to decrease J , the new estimatec (n+1) must decrease J q (·|c (n) ) itself. In other words, we have to satisfy
Defining I = λλ I, where I is the identity matrix, the minimum of J q (·|c (n) ) is the solution of
with the system matrix
and the right-hand-side vector
The huge matrix sizes entering into play require (31) to be solved iteratively. The positivity of w (n) i and w (n) 0 in (25) and (28) implies symmetry and positive-definiteness of S, which allows for the CG method to be used. Initializing the latter at the current estimates, we guarantee the corresponding approximate solutions to comply with (30) .
E. Preconditioning
We also take advantage of preconditioning to obtain an approximate solutionc (n+1) that is close to the exact minimum with fewer iterations. We impose our preconditioner P to be a positive-definite circulant matrix, and define the two-sided preconditioned system
It is associated with the modified linear problem
where y is predetermined as y = P − 1 2 y and where the actual solutionc of the original problem is recovered asc = P − 1 2c . As a solution satisfying the above requirements, we consider
where F is the normalized DFT operator, where F * denotes its adjoint, and where diag(·) is a projector onto the diagonalmatrix space. Definition (36) corresponds to the optimal circulant approximation of S with respect to the Frobenius norm [32] . This solution is well-adapted to its convolutive nature as compared to diagonal preconditioning.
F. Minimization Scheme
The successive quadratic bounds as well as the corresponding preconditioned linear problems being defined, we now describe the overall iterative minimization scheme that yields the solutionc, starting from an initializationc (0) . Our overall scheme is composed of two embedded iterative loops. The weight specification of the successive quadratic costs corresponds to external iterations with solutionsc (n) .
Since our algorithm involves upper bounds that are partially minimized and that satisfy MM conditions of the form (20) , it is part of the generalized MM (GMM) family [30] . In that regard, the continuity of our functional J q implies that the MM sequence {J (c (0) ), J (c (1) ), J (c (2) ), . . .} converges monotonically to a stationary point of J . The convexity of J also implies that the whole minimization process is compatible with Nesterov's acceleration technique [20] , which we apply to update our estimates. This requires the use of auxiliary solutions that we mark with star subscripts, as well as the definition of scalar values σ (n) . The steps of our global scheme yielding the solutionc are described in Algorithm 1.
We use I ext external iterations, each of which corresponds to a refined quadratic approximation J q of the global convex cost. For the partial resolution of each internal problem, we apply CG on the modified system (35) . Accordingly, the corresponding intermediate valuec is first initialized to the current solution estimate in the preconditioned domain, and then updated using I int CG iterations each time. In accordance with (9), the final continuous-domain image is obtained from the coefficientsc as
As demonstrated in Section V-A, the use of Nesterov's technique and of preconditioning to solve the linear problems ensure the fast convergence of our method.
V. EXPERIMENTS
We conduct experiments on grayscale images that are part of a standard test set. 4 First, we evaluate the computational performance of our algorithm in Section V-A and show 4 The corresponding source code is available online at http://bigwww. epfl.ch/algorithms/binary-imaging/.
Algorithm 1 Minimization Approach Described in Matrix Notation
baseline results in Section V-B. In Section V-C, we propose an estimate of the acquisition quality based on the spatial redundancy of the available measurements. In Sections V-D and V-E, we address cases where downsampling and finite differentiation are used for data acquisition. In particular, we determine to what extent these strategies impact on the acquisition and reconstruction quality. We finally assess the optimal rate-distortion performance of our method for distinct amounts of measurements in Section V-F.
The discretization (9) does not induce any loss because we match the square grid of N 0 × N 0 spline coefficients to the resolution of each digital test image, choosing m = 1. Specifically, we determine c beforehand such that f interpolates the corresponding pixel values. 5 In order to maximize the acquisition bandwidth, the size K × K of the phase mask and the number M 0 × M 0 of sensors are themselves set to N 0 × N 0 . The sampling prefilter φ is defined as a 2D separable rectangular window. The threshold τ is set to the mean image intensity 6 when no finite differentiation is used, and to zero otherwise. The latter choice is a heuristic that directly yields equidistributed binary measurements γ i from our data as in [8] , without requiring any optimization or further refinement. For non-unit , we consider identical spatial masks ω i that correspond to horizontal and vertical subsampling, which allows for the proper display and evaluation of our measurements. Our reconstruction parameters are λ = 10 −4 , λ = 10 −5 , = 5 · 10 −4 , I ext = 20, and I int = 4. The smoothing parameter chosen for our regularizer aims at approximating TV as in [27] , while the small values of the constants λ and λ ensure that the reconstructions are consistent with the binary measurements with enough accuracy (i.e., about 99% or above).
We have found that the most-consistent solutions are also the ones of highest quality, which corroborates the results of [9] . Knowing that each instance of (35) can be solved partially, the choice of I int is meant to maximize computational For our reconstruction method, the sole use of preconditioning (dashed line) or Nesterov's acceleration (dotted line) already improves the convergence rates as compared to standard CG (mixed line). When both techniques are enabled (solid line), the performance of our algorithm improves substantially. For comparison, the reconstruction performance of BIHT is also shown for the same problem (bottom dots). In the latter case, each corresponding iteration lasts about half a second. The times that are given correspond to an execution of the algorithms on Mac OS X version 10.7.1 (MATLAB R2011b) with a Quad-Core Xeon 2 × 2.8 GHz and 4 GB of DDR2 memory.
performance, while the value of I ext is used as a stop criterion. Note that the values of and λ cannot be reduced further without impacting negatively on the speed of convergence.
In order to provide a quality assessment in terms of signalto-noise ratio (SNR), the mean and variance of the solution coefficients are matched to the reference signal. We also define a quantity called blockwise-corrected SNR (BSNR) where this same matching is performed blockwise using 8 × 8 blocks. As discussed in Section V-D, the BSNR is consistent with visual perception.
A. Computational Performance
To evaluate the computational performance of our algorithm, we perform a reconstruction experiment on a 256 × 256 test image using M 2 0 = 256 2 , L = 1, = 1, and no finite differentiation. The results are reported in Figure 5 , including a comparison with the BIHT algorithm 7 introduced for reconstruction from binary measurements in [9] . These results demonstrate that Nesterov's acceleration method, as well as the preconditioning used in our algorithm, play a central role to obtain fast convergence. By contrast, we have observed that 3 000 iterations are required to ensure convergence with BIHT-which is used for the experiments of Section V-Das opposed to a total of I ext I int = 80 internal iterations with our algorithm. This corresponds to an order-of-magnitude improvement in time efficiency. 7 We have adapted BIHT to our forward model, assuming sparsity in the Haar-wavelet domain. Besides its simplicity, the latter choice was observed to yield higher-quality results in our case than when using higher-order Daubechies wavelets, despite the generated block artifacts. Each iteration involves a gradient step scaled as M −1/2 A −1 2 and renormalization [9] . A zero-mean A is used in the algorithm to handle the case where τ is nonzero. The sparsity-level parameter specifying the assumed amount of nonzero wavelet coefficients is set as 2 000. Both BIHT and the proposed algorithms have been implemented in MATLAB.
B. Baseline Results
Our framework can handle several measurement sequences unlike in [8] . Accordingly, the goal in this part is to reconstruct the 512×512 images Lena and Barbara from distinct numbers L of acquisitions with = 1 and no finite differentiation. Each acquisition includes M 2 0 = 512 2 samples, the total number of measurements being multiplied by the corresponding L.
The binary acquisitions and the corresponding reconstructions with our algorithm are shown in the spatial domain in Figure 6 . In both examples, the reconstruction quality substantially improves with L, one single acquisition being already sufficient to preserve substantial grayscale and edge information. The binary measurements of Figure 6 are not interpretable visually because the image information has been spread out through the filters h i . These measurements follow a random distribution that originates from the pseudorandom phases ν i of the masks, and that is heavily correlated spatially as in [8] . As a matter of fact, random-convolution measurements do not display strict statistical incoherence [1] . We investigate below how spatial correlation can be quantified and reduced to improve reconstruction.
C. Incoherence Estimation
The potential quality of reconstruction depends on the appropriateness of A for binary compressed sensing. We assume our matrix to be suitable for the specific data in hand when the corresponding binarized measurements behave as independent and identically distributed random variables. As a practical solution, we propose to estimate the "randomness" of the acquired γ i through their autocorrelation [33] . We specifically infer a correlation distance α based on the unnormalized autocorrelations ρ i of our (possibly subsampled) binary sequences γ i . This distance is used as a quality indicator, inasmuch as it measures the degree of spatial redundancy arising in our measurements. To determine this value, we first compute the characteristic length α i of each autocorrelation peak, using the standard deviation of |ρ i | 4 for the sake of robustness. The autocorrelation being symmetric and centered at the origin, we write that
Averaging α i over i then yields the final α. As shown in the sequel, this value strongly depends on the parameters of the forward model. In particular, it can be decreased compared to the case of Section V-B by enabling downsampling (i.e., nonunit ) or finite differentiation in our framework. Note that, as in [8] , our choice for the threshold τ ensures the uniformity of the binary distribution of the measurements.
D. Influence of Acquisition Modality
In this section, we investigate the performance of finite differentiation when used in our framework. To this end, we choose a fixed set of two perpendicular first-derivative filters whose Z-domain expressions are (z 1 2 ) for the vertical orientation, respectively. Assuming an even L, the former filter is applied on acquisition sequences of even index, and the latter one is applied on the remaining indices. The operation of each filter ∇ i followed by zero thresholding is physically realizable by means of binary comparators that are connected to the two corresponding pixels. From a practical standpoint, such an approach eliminates the need of threshold calibration.
In order to compare the acquisition modalities with and without finite differentiation, we perform experiments on several 256 × 256 images. These experiments involve M = 131 072 measurements taken in L = 2 acquisitions, using M 2 0 = 256 2 and = 1. Besides our own algorithm, BIHT is also considered for reconstruction in each case. The results are reported in Table I , and shown in Figure 7 for House. The best numerical values are emphasized in the tables using bold notation.
Our qualitative and quantitative results demonstrate that finite differentiation globally yields the best reconstructions.
These solutions consistently correspond to lower α values as well, which reflects itself visually in less-redundant binary measurements. Finite differentiation decreases redundancy because it spatially decorrelates the image measurements g i before quantization. Because finite differentiation senses the high-frequency content of the measurements, most visual features such as edges are indeed better restored as compared to the other acquisition modalities. In return, reconstructions tend to display slightly higher low-frequency error. Because of its cumulative nature, the latter may then cause substantial SNR deterioration in unfavorable scenarios. In such cases, however, the amount of visual details is still higher, as illustrated in Figure 7 . For instance, fine details such as the house gutter are better preserved. We observe that the BSNR measure is consistent with visual impression, as it adapts to slow intensity drifts in the solution. For both acquisition modalities, our algorithm based on TV yields the best reconstructions. This confirms the suitability of TV for our problem, in accordance with the discussion of Section III-B. Note, however, that proper adjustment of the sparsity level in BIHT is delicate. For instance, images that are sparser than the assumed level might lead to suboptimal reconstructions in Table I .
E. Respective Influence of and L
The following experiments address how reconstruction quality can be maximized given a fixed measurement budget, using the same 256 × 256 images as above. Considering the finite-differentiation modality specified in Section V-D, our strategy is to further decrease spatial redundancy by sharing the measurements between more acquisitions. Choosing M 2 0 = 256 2 and M = 32 768 as constraints, we thus adapt the ratio to the number of acquisitions as −1 = 2L. On the one hand, minimizing L reduces to previous system configurations. On the other hand, maximizing it is highly inefficient, as it amounts to taking one single measurement per convolutive acquisition. A tradeoff has to be found between these two limits to improve the quality of the reconstructions while preserving the parallelism of our model.
Our numerical results are reported in Table II , the measurements and reconstruction of Peppers being shown for two distinct settings in Figure 8 . The values of Table II confirm that the correlation length α consistently decreases with . Moreover, the SNR and BSNR improve by several decibels when increasing L. This is further corroborated by the visual results of Figure 8 . In particular, grayscale information is more-finely preserved in the solution displayed on the right. Interestingly, the increase in quality starts saturating when α reaches near-optimal values, as shown in Table II . The compression performance of our method is thus optimal or nearly optimal with L ≥ 8 for a given amount of measurements. These results confirm the strong inverse correlation between measurement redundancy and reconstruction quality.
F. Rate-Distortion Performance
In this section, we confront our global acquisition and reconstruction framework (GF) with the single-convolution framework (SF) of [8] . The following experiments allow us to evaluate their respective image-reconstruction performance in terms of the rate of distortion, defining the number of bits per pixel (bpp) as the ratio between M and the raw bitsize of the corresponding uncompressed 8-bit-grayscale image.
In order to decrease α within a reasonable amount of acquisitions, our forward model is parameterized with L = 8 and = L −1 x, depending on the chosen bitrate x in bpp. The number of measurements taken on an
Our method is evaluated with (D) and without (S) finite differentiation. In the SF case, the sensor resolution has to match M strictly, because one single convolution is performed without subsequent drop of samples. The forward model is configured accordingly, adapting the remaining parameters to the image size as in our method. That particular framework requires equal rational factors for resampling, which implies that certain bitrates cannot be evaluated. The reconstruction parameters are set as in the last experiment of [8] .
Results on several test images are reported in Table III . They indicate that at least one version of our method always exceeds SF in terms of reconstruction quality. This confirms the relevance of sharing the acquired data between more acquisitions as a means of decreasing spatial redundancy. This strategy thus tends to compensate the non-ideal statistical properties of binary measurements that are based on random convolutions. In the case of SF, spatial redundancy cannot be decreased similarly since only one convolutive acquisition is used. As previously observed, the (D) modality of our method can yield worse SNR values in certain configurations, while displaying superior BSNR performance globally. Nevertheless, these complementary results reveal an advantageous SNR performance of (D) at higher bitrates.
The efficiency of our method at 1/8 bpp, which corresponds to a compression factor of 64, is illustrated for both modalities in Figure 9 . Also shown is the plain JPEG version of the image compressed at similar bitrate. In this example, the GF framework with finite differentiation yields the best BSNR. We observe that the corresponding reconstruction contains fine details despite the low amount of measurements. It is also visually more pleasant than the JPEG solution. This experiment illustrates the highest compression ratio at which our method reconstructs images with reasonable quality. From a general standpoint, the results of this section demonstrate that, although generally inferior, the rate-distortion performance of binary compressed sensing can compete with JPEG at low bitrates. This can be deduced by comparing the plain-JPEG performance to the corresponding SNR values reported in Table III and corroborates the analysis of [34] where compressed sensing is compared to traditional image-compression methods.
VI. CONCLUSION
We have proposed a binary compressed-sensing framework which is suitable for images. In our experiments, we have illustrated how measurement redundancy can be minimized by properly configuring our acquisition model. We have considered the single-acquisition case as well as a multi-acquisition strategy. In the two cases, our reconstruction algorithm has demonstrated state-of-the-art reconstruction performance on standard images. In particular, detailed features have been successfully recovered from small amounts of binary data. From a global perspective, our results confirm the 1-bitcompressed-sensing paradigm to be promising for imaging applications. In that regard, the specific interest of our method is to involve binary measurements that are suitable to convex optimization. We have proposed an iterative algorithm that combines preconditioning and Nesterov's approach to provide very efficient reconstructions of our measurements. Synthetic experiments demonstrate the potential of our method.
APPENDIX COEFFICIENTS OF THE PENALTY BOUNDS
A. Formulation of the Optimization Task
The continuity of ψ(γ t) and the upper-bound conditions on ψ q (t|g (n) , γ ) impose that the value and first derivative of these two functions coincide at t =g (n) . This requires that a 0 = ψ(γg (n) ) −g (n) (g (n) a 2 + a 1 ),
The remaining degree of freedom a 2 ∈ R + \ {0} is optimized so as to best approximate ψ. The resulting optimal a 2 corresponds to the lowest positive value satisfying (23) . In that configuration, the parabola ψ q (t|g (n) , γ ) touches one and only one distinct point of ψ(γ t) at t =g T . The convexity of ψ ensures the existence and uniqueness of the solution.
B. Solution
According to (22) , the abscissas of the intersections between ψ and ψ q (·|g (n) , γ ) are solutions of a 2 t 2 + a 1 t + a 0 = ψ(γ t).
These solutions correspond to the set union S = {t ≤ 0 : P 1 (t) = 0} ∪ {t > 0 : P 2 (t) = 0},
where P 1,2 (t) = 0 gives the intersections between ψ q (·|g (n) , γ ) and the linear and nonlinear parts of ψ. This corresponds to the separate formulas of (15) 
The optimal ψ q (t|g (n) , γ ) is tangent to ψ(γ t) at t = g (n) ,g T ∈ S, and intersects no other point. This causes the two double rootsg (n) andg T to appear in one of the two polynomials, be it jointly or not. Either of these two roots cancels the discriminant D of the associated polynomial. For the sake of conciseness, we define u = Mγg (n) and consider two distinct cases. Then, the optimal parabola can be tangent at a distinct point of ψ either in the same nonlinear part, or in the linear part. Ifg T lies in the linear part, the corresponding polynomial P 1 contains one double rootg T for an optimal a 2 . This first subcase corresponds to the solution a 2 = {a 2 ∈ R * + : D(P 1 (·)) = 0}
1) Pointg
Ifg T lies in the nonlinear part of ψ, the corresponding P 2 contains two double roots. Its discriminant is thus always zero regardless of a 2 . Nevertheless, this same quantity divided by (t −g (n) ) 2 is a viable indicator, as it only vanishes in the optimal case. This yields the solution for this second subcase as
Given its definition, the function ψ corresponds to the maximum between its linear and nonlinear constituents. This determines our overall first-case solution as
In this first case, the three coefficients are thus determined by combining (43) and (46) given u.
2) Pointg (n) is in the Linear Part of ψ(γ t):
In this case, where u < 0, the coefficients a 0 and a 1 are expressed as a 0 = M −1 (M −1 u 2 a 2 + 1),
the optimal parabola being always tangent at some distinct point in the nonlinear part of ψ. Since the corresponding polynomial P 2 contains one single double root in that configuration, the corresponding solution is
The scalar value a 2 corresponds to the positive and real root of the cubic polynomial 
for which the analytical expression can be found [35] . The behavior of P 3 as a function of u < 0 guarantees the uniqueness of the solution. The coefficients are obtained in this case by solving (49) and then using (47).
