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Abstract—With the rapid advancement in vehicular communications and intelligent transportation systems technologies, task
offloading in vehicular networking scenarios is emerging as a promising, yet challenging, paradigm in mobile edge computing. In this
paper, we study the computation offloading problem from mobile vehicles/users, more specifically, the network- and base station
selection problem, in a heterogeneous Vehicular Edge Computing (VEC) scenario, where networks have different traffic loads. In a
fast-varying vehicular environment, the latency in computation offloading that arises as a result of network congestion (e.g. at the edge
computing servers co-located with the base stations) is a key performance metric. However, due to the non-stationary property of such
environments, predicting network congestion is an involved task. To address this challenge, we propose an on-line algorithm and an
off-policy learning algorithm based on bandit theory. To dynamically select the least congested network in a piece-wise stationary
environment, from the offloading history, these algorithms learn the latency that the offloaded tasks experience. In addition, to minimize
the task loss due to the mobility of the vehicles, we develop a method for base station selection and a relaying mechanism in the
chosen network based on the sojourn time of the vehicles. Through extensive numerical analysis, we demonstrate that the proposed
learning-based solutions adapt to the traffic changes of the network by selecting the least congested network. Moreover, the proposed
approaches improve the latency of offloaded tasks.
Index Terms—Vehicular Edge Computing (VEC), heterogeneous networks, computation offloading, network congestion, bandit theory.
✦
1 INTRODUCTION
DURING the past few years, edge computing hasemerged as a distributed computing paradigm that
brings the capabilities and resources of the cloud towards
the network edge [1]. Mobile Edge Computing (MEC) or,
as recently renamed by ETSI, multi-access edge computing,
offers an ultra-low latency environment with high band-
width and real-time access to network resources in a mobile
network [2], [3].
Vehicles have been evolving since the second industrial
revolution and their role in modern life is imperative. With
the rapid technological advancements in Intelligent Trans-
portation Systems (ITS) technologies, vehicles are equipped
with wireless communication capabilities for both intra-
vehicle and inter-vehicle communications. ITS technologies
support a plethora of applications including those for road
safety, smart transportation, and location-dependent ser-
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vices [4]. Vehicular Edge Computing (VEC) has been widely
discussed in the literature [5], [6], where the computing
infrastructures at both the network and the vehicles are used
by mobile users. In essence, VEC combines the concepts of
vehicular networking and MEC. If performed suitably, task
offloading reduces the energy consumption and speeds up
the response time of applications in a VEC scenario [7], [8],
[9].
In vehicular networks, Road Side Units (RSUs), referred
to as Base Stations (BSs) throughout this paper, provide
reliable wireless access in their coverage ranges. The edge
computing servers for the mobile vehicles are supposed
to be co-located with the BSs. We study a task offloading
problem from vehicles to the edge computing servers, where
the tasks generator can be the driving systems or the pas-
sengers of the vehicles. We consider a multi-operator het-
erogeneous scenario consisting of several access networks
with different characteristics and several BSs with different
coverage areas. Due to the mobility of the vehicles/users,
the traffic load across the networks is time-varying. In such
a dynamic environment, vehicles prefer to selfishly select
the best network to perform computation offloading. This
might yield intensive traffic load and congestion at the edge
server-side, thereby harming the offloading performance.
This paper proposes an offloading decision framework that
can dynamically select the most suitable network.
Computation offloading in VEC is associated with sev-
eral challenges. Low latency for offloaded tasks is crucial to
ensure an acceptable Quality of Experience (QoE), while it
is difficult to achieve in a VEC scenario. In a computation
2offloading scenario, the latency consists of different compo-
nents including the communication latency, the processing
latency, and the waiting time at the computing buffers.
However, it is known that in MEC, waiting times at the
edge computing servers usually dominate the transmission
times [10]; therefore, we concentrate on the analysis of
waiting time for an offloaded task (which is referred to as
the latency of computation offloading in this paper).
The VEC scenario is characterized by frequent changes
in network availability, mainly due to vehicle mobility.
For a reliable offloading decision, the vehicle should be
aware of both task and network parameters. While task
size and number of operations for processing can be apriori
determined by the vehicle, the waiting time at the edge
server-side, depending on the network load, is unknown.
To address the aforementioned challenge, we propose two
learning-based solutions for making offloading decisions
aiming at selecting the best network in terms of congestion
in order to reduce the processing time for an offloaded task.
In this work, we focus on a non-stationary, or more
specifically, a piece-wise stationary scenario, where the traffic
load of the networks remains constant within some period,
and changes at some unknown time instant called change
points. In such a scenario, detecting change points, which
potentially alter the offloading decisions, is challenging. To
develop efficient decision-making policies, the availability
of a data set, including the previous offloading decisions,
the network’s characteristics, and the traffic’s statistics for
each network, can be quite useful. Machine learning is a key
method for extracting and learning useful information from
data to develop decision-making policies [11]. Among sev-
eral machine learning methods, we focus on multi-armed
bandit theory, where the decision-maker observes some
context, performs an action, and receives some feedback in
forms of cost. The policies used in such an interactive envi-
ronment can be deployed either on-line or off-line manners,
each having its pros and cons [12]. In particular, the on-line
approach is suitable for scenarios where no prior informa-
tion is available to the decision-maker. Such an approach,
however, might require excessive time for convergence to
the optimal decision. To implement the off-policy method,
the existence of the data set is necessary. Such a data set shall
improve the performance by enhancing the decision-making
policy. The procedure, however, can be costly concerning
the computational complexity. Moreover, the improvement
depends on several factors such as the quality of the data,
the performance of the underlying decision-making policy,
the problem setting such as the dynamics of the environ-
ment, and the like. In this paper, we propose an on-line and
and an off-policy algorithm. In both algorithms, the vehicle
takes advantage of the historical offloading records. While
in the on-line algorithm, the vehicle adapts its decisions over
time, in the off-policy approach, the decision is made once
for a given amount of time. Using the proposed solutions,
a vehicle is able to perform an efficient network selection
for computation offloading in presence of unpredictable or
non-stationary traffic load at the edge computing servers.
The main contributions of this paper can be summarized as
follows:
• We model the computation offloading problem in a
VEC environment in a piece-wise stationary scenario,
which is a good approximation of network dynamic-
ity. To the best of our knowledge, no previous work
in the literature has investigated the task offloading
problem in a piece-wise stationary VEC scenario.
• We develop an on-line network selection scheme
based on congestion and traffic patterns in the multi-
access edge computing networks using the multi-
armed bandit (MAB) theory, which is a suitable mathe-
matical framework for problems with no prior infor-
mation and limited feedback. The proposed solution
aims at minimizing the latency for the offloaded
tasks.
• We propose an off-policy network selection approach
by exploiting the historical offloading data set. The
proposed approach first detects the change points
of non-stationary scenario. Then, the best network
selection is made based on the developed off-policy
approach. This approach also aims at minimizing the
the latency for the offloaded tasks.
• We propose a BS selection method based on the
sojourn time of the vehicle in the selected network.
In addition, to minimize the probability of loss in
task offloading procedure due to mobility of the ve-
hicles, we propose a relaying method. The proposed
method considers the task size and application types
as random variables which provides generality to the
solution.
• We perform extensive numerical analysis to demon-
strate that our proposed solutions adapt to the
changes in traffic load in the considered piece-wise
stationary scenario. This leads to a small latency for
the offloaded tasks while guaranteeing a tolerable
loss rate for the completed tasks.
The rest of the paper is organized as follows. In Section 2,
we review the state of the art. In Section 3, we describe the
system model. Section 4 introduces our proposed on-line
and off-policy network selection approaches. In Section 5,
we introduce the BS selection method. In Section 6, we
present the numerical results. Section 7 concludes the paper.
2 RELATED WORKS
Computation offloading in a mobile environment has been
investigated intensively in recent literature. In [7], the au-
thors study the problem of energy conservation on mo-
bile devices by offloading tasks to the infrastructure-based
cloud. Reference [8] proposes a heuristic offloading deci-
sion algorithm that optimizes the offloading decision while
allocating communication and computation resources. A
similar work is [13], where the authors address the joint
optimization of the offloading decisions, the allocation of
computation resources, transmit power, and radio band-
width. The problem of joint optimization of offloading
decision, resource allocation, and content caching strategy
is considered in [9]. In [14], the authors target a joint
optimization of offloading decision making, computation
resource allocation, resource block assignment, and power
distribution in a mixed fog and cloud network. In [15], the
authors propose a partial offloading solution considering
3the sojourn time of the mobile devices in order to minimize
the latency and task loss.
In [16], the authors consider a dynamic environment
with different wireless networks among which the decision
is to select the network reducing the execution cost. Ref-
erence [17] proposes a fog offloading scheme in a mobile
environment. In brief, if the sojourn time of a mobile user
is less than the transmission time, it performs a local com-
putation. In case of offloading, if the computation time is
less than the sojourn time, the base station sends the result
back to the user, otherwise, the task will be migrated to the
cloud for relaying the result to the destination BS of the user.
The objective of the work is to minimize cloud migration by
proposing a generic-based solution. However, no queuing
model is considered in these works and the task waiting
time for processing is ignored.
Furthermore, there exists a rich body of the research
work that studies the task offloading problem in Vehicular
Adhoc Networks (VANETs) and VEC. In [18], the authors
propose a MEC-based computation offloading framework to
minimize the vehicles cost for task offloading while guaran-
teeing processing delay. In [19], to maximize the economical
profit of service providers while maintaining low delays,
the authors develop a game-theoretical approach that jointly
optimizes the task offloading decision and computation re-
source allocation. Reference [20] proposes to utilize vehicles
as the infrastructure for communication and computation.
The authors then analyze both scenarios of moving and
parked cars as infrastructure. In [21], the authors formulate
a dual-side cost minimization, which jointly optimizes the
offloading decision and local CPU frequency on the vehicles’
side and the radio resource allocation on the servers’ side. A
graph-based scheduling scheme for V2V and V2I commu-
nication has also been studied in [22]. Most of the research
works described before neglect the waiting time and the
reception time when developing models and solutions for
network- or BS selection. Moreover, often they ignore the
fact that the selected BS might not be able to process the
offloaded task within the sojourn time of the vehicle.
Recently, learning theory has been applied by several
authors to address the computation offloading problem. In
[23], the authors target the minimization of the delay and
the utilization of physical machines for task offloading in
mobile cloud computing. They propose a two-layer Rein-
forcement Learning (RL) structure, where a deep RLmethod
is used to select the optimal cluster in the first layer. In the
second layer, a Q-learning approach is used to select the
optimal physical machine in the selected cluster. However,
the offloading is to the cloud and there is no mobility
considered in the scenario. Similarly, in [24], the authors aim
at minimizing the latency for task assignment to the servers
and propose an RL method. However, this work lacks a
detailed formulation of the delay model and considers a
simplified scenario.
Reference [25] utilizes the multi-arm bandit (MAB) the-
ory to minimize delay in computation offloading. The pro-
posed MAB solution is for a Vehicle-to-Vehicle (V2V) sce-
nario and assumes that all offloaded tasks are received from
the same vehicle when offloaded; however, due to the (fast)
mobility, the vehicles cannot receive the result while they are
within the sojourn time of the processing vehicle. Moreover,
the system model does not include any queuing model,
although every processing vehicle might receive multiple
tasks. Besides, the environment is stationary, which is not
realistic in a fast-varying vehicular environment. A similar
work is [26], where the authors consider network load as a
parameter in the Upper Confidence Bound (UCB) function
such that offloading to new nodes is favorable when the
network load is low. By this, when the network load level
is low, the exploration is emphasized. The exploitation has
a higher weight in heavy load scenarios. References [27],
[28], and [29] apply piece-wise stationary bandit models,
respectively, for server selection, small cell planning, and
channel selection for power line communication. The prob-
lems under investigation, are, however, not related to the
one considered in this paper.
To summarize, a large body of the existing literature
on computation offloading in vehicular networking scenar-
ios ignore the non-stationarity of vehicular scenarios (e.g.
dynamicity of the traffic load at the edge servers due to
mobility of the vehicles) while still considering a distributed
solution approach. In this work, we particularly address this
issue.
3 SYSTEM MODEL AND ASSUMPTIONS
In this section, we first describe the network model and
the offloading environment. Afterwards, we will explain the
task computation, communication, and queuing models.
3.1 VEC Model
We consider a two-layer architecture for VEC, where there
are several Edge Units (EUs) belonging to the set of EUs U ,
in the first layer and ui is the EU of interest. All the EUs have
certain computational and storage capabilities. The second
layer includes M wireless networks, each having certain
number of BSs [16]. ℑm = {N1, . . . , NM} shows the set
of all networks, where Nm represents the m-th network.
Moreover, ℑmj = {Nm1 , . . . , NmJ}, shows the set of all
BSs of the m-th network type, where Nmj identifies the
jth BS of the mth network. Every EU can communicate
with a BS by means of cellular-based communication. Each
BS is equipped with a number of computational servers
and therefore can process different tasks. In general, the
BSs have higher computational capabilities compared to
the EUs. They can aggregate the EUs’ traffic requests and
process the offloaded tasks. The BSs of each network type are
homogeneous, meaning that they have the same computa-
tional capability, edge server traffic model, and coverage. In
contrast, the BS characteristics for different network types
vary from one network to another. Note that in a certain
coverage area, BSs of different network types (e.g. owned
by the same network operator) and also BSs of the same
type (e.g. owned by different network operators) exist.
We consider an urban scenario as shown in Fig. 1, where
the vehicles act as EUs. Each vehicle i moves with some
velocity vi. The vehicles move either from left to right
or in the opposite direction, depending on their location.
The speed and the direction of each vehicle remain fixed
through time [18], [30]. A task loss occurs if an offloading
vehicle cannot receive the result of the offloaded task due
4to its mobility, i.e. due to the short sojourn time. In a
heterogeneous wireless access network, the BSs of different
networks overlap while covering the entire area. In addition
to different coverage and computational capacities, hetero-
geneous networks can also face different traffic demands
due to the offloaded tasks and therefore different levels of
congestion at the edge servers. We also assume a full task
offloading scenario.
Based on the discussion above, the offloading decision
in dynamic vehicular environments is twofold. First, an EU
selects the optimal network to offload its task, based on the
level of congestion. Afterwards, it selects a BS in the selected
network type having a high probability on the reception of
the result of the offloaded task. The goal is to address latency
minimization problem by a suitable selection of the network and
BS for computation offloading.
Fig. 1. Computation offloading in a vehicular edge computing scenario.
3.2 Task Computation and Communication Model
The computation time for the lth task generated by the EU
is defined as:
T lcom(t) =

O·ρ
up
l
ηi
local computation
O·ρ
up
l
ηmj
otherwise,
(1)
where O represents the number of operations required for
computing one byte, ρ
up
l is the task size of the lth task
generated by the EU in byte, and η∗ is the Floating-point
Operation Per Second (FLOPS) depending on the CPU of the
device, which could be either a local processor or a processor
at the mjth BS.
The transmission time of the lth task from the EU to the
mjth BS is given by
T ltrans,mj (t) =
ρ
up
l
r
up
mj (t)
, (2)
where r
up
mj (t) is the up-link data rate of the link between
the EU and the mjth BS at time instant t. The result of the
processed task should be sent back from the mjth BS to the
EU, leading to a reception time as
T lrec,mj (t) =
ρdll
rdlmj (t)
, (3)
where rdlmj (t) is the down-link data rate and ρ
dl
l is the size
of the result of processing.
We assume that there is no inter-cell interference in the
up-link transmissions (e.g. due to orthogonal channel sets
used by different BSs), whereas the EUs may experience
intra-cell interference. We make the following assumption.
Assumption 1. The EU ui inside a cellular network experi-
ences independent and identically distributed interference signals
caused by other EUs. However, inter-cell interference can be
neglected due to inter-cell coordination.
Focusing on a specific time instant when EU i is inside
the mjth cell, we define I
i,ι = 1, where i, ι ∈ U , i 6= ι, if the
ith EU and ιth EU cause interference to each other. Thus the
interference received by the ith EU yields
Iimj =
∑
ι
Ii,ιβι,mj (t)P
ι
trans, (4)
where βι,mj(t) is the path-loss attenuation factor. It is a func-
tion of the distance between the BS and the vehicle, shown
as di,mj (t). Moreover, P
ι
trans is the transmission power of the
interferer. The distance between the ith EU and themjth BS
is given by
di,mj (t) =
√
h2mj + |ymj − yi(t)|
2 + |xmj − xi(t)|
2, (5)
where {xi(t), yi(t)} and {xmj , ymj} are the positions of the
ith EU at time t and the mjth BS, respectively. Moreover,
hmj is the height of the mjth BS.
If Bm represents the bandwidth of a channel, the trans-
mission rate in the up-link from the ith EU to the mjth BS
at time instant t can be given as
rupmj (t) = Bm log2
(
1 +
βi,mj (t)P
i
trans
Iimj + ζ
)
, (6)
where P itrans is the transmission power of the ith EU, ζ is the
noise power defined as ζ = N0Bm, where N0 is the noise
power spectral density. When sending the processed tasks
back to the vehicles, the transmission rate in the down-link,
i.e. from the mjth BS to the ith EU, is calculated similarly
using the BS transmission power except that there will be
no interference due to the orthogonal channels used by
different BSs. We assume that the channel is quasi-static
during the transmission- and reception periods.
3.3 Traffic Model at Edge Computing Servers
We consider a Poisson-Exponential (PE) queuing model [31],
as described in the following. Servers have a buffer large
enough to queue all tasks. The arrival of tasks to the BSs that
belong to the mth network follows a Poisson distribution
Pois(λm). Moreover, the service time for each task follows
5an exponential distribution Exp(µm). Let ϑt(λm, µm) de-
note the amount of tasks in the queue of the mth net-
work. T lwm(ϑt)
1 shows the total waiting time of the lth
task offloaded to m-th network. The BSs belonging to the
same network type are assumed to be statistically identical,
meaning that they have the same task-arrival and departure
parameters.
Computational offloading involves two phases: (i) Net-
work selection based on congestion characteristics; and (ii)
BS selection in the selected network based on the sojourn
time. In the following, we describe our proposed network
and BS selection procedures.
4 NETWORK SELECTION
Since we assume that the BSs of each network have the same
statistical parameters, they suffer the same congestion level
on average, and therefore, the first step of the offloading
decision boils down to network selection. In this section,
we formulate the network selection problem with the aim
of minimizing the task latency (which is dominated by the
waiting time at the edge servers). We then propose two
learning approaches. In the first approach, an on-line UCB
algorithm is developed, while in the second approach, an
off-policy method is developed to select the best network
by incorporating a change point detection mechanism. For
a better clarity, in the following, we list the key notations of
this section in Table 1.
4.1 Problem Formulation for Network Selection
Let Qmt be an indicator function that returns 1 if EU offloads
to the mth network. During T offloading rounds, the EU’s
objective is to offload a task l to a network such that its
expected latency is minimized. Therefore, the problem can
be stated as follows:
P1 : minimize
m∈ℑm
{
T∑
t=1
T lwm(ϑt)
}
(7)
subject to
C1 :
∑
m∈ℑm
Qmt = 1 (8)
Constraint (8) guarantees that each EU offloads to only one
network.
The latency for an offloaded task depends on the load
of the selected network. In case of the availability of
network load information, the EU selects the network as
argminm{T
l
wm(ϑt)}. However, the EU is not aware of the
offloading decisions of other EUs and therefore the BSs’
queue status. Therefore, in the following, we develop a
learning-based solution for network selection for computa-
tion offloading in a VEC environment.
1. More specifically, a task is offloaded to a BS, mj , in the network
m; however, for the sake of simplicity of the notation we omit the BS
index.
TABLE 1
Nomenclature (in the order of appearance)
Notation Description
Qmt Indicator function for offloading to network m
T lwm Latency for task l in network m
cmt Instantaneous cost function
λm Mean arrival rate of the tasks in network m
µm Mean service time of the tasks in network m
τ UCB window length
Cmt (τ) Number of selection of network m in τ
Ct Number of offloaded tasks by round t
cˆmt (τ) SW-UCB cost index
c¯mt (τ) Average accumulated cost
ξ A constant weight on SW-UCB index
β Upper bound on exploration factor on SW-UCB index
L∗(t,m) Expected cost of offloading to the optimal network
L(t,m) Expected cost of offloading to the selected network
ROn
T
Cumulative regret of on-line approach
B Set of change points
bυ υ-th change point
Z Set of intervals
zψ ψ-th interval
ω Length of an interval
νψ Vector context for each interval in the logs
χ Context distribution
Dψ Cost distribution in each interval
c˜(t) Expected cost of selected action at a time
Hψ Logs in ψ-th interval
µb Inter-arrival of change points
δ Error range in the inter-arrival of change points
t¯(bυ) Mean occurrence time of a change point
H0 Null hypothesis
H1 Alternative hypothesis
ς Change point moment
λ(X) Likelihood ratio of the samples
L(D|Xi) Likelihood function
µˆ Mean of samples in H0
µˆ0 Mean of samples before change point in H1
µˆ1 Mean of samples after change point in H1
σ2 MLE for variance
α Significance level
D Historical data in all intervals
pi
ψ
0
Logging policy in ψ-th interval
pi
ψ
w Target policy in ψ-th interval
V ∗(piψw) Optimal value of the target policy in interval ψ
VˆIPS(pi
ψ
w) Estimated value of the target policy with IPS estimator
ROff
T
Cumulative regret of off-policy approach
4.2 On-line Learning Solution for Network Selection
The latency for a task depends on several parameters related
to the EU and the BSs. An EU knows the task parameters
such as the size and the required number of process opera-
tions. However, the traffic load in each network is unknown
to the EU as it depends on the vehicles’ arrivals and de-
partures and the offloading demands in the corresponding
coverage area. To this aim, in our latency minimization
problem, we focus on task waiting time that depends on
traffic load in each network. We utilize the single-player
MAB model, which is suitable to solve the problems with
limited information such as P1.
In a bandit model, an agent gambles on a machine with
a finite set of arms. Upon pulling an arm, the agent receives
some instantaneous reward from the reward generating pro-
cess of the arm, which is not known a priori. Since the agent
does not have sufficient knowledge, at each trial it might
6pull some inferior arm in terms of reward which results in
some instantaneous regret. By pulling arms sequentially at
different rounds of the game, the agent aims at satisfying
some optimality conditions [28]. Since our objective is to
minimize the waiting time, we opt to use the notion of cost
instead of reward. Therefore, the goal is to minimize the
cost. In brief, in our model:
• The EU and the networks represent the agent and the
arms, respectively.
• The instantaneous loss of pulling arm is the dif-
ference between the expected waiting time and the
latency corresponding to the optimal arm.
At every round, the player selects an arm (i.e., a network),
for offloading a task, observes its loss, and updates the
estimation of its loss distribution. Each time a network
is selected, the player observes the waiting time that is
used for cost calculation. The objective is to minimize this
loss brought by wrong network selection over time. We
define the instantaneous cost function for choosing action
m (network selection) at round t as
cmt =
{
T lwm(ϑt)
}
· 1{Qmt =1} (9)
The offloading latency depends largely on the task queuing
time; however, due to the dynamicity of a vehicular network
such as vehicles’ density, often no information is available
about this variable. Moreover, the statistical characteristics
of vehicles’ arrival and density, as well as offloaded tasks
generation distribution, change over time. Hence we make
the following assumption:
Assumption 2. For all BSs in network m, λm and µm do not
remain constant; rather, they remain fixed over specific periods of
time and change from one period to another.
Due to the aforementioned assumption, the queue status
of the BSs is piece-wise stationary, where the length of
the period and the distribution are unknown. As has been
mentioned before, the BSs that belong to the same network
type have the same statistical distribution parameters in
terms of arrival and departure of the tasks in each interval,2
while they change after the change point.
Network selection for task offloading with MAB is a
sequential optimization problem. The previously offloaded
tasks provide latency/cost information. However, this in-
formation may not be accurate due to insufficient sampling
of each arm. Hence, an exploration-exploitation trade-off
shall be addressed. One of the most seminal policies to
address the exploration-exploitation trade-off is Upper the
Confidence Bound (UCB) algorithm [32]. In the UCB algo-
rithm, at every round of the game, an index is calculated for
each arm corresponding to the average reward of pulling
the arm in all previous rounds (the exploitation factor) and
the tendency in pulling the arm for another round (the
exploration factor). The UCB policy considers the entire
reward history to calculate the arms’ indexes; however, in
a piece-wise stationary setting, the old observations are less
important [33]. Hence, to calculate the arms’ indexes, it
2. Interval refers to the period between two consecutive change
points.
would be beneficial to disregard the obsolete observations
and consider only the last τ observations. In our vehicular
scenario, we exploit Sliding-Window UCB (SW-UCB) [34]
algorithm that uses the last τ observations for learning, as
described in the following.
The number of times the mth arm has been selected
during a window with length τ up to round t is given by
Cmt (τ) =
t∑
s=t−τ+1
1{Qms =1}
. (10)
Let us define the total number of offloaded tasks by the EU,
Ct, by round t to all the networks as
Ct =
∑
m∈ℑm
t∑
s=1
1{Qms =1}
. (11)
Inspired by the SW-UCB, we define the cost index of pulling
arm m at round t as
cˆmt (τ) = c¯
m
t (τ)− β
√
ξ log(min{Ct, τ})
Cmt (τ)
. (12)
At every decision-making round, the agent pulls the arm
with the minimum cˆmt (τ). In (12), the first term on the right
side corresponds to the exploitation factor, since c¯mt (τ) is
the average accumulated cost up to round t with window
length τ . Formally,
c¯mt (τ) =
1
Cmt (τ)
t∑
s=t−τ+1
cms . (13)
The second term on the right side of (12) is the exploration
factor, where ξ is a constant weight and β is an upper bound
on exploration factor.
Let L∗(t,m) = minm E [c
m
t ] represent the expected cost
of offloading to the optimal network, while L(t,m) =
E [cˆmt (τ)] denotes the expected cost of offloading to themth
network selected by the proposed MAB method. We define
the cumulative regret during T rounds as
ROnT =
T∑
t=1
L(t,m)−
T∑
t=1
L∗(t,m), (14)
which is the expected loss of the algorithm compared with
the optimal network selection.
4.3 Off-Policy Learning Solution for Network Selection
In this section, we address the problem of network selection
by proposing an off-policy learning method in a bandit set-
ting. In off-policy learning, the goal is to estimate the value
of a target policy exploiting a historical (or logging) policy.
Off-policy learning can be seen as a parameterized policy
such as weights in a neural network. In this setting, each
request from the EU provides a context, based on which
the system selects an action and incurs some cost. Such
contextual-bandit data can be logged in large quantities and
used for future purposes as training data [35]. Different from
the on-line learning setting, off-policy learning is statistically
more challenging since the collected logs are generated by
a logging policy that differs from the current policy to be
developed [36].
7A large body of literature considers a stationary envi-
ronment for off-policy evaluation; in this work, however,
we consider a non-stationary environment. That is, in some
time intervals both cost distribution and context remain
stationary, though the distribution might change at some
unknown time. Therefore, in this context, the problem of
learning becomes two-fold: (i) estimating the occurrence
time of the change points, and (ii) developing a target
policy for each stationary interval based on the post-change
distribution.
4.3.1 Change Point Detection
In an on-line setting, it is vital to detect a change as fast
as possible while minimizing the rate of false alarms. In
an off-line scenario, the goal is to identify the patterns
or distribution of the change point occurrence based on
the observed logs. For the formulated VEC problem, we
propose a mixed off-line and on-line strategy for change
point detection.
Let B = {b1, . . . , bυ, . . . , bΥ} be the set of change points,
and Z = {z1, . . . , zψ, . . . , zΨ} the set of intervals, where
Ψ = Υ+ 1. Each interval zψ has an unknown duration of ω
rounds.
The input data consists of a finite streams of tuple〈
νψ , c˜(t)
〉
where νψ is a context vector, νψ = [λψm, µ
ψ
m]
M
m=1,
and λψm and µ
ψ
m are the mth network task generation and
service rate distribution parameters in the interval ψ. The
context νψ is a feature vector drawn according to some
unknown distribution χ during each interval. If we as-
sume that cmt in (9) can be characterized by an interval-
dependent distribution3 conditioned on νψ andm, denoted
by Dψ(cmt |ν
ψ,m), we can define c˜(t) = E [cmt ] as the
expected cost of the selected action at every time instant.
Since an action implies the selection of a certain network, in
the expectation we remove the dependency on the selected
network.
Let Hψ := (νψ, c˜(0), . . . , c˜(ω)), ∀ω ∈ zψ denote the
logs or the history on the interval ψ for all ω rounds. We con-
sider that the change points have an unknown distribution
with expected inter-arrival of µb. We make the following
assumption.
Assumption 3. Given Hψ for all intervals, the observations of
the logs reveal µb by an error range of δ
4.
We use the Likelihood Ratio Test (LRT) as an on-line pro-
cedure to detect the moment of the change by a sequential
change point testing. Based on Assumption 3, the logs in
the off-policy procedure allow us to obtain the range of the
change point occurrence and to narrow down the period in
which the LRT is performed. Fig. 2 depicts an example of
the cost distribution of one network, which changes after
each change point b2 and b3. The range of the change
point occurrence where the LRT test is applied can also
be seen in Fig. 2. The horizontal lines on c represent the
expected cost of the network in the interval. The expected
occurrence time of the υ-th change points can be written as
3. It should be noted that, in a non-stationary environment, both cost
and context distribution change after each change points.
4. This assumption is realistic due to the recent advances in big data
analysis that allows extracting and analyzing geometric and statistical
patterns of massive size data sets [37].
Fig. 2. Change point occurrence in a time series.
t¯(bυ) = υ · µb. Therefore, the occurrence range of the υ-th
change point yields [t¯(bυ) − δ t¯(bυ) + δ]. Exploiting the
logs, there exists a point t¯(bυ) − δ ∈ N in the ψ-th interval
such that D1 = D2 = · · · = Dt¯(bυ)−δ, where Dω is the cost
distribution of the ω-th round belonging the the interval
zψ . However, at some point in the future in the range of
2δ, the change point occurs and the LRT will be performed
sequentially in such interval as also depicted in Fig. 2. We
are interested to test the null hypothesis defined as
H0 : D1 = · · · = Dς−1 = Dς = . . . , (15)
against the alternative hypothesis defined as
H1 : ∃ς ∈ N : D1 = · · · = Dς−1 6= Dς = Dς+1 = . . . , (16)
by focusing on the occurrence of one change point in the
alternative hypothesis, where ς is the change point. By
assuming a truncated normal distribution in the range of
change point occurrence [38], the likelihood ratio of the two
hypotheses up to time t′ ∈ [t¯(bυ) − δ t¯(bυ) + δ], where
t′ ≥ ς , for testing H0 : D ∈D0 against H1 : D ∈ D yields
Λ(X) =
sup
D∈D0
L(D|Xi)
sup
D∈D
L(D|Xi)
=
sup
µˆ
t′∏
i=1
f(µˆ, σ2|Xi)
sup
µˆ0,µˆ1
ς∏
i=1
f(µˆ0, σ
2|Xi) ·
t′∏
i=ς+1
f(µˆ1, σ
2|Xi)
(17)
where f(.|Xi) is the truncated normal probability density
function, µˆ =
∑t′
i=1 xi
t′ , µˆ0 =
∑ς
i=1 xi
ς , µˆ1 =
∑t′
i=ς+1 xi
(t′−ς) , D
is the parameter space, and D0 is a specified subset of it.
Moreover, Xi are the samples taken from the logs.
Remark 1. We apply the LRT to the samples taken from the
mostly-selected network; however, in general, the test shall be
performed for the samples of each of the networks.
From ∂ lnL(µˆ0,µˆ1|Xi)∂σ2 = 0, we obtain
σ2 =
ς∑
i=1
(xi − µˆ0)
2 +
t′∑
i=ς+1
(xi − µˆ1)
2
t′
, (18)
8where the most likely time of the change point of the
variance5 is ς = argmin5≤ς≤t′−5{σ(µˆ0, µˆ1)}. Through some
algebraic steps, (17) can be rewritten as
Λ(X) =

ς∑
i=1
(xi − µˆ0)
2 +
t′∑
i=ς+1
(xi − µˆ1)
2
t′∑
i=1
(xi − µˆ)
2

t′/2
. (19)
The LRT for testing H0 against H1 has the critical region of
the form {x : Λ(x) ≤ k}, where k is a real number in range
[0, 1]. The test will be at significance level α if k satisfies
sup{P (Λ(x) ≤ k;D ∈D0)} = α.
That is, low values of LRT imply that the observed result
is less likely to occur under H0 than H1; therefore, the null
hypothesis shall be rejected.
4.3.2 Off-Policy Learning
The historical data D := (Hψ, πψ0 )
Ψ
ψ=1 is given by executing
the logging policy πψ0 on interval ψ. Our goal is to develop
a target policy πψw for each interval exploiting the historical
data D. Both logging and target policies map the context to
the network with the highest probability distribution. Given
n independent and identically-distributed samples, we wish
to compute the value of the policy πψw on interval ψ as
V ∗(πψw) = E
[
ω∑
t=0
cmt
∣∣∣∣∣πψw, Dψ, νψ
]
= Eπψw
[
cmt
]
= Eνψ∼χEm∼πψw(·|ν)Ec∼Dψ(·|m,ν)
[
cmt
]
. (20)
To estimate the value of policy πψw on interval ψ with any
estimator we have the following
Vˆ (πψw |D) := Vˆ (π
ψ
w |H
ψ, πψ0 ). (21)
A widely-used off-policy estimator is Inverse Propensity
Score (IPS) [40], [41] that is used in this paper to evaluate
the value of a policy. In a general sense, given logging policy
π0, target policy πw , the logged data, and their distributions,
the value of the target policy πw based on IPS estimator is
VˆIPS(πw) =
1
T
T∑
t=1
∑
m
πw(m|νt)
1{mt=m}
π0(mt|νt)
c˜(t)
=
1
T
T∑
t=1
πw(mt|νt)
π0(mt|νt)
c˜(t),
where ct, as defined earlier, is the expected cost of the
selected network.
Definition 1. The logging policy π0 is said to have full
support for πw when π0(m|ν) > 0 ∀ν,m for which
πw(m|ν) > 0.
In a stationary setting, to ensure that VˆIPS(πw) is an
unbiased estimate of V ∗(πw), π0 should have full support
for πw , i.e. assigning non-zero probabilities to every action
5. To avoid misbehavior of the likelihood function, ς shall be at least
5 observations apart from the first and the last values in the series [39].
in every context [42]. According to (21), we can write
VˆIPS(π
ψ
w|D) = VˆIPS(π
ψ
w |H
ψ, πψ0 ). We define
VˆIPS(π
ψ
w|H
ψ, πψ0 ) =
ω∑
t=1
πψw(mt|νt)
πψ0 (mt|νt)
c˜(t). (22)
Therefore, the optimal policy of the IPS estimator in each
interval can be written as
argmin
πψw
VˆIPS(π
ψ
w|H
ψ, πψ0 ). (23)
To estimate the value of the policy πw over all intervals in
our non-stationary environment, we define VˆIPS(πw) as
VˆIPS(πw) =
1
Ψ
Ψ∑
ψ=1
VˆIPS(π
ψ
w), (24)
which is the average of the IPS estimator from each interval.
Moreover, we define the regret of the off-policy approach as
ROffT =
Ψ∑
ψ=1
VˆIPS(π
ψ
w)−
Ψ∑
ψ=1
V ∗(πψw), (25)
which is the expected loss of the algorithm compared with
the optimal network selection. The two-step off-policy ap-
proach is presented in Algorithm 1.
Algorithm 1 The Off-Policy Approach
1: Input: D
2: Output: piψw ∀zψ ∈ Z
3: υ = 0, ψ = 1
4: for t=1: T do
5: Calculate:
6: the estimated change point moment (ς),
7: mean before the estimated change point (µˆ0),
8: mean after the estimated change point (µˆ1),
9: and mean of null hypothesis (µˆ)
10: Estimate the LRT using (19)
11: if Λ(X) < k then
12: Extract Hψ , piψ
0
from D
13: Estimate piψw using (23)
14: υ = υ + 1, ψ = ψ + 1
15: end if
16: end for
5 BS SELECTION AND TASK LOSS MINIMIZATION
5.1 BS Selection
Once the least congested network type is identified, one of
the BSs in the network should be selected for offloading.
However, as mentioned before, the BSs of the same network
type have on average the same waiting time. Moreover,
small waiting time is not the sufficient condition for a BS
to be the best among the available ones, mainly due to
the effect of some other factors such as the sojourn time.
To guarantee a successful offloading, i.e. the reception of
results by the vehicle, we consider the sojourn distance in
the coverage of the BS as a parameter when selecting a BS
inside the previously-identified least congested network.
As shown in Fig. 3, in a task offloading procedure in our
framework, there can be eight offloading cases depending
on the locations of the devices. Considering all offloading
9Fig. 3. Offloading cases considering the locations of devices.
cases for the ith EU, the sojourn/remaining distance6 before
going out of the coverage of the jth BS at time instant t is
equal to [43]
∆i,mj (t) =
{
|xmj − xi(t)|+ x
′ cases 1,2,5,6 in Fig. 3
x′ − |xmj − xi(t)| cases 3,4,7,8 in Fig. 3
(26)
where
x′ =
√
R2m − h
2
mj − |ymj − yi(t)|
2 (27)
is a distance inside the BS coverage as depicted in Fig. 1. As
a first step for the BS selection procedure, the EU identifies
the BSs in the selected network, as long as it is within their
coverage area, as potential candidates for offloading. Hence,
we define the set of candidates, ℑF ⊂ ℑ
m
j , in the selected
network m that are available for the EU for computation
offloading at time instant t as
ℑF (t) =
{
Nmj |di,mj (t) < Rm,Q
m
t = 1
}
, (28)
where di,mj (t)is the Euclidean distance between the EU and
the jth BS of the mth network as defined in (5). Moreover,
Rm is the coverage area of every BS in network type m.
Considering the sojourn distance for the BS selection phase,
the best BS is selected as
argmax
Nmj∈ℑF (t)
{
∆i,mj (t)
}
. (29)
Remark 2. In case the number of EUs accessing each BS
is restricted to some value N¯ ; That is, there is a constraint
C2 : |ℑimj (t)| ≤ N¯ , where ℑ
i
mj (t) = {ui|B
i
mj = 1} and
Bimj is an indicator function which returns 1 if EU i offloads to
BS mj . Let ̺ be an indicator function that returns 1 if C2 holds
and zero otherwise. In this case, the BS is selected as
argmax
Nmj∈ℑF (t)
{
∆i,mj (t)
}
· 1{̺=1}. (30)
5.2 Task Loss Minimization
In VEC, the probability of task loss (or task outage) corre-
sponds to the probability that the EU does not receive an
offloaded task in due time, which occurs as a result of the
6. The sojourn distance can be calculated by the EU at any time, since
it only requires the knowledge about the locations of the BSs which are
fixed.
EU mobility. We aim at minimizing the probability of task
loss. First, we note that the time that the ith EU remains in
the coverage area of the jth BS (i.e., sojourn time) yields
T˜i,mj (t) =
∆i,mj (t)
vi
. (31)
Moreover, the overall offloading time is given by
T loff,mj (t) =
ρ
up
l
r
up
mj (t)
+
O · ρ
up
l
ηmj
+ T lwm(t) +
ρdll
rdlmj (t)
. (32)
For the lth task generated at time instant t, the task loss can
be formalized as
Ωlmj (t) =
{
1 if T˜i,mj (t) < T
l
off,mj
(t)
0 if T˜i,mj (t) ≥ T
l
off,mj
(t)
. (33)
In words, an task loss occurs if the total offloading latency
is larger than the EU sojourn time within the coverage
area of the serving BS. Thus, the EU solves the following
optimization problem:
P2 : minimize
T∑
t=1
Ωlmj (t). (34)
Even for the best BS w.r.t. the sojourn distance, the overall
offloading latency might be more than the sojourn time. To
address this challenge, we develop a relaying mechanism.
Let the original BS refer to the BS selected for task
offloading. The neighboring BS is a BS towards which (i.e.
its coverage area) the vehicle moves. A relaying mechanism
allows a vehicle to collect the task result from the neigh-
boring BS, if receiving the result from the original BS is
not possible. That is, if the BSs can communicate with each
other, the task is relayed through the backhaul network [18].
Then the relayed offloading time yields
Tˆ loff,mj(t) =
ρ
up
l
r
up
mj (t)
+
O · ρ
up
l
ηmj
+T lwm(t)+T
l
trans,Op+
ρdll
rdlmk(t)
,
(35)
where T ltrans,Op is the transmission time for relaying through
backhaul, and ωlrdlmk (t)
the reception time from the destination
BS. We then redefine the outage as
Ωˆlmj (t) =

1 if T˜i,mj(t) <
ρ
up
l
r
up
mj
(t)
0 if T˜i,mj(t) ≥
ρ
up
l
r
up
mj
(t)
. (36)
This implies that when employing a relaying mechanism,
a task outage occurs only if the transmission time to the
original BS is not sufficient.
6 SIMULATION RESULTS
6.1 Simulation Parameters
To evaluate the proposed offloading schemes, we perform
numerical analysis. Table 2 summarizes the simulation pa-
rameters. We consider an area of 1000 × 50 meters. The
vehicle has a random location in the area. There are three
networks (e.g. Macro, Micro, and Pico cellular networks)
available in the area. The Macro and Micro BSs are placed
in the upper and lower side of the road and the Pico BSs
in the upper, lower and middle of the road all following
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uniform distribution. By this placement of BSs, at least one
network is available to serve the vehicle at all time. There
are 25000 simulation rounds out of which we consider only
the rounds in which all the three network types are available
to guarantee a fair comparison.
Table 3 presents the traffic of each network in different
intervals. A vehicle generates a task sequentially. We con-
sider two applications: (i) A processing application generat-
ing tasks that requires a higher number of processing oper-
ations (e.g. image processing); (ii) A collecting application
that requires a lower number of processing operations, (e.g.
sensor data analysis). In Table 4, we summarize the numer-
ical values, expressed in terms of Floating Point Operations
(FLOP) per task data size.
Concerning the off-policy learning, we use the proposed
on-line solution as the logging policy (π0) to develop the
target policy (πw). That is, the SW-UCB is the policy based
on which the logs are obtained. To do this, we first perform
the simulation with SW-UCB policy to log the network
selection results as the data set of π0. As discussed in
Section 4.3.2, given the logged data, the target policy πw for
each interval is the solution of the following optimization
problem:
P3 : argmin
πw
{
πw(m|ν) · 1{m=1} ·
ω∑
t=1
1{mt=1}
π0(mt|νt)
· c˜t
+ πw(m|ν) · 1{m=2} ·
ω∑
t=1
1{mt=2}
π0(mt|νt)
· c˜t
+ πw(m|ν) · 1{m=3} ·
ω∑
t=1
1{mt=3}
π0(mt|νt)
· c˜t
}
(37)
subject to
C2 : πw(m|ν) · 1{m=1} + πw(m|ν) · 1{m=2}
+ πw(m|ν) · 1{m=3} = 1 (38)
C3 : πw(m|ν) > 0 ∀m. (39)
Constraint (38) guarantees that the sum of the probabilities
equals to one. Constraint (39) assigns non-zero probability
of selection to each network according to Definition 1.
The optimization problem P3 can be simply solved using
standard solvers such as CPLEX with the execution time
being less than 0.1 second on a modest hardware. Moreover,
after detecting a change point, the optimization problem is
solved only once at the beginning of the triggered interval,
so that its effect on the overall latency is negligible.
Remark 3. The performance of the πw depends on several
parameters such as number of arms (networks) and the quality
of π0. Indeed, large number of arms or weak performance of π0
increases error probability in πw .
6.2 Impact of UCB Parameters on the On-line Approach
We first investigate the impact of parameters on the per-
formance of SW-UCB. Fig. 4 shows the impact of window
length on both number of sub-optimal network selection
and the average regret. Sub-optimal network selection is
mainly affected by the window length.With a small window
length the change point is detected faster, whereas a large
TABLE 2
Simulation Parameters
Parameter Value
Dimension 1000× 50
Height of Ma-BS 20m [44]
Height of Mi-BS 6m [44]
Height of Pi-BS 3m [44]
Path-loss attenuation factor (βi,mj ) 140.7+36.7 log10(
di,mj
1000
) [45]
Bandwidth (Bm) 10 megahertz [25]
Noise power density (ζ) 10−13Bm [25]
Ma-BS coverage range 500m [44]
Mi-BS coverage range 200m [44]
Pi-BS coverage range 100m [44]
EU computational power (ηi) 15 gigahertz
Ma computational power 4 ∗ ηi
Mi computational power 3 ∗ ηi
Pi computational power 2 ∗ ηi
Significance level (α) 0.05
EU velocity (vi) 10-20 meters/second
Error range in LRT (δ) 500 rounds
Inter-arrival of change points (µb) 5000 rounds
TABLE 3
MAB Setting
Macro Network Micro Network Pico Network
Intervals
t=1∼ 5000
t=5000∼ 10000
t=10000∼ 15000
t=15000∼ 20000
t=20000∼ 25000
t=1∼ 5000
t=5000∼ 10000
t=10000∼ 15000
t=15000∼ 20000
t=20000∼ 25000
t=1∼ 5000
t=5000∼ 10000
t=10000∼ 15000
t=15000∼ 20000
t=20000∼ 25000
Traffic model
parameters
λ=7 , µ=0.4
λ=3 , µ=0.3
λ=10 , µ=0.5
λ=3 , µ=0.3
λ=7 , µ=0.4
λ=3 , µ=0.3
λ=10 , µ=0.5
λ=7 , µ=0.4
λ=10 , µ=0.5
λ=10 , µ=0.5
λ=10 , µ=0.5
λ=7 , µ=0.4
λ=3 , µ=0.3
λ=7 , µ=0.4
λ=3 , µ=0.3
Expected cost
cmt = 2.8
cmt = 0.9
cmt = 5
cmt = 0.9
cmt = 2.8
cmt = 0.9
cmt = 5
cmt = 2.8
cmt = 5
cmt = 5
cmt = 5
cmt = 2.8
cmt = 0.9
cmt = 2.8
cmt = 0.9
window size might result in detection delay. Nonetheless,
if the window is too small, there might not exist sufficient
historical data for optimal decision-making during the inter-
val between two change points. Based on the experiments,
we select the window length as τ = 100 for rest of the
simulation as it results in the best network selection, thereby
the lowest average regret.
We also study the impact of β, i.e. the coefficient of the
exploration factor in the UCB index, on the average regret.
Fig. 5 depicts the results. We select β = 0.8 for the rest of the
simulation due to its superior performance. Furthermore,
the effect of ξ on the average regret is shown in Fig. 6. From
the figure, the value of ξ = 0.2 has the best performance.
6.3 Comparison With Other Approaches
We compare the performance of SW-UCB and Off-policy
solutions with the following benchmarks:
TABLE 4
Task Parameters
Task Parameter Value
Task size (ρ
up
l
) [1 5] MB
Offloaded to downloaded portion 5
Processing application operations 10 G FLOP per MB
Collecting application operations 1 G FLOP per MB
11
0 1000 2000 3000 4000 5000 6000 7000 8000
Rounds
0
0.05
0.1
0.15
0.2
0.25
0.3
Av
e 
R
eg
re
t [s
]
=10
=50
=100
=200
=300
(a) Impact of τ on average regret.
=10 =50 =100 =200 =300
0
200
400
600
800
1000
1200
1400
1600
1800
N
um
be
r o
f W
ro
ng
 N
et
wo
rk
 S
el
ec
tio
n
(b) Impact of τ on sub-optimal network selection.
Fig. 4. Impact of the window length τ .
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Fig. 5. Impact of β on average regret.
• D-UCB: Discounted-UCB, where historical costs are
discounted with a discount factor γ = 0.9 thereby
giving more weights to recent observations [46];
• UCB: The seminal upper-confidence bound pol-
icy [47];
• ǫ-greedy: At each round t, it selects a random arm
with probability ǫ = 1/t and the best arm so far with
probability 1-ǫ.
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Fig. 6. Impact of ξ on average regret.
Fig. 7. Average regret.
• Random: At each round, it selects an arm uniformly
at random.
Fig. 7 illustrates the performance of different approaches
in terms of average regret. The proposed SW-UCB approach
shows the best performance compared to other benchmarks.
The D-UCB approach also performs well. ǫ-greedy and UCB
exhibit similar performance which is inferior in comparison
with other methods. Random selection leads to a severe
sub-optimal network selection. Off-policy approach has the
lowest regret due to change point detection mechanism and
the proposed network selection method.
Fig. 8 represents the network selection of the agent in
different intervals while using different approaches. The
parameters regarding the interval length and the expected
cost in each interval are gathered in Table 3. In the first
interval, four approaches, namely SW-UCB, UCB, ǫ-greedy,
and Off-Policy show similar performance as they continue
pulling the optimal arm; Nonetheless, after the change
point, i.e. when the optimal network changes to Macro, their
performances become different. The Off-Policy approach
shows the best performance due to the LRT for change
point detection and the developed πw . Moreover, SW-UCB
is able to detect the change and thus performs well. D-UCB
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Fig. 8. Network selection in each interval.
has the closest performance to SW-UCB. The UCB method
considers the entire history for decision-making; therefore,
it requires a long time to adapt to the change. Similarly,
ǫ-greedy only exploits the historical knowledge and thus
continues selecting the Micro network (exploration loses its
color by time). Random approach does not take the changes
in cost distribution into account and hence has the worst
performance. All approaches show the same behavior in the
other intervals.
Fig. 9 depicts the average regret, which is determined by
the frequency of sub-optimal network selection and also the
selected network. The average regret of SW-UCB and Off-
Policy approaches are the smallest compared to the other
methods. Fig. 10 depicts the average waiting time each
task experiences at the selected BS. Clearly, by selecting the
network with the lowest congestion in each interval, the
tasks suffer lower waiting time. The proposed SW-UCB and
Off-Policy approaches have the lowest waiting time for the
tasks, which is the result of the optimal network selection
in different congestion patterns. Finally, Fig. 11 shows that
the relaying mechanism improves the performance in terms
of the task loss. Indeed, the residual loss in the absence of a
relaying mechanism is mainly due to the small sojourn time
that is insufficient even for transmission of the task to the
original BS; The relaying mechanism mitigates this slight
task loss.
7 CONCLUSION
We have studied a task offloading problem in a VEC sce-
nario where several wireless access networks with dynamic
traffic patterns co-exist. We have proposed a multi-arm ban-
dit approach, namely, the SW-UCB approach, to solve the
network selection problem. We have also proposed an off-
policy approach to detect the change points and select the
best network. Moreover, we have developed a BS selection
and a relaying mechanism that reduces the waiting time
and task loss. Numerical results have demonstrated the
effectiveness of the proposed approaches in selecting the
least congested network and adapting to the changes in the
network traffic. The proposed SW-UCB has a lower aver-
age regret and lower task latency than other benchmarks.
Moreover, the Off-Policy approach has the lowest regret over
rounds and average task waiting time than all the other
approaches.
As a future work, we plan to extend the single-agent
MAB scenario to a multi-agent setting. In such a scenario,
the traffic in each network depends on the joint decisions of
agents that complicates the problem. Moreover, we would
like to consider the problem of cost optimization of the sys-
tem in terms of number/density of activated BSs required
to maintain the latency for task offloading in an acceptable
level.
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