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Abstract We improve a known result on the strong consistency of M-estimates of the
regression parameters in a linear model for independent and identically distributed
random errors under some mild conditions.
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We consider the linear model
Yi = x
′
iβ0 + ei, i = 1, 2, · · · , n, (1)
where xi are p × 1 known design vectors, β0 is a p × 1 unknown vector of regression
coefficients and {ei} are error variables. The M-estimate βˆn of β0 is defined by minimizing
n∑
i=1
ρ(Yi − x′iβ), (2)
where ρ is a convex function. Important examples include Huber’s estimate with ρ(x) =
(x2I(|x| ≤ c))/2+(c|x|−c2/2)I(|x| > c), c > 0, where I(A) is the indicator function of the
set A, the L q regression estimate with ρ(x) = |x|q, 1 ≤ q ≤ 2, and regression quantiles
with ρ(x) = ρα(x) = αx
++(1−α)(−x)+, 0 < α < 1, where x+ = max(x, 0). In particular,
if q = 1 or α = 1/2, then the minimizer of (2) is called the least absolute deviation
estimate. There is a substantial amount of work concerning asymptotic properties of
M-estimates.
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11426032), the Natural Science Foundation of Anhui Province (1308085QA03, 1408085QA02), the Science
Fund for Distinguished Young Scholars of Anhui Province (1508085J06) and Introduction Projects of
Anhui University Academic and Technology Leaders.
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We assume that ρ is a non-monotonic convex function on R with right and left deriva-
tives ψ+ and ψ−. Choose ψ such that ψ−(u) ≤ ψ(u) ≤ ψ+(u) for all u ∈ R. Write
Sn =
∑n
i=1 xix
′
i, dn = max1≤i≤n x
′
iS
−1
n xi, and assume that Sn0 > 0 for some integer n0
and that n ≥ n0.
Zhao (2002) established the following result.
Theorem A. Assume that {ei, i ≥ 1} is a sequence of independent and identically dis-
tributed (i.i.d.) random variables. Suppose there exist positive constants ∆, C0, C1 and
δ ∈ (0, 1] such that the following conditions are satisfied:
ψ(u+ h)− ψ(u) ≤ C0 for h ∈ (0,∆) and u ∈ R, (3)
Eψ(e1) = 0, |Eψ(e1 + u)| ≥ C1|u| for |u| < ∆, (4)
dn = O(n
−δ).
Assume further that E|ψ(e1)|1/δ < ∞ if 0 < δ < 1 and E|ψ(e1)|q < ∞ for some q > 1 if
δ = 1. Then βˆn → β0 a.s as n→∞.
We will further discuss the strong consistency of βˆn and obtain the following result.
Theorem 1. In model (1), assume that {ei, i ≥ 1} is a sequence of i.i.d. random
variables. Suppose that conditions (3) and (4) are satisfied and
dn = O(n
−1).
Then βˆn → β0 a.s as n→∞.
Proof For the technical proof, see the Appendix.
Remark. In Theorem A, E|ψ(e1)|q < ∞ for some q > 1 is needed for the case δ = 1.
Theorem 1 is obtained without the condition E|ψ(e1)|q < ∞ for some q > 1 in the case
δ = 1. Theorem 1 improves the result of Theorem A.
2
Appendix
To prove the main results of the paper, we need the following lemmas.
Lemma 1 (c.f. Bennett, 1962). Assume that {Xn, n ≥ 1} is a sequence of independent
random variables such that EXn = 0 and |Xn| ≤ b for all n ≥ 1 and some b > 0. Denote
B2n =
∑n
i=1 EX
2
i . Then for all ε > 0,
P
(∣∣∣
n∑
i=1
Xi
∣∣∣ > ε) ≤ 2 exp{− ε2
2bε+ 2B2n
}
.
Lemma 2 (c.f. Choi and Sung, 1987). Let {Xn, n ≥ 1} be a sequence of i.i.d. random
variables with EX1 = 0. Assume that {ani, 1 ≤ i ≤ n, n ≥ 1} is an array of constants. If
max1≤i≤n |ani| = O(n−1), then
n∑
i=1
aniXi → 0 as n→∞.
Proof of Theorem 1. Let xni = S
−1/2
n xi, βn0 = S
1/2
n β0 and βˆ
∗
n = S
1/2
n βˆn. Then
n∑
i=1
xnix
′
ni = Ip,
n∑
i=1
||xni||2 = p, dn = max
1≤i≤n
||xni||2, (A.1)
where Ip is the p× p identity matrix, and || · || is the Euclidean norm on Rp.
Model (1) can be rewritten as
Yi = x
′
niβn0 + ei, i = 1, 2, · · · , n (A.2)
and
n∑
i=1
ρ(Yi − x′niβˆ∗n) = min
β
n∑
i=1
ρ(Yi − x′niβ). (A.3)
Without loss of generality, we assume that the true parameter β0 = 0 in model (1),
i.e., βn0 = 0 in (A.2). Denote the unit sphere U = {β : β ∈ Rp, ||β|| = 1}. Let ε > 0 be
any given constant. Without loss of generality, it can be assumed that 2C2ε < ∆. Define
Dn(β) =
n∑
i=1
{ρ(ei − x′niβ)− ρ(ei)}, β ∈ Rp
and
Dn(εn
1/2γ) =
n∑
i=1
{ρ(ei − εn1/2x′niγ)− ρ(ei)}
3
=
n∑
i=1
∫ w′niγ
0
{ψ(ei + t)− ψ(ei)}dt+
n∑
i=1
w′niγψ(ei), γ ∈ U,
=: I1n(γ) + I2n(γ),
where wni = −εn1/2xni. Hence
inf
γ∈U
Dn(εn
1/2γ) ≥ inf
γ∈U
I1n(γ) + inf
γ∈U
I2n(γ) ≥ inf
γ∈U
I1n(γ)− sup
γ∈U
|I2n(γ)|. (A.4)
We can divide U into N parts, U1, U2, · · · , UN , such that the diameter of each part
is less than n−2 and N ≤ (2n2 + 1)p. Let Tj be the smallest close convex set covering Uj .
For a fixed Tj, there are three cases as follows.
i) w′niγ ≥ 0 for each γ ∈ Tj , then there exists a γij ∈ Tj such that w′niγij = inf{w′niγ :
γ ∈ Tj}.
ii) w′niγ ≤ 0 for each γ ∈ Tj, then there exists a γij ∈ Tj such that w′niγij = sup{w′niγ :
γ ∈ Tj}.
iii) w′niγ > 0 for some γ ∈ Tj , and w′niγ < 0 for some γ ∈ Tj , then there exists a
γij ∈ Tj such that w′niγij = 0.
Write
G(t) = Eψ(ei + t), Ψi(t) = ψ(ei + t)− ψ(ei)−G(t), t ∈ R.
By the monotonicity of ψ,
inf
γ∈U
I1n(γ) ≥ inf
1≤j≤N
inf
γ∈Tj
I1n(γ) ≥ inf
1≤j≤N
n∑
i=1
∫ w′niγij
0
{ψ(ei + t)− ψ(ei)}dt
≥ inf
1≤j≤N
n∑
i=1
∫ w′niγij
0
G(t)dt
{
1− |
∑n
i=1
∫ w′niγij
0
Ψi(t)dt|∑n
i=1
∫ w′niγij
0
G(t)dt
}
. (A.5)
Let γ ∈ Uj and γij ∈ Tj . By (A.1) and the definition of Uj and Tj , for large enough n,
n∑
i=1
(x′niγij)
2 −
n∑
i=1
(x′niγ)
2 ≤ |
n∑
i=1
(x′niγij)
2 −
n∑
i=1
(x′niγ)
2|
=
∣∣∣
n∑
i=1
(γij − γ)′xnix′ni(γij + γ)
∣∣∣
≤
n∑
i=1
‖ γij − γ ‖‖ xni ‖2 (‖ γij − γ ‖ +2 ‖ γ ‖)
≤
n∑
i=1
n−2(n−2 + 2) ‖ xni ‖2
≤ 3pn−2 < 1/2,
4
combining (A.1), we obtain that for 1 ≤ j ≤ N ,
n∑
i=1
(x′niγ)
2 ≥
n∑
i=1
(x′niγ)
2 − 1/2 = γ′
n∑
i=1
xnix
′
niγ − 1/2
= ‖ γ ‖2 −1/2 = 1/2. (A.6)
By (5) and the selection of ε, for large enough n and for i = 1, 2, · · · , n and j = 1, 2, · · · , N ,
|w′niγij| = |εn1/2x′niγij| ≤ C2ε ‖ γij ‖≤ C2ε(1 + n−2) < 2C2ε < ∆.
It follows that by (4) and (A.6),
inf
1≤j≤N
n∑
i=1
∫ w′niγij
0
G(t)dt ≥ inf
1≤j≤N
C1
n∑
i=1
∫ w′niγij
0
tdt
= inf
1≤j≤N
C1
2
n∑
i=1
(w′niγij)
2
≥ C1ε
2n
4
.
For 1 ≤ j ≤ N ,, denote Y (j)ni =
∫ w′niγij
0
Ψi(t)dt. By (3) and (A.6), one has that
|Y (j)ni | ≤ 2C0|w′niγij| < 4C0C2ε =: C3.
For 1 ≤ j ≤ N , we also obtain that by
n∑
i=1
Var(Y
(j)
ni ) ≤
n∑
i=1
E{
∫ w′niγij
0
(ψ(ei + t)− ψ(ei))dt}2
≤ C0
n∑
i=1
|w′niγij|
∫ w′niγij
0
G(t)dt
≤ C3
2
n∑
i=1
∫ w′niγij
0
G(t)dt.
Define event An by
An :=
{
sup
1≤j≤N
|∑ni=1 ∫ w′niγij0 Ψi(t)dt|∑n
i=1
∫ w′niγij
0
G(t)dt
≥ 1
2
}
.
Noting the fact that N ≤ (2n2 + 1)p and using Lemma 1, we have that
P (An) ≤
N∑
j=1
P
(∣∣∣
n∑
i=1
Y
(j)
ni
∣∣∣ ≥ 1
2
n∑
i=1
∫ w′niγij
0
G(t)dt
)
5
≤ 2
N∑
j=1
exp
{
−
1
4
(
∑n
i=1
∫ w′niγij
0
G(t)dt)2
2C3 × 12
∑n
i=1
∫ w′niγij
0
G(t)dt+ 2C3 × 12
∑n
i=1
∫ w′niγij
0
G(t)dt
}
= 2
N∑
j=1
2 exp
{
− 1
8C3
n∑
i=1
∫ w′niγij
0
G(t)dt
}
≤ 2(2n2 + 1)p exp(−C4n),
thus
∑∞
n=1 P (An) < ∞. By Borel-Cantelli lemma, it follows that P (An, i.o.) = 0. Hence
with probability one for large enough n,
sup
1≤j≤N
∑n
i=1
∫ w′niγij
0
Ψi(t)dt∑n
i=1
∫ w′niγij
0
G(t)dt
<
1
2
,
which implies by (A.5) that with probability one for large enough n,
inf
γ∈U
I1n(γ) ≥ C1ε
2n
8
. (A.7)
Denote
xni =


xni1
xni2
...
xnip

 , γ =


γ1
γ2
...
γp

 , ani =
{
xnik
n1/2
, 1 ≤ i ≤ n
0, i ≥ n for fixed k = 1, 2, · · · , p.
By (A.1) and dn = O(n
−1), for fixed k = 1, 2, · · · , N , |xnik| ≤‖ xni ‖≤ d1/2n ≤
√
C2n
−1/2
and
∑n
i=1 x
2
nik = 1, thus
|ani| ≤
√
C2n
−1 for n ≥ 1.
Using Lemma 2, it follows that
n−1/2
n∑
i=1
xnikψ(ei) =
n∑
i=1
aniψ(ei)→ 0 a.s.
Hence,
n−1 sup
γ∈U
|I2n(γ)| = n−1 sup
γ∈U
|
n∑
i=1
w′niγψ(ei)| = n−1 sup
γ∈U
|
n∑
i=1
εn1/2x′niγψ(ei)|
= εn−1/2 sup
γ∈U
∣∣∣
n∑
i=1
p∑
k=1
xnikγkψ(ei)
∣∣∣
= εn−1/2 sup
γ∈U
∣∣∣
p∑
k=1
( n∑
i=1
xnikψ(ei)
)
γk
∣∣∣
6
≤ εn−1/2 sup
γ∈U
√√√√ p∑
k=1
( n∑
i=1
xnikψ(ei)
)2√√√√ p∑
k=1
γ2k
= ε
√√√√ p∑
k=1
(
n−1/2
n∑
i=1
xnikψ(ei)
)2
→ 0 a.s.,
which implies that with probability one for large enough n,
sup
γ∈U
|I2n(γ)| ≤ C2ε
2n
16
. (A.8)
Combining (A.4) with (A.7) and (A.8), we have that with probability one for large enough
n,
inf
γ∈U
Dn(εn
1/2γ) ≥ C2ε
2n
16
.
By the convexity of Dn(·), Dn(0) = 0 and the definition (A.3) of βˆ∗n, it follow that{
inf
γ∈U
Dn(εn
1/2γ) > 0
}
⊂ {‖ βˆ∗n ‖≤ εn1/2}.
Thus for any given ε > 0, with probability one for large enough n,
‖ βˆ∗n ‖≤ εn1/2,
which implies that
n−1/2 ‖ βˆ∗n ‖→ 0 a.s. as n→∞.
Denote ζ(A) for the smallest eigenvalue of a positive definite matrices A. Based on the
result that if A and B are two positive definite matrices of order p, then
tr(AB) ≥ µ(A)ζ(B),
where µ(A) is the largest eigenvalue of A (see Chen & Zhao, 1995). Now we take M = n0
and n > n0 so that Sn ≥ SM > 0. By (5), one has that
ζ(SM)(ζ(SM))
−1 ≤ ζ(SM)tr(S−1n ) ≤ tr(S1/2M S−1n S1/2M )
= tr(S−1n SM) =
M∑
i=1
x′iS
−1
n xi ≤Mdn ≤MC2n−1,
and there exists a positive constant C5 such that 1 ≤ C5n−1/2ζ(S1/2n ). It follows that
‖ βˆn ‖≤ C5n−1/2 ‖ S1/2n βˆn ‖= C5n−1/2 ‖ βˆ∗n ‖→ 0 a.s. as n→∞.
The proof of the theorem is completed.
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