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2 Introduction
Some of the main ingredients that we can find in complex systems are the interactions
between many particles, modifying some of their internal properties, and mobility. In this
Master Thesis, we will deal with these ingredients to propose some models of synchro-
nization in complex networks. To introduce this work, we will explain the basic concepts
that will help the reader to understand the features of the models that are explained in
this Master Thesis.
2.1 Synchronization
Synchronization is a phenomenon that commonly appears in a broad variety of complex
ensembles, such as social, physical, chemical or biological systems [1]. In this phenomenon,
the activity of the agents starts incoherently; however, the interaction between them
makes the system evolve to a state in which all the particles (including in this generic
word physical particles, people, neurons...) behave coherently. The most interesting
feature of this behaviour is that there is no conductor: the agents arrive to a coherent
state spontaneously due to a cooperative interaction.
One of the most striking effects of synchronization is observed in communities of
fireflies in South Asian forests. They start flashing with different frequencies and at
different times, but after some time they flash in unison. As explained above, there is no
director and the synchronization occurs due to the interaction of the fireflies with their
neighbours.
The Kuramoto model [2], has been used to explain the synchronization that arises
in different kinds of systems. For example, Strogatz et al. proposed a similar model for
charge density waves in quasi-one-dimensional metals and semiconductors [3].
The Kuramoto model considers that at every time step there is an interaction that
modifies the phase of each particle φi:
φ˙i = ωi +
N∑
j=1
σij sin(φi − φj) (1)
where ωi is the natural frequency of particle i, distributed along a probability density
function g(ω), and σij is the coupling between particles i and j.
The Kuramoto model has been studied for mean field couplings (σij = σ/N ∀i, j).
For simplicity, we will restrict our results to the case in which 〈g(ω)〉 = 0. For N →∞, in
the case σ → 0, the system does not synchronize (there is no coupling), while for σ →∞
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it synchronizes towards a constant phase. There is a threshold for the coupling σc =
2
pig(0)
,
such that for σ < σc there is no synchronization, and for σc < σ < ∞, some oscillators
will be phase locked (φ˙i = 0) and other will be rotating out of synchrony with respect
to those that are locked. This can be seen studying, for long times, t → ∞, the order
parameter r, defined by reiψ = 1
N
N∑
j=1
eiφj , as a function of σ, obtaining the diagram shown
in Fig. 1, in which we can see the transition that takes place at σc. This order parameter
varies between 0 (unsynchronized system) and 1 (totally synchronized). When we have a
finite system, we are also able to find a transition, observing finite size effects.
σ σc
Figure 1: Order parameter of the synchronizing system, for long times, as a function of
the coupling. Figure taken from [2].
The next step in the development of the Kuramoto model was studying the role of
the topology of complex networks (there are only interactions between connected nodes),
considering an adjacency matrix aij such that σij = σaij. On small-world networks [4],
the main result is that there is a transition, like in the mean field model, for a rewiring
probability P 6= 0, as shown in Fig. 2; another remarkable result is that the relaxation
time of the process decreases monotonically as P is increased, saturating for P & 0.5 i.e.,
a small world network with P (0.5, 1) has a similar relaxation time as a random network.
For scale-free networks [5], the transition was also found (Fig. 3) and it was shown that
if we perturb a node with degree k, the time of relaxation of that perturbation goes as
τ ∼ k−1.
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rσ
Figure 2: Order parameter as a function of the coupling for different values of the rewiring
probability on a small-world network with N = 800. AN and GL stand for analytic results
and globally connected network, respectivelly. Figure taken from [4].
r
σ
Figure 3: Order parameter as a function of the coupling for different values of the number
of particles on a scale-free network. Figure taken from [5].
After understanding what happens in the synchronization when it is studied in the
topologies defined by the basic models of complex networks, we can take into account the
role of space: in a spatial network, an agent i only interacts with the neighbours j that are
located within a circle of radius d i.e., the radius of interaction, centred at ~ri (Fig. 4); the
percolation problem for these spatial networks establishes a threshold for d such that only
9
for d > dC we can find finite clusters in the network [6]; having some different clusters
means that the nodes inside each cluster will be synchronized for long times, while there
will not be synchronization between nodes that belong to different clusters. Recently,
mobility has been added to this complex behaviour [7]. Both spatial and mobility effects
will be discussed in Section 2.3.
d
Figure 4: A link between two nodes is established when the distance between them is less
than d.
We have already defined the Kuramoto model of synchronization. However, it will
be important to think about the physical interpretation of the phase in a social system.
In our case, we will consider that the particles have the same frequency, so we can make
a shift to make it 0, and the synchronization will deal only with phases.
The phase φ could represent a state in a two-tasks (0 and 1) system in which you
can choose between two options (+ or -) in each task. Every person in this system has a
limited amount of time, so it has to decide to spend fully his time on 0 or 1 topic, or make
a combination of both i.e., the state can be represented on a circle, having a constant
radius (the available time that people have), and a variable phase, which determines the
distribution of that time. In this system, for φ = 0 you are a +0 supporter and neutral
with 1 (totally opposite to +0 and neutral with 1 for φ = pi); in the same way, if your have
φ = pi/2 [φ = 3pi/2], you are a supporter of [fighter against] +1 and you are also neutral
in 0. For a general phase φ, cos2 φ would indicate the time spent in + (sign(cosφ) > 0)
or - (sign(cosφ) > 0) 0 tasks, while for 1 tasks the indicator would be sinφ. Figure 5
shows the possibilities as a function of the phase. With this description, we can deduce
from the models of spatial synchronization that we will expose in following sections that
people end up distributing their time in a very similar way.
We will see it better in an example: imagine that we are going to consider that we
have a limited amount of time to surf the Internet. We can choose between reading the
online edition of a newspaper or connecting to social networks. On the newspaper, we
are able to read a rightist newspaper (e.g. the Spanish ABC), +1, or a left one (e.g. El
Pais), -1; on social networks, we can choose between Facebook (+0) or Twitter (-0).
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The interaction leading to synchronization indicates that people tend to do what
they see in their surroundings: if you are travelling by bus and someone tells that he saw
something interesting on the newspaper, you will probably look at it when you surf the
Internet. We know that in reality people can spend some time connecting to both Face-
book and Twitter, but we will neglect this option because, following this interpretation,
that would require a superposition of phases in one agent.
Φ +0-0
+1
-1
t01/2
t11/2
Figure 5: Example of the interpretation of the phase in a problem of a choice of activities
with a limited available amount of time, where t0 = cos
2 φ and t1 = sin
2 φ are the amounts
of time that an agent with phase φ spends on 0 and 1 tasks, respectively.
2.2 Multilayer networks and mobile agents
In our work, we will propose some different definitions to include multilayer networks in
the list of ingredients to analyse the synchronization in such kind of systems.
Multilayer networks [8] are defined as complex networks in which either there are
different kinds of links (e.g. different contexts on social networks) or there are different
features for the nodes that should be taken into account for the analysis. In this work, we
will study the second option, whose networks are called multilevel networks. The nodes in
each layer either will have different velocities or will be placed at different spatial levels.
We will propose three models in which the features that define the layers will be different.
First of all, we will study how the presence of some slow moving agents influences
the synchronization of some faster ones (or vice versa). Here, a layer will be defined as the
set of agents which move with the same velocity and the interaction between nodes that
are placed at different layers will be allowed (Fig. 6a). In real life, this can be understood
as some people moving in the same place, but with different velocities.
The second part of our work will focus on how the synchronization evolves when
there are two layers with no interlayer connections and the agents can jump from one layer
to another (introducing perturbations to the synchronizing systems), as shown in Fig. 6b.
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An agent will take a jump if it reaches, at certain times, some zones of the system that we
will call stations. The translation of this model in real life would be a department store
with different levels, being the stations the stairs from one level to another.
Finally, the third model will be a combination of the first and the second ones: there
will be some layers with no interlayer edges, each layer composed of nodes moving at the
same characteristic layer velocity, and when a node reaches a station at certain times, it
jumps from one layer to another (Fig. 6c). The application to real life can be thought as
having a layer of walkers and another of public transportation users. All the features of
these three models are compared at Table 1.
Layer 1
Layer 0
Intralayer edgeInterlayer edge
(a)
Layer 1
Layer 0 Layer 0
Layer 1
(b) (c)
Figure 6: Schemes of the definitions of layers that we have proposed for a 2D synchronizing
system. Colours indicate phases, boxes are particles moving with v = 10 and diamonds
are particles moving with v = 100. (a) Diversity of fast and slow oscillators (Section 3),
(b) Jumps between layers (Section 4), and (c) Jumps between a slow and a fast layer
(Section 5).
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Section 3 Section 4 Section 5
Different velocities X × X
Interlayer edges X × ×
Jumps × X X
Table 1: Comparison between the different proposed models.
2.3 Mobility
We have analysed the model described in [7]. We will consider an ensemble of N agents
that can move in a 2D space of size L×L. We will impose periodic boundary conditions,
both for measuring the distances between the agents and for their motion. Each agent i
is characterized by its position (xi(t), yi(t)) and its phase φi(t), with all these variables
initially set randomly. At each time step, the phase of every agent is updated (τP = 1)
following the equation
φi(t+ 1) = φi(t) + σ
∑
j,dij(t)<d
sin[φi(t)− φj(t)] (2)
where, taking into account the periodic boundary conditions,
dij = min{
√
(X − X˜)2 + (Y − Y˜ )2,
√
(X − X˜ − L)2 + (Y − Y˜ )2,√
(X − X˜)2 + (Y − Y˜ − L)2,
√
(X − X˜ − L)2 + (Y − Y˜ − L)2}
(3)
X = max(xi, xj), X˜ = min(xi, xj), Y = max(yi, yj), Y˜ = min(yi, yj), d is the radius
of interaction of the particles and σ is the strength of the coupling (in our simulations,
σ = 0.005). This equation is the same as Eq. (1), considering that every particle has
the same frequency, shifting that frequency to 0 and taking into account σij = σaij, with
aij = 1 for dij < d, and aij = 0 otherwise.
The parameter d (Fig. 4) will be important to study the synchronization of the
system. For small values of d, there are no links between the particles. As we increase
this parameter, we can see how clusters of particles appear, and the size of the largest
cluster increases as d does, as percolation theory predicts. For a static network, in which
the nodes do not move, every cluster will synchronize towards a different phase, as clusters
are not connected between them. Hence, it is important to remember the main results of
percolation in random geometric graphs [6]. In this problem, there is a critical distance
dC , such that for d > dC there is, at least, one finite cluster in the network, whose size
grows with d (Fig. 7). The critical average degree in a 2D space for the percolation
problem is 〈k〉C ≈ 4.51; from this value, we can obtain dC from (N − 1)pid2C/L2 ≈ 4.51.
In our simulations, we will consider N = 100 and L = 200, so dC ≈ 24.1.
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<k>
G
Figure 7: Fraction of nodes G, that are included in the largest cluster, as a function of
the average degree on a 2D random geometric graph with periodic boundary conditions.
Figure taken from [6].
Our order parameter will be the average phase difference over the ensemble, which
can be defined as
〈∆φ〉 ≡
√
2
N(N − 1)
∑
j<k
(∆φjk)2 (4)
where ∆φjk = min{a = φj − φk mod 2pi, 2pi − a} i.e., measuring the phase difference
clockwise and anticlockwise and taking the minimum of both.
The motion of the agents is described by two parameters: τM , a characteristic time
for the motion that sets the time taken between two changes of direction of the agents,
and v, that sets the total displacement of an agent every τM . Every tk, the agents change
their direction of motion, with tk = kτM , k = 0, 1, 2, 3... The value of τM indicates how
many changes of direction take place within a phase update time step: a high τM will
mean that, between two phase updates, the motion is small, while a low τM will mean long
displacements between two phase updates i.e., faster signals propagation. The integration
of the equations of motion gives
xi(tk + ∆t) = xi(tk) + v cos(ξi(tk))∆t/τM mod L
yi(tk + ∆t) = yi(tk) + v sin(ξi(tk))∆t/τM mod L
(5)
where ∆t ≤ τM , and ξi(tk) is an uniformly distributed number in [0, 2pi). In our simulation,
we will take v = 10. As we will be interested in the case τM ≥ 1, we will take ∆t =
1, 2, ...τM i.e., an integration step that is taken every time unit (the motion is linear, so
we do not need more precision in the integration step to get more accurate results, but at
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least we must know the position at each phase update to determine which are the links
of the spatial network).
Adding the spatial motion makes the network change on time, because the distance
between every two nodes, which determines if they are connected, is not constant.
Considering only spatial effects i.e., no motion, static agents, the system will not
synchronize (on average) for d < dC , because there will be many small clusters (for
an infinite system, N → ∞, there will be no clusters but, as we have a system with
N = 100  ∞, we will find many small clusters for d < dC due to the finite size effects,
as seen in Fig. 7), so in general each cluster will synchronize towards a different phase
and, as there is no connection between the different clusters, the phase difference will
remain constant on time after an initial transient. However, adding the motion makes the
agents travel through all the space, such that they can propagate their influence and the
system ends up synchronizing, as can be seen in Fig. 8(a). If d > dC , the static system is
going to synchronize; however, the synchronization with mobile agents will be faster (Fig.
8(b)). The zoom of the initial steps in this figure shows us how the behaviour of both the
static and the dynamic systems is very similar until a time of order τM , and after that
the dynamic system will synchronize faster. These results can be visualized in Figs. 9
and 10.
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Figure 8: Comparison between the time evolution of the average phase difference in a
network of static agents and in another network in which agents can move, with the same
initial condition for both networks, and with (a) d = 20 < dC and τM = 1, (b) d = 40 > dC
and τM = 100.
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In Fig. 9, we can observe the main features for d < dC : as shown in Fig. 8(a), we
will reach complete synchronization in the dynamic case, but not in the static case. Here,
although d < dC , the motion helps us to reach complete synchronization. However, in the
static case, there will only be synchronization inside the clusters of the network.
On the other hand, we will study the case d > dC in Fig. 10. First of all, we can
see that the synchronization of the system is faster than the motion of the particles: for
an intermediate time (t = 300), the system is almost synchronized, while there only have
been three changes of the motion direction (τM = 100); in other words, the characteristic
time of the synchronization process is smaller than the characteristic time for the motion
τM . This explains the small difference between both cases which has been observed in Fig.
8(b). As d > dC and due to the finite size effects, there is a big cluster that covers the
whole system. However, we can see that, at t=300, there are some groups of agents that
are neighbours and have similar phases: this is the local synchronization. These groups
are killed out faster in the dynamic case because, when a particle moves, there are two
possible options: (a) a member of the small group moves towards the surrounding big
group, where its phase will only be a small perturbation and will converge to the phase of
its new neighbours (we could understand this as social pressure), and (b) the borders of
the small group are deformed, so a significant amount of members of the majority group
can be close to more agents of the minority group, having a bigger influence on them.
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t=0 t=10 t=1000
Dynamic
Static
φ:
Figure 9: Visualization of the evolution of the system for d = 20 and τM = 1.
18
t=0 t=300 t=1000
Dynamic
Static
φ:
Figure 10: Visualization of the evolution of the system for d = 40 and τM = 100.
In all the cases in which we reach complete synchronization, the average phase
difference, after an initial transient, will decay exponentially with a characteristic time
nT . The graph which plots nT as a function of d for different values of τM is shown in
Fig. 11. This is a monotonically decreasing plot, as we could expect, because when we
increase the area of influence of each agent pid2, we are closer to the mean field approach
(interaction of all to all, fully connected network)1, and the system synchronizes faster.
We can see that, for a given curve, for the distances for which τM > nT , nT the system
tends to reach the static behaviour, because the time scale of motion is slower than that
of synchronization.
1This is reached when d is higher than the maximum possible distance in the system, dmax = L/
√
2
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τM=100τM=10τM=1τM=0.1
Figure 11: Characteristic number of phase updates needed to reach synchronization as
a function of d.The solid line is for FSA (motion is much faster than phase update,
τM  1) and the dotted line represents the static behaviour (τM → ∞), where there is
only synchronization for d > dC . Figure taken from [7].
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3 Diversity of fast and slow agents
In our first approach to the multilayer phenomena, we have considered that the layers are
defined by the set of agents which move with the same velocity v. Now, each agent i will
be characterized by its position on space (xi(t), yi(t)), its phase φi(t) and its layer. The
nodes will interact with the neighbours that are located within a distance d, irrespective
of the layer they belong to, as it can be seen in Fig. 6a.
We will consider two layers: layer 0 for the slow agents and layer 1 for fast agents
i.e., v0 = 10 < v1 = 100. We will fix τM = 100 and, with probability p [1 − p] we will
assign the layer 0 [1] to each agent. Hence, for p = 0 every agent will move with velocity
v = v1 = 100 and, for p = 1, v = v0 = 10. A visualization of the process can be seen
in [8], where we have uploaded a video with a realization of the process for d = 30 and
p = 0.5.
We will compare the synchronization process in a population of agents which move
at heterogeneous velocities (v0 and v1), with the synchronization of a population where
each agent moves at the average velocity
v = pv0 + (1− p)v1 (6)
This will enable us to characterize the behaviour of the system when it is composed
by different layers, with each layer defined by a characteristic velocity. The general result
that we have obtained, explained below, is that nT grows monotonically as we increase
p and that the fact of having a mixture makes the synchronization slightly slower than
in a homogeneous population. We are going to study three cases of interest: (a) d < dC ,
(b)d > dC , but τM is less than nT , and (c) d > dC , τM ∼ nT . Note that the critical
distance dC for this model is the same as in the model explained in Section 2.3, as all the
N nodes are located in the same space of area L2.
3.1 Radius of interaction d = 20 < dC
Below the percolation threshold, τM is much less than characteristic synchronization time
nT .
First of all, we will compare, for some values of p, the synchronization of a mixture
of two layers characterized by v0 and v1 i.e., a heterogeneous system, and that of a system
with agents moving with an average velocity v defined by Eq. (6) i.e., a homogeneous
system.
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Figure 12: Time evolution of the average phase difference for d = 20. Empty and filled
symbols correspond to homogeneous and heterogeneous populations, respectively. Results
obtained from averages over 100 different realizations of the process.
Figure 12 shows that the synchronization is faster for pure systems than for mixed
ones for low and intermediate values of p (they have a similar behaviour for p = 0.75).
The synchronization process, for big enough times (disregarding an initial transient), is
faster as we decrease p i.e., as we put more agents in the fast layer (Fig. 13).
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Figure 13: Time evolution of the average phase difference for different values of p, with
d = 20, τM = 100, v0 = 10 and v1 = 100. Results obtained from averages over 100
different realizations of the process.
As in the previous section, a visualization of one realization of the process will allow
us to understand what is happening (Fig. 14). We have to consider that increasing p is
equivalent to increasing the number of slow agents, as can be seen, with different symbols
for nodes belonging to different layers. We observe in the figure that, as p is increased,
the small groups of nodes which have similar phase survive longer (at t = 300, there are
more blue and cyan particles, which are part of global groups, for p = 0.25, 53% in this
realization, than for p = 0.5, 48% or p = 0.75, 31%). There are two reasons for this
behaviour: 1) the presence of slow agents allows the formation of these groups in their
surroundings, and 2) as they do not move as frequently as fast ones, they do not break
these kind of structures, helping them to survive longer.
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t=0 t=300 t=1000
p=0.25
p=0.5
p=0.75
φ:
Figure 14: Visualization of the evolution of the system for different values of p, with
d = 20, τM = 100, v0 = 10 (layer 0, boxes) and v1 = 100 (layer 1, diamonds).
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3.2 Radius of interaction d = 30 > dC
Now, we will study the behaviour for a radius of interaction slightly above the percolation
threshold for the static case.
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Figure 15: Time evolution of the average phase difference of homogeneous (empty sym-
bols) and mixed (filled symbols) systems for d = 30. Results obtained from averages over
100 different realizations of the process.
In Fig. 15, we can see that the homogeneous systems synchronize faster. However,
the difference is not as important as in the case d = 20: for a distance below the percolation
threshold, the system is more sensitive to the features of the particles mobility.
The comparison of the behaviour for different values of p is shown in Fig. 16.
Comparing this graph with Fig. 13, we can see that for d = 30, at long times, the overlap
between the curves for different high values of p is higher. This implies that the difference
between a system with only slow agents and another with a few fast ones is less for this
value of d. When we had a distance below the percolation threshold, the presence of a
few fast oscillators accelerated the process, but now, as we have a single cluster in our
system, we need more fast agents to see the similar changes.
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Figure 16: Time evolution of the average phase difference for different values of p, with
d = 30, τM = 100, v0 = 10 and v1 = 100. Results obtained from averages over 100
different realizations of the process.
A visualization of one realization will again help us to understand better the process.
We can see that, at an intermediate time t = 300, for high values of p, the presence of a
majority of slow oscillators enhances local synchronization (formation of local groups of
nodes with similar phase) while, as d > dC , in the other cases at this time the system only
has two big groups, so it is almost globally synchronized. Hence, slow oscillators induce
local synchronization, while fast ones help global synchronization to be faster.
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t=0 t=300 t=1000
p=0.25
p=0.5
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φ:
Figure 17: Visualization of the evolution of the system for different values of p, with
d = 30, τM = 100, v0 = 10 (layer 0, boxes) and v1 = 100 (layer 1, diamonds).
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3.3 Radius of interaction d = 40 > dC
As in the previous case, the radius of interaction is above the percolation threshold. How-
ever, the scenario is different, because now the characteristic time of the synchronization
nT is similar to τM , so the synchronization, for some values of p, is faster than the motion.
In Fig. 18, we compare the difference between having a system with a heterogeneous
population of particles moving with v0 and v1 and another homogeneous, with v. We can
see that the overlap between the homogeneous and the heterogeneous curves is higher
than in the previous cases. Another remarkable result can be seen for p = 0.5 and
p = 0.25: the local processes, which take place at the beginning of the process, are faster
in a heterogeneous system (Fig. 19), and the global ones decay faster on homogeneous
systems.
0 1000 2000 3000 4000 5000t
10-14
10-13
10-12
10-11
10-10
10-9
10-8
10-7
10-6
10-5
10-4
10-3
10-2
10-1
100
<
Δ
φ
>
p=0.25
p=0.5
p=0.75
Figure 18: Time evolution of the average phase difference of homogeneous (empty sym-
bols) and mixed (filled symbols) systems for d = 40. Results obtained from averages over
100 different realizations of the process.
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Figure 19: Zoom of the first time steps of Fig. 18.
Figure 20 is very interesting because, taking into account the curves for p = 1, and
p = 0.9, we can see that there are two regimes in the evolution of the system: first of all,
a transient that is much longer than for higher values of p and, then, the characteristic
exponential decay that we have been finding in the previous steps. Visualizing the process
(Fig. 21), we can see that global synchronization also appears at t = 300 even for p = 0.75
(with this value of p, we have a mixture of a global trend, cyan, and some local groups).
As the characteristic time of the synchronization is higher than the characteristic time
of the motion, the local processes, which are more frequent for high values of p, are
not so important (d = 40 can be considered as a macroscopic interaction), making the
synchronization considerably slower.
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Figure 20: Time evolution of the average phase difference for different values of p, with
d = 40, τM = 100, v0 = 10 and v1 = 100. Results obtained from averages over 100
different realizations of the process.
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Figure 21: Visualization of the evolution of the system for different values of p, with
d = 40, τM = 100, v0 = 10 (layer 0, boxes) and v1 = 100 (layer 1, diamonds).
Finally, measuring the characteristic scale nT of the decay of the average phase
difference, for the three studied distances (d = 20, 30, 40), shown in Figs. 13, 16, 20,
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we can see in Fig. 22 that the difference between the behaviours for different distances
increases as p does. This is a result that was expected, because for high values of p,
almost all particles are slow, so we are closer to the static regime and, hence, the changes
in d have more influence. Summing up, increasing the velocity of the agents makes the
parameter d less important.
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Figure 22: Rates of decay of the average phase difference as a function of p, for some
values of d. Error bars are smaller than the used symbols.
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4 Jumps between layers
Now, we consider a different model for the multilayer phenomena. We are proposing a
model with two layers in which there are no interlayer edges. However, there are some
circular zones on space, which we will call stations, in which if a node reaches them at a
specific time, it jumps from one layer to another (Fig. 23). In our simulations, we will
place 10 stations along one of the two diagonals of the system (Fig. 24). Every node,
when the time is an integer multiple of τM , will change its motion direction; if, at this
time tk = kτM , k = 1, 2, 3..., a particle is within the radius of influence of a station, it
will jump from its present layer to the other one. We will set r < v in order to avoid that
the nodes get trapped within a given station (remember that v was de displacement of a
node in a τM time interval). When the layers are synchronized (every layer independently
to the other), those jumps will introduce some perturbations and will make the average
phases of both layers to be closer, eventually reaching consensus.
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Figure 23: Example of one jump from layer 0 to layer 1.
33
1
2
3
4
5
6
7
8
9
10
11
1
Figure 24: Location of the zones of influence of the stations along the system. Black for
r = 2, green (including black) for r = 5, and red (including both black and green) for
r = 8. Notice the periodic boundary conditions taken into account for station 1.
We are going to study the behaviour of the system for d = 30, τM = 100, v = 10,
an initial condition with half of the nodes located at each layer, and we will explore the
influence of the characteristic parameter of the stations, r.
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Figure 25: Time evolution of the average phase difference for a bilayer system with (a)
r = 1, (b) r = 2, (c) r = 5 and (d) r = 8.
Figure 25 shows the perturbations that the jumps between layers introduce (red
and black curves). We can see that, as we increase the value of r, those jumps are more
frequent, as expected, because the area covered by the stations is higher. Besides, the
jumps are smaller as r is increased; this happens because as the jumps are more frequent,
the consensus between both systems is reached faster.
The other two curves show the global average phase difference (including differences
between both layers) and the same curve for a monolayer system with the same param-
eters. In each jump, the jumping node introduces a phase of one layer in the other, so
this jump can be understood as an interaction between the layers. If the jumps are very
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frequent, as it happens for higher values of r, the behaviour closer to the monolayer one,
as can be seen in Fig. 25, where both behaviours (blue and green curves) are more similar
as r is increased.
In this case, it is interesting to have a look at the average phase 〈φ〉, to see how the
phase difference between layers evolves towards consensus due to the interlayer jumps.
In Fig. 26, we can observe how the consensus between both layers is reached faster as
the radius of influence of the stations is increased. First of all, we can see an initial
transient where the dynamics of the phase is governed by the synchronization process in
each layer. After that, when both layers are internally synchronized, the jumps will be
perturbations that will make the average phase of both layers be more similar, reaching
consensus asymptotically.
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Figure 26: Time evolution of the average phase for a bilayer system with (a) r = 1, (b)
r = 2, (c) r = 5 and (d) r = 8. The radial coordinate is time and the angular coordinate
is 〈φ〉.
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5 Jumps between a slow and a fast layer
Following the motivation that we explained above about considering that our agents were
the users of a public transportation network, it is necessary to conclude this work defining
a third model. In this model, there are two layers with no interlayer edges, and each layer
has a characteristic velocity v. The nodes change their motion direction at tk = kτM ,
k = 1, 2, 3... and, if at this time they are within the zone of influence of a station, the
jump from one layer to other (Fig. 27). The slow agents can be considered walkers and,
the fast ones, underground users; obviously, the stations which we defined previously (Fig.
24) are the different stops of the underground network. Notice that this is a combination
of the model explained in section 3 and that explained in section 4. The main difference
with the model described is section 3 is that the only way of having interaction between
the two layers is the arrival of the agents to a station and, hence, their jumps to the other
layer. These differences are summed up in Table 1.
tk-2
tk-1
tk
tk
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Layer 0
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Figure 27: Example of one jump from layer 0 (v0 = 10, boxes) to layer 1 (v1 = 100,
diamonds).
As in section 3, we will set v0 = 10 (slow agents, e.g. walkers) and v1 = 100 (fast
agents, i.e. underground travellers). Initially, we will put a half of the particles on layer 0
and the other half on layer 1. We will also study the behaviour for d = 30 and τM = 100.
We can see in Fig. 28 that consensus is reached faster for a higher radius of influence
of the stations.
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Figure 28: Time evolution of the average phase for a bilayer mixed (τM0 = 100 and
τM1 = 10) system with (a) r = 1, (b) r = 2, (c) r = 5 and (d) r = 8. The radial
coordinate is time and the angular coordinate is 〈φ〉.
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Finally, we will study the evolution in time of the control parameter of our system,
〈∆φ〉. We can see that the perturbations decay faster in the fast layer; this happens
because when a perturbation is introduced in the fast layer, it travels fast to other regions
of the system in which a synchronized previous state absorbs it easily. On the other hand,
as the slow layer needs more time to be synchronized, it is not so synchronized when we
introduce a perturbation, so the decay of the perturbation is slower.
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Figure 29: Evolution of the average phase difference for a bilayer mixed (v0 = 10 and
v1 = 100)system with (a) r = 1, (b) r = 2, (c) r = 5 and (d) r = 8.
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6 Conclusions
In this work, we have proposed three models to analyse the synchronization in multilayer
networks of mobile oscillators.
First of all, before introducing the definitions of the different layers, we have studied
the influence of mobility in synchronization. We have seen that, in a 2D space, for values
of the radius of interaction below the percolation threshold, mobility makes the system
synchronize, while a static network does not reach global synchronization.
Then, our first model of multilayer networks defined a layer as the set of nodes which
have the same velocity. We considered a slow layer (v = 10) and a fast one (v = 100). We
have seen how the slow agents help local synchronization to take place, while fast ones
enhance global synchronization.
The second model proposed having two layers with the same velocity that are not
connected (there are no links between pairs of nodes which are at different layers). How-
ever, if a node reaches at certain times some zones of space that we called stations, it
jumps from one layer to the other, introducing a perturbation in its new layer that 1)
decays exponentially, and 2) helps the system to reach the consensus between both layers.
As the radius of the stations is increased, the perturbations are more frequent and, as the
consensus between both layers is reached faster, those perturbations are smaller.
Finally, we propose a model that considers walkers (slow agents) and public trans-
portation users (fast agents) that can only interact with nodes in the same layer (there are
no walker-underground user interaction), but can jump from one layer to another if they
reach a station at certain times. We have found that the perturbations decay faster in the
fast layer. Hence, under our assumptions, if we want to introduce a trend into a popula-
tion in a similar system to our, we should try to introduce it in the public transportation
users, as their faster motion makes the external perturbations decay faster.
However, I have many questions about these proposed models. We can evaluate
the multilayer problem for more than two layers. Another possibility is studying the
influence of different geometrical locations for the stations, in which we could try with the
geometrical placement of a real underground network (in this case, the realistic approach
would need to redefine the mobility in order to include the real motion of the trains and,
more than d, the interaction would occur between people that are at the same wagon).
Other question to be answered is what happens if, instead of having layers with well
defined velocities, we introduce a distribution of velocities; we know from our results
that a population whose velocities are diverse and another with homogeneous velocities
synchronize with different time scales, so introducing a distribution will show a behaviour
that is different from that with a population moving at the average velocity.
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