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GLOBAL EXISTENCE OF WEAK SOLUTIONS TO THE
NAVIER-STOKES-KORTEWEG EQUATIONS
PAOLO ANTONELLI AND STEFANO SPIRITO
Abstract. In this paper we consider the Navier-Stokes-Korteweg equations for a viscous com-
pressible fluid with capillarity effects in three space dimensions. We prove global existence of finite
energy weak solutions for large initial data. Contrary to previous results regarding this system,
vacuum regions are allowed in the definition of weak solutions and no additional damping terms
are considered. The convergence of the approximating solutions is obtained by introducing suit-
able truncations in the momentum equations of the velocity field and the mass density at different
scales and use only the a priori bounds obtained by the energy and the BD entropy. Moreover,
the approximating solutions enjoy only a limited amount of regularity, and the derivation of the
truncations of the velocity and the density is performed by a suitable regularization procedure.
1. Introduction
The aim of this paper is to prove global existence of finite energy weak solutions of the following
Navier-Stokes-Korteweg system in (0, T )× T3:
∂tρ+ div(ρu) = 0, ρ ≥ 0, (1.1)
∂t(ρu) + div(ρu⊗ u) +∇ργ − div(ρDu)− ρ∇∆ρ = 0, (1.2)
with initial data
ρ(0, x) = ρ0(x),
(ρu)(0, x) = ρ0(x)u0(x).
(1.3)
Here, T3 denotes the three-dimensional flat torus, the function ρ represents the density of the fluid
and the vector u is the velocity field.
The system (1.1)-(1.2) is a particular case of a more general class of equations which in their
general form read
∂tρ+ div(ρu) = 0
∂t(ρu) + div(ρu⊗ u) +∇p = div S+ divK, (1.4)
where S is the viscosity stress tensor given by
S = h(ρ)Du+ g(ρ) div uI, (1.5)
the coefficients h and g satisfying
h ≥ 0, h+ 3g ≥ 0,
and the capillarity term K is determined by
divK = ∇
(
ρdiv(k(ρ)∇ρ) − 1
2
(ρk′(ρ)− k(ρ))|∇ρ|2
)
− div(k(ρ)∇ρ⊗∇ρ). (1.6)
Notice that system (1.1)-(1.2) is obtained from (1.4)-(1.6) by choosing k(ρ) = 1, h(ρ) = ρ and g(ρ) =
0. The tensor K is also called the Korteweg tensor and is derived rigorously from thermodynamic
considerations by Dunn and Serrin in [19]. Systems of Korteweg type arise in modeling several
physical phenomena, e.g. capillarity phenomena in fluids with diffuse interfaces, where the density
experiences steep but still smooth changes of values.
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Local existence of smooth solutions and global existence with small data for the system (1.1)-
(1.2) have been proved in [25, 26] by using a fixed point argument. Regarding the study of global
weak solutions for the general Navier-Stokes-Korteweg systems only few results are available in the
literature as in the analysis several mathematical difficulties appear. Besides the strong nonlinearity
in the higher order derivatives determined by the Korteweg term, a crucial difficulty is that the
viscosity coefficients h and g may vanish in the vacuum region and hence the velocity field and its
gradient do not fulfil satisfactory a priori bounds. This is opposite to what happens for instance
in the case with constant viscosities, when the velocity field satisfies suitable Sobolev bounds. On
the other hand, in the case when the coefficients h, g satisfy
g(ρ) = ρh′(ρ)− h(ρ),
and the capillarity coefficient κ(ρ) is chosen in a suitable way, it is possible to derive an additional a
priori estimate, introduced by Bresch-Desjardins in [10] and called BD entropy, which yield further
regularity properties on the density. By exploiting such a priori estimates, in [11] the authors
show a global existence result for weak solutions to (1.1)-(1.2), where the test function are taken
as ρφ, with φ smooth and compactly supported. This particular notion of weak solutions has the
advantage to avoid some mathematical difficulties which arise in the definition of the velocity field
in the vacuum region. The result was later extended in [24] to the case of Quantum-Navier-Stokes,
namely when the capillarity coefficients is given by k(ρ) = 1/ρ in (1.6). When the system (1.1)-(1.2)
is augmented by a damping term in the equation for the momentum density, it is possible to prove
the existence of global solutions by using the standard notion of weak solutions [10]. Indeed the
presence of the damping term allows to define the velocity field almost everywhere in the domain.
When dealing with general finite energy weak solutions to (1.1)-(1.2), a major mathematical
difficulty arises in defining the velocity field in the vacuum region, due to the degeneracy of the
viscosity coefficient h(ρ) = ρ. The momentum density is always well defined, but unfortunately
the standard a priori estimates given by the physical energy (and by the BD entropy) do not
avoid a possible concentration which would prevent the convergence of the convective term in the
compactness argument. This is also the case when dealing with the barotropic Navier-Stokes system
with degenerate viscosity, namely system (1.1)-(1.2) without the capillarity term. In [30] a further
integrability estimate was inferred for the velocity field, yielding the compactness of weak solutions.
However in the presence of a capillarity term it seems that a Mellet-Vasseur [30] type estimate fails.
In the special case when the viscosity and capillarity coefficient satisfies the relation
k(ρ) =
h′(ρ)2
ρ
, (1.7)
then it is possible to overcome this difficulty by considering an auxiliary system written in terms
of an effective velocity field where the Korteweg tensor vanishes. Note that this relation plays a
crucial role in the theory, see for example [13] where the authors study the vanishing viscosity limit
for the Quantum Navier-Stokes equations, or [5] where (1.7) is extensively exploited to construct
the approximating system and [9] where numerical methods are performed.
We stress that in (1.1)-(1.2) the viscosity and capillarity coefficients do not satisfy the relation
(1.7) and hence in this paper we cannot rely on a similar analysis.
In order to overcome this difficulty and to prove our global existence result, we exploit a trun-
cation argument, in the spirit of DiPerna-Lions [15] for linear continuity equations, as it is also
exploited in [27]. In our approach, we start by truncating the velocity field, but an additional
truncation of the density is needed because of the lack of control on the third order term. The two
different truncations are performed at different scales, which at the end will be optimized to prove
the convergence of both the third-order term and the convective term. The formal argument is also
explained in [6], where it is showed the compactness of solutions of (1.1)-(1.2). In this paper, we
show the global existence of weak solutions, see Subsection 2.2 and Theorem 2.2 for the statement
of the main result and the necessary definitions. Here, the main difficulty is to rigorously justify at
the level of the approximation the compactness argument. In this regard, we consider the following
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approximation
∂tρε + div(ρεuε) = 0,
∂t(ρεuε) + div(ρεuε ⊗ uε)− div(ρεDuε) +∇ργε + ερε|uε|2uε + εuε
= ρε∇∆ρε + ερε∇
(
∆
√
ρε√
ρε
)
.
(1.8)
Notice that following the argument in [32] and [10] it is possible to prove global existence of weak
solutions. Unfortunately, due to the limited amount of regularity, see Definition 3.1, is not possible
to justify the truncations of the velocity field uε and the density ρε. In this regard, we perform
suitable regularization of the weak solutions of (1.8) which allows us to justify the formal argument
in [6], see the proof of Theorem 3.2 for more details. Roughly speaking, to gain regularity in the
velocity we truncate it where is close to vacuum and we derive an equation for the regularized
velocity. This produces several errors in the equation. In order to control the one involving the
third-order we need a further truncation of the density at the infinity. We conclude by pointing out
that it would be interesting to provide an approximating system as in [5, 28], as it would provide
smooth approximating solutions for the system (1.1)-(1.2).
Finally, we give a brief account of the state of art of the analysis of the Cauchy problem for the
general system (1.4)-(1.6). In the case κ = 0 (1.4) reduces to the system of compressible Navier-
Stokes equations. When the viscosity coefficient h(ρ) is chosen degenerating on the vacuum region
{ρ = 0} the Lions-Feireisl theory, [29], [21], and the recent approach in [12] cannot be used since
they rely on the Sobolev bound of the velocity field. The global existence of weak solutions has been
proved independently in [31] and [28] in the case h(ρ) = ρ and g(ρ) = 0. In both cases, non trivial
approximation procedures are required to prove the BD entropy and the Mellet-Vasseur inequality.
When the viscosity ν = 0, the system (1.4) is called Euler-Korteweg. In [8] local well-posedness has
been proved, while in [7] the global existence of smooth solutions with small data has been proved.
Moreover, when k(ρ) = 1/ρ the system (1.4) is called Quantum Hydrodynamic system (QHD) and
arises for example in the description of quantum fluids. The global existence of finite energy weak
solutions for the QHD system has been proved in [2, 3] without restrictions on the regularity or the
size of the initial data. Non uniqueness results by using convex integration methods has been proved
in [16]. Relative entropy methods to study singular limits for the equations (1.4)-(1.6) have been
exploited in [13, 16, 23, 18], in particular we mention the incompressible limit in [1] in the quantum
case, the quasineutral limit [17] for the constant capillarity case and the vanishing viscosity limit
in [13]. Finally, the analysis of the long time behaviour for the isothermal Quantum-Navier-Stokes
equations has been performed in [14].
Organization of the paper. The paper is organized as follows. In Section 2 we fix the notations,
give the precise definition of weak solutions of (1.1)-(1.2) and we recall some of the main tools used
in the proofs. In Section 3 we give the definition of weak solutions of the approximating system
and we prove the truncated formulation of the momentum equation. In the Section 4 we prove
Theorem 2.2.
2. Preliminaries
2.1. Notations. Let T3 the three-dimensional torus [0, 1]3, the space of smooth functions with
value in Rd compactly supported in the box [0, 1]3 and extended periodically will be C∞c ((0, T ) ×
T
3;Rd). We will denote with Lp(T3) the standard Lebesgue spaces and with ‖ · ‖Lp their norm.
The Sobolev space of functions with k distributional derivatives in Lp(T3) is W k,p(T3) and in the
case p = 2 we will write Hk(T3). The spaces W−k,p(T3) and H−k(T3) denote the dual spaces of
W k,p
′
(T3) and Hk(T3) where p′ is the Ho¨lder conjugate of p. Given a Banach space X we use
the classical Bochner space for time dependent functions with value in X, namely Lp(0, T ;X),
W k,p(0, T ;X) and W−k,p(0, T ;X) and when X = Lp(Ω), the norm of the space Lq(0, T ;Lp(Ω)) is
denoted by ‖·‖LqtLpx . Then, the space C(0, T ;Xw) is the space of continuous functions with value in
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the space X endowed with the weak topology. The space of Radon measure defined by the duality
with continuous compactly supported functions will be denoted by M(T3;Rd). Next, we denote
by Du = (∇u + (∇u)T )/2 the symmetric part of the gradient and by Au = (∇u − (∇u)T )/2 the
antisymmetric one. Given a matrix C ∈ R3×3 we denote by Cs, the symmetric part of C and by
Ca the antisymmetric one.
2.2. Definition of weak solutions and statement of the main result. The definition of weak
solution for the system (1.1)-(1.2) is the following
Definition 2.1. A triple (ρ, u,T ) with ρ ≥ 0 is said to be a weak solution of the Cauchy problem
(1.1)-(1.2)-(1.3) if the following conditions are satisfied.
(1) Integrability conditions.
ρ ∈ L∞(0, T ;H1(T3)) ∩ L2(0, T ;H2(T3)), √ρ u ∈ L∞(0, T ;L2(T3)),
ρ
γ
2 ∈ L∞(0, T ;L2(T3)) ∩ L2(0, T ;H1(T3)), ∇√ρ ∈ L∞(0, T ;L2(T3)).
T ∈ L2(0, T ;L2(T3)), ρ u ∈ C([0, T );L
3
2
w(T
3)).
(2) Continuity equation:
For any φ ∈ C∞c ([0, T )× T3;R)∫
ρ0φ(0) dx +
∫∫
ρφt +
√
ρ
√
ρu∇φdxdt = 0. (2.1)
(3) Momentum equation:
For any fixed l = 1, 2, 3 and ψ ∈ C∞c ([0, T ) × T3;R3)∫
ρ0u0,lψ(0) dx +
∫∫ √
ρ(
√
ρul)ψt dxdt+
∫∫ √
ρu
√
ρul : ∇ψ dxdt
−
∫∫ √
ρT s
·,l∇ψ − 2
∫∫
∇ρ γ2 ρ γ2 · ψ dxdt−
∫∫
∇lρ∆ρψ dxdt
−
∫∫
ρ∆ρ∇lψ dxdt = 0.
(2.2)
(4) Dissipation:
For any ϕ ∈ C∞c ([0, T ) × T3;R)∫∫ √
ρTi,jϕdxdt = −
∫∫
ρui∇jϕdxdt−
∫∫
2
√
ρui ⊗∇j√ρϕdxdt. (2.3)
(5) Energy Inequality:
There exist Λ ∈ L∞t (L2x), with ρ u =
√
ρΛ a.e. in (0, T )×T3, such that the following energy
inequality hold
sup
t∈(0,T )
∫
T3
|Λ(t, x)|2
2
+
ρ(t, x)γ
γ − 1 +
|∇ρ(t, x)|2
2
dx+
∫∫
|T s(t, x)|2 dxdt
≤
∫
T3
ρ0(x)|u0(x)|2 + ρ
0(x)
γ
γ − 1 +
|∇ρ0(x)|2
2
dx.
In order to state our main result, we first specify the assumptions on the initial data. We assume
that
ρ0 ≥ 0, ρ0 ∈ L1 ∩ Lγ(T3), ∇
√
ρ0 ∈ L2(T3), log ρ0 ∈ L1(T3). (2.4)
We point out that the assumption on the summability of log ρ0 is made only to avoid the techni-
calities in approximating the initial data. Regarding the initial velocity, we assume that u0 is a
measurable vector field, finite almost everywhere such that√
ρ0u0 ∈ L2(T3), ρ0u0 ∈ Lp(R3) with p < 2. (2.5)
The main theorem of this paper is the following.
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Theorem 2.2. Assume ρ0 and ρ0 u0 satisfy (2.4) and (2.5). Then, there exist at least a weak
solution (ρ, u,T ) of (1.1)-(1.3) in the sense of Definition 2.1.
Remark 2.3. We stress that the velocity field is not uniquely defined on the vacuum region {ρ = 0}.
Moreover, we are not able to deduce that Λ =
√
ρu in Definition 2.1, since we do not know if Λ = 0
on {ρ = 0}.
2.3. The Truncations. Let β¯ : R→ R be an even positive compactly supported smooth function
such that
β¯(z) = 1 for z ∈ [−1, 1],
supp β¯ ⊂ (−2, 2) and 0 ≤ β¯ ≤ 1. Given β¯, we define β˜ : R→ R as follows:
β˜(z) =
∫ z
0
β¯(s) ds.
For y ∈ R3 we define for any δ > 0 the functions
β1δ (y) :=
1
δ
β˜(δ y1)β¯(δ y2)β¯(δ y3),
β2δ (y) :=
1
δ
β¯(δ y1)β˜(δ y2)β¯(δ y3),
β3δ (y) :=
1
δ
β¯(δ y1)β¯(δ y2)β˜(δ y3).
Note that for fixed l = 1, 2, 3 the function βlδ : R
3 → R is a truncation of the function f(y) = yl.
Finally, for any δ > 0 we define βˆδ : R
3 → R as
βˆδ(y) := β¯(δ y1)β¯(δ y2)β¯(δ y3),
and for any λ > 0 we define β¯λ : R→ R as
β¯λ(s) = β¯(λ s).
In the next Lemma we collect some of the main properties of βlδ , βˆδ and β¯λ. Those properties are
elementary and can be deduced directly from the definitions.
Lemma 2.4. Let λ, δ > 0 and K := ‖β¯‖W 2,∞. Then, there exists C = C(K) such that the following
bounds hold.
(1) For any δ > 0 and l = 1, 2, 3
‖βlδ‖L∞ ≤
C
δ
, ‖∇βlδ‖L∞ ≤ C, ‖∇2βlδ‖L∞ ≤ C δ, (2.6)
(2) For any λ > 0
‖β¯λ‖L∞ ≤ 1, ‖β¯′λ‖L∞ ≤ C λ,
√
|s|β¯λ(s) ≤ C√
λ
. (2.7)
(3) For any δ > 0
‖βˆδ‖L∞ ≤ 1, ‖∇βˆδ‖L∞ ≤ Cδ, |y||βˆδ(y)| ≤ C
δ
, (2.8)
(4) The following convergences hold for l = 1, 2, 3, pointwise on R3, as δ → 0
βlδ(y)→ yl, (∇yβlδ)(y)→ ∇yly, βˆδ(y)→ 1. (2.9)
(5) The following convergence holds pointwise on R as λ→ 0
β¯λ(s)→ 1. (2.10)
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2.4. DiPerna-Lions Commutator Estimate. In this Subsection we recall the commutator es-
timate for convolutions of DiPerna-Lions [15]. First, for any function f we denote by fr the
time-space convolution of f with a smooth sequence of even mollifiers {Ψr}r, namely
fr = Ψr ∗ f(t, x), t > r,
where
Ψr(t, x) =
1
r4
Ψ(
t
r
,
x
r
)
and Ψ is a smooth nonnegative even function such that suppΨ ⊂ B1(0) and∫∫
Ψ dxdt = 1.
Then, the following lemma hold true.
Lemma 2.5. Let p1, p2 ∈ [1,∞] and p3 <∞.
(1) Let B ∈ Lp1((0, T ) × T3;R3) such that ∇B ∈ Lp1((0, T ) × T3;R) and let f ∈ Lp2((0, T ) ×
T
3;R), then
‖div (B f)r − div(Bf r)‖Lp3t,x → 0 as r → 0
provided 1p3 =
1
p1
+ 1p2 .
(2) Let g ∈ Lp1((0, T )×T3;R) such that ∂t g ∈ Lp1((0, T )×T3;R) and let f ∈ Lp2((0, T )×T3;R),
then
‖∂t(g f)r − ∂t(gf r)‖Lp3t,x → 0 as r→ 0,
provided 1p3 =
1
p1
+ 1p2 .
We omit the proof of the Lemma. Notice that part 1) can be easily deduced from [15, Lemma
II.1] and part 2) is a simple corollary.
3. Weak solutions of approximating system and their properties
We will construct weak solutions of (1.1)-(1.2) as limit of weak solutions of the following system:
∂tρε + div(ρεuε) = 0,
∂t(ρεuε) + div(ρεuε ⊗ uε)− div(ρεDuε) +∇ρ
γ
2
ε + ερε|uε|2uε + εuε
= ρε∇∆ρε + ερε∇
(
∆
√
ρε√
ρε
)
,
(3.1)
with initial datum
ρε(0, x) = ρ
0(x),
(ρεuε)(0, x) = ρ
0(x)u0(x),
(3.2)
satisfying the hypothesis (2.4) and (2.5). The definition of weak solutions of the system (3.1) is the
following.
Definition 3.1. A triple (ρε, uε,Tε) is a weak solution of (3.1)-(3.2) provided the following prop-
erties hold.
(1) Integrability Hypothesis:
ρε ∈ L∞(0, T ;H1(T3)) ∩ L2(0, T ;H2(T3)), ρε uε ∈ L∞(0, T ;L2(T3)),
ρ
γ
2
ε ∈ L∞(0, T ;L2(T3)) ∩ L2(0, T ;H1(T3)), Tε ∈ L∞(0, T ;L2(T3)),
√
ρε ∈ L∞(0, T ;H1(T3)) ∩ L2(0, T ;H2(T3)), ρ
1
4
ε uε ∈ L4((0, T ) × (T3)),
uε ∈ L2((0, T ) × (T3)), ρεuε ∈ C([0, T );L
3
2
w(T
3)).
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(2) Continuity equation:
For any φ ∈ C∞c ([0, T )× T3;R)∫∫
ρε∂tφ+ ρεuε∇φdxdt+
∫
ρ0φ(0) dx = 0. (3.3)
(3) Momentum equation:
For any ψ ∈ C∞c ([0, T ) × T3;R3)∫∫
ρεuε∂tψ + ρεuε ⊗ uε∇ψ −√ρεT sε ∇ψ − ερε|uε|2uεψ − εuεψ dxdt∫∫
−2ρ
γ
2
ε ∇ρ
γ
2
ε ψ − ε√ρε∇2√ρε∇ψ + ε∇√ρε ⊗∇√ρε∇ψ dxdt∫∫
−∇ρε∆ρεψρε∆ρε∇ψ dxdt+
∫
ρ0u0ψ(0) dx.
(3.4)
(4) Dissipation:
For any ϕ ∈ C∞c ([0, T ) × T3;R)∫∫ √
ρεTε,i,jϕdxdt = −
∫∫
ρε uε,i∇jϕdxdt− 2
∫∫ √
ρε uε,i ⊗∇i√ρεϕdxdt. (3.5)
(5) Energy Estimate:
sup
t∈(0,T )
(∫
ρε
|uε|2
2
+
ργε
γ − 1 +
|∇ρε|2
2
+ ε|∇√ρε|2 dx
)
+
∫∫
|T sε |2 dxdt+ ε
∫∫
ρε|uε|4 dxdt+ ε
∫∫
|uε|2 dxdt
≤
∫
ρ0
|u0|2
2
+
ρ0
γ
γ − 1 +
|∇ρ0|2
2
+ ε|∇√ρ0|2 dx.
(3.6)
(6) BD Entropy
sup
t∈(0,T )
(∫
ρε
|wε|2
2
+
ργε
γ − 1 +
|∇ρε|2
2
+ (ρε − ε log ρε) + ε|∇√ρε|2 dx
)
+
4
γ
∫∫
|∇ρ
γ
2
ε |2 dxdt+ 1
2
∫∫
T aε dxdt+
∫∫
|∆ρε|2 dxdt
ε
C
∫∫
|∇2√ρε|2 + |∇ρ
1
4
ε |4 dxdt+ ε
∫∫
ρε|uε|4 + |uε|2 dxdt
≤
∫
ρ0
|u0|2
2
+
2ρ0
γ
γ − 1 +
2|∇ρ0|2
2
+ 2ε|∇√ρ0|2 dx
∫
ρ0
|w0|2
2
+
∫
(ρ0 − ε log ρ0) dx.
(3.7)
Following the arguments in [32] ad [10] it is easy to prove that there exists at least a weak
solution in the sense of the Definition 3.1 so we omit the proof. In this section we prove the
truncated formulation of the momentum equation.
Theorem 3.2. Let (ρε, uε,Tε) be a weak solution of the system (3.1)-(3.2) in the sense of Definition
3.1. Let βlδ and β¯λ the truncation defined in the Subsection 2.3. Then the following equalities hold.
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(1) For any ψ ∈ C∞c ([0, T ) × T3;R)∫
ρ0βlδ(u
0)β¯λ(ρ
0)ψ(0, x) dx +
∫∫
ρεβ
l
δ(uε)β¯λ(ρε)∂tψ −
∫∫
ρεuεβ
l
δ(uε)β¯λ(ρε) · ∇ψ dxdt
−
∫∫ √
ρεT sε : ∇yβlδ(uε)β¯λ(ρε)⊗∇ψ dxdt− 2
∫∫
ρ
γ
2
ε ∇ρ
γ
2
ε · ∇yβlδ(uε)β¯λ(ρε)ψ dxdt
−
∫∫
∇ρε∆ρε∇yβlδ(uε)β¯λ(ρε)ψ dxdt−
∫∫
ρε∆ρε∇yβlδ(uε)β¯λ(ρε)∇ψ dxdt
+
∫∫
Rδ,λε ψ dxdt+
∫∫
R˜δ,λε ψ dxdt = 0.
(3.8)
where the remainders are
Rδ,λε =
6∑
i=1
Rδ,λε,i = ρεβ
l
δ(uε)β¯
′
λ(ρε)∂tρε + ρεuβ
l
δ(uε)β¯
′
λ(ρε)∇ρε
−√ρεT sε : ∇yβlδ(uε)⊗∇ρεβ¯
′
λ(ρε) +
√
ρε∆ρε∇2yβlδ(uε)Tεβ¯λ(ρε)
+ ρε∆ρε∇yβlδ(uε)β¯
′
λ(ρε)∇ρε − T sε Tε∇2yβlδ(uε)β¯λ(ρε).
(3.9)
R˜δ,λε =
6∑
i=1
R˜δ,λε,i = −ε∇2
√
ρε Tε∇2yβlδ(uε)β¯λ(ρε) + 4ε∇ρ
1
4
ε ⊗∇ρ
1
4
ε Tε∇2yβlδ(uε)β¯λ(ρε)
− ε√ρε∇2√ρε∇yβlδ(uε)β¯
′
λ(ρε)∇ρε + 4ε
√
ρε∇ρ
1
4
ε ⊗∇ρ
1
4
ε β
l
δ(uε)β¯
′
λ(ρε)∇ρε
− ερ|u|2u∇yβlδ(u)β¯λ(ρ)− εu∇yβlδ(u)β¯λ(ρ)
(3.10)
(2) For any ϕ ∈ C∞c ((0, T ) × T3;R) the following (tensor) equality holds:∫∫ √
ρεTεβˆδ(uε)ϕdxdt =−
∫∫
βˆδ(uε)ρεuε ⊗∇ϕdxdt−
∫∫ √
ρεuεϕ∇yβˆδ(uε)Tε dxdt
− 2
∫∫ √
ρεuε ⊗∇√ρεϕβˆδ(uε) dxdt.
(3.11)
Proof. In order to avoid heavy notations in the following theorem and the proof we drop the
subscript ε in (ρε, uε,Tε).
1) First, we define the following quantity:
M :=
√
ρT s + ε√ρ∇2√ρ− ε∇√ρ⊗∇√ρ,
N := ερ|u|2u+ εu+ 2ρ γ2∇ρ γ2 .
Moreover, let φm(y) be the function defined as follows
φm(y) =


0 for 0 < y ≤ 12m ,
2my − 1 for 12m ≤ y ≤ 1m ,
1 for 1m ≤ y ≤ m ,
2− ym for m ≤ y ≤ 2m ,
0 for 2m ≤ y.
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For fixed ε, by using the energy estimate and the BD entropy, we have the following bounds
‖ρ‖L∞t (L1x∩Lγx) ≤ C, ‖∇ρ‖L∞t L2x ≤ C, ‖∇
√
ρ‖L∞t L2x ≤ C,
‖∇ρ γ2 ‖L2t,x ≤ C, ‖ε
1
2∇2√ρ‖L2t,x ≤ C, ‖ε
1
4∇ρ 14 ‖L4t,x ≤ C, ‖ε
1
4ρ
1
4u‖L4t,x ≤ C,
‖√ρ u‖L∞t L2x ≤ C, ‖T ‖L2t,x ≤ C, ‖
√
εu‖L2t,x ≤ C, ‖∇
2ρ‖L2t,x ≤ C,
(3.12)
where C depends only on the initial data (1.3). Notice that, by using a combination of bounds in
(3.12) and standard interpolations inequalities the following bounds hold true for fixed ε
‖∂tρ‖
L
4
3
t,x
≤ Cε, ‖∇(ρu)‖
L
4
3
t,x
≤ Cε, ‖∇ρ∆ρ‖
L
5
4
t,x
≤ Cε, ‖ρ∆ρ‖
L
4
3
t,x
≤ Cε. (3.13)
Moreover, by (3.13) and the definition of φm, for any fixed m ∈ N and any foxed ε we have that
‖φ′m(ρ)M‖L2t,x ≤ Cm,ε, ‖φm(ρ)N‖L 43t,x
≤ Cm,ε,
‖ρ∆ρφ′m(ρ)∇ρ‖
L
5
4
t,x
≤ Cm,ε, ‖ρ∆ρφm(ρ)‖L2t,x ≤ Cm,ε,
‖φm(ρ)M‖L2t,x ≤ Cm,ε ‖φ
′(ρ)∇ρ‖L4t,x ≤ Cm,ε.
(3.14)
Finally, define vm := φm(ρ)u. By using (3.12) and the definition of φm we have that
‖vm‖L4t,x ≤ Cm,ε ‖∇vm‖L2t,x ≤ Cm,ε. (3.15)
Consider the weak formulation of the momentum equation in Definition 3.1, namely∫∫
ρu∂tψ + ρu⊗ u∇ψ −M∇ψ −Nψ −∇ρ∆ρψ dxdt
−
∫∫
ρ∆ρ∇ψ dxdt+
∫
ρ0u0ψ(0) dx = 0,
(3.16)
with ψ ∈ C∞c ((0, T ) × T3;R). Then, the following equation for vm holds∫∫
ρvm∂tψ + ρu⊗ vm∇ψ − ψ√ρtr(T )φ′m(ρ)ρu dxdt
−
∫∫
φm(ρ)M ∇ψ dxdt−
∫∫
Mφ′m(ρ)∇ρψ dxdt−
∫∫
Nφm(ρ)ψ dxdt
+
∫∫
∇ρ∆ρφm(ρ)ψ dxdt+
∫∫
ρ∆ρφ′m(ρ)∇ρψ dxdt+
∫∫
ρ∆ρφm(ρ)∇ψ dxdt = 0.
(3.17)
For a full derivation of (3.17) we refer to [27, Section 3.2]. The equality (3.17) is obtained by using
φm(ρ)ψr as test function in (3.4) and using correctly the continuity equation. By using standard
properties of mollifiers and an easy combination of the bounds (3.12)-(3.14), it is possible to send
r → 0 and the equality (3.17) follows easily. Although it is a very standard procedure, we show
how to deal with the capillarity terms. Note that∫∫
∇ρ∆ρφm(ρ)ψr + ρ∆ρ∇[φm(ρ)ψr] dxdt
=
∫∫
∇ρ∆ρrφm(ρ)ψ + ρ∆ρrφ′m(ρ)∇ρψ + ρ∆ρrφm(ρ)ψ dxdt.
(3.18)
Then, by using the bounds in (3.13) it follows that∫∫
∇ρ∆ρrφm(ρ)ψ dxdt→
∫∫
∇ρ∆ρφm(ρ)ψ dxdt,∫∫
ρ∆ρrφ
′
m(ρ)∇ρψ dxdt→
∫∫
ρ∆ρφ′m(ρ)∇ρψ dxdt,∫∫
ρ∆ρrφm(ρ)ψ dxdt→
∫∫
ρ∆ρφm(ρ)ψ dxdt.
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Next, we move to the proof of the truncated formulation of the momentum equation. Consider as
test function ∇yβlδ(vmr)ψr in (3.17) with ψ ∈ C∞c ((0, T ) × T3;R). By sending r → 0 we get∫∫
ρβlδ(vm)∂tψ + ρuβ
l
δ(vm)∇ψ −
√
ρtr(T )φ′m(ρ)ρu∇yβlδ(vm)ψ dxdt
−
∫∫
φm(ρ)M ∇2yβlδ(vm)∇vmψ dxdt−
∫∫
φm(ρ)M ∇yβlδ(vm)∇ψ dxdt
−
∫∫
Mφ′m(ρ)∇ρ∇yβlδ(vm)ψ dxdt−
∫∫
Nφm(ρ)∇yβlδ(vm)ψ dxdt
+
∫∫
∇ρ∆ρφm(ρ)∇yβlδ(vm)ψ dxdt+
∫∫
ρ∆ρφ′m(ρ)∇ρ∇yβlδ(vm)ψ dxdt
+
∫∫
ρ∆ρφm(ρ)∇2yβlδ(vm)∇vmψ dxdt+
∫∫
ρ∆ρφm(ρ)∇yβlδ(vm)∇ψ dxdt = 0.
(3.19)
As before, a full derivation of the previous equality can be found in [27, Section 3.3], here we give
the details on how to treat the transport term and the capillarity terms. Regarding the transport
term, by using standard properties of the convolutions we have that
−
∫∫
ρvm∂t
[
∇yβlδ(vmr)ψr
]
+ ρu⊗ vm∇
[
∇yβlδ(vmr)ψr
]
dxdt
=
∫∫
[∂t(ρvmr) + div(ρu⊗ vmr)]∇yβlδ(vmr)ψ dxdt
=
∫∫
[∂t(ρvmr)− ∂t(ρvmr) + div(ρu⊗ vmr)− div(ρu⊗ vmr)]∇yβlδ(vmr)ψ dxdt
+
∫∫
[∂t(ρvmr) + div(ρu⊗ vmr)]∇yβlδ(vmr)ψ dxdt = Ir + IIr
The term Ir is treated by using the commutator estimate of DiPerna-Lions [15]. Indeed, by Lemma
2.5 part 2) with g = ρ and f = vi,m and Lemma 2.5 with B = ρ u and f = vi,m, by using the
bounds in (3.13) and (3.15) we have that
Ir → 0 as r → 0.
Regarding the second term, we first note that by (3.13) the continuity equation holds a.e. in
(0, T ) × T3, then, since vmr is smooth, we have that
IIr =
∫∫ (
∂t(ρβ
l
δ(vmr)) + div(ρuβ
l
δvmr))
)
ψ dxdt
−
∫∫ (
ρβlδ(vmr)∂tψ + ρuβ
l
δ(vmr)∇ψ
)
dxdt,
which by using standard properties of convolutions and (3.13) converges to
−
∫∫ (
ρβlδ(vm)∂tψ + ρuβ
l
δ(vm)∇ψ
)
dxdt.
Regarding the capillarity terms, by standard properties of convolutions we have that∫∫
∇ρ∆ρφm(ρ)∇yβlδ(vmr)ψr dxdt+
∫∫
ρ∆ρφ′m(ρ)∇ρ∇yβlδ(vmr)ψr dxdt
+
∫∫
ρ∆ρφm(ρ)∇[∇yβlδ(vmr)ψr] dxdt =
∫∫
∇ρ∆ρφm(ρ)r∇yβlδ(vmr)ψ dxdt
+
∫∫
ρ∆ρφ′m(ρ)∇ρr∇yβlδ(vmr)ψ dxdt+
∫∫
ρ∆ρφm(ρ)r∇2yβlδ(vmr)∇vmrψ dxdt
+
∫∫
ρ∆ρφm(ρ)r∇yβlδ(vmr)∇ψ dxdt.
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Then, by using (3.13)-(3.15) and the fact that βlδ ∈W 2,∞(R), the following convergences as r → 0
follow easily
∫∫
∇ρ∆ρφm(ρ)r∇yβlδ(vmr)ψ dxdt→
∫∫
∇ρ∆ρφm(ρ)∇yβlδ(vm)ψ dxdt,∫∫
ρ∆ρφ′m(ρ)∇ρr∇yβlδ(vmr)ψ dxdt→
∫∫
ρ∆ρφ′m(ρ)∇ρ∇yβlδ(vm)ψ dxdt,∫∫
ρ∆ρφm(ρ)r∇2yβlδ(vmr)∇vmrψ dxdt→
∫∫
ρ∆ρφm(ρ)∇2yβlδ(vm)∇vmψ dxdt,∫∫
ρ∆ρφm(ρ)r∇yβlδ(vmr)∇ψ dxdt→
∫∫
ρ∆ρφm(ρ)∇yβlδ(vm)∇ψ dxdt,
where in third limit the Dominated Convergence Theorem and a possible passage to subsequence
is needed. At this point the would like to pass in the limit as m → ∞, but we cannot deal with
the term
∫∫
ρ∆ρφm(ρ)∇2yβlδ(vm)∇vmψ dxdt.
Before, taking the limit in m we need an additional truncation in ρ at a different scale. Consider
β¯λ(ρr)ψ as test function in (3.19)
∫∫
ρβlδ(vm)β¯
′
λ(ρr)∂tρrψ dxdt+
∫∫
ρβlδ(vm)β¯λ(ρr)∂tψ dxdt+
∫∫
ρuβlδ(vm)β¯
′
λ(ρr)∇ρrψ dxdt
+
∫∫
ρuβlδ(vm)β¯λ(ρr)∇ψ dxdt−
∫∫ √
ρtr(T )φ′m(ρ)ρu∇yβlδ(vm)β¯λ(ρr)ψ dxdt
−
∫∫
φm(ρ)M ∇2yβlδ(vm)∇vmβ¯λ(ρr)ψ dxdt−
∫∫
φm(ρ)M∇yβlδ(vm)β¯
′
λ(ρr)∇ρrψ dxdt
−
∫∫
φm(ρ)M ∇yβlδ(vm)β¯λ(ρr)∇ψ dxdt−
∫∫
Mφ′m(ρ)∇ρ∇yβlδ(vm)β¯λ(ρr)ψ dxdt
−
∫∫
Nφm(ρ)∇yβlδ(vm)β¯λ(ρr)ψ dxdt+
∫∫
∇ρ∆ρφm(ρ)∇yβlδ(vm)β¯λ(ρr)ψ dxdt
+
∫∫
ρ∆ρφ′m(ρ)∇ρ∇yβlδ(vm)β¯λ(ρr)ψ dxdt+
∫∫
ρ∆ρφm(ρ)∇2yβlδ(vm)∇vmβ¯λ(ρr)ψ dxdt
+
∫∫
ρ∆ρφm(ρ)∇yβlδ(vm)β¯
′
λ(ρr)∇ρrψ dxdt+
∫∫
ρ∆ρφm(ρ)∇yβlδ(vm)β¯λ(ρr)∇ψ dxdt = 0.
By using (3.12), the definition of φm, the bounds (3.13)-(3.15) and the fact the for fixed δ and
fixed λ we have that βl and β¯δ are smooth and satisfy the bounds (2.6) and (2.7) we have that as
r→ 0, after a possible passage to subsequence, by using the Dominated Convergence Theorem the
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following identity holds true,∫∫
ρβlδ(vm)β¯
′
λ(ρ)∂tρψ dxdt+
∫∫
ρβlδ(vm)β¯λ(ρ)∂tψ dxdt
+
∫∫
ρuβlδ(vm)β¯
′
λ(ρ)∇ρψ dxdt+
∫∫
ρuβlδ(vm)β¯λ(ρ)∇ψ dxdt
−
∫∫ √
ρtr(T )φ′m(ρ)ρu∇yβlδ(vm)β¯λ(ρ)ψ dxdt−
∫∫
φm(ρ)M ∇2yβlδ(vm)∇vmβ¯λ(ρ)ψ dxdt
−
∫∫
φm(ρ)M ∇yβlδ(vm)β¯
′
λ(ρ)∇ρψ dxdt−
∫∫
φm(ρ)M ∇yβlδ(vm)β¯λ(ρ)∇ψ dxdt
−
∫∫
Mφ′m(ρ)∇ρ∇yβlδ(vm)β¯λ(ρ)ψ dxdt−
∫∫
Nφm(ρ)∇yβlδ(vm)β¯λ(ρ)ψ dxdt
+
∫∫
∇ρ∆ρφm(ρ)∇yβlδ(vm)β¯λ(ρ)ψ dxdt+
∫∫
ρ∆ρφ′m(ρ)∇ρ∇yβlδ(vm)β¯λ(ρ)ψ dxdt
+
∫∫
ρ∆ρφm(ρ)∇2yβlδ(vm)∇vmβ¯λ(ρ)ψ dxdt+
∫∫
ρ∆ρφm(ρ)∇yβlδ(vm)β¯
′
λ(ρ)∇ρψ dxdt
+
∫∫
ρ∆ρφm(ρ)∇yβlδ(vm)β¯λ(ρ)∇ψ dxdt = 0.
(3.20)
Now we send m→∞. Since log ρ ∈ L1t,x, it follows that {ρ = 0} has measure zero and the following
convergences holds
φm(ρ)→ 1 a.e. in (0, T )× T3 and |φm(ρ)| ≤ 1,
vm → u a.e. in (0, T )× T3,
ρφ′m(ρ)→ 0 a.e. in (0, T )× T3 and |ρφ′m(ρ)| ≤ 2,√
ρ∇vm → T strongly in L2t,x.
(3.21)
We only prove that last convergence, since the others are obtained directly from the definition of
φm. By the definition of vm and φm we have
√
ρ∇ vm = ∇
(
φm(ρ)√
ρ
ρ u
)
− φm(ρ)∇ρ⊗ u.
By using that
∇(ρ u) = √ρT + 2∇√ρ⊗√ρu,
we have that
√
ρ∇ vm = φm(ρ)T + 4φ′m(ρ)ρ∇ρ
1
4 ⊗ ρ 14u.
Then,
‖√ρ∇ vm − T ‖L2t,x ≤ ‖(φm(ρ)− 1)T ‖L2t,x
+ 4‖φ′m(ρ)ρ∇ρ
1
4 ⊗ ρ 14u‖L2t,x ,
and the right-hand side goes to zero by the Dominated Convergence Theorem and (3.21). Next,
we start to analyze the terms in (3.20). By using the definition of M we have that∫∫
φm(ρ)M ∇2yβlδ(vm)∇vmβ¯λ(ρ)ψ dxdt =
∫∫
φm(ρ)
√
ρT s∇2yβlδ(vm)∇vmβ¯λ(ρ)ψ dxdt
+ ε
∫∫
φm(ρ)
√
ρ∇2√ρ∇2yβlδ(vm)∇vmβ¯λ(ρ)ψ dxdt
− 4ε
∫∫
∇ρ 14 ⊗∇ρ 14∇2yβlδ(vm)
√
ρ∇vmβ¯λ(ρ)ψ dxdt,
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which thanks to (3.12), the Dominated Convergence Theorem and (3.21) converge to∫∫
T sT ∇2yβlδ(u)β¯λ(ρ)ψ dxdt+ ε
∫∫
∇2√ρ∇2yβlδ(u)T β¯λ(ρ)ψ dxdt
− 4ε
∫∫
∇ρ 14 ⊗∇ρ 14T ∇2yβlδ(u)β¯λ(ρ)ψ dxdt.
Then, by using the definition of M we have∫∫
φm(ρ)M ∇yβlδ(vm)β¯
′
λ(ρ)∇ρψ dxdt =
∫∫
φm(ρ)
√
ρT s∇yβlδ(vm)β¯
′
λ(ρ)∇ρψ dxdt
+ ε
∫∫
φm(ρ)
√
ρ∇2√ρ∇yβlδ(vm)β¯
′
λ(ρ)∇ρψ dxdt
− ε
∫∫
φm(ρ)∇√ρ⊗∇√ρ∇yβlδ(vm)β¯
′
λ(ρ)∇ρψ dxdt,
which by (3.12) and the Dominated Convergence Theorem converge to∫∫ √
ρT s∇yβlδ(u)β¯
′
λ(ρ)∇ρψ dxdt+ ε
∫∫ √
ρ∇2√ρ∇yβlδ(u)β¯
′
λ(ρ)∇ρψ dxdt
− ε
∫∫
∇√ρ⊗∇√ρ∇yβlδ(u)β¯
′
λ(ρ)∇ρψ dxdt.
Next, again by the definition of M we have that∫∫
Mφ′m(ρ)∇ρ∇yβlδ(vm)β¯λ(ρ)ψ dxdt =
∫∫ √
ρT sφ′m(ρ)∇ρ∇yβlδ(vm)β¯λ(ρ)ψ dxdt
+ ε
∫∫ √
ρ∇2√ρφ′m(ρ)∇ρ∇yβlδ(vm)β¯λ(ρ)ψ dxdt
− ε
∫∫
∇√ρ⊗∇√ρφ′m(ρ)∇ρ∇yβlδ(vm)β¯λ(ρ)ψ dxdt
= 2
∫∫
T sρφ′m(ρ)∇
√
ρ∇yβlδ(vm)β¯λ(ρ)ψ dxdt
+ 2ε
∫∫
∇2√ρρφ′m(ρ)∇
√
ρ∇yβlδ(vm)β¯λ(ρ)ψ dxdt
− 4ε
∫∫
∇ρ 14 ⊗∇ρ 14 ρφ′m(ρ)∇
√
ρ∇yβlδ(vm)β¯λ(ρ)ψ dxdt,
which thanks to (3.12), (3.21) and the Dominated Convergence Theorem converge to 0. Finally,
we consider the term ∫∫
ρ∆ρφm(ρ)∇2yβlδ(vm)∇vmβ¯λ(ρ)ψ dxdt.
In order to show the convergence of this term we need to use the additional truncation of ρ at
height λ. We have that∫∫
ρ∆ρφm(ρ)∇2yβlδ(vm)∇vmβ¯λ(ρ)ψ dxdt =
∫∫ √
ρ∆ρφm(ρ)∇2yβlδ(vm)T β¯λ(ρ)ψ dxdt
+
∫∫
(
√
ρ∆ρ∇2yβlδ(vm)(
√
ρ∇vm − T )β¯λ(ρ)ψ dxdt.
Regarding the first term, by noticing that
|√ρ∆ρφm(ρ)∇2yβlδ(vm)T β¯λ(ρ)ψ| ≤
C√
λ
(|∆ρ|2 + |T |2),
we have that the Dominated Convergence Theorem implies that∫∫ √
ρ∆ρφm(ρ)∇2yβlδ(vm)T β¯λ(ρ)ψ dxdt→
∫∫ √
ρ∆ρ∇2yβlδ(u)T β¯λ(ρ)ψ dxdt.
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Concerning the second one we have that∣∣∣∣
∫∫
(
√
ρ∆ρ∇2yβlδ(vm)(
√
ρ∇vm − T )β¯λ(ρ)ψ dxdt
∣∣∣∣ ≤ Cλ,δ,ε‖∆ρ‖L2t,x‖√ρ∇vm − T ‖L2t,x → 0.
For all the other terms in (3.20) the analysis of the limit as m → ∞ for fixed ε is a consequence
of the convergences of φm and vm, a combination of the estimates in (3.12) and the Dominated
Convergence Theorem. The equality (3.8) is then proved for any ψ ∈ C∞c ((0, T ) × T3;R). The
initial data can be recovered by using the weak continuity of ρ u in Definition 3.1, and by considering
χn(t)ψ(t, x) as a test function, with ψ ∈ C∞([0, T );C∞c (T3)) and χn being an approximation of he
Dirac Delta in t = 0.
2) Multiply (3.5) by φm(ρ)βˆδ(vmr)rϕ with ϕ ∈ C∞c ((0, T )× T3;R) to obtain∫∫ √
ρT φm(ρ)βˆδ(vmr)rϕdxdt =−
∫∫
φm(ρ)βˆδ(vmr) ρu⊗∇ϕr dxdt
−
∫∫
ρuϕrφ
′
m(ρ)∇ρβˆδ(vmr) dxdt
−
∫∫
ρuϕrφm(ρ)∇yβˆδ(vmr)∇vmr dxdt
− 2
∫∫ √
ρu⊗∇√ρϕrφm(ρ)βˆδ(vmr) dxdt.
By sending r → 0 and using (3.12) we easily get∫∫ √
ρT φm(ρ)βˆδ(vm)ϕdxdt =−
∫∫
φm(ρ)βˆδ(vm)ρu⊗∇ϕdxdt
−
∫∫
ρuϕφ′m(ρ)∇ρβˆδ(vm) dxdt
−
∫∫
ρuϕφm(ρ)∇yβˆδ(vm)∇vm dxdt
− 2
∫∫ √
ρu⊗∇√ρϕφm(ρ)βˆδ(vm) dxdt.
Then, by sending m→∞ and using (3.12) and (3.21) we easily get (3.11). 
4. Global existence of weak solutions
In this Section we are going to prove the main result of our paper.
4.1. Bounds independent on ε. We collect the ε-independent bounds from (3.6) and (3.7), which
we will use in the sequence. First, we have that, for a generic constant C > 0 independent on ε,
the following bounds hold true:
‖√ρεuε‖L∞t L2x ≤ C, ‖∇ρε‖L∞t L2x ≤ C, ‖ρε‖L∞t (L1x∩Lγx) ≤ C,
‖Tε‖L2t,x ≤ C, ‖∇ρ
γ/2
n ‖L2t,x ≤ C, ‖∆ρε‖L2t,x ≤ C,
‖∇√ρε‖L∞t L2x ≤ C.
(4.1)
Moreover,
‖ρε‖L2tL∞x ≤ C, ‖∇ρε‖L 103t,x
≤ C, ‖ρ
γ
2
ε ‖
L
10
3
t,x
≤ C. (4.2)
By using (2.3), (4.1), (4.2) we have
‖ρεuε‖L2t,x ≤ C, ‖∇(ρεuε)‖L2tL1x ≤ C. (4.3)
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By using the continuity equation (2.1) and (4.3) we have that
‖∂tρε‖L2tL1x ≤ C. (4.4)
Finally, from (3.6) we also have that
‖ε 12∇2√ρε‖L2t,x ≤ C, ‖ε
1
4∇ρ
1
4
ε ‖L4t,x ≤ C,
‖ε 14ρ
1
4
ε uε‖L4t,x , ‖
√
εuε‖L2t,x ≤ C.
(4.5)
4.2. Convergence Lemma. By using the above uniform bounds we prove the following conver-
gences.
Lemma 4.1. Let {(ρε, uε,Tε)}ε be a sequence of weak solutions of (3.1)-(3.2).
(1) Up to subsequences there exist, ρ, m, T and Λ such that
ρε → ρ strongly in L2(0, T ;H1(T3)), (4.6)
ρεuε → m strongly in Lp(0, T ;Lp(T3)) with p ∈ [1, 2), (4.7)
Tε ⇀ T weakly in L2((0, T ) × T3), (4.8)
√
ρεuε
∗
⇀ Λ weakly* in L∞(0, T ;L2(T3)). (4.9)
Moreover, Λ is such that
√
ρΛ = m.
(2) The following additional convergences hold true for the density
∇√ρε ⇀ ∇√ρ weakly in L2((0, T ) × T3), (4.10)
∆ρε ⇀ ∆ρ weakly in L
2((0, T ) × T3), (4.11)
ργε → ργ strongly in L1((0, T ) × T3), (4.12)
∇ρ
γ
2
ε ⇀ ∇ρ
γ
2 weakly in L2((0, T ) × T3). (4.13)
Proof. By using (1.1) and (4.2), we have that
{∂tρε}ε is uniformly bounded in L2(0, T ;H−1(T3)).
Then, since {ρε}ε is uniformly bounded in L2(0, T ;H2(T3)), by using Aubin-Lions Lemma we get
(4.6). Next, by using the momentum equations and the bounds (4.1)-(4.2), it is easy to prove that
{∂t(ρεuε)}ε is uniformly bounded in L2(0, T ;W−2,
3
2 (T3)).
Then, by using (4.2), (4.3) and Aubin-Lions Lemma, (4.7) follows. The convergences (4.8) and
(4.9) follow by standard weak compactness theorems and the equality
√
ρΛ = m follows easily from
(4.6) and (4.9). Next, the convergences (4.10), (4.11) follow from the the uniform bounds (4.1) and
standard weak compactness arguments. Finally, The convergence (4.12) is obtained by using (4.6)
and the bound (4.1) and the convergence (4.13) follows by (4.1) and (4.6). 
Lemma 4.2. Let f ∈ C ∩ L∞(R3;R) and (ρε, uε) be a solution of (1.1)-(1.2) and let u be defined
as follows:
u =
{
m(t,x)
ρ(t,x) =
Λ(t,x)√
ρ(t,x)
(t, x) ∈ {ρ > 0},
0 (t, x) ∈ {ρ = 0}.
(4.14)
Then, the following convergences hold.
ρε f(uε)→ ρ f(u) strongly in Lp((0, T ) × T3) for any p < 6, (4.15)
∇ρε f(uε)→ ∇ρ f(u) strongly in Lp((0, T ) × T3) for any p < 10
3
, (4.16)
ρεuε f(uε)→ ρu f(u) strongly in Lp((0, T ) × T3) for any p < 2, (4.17)
ρ
γ
2
ε f(uε)→ ρ
γ
2 f(u) strongly in Lp((0, T ) × T3) for any p < 10
3
. (4.18)
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Proof. We first note that, up to a subsequence non relabelled, (4.6) and (4.7) imply that
ρε → ρ a.e. in (0, T ) × T3,
ρεuε → m a.e. in (0, T )× T3,
∇ρε → ∇ρ a.e. in (0, T )× T3.
(4.19)
Moreover, by Fatou Lemma we have that∫∫
lim inf
ε→0
m2ε
ρε
dxdt ≤ lim inf
ε→0
∫∫
m2ε
ρε
<∞, (4.20)
which implies that m = 0 on {ρ = 0} and
√
ρ u ∈ L∞(0, T ;L2(T3)).
Moreover, m = ρ u =
√
ρΛ. Let us prove (4.15). On {ρ > 0} by using (4.19) we have that
ρε f(uε)→ ρ f(u) a.e. in {ρ > 0}.
On the other hand, since f ∈ L∞(R3;R) we have
|ρε f(uε)| ≤ |ρε|‖f‖∞ → 0 a.e. in {ρ = 0}.
Then, ρε f(uε) → ρ f(u) a.e. in (0, T ) × T3 and the convergence in (4.15) follows by the uniform
bound
‖ρε‖L6t,x ≤ C
and Vitali’s Theorem. Regarding (4.16), from Lemma 4.1 we have that ρ is a Sobolev function,
then, see [20],
∇ρ = 0 a.e. in {ρ = 0}.
From (4.19) we have that
∇ρε f(uε)→ ∇ρ f(u) a.e. in {ρ > 0}
|∇ρε f(uε)| ≤ |∇ρε|‖f‖∞ → 0 a.e. in {ρ = 0}.
Then, ∇ρε f(uε) → ∇ρ f(u) a.e. in (0, T ) × T3 and (4.16) follows from the uniform bound (4.2)
and Vitali’s Theorem. Concerning (4.17), again (4.19) implies the following convergences
ρεuε f(uε)→ mf(u) a.e. in {ρ > 0},
|ρεuε f(uε)| ≤ |ρεuε|‖f‖∞ → 0 a.e. in {ρ = 0},
which, together with (4.2) and Vitali’s Theorem, imply (4.17). Finally, (4.18) follows by the same
arguments used to prove (4.15) and the uniform bounds on the pressure in (4.1). 
4.3. Proof of the main Theorem. We are now ready to prove Theorem 2.2.
Proof of Theorem 2.2. Let {(ρε, uε,Tε)}ε be a sequence of weak solutions of (3.1)-(3.2). By Lemma
4.1 there exist ρ, m, Λ and T such that the convergences (4.6), (4.7) and (4.9) hold. Moreover, by
defining the velocity u as in Lemma 4.2 we have that
√
ρ u ∈ L∞(0, T ;L2(T3), T ∈ L2((0, T ) × T3), m = √ρΛ = ρ u.
By using (4.6), (4.7) and (2.4) is straightforward to prove that∫
ρ0εφ(0, x) dx +
∫∫
ρεφt dxdt+
∫∫
ρεuε∇φdxdt
converges to ∫
ρ0φ(0, x) dx +
∫∫
ρφt dxdt+
∫∫
ρ u∇φdxdt,
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for any φ ∈ C∞c ([0, T ) × T3). Let us consider the momentum equations. Let l ∈ {1, 2, 3} fixed, by
using Theorem 3.2 we have that for any ψ ∈ C∞c ([0, T ) × T3;R) the following equality holds∫
ρ0βlδ(u
0)β¯λ(ρ
0)ψ(0, x) dx +
∫∫
ρεβ
l
δ(uε)β¯λ(ρε)∂tψ −
∫∫
ρεuεβ
l
δ(uε)β¯λ(ρε) · ∇ψ dxdt
−
∫∫ √
ρεT sε : ∇yβlδ(uε)β¯λ(ρε)⊗∇ψ dxdt− 2
∫∫
ρ
γ
2
ε ∇ρ
γ
2
ε · ∇yβlδ(uε)β¯λ(ρε)ψ dxdt
−
∫∫
∇ρε∆ρε∇yβlδ(uε)β¯λ(ρε)ψ dxdt−
∫∫
ρε∆ρε∇yβlδ(uε)β¯λ(ρε)∇ψ dxdt
+
∫∫
Rδ,λε ψ dxdt+
∫∫
R˜δ,λε ψ dxdt = 0.
(4.21)
where the remainders are
Rδ,λε =
6∑
i=1
Rδ,λε,i = ρεβ
l
δ(uε)β¯
′
λ(ρε)∂tρε + ρεuεβ
l
δ(uε)β¯
′
λ(ρε)∇ρε
−√ρεT se : ∇yβlδ(uε)⊗∇ρεβ¯
′
λ(ρε) +
√
ρε∆ρε∇2yβlδ(uε)Tεβ¯λ(ρε)
+ ρε∆ρε∇yβlδ(uε)β¯
′
λ(ρε)∇ρε − T sε Tε∇2yβlδ(uε)β¯λ(ρε),
R˜δ,λε =
4∑
i=1
R˜δ,λε,i = −ε∇2
√
ρε Tε∇2yβlδ(uε)β¯λ(ρε) + 4ε∇ρ
1
4
ε ⊗∇ρ
1
4
ε T ∇2yβlδ(uε)β¯λ(ρε)
− ε√ρε∇2√ρε∇yβlδ(uε)β¯
′
λ(ρε)∇ρε + 4ε
√
ρε∇ρ
1
4
ε ⊗∇ρ
1
4
ε β
l
δ(uε)β¯
′
λ(ρε)∇ρε
− ερε|uε|2uε∇yβlδ(uε)β¯λ(ρε)− εuε∇yβlδ(uε)β¯λ(ρε).
We first perform the limit as ε goes to 0 for δ and λ fixed. Notice that, since β¯λ ∈ L∞(R), and
{ρε}ε converges almost everywhere, by Dominated Convergence we have that
β¯λ(ρε)→ β¯λ(ρ) strongly in Lq((0, T ) × T3) for any q <∞. (4.22)
By using (4.15) with p = 2 and choosing q = 2 in (4.22) we have that∫∫
ρεβ
l
δ(uε)β¯λ(ρε)∂tψ dxdt→
∫∫
ρβlδ(u)β¯λ(ρ)∂tψ dxdt.
Next, by (4.17) with p = 3/2 and choosing q = 3 in (4.22) we get∫∫
ρεuεβ
l
δ(uε)β¯λ(ρε) · ∇ψ dxdt→
∫∫
ρ uβlδ(u)β¯λ(ρ) · ∇ψ dxdt.
By using (4.8), (4.15) with p = 4 and (4.22) with q = 4 it follows∫∫
T sε :
√
ρε∇yβlδ(uε)β¯λ(ρε)⊗∇ψ dxdt→
∫∫ √
ρ T : ∇yβlδ(u)β¯λ(ρ)⊗∇ψ dxdt.
By using (4.13), (4.18) with p = 3 and (4.22) with q = 6 it follows∫∫
ρ
γ
2
ε ∇ρ
γ
2
ε · ∇yβlδ(uε)β¯λ(ρε)ψ dxdt→
∫∫
ρ
γ
2∇ρ γ2 · ∇yβlδ(u)β¯λ(ρ)ψ dxdt.
By using (4.11), (4.16) with p = 3 and (4.22) with q = 6 it follows∫∫
∇ρε∆ρε∇yβlδ(uε)β¯λ(ρε)ψ dxdt→
∫∫
∇ρ∆ρ∇yβlδ(u)β¯λ(ρ)ψ dxdt.
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Next, by using (4.11), (4.15) with p = 3 and (4.22) with q = 6 it follows∫∫
ρε∆ρε∇yβlδ(uε)β¯λ(ρε)∇ψ dxdt→
∫∫
ρ∆ρ∇yβlδ(u)β¯λ(ρ)∇ψ dxdt.
It remains to study the remainders R˜δ,λε and R
δ,λ
ε . Regarding R˜
δ,λ
ε we prove the following conver-
gence
R˜δ,λε → 0 in L1t,x.
Indeed, by considering term by term and using the uniform bounds (4.1) and (4.5) we have that
‖R˜δ,λε,1‖L1t,x ≤ Cδ,λ
√
ε‖√ε∇2√ρε‖L2t,x‖Tε‖L2t,x ≤ Cδ,λ
√
ε,
‖R˜δ,λε,2‖L1t,x ≤ Cδ,λ
√
ε‖ε 14∇ρ
1
4
ε ‖2L4t,x‖Tε‖L2t,x ≤ Cδ,λ
√
ε,
‖R˜δ,λε,3‖L1t,x ≤ Cδ,λ
√
ε‖√ε∇2√ρε‖L2t,x‖∇ρε‖L2t,x ≤ Cδ,λ
√
ε,
‖R˜δ,λε,4‖L1t,x ≤ Cδ,λ
√
ε‖ε 14∇ρ
1
4
ε ‖2L4t,x‖∇ρε‖L2t,x ≤ Cδ,λ
√
ε,
‖R˜δ,λε,5‖L1t,x ≤ Cδ,λε
1
4 ‖ρ‖
1
4
L1t,x
‖ε 14 ρ
1
4
ε uε‖3L4t,x ≤ Cδ,λε
1
4 ,
‖R˜δ,λε,6‖L1t,x ≤ Cδ,λ
√
ε‖√εuε‖L2t,x ≤ Cδ,λ
√
ε.
Now we consider Rδ,λε . We claim that there exists a C > 0 independent on ε, δ and λ such that
‖Rδ,λε ‖L1t,x ≤ C
(
δ√
λ
+
λ
δ
+ λ+ δ
)
. (4.23)
In order to prove (4.23) we estimate all the terms in (3.9) separately. By using the uniform bounds
(4.1), (4.2), (4.4) and the bounds on the truncations (2.6) and (2.7) we have
‖Rδ,λε,1‖L1t,x ≤ ‖ρε‖L2(L∞)‖∂tρε‖L2(L1)‖β
l
δ(uε)‖L∞t,x‖β¯
′
λ(ρε)‖L∞t,x ≤ C
λ
δ
,
‖Rδ,λε,2‖L1t,x ≤ ‖ρεuε‖L2t,x‖∇ρε‖L2t,x‖β
l
δ(uε)‖L∞t,x‖β¯
′
λ(ρε)‖L∞t,x ≤ C
λ
δ
,
‖Rδ,λε,3‖L1t,x ≤ ‖ρε‖L2(L∞)‖T
s
ε ‖L2t,x‖∇ρε‖L∞(L2)‖∇yβ
l
δ(uε)‖L∞t,x‖β¯
′
λ(ρε)‖L∞t,x ≤ Cλ,
‖Rδ,λε,4‖L1t,x ≤ ‖∆ρε‖L2t,x‖T
s
ε ‖L2t,x‖∇
2
yβ
l
δ(uε)‖L∞t,x‖
√
ρεβ¯λ(ρε)‖L∞t,x ≤ C
δ√
λ
,
‖Rδ,λε,5‖L1t,x ≤ ‖ρε‖L2(L∞)‖∆ρε‖L2t,x‖∇ρε‖L∞(L2)‖∇yβ
l
δ(uε)‖L∞t,x‖β¯
′
λ(ρε)‖L∞t,x ≤ Cλ,
‖Rδ,λε,6‖L1t,x ≤ ‖Tε‖
2
L2t,x
‖∇2yβlδ(uε)‖L∞t,x‖β¯λ(ρε)‖L∞t.x ≤ Cδ.
Then, (4.23) is proved and, when ε goes to 0, we have that (ρ, u,T ) satisfies the following integral
equality ∫∫
ρ uβlδ(u)β¯λ(ρ) · ∇ψ dxdt− 2ν
∫∫ √
ρS : ∇yβlδ(u)β¯λ(ρ)⊗∇ψ dxdt
−
∫∫
ρ
γ
2∇ρ γ2 · ∇yβlδ(u)β¯λ(ρ)ψ dxdt
− 2κ2
∫∫
∇ρ∆ρ∇yβlδ(u)β¯λ(ρ)ψ dxdt− 2κ2
∫∫
ρ∆ρ∇yβlδ(u)β¯λ(ρ)∇ψ dxdt
−
∫
ρ0βlδ(u
0)β¯λ(ρ
0)ψ(0, x) dx + 〈µδ,λ, ψ〉 = 0,
(4.24)
where µδ,λ is a measure such that
Rδ,λε → µδ,λ in M(T3;R)
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and its total variations satisfies
|µδ,λ|(T3) ≤ C
(
δ√
λ
+
λ
δ
+ λ+ δ
)
. (4.25)
Let δ = λα with α ∈ (1/2, 1), then when λ→ 0 we have that
|µλα,λ|(T3)→ 0
and by (2.9), (2.10) and the Dominated Convergence Theorem we have that (4.24) converges to∫
ρ0 ul,0ψ(0, x) dx +
∫∫
ρ ul∂tψ +
∫∫
ρ uul · ∇ψ dxdt−
∫∫ √
ρT slj∇jψ dxdt
−
∫∫
ρ
γ
2∇lρ
γ
2ψ dxdt−
∫∫
∇lρ∆ρψ dxdt−
∫∫
ρ∆ρ∇lψ dxdt = 0.
(4.26)
It remain to prove (2.3). By using Theorem 3.2, Part 2) we have that for any ϕ ∈ C∞c ((0, T )×T3;R)
it holds that ∫∫ √
ρεTεβˆδ(uε)ϕdxdt =−
∫∫
βˆδ(uε)ρεuε ⊗∇ϕdxdt
−
∫∫ √
ρεuεϕ∇yβˆδ(uε)Tε dxdt
−2
∫∫ √
ρεuε ⊗∇√ρεϕβˆδ(uε) dxdt.
(4.27)
For fixed δ, by using the convergence (4.8) and (4.15) with p = 4, we have that∫∫ √
ρεβˆδ(uε)Tεϕdxdt→
∫∫ √
ρβˆδ(u)T ϕdxdt.
Next, we have that ∫∫
βˆδ(uε)ρεuε ⊗∇ϕdxdt→
∫∫
βˆδ(u)ρu⊗∇ϕdxdt,
because of (4.17) with p = 1. By using (2.8), (4.15) with p = 2 and the weak convergence of ∇√ρε
in L2t,x we get ∫∫ √
ρεuε ⊗∇√ρεβˆδ(uε)ϕdxdt→
∫∫ √
ρu⊗∇√ρβˆδ(u)ϕdxdt.
Let
R¯δε =
√
ρεuεϕ∇yβˆδ(uε)Tε, (4.28)
by using (4.1) and (2.8) we have that
‖R¯δn‖L1t,x ≤ C‖
√
ρεuε‖L∞(L2t,x)‖Tε‖L2t,x‖∇yβˆδ(uε)‖L∞t,x ≤ Cδ,
and then there exists a measure µ¯δ such that∫∫
R¯δε∇ϕdxdt→ 〈µ¯δ,∇ϕ〉, (4.29)
and its total variation satisfies
|µ¯δ|(T3) ≤ Cδ.
Collecting the previous convergences, we have∫∫ √
ρεβˆδ(uε)Tεϕdxdt = −
∫∫
βˆδ(u)ρu⊗∇ϕdxdt
− 2
∫∫ √
ρu⊗∇√ρβˆδ(u)ϕdxdt
− 〈µ¯δ,∇ψ〉.
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By using (2.9), Dominated Convergence Theorem and (4.29) we get (2.3). Finally, the energy
inequality follows from the lower semicontinuity of the norms. 
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