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Abstract
We propose a unified modelling framework that theoretically justifies the main empirical reg-
ularities characterizing the international trade network. Each country is associated to a Polya
urn whose composition controls the propensity of the country to trade with other countries.
The urn composition is updated through the walk of the Reinforced Urn Process of Muliere
et al. (2000). The model implies a local preferential attachment scheme and a power law right
tail behaviour of bilateral trade flows. Different assumptions on the urns’ reinforcement param-
eters account for local clustering, path-shortening and sparsity. Likelihood-based estimation
approaches are facilitated by feasible likelihood analytical derivation in various network set-
tings. A simulated example and the empirical results on the international trade network are
discussed.
1 Introduction
1.1 Related literature and motivation
Applications of complex network analysis to international trade data have produced a large number
of stilyzed facts still lacking unified theoretical justification. Representing international trade rela-
tionships as a network with countries as nodes is not novel (Snyder and Kick 1979,Breiger (1981)).
Research on the statistical and topological properties of the network of international trade relations
among countries is more recent. Serrano and Boguna´ (2003), Garlaschelli and Loffredo (2004) and
Garlaschelli and Loffredo (2005) analysed the binary version of the international trade network,
in which an edge exists between pairs of vertices representing two countries whenever a positive
trade flow between them is observed. The binary representation of trade relations clearly loses
crucial information coming from heterogeneous relations that distinguish among major and minor
importers and exporters. To overcome this limitation, Bhattacharya et al. (2007), Fagiolo et al.
(2008) and Fagiolo et al. (2009) focus on weighted networks of international trade, in which to the
edge representing the trade flow is associated a weight proportional to the magnitude of the trade
flow existing between the two countries.
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The statistical properties analysed in Bhattacharya et al. (2007) suggest a distribution of node
strength that is highly skewed to the right and that may be well approximated by a lognormal
distribution. This feature implies that few countries with many trader relations coexist with a
large number of countries trading only with a limited number of partner countries. The tendency
of more popular vertices in the network to be more likely to attract other vertices is known as
preferential attachment (Simon 1955; Barabasi and Albert 1999). The main reason for scientific
interest in preferential attachment stems from its interpretation as a network mechanism capable of
generating power law distributions. As a mechanism, preferential attachment is valuable because
it generates a long-tailed distribution following a Pareto distribution or power law in its tail.
Power law distributions have been shown to characterize a large number of empirical phenomena
(Newman 2005). Examples include the species distributions, the distribution of the size of cities,
of the wealth of extremely wealthy individuals (Simon 1955), the number of citations received by
scientific publications (Price 1976), and the number of links to pages on the World Wide Web
(Barabasi and Albert 1999). We reframe the preferential attachment mechanism of Barabasi and
Albert (1999) in terms of a Polya urn attached to the network, in which: (i) different types of balls
correspond to different vertices; (ii) each type of ball may be extracted with probability proportional
to the degree (or size, in case of weighted networks) of its associated vertex, and (iii) once a vertex
is extracted, it is linked with an edge to a newly introduced vertex.
The objective of the present paper is to introduce a flexible modelling framework that is able
to capture the main empirical regularities of the weighted network representing the international
trade relations. In particular, our network model has the following five constitutive properties: a)
In line with the preferential attachment scheme, the popularity of each country (vertex) is positively
related to its in-strength, that is the aggregate weight of the edges pointing to the vertex (total
imports); b) instead of a single Polya urn attached to the network, as in Barabasi and Albert
(1999), a system of Polya urns is assumed. Each urn is associated to a country and contains balls
corresponding to all or part of the remaining countries; c) a Reinforced Urn Process (RUP, Muliere
et al. 2000) moves from country to country (from urn to urn) and through its movement it reinforces
the vertices with balls corresponding to the edges traversed, therefore reinforcing the bilateral trade
relationships. In this way the preferential attachment mechanism is a local phenomenon, since the
popularity of a country may depend on the current position of the RUP, so that a country can be
more or less attractive, depending on which country it is trading with; d) The urn construction
implies a power law trade flow (edge weight) distribution. In particular, the export flow (weight)
associated to a single directed edge, conditional on all other weights, is a random variable shown
to follow a Yule-Simon distribution. Its decay rate in the right tail is inversely proportional to
the weights of the other edges starting from the same vertex, creating a competition among edges.
This means that the export flow competes with the other trade flows initiated by the same country;
e) The traditional preferential attachment model of Barabasi and Albert (1999) is a generative
network model: specification of microdynamic laws facilitates the generation of the networks, but
prevents a macroanalysis of the network structure. On the other hand, Exponential random graph
models (see Robins et al. 2007 for a basic discussion) parameterize the network structure, without
any hint on the local laws generating the network. We are able to derive the likelihood for directed
and undirected, weighted and unweighted networks, so that likelihood-based inference may be
performed relatively easily, and still the mechanism driving the motion of the RUP clarifies how to
generate the networks.
The basic model is introduced for directed weighted networks, then considerations on equiva-
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lence classes of networks allow us to extend the modeling framework to directed unweighted and
undirected unweighted networks. We emphasize that, relative to the basic preferential attachment
model of Barabasi and Albert (1999), the proposed model is notable for its flexibility. As we discuss
elsewhere in the paper, different assumptions on the reinforcement parameters governing the RUP
process account for various empirical regularities of the international trade network, such as degree
distributions and strength distributions skewed to the right, negative assortativity, path-shortening
and global sparsity. Also, unlike the model of Barabasi and Albert (1999)), our model may be
evaluated or simulated from the likelihood, thus supporting the development of likelihood-based
estimation approaches.
1.2 Data description
International trade provides an ideal context to develop statistical models for networks because
economic globalization is frequently interpreted as an ongoing process of greater interdependence
among countries and their citizens (Fisher 2003). The coexistence of positive feedback mechanisms
making highly connected countries ever more connected and poorly connected countries ever less
connected is an issue of particular concern for the study of international trade and economic de-
velopment (Rauch (2001)). The Direction of Trade (DOT) data set that we use in this paper is
available from 1948 to 2000 for 186 countries The Direction of Trade (DOT) data set is available
from 1948 to 2000 for 186 countries. The primary source is the International Monetary Fund DOT
Yearbook, in the free version available from the Economics Web Institute. We focus on annual
time series of countries’ exports and imports, by partner countries, in millions of current-year US
dollars. The data are grouped by pairs of countries. Any two countries x and y give rise, in any
given year, to two trade flows: exports from x to y and exports from y to x. DOT data are based on
reports generated by the International Monetary Fund member states. However, some of the data
for non-reporting and slow-reporting countries are derived based on reports of partner countries.
Figure 1 (left) plots in logarithmic scales for data in 2000, for both the axes, the vertex degree
versus the upper tail probability, that is the empirical probability of observing a vertex with higher
degree (of observing a country with a higher number of partners). A straight line would indicate
a distribution that can be well approximated as a Pareto distribution, but the increasing slope (in
absolute terms) suggests that the Pareto approximation can work well only locally. Restricting
the analysis to the right tail, the network shows a linear behaviour better approximated by the
Pareto law. The simple linear regression line added to the plot is computed on a chosen Pareto
scale parameter of 156 (minimum vertex degree) and suggests an Ordinary Least Squares tail index
of 32.84. Furthermore, the degree distribution exhibits an empirical positive skewness of 0.2617,
suggesting the presence of few countries with a high number of partners, and a larger number of
countries with few partners.
Similarly, when we consider the weighted version of the network, taking into account the
amounts of bilateral trade flows, we analyse the vertex strength distribution, plotted in Figure
1 (right): again we note how in log-log scale the whole distribution is far from a Pareto distribu-
tion, but, restricting to the right tail, to vertices with strength above 110000 (in millions of current
US dollars), a Pareto law with estimated tail index 1.481 can well approximate the tail behaviour.
Coherently with Bhattacharya et al. (2007), the positive skewness of the strength distribution is
a very pronounced phenomenon (in our data estimated to be 4.9443). It highlights the existence
of a preferential attachment mechanism producing network centralization, with a small number of
countries accounting for a substantial portion of the total volume of trade. In fact, relative to the
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full network of international trade, the subnetwork obtained by deleting the vertices corresponding
to the 10 largest exporters shows a total traded amount that decreases by 85%. Furthermore, the
sparsity of the subnetwork increases, since the proportion of edges with positive weight (out of the
total number of potential edges) decreases from 41.39% to 35.90%.
The average shortest path length, measured as the average number of edges separating any two
nodes in the network, is 1.98, clearly exhibiting the so-called small-world behaviour (Watts and
Strogatz 1998), which implies that the network has an average topological distance between the
various nodes increasing very slowly with the number of nodes (logarithmically or even slower),
despite showing a large degree of local interconnectedness typical of more ordered lattices. The
weighted network has an average weighted local clustering coefficient of 0.9564, computed as in
Barrat et al. (2004). This coefficient is a measure of the local cohesiveness that takes into account
the importance of the clustered structure on the basis of the amount of trade flows. See Opsahl and
Panzarasa (2009) for an alternative generalization of the clustering coefficient to weighted networks.
The comparison of the weighted clustering coefficient with a much lower average topological local
clustering coefficient (which does not account for different edge weights) of 0.2047 reveals a network
in which the interconnected triplets are more likely formed by the edges with larger weights. In
this case clusters have a major effect in the organization of the network because the largest part of
the trade flows is occurring on edges belonging to interconnected triplets. Finally, coherently with
the empirical evidence in Snyder and Kick (1979), Breiger (1981) and Fagiolo et al. (2008), both
in the unweighted and, to a lesser extent, in weighted versions of the international trade network,
there is a negative dependence between local clustering coefficients and node degrees. This means
that the network displays negative assortativity, that is countries with few connections tend to link
to highly-connected hubs.
In Section 2 the model is developed: networks are studied for a finite and an infinite number
of reinforcements in the system, and a simulated example is provided. We discuss the empirical
results in Section 3 and extensions of the basic model in Section 4. Some conclusions and directions
of investigation are reported in Section 5.
2 Reinforced Urn Model Development
Consider a directed weighted network G = (V,E,w0), where V and E are, respectively, the set
of vertices and edges, and w0 : E → R are the initial weights associated to each edge. Take the
stochastic process {X} to be a Reinforced Urn Process as introduced in Muliere et al. (2000),
a random walk on Polya urns. We denote {X} ∈ RUP (V,U, q), where V = {1, 2, . . . , n}, the
vertex set, is the countable state space of Xt. U = {U1, . . . , Un} is a collection of Polya urns, each
associated to a vertex of G. The urn associated to vertex i is Ui = {w0ij , j = 1, . . . , n}, where
w0ij is the initial number of balls of colour j in Ui. Finally, the law of motion q : V × V → V is
responsible for the movement of {X} among the vertices: if Xt = v1, a ball is extracted from Uv1
and is replaced in Uv1 with s additional balls of the same colour; if, say, the extracted ball is v2,
then Xt+1 = q(v1, v2). Without loss of generality, we assume q(i, j) = j for all i, j ∈ V .
After m steps of {X}, we will have an updated edge weights of G. The initial and final (after
m steps) network can be equivalently represented by the weighted adjacency matrices W 0 = (w0ij)
and Wm = (wmij ), where the ij-element of the matrix is greater than 0 if the (i, j) edge is in the
edge set E. Note that the adjacency matrices do not need to be symmetric since the networks are
directed, and non-zero entries in the main diagonal indicate the presence of loops. We can also have
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a countably infinite number of nodes, without any substantial change in the results that follow.
The starting point of the RUP is the root of the network, denoted v0, and, to assure that the RUP
comes back to the origin an infinite number of times a.s., we impose, following Muliere et al. (2000)
and Cirillo et al. (2013), for all m, a recurrency condition of the form
lim
t→+∞
t∏
i=0
∑
j 6=v0 w
m
ij∑
j w
m
ij
= 0.
Let mij be the number of times we observe (Xt, Xt+1) = (i, j) for t = 1, . . . ,m− 1, that is the
number of times the directed edge (i, j) is traversed, and let mi =
∑
jmij be the number of times
vertex i is traversed by the RUP. The probability of observing the network (wmij ) after m steps of
the RUP, for s = 1, is
P (Wm = (wmij )) =
n∏
i=1
{∏n
j=1
∏mij−1
k=0 (w
0
ij + k)∏mi−1
k=0 (
∑
j w
0
ij + k)
}
=
n∏
i=1
B({w0ij +mij}nj=1)
B({w0ij}nj=1)
=
n∏
i=1
B({wmij }nj=1)
B({w0ij}nj=1)
, (1)
where B({·}nj=1) is the n-variate Beta function. From Muliere et al. (2000), {X} is Markov ex-
changeable in the sense of Diaconis and Freedman (1980), since its law is invariant under permuta-
tions of the visited vertices that keep constant the initial states and the transitions. This property
of {X} is equivalent to row exchangeability of the matrix of the successor states, that is the matrix
whose (i, j)-element denotes the value of the stochastic process immediately after the j-th visit to
vertex i. The adjacency matrix Wm can be recovered deterministically from the matrix of suc-
cessor states of {X}, and it retains the row exchangeability property. For this reason, it is of no
surprise that Equation (1) is invariant under row permutation. Furthermore, the probability after
m RUP steps is invariant under the same permutation of rows and columns, a property known in
the literature as joint exchangeability (Kallenberg 2005) of Wm. Networks with joint exchangeable
adjacency matrices are also known as exchangeable graphs (Diaconis and Janson 2008; Orbanz and
Roy 2015). This intuitively means that the probability law associated to the network is invariant
under relabeling of the nodes. Therefore, the probability of seeing a particular network depends
only on which patterns occur in the network and how often (how many edges, triangles, five-stars,
etc.), but not on where in the network they occur.
Some network structures of no interest can be removed by appropriate choices of the initial
weight composition. For instance, setting w0ii = 0 for all i ∈ V excludes self-loops, and w0ijw0jkw0ki =
0 for all i 6= j 6= k excludes triangles and focus on trees. The choice w0i,j = 0 for all i and for
j /∈ {1, i+ 1} reduces the model to the RUP on the integer line of Muliere et al. (2000).
The initial set of edges E can be modified, for instance, by removing (i.e. by setting to zero
the edge weight) those edges (i, j) having normalized weights wmij below a fixed threshold ξ. This
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defines a many-to-one transformation from the matrix Wm to a new matrix Wm,ξ and
P (Wm,ξ = (wmij )) =
∑
L∈L
n∏
i=1

 ∏
{j:wmij 6=0}
mij−1∏
k=0
(w0ij + k)
 ·

∏
{j:wmij=0}
∏lij−1
k=0 (w
0
ij + k)∏∑
j(mij+lij)−1
k=0
(∑
j w
0
ij + k
)


=
∑
L∈L
n∏
i=1
B
(
{wmij }j:wmij 6=0, {w0ij + lij}j:wmij=0
)
B
(
{w0ij}nj=1
) , (2)
where mij = max{wmij − w0ij , 0}, mi =
∑
jmij and
L =
{
L = (lij)
∣∣∣∣∣
(
lij + w
0
ij
mi +
∑
k(w
0
ik + lik)
< ξ, ∀j : wmij = 0
)
and(
wmij
mi +
∑
k(w
0
ik + lik)
≥ ξ, lij = 0, ∀j : wmij 6= 0
)
, i, j = 1, . . . , n
}
,
under the constraint that
∑
i,j lij = m−
∑
imi. The set L identifies all the Wms that correspond
to the same observed Wm,ξ: the generic truncated edge (i, j) is increased, beyond w0ij , by all those
quantities lij that keep the normalized weights of the truncated edges under the threshold and keep
the normalized weights of the un-truncated edges above or at the threshold. Finally, L is completely
characterize by the constraint that the total number of added weights on all edges, relative to the
initial configuration, should correspond to the number of RUP steps. Note that when
∑
imi = m,
there is no edge truncation, L contains only a matrix of zeros and Equation (2) simplifies to (1).
Restrict now the analysis to the generic vertex i of the network represented in Equation (1).
From Stirling’s approximation, the Gamma function can be written as
Γ(αz + β) ≈
√
2pi(αz)αz+β−1/2e−αz
for fixed real numbers α and β and for the argument z large enough in absolute value. From the
approximation above, we can derive the approximate right-tail behaviour of conditional and joint
distributions of the weights. The joint weights distribution in the right tail (for large values of all
the coordinates) can be approximated as
(wmi1 , . . . , w
m
in) ∝ B({wmij }nj=1) ∝
∏n
j=1(w
m
ij )
wmij−1/2(∑n
j=1w
m
ij
)∑
j w
m
ij−1/2
.
On the other hand, the probability mass function of the weight wmij , conditional on all the other
edges, in the right tail is proportional to
wmij |{wmik}k 6=j ∝ B
wmij ,∑
k 6=j
wmik
 ∝ (wmij )−∑k 6=j wmik
∝ Y ule
wmij ;∑
k 6=j
wmik − 1
 ,
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where Y ule denotes the Yule-Simon discrete distribution with probability mass function f(·, ρ) =
ρB(·, ρ+ 1). In words, the weight conditional distribution has a power law right tail with an edge-
dependent parameterization. In particular, the decay rate depends negatively on the weights of
the other edges of the vertex, creating competition among the edges of a common node. It is also
possible to derive the tail behaviour of the joint conditional distributions of subsets of weights: for
instance, for large wmij1 and w
m
ij2
:
wmij1 , w
m
ij2 |{wmik}k/∈{j1,j2} ∝ B(wmij1 , wmij2)(wmij1 + wmij2)−
∑
k/∈{j1,j2} w
m
ik
and, more generally, for large wmij1 , . . . , w
m
ijh
:
wmij1 , . . . , w
m
ijh
|{wmik}k/∈{j1,...,jh} ∝ B
(
{wmijl}hl=1
)( h∑
l=1
wmijl
)−∑k/∈{j1,...,jh} wmik
.
Now define w˜mij ∝ wmij , normalized to have
∑
j w˜
m
ij = 1. When the number of steps m goes
to infinity, the superscript m is removed. It is possible to derive the joint distribution of W˜ , an
equivalence class of adjacency matrices W = (wij) with equal w˜ij . It is well known from Athreya
(1969) that the colours’ proportions of a Polya urn converge in probability to a Dirichlet random
variable, therefore
P (W˜ = (w˜ij)) =
n∏
i=1
{∏n−1
j=1 (w˜ij)
w0ij/s−1(1−∑n−1j=1 w˜ij)w0in/s−1
B({w0ij/s}nj=1)
}
. (3)
Note that the equivalence classes so determined are prediction consistent, since
P (Xm+1 = j|X1, . . . , Xm = i) = w˜ij ,
with all networks in the same class sharing the same prediction on {X}.
Furthermore, we can remove those edges (i, j) for which w˜ij is below a threshold ξ, where
P ((i, j) removed in W˜ ) = Iξ
(
w0ij
s
,
∑
k 6=j w
0
ik
s
)
=
B
(
ξ;
w0ij
s ,
∑
k 6=j w
0
ik
s
)
B
(
w0ij
s ,
∑
k 6=j w
0
ik
s
) , (4)
and Iξ(·, ·) and B(ξ; ·, ·) are, respectively, the regularized and the incomplete Beta functions. It can
be shown that the difference between the densities of two weighted directed networks W˜1 and W˜2
corresponding to the same network after the truncation of edges below ξ is bounded above by
P (W˜1)− P (W˜2) ≤
n∏
i=1

∏
{j:w˜ij 6=0} w˜
w0ij/s−1
ij
B
({
w0ij/s
}n
j=1
)
 · ξ
∑n
i=1
∑
{j:w˜ij=0}(w
0
ij/s−1),
converging to 0 as ξ vanishes. Asymptotically in m, the transition from weighted directed networks
to unweighted directed networks, and therefore from W˜ to the unweighted directed adjacency
matrix A = (aij), is such that marginally
aij ∼ Bern
(
1− Iξ
(
w0ij
s
,
∑
k 6=j w
0
ik
s
))
,
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and the likelihood of a specific configuration A = (aij) can be written as
P (A = (aij)) =
n∏
i=1
∫
Ωi
1Ci
∏n−1
j=1 w˜
w0ij/s−1
ij (1−
∑
j 6=n w˜ij)
w0in/s−1
B({w0ij/s}nj=1)
n−1∏
j=1
dw˜ij , (5)
where Ωi = [ξaij , ξ + (1 − ξ)aij ]
⊗n−1
j=1 and Ci is the condition (−1)ain
∑n−1
j=1 w˜ij ≥ (−1)ain(1 − ξ),
for i = 1, . . . , n. Finally, the unweighted undirected adjacency matrix B is obtained from A,
considering that B = (bij) is such that, on the main diagonal, bii = aii, and off-diagonally,
bij =
{
1 if aij = 1 or aji = 1
0 otherwise
.
Therefore, marginally, for i 6= j
bij = bji ∼ Bern
(
1− Iξ
(
w0ij
s
,
∑
k 6=j w
0
ik
s
)
Iξ
(
w0ji
s
,
∑
k 6=iw
0
jk
s
))
,
and the probability of a random configuration of B is
P (B = (bij)) =
∑
{i 6=j:bij=1}
∑
(bij ,bji)∈{(0,1),(1,0),(1,1)}
P (A = (bij)). (6)
Example: Consider the weighted directed network W 0 in Figure 2a. Suppose v1 is the root
vertex, where the RUP starts its walk. After m = 3 RUP steps, the probability of observing the
configuration in Figure 2b is, from Equation (1),
P (W 3 = W 31 ) =
(
B(3, 1)
B(2, 1)
)3
= 0.2963,
whilst the network in Figure 2c has a much lower probability
P (W 3 = W 32 ) =
(
B(2, 2)
B(2, 1)
)3
= 0.0370,
since it is less likely to traverse the triangle clockwise. From Equation (3), when m→∞ and the
reinforcement is s = 1, the two equivalence classes W˜1 and W˜2, to which W
3
1 and W
3
2 respectively
belong, have a probability density function of 3.375 and 1, respectively. Furthermore, from Equation
(4), fixing the threshold ξ = 0.2, we can compute P ((v1, v3) removed in W˜ ) = I0.2(1, 2) = 0.36 and
P ((v3, v1) removed in W˜ ) = I0.2(2, 1) = 0.04. Starting from W
0, we will observe the unweighted
directed network A in Figure 2d with probability given in (5)
P (A = (aij)) = P (w˜12 ≥ ξ, w˜13 < ξ)P (w˜21 ≥ ξ, w˜23 ≥ ξ)P (w˜32 ≥ ξ, w˜31 < ξ)
= Iξ(w˜
0
13, w˜
0
12)
(
I1−ξ(w˜021, w˜
0
23)− Iξ(w˜021, w˜023)
)
Iξ(w˜
0
31, w˜
0
32)
= 0.00864.
The unweighted undirected B in Figure 2e, according to (6), is observed with probability
P (B = (bij)) = P (w˜12 ≥ ξ, w˜13 < ξ) {P (w˜21 ≥ ξ, w˜23 ≥ ξ)+
P (w˜21 ≥ ξ, w˜23 < ξ) + P (w˜21 < ξ, w˜23 ≥ ξ)}P (w˜32 ≥ ξ, w˜31 < ξ)
= Iξ(w˜
0
13, w˜
0
12)Iξ(w˜
0
31, w˜
0
32)
= 0.0144.
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Starting from W 0 in Figure 2a, configuration in Figure 2f is observed after 9 RUP steps with
probability depending on ξ. The truncated edges are (1, 3), (3, 2) and (2, 1) and, for ξ = 6/13,
L =

0 0 11 0 0
0 1 0
 ,
0 0 21 0 0
0 0 0
 ,
0 0 20 0 0
0 1 0
 ,
0 0 12 0 0
0 0 0
 ,
0 0 02 0 0
0 1 0
 ,
0 0 10 0 0
0 2 0
 ,
0 0 01 0 0
0 2 0
 ,
with the probability of the configuration in 2f given in Equation (2) and equal to
P (W 9,6/13 = (w9ij)) =
B(4, 2)
B(2, 1)3
{
B(4, 2)2 + 6B(4, 1)B(4, 3)
}
= 0.011.
3 International Trade Network Analysis
Each year of the DOT data corresponds to a realized network. Each row indicates the exports of a
country towards other countries in the world. For comparability among years, each matrix always
includes the same countries for all the years, so that countries with null imports and exports are
included in the analysis. Note that all the diagonal elements of the matrix are null, indicating
absence of self loops in the network. This is implied by the nature of the problem which focuses on
international trade, and is not a limitation of the methodology. Still, it would be possible to extend
the analysis to network with self loops, for instance including in the study internal consumption
data. We want to be able to update our beliefs about a trading relationship between two countries
in the future, based on the observations of trading relationships that has happened in the past.
Moreover, we are willing to reinforce the probability of observing a specific export composition.
The directional trade flows in the most recent available year constitutes the 186 × 186 matrix
W˜ . Different choices for the prior network can be made, and we opt for W 0 implied by the bilateral
trade in the remotest year, that is 1948. All zero elements in W 0 have been set equal to
ξ = min
i,j: w0ij 6=0
w0ij ,
to allow the creation of a new trading relationships among countries that had no trading relationship
in 1948.
For several choices of the reinforcement parameter s ∈ {1, 2, . . . , 200}, we compute the proba-
bility of observing the present export composition, starting from the trade flows in 1948. Following
a maximum likelihood approach, we then estimate s with the value of s that maximizes this prob-
ability. Since our likelihood is available in closed form, we can also add a prior on s and conduct
Bayesian posterior inference. The maximum likelihood estimated reinforcement is sˆ = 5, and it
coincides with the Maximum a Posteriori estimator in case of an assumed uniform prior on the
reinforcement s. Finally we run a robustness analysis on the estimate of s by conducting a prior
sensitivity study. This robustness check involves substituting the original uniform prior distribu-
tion on s with different exponential prior distributions having rate parameters 0.01, 0.05, 0.5, 1
and 2 respectively. The differences in the posterior densities are negligible, with the posterior mode
being always equal to 5 for any prior. From the other posterior summaries of s in Table 1 we note
that the likelihood is the dominating part in the parameter posterior inference, since the posterior
mean only slightly decreases as the mean of the prior distribution decreases (i.e. as we go down
the table). Also the 95% credible intervals show a light switch to lower values. Posterior skewness
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remains negative for all prior scenarios, with little differences mainly due to a slight increase in the
posterior variance. Finally, the excess kurtosis is always negative, but relatively close to the one
obtained in the Gaussian case.
A different reinforcement parameter can be estimated for each vertex of the network, allowing
for country-specific reinforcements. In this way, we account for countries having different abilities
to consolidate their partnerships. The estimated reinforcements s are shown in Figure 3a. A great
majority of the countries, 169 out of 186, has a reinforcement between 1 and 5 included, and for
almost all of them s is less than or equal to 21. The notable exceptions are USA, United Kingdom
and Argentina, with an estimated s of, respectively, 92, 45, and 42.
At this point, we forecast the network, starting from year 2000, after an infinite number of RUP
steps, given reinforcements estimated as above. Again, all the null elements of W˜ are fixed to a
threshold equal to the minimum non-null element of W˜ , thus allowing for new trading partnerships.
M = 10000 forecasts are simulated, and W˜ sim, the average of all simulated matrices, is taken
as expected forecast. All the elements in W˜ sim below the threshold are then fixed to 0. The
distribution of the differences between the actual and forecasted number of partnerships is plotted
in the histogram of Figure 3b. The peak around 0 highlights all those 24 countries that do not
change their set of trading partners. There are 51 countries that widen their set of partners, but the
high left skewness points out a forecasted concentration of partners for 111 countries. In particular,
for Canada, United Kingdom and USA it is forecasted a concentration of trade flows towards some
of their major importers, for instance an increase in the exports from Canada and USA to Japan
and from United Kingdom to Ireland. Note also a cluster of countries, mostly from Africa and
Central America, which considerably increase their exports. Finally, for each country, we compute
the Kolmogorov-Smirnov (KS) distance between actual and forecasted exports, and we plot the
distances in Figure 3c. It is possible to scan the results at the desired level of detail: as an example,
the country presenting the maximum KS distance is Lithuania, for which the exports towards
France and Norway are forecasted to, respectively, decrease from 5.27% to 4.14% and increase from
1.65% to 2.75%.
Selecting two different starting points, W0s, observed at two different years, we can repeat the
procedure above and, informally, understand how the events in between the two starting points can
affect the prediction. As an example, we compute M predictions starting from the initial network
configurations observed in 1988 and 1991. In Figure 3d we report, in terms of KS distances between
the two forecasted scenarios for each country, the impact of the events between 1988 and 1990.
Finally, in Figure 4, we plot the average forecast of the network representing the import-export
relations among the Group of Eight countries (G8). The edge widths are reported proportional
to weights, to better identify stronger international relationship, as between United States and
Canada and between United States and Japan.
4 Extensions
In Section 2 we developed our model based on the system of Polya urns, and derived implications
in terms of power-law behaviour of the strength distribution. Different reinforcement parameters
s for different countries allow incorporating, in the model, countries with various propensities to
trade and consolidate their partnerships. A more general parameterization of the reinforcement s
permits the treatment of other empirical regularities observed in the international trade network.
In particular, we can define sij the reinforcement associated to balls in urn i that link country
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(vertex) i with country j, extending the previous framework from country-specific reinforcement to
bilateral flow-specific reinforcement. Specifically, let
sij = αi + βij
∑
k
(w˜jk + w˜kj) + γij
∑
k
(w˜ik + w˜ki)(w˜jk + w˜kj).
In the above formula, a negative value of βij captures the negative assortativity, that is the empir-
ical phenomenon for which countries with few connections tend to link to highly-connected hubs,
since vertices j with higher trade flows (sum of in-strength and out-strength) are disadvantaged.
Similarly, a positive γij accounts for the path-shortening tendency to observe closed triangles, favor-
ing partnerships with countries having common partners. Finally, different levels of the threshold
ξ defined in Section 2, for which edges with weight lower than ξ are finally removed, control for
the global sparsity of the network. A higher ξ induces lower sparsity, since there will be a higher
proportion of edges with strictly positive weights. Fixing βij = γij = ξ = 0 reduces the model to
the one discussed in Section 2.
We emphasize that likelihood evaluation and simulation is feasible also in this extended setting,
and therefore exact inference can be performed. Still, to avoid the computational inefficiencies
implicit in numerical likelihood evaluation with multidimensional parameters, we can follow Mira
and Onnela (2015) and estimate αi, βij , γij and ξ through an Approximate Bayesian Computation
(ABC) approach (Diggle 1984; Rubin 1984; Tavare et al. 1997). When ABC is applied to network
models, the original dataset corresponds to the observed network G. The parameter values αi, βij ,
γij and ξ are sampled from the prior distributions, typically taken to be non-informative. With
the generated configuration, a sample of networks G1, . . . , GT is obtained, exploiting the fact that
it is easy to generate a graph configuration from the RUP path once a set of parameter values
is specified. The observed network G is compared to the model-generated networks G1, . . . , GT
using appropriate summary statistics. For a univariate summary statistic, a natural choice is to
use the degree distribution (or the strength distribution in case of weighted networks): we extract
the degree distributions pi(k) for the model-generated networks Gi and compare each of them
to the degree distribution p(k) of the observed network G. One possible distance for performing
this comparison is the two-sample Kolmogorov-Smirnov (KS) test statistics, which compares the
empirical cumulative distribution functions of pi(k) and p(k) to determine how close they are to
one another. The proposal (αi, βij , γij , ξ) is accepted whenever the value of the KS test statistic is
less than a pre-specified critical value, or, equivalently, whenever the p-value associated with the
test is greater than the corresponding critical value p∗. The collection of accepted proposals form
the approximation of the parameters’ posterior distribution. Note that if the value of p∗ is very
low, we end up accepting many of the proposed values and, in the limit of p∗ → 0, our estimated
posterior distribution simply ends up recovering the prior distribution. The pseudo-code of the
algorithm is shown in Algorithm 1.
If we are interested in more than one summary statistic, the random forest approach of Breiman
(2001) can be used, following again the methodology in Mira and Onnela (2015). In particular,
adopting the random forest approach, we could jointly consider summary statistics as node degree,
node strength, edge strength, local and global clustering (weighted and unweighted), path lengths,
eigenvector centrality, closeness, modularity, number of communities. Indeed, the principle behind
the ABC random forest approach is to rely on a classifier that can handle a relatively large number
of summary statistics, instead of selecting among the statistics or relying on the expertise of the
user to pick up a relatively small number of statistics relevant for the problem at hand.
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Finally, Pudlo et al. (2014) propose an ABC model selection procedure with random forests
choosing among highly complex models covered by ABC algorithms. Adopting a similar methodol-
ogy and following again Mira and Onnela (2015), model selection among different urn-based graphs
can be performed with the ABC random forest approach.
5 Conclusions and further directions
To theoretically justify in a unified framework the empirical regularities of the international trade
network, we propose a model for networks based on a system of Polya urns, in which the walk
of a Reinforcement Urn Process feeds the system, generating weighted edges (bilateral trade flows
among countries). A basic model for directed weighted networks is provided, and probability laws
governing different kinds of networks (weighted, unweighted, directed and undirected) are derived
through different notions of equivalence classes of networks. Model properties are studied, and
applications to simulated data and to the motivating problem are provided. Our urn-based network
model can account for preferential attachment, negative assortativity, path-shortening and global
sparsity and, contrary to Barabasi and Albert (1999), we provide a closed form expression for the
likelihood that allows likelihood and posterior based inference. The main limitation of our approach
is that model dynamics is not treated. To study the model behaviour as the number of countries
involved (vertices) increases, it could be worth investigating the special form that the limiting
density of Lovasz and Szegedy (2006) assumes in the proposed model, through the derivation of
the distribution of finite adjacency submatrices of networks with countably infinite vertices. To
investigate model dynamics over time, a specific transition law of discrete time graph-valued Markov
chains could be introduced, exploiting the general setting of Crane (2015).
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Figures
Figure 1: Vertex degree (left) and strength (right) versus the corresponding upper tail probability
for 2000 data. The straight lines suggest a right tail behaviour well approximated by the Pareto
law.
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Figure 2: Network configurations, with likelihood computations detailed in the Exercise of Section
2.
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Table 1: Posterior summaries of the reinforcement parameter s, for different prior distributions
Prior Mean 95% interval Variance Skewness Kurtosis
U([0, 200]) 4.8485 [2.1295,5.8976] 1.0031 -0.8468 2.6729
Exp(0.01) 4.8484 [2.1294,5.8976] 1.0032 -0.8466 2.6725
Exp(0.05) 4.8480 [2.1293,5.8976] 1.0035 -0.8461 2.6708
Exp(0.5) 4.8435 [2.1283,5.8970] 1.0074 -0.8397 2.6516
Exp(1) 4.8384 [2.1271,5.8964] 1.0116 -0.8327 2.6305
Exp(2) 4.8283 [2.1248,5.8952] 1.0200 -0.8184 2.5886
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Figure 3: (a) Estimated international trade network country-specific reinforcements s. (b) Distribu-
tion of the differences between the actual and forecasted number of partnerships, where the forecast
is the average over 10000 simulated networks infinitely reinforced by the RUP. (c) Kolmogorov-
Smirnov (KS) distances between actual and forecasted exports, for each country. (d) KS distances
between the two forecasted scenarios for each country, where the two forecasts average 10000 pre-
dictions, starting from the initial networks of, respectively, 1988 and 1991.
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Figure 4: Average forecast, out of 10000 predicted networks, of the network representing the import-
export relations among the Group of Eight countries. The edge widths are reported proportional
to the corresponding weights.
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Algorithm 1 ABC rejection sampler for RUP network models.
for iteration t = 1, 2, . . . , T do
Draw proposal αi, βij , γij and ξ from the prior distribution
Generate graph Gi from the RUP model, given extracted parameters
Set di = ρ(S(Gi), S(G0)), where S is some summary statistic and ρ is a distance
end for
Set  = P1(d) (first percentile)
for iteration t = 1, 2, . . . , T do
if di ≤  then Accept αi, βij , γij and ξ
end if
end for
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