Abstract. We show that a certain type of quasi finite, conservative, ergodic , measure preserving transformation always has a maximal zero entropy factor, generated by predictable sets. We also construct a conservative, ergodic , measure preserving transformation which is not quasi finite; and consider distribution asymptotics of information showing that e.g. for Boole's transformation, information is asymptotically mod-normal with normalization ∝ √ n. Lastly we see that certain ergodic, probability preserving transformations with zero entropy have analogous properties and consequently entropy dimension of 1 2
§0 Introduction
Let (X, B, m, T ) be a conservative, ergodic , measure preserving transformation and let F := {F ∈ B : m(F ) < ∞}.
Call a set A ∈ F T -predictable if it is measurable with respect to its own past in the sense that A ∈ σ({T −n A : n ≥ 1}) (the σ-algebra generated by {T −n A : n ≥ 1}) and let P = P T := {T -predictable sets}.
If m(X) < ∞, Pinsker's theorem ( [Pi] ) says that
• P T is the maximal, zero-entropy factor algebra i.e. P ⊂ B is a factor algebra (T -invariant, sub-σ-algebra), h(T, P) = 0 (see §1) and if C ⊂ B is a factor algebra, with h(T, C) = 0, then C ⊆ P. P is aka the Pinsker algebra of (X, B, m, T ).
When (X, B, m, T ) is a conservative, ergodic , measure preserving transformation with m(X) = ∞, the above statement fails and indeed σ(P) = B: Krengel has shown ([K2] ) that:
• ∀ A ∈ F, ǫ > 0, ∃ B ∈ F, m(A∆B) < ǫ, a strong generator in the sense that σ({T −n B : n ≥ 1}) = B, whence σ(P T ) = B. It is not known if there is always a maximal, zero-entropy factor algebra (in case there is some zero-entropy factor algebra).
We recall the basic properties of entropy in §1 and define the class of log lower bounded conservative, ergodic , measure preserving transformations in §2.
These are quasi finite in the sense of [K1] and are discussed in §2 in this context where also examples are constructed including a conservative, ergodic, measure preserving transformation which is not quasi finite.
A log lower bounded conservative, ergodic , measure preserving transformation with some zero-entropy factor algebra has a maximal, zero-entropy factor algebra generated by a specified hereditary subring of predictable sets (see §5).
We obtain information convergence (in §4) for quasi finite transformations (cf [KS] ).
For quasi finite, pointwise dual ergodic transformations with regularly varying return sequences, we obtain (in §6) distributional convergence of information. Lastly, we construct a probability preserving transformation with zero entropy with analogous distributional properties and calculate its entropy dimension in the sense of [FP] . This example is unusual in that it has a generator with information function asymptotic to a non degenerate random variable (the range of Brownian motion). §1 Entropy
We recall the basic entropy theory of a probability preserving transformation (Ω, A, P, S). Let α ⊂ A be a countable partition.
• The entropy of α is H(α) := a∈α P (a) log 1 P (a) ;
• the S-join of α from k to ℓ (for k < ℓ) is 
S
−j a j : a k , a k+1 , . . . , a ℓ ∈ α}.
• By subadditivity, ∃ lim n→∞ 1 n H(α n−1 0 (S)) =: h(S, α) (the entropy 1 of S with respect to α).
• The entropy of S with respect to the factor algebra (S-invariant, σ-algebra), C ⊂ A is h(S, C) := sup α⊂C h(S, α).
• By the generator theorem, if α is a partition, then h(S, α) = h(S, σ({S n α : n ∈ Z})).
• The information of the countable partition α ⊂ A is the function I(α) : Ω → R defined by I(α)(x) := log
where α(x) ∈ α is defined by x ∈ α(x) ∈ α. Evidently
• Convergence of information is given by the celebrated Shannon-McMillanBreiman theorem (see [S] , [M] , [B] respectively), the statement (I) here being due to Chung [C] (see also [IT] ).
Let (Ω, A, P, S) be an ergodic probability preserving transformation and let α be a partition with H(α) < ∞, then
−nh(S,α)(1+o(1)) for a.e. x ∈ Ω as n → ∞ where
• We'll need Abramov's formula for the entropy of an induced transformation of an ergodic probability preserving transformation (Ω, A, P, S):
• Abramov's formula can be proved using convergence of information (see [Ab] and §4 here).
Krengel entropy. Suppose that (X, B, m, T ) is a conservative, ergodic , measure preserving transformation then using Abramov's formula (as shown in [K1] )
More generally, the Krengel entropy of T with respect to the factor (i.e. σ-finite,
• Another definition of entropy is given in [Pa] .
It is shown in [Pa] that for quasi finite (see §2 below) conservative, ergodic , measure preserving transformations, the two entropies coincide. §2 Quasifiniteness and Log lower boundedness Quasifiniteness. Let (X, B, m, T ) be a conservative, ergodic , measure preserving transformation .
Recall from [K1] that a set A ∈ F is called quasi finite
There are conservative, ergodic , measure preserving transformation s which are not quasi finite. An unpublished example of such by Ornstein is mentioned in [K2, p. 82] .
Here we construct a conservative, ergodic , measure preserving transformation with no quasi finite extension. To do this we first establish a saturation property for the collection of quasi finite sets:
Suppose that (X, B, m, T ) is a conservative, ergodic , quasi finite, measure preserving transformation , then ∀ F ∈ F, ∃ A ∈ B ∩ F such that m(A) > 0 and such that each B ∈ B ∩ A is quasi finite.
Proof We show first that ¶1 if F ∈ F is quasi finite, then ∀ ǫ > 0, ∃ A ∈ B ∩ F such that m(F \ A) < ǫ and such that each B ∈ B ∩ A is quasi finite. Proof By (I),
e. as n → ∞. By Egorov's theorem, ∃ A ∈ B ∩ F such that m(F \ A) < ǫ and such that the convergence is uniform on A.
where #F means the number of elements in the set F ), then N n,B = e nh(TF ,ρF )(1+o(1)) as n → ∞.
To complete the proof, let F ∈ F. Suppose that Q ∈ F is quasi finite, then evidently so is
and such that each B ∈ B ∩ G is quasi finite. The set A = G ∩ F is as required.
Example 2.1.
Let (X 0 , B 0 , m 0 , T 0 ) be the conservative, ergodic , measure preserving transformation defined as in [Fr] by the cutting and stacking construction
where h n := |B n |. 
Proof
Suppose otherwise, that (X, B, m, T ) is a (WLOG) conservative, ergodic extension of T 0 and that F ∈ F is quasi finite, then evidently so is T n F ∀ n ≥ 1. By proposition 2.0 ∃ A ∈ B, A ⊂ B 0 quasi finite. We'll contradict this (and therefore the assumption that ∃ F ∈ F quasi finite).
(1) n where κ(n + 1, 1) = 0 and κ(n + 1,
and a standard argument using the ergodic theorem for
Log lower boundedness.
For (X, B, m, T ) a conservative, ergodic , measure preserving transformation ; set
• Note that
• Call T log-lower bounded (LLB) if F log,T = ∅.
Proposition 2.2.
e. for some and hence all
f ∈ L 1 + ; (iii) If (X, B, m, T ) is LLB and C ⊂ B is a factor, then C ∩ F log,T = ∅. (iv) F log,T is a hereditary ring.
Proof
Statements (i) and (ii) follow from theorem 2.4.1 in [A] and (iii) follows from these. We prove (iv).
To see that B ∈ F log,T , we use this and log(k + ℓ) ≤ log(k) + log(ℓ):
§3 Examples of LLB transformations
Pointwise dual ergodic transformations.
A conservative, ergodic , measure preserving transformation (X, B, m, T ) is called pointwise dual ergodic if there is a sequence of constants (a n (T )) n≥1 (called the return sequence of T ) so that
See [A, 3.8] .
By lemma 3.8.5 in [A] ,
Remarks.
1) For example, the simple random walk on Z is LLB (∵ a n (T ) ∝ √ n); whereas the simple random walk on Z 2 is not LLB (∵ a n (T ) ∝ log n). 2) It is not known whether the simple random walk on Z 2 is quasi finite, or even has a factor with finite entropy.
There is a quasi finite, conservative, ergodic, Markov shift (X, B, m, T ) with a n (T ) ≍ √ log n.
• Note that by proposition 3.1, this T is not LLB.
• Let Ω := N Z and let P = f Z ∈ P(Ω, B(Ω)) be product measure, then (Ω, B(Ω), P, S) in an ergodic, probability preserving transformation where S : Ω → Ω is the shift.
• Define ϕ : Ω → N by ϕ(ω) := ω 0 and let (X, B, m, T ) be the tower over (Ω, B(Ω), P, S) with height function ϕ.
• It follows that (X, B, m, T ) is a conservative, ergodic , Markov shift with a n (T ) ≍ n k=0 u k where u is defined by the renewal equation:
• To see that (X, B, m, T ) is quasi finite, we check that Ω is quasi finite. Indeed
• To estimate a n (T ), recall that by lemma 3.8.
and a n (T ) ≍ √ log n.
The Hajian-Ito-Kakutani transformations.
• Let Ω = {0, 1} N , ℓ(ω) := min {n ≥ 1 : ω n = 0} and let τ : Ω → Ω be the adding machine defined by
For p ∈ (0, 1), define µ p ∈ P(Ω) by µ p ([a 1 , . . . , a n ]) := p a1 . . . p an where p 0 := 1−p, p 1 := p. It follows that (Ω, A, µ p , τ ) is an ergodic, nonsingular transformation with
−n . As shown in [HIK] (see also [A] ) T p = (X, B, m p , T ) is a conservative, ergodic , measure preserving transformation (aka the Hajian-Ito-Kakutani transformation). The entropy is given by h(T p ) = h((T p ) Ω×{0} ) = 0 by [MP] since (T p ) Ω×{0} is the Pascal adic transformation.
Proof As in the proof of proposition 5.1 in [A1] ,
where S : Ω → Ω is the shift, and so
e. x ∈ Ω by Birkhoff's theorem for the ergodic, probability preserving transformation (Ω, B(Ω), µ p , S). The LLB property now follows from proposition 2.2.
• Let G be the Polish group of measure preserving transformation s of (R, B(R), m R ) equipped with the weak topology.
Proposition 3.4.
The collection of LLB measure preserving transformation s is meagre in G.
Proof Let
By proposition 2.2, it suffices to show that £ is a dense G δ set in G. By example 3.2, ∃ a conservative, ergodic , measure preserving transformation T ∈ £. £ is conjugacy invariant, and so dense in G by the conjugacy lemma (e.g.
in [A]).
To see that £ is a G δ set, let • P ∼ m be a probability;
• fix {A n : n ∈ N} ⊂ F := {A ∈ B : m(A) < ∞} so that σ({A n : n ∈ N}) = B and let
Evidently,
log n → 0 a.e. on D, the dissipative part of T . The conservative part of T is
By Hopf's theorem,
Let (X, B, m, T ) be a conservative, ergodic , measure preserving transformation .
c the cofinite atom of ξ and A the (finite) core of ξ..
The T -process generated by a cofinite partition ξ restricted to its core A is given by
where for x ∈ X, α a partition of X, α(x) is defined by x ∈ α(x) ∈ α;
• A cofinite partition ξ ⊂ B is called quasi-finite (qf) if A = A ξ is quasi finite and
Convergence of information for quasi finite partitions.
Proposition 4.1 (c.f. [KS]). Let (X, B, m, T ) be a conservative, ergodic , measure preserving transformation , let ξ ⊂ B be a quasi finite partition and let
where S n (p)(x) := n−1 k=0 p(T k x) and I(ξ n 1 (T ))(x) := log 1 m(ξ n 1 (T )(x)) . Proof Let A be the core of ξ and set ς := (ξ ∩ A) ∨ ρ A , then by (K)
where x ∈ ξ(x) ∈ ξ, s n := S n (1 A ).
• By (I), for T A , a.e. on A, I(ς
We obtain convergence a.e. on N k=0 T −k A by substituting ξ N 1 (T ) for ξ; whence convergence a.e. on X as
• Abramov's formula is proved analogously in case (X, B, m, T ) is an ergodic, probability preserving transformation. As in [Ab] :
Let (X, B, m, T ) be a LLB, conservative, ergodic , measure preserving transformation . Define
In this section, we show that (in case 
• For F ∈ F, set
is the maximal factor of zero entropy.
Proof.
¶1 Let A ∈ F log . By Krengel's predictability lemma, F ∈ F Π iff h(T F , ρ F ) = 0. Thus, F ∈ F Π iff ∃ a factor B 0 with F ∈ B 0 and h(T, B 0 ) = 0. ¶2 Next, fix F ∈ F Π . We claim that ρ F ⊆ P F . This is because
Proof: Fix F ∈ F Π and let B 0 := σ{T n A : n ∈ Z, A ∈ P F }, then B 0 is a factor, F ∈ B 0 and B 0 ∩ F = P F . Thus h(T, B 0 ) = h(T F , P F ) = 0 and by
and (using
Proof. By ¶3, it suffices to show that ζ ⊂ P C where C := A ∪ B. To see this, fix a ∈ ζ, then
(as above) and a ∈ P C . ¶6 To complete the proof of (i), we show that
Pointwise dual ergodic transformations. Let (X, B, m, T ) be a pointwise dual ergodic measure preserving transformation and assume that the return sequence a n = a n (T ) is regularly varying with index α (α ∈ [0, 1]), then by the Darling-Kac theorem (theorem 3.6.4 in [A] -see also references therein),
• X α is a Mittag-Leffler random variable of order α normalised so that E(X α ) = 1; and
Note that X 1 ≡ 1, the density of X 0 is given by f X0 (t) = e −t 1 R+ (t) and for α ∈ (0, 1),
α (some c = c α > 0). In particular
= |N | where N is a centered Gaussian random variable on R with E(|N |) = 1.
Proposition 6.1. Suppose that (X, B, m, T ) is a quasi finite, pointwise dual ergodic measure preserving transformation and assume that the return sequence a n = a n (T ) is regularly varying with index
Proof This follows from proposition 4.1 and ( ).
Example 6.2: Boole's transformation. Let (X, B, m, T ) be given by X = R, m = Lebesgue measure and T x = x − 1 x , then T ( see [A] ) is a pointwise dual ergodic, measure preserving transformation with a n (T ) ∼ √ 2n π , so F Π = ∅ and T is LLB, whence quasi finite.
• By Proposition 6.1, if ξ ⊂ B is quasi finite, then
A skew product probability preserving transformation. Let (T, T , m T , R) be an irrational rotation of the circle (equipped with Borel sets and Lebesgue measure). Let f ∈ L 2 (T) satisfy the weak invariance principle i.e. B n (t) −→ B(t) in distribution on C([0, 1]) where B is Brownian motion and
• In particular,
The distribution of R (known as the range of Brownian motion) is calculated in [Fe] . Note that L n , R n ↑ ∞ a.e..
Let (Y, C, µ, S) be the 2-shift with generating partition Q = {Q 0 , Q 1 } and symmetric product measure. Let ρ : Y → R be defined by ρ = α 0 1 Q0 + α 1 1 Q1 where α 0 < α 1 , Y ρdµ = 1 and α 0 , α 1 are rationally independent, then the special flow (under ρ) (Y ρ , C ρ , q, S ρ ) is Bernoulli where
• Note that the "vertical" partition Q := {Q 0 , Q 1 } where
Define the probability preserving transformation (X, B, m, T ) by
For P a finite partition of T into intervals (which generates T under R), define the partition ξ = ξ P of X by
where for x, y ∈ R, ι(x, y) := [x ∧ y, x ∨ y] (the closed interval joining x and y).
Proposition 6.4.
The partition ξ is measurable, generates B under T , H(ξ) < ∞ and
where R is the range of Brownian motion.
Proof The proof is in stages. We claim first that
Proof of ( ): Note that for n ≥ 1,
To continue, we need the following (elementary) proposition: ¶ Let a n ∈ R (n ≥ 1) then
To finish the proof of ( ):
It follows that for t ∈ R:
Our next claim is that
where for each (ω, y) ∈ Ω × Y, η n (ω, y) is a partition of [0, ρ(y)) into at most
intervals.
Proof of ( ). Fixing (ω, y, s) ∈ X and n ≥ 1, we have
where for each (ω,
intervals. ( ).
• Observation of ( ) with n = 1 shows that
where
Thus, ξ is measurable.
Moreover, writing Z := {[ν − = k, ν + = ℓ] : k, ℓ ∈ Z}, we see that
whence using (⋆) (see page 6) H(Z) < ∞ and
• Since ξ is measurable, ( ) now shows that it generates B under T .
• To establish ( ), we claim that for a.e. (x, y, s), for any ǫ > 0, for sufficiently large n = n(x, y, s),
Proof of (♣): For a.e. (x, y, s) ∈ X, R n (x), L n (x) ↑ ∞ and ρ n (y) ∼ n, whence
(♣) follows from ( ) using this.
•
and #P
Using (♣), (☼) and (I) for S we have, as n → ∞,
Let (Z, D, ν, R) be a probability preserving transformation and let P ⊂ D be a countable partition of Z.
As in [FP] , let for n ≥ 1,
Hamming distance, and let K(P, n, ǫ) := min {#F : F ⊂ P n−1 0 (R), ν( a∈F B(n, P, a, ǫ)) > 1 − ǫ}.
• The ergodic, probability preserving transformation is said to have entropy dimension ∆ ∈ [0, 1] if for some countable, measurable generating partition P with finite entropy (and hence -as proved in [FP] -for all such), lim n→∞ log log K(P,n,ǫ) log n , lim n→∞ log log K(P,n,ǫ) log n −→ ǫ→0 ∆. Using this on a decomposition of J into a finite union of disjoint short enough intervals proves #ξ n (J) = E(e h √ nR 1 J (R))e ±ǫ √ n ∀ ǫ > 0, whence ¶1.
• Evidently K(ξ, n, ǫ) ≤ #ξ n ([ 
It is not hard to see that K(ξ, n, ǫ) ∼ κ(ξ, [η, M ], n, ǫ) for some 0 < η < M < ∞, whence K(ξ, n, ǫ) ∼ 
