We derive the capacity of the state-dependent half-duplex relay channel without source-destination link. The output of the state-dependent half-duplex relay channel depends on the randomly varying channel states of the source-relay and relay-destination links, which are known causally at all three nodes. For this channel, we prove a converse and show the achievability of the capacity based on a buffer-aided relaying protocol with adaptive link selection. This protocol chooses in each times slot one codeword to be transmitted over either the source-relay or the relay-destination channel depending on the channel states. Our proof of the converse reveals that state-dependent half-duplex relay networks offer one additional degree of freedom which has been previously overlooked. Namely, the freedom of the half-duplex relay to choose when to receive and when to transmit.
I. INTRODUCTION
The capacities of the memoryless full-duplex and half-duplex relay channels without sourcedestination link were derived in [1] and [2] , respectively. For the case when the links undergo fading and the nodes have full channel state information (CSI), only the capacity of the fading full-duplex relay channel without source-destination link is known [3] . In contrast, for the fading half-duplex relay channel without source-destination link only achievable rates are known as presented in [3] and [4] , and recently in [5] . However, for the achievable rates presented in [3] and [4] , the relay is assumed to always alternate between receiving in one time slot and transmitting in the following time slot, which for fading may lead to a large rate loss as shown in N. Zlatanov is with the Department of Electrical and Computer Engineering, University of British Columbia (UBC), Vancouver, BC, V6T 1Z4, Canada, email: zlatanov@ece.ubc.ca R. Schober is the Chair for Digital Communication at the Friedrich-Alexander University (FAU), Erlangen, Germany, email: schober@lnt.de [5] . In [5] , a new achievable rate was introduced for the fading half-duplex relay channel without source-destination link. This new achievable rate was obtained with buffer-aided relaying and adaptive link selection. In this protocol, the relay has the freedom to choose when to receive from the source and when to transmit to the destination based on the fading states of the source-relay and relay-destination links. In [6] , it was shown that adaptive link selection is also beneficial if the source and/or the relay transmit with fixed rates. The rate in [5] was derived only for the additive white Gaussian noise (AWGN) channel with time-continuous fading. Moreover, only an achievable rate was given and it is not clear from [5] whether or not higher rates are possible.
In this paper, we consider the state-dependent half-duplex relay channel which is more general then the channel considered in [5] . For the state-dependent half-duplex relay channel without source-destination link, we prove a converse and show the achievability of the capacity for the case when the channel states change slowly. Thereby, we show that the rate achieved in [5] is the capacity rate. Furthermore, the converse proof reveals that in state-dependent half-duplex channels there is one additional degree of freedom, which has been previously overlooked, e.g. [3] , [4] . This additional degree of freedom is due to the ability of a half-duplex node to choose when to receive and when to transmit. To this end, the relay has to have a buffer for information storage.
The rest of this paper is organized as follows. In Section II, we present the channel model.
In Section III, we introduce the capacity of the channel and investigate three specific cases. In Section IV, we prove the converse and show the achievability of the derived capacity. Finally, Section IV concludes the paper.
II. SYSTEM MODEL, NOTATIONS, AND DEFINITIONS
The state-dependent half-duplex relay channel without source-destination link is shown in Fig. 1 . It consists of a source, a half-duplex relay, and a destination. The half-duplex relay cannot transmit and receive at the same time. There is no link between the source and the destination, and therefore the source transmits its information to the destination through the relay. The source-relay and relay-destination channels are assumed to undergo different states, respectively, which are modeled as ergodic and stationary random processes.
The discrete memoryless state-dependent half-duplex relay channel is defined by X at the encoders of the source and the relay, respectively, S 1 and S 2 are the finite alphabets of the states governing the source-relay and relay-destination channels, respectively, Y * 1 and Y * 2 are the finite output alphabets at the decoders of the relay and destination, respectively, p(s 1 , s 2 ) is the probability mass function (PMF) on S 1 × S 2 , and p(y 1 , y 2 |x 1 , x 2 , s 1 , s 2 ) is the PMF on Y receives, the source's and relay's input alphabets are X 1 and {∅}, respectively, whereas the relay's and destination's output alphabets are Y 1 and {∅}, respectively. On the other hand, if the relay transmits and the destination receives, the source's and relay's input alphabets are {∅} and X 2 , respectively, whereas the relay's and destination's output alphabets are {∅} and Y 2 , respectively.
We want to transmit message W , drawn uniformly from the message set {1, 2, ..., 2 nR }, from the source through the relay to the destination in n channel uses, for the case when all three In the considered system, we assume causal CSI at all three nodes. More precisely, right before the i-th channel use, the source knows s 1i , the relay knows s 1i and s 2i , and the destination knows s 2i (we will prove that this is sufficient for achieving the capacity, cf. Section IV-B). Furthermore, the channel is memoryless in the sense that given the states and the input symbols for the i-th channel use, the i-th output symbols are independent from all previous states and input symbols, i.e.,
where the notation a i j is used for the ordered sequence a i j = (a j1 , a j2 , ..., a ji ), where a ∈ {x, s} and j ∈ {1, 2}. Moreover, since in the considered half-duplex relay channel the source-destination link is unavailable, the conditional PMF of the channel given by (1), can be further simplified
This means that for the i-th channel use, given the source input symbol x 1i and the sourcerelay channel state s 1i , the received symbol at the relay y 1i is independent of x 2i , y 2i , and s 2i , i.e., independent of the relay-destination channel. Similarly, for the i-th channel use, given the relay input symbol x 2i and the relay-destination channel state s 2i , the received symbol at the destination y 2i is independent of x 1i , y 1i , and s 1i , i.e., independent of the source-relay channel.
As a direct consequence of (2), the system model in Fig. 1 can be represented by the equivalent system model in Fig. 2 .
Finally, I(· ; ·) and H(·) denote the mutual information and the entropy, respectively.
III. THE CHANNEL CAPACITY
In this section, we provide the general capacity theorem and determine the capacity of three specific channels.
A. Capacity Theorem
Before we introduce the capacity expression, we first define all variables and probabilities that will be used in the capacity theorem. We represent the half-duplex constraint by the binary 
Furthermore,
is the probability that states s 1 and s 2 occur and that d(s 1 , s 2 ) = 0, whereas
is the probability that states s 1 and s 2 occur and that Finally, as will be shown in the following, the optimal link selection policy may require a coin flip. For this purpose, we introduce the set of possible outcomes of the coin flip, C ∈ {0, 1}, and denote the probabilities of the outcomes by P C = Pr{C = 1} and Pr{C = 0} = 1 − P C , respectively. Now, we are ready to present the capacity of the state-dependent half-duplex relay channel without a source-destination link.
where ρ is a constant and its value, as well as the value of P C , is determined as follows. Define
The optimal value of ρ, ρ = ρ opt , and the optimal value of the coin flip probability P C , P C = P C,opt , are the ones for which C 1 (ρ opt , P C,opt ) = C 2 (ρ opt , P C,opt ) is achieved. Then, the capacity of the considered state-dependent half-duplex relay channel, C, is given by
Proof: The proof of the converse and the achievability of the capacity are given in Sections IV-A and IV-B, respectively.
The interpretation of C 1 (ρ, P C ) and C 2 (ρ, P C ) is that C 1 (ρ, P C ) is the average rate achieved in the source-relay channel for a given ρ and P C , and C 2 (ρ, P C ) is the average rate achieved in the relay-destination channel for a given ρ and P C , under the assumption that the relay always has enough information to transmit. The capacity is obtained when
is achieved for some ρ = ρ opt and P C = P C,opt , i.e., when the amount of information that the source transmits is equal to the amount of information that the relay transmits. Furthermore, if
is achieved independent of P C , then this means that the coin flip is not used, i.e., for every s 1 ∈ S 1 and s 2 ∈ S 2 , the values of d(s 1 , s 2 ) are determined only be the first two conditions in (5), and not by the last two. On the other hand, if
is achieved by using the coin flip, then for those s 1 ∈ S 1 and s 2 ∈ S 2 , for which a coin flip is used, the value of d(s 1 , s 2 ) is identical to the outcome of the coin flip C.
B. Application of the Capacity Theorem
In the following, we consider three specific channels for which we determine the capacity.
1) Fixed Channel:
Let both sets S 1 and S 2 be comprised of only one element, i.e., S 1 = {s 1 } and S 2 = {s 2 }. This models a half-duplex relay channel with one state only which includes for example the case when both the source-relay and the relay-destination link are non-fading AWGN 1 channels. For s 1 and s 2 let us denote
where A > 0 and B > 0. This is an example in which the condition C 1 ρ opt , P C,opt = C 2 ρ opt , P C,opt can only be achieved if ρ is set to be such that the first two conditions in 1 It is well known that capacity theorems for channels with finite input and finite output alphabets can be straightforwardly extended to AWGN channels [7] .
(5) never occur and only the last two occur. Thus, a coin flip has to be used and the value of d(s 1 , s 2 ) is identical to the outcome of the coin flip. More precisely, ρ opt that achieves
It is straightforward to show that for any ρ = ρ opt , C 1 (ρ, P C ) = C 2 (ρ, P C ) cannot be achieved.
In particular, if ρ is chosen such that ρ < ρ opt , then it can be seen from (5) 
, given by (6) and (7), respectively, become
Hence, for ρ < ρ opt ,
will always be d(s 1 , s 2 ) = 0, and C 1 (ρ, P C ) and C 2 (ρ, P C ) become
Hence, for ρ > ρ opt , C 1 (ρ, P C ) = C 2 (ρ, P C ) also cannot be achieved. Therefore, the only value left is ρ = ρ opt . For ρ = ρ opt , we now have the outcome of the coin flip C ∈ {0, 1} as an additional parameter which decides the value of d(s 1 , s 2 ). In particular, for
and this happens with probability 1 − P C , and d(s 1 , s 2 ) = 1 if C = 1 and this happens with probability P C . Therefore, C 1 (ρ opt , P C ) and C 2 (ρ opt , P C ) are given by
From (16) and (17), we obtain P C,opt as the P C for which C 1 (ρ opt , P C ) = C 2 (ρ opt , P C ) holds, i.e.,
Inserting (18) into (16) or (17), we obtain the capacity C = C 1 (ρ opt , P C,opt ) = C 2 (ρ opt , P C,opt ) as
Remark 1: Of course, as expected, the capacity that we have obtained in this example is exactly the one already obtained in the literature for the AWGN channel without fading, see [2] for example. We note however that there is a difference from the previous result in the time sharing approach. In particular, we use random time sharing via the coin flip as opposed to the deterministic time sharing in [2] . The random time sharing approach is more general and allows us to obtain the capacity of a large class of state-dependent half-duplex relay channels.
2) ON-OFF Channel:
In the second example, the sets S 1 and S 2 are both comprised of two elements given by
where A and B are constants larger than zero. In other words, the source-relay and relay- it can achieve zero rate by not transmitting.
In this example, depending on the values of A and B, and the statistics of S 1 and S 2 , three cases have to be distinguished. In all three cases, the condition C 1 (ρ opt , P C,opt ) = C 2 (ρ opt , P C,opt )
can only be achieved if a coin flip is used. However, each of the three cases results in different values for the pair (ρ opt , P C,opt ), since the condition C 1 (ρ opt , P C,opt ) = C 2 (ρ opt , P C,opt ) cannot be satisfied by using only one value for the pair (ρ opt , P C,opt ) for all values of A and B and all statistics of S 1 and S 2 . Before discussing the three cases, we note that the maximal average rate that the source (relay) can achieve in the source-relay (relay-destination) channel is obtained silent. In this case, the condition C 1 (ρ opt , P C,opt ) = C 2 (ρ opt , P C,opt ) can only be achieved for
To show this, we insert (20)- (23) into (5) and set ρ > ρ opt = 0. Then, we note that for any 2] )B hold. Hence, using these two inequalities together with (24), we obtain that for all four combinations of (s 1 , s 2 ) = {( 
Hence
Hence, the value of d(s 1 , s 2 ) is identical to the outcome of the coin flip, i.e., for (s 1 ] ) and C = 0 occur, whereas the relay transmits with rate B in all occurrences of s 2 = s 2 [2] . Hence, for ρ = ρ opt = 0 and arbitrary P C , C 1 (ρ opt , P C ) and C 1 (ρ opt , P C ) are obtained as
From (28) and (29) we obtain P C,opt as the P C for which
i.e.,
Inserting (30) into (28), the capacity, C = C 1 (ρ opt , P C,opt ) = C 2 (ρ opt , P C,opt ), is obtained as
Note that this is also the average capacity of the relay-destination channel.
Case 2) The second case is identical to Case 1) with source-relay and relay-destination channels switching places. In particular, this case is valid when the constants A and B, and the RVs S 1 and S 2 are such that , we obtain that in this case ρ opt = ∞, and C 1 (ρ opt , P C ) and C 2 (ρ opt , P C ) are obtained as
From (33) and (34), we obtain P C,opt as the P C for which C 1 (ρ opt , P C ) = C 2 (ρ opt , P C ) is achieved,
Thereby, the capacity, C = C 1 (ρ opt , P C,opt ) = C 2 (ρ opt , P C,opt ), is obtained as
Note that this is also the average capacity of the source-relay channel.
Case 3)
The third and final case is when the constants A and B, and the RVs S 1 and S 2 are such that both (24) and (32) do not hold. In this case, the condition C 1 (ρ opt , P C,opt ) = C 2 (ρ opt , P C,opt )
can be achieved only if ρ is set to be ρ = ρ opt = B/A. Otherwise, if ρ < ρ opt = B/A, then (5) [2] ) and C = 1 occur. Hence, for ρ = ρ opt = B/A and arbitrary P C , C 1 (ρ opt , P C ) and C 2 (ρ opt , P C ) are obtained as
From (40) and (41), P C,opt is found as the P C for which C 1 (ρ opt , P C ) = C 2 (ρ opt , P C ) is achieved.
Then inserting P C,opt in (40) or (41) the capacity C = C 1 (ρ opt , P C,opt ) = C 2 (ρ opt , P C,opt ) is obtained as
Note that for p(s 1 [1] , s 2 [1]) = 0, this is identical to the capacity given by (19) for fixed channels.
3) Fading AWGN Channel:
In the third example, we make certain assumptions and approximations so that Theorem 1, which was derived for finite sets S 1 and S 2 , is applicable to the case when sets S 1 and S 2 contain infinite numbers of states. In particular, let the states in the sets S 1 and S 2 be arranged in ascending order as S 
i.e., the mutual informations are smooth functions without discontinuities. This models the case when the source-relay and relay-destination channels are impaired by time-continuous fading, e.g., wireless Rayleigh fading channels.
If the above assumptions are satisfied, the probability that states (s 1 , s 2 ) occur such that
holds, for any constant ρ, is negligible compared to the probability for which (45) does not hold.
Therefore, the probability that d(s 1 , s 2 ) in (5) requires a coin flip is negligible compared to the probability that a coin flip is not required, i.e., practically only the first two conditions in (5) will occur and not the last two. As a result,
we can replace the sums in (6) and (7) by integrals and obtain 
Inserting (48)- (50) into (5), we obtain that
Hence, by inserting (48) and (49) into (46) and (47), respectively, C 1 (ρ) and C 2 (ρ) can be written as
where f (γ 1 , γ 2 ) is the joint PDF of the SNRs γ 1 and γ 2 . From (51) and (52), we can find the optimal ρ opt for which C 1 (ρ opt ) = C 2 (ρ opt ) is achieved, and thereby obtain the capacity C = C 1 (ρ opt ) = C 2 (ρ opt ). As expected, this result is identical to the achievable rate given in [5] , thereby the rate in [5] is the capacity.
IV. CONVERSE AND ACHIEVABILITY
In the following, we prove the converse and the achievability of the capacity, and therby prove Theorem 1.
A. Proof of Converse
Theorem 2: Any sequence of (2 nR , n) codes with probability of error P (n) e → 0 as n → ∞, must have R ≤ C, where C is given by Theorem 1.
Proof: Let there be a (2 nR , n) code with P (n) e → 0 as n → ∞. The source transmits message W drawn uniformly from the message set {1, 2, ..., 2 nR }, and the destination decodes the received information to massageŴ . Then, nR can be written as
where ( , s 12 , ..., s 2n ) are known a priori, since any code with a priori knowledge of the channel states can have a rate at least as high as the best code without a priori knowledge of the channel states. Due to the half-duplex transmission, the following holds
where the right hand side of (55) is transformed into a similar form as the right hand side of (54) by replacing X 2i = ∅ with X 1i = ∅, and X 2i = ∅ with X 1i = ∅. Hence, we can introduce a binary variable, d i ∈ {0, 1}, such that d i = 0 if X 1i = ∅ and X 2i = ∅, and d i = 1 if X 1i = ∅ and X 2i = ∅. In other words, d i = 0 when the source transmits and the relay is silent (it receives), and d i = 1 when the relay transmits and the source is silent. Note that having X 1i = X 2i = ∅, i.e., both nodes are silent, will provide a rate which is smaller or equal to the rate when we exclude X 1i = X 2i = ∅. Since we are interested in an upper bound here, the case X 1i = X 2i = ∅ is not relevant and can be excluded. Using d i , (54) and (55) can be written in compact form as
and
respectively. Inserting (56) and (57) in (53), and dividing both sides by n, we obtain
Since we assumed P (n) e → 0 when n → ∞, (58) can be simplified to
The only variables with a degree of freedom over which the supremum can be taken in (59)
, and p(x 2i |d i = 1, s 2i ), for i = 1, ..., n. By inserting the maximization over p(x 1i |d i = 0, s 1i ) and p(x 2i |d i = 1, s 2i ) in (59), we are left only with the supremum over d i , ∀i. Hence, (59) can be written as
where it is assumed that the normalized sums in the min{·} function in (60) have a limit for n → ∞. The first term inside the min{·} function in (60) increases as the number of d i -s equal to zero increases. On the contrary, the second term inside the min{·} function in (60) decreases as the number of d i -s equal to zero increases. Therefore, the right hand side of (60) is maximized if and only if both terms in the min{·} function become equal. The opposite cannot be true since one can always increase the smaller term at the expense of the larger term in the min{·} function in (60). In other words, finding the supremum in (60) is equivalent to solving Maximize :
or Maximize :
subject to the constraint
where n → ∞. The maximization of (61) or (62) subject to constraint (63) can be solved by using the Lagrange method as done in [5, Appendix C] . Therefore, we use the proof in [5, Appendix C] by replacing S(i) by
and R(i) by
Then, the solution of the optimal d i is obtained as
where ρ is a constant found as the solution to constraint (63). d i in (66) is not unique when
holds 2 , and can be either 0 or 1, as long as constraint (63) is satisfied. In order to make d i unique, we choose to flip a coin each time (67) occurs. For this purpose, we introduce the set of possible outcomes of the coin flip, C ∈ {0, 1}, and denote the probabilities of the outcomes by P C = Pr{C = 1} and Pr{C = 0} = 1 − P C , respectively. Then, we write (66) as
The constant ρ and the probability P C are chosen such that constraint (63) is satisfied. Hence, for the optimal d i given by (68), (60) is equivalent to
Since the random processes S n 1 and S n 2 are ergodic and stationary, the value of d i is only dependent on the channel states s 1 and s 2 during the i-th channel use and not on i itself. Hence, d i for all i for which S 1i = s 1 and S 2i = s 2 has the same value and can be written as d(s 1 , s 2 ).
As a result, (68) can be written as in (5) . Now, given the PMFs of (S 1 , S 2 ) and the probability P C,opt , we can calculate the probability (or the fraction of time) in which states s 1 and s 2 occur and d(s 1 , s 2 ) = 0. We denote this probability as p(d(s 1 , s 2 ) = 0, s 1 , s 2 ). Furthermore, we can calculate the probability that states s 1 and s 2 occur and d(s 1 , s 2 ) = 1. We denote this probability as p (d(s 1 , s 2 ) = 1, s 1 , s 2 ) . Then, the right hand side of (69a) and (69b) can be written as (6) and (7), respectively. This leads to writing (69) as R ≤ C 1 (ρ opt , P C,opt ) = C 2 (ρ opt , P C,opt ) = C This concludes the proof of the converse.
Finally, we emphasize that the (ρ opt , P C,opt ) for which C 1 (ρ opt , P C,opt ) = C 2 (ρ opt , P C,opt ) occurs is unique. To prove this, assume that for a pair (ρ opt , P C,opt ), C 1 (ρ opt , P C,opt ) = C 2 (ρ opt , P C,opt ) is achieved. Then, let A 0 and A 1 denote sets with pairs of states (s 1 , s 2 ) for which d(s 1 , s 2 ) = 0 and d(s 1 , s 2 ) = 1, respectively, without using the coin flip. Let A C (ρ opt ) denote the set of states for which the coin flip is used. Then each element in A C (ρ opt ) will produce d(s 1 , s 2 ) = 0 with probability 1−P C,opt and d(s 1 , s 2 ) = 1 with probability P C,opt . If now ρ is increased, i.e, ρ > ρ opt , all of the elements in A C (ρ opt ) will be transferred to A 0 and for some of the elements in A 1 a coin flip maybe required. Therefore, for the new ρ and any P C , C 1 (ρ, P C ) > C 1 (ρ opt , P C,opt ) and C 2 (ρ, P C ) < C 2 (ρ opt , P C,opt ) will hold since by increasing ρ we have increased the set A 0 and decreased the set A 1 . A similar result is obtained if ρ is decreased, i.e., ρ < ρ opt . This concludes the proof of the uniqueness of (ρ opt , P C,opt ).
B. Achievability of the Capacity
The achievability of the capacity for AWGN channels with slow time-continuous fading was presented in [5] . Here, we outline the same method for achieving the capacity via a buffer, but now for general state-dependent half-duplex channels. However, we are only able to prove achievability when the channel states change slowly such that during each state the channel can be used k times where k → ∞ holds. Furthermore, we show that the capacity can be achieved with a decode-and-forward relay. This is consistent with the results in [1] since a relay channel without a source-destination link is a degraded relay channel, see definition of a degraded relay channel in [1] , for which the decode-and-forward operation at the relay was shown to be capacity achieving.
We want to transfer nR bits of information in n channel uses. To this end, the information is sent in N blocks, where N → ∞ and during each block we transmit k symbols, where k → ∞.
Obviously, n = Nk has to hold. Furthermore, the relay is equipped with a buffer of unlimited size. For each state s 1 ∈ S 1 of the source-relay channel, assign a rate R 1 (s 1 ) and for each state s 2 ∈ S 2 of the relay-destination channel, assign a rate R 2 (s 2 ). The values of R 1 (s 1 ) and R 2 (s 2 ) will be provided later, cf. (70) and (71), respectively. For each s 1 ∈ S 1 map each combination of kR 1 (s 1 ) bits to a codeword x 1 (s 1 ), and for each s 2 ∈ S 2 map each combination of kR 2 (s 2 ) bits to a codeword x 2 (s 2 ). The codewords x 1 (s 2 ) and x 2 (s 2 ) are such that both are comprised of k symbols and all of the symbols in x 1 (s 1 ) and x 2 (s 2 ) are independent and identically distributed according to p(x 1 |s 1 , d(s 1 , s 2 ) = 0) and p(x 2 |s 2 , d(s 1 , s 2 ) = 1), respectively. Hence, by mapping each combination of kR 1 (s 1 ) and kR 2 (s 2 ) bits to unique codewords, we generate codebooks comprised of 2 kR 1 (s 1 ) and 2 kR 2 (s 2 ) codewords, respectively, for each s 1 ∈ S 1 and s 2 ∈ S 2 , respectively. Furthermore, before the transmission starts, using the distribution of the random processes S n 1 and S n 2 , ρ opt , P C,opt , and d(s 1 , s 2 ) can be computed for each pair of (s 1 , s 2 ) ∈ S 1 ×S 1 such that C 1 (ρ opt , P C,opt ) = C 2 (ρ opt , P C,opt ) is achieved, where C 1 (ρ, P C ) and C 2 (ρ, P C ) are given by (6) and (7), respectively. Moreover, the pairs of all possible states (s 1 , s 2 ) ∈ S 1 × S 2 , can be divided into two groups. One group is those (s 1 , s 2 ) ∈ S 1 × S 2 for which d(s 1 , s 2 ), computed according to (5) , does not need a coin flip and therefore, given the respective (s 1 , s 2 ) is uniquely known as 0 or 1. For this group, the relay can generate a lookup table mapping each (s 1 , s 2 ) to a value of d(s 1 , s 2 ) before the start of the transmission. The second group constitutes all pairs of states which do not belong to the first group. These are the states for which a coin flip is used and thereby the value of d(s 1 , s 2 ) is identical to the outcome of the coin flip C ∈ {0, 1}. 
where ǫ > 0 is an arbitrary small number. The relay can decode this codeword since 
where kQ(i − 1) is the number of information bits in the relay's buffer at the end of block i − 1. I X 2 ; Y 2 |d(s 1 , s 2 ) = 1, s 2 ).
Using the ergodicity of the processes S 
where C 1 (ρ opt , P C,opt ) is given by (6) 
On the other hand, the average rate of the relay during all i = 1, ..., N blocks is I X 2 ; Y 2 |d(s 1 , s 2 ) = 1, s 2 ) − ǫ = C 2 (ρ opt , P C,opt ) −ǫ,
whereǫ ≤ ǫ. This concludes the proof of the achievability of the capacity.
V. CONCLUSION
We have derived the capacity of the state-dependent half-duplex relay channel without sourcedestination link. We have proven the converse, the achievability, and applied the capacity formula to three specific channels. Thereby, we have shown that the a half-duplex relay channel offers a degree of freedom which has been previously overlooked. This is the freedom of the half-duplex relay to choose either to transmit or receive depending on the quality of its respective receiving and transmitting channels.
