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Abstract 
When transforming information into knowledge, various forms of imperfection can be introduced.  Most imperfections typically 
result through randomization and fuzzification. The Interval-Valued Confidence (IVC) technique has been introduced to 
represent the fuzzy truth for facts and knowledge in hybrid knowledge-based systems. An extended format used to represent 
hybrid imperfection in reasoning with hybrid logic is proposed. The credibility of resulting fuzzy proposition transforms 
probability into an uncertainty measure on truth. This article modifies existing effort to Extend the Interval-Valued Confidence 
(EIVC) technique to handle uncertain fuzzy truth of fuzzy proposition. It also considers the fuzzy likelihood of the random 
proposition for reasoning with hybrid logic in a unified format. 
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1. Introduction 
An important objective of developing intelligent systems is the decision making process. With the rapid growth 
of big data, decisions are increasingly made based on information and knowledge which is typically derived from 
computational simulations or extracted and distilled from large collections of data obtained from diverse sources. 
This form of information is inherently imperfect. Rational decision-making is only possible if the level of 
uncertainty in the source data or knowledge is both known and incorporated in the decision-making process1. 
There are various types of knowledge imperfection2,3. Randomness and fuzziness are among the most important 
and frequently discussed. Fuzziness is considered a basic type of subjective uncertainty and randomness a basic type 
of objective uncertainty4, and the two types of knowledge imperfection are often studied separately. The essential 
idea of fuzzy logic5 is to explicate the fuzziness of terms used in natural language. Examples of human readable 
labels include “tall” or “heavy”.  Humans are individuals and random choice or descriptions result thorough the lack 
© 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
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of a unified definition. Such imprecision is often used to describe why humans have a limited capability for 
information processing. While probability theory, on the other hand, is used to resolve uncertainty rooted in a 
different perspective of limited human capability, through the lack of information. Watada et al. describe research 
that handles complex uncertainties that involve fuzziness and randomness as different aspects of imperfection from 
a same source or event6. In a typical hybrid intelligent system, however, different uncertainties often come from 
different sources and events. Handling these two types of uncertainty appearing simultaneously in a system can be 
critical for complex problem solving in real world applications and so a more general framework is desired to 
develop a meaningful and unified reasoning. 
Research has been done in attempting to establish a mathematical bridge between fuzziness and randomness. 
Similarly, work has been done to construct a unified system of subjective and objective uncertainties. Falling 
shadow theory by P.Z. Wang7 is among the earliest effort along this direction, which studies to define and interpret 
fuzzy sets from statistical perspective. Wang also asserts that fuzziness and randomness can be mathematically 
treated as dual cases of information imperfection with the support of fuzzy statistic practice and random statistic 
practice. More recently, several theoretical frameworks have been proposed about unified randomness and 
fuzziness. These include the uncertainty theory4, hybrid logic8, and software tools developed to support fuzzy 
analytical and statistical inference9. Type-2 fuzzy sets and fuzzy systems that have attracted more attention in recent 
years10,11 also contribute to bridge fuzziness and randomness in knowledge imperfection. The second membership 
function in type-2 fuzzy set is interpreted as to reflect the uncertainty of membership, which can be considered with 
more randomness, associated with the first membership function. Statistically analyzing the numbers obtained 
within a given model will usually generate a confidence interval, which indicates an imprecise likelihood of the 
random proposition. 
Human intelligence has been adopted as the gold standard of machine intelligence12. Obviously this is distinctly 
different from the “slow reasoning” provided through current machine reasoning paradigms. An example where 
human problem solving involves “fast reasoning”13 includes sharp or fuzzy granulation of information and 
knowledge14. People often ignore the fact that human knowledge is described in vague and granulized concepts. 
These concepts can be an abstraction or summary from a direct experience or observation. Each can result from 
indirect learning associated with other sources that trace back to other direct observations. In this sense, people can 
understand that different types of imperfection in knowledge or information are the consequences from different 
stages of learning and reasoning (machine or human). Therefore, the distinction between “subjective” and 
“objective” characteristics should be treated as a matter of degree, which sets up the rationality of handling hybrid 
knowledge imperfection in a unified framework. 
The research on Interval-Valued Confidence (IVC)15 and Extended Interval-Valued Confidence (EIVC)16 was 
motivated by the need of handling hybrid types of knowledge imperfection in reasoning which is formalized using 
the Knowware System (KWS) application, where KWS is a tool that facilitates the automated construction of hybrid 
intelligent system17,18. Here the IVC typically has a fuzzy number defined in the unit interval [0, 1] to represent the 
uncertain fuzzy truth or confidence in reasoning. The EIVC is used to represent the confidence of rule-based 
reasoning using hybrid logic, where hybrid rules may involve both fuzzy and probabilistic propositions. Ding and 
Lo focus on calculating a joint credibility of an uncertain fuzzy premise16 as well as the credibility of uncertain 
fuzzy conclusion through reasoning using those rules. Two questions about how to handle a conclusion that results 
from a random proposition are raised. (a) How should the credibility of premise with both fuzzy and random 
propositions be aggregated? (b) How should the probability of conclusion be calculated and interpreted accordingly? 
Ongoing effort on extending the EIVC is described in this article. This effort is focused on answering these 
questions. 
The rest of this article is organized as follows. Section 2 provides a brief introduction to reasoning with hybrid 
logic; the discussion in Section 3 begins with EIVC established as joint credibility for uncertain fuzzy proposition 
and then extended to fuzzy likelihood of random proposition; while EIVC using inference with hybrid logic is 
further discussed in Section 4, two methods of aggregation are defined to handle uncertain fuzzy truth of fuzzy 
proposition and fuzzy likelihood of random proposition in a unified format. Finally Section 5 provides the 
conclusion and closing remarks. 
2. Inference with Hybrid Logic 
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The use of hybrid logic to deal with the randomness and fuzziness in complex systems has been proposed by Li 
and Liu8. They use the definition of chance measure4 for events that is based on the probability and credibility. 
Hybrid logic offers a framework of chance theory to deal with random knowledge and fuzzy knowledge 
simultaneously. Here both credible logic8 and probabilistic logic19 are forms of multi-valued logic20. In probabilistic 
logic, the terms random proposition and random formula are instantiations of proposition and formula, respectively, 
having Ș expressed as a random proposition and p its probability value. Using ‘credibilistic logic’, the proposition 
and formula are replaced by fuzzy proposition and fuzzy formula, respectively; having ȗ expressed as a fuzzy 
proposition and c its credibility value. The random proposition Ș being essentially a random variable, the fuzzy 
proposition ȗ is represented as a fuzzy variable. These are defined in Equation 1. 
Ș =  ൜ͳ ݓ݅ݐ݄݌ݎ݋ܾܾ݈ܽ݅݅ݐݕ݌Ͳ ݓ݅ݐ݄݌ݎ݋ܾܾ݈ܽ݅݅ݐݕͳ െ ݌            and              ȗ = ൜
ͳ ݓ݅ݐ݄ܿݎܾ݈݁݀݅݅݅ݐݕ݌
Ͳ ݓ݅ݐ݄ܿݎܾ݈݁݀݅݅݅ݐݕͳ െ ݌ (1) 
where Ș = 1 expresses the case that Ș is true and Ș = 0 the case that Ș is false, and ȗ = 1 expresses the case that ȗ is 
true and ȗ = 0 the case that ȗ is false.  
The truth value of a random formula X is defined as T(X) = Pr{X=1}, and the truth value of a fuzzy formula X is 
defined as T(X) = Cr{X=1}, respectively. A hybrid formula is a mixture of random proposition(s) and fuzzy 
proposition(s) connected with logical operators. For any hybrid formula X, its truth value is defined as T(X) = Ch{X
= 1}. Based on the chance theory, if X is a fuzzy formula and Y is a random formula, then Ch{XרYġ=ġ1} = Cr{X = 
1}רPr{Y = 1}8. 
The discussion in this article is focused on rule-based reasoning using single-conclusion rules. For example,  
there are K rules in the rule base, each taking the general format shown in the equation 2. 
Rule-k:  IF X1 is Ak,1 AND … AND Xn is Ak,n AND 
          Y1 is Bk,1 AND … AND Ym is Bk,m 
    THEN   Zk is Ck(l) with {credibility or probability Ȝk},     (2) 
where k = 1, …, K, “Xi is Ak,i” is a fuzzy proposition with Ak,i א TXi (i = 1, …, n), “Yj is Bk,j” is a random 
proposition with Bk,j א TYj (j = 1, …, m); “Zk is Ck(l)” (l = 1, …, r) is a fuzzy proposition when Zk is fuzzy 
propositional variable, or a random proposition when Zk is random propositional variable, and in both cases Ck(l) א 
TZl; and Ok א (0, 1] indicates the credibility or probability of rule-k.  
Each fuzzy and random proposition of an evidence in rule-k is denoted by evidence ȡk,i (i = 1, …, n) and Ȧk,j (j = 
1, ..., m), respectively. The conclusion is denoted by Ĳk. Special cases for a particular rule-k will be treated as 
ȡk,1ר…רȡk,n = true and T(ȡk,1ר…רȡk,n) =1 when n = 0 (that means there are only random propositions involved); and 
Ȧk,1ר…רȦk,m= true and T(Ȧk,1ר…רȦk,m) = 1 when m = 0 (that means there are only fuzzy propositions involved). 
Suppose inputs x1, x2, … xn, y1, y2, … , ym are received, where xi = <txi’, Įi> and txi’ א TXi (i = 1, …, n), yj = <tyj’, ȕj> 
and tyj’ א TYj (j = 1, ..., m). For k = 1, … , K, the fuzzy proposition ȡk,i is true if and only if txi’ = Ak,i, and the random 
proposition Ȧk,j is true if and only if tyj’ = Bk,j. 
To ensure the meaningfulness of inference conclusion under the hybrid logic, a semantically constrained modus 
ponens has been defined21 based on the uncertain entailment22. Having Į represent the aggregated truth value of the 
premise and Ȝk the credibility or probability of rule-k (k = 1, … , K), the truth value Ȗk of the conclusion Ĳk is shown 
in Equation 3. 
Į= T(ȡk,1רȡk,2ר…רȦk,m),       and         Ȗk = ൞
ߣ௞
ͲǤͷ ר ߣ௞
݅݃݊݋ݎ݁
݅݃݊݋ݎ݁
݂݅ߙ ൅ߣ௞ ൐ ͳ
݂݅ߙ ൅ߣ௞ ൌ ͳ
݂݅ߙ ൅ߣ௞ ൏ ͳ
݂݅ߙ ൏ ݐ݄ݎ݁ݏ݄݋݈݀ߠ
(3) 
The aggregation of a conclusion Ĳ* drawn from the set of rules is based on the constrained modus ponens that are 
carried out through the steps outlined in Equation 4. 
(i) for all Ĳh = Ĳ* , h א {1, 2, …, K}, 
   
h
Kh h
ȖȖ
*},...,1{
* 
 
 
WW  (4) 
(ii) for any Ĳh and Ĳp = Ĳh where h, p א {1, 2, …, K} and h  p: 
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Fig. 1. Generalized IVC              Fig. 2. Normalization of g-IVC
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let Ĳ* = Ĳh, Ȗ* = T(Ĳh)  when T(Ĳh) > T(Ĳp); 
ignore the conclusion  when T(Ĳp) = T(Ĳh). 
(iii) eliminate Ĳh, for T(Ĳh) ζ 0.5, h א {1, 2, …, K}. 
When all of the conclusions Ĳh are ignored in the aggregated result, the final truth-value is set to 0.5 for all the 
conclusions that appear in the rule set, based on maximum uncertainty principle4. 
3. Extended Interval-valued Confidence (EIVC) 
The basic IVC15 is first defined to represent the truth of fuzzy propositions in Knowware System17,18, as a 
triangular full fuzzy set that is defined using a unit interval [0, 1] as universal set. Generalized IVC and Extended 
Interval-Valued Confidence (EIVC)16 are proposed for hybrid knowledge imperfection. The first type of EIVC is to 
adopt a special type-2 fuzzy set having an IVC to represent fuzzy truth and a probability to indicate the uncertainty 
of the fuzzy truth. This set serves the purpose to represent the uncertain credibility of fuzzy propositions in hybrid 
logic inference. In this article, the second type of EIVC is used to represent fuzzy probability as an imprecise 
likelihood of random proposition. Note that both types of EIVC take the same format but have different 
interpretations. The general format and basic operations of EIVC shown in this section establish the basis of 
discussion, and leave the interpretation of the two types of EIVC and their use in hybrid logic inference to be 
discussed in Section 4. 
a. Generalized Interval-valued Confidence 
A generalized interval-valued confidence Cg (g-IVC) is a fuzzy subset on the interval [0, 1], represented in 
Equation 5. 
Cg = (a, m, b)g,  (5) 
where 0  a  m  b  1, Pa Pb Pm g א (0, 1], a is called the left point, b the right point, and m the 
middle point. A basic IVC is a particular case of generalized IVC with g =1 (Fig. 1). 
b. Normalization of generalized IVC 
A generalized IVC Cg = (a, m, b)g, g א (0, 1], can be normalized to a basic IVC C* = (a*, m*, b*) using Equation 6.  
a* = a,      m* = max(a, gڄm),       b* = b. (6) 
Fig. 2 shows the normalization of generalized IVC with g < 1 and gڄm > a. 
 
c. Logic Operations on IVC 
Given two basic IVC: C1 = (a1, m1, b1) and C2 = (a2, m2, b2), basic operations of conjunction, disjunction, and 
negation on IVC are defined in Equations 7-915. 
ANDIVC(C1, C2) = (aAND, mAND, bAND) = [min(a1, a2), min(m1, m2), max(m1, m2)]. (7) 
ORIVC(C1, C2) = (aOR, mOR, bOR) = [min(m1, m2), max(m1, m2), max(b1, b2)]. (8) 
NOTIVC(C1) = (aNOT, mNOT, bNOT) = (1íb1, 1ím1, 1ía1). (9) 
Given k (k > 2) basic IVC: C1 = (a1, m1, b1), …, Ck = (ak, mk, bk), we have generalized conjunction AND(g)IVC and 
generalized disjunction OR(g)IVC defined in Equations 10-11. 
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AND(g)IVC(C1, …, Ck) = (a(g)AND, m(g)AND, b(g)AND),  (10) 
with a(g)AND being the smallest value among the a1, …, ak, m(g)AND the smallest value among m1, …, mk, and b(g)AND the 
second smallest value among m1, …, mk . 
OR(g)IVC(C1, …, Ck) = (a(g)OR, m(g)OR, b(g)OR),  (11) 
with a(g)OR being the second largest value among the m1, …, mk, m(g)OR the largest value among m1, …, mk, and b(g)OR 
the largest value among b1, …, bk. The properties of these operations are discussed by Ding15. 
d. Defuzzification on IVC 
Two simplified calculations have been proposed as defuzzification on IVC measures based on the conventional 
center of gravity approach23,24. These make reference to the left, middle and right points of IVC. 
The compromised defuzzification Defcom(C) of IVC C = (a, m, b), 0 d a d m d b d 1, is defined as the center of 
gravity of D-cut with D = 0.5 (Fig. 3(a)) and calculated using Equation 12 with the corresponding left, middle, and 
right points. 
Defcom(C) = [(a + m)/2 + (m + b)/2] / 2. (12) 
The simple defuzzification Defsim(C) of IVC C = (a, m, b), 0 da d m d b d 1, is defined as the mid-point m (Equation 
13) as shown in Fig. 3(b). 
Defsim (C) = m.  (13)  
 
 
 
 
 
 
e. Extended Interval-valued Confidence (EIVC)  
An EIVC CE as an interval type-2 fuzzy set ranging from [0, 1] is represented using the general format shown in 
Equation 14: 
CE = (a2, a1, m, b1, b2)(g1,g2)  (14) 
and described by two g-IVCs as shown in Equation 15: 
LMF(CE) = (a1, m, b1)g1,      and         UMF(CE) = (a2, m, b2)g2 (15) 
where 0  a2  a1  m  b1  b2  1, and PLMF(a1) = PLMF(b1) = 0, PUMF(a2) = PUMF(b2) = 0, PLMF(m) = g1, PUMF(m) = g2, g1 
 g2, and g1, g2 א (0, 1] (as shown in Fig. 4). 
Particularly an EIVC with g1 = g2 is called m-EIVC, which shows the minimal uncertainty at the middle point m 
(as shown in Fig. 5). Note that a g-IVC is a special case of EIVC, given a2 = a1, b2 = b1, and g1 = g2. 
 
Fig. 3(b) Simple defuzzification 
P
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



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Fig. 4. Extended IVC 
Fig. 3(a) Compromised defuzzification 
0  a           m               b    1 
1 
0.5 
P
P
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f. Type Reduction 
Type reduction is an operation converting an EIVC CE = (a2, a1, m, b1, b2)(g1,g2) to an IVC C = (a, m, b) through 
two steps: 
(i) Convert EIVC to g-IVC Cg = (a’, m, b’)g, as shown in Equation 16, having;  
 a’ = (a2 + a1)/2,      b’ = (b1 + b2)/2,      and      g = (g1 + g2)/2 (16) 
(ii) Normalize (a’, m, b’)g to (a*, m*, b*) through normalization given in Equation (6). 
The conjunction, disjunction, and negation operations on EIVCs are achieved by first converting EIVCs to IVCs 
using the type reduction and then applying the operations AND(g)IVC, OR(g)IVC, or NOTIVC on the IVCs after type 
reduction. 
4. EIVC for Hybrid Knowledge Imperfection in Inference with Hybrid Logic 
As mentioned in Section 3, two types of EIVC with different interpretation of knowledge imperfection are used: 
EIVC-f (EIVC for fuzzy proposition) to denote uncertain confidence of a fuzzy proposition and EIVC-r (EIVC for 
random proposition) to denote fuzzy likelihood of random proposition. Both consider the rule of hybrid logic in the 
general format as given in Equation (2), containing n (n  0) fuzzy propositions and m (m  0) random propositions, 
as its premise and a single fuzzy or random proposition in its conclusion. With aggregated credibility of n fuzzy 
propositions and aggregated credibility of m random propositions, an EIVC can be obtained as a joint credibility of 
the premise. Such a joint credibility is calculated by applying different aggregation method to get an EIVC-f when 
the conclusion is of a fuzzy proposition, and an EIVC-r when the conclusion is of a random proposition. Two 
aggregation functions TF and TR are defined for calculating EIVC-f and EIVC-r, respectively. The newly defined TF 
is to replace the two functions T1 and T2 previously proposed in [16] for aggregated credibility of singleton 
confidence and general IVC. As a general aggregation function for EIVC-f, TF covers both cases previously handled 
separately by T1 and T2 but remains the same interpretation as that of T1 and T2. 
4.1. Joint Credibility as Truth of Premise 
Definition 1 (EIVC-f for joint credibility of premise): A joint credibility of fuzzy premise of rule in EIVC format 
is obtained in Equation 17. 
D = TF(c, p)  (17) 
where c = T(ȡ1רȡ2ר…רȡn) is the aggregated credibility of fuzzy propositions in IVC format, and p = 
T(Ȧ1רȦ2ר…רȦm) the aggregated credibility of random propositions in the premise of rule taking the general format 
as given in Equation (2). As special cases c = 1 and p = 1 will be set for rules with n = 0 and m = 0, respectively. 
The conjunction “ר” for fuzzy propositions associated with EIVCs is achieved by applying AND(g)IVC on IVCs 
obtained from the type reduction; the “ר” for random propositions is achieved using “min”. The aggregation 
functions TF is defined using Equation 18 in Definition 2. 
Definition 2 (TF aggregation): Given C ك [0, 1] being a basic IVC (a, m, b), and p א (0, 1] a probability, the 
aggregation function TF results in an m-EIVC C-f with the central value at m, described by two basic IVCs: 
C-fLMF = (a, m, b), and 
C-fUMF = (a–(1–p)a, m, min[1, b+(1–p)b]) (18) 
The above definition is general. There are special cases: (1) when p = 1 TF results an IVC (a, m, b), the same as 
C; (2) if C = (c, c, c) is a single point confidence, then when p = 1 TF results an IVC as the same single point 
confidence C = (c, c, c), otherwise a basic IVC with central value at c. Fig. 6 shows the TF calculation when a > 0, b 
< 1 and b+(1-p)b <1. 
Definition 3 (EIVC-r for joint credibility of premise): A joint credibility of random premise of rule in EIVC 
format is obtained using Equation 19. 
D = TR(c, p)   (19) 
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where c = T(ȡ1רȡ2ר … רȡn) is the aggregated credibility of fuzzy propositions in IVC format, and p = 
T(Ȧ1רȦ2ר…רȦm) the aggregated credibility of random propositions in the premise of rule taking the general format 
as given in Equation (2). As special cases c = 1 and p = 1 will be set for rules with n = 0 and m = 0, respectively. 
The conjunction “ר” for fuzzy propositions associated with EIVCs is achieved by applying AND(g)IVC on IVCs 
obtained from the type reduction; the “ר” for random propositions is achieved using “min”. The aggregation 
functions TR is defined using Equation 20 in Definition 4. 
Definition 4 (TR aggregation): Given C ك [0, 1] being a basic IVC (a, m, b), and p א (0, 1] a probability, the 
aggregation function TR results in an m-EIVC C-r with the central value at p, described by two basic IVCs: 
C-rLMF = (p–(1–b)p, p, min[1, p+(1–b)p]),     and 
C-rUMF = (p–(1–a)p, p, min[1, p+(1–a)p]) (20) 
The above definition is general. There are special cases: (i) when C = (a, m, b) is a single point confidence (that 
means a = m = b), the resulting EIVC-r will be a basic IVC with central value at p; (ii) when C = (a, m, b) is a single 
point confidence with a = m = b = 1, the resulting EIVC-r will be a singleton at p. Fig. 7 shows the TR calculation 
when a > 0, b < 1, p+(1-b)p <1 and p+(1-a)p <1. 
 
 
 
 
 
 
 
 
Fig. 6. Joint credibility as EIVC-f  Fig. 7. Joint credibility as EIVC-r 
4.2. Interpretation of EIVC with Fuzziness and Randomness 
For a given piece of knowledge with possible imperfection, the representation and interpretation of imperfection 
are not unique in general, according to the availability of tools (mathematical model or software), the expectation of 
performance, the acceptable cost, the bearable complexity of computation (both in time and space), and many other 
relevant concerns. 
Wang defines fuzziness and randomness as dual cases mathematically7 and explains them as being “fix-point 
with moving circles” (fuzziness) and “fix-circle with moving points” (randomness) conceptually. The aggregation 
methods of EIVC-f and EIVC-r defined in this article are inspired by Wang’s work. The input and output of EIVC-f 
and EIVC-r take the same format, which makes the transfer possible between uncertain fuzzy truth and fuzzy 
likelihood. 
A sentence in decision processing, for example, ‘the coming e-mail is suspicious’ might be treated as either a 
fuzzy proposition or a random proposition. The choice can be made based on application requirement and support of 
data. If ‘suspicious e-mail’ is considered as well-defined category then the proposition is a random proposition with 
probability (or possibility) of happening (whether it is suspicious or not). While if ‘suspicious’ is considered a 
linguistic term associated with risk levels, then the proposition becomes a fuzzy proposition with the truth of 
proposition as a matter of degree (how suspicious it might be evaluated). 
Assume two general rules having exactly the same premises, R-f with a conclusion of fuzzy proposition, and R-r 
with a conclusion of random proposition (described using Equation 21): 
R-f:   IF X1 is A1 AND … AND Xn is An   AND Y1 is B1 AND … AND Ym is Bm 
THEN   Zf is Cf(l) with {credibility Ȝf}; 
R-r:   IF X1 is A1 AND … AND Xn is An   AND Y1 is B1 AND … AND Ym is Bm 
THEN   Zr is Cr(l) with {probability Ȝr}.  (21) 
P





 
p-(1-a)p    p-(1-b)p       p      p+(1-b)p   p+(1-a)p 
P





 
a-(1-p)a     a            m             b      b+(1-p)b 
TRTF 
1 1 
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With different nature of conclusion, the knowledge imperfection in premise of the two rules bears different 
interpretations. In R-f, the entire rule is interpreted as an extended fuzzy rule with the fuzzy sub-premises serving 
the basis of premise and the aggregated truth of random sub-premises indicating the uncertainty of fuzzy premise. In 
R-r, very much as a dual case, the entire rule is interpreted as a probabilistic rule with the random sub-premises 
serving the basis of premise and the aggregated truth of fuzzy sub-premises indicating the fuzzy likelihood of 
random premise. The selection of use of TF or TR in inference is determined based on the nature of conclusion in the 
corresponding rule. For R-f, TF is applied to obtain an EIVC-f; while for R-r, TR is applied to obtain an EIVC-r. 
4.3. EIVC for Truth of Conclusion 
The two aggregation functions TF and TR also apply to calculate the truth of conclusion following the same spirit. 
Considering rule-k (k = 1, ... , K), having D represent the aggregated credibility of its premise through TF or TR, and 
Ȝk  א (0, 1] the rule credibility or probability, we have the truth Ȗk of the conclusion Ĳk calculated through the 
following steps:  
(i) Applying defuzzification on D to obtain a single point reference value D* through two steps:  
(a) First applying type reduction on D to obtain a normalized IVC; 
(b) Then applying a selected defuzzification operation on the normalized IVC. 
(ii) Checking validation of rule using Equation (3) to ignore the inference when D* < T (the threshold), or D* + 
Ȝk  < 1. 
(iii) Carrying out reasoning: 
(a) If D* + Ȝk  > 1  and  the conclusion Ĳk is a fuzzy proposition     Then  let  Ȗk = TF(Ȝk, 1); 
(b) If D* + Ȝk > 1   and  the conclusion Ĳk is a random proposition  Then  let  Ȗk = TR(1, Ȝk ); 
(c) If D* + Ȝk  = 1  and  the conclusion Ĳk is a fuzzy proposition     Then  let  Ȗk = TF(Ȝk, 0.5); 
(d) If D* + Ȝk  = 1  and  the conclusion Ĳk is a random proposition  Then  let  Ȗk = TR(0.5, Ȝk ). 
In the step (iii) above, the hybrid logic inference defined in Equation (3) has been interpreted in a more general 
way: in (a) the Ȝk is interpreted as TF(Ȝk, 1) with p = 1; in (b) the Ȝk is interpreted as TR(1, Ȝk ) with c = 1; in (c) the 
0.5רȜk is interpreted as TF(Ȝk, 0.5) with c = Ȝk and p = 0.5; and in (d) 0.5רȜk is interpreted as Ȗk = TR(0.5, Ȝk ) with c = 
0.5 and p = Ȝk. Note that in an intermediate stage, defuzzification operation is applied only to obtain a reference 
value for the aggregated credibility of rule premise so that an appropriate calculation of constrained modus ponens 
can be selected. 
4.4. Illustrative Example 
For illustration purpose, we use a simplified application of spam detection involving both fuzzy and random 
propositions in rule conclusion and will only focus our discussion on the last stage of decision-making given the 
results of the early inference stages. Suppose the decision knowledge at the final stage is described by four rules: 
Rule-1:   IF  M is promotion and S is suspicious   THEN D is spam email {rule probability = 0.8}; 
Rule-2:  IF  M is promotion and S is not suspicious  THEN D is normal {rule probability = 0.6}; 
Rule-3:  IF  M is promotion and S is suspicious   THEN H is high-risk {rule credibility = 1}; 
Rule-4:  IF  M is not promotion and S is not suspicious  THEN H is low-risk {rule credibility = 0.6}. 
There are four variables involved:  
M (E-mail content), a random proposition with commercial promotion as its term; 
S (Sender), a fuzzy proposition with suspicious as its term; 
D (Detection), a random proposition with spam as its item and normal for “not spam”; 
H (Harmful level), a fuzzy proposition with high-risk as its item and low-risk is “not high-risk”. 
Suppose we have a rule threshold = 0.5 for all the rules, and apply a compromised defuzzification method for 
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IVC. Given input values: 
M is “commercial promotion” with probability 0.75; 
S is “suspicious” with (0.4, 0.6, 0.8)IVC, S is “not suspicious” with (0.2, 0.4, 0.6)IVC. 
The inference steps are as follows for the case study: 
1) Rule-1 (probabilistic rule): 
(i) Calculating joint credibility of premise as EIVC-r: 
TR1 = TR((0.4, 0.6, 0.8)IVC, 0.75) = (0.3, 0.6, 0.75, 0.9, 1)(1, 1), 
(ii) Representing the resulting EIVC in two IVCs: 
LMF = (0.6, 0.75, 0.9)IVC and UMF = (0.3, 0.75, 1)IVC. 
(iii) Carrying out type reduction on (0.3, 0.6, 0.75, 0.9, 1)(1, 1), resulting (0.45, 0.75, 0.95)IVC.  
(iv) Applying defuzzification on (0.45, 0.75, 0.95)IVC resulting reference value 0.725. 
(v) Checking rule validation: 
0.725 is greater than the threshold 0.5, and 0.725 + 0.8 (rule credibility) > 1. 
(vi) Obtaining conclusion of Rule-1 “the e-mail is spam email” 
Calculating ȖR1 = TR(1, 0.725) = 0.725, representing it as (0.725, 0.725, 0.725)IVC. 
2) Rule-2 (probabilistic rule) following the same manner as in 1): 
TR2 = TR((0.2, 0.4, 0.6)IVC, 0.75) = (0.15, 0.45, 0.75, 1, 1)(1, 1); 
Type reduction resulting (0.3, 0.75, 1)IVC, defuzzification resulting 0.7; 
Conclusion “the e-mail is normal” with ȖR2 = TR(1, 0.7) = 0.7, representing it as 
(0.7, 0.7, 0.7)IVC. 
3) Rule-3 (fuzzy rule): 
(i) Calculating joint credibility of premise as EIVC-f: 
TR3 = TF((0.4, 0.6, 0.8)IVC, 0.75) = (0.3, 0.4, 0.6, 0.8, 1)(1, 1), 
(ii) Representing the resulting EIVC in two IVCs: 
LMF = (0.4, 0.6, 0.8)IVC and UMF = (0.3, 0.6, 1)IVC. 
(iii) Type reduction resulting (0.35, 0.6, 0.9)IVC.  
(iv) Defuzzification resulting reference value 0.6125. 
(v) Checking rule validation: 
0.6125 is greater than the threshold 0.5, and 0.6125 + 0.8 (rule credibility) > 1. 
(vi) Obtaining conclusion of Rule-3 “the e-mail is in high risk” 
ȖR3 = TF((0.35, 0.6, 0.9)IVC, 1) = (0.35, 0.6, 0.9)IVC 
4) Rule-4 (fuzzy rule) following the same manner as in 3): 
TR4 = TF((0.2, 0.4, 0.6)IVC, 0.25) = (0.05, 0.2, 0.4, 0.6, 1)(1, 1); 
Type reduction resulting (0.125, 0.4, 0.8)IVC; Defuzzification resulting 0.43125; 
Rule validation: 0.43125 is less than the threshold 0.5, inference ignored. 
The two conclusions from applying Rule-1 and Rule-2 are logic negation to each other. Based on the inference 
algorithm given in Equation (4), the conclusion from Rule-1 with higher likelihood will be taken. Based on the 
constrained modus ponens given in Equation (3), Rule-4 is ignored, as the truth of premise does not satisfy the 
threshold given. As a final result, two conclusions have been obtained: “the e-mail is a spam” with likelihood 0.725, 
and “the e-mail is in high risk” with credibility 0.6125 after defuzzification. 
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5. Conclusion  
This research reinforces the use of EIVC to handle hybrid knowledge imperfection in inference with hybrid logic. 
Two general functions have been defined to calculate joint credibility of premise as well as the truth of conclusion 
of rules that may involve both fuzzy and random propositions: TF for rules with conclusion of fuzzy proposition, and 
TR for rules with conclusion of random proposition, respectively. Both functions accept premise of mixed fuzzy and 
random propositions and result in a truth value of conclusion in EIVC format. The interpretation of EIVC with 
fuzziness and randomness has been discussed from the perspective of representation of knowledge imperfection. In 
current definition TF and TR only take singleton probability as input for calculation of joint credibility, and we shall 
continue work on more general methods of truth aggregation that can take extended format of probabilistic value. 
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