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 Abstract 
User evaluations of interactive and dynamic applications face various challenges due to the 
active nature of these displays. For example, users can often zoom and pan on digital products, 
interactions that cause a change in the extent and/or level of detail of the stimulus. Therefore, in 
eye tracking studies, when a user’s gaze is at a particular screen position (gaze position) over a 
period of time, the information contained in this particular position may have changed. Such 
digital activities are commonplace in modern life, yet it has been difficult to automatically 
compare the changing information at the viewed position, especially between many participants. 
Existing solutions typically involve tedious and time-consuming manual work. This paper 
proposes a methodology that can overcome this problem. By combining eye tracking with user 
logging (mouse and keyboard actions) on cartographic products, we are able to accurately 
reference the screen coordinates to geographic coordinates. This referencing approach allows 
knowing which geographic object (location or attribute) corresponds to the gaze coordinates at 
all times. We test the proposed approach through three case studies and discuss the advantages 
and disadvantages of the applied methodology. Furthermore, the applicability of the proposed 
approach is discussed with respect to other fields of research that use eye tracking, namely, 
marketing, sports and movement sciences and experimental psychology. From these case studies 
and discussions, it can be concluded that combining eye tracking and user logging data is an 
essential step forward in efficiently studying user behavior on interactive and static stimuli in 
multiple research fields.
  
Eye Tracking and Dynamic Stimuli: the Challenges 
Eye tracking has proven to be a helpful technique in user research, especially when there is 
a visual element to be evaluated. Using eye tracking data, where, how long and how often a user 
was looking at a particular area of interest as well as the length and speed of the eye movements 
can be discovered (Duchowski 2007; Holmqvist et al. 2011). The position of the gaze (also 
termed the Point of Regard or POR) is typically expressed using screen coordinates in pixels. 
From these basic screen coordinate measurements, various gaze metrics are derived in relation to 
what is displayed, such as fixation duration (how long), fixation count (how often) and various 
scan path characteristics (length and speed of eye movements). The technique is applied in a 
multitude of research fields such as software engineering, industrial engineering (e.g., driving, 
aviation) marketing (e.g., ad placement, web pages, product label design), psychology (e.g., 
reading, scene perception, visual search), cartography (e.g., map reading, orientation, way 
finding), sports and movement sciences (e.g., tactile decision making), landscape perception and 
design, etc. (e.g., Allopenna et al. 1998; Rayner 1998; Recarte & Nunes 2000; Brodersen et al. 
2001; Nivala et al. 2001; Goldberg et al. 2002; Jacob & Karn 2003; Poole & Ball 2006; 
Duchowski 2007; Pieters 2008; Wedel & Pieters 2006; Rayner 2009) 
During the last century, visual stimuli have evolved dramatically, from analogue and static 
(e.g. Buswell 1935; Fits et al. 1950) to digital and interactive (both offline and online). Thus, it is 
important to gain a better understanding of how users perceive, process and react to interactive 
visual stimuli. Due to user interactions and/or animations, changes in a visual stimulus - such as 
a change in the color or in location of an object, the (dis)appearance of an object, etc. - will 
occur. Research on change blindness, for example, has found that some of these changes, 
although clearly visible, may go unnoticed by the users (Rensink 2002; Simons & Ambinder 
2005; Garlandini & Fabrikant 2009). This evolution of visual stimuli and the associated 
problems with respect to eye tracking studies can be well illustrated in the field of cartography, 
whereby maps are the focus of interest.  
 
Cartography: a Special Interactive Case 
As cartographic products are visual in nature, eye tracking has been helpful in studying 
map users’ cognitive processes while working with different map types and related products. 
Early studies tested static maps initially on paper (Dobson 1977; Steinke 1979; Castner & 
Eastman 1984, 1985; Steinke 1987), but later also on digital media (Brodersen et al. 2001). In the 
last decades, psychological research on cognitive processes linked with visual search has 
received much attention, thus resulting in new and more detailed theories regarding cognitive 
cartography (e.g. MacEachren 1995; Slocum et al. 2001; Harrower 2007; Hegarty et al. 2010). 
Perhaps as a result of this, a renewed interest in the use of eye tracking in cartographic studies 
has been observed (Fabrikant et al. 2008; 2009; Coltekin et al. 2009; 2010; Popelka & Brychtova 
2013; Dong et al. 2014; Incoul et al. 2014).  
 Recent digital cartographic products – both online and offline – are typically linked with a 
number of interaction tools that overcome one of their most important drawbacks in comparison 
to paper maps, which is the limited screen size (e.g. Kraak & Brown 2001; Brewster 2002; 
Peterson 2003). According to Shneiderman (1992), users of information visualizations (such as 
maps) typically want to have an overview of the data first, select the appropriate region (zoom-
and-filter) and request its details (details-on-demand). In accordance with Shneiderman’s 
observation, zooming and panning tools can be found on nearly all digital cartographic products 
today, thus allowing for iteration between overviews and detail views (Luebbering et al. 2008; 
Roth 2011).  
User studies that incorporate the interactive nature of digital cartographic products, 
however, are rare (Coltekin et al. 2009, Russo et al. 2013). Typically, the interactive nature of 
maps is approximated, e.g., the maps are implemented as a collection of static images or videos. 
These videos simulate a certain user action with the same start time, duration, and direction, e.g., 
the simulation of a pan operation in Ooms et al. (2012). This approximation facilitates the 
processing, comparing and analyzing of the obtained data. However, it also means that the users 
cannot freely interact. In other words, the users cannot choose when to interact, select the 
panning distance, identify which zoom level they deem most appropriate for a specific task with 
respect to increasing or decreasing the level of detail, choose to tilt or rotate the display or decide 
whether to use a search box. Ideally, under experimental conditions, participants should execute 
a task on the interactive map as they would normally do so without restrictions on their behaviors 
or on the interactivity levels of the tested display. Testing the users in situations that more 
closely mimic their natural work routines would increase the ecological validity of the 
experiment. 
On the other hand, an ecologically valid approach with interactive maps would introduce 
severe challenges to the internal validity of the experiments and create challenges with respect to 
analyzing the data. For example, it is clear that each participant would start her or his interaction 
(e.g., pan operation) with the map at a different timestamp, which would complicate the analyses 
among participants. Further consideration of the panning example indicates that the panning 
distance (distance between mouse key down and mouse key up actions, i.e., pressing and 
releasing the left mouse button) will vary with each interaction, such as the direction of the pan 
operation. In other words, after a panning operation, the screen coordinates in the upper left 
corner of the screen remain fixed (e.g. at 0,0) though another geographic region is being 
visualized.  
Partly because of the challenges of evaluating dynamic stimuli, we still know very little 
about how the end users actually read, interpret and process interactive maps and, similarly, 
other interactive applications. Various studies have shown that interaction tools surrounding the 
maps in digital environments may hinder effective and efficient information extraction and thus 
affect the usability of the systems (MacEachren & Kraak 2001; Fabrikant & Lobben 2009; 
Montello 2009). To this day, there are many (design) issues related to dynamic and interactive 
maps that are not yet well understood (Virrantaus et al. 2009; Cartwright 2012; van Elzakker & 
 Griffin 2013). How the changing map display affects the users’ cognitive processes during a 
spatial task remains one of the challenges. 
However, when working with cartographic products, we have an advantage as every point 
in the map is defined by its geographic coordinates. Ideally, eye tracking data in screen 
coordinates can be transformed to geographic coordinates by using a fairly simple referencing 
process. That is, georeferencing the eye tracking data would overcome the aforementioned 
problems regarding the evaluation of dynamic map stimuli, thus potentially allowing for more 
efficient analyses and comparisons than with current techniques.  
In this paper, state-of-the-art methods and techniques that try to deal with the dynamic and 
interactive nature of stimuli in combination with eye tracking studies will be presented, including 
their drawbacks. Next, we describe various approaches to transform the registered screen 
coordinates to geographic coordinates. One of the most complete solutions will be tested in a 
number of case studies. Furthermore, the applicability of the concept in other research fields, 
namely, experimental psychology, landscape research, sports and movement sciences, and 
marketing, will be discussed. 
 
Eye Tracking and Dynamic Stimuli: Existing Solutions 
Over the years, the vendors of eye tracking software and researchers in the field have 
developed methods and techniques that attempt to address the dynamic and interactive nature of 
digital stimuli, at the level of both data acquisition and data analyses. Some of these are a 
consequence of evolutions in the eye tracking systems themselves, such as the increasing use of 
mobile eye trackers (e.g., SMI Eye Tracking Glasses
1
; Tobii Glasses Eye Tracker
2
)(Reimer & 
Sodhi 2006; Kiefer et al. 2013). With these type of eye trackers, users can walk around freely 
while their gaze position, as well as a video of their visual field, is being recorded. During 
analyses, the user’s gaze position is typically overlaid onto this dynamic video, which differs for 
each user. A similar approach is often used in the recording and analyses of eye movement data 
on interactive and dynamic stimuli from static eye trackers as all events on the screen are 
recorded in a video through screen capturing. However, all of the resulting videos overlaid with 
the associated eye movement data would have to be processed individually and, for the most 
part, manually, which is a very time consuming and potentially subjective task. Accordingly, 
some solutions have been developed to facilitate this process. 
One possible approach is the use of Dynamic Areas of Interest (AOIs), which are currently 
implemented in the analysis software of most eye tracking vendors, in place of the traditional 
static AOIs (Holmqvist et al. 2011). Dynamic AOIs can be defined on dynamic stimuli, such as 
videos, as the result of mobile eye tracking devices or screen recordings of interactive digital 
stimuli. As such, dynamic AOI define the position and size (e.g., bounding box) of an object of 
interest in the dynamic stimuli, and as a consequence, the dynamic AOI will change in position 
and size over time, thus following the object in the stimulus. Papenmeier and Huff (2010) 
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 developed an open-source tool to define dynamic AOIs based on a 3D-model of the visual scene. 
They also present an overview of existing approaches of dynamic AOIs in which they 
differentiate between online and offline AOIs. Nevertheless, these dynamic AOIs have an 
important drawback that drastically diminishes their usability in the case of interactive stimuli or 
mobile eye tracking devices: each dynamic AOI must be created manually. Some software 
packages facilitate this task as the manual definition and adjustment of the AOI is only required 
for a number of key frames, while the software then creates estimates for the frames in between. 
However, in the case of recordings from interactive stimuli, the resulting video would be 
different for every participant, which means that these dynamic AOIs would have to be drawn 
separately for each of participant. This results in extremely tedious and time-consuming manual 
work, which is not desirable. 
Most software accompanying eye tracking systems (e.g., SMI Experiment Center, Tobii 
Studio, SR Research Experiment Builder) allow for the defining of certain parameters that 
should be recorded during the experiment, such as mouse actions. These mouse actions are a 
vital source of information because they are the triggers for the interactions that occur on the 
screen (Reeder et al. 2001; Pirolli et al. 2002). Because the mouse actions and the eye tracking 
data would ideally be registered by the same system, no synchronization issues would arise. 
However, many commercial systems do not make a distinction between the mouse down and the 
mouse up actions, but rather they record only mouse clicks (i.e., mouse key press is recorded but 
user release of the key is not recorded). Consequently, mouse movements and dragging (moving 
the mouse while one of its keys is pressed) cannot be registered, and thus cannot be analyzed, 
which is essential for certain studies, such as the zooming functionality by drawing a rectangle or 
by panning. An exception on this is GazeTracker
3
. Various eye tracking vendors, such as Tobii
4
 
and SMI
5
, offer SDKs (software development kits) that can be used for creating custom solutions 
based on the existing software. Similarly, some others – such as Morae6 – offer plugins for 
certain eye tracking software (e.g., Tobii), thus allowing a detailed logging of mouse actions 
(clicks, movements, etc.) simultaneously with eye movements. A continuous sampling of mouse 
movements can be obtained and has been used in, e.g., hand-eye coordination studies (Coltekin 
et al. 2014).  
Based on recorded mouse actions (mouse clicks corresponding to user interactions), the 
analysis software from Tobii (Tobii Studio), for example, also allows segmenting the recorded 
screen videos such that every segment represents a time interval during which no interactions 
occur. However, when one wants to evaluate users’ attentive behaviors across a large number of 
participants, the corresponding segments of all participants (e.g., when viewing the same image) 
must be manually determined, which is, again, a very time-consuming and tedious job. 
Furthermore, the latter solutions are vendor specific, meaning that to work with other types of 
eye tracking devices or data, the code would have to be adopted or re-written. 
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 SMI also offers a Video Data Aggregation Package as an aid in the analyses of eye 
movement data on dynamic stimuli. With this package, one can map fixations that originally 
occur on an object in the video to a reference image using SMI Semantic Gaze Mapping. All 
potentially interesting objects that are visible in the video should be present in the static 
reference image. The analyses of the eye movement data are conducted on the static reference 
image rather than on the dynamic video. However, an addition to being a vendor specific 
solution, all fixations must be mapped manually to the reference image, which is, again, a very 
time consuming and tedious job. 
A platform independent automated solution with a finer mouse logging behavior that 
includes mouse-up and mouse-down actions would introduce a significant benefit to researchers 
and practitioners with respect to user experience. Especially a solution based on open source 
software would provide sufficient flexibility to adapt the ‘standard’ solution to the 
experimenter’s needs. Using open source libraries removes dependencies on other (commercial 
or specialized) software as well as on vendor specific eye tracking hardware.  
User logging is not a new methodology as it has been extensively used for many decades in 
User Centered Design (UCD) to gather quantitative data from end users who execute a certain 
task on a certain product (e.g. Hilbert & Redmiles 2000; Ivory & Hearst 2001; Paganelli et al. 
2002; e.g. Atterer et al. 2006; Wengelin et al. 2009). Through user logging, we can discover, e.g., 
where users are clicking in an interface, how often certain button combinations are used, whether 
certain menu items can be found and when the user action occurs. These data provide insights 
about the usability of the evaluated product (Nielsen 1993). van Drunen et al. (2009), for 
example, recorded user actions as an indication of user workload while performing a web-based 
task. However, the recorded mouse actions were not used in the analyses of the eye movements 
or screen captures (videos) recorded during the experiment, but rather the number of mouse 
movements were compared with the number of fixations (and other measurements). The position 
of the mouse movements was not considered in this research, however.  
A promising solution are the tools developed by Reeder et al. (2001) - WebLogger and 
WebEyeMapper. With the online logging tool WebLogger, all user actions and other interesting 
events are logged and saved. These logs can be loaded into WebEyeMapper, along with the 
recorded eye movements, thus creating a reconstruction of the webpages the participant was 
viewing that includes the locations of his/her fixations (Pirolli et al. 2002). Although very 
promising, the disadvantage of this solution is that it is limited to online stimuli that can only be 
loaded in the Internet Explorer browser. 
Users also perform mouse and keyboard actions when working with interactive 
cartographic products.  This can include mouse actions such as clicking, dragging and scrolling, 
which reveal when and how the user is interacting with the digital map. Logging the mouse 
interactions might also provide vital data for linking the screen coordinates obtained by an eye 
tracker to the corresponding geographic coordinates, which will be further explored in this paper. 
In the next sections, we focus on the selection and implementation of an appropriate method for 
logging mouse actions at a detailed level that can be combined with eye movement 
 measurements. In the selection procedure, the focus is on the applicability of the methodology on 
the cartographic interactive problem because of its special geographic characteristics (i.e., 
potential georeferencing of eye movement data). Later on, the suitability of the selected 
methodology in other research fields is also discussed. 
 
Solution for Interactive Cartographic Products: Georeferencing Eye Movements 
Technical and Conceptual Description of Potentially Suitable User Logging Approaches 
In general, we distinguish between online, (or browser-based), and desktop-based user 
logging approaches. Online logging tools have a disadvantage in that only online applications or 
applications that work within a browser can be evaluated, while this is possible for both online 
and offline applications running with desktop-based tools. However, as most of the interactive 
cartographic products are available online, it is logical to use an online logging system, and 
accordingly, a number of potential promising solutions are also identified. 
 
Online solutions. For custom online solutions, most web-mapping providers (e.g., Google 
Maps, Bing Maps, etc.) provide Application Programming Interfaces (APIs), which are also 
appropriate for our purposes. However, as we propose a “stand-alone” solution independent of 
other software, this approach is not optimal (e.g. Roth & Ross 2012; Peterson 2014). 
Furthermore, these APIs cannot be used in the case of neocartographic maps or mash-up maps. 
With these latter two types of maps, the base map (from an online map service such as Google 
Maps) is overlaid with one or multiple additional layer(s) of information from other sources: 
current position of airplanes, data from Twitter, precipitation data, etc. (Haklay et al. 2008; 
Cartwright 2012; Das et al. 2012; Moseme & van Elzakker 2012). The main advantage of APIs 
is that they allow the possibility to obtain access to the base map by requesting the associated 
geographic coordinates directly without having to calculate them and overlay the data; however, 
it is not possible to access third-party cartographic products or layers. 
In addition to the APIs, it is possible to use existing tools or libraries, such as OpenLayers 
(Hazzard 2011) as these provide nearly the same possibilities as the APIs in that they combine 
existing base maps with additional layers, but they also present the same limitations. For 
example, using these specific libraries, it is not possible to log user events on neocartographic 
products if they are not created within that specific library. This limitation makes the use of 
specific tools or libraries such as OpenLayers not ideal for the stand-alone solution that we 
propose.  
When designing websites, HTML iFrames
7
 are often used to incorporate a web page from 
a different source in the current one. It can be seen as a rectangle that links to another webpage 
through a URL. Attaching JavaScript to the main webpage, would, in theory, make it possible to 
log the users’ actions on this page. However, the mouse actions are not registered on the iFrame 
itself. To be able to access this data, the domains of the parent and child pages must be the same. 
This problem can be solved using a proxy server, e.g., PhProxy, as is explained in (Atterer 2006; 
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 Atterer et al. 2006; Rodden & Fu 2007). The page with the web map application is requested 
through the proxy, and as such, the parent and child pages can have the same domain. In this 
way, it is possible to log all user actions within an iFrame using JavaScript code attached to a 
parent page. Similarly, a proxy-server can be used to directly attach a script to log user actions  
to a web page, such as a web-mapping site, also without an iFrame. As this solution is open-
source, it is not linked to a specific eye tracking or web mapping application, and therefore, it 
will be implemented and further discussed herein. However, it must be recalled that this 
solutions works only with online (browser-based) applications.  
 
Desktop-based solutions. In addition to the online logging tools, it is possible to create 
desktop-based logging tools. These tools are independent of any browser as the events are logged 
directly on the device of the participants. Various independent (desktop) programs exist whereby 
mouse actions can be recorded and replayed (e.g., ReMouse
8
). However, only a few of these 
programs offer the possibility to actually log the recorded data in an open readable format (such 
as a comma-separated or tab-separated file) or to distinguish between mouse down and mouse up 
actions, or to record the scroll wheel, thus again limiting their suitability for this application. 
We consider two different alternatives for the open source options — JNativeHook and 
PyHook — related, respectively, to the programming languages JAVA and Python. Both 
libraries request that the associated programming language be installed on the computer, with the 
necessary extensions able to ‘hook into’ the operating system. The combination of these building 
blocks — libraries, programming languages, extensions, etc. — form our desktop user logging 
tool. Based on the logged user actions, the corresponding geographic coordinates for each 
registered eye movement can be calculated (see next section). The code and manual for these 
libraries can be found on the following web pages: 
 http://sourceforge.net/apps/mediawiki/pyhook 
 http://code.google.com/p/jnativehook/ 
 
Based on the above considerations, we implemented and evaluated user logging tools with 
an SDK, a proxy-server and the two desktop based libraries. One of the desktop logging tools, 
which applies to the widest array of studies, is further evaluated in a number of case studies. 
These case studies allow us to observe how well the proposed methodology can be applied 
across multiple studies, including the proposed automatic georeferencing of the obtained gaze 
coordinates for digital maps. The next section details how to transform the screen coordinates to 
geographic coordinates in the case of a panning and zooming operation. These two interaction-
types are considered as they are most often used (Harrower & Sheesley 2005; Wilkening & 
Fabrikant 2013). 
 
Calculating Geographic Coordinates 
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 The two main categories of user interactions that are possible on nearly any digital map are 
panning and zooming, each of which triggers a different response in the displayed image. Based 
on a detailed registration of the users’ interactions (time, distance, direction, location), the 
recorded eye movements can be recalculated to their associated geographic coordinates, that is, 
the georeferencing eye movements.  
 
Changing the extent of the map: panning. The panning operation corresponds to moving 
a viewing window over the whole map image without changing the scale of the map. This 
viewing window, which corresponds to the screen on which the stimulus is presented, has its own 
reference system that consists of screen coordinates typically expressed in pixels and relative to 
the upper left corner of the screen. To define the complete interaction for the panning operation, 
only the screen coordinates and timestamp of the mouse key down (when the left mouse key is 
pressed) and the mouse key up (when the left mouse key is released) events need to be registered. 
Within the time window between the mouse key down (MD) and mouse key up (MU), the map 
image is shifted in a certain direction. This is illustrated in Figure 1a and Figure 1b for the 
OpenStreetMap
9
 web mapping application. 
 
 
(a) 
 
(b) 
                                                 
9
 http://www.openstreetmap.org 
   
(c) 
 
Figure 1. Illustration of the panning operation and the associated coordinate systems; (a) mouse 
down and mouse up locations for panning; (b) new position of the viewing window after the 
panning operation; (c) the whole map image showing the captured coordinates in three different 
coordinate systems. 
Because the scale of the map remains constant during a pan operation, it is possible to 
define every point on the map by a set of map coordinates (expressed in pixels) relative to the 
center of the whole map image (Figure 1). The screen coordinates of the center of the first 
viewing window in pixels (px) are (840, 594), which are expressed relative to the red rectangle, 
thus illustrating the position and dimensions of the screen on which the map is presented. The 
corresponding map coordinates (in blue, relative to the center of the whole map) are in pixels 
(80, 1338). Relative to the center of the viewing window, the map coordinates of all other pixels 
in the current window can be calculated. 
In contrast to screen and map coordinates, the geographic coordinates are related to a 
sphere that approximates the actual shape of the Earth. Consequently, to calculate the 
corresponding geographic coordinates, the associated map projection formulas are necessary as 
they define the transformation of the coordinates from a sphere to a flat surface. Most popular 
mapping platforms, such as OpenStreetMap, Google Maps, Bing Maps and MapQuest use the 
Spherical Mercator projection. The forward and inverse map projection formulas for the 
Spherical Mercator are given in Table 1 (Snyder 1987). The x and y coordinates in these 
formulas correspond to the calculated map coordinates (in pixels). The value of R corresponds to 
the radius of a reduced sphere on which the projection is executed. Consequently, R reflects the 
scale of the map. To illustrate this, the calculated geographic coordinates of the center of the red 
 rectangle in Figure 1 are (3.5, 50.5) in degrees, corresponding to the geographic longitude  
and latitude  of that position. 
Table 1 
 Map projection formulas (forward and inverse) for the Spherical Mercator  
Forward map projection formulas Inverse map projection formulas 
  
  
 
The screen coordinates of the illustrated panning operation are x = 1612 and y = 954 pixels 
for the mouse down event and  x = 923 and  418) for the mouse up event. This can be used to 
recalculate the map coordinates of the center of the new viewing window at (769, 802) pixels at 
that particular scale level. Based on these new map coordinates of the center of the viewing 
window, the corresponding geographic coordinates can be calculated using the Spherical 
Mercator formulas above. 
 
Changing the scale: zooming. When zooming on a map image, the user changes the scale 
of the map. Web mapping applications typically work with a fixed set of predefined scale levels, 
i.e., the multi-scale map images are already rendered and stored in tiles. Every scale level 
represents the world at a certain size and level of detail. OpenStreetMap, for example, works 
with 20 levels of detail, each associated with a different value for R in the projection formulas. 
Although other options (such as clicking plus or minus buttons, drawing a rectangle, etc.) 
are also available, the zooming operation is often controlled by the scrolling of the mouse wheel. 
When zooming in or out, the geographic coordinates and screen coordinates of the mouse 
position will remain fixed. Because the scale level has changed, the associated value for R needs 
to be determined. This can be derived from the scroll wheel logging (direction and number of 
ticks). Furthermore, the map coordinates of the new viewing window center must be calculated 
at the new scale level.  
The geographic coordinates and screen coordinates of the mouse position during the scroll 
operation are both known and fixed and can, accordingly, be used for calculating the associated 
map coordinates at the new scale level (new R) using the forward map projection formula at that 
point. Based on the difference in screen coordinates between the mouse position and the center 
of the screen, the map coordinates of the viewing window center can be calculated. This makes it 
possible to calculate the corresponding geographic coordinates for all screen coordinates in the 
current viewing window and that scale level. The next section will present an overview of 
potential logging tool that are implemented.  
 
 
 
 Implementations of User Logging and Gaze-georeferencing  
 
An SDK-based Solution for Spatially Referencing the Gaze Coordinates 
As a vendor-specific example, Kuhn and Coltekin (2014) have implemented a solution to 
perform georeferenced gaze tracking based on Tobii’s SDK. Main georeferencing was 
implemented as a C++ plugin of QuantumGIS
10
. The implementation is built on a two-level 
approach so it can work with multiple views using different projections synchronously. The first 
level (core part) delegates incoming gaze data to various second-level modules. The delegation 
(or re-direction) to the modules is based on the extent of the view (the rectangle), which every 
module needs to report. The program further contains a callback function that is activated when 
the core detects gaze data that intersects with the rectangle. This is how the program “knows” 
that the gaze is on this view. Once the gaze information is mapped to the currently visible screen 
extent, the gaze coordinates are georeferenced in real-time and stored. Gaze data can then be 
supported with further information if/when needed. All collected data are then logged along with 
the gaze data received from the eye tracker. With this modular system, it is possible to track a 
user’s gaze while working with multiple independent or linked views side-by-side. The 
implementation was tested with 2D and 3D views, and in its particular form, it has various 
limitations, especially for 3D viewing where tilting complicates the interaction. In terms of 
computational performance, translating from screen coordinates to geographic coordinates is 
rather straightforward and thus runs smoothly in real-time on a modern computer. Certain 
complex typical GIS functions, such as calculating an intersection between features, can take too 
long for a real-time implementation depending on the data source and the available indexes. 
However, for a 2D map with a known setup (static set of shown layers and static symbology), it 
would be possible to perform such tasks in post-processing to avoid delay. Another challenge is 
the accuracy of the eye-tracker, which is not at pixel level, and therefore, it is not always possible 
to assign the current gaze to a single feature. Kuhn and Coltekin (2014), accordingly, 
recommend recording uncertainty parameters based on the zoom-factor along with the eye-
tracker data. Thus far, though, this implementation has its limitations in 3D viewing, but it 
functions well in 2D with zooming and panning when using Tobii SDK and associated 
applications. 
 
Online Logging Through a Proxy Server 
When implementing and testing the logging options using a proxy server, we discovered 
that certain web mapping sites (e.g., Bing Maps, MapQuest, etc.) block the registration of the 
mouse down event on the map itself. The mouse up event is registered on the map while the 
mouse down event is registered within the iFrame, but only outside the map image. 
Consequently, not all web mapping sites can be tested with this setting. In addition, we found a 
similar problem when using a proxy server that directly loads the web-mapping site without 
iFrames, and attaches JavaScript code (for user logging) to it. Hence, the registration of the 
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 mouse down event is blocked, but only on the map image. Because of its limited usefulness, this 
approach is not considered further. In the following sections, the desktop-based user logging 
tools will be evaluated. 
 
Desktop Logging with Open Source Libraries 
The JNativeHook and PyHook libraries were tested in a user study (Dupont, Pihel, et al. 
2013) (see Case Study 1 for further details on the test). The original code of these libraries 
(JNativeHook and PyHook) was adapted to the experimenter’s needs (i.e., to facilitate the 
analyses afterwards): additional information could be requested from the experimenter (e.g., 
participant’s ID), write the registered data in a specific structure (column headings) and format 
(csv) and save it in an appropriate folder. When using JNativeHook, we found that not all user 
events were registered correctly. More specifically, pressing the spacebar to go to the next 
stimulus was not always recorded by the logging tool, a problem that considerably complicated 
the analyses. This failure to record could be the result of a conflict with the eye tracking software 
that was recording the participants’ eye movements at the same time at a rate of 120 Hz. 
However, this issue was not encountered when executing the same test using PyHook as all data 
were properly recorded with this system. 
 
Logging Tool Selection Based on Applicability 
In summary, among our implementation experiments, the tool that can be applied to the 
widest array of applications is the desktop-based user logging tool with the PyHook library. 
PyHook allows logging user actions on webpages, independent of the API and the source of the 
information, and on desktop applications. The main downside of this method is the 
synchronization issue with the eye tracking device. As the library is not linked with the eye 
tracker itself, the timestamps in the recordings do not correspond. Therefore, a synchronization 
point (e.g., an imposed mouse click that is registered by both systems) must be predetermined 
before initiating the recordings with both tools. A number of case studies are presented herein in 
which we test the combination of eye tracking and user logging. The study is repeated using eye 
tracking devices from three important vendors – SMI, Tobii and SR Research11 – to check its 
applicability with respect to these different devices. Furthermore, georeferencing eye movement 
data open up new possibilities for data analyses. Next, the combined user logging and eye 
tracking methodology is applied in user research with static stimuli (maps and photographs). 
Finally, the applicability of the proposed logging methodology in other fields will be considered 
in the Discussion section. 
Case Studies 
 
Case Study 1: Evaluating JNativeHook and PyHook 
In this case study, both desktop-based user logging tools (related to JNativeHook and 
PyHook) are evaluated. In a first step, only static stimuli (photographs) are included in a user 
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 study to be able to verify the suitability and accuracy of both tools. In the next case study (see 
Case Study 2), interactive (cartographic) stimuli are included to evaluate the georeferencing 
methodology. 
During this initial case study, the participants’ eye movements were recorded while they 
were looking at photographs of different landscapes. In total, 63 landscapes were presented to the 
participants. For each image, the participants were asked to indicate the region in the photograph 
they found most eye-catching by drawing a rectangle over that region. After completing this task, 
the spacebar was pressed to continue to a questionnaire in which the participants were asked to 
indicate why they found that part of the image eye-catching. After pressing OK, the next picture 
was presented to the participant. Before the start of the actual test and after the calibration, the 
participants were asked to press a button on the screen. This action synchronized the timestamps 
from the eye tracking device and the user logging tool. The study itself is described in more 
detail in a previous paper by Dupont, Pihel, et al. (2013). 
The test was conducted with the SMI RED eye tracker in the Eye Tracking Laboratory of 
the Department of Geography at Ghent University. During the initial main test, JNativeHook was 
used to log the participants’ mouse and keyboard actions. Yet, data analysis revealed that not all 
spacebar actions were recorded by this logging tool, which significantly complicated the 
analyses. The test was executed again, but this time the library PyHook was used to log user 
actions. In this case, all data were recorded properly. Figure 2 shows an extract from the logging 
dataset in which a clear pattern is visible: drawing a rectangle (mouse down – up in orange), 
pressing the space bar (in black), indicating an answer in the questionnaire and pressing OK (in 
green). The light colors correspond to the left mouse key down actions and the darker colors 
correspond to the left mouse key up actions. 
 
Fi
gure 2. Filtered output of the user logging tool (based on PyHook); rows ordered by time. The 
color-coded rows indicate a registered user action 
 
Mouse left up: end drawing rectangle 
Mouse left down: start drawing rectangle 
Key down: space bar pressed  go to next screen 
Mouse left down & up: indicate answer questionnaire 
next screen 
Mouse left down & up: press OK to go to the next screen              
Mouse left down: start drawing rectangle 
… 
 The user logging data reveal that when the participant begins drawing the rectangle, this 
action results in a quantitative measurement that indicates how long the participants need to 
make a decision. In addition, the rectangle (position and size) is recorded through the screen 
coordinates of the mouse down and the mouse up actions. We wrote a script that can read a list 
of subsequent mouse down and mouse up actions in CSV-format and translate the data into an 
XML-file that can be imported into BeGaze, SMI’s software, to analyze eye tracking data. As 
such, the user-generated rectangles can be used as Areas of Interest (AOIs) on which further 
analyses can be conducted, e.g., number of fixations, dwell time inside/outside AOI and overlap 
between AOIs. A resulting AOI with statistics in BeGaze and its associated XML-file are 
depicted in Figure 3. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. Conversion of rectangles to AOI – XML-file and visualization in SMI BeGaze 
 
Case Study 2: Georeferencing with PyHook 
In this first case study, the OpenStreetMap (OSM) web-mapping platform is used as a test 
platform in a pilot experiment. The pilot experiment is repeated using three different eye tracking 
devices whose main characteristics are presented in Table 2. As a consequence, three trials with 
eye movement and user logging data are recorded, each of which is associated with different 
hardware (eye tracking device). The monitors attached to the three different eye tracking systems 
all have a different resolution, but this does not influence the experiment itself but rather must 
only be taken into account during the subsequent georeferencing process. Web mapping sites, 
such as the OSM, typically work with a number of zoom levels or scale levels. When panning, 
 the scale level remains the same. When zooming in or out, however, the scale level changes. The 
OSM has 20 fixed scale levels, numbered 0 to 19. 
 
Table 2 
 Characteristics of the three eye tracking devices used in case study 2  
Vendor SMI Tobii SRResearch 
Name eye tracker RED250 T120 EyeLink1000 
Type Remote Remote Desktop mounted 
with chin rest 
Location Department of 
Geography, Ghent 
University 
Department of 
Geography, 
University of Zurich 
Department of 
Experimental 
Psychology, Ghent 
University 
Sampling rate 60-120 Hz 60-120 Hz 1000 Hz 
Monitor 22 inch  
(1680x1050 px) 
22 inch  
(1920x1080 px) 
21 inch 
(1024x768 px) 
 
After the calibration process, participants are asked to push a button that allows for the 
synchronization of the time measurements from the eye tracker and the PyHook-based logging 
tool. The mouse down action in the logging tool corresponds to a mouse click action in the eye 
tracking software. The screen recording modus is then activated (or the pop-up calibration modus 
for the EyeLink1000) and a URL (http://www.openstreetmap.org/#map=5/50.000/3.500) is 
loaded into the browser. This URL contains the scale level (5, which corresponds to a scale of 
1:15,000,000) and geographic coordinates of the center point of the current viewing window in 
OpenStreetMap (50 degrees north and 3.5 degrees east). This corresponds to the first image in 
Figure 4 (may differ slightly due to screen resolution). The participant is then asked to pan 
subsequently to the depicted regions in the assignment (see Figure 4). 
 
 
  
   
  
Figure 4. Participant task – the subsequent panning locations 
 
The eye movements recorded during the three trials (on the three different eye trackers) are 
exported using each of the associated software packages and aggregated into fixations. Figure 5 
shows the fixations of one participant who was tested with the eye tracking device from SR 
Research. This image presents the locations on the screen where the participant was fixating, but 
it cannot be derived where on the map the fixations took place. The screen coordinates that 
locate the fixations are transformed to map coordinates and finally to geographic coordinates 
according to the descriptions in the previous sections.  
 
Figure 5. A sample fixation plot of one participant recorded with the SR Research eye tracker 
based on screen coordinates 
 
 The resulting georeferenced fixations can be imported into a Geographical Information 
System software (i.e., ArcGIS) and placed on top of a dataset that depicts the world’s continents 
(see Figures 6 and 7). Hence, all tools and functions available in a GIS can be applied to the 
imported fixations and thus used to analyse these fixations. The picture depicted in Figure 6 
shows, for example, all imported fixations reprojected in the Spherical Plate Carrée map 
projection. In Figure 7, the Spherical Mercator projection, which is also used in OSM, is applied 
(Snyder 1987). Reprojecting the data might yield useful insight into how the eye movements are 
influenced by distortions in the map image due to different projection systems. Figure 7a shows a 
buffer operation (a typical GIS operation) whereby a polygon is drawn around the fixations (only 
from SMI in this case). All points in this polygon are within 500 km of the fixation points. This 
operation is repeated for the fixations of the three trials. With the intersect operation (see Figure 
7b), the overlapping zones among the three polygons are calculated and added as a new layer to 
the dataset. The resulting polygons (in beige) correspond to the world regions to which the 
participants were instructed to pan (see Figure 4). 
 
 
Figure 6. Fixation data in a GIS software displayed with the Spherical Plate Carrée map 
projection 
 
 
 
  
a        b 
Figure 7. Fixation data in a GIS software displayed with the Spherical Mercator projection and a 
buffer (500 km, left) and intersect operation (right) 
 
When studying the time measurements from the eye tracker and the logging tool, we 
discovered that small deviations between the two exist. As these are not unidirectional, they are 
associated with the actual time registration mechanisms for both. However, a maximal deviation 
of 10 ms was registered, which is acceptable taking into account the sampling rate of the eye 
tracking devices from SMI and Tobii (120 Hz or every 8.33 ms for both).  
 
Discussion 
The pilot experiments suggest that the methodology we proposed can be used consistently 
across various eye tracker hardware and software setups to transform recorded gaze coordinates, 
expressed in screen coordinates, automatically into geographic coordinates. Our suggested 
approach is based on freely available and open software and therefore can be used independent 
of the type of eye tracker and can also be used with static stimuli (case studies 1 and 2). The 
synchronization issue between the time recordings of the logging tool and the eye tracker is a 
minor issue and can be overcome, for example, by including a key press action at the start of the 
study that is recorded both by the eye tracker and the logging tool. Accordingly, it serves as a 
reference point in time. Our approach and the associated validation studies, the presented case 
studies, offer efficient analyses and comparisons for other user studies wherein static and 
dynamic stimuli are evaluated. 
The recordings from the user logging tool and subsequent conversion of the screen 
coordinates to geographic coordinates are a vital aid in analyzing data without much manual 
interference. The obtained data can be automatically queried based on a number of criteria which 
are explained below:  
 Query the eye tracking data based on screen coordinates: as such, it can be determined where on 
the screen the users focus their attention (e.g., more on one side of the screen than the other). This 
is, however, standard practice for which the additional logging tool is not required. However, for 
interactive applications, this level of querying may not suffice. 
 Query the eye tracking data based on map coordinates: this takes the distortions introduced by 
map projections into account. These coordinates (in pixels), however, are dependent on the scale 
 level. While this works for panning operations, when working across multiple zoom levels, 
additional calculations are necessary. This practice is not novel, though it is only rarely applied. 
Nevertheless, the proposed logging tool could facilitate the automatic calculations and thus 
increase its usability. 
 Query the eye tracking data based on geographic coordinates: the calculated geographic 
coordinates are independent of the scale level. As such, how users visualize or perceive the 
different parts of the world (or rather, their associated visualization) can be explored. This is 
rarely if ever used because it is technically complex, which is facilitated by the proposed 
approach. 
 Query the eye tracking data based on the scale level: this is associated with the zooming action. 
Consequently, users’ attentive behaviors and how they vary across a number of scale levels can 
be evaluated. This query can be executed without georeferencing the eye movement data; that is, 
only the scale level has to be determined. 
 Query the eye tracking data based on other interactions: this can be used to compare the eye 
movement metrics before, after and during an interaction (how do participants process the 
information). As previously discussed, certain eye tracking software packages from commercial 
vendors make it possible to register these interaction, though often not on a detailed level (e.g., 
distinction between mouse up and mouse down event). However, these solutions are vendor 
specific, which limits their applicability in comparison to the proposed solution. 
Furthermore, the queried or filtered data can be imported into a GIS based on the 
geographic coordinates, which means that they can be included in the analyses that are typically 
available in a GIS, such as buffer analyses, cluster analyses, among others (similarly to e.g. 
Coltekin et al. 2009; Li et al. 2010).  
Georeferenced gaze coordinates offer incremental yet important progress in the current 
analysis of eye movement and the analysis of interactive and dynamic map stimuli. In current 
analysis routines, most often, the interactions must be located manually based on a video 
recording of the screen. Next, the data must then be (manually) segmented and labeled (i.e., scale 
level, geographic region). This allows for an analysis and comparison of the data, but the exact 
geographical position of the gaze coordinates (points of regard) remain unknown. The 
geographic coordinates facilitate the comparison of the participants’ eye movements on a certain 
geographic location, visited at a different timestamp because of the interaction tools. 
Furthermore, Geographic coordinates can be imported in a GIS, in which a wide array of 
functions is available for further analyses. Similar issues arise when using existing solutions such 
as Dynamic AOIs or Semantic Gaze Mapping. Analyses are often executed either on a qualitative 
level where eye movements are described for each participant separately and compared as such 
or on an analytical level whereby the analyst must engage in large amounts of laborious, manual 
work, which could be avoided through an automated process such as the one proposed herein. In 
the next paragraphs, the applicability of the selected user logging method (based on PyHook) is 
discussed.  
 
Applications in Other Research Fields 
 In most cases, possible interactions in a user study can be classified into two types of 
behavior, as illustrated by the case studies in this paper: 
1. The participant can interact freely with a given system: clicking, dragging, zooming, etc. These 
actions cause some reaction (e.g., open a menu, zoom in on a region, go to a new web page) that 
can be reconstructed and queried when logging the mouse and keyboard actions. 
2. The participants may be asked to indicate a region of interest. This can be more complex than 
clicking, such as drawing a rectangle around an area. This shape (e.g., the rectangle) can be 
translated into an Area of Interest (AOI), which can then be analyzed or be used in an analysis of 
eye movements. 
The methodological problems that arise from these interactions also occur in other research 
fields where eye tracking is used with interactive applications, such as experimental psychology 
(e.g. Allopenna et al. 1998; Rayner 2009; Reichle et al. 2009; Van Assche et al. 2011; Van der 
Haegen et al. 2013), marketing research (Pieters & Wedel 2004; Pieters 2008; Wedel & Pieters 
2006; e.g. Chandon et al. 2009; Cian et al. 2013; Townsend & Kahn 2014), sports and movement 
sciences (e.g. Lenoir et al. 2000; Vaeyens et al. 2007; Vansteenkiste, Cardon, et al. 2013), etc. 
Therefore, the user logging methodology that is proposed in this paper can also be beneficial in 
these research fields, especially when spatial referencing is possible, which, in most cases, it is.  
In the field of traffic science, for example, the logging tool could be used to analyze data 
from hazard perception tests. In a hazard perception test (Crundall et al. 2003; Vansteenkiste, 
Zeuwts, et al. 2013), participants usually have to click with the mouse on potential hazards in 
videos of traffic situations. When this is combined with eye tracking, the logging tool would 
allow a detailed registration of the user actions, making it possible to link it to the eye tracking 
data. Similarly, the tool could be useful in linking eye movements and steering behaviors while 
driving in a simulator. In sports sciences, the logging tool, in combination with eye tracking, 
could be used in a tactical decision-making task (Vansteenkiste et al.) or in an error analysis task. 
For example, when judging a video of a gymnastic performance, the actions of a judge, such as 
the replaying of a video, zooming and panning on an image, indicating zones of interest on an 
image, etc.) can all be registered.  
A similar application also exists in marketing. For example, in digital promotion folders, it 
is possible to flip to the next page, zoom in on a specific item on a page, pan across the detail 
image, zoom out again, etc. While very few research reports are available regarding these new 
marketing tools, such research can be facilitated using the methodology described in this paper. 
Online maps (e.g., Google, Bing) can, in this context, also be used as a marketing tool as 
millions of consumers around the world already use Google Maps when searching for the perfect 
restaurant, checking out the best hotels or finding the nearest ATM. Google Maps is becoming a 
virtual market place as business owners can easily list themselves on Google Maps and display 
useful information about their businesses and their services.  
With respect to work and organizational psychology, the logging tool can be applied in a 
number of test cases. For instance, researchers at the career matching company TheLadders 
tested how a CV or letter of application is scanned to search for information on a certain 
candidate (e.g., on the web) (TheLadders 2012). This could be extended with the logging tool, 
 enabling participants to indicate what they find to be of interest to them. Finally, the proposed 
tool could be used to collect eye movement data while the subject’s’ cognitive performance is 
being assessed. For example, eye movement research on text comprehension can be enriched 
with information when students highlight important keywords or sentences in a textbook passage 
(e.g. Ponce et al. 2012). In the visuo-spatial abilities domain, the methodology can facilitate 
investigating ocular information while subjects navigate through a virtual maze environment 
(e.g. Akinlofa et al. 2014). 
 
Conclusion & Future Work 
This paper describes a methodological framework that can be used to efficiently and 
systematically evaluate interactive applications that can be spatially referenced to real world 
coordinate systems (such as in cartography) by applying a combination of eye tracking and user 
logging. By logging the users’ actions in detail, the output of the eye tracker – gaze position or 
Point of Regard expressed in screen coordinates – can be transformed to geographic coordinates. 
This facilitates the analyses of the data, which, as such, can then be largely automated. Allowing 
the bypassing of tedious, and often manual, selection and structuring of the data, a more 
automatized approach of the analyses is made possible. In addition, this methodology appears to 
be potentially beneficial for a number of other research fields. 
Nevertheless, the methodology should be further optimized. First, it is still difficult to 
derive the current scale level after a zooming action, as the number of scroll ‘clicks’ does not 
correspond to the number of scale levels traversed. Thus, further research is needed to determine 
the number of scroll ‘clicks’ that causes the scale level to change in relation to the speed with 
which this action is performed. Second, it should also be possible to evaluate other digital 
cartographic applications, such as Google Earth. This means that the correct projection formulas 
must be determined, taking into account that the projection can also be rotated in all directions 
by the user. This can be extended to other applications that may not visualize a part of the earth. 
An interesting example is the evaluation of the usability of the space-time cube, as described by 
Kveladze et al. (2013). The space-time cube is often visualized as a 3D interactive system with 
which the users can interact. That is, the users can rotate, zoom in or out, change the layers that 
are visualized, change the time filters etc. Logging these user actions in combination with the 
participants’ eye movements would yield critical information with respect to the use of this 
application.  
As a follow-up to this project, the proposed methodological framework will be 
implemented in user studies whose goal is to evaluate the interactive digital cartographic 
products, such as web mapping sites (e.g., OSM, Google Maps, or more complex mashup maps), 
and to assess the impact of the interaction tools on the (different types of) map users’ cognitive 
processes. 
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