University of Texas at El Paso

DigitalCommons@UTEP
Open Access Theses & Dissertations

2015-01-01

Optimization Schemes for the Inversion of
Bouguer Gravity Anomalies
Azucena Zamora
University of Texas at El Paso, azamora3@miners.utep.edu

Follow this and additional works at: https://digitalcommons.utep.edu/open_etd
Part of the Applied Mathematics Commons, and the Geophysics and Seismology Commons
Recommended Citation
Zamora, Azucena, "Optimization Schemes for the Inversion of Bouguer Gravity Anomalies" (2015). Open Access Theses &
Dissertations. 1183.
https://digitalcommons.utep.edu/open_etd/1183

This is brought to you for free and open access by DigitalCommons@UTEP. It has been accepted for inclusion in Open Access Theses & Dissertations
by an authorized administrator of DigitalCommons@UTEP. For more information, please contact lweber@utep.edu.

OPTIMIZATION SCHEMES FOR THE INVERSION OF
BOUGUER GRAVITY ANOMALIES

AZUCENA ZAMORA

Doctoral Program in Computational Science

APPROVED:

Aaron Velasco, Chair, Ph.D.

Rodrigo Romero, Ph.D.

Vladik Kreinovich, Ph.D.

Charles Ambler, Ph.D.
Dean of the Graduate School

c Copyright
By
Azucena Zamora
2015

Para mis padres:
Gracias a su apoyo
y dedicacion esto ha
sido posible

OPTIMIZATION SCHEMES FOR THE INVERSION OF
BOUGUER GRAVITY ANOMALIES

by

AZUCENA ZAMORA

DISSERTATION
Presented to the Faculty of the Graduate School of
The University of Texas at El Paso
in Partial Fulfillment
of the Requirements
for the Degree of

DOCTOR OF PHILOSOPHY

Doctoral Program in Computational Science
THE UNIVERSITY OF TEXAS AT EL PASO
December 2015

Acknowledgements
At the beginning of the journey towards this PhD I met a person that would help me,
mentor me, and guide me to complete my goal of graduation: Dr. Aaron Velasco. He is
not only a great role model, advisor, and mentor but also a great person and friend. His
constant support, advice, and encouragement kept me motivated to continue working even
during stressful times. I would like to thank him for all those times when his words and
understanding helped me to face all the difficulties in my academic and personal life and keep
going without letting my fears stop me. Dr. Velasco is the best mentor I have ever known
and will always consider him a huge influence in both my personal and professional life. My
sincere gratitude to Dr. Rodrigo Romero for his friendship, endless advice, encouragement,
and support and to Dr. Vladik Kreinovich for his demonstrations of endless energy, guidance,
and help in the completion of this work.
Additional thanks to the Program in Computational Science, the Cyber-ShARE Center
of Excellence, and the Graduate STEM Fellows in K-12 Education Program at UTEP for
all their support. Special thanks to the Cyber-ShARE Geological Science team and Dr.
Anibal Sosa (Universidad ICESI, Cali, Colombia) and Cindy Aguilar-Davis for all their
collaboration, help, and support throughout the years.
My most heartfelt thanks to my siblings (Mario, Alex, Diana) and Paty, my nieces, and
all my family and friends that through their constant support have contributed to this accomplishment. But the most important recognition goes to my mom Alejandra and my dad
Isaias: sin su ejemplo de trabajo constante y abnegado y su aliento y apoyo hacia Saul y mi
persona, la realizacion de este logro personal y profesional seria solo un sueño. Nunca habra
suficientes palabras para expresar mi gratitud y todo lo que significan para mi.

This work was funded by the NSF through CREST Cyber-ShARE grants HRD-0734825
and HRD-1242122, and the Graduate STEM Fellows in K-12 grant DGE-0947992.

v

Abstract
Datasets obtained from measurable physical properties of the Earth structure have helped
advance the understanding of its tectonic and structural processes and constitute key elements for resource prospecting. 2-Dimensional (2-D) and 3-D models obtained from the
inversion of geophysical datasets are widely used to represent the structural composition of
the Earth based on physical properties such as density, seismic wave velocities, magnetic susceptibility, conductivity, and resistivity. The inversion of each one of these datasets provides
structural models whose consistency depends on the data collection process, methodology,
and overall assumptions made in their individual mathematical processes. Although sampling the same medium, seismic and non-seismic methods often provide inconsistent final
structural models of the Earth with varying accuracy, sensitivity, and resolution. Taking
two or more geophysical datasets with complementary characteristics (e.g. having higher
resolution at different depths) and combining their individual strengths to create a new improved structural model can help achieve higher accuracy and resolution power with respect
to its original components while reducing their ambiguity and uncertainty effects.
Gravity surveying constitutes a cheap, non-invasive, and non-destructive passive remote
sensing method that helps to delineate variations in the gravity field. These variations can
originate from regional anomalies due to deep density variations or from residual anomalies
related to shallow density variations [41]. Since gravity anomaly inversions suffer from significant non-uniqueness (allowing two or more distinct density structures to have the same
gravity signature) and small changes in parameters can highly impact the resulting model,
the inversion of gravity data represents an ill-posed mathematical problem. However, gravity studies have demonstrated the effectiveness of this method to trace shallow subsurface
density variations associated with structural changes [16]; therefore, it complements those
geophysical methods with the same depth resolution that sample a different physical property (e.g. electromagnetic surveys sampling electric conductivity) or even those with different
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depth resolution sampling an alternative physical property (e.g. large scale seismic reflection
surveys imaging the crust and top upper mantle using seismic velocity fields).
In order to improve the resolution of Bouguer gravity anomalies, and reduce their ambiguity and uncertainty for the modeling of the shallow crust, we propose the implementation of
primal-dual interior point methods for the optimization of density structure models through
the introduction of physical constraints for transitional areas obtained from previously acquired geophysical datasets. This dissertation presents in Chapter 2 an initial forward model
implementation for the calculation of Bouguer gravity anomalies in the Porphyry CopperMolybdenum (Cu-Mo) Copper Flat Mine region located in Sierra County, New Mexico. In
Chapter 3, we present a constrained optimization framework (using interior-point methods)
for the inversion of 2-D models of Earth structures delineating density contrasts of anomalous bodies in uniform regions and/or boundaries between layers in layered environments.
We implement the proposed algorithm using three different synthetic gravitational datasets
with varying complexity. Specifically, we improve the 2-dimensional density structure models by getting rid of unacceptable solutions (geologically unfeasible models or those not
satisfying the required constraints) given the reduction of the solution space. Chapter 4
shows the results from the implementation of our algorithm for the inversion of gravitational
data obtained from the area surrounding the Porphyry Cu-Mo Cooper Flat Mine in Sierra
County, NM. Information obtained from previous induced polarization surveys and core samples served as physical constraints for the inversion parameters. Finally, in order to achieve
higher resolution, Chapter 5 introduces a 3-D theoretical framework for the joint inversion
of Bouguer gravity anomalies and surface wave dispersion using interior-point methods.
Through this work, we expect to contribute to the creation of additional tools for
the development of 2- and 3-D models depicting the Earth’s geological processes and to
the widespread use of constrained optimization techniques for the inversion of geophysical
datasets.

vii

Table of Contents
Page
Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

v

Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

vi

Table of Contents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

viii

List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

xi

Chapter
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

1

2 3-Dimensional Modeling for Gravity Anomalies: Copper Flat Mine, NM . . . . . .

4

2.1

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

4

2.2

Geological Setting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

6

2.3

Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

9

2.3.1

Bouguer Gravity Anomalies . . . . . . . . . . . . . . . . . . . . . . .

10

2.3.2

Data Acquisition . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

11

2.3.3

Data Processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

13

Anomaly Interpretation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

14

2.4.1

Anomalies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

15

2.4.2

Forward 2-D Polygonal Prisms Algorithm . . . . . . . . . . . . . . .

16

2.4.3

Inverse Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

18

2.5

3-D Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

26

2.6

Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

27

2.7

Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

28

3 2-Dimensional Optimization for the Inversion of Gravity Anomalies . . . . . . . .

30

2.4

3.1

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

30

3.2

Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

33

3.2.1

33

Interpretation of Gravity Anomalies . . . . . . . . . . . . . . . . . . .

viii

3.2.2

2-D Modeling of Gravity Anomalies . . . . . . . . . . . . . . . . . . .

34

3.2.3

Inversion Approach for Gravity Anomalies . . . . . . . . . . . . . . .

35

3.2.4

Primal-Dual Interior-Point Methods . . . . . . . . . . . . . . . . . . .

38

Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

45

3.3.1

Comparison with Non-Linear Least Squares . . . . . . . . . . . . . .

46

3.3.2

Synthetic Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . .

49

3.3.3

Noisy Synthetic Examples . . . . . . . . . . . . . . . . . . . . . . . .

64

3.4

Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

67

3.5

Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

70

4 Optimization for the Inversion of Gravity Anomalies: Copper Flat Mine, NM . . .

71

3.3

4.1

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

71

4.2

Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

72

4.2.1

Primal-Dual Interior-Point Methods . . . . . . . . . . . . . . . . . . .

74

Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

75

4.3.1

Copper Flat Mine Dataset . . . . . . . . . . . . . . . . . . . . . . . .

75

4.4

Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

82

4.5

Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

83

4.3

5 Joint Inversion of Gravity Anomalies and Surface Wave Dispersion

. . . . . . . .

84

5.1

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

84

5.2

Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

86

5.2.1

Gravity Anomalies . . . . . . . . . . . . . . . . . . . . . . . . . . . .

86

5.2.2

Surface Wave Dispersion . . . . . . . . . . . . . . . . . . . . . . . . .

91

5.2.3

Seismic Velocities and Density . . . . . . . . . . . . . . . . . . . . . .

93

5.2.4

Joint Inversion Formulation . . . . . . . . . . . . . . . . . . . . . . .

94

5.2.5

Primal-Dual Interior-Point Methods . . . . . . . . . . . . . . . . . . .

97

5.3

Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

5.4

Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

6 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

ix

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
Appendix
A Gravity Corrections . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
Curriculum Vitae . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

x

List of Figures
2.1

Geologic map for New Mexico (modified from [53]). . . . . . . . . . . . . . .

6

2.2

Brecciation zone and fault diagram (modified from [18]). . . . . . . . . . . .

8

2.3

Location of Porphyry Cu-Mo Copper Flat mine and base station in TORC
(from [28]). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

2.4

Location of gravity observation points for Copper Flat mine survey (Google
Earth image). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

2.5

12

13

Absolute gravity and Simple Bouguer gravity anomaly maps for the Copper
Flat mine; Part (b) includes profile lines, main anomalous bodies (IP-1 and
IP-5), and major faults. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

14

2.6

Topography of the region surrounding the CFM (from [28]). . . . . . . . . .

15

2.7

Geometrical convention for the vertical component of gravity acceleration at
station P [89]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

17

2.8

Initial density structure models for all four profiles; densities in g/cc. . . . .

21

2.9

Line 1 Profile A-A0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

22

2.10 Line 2 Profile B0 -B. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

23

2.11 Line 3 Profile C0 -C. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

24

2.12 Line 4 Profile D-D0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

25

2.13 Final kriging 3-D density structure model for the CFM region with surface
gravity stations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2.14 Copper Flat mine 3-D model cross-section at latitude 32.97◦ .
3.1

26

. . . . . . . .

27

Flow chart for the inversion of gravity anomalies [63]. . . . . . . . . . . . . .

36

xi

3.2

Gravity profile and 2-D cross section corresponding to (a) an initially assumed
model for the inversion, (b) the final density structure model using an unconstrained NLSQ approach, and (c) the final density structure model using PDIP
methods for the inversion. . . . . . . . . . . . . . . . . . . . . . . . . . . . .

3.3

Iteration Vs. value of the objective function for both NLSQ and PDIP methods
algorithm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

3.4

48

Gravity profiles and cross sections for: (a) the hypothetical, (b) the initial,
and (c) the final density structure models for the sedimentary basin. . . . . .

3.5

47

51

(a) Final inversion and hypothetical density structure models. (b) Observed
and final calculated gravity profiles. (c) Residual at each station. . . . . . . .

51

3.6

Different starting values of the vertices used in the sedimentary basin model.

52

3.7

Final values for Z obtained from the inversion of the ten initial density structure models Z0 shown in Fig. 3.6 . . . . . . . . . . . . . . . . . . . . . . . .

3.8

(a) Initial gravity profiles associated with starting Z values shown in Figure
3.6. (b) Final gravity profiles obtained from the inversions. . . . . . . . . . .

3.9

53

54

Gravity profile and 2-D cross section corresponding to (a) the hypothetical,
(b) the initially assumed, and (c) the final density models for the multi-bodied
continuous structure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

55

3.10 (a) Observed and final calculated gravity profiles. (b) Residual at each station. 56
3.11 Different Z0 used in the inversion of a multi-bodied structure (with end-bodies). 57
3.12 Final values for Z obtained from the inversions. . . . . . . . . . . . . . . . .

57

3.13 (a) Initial gravity profiles associated with starting values shown in Fig. 3.11.
(b) Final gravity profiles obtained from all inversions. . . . . . . . . . . . . .

58

3.14 Gravity profile and 2-D cross section corresponding to (a) the hypothetical,
(b) initially assumed (for inversion), and (c) the final models for the fault. .

60

3.15 (a) Final inversion and hypothetical density structure models, (b) observed
and final calculated gravity profiles, and (c) residual at each station. . . . . .

61

3.16 Different starting values of the vertices used in the faulted layers model. . . .

61

xii

3.17 Final values for Z obtained from the inversion of profiles in Fig. 3.15. . . . .

62

3.18 (a) Initial gravity profiles associated with starting values shown in Fig. 3.16.
(b) All final gravity profiles obtained from the optimizations. . . . . . . . . .

63

3.19 Sedimentary basin structure inversion results using gravity anomaly datasets
with noise levels 2.5%, 5%, and 10%. . . . . . . . . . . . . . . . . . . . . . .

65

3.20 Multiple bodies’ structure inversion results using gravity anomaly datasets
with noise levels 2.5%, 5%, and 10%. . . . . . . . . . . . . . . . . . . . . . .

66

3.21 Faulted layers structure inversion results using gravity anomaly datasets with
noise levels 2.5%, 5%, and 10%.
4.1

. . . . . . . . . . . . . . . . . . . . . . . .

67

(a) Absolute gravity map for CFM region (black circle is the base station) and
(b) Simple Bouguer gravity anomaly map with profile lines, main anomalies,
and major faults. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

5.1

Parallelepipeds scheme for the calculation of the corresponding vertical component of its gravity anomaly at P [52, 56, 76]. . . . . . . . . . . . . . . . .

5.2

76

89

Observation point Q(m, n) positioned in a grid of region V ; its total gravity
anomaly is the addition of all contributions of all prisms with respect to their
relationship to Q.

5.3

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

90

Surface wave dispersion and its relationship to changes in the subsurface (as
indicated by the changes in shear wave velocities with depth) [44]. . . . . . .

92

A.1 Linear Fit in Least Squares Sense of Instrument Drift (data from [88]). . . . 116
A.2 The terrain correction takes into consideration the effects caused by topographic rises(1 and 3) and depressions (2 and 4) [63]. . . . . . . . . . . . . . 118
A.3 (a) Topography is divided into vertical segments, (b) correction is computed
for each cylindrical element according to its height above or below the gravity
station, and (c) the contributions from all elements around the station are
added with the aid of a transparent overlay on a topographic map [41]. . . . 119

xiii

A.4 (a) Terrain corrections, (b) Bouguer plate correction, and (c) free-air correction where P and Q are gravity stations and the Rs represent their theoretical
position on the reference ellipsoid [41]. . . . . . . . . . . . . . . . . . . . . . 120

xiv

Chapter 1
Introduction
Geophysical problems dealing with imaging of the Earth structure, its geological processes,
and evolution have been areas of major interest in the scientific community throughout the
last decades. Increasing needs for fossil fuels and water, environmental issues with pollutants,
and earthquake risk evaluations make the 3-Dimensional modeling of the Earth’s structure
a critical mission for both scientific communities and government agencies [63].
Geophysical datasets represent tools designed to detect discontinuities and changes in
the subsurface’s structure and their power lies on determining where underground regions
differ sufficiently from their surroundings in terms of physical properties such as density,
seismic velocity, magnetic susceptibility, conductivity, or elasticity [63]. Models of the Earth’s
structure in a given region can be calculated using these geophysical datasets obtained from
observations generated at specific locations on the surface and determining where the changes
occur according to the chosen physical property.
Gravity surveying constitutes a cheap, non-invasive, and non-destructive passive remote
sensing method that helps associate the variations in the gravity field with subsurface density
anomalies and ultimately rock types. Inherent characteristics of gravity datasets include nonuniqueness and uncertainty in the observations. Non-uniqueness refers to the fact that there
are usually an infinite number of models of the Earth that fit the given observations while
uncertainty refers to errors arising from faulty instrument readings, formulaic manipulation,
and/or numerical round-off. Depending on the desired accuracy and details required about
the subsurface, limited approaches (in which assumptions can be made about the area under
study) can be used in order to simplify the numerical approximation and to obtain a rough
model of the geological processes occurring in the area. For more detailed models, better
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instruments with more precision and sensitivity are needed coupled with detailed a priori
information and stable inversion algorithms.
The objective of this work is to build the foundations necessary to calculate, analyze,
and interpret Bouguer gravity anomaly datasets obtained from the Earth, in particular, we
focus on the region around the Copper Flat mine in Sierrra County, NM. An additional goal
consists in using these gravity datasets in combination with complementary seismic and/or
non-seismic information through the implementation of a joint inversion scheme. The use
of multiple datasets depends on their complementarity, the type of physical property to
be highlighted, and the characteristics of the structure to be modeled. Moreover, inversion
results obtained from the combination of multiple datasets has been proven to be very helpful
in ultra-deep water exploration and sub-salt and sub-thrust exploration where imaging using
only seismic information encounters significant problems [77]. By using various types of
observations, the extent of the ambiguities and uncertainties related to each of the individual
datasets may be reduced. Recent work shows the use of different complementary datasets for
the optimization of density structure models associated with increasingly complex geological
environments [23, 33, 34, 47, 70, 77, 85].
The integration of multiple geophysical datasets has evolved throughout the years, going
from sequential cooperative inversion – in which an independently inverted dataset is used
to constrain a second one – to different types of joint inversion, or simultaneous fitting, of
multiple datasets. In a joint inversion scheme, the multiple datasets may be sensitive to
the same physical property, responsive to different physical properties but related by an
established analytic relationship, or responsive to different physical properties without an
analytic relationship available between the properties (also called disparate datasets) which
instead enforce structural or compositional similarities between the property models [23].
Each one of these schemes has been shown to improve the Earth models obtained for the
given regions when compared to single dataset inversion results.
Chapters 2, 3, and 4 contain our contributions to advance the inversion and joint inversion of Bouguer gravity anomalies using constrained optimization to create 2-D and 3-D
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Earth structure models. In Chapter 2, we present an article on the use of Bouguer gravity
anomalies, 2-D profiles, and Bayesian kriging interpolation to create a 3-D model of the
Copper Flat mine region (this is an extension on the work presented in [28]). In Chapter
3, we use interior-point methods for the optimization of 2-D density cross-sections in order to improve the correspondence between observed and calculated gravity anomalies at
each gravity station, while taking into consideration constraints that may be obtained from
additional geophysical datasets. We implement this approach on three different synthetic
datasets in order to analyze the results obtained from the optimization scheme using PDIP
methods in the inversion. In Chapter 4, we implement the proposed PDIP methods to the
available Bouguer gravity anomaly dataset from the Porphyry Cu-Mo Copper Flat mine in
Sierra County, New Mexico. Using 129 gravity observation points within the region, we
optimize our final 2-D constrained density structure profiles and use additional geophysical information available as equality and inequality constraints in the inversion formulation.
We conclude in Chapter 5 with a mathematical framework for the joint inversion of surface
wave dispersion and Bouguer gravity anomaly datasets based on constrained optimization
to demonstrate the benefits obtained from the use of complementary datasets and their individual physical constraints with respect to the usual unconstrained optimization. The use
of these datasets would allow us to produce 3-D density and velocity models of the Earth’s
shallow crust and continue the way for future work with other independent datasets sampling the same area. These chapters represent independent articles written for the intent of
publication and may contain redundant details regarding their background and methodology.
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Chapter 2
3-Dimensional Modeling for Gravity
Anomalies: Copper Flat Mine, NM
2.1

Introduction

Mineral prospecting and exploration of porphyry copper deposits in Southwestern New Mexico has taken place for the last 50 years. Driven by an increase in demand for copper and
its related rise in price and production, several deposits have been re-examined by mining
and exploration companies for further potential development. New ore detection has become
rare, giving way to the detection at depth of geological bodies on previously known sites using improved geophysical methods. Nowadays, maximizing the amount of geophysical data
available for interpretation, analysis, and integration has become more important [86]. The
modeling of geological bodies in a 3-D setting represents an effective tool to further define
potential deposits vital for the characterization of mineral exploration.
Found in 1975, the Copper Flat mine deposit constitutes part of the Hillsboro district in
the Animas Mountains discovered during the gold rush in 1877 [13, 17]. Recognized as a
porphyry-copper-molybdenum (Cu-Mo) deposit, the development of the site and production
of copper began in early 1982 and continued until later that year when, due to a drop in
copper prices, the mine closed. Price increases within the last decade have contributed to a
renewed interest in the re-opening of the mine for production [81].
The main inversion algorithm used for this particular set of data consisted on a polygonal
prisms approach proposed by [74]. It is important to note that inversion problems for constructing reliable geological models remain problematic due to the inherent non-uniqueness
4

of most seismic and non-seismic methods and the instability of the developed mathematical
models. The primary goal of the inversion of gravitational datasets consists of the detection
and quantification of changes in the mass properties at different depths [27]. Here, even
small changes in the model tend to greatly affect the outcome obtained from the inversion.
Furthermore, when taking into consideration the multi-dimensionality of the models involving geological bodies located within mineral deposits, the problem at hand becomes even
more complex from a mathematical point of view [86]. To constrain the shapes of the geological bodies at different depths, we may differentiate the contributions to the gravitational
field associated with deep structures in the Earth’s crust (regional gravity) from those associated with the complex shallow crust (residual gravity) and their possible interpretations
[72]. Once constraints coming from additional geophysical and geological data have been
taken into consideration for the optimization of density distributions, the reliability of the
structural models will improve and the interpretation of the resulting models will help in the
development of future mine plans.
In this study, we focus on the development and interpretation of four 2-D density structure
models to delineate the location of two anomalies present in the deposit and better catalog the
sedimentary processes and structures occurring in the Copper Flat porphyry Cu-Mo mine.
We use 130 gravity anomaly observations and construct four 2-D cross sections to model the
density distribution of the area. We implement a least-squares method to optimize (subject
to the software’s limitations) the 2-D density structure models reflecting the gravity signature
caused by the geological setting of the mine while aiming to enhance the 3-D geophysical
model of the area. We conclude with a discussion of the resulting models, the location of
anomalous IP changes, and the interpretation of the sedimentary processes based on our
observations.
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2.2

Geological Setting

The Copper Flat mine lies on the edge of the Cretaceous aged, Arizona-Sonora-New Mexico
porphyry copper belt [45] in the transition zone between the Colorado Plateau and the Basin
and Range province along the west edge of the Rio Grande Rift (Fig. 2.1) [82]. The mineral
deposits in the area have evolved above a combination of granite, volcanic, and clastic
Proterozoic basement section of Paleozoic platform strata and a Mesozoic section dominated
by clastic and volcanic rocks of local derivation [82]. The copper porphyry deposits resulted
as a product of magmas generated during the subduction of the Farallon plate beneath the
American Plate [83].

Figure 2.1: Geologic map for New Mexico (modified from [53]).
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The opening of the Rio Grande rift has often been associated with the volcanic and
deforming activity of southern New Mexico [14]. The geology of the mine district consists
primarily of Cretaceous volcanoclastic rocks, breccias, and andesite flows that erupted from
an andesite volcano [46]. The Copper Flat volcanic and intrusive complex has been interpreted as an eroded strato-volcano based on the presence of agglomerates and flow band
textures in some of the andesites [60]. The mining district has two intrusions of quartz monzonite stocks: the Warm Springs Quartz Monzonite (WSQM) and the Copper Flat Quartz
Monzonite (CFQM), which alternate throughout the volcanic complex. The CFQM stock
has been dated by argon 40-argon 39 techniques to be 74.93 million years old [45]. At least
30 dikes, some more than a mile in length and mostly of latite composition, radiate out from
the Copper Flat Quartz Monzonite stock [73]. The WSQM, which formed after the period of
mineralization and relates to other igneous rocks near the deposit, has been dated to be 73.4
million years old [31]. The latite dikes, unlike the andesite and the CFQM cut and altered
by porphyritic dikes, do not affect the WSQM.
The fault-bounded andesites of the district sharply define the Copper Flat intrusive
volcanic complex against the Santa Fe Group Quaternary sediments [73]. The ore body
has an estimated longitude of 396 meters, width of 183 meters, and depth of at least 518
meters (Figure 2.1) [57]. The richest mineralization of the ore body surrounds the CFQM,
while the eastern part of the Quartz-Feldspar breccia sits outside the main mineralized
zone. Hosting one-half of the copper that will be produced (but only comprising about
a third of the total resource tonnage), the breccias constitute the focal point of the mine
project [18]. The breccias have been interpreted as the result of auto-brecciation due to pore
pressure, greater than the confining pressure often created by hydrothermal fluids [18]. Part
of the occurrence of the crackle breccia locates at the edges of the mineralized zone where
energy dissipated. The types of breccia identified in the area vary depending on their main
phase and can go from quartz to feldspar, or biotite. Biotite breccia relates to a high-grade
chalcopyrite mineralization [18]. The specific geology of the deposit plays an important role
in the geophysical response associated with the minerology of each rock. The analysis of core
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logs obtained from the deposit helped determine the minerals found in the area surrounding
the pit of the mine. According to [22, 31, 45, 73], the breccias (quartz, feldspar, biotite,
and crakle) have a negative gravity response while latite dikes and andesite have a positive
gravity response. The WSQM and and CFQM can have both positive or negative gravity
responses [28].
Figure 2.2 shows the mineral deposits and faults associated to the area.

Figure 2.2: Brecciation zone and fault diagram (modified from [18]).
The Copper Flat porphyry deposit has three major faults present in the area. The Hunter
fault (the most predominant of all) strikes northeast and parallel to the majority of the faults
while the Patten and Greer faults strike west-northwest. The Olympia and Lewellyn faults
mark the east-northeast striking faults [73]. All the fault structures dip nearly vertically:
the Hunter fault system dips 80◦ W, while both the Olympia and Lewellyn fault systems
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dip between 80◦ S and 90◦ S [18]. The emplacement of the CFQM and other relevant events
appear to have been established after the three major fault zones [73]. These three structural
fault systems outline the Copper Flat stock: the Greer fault runs in the southern part of
the stock and the fault is sub-parallel to the deposit. It has not been possible to determine
whether movement occurred on the fault systems prior to the emplacement of the stock
or these were simply well defined fracture systems [18]. In the southeast and northwest,
the Olympia and Llewellyn faults align almost parallel to the stock. Widths of individual
structures in all three systems vary along the strike between less than a foot to around 25
feet.

2.3

Methodology

Although the area has been subjected to several geophysical surveys, all studies performed
before 1986 were lost after the end of the project. Quantec Geoscience LTD conducted the
most recent survey at the site during early 2011 using Titan-24 electrical survey systems that
perform three electrical methods simultaneously. The main objectives of that survey were:
1) to detect low resistivity and polarizable structures that could be related to disseminated
chalcopyrite or pyrite within a depth of 500 and 600 meters and 2) the mapping and detection
of phyllic and argillic alteration zones that may host porphyry copper mineralization [58].
The survey revealed several shallow, strong IP anomalies, within a zone of one kilometer
diameter approximately and coincident with high conductivity. However, poor signal penetration prevented a well-defined structure by that survey. Additional information obtained
from the analysis of core logs allowed us to place physical constraints in the parameters
associated with our density distributions (for more information see [28]). We analyzed the
region’s Bouguer gravity anomalies using our own recorded observed gravity data along the
area and 2-D cross-sections surrounding the mine, focusing on two distinct areas of interest
identified through the IP survey.
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2.3.1

Bouguer Gravity Anomalies

It is well known that the magnitude of gravity as measured at any point on the surface of the
Earth depends on five factors: latitude, elevation, topography of the area, Earth’s tides, and
substructural density variations [78]. Gravity prospecting focuses on the very small changes
in gravity that occur from place to place and are caused by changes in the densities of rocks
in the subsurface. Getting rid of the unwanted gravity effects caused by known sources,
and correcting for additional effects such as the Earth‘s rotation, topographic relief, tidal
variation, and instrument drift, the observations obtained using gravity meters are corrected
to account only for those gravity anomalies caused by unknown sources [84].
Assuming that the shape of the Earth is the reference ellipsoid and the distribution of
density inside the Earth is homogeneous, if gravity was measured at the surface of the Earth,
the observed gravity acceleration would be the same as the theoretical gravity acceleration.
However, the Earth’s inhomogeneity implies that gravity observations should be corrected
to account for those differences from the “normal” (an homogeneous ellipsoid). The terrain,
Bouguer, and free-air corrections are used to compensate for the actual situation of the
gravity station given that it is usually not located at sea level (for additional information see
Appendix A). The differences between the corrected measured gravity and the theoretical
gravity– called gravity anomalies– are the basis to understand the internal structure of the
planet.
Different information regarding the Earth’s structure can be obtained by applying some or
all the corrections to the observed gravity measurements. Using free-air corrections only, we
get Free-Air anomalies (∆gF A ) where in-land gravity observations get adjusted for their elevation above or below sea level [11]. Free-Air anomalies are defined as ∆gF A = gobs + gF A − gn ,
where gobs is the measured gravity, gn is the theoretical (or normal) gravity, and gF A is the
free-air correction.
The bouguer plate correction gBP accounts for the mass that may exist between the
gravity station and the sea level, approximating it with an infinite homogeneous slab [11].
Using free-air and bouguer plate corrections, we get the Simple Bouguer anomaly defined as
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∆gSB = gobs + gF A − gBP − gn , where gBP is the Bouguer plate correction.
Simple Bouguer anomalies contain the effects of anomalous masses with densities above
or below 2.67 g/cc (the average crustal density most often used in geological situations).
These anomalies reflect the density contrasts of the anomalous masses (rather than the total
densities associated with absolute gravities) but still includes short-wavelength anomalies
associated with topographic features such as mountains or valleys which may “pull” on
the gravity meter [8]. In places with moderate to extreme topographic relief, the bouguer
plate correction overcompensates measurements near pronounced features; to adjust for this
overcompensation we apply the terrain correction [8]. Using all corrections, we obtain the
Complete Bouguer gravity anomaly, ∆gB , given by
∆gB = gobs + (gF A − gBP + gT C ) − gn ,

(2.1)

where gT C is the terrain correction.
By removing the effect of the mass between the station and the ellipsoid, Simple Bouguer
anomalies get rid of its influence included in Free-air anomalies. Applying an additional
terrain correction for terrain not directly under the station, the Complete Bouguer anomaly
corrects for overcompensations due to topographic reliefs and focuses only on those effects
in gravity corresponding directly to the density contrasts found in the area [40]. Notice that
the terrain correction is always positive, therefore, the Complete Bouguer anomaly should
be higher than the Simple Bouguer anomaly.

2.3.2

Data Acquisition

Any geological structure within the Earth (including offsets within mineral deposits) generates a gravity signature associated with the fluctuation and heterogeneity of its density
distribution. These gravity signatures can help locate key anomalous areas where radical
changes occur. Previous use of Complete Bouguer gravity anomalies has demonstrated their
effectiveness to trace shallow subsurface density variations associated with structural changes
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[16]. Using a grid for the survey area prior to the collection of gravity data, we focused on
two areas of interest and gathered observations using a LaCoste and Romberg gravimeter.
We used the base station located in downtown Truth or Consequences (TORC), NM with
a recorded absolute gravity of 979,154.4 mGals (estimated accuracy is ±0.1mGals). Figure
2.3 shows a map with the location of the Copper Flat mine and the base station in TORC.
We used this base station to determine the absolute gravity of the on-site base station –
recorded as 979,168.06 mGals (this station was in a drill hole location in the pit of the mine
with previously known exact position). In our survey, we obtained precise elevations for 130
gravity stations by taking the second gravity reading of the loop at the on-site base station.
The collection consisted of 3 phases extending for two days and implemented in three loops.
Measurements had spacing of ∼100 meters, except in areas of interest where gravity measurements took place every ∼50 meters; the locations of the gravity stations used for CFM
are shown in Figure 2.4.

Figure 2.3: Location of Porphyry Cu-Mo Copper
Flat mine and base station in TORC (from [28]).
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Figure 2.4: Location of gravity observation points for Copper Flat mine
survey (Google Earth image).

2.3.3

Data Processing

We applied typical corrections to the gravity observations – dial, drift, and base station
corrections – to obtain absolute gravity measurements. Using Geosoft c Oasis Montaj and
MATLAB c scripts, we created the absolute gravity map for the Copper Flat mine region
(Figure 2.5(a)) using kriging interpolation scheme.
Additional corrections were applied to obtain the Simple Bouguer gravity anomalies map
in Figure 2.5(b) (with a reduction density of 2.670 g/cc). This figure also includes the
locations of our two main anomalies: IP-5 and IP-1. For manipulation purposes, all stations
were positioned in an xy-plane (with the origin in the lower left corner of the region at
latitute 107◦ 32.60 longitude 32◦ 580 ) and a 2-D grid for the absolute and Simple Bouguer
gravity anomalies was created for further calculations.
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(a) Absolute gravity map

(b) Simple Bouguer gravity anomaly map

Figure 2.5: Absolute gravity and Simple Bouguer gravity anomaly maps for the Copper Flat
mine; Part (b) includes profile lines, main anomalous bodies (IP-1 and IP-5), and major
faults.

2.4

Anomaly Interpretation

The Simple Bouguer anomaly map presents variations in the gravity field due to the subsurface geology of the area associated to the Black Range as well as the Cuchillo Mountains.
Figure 2.6 shows the topography of the region surrounding the CFM area.
In order to account for the topographic features surrounding the mine pit, we applied
the terrain correction using a density of 2.67 g/cc. Initial 2-D cross sections, originated from
processing the Complete Bouguer gravity anomalies, helped us estimate the distribution of
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Figure 2.6: Topography of the region surrounding the CFM (from [28]).

masses in the subsurface. The high values for the Bouguer gravity anomaly associate with
the areas in the Animas Peak which contain andesite (their main component) while the low
values can be found around the mineralized body at the mine pit. The low anomaly values
to the southeast of the figures below suggest an alteration zone that also appears on the
previous surveys. The two anomalies found by these surveys were drilled during 2011 and
2012, with no apparent change in the copper grade detected in the northern anomaly [58].
Since the northern anomaly does not relate to an increase in mineralization in the deposit,
there must be another cause for the change in density.

2.4.1

Anomalies

Based on our models and the core samples obtained from the area, we state that the northern
anomaly, IP-5, lies within an abrupt transition between the biotite breccia, quartz breccia,
feldspar breccia to quartz monzonite and finally to the andesite near the deposit. A series
of dikes, including a quartz latite dike that intruded during the mineralization stage of the
deposit and a basalt dike that intruded the area post mineralization, cross-cut the quartz
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monzonite. Syenite occurs near the fault junction between the Mims and Aker faults, which
could indicate mineralization in the area. Traces of a syenite porphyry rock with limited
copper mineralization and quartz veining with pyrite were identified in previous studies [73].
A change in density could be the cause for the gravity anomaly at this part of the deposit,
with the density difference between 1.40−6.20 g/cc for syenite (denser) and quartz monzonite
[26].
The southern anomaly, IP-1, lies within the quartz monzonite section of the deposit.
Some latite dikes, plugs, and basalt dikes occur in the area, with lower density with respect
to their counterparts found in the northern region. Based on our observations and previous
datasets, we determined that the latite dikes intruded before mineralization of the deposit
and the basalt dikes originated post-mineralization. It is important to notice in Fig. 2.2 that
the Hunter and Mims fault trend parallel to each other while the Hunter and Greer fault
join further south close to the transition from quartz monzonite to andesite (close to the
IP-1 anomaly).
We took all these geological features into consideration when constructing the 2-D density
profiles, doing the inversion, and interpolating to obtain the 3-D density model.

2.4.2

Forward 2-D Polygonal Prisms Algorithm

We constructed four 2-D cross-sections (locations shown in Fig. 2.5(b)) surrounding the
deposit in order to analyze the effects that regional faults and anomalous bodies have on
it. We employed a polygonal prisms algorithm to create the initial 2-D cross-sections of
density profiles and their relationship with Simple Bouguer anomalies [56, 74, 89]. This
scheme consists on the use of a line integration method to calculate the gravitational response
caused by the modeled subsurface geology [74]. The 2-D models consist of n-sided polygons
depicting the geometry of each body of constant density found in the subsurface. The
algorithm allows the creation of different bodies based on the geology of the deposit in
order to match the gravity anomaly signatures obtained at the surface (Complete Bouguer
gravity anomalies). The Complete Bouguer anomaly corresponding to the model is then a
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function of the differences in density between the background and the bodies, the geometrical
shape of the bodies as determined by their vertices, and the location of the gravity stations
(observation points) on the surface [54, 79]. From this point on, we refer to the Complete
Bouguer gravity anomalies simply as gravity anomalies.
Placing the point at which the gravity anomaly will be computed (e.g. the gravity station)
at the origin of an xz-coordinate system, we express the vertical component of gravity
anomaly at station P as
∆gz = 2γ∆ρ

n
X

Gi ,

(2.2)

i=1

where Gi represents the line integral along the ith side of the polygon, γ is the gravitational
constant (6.6738480x10−11 m3 /kgs2 ), and ∆ρ is the density contrast of the polygon. The
geometrical convention used for the z-component of the gravitational acceleration at gravity
station P due to a polygon with density ∆ρ is shown in Figure 2.7.

Figure 2.7: Geometrical convention for the vertical
component of gravity acceleration at station P [89].

Talwani et al. [74] derived the expressions for the calculation of Gi while [25, 89] restated
the formulation to reduce the number of trigonometric expressions by including references
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to the vertex coordinates and eliminating unnecessary letter subscripts. In this scheme, each
neighboring pair of vertices become vertices 1 and 2. Thus, the expression for each side’s
vertical component of gravity anomaly is given by
√ 2

x2 + z2 2
(z2 − z1 )
G = B (θ1 − θ2 ) +
ln √ 2
,
(x2 − x1 )
x1 + z1 2


(2.3)

where
 
(x2 − x1 )(x1 z2 − x2 z1 )
−1 zj
B=
for j = 1, 2.
and θj = tan
(x2 − x1 )2 + (z2 − z1 )2
xj
As stated in (2.2), the total vertical gravity anomaly associated to a single anomalous
body is the sum of the contributions of all its sides; however, for those cross-sections with
more than one anomalous mass in their structure, the total vertical gravity anomaly at each
station comes from the addition of all contributions of all sides of all bodies used to model
the density distribution of the subsurface. That is

nj
l 
X
X
Gi ,
∆gz = 2γ
∆ρj

(2.4)

i=1

j=1

where l is the number of polygons used in the subsurface, ∆ρj is the density contrast associated to the jth polygon, and nj is the number of vertices of the jth polygon.

2.4.3

Inverse Modeling

The use of forward modeling (also called iterative or “trial and error” modeling) for the
interpretation of Bouguer gravity anomalies involves [63]:
1. Obtaining a skilled initial model, Z0 , for the density structure model compatible with
the available geological and geophysical a priori information.
2. Using forward algorithm to calculate the gravity anomalies (∆gcalc ) along one or two
main profiles.
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3. Comparing the computed and observed anomalies at all stations (in this algorithm
∆gobs = ∆gB ).
4. Adjusting the model parameters (density contrasts, depths, or distances) to improve
the correspondence between computed and observed gravity anomalies.
5. Repeating steps 2 through 4 until the residual (difference) between computed and observed gravity anomalies at each point of observation (∆gobs − ∆gcalc ) becomes smaller
than some tolerance value considered to be a close fit (e.g. k∆gobs − ∆gcalc k2 2 < 10−8 ).
Bott ([9]) first applied this iterative modeling technique to determine the shape of the
floor in a 2-D sedimentary basin based on its gravity anomaly observations obtained at a
series of field points [63]. The anomalies for our 2-D models were computed using (2.3) and
(2.4), with residuals at all stations defined as r = ∆gobs −∆gcalc . We placed constraints in the
model parameters (in step 1 of the iterative modeling algorithm) as dictated by geological
considerations in the area.
The iterative modeling procedure can be performed “manually” (using an interactive
computer-graphic display system where user interaction is required at every iteration so
that the model keeps its geological feasibility) or computationally (using code to include
constraints in the formulation and allowing the computer to perform every iteration with
no interaction with the user) [63]. We determined the best fitting density distributions for
the corresponding polygonal prisms by manually varying the thickness, density, and geometry of each one of the bodies in each 2-D density profile at each iteration. Through these
modifications, we obtained what we considered to be the best-fit feasible geological models
resulting in a gravity anomaly closely resembling observed data while still honoring expected
structural features in the area. Given that a seemingly infinite number of mass and density distributions can meet the required mathematical conditions, it remains critical to use
a priori geophysical and geological data to restrain the models only to those theoretically
plausible. For our purposes we used the IP dataset and core logs available from previoulsy deployed surveys (additional details can be found in [28, 81, 73]). We used this naive inversion
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scheme (often used in the geology community to get initial models) to improve the correspondence between observed and calculated gravity anomalies at all stations. The inversion
for each profile stopped when further modifications in the 2-D density structure model did
not provide an improved residual. Since this optimization was implemented through manual
iterative manipulations based on visual cues, it was not exhaustive and a more optimal density distribution may exist in the solution space for each 2-D profile. However, given that
the region of study was relatively small and additional datasets from the area were used to
constrain the parameters, these improved density structure models are considered a good
starting point for the interpretation of the anomalous bodies and faults associated with the
area.
The density values for some of the rocks sampled in the area have been collected in many
surveys [17, 32, 81]. Table 2.1 shows a compacted list of the minerals associated to the stock
of Copper Flat and their approximate densities or range of densities.
Table 2.1: Density data for some of the rock units found
in Copper Flat mine.
Rock unit
Andesite
Breccia
Biotite breccia
Chalcopyrite
Granite
Molybdenite
Porphyry
Pyrite
Quartz latite
Quartz monzonite
Sericite

Range of specific gravity (g/cc)
2.40–2.80
2.50
2.67
4.10–4.30
2.67
4.90–5.20
2.60-2.89
4.80–5.20
2.56
2.61
2.60

Figure 2.8 shows the initial density structure models associated with the four 2-D crosssections used for the CFM region. The densities, thicknesses, and geometrical structures of
these four initial models were modified according to our a priori information.
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(a) Line 1 Profile A-A0

(b) Line 2 Profile B0 -B

(c) Line 3 Profile C0 -C

(d) Line 4 Profile D-D0

Figure 2.8: Initial density structure models for all four profiles; densities in g/cc.
An advantage associated with manual “trial and error” inversion is that all parameters
in the density structure model can be manipulated as desired; e.g. all the x-coordinates,
z-coordinates, thicknesses, geometrical structures, and densities associated with the density
distributions in the cross-sections can be varied as considered necessary to minimize the
residuals at each station. Figures 2.9 through 2.12 show the final models obtained after a
finite number of iterations consisting of the manipulation of vertices in each 2-D cross-section.
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Profile A-A0

Figure 2.9: Line 1 Profile A-A0 .
Shown in Figure 2.9, the density distribution associated with the A-A0 profile (line 1)
includes eight bodies, B1 through B8, with 7, 15, 8, 20, 20, 20, 15, and 23 vertices respectively.
Six additional endbodies (with four vertices each) were included to stabilize the algorithm at
the end-points for a total of 152 vertices. Profile A-A0 has a north-south direction (looking
east). In its northern part (the beginning of the profile as shown in Fig. 2.5(b)), it is close to
the anomalous body IP-5; moreover, in this figure, we see a larger negative gravity anomaly
(which would indicate a mass deficiency for this section of the profile). The CFM mineralized
body and the junction of the Patten and Hunter faults intercept the profile around its middle
part. The smaller negative anomaly found at the end of the density structure model (its
southern end) may be caused by the Geer-Hunter fault junction and anomalous body IP-1.
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Profile B0 -B

Figure 2.10: Line 2 Profile B0 -B.
As shown in Figure 2.10, seven polygonal prisms were used to model the density distribution associated with profile B0 -B (line 2). Bodies B1 through B7 have 15, 15, 16, 14, 13,
13, and 21 vertices respectively plus four endbodies with four vertices each for a total of
123. This profile has a west-east direction (looking north) and is located right between the
mine pit (to the north of the profile) and anomaly IP-1 (see Fig. 2.5(b)). The Hunter fault
crosses the profile in its middle part, while the Greer Fault runs parallel to it. The close
presence of anomaly IP-1 and its resultant negative anomaly (smaller than in other areas)
has been interpreted as a dissemination of pyrite and chalcopyrite; as a result, we observed
higher than average densities in this area.
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Profile C0 -C

Figure 2.11: Line 3 Profile C0 -C.
Seven polygonal prisms were used for the density structure model of profile C0 -C (line 3)
in Figure 2.11. Bodies B1 through B7 have 11, 12, 14, 15, 13, 15, and 21 respectively while
our four end bodies have four vertices each for a total of 117 vertices. The C0 -C profile runs
from north to south (looking east) on the west side of the CFM ore deposit and close to
the andesite and quartz monzonite transition zone (Fig. 2.2) near the Olympia fault. The
changes in the northern part of the gravity anomaly profile (see Fig. 2.5) may be attributed
to this transition zone; however, it does not affect the profile significantly with respect to the
middle part of the cross-section. The smaller negative anomaly seen in the southern part of
the profile may be related to the junction of the Hunter and Greer faults.
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Profile D-D0

Figure 2.12: Line 4 Profile D-D0 .
Figure 2.12 shows the nine polygonal prisms used to model the density distribution of
profile D-D0 (line 4). Bodies B1 through B9 have 13, 14, 19, 18, 9, 9, 8, 15, and 22 vertices
respectively plus six endbodies for a total of 151. Some of the polygonal prisms originally
used in this cross-section were cut into two smaller bodies in order to allow more freedom
in the minimization process. Profile D-D0 has a northeast to southwest orientation (looking
south) and is located in the middle of the area of study. Its western end locates in an area
where the Bowden and Patten faults cross; gravity changes in this fault intersection may be
related to the Bowden fault cutting the breccia at Copper Flat.
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2.5

3-D Modeling

Using our four optimized 2-D density structure models using the “trial and error” technique
(Fig. 2.9 through 2.12), we used kriging interpolation and extrapolation schemes to create
a 3-D density model of the Earth that relates all of the density distributions around the
CFM mine pit. The extrapolation approach allowed us to further model the edges outside
the region where observations were not available. Figure 2.14 shows the 3-D density model
obtained from the extrapolation of the final four 2-D density structure models associated
with the recorded and corrected Complete Bouguer gravity anomalies. The triangles on the
top represent the gravity observation points located directly above the 2-D cross-sections.

Figure 2.13: Final kriging 3-D density structure model for the CFM region with surface
gravity stations.
Using our 3-D density model for the Copper Flat mine region, we were able to re-identify
the anomalies in the area previously detected using IP surveys (IP-1 and IP-5 as shown in
Fig. 2.5) and their effect on the gravity anomalies of the region surrounding the CFM mine
pit. Figure 2.15 shows a cross-section of the 3-D density model located at latitude 32.97◦
where two high density bodies (anomalies A and B) can be seen surrounding a low density
anomaly in the middle of the profile (anomaly C).
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Figure 2.14: Copper Flat mine 3-D model cross-section at latitude 32.97◦ .

2.6

Discussion

Several models of density distribution can be constructed based on the information available
for the area. The results obtained from previous IP and MT surveys and geological details
regarding the tectonic setting of the region allowed us to draw some conclusion about the
Copper Flat mine area. Our interpretation of the models obtained for the deposit takes into
consideration information about copper porphyry deposits and the signatures recorded in
the collected gravity observations.
The northern anomaly (IP-5) has two major factors that may relate to a high gravity
value: a major increase of pyrite in the area and the presence of a syenite body. During the
modeling phase, only those models with a higher level of pyrite showed a decrease in the
difference between calculated and observed gravity values. In order to have a more realistic
scenario, we used the density of pyrite along with that of biotite and quartz/feldspar breccia
for the anomalous bodies in the region. The presence of a syenite body in the lithography
of the area (thought to have eroded over time as most of the upper part of the porphyry
complex at Copper Flat) may have also contributed to this gravity high. We find the southern
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anomaly (IP-1) near the junction of the Geer and Hunter Fault. This south anomaly has
no major lithology changes to cause the increase in density at this zone and the amount of
pyrite or chalcopyrite in the area has no significant change. Throughout the modeling of this
area, we took into consideration only those body properties identified in previous surveys;
this allowed us to minimize the differences between observed and calculated gravity using
the known densities of the area. Given that no other factors are being considered, we think
that the fault junction as well as the direction of the Greer Fault strike may be influencing
the changes in gravity associated with this sector of the mine. In order to determine if the
composition and location of this deep structure relates to the gravity high associated with
the area it needs to be further studied and a structural study has to be performed.
Using kriging interpolation of the four 2-D density structure profiles we obtained a 3-D
density model for the area surrounding the mine pit of the CFM. An analysis of this 3-D
density model allowed us to pinpoint the location of some of the gravity anomalies obtained
using previously acquired IP surveys of the region.

2.7

Conclusion

We implemented an iterative modeling scheme to “manually” optimize the 2-D density structure models that better reflect the sedimentary processes and structures associated to the
porphyry Cu-Mo Copper Flat mine located in Sierra county, New Mexico. Using a 2-D polygonal prisms algorithm and 130 gravity observations recorded in the area, we constructed and
interpreted four 2-D density cross sections surrounding the deposit. After implementing kriging interpolation scheme, we obtained a 3-D density model of the area based on the improved
2-D profiles aiming to enhace the model while minimizing the risks of misinterpretation for
the geological structures in the area. We conclude with a discussion of the resulting models,
the location of anomalous bodies previously obtained using induced polarization surveys,
and the interpretation of the sedimentary processes based on our results.
The dataset of Complete Bouguer gravity anomalies and the 2-D and 3-D gravity models
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obtained in this project resulted in a viable form to recreate the anomalies previously detected
at the Copper Flat mine. The main mineralized body appeared in all the models produced
for this study as a gravity low. The breccia stock stayed the same as in previous studies
with no changes or extension. The two main anomalies previously found in the area (IP-5
in the north and IP-1 in the south) could be reproduced with the compiled gravity datasets.
We determined that the southern anomaly (IP-1) corresponds to the Geer and Hunter Fault
junction given that we reproduced the anomaly using our 3-D density model; however, there
could be some other explanations for this anomaly such as the dissemination of pyrite in
the area. The north anomaly (IP-5) has been associated to a body of syenite with a change
in density with respect to the quartz monzonite and to an increase in pyrite in this part of
the deposit. Additional factors, such as structural changes, may be related to this gravity
anomaly, however, we cannot make this inference from the current available evidence. The
details obtained through the analysis of 3-D density models helped us to further interpret the
northern gravity anomaly. However, additional gravity surveys for this side of the Copper
Flat mine are still required in order to better constrain 2-D and 3-D models of the deposit.
Given the inherent non-uniqueness associated to gravity datasets, additional seismic or nonseismic information is still needed to better model the geological structure of the mine.
In Chapter 4 of this work we revisit this region and generate 2-D density models optimized
through more robust mathematical formulations that allow the inclusion into the calculations
of structural constraints associated to the area (the a priori information from core logs, IP
surveys, and other studies of the area).
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Chapter 3
2-Dimensional Optimization for the
Inversion of Gravity Anomalies
3.1

Introduction

Gravity and magnetic fields, also known as “potential fields”, are widely used in the exploration of the Earth’s structure. Changes in the gravitational field constitute a passive source
of data used to determine the structure of the Earth below the surface by sensing a definite
physical property of rocks: density. Gravity surveying constitutes a cheap, non-invasive,
and non-destructive passive remote sensing method that helps associate the variations in
the gravity field with subsurface density distributions and ultimately rock types. Gravity
surveying looks at the variations in the Earth’s gravitational field caused by differences in the
density of rocks located underground. Through the interpretation of the changes observed
in a gravitational survey, geologists can determine the distribution of stratum in a region
of study. The juxtaposition of rocks of different densities can help determine the geological
processes that have taken place at different locations and be used to locate faults, mineral
or petroleum resources, and ground-water reservoirs [84].
The gravitational potential energy measures the force of attraction between two bodies
(such as the Earth and an object); its strength is proportional to the mass responsible for
the gravitational field and inversely proportional to the square of the distance between any
part of that mass (usually the center of mass) and the observation point. Surveys using
gravitational data do not focus on changes in the observed absolute gravity in a region
(a value close to the standard gravity of 9.80665 m/s2 or 980,665 mGals); instead, they
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focus on minuscule changes in gravity (of the order of -500 to 500 mGals) that occur from
place to place caused by dissimilarities in the rock density of the subsurface (anomalies).
Getting rid of unwanted gravity effects due to known sources, observations from gravity
meters get corrected to isolate for regional or local structures (the unknown sources) [84].
The most commonly used datasets are Free-Air, Simple Bouguer, and Complete Bouguer
anomalies. In order to focus only on the effects in gravity corresponding directly to the
density contrasts found in the subsurface, we based our methodology on the use of Complete
Bouguer anomalies.
The analysis and study of the Earth’s gravitational field for the last 300 years has taken
place to understand its physical properties and geological processes. The methodology used
for the calculation and analysis of gravity anomalies can focus on 2-, 2.5-, and 3- dimensional
bodies. Most of the available techniques for Bouguer gravity anomalies can be extended to
be 3-D by approximating irregularly shaped bodies with several smaller bodies represented
by regular shapes whose gravitational field can be more easily computed. A variety of
published works contain computations for gravity anomalies of 2-D polygonal prisms that
can be extended to compute 2.5- and 3-D bodies of arbitrary shape [36, 66, 74, 75]. Other
publications consider the gravitational attraction originated by a right rectangular prism
which can also be extended to model 3-D bodies [52, 56]. Once a decision has been made
regarding the type of forward algorithm to use for the analysis of Bouguer gravity anomalies,
the process of finding the “true” density structure model based on the observations obtained
at the surface of the Earth begins.
In general, the goal of inverse problems consists of finding the model parameters that allow
the optimal reproduction of a set of observed measurements. Ideally, the exact theoretical
framework prescribing how to transform the data in order to reproduce the model exists; in
reality, an exact solution may not exist, but it may be sufficient to find the best approximate
solution that produces a minimum misfit or residual using a predetermined norm [4, 68].
For Bouguer gravity anomalies, the inverse problem deals with determining the geometrical
structures of the anomalous bodies responsible for the observations recorded at gravimeters
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positioned on the surface of the Earth. The primary goal of gravity inversion consists of
the detection and quantification of changes in the mass properties at different depths [27].
Here, even small changes in the model tend to greatly affect the outcome obtained from the
inversion. Furthermore, the multi-dimensionality of the models involving geological bodies
located within mineral deposits makes the problem at hand even more complex from a
mathematical point of view [86].
For many years the optimization of this inverse problem –varying the structure and
physical properties of the subsurface model until the residual at each station on the surface
is minimized – consisted in “manual” or less than optimal algorithms, that although useful
and easy to implement did not exhaust the possiblity of finding the most optimal model
within the solution space. Thanassoulas et al. [80] discusses the solution of the gravity
inversion problem for faults using a nonlinear least-squares problem approach through the
implementation of Marquardt’s method. Ekinci [19] proposed the use of parameter variation
as a stopping criterion for a 2-D gravity inversion method that uses weights to represent the
dependency of densities to those obtained from previous iterations– the solution minimizes
both the area of the body and the weighted sum of residuals squared [19]. In this paper,
we analyze the use of interior-point methods to improve the accuracy of the Earth’s 2-D
density distribution models through the inclusion of physical constraints subject to a priori
information obtained from other seismic and non-seismic surveys. To constrain the shapes
of the geological bodies at different depths, we need to gather the maximum amount of
information from gravity data interpretations and modeling of the gravitational anomaly
field [72]. We test our approach using different synthetic cases with varying complexity and
noise levels to show that our constrained optimization can be as accurate as commonly used
unconstrained formulations of the problem while satisfying the physical constraints. We
discuss the feasibility of our approach through the analysis of our results and conclude with
the potential applications of this optimization scheme.
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3.2

Methodology

Surveys using gravitational data do not focus on changes in the observed absolute gravity in
a region; instead, they focus on minuscule changes in gravity that occur from place to place
caused by dissimilarities in the rock density of the subsurface (gravity anomalies). These
gravity anomalies – the differences between the corrected measured gravity and the theoretical gravity associated with a homogeneous ellipsoid – originate from the vast multifarious
structure of the Earth’s interior and are the basis to understand the internal structure of the
planet.
As previously stated in (2.1), the Bouguer gravity anomaly is defined as
∆gB = gobs + (gF A − gBP + gT C ) − gn ,
where gobs is the measured absolute gravity value, gn is the theoretical (or normal) gravity
value, and we have the free-air (∆gF A ), Bouguer plate (∆gBP ), and terrain (∆gT C ) corrections.

3.2.1

Interpretation of Gravity Anomalies

Gravity anomalies result from the irregular distribution of density within the Earth. If the
density of rocks in an anomalous body is ρ and the density of the surrounding rocks is
ρ0 , the density contrast of the body with respect to the surrounding area is the difference
∆ρ = ρ − ρ0 [41]. Anomalous bodies with higher density than host rock have positive density
contrasts while bodies with lower density than host rock have negative density contrasts. A
positive gravity anomaly is obtained over high-density bodies where the measured gravity
is augmented; likewise, negative anomalies result over low-density bodies [41]. Therefore,
analyzing the sign of an anomaly helps to determine the sign of the density contrast and
whether the density of the body should be higher or lower than normal.
Gravity anomalies depend directly on the dimensions, density contrast, and depth of
the anomalous bodies within a region. The apparent “wavelength” of an anomaly refers
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to its horizontal extent and can be used to determine the depth of its anomalous mass
[41]. Usually, a Bouguer gravity anomaly map contains superposed anomalies coming from
several sources (in a 3-D sense). Long-wavelength anomalies (caused by deep density contrasts) called regional anomalies relate to large-scale structures of the Earth’s crust such as
mountain ranges, oceanic ridges, and subduction zones. Short-wavelength anomalies (due
to shallow density constrasts) called residual anomalies often related to shallow anomalous
masses such as near-surface mineralized bodies [41]. Although this can be helpful to model
the density distributions of the subsurface and determine the approximate location of the
sources (since large deep bodies are often associated to broad long-wavelengths and lowamplitude anomalies while shallow bodies associate with narrow short-wavelength and sharp
anomalies), extra information coming from seismic surveys or drilling is necessary to resolve
the fundamental ambiguity associated to detailed gravity interpretation (non-uniqueness).
After removal of regional anomalies, residual gravity should be interpreted in terms of its
approximate density distribution. If some rough idea of the depth of the anomalous masses
is required, estimates from well-tried rules of thumb or simple geometric models can be used
[41]. For detailed modeling of profiles and anomalies, two and three-dimensional iterative
techniques must be used.

3.2.2

2-D Modeling of Gravity Anomalies

We used the 2-D polygonal prisms algorithm previously shown in Section 2.4.2 [56, 74, 89]
as our forward model to create the initial 2-D density profiles for all our synthetic datasets.
Each density structure model contains a variety of n-sided polygons depicting the geometry
of each body of constant density found in the subsurface. We used these polygons projected
in the y axis (in and out of the page) based on the geology of the deposit in order to reproduce
the gravity anomalies recorded for each gravity station. The Bouguer anomaly associated
with the density structure model is a function of the density contrasts, the geometrical shapes
of the bodies (x and z coordinates of its vertices), the depths of the bodies, and the location
of the gravity stations [54, 79].
34

The total gravity anomaly associated with a gravity station is the sum of all contributions
of all the vertices of all the polygons used to illustrate the substructure [56, 74, 89]. Placing
each gravity station at the origin of an xz coordinate system and following the geometrical
convention shown in Fig. 2.8 (in a strict clock-wise direction), we express the total vertical
component of gravity anomaly at station P as

∆gz = 2γ

l 
X
j=1

∆ρj

nj
X
i=1

p

xi+1 2 + zi+1 2
(zi+1 − zi )
√
Bi (θi − θi+1 ) +
ln
(xi+1 − xi )
xi 2 + zi 2


(3.1)

with
 
(xi+1 − xi )(xi zi+1 − xi+1 zi )
−1 zi
and θi = tan
Bi =
(xi+1 − xi )2 + (zi+1 − zi )2
xi
where γ is the gravitational constant 6.673848x10−11 m3 /kg s2 , l is the number of bodies in
the density structure model, ∆ρj is the density contrast of the jth polygon, and nj is the
number of sides of the jth polygon.
Using (3.1) in this way means that we have solved a forward problem. The calculation of
the density distribution in the Earth’s substructure based on the measurements of its gravity
field constitutes an example of an inverse problem in which we infer the causal factors that
produce a set of observations.

3.2.3

Inversion Approach for Gravity Anomalies

Three important aspects that must be considered when solving inverse problems are: solution existence, solution uniqueness, and instability of the solution process [4]. In theory, the
calculated structure of the bodies associated with a gravity anomaly signature obtained from
the inversion of surface observations would correspond to the “real” geological substructure
of a region. However, the discrete nature of the observational data, the errors incurred in
mathematical methods, equipment, and data corrections, and the assumptions made in geological and geophysical settings makes finding matematically acceptable answers to inverse
problems a non-trivial task. The ambiguity of geophysical data can lead to geologically un-
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feasible models that show a great level of agreement between observed and computed data
which translates to infinitely many models that fit the data in an adequate way [62, 67].
Instability relates to ill-posedness where small alterations to the data result in large changes
in the inferred models [4].
The general scheme used in the inversion of Bouguer gravity anomalies commonly follows
the steps shown in Figure 3.1.

Figure 3.1: Flow chart for the inversion of gravity anomalies [63].
Two main approaches to determine the physical properties of a source body exist: forward and inverse methods. Forward methods usually employ the so called “trial and error”
technique in which the parameters of initial models are assumed and modified iteratively
until the difference between the observed and calculated anomaly values is below a threshold
specified by the user such that k∆gobs − ∆gcalc k ≤ δ mGals (see Section 2.4.3). Inverse
methods iteratively obtain the values to the parameters of the source corresponding to the
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observed anomaly by using and solving equations related to the mathematical formulation
of the anomaly(ies) (formulas used to assign a definite structure to the anomalous bodies
e.g. (3.1)) and physical laws.
Assuming information regarding the mass distribution (either density contrast or shape
of the source body), we obtain an initial structural model to start the forward and/or inverse method and to interpret the corresponding gravity anomalies. Given the availability
of various mathematical techniques for optimization purposes, it is imperative to get the
density distribution model that most resembles the theoretical substructure by minimizing
the differences between observed and calculated gravity anomalies either with or without
constraints in an optimal way. A constrained optimization scheme would help to limit the
solution space by avoiding those density models that are not feasible for the region of study.
To reduce the solution space and focus only on geologically feasible models, additional independent geophysical datasets can be used to constrain theoretical density models. The
inclusion of these physical constraints in the inversion algorithm will help us to find “better”
models, located in the feasible set of solutions, that will suit our specfiic needs and conserve
the accuracy, feasibility, and consistency associated with well-behaved inverse problems [4].
Inverse methods can be linear or nonlinear depending on the structural characteristics
associated with the problem. Assuming the shape of the body and solving for the density
distribution (e.g., the values for the density anomalies of each body) that satisfies the integral equation would constitute a linear integral equation. In nonlinear integral equations,
the density contrasts are assumed and the equations involved are solved for the geometrical shapes of the anomalous bodies starting with a hypothetical model of the geological
structures.
For our optimization purposes, we focus on the nonlinear inverse methods used to establish the characteristics (depths from the surface to each of the vertices in the polygonal
prisms or bodies) associated with multi-interfaced Earth structures with more than two
density constrasts.

37

3.2.4

Primal-Dual Interior-Point Methods

The adapted characterization of the constrained optimization framework solves a linearized
version of the inverse problem by adding bound constraints over the model parameters to reduce model ambiguity and restrict the parameters to smaller ranges of values. Furthermore,
in the case of 2-D density distributions, physical constraints can be used to preserve the relationships between the different bodies, the consistency of their boundaries, and the integrity
of the final density structure models. These restrictions relate to the appropriate geometrical
bounds pertaining the model parameters Z (vertices’ depths) in the inverse problem. Since
each Z in the parameter space relates to a geological model, each minimum point located
within the solution space represents a possible structure. From now on, we refer to each Z as
a density structure model since each of its elements relates to the location of the vertices of
the geometrical shapes delineating the various bodies portraying the structure of a density
distribution in a 2-D model.
From gravity anomaly prospecting, we obtain a hypothetical density structure model
Z ∈ Rn and evaluate the non-linear forward operator G ∈ Rm . Evaluating G at the given Z,
we obtain the Earth’s response or calculated Bouguer gravity anomaly, A. The relationship
between the forward operator G and the density structure dataset is represented as
G(Z) = [G1 (Z), G2 (Z), . . . , Gm (Z)], for Z = (z1 , z2 , . . . , zn ),
where m is the number of observations and n is the total number of vertices in the density
distribution. Using the forward operator G, we can obtain the 2-D gravity signature profile
associated with any hypothetical density distribution.
For a known dataset of Bouguer gravity anomaly observations A ∈ Rm associated with
a region, the inverse problem consists of finding the unknown density structure model Z,
which allows the best approximation of G(Z) to A, that is,
m

1
1X
(Gi (Z) − Ai )2 ,
min kG(Z) − Ak2 = min
Z
Z
2
2 i=1
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(3.2)

which is usually posed as an unconstrained weighted non-linear least squares (NLSQ) problem. The complexity of the non-linear operator G makes the use of an iterative linearized
least squares approach an alternative to avoid the computation of higher order derivatives
in the minimization problem.
In least squares problems, the objective function F has the form
m

F (Z) =

1X 2
ri (Z),
2 i=1

where each ri : Rn → R is a residual (e.g ri = Gi (Z) − Ai for i = 1, . . . , m).
The use of this convention to solve nonlinear least squares problems iteratively arises
from the application of unconstrained optimization in many areas. The usual parameterized
formulation models used in chemical, physical, financial, or economical applications aim to
measure the discrepancy between the observed and modeled behaviors of a system [55]. The
best match between model and data is obtained by minimizing function F (Z) with respect
to the desired parameters. The residual vector R : Rn → Rm is assembled as

T
R(Z) = r1 (Z), r2 (Z), . . . , rm (Z) .
Using this notation, F (Z) can be rewritten as
1
F (Z) = kR(Z)k2 2 .
2

(3.3)

The constrained optimization framework proposed by [3, 55, 70] can be implemented to
solve the linearized version of the non-linear inverse problem. The constrained optimization
problem is given by
min F (Z)
Z

s.t. hE (Z) = 0
hI (Z) ≥ 0,
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(3.4)

where hI (Z) ∈ Rp are the inequality constraints and hE (Z) ∈ Rq are the equality constraints
associated to the density distribution model Z. These constraints represent the bounds for
the allowable parameter values. For the interpretation of gravity anomalies the constraints
may limit the values associated to density contrasts, the configuration of an anomalous body,
or a layer’s thickness in multi-layered structures. For our purposes, the inequality constraints
hI (Z) represent the physical bounds that correspond to the minimum and maximum depths
of the vertices of the polygonal prisms and/or relationships between the different vertices of
the bodies within a structure used to conserve the integrity of the structural model. Likewise,
the equality constraints in hE (Z) represent the appropriate end-body conditions and the
maximum and minimum limits for the top and bottom bodies in the 2-D cross-sections.
Problem (3.4) is redefined in the standard non-linear programming form
min F (Z)

(3.5)

Z

s.t. hE (Z) = 0
hI (Z) − s = 0
s ≥ 0,
with s ∈ Rp so called slack variable. We define S = diag(s1 , s2 , . . . , sp ) (a (pxp) matrix with
the elements of s in the diagonal) for later use.
(3.5) can be solved using Primal-Dual Interior-Point (PDIP) methods, defining the Lagrangian function:
L(Z, s, yE , yI ) = F (Z) − hE T (Z)yE − hI (Z) − s

T

yI ,

(3.6)

where yE ∈ Rq and yI ∈ Rp are the Lagrange multipliers associated to the equality and
inequality constraints respectively and (s, yI ) > 0.
We define the Karush-Kuhn-Tucker (KKT) or necessary conditions for the optimization
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of this nonlinear programming problem as
∇F (Z) − ∇hE (Z)

T

T
yE − ∇hI (Z) yI = 0
SyI = 0
hE (Z) = 0
hI (Z) − s = 0.

The second condition, SyI = 0, also known as the complementarity condition for the

minimization problem, implies that one of the components of each product si · (yI )i must
be equal to zero for each i = 1, 2, . . . , p (and nonzeros of s and yI should appear in complementary locations) [55, 90].
We address the nonlinear programming problem with interior-point methods solving a
sequence of approximate linear minimization problems iteratively (easier to solve with respect
to the original inequality constrained problem (3.4)) [55]. Adding a perturbation parameter
µ to the complementarity condition (and using the notation ∇ as the gradient operator),
the perturbed Karush-Kuhn-Tucker (PKKT) conditions (or necessary conditions) become


 ∇zL(Z, s, yE , yI )


SyI − µe



 ∇yE L(Z, s, yE , yI )


∇yI L(Z, s, yE , yI )
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T







  ∇F (Z) − ∇hE (Z)yE − ∇hI (Z)yI   0 
  
 
  
 
Sy
−
µe
  0 
 
I
 =  ,
=
  
 
  0 
 
h
(Z)
E
  
 
 
  
0
hI (Z) − s

(3.7)

where e = (1, 1, . . . , 1) ∈ Rp , and (s, yI ) > 0.
Interior-point methods (also called “continuation” or “barrier methods”) solve the perturbed KKT conditions for a sequence of positive parameters µk that converges to zero while
maintaining s and yI positive [55]. Letting µ be strictly positive forces variables s and yI
to stay strictly positive, which keeps the iterates away from the boundaries and in the interior of the constraints while converging to the optimal solution (Z ∗ , s∗ , yE∗ , yI∗ ) (as µ → 0)
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and satisfying the KKT conditions for the nonlinear program (3.5) [55]. By respecting the
bounds, interior-point methods avoid spurious solutions – those satisfying the conditions in
(3.7) but not (s, yI ) > 0 [90]. This notion is equivalent to solving the barrier problem


p
X
min F (Z) − µ
log(si ) s.t. hE (Z) = 0, and hI (Z) − s = 0,
Z,s

(3.8)

i=1

where µ > 0 and the barrier term prevents the component of s from getting too close to zero
(since each −µlog(si ) → ∞ as si → 0) [55]. In order to solve the barrier problem, we find
the approximate solutions for a sequence of positive barrier parameters µk that converges
to zero (similar to the approach using slack variables in the Lagrangian formulation and the
perturbation parameter in the PKKT conditions).
Applying Newton’s Method, the primal-dual system associated with (3.7) becomes


2
0 −∇hE T (Z) −∇hI T (Z)
 ∇ LZZ


0
YI
0
S



 ∇hE (Z) 0
0
0


∇hI (Z) −I
0
0
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SyI − µe
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hE (Z)






∆yI
hI (Z) − s






 , (3.9)





in the variables Z, s, yE , yI with (s, yI ) > 0, and where L denotes the Lagrangian (3.6) and
∇2 LZZ is the Hessian of the Lagrangian.
The primal-dual system can be rewritten in the symmetric form


2

T

T

0 ∇hE (Z) ∇hI (Z)
 ∇ LZZ


0
Σ
0
−I



 ∇hE (Z) 0
0
0


∇hI (Z) −I
0
0


  ∆Z


  ∆s


  −∆yE


−∆yI

where Σ = S −1 YI with YI = diag(y1 , y2 , . . . , yp ).
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(3.10)

In order to ensure that the function value is decreasing at each step towards the solution

Z ∗ , we can use a merit function of the form Fµ (Z, s)+vkhE (Z)k+vkhI (Z)−sk to determine
whether a step is productive and should be accepted [55]. Given that the approach used
to solve the barrier problem method (3.8) is very similar to interior-point methods, using
a merit function or filter in terms of barrier functions sounds appropriate [55]. Hence, our
merit function has the form


p
X
log(si ) + vkhE (Z)k + vkhI (Z) − sk,
φv = F (Z) − µ

(3.11)

i=1

where v is a penalty parameter used to force the solution towards feasibility. This is accomplished by attempting a shorter step whenever the original step fails to decrease the merit
function.
Primal-Dual Interior-Point methods characterize by having a procedure to determine
the step to take in an iteration and a measure of desirability of points in the search space
[55]. At each iteration, the system advances to the next solution by taking the step ∆d =
(∆Z, ∆s, −∆yE , −∆yI ) from the current point (also called the Newton direction); however,
if the condition (s, yI ) > 0 is violated, the full step is not a feasible or desired step [90]. A
way around this problem consists in performing a line search along the Newton direction
such that the new iteration becomes
Zk+1 = Zk + α∆Z,
sk+1 = sk + α∆s,

(3.12)

yE k+1 = yE k + α(−∆yE ),
yI k+1 = yI k + α(−∆yI ),
for some α ∈ (0, 1] called the line search parameter (which determines the size of the step
to take). In order to avoid moving to the boundary too quickly, we use parameter τ ∈ (0, 1)
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(usually equal to 0.995) [55] and define
αs max = max{α ∈ (0, 1] : s + α∆s ≥ (1 − τ )s},
and αyI max = max{α ∈ (0, 1] : yI + α∆yI ≥ (1 − τ )yI },
such that the new iterates are
Zk+1 = Zk + αs max ∆Z,
sk+1 = sk + αs max ∆s,
yE k+1 = yE k + αyI

max

(3.13)

(−∆yE ),

yI k+1 = yI k + αyI max (−∆yI )
Using our merit function (3.11), we compute the step lengths αs ∈ (0, αs max ] and αyI ∈
(0, αyI max ] that satisfy
φv (Zk + αs ∆Z, sk + αs ∆s) ≤ φv (Zk , sk ) + ηαs Dφv (Zk , sk ; ∆Z, ∆s)

(3.14)

The implementation of the line search steps in (3.13) and (3.14), ensures finding the
values of (αs , αyI ) that guarantee a sufficient decrease of the merit function [55]. The new
iteration values are defined as
Z + = Z + αs ∆Z,

(3.15)

s+ = s + αs ∆s,
yE + = yE + αyI ∆yE ,
yI + = yI + αyI ∆yI .
Using algorithms with optimized MATLAB functions we can solve the approximated
problem (3.7) with two main types of steps at each iteration: a direct step (using Newton’s
method) or a Conjugate Gradient (CG) step. The direct step solves (3.10) using an LDL
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factorization of the matrix. Using this factorization, the optimization algorithm determines
if the Hessian is positive definite or not. If ∇LZZ is not positive definite, then the algorithm
uses a CG step. In the CG approach, the problem is posed as minimizing a quadratic
approximation to the barrier problem in a trust region subject to linearized constraints
(further information for Newton’s method and CG in [55]).
For our purposes, a feasible point is any point Z satisfying the equality and inequality
constraints; the set of all feasible points constitutes the feasible region which is a subspace
of the solution space. Gravity problems usually contain a large number of local minimum
points each of them related to a geological structure (either well-defined or ill-defined) [1].
Using constraints for the parameter values and incorporating them into the optimization
formulation allows us to focus only on those points within the feasible region that minimize
our objective function.

3.3

Results

As previously stated, gravity data is mainly sensitive to the density distribution of anomalous
bodies and their locations. Assuming constant values for the density contrasts located in
the area, the forward operator G used in the optimization algorithm depends non-linearly
in the model parameters, Zi (for i = 1, . . . , n) that represent the depths from the surface (at
sea-level) to the n vertices of the polygonal prisms. Following this scheme, we include some
of the results obtained from the implementation of PDIP methods using MATLAB.
The inversion begins with an initial guess of the density structure model, Z0 , based on a
priori geological and geophysical knowledge. Once the gravity anomaly has been calculated
for the initial density structure model (G(Z0 )) and compared to the observation vector
A, we obtain the residual vector R(Z0 ) and iterate the evaluation of the inverse problem
to obtain different approximations of Zk using the appropriate optimization method. The
algorithm runs until it meets one of the stopping criteria (the residual error is less than
a tolerance ε1 , the maximum number of iterations is reached, or the difference between
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two consecutive iterations is less than a tolerance ε2 ) and returns the latest updated model
Zk . This last iteration would represent the best density structure model given that the line
search and sufficient decrease schemes included in the algorithm guarantee that the objective
function (3.3) decreases at each iteration. Our goal consists in finding the optimal Zk that
resembles the hypothetical (or “real”) model as closely as possible [70]; for synthetic problems
this would result in a small relative error ε3 with respect to the target model such that
rms =

Zk −Z ∗
Z∗

< ε3 . Moreover, at an optimal Zk , the residual error between the predicted

gravity anomaly (corresponding to the final density structure model from the inversion)
and the observations (or gravity anomaly values associated to the hypothetical model) is
less than a given tolerance – Residual error=

G(Zk )−A
A

< ε4 . In the case of constrained

optimization, all elements of Zk should strictly meet the constraints, guaranteeing that the
resulting structure model is geologically feasible [1].

3.3.1

Comparison with Non-Linear Least Squares

In order to compare the behavior of the proposed PDIP methods and the usual unconstrained
non-linear least squares for the optimization of Bouguer gravity anomalies, we apply both
approaches to a synthetic dataset for a two-bodied structure. This structure consists of
two contiguous (or dependent) bodies with density contrasts of 1000 and 1870 Kg/m3 . The
actual density distribution for this cross-section should have a strike, y (moving in and out
of the screen), of 100 Km, extending 4 Km in the x direction and 2 Km in the z direction.
We used a total of 11 gravity observation points (gravity stations) located on the surface
and separated every 1 kilometer. Three vertices portray the geometrical shape of body B1
while that of B2 contains 4 vertices. However, given that some of the vertices belong to both
bodies, we included an additional procedure in the algorithm to use only unique vertices for
optimization purposes (adjusting the calculations of individual contributions of vertices to
the total gravity anomaly and carrying out the calculations based on un-repeated vertices).
Out of the 7 vertices, we used 5 as the parameters for the inversion. Throughout the inversion
the x-coordinates remained constant while the z-coordinates moved freely vertically. For the
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inversion using PDIP methods, we used {∀zi ∈ Z : zi ∈ [−5, 0]}, such that the inequality
constraints associated with the two-bodied structure were: Z + 5 ≥ 0 and −Z ≥ 0. We did
not include any equality constraints for this example.
Figure 3.2 shows the gravity profiles and 2-D density distributions of (a) the initial structural model Z0 , (b) the final structural model obtained using an unconstrained non-linear
least squares approach, and (c) the final structural model obtained using our constrained
PDIP method approach.

Figure 3.2: Gravity profile and 2-D cross section corresponding to (a) an initially assumed
model for the inversion, (b) the final density structure model using an unconstrained NLSQ
approach, and (c) the final density structure model using PDIP methods for the inversion.
Table 3.1 shows the relative and residual errors associated with the final density structure
models obtained from each algorithm.
From Fig. 3.2, we can see that both methods seem to recover the actual gravity anomaly
values observed at each observation point. The residual error (a measure of the differences
between final calculated and observed gravity values) is 10−9 for the structural model recovered by the PDIP algorithm and 4x10−2 for the NLSQ algorithm; from these errors we
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Table 3.1: Results obtained from inversions using NLSQ and PDIP methods.
Obj. Function rms Residual error
Initial
29207.16
3.58
3.75
NLSQ
3.32
1.76
4x10−2
PDIP
6.72x10−9
10−9
10−9
can say that although the results from the NLSQ method are indeed very good, the PDIP
method recovers the exact observations associated with the target density structure model.
On the other hand, comparing the final density structure models for both inversion methods
to the actual parameter values Z ∗ associated with the target geological structure, the relative
error – rms – (a measure of the difference between Z ∗ , and each optimization’s final density
structure model) related to ZP DIP is zero, while that of the ZN LSQ is 1.76. Moreover, from
the bottom parts of Fig. 3.2(b) and 3.2(c) we can see that some of parameters in ZN LSQ
are outside the boundary conditions {∀zi ∈ Z : zi ∈ [−5, 0]} (which could be expected since
this method does not include any constraints) and far away from the values of Z ∗ (included
in the xz planes at the bottom of Fig. 3.2(b) and 3.2(c) as the dotted red lines) while the
parameters ZP DIP coincide with those of Z ∗ at all points.
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Figure 3.3: Iteration Vs. value of the objective function for both NLSQ and PDIP
methods algorithm.
Another advantage of the optimization using PDIP methods is its fast convergence to the
final model. Figure 3.3 shows the the number of iterations versus the value of the objective
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function for both the NLSQ and the PDIP methods for this particular example. While the
NLSQ algorithm takes almost 600 iterations to converge to the final density structure model
(since it looks at all possible solutions even if they are outside the boundaries) and has a final
objective function of 3.32, the PDIP algorithm takes 20 iterations to converge to a solution
with a final objective function of 6.72x10−9 .
For this particular example the polygonal prisms of the two bodies are relatively simple
(using only a few vertices), nonetheless, the representation used to depict different geological
anomalous bodies may contain any finite number of vertices. Using too many sides to
represent a body can help to better model the structure while too small a number can
compromise the final result or produce unacceptable solutions. However, total computation
time increases with the number of vertices, hence, the trade-off should be considered when
prioritizing desired outcomes from the optimization.
From the results we can say that the inclusion of inequality constraints in our formulation
forced the inversion using PDIP methods to stay in the feasible region (below the surface)
while minimizing the residual between observed and calculated gravity anomalies (a feature
not accomplished by the NLSQ approach whose final structural model was a spurious solution
outside the physical constraints for the optimization problem).

3.3.2

Synthetic Examples

We implemented our constrained optimization using PDIP methods for three different synthetic models with varying complexity. We start with a simple geometrical representation
for a sedimentary basin and move to two multi-interfaced continuous structures with higher
intricacies in their density distribution and body inter-dependence. The results of these
implementations are included here.
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Sedimentary Basin
The sedimentary basin model has densities 2670 kg/m3 for granite and 2960 kg/m3 for
greenstones. The density structure model representing this region has a strike, y, of 100 Km
(in and out of the screen), extends 50 Km in the x direction, and 2 Km in the z direction.
A total of 51 gravity observation points located on the surface every 1 Km helped us to
determine the density distribution of the subsurface. We used 20 vertices to model body B1,
some of them shared with body B2 which has a total of 19 vertices. Two additional bodies
(endbodies B3 and B4) with four vertices each, were used during the inversion to improve
the accuracy at the endpoints. From the total 47 vertices used to calculate the total gravity
signature at each observation point on the surface, 27 non-repeated vertices were used as the
parameters for the inversion. Throughout the inversion, the x-coordinates remained constant
while the z-coordinates moved freely vertically. For this dataset, {∀zi ∈ Z : zi ∈ [−2, 0]} such
that the inequality constraints were: Z +2 ≥ 0 and −Z ≥ 0. The equality constraints related
to the vertices on the surface and end-body structures and may have forced z-coordinates to
remain constant during the inversion in order to ensure a feasible boundary representation
for all bodies.
Figure 3.4(a) shows the hypothetical model of the sedimentary basin and the gravity
observations corresponding to each gravity station. Figure 3.4(b) shows the initial 2-D
model for the basin, its gravity signature, and hypothetical gravity observations while 3.4(c)
shows the final model obtained using our PDIP method as part of the optimization, its
gravity signature, and the hypothetical gravity observations (densities are in kg/m3 ).
Figure 3.5 contains (a) the final and hypothetical (shown as dotted red lines) density
models for the sedimentary basin, (b) the observed and final calculated gravity profiles,
and (c) the residuals between final calculated and observed gravity values for each station
(G(Z) − A).
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Figure 3.4: Gravity profiles and cross sections for: (a) the hypothetical, (b) the initial, and
(c) the final density structure models for the sedimentary basin.

a) Observed and Final Calculated Gravity Profiles
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Figure 3.5: (a) Final inversion and hypothetical density structure models. (b) Observed and
final calculated gravity profiles. (c) Residual at each station.
Table 3.2 contains the relative (rms) and residual errors from the implementation of the
PDIP method with the initial density structure model shown in Fig. 3.4(b).
Considering the non-uniqueness inherent to gravity inversion problems, starting the al-
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Table 3.2: Initial vs. final values for sedimentary basin structure
Objective Function
rms
Residual error
Initial
1020.0901
1.9284
0.4450
−3
−2
PDIP
1.77x10
5.92x10
6x10−4
gorithm with a different initial density structure may result in different final values for Z.
Figure 3.6 shows the initial Z values for the vertices associated with ten different density
structure models. All colored ‘+’ signs of the same color represent the depths to the vertices
for a particular starting density structure model Z0 while the black dots represent the actual
Z ∗ values shown as a reference. The inequality constraints remained the same for all the
inversions ({∀zi ∈ Z : zi ∈ [−2, 0]}). The algorithm shifted all initial values for Z outside
the constraints to the feasible region in the first iteration.
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Figure 3.6: Different starting values of the vertices used in the sedimentary basin model.
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Figure 3.7 contains the final Z values obtained from the 10 inversions which are compared
to the values of Z ∗ associated with the actual synthetic profile. All ‘+’ signs of the same
color represent the depths to the vertices for a particular final density structure model Z
obtained from the inversion; the black dots represent Z ∗ (actual parameter values).

Sedimentary Basin 10 Different Final ZPDIPValues
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Figure 3.7: Final values for Z obtained from the inversion of the ten initial density structure
models Z0 shown in Fig. 3.6
As shown in Fig. 3.7, most inversions converged to the actual parameter values Z ∗ although they had different initial density structure models Z0 . Those final density structure
models Z that did not converge to Z ∗ still had an objective function F (Z) below 10−4 .
Figure 3.8 includes the initial calculated gravity profiles associated to our ten initial
structural models and the final calculated gravity profiles obtained from the parameter values
of Z resulting from the inversions. In this figure we can see that although none of the initial
calculated gravity profiles associated with the ten initial density structure models in Fig. 3.6
coincide with the “observed” gravity anomaly at each station, all the final calculated gravity
profiles do concur.
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Sedimentary Basin 10 Initial Calculated Gravity Profiles G(Z0)
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Figure 3.8: (a) Initial gravity profiles associated with starting Z values shown in Figure 3.6.
(b) Final gravity profiles obtained from the inversions.
Multiple Bodies Continuous Structure
The second structure consisted of seven inter-dependent bodies with varying density contrasts
going from −200 to 700 Kg/m3 . The density structure for this multi-bodied cross-section had
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a strike, y, of 100 Km, it extends 2 Km in the x direction, and 1 Km in the z direction. We
used 21 surface gravity observation points separated every 100 meters. Bodies B1 through
B7 had a total of 43 vertices (6, 8, 4, 10, 4, 6, and 5 respectively). To improve accuracy at the
end points, we included two endbodies (B8 and B9) of four vertices each. We used 24 unique
vertices as parameters for the inversion. Only the z-coordinates (Z) varied freely during the
inversion. We had inequality constraints: {Z + 1 ≥ 0, −Z ≥ 0}. The equality constraints
used for this example related to the vertices on the surface and end-body structures and
may have forced z-coordinates to remain constant during the inversion. Figure 3.9 shows
(a) the hypothetical model and its corresponding gravity observations, (b) the initial model,
its gravity observations, and the hypothetical (actual) gravity observations, and (c) the final
model obtained from the optimization, its gravity signature, and the hypothetical gravity
observations.
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Figure 3.9: Gravity profile and 2-D cross section corresponding to (a) the hypothetical,
(b) the initially assumed, and (c) the final density models for the multi-bodied continuous
structure.
The final 2-D density model obtained from the inversion does not depict the hypothetical
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density distribution model exactly (bottom parts of Fig. 3.9(c) and (a)). However, their
corresponding gravity signatures concur almost totally. Although lateral bodies B1 and B7
have been completely recovered, the rest of the structure is close but not quite the expected
result. Table 3.3 contains the relative (rms) and residual errors for the implementation of
the PDIP method with the initial density structure shown in Fig. 3.9(b).
Table 3.3: Initial vs. final values for multi-bodied structure
Objective Function
rms
Residual error
Initial
213.3410
1.8773
1.3242
PDIP
2.31x10−3
4.07x10−1
4.40x10−3
Figure 3.10 contains (a) the final and hypothetical (shown as dotted red lines) density
models, (b) the observed and final calculated gravity profiles, and (c) the residuals (G(Z)−A)
for each station associated with this multi-bodied structure.
a) Observed and Final Calculated Gravity Profiles
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Figure 3.10: (a) Observed and final calculated gravity profiles. (b) Residual at each station.
We implemented our algorithm with ten different initial models Z0 . Figure 3.11 shows
the values of all vertices associated with the initial density structure models (actual Z ∗ values
are shown for reference). All inversions had boundaries given by {∀zi ∈ Z : zi ∈ [−1, 0])}
(notice that some of the parameters associated with the initial density structure models Z0
lie outside the constraints).
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Figure 3.11: Different Z0 used in the inversion of a multi-bodied structure (with end-bodies).
Figure 3.12 contains the final Z obtained from each inversion and the parameter values
Z ∗ associated with the hypothetical (actual) density structure model.
Multi−bodied Structure 10 Different Final ZPDIP Values
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Figure 3.12: Final values for Z obtained from the inversions.
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1.8

2

Figure 3.13 shows (a) the calculated gravity profiles associated to our ten initial models
(the “observed” gravity profile associated with Z ∗ is included as reference) and (b) the final
calculated gravity profiles obtained from the Z resulting from all inversions.
Multi−bodied Structure 10 Initial Calculated Gravity Profiles G(Z0)
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Figure 3.13: (a) Initial gravity profiles associated with starting values shown in Fig. 3.11.
(b) Final gravity profiles obtained from all inversions.
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All final values for Z obtained from the inversions meet the constraints (Fig. 3.12);
most of these parameter values although clustered close to the actual Z values but do not
reach them. Moreover, most of them did not recover the synthetic density structure even
though their final calculated gravity profiles closely resemble the “observed” gravity profile
(Fig. 3.13b) (e.g. the final values of their objective function, F (Z), were close to or below
the tolerance 10−4 ).
Multi-layered Structure
The last synthetic structure consisted of six inter-dependent bodies representing a 3 layer
fault. The densities associated to this example range from 0 to 2000 Kg/m3 . The density
distribution model has a strike (y) of 100 Km, extends 20 Km in the x direction, and 5
Km in the z direction. We used a total of 21 surface gravity observation points (separated
every 1 Km) to model the density distribution. This model has bodies B1 through B6 and 7
endbodies (not included in the figures but used for the total gravity calculation). We used
55 unique vertices as variables in the inversion from the total 112. Only the z-coordinates
varied freely within the feasible space given by {∀zi ∈ Z : zi ∈ [−5, 0]}. Equality constraints
related to the vertices on the surface and end-body structures and may have forced some of
the z-coordinates to remain constant throughout the inversions.
Figure 3.14 contains (a) the hypothetical model of the fault and the corresponding gravity
observations for each gravity station, (b) the initial 2-D model for the fault, its gravity
signature and the hypothetical gravity observations, and (c) the final model obtained from
the inversion, its gravity signature, and the hypothetical gravity observations. The final 2-D
density structure model recovered from the inversion differs slightly from the hypothetical
density model (bottom parts of Fig. 3.14(c) and Fig. 3.14(a) respectively), even though the
hypothetical and final calculated gravity profiles are practically the same.
Table 3.4 contains the relative (rms) and residual errors for the implementation of the
PDIP method with the initial density structure shown in Fig. 3.14(b).
Figure 3.15 shows (a) the final and hypothetical (dotted red lines) density structure
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Figure 3.14: Gravity profile and 2-D cross section corresponding to (a) the hypothetical, (b)
initially assumed (for inversion), and (c) the final models for the fault.
Table 3.4: Initial vs. final values for multi-layered structure
Objective Function
rms
Residual error
Initial
2549.96
1.5324
2.5089
−3
−1
PDIP
1.61x10
4.18x10
2.0x10−3
models, (b) the observed and final calculated gravity profiles, and (c) the residuals for each
station.
In order to show the effect of non-uniqueness on this problem, we implemented the
optimization algorithm with ten different initial models Z0 . Figure 3.16 shows the values of
these initial density structure models. All ‘+’ signs of the same color represent the depths to
the vertices for a particular starting model Z0 while the black dots represent the Z ∗ values.
The boundaries and their corresponding inequality constraints remained the same for all the
inversions: {∀zi ∈ Z : zi ∈ [−5, 0]}. Notice that some of these initial values for Z0 lie outside
the boundaries; these values get shifted to the feasible region within the boundaries by the
algorithm.
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a) Observed and Final Calculated Gravity Profiles
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Figure 3.15: (a) Final inversion and hypothetical density structure models, (b) observed and
final calculated gravity profiles, and (c) residual at each station.
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0

1

0
Actual Z*
Initial Zo 1
Initial Zo 2
Initial Zo 3
Initial Zo 4
Initial Zo 5
Initial Zo 6
Initial Zo 7
Initial Zo 8
Initial Zo 9
Initial Zo 10

z (Km)

−1

−2

−3

−4

−5

−6
0

2

4

6

8

10

12

x (Km)

14

16

18

20

22

24

Figure 3.16: Different starting values of the vertices used in the faulted layers model.
Figure 3.17 contains the ten final Z models obtained from the inversions and Z ∗ values
associated with the synthetic profile. Analyzing the results shown in Fig. 3.17, we can see
that all the final values for Z obtained from the inversions meet the constraints and are
actually very close to the actual Z ∗ (black dots in the figure), however, most of these values
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Figure 3.17: Final values for Z obtained from the inversion of profiles in Fig. 3.15.
do not reach them. Therefore, most of the density structure models resulting from the
inversion did not recover the synthetic density structure even though their final objective
function values were close to or below the tolerance. Zooming in to the individual values for
the parameters in Z in Fig. 3.17, we can clearly see that most of them form small clusters
within the model of the structure; therefore, even though we do not have convergence to the
actual model, the majority of our inversions converged to the same values of Z even when
starting from different Z0 values.
Figure 3.18 includes (top) the calculated gravity profiles associated to our ten initial models Z0 and the “observed” gravity profile to be recovered and (bottom) the final calculated
gravity profiles obtained from the ten final Z models coming from the inversions.
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Figure 3.18: (a) Initial gravity profiles associated with starting values shown in Fig. 3.16.
(b) All final gravity profiles obtained from the optimizations.
We applied an unconstrained NLSQ algorithm to the initial density structure models
shown in Fig. 3.4(b), Fig. 3.9(b), and Fig. 3.14(b). Table 3.5 shows the rms and residual
errors obtained when applying NLSQ for the inversion of these synthetic examples.
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Table 3.5: Final results from the inversion using NLSQ for our synthetic problems.
Example NLSQ Obj. Function rms Residual error
Sed. Basin
1020.08
1.93
4.45x10−1
Multiple Bodies
1.30x10−1
1.26
3.27x10−2
Faulted Layers
2549.97
1.53
2.51

3.3.3

Noisy Synthetic Examples

We added realistic noise to the data (random Gaussian noise) to the vector of gravity anomaly
observations A in order to check the robustness of the method. The most common interferences in gravitational datasets are often caused by ambient, geologic, and cultural conditions
(e.g. spatial variations in density, earthquakes, earth tides, extreme temperatures, vibration
of vehicles, heavy equipment, etc.). We used 2.5%, 5%, and 10% noise levels added to the
observed gravity anomalies A (or the actual gravity anomalies G(Z ∗ ) obtained from the evaluation of the forward operator at the actual density structure model). The initial density
structure models, and equality and inequality constraints remained the same as in part (b)
in Fig. 3.4, 3.9, and 3.14.
Figures 3.19 through 3.21 illustrate the numerical results for five tests performed for each
noise level: parts (a), (c), and (e) show the final density structure models recovered with the
from the inversions while parts (b), (d), and (f) show their corresponding final calculated
gravity anomalies.
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(a) 2.5% Noise Final Z Values

(b) 2.5% Noise Final Calculated Gravity Profiles
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(d) 5% Noise Final Calculated Gravity Profiles
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(f) 10% Noise Final Calculated Gravity Profiles
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Figure 3.19: Sedimentary basin structure inversion results using gravity anomaly datasets
with noise levels 2.5%, 5%, and 10%.
The density structures were well characterized by the PDIP method aided with the use
of constraints in the inversion formulation. Out of the three structures, the sedimentary
basin was the most affected by the addition of random noise; given that the range of gravity
anomaly values for this cross-section was between [−110, −70] mGals such that the noise
represents a change between 7 and 11 mGals for each station. The sedimentary basin representations recovered by the inversion algorithm for all noise levels are very close to the
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(b) 2.5% Noise Final Calculated Gravity Profiles

(a) 2.5% Noise Final Z Values
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Figure 3.20: Multiple bodies’ structure inversion results using gravity anomaly datasets with
noise levels 2.5%, 5%, and 10%.
actual density structure given by Z ∗ ; moreover, their corresponding final calculated gravity
anomalies are very close to the actual values G(Z ∗ ).
Contrary to intuition, the complexity associated with both the multi-bodied and faultedlayers structures did have a great impact on the inversion results for the noisy datasets.
Moreover, the use of physical constraints on the parameter values of Z helped us to stabilize
the algorithm and keep the final density structure models in the feasible region.
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(a) 2.5% Noise Final Z Values

(b) 2.5% Noise Final Calculated Gravity Profiles
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Figure 3.21: Faulted layers structure inversion results using gravity anomaly datasets with
noise levels 2.5%, 5%, and 10%.

3.4

Discussion

We implemented Primal-Dual Interior-Point methods in our optimization scheme for the
inversion of Bouguer gravity anomaly datasets. We used this approach in conjunction with
a 2-D polygonal prisms’ forward model for the imaging of the Earth’s shallow subsurface.
Using both equality and inequality constraints helped reduce the solution space by advancing towards an optimal solution while moving within its interior feasible region. The use
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of a perturbation parameter, a merit function based on the barrier problem, a line search
sufficient decrease condition for the merit function, and additional techniques within the
optimization of our constrained minimization problem allows us to ensure that our sequence
of approximate linear minimization problems will iteratively and efficiently converge to an
optimal solution. Unlike conventional non-linear least squares inversion methods, using a
constrained optimization scheme allows us to ensure that the final 2-D density distribution
models conserve their integrity and meet the boundary and structural conditions associated
to the area. The formulation of the primal-dual system allows us to work with a symmetrical system (3.10) that is considerably better conditioned with respect to the original
non-symmetric and usually highly indefinite system (3.9). Furthermore, additional modifications can be performed to our system of equations to reduce its size and improve its
performance [55].
We applied our MATLAB algorithm to three synthetic examples with varying body interdependence and complexity levels. The use of a priori information by adding physical bounds
over our body parameter Z coming from the known structure (both seismic and non-seismic
datasets in real life applications) makes the inversion more stable and reliable, reduces the
model space, and avoids spurious solutions that although geologically unfeasible still satisfy
the imposed mathematical conditions (e.g. minimization of the objective function). We
used relative and residual error measurements comparing the final and initial structural
models for different examples to determine the effectiveness demonstrated by our algorithm
in terms of the recovery of the actual density distributions. We tested the nonuniqueness
inherent to this type of information by running our algorithm using different initial density
structure models Z0 for each optimization. The use of built-in MATLAB functions within
our algorithm allows us to have starting density structure models Z0 with elements outside
of the boundaries; those unfeasible values are moved to the feasible region during the first
iteration.
In order to validate our results, we compared the final structural models Z and their
corresponding calculated gravity profiles obtained from using our constrained optimization
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approach with those coming from a conventional unconstrained formulation using non-linear
least squares. Under a variety of conditions, the inversions using PDIP methods were found
to be more robust when compared to their NLSQ counterpart mainly due to the substantially
improved conditions obtained from the a priori equality and inequality model constraints.
The physical bounds included in the formulation of this problem helped us to bound the
variability of the model parameter, Z, which reduced the model space to avoid spurious
solutions that may minimize the objective function while being physically unfeasible. In
order to improve the convergence to an optimal model that further minimizes the objective
function and residuals, additional analysis to find the “ideal” perturbation parameters, merit
function, and line search sufficient decrease conditions should be performed.
All our synthetic representations suffered from the non-uniqueness inherently associated
to gravity anomaly inversions which affected our final results. The higher inter-dependence
within the bodies in some of the density structure models may have played a role in the final
results. Notice that the bounds used for the values of Z covered a fairly large range and
the effect of small changes in the physical characteristics of a body may greatly affect its
gravity signature; therefore, tighter individualized constraints for each vertex may help us
converge closer to the hypothetical density structure model, Z ∗ , rather than going to a nonoptimal feasible solution (as was the case for the NLSQ algorithm). However, placing too
many constraints on the parameter values would further reduce our feasible region making
it harder to locate a feasible solution which also minimizes the objective function.
In this paper, we focused on the use of PDIP methods for the inversion of 2-D Bouguer
gravity anomalies, however, the technique may also be used for the optimization of 3-D
Bouguer gravity anomalies for the location and delineation of ore bodies and additional
anthropogenic features in archaeological prospecting through the implementation of a rectangular prisms algorithm as a forward model. Furthermore, the general technique can be
extended to a wide variety of other geophysical data sets for which adequate a priori knowledge exists by applying the optimization algorithm to the joint inversion of distinct complementary datasets [49, 70]. The current limits for the applicability of this method to big
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problems lay mainly on the reliability of gravity datasets and their resolution. Given the
nonuniqueness associated to this type of datasets, it is important to employ other geological
or geophysical information in order to draw definite conclusions about the area under study.
Due to their reliability, resolution, and stability, different seismic datasets are often used in
conjunction with gravity. As stated previously, the existence and uniqueness of a solution,
and the stability of the solution process are essential elements of inverse problems; hence,
we have to guarantee that these conditions exist even when integrating disparate data sets
in the joint inversion (relating both types of datasets through a common structure [50] or
similar structural variations of different medium properties [23]).
Future work will focus on the inclusion of this methodology into a joint inversion scheme
for the inversion of gravity anomalies and compatible seismic datasets (i.e. receiver functions
and surface wave dispersion data [42, 43, 48]). Adding explicit constraints of the physical
structures within the Earth into our inverse problem formulation will help us to enforce
structural similarity [23, 29, 70, 71] to improve the stability of our joint inversion scheme.

3.5

Conclusions

We present a constrained formulation for the inversion of Bouguer gravity anomalies solved
using Primal-Dual Interior-Point methods. We show that a priori geological and/or geophysical information can be added into the objective function through the inclusion of explicit
equality and inequality physical constraints. This approach helps to reduce ambiguities raised
by the inherent non-uniqueness of gravity datasets. Our work consists in the application of
well-known constrained optimization techniques (developed by the optimization community)
to this popular geophysical inverse problem often solved using alternative methods. Given
the ease of use of our MATLAB algorithm and the behavior of our inversion method we believe that our approach provides a good alternative for the optimization of Bouguer gravity
anomalies.
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Chapter 4
Optimization for the Inversion of
Gravity Anomalies: Copper Flat
Mine, NM
4.1

Introduction

In Chapters 2 and 3 we introduced algorithms for the generation of 2-D density structure
profiles using a polygonal prisms forward modeling technique and the use of Primal-Dual
Interior-Point methods for the optimization of Bouguer gravity anomalies. In this chapter,
we apply our optimization algorithm to solve the geophysical inverse problem associated with
the gravity field data obtained from the area surrounding the Porphyry Copper-Molybdenum
(Cu-Mo) Copper Flat mine in Sierra County, New Mexico. A preliminary optimization of
the dataset was implemented and reported in Chapter 2; in this chapter, we apply the
mathematical techniques reported in Chapter 3 and show the results from the optimization.
We used the additional geophysical information obtained from previously deployed induced
polarization surveys and core samples from the area to add physical equality and inequality
constraints in our optimization. Our final goal is to improve the correspondence between
the observed and final calculated gravity anomalies obtained from the region while keeping
our density structure model feasible based on the information obtained from the additional
geophysical data.
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4.2

Methodology

The widespread use of many different geophysical techniques has made the modeling of the
Earth’s subsurface possible for its exploration and study. Each geophysical technique has its
own strengths and weaknesses related to its application, instrumentation capabilities, data
interpretation, depth penetration, sensitivity, resolution, and cost. Non-seismic techniques
can be divided into two main categories: passive and active methods. Passive methods detect
changes in the Earth’s distribution (anomalies) with respect to a particular physical property
without the introduction of any energy but rather analyzing the behavior of the Earth’s
potential gravity and magnetic fields. These techniques include magnetometry, gravity, and
magnetotellurics [79]. Non-seismic active methods introduce energy into the ground and then
identify the response generated by the subsurface. Active methods include direct current
(DC) resistivity, induced polarization (IP), and electromagnetics (EM). DC and IP methods
allow the determination of the distribution of the low-frequency resistive and capacitive
characteristics of the subsurface (respectively); EM techniques can evaluate the travel time
or the amplitude of electromagnetic waves introduced to the subsurface [6]. Responses
measured in active techniques relate to the differences in the lithology, pore fluid chemistry,
and water content of the subsurface [6]. For the most part, the theoretical frameworks for
the implementation of each technique have been established, data processing tools are widely
available, surveys are easy to carry out, and instrumentation is inexpensive.
Most geophysical surveys suffer from inherent non-uniqueness. Instruments used to measure non-seismic geophysical techniques are very powerful and provide good raw data; however, problems arise from the interpretation of the data, where methods involving educated
estimations, geological assumptions, and/or calculated correlations can lead to inaccuracies.
Non-intrusive geophysical methods are often used as preliminary results before additional
seismic or non-seismic investigations are carried out. Investigators decide which geophysical
datasets are the most benefitial by analyzing the strengths and weaknesses related to each
method, the resolution and accuracy desired for the final models, and the feasibility and cost
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of their implemention.
We focus on the modeling, manipulation, and analysis of four 2-D cross sections depicting
the density distribution of the area surrounding the Copper Flat mine pit. In order to improve
the correspondence between observed and calculated gravity anomalies for the initial density
structure models introduced in Chapter 2, we use interior point methods for the inversion of
Bouguer gravity anomalies.
The forward operator associated with the optimization scheme uses the polygonal prisms
algorithm and the modifications shown in [12, 56, 74, 89]. In this formulation, we use a number of n-sided polygonal prisms to portray the density structure models associated with our
2-D density profiles. In (2.3) and (2.4) (Section 2.4.2) we defined the total gravity anomaly
measured at an observation point on the Earth’s surface as the sum of the contribution of the
line integrals of all sides of all the bodies used to depict the subsurface density distribution
in the 2-D cross-section:

∆gz = 2γ

l 
X
j=1



 s
nj  
X
zi+1 − zi
xi+1 2 + zi+1 2
B (θi − θi+1 ) +
∆ρj
,
ln
xi+1 − xi
xi 2 + xi 2
i=1

(4.1)

where l is the total number of polygons used in the model, ∆ρj is the density contrast
associated to the jth polygon, nj is the number of vertices in the jth polygon, with
 
(xi+1 − xi )(xi zi+1 − xi+1 zi )
−1 zi
B=
and θi = tan
.
(xi+1 − xi )2 + (zi+1 − zi )2
xi
Total gravity anomalies related to the density distribution model are calculated for each
one of the observation points on the surface, saved in vector G(Z) such that Gi (Z) = ∆gz i
for i = {1, 2, . . . , m}, and compared to the observed gravity anomalies A recorded at each
gravity station (after they have been corrected and only the Bouguer gravity anomalies
related to the subsurface density distribution remain). In this notation i refers to the ith
gravity station and is not associated with the i in (4.1).
The optimization of this geophysical problem involves the minimization of the objective
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1
function F (Z) = kG(Z)−Ak2 (the residual function) as introduced in section 3.2.4. Assum2
ing constant density contrasts, the optimization problem requires the use of nonlinear inverse
methods to establish the physical characteristics (depths from the surface to each vertex in
the polygonal prisms configuration) associated with multi-interfaced Earth structures.

4.2.1

Primal-Dual Interior-Point Methods

The inverse problem associated with the dataset of Bouguer gravity anomalies A ∈ Rm
consists of finding the unknown density structure model Z which provides the best approximation of the actual geology of the area, Z ∗ , such that the difference between G(Z) and A
(observed gravity anomalies associated to Z ∗ ) is as close to zero as possible. That is

min
Z

1
1
kG(Z) − Ak2 2 = min kR(Z)k2 2 ,
Z
2
2

(4.2)

Using the framework for the optimization of Bouguer gravity anomalies using PDIP
methods as proposed in Chapter 3, we solve the symmetric primal-dual system (3.10)
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where Σ = S −1 YI with YI = diag(y1 , y2 , . . . , yp ) and ∇2 LZZ is the Hessian of the Lagrangian.
From (3.15), the new parameter values for each iteration are calculated using
Zk+1 = Zk + αs ∆Z,
sk+1 = sk + αs ∆s,
yE k+1 = yE k + αyI ∆yE ,
yI k+1 = yI k + αyI ∆yI .
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For additional details regarding the implementation of this algorithm for the optimization
of the Bouguer gravity anomalies see Chapter 3.

4.3

Results

The best fitting density distributions previously shown in section 2.4.3 were obtained from
the iterative manipulation of the thicknesses, densities, and geometrical shapes of each of
the bodies in the four 2-D density profiles. The “trial and error” technique used to get the
final density structure models (Figs. 2.9 through 2.12) was time consuming and although the
final models actually decreased the residuals, and hence the objective function, we propose
the use of computational optimization techniques which provide almost immediate results.
Our main goal is to improve the correspondence between observed and calculated gravity
anomalies at each observation point on the surface for each 2-D profile through an automated
algorithm and delineate the shallow substructures surrounding the Porphyry Cu-Mo Copper
Flat mine field.

4.3.1

Copper Flat Mine Dataset

The Copper Flat mine lies on the edge of the Cretaceous aged, Arizona-Sonora-New Mexico
porphyry copper belt in the transition zone between the Colorado Plateau and the Basin
and Range province along the west edge of the Rio Grande Rift [45, 82]. A product of
magmas generated during the subduction of the Farallon plate beneath the American Plate,
the copper prophyry deposits have evolved above a combination of granite, volcanic, and
clastic Proterozoic basement section of Paleozoic platform strata and a Mesozoic section
dominated by clastic and volcanic rocks of local derivation [83].
We collected 130 gravity field observations throughout the area surrounding the Porphyry
Cu-Mo mine field. The data acquired comprised high-precision observations obtained with
a LaCoste and Romberg gravity meter. We tied all stations to a gravity base located in
downtown Truth or Consequences, NM with an absolute gravity of 979,154.4 mGals. An
75

additional on-site base station near the mine pit was used for corrections (979,168.06). Corrections to the original observation dataset were applied to obtain the absolute and Simple
Bouguer gravity maps for the Copper Flat mine region shown in Figure 4.1 (previously
reported in Fig. 2.5).

Figure 4.1: (a) Absolute gravity map for CFM region (black circle is the base station) and (b)
Simple Bouguer gravity anomaly map with profile lines, main anomalies, and major faults.
We applied the terrain correction to the dataset shown in Fig. 4.1(b) to get the Bouguer
gravity anomalies ∆gB and used them to determine the different types of rocks (minerals)
and their approximate positions within the subsurface of the mine. A standard density of
2670 kg/m3 was used in the corrections to obtain the density contrast needed for the Simple
Bouguer gravity anomalies of the area. The stock of Copper Flat includes components
of granite, quartz monzonite, pyrite, and chalcopyrite, among others. Table 2.1 shows a
compacted list of the minerals associated with the Copper Flat area and their approximate
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densities.
For our optimization framework we used one of the intermediate density structure models
for Profile A-A0 (since all bodies should be in the initial model before the optimization algorithm starts) and the initial density distributions for Profiles B0 -B, C0 -C, and D-D0 (Fig. 2.8
parts (b), (c), and (d)) as initial density structure models. After applying the PDIP method
to the optimization of the four 2-D cross-section profiles, we obtained the results illustrated
in Figures 4.2, 4.4, 4.6, and 4.8. Part (a) of these figures shows the initial density model
while part (b) shows the final models obtained from the inversions. Figures 4.3, 4.5, 4.7,
and 4.9 show (a) the observed and final calculated gravity profiles, and (b) the residuals
(difference between observed and final calculated gravity anomaly) at each station.
Table 4.1 shows a summary of the results obtained from the application of PDIP methods
for the optimization of the 2-D cross sections associated with the CFM field.
Table 4.1: Summary of results.
Profile

# Vertices

Initial Obj. Func.

PDIP Obj. Func.

Residual Error

f0 −ff inal
f0

AA’

152 (71)

2.29726

2.01733

0.06

12.19e-2

B’B

123 (58)

10.04657

5.56405

0.11

44.62e-2

C’C

117 (59)

6.01158

3.22939

0.08

46.28e-2

D’D

151 (69)

7.61713

3.96329

0.08

46.75e-2
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(a) AA0 Copper Flat cross-section

(b) Stations residuals
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(a) B0 B Copper Flat cross-section

(b) Stations residuals
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(a) C0 C Copper Flat cross-section

(b) Stations residuals
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(a) DD0 Copper Flat cross-section

(b) Stations residuals
a) Observed and Final Calculated Gravity Profiles
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4.4

Discussion

We applied well-known PDIP methods for the optimization of Bouguer gravity anomalies
using physical constraints in the model parameters. We used initial density structure models
developed using information obtained from the deployment of induced polarization surveys
and the analysis of core logs from different sections surrounding the Copper Flat mine pit.
The main objectives of this implementation were to determine the feasibility of the use of
our optimization framework with real datasets and to improve the correspondence between
observed and calculated gravity anomalies for all 2-D density structure profiles.
With respect to the datasets for the four 2-D cross sections surrounding the Porphyry
Cu-Mo Copper Flat mine, we obtained numerical results that showed an improvement in
the characterization of gravity anomalies for all of the profiles. The physical constraints
included in the formulation of this problem helped us to bound the variability of the model
parameter, Z, which reduced the model space to avoid spurious solutions that may minimize
the objective function while being physically unfeasible. However, in order to improve the
convergence to an optimal model that further minimizes the objective function and residuals,
additional analysis to find the “ideal” perturbation parameters, merit function, and line
search sufficient decrease conditions should be performed. Taking into consideration the
non-uniqueness associated with each geophysical dataset, it is possible for data to be too
complex and not be interpretable. This could mean that the data is possibly erroneous or
may require additional more sophisticated processing and interpretation.
The optimization of all the 2-D density structure models was based only on the variation
of the z coordinates of all the vertices portraying the density substructures. Additional tests
using all x and z coordinates as parameters for the inversion can be implemented; however,
this type of mathematical framework is usually too expensive computationally given that
the number of variables involved in the optimization would double and a great number
of additional equality and inequality constraints must be added within the formulation to
ensure the stability of the structures (e.g. none of the bodies overlaps any other body within
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the structure).
An alternative to improve the density structure models for the area would be to implement
a joint inversion scheme for complementary datasets sampling the region of study. Given
the site conditions and the targets of our investigation, the optimal geophysical surveying
methods used in the joint inversion must be suited to detect the desired targets as anomalies,
must be appropriate for the conditions of the area (in particular the subsurface geology and
the ground surface), and must be complementary (e.g. gravity and magnetometry). For the
CFM region, non-seismic methods are the most common given the conditions of the mine
and its location; resistivity, gravity, and magnetic methodologies have been widely applied.

4.5

Conclusions

We applied a constrained optimization algorithm based on PDIP methods to solve the geophysical inverse problem associated with the gravity field data obtained from the area surrounding the Porphyry Copper-Molybdenum (Cu-Mo) Copper Flat mine in Sierra County,
New Mexico. We applied the mathematical techniques reported in Chapter 3 and showed
the results from the optimization. We used the additional geophysical information obtained
from previously deployed induced polarization surveys and core samples from the area to add
physical equality and inequality constraints to our inversion parameters. Our final goal is
to improve the correspondence between the observed and final calculated gravity anomalies
obtained from the region while keeping our density structure model feasible based on the a
priori additional geophysical data.
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Chapter 5
Joint Inversion of Gravity Anomalies
and Surface Wave Dispersion
5.1

Introduction

Previous chapters addressed the implementation of primal-dual interior point methods for
the inversion of Bouguer gravity anomalies using 2-D density structure models. We showed
the results obtained from the use of this approach in the optimization of both synthetic and
the Copper Flat mine datasets. We demonstrated that our approach can be considered an
efficient and robust alternative for the inversion of gravity anomalies. However, we have also
shown that the ambiguity associated with the inversion process (due to data quality, data
noise, and, more importantly, the inherent non-uniqueness of gravity datasets) remains a
challenge to overcome. High complexity of shallow geological structures in hard-rock exploration makes data processing and interpretation difficult. To address this complication, previous studies have shown that the use of more than one dataset in the inversion of geophysical
data can help to better constrain geological structures and increase the resolution of the final
models obtained from the optimization [23, 29, 34, 38, 39, 42, 47, 48, 50, 59, 70, 71, 77, 85].
Inverting gravity data jointly with a complementary dataset can help stabilize the inversion
and facilitate the construction of a common Earth model satisfying all the independent characteristics of the original datasets. However, the formulation and implementation of joint
inversion techniques involving more than one dataset constitutes a non-trivial task given the
need for additional forward operators, partial derivatives, and (when applicable) the use of
strong empirical relationships among the model parameters.
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The integration of multiple geophysical datasets has evolved throughout the years, going
from sequential cooperative inversion – in which an independently inverted dataset is used
to constrain a second one [39] – to different types of joint inversion, or simultaneous fitting,
of multiple datasets. In a joint inversion scheme, the multiple datasets may be sensitive to
the same physical property [34, 70], responsive to different physical properties but related by
an established analytic relationship [42], or responsive to different physical properties without an analytic relationship available between the properties (also called disparate datasets)
which instead enforce structural or compositional similarities between the property models
[23]. The different combinations of geophysical datasets found in the literature include: resistivity and magnetotelluric (MT) data, teleseismic travel times and gravity data, receiver
function and surface wave dispersion observations, surface wave group and phase velocities,
surface wave velocity and gravity data, among others. These schemes have been shown to
improve Earth models when compared to single inversion results. Seismic methods have
a much higher resolution potential compared to datasets coming from “potential” fields;
however, its resolution power decreases for complex shallow crust formations where techniques such as gravity, magnetics, resistivity, and electromagnetics resolve better. Successful
joint inversion frameworks should be consistent (all datasets sample the same propagating
medium), complementary (the jointly inverted model has better resolution than any of its
single inversion models), and well-posed (a unique solution to the minimization problem
exists within the solution space and its behavior changes continuously with the initial conditions) [34]. However, inherent non-uniqueness associated with the inversion of geophysical
datasets and the presence of spurious solutions geophysically unfeasible makes it necessary
to use a regularization or constrained optimization scheme.
In this chapter, we focus on the joint inversion of geophysical datasets sampling two
different physical properties (density and shear-wave velocity) with an established analytic
relationship between them. Our first dataset consists of gravity observation surveys that
focus on the variations in the Earth’s gravitational field due to the juxtaposition of rocks
of different densities. Since gravity anomalies decrease in amplitude with increasing depth,
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the greatest resolving power of gravity inversions is in the shallow crust [41]. The second
dataset comes from surface wave dispersion, and originates from the difference in traveling
velocities related to waves of different periods [69]. It has been proven that the sensitivity
of surface wave velocities to S-wave velocity is the most significant [34, 42]; as a result, parameters in inversion studies of surface wave dispersion usually relate to variations in shear
velocity with respect to depth. The resolving power of surface wave dispersion is in the deep
structures, where longer periods allow the energy to penetrate deeper (in the shallow crust
the complexity of the structure makes short periods difficult to measure). Combining the
resolving power in the shallow crust and the rock density constraints associated with gravity
anomalies and the resolving power in the deep crust and bounds for shear velocity associated
with the inversion of surface wave dispersion, we expect to recover a consistent 3-D shear
velocity-density structure model with an increased resolution in the shallow subsurface. The
coupling measures used are based on empirical relations proposed by Nafe and Drake (for
sedimentary rocks) and a linear Birch’s law (for denser basement rocks) [7, 51]. We characterize the Earth as a layered 3-D structure and use shear velocities as our model parameter.
We use physical constraints (to reduce our feasible region) into our optimization formulation using Primal Dual Interior Point (PDIP) methods. We conclude with a discussion of
the relevance of the parameters associated with our formulation in the performance of the
inversion method and the potential applications of our constrained optimization approach.

5.2

Methodology

In this section, we define the forward operators for each dataset and state the standard
formulation for the inversion of geophysical datasets.

5.2.1

Gravity Anomalies

Assuming the shape of the Earth is the reference ellipsoid and the distribution of density
inside the Earth is homogeneous, surface measurements of the gravitational acceleration
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(the observed gravity) would be the same as the theoretical gravity acceleration. However,
the Earth has a vast multifarious structure far from homogeneous; in order to compensate
for these differences, corrections to gravity observations should be calculated. The terrain,
Bouguer, and free-air corrections are used to compensate for the actual situation of the
gravity station given that it is usually not on the ellipsoid (additional details in Appendix
A). The differences between the corrected measured gravity and the theoretical gravity–
gravity anomalies– originate from the inhomogeneity of the Earth’s interior and are the
basis to understand the internal structure of the planet.
The Bouguer gravity anomaly, ∆gB is obtained by
∆gB = gobs + (∆gF A − ∆gBP + ∆gT + ∆gtide ) − gn

(5.1)

where, gobs is the measured gravity value, gn is the theoretical (or normal) gravity value
and the corrections used are free-air (∆gF A ), Bouguer plate (∆gBP ), terrain (∆gT ) and tidal
(∆gtide ).
Gravity anomalies result from the irregular distribution of density within the Earth. If
the density of rocks in an anomalous body is ρ and the density of the surrounding rocks is
ρ0 , the density contrast of the body with respect to the surrounding area is the difference
∆ρ = ρ − ρ0 [41]. Anomalous bodies with higher density than host rock have positive density
contrasts while bodies with lower density than host rock have negative density contrasts. A
positive gravity anomaly is obtained over high-density bodies where the measured gravity
is augmented; likewise, negative anomalies result over low-density bodies [41]. Therefore,
analyzing the sign of an anomaly helps to determine the sign of the density contrast and
whether the density of the body should be higher or lower than normal. Gravity anomalies
depend directly on the dimensions, density contrast, and depth of the anomalous bodies
within a region. The apparent “wavelength” of an anomaly refers to its horizontal extent and
can be used to determine the depth of its anomalous mass [41]. Usually, a Bouguer gravity
anomaly map contains superposed anomalies coming from several sources (in a 3-D sense).
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Long-wavelength anomalies (caused by deep density contrasts) called regional anomalies
relate to large-scale structures of the Earth’s crust such as mountain ranges, oceanic ridges
and subduction zones. Short-wavelength anomalies (due to shallow density constrasts) called
residual anomalies often relate to shallow anomalous masses such as near-surface mineralized
bodies [41]. Although this can be helpful to model the density distributions of the subsurface
and determine the approximate location of the sources (since large deep bodies are often
associated to broad long-wavelengths and low-amplitude anomalies while shallow bodies
associate with narrow short-wavelength and sharp anomalies), extra information coming
from seismic surveys or drilling is necessary to resolve the fundamental ambiguity associated
to detailed gravity interpretation (non-uniqueness).
For a detailed 3-D modeling of the Earth’s density substructure, we use a rectagular
prisms forward model commonly found in the literature [56, 76].
Rectangular Prisms Algorithm
The gravity anomaly ∆g measured at a point P (x, y, z) in a 3-D region, V , due to the density
anomaly ∆ρ is given by
Z
∆g(x, y, z) = γ
V

z0 − z
∆ρ(x0 , y 0 , z 0 ) dx0 dy 0 dz 0
r3

(5.2)

where γ = 6.673848x10−11 Nm2 /kg2 (universal gravitational constant), r is the geometrical
distance between the origin (the point where we calculate the anomaly) and the location of
the anomaly (x0 , y 0 , z 0 ), and ∆ρ is the density contrast. More than one density contrasts can
be associated with the volume in (5.2) which would make the analytical computation of this
integral difficult. However, any realistically shaped geologic body or topographic feature can
be modeled using a finite configuration of blocks composed of prisms of various dimensions
and densities [76]. Figure 5.1 illustrates the scheme proposed by [52, 56, 76] to calculate the
3-D density structure model of a definite body using rectangular prisms of constant depth
and varying density.
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Figure 5.1: Parallelepipeds scheme for the calculation of the corresponding vertical component of its gravity anomaly at P [52, 56, 76].

Fig. 5.1 contains eight parallelepipeds of the same length, height, and width; these
magnitudes can be changed as desired to better depict the anomalous bodies. Converting
our density structure model into prisms of constant density, the contribution to the vertical
component of the gravitational attraction (as measured at station P located at the origin)
due to each parallelepiped is given by

2
X








xi y j
−1
gz = γρ
s zk tan
− xi ln Rijk + yj − yj ln Rijk + xi
z
k Rijk
i,j,k=1
(following [56, 52, 74]), where Rijk

(5.3)

q
= x2i + yj2 + zk2 , s = si sj sk , s1 = −1, and s2 = 1.

The total gravity anomaly measured at a given observation point on the surface, Q(m, n),
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is computed through the addition of all contributions of all prisms in the model

∆gz (m, n) =

m X
n
X

gmn

i=1 j=1

where (m, n) is the position of the observation point in the grid constructed to model our
region V (Figure 5.2 shows the position of the station Q).

Figure 5.2: Observation point Q(m, n) positioned in a grid of region V ; its total gravity
anomaly is the addition of all contributions of all prisms with respect to their relationship
to Q.

With this scheme, we can approximate complex irregular structure models of any shape
using rectangular prisms with small enough physical proportions to accurately portray the
original anomalous body. This approach allows us to easily compute, analytically, accurate
gravity anomalies for any arbitrarily shaped 3-D model (easier to do than the volume integral
(5.2)) [43, 52, 76]. The Bouguer anomaly of the model is then a function of the differences in
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density between the background and the parallelepipeds, their dimensions, and their location
with respect to the gravity stations.
The inverse problem associated with this geophysical dataset consists in finding the appropriate density distribution of the Earth’s substructure to infer the causal factors that
produce a set of observations using those measurements of its gravity field (obtained at the
gravity stations on the surface).

5.2.2

Surface Wave Dispersion

Usually the most dominant energy observed in seismograms, surface waves are the large
longer-period waves (arriving after the P and S waves) whose energy concentrates near the
Earth’s surface [69]. The dispersion of surface waves originates from the waves of different
periods traveling at different velocities; therefore, surface wave arrivals show up as arrivals
spread out in time [69]. Dispersion of surface waves depends on shear wave velocity (Love
waves) or both compressional and shear wave velocities (Rayleigh waves), and the density
of the media [10, 69, 34]. However, it has been proved that the sensitivity of surface wave
velocities to S-wave velocity is the most significant [34, 42] (when compared to its sensitivity
to P (compressional) wave velocity and density); as a result, parameters in inversion studies
of surface wave dispersion usually relate to variations in shear velocity. Waves with shorter
periods are primarily sensitive to complex shallow crustal structures but are difficult to
measure, while longer periods allow the energy of the surface wave to penetrate deeper into
the Earth.
In vertically heterogeneous structures, the propagation of surface waves is dispersive –
different frequencies have different phase velocities. In homogeneous structures, the different
Rayleigh wave wavelengths sample subsoil at varying depths, however, due to homogeneity,
all wavelengths have the same velocity (non-dispersion). For a vertically heterogeneous
medium (e.g. a layered structure with different density contrasts) different wavelengths
sample different depths and hence different rock properties. The phase velocities of the
wavelengths depend on the physical properties of the material propagating the wave. Rather
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than having a single velocity, surface waves have a phase velocity that is a function of
frequency [69].
Surface wave dispersion is then a function of the differences in shear wave velocity (and
hence structure) as they relate to waves traveling at different periods. The inverse problem associated with this geophysical dataset consists in finding the appropriate shear wave
velocity distribution of the Earth’s substructure to infer the causal factors that produce
a set of dispersion curves. The entire inversion process requires the gathering of seismic
data, the creation of dispersion curves, and finally the inference of subsurface properties. As
shown in Figure 5.3, the shape of the dispersion curve relates to the geologic profile being
characterized.

Figure 5.3: Surface wave dispersion and its relationship to changes in the subsurface (as
indicated by the changes in shear wave velocities with depth) [44].

Long wavelengths penetrate deeper than shorter wavelengths for a given mode and, hence,
have greater sensitivity to elastic properties of the deeper structures. For a profile where
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S-wave velocity increases with depth, longer wavelength surface waves will travel faster than
shorter wavelengths. Dispersion curves at a station are extracted from three component
seismograms using reduction algorithms based on spectral analysis techniques [42, 70].

5.2.3

Seismic Velocities and Density

Surface wave dispersion and Bouguer gravity anomalies depend on two different physical
properties of the Earth structures: seismic wave velocities and density. Key components
of this type of joint inversion problem are the determination of a relationship between the
independent data sets and constraints between seismic velocities and density [42].
Maceira et al. [42] proposed a combination of different linear and polynomial empirical
relationships between P-wave velocity and density based on the depth of the geological
structures . Following this approach, for crustal and mantle rocks (denser and deeper rocks)
we use the linear relationship given by
α = 3.123ρ − 2.40,

(5.4)

where α= seismic P -wave velocity (in km/s) and ρ= density (in g/cm3 ) [42, 7]. For shallow geological structures we follow the relationship between seismic velocities and density
sedimentary rocks referred to as the Nafe-Drake curve [42, 51] using a polynomial fit to the
data
α = 6.86 − 7.55ρ + 2.64ρ2 .

(5.5)

Combining the two empirical relationships we have
ρ(α) = cos2 (φρ2 (α) + sin2 φρ1 (α)),

(5.6)

where ρ1 and ρ2 are the densities as a function of P -wave velocities given by (5.4) and

(5.5), and φ = π/4 1 + tanh[0.5(α − 6.2)] (the 6.2 km/s represents the P -wave velocity
critical value switched between both empirical relationships and 0.5 is a weight that can be
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modified). The constraint between S-wave velocity, β, and density is given by (5.6) and
α = vβ where v is originated from a priori model m0 for an initial guess and kept constrant
throughout the inversion [42].

5.2.4

Joint Inversion Formulation

Combining the resolving power in the shallow crust and the rock density constraints associated with gravity anomalies and the resolving power in the deep crust and bounds for
shear velocity associated with the inversion of surface wave dispersion, we expect to recover
a consistent 3-D shear velocity-density structural model with an increased resolution in the
shallow subsurface.
We characterize the Earth’s structure through an estimate of the distribution of a physical property affecting seismic wave propagation; in this case, we use shear wave (S-wave)
velocities for our forward computations. In order to take advantage of the characteristics
associated with constrained optimization frameworks, we introduce inequality constraints
over the model parameters to decrease and control the model space (intrinsically using regularization in the formulation of the inverse problem) [70].
We start by defining the forward linear or non-linear operator F ∈ Rm evaluated at a
given velocity X to determine the Earth’s response, such that
F (X) = [F1 (X), F2 (X), . . . , Fm (X)]

(5.7)

for X = (x1 , x2 , . . . , xn ) with m number of observations, n number of fixed thickness plane
layers, and where the F operator defines the relationship between the dataset and the model
space. With this, knowing a velocity model we can determine the Earth’s response to that
model using the operator F .
In inverse problems, given a vector of observed data y ∈ Rm , we want to find the unknown
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velocity model X such that F (X) is as close to y as possible:
m

1
1X
min kF (X) − yk2 = min
[Fi (X) − yi ]2
X 2
X 2
i=1

(5.8)

This inverse problem is usually posed as an unconstrained weighted non-linear least
squares (LSQ) problem [34, 50, 42, 48, 47]. For our purposes, in order to simultaneously
match data coming from different geophysical domains we reformulate (5.8) as

min
X

1 SW
F (X) − y SW
2

2

1
+ F G (X) − y G
2

2


λ
2
+ kLXk ,
2

(5.9)

where the first two terms are the non-linear norm-2 misfits between the forward operators and
observations for surface wave dispersion and gravity anomalies respectively. Here F SW ∈ Rp
and F G ∈ Rq . For surface waves, F SW represents the numerical evaluation of dispersion
velocities [42], while for gravity anomalies, F G represents the numerical computation of the
contribution to gravity anomalies associated with a finite grid of rectangular prisms. The
last term contains an a priori smoothness parameter λ and a discrete derivative operator
matrix L used to smooth velocity variations (to avoid sharp velocity changes in adjacent
layers).
Following [70, 42], we can rewrite our operators and observation vectors as




 F SW (X) 
 ∈ Rm
F (X) = W 


F G (X)




 y SW 
 ∈ Rm
y=W


yG
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(5.10)

with the weighted diagonal matrix
r
W = diag(wi ), wi =
and

s

η
for i = 1, 2, . . . , p
pσi2

1−η
for i = p + 1, p + 2, . . . , m.
qσi2

wi =

Here W is used to equalize the data sets with respect to physical units and number of data
points, η ∈ (0, 1] is a parameter that measures the reliability of each dataset, σi2 is the
approximate standard deviation of each point, and p and q total number of SW and gravity
observations. In this case, we assume a constaint uncertainty σi2 on the observations of 0.05
km/s for each period on the group velocity values for SW, and 1 mGal on gravity values
[70]. Using (5.10), we can rewrite our unconstrained non-linear LSQ problem (5.9) as

min
X

1
λ
kF (X) − yk2 + kLXk2
2
2


(5.11)

Adding a priori information into the regularization term L, improves the condition of the
inverse problem [70]. Regularization can be introduced using a discrete derivative operator
matrix such as






L1 = 






−1
0
..
.
0





... 0 


−1 1 . . . 0 


. . . . . . . . . .. 
. 



. . . 0 −1 1






or L2 = 






1

0

(n−1)xn


−1
0
..
.
0

2

−1

0

...

0 


−1 2 −1 . . . 0 


. . . . . . . . . . . . .. 
. 



. . . 0 −1 2 −1

(n−2)xn

Introducing regularization terms, allows us to place constraints on the velocities of adjacent layers in order to avoid high variations that may be physically unfeasible and keep the
inversion stable [70, 42, 34].
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In order to avoid the computation of higher order derivatives to solve the unconstrained
form of our inverse problem (5.11), this non-linear problem can be rewritten as a linearized
iterative LSQ. Using a first order Taylor approximation for the forward operator F around
a model Xk , such that F (X) ≈ F (Xk ) + F 0 (Xk )(X − Xk ) where F 0 (Xk ) contains the partial
derivatives of F , we rewrite (5.11) as
min
X

1
λ
2
kF (Xk ) + F 0 (Xk )(X − Xk ) − yk + kLXk2 .
2
2

Since only some of the terms depend on X, and Xk is known, we can pose the problem as
the linear system
min
X

1 0
λ
2
kF (Xk )X + bk + kLXk2 .
2
2

(5.12)

with b = F (Xk ) − y − F 0 (Xk )Xk . This system of equations can be solved using the ‘normal
equations’

F 0 (Xk )T F 0 (Xk ) + λLT L x = F 0 (Xk )T b
and applying well-known algorithms such as Truncated Singular Value Decomposition (TSVD).

5.2.5

Primal-Dual Interior-Point Methods

We propose a constrained optimization framework to solve the linearized inverse problem
(5.12). Introducing boundary constraints over the model parameter helps to stabilize the
algorithm, reduce model ambiguity, and restrict parameters to a reduced range of values
using a priori information regarding the physical properties of the model [39, 50, 70]. The
inclusion of inequality constraints transforms our formulation to

X

1 0
2
kF (Xk )X + bk
2

s.t.

hI (X) ≥ 0,

min
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(5.13)

where the inequality conditions have the form hI (X) = [X − vmin , vmax − X] and represent
the physical bounds associated to the minimum and maximum velocities.
The standard non-linear programming form associated to (5.13) is

min
X

1 0
2
kF (Xk )X + bk
2

s.t.

hI (X) − s = 0,

(5.14)

s ≥ 0,
with slack variable s ∈ R2n .
Using Primal-Dual Interior-Point methods, we construct the Lagrangian function associated to (5.14) as
T
1
2
L(X, yI , s) = kF 0 (Xk )X + bk − hI (X) − s yI ,
2

(5.15)

where yI ∈ R2n is the Lagrange multipliers associated to the inequality constraints and
(s, yI ) > 0.
We define the Karush-Kuhn-Tucker (KKT) or necessary conditions for the optimization
of this nonlinear programming problem as
∇F (X) − ∇hI (X)

T

yI = 0

hI (X) − s = 0,
SyI = 0.
with S = diag(s1 , s2 , . . . , s2n ) (a matrix with the elements of s in the diagonal). The second
condition, SyI = 0, also known as the complementarity condition for the minimization

problem, implies that one of the components of each product si · (yI )i must be equal to
zero for each i = 1, 2, . . . , 2n (and nonzeros of s and yI should appear in complementary
locations) [55, 90]. We add a perturbation parameter µ to the complementarity condition to
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define the perturbed Karush-Kuhn-Tucker (PKKT) conditions (or necessary conditions) as




 ∇X L(X, yI , s)


 ∇y L(X, y , s)

I
I


SyI − µe

T
  ∇F (X) − ∇hI (X)yI
 
 
=
hI (X) − s
 
 
 
SyI − µe









  0 
  
  
 =  0 ,
  
  
  
0

(5.16)

where e = (1, 1, . . . , 1) ∈ R2n , and (s, yI ) > 0 and ∇ is the gradient operator.
Applying Newton’s Method, the primal-dual system associated with (5.16) becomes





T

0
 ∇2XX L(X, s, yI ) ∇hI (X)



∇hI (X)
0
−I



0
S
diag(yI )




T

 F 0 (Xk )T (F 0 (Xk )X + b) − ∇hI (X)yI 
  ∆X 








,
  ∆y  = − 
hI (X) − s



I 








∆s
SyI − µe
(5.17)

in the variables X, s, and yI with [hI (X), s, yI ] > 0, and where L denotes the Lagrangian
(5.15).
Using a ’path-following’ strategy to solve (5.17) [3] we force positivity of the iterates Xk
(such that they always meet the constraints) and use a globalization strategy that guarantees
progress toward the constraints (the step we take always decreases the objective function).
For the perturbation parameter µ > 0 and [hI (X), yI , s] > 0, we apply a linesearch Newton’s
method [55] to the PKKT conditions leading to the reduced linear system










∇hI T (X)   ∆X   F 0 (Xk )T (F 0 (Xk )X + b) − ∇hI T (X)yI 
 ∇2XX L(X, s, yI )


=
,


 

∇hI (X)
(diag(yI ))−1 S
∆yI
µ(diag(yI ))−1 e − hI (X)
(5.18)
with [hI (X), s, yI ] > 0 and ∆s = −s + µ(diag(yI ))−1 e − (diag(yI ))−1 S∆yI .
Letting µ approach zero with each iteration, we solve for ∆v = [∆X, ∆yI ] until an optimal
solution X is found. The algorithm is initialized using an interior velocity model X0 within
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the constraints [hI (X0 ), yI 0 , s0 ] and runs until the right-hand side of system (5.18) becomes
0

small enough such that [∇X L(Xk , yI k , sk ), µ(diag(yI ))−1 e − hI (Xk )] ≤ ε.
The perturbation parameter is computed at each iteration using µ =

hI (X)T yI
2n

> 0, and

used to solve (5.18) for ∆vk = [∆Xk , ∆yI k ] and using those values solve for ∆sk using the
additional equation. We can guarantee that the inequalities are met (enforcing posivity) by
correcting the Newton step with a factor α̂ ∈ (0, 1] [20, 55], using

α̂ = 0.9995 min



 min

−1
n

∆X
hI (X)

o,

min

−1
n

∆yI
yI

o,




−1


min ∆s
s

Once the enforce positivity factor α̂ has been computed, we use a linesearch globalization
strategy with merit function M to monitor progress towards an optimal solution [70]. The
merit function will help determine the step length α ∈ (0, α̂] that ensures sufficient decrease
of the objective function while still meeting the constraints. Implementing Armijo’s condition
[55], we can chose the step length α such that
M (vk + α∆vk ) ≤ M (vk ) + 10−4 α∇M (vk )T ∆vk .

(5.19)

The choice of merit function M can vary from using the objective function itself, a
modified augmented Lagrangian [3], or a logarithmic barrier function like (3.11) in Chapter
3 [55]; each one would introduce different levels of robustness to the framework. We use a
merit function of the form
M (X, yI ; θ) = L(X, yI , s) + θφ(X, yI )

(5.20)

where θ is a penalty parameter used to force the solution towards feasibility and φ(X, yI )
a penalty function to the complementary condition. If the Newton direction is a descent
direction for the merit function, we can find θ such that ∇M (vk )T ∆vk < 0
The update to vk is computed as vk+1 = vk + α∆vk . The algorithm runs if convergence
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is not met and stops one of the stopping criteria is met (the number of iterations is reached,
the size of the step is too small, or no significant difference between consecutive iterations
−Xk
k < 10−4 ).
exists – e.g. k Xk+1
Xk+1

5.3

Discussion

The joint inversion of different geophysical datasets is an effective tool to minimize the effects
of non-uniqueness and improve the resolution of geophysical inversion models. In this study,
we propose a framework where surface wave dispersion and 3-D Bouguer gravity anomaly
datasets are jointly inverted to obtain an image of 3-D velocity structures. Our optimization
framework uses physical inequality constraints obtained from a priori geophysical datasets
to constrain the model parameters in the inversion and focus only on those feasible models in
the solution space located in the interior of the bounds that minimize the objective function.
The final model obtained from the joint inversion should fit the surface wave dispersions at
least as well as when inverted individually, and the gravity observations should be a much
better fit when included in the inversion, implying a reduction in ambiguity by simultaneously
modeling the datasets. Gravity data provides additional constraints on the shallow velocity
structure where seismic datasets have lower resolution while surface wave dispersion provides
the final model its good resolution in the deep geological structures.

5.4

Conclusions

We present a constrained optimization framework for the joint inversion of Surface wave
dispersion and Bouguer gravity anomalies solved using PDIP methods. Previous implementations of constrained optimization techniques [70, 3] have shown that the addition of
explicit inequality constraints is an effective solution to introduce a priori information to
the optimization formulation and regularize the inversion. The fact that we use constraints
associated directly to the physical properties associated with the substructure rather than
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typical analytical smoothing constraints (with mathematical benefits but no physical meaning) sets our formulation apart from its unconstrained optimization counterpart. The use of
inequality constraints in our framework helps to reduce ambiguities related to the inherent
non-uniqueness of geophysical datasets and the influence of noise over the inversion results.
Even though the joint inversion of these datasets has been previously reported in the
literature [42], our work explores the use of novel optimization techniques well known in
the optimization community but not usually implemented for the inversion of geophysical
datasets. Although a similar framework for joint inversion has been proposed in the literature (see [70]) its implementation is based on receiver function and surface wave dispersion
datasets sampling the same physical property – shear wave velocities. Our proposed framework is based on the same optimization tools however, it differs in that surface wave dispersion velocity observations and Bouguer gravity anomalies sample different physical properties
of the Earth and our methodology is formulated to obtain 3-D velocity and density structure models. We believe that the proposed framework constitutes a good alternative for a
robust inversion method since the regularization scheme is based on the inherent physical
properties used as constraints for the model parameters, rather than purely mathematical
regularization parameters created only to stabilize the algorithm, which represents savings
in the computational costs.
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Chapter 6
Concluding Remarks
This dissertation presents the use of constrained optimization for the inversion of geophysical
seismic and non-seismic datasets. We highlight the benefits obtained from the use of explicit
physical bound constraints (coming from a priori information) in our model parameters.
Chapters 2, 3, and 4 contain our contributions to advance the inversion and joint inversion
of Bouguer gravity anomalies using constrained optimization to create 2-D and 3-D Earth
structure models. In Chapter 2, we present an article on the use of Bouguer gravity anomalies, 2-D profiles, and Bayesian kriging interpolation to create a 3-D model of the Copper
Flat mine region (this is an extension on the work presented in [28]). In Chapter 3, we
use interior-point methods for the optimization of 2-D density structure models aimed to
improve the correspondence between observed and calculated gravity (the actual versus the
estimated gravity observations) while taking into consideration constraints obtained from
additional geophysical datasets. We implement this approach on three different synthetic
datasets with and without noise in order to analyze the results obtained from the optimization scheme using PDIP methods in the inversion. In Chapter 4, we implement the proposed
PDIP methods to the available Bouguer gravity anomaly dataset from the Porphyry Cu-Mo
Copper Flat mine in Sierra County, NM. We used 129 gravity observation points within the
region in order to calculate our final 2-D constrained density structure profiles with the additional geophysical information available. Our final models meet the constraints and decrease
the differences between observed and calculated gravity anomalies. However, due to noise
and possible errors in the observations, none of the profiles’ objective functions converged
to zero. Finally, in Chapter 5 we present a mathematical framework for the joint inversion
of surface wave dispersion and Bouguer gravity anomaly datasets based on constrained op-
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timization to show the advantages of using physical boundaries to the model parameters
instead of the usual unconstrained optimization formulations. The use of these geophysical
datasets in the joint inversion would allow us to produce 3-D density and velocity models of
the Earth’s structure and continue the way for future work with other independent datasets
sampling the same area.
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Appendix A
Gravity Corrections
Instrument Drift and Tidal Effect Corrections The instrument drift is the effect that
changes in the gravimeter’s response over time have in the observed gravitational readings
[65]. Although gravimeters are very stable and precise instruments, their high sensitivity
makes them prone to be affected by changes in temperature, changes in the structure of the
internal springs, and any minor readjustments in their internal mechanisms.
A commonly used example to illustrate this gravity variation at a base station over time
was published in [88]. Using a gravity data set collected at a single station over a two day
period, it was shown that the instrument drift can be represented by a least squares line of
best fit to the data. A graph illustrating the data obtained from this publication in shown
in Figure A.1.
An additional, more noticeable oscillatory behavior in the observed gravitational acceleration is illustrated in Fig. A.1. These changes in gravitational acceleration relate to the
tidal attraction of the sun and the moon – often called the tidal effect. Together, the effects
of the sun and moon cause an acceleration at the surface of the Earth of about 0.3 mGals.
In order to eliminate tidal effects from gravity observations, it is necessary to know the time
at which each measurement is taken [41].
Latitude Correction Based on the assumption that the interior of the Earth is a uniform
ellipsoid, we can determine the theoretical gravity at any given point on the surface of the
Earth based on its latitute using the Normal Gravity Formula. If the observed gravitational
acceleration is recorded as an absolute value of gravity, the latitude correction is performed
by subtracting the predicted value gn (obtained with the normal gravity formula) from the
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Figure A.1: Linear Fit in Least Squares Sense of Instrument Drift (data from [88]).
observed value gobs . Whenever the gravity survey is made with gravimeters, the quantity
measured is the gravity difference between the observed gravity at a station and the value
at the base station. Since gravity acceleration increases towards the poles, stations closer to
the pole than the base station must add the correction to their measured gravity [41].
The formula used for the latitude dependent changes based on Geodetic Reference Formula of 1967 is given by
gn = 978.03185(1.0 + 0.005278895 sin2 (φ) − 0.000023462 sin4 (φ)),
where φ is the latitude of the station.
Some additional reference formulas include:
• First internationally accepted International Gravity Formula (IGF) in 1930:
gn = 9.78049(1 + 0.0052884 sin2 (φ) − 0.0000059 sin2 (2φ))
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(A.1)

• The Geodetic Reference System in 1967 provided the 1967 IGF:
gn = 9.78031846(1 + 0.0053024 sin2 (φ) − 0.0000058 sin2 (2φ))

• The Geodetic Reference System of 1980, leading to World Geodetic System 1984
(WGS84):
gn = 9.7803267714

1 + 0.00193185138639 sin2 (φ)
p
1 − 0.00669437999013 sin2 (φ)

!

Here the Normal Gravity gn is the gravitational acceleration expected to be generated
by a homogeneous rotating ellipsoidal Earth with no geological complication and no surface
features at the given latitude. This constitutes the reference value for gravity measurements.
However, in practice it is commonly impossible to measure gravity on the reference ellipsoid
at the places where the reference value is known. The positions of the measurement stations
may be situated above or below the ellipsoid and the station may be surrounded by hills or
valleys that affect gravimeter’s readings. Because of this, before this reference gravity value
can be used and compared to the measured gravity, there are additional corrections that
must be made to the theoretical gravity [41].
Terrain Correction An additional correction for stations located in areas of non-uniform
rugged terrain has to be applied in order to correct for the variation of the terrain with respect
to a plane surface [63]. This correction is the terrain correction illustrated using Figure A.2.
Using this figure as reference, we see that a hill in position 1 located above station S will
give an upward component of attraction, which will reduce the gravity attraction caused by
the rest of the Earth [63]. Likewise, any valley located near station S (e.g., position 2) will
correspond to a negative mass in the Bouguer slab which also tends to reduce the gravity
effect at station S [63]. The terrain correction, gT C originated by both types of topographical
irregularities is always positive and should be added to the measured gravity difference.
The terrain correction is usually obtained following the procedure shown in [30]. Here,
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Figure A.2: The terrain correction takes into consideration the effects caused by topographic
rises(1 and 3) and depressions (2 and 4) [63].
the corrections are obtained by creating segments of the region around the station bounding
them by concentric rings at suitable angular intervals φ [63]. The difference in mean elevation ∆h between each segment and the gravity station is determined using a topographic
map, without regard to its sign [63]. Figure A.3 illustrates the terrain correction and the
transparent overlay used to determine the contribution of each element.
The terrain correction caused by the attraction of the material in each segment is given
by


gT C


q
q
2
2
2
2
= Gρφ (r2 − r1 ) + r1 + (∆h) − r2 + (∆h) .

The correction for terrain effects within 50 meters of the location of a gravity station
can be very significant and must be taken into consideration. For those features that are
located hundreds of meters away from a gravity station, the effects will influence each survey
station to an equal extent and need not be considered even if they are possibly quite large
in magnitude [63].
Bouguer Plate Correction Once the terrain correction has been performed and the
topography of the region has been “leveled” (valleys have been filled out and hills have been
cut), there is a uniform layer of rock, with density ρ, that is located between the gravity
station and the reference ellipsoid. This layer is called the Bouguer plate and it is the
basis for the Bouguer plate correction. Figure A.4 illustrates the terrain and Bouguer plate
corrections.
The contribution of this uniform layer of rock to the total gravitational acceleration at a
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Figure A.3: (a) Topography is divided into vertical segments, (b) correction is computed for
each cylindrical element according to its height above or below the gravity station, and (c)
the contributions from all elements around the station are added with the aid of a transparent
overlay on a topographic map [41].
station can be calculated by using the Bouguer plate correction, gBP , which compensates for
the effect that a layer of rock (with a thickness equal to the difference in elevation between
the measurement and the reference level in the ellipsoid) modeled as a solid disk of density
ρ and with infinite radius (center at the station P ) has on the observed gravity [41].
The Bouguer plate correction, gBP , is given by:
gBP = 2πGρh
This expression can be reduced to 0.0419x10−3 ρh mGals/m with ρ in kg/m3 . The ap-
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Figure A.4: (a) Terrain corrections, (b) Bouguer plate correction, and (c) free-air correction
where P and Q are gravity stations and the Rs represent their theoretical position on the
reference ellipsoid [41].
propriate value of ρ depends on the type of region that is being modeled (e.g., for crustal
rocks ρ = 2670 kg/m3 marine gravity surveys use (ρ − 1030) kg/m3 , while large deep lake
surveys use (ρ − 1000) kg/m3 ) [41].
Free-Air Correction After the Bouguer Plate correction has been applied to the theoretical gravity value, a difference in height exists between the station and the position of
the station on the reference ellipsoid [41]. The free-air correction accounts for changes in
the gravitational acceleration due solely to an increase in the distance from the center of the
Earth to the gravity station and is given by
gF A =

2g
∂g
=− .
∂r
r
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The expression can be reduced to gF A = 0.3086 mGal/m after using the Earth’s radius
(6371 Km) and an average gravity of 981,000 mGals.
Combined Elevation Correction Free-Air and Bouguer Plate corrections can often be
combined into a single elevation correction given by
gCOM B = (0.3086 − (0.0419e10−3 · ρ)) mGals/m.
The combined elevation correction at stations located above typical crustal rocks with
density 2670 kg/m3 would result in 0.197 mGals/m. This quantity should be added to the
measured gravity whenever the gravity station is situated above the reference ellipsoid and
subtracted when it is below [41].
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