Currently, most of existing data-driven modeling methods for distributed parameter systems (DPSs) are offline and do not take the intrinsic structure of streaming data into account. This often makes them difficult to model strongly nonlinear and time-varying DPSs. To overcome this, a novel modeling method that integrates the advantages of both manifold-learning-based spatial basis functions learning and temporal dynamic online modeling is proposed. In this method, the original spatiotemporal data are first mapped into high dimensional space using nonlinear mapping function, from which manifold learning is developed to obtain spatial basis functions. This allows the strongly nonlinear relationship on space able to be constructed due to nonlinear mapping, and maintaining the intrinsic data structure due to manifold learning. In addition, the online least squares support vector machine (LS-SVM) is developed to construct the temporal dynamics model. This may make time-varying dynamics of DPSs able to be captured. By integrating spatial basis functions and the online LS-SVM temporal model, a spatiotemporal model is constructed, which allows for the reconstruction of time-varying and nonlinear dynamics of DPSs. The catalytic rod simulation and heating experiments not only demonstrate the effectiveness of the proposed method, but also the better modeling ability as compared to several common modeling methods.
I. INTRODUCTION
Changes in the status of input, output, and process parameters for a number of industrial processes, such as thermal, fluid, and chemical processes, are generally related to not only time, but also space [1] - [5] . These processes are typically distributed parameter systems (DPSs) usually described by partial differential equations (PDEs) [6] - [8] . Modeling these processes is often challenging due to the following reasons [9] - [12] ,
• The strong nonlinearity of DPSs is not only reflected in its global characteristic on space, but also in the relationship between local adjacent points.
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• A great deal of DPSs are time-varying since their parameters and even the model structure change over time.
• The DPSs have the characteristic of spatiotemporal coupling and the infinite dimensional property. To date, a large number of studies have focused on modeling DPSs. For the known model structures, PDEs are usually transformed into ordinary differential equations (ODEs) to generate finite-dimension models [13] . Many transformation methods have been developed to achieve ODEs model. As the boundary conditions of the system is proper, the spectral method [14] , [15] can be applied to this model transformation. For example, Deng et al. [14] proposed a spectralapproximation modeling method, which has been applied to a distributed heat treatment process of a rapid curing oven used in the semiconductor packaging industry. Besides, the finite VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ element method [16] and finite difference methods [17] were also applied to the approximation process of this model transformation. However, in most cases, the internal structures of DPSs are completely unknown due to a lack of sufficient and effective information needed to accurately derive the PDEs [18] - [20] , which usually renders these methods ineffective.
Alternatively, data-driven methods are used to model DPSs when the PDEs are unknown. The space-time separation method is a typical data-driven method for modeling DPSs. It can decompose the spatiotemporal dynamics of DPS into spatial basis functions and time coefficients. Under this decomposition, many methods have been developed to learn spatial basis functions from DPSs. For example, the Karhunen-Loève (KL) transform [21] , [22] and the singular value decomposition (SVD) [23] , [24] were often used to achieve the spatial basis functions from empirical data. After the spatial basis functions has been gained, the time coefficients can be constructed by projecting empirical data on the spatial basis functions. Then, the model of the time coefficients can be constructed by many methods, such as neural network [10] , [25] , support vector machine [26] - [28] and fuzzy [29] , [30] . Although these space-time separation methods have gained many successful applications, they are usually a linear modeling method and do not take the nonlinear dynamics of DPSs on space into account. Recently, some nonlinear spatiotemporal methods have been developed for modeling nonlinear DPSs. For example, the spatiotemporal least squares support vector machine (LS-SVM) [31] - [33] used the spatial kernel functions to represent nonlinear relationships on space, and the spatiotemporal extreme learning machine [34] , [35] was developed to model nonlinear DPSs due to its strong nonlinear mapping ability and self-learning properties. However, these spatiotemporal modeling methods did not take the intrinsic structure of the data into account, which often makes them less effective for modeling complex DPSs. What's more, all the above-mentioned methods are offline modeling methods, which makes them unable to model time-varying DPSs.
In recent decade, many studies has focused on the manifold learning for dimension reduction, since it can preserve the original topology structure of the data after dimension reduction [36] . For example, a distributed local linear embedding (DLLE) method [37] has been used to discover the intrinsic neighborhood relationship information of the data about hand gesture. Xu et al. [38] presented a facial expression recognition system based on the supervised locally linear embedding for feature extraction and dimension reduction. Although the manifold learning has gained many successful applications in a wide of range, little work has been reported in DPS modeling using this manifold-learning, except the references [39] , [40] . Liu and Li [39] developed a local property embedding based modeling method, which can represent the spatial structure feature of the spatiotemporal measurements. Liu and Li [40] used the locally linear embedding (LLE) method to reconstruct spatiotemporal output data, which enables the preservation of the intrinsic structure of the data as achieving the spatial basis functions. However, these manifold learning methods for modeling of DPSs only pay attention to the linear relation between local neighbor points on space, where nonlinear variations among local neighbors are ignored. Also, they are still an offline modeling method. All these disadvantages make them less effective to model time-varying and strongly nonlinear DPSs. Therefore, an effective online modeling method that can account for the intrinsic nonlinear data structure remains necessary for nonlinear and time-varying DPSs.
In this paper, an online modeling approach with consideration of the intrinsic structure of data is proposed for timevarying and nonlinear DPSs. It integrates the advantages of both manifold-learning-based spatial basis functions learning and temporal dynamic online modeling. The main contributions of this paper are listed as follows:
• After using the high-dimensional nonlinear mapping, the manifold learning method is developed to achieve the spatial basis functions, which makes the intrinsic nonlinear data structure maintained. Unlike the existing spatial basis function method, such as the LLE and KL, this proposed method can construct the strongly nonlinear relation on space since it considers not only global nonlinear feature but also local nonlinear manifold structure between local neighbor points.
• In order to capture time-varying dynamics, an online LS-SVM is developed to construct temporal model of the DPSs. This model can be updated and adjusted according to the changes of the system, which makes it able to represent time-varying systems well. Unlike the existing DPSs modeling methods, the proposed method not only has online function for modeling timevarying dynamics, but also can preserve the intrinsic nonlinear data structure as achieving the spatial basis functions. Thus, it can effective to model complex time-varying DPSs. Simulation and experiments demonstrate not only the effectiveness of the proposed method, but also the better modeling ability as compared to several common modeling methods.
II. PROBLEM DESCRIPTION
In most cases, the internal structures of DPSs are completely unknown due to a lack of sufficient and effective information, such as no prior information on processes. This kind of processes may generally be described by the following equations:
With the complex boundary and initial conditions (b.c. and i.c., respectively): i.c. y(s, t) | t=0 = y 0 (s, 0)
Here,
. .] T represents the input, y = y(s, t) is the distributed output in position s at time t, ∈ ( ∂ ∂s , ∂ 2 ∂s 2 , . . .) donates the differential operator, ρ s is the system parameter related to position s and can be time-varying, such as change of heat conductivity with temperature. F(s) represents the space position of the actuators. Q(s, t) and θ(·) represent unknown nonlinear functions, κ, ν, υ are coefficients matrix, and y 0 (s, 0) is the initial state of the system. Eq. (1) may represent many kinds of DPSs processes, such as thermal processes. In thermal processes, the first term in the right side represents conduction, and the second term represents radiation or convection, and the last term represents the power. From Eqs. (1-3), it is clear that the states of the DPSs have infinite-dimension properties, nonlinear spatiotemporal dynamics, and are influenced by time-varying feature, complex boundary conditions. These factors make it difficult to accurately model this kind of processes.
III. MODELING APPROACH
Complex energy exchanges, such as radiation and chemical reactions, cause strongly nonlinear relationships between any spatial point and its neighbor points. For example, in thermal processes, this nonlinear relationship may be produced by conduction, convection and radiation. As an example in Figure 1 , spatial relationship between spatial point s i and its different neighbor points (s i1 , s i2 , s i3 , s i4 ) can have different nonlinear behavior. In data-driven modeling, mapping low-dimension data to high-dimension data using the nonlinear mapping function is a well-known effective method for constructing nonlinear relationships. Using this mapping and taking into consideration the intrinsic structure of data, the original spatiotemporal data are first mapped into high-dimension data, upon which the nonlinear problem is transformed into a linear optimization process, and spatial basis functions are then generated using manifold learning, as shown in Figure 2 .
By measuring the outputs of complex DPSs, a snapshot consists of a set of data from all sensors at a given sampling time. Due to the time-varying nature of DPSs, data in each snapshot will be also time-varying and thus each snapshot will exhibit time-varying dynamics. In this way, there are time-varying dynamics in all snapshots, as shown in Figure 3 .
Since the online LS-SVM method can represent time-varying dynamics, it is used here to model the time-varying dynamics of the snapshots.
With the help of the learning process of the spatial basis functions and the online LS-SVM, a manifold learning-based online modeling approach is proposed for complex DPSs (Figure 4 ). This approach can be described as follows:
1) A manifold learning method is developed to represent the nonlinear relationship on space. It can represent the strongly nonlinear relationship between any space point and its neighbor points. 2) An online LS-SVM modeling method is used to represent the time-varying dynamics of snapshots.
3) The spatial basis functions and online LS-SVM temporal model are integrated to construct a spatiotemporal model, which is allowed for the reconstruction of the time-varying and nonlinear dynamics of DPSs. It is well known that the traditional KL-based and SVD-based modeling methods use a linear dimension-reduction strategy to obtain spatial basis functions. The LLE-based modeling methods fail to consider the local nonlinear manifold structure. These two types of commonly used methods are difficult to modeling nonlinear DPSs and are also offline modeling methods. The method proposed in this study is different from these common methods as it preserves intrinsic nonlinear manifold structures and accounts for the time-varying dynamics of DPSs. Therefore, it may be used to model time-varying and nonlinear DPSs.
A. CONFIGURATION OF PROPOSED MODELING METHOD
According to the Fourier series theory [41] , the spatiotemporal streaming output y(s, t) can be expanded into an infinite number of orthogonal spatial basis functions
Here, α i (t) is the temporal coefficient obtained by the projection of data along the spatial basis functions.
For common applications, the model (4) can be truncated to a finite dimension:
Here, y n (s, t) denotes the nth-order model approximation to y(s, t).
The configuration of the proposed modeling approach for time-varying and nonlinear DPSs is presented in Figure 5 and has the following key points:
• Spatiotemporal data is first transformed into the product of a series of spatial basis functions {ϕ i (s)} n i=1 and temporal coefficient a(t) = [a 1 (t), a 2 (t), . . .] T based on Eq. (5) by using Fourier transform. Among them, the spatial basis functions represent the nonlinear behavior on space and are usually considered to be invariant, and the temporal coefficient is time-varying due to timevarying parameters, such as a 1 (t 1 ) and a 1 (t 2 ) at t 1 and t 2 respectively;
• Spatial basis functions are constructed from the highdimensional kernel space using manifold learning in order to represent nonlinear dynamics on space;
• Temporal coefficient model are constructed using online LS-SVM to represent the time-varying dynamics over time.
1) MANIFOLD LEARNING FOR SPATIAL BASIS FUNCTIONS
The original spatiotemporal data are first mapped to high dimension data using the nonlinear mapping function φ. Then, the distance between two neighbor snapshots can be represented as follows:
With the following kernel function K (·, ·):
Usually, the snapshot φ(y(:, t j )) can be reconstructed through a combination of its k nearest neighbors (K-NN) in a locally optimal manner:
Here, ω jl is the weight vector. The weight matrix W = ω jl L,k j=1,l=1 can be expanded as a sparse matrix, because ω jl is equal to 0 when φ(y(:, t l )) is not the neighbor of φ(y(:, t j )). The optimal weight is obtained by minimizing the following reconstructed error:
Here, W j is the element of W . Construct the following Lagrange function.
Here, χ j is Lagrange multiplier. By solving Eq. (10):
With the solution being: Here, e1 = (1, 1, . . . , 1) T . And the local covariance matrix C j about φ(y(:, t j )) are as follows:
In order to preserve the local structures in the model, lowdimensional embedding Y (:, t j ) of the samples φ(y(:, t j )) is calculated by minimizing the following objective function:
Here, I is an identity matrix. The cost function (13) can be rewritten as follows:
Here M = (I − W ) T (I − W ). Using the Lagrange multiplier λ, the minimization problem (14) is transformed into the following eigenvalue problem based on the Rayleigh-Ritz theory [42] :
According to the principle of maximum energy [43] , the fast sequence contributes very little to DPSs which can be ignored, so the system can retain the top n slow sequences to represent all sequences of DPSs. After all the eigenvalues of M are arranged from small to large, the embedding Y (i, t j ) (i = 1, 2, . . . , n) in low-dimensional space corresponding to the n nonzero minimum eigenvalues is the solution of Eq. (14) . Here, the value of n is determined by the following equation:
Usually, the size of dimension n is determined as η is equal to 0.99. According to the methods of snapshots [44] , the snapshots contain information about spatial behavior, upon which the spatial basis functions can be constructed by a linear combination of these snapshots. In this manner, the spatial basis functions ϕ i (s) are derived by using Y (i, t j ) and snapshots y(:, t j ):
In this way, the spatial basis functions {ϕ i (s)} n i=1 are obtained.
2) ONLINE LEARNING OF TIME-VARYING DYNAMICS
After the spatial basis functions are obtained, the temporal dynamics are represented by the temporal coefficient
, which is acquired by projecting the output y(s, t) on the spatial basis functions ϕ(s),
Here, · , · is the inner product. The online LS-SVM method is used to achieve the timevarying dynamics of the temporal coefficient α
When new data arrived, the oldest sample is discarded and the total window length l w of the sample sets is invariant. In the first training window α i (t j ) l w ,n j=1,i=1 , the following model LS-SVM is used to approximate the temporal coefficient.
Here, model output α(t j ) = [α 1 (t j ), α 2 (t j ), . . . , α n (t j )] T is not only related to output of p moments, but also the input of q moments before t j , so the model input at t j is defined as
T is the input of DPSs, m is the number of signal inputs, and e is the modeling error. Using Lagrange optimization, Eq. (19) is transformed by solving the following equation:
Here, e1 = (1, 1, . . . , 1) T and the kernel function matrix in the l th w time is:
By solving Eq. (20) , model output can be represented as follows:
In order to capture the time-varying dynamics of the temporal coefficient, the kernel function K s (t j ) should be updated. At t j (t j > t l w ) moment, we have:
From Eqs. (23) and (24), as shown at the top of this page, it is clear that the matrix τ (t j ) in K s (t j+1 ) may come directly from K s (t j ) and only ϑ(t j+1 ) and χ(t j+1 ) need to be calculated, which reduces the computational cost when calculating the Lagrange multiplier β s (t j+1 ) and the bias b s (t j+1 ) using Eq. (20) . This results in the online temporal coefficient model being the following:
Finally, by integrating the spatial basis functions and estimated temporal coefficient, an online spatiotemporal model is established as follows:
s.t.Eq. (17) and Eq. (25) 
This model can represent nonlinear and time-varying DPSs.
IV. SUMMARY
The main procedures of modeling are summarized as follows.
V. EXPERIMENT VALIDATION
Two cases are used to verify the effectiveness of the proposed method. Here, the kernel functions involved in the online LS-SVM and manifold learning are employed the Gaussian kernel function, whose parameters are obtained by cross validation. The modeling error, the relative error and the
Collect Data and Construct Snapshots {y(s, t j )} j=L j=1
Spatial dynamic learning process:
Step1. Construct neighboring relationships by using K-NN in kernel space to calculate the local covariance matrix C j ;
Step2. Solve optimization (Eq. (9) ) and determine the reconstruction weight matrix W;
Step3. Calculate the low-dimensional embedding Y (i, t j ) according to Eq. (15);
Step4. Determine spatial basis functions ϕ i (s) based on Eq. (17) .
Temporal dynamic online modeling:
Step1. Project spatiotemporal data along ϕ i (s) to obtain temporal coefficient α(t j );
Step2. Utilize LS-SVM method to build its offline model as Eq. (22);
Step3. Construct online prediction model of α(t j ) according to Eq. spatiotemporal normalized root mean square errors (RMSE) are defined as follows:
ξ (x, t) = |e(x, t)| y(x, t) × 100% (28)
A. CATALYTIC ROD EXPERIMENT
The thermal process of the catalytic rod shown in Figure 6 is used to verify the proposed method. The catalytic rod is placed horizontally in a heating vessel and pure substance A is introduced from one end of the vessel. A zero-order exothermic catalytic reaction take place near the catalytic rod, where substance A is converted into substance B. Since the chemical reaction is an exothermic reaction [45] , a cooling medium is required to be in contact with the catalytic rod. The thermal reaction is described by the following PDE: The boundary conditions of the Dirichlet [46] and initial conditions are the following: In this experiment, 21 sensors are arranged along the catalytic rod to measure the temperature, where the 8 th and 15 th sensors are used to test the performance of the proposed method and the remaining sensors are used to train the model. The sampling interval is 0.01s and sampling time is 5s, resulting in 500 temperature data points being collected. The catalytic rod temperature distribution is shown in Figure 7 .
The first 200 data points from the training sensors are used to train the model and the latter 300 data points from the training sensors, together with those from the 8th and 15th sensors, are used to estimate the ability of the model. The kernel function adopted the Gaussian function and its parameters are determined by cross validation. The dimension n is set as 5 based on Eq. (16), and spatial basis functions,ϕ 1 (x), ϕ 2 (x), ϕ 3 (x), ϕ 4 (x), ϕ 5 (x), are obtained using the proposed method, as shown in Figure 8 .
By projecting the training data on spatial basis functions, the corresponding temporal coefficient are obtained as α 1 (t), α 2 (t), α 3 (t), α 4 (t), α 5 (t). The online model of temporal coefficient is established using the online LS-SVM method combined with the real input signals from the four actuators. The spatiotemporal model is then obtained by integrating the spatial basis functions and temporal coefficient model. The modeling performance is shown in Figure 9 , which displays that the proposed method has well modeling ability for this thermal process.
To further verify the performance of modeling method, the proposed method is then compared to the existing methods: the KL [21] and LLE methods [36] - [40] . For these comparisons, different orders from 3 to 6 of the spatial basis functions are considered. The comparison results are shown in Table 1 . From these results, it is clear that the proposed method is superior at modeling compared to the existing ones for different model orders.
B. HEATING EXPERIMENT
Heating in furnaces is widely used in industry, such as in forging. In order to accurately control temperature, a model of temperature in a heating furnace first have to be generated. A typical furnace is shown in Figure 10 , where four heaters are located on the upper, lower, left, and right regions of the furnace. Each heater is controlled by a controller. The temperature is measured using twelve thermocouples (s1-s12) placed on the workpiece, as shown in Figure 11 . The control circuit offers the control signal to adjust the power of the heaters. Also, the master computer collects data from temperature acquisition module.
In this experiment, random input signals are used to excite the thermal process. For example, the input signal of heater u 3 is presented in Figure 12 , where 1204 temperatures are recorded from each sensor with a sampling interval t = 30s.
The sensors are divided into two groups, s3 and s6 for testing and the remaining 10 sensors for training. To verify the effectiveness of the model, the first 600 data points collected from the training sensors are used to acquire the spatial basis functions and train the model, while the remaining 604 data points together with s3 and s6 are used to test the model. The real and model temperatures from sensors s3, s6, s8, and s11 are shown in Figure 13 when the model order is 5 using Eq. (16) . Based on these figures, the proposed approach is satisfactory at modeling.
The proposed method is compared to the existing methods: the KL [21] and LLE [36] - [40] methods. For these comparisons, the different orders from 3 to 6 of the spatial basis functions are considered. The results are shown in Table 2 . From these comparisons, it is clear that the proposed method is superior to the existing ones, even under different orders. Furthermore, the RMSE for each sensor is listed in Table 3 when the model order is 5. From these results, it is obvious that the proposed method is superior compared to the previously existing methods.
In summary, this proposed method integrates the advantages of both manifold-learning-based spatial basis function learning and temporal dynamic online modeling. On the one hand, due to using manifold learning to learn the spatial basis functions, it can model the strongly nonlinear relationship on space and maintain the intrinsic data structure. On the other hand, due to employing online LS-SVM modeling, it can represent time-varying dynamics on time. Thus, it may have better modeling ability for the time-varying and nonlinear DPSs as compared to common DPSs modeling methods.
VI. CONCLUSION
In this paper, we proposed an online spatiotemporal modeling method for nonlinear and time-varying DPSs. The developed manifold learning with nonlinear projection can effectively construct spatial basis functions that are potentially satisfactory representatives of the strongly nonlinear relationship between any data point and its neighbor points. The online LS-SVM modeling method can also effectively represent the time-varying dynamics of the snapshots. By integrating spatial basis functions and the online LS-SVM temporal model, the proposed online spatiotemporal modeling method allows reconstruction of the time-varying and nonlinear dynamics of DPSs. This novel method's effectiveness and superiority compared to several commonly used DPSs modeling methods are demonstrated using practical heating experiments. 
