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Abstract
This work presents a review of previous articles dealing with an original turbulence theory proposed by the author,
and provides new theoretical insights into some related issues. The new theoretical procedures and methodological
approaches confirm and corroborate the previous results. These articles study the regime of homogeneous isotropic
turbulence for incompressible fluids and propose theoretical approaches based on a specific Lyapunov theory for
determining the closures of the von Ka´rma´n–Howarth and Corrsin equations, and the statistics of velocity and temper-
ature difference. While numerous works are present in the literature which concern the closures of the autocorrelation
equations in the Fourier domain (i.e. Lin equation closure), few articles deal with the closures of the autocorrelation
equations in the physical space. These latter, being based on the eddy–viscosity concept, describe diffusive closure
models. On the other hand, the proposed Lyapunov theory leads to nondiffusive closures based on the property that, in
turbulence, contiguous fluid particles trajectories continuously diverge. Therefore, the main motivation of this review
is to present a theoretical formulation which does not adopt the eddy–viscosity paradigm, and summarizes the results
of the previousworks. Next, this analysis assumes that the current fluid placements, together with velocity and temper-
ature fields, are fluid state variables. This leads to the closures of the autocorrelation equations and helps to interpret
the mechanism of energy cascade as due to the continuous divergence of the contiguous trajectories. Furthermore,
novel theoretical issues are here presented among which we can mention the following ones. The bifurcation rate of
the velocity gradient, calculated along fluid particles trajectories, is shown to be much larger than the corresponding
maximal Lyapunov exponent. On that basis, an interpretation of the energy cascade phenomenon is given and the
statistics of finite time Lyapunov exponent of the velocity gradient is shown to be represented by normal distribution
functions. Next, the self–similarity produced by the proposed closures is analyzed, and a proper bifurcation analysis
of the closed von Ka´rma´n–Howarth equation is performed. This latter investigates the route from developed turbu-
lence toward the non–chaotic regimes, leading to an estimate of the critical Taylor scale Reynolds number. A proper
statistical decomposition based on extended distribution functions and on the Navier–Stokes equations is presented,
which leads to the statistics of velocity and temperature difference.
Keywords:
Energy cascade, Bifurcations, Lyapunov theory.
1. Introduction
This article presents a review of previous works of the author regarding an original Lyapunov analysis of the
developed turbulence which leads to the closures of the von Ka´rma´n–Howarth and Corrsin equations and to the
statistics of both velocity and temperature difference [1, 2, 3, 4, 5, 6, 7]. This theory studies the fully developed
homogeneous isotropic turbulence through the bifurcations of the incompressible Navier–Stokes equations using a
specific statistical Lyapunov analysis of the fluid kinematic field. In addition, now it is introduced the energy cascade
interpretation and explained some of the mathematical properties of the proposed closures. This work is organized
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into two parts. One is the reasoned review of previous results, but with new demonstrations and theoretical procedures.
The other one, presented in sections marked with asterisk symbol ”*”, concerns new theoretical issues of the proposed
turbulence theory.
Although numerous articles were written which concern the closures of the Lin equation in the Fourier domain
[8, 9, 10, 11, 12, 13, 14, 15, 16], few works address the closures of the autocorrelation equations in the physical
space. These last ones, being based on the eddy–viscosity concept, describe diffusive closure models. Unlike the
latter, the proposed Lyapunov theory provides nondiffusive closures in the physical space based on the property that,
in developed turbulence, contiguous fluid particles trajectories continuously diverge. Thus, the main purpose of this
review is to summarize the results of the previous works based on a theory which does not use the eddy–viscosity
paradigm, and to give new theoretical insights into some related issues.
The homogeneous isotropic turbulence is an ideal flow regime characterized by the energy cascade phenomenon
where the diverse parts of fluid exhibit the same statistics and isotropy. On the other hand, the turbulent flows occurring
in nature and in the various fields of engineering are generally much more complex than homogeneous isotropic
turbulence. In such flows, spatial variations of average velocity and of other statistical flow properties can happen
causing very complex simultaneous effects that add to the turbulent energy cascade and interact with the latter in a
nontrivial fashion. Hence, the study of the energy cascade separately from the other phenomena requires the analysis
of isotropic homogenous turbulence.
The von Ka´rma´n–Howarth and Corrsin equations are the evolution equations of longitudinal velocity and tem-
perature correlations in homogeneous isotropic turbulence, respectively. Both the equations, being unclosed, need
the adoption of proper closures [17, 18, 19, 20]. In detail, the von Ka´rma´n–Howarth equation includes K, the term
due to the inertia forces and directly related to the longitudinal triple velocity correlation k, which has to be properly
modelled. The modeling of such term must take into account that, due to the inertia forces, K does not modify the
kinetic energy and satisfies the detailed conservation of energy [18]. This latter states that the exchange of energy
between wave–numbers is only linked to the amplitudes of such wave–numbers and of their difference [21]. Different
works propose for the von Ka´rma´n–Howarth equation the diffusion approximation [22, 23, 24]
k = 2
D
u
∂ f
∂r
(1)
where r and D = D(r) are separation distance and turbulent diffusion parameter, respectively, and u2 = 〈uiui〉/3
corresponds to the longitudinal velocity standard deviation. Following Eq. (1), the turbulence can be viewed as a
diffusivity phenomenon depending upon r, where K will include a term proportional to ∂2 f /∂r2. In the framework of
Eq. (1), Hasselmann [22] proposed, in 1958, a closure suggesting a link between k and f which expresses k in function
of the momentum convected through a spherical surface. His model, which incorporates a free parameter, expresses
D(r) by means of a complex expression. Thereafter, Millionshtchikov developed a closure of the form D(r) = k1ur,
where k1 represents an empirical constant [23]. Although both the models describe two possible mechanisms of
energy cascade, in general, do not satisfy some physical conditions. For instance, the Hasselmann model does not
verify the continuity equation for all the initial conditions, whereas the Millionshtchikov equation gives, following
Eq. (1), values of velocity difference skewness in contrast with experiments and energy cascade [18]. More recently,
Oberlack and Peters [24] suggested a closure where D(r) = k2ru
√
1 − f , being k2 a constant parameter. The authors
show that such closure reproduces the energy cascade and, for a proper choice of k2, provides results in agreement
with the experiments [24].
For what concerns the Corrsin equation, this exhibitsG, the term responsible for the thermal energy cascade. This
quantity, directly related to the triple velocity–temperature correlation m∗, also needs adequate modellation. As G
depends also on the velocity correlation, the Corrsin equation requires the knowledge of f , thus it must be solved
together to the von Ka´rma´n-Howarth equation. Different works can be found in the literature which deal with the
closure of Corrsin equation. Some of them study the self–similarity of the temperature correlation in order to analyze
properties and possible expressions for G. Such studies are supported by the idea that the simultaneous effect of
energy cascade, conductivity and viscosity, makes the temperature correlation similar in the time. This question was
theoretically addressed by George (see [25, 26] and references therein) which showed that the decaying isotropic
turbulence reaches the self–similarity, while the temperature correlation is scaled by the Taylor microscale whose
current value depends on the initial condition. More recently, Antonia et al. [27] studied the temperature structure
functions in decaying homogeneous isotropic turbulence and found that the standard deviation of the temperature, as
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well as the turbulent kinetic energy, follows approximately the similarity over a wide range of length scales. There,
the authors used this approximate similarity to estimate the third–order correlations and found satisfactory agreement
between measured and calculated functions. On the other hand, the temperature correlation can be obtained using
proper closures of von Ka´rma´n-Howarth and Corrsin equations suitable for the energy cascade phenomenon. On this
argument, several articles has been written. For instance, Baev and Chernykh [28] (and references therein) analyzed
velocity and temperature correlations by means of a closure model based on the gradient hypothesis which relates pair
longitudinal second and third order correlations, by means of empirical coefficients.
Although other works regarding the von Ka´rma´n–Howarth equation were written [29, 30, 31, 32, 33], to the
author’s knowledge a physical–mathematical analysis based on basic principles which provides analytical closures of
von Ka´rma´n–Howarth and Corrsin equations has not received due attention. Therefore, the aim of the this work is
to present a review of the Lyapunov analysis presented in [1, 2, 3, 4, 5, 6, 7] and new theoretical insights into some
related issues.
In the present formulation, based on the Navier–Stokes bifurcations, the current fluid placements, together with
velocity and temperature fields, are considered to be fluid state variables. This leads to the closures of the autocorre-
lation equations and helps to interpret the mechanism of energy cascade as due to the continuous divergence of the
contiguous trajectories.
In line with Ref. [3], the present work first addresses the problem for defining the bifurcations for incompressible
Navier–Stokes equations, considering that these latter can be reduced to an opportune symbolic form of operators for
which the classical bifurcation theory of differential equations can be applied [34]. In such framework, this analysis
remarks that a single Navier–Stokes bifurcation will generate a doubling of the velocity field and of all its several
properties, with particular reference to the characteristic length scales. If on one side the lengths are doubled due
to bifurcations, on the other hand the characteristic scale for homogeneous flows in infinite domains is not defined.
Hence, the problem to define the characteristic length –and therefore the flow Reynolds number– in such situation
is also discussed. Such characteristic scale is here defined in terms of spatial variations of initial or current velocity
field in such a way that, in fully developed homogeneous isotropic turbulence, this length coincides with the Taylor
microscale. As far as the characteristic velocity is concerned, this is also defined in terms of velocity field so that, in
developed turbulence, identifies the velocity standard deviation.
The trajectories bifurcations in the phase space of the velocity field are here formally dealt with using a proper
Volterra integral formulation of the Navier–Stokes equations, whereas the turbulence transition is qualitatively ana-
lyzed through general properties of the bifurcations and of the route toward the fully developed chaos. This back-
ground, regarding the general bifurcations properties and the route toward the chaos, will be useful for this analysis.
The adopted statistical Lyapunov theory shows how the fluid relative kinematics can be much more rapid than
velocity and temperature fields in developed turbulence, so that fluid strain and velocity fields are statistically inde-
pendent with each other. Moreover, in addition to Refs. [1, 2, 3, 4, 5, 6, 7], this analysis introduces the bifurcation rate
of the velocity gradient, a quantity providing the frequency at which the velocity gradient determinant vanishes along
fluid particles trajectories. The bifurcation rate, in fully developed turbulence, is shown to be much greater than the
corresponding maximal Lyapunov exponent. This allows to explain the energy cascade through the relation between
material vorticity, Lyapunov vectors and bifurcation rate using the Lyapunov theory. In detail, the energy cascade can
be viewed as a continuous and intensive stretching and folding process of fluid particles which involves smaller and
smaller length scales during the fluid motion, where the folding frequency equals the bifurcation rate.
Next, the statistics of the Lyapunov exponents is reviewed. In agreement with Ref. [6], we show that the local
Lyapunov exponents are uniformely unsymmetrically distributed in their interval of variation. Unlike to Ref. [6] which
uses the criterion of maximum entropy associated with the fluid particles placements, the isotropy and homogeneity
hypotheses are here adopted. A further result with respect to the previous issues pertains the finite time Lyapunov
exponents statistics: through the bifurcation analysis and the central limit theorem, we show that the finite time
Lyapunov exponent tends to a fluctuating variable distributed following a normal distribution function.
Thereafter, the closure formulas of von Ka´rma´n–Howarth and Corrsin equations are derived through Liouville
equation and finite scale Lyapunov exponent statistics. These closures do not correspond to a diffusive model, being
the result of the trajectories divergence in the continuumfluid. Such formulas coincidewith those just obtained in Refs.
[1, 4] and [5] where it is shown that such closures adequately describe the energy cascade phenomenon, reproducing,
negative skewness of velocity difference, the Kolmogorov law and temperature spectra in line with the theoretical
argumentation of Kolmogorov, Obukhov–Corrsin and Batchelor [35, 36, 37], with experimental results [38, 39], and
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with numerical data [40, 41]. These closures are here achieved by using different mathematical procedures with
respect to the other articles [1, 4] and [5]. While the previous works derive such closures studying the local fluid
act of motion in the finite scale Lyapunov basis [1, 4] and adopting maximum and average finite scale Lyapunov
exponents [5], here these closures are obtained by means of the local finite scale Lyapunov exponents PDF, showing
that the assumptions of Refs. [1, 4] and [5] agree with this analysis, corroborating the previous results. Some of the
properties of the proposed closures are then studied, with particular reference to the evolution times of the developed
correlations and their self–similarity. In detail, as new result with respect the previous articles, this analysis shows that
the proposed closures generate correlations self–similarity in proper ranges of separation distance, which is directly
linked to the particles trajectories divergence.
Furthermore, a novel bifurcation analysis of the closed von Ka´rma´n–Howarth equation is proposed, which consid-
ers the route starting from the fully developed turbulence toward the non–chaotic regimes. This extends the discussion
of the previous works and represents an alternative point of view for studying the turbulent transition. According to
this analysis, the closed von Ka´rma´n–Howarth equation is decomposed in several ordinary differential equations
through the Taylor series expansion of the longitudinal velocity correlation. This procedure, which also accounts for
the aforementioned self–similarity, leads to estimate the Taylor scale Reynolds number at the transition. This latter is
found to be 10, a value in good agreement with several experiments which give values around to 10, and in particular
with the bifurcations analysis of the energy cascade of Ref. [3] which provides a critical Reynolds number of 10.13 if
the route toward the turbulence follows the Feigenbaum scenario [42, 43].
Finally, the statistics of velocity and temperature difference, of paramount importance for estimating the energy
cascade, is reviewed. While Refs. [1, 2, 4] and [7] determine such statistics through a concise heuristic method,
this analysis uses a specific statistical decomposition of velocity and temperature which adopts appropriate stochastic
variables related to the Navier–Stokes bifurcations. The novelty of the present approach with respect to the previous
articles is that the random variables of such decomposition are opportunely chosen to reproduce the Navier–Stokes
bifurcation effects and the isotropy: these are highly nonsymmetrically distributed stochastic variables following
opportune extended distribution functions which can assume negative values. Such decomposition, able to reproduce
negative skewness of longitudinal velocity difference, provides a statistics of both velocity and temperature difference
in agreement with theoretical and experimental data known from the literature [44, 45, 46, 47, 48]. Here, in addition
to Refs. [1, 2, 4, 7], a detailed mathematical analysis is presented which concerns the statistical properties of the
aforementioned extended distribution functions in relation to the Navier–Stokes bifurcations.
In brief, the original contributions of the present work can be summarized as:
i) The bifurcation rate associated with the velocity gradient is shown to be much larger than the maximal Lyapunov
exponent of the velocity gradient.
ii) As the consequence of i), the energy cascade can be viewed as a succession of stretching and folding of fluid
particles which involves smaller and smaller length scales, where the particle folding happens at the frequency of the
bifurcation rate.
iii) As the consequence of i), the central limit theorem provides reasonable argumentation that the finite time
Lyapunov exponent is distributed following a gaussian distribution function.
iv) The proposed closures generate correlations self–similarity in proper ranges of variation of the separation
distance which is directly caused by the continuous fluid particles trajectories divergence.
v) A specific bifurcation analysis of the closed von Ka´rma´n–Howarth equation is proposed which allows to esti-
mate the critical Taylor scale Reynolds number in isotropic turbulence.
vi) A statistical decomposition of velocity and temperature is presented which is based on stochastic variables
distributed following extended distribution functions. Such decomposition leads to the statistics of velocity and tem-
perature difference, where the intermittency of these latter increases as Reynolds number and Pe´clet number rise.
2. Background
In the framework of the link between bifurcations and turbulence, this section deals with some of the fundamental
elements of the Navier–Stokes equations and heat equation, useful for the present analysis. In particular, we will
address the problem to define an adequate bifurcation analysis for the Navier–Stokes equations, and will analyze the
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meaning of the characteristic length scales when a homogeneous flow is in an infinite domain. All the considerations
regarding the fluid temperature can be applied also to any passive scalar which exhibits diffusivity. A statistically
homogeneous and isotropic flow with null average velocity is considered.
In order to formulate the bifurcation analysis, we start from the Navier–Stokes equations and the temperature
equation
∇x · u = 0,
∂u
∂t
= −∇xu u − ∇xp
ρ
+ ν∇2xu
(2)
∂ϑ
∂t
= −u · ∇xϑ + χ∇2xϑ (3)
where u=u(t, x), p=p(t, x) and ϑ=ϑ(t, x) are velocity, pressure and temperature fields, ν and χ=kρ/Cp are fluid kine-
matic viscosity and thermal diffusivity, being ρ =const, k and Cp density, fluid thermal conductivity and specific heat
at constant pressure, respectively. In this study ν and χ are supposed to be independent from the temperature, thus
Eqs. (2) is autonomous with respect to Eq. (3), whereas Eq. (3) will depend on Eqs. (2).
To define the bifurcations of Eqs. (2) and (3), such equations are first expressed in the symbolic form of operators.
To this end, in the momentum Navier–Stokes equations, the pressure field is eliminated by means of the continuity
equation, thus Eqs. (2) and (3) are formally written as
u˙ = N(u; ν), (4)
ϑ˙ =M(u, ϑ; χ) (5)
in which N is a nonlinear quadratic operator incorporating −u · ∇xu, −ν∇2xu and the integral nonlinear operator which
expresses the pressure gradient as a functional of the velocity field, being
p(t, x) =
ρ
4π
∫ ∂2u′
i
u′
j
∂x′
i
∂x′
j
dV(x′)
|x′ − x| (6)
Therefore, p provides nonlocal effects of the velocity field [49], and the Navier–Stokes equations are reduced to be
an integro–differential equation formally expressed by Eq. (4). For what concerns Eq. (5), it is the evolution equation
of ϑ, where M is a linear operator of ϑ. Accordingly, transition and turbulence are caused by the bifurcations of Eq.
(4), where ν−1 plays the role of the control parameter. At this stage of the analysis, it is worth to remark the following
two items: a) there is no explicit methods of bifurcation analysis for integro–differential equations such as Eq. (4). b)
since the flow is statistically homogeneous in an infinite domain, characteristic scales of the problem are not defined.
The item a) can be solved according to the analysis method proposed by Ruelle and Takens in Ref. [34]: it is
supposed that the infinite dimensional space of velocity field {u} can be replaced by a finite–dimensional manifold,
then Eq. (4) can be reduced to be the equation of the kind studied by Ruelle and Takens in Ref. [34]. Therefore, the
classical bifurcation theory of ordinary differential equations [50, 34, 43] can be formally applied to Eq. (4), and the
present analysis can be considered to be valid in the limits of the formulation proposed in Ref. [34].
For what concerns the characteristic length, a homogeneous flow in infinite domain is free from boundary condi-
tions, thus the characteristic scale, being not defined, is here chosen in function of the spatial variations of the current
velocity field. Thus, for all flow regimes in infinite regions, (i.e. non–chaotic, turbulent and transition flows), charac-
teristic length and velocity, L and U respectively, are here chosen in terms of volume integrals of u in the following
manner
U2 = lim
V→∞
1
V
∫
V
u(t, x) · u(t, x)dV(x),
G2 = lim
V→∞
1
V
∫
V
∇xu : ∇xu dV(x),
L2 = c
U2
G2
(7)
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whereV is the fluid domain volume, ”:” denotes the Frobenius inner product and c=O(1) is a dimensionless constant
which will be properly chosen. The flow Reynolds number is then defined in terms of U and L as
Re =
UL
ν
. (8)
Equation (8) provides an extension of the Taylor scale Reynolds number which applies for every flow regime. In
particular, such definition holds also for non turbulent flows, where U and L, although not velocity standard deviation
and statistical correlation scale, provide a generalization of the latter. In fully developed homogeneous turbulence, the
volume integrals appearing in Eqs. (7) equal statistical averages calculated over the velocity field ensemble, such as
velocity standard deviation and dissipation rate. Accordingly, in isotropic homogeneous turbulence L and U identify,
respectively, Taylor scale λT and standard deviation u of one of the velocity components, and Re = U L/ν coincides
with the Taylor scale Reynolds numberRT . Such definitions (7) extend the concept of velocity variance and correlation
scale and will be used for the bifurcation analysis proposed in this work.
3. Navier–Stokes bifurcations.
Before introducing the bifurcations analysis of the Navier–Stokes equations in the operatorial form (4), it is worth
remarking that a given point in the space of velocity fields set u¯ ∈ {u} – or temperature field ϑ¯ ∈ {ϑ}– corresponds to
a spatial distribution including all its characteristics, in particular the length scales associated with u¯.
The bifurcations of Eq.(4) happen when the Jacobian ∇uN exhibits at least an eigenvalue with zero real part
(NS–bifurcations), and this occurs when
det(∇uN) = 0. (9)
Such bifurcations are responsible for multiple velocity fields uˆ which provides the same field u˙. In fact, during the
fluid motion, multiple solutions uˆ and ϑˆ can be determined, at each instant, through inversion of Eq. (4)
u˙ = N(u; ν)
uˆ = N−1(u˙; ν),
ϑˆ =M−1(ϑ˙, uˆ; χ)
(10)
In the framework of the trajectories bifurcations in the phase space, the fluid motion can be expressed by means of
Eq.(4) and initial conditions u(0) and ϑ(0), using the following Volterra integral formulation
u(t) − u(0) −
∫ t
0
N(u(τ); ν) dτ ≡ N (u; ν) = 0,
ϑ(t) − ϑ(0) −
∫ t
0
M(u(τ), ϑ(τ); χ) dτ ≡ M(u, ϑ; χ) = 0
(11)
whereN andM are proper operators such that
N : {u} → N({u}),
M : {u} × {ϑ} → M({u} × {ϑ})
(12)
Specifically,N is a nonlinear operator of u, where the imageN({u}) has the same structure of {u}, whereasM is linear
with respect to ϑ and the imageM({u} × {ϑ}) is isomorphic with {ϑ}. Thus,N andM admit in general the following
jacobians
∇uN ,
∇ϑM
(13)
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According to Eqs. (11), a trajectory bifurcation happens when ∇uN is singular, that is when
det (∇uN) = 0 (14)
and the multiple solutions of Eqs. (11), say uˆ and ϑˆ, are given in terms of u and ϑ through
N (uˆ; ν) = N (u; ν) = 0,
M(uˆ, ϑˆ; χ) =M(u, ϑ; χ) = 0
(15)
using the implicit functions theorem. Therefore, if velocity and temperature fields are supposed to be known for ν=ν0,
the fields calculated for ν,ν0 are formally expressed as
uˆ(ν) = u(ν0) −
∫ ν
ν0
(∇uN)−1 ∂N
∂ν
dν,
ϑˆ(ν) = ϑ(ν0) +
∫ ν
ν0
(∇ϑM)−1 (∇uM) (∇uN)−1 ∂N
∂ν
dν,
(16)
4. Qualitative analysis of the route toward the chaos
With reference to Eq. (10) or (16), when ν−1 is relatively small, N and N behave like linear operators, and Eq.
(15) returns uˆ ≡ u(t, x) as unique solution. Increasing ν−1, the Navier–Stokes equations encounter the first bifurcation
at ν = ν1, the jacobian ∇uN is singular there, and thereafter Eq. (15) determines different velocity fields uˆ with the
corresponding length scales. A single bifurcation causes a doubling of u, i.e. a doubling of the velocity values and
of the length scales. Although the route toward the chaos can be of different kinds [34, 42, 51, 43], one common
element of these latter is that the number of encountered bifurcations at the onset of the chaotic regimes is about
greater than three. Hence, if ν−1 is quite small, the velocity field can be represented by its Fourier series of a given
basic scale. The first bifurcation introduces new solutions uˆ whose Fourier characteristic lengths are independent
from the previous one. Thereafter, each bifurcation adds new independent scales, and, after the third bifurcation
(ν−1 = ν−1∗ ), the transition occurs, the several characteristic lengths and the velocity values appear to be continuously
distributed, thus the velocity field is represented by the Fourier transform there. In such situation, a huge number
of such solutions are unstable, u(t, x) tends to sweep the entire velocity field set, and the motion is expected to be
chaotic with a high level of mixing. As for ϑˆ, M andM are both linear operators of ϑ, thus ϑˆ follows the variations
of uˆ. If ν−1 does not exceed its critical value value, say ν−1∗ , the velocity fields satisfying Eq. (15) are limited in
number, and this corresponds to intermediate stages of the route toward the chaos. On the contrary, when ν−1 > ν−1∗ ,
the region of developed turbulence where λNS >0 is observed, being λNS the average maximal Lyapunov exponent of
the Navier–Stokes equations, formally calculated as
λNS = lim
T→∞
1
T
∫ T
0
y · ∇uNy
y · y dt,
y˙ = ∇uN(u; ν)y,
u˙ = N(u; ν),
(17)
and y is the Lyapunov vector associated with the Navier–Stokes equations. Then, ν−1∗ depends on u, and Re∗, calculated
with Eqs. (7), can be roughly estimated as the minimum value of Re for which λNS ≥ 0.
Figure 1 qualitatively shows the route from non–chaotic regimes toward the developed turbulence. Specifically,
Figs. 1 (a) and (b) report two bifurcation maps at a given instant, providing the velocity component u1 in a point of
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Figure 1: Qualitative scheme of the route toward the turbulence. (a) and (b): velocity and length scale in terms of kinematic viscosity. (c), (d) and
(e): symbolic representation of solutions in the velocity fields set. (f) and (g): U and L in terms of kinematic viscosity.
the space, and one characteristic scale ℓ of the velocity field in function of ν−1. Figures 1 (c), (d) and (e) symbolically
represent, for assigned values of ν, the velocity field set (points inside the dashed circle), three different solutions of
the Navier–Stokes equations, say P, Q and R, and the several subsets σ1, σ2,... which correspond to islands that are
not swept during the fluid motion. The figure also depicts L=L(ν−1) and U=U(ν−1) (Fig. 1 (f) and (g) ), formally
calculated with Eqs. (7). Following Eq. (16), these maps are not universal, as u1=u1(ν
−1), ℓ=ℓ(ν−1), L=L(ν−1) and
U=U(ν−1) do not represent universal laws and their order of magnitude will depend on velocity field at ν−1
0
. When
ν−1 > ν−1
3
, the number of solutions diverges and the bifurcation tree of u1 and ℓ drastically changes its structure
showing tongue geometries that develop from the different bifurcations. As long as ν−1 does not exceed much ν−1
3
,
the extension of such tongues is relatively bounded, whereas the measure of the islands σk is quite large. This means
that, although u1 and ℓ exhibit chaotic behavior there, these do not sweep completely their variation interval, thus Eqs.
(4) do not behave like an ergodic dynamic system there. This corresponds to Fig. 1 (c), where the velocity fields P,
Q and R, being differently placed with respect to σk, k = 1, 2, .. will exhibit different values of average kinetic energy
and dissipation rate in V. As ν−1 rises, these tongues gradually increase their extension whereas the measures of σk
diminish (see Fig. 1 (d)) until to reach a situation where the bifurcation tongues overlap with each others and the
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Figure 2: Qualitative scheme of the route toward the turbulence: Reynolds number in terms of kinematic viscosity.
islands σk vanish (Fig. 1 (e)). Such developed overlapping corresponds to a chaotic behavior of u1 and ℓ where these
latter almost entirely describe their variation interval: Eqs. (4) behave like an ergodic dynamic system there, whereas
all the velocity fields, in particular P, Q, and R, although different with each others, give the same values of average
kinetic energy and dissipation rate inV. This is the onset of the fully developed turbulence.
As far as L and U are concerned, these are both functionals of u following Eq. (7), accordingly their variations
in terms of ν−1 are peculiar, resulting quite different with respect to u1 and ℓ. In particular, the structure of the first
three bifurcations do not show important differences with respect to u1 and ℓ, whereas, after the third bifurcation
(ν−1 > ν−1
3
), the chaotic regime begins, and the bifurcation tree of U and L exhibits completely different shape than
the corresponding zone of u1 and ℓ. In detail, the chaotic region extension of U and L appears to be more limited
than that of u1 and ℓ until to collaps in the lines A–B when ν
−1 > ν−1
A
. This is because the several bifurcations in
ν−1
3
< ν−1 < ν−1
A
correspond to a large number of solutions that show different levels of average kinetic energy and
dissipations rate in V which are in some way comparable to each other, respectively. Hence, although the chaotic
regime is characterized by myriad of values of u1 and ℓ which widely sweep the corresponding ranges, L and U,
being related to average kinetic energy and dissipation rate, will exhibit smaller variations. For relatively high values
of ν−1, when the velocity fluctuations behavior is ergodic, the averages calculated on phase trajectory tends to the
spatial averages. The region of chaotic regime collaps into the line A–B there. Along such line, for assigned ν, all the
solutions, in particular P, Q and R will exhibit the same level of kinetic energy and dissipation, and this represents the
regime of fully developed turbulence.
The Reynolds number Re = ν−1U L is shown in terms of ν−1 in Fig. 2. Also this map is non universal as it depends
on ν−1
0
. Nevertheless, such representation allows to identify the critical Reynolds number Re∗ = RT∗ = ν−1∗ U∗ L∗, the
minimum value of RT for which the flow maintains statistically homogeneous and isotropic compatible with λNS ≥ 0.
Hence, such critical Reynolds number Re∗ = RT∗ will assume an unique value, represented by the point A of Figs.
1 and 2, which plays the role of an universal limit in homogeneous isotropic turbulence. Then, ν∗ ≡ νA, L∗ ≡ LA,
U∗ = UA, and the lines A–B represent regimes of fully developed homogeneous isotropic turbulence where
L → λT
U → u
Re → RT

along A–B (18)
We conclude this section by remarking that the characteristic length of the problem is an undefined quantity in infinite
domain. Therefore, the length scales of u are used for determining the flow Reynolds number the critical value of
which, Re∗ = ν−1∗ U∗ L∗ has to be properly estimated. Accordingly, L∗ ≡ λT∗ and U∗ ≡ u∗, linked with each other, will
depend on RT∗ and ν.
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Such qualitative analysis is here used as background to formulate a specific bifurcation analysis of the velocity
correlation equation, and to determine an estimate of the critical Reynolds number RT∗.
5. Kinematic bifurcations. Bifurcation rate
The Navier–Stokes bifurcations have significant implications for what concerns the relative kinematics of velocity
field. This kinematics is described by the separation vector ξ (finite scale Lyapunov vector) which satisfies to the
following equations
x˙ = u(t, x),
ξ˙ = u(t, x + ξ) − u(t, x),
(19)
being x(t) and y(t) = x(t) + ξ(t) two fluid particles trajectories. In the case of contiguous trajectories, |ξ| → 0, and
Eqs. (19) read as
x˙ = u(t, x),
d x˙ = ∇xu(t, x)dx,
(20)
where dx and ∇xu(t, x) are, respectively, elemental separation vector, and velocity gradient. One point of the physical
space is of bifurcation for the velocity field (kinematic bifurcation) if ∇xu(t, x) has at least an eigenvalue with zero
real part, and this happens when its determinant vanishes, i.e.
det (∇xu(t, x)) = 0. (21)
As seen, when RT > RT∗, due to Navier–Stokes bifurcations, the velocity field evolution will be characterized
by continuous distributions of length scales and velocity values. Therefore, for t > 0, the velocity gradient field
will exhibit nonsmooth spatial variations where 〈∇xu(t, x)〉 = 0, and its determinant, det (∇xu(t, x)), is expected to
frequently vanish along fluid particles trajectories. To justify this, one could search a link between such property
and the statistics of the eigenvalues of ∇xu which directly arises from the fluid incompressibility [52]. In this regard,
observe that an arbitrary particle trajectory lt : x(t) belongs to the surface Σ1
Σ1 : Ψ1(t; x, y, z) ≡ ∇x · u(t, x) = 0 (22)
and identically satisfies the equation
lt ∈ Σ1 : ∂Ψ1
∂t
+ ∇xΨ1 · x˙ = 0 (23)
Thanks to Navier–Stokes bifurcations and fully developed turbulence hypothesis, for t > 0, Σ1 and lt will show abrupt
variations in their local placement, orientation and curvatures, and will tend to sweep the entire physical space. On
the other hand, the vanishing condition of velocity gradient determinant
Σ2 : D(t; x, y, z) ≡ det (∇xu(t, x)) = 0. (24)
defines the surface Σ2 , Σ1. Thus, the points which satisfy both the conditions (22) and (24) belong to the line
lb = Σ1 ∩ Σ2, and represent all the possible kinematic bifurcations which could happen along lt. Because of fully
developed turbulence, also lb will show nonsmooth spatial variations and will tend to describe the entire physical
space. Therefore, the kinematic bifurcations which occur along lt are obtained as lt ∩ lb, being lt, lb ∈ Σ1. As lt and
lb are two different curves of the same surface Σ1 that exhibit chaotic behaviors, their intersections are expected to be
very frequent, forming a highly numerous set of points on Σ1 according to the qualitative scheme of Fig. 3 wherein
lt and lb are represented by solid and dashed lines. Specifically, for RT > RT∗, t >0, the Navier–Stokes bifurcations
produce the regime of fully developed turbulence, where length scales and velocity values are continuously doubled,
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and this causes situations where the number of the intersections between lt and lb (kinematic bifurcations) diverges. To
show this, the kinematic bifurcation rate is now introduced. This quantity, calculated along a fluid particle trajectory,
is defined as follows
S b = lim
T→∞
1
T
∫ T
0
δ(D) |DD
Dt
| dt,
DD
Dt
=
∂D
∂t
+ ∇xD · u
(25)
The rate S b can be much greater than the eigenvalues modulus of ∇xu and than its maximal Lyapunov exponent. In
fact, due to the Navier–Stokes bifurcations and to the hypothesis of fully developed chaos, the characteristic scales of
u are continuously doubled, thusD ≡ det (∇xu) is expected to be a function of the kind
det (∇xu) = D (y1, y2, ..., yn) ,
yk =
x
ℓk
, k = 1, 2, ..., n
ℓ1 > ℓ2 > ... > ℓn,
O|∂D
∂y1
| ≈ O|∂D
∂y2
|... ≈ O|∂D
∂yn
|,
(26)
where, due to bifurcations, n tends to diverge, and
Figure 3: Qualitative scheme of fluid particle trajectory lt , bifurcation line lb, and their intersections over Σ1.
∇xD =
n∑
k=1
∂D
∂yk
1
ℓk
,
O
(
1
ℓn
|∂D
∂yn
· u|
)
>>> O
(
|∂D
∂t
|
) (27)
For one assigned velocity field, from Eqs. (25) and (26), the simultaneous values of u and ∇x(det(∇xu)) can cause
very frequent kinematic bifurcations whose rate can be significantly greater than the maximal Lyapunov exponent of
11
Eq. (19) or (20). In fact, following Eqs. (25) and (26), the order of magnitude of S b identifies the ratio (large scale
velocity)–(small scale length)
S b ≈ u
ℓn
(28)
where the small scale ℓn represents the minimum distance between to successive kinematic bifurcations encountered
along fluid particle trajectory. This means that the changing rate of ∇xu along lt can be much more rapid than the rate
of divergence of two contiguous trajectories.
At this stage of the present study, S b is assumed to be much greater than the maximal Lyapunov exponent of Eq.
(19), and its estimation will be performed in the following as soon as ℓn is identified by means of this analysis.
6. Lyapunov kinematic analysis
The aim of this section is to discuss how, in fully developed turbulence, the fluctuations of fluid particles dis-
placements and local strain can be much more rapid and statistically independent with respect to the time variations
of velocity field. To analyze this, consider that, in fully developed turbulence, the Navier–Stokes bifurcations cause
non smooth spatial variations of u(t, x) which in turn deternine very frequent kinematic bifurcations. Due to the fluid
incompressibility, two fluid particles will describe chaotic trajectories, x(t) and y(t) = x(t) + ξ(t), which diverge with
each other with a local rate of divergence quantified by the local Lyapunov exponent of finite scale ξ
λ˜ =
ξ˙ · ξ
ξ · ξ (29)
According to such definition of λ˜, around to a given instant, t0, ξ and ξ˙ can be expressed as
ξ = Q(t)ξ(t0) exp
(
λ˜ (t − t0)
)
,
ξ˙ = λ˜ξ +ωE × ξ
(30)
as long as |ξ| ≈ |ξ(t0)| = r, where Q is an orthogonal matrix giving the orientation of ξ with respect to the inertial
frameR, andωE is the angular velocity of ξ with respect to R whose determination is carried out by means of a proper
orthogonalization procedure of the Lyapunov vectors described in Ref. [6]. The classical local Lyapunov exponent is
obtained for |ξ| →0, λ˜→ Λ, that is
Λ˜ =
dx · ∇xudx
dx · dx (31)
On the other hand, dx can be expressed through Eq. (20) as follows
dx = exp
(∫ t
0
∇xu(t′, x(t′))dt′
)
dx0 (32)
where the exponential denotes the series expansion of operators
exp
(∫ t
0
∇xu(t′, x(t′))dt′
)
= I +
∫ t
0
∇xu(t′, x(t′))dt′ + ... (33)
Although in developed turbulence the Navier–Stokes bifurcations cause abrupt spatial variations of velocity and tem-
perature, with λNS >0, due to fluid dissipation, u and ϑ are in any case functions of slow growth of t ∈ (0,∞), whereas
ξ and dx, being not bounded by the dissipation effects, are functions of exponential growth of t. Therefore, in line
with the analysis of Ref. [3], and taking into account that S b >> sup
{
λ˜
}
, that ξ and dx are much more rapid than
u(t, x) being sup
{
λ˜
}
>> λNS , it follows that ξ and dx will exhibit power spectra in frequency intervals which are
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completely separated with respect to those of the power spectum of u. To study this, consider now the Taylor series
expansion of u with respect to t of the trajectories equations, i.e.
x˙ = u(0, x(t)) + ...,
ξ˙ = u(0, x(t) + ξ(t)) − u(0, x(t)) + ..., for finite scale |ξ|,
d x˙ = ∇xu(0, x(t))dx + ..., for contiguous trajectories
(34)
The first terms (terms of 0 order) of such Taylor series do not correspond to time variations in velocity field, thus
these do not modify the fluid kinetic energy. Furthermore, as sup
{
λ˜
}
>> λNS (fully developed turbulence), such terms
reproduce the particles trajectories as long as 0 < t < O(1/λNS ), that is
x˙ ≃ u(0, x(t)),
ξ˙ ≃ u(0, x(t) + ξ(t)) − u(0, x(t)), for finite scale |ξ|,
d x˙ ≃ ∇xu(0, x(t))dx, for contiguous trajectories
∀t ∈ (0, a), a = O
(
1
λNS
)
(35)
Following Eq. (35), the fluctuations of ξ and dx are statistically independent with respect to the time variations of the
velocity field. Next, sup
{
λ˜
}
>> λNS , thus the number of kinematic bifurcation, which happen for 0 < t < O(1/λNS ),
is expected to be quite high and can be considered to be significative from the statistical point of view.
Now, according to the mathematical analysis of the continuum media [53], the following map is considered
χ(., t) : x0 → x(t) (36)
which expresses the placement of material elements at the current time t in function of their referential position, say
x0 = x(0) [53]. From Eq. (32), the local fluid strain ∂x(t)/∂x0 is then an exponential growth function of t which,
thanks to the above mentioned property of independence of dx from u(t, x), results to be independent and much faster
with respect to the time variations of the velocity field. In fact, from the Lyapunov theory of kinematic field, such
strain reads as
∂x
∂x0
≡ exp
(∫ t
0
∇xu(t′, x(t′))dt′
)
≡ exp
(∫ t
0
∇xu(0, x(t′))dt′
)
+ ... = G exp
(
Λ˜ t
)
, (37)
where G is a proper fluctuating matrix whose elements Gi j = O(1) are functions of of slow growth of t. As long as
t ∈ (0, a) we have
∂x
∂x0
≃ exp
(∫ t
0
∇xu(0, x(t′))dt′
)
= G exp
(
Λ˜ t
)
, ∀t ∈ (0, a) (38)
that is ∂x(t)/∂x0 is independent of the time variations of the velocity field.
In brief, as sup
{
λ˜
}
>> λNS , two time scales are here considered: one associated with the velocity field and the other
one related to the relative fluid kinematics. Thus, ξ, ∂x(t)/∂x0 and λ˜ are statistically independent of u. Furthermore,
due to very frequent kinematic bifurcations in (t, t + 1/λNS ), ξ, local strain and λ˜ are expected to be continuously
distributed in their variation ranges. This conclusion is supported by the arguments in Ref. [54, 55] (and references
therein), where the author remarks among other things that the fields u(t, x), (and therefore also u(t, x + ξ) − u(t, x))
produce chaotic trajectories also for relatively simple mathematical structure of u(t, x) (also for steady fields!).
7. ∗Turbulent energy cascade, material vorticity and link with classical kinematic Lyapunov analysis
By means of theoretical considerations based on the classical Lyapunov theory and on the property that the kine-
matic bifurcation rate is much larger than the maximal Lyapunov exponent of the velocity gradient, an interpretation
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of the kinetic energy cascade phenomenon is given which shows that η ≡ dx is much more rapid and statistically
independent with respect to u. Following such considerations, the vorticity equation of a material element (material
vorticity) –directly obtained making the curl of the incompressible Navier–Stokes equations– is compared with the
evolution equation of η which follows the classical Lyapunov theory. These equations read as
Dω
Dt
≡ ∂ω
∂t
+ ∇xω u = ∇xu ω + ν∇2xω,
being ω = ∇x × u,
Dη
Dt
≡ η˙ = ∇xu η,
Dx
Dt
≡ x˙ = u(t, x),
t ∈ (t0, t0 + a)
(39)
From such relations, it is apparent that, for inviscid fluids (ν = 0), the time variations of η and of ω along a fluid
particle trajectory x=x(t), follow the same equation, thus ω identifies those particular Lyapunov vectors such that
η ∝ ∇x × u at the initial time t0. On the other hand, regardless of the initial condition η(0), η(t) tends to align with the
direction of the maximum rising rate of the trajectories distance [56]. If ω(t0) = k η(t0), then ω(t) = k η(t), ∀t > t0
(von Helmholtz), where k does not depend on t, while η is a fast growth function of t. Thus, following the Lyapunov
theory, for inviscid fluids, |ω|, calculated along x=x(t), tends to exponentially rise with t. More in general, for inviscid
fluids, ω and η are both fast growth (exponential) functions of the time, where ω tends to align to the direction of
maximum growth rate of |η| [56].
A nonzero viscosity influences the time variations of the material vorticity making this latter a slow growth func-
tion of t ∈ (t0,∞), whereas η and ξ remain in any case exponential growth functions of t. This implies that, for ν , 0,
the characteristic time scales of u (and ϑ) and η are different, and that after the time t0 + a, the fluctuations of ξ result
to be statistically independent from u. This holds also when ν→ 0 for properly small length scales, except for ν = 0.
Based on the previous observations, the combined effect of very frequent bifurcations and stretching term ∇xu ω
produces the kinetic energy cascade. This phenomenon regards each fluid particle, where ∇xu ω acts on the material
vorticity in the same way in which ∇xu η influences η. In fact, according to Eqs. (39), as long as |∇xu ω| >> ν|∇2xω|,
arbitrary material lines η –thus arbitrary material volumes built on different Lyapunov vectors η, i.e. η1 × η2 · η3–
moving along x(t), experience the material vorticity growth and deform according to the Lyapunov theory. According
to the analysis of the previous section, such growth phenomenon, due to ∇xu ω, preserves the average kinetic energy
and corresponds to the continuous kinetic energy transfer from large to small scales i.e. the kinetic energy cascade
phenomenon. Due to the arbitrary choice of x(t), this pertains all the fluid particles. For what concerns the thermal
energy cascade, ϑ is a passive scalar, the temperature follows the velocity fluctuations according to Eqs. (15), thus the
cascade of thermal energy is direct consequence of the mechanism of kinetic energy cascade.
In brief, the energy cascade can be linked to the material vorticity tendency to be proportional to the classical
Lyapunov vectors whose modulus changes according to the Lyapunov theory. Specifically, according to Eqs. (39) and
taking into account that S b >> sup
{
λ˜
}
, η is much faster and statistically independent with respect to the velocity field,
while the energy cascade can be viewed as a continuous and intensive stretching and folding process of fluid particles
which involves smaller and smaller length scales during their motion, and where the particle folding process happens
with a frequency given by the bifurcation rate.
8. Distribution functions of u, ϑ, x, ξ and λ˜
Following the present formulation, u, ϑ, x and ξ are the fluid state variables. Therefore, the distribution function
of u, ϑ, x and ξ, say P, varies according to the Liouville theorem associated with (4)–(5) and (19) [57]
∂P
∂t
+
δ
δu
· (Pu˙) + δ
δϑ
·
(
Pϑ˙
)
+
∂
∂x
· (Px˙) + ∂
∂ξ
·
(
Pξ˙
)
= 0 (40)
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where, according to the notation of Eqs. (4)–(5), δ/δu and δ/δϑ are functional partial derivatives with respect to u and
ϑ, respectively and (∂/∂◦) · stands for the divergence with respect to ◦. In line with the previous analysis and with
Refs. [5, 6], P can be factorized as follows
P(t, u, ϑ, x, ξ) = F(t, u, ϑ)Pξ(t, x, ξ) (41)
being F and Pξ the distribution functions of (u, ϑ), and of (x, ξ), respectively. Their evolution equations are formally
obtained from Eq. (40) and taking into account the aforementioned statistical independence (41). This allows to split
the Liouville equation (40) in the two following equations
∂F
∂t
+
δ
δu
· (Fu˙) + δ
δϑ
·
(
Fϑ˙
)
= 0,
∂Pξ
∂t
+
∂
∂x
·
(
Pξ x˙
)
+
∂
∂ξ
·
(
Pξξ˙
)
= 0
(42)
where the boundary conditions of Pξ read as
Pξ = 0, ∀(x, ξ) ∈ ∂ {{x} × {ξ}} (43)
In case of homogeneous and isotropic turbulence, Pξ does not depend on x, and can be expressed in function of the
finite scale r as follows
Pξ ≈
∑
k
δ(ξ − rk),
|rk| = r,∀k
(44)
where δ denotes the Dirac’s delta, and rk are uniformely distributed points on a sphere S of radius r due to isotropy
hypothesis, being k a generic index indicating the several points on S. This leads to
Pξ =
1
4πr2
δ(|ξ| − r) =

C → ∞ if |ξ| = r
0 elsewhere
(45)
Also λ˜ and ωE are statistically independent of the velocity field and are continuously distributed in their ranges of
variation. In particular, the PDF of λ˜, say Pλ, can be calculated by means of Pξ with the Frobenius–Perron equation
Pλ
(
λ˜
)
=
∫
x
∫
ξ
Pξ δ
(
λ˜ − ξ˙ · ξ
ξ · ξ
)
dxdξ (46)
Now, in isotropic turbulence, the longitudinal component of the velocity difference ξ˙ · ξ/r is uniformely distributed
in its variation range as ξ sweeps S, while, due to the fluid incompressibility, λ˜ is expected to vary in the interval
(−λS /2, λS ), where λS = sup
{
λ˜
}
. Therefore, substituting Eq. (44) in Eq. (46), we found that λ˜ uniformely sweeps
(−λS /2, λS ), according to
Pλ =

2
3
1
λS
, if λ˜ ∈
(
−λS
2
, λS
)
0 elsewhere
(47)
Observe that, Eqs. (45) and (47) agree with the results of Ref. [6], where the author shows that ξ and λ˜ are both
uniformely distributed in their ranges by means of the condition H=max compatible with certain constraints, being
H the entropy associated with the kinematic state (x, ξ). This is because the isotropic homogeneous turbulence hy-
potheses, here expressed through Eqs. (44)–(45), correspond to the maximum ofH . The causes of the nonsymmetric
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distribution of λ˜ with respect the origin, also analyzed in Ref. [6], are fluid incompressibility and alignment property
of ξ with respect to the maximum rising rate direction. Following such property, regardless of the initial condition
ξ(0), ξ(t) tends to align with the direction of the maximum rising rate of the trajectories distance [56]. Therefore, such
distribution function provides positive average Lyapunov exponents, and gives the link between average and square
mean values of the finite scale Lyapunov exponent according to
〈
λ˜
〉
ξ
=
1
2
√〈
λ˜2
〉
ξ
> 0. (48)
where 〈◦〉ξ indicates the average of ◦ calculated, through Pξ or Pλ.
9. ∗Finite time Lyapunov exponents and their distribution in fully developed turbulence
Altough the local Lyapunov exponent λ˜ quantifies the local trajectories divergence in a point of space, in practice,
the trajectory stability is evaluated by observing the particle motion in a finite time interval, say (t0, t0 + τ). For this
reason, it is useful to define the finite time Lyapunov exponent as the average of λ˜ in such time interval, that is
λ˜τ =
1
τ
∫ t0+τ
t0
λ˜ dt =
1
τ
∫ t0+τ
t0
d
dt
ln ̺ dt =
1
τ
ln
(
̺(t0 + τ)
̺(t0)
)
.
̺ = |ξ|.
(49)
This exponent trivially satisfies
lim
τ→0
λ˜τ = λ˜. (50)
If τ is properly high, a statistically significant number of kinematic bifurcations n can occur for t ∈ (t0, t0+τ), thus λ˜τ is
in general a fluctuating variable which exhibits variations whose amplitude diminishes as τ increases. Accordingly, λ˜τ
will be distributed following a gaussian PDF in fully developed turbulence. In fact, due to the bifurcations encountered
in (t0, t0 + τ), λ˜τ can be written as sum of several terms, each of them related to the effects of a single bifurcation, i.e.
λ˜τ =
1
τ
ln
(
̺(t0 + τ)
̺(t0)
)
=
1
τ
ln
(
̺(t0 + τ)
̺n−1
̺n−1
̺n−2
...
̺1
̺(t0)
)
=
1
τ
n∑
k=1
ln
(
̺k
̺k−1
)
(51)
where ln(̺k/̺k−1) gives the contribution of the kth bifurcation starting from t0, being ̺k−1 and ̺k the Lyapunov
vectors moduli calculated immediately before and after the kth bifurcation. On the other hand, due to fully developed
chaos, each of such terms is expected to be statistically independent of all other ones, and if τ → ∞, the number
of encountered bifurcations n diverges. Hence, a proper variant of the central limit theorem can be applied, and this
would guarantee that λ˜τ tends to a gaussian stochastic variable [58]. The novelty of the present section consists in the
implication that the property S b >> λτ has on Eq. (51). Such property should ensure that λτ can be approximated
to a gaussian stochastic variable also for certain finite values of τ. In fact, if τ ≈ 1/λτ or τ & 1/λτ, the time interval
(t0, t0 + τ) should include a statistically significant number of kinematic bifurcations, thus the distribution function of
λτ is expected to be a gaussian PDF, expecially for relatively high values of the Taylor scale Reynolds number.
10. Closure of von Ka´rma´n–Howarth and Corrsin equations
Starting from the property of statistical independence (41) and adopting the Liouville theorem, the closure for-
mulas of von Ka´rma´n-Howarth and Corrsin equations are here determined and the effects of the chaotic trajectories
divergence on these closures are discussed.
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In fully developed isotropic homogeneous turbulence, the pair correlation functions of longitudinal velocity com-
ponents and of temperature, defined as
f (r) =
〈ur(t, x)ur(t, x + r)〉
u2
≡ 〈uru
′
r〉
u2
,
fθ(r) =
〈ϑ(t, x)ϑ(t, x + r)〉
θ2
≡ 〈ϑϑ
′〉
θ2
.
(52)
satisfy the von Ka´rma´n–Howarth equation [17] and Corrsin equation [19, 20], respectively, where
ur = u(t, x) · r
r
, u′r = u(t, x + r) ·
r
r
(53)
von Ka´rma´n–Howarth and Corrsin equations are properly obtained from the Navier–Stokes and heat equations written
in two points of space, say x and x + r. These correlation equations read as follows
∂ f
∂t
=
K
u2
+ 2ν
(
∂2 f
∂r2
+
4
r
∂ f
∂r
)
+
10ν
λ2
T
f ,
∂ fθ
∂t
=
G
θ2
+ 2χ
(
∂2 fθ
∂r2
+
2
r
∂ fθ
∂r
)
+
12χ
λ2
θ
fθ,
(54)
The boundary conditions associated with such equations are
f (0) = 1, lim
r→∞
f (r) = 0,
fθ(0) = 1, lim
r→∞
fθ(r) = 0,
(55)
being u ≡
√
〈u2r 〉, θ ≡
√
〈ϑ2〉, where λT ≡
√−1/ f ′′(0) and λθ ≡ √−2/ f ′′θ (0) are Taylor and Corrsin microscales,
respectively. The quantities K and G, arising from inertia forces and convective terms, give the energy cascade, and
are expressed as [17, 19, 20] (
3 + r
∂
∂r
)
K =
∂
∂rk
〈
uiu
′
i
(
uk − u′k
)〉
,
G =
∂
∂rk
〈
ϑϑ′
(
uk − u′k
)〉
,
(56)
where the repeated index denotes the summation convention. Following the theory [17, 19, 20], K and G are linked
to the longitudinal triple velocity correlation function k, and to the triple correlation between ur and ϑ, according to
K(r) = u3
(
∂
∂r
+
4
r
)
k(r), where k(r) =
〈u2r u′r〉
u3
,
G(r) = 2uθ2
(
∂
∂r
+
2
r
)
m∗(r), where m∗(r) =
〈urϑϑ′〉
θ2u
,
(57)
As well known from the literature [17, 19, 20], without particular hypotheses about the statistics of u and ϑ, K and G
are unknown quantities which can not be expressed in terms of f and fθ, thus at this stage of this analysis, both the
correlations equations (54) are not closed.
In order to obtain analytical forms of K and G, observe that these latter, representing the energy flow between
length scales in the fluid, do not modify the total amount of kinetic and thermal energies [18, 19]. Indeed, convective
term, inertia and pressure forces determine interactions between Fourier components of velocity and temperature fields
providing the transfer of kinetic and thermal energy between volume elements in the wavenumber space, whereas the
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global effect of such these interactions leaves u2 and θ2 unaltered [18, 19]. On the other hand, the proposed statistical
independence property (41) allows to write the time derivative of P as sum of two terms
∂P
∂t
= Pξ
∂F
∂t
+ F
∂Pξ
∂t
(58)
the first one of which, being related to ∂F/∂t, provides the time variations of velocity and temperature fields. The
second one, linked to ∂Pξ/∂t, not producing changing of u
2 and θ2, identifies the energy cascade effect. Therefore, K
andG arise from the second term of (58), and can be expressed, by means of the Liouville theorem (40) and Eqs. (42),
in terms of material displacements ξ, taking into account flow homogeneity and fluid incompressibility. Specifically,
from Eq. (40)–(42), K and G, directly arising from −F∂(Pξξ˙)/∂ξ, are calculated as follows
K = −
∫
U
∫
Ξ
F
∂
∂ξ
·
(
Pξξ˙
)
uξu
∗
ξ dUdΞ,
G = −
∫
U
∫
Ξ
F
∂
∂ξ
·
(
Pξξ˙
)
ϑϑ∗dUdΞ,
(59)
whereU = {u} × {ϑ}, Ξ = {ξ} and dU and dΞ are the corresponding elemental volumes, and
uξ = u(t, x) · ξ
ξ
, u∗ξ = u(t, x + ξ) ·
ξ
ξ
,
ϑ = ϑ(t, x), ϑ∗ = ϑ(t, x + ξ),
(60)
Integrating Eqs. (59) with respect toU, we obtain
K = −u2
∫
Ξ
∂
∂ξ
·
(
Pξξ˙
)
f (ξ) dΞ,
G = −θ2
∫
Ξ
∂
∂ξ
·
(
Pξξ˙
)
fθ(ξ) dΞ,
(61)
Again, integrating by parts Eq. (61) with respect to Ξ, taking into account the boundary conditions (43) (Pξ ≡ 0,
∀ξ ∈ ∂Ξ) and the isotropy hypothesis, K and G are written as
K = u2
∫
Ξ
Pξ
∂ f
∂ξ
· ξ˙ dΞ = u2
∫
Ξ
Pξ
∂ f
∂ξ
ξ
ξ
· ξ˙ dΞ,
G = θ2
∫
Ξ
Pξ
∂ fθ
∂ξ
· ξ˙ dΞ = θ2
∫
Ξ
Pξ
∂ fθ
∂ξ
ξ
ξ
· ξ˙ dΞ,
(62)
Now, the Lyapunov theory provides ξ˙=λ˜ξ + ωE × ξ, and in isotropic homogeneous turbulence Pξ = δ(|ξ| − r)/4πr2,
thus K and G are
K = u2
∫
Ξ
Pξ
∂ f
∂ξ
ξλ˜ dΞ = u2
∂ f
∂r
r
〈
λ˜
〉
ξ
,
G = θ2
∫
Ξ
Pξ
∂ fθ
∂ξ
ξλ˜ dΞ = θ2
∂ fθ
∂r
r
〈
λ˜
〉
ξ
,
(63)
Furthermore, the finite scale Lyapunov theory also gives the relationship between velocity correlation and Lyapunov
exponents according to 〈
(u∗ξ − uξ)2
〉
ξ
= 2u2 (1 − f (r)) =
〈
λ˜2
〉
ξ
r2, (64)
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where 〈λ˜〉ξ and 〈λ˜2〉ξ are linked with each other through Eq. (48), therefore the closure formulas of K and G are in
terms of autocorrelations and of their gradients
K(r) = u3
√
1 − f
2
∂ f
∂r
,
G(r) = uθ2
√
1 − f
2
∂ fθ
∂r
,
(65)
These closure formulas do not include second order derivatives of autocorrelations, thus Eqs. (65) do not correspond
to a diffusive model. The energy cascade expressed by Eqs. (65) is not based on the eddy viscosity concept, being
the result of the trajectories divergence in the continuum fluid. This cascade phenomenon and Eqs. (65) are here
interpreted as follows:
1) In fully developed chaos, the Navier–Stokes bifurcations determine a continuous distribution of velocity, tem-
perature and of length scales, where one single bifurcation causes doubling of velocity, temperature, length scale and
of all the properties associated with the velocity and temperature fields according to Eqs. (15)–(16). This leads to
nonsmooth spatial variations of velocity field and very frequent kinematic bifurcations.
2) The huge kinematic bifurcations rate generates in turn continuous distributions of λ˜ and ξ, while fluid incom-
pressibility and the mentioned alignment property of ξ make λ˜ unsymmetrically distributed with λ¯(r) ≡
〈
λ˜
〉
ξ
>0, and
the relative particles trajectories to be chaotic.
3) The tendency of the material vorticity to follow direction and variations of the Lyapunov vectors gives the
phenomenon of the kinetic energy cascade.
The main asset of Eqs. (65) with respect to the other models is that Eqs. (65) are not based on phenomenological
assumptions, such as for instance, the eddy viscosity paradigm [22, 23, 24, 29, 28, 33], but are obtained through
theoretical considerations concerning the statistical independence of ξ from u, and the Liouville theorem. Thanks to
their theoretical foundation, Eqs. (65) do not exhibit free model parameters or empirical constants which have to be
identified. These closure formulas coincide with those just obtained by the author in the previous works [1, 4] and [5].
While Refs. [1, 4] derive such closures expressing the local fluid act of motion in the finite scale Lyapunov basis and
using the frame invariance property of K and G, Ref. [5] achieves the same formulas adopting maximum and average
finite scale Lyapunov exponents, properly defined, and the statistical independence of ξ and u. Here, unlike Refs.
[1, 4] and [5], Eqs. (65) are determined exploiting the unsymmetric distribution function of λ˜ just studied in Ref. [6],
showing that the assumptions of Refs. [1, 4] and [5] are congruent with the present analysis, corroborating the results
of the previous works.
Refs. [1, 4] show that these closures describe adequately the energy cascade phenomenon and the energy spectra.
In detail, K reproduces the kinetic energy cascade mechanism following the Kolmogorov law, andG gives the thermal
energy cascade in line with the theoretical argumentation of Kolmogorov, Obukhov–Corrsin and Batchelor [35, 36,
37], with experimental results [38, 39], and with numerical data [40, 41]. Moreover, Eq. (65) allows the calculation
of the skewness of ∆ur and ∂ur/∂r which is directly linked to the energy cascade intensity. This is [18]
H3(r) ≡ 〈(∆ur)
3〉
〈(∆ur)2〉3/2
=
6k(r)
(2(1 − f (r)))3/2 (66)
Then, substituting Eqs. (65) in Eq. (66), the skewness of ∂ur/∂r is
H3(0) = −3
7
(67)
This constant quantifies the effect of chaotic relative trajectories on the energy cascade in isotropic turbulence, and
agrees with the several results obtained through direct numerical simulation of the Navier–Stokes equations (DNS)
[59, 60, 61] (−0.47÷−0.40), and by means of Large–eddy simulations (LES) [62, 63, 64] (−0.42÷−0.40). For sake of
reader convenience, Table 1 recalls the comparison, just presented in [5, 6], between the value of the skewness H3(0)
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of this analysis and those achieved by the aforementioned works. It results that the maximum absolute difference
between the proposed value and the other ones results to be less than 10 %. Therefore, the proposed hypotheses,
leading to the distribution function (47) and to the closures (65), seem to be adequate assumptions for estimating
turbulent energy cascade and spectra.
Table 1: Comparison of the results: Skewness of ∂ur/∂r at diverse Taylor–scale Reynolds number RT ≡ uλT /ν following different authors.
Reference Simulation RT H3(0)
Present analysis - - -3/7 = -0.428...
[59] DNS 202 -0.44
[60] DNS 45 -0.47
[61] DNS 64 -0.40
[62] LES < 71 -0.40
[63] LES ∞ -0.40
[64] LES 720 -0.42
Remark. At this stage of the present analysis, it is worth remarking the importance of the hypothesis of statistical
independence of u and ξ expressed by Eq. (41). This latter represents the hypothesis of fully developed turbulence
of the present analysis, and leads to the analytical expressions of K and G separating the effects of the trajectories
divergence in the physical space from those of the velocity field fluctuations in the Navier–Stokes phase space. Without
such hypothesis, the energy cascade effect can not be expressed through the term −F∂(Pξξ˙)/∂ξ and using Eqs. (59),
thus the proposed closures (65) can not be determined.
We conclude this section by observing the limits of the proposed closures (65). These limits directly derive from
the hypotheses under which Eqs. (65) are obtained: Eqs. (65) are valid only in regime of fully developed chaos
where the turbulence exhibit homogeneity and isotropy. Otherwise, during the transition through intermediate stages
of turbulence, or in more complex situations with particular boundary conditions, for instance in the presence of wall,
Eqs. (65) cannot be applied.
11. Properties of the proposed closures
Here, some of the properties of the proposed closures (65) are renewed, with particular reference to the evolution
times of the developed velocity and temperature autocorrelations. In detail, we will show that these correlations reach
their developed shape in finite times which depend on the initial condition, and that, after this period, the hypothesis
of statistical independence could be not more verified. This result is just given in Ref. [5], where the author adopts
a specific Lyapunov analysis using two exponents properly defined. Unlike Ref. [5], such result is here achieved
through the previously obtained local finite scale Lyapunov exponent distribution (47). To analyze this, the evolution
equations of u, θ, λT and λθ are first obtained taking the coefficients of order r
0 and r2 of Eqs. (54) arising from the
Taylor series expansion of even powers of f and fθ [17], [19, 20]
f = 1 − 1
2
(
r
λT
)2
+ ...,
fθ = 1 −
(
r
λθ
)2
+ ...,
(68)
This leads to the following equations
du2
dt
= −10ν
λ2
T
u2,
dθ2
dt
= −12χ
λ2
θ
θ2,
(69)
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dλT
dt
= −u
2
+
ν
λT
(
7
3
f IV (0)λ4T − 5
)
,
dλθ
dt
= −u
2
λθ
λT
+
χ
λθ
(
5
6
f IVθ (0)λ
4
θ − 6
) (70)
While Eqs. (69) do not depend on the particular adopted closures [17], [19, 20], Eqs. (70) are obtained using the
proposed closures (65). On the other hand, it is useful to consider the fluctuations of the classical Lyapunov exponent,
defined as
Λ˜ = lim
r→0
λ˜ = lim
r→0
d
dt
ln ̺,
̺ = |ξ|
(71)
which are related to f through Eqs. (68) and (64) in such a way that
Λ =
√〈
Λ˜2
〉
=
u
λT
∝ lim
r→0
d
dt
〈ln ̺〉ξ ≈ |
d ln λT
dt
|. (72)
being Λ the root mean square of Λ˜.
Following Eqs. (70), the time variations of λT , λθ and Λ are now discussed. The first terms at the R.H.S. of Eqs.
(70) provide the turbulent energy cascade, whereas the other ones arise from the fluid diffusivities. While these latter
give contributions to increase both the correlation lengths, the energy cascade mechanism tends to reduce these scales,
and if such mechanism is sufficiently stronger than diffusivities, then dλT/dt < 0 and dλθ/dt < 0.
For sake of our convenience, the condition ν = 0, χ = 0 is first studied. In this case, u and θ are both constants,
whereas λT , λθ and Λ vary with t. In detail, λT and λθ are proportional with each other, and vary linearly with the time
according to
λT (t)
λT (0)
≡ λθ(t)
λθ(0)
= 1 − τ
2
,
Λ(t)
Λ(0)
=
1
1 − τ/2 ,
τ = t Λ(0),
(73)
while Λ monotonically rises and goes to infinity in a finite time, being τ the dimensionless time. When ν = χ = 0, the
energy cascade provides that both the microscales decrease until to τ → 2, where both the correlations are considered
to be fully developed, λT →0, λθ →0 and Λ → ∞ (see solid lines of Fig. 4 ). Thus, the two correlations will
exhibit developed shapes in finite times whose values depend on the initial condition Λ(0). The meaning that both
the microscales are decreasing functions of τ is that kinetic and thermal energies are continuously transferred from
large to small scales following the previous scheme. Next, as τ →2, Λ → +∞ and this means that the velocity
gradient diverges in a finite time depending on Λ(0) and that contiguous particles trajectories diverge with a growth
rate infinitely faster than velocity and temperature fields.
For ν >0, χ >0, then du/dt <0 and dθ/dt <0 in any case, and f and fθ are here supposed to be fully developed
as soon as dλT/dt=0 and dλθ/dt=0, respectively. These situations are qualitatively shown in the figure by the dashed
lines for different values of RT and Pe, where RT=λT u/ν, Pe=Pr RT and Pr=ν/χ are, respectively, Reynolds number
and Pe´clet number, both referred to the Taylor microscale, and the Prandtl number. When the initial microscales are
relatively large, the diffusivities effects are quite smaller than the convective terms, the energy cascade is initially
stronger than the diffusivities effects and both the microscales exhibit about the same trend just discussed for ν=χ=0.
According to Eqs. (69) and (70), the interval where τ ranges can be splitted in two subregions for both f and fθ.
The first ones correspond to values of τ ∈ (0, 2) such that dλT/dt <0 and dλθ/dt <0, which are upper bounded by
the endpoints τ1 <2, τ2 <2 where dλT/dt(τ1)= 0 and dλθ/dt(τ2) =0 (dashed lines), respectively, being in general τ1
, τ2. There, kinetic and thermal of energy cascade are momentarily balanced by viscosity and thermal diffusivity,
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Figure 4: Taylor and Corrsin microscales, and root mean square of classical Lyapunov exponent in function of the dimensionless time.
respectively, and both the autocorrelations can be considered to be fully developed. For both the correlations, such
momentary balance happens in finite times τ <2 which depend on the initial condition. As far as Λ is concerned, this
initially coincides about with that obtained for ν =0, then reaches its maximum for τ .2 and thereafter diminishes due
to viscosity. WhenΛ achieves its maximum, dΛ/dt=0, chaos and mixing reach their maximum levels, the correlations
are about fully developed, thus relative kinematics and fluid strain change much more rapidly than velocity field.
Thereafter, we observe regions where dΛ/dt <0. There, due to the relatively smaller values of the microscales, the
dissipation is stronger than the energy cascade, and both the correlation lengths tend to rise according to Eq. (70). Such
region, which occurs immediately after the condition dΛ/dt =0, corresponds to the regime of decaying turbulence.
Observe that the proposed closures (65) are expected to be verified where dΛ/dt >0, in which the Navier-Stokes
bifurcations generate the regime of fully developed turbulence. On the contrary, in regime of decaying turbulence
–dΛ/dt <0–, after a certain time, say τ+ > τ1 ≈ 2, it results Λ/Λ(0) < 1. In such situations, the relative kinematic
and fluid strain could be not faster than velocity field, thus the statistical independence hypothesis (41) could be not
satisfied and Eqs. (65) will be not defined. Therefore, the condition τ ≈ 2 or Λ/Λ(0) < 1 provides a further limit of
validity for the proposed closure formulas.
12. ∗Self–similarity and developed correlations of the proposed closures
This section analyzes self–similarity and developed shape of f and fθ produced by the proposed closures. The new
result with respect to the previous works consists in to remark that the proposed closures generate correlations self–
22
similarity in proper ranges of r, which is directly related to the fluid trajectories divergence. To study this question,
observe that a given function of t and r, say ψ = ψ(t, r), which completely exhibits self–similarity with respect to r as
t changes, is a function of the kind
ψ(t, r) = ψ
(
r
Lˆ(t)
)
(74)
and exactly satisfies the equation
∂ψ
∂t
= −∂ψ
∂r
r
Lˆ
dLˆ
dt
≡ C(t)r∂ψ
∂r
,
C(t) =
d ln Lˆ
dt
(75)
wherein Lˆ is the characteristic length associated with the specific problem. From such equation, the self–similarity of
ψ is linked to the variation rate d ln Lˆ(t)/dt. Now, thanks to the mathematical structures of the proposed closures (65),
and taking into account that f and fθ are both even functions of r which near the origin behave like Eqs. (68), K and
G can be expressed through even power series of f as follows
K = u3
√
1 − f
2
∂ f
∂r
=
u3
2
r
λT
∂ f
∂r
+ ... =
u2
2
Λr
∂ f
∂r
+ ...
G = θ2u
√
1 − f
2
∂ fθ
∂r
=
θ2u
2
r
λT
∂ fθ
∂r
+ ... =
θ2
2
Λr
∂ fθ
∂r
+ ...,
Λ ∝ d
dt
〈ln ̺〉ξ ≈ |
d ln λT
dt
|
(76)
thus, the evolution equations of both the autocorrelations can be written in the following way
∂ f
∂t
= u
√
1 − f
2
∂ f
∂r
+ ... =
u
2λT
r
∂ f
∂r
+ ... =
Λ
2
r
∂ f
∂r
+ ...
∂ fθ
∂t
= u
√
1 − f
2
∂ fθ
∂r
+ ... =
u
2λT
r
∂ fθ
∂r
+ ... =
Λ
2
r
∂ fθ
∂r
+ ...,
Λ ∝ d
dt
〈ln ̺〉ξ ≈ |
d ln λT
dt
|
(77)
Comparing Eqs. (77) and (75), it follows that the proposed closures (65) generate self–similarity in a range of variation
of r whereΛ/2r∂ f /∂r andΛ/2r∂ fθ/∂r are dominant with respect to the other terms. As the result, such self–similarity
is directly caused by the continuous fluid trajectory divergence –quantified by Λ– which happens thank to very fre-
quent kinematic bifurcations. In such these intervals, the correlations will exhibit self–similarity during their time
evolution, thus f and fθ can be expressed there as follows
f (t, r) ≃ f
(
r
λT (t)
)
,
fθ(t, r) ≃ fθ
(
r
λT (t)
)
,
(78)
In such regions, the energy cascade is intensive and much stronger than the diffusivities effects, thus following Eq.
(70), λθ(t) is expected to be proportional to λT (t)
λθ(t)
λθ(0)
≃ λT (t)
λT (0)
, (79)
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Figure 5: Longitudinal velocity correlations (left) and energy spectra (right) at different Taylor scale Reynolds numbers RT=100, 200, 300, 400,
500, 600.
Next, as ϑ is a passive scalar, energy cascade and fluid diffusivities act on u and θ in such a way that their increments
are proportional with each other. Therefore, far from the initial condition, we expect that
θ(t)
θ(0)
≃ u(t)
u(0)
, (80)
Now, Eq. (79) provides a link between the correlation scales and Pr. In fact, substituting Eq. (79) in Eq. (69), we
obtain
λθ
λT
=
√
6
5
1
Pr
(81)
Furthermore, from Eqs. (70), also f IV (0) and f IV
θ
(0) are related to the Prandtl number
f IV
θ
(0)
f IV (0)
=
7
3
Pr2 (82)
Hence, the developed autocorrelations can be estimated searching for the solutions of the closed von Ka´rma´n–Howarth
and Corrsin equations in the self–similar form (78) when dλT/dt=dλθ/dt=0. This leads to the following ordinary
differential equations system√
1 − f
2
d f
drˆ
+
2
RT
(
d2 f
drˆ2
+
4
rˆ
d f
drˆ
)
+
10
RT
f = 0,
√
1 − f
2
d fθ
drˆ
+
2
RT Pr
(
d2 fθ
drˆ2
+
2
rˆ
d fθ
drˆ
)
+
12
RT Pr
(
λT
λθ
)2
fθ = 0,
rˆ =
r
λT
.
(83)
Several solutions of these equations were numerically obtained in [2] and [4], where the author shows that velocity
and temperature correlations agree with the Kolmogorov law, with the theoretical arguments of Obukhov-Corrsin and
Batchelor and with the numerical simulations and experiments known from the literature [19, 35, 36, 37, 39, 40, 41,
38]. For sake of reader convenience, Figs. 5 and 6 report the velocity correlations and the corresponding spectra
E(κ), T (κ) numerically calculated with the first equation of Eq. (83) for RT=100, 200, 300, 400, 500, 600, being
E(κ)
T (κ)
 = 1π
∫ ∞
0

u2 f (r)
K(r)
 κ2r2
(
sin κr
κr
− cos κr
)
dr (84)
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Figure 6: Triple longitudinal velocity correlations (left) and the corresponding spectra (right) at different Taylor scale Reynolds numbers RT=100,
200, 300, 400, 500, 600.
where all these cases correspond to the same level of average kinetic energy. The integral correlation scale of f results
to be a rising function of RT , while the triple longitudinal velocity correlation k maintains negative with a minimum
of about -0.04 whose value is achieved for values of r/λT which rise with the Reynolds number. For what concerns
the spectra, observe that increasing κ, the kinetic energy spectra behave like E(κ) ≈ κ4 near the origin, then exhibit
a maximum and thereafter are about parallel to the dashed line κ−5/3 in a given interval of the wave–numbers. The
size of this latter, which defines the inertial range of Kolmogorov, rises as RT increases. For higher values of κ, which
correspond to scales less than the Kolmogorov length, E(κ) decreases more rapidly than in the inertial range. As K
does not modify the kinetic energy, the proposed closure gives
∫ ∞
0
T (κ)dκ ≡ 0. From these solutions, the Kolmogorov
RT C
100 1.8860
200 1.9451
300 1.9704
400 1.9847
500 1.9940
600 2.0005
Table 2: Kolmogorov constant for different Taylor-Scale Reynolds number.
constant C, here calculated as
C = max
κ∈(0,∞)
E(κ)κ5/3
ε2/3
(85)
is shown in table 2 in function of the Reynolds number, where ε = −3/2 du2/dt. The obtained values of C ≈ 2 are in
good agreement with the corresponding values known from the literature.
Next, Fig. 7 shows the temperature spectra Θ(κ) and the temperature transfer function Γ(κ) calculated as follows
[65] 
Θ(κ)
Γ(κ)
 = 2π
∫ ∞
0

θ2 fθ(r)
G(r)
 κr sin κr dr (86)
in such a way that ∫ ∞
0
Θ(κ) dκ = θ2,
∫ ∞
0
Γ(κ) dκ = 0 (87)
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The variations of Θ(κ) with RT and Pr are quite peculiar and consistent with previous studies according to which
there are regions where Θ(κ) exhibits different scaling laws Θ(κ) ≈ κn. Following the proposed closures, n ≃ 2
Figure 7: Spectra for Pr= 10−3, 10−2, 0.1, 1.0 and 10, at different Reynolds numbers. Top: kinetic energy spectrum E(κ) (dashed line) and
temperature spectra Θ(κ) (solid lines). Bottom: velocity transfer function T (κ) (dashed line) and temperature transfer function Γ(κ) (solid line).
when κ → 0 in any case. For Pr = 0.001, when RT ranges from 50 to 300, the temperature spectrum essentially
exhibits two regions: one in proximity of the origin where n ≃ 2, and the other one, at higher values of κ, where
−17/3 < n < −11/3, (value very close to −13/3). The value of n ≈ −13/3, here obtained in an interval around to
rˆ ≈1, is in between the exponent proposed by [36] (−17/3) and the value determined by [40] (−11/3) by means of
numerical simulations. Increasing κ, n significantly diminishes, and Θ(κ) does not show scaling law. When Pr =0.01,
an interval near rˆ ≈ 1 where −17/3 < n < −13/3 appears, and this is in agreement with [36]. Next, for Pr =0.1, the
previous scaling law vanishes, whereas for RT = 50 and 100, n changes with κ, and Θ(κ) does not show clear scaling
laws. When R = 300, the birth of a small region is observed, where n ≈ −5/3 has an inflection point. For Pr = 0.7
and 1, with RT = 300, the width of this region is increased, whereas at Pr = 10, and R = 300, we observe two regions:
one interval where n has a local minimum with n ≃ −5/3, and the other one where n exhibits a relative maximum,
with n ≃ −1. For larger κ, n diminishes and the scaling laws disappear. The presence of the scaling law n ≃ −5/3
agrees with the theoretical arguments of [20, 37] (see also [39, 41] and references therein). Figure 7 also reports (on
the bottom) the spectra Γ(κ) (solid lines) and T (κ) (dashed lines) which describe the energy cascade mechanism.
13. ∗Bifurcation analysis of closed von Ka´rma´n–Howarth equation: from fully developed turbulence toward
non–chaotic regimes.
Starting from non–chaotic regimes, the transition toward the fully developed turbulence happens through inter-
midiate stages [34, 42, 51, 43] which correspond to bifurcations where the relative Reynolds numbers show the same
order of magnitude. This section presents a specific bifurcation analysis, which, unlike the classical route toward the
chaos [34, 42, 51, 43], analyzes the inverse route: the starting condition is represented by the fully developed homo-
geneous isotropic turbulence, and the route followed is that towards the non–chaotic regime. Such route corresponds
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to the path B → A of Figs. 1 (f), (g) and Fig. 2. Along the line B → A, RT gradually diminishes and the bifurca-
tions of the closed von Ka´rma´n–Howarth equation, properly defined, will be here studied. This analysis estimates R∗
T
through the closures (65) and their previously seen properties, where R∗
T
defines the minimum value of RT for which
the turbulence maintains fully developed, homogeneous and isotropic. This provides the order of maginitude of Re at
the transition, indicating a further limit of the proposed closures.
In order to formulate a bifurcation analysis for the velocity correlation equation, consider now the various coef-
ficients of the closed von Ka´rma´n–Howarth equation which arise from the even Taylor series expansion of f (t, r) =∑
k f
(k)
0
rk/k!. Each of such these coefficients corresponds to one of the following equations
du
dt
= −5ν u
λ2
T
,
dλT
dt
= −u
2
+
ν
λT
(
7
3
f IV0 λ
4
T − 5
)
,
d f IV
0
dt
= ...,
...
d f
(n)
0
dt
= ...,
...
(88)
Such equations can be written by introducing the infinite dimensional state vector
Y ≡
(
u, λT , f
IV
0 , .... f
(n)
0
, ...
)
. (89)
which represents the state of the longitudinal velocity correlation. Therefore, Eqs. (88), formally written as
Y˙ = F(Y, ν) (90)
are equivalent to the closed von Ka´rma´n–Howarth equation. Equation (90) defines a bifurcation problem where ν
plays the role of control parameter. Thus, this bifurcation analysis studies the variations of Y caused by ν according
to
F(Y, ν) = F(Y0, ν0) (91)
For ν > ν0, Y is formally calculated through the implicit functions inversion theorem
Y = G(Y0, ν0, ν) ≡ Y0 −
∫ ν
ν0
(∇YF)−1 ∂F
∂ν
dν (92)
where ∇YF is the jacobian ∂F/∂y. A bifurcation of Eq. (90) happens when this jacobian is singular, i.e.
det (∇YF) = 0 (93)
If ν0 is quite small (RT properly large), the energy cascade is dominant with respect to the viscosity effects and ∇YF is
expected to be nonsingular. Increasing ν, then Y smoothly varies according to Eq. (92), and thereafter the dissipation
gradually becomes stronger than the energy cascade until to reach the first bifurcation where condition (93) occurs.
With reference to Fig. 2, this corresponds to the path B → A until to reach A. There, a hard loss of stability is expected
for the fully developed turbulence toward non–chaotic regimes [66]. Therefore, R∗
T
is calculated as that value of RT at
bifurcation which gives the maximum of the largest real part of the eigenvalues of ∇YF [67, 66] compatible with the
current value of the average kinetic energy u2, i.e.
R∗T | sup
k
{ℜ(lk)} = max,
det (∇YF) = 0,
u2 = given
(94)
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where lk, k=1, 2,... are the eigenvalues of ∇YF.
On the other hand, as previously seen, far from the initial condition, the energy cascade acts keeping f similar in
the time in a given interval of variation of r. There, the evolution of f is expected to be described –at least in first
approximation– by Eq. (78) and this suggests that –under such approximation– the knowledge of u and λT can be
considered to be sufficient to describe the evolution of f . Hence, only the first two components of the state vector Y
are taken which correspond to the coefficients of the order of r0 and r2 of Eqs. (88). Thus, thank to the self–similarity,
the infinite dimensional space whereY lies is replaced by a finite dimensional manifold, and the state vector is reduced
to
Y ≡ (u, λT ) , (95)
f IV
0
plays the role of a parameter which characterizes the velocity correlation, and the jacobian ∇YF reads as
∇YF =

∂u˙
∂u
∂u˙
∂λT
∂λ˙T
∂u
∂λ˙T
∂λT

(96)
whose determinant is
det (∇YF) = −5ν
2
λ2
T
7 f IV0 λ2T + 10
λ2
T
 + 5ν u
λ3
T
(97)
From Eq. (97), as long as ν > 0 is properly small, det (∇YF) > 0. In order that a bifurcation happen, det (∇YF) must
vanish for a certain value of ν and this implies that f IV
0
λ4
T
> −10/7. Thus, increasing ν, det (∇YF) /ν diminishes and
there exists a value of ν where this jacobian determinant vanishes. To determine R∗
T
, f IV
0
is eliminated through the
bifurcation condition (det (∇YF) = 0) and Eq. (97), i.e.
f IV0 =
1
7λ2
T
ν
 u
λT
− 10 ν
λ2
T
 (98)
Therefore, the singular jacobian is
∇YF =

−5ν/λ2T 10νu/λ3T
−1/2 u/λT
 (99)
and admits the following eigenvalues and eigenvectors l1, l2, y1 and y2, respectively
l1 = 0, y1 =
(
u,
λT
2
)
l2 =
u2
ν
 1
RT
− 5
R2
T
 , y2 = (u,RT λT
10
) (100)
The eigenvalue l2 ∈ Rmaintains positive for RT > 5 and reaches its maximum l2max = 5ν/λ2T for RT=10. Accordingly,
R∗
T
is estimated as
R∗
T
= 10 (101)
which corresponds to f IV
0
=0.
Another characteristic value of RT is obtained in the case where both the eigenvalues vanish. This is RT=5 and is
expected to represent the onset of the decaying turbulence regime. In fact, in such situation, it is reasonable that f and
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λT are
dλT
dt
≃ 0,
f ≃ exp
−12
(
r
λT
)2
(102)
Hence, f IV
0
λ4
T
≃3 and RT ≃4, in agreement with the previous estimation.
Remark: It is worth remarking that R∗
T
provides the minimum of RT in fully developed isotropic homogeneous
turbulence, thus this gives the order of magnitude of RT at the transition. Of course, the transition toward the chaos
consists in intermediate stages (bifurcations of Navier–Stokes equations) where the turbulence is not developed and
the velocity statistics does not exhibit, in general, isotropy and homogeneity. Hence, the obtained results provide the
order of magnitude of RT at the transition. On the basis of this analysis, during the transition, RT ranges as
4 . RT . 10 (103)
The obtained value of R∗
T
=10 is in very good agreement with the bifurcations analysis of the turbulent energy cascade
[3], where the author shows that, in the transition toward the developed turbulence, if the bifurcations cascade follows
the Feigenbaum scenario [42, 43], the critical Taylor scale Reynolds number is about 10.13 and occurs after three
bifurcations.
We conclude this section by remarking the limits under which R∗
T
is estimated. Such limits derive from the local
self–similarity produced by the closures (65) which allow to consider only the first two equations of (88).
14. Velocity and temperature fluctuations
The purpose of this section is to obtain, by means of the previous Lyapunov analysis, formal expressions of
velocity and temperature fluctuations which will be useful for estimating the statistics of these latter. For sake of our
convenience, Navier–Stokes and thermal energy equations are now written in the following dimensionless divergence
form
∂u
∂t
= div Tˆ,
∂ϑ
∂t
= −div qˆ
in which
Tˆ = T − u ⊗ u,
qˆ = q + uϑ
(104)
where T and q denote, respectively, dimensionless stress tensor and heat flux, according to the Navier-Fourier laws
T = −Ip + Tv,
Tv =
1
Re
(
∇xu + ∇xuT
)
,
q = − 1
Pe
∇xϑ
(105)
being I the identity tensor, Tv the viscous stress tensor, and the pressure p is given according to Eq. (6).
In order to obtain the analytical forms of velocity and temperature fluctuations, Eqs. (104) are first expressed in
terms of referential coordinate x0
∂ui
∂t
=
 ∂Tˆi j
∂x0k

(
∂x0k
∂x j
)
≡
 ∂Tˆi j
∂x0k
 G−1jk exp (−Λ˜t) , i = 1, 2, 3
∂ϑ
∂t
= −
(
∂qˆ j
∂x0k
) (
∂x0k
∂x j
)
≡ −
(
∂qˆ j
∂x0k
)
G−1jk exp
(
−Λ˜t
) (106)
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where the repeated index denotes the summation convention. The adoption of the referential coordinates allows to
factorize of ∂u/∂t and ∂ϑ/∂t as product of two statistically uncorrelated matrices: one depending on velocity and
temperature fields, and the other one representing the local fluid deformation. Velocity and temperature fluctuations
are here obtained integrating Eqs. (106) in the set (t, a). Due to the alignment property of the Lyapunov vectors [56],
exp(−Λ˜t) rapidly goes to zero as t → ∞ in any case, whereas ∂Tˆi j/∂x0k and ∂qˆ j/∂x0k are functions of slow growth of
t. Hence, velocity and temperature fluctuations are formally calculated integrating Eqs. (106) in the set (t,∞) where
∂Tˆi j/∂x0k and ∂qˆ j/∂x0k are considered to be constant and equal to the corresponding values at the current time. Such
fluctuations are then expressed in function of current velocity and temperature fields according to
ui =
 ∂Tˆi j
∂x0k
 W jk, i = 1, 2, 3
ϑ = −
(
∂qˆ j
∂x0k
)
W jk
(107)
being
W jk =
∫ ∞
0
G−1jk exp
(
−Λ˜t
)
dt (108)
where |W jk | < ∞ as G−1jk is represented by slow growth functions of t.
It is worth to remark that Eqs. (107) are, in general, rough approximations of velocity and temperature fluctuations.
Nevertheless, in fully developed turbulence, dx(t) is considered to be much more rapid than u(t, x), thus Eqs. (107)
provide one accurate way to express velocity and temperature in terms of referential coordinates by means of the
Lyapunov theory.
15. ∗Statistics of velocity and temperature difference
In developed turbulence, longitudinal velocity and temperature difference, ∆ur = (u(t, x
′) − u(t, x)) · r/r and ∆ϑ
= ϑ(t, x′) − ϑ(t, x), r = x′ − x, play a role of paramount importance as these quantities describe energy cascade,
intermittency and are linked to dissipation. This section analyzes the statistics of such quantities in fully developed
homogeneous isotropic turbulence through the previously seen kinematic Lyapunov analysis and using a proper statis-
tical decomposition of velocity and temperature. In order to determine this statistics, the Navier–Stokes bifurcations
effect on ∆ur and ∆ϑ is first analyzed. To this purpose, ∆ur and ∆ϑ are expressed in function of current velocity and
temperature through Eq. (107)
∆ur =
 ∂Tˆi j
∂x0k
′ W′jk −
 ∂Tˆi j
∂x0k
 W jk
∆ϑ = −
(
∂qˆ j
∂x0k
)′
W′jk +
(
∂qˆ j
∂x0k
)
W jk
(109)
The several bifurcations happening during the fluid motion determine a continuous doubling of u in several functions,
say vˆk, k=1, 2,..., in the sense that each encountered bifurcation introduces new functions vˆk whose characteristics are
independent of the velocity field at previous time. Then, due to bifurcations, u is of the form
u(t, x) ≈
∑
k
vˆk(t, x), (110)
It is worth remarking that, while u(t, x) is solution of the Navier–Stokes equations, the functions vˆk are not. Therefore,
the functions vˆk are the result of the mathematical segregation due to bifurcations of a fluid state variable which physi-
cally only exist in combination, thus each of them is not directly observable. This implies that u will be distributed, in
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line with the Liouville theorem, according to a classical definite positive distribution function. On the contrary, each
single function vˆk, representing mathematical segregation of the fluid state, will be distributed following extended
distribution functions which can exhibit negative values [68, 69, 70] compatible with conditions linked to the specific
problem. These conditions mainly arise from a) the Navier–Stokes equations and from b) the isotropic hypothesis.
For what concerns a), in order that pressure and inertia forces can cause sizable variations of velocity autocorrelation,
each term vˆk ≡ (vˆ1, vˆ2, vˆ3) will be distributed following highly nonsymmetric extended distribution function, for which
|
〈
vˆ3
ki
〉
|〈
vˆ2
ki
〉3/2 >>> 1, i = 1, 2, 3 (111)
As for b), due to isotropic hypothesis, u would be distributed following a gaussian PDF [18], thus, according to
the Navier–Stokes equations, pressure and inertia forces will not give contribution to the time derivative of the third
statistical moment of u. Accordingly, the absolute value of odd statistical moments of order n of vˆk is expected to be
very high in comparison with the even statistical moments of order n+1, i.e.
|
〈
vˆn
ki
〉
|〈
vˆ2
ki
〉n/2 >>> |
〈
vˆn+1
ki
〉
|〈
vˆ2
ki
〉(n+1)/2 , n = 3, 5, 7, ..., i = 1, 2, 3. (112)
This suggests that ∆u and u can be expressed, through a specific statistical decomposition [71], as linear combination
of opportune stochastic variables ξk which reproduce the doubling bifurcations effect, and whose extended distribution
functions satisfy Eqs. (111) and (112). Furthermore, as ϑ is a passive scalar, its fluctuations are the result of u and of
thermal diffusivity, thus also ϑ is written by means of the same decomposition
u =
∑
k
Ukξk,
ϑ =
∑
k
Θkξk
(113)
where Uk and Θk(k= 1, 2,... ) are coordinate functions of t and x, being ∇x · Uk = 0, ∀k, and ξk (k= 1, 2,... ) are
dimensionless independent centered stochastic variables such that
〈ξk〉 = 0,
〈
ξiξ j
〉
= δi j,
〈
ξiξ jξk
〉
=

q , 0, ∀ i = j = k
0 else
(114)
where q, providing the skewness of ξk k=1, 2..., satisfies to
|q| >>> 1,
〈
ξ2
i
〉
,
〈
ξ4
i
〉
, i = 1, 2, ..., (115)
Therefore, the distribution functions of ξk can assume negative values compatible with Eqs. (114)–(115).
Through the decomposition (113), we will show that the negative value of H
(3)
u (r) has very important implications
for what concerns the statistics of ∆ur and ∆ϑ, with particular reference to the intermittency of these latter which rises
as Reynolds number and Pe´clet number increase. To study this question, consider first the analytical forms of the
fluctuations of ui and ϑ in terms of ξk obtained by substituting Eq. (113) into Eq. (107)
ui =
∑
j
∑
k
A
(i)
jk
ξ jξk +
1
RT
∑
k
a
(i)
k
ξk, i = 1, 2, 3
ϑ =
∑
j
∑
k
B jkξ jξk +
1
Pe
∑
k
bkξk,
(116)
where
∑
j
∑
k A
(i)
jk
ξ jξk and 1/RT
∑
k a
(i)
k
ξk are the contributions of inertia and pressure forces, and of the fluid viscosity,
respectively, whereas
∑
j
∑
k B jkξ jξk and 1/Pe
∑
k bkξk arise from the convective term and fluid conduction. Because
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of turbulent isotropy, it is reasonable that ui and ϑ are both Gaussian stochastic variables [18, 71, 72], thus the various
terms of Eq. (116) satisfy the Lindeberg condition, a very general, necessary, and sufficient condition for satisfying
the central limit theorem [71, 72]. Such theorem does not apply to ∆ui and ∆ϑ as these latter are the difference
between two correlated Gaussian variables, thus their PDF are expected to be very different with respect to Gaussian
distributions. To study the statistics of ∆ur and ∆ϑ, the fluctuations of these latter are first expressed in terms of ξk
∆ur(r) =
∑
j
∑
k
∆A jkξ jξk +
1
RT
∑
k
∆akξk,
∆ϑ(r) =
∑
j
∑
k
∆B jkξ jξk +
1
Pe
∑
k
∆bkξk,
(117)
being
∆A jk =
3∑
i=1
(
A
(i)
jk
(x + r) − A(i)
jk
(x)
) ri
r
≡ S u jk + Ωu jk,
∆ak =
3∑
i=1
(
a
(i)
k
(x + r) − a(i)
k
(x)
) ri
r
,
∆B jk = B jk(x + r) − B jk(x) ≡ S θ jk + Ωθ jk,
∆bk = bk(x + r) − bk(x),
(118)
In Eq. (118), the matrices ∆A jk and ∆B jk are decomposed following their symmetric and antisymmetric parts, respec-
tively S u jk, S θ jk and Ωu jk, Ωθ jk. These last ones give null contribution in Eqs. (117), whereas the terms arising from
S u jk and S θ jk are expressed as ∑
j
∑
k
S X jkξ jξk =
∑
i
S Xiiξ
2
i +
∑
j,k
S X jkξ jξk,
X = u, θ
(119)
in which the first term of Eq. (119) is decomposed in the following manner
∑
i
S Xiiξ
2
i = S
+
X
η2X −
+∑
j,k
ξ jξk
 +
+∑
i
(
S Xii − S +X
)
ξ2i + S
−
X
ζ2X −
−∑
j,k
ξ jξk
 +
−∑
i
(
S Xii − S −X
)
ξ2i ,
X = u, θ
(120)
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being
ηX =
+∑
i
ξi,
ζX =
−∑
j
ξ j,
S +X =
1
n+
X
+∑
i
S ii > 0,
S −X =
1
n−
X
−∑
i
S ii < 0,
X = u, θ,
(121)
and
ξX = −S +X
+∑
j,k
ξ jξk +
+∑
i
(
S Xii − S +X
)
ξ2i − S −X
−∑
j,k
ξ jξk +
−∑
i
(
S Xii − S −X
)
ξ2i +
∑
j,k
S X jkξ jξk +
∑
k
∆aXkξk
≡
∑
i j
MXi jξiξ j +
∑
k
gXkξk,
guk =
∆ak
RT
, gθk =
∆bk
Pe
, k = 1, 2, ...
X = u, θ,
(122)
where
∑+ and ∑− denote summations for (S X j j > 0, S Xkk > 0) and (S X j j ≤ 0, S Xkk ≤ 0), and n+X and n−X are the
corresponding numbers of terms of such summations, whereas
∑+
j,k and
∑−
j,k indicate the sums of addends calculated
for j , k corresponding to S X j j > 0, S Xkk > 0 and S X j j < 0, S Xkk < 0, respectively. The decomposition (119)–(120)
and the definitions (121) lead to the following expression of velocity and temperature difference fluctuations
∆ur = ξu + S
+
u η
2
u + S
−
u ζ
2
u ,
∆ϑ = ξθ + S
+
θ
η2
θ
+ S −
θ
ζ2
θ
,
(123)
Now, we show that ξX , ηX and ζX , X = u, θ tend to uncorrelated gaussian variables. In fact, from Eq. (121), ηX
and ζX , X = u, θ are sums of random terms belonging to two different sets of uncorrelated stochastic variables (i.e.
the sets for which S Xii < 0 and S Xii > 0), therefore ηX and ζX , are two uncorrelated stochastic variables such that
〈ηX〉=〈ζX〉=0, X=u, θ. Furthermore, as ξk are statistically independent with each other, the central limit theorem
applied to Eq. (121) guarantees that both ηX and ζX tend to two uncorrelated centered gaussian random variables.
As for ξX , X=u, θ, the following should be considered: due to the analytical structure of Eq. (122), each term of ξX
is a centered variable, thus 〈ξX〉=0. Next, in Eq. (122), the following terms −S +∑+j,k ξ jξk + ∑+i (S Xii − S +X) ξ2i and
−S −
X
∑−
j,k ξ jξk +
∑−
i
(
S Xii − S −X
)
ξ2
i
are mutually uncorrelated, as each of these is sum of random variables belonging
to two different uncorrelated sets. Moreover,
∑
i, j ξiξ j includes several weakly correlated terms, whereas
∑
k gXkξk is
the sum of independent variables. On the other hand, due to hypothesis of fully developed chaos, the energy cascade,
here represented by Eqs. (117), (114)–(115), will generate a strong mixing on the several terms of Eq. (117), thus a
proper variant of the central limit theorem can be applied to ξX whose several terms are weakly dependent with each
other [72]. As the result, ξX , X=u, θ will tend to centered gaussian variables statistically independent of ηX and ζX .
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Hence, the statistics of ∆ur and ∆ϑ is represented by the following structure functions of the independent centered
gaussian stochastic variables ξX , ηX and ζX for which 〈ξ2X〉=〈η2X〉=〈ζ2X〉=1.
∆ur = Luξu + S
+
u (η
2
u − 1) − S −u (ζ2u − 1),
∆ϑ = Lθξθ + S
+
θ
(η2
θ
− 1) − S −
θ
(ζ2
θ
− 1),
(124)
where Lu and Lθ are now introduced to take into account that ξX , ηX and ζX have standard deviation equal to unity.
Thus
Luξu =
∑
i j
Mui jξiξ j +
1
RT
∑
k
∆aukξk,
Lθξθ =
∑
i j
Mθi jξiξ j +
1
Pe
∑
k
∆aθkξk,
(125)
and LX , S
−
X
and S +
X
are parameters depending upon r which have to be determined. To this regard, it worth remarking
that, in regime of fully developed isotropic turbulence in infinite domain, the numbers of parameters necessary to
describe the statistics of ∆ur and ∆ϑ should be minimum compatible with assigned quantities which define the current
state of fluid motion, such as average kinetic energy, temperature standard deviation and correlation functions. On the
other hand, the evolution equation of f [17] requires the knowledge of the correlations of the third order k to be solved.
Therefore, in fully developed homogeneous isotropic turbulence, the sole knowledge of f and k is here considered to
be the necessary and sufficient information for determining the statistics of ∆ur. This implies that S
+
u is proportional
to S −u through a proper quantity which does not depend on r, i.e.
S +u (r) = χS
−
u (r) ≡ χS u(r) (126)
where χ <1 is a function of RT giving the skewness of ∆ur, which has to be identified. Accordingly, S u and Lu will
be determined in function of f and k as soon as χ = χ(Re) is known. For what concerns the temperature difference,
observe that, due to turbulence isotropy, the skewness of ∆ϑ should be equal to zero and this gives
S +θ (r) = S
−
θ (r) ≡ S θ(r) (127)
Therefore, the structure functions of ∆ur and ∆ϑ read as
∆ur = Luξu + S u
(
χ
(
η2u − 1
)
−
(
ζ2u − 1
))
,
∆ϑ = Lθξθ + S θ
(
η2
θ
− ζ2
θ
)
,
(128)
Furthermore, again following the parameters minimum number, the ratio Ψθ(r) ≡ S θ/Lθ would be proportional to
Ψu(r) ≡ S u/Lu through a proper coefficient depending upon the Prandtl number alone, that is
Ψθ(r) = σ(Pr)Ψu(r) (129)
where σ is a function of the Prandtl number which has to be determined.
At this stage of the present analysis, we show that, in fully developed turbulence, Lu and Lθ are, respectively,
functions of RT and Pe, resulting in Lu ∝ R−1/2T and Lθ ∝ Pe−1/2. In fact, from Eq. (125) we obtain
L2u =
∑
i jkl
Mui jMukl
〈
ξiξ jξkξl
〉
+
2
RT
∑
k
Mukk∆auk
〈
ξ3k
〉
+
1
R2
T
∑
k
∆a2uk,
L2θ =
∑
i jkl
Mθi jMθkl
〈
ξiξ jξkξl
〉
+
2
Pe
∑
k
Mθkk∆aθk
〈
ξ3k
〉
+
1
Pe2
∑
k
∆a2θk,
(130)
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As |
〈
ξ3
k
〉
| >>> 1,
〈
ξiξ jξkξl
〉
, first and third addend of Eq. (130) are negligible with respect to second one, thus Lu and
Lθ tend to functions of the kind
Lu =
Fu(r)√
RT
,
Lθ =
Fθ(r)√
Pe
.
(131)
where Fu(r) and Fθ(r) are functions of r which do not directly depend on RT and Pe. Hence, the dimensionless ∆ur
and ∆ϑ, normalized with respect to the corresponding standard deviations, are expressed in function of RT and Pe
∆ur√
〈(∆ur)2〉
=
ξu + Ψu(χ(η
2
u − 1) − (ζ2u − 1))√
1 + 2Ψ2u(1 + χ
2)
, Ψu(r) =
S u(r)
Lu(r)
= Φ(r)
√
RT ,
∆ϑ√
〈(∆ϑ)2〉
=
ξθ + Ψθ(η
2
θ
− ζ2
θ
)√
1 + 4Ψ2
θ
, Ψθ(r) =
S θ(r)
Lθ(r)
= Φ(r)
√
Pe
(132)
and this identifies σ =
√
Pr. Equations (132) provide peculiar structure functions giving the statistics of ∆ur and ∆ϑ.
Now, if χ = χ(RT ) is considered to be known, Lu and S u can be expressed in function of 〈∆u2r 〉 and 〈∆u3r 〉, where
this latter is calculated adopting the proposed closure (65). In fact, Lu and S u are related to 〈∆u2r 〉 and 〈∆u3r 〉 through
Eq. (128) 〈
(∆ur)
3
〉
= 6u3k = 8S 3u(χ
3 − 1),
〈
(∆ur)
2
〉
= 2u2(1 − f ) = L2u + 2S 2u(χ2 + 1),
(133)
thus, Lu, S u and Φ are expressed in function of f (r) and k(r) as
S u(r) =
(
3/4
χ3 − 1
)1/3
u k(r)1/3,
Lu(r) =
√
2 u
√
1 − f (r) − (1 + χ2)
(
3/4
χ3 − 1
)2/3
k(r)2/3,
Φ =
S u
Lu
1√
RT
(134)
In the expression of Lu(r) of Eqs. (134), the argument of the square root must be greater than zero, and this leads to
the following implicit condition for χ
1 + χ2(
χ3 − 1)2/3 ≤
1
2
(
56
3
)2/3
(135)
where the proposed closure (65) is taken into account. Inequality (135), solved with respect to χ, gives the upper limit
for χ
χ ≤ χ∞ = 0.8659... (136)
As far as the temperature difference is concerned, we have〈
(∆ur)
2
〉
〈
(∆ϑ)2
〉 ≡ u2
θ2
1 − f
1 − fθ =
L2u
L2
θ
1 + 2Ψ2u(1 + χ
2)
1 + 4Ψ2
θ
(137)
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thus Eq. (137) allows to calculate Lθ in terms of the other quantities
Lθ = Lu
θ
u
√
1 − fθ
1 − f
√
1 + 2Φ2RT (1 + χ2)
1 + 4Φ2Pe
(138)
In Eqs. (138) and (134), the function χ=χ(RT ) has to be identified, and Φ(r) depends on the specific shape of f (r),
where, due to the constancy of H
(3)
u (0), Φ(0) is assumed to be constant, independent of RT .
The distribution functions of ∆ur and ∆ϑ are formally calculated through the Frobenius–Perron equation [57],
taking into account that ξX , ηX and ζX are independent identically distributed centered gaussian variables such that
〈ξ2
X
〉=〈η2
X
〉=〈ζ2
X
〉=1, X = u, θ
Fu(∆u
′
r) =
∫
ξ
∫
η
∫
ζ
P(ξ, η, ζ) δ(∆u′r − ∆ur(ξ, η, ζ)) dξ dη dζ,
Fθ(∆ϑ
′) =
∫
ξ
∫
η
∫
ζ
P(ξ, η, ζ) δ(∆ϑ′ − ∆ϑ(ξ, η, ζ)) dξ dη dζ,
(139)
where δ is the Dirac delta, P(ξ, η, ζ) is the 3D gaussian PDF
P(ξ, η, ζ) =
1√
(2π)3
exp
(
−ξ
2 + η2 + ζ2
2
)
, (140)
and ∆ur(ξ, η, ζ)) and ϑ(ξ, η, ζ)) are determined by Eqs. (132).
In other words, the statistics of ∆ur and ∆ϑ can be inferred looking at the proposed statistical decomposition (113)
which includes the bifurcations effects in isotropic turbulence. This is a non–Gaussian statistics, where the absolute
value of the dimensionless statistical moments increases with RT and Pe. In detail, the dimensionless statistical
moments of ∆ur and ∆ϑ are easily calculated in function of χ, Ψu and Ψθ
H(n)u ≡
〈(∆ur)n〉〈
(∆ur)2
〉n/2 = 1(1 + 2(1 + χ2)Ψ2u)n/2
n∑
k=0
(
n
k
)
Ψku〈ξn−ku 〉〈(χ(η2u − 1) − (ζ2u − 1))k〉,
H
(n)
θ
≡ 〈(∆ϑ)
n〉〈
(∆ϑ)2
〉n/2 = 1(1 + 4Ψ2
θ
)n/2
n∑
k=0
(
n
k
)
Ψkθ〈ξn−kθ 〉〈(η2θ − ζ2θ )k〉,
(141)
whereΦ(0) and χ = χ(RT ) have to be identified. To this end, we first analyze the statistics of ∂ur/∂r which, following
the proposed Lyapunov analysis, exhibits a constant skewness H
(3)
u (0)=-3/7. Then, H
(3)
u (r) is first obtained from Eqs.
(141)
H(3)u (r) =
8Ψ3u(χ
3 − 1)
(1 + 2Ψ2u(1 + χ
2))3/2
(142)
and H
(3)
u (0) is calculated for r → 0
H(3)u (0) =
8Ψ3u(0)(χ
3 − 1)
(1 + 2Ψ2u(0)(1 + χ
2))3/2
(143)
Accordingly, χ = χ(RT ) is implicitly expressed in function of Φ(0)
√
RT . From Eq. (143), χ = χ(RT ) is a monotonic
rising function of RT which, for H
(3)
u (0)=-3/7, admits limit
χ∞ = lim
RT→∞
χ(RT ) = 0.8659... (144)
resulting in χ(RT ) < 0 for properly small values of RT . On the other hand, in fully developed turbulence, the PDF
of ∂ur/∂r exhibits non gaussian behavior (i.e. non gaussian tails) for ∂ur/∂r → ±∞, accordingly χ must be positive.
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Figure 8: Characteristic Function χ=χ(RT )
Hence, the limit condition χ = 0 is supposed to be achieved for RT = R
∗
T
=10 which represents the minimum value of
RT for which the turbulence is homogeneous isotropic. This allows to identify Φ(0) by means of Eq. (143)
Φ(0) =
1√
R∗
T
√√
H
(3)
u0
2/3
4 − 2H(3)
u0
2/3
= 0.1409... (145)
Thus, Eq. (143) gives, in the implicit form, the variation law χ = χ(RT ) which is depicted in Fig. 8.
We conclude this section with the following considerations regarding the proposed analysis, and summarizing
some of the results just obtained in the previous works.
For non–isotropic turbulence or in more complex situations with boundary conditions or walls, the velocity will
be not distributed following a normal PDF, thus Eq. (112) will be not verified, and Eq. (132) will change its analytical
structure incorporating stronger intermittent terms [72] giving the deviation with respect to the isotropic turbulence.
Hence, the absolute statistical moments of ∆ur will be greater than those calculated through Eq. (141), indicating that,
in more complex cases than the isotropic turbulence, the intermittency of ∆ur can be significantly stronger.
Next, Ψu and Ψθ represent the ratios (large scale velocity)-(small scale velocity) and (large scale temperature)-
(small scale temperature), respectively. In particular, Ψu ∝ u/us ≈ (u2/λT )/(u2s/ls) being ls and us the characteristic
small scale and the corresponding velocity. This means that u/us ≈ λT/ls ≈
√
RT , and that the Reynolds number
relative to us and ls is usls/ν ≈ 1, that is ls and us identify the Kolmogorov scale and the corresponding velocity. For
what concerns Ψθ, ϑ is a passive scalar, thus Ψθ reads as Ψθ ∝ θ/θs ≈ θ/θs(u/λT )/(us/ls) and this leads to usls/ν ≈ 1.
At this stage of the present analysis, we can show that the kinematic bifurcation rate S b, defined by Eq. (25),
is much larger than the kinematic Lyapunov exponents. In fact, S b can be also estimated as the ratio (large scale
velocity)–(small scale length), where large scale velocity and small scale length are given by u and by the Kolmogorov
scale, respectively. Taking into account the Kolmogorov scale definition and Eq. (69), we obtain
S b ≈ u
ls
= 151/4R
1/2
T
Λ (146)
confirming the assumption made in the relative section. In fully developed turbulence, S b >> Λ, and is a rising
function of RT .
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As show in Ref. [1], the statistics given by Eqs. (139) and (141) agrees with the experimental data presented
in Refs. [47, 48]. There, in experiments using low temperature helium gas between two counter–rotating cylinders
(closed cell), the PDF of ∂ur/∂r and its statistical moments are measured. Although the experiments regard wall–
bounded flows, the measured PDF of velocity difference are comparable with the present results (Eqs. (139) and
(141)). Apart from a lightly non–monotonic evolution of H
(4)
u (0) and H
(6)
u (0) in [47, 48], the dimensionless statistical
moments of ∂ur/∂r exhibit same trend and same order of magnitude of the corresponding quantities calculated with
Eqs. (141). In particular, the PDFs of ∂ur/∂r obtained with the present analysis show non gaussian tails which
coincide with those measured in [47, 48]. In Fig. 9, the normalized PDFs of ∂ur/∂r, calculated with Eqs. (139) and
Figure 9: Left: PDF of ∂ur/∂r for different values of RT . a) Dotted, dash–dotted and continuous lines are for RT = 15, 30 and 60, respectively. b)
and c) PDFs for RT = 255, 416, 514, 1035 and 1553. c) represents an enlarged part of the diagram (b). Right–bottom: Data from Ref. [47].
(141), are shown in terms of s
s =
∂ur/∂r√〈
(∂ur/∂r)
2
〉 (147)
in such a way that their standard deviations are equal to the unity. The results of Fig. 9a are performed for RT = 15,
30 and 60, whereas Figs. 9b and 9c report the PDF for RT = 255, 416, 514, 1035 and 1553, where Fig. 9c represents
the enlarged region of Figs. 9b, showing the tails of PDF for 5 < s < 8. According to Eqs. (139) and (141), the tails
of the PDF rise with the Reynolds number in the interval 10 < RT < 700, whereas for RT > 700, smaller variations
are observed. On the right–bottom, the results of [47] for RT = 255, 416, 514, 1035 and 1553 are shown. Despite
the aforementioned non–monotonic trend (see Fig.9 (Right–bottom)), Fig. 9c gives values of the PDFs and of the
corresponding average slopes which agree with those obtained in [47], expecially for 5 < s < 8. To this regards, it is
worth to remark that, in certain conditions, the flow obtained in the experiments of [47] could be quite far from the
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isotropy hypothesis, as such experiments pertain wall–bounded flows, where the walls could significantly influence
the fluid velocity in proximity of the probe.
Figure 10: Left: Statistical moments of ur in terms of separation distance, for RT=600. Right: Scaling exponents of ∂ur/∂r at different RT . Solid
symbols are for the data calculated with the present analysis. Dashed line is for Kolmogorov K41 data [44]. Dotted line is for Kolmogorov K62
data [45]. Continuous line is for She–Leveque data [46].
In Refs. [1, 2], and [4] the scaling exponents ζV (n) associated with the several moments of ∆ur
〈(∆ur)n〉 ≈ AnrζV (n), (148)
are calculated with Eq. (132) through the following best fitting procedure. The statistical moments of ∆ur are first
calculated in function of r using Eqs.(141) (see Fig. 10(Left)). Then, the scaling exponents ζV (n) are identified through
a minimum square method which, for each statistical moment, is applied to the following optimization problem
Jn(ζV (n), An)≡
∫ rˆ2
rˆ1
(〈(∆ur)n〉 − AnrζV (n))2dr = min, n = 1, 2, ... (149)
where (〈(∆ur)n)〉 are calculated with Eqs. (141), rˆ1 is assumed to be equal to 0.1, whereas rˆ2 is taken in such a way
that ζV (3) = 1. The so obtained scaling exponents are shown in Fig. 10 (Right–side) (solid symbols) where these are
compared with those given by the Kolmogorov theories K41 [44] (dashed line) and K62 [45] (dotted line), and with
the exponents calculated by She–Leveque [46] (continuous curve). For n < 4, ζV (n) ≈ n/3, and for higher values of
n, due to nonlinear terms of Eq. (132), ζV (n) shows multiscaling behavior. The values of ζV (n) here calculated are in
good agreement with the She–Leveque data, and result to be lightly greater than those obtained in [46] for n > 8.
As far as the temperature difference statistics is concerned, Fig. 11(Left) shows the distribution function of ∂ϑ/∂r
in terms of dimensionless abscissa
s =
∂ϑ/∂r√〈
(∂ϑ/∂r)2
〉 (150)
calculated with Eqs. (139) and (132), for different values of Ψθ. To show the intermittency of such PDF, the flatness
H
(4)
θ
and the hyperflatness H
(6)
θ
, defined as
H
(4)
θ
=
〈s4〉
〈s2〉2 , H
(6)
θ
=
〈s6〉
〈s2〉3 (151)
are plotted in Fig. 11 (Right) in terms ofΨθ. WhenΨθ =0, the PDF is gaussian, thus H
(4)
θ
= 3 and H
(6)
θ
= 15. Increasing
Ψθ, the non–linear terms ηθ and ζθ cause an increment of H
(4)
θ
and H
(6)
θ
, and when Ψθ → ∞ H(4)θ → 9 and H(6)θ → 225.
Furthermore, the statistics of the temperature dissipation
ϕ = χ∇ϑ · ∇ϑ, (152)
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Figure 11: Left: Distribution function of the longitudinal temperature derivatives, at different values of Ψθ. Right: Dimensionless statistical
moments, H
(4)
θ
and H
(6)
θ
in function of Ψθ .
is analyzed in function of Ψθ with particular reference to its intermittency. To this end, the Kurtosis of ϕ, K4(ϕ), is
estimated by means of Eq. (141), where, thanks to isotropy, the three components of ∇ϑ ≡ (ϑx, ϑy, ϑz) are identically
distributed. Next, ϑx, ϑy and ϑz are supposed to be statistically uncorrelated. This last assumption allows to estimate
the Kurtosis of ϕ in terms of the dimensionless statistical moments of ∂ϑ/∂r, according to
K4(ϕ) =
H
(8)
θ
− 4H(6)
θ
+ 6H
(4)
θ
− 3
3
((
H
(4)
θ
)2
+ 1 − 2H(4)
θ
) + 2 (153)
where H
(4)
θ
, H
(6)
θ
and H
(8)
θ
are calculated using Eq. (141). Figure 12 shows K4(ϕ) in function of Ψθ, and compares the
Figure 12: Comparison of the results: Kurtosis of temperature dissipation in function of Ψθ . The symbols represent the results by [73].
values calculated with the present theory (solid line), with those obtained by [73] through the nonlinear large–eddy
simulations (symbols). The comparison shows that the data are in qualitatively good agreement. More in detail, for
Ψθ → ∞, K4 → 55, whereas the results of [73] give a value around to 60. This difference could be due to the fact
that the present analysis only considers the isotropic turbulence which tends to bound the values of the dimensionless
statistical moments of ∂ϑ/∂r and of ϕ, and to the approximation of assuming the components of ∇ϑ to be statistically
uncorrelated.
Finally, observe that the experimental data of [47] and [74] allow to identify Φ(0). Table 3 reports a comparison
between the value ofΦ(0) calculated with the present theory and those obtained through elaboration of the experimen-
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Reference Φ(0)
Present Analysis 0.1409...
[47] ≃ 0.148
[74] ≃ 0.135
Table 3: Identification of Φ(0) through elaboration of experimental data of [47] and [74], and comparison with the present analysis
tal data of [47] and [74]. Form this comparison, the value of Φ(0) calculated with Eq. (145) is in very good agreement
with those obtained through the elaboration the data of [47] and [74].
16. Conclusion
A review of previous theoretical results concerning an original turbulence theory is presented. The theoretical
approaches here adopted, different with respect to the other articles, confirm and corroborate the results of the previous
works.
In separate sections, novel issues regarding the proposed turbulence theory are presented, and are here summa-
rized.
-The bifurcation rate of velocity gradient, calculated along fluid particles trajectories is shown to be much larger
than the maximal Lyapunov exponent of the kinematic field.
-On the basis of the previous item, the energy cascade is viewed as a stretching and folding succession of fluid
particles which gradually involves smaller and smaller scales.
-The central limit theorem, in the framework of the bifurcation analysis, provides reasonable argumentation that
the finite time Lyapunov exponent can be approximated by a gaussian random variable if τ ≈ 1/Λ.
-The closures of von Ka´rma´n–Howarth and Corrsin equations given by this theory determine velocity and temper-
ature correlations which exhibit local self–similarity directly linked to the continuous particles trajectories divergence.
-The proposed bifurcation analysis of the closed von Ka´rma´n–Howarth equation studies the route from developed
turbulence toward non–chaotic regimes, and leads to an estimation of the critical Taylor scale Reynolds number in
isotropic turbulence in agreement with the various experiments.
-Finally, a specific statistical decomposition of velocity and temperature is presented. This decomposition, adopt-
ing random variables distributed following extended distribution functions, leads to the statistics of velocity and
temperature difference which agrees with the data of experiments.
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