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 In recent years, AI analyses and estimates human 
actions. Also smartphone services which use location 
information are developed and used by many users. They 
can estimate user’s next action and provide various 
information to the user. GPS is used to get location. 
However, it is difficult to get location exactly because 
radio waves from satellites don’t reach to indoors and 
undergrounds. Position estimating systems which called 
dead reckoning are developed. They use data which are 
gained from sensors in the phone so their accuracy are 
vary with the holding states and walking areas. In 
addition, smartphone users may change holding on the 
occasion of walking. In the previous work, estimating 
phone holdings systems using finite state machine and 
estimating human actions systems using Recurrent Neural 
Network(RNN) are proposed. In regard to other machine 
learning like Support Vector Machine(SVM) and random 
forest, RNN needn’t feature vector. RNN is used to deep 
learning and many fields. In this paper, we propose 
estimating walking areas and phone holding technique 
which use acceleration data, gyroscope data and RNN. 
We got sensor data and separated to train and test data. 
2 seconds data just after changing phone holdings are test 
data, others are train data. Next, RNN studies patterns by 
train data and recognize by test data. Finally, RNN 










































































直であることから x 軸寄りを条件とする．POCKET につ
いては，変更前が HOLDING であれば SWING，SWING
であれば HOLDING の条件を満たさない際に遷移する．












階段昇り・階段降りの 6 種類の行動を 3 軸方向の加速度
および RNN を用いて認識する手法が提案されている．





















































 𝑡における𝑙層の入力ベクトル𝑢(𝑙),   𝑡と出力ベクトル𝑧(𝑙),   𝑡
をそれぞれ以下の式(1)，式(2)で与えるとする． 
𝑢(𝑙),   𝑡 = [𝑢1
(𝑙),   𝑡, ⋯ , 𝑢𝑗
(𝑙),   𝑡, ⋯ ,
𝑢𝐽




𝑧(𝑙),   𝑡 = [𝑧1
(𝑙),   𝑡, ⋯ , 𝑧𝑗
(𝑙),   𝑡, ⋯ ,
𝑧𝐽




 次に，入力層において𝑥𝑡 = 𝑧(1),   𝑡，出力層において
𝑣𝑡 = 𝑢(𝐿),   𝑡および𝑦𝑡 = 𝑧(𝐿),   𝑡とし，入力層では出力層の
みでユニットとする．重みは 3通り定義する． 





任意のユニット番号)を与えると，𝑢(𝑙),   𝑡の成分は式(3)で
表される． 
𝑢𝑗
(𝑙),   𝑡 = ∑ 𝜔𝑗𝑖
(𝑙)𝑧𝑖












(𝑙),   𝑡 = 𝑓(𝑙)(𝑢𝑗
(𝑙),   𝑡) (4) 
の式で表される．𝑙層の出力および出力層の出力をベクト
ル表記でまとめると，式(5)(6)で表される． 
𝑧(𝑙),   𝑡 = 𝑓(𝑙)(𝑊(𝑙)𝑧(𝑙−1),   𝑡 + 𝑅(𝑙)𝑧𝑙,   (𝑡−1)) (5) 
















































説明する．図 3に示す LSTM(Long Short-Term-Memory)は，



















































するアプリケーションを Samsung社の GALAXY SⅡ上で
実行することにより行った．なお，サンプリング周波数
は 50Hz(1 秒間に 50 サンプルのデータを取得)とした．









ことの判定は y 軸方向および z 軸方向の回転角度が持ち
方に応じた閾値を超えた時刻とする．閾値を超えて 1 秒
経過した時，持ち方の変更の確認とする．ここで，1 秒














































ャンパス西館 4 階の廊下，階段を西館南側階段の 1 階か
ら 4階，坂を西館・中庭間の坂とした．図 4～6に，歩行
経路および持ち方を変更する位置を示す．持ち方の変化
は HOLDING→SWING→POCKET または HOLDING→
POCKET→SWING の 2 パターンである．平地歩行は
HOLDING のデータ数が多くならないように位置を設定

























数 3，ユニット数 20 における識別率および損失関数の推
移を表す．いずれの層数においても，ユニット数が 10の
時識別率がやや下がっていることがわかる．層数が 1 お














10 20 30 
識別率[%] 
1 92.41 94.38 93.39 
2 85.6 92.61 94.47 






30 60 90 120 150 
識別率[%] 
2 39.85 44.12 41.93 47.09 48.94 
3 37.38 40.43 43.61 42.22 29.92 
 





あると考え，層数は 2 と 3，ユニット数は 30・60・90・































歩行状態・把持姿勢 学習データ数 テストデータ数 
平地・HOLDING 327 30 
平地・SWING 211 33 
平地・POCKET 206 33 
階段昇り・HOLDING 175 16 
階段昇り・SWING 212 16 
階段昇り・POCKET 223 16 
階段降り・HOLDING 171 16 
階段降り・SWING 201 16 
階段降り・POCKET 204 16 
坂登り・HOLDING 159 16 
坂登り・SWING 145 16 
坂登り・POCKET 148 16 
坂下り・HOLDING 164 18 
坂下り・SWING 142 18 
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