This paper develops a testing framework for comparing the predictive accuracy of copula-based multivariate density forecasts, focusing on a specific part of the joint distribution. The test is framed in the context of the Kullback-Leibler Information Criterion, and using (out-of-sample) conditional likelihood and censored likelihood in order to restrict the evaluation to the region of interest. Monte Carlo simulations show that the resulting test statistics have satisfactory size and power properties in small samples. In an empirical application to daily exchange rate returns we find evidence that the dependence structure varies with the sign and magnitude of returns, such that different parametric copula models achieve superior forecasting performance in different regions of the copula support. Our analysis highlights the importance of allowing for lower and upper tail dependence for accurate forecasting of common extreme appreciation and depreciation of different currencies.
Introduction
The dependence between asset returns typically is nonlinear and time-varying. Traditionally, efforts to accommodate these features have focused on modeling the dynamics of conditional correlations (or covariances) by means of multivariate GARCH and stochastic volatility (SV) models; see the surveys by Silvennoinen and Teräsvirta (2009) and Chib et al. (2009) , respectively. Recently, copulas have become an increasingly popular tool for modeling multivariate distributions in finance, see Patton (2009) and Genest et al. (2009) .
The copula approach provides more flexibility than multivariate GARCH and SV models in terms of the type of asymmetric dependence that can be captured. In addition, an attractive property of copulas is that they allow for modeling the marginal distributions and the dependence structure of the asset returns separately.
Many parametric copula specifications (or 'families') are available, with rather different dependence properties. Therefore, an important issue in empirical applications is the choice of an appropriate copula family. In practice, this is usually addressed by estimating a number of econometric models with alternative copula specifications, and comparing them indirectly by subjecting each of them to a number of goodness-of-fit tests, see Berg (2009) for a detailed review. A more direct way to compare alternative copulas from different parametric families has been considered by Chen and Fan (2006) and Patton (2006) , adopting the approach based on pseudo likelihood ratio (PLR) tests for model selection originally developed by Vuong (1989) and Rivers and Vuong (2002) . These tests compare the candidate copula specifcations in terms of their Kullback-Leibler Information Criterion (KLIC), which measures the distance from the true (but unknown) copula. Similar to the goodness-of-fit tests, these PLR tests are based on the in-sample fit of the competing copulas. Diks et al. (2010) approach the copula selection problem from an out-of-sample forecasting perspective. Specifically, the PLR testing approach is extended to compare the predictive accuracy of alternative copulas, by using out-of-sample log-likelihood values corresponding with copula density forecasts. An important motivation for considering the 1 (relative) predictive accuracy of copulas is that multivariate density forecasting is one of the main purposes in empirical applications.
Comparison of out-of-sample KLIC values for assessing relative predictive accuracy has recently become popular for the evaluation of univariate density forecasts, see Mitchell and Hall (2005) , Amisano and Giacomini (2007) and Bao et al. (2007) . Amisano and Giacomini (2007) provide an interpretation of the KLIC-based comparison in terms of scoring rules, which are loss functions depending on the density forecast and the actually observed data. The expected difference between the log-likelihood score for two competing density forecasts corresponds exactly to their relative KLIC values. The same interpretation holds for the copula-based multivariate density forecasts considered here.
In many applications of density forecasts, we are mainly interested in a particular region of the density. Financial risk management is an example in case. Due to the regulations of the Basel accords, among others, the main concern for banks and other financial institutions is an accurate description of the left tail of the distribution of their portfolio's returns, in order to obtain accurate estimates of Value-at-Risk and related measures of downside risk. Correspondingly, Bao et al. (2004) , Amisano and Giacomini (2007) and Diks et al. (2011) consider the problem of evaluating and comparing univariate density forecasts in a specific region of interest. Diks et al. (2011) demonstrate that the approach based on out-of-sample KLIC values can be adapted to this case, by replacing the full likelihood by the conditional likelihood, given that the actual observation lies in the region of interest, or by the censored likelihood, with censoring of the observations outside the region of interest.
In this paper we develop tests of equal predictive accuracy of different copula-based multivariate density forecasts in a specific region of the support. For this purpose, we combine the testing framework for comparing univariate forecasts in specific regions developed by Diks et al. (2011) , with the logarithmic score decomposition for copula models considered in Diks et al. (2010) . The resulting test of equal predictive accuracy can be applied to fully parametric, semi-parametric and nonparametric copula-based multivariate density models. The test is valid under general conditions on the competing copulas. This is achieved by adopting the framework of Giacomini and White (2006) , under which the estimation of unknown model parameters is considered as part of the forecast method.
To enable this interpretation, a fixed-length finite estimation window is used to construct the forecasts based on different copula families. Comparing scores for forecast methods rather than for models simplifies the resulting test procedures considerably, because parameter estimation uncertainty does not play a role (it essentially is part of the respective competing forecast methods). In addition, the asymptotic distribution of our test statistic in this case does not depend on whether the competing copulas belong to nested families or not.
We examine the size and power properties of our copula predictive accuracy test via Monte Carlo simulations. We adopt the framework of semi-parametric copula-based multivariate dynamic (SCOMDY) models developed in Fan (2005, 2006) , which combines parametric specifications for the conditional mean and conditional variance with a semi-parametric specification for the distribution of the (standardized) innovations, consisting of a parametric copula with nonparametric univariate marginal distributions. Our simulation results demonstrate that the predictive accuracy tests have satisfactory size and power properties in realistic sample sizes.
We consider an empirical application to daily exchange rate returns of the Canadian dollar, Swiss franc, euro, British pound, and Japanese yen against the US dollar over the period from 1992 until 2008. Based on the relative predictive accuracy of one-step ahead density forecasts we find that different parametric copula specifications achieve superior forecasting performance in different regions of the support. Our analysis highlights the importance of accommodating positive upper (lower) tail dependence for accurate forecasting of common extreme appreciation (depreciation) of different currencies.
The paper is organized as follows. In Section 2 we propose weighted scoring rules for evaluating multivariate density forecasts, as well as a formal test for comparing competing density forecasts. Section 3 then describes how this general framework can be applied within a copula comparison setting, by choosing weight functions defined on the copula domain. In Section 4 we investigate the copula tests size and power properties by means of Monte Carlo simulations. In Section 5 we illustrate our test with an application to daily exchange rate returns for several major currencies. We conclude in Section 6.
Multivariate density forecast evaluation with weighted scoring rules
This section extends the weighted likelihood-based scoring rules for univariate density forecast evaluation, proposed by Diks et al. (2011) , to the multivariate density forecast setting.
Density forecast evaluation Consider a stochastic process
, defined on a complete probability space (Ω, F, P), where Z t = (Y t , X t ) with Y t : Ω → R d being the real valued d-dimensional random variable of interest and X t : Ω → R k a vector of exogenous or pre-determined variables. The information set at time t is defined as F t = σ(Z 1 , . . . , Z t ) . We consider the case where two competing forecast methods are available, each producing one-step ahead density forecasts, i.e. predictive densities of Y t+1 based on F t . The predictive probability density functions (pdfs) of these forecasts are denoted byf A,t (y) andf B,t (y), respectively.
As in Giacomini and White (2006) , by 'forecast method' we mean that the given density forecast results from various choices that the forecaster makes at the time of the prediction. These include the variables X t , the econometric model (if any), and the estimation method. The only requirement that we impose on the forecast methods is that the density forecasts depend on a finite number R of most recent observations Z t−R+1 , . . . , Z t . Forecast methods of this type arise naturally, for instance, when density forecasts are obtained from time series models, for which parameters are estimated with a moving window of R observations. The advantage of comparing forecast methods rather than forecast models is that this allows for treating parameter estimation uncertainty as an integral part of the forecast methods. The use of a finite (rolling) window of R past observations for parameter estimation considerably simplifies the asymptotic theory of tests of equal predictive accuracy, as argued by Giacomini and White (2006) . It also turns out to be more convenient in that it enables comparison of density forecasts based on both nested and non-nested models, in contrast to alternative approaches such as West (1996) .
Scoring rules One of the approaches that has been put forward for density forecast evaluation in general is by means of scoring rules, which are commonly used in probability forecast evaluation, see Diebold and Lopez (1996) . A scoring rule is a loss function S * (f t ; y t+1 ) depending on the density forecast and the actually observed value y t+1 , such that a density forecast that is 'better' receives a higher score. Note that, as argued by Diebold et al. (1998) and Granger and Pesaran (2000) , any rational user would prefer the true conditional density p t of Y t+1 over an incorrect density forecast. This suggests that it is natural to focus on scoring rules for which incorrect density forecastsf t do not receive a higher average score than the true conditional density p t , that is,
Following Gneiting and Raftery (2007) , a scoring rule satisfying this condition will be called proper.
It is useful to note that the correct density p t does not depend on estimated parameters, while density forecasts typically do. This implies that even if the density forecastf t is based on a correctly specified model, but the model includes estimated parameters, the average score E t S * (f t ; Y t+1 ) may not achieve the upper bound E t (S * (p t ; Y t+1 )) due to nonvanishing estimation uncertainty. As a consequence, a density forecast based on a misspecified model with limited estimation uncertainty may be preferred over a density forecast based on the correct model specification but having larger estimation uncertainty.
Null hypothesis and testing approach Given a scoring rule of one's choice, there are various ways to construct tests of equal predictive ability. Giacomini and White (2006) distinguish tests of unconditional predictive ability and conditional predictive ability. In the present paper, we focus on tests for unconditional predictive ability for clarity of exposition. The suggested approach can be extended to obtain tests of conditional predictive ability in a straightforward manner.
Assume that two competing density forecastsf A,t andf B,t and corresponding realizations of the variable Y t+1 are available for t = R, R + 1, . . . , T − 1 and let P = T − R.
We may then comparef A,t andf B,t based on their scores, by testing formally whether their difference is statistically significantly different from zero on average. Defining the score difference
for a given scoring rule S * , the null hypothesis of equal scores is given by
To test this null hypothesis, we may use a Diebold and Mariano (1995) type statistic
tion of the test statistic under the null hypothesis.
Theorem 1
The statistic t R,P in (1) is asymptotically (as P → ∞ with R fixed) standard normally distributed under the null hypothesis if: (i) {Z t } is φ-mixing of size −q/(2q − 2) with q ≥ 2, or α-mixing of size −q/(q − 2) with q > 2; (ii) E|d * t+1 | 2q < ∞ for all t; and
> 0 for all P sufficiently large.
Proof: This is Theorem 4 of Giacomini and White (2006) , where a proof can also be found. 2
The logarithmic scoring rule Mitchell and Hall (2005) , Amisano and Giacomini (2007) , Bao et al. (2004 Bao et al. ( , 2007 and Diks et al. (2010) , among others, focus on the logarithmic scoring rule
such that the score assigned to a density forecast varies positively with the value off t evaluated at the observation y t+1 . Based on the P observations available for evaluation, y R+1 , . . . , y T , the density forecastsf A,t andf B,t can be ranked according to their
t=R logf A,t (y t+1 ) and P −1 T −1 t=R logf B,t (y t+1 ). Obviously, the density forecast yielding the highest average score would be the preferred one. The log score differences d l t+1 = logf A,t (y t+1 ) − logf B,t (y t+1 ) may be used to test whether the predictive accuracy is significantly different, using the test statistic defined in (1). Note that this coincides with the log-likelihood ratio of the two competing density forecasts.
The log-likelihood score S l (f t ; y t+1 ) is a proper scoring rule. This can be understood by noting that the expected value of the log score is proportional to the KLIC value of the density forecast, given by
It is straightforward to show that KLIC(f t ) ≥ 0 or E t (logf t ) ≤ E t (logp t ) for any density f t , such that the log scoring rule is proper.
Weighted likelihood-based scoring rules The most obvious way to adapt the logarithmic scoring rule for evaluating and comparing density forecasts in a specific region of interest, M t ⊂ R d , say, would be to consider the weighted logarithmic score I(y t+1 ∈ M t ) logf t (y t+1 ), as suggested by Amisano and Giacomini (2007) . However, as argued by Diks et al. (2011) and ?, by construction the resulting test statistic would be biased towards (possible incorrect) density forecasts with more probability mass in the region of interest. This reflects the fact that the weighted log scoring rule is not proper. As shown by Diks et al. (2011) in the context of univariate density forecasts, replacing the full likelihood in (2) either by the conditional likelihood, given that the observation lies in the region of interest, or by the censored likelihood, with censoring of the observations outside M t , does lead to scoring rules which do not suffer from this problem and remain
proper. The conditional likelihood (cl) score function is given by
while the censored likelihood (csl) score function is given by
Note that the cl scoring rule does not take into account the accuracy of the density forecast for the total probability of Y t+1 falling into the region of interest, while the csl scoring rule does.
The conditional and censored likelihood scoring rules focus on a sharply defined region of interest M t . It is possible to extend this idea by using a more general weight function w t (y t+1 ), where the scoring rules in (3) and (4) can be recovered for the specific 8 choice w t (y t+1 ) = I(y t+1 ∈ M t ):
and
At this point, we make the following assumptions concerning the density forecasts that are to be compared, and the weight function.
Assumption 1
The density forecastsf A,t andf B,t satisfy KLIC(f A,t ) < ∞ and KLIC(f B,t ) < ∞, where KLIC(h t ) = p t (y) log (p t (y)/h t (y)) dy is the Kullback-Leibler divergence between the density forecast h t and the true conditional density p t .
Assumption 2 The weight function w t (y) is such that (a) it is determined by the information available at time t, and hence a function of F t , (b) 0 ≤ w t (y) ≤ 1, and (c)
Assumption 1 ensures that the expected score differences for the competing density forecasts are finite. Assumption 2 (c) is needed to avoid cases where w t (y) takes strictly positive values only outside the support of the data.
The following lemma states that the generalized cl and csl scoring rules in (5) and (6) are proper, and hence cannot lead to spurious rejections against incorrect alternatives just because these have more probability mass in the region(s) of interest (as in the case of the weighted log scoring rule).
Lemma 1 Under Assumptions 1 and 2, the generalized conditional likelihood scoring rule given in (5) and the generalized censored likelihood scoring rule given in (6) are
proper.
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The proof of this Lemma is given in Appendix A. The proof clarifies that the scoring rules in (5) and (6) can be interpreted in terms of Kullback-Leibler divergences between weighted versions of the density forecast and the actual density.
We may test the null hypothesis of equal performance of two density forecastsf A,t (y t+1 )
andf B,t (y t+1 ) based on the conditional likelihood score (5) or the censored likelihood score (6) in the same manner as before. That is, given a sample of density forecasts and corresponding realizations for P time periods t = R, R + 1, . . . , T − 1, we may form
) and use these for computing Diebold-Mariano type test statistics as given in (1).
Copula comparison with weights on the copula domain
We proceed by focusing on the comparison of two multivariate density forecasts that are obtained using a copula approach. Specifically, we consider predictive densities differing only in their copulas, and use weighted likelihood-based scores with weight functions defined on the copula domain.
Patton's (2006) extension of Sklar's (1959) theorem to the time-series case describes how the time-dependent multivariate cumulative distribution function (CDF) F t (y t+1 ) can be decomposed into conditional marginal CDFs F j,t (y j,t+1 ), j = 1, . . . , d, and a condi-
The attractiveness of the copula approach for modeling multivariate distributions follows directly from the decomposition in (7). It provides a clear separation between univariate information on the individual variables Y j,t+1 , contained in the marginal distributions F j,t , j = 1 . . . , d, and their dependence, which is governed completely by the copula function C t . As the choice of marginal distributions does not restrict the choice of dependence function, or vice versa, a wide range of joint distributions can be obtained by combining different marginals with different copulas.
The predictive log-likelihood associated with y t+1 is seen to be given by
where f j,t (y j,t+1 ), j = 1, . . . , d, are the conditional marginal densities and c t is the conditional copula density, defined as
which we will assume to exist throughout. Using (8), the conditional likelihood and censored likelihood scoring rules in (5) and (6) can be decomposed as
whereĉ t is the conditional copula density associated with the density forecastf t , and
)) the multivariate conditional probability integral transform (PIT) according to the density forecastf t .
As in Diks et al. (2010) we assume that the two competing multivariate density forecasts differ only in their copula specifications and have identical predictive marginal den-11 sitiesf j,t , j = 1, . . . , d. The copulas of the two competing density forecasts are assumed to have well-defined densitiesĉ A,t andĉ B,t . The null hypothesis of equal predictive ability is
Since the conditional marginals are identically specified under both density forecasts, the logarithms of the marginal densities in (9) and (10) cancel out, so that an equivalent formulation of the null hypothesis is
where, with a similar abuse of notation as above (leaving out the subscripts A and B),
These scores still allow for a general weight function w t (y t+1 )). Our aim here is to use the weight function to focus on specific regions of the copula. This can be achieved by taking weight functions of the form
is a weight function defined on the copula support. Note that
This allows us to rewrite the scores S * t+1 as
Note that these 'reduced' scoring rules take the same form as the weighted likelihoodbased scoring rules (5) and (6) derived before, but now involving the copula densityĉ t , associated with the density forecast, instead of the full density forecast and the observed conditional PITsû t+1 instead of the variable y t+1 .
The weight functionw t (u) can be chosen directly in the copula support. In the cases considered in this paper,w t will be time independent, and will take the form of an indicator function of a given fixed subset of the copula support. In some cases this allows for a simplification of the scoring rules. For instance, forw
follows that w t (u)ĉ t (u) du =Ĉ t (a, . . . , a), so that the reduced scoring rules take the form
Again, the Diebold-Mariano type test statistics as given in (1) may be adopted to test the null hypothesis of equal predictive accuracy of two copula-based density forecastŝ c A,t (û t+1 ) andĉ B,t (û t+1 ) based on the conditional likelihood score (11) or the censored likelihood score (12) in the same manner as before.
In the above we assume that the two competing multivariate density forecasts differ only in their copula specifications and have identical predictive marginal densitiesf j,t , j = 1, . . . , d. Implicitly this assumes that the parameters in the marginals and the copula can be separated from each other, so that they can be estimated in a multi-stage procedure.
No other restrictions are put on the marginals. In particular, they may be specified parametrically, nonparametrically, or semi-parametrically. An important class of models that satisfies these properties is that of SCOMDY models, discussed next.
SCOMDY models The class of semi-parametric copula-based multivariate dynamic (SCOMDY) models has been introduced by Chen and Fan (2006) . We discuss this class in some detail here, as we use it in the Monte Carlo simulations and the empirical application in subsequent sections. The SCOMDY models combine parametric specifications for the conditional mean and conditional variance of Y t+1 with a semi-parametric specification for the distribution of the (standardized) innovations, consisting of a parametric copula with nonparametric univariate marginal distributions. The general SCOMDY model is specified as
where
is a specification of the conditional mean, parametrized by a finite dimensional vector of parameters θ 1 , and
is the conditional variance of Y j,t+1 given F t , parametrized by a finite dimensional vector of parameters θ 2 , where θ 1 and θ 2 do not have common elements. The innovations
) are independent of F t and independent and identically dis-
theorem, the joint distribution function F (ε) of ε t+1 can be written as
is a member of a parametric family of copula functions with finite dimensional parameter vector α.
An important characteristic of SCOMDY models is that the univariate marginal densities F j (·), j = 1, . . . , d are not specified parametrically (up to an unknown parameter vector) but are estimated nonparametrically. Specifically, Chen and Fan (2006) suggest the following three-stage procedure to estimate the SCOMDY model parameters.
First, estimates of the parameters θ 1 and θ 2 are obtained by means of univariate quasi maximum likelihood (assuming normality of the standardized innovations ε j,t+1 ). Second, the empirical CDF transformation of the standardized residualsε j,t+1 ≡ (z j,t+1 − µ j,t (θ 1 ))/ h j,t (θ) is used to estimate the marginal distributions F j (·). Finally, the pa-rameters of a given copula specification are estimated by maximizing the corresponding copula log-likelihood function.
Monte Carlo simulations
In this section we use Monte Carlo simulation to examine the finite-sample behavior of our predictive accuracy test for comparing alternative copula specifications in specific regions of interest. We use the SCOMDY model (13) as data generating process (DGP). In all experiments, we use an AR(1) specification for the conditional means and a GARCH(1,1) specification for the conditional variances with coefficients that are typical for daily exchange rates, in particular,
for j = 1, . . . , d. The innovations ε j,t are i.i.d. and drawn from the univariate Student-t distributions with 5 degrees of freedom, which are standardized to have variance equal to 1.
In the size and power experiments reported below, we use the Gaussian copula, the Student-t copula, the Clayton copula and the Clayton survival copula.
The Gaussian and Student-t copulas can be obtained using the so-called inversion method, that is
where F is the joint CDF and F
The Gaussian copula is obtained from (17) by taking F to be the multivariate normal distribution with mean zero, unit variances, and correlations ρ ij , i, j = 1, . . . , d, and standard normal marginals F i . The corresponding copula density is given by
where I d is the d-dimensional identity matrix, Σ is the correlation matrix, and
, with Φ −1 (·) denoting the inverse of the standard normal CDF.
In the bivariate case d = 2, the correlation coefficient ρ 12 = ρ 21 is the only parameter of the Gaussian copula.
The Student-t copula is obtained similarly, but using a multivariate Student-t distribution instead of the Gaussian. The corresponding copula density is given by
is the inverse of the univariate Student-t CDF, Σ is the correlation matrix and ν is the number of degrees of freedom.
In the bivariate case the Student-t copula has two parameters, the number of degrees of freedom ν and the correlation coefficient ρ 12 . Note that the Student-t copula nests the Gaussian copula when ν = ∞.
A major difference between the Gaussian copula and the Student-t copula is their ability to capture tail dependence, which may be important for financial applications. For the Gaussian copula both tail dependence coefficients are equal to zero, while for the Studentt copula the tail dependence is symmetric and positive. Specifically, in the bivariate case d = 2, the tail dependence coefficients are given by
which is increasing in the correlation coefficient ρ 12 and decreasing in the degrees of freedom ν.
The Clayton and Clayton survival copulas belong to the family of Archimedean copulas (see Nelsen (2006) for details). The d-dimensional Clayton copula is given by
In contrast to the Gaussian and Student-t copulas, the Clayton copula is able to capture asymmetric tail dependence. In fact, it only exhibits lower tail dependence, while upper tail dependence is absent. In the bivariate case the lower tail dependence coefficient for the Clayton copula is λ L = 2 −1/α , which is increasing in the parameter α. The density function of the Clayton copula is
The Clayton survival copula is obtained as a mirror image of the Clayton copula, with its density function given by
Consequently, in the bivariate case the upper tail dependence coefficient for the Clayton survival copula is λ U = 2 −1/α , and is increasing in the parameter α, while the lower tail dependence coefficient is zero.
In the simulation experiments we consider bivariate and trivariate cases, i.e., d = 2 and 3. We use the same number of observations for the moving in-sample window and for the out-of-sample forecasting period, and set R = P = 1, 000. The SCOMDY model is estimated using the three-step procedure outlined at the end of Section 3. Having estimated the parameters in the marginal models given by (15) and (16), the in-sample PITs,Û s for s = t − R + 1, . . . , t, are obtained from the empirical CDF transformation
where R j,s is the rank ofε j,s among the residualsε j,t−R+1 , . . . ,ε j,t , for j = 1, . . . , d. These are then used to estimate the copula parameters and, finally, the out-ofsample PITÛ t+1 , corresponding to the one-step ahead forecast errorsε j,t+1|t , are obtained from the empirical CDF transformation based on its rank among the in-sample residuals.
The number of replications in each experiment is set equal to 1,000.
Size
In order to assess the size properties of the test, a case is required with two competing copulas that are both 'equally (in)correct'. We achieve this with the following set-up.
We consider two different DGPs. First, we take the innovations ε j,t , j = 1, . . . , d, in the SCOMDY model (15) and (16) to be independent. Second, we consider a DGP with a Student-t copula with correlation coefficients ρ i,j = 0.3 and degrees of freedom ν = 6.
For both DGPs, we test the null hypothesis of equal predictive accuracy of Clayton and
Clayton survival copulas with its parameter being either fixed (α = 1.5) or estimated using the moving in-sample window. In both cases, the two competing copula specifications are equally distant from the true copula. We conduct the predictive accuracy tests for [ 
Power
We evaluate the power of the test of equal predictive accuracy by performing a simulation experiment where one of the competing copula specifications corresponds with the DGP, while the distance of the alternative, incorrect copula specification to the DGP varies depending on a certain parameter of the DGP. Specifically, the DGP is a Student-t copula of dimension d = 3 with all correlation coefficients set to ρ ij = 0.3, i, j = 1, 2, 3.
The number of degrees of freedom ν is varied over the interval [5, 50] . We compare the predictive accuracy of the correct Student-t copula specification (albeit both parameters Σ and ν are being estimated) against an incorrect Gaussian copula specification (with the correlation matrix Σ being estimated) in the left tail region [0, 0.25] d . Hence, we focus on the question whether the suggested tests can distinguish between copulas with and without tail dependence. Note, however, that the Student-t copula approaches the Gaussian copula as ν increases, and the tail dependence disappears with the coefficients λ L and λ U converging to zero. Intuitively, the higher the value of ν in the DGP, the more difficult it is to distinguish between these two copula specifications.
[ The results displayed are for the null hypothesis that the Gaussian and Student-t copulas perform equally well, against the one-sided alternative hypothesis that the correctly specified Student-t copula has a higher average score. Intuitively, since the true DGP uses the Student-t copula, we might expect the Student-t copula to perform better. Note, however, that as the number of the degrees of freedom ν in the copula describing the DGP becomes large, the Gaussian copula might outperform the Student-t copula. This is a consequence of the fact that the Gaussian copula is almost equivalent to the Student-t copula for large values of ν, but requires one parameter (ν) less to be estimated. Indeed, the rejection rates become smaller than the nominal size for very large values of ν. Consequently, Figure 1 shows that the test has higher power for smaller values of ν.
Finally, the comparison with the results of Diks et al. (2010) shows that the tests based on the full copula support have higher power than the tests focusing on the left tail only. This is to be expected, as the tests for predictive accuracy in a given region of support attempt to solve a much more difficult statistical problem (the observations outside of the targeted region are of limited value to the testing of the hypothesis).
In summary, although the suggested tests of predictive accuracy in the selected region of support are moderately conservative, they have satisfactory statistical power.
Empirical application
We examine the empirical usefulness of the predictive accuracy test for comparing alternative copula specifications in given regions of the support with an application to exchange rate returns for several major currencies. Specifically, we consider daily returns on the US dollar exchange rates of the Canadian dollar (CAD), euro (EUR), British pound sterling (GBP) and Japanese yen (JPY) over the period from August 28, 1992 until July 21, 2008, giving a sample of exactly 4,000 observations. Up to December 31, 1998, the euro series actually concerns the exchange rate of the German Deutschmark, while the euro is used as of January 1, 1999. The data are noon buying rates in New York and are obtained from the Federal Reserve Bank of New York. We consider the dependence between the EUR and GPB exchange rates, as well as a group of three exchange rates, namely CAD, JPY and EUR.
We employ the SCOMDY framework, as discussed in Section 3, to model the daily exchange rate returns and their dependence. For the conditional mean and the conditional variance of the return on currency j we use an AR(5)-GARCH(1,1) specification, given by
where κ j > 0, β j ≥ 0, γ j > 0 and β j + γ j < 1.
The joint distribution of the standardized innovations ε j,t is specified semi-parametrically, combining nonparametric univariate marginal distributions F j with a parametric copula C.
We consider a substantial number of alternative copula specifications, which we compare in terms of their relative performance in out-of-sample density forecasting for different regions of the support. In particular, in the bivariate analysis of the pound sterling and euro exchange rates, we consider the Gaussian (Ga) and Student-t (St-t) elliptic copulas and the classic Archimedean copulas and their mixtures, that is, the Clayton (Cl), Clayton survival (Cl-s), mixture of Clayton and Clayton survival (Cl/Cl-s), Gumbel (Gu), Gumbel survival (Gu-s), mixture of Gumbel and Gumbel survival (Gu/Gu-s), and Frank (F) copulas. Finally, we also include the bivariate symmetrized Joe-Clayton (SJC) copula, see Patton (2006) .
We compare the one-step ahead density forecasting performance of the different copula specifications using a rolling window scheme. We estimate the SCOMDY model parameters using the three-stage procedure described in Section 3. The length of the rolling estimation window is set to R = 2, 000 observations, such that P = 2, 000 observations As an additional diagnostic tool, we use the model confidence set (MCS) concept of Hansen et al. (2011) to identify the collection of models which includes the best copula specification with a certain level of confidence. Starting with the full set of models, at each iteration we test the null hypothesis that all the considered models have equal predictive ability according to the selected scoring rule. If the null hypothesis is rejected, the worst performing model is omitted, and equal predictive ability is tested again for the remaining models. This procedure is repeated until the null hypothesis cannot be rejected and the collection of models that remains at this point is defined to be the MCS. In the current application of the MCS procedure, we always exclude the worst performing model and repeat the algorithm until only one model remains in the confidence set. This modification of the MCS analysis allows us to obtain a complete ranking of the competing models.
We report the p-values corresponding to the hypothesis tests at every iteration. The implementation of the MCS is based on bootstrapping. To accommodate the possibility of autocorrelation in the scoring rules, we use the stationary bootstrap methodology of Politis and Romano (1994) , with the probability of sampling the consecutive observation set to 0.9. Table 2 reports the values of the pairwise Q R,P test statistic based on the censored likelihood score for the regions D, U and M with the threshold r = 0.3. Obviously, the matrices in the different panels are antisymmetric, that is Q R,P (i, j) = −Q R,P (j, i) for copula specifications i and j. We nevertheless report the full matrices as this allows for an easy assessment of the relative performance of the various copulas. Given that in each panel the (i, j)th entry is based on the score difference d
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positive values of the test statistic indicate that the copula in column j achieves a higher average score than the one in row i. Hence, the more positive values in a given column, 24 the higher the ranking of the corresponding copula specification.
[ Table 2 about here.] A first observation from Table 2 is that, indeed, the (relative) performance of a given copula can vary widely across different regions of the support. The Clayton copula is an illustrative example. While it performs second-best in region D, it performs (second-to-)worst in region U (M). Also, while the Gumbel survival copula significantly outperforms the Student-t copula in the D region, the ranking is reversed in the U region, where the Student-t copula is significantly better than the Gu-s copula at the 5% level.
In the remainder of this section, we focus on the Student-t and Gumbel survival copulas as well as the mixture of the Gumbel and Gumbel survival copulas. These copula specifications turn out to provide the most competitive density forecasts for the current application.
The Gu-s copula, which features positive lower tail dependence, is clearly favored for region D. Based on one-sided tests, it significantly outperforms all competing specifications at the 10% level or better. Panel (a) in Figure 3 shows the time series of differences between the censored likelihood scores for the Gu-s and Student-t copulas. We observe that the Gu-s copula achieves the largest gains when the two PITs are close, that is, when both the British pound sterling and euro suffer a depreciation of comparable magnitude against the US dollar. For these observations, the censored likelihood score for the Gu-s copula is substantially higher than for the Student-t copula. At the same time the Gu-s copula struggles with unbalanced pairs of PITs, that is, when the (unexpected) movements in the two currencies are quite different. For these observations, the Student-t copula provides more accurate density forecasts.
[ Figure 3 about here.]
We explore this issue in more detail by means of the scatter plots of censored likelihood score differences for the Gu-s copula vis-a-vis the Student t and Gu/Gu-s copulas The Gu-s, Cl, and Gu/Gu-s mixture copulas are in the top three model confidence set.
[ Figure 4 about here.]
In region U the Student-t copula is the best choice for out-of-sample forecasting, with a (one-sided) p-value of the test statistic against the second best Gu/Gu-s mixture copula of 0.126, see panel B in Table 2 . The strong performance of the Student-t copula relative to the Gu/Gu-s mixture is mainly due to accurate forecasting of extreme joint appreciations of the euro and British pound sterling against the US dollar, as illustrated by the time series of censored likelihood score differences in panel (b) of Figure 3 . This conclusion is corroborated by the scatter plot in Figure 5 . Here we divide region U in four subregions using the value 0.9 as an additional threshold for both PITs. When only one currency dramatically increases its value relative to the US dollar, the Student-t copula tends to achieve a better score, although the gains in forecasting performance are relatively modest in these cases. However, unbalanced PITs also cause all of the large failures of the Student-t copula, but these observations are very scarce. The Student-t copula suffers the most in the (0.7 < U EU R < 0.9, 0.7 < U GBP < 0.9) region of the support, with the score difference being negative for most observations.
The MCS results suggest that the elliptic Gaussian and Student-t copulas excel in capturing the dependence structure in region U. Copulas with positive lower tail dependence features (Clayton and Gumbel survival) are among the first to be excluded from the model confidence set, which is the mirror image of the MCS results for region D.
[ Figure 5 about here.]
In region M the Gu/Gu-s copula significantly outperforms the Student-t copula. Interestingly, the MCS results indicate that the differences in predictive accuracy of the density forecasts from the different copula specifications is much less pronounced for this middle region. Using a 20% significance level, for example, only the Clayton and Clayton survival copulas would not be included in the model confidence set. For the region D, for example, we find a much smaller model confidence set consisting of only three copulas at this significance level.
The relative performance of the various copula specifications is robust with respect to moderate shifts of the cutoff value r defining the relevant regions of support, although the significance of the difference in predictive ability varies. For region D, for example, the results for r = 0.25 and 0.35 indicate that the superiority of the Gu-s copula is especially evident for the larger tail region, with all test statistics significant at the (one-sided) 1% level. While the Gu-s copula remains the best choice for smaller tail regions, the significance of the test statistic decreases. This suggests that the Gu-s copula model accurately matches the dependence structure for non-extreme levels of common depreciation.
The Student-t copula demonstrates the highest relative accuracy for region U defined by r = 0.30, while its performance slightly worsens for both smaller and larger U regions (r = 0.25, 0.35). Finally, the Gu/Gu-s copula gains substantially in relative performance against the Frank copula, if we consider a greater M region (r = 0.25).
Unreported results for the test of Diks et al. (2010) that compares the predictive accuracy of density forecasts on the whole copula support show that the Gu/Gu-s copula outperforms the (second best) Student-t copula with the p-value of the corresponding test statistic equal to 0.153. The superiority of the Gu/Gu-s copula comes from its performance in the M region of support, while the Student-t copula better captures asymmetric changes in the EUR/USD and GBP/USD returns. This illustrates how the suggested testing framework can be used to identify the sources of relative forecasting accuracy over the whole copula support. Table 3 show the values of the pairwise Q R,P test statistic based on the censored likelihood score for the regions D, U and M with the threshold r = 0.3, applied to copula-based density forecasts for daily CAD/USD, JPY/USD and EUR/USD returns.
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[ Table 3 about here.]
In the region D of the copula domain the Gu-s and Gu/Gu-s mixture copulas deliver the best predictive accuracy, with their average censored likelihood scores being almost identical. The Gu/Gu-s copula seems to be preferable, in light of its greater advantages against all other copula specifications (reflected in higher values of the corresponding test statistics). Panel (a) of Figure 6 shows that, relative to the Student-t copula, the performance of the Gu/Gu-s mixture copula is much stronger when only the Canadian dollar substantially depreciates against the US dollar. On the contrary, extreme common depreciations of the euro and Yen against the US dollar together with more moderate changes of the CAD/USD rate tend to cause lapses in the performance of the Gu/Gu-s mixture copula.
[ Figure 6 about here.]
The situation is similar in the U region of support. In this case the Gumbel copula delivers the best predictive accuracy, but the difference with the mixture of the Gumbel and Gunmbel survival copulas is not significant. Both Gu and Gu/Gu-s copulas can accommodate positive upper tail dependence, but the simplicity of the Gu copula allows it to gain advantage over the Gu/Gu-s copula (most likely due to smaller estimation uncertainty).
However, once again, the greater robustness of the Gu/Gu-s mixture copula transfers into better performance against a variety of alternative copula specifications. This becomes evident from comparing the test statistics in the columns corresponding to the Gu and Gu/Gu-s mixture copulas. The Gu/Gu-s mixture copula is the superior model for capturing common balanced and unbalanced extreme appreciations of the exchange rates against the US dollar, but its performance relative to the Student-t copula suffers during modest appreciations of the Canadian dollar against the US dollar, see panel (b) of Figure 6 .
Looking at the model confidence sets, we see that the first copula specifications to be omitted from the model confidence set for region D (region U) are the ones that feature only positive upper (lower) tail dependence. Thus, like in the bivariate case of the EUR/USD and GBP/USD returns, we conclude that the ability of a copula to capture positive lower tail dependence in the D region and upper tail dependence in the U region significantly enhances its forecasting performance in the corresponding region.
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In the M region of the copula support the Student-t copula achieves the highest average censored likelihood score, although the difference in performance with the Gu/Gu-s mixture copula is not significant. The relative accuracy of the Student-t copula is robust to different combinations of PITs in the region. The gains in performance of the Student-t copula are due to many positive but fairly small score differences, see panel (c) of Figure   6 .
However, its advantage over the Gu/Gu-s mixture copula becomes significant for a smaller M region (r = 0.35).
The ranking of the copula models in the regions D, U and M is robust to variations in the volume of these regions (parameterized by the cutoff value, r). Interestingly, the results become significantly sharper for regions corresponding to r = 0.35. Also, the Gu-s and Gu/Gu-s mixture copulas increase their gains against the Student-t copula in the smaller region D, defined by the cutoff r = 0.25.
Finally, based on the test of Diks et al. (2010) to the predictive accuracy of density forecasts on the whole copula support, we find overwhelming evidence for the superiority of the Student-t copula: it outperforms the second-best Gu/Gu-s mixture copula at the 0.001 significance level. The above analysis suggests that this result is largely due to the Student-t copula's superior fit of the dependence structure in the middle region M and possibly in regions away from the main diagonal of the copula support (that is, the complement of the D, U, and M regions). In the tail regions D and U , which may very well be of particular interest in practice, the Gu/Gu-s mixture copula performs substantially better.
Conclusions
Many practical applications involving joint density forecasts of multivariate asset returns focus on a particular part of the domain of support. Given that the dependence structure 
A Appendix
This Appendix provides a proof of Lemma 1.
Generalized conditional likelihood score It is to be shown that
The time-t conditional expected score difference for the density forecasts p t andf t is
where K(·, ·) represents the Kullback-Leibler divergence between the pdfs in its arguments, which is finite as a consequence of Assumption 1.
Assumption 1 implies that support(f t ) = support(ĝ t ) = support(p t ). This, together with Assumption 2 (c) guarantees that w t (y)p t (y)/I p,t and w t (y)f t (y)/If ,t can be interpreted as pdfs, while Assumption 2 (a) ensures that w t (y) can be treated as a given function of y in the calculation of the expectation, which is conditional on F t .
where K Bin(1, I p,t ), Bin(1, If ,t ) is the Kullback-Leibler divergence between two Bernoulli distributions with succes probabilities I p,t and If ,t , respectively. Assumption 2 (b), which requires w t (y) to be scaled between 0 and 1 for the csl rule, is essential for this interpretation because it implies that I p,t and If ,t can be interpreted as probabilities.
Again, Assumptions1 and 2 (c) guarantee that w t (y)p t (y)/I p,t and w t (y)f t (y)/If ,t can be interpreted as pdfs, while Assumption 2 (a) ensures that w t (y) can be treated as a given function of y in the calculation of the expectation, which is conditional on F t . The figure displays observed rejection rates (on the vertical axis) of a one-sided test of equal performance of the Gaussian and Student-t copulas, against the alternative hypothesis that the correctly specified Student-t copula has a higher average score. The tests are based on the left tail copula re-
) and use either censored or conditional scores. The horizontal axis displays the degrees of freedom parameter of the Student-t copula characterizing the DGP. The DGP is the SCOMDY model (13) with: (1) marginal distributions specified in ( (15)- (16)); (2) a Student-t copula with dimension d = 3 with all correlation coefficients set to ρ = 0.3 and varying degrees of freedom ν. The test of equal predictive accuracy compares a Student-t copula (with both parameters Σ and ν estimated, rather than known) against a Gaussian copula with the parameter Σ also being estimated. The three plots correspond to different nominal sizes 0.01, 0.05, 0.1, indicated by horizontal lines. The number of observations in the moving in-sample estimation window is R = 1, 000 and the number of out-of-sample evaluations is P = 1, 000. Reported results are based on 1,000 replications. The graphs also depict the PITs of most notable score differences (PIT CAD/USD , PIT JPY/USD , PIT EUR/USD ). (15) and (16) with innovations ε j,t drawn from univariate standardized Student-t distributions with 5 degrees of freedom. The number of observations in the moving in-sample estimation window is R = 1, 000 and the number of out-of-sample evaluations is P = 1, 000. Reported results are based on 1,000 replications. In Panel I, the innovations for the different series are independent. In Panels II and III, the innovations are based on the Student-t copula with ρ = 0.3 and ν = 6. In panel III, these parameters are assumed to be known and the Student-t distribution is used to obtain the PITs instead of the ECDF. The test of equal predictive accuracy compares the Clayton and Clayton survival copulas with the dependence parameter fixed at α = 1.5 (panel I) or estimated (panels II and III). (12) for the regions D, U and M with the threshold r = 0.3. The test statistic is based on one-step ahead density forecasts for daily GBP/USD and EUR/USD returns during the period August 10, 2000 -June 21, 2008 (P = 2, 000), with the length of the rolling estimation window set equal to R = 2, 000 observations. In each panel the (i, j)th entry is based on the score difference d csl t+1 = S csl j,t+1 (y t+1 ) − S csl i,t+1 (y t+1 ) such that positive values of the test statistic indicate that the model in column j achieves a higher average score than the model in row i. Acronyms used for referring to copula specifications: Ga -Gaussian; St-t -Student-t; Cl -Clayton; Cl-s -Clayton survival; Cl/Cl-s -Clayton-Clayton survival mixture; Gu -Gumbel; Gu-s -Gumbel survival; Gu/Gu-s -Gumbel-Gumbel survival mixture; F -Frank; SJC -symmetrized Joe-Clayton. MCS order is the iteration, at which the model is omitted from the confidence set, while MCS p-val is the corresponding p-value. (12) for the regions D, U and M with the threshold r = 0.3. The test statistic is based on one-step ahead density forecasts for daily CAD/USD, JPY/USD and EUR/USD returns during the period August 10, 2000 -June 21, 2008 (P = 2, 000), with the length of the rolling estimation window set equal to R = 2, 000 observations. In each panel the (i, j)th entry is based on the score difference d csl t+1 = S csl j,t+1 (y t+1 )−S csl i,t+1 (y t+1 ) such that positive values of the test statistic indicate that the model in column j achieves a higher average score than the model in row i. Acronyms used for referring to copula specifications: Ga -Gaussian; St-t -Student-t; Cl -Clayton; Cl-s -Clayton survival; Cl/Cl-s -Clayton-Clayton survival mixture; Gu -Gumbel; Gu-s -Gumbel survival; Gu/Gu-s -Gumbel-Gumbel survival mixture. MCS order is the iteration, at which the model is omitted from the confidence set, while MCS p-val is the corresponding p-value.
