Rates of HIV antibody testing remain at approximately 45% of the general population. To more effectively design interventions to increase testing, comprehensive information is needed to understand the barriers to HIV testing. A measure of barriers to HIV testing was developed using the major barriers identified in the literature on barriers to health care utilization (Melnyk, 1988) , and tested with a diverse group of individuals at high risk for HIV, including heterosexuals, men who have sex with men, injected drug users, and sex workers. An exploratory factor analysis indicated that the factor structure was replicated over 2 years of data collection. Three factors-Structural Barriers, Fatalism/Confidentiality Concerns, and Fear-emerged for both years. The reliabilities ranged from .75 to .87, indicating moderate to high internal consistency.
Other studies have indicated that 53% of a sample of IDUs (Samet, Mulvey, Zaremba, & Plough, 1999) and 53% of homosexuals and bisexuals (Myers, Orr, Locker, & Jackson, 1993) report being tested. By race, the Centers for Disease Control and Prevention (2001a) reported 51.6% of Blacks, 39.5% of Hispanics, and 43.6% of Whites in the general population reported being tested. In contrast, only 24% of African American heterosexuals determined to be at high risk have been tested for HIV (Grinstead, Peterson, Faigeles, & Catania, 1997) . In addition, there are some inconsistencies in the literature relating to rates of HIV testing for men and women. Some studies have reported that men are more likely than women to be tested (Samet et al., 1999) , whereas others report higher rates of testing among women than men (Centers for Disease Control and Prevention., 2003; Simon, Weber, Ford, Cheng, & Kerndt, 1996) , which may reflect high rates of testing among pregnant women.
Several factors are associated with voluntary HIV testing. For women, having children, multiple sex partners, engaging in anal sex, and infrequent condom use significantly increased the likelihood that they would choose to be tested for HIV (Miller, Hennessey, Wendell, Webber, & Schoenbaum, 1996) . For men, predictors of voluntary HIV testing included having sex with other men, a history of substance abuse, perceiving a partner to be at high risk for HIV, and being single (Stein, & Nyamathi, 2000; Houston et al., 1998) . Among those with a recent history of substance abuse, 53% indicated that they have been tested for HIV. Survey respondents were more likely to get tested if they had a history of injection drug use, underwent prior detoxification and addiction treatment, had a history of sexually transmitted diseases (STDs), and engaged in sexual relations with multiple partners (Samet et al., 1999) . Previous research has found that among lesbian/gay/bisexual youth, engaging in unprotected anal sex, perceiving low susceptibility to HIV, and perceiving greater barriers to HIV testing were associated with reduced likelihood of being tested for HIV (Maguen, Arimstead, & Kalichman, 2000) . Gay and bisexual men from metropolitan areas, those not involved in an exclusive relationship, and those engaging in anal intercourse were more likely to be tested, and homosexuals were more likely to be tested than bisexuals (Myers et al., 1993) .
For years, social scientists have investigated the link between attitudes and behavior (e.g., Ajzen & Fishbein, 1972) . Although intuitively a discrepancy between attitudes and behavior is not expected, research in many domains indicates that attitudes often do not predict behavior (Ajzen & Fishbein, 1972) . For example, a person may believe that being tested for HIV is important but not choose to get tested. Various factors, including barriers to HIV testing, may account for this discrepancy. The health belief model (HBM; Janz et al., 2002 ) is a conceptual framework that has examined barriers in the explanation of health related behaviors. The HBM consists of six main components including perceived susceptibility (belief concerning the likelihood of getting a condition), perceived severity (belief regarding the seriousness of the condition), perceived benefits (beliefs about the effectiveness of an action to reduce or eliminate the condition), perceived barriers (tangible and psychological costs associated with an advised action), cues to action (environmental prompts that activate a person's willingness to take action), and self-efficacy (confidence in ability to take action). The model posits that for individuals to change a behavior they must first feel threatened by their current behavior and believe that change would bring about a valued result at minimal cost. They must also believe that they have the ability to overcome any barriers that might impede their progress. This process is sometimes accelerated by certain environmental cues that move individuals to action (Janz et al., 2002) . This model may help explain why some individuals choose to be tested, whereas others do not.
Although there has been discussion of barriers to various types of health services in the literature (e.g., Melnyk, 1988) , there is a dearth of literature that specifically examines the barriers to HIV testing. Melnyk (1988) reviewed several barriers associated with underutilization of health services including system barriers, time, distance, cost, availability, organization of services, and discrimination. System barriers refer to impediments due to some characteristic of the system that can be either observable or based on the perception of the individual seeking services. Time barriers include travel time to the health provider, waiting room time, speed of services rendered, and time conflicts with hours of operation. Distance barriers refer to proximity to the health provider. Cost may manifest itself in several ways including cost of service, less pay due to missing work, transportation costs, and inadequate insurance coverage. Unavailability of health services characterized by a low provider/consumer ratio and limited doctor office hours as well as organization of services (e.g., fragmentation of services, shortage of qualified personnel) also are considered barriers to health utilization. Finally, discrimination based on sex, race, social status, and age may serve as a barrier. It is reasonable to expect that similar barriers would emerge for HIV testing, specifically.
To date, although several studies have touched on barriers to HIV testing, there are no scales specifically designed to measure attitudes toward and barriers to HIV testing. Boshamer and Bruce (1999) developed a 23-item scale that assessed perceptions of how friends might react to HIV testing, family's concerns about the decision to get tested, other people's reaction to HIV testing, and concerns about confidentiality. Scores on the scales were positively correlated with perceived knowledge about HIV and a greater likelihood of being tested. Although this measure assessed general attitudes toward HIV testing, it only touched on barriers to testing. Barriers that have emerged from other studies include overcrowded clinics and limited hours of operation (Stein & Nyamathi, 2000) , concern about the trustworthiness of the staff (Harris, 1997) , and lack of time (Simon et al., 1996) . Myers and colleagues (1993) performed a factor analysis on 12 items aimed at identifying reasons why individuals fail to get tested for HIV. The factors that emerged included Desire for Anonymity, No Benefit and Denial, and Self-Perceived Health. Desire for anonymity was rated as the most important factor, which is not surprising given that one of the most cited reasons reported by individuals who refuse to take an HIV test is the concern about privacy (e.g., Kalichman, Kelly, Hunter, Murphy, & Tyler, 1993; Myers et al., 1993; Simon et al., 1996) .
Although previous studies have presented questionnaires that have tapped into barriers to HIV testing, none presents a complete picture of the barriers involved in the testing experience, nor has any been validated on diverse groups of individuals at high risk. The current study presents the development of a new measure of barriers to HIV testing that includes items addressing confidentiality concerns, structural barriers, and psychological barriers. Construct validity of the measure has been tested with a diverse group of individuals at high risk, including heterosexuals, MSM, IDUs, and sex workers.
METHOD PARTICIPANTS
Participants were drawn from two waves of data collection for the Illinois HIV Behavioral Surveillance Study. The first year included 827 individuals, and the second year included 1047 individuals. In Year 1, the sample was 63.6% male, 34.1% female; 38.3% White, 28.8% African American, and 27.2% Hispanic. With respect to sexual orientation, 18.3% self-identified as homosexual, 9.2% as bisexual, and 69.9% as heterosexual. In Year 2, the sample was 59.4% male, 40.4% female; 38.7% White, 36.6% African American, and 20.7% Hispanic. With respect to sexual orientation, 28.8% identified as homosexual, 55.5% as heterosexual, and 15.0% as bisexual.
Using self-reported behavioral data, each participant was classified into risk categories. Due to multiple risk behaviors, individuals could be identified as belonging to more than one risk group (e.g., a gay man who injected drugs and engaged in sex work would be in at least three risk categories) and therefore between-group comparisons are not appropriate. Of the total sample, in the first year, 253 were MSM, 574 were heterosexuals, 278 were IDUs, and 194 engaged in sex work. In the 2nd year, 387 were MSM, 774 were heterosexuals, 391 were IDUs, and 415 engaged in sex work.
INSTRUMENTS
A 26-page survey was developed based on the literature to assess the frequency and extent of sex and drug use behavior, risk reduction behaviors (e.g., HIV testing history, condom use, stage of change), risk-enhancing circumstances (e.g., homelessness), risk-reducing cofactors (e.g., self-efficacy, condom attitudes), service penetration of HIV prevention programs (e.g., barriers to service utilization), and group demographics. The measure was reviewed by a statewide evaluation committee and revised based on the committee's recommendations.
Based on the literature on barriers to service utilization in the mental health field (e.g., Melnyk, 1988) , a series of 21 items were created, adapted specifically to barriers to HIV testing. In Year 1, participants who had not been tested in the preceding 2 years were asked to indicate whether each item represented a reason they did not get tested ("agree" or "disagree"). In Year 2, a subset of 13 of the items was included in the data collection. These items were selected by examining the likelihood of endorsement in Year 1 and dropping those that very few participants cited as barriers. Participants were asked how important each reason was to why they had not been tested. For each item, they first responded "yes" or "no," and then if "yes," they rated how important ("very or somewhat"). A 3-point scale was created with "no" coded as 1, "somewhat important" coded as 2, and "very important" coded as 3. The wording of the questionnaire changed slightly from Year 1 to Year 2, where Year 1 emphasized agreement and Year 2 emphasized importance.
PROCEDURE
Interviewer Identification and Training. In both years, interviewers for the statewide study were identified through state and local agencies providing HIV-related services and were typically individuals who worked for agencies in the region. A training program was developed and conducted with all interviewers. Care was taken that data collectors did not interview their own clients to avoid dual role relationships.
Participant Recruitment. Staff from the state department of public health provided a list of subcontracting agencies throughout the state that assisted in the data-collection procedures. Subcontractors were asked to serve as a liaison to the targeted populations by matching interviewers with outreach workers who knew the population and could facilitate the interviewer in approaching individuals to participate. Interviews were conducted in many different locations, ranging from health departments and social service agencies to STD clinics, bars, parks, shelters, and needle exchanges. Prior to the interview, confidentiality was explained and informed consent was obtained. The survey was administered in a face-to-face format and took approx-imately 45 minutes to complete. Response cards were used to facilitate responses to survey questions with several choices. Following the interview, respondents were given coupons to a fast-food restaurant for their participation in the study (Year 1, $4; Year 2, $10). All data-collection procedures were approved by the university's human subjects committee. When necessary, approval was also secured at the local level from individual agencies that required internal review.
RESULTS
For each year's data set, an initial principal component's factor analysis was conducted to estimate the number of factors. Because only 13 of the original 21 items were included in the Year 2 data collection, only the corresponding 13 items from Year 1 were included in the analyses. For Year 1, three factors with eigenvalues greater than 1.0 surfaced, whereas four factors with eigenvalues greater than 1.0 emerged for Year 2. The scree plot also indicated between three and four factors for both years. Subsequently, a principal axis analysis using an oblimin rotation was performed with a three-and four-factor solution. An oblimin rotation was utilized because the factors were moderately correlated with one another (Tabachnick & Fidell, 1989) . The three-factor solution was most interpretable for both Years 1 and 2. The factor solution from Year 1 accounted for 64% of the variance, whereas 50% of the variance was accounted for in Year 2.
Tables 1 and 2 display the rotated factor structure coefficients for the items after oblimin rotation for Years 1 and 2, respectively. A cutoff of .30 was adopted for item inclusion on interpretable factors (Norman & Streiner, 1994) . The factor structure was similar for both years with the exception of the fatalism/confidentiality item "I don't want to know results," which loaded .92 for Year 1 and .19 for Year 2. Due to its high loading in Year 1 and its theoretically suitability to the fatalism/confidentially construct, the item was kept in the Year 2 factor structure despite its low loading. In Year 2, the item "I can't afford treatment so why get tested" loaded higher on structural barriers (.48) than fatalism/confidentiality (-.35) but we chose to place it within the fatalism/confidentiality construct due to its theoretical suitability to the construct, as it was above our cutoff for both factors and therefore could be included in either. The remaining items for both years loaded on their respective scales in the expected fashion. Examination of the factors for each year indicated that the items loading on each factor were similar for the two data sets. Scale scores were created by averaging the items that loaded on their respective factors. The first factor, Structural Barriers, consisted of five items (e.g., "I don't have transportation to get to the testing site"), and had an alpha of .79 for Year 1, and .75 for Year 2. The second factor, Fatalism/Confidentiality Concerns, also consisted of five items (e.g., "I am worried about confidentiality"; "There is no cure, so why get tested"), and had an alpha of .87 for Year 1, and .77 for Year 2. The third factor, Fears, consisted of three items (e.g., "I am afraid of losing my partner"), and had an alpha of .81 for Year 1, and .79 for Year 2. Means, standard deviations, and reliabilities for each factor for the full sample and each risk group for Years 1 and 2 are presented in Table 3 .
Pairwise t-tests were conducted on the three-factor subscales. Because individuals can be categorized in several risk groups (e.g., a women may be an IDU and a sex worker) groups were not compared with one another. Instead, scores on the three-factor scales were compared with one another within each risk group. Specifically, within risk group, difference scores were computed comparing each of the factors (i.e., fatalism/ confidentiality with fear, fatalism/confidentiality with structural, structural with fear). Mean difference scores among the factor subscales are presented in Table 4 . Results suggest that fatalism/confidentiality concerns emerged as the most important concern for heterosexuals and IDU in both Years 1 and 2. There were no differences among the barriers for MSM in Year 1, but differences did emerge in Year 2. For MSM in Year 2, both Fatalism/ Confidentiality Concerns and Fear were rated as more important than structural barriers. For sex workers in Year 1, fatalism emerged as the most important concern followed by structural barriers. In Year 2, the most important barrier for sex workers was fatalism/confidentiality. Comparing across the three barrier subscales, for the full sample, as well as for heterosexuals, sex workers, and IDUs, Fatalism/Confidentiality Concerns were rated as more important than Fear or Structural Barriers in all the barriers subscales with the exception of MSM in Year 1. Analyses were also conducted based on ethnic group membership and sex, and no significant group differences emerged.
DISCUSSION
Although there have been scales created to identify barriers to HIV testing, most have targeted only a few types of barriers rather than a more comprehensive set of barriers to HIV testing (e.g., Myers et al., 1993; Simon et al., 1996) . The current study presents the development of a Barriers to HIV Testing scale designed to include the major barriers identified in the literature on barriers to health care utilization (Melnyk, 1988 ). An exploratory factor analysis indicated that the factor structure was replicated over 2 years of data collection, despite differences in the wording and response categories of the instructions from Year 1 to Year 2. Three factors-Structural Barriers, Fatalism/Confidentiality Concerns, and Fear-emerged for both years. The reliabilities ranged from .75 to .87, indicating moderate to high internal consistency. A unique and important contribution of this study is the diverse sample used. The participants in the current study were a nonstudent community sample of individuals at high risk for HIV and consisted of groups from culturally diverse backgrounds. Whereas most of the studies presented in the literature utilized student samples and/or individuals from White middle-class backgrounds, this measure was normed on individuals at high risk for HIV with diverse behavioral risk profiles, including heterosexuals, IDUs, MSM, and sex workers. Across risk groups, Fatalism/Confidentiality Concerns emerged as the most important barrier to testing for all risk groups, indicating further effort is needed to address confidentiality and fatalism concerns in a more thorough manner. Because of the stigma associated with HIV and AIDS, confidentiality becomes a crucial issue for HIV testing sites. A standard policy concerning confidential HIV testing includes recording the name of a person who tests positive and confidentially reporting those names to public health officials (Centers for Disease Control and Prevention, 2001b) . Lab technicians and state health department personnel usually have access to test results. Results are usually only sent to a doctor when a release form is signed. The guarantee of confidentiality may not ameliorate concerns of privacy for individuals seeking HIV testing. The fear of health providers breaking confidentiality is exacerbated when reports of specific instances of breaches are made public. In one instance, an HIV patient's children were made aware of her positive HIV status from a child of a health care provider (Moyer, 1999) . Health care providers and individuals seeking HIV testing may have different notions of what constitutes confidentiality, and test seekers may be more conservative in their definitions of confidentiality.
Alternatives to confidential testing include anonymous testing sites that utilize a coding system in which individuals are provided with an identifier code instead of using their name (Centers for Disease Control and Prevention, 2001b) . This system is designed to reduce the number of clinic workers that would have access to the results. In anonymous testing centers only the individuals getting tested can disclose their results. Although anonymous testing may alleviate most of the concerns test takers may have, unfortunately it is not available in all states (Centers for Disease Control and Prevention, 2001b) . Another alternative to confidential testing includes the use of hometesting kits that can be purchased at drugstores. Home test users prick their fingers and place their blood sample on a card that is mailed to a licensed laboratory (Centers for Disease Control and Prevention, 2001b) . Purchasers of the kit are given an identification number to use when phoning in for their results. Home testing is a viable alternative for those who are extremely concerned about their privacy.
Fear of loss was another barrier that was noted by participants in the study. Fear of loss included fear of losing a partner, job, and/or health insurance. The aforementioned methods to improve confidentiality and anonymity may help alleviate the fear associated with losing a job and health insurance, as it would be the individual's choice if they wanted to inform their place of employment or health insurance company of their HIV status. However, a positive test followed by illness and treatment could still lead to such losses, and issues of confidentiality in testing cannot alleviate the stigma or fear of stigma experienced by HIV-positive individuals. In terms of losing a partner, counseling programs should be more readily available for those coping with the possibility of losing their partner after disclosing a positive HIV status. Issues related to fear associated with testing should be emphasized for MSM, given that fear of loss was just as important as issues of confidentiality for this risk group.
There were several limitations in the current study. First, although the current study utilized a diverse sample, cross validation is needed to assess whether the factor structure can be replicated with other populations (e.g., students samples, samples in other regions). Second, the trichotomous and dichotomous scale options have led to decreased variability in the responses. Although the data in the current study was not significantly skewed (i.e., an adequate amount of variance was found; Gorsuch, 1983) , and the validity of the factor analysis was not compromised, it should be noted that it is usually better to have a measure with more variability. Therefore, future studies should incorporate response options that allow for greater variability. In future studies a 5-point Likert-type scale, ranging from 1 ("not at all important") to 5 ("very important"), should be used to increase response options for participants. Third, future studies should examine other aspects of validity, such as predictive validity, to determine whether this measure will help predict the probability that an individual will volunteer for HIV testing. Fourth, the data were only collected on those who had not been tested in the past 2 years; however, people who were recently tested likely also had barriers to testing that were not examined in the current study. Future research should include both those who have and those who have not been recently tested to fully understand the barriers to HIV testing.
The HBM suggests that individuals are less likely to move to action if the barriers to testing outweigh the benefits (Becker, 1974; Janz et al., 2002; Kalichman, 1998) . Therefore, AIDS educators, counselors, and clinics should emphasize the benefits of HIV testing and work to alleviate the barriers associated with testing. Because diverse groups may experience different barriers, tailoring your intervention may be successful in increasing rates of HIV testing for individuals from different groups, including people of color, MSM, sex workers, and IDUs (Kalichman et al., 1993) . This newly developed measure may enable health providers and clinic operators to better assess and address the possible barriers associated with HIV testing in their communities.
