Abstract. Digital interference holography (DIH) is being developed as a novel method of microscopic 3-D imaging. A number of holographic fields are numerically calculated from optically recorded holograms using a range of wavelengths. Numerical superposition of these fields results in a tomographic representation of the object with narrow axial resolution. We demonstrate the practicality of DIH in microscopic imaging with a set of preliminary experiments, yielding approximately 3 m of lateral resolution and 10 m of axial resolution, using a simple optical setup and straightforward numerical algorithms.
Introduction
We are developing digital interference holography ͑DIH͒ as a novel method of microscopic 3-D imaging by numerical superposition of a number of holographic fields taken with varying wavelengths. 1, 2 Unlike some of the other welldeveloped 3-D microscopic methods such as confocal microscopy and optical coherence tomography, digital interference holography does not involve pixel-by-pixel mechanical scanning of 3-D volume, yet achieves comparable resolutions. In DIH, the holographic interference pattern of an object is generated optically and recorded digitally using a CCD camera. The holographic image field is numerically calculated and the process repeated for a large number of varying wavelengths at regular intervals. Numerical superposition, or digital interference, of the holographic image fields yields the desired 3-D representation of the object. We have demonstrated the practicality of the DIH in microscopic 3-D imaging with a set of preliminary experiments yielding approximately 3 m of lateral resolution and 10 m of axial resolution.
A basic strategy in many tomographic imaging techniques is to detect the angular position or propagation distance ͑time of flight͒ of reflection or transmission signals using detector arrays or a single scanning detector. The set of angular and distance data for varying source positions is then used to calculate the 3-D coordinates of the object points. This is the case with x-ray computed tomography, magnetic resonance imaging, positron emission tomography, and ultrasound imaging, as well as some optical tomographic methods in diffuse media. 3 The optical tomography is most useful in microscopic imaging because of the short wavelength and the limited penetration depth of most biological surfaces. For example, laser confocal microscopy utilizes aperturing of both the illuminated sample volume and the detector, thereby rejecting all scattered light other than that from the focal volume. 4 More recent developments in optical coherence tomography are basically time-of-flight measurement techniques, utilizing ultra-short laser pulses or continuous wave lasers of very short coherence time. [5] [6] [7] In both of these methods the signal is detected one pixel at a time and the 3-D image is reconstructed by scanning the three dimensions pixel by pixel. Although microscanning using piezo actuators is a remarkable art, being able to obtain images frame by frame will have obvious technical advantages. 8 By recording the phase as well as intensity of lightwaves, holography allows reconstruction of the images of 3-D objects, and gives rise to a host of metrological and optical processing techniques. 9 With the advance of computer and electronic imaging technology, it is now very practical and often advantageous to replace portions of holographic procedures with electronic processes. With digital holography, real-time processing of the image is possible, and phase information of the reconstructed field is readily available in numerical form. [10] [11] [12] On the other hand, although the hologram produces a 3-D image of the optical field, this does not by itself yield topographic distance information, other than by focusing and defocusing the image points. Distance information can be obtained in time-offlight type of measurements, 13 or it can also be determined by counting the number of wavelengths or some multiples of it, which is the basis of various interference techniques.
14,15 A well-known technique is the interference of two holograms recorded at two different wavelengths, resulting in a contour interferogram with the axial distance between the contour planes inversely proportional to the difference in wavelengths. In digital holography, it is possible to extend the process to recording and reconstruction of many holograms without introducing any wavelength mismatch. If a number of regularly spaced wavelengths is used for recording and reconstruction, then the peaks of the cosine-squared intensity variation of the two-wavelength interference become sharper and narrower, as when a number of cosines with regularly spaced frequencies are added. This process in effect synthesizes the short coherence length and allows generation of sharp interference peaks as in optical coherence tomography. 16 
Basic Principles
To outline the principle of digital interference holography, consider the optical system depicted in Fig. 1 . The object is illuminated, either in transmission or reflection, by a laser beam of wavelength . A point P on the object scatters the illumination beam into a Huygens wavelet, A( P)exp(ik͉r Ϫr P ͉), where A( P) is proportional to the amplitude and phase of the scattered wavelet. The ͉rϪr P ͉ Ϫ1 decrease of the spherical wave amplitude is ignored, and instead we focus our attention on the phase factor of the imaginary exponential. For an extended object, the field at r is E͑r͒ϭ ͵ A͑r P ͒exp͑ ik͉rϪr P ͉͒d
where the integral is over the object volume. In holography, the amplitude and phase of this field at the hologram plane zϭ0 is recorded, and one of the reconstructed fields is a replica of the object field as described by Eq. ͑1͒. We are all familiar with the 3-D perception of holographic images through the parallax effect. However, it does not provide any information on the absolute location and distance of the object, just as one's monocular view of a scene does not provide such information in the absence of other subjective depth cues. Such axial distance information can be obtained by a number of interferometric techniques. For example, if the holographic process is repeated again using a different wavelength Јϭ2/kЈ ͉͑ϪЈ͉ϭ⌬͒, all other parameters remain the same, and if the two reconstructed fields are added together, then the result is E͑r͒ϭ ͵ A͑r P ͕͒exp͑ ik͉rϪr P ͉͒ϩexp͑ikЈ͉rϪr P ͉͖͒d 3 r P .
͑2͒
Interference of the two wavelengths results in contours of optical path lengths with a period, or beat wavelength, of ⌳ϭ 2 /⌬. This is the basis of the double-exposure contour generation technique in conventional holography. The intensity varies as cosine-squared between the maxima, and the axial resolution is basically the beat wavelength ⌳. With digital holography, the process can be extended to any number of holograms. If N holograms are made using wavelengths m ϭ 0 ϩm⌬ (mϭ0,1,2,...,NϪ1), and the reconstructed fields are all superposed together, then the resultant field is
That is, for a large enough number of wavelengths, the resultant field is proportional to the field at the object and is nonzero only at the object points. This can also be viewed as a Fourier transform process between the axial distance and the wavelengths. 17, 18 In Eq. ͑3͒, the sum of imaginary exponentials is a delta function only if the wavenumber k m ranges over all real numbers. In practice, if one uses a finite number N of wavelengths at regular intervals of ⌬, then the object image A(r P ) repeats itself ͑other than the diffraction/defocusing effect of propagation͒ at the beat wavelength ⌳ϭ 2 /⌬, with axial resolution ␦ϭ⌳/N. By use of appropriate values of ⌬ and N, the beat wavelength ⌳ can be matched to the axial extent of the object, and ␦ to the desired level of axial resolution. Note that for a given level of axial resolution, the required range of wavelengths N⌬ is the same as the spectral width of low-coherence or short-pulse lasers in optical coherence tomography.
Numerical Procedure
The numerical procedure for digital interference holography proceeds as follows. First, at a given laser wavelength 0 , the holographic interference pattern (͉H͉ 2 ) of the object ͑O͒ and reference ͑R͒ is generated optically and recorded digitally by a CCD camera. Zero-order diffraction is eliminated by subtracting out the object (͉O͉ 2 ) and the reference (͉R͉ 2 ) from the hologram, leaving
This is taken as the field E 0 (x 0 ,y 0 ) at the hologram (z ϭ0), defined on a square of physical size a x ϫa x with n x ϫn x pixels. Starting from E 0 (x 0 ,y 0 ), the holographic image field E(x,y,z) near the object's image position is then calculated in a volume of physical size a x ϫa x ϫa z with n x ϫn x ϫn z pixels. Usually, a z ϭ⌳ and n z ϭN. The diffraction field E(x,y;z) that starts as E 0 (x 0 ,y 0 ;0) and propagates along the z direction is calculated as the integral of the Huygens wavelets 19 : where the symbol represents convolution and the Huygens point transfer function ͑PTF͒ is given by
The convolution is calculated using three Fourier transforms
͑7͒
The calculation simplifies significantly if one uses the Fresnel approximation of the PTF:
and
͑9͒
In fact, Eq. ͑8͒ is a single Fourier transform:
with respect to the spatial frequencies x ϭkx/z, y ϭky/z. We have made use of both the Huygens and Fresnel PTFs in our numerical calculations. The Fresnel calculation is faster in general, whereas the Huygens kernel gives better quality images, especially at close range. To achieve as high a lateral resolution as possible, one keeps the object-hologram distance as short as possible, but the discrete Fourier transform entails a certain minimum on this distance:
For an object of size a x at a distance z from the hologram plane, the interference fringe spacing with a plane reference wave can be as small as z/a x , which should be kept larger than the pixel size of the digital hologram. If the size of the hologram is also a x and it has n x pixels, then Eq. ͑11͒ follows. At too close a distance, the spatial frequency of the pixelated hologram is not high enough to reproduce a large angular size of the object without aliasing. For example, to image a 1ϫ1-mm area of an object with 380ϫ380 pixels using ϭ600 nm, the minimum object distance is z min ϭ4.4 mm. Normally, we place the object just outside the minimum distance. The procedure is repeated for N wavelengths m ϭ 0 ϩm⌬ (mϭ0,1,2,...,NϪ1), generating N 3-D arrays of complex numbers representing the electric fields that exist in the volume around the object under illumination of N different wavelengths. The N 3-D arrays are added together for superposition of these fields, resulting in a 3-D map of the object's structure. Since the phase of the laser field most likely fluctuates between wavelength changes, it is necessary to add a global phase factor to each of the N 3-D arrays. Specifically, out of each 3-D array of a calculated complex field, we sample a pencil of electric field values E(x p ,y p ,z), where a 2-D position (x p ,y p ) is chosen to be a convenient point on the object. Numerical superposition of two of these pencils of fields for two different wavelengths shows the cosine-squared variation of twowavelength interference. The phase-matching process then consists of making sure that the maxima occur at the same z distance by choosing an appropriate relative phase factor for each pair of wavelengths. Each of the 3-D arrays then gets multiplied globally by the corresponding phase factor. At this stage of development, this is done manually, but the procedure can be automated with a simple algorithm in the future. The resultant 3-D array is a representation of the surface-and possibly subsurface profile-in the case of reflection geometry of the object illumination. Or it can be a profile of the index and thickness variation, in the case of transmission geometry.
Experiments
The optical apparatus is a Michelson interferometer, as shown in Fig. 2 . The laser source is a Coherent 699 ring dye laser, whose output is usually attenuated to about 50 mW. The system of lenses L 1 through L 4 is used to magnify the holographic interference pattern as captured by the CCD camera. The plane S is just outside the minimum distance z min from the object. This plane is imaged to SЈ by the lens L 2 , which in turn is imaged at infinity by the lens L 4 and finally recorded by the camera focused at infinity. The lens L 1 provides plane-wave illumination of the object by focusing the input laser at the front focus of L 2 . Collimating the reference beam with L 3 then results in a magnified image at SЈ of an interference pattern that would exist at S if the object wave is superposed with a plane wave there. Although not indicated in Fig. 2 , the object and reference beams are tilted with respect to each other in an off-axis hologram arrangement to avoid the twin-image problem, and to improve zero-order suppression, both effects being implied by Eq. ͑4͒. When this is done, the two conjugate images (OR* and O*R) appear on the opposite sides of the bright zero-order spot (͉O͉ 2 and ͉R͉ 2 ) in the reconstructed hologram. A number of LabView and MatLab programs are used for control of the experiment, numerical computations, and presentation of resulting images.
Some of the images from these preliminary experiments are shown in Figs. 3 and 4 . Figure 3͑a͒ is a series of contour images of the profile of Lincoln on a penny, generated from a set of 30 holograms taken with 1.06-nm increments of wavelengths starting at 575.0 nm. The image volume is 5ϫ5 mmϫ330 m and 380ϫ380ϫ30 pixels, so that the pixel resolution is 13ϫ13ϫ11 m. Eight of the thirty z contours are shown in Fig. 3͑a͒ . Some of the contour lines are only one or two pixels thick, around the nose or lips for example, demonstrating excellent axial and lateral resolution and contrast. For the purpose of comparison, we also display a single wavelength hologram image in Fig. 3͑b͒ ; a frontal view of all 30 contours summed together ͑flat view͒ in Fig. 3͑c͒ ; and a regular photographic image under white light illumination in Fig. 3͑d͒ . Note that the flat view has a signal averaging effect and the speckle noise is greatly reduced compared to the single-wavelength hologram, and the image quality approaches that of conventional photograph ͑also see Fig. 4͒ . Once the 3-D image data are acquired, they can be presented in a number of different manners, including contour and perspective views, as well as stereoscopic views. Figure 4͑a͒ shows the flat and stereoscopic views of the numeral 2 on the 2000 mintage mark of a penny. The image volume is 1ϫ1 mmϫ330 m and 380 ϫ380ϫ30 pixels, so that the pixel resolution is 2.6 ϫ2.6ϫ11 m. A standard technique for viewing stereo pair's is to start with your eyes very close to the page. As you pull away, you would see two pairs of images: try to merge these into three images and try to focus on the center image. At a certain comfortable distance, the 3-D perception will occur. Figure 4͑b͒ shows the flat and stereoscopic views of the compound eye of a fire ant. Here the image volume is 1ϫ1 mmϫ540 m and 380ϫ380ϫ52 pixels, so that the pixel resolution is 2.6ϫ2.6ϫ10 m. The size of the individual lenses in the compound eye is measured to be about 25 m, which is very well resolved by these images. ͑Quicktime movies of some of these images are available at http://chuma.cas.usf.edu/ϳmyungkim.͒
Conclusions
The experimental results presented here demonstrate 3-D imaging of objects with micron scale resolution using digital interference holography. The technique is capable of generating cross sectional images of the objects with clear focus and good suppression of coherent speckle noise, using a fairly simple optical system and straightforward numerical methods. The achieved resolution is ϳ10 m in the axial direction and ϳ3 m in the lateral direction, which are limited only by the present optical system and computer capacity. There is some indication of imaging of internal or subsurface structures in the image of an ant eye. We are in the process of conclusively demonstrating true subsurface tomographic imaging by digital interference holography. 
