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In this work we analyze the variational problem emerging from the Gutzwiller approach to
strongly correlated systems. This problem comprises the two main steps: evaluation and min-
imization of the ground state energy W for the postulated Gutzwiller Wave Function (GWF).
We discuss the available methods for evaluating W , in particular the recently proposed dia-
grammatic expansion method. We compare the two existing approaches to minimize W : the
standard approach based on the effective single-particle Hamiltonian (EH) and the so-called
Statistically-consistent Gutzwiller Approximation (SGA). On the example of the supercon-
ducting phase analysis we show that these approaches lead to the same minimum as it should
be. However, the calculations within the SGA method are easier to perform and the two ap-
proaches allow for a simple cross-check of the obtained results. Finally, we show two ways of
solving the equations resulting from the variational procedure, as well as how to incorporate
the condition for a fixed number of particles.
1. Introduction
Systems with strong electron correlations are in the center of interest of condensed
matter physicists for many decades now. The milestones of this field were the dis-
coveries of heavy-fermion systems [1] and high-temperature superconductors [2].
Because of the great complexity of those systems, there is up to date no universal
theoretical approach to describe them. Among the methods developed by theo-
reticians are the Dynamical Mean Field Theory (DMFT) [3], Gutzwiller approach
[4–7], and variational Monte Carlo (VMC) methods [8], as well as the combinations
of DMFT and Gutwiller methods with Density Functional Theory (DFT) [9, 10].
Both the Gutzwiller approach and VMC are variational approaches, in which the
central tasks are the postulation of the variational wave function |Ψ〉, as well as
the evaluation and minimization of the ground state energy, W ≡ 〈Ψ|Hˆ |Ψ〉.
In this paper, the minimization task is analyzed in detail. First, we introduce the
Gutzwiller method for the Hubbard model. Second, we discuss selected approaches
to evaluate W . We concentrate on one of them proposed very recently, the Dia-
grammatic Expansion for Gutzwiller Wave Function (DE-GWF) [11–13]. Third,
we discuss two approaches to minimizing W , which is a complicated object con-
taining long-range real-space correlations. On the example of the superconducting
phase analysis we show equivalence of these two approaches: they lead to the same
equations (minimization conditions). Finally, we discuss two schemes of solving
these equations differing in complexity and applicability, as well as we show how
to efficiently incorporate the condition for a fixed number of particles into one of
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them.
2. Gutzwiller Wave Function
The systems with strong electron correlations are very often described starting
from the single-band Hubbard Hamiltonian, which for the high-temperature su-
perconductors is an effective model of the Cu-O2 plane
Hˆ = Hˆ0 + U
∑
i
dˆi , Hˆ0 =
∑
i,j,σ
ti,jcˆ
†
i,σ cˆj,σ , dˆi ≡ nˆi,↑nˆi,↓ , (1)
where i = (i1, i2) is the two-dimensional site-index and σ =↑, ↓ is the spin quan-
tum number. Typically the Coulomb interaction U is much larger than the hopping
amplitude between the nearest neighbours. In such a situation it is favorable ener-
getically to decrease the weight of configurations with doubly-occupied sites in the
wave function of the system. This can be achieved by using the Gutzwiller Wave
Function (GWF) [4], which has the form
|ΨG〉 = Pˆ |Ψ0〉 =
∏
i
Pˆi|Ψ0〉 =
∏
i
[
1− (1− g) dˆi
]
|Ψ0〉 , (2)
where g is a variational parameter and |Ψ0〉 is a single-particle product state
(“Slater determinant”) to be defined later. However, an alternative choice was
shown to lead to much faster convergence [11]. Namely, we define a local Gutzwil-
ler correlator Pˆi in such a way that it obeys the following equation [14]
Pˆ 2i ≡ 1 + xdˆ
HF
i , (3)
where x is a variational parameter and the Hartree–Fock (HF) operators are defined
by dˆHFi ≡ nˆ
HF
i,↑ nˆ
HF
i,↓ and nˆ
HF
i,σ ≡ nˆi,σ − n0 with n0 ≡ 〈nˆi,σ〉0 ≡ 〈Ψ0|nˆi,σ|Ψ0〉.
Within the variational approach with GWF the principal task is the evaluation
of the ground state energy
W ≡ 〈Hˆ〉G ≡
〈ΨG|Hˆ|ΨG〉
〈ΨG|ΨG〉
≡
〈Ψ0|Pˆ HˆPˆ |Ψ0〉
〈Ψ0|Pˆ 2|Ψ0〉
. (4)
The most important difference among methods based on GWF is the approach
taken towards computingW . In the Gutzwiller approximation (GA) average values
of the Hamiltonian terms are approximated by a product of some function (called
for the hopping term the Gutzwiller band narrowing factor, gt) and their average
values in the non-correlated wave function |Ψ0〉, e.g. 〈cˆ
†
iσ cˆjσ〉G ≈ gt〈cˆ
†
iσ cˆjσ〉0. This
yields a very fast method, but is also the reason behind the inability to describe
within GA the superconducting phase in the Hubbard model [12].
In the VMC method, W is calculated with the Monte Carlo sampling technique.
Such an approach is much more accurate than GA, but suffers from the following
drawbacks: (i) low speed (as compared to GA); (ii) difficulty (or inability) to per-
form calculations for nonzero temperature; (iii) necessity of using finite-size lattices,
which can lead to large errors, e.g. for the states with Fermi surface deformations
(the so-called Pomeranchuk phase) [15]. The advantage of VMC is the possibility
to include additional Jastrow factors in the trial wave function [16–18].
In the recently proposed [11–13] DE-GWF technique, an alternative approach
is taken, which can remedy all the above problems. Namely, with the use of the
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correlator defined by (3) and after applying the linked-cluster theorem [19], we
are able [11] to calculate the ground state energy W (|Ψ0〉, x) ≡ 〈Hˆ〉G and the
generalized grand potential F at zero temperature for a translationally invariant
system
〈Hˆ〉G = 2
∑
i,j
ti,j
[
q2T
(1),(1)
i,j + qαT
(1),(3)
i,j + qαT
(3),(1)
i,j + α
2T
(3),(3)
i,j
]
+LUλ2d
[
(1− xd0)I
(4)
i
+ 2n0I
(2)
i
+ d0
]
, (5)
F = 〈Hˆ〉G − 2µGnGL , (6)
with
nG ≡ 〈nˆi,σ〉G = λ
2
d
[
d0 + I
(4)
i (1− xd0) + 2n0I
(2)
i
]
+λ21
[
m01 + I
(2)
i (1− 2n0)− I
(4)
i (1 + xm
0
1)
]
, (7)
where L is the number of sites, nG is the average number of particles in the corre-
lated state per site 1, m01 = n0(1−n0), d0 ≡ n
2
0, and q, α, λ1, and λd are functions
of n0 and x [11]. The diagrammatic sums (DS) appearing in the above expressions
are defined by
Si[,j] =
∞∑
k=0
xk
k!
Si[,j](k), (8)
where
Si[,j] ∈ {I
(2)
i
, I
(4)
i
, T
(1),(1)
i,j , T
(1),(3)
i,j , T
(3),(1)
i,j , T
(3),(3)
i,j }. (9)
The k-th order sum contributions have the following forms:
I
(2)[(4)]
i (k) ≡
∑
l1,...,lk
〈
nˆHFi,σ [nˆ
HF
i,σ ]dˆ
HF
l1,...,lk
〉c
0
, (10)
T
(1)[(3)],(1)[(3)]
i,j (k) ≡
∑
l1,...,lk
〈
[nˆHFi,σ¯ ]cˆ
†
i,σ[nˆ
HF
j,σ¯ ]cˆj,σdˆ
HF
l1,...,lk〉
c
0 , (11)
where the notation (1)[(3)] means that when calculating for the index (3)
also the term in square brackets needs to be taken, e.g. T
(1),(3)
i,j (k) ≡∑
l1,...,lk
〈
cˆ†i,σnˆ
HF
j,σ¯ cˆj,σdˆ
HF
l1,...,lk
〉c0. To calculate the DS from (10)-(11) we apply the
Wick’s theorem [19] and perform the summation over l1, ..., lk on a square lat-
tice [13]. The k-th order terms of (8) correspond to diagrams with one (or two)
external vertices on sites i (or i and j) and k internal vertices. The notation 〈. . . 〉c0
in (10)-(11) indicates that only the connected diagrams are to be kept. The vertices
of diagrams are connected with lines (corresponding to contractions from Wick’s
theorem), which in the case of the superconducting state with intersite pairing are
1Note that for superconducting states the correlated and non-correlated numbers of particles (nG and n0)
may differ, and hence we minimize the functional F at a constant chemical potential µG, and not the
energy W at a constant number of particles nG.
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given by
Pl,l′ ≡ P
σ
l,l′ ≡ 〈cˆ
†
l,σ cˆl′,σ〉0 − δl,l′n0 , Sl,l′ ≡ 〈cˆ
†
l,↑cˆ
†
l′,↓〉0. (12)
Due to translational invariance of the system we only need to calculate DS with
fixed i and j. In other words, I
(2)[(4)]
i ≡ I
(2)[(4)] and T
(1)[(3)],(1)[(3)]
i,j ≡ T
(1)[(3)],(1)[(3)]
i−j .
To be able to calculate W in a particular physical situation, we need to introduce
two additional approximations. First, the summation in (8) has to be performed
up to a certain order k. Second, the lines (12) have to be included up to a certain
cutoff distance. Consequently, the summations in (8) and (10)-(11) become finite.
As a result of our diagrammatic expansion procedure, W (or F) is a function
of the variational parameter x and the non-correlated wave function |Ψ0〉. This
wave function enters into the variational problem via n ≡ 〈nˆiσ〉0 and the lines Pl,l′
and Sl,l′. We now come to the central question of the paper: how to minimize the
functional F? We discuss here two minimization procedures, which are equivalent
in the sense that they lead to the same minimum (as will be shown below). On
the other hand, they differ in important technical aspects, one of them is easier to
perform, and they can be used to make a simple cross-check of the obtained results.
The minimization task is also present in various forms of the GA approaches [20, 21]
(also known by the name of Renormalized Mean-Field Theory, RMFT [8, 22]), and
therefore the conclusions of this paper hold for them as well. The minimization over
x is a one-dimensional minimization, which yields the x0 value of that parameter
(x0 depends on |Ψ0〉, so we need to minimize with respect to x every time |Ψ0〉 is
changed). In the following we consider F(x0, |Ψ0〉), which is to be miminized with
respect to |Ψ0〉.
2.1. Effective Hamiltonian (EH) approach
We start with the approach used commonly in the literature (cf. e.g. [11–13, 23–
27]), which we will call the EH scheme. The condition for the minimum with respect
to |Ψ0〉 is the following
δ [F − λ (〈Ψ0|Ψ0〉 − 1)]
δ〈Ψ0|
= 0. (13)
Interpreting F as a composed function of the lines Pl,m, Sl,m and |Ψ0〉, and using
for the derivatives of the lines e.g. δSl,m/δ〈Ψ0| = δ(〈Ψ0|cˆ
†
l,↑cˆ
†
m,↓|Ψ0〉)/δ〈Ψ0| =
cˆ†l,↑cˆ
†
m,↓|Ψ0〉 we obtain from (13) the following equation
1
∑
i,j,σ
∂F
∂Pi,j
cˆ†i,σcˆj,σ|Ψ0〉+
∑
i,j
(
∂F
∂Si,j
cˆ†i,↑cˆ
†
j,↓ +H.c.
)
|Ψ0〉 = λ|Ψ0〉. (14)
It is the effective single-particle Schro¨dinger equation
Hˆeff0 |Ψ0〉 = E
eff |Ψ0〉, (15)
1Note that there exists an alternative derivation of the effective Hamiltonian, see e.g. [27], Appendix C.
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with the self-consistently defined effective single-particle Hamiltonian
Hˆeff0 =
∑
i,j,σ
teffi,j cˆ
†
i,σcˆj,σ +
∑
i,j
(
∆effi,j cˆ
†
i,↑cˆ
†
j,↓ +H.c.
)
, (16)
teffi,j =
∂F
∂Pi,j
, ∆effi,j =
∂F
∂Si,j
. (17)
As can be seen from (15), |Ψ0〉 is the ground state of Hˆ
eff
0 . After Fourier transfor-
mation and in the Nambu representation the Hamiltonian takes the form
Hˆeff0 =
∑
k
(cˆ†
k↑, cˆ−k↓)
(
ǫk ∆k
∆∗k −ǫk
)(
cˆk↑
cˆ†−k↓
)
+
∑
k
ǫk, (18)
where the effective dispersion relation and the effective gap are defined as
ǫk =
1
L
∑
i,j
expi(i−j)k teffi,j =

∑
j
expi(i−j)k teffi,j


i=(0,0)
, (19)
∆k =
1
L
∑
i,j
expi(i−j)k∆effi,j =

∑
j
expi(i−j)k∆effi,j


i=(0,0)
. (20)
The last expressions for ǫk and ∆k are valid for a homogeneous system. Diagonal-
ization leads to the eigenvalues Ek,i ∈ {Ek,−Ek}, where the excitation energies
Ek are given by
Ek =
√
ǫ2k +∆
2
k. (21)
To calculate the new |Ψ0〉 lines [from their definition in Eq. (12)] we need to know
the Bogolyubov-de Gennes (BdG) transformation coefficients (in contrast to the
alternative minimization procedure described in Section 2.2)
(
cˆk↑
cˆ†−k↓
)
=
(
uk −vk
vk uk
)(
αˆk
βˆ†k
)
, (22)
where αˆk and βˆk are new quasiparticle operators, and the transformation coeffi-
cients are given by uk =
1√
2
(1 + ǫk/Ek)
1/2, vk =
1√
2
(1− ǫk/Ek)
1/2. Using the
definition (12) together with (22) leads to the prescriptions
Pl,m =
1
L
∑
k
eik(l−m)n0k, n
0
k =
1
2
(
1−
ǫk
Ek
)
, (23)
Sl,m =
1
L
∑
k
eik(l−m)∆0k, ∆
0
k = −
1
2
∆k
Ek
. (24)
These equations are to be solved together with (17) and the solution procedures
will be discussed in Section 3.
Please note that the above minimization procedure has been used commonly in
the literature [23–26]. The differences between DE-GWF and those approaches lie
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in the method of calculating W and the number of |Ψ0〉 lines included. Within
DE-GWF, due to the way of calculating W , many |Ψ0〉 lines are included (e.g. up
to seventh neighbors in [12] or fourteenth neighbors in [13]).
2.2. Method based on the Lagrange multipliers
The alternative derivation of the minimization conditions is based on the so-called
Statistically-consistent Gutzwiller Approximation (SGA) [28–41], and therefore we
call it the SGA scheme. Within this method we also start with the expression for
W (or F) and supply it with the Lagrange-multiplier terms yielding the following
auxiliary energy operator
Kˆ = F +
∑
i,j,σ
teffi,j
(
cˆ†i,σ cˆj,σ − Pi,j
)
+
∑
i,j
[
∆effi,j
(
cˆ†i,↑cˆ
†
j,↓ − Si,j
)
+H.c.
]
. (25)
In this formulation the effective parameters teffi,j and ∆
eff
i,j play the role of Lagrange
multipliers ensuring that the average values of the operators (e.g. cˆ†
i,σcˆj,σ) within
the wave function |Ψ0〉 are equal to the lines (e.g. Pi,j). For formal details of such
procedure see [42]. After Fourier transformation and in the Nambu representation
Kˆ has the form
Kˆ = F +
∑
k
(cˆ†
k↑, cˆ−k↓)
(
ǫk ∆k
∆∗k −ǫk
)(
cˆk↑
cˆ†−k↓
)
+
∑
k
ǫk (26)
−
∑
i,j,σ
teffi,jPi,j −
∑
i,j
(
∆effi,jSi,j +H.c.
)
,
with ǫk and ∆k as in (19) and (20). The diagonalization procedure gives the
eigenenergies Ek,i ∈ {Ek,−Ek}, with Ek as in (21). The generalized grand po-
tential functional F for operator Kˆ is as follows
F = fβ + F +
∑
k
ǫk −
∑
i,j,σ
teffi,jPi,j −
∑
i,j
(
∆effi,jSi,j +H.c.
)
, (27)
fβ = −β
−1 ∑
k,i=1,2
ln
(
1 + e−βEk,i
)
, (28)
where β = 1/(kBT ) is the inverse temperature
1. This functional is minimized with
respect to the lines Pi,j and Si,j, as well as with respect to the Lagrange multipliers
teffi,j and ∆
eff
i,j :
∂F
∂Pi,j
= 0,
∂F
∂Si,j
= 0,
∂F
∂teffi,j
= 0,
∂F
∂∆effi,j
= 0. (29)
1The nonzero temperature is introduced for technical reasons. In the following we will take the zero-
temperature limit.
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These conditions yield, respectively,
teffi,j =
∂F
∂Pi,j
, ∆effi,j =
∂F
∂Si,j
, (30)
Pi,j =
∂fβ
∂teffi,j
+
∑
k
∂ǫk
∂teffi,j
, Si,j =
∂fβ
∂∆effi,j
. (31)
It is clear that the equations (30) are exactly the same as in (17). The remaining
two can be expressed as follows
Pi,j =
∑
k

∑
i=1,2
f(Ek,i)
∂Ek,i
∂teffi,j
+
∂ǫk
∂teffi,j

 , (32)
Si,j =
∑
k,i=1,2
f(Ek,i)
∂Ek,i
∂∆effi,j
, (33)
where f(E) = 1/
[
1 + e(βE)
]
is the Fermi-Dirac distribution function. Evaluating
the derivatives, we obtain
Pi,j =
∑
k
{
ǫk
2Ek
[2f(Ek)− 1] +
1
2
}
cos [(i− j)k], (34)
Si,j =
∑
k
{
∆k
2Ek
[2f(Ek)− 1]
}
cos [(i− j)k]. (35)
If the zero-temperature limit is taken (β → ∞), the f(Ek) terms vanish and the
above equations become
Pi,j =
∑
k
[
1
2
(
1−
ǫk
Ek
)]
cos [(i− j)k], (36)
Si,j =
∑
k
(
−
1
2
∆k
Ek
)
cos [(i− j)k]. (37)
They are the same as (23)-(24). Therefore, in the end, both the EH and SGA
schemes yield the same equations and are equivalent. However, there are significant
differences in deriving these equations. First, in the EH scheme we need to perform
the BdG transformation, for which we need both the eigenvalues and eigenvectors
of the matrix in the effective Hamiltonian (18). This is technically more compli-
cated and error-prone, than just finding the eigenvalues, and their derivatives over
teffi,j and ∆
eff
i,j as in the SGA scheme. Second, in some situations
1 the Hamiltonian
matrix contains so many independent variables that the analytical calculation of
the eigenenergies and BdG coefficients is inpractical (or impossible). In such cases
in the EH scheme a numerical diagonalization (with finding the eigenvectors) has
to be performed to find the expressions for new lines. This is again more compli-
cated than the SGA scheme alternative, which is evaluating the derivatives of fβ
over teffi,j and ∆
eff
i,j in (31) numerically (for this task only finding the eigenvalues is
1For example, in a system with coexistence of superconductivity and magnetism [28, 35] with both ferro-
and antiferromagnetic order.
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necessary). However, in this case analytical computation of the derivatives of F
over the lines in (30) is necessary to avoid too much precision loss from computing
derivatives numerically twice.
In any case, two distinct methods of obtaining the minimization conditions allow
to perform reliable cross-check of the results. A quick test of the EH approach
would be to verify the lines obtained from the definition [here (23)-(24)] with those
obtained via numerical differentiation in (31).
3. Solving the minimization conditions
The equations (30) and (36)-(37), or equivalently (17) and (23)-(24), are to be
solved to study properties of the investigated phase. The solution scheme used so
far [11–13] implements the following self-consistent procedure: (1) We start with
|Ψ0〉 being the ground state of some fictitious effective Hamiltonian, and calculate
the lines of such wave function from (36)-(37); (2) For these lines we compute the
DS and the functional F . We minimize F over x, so that the functional depends now
only on |Ψ0〉; (3) We construct the effective Hamiltonian (16); (4) We determine
|Ψ0〉 as the ground state of this Hamiltonian and calculate lines of this |Ψ0〉 from
(36)-(37); (5) We check, whether the newly calculated lines are different (within
our precision) from the input ones [those used in step (2)]. If they are different, we
use the new lines as an input in step (2). If they are the same, the procedure has
converged. The resulting self-consistency loop is shown in Figure 1.
Calculate diagrammatic sums:
Calculate the grand canonical potential
of the system
Solve:
Construct the effective Hamiltonian
Requires derivatives:
1
2
3
4
Check for convergence5
Done6
Choose the starting        and calculate the lines
Determine          as the ground state of
and calculate the lines
Figure 1. The self-consistency loop of the DE-GWF method.
The alternative approach is to solve the minimization conditions as a sys-
tem of equations for the lines (Pi,j and Si,j). Then, we also begin with some
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starting |Ψ0〉 as in step (1) above, and we solve the equations (36)-(37) for
variables Pi,j and Si,j. We use the GNU Scientific Library (GSL) [43] solver
gsl_multiroot_fsolver_hybrids, which implements the hybrids algorithm. To
evaluate the r.h.s. terms of (36)-(37) we calculate the effective parameters from
(30). This has to be done analytically to avoid too much precision loss, because
the solver estimates the Jacobian matrix by approximate methods.
The solution procedure with a self-consistency loop works faster for simple phases
(e.g. it converges in a few steps for the normal phase). However, for more com-
plicated situations (e.g. for the phase with coexistence of superconductivity and
Pomeranchuk instability) the procedure can even take 1000 iterations to converge.
Moreover, for the superconducting phase analysis the above procedure goes away
from the minimum. Therefore, damping factors need to be introduced to ensure
convergence (analogous to the situation for the Newton method in 1 dimension).
Explicitly, when going from step (5) to step (2) we take as the new input lines1
[P
(n+1),(2)
i,j ] a mixture of the previous input lines [P
(n),(2)
i,j ] and those newly calcu-
lated [P
(n),(5)
i,j ] in step (5). Explicitly, we use
P
(n+1),(2)
i,j = (1− λ)[P
(n),(2)
i,j ] + λ[P
(n),(5)
i,j ], (38)
and analogously for the superconducting lines. The first superscript in (38) denotes
the iteration number, and the second one the step of the procedure. The choice
of the damping factor λ ∈ (0, 1] is not trivial, as for low values the convergence is
very slow, whereas for too high values, the procedure may not converge at all. We
choose λ based on the change of the lines in the last two steps.
The scheme that uses a solver instead of the self-consistency loop does not suffer
from the above problem. Hovewer, it requires the computation of the Jacobian
matrix elements at some (not all) steps of the procedure, for which a calculation
of the derivatives of the equations with respect to all the variables (i.e. |Ψ0〉 lines)
is necessary. If the number of these variables is of the order of 30, as can be the
case for the superconducting phase, then computing the Jacobian matrix costs
the same amount of time as 30 iterations of the self-consistency loop. Still, for
complicated phases the solver-based procedure converges faster than that with the
self-consistency loop.
The scheme without the self-consistency loop has yet another important advan-
tage. Namely, it can be naturally supplied with the condition for the fixed num-
ber of particles. This is achieved by solving together with (36)-(37), the equation
nG(|Ψ0〉) − nfixed = 0 for the variable µG. The reason for using a method of solu-
tion that works with a constant number of particles nG can be the appearance of a
phase separation in the studied regime. Then, a procedure working with constant
µG can fail to converge in the region with phase separation [13]. Another situation
is when the system properties are to be studied as a function of parameters other
than the doping δ = 1 − 2nG (e.g. as a function of the Hubbard U) or when two
phases are to be compared at exactly the same number of particles (e.g. to compute
the condensation energy or to compare their Fermi surfaces).
1The damping procedure can also be introduced for the effective parameters teff
i,j
and ∆eff
i,j
.
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4. Summary
In this paper two schemes of minimizing the ground state energy (or grand poten-
tial) for the Gutzwiller wave function have been presented. They have been shown
to be equivalent on the example of the superconducting phase analysis. While the
final result of both of them is the same, they differ in technical aspects and the
difficulty to obtain this result. Using both of them can serve as a simple cross-check
of the obtained minimization conditions. We also discussed two ways of solving the
minimization conditions and how to incorporate the condition for a fixed number
of particles into one of them.
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