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iPrologo
El trabajo que presentamos esta dedicado a estudiar la relacion entre co(B) y
cow

(K), cuando K es un subconjunto w-compacto de un espacio de Banach dual
X y B es un contorno de K. Un subconjunto B de K se dice que es un contorno (de
James) de K cuando todo x 2 X alcanza en B su maximo sobre K. Por ejemplo, el
propio K o el conjunto de los puntos extremos Ext(K) de K son contornos de K. Si B es




(K). Pero, en general,
co(B) 6= cow(K). Nos vamos a dedicar a estudiar las consecuencias de la igualdad
co(B) = cow

(K) y de la desigualdad co(B) 6= cow(K), cuando B es un contorno de K
y K es un subconjunto w-compacto de un espacio de Banach dual.
El estudio de los contornos de James y de las propiedades que pasan del contorno B
a todo el conjunto cow

(K) es un campo de investigacion de creciente interes (ver, por
ejemplo, los artculos [18],[42],[43], [47],[67],[75]).
En los siguientes Captulos damos varios tipos de resultados, como por ejemplo:
(1)Resultados de localizacion. En [60],[61] se prueba queK contiene una estructura,
que denominamos una w-N-familia, y una copia de la base de `1(c), siempre que
co(K) 6= cow(K). Si co(B) 6= cow(K), que podemos decir acerca de K o de B? Vamos
a mostrar que en muchos caso existe en K -y en algunas situaciones en B- una w-N-
familia y una copia de la base de `1(c), cuando co(B) 6= cow(K).
(2) Resultados cuantitativos. Vemos que para ciertas clases de subconjuntos
convexos C existe una constante M tal que dist(cow

(K); C) Mdist(B;C) para todo




En este Captulo introducimos la notacion y las deniciones de muchos de los conceptos
que luego se utilizaran. Tambien hacemos una recopilacion de los resultados de ([38],[50],
[51],[54]), que seran el punto de partida y la base de las investigaciones que aqu desarro-
llamos.
La notacion que utilizamos es la habitual (ver [73] y [36]). Si I es un conjunto, jIj es
el cardinal de I y c := jRj. Por ] indicamos la union disjunta. !0 (o !) y !1 denotaran el
primer ordinal innito y el primer ordinal incontable, respectivamente. LO y NLO seran
la clase de los ordinales lmites y la de los ordinales no lmites (es decir, sucesores de
alguien), respectivamente. Si  es un ordinal, pondremos LO() := f 2 LO :   g
y LO(< ) := f 2 LO :  < g. Analogamente, escribiremos NLO() y NLO(< ).
Sean (Y; T ) un espacio topologico y A  Y un subconjunto.
(1) Si x 2 A, la \tightness" de x respecto de A es el cardinal tT (x;A) (o bien t(x;A)
si esta claro la topologa T a usar) denido por
tT (x;A) = mnfjDj : D  A; x 2 Dg:
(2) Sea  un cardinal. Denimos A como
A := fx 2 X : x 2 A y tT (x;A)  g: (1.1)
Decimos que A es -T -cerrado sii A  A. Las siguientes propiedades son inmediatas:
(21) A := [fC : C  A; jCj  g. En particular An = A para 1  n < @0.
(22) Sean 1; 2 cardinales. Entonces: (i) Si 1  2, se tiene A1  A2 ; (ii)
(A1)2 = A1_2 .
Si I es un conjunto con la topologa discreta, I sera la compacticacion Stone-Cech
de I y I = I n I. Si  es un cardinal, pondremos I := fz 2 I : t(z; I)  g y
I = fz 2 I : t(z; I)  g. La -esima capa C(; I) de I se dene como
C(; I) := I n I+ ;
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siendo + el cardinal siguiente a . Es claro que In = ;, para 1  n < @0; y que
I = ]@0jIjC(; I):
Una secuencia f(Um; Vm) : m  1g de pares de subconjuntos de un conjunto I se




n2N Vn) 6= ; para
todo par de subconjuntos nitos disjuntos no vacos M;N de N.
Se consideran solo espacios de Banach sobre el cuerpo de los numeros reales. Si X es
un espacio de Banach, indicamos por B(X) y S(X) la bola unidad cerrada y la esfera
unidad de X, respectivamente, y por X su dual topologico. Si x 2 X y x 2 X,
indicaremos por hx; xi (o bien x(x)) el numero real resultado de la accion de x sobre
x. La topologa debil (X; X) del espacio de Banach dual X se denota por w y la
topologa debil (X;X) del espacio X por w.
Si A;B son subconjuntos de un espacio de Banach X entonces:
(1) [A] y [A] denotaran el subespacio generado y el subespacio cerrado generado por
A, respectivamente; co(A) sera la clausura convexa de A, co(A) la k  k-clausura de co(A)
y, caso de ser A subconjunto del dual X, cow(A) indicara la w-clausura de co(A).
(2) Si A;C  X son dos subconjuntos no vacos, denimos la distancia entre A y C
como dist(A;C) := nffka  ck : a 2 A; c 2 Cg. Claramente, dist(A;C) = dist(C;A).
(3) Si C  X es un subconjunto y x 2 X, denimos la distancia dist(x;C) de x a C
como
dist(x;C) := dist(fxg; C) = nffkx  ck : c 2 Cg:




nffjh'; (x  c)ij : c 2 Cg:




Observemos que, si X? = fz 2 X : z(x) = 0; 8x 2 Xg y Q : X ! XX es la
aplicacion cociente canonico, entonces:
dist(x; X) = supfz(x) : z 2 S(X?)g = kQxk:
(4) Si A;C  X son dos subconjuntos convexos, de T. de separacion de Hahn-Banach
se deduce que
dist(A;C) = supf0 _ (nfh ;Ai   suph ;Ci); 2 S(X)g:
(5) Si A;C  X son subconjuntos arbitrarios, denimos la distancia DIST (A;C)
comoDIST (A;C) := supfdist(a;C) : a 2 Ag. Observemos que, en general,DIST (A;C) 6=
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DIST (C;A). Si C es convexo, se verica que DIST (co(A); C) = DIST (co(A); C) =
DIST (A;C).
Un subconjunto convexo cerrado Y de un espacio de Banach X tiene la propiedad
(C) de Corson (abreviadamente, Y 2 (C)) si Ti2I Ci 6= ; cuando fCi : i 2 Ig es una
familia de subconjuntos convexos cerrados de Y vericando que
T
i2J Ci 6= ; para todo
subconjunto contable J de I.
Si K es un espacio compacto Hausdor, MR(K) denotara el espacio de las medidas
Radon sobre el -algebra de los borelianos Bo(K) deK y PR(K) la familia de probabilidades
Borel de tipo Radon sobre K. MaR(K) y M
d
R(K) seran las familias de medidas Radon
puramente atomicas y difusas sobre K, respectivamente. Recordemos que MR(K) =
C(K) y que (PR(K); w) es un subconjunto convexo w-compacto de B(MR(K)).
Si K es un subconjunto w-compacto de un espacio de Banach dual X y  una
probabilidad Borel de tipo Radon sobre K, r() denotara el baricentro o resultante de
. Recordemos que:
(i) r() 2 cow(K);





(x)d(x) para todo x 2 X.
Si (X; ) es un espacio topologico, se dice que un subconjunto Y  X es contablemente
determinado (abrev., CD) en (X; ) si existe un subconjunto 0   := NN y una
aplicacion usco (= upper-semicontinuous compact)  : 0 ! 2X tal que () es un
subconjunto compacto no vaco de X, para todo  2 0, e Y = S20 () (ver [91,
p. 11]). Recordemos que una aplicacion  : 0 ! 2X es semicontinua superiormente (=
upper-semicontinuous) si para todo  2 0 y para todo subconjunto abierto U de X, tal
que ()  U , existe un entorno G de  en 0 con (G)  U . Cuando 0 =  se dice
que Y es K-analtico (abrev., KA). Si (X; ) es Hausdor, todo subconjunto K-analtico
de X es universalmente medible en X ([91, p. 42 and p. 346]). La union, la interseccion
y el producto de una familia contable de subconjuntos K-analticos (resp., CD), as como
los subconjuntos cerrados y las imagenes continuas de subconjuntos K-analticos (resp.,
CD), son tambien K-analticos (resp., CD). Todo espacio CD es Lindelof. Un subconjunto
Y  X de un espacio de Banach dual X es wKA (resp., wCD) si Y es K-analtico
(resp., CD) en (X; w).
1.1. Funciones 1-Baire y universalmente medibles
Sea (T; ) un espacio topologico Hausdorf. Entonces:
(a) Una funcion real f : T ! R se dice que es 1-Baire (o de la primera clase de
Baire) (abrev., f 2 B1(T )) si existe una secuencia ffn : n  1g en el espacio C(T ) de
las funciones reales continuas sobre T tal que fn ! f puntualmente sobre T . B1b(T )
denotara la familia de las funciones reales acotadas f : T ! R que son 1-Baire. B1b(T )
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es, con la norma del supremo, un subespacio cerrado de `1(T ).
(b) Una funcion f : T ! R es universalmente medible si f es -medible para todo
subconjunto compacto K  T y toda medida Borel Radon  2MR(K).
(c) Si k 2 T sea Vk la familia de los entornos abiertos de k en T . Denimos la
oscilacion de Osc(f; k) de f : T ! R en k 2 T como:
Osc(f; k) = lm
V 2Vk
 
supff(i)  f(j) : i; j 2 V g:
La oscilacion de f en T es Osc(f) = supfOsc(f; k) : k 2 Tg.
Posteriormente se dedicara un captulo completo a la introduccion y propiedades de
estos conceptos y otros relacionados.
1.2. Copias de la base de `1(c)
Vamos a utilizar el siguiente resultado debido a Talagrand [103].
Proposicion 1.1. (Talagrand [103]) Sean  un cardinal con conalidad vericando
cf() > @0, X un espacio de Banach y A  X un subconjunto. Los siguientes enunciados
son equivalentes
(1) A posee una copia de la base de `1().
(2) co(A) posee una copia de la base de `1().
(3) En [A] hay una copia de `1().
Demostracion. Las implicaciones (1)) (2)) (3) son obvias.
(3) ) (1): Sea E := [A] y sea T : `1() ! E un isomorsmo entre `1() y su
imagen. Su adjunto T  : E ! `1() es un operador cociente que es w-w-continuo.
Sean 0 <  tal que B(`1())  T (B(E)) y W := T  1(B(`1())) \ 1B(E). Es
inmediato que se puede tomar W como la bola unidad de E para una cierta norma
dual jjjjjj equivalente a la norma dada. Con esta nueva norma se tiene obviamente que
T (B((E; jjjjjj))) = T (W ) = B(`1()) = [ 1; 1] . Por [103, Theorem 4] se concluye
que A posee una copia de la base de `1(). 
Notas. (1) El requisito cf() > @0 en la proposicion anterior es necesario (y tambien
suciente). En efecto, sean  un cardinal con cf() = @0 y n; n  1; ordinales vericando
n < n+1 <  y
S
n1 n =  . Sea fei : i < g la base canonica de `1(). Consideremos
el subconjunto A  `1() tal que A :=
S
n1f 1nei : i < ng. Es inmediato que `1() = [A]
y, sin embargo, A no posee una copia de la base de `1().
(2) La conalidad cf(c) verica cf(c) > @0 ya que para todo cardinal innito  se
verica que cf(2) >  (ver [64, p. 78]) y porque c = 2@0 .
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1.3. La propiedad (P )
Dado un cierto subconjunto w-compacto K  X de un espacio de Banach dual X,
es de gran interes estudiar condiciones intrnsecas respectos de K, para que se verique
cow

(H) = co(H) para todo subconjunto w-compacto H  K. Para ello vamos a
introducir los conjuntos de Pettis o conjuntos con la propiedad (P ), que denimos de la
siguiente manera:
Denicion 1.2. Un subconjunto Y  X de un espacio de Banach dual X es un
conjunto de Pettis o es un conjunto con la propiedad (P ) si todo subconjunto w-compacto
H  Y verica que cow(H) = co(H).
La nocion que acabamos de denir es una extrapolacion (a todos los conjuntos de
X) del concepto de \Pettis set" (ver [104, pg. 79]), nocion que Talagrand dice haber
tomado de Saab. Haydon caracterizo la propiedad (P ) en espacios de Banach duales X,
considerados globalmente, de la siguiente forma (ver [63]):
Teorema 1.3 (Haydon [63]). Para todo espacio de Banach X los siguientes asertos son
equivalentes:
(1) X no posee una copia de `1.
(2) X tiene la propiedad (P ), es decir, co(K) = cow(K) para todo subconjunto
w-compacto K de X.
(3) Para todo subconjunto w-compacto K de X, el conjunto de los puntos extremos
Ext(K) de K verica co(Ext(K)) = cow

(K).
(4) Todo z 2 X es universalmente medible sobre (B(X); w).
Ocurre, sin embargo, que aunque X posea una copia de `1, hay en X
 subconjuntos
que poseen la propiedad (P ), lo que indica que la propiedad (P ) es una propiedad \local
". En consecuencia, se puede pensar en dar una caracterizacion de la propiedad (P ) de
tipo \intrnseco". Dicha caracterizacion aparece en [60], [61] y la vemos a continuacion.
Comenzaremos viendo las nociones de w-N-familia, Pindex(X); Width(X); etc:, que
se introdujeron en [60, Denition 3.5] y [61, Denition 2.1].
Denicion 1.4. (1) Sea X un espacio de Banach. Un subconjunto F de X es una
w-N-familia de anchura d > 0 si F es acotado y tiene la forma
F = fM;N :M;N subconjuntos disjuntos de Ng;
y existen dos secuencias frm : m  1g  R y fxm : m  1g  B(X) tales que para todo
par de subconjuntos disjuntos M;N de N se tiene
M;N (xm)  rm + d; 8m 2M; y M;N (xn)  rn; 8n 2 N:
Ademas, si rm = r0; 8m  1; decimos que F es una w-N-familia uniforme en X.
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(2) Denimos el P -ndice de un subconjunto Y de X (abrev., Pindex(Y )) y la
anchura de Y (abrev., Width(Y )) de la siguiente forma:
Pindex(Y ) := supfdist(cow(H); co(H)) : H subconjunto w-compacto de Y g
y
Width(Y ) := supfd  0 : existe una w-N-familia A  Y de anchura  dg:
(3) Si  2 X, denimos el P -ndice de  respecto del subconjunto Y de X (abrev.,
Pindex( ; Y )) de la siguiente forma:
Pindex( ; Y ) := supfsuph ; cow(H)i suph ; co(H)i : H subconjunto w-compacto de Y g:
Nota 1.5. (ver [60, Remark 3.4] y [61, Remark 2.2])
(1) Si F := fM;N : M;N subconjuntos disjuntos de Ng es una w-N-familia en el
espacio de Banach dual X y si (Mi; Ni)i<c es una familia independiente de partes de
N con cardinal c, entonces se prueba mediante un argumento bien conocido (ver [29, p.
209]) que la familia fMi;Ni : i < cg es equivalente a la base de `1(c). Aun mas, el mismo
argumento de [29, p. 206] prueba que la secuencia fxn : n  1g  B(X) asociada a F
es equivalente a la base de `1.
(2) Por tanto, si un espacio de Banach dual X posee una w-N-familia, entonces X
posee una copia de `1. Y viceversa, si X posee una copia de `1, entonces X
 contiene una
w-N-familia. En efecto, sea i : `1 ! X un isomorsmo entre `1 e i(`1). Sea i : X ! `1
su operador adjunto, que es un operador cociente tal que B(`1)  i(ki 1kB(X)). Por
cada par M;N de subconjuntos disjuntos de N elegimos M;N 2 ki 1kB(X) tal que
i(M;N ) = 1M   1N . Entonces fM;N :M;N subconjuntos disjuntos de Ng es una w-
N-familia en X.
(3) Por (1) si un subconjunto Y de un espacio de Banach dual X contiene una w-N-
familia, cierto subconjunto de Y es equivalente a la base de `1(c). Al reves no es verdad,
en general, pues si tomamos, por ejemplo, en el espacio dual `1(c) = c0(c)
 el conjunto
Y := B(`1(c)), entonces Y contiene una copia de la base de `1(c) y, sin embargo, Y no
posee ninguna w-N-familia porque c0(c) carece de copias de `1.
(4) SeaA = fM;N :M;N subconjuntos disjuntos de Ng una w-N-familia de anchura
 > 0 en el espacio de Banach dual X, asociada a las secuencias frm : m  1g  R
y fxm : m  1g  B(X). Armamos que para todo 0 <  <  existe un subconjunto
innito N  N tal que A := fM;N : M;N subconjuntos disjuntos de Ng es una w-
N-familia uniforme de anchura  > 0 asociada a la secuencia fxm : m 2 Ng  B(X) y a
cierto numero r0 2 R. En efecto, como la secuencia frm : m  1g  R es acotada, existe
cierto r0 2 R tal que N := fm 2 N : r0+   rm  r0g es un conjunto innito. Ahora
es facil ver que A := fM;N :M;N subconjuntos disjuntos de Ng es una w-N-familia
uniforme de anchura  > 0 asociada a r0 y a la secuencia fxm : m 2 Ng  B(X).
(5) Si X es un espacio de Banach y A  X es un subconjunto, entonces es facil ver
que A posee una w-N-familia sii la posee A.
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(6) Observemos que si A es un subconjunto de un espacio de Banach X, entonces A
posee una copia de la base de `1(), siendo  un cierto cardinal, sii A posee una copia de
la base de `1(). En efecto, sea fui : i < g  A una copia de la base de `1() vericando










jij; 8(i)i< 2 `1():
Si ei 2 A es tal que kei   uik  C 12 ; i <  , entonces se ve facilmente que fei : i < g












(7) Es claro que todo subconjunto Y  X verica
Pindex(Y ) = supfPindex( ; Y ) :  2 S(X)g:
La propiedad (P ) se caracteriza perfectamente a traves de las w-N-familias como
se ve en la siguiente proposicion.
Proposicion 1.6. Sean X un espacio de Banach e Y un subconjunto de X. Los
siguientes asertos son equivalentes
(1) Y no tiene la propiedad (P).
(2) Existe un funcional  2 X que no es universalmente medible sobre Y .
(3) Existe un subconjunto w-compacto H de Y que contiene una w-N-familia.
Demostracion. Vease la prueba en [61, Proposition 2.5]. 
Los conjuntos convexos que carecen de una w-N-familia tienen buenas propiedades
de control como se ve a continuacion.
Proposicion 1.7. Sean X un espacio de Banach y C un subconjunto convexo de X
sin w-N-familias (en particular, esto ocurre si C carece de copias de la base de `1(c)),
entonces C tiene 3-control dentro de X, esto es, para todo subconjunto w-compacto K
de X se tiene que d^(cow(K); C)  3d^(K;C).
Demostracion. Ver la prueba en [60, Proposition 3.5]. 
Proposicion 1.8. Sea X un espacio de Banach y C un subconjunto convexo de X.
Los siguientes asertos son equivalentes:
(i) C carece de una copia de la base de `1(c).
(ii) C tiene universalmente 3-control, esto es, si [C] es (isomorfo a) un subespacio
de algun espacio de Banach dual V , entonces C tiene 3-control dentro de V .
(iii) C tiene universalmente control, esto es, si [C] es (isomorfo a) un subespacio de
algun espacio de Banach dual V , entonces C tiene control dentro de V .
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Demostracion. Ver la Proposition 3.7 de [60]. 
Proposicion 1.9. Para un espacio de Banach Y los siguientes asertos son equivalentes:
(0) Y es universalmente Krein-Smulian.
(0') Si X es un espacio de Banach y Z un subespacio de X isomorfo a Y , (Z;w)
satisface el Teorema de Krein-Smulian.
(1) Y es fuertemente universalmente Krein-Smulian.
(1') Si X es un espacio de Banach y Z un subespacio de X isomorfo a Y , (Z;w)
satisface el Teorema fuerte de Krein-Smulian.
(2) Y tiene universalmente 3-control, esto es, para todo espacio de Banach X y
todo subespacio Z de X isomorfo a Y se tiene d^(cow(K); Z)  3d^(K;Z) para todo
subconjunto w-compacto K de X.
(3) Y tiene control universal control, esto es, si X es un espacio de de Banach
y Z un subespacio de X isomorfo a Y , existe una constante 1  M < 1 tal que
d^(cow

(K); Z) Md^(K;Z) para todo subconjunto w-compacto K de X.
(4) Y carece de copias de `1(c).
Demostracion. Ver la Proposition 4 de [58]. 
Proposicion 1.10. Si K es un subconjunto w-compacto del espacio de Banach dual
X, se verica Pindex(K) =Width(K).
Demostracion. Este resultado sale de [61, Lemma 2.4] y de la prueba de [61, Proposition
2.5]. 
Si K  X es un subconjunto w-compacto del dual X de un espacio de Banach X,
se dene el conjuntoExt(K) de los puntos extremos deK como Ext(K) = Ext(cow

(K)),
es decir, como el conjunto de los puntos extremos de cow

(K). Sabemos que Ext(K) 6= ;,
Ext(K)  K y que cow(Ext(K)) = cow(K) (ver [24]). Intentamos investigar cuando
ocurre que co(Ext(K)) = cow

(K). Puesto que co(Ext(K))  co(K)  cow(K), si
co(Ext(K)) = cow

(K), entonces co(K) = cow

(K), pero el recproco puede ser falso. Si
X es un espacio de Banach, decimos que un subconjunto Y  X verica la propiedad




Lema 1.11. Sean X un espacio de Banach, ' 2 S(X), S un subconjunto acotado de
X r;  dos numeros reales con  > 0 de modo que, si V es un subconjunto w-abierto de
X con V \S 6= ;, existen vectores ;  2 cow(V \S) tales que '() > r+  y '() < r.
Entonces K := S
w
contiene una w-N-familia A de anchura width(A)  .
Demostracion. Por la prueba de [63, 2.LEMMA] existe una secuencia fxn : n  1g 




f 2 S : (xn) > r + g) \ (
\
n2N
f 2 S : (xn) < rg):
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Por tanto si ponemos
An = f 2 K : (xn)  r + g; Bn = f 2 K : (xn)  rg; 8n  1;
entonces para todo par de subconjuntos nitos disjuntos M;N  N el subconjunto w-
compacto (
T
m2M Am) \ (
T
n2N Bn) de K es no vaco. Puesto que K es w
-compacto








Finalmente por cada par de subconjuntos disjuntos (nitos o innitos) M;N  N
elegimos M;N 2 (
T
m2M Am) \ (
T
n2N Bn). Obviamente se verica
M;N (xm)  r + ; 8m 2M; y M;N (xn)  r; 8n 2 N;
es decir, que K posee una w-N-familia A de anchura width(A)  . 
Proposicion 1.12. Sean X un espacio de Banach.
(A) Sea H un subconjunto w-compacto del dual X tal que dist(cow(H); co(Ext(H)) >
0. Entonces H contiene una w-N-familia.
(B) Sea Y  X un subconjunto de su dual X. Son equivalentes
(B1) Y posee la propiedad (P ).
(B2) Y posee la propiedad (E).
Demostracion. (A) Sea C := cow

(H). Por el teorema de Hahn-Banach y el teorema de
Bishop-Phelps, existe  2 S(X) tal que  es un funcional soporte de C y
r0: = suph';Ci > suph'; co(Ext(H))i:
Por la prueba de [63, Proof of 3.1.Proposition] existen m 2 N y un subconjunto no-vaco
S  C tales que, para todo subconjunto w-abierto V  X con V \ S 6= ;, existen
 2 cow(V \S) y  2 V \S tales que h'; i < r0  1m < r0 = h'; i. Ahora basta aplicar
el Lema 1.11 y [61, Proposition 2.5].
(B) (B2)) (B1) es obvio y (B1)) (B2) sale de (A).

1.4. Indices sobre un w-compacto K  X
Denimos a continuacion ciertos ndices, algunos de ellos (el Pindex) ya introducidos
antes.
Denicion 1.13. Dados un espacio de Banach X y un subconjunto w-compacto K 
X y  2 X, denimos los siguientes ndices:
(1) Pindex( ;K) = supfsuph ; cow(W )i suph ;W i :W  K subconjunto w-compactog;
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(2) Pindex(K) := supfDIST (cow(W ); co(Ext(W )) :W  K subconjunto w-compactog;
(3) Eindex( ;K) = supfsuph ; cow(W )i suph ;Ext(W )i :W  K subc. w-compactog;
(4) Eindex(K) := supfDIST (cow(W ); co(Ext(W )) :W  K subconjunto w-compactog;
(5) Bindex( ;K) := supfsuph ; cow(W )i   suph ; co(B)i :W  K w-compacto
y B W contornog;
(6) Bindex(K) = supfDIST (cow(W ); co(B)) :W  K w-compacto y B contorno de Wg:
NOTA. Sea K un subconjunto w-compacto de X.
(a) Por el T. de Hahn-Banach se verica que
Xindex(K) = supfXindex( ;K) :  2 B(X)g;
para X = P; X = E y X = B.
(b) Claramente para  2 X
Bindex( ;K)  Eindex( ;K)  Pindex( ;K);
de donde
Bindex(K)  Eindex(K)  Pindex(K):
(c) K es (P ) sii Pindex(K) = 0 sii Eindex(K) = 0 (ver Prop. 1.12).
1.5. Igualdad y desigualdad de Simons
La igualdad y desigualdad de Simons son importantes resultados que utilizaremos a
menudo. Se trata de asertos equivalentes entre s.
Proposicion 1.14 (Igualdad de Simons). Sean E un espacio de Banach y B  G  E
subconjuntos tales que todo elemento de E alcanza sobre B su maximo en G. Entonces,










Demostracion. Ver [100, SUP-LIMSUP Theorem]. 
Proposicion 1.15 (Desigualdad de Simons). Sean X un conjunto y ffn : n  1g 
`1(X) una secuencia uniformemente acotada. Supongamos que Y es un subconjunto de
X tal que, si n  0 y
P





nfn(x) : x 2 Xg:






fn(y)  nffsupfg(x) : x 2 Xg : g 2 co((fn)n)g:
Demostracion. Ver [99, 2. Lemma]. 
1.6. El calculo baricentrico
Sean X un espacio de Banach e Y un subconjunto del espacio de Banach dual X.
Una aplicacion f : Y ! R se dice universalmente medible sobre Y (para la w topologa)
si para todo subconjunto w-compacto W de Y y toda medida Borel Radon  sobre W
ocurre que f W es -medible.
Denicion 1.16. Sea X es un espacio de Banach y  2 X.
(A) Si K  X es un subconjunto w-compacto de X, decimos que  verica el
calculo baricentrico sobre K sii
(1)  es universalmente medible sobre K.
(2) Para toda probabilidad Borel de tipo Radon  sobre K se vericaZ
K
 (k)d =  (r()):
(B) Sea Y un subconjunto de X. Decimos que  verica el calculo baricentrico sobre
Y sii  verica el calculo baricentrico sobre todo subconjunto w-compacto K de Y .
Proposicion 1.17. Sean X es un espacio de Banach, K un subconjunto w-compacto
del dual X y  2 X vericando el calculo baricentrico sobreK. Entonces Pindex( ;K) =
0.
Demostracion. Supongamos que Pindex( ;K) > 0, es decir, que existe un subconjunto
w-compacto W  K y un punto w0 2 cow(W ) tales que h ;w0i > suph ;W i + 
para cierto  > 0. Observemos que  verica el calculo baricentrico sobre W . Sea  2











(h ;w0i   )d = h ;w0i    < h ;w0i:
Llegamos a una contradiccion que prueba que Pindex( ;K) = 0.

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Cuestion 1. Sean X un espacio de Banach y  2 X universalmente medible sobre
B(X) tal que Pindex( ;B(X)) = 0. >Verica  el calculo baricentrico?
La siguiente proposicion relaciona esta cuestion con los conjuntos con la propiedad
(P ).
Proposicion 1.18. Sean X es un espacio de Banach y Y  X un subconjunto de X.
Son equivalentes:
(0) Pindex(Y ) = 0, es decir, Pindex( ;K) = 0 para todo  2 X y todo subconjunto
w-compacto K  Y .
(1) Y 2 (P ).
(2) Toda  2 X verica el calculo baricentrico sobre Y .
Demostracion. (0)) (1). Supongamos que Y =2 (P ), es decir, que existe un subconjunto
w-compacto W  K tal que co(W ) 6= cow(W ). Por tanto existe  2 X tal que
suph ; cow(W )i   suph ;W i > 0, de donde Pindex( ;K) > 0. Hemos llegado a una
contradiccion que prueba que Y 2 (P ).
(1) ) (2). Fijemos  2 S(X) y un cierto subconjunto w-compacto K de Y .
Tenemos que probar que  verica el calculo baricentrico sobre K. En primer termino
cow

(K) = co(K) porque Y 2 (P ). Sea H := cow(K) = co(K). Por [61, Proposition
2.5, Proposition 3.8] se tiene que H 2 (P ) y  2 X es universalmente medible sobre
H. Probemos que  verica el calculo baricentrico sobre H. En caso contrario, por [63,
4.1.Proposition] se verica que:
\Existe un par de numeros reales r;  con  > 0 y existe una probabilidad Borel
Radon  sobre H tales que, si W := supp(), para todo subconjunto w-abierto V de
X con V \W 6= ; se verica que
cow

(V \W ) \ f < rg 6= ; y cow(V \W ) \ f > r + g 6= ;:" (1.2)
Sea F una familia nita de subconjuntos w-abiertos V de X con V \W 6= ;; 8V 2
F . Por (1.2) existen vectores ~V ; ~V 2 cow(V \W ); V 2 F ; tales que
h ; ~V i < r < r +  < h ; ~V i: (1.3)
Puesto que B(X) es w-denso en B(X), existe xF 2 S(X) tal que
8V 2 F ; h~V ; xF i < r < r +  < h~V ; xF i: (1.4)
Finalmente, por razones de densidad y convexidad, existen vectores V ; V 2 V \W; V 2
F ; tales que
8V 2 F ; hV ; xF i < r < r +  < hV ; xF i: (1.5)
De [61, Proposicion 3.8] y de (1.5) sale queW =2 (P ), es decir, H =2 (P ), lo que contradice
(1) y prueba la implicacion.
(2)) (0) sale de la Prop. 1.17. 
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CONTRAEJEMPLO. Si X es un espacio de Banach y  2 X es universalmente
medible sobre (X; w), >verica siempre  el calculo baricentrico sobre (X; w)?
Veamos que la respuesta es negativa. Para ello utilizamos el siguiente contraejemplo
de Choquet [1, Example I.2.10]. Sea X = C([0; 1]) y, si  2 X = MR([0; 1]), sea
 = a + d la descomposicion de  en su parte atomica a y su parte difusa d. Sea
 2 X tal que  () = a([0; 1]). Se tiene que:
(1) Sea W  B(MR([0; 1])) el compacto W := [0; 1] y  la probabilidad de Lebesgue
sobreW . Se tiene que  2 cow(W ),  () = 0 y  W = 1. Por tanto Pindex( ;B(X)) 
1 y  no verica el calculo baricentrico sobre B(X).
(2) En [1, Collorary I.2.9] se prueba que   PR([0; 1]) es 2-Baire.
Veamos que  es Borel-medible sobre la bola (B(X); w).
(a) Sea q : K := PR([0; 1])  PR([0; 1])  [0; 1] ! B(X) tal que q((1; 2; t)) =
t1   (1  t)2. Se verica que q es continua y sobreyectiva. Es una identicacion.
(b) La aplicacion ~ : K ! R tal que ~ (; ; t) = t ()  (1  t) () es trivialmente
2-Baire y, por tanto, Borel-medible.
(c) Sobre B(X) se verica la igualdad   q = ~ . Por tanto, para todo A  R, tanto
~  1(A) como c( ~  1(A)) = ~  1(cA) son q-saturados.
(d) Sea U  R un abierto arbitrario. Queremos ver que   1(U)\B(X) 2 Bo(B(X)).
Observemos que   1(U) \ B(X) = q( ~  1(U)). Pero ~  1(U) y su complementario
~  1(cU) son Borel-medibles en K y, por tanto, analticos (ver [68, (14.11) Th., pag.
88]). En consecuencia q( ~  1(U)) y q( ~  1(cU)) son analticos y complementarios en
B(X), es decir, son Borel-medibles. Esto prueba que  es Borel-medible sobre B(X).
Por tanto  es universalmente medible sobre B(X) (de hecho es Borel-medible)
pero no verica el calculo baricentrico porque Pindex( ;B(X))  1.
1.7. El espacio Seq(X;A)
SiA  X es un subconjunto de un espacio de Banach dualX, denimos Seq(X;A)
como el conjunto de los funcionales  2 X tales que existe una secuencia (xn)n1  X
tal que ha; xni !
n!1 h ; ai para todo a 2 A. Obviamente, Seq(X
;A) es un subespacio
vectorial de X y, sin perdida de generalidad, se puede considerar siempre que A 
B(X). Denotaremos Seq(X;X) en lugar de Seq(X) y diremos que un elemento
z 2 X es secuencial sii z 2 Seq(X). Claramente, si A  X es un subconjunto
acotado, entonces z  A 2 B1b((A;w)) para todo z 2 Seq(X;A). En [78] se prueba
que Seq(X) es un subespacio k  k-cerrado de X.
Proposicion 1.19. Si X es un espacio de Banach se verica Seq(X) = B1(B(X))\
X.
Demostracion. Ver [84]. 
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Cuestion 2. Sean X un espacio de Banach y A  B(X) un subconjunto. > Seq(X;A) =
Seq(X; co(A [  A))?
Cuestion 3. Sea D  B(X) un disco. Entonces, si int(D) 6= ;, es claro que
Seq(X;D) = Seq(X). > Es cierto el recproco?
Para comodidad del lector damos la prueba del siguiente lema elemental. Otra version
mas general aparece en Cap.2 (Lema 3.4).
Lema 1.20. [[84, SUBLEMMA, REMARK, pags. 378, 379]] Sean X un espacio de
Banach, D  X un subconjunto convexo y u 2 Seq(X) \ Dw. Entonces existe una
sucesion fdn : n  1g  D tal que dn !
n!1 u en (X
; w).
Demostracion. Sea fxn : n  1g una sucesion (acotada) de X tal que xn !
n!1 u en
(X; w). Sea Cn := coQ(fxk : k  ng) el conjunto de las combinaciones Q-convexas
de fxk : k  ng. Observemos que si yn se elige arbitrariamente en Cn, se verica que
yn !
n!1 u en (X
; w).
Aserto. dist(Cn; D) = 0, para todo n 2 N.
En efecto, supongamos que dist(Cm; D) > 0 para algun m 2 N. Por el teorema de
separacion de Hahn-Banach existe un cierto x 2 X tal que
nfhx; Cmi > suphx; Di: (1.6)
Entonces hu; xi  nfhx; Cmi, porque u 2 Cmw

, y tambien suphx; Di  hu; xi,
porque u 2 Dw . Aplicando (1.6) se concluye que hu; xi > hu; xi, una contradiccion
que prueba el Aserto.
Gracias al Aserto podemos elegir un 2 Cn y dn 2 D de modo que kun   dnk 
2 n; n  1. Como un !
n!1 u en (X
; w), tambien dn !
n!1 u en (X
; w). 
Corolario 1.21. Sea X un espacio de Banach y Z  X un subespacio. Entonces
Seq(Z) = Z \ Seq(X).
Corolario 1.22. En la clase de los espacios de Banach X la propiedad X = Seq(X)
es estable por paso a cocientes y subespacios.
Sea X un espacio de Banach.
(i) Se dice que X es WSC (weakly sequentially complete) si y solo si toda secuencia
de Cauchy en (X;w) es w-convergente en X.
(ii) Se dice que X es Grothendieck sii toda secuencia (xn)n  X w-convergente es
w-convergente.
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Proposicion 1.23. Sea X un espacio de Banach.
(a) La propiedad \Seq(X) = X" es equivalente a la propiedad WSC.
(b) Si X es Grothendieck, entonces Seq(X) = X. En particular, si X = `1(I), I
conjunto arbitrario, o X = L1(),  medida -nita, se verica que Seq(X) = X.
Demostracion. (a) es inmediato.
(b) Si X es Grothendieck, X es WSC. 
NOTA. Hay espacios de Banach X que son WSC sin que X sea Grothendieck. Por
ejemplo el espacio de JH de James-Hagler. De hecho, todo espacio Schur y todo espacio
L1 es WSC, aunque su dual no es necesariamente Grothendieck.
Sea K un espacio compacto Hausdor y consideremos el espacio de Banach X :=
C(K). Entonces
X = `1(K)1 MdR(K) y X = `1(K)1MdR(K);
siendo MdR(K) el espacio de las medidas de Radon difusas sobre K. Si f 2 C(K) y
J : X ! X es la inclusion canonica, entonces J(f) = f  ~f , de modo que para todo
z   2 `1(K)MdR(K) = X, se verica







Si f 2 B1b(K), denimos h ~f; i =
R
K f  d; 8 2 MdR(K). Es claro que ~f 2 MdR(K).
De hecho, la aplicacion B1b(K) 3 f ! ~f 2MdR(K) es un isomorsmo isometrico sobre
su imagen, cuando se considera en el espacio B1b(K) la norma del supremo.
Proposicion 1.24. Sea K un espacio compacto Hausdor y X el espacio de Banach
X := C(K). Entonces
Seq(X) = ff  ~f : f 2 B1b(K)g:
De hecho, la aplicacion B1b(K) 3 f ! f  ~f 2 Seq(X) es un isomorsmo isometrico.
Demostracion. 
Proposicion 1.25. Sean X un espacio de Banach y K  X un subconjunto convexo
w-compacto. Entonces Seq(X;K) es norma-cerrado en X.
Demostracion. Sea T : X ! C(K) tal que T (x) = x  K; 8x 2 X.
Aserto 1. T (Seq(X;K))  Seq(C(K)).
En efecto, sean  2 Seq(X;K) y (xn)n1  X tales que hk; xni !
n!1 h ; ki para
todo k 2 K. Obviamente,   K 2 B1b(K). Ademas, la convexidad y compacidad de K
implican que Txn ! T  en (C(K); w). En efecto, sea  2 PR(K). Se tiene que
h; Txni = hT ; xni = hr(); xni:
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Por otra parte
hT  ; i = h ; T i = h ; r()i:
Como r() 2 K y xn !  en K, concluimos que Txn ! T  en (C(K); w), es decir,
T  2 Seq(C(K)).
Aserto 2. T (Seq(X;K))  Seq(C(K)).
En efecto, observemos que Seq(C(K)) es norma-cerrado en C(K) (ver [78]) y
que Seq(X;K)  (T ) 1(Seq(C(K))) por Aserto 1.
Sea  2 Seq(X;K) con k k  1. Entonces T  2 Seq(C(K)) y tambien
T  2 T (B(X))w

. Por [84, Sublemma, p. 379] concluimos que existe una secuencia
(yn)n1  B(X) de modo que T yn ! T  sobre C(K). En particular, yn !  sobre
K, lo que prueba que  2 Seq(X;K). 
Cuestion 4. Sean X un espacio de Banach y K un subconjunto w-compacto de X
con K 2 (P ). >Es Seq(X;K) norma-cerrado en X?
Proposicion 1.26. Sean K un espacio compacto Hausdor y D  K un subconjunto.
Entonces Seq(C(K);D) es norma-cerrado en C(K).
Demostracion. Sea  0 2 Seq(C(K);D) y sea ('n)n1  Seq(C(K);D) tal que
'n !  0 en la norma de C(K). Suponemos ademas que 8k  1
8n  k; k'n   'kk  2 k:
Entonces, poniendo '0 = 0 se tiene
nX
i=1
('i   'i 1) = 'n !  0 en (C(K); k  k):
Para cada k  1 elegimos (fkn)n1  C(K) tal que
(a) fkn !
n!1 'k   'k 1 sobre D.
(b) kfknk  2 k+1; 8n  1.
Sea  n :=
P
k1 fkn. Entonces  n 2 C(K) y  n !  0 sobre D. 
1.8. El Axioma de Martin
Las siguientes lneas tienen por objeto introducir el Axioma de Martin (MA), que
vamos a utilizar. Una excelente referencia para este material es [45]. Sea (P;) un
conjunto parcialmente ordenado (un \poset"). Se dice que dos elementos p; q 2 P son
compatibles si existe r 2 P tal que p  r y q  r. En caso contrario, se dice que p; q son
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incompatibles. Se dice que P verica la propiedad CCC (countable chain condition)
si para toda familia incontable P1 de P existen al menos dos elementos p; q 2 P1
compatibles. Un subconjunto Q  P es denso o conal en P si para todo p 2 P existe
q 2 Q tal que p  q. Un subconjunto R  P es "-dirigido si para todo par de elementos
p; q 2 R existe r 2 R tal que p  r y q  r.
Por cada cardinal  sea MA() el siguiente aserto:
\Si (P;) es un poset CCC y F una familia de subconjuntos conales en P con
jFj  , existe un subconjunto R  P "-dirigido tal que corta a cada subconjunto de
F ."
Se puede probar que MA(!0) es cierto pero que MA(c) es falso (ver [45]).
Denicion 1.27. m es el mnimo cardinal tal que MA(m) es falso.
Naturalmente !1  m  c.
Denicion 1.28. El axioma de Martin MA es la armacion m = c. En otras palabras,
si (P;) es un poset CCC y F una familia de subconjuntos conales en P con jFj < c,
existe un subconjunto R  P "-dirigido tal que corta a cada subconjunto de F .
Claramente, (CH) ) MA ((CH) = hipotesis del continuo, es decir, !1 = c) y
MA+ :(CH), !1 < m = c.
El siguiente Lema es un resultado clasico de Martin y Solovay ([80]).
Lema 1.29. (MA) Sean K un compacto metrico y  2 PR(K). Denotemos por M()
al -algebra de los subconjuntos de K que son -medibles. Entonces:
(1) Si (Ai)i2I con jIj < c es una familia de subconjuntos -nulos de K (es decir,
cada Ai 2M() y (Ai) = 0), entonces
S
i2I Ai 2M() y ([i2IAi) = 0.
(2) Si (Ai)i2I con jIj < c es una familia de subconjuntos -medibles de K, entonces
[i2IAi 2 M() y ([i2IAi) = ([n1Ain), para una cierta familia contable fin : n 
1g  I.
Demostracion. (1) Ver [83, Th. 3].
(2) En primer termino, se ve facilmente que existe una familia contable I0 = fin :
n  1g  I tal que:
([i2I0Ai) = maxf([j2JAj) : J  I contableg.
Sea A0 = [i2I0Ai y Bi = Ai n A0; 8i 2 I. Es claro que (Bi)i2I es una familia de
subconjuntos -nulos. Por (1) se tiene que [i2IBi 2 M() y ([i2IBi) = 0. Por tanto




Funciones 1-Baire y funciones
universalmente medibles
2.1. Introduccion
El objetivo de este Captulo es la introduccion y el estudio de ciertas familias de
funciones (funciones de tipo Baire, funciones con la propiedad del punto de continuidad,
universalmente medibles, etc.) y de ciertosndices relacionados con las anteriores familias.
Para comodidad del lector reunimos aqu numerosos conceptos y resultados, conocidos
unos y originales otros, que se utilizaran mas adelante y que se hallan dispersos por
varios artculos [11], [59],[60],[61], etc.
2.2. Funciones 1-Baire
Comenzaremos introduciendo la terminologa a utilizar. SeanX;Y espacios topologicos
Hausdor y f : X ! Y .
(a) Se dice que f es 1-Baire (o de la primera clase de Baire) si existe una
secuencia ffn : n  1g en el espacio C(X;Y ) de las funciones continuas de X en Y
tal que fn ! f puntualmente sobre X. Denotaremos por B1(X;Y ) el espacio de las
funciones 1-Baire de X en Y . Cuando (Y; d) es un espacio metrico, denotaremos por
B1b(X;Y ) al espacio de las funciones 1-Baire acotadas de X en Y .
(b) Si (Y; d) es un espacio metrico y   0, B1(X;Y ) (resp., B1b(X;Y )) sera la familia
de las funciones (resp., las funciones acotadas) f : X ! Y vericando que para todo
 >  y todo subconjunto no-vaco F  X existe un abierto V  X tal que V \ F 6= ;




(c) Denotaremos por dB1(X;Y ) al espacio de las funciones f : X ! Y tales que
f 1(U) 2 02(X) = F(X); 8U 2 TY , es decir, que f 1(U) es un subconjunto F de
X, para todo abierto U de Y . Si (Y; d) es un espacio metrico, dB1b(X;Y ) denotara al
espacio de los elementos acotados f 2 dB1(X;Y ).
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(d) Denotaremos por PCP (X;Y ) al espacio de las funciones f : X ! Y con la
propiedad del punto de continuidad, es decir, tales que, para todo subconjunto
cerrado no vaco F  X, f  F tiene un punto de continuidad en F . Estas funciones
se pueden encontrar en la literatura cientca bajo distintos notaciones. Por ejemplo,
en [104, p. 78], para K compacto Hausdor, nuestro espacio PCP (K;R) se denota por
B0r(K). Si (Y; d) es un espacio metrico se prueba facilmente que PCP (X;Y )  B01(X;Y ).
(e) Cuando Y = R escribiremos B1(X); B1b(X); dB1(X); PCP (X); etc., en lugar
de B1(X;R); B1b(X;R); dB1(X;R); PCP (X;R); etc.
(f) Recordemos que un espacio topologico Hausdor X es hereditariamente Baire
sii todos los subconjuntos cerrados de X son espacios de Baire. Como todo espacio de
Baire es 2a categora (en s mismo), todo espacio hereditariamente Baire es hereditariamente
2a categora (en s mismo) para los subconjuntos cerrados.
Estamos interesados especialmente en los espacios B1b(X;Y ), que vamos a utilizar
frecuentemente en lo que sigue.
Proposicion 2.1. Sea X un espacio topologico Hausdor.
(1) Para todo  > 0 y todo   0 se tiene que B1(X) = B1 (X).
(2) Si 1; 2  0, entonces B11 (X) +B21 (X) = B1+21 (X).
(3) 8  0, B1b(X)  `1(X) es un subconjunto cerrado convexo y simetrico respecto
de 0.
(4) B01b(X) es un subespacio cerrado de `1(X).
Demostracion. (1) y (2) son de comprobacion inmediata.
(3) Que B1b(X) es simetrico respecto de 0 sale de la propia denicion de B1b(X).
Por (1) y (2) B1b(X) es convexo. Veamos que B1b(X) es cerrado en `1(X). Sea f 2
`1(X) tal que f 2 B1b(X). Sean ; 6= A  X y  > . Elegimos g 2 B1b(X) tal que
kf   gk  13(   ). Como g 2 B1b(X), existe un abierto U  X tal que U \ A 6= ; y
diam(g(U \A))  + 13(   ). En consecuencia
diam(f(U \A))  diam(g(U \A)) + 2kf   gk  ;
lo que prueba que f 2 B1b(X). Por tanto, B1b(X) es cerrado en `1(X).
(4) Por (1), (2) y (3) es claro que B01b(X) es un subespacio cerrado de `1(X). 
En la literatura hay numerosos resultados que relacionan entre s los espacios B1(X;Y ),
B01(X;Y ); dB1(X;Y ); etc. Sin animo de ser exhaustivos, recogemos a continuacion algunos
de ellos.
Proposicion 2.2. (1) Para todo X espacio topologico Hausdor y todo espacio metrico
(Y; d) se verica B1(X;Y )  dB1(X;Y ).
(2) Para todo espacio metrico (X; d) se verica B1(X) = dB1(X).
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Demostracion. (1) Sean f 2 B1(X;Y ) y U 2 TY . Probemos que f 1(U) 2 F(X). Para
cada n 2 N pongamos
Un := fx 2 U : dist(x; cU)  1=ng:
Cada Un es cerrado vericando
Un 












lo que prueba que f 1(U) 2 F(X).
(2) La inclusion B1(X)  dB1(X) sale de (1), mientras que la inclusion contraria
esta probada en el (24.10) Theorem, pg. 192, de [68]. 
NOTA. En general B1(X;Y ) 6= dB1(X;Y ), incluso para X;Y espacios metricos
compactos. En efecto, B1([0; 2]; f0; 1g) 6= dB1([0; 2]; f0; 1g) pues, si f := 1[0;1], f 2
dB1([0; 2]; f0; 1g) pero f =2 B1([0; 2]; f0; 1g) (ver pg. 192 de [68]).
Proposicion 2.3. Sean X espacio topologico Hausdor, (Y; d) espacio metrico y f 2
B1(X;Y ). Entonces el conjunto D de los puntos de discontinuidad de f en X es un
subconjunto F de 1a categora de X.
Demostracion. (Tomada de [70], pags. 394 y 397) Si   0, denimos
E() := fx 2 X : Osc(f; x)  g:
E() es un subconjunto cerrado de X. Como D = [n1E(1=n), bastara probar que
E() es 1a categora para un cierto  > 0 jo. Sea (fm)m1  C(X;Y ) tal que fm ! f
puntualmente sobre X. Para cada k 2 N sea
Ak := fx 2 X : d(fm(x); fk(x))  =4;8m  kg:
Es claro que Ak es un cerrado de X y que X =
S
k1Ak, de donde
E() = (E() \A1) [ (E() \A2) [ ::::
Aserto. E() \Ak  Fr(Ak); 8k  1.
En efecto, bastara ver que E() \

Ak = ;. Sea x 2

Ak. Como fk es continua, existe
un entorno abierto G de x tal que x 2 G 

Ak de modo que
d  diam(fk(G)) < =4:
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Por tanto, si x0; x" 2 G, se tiene que
d(f(x0); f(x"))  34 < ;
lo que prueba que Osc(f; x) < , es decir, que x =2 E().
Para terminar bastara observar que Fr(Ak) es diseminado. 
Proposicion 2.4. Sean X;Y et de modo que Y es 2o Axioma y f 2 dB1(X;Y ). Entonces
el subconjunto Df  X de los puntos de discontinuidad de f verica Df = [n1Hn
siendo Hn cerrado diseminado, es decir, Df es un F de 1a categora.






Por otra parte, como f 2 dB1(X;Y ), f 1(Vn) es un F, as como tambien lo es f 1(Vn)n
int(f 1(Vn)), digamos




donde cada Fnk es cerrado y, ademas, int(Fnk) = ; pues int(f 1(Vn)nint(f 1(Vn))) = ;.
Esto termina la prueba. 
Corolario 2.5. Sea X un espacio topologico Hausdor.
(A) Sea (Y; d) espacio metrico. Entonces:
(A1) Si X es un espacio de Baire y f 2 B1(X;Y ), el conjunto de los puntos de
continuidad Xf de f en X es un subconjunto G denso en X.
(A2) Sea X hereditariamente Baire. Entonces B1(X;Y )  PCP (X;Y ) = B01(X;Y ).
En particular, B1(X)  PCP (X) = B01(X).
(B) Si X es hereditariamente Baire y Y es 2o Axioma, se tiene que B1(X;Y ) 
dB1(X;Y )  PCP (X;Y ).
Demostracion. (A1) Por la Proposicion 2.3 el conjuntoD de los puntos de discontinuidad
de f en X es un F de 1a categora. En consecuencia, como X es un espacio de Baire, el
conjunto Xf =
cD de los puntos de continuidad de f en X es un subconjunto G denso
en X.
(A2) (a) Que B1(X;Y )  PCP (X;Y ) es consecuencia de (1) y de que X es heredita-
riamente Baire.
(b) Como para todo espacio topologico X, trivialmente, PCP (X;Y )  B01(X;Y ),
pasamos a probar que, si f 2 B01(X;Y ), entonces f 2 PCP (X;Y ). Puesto que para todo
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cerrado F  X se tiene que f 2 B01(F; Y ), bastara probar que f posee en X un punto
de continuidad al menos. Para cada n 2 N sea
Gn := fx 2 X : Osc(f;X) < 1=ng:
Aserto. Si m 2 N, Gm es un abierto denso en X.
En efecto, es claro, por las propiedades de la funcion Osc(f; ), que Gm es un abierto
de X. Veamos que es denso. Sea V1  X un abierto arbitrario no vaco de X. Puesto que
f 2 B01(X;Y ), existe un abierto U  X tal que U \ V1 6= ; y d-diam(f(U \ V1)) < 1=m.
Claramente U \ V1  Gm y esto prueba que Gm es denso en X.
Por tanto, como X es Baire, G := \m1Gm es un subconjunto denso en X y, ademas,
G es el conjunto de los puntos de continuidad de f en X. Esto completa la prueba.
(B) Sea F  X un subconjunto cerrado. Por la Prop. 2.4 y por ser F un espacio
de Baire, el conjunto de los puntos de continuidad de f  F es un subconjunto G de
F denso no vaco. Esto prueba que dB1(X;Y )  PCP (X;Y ) = B01(X;Y ). La inclusion
B1(X;Y )  dB1(X;Y ) siempre se verica. 
NOTA. Por la Proposicion 2.5, si X es hereditariamente Baire, B1b(X)  B01b(X),
aunque, en general, B1b(X) 6= B01b(X). Sin embargo, si X es metrico completo entonces
B1b(X) = PCPb(X) = B01b(X) = dB1b(X). Esto puede verse en [11, 1E, 1C] o en el
siguiente resultado debido a Stegall.
Proposicion 2.6 (Stegall). Sean T un espacio metrico completo, Z un espacio de
Banach y f : T ! Z. Son equivalentes:
(1) f 2 B1(T;Z).
(2) f 2 PCP (T;Z).
(3) f  K tiene un punto de continuidad en K, para todo compacto K  T .
(4) h  f 2 B1(T;R) para toda funcion continua h : Z ! R.
(5) f 2 dB1(T;Z).
Demostracion. Ver [101, Theorem 4]. 
Denicion 2.7. (A) Sean X un espacio topologico Hausdor, (Y; d) espacio metrico y
f : X ! Y .
(A1) Denimos el ndice de fragmentacion Frag(f;X) de f sobre X como
Frag(f;X) = nff  0 : f 2 B1(X;Y )g:
(A2) Si  > 0, decimos que un subconjunto F  X es un conjunto de -oscilacion
de f o que f -oscila en F sii
nffdiam(f(U \ F )) : U  X abierto ; U \ F 6= ;g > :
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(A3) Si Y = R y  > 0, decimos que un subconjunto F  X es un conjunto de
-oscilacion uniforme de f o que f -oscila uniformemente en F sii existen
s; t 2 R;  < t  s; tales que
nfhf; U \ F i < s < t < suphf; U \ F i
para todo U abierto de X vericando U \ F 6= ;.
(B) Sean X un espacio de Banach y K  X un subconjunto w-compacto. Denimos
el ndice de fragmentacion Frag(K) como
Frag(K) = supfFrag( ;K) :  2 S(X)g:
NOTA. Por tanto, si Frag(f;X) =  >  > 0, de la propia denicion sale que existe
un cerrado no vaco F  X sobre el que f -oscila. Es decir, que para  > 0, existe un
conjunto ; 6= F  X de -oscilacion de f sii Frag(f;X) > .
Proposicion 2.8. Sean (X;TX) un espacio topologico Hausdor, 0   < 1 y f 2
`1(X). Entonces
dist(f;B1b(X)) = supf12(Frag(f;X)  ); 0g:
En particular, si  = 0 se tiene que dist(f;B01b(X)) =
1
2Frag(f;X).
Demostracion. (A) Probemos, en primer lugar, que
dist(f;B1b(X))  supf12(Frag(f;X)  ); 0g:
Bastara comprobar que 12(Frag(f;X)   )  d(f;B1b(X)). Comencemos viendo el
siguiente aserto.
Aserto 1. Para todo g 2 B1b(X) se verica 12(Frag(f;X)  )  kf   gk1.
En efecto, cojamos  > 0 tal que  <  < 1. Puesto que g 2 B1b(X), para todo
subconjunto F  X no vaco existe un abierto V  X tal que
V \ F 6= ; y diam(g(V \ F ))  :
De aqu que diam(f(V \ F ))  2kf   gk1 +  y tambien Frag(f;X)  2kf   gk1 + ,
es decir, 12(Frag(f;X)  )  kf   gk1.
En consecuencia
1
2(Frag(f;X)  )  nffkf   gk1 : g 2 B1(X)g = dist(f;B1(X)):
(B) Veamos a continuacion que dist(f;B1b(X))  supf12(Frag(f;X)   ); 0g. Si
0  Frag(f;X)   (es decir, f 2 B1b(X)), el resultado es obvio. Supongamos que  <
Frag(f;X) <1. Cojamos  > 0 tal que Frag(f;X)  < . Como Frag(f;X) < +,
existen un ordinal  y una familia de abiertos fU :  < g de X tales que:
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(i) U  U, para    < , y X =
S
< U.
(ii) Para todo  <  se tiene que ; 6= G := U n
S
< U y diam(f(G)) <  + .
Sean s := sup f(G) y l := nf f(G) para  < . Aprovechando queX =
U
< G,
denimos g : X ! R de la siguiente forma:
8 < ; 8i 2 G; g(i) =

f(i) ^ (s   2 )
 _ l + 2:
Se comprueba facilmente que kf   gk1  2 . Ademas tenemos el siguiente aserto.
Aserto 2. g 2 B1b(X).
En efecto, por construccion de g necesariamente diam(g(G))  ; 8 < . Sea
F  X un subconjunto no vaco y denamos
0 = primer elemento de f <  : U \ F 6= ;g:
Entonces ; 6= U0 \ F  G0 por lo que diam(g(U0 \ F ))   y esto prueba que
g 2 B1b(X).
Por tanto dist(f;B1b(X))  2 y de aqu dist(f;B1b(X))  12(Frag(f;X)  ). 
NOTA. La formula dist(f;B01b(X)) =
1
2Frag(f;X) se utilizara en la Prop. 5.1.
2.3. Conjuntos de -oscilacion y de -oscilacion uniforme
Vamos a ver a continuacion que tener un conjunto de -oscilacion, tenerlo de -
oscilacion uniforme y vericar Frag(f;X) >  son equivalentes, para espacios hereditariamente
Baire. Esto es importante para resultados posteriores.
Proposicion 2.9. Sean X un espacio topologico Hausdor hereditariamente Baire,  
0 y f : X ! R. Los siguientes asertos son equivalentes:
(1) f 2 B1(X).
(2) Para todo subconjunto cerrado F  X y todo par de numeros reales s < t tales
t  s > , o bien F \ ff  sg 6= F o bien F \ ff  tg 6= F .
(3) Para todo subconjunto cerrado no vaco F  X y todo par de numeros reales
s < t con t  s >  se tiene que intF (F \ ff  sg) \ intF (F \ ff  tg) = ;.
Demostracion. (1) ) (2): En caso contrario existiran un cerrado F  X y un par de
numeros reales s < t tales t  s >  de modo que F \ ff  sg = F = F \ ff  tg 6= F .
Por tanto, si U  X es un abierto tal que U \ F 6= ;, se verica que diam(f(U \ F )) >
t  s > , lo que no puede ser porque f 2 B1(X).
(2) ) (3): Supongamos que no se verica (3), es decir, que existen un subconjunto
cerrado no vaco F  X y dos numeros reales s < t con t s >  tales que intF (F \ ff  sg)\
intF (F \ ff  tg) 6= ;. Sean
U = intF (F \ ff  sg) \ intF (F \ ff  tg)
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y H = U . Entonces H \ ff  sg = H = H \ ff  tg, lo que contradice (2) y prueba la
implicacion.
(3) ) (1): Sea F  X un subconjunto cerrado no vaco de X y  > . Vamos a
encontrar un subconjunto abierto V  X tal que V \ F 6= ; y diam(f(V \ F ))  .
Para todo par s < t de numeros reales con t  s >  sea
Gst = intF (F \ ff > sg) [ intF (F \ ff < tg):
Observemos que cada Gst es denso en F , porque
Gst = intF (F n F \ ff  sg) [ intF (F n F \ ff  tg);
de donde Gst = F n





TfGst : s; t 2 Q; s < t; t  s > g. Entonces Y es denso en F , porque F es
Baire. Para cada y 2 Y denimos
U(y) := nfft > f(y) : y 2 intF (F \ ff < tg)g; nf(;) = +1;
y
L(y) := supfs < f(y) : y 2 intF (F \ ff > sg)g; sup(;) =  1:
Aserto. Para todo y 2 Y , se tiene  1 < L(y)  f(y)  U(y) < +1 y U(y)  
L(y)  .
En efecto, jemos y 2 Y . Es claro que
 1  L(y)  f(y)  U(y)  +1:
Probemos que U(y) L(y)  . Supongamos que U(y) L(y) > . En tal caso podemos
hallar s; t 2 Q tales que L(y) < s < t < U(y) y t s > . Entonces y =2 intF (F \ff > sg)
y y =2 intF (F \ ff < tg), de donde sale y =2 Gst, una contradiccion.
Finalmente observemos que el hecho U(y)   L(y)   < 1 implica  1 < L(y) y
U(y) < +1. Esto prueba el Aserto.
Sea x 2 Y arbitrario,  >  y s; t 2 Q tales que s < L(x)  U(x) < t y  < t  s  .
Entonces x 2 intF (F \ff > sg)\ intF (F \ff < tg). Sea V  X un subconjunto abierto
tal que
V \ F = intF (F \ ff > sg) \ intF (F \ ff < tg):
Entonces V \ F 6= ; y diam(f(V \ F ))  t  s  . 
Corolario 2.10. Sea X un espacio topologico Hausdor hereditariamente Baire, f 2
RX y  > 0. Son equivalentes:
(a) Existe ; 6= F  X conjunto de -oscilacion de f , es decir, Frag(f;X) > .
(b) Existe ; 6= H  X conjunto de -oscilacion uniforme de f .
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Demostracion. Sale inmediatamente de la Proposicion 2.9. 
NOTA. Si X es un espacio de Banach,  > 0,  2 X y A  X es un subconjunto
de -oscilacion de  , entonces cow

(A) es tambien un conjunto de -oscilacion de  (es
de inmediata comprobacion).
2.4. Funciones universalmente medibles
Si (X;; ) es un espacio de probabilidad, indicaremos por (; )+ (o bien M()+)
a la familia de subconjuntos -medibles A tales que (A) > 0. Si K es un compacto
Hausdor, entonces:
(1) U(K) indicara el espacio de las funciones reales f : K ! R que son universalmente
medibles, es decir, -medibles para toda medida Borel de tipo Radon sobre K.
(2) Si   0, denotaremos por U (K) al conjunto de las funciones reales f : K ! R
que son -universalmente medibles, es decir, tales que 8 > ; 8 2 PR(K) y 8B 2
(Bo(K); )+, existe A  B;A 2 (Bo(K); )+, tal que diam(f(A))  . Es claro que
U0(K) = \>0U (K).
(3) Indicaremos por U b (K) y Ub(K) a las familias de elementos acotados de U (K)
y U(K), respectivamente.
Lema 2.11. Sean K un espacio compacto Hausdor, 0   <  <1, f 2 U (K);  2
PR(K); A 2 (Bo(K); )+ y  > 0. Entonces existe un subconjunto compacto W  A
tal que Osc(f;W)   y (A nW)  .
Demostracion. Comenzaremos probando el siguiente Aserto.
Aserto. Existe una familia contable de subconjuntos compactos fK :  < g;  <
!1; disjuntos dos a dos, tales que: (i) (A) =
P
< (K); (ii) diamf(K) < ; 8 < .
Para probar el Aserto hacemos la siguiente construccion utilizando induccion transnita.
Etapa 1. Elegimos A1  A tal que A1 2 (Bo(K); )+ y diamf(A1) < . Esto se
puede hacer porque f 2 U (K). A continuacion, utilizando la regularidad de , elegimos
un subconjunto compactoK1  A1 de modo que (K1) > 0. Si (A) = (K1), el proceso
acaba aqu. En caso contrario, pasamos a la siguiente etapa.
Etapa 2. Elegimos A2  A n K1 tal que A2 2 (Bo(K); )+ y diamf(A2) < . A
continuacion, elegimos un subconjunto compacto K2  A2 de modo que (K2) > 0. Si
(A) = (K1)+(K2), el proceso acaba aqu. En caso contrario, pasamos a la siguiente
etapa.
Etapa . Sea  un ordinal y supongamos que se han construido los subconjuntos
compactos fK :  < g de A, disjuntos dos a dos, vericando (K) > 0 (por tanto  <
!1) y que (A) >
P
< (K). Elegimos A  A n
S
< K tal que A 2 (Bo(K); )+
y diamf(A) < . Elegimos un subconjunto compacto K  A tal que (K) > 0.
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Es claro que el proceso se puede prolongar hasta la etapa  < !1 y nos proporciona
los compactos fK :  < g;  < !1; vericando (i) y (ii).
Puesto que (A) =
P
< (K), podemos elegir un subconjunto nito F  [1; )
de modo que, si W :=
S
2F K, entonces (A nW)   y, ademas, Osc(f;W) < 
porque los compactos K son disjuntos dos a dos y diamf(K) < . 
Proposicion 2.12. Sea K un compacto Hausdor.
(1) 8 > 0; 8  0, U (K) = U(K).
(2) 81; 2  0; U 1(K) + U 2(K) = U 1+2(K).
(3) 8  0, U b (K)  `1(K) es un subconjunto convexo cerrado simetrico respecto
del 0 de `1(K).
(4) U0b (K) es un subespacio cerrado de `1(K).
(5) U(K) = U0(K).
Demostracion. (1) y (2) son de comprobacion inmediata.
(3) Que U b (K) es simetrico respecto de 0 sale de la propia denicion de U b (K). Por
(1) y (2) Bb(K) es convexo. Veamos que U b (K) es cerrado en `1(K). Sea f 2 `1(K)
tal que f 2 U b (K). Sean  2 PR(K), B 2 (Bo(K); )+ y  > . Elegimos g 2 U b (K)
tal que kf   gk  13(   ). Como g 2 U b (K), existe A  B; A 2 (Bo(K); )+ tal que
diam(g(A))  + 13(   ). En consecuencia
diam(f(A))  diam(g(A)) + 2kf   gk  ;
lo que prueba que f 2 U b (K). Por tanto, U b (K) es cerrado en `1(K).
(4) Por (1), (2) y (3) es claro que U0b (K) es un subespacio cerrado de `1(K).
(5) Probemos, en primer termino, que U(K)  U0(K). Para ello bastara ver que
dados f 2 U(K);  2 PR(K);  > 0 y A 2 (Bo(K); )+, existe B 2 (Bo(K); )+; B  A;
de modo que diam(f(B)) < . Por el Teorema de Lusin existe un subconjunto compacto
L  A tal que f  L es continua y (L) > 0. Sin perdida de generalidad, podemos
suponer que sop(  L) = L. Puesto que f  L es continua, se puede hallar un abierto
V de K tal que V \ L 6= ; y diamf(V \ L) < . Teniendo en cuenta que (V \ L) > 0
(porque L = sop(  L)), basta coger B := V \ L.
Pasemos a probar que U0(K)  U(K). Sea f 2 U0(K). Por el T. de Lusin, para ver
que f 2 U(K) bastara probar que dados  2 PR(K); A 2 (Bo(K); )+ y 0 <   (A),
existe un subconjunto compacto L  A tal que (A n L)   y f  K es continua.
Por el Lema 2.11 existe una secuencia de subconjuntos compactos Kn  A tales que
Osc(f;Kn)  1=n y (A n Kn)  =2n. Sea L :=
T
n1Kn. Obviamente L es un
subconjunto compacto de A tal que Osc(f; L) = 0 (es decir, f  L es continua) y
ademas (A n L) Pn1 (A nKn)  . 
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Proposicion 2.13. Sea K un compacto Hausdorf. Entonces para todo   0 se verica
que B1(K)  U (K). Por tanto B01(K)  U0(K) = U(K).
Demostracion. Sean  <  <1;  2 PR(K); A 2 (Bo(K); )+ y f 2 B1(K). Queremos
encontrar un subconjunto B  A tal que B 2 (Bo(K); )+ y diamf(B) < . Por
la regularidad de  existe un compacto H  A tal que (H) > 0. Sin perdida de
generalidad, podemos suponer que sop(  H) = H. Por la denicion de B1(K), existe
un abierto V en K de modo que V \H 6= ; y diamf(V \H) < . Ahora basta hacer
B := V \H. 
Para el caso en que K es la bola unidad cerrada B(X) con la w-topologa del dual
X de un espacio de Banach X, disponemos del siguiente resultado.
Proposicion 2.14. Sea X un espacio de Banach. Son equivalentes:
(0) Pindex(B(X)) = 0, es decir, X 2 (P ); en otras palabras, todo subconjunto
w-compacto K  X verica co(K) = cow(K).
(1) X carece de una copia de `1.
(2) X  PCP (B(X)), es decir, para todo z 2 X y todo K subconjunto w-
compacto de X, ocurre que z  K tiene un punto de continuidad sobre K.
(3) Frag(B(X)) = 0, es decir, X  B01b(B(X)).
(4) X  Ub(B(X)).
Demostracion. La equivalencia (4), (0), (1) se debe a Haydon [63].
(1) ) (2): Si (2) es falso, existira un subconjunto w-compacto K de B(X) y un
vector z 2 X de modo que z  K carece de puntos de continuidad en K. Por Lemma
2 y Lemma 3 de [84] esto implica que X posee una copia de `1, lo que contradice (1).
La implicacion (2)) (3) es inmediata pues PCP (B(X)) = B01(B(X)).
La implicacion (3)) (4) sale de la Proposicion 2.13. 
NOTAS. (A) Veamos un contraejemplo: un compacto Hausdor K tal que B1(K) 6=
PCP (K). Sea X un espacio de Banach tal que: (i) X carece de una copia de `1; (ii)
X 6= Seq(X). Por ejemplo, sea X := c0(I) con I incontable. Sean K := (B(X); w)
y  2 X n Seq(X). Entonces:
(a)  2 PCP (K) por la Proposicion 2.14 y porque X carece de copias de `1.
(b)  =2 B1(K) porque B1(K) \X = Seq(X) (Odell-Rosenthal, ver [84]).
(B) Posteriormente (en la Prop. 15.4 y la Prop. 15.5) vemos que:
(B1) Si K es un compacto Hausdor, entonces B1(K) = PCP (K) sii K es HL (=
hereditariamente Lindelof).
(B2) Si X es un espacio de Banach, el compacto K := (B(X); w) verica que
B1(K) = PCP (K) sii K es metrizable sii X es separable.
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Denicion 2.15. Si K es un compacto Hausdor y f : K ! R, el ndice de
medibilidad (abrev., Med(f;K)) de f en K se dene como
Med(f;K) := nff  0 : f 2 U (K)g:
Proposicion 2.16. Sean K un compacto Hausdor y f : K ! R. Se verica que
Med(f;K)  Frag(f;K):
Demostracion. Si Frag(f;K) =1, hemos terminado. Sea Frag(f;K)   <1. Vamos
a ver que Med(f;K)  . Sean  2 PR(K), B 2 (Bo(K); )+ y  < . Sin perdida de
generalidad, suponemos que B es compacto. Sea  :=   B y H  B el soporte de .
Por hipotesis existe un abierto U  K tal que U \H 6= ; y diam(f(U \H))  . Como
(U \H) = (U \H) > 0 (porque H es el soporte de ), esto prueba queMed(f;K)  
y, en denitiva, que Med(f;K)  Frag(f;K). 
Proposicion 2.17. Sean K1;K2 dos compactos Hausdor, ' : K1 ! K2 una aplicacion
continua sobreyectiva y f 2 `1(K2). Entonces:
(1) Para todo   0 se verica que f 2 U b (K2) sii f  ' 2 U b (K1).
(2) Med(f;K2) =Med(f  ';K1).
Demostracion. (1) Supongamos que f 2 U b (K2) y probemos que f  ' 2 U b (K1). Sean
 > 0,  2 PR(K1) y B 2 (Bo(K1); )+. Podemos suponer que B es un cerrado (es decir,
un compacto) deK1. Sea  :=   B y  := '(). Por hipotesis existeD 2 (Bo('(B)); )+
tal que diamf(D)  . Sea A := ' 1 \B. Es claro que A 2 (Bo(B); )+  (Bo(K1); )+
y, ademas, diam(f  '(A)) = diamf(D)  , lo que prueba que f  ' 2 U b (K1).
La prueba de que f 2 U b (K2), si f ' 2 U b (K1), es analoga y se deja como ejercicio.
(2) es consecuencia de (1) 
Proposicion 2.18. Sean K un espacio compacto Hausdor,   0 y f 2 `1(K).
Entonces
dist(f;U b (K))  supf12(Med(f;K)  ); 0g:
En particular, si  = 0 se tiene dist(f;Ub(K))  12Med(f;K).
Demostracion. Para probar que
dist(f;U b (K))  supf12(Med(f;K)  ); 0g:
bastara comprobar que dist(f;U b (K))  12(Med(f;K)   ). Comencemos viendo el
siguiente aserto.
Aserto 1. Para todo g 2 U b (K) se verica 12(Med(f;K)  )  kf   gk1.
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En efecto, cojamos  > 0 tal que  <  < 1. Puesto que g 2 U b (K), para toda
medida  2 PR(K) y todo subconjunto B 2 (Bo(K); )+, existe un subconjunto A  B
tal que A 2 (Bo(K); )+ y diam(g(A))   (diam(;) = 0). Por tanto
diam(f(A))  2kf   gk1 + diam(g(A))  2kf   gk1 + :
De aqu que Med(f;K)  2kf   gk1 + , es decir, 12(Med(f;K)  )  kf   gk1.
En consecuencia
1
2(Med(f;K)  )  nffkf   gk1 : g 2 U b (K)g = dist(f;U b (K)):

Proposicion 2.19. Sean  > 0, K un compacto Hausdor y f : K ! R una funcion
acotada. Son equivalentes:
(1) f =2 U b (K).
(2) Existen  2 PR(K); r0 2 R; B0 2 M()+ y  >  tales que para todo B 2
(M())+ con B  B0 se verica
nf f(B) < r0 < r0 +  < sup f(B):
(3) Med(f;K) > .
Demostracion. (1) ) (2). Por hipotesis existen  2 PR(K);  >  y A 2 M()+ tales
que para todo B 2M()+ con b  A se verica que diam(f(B)) > . Sea
r1 := supfnf f(B) : B  A; B 2 (M())+g:
A continuacion elegimos B0  A; B0 2M()+ tal que
r1  nf f(B0) <  10 : (2.1)
Sea B  B0 tal que B 2 (M())+. Se tiene:
(i) sup f(B) nf f(B) >  >  por la hipotesis.
(ii) nf f(B0)  nf f(B)  r1.
(iii) Sea r0 := r1 +
 
10 . Entonces nf f(B) < r0 < r0 +  por (ii).
(iv) Ademas se tiene aplicando (2.1) que
sup f(B) >  +nf f(B)   +nf f(B0) >  + r1    10 = = r0 +  10 +     10 = r0 + :
Las implicaciones (2)) (3)) (1) salen de las deniciones. 
Corolario 2.20. Frag(f;K) Med(f;K).
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Captulo 3
Las topologas  y T y las
distancias dist en un espacio de
Banach dual X
3.1. Introduccion y preliminares
SiX es un espacio de Banach,  un cardinal y A  X un subconjunto arbitrario, A




fDw : D  A; jDj  g:
Es facil ver que X es un subespacio norma-cerrado de X
. Naturalmente, los espacios
de Banach separables y los espacios reexivos X verican X = X@0 , pero tambien
verican esta igualdad algunas familias de espacios de Banach no-separable no-reexivos.
Este es el caso, por ejemplo, de la familia de espacios de Banach no-separables y no-




fEw : E  X subespacio tal que Dens(E)  g;
de donde sale que B(X) = (B(X)) y tambien que
X =
[
fAw : A  X subconjunto acotado tal que jAj  g:
En X denimos las topologas T y  de la siguiente forma:
(a) T := (X; X), es decir, T es la topologa en X de la convergencia puntual
sobre X. Es claro que w
  T  w y Tn = w para todo 1  n < @0. Si   Dens(X),
T = w.
(b) Los siguientes asertos son claramente equivalentes:
(b1) X = X, es decir, T = w.
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(b2) X separa puntos y subconjuntos convexos norma-cerrados de X
.
(b3) co(D) = coT(D) para todo subconjunto D  X.
(c)  denotara la topologa enX
 de la convergencia uniforme sobre los subconjuntos
acotados A  X tales que jAj  . Claramente,  = Tkk(=topologa de la norma) para
  Dens(X) y tambien w  T    Tkk. Indicaremos  = @0 . La topologa
 ha sido utilizada con gran provecho por Cascales, Mu~noz, Namioka y Orihuela en
numerosos artculos (ver [85],[19],[18],[20],[14]).
En este Captulo obtenemos numerosos resultados entre los que destacamos los
siguientes:
(1) Si  es un cardinal y Y es subespacio de un espacio de Banach X, entonces Y =
X \ Y . En consecuencia la propiedad X = X se conserva por paso a subespacios
y cocientes.
(2) co(K) = coT(K) para todo subconjunto w-compacto K  X y todo cardinal
  @0.
(3) Si   @0 y K1;K2  X son dos subconjuntos w-compactos tales que
dist(co(K1); co(K2)) = d > 0;
existe  2 S(X) tal que nfh ; co(K2)i = suph ; co(K1)i+ d.
3.2. Propiedades basicas
Proposicion 3.1. Para todo espacio de Banach X y todo cardinal  se verica
(X; ) = (X; T) = X. Por tanto las topologas  y T tienen los mismos convexos
cerrados.
Demostracion. Es claro que (X; T) = X pues T := (X; X). Ademas, como la
identidad id : (X; )! (X; T) es continua, claramente X  (X; ). Veamos que
(X; )  XT . Sea u 2 (X; ). En primer termino, u 2 X porque   kk. Por
ser u continuo en la  topologa, existe un subespacio cerrado E  X con dens(E)  
tal que, si i : E ! X es la inclusion canonica, para cierto  > 0 se verica que
fx 2 X : ki(x)k  g  fx 2 X : jhu; xij  1g: (3.1)
Aserto. u 2 Ew .
En efecto, si u =2 Ew , existe x0 2 X tal que x0 ? E pero hu; x0i 6= 0. El hecho
x0 ? E es equivalente a decir que i(x0) = 0. Por tanto de (3.1) sale que jhu; x0ij 
1; 8 2 R, lo que es incompatible con el hecho hu; x0i 6= 0 y prueba el Aserto.
Finalmente, del Aserto sale que u 2 X. 
Proposicion 3.2. Sea X un espacio de Banach. Son equivalentes: (1) X carece de una
copia isomorfa de `1; (2) Seq(X
) = X@0.
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Demostracion. (1)) (2): Sea z 2 X@0 . Entonces existe un subespacio cerrado separable
Y  X tal que z 2 Y w . Como Y es separable y carece de copias de `1, por un resultado
de Odell-Rosenthal [84] existe una secuencia fyn : n  1g  Y tal que yn w
! z. Por tanto
z 2 Seq(X). Como siempre Seq(X)  X@0 , concluimos que X@0 = Seq(X).
(2)) (1): Supongamos que X tiene una copia Y isomorfa de `1. Como (`1)@0 = `1
(obvio, porque `1 es separable) y Seq(`1) = `1 (por la Prop. 1.23), existe u 2 Y@0 n
Seq(Y ).
Aserto. u 2 X@0 n Seq(X).
En efecto, u 2 X@0 porque Y@0  X@0 . Supongamos que x 2 Seq(X). Como u 2
Y  = Y w

, por [84, REMARK, p. 379] se concluye que u 2 Seq(Y ), una contradiccion,
que prueba el Aserto.
Por tanto X@0 6= Seq(X), lo que contradice a (2). En consecuencia, X carece de
copias de `1. 
Proposicion 3.3. Sea X un espacio de Banach. Entonces:
(1) S(X@0) es un contorno de B(X).
(2) Un subconjunto D  X es w-compacto sii D es T@0-compacto.
(3) Todos los espacios topologicos (X; T ), siendo T = w o T = T; @0  ; tienen
los mismos compactos y verican el T. de Krein-Smulian, es decir, si K  X es T -
compacto, entonces coT (K) es tambien T -compacto.
Demostracion. (1) es inmediato y (2) y (3) salen de (1) y de un resultado de Ptzner
[87]. 
Lema 3.4. Sean X un espacio de Banach, A  X un subconjunto innito, C  X un
subconjunto convexo y u 2 X tal que u 2 Aw \ Cw. Entonces
tw(u;C)  tw(u;A)  jAj:
Demostracion. Sin perdida de generalidad suponemos que jAj = tw(u;A). Sea coQ(A)
el colectivo de las combinaciones convexas de A con coecientes racionales. Obviamente,
jcoQ(A)j = jAj porque A es innito. Por cada a 2 coQ(A) elegimos ca 2 C tal que
kca   ak  2dist(a;C). Es claro que jfca : a 2 coQ(A)gj  jAj. Teniendo en cuenta que
tw(u;C) = tw(u;C), bastara probar el siguiente Aserto.
Aserto. u 2 fca : a 2 coQ(A)gw

.
En efecto, si  > 0 y x1; :::; xp 2 S(X), consideremos el w-entorno convexo de u
W (u;x1; :::; x

p; ) := fz 2 X : jhz   u; xi ij   : i = 1; :::; pg:
Sea A0 := A \W (u;x1; :::; xp; =2)g. Es claro que co(A0) W (u;x1; :::; xp; =2)g.
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SubAserto. dist(C; co(A0)) = dist(C; coQ(A0)) = 0.
En efecto, en primer termino es claro que dist(C; co(A0)) = dist(C; coQ(A0)) por
razones de densidad. Supongamos que dist(C; coQ(A0)) > 0. Entonces por el teorema
de separacion de Hahn-Banach existe x 2 X vericando
nfhx; Ci > suphx; coQ(A0)i: (3.2)
Por tanto hu; xi  nfhx; Ci, porque u 2 Cw , y tambien suphx; coQ(A0)i  hu; xi,
porque u 2 A0w
  cowQ (A0). Aplicando (3.2) se obtiene que hu; xi > hu; xi, una
contradiccion que prueba el SubAserto.
Por tanto existe a 2 coQ(A0) tal que kca   ak  =2. De aqu que para i = 1; :::; p se
verica
jhca   u; xi ij  jhca   a; xi ij+ jha  u; xi ij  12+ 12 = :
En consecuencia ca 2W (u;x1; :::; xp; ), lo que prueba el Aserto y el Lema.

Corolario 3.5. Sean X un espacio de Banach y  un cardinal.
(1) Si Y  X es un subespacio, se verica Y = Y  \X.
(2) Si X = X, se verica que Y  = Y para todo Y espacio de Banach que sea
subespacio o cociente de X.
Demostracion. (1) Es claro que Y  Y  \X. Sea z 2 Y  \X. Por el Lema 3.4 se
tiene
tw(z; Y )  tw(z;X)  :
Por tanto z 2 Y.
(2) Si Y  X, el resultado es consecuencia de (1). Sea Y un espacio de Banach tal
que existe un cociente Q : X ! Y . Entonces Q : X ! Y  es tambien un cociente
w-w-continuo. Sean u 2 Y  y v 2 X tales que Qv = u. Puesto que X = X,
existe un subconjunto A  X tal que jAj   y v 2 Aw . Ya que Q es w-w-continuo,
concluimos que u 2 Q(A)w

. Por tanto Y  = Y. 
Proposicion 3.6. Sea X un espacio de Banach. Son equivalentes; (a) X es reexivo;
(b)X@0 = X ; (c) (B(X); T@0) es compacto.
Demostracion. Claramente (a) ) (b) ) (c). Veamos (c) ) (a). Si X@0 = X, todo
vector x 2 X alcanza su norma sobre B(X), porque B(X@0) = B(X) es siempre un
contorno de B(X). Ahora basta aplicar el T. de James. 
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Proposicion 3.7. Sean I un conjunto innito,  un cardinal y X := `1(I). Entonces
(a) Seq(X) = J(`1(I)), siendo J : X ! X la inmersion canonica.
(b) Si  es nito, X = J(`1(I)).
(c) Si  es innito, X = MR(I)(= medidas de Radon sobre I := [fJI : J 
I; jJ j  g).
(d) Para todo  < jIj, X 6= X.
Demostracion. (a) es consecuencia de que `1(I)
 = `1(I) es Grothendieck y de la Prop.
1.23.
(b) Si  = n < @0, es claro que In = I y Xn = X = `1(I) =MR(In).
(c) Para   @0 basta tener en cuenta que:
(i) Para todo subconjunto A  `1(I) con jAj  , existe un subconjunto J  I con
jJ j   tal que A  `1(J).
(ii) Para todo J  I con jJ j  , `1(J)w

= `1(J)
 = MR(J), considerado J
como subconjunto de I.
(d) es consecuencia de (b). 
Pasemos a estudiar los siguientes resultados elementales.
Proposicion 3.8. Sean   @0 un cardinal, X un espacio de Banach, A un subconjunto
del dual X y z 2 X. Son equivalentes:
(1) z 2 AT.
(2) Para todo subespacio Y  X se tiene que i(z) 2 i(A)T, siendo i : Y ! X la
inclusion canonica.
(3) Para todo subespacio Y  X con Dens(Y )   se tiene que i(z) 2 i(A)T =
i(A)
w
, siendo i : Y ! X la inclusion canonica.
Demostracion. (1)) (2) porque los operadores adjuntos i son T-T-continuos. (2))
(3) es obvio.
(3)) (1): Supongamos que z =2 AT . Entonces existen  > 0 y ui 2 X; i = 1; : : : ; r;
tales que W (z;u1; : : : ; ur; ) \A = ;, siendo
W (z;u1; : : : ; ur; ) := fx 2 X : jhui; z   xij < ; i = 1; : : : ; rg
un entornos abierto \standard" de z en (X; T). Sea Y  X un subespacio con
Dens(Y )   tal que ui 2 Y; i = 1; 2; : : : ; r y i : Y ! X la inclusion canonica.
Entonces
W (i(z);u1; : : : ; ur; ) := fy 2 Y  : jhui; iz   yij < ; i = 1; : : : ; rg
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es un entorno abierto de iz en (Y ; T) que verica W (i(z);u1; : : : ; ur; ) \ i(A) = ;.
Hemos llegado a una contradiccion con (3) que, junto con el hecho T = w en Y , prueba
el enunciado.
Proposicion 3.9. Sean I un conjunto innito,   @0 un cardinal, A un subconjunto
convexo de `1(I) y z 2 `1(I). Son equivalentes
(1) z 2 AT.
(2) Para todo subconjunto J  I con jJ j  , se verica que PJ(z) 2 PJ(A).
Demostracion. (1)) (2). Sea i : `1(J)! `1(I) la inclusion canonica. Entonces i = PJ
y iz 2 PJ(A)T por la Proposicion 3.8. Finalmente observemos que PJ(A)T = PJ(A)
porque Dens(`1(J))   y PJ(A) es convexo.
(2) ) (1). Sea Y  `1(I) un subespacio con Dens(Y )  . Elegimos J  I
subconjunto con jJ j   de modo que el soporte de los elementos de Y caiga dentro de J .
As que, de hecho, Y es un subespacio de `1(J). Sean i2 : `1(J)! `1(I), i1 : Y ! `1(J)
y i : Y ! `1(I) las inclusiones canonicas, que verican trivialmente i = i2  i1. Por
hipotesis PJ(z) 2 PJ(A) = PJ(A)T . Por lo tanto
i(z) = i1  i2(z) = i1(PJ(z)) 2 i1(PJ(A))  i1  PJ(A) = i(A):
Ahora basta aplicar la Proposicion 3.8 para obtener (1). 
3.3. co(K) = coT(K) para todo w-compacto K  X y todo
  @0
Si X es un espacio de Banach, @0   y K  X es un subconjunto w-compacto,
se verica (como para cualquier subconjunto A  X, naturalmente) que:
co(K)  coT(K)  coT@0 (K)  cow(K): (3.3)
Lo que hace especiales a los subconjuntos w-compactos K  X, en relacion con las
topologas T, es que co(K) = coT(K); 8  @0; como vamos a ver. Para probar
esta igualdad, teniendo en cuenta (3.3), bastara probarla para  = @0, y esto es lo
que hacemos a continuacion. En primer termino vemos que es suciente considerar los
espacios duales `1(I)
 = `1(I).
Proposicion 3.10. Son equivalentes:
(1) Existe un espacio de Banach dual X tal que existe un subconjunto w-compacto
K  X de modo que coT@0 (K) 6= co(K).
(2) Existe un conjunto no contable I y existe un subconjunto w-compacto H  `1(I)
tal que coT@0 (K) 6= co(K).
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Demostracion. (2) ) (1) es obvio. Probemos que (1) ) (2). Sea I un conjunto con
jIj = Dens(X). Es bien conocido que existe un operador 1-cociente Q : `1(I)! X. Por
tanto, si H := Q(K), se tiene que H es un subconjunto w-compacto de `1(I) tal que
coT@0 (H) 6= co(H). 
Por tanto, en vista de la anterior proposicion, el lugar \natural" en donde indagar,
para resolver la cuestion anterior, es el espacio `1(I), con I incontable.
Lema 3.11. Sean I un conjunto, K  [0; 1]I un subconjunto compacto, z 2 [0; 1]I y
 > 0 de modo que para todo subconjunto nito F  I existe kF 2 K tal que ji(kF z)j 
; 8i 2 F , siendo i la i-esima coordenada. Entonces existe k0 2 K tal que kk0 zk1  .
Demostracion. Basta observar que, por razones de compacidad, la red fkF : F 
I nitog tiene una subred que converge a cierto k0 2 K, que claramente verica kk0  
zk1  . 
Proposicion 3.12. Sean I un conjunto no vaco. Entonces todo subconjunto w-compacto
K  `1(I) verica que co(K) = coT@0 (K).
Demostracion. En primer termino el enunciado es trivialmente cierto si jIj  @0, pues
en tal caso (`1(I))@0 = `1(I) y, por tanto, T@0 = w en `1(I).
Supongamos jIj > @0. Fijemos z 2 coT@0 (K). Por la Prop. 3.9 ocurre que PJ(z) 2
co(PJ(K)) para todo subconjunto contable J  I.
Aserto. Fijemos  > 0. Entonces existen p 2 N y i 2 Q+; i = 1; 2; :::; p; conPp
i=1 i = 1 de modo que, si H :=
Pp
i=1 i  K, se tiene que existe k 2 H tal que
kz   kk  .
En efecto, consideremos en I la topologa discreta, que es la topologa asociada a la
metrica completa ; 8i; j 2 I; (i; j) = 1, si i 6= j, y 0 si i = j. En IN consideramos la
topologa producto p, que es la topologa asociada a la metrica completa






La base \standard" B para la topologa p es la siguiente. Se considera el conjunto
I<N := [n1In. Sean s; t 2 I<N y  2 IN.
(i) Si s 2 In, decimos que la longitud de s es n y ponemos jsj = n.
(ii) Decimos que s precede a t (abrev., s  t) sii jsj  jtj y s = (t(1); :::; t(n)) := t  n.
(iii) Decimos que s precede a  (abrev., s  ) sii s = ((1); :::; (n)) =:   n.
Con estas notaciones la base B es B := fNs : s 2 I<Ng siendo Ns := f 2 IN : s 
g; 8s 2 I<N.
Observacion. Cada elemento J 2 IN lo veremos, en primer termino, como una
sucesion de elementos de I, a saber, J = (J(1); J(2); :::). Pero tambien consideraremos
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a J , cuando pongamos PJ , como un subconjunto (nito o innito) de I, a saber, J :=
fJ(n) : n 2 Ng.
Sea F el conjunto de las familias nitas D  Q+ (sin orden) tales Pd2D d = 1. Es
claro que jFj = @0. Por la Prop. 3.9 se verica que PJ(z) 2 co(PJ(K)) para cada J 2 IN.
Esto quiere decir que podemos elegir una familia DJ 2 F , digamos DJ = fqJ1 ; :::; qJsJg,




n  kJnk  . Los elegimos ademas de
modo que DJ1 = DJ2 , si, como subconjuntos, J1 = J2.
Por cada D 2 F , sea W (D) = fJ 2 IN : DJ = Dg. Es claro que IN = [D2FW (D).
Como por el T. de Baire IN es de 2a categora, existira un (1; :::; p) = D0 2 F tal que
int(W (D0)) 6= ;, es decir, que existe s 2 I<N tal queNs W (D0). SeaH :=
P
d2D0 dK.
Sea F  I un subconjunto nito arbitrario y t 2 I<N tal que s  t y que F  t
(considerado t como subconjunto de I). Como Nt es un abierto tal que Nt  Ns, debe
ocurrir que Nt\W (D0) 6= ;. Por tanto, existe J 2 IN tal que t  J y DJ = D0. As que
existen ki; :::; kp 2 K tales que, si kJ :=
Pp
i=1 iki 2 H, se verica kPJ(z) PJ(kJ)k  .
En particular, para todo i 2 F  J se verica que ji(z   kJ)j  . Por el Lema 3.11
existe k 2 H tal que kz   kk  .
Finalmente observemos que  > 0 es arbitrario y que H  co(K); 8 > 0. Por tanto
z 2 co(K). 
Proposicion 3.13. Sea X un espacio de Banach. Entonces todo subconjunto w-compacto
K de X verica que co(K) = coT(K); 8  @0.
Demostracion. Sale de la Prop. 3.10 y la Prop. 3.12. 
3.4. Espacios de Asplund y Lindelof
En esta seccion hacemos ciertas observaciones en el sentido de que la propiedad de
Lindelof es productiva, para las topologas  := @0 y T@0 en un espacio de Banach dual
X. Comencemos tomando como punto de partida los siguientes hechos:
(HECHO A) Un espacio de Banach X es un espacio de Asplund sii Y  es separable
para todo subespacio separable Y  X sii X es RNP.
(HECHO B) La topologa  de X es la topologa de la convergencia uniforme sobre
los subconjuntos B(Y )  X, siendo Y  X subespacio separable.
Proposicion 3.14. Sea X un espacio de Banach separable. Son equivalentes:
(1) X es Asplund; (2) (X; w) es Lindelof.
Demostracion. (1)) (2). Si X es Asplund, X es separable y, por tanto, k  k-Lindelof.
En consecuencia (X; w) es Lindelof.
(2) ) (1). Si (X; w) es Lindelof, X es RNP por un resultado de Edgar [33, Th.
1.8] y, por tanto, X es Asplund. 
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Proposicion 3.15. Sea X un espacio de Banach. Son equivalentes:
(a) X es Asplund; (b) (X; ) es Lindelof; (c) (X; T@0) es Lindelof
Demostracion. (a) ) (b) esta probado en [85, TH. B] y (b) ) (c) es obvio porque
T@0  .
(c)) (a). Sean Y  X un subespacio separable y i : Y ! X la inclusion canonica.
Claramente (Y ; w) es Lindelof. Por la Prop. 3.14 Y es separable. En consecuencia X
es Asplund. 
Proposicion 3.16. Sea X un espacio de Banach. Son equivalentes:
(a) (X; ) es Lindelof ;(b) (X; )n es Lindelof para n = 1; 2; :::.
(a') (X; T@0) es Lindelof ;(b') (X; T@0)n es Lindelof para n = 1; 2; :::.
Demostracion. Es claro que (a)) (a0) y (b)) (b0) porque T@0  .
(a) ) (b). En primer termino (a) implica que X es Asplund por la Prop. 3.15,
de donde Xn es tambien Asplund para todo n  1. Observemos que ((Xn); ) =
(X; )n; 8n  1. Aplicando otra vez la Prop. 3.15 obtenemos (b).
(a0) ) (b0). La prueba es analoga a la de (a) ) (b) teniendo en cuenta que
((Xn); T@0) = (X; T@0)n; 8n  1.
(b0)) (a) sale aplicando la Prop. 3.15. 
3.5. Las distancia dist y el poder separador de X
Si C;D  X son subconjuntos convexos y z 2 X, se han denido las distancias
dist(C;D), dist(z; C) y DIST (C;D) (ver Cap.1) como:
dist(C;D) = nffkc  dk : c 2 C; d 2 Dg; dist(z; C) := nffkz   ck : c 2 Cg
y
DIST (C;D) := supfdist(c;D) : d 2 Dg:
Por el T. de separacion de Hahn-Banach, estas distancias verican:
dist(C;D) = supf0 _ (nfh ;Ci   suph ;Di) :  2 B(Xg;
dist(z; C) = supfnf jh'; (z   C)ij : ' 2 S(X)g;
DIST (C;D) = supf0 _ (suph ;Ci   suph ;Di) :  2 S(X)g:
Aun mas, si z =2 C, se tiene:
dist(z; C) = supfnfh'; (z   C)i : ' 2 S(X)g:
En vista de lo anterior, para todo cardinal , podemos denir las siguientes distancias.
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Denicion 3.17. Sean X un espacio de Banach y C;D  X dos subconjuntos convexos.
(1) Denimos la distancia dist(z; C) de un punto z 2 X a C como
dist(z; C) := supfnffjh ; z   cij : c 2 Cg :  2 S(X)g
(2) La distancia dist(C;D) se dene como
dist(C;D) := supf0 _ (nfh ;Ci   suph ;Di) :  2 S(X)g:
(3) La distancia DIST(C;D) se dene como
DIST(C;D) := supf0 _ (suph ;Ci   suph ;Di) :  2 S(X)g:
Denicion 3.18. Sean X un espacio de Banach, E  X un subespacio y C;D  X
dos subconjuntos convexos tales que dist(C;D) > 0.
(1) Decimos que E separa estrictamente (abrev., e-separa) C y D si existe  2 S(E)
tal que nfh ;Ci > suph ;Di.
(2) E separa fuertemente (abrev., f -separa) C y D sii para todo  > 0 existe   2
S(E) tal que
nfh ; Ci   suph ; Di > dist(C;D)  :
(3) E separa completamente (abrev., c-separa) C y D sii existe  2 S(E) tal que
nfh ;Ci   suph ;Di = dist(C;D):
Estamos interesados en estudiar la \capacidad" de separacion de los subespacios
X  X en relacion con los subconjuntos convexos de X.
Notas. Sean   1 un cardinal, X un espacio de Banach, A y C subconjuntos
convexos de X y z 2 X. Entonces
(1) Es claro que dist = dist para   Dens(X). En general, dist(z; C)  dist(z; C) 
0 para todo cardinal . Es inmediato ver que
dist(z; C) = dist(z; C
T
) sii dist(z; C) = 0 sii z 2 CT :
En consecuencia, si z 2 CT n C, ocurre que dist(z; C) = 0 pero dist(z; C) > 0.
(2) Si z =2 CT entonces
dist(z; C) = supfnffh ; z   ci : c 2 Cg :  2 S(X)g:
(3) Es claro que dist(A;C)  dist(A;C)  dist(A;C)  dist@0(A;C) para cardinales
tales que @0    . Ademas dist(A;C) = dist(AT ; CT).
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(4) dist = dist sii X
 = X. En efecto, es claro que, si X = X, entonces
dist = dist. Supongamos que X
 6= X. Entonces existen un subconjunto convexo
k  k-cerrado D  X y un punto u 2 X tales que u =2 D pero u 2 DT , es decir, que
X no e-separa u de D. En consecuencia, dist(u;D) > 0 pero dist(u;D) = 0.
(5) dist(z; C) = sup distY (i
z; iC), cuando Y  X recorre la familia de subespacios
Y de X con Dens(Y )  , i : Y ! X es la inclusion canonica y distY  es la distancia
inducida por Y  en Y , es decir:
distY (i
z; iC) = sup
 2S(Y )
nffjh ; iz   icij : c 2 Cg:
(6) Para todo cardinal  < Dens(X) puede ocurrir que dist(A;C) > 0 pero dist(A;C) =
0, incluso cuando A;C son T-cerrados. A continuacion vemos un contraejemplo.
Contraejemplo. Sea  un cardinal mayor o igual que 1. Vamos construir un espacio
de BanachX y dos subconjuntos A;C  X convexos T-cerrados tales que dist(A;C) >
0 pero dist(A;C) = 0. Sea I un conjunto innito tal que jIj > _ @0 y jemos p 2 I
siendo  = @1 _ +. Hacemos X := `1(I). Sea 0 <  < 1.
(i) Sea C1 el subconjunto de los vectores f 2 `1(I) tales que   f(i)  1; 8i 2 I; y
f(p) = 1. Observemos que C1 es un subconjunto convexo de B(X
). Hacemos C := C1
T
que es convexo, C  B(X),   g(i)  1; 8i 2 I; y g(p) = 1; 8g 2 C.
(ii) Sea A := B(X), que es convexo y T-cerrado por ser w-compacto.
Es inmediato que A \ C = ; porque a(p) =  < 1; 8a 2 A, de donde tambien sale
que dist(A;C)  1   > 0.
Aserto. dist(A;C) = 0.
En efecto, recordemos que, si  < @0, entonces X = `1(I) y, si @0  , X =MR(I)
siendo MR(I) el subespacio de las medidas de Radon sobre I tales que
sop()  I = [fJI : J  I; jJ j   _ @0g:
Fijemos  2MR(I) tal que kk = 1. Es claro que nfh;Ai =   pues A = B(X). Sea
J  I con jJ j  _@0 tal que sop()  JI . Por la denicion de C1, existe un elemento
c 2 C1 tal que c  JI = . De aqu que h; ci   . Por tanto nfh;Ai  suph;Ci  0,
lo que prueba el Aserto.
A pesar del Contraejemplo anterior existen numerosos pares de subconjuntos convexos
T-cerrados A;C  X para los que dist(A;C) = dist(A;C) > 0.
Proposicion 3.19. Sean X un espacio de Banach, K  X un subconjunto w-
compacto y z 2 X. Entonces dist(z; co(K)) = dist(z; co(K)) para todo cardinal
@0  .
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Demostracion. Como para todo cardinal @0   se verica que
dist(z; co(K))  dist(z; co(K))  dist@0(z; co(K));
bastara probar el enunciado para  = @0. Sin perdida de generalidad hacemos z = 0.
A continuacion suponemos que 0 =2 co(K) y probamos que 0 =2 coT@0 (K). Sean d0 =
dist(0; co(K)) > 0 y d0 >  > 0. Entonces co(K + B(X
)) = coT@0 (K + B(X)) por
la Prop. 3.13 y tambien:
0 =2 co(K) + B(X) = co(K + B(X)) = coT@0 (K + B(X)):
En consecuencia dist@0(0; co(K + B(X))) > 0, de donde
0 < dist@0(0; co(K + B(X
))) = dist@0(0; co(K + B(X
))) =
= supfnfh ;K + B(X)i :  2 S(X@0)g =
= supfnfh ;Ki :  2 S(X@0)g    = dist@0(0; co(K))  :
Es decir, dist@0(0; co(K)) > . Como  < d0 es arbitrario, concluimos que
dist@0(0; co(K)) = d0 = dist(0; co(K)):

Proposicion 3.20. Sean X un espacio de Banach y K1;K2  X dos subconjuntos
w-compactos tales que dist(co(K1); co(K2)) > 0. Si  es un cardinal innito, existe
 2 S(X) tal que
nfh ; co(K2)i = suph ; co(K1)i+ dist(co(K1); co(K2)): (3.4)
Por tanto X c-separa la familia de convexos co(K) para K  X subconjunto w-
compacto.
Demostracion. Sean 1 > 2 >  > 0 tales que dist(co(K1); co(K2)) > 1 > 2 >  > 0.
Como dist(co(K1); co(K2)) > 1 > 0, por el T. de separacion de Hahn-Banach existe
z 2 S(X) tal que
nfhz; co(K2)i > suphz; co(K1)i+ 1;
de donde para todo par k1 2 K1 y k2 2 K2 se verica hz; k2   k1i > 1.
Aserto 1. dist(0; co(K1  K2)) > 2.




ti  (k2i   k1i); ti  0;
nX
i=1
ti = 1; k1i 2 K1; k2i 2 K2:





tihz; k2i   k1ii > 1 ) nfhz; co(K2  K1)i  1 > e2:
De aqu que 0 =2 co(K1  K2) y en consecuencia:
dist(0; co(K1  K2)) = supfnfh; 0  co(K1  K2)i :  2 S(X)g =
= supfnfh; co(K2  K1)i :  2 S(Xg 
 nfhz; co(K2  K1)i  1 > e2:
Teniendo en cuenta el Aserto 1, que K1 K2 es un subconjunto w-compacto de X, la
Prop. 3.19 y que co(K2)  co(K1) = co(K2  K1) =  co(K1  K2) obtenemos:
2 < dist(0; co(K1  K2)) = distT@0 (0; co(K1  K2)) =
= supfnfh'; 0  co(K1  K2)i : ' 2 S(X@0)g =
= supfnfh'; co(K2  K1)i : ' 2 S(X@0)g = supfnfh'; co(K2)  co(K1)i : ' 2 S(X@0)g:
Por tanto existe  2 S(X@0) tal que
nfh ; co(K2)  co(K1)i > 2;
es decir
nfh ; co(K2)i > suph ; co(K1)i+ 2:
De aqu que
nfh ; co(K2)i  suph ; co(K1)i+ 2 > suph ; co(K1)i+ :

Proposicion 3.21. Sean  un cardinal innito, X un espacio de Banach, K  X un
subconjunto w-compacto y D  X un subconjunto convexo tales que Dens(D; T)  
y dist(co(K); D) = d0 > 0. Entonces existe  2 S(X) tal que
nfh ; co(K)i = suph ;Di+ d0;
y por tanto dist(co(K); D) = d0.
Demostracion. Sea D0  D T denso en D con jD0j  . Sea F  D0 un subconjunto
nito. Como F es un w-compacto y
dist(co(K); co(F ))  dist(co(K); D) = d0 > 0;
por la Prop. 3.20 existe  F 2 S(X) tal que
h F ; hi  h F ; ci+ d0; 8h 2 co(K); 8c 2 co(F ):
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La red f F : F  D0g  B(X)  B(X) tiene una subred convergente, digamos, a
cierto ' 2 B(X). Claramente
nfh'; co(K)i  suph'; co(D0)i+ d0:
Como jD0j    @0, tambien jfF  D0 : F nitogj  @0, de donde ' 2 B(X). Por
tanto debe ser
nfh'; co(K)i = suph'; co(D0)i+ d0;
y ademas ' 2 S(X), lo que termina la prueba. 
Proposicion 3.22. Sean  un cardinal innito, X un espacio de Banach, C;D  X
dos subconjuntos convexos tales que Dens(C; T)    Dens(D; T) y dist(C;D) =
d0 > 0. Entonces existe  2 S(X) tal que
nfh ; co(K)i = suph ;Di+ d0:
Demostracion. Sean C0  C y D0  D subconjuntos T densos tales que jC0j   
jD0j. Sean E  C0 y F  D0 subconjuntos nitos. Como E y F son w-compacto y
dist(co(E); co(F ))  dist(C;D) = d0 > 0;
por la Prop. 3.20 existe  (E;F ) 2 S(X) tal que
h (E;F ); hi  h (E;F ); ci+ d0; 8h 2 co(E); 8c 2 co(F ):
Consideramos el conjunto dirigido B de los pares (E;F ), siendo E  C0 y F  D0
subconjuntos nitos, con el orden parcial (E;F )  (E0; F 0) sii E  E0 y F  F 0. La
red f  :  2 Bg  B(X)  B(X) tiene una subred convergente, digamos, a cierto
' 2 B(X). Claramente
nfh'; co(E0)i  suph'; co(D0)i+ d0:
Como jBj  , obtenemos ' 2 S(X). Por densidad debe ser
nfh';Ei = suph';F i+ d0;
y tambien ' 2 S(X), lo que termina la prueba. 
A continuacion vemos que las distancias dist(; ) y distT@0 (; ) coinciden en cow

(K),
cuando K  X es un subconjunto w-compacto metrizable. Precisamos el siguiente
lema.
Lema 3.23. Sean X un espacio de Banach y K  X un subconjunto w-compacto
w-metrizable. Entonces cow(K) es tambien w-metrizable.
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Demostracion. Consideremos el espacio C(K) de las funciones reales continuas sobre
K, que es un espacio de Banach separable, por ser (K;w) metrico compacto. Sea
T : X ! C(K) el operador lineal y continuo tal que Tx := x  K; 8x 2 X. Sea
PR(K) subconjunto de C(K) formado por las probabilidades Borel de tipo Radon
sobre K con la w-topologa. Sabemos el conjunto (PR(K); w) con la w-topologa es
convexo metrico compacto tal que T (PR(K)) = cow(K), siendo T  una aplicacion w-
w-continua. En consecuencia, el espacio C(cow(K)) se sumerge isometricamente dentro
del espacio C(PR(K)), que es separable. As que C(cow(K)) es tambien separable y,
por tanto, (cow

(K); w) es metrizable. 
Lema 3.24. Sean X un espacio de Banach y K  X un subconjunto w-compacto
w-metrizable. Entonces existe un subespacio separable E  X tal que, si i : E ! X es
la inclusion canonica y i : X ! E el cociente adjunto, se verica que
(1) i es un homeomorsmo entre (cow(K); w) y su imagen (i(cow(K)); w).
(2) i es una isometra entre (cow(K); k  k) y su imagen (i(cow(K)); k  k).
Demostracion. Sea D := cow

(K), que es w-metrizable por Lema 3.23. Consideremos
a B(X)  D como subconjunto del espacio C(D) de las funciones reales continuas sobre
D, que es separable. Como B(X)  D es separable para la norma de C(D), se puede
elegir una familia contable ffn : n  1g  B(X) densa en B(X)  D para la norma de
C(D). Sean E := [ffn : n  1g], que es un subespacio separable de X, e i : E ! X la
inclusion canonica. Entonces
(1) i es un homeomorsmo entre (D;w) y su imagen (i(D); w) porque E separa
puntos de D.
(2) i es una isometra entre (D; k  k) y su imagen (i(D); k  k). En efecto, sean
d1; d2 2 D. Por la eleccion de la familia ffn : n  1g  B(X) Se tiene que
kd1   d2k = supfjhx; d1   d2ij : x 2 B(X)g = supfjhfn; d1   d2ij : n  1g =
= supfjhe; d1   d2ij : e 2 B(E)g = kid1   id2k:

Proposicion 3.25. Sean X un espacio de Banach y K  X un subconjunto w-
compacto w-metrizable. Entonces para todo par de subconjuntos A;B  cow(K) con
B convexo se verica que distT@0 (A;B) = dist(A;B) y DISTT@0 (A;B) = DIST (A;B).
Demostracion. Bastara probar que distT@0 (z;B) = dist(z;B) para todo z 2 cow

(K).
Sea E un subespacio separable de X con las propiedades relatadas en el Lema 3.24
respecto de cow

(K) y sea i : E ! X su inclusion canonica. Entonces por Lema 3.24 se
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tiene que dist(z;B) = dist(iz; i(B)). As que
dist(z;B)  distT@0 (z;B) = supfnffjh ; z   bij : b 2 Bg :  2 S(X@0)g 
 supfnffjh ; z   bij : b 2 Bg :  2 B(E)w

g = dist(iz; i(B)) = dist(z;B):
En consecuencia distT@0 (z;B) = dist(z;B). 
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Captulo 4
Distancias a B1b(H), Seq(X) y
Seq(C(K))
4.1. Introduccion
En este Captulo nos dedicamos a obtener estimaciones de distancias, que se utilizaran
en los captulos siguientes. Mas concretamente, vamos a obtener, entre otros, los siguientes
resultados. Sean X un espacio de Banach, K un subconjunto w-compacto de X,
H := cow

(K), B un contorno de K, d > 0 y  2 X tales que Bindex( ;K) > d, es
decir:
suph ; cow(K)i > suph ; co(B)i+ d: (4.1)
En funcion de d > 0 obtenemos las siguientes estimaciones:
(1) Sea T : X ! C(K) tal que Tx := x  K. Entonces
dist(T  ;Seq(C(K)))  12d:
(2) Sea T : X ! C(H) tal que Tx := x  H y consideremos   H y B1b(H) dentro
de `1(H). Entonces:
dist(  H;B1b(H))  dist(T  ;Seq(C(H)))  3  dist(  H;B1b(H));
y
dist(  H;B1b(H))  16d:
(3) Si H  B(X), entonces dist( ;Seq(X))  12d.
Observemos lo siguiente:
(a) Por un resultado de Haydon (ver Teorema 1.3 y Prop. 2.14),X carece de copias de
`1 sii co
w(K) = co(K) = co(Ext(K)) para todo subconjunto w-compacto K  X sii
para todo  2 X y todo subconjunto w-compacto K  X, si B = K o B = Ext(K),
se verica:
suph ; cow(K)i = suph ;Bi:
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(b) Sin embargo, aun suponiendo que X carece de copias de `1, puede ocurrir que
exista algun subconjunto w-compacto K  X y algun contorno B de K tal que
cow

(K) 6= co(B) (naturalmente B 6= K y B 6= Ext(K) si `1 * X; ver Contraejemplos
de Cap. siguiente). En tal caso existen d > 0 y  2 X vericando la desigualdad (4.1)
(es decir, Bindex( ;K) > d) y  sera universalmente medible sobre B(X), si X carece
de copias de `1.
(d) Aunque en las estimaciones que obtenemos aquilatamos mas, de entrada, un
funcional  2 X que verique (4.1) no puede ser 1-Baire sobre B(X). En efecto, si lo
fuese, entonces  2 B1b(B(X))\X = Seq(X) (por T. de Odell-Rosenthal). As que
existira una secuencia (xn)n  X tal que xn !  en la w topologa. Por la igualdad
de Simons obtendramos que:
suph ;Bi = supf lm
n!1hb; xni : b 2 Bg = supflm supn!1 hb; xni : b 2 Bg =
= supflm sup
n!1
hh; xni : h 2 cow(K)g = supf lm
n!1hh; xni : h 2 co
w(K)g =
= suph ; cow(K)i;
lo que contradice (4.1).
4.2. Distancia a B1b(H) para H convexo
Sean H  X un subconjunto w-compacto de un espacio de Banach dual X, B un
contorno de H y T : X ! C(H) el operador continuo tal que Tx := x  H; 8x 2 X; y
' 2 B1b((H;w)). Entonces
(1) Para toda probabilidad  2 PR(H), T  es la resultante r() o baricentro de .
Por tanto T  2 cow(H).
(2) Si ' 2 B1b(H), ~' 2 C(H) sera el (unico) elemento de Seq(C(H)) tal que
S( ~') = ' (ver Proposicion 4.1). Es decir, como ' 2 B1b(H), ' es Borel-medible sobre
H y




(3) C(H) es el espacioMR(H) de las medidas de Radon sobreH. Mas concretamente
C(H) =MR(H) = `1(H)1 MdR(H) (4.2)
siendo `1(H) el espacio de las medidas puramente atomicas sobre H y M
d
R(H) el de las
medidas difusas o puramente no-atomicas. Ademas
C(H) = `1(H)1 (MdR(H)):
Si S : `1(H) ! C(H) es la inclusion canonica asociada a la descomposicion (4.2),
S : C(H) ! `1(H) es un cociente canonico.
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Proposicion 4.1. Sean K un espacio compacto Hausdor y S : `1(K) ! C(K) la
inclusion canonica isometrica tal que, 8a := (ak)k2K 2 `1(K); S(a) es la medida de
Radon puramente atomica
P
k2K ak  1fkg. Entonces S : C(K) ! `1(K) es un
cociente tal que
(1) S(Seq(C(K))) = B1b(K).
(2) S es un isomorsmo isometrico entre Seq(C(K)) y B1b(K).
Demostracion. (1) Sea  2 C(K). Entonces S( ) =   K, considerando a K
canonicamente sumergido en C(K), de modo que a cada punto k 2 K le hacemos
corresponder la medida de Dirac k de masa 1 sobre k. Si (fn)n1  C(K) verica que
fn
w!  , entonces fn !   K puntualmente sobre K. Por tanto S( ) 2 B1b(K). Y
viceversa, sea ' 2 B1b(K) y sea (fn)n1  C(K) vericando fn!' puntualmente sobre
K. Sin perdida de generalidad, podemos suponer que kfnk  k'k; 8n  1, de donde,







Por tanto, si denimos h ~'; i = RK '(k)d; 8 2 C(K); se verica que ~' 2
Seq(C(K)) y S( ~') = '.
(2) Bastara probar que, si  2 Seq(C(K)), entonces kS( )k = k k, es decir, que
k k = supfjh ;1kij : k 2 Kg =: k  Kk = kS( )k:
De entrada, obviamente k k  kS( )k. Para probar la desigualdad contraria, sea
(fn)n1  C(K) vericando fn w
!  . En particular, (fn)n1  C(K) es una sucesion
uniformemente acotada y fn! puntualmente sobreK. As que por el T. de la Convergencia
Dominada, se tiene que
8 2 C(K); h ; i = lm








k k = supfjh ; ij :  2 B(C(K))g = supfj
Z
K
 (k)dj :  2 B(C(K))g  k  Kk:

Proposicion 4.2. Sea K un compacto Hausdor y z 2 C(K). Supongamos que z =
z1 + z2, con z1 2 `1(K) y z2 2 MdR(K). Entonces, si 0 <  < kz2k   kz1k, existe un
subconjunto w-cerrado S  K tal que z -oscila uniformemente sobre el subconjunto
w-compacto convexo PR(S)  PR(K). Por tanto
Frag(z;PR(K))  kz2k   kz1k:
52 DISTANCIAS A B1B(H), SEQ(X) Y SEQ(C(K))
Demostracion. Sean 0 <  tal que  +  < kz2k   kz1k y  2 PR(K) tales que
jhz; ij > kz2k   . Sin perdida de generalidad podemos suponer que hz; i > kz2k   .
A continuacion consideramos la restriccion z  L1() 2 L1() = L1() y elegimos
' : K ! R funcion Borel acotada tal que
    < hz; i =
Z
K



















; 8B 2 Bo(K):
Claramente  << . Sea S := sop() el soporte de , que es un subconjunto w-
compacto de K. Se tiene lo siguiente:
(i) Sea P := f 2 PR(K) :  << g. Se prueba facilmente (un peque~no ejercicio)
que P es un subconjunto w-denso de PR(S).




'  d =
Z
E
'  d =
Z
E
'+  d     
(iii) Sea PaR(S) la familia de elementos puramente atomicos de PR(S). Se tiene que
PaR(S) es un subconjunto w-denso de PR(S) tal que para todo  2 PaR(S) se tiene
jhz; ij  kz1k porque
kz1k = supfhz; ij :  2 `1(K)g:
Sea V  PR(K) un subconjunto w-abierto (relativo) de PR(K) tal que V PR(S) 6= ;.
Entonces V \ PaR(S) 6= ; 6= V \ P, por lo que
suphz; V \ PaR(S)i  kz1k < kz2k     nfhz;Pi:
Como  < kz2k   kz1j + , concluimos que PR(S) es un subconjunto de -oscilacion
uniforme de z en PR(K). Esto termina la prueba. 
Corolario 4.3. Sean K un compacto Hausdor y  2 C(K) \ B01b(PR(K)) (por
ejemplo,  2 Seq(C(K))). Entonces Frag( ;K) = 0 y, si  =  1 +  2 con  1 2
`1(K) y  2 2MdR(K), se verica que k k = k 1k  k 2k.
Demostracion. Como  2 B01b(PR(K)), se tiene que Frag( ;PR(K)) = 0. Ahora basta
aplicar la Proposicion 4.2. 
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Proposicion 4.4. Sean X un espacio de Banach, K  X un subconjunto w-compacto,
T : X ! C(K) tal que Tx := x  K y  2 X. Entonces
Frag( ;K)  Frag(T  ;PR(K))  Frag( ; cow(K)):
Por tanto, si K es convexo, Frag( ;K) = Frag(T  ;PR(K)).
Demostracion. Como en PR(K) hay una copia homeomorfa de K, es claro que
Frag( ;K)  Frag(T  ;PR(K)). Veamos que Frag(T  ;PR(K))  Frag( ; cow(K)).
Sean  := Frag( ; cow

(K)),  >  y ; 6= A  PR(K). Es claro que T (A)  cow(K).
Por hipotesis existe un subconjunto w-abierto V  X tal que V \ T (A) 6= ; y
diam(V \ T (A))  . Sea W := T  1(V ) \ PR(K), que es un subconjunto w-abierto
de PR(K) tal que
(i) W \A 6= ; y T (W \A) = V \ T (A).
(ii) hT  ;W\Ai = h ; T (W\A)i = h ; V \T (A)i, de donde diamhT  ;W\Ai 
.
Esto prueba que Frag(T  ;PR(K))  Frag( ; cow(K)). 
Lema 4.5. Sean K un subconjunto compacto Hausdor y  ;' 2 `1(K) tales que
Frag(';K) = 0 (es decir, ' 2 B01b(K)). Entonces Frag( + ';K) = Frag( ;K).
Demostracion. Sea  = Frag( ;K). Entonces  2 B1b(K), de donde  + ' 2 B1b(K) +
B01b(K) = B01b(K), por lo que Frag( +';K)  Frag( ;K). Por un argumento analogo
se tiene
Frag( ;K) = Frag( + '  ';K)  Frag( + ';K):
En consecuencia, Frag( + ';K) = Frag( ;K). 
Proposicion 4.6. Sean X un espacio de Banach, K  X un subconjunto w-compacto,
T : X ! C(K) siendo Tx := x  K; 8x 2 X, y  2 X tal que
0 < a = dist(T  ;Seq(C(K)))  dist( ;B1b(K)):
Entonces
a  Frag(T  ;PR(K))  Frag( ; cow(K)):
Demostracion. Sean  > 0 y ' 2 B1b(K) tal que k   'k < dist( ;B1b(K)) +  en
`1(K). Combinando con la hipotesis obtenemos que
kT    ~'k > k   'k   + a:
Por otra parte, tenemos la descomposicion
T    ~' = z1 + z2; z1 2 `1(K); z2 2MRd(K);
siendo z1 := (   ')  K 2 `1(K). Por la Proposicion 4.2 se tiene
Frag(T    ~';PR(K))  a  :
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Como ~' 2 Seq(C(K)), resulta Frag( ~';PR(K)) = 0. Por el Lema 4.5 obtenemos
a    Frag(T  ;PR(K)):
Como  > 0 es arbitrario concluimos que
a  Frag(T  ;PR(K)):
Finalmente la desigualdad Frag(T  ;PR(K))  Frag( ; cow(K)) esta probada en la
Proposicion 4.4. 
Proposicion 4.7. Sean X un espacio de Banach, H  X un subconjunto w-compacto
convexo, T : X ! C(H) tal que Tx := x  H; 8x 2 X,  2 X y ' 2 B1b(H). Entonces
k   'k`1(H)
(a)
 kT    ~'kC(H)
(b)
 3k   'k`1(H):
En consecuencia
dist(  H;B1b(H))  dist(T  ;Seq(C(H)))  3dist(  H;B1b(H)):
Demostracion. Sabemos que C(H) = `1(H) 1 MdR(H). El vector T    ~' 2
C(H) se descompone de la siguiente manera
T    ~' = z1 + z2; z1 2 `1(H); z2 2MdR(H);
siendo z1 = (   ')  H 2 `1(H).
(a) La desigualdad (a) es obvia porque kz1k  kz1 + z2k.
(b) Supongamos que k  'k <  en `1(H). Queremos probar que kT    ~'k < 3,
de donde se deduce inmediatamente que kT    ~'k  3k   'k. Supongamos que
kT    ~'k  3. Entonces
kz2k > kz1k y kz2k   kz1k > 2:
Aplicando Proposicion 4.4, Lema 4.5 y Proposicion 4.2 obtenemos
Frag( ;H)  Frag(T  ;PR(H))  kz2k   kz1k > 2: (4.3)
Aserto. Frag( ;H) < 2.
En efecto, aplicando el Lema 4.5 se tiene
Frag( ;H) = Frag(   ';H)  2k   'k < 2:
Hemos llegado a una cotradiccion con (4.3) que prueba el enunciado. 
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Proposicion 4.8. Sean X un espacio de Banach, H  X un subconjunto w-compacto
convexo, T : X ! C(H) tal que Tx := x  H; 8x 2 X, y  2 X tal que   H 2
B01b(H).
(A) Supongamos que   H 2 B01b(H). Entonces:
(A1) T  2 B01b(PR(H)) y, 8' 2 B1b(H), se tiene T    ~' 2 B01b(PR(H)) y
kT    ~'k  k   'k`1(H).
(A2) 8' 2 B1b(H), kT    ~'k = k   'k`1(H) y dist(T  ;Seq(C(H))) =
dist( ;B1b(H)):
(B) Supongamos que X carece de una copia de `1. Entonces dist(T
 ;Seq(C(H))) =
dist( ;B1b(H)).
Demostracion. (A1) Por la Proposicion 4.4 sabemos que
Frag(T  ;PR(H)) = Frag( ;H):
Como Frag( ;H) = 0 (porque  2 B01b(H)), concluimos que Frag(T  ;PR(H)) = 0,
es decir, T  2 B01b(PR(H)). Por tanto, 8' 2 B1b(H), se tiene T    ~' 2 B01b(PR(H))
por Lema 4.5. Finalmente que kT    ~'k  k   'k`1(H) sale de la Proposicion 4.2.
(A2) sale de (1) y de la Proposicion 4.7.
(B) es consecuencia de (A2) y de la Prop. 2.14. 
Recordemos que, para  2 X yK  X un subconjunto w-compacto, elBindex( ;K)
y el Bindex(K) se han denido en la Def. 1.13.
Lema 4.9. Sean X un espacio de Banach, K  X un subconjunto w-compacto, B un
contorno de K, w0 2 cow(K),  2 X y d > 0 tales que
h ;w0i > suph ; co(B)i+ d: (4.4)
(I) Si K  B(X), dist( ;Seq(X))  12d.
(II) Se tiene que dist(T  ;Seq(C(K)))  12d siendo T : X ! C(K) tal que
Tx := x  K. En consecuencia dist(T  ;Seq(C(K)))  12Bindex( ;K).
Demostracion. (I) Supongamos que dist( ;Seq(X)) < 12d y sea ' 2 Seq(X))
tal que k   'k < 12d. Como ' 2 Seq(X), por la igualdad de Simons se verica
suph'; cow(K)i = suph'; co(B)i. Por tanto
h ;w0i < h';w0i+ 12d  suph'; cow

(K)i+ 12d =
= suph'; co(B)i+ 12d  suph mco(B)i+ d:
Hemos llegado a una desigualdad en contradiccion con (4.4), lo que prueba el enunciado.
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(II) Supongamos que k k = 1. Sea r0 := suph ; co(B)i. Supongamos que el resultado
es falso. Entonces existen ' 2 B1b(K), un numero real d0 con 0 < d0 < d y un vector
e 2 B(C(K)) tales que T  = ~'+ d02 e en C(K). Sean
U := fz 2 B(X) : hz; w0i  r0 + dg y V := fx 2 B(X) : hw0; xi  r0 + dg:
Claramente, U = V
w
,  2 U , T  2 TV w y










Puesto que ~' 2 Seq(C(K)), por [84, REMARK, p. 379] existen secuencias fxn : n 
1g  V y ffn : n  1g  B(C(K)) tales que
T xn + d
0
2 fn ! ~' en (C(K); w): (4.5)














hT xn + d02 fn; pi ! h ~'; pi = '(p);
de donde obtenemos que
lm sup
n!1
hp; xni = lm sup
n!1
hT xn; pi = lm sup
n!1
hT xn + d02 fn; pi   hd02 fn; pi =
= '(p) + lm sup
n!1






hp; xni  r0 + d0:





hh; xni  lm sup
n!1
hw0; xni  r0 + d:
Concluimos que r0 + d
0  r0 + d, esto es, d0  d, una contradiccion. Esto completa la
prueba en el caso k k = 1.
(B) Sea  2 X arbitrario, pero tal que  6= 0. De la desigualdad (4.4) obtenemos
h =k k; w0i > suph =k k; co(B)i+ d=k k. De (A) sale que
dist(T ( =k k);Seq(C(K)))  d
2k k ;
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y nalmente dist(T  ;Seq(C(K)))  12d.
(C) Sea W  K un subconjunto w-compacto y denotemos T1(x) = x W; 8x 2 X.
Es inmediato que dist(T  ;Seq(C(K)))  dist(T 1  ;Seq(C(W ))), de donde por
lo anterior obtenemos
dist(T  ;Seq(C(K)))  12Bindex( ;K):

Proposicion 4.10. Sean X un espacio de Banach, H un subconjunto convexo w-
compacto de B(X), w0 2 H, B  H un contorno de H, d > 0 y  2 X tales
que
h ;w0i > suph ;Bi+ d:
Entonces dist( ; Seq(X;H)) > d2 .
Demostracion. Sea T : X ! C(H) el operador restriccion tal que Tx = x  H; 8x 2 X.
Observemos que kTk  1 porque H  B(X).
Aserto. T (Seq(X;H))  Seq(C(H)).
En efecto, sea z 2 Seq(X;H). Entonces z  H 2 B1b(H) y de la Proposicion 4.7
sale que
dist(T z;Seq(C(H)))  3dist(z  H;B1b(H)) = 0:
Como Seq(C(H)) es un subespacio cerrado de C(H) (por [78]), concluimos que
T z 2 Seq(C(H)) (ver tambien la prueba del Aserto 1 de la Proposicion 1.25).
Como kTk  1 se tiene que
dist( ; Seq(X; H))  dist(T  ;Seq(C(H))):
Del Lema 4.9 obtenemos que dist( ; Seq(X;H))  d2 . 
Proposicion 4.11. Sean X un espacio de Banach, H  X un subconjunto convexo
w-compacto, B un contorno de H, w0 2 H,  2 X y d > 0 tales que
h ;w0i > suph ; co(B)i+ d:
Entonces dist(  H;B1b(H))  16d en `1(H).
Demostracion. La prueba sale de la Proposicion 4.7 y el Lema 4.9. 
Proposicion 4.12. Si X es un espacio de Banach y H  X un subconjunto convexo
w-compacto de X, entonces para todo  2 X se verica
dist(  H;B1b(H))  16Bindex( ;H):
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Demostracion. Como dist(  H;B1b(H))  dist( W;B1b(W )) para todo subconjunto
w-compacto convexo W  H, bastara probar que, si existen un subconjunto w-
compacto convexo W  H, d > 0, w0 2 H y un contorno B de W tales que
h ;w0i > suph ; co(B)i+ d;
entonces dist( W;B1b(W ))  16d, lo que sale de la Proposicion 4.11. 
Corolario 4.13. Sean X un espacio de Banach, H un subconjunto convexo w-compacto
de X, C  X un subconjunto convexo y  2 X tal que  2 Cw. Son equivalentes:
(1)   H 2 B1b(H).
(2) Existe una secuencia (xn)n1  C tal que xn !  sobre H.
Demostracion. (2)) (1) es obvio.
(1) ) (2). Sea T : X ! C(H) el operador tal que T (x) = x  H. Puesto que
  H 2 B1b(H), de la proposicion 4.7 sale que
dist(T  ;Seq(C(H)))  3dist(  H;B1b(H)) = 0:
Como Seq(C(H)) es un subespacio cerrado de C(H), concluimos que
T  2 Seq(C(H)). Como tambien T  2 T (C)w

, la implicacion sale de [84,
Sublemma, p. 379]. 
Corolario 4.14. Sean X un espacio de Banach, H un subconjunto convexo w-compacto
de X y  2 X. Entonces:
(a) Si  2 Seq(X;H), existe una secuencia (xn)n1  X con kxnk  k k tal que
xn !  sobre H.
(b)  2 B1b(H) sii  2 Seq(X;H).
Demostracion. (a) Por hipotesis   H 2 B1b(H) y tambien  2 k kB(X)w

. Ahora
basta aplicar el Corolario 4.13.
(b) Sale del Corolario 4.13 y de que  2 k kB(X)w

. 
Corolario 4.15. Sean X un espacio de Banach, H un subconjunto convexo w-compacto
de B(X) y  2 X. Entonces
dist( ; Seq(X))  dist( ; Seq(X;H))  12Bindex( ;H)  12Pindex( ;H)
y por tanto
dist( ; Seq(X))  12Bindex( ;B(X))  12Pindex( ;B(X)):
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Demostracion. Es consecuencia de la Proposicion 4.10 y las deniciones de
Bindex( ;B(X)) y Pindex( ;B(X)). 
Corolario 4.16. Sea X un espacio de Banach y H  X un subconjunto convexo
w-compacto tal que Seq(X;H) = X. Entonces para todo subconjunto w-compacto
W  H y todo contorno B de W se verica co(B) = cow(K).
Demostracion. La prueba sale inmediatamente de la Proposicion 4.10.

4.3. Distancia a B1b(K) con K 2 (P )
Hasta ahora hemos trabajado con un subconjunto convexo w-compacto H de un
espacio de Banach dual X y hemos relacionado, dados un contorno B de H y un
vector  2 X tales que suph ;Hi > suph ; co(B)i + d; d > 0; el numero d con la
distancia dist(  H;B1b(H)), etc. Cuando H no es convexo se pueden obtener tambien
estimaciones parecidas, bajo la hipotesis H 2 (P ), como vemos a continuacion.
Lema 4.17. Sean X un espacio de Banach y K  X un subconjunto w-compacto tal
que K 2 (P ). Sea T : X ! C(K) el operador continuo denido por Tx := x  K para
todo x 2 X. Entonces para todo  2 X se verica que
dist(T  ;Seq(C(K))) = dist(  K;B1b(K));
donde
(i) dist(T  ;Seq(C(K))) es la distancia con la norma de C(K).
(ii) dist(  K;B1b(K)) es la distancia en `1(K).
Demostracion. En primer termino, es inmediato que
dist(T  ;Seq(C(K)))  dist(  K;B1b(K));
porque Seq(C(K))  K = B1b(K) y ; 8' 2 B1b(K); kT    ~'k  kS(T    ~')k =
k  K   'k (ver Proposicion 4.1). Veamos que
dist(T  ;Seq(C(K)))  dist(  K;B1b(K)): (4.6)
Sean ' 2 B1b(K) y  > 0 tales que k  K   'k   en `1(K). Queremos ver que
kT    ~'k   en C(K). Sea  2 PR(K). Puesto que  verica el calculo baricentrico
sobre K (porque K 2 (P ), ver Proposicion 1.18), se tiene que
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De aqu que
jhT    ~'; ij 
Z
K
j (k)  ~'(k)jd  :
En consecuencia
kT    ~'k = supfjhT    ~'; ij :  2 PR(K)g  :
Como ~' 2 Seq(C(K)), deducimos que dist(T  ;Seq(C(K)))   y de aqu se
obtiene (4.6). 
Lema 4.18. Sean X un espacio de Banach, K  X un subconjunto w-compacto con
K 2 (P ), B un contorno de K, w0 2 cow(K),  2 X y d > 0 tales que
h ;w0i > suph ; co(B)i+ d:
Entonces dist(  K;B1b(K))  12d.
Demostracion. Por el Lema 4.9 sabemos que dist(T  ;Seq(C(K))  12d, siendo T :
X ! C(K) tal que Tx := x  K. Ahora basta aplicar el Lema 4.17. 
Proposicion 4.19. Si X es un espacio de Banach y K  X un subconjunto w-
compacto de X con K 2 (P ), entonces para todo  2 X se verica
dist(  K;B1b(K))  12Bindex( ;K):
Demostracion. Bastara probar que si existen un subconjunto w-compacto W  K,
w0 2 cow(W ), d > 0 y un contorno B de W tales que
h ;w0i > suph ; co(B)i+ d;
entonces dist( W;B1b(W ))  12d, lo que sale de Lema 4.18. 
Captulo 5
Contornos, w-N-familias y copias
de la base de `1(c)
5.1. Introduccion
En este Captulo nos proponemos dos objetivos, a saber:
(1) \Localizar" , en ciertos casos, una w-N-familia y una copia de la base de `1(c)
dentro de un subconjunto convexo w-compacto K de un espacio de Banach dual X,
cuando co(B) 6= cow(K), siendo B un contorno de K. Como vamos a ver, seran
fundamentales los resultados sobre la distancia dist( ;B1b(H)) obtenidos en el Captulo
anterior.
(2) Caracterizar la propiedad (P ) de un cierto w-compactoK  X (o un subconjunto
arbitrario Y  X) a traves de los contornos que son w-contablemente determinados.
Recordemos que la propiedad (P ) deX, globalmente considerado (es decir, la propiedad
(P ) de B(X)), ha sido caracterizada: (i) por Haydon que probo que X, globalmente
considerado, tiene la propiedad (P ) sii X carece de copias de `1; (ii) en [14] a traves de
los contornos wKA de B(X). Nosotros caracterizamos la propiedad (P ) de cualquier
subconjunto w-compacto K  X (o un subconjunto arbitrario Y  X) a traves de
los contornos w-contablemente determinados.
5.2. Localizacion de w-N-familias y copias de la base de
`1(c)
Si K es un subconjunto w-compacto de un espacio de Banach dual X y co(K) 6=
cow

(K), siempre existe dentro de K una w-N-familia y una copia de la base de `1(c)
(ver [60, Lemma 3.2],[61, Proposition 2.5]). Sin embargo, del hecho co(B) 6= cow(K),
siendo B un mero contorno de K, no puede deducirse, en general, la localizacion dentro
de K ni de una w-N-familia ni de una copia de la base de `1(c). Veamos algunos
contraejemplos.
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Contraejemplo 1. Sea I un conjunto incontable y X := c0(I). Sean B := fei :
i 2 Ig los vectores de la base canonica de X = `1(I). Entonces B es un contorno
del subconjunto w-compacto K := fei : i 2 Igw

= fei : i 2 Ig [ f0g y, sin embargo,
0 =2 co(B). En este caso no hay en K ninguna w-N-familia porque, si un espacio dual
X posee una w-N-familia, entonces X posee copia de `1 (ver Nota 1.5). Sin embargo,
s existe en K una copia de la base de `1(@1). Es el propio contorno B. 
Contraejemplo 2. Sean X = C([1; !1]), K = [1; !1] visto como un subconjunto
w-compacto de C([1; !1]) = `1([1; !1]) y B = [1; !1). B es contorno de K porque, para
toda funcion continua f : [1; !1] ! R, existe un punto 1   < !1 (dependiente de f ,
naturalmente) tal que f es constante en [; !1]. Observemos que K no es metrizable.
Claramente co(B) 6= cow(K) porque co(B)  `1([1; !1)) y, por tanto, !1 =2 co(B),
aunque !1 2 cow(K) (de hecho dist(cow(K); co(B)) = 1). K carece de una w-N-
familia porque C([1; !1]) es Asplund y no puede contener copias `1. Sin embargo, el
propio K es una copia de la base de `1(@1) en C([1; !1]). 
Contraejemplo 3. En el siguiente contraejemplo mostramos un espacio de Banach
X tal queX no posee ni una w-N-familia ni una copia de la base de `1(c) y, sin embargo,
hay en X un subconjunto w-compacto y un contorno B de K tales que co(B) 6=
cow

(K). La idea es coger un espacio de Banach Y con Y@0 6= Y  tal que Y  carezca
de una copia de `1(c). Luego se considera el subconjunto w
-compacto K := B(Y )
y el contorno B0 = Y@0 \ B(Y ). Bajo estas premisas, claramente, co(B0) 6= B(Y )
porque co(B0)  Y@0 6= Y . Un espacio de Banach Y , con Y@0 6= Y  y sin una copia
isomorca de `1(c) en Y
, es, por ejemplo, el predual isometrico Y del espacio largo de
James (the long James space) J(!1) (ver [12, 7.7.4 Proposition, p. 348],[32]). En efecto
(i) Y y todos sus sucesivos duales son Asplund. Por tanto, Y  = J(!1) carece de
copia isomorca de `1(c).
(ii) Con la notacion de [12, p. 346], se tiene que e!1 2 Y  = J(!1) pero e!1 =2 Y@0 y
por tanto Y@0 6= Y . De hecho, si A  Y es una familia contable, existe 0 < !1 tal que
A  [fe :   0;  ordinal no lmite g]. De aqu que, si 0 <  < !1, el vector basico
h := 1(;!1] de Y
 = J(!1) satisface ha; hi = 0; 8a 2 A, pero he!1 ; hi = 1. Esto quiere
decir que dist(e!1 ; Y@0) = 1 y, por tanto, para cada  > 0 existe   2 S(Y ) tal que
   Y@0 = 0 y h ; e!1i > 1 . Por la Proposicion 4.11 dist(   B(Y );B1b(B(Y )) 
1 
6 . Naturalmente,  2 B01b(B(Y )) y verica el calculo baricentrico sobre B(Y ) (por
la Prop. 2.14 y la Prop. 1.18) pues Y carece de copia de `1 ya que es Asplund. 
A pesar de los anteriores contraejemplos, en muchos casos (que vamos a caracterizar
en lo que sigue) el hecho co(B) 6= cow(K) implica que K -y algunas veces el propio
contorno B- posee una w-N-familia y una copia de la base de `1(c). Nuestro abordaje
a este problema consta de dos etapas:
Etapa 1. En esta etapa consideramos el caso en que K es w-metrizable. En este
caso K siempre contiene una w-N-familia y una copia de la base de `1(c).
Etapa 2. Se considera el caso general, que de hecho se reduce al caso metrizable.
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5.3. El caso metrizable
Vamos a probar que cuando K es un subconjunto w-metrizable w-compacto de un
espacio de Banach dual X y B es un contorno de K, el hecho co(B) 6= cow(K) siempre
implica que K posee una w-N-familia y una copia de la base de `1(c). Primeramente,
observemos que bajo la hipotesis de K w-metrizable, sin perdida de generalidad, se
puede suponer que X es separable por Lema 3.23 y Lema 3.24.
En [47, Theorem I.2] se prueba que, si X es un espacio de Banach separable, K  X
un subconjunto w-compacto y B un contorno de aK, el hecho co(B) 6= cow(K) implica
que X posee una copia de `1 y, por tanto, X
 posee copias de `1(c). Sin embargo, de
[47, Theorem I.2] no puede deducirse que K contenga la base de una de estas copias.
En la siguiente proposicion probamos que, bajo los anteriores supuestos, K posee una
w-N-familia y una copia de la base de `1(c). En esta prueba se hace uso de los resultados
del Captulo anterior relativos a la distancia al espacio B1b(K) de las funciones 1-Baire
sobre K.
Proposicion 5.1. Sean X un espacio de Banach, H  X un subconjunto convexo
w-compacto y B  H un contorno tal que DIST (H; co(B)) > d > 0. Si H es w-
metrizable, H tiene una w-N-familia A de anchura(A)  d3 y una copia de la base de
`1(c). En consecuencia Width(H)  13DIST (H; co(B)) y Width(H)  13Bindex(H).
Demostracion. Puesto que DIST (H; co(B)) > d, podemos coger un vector w0 2 H tal
que dist(w0; co(B)) > d > 0. Por el Teorema de separacion de Hahn existe  2 S(X)
tal que nfh ;w0   co(B)i > d (ver [60, Lemma 2.1]), esto es
h ;w0i > suph ; co(B)i+ d
Por tanto dist(  H;B1b(H)) > 16d por Lema 4.9. Ya que H es w-metrizable, se
verica que B01b(H) = B1b(H) y por la Prop. 2.18 (ver [59, Proposition 6.4]) tenemos
que dist(  H;B1b(H)) = 12Frag(  H;H), donde Frag(  H;H) es el ndice de
fragmentacion de   H en H. Recordemos (ver la Def. 2.7) que para una funcion
f : H ! R el ndice de fragmentacion Frag(f;H) es el nmo de la familia de numeros
  0 tales que para todo  >  y todo subconjunto no-vaco F  H, existe un abierto
V  H tal que V \ F 6= ; y diam(f(V \ F ))  . Es claro que, 8  0; B1b(H) = ff 2
`1(H) : Frag(f;H)  g.
Por tanto, como Frag(  H;H) > 13d > 0, entonces   H =2 B
d=3
1b (H). Por la Prop.
2.9 (ver [59, Proposition 6.1]) existe un subconjunto no vaco w-compacto F  H y
dos numeros reales s < t con t  s > 13d tales que F \ f  sg
w
= F = F \ f  tgw

.
As que existen dos numeros reales s0 < t0 con s < s0 < t0 < t y t0  s0 > 13d tal que todo
subconjunto w-abierto V  X con V \ F 6= ; satisface
nfh ; V \ F i  s < s0 < t0 < t  suph ; V \ F i:
Por tanto, si F es una familia nita de subconjuntos w-abiertos de X con V \ F 6=
;; 8V 2 F , por la w-densidad de B(X) en B(X) existe xF 2 B(X) tal que
nfhV \ F; xF i < s0 < t0 < suphV \ F; xF i; 8V 2 F :
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De este hecho y de la prueba de la implicacion (5) ) (6) de [61, Proposition 2.5]
obtenemos que H contiene una w-N-familia A tal que anchura(A)  13d.
Finalmente, la desigualdades Width(H)  13DIST (H; co(B)) y Width(H) 
1
3Bindex(H) salen de lo anterior y la denicion de Bindex(H) (ver Denicion 1.13).

Veamos la relacion cuantitativa entre Width(H) y Bindex(H).
Corolario 5.2. Sean X un espacio de Banach y H un subconjunto w-compacto de X.
Entonces
(1) Width(H)  Bindex(H).
(2) Si H es w-metrizable, se tiene que Width(H) = 0 si y solo si Bindex(H) = 0.
(3) Si H es convexo y w-metrizable, entoncesWidth(H)  Bindex(H)  3Width(H)
Demostracion. (1) Sabemos que Width(H) = Pindex(H) por la Prop. 1.10 y, ademas,
claramente Pindex(H)  Bindex(H).
(2) Primeramente,Width(H) = 0 siempre que Bindex(H) = 0 por (1). Supongamos
que Bindex(H) > 0 y probemos que Width(H) > 0. El hecho Bindex(H) > 0 signica
que existen un subconjunto w-compacto W  H y un contorno B de W tales que
dist(cow

(W ); co(B)) > 0. Por tanto Width(cow

(W )) > 0 por la Proposicion 5.1. De
[61, Proposition 2.5, Proposition 3.8] sale que Width(W ) > 0 y que Width(H) > 0, y
esto completa la prueba de (2).
(3) sale de (1) y de la Proposicion 5.1. 
5.4. El caso general
Este caso se reduce al caso metrizable como vamos a ver. Comencemos con la
siguiente denicion.
Denicion 5.3. Si X es un espacio de Banach y K  X un subconjunto w-compacto
de X, denimos el c-B-ndice de K (abrev., Bindexc(K)) como el supremo de los
Bindex(i(K)), siendo i el operador adjunto de la inclusion canonica i : Y ! X y Y
un subespacio separable de X.
Notas. Sea K un subconjunto w-compacto del espacio de Banach dual X.
(1) SiX es separable (o siK es w-metrizable), claramenteBindex(K)  Bindexc(K).
Pero si X es no-separable, puede ser que Bindex(K) > 0 y Bindexc(K) = 0. Esto es lo
que ocurre en los anteriores Contraejemplos.
(2) Si B  K es un contorno tal que DIST@0(cow

(K); co(B)) > d > 0, entonces
BindeX@0(K) > d. En efecto, sean w0 2 cow

(K) y  2 S(X@0) tales que h ;w0i >
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suph ; co(B)i+ d. Sea Y  X un subespacio separable tal que  2 Y w y i : Y ! X la
inclusion canonica. Viendo  como un elemento de S(Y ) y observando que i(w0) 2
i(cow(K)) = cow(i(K)), se verica
h ; i(w0)i = h ;w0i > suph ; co(B)i+ d = suph ; i(co(B))i+ d:
Finalmente, puesto que i(B) es un contorno de i(K), resulta Bindex(i(K)) > d y de
aqu que Bindexc(K) > d.
Proposicion 5.4. Sean X un espacio de Banach y H un subconjunto w-compacto de
X. Entonces
(A) Width(H)  BindeX@0(H).
(B) Si H es convexo entonces Width(H)  BindeX@0(H)  3Width(H).
Demostracion. (A) Sea F  H una w-N-familia con width(F) > d > 0 asociada a las
secuencias frm : m  1g  R y fxm : m  1g  B(X). Sean Y := [fxm : m  1g] y
i : Y ! X la inclusion canonica. Obviamente, i(F) es una w-N-familia de i(H) con
width(i(F)) > d > 0 asociada a las secuencias frm : m  1g  R y fxm : m  1g 
B(Y ). Por el Corolario 5.2
d Width(i(H))  Bindex(i(H))  Bindexc(H):
Por tanto, Width(H)  Bindexc(H).
(B) Supongamos que H es convexo. En primer termino, Width(H)  Bindexc(H)
por (A). A continuacion suponemos que Bindexc(H) > d > 0 y probamos que d=3 <
Width(H). El hecho Bindexc(H) > d > 0 implica que existe un subespacio cerrado
separable Y  X tal que Bindex(i(H)) > d, siendo i : Y ! X la inclusion canonica.
Por el Corolario 5.2Width(i(H)) > d=3 y por tanto existe en i(H) una w-N-familiaA0
con width(A0) > d=3 asociada a ciertas secuencias fyn : n  1g  B(Y ) y frn : n  1g 
R. Por cada a 2 A0 elegimos ka 2 H tal que i(ka) = a. Entonces A := fka : a 2 A0g es
una w-N-familia con width(A) > d=3 asociada a las secuencias fi(yn) : n  1g  B(X)
y frn : n  1g  R. Por tanto Width(H) > d=3 y 3Width(H)  Bindexc(H). 
Corolario 5.5. Sean X un espacio de Banach y K un subconjunto w-compacto de X.
Los siguientes enunciados son equivalentes:
(1) Width(cow

(K)) = 0; (1') Bindexc(co
w(K)) = 0.
(2) Width(K) = 0; (2') Bindexc(K) = 0.
Demostracion. (1), (10) y (20)) (2) salen de la Proposicion 5.4. (1), (2) esta probado
en [61, Prop. 2.5, Prop. 3.8]. Finalmente, (10)) (20) es obvio. 
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Proposicion 5.6. Sea K un subconjunto w-compacto del espacio de Banach dual X.
Los siguientes enunciados son equivalentes:
(1) Bindexc(K) = 0.
(2) coT@0 (B) = cow(H) para todo subconjunto w-compacto H de K y todo contorno
B de H.
Demostracion. (1)) (2). Supongamos que coT@0 (B) 6= cow(H) para cierto subconjunto
w-compacto H de K y cierto contorno B de H. Esto signica que existe un punto
w0 2 cow(H) que se puede separar estrictamente de co(B) usando elementos de X@0 .
Precisamente, que existen un subespacio cerrado separable Y  X, un vector  2
S(Y ) = S(Y w

) y un numero positivo d > 0 tales que
h ;w0i > suph ; co(B)i+ d:
Por tanto, si i : Y ! X es la inclusion canonica, se tiene
h ; i(w0)i > suph ; co(i(B))i+ d: (5.1)
Como i(w0) 2 cow(i(H)), de (5.1) obtenemos DIST (cow(i(H)); co(i(B)) > d >
0. De aqu que Bindex(i(H)) > d pues i(B) es un contorno de i(H). As que
Bindexc(K) > d, una contradiccion que prueba la implicacion (1)) (2).
(2) ) (1). Supongamos que Bindexc(K) > 0. Entonces, por la denicion de
Bindexc(K), existe un subespacio cerrado separable Y  X tal que Bindex(i(K)) > 0,
donde i : Y ! X es la inclusion canonica. Del Corolario 5.2 obtenemos queWidth(i(K)) >
0. De aqu que, por [61, Lemma 2.4], existe un subconjunto w-compacto L  i(K) tal
que co(L) 6= cow(L). Por tanto existen  2 B(Y ) = B(Y w), d > 0 y v0 2 cow(L)
tales que
h ; v0i > suph ; co(L)i+ d: (5.2)
Sea W := i 1(L) \K.
Aserto. coT@0 (W ) 6= cow(W ).
En efecto, sea w0 2 cow(W ) tal que i(w0) = v0. Entonces, teniendo en cuenta que
co(L) = i(co(W )),  = i y (5.2), obtenemos
h ;w0i = hi ;w0i = h ; i(w0)i = h ; v0i > suph ; i(co(W ))i+ d =
= suph ; co(W )i+ d:
Como  2 X@0 , concluimos que w0 2 cow

(W )ncoT@0 (W ), lo que contradice la hipotesis
y completa la prueba. 
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5.5. Contornos w-contablemente determinados
En [14] se prueba que un espacio de Banach X carece de copias isomorcas de `1
(esto es, X 2 (P )) si y solo si co(B) = cow(K) para todo subconjunto w-compacto
de X y todo contorno w-K analtico B de K. En esta Seccion perfeccionamos este
resultado de la siguiente manera:
(i) Vemos que, en lugar de contornos w-K analticos, se pueden poner contornos w-
contablemente determinados. Esto signica que en el caso metrizable se pueden poner
todos los contornos.
(ii) Localizamos el resultado, en el siguiente sentido: la propiedad (P ) de un cierto
subconjunto Y de X puede caracterizarse a traves del comportamiento de los contornos
w-contablemente determinados. Precisamente, un subconjunto Y deX posee la propiedad
(P ) si y solo si co(B) = cow

(K) para todo subconjunto w-compacto K de Y y todo
contorno w-contablemente determinado B de K.
Utilizaremos los resultados de los anteriores Captulos en la obtencion de esta caracterizacion.
Lema 5.7. Sean X;Y espacios topologicos Hausdor con Y Lindelof. Sean fU :  2 Ag
una familia de abiertos de X y  : Y ! 2X una aplicacion usco tal que, 8y 2 Y; 9 2 A;
(y)  U. Entonces existe un subconjunto contable A0  A tal que, 8y 2 Y; 9 2 A0;
(y)  U.
Demostracion. Por las condiciones impuestas en el enunciado, por cada y 2 Y se pueden
elegir un entorno abierto V y de y en Y y y 2 A tales que (V y)  Uy . Como Y es
Lindelof se tiene que Y =
S
i1 V
yi para una familia contable fyi : i  1g de puntos de
Y . Haciendo A0 := fyi : i  1g se verica la tesis del enunciado. 




fcow((F )) : F subconjunto nito de 0g:
se tiene que C es convexo y C = C
T@0 .
Demostracion. Es claro que
(a) Por la denicion de C, C es un subconjunto convexo de X.
(b) C  CT@0 porque T@0  w.
Probemos que C
T@0  C. Sea z0 2 X tal que dist(z0; C) > d > 0. Queremos ver
que z0 =2 CT@0 . Haciendo una traslacion, si es preciso, podemos suponer, sin perdida
de generalidad, que z0 = 0. Como dist(0; C) > d > 0, existe  > 0 tal que, para todo
subconjunto nito F  0, se verica dist(0; cow((F ))) > d+  > d > 0. As que, para
todo subconjunto nito F  0, existe xF 2 S(X) de modo que
mnhcow((F )); xF i > d+  > d > 0:
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Para todo subconjunto nito F  0 sea
UF := fx 2 X : hx; xF i > d+ g:
que es un semiespacio w-abierto, que verica
(F ) := [2f()  cow((F ))  UF :
Aserto 1. Existe un conjunto contable F de partes nitas de 0 tal que, para toda
parte nita P de 0, existe FP 2 F tal que (P )  UFP .
En efecto, si n 2 N, se tiene trivialmente que:
(a) (0)n es un conjunto metrico separable y, por tanto, Lindelof.
(b) Es usco la aplicacion n : (0)n ! 2X tal que




(c) Para todo  = (1;    ; n) 2 (0)n existe un subconjunto nito F  0 con
jF j  n tal que n()  UF .
(d) De (c) y de Lema 5.7 deducimos que existe una familia contable Fn de subconjuntos
nitos de 0 tal que, dado un cierto  2 (0)n, existe F 2 Fn de modo que n()  UF .
Por tanto, si hacemos F := Sn1Fn, es claro que F verica los requerimientos del
Aserto 1.
Sean E := [fxF : F 2 Fg], i : E ! X la inclusion canonica e i : X ! E el
cociente canonico adjunto de i.
Aserto 2. dB(E) \ i(C) = ;.
En efecto, si e 2 i(C), existe una parte nita P de 0 tal que e 2 i(cow((P ))) =
cow

(i  (P )). Por Aserto 1 existe FP 2 F tal que (P )  UFP , de donde
mnhi(cow((P ))); xFP i = mnhcow

((P )); i(xFP )i  d+ 
Puesto que e 2 i(cow((P ))), concluimos que he; xFP i  d +  y, por tanto, e =2
dB(E), lo que completa la prueba de Aserto 2.




nfhu; i(C)i =nfhu;Ci > d > 0;
lo que prueba que 0 =2 CT@0 , porque u 2 X@0 ya que E es separable. 
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Proposicion 5.9. Sean X un espacio de Banach, H  X un subconjunto w-compacto
de X y B un contorno de H que es wCD vericando DIST (cow(H); co(B)) > d > 0
pero coT@0 (B) = cow(H). Entonces hay en B una w-N-familia A y una copia de




Demostracion. Como DIST (cow

(H); co(B)) > d > 0, existe w0 2 cow(H) tal que
dist(w0; co(B)) > d > 0. Por hipotesis, ya que B es w
CD, existen un subconjunto
0   := NN y una aplicacion usco  : 0 ! 2X tal que () es un subconjunto
compacto no vaco de X, para todo  2 0, y B = S20 (). Por Lema 5.8, si
C :=
[
fcow((F )) : F subconjunto nito de 0g;
se tiene que C es convexo y C = C
T@0 . De aqu que C = cow(H), porque coT@0 (B) =
cow

(H) y B  C. En consecuencia, existe una parte nita F  0 tal que
dist(w0; co
w((F ))) < , para cualquier 0 <  < dist(w0; co(B))   d previamente
dado. Sea v0 2 cow((F )) tal que kw0   v0k < . Entonces, si K es el subconjunto
w-compacto K := (F ), se tiene obviamente que
dist(v0; co(K))  dist(w0; co(K))  kw0   v0k  dist(w0; co(B))  kw0   v0k > d > 0;
aunque v0 2 cow(K). Por [60, Lemma 3.2] existe en K, y por tanto en B, una w-N-
familia A de anchura  d y una copia de la base de `1(c). Observemos que la anchura de
la w-N-familia A puede aproximarse a DIST (cow(H); co(B)) tanto como queramos.

Sea Y un subconjunto de un espacio de Banach dual X. Decimos que Y es un
conjunto de Pettis o que Y tiene la propiedad (P ) (abreviadamente, Y 2 (P )) si co(K) =
cow

(K) para todo subconjunto w-compacto K  Y (ver [61],[104, p. 79]). Por ejemplo,
Y tiene la propiedad (P ) cuando Y carece de una copia de la base de `1(c) (por [61,
Proposition 2.5]).
Proposicion 5.10. Sea X un espacio de Banach y sea Y un subconjunto de X. Los
siguientes asertos son equivalentes:
(A) Y 2 (P ).
(B) Para todo subconjunto w-compacto K de Y y todo contorno B de K se verica
coT@0 (B) = cow(K).
(C) Para todo subconjunto w-compacto K de Y y todo contorno B de K que sea
wCD se verica co(B) = cow(K).
(D) Para todo subconjunto w-compacto K de Y y todo contorno B de K que sea
wKA se verica co(B) = cow(K).
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Demostracion. (A),(B) por Corolario 5.5 y Proposicion 5.6.
(A)+(B) ) (C) por Proposicion 5.9.
(C) ) (D) es obvio porque todo subconjunto wKA es wCD.
(D) ) (A). Basta observar que todo subconjunto w-compacto de X es wKA y,
al mismo tiempo, contorno de s mismo. 
Corolario 5.11. Sean X un espacio de Banach, K un subconjunto w-compacto de
X tal que K carece de una w-N-familia (en particular, si K carece de una copia
de la base de `1(c)) y B  K un contorno. Entonces co(B) = cow(K) si y solo si
co(B) = coT@0 (B).
Demostracion. Si co(B) = cow

(K), como co(B)  coT@0 (B)  cow(K), llegamos a
que co(B) = coT@0 (B). Por otra parte, si co(B) = coT@0 (B), como coT@0 (B) = cow(K)




Corolario 5.12. Sea X un espacio de Banach. Son equivalentes:
(A) X carece de una copia de `1.
(B) Para todo subconjunto w-compacto K de X y todo contorno B de K se verica
coT@0 (B) = cow(K).
(C) Para todo subconjunto w-compacto K de X y todo contorno B de K que sea
wCD se verica co(B) = cow(K).
(D) Para todo subconjunto w-compacto K de X y todo contorno B de K que sea
wKA se verica co(B) = cow(K).
Demostracion. El enunciado sale de la Proposicion 5.10, teniendo en cuenta que X 2
(P ) sii X carece de una copia de `1 (ver [63]). 
NOTA. La equivalencia de los apartados (A); (B) y (D) del Corolario 5.12 ha sido
obtenida tambien en [14].
Corolario 5.13. Sea X un espacio de Banach y sea Y un subconjunto wKA de X.
Son equivalentes:
(A) Y 2 (P ).
(B) Para todo subconjunto w-compacto K de [Y ] y todo contorno B de K se verica
coT@0 (B) = cow(K).
(C) Para todo subconjunto w-compacto K de [Y ] y todo contorno B de K que sea
wCD se verica co(B) = cow(K).
(D) Para todo subconjunto w-compacto K de [Y ] y todo contorno B de K que sea
wKA se verica co(B) = cow(K).
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Demostracion. Basta aplicar la Proposicion 5.10 y que todo subconjunto Y de X, que
sea wKA, verica Y 2 (P ) sii [Y ] 2 (P ) por [61, Proposition 3.8]. 
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Captulo 6
Contornos wKA y B = Ext(K)
6.1. Introduccion
En este Captulo obtenemos, entre otros, los siguientes resultados. SeaK un subconjunto
w-compacto de un espacio de Banach dual X y sea B = Ext(K) o B  K un contorno
wKA. Entonces:
(i) K contiene una w-N-familia sii la contiene B.
(ii) K contiene una copia de la base de `1(c) sii la contiene B.
6.2. Resultados basicos
El siguiente resultado es fundamental en lo que sigue.
Lema 6.1. Sea X un espacio de Banach separable y E un subespacio cerrado wKA de
X tal que E 2 (P ). Entonces (B(E); w1) es angelico, siendo w1 := (E; E).
Demostracion. En primer termino, (B(E); w) es wKA porque es un subconjunto w-
cerrado de (E;w)) que es wKA. En consecuencia (B(E); w) es analtico porque
(B(X); w) es un espacio polaco y por [91, Theorem 5.5.1]. Puesto que E 2 (P ), se
tiene que E y tambien la bola unidad B(E) carecen de una w-N-familia por [61, Prop.
3.8]. Sea A := B(X) y consideremos a A como subconjunto del espacio C(B(E); w) de
las funciones reales y continuas sobre B(E), dotado de la w-topologa w := (X; X).
Claramente A es un subconjunto puntualmente acotado de C(B(E); w). Puesto que
B(E) carece de una w-N-familia, si  <  y (xn)n1 es una secuencia en A, existe un
subconjunto I  N tal que
ft 2 B(E) : hxn; ti  ; 8n 2 I; hxm; ti  ; 8m 2 N n Ig = ;:
De [11, 4G. Corollary] obtenemos que A es un subconjunto relativamente compacto del
espacio de las funciones 1-Baire (B1(B(E); w); p), donde p denota la topologa sobre
B1(B(E); w) de la convergencia puntual sobre B(E). Sea w1 := (E; E). Entonces
(B(E); w1) es homeomorfo a A
p
, que es un subconjunto p-compacto de B1(B(E); w).
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Como (B(E); w) es analtico, (B1(B(E); w); p) es angelico por [11, 3G. Corollary]. Por
tanto (B(E); w1) es angelico. 
Lema 6.2. Sean X un espacio de Banach separable, K un subconjunto w-compacto de
X y B un contorno wKA de K. Son equivalentes:
(1) K carece de una w-N-familia, es decir, K 2 (P ).
(2) B carece de una w-N-familia.
(3) B 2 (P ).
Demostracion. Las implicaciones (1)) (2)) (3) son obvias.
(3) ) (1). Sea E := [B]. Claramente E es un subespacio wKA de X tal que E 2
(P ) y por tanto E carece tambien de una w-N-familia (ver [61, Lemma 3.7, Proposition
3.8]). Entonces (B(E); w) es angelico por Lema 6.1. Por tanto co(B) = cow(K) por
la Proposicion 7.14 y en consecuencia K carece de una w-N-familia. 
Proposicion 6.3. Sea K un subconjunto w-compacto del espacio de Banach dual X
y B un contorno wKA de K. Los siguientes enunciados son equivalentes:
(1) K carece de una w-N-familia, es decir, K 2 (P ).
(2) B carece de una w-N-familia.
(3) B 2 (P ).
Demostracion. Las implicaciones (1)) (2)) (3) son obvias.
(3)) (1). Supongamos que K contiene una w-N-familia F de anchura(F)  d > 0
asociada a las secuencias frm : m  1g  R y fxn : n  1g  B(X). Sea T : `1 ! X
el operador continuo tal que T (en) = xn; 8n  1, donde fen : n  1g es la base
canonica de `1. Claramente T es un isomorsmo entre `1 y T (`1) tal que T
(F) es una
w-N-familia dentro del subconjunto w-compacto T (K) con anchura(T (F))  d > 0
asociada a las secuencias frm : m  1g  R y fen : n  1g  B(`1). Sea B0 := T (B),
que es un contorno wKA de T (K). Por Lema 6.2 el contorno B0 contiene una w-N-
familia A con anchura(A)   > 0 asociada a ciertas secuencias fsm : m  1g  R
y fun : n  1g  B(`1). Por cada a 2 A podemos hallar va 2 B tal que T (va) = a.
Claramente el conjunto H := fva : a 2 Ag es una w-N-familia dentro de B con
anchura(H)   > 0, asociada a las secuencias fsm : m  1g  R y fT (un) : n  1g 
B(X). Como todo subconjunto wKA con la propiedad (P ) carece de una w-N-familia
(por [61, Proposition 3.8]), hemos llegado a una contradiccion que prueba la implicacion
(3)) (1). 
Proposicion 6.4. Sean X un espacio de Banach, K un subconjunto w-compacto de
X y B un contorno wKA de K. Los siguientes asertos son equivalentes:
(1) K posee una copia de la base de `1(c); (2) B posee una copia de la base de `1(c).
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Demostracion. Como (2)) (1) es obvio, probamos (1)) (2). Hay dos casos a considerar:
Caso 1. co(B) = cow

(K). En este caso existe una copia de la base de `1(c) dentro
de B por la Proposicion 1.1.
Caso 2. co(B) 6= cow(K). Por la Proposicion 5.10 y por [61, Proposition 2.5] existe
una w-N-familia dentro de K y, por tanto, en B por la Proposicion 6.3. As que B
contiene una copia de la base de `1(c) porque toda w
-N-familia la contiene. 
Un subconjunto A  X de un espacio de Banach dual es pre-wKA si para todo
subespacio separable Y  X se verica que i(A) es wKA (o w-analtico) en Y , siendo
i : Y ! X la inclusion canonica. Por ejemplo, son pre-wKA los subconjuntos A  X,
que son w-casi-Suslin. Recordemos ([109, pag.52]) que un espacio topologico (E; ) es
casi-Suslin si es Hausdor y existen un espacio polaco X y una aplicacion T : X ! 2E
tales que:
(a) [x2XTx = E;
(b) Si (xn) es una secuencia en X que converge a cierto x 2 X y zn 2 Txn; 8n 2 N,
la secuencia (zn) tiene un punto de acumulacion en Tx.
Todo espacio K-analtico es casi-Suslin y, caso de ser E metrizable, las nociones de
K-analtico y casi-Suslin coinciden. Esto justica que todo subconjunto w-casi-Suslin
A  X es pre-wKA.
Proposicion 6.5. Sea K un subconjunto w-compacto del espacio de Banach dual X
y B un contorno pre-wKA de K. Los siguientes enunciados son equivalentes:
(1) K carece de una w-N-familia, es decir, K 2 (P ).
(2) B carece de una w-N-familia.
Demostracion. La implicacion (1)) (2) es obvia.
(2)) (1). Supongamos que K contiene una w-N-familia F de anchura(F)  d > 0
asociada a las secuencias frm : m  1g  R y fxn : n  1g  B(X). Sea T : `1 ! X el
operador continuo tal que T (en) = xn; 8n  1, donde fen : n  1g es la base canonica de
`1. Claramente T es un isomorsmo entre `1 y T (`1) tal que T
(F) es una w-N-familia
dentro del subconjunto w-compacto T (K) con anchura(T (F))  d > 0 asociada a
las secuencias frm : m  1g  R y fen : n  1g  B(`1). Sea B0 := T (B), que es un
contorno wKA de T (K). Por Lema 6.2 el contorno B0 contiene una w-N-familia A
con anchura(A)   > 0 asociada a ciertas secuencias fsm : m  1g  R y fun : n 
1g  B(`1). Por cada a 2 A podemos hallar va 2 B tal que T (va) = a. Claramente el
conjunto H := fva : a 2 Ag es una w-N-familia dentro de B con anchura(H)   > 0,
asociada a las secuencias fsm : m  1g  R y fT (un) : n  1g  B(X). Hemos llegado
a una contradiccion que prueba la implicacion (2)) (1). 
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Proposicion 6.6. Sean X un espacio de Banach tal que X@0 = X, K un subconjunto
w-compacto del espacio de Banach dual X y B un contorno pre-wKA de K. Los
siguientes enunciados son equivalentes:
(1) K posee una copia de la base de `1(c).
(2) B posee una copia de la base de `1(c).
Demostracion. La implicacion (2)) (1) es obvia.
(1) ) (2). Supongamos que K contiene una copia de la base de `1(c). distinguimos
dos casos.
Caso 1. co(B) = cow

(K). Por la Proposicion 1.1 sale que B posee una copia de la
base de `1(c).
Caso 2. Supongamos que co(B) 6= cow(K). Como co(B) = coT@0 (B) (porqueX@0 =
X), de la Proposicion 5.10 se deduce que existe dentro de K una w-N-familia. Por la
Proposicion 6.5 el contorno B contiene una w-N-familia. Por tanto tambien existe en
este Caso 2 una copia de la base de `1(c) en B. 
6.3. El contorno B = Ext(K)
A continuacion se deducen de lo que acabamos de probar algunos resultados sobre
el conjunto de los puntos extremos Ext(K).
Proposicion 6.7. Sea K un subconjunto w-compacto del espacio de Banach dual X.
Los siguientes enunciados son equivalentes:
(1) K carece de una w-N-familia, es decir, K 2 (P ).
(2) co(Ext(W )) = cow

(W ) para todo subconjunto w-compacto W de K.
(3) Ext(K) carece de una w-N-familia.
Demostracion. (1), (2): Ver Proposicion 1.12.
(1)) (3) es obvio.
(3) ) (1). Supongamos que K posee una w-N-familia F con anchura(F)  d > 0
asociada a las secuencias frm : m  1g  R y fxn : n  1g  B(X). Sea T : `1 ! X el
operador continuo tal que T (en) = xn; 8n  1, donde fen : n  1g es la base canonica
de `1. Claramente T es un isomorsmo entre `1 y T (`1) tal que T
(F) es una w-N-
familia dentro del subconjunto w-compacto T (K) con width(T (F))  d > 0 asociada
a las secuencias frm : m  1g  R y fen : n  1g. Es bien conocido que Ext(T (K)) 
T (Ext(K)). Como (T (K); w) es un espacio compacto metrizable (porque (B(`1); w)
lo es), Ext(T (K)) es un subconjunto G de T (K) ([24, 27.3 Corollary]) y por tanto
un subconjunto w-analtico. Por el Lema 6.2 el contorno Ext(T (K)) contiene una
w-N-familia A con anchura(A)   > 0 asociada a las secuencias fsm : m  1g  R
fun : n  1g  B(`1). Por cada a 2 A podemos hallar va 2 Ext(K) tal que T (va) = a.
ClaramenteH := fva : a 2 Ag es una w-N-familia dentro de Ext(K) con anchura(H) 
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 > 0 asociada a las secuencias fsm : m  1g  R y fT (un) : n  1g  B(X). Hemos
llegado a una contradiccion que prueba la implicacion (3)) (1). 
Proposicion 6.8. Sea K un subconjunto w-compacto de un espacio de Banach dual
X. Los siguientes enunciados son equivalentes:
(1) Ext(K) posee una copia de la base de `1(c). (2) K posee una copia de la base de
`1(c).
Demostracion. (1)) (2) es obvio. Probemos (2)) (1). Hay dos casos a considerar:
Case 1. Supongamos que co(Ext(K)) = cow

(K). Del Lema 1.1 se obtiene que
Ext(K) posee una copia de la base de `1(c).
Case 2. Supongamos que co(Ext(K)) 6= cow(K). De la Proposicion 6.7 sale que
Ext(K) posee una w-N-familia y por tanto una copia de la base de `1(c). 
Cuando K es un subconjunto w-compacto de un espacio de Banach dual X, para
ciertos contornos especiales B de K, se puede relacionar la anchura Width(B) con la
distancia DIST (cow

(K); co(B)), como vemos a continuacion.
Proposicion 6.9. Sean X un espacio de Banach, K un subconjunto w-compacto de X
y B un subconjunto de K tal que B 2 Ba(K) (= -algebra de Baire de K), Ext(K)  B
y DIST(cow

(K); co(B)) > d > 0. Entonces existen un subconjunto w-compacto H  B




Demostracion. Sea w0 2 cow(K) tal que dist(w0; co(B)) > d. Como Ext(K)  B 2
Ba(K), es bien conocido que, por cada punto de cow(K), existe una probabilidad
Borel Radon sobre B cuya resultante es dicho punto. Por tanto existe una probabilidad
Borel Radon  sobre B tal que r() = z0. En consecuencia, existe una secuencia de
subconjuntos w-compactos fKn : n  1g de B tales que Kn  Kn+1  supp()
y (Kn) " 1. Consideremos las probabilidades n := (  Kn)=(Kn) y observemos
que :(i) sop(n)  Kn  B; (ii) la resultante r(n) verica r(n) 2 cow(Kn) y
r(n) ! r() = w0 en la norma de X. Esto quiere decir que existe p0 2 N tal que
dist(r(p); co(Kp)) > d > 0; 8p  p0, es decir, Pindex(Kp) > d. Como Pindex(Kp) =
Width(Kp) (ver la Prop. 1.10), concluimos que en Kp, y por tanto en B, hay una w
-
N-familia de anchura > d. 
Corolario 6.10. Sean X un espacio de Banach y K un subconjunto w-compacto
metrizable de X tal que DIST(cow(K); co(Ext(K))) > d > 0. Entonces existen un
subconjunto w-compacto H  Ext(K), una w-N-familia A  H de anchura(A) >
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Demostracion. Recordemos que, si el subconjunto w-compactoK del espacio de Banach
dual X es w-metrizable, entonces Ext(K) es un subconjunto G de K y, por tanto,
Ext(K) 2 Ba(K) (ver [24, 27.3 Corollary]). En consecuencia, por cada z 2 cow(K)
existe una probabilidad Borel Radon  sobre Ext(K) tal que r() = z (ver [24, 27.6
Theorem]) y se puede aplicar la Proposicion 6.9. 
NOTA. Si el w-compactoK  X no es metrizable yDIST (cow(K); co(Ext(K)) >
d > 0, sabemos por la Prop. 6.7 que Ext(K) posee una w-N-familia, pero no sabemos
relacionarWidth(Ext(K)) con d. A continuacion vemos como se relacionanWidth(Ext(K))
y DISTT@0 (co
w(K); co(Ext(K))). Ademas, ya que todo subconjunto metrico separable
es CD, extendemos el Corolario 6.10.
Proposicion 6.11. Sean X un espacio de Banach y K un subconjunto w-compacto de
X. Entonces:
(1) Si DISTT@0 (co
w(K); co(Ext(K))) > d > 0, existe en Ext(K) una w-N-
familia A, tal que anchura(A) > d > 0, y una copia de `1(c). Por tanto siempre
Width(Ext(K))  DISTT@0 (cow

(K); co(Ext(K))).
(2) Sea Ext(K) un subconjunto wCD tal que DIST (cow(K); co(Ext(K))) > d >
0 y coT@0 (Ext(K)) = cow(K). Entonces existe en Ext(K) una w-N-familia A con
anchura(A) > d > 0 y, por tanto, Width(Ext(K))  DIST (cow(K); co(Ext(K))).
Demostracion. (1) Puesto que
DIST (cow

(K); co(Ext(K)))  DISTT@0 (cow

(K); co(Ext(K))) > d > 0;
de la Proposicion 1.12 sale que K =2 (P ). Por la Proposicion 6.7 sabemos que Ext(K)
posee una w-N-familia A. Vamos a ver que se puede conseguir que anchura(A) > d > 0.
Puesto queDISTT@0 (co
w(K); co(Ext(K)) > d > 0, existen w0 2 cow(K) y  2 S(X@0)
tales que
nfh ;w0   co(Ext(K))i > d > 0:
Puesto que  2 X@0 existe un subespacio cerrado separable Y  X tal que  2
B(Y )
w
= B(Y ) (aqu consideramos a Y  canonicamente sumergido en X). Sean
i : Y ! X la inclusion canonica, L := i(K), v0 := i(w0) y  0 2 B(Y ) tal que
i( 0) =  . Observemos que Ext(L)  i(Ext(K)). Obviamente L es un subconjunto
w-compacto w-metrizable de Y , cow(L) = i(cow(K)), co(Ext(L))  i( co(Ext(K))),
v0 2 cow(L) y se verica
nfh 0; v0   co(Ext(L))i  nfh 0; i(w0   co(Ext(K)))i =
nfhi( 0); w0   co(Ext(K))i =nfh ;w0   co(Ext(K))i > d > 0:
As que DIST (cow

(L); co(Ext(L))) > d > 0 y por Proposicion 6.9 existe en Ext(L)
una w-N-familia A0 con anchura(A0) > d asociada a ciertas secuencias fyn : n  1g 
B(Y ) y frn : n  1g  R. Por tanto, si para cada a 2 A0 elegimos ka 2 Ext(K)
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tal que i(ka) = a, entonces A := fka : a 2 A0g es una w-N-familia en Ext(K) con
anchura(A) > d asociada a las secuencias fi(yn) : n  1g  B(X) y frn : n  1g  R.
(2) sale de la Proposicion 5.9. 
6.4. Contornos K
Vamos a ver que los contornos K tienen un comportamiento mejor que el de Ext(K).
En primer termino, un contorno K es wKA y, por tanto, se le aplica todo cuanto se
ha dicho para estos contornos. Ademas tenemos la siguiente particularidad.
Proposicion 6.12. Sean K  X un subconjunto w-compacto de un espacio de Banach
dual X, (Kn)n1 una secuencia de subconjuntos w-compactos de K con Kn  Kn+1
de modo que B :=
S






Por tanto coT@0 (B) = cow(K).
Demostracion. En caso contrario existen w0 2 cow(K) y 0 > 0 tales que B(w0; 0) \
cow

(Kn) = ;; 8n  1. Suponemos, sin perdida de generalidad, que w0 = 0. Por lo tanto
cow

(Kn) \ B(0; 0) = ; y de aqu que existe xn 2 S(X) tal que sup(hcow(Kn); xni) 
 0 < 0. En consecuencia se tiene que
supflm sup
n!1
hb; xni : b 2 Bg   0 < 0:
Pero por la igualdad de Simons se tiene que
supflm sup
n!1
hb; xni : b 2 Bg = supflm sup
n!1
hk; xni : k 2 cow(K)g  lm sup
n!1
h0; xni = 0:
Hemos llegado a una contradiccion que prueba el enunciado. 
Sea K un subconjunto w-compacto de un espacio de Banach dual X y B un
contorno deK que esK. Hallemos la relacion entreWidth(B) yDIST (cow(K); co(B)).
Proposicion 6.13. Sea K un subconjunto w-compacto de un espacio de Banach dual
X y B un contorno de K que es K. Entonces Width(B)  DIST (cow(K)); co(B)).
Demostracion. Todo subconjunto K es wKA y por tanto wCD. Ahora basta aplicar
la Proposicion 6.12 y la Proposicion 5.9. 
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6.5. Miscelanea
Estamos interesados en conocer la relacion entre DIST (cow

(K); C) y DIST (B;C)
cuando C es un subconjuntos convexo de un espacio de Banach dual X, K es un
subconjunto w-compacto de X y B es un contornos de K.
Proposicion 6.14. Sean X un espacio de Banach, K  X un subconjunto w-
compacto y C un subconjunto convexo de X tal que C carece de una w-N-familia
(en particular, si C carece de una copia de la base de `1(c)). Entonces:




(K); C)  3dist(B;C):





w(K); C)  3dist(B;C):
Demostracion. (A) Razonemos por reduccion al absurdo. Supongamos que existen dos
numeros a; b > 0 tales que
DIST (cow

(K); C) > b > 3a > 3DIST (B;C):
En estas condiciones, como DIST (co(B); C) = DIST (B;C) < a, tenemos que
DIST (cow

(K); co(B))  DIST (cow(K); C) DIST (co(B); C) > b  a > 2a > 0:
Como Width(B)  DIST (cow(K); co(B)), existen secuencias frm 2 R : m  1g,
fxn : n  1g  B(X) y, para todo par de subconjuntos disjuntos M;N de N, un vector
M;N 2 B tales que
M;N (xm)  rm + b  a; 8m 2M; y M;N (xn)  rn; 8n 2 N:
Como DIST (B;C) < a, para todo par de subconjuntos disjuntos M;N de N existe
zM;N 2 C de modo que kzM;N   M;Nk < a. La familia fzM;N : M;N subconjuntos
disjuntos de Ng esta acotada y satisface
zM;N (xm)  rm + b  2a; 8m 2M; y zM;N (xn)  rn + a; 8n 2 N:
Puesto que rn+b 2a = rn+a+(b 3a) > rn+a, el conjunto fzM;N :M;N subconjuntos
disjuntos de Ng es una w-N-familia en C, una contradiccion.
(B) Razonemos por reduccion al absurdo. Supongamos que existen dos numeros
a; b > 0 tales que
DIST T@0 (co
w(K); C) > b > 3a > 3dist(B;C):
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En estas condiciones, como DIST (co(B); C) = DIST (B;C) < a, tenemos que
DIST T@0 (co
w(K); co(B))  DISTT@0 (cow

(K); C) DIST (co(B); C) > b a > 2a > 0:
Como Width(B)  DIST T@0 (cow

(K); co(B)), existen secuencias frm 2 R : m  1g,
fxn : n  1g  B(X) y, para todo par de subconjuntos disjuntos M;N de N, un vector
M;N 2 B tales que
M;N (xm)  rm + b  a; 8m 2M; y M;N (xn)  rn; 8n 2 N:
Como DIST (B;C) < a, para todo par de subconjuntos disjuntos M;N de N existe
zM;N 2 C de modo que kzM;N   M;Nk < a. La familia fzM;N : M;N subconjuntos
disjuntos de Ng esta acotada y satisface
zM;N (xm)  rm + b  2a; 8m 2M; y zM;N (xn)  rn + a; 8n 2 N:
Puesto que rn+b 2a = rn+a+(b 3a) > rn+a, el conjunto fzM;N :M;N subconjuntos
disjuntos de Ng es una w-N-familia en C, una contradiccion. 
Corolario 6.15. Sean X un espacio de Banach, K  X un subconjunto w-compacto
y C un subconjunto convexo de X tal que C carece de una w-N-familia (en particular,
si C carece de una copia de la base de `1(c)). Entonces:
(A) Siempre se verica DISTT@0 (co
w(K); C)  3DIST (Ext(K); C).
(B) Si K es w-metrizable se verica DIST (cow(K); C)  3DIST (Ext(K); C).
(C) Si B es un contorno K de K entonces DIST (cow(K); C)  3DIST (B;C).
Demostracion. (A) sale de la Proposicion 6.14 y de la Proposicion 6.11. (B) sale de la
Proposicion 6.14 y el Corolario 6.10. (C) es consecuencia de la Proposicion 6.14 y de la
Proposicion 6.13. 
A continuacion introducimos la nocion de pre-w-N-familia.
Denicion 6.16. Sea X un espacio de Banach. Un subconjunto F de X es una pre-
w-N-familia de anchura d > 0 si F es un conjunto acotado y tiene la forma
F = fM;N :M;N subconjuntos disjuntos nitos de Ng;
y existen dos secuencias frm : m  1g  R y fxm : m  1g  B(X) tales que para todo
par de subconjuntos disjuntos nitos M;N de N se tiene
M;N (xm)  rm + d; 8m 2M; y M;N (xn)  rn; 8n 2 N:
Ademas, si rm = r0; 8m  1; decimos que F es una pre-w-N-familia uniforme en X.
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Nota 6.17. Sea F = fM;N : M;N subconjuntos nitos disjuntos de Ng una pre-w-
N-familia de anchura d > 0 con respecto a las secuencias frm : m  1g  R y fxm :
m  1g  B(X). Si H := Fw , entonces H contiene una w-N-familia de anchura d > 0
con respecto a las secuencias frm : m  1g  R y fxm : m  1g  B(X). En efecto, si
ponemos





n2N Bn) 6= ; para todo par de subconjuntos disjuntosM;N de




n2N Bn) para todo par de
subconjuntos disjuntos M;N de N. Claramente, fM;N : M;N subconjuntos disjuntos
de Ng es una w-N-familia de anchura d > 0 con respecto a las secuencias frm : m 
1g  R y fxm : m  1g  B(X). Finalmente observemos que la secuencia fxn : n 
1g  B(X) asociada a F es equivalente a la base de `1 (ver [63, p. 270]).
Proposicion 6.18. Sean X un espacio de Banach, K un subconjunto w-compacto de
X y C un subconjunto convexo de X tal que C carece de una pre-w-N-familia (en
particular, si C
w
carece de una w-N-familia o si Cw

carece de una copia de la base
de `1(c)). Entonces si B  K es un contorno, se verica
DISTT@0 (co
w(K); C)  7DIST (B;C):
En particular, si K es metrizable, se verica
DIST (cow

(K); C)  7DIST (B;C):
Demostracion. Razonemos por reduccion al absurdo. Supongamos que existen dos numeros
reales a; b > 0 tales que
DISTT@0 (co
w(K); C) > b > 7a > 7DIST (B;C):
Entonces, como DIST (co(B); C) = DIST (B;C) < a, tenemos que
DISTT@0 (co
w(K); co(B)) > b  a > 6a > 0;
de donde BindeX@0(cow

(K)) > b a > 6a. Por la Proposicion 5.4 hay en cow(K) una
w-N-familia F := fM;N :M;N subconjuntos disjuntos de Ng de anchura(F) > b a3 :=
d > 2a > 0 asociada a ciertas secuencias fxn : n  1g  B(X) y frn : n  1g  R.
Denimos
Am = f 2 cow(K) : (xm) > rm + dg y







m2M Am) \ (
T
n2N Bn) \ co(B) 6= ; para
todo par de subconjuntos nitos disjuntosM;N de N. En consecuencia, si para todo par
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co(B), entonces A := fM;N : M;N subconjuntos nitos disjuntos de Ng es una pre-
w-N-familia de anchura(A)  d asociada a las secuencias fxn : n  1g  B(X) y
frn : n  1g  R. Puesto queDIST (co(B); C) < a, podemos elegir zM;N 2 C, para cada
par de subconjuntos nitos disjuntos M;N de N, de modo que kzM;N   M;Nk < a. La
familia Z := fzM;N :M;N subconjuntos nitos disjuntos de Ng es acotada y satisface
zM;N (xm) > rm + d  a; 8m 2M; y zM;N (xn) < rn + a; 8n 2 N:
Puesto que rm + d   a > rm + a, entonces Z es una pre-w-N-familia en C, una
contradiccion.
Si K es metrizable bastara utilizar la Proposicion 5.1, en lugar de la Proposicion
5.4, y DIST en lugar de DISTT@0 . 
6.6. `1(c) y los contornos de B(X
)
En secciones anteriores hemos probado que, si X es un espacio de Banach, K un
subconjunto w-compacto de X y B  K un contorno wKA de K o B = Ext(K),
entonces, caso de poseer K (o cow

(K)) una w-N-familia o una copia de la base de
`1(c), estas estructuras tambien aparecen dentro de B. En esta seccion vamos a estudiar
este problema en relacion con los contornos de la bola unidad dual B(X), es decir,
consideramos las siguientes cuestiones.
Cuestion 5. Si X contiene una copia de `1(c) y B es un contornos de B(X), >hay
en B una copia de la base de `1(c)?
Cuestion 6. Si X es isomorfo a `1 y B es un contornos de B(X
), >hay en B una
copia de la base de `1(c)?
Decimos que un espacio de Banach X tiene la propiedad B si todo contornos B de
B(X) posee una copia de la base de `1(c), si X posee una copia de `1(c).
Obviamente la propiedad B es una propiedad isometrica. Por ello introducimos la
siguiente propiedad isomorca. Un espacio de Banach X es isomorcamente B si posee
la propiedad B para toda norma equivalente a la dada.
Proposicion 6.19. Los siguientes asertos son equivalentes:
(a) Todo espacio de Banach X con X = X@0 es isomorcamente B.
(b) Todo espacio de Banach separable es isomorcamente B.
(c) `1 es isomorcamente B.
Demostracion. Las implicaciones (a) ) (b) ) (c) son obvias. Veamos (c) ) (a).
Supongamos que X = X@0 y que X posee una copia de `1(c). Sea B  B(X)
un cierto contorno. Distinguimos dos casos, a saber:
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Caso 1. Sea Seq(X = X@0. Entonces Seq(X) = X. Veamos que co(B) =
B(X). En efecto, si existiese algun vector w0 2 B(X) n co(B), existira un cierto
 2 S(X) y un d > 0 tales que
h ;w0i > suph ; co(B)id:
Por la Prop. 4.9 obtendramos que dist( ;Seq(X))  d=2 > 0 lo que no puede ser ya
que X = Seq(X). 
Cuestion 7. >Son equivalentes los enunciados anteriores a que todo espacio de Banach
es isomorcamente B?
Proposicion 6.20. Son equivalentes:
(a) Si X es un espacio de Banach tal que X contiene una w-N-familia (es decir,
`1  X), todo contorno de B(X) contiene una w-N-familia.
(b) Si X es un espacio de Banach isomorfo a `1, todo contorno de B(X
) contiene
una w-N-familia.
Sea K un subconjunto convexo w-compacto del dual X de un espacio de Banach.
Por cada x 2 X, denotemos Cx(K) al conjunto
Cx(K) := fk 2 K : hk; xi = maxhK;xig:
Decimos que k0 2 K es un punto expuesto de K si existe x 2 X tal que Cx(K) =
fk0g. Denotemos por Exp(K) al conjunto de los puntos expuestos de K. Obviamente
Exp(K)  Ext(K).




fB : B contorno de Kg:
Demostracion. La inclusion  es obvia. Probemos la inclusion . Sea k0 2 \fB :
B contorno de Kg tal que k0 =2 Exp(K). Por cada x 2 X ocurre que Cx(K) n fk0g 6= ;
y, por ello, se puede elegir kx 2 Cx(K) n fk0g. Sea B := fkx : x 2 Xg. Claramente B
es un contorno de K tal que k0 =2 B. Hemos llegado a una contradiccion que prueba la
inclusion . 
Estamos interesados en los puntos expuestos Exp(B(X)) de la bola dual B(X).
Si la norma es Gateaux-diferenciable en x 2 S(X) entonces Cx(B(X)) se reduce a un
punto necesariamente expuesto. Y viceversa, si x 2 Exp(B(X)) y x 2 S(X) expone a
x, entonces la norma es Gateaux-diferenciable en x.
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Proposicion 6.22. Si X es un espacio de Banach separable, entonces:
(a) (Dgat; k  k) es un espacio polaco. Si X = R, Dgat = S(X) y jDgatj = 2. Si
dim(X)  2, jDgatj = c.
(b) ([x2S(X)Cx; w) es analtico.
(c) (Exp(B(X)); w) es analtico.
Demostracion. (a) Si el espacio X es separable, el colectivo de los puntos Dgat de S(X),
en donde la norma es Gateaux-diferenciable, es un subconjunto G denso de S(X). Por
tanto, (Dgat; k  k) es un espacio polaco y, por ende, jDgatj = c o jDgatj  @0. Ahora
basta tener en cuenta que (S(X); k  k) es un espacio de Baire.
(b) Sea F : S(X)! 2B(X) la aplicacion tal que
8x 2 S(X); F (x) := Cx := fu 2 B(X) : hu; xi = 1g:
Es conocido que F es usco cuando se toma la topologa de la norma en S(X) y la w-
topologa en B(X). Como (S(X); k  k) es un espacio polaco, obtenemos que
([x2S(X)Cx; w) es wKA y, por tanto, analtico, porque (B(X); w) es metrico compacto,
en este caso.
(c) Es consecuencia de (a) y (b). 
NOTA. Observemos que el conjunto Exp(B(X)) puede ser contable, aunque el
espacio X sea muy grande. Por ejemplo, si X = `1, entonces
Exp(B(X)) = fen : n  1g;
siendo fen : n  1g la base canonica de `1.
Proposicion 6.23. Sea X un espacio de Banach separable tal que jHnExp(B(X))j = c,
para todo subconjunto w-compacto H  X con jHj = c. Entonces existe un contorno
B  B(X) tal que B tiene la propiedad (P ).
Demostracion. Puesto que todo subconjunto w-compactoH  X es un polaco, entonces
jHj = c o jHj  @0. SeaW el colectivo de todos los subconjuntos w-compactos H  X
tales que jHj = c. Se ve facilmente que jWj = c. Pongamos W := fH :  < cg.
Sea Dgat  S(X) el colectivo de los puntos de S(X) en donde la norma es Gateaux-
diferenciable. Se tiene que jS(X) n Dgatj  c. Pongamos S(X) n Dgat = fx :  < g
para cierto cardinal   c.
Caso 1. Supongamos  < c. En este caso, por cada  <  , elegimos z 2 Cx(B(X))
arbitrariamente.
Caso 2. Sea  = c. Mediante induccion, por cada  < c, se puede elegir z 2
Cx(B(X
)) y h 2 H n Exp(B(X)) de modo que fz :  < cg \ fh :  < cg = ;.
Pongamos B := fz :  < g [Exp(B(X)). Es inmediato que B es un contorno de
B(X) tal que B no contiene a ningun elemento de W. Por tanto B 2 (P ). 
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Estudiamos a continuacion los espacios C(K) y la propiedad B
Proposicion 6.24. Sean K un compacto Hausdor y D  K el conjunto de los puntos
G de K. Entonces
(a) Exp(B(C(K)) = fd : d 2 Dg.
(b) Si jDj  c, entonces todo contorno B de B(C(K)) contiene a la familia de las
probabilidades de Dirac fd : d 2 Dg y, por tanto, una copia de la base de `1(c). En
consecuencia C(K) verica B.
Demostracion. (a) Si d 2 D, existe f 2 C(K) tal que 0  f  1 y f 1(1) = fdg. Por
tanto d 2 Exp(B(C(K))). Y viceversa, sean  2 Exp(B(C(K)) y f 2 S(C(K))
tal que f expone a , v.g. h; fi = 1. Es claro, que  es una probabilidad tal que
sop()  ff = 1g. Por tanto, si k 2 K es tal que f(k) = 1, necesariamente  = k,
f 1(1) = fkg y k 2 D.
(b) es consecuencia de (a) y de Proposicion 6.21. 
Proposicion 6.25. Si K es un compacto Hausdor disperso con jKj  @1. Entonces
todo contorno B de B(C(K)) posee una copia de la base de `1(@1).
Demostracion. Sea B un contorno de B(C(K)). Recordemos que C(K) = `1(K)
isometricamente y todo subespacio Y del `1( ) contiene una copia de `1(), si  =
Dens(Y ). Sea I;   0; el conjunto de los puntos aislados de la derivada K(). Hay
dos casos a considerar:
Caso 1. Existe un primer ordinal 0  0 < !1 tal que I0 es incontable. Entonces
todos los puntos de I0 son G y por tanto fk : k 2 I0g  B. As que B contiene una
copia de la base de `1(@1).
Caso 2. Todos los conjuntos I;  < !1; son contables. En este caso todos los puntos
de [<!1I son G y por ello, de nuevo, B contiene una copia de `1(@1). 
Proposicion 6.26. Si K es un compacto Hausdor metrico incontable, entonces todo
contorno B de B(C(K)) posee una copia de la base de `1(c) y, por tanto, C(K) verica
B.
Demostracion. En estas condiciones K es un espacio polaco y, por tanto, jKj = c. Por
otra parte todos los puntos de K son G. Ahora basta aplicar la Proposicion 6.24. 
Proposicion 6.27. Si K es un compacto Hausdor tal que C(K) posee una copia de
`1 -es decir K no es disperso-, entonces C(K) posee una copia isometrica de `1 y, si B
es un contorno de B(C(K)), B contiene una copia isometrica de la base de `1(c).
Demostracion. Sea ffn : n  1g una secuencia en C(K) equivalente a la base de `1.
Es conocido que existe un espacio metrico compacto K0, que es cociente de K, v.g.
q : K ! K0, de modo que fn = f  gn; n  1; para ciertas funciones gn 2 C(K0).
As que `1  C(K0) y K0 es compacto metrico incontable. Consideremos la inclusion
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canonica i : C(K0) ! C(K) tal que i(g) = g  q; 8g 2 C(K0). Sea B0 = i(B), que es
un contorno de B(C(K0)
). Por la Proposicion 6.26 el conjunto B0 contiene una copia
de la base de `1(c). Por la propiedad del lifting, hay en B una copia de la base de `1(c).

Proposicion 6.28. Si K es un compacto metrico incontable y X un espacio de Banach
isomorfo a C(K). Entonces todo contorno B de B(X) contiene una copia de la base
de `1(@1).
Demostracion. En primer termino K no es disperso y, por tanto, X posee una copia de
`1 y X
 una copia de `1(c). Sea B un contorno de B(X) y Z := [B]. Necesariamente
Z no es separable porque X no es separable. A continuacion aplicamos el Lemma 1.3
de [93]. Como toda medida Borel Radon  sobre K verica que L1() es separable,
concluimos que Z contiene una copia de `1(@1). En consecuencia B contiene una copia
de la base de `1(@1) por T. de Talagrand 1.1. 
Proposicion 6.29. Sea X un espacio de Banach isomorfo a un espacio C(K) tal que
X no es separable y B un contorno de B(X). Entonces B contiene una copia de la
base de `1(@1).
Demostracion. Caso 1. Sea K un compacto disperso con jKj  @1 y X espacio de
Banach isomorfo a C(K). Entonces C(K) contiene una copia de `1(@1), C(K) =
`1(K) isometricamente y todo subespacio Y del `1(K) contiene una copia de `1(), si
 = Dens(Y ). Sean B un contorno de B(X) y Y = [B]. Necesariamente Y es no-
separable porque C(K) no lo es. De aqu deducimos que Y contiene una copia de
`1(@1). Por un resultado de Talagrand obtenemos que B contiene una copia de la base
de `1(@1).
Caso 2. Sea K un compacto no disperso tal que C(K) no es separable, lo que es
equivalente a decir que C(K) contiene una copia de `1.
Aserto. Existe un compacto metrico incontable K0 cociente de K tal que existe un
subespacio cerrado Y0  X isomorfo a C(K0).
Bastara probar que existe un compacto metrico incontable K0 cociente de K. Sea
F := ffn : n  1g  C(K) secuencia equivalente a la base de `1 y sea  la relacion
de equivalencia asociada a la familia F . Hacemos K0 := K= . Observemos que C(K0)
posee una copia de `1. Por tanto K0 es un compacto metrico incontable cociente de K.
Sea i : Y0 ! X la inclusion canonica y B un contorno de B(X). Entonces B0 :=
i(B) es un contorno de B(Y 0 ). Teniendo en cuenta la Proposicion 6.28 concluimos que
B0 posee una copia de la base de `1(@1). Un sencillo razonamiento permite hallar una
copia de la base de `1(@1) en B, lo que termina la prueba del Caso 2. 
Proposicion 6.30. Bajo (CH) los espacios C(K) son isomorcamente B.




Contornos y la propiedad (C)
7.1. La propiedad (C) de Corson
Vamos a ver en esta seccion algunas consideraciones relacionadas con la propiedad
(C) de Corson, que utilizaremos mas tarde. Recordemos que un subconjunto convexo D
de un espacio normado X tiene la propiedad (C) de Corson si toda coleccion de convexos
cerrados (relativos) deD que tenga interseccion vaca tiene alguna sub-coleccion contable
de interseccion vaca. El siguiente Lema es una \localizacion" del Lema de pag. 144 de
[90].
Lema 7.1. Sea X un espacio de Banach y D un subconjunto cerrado convexo de X.
Son equivalentes:
(1) D no tiene la propiedad C.
(2) Existe una coleccion C de subconjuntos cerrados no-vacos de D, cerrada para
intersecciones contables, y existe  > 0 tales para todo subconjunto convexo M de X con
la propiedad (C) se verica que existe CM 2 C tal que DIST (M;CM )  .
Demostracion. (2)) (1). Esta implicacion es obvia, pues debe ser TC2CC = ;, ya que
si existiese x 2 TC2CC, tomando M := fxg llegaramos a una contradiccion.
(1)) (2). En primer termino tenemos el siguiente aserto.
Aserto 1. Si para cualquier familia H de subconjuntos cerrados convexos no-vacos
de D, cerrada por intersecciones contables, y para cada  > 0 existe a 2 X tal que
dist(a;C)  ; 8C 2 H, entonces D tiene la propiedad (C).
Este aserto es el enunciado () que aparece probado en [90, p. 145].
Por tanto, como por hipotesis D no posee la propiedad (C), existe una familia H de
subconjuntos cerrados convexos no-vacos de D, cerrada por intersecciones contables, y
existe  > 0 tales que para todo x 2 X existe Cx 2 C vericando que dist(x;Cx) > .
Para terminar la prueba de la implicacion (1)) (2) bastara probar el siguiente aserto.
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Aserto 2. Sea M subconjunto convexo de X con la propiedad (C). Entonces existe
CM 2 C tal que DIST (M;CM )  .
En efecto, supongamos que DIST (M;C) < ; 8C 2 C. Sea ~C := (C +   B(X)) \
M; 8C 2 C. Entonces ~C := f ~C : C 2 Cg es una familia de convexos cerrados (relativos)
no-vacos de M , que tiene la propiedad de la interseccion contable. En efecto, si A  C
es una familia contable, entonces \A 6= ;, de donde
; 6= (\A)~ \ ~A:
Puesto que M tiene la propiedad (C) concluimos que existe x0 2 \~C, por lo que
dist(x0; C)  ; 8C 2 C. Hemos llegado a una contradiccion que prueba el Aserto
2. 
En la siguiente Proposicion vemos que la propiedad (C) esta @1-determinada.
Proposicion 7.2. La propiedad (C) esta @1-determinada para subconjuntos convexos
cerrados de espacios de Banach, es decir, si X es un espacio de Banach y D  X es un
subconjunto convexo cerrado, entonces D 2 (C) si y solo si todo subconjunto convexo
cerrado E  D con dens(E) = @1 verica E 2 (C).
Demostracion. Sea X un espacio de Banach y D  X un subconjunto convexo cerrado.
Si D 2 (C) entonces es inmediato que todo subconjunto convexo cerrado E  D verica
E 2 (C), porque la propiedad (C) es hereditaria para subconjuntos convexos cerrados.
Supongamos ahora que todo subconjunto convexo cerrado E  D verica E 2 (C)
y probemos que D 2 (C). Supongamos que D =2 (C). Por el Lema 7.1 existe una
coleccion C de subconjuntos convexos cerrados no-vacos deD, cerrada por intersecciones
contables, y existe  > 0 tales para todo subconjunto convexo M de X con la propiedad
(C) se verica que existe CM 2 C tal que DIST (M;CM )  . Vamos a construir en
D dos secuencia de subconjuntos no-vacos cerrados convexos fM : 1   < !1g y
fC : 1   < !1g y una secuencia de puntos fx : 1   < !1g de D tales que:
(1) M es separable y M M para todo 1   <  < !1.
(2) C 2 C, DIST (M; C)   y x 2 \1C para todo 1   < !1.
Procedemos por induccion transnita.
Etapa 1. Sea p 2 D arbitrario. Hacemos M1 := fpg. Como M1 2 (C) (todo
subconjunto cerrado convexo separable tiene la propiedad (C)), por el Lema 7.1 existe
C1 2 C tal que DIST (M1; C1)  . Sea x1 2 C1 arbitrario.
Etapa 2. Sea M2 := co(fp; x1g). Como M2 2 (C), por el Lema 7.1 existe C2 2 C tal
que DIST (M2; C2)  . Sea x2 2 C1 \ C2 arbitrario. Recordemos que C1 \ C2 2 C ya
que C es familia cerrada por intersecciones contables.
Etapa  < !1. Supongamos construidos los subconjuntos convexos cerradosM; C
y elegidos los puntos x para  < , vericando (1) y (2). Sea M := co(fpg [ fx :
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 < g), que es un subconjunto convexo cerrado separable de D. Como M 2 (C), por
el Lema 7.1 existe C 2 C tal que DIST (M; C)  . Sea x 2 \C arbitrario.
El proceso se continua para todo  < !1. Para cada 1   < !1 sea D := co(fx :
   < !1g). Es claro que fD :  < !1g es una familia de subconjuntos cerrados
convexos no-vacos de D, que es cerrada por intersecciones contables. De hecho D 
D  C para 1   <  < !1. Como dens(D) = @1 se verica por hipotesis que
D 2 (C); 8 < !1.
Aserto. \1<!1D = ;.
En efecto, supongamos que existe z 2 \1<!1D. Como z 2 D1, existe  < !1
tal que z 2 co(fx : 1   < g)  M . Por otra parte z 2 D  C . Como
DIST (M ; C)   > 0, llegamos a una contradiccion, que prueba el Aserto.
Aplicando el Aserto a D1, concluimos que D1 =2 (C), lo cual es falso por hipotesis.
Y esto termina la demostracion. 
Corolario 7.3. Sea X un espacio de Banach. Son equivalentes: (a) X 2 (C); (b) todo
subespacio cerrado Y  X con dens(Y ) = @1 verica Y 2 (C).
Lema 7.4. Sea Di un subconjunto convexo cerrado no-vaco del espacio de Banach
Xi; i = 1; 2; dotado de la propiedad (C). Entonces D1 D2 es un subconjunto convexo
cerrado de la suma directa X1 X2, que tiene la propiedad (C).
Demostracion. Trabajaremos con la suma directa X11X2. Es claro que D := D11
D2 es un subconjunto convexo y cerrado de X1 1 X2. Supongamos que D carece
de la propiedad (C). Por el Lema 7.1 existe una familia C de subconjuntos convexos
cerrados no-vacos en D, cerrada por intersecciones contables, y existe  > 0 tal que para
todo subconjunto convexo M de X con la propiedad (C) existe un elemento CM 2 C
vericando que DIST (M;CM )  . En consecuencia, como cada subconjunto D1 1
y; y 2 X2; posee la propiedad (C), existe Cy 2 C tal que DIST (D1 1 y; Cy)  . Sea
P2 : X1 1 X2 ! X2 la proyeccion canonica sobre la segunda coordenada.
Aserto 1. H := fP2(C) : C 2 Cg es una familia de subconjuntos cerrados no-vacos
de D2, que tiene la propiedad de la interseccion contable.
En efecto, es obvio que dicha familia esta formada por subconjuntos cerrados no-
vacos de D2. Ademas es cerrada por intersecciones contables pues si A  C es una
familia contable, entonces
T








Aserto 2. Para todo y 2 X2 se verica que DIST (y; P2(Cy))   y, por tanto,
DIST (y; P2(Cy))  .
En efecto, sea z 2 P2(Cy). Cojamos x 2 D1 tal que x 1 z 2 Cy. Como x 1 y 2
D1 1 y y DIST (D1 1 y; Cy)  , debe ser ky   zk   y esto prueba el Aserto 2.
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Del Aserto 2 extraemos que
T
H2HH = ;, lo que entra en contradiccion con el hecho
de que D2 tiene la propiedad (C). Y esto termina la prueba del Lema. 
Lema 7.5. Sean X;Y espacios de Banach, D un subconjunto convexo cerrado no-vaco
de X con la propiedad (C) y T : X ! Y un operador lineal y continuo. Entonces T (D)
tiene la propiedad (C) en Y .
Demostracion. Sea C una familia de subconjuntos convexos cerrados (relativos) de T (D)
con la propiedad de la interseccion contable. Entonces H := fT 1(C) \D : C 2 Cg es
una familia de subconjuntos convexos cerrados de D con la propiedad de la interseccion
contable. Por tanto
T










C2CC 6= ;, lo que prueba que T (D) tiene la propiedad (C). 
Corolario 7.6. Sean X un espacio de Banach, Di; i = 1; 2; :::; n; subconjuntos convexos
cerrados no-vacos de X dotados de la propiedad (C) y i 2 R; i = 1; 2; :::; n. EntoncesPn
i=1 iDi es un subconjunto convexo X, que tiene la propiedad (C).
Demostracion. Es inmediato que la aplicacion T : Xn ! X tal que




es lineal y continua. Como T (D1 D2  ::: Dn) =
Pn
i=1 iDi, del Lema 7.5 sale quePn
i=1 iDi tiene la propiedad (C). 
Proposicion 7.7. Sean X un espacio de Banach y D un subconjunto convexo cerrado
no-vaco de X con la propiedad (C). Entonces [D] tiene la propiedad (C).
Demostracion. Sea  :=
S
n1fQn \ B(`1(n))g, es decir,  es el colectivo de todas la
n-uplas (1; :::; n) 2 Qn tales que
Pn
i=1 jij  1; n  1. Es claro que jj = @0. Por




idi : di 2 D; i = 1; :::; ng:
Para cada  2 ,M es un subconjunto convexo no-vaco de X con la propiedad (C)
por el Corolario 7.6. A continuacion observemos que el colectivo fmM : m 2 N;  2 g
es contable, todos sus elementos son conjuntos convexos con la propiedad (C) y la union
de todos ellos es densa en [D]. Por [90, Proposition 2] se concluye que [D] tiene la
propiedad (C). 
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Cuestion. Sea X un espacio de Banach y K := (B(X); w). >Son equivalentes:
(a) X 2 (C); (b) C(K) 2 (C)?
Una secuencia basica B := fu :  < g de un cierto espacio de Banach X se dice que
es de tipo `+1 sii dist(0; co(B)) > 0. Observemos que la secuencia basica B = fu :  < g
de X es de tipo `+1 sii existen z 2 X y d > 0 tales que hz; ui  d; 8 < .
Proposicion 7.8. Si X es un espacio de Banach tal que X 2 (C), entonces X carece
de secuencias basicas incontables de tipo `+1 . En particular X carece de copias de `1(@1).
Demostracion. En efecto, supongamos que existiera en X una secuencia basica B :=
fu :  < !1g de tipo `+1 . Sean C := co(fu :    < !1g); 8 < !1. Es claro que




C = ; por ser B una secuencia basica. Hemos llegado a una
contradiccion, que prueba la proposicion. 
7.2. La propiedad (C) y la topologa 1
Veamos la estrecha relacion que guardan los conjuntos con la propiedad (C) y la
topologa 1.
Proposicion 7.9. Sean X un espacio de Banach, Y un subespacio cerrado de X con
la propiedad (C) de Corson y i : Y ! X la inclusion canonica. Entonces
(1) Y es cerrado en (X; 1).
(2) Y  = i(X@0), 1  Y = w  Y y co(B) = co1(B) para todo subconjunto B  Y .
Demostracion. (1) Sea w0 2 X n Y . Entonces existen '0 2 S(X) \ Y ? y un numero
real b tales que h'0; w0i > b > 0. Sea
U := f' 2 B(X) : h';w0i  bg y V := fx 2 B(X) : hw0; xi  bg:
Entonces '0 2 U = V w

y 0 = i('0) 2 i(U) = i(V )w

 B(Y ). Como Y 2 (C),
existe una familia contable fxn : n  1g  V tales que 0 2 fi(xn) : n  1gw

(ver [90,
p. 147]). Sea T : `1 ! X el operador continuo tal que T (en) = xn, donde fen : n  1g es
la base canonica de `1. Puesto que fi(xn) : n  1gw

= i  T  fen : n  1gw, existe
0 2 fen : n  1gw

 B(`1) tal que i  T (0) = 0.
Aserto. T 0 2 X@0 \ Y ? y hT 0; w0i  b > 0.
En efecto, puesto que i  T (0) = 0, entonces T 0 2 Y ?. Ademas T 0 2 X@0
porque
T 0 2 T 
 fen : n  1gw = fTen : n  1gw = fxn : n  1gw :
Finalmente, como hw0; xni  b > 0; 8n  1; y T 0 2 fxn : n  1gw

, obtenemos que
hT 0; w0i  b > 0.
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Por tanto w0 =2 Y 1 y esto prueba que Y es 1-cerrado.
(2) Fijemos z 2 B(Y ). Puesto que












w  X@0 , obtenemos que z 2 i(X@0) y, nalmente,
Y  = i(Xc). De este hecho sale que 1  Y = w  Y . Ademas, co(B) = co1(B) para
todo subconjunto B  Y , porque Y es 1-cerrado. 
Proposicion 7.10. Sean X un espacio de Banach y D un subconjunto convexo cerrado
de X con la propiedad (C) de Corson. Entonces
(1) D es cerrado en (X; 1).
(2) 1  D = w  D y co(B) = co1(B) para todo subconjunto B  D.
Demostracion. Por la Proposicion 7.7 el subespacio cerrado [D] posee la propiedad (C).
Aplicando la Proposicion 7.9 obtenemos (1) y (2). 
7.3. La propiedad (C) y los contornos
En esta Seccion damos resultados de tipo cuantitativo y aplicaciones a los subespacios
cerrados de X con la propiedad (C) de Corson.
Proposicion 7.11. Sean X un espacio de Banach y K un subconjunto w-compacto de
X.
(1) Si B0 es un contorno de K tal que [B0] 2 (C) y K carece de una w-N-familia
(en particular, si K carece de una copia de la base de `1(c)) entonces co(B) = co
w(H)
para todo subconjunto w-compacto H de cow(K) y todo contorno B de H.
(2) Si B0 es un K contorno de K tal que [B0] 2 (C) o si [Ext(K)] 2 (C), entonces




Demostracion. (1) Por la Proposicion 7.9 se tiene que co(B0) = co
1(B0). Por tanto,
co(B0) = co
w(K) por el Corolario 5.11, de donde cow

(K)  [B0] 2 (C). Por tanto
podemos aplicar el mismo argumento a todo subconjunto w-compacto H de K y todo
contorno B de H.
(2) En primer termino, todo subconjunto convexo con la propiedad (C) carece de
una copia de `1(c) (un facil ejercicio). Por tanto, co
w(K) carece de copia de la base
de `1(c) por Proposicion ?? y Proposicion 6.8, respectivamente. Ahora basta aplicar el
punto (1). 
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Proposicion 7.12. Sean X un espacio de Banach, Y un subespacio cerrado de X
con la propiedad (C) de Corson, F un subconjunto convexo de Y , K un subconjunto
w-compacto de X y B un contorno de K. Entonces
(1) Si B = Ext(K) o B es K, se verica dist(cow(K); F )  3dist(B;F ).
(2) Si F carece de una pre-w-N-familia, entonces dist(cow(K); F )  7dist(B;F ).
Demostracion. (1) Supongamos que existen dos numeros reales 0 < a; b tales que
dist(cow

(K); F ) > b > 3a > 3dist(K;F ):
Sea w0 2 cow(K) tal que dist(w0; F ) > b. Por el Teorema de separacion de Hahn
existe '0 2 S(X) de modo que nfh'0; w0   F i > b. Sea 0 <  tal que b +  <
nfh'0; w0   F i y denamos
U := f' 2 B(X) : h';w0i  h'0; w0i   g y
V := fx 2 B(X) : hw0; xi  h'0; w0i   g:
Observemos que '0 2 U = V w

. Si i : Y ! X es la inclusion canonica, entonces i :
X ! Y  satisface i('0) 2 i(U) = i(V )w

 B(Y ). Puesto que Y tiene la propiedad
(C), existe una secuencia fxn : n  1g  V tal que i('0) 2 fi(xn) : n  1gw

en la
w-topologa (Y ; Y ). Sea T : `1(N) ! X el operador continuo tal que T (en) = xn,
donde fen : n  1g es la base canonica de `1(N). Observemos que kTk  1 y que su
adjunto T  : X ! `1(N) satisface T (u) = (u(xn))n1; 8u 2 X. Como Y carece de
una copia de `1(c) (porque Y tiene la propiedad (C) y `1(c) no la tiene), T
(Y ) carece
tambien de una copia (de la base) de `1(c). Sean ~F := T
(F ), T (K) =: H  B(`1)
B0 := T
(B) y v0 := T (w0). Claramente v0 2 cow(H), B0 es un contorno de H y H es
un subconjunto w-compacto de B(`1) tal que o bien Ext(H)  B0, si B = Ext(K),
o bien B0 es un K, si B lo es. En particular, dist(B0; ~F )  dist(B;F ) < a porque
kT k  1. Puesto que i('0) 2 fi(xn) : n  1gw

= i  T (fen : n  1gw

), existe
0 2 fen : n  1gw

 B(`1) tal que i  T (0) = i('0).
Aserto. nfh0; v0   ~F i  b y dist(v0; ~F )  b.
En efecto, es claro que T (0) 2 fxn : n  1gw

en B(X). Por tanto
(i) hT (0); w0i  h'0; w0i    porque hw0; xni  h'0; w0i   ; 8n  1.
(ii) Si c 2 F , se tiene que
hT (0); ci = hT (0); i(c)i = hi  T (0); ci = hi('0); ci = h'0; ci:
Por consiguiente, para todo c 2 F se verica
h0; v0   T ci = h0; T w0   T ci = hT (0); w0   ci  h'0; w0i     h'0; ci =
= h'0; w0   ci    > b+    = b;
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y esto prueba el Aserto.
Por otra parte, como ~F  T (Y ), ~F carece de una copia de la base de `1(c).
As que del Corolario 6.15 deducimos que dist(v0; ~F ) < 3a < b. Obtenemos pues una
contradiccion que prueba que dist(cow

(K); F )  3dist(B;F ).
(2) La prueba de esta parte es analoga a la de la parte (1), teniendo en cuenta que
ahora se usa la Proposicion 6.18 en lugar del Corolario 6.15. Pasemos a dicha prueba.
Suponemos que existen dos numeros reales 0 < a; b tales que
dist(cow

(K); F ) > b > 7a > 7dist(Ext(K); F ):
A continuacion hacemos la misma construccion que en la parte (1) y denimos ~F :=
T (F ), T (K) =: H  B(`1), B0 := T (B) y v0 := T (w0). Observemos que ~F carece de
una pre-w-N-familia porque F tambien carece de ella. Claramente v0 2 cow(H) y H es
un subconjunto w-compacto de B(`1) tal que B0 es un contorno de H y dist(B0; ~F ) 
dist(B;F ) < a porque kT k  1. Puesto que i('0) 2 fi(xn) : n  1gw

= i 
T (fen : n  1gw

), existe 0 2 fen : n  1gw

 B(`1) tal que i  T (0) = i('0).
Aserto. nfh0; v0   ~F i  b y dist(v0; ~F )  b..
La prueba de este Aserto es la misma que la del Aserto de la parte (1).
Por otro lado, de la Proposicion 6.18 se deduce que dist(v0; ~F ) < 7a < b. Obtenemos
una contradiccion que prueba que dist(cow

(K); F )  7dist(B;F ). 
Nota 7.13. Observemos que la parte (1) de la Proposicion 7.11 sale tambien de la
Proposicion 7.12.
Si Y es un espacio de Banach, la bola unidad cerrada del dual B(Y ) se dice que
es w-angelica si dados un subconjunto A de B(Y ) y un vector a 2 Aw , existe una
secuencia fan : n  1g  A tal que an w
! a. Es bien conocido que un espacio de
Banach Y posee la propiedad (C) siempre que la bola dual B(Y ) sea w-angelica (ver
[90, p. 147]). En [47, Theorem 1.2] se prueba que, si un subespacio cerrado Y de un
espacio de Banach dual X tiene bola unidad cerrada dual B(Y ) w-angelica y B es
un contorno de un subconjunto w-compacto K de X con B  Y , entonces co(B) =
cow

(K). En la siguiente proposicion damos un resultado \cuantitativo", que generaliza
el resultado anteriormente citado y que relaciona las distancias dist(cow

(K); C) y
dist(B;C), cuando K es un subconjunto w-compacto de un espacio de Banach dual
X, B es un contorno de K y C es un subconjunto convexo de un subespacio cerrado
Y  X con bola unidad dual B(Y ) w-angelica.
Proposicion 7.14. Sean X un espacio de Banach y Y un subespacio cerrado de X
con bola unidad dual (B(Y ); w) w-angelica. Si C es un subconjunto convexo de Y ,
entonces dist(cow

(K); C) = dist(B;C) para todo subconjunto w-compacto K de X y
todo contorno B de K. Ademas cow

(K) = co(B) para todo subconjunto w-compacto
K de X y todo contorno B de K siempre que Y contenga un contorno de K.
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Demostracion. Sean C un subconjunto convexo de Y y supongamos que existen un




(K); C) > b > a > dist(B;C) = dist(co(B); C):
Sean w0 2 cow(K) y  > 0 vericando dist(w0; C) > b + . En estas condiciones
existe '0 2 S(X) tal que nfh'0; w0  Ci > b+ , esto es, '0(w0) > sup'0(C) + b+ .
Denotemos
U := f' 2 B(X) : h';w0i  h'0; w0i   g y
V := fx 2 B(X) : hw0; xi  h'0; w0i   g:
Observemos que '0 2 U y tambien U = V w

. Si i : Y ! X es la inclusion canonica,
entonces i : X ! Y  satisface i('0) 2 i(U) = i(V )w

 B(Y ). Puesto que
(B(Y ); w) es angelica, existe una secuencia fxn : n  1g  V tal que i(xn) w
! i('0)
en la w-topologa (Y ; Y ). As que para todo y 2 Y se tiene y(xn) = i(xn)(y) !
i('0)(y) = '0(y).
Aserto. Para todo  2 B,
lm sup
n!1
xn()  sup'0(C) + a < '0(w0)  + (a  b):
En efecto, jemos  2 B. Como dist(;C)  dist(B;C) < a, existe y 2 C  Y tal
que k   yk < a. Por tanto
lm sup
n!1
xn() = lm sup
n!1
[xn(y) + xn(   y)] =
= '0(y) + lm sup
n!1
xn(   y)  sup'0(C) + a:
Finalmente, como '0(w0) > sup'0(C)+ b+ , obtenemos sup'0(C)+ a < '0(w0) 
+ (a  b).















hk; xni]  lm sup
n!1
hw0; xni  h'0; w0i   :
de donde obtenemos que h'0; w0i    < h'0; w0i    + (a   b), una contradiccion pues
0 < b  a. 
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Corolario 7.15. (Ver [18, Theorem 5.1]) Sean X un espacio de Banach, T  X un
subconjunto w-CD (resp., w-KA) y B0 un contorno de B(X) tal que B0  T + B(X)
con 0   < 1. Entonces B(X) = co(B) para todo contorno B de B(X) y X es w-CD
(resp., w-KA).
Demostracion. Sea Y = [T ]
kk
. Es bien conocido que Y es un subespacio w-CD (resp.,
w-KA) de X. Obviamente dist(B0; Y )   < 1. Armamos que Y = X. En efecto,
supongamos que Y 6= X. Entonces se tiene que dist(B(X); Y ) = 1. Por otra parte,
dist(B(X); Y ) = dist(B0; Y ) < 1 por la Proposicion 7.14 y porque la bola dual B(Y )
de un espacio w-CD (resp., w-KA) es w-angelica. Hemos llegado a una contradiccion
que prueba que Y = X. Finalmente B(X) = co(B) para todo contorno B de B(X)
tambien por la Proposicion 7.14. 
Corolario 7.16. Sean X un espacio de Banach, K un subconjunto w-compacto de
X, B un contorno de K y T un subconjunto w-CD de X tales que B  T . Entonces
para todo subconjunto w-compacto H de K y todo contorno B0 de H se verica que
co(B0) = co
w(H).
Demostracion. Sea Y := [T ]
kk
. Es bien conocido que Y es un subespacio w-CD o espacio
de Vasak. Como el contorno B de K verica B  Y , la demostracion se termina
aplicando la Proposicion 7.14. 
A continuacion damos otro resultado en la misma lnea que la Proposicion 7.14. Sea
H un espacio topologico Hausdor completamente regular y sea Cb(H) el espacio de
Banach de las funciones reales acotadas continuas sobre H con la norma del supremo.
Consideraremos a Cb(H) como un subespacio cerrado de (`1(H); k  k1). Si k 2 H sea
Vk la familia de los entornos abiertos de k en H. Denimos la oscilacion de Osc(f; k) de
f : H ! R en k 2 H como:
Osc(f; k) = lm
V 2Vk
 
supff(i)  f(j) : i; j 2 V g:
La oscilacion de f en H es:
Osc(f) = supfOsc(f; k) : k 2 Hg:
Si H es un espacio topologico normal y f 2 `1(H), se verica que dist(f; Cb(H)) =
1
2Osc(f) (ver [9, Proposition 1.18, p. 23]). Decimos que un espacio topologicoH pertenece
a la clase F (abreviadamente, H 2 F) si para todo A  H  H y todo h 2 H, con
(h; h) 2 A, existen d 2 H y una secuencia (n)n1 en A tales que n ! (d; d) as
n ! 1. Por ejemplo, H esta en la clase F en los siguientes casos: (1) H es metrizable;
(2) H satisface el 1o Axioma; (3) H H es Frechet-Urysohn.
Proposicion 7.17. Sean H un espacio topologico normal con H 2 F, W  `1(H) un
subconjunto w-compacto y B un contorno de W . Entonces
dist(cow

(W ); Cb(H)) = dist(B;Cb(H)):
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Demostracion. Supongamos que existen un subconjunto w-compacto W  B(`1(H)),
un contorno B de W y dos numeros reales a; b > 0 tales que
dist(cow

(W ); Cb(H)) > b > a > dist(B;Cb(H)):
Elegimos f0 2 cow(W ) con dist(f0; Cb(H)) > b. Entonces existe un punto k0 2 H tal
que 12Osc(f0; k0) > b. As que existen  > 0 y, para todo V 2 Vk0 , dos puntos iV ; jV 2 V
tales que
f0(iV )  f0(jV ) > 2b+ :
En particular, (k0; k0) 2 f(iV ; jV ) : V 2 Vk0g. Puesto que H 2 F, existen una secuencia
f(in; jn) : n  1g  f(iV ; jV ) : V 2 Vk0g y un punto h0 2 H tales que (in; jn)! (h0; h0).
Para todo n  1 sea Tn : `1(H)! R tal que Tn(f) = f(in) f(jn), para todo f 2 `1(I).
Claramente Tn es una aplicacion lineal, que ademas es k  k-continua y w-continua con
kTnk  2. Aun mas, se tiene que Tn(f0) > 2b + ; 8n  1; y lmn!1 Tn(f) = 0 para
todo f 2 Cb(H).
Aserto. Para todo  2 B se tiene que lm supn!1 Tn() < 2a.
En efecto, jemos  2 B y, como dist(B;Cb(H)) < a, elijamos f 2 Cb(H) tal que
k   fk < a. Se verica que
lm sup
n!1
Tn() = lm sup
n!1
(Tn(f) + Tn(   f)) =
= lm
n!1Tn(f) + lm supn!1
Tn(   f) < 2a;
en donde hemos aplicado que lmn!1 Tn(f) = 0, kTnk  2 y k   fk < a.





Tn()]  nf[ sup
k2cow (W )
g(k) : g 2 co((Tn)n1)]:
En consecuencia existe cierto g 2 co((Tn)n1), digamos g =
Pp
n=1 nTn con n  0 yPp
n=1 n = 1, tal que supk2cow (W ) g(k) < 2a+ . Por otra parte, como f0 2 cow

(W ) y






nTn(f0) > 2b+ ;
de donde obtenemos que 2a+  > 2b+ , una contradiccion que completa la prueba. 
Nota. Por la Proposicion 6.7 un subconjunto w-compacto K de un espacio de
Banach dual X satisface K =2 (P ) si y solo si Ext(K) contiene una w-N-familia y una
copia de la base de `1(c). Sin embargo, el solo hecho de contener Ext(K) una copia de la
base de `1(c) no implica, en general, que K =2 (P ). En efecto, consideremos X := c0(c) y
sea fei : i < cg la base canonica de X = `1(c). Claramente, Ext(B(X)) = fei : i < cg
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y por tanto Ext(K) contiene una base de `1(c), aunque X
 = `1(c) no posee una w-N-
familia porque c0(c) carece de copias de `1.
Veamos las nociones de espacio representable y universalmente representable, que
fueron introducidas y estudiadas en [48] por Godefroy y Talagrand. Un espacio de Banach
X es representable si es isomorfo a un subespacio wKA de `1. Un espacio de Banach X
es universalmente representable si es representable y todo subespacio Y de `1 isomorfo
a X es wKA en `1. El Lema 6.1 permite extender el Theoreme 6 de [48] de la siguiente
manera.
Proposicion 7.18. Sean Y un espacio de Banach separable y X un subespacio cerrado
wKA del dual Y . Los siguientes asertos son equivalentes:
(a) X es universalmente representable.
(b) X carece de una copia de `1(c).
(c) (B(X); w) es un espacio angelico.
(d) X es universalmente (P ), es decir si Z es un subespacio de un espacio de Banach
dual V  y Z es isomorfo a X, entonces Z tiene la propiedad (P ) en V .
(e) X 2 (P ) en Y .
(f) X 2 (C).
Demostracion. La equivalencia (a), (b), (c) es el Theoreme 6 de [48]. (c)) (f) por
[90, p. 147] y (f) ) (b) porque un subespacio X con la propiedad (C) del dual Y  de
un espacio de Banach separable Y carece de secuencias basicas incontables [49].
(b) ) (d): Supongamos que X carece de una copia de `1(c). Entonces, si Z es
isomorfo a X y subespacio de cierto espacio dual V , Z 2 (P ) en V  porque Z no posee
una w-N-familia en V .
(d)) (e) es obvio y (e)) (c) sale de Lema 6.1. 
Si X es un espacio de Banach. denotaremos por NA(X) al conjunto de los elementos
deX que alcanzan su norma sobre B(X). En [8] se prueban los dos siguientes resultados.
Lema 7.19. Sean X un espacio de Banach que carece de una copia de `1(c), J : X !
X la inclusion canonica y M un subespacio cerrado y separable de NA(X) tal que
i  J(B(X)) contiene un contorno w-analtico de B(M), siendo i : M ! X la
inclusion canonica. Entonces i  J : X !M es un 1-cociente canonico.
Demostracion. Ver [8, Lemma 2.10]. 
Proposicion 7.20. Sean X un espacio de Banach, J : X ! X la inclusion canonica y
M un subespacio separable cerrado innito dimensional de NA(X) tal que i J(B(X))
contiene un contorno w-analtico de B(M), siendo i :M ! X la inclusion canonica.
Entonces X posee un 1-cociente innito dimensional, que es isomorfo a un espacio dual.
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Demostracion. Ver [8, Proposition 2.14]. 
Los anteriores resultados se pueden generalizar como sigue.
Proposicion 7.21. Sean X un espacio de Banach sin copia isomorfa de `1(c), J : X !
X la inclusion canonica y M un subespacio cerrado de X tal que, si i : M ! X es
la inclusion canonica, i  J(B(X)) contiene
(i) o bien un contorno B de B(M), que es wKA;
(ii) o bien Ext(B(M)).
Entonces i  J : X !M es un 1-cociente canonico.
Demostracion. En ambos casos es claro que M  NA(X). Sea B  i  J(B(X)) un
contorno wKA de B(M) o B = Ext(B(M)). Claramente, B no posee una copia de
la base de `1(c), porque X no tiene copia de `1(c).
Aserto. co(B) = B(M).
En efecto, supongamos que co(B) 6= B(M). Entonces:
(a) Sea B un contorno wKA de B(M). Por la Proposicion 5.10 existe una w-N-
familia dentro de B(M). Por la Proposicion 6.4 tambien existe una w-N-familia dentro
de B. En consecuencia, B posee una copia de la base de `1(c).
(b) Sea B = Ext(B(M)). Por la Proposicion 6.7 el conjunto B posee una w-N-
familia y, por tanto, una copia de la base de `1(c).
Hemos llegado a una contradiccion que prueba el Aserto.
Finalmente, observemos que el hecho co(B) = B(M) implica que i  J : X !M
es un 1-cociente. 
Proposicion 7.22. Sean X un espacio de Banach, J : X ! X la inclusion canonica
y M un subespacio cerrado innito dimensional de X tal que, si i : M ! X es la
inclusion canonica, i  J(B(X)) contiene
(i) o bien un contorno B de B(M), que es wKA;
(ii) o bien Ext(B(M)).
Entonces X posee un 1-cociente innito dimensional, que es isomorfo a un espacio
dual.
Demostracion. Si X no posee una copia de `1(c), aplicamos la Proposicion 7.21. Si X
contiene una copia de `1(c), entonces `1 es cociente de X. 
Si M  X, decimos que X posee una M -w-N-familia si X, como parte de X,
posee una w-N-familia asociada a una secuencia fzn : n  1g M\B(X). El siguiente
resultado es mas general que los dos anteriores.
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Proposicion 7.23. Sean X un espacio de Banach, J : X ! X la inclusion canonica
y M un subespacio cerrado de X tal que, si i : M ! X es la inclusion canonica,
i  J(B(X)) contiene
(i) o un contorno B de B(M), que es wKA;
(ii) o bien Ext(B(M)).
Entonces, si X no posee una M -w-N-familia, i  J : X ! M es un 1-cociente
canonico.
Demostracion. Sea B  iJ(B(X)) un contorno wKA de B(M) o B = Ext(B(M)).
Claramente, B no posee una w-N-familia, porque X no tiene una M -w-N-familia.
Aserto. co(B) = B(M).
En efecto, supongamos que co(B) 6= B(M). Entonces:
(a) Sea B un contorno wKA de B(M). Por la Proposicion 5.10 existe una w-N-
familia dentro de B(M). Por la Proposicion 6.4 tambien existe una w-N-familia dentro
de B, que se puede \alzar " hasta X, porque B  i  J(B(X)). En consecuencia, X
posee una M -w-N-familia, lo que no puede ser.
(b) Sea B = Ext(B(M)). Por la Proposicion 6.7 el conjunto B posee una w-N-
familia y, por tanto, X posee una M -w-N-familia, lo que no puede ser.
Hemos llegado a una contradiccion que prueba el Aserto.
Finalmente, observemos que el hecho co(B) = B(M) implica que i  J : X !M
es un 1-cociente. 
Proposicion 7.24. Sean X un espacio de Banach, J : X ! X la inclusion canonica
y M un subespacio cerrado de X tal que
(a) M no posee una copia de `1.
(b) Si i :M ! X es la inclusion canonica, i  J(B(X)) contiene
(b1) o bien un contorno B de B(M), que es wCD;
(b2) o bien Ext(B(M)).
Entonces i  J : X !M es un 1-cociente canonico.
Demostracion. Sea B  iJ(B(X)) un contorno wCD de B(M) o B = Ext(B(M)).
Necesariamente co(B) = B(M) pues, de no ser as, del Corolario 5.12 o de la Proposicion
6.7 deduciramos queM contiene una copia de `1, que no es el caso. Finalmente observemos
que el hecho co(B) = B(M) implica que i  J : X !M es un 1-cociente. 
Corolario 7.25. Sean X un espacio de Banach, J : X ! X la inclusion canonica, M
un subespacio separable cerrado de X tal que M no posee una copia de `1 y i :M ! X
la inclusion canonica.
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(A) Si i  J(B(X)) contiene un contorno B de B(M), i  J : X ! M es un
1-cociente.
(B) Si M  NA(X), i  J : X !M es un 1-cociente.
Demostracion. (A) Todo subconjunto deB(M) es wCD porque (B(M); w) es metrico
compacto. Ahora basta aplicar la Proposicion 7.24.





El problema de la distancia
dist(B;X) cuando B es un
contorno de B(X)
8.1. Introduccion
En este captulo vamos a considerar y resolver el siguiente problema. Sea X un
espacio de Banach, K un subconjunto w-compacto del bidual X y B un contorno
de K. Sabemos que, en general, co(B) 6= cow(K). Por tanto, la distancia dist(K;X)
es, en general, diferente de la de la distancia dist(cow

(K); X) y, dado un subconjunto
convexo C de X, puede ocurrir que dist(B;C) < dist(cow(K); C). Sabemos (ver [50])
que dist(cow

(K); X)  5dist(co(K); X). Incluso existen (ver [54, Proposition 10],[52,
Proposition 3.1]) espacios de Banach X y subconjuntos w-compactos K  X tales
que dist(cow

(K); X) = 3dist(co(K); X) > 0.
En vista de estos antecedentes, pudiera ocurrir que 0  dist(B;X) < dist(B(X); X),
para algun espacio de Banach X y algun contorno B de B(X). Observemos que,
claramente, dist(B(X); X) = 1, si X no es reexivo, que dist(B(X); X) = 0, si X es
reexivo, y que siempre 0  dist(B;X)  dist(B(X); X). >Existe, pues, algun espacio
de Banach X tal que 0  dist(B;X) < dist(B(X); X) para algun contorno B de
B(X)? Vamos a ver que la respuesta a esta pregunta es negativa. De hecho, probamos
a continuacion que, si X es un espacio de Banach y B un contorno de B(X), se verica
que dist(B;X) = dist(B(X); X). Este \buen" comportamiento de los contornos B de
B(X) no debe sorprendernos pues, en muchos aspectos, el comportamiento de dichos
contornos B es similar al de la bola B(X) completa. Por ejemplo, en [87] se prueba
que, si D es un subconjunto acotado de X, D es w-compacto -es decir, D es (X;B(X))
compacto- si y solo si D es (X;B)-compacto.
Un espacio de BanachX tiene la propiedad de Grothendieck (abrev.,X es Grothendieck)
si toda secuencia w-nula de X es w-nula. Los siguientes hechos son elementales:
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(1) Todo espacio reexivo es Grothendieck.
(2) Si X es Grothendieck y X carece de una copia de `1, entonces X es reexivo.
(3) Todo cociente de un espacio Grothendieck es Grothendieck, pero no lo son los
subespacios, en general.
(4) Un espacio X es Grothendieck y tiene bola dual (B(X); w) angelica sii X es
reexivo.
(5) Un espacio de Grothendieck X no puede tener como cociente un espacio no
reexivo Y tal que (B(Y ); w) sea angelica.
Un espacio de Banach X contiene una copia asintoticamente isometrica de `1(N)
si existen una secuencia fan : n  1g  B(X) y una secuencia (n)n2N  (0; 1]








Lema 8.1. Para todo espacio de Banach X ocurre una de las siguientes alternativas:
(I) X es reexivo.
(II) X no es Grothendieck.
(III) X contiene una copia asintoticamente isometrica de `1(N).
Demostracion. Supongamos que ni (I) ni (II) ocurren y probemos que X satisface
(III). Razonamos por reduccion al absurdo y suponemos que X no verica (III). Por el
Theorem 2 de [76] la bola dual B(X) es w-bloque compacto, es decir:
() \Para toda secuencia (zn)n2N enB(X) existen una secuencia (Fn)n2N de subconjuntos
nitos disjuntos dos a dos de N y una secuencia (i)i2N de numeros reales, con
P
i2Fn jij =
1; 8n 2 N; tal que, si bn :=
P
i2Fn izi; 8n 2 N, entonces (bn)n2N w-converge a algun
elemento b0 de (necesariamente) B(X
)".
Aserto. B(X) carece de una copia de `1.
En efecto, supongamos que (zn)n2N es una secuencia en B(X) equivalente a la base
de `1. Es facil ver que toda secuencia bloque normalizada de (zn)n2N es equivalente a la
base de `1. Por () existe una secuencia bloque normalizada (bn)n2N extrada de (zn)n2N,
que w-converge a algun b0 2 B(X). Como X es Grothendieck, (bn)n2N w-converge a
b0, una contradiccion pues (bn)n2N es equivalente a la base de `1. Esto prueba el Aserto.
As que X es un espacio de Grothendieck tal que X carece de una copia de `1, de
donde sale que X es reexivo, una contradiccion. 
Corolario 8.2. Si X es un espacio de Banach Grothendieck no reexivo, para toda
norma equivalente a la dada hay en X una copia asintoticamente isometrica a `1.
8.1 INTRODUCCION 107
Demostracion. Es consecuencia inmediata del Lema 8.1. 
Proposicion 8.3. Sea X un espacio de Banach que contiene una copia asintoticamente
isometrica de `1(N) y sea B un contorno de B(X). Entonces existe b 2 B tal que
dist(b;X) = 1 = dist(B(X); X).
Demostracion. Sea (an)n2N una secuencia en B(X) asintoticamente isometrica a la base
canonica de `1(N), asociada a la secuencia de coecientes (i)i2N  (0; 1], que converge
a 1. Sea gn : X ! R el funcional, que es la extension de Hahn-Banach a todo X del
funcional ~gn : [(ai)] ! R tal que h~gn; aii =  i, si i < n, y h~gn; ai)i = i, si n  i.
Observemos que kgnk = 1 porque trivialmente gn 2 B(X) y ademas
kgnk  sup
i2N
hgn; aii = sup
i2N
i = 1:




que satisface trivialmente khk  2.
Aserto. khk = 2.
En efecto, se tiene que
khk  sup
i2N








2 k + 1) = 2:
Por tanto existe un punto b 2 B tal que hb; hi = 2 y tambien hb; gni = 1; 8n  1; y
hb; ~gi =  1. Sea x 2 X. Si hg; xi  0 o hg; xi   2, entonces kb  xk  jhb  x; gij  1.
En caso contrario  2 < hx; gi < 0 y. por razones de w-densidad, existe cierto m 2 N
(dependiendo de x) tal que  2 < hx; ~gmi < 0. De aqu que  3 < hx  b; ~gmi <  1 y de
nuevo kb xk  jhb x; ~gmij  1. Esto implica que la distancia dist(b;X) = 1 y termina
la prueba. 
Corolario 8.4. Bajo (MA) + :(CH), si X es un espacio de Banach que contiene una
copia de `(c) y B  B(X) es un contorno de B(X), se tiene que X contiene una
copia asintoticamente isometrica de `1 y, por tanto, existe b 2 B tal que dist(b;X) = 1.
Lema 8.5. Sean X un espacio de Banach, 0 > 0, fxn : n  1g  S(X) una secuencia
con xn
w! 0 y z 2 S(X) tales que hz; xni  0 > 0; 8n  1. Entonces para todo  > 0
existen z 2 S(X) y una secuencia fun : n  1g dentro de la lasca cerrada
S(z; ; B(X
)) := fx 2 B(X) : hz; xi  1  g
(dependiendo de ) tal que un
w! 0.
Demostracion. Para cada n  1 denimos a(n) como sigue:
a(n) := nffkxk : x 2 co(fxk : k  ng)g:
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Elegimos  > 0 y n0 2 N tales que a a+ > 1   y a  < a(n0). Por cada k 2 N cogemos
vk 2 co(fxn : n  n0 + kg) de modo que a(n0 + k)  kvkk  a(n0 + k) + . Por tanto
para cada k  1 se verica:
a   < a(n0)  a(n0 + k)  kvkk  a(n0 + k) +   a+ :
Sean M = (a+ ) ^ 1 y uk := vk=M; 8k 2 N. Entonces:
(1) Por la denicion de a(n0) todo u 2 co(fuk : k  1g) verica:








Por tanto co(fuk : k  1g) \ BX(0; (a   )=M) = ;. Por el Teorema de separacion
de Hahn-Banach existe z 2 S(X) tal que hz; ui > (a   )=M  1    para todo
u 2 co(fuk : k  1g).
(2) Puesto que uk es una combinacion convexa nita de elementos de fxn=M : n 
n0 + kg y xn w
! 0 en la w-topologa de X, necesariamente uk w
! 0 en la w-topologa
de X. 
Lema 8.6. Sea X un espacio de Banach que no es Grothendieck. Entonces para todo
 > 0 existe z 2 S(X) y una secuencia fvn : n  1g  S(z; ; B(X)) \ S(X)
(dependiendo de ) tal que vn
w! 0.
Demostracion. Puesto que X no es Grothendieck, existen una secuencia fxn : n 
1g  S(X) con xn w
! 0, un vector z 2 S(X) y un numero real 0 > 0 tales que
hz; xni  0 > 0; 8n  1. Por el Lema 8.5 para todo  > 0 existen z 2 S(X) y una
secuencia fun : n  1g  S(z; ; B(X)) (dependiendo de ) de modo que un w
! 0.
Ahora basta tomar vn := un=kunk; 8n  1. 
Proposicion 8.7. Sean X un espacio de Banach no-Grothendieck y B un contorno de
B(X). Entonces dist(B;X) = dist(B(X); X) = 1.
Demostracion. Supongamos que existen  > 0 y un contorno B de B(X) tales que
dist(B;X) < 1   < 1. Por el Lema 8.6 existen z 2 S(X) y una secuencia fun : n 
1g  S(X) tales que un w
! 0 y hz; uni  1  4 ; 8n  1. Es inmediato que todo punto
w 2 B(X) de w-acumulacion de fun : n  1g satisface:
(1) w 2 X?.
(2) kwk > 1   3 porque hz; uni  1   4 ; 8n  1. Por tanto existe v 2 S(X) tal
que hw; vi > 1  3 .
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(3) Como dist(B;X) < 1   y w 2 X? \B(X), para todo b 2 B se tiene:
hw; bi < (1  )kwk  1  :
Aserto 1. Para todo b 2 B se verica lm supn!1hb; uni  1   y de aqu que
supflm sup
n!1
hb; uni : b 2 Bg  1  :
En efecto, supongamos que el Aserto 11 es falso. Entonces existen b0 2 B y una
subsecuencia funk : k  1g de fun : n  1g tales que hb0; unki > 1   ; 8k  1. Sea w
un punto de w-acumulacion de funk : k  1g en B(X). Se tiene que:
(a) Por un lado, obviamente, hw; b0i  1   porque hb0; unki > 1  ; 8k  1.
(b) Pero por otro lado, como w es tambien un punto de w-acumulacion de fun :
n  1g en B(X), por (3) se verica que hw; b0i < 1  .
Llegamos a una contradiccion que prueba el Aserto 1.
Aserto 2. supflm supn!1hv; uni : v 2 B(X)g  1  3 .
En efecto, jemos un punto de w-acumulacion w0 de fun : n  1g en B(X). Por
(2) existe un vector v0 2 S(X) tal que hw0; v0i > 1   3 . Como w0 es un punto de
w-acumulacion de fun : n  1g y v0 2 S(X) satisface hw0; v0i > 1   3 , existe una
subsecuencia funk : k  1g de fun : n  1g tal que hv0; unki > 1  3 ; 8k  1. Por tanto
lm sup
n!1
hv0; uni  lm sup
k!1
hv0; unki  1  3
y esto prueba el Aserto 2.
Por la igualdad de Simons se tiene
supflm sup
n!1
hb; uni : b 2 Bg = supflm sup
n!1
hv; uni : v 2 B(X)g:
Llegamos a una contradiccion que prueba la Proposicion. 
Teorema 8.8. Si X es un espacio de Banach y B un contorno de B(X), se verica
que dist(B;X) = dist(B(X); X).
Demostracion. Basta aplicar el Lema 8.1, la Proposicion 8.3 y la Proposicion 8.7. 
8.2. El ndice de Grothendieck-nidad
Vamos a introducir un ndice para \medir" la proximidad de un espacio de Banach a
la familia de los espacios de Grothendieck. Si X;Y son espacios de Banach y T : X ! Y
un operador continuo, indicaremos por:
Y ? := fz 2 Y  : hz; yi = 0; 8y 2 Y g
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y por
g(T ) := supfkuk : u 2 T (B(Y ?))g:
El c0-ndice de Grothendieck-nidad g0(X) de un espacio de Banach X se dene como
g0(X) := supfg(T )jT : X ! c0 operador continuo con kTk  1g:
Proposicion 8.9. Sea X un espacio de Banach.
(A) 0  g0(X)  1.
(B) Son equivalentes: (i) X es Grothendieck; (ii) g0(X) = 0.
Demostracion. (A) Es claro que 0  g0(X)  1 porque 0  g(T )  1 para todo operador
continuo T : X ! c0 con kTk  1.
(B) (i) ) (ii). Sea T : X ! c0 un operador continuo con kTk  1. Bastara probar
que T (c?0 ) = 0. Si fen : n  1g es la base canonica de `1 = c0, se verica que T en w! 0
porque en
w! 0 en `1 y X es Grothendieck. Observemos que el subespacio c?0 de c0  
es c?0 =MR(N. Consideremos la probabilidad de Dirac 1p con p 2 N. Sabemos que 1p
es punto w-lmite de fen : n  1g en (c0 ; w) por lo que T (1p) es punto w-lmite
de fT en : n  1g en (X; w). Como T en w
! 0 en (X; w), concluimos que
T (1p) = 0. Finalmente, observemos que el subespacio [f1p : p 2 Ng] generado por
las probabilidades de Dirac f1p : p 2 Ng es w-denso en c?0 . Por lo tanto T (c?0 ) = 0.
(ii) ) (i). Sea fxn : n  1g  B(X) una sucesion tal que xn w
! 0 en (X; w).
Queremos probar que xn
w! 0. Supongamos que no es as y obtengamos una contradiccion.
Sin perdida de generalidad, pasando a una subsucesion si es preciso, podemos suponer
que existen z 2 S(X) y  > 0 tales que hz; xni  ; 8n  1. Sea T : X ! c0 el
operador tal que T (x) := (hxn; xi)n1; 8x 2 X, que es continuo y verica kTk  1 y
T en = xn; 8n  1; siendo fen : n  1g la base canonica de `1. Fijemos p 2 N. Sabemos
que 1p esta en B(c
?
0 ) y es punto w
-lmite de fen : n  1g en c0 . Se tiene que:
(a) Por una parte es claro que T (1p) = 0 pues por hipotesis g(T ) = 0, es decir,
T (B((c0)?)) = 0.
(b) Pero por otra parte T (1p) es punto w-lmite de fT (en) : n  1g = fxn :
n  1g en X. Como hz; xni   > 0; 8n  1, concluimos que tambien hT (1p); zi 
 > 0, es decir, T (1p) 6= 0.
Hemos llegado a la contradiccion que buscabamos. 
Proposicion 8.10. El ndice de Grothendieck-nidad es 0 o 1.
Demostracion. Sea X un espacio de Banach. Si X es Grothendieck, entonces g0(X) = 0
por la Proposicion 8.9. Supongamos que X no es Grothendieck y sea 0 <  < 1. Por el
Lema 8.6 existe z 2 S(X) y una secuencia fxn : n  1g  S(z; ; B(X)) \ S(X)
(dependiendo de ) tal que xn
w! 0. Sea T : X ! c0 tal que T (x) := (hxn; xi)n1. Es claro
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que kTk  1 y que T en = T en = xn; 8n  1, siendo fen : n  1g la base canonica
de `1. Fijemos p 2 N. Sabemos que 1p esta en B(c?0 ) y es punto de w-acumulacion
de fen : n  1g en B(c0 ). Se tiene que T (1p) es punto de w-acumulacion de
fT (en) : n  1g = fxn : n  1g en X. Como hz; xni  1  ; 8n  1, concluimos
que tambien hT (1p); zi  1  , es decir, g0(X)  g(T )  1  . Como 0 <  < 1 es
arbitrario, concluimos que g0(X) = 1. 
Proposicion 8.11. Sean X un espacio de Banach y K  X un subconjunto w-
compacto tal que:
(i) K \X es w-denso en K.
(ii) dist(cow

(K); X) = (1 + )dist(K;X) > 0 para cierto   0.
Entonces existen un disco cerrado C  X tal que int(C) 6= ; y un w-compacto
H  cow(C) vericando:





(C); X) = dist(cow

(H); X) = (1 + )dist(K;X) = (1 + )dist(H;X).
Demostracion. Sean a := dist(K;X), H := K [ ( K)[ aB(X) y C := co(H \X). Es
claro que:
(a) H es un subconjunto w-compacto y H \X es 
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Captulo 9
La distancia dist(B;X) vs
dist(cow

(K); X) cuando B es un
contorno de un w-compacto K de
X
9.1. Introduccion y preliminares
Sabemos (ver [60]) que todo espacio de Banach X tiene M -control en su bidual
X, para cierta constante M tal que 3  M  5, es decir, que dist(cow(K); C) 
Mdist(K;C), para todo subconjunto convexo C de X y todo subconjunto w-compacto
K de X.
Cuestion. >Sera verdad que existe una constante universal M0 tal que
dist(cow

(K); C) Mdist(B;C), para todo subconjunto convexo C deX, todo subconjunto
w-compacto K de X y todo contorno B de K?
Desconocemos la respuesta general a esta cuestion. En este captulo vemos que hay
muchas clases de espacios de Banach X para los que existe existe dicha constante M0 y
que se verica 1 M0  3.
9.2. Sumas directas 1-incondicionales
Comenzaremos estudiando el comportamiento de los espacios de Banach X, que
son suma directa 1-incondicional de espacios con buenas propiedades (vg., espacios
WCG). Vamos a probar que estos espacios de Banach X verican dist(cow

(K); X) 
2dist(B;X), para todo subconjunto w-compacto K  X y todo contorno B  K,
aunque hay numerosos casos (v.g., si X no tiene copias de `1(@1), si X tiene base
1-simetrica) en que vale la constante 1. Entre estos espacios, que son suma directa 1-
incondicional de \buenos" espacios, destacan los retculos de Banach orden-continuos
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(abrev. o-continuos). En todo lo relativo a las nociones de retculo de Banach y sus
propiedades nos remitimos a [74] y [79].
Vamos a estudiar la estructura de X; X y X cuando X es una suma directa
1-incondicional de una familia de subespacios de Banach fX :  2 Ag de X.
Denicion 9.1. Un espacio de Banach X es suma directa 1-incondicional de una
familia de subespacios de Banach fX :  2 Ag de X, abrev. X =
P
2AX 1-
incondicional, cuando X = [[2AX] y, si x 2 X;  = 1;  2 A; y A es un




(i) Por cada subconjunto A  A existe una proyeccion PA : X ! X tal que kPAk =
1 = kI   PAk y PA(X) =
P
2AX.
(ii) Cada x 2 X admite una unica representacion de la forma x = P2A x con
x 2 X y solo un numero contable de coordenadas x no nulas, de modo que la serie
anterior converge incondicionalmente y kP2A xk = kxk siendo  = 1; 8 2 A.
(iii) Si u 2 X, a la restriccion u := u  X 2 X la denominaremos la coordenada
-esima de u. Identicaremos u con el conjunto (u)2A de sus coordenadas.
Cada dual X se considera sumergido canonica e isometricamente en X de la
siguiente forma. Si P : X ! X es la proyeccion canonica con norma kPk = 1,
entonces P (X) es un subespacio de X isometrico a X. Pues bien, consideraremos
a X sumergido en X ocupando la posicion de P (X). Dentro de X disponemos del
subespacio cerrado Y0 := [[2AX], que, en realidad, es la suma directa 1-incondicional
de los subespacios cerrados fX :  2 Ag, es decir, Y0 =
P
2AX 1-incondicional.
Sea Y 0 el dual de Y0.
Aserto 1. Y 0 se sumerge canonica e isometricamente en X.
En efecto, si z 2 Y 0 , para cada  2 A denimos z := z  X, que verica z 2 X ,
e identicamos z con el conjunto de sus coordenadas (z)2A. Para sumergir Y 0 en X,
denimos la aplicacion h : Y 0 ! X del siguiente modo




La denicion de h precisa de varias aclaraciones y comprobaciones, a saber:
(A) En primer termino hay que cerciorarse de que el anterior sumatorio es convergente.
Si A0  A es un subconjunto nito, entonces
P





u)  kzk  k
X
2A0
uk  kzk  kuk:
De aqu deducimos que: (i) jf 2 A : z(u) 6= 0gj  @0; (ii) la serie
P
2A z(u)
converge absolutamente y, ademas,
P
2A z(u)  kzk  kuk: En consecuencia, h(z) 2
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X con kh(z)k  kzk; 8z 2 Y 0 , y h es una aplicacion lineal y continua que verica
khk  1.
(B) Veamos que h es una isometra. En efecto, como h(z)  Y0 = z; 8z 2 Y 0 , se tiene
que
kh(z)k = supfhh(z); ui : u 2 B(X)g  supfhz; ui : u 2 B(Y0)g = kzk:
Por otra parte kh(z)k  kzk. En consecuencia, h es una isometra.
Sabemos que el subespacio Y ?0 := fz 2 X : hz; yi = 0; 8y 2 Y0g de X es




Aserto 2. X = h(Y 0 )
mY ?0 , es decir, X es la suma directa monotona de h(Y 0 ) y
de Y ?0 , lo que quiere decir que todo z 2 X admite una unica descomposicion z = z1+z2
con z1 2 h(Y 0 ) y z2 2 Y ?0 de modo que kzk  kz1k
W kz2k.
En efecto, es inmediato que h(Y 0 )\Y ?0 = f0g. Sea z 2 X y denotemos w1 := z  Y0.
Veamos que z   h(w1) 2 Y ?0 . Para todo  2 A y todo v 2 X se tiene
hz   h(w1); vi = hz; vi   hh(w1); vi =
= hz  X; vi   hw1; vi = hz  X; vi   hz  X; vi = 0:
En consecuencia, X = h(Y 0 )Y ?0 . Ademas la anterior suma directa es monotona,
pues si z = z1 + z2 2 X con z1 2 h(Y 0 ) y z2 2 Y ?0 , se tiene, por una parte, que
kzk  supfhz1 + z2; ui : u 2 B(Y0)g = supfhz1; ui : u 2 B(Y0)g = kz1k:
Por otra parte, dado  > 0, elijamos v 2 B(X) tal que kz2k  2  hz2; vi. Sabemos que
hz1; vi =
P
2A z1(v) (donde z1 := z  X) de modo que existe un subconjunto nito
A0  A tal que j
P
2AnA0 z1(v)j  2 . Por tanto, si u = v  
P
2A0 v, se tiene que
u 2 B(X), hz2; ui = hz2; vi y






z1(v)j  2 ;
de donde
kz2k   2  hz2; vi = hz2; ui  hz1 + z2; ui+ 2 = hz; ui+ 2  kzk+ 2 :
Como  > 0 es arbitrario, obtenemos que kz2k  kzk. As que la suma directa X =
h(Y 0 )
m Y ?0 es monotona.
Por ultimo, observemos que la copia canonica J(X) de X en X esta dentro de
h(Y 0 ) aunque, en general, J(X) 6= h(Y 0 ).
Lema 9.2. Sea X un espacio de Banach y K  X un subconjunto w-compacto. Dados
z 2 B(X) y  > 0, existe y 2 B(X) tal que
8k 2 K; z(k)    y(k)  z(k) + :
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Demostracion. Sin perdida de generalidad, podemos suponer queK es convexo y simetrico
respecto del origen (tomando co(K [ K) en lugar de K). Sean M := supfkkk : k 2 Kg
y  > 0 tal que (M + 1) < . Consideremos el espacio de Banach Z = X 1 R.
Entonces Z = X 1 R y Z = X 1 R. Sean H1 := f(k; z(k)   2) : k 2 Kg
y H2 := f(k; z(k) + 2) : k 2 Kg dos subconjuntos disjuntos convexos w-compactos
de Z tales que, si H = H2   H1, entonces H  Z es un subconjunto convexo
w-compacto, y por tanto w-compacto, de Z vericando que H \

B(0; 2) = ;. Por
tanto, si cogemos 22+   < 1, entonces H \ B(0; 2 ) = ; y por el teorema de Hahn-
Banach existe un vector ' 2 B(Z) tal que hh; 'i  2 ; 8h 2 H. Si ' = x0 + t0, con
x0 2 X; t0 2 R y k'k = kx0k + jt0j  1, resulta que para todo (k1; z(k1)   2) 2 H1 y
todo (k2; z(k2) +

2) 2 H2 se tiene que
'((k2; z(k2) +

2))  '((k1; z(k1)  2))  2 ;
es decir
x0(k2) + t0z(k2) + t0

2  x0(k1) + t0z(k1)  t0 2 + 2 ; (9.1)
de donde, tomando k1 = k2 en (9.1), obtenemos t0  2 , es decir, 2  t0  1, por lo
que kx0k  1  2 . Haciendo k1 = 0 en (9.1) obtenemos
8k 2 K; x0(k) + t0z(k) + t0 2   t0 2 + 2 ;
es decir
8k 2 K;   1t0x0(k)  z(k) + 2
2t0 
t0
 z(k) + :
Por otra parte, haciendo k2 = 0 en (9.1) obtenemos
8k 2 K; t02   x0(k) + t0z(k)  t0 2 + 2 ;
es decir
8k 2 K; z(k)    z(k)  2 2t0 t0    1t0x0(k):
Por tanto, tomando x =   1t0x0, que verica kxk  1 + , se satisface el enunciado del
Lema, aunque, en general, x =2 B(X). A continuacion distinguimos dos casos:
Caso 1. Si kxk  1 cogemos y = x.
Caso 2. Supongamos que kxk > 1, aunque kxk  1 + . Sea y := x=kxk. Se tiene
para todo k 2 K que
hy   x; ki Mkxkkxk   1kxk =M(kxk   1) M;
de donde
jhz   y; kij = jhz   x+ x  y; kij  jhz   x; kij+ jhx  y; kij  (M + 1) < :
Esto completa la prueba. 
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Proposicion 9.3. Sea X un espacio de Banach, que es suma directa 1-incondicional





(K); X)  2dist(B;X), para todo subconjunto w-compacto K  X
y todo contorno B  K.
Demostracion. Adoptamos la notacion de los parrafos precedentes. As que sea W 
B(X) un disco w-compacto de X tal que 0 2 W y X = [W];  2 A. Supongamos
que existe un subconjunto w-compacto K  X tal que para ciertos a; b > 0 se verica
dist(cow

(K); X) > b > 2a > 2dist(B;X) > 0:
En particular estamos suponiendo que dist(B;X) = dist(co(B); X) = dist(co(B); X) <
a y que existen u0 2 cow(K) y  2 S(X) \X? tales que h ; u0i > b.
Etapa 1. Puesto que h ; u0i > b y B(X) es w-denso en B(X), podemos hallar
un vector x1 2 B(X) tal que hu0; x1i > b, as como otro vector 1 2 co(B) de modo que
h1; x1i > b. Sea 1 = 11 + 21 con 11 2 X y k21k < a. Como 11 2 X, podemos hallar un
subconjunto contable A1  A tal que 11 2
P
2A1 X. Denotemos A1 := f1n : n  1g
y sea H1 := fu0g [ (
P
i;j1Wij ), que es un subconjunto w-compacto de X.
Etapa 2. Puesto que h ; u0h> b y  2 X?, por el Lema 9.2 existe un vector
x2 2 B(X) tal que hu0; x2i > b y
8k 2 H1; h ; ki   2 1 < hk; x2i < h ; ki+ 2 1:
En particular, jhk; x2ij  2 1; 8k 2
P
i;j1Wij porque  2 X?. Como hu0; xi i >
b; i = 1; 2; existe 2 2 co(B) tal que h2; xi i > b; i = 1; 2. Sea 2 = 12 + 22 con 12 2 X
y k22k < a. Como 12 2 X, podemos hallar un subconjunto contable A2  A tal que
12 2
P
2A2 X. Denotemos A2 := f2n : n  1g y sea H2 := fu0g [ (
P
i;j2Wij ),
que es un subconjunto w-compacto de X.
Etapa 3. Puesto que h ; u0i > b y  2 X?, por el Lema 9.2 existe un vector
x3 2 B(X) tal que hu0; x3i > b y
8k 2 H2; h ; ki   2 2 < hk; x3i < h ; ki+ 2 2:
En particular, jhk; x3ij  2 2; 8k 2
P
i;j2Wij porque  2 X?. Como hu0; xi i >
b; i = 1; 2; 3 existe 3 2 co(B) tal que h3; xi i > b; i = 1; 2; 3;. Sea 3 = 13+23 con 13 2
X y k23k < a. Como 13 2 X, podemos hallar un subconjunto contable A3  A tal que
13 2
P
2A3 X. Denotemos A3 := f3n : n  1g y sea H3 := fu0g [ (
P
i;j3Wij ),
que es un subconjunto w-compacto de X.
A continuacion reiteramos hasta el innito. Obtenemos de este modo las secuencias
fxk : k  1g  B(X), fk : k  1g  co(B) y fAk : k  1g, Ak  A. Sean
A0 := [n1An, X0 :=
P
2A0 X y P0 : X ! X0 la proyeccion canonica sobre X0,
cuya norma es kP0k = 1. Sea '0 un punto de w-acumulacion de (xn)n en B(X).
Aserto 1. X0 es un espacio WCG y '0?X0.
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En efecto, siW0 :=
P
i;j12 (i+j)Wij , entoncesW0 es un subconjunto w-compacto




El espacio X admite la descomposicion monotona
X = X0




De aqu se obtienen las descomposiciones monotonas
X = X0
mX1 ; X = X0
mX1 ; X = X0
mX1 ; etc,
con proyecciones P0 : X ! X0, P 0 : X ! X0 , P 0 : X ! X0 , P 0 : X ! X0 ,
etc. Para cada k  1 se tiene
k = P

0 (k) + (I   P 0 )(k) = P 0 (1k + 2k) + (I   P 0 )(1k + 2k) =




k) + (I   P 0 )(2k);




k) y (I   P 0 )(k) = (I   P 0 )(2k). Sean 0; 10 y
20 puntos de w
-acumulacion de las secuencias fk : k  1g; fP 0 (k) : k  1g y
f(I   P 0 )(k) : k  1g, respectivamente, en X. Obviamente 0 = 10 + 20 con 10 2
X0
w
= X0 , k20k  a, P 0 (0) = 10 y (I   P 0 )(0) = 20. Sean H := P 0 (K); w0 :=
P 0 (0) = 10 y B0 := P 0 (B). Claramente, B0 es un contorno del subconjunto w-




Aserto 2. dist(B0; X0) < a.
En efecto, como kP 0 k = 1, resulta que




0 (X))  dist(B;X) < a:
Aserto 3. dist(P 0 0; X0)  b  a.
Se tiene que hk; xni > b para k  n, de donde obtenemos que h0; xni  b; 8n  1.
Por tanto h'0; 0i  b. De aqu que h'0; P 0 (0)i  b   a porque k(I   P 0 )0k  a.
Como '0?X0, sale que dist(P 0 0; X0)  b  a.
Como X0 es un espacio WCG y b   a > a, llegamos a una contradiccion aplicando
la Proposicion 7.14 y esto termina la prueba del enunciado. 
Proposicion 9.4. Sea X un espacio de Banach, que es suma directa X =
P
2AX
1-incondicional de una familia fX :  2 Ag de espacios de Banach WCG. Si K  X
es un subconjunto w-compacto de X y B es un contorno de K tal que co(B) \X es
w-denso en co(B), se tiene que dist(cow(K); X) = dist(B;X).
Demostracion. La prueba es analoga a la de la Proposicion 9.3 con ligeros cambios, a
saber: como co(B)\X es w-denso en co(B), elegimos k 2 co(B)\X para cada k  1.
De modo que ahora 1k = k y 
2
k = 0 para k  0. 
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Corolario 9.5. Sea X un espacio de Banach, que es suma directa X =
P
2AX 1-
incondicional de una familia fX :  2 Ag de espacios de Banach WCG. Si K  X es
un subconjunto w-compacto de X y B es un contorno de K tal que K\X es w-denso
en K, se tiene que dist(cow

(K); X) = dist(B;X).
Demostracion. Consideremos B0 := B [ (K \X) que es un contorno de K tal que
(i) dist(B0; X) = dist(B;X); (ii) co(B0) \X es w-denso en co(B0).
Ahora basta aplicar la Proposicion 9.4. 
Un espacio de Banach X es, para cierto ordinal , suma directa transnita X =P
i< Xi de subespacios cerrados fXi : i < g si existe una constante 1  M < 1
tal que para todo par m;n 2 N, toda secuencia nita i1 < i2 < : : : < im+n < , todo








Si z 2 X, denotaremos por zi a la restriccion de z a Xi y llamaremos soporte de z
(abrev., supp(z)) al conjunto supp(z) := fi <  : zi 6= 0g. Si jsupp(z)j  @0 diremos que
z es un elemento de soporte contable.
Proposicion 9.6. Sea X un espacio de Banach que, para cierto ordinal , es suma
directa transnita X =
P
i< Xi de subespacios cerrados fXi : i < g que son WLD (=
weakly Lindelof determined) de modo que todo z 2 X tiene soporte contable. Entonces
X es WLD y para todo subconjunto convexo C  X, todo subconjunto w-compacto
K  X y todo contorno B de K se verica dist(cow(K); C) = dist(B;C).
Demostracion. Es bien conocido que la bola unidad dual de un espacio WLD es w-
angelica (ver [4]). Por tanto por la Proposicion 7.14 basta probar que X es WLD,
esto es, que existen un conjunto J y un operador lineal inyectivo k  k-continuos T :
X ! `c1(J) := ff 2 `1(J) : supp (f) es contableg que es w-puntualmente continuo
(ver [4, Denition 1.1]). Puesto que cada Xi; i < ; es WLD, existe un conjunto Ji y
un operador lineal inyectivo k  k-continuo Ti : Xi ! `c1(Ji) que es w-puntualmente
continuo y satisface kTik  1. Supongamos que los conjuntos fJi : i < g son disjuntos
dos a dos y pongamos J :=
S
i< Ji. Denimos T : X
 ! `1(J) de modo que, si x 2 X
y xi 2 Xi es la restriccion xi := x  Xi, entonces Tx = (Ti(xi ))i<. Claramente T
es un operador lineal inyectivo normo-continuo y w-puntualmente continuo. Ademas,
como la descomposicion de X es de tipo contable, se tiene que supp(Tx) es contable
para todo x 2 X y esto completa la prueba. 
Sea X un espacio de Banach que admite una descomposicion X =
P
2AX como
suma directa 1-incondicional de subespacios cerradosX. Decimos que la descomposicion
X =
P
2AX es de tipo contable si para todo u 2 X el conjunto soporte supp(u) :=
f 2 A : u 6= 0g es contable, siendo (u)2A el conjunto de las coordenadas de
u, es decir, u := uX = u  P, donde P : X ! X es la proyeccion canonica.
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Por ejemplo, si I es un conjunto innito, M : R ! [0;+1] una funcion de Orlicz
tal que su complementaria M (ver [73, Chapter 4]) verica M(t) > 0 para t > 0,
entonces el espacio de Orlicz hM (I) := ff 2 RI :
P
i2I M(fi=) < 1; 8 > 0g tiene
descomposicion contable respecto de su base canonica, porque todo elemento de su dual
(que es hM (I)
 := `M(I)) tiene soporte contable.
Lema 9.7. Sea X un espacio de Banach que admite una descomposicion X =
P
2AX
como suma directa 1-incondicional de subespacios cerrados X. Son equivalentes
(1) La descomposicion X =
P
2AX no es de tipo contable.
(2) Existe en X una copia de `1(@1) dispuesta disjuntamente respecto de la descomposicion
X =
P
2AX, es decir, existe un subconjunto A1  A con cardinal jA1j = @1 y por
cada  2 A1 un elemento v 2 X de modo que la familia fv :  2 A1g es equivalente
a la base canonica de `1(@1).
Demostracion. (1) ) (2): Si la descomposicion no es de tipo contable, existe un cierto
u 2 X tal que el conjunto A0 := f 2 A : u 6= 0g verica jA0j  @1, siendo
u := uX = u  P, donde P : X ! X es la proyeccion canonica. Pasando a un
subconjunto si es preciso, se puede encontrar un numero real  > 0, un subconjunto
A1  A0 con jA1j = @1 y una familia fv :  2 A1g con v 2 B(X) de modo
que hu; vi = hu; vi > . En estas condiciones, es inmediato probar que la familia
fv :  2 A1g es equivalente a la base canonica de `1(@1) y genera una copia de `1(@1)
que esta disjuntamente dispuesta respecto de la descomposicion X =
P
2AX.
(2) ) (1): Sea A1  A un subconjunto con cardinal jA1j = @1 y por cada  2 A1
sea v un elemento de X de modo que la familia fv :  2 A1g sea equivalente a la
base canonica fe :  2 A1g de `1(A1). Sea T : `1(A1)! X el isomorsmo entre `1(A1)
y el espacio cerrado generado por fv :  2 A1g de modo que T (e) = v. Puesto que
T  : X ! `1(A1) es un cociente y, por tanto, T (X) = `1(A1), si w0 2 `1(A1) es tal
que w0() = 1; 8 2 A1; existe un vector u 2 X tal que T (u) = w0. Entonces para
todo  2 A1 se tiene
hu; vi = hu; Tei = hT u; ei = hw0; ei = 1;




Lema 9.8. Sea X un retculo de Banach o-continuo con unidad debil e > 0. Entonces
X es WCG.
Demostracion. Sabemos (ver [73, p. 28]) que el intervalo [0; e] := fx 2 X : 0  x  eg
es un subconjunto w-compacto de X. Queremos probar que X = [[0; e]], es decir, que
X es el cierre del subespacio generado por [0; e]. Cojamos un elemento positivo x 2
X+. Entonces ne ^ x " x para n ! 1, por lo que, al ser X o-continuo, se tiene que
kx   ne ^ xk # 0. As que Sn1[0; ne] = Sn1 n[0; e] es denso en el cono positivo X+.
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Como X = X+  X+, concluimos que X es el cierre del subespacio generado por [0; e].

Lema 9.9. Si X es un retculo de Banach o-continuo entonces X es la suma directa
1-incondicional X =
P
2AX de una familia de ideales fX :  2 Ag mutuamente
disjuntos, cada uno de ellos con unidad debil y, por tanto, WCG.
Demostracion. Por [74, 1.a.9] X admite la expresion X =
P
2AX como suma
directa de los ideales cerrados mutuamente disjuntos fX :  2 Ag (por tanto como
suma directa 1-incondicional), de modo que cada ideal X tiene unidad debil. Aplicando
el Lema 9.8 se concluye el resultado. 
Corolario 9.10. Sean X un retculo de Banach o-continuo, K  X un subconjunto
w-compacto de X y B un contorno de K. Entonces dist(cow(K); X)  2dist(B;X)
y, si K \X es w-denso en K, entonces dist(cow(K); X) = dist(B;X).
Demostracion. El resultado es consecuencia del Lema 9.9, la Proposicion 9.3, la Proposicion
9.4 y el Corolario 9.5. 
NOTA. (1) Observemos que si X es un retculo de Banach que no es o-continuo,
el control de X en su bidual X puede ser peor que el 2-control del Corolario 9.10. El
ejemplo nos lo ofrece [61], en donde se construyen contraejemplos, que son retculos de
Banach no o-continuos, que tienen 3-control como mucho.
(2) Es claro que si X es un retculo de Banach o-continuo que no contiene copias de
`1(@1), entonces X admite una descomposicion de tipo contable X =
P
2AX como
suma directa disjunta 1-incondicional de ideales cerrados X que poseen unidad debil
cada uno.
Proposicion 9.11. Sea X un retculo de Banach o-continuo que carece de copia de
`1(@1). Entonces X es WLD y, por tanto, para todo subconjunto convexo C  X, todo
subconjunto w-compacto K de X y todo contorno B de K se verica dist(cow(K); C) =
dist(B;C).
Demostracion. Claramente, por el Lema 9.9 y el Lema 9.7,X admite una descomposicion
de tipo contable X =
P
2AX como suma directa 1-incondicional de WCG ideales
cerrados X. Ahora basta aplicar la Proposicion 9.6 
9.3. Espacios con la propiedad Q
Sea X un espacio de Banach y consideremos el juego con dos jugadores A y B, cuyas
jugadas consisten en elegir subespacios cerrados separables de X de la siguiente manera:
(1) primero juega A y elige un subespacio cerrado separable F1 de X; (2) luego juega
B y elige un nuevo subespacio cerrado separable E1 tal que F1  E1  X; (3) vuelve
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a jugar A y elige un subespacio cerrado separable F2 tal que F1  E1  F2  X; etc.
Decimos que B gana la partida si existe una proyeccion P : X ! Y := Sn1En con
kPk = 1. Decimos que el espacio de Banach X pertenece a la clase Q (abrev., X 2 Q)
si el jugador B tiene una estrategia ganadora.
Proposicion 9.12. Sea X un espacio de Banach con X 2 Q. Entonces para todo
subconjunto w-compactoK  X y todo contorno B de K se tiene que: dist(cow(K); X) 
3dist(B;X).
Demostracion. En caso contrario, existiran un subconjunto w-compacto K  B(X),
un contorno B de K y dos numeros reales a; b > 0 tales que
dist(cow

(K); X) > b > 3a > 3dist(B;X):
Elegimos  2 S(X) \X? y w0 2 cow(K) tales que h ;w0i > b. Sea f = (f1; f2; : : : )
una estrategia ganadora para el jugador B. A continuacion procedemos por etapas.
Etapa 1. Puesto que h ;w0i > b, existe x1 2 S(X) tal que hw0; x1i > b. De
aqu que existe un cierto 1 2 co(B) tal que hx1; 1i > b. Claramente 1 tiene la forma
1 :=
Pr1
i=1 1i1i con 1i 2 [0; 1]; 1i 2 B; i = 1; 2; :::; r1; y
Pr1
i=1 1i = 1. Como
1i 2 B y dist(B;X) < a, podemos hacer la descomposicion 1i = 11i + 21i, siendo
11i 2 X y 21i 2 aB(X). El jugador A comienza la partida eligiendo el subespacio
cerrado separable F1  X y le responde el jugador B utilizando la estrategia ganadora
f y eligiendo otro espacio cerrado separable E1 := f1(F1) tal que F1  E1. Sea fe1n :
n  1g  E1 una familia contable densa en E1.
Etapa 2. Sea Y1 := [f11i : i = 1; 2; :::; r1g[feij : i; j  1g], que es nito-dimensional.
Se tiene que:
(i) Como h ;w0i > b y   Y1 = 0, existe x2 2 S(X) tal que x2  Y1 = 0 y
hw0; x2i > b.
(ii) Como hw0; xi i > b; i = 1; 2; existe un cierto 2 2 co(B) tal que hxi ; 2i > b; i =
1; 2. Claramente 2 tiene la forma 2 :=
Pr2
i=1 2i2i con 2i 2 [0; 1]; 2i 2 B; i =
1; 2; :::; r2; y
Pr2
i=1 2i = 1.
Como 2i 2 B y dist(B;X) < a, podemos hacer la descomposicion 2i = 12i + 22i,
siendo 12i 2 X y 22i 2 aB(X); i = 1; 2; :::; r2. A continuacion el jugador A elige
como subespacio cerrado separable F2 al subespacio cerrado generado por E1 [ f12i :
i = 1; 2; :::; r2g. El jugador B, utilizando la estrategia ganadora f , elige el subespacio
cerrado separable E2 := f2(F1; E1; F2) tal que F2  E2. Sea fe2n : n  1g  E2 una
familia contable densa en E2.
Etapa 3. Sea Y2 := [f1ij : i = 1; 2; 1  j  rig [ feij : i; j  2g], que es nito-
dimensional y verica Y1  Y2  X. Se tiene que:
(i) Como h ;w0i > b y   Y2 = 0, existe x3 2 S(X) tal que x3  Y2 = 0 y
hw0; x3i > b.
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(ii) Como hw0; xi i > b; i = 1; 2; 3; existe un cierto 3 2 co(B) tal que hxi ; 3i >
b; i = 1; 2; 3. Claramente 3 tiene la forma 3 :=
Pr3
i=1 3i3i con 3i 2 [0; 1]; 3i 2
B; i = 1; 2; :::; r3; y
Pr3
i=1 3i = 1.
Como 3i 2 B y dist(B;X) < a, podemos hacer la descomposicion 3i = 13i + 23i,
siendo 13i 2 X y 23i 2 aB(X); i = 1; 2; :::; r3. A continuacion el jugador A elige
como subespacio cerrado separable F3 al subespacio cerrado generado por E2 [ f13i :
i = 1; 2; :::; r3g. El jugador B, utilizando la estrategia ganadora f , elige el subespacio
cerrado separable E3 := f3(F1; E1; F2; E2; F3) tal que F3  E3. Sea fe3n : n  1g  E3
una familia contable densa en E3.
A continuacion reiteramos hasta el innito. Sea Y := [k1Yk = [k1Ek = [k1Fk 
X, que es un subespacio cerrado separable deX tal que existe una proyeccion P : X ! Y
con kPk = 1. Sea 0 un punto de w-acumulacion de fk : k  1g en X. Obviamente
0 2 cow(K). SeanH := P (K) y B0 := P (B). Observemos queH es un subconjunto




(H) = P (cow(K)), y B0
es un contorno de H.






0 2 Y w

y 20 2 aB(X).







y 2k 2 aB(X) y aB(X) es w-compacto.
Aserto 2. dist(0; Y )  b y dist(10; Y )  b  a.
En efecto, sea ' 2 B(X) un punto de w-acumulacion de fxn : n  1g. Puesto que
hk; xni > b; 8k  n; concluimos que h0; xni  b, de donde obtenemos que h'; 0i  b.
Por otra parte ' 2 Y ?, pues xk  Yk 1 = 0. De aqu que dist(0; Y )  h'; 0i  b.
Finalmente, como 20 2 aB(X), tambien obtenemos que dist(10; Y )  b  a.
Aserto 3. dist(P 0; Y )  b  2a.
En efecto, observemos que P 10 = 10, pues P  es la identidad sobre Y
w
. As que
P 0 = 10 + P 20, con kP 20k  a. Por tanto
dist(P 0; Y )  dist(10; Y )  a  b  2a > a:
En denitiva hemos llegado a los siguientes resultados:
(1) dist(B0; Y )  dist(B;X) < a, siendo B0 un contorno de subconjunto w-
compacto H.
(2) dist(P 0; Y )  b  2a > a, con P 0 2 cow(H).
(3) Y es un espacio de Banach separable.
Por Proposicion 7.14 hemos llegado a una contradiccion que prueba la proposicion.

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Proposicion 9.13. Sea X un espacio de Banach con X 2 Q. Entonces para todo
subconjunto w-compacto K  X y todo contorno B de K tal que X \B es w-denso
en B, se verica que dist(cow

(K); X) = dist(B;X).
Demostracion. Basta seguir los pasos de la demostracion de la Proposicion 9.12 pero
cogiendo k en X \B, lo que implica que 0 2 Y w

. 
Proposicion 9.14. Sea X un espacio de Banach con X 2 Q. Entonces para todo
subconjunto w-compacto K  X con X \ cow(K) w-denso en cow(K) y todo
contorno B de K, se verica que dist(cow

(K); X) = dist(B;X).
Demostracion. Consideremos H := cow

(K) y B0 := B [ (X \ cow(K)). Observemos
que
(i) B0 es un contorno de H y dist(B0; X) = dist(B;X); (ii) co(B0)\X es w-denso
en H y, por tanto, en co(B0).
Por la Proposicion 9.13 obtenemos que dist(H;X) = dist(B0; X) = dist(B;X). 
>Que espacios de Banach pertenecen a la clase Q? Vamos a ver en la siguiente
proposicion que pertenecen a esta clase todos los espacios con un generador proyectivo.
Se dice (ver [66, pg. 42],[36, pg. 106]) que un espacio de Banach V admite un generador
proyectivo (W;) si W es un subconjunto W  V , que es Q-lineal (es decir, W es un
espacio vectorial respecto deQ) y 1-normante sobre V , y  es una aplicacion  :W ! 2V
tal que j(w)j  @0; 8w 2 W; y para todo subconjunto Q-lineal B  W se verica que
(B)? \Bw = f0g.
Proposicion 9.15. Si un espacio de Banach V admite un generador proyectivo, entonces
V 2 Q.
Demostracion. Supongamos pues que (W;) es un generador proyectivo para V . Denimos
	 : V ! 2V de modo que 	(v)  W \ B(X) sea un subconjunto contable vericando
kvk = suph	(v); vi. Precisamos el siguiente resultado de [36, pg. 104].
Aserto. Sean V un espacio de Banach, W un subconjunto Q-lineal de V ,  :W !
2V y 	 : V ! 2W dos aplicaciones tales que (w) y 	(v) son contables para todo
w 2 W y v 2 V , y A  V , B  W dos subconjuntos contables. Entonces existen dos
subconjuntos contables Q-lineales G(A)  V y G(B)  W tales que A  G(A); B 
G(B), (G(B))  G(A) y 	(G(A))  G(B).
Sean A;B nuestros jugadores. Comencemos el juego.
Primera jugada. En primer lugar el jugadorA elige un subespacio cerrado separable
F1  V . Sean A1  F1 un subconjunto contable denso de F1 y B1 = 	(A1)  W .
Por el Aserto existen sendos subconjuntos contables Q-lineales G(A1); G(B1) tales que
A1  G(A1)  V , B1  G(B1)  W , (G(B1))  G(A1) y 	(G(A1)  G(B1). A
continuacion B elige un subespacio cerrado separable E1 cogiendo E1 = G(A1).
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Segunda jugada. El jugador A elige un nuevo subespacio cerrado separable F2
tal que E1  F2  V . Sean A2 un subconjunto contable denso de F2 de modo que
G(A1)  A2 y B2 = 	(A2)[G(B1), que es un subconjunto contable deW . Por el Aserto
existen sendos subconjuntos contables Q-lineales A2  G(A2)  V y B2  G(B2)  W
tales que (G(B2))  G(A2) y 	(G(A2))  G(B2). A continuacion eligeB un subespacio
cerrado separable E2 cogiendo E2 = G(A2).
La partida prosigue hasta el innito.
Sean Y =
S
n1 Fn; A0 =
S
n1An  V y B0 =
S
n1Bn W , que verican
(a) A0 y B0 son subconjuntos contables Q-lineales.
(b) Y = A0.
(c) 	(A0)  B0 y (B0)  A0. Ademas, puesto que (W;) es un generador





(d) 8a 2 A0; kak = suphB0 \B(V ); ai.
Por tanto, de [36, Lemma 6.1.1] se sigue que existe una proyeccion P : V ! V de
norma 1 tal que P (V ) = Y . 
Si I es un conjunto, se denota por (I) al subconjunto de RI consistente en los
elementos con soporte contable. Al espacio RI se le dota de la topologa producto,
que es la topologa de la convergencia sobre I. Si (K;TK) es un compacto Hausdor,
decimos que un subconjunto A de K es un -subconjunto (ver [66]) de K si existe
un homeomorsmo inyectivo h : K ! RI , para algun conjunto I, tal que h(A) =
h(K) \ (I). Se dice que un compacto Hausdor K es un compacto de Valdivia si K
tiene algun -subconjunto denso.
Consideremos las siguientes clases de espacios de Banach:
(A) La clase A. Un espacio de Banach X pertenece a la clase A sii existe un
compacto de Valdivia K tal que X es (isometricamente isomorfo a) un subespacio de
C(K) y ademas X es A-cerrado en C(K) para algun -subconjunto denso A de K,
siendo A la topologa de la convergencia sobre A.
(B) La clase V. Un espacio de Banach X pertenece a la clase V sii existen un
subespacio 1-normante F  X, un conjunto I y una aplicacion continua inyectiva
j : (BX ; w
)! RI tal que F \BX  j 1((I)) (en particular (BX ; w) es compacto
de Valdivia).
(C) Espacios 1-Plichko. Un espacio de Banach X se dice que es 1-Plichko si X
tiene una base de Markusevic (ei; fi)i2I que es contablemente 1-normante sobre X, es
decir, que el subespacio de X
fx 2 X : fi 2 I : x(ei) 6= 0g es contableg
es 1-normante sobre X.
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Ocurre que estas tres clases de espacios de Banach coinciden entre s (ver [108],[85],[66]).
Corolario 9.16. Se tiene que V  Q, es decir, todo espacio de Banach de la clase V
pertenece a la clase Q.
Demostracion. Basta aplicar que todo espacio de Banach de la clase V tiene un generador
proyectivo (ver [85]) y la Proposicion 9.15. 
NOTAS. Como consecuencia del Corolario 9.16 los siguientes espacios de Banach
estan en la clase Q:
(a) Los espacios de Banach que son WLD. Para estos espacios, que tienen bola dual
unidad cerrada w-angelica, hemos dado resultados mas fuertes en captulos anteriores.
(b) Los espacios C(K) con K compacto de Valdivia. En particular todos los espacios
C([0; 1]I) y C(f0; 1gI).
(c) Los espacios de Banach V que admiten una PRI y verican dens(V )  @1. Estos
espacios son 1-Plichko (ver [66, pg. 48]) y es muy facil construirles directamente un
generador proyectivo.
(d) Los espacios de Banach V que admiten base 1-incondicional (ei)i2I . Estos espacios
son 1-Plichko, pues el propio sistema biortogonal (ei; fi)i2I , donde fi es el funcional
asociado a ei, es un sistema de Markusevic contablemente 1-normante. Para estos
espacios se han obtenido mejores resultados en la seccion anterior.
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Captulo 10
Sobre la igualdad X = Seq(X)
10.1. Introduccion y preliminares
Decimos que un espacio de Banach dual X es super-(P ) si para todo subconjunto
w-compacto K  X y todo contorno B de K se verica que co(B) = cow(K). En
los Captulos previos hemos probado (ver Proposicion 4.10) que, si X no es super-(P ),
entonces X 6= Seq(X), es decir, que X = Seq(X) implica que X es super-(P ).
Sabemos que ambas propiedades son equivalentes cuando X es separable, gracias a una
combinacion de resultados de Haydon, Odell-Rosenthal y Simons.
Proposicion 10.1. Sea X un espacio de Banach separable. Entonces son equivalentes:
(a) X carece de una copia isomorca de `1.
(b) X = Seq(X).
(c) X es super-(P ).
Demostracion. La equivalencia (a) , (b) es el T. de Odell-Rosenthal [84] y (b) ) (c)
sale de la igualdad de Simons [99]. Finalmente (c)) (a) sale de [63]. 
A la vista de estos resultados parece natural preguntarse si estas propiedades son
equivalentes en general. Vamos a dedicarnos a continuacion a estudiar este problema.
10.2. Consecuencias de la desigualdad X@0 6= X
Sean (Y; ) un espacio topologico, A  Y un subconjunto y x 2 A. La \tightness"
de x respecto de A es el cardinal t(x;A) (o t (x;A)) denido por
t(x;A) = mnfjDj : D  A; x 2 Dg:
Por tanto, si X es un espacio de Banach, el hecho X@0 6= X equivale a decir que
existe u 2 X tal que tw(u;X)  @1. Si  es un cardinal incontable, denotaremos por
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: A  X; jAj < g:
Proposicion 10.2. Sea X un espacio de Banach y  un cardinal incontable. Entonces:
(1) X@0 = X<@1  X<; y S(X<) es un contorno de B(X); 8  @1.
(2) Si cf() > @0, entonces X< es un subespacio k  k-cerrado de X.
Demostracion. Son propiedades de demostracion inmediata. 
La Proposicion 10.3, que sigue a continuacion, muestra como construir una secuencia
basica monotona fx :  < g  S(X) con funcionales asociados fu :  < g  X<,
que es tambien secuencia basica monotona, cuando  = tw(u;X)  @1 con cf()  @1,
para algun u 2 X.
Proposicion 10.3. Sea X un espacio de Banach tal que existe u 2 S(X) vericando
 = tw(u;X)  @1 con cf()  @1, y sea dist(u;X<) > 0 > 0. Entonces existen:
(A) Dos secuencias de subespacios fA :  < g y fB :  < g de X y X,
respectivamente, tales que: (i) A y B se 1-norman mutuamente; (ii) dens(A) 
j!0 + j  dens(B); (iii) A  A y B  B para 1   <  < .
(B) Una secuencia basica monotona fx :  < g  S(X) tal que hu; xi > 0 > 0
(por tanto es de tipo `+1 ), x

?A y x 2 B+1 para todo 1   < .
(C) Una secuencia fw :  < g  B(X) tal que, si z := w+1   w, para todo
1   <  se verica:
(C1) w1 = 0, w 2 B(Aw

) y hw; xi = hu; xi > 0, para  < .
(C2) z?B; z 2 A+1w

; hz; xi > 0; hz; xi = 0, para  6= , y 0 < kzk  2.
(C3) fz :  < g es una secuencia basica monotona de X< tal que, para unos
coecientes 12    1=0 adecuados, se verica que fz :  < g es el sistema de
funcionales asociados a fx :  < g.










w! 0 para ! , y fw :  < gw

\(XnX<) 6= ;:
Demostracion. En primer termino dist(u;X<) > 0 (porque X< es k  k-cerrado y
u =2 X<), por lo que existe 1 > 0 > 0 vericando dist(u;X<) > 0 > 0. A continuacion
procedemos por induccion transnita.
Etapa 1. Hacemos A1 = f0g = B1 y w1 = 0. Elegimos x1 2 S(X) tal que
hu; x1i > 0, as como subespacios separables A2  X y B2  X tales que se 1-norman
mutuamente y x1 2 B2. Esto se hace de la siguiente forma. Se considera B21 = [x1] y se
elige un subespacio separable A21  X que 1-norme a B21. A continuacion sea B22  X
un subespacio separable que 1-norme a A21 y tal que B21  B22. En la siguiente etapa
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elegimos un subespacio separable A22  X que 1-norme a B22 y tal que A21  A22. Y
as sucesivamente. Hacemos A2 := [n1A2n y B2 := [n1B2n.











en donde \,!" indica inclusion isometrica y \" 1-cociente canonico. El operador i 
j =:  : B2 ,! A2 es una inclusion isometrica, por lo que j  i =   : A2w

 B2 es




Como j(u) 2 B(B2), existe w2 2 B(A2w

) tal que  (w2) = j(u) y, por tanto
hw2; x1i = hu; x1i > 0:
Ademas, si hacemos z1 := w2   w1 = w2, entonces z1?B1, z1 2 A2w

, hz1; x1i > 0
y 0 < kz1k  1 < 2. Aqu termina la Etapa 1. Observemos que hemos construido
Ai; Bi; wi, para i  2, y xj ; zj para j  1.
Etapa 2. Como dist(u;A2
w
) > 0 (porque A2
w  X<), existe x2 2 S(X) \ A?2
tal que hu; x2i > 0. Observemos que se verica:
(1) k1x1k  k1x1 + 2x2k; 81; 2 2 R, porque A2 1-norma al subespacio [x1] y
x2 ? A2.
(2) Si 1; 2 2 R+, entonces k1x1+2x2k  0(1+2) porque hu; xi i > 0; i = 1; 2;.
Sean A2  A3  X y B2  B3  X subespacios separables tales que se 1-norman











El operador i  j =:  : B3 ,! A3 es una inclusion isometrica, por lo que j  i =   :
A3




Como j(u) 2 B(B3), existe w3 2 B(A3w

) tal que  (w3) = j(u), de donde
hw3; xi i = hu; xi i > 0; i = 1; 2:
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Hacemos z2 := w3 w2. Entonces z2?B2, z2 2 A3w

,hz2; x1i = hz1; x2i = 0, hz2; x2i > 0
y 0 < kz2k  2. Ademas fz1; z2g es secuencia basica monotona pues
k1z1k  k1z1 + 2z2k; 81; 2 2 R;
porque B2 1-norma al subespacio [z1] y z2 ? B2. Aqu termina la Etapa 2. Observemos
que hemos construido Ai; Bi; wi, para i  3, y xj ; zj para j  2.
Etapa  <  . Supongamos construidas las etapas para todo  < . Disponemos
de los subespacios A+1 y B+1 de X y X
, respectivamente, y de los vectores w+1 2
B(A+1
w









que son subespacios de X y X, que se 1-norman mutuamente. Ademas
dens(A)  jj  sup
<
fdens(A+1)g  jj  j!0 + j = j!0 + j < :
Analogamente dens(B)  j!0+j < . Como Aw
  X<, se tiene dist(u;Aw

) > 0
y, por tanto, existe x 2 S(X) \ A? tal que hu; xi > 0. Observemos que, para
x 2 [fx; < g] y  2 R, se verica:
(1) kxk  kx + xk, porque A 1-norma al subespacio [fx; < g]  B y
x ? A.
(2) Si x 2 cofx :   g, entonces kxk  0 porque hu; xi > 0;   .
Sean A  A+1  X y B  B+1  X subespacios tales que se 1-norman
mutuamente, x 2 B+1 y dens(A+1)  j!0 +  + 1j  dens(B+1). A continuacion
distinguimos dos casos, a saber:
Caso 1.  2 LO(< ). Hay que elegir w y w+1. Elegimos w arbitrariamente entre
los puntos de
T
< fw :    < g
w
. Con esta eleccion se tiene que w 2 B(Aw

)
y hw; xi = hu; xi > 0; 8 < . La eleccion de w+1 se hace como en el Caso 2 que
sigue.











El operador i  j =:  : B+1 ,! A+1 es una inclusion isometrica, por lo que j  i =
  : A+1
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Como j(u) 2 B(B+1), existe w+1 2 B(A+1w

) tal que  (w+1) = j(u), de donde
hw+1; xi i = hu; xi i > 0; i  :
Hacemos z := w+1   w. Entonces z?B, z 2 A+1w

,hz; xi i = 0 para i < ,
hz; xi > 0 y 0 < kzk  2. Aqu termina la Etapa . Observemos que hemos
construido Ai; Bi; wi, para i  + 1, y xj ; zj para j  .
La induccion transnita nos asegura que pueden construirse todas las etapas para
 < . Escogemos los numeros  vericando
1
2    1=0 de modo que hz; xi =
1; 8 < .
Finalmente supongamos que dens(X) =  y sea fx :  < g una familia k  k-densa
en B(X). Construimos los subespacios A de modo que x 2 A+1. Con este requisito







w! 0 para  ! . Sea
v0 2
T
< fw :    < g
w
. Entonces es inmediato que











Proposicion 10.4. Sea X espacio de Banach. Entonces:
(A) La propiedad X = X@0 esta @1-determinada en el sentido de que, si todos los
subespacios Y  X con dens(Y ) = @1 verican Y  = Y@0, entonces X = X@0.
(B) Son equivalentes: (B1) X = Seq(X); (B2) todo espacio de Banach Y que sea
subespacio o cociente de X verica Y  = Seq(Y ); (B3) todos los subespacios Y  X
con dens(Y ) = @1 verican Y  = Seq(Y ).
Demostracion. (A) Supongamos que X 6= X@0 . Entonces la construccion efectuada en
la Proposicion 10.3 se puede hacer hasta una etapa   !1. Adoptando la notacion de
la Proposicion 10.3, sea Y := A!1 , que es un subespacio de X tal que dens(Y ) = @1,
Y = [<!1A y Y@0 = [<!1Aw

. El vector w!1 verica:
(a) w!1 2 B(Y )
w
= B(Y ).
(b) w!1 =2 Y@0 , porque w!1 =2 Aw

; 8 < !1, ya que hw!1 ; xi > 0 pero x?A; 8 <
!1.
En consecuencia Y  6= Y@0 .
(B) (B1) ) (B2) es inmediato. (B2) ) (B3) es obvio. Veamos (B3) ) (B1). En
primer termino, (B3) implica que X carece de copia de `1, de donde todo subespacio
Y  X verica Y@0 = Seq(Y ). Por tanto, todo subespacio Y  X con dens(Y ) = @1
verica Y  = Y@0 . Por (A) concluimos que X = X@0 , es decir X = Seq(X),
porque X@0 = Seq(X). 
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Lema 10.5. Sean X un espacio de Banach, D un conjunto incontable y fxd : d 2 Dg
una familia de vectores de B(X) tales que
(i) Para todo x 2 X y todo  > 0 se verica jfd 2 D : jhxd; xij  gj < @0, es decir,
el operador lineal continuo T : X ! `1(D) tal que T (x) = (hxd; xi)d2D verica que
T (X)  c0(D).
(ii) Existen u 2 X y 0 > 0 tales hu; xdi  0; 8d 2 D, es decir, 8x 2 co(fxd :
d 2 Dg) se verica kxk  0.
Entonces X no es super-(P ).
Demostracion. Bajo las condiciones del enunciado el operador continuo T : X ! `1(D)
tal que T (x) = (hxd; xi)d2D verica que T (X)  c0(D). Sea B := fed : d 2 Dg la
base canonica de `1(D) = c

0(D). Entonces K := B
w
= fed : d 2 Dg [ f0g y B es
un contorno de K tal que 0 =2 co(B). Sean H := T (K) y B0 := T (B). Es claro que
B0 es un contorno del subconjunto w
-compacto H y que B0 = fxd : d 2 Dg. Como
hu; xdi  0; 8d 2 D, resulta que hu; xi  0; 8x 2 co(B0). Por tanto 0 =2 co(B0), lo
que implica que X no es super-(P ). 
SeaX un espacio de Banach. Veamos algunas deniciones que se utilizaran a continuacion.
(1) Si  es un cardinal innito, decimos que X es  -super-(P ) si todo subespacio
Y  X con Dens(Y ) =  verica que Y  es super-(P ). Es claro que X es @0-super-(P )
sii X carece de copias de `1 (esto es facil).
(2) X es ultra-(P ) si para todo subespacio cerrado Y  X se verica Y  es super-
(P ).
(3) X es c0-super-(P ) si, para todo operador lineal continuo T : X ! c0(I) con
jIj  @1, se verica que fT (ei) : i 2 Ig no es una `+1 -secuencia en X, es decir, que no
existen u 2 X y 0 > 0 tales que hu; T (ei)i  0; 8i 2 I. Observemos que si X no
es c0-super-(P ), entonces X
 no es super-(P ), por el Lema 10.15. Ademas, tambien es
obvio que si X no es c0-super-(P ), entonces X no es @1-super-(P ),
Las razones que nos mueven a introducir estas propiedades (en especial la propiedad
ultra-(P )) se recogen en los siguientes puntos:
(a) La propiedad \X super-(P )" pasa a Y  para todos los espacios cocientes Y de
X (es trivial), pero no parece que pase a Y  para todos los subespacios cerrados Y  X,
aunque carecemos de contraejemplos.
(b) Sin embargo las propiedades \X ultra-(P )" y \X = Seq(X) " pasan a Y 
tanto si Y es cocientes como si es subespacio de X (esto es facil). Por tanto se trata
de propiedades muy fuertes. A primera vista parecen propiedades mucho mas fuertes
que la simple super-(P ). En consecuencia, es mas plausible que \X = Seq(X) " sea
equivalente a la propiedad \X ultra-(P )" a que lo sea a la simple \X super-(P )."
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(c) Si se verica \X = Seq(X)" y Z := Pni=1Xi; Xi = X; i = 1; 2; :::; n;
entonces \Z = Seq(Z)" (esto es trivial). Tambien es verdad para sumas directas
innitas contables shrinking, pero no lo es para sumas directas innitas contables arbitrarias.
Por ejemplo, no es verdad para `1-sumas innitas.
(d) Si  es un cardinal innito, la propiedad \X es  -super-(P )" pasa trivialmente
a Y , para todo subespacio Y de X. Tambien pasa a Y  para todo cociente Y de X,
como se prueba mas abajo.
Lema 10.6. Sean X un espacio de Banach, Z  X un subespacio, i : Z ,! X la
inclusion canonica y v0 2 B(Z)w

. Entonces existe w0 2 B(Z) tal que i(w0)  X =
v0.
Demostracion. Sea (w)2A  B(Z) una red tal que z w
! v0 para  2 A. Pasando a
una subred si es preciso, podemos suponer que existe w0 2 B(Z) tal que z w
! w0
para  2 A en (B(Z); w). Por tanto, si x 2 X, se tiene que
hi(w0); xi = lm
2A
hi(z); xi = hv0; xi:
Por tanto i(w0)  X = v0. 
Lema 10.7. Sean  un ordinal incontable, X un espacio de Banach con base fx :  <
g  S(X) y fx :  < g  X los funcionales asociados a la base fx :  < g.
Supongamos que existen w 2 X y  > 0 tales que hw; xi > ; 8 < . Entonces X
no es c0-super-(P ).
Demostracion. Sabemos que (hx; xi)< 2 c0(); 8x 2 X. En consecuencia, T : X !
c0() tal que T (x) := (hx; xi)<; 8x 2 X, es un operador lineal y continuo. Ademas
hw; T (e)i = hw; xi > 0; 8 < . Por Lema 10.15 X no es c0-super-(P ). 
Proposicion 10.8. Sea X un espacio de Banach tal que existe u 2 S(X) vericando
 = (u;X)  @1 con cf()  @1 (en particular esto ocurre si X 6= X@0). Entonces
existe un subespacio Z  X< con -base fz :  < g, un numero  > 0 y un vector
w0 2 Z tales que hw0; si > ; 8 < . En consecuencia, Z no es c0-super-(P ) y
X< (as como X@0) no es @1-super-(P ).
Demostracion. Sea dist(u;X<) > 0. Hacemos la construccion de la Proposicion 10.3
y adoptamos su notacion. Sean Z := [fz :  < ] y i : Z ,! X la inclusion canonica.
Sea v0 2 fw :  < gw

\ (X nX<) vericando (ver proposicion 10.3)
hv0; xi > 0; 8 < :
Como w 2 B(Z)w

;  < , es claro que v0 2 B(Z)w

. Por Lema 10.6 existe w0 2
B(Z) tal que i(w0)  X = v0. En particular, hi(w0); xi = hv0; xi. Sea W :=
[fx :  < g] y j :W ,! X la inclusion canonica. Por la construccion de la Proposicion
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10.3 existen numeros  > 0 tales que, si s := i
  j(x), entonces :(i) fs :  < g
son los funcionales asociados a la base fz :  < g de Z; (ii) existe  > 0 tal que
hv0; xi > ; 8 < . Por tanto
hw0; si = hw0; i  j(x)i = hi(w0); j(x)i = hv0; xi > :
Ahora basta aplicar el Lema 10.7. 
Corolario 10.9. Sea X un espacio de Banach. Entonces \X@0 es @1-super-(P)" )
\X = Seq(X)".
Demostracion. En primer termino, X es @1-super-(P) porque X  X@0 . Por tanto X
carece de una copia de `1 y X@0 = Seq(X). Ahora basta aplicar la Proposicion 10.8.

Corolario 10.10. Sea X un espacio de Banach. Entonces \X@0 es @1-super-(P)" )
\X es ultra-(P)".
Demostracion. Por Corolario 10.9 se tieneX = Seq(X) y este hecho implica inmediatamente
que X es ultra -(P) por la Proposicion 10.18. 
10.3. Algunos resultados positivos
El siguiente resultado siempre es cierto.
Proposicion 10.11. Sea X un espacio de Banach y consideremos los siguientes asertos:
(0) (B(X); w) es angelico.
(1) X posee la propiedad (C) de Corson.
(2) X carece de una secuencia basica incontable de tipo `+1 .
(3) X = Seq(X).
(4) X es super-(P ).
(5) X es (C) y carece de una copia de `1.
Se verica siempre que (0)) (1)) (2)) (3)) (4)) (5).
Demostracion. (0)) (1) sale de la caracterizacion de Pol de la propiedad (C) (ver [90,
3.4 Theorem]) y (1)) (2) esta probado en la Proposicion 7.8.
(2) ) (3). Sea z 2 X. Por la Proposicion 10.3 existe un subespacio cerrado
separable Y  X tal que z 2 Y w . Por otra parte, X no posee copia isomorca de
`1 porque, de poseerla, resultara que X
 tendra una copia de `1(c), que contradice (2).
En consecuencia Y carece de copias de `1. Si identicamos Y
 con Y w

, del teorema
de Odell-Rosenthal [84] obtenemos que existe una secuencia fyn : n  1g  Y tal que
yn ! z en (X; w). Por tanto z 2 Seq(X).
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(3)) (4). Esta implicacion es consecuencia del Corolario 4.16.
(4) ) (5). En primer termino, \X es super-(P )" implica que \X es (P )" y este
hecho implica, por un resultado de Haydon [63], que X carece de copias de `1. Veamos
que X es (C). Supongamos que (X) no es (C). Por la caracterizacion de R. Pol (ver
[90]) de la propiedad (C) existe un subconjunto convexo A  B(X) tal que 0 2 Aw ,
pero 0 =2 cow(D) para todo subconjunto contable D  A. Sea B0
B0 :=
[
fcow(D) : D  A contableg:
Obviamente 0 =2 B0. Por otra parte es trivial ver que B0 es convexo k  k-cerrado y
ademas es un contorno de A
w
. En consecuencia, X no es super-(P ), una contradiccion
que prueba que X es (C). 
Corolario 10.12. Sea X un espacio de Banach y consideremos los siguientes asertos:
(1) X es super-(P ).
(2) X es (C).
(3) X = Seq(X).
(4) X es super-(P ).
(5) X es (C).
Se verica siempre que (1)) (2)) (3)) (4)) (5).
Demostracion. Todas las implicaciones salen de la Proposicion 10.11. 
Corolario 10.13. Sea X un espacio de Banach. Entonces:
(1) X = Seq(X) ) X = Seq(X) .
(2) X es (C) ) X es (C).
(3) X es super-(P ) ) X es (C) ) X = Seq(X) ) X es super-(P ).
Demostracion. Todas las implicaciones salen del Corolario 10.12. 
Nota. Sabemos que \X es super-(P )" implica que \X es (C) y X carece de una
copia de `1" . Al reves es falso. Basta considerar X := c0(I) con jIj  @1, que verica:
(i) X es (C) y carece de copias de `1.
(ii) X = `1(I) no es (C) y existe un subconjunto w-compacto K  X y un
contorno B  K tales que K  co(B) 6= ; (ver Contraejemplos de Captulo 5).
El siguiente resultado elemental.
Proposicion 10.14. Para todo espacio de Banach separable X son equivalentes los
siguientes asertos:
(0) (B(X); w) es angelico.
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(1) X posee la propiedad (C) de Corson.
(2) X no posee secuencias basicas incontables de tipo `+1 .
(3) X = Seq(X).
(4) X es super-(P ).
(5) X carece de una copia de `1.
(6) X carece de copias de `1(c).
Demostracion. Las implicaciones (0) ) (1) ) (2) ) (3) ) (4) ) (5) estan probadas
en la Proposicion 10.11.
(5) ) (0). Como X es separable, (B(X); w) es un espacio topologico metrico
completo, es decir, un espacio polaco. Como X = Seq(X) (por el Teorema de
Odell-Rosenthal), todos los elementos de X son 1-Baire sobre (B(X); w) (ver [84]).
Aplicando un resultado de Bourgain, Fremlin y Talagrand [11] llegamos a que (B(X); w)
es un espacio angelico.
Finalmente, (2)) (6) es obvia y (6)) (5) es inmediata. 
Lema 10.15. Sean X un espacio de Banach, D un conjunto incontable y fxd : d 2 Dg
una familia de vectores de B(X) tales que
(i) Para todo x 2 X y todo  > 0 se verica jfd 2 D : jhxd; xij  gj < @0, es decir,
el operador lineal continuo T : X ! `1(D) tal que T (x) = (hxd; xi)d2D verica que
T (X)  c0(D).
(ii) Existen u 2 X y 0 > 0 tales hu; xdi  0; 8d 2 D, es decir, 8x 2 co(fxd :
d 2 Dg) se verica kxk  0.
Entonces X no es super-(P ).
Demostracion. Bajo las condiciones del enunciado el operador continuo T : X ! `1(D)
tal que T (x) = (hxd; xi)d2D verica que T (X)  c0(D). Sea B := fed : d 2 Dg la
base canonica de `1(D) = c

0(D). Entonces K := B
w
= fed : d 2 Dg [ f0g y B es
un contorno de K tal que 0 =2 co(B). Sean H := T (K) y B0 := T (B). Es claro que
B0 es un contorno del subconjunto w
-compacto H y que B0 = fxd : d 2 Dg. Como
hu; xdi  0; 8d 2 D, resulta que hu; xi  0; 8x 2 co(B0). Por tanto 0 =2 co(B0), lo
que implica que X no es super-(P ). 
SeaX un espacio de Banach. Veamos algunas deniciones que se utilizaran a continuacion.
(1) X es super-(P ) si para todo subconjunto w-compacto K  X y todo contorno
B de K se verica que co(B) = cow

(K).
(2) Si  es un cardinal innito, decimos que X es  -super-(P ) si todo subespacio
Y  X con Dens(Y ) =  verica que Y es super-(P ). Es claro que X es @0-super-(P )
sii X carece de copias de `1 (esto es facil).
(3) X es ultra-(P ) si todo subespacio cerrado Y  X es super-(P ).
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(4) X es c0-super-(P ) si, para todo operador lineal continuo T : X ! c0(I) con
jIj  @1, se verica que fT (ei) : i 2 Ig no es una `+1 -secuencia en X, es decir, que no
existen u 2 X y 0 > 0 tales que hu; T (ei)i  0; 8i 2 I. Observemos que si X no
es c0-super-(P ), entonces X no es super-(P ), por el Lema 10.15. Ademas, tambien es
obvio que si X no es c0-super-(P ), entonces X no es @1-super-(P ),
Las razones que nos mueven a introducir estas propiedades (en especial la propiedad
ultra-(P )) se recogen en los siguientes puntos:
(a) La propiedad \X super-(P )" pasa a los espacios cocientes Y de X (es trivial),
pero no parece que pase a los subespacios cerrados Y  X, aunque carecemos de
contraejemplos.
(b) Sin embargo las propiedades \X ultra-(P )" y \X = Seq(X) " pasan a Y
tanto si Y es cocientes como si es subespacio de X (esto es facil). Por tanto se trata
de propiedades muy fuertes. A primera vista parecen propiedades mucho mas fuertes
que la simple super-(P ). En consecuencia, es mas plausible que \X = Seq(X) " sea
equivalente a la propiedad \X ultra-(P )" a que lo sea a la simple \X super-(P )."
(c) Si se verica \X = Seq(X)" y Z := Pni=1Xi; Xi = X; i = 1; 2; :::; n;
entonces \Z = Seq(Z)" (esto es trivial). Tambien es verdad para sumas directas
innitas contables shrinking, pero no lo es para sumas directas innitas contables arbitrarias.
Por ejemplo, no es verdad para `1-sumas innitas.
(d) Si  es un cardinal innito, la propiedad \X es  -super-(P )" pasa trivialmente
a Y , para todo subespacio Y de X. Tambien pasa a todo cociente Y de X, como se
prueba a continuacion.
Lema 10.16. Sean X un espacio de Banach, F un subespacio cerrado de X, W  XF
un subespacio cerrado innito dimensional y Q : X ! XF el cociente canonico. Entonces
existe un subespacio cerrado L  X tal que
Dens(L) = Dens(W ) y int(B(W ))  Q(B(L))  B(W ):
Demostracion. Sea W := fwi : i < Dens(W )g familia densa en int(B(W )) y sea fvi :
i < Dens(W )g  B(X) familia tal que Q(vi) = wi; i < Dens(W ). Entonces L :=
[fvi : i < Dens(W )g] verica el Lema. En efecto:
(1) Es claro que Q(B(L))  B(W ).
(2) Veamos que int(B(W ))  Q(B(L)). Para ello bastara probar que B(W ) 
(1+ )Q(B(L)); 8 > 0. Fijemos pues  > 0. Sea w 2 B(W ) y hallemos v 2 (1+ )B(L)
tal que Qv = w. Elegimos wi1 2 W tal que kw   wi1k < 2 1. A continuacion se puede
elegir wi2 2 W tal que kw   wi1   2 1wi2k < 2 2. Reiterando, hallamos vectores
wik 2 W tales que
kw   wi1   2 1wi2   :::  2 n+1wink < 2 n; 8n  2:
Sea v := vi1 +
P
k2 2
 k+1vik , que es un vector de (1 + )B(L). Obviamente Qv = w.

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Proposicion 10.17. Sean  es un cardinal innito, X un espacio de Banach y F un
subespacio cerrado de X tales que X es  -super-(P ). Entonces (X=F ) es tambien  -
super-(P ).
Demostracion. SeaW  XF un subespacio cerrado con Dens(W ) =  . Por el Lema 10.16
existe un subespacio cerrado L  X tal que Dens(L) =  y Q(L) = W . Ahora basta
aplicar que la propiedad super-(P ) pasa a los cocientes. 
Proposicion 10.18. Sea X un espacio de Banach y  un cardinal innito. Consideremos
los asertos:
(a) X es (C).
(b1) X = Seq(X); (b2) X = X@0.
(c1) X es ultra-(P );(c2) X es  -super-(P ); (c3) X es @1-super-(P )
(d) X es super-(P ).
(e1) X es (C) y carece de copias de `1;(e2) X carece de copias de `1; (e3) X es
@0-super-(P ).
Entonces
(i) (a)) (b1)) (b2) y (b1)) (c1)) (d)) (e1)) (e2), (e3).
(ii) (c1)) (c3)) (e1).
(iii) (c1)) (c2)) (e2).
Demostracion. (i) Ya sabemos que (a) ) (b1) ) (b2). Como la propiedad \X =
Seq(X)" pasa a los subespacios, es claro por Proposicion 10.11 que (b1) ) (c1).
(c1) ) (d) es obvio, (d) ) (e1) sale de Proposicion 10.11 y (e1) ) (e2) , (e3) son
inmediatas.
(ii) (c1) ) (c3) es inmediato. (c3) ) (e1) sale de que la propiedad (C) esta @1-
determinada (ver Proposicion 7.2) y de la Proposicion 10.11.
(iii) (c1)) (c2)) (e2) son triviales. 
10.4. Las propiedades \X = Seq(X)" y \(B(X); w) es
(CT ) "
Nuestro objetivo es probar que, si X es un espacio de Banach, el hecho \X =
Seq(X) " implica que \(B(X); w) es (CT )" . Observemos que ya sabemos que
\X = Seq(X)" implica que \(B(X); w) es (CCT )" , porque, como hemos visto,
\X es super-(P )" implica que \X es (C)" . Comencemos viendo el siguiente Lema.
Lema 10.19. Sean X un espacio de Banach y A  B(X) tal que 0 2 Aw pero 0 =2 Dw
para todo subconjunto contable D  A, es decir, tightness(0; A)  @1. Entonces
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(a) 0 =2 Aw, siendo w la topologa debil de X.
(b) Si F (A) =
SfDw : D  A; jDj  @0g, se tiene que F (A) es w-cerrado y
0 =2 F (A).
(c) Existen  > 0 y v 2 X tales que jfa 2 A : hv; ai > gj  @1.
Demostracion. (a) En primer termino, 0 =2 Aw porque, al tener todo espacio de Banach
contable tightness para la topologa debil (ver [111, p. 229] por ejemplo), el hecho 0 2 Aw
conllevara la existencia de un subconjunto contable D  A tal que 0 2 Dw. Como
D
w  Dw , obtendramos que 0 2 Dw , lo que es falso.
(b) Sea u 2 F (A)w. Al tener todo espacio de Banach contable tightness para la
topologa debil, existira D  A con jDj  @0 tal que u 2 Dw  Dw

, es decir, u 2 F (A).
Obviamente 0 =2 F (A) por hipotesis.
(c) Como 0 =2 Aw, existen  > 0 y vectores v1; :::; vn en X tales que A 
Sn
i=1fx 2
X : hvi; xi > g. Como las hipotesis implican que A es incontable, necesariamente, para
cierto j 2 f1; :::; ng, se verica que jfa 2 A : hvj ; ai > gj  @1. Basta coger ahora
v := vj . 
Lema 10.20. Sean X un espacio de Banach, Y  X un subespacio separable, A 
B(X) con 0 2 Aw y tightness(0; A)  @1 y A0  A tal que jA0j  @0. Entonces existen
D  A nA0 con jDj  @0 y wY 2 Dw

tales que wY ? Y .
Demostracion. Sea fyn : n  1g familia densa en B(Y ) y denotemos
F (A nA0) :=
[
fDw : D  A nA0; jDj  @0g
y consideremos los entornos w-abiertos de 0
Vn := fx 2 X : jhx; yiij < 1n ; i = 1; ::; ng; 8n  1:
Como 0 2 F (A nA0)w

, ocurre que Vn \ F (A nA0); 8n  1. Elegimos wn 2 Vn \
F (A nA0); 8n  1. Es claro que hwn; yii !
n!1 0 para i  1, de donde obtenemos que
hwn; yi !
n!1 0 para todo y 2 Y . Sea Dn un subconjunto contable (puede haber muchos)
de A nA0 tal que wn 2 Dnw

; 8n  1; y sea D := Sn1Dn. Es inmediato que jDj  @0
y que wn 2 Dw

; 8n  1. Sea wY un punto de w-acumulacion de fwn : n  1g. Es
claro que wY 2 Dw

y que wY ? Y . 
Lema 10.21. Sea X un espacio de Banach con Dens(X) = @1. Son equivalentes:
(a) (B(X); w) =2 (CT ).
(b) Existe en B(X) una secuencia fy :  < !1g tal que:
(b1) y ! 0 en la w-topologa de X para ! !1.
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(b2) 0 =2 fy :  < g
w
para todo  < !1.
(b3) Existen  > 0 y v 2 X tales que jf < !1 : hv; yi > gj = @1.
Demostracion. (b)) (a) es inmediato a partir de (b1) y (b2).
(a) ) (b). Como (B(X); w) no es (CT ), existe A  B(X) tal que 0 2 Aw pero
0 =2 F (A) := SfDw : D  A; jDj  @0g. Sea fx :  < !1g  B(X) familia k  k-densa
en B(X). Construimos a continuacion secuencias fY :  < !1g, fD :  < !1g y
fy :  < !1g  B(X) tales que
(1) Y es un subespacio cerrado separable de X y x 2 Y  Y para    < !1.
(2) fD :  < !1g es una familia de subconjuntos contables de A disjuntos dos a
dos.
(3) y 2 Dw

y y ? Y para  < !1.
Procedemos por induccion transnita.
Etapa 1. Sea Y1 = [x1]. Por el Lema 10.20 existen D1  A con jD1j  @0 y
y1 2 D1w

tal que y1 ? Y1.
Etapa 2. Sea Y2 = [Y1 [ fx2g], que es separable. Por el Lema 10.20 existen D2 
A nD1 con jD2j  @0 y y2 2 D2w

tal que y2 ? Y2.
Etapa  < !1. Supongamos construidos los elementos Y; D y y

 para  < 
vericando (1); (2) y (3). Sea Y = [fxg [ (
S
< Y)], que es un subespacio separable
de X. Por el Lema 10.20 existen D  A n
S




La construccion puede hacerse para todo  < !1.





 ! 0 en la w-topologa de X para




fy :  < g
w
:
Finalmente, por el Lema 10.19, existen  > 0 y v 2 B(X) tales que jf < !1 : hv; yi >
gj = @1. 
Decimos que un espacio de Banach X es @1-(CT ) si todo subespacio Y  X con
dens(Y )  @1 verica que (B(Y ); w) 2 (CT ).
Proposicion 10.22. Sea X un espacio de Banach. Son equivalentes
(a) (B(X); w) 2 (CT ); (b) X es @1-(CT ).
Por tanto la propiedad (B(X); w) 2 (CT ) esta @1-determinada.
Demostracion. (a) ) (b) es obvio porque la propiedad (CT ) se conserva por cocientes
entre compactos.
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(b) ) (a). Supongamos que (B(X); w) no es (CT ). Esto quiere decir que existe
A  B(X) tal que 0 2 Aw y tightness(0; A)  @1. De este hecho vamos a deducir
una contradiccion. Sea F (A) :=
SfDw : D  A; jDj  @0g, que es un subconjunto w-
cerrado deX tal que 0 =2 F (A) (ver Lema 10.19). Por tanto dist(0; F (A)) >  para cierto
 > 0. Sea fx :  < !1g  B(X) tal que dens([fx :  < !1g]) = @1. Construimos a
continuacion secuencias fY :  < !1g, fD :  < !1g y fx :  < !1g  B(X) tales
que
(1) Y es un subespacio cerrado separable de X y x 2 Y  Y para    < !1.
(2) fD :  < !1g es una familia de subconjuntos contables de A disjuntos dos a
dos.
(3) x 2 Dw

y x ? Y para  < !1.





); 8 < !1:
Procedemos por induccion transnita.
Etapa 1. Sea Y1 = [x1]. Por el Lema 10.20 existen D1  A con jD1j  @0 y
x1 2 D1w

tal que x1 ? Y1.
Etapa 2. Como dist(0; D1
w
) > , existe una familia nita F2  B(X) tal que
D1
w  fx 2 X : suphx; F2i > g:
Sea Y2 = [Y1 [ fx2g [ F2], que es separable. Observemos que 0 =2 i2(D1w

). Por el
Lema 10.20 existen D2  A nD1 con jD2j  @0 y x2 2 D2w

tal que x2 ? Y2.
Etapa  < !1. Supongamos construidos los elementos Y; D y x

 para  < 
vericando (1); (2); (3) y (4). Como dist(0;[<Dw

) > , existe una familia nita
F  B(X) tal que
[<Dw
  fx 2 X : suphx; Fi > g:
Sea Y = [fxg [ (
S
< Y) [ F], que es un subespacio separable. Observemos que
0 =2 i([<D)
w
. Por el Lema 10.20 existen D  A n
S
<D con jDj  @0 y
x 2 Dw

tal que x ? Y.
La construccion puede hacerse para todo  < !1.
Sean Y := [<!1Y, que es un subespacio cerrado deX con dens(Y ) = @1, i : Y ! X
la inclusion canonica y y = i(x);  < !1. Se verica que
(b1) y
w! 0 para ! !1 en B(Y ).
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(b2) 0 =2 fy :  < g
w
para todo  < !1.
(b3) Por Lema 10.19, (b1) y (b2) existen  > 0 y v 2 X tales que jf < !1 :
hv; yi > gj = @1.
Por Lema 10.21 concluimos que (B(Y ); w) =2 (CT ), que es la contradiccion que
buscabamos. 
Proposicion 10.23. Sea X un espacio de Banach tal que X = Seq(X). Entonces
(B(X); w) es (CT ).
Demostracion. Razonamos por reduccion al absurdo. Suponemos que (B(X); w) no
es (CT ) y deducimos una contradiccion. Por la Proposicion 10.22 podemos suponer que
dens(X) = @1. De Lema 10.21 sale, pasando a una subsucesion si es preciso, que existen
una secuencia fx :  < !1g en B(X), u 2 B(X) y 0 > 0 tales que:
(a1) x ! 0 en la w-topologa de X para ! !1.
(a2) hu; xi > 0; 8 < !1.
Sea fxn : n  1g  B(X) una secuencia tal que xn !






f < !1 : hx; xni > 0g:
En consecuencia, existe m 2 N tal que jf < !1 : hx; xmi > 0gj = @1, lo que no puede
ser por (a1). Por tanto (B(X); w) es (CT ). 
Si X es el espacio de Johnson-Lindenstrauss JL2, es trivial probar que JL2 2
(C); JL2 2 (C); (B(X); w) no es angelica, etc. Pero, >(B(X); w) 2 (CT )? La
respuesta es armativa, como vemos a continuacion.
Corolario 10.24. (A) Sea X un espacio de Banach tal que X 2 (C). Entonces
(B(X); w) 2 (CT ).
(B) Si X := JL2, se verica que (B(X
); w) 2 (CT ) aunque (B(X); w) no es un
espacio angelico.
Demostracion. (A) Si X 2 (C) entonces X = Seq(X) por Corolario 10.12. Ahora
basta aplicar la Proposicion 10.23.
(B) Este enunciado sale de (A) porque JL2 = `1  `2(c) 2 (C). Que (B(X); w) no
es un espacio angelico puede verse en [34, pg. 577]. 
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Captulo 11
Las igualdades X = Seq(X) y
X = X@0 cuando X = C(K)
11.1. Caracterizacion de la igualdad X = Seq(X) cuando
X = C(K)
Necesitamos el siguiente lema elemental.
Lema 11.1. Sea K un compacto Hausdor y p 2 K un punto de K. Se tiene
(1) p es un G-punto de K si y solo si p tiene en K una base contable de entornos.
(2) Supongamos que p no es un G-punto de K y sean B0 := f1k : k 2 K n fpgg y
B1 := B0 [ ( B0) subconjuntos de C(K). Entonces B0 y B1 son contornos de PR(K)
y B(C(K)), respectivamente, y verican co(B0) 6= P(K) y co(B1) 6= B(C(K)).
Demostracion. (1) Supongamos que p es G-punto enK y sea fVn : n  1g una secuencia
de entornos abiertos de p tal que
T
n1 Vn = fpg. Elegimos entornos abiertos fWn : n 
1g de p tales que Wn  Wn  Vn; 8n  1. Armamos que f
Tn
i=1Wi : n  1g es una





fpg  G, por razones de compacidad existe m 2 N tal que Tmi=1Wi  G, y esto prueba
que fTni=1Wi : n  1g es una base de entornos de p.
Finalmente, es obvio que p es un G-punto en K, caso de tener una base contable de
entornos.
(2) Como p no es un G-punto en K, es claro que toda funcion continua f sobre
K alcanza en K n fpg su maximo sobre K. De aqu que: (i) el maximo de f sobre el
subconjunto w-compacto f1k : k 2 Kg de C(K) se alcanza en B0; (ii) el maximo de f
sobre el subconjunto w-compacto f1k : k 2 Kg de C(K) se alcanza en B1. As que
B0; B1 son contornos de f1k : k 2 Kg y f1k : k 2 Kg, respectivamente. Por otra
parte, co(B0) 6= cow(f1k : k 2 Kg) = P(K) porque 1p 2 P(K), pero 1p =2 co(B0) pues
co(B0)  `1(K n fpg). Analogamente co(B1) 6= cow(f1k : k 2 Kg) = B(C(K)).

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Proposicion 11.2. Sea K un compacto Hausdorf. Los siguientes asertos son equivalentes:
(1) K es disperso contable.
(2) C(K) posee la propiedad (C) de Corson.
(3) Seq(C(K)) = C(K).
(4) C(K) es super-(P ).
Demostracion. (1)) (2). ComoK es compacto disperso contable, se tiene que C(K) =
`1(N). Por tanto, al ser separable, C(K) tiene la propiedad (C) de Corson.
(2)) (3)) (4). Esta implicacion esta probada en Proposicion 10.11.
(4)) (1). En primer lugar, (4) implica por [63] que C(K) carece de una copia
isomorca de `1 y esto equivale a que K es un compacto disperso (se trata de un
resultado clasico). Por (4) y el Lema 11.1 concluimos que todo punto de K posee una
base contable de entornos, es decir, que K es 1o Axioma. De un teorema de Semadeni
(ver [71, Corollary 2, p. 35]) concluimos que K es contable. 
Nota. Es claro que los asertos de la anterior Proposicion 11.2 no son equivalentes
a \C(K) no posee copia de `1" porque este aserto es equivalente a \K es compacto
disperso" y hay compactos dispersos que no son contables.
11.2. Caracterizacion de la igualdad X = Xc para X =
C(K)
Sea X = C(K), siendo K compacto Hausdorf. >A que es equivalente el hecho X =
X@0? Vamos a ver que este hecho es equivalente a que K sea metrico, es decir, que C(K)
sea separable. Comencemos introduciendo nueva notacion. Si F  C(K), denimos en
K la relacion de equivalencia F del siguiente modo
8x; y 2 K; x F y sii f(x) = f(y); 8f 2 F :
Sea K0 :=
K
F y q : K ! K0 la aplicacion cociente. Es sabido que K0 con la topologa
cociente es un espacio compacto Hausdor y que q es aplicacion continua. Ademas, K0
es metrico sii [F ] es separable.
Recordemos que el dual y bidual de X = C(K) son
X = `1(K)1 Md(K) y X = `1(K)1Md(K);
siendo Md(K) el espacio de las medidas de Radon difusas sobre K.
Lema 11.3. Sean K compacto Hausdorf, X = C(K), Y subespacio de X y q : K !
K= Y= K0 la aplicacion cociente. Entonces
(a) dens(C(K0)) = dens(Y ) = dens([Y [ f1g]).
(b) Si z 2 `1(K)  X es tal que z 2 Y w

, existe w 2 `1(K0) tal que z = w  q.
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Demostracion. 
Lema 11.4. Sea K compacto Hausdor y X = C(K) tal que dens(X) = @1. Entonces
X 6= X@0.
Demostracion. Sea ff :  < !1g  B(X) una familia de funciones tal que X =S
<!1
[ff :  < g]. Observemos que, si A  X es un subconjunto separable, entonces
(i) Existe  < !1 tal que [A]  [ff :  < g].
(ii) Si q : K ! K= A:= K0 es el cociente canonico, el espacio compacto K0 es
metrico y el cociente q no separa entre s a todos los puntos de K.
Vamos a elegir dos secuencias de puntos fx :  < !1g  K, fy :  < !1g  K y
una secuencia de subespacios separables fY :  < !1g de X tales que:
(1) [ff :   g]  Y  Y para    < !1.
(2) fx :  < !1g \ fy :  < !1g = ;. <Ojo! Se permite la repeticion tanto en
fx :  < !1g como en fy :  < !1g.
(3) Si q : K ! K= Y es el cociente canonico, ocurre que q separa los puntos de
fx :  < g [ fy :  < g, pero q(x) = q(y), para  < !1.
Procedemos por induccion.
Etapa 1. Hacemos Y1 := [f1]. Como q1 : K ! K= Y1 no separa todos los puntos
de K, podemos elegir dos puntos distintos x1; y1 2 K tales que q1(x1) = q1(y1).
Etapa 2. Sea Y2 un subespacio cerrado separable de X tal que Y1 [ ff2g  Y2 y
Y2 separa el par x1; y1, es decir, si q2 : K ! K= Y2 es el cociente canonico, se verica
que q2(x1) 6= q2(y1). Como q2 no separa todos los puntos de K, existen dos puntos
u; v 2 K; u 6= v; tales que q2(u) = q2(v). Es obvio que fu; vg 6= fx1; y1g. De hecho
jfu; vg\fx1; y1gj  1. A la hora de elegir x2; y2 nos encontramos con dos casos, a saber:
Caso 1. Supongamos que jfu; vg \ fx1; y1gj = 0. Hacemos x2 = u; y2 = v.
Caso 2. Supongamos que jfu; vg \ fx1; y1gj = 1, v.g., que u 2 fx1; y1g. Si u = x1,
hacemos x2 = u = x1 y y2 = v. Si u = y1 hacemos y2 = u = y1 y x2 = v.
Etapa  < !1. Supongamos que se han construido los subespacios fY :  < g
y las secuencias fx :  < g; fy :  < g de K vericando (1), (2) y (3). Sea Y
un subespacio cerrado separable de X tal que (
S
< Y) [ ffg  Y y Y separa los
puntos de fx :  < g [ fy :  < g, es decir, si q : K ! K= Y es el cociente
canonico, se verica que q(t) 6= q(s) si s; t 2 fx :  < g [ fy :  < g y s 6= t.
Como q no separa todos los puntos de K, existen dos puntos u; v 2 K; u 6= v; tales
que q(u) = q(v). Es obvio que jfu; vg \ (fx :  < g [ fy :  < g)j  1. A la hora
de elegir x; y nos encontramos con dos casos, a saber:
Caso 1. Supongamos que jfu; vg \ (fx :  < g [ fy :  < g)j = 0. Hacemos
x = u; y = v.
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Caso 2. Supongamos que jfu; vg \ (fx :  < g [ fy :  < g)j = 1, v.g., que
u 2 (fx :  < g [ fy :  < g). Si u = x para cierto  < , hacemos x = u = x
y y = v. Si u = y para cierto  < , hacemos y = u = y y x = v.
El proceso se prosigue para todo  < !1. Observemos que X = [<!1Y.
Sea z := 1fx:<!1g   1fy:<!1g, visto como un elemento de `1(K)  X.
Aserto. Para todo subespacio separable Y  C(K) se verica z =2 Y w .
En efecto, sea  < !1 tal que Y  Y . Puesto que z 2 Y w
  Yw

, por el Lema 11.3
existe w 2 `1(K= Y ) tal que z = w  q . Por tanto
z(x) = w  q(x) = w  q(y) = z(y):
Por otra parte z(x) = 1 y z(y) =  1. Hemos llegado a una contradiccion que prueba
el Aserto.
Por tanto z 2 X nX@0 y esto prueba el Lema. 
Proposicion 11.5. Sea K compacto Hausdor y X = C(K). Son equivalentes
(a) C(K) es separable; (b) X = X@0.
Demostracion. Como (a)) (b) es obvio, pasamos a probar que (b)) (a). Supongamos
que dens(C(K))  @1 y probemos que X 6= X@0 . Sea Y  C(K) un subespacio tal
que dens(Y ) = @1 y q : K ! K= Y= K0 el cociente canonico. El subalgebra cerrada
Z := A(Y ) generada por Y [ f1g dentro de C(K) verica que: (i) dens(A(Y )) =
dens(Y ) = @1; (ii) C(K0) = A(Y ) (isometra). Por el Lema 11.4 se verica Z 6= Zc.
Por otra parte Z es isomorcamente isometrico a un subespacio de X = C(K), lo que
nos conduce a que X 6= X@0 por el Corolario ??. 
NOTA. La Proposicion 11.5 no puede extenderse, en general, ni a retculos o-
continuos ni a algebras de Banach. Basta considerar el espacio X := `1 1 `2(I) con
jIj  @1. Sin embargo, s es valida para algebras de Banach conmutativas X tales
que existe 0  K < 1 vericando kx2k  Kkxk2; 8x 2 X. Ello se debe a que, bajo el
requisito kx2k  Kkxk2; 8x 2 X; el algebra X es, en realidad, un subalgebra cerrada del
espacio C(), donde  es el compacto de los homomorsmos reales sobre X (el llamado
espacio ideal maximal de X) con la topologa de Gelfand (ver [94, 11.12 Theorem]).
147
Captulo 12
La igualdad X = Seq(X) para
X con generador proyectivo
En este Captulo vamos a investigar que efectos tiene, sobre la relacion entre \X =
Seq(X) " y \X es super-(P )" , el hecho de que el espacio de Banach X posea un
generador proyectivo (abrev., X 2 (PG)). La clase de los espacios de Banach con (PG)
es muy amplia e incluye a los WCG, WCD, WLD, espacios Plichko, etc.
12.1. \X = Seq(X) " y \X es super-(P )" para X 2 (PG)
Tenemos el siguiente resultado.
Proposicion 12.1. Sea V un espacio de Banach tal que V posee generador proyectivo.
Entonces son equivalentes
(1) V es super-(P ) ; (2) V  = Seq(V ).
(3) V es ultra-(P ); (4) V es @1-super-(P ).
Demostracion. (2)) (1) Esta implicacion esta probada en la Proposicion 4.10.
(1) ) (2). Supongamos que existe ' 2 S(V ) n Seq(V ). Por (1) y un resultado
de Haydon [63] se tiene que V carece de una copia de `1. Por tanto ' =2 X@0 , por el
Lema 3.2, por lo que existe 1  0 > 0 tal que dist(';X@0) > 0. Vamos a construir un
subconjunto w-compacto H  V  y un contorno B de H tales que co(B) 6= cow(H).
Mas concretamente, tal que
nfh';Bi > 0 =nfh';Hi:
Sea (W;) el generador proyectivo de V . Vamos a hacer la construccion de las proyecciones
P; !     = Dens(V ) siguiendo las pautas de [36, Proposition 6.1.4], pero
introduciendo algunas modicaciones en la construccion para ! <  < !1. Para aplicar
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[36, Proposition 6.1.4] hacemos Y = V; f(x) = x; 8x 2 V y 	 : V ! 2W tal que
	(x) W \B(V ), j	(x)j  @0 y kxk = suph	(x); xi. Observemos el siguiente Hecho:
HECHO. Si D :=
Sfcow(F [  F ) : F  W \ B(V ); jF j  @0g, se verica que
D = B(V ).
En efecto, D es convexo, simetrico respecto del centro y k  k-cerrado. Ademas D es
un contorno de B(V ). Puesto que V  es super-(P ), resulta que B(V ) = co(D) = D.
A continuacion procedemos por etapas:
Etapa 0. Cogemos P! = 0
Etapa 1. Elegimos x! 2 S(V ) tal que h'; x!i > 0 > 0. Por el HECHO existe una
familia contableW! W \B(V ) tal que x! 2 cow(W![ W!). Aplicamos la maquina
del [36, Lemma 6.1.3] al par A0 = fy!g y B0 = W! [  W!. Obtenemos subconjuntos
contables A;B tales que A0  A  V y B0  B  W , siendo A y B subespacios
vectoriales de V y V  respectivamente, de modo que
(1) 	(A)  B y kak = suphB \B(V ); ai; 8a 2 A.
(2) Existe una proyeccion P : V ! V tal que kPk = 1, P (V ) = A y P (V ) = Bw .
Hacemos A!+1 = A, B!+1 = B y P!+1 = P . Observemos que x

! 2 P !+1V , es
decir, x! = P !+1(x!).
Etapa 2. Como dist(';A!+1
w
)  dist(';X@0) > 0, existe x!+1 2 S(V ) tal que
h'; x!+1i > 0 > 0 y hx!+1; P!+1V i = f0g. Por el HECHO existe una familia contable
W!+1 W \B(V ) tal que x!+1 2 cow

(W!+1[ W!+1). Aplicamos la maquina del [36,
Lemma 6.1.3] al par A0 = A!+1 [ fy!+1g y B0 = B!+1 [W!+1 [  W!+1. Obtenemos
subconjuntos contables A;B tales que A0  A  V y B0  B  W , siendo A y B
subespacios vectoriales de V y V  respectivamente, de modo que
(1) 	(A)  B y kak = suphB \B(V ); ai; 8a 2 A.
(2) Existe una proyeccion P : V ! V tal que kPk = 1, P (V ) = A y P (V ) = Bw .
Hacemos A!+2 = A, B!+2 = B y P!+2 = P . Observemos que x

!+1 2 P !+2V , es
decir, x!+1 = P !+2(x!+1) = (P !+2   P !+1)(x!+1).
Etapa  < !1. Supongamos hecha la construccion para todo  < . Es decir, que
se ha construido x y P+1;  < , tales que x = P +1(x) = (P +1   P )(x). Hay
dos casos, a saber:
Caso 1.  es ordinal lmite. En este caso cogemos A := [<A, B := [<B y







Caso 2.  := +1. Como dist(';A+1
w
)  dist(';X@0) > 0, existe x+1 2 S(V )
tal que h'; x+1i > 0 y hx+1; P+1V i = f0g. Por el HECHO existe una familia contable
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W+1 W \B(V ) tal que x+1 2 cow

(W+1[ W+1). Aplicamos la maquina del [36,
Lemma 6.1.3] al par A0 = A+1 [ fy+1g y B0 = B+1 [W+1 [  W+1. Obtenemos
subconjuntos contables A;B tales que A0  A  V y B0  B  W , siendo A y B
subespacios vectoriales de V y V  respectivamente, de modo que
(1) 	(A)  B y kak = suphB \B(V ); ai; 8a 2 A.
(2) Existe una proyeccion P : V ! V tal que kPk = 1, P (V ) = A y P (V ) = Bw .
Hacemos A = A, B = B y P+1 = P . Observemos que x








+2   P +1)(x+1).
El proceso se continua con las modicaciones descritas para todo  < !1. A continuacion,
para !1     seguimos el proceso standard descrito en [36, Proposition 6.1.4].
Sea I := [!; !1) y F : X ! c0(I) tal que F (x) = (hx; xi : !   < !1). Observemos
que F (x) esta efectivamente en c0(I) porque para todo x 2 V y todo  > 0 el conjunto
f <  : k(P+1   P)(x)k  g es nito. Ademas es claro que F es un operador
lineal y continuo tal que kFk  1 y F (e) = x; 8 2 I, siendo fe :  2 Ig
la base canonica de `1(I). Sabemos que K := fe :  2 Igw

= fe :  2 Ig [ f0g
y que B := fe :  2 Ig es un contorno de K, tal que co(B) 6= cow(K) (porque
0 =2 co(B)). Sea H := F (K), que es un subconjunto w-compacto de V . Es claro que
H = fx :  2 Ig
w
= fx :  2 Ig [ f0g y que B0 := F (B) = fx :  2 Ig es un
contorno de H.
Aserto.nfh';B0i  0 > 0  nfh';Hi. Por tanto, 0 =2 co(B0) y co(B0) 6= cow(H).
En efecto, esto sale por construccion ya que h'; xi > 0 para todo  2 I.
Hemos llegado a una contradiccion que prueba que se verica (2).
(2) ) (3). En primer termino, todo subespacio Z  V verica Z = Seq(Z) por
el Corolario 1.22. Ahora basta aplicar la Proposicion 4.10.
(3)) (4) es obvio.
(4) ) (2). Por la Proposicion 10.4 bastara probar que, si Y  V es un subespacio
con dens(Y ) = @1, se verica que Y  = Seq(Y ). Como V tiene generador proyectivo,
se puede construir una PRI fP :   g;  = dens(V ); tal que Y  P!1(V ) =: Z.
Observemos que el subespacio cerrado Z verica: (i) dens(Z) = @1; (ii) Z tiene una
PRI; (iii) Z es super-(P ). Por [62, p. 192] el subespacio Z tiene generador proyectivo.
En consecuencia, teniendo en cuenta la equivalencia (1) , (2) probada mas arriba,
concluimos que Z = Seq(Z) y de aqu que Y  = Seq(Y ) por el Corolario 1.22. 
NOTA. Si X es un espacio de Banach con generador proyectivo y X = X@0 , no
necesariamente debe serX = Seq(X). Un contraejemplo sencillo esX = `11`2(!1).
Observemos que
(i) X = X@0 pero X 6= Seq(X).
150 X = SEQ(X) PARA X CON (PG)
(ii) Por [62, p. 192] X tiene generador proyectivo, ya que dens(X) = @1 y X tiene
PRI (tiene base monotona).
A continuacion introducimos las nociones de espacio Plichko y 1-Plichko.
Son Plichko los siguientes espacios:
(1) Espacios con base de Markusevic. En particular los espacios con base de Schauder
fx :  < g siendo  un ordinal.
(2) Los espacios WCG, WCD, WKA, WLD, ver [62, p.184]).
(3) Los espacios de Banach X tal que dens(X) = @1 y ademas X posee una PRI.
Corolario 12.2. Sea X un espacio de Banach que es Plichko. Entonces son equivalentes:
(1) X es super-(P ); (2) X = Seq(X).
(3) X es ultra-(P ); (4) X es @1-super-(P ).
Demostracion. Basta aplicar la Proposicion 12.1 y tener en cuenta que todo espacio
de Banach que sea Plichko posee un generador proyectivo (ver [62, p. 192]). Ahora
aplicamos el Cor. 12.2. 
12.2. Generador proyectivo, angelicidad, (CT ) y (CCT )
Estamos interesados en ver, en la clase de los espacios con generador proyectivo, la
relacion de la propiedad X 2 (C) con las propiedades que estudiamos (es decir, X es
super-(P ), X = Seq(X), etc.). De entrada digamos que siempre X 2 (C) implica
X = Seq(X).
Recordemos que un par (W;) es generador proyectivo (abrev., (PG)) del espacio
de Banach X si:
(a) W  X es un subconjunto Q-lineal.
(b) Para todo x 2 X se verica kxk = suphW \B(X); xi.
(c)  : W ! 2X es una multifuncion tal que j(w)j  @0; 8w 2 W , y para todo
subconjunto B W que sea Q-lineal se verica (B)? \Bw = f0g.
Proposicion 12.3. Sea X un espacio de Banach que posee un generador proyectivo
(W;). Son equivalentes:
(1) (B(X); w) es angelica.
(2) (B(X); w) es (CT ).
(3) (B(X); w) es (CCT ).
(4) X es (C).
(5) Para todo x 2 B(X) existe una secuencia fwn : n  1g  B(X) \ W ,
dependiendo de x, tal que wn !
n!1 x
 en la w-topologa de X.
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(6) B(X) = [fFw : F  B(X) \W; jF j  @0g:
Demostracion. Ya sabemos que (1)) (2)) (3), (4) y que (1)) (5)) (6).
(3) ) (6). Sea z 2 B(X). Puesto que z 2 B(X) = B(X) \Ww

, por (3) existe
una familia contable D  B(X) \W tal que z 2 cow(D). Como cow(D) = cowQ (D),




(6)) (1). Fijemos Z  B(X) y z0 2 Zw

. Queremos hallar una secuencia fzn : n 
1g  Z tal que zn !
n!1 z0 en la w
-topologa. Aprovechando queX tiene un (PG), vamos
a construir las ! primeras proyecciones fP : !    2!g de una PRI en X, siguiendo
las pautas de [36, Lemma 6.1.3, Proposition 6.1.4], aunque con algunas modicaciones.
Para aplicar la Lemma 6.1.3 y Proposition 6.1.4 de [36] cogemos una secuencia fy : ! 
 < g;  = dens(X); densa en X, hacemos Y := X, f(x) = x; 8x 2 X; y 	 : X ! 2X
tal que 	(x)  B(X) \W; j	(x)j  @0 y kxk = suph	(x); xi; 8x 2 X. Utilizamos un
proceso inductivo para construir las proyecciones fP : !    2!0g.
Etapa 0. Hacemos P! = 0.
Etapa 1. Vamos a construir la proyeccion P!+1. Por (6) existe un subconjunto
contable F1  B(X) \ W tal que z0 2 F1w

. Aplicamos el Lemma 6.1.3 de [36] al
par A0 = fy!g y B0 = F1. Obtenemos subconjuntos contables Q-lineales A;B con
A0  A  X y B0  B W tales que
(i) 	(A)  B y kak = suphB \B(X); ai; 8a 2 A.
(ii) Existe una proyeccion P : X ! X tal que kPk = 1, P (X) = A y P X = Bw .
Hacemos A!+1 := A; B!+1 := B y P!+1 := P . Observemos que z0 2 P !+1X,
es decir, P !+1z0 = z0. Como z0 2 P !+1Z
w  B(P !+1X) y como (B(P !+1X); w)
es metrizable, existe una secuencia fa1n : n  1g  Z tal que P !+1a1n !n!1 z0 en la
w-topologa.
Etapa 2. Construimos P!+2. Por (6) existe una familia contable F2  B(X)\W tal
que fz1n : n  1g  F2w

. Aplicamos el Lemma 6.1.3 de [36] al par A0 = A!+1 [fy!+1g
y B0 = B!+1 [F2. Obtenemos subconjuntos contables Q-lineales A;B con A0  A  X
y B0  B W tales que
(i) 	(A)  B y kak = suphB \B(X); ai; 8a 2 A.
(ii) Existe una proyeccion P : X ! X tal que kPk = 1, P (X) = A y P X = Bw .
Hacemos A!+2 := A; B!+2 := B y P!+2 := P . Observemos que z0; a1n 2 P !+2X,
es decir, P !+2z0 = z0 y P !+2a1n = z1n; 8n  1. Como z0 2 P !+2Z
w  B(P !+2X) y
como (B(P !+2X); w) es metrizable, existe una secuencia fa2n : n  1g  Z tal que
P !+2a2n !n!1 z0 en la w
-topologa.
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Etapa m + 1. Supongamos hechas las construcciones hasta la etapa m 2 N. En
particular, disponemos de la secuencia famn;n 2 Ng  B(X)\W tal que P !+mamn !n!1
z0, en la w
-topologa, y de los conjuntos contables Q-lineales A!+m y B!+m. Por (6)
existe un subconjunto contable Fm+1  B(X) \W tal que famn : n 2 Ng  Fm+1w

.
Aplicamos el Lemma 6.1.3 de [36] al par A0 = A!+m [ fy!+mg y B0 = B!+m [ Fm+1.
Obtenemos subconjuntos contables Q-lineales A;B con A0  A  X y B0  B  W
tales que
(i) 	(A)  B y kak = suphB \B(X); ai; 8a 2 A.
(ii) Existe una proyeccion P : X ! X tal que kPk = 1, P (X) = A y P X = Bw .
Hacemos A!+m+1 := A; B!+m+1 := B y P!+m+1 := P . Observemos que z0; amn 2
P !+m+1X, es decir, P !+m+1z0 = z0 y P !+m+1amn = amn; 8n  1. Como z0 2
P !+m+1Z
w  B(P !+m+1X) y como (B(P !+m+1X); w) es metrizable, existe una
secuencia fam+1;n : n  1g  Z tal que P !+m+1am+1;n !n!1 z0 en la w
-topologa.
Utilizando induccion se puede hacer la construccion para todo n 2 N.
Etapa nal !. Vamos a construir P2!. Hacemos A2! :=
S
n2NA!+n y B2! :=S
n2NB!+n, que son subconjuntos contables Q-lineales de X y W , respectivamente.
Aplicamos el Lemma 6.1.3 de [36] al par A0 = A2! y B0 = B2!. Obtenemos subconjuntos
contables Q-lineales A;B con A0  A  X y B0  B W tales que
(i) 	(A)  B y kak = suphB \B(X); ai; 8a 2 A.
(ii) Existe una proyeccion P : X ! X tal que kPk = 1, P (X) = A y P X = Bw .
Hacemos P2! := P . Observemos que z0; amn 2 P 2!X; 8n;m  1.
Aserto . z0 2 famn : m;n  1gw

.
En efecto, sin perdida de generalidad supongamos que z0 = 0. Sean v1; :::; vp 2 X y
 > 0 y consideremos el entorno w-abierto V de 0 2 X denido del siguiente modo
V := fz 2 X : jhz; viij < ; i = 1; :::; pg:
Queremos ver que existe ars 2 V . Cada vi lo descomponemos del siguiente modo
vi = vi1 + vi2 siendo vi1 := P2!vi:
Observemos que Pvi
kk! P2!vi = vi1; i = 1; :::; p; para  " 2!, y que hamn; vii =
hamn; vi1i porque P 2!amn = amn. A continuacion, como Pvi ! P2!vi; i = 1; :::; p; en
norma, para  " 2!, podemos escoger r < ! de modo que kvi1   P!+rvik < =2; i =
1; :::; p. Como arn !
n!1 0 en la w
-topologa, existe s < ! tal que jhars; P!+rviij <
=2; i = 1; :::; p. Por tanto para i = 1; :::; p se verica
jhars; viij = jhars; vi1ij = jhars; vi1   P!+rvi + P!+rviij 
 jhars; vi1   P!+rviij+ jhars; P!+rviij < =2 + =2 = :
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Esto prueba el Aserto.
Como z0 2 famn : m;n 2 Ngw

 B(P 2!X) y (B(P 2!X); w) es metrico compacto,
existe fzm : m  1g  famn : m;n 2 Ng tal que zm !
n!1 z0 en la w
-topologa de X.
Esto prueba que (B(X); w) es angelico. 
Corolario 12.4. Sea X un espacio de Banach tal que X posee un generador proyectivo
(W;) vericando W = X. Son equivalentes:
(1) (B(X); w) es angelica.
(2) (B(X); w) es (CT ).
(3) (B(X); w) es (CCT ).
(4) X es (C).
(5) X = Seq(X).
(6) X@0 = X.
Demostracion. Es consecuencia inmediata de la Proposicion 12.3. 
Corolario 12.5. Sea X un espacio de Banach que es Asplund. Son equivalentes:
(1) (B(X); w) es angelica.
(2) (B(X); w) es (CT ).
(3) (B(X); w) es (CCT ).
(4) X es (C).
(5) X = Seq(X).
(6) X@0 = X.
(7) (B(X); w) es Lindelof.
(8) (B(X); w) es un compacto de Corson.
(9) (B(X); w) no contiene una copia homeomorca de [0; !1].
Demostracion. Si X es Asplund, X posee un generador proyectivo (W;) tal que W =
X (ver [36, Proposition 8.2.1]). Por tanto los asertos (1),...,(6) son equivalentes por el
Corolario 12.4. Finalmente, las implicaciones (1) , (7) , (8) , (9) son parte de [85,
Corollary 8]. 
Corolario 12.6. Sean X un espacio de Banach tal que dens(X) = @1 y fP : !   







(1) (B(X); w) es angelica.
154 X = SEQ(X) PARA X CON (PG)
(2) (B(X); w) es (CT ).
(3) (B(X); w) es (CCT ).
(4) X es (C)
Demostracion. Puesto que todo espacio X con dens(X) = @1 y una PRI posee (PG),
de la Proposicion 12.3 sale que (1), (2), (3), (4).
(0)) (1). Sean A  B(X) y z0 2 Aw

. Ponemos en marcha un proceso inductivo.
Etapa 1. Por (0) existe 1 < !1 tal que z0 2 B(P 1X). Es claro que z0 = P 1z0 2
P 1A
w
. Como (B(P 1X
); w) es un espacio metrizable, existe una secuencia fa1n :
n  1g  A tal que P 1a1n !n!1 z0 en la w
-topologa de X.
Etapa 2. Por (0) existe un ordinal 2 con 1 < 2 < !1 tal que
P 2a1n = a1n; 8n  1:
Naturalmente z0 = P

2z0 2 P 2A
w
, de donde (como en Etapa 1) sale que existe una
secuencia fa2n : n  1g  A tal que P 2a2n !n!1 z0 en la w
-topologa de X.
El proceso se repite para todo n < !0. Sea 0 = supn1 n, que verica 0 2 LO(<
!1) y ademas P

0amn = amn; 8m;n 2 N.
Aserto. z0 2 famn : m;n 2 Ngw

.
En efecto, supongamos, para simplicar, que z0 = 0. Fijados  > 0 y v1; :::; vp 2 X,
consideremos el entorno w-abierto V de 0 2 X denido por
V := fx 2 X : jhx; viij <  : i = 1; :::; pg:
Queremos ver que existe ars 2 V . Cada vi lo descomponemos del siguiente modo
vi = vi1 + vi2 siendo vi1 := P0vi:
Observemos que Pvi
kk! P0vi = vi1; i = 1; :::; p; para  " 0, y que hamn; vii =
hamn; vi1i porque P 0amn = amn. A continuacion, como Pvi ! P0vi; i = 1; :::; p; en
norma, para  " 0, podemos escoger r < !0 de modo que kvi1   Prvik < =2; i =
1; :::; p. Como arn !
n!1 0 en la w
-topologa, existe s < !0 tal que jhars; Prviij <
=2; i = 1; :::; p. Por tanto para i = 1; :::; p se verica
jhars; viij = jhars; vi1ij = jhars; vi1   Prvi + Prviij 
 jhars; vi1   Prviij+ jhars; Prviij < =2 + =2 = :
Esto prueba el Aserto.
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Como z0 2 famn : m;n 2 Ngw

 B(P 0X) y (B(P 0X); w) es metrico compacto,
existe fzm : m  1g  famn : m;n 2 Ng tal que zm !
n!1 z0 en la w
-topologa de X.
Esto prueba que (B(X); w) es angelico.
(3) ) (0). Basta tener en cuenta que B(X) = [<!1B(P X)
w
, B(P X) es
w-compacto y que B(P X)  B(P X) para    < !1. 
Una aplicacion de la Proposicion 12.3 es el siguiente Corolario.
Corolario 12.7. El espacio de Johnson-Lindenstrauss JL2 carece de (PG).
Demostracion. Es conocido que JL2 2 (C) y que la bola unidad (B(JL2); w) no es
angelica. Ahora basta aplicar la Proposicion 12.3. 
Nota. Que JL2 carece de (PG) tambien sale del hecho de que JL2 carece de M -
sistemas incontables [49].
Corolario 12.8. Sea X un espacio de Banach tal que X 2 (PG) y X posee un
generador proyectivo (W;) vericando W = X. Son equivalentes:
(1) (B(X); w) es angelica.
(2) (B(X); w) es (CT ).
(3) (B(X); w) es (CCT ).
(4) X es (C).
(5) X = Seq(X).
(6) X@0 = X.
(7) X es ultra-(P ).
(8) X es super-(P ).
(9) X es @1-super-(P ).
Demostracion. Es consecuencia inmediata de la Proposicion 12.3. 
Corolario 12.9. Sea X un espacio de Banach tal que X 2 (PG) y X es Asplund. Son
equivalentes:
(1) (B(X); w) es angelica.
(2) (B(X); w) es (CT ).
(3) (B(X); w) es (CCT ).
(4) X es (C).
(5) X = Seq(X).
(6) X@0 = X.
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(7) X es ultra-(P ).
(8) X es super-(P ).
(9) X es @1-super-(P ).
(10) (B(X); w) es Lindelof.
(11) (B(X); w) es un compacto de Corson.
(12) (B(X); w) no contiene una copia homeomorca de [0; !1].
Demostracion. Es consecuencia inmediata de la Proposicion 12.3. 
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Captulo 13
La igualdad X = Seq(X) para
X retculo de Banach
Vamos a estudiar en este Captulo la relacion entre la propiedad X = Seq(X) y
propiedades relacionadas, en el ambito de los retculos de Banach. Damos previamente
algunas deniciones necesarias. Comencemos con la denicion de sumas directas 1-
incondicionales de una familia de subespacios de Banach fX :  2 Ag de X.
Denicion 13.1. Un espacio de Banach X es suma directa 1-incondicional de una
familia de subespacios de Banach fX :  2 Ag de X, abrev. X =
P
2AX 1-
incondicional, cuando X = [[2AX] y, si x 2 X;  = 1;  2 A; y A es un
subconjunto nito de A, entonces kP2A xk  kP2A xk.
A continuacion mostramos que, si X es un retculo de Banach o-continuo, entonces
X es una suma directa 1-incondicional de subretculos que son WCG.
Lema 13.2. Sea X un retculo de Banach o-continuo con unidad debil e > 0. Entonces
X es WCG.
Demostracion. Sabemos (ver [73, p. 28]) que el intervalo [0; e] := fx 2 X : 0  x  eg
es un subconjunto w-compacto de X. Queremos probar que X = [[0; e]], es decir, que
X es el cierre del subespacio generado por [0; e]. Cojamos un elemento positivo x 2
X+. Entonces ne ^ x " x para n ! 1, por lo que, al ser X o-continuo, se tiene que
kx   ne ^ xk # 0. As que Sn1[0; ne] = Sn1 n[0; e] es denso en el cono positivo X+.
Como X = X+  X+, concluimos que X es el cierre del subespacio generado por [0; e].

Lema 13.3. Si X es un retculo de Banach o-continuo entonces X es la suma directa
1-incondicional X =
P
2AX de una familia de ideales fX :  2 Ag mutuamente
disjuntos, cada uno de ellos con unidad debil y, por tanto, WCG.
Demostracion. Por [74, 1.a.9] X admite la expresion X =
P
2AX como suma
directa de los ideales cerrados mutuamente disjuntos fX :  2 Ag (por tanto como
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suma directa 1-incondicional), de modo que cada ideal X tiene unidad debil. Aplicando
el Lema 13.2 se concluye el resultado. 
Sea X un espacio de Banach que admite una descomposicion X =
P
2AX como
suma directa 1-incondicional de subespacios cerradosX. Decimos que la descomposicion
X =
P
2AX es de tipo contable si para todo u 2 X el conjunto soporte supp(u) :=
f 2 A : u 6= 0g es contable, siendo (u)2A el conjunto de las coordenadas de
u, es decir, u := uX = u  P, donde P : X ! X es la proyeccion canonica.
Por ejemplo, si I es un conjunto innito, M : R ! [0;+1] una funcion de Orlicz
tal que su complementaria M (ver [73, Chapter 4]) verica M(t) > 0 para t > 0,
entonces el espacio de Orlicz hM (I) := ff 2 RI :
P
i2I M(fi=) < 1; 8 > 0g tiene
descomposicion contable respecto de su base canonica, porque todo elemento de su dual
(que es hM (I)
 := `M(I)) tiene soporte contable.
Lema 13.4. Sea X un espacio de Banach que admite una descomposicion X =P
2AX como suma directa 1-incondicional de subespacios cerrados X. Son equivalentes
(1) La descomposicion X =
P
2AX no es de tipo contable.
(2) Existe en X una copia de `1(@1) dispuesta disjuntamente respecto de la descomposicion
X =
P
2AX, es decir, existe un subconjunto A1  A con cardinal jA1j = @1 y por
cada  2 A1 un elemento v 2 X de modo que la familia fv :  2 A1g es equivalente
a la base canonica de `1(@1).
Demostracion. (1) ) (2): Si la descomposicion no es de tipo contable, existe un cierto
u 2 X tal que el conjunto A0 := f 2 A : u 6= 0g verica jA0j  @1, siendo
u := uX = u  P, donde P : X ! X es la proyeccion canonica. Pasando a un
subconjunto si es preciso, se puede encontrar un numero real  > 0, un subconjunto
A1  A0 con jA1j = @1 y una familia fv :  2 A1g con v 2 B(X) de modo
que hu; vi = hu; vi > . En estas condiciones, es inmediato probar que la familia
fv :  2 A1g es equivalente a la base canonica de `1(@1) y genera una copia de `1(@1)
que esta disjuntamente dispuesta respecto de la descomposicion X =
P
2AX.
(2) ) (1): Sea A1  A un subconjunto con cardinal jA1j = @1 y por cada  2 A1
sea v un elemento de X de modo que la familia fv :  2 A1g sea equivalente a la
base canonica fe :  2 A1g de `1(A1). Sea T : `1(A1)! X el isomorsmo entre `1(A1)
y el espacio cerrado generado por fv :  2 A1g de modo que T (e) = v. Puesto que
T  : X ! `1(A1) es un cociente y, por tanto, T (X) = `1(A1), si w0 2 `1(A1) es tal
que w0() = 1; 8 2 A1; existe un vector u 2 X tal que T (u) = w0. Entonces para
todo  2 A1 se tiene
hu; vi = hu; Tei = hT u; ei = hw0; ei = 1;





Proposicion 13.5. Sea X un espacio de Banach que admite una descomposicion de
tipo contable X =
P
i2I Xi como suma directa 1-incondicional de subespacios cerrados
WLD (weakly Lindelof determined, por ejemplo, WCG) fXi : i 2 Ig. Entonces X es
WLD y, por tanto, posee la propiedad (C) de Corson y (B(X); w) es angelica.
Demostracion. Es conocido que todo espacio espacio WLD posee la propiedad (C) de
Corson y su bola dual cerrada (B(X); w) es angelica. Probemos que X es WLD,
es decir, que para cierto conjunto J existe un operador continuo inyectivo T : X !
`c1(J) := ff 2 `1(J) : supp (f) es contableg que es w{puntualmente continuo (ver
[?, Denition 1.1]). Puesto que cada Xi es WLD, existe un conjunto Ji y un operador
continuo inyectivo Ti : X

i ! `c1(Ji) que es w{puntualmente continuo y que satisface
kTik  1. Suponemos que la familia de conjuntos fJi : i 2 Ig es disjunta dos a dos y
ponemos J :=
S
i2I Ji. Denimos T : X
 ! `1(J) tal que, si x 2 X y xi 2 Xi es
la restriccion xi := x
  Xi, entonces Tx = (Ti(xi ))i2I . Claramente T es un operador
continuo inyectivo que es w{puntualmente continuo. Aun mas, como la descomposicion
de X es de tipo contable, ocurre que supp(Tx) es contable para todo x 2 X y esto
completa la prueba. 
Proposicion 13.6. Sea X un retculo de Banach -completo. Los siguientes asertos
son equivalentes:
(1) X posee la propiedad (C) de Corson.
(2) X = Seq(X).
(3) X es super-(P ).
Demostracion. (1)) (2)) (3): Estas implicaciones se verican siempre en todo espacio
de Banach (ver Proposicion 10.11).
(3) ) (1): De (3) y del teorema de Haydon [63] obtenemos que X carece de copia
isomorca de `1. De aqu se deduce que:
(a) X es o-continuo. En efecto, X es -o-continuo por [74, Proposition 1.a.7, p.
7]. En consecuencia X es -completo y -o-continuo, lo que equivale a decir que X es
o-continuo por [74, Proposition 1.a.8, p. 7].
(b) X es Asplund (ver [79, Theorem 5.4.14, p. 367]).
(c) X es o-continuo. En efecto, X posee la propiedad de Radon-Nikodym ya que
X es Asplund. En consecuencia, X es -completo por [74, Proposition 1.a.6, p. 7] (en
realidad es completo por ser un retculo dual). Ademas X carece de copias de `1 (por
carecer de copias de c0) y es -o-continuo por [74, Proposition 1.a.7, p. 7]. En denitiva
X es o-continuo.
Hay dos casos posibles:
Caso 1. X es retculo o-continuo de tipo contable.
Entonces de Lema 13.3 y Proposicion 13.5 deducimos que X posee la propiedad
(C) de Corson.
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Caso 2. X es retculo o-continuo que no es de tipo contable.
Esto quiere decir que X admite una descomposicion X =
P
2AX como suma
directa 1-incondicional de subespacios cerrados X tal que existe en X una copia de
`1(@1) dispuesta disjuntamente respecto de la descomposicion X =
P
2AX, es
decir, existe un subconjunto A1  A con cardinal jA1j = @1 y, por cada  2 A1, un
elemento v 2 X de modo que la familia fv :  2 A1g es equivalente a la base canonica
de `1(@1). Puesto que los v son disjuntos dos a dos, de [79, Corollary 2.4.3, p. 87] sale
que, si Tx := (hv; xi)2A1 ; 8x 2 X, entonces Tx 2 c0(A1) y T : X ! c0(A1) es un
operador lineal y continuo tal que T (e) = v; 8 2 A1, siendo fe :  2 A1g la base
canonica de `1(A1) := c0(A1). Sabemos K := fe :  2 A1gw

= fe :  2 A1g [ f0g
y que B := fe :  2 A1g es un contorno de K, tal que co(B) 6= cow(K) (porque
0 =2 co(B)). Sea H := T (K), que es un subconjunto w-compacto de X. Es claro que
H = fv :  2 A1gw

= fv :  2 A1g [ f0g y que B0 := T (B) = fv :  2 A1g es un
contorno de H tal que co(B0) 6= cow(H) (porque 0 =2 co(B0)). Este hecho contradice
(3) y prueba que no se da el Caso 2. 
Nota. >Puede suprimirse la condicion \X -completo" en la anterior Proposicion?
Hay retculos de Banach, v.g. X = c0, que no son -completos y, sin embargo, verican
dicha Proposicion.
Proposicion 13.7. Sea Y un retculo de Banach y X := Y . Los siguientes asertos son
equivalentes:
(1) X posee la propiedad (C) de Corson.
(2) X = Seq(X).
(3) X es super-(P ).
Demostracion. Basta aplicar la Proposicion 13.6 y que el dual de un retculo de Banach
es un retculo o-completo y, por tanto, -completo. 
13.1. Aplicacion a los sistemas de Markusevic incontables
Corolario 13.8. Sea X un espacio de Banach separable que carece de una copia de
`1. Entonces X
 carece de sistemas de Markusevich incontables y, en particular, de
secuencias basicas incontables.
Demostracion. Si X es separable 
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Captulo 14
La igualdad X = Seq(X) y el
Axioma de Martin
Las siguientes lneas tienen por objeto introducir las modalidades del Axioma de
Martin, que vamos a utilizar. Una excelente referencia para este material es [45]. Sea
(P;) un conjunto parcialmente ordenado (un \poset"). Se dice que dos elementos
p; q 2 P son compatibles si existe r 2 P tal que p  r y q  r. En caso contrario, se
dice que p; q son incompatibles. Se dice que P verica la propiedad CCC (countable
chain condition) si para toda familia incontable P1 de P existen al menos dos elementos
p; q 2 P1 compatibles. Un subconjunto Q  P es conal en P si para todo p 2 P existe
q 2 Q tal que p  q. Un subconjunto R  P es "-dirigido si para todo par de elementos
p; q 2 R existe r 2 R tal que p  r y q  r.
Por cada cardinal  sea MA() el siguiente aserto:
\Si (P;) es un poset CCC y F una familia de subconjuntos conales en P con
jFj  , existe un subconjunto R  P "-dirigido tal que corta a cada subconjunto de
F ."
Se puede probar que MA(!0) es cierto pero que MA(c) es falso (ver [45]).
Denicion 14.1. m es el mnimo cardinal tal que MA(m) es falso.
Naturalmente !1  m  c.
Denicion 14.2. El axioma de Martin MA es la armacion m = c.
Claramente, (CH) ) MA ((CH) = hipotesis del continuo, es decir, !1 = c) y
MA+ :(CH), !1 < m = c.
Denicion 14.3. El axioma de Martin MA!1 es la armacion !1 < m. Por tanto
MA!1 es el siguiente aserto: si (P;) es un poset vericando CCC y fD :  < !1g es
una familia de subconjuntos conales en P, existe un subconjunto "-dirigido J en P tal
que J \ D 6= ;; 8 < !1.
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Veamos la interpretacion de MA!1 en un contexto topologico. Recordemos que, si
(X;T ) es un espacio topologico, X es CCC (countable chain condition) si toda familia
de subconjuntos abiertos de X, disjuntos dos a dos, es contable.
Denicion 14.4. El axioma de Martin MA!1 es el siguiente aserto: Si K es un espacio
topologico compacto Haussdorf CCC y fD :  < !1g es una familia de subconjuntos
abiertos y densos en K, entonces \fD :  < !1g es denso en K.
El AxiomaMM (Martin's Maximum Axioma) fue introducido en [44]. Se trata de la
version mas fuerte del Axioma de Martin consistente con ZFC. En particular MM )
MA!1 . Vamos a dar una denicion de MM en terminos topologicos. Indicaremos por
DO(X) a la familia de subconjuntos abiertos y densos en un espacio topologico (X;T ),
y por
m(X) := mnfjUj : U  DO(X);\U = ;g:
Sea M la familia de los espacios Cech-completos K que satisfacen la propiedad CCC y
verican que, dada una secuencia de abiertos regulares fO :  < !1g de K, existe un
subconjunto \club"   de !1 tal que O[) es constante para todo par ;  2  ;  < ,
siendo
O[) := int([<O):
Denicion 14.5 (Denicion del cardinal mm). El cardinal mm se dene como
mm := m(M) := mnfm(K) : K 2Mg:
El cardinal mm verica !1  mm  !2.
Denicion 14.6. El Axioma MM es el aserto !1 < mm.
El siguiente Lema es conocido como el Lema de los -sistemas.
Lema 14.7. Sea S un conjunto y fS :  < !1g una familia de subconjuntos nitos de
S. Entonces existen un numero entero n  0, un subconjunto S0  S (puede ser vaco)
y una familia no acotada A  !1 tal que S \ S = S0 y jSj = n; 8;  2 A.
Demostracion. Ver [64]. 
Proposicion 14.8 (MA!1). Sea X un espacio de Banach tal que dens(X) = @1. Son
equivalentes:
(1) X = Seq(X); (2) X es super-(P ) y (B(X); w) 2 (CT ).
Demostracion. (1)) (2) siempre ocurre en (ZFC) por Corolario 4.16 y la Proposicion
10.23.
(2) ) (1): Hacemos un razonamiento por reduccion al absurdo. As que asumimos
la siguiente hipotesis de trabajo
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(|) X es super-(P ) y (B(X); w) 2 (CT ) pero X 6= Seq(X),
y deducimos de aqu una contradiccion. En primer termino, X no tiene copias de `1,
por ser X super-(P ), y en consecuencia Seq(X) = X@0 , de donde X@0 6= X por (|).
Por tanto, se puede hacer la construccion de Proposicion 10.3. As que existen 0 > 0,
u 2 S(X), una secuencia basica monotona fx :  < !1g  B(X) y subespacios
cerrados separables fA :  < !1g de X tales que:




(ii) x ? A; 8 < !1; por lo que x w
! 0 para ! !1.
(iii) hu; xi  0; 8 < !1.
Sea T : X ! `1(!1) el operador continuo denido por T (x) := (hx; xi)<!1 . Por (ii)
es claro que T (X)  `c1(!1). Ademas sop(T (X)) = !1 porque como kxk = 1; 8 < !1;
existe x 2 X tal que hx; xi 6= 0. A continuacion utilizamos un razonamiento inspirado
en ideas de Todorcevic (ver [62, The. 4.46]). Fijemos un subconjunto S denso en B(X)
para la norma con jSj = @1. Sea (P;) el conjunto parcialmente ordenado denido de
la siguiente forma:
(1) P es la familia de todos las 3-uplas p := (Dp; p; p) tales queDp es un subconjunto
nito de S,  p es un subconjunto nito de !1 y p 2 Q \ (0; 1).
(2) El orden parcial  se dene de la siguiente forma. Para una familia nita G 
[1; !1) denotemos Sup(G) := supfjxj :  2 Gg. Si pi := (Dpi ; pi ; pi) 2 P; i = 1; 2;
decimos que p1  p2 sii Dp1  Dp2 ,  p1   p2 y
supfSup( p2 n  p1)(x) : x 2 Dp1g < p1 :
Aserto A. (P;) satisface la propiedad CCC.
En efecto, sea C1 una familia incontable de elementos de P, cuyos integrantes son
distintos dos a dos. Tenemos que hallar dos elementos p1; p2 2 C1 que sean compatibles,
es decir, tales que existe r 2 P vericando p1; p2  r.
SubAserto A1. Existen  2 Q \ (0; 1), dos numeros enteros n;m  0, conjuntos
nitos E  S y   !1 as como
(a) una secuencia fE :  < !1g de subconjuntos nitos de S, disjuntos respecto de
E y dos a dos, de modo que jEj = cte = n; 8 2 !1;
(b) una secuencia f :  < !1g de subconjuntos nitos de !1 de modo que jj =
cte = m; 8 2 !1; max < mn  max < mn;  <  < !1, y tal que
fx :  2 g ? E [ E siempre que  <  < !1;
vericandose que C2 := f(E [ E; [; ) :  < !1g es una subfamilia incontable
de C1.
En efecto, partiremos de la familia C1. Puesto que el conjunto Q\ (0; 1) es contable,
existen  2 Q \ (0; 1) y un subconjunto incontable C11  C1 tal que p =  para todo
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p 2 C11. A continuacion le aplicamos el Lema 14.7 a las familias de subconjuntos nitos
fDp : p 2 C11g y f p : p 2 C11g. Hallamos una subfamilia incontable C12  C11 de
modo que existen subconjuntos nitos E  S y   !1 y dos numeros enteros n;m  0
cumpliendo para todo p; q 2 C12 que
Dp \Dq = E; jDp n Ej = jDq n Ej = n;  p \  q =  y j p nj = j q nj = m:
Denotaremos Ep = Dp n E y p =  p n; 8p 2 C12.
Aprovechando que f < !1 : hx; xi 6= 0g es contable para todo x 2 X, pasamos
a una subfamilia incontable C13  C12 de modo que, convenientemente ordenada de
la forma C13 = fp := (E [ E; [ ; )j  < !1g, se veriquen todas las demas
condiciones adicionales de (b). Haciendo C2 = C13 se cumplen todos los requisitos del
SubAserto A1.
Para cada par  <  < !1, sea p; = (E [E [E; [ [; ). Es trivial ver
que p  p;. De modo que, para probar que el Aserto A es cierto, bastara probar que
existe un par  <  < !1 tal que p  p;, es decir
supfSup(jx j :  2 )(x) : x 2 E [ Eg < :
Si m = 0, entonces p  p; 8 <  < !1; y hemos terminado. Supongamos que m  1
y razonemos por reduccion al absurdo, es decir, asumimos que p  p;; 8 <  < !1.
Denotemos Z := X1
m
^  1X, que es un espacio de Banach tal que Z = X1
m
^  1
X. Ademas el espacio topologico (B(Z); w) es el producto topologico de m copias de
(B(X); w). Por cada  < !1 sea  = f1; :::; mg y pongamos
z := (x

1 ; :::; x

m):
SubAserto A2. Se verica que z 2 B(Z), z ! 0 en (B(Z); w) para ! !1 y
0 =2 fz :  < g
w
; 8 < !1.
En efecto, es claro que z 2 B(Z) porque x 2 B(X). Ademas, para k 2 f1; 2; :::;mg
jo, k ! !1 cuando  ! !1 (porque mn se va hacia !1). Por tanto xk ! 0 en
la w-topologa de X y de aqu que z ! 0 en la w-topologa de Z, para  ! !1.
Observemos que, si  <  < !1, la incompatibilidad de p con p; equivale a decir lo
siguiente:
\Para todo par  <  < !1, existen x 2 E y 1  j  m tales que jhxj ; xij   ."
La anterior sentencia equivale a decir
\z = (x1 ; :::; x

m) 2 H, para todo par  <  < !1, siendo H el subconjunto
w-cerrado de B(Z) denido por:
H := f(z1 ; :::; zm) 2 B(Z) : jhzi ; xij   para algun i 2 f1; :::;mg y algun x 2 Eg:"
Como 0 =2 H y fz :  < g
w  H resulta que 0 =2 fz :  < g
w
; 8 < !1, y esto
prueba el SubAserto A2.
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Puesto que z
w! 0 para ! !1, es claro que
0 2 fz :    < !1g
w
; 8 < !1 (14.1)
Por hipotesis (B(X); w) tiene contable tightness. Por tanto (B(Z); w) tiene contable
tightness por ser producto nito de compactos con contable tightness (ver [65, p. 113]).
Este hecho junto con (14.1) implican que existe 0 < !1 tal que 0 2 fz :  < g
w
; 8 2
[0; !1), lo que contradice el SubAserto A2. Por lo tanto, existe un par  <  < !1 tal
que p  p; y esto concluye la prueba del Aserto A.
Por cada  2 !1; x 2 S y  2 Q \ (0; 1) sean
P := fp 2 P : max p > g;Px := fp 2 P : x 2 Dpg;P := fp 2 P : p  g:
Sean  2 !1; x 2 S y  2 Q\ (0; 1) jos y probemos que P \Px \P es un subconjunto
de P que es denso en (P ). Sea p = (Dp; p; p) 2 P arbitrario. A continuacion
elegimos  >  tal que hx; Dp [ f0gi = f0g. En estas condiciones es inmediato ver que
p  (Dp[fxg; p[fg;mnfp; g) 2 P\Px\P. En consecuencia E := fP\Px\P :
 2 !1; x 2 S;  2 Q \ (0; 1)g es una familia de subconjuntos de P, cada uno de
ellos conal en (P;), tal que jEj = @1. Por MA!1 existe un ltro F  P tal que
F \ P \ Px \ P 6= ; para todo  2 !1; x 2 S y  2 Q \ (0; 1)g. Sea   :=
S
p2F  p.
Aserto B. j j = @1 y para todo x 2 X se verica que (hx ; xi)2  2 c0( ).
En efecto, veamos que j j = @1. Sea  < !1. Por la densidad del ltro F , existe
p = (Dp; p; p) 2 F \ P. Por tanto  = max p verica  2   y ademas  > . De
aqu que   es un subconjunto no acotado de !1, por lo que j j = @1.
Para probar que (hx ; xi)2  2 c0( ); 8x 2 X; bastara comprobar este hecho para
x 2 S. Sean  2 Q \ (0; 1) y p = (Dp; p; p) 2 F \ Px \ P. Sean  2   n  p y q 2 F
tales que  2  q. Puesto que F es un ltro, podemos suponer que p  q. Por tanto
jhx ; xij < , es decir
f 2   : jhx ; xij  g   p;
lo que prueba, al ser  2 Q \ (0; 1) arbitrario, que (hx ; xi)2  2 c0( ). Y esto concluye
el Aserto B.
Finalmente observemos que hu; xi  0 > 0; 8 2  , lo que unido al Aserto B nos
permite concluir que X no es super-(P ) aplicando el Lema 10.15. Hemos llegado a una
contradiccion que prueba la implicacion (2)) (1). 
Proposicion 14.9 (MA!1). Para todo espacio de Banach X los siguientes asertos son
equivalentes:
(1) X = Seq(X); (2) X es ultra-(P ) y (B(X); w) 2 (CT ); (3) X es @1-super-
(P ) y (B(X); w) 2 (CT ).
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Demostracion. (1)) (2) sale de la Proposicion 10.18 y la Proposicion 10.23. (2)) (3) es
obvio. Finalmente observemos que (3)) (1) sale de la Proposicion 14.8 y la Proposicion
10.4. 
Corolario 14.10 (MA!1). En la clase de los espacios de Banach X cada una de las
siguientes propiedades:
(A) dens(X) = @1, X es super-(P ) y (B(X); w) 2 (CT );
(B) X es ultra-(P ) y (B(X); w) 2 (CT );
(C) X es @1-super-(P ) y (B(X); w) 2 (CT );
es productiva, es decir, si X1; :::; Xn son espacios de Banach todos ellos vericando la
propiedad (A) o (B) o (C), entonces el producto X1 :::Xn verica la correspondiente
propiedad.
Demostracion. Es consecuencia de las Proposicion 14.9, la Proposicion 14.8 y de que la
propiedad X = Seq(X) es productiva. 
Sean (X;TX) un espacio topologico, A  X y  un cardinal. Denotemos por [A] al
conjunto.
[A] := [fD : D  A; jDj  g:
Decimos que A es -cerrado sii A = [A]. Decimos que A es contablemente cerrado sii
A es @0-cerrado, es decir, sii A = [A]@0 .
Lema 14.11. Sea X un espacio de Banach. Entonces:
(1) (B(X); w) no es (CT ) sii existe A  B(X) tal que A es contablemente w-
cerrado (es decir, A = [A]@0 en la w-topologa), 0 2 Aw

pero 0 =2 A.
(2) Si A  B(X) es contablemente w-cerrado, entonces A es w-cerrado.
Demostracion. (1) es trivial.
(2) Sea z 2 Aw. Como (X; w) es (CT ), existe una familia contable D  A tal que
z 2 Dw. Por tanto, z 2 Dw  Dw  [A]@0 = A. En consecuencia, A es w-cerrado. 
Proposicion 14.12. Sea X un espacio de Banach tal que dens(X) < mm y X es
super-(P ). Entonces (B(X); w) es (CT ).
Demostracion. Supondremos que @1  dens(X), porque, si dens(X) < @1, siempre
ocurre que (B(X); w) es metrico y por tanto (CT ). Supongamos (B(X); w) no es
(CT ). Esto quiere decir que existe un subconjunto K  B(X) contablemente w-
cerrado tal que 0 2 Kw pero que 0 =2 K. Sin perdida de generalidad, supondremos
que K es simetrico respecto de 0 (si no lo es, trabajamos con H = K [  K, que ya lo
es, ademas de ser contablemente w-cerrado y vericar 0 2 Hw pero 0 =2 H). Puesto
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que 2K es w-cerrado (ver Lemay 0 =2 2K, existen u1; :::; up 2 B(X) y  > 0 tales que
V \ 2K = ;, siendo
V := fx 2 X : hui; xi < ; i = 1; :::; pg:
Por la prueba de [106, Theorem 3] existe una familia incontable
F := ff   g : f; g 2 K; f 6= g;  < !1g  2K
tal que, si T : X ! `1(!1) se dene como
8x 2 X; T (x) = (hf   g; xi)<!1 ;
entonces T es un operador lineal continuo tal que T (X)  c0(!1) y T (X) es no-separable.




fx 2 X : hx; uii  g:
Como F es incontable, existe j 2 f1; :::; pg tal que F0 := ff 2 F : huj ; fi  g
es incontable. Por el Lema 10.15 se concluye que X no es super-(P ). Llegamos a una
contradiccion que prueba el enunciado. 
Corolario 14.13 (MM). Sea X un espacio de Banach tal que dens(X) = @1. Son
equivalentes:
(1) X = Seq(X); (2) X es super-(P ) y (B(X); w) 2 (CT ); (3) X es super-(P ).
Demostracion. Ya sabemos que (1) , (2) por la Proposicion 14.8 y porque MM )
MA!1 . (2)) (3) es obvio y (3)) (1) por la Proposicion 14.12. 
Corolario 14.14 (MM). Para todo espacio de Banach X los siguientes asertos son
equivalentes:
(1) X = Seq(X).
(2) X es ultra-(P ) y (B(X); w) 2 (CT ); (2') X es ultra-(P ).
(3) X es @1-super-(P ) y (B(X); w) 2 (CT ).; (3') X es @1-super-(P ).
Demostracion. (1), (2), (3) sale de la Proposicion 14.9 y de que MM )MA!1 .
(2)) (20)) (30) es obvio.
(30) ) (1) por el Corolario 14.13 y porque la propiedad \X = Seq(X)" es @1-
determinada (ver la Proposicion 10.4). 
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Corolario 14.15 (MM). En la clase de los espacios de Banach X cada una de las
siguientes propiedades:
(A) dens(X) = @1 y X es super-(P ).
(B) X es ultra-(P ).
(C) X es @1-super-(P ).
es productiva, es decir, si X1; :::; Xn son espacios de Banach todos ellos vericando la
propiedad (A) o (B) o (C), entonces el producto X1 :::Xn verica la correspondiente
propiedad.
Demostracion. Es consecuencia del Corolario 14.13, el Corolario 14.14 y de que la
propiedad X = Seq(X) es productiva. 
Proposicion 14.16 (MM). Sea X un espacio de Banach tal que Dens(X) = @1 y
w-Dens(X) = @0. Entonces X no es super-(P ) y, por tanto, X 6= Seq(X).
Demostracion. Por un resultado de Todorcevic (ver [106],[62, Th. 4.46 y Th. 4.47]), bajo
(MM), si Dens(X) = @1, existe un operador continuo T : X ! c0(!1) con rango no
separable. Sea fe :  < !1g la base canonica de c0(!1) = `1(!1) y x := T (e);  <
!1. Puesto que el rango de T es no separable, el conjunto Z := f < !1 : kxk > 0g
verica jZj = @1. Como w-Dens(X) = @0, existe una familia contable V  X tal
que X = [V ]
w
, lo que equivale a decir que
X n f0g =
[
v2V [ V; n2N
fx 2 X : hv; xi > 1
n
g:
Por tanto, como Z es incontable, existen  > 0 y v 2 V [  V tales que el conjunto




Las funciones 1-Baire B1(K) versus
las funciones con la propiedad del
punto de continuidad PCP (K)
para un compacto K
15.1. Introduccion y preliminares
Proposicion 15.1. Sea (X;TX) un espacio topologico.
(A) Son equivalentes:(A1) todo cerrado de X es un G; (A2) todo abierto de X es
un F.
(B) Son equivalentes:
(B1) X carece de cadenas incontables estrictamente decrecientes de subconjuntos
cerrados, es decir, no existe en X una familia de subconjuntos cerrados no vacos
distintos dos a dos fH :  < !1g tales que H  H para  <  < !1.
(B2) X carece de cadenas incontables estrictamente crecientes de subconjuntos abiertos.
(B3) (X;TX) es HL (= hereditariamente Lindelof).
(C) Si (X;TX) es regular y HL, todo cerrado de X es un G.
(D) Si (X;TX) es un espacio compacto Hausdor, son equivalentes (A1),(A2), (B1),
(B2) y (B3).
Demostracion. (A) es trivial.
(B) (B1), (B2) es trivial.
(B2)) (B3). Sea fUi : i 2 Ig una familia arbitraria de abiertos de X y U := [i2IUi.
Hay que hallar un subconjunto contable J  I tal que U = [j2JUj . A continuacion
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construimos una cadena estrictamente creciente de subconjuntos abiertos fG :  < g
de X. Usamos induccion:
Etapa 1. Sea i1 2 I arbitrario. Hacemos G1 := Ui1 . Si G1 = U , hemos terminado.
En caso contrario pasamos a la etapa siguiente.
Etapa 2. Como G1 6= U , existe i2 2 I tal que Ui2 nG1 6= ;. Hacemos G2 := G1[Ui2 .
Si G2 = U , hemos terminado. En caso contrario pasamos a la siguiente etapa.
Etapa . Sea  y supongamos construidos los abiertos fG :  < g formando una
cadena de abiertos estrictamente creciente de modo que U 6= [<G. Elegimos i 2 I
de modo que Ui n [<G 6= ; y hacemos G := Ui
S
([<G). Si G = U , hemos
terminado. En caso contrario pasamos a la etapa + 1.
El proceso continua hasta llegar a un primer ordinal  tal que U = [<G. Como
fG :  < g es una cadena estrictamente creciente de abiertos, obtenemos que  < !1
por la hipotesis (B2). Finalmente observemos que [<G = [<Ui y esto termina la
prueba de (B2)) (B3).
(B3)) (B1). Sea fH :  < !1g una cadena estrictamente decreciente de subconjuntos







Sea 0 = supn1 n que verica 0 < !1 y[
n1
cHn  cH0 :
Por tanto para 0   < !1 se tiene que H = H0 , que es una contradiccion que
prueba que en X no hay cadenas estrictamente decrecientes de subconjuntos cerrados.
(C) Sea H  X un subconjunto cerrado tal que ; 6= H 6= X. Aprovechando que X es
regular, por cada x 2 XnH, elegimos un entorno cerrado V x de x tal que x 2 V x  XnH.
Es claro que
X nH = [x2XnHV x:
Por ser X un espacio HL, existe una familia contable fxn : n  1g  X n H tal que
X nH = [n1V xn . Sea Fm := [mi=1V xi ; m  1. Es claro que cada Fm es un subconjunto
cerrado de X nH y que se verica
H = \m1cFm:
Por tanto H es un G.
(D) Teniendo en cuenta lo probado mas arriba, bastara demostrar que (A2)) (B1).
Supongamos que existe una cadena incontable estrictamente decreciente de cerrados
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fH :  < !1g de X. Por (A2) existe una familia contable de cerrados (por tanto
compactos) fFm : m  1g de X de modo que
[<!1cH = X n \<!1H = [m1Fm:
Por compacidad y ya que la familia de abiertos fcH :  < !1g es creciente, existe n <
!1 tal que Fn  cHn . Sea 0 = supn1 n. Se verica 0 < !1 y que [n1Fn  cH0 .
Por tanto H = H0 para 0   < !1, una contradiccion que prueba (B1). 
Lema 15.2. Sea (X;TX) un espacio topologico normal y sea Y  X un subconjunto
ambiguo, es decir, Y es G y F simultaneamente. Entonces 1Y 2 B1(X).
Demostracion. Sean fFn : n  1g y fGn : n  1g familias de cerrados y abiertos,
respectivamente, de X tales que
Fn  Fn+1  Y  Gn+1  Gn; [n1Fn = Y = \n1Gn:
Por el Lema de Uryshon [35, p. 41] existen funciones continuas fn : X ! [0; 1] tales
que fn  cGn = 0 y fn  Fn = 1. Es claro que fn ! 1Y puntualmente y, por tanto,
1Y 2 B1(X). 
Lema 15.3. Sean (X;TX) un espacio topologico, fn; f : X ! R; n  1, funciones tales
que ffn : n  1g  B1(X) y fn ! f uniformemente sobre X. Entonces f 2 B1(X).
Demostracion. Ver [68, (24.11) Lemma]. 
Proposicion 15.4. Sea K un espacio compacto Hausdorf. Son equivalentes:
(1) B1(K) = PCP (K).
(2) K es HL.
Demostracion. (1) ) (2). Supongamos que no se verica (2). Esto quiere decir, por
15.1, que existe un subconjunto cerrado no vaco F  K, que no es un G.
Aserto 1. 1F =2 B1(K).
En efecto, en caso contrario existira una sucesion (fn)n  C(K) tal que fn ! 1F
puntualmente sobre K. Sea
Gn := [mnfx 2 K : fm(x) > 1  1ng; n  1:










Llegamos a una contradiccion que prueba el Aserto 1.
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Aserto 2. 1F 2 PCP (K).
En efecto, sea C  K un subconjunto cerrado no vaco. Queremos ver que 1F tiene
un punto de continuidad en C. Distinguimos dos casos, a saber:
Caso 1. C n F 6= ;. En este caso 1F es continua, relativamente a C, en todo punto
x 2 C n F .
Caso 2. C nF = ;, es decir, C  F . En este caso, 1F  C es continua, relativamente
a C, en todo punto de C.
Por tanto el Aserto 2 es cierto.
Combinando Aserto 1 y Aserto 2 llegamos a una contradiccion que prueba la implicacion
(1)) (2).
(2) ) (1). En primer termino observemos que B1(K)  PCP (K) por el Corolario
2.5. Comencemos probando el siguiente Aserto 3.
Aserto 3. B1b(K) = cB1b(K) , B1(K) = cB1(K).
En efecto, la implicacion \(" es obvia. Veamos la otra implicacion \)" . Sea f 2
PCP (K). Denotemos por h : R! ( 1; 1) al homeomorsmo h(t) = t=(1+ jtj). Entonces
h  f 2 cB1b(K) y, por hipotesis, existe una sucesion (gn)n  C(K) tal que gn ! h  f
puntualmente sobre K. Sea
~gn := [gn ^ ( 1 + 1n)] _ (1  1n); n  1:
Es claro que
(a) ~gn : K ! ( 1; 1) es continua y ~gn ! h  f puntualmente.
(b) h 1  ~gn 2 C(K) y h 1  ~gn ! f puntualmente.
Por tanto f 2 B1(K) y esto completa el Aserto 3.
Por tanto, de acuerdo con el Aserto 3, bastara probar que B1b(K) = cB1b(K). As que
jamos f 2 cB1b(K); f(K)  [0; 1]; y probamos que f 2 B1b(K).
Aserto 4. Sea  > 0. Existen un ordinal  < !1 y una cadena estrictamente creciente
de abiertos fU :  < g de K tales que
(i) K = [<U.
(ii) Si G := U n [<U, para  < , entonces G 6= ; y diam(f(G)) < .
En efecto, mediante induccion construimos una secuencia de abiertos fV :  < g,
para un cierto ordinal , de modo que G := V n [<V;  < , verique G 6= ; y
diam(f(G)) < .
Etapa 1. Como f 2 cB1b(K), existe un abierto V1 6= ; tal que diam(f(V1)) < . Si
V1 = K, hemos terminado. En caso contrario pasamos a la siguiente etapa.
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Etapa 2. Como K n V1 es un cerrado no vaco, existe un abierto V2 tal que ; 6=
V2 \ (K n V1) y diam(f(V2 \ (K n V1)) < . Si K = V1 [ V2, hemos terminado. En caso
contrario pasamos a la siguiente etapa.
Etapa . Supongamos construidos los abiertos V;  < , vericando los requerimientos
iniciales y que K 6= [<V. Como K n[<V es un cerrado no vaco, existe un abierto
V tal que ; 6= V \ (K n [<V) y diam(f(V \ (K n [<V)) < . Si K = [V,
hemos terminado. En caso contrario pasamos a la etapa siguiente.
El proceso continua hasta llegar a un primer ordinal  tal que K = [<V. La
familia fV :  < g cumple las condiciones exigidas al inicio. Para  <  denimos
U := [V:
Claramente fU :  < g es una cadena de abiertos estrictamente creciente tal que
G = U n [<U. Como K es HL, por la Proposicion 15.1 concluimos que  < !1 y
esto termina la prueba del Aserto 4.
Aserto 5. Sea  > 0. Existe f : K ! [0; 1]; f 2 B1(K); tal que kf   fk   en
`1(K).
En efecto, por Aserto 4 existe una cadena estrictamente creciente de abiertos fU :
 < g, para cierto  < !1, tal que K = [<U, ; 6= G := U n[<U, para  <  y
diam(f(G)) < =2. Observemos que cada G es un F no vaco de K, por ser  < !1,
la Proposicion 15.1 y por ser K un espacio HL.








2 ]; ::::; Iq := [q

2 ; 1]:
Para n = 0; 1; ::; q, denimos ~Ln   como sigue
~Ln := f <  : f(G) \ In 6= ;g:
Como [qn=0In = [0; 1] y f(K)  [0; 1], es claro que [qn=0 ~Ln = . Sean
L1 := ~L1; L2 := ~L2 n L1; L3 := ~L3 n (L1 [ L2); :::; Lq := ~Lq n (L1 [ L2 [ ::: [ Lq 1):
Se verica que:
(*) Los subconjuntos L1; :::; Lq son disjuntos dos a dos y [qn=0Ln = .
(**) Si  <  verica  2 Ln, para cierto n 2 f0; 1; :::; qg, entonces, como f(G) \
In 6= ; y diam(f(G)) < =2, se tiene que
f(G)  ((n  1) 2 ; (n+ 2) 2):




n 2  1[2LnG :
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Se tiene que :
(a) Los subconjuntos [2LnG; 0  n  q; son F y disjuntos dos a dos (porque
los Ln son disjuntos) tales que K =
Uq
n=0([2LnG). Por tanto, cada subconjunto
[2LnG; 0  n  q; es tambien un G. Por el Lema 15.2 concluimos que 1[2LnG 2
B1(K), por lo que f 2 B1(K).
(b) kf   fk   en `1(K).
En efecto, jemos x 2 K y elijamos n 2 f0; 1; :::; qg (hay solo un n) tal que x 2 G
para cierto  2 Ln. Por (**) sabemos que jf(x)  n 2 j < . Entonces
jf(x)  f(x)j = jf(x)  n 2 j  :
Finalmente basta aplicar el Lema 15.3. 
Proposicion 15.5. Sea X un espacio de Banach. Son equivalentes:
(1) X es separable.
(2) (B(X); w) es metrizable.
(3) (B(X); w) es HL.
(4) B1(B(X)) = PCP (B(X))).
Demostracion. (1)) (2)) (3) son implicaciones bien conocidas.
(3), (4) sale de la Proposicion 15.4.
(3)) (1). Por cada x 2 X pongamos
Ux := fx 2 B(X) : hx; xi > 0g:
Claramente
B(X) n f0g = [x2S(X)Ux:
Como (B(X); w) es HL, podemos escribir
B(X) n f0g = [n1Uxn
para una cierta familia fxn : n  1g  S(X). Esto quiere decir que X = [fxn : n  1g],
es decir, que X es separable. 
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Captulo 16
Los funcionales de `1(I)
actuando sobre el compacto
(B(`1(I)); w)
16.1. Introduccion y preliminares
I sera un conjunto arbitrario innito. Si A  I, sean A := AI nA y
Ic :=
[
fA : A  I contableg y Iu := I n Ic:
Consideraremos el espacio X := `1(I) y el compacto convexo K := (B(`1(I)); w).
Estamos interesados en el comportamiento de los funcionales  2 `1(I) sobre el
compacto K, es decir, en la relacion de  con las clases B1b(K); B01b(K), U(K), etc.
Proposicion 16.1. Sean I un conjunto innito, X := `1(I) y el K := (B(`1(I)); w).
Se tiene que B1(K) \ `1(I) = `1(I).
Demostracion. Esto es consecuencia de que `1(I) es Grothendieck y de los resultados
de Odell-Rosenthal (ver [84], Proposicion 1.23). 
El bidual X = `1(I) es el L-espacio MR(I) de las medidas de Radon sobre el
compacto I. Una primera descomposicion de X en dos bandas complementarias es
X = `1(I)1 MR(I): (16.1)




siendo f la extension de Stone-Cech de f a todo I. Observemos que f es continua sobre
I.
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El espacio `1(I) = MR(I) se identica con el espacio M(I) de las medidas
acotadas nitamente aditivas en (I;PI) (ver [46, 464F]). La medida  2MR(I), vista
como elemento de M(I) (que tambien denotamos por ), actua de la siguiente forma.




El espacioM(I) se descompone [46, 464F] como suma directa de dos bandas complementarias
M(I) =M (I)M (I)?;
siendo M (I) la banda de las \medidas completamente aditivas" . Esta descomposicion
es, en realidad, la descomposicion anterior (16.1), pues M (I) = `1(I) y M (I)
? =
MR(I
). El espacioM(I) admite tambien la descomposicion en bandas complementarias
(ver [46, 464I,...,464M])
M(I) =Mm(I)Mpnm(I); (16.2)
siendo Mm(I) y Mpnm(I) los siguientes espacios.
(a) Consideramos el compacto de Cantor CI := f0; 1gI sumergido en B(`1(I)). En
este Captulo, salvo contraorden, denotaremos por  a la probabilidad de
Haar sobre CI . Los elementos de M(I), como funcionales de `1(I), actuan sobre CI
de la siguiente forma. Si  2 CI , podemos ver a  como  = 1A, para cierto A  I. El
elemento 1A 2 CI lo identicaremos con A  I, mientras no haya motivo de confusion.
Si F  PI, pondremos:
(i) (F) para referirnos a la medida interior (f1F : F 2 Fg.
(ii) (F) para referirnos a la medida exterior (f1F : F 2 Fg.
(iii) Si  2 M(I) y  = 1A 2 CI , denimos () := (A). Si  lo vemos como
elemento de MR(I), entonces () = (A
I
).
Mm(I) es la banda de los elementos  2M(I) que son -medibles. Observemos que
M (I) Mm(I) y que se verica la descomposicion en bandas
Mm(I) =M (I) (Mm \M (I)?): (16.3)
(b) Un elemento  2 M(I) se dice que es \puramente no-medible" (abrev., pnm) si
la medida exterior
(f 2 CI : jj() = jj(1I)g) = 1
Mpnm es la banda de los elementos puramente no-medibles. Se verica que Mpnm(I) 
M (I)
?. De hecho Mpnm(I) es el conjunto de los elementos no -medibles de M (I)? =
MR(I
) y M (I)? = (Mm(I) \M (I)?)Mpnm(I).
Combinando las descomposiciones (16.2) y (16.3) se obtiene la descomposicion en
bandas
M(I) =M (I) (Mm(I) \M (I)?)Mpnm(I): (16.4)
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Por tanto MR(I
) se descompone en las bandas complementarias:
MR(I
) = (Mm(I) \M (I)?)Mpnm(I): (16.5)
Si una medida  2 MR(I) verica (a) = 0 para todo a  I contable, entonces
 2Mpnm(I) (ver [46, 464Pc]). De aqu que, si I es incontable y Iu := I n[fAI : A 
I contable g, se verica que MR(Iu)  Mpnm(I). Tambien se verica que p 2 Mpnm
cuando p 2 Ic. En realidad las medidas puramente atomicas MaR(I) = `1(I) sobre I
vericanMaR(I
) Mpnm. En consecuencia, toda medida  2MR(I) con parte atomica
no-nula no es -medible, y por tanto no universalmente medible, sobre `1(I) porque
Mm(I) es una banda en M(I) (ver [45, 464M]). En la siguiente proposicion vemos que
p 2Mpnm; 8p 2 I; y calculamos algunos ndices.
Proposicion 16.2. Sea I un conjunto innito.
(1) Si F  PI es un ltro de partes de I, que contiene a los conjuntos conitos,
entonces la medida interior (F) = 0 y la medida exterior (F) 2 f0; 1g,
(2) Si U  PI es un ultraltro no-principal, entonces (U) = 1 y (U) = 0.
(3) Por tanto, para todo p 2 I, si Up  PI es el ultraltro no-principal determinado
por p, se tiene que Up no es -medible y p 2Mpnm(I) (T. de Sierpinski).
(4) Para todo B  PI -medible con (B) > 0 y todo p 2 I se verica B \ Up 6=
; 6= B \ cUp.
(5) Para todo p 2 I se tiene Med(p; CI) = Frag(p; CI) = 1 y
Med(p; f 1; 1gI) = Frag(p; f 1; 1gI) =Med(p; B(`1(I))) = Frag(p; B(`1(I))) = 2:
Demostracion. (1) Ver [46, 254S, Vol. 2].
(2) Por (1) (U) = 0 y (U) 2 f0; 1g. Por otra parte, PI = U [ cU y ademas
(U) = (cU), porque  es invariante por inversion, es decir, por la complementacion
en I. Por tanto
1 = (PI)  (U) + (cU) = 2(U):
De aqu que (U) = 1.
(3) Up no es -medible porque (Up) = 0 pero (Up) = 1 por (2). Por otra parte
el conjunto
Ap := f 2 f0; 1gI : hp; i = 1g
se corresponde en PI con Up. En consecuencia (Ap) = 1 pero (Ap) = 0, es decir, p
no es -medible. Ademas, del hecho (Ap) = 1 y de la denicion de Mpnm(I) sale que
p 2Mpnm(I).
(4) es consecuencia de que (U) = 0 = (cU).
(5) Veamos que Med(p; f0; 1gI) = 1. En primer termino, es claro que
0  Med(p; CI)  1. Sea B 2 (Bo(CI); )+. Por (4) existen puntos x; y 2 B tales
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que hp; xi = 1 y hp; yi = 0. Por tanto Med(p; CI) = 1. Ademas Frag(p; C) = 1
porque 0  p  C  1 y por la Proposicion 2.16.
Los demas ndices se calculan de modo analogo. 
Si K es un compacto Hausdor, denotamos por MdR(K) al conjunto de las medidas
de Radon difusas (atomless) sobre K.
Proposicion 16.3. Mm(I) \ M (I)?  MdR(Ic). Es decir, todas las medidas  2
Mm(I)\M (I)? son difusas y sop()  Ic. En particular toda medida  2 U(B(`1(I))\
MR(I
) es difusa y sop()  Ic.
Demostracion. Si  2 Mm(I) \M (I)?, entonces  esta soportada por I. Si ponemos
 = d + a (parte difusa y atomica), necesariamente a = 0 porque Mm(I) es solido
y las medidas puramente atomicas sobre I estan dentro de Mpnm(I). Por tanto,  es
difusa.
Aserto.jj(Iu) = 0.
En efecto, si  :=   Iu, entonces  = 0 pues:
(i)  2 Mpnm(I) porque todas las medidas de Radon soportadas por Iu estan en
Mpnm(I).
(ii) Por otra parte, Mm(I) es solido, por lo que  2Mm(I).
As que jj(Ic) = kk. Sea fKn : n  1g una secuencia de subconjuntos compactos
de Ic tal que jj(Kn) " kk. Por cada Kn existe An  I contable tal que Kn  An. Sea
A0 = [n1An  I. Es claro que A0 es contable, A0  Ic y jj(A0) = kk. Por tanto
sop() = sop(jj)  A0  Ic. 
Si X = `1(I), >existe  2 MdR(Ic) difusa que no sea -medible y, por tanto, no
universalmente medible sobre B(`1(I))? Es claro que basta considerar el caso I = N.
Proposicion 16.4. Existen medidas difusas  2MdR(N) tales que  2Mpnm(N).
Demostracion. Vamos a aplicar [45, 464P(b)]. Es conocido que en N existen copias K
de N . Sean fkn : n  1g  K los puntos de K correspondientes a fn : n  1g  N.
Se tiene que el conjunto PQ de probabilidades de la forma
Pn
i=1 ti  ki con ti 2 Q+ yPn
i=1 ti = 1 es contable y verica P
w
0 = PR(K). Como PQ Mpnm(N), de [45, 464P(b)]
sale que PR(K)  Mpnm(N). Naturalmente en PR(K) hay medidas difusas porque las
hay en PR(N), ya que N es perfecto. 
16.2. B1(B(X)) \X vs B01(B(X)) \X para X = `1(I)
Si X es un espacio de Banach, sabemos que B1(B(X)) = B01(B(X)) sii X es
separable (ver la Prop. 15.5), en cuyo caso es claro que B1(B(X))\X = B01(B(X))\
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X. Si X es no separable, aunque ahora B1(B(X)) 6= B01(B(X)), hay numerosas
e interesantes situaciones en que sigue siendo cierta la igualdad B1(B(X)) \ X =
B01(B(X)) \ X. Este es el caso del espacio X = `1(I); jIj > @0. Posteriormente
se ven mas casos. Comencemos mostrando un contraejemplo de un espacio X tal que
B1(B(X)) \X 6= B01(B(X)) \X.
Contraejemplo. Un espacio X tal que B1(B(X)) \X 6= B01(B(X)) \X. Sea
I un subconjunto incontable y X = c0(I). Es claro que B1(B(X)) \ X = `c1(I) 6=
X = `1(I). Por otra parte X  B01(B(X)) por la Prop. 2.14.
Proposicion 16.5. Sea I un conjunto innito, X := `1(I) y K := (B(`1(I)); w).
Entonces B1(K) \X = B01(K) \X = `1(I).
Demostracion. Distinguiremos dos casos, a saber:
Caso 1. Suponemos que I es contable. Entonces K es metrico compacto y por tanto
B1(K) = B01(K).
Caso 2. Suponemos que I es incontable. En este caso K no es HL y B1(K) 6= B01(K)
(ver Prop. 15.4 y Prop. 15.5). Sin embargo, vamos a ver que tambien en este caso
B01(K) \X = B1(K) \X = dB1(K) \X. Puesto que B1(K)  B01(K) y B1(K) 
dB1(K), es claro que B1(K) \ X  B01(K) \ X \ dB1(K). Sea  2 B01(K) \ X
o  2 dB1(K) \ X. Entonces  2 U(K) \ X  Mm(I). Sea  =  1 +  2 la
descomposicion de  en dos medidas de Radon sobre I tales que  1 2 `1(I) = M (I)
y  2 2 Mm(I) \M (I)?. Teniendo en cuenta que  1 tiene soporte contable y la Prop.
16.3, existe un conjunto contable J  I tal que, de hecho,  2 `1(J), esto es,  2
B01(B(`1(J))) \ `1(J) o  2 dB1(B(`1(J))) \ `1(J). Por el Caso 1 se tiene que
 2 = 0, es decir,  =  1 2 B1(B(`1(J))). Por tanto  2 B1(K) \X. 
16.3. Universalmente medibles y calculo baricentrico en
MR(I
)
Sea I un conjunto innito y K := (B(`1(I)); w). Ya hemos visto que en MR(I)
hay muchos elemento que no son universalmente medibles. De hecho todos los elementos
de Mpnm(I) no son -medibles y, por tanto, no universalmente medible. >Hay algun
elemento no-nulo en MR(I
) que sea universalmente medible? Por la Prop. 16.3 es claro
que, de existir, debe ser una medida difusa y pertenecer a MdR(I
c). Por tanto basta
considerar el caso I = N.
Mokobodzki dio una respuesta armativa a esta cuestion bajo (CH). Modicando
el argumento de Mokobodzki y bajo el Axioma de Martin (MA), Normann dio tambien
una respuesta armativa [83]. Recordemos que (CH)) (MA).
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Proposicion 16.6 (Teorema de Mokobodzki-Normann). [MA] Sea I un conjunto innito.
Entonces existe una medida  2 MdR(Ic) que es universalmente medible sobre
(B(`1(I)); w)
Demostracion. Ver [83]. 
Nosotros nos planteamos la siguiente pregunta. >Hay algun elemento no nulo en
MR(I
) vericando el calculo baricentrico? Por la Prop. 16.3 es claro que basta considerar
el caso I = N. En la siguiente proposicion vemos que bajo (MA) la respuesta a esta
cuestion es armativa.
Proposicion 16.7. (MA) Sea I = N, X = `1(I) y K := (B(`1(I)); w). En M (I)?
hay probabilidades difusas que verican el calculo baricentrico. De hecho, todo funcional
F 2 MR(N) obtenido aplicando el metodo de Mokobodzki-Norman verica el calculo
baricentrico sobre B(X) y ademas Eindex(F;B(X)) = 0.
Demostracion. Primeramente, comprobamos que los funcionales que produce el metodo
de Mokobodzki-Normann [83] verican el calculo baricentrico sobre K := B(X) =
[ 1; 1]N. Sobre el compacto convexo K se consideran:
(1) La familia S de funciones acotadas f : K ! R concavas usc.
(2) La familia  de funciones acotadas h : K ! R que son lmite puntual de alguna
red creciente (f)2A de funciones de S con jAj < c.
Claramente toda f 2 S es Borel-medible y toda h 2  es concava y ademas por
(MA) universalmente medible sobre K (ver [83, Th. 3]).
Aserto 1. Para toda f 2 S y toda  2 PR(K) se verica f(r()) 
R
K f(x)  d(x).
En efecto, dado  > 0, por el T. de separacion de Hahn-Banach existe un funcional
 2 X tal que
f(r()) +    (r())  f(r()) y   K  f:
Por tanto
f(r()) +    (r()) =
Z
K




Como  > 0 es arbitrario, esto prueba el Aserto 1.
Aserto 2. Para toda h 2  y toda  2 PR(K) se verica h(r()) 
R
K h(x)  d(x).
En efecto, sea (fi)i2A  S una red creciente tal que jAj < c y h = supi2A fi.
Sea  2 PR(K) ja. Sea ` := supi2Af
R
K fi(x)  d(x)g. Puesto que (fi)i2A es una red
creciente, existe una secuencia creciente i1 < i2 < i3::: en A tal que
R
K find " `. Por
tanto, si f = supn1 fin se verica f  h y ` =
R
K fd. Claramente f es Borel-medible.
Sean A := fx 2 K : h(x)   f(x) > 0g y Ai := fx 2 K : fi(x)   f(x) > 0g para todo
i 2 A. Cada Ai es Borel-medible, A es universalmente medible y, por tanto, -medible
y A  [i2AAi.
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SubAserto 21. (Ai) = 0; 8i 2 A.
En efecto, sea i 2 A jo y gi = fi _ f . Entonces gi   f  0 y
R
K(gi   f)d =R
K gid  
R
K fd = `   ` = 0. En consecuencia gi = f -ctp. Como Ai = fx 2 K :
gi(x)  f(x) > 0g, es claro que (Ai) = 0.












h(r())  supffin(r()) : n  1g  supf
Z
K




Bajo (MA), dadas dos funciones ;  2  y  2 PR(K) tales que    , el metodo
de Normann permite obtener otras dos funciones 0;  0 2  tales que







0(x)d, es decir, 0 =  0 -ctp.
Se toman como funciones iniciales las funciones 1;  1;K ! R tales que
8x 2 K; 1(x) = lm inf
n1
n(x) y  1(x) = lm sup
n1
n(x);
siendo n(x) la coordenada n-esima de x 2 `1. Observemos que 1;  1 2 S. Se ordenan
las probabilidades sobre K de modo que PR(K) = f :  < cg. Por cada probabilidad
 se obtienen funciones +1;  +1 2  tales que
(a) Si  >  entonces         .
(b) Para todo    < c se verica RK( +1   +1)d = 0.
Por el Aserto 2 para todo    < c se vericaZ
K




Por tanto por (b) obtenemos que
+1(r()) =  +1(r()): (16.6)
Se considera F := sup<c  =nf<c  , que esta bien denido, es lineal y continuo
sobre `1 (convenientemente extendido), es universalmente medible sobre K y por (16.6)
verica
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es decir, F verica el calculo baricentrico.
Finalmente, veamos que Eindex(F;B(X)) = 0. En efecto, sea H  B(X) un
subconjunto convexo w-compacto. Por el clasico T. de Choquet sabemos que Ext(H)
es un G en la w topologa y que dado h0 2 H existe una probabilidad de Radon 




hF; hi  d(h):
En consecuencia suphF;Hi = suphF;Ext(H)i, de donde Eindex(F;B(X)) = 0. 
NOTA. Bajo (CH) el metodo de Mokobodzki (es mas sencillo que el de Mokobodzki-
Normann) conduce tambien a la construccion de elementos  2 MdR(N) no nulos que
verican el calculo baricentrico y satisfacen Eindex( ;B(X)) = 0.
16.4. El problema del Pindex(p; B(`1(I)) para p 2 I
Cuestion 8. Sea I un conjunto innito y p 2 I. Sabemos que p no es -medible y, por
tanto, no universalmente medible. >Que podemos decir del Pindex(p; B(`1(I)))? >Es
siempre Pindex(p; B(`1(I))) > 0 o existe algun p 2 I tal que Pindex(p; B(`1(I))) =
0.
A continuacion vemos varios resultados parciales que apuntan en la direccion de que
Pindex(p; B(`1(I))) > 0; 8p 2 I.
Si I es un conjunto innito y  un cardinal innito, sea I() = I nSfAI : A 
I; jAj < g, es decir, I() = fp 2 I : t(p; I)  g, siendo t(p; I) la \tightness" de p
respecto de I. Por ejemplo, I(@0) = I y I(@0) n I(@1) = Ic. Vamos a estudiar el
Pindex(p; B(`1(I))) para p 2 I(). La siguiente construccion no tiene requerimientos
axiomaticos especiales.
Proposicion 16.8. Si I es un conjunto y  es un cardinal innito tales que jIj  ,
existe en I() un subconjunto denso de puntos p tales que Pindex(p; B(`1(I))) = 2.
Demostracion. Bastara probarlo en el caso jIj = . Consideremos el espacio compacto
f0; 1g y denotemos por  a la probabilidad de Haar en f0; 1g. Sea ; 6= F  . Si
 = ((k))k2 2 f0; 1g, ponemos  F = ((k))k2F 2 f0; 1gF . Si A  f0; 1gF , sea
fA : f0; 1g ! f 1; 1g la funcion
8 2 f0; 1g; fA() =
(
1; si  F 2 A;
 1; si  F =2 A:
Claramente, si F es nito, fA es una aplicacion continua. Decimos que un conjunto no
vaco A es admisible sii existe un subconjunto nito ; 6= F   con jF j = n tal que A 
f0; 1gF y jAj = 2n   n. Observemos que en estas condiciones Rf0;1g fAd = 1  n21 n.
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Es claro que jffA : A admisiblegj =  y podemos suponer I = ffA : A admisibleg.
Observemos que:
(1) La familia ffA : A admisibleg separa puntos en f0; 1g.
(2) Para todo n 2 N, se tiene
jfi = fA 2 I :
Z
f0;1g
fAd  1  1ngj = :
Para cada  2 f0; 1g y n  1 sea
N(; n) = fi = fA 2 I : fA() =  1 y jAj  2n   ng:
Aserto 1.
TfN(; n)I :  2 f0; 1g; n  1g  I y
D := I() \  \fN(; n)I :  2 f0; 1g; n  1g 6= ;:
En efecto, para todo i = fA 2 I existe  2 f0; 1g tal que fA() = 1, de donde
i =2 N(; n)I , si jAj  2n   n. De aqu que TfN(; n)I :  2 f0; 1g; n  1g 
I. Por otra parte, dado un subconjunto nito (1); (2); : : : (p) 2 f0; 1g y numeros
naturales n1;    ; np, es facil ver que j
Tp
i=1N(
(i); ni)j = . De aqu que D := I() \ TfN(; n)I :  2 f0; 1g; n  1g 6= ;.
Consideremos la funcion  : f0; 1g ! f 1; 1gI  B(`1(I)) tal que
8i = fA 2 I ; 8 2 f0; 1g;  ()(i) = fA():
Observemos que  es una funcion continua inyectiva, cuando se considera en f 1; 1gI
la w-topologa de `1(I), que coincide con la topologa producto de f 1; 1gI . As que
K :=  (f0; 1g)  f 1; 1gI es un espacio compacto homeomorfo a f0; 1g. Sea  :=  ()
la probabilidad de Radon en K, imagen de  por la funcion continua  , y r() =: z0 2
cow

(K) el baricentro de . Sea z0 la extension de Stone-Cech de z0 a todo I.
Aserto 2. Se tiene que z0(p) = +1, para todo p 2 D.
En efecto, si p 2 D, entonces p 2 N(; n)I para todo n  1 y todo  2 f0; 1g. Por
otra parte, para todo j = fA 2 N(; n) se tieneZ
f0;1g
fAd  1  n21 n;
de donde






fAd  1  n21 n:
Por tanto, z0(p)  1  n21 n; 8n  1; es decir, z0(p) = +1.
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Por otra parte, p  K =  1. Por tanto, Pindex(p; B(`1(I))) = 2.
Finalmente, observemos que, si  es el automorsmo de I
 correspondiente a una
cierta biyeccion  : I ! I, los puntos q 2 (D) verican tambien que Pindex(q;B(`1(I))) =
2. Como
Sf(D) :  biyeccion de Ig es denso en I(), esto concluye la demostracion.

Corolario 16.9. Sean I un conjunto y  un cardinal innito. Entonces en I() n
I(+) (+ es el cardinal siguiente de ) hay una familia densa de puntos p tales que
Pindex(p; B(`1(I))) = 2.
Demostracion. Por la Prop. 16.8 para cada subconjunto J  I con jJ j = , en J()
hay una familia densa de puntos p tales que Pindex(p; B(`1(J))) = 2 y, por tanto,
tambien Pindex(p; B(`1(I))) = 2. Finalmente observemos que
SfJ() : J  I; jJ j =
g = I() n I(+). 
Para el cardinal c se obtienen mejores resultados, bajo el Axioma de Martin (MA).
Proposicion 16.10. (MA) Si I es un conjunto tal que jIj = c, toda  2 PR(I) tal que
sop()  I(c) (en particular, si  = p; p 2 I(c)) verica Pindex(;B(`1(I)))  1.
En consecuencia, para toda  2MR(I(c)) n f0g se tiene Pindex(;B(`1(I))) > 0.
Demostracion. Identicamos I = c. Sean  la medida de Lebesgue en [0; 1] y 
 el espacio
de Stone del algebra cociente M=N, donde M es el algebra de los subconjuntos -
medibles de [0; 1] y N es el ideal de los subconjuntos -nulos de [0; 1]. 
 es un espacio
compacto extremadamente disconexo (porque M=N es completo) tal que el algebra de
Boole de los subconjuntos clopen de 
 es isomorfa al algebra cociente M=N. Ademas
existe una probabilidad Borel regular estrictamente positiva normal ~ en 
, denida
por la condicion ~(V ) = (U), siendo V cualquier subconjunto clopen de 
 y U un
subconjunto -medible de [0; 1] con (U) > 0 tal que la clase U + N 2 M=N es la
imagen de V por el anterior isomorsmo.
Sea 0 <  < 1 jo. Escribimos [0; 1] = fx :  < cg y enumeramos fF :  < cg a la
familia de los subconjuntos Borel B de [0; 1] con medida de Lebesgue (B)  1   =2.
Como fx : 1   < g es -nulo para cada  < c (por (MA), ver el Lema 1.29), por
cada  < c podemos elegir un subconjunto compacto K tal que
K  F \ fx :  <  < cg y (K) > 1  :
Puesto que K  fx :  <  < cg, la familia fK :  < cg tiene calibre c, esto es,T
2AK = ;, si A  c y jAj = c. Sea V un subconjunto clopen de 
 correspondiente
a la clase K + N 2 M=N en el isomorsmo entre el algebra cociente M=N y el
algebra de los subconjuntos clopen de 
. Observemos que ~(V) = (K) > 1    para
todo  < c.
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Aserto. Se tiene que la familia fV :  < cg tiene calibre c, esto es, si A  c y jAj = c,
entonces
T
2A V = ;.
En efecto, supongamos que
T
2A V 6= ; para cierto subconjunto A  c con jAj = c.








2F K+N 2M=N es la clase correspondiente a
T
2F V
en el isomorsmo entre el algebra cociente M=N y el algebra de los subconjuntos
clopen de 
. Por tanto (
T
2F K) = ~(
T
2F V) > 0 para todo subconjunto nito
de F  A. Puesto que los conjuntos K son compactos, obtenemos
T
2AK 6= ;, una
contradiccion porque la familia fK :  < cg tiene calibre c. Y esto completa la prueba
del Aserto.
Consideremos A = fA  c : T2A V 6= ;g [ f;g. Claramente cada elemento de
A 2 A verica jAj < c, por lo que A \ I(c) = ;. Ademas A es una familia adecuada
(ver [82, p. 1116]), es decir:
(i) si B  A y A 2 A, entonces B 2 A;
(ii) A 2 A si A  c y B 2 A para todo subconjunto nito B  A, y
(iii) fg 2 A para todo  < c.
Como A es familia adecuada y sus elementos verican jAj < c, K := f1A : A 2 Ag
es un subconjunto w-compacto de `1(I) tal que todo elemento k 2 K (recordemos que
I = c) satisface k I(c)  0. Si x 2 
 y Ax = f 2 !1 : x 2 Vg, entonces Ax 2 A.
As que podemos denir la aplicacion T : 
 ! K de modo que, para todo x 2 
,
T (x) = 1Ax . Se ve facilmente que T es una aplicacion continua. Sea  := T (
~) la imagen
de ~ por T y z0 = r() 2 cow(K) el baricentro de . Si  2 I, denimos  : `1(I)! R
como (f) = f(); para todo f 2 `1(I). Observemos que  es una aplicacion lineal
w-continua sobre `1(I). Por tanto













~(x) = ~(V) = (K) > 1  :
En consecuencia, toda  2 PR(I(c)) verica que:
(i) h; z0i  1  .
(ii) h; ki = 0; 8k 2 K.
Por tanto, como  > 0 es arbitrario, concluimos que Pindex(;B(`1(I)))  1. En
consecuencia, toda  2MR(I(c))+ verica Pindex(;B(`1(I)))  kk.
Finalmente, si  2MR(I(c)) n f0g, se considera la descomposicion  = +     en
su parte positiva y negativa, que son medidas positivas ortogonales, y se le aplica a cada
una de ellas lo anterior, resultando que
Pindex(;B(`1(I)))  supfPindex(+; B(`1(I))); P index( ; B(`1(I)))g > 0:
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Cuestion 9. Si X es un eB, es claro que, si un funcional  2 X verica el calculo
baricentrico sobre (B(X); w), entonces Pindex( ;B(X)) = 0. Sabemos tambien (ver
[1, Example I.2.10], Contraejemplo de la Seccion 1.5) que existen espacios de Banach
X y funcionales  2 X tales que  2 U(B(X)) pero Pindex( ;B(X)) > 0 y, por
tanto,  no verica el calculo baricentrico sobre B(X). Si X = `1(I), >existe algun
elemento  2 X \ U(B(X)) tal que Pindex( ;B(X)) > 0 o que no verique el
calculo baricentrico?
Cuestion 10. Si I es un conjunto innito (en particular, si I = N), >existe p 2 I tal
que Pindex(p; B(`1(I))) = 0?
Cuestion 11. Si I es un conjunto innito (en particular, si I = N), >existe  2
MR(I
) n f0g tal que Bindex(;B(`1(I))) = 0?
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Captulo 17
Los ndices Width(K) y Frag(K)
Consideremos un espacio de Banach X, un subconjunto w-compacto K  X y un
funcional  2 X. Ya se han denido los ndices Frag( ;K); F rag(K); P index( ;K);
P index(K) y Width(K) (ver Denicion 1.4 y Denicion 2.7). Recordemos (ver la Prop.
1.10) que Pindex(K) = Width(K). En este Captulo vamos a probar que tambien es
cierta la igualdad Width(K) = Frag(K). Para conseguirlo utilizamos el Teorema de
Sierpinski ([98], Prop. 16.2).
Proposicion 17.1. Sean X un espacio de Banach y K  X un subconjunto w-
compacto. Se verica que
Pindex(K) =Width(K) = Frag(K):
Demostracion. Ya sabemos que Pindex(K) =Width(K).
Aserto 1. Width(K)  Frag(K).
En efecto, sea Frag(K) >  > 0. Esto quiere decir que existe un cierto  2 S(X)
tal que Frag( ;K) > , es decir,  =2 B1b(K). Por la Proposicion 2.9 existe un
subconjunto no vaco w-compacto F  K y dos numeros s < a < b < t, con b  a > ,
tales que todo subconjunto w-abierto V  X vericando V \ F 6= ; satisface
nfh ; V \ F i  s < a < b < t  suph ; V \ F i:
() Por tanto, si F es una familia nita de subconjuntos abiertos de X con V \ F 6=
;; 8V 2 F , por la w-densidad de B(X) en B(X) existe xF 2 B(X) tal que
nfhV \ F; xF i < a < b < suphV \ F; xF i; 8V 2 F :
A continuacion construimos una secuencia independiente f(Am; Bm) : m  1g en F .
Etapa 1. Aplicando () a la familia de w-abiertos F := fXg, existe x1 2 B(X)
tal que
nfhF; x1i < a < b < suphF; x1i:
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Denimos V11 = fh 2 X : hh; x1i < ag y V12 = fh 2 X : hh; x1i > bg. Observemos que
V1i \ F 6= ;; i = 1; 2.
Etapa 2. Por (*) existe x2 2 B(X) tal que
nfhV1i \HF; x2i < a < b < suphV1i \ F; x2i; i = 1; 2:
Sean V21 = fh 2 X : hh; x2i < ag y V22 = fh 2 X : hh; x2i > bg. Observemos que
V1i \ V2j \ F 6= ;; i; j = 1; 2.
Reiteramos hasta el innito. Obtenemos la secuencia fVn1; Vn2 : n  1g de subconjuntos
w-abiertos de X tales que V1i1 \    \ Vnin \ F 6= ;; ij 2 f1; 2g; n  1. Por tanto, si
denimos
Am = fh 2 F : hh; xmi  bg y Bm = fh 2 F : hh; xmi  ag; m  1;
es claro que f(Am; Bm) : m  1g es una secuencia independiente de subconjuntos w-
cerrados de F .
Ahora, para cada  2 f0; 1gN y cada n 2 N, sea C(;n) = An, si (n) = 1, y
C(;n) = Bn, si (n) = 0. Por razones de compacidad, claramente\
n1
C(;n) 6= ;; 8 2 f0; 1gN:
Por tanto podemos elegir h 2
T
n1C(;n); 8 2 f0; 1gN. Es facil ver que fh :  2
f0; 1gNg es un esqueleto de Cantor uniforme dentro de F (por tanto dentro de K) de
anchura > b   a. En consecuencia Width(K) > , y esto prueba que Width(K) 
Frag(K).
Aserto 2. Frag(K) Width(K).
En efecto, sea F := fh :  2 f0; 1gNg  K un esqueleto de Cantor uniforme dentro
de K de anchura width(F) >  > 0 y sean fxn : n  1g  B(X) y r0 2 R tales que,
para todo  2 f0; 1gN, se verica
hxn; hi > r0 + ; si (n) = 1;
y
hxn; hi < r0; si (n) = 0:
Sea F = fh :  2 f0; 1gNgw

. Sea T : `1 ! X el operador lineal y continuo tal
que T (en) = xn; 8n  1, siendo fen : n  1g la base canonica de `1. Su adjunto
T  : X ! `1 verica que T (x) = (x(xm))m; 8x 2 X. Denimos la aplicacion
 : `1 ! `1 como sigue
8(an)n1 2 `1; ((an)n1) = 1
 
((an   r0) _ 0) ^ 

n1:
La aplicacion , aunque no es lineal, es sin embargo w-w-continua y satisface que
  T (F ) = f0; 1gN = C. Sean  la probabilidad de Haar sobre C y  2 PR(F ) tal que
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T () = , es decir,  es la imagen de  por la aplicacion w-w-continua sobreyectiva
g :=   T  : F ! C. Sea p 2 N arbitrario. Por la Proposicion 16.2 el conjunto E(Up)
no es -medible y
0 = (E(Up)) = (cE(Up)) y 1 = (E(Up)) = (cE(Up)):
Sea g 1(E(Up)) =: A  F . Sea  := p T . Como kTk  1 (porque xn 2 B(X); 8n 
1), es claro que  2 B(X). Ademas
A = fz 2 F : h ; zi  r0 + g y cA = fz 2 F : h ; zi  r0g:
Aserto 3. Med( ; F )  .
En efecto, sea B 2 (Bo(F ); )+. Por la Proposicion 16.2 ocurre que B \ A 6= ; 6=
B \ cA, lo que implica que diamh ;Bi   y prueba el Aserto 3.
En consecuencia, como k k  1, llegamos a que
Frag(K)  Frag( ;K)  Frag( ;F )  :
Como 0   < Width(K) es arbitrario, concluimos que Width(K)  Frag(K), como
queramos probar. 
Corolario 17.2. Sean X un espacio de Banach y K  X un subconjunto w-compacto.
Son equivalentes:
(1) K 2 (P ); (1') cow(W ) 2 (P ) para todo subconjunto w-compacto W  [K].
(2) Frag(K) = 0; (2') Frag(cow

(W )) = 0 para todo subconjunto w-compacto
W  [K].
(3) X  K  B01b(K); (3') X  cow

(W )  B01b(cow

(W )) para todo subconjunto
w-compacto W  [K].
Demostracion. La equivalencia (1), (10) esta probada en [61, Proposition 3.8].
Las equivalencias (1), (2) y (10), (20) salen de la Prop. 17.1.
Finalmente, las equivalencias (2), (3) y (20), (30) salen de las deniciones de los
ndices Frag( ;K) y Frag(K) (ver Def. 2.7). 
NOTA. (a) Sea X un espacio de Banach, H  X un subconjunto convexo w-
compacto metrizable y  2 X. Se verica que
Frag( ;H)  13Bindex( ;H)  13Eindex( ;H)  13Pindex( ;H):
En efecto, puesto que H es metrizable sabemos por la Prop. 2.18 que Frag( ;H) =
2dist( ;B01b(H)) = 2dist( ;B1b(H)). Ahora basta aplicar la Prop. 4.11 y la NOTA que
sigue a la Def. 1.13.
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(b) Bajo (MA) se ha construido en la Prop. 16.7 un funcional F 2 MR(N) que
verica el calculo baricentrico y, por tanto, Eindex(F;B(`1(N))) = 0 = Pindex(F;B(`1(N))).
Sin embargo Frag(F;B(`1(N))) > 0 porque F =2 Seq(MR(N)) = B1b(B(`1(N)) \
MR(N) = `1(N). Desconocemos si existe  2MR(N)nf0g tal queBindex( ;B(`1(N))) =
0.
(c) Para un espacio de Banach X y  2 X siempre ocurre que  2 Seq(X) )




Los funcionales de `'(I)
 actuando
sobre el compacto (B(`'(I)); w
)
18.1. Introduccion
Una funcion ' : R [ f1g ! [0;+1] se denomina una funcion de Orlicz si es
convexa, par, no-decreciente y continua a la izquierda para x  0, '(0) = 0 y '(x)!1
cuando x!1 (ver [23],[69]). Sea ' una funcion de Orlicz. Entonces
(1) Denimos a(') = supft  0 : '(t) = 0g y (') := supft  0 : '(t) <1g.




(21) `'(I) el correspondiente espacio de Orlicz, i.e. `'(I) = fx 2 RI : 9 >
0 tal que I'(x=) <1g. En `'(I) se considera la norma de Luxemburg kxk := nff >
0 : I'(x=)  1g; 8x 2 `'(I).
(22) h'(I) sera el subespacio de `'(I) formado por los elementos nitos, es decir,
h'(I) = fx 2 `'(I) : I'(x=) < 1; para todo  > 0g. La familia de los vectores
unitarios canonicos fei : i 2 Ig es base 1-simetrica de h'(I).
(3) La funcion de Orlicz ' satisface: (i) la 2-condicion en 0 (abrev., ' 2 02) si
'(t) > 0 para t > 0 y lm supt!0
'(2t)
'(t) <1; (ii) la 2-condicion en 1 (abrev., ' 2 12 )
si '(t) <1 para todo 0  t <1 y lm supt!1 '(2t)'(t) <1; (iii) la 2-condicion (abrev.,
' 2 2) si ' 2 02 y ' 2 12 ; (iv) si I es innito, entonces ' 2 02 sii h'(I) = `'(I).
(4) Denimos la funcion complementaria ' de ' como una nueva funcion de Orlicz




 = F ('; I)iF ('; I)s siendo F ('; I)i y F ('; I)s bandas complementarias
tales que :
(i) F (':I)i es la banda de los funcionales integrales y verica F ('; I)i = `'(I) en
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el sentido de que, para todo f 2 F ('; I)i, existe u 2 `'(I) de modo que hf; xi =P
i2I uixi; 8x 2 `'(I).
(ii) F ('; I)s es la banda de los funcionales singulares y verica F ('; I)s = h'(I)
? =
(`'(I)=h'(I))
. Por tanto, F ('; I)s 6= f0g sii h'(I) 6= `'(I) sii ' =2 02 sii `1  h'(I).
18.2. El espacio B1(B(`'(I))) \ `'(I)
Estamos interesado en comparar los espacios B1(B(`'(I)))\`'(I) y B1(B(`'(I)))\
`'(I)
. Hemos visto que para X = `1(I) (que se corresponde ahora con a(') > 0)
ambos espacios son iguales (ver Cap. 5).
Proposicion 18.1. Sean I un conjunto innito, ' una funcion de Orlicz y X = `'(I).
Son equivalentes:
(1) ' 2 02.
(2) X = `'(I) y X es Grothendieck.
(3) `'(I) es Grothendieck.
(4) B1(B(X)) \X = X.
(5) X 2 (WSC).
Demostracion. (1), (2), (3) esta probado en [53, Cor. 5.5].
(2)) (4), (5) sale de la Prop. 1.23.
(5)) (1). Si ' =2 02, entonces `'(I) contiene una copia de c0, que no es (WSC). 
Proposicion 18.2. Sean I un conjunto innito, ' una funcion de Orlicz y X = h'(I).
Entonces B1(B(X)) \X = F ('; I)i = `'(I); visto `'(I) sumergido canonicamente
en X = `'(I).
Demostracion. Si a(') > 0, entonces h'(I) = `1(I); `'(I) = `1(I) y este caso ya se
ha considerado en la Prop. 16.5.
Sea a(') = 0 y consideremos un secuencia (un)n  X tal que un w
! z0 2 X. Puesto
que los un tienen soporte contable (porque a(') = 0), podemos suponer que I = N. Sea
z0 = u0 + v0 con u0 2 F (';N)i = `' y v0 2 F (';N)s. Si un = (unk)k; n  0, es
claro que unk !
n!1 u0k; 8k  1. Como (un)n0  `' es un conjunto acotado, podemos
suponer que I'(un)  1; 8n  0. Queremos ver que un w
! u0 (es decir, que v0 = 0 y
z0 = u0) y para ello comprobamos que
8z 2 B(`'); hz; 12(un   u0)i ! 0:
Sean  > 0 y z 2 B(`'), es decir, I'(z)  1 (en `' ponemos la norma de Luxemburg).
Elegimos n1 2 N tal que X
k>n1
'(zk)  2 :
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Como hemos supuesto que I'(un)  1; 8n  0, entonces I'((un u0)=2)  1. Elegimos







  2 :
Entonces para todo n  n2 se verica






































)  1 + 1  ( 
2
) = :
Puesto que  > 0 es arbitrario, esto prueba que un
w! u0 como se pretenda. 
18.3. El espacio F ('; I)s y la medibilidad
En cuanto al subespacio F ('; I)s de los funcionales singulares, hay que decir que:
(1) Caso de ser F ('; I)s 6= f0g, lo que ocurre sii `1  h'(I), siempre hay en F ('; I)s
funcionales no universalmente medibles por [63].
(2) Sabemos que F ('; I)s = h'(I)
? = (`'(I)=h'(I)) y su estructura esta descrita
en [57] y es la siguiente. Suponemos que I es un conjunto innito y que ' =2 02 de
modo que F ('; I)s 6= f0g. Denotemos por M(I) al retculo de Banach de las medidas
acotadas nitamente aditivas sobre I, que sabemos es un retculo orden isomorfo e
isometrico al retculo MR(I) = C(I)
 de las medidas Borel Radon sobre I. Sea
 :M(I)! C(I) dicha isometra. Entonces:
(a) Si  2M(I), se tiene, 8A  I; (A) = ()(AI).
(b) (f 2M(I) : (fig) = 0; 8i 2 Ig) = C(I n I) (=medidas de Radon de C(I)
soportadas sobre I n I).
A continuacion denimos el subespacio M'(I) de MR(I
) distinguiendo dos casos, a
saber:
(i) Si a(') > 0, es decir, `'(I) isomorfo a `1(I), M'(I) =MR(I).
(ii) Si a(') = 0, denimos M'(I)  MR(I) como el subespacio de los elementos
 2MR(I) tales que existe una secuencia fGkgk1 de subconjuntos nitos de I disjuntos
dos a dos vericando:
(1) jj(I n ([k1Gk)) = 0. Es decir, sop()  ([k1Gk).













  jGk \ Ej =1; 8n  1; 8E  I tal que jj(E) > 0.
Observemos que, para a(') = 0, todas las medidas  2M'(I) verican sop()  Ic
por (1).
Se tiene que existe un orden isomorsmo isometrico L : M'(I) ! ( `'(I)h'(I)) y M'(I)
es 1-complementado en C(I), a traves de una proyeccion P : MR(I) ! M'(I) de
norma 1. En el diagrama siguiente se plasman estas relaciones:
MR(I






El caso a(') > 0 conduce al espacio `1(I), que ya se ha considerado en el Captulo
anterior.
Sea a(') = 0. Bajo esta condicion, si  2 M'(I), entonces sop()  Ic, es decir,
`'(I)
 ignora por completo la parte incontable Iu de I, por lo que, a la hora de estudiar
F ('; I)s, cuando a(') = 0, bastara considerar el caso I = N.
Proposicion 18.3. Sean I un conjunto innito, ' una funcion de Orlicz y X = h'(I).
Entonces
F ('; I)i = `'(I) = B1(B(X)) \X = B01(B(X)) \X = dB1(B(X)) \X:
Demostracion. Ya hemos visto en la Prop. 18.2 que F ('; I)i = `'(I) = B1(B(X)) \
X. Veamos ahora que B1(B(X)) \X = B01(B(X)) \X = dB1(B(X)) \X. Si
a(') > 0, entonces h'(I) = `1(I); `'(I) = `1(I) y este caso ya se ha considerado en
la Prop. 16.5.
Sea a(') = 0. Distinguiremos dos casos, a saber:
Caso 1. Suponemos que I = N. Entonces X = h' es separable, (B(`'); w) es
metrico y, por tanto, B1(K) = B01(K) = dB1(K).
Caso 2. Suponemos que I es incontable. AhoraK = (B(`'); w
) no es HL y B1(K) 6=
B01(K) (ver Prop. 15.4 y Prop. 15.5). Sin embargo, vamos a ver que tambien en este caso
B01(K) \X = B1(K) \X = dB1(K) \X. Puesto que B1(K)  B01(K) \ dB1(K),
es claro que B1(K) \ X  B01(K) \ X \ dB1(K). Sea  2 B01(K) \ X o  2
dB1(K) \ X. Entonces  2 U(K) \ X. Sea  = u + v la descomposicion de  de
modo que u 2 F ('; I)i y v 2 F ('; I)s. Notemos que:
(i) u tiene soporte contable, digamos J1  I, porque u 2 `'(I) con a(') = 0 ya
que ' =2 02.
(ii) El funcional v esta asociado a cierta medida  2 M'(I) y, como acabamos de
ver, tiene soporte en J2 para cierto subconjunto contable J2  I.
De (i) y (ii) sale que  se limita a actuar, de hecho, sobre `'(J) siendo J = J1 [ J2
contable. Mas concretamente, que si PJ : `'(I)! `'(J) es la proyeccion canonica, existe
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un funcional ~ 2 `'(J) tal que  = ~  PJ . Ademas es claro que ~ 2 B01(B(`'(J))) \
`'(J)
 o ~ 2 dB1(B(`'(J))) \ `'(J). Por el Caso 1, se tiene que ~ 2 `'(J), de donde
tambien
 2 `'(J)  `'(I) = B1(B(`'(I))) \X;
como pretendamos probar. 
Es claro que la Prop. 18.3 extiende la Proposicion 16.5. En relacion con M'(I),
cuando a(') = 0, cabe hacerse varias preguntas (para a(') > 0 ver Captulo anterior):
Cuestion 1. >Existen elementos  2M'(I) n f0g que sean universalmente medibles
sobre B(`'(I))?
Cuestion 2. Si p 2 I, >quien es P (p) como elemento de M'(I)? Sabemos que p
no es universalmente medible sobre (B(`1(I)); w) (Teorema de Sierpinski). >Es P (p)
universalmente medible sobre (B(`'(I)); w
)?
Cuestion 3. >Existe alguna medida difusa  2 M'(I) que no sea universalmente
medible?
18.4. Descripcion de M'(I). El conjunto soporte S'(I)
En lo que sigue ' sera una funcion de Orlicz tal que ' =2 02 (es decir h' 6= `').
Vamos a hallar un cierto subconjunto S'  N (resp., S'  Ic, si trabajamos con
`'(I)) tal que las medidas de M' estan soportadas por S'. Sea Q : `' ! `'=h' =: X el
cociente canonico. Sean u 2 X+ y f 2 `+' con Qf = u y denamos Tu : N ! [0;1) de
la siguiente forma:
8p 2 N; Tu(p) = lm
A2Up
kQ(fA)k (18.2)
siendo Up el ultraltro de partes de N determinado por p y fA = f  1A. Observemos
que el lmite (18.2) existe porque, dados A  B  N, se tiene que kQ(fA)k  kQ(fB)k.
Ademas no depende del vector f 2 `' tal que Qf = u, pues, si tambien Qg = u, entonces
Q(fA) = Q(gA); 8A  N. Como 0  kQ(fA)k  kuk, es claro que
8p 2 N; 0  T (u)(p)  kuk:
Lema 18.4. Sean I conjunto innito, ' funcion de Orlicz tal que ' =2 02 y X =
`'(I)=h'(I). Sea f 2 `'(I) y u := Qf . Entonces:
(1) Si A ]B = I, o bien kQ(fA)k = kuk o bien kQ(fB)k = kuk.
(2) Supongamos que kuk > 0 y sean A]B = I = A0]B0 tales que kQ(fA)k < kuk >
kQ(fA0k. Entonces kQ(fA[A0)k < kuk y kQ(fB\B0)k = kuk
Demostracion. (1) Basta observar que X es un M -espacio y que u = Q(fA) + Q(fB)
con jQ(fA)j ^ jQ(fB)j = 0.
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(2) Puesto que kQ(fA)k < kuk > kQ(fA0k, existe 0 <  < kuk tal que I'(fA=) <
1 > I'(fA0=). De aqu que I'(fA[A0=) < 1, lo que implica que kQ(fA[A0)k < kuk.
En consecuencia, por (1) sale que kQ(fB\B0)k = kuk. 
Lema 18.5. Sean ' funcion de Orlicz tal que ' =2 02, X = `'(I)=h'(I) y u 2 X+. Se
tiene que:
(1) La funcion Tu es usc sobre I, sop(Tu)  Ic y 0  Tu  kuk. Por tanto
Tu 2 `1(I).
(2) Si a(') = 0, para todo 0 < t  kuk, los subconjuntos compactos Kt := fp 2 N :
Tu(p)  tg de N tienen interior vaco (relativo a N).
(3) Kkuk 6= ; y kTuk1 = kuk.
Demostracion. Sea f 2 `+' tal que Qf = u.
(1) Puesto que 0  Tu  kuk, bastara ver que, dado 0 < t  kuk, Gt := fp 2 N :
Tu(p) < tg es abierto en N. Sea p 2 Gt. Esto quiere decir que existe A  N tal que
p 2 A y kQ(fA)k < t. En consecuencia A  Gt, de donde sale que Gt es abierto.
(2) Sean 0 < t  kuk, A  N un subconjunto innito y 0 <  < kuk. Puesto que
jf(n)j ! 0 (porque a(') = 0), existe un subconjunto innito A0  A tal que I'(fA0=) <
1. De aqu que kQ(fA0)k   < t y, por tanto, A0  cKt. Luego int(Kt) = ;.
(3) Si u = 0, Kkuk = K0 = N. Sea kuk > 0. Consideremos el compacto K  N
denido por
K := \fB : kQ(fcB)k < kukg:
Observemos que K 6= ; porque la familia de compactos fB : kQ(fcB)k < kukg tiene la
propiedad de la interseccion nita por el Lema 18.4. Veamos que K = fp 2 N : Tu(p) =
kukg = Kkuk. Se tiene que:
(a) K  fp 2 N : Tu(p) = kukg. En efecto, sea p 2 K y supongamos que Tu(p) <
kuk. Esto quiere decir que existe A 2 Up tal que kQ(fA)k < kuk. En consecuencia
K  (cA), por la denicion de K, de donde p =2 K, una contradiccion que prueba el
contenido K  fp 2 N : Tu(p) = kukg.
(b) fp 2 N : Tu(p) = kukg  K. En efecto, sea p 2 N tal que Tu(p) = kuk. Sea
A]B = N tal que kQ(fA)k < kuk, es decir, K  B. Necesariamente p =2 A. Por tanto
p 2 B y, en consecuencia, p 2 K. 
Denicion 18.6. Sean I un conjunto innito, ' funcion de Orlicz tal que ' =2 02 y
X = `'(I)=h'(I). Para cada u 2 X denimos Tu : I ! R como Tu = Tu+   Tu . Es
claro que Tu 2 `1(I); 8u 2 X.
Proposicion 18.7. Sean I un conjunto innito, ' funcion de Orlicz tal que ' =2 02
y X = `'(I)=h'(I). La aplicacion T : X ! (`1(I); k  k1) es un orden isomorsmo
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isometrico entre X y su imagen T (X). Ademas T (X)  DBSC(I)(= funciones h :
I ! R diferencia de dos funciones semicontinuas acotadas).
Demostracion. (1) Comencemos probando que, si u; v 2 X y ;   0, entonces T (u+
v) = Tu+Tv. Es inmediato que T (u) = Tu por la denicion de Tu y T (u) (ver
(18.2)). Bastara probar que T (u+ v) = Tu+ Tv.
(1A) Si u ^ v = 0, existen f 2 X+ y una descomposicion A ] B = I tales que
Q(fA) = u y Q(fB) = v. Por tanto:
(i) Si p 2 A, se tiene que Tv(p) = 0 y T (u+ v)(p) = Tu(p).
(ii) Analogamente, si p 2 B, Tu(p) = 0 y T (u+ v)(p) = Tv(p).
As que T (u+ v) = Tu+ Tv en el caso u ^ v = 0.
(1B) Supongamos que 0 < v  u. Sean f; g 2 `'(I)+; 0  g  f; tales que Qf = u
y Qg = v. Consideremos el cociente g=f 2 RI (convenimos que 0=0 = 0), que verica
0  g=f  1. Dado  > 0, podemos hallar una particion disjunta fEk : k = 1; : : : ; ng de
I y numeros k 2 [0; 1] tales que
nX
k=1






(k + )  1Ek )
nX
k=1
k  fEk  g 
nX
k=1
(k + )  fEk : (18.3)
Teniendo en cuenta que Q y T son crecientes, (1A) y (18.3), obtenemos
nX
k=1
k Q(fEk)  Qg = v 
nX
k=1




k  T (Q(fEk))  Tv 
nX
k=1
(k + )  T (Q(fEk)): (18.5)
Por tanto, como u =
Pn
k=1Q(fEk) y los vectores Q(fEk) son disjuntos dos a dos, por
(1A) y (18.4), (18.5) obtenemos
T (u+ v)  T (u+
nX
k=1

















= (1 + )Tu+
nX
k=1
kT (Q(fEk))  (1 + )Tu+ (1 + )Tv = (1 + )(Tu+ Tv):
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Puesto que  > 0 es arbitrario, concluimos que T (u + v)  Tu + Tv. Veamos la otra
desigualdad:
Tu+ Tv = T (Q(f)) + T (Q(g))  T (
nX
k=1
Q(fEk)) + T (
nX
k=1







(k + )T (Q(fEk)) =
nX
k=1
(1 + + k)T (Q(fEk)) =






kQ(fEk))  T ((1 + )u+ v) 
 T ((1 + )(u+ v)) = (1 + )T (u+ v):
Puesto que  > 0 es arbitrario, concluimos que Tu + Tv  T (u + v). En consecuencia,
T (u+ v) = Tu+ Tv en este caso.
(1C) Sean u; v  0 arbitrarios. Elegimos f; g 2 `'(I)+ tales que Qf = u y Qg = v.
Sean E := fi 2 I : f(i)  g(i)g y F = I n E. Entonces
f + g = (fE + gE) + (fF + gF ) siendo (fE + gE) ^ (fF + gF ) = 0 y fE  gE ; gF  fF :
As que:
T (u+ v) = T (Qf +Qg) = T (Q(fE + gE) +Q(fF + gF ))
(1A)
=
= T (Q(fE + gE)) + T (Q(fF + gF ))
(1B)
= T (Q(fE)) + T (Q(gE)) + T (Q(fF )) + T (Q(gF )) =
(1A)
= T (Q(fE + fF )) + T (Q(gE + gF )) = T (Qf) + T (Qg) = Tu+ Tv:
(2) Probemos que T es lineal.
(A) En primer termino T (u) = Tu; 8u 2 X; 8 2 R. Basta considerar los casos
  0 y  < 0, junto con la denicion Def. 18.6 de T .
(B) Probemos que T (u+ v) = Tu+ Tv; 8u; v 2 X. Sea z = u+ v. Se tiene que
z+   z  = z = u+ v = u+   u  + v+   v  ) u+ + v+ + z  = z+ + u  + v :
Por (1) obtenemos:
Tu+ + Tv+ + Tz  = T (u+ + v+ + z ) = T (z+ + u  + v ) = Tz+ + Tu  + Tv :
En consecuencia, de lo anterior y la Def. 18.6 concluimos que:
T (u+ v) = Tz = Tz+   Tz  = Tu+   Tu  + Tv+   Tv  = Tu+ Tv
(3) Veamos que T es un orden isomorsmo isometrico entre X y su imagen en
(`1(I); k  k1). Se tiene que:
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(i) Para todo u 2 X, (Tu)+ = (Tu+   Tu )+ = Tu+ y (Tu)+ = Tu . Es decir, T
es un homomorsmo de retculos.
(ii) Veamos que T es una isometra. Aplicaremos que tanto X como `1(I) son M -
espacios, el punto (i) anterior y el Lema 18.5. Para todo u 2 X se verica:
kuk = supfku+k; ku kg = supfkTu+k1; kTu k1g =
= supfk(Tu)+k1; k(Tu) k1g = kTuk1:
En consecuencia T es un orden isomorsmo isometrico entreX y su imagen en (`1(I); k  k1).
(4) Finalmente, puesto que Tu = Tu+   Tu ; 8u 2 X; y Tu+; Tu  son funciones
acotada usc sobre I (ver el Lema 18.5), es claro que T (X) es un subespacio deDBSC(I).

Denicion 18.8. Sean I un conjunto innito, ' funcion de Orlicz tal que ' =2 02 y
X = `'(I)=h'(I).
(1) Un subconjunto compacto K  I es un '-compacto si K = Kt = fp 2 I :
Tu(p)  tg para cierto u 2 X+ y t > 0. Obviamente, si a(') = 0, todo '-compacto
K verica K  Ic. La coleccion de los subconjuntos '-compactos de I se denota por
K'(I).
(2) Un subconjunto compacto K  I es un super-'-compacto si existe u 2 S(X)+
tal que K = K1 = fp 2 I : Tu(p) = kuk = 1g. La coleccion de los subconjuntos
super-'-compactos se denota por SK'(I). Obviamente SK'(I)  K'(I).
(3) Si u 2 X+, el '-soporte S'(I; u) de u en I es S'(I; u) = fp 2 I : Tu(p) > 0g.
Es claro que S'(I; u) es un K tal que, si a(') = 0, S'(I; u)  Ic.
(4) El '-soporte S'(I) de X es S'(I) =
S
u2X+ S'(I; u). Claramente S'(I)  Ic
cuando a(') = 0.
NOTA. Si a(') > 0, entonces h'(I) y `'(I) son isomorfos a c0(I) y `1(I),
respectivamente, y S'(I) = I
. Si a(') = 0, S'(I)  Ic y S'(I) es denso en Ic.
Proposicion 18.9. Sean I un conjunto innito, ' funcion de Orlicz tal que ' =2 02
y X = `'(I)=h'(I). Sea fKn : n  1g  SK'(I). Entonces existe K0 2 SK(I) tal queS
n1Kn  K0.
Demostracion. Sea fn 2 S(`'(I))+ tal que Kn = fp 2 I : T (Qfn)(p) = 1g; n  1. De
entrada I'(fn)  1 porque fn 2 B(`'(I)). Anulando en fn un numero nito y suciente
de coordenadas (lo que no afecta a Qfn), podemos suponer sin perdida de generalidad

















If (fn)  1:
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En consecuencia f 2 B(`'(I))+ y, de hecho, f 2 S(`'(I)) pues 0  fn  f . En
consecuencia, si p 2 Kn, es claro que T (Qf)(p) = 1. Por lo tanto[
n1
Kn  K0 := fp 2 I : T (Qf)(p) = 1g:

Proposicion 18.10. Sean I un conjunto innito, ' funcion de Orlicz tal que ' =2 02
y X = `'(I)=h'(I). Sean  2 MR(I), x 2 X el funcional que  induce sobre X, es
decir, x = L P () segun (18.1), y z := x Q el funcional que  induce sobre `'(I).





Por tanto, x =   T y z =   T Q.
Demostracion. Procedemos por etapas.
Etapa 1. Suponemos   0 y u 2 X+. Sea f 2 `'(I)+ tal que Qf = u. Entonces





en donde el nmo se toma sobre el conjunto de las particiones nitas fE1; E2; : : : ; Eng
de I. Teniendo en cuenta la denicion de Tu, que kQfEkk = supfTu(p) : p 2 Ekg y que





Etapa 2. Sean  2 MR(I)+ y u 2 X arbitrario. Entonces teniendo en cuenta la
Etapa 1 y que Tu+ = T (u+), Tu  = T (u ) obtenemos:
hx; ui = hx; u+i   hx; u i =
Z
I
T (u+)  d 
Z
I











Etapa 3. Sean  2 MR(I) y u 2 X arbitrarios. Entonces teniendo en cuenta que
Tu+ = T (u+) y Tu  = T (u ) obtenemos:




Tu+  d+  
Z
I
Tu   d+]  [
Z
I
Tu+  d   
Z
I




Tu  d+  
Z
I






Corolario 18.11. Sean I un conjunto innito, ' funcion de Orlicz tal que ' =2 02 y
 2MR(I).








(2) Si   0, entonces 0  P  .
Demostracion. (1) Los funcionales x y xP determinados por  y P, resp., sobre X
coinciden. En consecuencia por la Prop. 18.10 se vericaZ
I












Entonces, si x y x son los funcionales determinados por  y , resp., sobre X, por la
Prop. 18.10 se verica
8u 2 X; hx; ui =
Z
I
Tu  d =
Z
I
Tu  d = hx ; ui:
Es decir, x = x , de donde P = P = .
(2) Sean x y xP los funcionales determinados por  y P, resp., sobre X. Sabemos
(ver [57, Prop. 7.1]) que existe f 2 `'(I)+ tal que I'(f)  1 y
8E  I; P(E) = hxP; QfEi = hx; QfEi:




T (QfE)  d:
Por otra parte 0  T (QfE)  1E . As queZ
I
T (QfE)  d 
Z
I
1E  d = (E):
En denitiva, P(E)  (E), lo que implica que 0  P  . 
Proposicion 18.12. Sean I un conjunto innito, ' funcion de Orlicz tal que ' =2 02
y  2MR(I). Son equivalentes:
(a)  2M'(I); (b) existe K 2 SK'(I) tal que sop()  K.
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Demostracion. (a) ) (b): Bastara considerar el caso   0 pues M'(I) es una banda
de MR(I
). Sea x = x 2 X el funcional que  induce sobre X. Sabemos que existe
f 2 `'(I)+ con I'(f)  1 de modo que para todo subconjunto E  I se verica
(E) = kxEk = hx; Q(fE)i:
As que por la Prop. 18.10 se tiene
kk = (I) = hx; Qfi =
Z
I
T (Qf)  d: (18.6)
Sea K := fp 2 I : T (Qf)(p) = 1g que verica K 2 SK'(I). Por (18.6) se tiene que
(K) = kk, de donde obtenemos que sop()  K.
(b) ) (a): Basta probar la implicacion para   0. Sea f 2 S(`'(I))+ tal que
sop()  K := fp 2 I : T (Qf)(p) = 1g 2 SK(I). Se tiene:
(i) Claramente kk = RI T (Qf)  d. Tambien kPk = RI T (Qf)  dP porque
sop(P)  K ya que 0  P  .
(ii) Los funcionales x y xP determinados por  y P, respect., sobre X coinciden.
En consecuencia por la Prop. 18.10 se vericaZ
I
T (Qf)  d = hx; Qfi = hxP; Qfi =
Z
I
T (Qf)  dP:
De todo lo anterior sale que kk = kPk, lo que implica que  = P ya que 0  P  .
Por tanto  2M'(I). 
Corolario 18.13. Sean I un conjunto innito, ' funcion de Orlicz tal que ' =2 02,  2
MR(I
) y ` := supfjj(K) : K 2 SK'(I)g. Entonces existe un compacto K0 2 SK'(I)
tal que jj(K0) = ` y P =   K0.
Demostracion. Bastara considerar el caso   0. Sean Kn 2 SK'(I) tales que (Kn)!
`. Por la Prop. 18.9 existe K0 2 SK'(I) tal que
S
n1Kn  K0. Observemos que
(K0) = ` y que (K n K0) = 0 para todo K 2 SK'(I). Sea  :=   K0. Es claro
que  2 M'(I) (por la Prop. 18.12), que 0     y que (K) = (K) para todo
K 2 SK'(I).
Aserto. P = .
En efecto, sea  :=    que verica   0. Sabemos que existe (ver [57, Prop. 7.1])
g 2 `'(I)+ tal que I'(g)  1 y que sop(P)  K1 := fp 2 I : T (Qg)(p) = 1g 2 SK'(I).
Por otra parte
0  P(K1)  (K1) = (K1)  (K1) = 0:
En consecuencia P = 0. Puesto que P = , obtenemos
0 = P = P  P = P  :
Por tanto P = . 
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Proposicion 18.14. Sean I un conjunto innito y ' funcion de Orlicz tal que ' =2 02.
(1) Sea p 2 I. Se tiene que P (p) = p, si p 2 S'(I), y P (p) = 0, si p =2 S'(I).
(2) S'(I) = [fK : K 2 SK'(I)g.
Demostracion. (1) Por el Cor. 18.13, P (p) = p  K0 para un cierto K0 2 SK'(I).
As que P (p) = p o P (p) = 0.
Sea p 2 S'(I). Entonces existe f 2 B(`'(I))+ tal que T (Qf)(p) > 0. Por tantoZ
I
T (Qf)  dP (p) = hxP (p); Qfi = hxp ; Qfi =
Z
I
T (Qf)  d(p) = T (Qf)(p) > 0:
Esto quiere decir que P (p) 6= 0, es decir, P (p) = p.
Si p =2 S'(I), P (p) = 0 porque p  K = 0 para todo K 2 SK'(I).
(2) Sale de (1) y del Cor. 18.13. 
Lema 18.15. Sean I un conjunto innito y ' una funcion de Orlicz tal que ' =2 02.
Entonces todo compacto K 2 SK'(I) contiene un subconjunto homeomorfo a N.
Demostracion. (A) Supongamos que a(') > 0. El isomorsmo T : `'(I)=h'(I) !
DBSC(I) descrito en la Prop. 18.7 es ahora un orden isomorsmo isometrico entre
`'(I)=h'(I) y C(I
) (ver [57, Prop. 1.2]). Aun mas, si g 2 `'(I), T  Q(g) = g  I,
siendo g la extension de Stone-Cech de g a todo I. Sea f 2 S(`'(I))+ tal que
K := fp 2 I : T (Qf)(p) = 1g. Se tiene que v := T (Qf) 2 C(I) es una funcion
tal que v 2 S(C(I))+ y K = fp 2 I : v(p) = 1g. Sean in 2 I; n  1; tales que
f(in)  1  1=n y A = fin : n  1g. Entonces A  K y A es homeomorfo a N. Como
N contiene una copia de N (ver [110, pg. 77, Cor. 3.23]), concluimos que K tambien
la contiene.
(B) Sea a(') = 0. Entonces K  Ic y podemos suponer que I = N. Sea f 2 S(`')+
tal que K := fp 2 I : T (Qf)(p) = 1g.
Aserto 1. Si W 2 SK'(N), existe una descomposicion N = A0 ] A1 con A0 y A1
innitos tales que W \A0;W \A1 2 SK'(N) n f;g.
En efecto, sea g 2 S(`')+ tal que W = fp 2 N : T (Qg)(p) = 1g. Observemos que
g verica I'(g)  1 pero I'(g) =1 para todo  > 1. Podemos escoger dos sucesiones








Ahora basta coger dos subconjuntos disjuntos A01]A1 = N de modo que (nk)k  A0 y
(mk)k  A1. Observemos que W = (W \A0) ] (W \A1) y que
W \A0 = fp 2 N : T (gA0)(p) = 1g 6= ; 6= fp 2 N : T (gA1)(p) = 1g =W \A1:
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Aserto 2. jKj  c y, por tanto, jKj = 2c.
En efecto, sea S :=
S
n1f0; 1gn. Sea s 2 S.
(i) Si s 2 f0; 1gn decimos que la longitud de s es n, abrev., jsj = n.
(ii) Si jsj  m, entonces la restriccion s  m de s a m es s  m := (s(1); : : : ; s(m)) 2
f0; 1gm.
(iii) Si s; t 2 S, ponemos s  t sii jsj = m  jtj y s = t  m.
Por cada s 2 S elegimos, mediante un proceso inductivo y apoyandonos en el Aserto
1, un subconjunto innito As  N de modo que:
(a) A0 ]A1 = N y As = As0 ]As1; 8s 2 S.
(b) As \K 6= ;.




As \K 6= ;:
Como K \K0 = ; si  6= 0, concluimos que jKj  c. Finalmente, jKj = 2c por [110,
Th. 3.3, pg. 71].
Por tanto existe un subconjunto innito contable discreto C  K y, por [110, 3.5
Prop., pg. 72], C  K es homeomorfo a N. 
18.5. Extension del Teorema de Sierpinski
Lema 18.16. Sean I un conjunto innito y ' una funcion de Orlicz tal que ' =2 02.
Sea  2MR(I) tal que sop()  K 2 SK'(I). Entonces, si el funcional z = T Q 2
`'(I)
 asociado a  verica z 2 U(B(`'(I)), se tiene que  2 U(B(`1(I)).
Demostracion. Sea f 2 S(`'(I))+ tal que K = fp 2 I : T (Qf)(p) = 1g. Sea  :
`1(I)! `'(I) tal que (x) = (x(i)f(i))i2I ; 8x 2 `1(I). Se tiene que:
(i)  es una aplicacion lineal y k  k-continua de norma kk  1.
(ii) La aplicacion  : B(`1(I))! B(`'(I)) es w-w-continua.
Observemos que, si x 2 `1(I) y x es la extension de Stone-Cech de x a todo I, se
verica:
(1) 8p 2 K; x(p) = T (Q (x))(p), es decir, x = T (Q (x)) -ctp. Esto se prueba
facilmente comenzando por x = 1E ; E  I; y observando que si p 2 K se verica:
x(p) = (1E)(p) =

1 si p 2 E
0 si p =2 E

= T (QfE)(p) = T (Q((1E)))(p):
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x  d =
Z
K
T (Q  (x))  d = hz;(x)i;
es decir,  = z  .
De aqu sale inmediatamente que, si z es universalmente medible sobre B(`'(I)), 
lo es sobre B(`1(I)). 
Sean I un conjunto innito, ' una funcion de Orlicz tal que ' =2 02 y p 2 I. La
delta de Dirac p la veremos como un elemento del dual `1(I). Ademas p determina un
funcional sobre `'(I), que denotamos por z

p
, tal que hzp ; gi = T (Qg)(p); 8g 2 `'(I),
es decir, zp = p  T Q.
Proposicion 18.17. Sean I un conjunto innito y ' una funcion de Orlicz tal que
' =2 02. Entonces:
(A) Si p 2 I, se verica que: (i) si p 2 S'(I), zp no es universalmente medible;
(ii) si p =2 S'(I), zp = 0.
(B) Supongamos que  2 MR(I) es tal que tiene parte atomica soportada sobre
algun punto de S'(I). Entonces el funcional z

 := T Q (inducido por  sobre `'(I))
no es universalmente medible sobre B(`'(I)).
Demostracion. (A) Basta aplicar el Lema 18.16, que p 2 K para ciertoK 2 SK'(I) (por
la Prop. 18.14) y que p no es universalmente medible sobre B(`1(I)) (T. de Sierpinski,
ver la Prop. 16.2).
(B) Sea  = P y observemos que: (i) z = z; (ii) sop()  K para cierto K 2
SK'(I); (iii)  tiene parte atomica soportada sobre algun punto de K. Por el Lema
18.16 z no es universalmente medible sobre B(`'(I)) porque  no lo es sobre B(`1(I))
(ver [45, 464M]). 
Corolario 18.18. Sean I un conjunto innito y ' una funcion de Orlicz tal que ' =2 02.
(1) Sea C  S'(I) un subconjunto contable y W := C. Se tiene que:
(11) Existe K 2 SK'(I) tal que W  K.
(12) Si  2MR(W )nf0g, el funcional z 2 `'(I) asociado a  no es universalmente
medible sobre B(`'(I)).
(2) Si K 2 SK'(I), existe un subconjunto W  K homeomorfo a N tal que todas
las medidas  2 MR(W ) n f0g (entre ellas las hay difusas) verican que el funcional
z 2 `'(I) inducido por  no es universalmente medible sobre B(`'(I)).
Demostracion. (11) sale de la Prop. 18.9 y la Prop. 18.14. (12) sale del Lema 18.16 y de
que  =2 U(B(`1(I))) cuando  2MR(W ) n f0g (ver [45, 464P(b)]).
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(2) Por el Lema 18.15 existe en un subconjuntoW  K homeomorfo a N. Por tanto
si C := fwn : n  1g  W son los puntos correspondientes a N, se tiene que W = C.
Por (12) toda medida  2 MR(W ) n f0g verica que z no es universalmente medible
sobre B(`'(I)). Finalmente observemos que MR(W ) = MR(N) y que en MR(N) hay
medidas difusas. 
18.6. La extension del Teorema de Mokobodzki-Norman
Por la Seccion anterior sabemos que hay muchas medidas  2 MR(I) tales que
z no es universalmente medible sobre `'(I). >Hay alguna medida  2 M'(I) no nula
(necesariamente difusa) tal que z sea universalmente medible sobre `'(I)? La respuesta
es armativa, bajo (MA), y se ve en el la siguiente proposicion.
Proposicion 18.19. [La extension del T. de Mokobozdki-Norman] (MA) Sean I un
conjunto innito y ' una funcion de Orlicz tal que ' =2 02 (es decir, F ('; I)s 6= f0g).
Entonces existe una probabilidad difusa  2 M'(I) = F ('; I)s que es universalmente
medible sobre (B(`'(I)); w
). Ademas  verica el calculo baricentrico.
Demostracion. Si a(') > 0, entonces `'(I) es `1(I) y el Teorema de Mokobodzki-
Norman (ver [83, Th. 7]) asegura, bajo (MA), que existe una probabilidad difusa  2
PR(I) tal que  2 U(`1(I)), vista  como elemento de MR(I) = `1(I). Ademas 
verica el calculo baricentrico por la Prop. 16.7.
Sea a(') = 0. En este caso los funcionales singulares, es decir, los elementos de
(`'(I)=h'(I))
, son medidas de Radon sobre I que \viven" dentro de Ic. As que
podemos suponer sin perdida de generalidad que I = N. Como ' =2 02, se tiene que
`1  h' . Sea F : `1 ! h' el correspondiente isomorsmo entre `1 y su imagen. Se puede
suponer sin dicultad que F es un operador positivo, es decir, Fx  0 si x 2 `+1 . Sea
 2 PR(I) la probabilidad difusa citada en el parrafo anterior y z0 := F () 2 (`')+.
Se verica que z0 2 U(`') porque z0 =   F , siendo F  un operador w-w-continuo.
Por otra parte, como `' = F (';N)i  F (';N)s, se tiene z0 = zi + zs con zi 2
F (';N)+i = `
+
' y zs 2 F (';N)+s . Por tanto, puesto que zi 2 U(`') (recordemos que
F (';N)i = B1(B(`')) \ `'), concluimos que zs = z0   zi 2 U(`').
Aserto 1. zs 6= 0.
En efecto, supongamos que zs = 0. Entonces z0 = zi 2 `' = B1(B(`')) \ X =
Seq(X). Por otra parte,  2 `1 = `1w

, de donde F () = z0 2 F (`1)w

. Por el
Lema 1.20 existe una secuencia (un)n  `1 tal que F (un) = F (un) w
! z0 en (`'; w).
De aqu que un
w!  en `1, es decir,  2 Seq(`1), lo que es imposible pues, en la
descomposicion `1 = `1 MR(N), se tiene que Seq(`1) = `1 y  2MR(N).
Aserto 2. zs es, como elemento de M'(N)  MR(N), una medida positiva difusa
sobre N, que verica (o mejor, su funcional asociado xzs 2 `' verica) el calculo
baricentrico.
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Ya sabemos que zs  0. Veamos que zs carece de parte atomica. De poseerla, por la
Prop. 18.17, no sera zs (es decir, x

zs = zs T Q) universalmente medible sobre B(`'),
lo que contradice el hecho zs 2 U(B(`')) probado anteriormente.
Ademas, zs verica el calculo baricentrico sobre B(`') porque zs = z0  zi y porque:
(i) z0 lo verica ya que z0 = F
 y  lo verica sobre B(`1).
(ii) zi verica el calculo baricentrico, pues todo elemento de B1(B(X)) \ X lo
verica para todo espacio de Banach X.
Sea  := zs=kzsk. Entonces  es una probabilidad difusa sobre N tal que   T Q
es universalmente medible sobre B(`') y verica el calculo baricentrico. 
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