The steady state solution of the Euler equations of inviscid ow is computed by an adaptive method. The grid is structured and is re ned and coarsened in prede ned blocks. The equations are discretized by a nite volume method. Error equations, satis ed by the solution errors, are derived with the discretization error as the driving right hand side. An algorithm based on the error equations is developed for errors propagated along streamlines. Numerical examples from two-dimensional compressible and incompressible ow illustrate the method.
Introduction
Inadequate grid resolution is the most important contributor to inaccuracy in computational uid dynamics calculations CFD 28 . This is a serious obstacle in the industrial use of CFD methods. Grid re nement studies reveal the sensitivity of the solution to the grid spacing. Such studies are expensive and time-consuming to make for an applications engineer and usually only one grid is generated based on his or her experience. There is a need for solution adaptive methods.
The errors in the numerical solution of the partial di erential equations PDEs governing inviscid ow can be controlled by an adaptive method. By changing the grid spacing so that the solution errors ful ll given tolerances, the quality o f t h e solution is guaranteed. Furthermore, computational work and memory is saved since the grid is not made unnecessarily ne. Two important ingredients in an Dept. of Information Technology, Scienti c Computing, Uppsala University, SE-75104 Uppsala, Sweden adaptive algorithm are a data structure for the grid that allows for modi cations of the original grid and a w ay of estimating the solution error.
In this paper the computational domain is partitioned into a numberofblocks. The grid in each block is structured and all cells in a block are re ned or coarsened following the error estimate. The data structure is simple since the neighbors of a block are the same in the original grid and all the adapted grids. Inside a block the organization of the data is also simple since the size of all cells in a block are changed when the grid there is re ned or coarsened as in 18 and 26 . There will bejumps in the grid size only at the block boundaries and interpolation is needed for the cell variables at the boundary. Although we use structured grids the principles are applicable also to unstructured grids and hybrid grids with a mixture of blocks with structured and unstructured grids. Block partitioning is also suitable for parallelization of a code. Each processor solves the equations in a subset of the blocks with communication limited to the boundaries of blocks with a neighbor in another subset.
The equations are discretized by nite volume methods. They are of second order on Cartesian grids. The interpolation at block boundaries is such that second order accuracy is preserved in the cells adjacent to the boundary.
The ow equations are solved on structured grids with patches of re nement in 3 , 4 , 5 , 12 , 30 , 36 . The re ned parts follow the grid lines but can bepositioned arbitrarily in the domain. The data structure is more complicated than ours but has greater exibility since the patches can surround the points where re nement is needed with less extra cells. Other equations related to the ow equations are solved with similar techniques and adaptivity in 10 , 22 , 32 . Individual cells are split for re nement in 13 , 31 . The parental and adjacent cells are kept track of by a tree data structure. The idea is here the same for both structured and unstructured grids cf. 9 and 31 . The price to be paid for the possibility t o introduce cells precisely where they are needed is the administration of the advanced data structure and the indirect addressing of the data. For structured grids it is also complicated to obtain second order accuracy in the discretization. Instead of introducing more cells, the grid points in 1D are moved in 6 and 24 and the grid lines are moved in 2D in 25 to adapt the original grid. The advantage is that the available cells are clustered in areas where high resolution is required and fewer cells are used in smooth areas. A disadvantage is the distortion of the grid which may be severe in three dimensions around complicated geometries. Moreover, instabilities with moving grid algorithms are discussed in 24 and there is no guarantee that spurious solutions do not appear 6 .
The re nement and the coarsening of the grid is determined by estimates of the solution error. Grid adaptation is necessary not only at discontinuities in the solution but also in the smooth parts. Di erential equations are derived which are satis ed approximately by the errors. The right hand side of the error equations is the discretization error in the nite volume method. This error is estimated by comparing the space discretization on two di erent grids. Then the error equations are solved numerically for the error in the solution. For certain variables, these equations are particularly simple and the error is propagated along the streamlines of the ow. An algorithm is devised for such errors. It takes the sign of the error into account when the grid is adjusted so that an error tolerance is ful lled. The truncation error generated at a point may propagate and in uence the solution error far downstream. The large error in the solution in a cell is not necessarily caused by too coarse a grid there.
In 3 , 4 , 5 , 27 , 30 , 36 the discretization or truncation error is estimated by comparing the discretization on di erent grids as in Richardson extrapolation. There is no control of the error in the solution. The estimation of a local discretization error is the standard procedure in the time step regulation of the numerical solution of ordinary di erential equations 21 , 35 . Another possibility is to base the re nement on sensors such as pressure gradients or vorticity, see e.g. 9 , 12 , 13 , 31 . This approach yields good results in practice but it is dicult to relate the sensor values to quantitative information on the solution errors. Wavelets are used in 19 to detect sharp features in the solution. Bounds on the errors in nite element methods are computed a posteriori using the solution to the adjoint problem in 17 . Then a another linear system of di erential equations has to be solved for the adjoint solution. A general discussion of numerical errors and their estimation in CFD is found in 34 .
In the next section, the errors in nite volume methods are investigated and the estimate of the discretization error is justi ed. The error equations for compressible and incompressible inviscid ow problems are derived in Sect. 3 f o l l o wing the results in Sect. 2. The equations are particularly simple for the total pressure in incompressible ow and the entropy and the enthalpy in compressible ow. The adaptation algorithm is found in Sect. 4. Finally, n umerical solutions of the incompressible ow around a half-cylinder and compressible ow around an airfoil at transonic and subsonic speeds are computed with the algorithm.
Numerical errors in nite volume methods
The partial di erential equation @u @t + r F u = 0 ; Lu = 0 o n @ ; u = u 0 at t = 0 ; 
Time discretization
A linear multistep method, de ned by its coe cients i ; i ; i = 0 : k see 21 , is chosen for the approximation of 2 in time. Let t bethe time step from t n,1 to t n and introduce where ut n solves 3 at t n . We have from 8 and 3
G j ut n + v n , G j ut n = j v n ; j = 1 : m:
10
The coe cients of the linearized error equation and the right hand side are evaluated at the numerical solution.
Since the numerical solution often needs more boundary conditions than the analytical solution, L is extended toL on @ so that i w = L i w , i w: 11 Here, measures the discretization error in the boundary conditions. Consequently, L i ut n + v n = i v n ; 12
which is the boundary condition of v n on @ . The inital condition is assumed to be exact. We h a ve derived an error equation for v n with accompanying boundary condition. The average e r r o r i n a c e l l i s v n j = A ,1 j
The numerical approximation ful lls a modi cation of the original equation. If G is linear, then from 10
There are two components of j in 8. Subtract , j in 6 from G j in 2 and split the di erence into two parts: one due to the temporal discretization t j and one due to the spatial discretization s j . The result is G j w , , j w = t j w + s j w; where for the BDF schemes with F j and j from 2 and 4. The space error is an average over t n,1 ; t n f o r the Adams methods and is evaluated pointwise at t n for the BDF family.
FVM error estimate
Assume that is covered by triangles or quadrangles in 2D and by tetrahedrons or hexahedrons in 3D. Then the discretization error in space can be estimated asymptotically as follows by comparing the residual j on di erent grids. By this expression the proposition follows. The discretization error in space can beestimated by comparing the expression for the space derivatives on a ne and a coarse grid using the ne grid solution as in proposition 2.1. The result is similar to what is usually referred to as a Richardson estimate 4 , 30 , 34 . By comparing the solutions using two di erent time steps the discretization error in time can be approximated. Another possibility is to use two di erent time stepping methods and compare their solutions. This approach is developed in a separate paper 26 .
Errors in the equations of inviscid ow
The equations satis ed by the reconstruction of the numerical solution in 10 are derived for compressible and incompressible ow. The error in the solution can then beestimated by numerical solution of these equations. An estimate of the e ect of the discretization error, which can be controlled by changing the space discretization and the timestep, on the solution error, which is desirable to keep within given bounds, is obtained. We write the equations in the form 1 instead of the integrated form 2, since if the solution is smooth and satis es 2, then it also satis es 1. If the analytical and the numerical solutions are smooth, then the solution error satis es PDEs similar to linearized versions of the original PDE.
Error equations
The analytical solution of a variable u is denoted byû and the numerical error by u. The reconstructed numerical solution is u =û + u. Let The 
Natural coordinates
The natural coordinates s; n in 2D are such that one coordinate s follows the streamlines and the other n is orthogonal to s. The transformation between the x; y and s; n systems is dx = u d s , v d n ;
Note that U r = @=@s. De ne the angle = arctanv=u. The speed of sound a is here given by dp = a 2 d and the Mach number is M = q=a. Then the momentum equations in 24 and 32 can bereplaced by two equations in the s; n coordinate system. In 2D, the steady, compressible ow is governed by 1 , M 2 p s , q 2 n = u~ 2 + v~ 3 Under the assumptions in Sect 3.2 the coordinates s and n coincide with the x and y coordinates in 42 and the error equations are the same.
Flow in a channel
The compressible ow i n a c hannel, see Fig. 1 , is perturbed by a r i g h t hand side 2 = 1 in a circle c with radius 0:2 at x c ; y c = 1 :25; 1:5 simulating the e ect of a discretization error in the momentum equation in the x-direction in 22b.
The grid is uniform with 180 76 cells. The solution is computed at a subsonic speed, M = 0:6, and a supersonic speed, M = 2. The width of the channel is changed after x = 1 and a shock is generated by the lower wall at that point in the supersonic case.
The solution for 2 = 0 is subtracted from the solution when 2 = 1 and plotted for di erent variables in Fig. 1 . The isolines of the di erence illustrate how the discretization error at 1:25; 1:5 generates errors in the solution variables. The behavior is di erent depending on the Mach number. An explanation is o ered by the error equations.
Except for the shock, the ow in Fig. 1 The error uconsists of two parts: one part is convected downstream from the source 2 and the other part is spread like t h e error in p.
Take the x-derivative o f 52c, the y-derivatives of 52b and 52e and combine to arrive a t The solutions for p, u, v, and Sin 54, 56, 57, and 59 agree with the solutions in Fig. 1 locally around x c ; y c when the in uence of the boundaries is negligible. At the supersonic speed, the waves are re ected in the channel walls and the shock position is shifted above y y c and in the re ected part by the convected error. The perturbations in pand vfor M = 0 :6 a t t h e d o wnstream boundary is explained by the out ow boundary conditions there.
Numerical algorithms
In this section we describe the space discretization brie y and how the grid is re ned given the computed discretization errors.
Space discretization
The ow equations are solved on a structured grid in 2D. The computational domain is partitioned into a number of blocks. The location of these blocks is predetermined and the edges of a block follow grid lines. The grids in each block can bere ned or coarsened. At the block boundaries, jumps are allowed in the grid size. The step length along a boundary may increase by a factor two when crossing the boundary. By changing all cells in a block, the administration of the adaptivity is simpli ed and the interpolation of data between cells of di erent size is concentrated at the block boundaries. There is a waste of cells since all of them are not needed for the accuracy. In 4 , the re ned patches can be
The ux vectors in 4 are computed either with the Jameson scheme 23 or with the Osher scheme 29 . Both are second order accurate on Cartesian grids with constant step sizes in each direction.
Boundary conditions are approximated by introducing ghost cells. In the steady state solutions, the variables in these cells are either given by the boundary data in 1 or by extrapolation from the interior of the domain. The order of the extrapolation is important for the accuracy of the solution, in particular at solid walls. For the compressible equations, the extra numerical conditions are calculated according to 11 . For characteristics starting at a boundary going into the domain it is su cient to have the boundary condition satisifed to order , 1 if is the order of the discretization in the interior without losing accuracy 20 . Along a solid wall we have a streamline in the Euler equations and the behavior of the error in the total pressure or the entropy i s g o verned by 34 and 28. If the error in the boundary conditon is of order , 1, then the error in P or S will also be of that order.
Interpolation is necessary at block faces where there is an increase in the grid size. In the coarse ghost cells, the average is computed by summing the averages in the corresponding ne cells with weights proportional to the ne cell areas. The ne ghost cells are computed by combining the neighboring ne and coarse cell values, so that the discretization error is of second order on Cartesian grids in the ne cells adjacent to the boundary.
The steady state solution of incompressible ow is computed by a d d i n g @p=@t to the rst equation of 31 as in 8 . Then the time-dependent equations are integrated for both compressible and incompressible ow b y a Runge-Kutta scheme until the time derivatives vanish 23 .
Adaptation algorithm
The solution on the original grid is computed rst. Then that solution is used to compute the solution error with the estimates in proposition 2.1 and the error equations in Sect. 3. The choice of grid size in the di erent blocks of the computational domain is determined by these estimates.
Assume that a maximum error is required to bebelow a certain tolerance in a variable, whose error is propagated along streamlines as in 28, 30, 35. Let s denote the coordinate along the streamlines. They pass through a number of block i n terfaces at s = s 0 ; s 1 ; s 2 : : : . The contribution to the error in block k is I k s = The algorithm for choosing the grid size in the blocks along a streamline is initialized by calculating the integrals I k and the corresponding estimate of the accumulated error Es. The error may increase in occasional steps in the process when the maximum error changes sign. No jumps in grid size at the block boundaries are allowed to belarger than a factor two. To ful ll this condition, the grid sometimes has to bere ned in some blocks to an unnecessarily ne level. If the error along a numberof streamlines in a block is controlled, then the smallest grid size given by the algorithm applied to each streamline is chosen.
Numerical results
The steady state solution of the Euler equations of inviscid ow is computed around two two-dimensional objects: The upper part of a cylinder and the wing pro le NACA 0012. The ow around the half-cylinder is incompressible and the numerical solution is compared to the analytical solution of the linearized potential ow equation. For the second geometry, the ow is compressible in a standard transonic test case and a subsonic case. The enthalpy and the entropy i n the numerical solution are compared to the exact constant value of the enthalpy and to the exact entropy, which is constant at least in parts of the domain.
Incompressible ow
The time-independent solution of the incompressible Euler equations 31 with = 0 is computed in 2D around the upper part of a cylinder. The grid is cylindrical and partitioned into blocks. The system of equations is discretized by the scheme of Jameson, Schmidt, and Turkel 23 . Fourth order extrapolation at the boundaries is used to supply missing numerical boundary conditions at the cylinder.
The solution is compared to the analytical solution of the linearized potential ow equation. L e t b e t h e p o t e n tial and n the normal direction on the cylinder. Fig. 2 . The error propagation downstream can as expected beobserved in the variables u and P. Most of the error in p is generated at the surface of the cylinder and it decays in an elliptic way when we go away from the cylinder. In Fig. 4 , the errors P and pare estimated on a streamline close to the cylinder s 2 0; 2 and to y = 0 in front of s 0 and behind the cylinder s 2. The numerical solution is computed on a coarse grid with 30 18 cells divided into 15 blocks. For the total pressure P, 35 is integrated with P = 2 :5 as initial condition with two di erent r i g h t hand sides. Firstly, the discretization error is computed by inserting the analytical solution into the discretization as in 9. Secondly, is estimated by Proposition 2.1. The di erence in 1 between the two alternatives is shown in Fig. 3 . The rst dashed and the second solid estimates are close. The di erence is comparatively small in Fig. 4 between the rst dashed and the second solid right hand sides and the true value of P dotted. The error in P is somewhat underestimated. This is partly explained by the fact that the estimates are obtained via integrations along the line of symmetry y = 0 and the surface of the cylinder. As we can see in Fig. 3 , this line does not follow the streamline at the left stagnation point and an error there cannot becorrected downstream. The error in p in Fig. 4 is calculated by integrating 48b from the outer boundary with initial condition p = 0 assuming q 2 s to be negligible.
We let the error tolerance be = 4 :3 10 ,3 and apply the adaptive algorithm in Sect. 4.2 once to our example. The grid when P is controlled so that j Pj is plotted in Fig. 5 , along with obtained errors on that grid. The abscissa follows the streamline along the cylinder as in Figs. 3 and 4 . The cylinder surface is marked by a thick black line. The error is somewhat underestimated in P. S dp Figure 7 : Grid for control of p and P and the measured values of P and p.
The grid for control of the error of p is generated by 60 and integration of 48b and is plotted in Fig. 6 . The coarse block in the left part of the cylinder gives rise to a large error in P, w h i c h is convected downstream resulting in a peak in pat the right stagnation point. A reliable estimate of prequires control of P, see Fig. 7 , where the goal is max P; p . To reduce P, i t d o e s not help to re ne the grid in the top block on the cylinder, where P has its maximum. Instead, the grid should be ner, where Pgrows most rapidly.
Compressible ow
The steady state solution of the compressible Euler equations 22 with = 0 is calculated around the NACA 0012 airfoil. An original C-grid is partitioned into blocks and re ned with the adaptive algorithm in Sect. 4.2. The equations are discretized with the Osher scheme 29 . The error equations in Sect. 3 break down at discontinuities such a s s h o c ks but the adaptive algorithm 60 still works well. Either the error in the enthalpy H or the error in the entropy S is monitored. The equations 28 and 30 are integrated for the errors in H and S along the streamlines on the upper and lower surfaces of the airfoil. Then the change of H or S in a block determines the grid re nement in 60. It is important t h a t the re nement is based on the di erence of H or S between the block boundaries and not the peak va l u e s o f t h e m i n t h e blocks cf. Figs. 5,6,7.
The initial grid and the intermediate grids generated from H and S are shown in Fig. 8 together with the isobars of the solution. The estimated error in S is not su ciently large to motivate a re nement at the shock on the upper part of the pro le. On the contrary, Hcaptures the shock on the upper and lower side and the algorithm 60 introduces grid re nement bothat the leading edge and the shocks. The importance of a good resolution at a shock is discussed in 15 and 16 . Errors of low order are created in a shock and convected downstream. Fig. 9 and Fig. 10 display the computed Hand S on the upper and lower side of the airfoil with the initial dotted, intermediate dashed and ne solid H-grids. The plots are extended to the outer boundary, and the wing is indicated by a thick line. The entropy has a jump at the shock on the upper side. In the wake, an average is taken between S above and below the trailing edge. The initial grid is the same as in Fig. 8 . The results after applying the algorithm 60 twice are found in Fig. 11 . The grids are generated using the enthalpy or the entropy as a measure of the error. The enthalpy is more sensitive to the grid density at the trailing edge. The errors are compared on the two grids in Fig. 12 , where the solid line corresponds to the H-grid and the dashed line to the S-grid.
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