The paper considers event-triggered leader-follower tracking control for multi-agent systems with general linear dynamics. For both undirected and directed follower graphs, we propose event triggering rules which guarantee bounded tracking errors. With these rules, we also prove that the systems do not exhibit Zeno behavior, and the bounds on the tracking errors can be tuned to a desired small value. We also show that the combinational state required for the proposed event triggering conditions can be continuously generated from discrete communications between the neighboring agents occurring at event times. The efficacy of the proposed methods is discussed using a simulation example.
Introduction
Cooperative control of multi-agent systems has received increasing attention in the past decade, see [1] and references therein. However, many control techniques developed so far rely on continuous communication between agents and their neighbors. This limits practicality of these techniques.
To address this concern, several approaches have been proposed in recent years. One approach is to apply sampled control [2] . However in sampled data control schemes control action updates continue periodically with the same frequency even after the system has reached the control goal with sufficient accuracy and no longer requires intervention from the controller. Efforts to overcome this shortcoming have led to the idea of triggered control. Self-triggered control strategies [3, 4, 9] employ a triggering mechanism to proactively predict the next time for updating the control input ahead of time, using the current measurements. On the other hand, event-triggered controllers [5, 6, 7, 8, 9, 10] trigger control input updates by reacting to excessive deviations ⋆ This work was supported by the Australian Research Council under the Discovery Projects funding scheme (project DP120102152). Accepted for publication in Automatica on March 14, 2016 .
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of the decision variable from an acceptable value, i.e., when a continuously monitored triggering condition is violated. This latter approach is the main focus in this paper.
The development of event-triggered controllers remains challenging, because the agents in a multi-agent system do not have access to the complete system state information required to make decisions about control input updates. To prove the concept of eventtriggering, the early work was still assuming continuous communication between the neighboring agents [7, 9] . To circumvent this limitation, several approaches have been proposed, e.g., see [11, 12, 13, 14, 15, 16, 17] . For instance, different from [7, 9] where state-dependent event triggering conditions were used, [11] proposed an event-triggered control strategy using a time-dependent triggering function which did not require neighbors' information. In [12] , a state-dependent event triggering condition was employed, complemented by an iterative algorithm to estimate the next triggering time, so that continuous communications between neighboring agents were no longer needed. In [13] , sampled-data event detection has been used. It must be noted that these results as well as many other results in this area were developed for multi-agent systems with single or double integrator dynamics. Most recently, similar results have been developed for multi-agent systems with general dynamics [14, 15] and nonlinear dynamics [16, 17] .
All the papers mentioned above considered the eventtriggered control problem for leaderless systems. The leader-following control is one of the important problems in cooperative control of multi-agent systems [18, 19, 20, 1] , and the interest in event-based solutions to this problem is growing [21, 22, 23, 24] . General multidimensional leader following problems still remain technically challenging, and the development is often restricted to the study of single or double integrator dynamics [21, 22, 23, 24] . Zeno behavior presents another challenge, and is not always excluded [21, 22] . Excluding Zeno behavior is an important requirement on control protocols since excessively frequent communications reduce the advantages of using the event-triggered control.
In this paper, we also consider the event-triggered leaderfollowing control problem for multi-agent systems. Unlike [21, 22, 23, 24] , the class of systems considered allows for general linear dynamics. Also, the leader can be marginally stable or even unstable. For both undirected and directed system interconnections, we propose sufficient conditions for the design of controllers which guarantee that the leader tracking errors are contained within certain bounds; these bounds can be optimized by tuning the parameters of the design procedure. We also show that with the proposed eventtriggered control protocols, the system does not exhibit Zeno behavior. These results are the main contribution of the paper.
Its another contribution is the event-triggered control protocols that do not require the neighboring agents to communicate continuously. Instead, the combinational state to be used in the event triggering condition is generated continuously within the controllers, by integrating the information obtained from the neighbors during their communication events. The idea is inspired by [12] , however, the procedure in [12] developed for single integrator systems cannot be applied to multiagent systems with general linear dynamics considered here, since in our case dynamics of the measurement error depend explicitly on the combinational state. Also different from [12] , the proposed algorithm involves oneway communications between the neighboring agents. The combinational state is computed continuously by each agent and is broadcast to its neighbors only at the time when the communication event is triggered at this node and only in one direction. The neighbors then use this information for their own computation, and do not send additional requests to measure the combinational state. This is an important advantage of our protocol compared with eventtriggered control strategies proposed in [12, 21, 23, 24, 30] . In these references, when an event is triggered at one agent, it must request its neighbors for additional information to update the control signals. Owing to this, our scheme is applicable to systems with a directed graph which only involves one way communications.
In comparison with the recent work on event-triggered control for general linear systems [14, 30, 15, 25] , the main distinction of our method is computing the combinational state directly using the neighbors' information. This allowed us to avoid additional sampling when checking event triggering conditions, cf. [14, 30] . In contrast in [15] , to avoid continuous transmission of information, each agent was equipped with models of itself and its neighbors. In [25] , estimators were embedded into each node to enable the agents to estimate their neighbors' states. Both approaches make the controller rather complex, compared with our controller which does not require additional models or estimators. The leader-follower context and the treatment of both directed and undirected versions of the problem are other distinctions.
The paper is organized as follows. Section 2 includes the problem formulation and preliminaries. The main results are given in Sections 3 and 4. In Section 3 we consider the case when the system of followers is connected over a directed graph. Although these results are applicable to systems connected over an undirected graph as well, the symmetry of the graph Laplacian makes it possible to derive an alternative control design scheme in Section 4. In Section 5, the generation of the combinational state is discussed. Section 6 provides an illustrative example. The conclusions are given in Section 7.
Throughout the paper, ℜ n and ℜ n×m are a real Euclidean n-dimensional vector space and a space of real n × m matrices. ⊗ denotes the Kronnecker product of two matrices. λ max (·) and λ min (·) will denote the largest and the smallest eigenvalues of a real symmetric matrix. For q ∈ ℜ n , diag{q} denotes the diagonal matrix with the entries of q as its diagonal elements. I N is the N × N identity matrix. When the dimension is clear from the context, the subscript N will be suppressed.
Problem formulation and preliminaries

Communication graph
Consider a communication graphḠ = (V,Ē,Ā), wherē V = {0, . . . , N } is a finite nonempty node set,Ē ⊆ V ×V is an edge set of pairs of nodes, andĀ is an adjacency matrix. Without loss of generality, node 0 will be assigned to represent the leader, while the nodes from the set V = {1, . . . , N } will represent the followers.
The (in general, directed) subgraph G = (V, E, A) obtained fromḠ by removing the leader node and the corresponding edges describes communications between the followers; the edge set E ⊆ V × V represents the communication links between them, with the ordered pair (j, i) ∈ E indicating that node i obtains information from node j; in this case j is the neighbor of i. The set of neighbors of node i in the graph G is denoted as
Following the standard convention, we assume that G does not have self-loops or repeated edges. The adjacency matrix A = [a ij ] ∈ ℜ N ×N of G is defined as a ij = 1 if (j, i) ∈ E, and a ij = 0 otherwise.
A is the Laplacian matrix of the graph G, it is symmetric when G is undirected.
We assume throughout the paper that the leader is observed by a subset of followers. If the leader is observed by follower i, then the directed edge (0, i) is included in E and is assigned with the weighting g i = 1, otherwise we let g i = 0. We refer to node i with g i = 0 as a pinned node. Let G = diag{g 1 , . . . , g N } ∈ ℜ N ×N . The system is assumed to have at least one follower which can observe the leader, hence G = 0.
In addition, we assume the graph G contains a spanning tree rooted at a pinned node i r , i.e., g ir > 0. Then, −(L + G) is a Metzler matrix. According to [28] , the matrix −(L + G) is Hurwitz stable 1 , which implies that −(L + G) is diagonally stable [29] . That is, there exists a positive definite diagonal matrix
We will also use the following notation:
and
Problem formulation
Consider a multi-agent system consisting of a leader agent and N follower agents. Dynamics of the ith follower are described by the equatioṅ
where x i ∈ ℜ n is the state, u i ∈ ℜ p is the control input. Also, the dynamics of the leader agent are given bẏ
Note that the matrix A is not assumed to be Hurwitz, it can be marginally stable or even unstable.
We wish to find a distributed event-triggered control law for each follower to be able to track the leader. For each agent i, introduce a combinational state z i (t),
We seek to develop a control scheme where agent i updates its control input at event times, which are 
Based on this model, consider the following control law
where K ∈ ℜ p×n is a feedback gain matrix to be defined later. The problem in this paper is to find a control law (4) and an event triggering strategy which achieve the following leader-following property
where ∆ is a given positive constant. Furthermore, the closed loop dynamics of the followers must not exhibit Zeno behavior with the proposed event triggering rule.
Definition 1
We say that the leader-follower system (1), (2) with a control law (4) does not exhibit Zeno behavior if over any finite time period there are only a finite number of communication events between the follower systems, i.e., for every agent i the sequence of event times t i k has the property inf k (t
3 Event-triggered leader-following control under a directed graph G In this section, we propose an event triggering rule and a leader-following tracking control for multi-agent systems where the followers are connected over a directed graph. Our result will involve certain symmetric positive definite matrices R, Q, and Y related through the following Riccati inequality
and constants ω > 0 and µ i > 0 chosen so that
. Let ρ min = min i ρ i and select ν i > 0, σ i ∈ (0, ρ min ) and γ > 0. Introduce the combinational state measurement error for agent i (6) holds. Then under the control law (4) with K = − 
In addition, the system does not exhibit Zeno behavior.
Remark 1
The Riccati inequality (6) is similar to the Riccati inequality employed in [15] . However, [15] considers an undirected topology, and the design uses the second smallest eigenvalue of L. In contrast, (6) uses ϑ min associated with the directed graph G. Also, the inequality (6) is equivalent to the following LMI in Y −1 , which can be solved using the existing LMI solvers,
Remark 2 We note that the event triggering condition (8) involves monitoring of the combinational state z i (t), hence the means for generating z i (t) continuously are needed to implement it. A computational algorithm will be introduced later to generate the combinational state using event-triggered communications.
Proof of Theorem 1: We first prove that z i (t) are bounded. This fact will then be used to prove that under the proposed control law the system does not exhibit Zeno behavior. Also, the property (5) will be proved after Zeno behavior is excluded.
Define the tracking error ε i (t) = x 0 (t) − x i (t) at node i. It follows from (7) and (4) thaṫ
Let the Lyapunov function candidate for the system comprised of the systems (10) be
Using (6), it follows from (11) and (12) that
Since the triggering condition (8) enforces the property
Thus, we have
where the constant κ depends on the initial conditions. It then follows from (17) that for all t ≥ 0
This implies that for all i, z i (t) is bounded,
Next, we prove that the system does not exhibit Zeno behavior. Suppose t 1 , t 2 are two adjacent zero points of
, and the following inequality holds on the interval (t 1 , t 2 )
Furthermore, note that on the interval [t 1 , t 2 )
It follows from (2) that ∀t ∈ [t 1 , t 2 )
2 As usual, s(a
where
Hence, using (20) and (22) we obtain
for all t ∈ (t 1 , t 2 ). Since s i (t + (8) and (23) we obtain
. (24) According to (19) , for any k,
follows from (24) that
Thus, the inter-event intervals are bounded from below uniformly in k, that is, Zeno behavior does not occur.
Since Zeno behavior has been ruled out, it follows from (16) and the rightmost inequality in (18) that for all i,
I.e., (5) holds. This concludes the proof. ✷ According to (25) and (27) , the parameter γ not only helps to exclude Zeno behavior, but also determines the upper bound of the tracking errors. We now show that after a sufficiently large time, the lower bound on the inter-event intervals becomes independent of γ. More precisely, the following statement holds.
Corollary 1 For any δ > 0, there exists a sufficiently large t δ such that with the control law and event triggering condition proposed in Theorem 1,
Proof: According to (26) , for any δ > 0, there exists
̟ 1 for all i and t > t δ . Therefore, for a sufficiently large k, M i k ≤ A + (2d i + g i ) BK ̟ 1 ≤η̟ 1 . Then (28) follows from (24) . ✷ Remark 3 From (27), the upper bound on the tracking error depends on the parameter γ and the size of the network N . Therefore, the tracking performance can be guaranteed even for larger systems, if γ is sufficiently small. On the other hand, the lower bound on the interevent times in (25) reduces if γ is reduced. This means that a higher tracking precision can be achieved by reducing γ, but the communications may become more frequent. However, Corollary 1 shows that when γ is reduced, the frequency of communication events may increase only on an initial interval [0, t δ ], and after time t δ the minimum inter-event time π is independent of γ. 4 Event-triggered leader-following control under an undirected graph G Although the problem for an undirected G can be regarded as a special case of the problem in Section 3, an independent derivation is of interest, which uses the symmetry of the matrix L + G. Accordingly, a different event triggering condition is proposed for this case.
n×n , solving the following Riccati inequality
where λ = λ min (λ i ) and λ i are the eigenvalues of L + G. Then under the control law (4) with K = −R −1 B ′ Y the system (1), (2) achieves the leaderfollower tracking property of the form (5) 
, σ i and γ are positive constants chosen so that 0 < µ i < 1, ν i > 0, γ > 0 and σ i ∈ (0, ρ), where ρ = (1 − µ max )λ min (Q)/λ max (Y ), µ max = max i µ i . In addition under this control law, Zeno behavior is ruled out:
here = h/λ min (Y ), h is defined in (34) below.
Remark 5
The Riccati inequality (29) in this theorem is similar to the Riccati inequality employed in [15] . However, our condition (29) depends on the smallest eigenvalue λ of the matrix L + G. In contrast, in [15] the second smallest eigenvalue of the graph Laplacian matrix is required to build the consensus algorithm. When the graph topology is completely known at each node, λ can be readily computed. But even when the graph G is not known at each node, λ can be estimated in a decentralized manner [26] . Errors between the true eigenvalue λ and its estimateλ can be accommodated by replacing (29) with a slightly more conservative condition. Suppose |λ −λ| < ̺ 1 , then the following Riccati inequality can be used in lieu of (29):
Proof of Theorem 2:
The proof is similar to the proof of Theorem 1 except for the procedure of obtaining an upper bound of z i (t). Therefore, we only outline the proof of boundedness of z i (t). The closed loop system consisting of error dynamics (10) is represented aṡ
where as before ε = [ε
It follows from [20] that all the eigenvalues of matrix L + G ar positive. Let T ∈ ℜ N ×N be an orthogonal matrix such that
Using this coordinate transformation, the system (32) can be represented in terms of ζ and s, aṡ
Consider the following Lyapunov function candidate for the system (33),
′ , and condition (30) we can show that on every interval [t
V (ζ) can be expressed in terms of ε using the inverse
It then follows from (35) that λ min (Y )
The rest of the proof of this theorem is similar to the proof of Theorem 1 and is omitted for brevity. ✷
Remark 6
It can be shown that the observation made in Remark 3 applies in this case as well. The parameters in the event triggering conditions (30) can be selected following a process similar to that outlined in Remark 4.
Generation of the combinational state
To implement the event triggering conditions (8) and (30) in Theorems 1 and 2, the combinational state z i (t) must be known at all times. We now describe how node i can generate z i (t) continuously using only discrete communications from its neighbors at event times. This eliminates the need for agent i to monitor and communicate with its neighbors continuously.
According to (1), for t ∈ [t i k , t i k+1 ), the dynamics of x i (t) and x j (t), j ∈ N i , on this interval can be expressed as k , t) contains no event triggered by agent j, the last term in (37) vanishes. Similarly, the dynamics of the tracking error ε i (t) can be expressed as
Using the notation Φ(t,
BKdτ , it follows from (3), (36), (37) and (38) that
According to (39), to generate z i (t), agent i must know
). To ensure this, we propose an algorithm to allow every agent to compute its combinational state and broadcast it to its neighbors at time instants determined by its triggering condition. This algorithm has a noteworthy feature that follows from (39) in that only one-way communications occur between the neighboring agents at the triggering time, even when the graph G is undirected.
Before presenting the algorithm formally, let us illustrate using (39) with an example involving three agents, A 1 , A 2 and A 3 ; see Fig. 1 and 2 . E.g., consider the timeline in Fig. 1(b) . According to the timeline of A 2 , an event has been triggered for A 2 at time t 2 k . Until it receives communications from the neighbors, A 2 computes z 2 (t) using (39) with the information z 1 (t 1 p−1 ) and z 3 (t 3 q−1 ) received from A 1 and A 3 prior time t 2 k . This information is used in the third line of (39). Note thatt 1 =t 3 = t until A 2 receives the first message; the terms in the second line are zero until then. At time t 1 p , an event occurs at node 1, and A 2 receives the value of A 1 's combinational state, z 1 (t 1 p ). From this time on, it starts using Φ(t q ) from A 3 , which it uses in (39) to compute z 2 (t). When G is directed, A 2 computes z 2 (t) in the same manner, but it only receives z 1 (t 1 p ) and z 1 (t 1 p+1 ) from A 1 , as shown in Fig. 2(b) .
We conclude this section by summarizing the algorithm for generating the combinational state z i (t) at each node.
Initialization. (a) Synchronize local clocks to set t = 0 at each node, also set the event counter k = 0, As one can see, the algorithm uses only one-directional communications between agents at event times: the information is received from j ∈ N i when an event occurs at node j and is sent to r, i ∈ N r when an event occurs at node i, e.g., see Figs. 1(b) and 2(b).
Example
Consider a system consisting of twenty identical pendulums. Each pendulum is subject to an input as shown in Fig. 3 . The dynamic of the i-th pendulum is l α0 α1 α20
Leader u1 → u20 → Fig. 3 . The system consisting of twenty pendulums and the leader pendulum. governed by the following linearized equation
where l is the length of the pendulum, g = 9.8 m/s 2 is the gravitational acceleration constant, m is the mass of each pendulum and u i is the control torque (realized using a DC motor). In addition, consider the leader pendulum which is identical to those given and whose dynamic is described by the linearized equation
Choosing the state vectors as x i = (α i ,α i ), i = 0, . . . , 20, equations (40) and (41) can be written in the form of (1), (2), where
. In this example, we let m = 1 kg, l = 1 m.
Both undirected and directed follower graphs G are considered in the example, shown in Fig. 4 (a) and 4(b), respectively. According to Fig. 4 , in both cases agents 1, 8, 12 and 15 measure the leader's state, however in the graph in Fig. 4(b) follower i is restricted to receiving information from follower i−1 only, whereas in Fig. 4(a) , it can receive information from both i − 1 and i + 1.
We implemented four simulations to compare the results proposed in this paper and also to compare them with the results in [30] . The directed graph in Fig. 4(b) was employed to illustrate Theorem 1 in Simulation 1. In Simulation 2, we implemented the controller designed using Theorem 2 with the undirected graph in Fig. 4(a) . We applied Theorem 1 using the same undirected graph in Fig. 4 (a) in Simulation 3. In Simulation 4, we applied the event-based control strategy proposed in Theorem 3 [30] , also using the directed graph in Fig. 4(b) . Out of the results in [30] , we chose Theorem 3 for comparison, because it has a way to avoid continuous communications between the followers; this allows for a fair comparison with our methods.
In the first three simulations, we aimed to restrict the predicted upper bound on the tracking error to ∆ ≤ 0.05. In the design, we chose the same Q matrix and adjusted R to obtain the same control gains in the three simulations. The parameters of the triggering conditions (8) and (30) and the design parameters were set as shown in Table 1 . In Simulation 4, using the same matrix Q, we computed the control gain K = [2.63, 7.24] and also chose the parameters required by Theorem 3 of [30] as follows: h = 5, β 1 = 0.1, β 2 = 0.15, γ = 0.2 and τ = 0 (see [30] for the definition of these parameters). In all simulations we endeavoured to achieve the least number of communications events.
The simulation results achieved in Simulations 1-3 are shown in Table 1 . In the table, J [18, 20] denotes the maximum actual tracking error
2 observed over the time interval t ∈ [18, 20] , t [0, 20] , t [0, 10] , t [10, 20] and E [0, 20] , E [0, 10] , E [10, 20] Fig. 5 , which illustrates that all four eventtriggered tracking control laws enable all the followers to synchronize to the leader.
The first comparison was made between the techniques developed in this paper for systems connected over directed and undirected graphs; these techniques were applied in Simulations 1 and 2, respectively. Although the minimum inter-event intervals in Simulation 2 were observed to be smaller than those in Simulation 1, on average the events were triggered less frequently in Simulation 2. This demonstrates that connecting the followers into an undirected network and using the design scheme based on Theorem 2 may lead to some advantages in terms of usage of communication resources.
Next, we compared Simulations 2 and 3 using the same undirected follower graph in Fig. 4(a) based on Theorems 1 and 2 developed in the paper. Compared with Simulation 2, more communication events and smaller minimum inter-event intervals were observed in Simulation 3. One possible explanation to this is because the method based on Theorem 2 takes an advantage of the symmetry property of the matrix L + G of the undirected follower graph in the derivation.
Finally, we compared Simulations 1 and 4 where we Table 1 The design parameters and simulation results. used the same directed follower graph in Fig. 4(b) for both designs. Although compared with the method of Theorem 3 of [30] , our method produced smaller minimum time intervals between the events, the total number of events occurred during the simulation using our method was also smaller. We remind that we endeavoured to select the simulation parameters and the controller gains for this simulation to reduce the total number of events. We also tried to compare the performance of the two methods by tuning the controller of [30] to almost the same gain as in Simulation 1, but the results in Simulation 4 were even worse, producing a much greater number of communication events (E [0, 20] = 5553, E [0,10] = 3100 and E [10, 20] = 2453).
Conclusions
The paper has studied the event-triggered leaderfollower tracking control problem for multi-agent systems. We have presented sufficient conditions to guarantee that the proposed event-triggered control scheme leads to bounded tracking errors. Furthermore, our results show that by adjusting the parameters of the triggering condition, the upper bound on the tracking errors guaranteed by these conditions can be tuned to a desired small value, at the expense of more frequent communications during an initial stage of the tracking process. Such conditions have been derived for both undirected and directed follower graphs. Also, we showed that the proposed event triggering conditions do not lead to Zeno behavior even if a tight accuracy requirement on the tracking errors is imposed. In fact, with the proposed triggering rules, such tight accuracy requirements do not impact the inter-event intervals after a sufficiently large time. We also presented a computational algorithm which allows the nodes to continuously generate the combinational state at every node which is needed to implement these event triggering schemes. Thus, continuous monitoring the neighboring states is avoided. The efficacy of the proposed algorithm has been demonstrated using a simulation example. Future work will include the study of robustness of the proposed control scheme.
