Background {#Sec1}
==========

Dengue is an arboviral disease characterized by fever and vascular complications and is endemic in many tropical and subtropical regions of the world \[[@CR1]\]. Within the global efforts to control the disease, representation of the problem in space and time is key to supporting disease surveillance systems \[[@CR2]\]. Spatial and spatio-temporal models are useful for generating risk maps for dengue disease, supporting early warning systems and intervention programs \[[@CR2], [@CR3]\].

Disease mapping tools correlated dengue incidence with socioeconomic, demographic and environmental variables using the Moran index in Brazil \[[@CR4]\], while its geographical distribution has been characterized using spatial statistics and geographical information system (GIS) analysis in Ecuador \[[@CR5]\]. Dengue disease mapping has also been combined with surveillance and monitoring of the *Aedes aegypti* vector in the Middle East \[[@CR6]\], and in Peru, investigators have explored the association between dengue and clinical, meteorological, climatic, and sociopolitical variables through fuzzy association rule mining in a spatial setting \[[@CR7]\]. At a micro-regional scale, Lowe et al. \[[@CR8]\] included temperature, rainfall, the El Niño Southern Oscillation index, and other relevant socioeconomic and environmental variables in a spatio-temporal Bayesian hierarchical model implemented with Markov Chain Monte Carlo (MCMC), generating predictions at spatial and temporal levels and supporting a dengue alert system. Honorato et al. \[[@CR9]\] studied the relationship between risk of dengue and sociodemographic variables using Bayesian spatial regression models in the municipalities of Espírito Santo, Brazil, while Ferreira and Smith \[[@CR10]\] modeled the number of cases of dengue fever in Rio de Janeiro, Brazil, considering the cases as a Poisson random variable, with conditional autoregressive (CAR) priors in the spatial random effects, testing different neighborhood structures and covariates with fixed coefficients.

Colombia is highly endemic for dengue disease. From 2000 to 2011, the country experienced a stable annual incidence of dengue, with major outbreaks in 2001--2003 and 2010, followed by a considerable decrease of incidence in 2011, with cases mainly occurring in children ($\documentclass[12pt]{minimal}
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                \begin{document}$${<}15$$\end{document}$ years of age) and the highest incidence in 2009 in infants ($\documentclass[12pt]{minimal}
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                \begin{document}$${<}1$$\end{document}$ year of age) \[[@CR11]\]. Small scale studies using dengue reports have investigated the spatial autocorrelation of dengue cases \[[@CR12]\] and the association between dengue and satellite environmental data using spatially stratified tests of ecological niche models \[[@CR13]\]. Hagenlocher et al. \[[@CR14]\] performed a spatial assessment of current socioeconomic vulnerabilities to dengue fever in 340 neighborhoods of a Colombian city through a spatial approach that included expert-based and purely statistical-based modeling of current vulnerability levels using a GIS.

At national level, Quintero et al. \[[@CR15]\] used epidemiological surveillance data (weekly cases) and Poisson regression models to assess the influence of the El Niño Southern Oscillation index and pluviometry on dengue incidence, adjusting by year and week.At a regional scale, Cadavid-Restrepo et al. \[[@CR16]\] explored the variation in spatial distribution of notified dengue cases in Colombia from 2007 to 2010, exploring associations between the disease and selected environmental risk factors through a Bayesian spatio-temporal conditional autoregressive model. The results elucidate the role of environmental risk factors in the spatial distribution of dengue disease, explaining how these factors can be used to develop and refine preventive approaches for dengue in Colombia. All these studies are strategic to the research of surveillance and control of dengue disease, demonstrating the importance of representation of the disease in space and time.

In Colombia, dengue epidemiological surveillance is based in passive notification of cases, coordinated by the 'Instituto Nacional de Salud' (Colombia National Institute of Health) \[[@CR17]\], and supports monitoring, prediction, risk factor identification and intervention measures. Even though the surveillance network works adequately, and provides information to all the national institutions involved in dengue control, we appreciate that disease mapping techniques currently developed and employed for many health problems are not widely applied.

We selected the Colombian city of Bucaramanga to use Bayesian areal disease mapping models, testing the challenges and difficulties of the approach to dengue disease mapping. Bucaramanga was one of the cities with the highest dengue incidence in Colombia by year during the period 2008--2015. We estimated the relative risk of dengue disease, applying Bayesian spatial areal models to dengue case counts and satellite covariates (normalized difference vegetation index (NDVI) and land surface temperature (LST)) with fixed and space-varying coefficients, at a small spatial scale and with global and annual aggregation time scales, for the 2008--2015 period. Ideally, we would use data on the vector presence, distribution and ecology, but that kind of data does not exist for the city of Bucaramanga at the aggregation level of the study. We relied on satellite images to search associations between dengue incidence and environmental data. In addition, we provided a Bayesian model to estimate the Cohen's Kappa measure of agreement for the interpretation of the change in relative risk of dengue between the global and annual time scales.

Methods {#Sec2}
=======

Cases of dengue disease from Bucaramanga, Colombia {#Sec3}
--------------------------------------------------

The city of Bucaramanga, Colombia is located at coordinates $\documentclass[12pt]{minimal}
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                \begin{document}$$73^{\circ }06'58''$$\end{document}$ W, at 959 m above sea level. It covers an urban area of 27 km$\documentclass[12pt]{minimal}
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                \begin{document}$$^{2}$$\end{document}$ and it has a population of 527,913 people in 2016, living in 220 neighborhoods nested in 17 communes. While Colombia presented an incidence rate of 436 cases per 100,000 persons in 2010, Bucaramanga reported an incidence rate of 1359.1 per 100,000 persons. We obtained data on incident cases of dengue disease (dengue and severe dengue) from the SIVIGILA (public health surveillance system) for the urban area of Bucaramanga for the period from January 2008 to December 2015.

We geocoded and allocated every case of dengue disease to one of 293 Bucaramanga census sections (geographical unit composed by approximately 20 closed city blocks) according to the cartography of the 2005 census from the national geostatistical framework of the 'Departamento Nacional de Estadística' (Colombia national statistics office) \[[@CR18]\]. For geocoding purposes, we started with a database of 30,063 cases corresponding to the notified dengue cases from health institutions in Bucaramanga to the surveillance system. The cases were obtained from the database checked for duplicates reported to the surveillance system. The dengue cases data included address, sex, age and an identification code which anonymized the name and personal identification of the case to the geocoder. From this database, we selected the cases with address of residence belonging to Bucaramanga. We discarded cases without address, cases with rural address and wrong addresses. Then, an R \[[@CR19]\] script sent batches of addresses to the web geocoding service of ArcGIS server. The returned geocoding were checked and accepted, or revised for a new geocoding cycle. At the end of the process, we succesfully geocoded to the urban area of Bucaramanga a total of 27,301 cases, which were aggregated to the spatial scale defined above, therefore our data does not relate to an identifiable natural person thus the data subject is not identifiable.

The cases aggregated by census section were aggregated along two time scales: a global scale, running for the entire study period (2008--2015); and an annual scale, resulting in eight respective datasets for each included year.

We obtained disaggregated data by census section, sex and five-years age groups from the 2005 census and calculated annual and global crude incidence rates according to these variables. We calculated expected values for dengue case counts by multiplying the global and annual crude incidence of dengue times the population by sex and age at census section level.

Satellite images for normalized difference vegetation index {#Sec4}
-----------------------------------------------------------

We used satellite raster images obtained from Landsat Surface Reflectance (SR) Enhanced Thematic Mapper (ETM) 7, bands 3 and 4 (60 m resolution) for the years 2008, 2009, 2010, 2011; and from Landsat SR Operational Land Imager (OLI) and Thermal Infrared Sensor (TIRS) 8, bands 4 and 5 (30 m resolution) for years 2013, 2014, and 2015 (Landsat Surface Reflectance products courtesy of the U.S. Geological Survey). We selected Landsat multispectral images based on those with the least cloud cover. Images covered the city of Bucaramanga and were taken from row 55, path 8 or path 7, with Universal Transversal Mercator (UTM) projection, zone 18 North and datum WGS-84. From Landsat SR ETM 7, we selected images from January 2, 2008; January 27, 2009; January, 14 2010; and February 2, 2011. From Landsat SR OLI-TIRS 8, we chose images from June 16, 2013; January 10, 2014; and January 4, 2015. We did not find any suitable Landsat images for the year 2012.

Satellite images for land surface temperature {#Sec5}
---------------------------------------------

We use Moderate Resolution Imaging Spectroradiometer (MODIS) satellite raster images from the MOD11A2 version 6 product \[[@CR20]\] to obtain mean 8-day, per-pixel land surface temperature (LST), in a 1200 km $\documentclass[12pt]{minimal}
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                \begin{document}$$\times$$\end{document}$ 1200 km grid. Each pixel value in the MOD11A2 is a simple average of all the corresponding MOD11A1 LST pixels collected within that 8-day period, with a pixel size of 1000 m $\documentclass[12pt]{minimal}
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                \begin{document}$$\times$$\end{document}$ 1000 m. We selected the 'day time surface temperature' band.

Image processing {#Sec6}
----------------

For the Landsat SR 7 ETM raster images, we calculated a composite NDVI raster image for the annual satellite images using band 4 \[near infra red (NIR)\] and band 3 (red). For the Landsat SR 8 OLI-TIRS raster images, we calculated a composite NDVI raster image for the annual satellite images using band 5 NIR and band 4 (red). We applied the formula NDVI = (NIR band − red band)/(NIR band + red band), following Yuan et al. \[[@CR21]\]. Due to the absence of good quality images for 2012, we created a composite NDVI image for 2012 by pixel averaging of the composite NDVI images for 2011 and 2013.

To obtain an NDVI value by census section, we superimposed a mask comprised by the polygons (census sections) from the shape file of the city of Bucaramanga, onto the composite NDVI raster image, calculating the NDVI pixel mean by census section to the composite NDVI annual satellite images. We also produced a composite NDVI image at global aggregation scale (2008--2015 period) by pixel averaging by census section of all the composite NDVI images per year. For the composite NDVI image at global scale, we followed the same masking procedure to produce NDVI pixel mean by census section applied to the composite NDVI images by year.

For the MODIS LST raster images, we first reprojected the images from sinusoidal projection to UTM 18N projection, datum WGS84, and resampled to 30 m using the Modis reprojection tool (MRT) software \[[@CR22]\]. We then created composite LST raster images per epidemiological period by pixel averaging all the reprojected and resampled images available in every epidemiological period. We generated composite LST images per year by pixel averaging all the composite LST raster images per epidemiological period. For every composite LST raster image per year, we applied a mask comprised by the polygons (census sections) from the shape file of the city of Bucaramanga, and calculated the average LST by polygon (census section).

Finally, we created a composite LST image at global aggregation scale (2008--2015 period) by pixel averaging all the composite LST images per year. We produced LST average by census section in the composite LST image at global scale, following the same masking process to obtain LST average by census section per year. Raster image processing was done using the R software version 3.3 \[[@CR19]\] with the raster package version 2.5-8 \[[@CR23]\].

Statistical models {#Sec7}
------------------

Disease mapping is the area of epidemiology that estimates the spatial pattern in disease risk over an extended geographical region in order to identify areas at high risk \[[@CR24]\]. Besag et al. \[[@CR25]\] developed a Bayesian hierarchical model for spatial analysis of areal data. Let $\documentclass[12pt]{minimal}
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                \begin{document}$$\theta _{i}$$\end{document}$ be the log relative risk of a contagious disease with low transmission, $\documentclass[12pt]{minimal}
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                \begin{document}$$E_{i}$$\end{document}$ the expected number of cases in area *i*. Assuming $\documentclass[12pt]{minimal}
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                \begin{document}$$u_{i}$$\end{document}$'s represent variables with spatial structure and the $\documentclass[12pt]{minimal}
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                \begin{document}$$v_{i}$$\end{document}$'s represent spatially unstructured variables. In the hierarchical framework, prior probability distributions are assigned to *u* and *v*. For *v*, Normal prior with zero mean and variance $\documentclass[12pt]{minimal}
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                \begin{document}$$\phi$$\end{document}$ is a function of pairwise differences among *u*'s, and $\documentclass[12pt]{minimal}
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                \begin{document}$$\zeta _{ij}$$\end{document}$ are weights equal to zero for *i* non-contiguous to *j*. Besag et al. \[[@CR25]\] consider two options for $\documentclass[12pt]{minimal}
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                \begin{document}$$u_{i}$$\end{document}$ is known as the 'convolution model'.

We fitted Poisson log normal models for relative risk, following Besag et al. \[[@CR25]\], to the aggregated data at annual and global scale, with observation equation,$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} O_{i} \sim \text{ Poisson } (E_{i}e^{\theta _{i}}) \end{aligned}$$\end{document}$$where $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$O_{i}$$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$E_{i}$$\end{document}$ and exp($\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
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Next, we fitted models with spatially correlated effects with Leroux \[[@CR26]\] Normal conditional autorregressive (CAR) prior distribution and fixed coefficients for the covariates,$$\documentclass[12pt]{minimal}
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Additionally, the relative risk of dengue disease by census section was discretized as *low* or *high* risk, based on the lower bound of the 95% CI, where a value of 1 or less for the lower bound of the relative risk of dengue disease by census section indicates a *low* risk, and values exceding 1 signify a *high* risk. Choropleth maps of the discretized relative risk (DRR) of dengue disease are produced at global and annual aggregation scale.
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We first calculated the global-to-annual agreement of DRR, between the pairs of DRR from model by global aggregation scale and the models for the data at annual aggregation scale. Second, we calculated the annual-to-annual agreement of DRR between all pairs of models fitted at annual aggregation scale. For the interpretation of the Kappa coefficients, we used the categories in Table [1](#Tab1){ref-type="table"}, from Broemeling \[[@CR31]\].Table 1Degree of agreement for KappaDegree of agreementPoorSlightFairModerateSubstantialPerfectKappa$\documentclass[12pt]{minimal}
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Models were fitted with Markov Chain Monte Carlo (MCMC) using the WinBUGS software version 1.4 \[[@CR32]\]. We utilize three chains with a burn-in period of 30,000 iterations, a final run of 10,000 iterations and thinning rate of 10, deriving a final sample of 1000 iterations by chain for the inference. To evaluate convergence, we check trace and density plots as well as the Gelman, Brooks and Rubin and Geweke tests \[[@CR19]\]. Model selection was accomplished using the deviance, the deviance information criterion (DIC) and the number of effective parameters (p$\documentclass[12pt]{minimal}
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Results {#Sec8}
=======

Summary statistics {#Sec9}
------------------

Table [2](#Tab2){ref-type="table"} presents summary statistics for the dengue case counts, the standardized morbidity rate (SMR, the observed dengue cases divided by the expected dengue cases by census section), the NDVI, the LST and, the correlations between these variables, for the data aggregated at global and annual scales.Table 2Summary statistics for counts of dengue disease, NDVI and LST, by Bucaramanga census section, for globally and annually aggregated data, 2008--2015StatisticGlobal (2008--2015)20082009201020112012201320142015*Dengue disease case counts*Total27,3011936313169328961546483949563065Min.100000000Max.433315610917391158458Mean93.26.610.723.73.05.316.516.910.5*Standardized morbidity rate*Min.0.2250.0000.0000.0000.0000.0000.0000.0000.000Max.4.0528.4096.3465.40112.2945.9794.6835.1295.502Mean1.0981.1251.0821.1431.1931.0891.0961.1011.165*NDVI*Min.0.1350.0910.1300.0960.1340.1440.1420.1460.129Max.0.7920.7670.8130.7570.8030.8500.8960.7840.779Mean0.3680.3460.3940.3550.3680.3790.3900.3670.346*LST*Min.28.829.328.827.628.429.129.328.928.5Max.34.034.234.932.934.234.534.634.832.8Mean32.132.332.530.731.832.432.232.931.7*Linear correlation*Dengue-NDVI−0.0710.0620.1700.1080.0800.0610.198−0.0140.086Dengue-LST0.1270.016−0.0380.056−0.063−0.039−0.1260.017−0.043NDVI-LST−0.629−0.533−0.640−0.546−0.583−0.629−0.568−0.543−0.522

For the global scale, a total of 27,301 cases (range by census section: 1--433) were reported and geocoded. The mean SMR for all census section was 1.098, with a minimum of 0.225 and a maximum of 4.05. The mean value of NDVI was 0.368, with a minimum of 0.135 and a maximum of 0.792. Mean LST for the aggregated data was $\documentclass[12pt]{minimal}
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                \begin{document}$$34\,^\circ$$\end{document}$C. Linear correlations between counts of cases of Dengue and NDVI (r = −0.071) and LST (r = 0.127) was weak, while, correlation between the NDVI and LST was moderate and negative (r = −0.629).

For the summary statistics at annual scale, 2010 was the year with the highest number of cases (n = 6932) followed by 2014 (n = 4956) and 2013 (n = 4839), with 2011 showing the lowest number of cases (896). The maximum number of cases in a census section ocurred in 2013 (n = 115), followed by 2010 (109) and 2014 (84). For the annual SMR, the year 2011 presented the highest average SMR (1.193) followed by 2010 (SMR = 1.143) and 2015 (SMR = 1.165).

The lowest maximum NDVI by census section corresponded to the year 2010 (NDVI = 0.757) followed, in order, by 2008 (NDVI = 0.767) and 2014 (NDVI = 0.784), while the lowest mean NDVI were for years 2008 and 2015 (mean NDVI = 0.346) followed by 2010 (mean NDVI = 0.355).

With respect to the LST, the year 2010 displayed the lowest mean temperature ($\documentclass[12pt]{minimal}
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The linear correlations between dengue case counts and NDVI or LST were low, whereas the most pronounced correlation was for 2013: between dengue and NDVI, r = 0.198; and between dengue and LST, r = −0.126. At an annual scale, the correlation between NDVI and LST was moderate and inverse for all years, with the strongest correlations for 2009 (r = −0.640) and 2012 (r = −0.629).

Model selection {#Sec10}
---------------

Table [3](#Tab3){ref-type="table"} shows the selection statistics deviance, number of effective parameters (p$\documentclass[12pt]{minimal}
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In general, the convolution models with CAR priors fitted the data better than the models with Leroux CAR priors, evidenced by the smallest deviance in the convolution models. For the data at global aggregation scale, the model with spatially correlated and uncorrelated effects with fixed coefficient for NDVI ($\documentclass[12pt]{minimal}
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Parameter estimates of the selected model at global aggregation scale, 2008--2015 {#Sec11}
---------------------------------------------------------------------------------

The selected model at global scale was the convolution model with fixed coefficient for NDVI ($\documentclass[12pt]{minimal}
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Parameter estimates from models at annual aggregation scale, 2008--2015 {#Sec12}
-----------------------------------------------------------------------

Table [4](#Tab4){ref-type="table"} presents the mean point-wise parameters estimates and 95% CI from the selected models fitted at the annual aggregation scale.Table 4Parameter estimates (point-wise mean and 95% CI) from the selected model at annual scale, 2008--2015 periodParameterYear2008200920102011$\documentclass[12pt]{minimal}
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The selected model for 2008 was the model with spatially correlated effects with Leroux CAR priors plus fixed coefficient for NDVI ($\documentclass[12pt]{minimal}
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                \begin{document}$$w_{i} + \beta _{1}$$\end{document}$). The point-wise mean estimate for the NDVI fixed coefficient is positive (0.294), and the 95% CI include zero (−0.214, 0.814), suggesting a weak association between dengue and NDVI by census section, at the same time, the point mean estimate of $\documentclass[12pt]{minimal}
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The convolution model plus fixed coefficient for NDVI was the selected model for the years 2009, 2010, and 2014 ($\documentclass[12pt]{minimal}
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                \begin{document}$$u_{i} + v_{i} + \beta _{1}$$\end{document}$). The point-wise mean and 95% CI estimates of the fixed coefficients for NDVI for years 2009, 2010, and 2014 show a strong, positive association between Dengue and NDVI for 2009 (0.589; 95% C.I: 0.168, 1.024), but not for 2010 and 2014. The mean of the spatially correlated effects $\documentclass[12pt]{minimal}
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                \begin{document}$$u_{i}$$\end{document}$ (2009, 2010 and 2014) are presented in Fig. [2](#Fig2){ref-type="fig"}a. We observe the highest values of the mean spatial effects for the south of the city in 2008, but a scattered pattern of the mean of the spatially correlated effects for the rest of the years.

The model with fixed coefficient and space-varying coefficients for NDVI was selected for years 2011, 2012, 2013, and 2014 ($\documentclass[12pt]{minimal}
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                \begin{document}$$\beta _{1} + b_{i,1}$$\end{document}$) are presented in the Fig. [2](#Fig2){ref-type="fig"}b. We discretized the space-varying coefficients in a similar way as the discretized relative risk (DRR). We considered the association between the NDVI and dengue by census section to be *weak* when the lower bound of the 95% CI was 1 or less and, to be *strong* otherwise (Fig. [2](#Fig2){ref-type="fig"}c). The discretized space-varying (DSV) NDVI coefficients enabled us to identify census sections where there was strong association between dengue incidence and NDVI. For 2012, 2013, and 2015, we observe a strong asssociation in 4 to 8 census sections, while for 2011, the discretized effect was so low that there were no census sections showing an association between the covariate and dengue disease.Fig. 2**a** Mean spatial effects (SE) $\documentclass[12pt]{minimal}
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Mapping of relative risk of dengue disease, from models by annual scale {#Sec13}
-----------------------------------------------------------------------

In this section, we begin by presenting the maps for the logarithm of the mean relative risk of dengue disease, and then we display the maps of the DRR of dengue, from the models selected by year 2008--2015.

Figure [3](#Fig3){ref-type="fig"}a presents the logarithm of the mean relative risk (Log RR) by year, for the period 2008--2015. The smoothed estimates of the Log RR let us discern patterns of the disease distribution in Bucaramanga. We observe similar patterns for 2009, 2010, and 2011, with clusters of high relative risk in the southern and northwestern census sections. For 2008, 2012, 2013 and 2015, we observe slightly fewer zones with high relative risk. Estimates of relative risk of dengue for 2014 presented a great number of high-risk census sections in the northwestern, southern and central zones of the city.

The maps of DRR of dengue disease help us to identify rapidly those census sections presenting the highest risk for each year (Fig. [3](#Fig3){ref-type="fig"}b). The areas along the southern and northwestern edges of the city show a consistent tendency towards high relative risk, while the center generally presents a low risk, with some exceptions.Fig. 3**a** Logarithm of the mean relative risk (log RR) of dengue disease , from models at annual aggregation scale 2008--2015; **b** discretized relative risk (DRR) of dengue disease, 2008--2015

Kappa coefficient for the global-toa-annual and annual-to-annual agreement of DRR of dengue disease {#Sec14}
---------------------------------------------------------------------------------------------------

We present estimates for the Kappa coefficient (point-wise mean and 95% CI) for global-to-annual and annual-to-annual agreement of DRR of dengue disease in Table [5](#Tab5){ref-type="table"}. We interpreted the Kappa coefficient for agreement based on the coverage of the 95% CI over the categories of 'degree of agreement' from Table [1](#Tab1){ref-type="table"}. Firstly, we established the global-to-annual agreement of DRRs of dengue disease. Secondly, we determined the annual-to-annual agreement of the DRR of dengue disease.

From Table [5](#Tab5){ref-type="table"}, we interpreted the global-to-annual agreement in DRR at years 2008, 2009, 2012, and 2015 to be *poor to fair*, while the agreement was *poor to slight* for 2011. Agreeement of DRR of dengue disease was *slight to moderate* between the model at global scale and models for 2013 and 2014, and, *substantial to moderate* for the global scale model and the model for 2010.

For the annual-to-annual agreement of DRR, from 2009 to 2010, there was *poor to fair* agreeement of DRR. From years 2011 to 2012 and 2012 to 2013, the agreement of DRR for dengue disease was *slight to moderate*. Additionally, the agreement was *slight to fair* from 2010 to 2011, 2013 to 2014, and 2014 to 2015. Finally, annual-to-annual agreement of DRR between other year pairs was almost always *poor to slight*.Table 5Kappa coefficient (point-wise mean and 95% CI) for global-to-annual and annual-to-annual agreement of discretized relative risk (DRR) of dengue by census sections, from models at global and annual aggregation scales in Bucaramanga, 2008--2015YearGlobal scaleAnnual scale200920102011201220132014201520080.2310.1460.1070.0870.1420.1150.0030.042(0.124, 0.347)(0.021, 0.288)(0, 0.235)(−0.027, 0.251)(0.007, 0.303)(−0.003, 0.255)(−0.087, 0.126)(−0.059, 0.173)20090.3270.2710.2070.2070.2260.1410.097(0.207, 0.448)(0.144, 0.402)(0.078, 0.36)(0.072, 0.355)(0.094, 0.366)(0.012, 0.281)(−0.02, 0.234)20100.5130.1430.1580.2940.1340.075(0.397, 0.621)(0.043, 0.261)(0.046, 0.284)(0.162, 0.425)(0.013, 0.264)(−0.035, 0.202)20110.1660.2930.2790.1850.196(0.079, 0.271)(0.116, 0.486)(0.14, 0.431)(0.054, 0.341)(0.062, 0.357)20120.2540.3630.2250.269(0.144, 0.369)(0.212, 0.513)(0.085, 0.378)(0.121, 0.424)20130.4660.2190.231(0.352, 0.577)(0.089, 0.361)(0.1, 0.375)20140.3070.25(0.188, 0.428)(0.112, 0.393)20150.22(0.099, 0.34)

Discussion {#Sec15}
==========

In this study we applied Bayesian hierarchical models for spatial analysis of areal data to the estimation of relative risk of dengue disease in a Colombian city. We chose this particular city for its high incidence of dengue disease, in 2008--2015. We fitted models at global and annual scales for the study period. The hierarchical models included covariates (NDVI and LST) obtained from satellite raster images.

From the descriptive statistics, we found low correlation between the covariates and the dengue case counts by census section. NDVI and LST were moderately correlated by census sections at global and annual scales. Two main models were fitted: first the convolution model (spatially correlated effects with Normal ICAR priors, and uncorrelated spatial effects with Normal zero mean priors and precision $\documentclass[12pt]{minimal}
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                \begin{document}$$\tau _{v}$$\end{document}$); and second, spatially correlated effects model with Leroux Normal CAR priors. We used those structures with or without covariates. The covariates effects were modeled as fixed coefficients with Normal prior distributions with zero mean and high precision, or space-varying coefficients with Leroux Normal CAR priors.

We used MCMC to fit the models, and selected the models for inference, applying DIC measures. All the selected models (at global and annual scale) included NDVI fixed coefficients (2008, 2009, 2010, and 2015), and NDVI space-varying coefficients (2011, 2012, 2013, and 2014).

The convolution model was selected at global and annual scale for 2009, 2010, and 2014. The models with spatially correlated effects with Leroux Normal CAR priors were selected for 2008, 2011, 2012, 2013, and 2015. We illustrated the relative risk of dengue disease using two types of maps. First, we produced maps of the logarithm of the mean relative risk, containing smoothed estimates of relative risk, allowing us to distinguish clusters of high relative risk at global and annual scales. Second, we created maps of DRR of dengue disease, allowing us to identify zones where the risk is higher than in zones with 95% CIs including 1.

We employed satellite images from two sources (Landsat and MODIS) to calculate NDVI and LST data at areal level (census section). We were interested in establishing association between the information from raster images and dengue incidence at global and annual scale according to census section. The selected models for inferences did include NDVI but not LST. Parameter estimates (point-wise mean and 95% CI) for the association of the NDVI and dengue disease are mainly positive; however, they only reveal a strong association between dengue and NDVI, in 2009 (95% CI not including zero). Our results were different from some results in the literature. In Costa Rica, Troyo et al. \[[@CR34]\] found negative coefficients for NDVI suggesting an inverse association with relative risk of dengue disease. They reported NDVI from satellite images at different resolutions, finding an association between high NDVI and low incidence of dengue. Meza-Ballesta et al. \[[@CR35]\] reported the association between dengue incidence and high air temperature, high rainfall, and vegetation deterioration. Araujo et al. \[[@CR36]\] analyzed dengue incidence in São Paulo, Brazil. They associated thermal remote sensing images, census data, and dengue incidence, and their findings point to low dengue incidence in areas with high vegetation cover, and high incidence in areas with low vegetation coverage and land surface temperatures above $\documentclass[12pt]{minimal}
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                \begin{document}$$29\,^{\circ }\mathrm {C}$$\end{document}$; however Nazri et al. \[[@CR37]\] did not find NDVI to be a major factor influencing dengue incidence in Malaysia. Qi et al. \[[@CR38]\] found that the associations between cases of Dengue disease and population density, GDP per capita, road density, and NDVI were nonlinear, and the risk of dengue disease declined gradually with rising NDVI.

These reports involving NDVI as a covariate did not use areal data, or the aggregation resolution was higher than the resolution used in our study. Additionally, at high spatial scale, the link between NDVI and rainfall variability in zones with epidemiological reports of dengue or malaria has been reported across South America \[[@CR39]\], contributing to a better understanding of climate, environment, and epidemics facilitating the implementation of local and regional health early warning systems. In this context, our study contributes to understand the relationship between NDVI and incidence of dengue disease at a finer resolution.

As limitations of the satellite data employed in our study, we noted that for the period 2008--2011, we had to impute the NDVI in some census sections because of known issues with the sensor from Landsat ETM 7. We employed a convolution model to make the imputation of the missing NDVI values. For the NDVI data, the pixel resolution was 30 m, while the pixel resolution of the MODIS LST data was 1000 m, resampled to 30 meters, which makes some census section highly associated with respect to the LST. Additionally, for LST, we used single raster image per year, which is a composite of around 48 MODIS images. Moreover, finding high-quality Landsat images for the period was difficult, mainly because of cloud cover. In addition, we used a non-conventional method to treat information from satellite images, as compared to the literature, because we employed continuous variables such as NDVI and LST in space obtaining areal inputs as covariates, using the mean value for every census section.

With respect to the data quality on dengue, we employed official data, aggregating the cases into census sections acknowledging factors such as age or sex by means of internal standardization. We consider our dengue case counts to be high-quality data given that the surveillance system is based on compulsory reporting physicians in Colombia at all service levels, but keeping in mind critic considerations regarding possible underreporting as shown by Romero-Vega et al. \[[@CR40]\].

For the spatial aggregation level and census data, we based our population estimates on the 2005 census, with the assumption that city's population has been fairly stable throughout the study period. We recognize the possible bias produced by the use of 2005 data for estimation of the expected values for the study period. This is one of the challenges of the study, but it is not only for the disease under study. At the time of the realization of this study, there were not updated data for population living in Bucaramanga, at census section level. The Colombian government updates its census every ten years. It was programmed a census for 2016, but was not developed. We consider this finding extremely important, if public health authorities are interested to provide information, not only for temporal analysis (as is currently done) but also for spatial analysis at finer resolution scales (census block, section or sector). This study provides the space to recommend to the Colombian authorities, to build real-time registries of population, which support evaluation, decision making and intervention, not only for dengue disease, but for all the notifiable diseases. Additionally, we are aware that the spatial aggregation scale changes the conclusion from areal data as shown by Khormi and Kumar \[[@CR41]\], as does the choice of neighborhood structure \[[@CR10]\]. The spatial aggregation scale used in this study corresponds to the spatial scale supplied by the official cartography from the 2005 census.

Together with the generation of relative risk maps and the evaluation of satellite data associated with incidence of dengue disease, we determined whether there was an association in the DRR of dengue disease by census section from year to year, and from the risk at global scale and annual scale. To this end, we employed the Kappa coefficients to define the global-to-annual agreement of risk when the relative risk is discretized as *low* or *high* risk, estimating the Kappa coefficients, using a Bayesian model. We have found substantial to moderate agreeement between the DRR at global scale and the year 2010, and moderate to fair agreeement for 2013 and 2014. For the rest of the global-to-annual agreement or all the annual-to-annual agreement of the DRR for consecutive years, we found slight to fair agreement, reflecting a volatile pattern of dengue risk by census section from year to year. The main results for the annual-to-annual agreement of the discretized relative risk for non consecutive year, point to low agreeement between census sections in terms of risk level between years.

Conclusions {#Sec16}
===========

We applied disease mapping models at small spatial scale in a Colombian city with fixed and space-varying coefficients for covariates derived of satellite images. We found the NDVI associated to high dengue risk by census section. The modeling process produced relative risk maps of dengue disease, allowing us to identify areas with high risk in the city. We compared the concordance of high risk by census section between the global aggregated model and the annual aggregated models, and between years in the 2008--2015 period. We found in general, slight to fair agreement in high risk. The information obtained by the use of disease mapping models is not currently available to public health authorities in Colombia. We highlight the importance of transforming raw spatial data into relative risk maps of dengue disease for planning and implementation of public health strategies. The map quality depends on high-quality population data at the selected spatial aggregation scale, which are sometimes difficult to obtain; and the geocoding process to allocate every case to a correct spatial coordinate. Information from satellite images improves the output of the spatial modeling, by associating environmental variables to the dengue incidence. For future research we are interested to apply disease mapping models in similar datasets from municipalities in Colombia. The main limitation is the cost of geocoding the data from the official records in terms of work-time and accurate geocoding. However, after the geocoding task is finished, the data will be available not only to spatial analysis, but also to temporal and spatiotemporal analysis, including the covariates with constant or time-varying coefficients\[[@CR42]\]. We would like to present the method to the public health authorities from diverse surveillance offices in Colombia, and test the field applicability of the disease mapping models discussed in our study. Finally, we also are interested to apply disease mapping methods based on hierarchical Bayesian models to map the relative risk not only for dengue disease, but also for arboviral diseases like Chykungunya and Zika at small spatial scale in Colombia, to support public health authorities in disease surveillance and control strategies.
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