Eigenvalue multiplicities in principal submatrices  by Johnson, Charles R. et al.
Linear Algebra and its Applications 390 (2004) 111–120
www.elsevier.com/locate/laa
Eigenvalue multiplicities in principal
submatrices
Charles R. Johnson a,1, Brenda Kroschel b,∗, Matjaž Omladicˇ c,1
aDepartment of Mathematics, College of William and Mary, Williamsburg, VA 23187-8795, USA
bDepartment of Mathematics, University of St. Thomas, Mail #OSS 201, 2115 Summit Avenue, St Paul,
MN 55105, USA
cDepartment of Mathematics, University of Ljubljana, Jadranska 19, 1000 Ljubljana, Slovenia
Received 6 April 2004; accepted 13 April 2004
Submitted by V. Olshevsky
Abstract
Let λ be an eigenvalue of ann-by-nmatrixA. The allowable patterns of geometric multiplic-
ities of λ as an eigenvalue of A and its principal submatrices is explored. A graphical hierarchy
for succinctly reporting the possible patterns is defined. Special attention is paid to the case in
which A is Hermitian. Classical interlacing already imposes much structure on the hierarchies
in the Hermitian case. Here, all the known constraints, some old and some new, on the geomet-
ric multiplicity hierarchies of Hermitian matrices are listed. Some differences between allowed
hierarchies for real symmetric matrices and Hermitian matrices are also discussed.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Imagine an n-level hierarchy with 2n − 1 cells, corresponding to the 2n − 1 non-
empty subsets of N = {1, . . . , n}. Label the levels 0, 1, . . . , n − 1. On level i place
all the cells corresponding to subsets of cardinality |α| = n − i (in lexicographic
order). Label each cell with the subset α to which it corresponds. Put an edge between
β on level i − 1 and α on level i if and only if α ⊆ β. Fill the cells of this hierarchical
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Fig. 1. H0(A).
structure with the geometric multiplicities of λ as an eigenvalue of the corresponding
principal submatrices of a given n-by-n matrix A. Let B[α] denote the principal
submatrix of an n-by-n matrix B lying in the rows and columns indexed by α. Also,
let gλ(B) denote the geometric multiplicity of λ as an eigenvalue of B. Then each cell
α of the hierarchy is labeled with the integer gλ(A[α]). Call the resulting hierarchy
the “λ multiplicities hierarchy of A”, Hλ(A). For example
A =

0 1 11 0 0
1 0 0

 ,
yields the λ = 0 multiplicities hierarchy of A in Fig. 1.
Our interest here lies in the fundamental question of which hierarchies may occur
as an Hλ(A), especially in the case in which A is real symmetric or complex Her-
mitian. All the constraints that we know about such hierarchies are described in
Sections 2–8. We note that there is an analogous question for hierarchies in which
geometric multiplicity is replaced by algebraic multiplicity (for general matrices),
which is not pursued here. The two problems are very different.
The hierarchies Hλ(A) are far from arbitrary and there are many restrictions
upon them, both simple and subtle. Some of the restrictions depend upon the field
in which the entries of A lie and others upon the class of allowed matrices. Since
Hλ+t (A + tI ) = Hλ(A), it suffices to consider the possible hierarchies H0(A), as
long as translation does not change any assumptions about A. Furthermore, because
the hierarchy associated with a submatrix is a sub-hierarchy of the hierarchy associ-
ated with the full matrix, any restrictions on hierarchies for n-by-n matrices naturally
impose restrictions on hierarchies for matrices of larger dimension.
We do not have a complete answer to the question posed, by any means. In fact, an
answer would settle other questions that appear difficult. For example, the following
unsettled question is of interest in combinatorics: for a real symmetric matrix, which
lists of sizes, for which there exists a singular principal submatrix, can occur? In the
hierarchy setting, this amounts to asking which collections of levels have a positive
sum for the cells. The case in which each cell is either 0 or 1 is already nontrivial and
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special attention is paid to this case. At least here we can obtain a fairly complete
picture, for example, in lower dimensions.
Each of the remaining sections is devoted to a kind of restriction on the hier-
archies, Hλ(A), but first we introduce a bit more notation. The set of all n-by-n
matrices with entries from a field F is denoted by Mn(F). If the field is the complex
numbers we write Mn. It was noted earlier that for α ⊆ N , A[α] denotes the principal
submatrix of the n-by-n matrix A lying in the rows and columns indexed by α. In
addition, A(α) = A[αc], or the principal submatrix of A obtained by deleting the
rows and columns indexed by α. Similarly, for the vector x ∈ Cn, x[α] represents
the vector obtained by keeping the entries indexed by α and x(α) = x[αc] represents
the vector obtained by deleting the entries indexed by α.
2. The dimension restriction
Since the rank of a square matrix is at most its number of rows, the dimension of
the matrix yields the most obvious constraint on Hλ(A).
(D) For square matrices over any field, gλ(A[α])  |α|.
3. The “continuity” restriction
In the real symmetric or complex Hermitian case, it follows immediately from the
interlacing inequalities (see, e.g. [2]) that a cell in Hλ(A) cannot differ by more than
1 from a cell above (or below) it. This is a special case of the general fact that gλ
cannot change too much in moving up (or down) the hierarchy.
(C) Let A ∈ Mn(F) and α, β ⊆ N be such that α ⊆ β. Then
|gλ(A[β]) − gλ(A[α])|  |β| − |α|.
Proof. Let d = |β| − |α|. Recall that, by translation, it suffices to look at g0 and
that g0(A[α]) = |α| − rank(A[α]). The matrix A[β] results from adding d rows and
d columns to A[α]. This means that rank(A[β]) is at most 2d larger than rank(A[α]).
Then
−2d  rank(A[α]) − rank(A[β])  0,
−d  d + rank(A[α]) − rank(A[β])  d,
−d  |β| − |α| + rank(A[α]) − rank(A[β])  d,
−d  g0(A[β]) − g0(A[α])  d.
The assertion (C) follows. 
Since |α| = 1 implies gλ(A[α])  1, we see that (C) implies (D) and that these
are not independent restrictions.
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4. The variation restriction
In this constraint, we see that the (algebraic) multiplicity of λ as an eigenvalue of A
restricts the geometric multiplicity of λ as an eigenvalue of certain principal submatri-
ces of A. This constraint is particularly useful when algebraic multiplicity is equal to
geometric multiplicity (e.g. for real symmetric or complex Hermitian matrices).
(V) Let A ∈ Mn(F) be such that the algebraic multiplicity of λ as an eigenvalue of
A is k. Then, among the index sets α with |α| = n − k, there is at least one such
α with gλ(A[α]) = 0.
Proof. We assume without loss of generality that λ = 0. If 0 has algebraic multi-
plicity k, then A has n − k nonzero eigenvalues and, thus, the (n − k)th elementary
symmetric function of the eigenvalues is nonzero. This means that the sum of the
(n − k)-by-(n − k) principal minors of A is nonzero, and at least one of these minors
must be nonzero. That is, there is some index set α for which g0(A[α]) = 0, as was
to be shown. 
Note that this proof shows the Jordan structure of eigenvalues other than λ is irrele-
vant.
An interesting special case is that in which k = 1 (and, therefore, gλ(A) = 1)
which means that for A with a 1 in the top cell of Hλ(A), level 1 cannot have all 1’s
and must have at least one 0. This may also be shown using methods to follow.
The restriction (V) is not valid when “algebraic multiplicity” k is replaced by
“geometric multiplicity” k. This is shown by the matrix
A =
[
0 1
0 0
]
whose hierarchy is in Fig. 2.
A strictly upper triangular matrix of rank n − 1 gives a similar example for any
dimension 2 or larger and k = 1. Additional zero bands above the diagonal give
examples for larger k.
The proof given above also shows that (V) remains valid with reference to the
hierarchy based upon algebraic multiplicities. The restriction (D), also applies to the
corresponding hierarchy based on algebraic multiplicities. However, (C) does not
hold for hierarchies based on algebraic multiplicites, as shown by
1
1 1
Fig. 2. 2-by-2 strictly upper triangular hierarchy.
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A =


0 1 0 · · · · · · 0
0 0 1 0 · · · ...
...
.
.
. 0
0
.
.
. 1
1 0 · · · · · · · · · 0


for n  3 and λ = 0, with |α| = n − 1 and β = N .
Finally, the example
A =

0 0 10 0 0
1 0 0


shows that we may have algebraic multiplicity equal to geometric multiplicity equal
to 1 and
∑
|α|=n−1 g0(A[α]) > n.
5. The single-level skipping symmetric restriction
In the last section we showed that, in particular, we cannot have a 1 at level 0 of
Hλ(A) and all 1’s at level 1 when A is real symmetric. Here, we show that if there is
a 1 at level 0 and all 0’s on level 1, then there must be at least one 0 on level 2. This
progression of restrictions does not go further.
(S) Let A ∈ Mn(R), n  3, be symmetric and suppose that gλ(A) = 1. If
gλ(A(i)) = 0, i = 1, . . . , n, then gλ(A[α]) = 0 for at least one index set α,
|α| = n − 2.
Proof. As usual, we assume without loss of generality that λ = 0 and want to show
that when A is singular and each A(i) is nonsingular, then at least one A[α], |α| =
n − 2, is nonsingular. Let Xi be the n-by-n matrix such that Xi(i) = (A(i))−1 and
such that all other entries of Xi are 0. We first observe that
AXiA = A, i = 1, . . . , n. (5.1)
To see this, first note that
AXi =

I 0 0∗ 0 ∗
0 0 I


in which the middle row and column is the ith. Then AXiA coincides with A, except
perhaps in row i. But, since AXiA and A are symmetric, this means that AXiA and
A coincide, except perhaps in the ith diagonal entry. Call this entry t , and notice
that 0 = det AXiA = det A = t det A(i) + c, in which c is independent of t . Since
det A(i) /= 0, t is uniquely determined as t = aii , verifying (5.1).
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We next observe that
Au = 0, u /= 0 in which all entries of u are nonzero. (5.2)
If not, suppose ui = 0 and define uˆ = u(i) /= 0. Then A(i)uˆ = 0 for this nonzero uˆ
and A(i) would be singular, contrary to hypothesis. Next, notice that if each A[α],
|α| = n − 2, were singular, then by the cofactor representation of the inverse each
Xi would have all diagonal entries 0. (5.3)
Because of (5.1) and (5.3) for each Xij = Xi − Xj , we have that X = Xij is a real
symmetric matrix satisfying
AXA = 0 and all diagonal entries of X are 0. (5.4)
To complete the proof, we show that if A satisfies (5.2) and X satisfies (5.4), then
X = 0. To see this, let Q be an orthogonal matrix that diagonalizes A and whose first
column is a nonzero u such that Au = 0. Then QTAQ = D = diag (0, d2, . . . , dn)
in which di /= 0, i = 2, . . . , n. Define Y = QTXQ, and then AXA = 0 implies
DYD = 0. But this implies that at most the first row and column of Y are non-
zero. In this event Y = yeT1 + e1yT for some column vector y and X = QYQT =
xuT + uxT for x = Qy. Then, the ith diagonal entry of X is 2xiui , and, since
ui /= 0, i = 1, . . . , n and all diagonal entries of X are 0, we conclude that x = 0
and thus X = 0, as claimed. We thus conclude that Xi = Xj for all 1  i, j  n.
But, as the ith column of Xi is 0, we conclude that each Xi is 0, contradicting the
fact that each has rank n − 1 and verifying the claimed restriction on Hλ(A), A real
symmetric, of this section. 
In the above proof, the fact that A is real symmetric (as opposed to complex Her-
mitian) is (somewhat subtly) used only to see that diag(X) = 2 diag(x1u1, . . . , xnun),
as opposed to 2 diag(Re(x1u1), . . . , Re(xnun)), which gives x = 0 and X = 0. The
difference is important since the matrix
A =

 0 1 −1−1 0 1
1 −1 0

 .
which is not real symmetric, and iA, which is complex Hermitian, both have the
hierarchy in Fig. 3. Therefore, the conclusion fails if the symmetry assumption is
dropped, or if “real symmetric” is relaxed to “complex Hermitian”.
Also, if the real symmetric assumption is retained, the conclusion of at least one
A[α], |α| = n − 2, with gλ(A[α]) = 0 cannot be simply sharpened. The example
A =

1 1 11 0 2
1 2 0


shows that there may be only one.
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1
0 0 0
1 1 1
Fig. 3. Single level skipping.
1
0 0 0 0
0 0 0 0 0 0
1 1 1 1
Fig. 4. Multiple level skipping.
Finally, even in the real symmetric case, further level skipping in Hλ(A) is not
ruled out. Specifically, gλ(A) = 1, gλ(A[α]) = 0, |α| = n − 1, gλ(A[β]) = 0, |β| =
n − 2, and gλ(A[γ ]) = 1, |γ | = n − 3 is possible, as in the λ = 0 multiplicities hier-
archy given in Fig. 4 for the matrix
A =


0 1 1 1
1 0 1 4
1 1 0 1
1 4 1 0

 .
6. Breadth vs. depth restriction
Sections 2–4 (or 6 and following) do not rule out the hierarchy in Fig. 3 for general
matrices, but Section 5 does rule out this hierarchy for real symmetric matrices.
Further restrictions in the complex Hermitian case result from observations in [3]
and are the subject of this section. The results of [3] are stated here for completeness.
Theorem 1 (Cor. 3 [3]). Let A be an n-by-n Hermitian matrix, let α ⊆ N have
|α| = n − 1 and let λ be an eigenvalue of A. Then λ is an eigenvalue of A[α] if and
only if there is an eigenvector x of A associated with λ such that the αc entry of x
is 0.
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Sequential application of the theorem leads to the restrictions of this section,
but first we need some terminology. Suppose that λ is an eigenvalue of the n-by-n
Hermitian matrix A; then A is said to have interlacing equality at λ of breadth
k if in level 1 of Hλ(A) there are exactly k cells containing a positive integer.
The matrix A is, further, said to have interlacing equality at λ of depth k if in
Hλ(A) there is a sequence of cells β0 ⊇ β1 ⊇ · · · ⊇ βk such that |βj | = n − j, j =
0, 1, . . . , k, gλ(A[βj ])  1, j = 0, 1, . . . , k, and k is a maximum. If, in addition,
gλ(A[βj+1])  gλ(A[βj ]), j = 0, 1, . . . , k − 1, then A is said to have interlacing
equality at λ of restricted depth k. Note that the depth of interlacing equality may be
greater than the restricted depth.
We then have
(BD) Cor. 4 [3]. Let A ∈ Mn be Hermitian with gλ(A) = 1 and interlacing equal-
ity at λ of breadth k. Then, A has interlacing equality at λ of depth at least
k.
(RDB) Cor. 5 [3]. Let A ∈ Mn be Hermitian with gλ(A)  1 and interlacing equal-
ity of restricted depth k. Then, A has interlacing equality at λ of breadth at
least k.
(DB) Cor. 6 [3]. Let A ∈ Mn be Hermitian with gλ(A) = 1 and gλ(A[α])  1 for
all α ⊆ N . Then, A has interlacing equality at λ of breadth k if and only if
A has interlacing equality at λ of depth k.
In [3] examples are given to show that, in general, the hypotheses in the above state-
ments cannot be relaxed.
The observations in this section rule out the hierarchy in Fig. 5 for complex Her-
mitian matrices, but it is not ruled out by any restrictions in prior (or subsequent)
sections. Indeed, the hierarchy in Fig. 5 is not ruled out for general matrices, as
shown by
A =

1 1 11 1 1
1 0 1

 .
1
1 1 0
0 0 0
Fig. 5. Allowed for general matrices, but not complex Hermitian.
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1
1 0
1
α
α
α
α –{i} –{j}
–{i,j}
Fig. 6. Forbidden subpattern.
7. The vertical convexity constraint
More can be said using the theorem of the last section. The subpattern in Fig. 6
cannot occur in the hierarchy for an n-by-n Hermitian matrix:
(VC) If A is an n-by-n Hermitian matrix, n  3, and gλ(A) = gλ(A(i)) =
gλ(A({i, j})) = 1, then gλ(A(j))  1.
Proof. Since gλ(A) = 1, let x be the essentially unique eigenvector of A associated
with λ. Because λ is also an eigenvalue of A(i), xi = 0, according to the theorem,
and x(i) is the essentially unique eigenvector, since gλ(A(i)) = 1. Applying the the-
orem to the pair A(i) and A({i, j}) gives xj = 0 in the same way. But then x(j) is
an eigenvector of A(j) associated also with λ, verifying the assertion. 
Taken together, the constraints of the last section and this one imply the following.
If A ∈ Mn is Hermitian, gλ(A[α])  1 for all α ⊆ N , and gλ(A) = 1, then
gλ(A(i1)) = · · · = gλ(A(ik)) = 1 implies gλ(A[α]) = 1 for any α such that
N − {i1, . . . , ik} ⊆ α ⊆ N.
This may be viewed as a kind of convexity within Hλ(A).
Among Hermitian A such that gλ(A[α])  1, for all α ⊆ N , one may exhaus-
tively verify that there are no constraints on Hλ(A) other than those mentioned here
for n  4. For n  3 and arbitrary cell entries, there are no other constraints.
8. The symmetric exchange axiom
There is a result in [1] that may be viewed as a constraint on Hλ(A) for real
symmetric matrices. The result uses the symmetric difference, αβ, which is the set
of elements in either of the sets α or β, but not in both. Define
Fλ = {α ⊆ N : gλ(A[α]) = 0}.
The matroid result found in [1] stated in matrix terms is:
(SEA) Whenever α1, α2 ∈ Fλ and x ∈ α1α2, there is a y ∈ α1α2 such that
α1{x, y} ∈ Fλ.
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Looking, as usual, at the case in which λ = 0, this result says that for any two non-
singular submatrices A[α1] and A[α2] and for each x ∈ α1α2 there is a y ∈ α1α2
such that if β = α1{x, y}, then A[β] is also nonsingular. We are interested in find-
ing a matricial proof of this statement. It is not clear whether the symmetric exchange
axiom is logically independent of the other constraints on the hierarchy that we have
described in this paper.
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