Abstract-The large majority of classical and modern estimation techniques assume the data seen at the testing phase of statistical inference come from the same process that generated the training data. In many real-world applications this can be a restrictive assumption. We outline two solutions to overcome this heterogeneity: instance-weighting and dimension reduction. The instance-weighting methods estimate weights to use in a loss function in an attempt to make the weighted training distribution "look like" the testing distribution, whereas dimension reduction methods seek transformations of the training and testing data to place them both into a latent space where their distributions will be similar. We use synthetic datasets and a real data example to test the methods against one another.
I. INTRODUCTION
In statistical and data analysis problems, we typically assume homogeneity of distributions between training and testing. Often, however, in practical situations, this assumption is violated. This can result in poor predictive performance and present difficulties in determining optimal tuning parameters through cross-validation. For example, consider Figure 1 . This dataset, from [1] , is composed of both raw images and landmark points of individuals at various ages. In order to preprocess the landmark data, affine transformations are removed, resulting in predictors with a non-Euclidean structure [2] , [3] . Often, however, testing data will be made available that has had some affine transformation applied to it (such as data obtained "in the wild"). It may be the case that an inference problem only has data from the preprocessed "source" data, but interest lies in estimating a predictive model that will perform well on all potential data.
We shall formalize this problem by operating under the assumption that the joint distribution between the response variable (Y ) and covariates (x) changes from training to testing. In domain adaptation [4] , we assume that while the covariate distribution might change between two domains, the underlying mechanism to generate the response variables from the covariates does not change. In other words, the conditional distribution of the response given the covariates remains the same across all domains, while the marginal distribution of the covariates may change. These assumptions are also present in covariate shift problems [5] . Transfer learning, another approach to this problem, deals with the problem of the conditional distribution of the response given the covariates shifting between domains while the covariate distribution stays the same [6] .
We assume to have independent, identically distributed (i.i.d.) data x 1 , . . . , x n with x i ∼ x ∈ X ⊂ R p with corresponding response variables y 1 , . . . , y n for training a model (called the "source" data) and z 1 , . . . , z m with z j ∼ z ∈ Z ⊂ R q with ξ 1 , . . . , ξ m for testing (called the "target data"). Our main assumption is that we have unknown response variables ξ 1 , . . . , ξ m from the same model that generated the known response variables (i.e.,
Our goal is to learn a parameterized conditional model optimal under (Ξ, z) while only knowing a small number of observations from Ξ (or knowing none in the unsupervised case). Our data will typically consist of
On occasion we will be blessed with some labeled examples from the target data, though all methods will be outlined for the unsupervised case, with the semisupervised case being a straightforward extension.
II. INSTANCE-WEIGHTING METHODS
Instance-weighting methods seek a set of weights to apply to the source data that will transform the distribution of the labeled source data into that of the unlabeled (or partially labeled) target data. This way, transporting a model from the labeled data in a different domain will yield better results. Shimodaira [5] proposed a method for correcting this discrepancy with a view toward improving predictive performance by weighting each element in the source data by an importance weight based on both the source and target density functions.
A. Covariate Shift
In covariate shift (CS, [5] ), we assume the source data x ∼ f and target data z ∼ g for some density functions f and g. If we operate under the previous assumption (namely, that
, we fix a parameterization for the conditional distribution and define the Kullback-Leibler loss for the source data as
and for the target data as 
We shall assume for the time being that (Y, x) and (Ξ, z) have the same support so that the loss functions L x and L z differ only through the marginal distributions f and g. Let
Since we desire the loss for the target data z, we take w to be the importance weights
which is what is needed. This method is not always optimal. First, it typically will only yield improvements under a misspecification of the model (i.e., in the case when p(y| x, β) is different from the "true" model), though for high-dimensional data even standard methods for misspecified models perform similar to the importanceweighted method [7] . Additionally, density estimation is a nontrivial problem in high dimensions, which is often the case in problems of interest. Density estimates can still be made by, for example, using radial kernels (see Section IV), though accurate estimates of the density are still difficult in this case. Even for one-dimensional problems, CS requires that supp(Z) ⊆ supp(X ), a restriction that can hinder the types of problems we will consider.
B. Kernel Mean Matching
Kernel mean matching (KMM, [8] ) seeks to generalize CS by incorporating the weights w into an objective function and optimizing over the data to find optimal weights instead of taking them as "known." CS is further generalized by defining a kernel function Φ : X → F and assuming still that X = Z. An expectation operator μ is defined as
where F is the cdf corresponding to the density f . The KMM procedure seeks to solve
To find w ∈ R n , we will define an empirical version of the above objective function and incorporate constraints w i ∈ [0, W ] and |n − n i=1 w i | ≤ n , analogous to the two constraints above. This empirical objective will be written as
for an appropriate kernel function k(·, ·). The constrained minimization of J above using the empirical constraints can be solved by any quadratic programming optimization (e.g., an interior point method [9] ). In [8] , k is taken to be the Gaussian kernel
for a fixed σ. Choice of will be governed by the following result. Huang, et. al [8] showed that if
KMM is able to overcome some of the drawbacks from CS. Since weights are estimated directly, density functions no longer need to be defined explicitly (or estimated), reducing potential errors, especially in multivariate problems. Moreover, the kernel approach allows for capturing possible nonlinearities that might improve predictive performance. Unfortunately, we still have the restriction that the source and target must have the same support, and in fact still need supp(Z) ⊆ supp(X ) as in CS. Additionally, since a kernel approach is used, weights are only defined for the training input points so that if we desire weights for points that were not available initially (e.g., for cross validation), we will need to rerun the entire optimization.
C. Kullback-Leibler Importance Estimation
The Kullback-Leibler importance estimation procedure (KLIEP, [7] ) attempts to improve on KMM by specifying a model for the weight function w(x) so that weights can be obtained for points not available at training and estimating them using the given data. We wish to model
where {α } are unknown parameters to be estimated and φ ≥ 0 are fixed basis functions. The weight functionŵ will be chosen as to minimize
Since the second term is the only one with the parameters of interest, we form the loss function as
Unfortunately J is concave so we require constraints to successfully optimize over α. First, we desireŵ(x) ≥ 0, which we specify as
Additionally, sinceĝ(x) =ŵ(x)f (x) should be a proper density function, we have
In practice, we will define basis functions using the target data. Here,ŵ
where k(·, ·) is the Gaussian kernel as before.
The estimation of α will be done through gradient ascent of the negative of J above. We will define
as in KMM, except this time with the target data instead of the source data. In this case, the parameter update uses gradient ascent with K and constraint satisfaction using k to ensure the α are properly normalized. It can be shown that, when the Gaussian kernel is used at the test input points to estimate the weight function, KLIEP converges to the optimal solution at a rate slightly slower than O p (n −1/2 ), assuming n = m. KLIEP improves over CS and KMM in obtaining a general weight function that can be applied to points that are not available at training time. The method can be computationally intensive at times, especially when a large number of target samples are available. In this case, subsampling or clustering can be done to reduce computational cost in the estimation of the basis functions. KLIEP has similar issues to CS and KMM in that we still require X = Z, and further require F and G to be mutually absolutely continuous.
III. DIMENSION REDUCTION METHODS
Much of the importance weighting methods have similar drawbacks, namely that they have issues handling cases in which source and target data not only come from different distributions, but perhaps even have differing underlying structures, indicating that X = Z or supp(Z) is not contained in supp(X ). In this case, transformations of the source or target data (or typically both) are desired to obtain a representation that is hopefully invariant to domain changes.
Many dimension reduction methods require knowledge of the structure of the Grassmannian G(p, d) . We think of this space intuitively as the set of all d-dimensional subspaces of R p , i.e., the quotient space [10] . Elements of the Grassmannian are often identified by bases for their particular subspaces, e.g., as η ∈ R p×d with η T η = I d .
A. Intermediate Subspaces
The intermediate subspace approach (IS, [11] 
where X K+1 = X η z and Z 0 = Z η x . The newly acquired latent feature representation for the source data X is then just the concatenation of each of these matrices, which can be expressed as
with a similar representation being acquired for data Z * . Partial least squares [12] , hereafter called PLS, is performed to obtain a low-dimensional model operating on these expanded datasets. Some drawbacks to the IS method are its reliance on a large number of tuning parameters and the high dimensionality that must be overcome when many subspaces are desired.
B. Geodesic Flow Kernel
Geodesic flow kernel (GFK, [13] ) seeks improvements over the IS method. GFK attempts to remove the need for sampling along the geodesic between the source and target subspaces and uses a kernel approach to mitigate the extreme dimensionality of IS when a large number of subspaces are used. As before, we have η x , η z ∈ R p×d as bases for the source and target subspaces, respectively, and write their orthogonal complements as η
where U 1 , U 2 , Γ, Σ are given by the generalized singular value decomposition
We define Γ(t) and Σ(t) as diagonal matrices with cos(tθ i ) and sin(tθ i ) on the diagonal where Γ and Σ are diagonal matrices with cos(θ i ) and sin(θ i ) on the diagonal for i = 1, . . . , d.
Our goal is to use all t ∈ (0, 1) to obtain representations γ(t) T x for x in the source domain. Computationally this is infeasible, so we proceed through a kernel approach where
with G ∈ R p×p positive semidefinite and defined through matrices obtained using the previous generalized singular value decomposition. This kernel is used to perform prediction through using kernel nearest neighbor. Potential drawbacks to both IS and GFK are that the geodesic path between two subspaces may not be the most informative, especially when further labeling information is available. Moreover, all of the issues with kernel methods that were outlined previously hold for GFK as well.
C. Regularized Likelihood Directions
Regularized likelihood directions (RLD, [14] ) approaches the domain adaptation problem through sufficient dimension reduction [15] -we seek a transformation in which η is estimated so that P (Y ∈ A| η T x) = P (Y ∈ A| x) for some set A. Many of the previous dimension reduction approaches can be reinterpreted as enforcing normality constraints on the source and target data [16] . Here, we make a slightly more relaxed assumption that Y takes values in {1, . . . , C} and
where n y observations x y come from X with response variable y. Note that we write cov(X) = Σ x . Likelihood-acquired directions (LAD, [17] ), seek to maximize
is proportional to a likelihood function. This is done through conjugate gradient ascent on G(p, d), as described in [18] . RLD proceeds in a similar fashion to KMM in that it attempts to keep the means of the source and target distributions close, this time withinclass. To do this, we define
for a fixed λ > 0 as a regularization term to be included into the overall maximum likelihood framework. Here we let γ ∈ R q×d as we do not necessarily have p = q. However, if p = q, letting γ = η often results in improvements because we estimate a smaller number of parameters from the same data. Since often we only have a small number of realizations from z, second moments will not be constrained. Our goal then becomes to solve
While this method is defined as requiring within-class means from the target distribution, we can adapt it to match only global means in the unsupervised case.
IV. EXPERIMENTS
We test the outlined methods against each other (as well as a baseline method) using synthetic and real datasets. The real data considered will be the age estimation problem given in Figure 1 , while the synthetic dataset is outlined below. The baseline method used is simply a least squares classifier using PCA with no adaptation. Both unsupervised and semisupervised problems will be considered. All methods were outlined for the unsupervised case. In the semisupervised case, the data used for estimating the model is augmented with the given labeled target data; for all methods this is also included as the "target" data used to estimate the weights or transformation.
For CS, we learn density functions using a radial kernel density estimation procedure with a Gaussian kernel, i.e.,
where H is a diagonal bandwidth matrix, with each diagonal element chosen according to the rule of thumbĥ j = n −1/(p+4)σ j withσ j the estimated standard deviation for column j of X [19] . A similar density estimate is obtained for g. We choose a Gaussian kernel over a more efficient kernel (e.g., Epanechnikov) due to its infinite support.
For KMM, we take = 1 − n −1/2 and W = 1000 as in [8] , but set σ = 1e − 4 as it yielded better results in practice than the authors' suggestion of σ = 1e − 1. For KLIEP, we take = 1e − 3 and σ = 1e − 1. For IS, we set the number of intermediate subspaces to 8, and for RLD we set λ = 1 for the simulation and λ = .2 for the real-world data. These tuning parameters were found to give the best results. More intelligent parameter selection can be done, e.g., in [20] for regularization parameters or [21] for bandwidths. Other types of cross-validation can be performed for all methods, though for many of them this results in a large amount of computational expense. For RLD, we use the sgmin implementation provided by Lippert and Edelman [22] . To easily incorporate weights-and to reduce computational complexity-a one-vsall least squares classifier is estimated for all methods except GFK, which uses kernel nearest neighbor. For the baseline and instance-weighting methods, PCA is first performed to reduce the effect of the high dimensionality. For the case where p = q, features from the higher-dimensional space are transformed into the lower-dimensional space using PCA for all methods except RLD.
A. Simulation Studies
For the simulation studies, we generate 200 observations in R 6 for the source data and 300 observations in R 4 for the target data in three classes. We generate the source data as multivariate normal with zero mean and covariance matrix with
The target data is generated as a mixture of two normals, one with a mean vector of ones and covariance matrix
the other with a mean vector of negative ones and covariance matrix
each with equal weight. We generate both η and γ with random normal entries in R 6×2 and R 4×2 , respectively, and take their orthogonalizations. The labels are generated as
where ∼ N (0, .5 2 ). The response values y are then discretized into three categories by thresholding them at their one-third and two-thirds quantiles. Similar labels are generated for the target data using γ.
Each study is run ten times, and the average misclassification rate is recorded for all methods under consideration, along with the standard deviation. For the unsupervised case, we use half of the source data and half of the target data to build the model, while testing the model on the remaining half of both the source and target data. For the semisupervised studies, we build the model again on half of the source data, this time selecting three observations per class from the target data to use in parameter estimation. We then test this model on the remaining half of the source data and all 300 of the target data points. Misclassification rates are given in Table I with standard deviations given in parentheses. It seems there is no clear cut best method on either the source or the target. RLD looks to be a clear winner for all cases except semisupervised same-dimension on the source data and unsupervised differing-dimension on the target data. In the first of these exceptions all methods seem to perform equally well, with KLIEP performing best; in the second, again all methods yield similar results, this time with KMM coming out ahead. The good performance of RLD is partly due to the fact that the underlying model was linear in its arguments. Nonlinear models require more complicated techniques [14] . Note that most methods saw performance drops when moving from source to target, with most of the top methods performing better than the baseline on the target data, an indication that accounting for the domain shift is a worthwhile approach.
B. Real-World Data
We will consider an age estimation problem from the data at [1] described in the Introduction (see Figure 1) . For all methods we first apply the inverse exponential map. This map sends predictors under consideration to the tangent space about the manifold on which these predictors lie, which is in turn normal Euclidean space. See [23] for numerical methods to compute this map.
All results are given for the semisupervised case. The source data will be the original landmark points, while the target data consists of source landmark points rotated at a randomly sampled angle betwen 0 and pi/4. We sample with replacement 250 observations per class from the source data and 50 observations per class from the target data to build the model, while testing on the remaining source and target data. Here, "classes" are obtained by thresholding the continuous response variables at their median (obtained from the labeled source data). This categorical information is then used to estimate transformations in the RLD framework. The square root of the age variable is used as this guarantees nonzero estimates and has been shown to improve performance [16] . As in the simulations, the sampling is done ten times, with the average mean absolute error recorded, along with the standard deviation.
Results are given in Table II , where the estimated dimension is taken to be both 8 and 16. In the same-dimension unsupervised cases, the dimension reduction methods come out ahead, being the only methods to obtain significantly better results than the baseline method. A similar scenario occurs in the different dimension case, in which we remove half of the landmark points at random. However, here the only method to perform significantly better than the baseline is the RLD method. GFK performs much worse in this case, mainly due to the fact that age estimates are obtained using a nearest neighbor method as opposed to a regression model. In all cases, CS performs poorly. Improvements to this method might be possible if more advanced, manifold-valued density estimates were considered on the original data as opposed to the transformed data that was used.
V. CONCLUSION
When the distribution of features is heterogeneous across training and testing sets, modifications can be made to aid in prediction. We outlined two different paradigms: instance weighting methods in which each observation is assigned a weight to even out distributional differences, and dimension reduction methods in which feature spaces are sought that minimize the discrepancy between training and testing sets. There have been many approaches within each of these frameworks. RLD works well when the underlying model is linear, and seems to perform best overall on a structured regression problem, with IS and GFK performing similarly well, at least when source and target dimensions are the same. In any case, using some method to account for a domain shift can go a long way to improving predictive performance in pattern recognition tasks.
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