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Abstract—Multi-dimensional scaling (MDS) plays a central role in data-exploration, dimensionality reduction and visualization.
State-of-the-art MDS algorithms are not robust to outliers, yielding significant errors in the embedding even when only a handful of
outliers are present. In this paper, we introduce a technique to detect and filter outliers based on geometric reasoning. We test the
validity of triangles formed by three points, and mark a triangle as broken if its triangle inequality does not hold. The premise of our
work is that unlike inliers, outlier distances tend to break many triangles. Our method is tested and its performance is evaluated on
various datasets and distributions of outliers. We demonstrate that for a reasonable amount of outliers, e.g., under 20%, our method is
effective, and leads to a high embedding quality.
F
1 INTRODUCTION
MUlti-dimensional Scaling (MDS) is a fundamentalproblem in data analysis and information visualiza-
tion. MDS takes as input a distance matrix D, containing
all
(N
2
)
pairs of distances between elements xi, and embeds
the elements in d dimensional space such that the pairwise
distancesDij are preserved as much as possible by ||xi−xj ||
in the embedded space. When the distance data is outlier-
free, state-of-the-art methods (e.g., SMACOF) provide sat-
isfactory solutions [1], [2]. These solutions are based on an
optimization of the so-called stress function, which is a sum
of squared errors between the dissimilarities Dij and their
corresponding embedding inter-vector distances:
StressD(x1, x2, ...xN ) =
∑
i6=j
(Dij − ||xi − xj ||)2.
In many real-world scenarios, input distances may be
noisy or contain outliers, due to malicious acts, system
faults, or erroneous measures. Many MDS techniques deal
with noisy data [3], [4], but little attention has been given
to outliers [5], [6], [7]. We refer to outliers as opposed to
noise, as distances that are significantly different than their
corresponding true values.
Developing a robust MDS is challenging since even a
small portion of outliers can lead to significant errors. This
sensitivity of MDS to outliers is demonstrated in Figure 1,
where only two pairwise distances (out of 435 pairs) are
erroneous (colored in red in (a)), cause a strong distortion in
the embedding (b). To highlight the embedding errors, we
draw lines connecting between the ground truth positions
and the embedded positions.
In this paper, we introduce a robust MDS technique,
which detects and removes outliers from the data and hence
provides a better embedding.
Our approach is based on geometric reasoning with
which the outliers can be identified by analyzing the given
input distances. This approach follows the well-known id-
iom ”prevention is better than a cure”. That is, instead of
recovering from the damage that the outliers cause to the
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Fig. 1: Two outlier distances (marked in dashed lines on
the left) lead to a significant distortion in the embedding,
as reflected by the large offsets between ground-truth and
embedded positions, shown on the right.
MDS optimization, we prevent them in the first place, by
detecting and filtering them out.
We treat the distances as a complete graph of
(N
2
)
edges.
Each edge is associated with its corresponding distance and
forms N − 2 triangles with the rest of the N − 2 nodes.
The premise of our work is that an outlier distance tends to
break many triangles. We refer to a triangle as broken if its
triangle inequality does not hold. As we shall show, while
inlier edges participate in a rather small number of broken
triangles, outlier edges participate in many. This allows us
to set a conservative threshold and classify the edges and
their associated distances as inliers and outliers (See Figure
2).
Generally speaking, MDS is an overdetermined problem
since the distance matrix contains many more distances than
necessary to solve the problem correctly. Hence, the idea
is to detect distances that are suspected to be outliers and
remove them before applying the MDS. In the following, we
denote and refer to our robust MDS method with TMDS.
As we shall show, our technique succeeds in detecting
and removing most of the outliers without any parameters,
while incurring a rather small number of false positives, to
facilitate a more accurate embedding. We tested, analyzed
ar
X
iv
:1
80
2.
02
34
1v
1 
 [c
s.C
V]
  7
 Fe
b 2
01
8
2and evaluated our method on a large number of datasets
with varying portions of outliers from various distributions.
2 BACKGROUND
MDS was originally used and developed in the field of Psy-
chology, as a means to visualize perceptual relations among
objects [8], [9]. Nowadays, MDS is used in a wide variety of
fields, such as marketing [10], and graph embedding [11].
Most notably, MDS plays a central role in data exploration
[12], [13], [14], and computer graphics applications like
texture mapping [15], shape classification and retrieval [16],
[17], [18] and more.
Several methods were suggested to handle outliers in
the data (e.g., [5], [7]). Using Sammon weighting [19] leads
to the following stress function:∑
i 6=j
(Dij − ||xi − xj ||)2
Dij
.
This objective function can effectively be considered as
robust to elongated distances since it decreases the weights
of long distances. We differentiate between two types of
outliers: larger and shorter outliers (colored in blue and red,
respectively, in Figures 3 and 4), since their characteristics
and effects are different and may thus require different
treatments. In (a) we show 2D data elements, where the
outliers are marked in red and blue. In (b) we show their
positions recovered by applying a state-of-the-art MDS (i.e.,
SMACOF) and in (c) the results of Sammon method [19].
As can be observed, Sammon method can deal well with
elongated distances, by assigning them with low weights.
However, shortened distances are not dealt with well, as
they are assigned larger weights which lead to a distorted
embedding.
The most related work to ours is the method presented
by Forero and Giannakis [6], hereafter referred to as FG12.
They use an objective function F (X,O) that aims to find an
embedding X and an outliers matrix O that minimize the
following:∑
i<j
(Dij − ||xi − xj || −Oij)2 + λ
∑
i<j
1(Oij 6= 0),
where λ regulates the number of non-zero values in O that
represent outliers.
Setting the size of λ to control the sparsity of Oij is not
easy. If λ is too big, too few outliers are detected; if it is too
small, too many edges are treated as outliers. As we shall
show, close values of λ can lead to different results. This
phenomenon is shown in Figure 5 (a-c). Thus, careful tuning
of λ is required to achieve good results. This is an overly
complex process, since, as well shall show, the algorithm is
also sensitive to the initial guess.
Note that X has d × N unknown variables and O has(N
2
)
variables. This amounts to a considerable increase in the
number of parameters, and hence it is significantly harder
to optimize FG12 compared to SMACOF. This is evident in
Figure 5 where we show (d-f) that with the same λ applied
to the same dataset, but with different initial guesses. As
shown, the three initial guesses yield a different number
of edges that are considered as outliers. This behavior of
the FG12 method can also be observed in Figure 6. Note
that for the yellow curve, λ = 1.8 is the value that detects
the correct number of outliers. However, for the same value
of λ the blue plot detects most of the edges as outliers.
This highlights the sensitivity of the FG12 method and
emphasizes that we cannot set the value of λ even when
we have a good estimation of the number of outliers in the
system.
3 DETECTING OUTLIERS
Our technique estimates the likelihood of each distance to be
an outlier. We treat the
(N
2
)
distances as a complete graph of(N
2
)
edges connecting theN vertices. Each edge is associated
with its corresponding distance and forms N − 2 triangles
with the rest of the N − 2 elements. The key idea is that
inlier edges participate in a rather small number of broken
triangles, while outlier edges participate in many. As we
shall see, by analyzing the histogram of broken triangles,
we can set a conservative threshold and classify the edges
and their associated distances as inliers and outliers. See
Figure 2.
Let D represent the pairwise distances among graph
vertices. In the presence of outliers, some of the edges do
not represent a correct Euclidean relation. In particular, an
erroneous edge length tends to break a triangle formed by
the edge and its two endpoint vertices, and a third vertex
from among the rest of the N −2 vertices. Recall that here, a
broken triangle is one for which the triangle inequality does
not apply.
We can easily identify all the broken triangles by travers-
ing all triangles in the graph. For any triangle with edges of
length (d1, d2, d3) where d1 ≤ d2 ≤ d3, we test: d1+d2 < d3
We then count for each of the edges in the graph, the
number of broken triangles it participates in. This yields
a histogram H , where H(b) counts the number of edges
that participate in b broken triangles. Figure 7 depicts such
a typical histogram. As can be observed, most of the edges
participate in a small number of broken triangles. The long
tail of the histogram is associated with outliers.
It should be noted that an outlier edge does not neces-
sarily break all its triangles, but in large numbers it stands
out, and as we shall see, is likely to be detected.
We wish to determine a threshold φ to classify the outlier.
That is, an edge which participates in more than φ broken
triangles is classified as an ourlier. The threshold φ cannot
be set to accurately classify the inlier/outlier edges. Instead,
we propose a simple way to determine this threshold by
analyzing the histogramH . We set φ to be the smallest value
that satisfies the following two requirements:
1)
∑φ
b=1H(b) ≥ |E|/2
2) H(φ+ 1) > H(φ)
The first requirement assures that most of the edges are
not considered as outliers. This assumption holds in most
cases, but can be adjusted according to the problem setting.
The second requirement corresponds to the observation that
outlier edges tend to form a high bin along the tail of the
histogram H (Figure 7). This simple heuristic performs well
empirically (see Section 4).
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Fig. 2: The effect of distorting two distances, marked by red dashed lines (a). The green lines represent edges that violate
the triangle inequality (b). A stronger distortion leads to a larger number of broken triangles (c)
After the threshold is selected, we can remove the as-
sociated distances from the data, and use the remaining
distances to compute an embedding using MDS. A high-
level pseudo code of TMDS is described in Algorithm 1.
Algorithm 1: TMDS
Let D be a dissimilarity NxN matrix.;
1. Calculate Countij - the number of broken triangles
where the edge Dij participates.
2. Calculate the histogram H(b), where the bin H(b)
counts the number of edges that participate in
exactly b broken triangles.
3. Find the threshold φ according to 1 and 2.
4. Let F be an N ×N matrix where:
Fij =
{
0, Countij > φ
1, otherwise
}
5. Execute a weighted MDS with an associated weight
matrix F .
4 ANALYSIS
4.1 Algorithm complexity
Testing all the triangles to identify the broken ones, amounts
to a time complexity ofO(N3), an order of magnitude larger
than that of SMACOF (O(N2)). To avoid increasing the total
time complexity of the MDS method, we can subsample
O(N2) triangles and build the histogram based only on
them. We can use uniform sampling, where, for every edge
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Fig. 3: (a) The blue lines represent the enlarged distances.
(b) embedding with SMACOF. (c) Sammon embedding.
N SMACOF TMDS FG12
150 2 4.84 15.9
300 3.5 9.35 59.4
450 5.5 19.6 105.5
600 8.9 32.2 207.8
750 13.5 46.9 309.4
900 14.8 59.9 491.4
TABLE 1: CPU time in seconds of three embedding algo-
rithms of data sampled uniformly from a 2d unit hypercube
with a various number (N ) of objects. The distance matrix
was contaminated with 10% outliers. All the methods were
implemented in Matlab and tested on a single core of i3-
6200U processor. For TMDS we sampled 100 triangles per
edge, and for FG12 we used λ = 2. TMDS is faster than
FG12 and compared to SMACOF has a close to constant
multiplicative overhead, as expected.
Dij , we sample a constant number of points to form a
constant number of triangles. As can be observed in Figure
8, testing too few triangles, may impair the detection rate.
It can be seen that 45 triangles per edge are enough to
detect most of the outliers, and that it scales well with
N. Empirically, we observed that sampling twice as many
triangles as the expected number of outliers is an effective
rule-of-thumb. In practice, for N = 100 TMDS without any
sub-sampling takes only 2 seconds using a non-optimized
implementation in Matlab, while computing the embedding
itself using SMACOF takes 1.9 seconds. This suggests that
the filtering step does not incur significant overhead. See
Table 1.
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Fig. 4: (a) The blue lines represent the shortened distances.
(b) embedding with SMACOF. (c) Sammon embedding.
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Fig. 5: (a-c) Different λ applied to the same dataset with the
same initial guess, leads to different embedding qualities.
(d-f) Same λ applied to the same datasets with different
initial guesses, yields different embedding qualities.
4.2 Evaluation
To evaluate TMDS, we use synthesized data of various mag-
nitudes, dimensions, and portions of outliers. We measure
the precision-recall performance of detecting the outliers,
and the quality of the embedding with and without our
outlier filtering. More precisely, we synthesize ground-truth
data by randomly sampling N points in a d dimensional
hypercube, and compute the pairwise distances D between
them. We randomly pick M elements and replace them with
a random element from the distance matrix.
Qualitative evaluation. We use Shepard Diagrams to vi-
sually display the classification of data elements as either
outliers or inliers. In the diagram in Figure 9, each point rep-
resents a distance. The X-axis represents the input distances
and the Y-axis represents the distance in the embedding
result. Points on the main diagonal are inliers representing
the distances that are correctly preserved in the embedding.
The red circles represent the distances that TMDS detects as
outliers. The blue off-diagonal points are the false negatives,
and the red dots on the diagonal are false positive distances.
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Fig. 6: This graph presents the number of non-zero elements
in O (which represent outliers) as a function of λ. The
three plots were generated using different initial guesses
that were uniformly sampled. This suggests that the FG12
method is overly sensitive to the initial guess. For this
experiment we used N = 50 (1225 edges) and 100 outliers
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Fig. 7: Histogram H(b) counts the number of edges that
break ’b’ triangles. It can be seen that most of the edges
break only a few triangles. The tail of the histogram is
associated with outliers. The y-axis is logarithmic to better
perceive the variance.
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Fig. 8: The number of outliers detected as a function of the
number of subsampled per-edge triangles. The data consists
of 15 outliers.
The number of false positives and negatives increases as the
number of outliers increases.
Quantitative evaluation. We employ two models to quan-
titatively evaluate TMDS. In the first, we select outliers at
random, while in the second all edges are distorted by a
log-normal distribution.
First, we measure the accuracy of outlier detection using
precision-recall. Each distance is classified as either inlier or
outlier, and the detection can thus be regarded as a retrieval
process, where precision is the fraction of retrieved outliers
that are true positives, and recall is the fraction of true
positives that are detected. As can be observed in Figure 10,
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Fig. 9: Shepard Diagram. Each point represents a distance.
The X-axis represents the input distances and the Y-axis
represents the distance in the embedding result. The red
circles represent the edges that are considered as outliers.
(a) 2% outliers. (b) 10% outliers.
5our precision and recall are high, where the first moderately
decreases with the number of outliers and the latter in-
creases. The precision is larger than 75%, which implies that
a non-negligible portion of the filtered distances are false
positives. However, the excess of filtering is not destructive
since MDS is an over-determined problem. Yet, at some
point, filtering too many distances impairs the embedding,
as will be demonstrated in a separate experiment below.
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Fig. 10: Precision and Recall plot. N=70.
The detection probability. Figure 11 shows the probabil-
ity of an outlier to be detected as a function of its error
magnitude, which is measured by the ratio between the
actual distance dout and the true distance dGT . As can be
observed, edges that are strongly deformed (either squeezed
or enlarged) are likely to be detected. This holds also for
higher dimensions.
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Fig. 11: The outlier detection rate as a function of the shrink-
age enlargement of the outliers relative to the ground-truth
value. Edges that are strongly deformed (either squeezed or
enlarged) are likely to be detected. Note that the X-axis is
logarithmic: log2(dout/dGT ).
Embedding evaluation. To obtain insight about the em-
bedding performance of points X1, ..., XN , we used the
following score:
Sij =
∣∣∣∣ log ||Xi −Xj ||Dij
∣∣∣∣
Then, we take the average of Sij as the score for the
embedding. This scoring treats shrinkage and enlargements
equally, where a low score implies a better embedding. The
results of the evaluation are displayed in Figure 12. The plot
shows that when the portion of outliers is less than 22%, our
pre-filtering performs better than applying SMACOF MDS
directly. A larger amount of outliers causes TMDS to filter
out too many inliers and impairs the embedding.
Log-normal distribution. We generated synthetic data that
mimics realistic data characteristics, by sampling N data
points uniformly in a d-dimensional hypercube, and form-
ing the respective distance matrix D. We distorted the
distances using factors of log-normal distribution. That is,
every distance Dij is multiplied by a factor sampled from
a log-normal distribution, where the log-normal mean is
1. Note that these distorted distances include both noise
and outliers. The results of those simulations with different
log standard deviation σ are presented in Figure 13. Note
that for larger σ values, which signify larger errors, the
effectiveness of TMDS is more significant.
Non-uniform Distributions. We further evaluated TMDS
on non-uniform structured data. The embedding of data sets
with clear structures are shown in Figure 14. As we shall
discuss below, one of the limitations of TMDS is handling
straight lines. This is evident in Figure 14, where our em-
bedding is imperfect (b), albeit better than without filtering
(a). In (c-d), the structured data is numerically easier for
filtering. As demonstrated, the accuracy of the embedding
of the data with 15% outliers is high.
4.3 Limitations
As described, our algorithm consists of two parts - building
the histogram of broken triangles and setting the thresh-
old. Each part has it own limitations. The analysis of the
histogram assumes that outlier edges break many triangles,
while inliers do not. This assumption may not hold when a
large number of triangles are broken also by inlier distances.
This may happen when Dij = Dik + Dkj , but due to
numerical issues,Dij > Dik+Dkj , for example, when many
points reside along straight lines. Setting the threshold φ is
merely a heuristic that may fail when there are too many
outliers, or too few that have a special distribution that
confuses the heuristics and causes half of the data to be
considered as outliers.
5 EXPERIMENTS
A Matlab implementation is available at goo.gl/399buj.
In the previous sections, we have tested and evaluated
our method (TMDS) using synthetic data for which we
have the ground truth distances. We have shown that the
MDS technique of Forero and Giannakis [6] is sensitive
to the initial guess and its performance is dependent on
a user-selected parameter. In the following, we evaluate
our method on data for which the ground truth is not
available. To evaluate the performance, we compare TMDS
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Fig. 12: A comparison between SMACOF and TMDS as
a function of outlier rate. Up to 22% TMDS has better
performance.
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Fig. 13: A comparison between SMACOF and TMDS for
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Fig. 14: The embedding of a ’PLUS’ shaped dataset (upper
row) with 10% outliers, and a ’SPIRAL’ shaped dataset
(bottom row) with 15% outliers. Each embedding point is
connected to its ground-truth point.
with a SMACOF implementation of MDS using numerous
common measures that assume ground truth labels, but not
distances. The labels are used for evaluation only. First, we
test TMDS on two real datasets available on the Web, for
which the ground truth distances are available. Next, we
evaluate TMDS on three datasets for which ground truth
distances are unavailable, but classes labels exist.
SGB128 dataset This dataset consists of the locations of
128 cities in North America [20]. We compute the distances
among the cities, and introduce 15% outliers. Figure 15
shows the ground-truth locations, the embedding obtained
by SMACOF on the outlier data and the result of SMACOF
after applying our filtering technique. As can be seen, apply-
ing the filtering prior to computing the embedding yields a
significant improvement.
Protein dataset This dataset consists of a proximity
matrix derived from the structural comparison of 213 pro-
tein sequences [21], [22].These dissimilarity values do not
form a metric. Each of these proteins is associated with
one of four classes: hemoglobin- (HA), hemoglobin- (HB),
myoglobin (M) and heterogeneous globins (G). We embed
the dissimilarities using SMACOF with and without our
filtering. We then perform k-means clustering and evaluate
the clusters with respect to the ground-truth classes. The
results are shown in Figure 16. The clustering results are
evaluated using four common measures: ARI, RI and MOC.
As can be seen, TMDS outperforms a direct application of
SMACOF by all the measures.
6 GRAPHICAL DATASETS
In the following, we conduct experiments to show the effec-
tiveness of our robust MDS for visualization of graphical
elements. Specifically, we use three datasets, one of 2D
shapes taken from the MPEG7 dataset [23] and 1070db [24]
shape dataset, one of motion data (CMU Motion Capture
Database mocap.cs.cmu.edu) and one of 3D shapes [25]. For
each of the sets we use an appropriate distance measure
to generate an all-pairs distance matrix, and then create a
map by embedding the elements using SMACOF MDS and
our robust MDS. More specifically, we use inner distance to
measure distances between 2D shapes, LMA-features [26]
for measuring distances between sequences, and SHED [27]
to measure the distances among 3D shapes.
We evaluate the embedding qualitatively and quan-
titatively. Since the ground truth is unavailable, we use
the known classes for the evaluation. We expect a good
embedding to separate the classes into tight clusters, and
specifically avoid intersections among them. Qualitatively,
this can be observed in the three side-by-side comparisons
of the SMACOF vs. TMDS embedding in Figures 17, 18, 20,
22, and 21. To measure it quantitatively, we use two com-
mon measures, namely Silhouette Index [28] and Calinski
Harabasz [29], which analyze how well the different classes
are separated from each other. We also use common mea-
sures to analyze how well a clustering technique succeeds
in clustering the data. We apply K-means and measure its
success using AMI [30], NMI [31], and Completeness and
Homogeneity measures [32]. As can be noted in Table 2,
our TMDS method outperforms SMACOF in all of these
measures.
The dissimilarity measures we use in all the experiments
are not a metric and thus the meaning of outliers should
be understood accordingly. The removal of outliers in such
a context merely enhances the distances to better conform
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Fig. 15: Two-dimensional embedding of SGB128 distances
with 10% outliers. The green dots are the ground-truth
locations and the magenta dots represent the embedded
points.
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Fig. 16: Average cluster index value of 10 executions. The
embedding dimension is set to 6, since for lower dimensions
SMACOF fails due to co-located points.
with a metric. Nevertheless, as can be clearly seen, in all
cases, TMDS enhances the maps and provides a better
separation of the classes. Still, as can be observed in Figures
20, 21 and 22, the embedded results are not necessarily
perfect, in the sense that there are some elements that are
not embedded close enough to the rest of the elements in
their respective classes. Note that for completeness, we add
results obtained with the method of Forero and Giannakis
[6], for which we set λ = 2.
7 DISTRIBUTION OF DISTANCES
In this section, we seek to analyze the probability that a
triangle is broken by an erroneous edge, assuming that
errors have the same distribution as distances. Thus, given
a triangle formed by p1, p2, p3 in a d-dimensional unit
hypercube, we should learn the distribution of distances of
triangle edges to facilitate the estimation of the probability
that an erroneous edge breaks the triangle inequality.
We begin by analyzing the distribution of edge lengths.
Let p1, p2 ∼ U([0, 1]d) be two points in a d-dimensional unit
hypercube, uniformly randomly sampled.
The distance D(p1, p2) =
√∑d
i=1
(
p
(i)
1 − p(i)2
)2
has
normal distribution with mean and variance of
√
d
6 and
7
120 , respectively, and the approximation gets better as d
increases. The proof is provided in [33].
Hereafter, we denote µ =
√
d
6 and σ
2 = 7120 .
We empirically calculated Cov (D(p1, p2), D(p2, p3)) -
the covariance between D(p1, p2) and D(p2, p3), for sev-
eral dimensions, and found that it has a constant value
of 0.008. This allows us to approximate the mean E and
variance V ar for PD = D(p1, p2) + D(p2, p3) and MD =
D(p1, p2) −D(p2, p3), assuming that their distributions are
normal:
E(PD) = 2µ
V ar(PD) = 2σ2 + 2Cov(D(p1, p2), D(p2, p3))
= 2σ2 + 0.016 u 2.27σ2
E(MD) = µ− µ = 0
V ar(MD) = 2σ2 − 2Cov(D(p1, p2), D(p2, p3))
= 2σ2 − 0.016 u 1.73σ2
These normal distributions are displayed in Figure 23 for
dimensions 6, 10, and 30. As can be noted, the accuracy of
the approximations increases for higher dimensions.
Given the above distributions, we are now ready to esti-
mate the probability of a triangle to break by an erroneous
edge.
Theorem 1. Let p1, p2, p3 be three points uniformly randomly
and independently sampled in a d-dimensional unit hypercube.
Given the above distance distributions, and let the edge (p1, p3)
be an outlier distance, the probability that the triangle p1, p2, p3
is broken is
2× Φ( −µ√
2.73σ
) + Φ(
−µ√
3.27σ
),
where Φ stands for standard normal cumulative distribution
function.
Proof. It was shown above that
D(p1, p3) ∼ Norm(µ, σ2)
D(p1, p2) +D(p2, p3) ∼ Norm(2µ, 2.27σ2)
D(p2, p3)−D(p1, p2) ∼ Norm(0, 1.73σ2),
D(p1, p2)−D(p2, p3) ∼ Norm(0, 1.73σ2)
where Norm stands for normal distribution.
Assuming that D(p1, p3) and D(p1, p2), as well as
D(p1, p3) and D(p2, p3) are independent, a triangle breaks
if one of the following inequalities is satisfied:
D(p1, p2) +D(p2, p3) < D(p1, p3)
D(p1, p2) +D(p1, p3) < D(p2, p3)
D(p1, p3) +D(p2, p3) < D(p1, p2)
Then, the probabilities for these independent cases are:
Pr(D(p1, p2) +D(p2, p3) < D(p1, p3)) = Φ(
−µ√
3.27σ
)
Pr(D(p1, p2) +D(p1, p3) < D(p2, p3)) = Φ(
−µ√
2.73σ
)
Pr(D(p1, p3) +D(p2, p3) < D(p1, p2)) = Φ(
−µ√
2.73σ
)
Thus, the probability for a triangle to break due to an
outlier edge is simply their sum:
2× Φ( −µ√
2.73σ
) + Φ(
−µ√
3.27σ
)
Note that the assumption that an outlier behaves simi-
larly to a common distance (i.e., same distributions) makes
its detection harder.Nevertheless, as we showed above, an
outlier breaks a large number of triangles. For example,
assuming that triangles are independent, with d = 2 ,
24% of the triangles that are associated with an outlier
edge are broken. This number is validated by our empirical
evaluations above. Also, note that µ is a function of d,
thus as the dimension d increases, µ also increases, and the
probability above decreases.
8(a) (b)
Fig. 17: Embedding of shapes from using (a) SMACOF MDS and our Robust MDS (b). As can be seen, the four classes of
shapes are better separated using our method. This is also qualitatively supported by the silhouette measure as we shall
elaborate in Section 5.
SMACOF TMDS
Fig. 18: Embedding of 3D shapes dissimilarity matrix. As can be seen, the six classes of shapes are better separated using
TMDS. This is also qualitatively supported in Table 2.
SMACOF TMDS
Fig. 19: Embedding of the motion data of three classes into 2D space. Note the blue data points that are mixed up with the
green ones on the left (SMACOF), versus the better separation on the right (TMDS).
8 CONCLUSIONS
We presented a technique to filter distances prior to ap-
plying MDS, so that it is more robust to outliers. The
technique analyzes the triangles formed by three points and
their pairwise distances, and associates distances to broken
triangles. Not every outlier is associated with a broken
triangle, and an edge associated with a broken triangle is not
necessarily an outlier. Thus, it is expected to produce both
false positives and false negatives. However, as we showed,
as long as the portion of outlier edges is reasonable, i.e.,
20%, the false positives are non-destructive, and the quality
of the embedding is high. Most notably, when the number
of outliers is particularly small, as in reasonable real-world
scenarios, the accuracy of our technique is particularly high
and the improvement over a direct MDS is significant. We
also showed that our technique is useful to distill the data
before applying MDS, even when there are no significant
outliers.
In our work, we focused on Euclidean metric, however,
the technique can also be applied to other metrics. For
example, in psychology and marketing it is common to use
the family of Minkowsky distances [34], [35]:(
n∑
i=1
|xi − yi|p
)1/p
.
As long as p > 1, our method applies.
Beyond the generalization to other metrics, our tech-
nique is applicable to general embedding, and not restricted
to a specific stress function or MDS algorithm. As long as
the embedding method does not require a full dissimilarity
matrix, our method is viable.
We would like to stress that our method has no param-
eters. The threshold φ uses the value of |E|/2, which is
parameter-free. However, one can define φwith a parameter
9SMACOF TMDS
Fig. 20: Embedding of six classes from MPEG7 dataset. It can be seen that TMDS fixes the embedding (note the green class)
but yet it is still imperfect (note the blue rooster)
SMACOF FG12 TMDS
Fig. 21: Embedding of 100 random shapes, selected from 10 classes (10 shapes per class) from the 1070db dataset. TMDS
improves the embedding compared to SMACOF (note the olive color) and FG12 (note the red and the yellow classes). The
silhouette scores improve from 0.14 (SMACOF) and 0.19 (FG12), to 0.27 (TMDS)
SMACOF TMDS
Fig. 22: Embedding of three classes from the 1070db dataset. The gray lines present the outliers that were filtered by TMDS
(44 out of 1847; that is 2.3% ). TMDS improves the embedding of the magenta and blue classes. The red circles illustrate
shapes that are clearly not located close enough to the classes. Note that TMDS does not guarantee a perfect embedding.
that reflects the expected number of outliers, to refine the
accuracy of the method, i.e., to produce less false-positives.
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