Abstract. We provide approximation algorithms for some capacitated vehicle routing and delivery problems. These problems can all be viewed as instances of the following k-Delivery TSP:
Introduction. This paper considers two variations on the classical Travel-
ing Salesperson Problem (TSP): (a) the permissible routes are constrained by the requirement that objects must be delivered from sources to sinks by a vehicle of nite capacity k, and (b) the points to be visited may be moving with a known velocity. We de ne the k-Delivery TSP: Given n source points and n sink points in some metric space, with exactly one item placed at each source, compute a minimum length route for a vehicle of capacity k to deliver exactly one item to each sink, starting and ending at a xed location. Note that sources and sinks need not lie at distinct locations. This problem is an instance of vehicle routing or scheduling problems that have been the subject of intensive study in the literature 14, 23] . The problem is easily seen to be NP-hard via a reduction from TSP: place a source and a sink very close to each point of the TSP problem, and set k = 1; now, an optimal solution to the 1-Delivery TSP is an optimal solution to the TSP instance. Similar reductions can be devised for arbitrary nite k, and also for in nite k.
We provide what appear to be the rst known polynomial-time constant-factor approximation algorithms for this problem. Motivated by applications in areas such as robotics, we formulate a novel dynamic version of TSP where the points are moving in the plane, and partially extend our results to that case. In the process, we obtain an approximation algorithm for Maximum Latency TSP. All our algorithms run in In Section 2, we begin by considering 1-Delivery TSP or Bipartite TSP. This is closely related to the Swapping Problem for which Anily and Hassin 2] present a 2.5-approximation algorithm. We use matroid intersection to obtain a 2-approximation algorithm for this problem. In Section 2.1, based on the 1-Delivery approximation algorithm and additional lower bound arguments, we devise a 9.5-approximation algorithm for k-Delivery TSP with arbitrary nite k. It turns out that for in nite capacity k, the resulting problem is a special case of the \TSP with delivery and backhauls" for which Anily and Mosheiov 3] obtain a factor-2 approximation. The k-Collect TSP is a well-studied vehicle routing problem 1, 23] : it is the special case of the k-delivery TSP where all sinks are at the starting location of the vehicle. Altinkemer and Gavish 1] have shown a 2.5-factor approximation algorithm for this problem and also established its NP-hardness (for k 2). In this paper we motivate and present approximation algorithms for the Dynamic k-Collect TSP:
n point-objects are moving in the Euclidean plane with xed, identical velocities and a robot arm (starting at the origin) with capacity k must pick up and deliver these objects to the origin. Observe that the Dynamic 1-Collect TSP, or simply Dynamic TSP, is a generalization of standard TSP to the case of moving points.
There does not appear to have been any prior theoretical work on Dynamic TSP. As described in Section 4, the dynamic problem arises in industrial robotics in the context of rapid deployment automation 10]. This problem also has some features of the time-dependent TSP 18, 32] wherein the distance function varies with time. We restrict ourselves to the case where the moving points' velocity is su ciently smaller than that of the robot arm. This is essential to ensure that the robot arm is able to retrieve all objects, and is certainly a valid assumption in the motivating application. An interesting variant, which we do not explore here, concerns the model where the velocities are unrestricted and the goal is to maximize the number of points visited, with possible restrictions on the total time available. Clearly, this would involve generalizing the Prize-Collecting TSP 5] to the case of moving points.
Two complications arise in the case of moving points. First, we lose symmetry in the distance matrix; fortunately though, since the points are all moving at the same velocity, there is some structure in this asymmetry. The second problem is that the distance of points to the origin is time-dependent, although the distances between moving points are time-independent. In addition, the dynamic variants have some interesting and counterintuitive aspects. For instance, suppose k = 1 and there are two points, initially at (10; 0) and (15; 0). The robot is initially at the origin. Assuming that the robot can move at speed 1 and the points move at speed 1/2 in the negative x direction, which point should be visited rst? It is easy to check that visiting the further point rst produces a smaller total time (20) than the other way round (roughly 22)! In general, the more time we spend visiting points early in the tour, the closer the later points would have moved to the origin, and so we would spend less time visiting them from the origin.
Thus, the dynamic problem has some features of Maximum Latency TSP: given a set of n points P = fp 1 ; : : :; p n g and a symmetric distance matrix (d ij ) satisfying the triangle inequality, nd a path starting at p 1 and visiting all other points so as to maximize the total latency of the points, where the latency of a point p i is the length of the path to that point. In Section 3, we give a 1=2-approximation algorithm for Maximum Latency TSP. We also study some variants that arise implicitly in the dynamic settings. While approximation algorithms for Minimum Latency TSP are known 7, 22], there does not appear to be any prior work on our version of the problem.
In Section 4.1 we establish some basic properties of travel-times involving moving points (such as the triangle inequality) that are not as obvious as they might seem. In Section 4.6, we show that an optimal Dynamic 1-Collect tour must visit points in decreasing order of distances to the origin and that the case k = 1 is an asymmetric TSP with bounded asymmetry. We then present a constant factor approximation for the Dynamic k-Collect problem for arbitrary nite k. Finally, some extensions are mentioned in Section 4.8.
In the rest of the paper we will refer to the sources as blue points and the sinks as red points. We will also assume for convenience that n is a multiple of k; our results can be extended to the general case by introducing a few dummy sources and sinks close to one of the original points.
1.1. Other Related Work. Capacitated delivery problems have been studied extensively in the literature 14, 23] , although the focus has mostly been on nding the optimal solution (using sophisticated branch and bound techniques, for example) and not on nding provably good approximations. Examples of such work include the 6]: for each vertex i there is a set P(i) of vertices that must be visited before visiting i, and we are required to nd an optimal TSP satisfying these constraints.
Although there does not appear to be any prior theoretical work on TSP with moving points, heuristics for related problems have been studied in the robotics literature (see, for example, Li and Latombe 30] ). The static k-Collect TSP has received considerable attention in the literature and the best-known result is the 2.5-approximation algorithm of Altinkemer and Gavish 1]. Also, the k-Person TSP is a related problem and has a 1.5-approximation algorithm due to Frieze 20] 2. The k-Delivery TSP. We begin by presenting an approximation algorithm for the 1-Delivery TSP that underlies our algorithm for the general case. When the vehicle has unit capacity, any delivery route must alternately pick up and deliver one item at a time. The corresponding graph problem is the following.
Bipartite Traveling Salesman Problem. Given an edge-weighted graph G satisfying the triangle inequality, with n blue vertices (sources) and n red vertices (sinks), nd the optimal bipartite tour starting and ending at a designated blue vertex s and visiting all vertices. A tour is bipartite if no two consecutively visited vertices have the same color.
Anily and Hassin 2] have shown a 2.5-approximation algorithm for a generalization of this problem known as the Swapping Problem. Their algorithm nds a perfect matching M consisting of edges that connect red and blue vertices, and uses Christo des' heuristic 13] to nd a tour T of the blue vertices. The nal delivery route consists of visiting the blue vertices in the sequence speci ed by the tour T, using the matching edges in M to deliver an item to a sink and return to the blue vertex (or \short-cut" to the next blue vertex on T). If OPT is the optimal delivery tour, clearly T 1:5OPT and M 0:5OPT, whereas the total length of the delivery tour is at most T + 2M 2:5OPT. We exploit some combinatorial properties of bipartite spanning trees and matroid intersection to improve this factor to 2.
A naive approach towards a 2-approximation is to mimic the well-known 2-approximation algorithm for the TSP problem: pick a bipartite spanning tree of G, perform a depth-rst traversal followed by short-cutting. A spanning tree of G is bipartite if each edge connects a red and blue vertex. Given a bipartite spanning tree T, we can think of it as a tree rooted at s, and do a depth-rst traversal of T with short-cuts (there may in general be several ways to short-cut) and obtain a tour of G. However, such a tour may not be bipartite; there are bipartite spanning trees that do not yield a bipartite tour regardless of how we do the depth-rst traversal and short-cuts (see Fig. 1 ).
Our 2-approximation algorithm is based on the following very simple observations.
Observations. Let T be a bipartite spanning tree where each blue vertex has degree at most 2; then, T has exactly one blue vertex v 1 of degree 1. If T is rooted at v 1 then every blue vertex has exactly one (red) child. Clearly, if we traverse this rooted tree T in (any) depthrst order, then the sequence of vertices visited are of alternating color. Clearly, the OPT bipartite tour contains a bipartite spanning tree where all blue vertices have degree at most 2. Therefore the weight of the minimum-weight bipartite spanning tree whose blue vertices have degree at most 2, is a lower bound on OPT. Again, if we can nd (in polynomial time) the minimum-weight bipartite spanning tree T whose blue vertices have degree at most 2, then a depth rst traversal of T with short-cuts will yield a tour whose length is at most twice OPT.
We now claim that the problem of nding T can be viewed as that of nding the minimum-weight, maximum-cardinality subset in the intersection of two matroids 29, 15, 16] . The two matroids in this case are: M 1 , the matroid of all bipartite forests, and M 2 , the matroid of all bipartite subgraphs whose blue vertices have degree at most 2. For completeness we review here the de nition of a matroid, following the standard text 29].
De nition. A matroid M = (E; I) is a structure in which E a nite set of elements and I is a family of subsets (called independent sets) of E, such that: 2 I and all proper subsets of a set I 2 I are in I; and, if I p and I p+1 are sets in I containing p and p + 1 elements respectively, then there exists an element e 2 I p+1 such that I p feg 2 I.
An example of a matroid is the graphic matroid M = (E; I) where E is the set of edges of an undirected graph, and a subset I E is in I if and only if I is cycle-free. Another example of a matroid is the matrix matroid M = (C; I) where C is the set of columns of a xed matrix A and a subset S of columns is in I if and only if the columns of S are linearly independent. A maximal-cardinality independent subset of a matroid is called a base of a matroid; all bases of a matroid have the same cardinality.
Returning to our problem, let E be the set of all edges that connect red vertices to blue vertices. Let F denote the collection of all subsets of E that are cycle-free, and let D denote the collection of subsets S of E such that no more than two edges of S are incident on any blue vertex. Then it is easily seen that M 1 = (E; F) and M 2 = (E; D) are matroids. In addition, the problem of nding a minimum-weight bipartite spanning tree where the blue vertices have degree at most two, is equivalent to the problem of nding a minimum-weight common base of M 1 and M 2 . This is a special case of the matroid intersection problem, which was rst solved in polynomial time by Edmonds 15, 16] . Other authors 9] have exploited the special structure of problems such as ours to improve the running times. We obtain the following theorem. 2.1. Extension to Finite Capacity Vehicles. We will now show how to obtain a constant-factor approximation for the case of arbitrary nite k using the algorithm for the unit capacity case. But rst, we will establish some lower bounds on the optimal solution. Let C k denote the (length of the) optimal k-Delivery tour, and let C r and C b denote the (length of the) optimal tours on the red and blue points respectively. Let A denote the weight of the minimum-weight perfect matching in the bipartite graph with red vertices on one side and blue vertices on the other. To keep the notation simple, we will often use the same symbol to denote a graph and its weight, and the context will make it clear which one is intended.
Proof. Part (a) is easy to see since C 1 consists of two perfect matchings and each is at least as heavy as A. To see part (b), start with an optimal k-Delivery tour C k : this de nes an ordering r 1 ; r 2 ; : : :; r n on the red points and an ordering b 1 ; b 2 ; : : :; b n on the blue points. We then construct a 1-Delivery tour T starting at the blue vertex b 1 as follows: Consider the blue vertices in the order imposed by C k , connecting the ith blue vertex b i to the earliest red vertex in the C k -ordering that has not already been connected to a blue vertex; then add another edge connecting this red vertex to the next blue vertex b i+1 (if this red vertex is the last one, connect it to the starting blue vertex b 1 ). By the triangle inequality, each edge e of T is no longer than the sum of the C k -edges connecting the endpoints of e; we can thus \charge o " each edge of T to a collection of edges of C k . Since there is never a surplus of more than k blue points in the tour C k , it follows that no edge of T is charged more than 2k times. Thus T 2kC k , from which part (b) follows since C 1 T.
The following lemma is straightforward.
We now use the lower bounds just presented to design a constant-factor approximation algorithm for the k-Delivery problem. We rst use Christo des' heuristic to obtain a 1.5-approximate tour T r of the red vertices and a 1.5-approximate tour T b of the blue vertices. Next, we decompose T r and T b into paths of k vertices each, by deleting a set of edges that are spaced along the tour at intervals of length k. In fact, there are k such sets of edges in a tour and we delete the set of maximum weight. It will be convenient to view each k-path as a \super-node" in the following. We now overlay the minimum-weight perfect matching of cost A on this graph. Note that any (red or blue) super-node now has degree exactly k, and that there may be several edges between two given super-nodes. Thus, we obtain a k-regular bipartite multi-graph. The following result due to K onig 26, 31] is crucial to the design of our algorithm:
Lemma 2.4. The edges of a d-regular bipartite multi-graph can be partitioned into d perfect matchings.
Using this result, we can partition the perfect matching A into k perfect matchings on the super-nodes. We pick the least-weight matching M out of these and delete all other edges of A. Clearly M A=k 1 2k C 1 . At this stage we have a collection of n=k subgraphs H 1 ; H 2 ; : : :; H n=k , each consisting of a red supernode connected via an edge of M to a blue supernode. Now we re-introduce the edges of T b that were removed when breaking T b into k-paths; this imposes a cyclic ordering on the subgraphs H i ; let us relabel them H 1 ; H 2 ; : : :; H n=k with this cyclic ordering, where H 1 contains the start blue vertex. We now traverse the subgraphs H 1 ; H 2 ; : : :; H n=k in sequence as follows. Within each subgraph H i rst visit all the blue vertices, then use the edge of M to go to the red side and visit all the red vertices, and then return to the blue side, and go to the blue vertex that is connected via an edge e of T b to the next subgraph H i+1 , and use the edge e to go to H i+1 (or H 1 if i = n=k).
We claim that this tour T is within a constant factor of the optimal k-Delivery tour. To verify this, notice that in short-cutting, by triangle inequality, we \charge" each edge of T b (that was not deleted) no more than 3 times, each edge of T r (that was not deleted) no more than 2 times, and each edge of M at most 2 times. Notice also that the set of deleted edges in T b and T r have total weight at least a 1=k fraction of the tour's weight. Thus, we obtain that 9:5k C k : Note that while for large k the approximation ratio is 9:5, for small k we do much better (e.g., 5:75 for k = 2).
Theorem 2.5. The above algorithm gives a 9:5 ? p 0 , such that the total latency of the points is maximized. If in a given path P the length of the ith edge traversed is e i then the latency of the jth point visited (j > 0) is L j = P j i=1 e i and the total latency L(P) is
(n ? i + 1)e i :
We would like to nd a path P for which L(P) is maximized. We can show that this problem NP-hard, by reducing from the Maximum Hamiltonian Path (MaxHP) problem. A related problem, minimum latency TSP, has been addressed in 7, 22] where constant-factor approximations are obtained. We show that the greedy strategy, \At any stage, visit the farthest unvisited point from the current point", achieves a total latency at least half of the maximum latency path. (In fact, it can also be seen from our proof that the greedy path has length at least half of the MaxHP from the starting point p 0 . This result was obtained previously by Fisher, Nemhauser and Wolsey 17] .) The key observation is the following lemma.
Lemma 3.1. Let G i be the length of the rst i edges in the greedy path starting from p 0 . Let P i be the length of the maximum i-path, i.e., the longest path that visits i vertices from p 0 . Then for i n, G i P i =2:
Proof. For brevity, paths/edges and their lengths are denoted by the same symbols. Consider the maximum matching M in the maximum i-path P i , i.e., the maximum-length collection M of independent edges from P Clearly the latency of the ith point in the maximum latency path is at most P i , so the lemma implies that the total latency of the greedy path is at least half that of the maximum latency path. Since P n is the MaxHP, it also follows that the greedy path is a 1 2 -approximation of the MaxHP. Lemma 3.1 implies our result.
Theorem 3.2. The greedy strategy of always visiting the furthest unvisited point achieves a total latency at least half that of the maximum latency path.
We can also show that the greedy heuristic works well for a di erent \latency measure" that arises implicitly in Dynamic k-Collect TSP. The desired result then follows from the fact that length(G) length(H )=2 (Theorem 3.2).
TSP for Moving Points: Dynamic k-Collect TSP. The Dynamic k-
Collect TSP (de ned in the introduction) is inspired by the following application in industrial robotics. After manufacture, parts are dumped onto a conveyer belt in arbitrary positions and orientations. Prior to packaging (or assembly), the parts must be collected by a robot arm of capacity k and delivered to an empty pallet at a xed location (not on the belt) that can be treated as the origin of the coordinate space. Once lled, the pallet is moved away by another conveyor belt, and a new empty pallet appears at the origin. The general scenario of designing con gurations and algorithms for robots working in their cells to handle parts as they come down a conveyer belt has been termed as rapid deployment automation 4, 10, 30] . For convenience, we switch to the L 1 metric, and assume that the robot only translates parallel to the x and y axes. While there are situations where this applies directly, it is also easy to see that this only causes an error of factor p 2 with respect to the L 2 metric. We assume that the points p 1 ; p 2 ; : : :; p n are always within the positive quadrant of the coordinate frame centered at the origin p 0 = (0; 0) (see Figure 2) . The robot moves with speed 1, and the belt (and each point p i ) moves with a velocity v directed in the negative-x direction. The y-axis represents the end of the conveyor belt, and to obtain meaningful results we must assume at the very least that v is suitably bounded below 1, since a slow robot may be unable to catch up with some points. In fact, to prove our approximation results it is su cient to assume v k 2n , which is necessary to ensure that no p i crosses the y-axis while the robot is in the process of executing the tour. We will assume this upper bound on v throughout the rest of this paper. Also, we de ne = 1?v 1+v . Some remarks are in order about the our restriction to the case where the moving points' velocity is su ciently smaller than that of the robot arm. As further explicated in Section 4.6, this is essential to ensure that the robot arm is able to retrieve all objects, and is certainly a valid assumption in the motivating application. An interesting variant, which we do not explore here, concerns the model where the velocities are unrestricted and the goal is to maximize the number of points visited, with possible restrictions on the total time available. Clearly, this would involve generalizing the Prize-Collecting TSP 5] to the case of moving points. properties of travel-times that are not immediate. Henceforth, when we say the robot moves from a point A to a space-point B or meets a moving point p i , we will assume that the robot takes the shortest-time path. What is the quickest way for a robot to meet a moving-point p? The following lemma characterizes such paths. A robot path is said to be monotone if no two points on the path have the same x-coordinate or the same y-coordinate. Lemma 4.1 (Shortest Paths). Suppose the robot is at a space-point A and meets moving-point p at the earliest possible time, say at space-point B. Then the robot's path from A to B is necessarily a shortest path between those points, and the robot never stops at any time before it meets p.
Proof. At any time the robot may either \sit and wait," or move parallel to the x-axis, or move parallel to the y-axis. Suppose the robot meets point p after time T. If the robot's path to B is not the shortest path to B (from A) or the robot stopped at some time, this means that the robot could have arrived at B at an earlier time T 0 < T (by either using a shorter path to B or not waiting along the way). We have the following important corollaries of the above lemma. Corollary 4.2 (Monotone Path). Suppose the robot moves from space-point A to meet a moving point p. Then the robot's path must be monotone. In particular a quickest way for the robot to meet p is to rst move to the y-coordinate of p, then move toward p.
Proof. The following fact will be useful in this and other proofs about shortestpaths: Fact 4.3. The shortest (and therefore least travel-time) path for the robot to move from a given space point A to a given space point B is a monotone path; in particular the monotone path that rst moves to the y-coordinate of B and then to the x-coordinate of B is shortest.
The monotonicity follows from Lemma 4.1 and Fact 4.3. Any monotone path that meets p can be replaced by one where all the x-motion is done after the y-motion, without changing the rendezvous time or coordinates. Clearly the y-motion consists simply of moving to the y-coordinate of p. At this time p may either be left or right of the robot. In case p is left of the robot, by monotonicity the quickest way to meet p is to move toward p. In case p is to the right of the robot, if the robot moves to the left then either the path becomes non-monotone before it meets p or it must stop and wait for p to catch up with it, both of which are not possible in a shortest path, by Lemma 4.1. Thus, in this case also the robot must move toward p.
Corollary 4.4 (Triangle Inequality 1). If the moving-points p i and p j are in the positive quadrant, and the robot is at p i , then the time t ij to travel directly to p j is bounded by the time to travel to p j via the origin.
Proof. If the composition of the robot's path from p i to the origin and the path from the origin to p j is not monotone, then by the Monotone Path Corollary 4.2 it cannot be shorter than the shortest p i -to-p j path; if it is monotone then it cannot be shorter than the particular shortest p i -p j path described in Lemma 4.2. 
4.4. Robot Arms with Capacity 1. In the remainder of the paper we write C k to denote the (length of the) optimal Dynamic k-Collect tour.
In Dynamic 1-Collect TSP, the robot must visit the points one at a time, returning to the origin after visiting each point. We prove: Theorem 4.6. For Dynamic 1-Collect TSP, the minimum-time tour (under the L 1 metric) is one that visits moving-points in decreasing order of their distance from the origin at time 0.
Proof. Suppose that the robot visits the points p 1 ; : : :; p n in that order. We derive an expression for the total time T (1) taken by a 1-Collect tour. Let T m denote the time taken by the tour after it has visited m points and returned to the origin. We show by induction on m that
where we recall that = 1?v 1+v . The base case, m = 1, follows from an application of Equation 1 using = 0 and i = 1; note that the factor of 2 comes from the requirement that the robot returns to the origin.
For the induction step, we assume that So the total time T (1) taken by a 1-Collect tour is given by
The theorem then follows.
Thus the optimal Dynamic 1-Collect tour has some aspects of a Maximum Latency tour. In fact the maximum latency problem is implicit in the Dynamic k-Collect problem for arbitrary nite k. We make this formal in Section 4.7 where we introduce the notion of Geometric Latency of a tour.
4.5. Robot Arms with In nite Capacity. In Dynamic k-Collect TSP with k = 1, the robot must visit all the n moving-points before returning to the origin. For the optimal tour suppose the last moving-point visited is p, and say p is at distance d from the origin at time 0. If the tour reaches p at time T p , then by (2) the total time taken is C 1 = d + (1 ? v)T p .
Our strategy for approximating C 1 is to \guess" the last point p visited by the optimal tour (there are only n possibilities for p) and approximate the minimum-length path T p from the origin to p that visits every other moving-point before visiting p (i.e., the Minimum Hamiltonian Path from the origin to p).
The problem of approximating T p can be set up as an Asymmetric TSP instance on a graph with n + 1 vertices v 0 ; v 1 ; : : :; v n , where v 0 represents the origin and v i the moving-point p i . The directed distance d(v i ; v j ) is de ned to be the appropriate one out of the expressions (4), (5) , and (6) . Note that the ratio of the two directed distances between a given pair of vertices is bounded by either (1 + v)=(1 ? v) or (y + x)=(y ? x), where in the second case vy > x, i.e., x=y < v < 1. Thus the ratio never exceeds 1= . The best-known approximation algorithm 28] for the Minimum Hamiltonian Path between two speci ed vertices for a symmetric distance matrix has a ratio 5 3 . Therefore, using this algorithm we can approximate T p to within a factor 5 3 , and thereby approximate C 1 to within the same ratio. We derive an expression for the time T (k) taken by a k-Collect tour, Let m = n=k denote the number of returns to the origin. We note that when the arm capacity is k, at least n=k returns to the origin are required, and it may be necessary to return to the origin more often to minimize the tour length. However it is easy to see that the assumption of exactly n=k returns a ects our results by a factor of at most 2. Also, in our motivating application, the robot may be required to pick exactly k objects on each excursion from the origin, which would justify our assumption of exactly n=k returns. It might appear from this expression that T (k) ! 0 as ! 0. However, it must be kept in mind that the expression is only valid if at all times, all unvisited movingpoints remain to the right of the origin (i.e., in the positive quadrant). In the moving belt scenario, the y-axis represents the end of the belt. A small corresponds to a v close to 1, whereas the problem is meaningful only if v is small enough that the points do not cross the y-axis when the robot is in the process of grasping them. A reasonable restriction on v is that the time for an optimal k-Collect TSP tour should not su ce for any point to cross the origin. This implies that C 1 =k d av =v, where d av denotes the average of the distances d i and C 1 =k is a lower bound on the optimal in the static problem (see for instance 1]). Thus, we will assume that v(2d av n)=k d av , i.e., v k 2n . It must be noted that this bound on v, although su cient to enable us to prove our approximation results, may not be su cient to ensure that the points do not cross the y-axis while the robot arm is visiting them. For instance, if the points are very close to the y-axis or very far from the x-axis, a tighter bound on v is needed. Nevertheless, we point out that in practical applications, the bound is close to the correct one since (a) the conveyor belt is of a xed width, so no point is too far from the x-axis, and (b) the parts initially appear at some reasonable distance from the y-axis.
Given that v k 2n , in the expression (8) As we saw before, the ratio of the two directed distances between a pair of vertices never exceeds 1= , so the k-Collect TSP approximation algorithm of 1] can be used to approximate T 0 to within a factor 2:5= of optimal. Thus, we can approximate the optimal k-Collect tour time C k to within a factor 2:5e= .
Theorem 4.8. For v k=2n, there is a (2:5e= )-approximation algorithm for Dynamic k-Collect TSP.
The following lower bound, although not used in this paper, may lead to a di erent approximation algorithm for C k than the one we presented above.
Theorem 4.9. For any nite k, C 1 C k . Proof. Consider the optimal tour C k for capacity k. (We will abuse notation and use the same symbol to stand for a tour as well as its length). Let d be the time-0 distance from the origin, of the nal moving-point p visited by C k before returning to the origin, and let T p be the time taken by T up to this nal point p. From equation 2, the total time taken is C k = T p (1?v)+d. Note that before reaching the nal point p, T may do the following several times: go from a moving-point p i to the origin, then to moving-point p j . However by the Triangle Inequality I (Corollary 4.4), a direct path from p i to p j is no longer than the path via the origin, so we can short-circuit each such indirect path by a direct path and gain time. By applying these short-circuits to every origin-return except the last one, we can modify the optimal tour C k to an in nite-capacity tour that reaches p at an earlier time T 0 p T p , and the total time of this tour would be (1 ? v)T 0 p + d which is no larger than C k .
4.7. Geometric Latency. The somewhat unwieldy expression (8) for T (k) can be lower-bounded by a more pleasant cost expression which we call the geometric latency of a tour. We describe this below and show how a variant of the maximum latency problem arises implicitly in minimizing the geometric latency. Consider the asymmetric k-Collect TSP problem with directed distances as dened in Section 4.6. Now consider a capacity-k tour on this graph, and let e 1 ; e 2 ; : : :; e u be the sequence of (weights of) edges traversed. Fix some positive < 1, and dene the geometric latency G of this tour to be G = P u i=1 u?i e i : Assuming for convenience that n is a multiple of k, u = m + n. Lemma 4.10 . Let = 1=k and x a capacity-k tour of length T (k) for the moving points problem. Let G be the geometric latency of the corresponding (i.e., same order of visiting points) tour in the corresponding asymmetric k-Collect TSP instance as described above. Then T (k) G . The lemma follows by comparing weights of corresponding terms in this expression and the one for G .
Thus, if we are able to nd a constant-factor approximation to a capacity-k tour with minimum Geometric latency G , we would have a constant factor approximation for the dynamic k-Collect TSP problem. We know of no such algorithm that runs in polynomial time. It is worth noticing that G may be rewritten as (1 ? u?i e i ); so minimizing G roughly involves simultaneously minimizing the total tour length and maximizing the second term, which is a variant of the linear latency. As we mentioned in Section 3, we can approximately maximize the second term, but we do not know how to simultaneously bound the length of the tour. 4 .8. Extensions. In conclusion, we brie y mention some easy extensions of the model and results for the moving point scenario. We omit the details.
The rst extension is to the case where all points are moving away from the origin at velocity v, as would be the case in mid-air refueling of a formation of planes. The results and analysis are similar to that presented above. The second extension is to the case where the conveyor belt is circular and is rotating around the origin. We can obtain a constant-factor approximation for the case where the rotation speed is bounded below the robot's speed.
