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In this paper, Differential Evolution (DE) is examined through two aspects. Thus, one is the meta-heuris-
tics, and the other is the global optimization technique. It is said that DE is the global optimization tech-
nique, and also belongs to the meta-huristics. Indeed, DE can find the global minimum through numerical
experiments. However, there are no proofs and useful examinations with respect to such comments. In
this paper, DE is compared with the Generalized Random Tunneling Algorithm (GRTA) and the Particle
Swarm Optimization (PSO), that are the global optimization techniques. Through the examination, some
common characteristics as the global optimization technique are clarified in this paper. In addition, the
difference of the neighborhood between DE and PSO is clarified. As the result, DE is possible to belong
to the global optimization techniques. Additionally, DE is also examined as the meta-heuristics.  Through
benchmark test problems, the search ability of DE as the global optimization technique is examined.
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て， i 番目の探索点の設計変数ベクトルを kix と表記
し，設計変数の数を nとする．
(STEP1)初期探索集団をランダムに生成．突然変異確
率 F ，交叉確率Cr を設定．探索回数を 1k = とする．
(STEP2)すべての探索点に対し，以下の操作を繰り返
す．












1 2 3( )k k k kd r r rF= + −v x x x (1)
(STEP2-3)探索点 kdx と kdv が交叉し，新たな点 kdu を生
成．
(STEP2-4)目的関数 ( )f x の評価をし，探索点の位置を
更新．
( ) ( )
( ) ( )
k k k k
d d d d
k k k k
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　2 . 2 　突然変異と大域的探索　　図1 に示すよう
















r r−x x が探索方向ベクトル， F がステップ幅を表し






















り，例えば， d 番目の探索点の i番目の設計変数を ,kd ix
( 1, 2, ,i n= ⋯ )と表記すれば，
, 1, 2, 3,( )k k k kd i r i i r i r iv x F x x= + − (3)
( (0,1) 0.5)iF F d rand= + − 　 (4)
2d F< (5)
(10)


































































































































































vd,2k vd,3k vd,4k vd,5k vd,6k vd,7k vd,8k
xkd xd,1k xd,2k xd,3k xd,4k xd,5k xd,6k xd,7k xd,8k


































て一旦，局所的最適解 Lx を求め，そこから摂動 δx を
与えることにより，効率的に大域的最適解もしくは次
Setting of initial point


















0it = 0k = 0out =
L= +x x δx
Lx
( ) 0jg ≤x
tan( )i ix T Pδ =
T=T/(out+1)
T=T/(k+1)
k = k + 1
T < Tmin
out=out+1







i 番目の成分を ,L ix ( 1, 2, ,i n= ⋯ )とすれば，摂動を与え
ることによって生成される新たな点 ix ( 1, 2, ,i n= ⋯ )は
,
tan( )i L i ix x T p= + (8)
で表わされる．ここで ip は i 番目の設計変数に対して











は局所的最適解 Lx であり，探索方向ベクトルが tan( )ip








る． k 回目の探索において，探索点 d の位置 kdx と速度
k
dv を用いて， 1k + 回目の位置 1kd +x と速度 1kd+v は，次の
式を用いて更新される．
1 1k k k
d d d
+ += +x x v (9)
1
1 1 2 2( ) ( )k k k k k kd d d d g dw c r c r+ = + − + −v v p x p x (10)
式（10）において， 1r と 2r は[0,1)の乱数である．また
1c ， 2c と wはパラメータである．
k
dp は，探索点 d が k
回目までの探索において，今までで訪れた最良の解
(p-best)を表す．一方， kgp は k 回目の探索における群















dv を決める． 1k = とする．
（STEP3)各探索点に対して，目的関数値を計算する．




max max min max( )w w w w k k= − − × (11)
（STEP6)探索回数 k が最大探索回数以下なら 1k k= +
としてSTEP3へ戻る．そうでなければ，探索終了．
　PSOでは，STEP4において，探索集団の降下特性を
検討する要素が取り入れられている．また，式( 9 ) ,
(10)を変形すると次式が得られる．
1 ( )k k k kd d d dw α+ = + + −x x v q x (12)
1 1 2 2c r c rα = + (13)
1 1 2 2
1 1 2 2
k k
d gc r c r















































Table 1 Comparison of three global optimization techniques
GRTA PSO DE
1 1 2 2
1 1 2 2
k k
d gc r c r














r r−x x( )tan ip
T
Lx








tan( )L i ix T p+
, 1, 2, 3,( )k k k kd i r i i r i r iv x F x x= + −
+
Mutation
1 ( )k k k kd d d dw α+ = + + −x x v q x
1 1 2 2c r c rα = +






























Objective Side constraints Objective at globalminimum
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  = − × →   ∑x
5 5− ≤ ≤x
10 10− ≤ ≤x
30 30− ≤ ≤x
0 pi≤ ≤x
( ) 391.661Gf =−x
( ) 0Gf =x
( ) 0Gf =x
( ) 4.687658Gf =−x
2
1 1





xf x i= =
= + − →∑ ∏x















Best objective 3.50E-09 8.93E-04 6.82E-07
Worst objective 9.83E-08 7.30E-02 4.47E-05
Mean value of objective 2.78E-08 2.91E-02 1.11E-05
Standard Deviation of objective 3.16E-08 2.52E-02 1.55E-05
Average of function call 7557 14799 11997
Table 4 Result of Griewank function
ARPSO PSO DE
Best objective -391.661656 -391.65783 -391.66158
Worst objective -391.661597 -390.98815 -391.65466
Mean value of objective -391.661648 -391.510196 -391.66019
Standard Deviation of objective 1.83E-05 2.00E-01 2.15E-03
Average of function call 6879 13014 9729
Table 3 Result of 2n  minima function
Table 5 Result of Ackley function
ARPSO PSO DE
Best objective 6.5100E-04 5.7838E-02 2.4170E-03
Worst objective 1.5700E-03 9.8645E-02 7.3280E-03
Mean value of objective 1.1947E-03 8.3662E-02 3.9370E-03
Standard Deviation of objective 3.1302E-04 1.2248E-02 1.7340E-03
Average of function call 12249 14919 13527
ARPSO PSO DE
Best objective -4.687658 -4.687521 -4.687658
Worst objective -4.687737 -4.645192 -4.687658
Mean value of objective -4.468769 -4.669190 -4.687658
Standard Deviation of objective -7.947280E-08 2.047007E-02 0.000000E+00
Average of function call 8697 14547 7578
























Fig.6 Difference of the neighborhood between PSO and DE
1 2 2.0c c= = (18)


























られる問題である．設計変数はワイヤの直径 1( )d x= ，




3 1 2( ) (2 ) minf x x x= + →x (20)
3 4
1 2 3 1( ) 1 (71785 ) 0g x x x= − ≤x (21)
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4 1( ) 1 012566( ) 5108
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3 1 2 3( ) 1 140.45 ( ) 0g x x x= − ≤x (23)
4 1 2( ) ( ) 1.5 1 0g x x= + − ≤x (24)
10.05 2.00x≤ ≤ (25)
20.25 1.30x≤ ≤ (26)













































Fig.8Convergence of Ackley function
Table 7 Comparison of result of minimum weight design of tension/compression spring
Design Variables
Arora(18) Coello(19) Ray(20) Hu(21) ARPSO(17) DE
x 1 (d ) 0.053396 0.05148 0.050417 0.051466 0.051679 0.0516868
x 2 (D ) 0.39918 0.351661 0.321532 0.351384 0.356477 0.3566636
x 3 (N ) 9.1854 11.632201 13.979915 11.608659 11.299395 11.2878946
g 1(x ) 0.000019 -0.00208 -0.001926 -0.003336 -0.000037 -8.22116E-10
g 2(x ) -0.000018 -0.00011 -0.012944 -0.00011 -0.000008 -1.1952E-11
g 3(x ) -4.123832 -4.026318 -3.89943 -4.026318 -4.054976 -4.0555802
g 4(x ) -0.698283 -0.731239 -0.752034 -0.731324 -0.727895 -0.7277664
f (x ) 0.01273 0.012705 0.01306 0.012667 0.012661 0.0126612
Function Call N/A 900000 1291 N/A 5804 5696
Averege of f (x ) N/A 0.012769 0.013436 0.012719 0.012675 0.0126612
Worst of f (x ) N/A 0.012822 0.01358 N/A 0.012696 0.0126612
Standard






























( ) ( ) ( ) 1 0j k ag u u= − ≤A A A  1,2, ,j m= ⋯ （29）
,min ,maxi i iA A A≤ ≤ 　 1, 2, ,i n= ⋯ （30）
　ここで ( )1 2, , , TnA A A=A ⋯ は設計変数である各部材の
断面積， ( )f A はトラスの総体積， ( )jg A は第 k番目の
変位 ku に関する挙動制約条件であり， au は許容変位の
























Fig.10 Optimum topology by DE





































































する．節点間の距離を 100[ ]a mm= とし，変位制約とし
て荷重点の鉛直変位を考え，許容変位値 au を
[ ]21.50 10 mm−× とし，すべての設計変数の上下限値を
それぞれ
3 2
,max 1.00 10 [ ]iA mm= × と 2,min 1.00[ ]iA mm= とす
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Fig.12 Optimum topology by DE at 2000 iteration














search iteration Mutation Crossover
Number
of islands
GRTA 1.00 1.00E-05 20
PSO 100 2,000
Simple GA 100 10,000 0.01 0.6
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