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ABSTRACT 
This dissertation comprises three essays on asset pricing from the predictability point of view. The 
first essay examines U.S. stock return predictability within a time-varying framework. The second 
essay examines the predictability of Treasury bonds of 25 Organization for Economic Co-
operation and Development (OECD) member countries. Finally, the third essay investigates U.S. 
stock return predictability through a structural break model. 
 In the first essay, we examine stock return predictability using U.S. historical data from 
January 1927 to December 2014. Our main contribution is that we show that stock return 
predictability is time-varying. We examine return predictability using 14 well-known predictors. 
We show that 7 of the 14 predictors exhibit this type of time-varying predictability pattern. For the 
remaining predictors, either there is no predictability or predictability is not time-dependent. Our 
second contribution is that we examine the determinants of time-varying predictability. From this 
analysis, we show that (a) both expected and unexpected shocks emanate from financial variables, 
and (b) phases of predictability (which, we argue, capture market volatility) explain return 
predictability. 
 In the second essay, we test for bond excess return predictability of 25 OECD countries 
using a set of 12 predictor variables, including macroeconomic, financial, and commodity-based 
indicators. The novelty of our approach is that we employ both time series and panel data models 
that accommodate key data features, namely, persistency, endogeneity, heteroscedasticity, and 
cross-sectional dependence. These features are shown to be important to understanding 
predictability. If they are not accounted for, there are potential biases that render evidence on 
predictability questionable. This essay brings two key findings. The first is that commodity 
variables, both oil spot and futures prices, and the world commodity price index, predict bond 
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excess returns. Our second finding confirms that macroeconomic variables (term spread and 
Treasury bill yield) are also successful predictors of bond excess returns. 
 In our final essay, we propose a structural break predictive regression model that accounts 
for predictor persistency, endogeneity, heteroscedasticity, and structural break. Monte Carlo (MC) 
simulations indicate that this test performs satisfactorily compared to competitor estimators. We 
employ a popular U.S. data set (the period January 1927 to December 2016) that includes stock 
market returns and multiple predictors. We show, consistent with the MC results, evidence of a 
structural break. Our analysis reveals that a structural break–based predictive regression model fits 
the data reasonably well in predicting stock price returns. 
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1. INTRODUCTION 
 
1.1 INTRODUCTION 
A key topic under asset pricing theory is forecasting. This dissertation examines this topic. Our 
focus is on predictability of stocks and bonds. Among these two financial assets, stock return 
predictability has garnered greater attention. Therefore, unsurprisingly, a vast literature on stock 
return predictability has emerged in the past few decades. Some recent papers on return 
predictability include Campbell and Yogo (2006), Ferrira and Santa-Clara (2011), Kostakis 
Magdalinos, and Stamatogiannis (2015), Campbell and Thompson (2008), and Westerlund and 
Narayan (2012, 2015a). Several methodologies have been developed to uncover evidence for stock 
return predictability; see, for instance, Westerlund and Narayan (2015b); Hjalmarsson (2008); and 
Hjalmarsson (2010). 
On the other hand, bonds are an important asset class as well. He, Krishnamurthy and 
Milbradt (2016), for instance, investigate U.S. Treasury bonds as a safe asset class, and Kothari 
and Shanken (2004) examine how index bonds affect investor asset allocation decisions. Also, 
Campbell (2009) investigates U.S. nominal government bonds in asset allocation. Nonetheless, 
bond predictability has received less attention compared to stock return predictability. Of the 
limited studies that exist, Fama and Bliss (1987) find that forward spreads predict bond returns, 
and Campbell and Shiller (1991) document that yield spread predicts bonds. Also, Cochrane and 
Piazzesi (2005) show that a linear combination of forward rates has predictive ability for bond 
excess returns. Other studies on the predictability of bond returns outside U.S. include Yamada 
(1999) for the Japanese bond market, Deaves (1997) for the Canadian bond market, and Campos, 
10 
 
Cortez, and Armada (2003) for the European bond market. These studies find evidence of bond 
excess return predictability. 
In this dissertation, we undertake three empirical studies on asset return predictability. In 
the first essay, we test whether U.S. stock return predictability has time-varying features. In the 
second essay, we investigate bond excess return predictability for 25 OECD countries. In the final 
essay, we examine U.S. stock return predictability through a structural break model. 
The first empirical study examines the predictability of U.S. stock market excess returns. 
One feature of this literature that inspired our essay is the failure to find conclusive evidence of 
return predictability. This evidence has enticed researchers to develop new or to refine existing 
methodologies (econometric methods) for testing the null hypothesis of no predictability. Our 
position differs from this literature because we specifically consider whether U.S. stock market 
returns are predictable in a time-varying fashion. To achieve this objective, we apply the 
Westerlund and Narayan (2015a) time series predictive regression model and generate time-
varying evidence of predictability using different estimation windows. We also test the 
determinants of time-varying predictability. We study determinants using both expected and 
unexpected financial ratio risks. 
Our second empirical study focuses on bond return predictability. We investigate whether 
bond excess returns are predictable using a range (12 variables) of macroeconomic, financial, and 
commodity market–based predictors. These predictors are popular in testing stock return 
predictability and, using the resulting evidence, we develop the motivation for why such predictors 
have useful information for predicting bond excess returns. In short, given that stocks and bonds 
are related, it is reasonable to argue that those factors that predict stock excess returns are also 
likely to predict bond excess returns. Hong and Yogo (2012), for instance, show that open interest 
11 
 
contains information about future economic activity and asset prices. We therefore take four 
commodity variables relating to oil and gold, namely, gold spot price (GP), gold futures price 
(GFP), oil spot price (OP), and oil futures price (OFP) as predictors. In addition, we consider an 
aggregate commodity market price index, the Goldman Sachs commodity index, as a predictor to 
represent the world commodity index (WCPI) for bond excess returns. Using data for 25 OECD 
countries, we examine whether government bond excess returns are predictable. We consider both 
a time series and a panel data model and method. Specifically, we use the recently developed panel 
regression model of Westerlund, Karabiyik, and Narayan (2017) and the Westerlund and Narayan 
(2015a) time series model. The novelty of these models is that they accommodate key data 
features, that is, persistency, endogeneity, heteroscedasticity, and cross-sectional dependence. 
Apart from in-sample predictability, we undertake out-of-sample tests for bond excess return 
predictability. Further, we estimate the economic relevance of forecasting bond excess returns by 
employing, for an investor, a power utility function and, using it, we estimate utility gains. 
In the third essay, we investigate stock return predictability from a completely different 
perspective. We ask whether a structural break influences the evidence on stock return 
predictability. The motivation behind this approach has roots in changes to monetary policy or tax 
policy, along with large macroeconomic shocks, such as oil price changes, among others (see, 
Pesaran and Timmermann, 2002; Hartmann, Kempa, and Pierdzioch, 2008). In addition, GFC, 
such as the 2008 event, impact the stock market; see empirical evidence in Reinhart and Kennenth 
(2008), Kim, Shamsuddin, and Lim (2011), Kim and Shamsuddin (2015), and Mollick and Assefa 
(2013). Here, we employ the Westerlund and Narayan (2015a) predictive regression model, which 
accounts for model heteroskedasticity and predictor persistency and endogeneity. Our novelty is 
12 
 
that we augment this model with a structural break. We demonstrate through an MC simulation 
exercise that our proposed structural break model has better size and power properties. 
This dissertation’s findings contribute to several strands of the literature. First, we 
contribute to studies that test time-varying predictability of stock returns. In this regard, for 
instance, Paye and Timmermann (2006), Guidolin, McMillan, and Wohar (2013) and Kim et al. 
(2011) study stock return predictability from a time-varying perspective. First, we show that time-
varying predictability holds in a historical sense using a lengthy data set from 1927 to 2014, and 
that our evidence for time-varying predictability is predictor-dependent (see, for example, 
Bannigidadmath and Narayan, 2016). Second, our contribution relates to studies using differing 
approaches to time-varying predictability (see, for example, Paye and Timmermann, 2006; Lettau 
and Van Niewerburgh, 2008; Guidolin et al., 2013). Third, we contribute to the determinants of 
predictability. We show that expected and unexpected risks emanate from predictors determine 
predictability (see, for example, Bannigidadmath and Narayan, 2016). Fourth, we contribute to the 
bond predictability literature. This literature (see, for example, Shiller, 1979; Fama, 1984; Keim 
and Stambaugh, 1986; Fama and Bliss, 1987; Fama and French, 1989) shows that macroeconomic 
factors, such as term spread and default spread, predict bond returns. Our study differs from this 
literature with regards to predictors. In addition to macroeconomic factors, we find that commodity 
variables predict bond excess returns; this is a fresh finding for the bond excess return 
predictability literature. 
Finally, we contribute to the literature on stock return predictability in the presence of 
structural instability (see, for example, Paye and Timmermann, 2006; Rapach and Wohar, 2006; 
Ang and Bekaert, 2007; Goyal and Welch, 2008). We enhance this literature by extending the 
13 
 
predictive regression model with a structural break in the slope and in the trend, while addressing 
potential statistical issues including heteroskedasticity, predictor endogeneity, and persistency. 
The balance of this introductory chapter proceeds as follows. Section 1.2 discusses our 
motivation. Section 1.3 presents the objectives and aims of this dissertation. Section 1.4 presents 
the empirical plan to achieve the proposed objectives. Finally, Section 1.5 concludes with an 
outline of the dissertation. 
 
1.2  MOTIVATION 
1.2.1 Essay 1: Is Stock Return Predictability Time-varying? 
This essay investigates stock return predictability using a time-varying predictability framework. 
Predicting stock returns remains a central topic in empirical finance. However, in the literature, 
there is no conclusive evidence that stock returns are predictable. A number of studies document 
a disappearance of stock return predictability from U.S. stock markets. Among them, Goyal and 
Welch (2008) argue that predictability is not significant both in-sample and out-of-sample. Further, 
Bossaerts and Hillion (1999) and Goyal and Welch (2003) contend the stock return predictability. 
Our study is motivated by this controversy of weak or no predictability. In this essay, we enter this 
debate on predictability with the hope of generating evidence on predictability from a different 
perspective—that is, from a time-varying predictability perspective. 
We argue that there are several factors that affect weak stock return predictability. First, 
we point to parameter uncertainty or structural breaks in the data. A growing body of empirical 
evidence documents instabilities in the time series properties of the popular predictors as well as 
stock returns. Recently, Kim et al. (2011) examine the degree of return predictability of U.S. stock 
market returns data and find that return predictability varies over time; these authors conclude that 
14 
 
it is mostly influenced by changing market conditions. Lettau and Van Nieuwerburgh (2008) 
reconcile return predictability, while addressing structural changes in predictors. In addition to 
structural breaks in the predictive regressions, studies find structural breaks in stock price indices 
as well.1 Narayan and Smyth (2007), for example, identify structural breaks in the trend of price 
indices for G7 countries. Moreover, Kim, Morley, and Nelson (2005) investigate structural breaks 
in equity premium and find evidence of a one-time structural break in equity premium in the 1940s. 
We argue that one cause of predictability over time could be due to a source of uncertainty, known 
as model instability, in the sense of random changes or structural breaks.2 The evidence 
incorporating structural instability suggests that the predictive ability of financial variables may 
vary over time. 
Second, though return predictability is considered mainly within a linear framework, 
evidence in favour of non-linear dynamics in stock returns and various predictors (such as 
valuation ratios) has grown substantially in recent years. Typically, standard linear tests reveal that 
valuation ratios are unit root processes or there is no mean reversion.3 For instance, Coakley and 
Fuertes (2006) document asymmetries in the evolution of valuation ratios through employing a 
non-linear, two-regime model. Mcmillan and Wohar (2010) examine forecasting ability of the 
dividend-to-price ratio for international stock market returns of G7 countries using the present 
value model approach, including both linear and non-linear frameworks. In response to poor out-
                                                          
1 Viceira (1996) finds structural break in stock returns in the mid 1970’s, and Pastor and Stambaugh (2001) investigate 
structural breaks in the equity premium using a Bayesian framework and find the sharpest drop in the decade of the 
1990s. 
2 Instability of the stock returns model is examined by Pesaran and Timmeremann (1995), Bossaerts and Hillion 
(1999), Lettau and Ludvigson (2001), Paye and Timmermann (2006), Coakley and Fuertes (2006) Rapach and Wohar 
(2006), Ang and Bekaert (2007), Lettau and Van Nieuwerburgh (2008), Goyal and Welch (2008), and Pettenuzzo and 
Timmermann (2011).  
3 Lim and Brooks (2011) survey both linear and non-linear predictability in stock returns in the empirical finance 
literature.  
15 
 
of-sample forecastability of valuation ratios, Wu and Hu (2011) revisit U.S. data in a time-varying 
framework. These authors employ a non-linear exponential smooth transition (ESTAR) model 
with a time-varying mean approach and find evidence in support of time-varying mean and non-
linear dynamics of price-to-dividend ratio. Therefore, they reconcile the controversy on return 
predictability by successfully applying a non-linear regression model with time-varying mean 
framework. 
In addition to the fact that financial variables behave non-linearly, stock price indices and 
returns also show non-linearity (see Narayan, 2006; and Lanne, Meitz, and Saikkonen, 2013). This 
evidence suggests that non-linear behaviour of predictors and returns may be another reason for 
possible time-varying patterns in the return predictability literature. Moreover, Guidolin et al. 
(2013) argue that U.S. sectoral return predictability is time-varying and is linked to the business 
cycle. Motivated by these studies, we test whether return predictability can be explained using a 
time-varying framework. Overall, the above literature confirms that return predictability may exist 
over certain time periods. 
Finally, we seek to identify what determines such time periods. Motivated by 
Bannigidadmath and Narayan (2016), we test time-varying determinants of predictability by using 
expected and unexpected shocks emanate from each of the 14 predictor variables. This will 
complete our investigation on time-varying predictability. 
 
1.2.2 Essay 2: Bond Return Predictability: The Role of Commodities and Other Factors 
In our second empirical study, we test the predictability of asset class bonds. We analyze the 
predictable variation in government bond excess returns. To date, few studies consider the 
predictability of government bond excess returns outside the U.S. (see, Ilmanen, 1995). 
16 
 
This study is motivated by empirical evidence that stocks and bonds are related. Many 
studies capture this relation by investigating correlations between stocks and bonds. For example, 
Connolly, Stivers, and Sun (2005) examine the comovement of stocks and Treasury bonds; 
Cappiello, Engle and Shepperd (2006) investigate asymmetries in conditional correlations of 
stocks and bonds; and Wu and Liang (2011) examine the covariance between stock and bond 
returns. These studies show that stocks and bonds are related, thus, it is reasonable to argue that 
those factors that predict stock returns are also likely to predict bond returns. 
We examine bond excess return predictability using 12 predictor variables. These include 
macroeconomic, financial, and commodity market–based predictors. Our choice of predictors is 
motivated by empirical evidence that they predict stock returns. See, for instance, Fama and 
Schwert (1977) and Keim and Stambaugh (1986), who find that dividend yield forecasts stock and 
bond returns. Inspired by this literature, we consider commonly used stock return predictors as 
predictors of bond returns. This is the first study in the bond excess return predictability literature, 
to the best of our knowledge, to include both energy and commodity variables together. Thus, we 
fill this gap by identifying these factors in the bond predictability literature. 
Empirically, we examine bond excess return predictability via two methods, time series and 
panel data predictive regression models. The motivation behind a panel data approach is that it 
allows us to explore cross-sectional variations in the data, in addition to time series variations and 
that it offers an additional dimension. We employ the recently developed panel regression model 
of Westerlund, Karabiyik and Narayan (2017), which is both robust and powerful in forecasting 
stock returns. 
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1.2.3 Essay 3: Structural Instability and Predictability 
Determining whether structural breaks are inherent in financial time series variables is a popular 
topic in financial economics. The importance of structural breaks can be understood in three 
distinct ways. First, a number of studies show that predictability relations may be influenced by 
breaks in the data. Lettau and Van Nieuwerburgh (2008), for instance, explore the predictive ability 
of financial ratios (dividend-to-price (DP), earnings-to-price, and book-to-market ratios) for U.S. 
stock returns. These authors show that these predictors are characterized by breaks. 
Pesaran and Timmermann (2002), using DP, 1-month T-bill rate, and default premium as 
predictors, propose a new structural break method consisting of two-stages for forecasting 
financial return. Rapach and Wohar (2006) document structural breaks in predicting U.S. stock 
returns via DP and the default spread. Moreover, Paye and Timmermann (2006) find structural 
breaks in predicting stock returns using the lagged-dividend yield, short term interest rates, and 
term spread. 
 Second, several studies that undertake stock return predictability tests make use of 
historical data. Rapach, Struss, and Zhou (2010), for instance, use data from 1947 to 2005. 
Devpura, Narayan, and Sharma (2018) use data from 1927 to 2014. Wang, Liu, Ma, and Diao 
(2018) employ data from 1947 to 2015. Given that data are historical, it is natural that it would 
have undergone at least one structural change, as shown in several studies (see Kim et al., 2005; 
Pastor and Stambaugh, 2001). 
Third, the issue of a break in data goes hand-in-hand with other econometric issues that are 
key subjects in the return predictability literature. For instance, the persistency of regressors is 
accounted for by assuming the regressor has a unit root that is local-to-unity (Elliott and Stock 
(1994), Cavanaugh, Elliott, and Stock (1995)). Endogeneity is accounted for by regressing errors 
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from the predictive regression on errors from the predictor with AR(1) model (see Lewellen, 
2004). The issues of persistency, endogeneity, and heteroskedasticity are addressed in the 
structural break model literature as well. For example, Elliott and Muller (2006) suggest testing 
for instability in the presence of persistent lagged endogenous regressors. Hansen (2000) develops 
a heteroskedastic, fixed-regressor bootstrap procedure to make inferences when the regressors are 
non-stationary. 
Our study differs from the literature in several ways. The key difference lies in the 
literature’s treatment of predictors. These papers use persistent variables as predictors that contain 
unit root. However, they do not account for the three main econometric issues of persistency, 
endogeneity, and heteroscedasticity, and the role of structural break within a single predictive 
modelling framework. We address this issue in two steps. First, we run the Narayan and Popp 
(2010, 2013) unit root test to find the breaks in the level and slope of each predictor variable. 
Second, we incorporate the first break date into the Westerlund and Narayan (2015a) model and 
test the null hypothesis of no predictability using the feasible quasi-generalized least squares 
(FQGLS) estimator. In summary, in this research, our contribution is that we extend the 
Westerlund and Narayan (2015a) model to incorporate predictor instability by way of a structural 
break. 
1.3  OBJECTIVES AND AIMS 
This dissertation examines the return predictability of two asset classes, stocks and bonds. We 
address the following three questions in our empirical plan: 
1. Is stock return predictability time-varying? 
2. Can the predictors used in stock return predictability predict bond excess returns? 
3. Does structural instability affect stock return predictability? 
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1.4 EMPIRICAL PLAN 
This section discusses the empirical plans we plan to use to achieve the three objectives described 
in Section 1.3. 
1.4.1 Essay 1: Is Stock Return Predictability Time-varying? 
Our empirical plan for examining stock return predictability in a time-varying context is based on 
three approaches. First, we use U.S. historical time series data from January 1927 to 
December 2014. Since our objective is to identify time-varying patterns, having a long series is 
very useful. Second, we use 14 widely used predictors from the stock return predictability 
literature. These are: dividend-price ratio (DP), dividend yield (DY), dividend payout ratio (DE), 
earnings-to-price ratio (EP), book-to-market ratio (BM), inflation (INFL), long-term bond yield 
(LTY), long-term bond return (LTR), term spread (TMS), T-bill rate (TBL), net equity expansion 
(NTIS), default yield spread (DFY), default return spread (DFR), and stock variance (SVAR). 
  Third, we use the Westerlund and Narayan (2015a) time series predictive regression 
model. Our empirical dataset contains both persistent and endogenous predictors and is 
characterized by heteroskedasticity. Thus, employing the Westerlund and Narayan (2015a) 
predictive regression model is justified. We generate time-varying evidence of predictability using 
two estimation windows, namely the expanding and rolling window methods. For the expanding 
window method, we fix the first window to be 20 years of data. Then we use 20-year rolling 
windows for robustness. 
 Finally, we expand our investigation of stock return predictability by searching the 
determinants of time-varying predictability. In this test, we set the time series of time-varying t-
statistics as the dependent variable. We test time-varying determinants of predictability by using 
expected and unexpected shocks emanate from each of the 14 predictor variables. We also augment 
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this model with dummy variables that capture the phases of time-varying predictability discovered 
using each of the predictors. This is used to test the null hypothesis of no predictability; we use the 
expected and unexpected financial ratio risks as determinants. 
 
1.4.2 Essay 2: Bond Return Predictability: The Role of Commodities and Other Factors 
This empirical study investigates bond excess return predictability. There are four steps in our 
approach. First, we use 25 OECD countries and historical monthly data from January 1920 to 
December 2016. Second, we consider a comprehensive set of predictor variables (12 predictors), 
including commodity, macroeconomic, and finance variables. We use five commodity variables: 
world commodity price index (WCPI), gold spot price (GP), gold futures price (GFP), oil spot 
price (OP), and oil futures price (OFP). There are five macroeconomic variables: 3-month 
Treasury Bill yield (T-bill) to represent the short-term interest rate, term spread (TS), exchange 
rate (ER), consumer price index (CPI), and industrial production growth (IP). The two finance 
variables are stock market index (Stock) and dividend yield on equities (DY). The inspiration 
behind our choice of predictors is that these variables have been widely used in testing the 
predictability of stock returns. 
Third, we consider both a time series and a panel data methodology. It is common to employ 
a time series regression method in the stock and bond predictability literature. The motivation 
behind the panel method is that this will increase the total number of observations and their 
variation. 
Fourth, we use the time series and panel data predictive regression estimators proposed by 
Westerlund and Narayan (2015a) and Westerlund et al. (2017), respectively. The Westerlund and 
Narayan (2015a) model is used, as this regression model addresses a number of potential issues, 
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including heteroskedasticity, predictor endogeneity, and persistency. Further, the Westerlund et 
al. (2017) panel regression model, besides addressing econometric issues, also accounts for cross-
sectional dependence. For the panel regression, we form four country panels. Our main panel is a 
25-country OECD panel. Moreover, we have three additional panels: a G7 country, an OECD-
European region, and an OECD high-income (based on Gross National Income (GNI) per capita). 
We set up these three panels for robustness. 
 
1.4.3 Essay 3: Structural Instability and Predictability 
This empirical study examines the effects of structural stability of the predictive regression model 
in forecasting stock market excess returns. Our approach in Essay 3 can be summarised in four 
steps. First, we propose a structural break model; this is an extension of the current bivariate 
predictive regression model proposed by Westerlund and Narayan (2015a). This model accounts 
for persistency, endogeneity, and heteroskedasticity within a unified predictive regression 
framework. We consider a single breakpoint in the slope and in the trend of the model and examine 
whether these breakpoints have any influence on the model. 
Second, we demonstrate an MC simulation study to determine how this model performs 
compared to two benchmark models, FQGLS-based and ordinary least squares methods. Third, 
we use a long time series data set monthly from January 1927 to December 2016. Since our 
objective is to look for structural breaks, a lengthy data set will allow us to determine whether any 
shifts exist in the historical data. 
 Finally, we consider a large number of predictors (14 predictors): dividend-price ratio (DP), 
dividend yield (DY), dividend payout ratio (DE), earnings-to-price ratio (EP), book-to-market ratio 
(BM), inflation (INFL), long-term bond yield (LTY), long-term bond return (LTR), term spread 
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(TMS), T-bill rate (TBL), net equity expansion (NTIS), default yield spread (DFY), default return 
spread (DFR), and stock variance (SVAR). The motivation behind use of these variables is that 
these predictors are widely used in testing the predictability of U.S. stock market excess returns. 
 
1.5 DISSERTATION ORGANIZATION 
The remainder of this dissertation proceeds as follows. Chapter 2 presents the first empirical study: 
the time-varying results for stock market return predictability. Here, we further examine the 
determinants of return predictability. Chapter 3 presents the second empirical study on bond excess 
return predictability with commodity, financial, and macroeconomic predictors. The final 
empirical study, set forth in Chapter 4, explores the impact of structural stability on stock return 
predictability. Chapter 5 presents concluding remarks on the three empirical studies. 
 
 
 
  
23 
 
2. IS STOCK RETURN PREDICTABILITY TIME-
VARYING? 
 
2.1  INTRODUCTION4 
Stock return predictability in a time series setting has commanded significant interest in the 
empirical asset pricing literature over the past decade.5 One feature of this literature that motivates 
additional research is the failure to uncover conclusive evidence of predictability. This failure has 
sparked three lines of inquiry in this literature. To circumvent this failure, the first response saw 
the development (refinement) of new (existing) econometric methods for testing the null 
hypothesis of no predictability; see, for instance, Stambaugh (1999), Lanne (2002), Lewellen 
(2004), Campbell and Yogo (2006), Ferrira and Santa-Clara (2011), Kostakis, Magdalinos, and 
Stamatogiannis  (2015), Phillips and Magdalions (2009), and Westerlund and Narayan (WN, 2012, 
2015a). 
The second response saw extensions of time series predictive regression models to panel 
data cases. This is motivated in large part by power gains attributed to panel data specifications 
(see Westerlund and Narayan, 2015b; Hjalmarsson, 2008; Hjalmarsson, 2010). The third response 
was the extension of time series predictive regression models to time-varying predictive regression 
                                                          
4 A version of this paper is published as “Devpura, N., Narayan, P.K., and Sharma, S.S., 2018. Is stock return 
predictability time-varying? Journal of International Financial Markets, Institutions & Money 52, 152–172”. 
5 Recent studies have focused on predictability of Chinese stock returns (see Narayan, Narayan, and Westerlund, 2015; 
Narayan, Phan, Thuraisamy, and Westerlund, 2016; Westerlund, Narayan, and Zheng, 2015; Xue and Zhang, 2017) 
predictability of Islamic stock returns (Narayan and Bannigidadmath, 2017; Narayan, Phan, Sharma and Westerlund, 
2016); Australian stock returns (Todorova, 2017); South African stock returns (Gupta and Modise, 2012, 2013); Indian 
stocks (Narayan and Bannigidadmath, 2015); predictability of bitcoin returns (Balcilar, Bouri, Gupta, and Roubaud, 
2017); investor sentiment and stock returns (Ni, Wang and Xue, 2015); policy and technological risks and stock returns 
(Apergis, 2015); and happiness and stock returns (Li, Shen, Xue, and Zhang, 2017). 
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models. These models/approaches are inspired by the potential for predictability to be present in 
historical time series data; however, such predictability may be time-varying, and, as a result, exist 
only over certain phases of time as opposed to being present over the entire sample. Studies on 
this subject include Bannigidadmath and Narayan (2016), Chen (2009), Park (2010), Timmermann 
(2008), Kim, Shamsuddin, and Lim (2011), Paye and Timmermann (2006), Lettau and Van 
Nieuwerburgh (2008), and Kasparis, Andreou, and Phillips (2015).  
Our research focuses on the literature on time-varying predictability. Specifically, we 
consider whether U.S. stock market returns are predictable in a time-varying fashion. Our approach 
can be summarized in three steps. First, we use historical time series data (monthly over the period 
January 1927 to December 2014), allowing us the best possible chance of picking up any time-
variation from a predictability point of view.  
Second, we use a wide range of predictors. We consider 14 predictors: dividend-price ratio 
(DP), dividend yield (DY), dividend payout ratio (DE), earnings-to-price ratio (EP), book-to-
market ratio (BM), inflation (INFL), long-term bond yield (LTY), long-term bond return (LTR), 
term spread (TMS), T-bill rate (TBL), net equity expansion (NTIS), default yield spread (DFY), 
default return spread (DFR), and stock variance (SVAR).6 The inspiration behind this approach is 
that these predictors, apart from having corresponding historical time series data dating to 1927 
(monthly), are widely used in testing predictability of U.S. stock returns. Therefore, our approach 
is consistent with the literature.  
Third, we use the WN (2015a) time series predictive regression model to generate time-
varying evidence of predictability using different estimation windows. The choice of the WN 
                                                          
6 These 14 variables are popular and are used in the forecasting literature (see for instance, Goyal and Welch, 2008; 
Campbell and Thompson, 2008; Ferreira and Santa-clara, 2011) 
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model is inspired by evidence that our data set contains both persistent and endogenous predictors, 
and is characterized by heteroskedasticity (see Section 2.3). In the final step, we test the 
determinants of time-varying predictability. In this test, we set as the dependent variable, the time 
series of time-varying 𝑡-statistics used to test the null hypothesis of no predictability, and use as 
determinants, the expected and unexpected financial ratio risks. 
 Our approach contributes two fresh insights on time-varying predictability. Our first main 
finding is that 7 of 14 predictors (EP, DFY, LTR, LTY, NTIS, SVAR, and TBL) show strong evidence 
of time-varying predictability. In other words, in 25% to 90% of the samples (generated using 
expanding windows where the first window is fixed to 20 years of data), these predictors are able 
to predict returns. Our second finding relates to the determinants of time-varying predictability. 
We propose testing time-varying determinants of predictability by using expected and unexpected 
shocks emanating from each of the 14 predictor variables. We also augment this model with 
dummy variables that capture the phases of time-varying predictability discovered using each of 
the predictors. These regression models show that: (a) except for shocks relating to LTR, expected 
and unexpected risks resulting from the other 13 variables help explain time-varying predictability; 
and (b) some evidence, although not conclusive, supports the finding that phases of time-varying 
predictability help explain time-variation in predictability. This analysis clearly shows the 
important role played by expected and unexpected risks emanating from predictor variables in 
explaining time-varying predictability. 
 Our approach and results contribute to and complement several strands of the literature on 
time-varying predictability. Our first contribution is directly to the literature testing and confirming 
evidence of time-varying predictability. Our work complements these studies, but adds two 
elements more broadly. First, we show that time-varying predictability holds in a historical sense. 
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Our sample of 1927 to 2014 is the lengthiest in this literature and is therefore the richest in terms 
of potential information content, thus offering us the best possible chance of capturing any time-
varying patterns in predictability. The next best time period is the 14-year period in 
Bannigidadmath and Narayan (2016), which examines sectoral time-varying predictability for 
India; we use over 85 years of data. This is not a trivial contribution, because estimating time-
varying predictability using lengthy time series data leads not only to understanding predictability 
from a historical perspective, it also allows for robustness tests by expanding the rolling sample 
window for estimating time-varying predictability. Second, we utilize the largest possible number 
of predictors (14 in total) and show that only 50% of them have a time-varying predictability 
relation. This confirms that time-varying predictability is not uniform. In other words, our evidence 
for time-varying predictability is predictor-dependent—an issue that has remained unclear in the 
literature. This evidence cautions researchers from treating time-varying predictability as a stylized 
fact in the asset pricing literature. More work is needed on this issue, because it remains to be seen 
(from future research) whether the evidence for time-varying predictability it is also country-
specific. 
 Our second contribution relates to studies using different approaches (from ours) to test 
time-varying predictability. In this regard, for instance, Paye and Timmermann (2006) examine 
breaks in the coefficients of the predictive regression; Lettau and Van Niewerburgh (2008) 
consider the presence of shifts in the predictor variable; Guidolin, McMillan, and Wohar (2013) 
emphasize time-varying predictive coefficients linked to economic cycles; Kim et al., (2011) focus 
on serial correlation of returns consistent with the adaptive market hypothesis; and Henkel, Martin, 
and Nadari (2011) treat both predictors and returns as time-varying. These studies show that 
predictability is shaped by a range of factors. Our findings complement the broad idea that 
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predictability is time-varying; yet, we caution that not all of the well-known predictors predict 
returns in a time-varying fashion. In the picture that emerges from our analysis, the time-varying 
nature of predictors is clearly predictor-dependent. 
 Our third contribution is to the literature on the determinants of time-varying predictability. 
There is limited work on this issue. The research that establishes a framework within which the 
determinants of time-varying predictability can be tested is Bannigidadmath and Narayan (2016). 
Inspired by these authors’ proposal, our test of the role of expected and unexpected risks emanating 
from predictors suggests a strong role for these risks in explaining predictability over time. While 
our findings are consistent with Bannigidadmath and Narayan (2016), by using a substantially 
larger database, both time- and predictor-wise, we are able to confirm the role of predictor risks in 
explaining predictability. 
 The remainder of this chapter proceeds as follows. Section 2.2 explains our data and 
methodology. Section 2.3 presents and discusses results. Section 2.4 sets forth the results for our 
robustness test. Finally, we present concluding remarks in Section 2.5. 
 
2.2 DATA AND METHODOLOGY 
2.2.1 Data 
We use U.S. stock market monthly time series data over the period January 1927 to December 
2014. U.S. stock market excess returns are computed using Centre for Research in Security Prices 
value-weighted index (CRSP_VW) returns (including dividends) minus the risk-free rate, which 
we proxy using the U.S. 3-month T-bill rate. In addition, we use 14 predictor variables, as noted 
in Section 2.1. Detailed description of the variables is given in Appendix A. We obtain all data 
from Amit Goyal’s web page (www.hec.unil.ch/agoyal). 
28 
 
 
2.2.2 Estimation Approach 
We employ the predictive regression framework proposed by WN (WN, 2015a). For robustness, 
we compare results of the WN in-sample predictive regression with the Lewellen (2004) model. 
Lewellen (2004) addresses the problems of biasness and persistency using the ordinary least 
squares (OLS) method; however, his model does not account for heteroskedasticity. As we will 
show, persistency, endogeneity, and heteroskedasticity are all features of our data set. Thus, our 
approach of accommodating these salient features of the data ensure that we control for data issues 
that can potentially bias interpretation of the null hypothesis of no predictability.7 
The null hypothesis of no predictability, 𝐻0: 𝛽 = 0, is tested based on the following model 
(Equation (2.1)), where the predictor variable follows a first-order autoregressive process 
(Equation (2.2)): 
                                                                    𝑟𝑡 = 𝛼 + 𝛽 𝑥𝑡−1 + 𝜀𝑡                                                      (2.1) 
                                                                      𝑥𝑡 = 𝜙 + 𝜌 𝑥𝑡−1 + 𝜇𝑡                                                    (2.2) 
Here 𝑟𝑡 is U.S. excess stock market return, 𝑥𝑡 is a predictor, and 𝜀𝑡 is the disturbance term. 
Since we use 14 predictor variables, the above predictability regression model is estimated 14 
times, representing a bi-variate approach as is typically the case in this literature. This framework 
allows us to model the persistency and endogeneity of the predictor variable and any 
autoregressive conditional heteroskedasticity (ARCH) effects. Therefore, assuming that 𝜀𝑡 is 
statistically significantly correlated with 𝜇𝑡, we have the following relationship between the errors: 
                                                                         𝜀𝑡 =  𝛾𝜇𝑡 + 𝜂𝑡                                                                 (2.3) 
                                                          
7 There are several studies that use the WN predictability model; see, for instance, Bannigidadmath and Narayan 
(2016), Bannigidadmath and Narayan (2015), Narayan and Sharma (2015), Narayan and Gupta (2015) and Narayan 
et al. (2017), Sharma (2016), Narayan and Sharma (2015) 
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where 𝜀𝑡 and 𝜂𝑡 are independent and identically distributed and symmetric with mean zero and 
𝛾 = cov(𝜀, 𝜇)/𝑣𝑎𝑟(𝜇). Lewellen (2004) assumes 𝜌 ̂ and 𝜌0 ≈ 1, and 𝜌0 with a guess value; the 
OLS bias-adjusted estimator has the following form: 
                                                    ?̂?𝑎𝑑𝑗
𝐿𝑒𝑤 =  ?̂? − 𝛾(?̂? − 𝜌0)                                                         (2.4) 
where ?̂?𝑎𝑑𝑗
𝐿𝑒𝑤 represents the β coefficient estimated to test the null of no predictability. 
WN (2015a) test the alternative hypothesis, assuming 𝛽 is local-to-zero as 𝑇 → ∞, 𝛽 =
𝑏
𝑇
 . Here, 
𝑏 is a constant and does not depend on 𝑇. Similarly, assuming most of the predictor variables are 
persistent, 𝜌 = 1 +
𝑐
𝑇
, where the parameter 𝑐 ≤ 0 measures the degree of persistency in 𝑥𝑡. 
                                                       ?̂?𝑎𝑑𝑗
𝑊𝑁 =  ?̂? − 𝛾(𝜌 − 1)                                                        (2.5) 
?̂?𝑎𝑑𝑗
𝑊𝑁 denotes the β coefficient generated using the WN (2015a) feasible quasi-generalized 
least squares (FQGLS)-based test. The feasible version of the regression equation can be written 
as follows: 
                                                            𝑟𝑡 = 𝛼 + ?̂?𝑎𝑑𝑗
𝑊𝑁𝑥𝑡−1 + 𝛾(𝑥𝑡 − 𝜌𝑥𝑡−1) + 𝜂𝑡                          (2.6) 
The FQGLS includes the information contained in the ARCH structure of the error terms, 
which is not accounted for by the Lewellen estimator. The approach taken by WN to control for 
ARCH is simple, and is based on the following variance equation of 𝜂𝑡: 
                              𝑣𝑎𝑟(𝜂𝑡|𝐼𝑡−1) =  𝜎𝜂𝑡
2 = 𝜆0 + ∑ 𝜆𝑗
𝑞
𝑗=1 𝜂𝑡−𝑗
2                                                (2.7) 
where 𝐼𝑡 is the information available at time 𝑡. To maintain positive 𝜎𝜂
2, WN assume 𝜆0 >
0, 𝜆1, ⋯ , 𝜆𝑞 ≥ 0 and ∑ 𝜆𝑗
𝑞
𝑗=1 < 1.  Similarly, a simple ARCH model assumption is applied to 
𝑣𝑎𝑟(𝜀𝑡|𝐼𝑡−1) =  𝜎𝜀𝑡
2 . The FQGLS estimator captures the ARCH structure by weighting (𝑤𝑡)  all 
the data by1/𝜎𝜀𝑡. Therefore, WN show that the conditional variance of 𝜀𝑡 is: 
                                𝑣𝑎𝑟(𝜀𝑡|𝐼𝑡−1) =  𝜎𝜀𝑡
2 = 𝛾2𝜎𝜇𝑡
2 + 𝜎𝜂𝑡
2                                                        (2.8) 
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Thus, the FQGLS-based t-statistic for testing 𝛽 = 0  is of the form: 
         
                                                   𝑡𝐹𝑄𝐺𝐿𝑆 =
∑ 𝑤𝑡
2𝑥𝑡−1
𝑑 𝑟𝑡
𝑑𝑇
𝑡=𝑞𝑚+2
√∑ 𝑤𝑡
2(𝑥𝑡−1
𝑑 )
2𝑇
𝑡=𝑞𝑚+2
                                                 (2.9) 
 
where 𝑤𝑡 = 1/𝜎𝜀𝑡 is the FQGLS weight, 𝑥𝑡
𝑑 = 𝑥𝑡 − ∑ 𝑥𝑠
𝑇
𝑠=2 /𝑇, and 𝑟𝑡
𝑑 with similar definition. 
𝑇 is the sample size, and 𝑞 = max{𝑞𝑥, 𝑞𝑟,𝑥 } is the optimal lag length. The end result is that the 
FQGLS-based model tends to outperform the adjusted OLS-based predictive regression model, as 
shown in simulation results in Westerlund and Narayan (2015a). The asymptotic 𝑡-FQGLS uses 
asymptotic critical values in testing the null of “no predictability,” whereas 𝑡-FQGLS uses 
subsampling-based critical values. 
 
2.2.3 Expanding Window Method 
To assess whether the predictability is time-varying, we estimate the time series predictability 
model as specified in Equation (2.1) but based on a 20-year expanding (recursive) window. The 
initial sample is set to the first 20 years of data. This implies that we first estimate the predictive 
regression model over the period February 1927 to January 1947. We then re-estimate using an 
expanding window approach by adding one more observation (month) at a time. In other words, 
our next predictive regression model is estimated over the period February 1927 to February 1947, 
February 1927 to March 1947, and so on. This process of estimating Equation (2.1) concludes 
when the last sample date (December 2014) is absorbed. 
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2.3 EMPIRICAL FINDINGS 
This section has three objectives. First, we provide a preliminary analysis of the data set, focusing 
on the salient features (such as persistency, endogeneity, and ARCH) of the model variables. 
Second, we test for time-varying stock return predictability using the in-sample FQGLS test 
proposed by WN (2015a). Finally, we estimate and discuss results on the determinants of time-
varying predictability. 
2.3.1 Preliminary Analysis 
We begin by reporting in Table 2.1 selected descriptive statistics for our dependent variable (U.S. 
stock returns) and the 14 predictor variables: DP, DY, DE, EP, BM, INFL, LTY, LTR, TMS, TBL, 
NTIS, DFY, DFR, and SVAR. We report mean, coefficient of variation (CV), skewness, and 
kurtosis for all variables in columns 2 to 5. Note that for the four predictor variables (DE, DP, DY, 
and EP), the mean is negative, while for the other 10 predictors, it is positive in sign. Also note 
that DFR is the most volatile predictor; it has the highest CV, 48.71, followed by LTR, INFL, 
SVAR, and NTIS. 
In addition, note that the skewness and kurtosis statistics provide evidence of the 
heterogeneous nature of each predictor variable. A feature of this data worth highlighting is that 
regardless of the choice of predictor variable, all predictors reveal different skewness and kurtosis 
statistics. Note that certain predictors (SVAR, DFY, NTIS, DE, and INFL) have relatively high 
skewness compared to other predictor variables. For five predictors (DFR, DP, DY, EP, and TMS), 
for instance, note that the skewness statistic has a negative sign, implying a left-tailed distribution. 
The kurtosis statistic, which measures the peakedness of the data distribution, is greater than 3 for 
all predictors (DP and DY excepted). Overall, the message is that for those 12 predictor variables 
for which the kurtosis statistic is greater than 3, the distribution is leptokurtic. In the case of stock 
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returns, the mean return is 0.007 and the CV is 8.48. The distribution of returns is non-normal 
given that the skewness and kurtosis statistics are 0.41 and 12.58, respectively. 
Additionally, we conduct a Jacque–Bera (JB) test, which examines the null hypothesis of 
normal distribution and report the JB test statistic and its corresponding 𝑝-value in columns 6 and 
7, respectively. Note that the 𝑝-value for stock returns and for all predictors is zero, which implies 
that we can reject the null hypothesis of a normal distribution at the 1% significance level. This 
means that all variables are non-normally distributed. Finally, with regard to autocorrelation (AC), 
we report AC coefficients at different lag lengths, AC(1), AC(6), AC(12), AC(24), and AC(36) 
for the squared stock returns and predictor variables in columns 8-12. We observe that the AC 
coefficient decreases slightly with an increase in lag length. Overall, we conclude that the 
autocorrelation in squared variables reflects the presence of ARCH. 
Next, we examine our results on persistency, endogeneity, and heteroskedasticity. The 
Figures 2.1 − 2.3 illustrate the time-varying patterns of these three properties respectively. Our 
test for persistency follows (i) an estimate of the AR(1) model, and (ii) the Dickey-Fuller 
(Augmented Dickey-Fuller (ADF), 1981)) test, which examines the null hypothesis of a unit root. 
These results are reported in Table 2.2. The AR coefficient, except for DFR, INFL, LTR, and SVAR, 
is very close to 1, which means these predictors are highly persistent. The AR coefficient for stock 
returns is close to zero, which is expected since returns are stationary. 
The ADF test results suggest that the null hypothesis of a unit root is comfortably rejected 
at the 1% level for the stock returns and 12 predictor variables. We are unable to reject the null 
hypothesis of unit root in the case of two predictor variables (LTY and TBL). Therefore, we can  
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Table 2.1: Descriptive statistics 
Notes: This table presents descriptive statistics, including mean, coefficient of variation, skewness, and kurtosis of excess stock returns (CRSP_VW) and 14 predictor 
variables: book to market ratio (BM), dividend payout ratio (DE), dividend-price ratio (DP), dividend yield (DY), earnings-to-price (EP), default return spread 
(DFR), default yield spread (DFY), inflation (INFL), long-term bond return (LTR), long-term bond yield (LTY), net equity expansion (NTIS), T-bill rate (TBL), 
stock variance (SVAR), and term spread (TMS). Additionally, we report Jacque–Bera test coefficient and its respective 𝑝-values in columns 6 and 7, respectively; 
these test the null hypothesis on whether sample data has a normal distribution. Further, we report autocorrelation coefficients at lags 1, 6, 12, 24, and 36 for 
squared stock returns and squared predictor variables in the last five columns. Our data span the period January 1927 to December 2014. 
Variable Mean CV Skew. Kurt. J-B 𝑝-value AC(1) AC(6) AC(12) AC(24) AC(36) 
CRSP_VW 0.007 8.479 0.411 12.584 4067.541 0 0.300 0.116 0.128 0.052 0.016 
BM 0.578 0.460 0.739 4.474 191.473 0 0.959 0.799 0.606 0.436 0.326 
DE -0.631 -0.529 1.469 8.733 1824.487 0 0.990 0.850 0.742 0.546 0.453 
DP -3.356 -0.137 -0.292 2.787 16.978 0 0.993 0.951 0.897 0.817 0.769 
DY -3.351 -0.136 -0.321 2.771 20.462 0 0.993 0.952 0.899 0.822 0.774 
EP -2.725 -0.153 -0.686 5.833 435.656 0 0.984 0.806 0.617 0.468 0.398 
DFR 0.000 48.712 -0.352 10.824 2712.685 0 0.246 0.219 0.082 -0.004 0.005 
DFY 0.011 0.621 2.436 11.488 4210.957 0 0.938 0.749 0.544 0.300 0.203 
INFL 0.002 2.042 1.146 18.907 11353.740 0 0.218 0.043 0.038 0.034 0.039 
LTR 0.005 4.990 0.591 7.783 1067.114 0 0.286 0.118 0.093 0.041 0.039 
LTY 0.052 0.536 1.049 3.526 205.527 0 0.993 0.960 0.917 0.848 0.794 
NTIS 0.018 1.379 1.755 11.904 4027.137 0 0.969 0.773 0.486 0.166 0.073 
SVAR 0.003 1.983 5.526 41.674 71117.440 0 0.369 0.151 0.121 0.109 0.061 
TBL 0.035 0.885 1.045 4.228 258.078 0 0.977 0.858 0.782 0.614 0.501 
TMS 0.017 0.773 -0.267 3.089 12.880 0 0.950 0.776 0.596 0.253 0.024 
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Figure 2.1: Time-varying persistency 
Notes: This figure plots AR(1) coefficients against time to test for time-varying persistency. A typical AR(1) model 
is used to obtain the coefficients for each predictor and stock return series. The variables for which we plot graphs are 
excess stock returns (CRSP_VW), dividend-price ratio (DP), dividend yield (DY), dividend payout ratio (DE), 
earnings-to-price (EP), book-to-market ratio (BM), inflation (INFL), long-term bond yield (LTY), long-term bond 
return (LTR), term spread (TMS), T-bill rate (TBL), net equity expansion (NTIS), default yield spread (DFY), default 
return spread (DFR), and stock variance (SVAR). 
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conclude that stock returns and the 12 predictor variables for which we rejected the null are 
stationary series. We test ARCH effects, which we estimate by running an AR model for each 
variable with lags. The null hypothesis of “no ARCH” in the residuals of the model is examined 
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at lags 6 and 12. The null hypothesis is rejected at the 5% significance level for all variables in our 
sample, regardless of lags considered, except in the case of INFL, where the null is rejected only 
at six lags. This result implies that most of the variables are heteroskedastic.  
Table 2.2: Unit root and heteroskedasticity test results 
Notes: This table reports results based on unit root and ARCH tests. Column 2 reports the autoregressive coefficient 
of the stock returns and 14 predictor variables. These coefficients are used to judge the degree of persistency. The 
Augmented Dickey-Fuller (ADF) test coefficient and its respective 𝑝-values, which examine the null hypothesis of 
“no unit root,” are reported in columns 3 and 4, respectively. Optimal lag length, chosen using the Schwartz 
Information Criterion (SIC), is reported in column 5. Optimal lag length is selected by starting with a maximum of 
eight lags. In the final four columns, we report results on heteroskedasticity. Essentially, we run an autoregressive 
model for each variable with 6 and 12 lags and test for the null hypothesis of “no ARCH” in the residuals of the model. 
The null is tested at lags of 6 and 12. The Lagrange Multiplier (LM) test statistic is reported together with the 𝑝-values. 
All variables listed in column 1 are defined in Table 2.1. 
Variable 𝜌 ADF 𝑝-value Lag ARCH(6) 𝑝-value ARCH(12) 𝑝-value 
CRSP_VW 0.094 -29.515 0.00 0 20.915 0.00 22.698 0.00 
BM 0.985 -3.921 0.01 8 81.711 0.00 57.841 0.00 
DE 0.991 -5.412 0.00 7 14.318 0.00 23.512 0.00 
DP 0.991 -3.417 0.05 1 19.636 0.00 19.967 0.00 
DY 0.991 -3.434 0.05 1 19.021 0.00 18.471 0.00 
EP 0.986 -4.226 0.00 2 7.183 0.00 18.956 0.00 
DFR -0.129 -36.902 0.00 0 34.597 0.00 19.303 0.00 
DFY 0.975 -3.635 0.03 3 36.385 0.00 47.892 0.00 
INFL 0.565 -6.411 0.00 6 1.859 0.08 0.874 0.57 
LTR 0.042 -31.276 0.00 0 21.378 0.00 11.877 0.00 
LTY 0.996 -0.946 0.95 0 43.204 0.00 24.867 0.00 
NTIS 0.979 -5.168 0.00 5 15.871 0.00 19.064 0.00 
SVAR 0.643 -6.615 0.00 0 4.907 0.00 2.193 0.01 
TBL 0.992 -1.926 0.64 8 98.570 0.00 47.023 0.00 
TMS 0.960 -5.302 0.00 1 32.232 0.00 27.366 0.00 
 
Additionally, we report the Wald test for the null of no ARCH effect in the estimated 
variance equations for 𝜂𝑡 and 𝜇𝑡 and its 𝑝-values, together with the number of lags used. The 
results are reported in Panels A and B of Table 2.3. The lags are chosen using Schwartz information   
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Figure 2.2: Endogeneity 
Notes: This figure illustrates time-varying endogeneity test results for some of the predictors using an expanding 
window approach. We test the null hypothesis of no endogeneity, H0: 𝛾 = 0 using the following regression model 
𝜀𝑡 =  𝛾𝜇𝑡 + 𝜂𝑡 . Here, 𝜀𝑡 is innovations from the regression model; 𝑟𝑡 = 𝛼 + 𝛽 𝑥𝑡−1 + 𝜀𝑡 and 𝜇𝑡 is the disturbance term 
from the predictor model; 𝑥𝑡 = 𝜙 + 𝜌 𝑥𝑡−1 + 𝜇𝑡 . Here, 𝑟𝑡  is excess returns and 𝑥𝑡 is the predictor variable. The 
horizontal line drawn in each graph indicates 10% statistical significance level; if any value falls below the line, this 
indicates the presence of endogeneity. The predictors shown on the graphs are dividend payout ratio (DE), dividend 
yield (DY), inflation (INFL), long-term bond return (LTR), term spread (TMS), T-bill rate (TBL), and default return 
spread (DFR). We do not plot graphs for the predictors, namely, dividend-price ratio (DP), earnings-to-price (EP), 
book-to-market ratio (BM), long-term bond yield (LTY), net equity expansion (NTIS), default yield spread (DFY), and 
stock variance (SVAR), because we are able to reject the null of no endogeneity for these predictors over the entire 
sample period. 
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criteria (SIC). We find that the null of “no ARCH” is comfortably rejected for both error terms in 
all regressions for each of the 14 predictors. 
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Finally, we attempt to confirm whether our predictor variables are endogenous. We test for 
endogeneity by regressing the error term from the predictive regression model on the error term 
from an AR(1) model of the predictor variable, as given in Equation (2.3). Results are reported in 
Panel C of Table 2.3.  
Table 2.3: Wald and endogeneity test results 
Notes: This table reports further tests for heteroscedasticity based on a Wald test. We report the Wald test for the null 
of “no ARCH” effect in the estimated variance equations for 𝜂𝑡 and 𝜇𝑡, and the associated 𝑝-values, and the number 
of lags used. The results are reported for stock excess returns (see Panel A) as well as for all 14 predictor variables 
(see Panel B). When 𝑝-values are less than 0.01, the null is rejected at the 1% significance level. Finally, in Panel C, 
we report the endogeneity test results. This test is based on regressing the error term from the predictive regression 
model on the error term from the predictor variable; the coefficient, t-statistics, and 𝑝-values are reported to test the 
null hypothesis of “no endogeneity.” All variables listed in column 1 are defined in Table 2.1. 
 Panel A: Returns Panel B: Predictor Panel C: Endogeneity 
Variable Lag Wald 𝑝-value Lag Wald 𝑝-value gamma 𝑡-statistic 𝑝-value 
BM 1 34.309 0.00 3 564.842 0.00 -1.011 -49.126 0.00 
DE 3 158.076 0.00 2 261.319 0.00 -0.077 -2.007 0.04 
DP 4 987.568 0.00 3 125.734 0.00 -0.962 -147.402 0.00 
DY 3 156.400 0.00 3 122.536 0.00 -0.078 -2.584 0.01 
EP 1 373.529 0.00 3 96.248 0.00 -0.622 -38.525 0.00 
DFR 3 143.352 0.00 3 187.945 0.00 0.601 4.805 0.00 
DFY 3 69.489 0.00 4 311.935 0.00 -9.508 -9.062 0.00 
INFL 3 162.169 0.00 1 8.132 0.00 0.182 0.446 0.66 
LTR 3 157.898 0.00 3 128.657 0.00 0.201 2.884 0.00 
LTY 3 156.656 0.00 3 261.745 0.00 -2.485 -3.595 0.00 
NTIS 3 166.083 0.00 1 28.419 0.00 -0.328 -0.971 0.33 
SVAR 3 157.208 0.00 1 58.095 0.00 -2.959 -7.909 0.00 
TBL 3 172.845 0.00 2 162.285 0.00 -1.143 -2.503 0.01 
TMS 3 158.273 0.00 2 53.320 0.00 0.133 0.285 0.78 
 
Our results indicate that all variables are endogenous except for INFL, NTIS, and TMS. From these 
results, we conclude that persistency, endogeneity, and heteroskedasticity need to be accounted 
for in the predictive regression model.8 
 
                                                          
8 We also test for evidence of time-varying persistency, endogeneity, and heteroskedasticity in all 14 variables. Results 
are available upon request. We find strong support for time-varying patterns of persistency, endogeneity, and 
heteroskedasticity in all variables. 
38 
 
2.3.2 Predictability Test Results 
We use Lewellen (2004) and WN (2015a) FQGLS-based estimators to test for in-sample 
predictability. Our approach to test for time-varying predictability is based on the predictive 
regression model specified by Equation (2.1). We extract time-varying confidence intervals 
through an expanding window approach. The initial sample is set to 23% of the full sample of data, 
 
Figure 2.3: Heteroskedasticity 
Notes: The null of “no heteroskedasticity” is tested for each predictor variable by first estimating an AR (12) model, 
and then residuals are tested with an ARCH (12) model. The figure displays 𝑝-values against time, which tests the 
null hypothesis of “no ARCH.” The horizontal line indicates 10% statistical significance level. We are able to reject 
the null of “no ARCH” in the following graphs when the plot of 𝑝-values fall below the horizontal line. We plot graphs 
only for dividend payout ratio (DE) and stock variance (SVAR) where we find evidence of time-varying 
heteroskedasticity; we also plot a graph for inflation (INFL) where we are unable to reject the null of “no ARCH” at 
any point in time. For the remaining variables, we reject the null of “no ARCH” throughout the sample period. 
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which is equivalent to 20 years, and we gradually expand the window by including one more 
observation at a time. In this way, while we forgo the first 20 years of data, we gain a time-varying 
confidence interval examining the null hypothesis of no predictability. 
Using the same predictability regression model as specified in Equation (2.1) with an 
expanding window approach, as explained earlier (see Section 2.2), enables us to extract time-
varying 𝑡-test statistics from the WN (2015a) subsample FQGLS-based test. These time-varying 
𝑡-FQGLS 𝑡-statistics are used as a dependent variable testing the determinants of predictability in 
subsection 2.3.3. We plot these time-varying 𝑡-test statistics in Figure 2.4. 
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 We report summary results on time-varying predictability in Table 2.4. In this table, for 
each of the 14 predictors, we report the periods during which we are able to reject the null of no 
predictability using the Lewellen (2004) and the WN (2015a) FQGLS-based estimators.  
In particular, we focus on a 95% confidence interval for 𝛽 using the asymptotic and subsample 
FQGLS tests. Thus, in total, we report time-varying predictability results using three tests. For 
each test, first we note different time phases during which we find evidence of stock return 
predictability using each predictor variable. In other words, this indicates that there can be a phase 
of time during which we do not find evidence of stock return predictability. Second, using these 
significant predictability phases, we compute the percentage of time during which we are able to 
predict stock returns. To identify the phases of time-varying predictability by each predictor, we 
calculate the percentage of time the FGLS confidence interval rejects the null of no predictability 
and divide this number by the total possible number of rejections of the null. If this percentage is 
in the range of 25% to 90%, we claim this to be in support of time-varying predictability, from 
limited evidence (25%) to strong evidence (90%). Our point here is that if in most of the months 
(over 90%) predictability is found, then this is almost equivalent to saying that predictability is 
strongly present such that there is no time-varying predictability. Similarly, if for less than a quarter 
of the months there is no predictability, then this amounts to either no or limited time-varying 
predictability. 
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Figure 2.4: Time series of FQGLS 𝒕-statistics for predictability (expanding window) 
Notes: This figure plots the WN (2015a) FQGLS-based 𝑡-statistics. The results are based on the following regression 
model 𝑟𝑡 = 𝛼 + 𝛽 𝑥𝑡−1 + 𝜀𝑡. Here, 𝑟𝑡  is excess stock returns, 𝑥𝑡.represents the predictor variable, and 𝜀𝑡 is the 
disturbance term. The FQGLS test t-statistics are computed as follows: 𝑡𝐹𝑄𝐺𝐿𝑆 =
∑ 𝜋𝑡
2𝑥𝑡−1
𝑑 𝑟𝑡
𝑑𝑇
𝑡=𝑞𝑚+2
√∑ 𝜋𝑡
2(𝑥𝑡−1
𝑑 )
2𝑇
𝑡=𝑞𝑚+2
 where 𝜋𝑡 =
1/𝜎𝜀𝑡is the FQGLS weight and 𝑥𝑡
𝑑 = 𝑥𝑡 − ∑ 𝑥𝑠
𝑇
𝑠=2 /𝑇, and 𝑟𝑡
𝑑 have similar definition. 𝑇 is sample size and 𝑞 =
max{𝑞𝑥, 𝑞𝑟,𝑥  }. Time-varying 𝑡-statistics are extracted using an expanding window approach. The initial window is 
set to be the first 20 years of data. The following plots are based on 14 predictor variables: dividend-price ratio (DP), 
dividend yield (DY), dividend payout ratio (DE), earnings to price (EP), book-to-market ratio (BM), inflation (INFL), 
long-term bond yield (LTY), long-term bond return (LTR), term spread (TMS), T-bill rate (TBL), net-equity expansion 
(NTIS), default yield spread (DFY), default return spread (DFR), and stock variance (SVAR). 
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Figure 2.5: Time series of FQGLS 𝒕 −statistics for predictability (Rolling window) 
Notes: This figure plots WN (2015a) FQGLS-based test t-statistics. The formula for computing t-statistics and the 
predictive regression model used are explained in Figure IV. However, our approach is to test the null hypothesis of 
“no predictability” with rolling window approach by setting our initial sample to 50% of the data (44 years of data) to 
compute t-statistics over time. All predictor variables are defined in Figure 2.5. 
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Table 2.4: Phases of significant predictability 
Notes: This table reports results from the time series predictive regression model proposed by Lewellen (2004) and WN (2015a) in Panel A and Panels B and C, 
respectively. Results are based on the following predictive regression model: 𝑟𝑡 = 𝛼 + 𝛽 𝑥𝑡−1 + 𝜀𝑡. Here, 𝑟𝑡  is excess stock returns, 𝑥𝑡 represents a predictor 
variable, and 𝜀𝑡 is the disturbance term. The time-varying t-statistics are extracted using an expanding window approach. Our initial window consists of the first 
20 years of data, February 1927 January 1947. The 95% confidence intervals for 𝛽 = 0 are based on the asymptotic FQGLS-based test (see Panel B) and subsample 
FGLS-based test (see Panel C). The null of “no predictability” is rejected when 𝛽 = 0 does not fall within the confidence interval ranges. We also calculate the 
percentage of months for which we find significant predictability. We regard predictability by any predictor as time-varying only if the computed percentage is 
between 25% and 90% (indicated by “Y”) and “N” represents the computed percentage are beyond these values, thus predictability is not time-varying. Note that 
100% significance means that we are able to reject the null of “no predictability” at all times; therefore, this means that predictability in such cases is not time-
dependent. All predictor variables are defined in Table 2.1. 
Predictors Panel A: Lewellen (2004) Panel B: WN (2015a) FQGLS Asymptotic 
Confidence Intervals Results 
Panel C: WN (2015a) FQGLS Subsampling 
Confidence Intervals Results 
 
Time-varying 
(Y/N) 
[% of Months] 
Time phases of 
predictability by 
95% CI 
Time-varying 
(Y/N) 
[% of Months] 
Time phases of 
predictability  
Time-varying (Y/N) 
[% of Months] 
Time phases of 
predictability  
BM N [100%] 1947:01-2014:12 N [97.91%] 1947:01-1998:12 
2000:09-2014:12 
N [96.45%] 1947:01-1998:02 
2000:11-2014:12 
DE Y[25.70%] 1951:12-1953:07 
1971:07-2014:12 
N [99.02%] 1947:01-1970:09 
1971:07-2014:12 
N [98.65%] 1947:01-1955:05 
1956:08-2014:12 
DP N [100%] 1947:01-2014:12 N [100%] 1947:01-2014:12 N [0.861%] 1957:06-1957:09 
DY N[5.875%] 1947:01-1950:03 N[99.116%] 1947:01-2009:01 
2009:04-2014:12 
N [9.302%] 1948:11-1949:07 
1948:03-1949:04 
1955:09-1960:05 
EP N [100%] 1947:01-2014:12 N[99.876%] 1947:01-2008:11 
2009:01-2014:12 
Y[36.95%] 1949:01-1950:09 
1974:07-1974:10 
1975:12-1976:01 
1976:08-1977:01 
1977:04-1979:06 
1979:09-1980:08 
1983:01-1990:09 
1990:12-1993:08 
1994:01-1994:10 
1994:12-1995:03 
1995:09-1996:03 
1996:05-2002:03 
DFR N [100%] 1947:01-2014:12 N [100%] 1947:01-2014:12 N [100%] 1947:01-2014:12 
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DFY N [100%] 1947:01-2014:12 N [93.023%] 1947:01-1971:05 
1972:01-1973:03 
1974:05-2008:12 
2009:02-2010:12 
2012:08-2013:01 
Y[65.116%] 1970:09-2014:12  
INFL Y[27.906%] 1951:01-1969:12 N [100%] 1947:01-2014:12 N [100%] 1947:01-2014:12 
LTR Y[52.141%] 1947:01-1955:12 
1982:10-2008:10 
Y[65.483] 1947:01-1990:04 
2001:11-2003:04 
2008:11-2014:12 
Y [75.764%] 1947:01-1990:09 
1990:12-1991:05 
1991:08-1991:11 
LTY Y[80.048%] 1953:04-1955:05 
1956:10-1957:05 
1957:07-1958:11 
1960:02-1960:12 
1962:05-1963:03 
1966:06-1968:09 
1969:01-2014:14 
N [92.044%] 1947:01-1951:07 
1954:12-1956:09 
1957:08-1971:01 
1973:02-2014:12 
Y[55.446%] 1947:01-1960:01 
1961:01-1961:12 
1966:05-1966:12 
1970:12-1973:11 
1981:01-1987:01 
1987:10-1997:01 
2009:06-2011:12 
NTIS N [100%] 1947:01-2014:12 N [100%] 1947:01-2014:12 Y[58.629%] 1973:02-1973:11 
1976:01-2008:09 
2010:04-2013:04 
SVAR N [100%] 1947:01-2014:12 N [100%] 1947:01-2014:12 Y[88.127%] 1947:01-1982:06 
1988:04-1992:05 
1995:05-2014:12 
TBL Y[66.829%] 1969:07-2014:12 Y[89.586%] 1950:08-1960:03 
1960:12-1962:03 
1966:05-2014:12 
Y[46.144%] 1947:01-1966:02 
1968:04-1969:05 
1973:06-1979:05 
1981:03-1982:11 
1983:05-1984:12 
TMS Y[60.097%] 1973:11-2009:01 
2009:05-2014:12 
N [100%] 1947:01-2014:12 N [100%] 1947:01-2014:12 
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First, we examine results obtained from the Lewellen (2004) predictability test (see Panel 
A). These results are summarized as follows: 
• Predictors BM, DP, and EP strongly predict U.S. stock returns throughout the sample 
period, January 1947 to December 2014. In other words, we note that there is predictability 
100% of the time and, therefore, for these three predictors, we conclude that the 
predictability is not time-varying. 
•  Predictor DY provides limited evidence of significant stock return predictability 6% of the 
time. 
• Predictors DFR, DFY, NTIS, and SVAR predict U.S. stock returns over the whole sample 
period, January 1947 to December 2014, which indicates significant predictability 100% 
of time. In other words, when we consider these four predictors, the predictability of stock 
returns is not time-dependent. 
• Predictors DE, INFL, LTR, LTY, TBL, and TMS significantly predict the U.S. stock returns 
26%, 28%, 52%, 80%, 67%, and 60% of the time, which is evidence of time-varying 
predictability. 
Next, we examine results based on the WN (2015a) 95% confidence interval for 𝛽 using 
the asymptotic FQGLS test (see Panel B). Results are summarized as follows: 
• DP significantly predicts U.S. stock returns 100% of the time, which means that 
predictability of stock returns using DP is not time-dependent. 
•  Predictors BM, DE, DY, and EP significantly predict U.S. stock returns 98%–99% of the 
time suggesting no time-varying predictability. The phases during which we find 
significant stock return predictability are given in Column 2 of Panel B. 
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• Predictors DFR, INFL, NTIS, SVAR, and TMS significantly predict U.S. stock returns 100% 
of the time, which means that, for these predictors, the evidence of stock return 
predictability is not time-dependent. 
• Predictors DFY and LTY significantly predict stock returns 93% and 92%, respectively, of 
the time and are, therefore, not time-dependent. 
• Predictors LTR and TBL predict returns in 65% and 90% of the time, respectively, and, 
therefore, can be considered time-varying predictors. 
Next, we report results based on the WN (2015a) 95% confidence interval for 𝛽 using the 
subsample FQGLS test in Panel C. These results are summarized as follows: 
• Predictors BM and DE predict U.S. stock returns 96% and 99% of the time, 
respectively. These predictors are, therefore, time invariant (see Column 2 of Panel C). 
• Predictors DP and DY predict stock returns 1% and 9% of the time, respectively. We 
conclude that there is almost no evidence of time-varying predictability when using 
these two predictors. 
• Predictors DFR, INFL, and TMS predict stock returns over the entire sample period. 
This means predictability using these three predictors is not time-dependent. 
• Predictors EP, DFY, LTR, LTY, NTIS, SVAR, and TBL significantly predict stock 
returns 37%, 65%, 76%, 55%, 59%, 88%, and 46% of the time, respectively. There are 
alternating phases of time where we find significant predictability (see column 2 of 
Panel C). This therefore constitutes evidence of time-varying predictability. 
Overall, we find that when we use LTR and TBL as predictors of stock returns, significant 
time-varying predictability is found regardless of the test used to examine the null hypothesis of 
no predictability. Additionally, EP, DFY, LTY, NTIS, and SVAR provide strong evidence of stock 
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return time-varying predictability using the FQGLS-based predictability tests. For BM and DFR, 
since significant predictability is found over 90% of the time, predictability is therefore not time-
dependent. With predictors DE and TMS, we find significant time-varying predictability only when 
using the Lewellen (2004) estimator. Finally, predictors DP and DY show mixed results on time-
varying predictability. 
 
2.3.3 Determinants of Predictability 
Another aim of this research is to investigate the determinants of predictability with respect to the 
evidence found earlier that some predictors can significantly predict U.S. stock returns only at a 
given point in time (time-varying predictability). We take a two-step approach to examine the 
determinants of predictability. First, since predictability of stock returns is based on each of the 14 
predictor variables, we test whether the expected and unexpected predictor risks determine 
predictability. Therefore, we follow the approach of French, Schwert, and Stambaugh (1987), 
Amihud (2002), and Berkman, Jacobson, and Lee (2011) and propose the following augmented 
AR(1) model for each of the predictor variables to compute expected and unexpected risks of our 
predictor variables: 
                                                     𝑋𝑡 = 𝛼0 + 𝛼1𝑋𝑡−1 +  𝛽𝑖𝐷𝑖𝑡 + 𝜖𝑡                                              (2.10) 
In total, we estimate 14 of these regression models (one for each predictor variable, denoted 
by 𝑋 in the above model) using the OLS estimator. We correct standard errors for 
heteroskedasticity and autocorrelation using eight lags. My augmentation is implemented through 
dummy variables 𝐷𝑖 on the right-hand-side of the AR(1) model. These dummy variables capture 
the statistically significant phases of time-varying predictability of stock returns, and 𝑖 represents 
the number of significant time-varying phases for each predictor. These significant time-varying 
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predictability phases are based on the WN (2015a) subsample FQGLS estimator (see Panel C of 
Table 2.4). For example, when we use BM ratio as a predictor, we find that there are two phases 
(January 1947 to February 1998 and November 2000 to December 2014), during which the BM 
ratio significantly predicts stock returns. Therefore, when we estimate Equation (2.10) for the BM 
ratio, we include two dummy variables in our estimation, where each dummy represents one of 
those significant predictability phases. It is also important to note that we do not construct a dummy 
for those phases where we have less than 12 consecutive months showing significant 
predictability.9 The results based on this model are presented in Table 2.5. We extract the fitted 
value and the residual from the above model as a measure of the level of expected and unexpected 
risks, respectively. 
In the final step, we test the hypothesis that expected and unexpected risks determine time-
varying predictability. We use the time series of time-varying t-statistics on predictability (see 
Figure 2.5) as a dependent variable (𝑃𝑟𝑒𝑑) in a regression. The independent variables are dummies 
𝐷, as described in Equation (2.10), and expected (𝑋𝑡
𝐸) and unexpected (𝑋𝑡
𝑈𝐸) risks computed as 
described earlier. We include dummy variables representing phases of predictability because these 
phases can potentially allow investors to take positions in the market. Predictable phases entice 
trading, which make markets more volatile. This volatility, therefore, is a source of risk. By 
including these dummy variables, we effectively capture any risk present in the market at those 
times. Our regression model takes the following form: 
                                𝑃𝑟𝑒𝑑𝑡 = 𝛼0 + 𝛼1𝑖𝐷𝑖𝑡 + 𝛼2𝑋𝑡
𝐸 + 𝛼3𝑋𝑡
𝑈𝐸 + 𝜀𝑡                                                 (2.11) 
                                                          
9 The risk/volatility of the market is proxied with expected and unexpected risks. When constructing dummy variables 
in Equation (2.10), only the phases of predictability that exist in 12 consecutive months or more are considered as a 
dummy. Predictability allows possible trading activity which instigates volatility. Therefore, our dummy variables 
here are able to capture any volatility in the market due to predictable returns.  
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We use OLS to estimate the above equation, where the standard errors are corrected for 
heteroskedasticity and autocorrelation using eight lags. It is important to note that for three 
predictors, DP, DFR, and INFL, we do not find evidence of time-varying predictability; therefore, 
for these predictors, we estimate Equation (2.11) with no dummies.  
The results from the above model are reported in Table 2.6. When we consider financial 
ratios, we find that only when return forecasts are based on the EP ratio do both the expected and 
unexpected risks determine predictability. With respect to forecasts generated using BM and DE, 
only the unexpected financial ratio risk determines predictability, and with respect to forecasts 
generated using DP and DY, neither expected nor unexpected risks determine predictability. 
Additionally, except in the case of DP, for four financial ratios (BM, DE, DY, and EP), we also 
include dummy variables to capture the effect of risks emanating from the significant predictability 
phases. For all four financial ratios, we find that the risk attributable to at least one of the significant 
predictability phases determines predictability. 
We next examine results for the nine macro and other predictors used in our analysis. We 
find that both expected and unexpected risks only from LTR explain predictability, whereas with 
respect to forecasts generated using TBL, only expected risk determines predictability. For the 
other seven variables, DFR, DFY, LTY, INFL, NTIS, SVAR, and TMS, neither expected nor 
unexpected risks determine predictability. Also note that risks stemming from at least one of the 
significant predictability phases determine predictability in the case of DFY, LTR, LTY, SVAR, 
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Table 2.5: Expected and unexpected shocks 
Notes: This table reports results based on the following regression model: 𝑋𝑡 = 𝛼0 + 𝛼1𝑋𝑡−1 +  𝛽𝑖𝐷𝑖𝑡 + 𝜖𝑡 . Here, 𝑋𝑡 represents a predictor variable, 𝐷 is a dummy 
variable that represents the significant predictability phases reported in Table 2.4, and 𝜖𝑡 is the error term. Expected (E) and unexpected shocks (UE) are fitted 
values and residuals from this estimated model, respectively. Note that the dummies are created based on the WN (2015a) subsample FQGLS-based predictability 
test. We consider only those phases where we are able to reject the null of “no predictability” in 12 or more consecutive months. We construct one dummy for each 
significant predictability phase for each predictor variable. The time periods during which a predictor can significantly predict excess stock returns are given in 
column 2. All variables are defined in Table 2.1. ***, **, and * indicate statistical significance at the 1%, 5%, and 10% significance levels, respectively. 
Predictor 
Variable 
Predictability Phases 𝛼1 𝐷1 𝐷2 𝐷3 𝐷4 𝐷5 𝐷6 
BM 1947:01-1998:02 
2000:11-2014:12 
0.983*** 
(89.485) 
-0.001 
(-0.190) 
-0.004 
(-0.852) 
    
DE 1947:01-1955:05 
1956:08-2014:12 
0.987*** 
(52.555) 
-0.007 
(-0.916) 
 
-0.006 
(-0.510) 
    
DP _ 0.993*** 
(211.653) 
      
DY 1948:03-1949:04 
1955:09-1960:05 
0.993*** 
(258.671) 
-0.005 
(-0.541) 
-0.003 
(-0.197) 
    
EP 1949:01-1950:09 
1977:04-1979:06 
1979:09-1980:08 
1983:01-1990:09 
1990:12-1993:08 
1996:05-2002:03 
0.975*** 
(63.688) 
0.016 
(1.390) 
0.024*** 
(3.048) 
0.009 
(0.687) 
-0.001 
(-0.075) 
-0.023* 
(-1.696) 
-0.027* 
(-1.904) 
DFR _ -0.128** 
(-2.240) 
      
DFY 1970:09-2014:12 
 
0.975*** 
(81.673) 
0.000 
(-0.283) 
     
INFL _ 0.565*** 
(10.549) 
      
LTR 1947:01-1990:09 
 
0.040 
(1.085) 
-0.002 
(-1.261) 
     
LTY 1947:01-1960:01 
1970:12-1973:11 
1981:01-1987:01 
1987:10-1997:01 
2009:06-2011:12 
1.003*** 
(253.296) 
0.000 
(0.867) 
0.000 
(0.274) 
-0.001 
(-1.394) 
0.000 
(-1.516) 
-0.001** 
(-2.379) 
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NTIS 1976:01-2008:09 
2010:04-201304 
0.974*** 
(58.621) 
-0.001* 
(-1.696) 
-0.002* 
(-1.928) 
    
SVAR 1947:01-1982:06 
1988:04-1992:05 
1995:05-2014:12 
0.612*** 
(6.085) 
-0.001** 
(-2.397) 
-0.001** 
(-2.219) 
-0.001 
(-1.048) 
   
TBL 1947:01-1966:02 
1968:04-1969:05 
1973:06-1979:05 
1981:03-1982:11 
1983:05-1984:12 
0.998*** 
(181.213) 
0.000 
(1.246) 
0.001** 
(2.498) 
0.001 
(0.892) 
-0.003*** 
(-3.431) 
0.000 
(0.105) 
 
TMS _ 0.961*** 
(95.239) 
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and TBL. In the case of NTIS, we do find evidence that risk originating from the significant 
predictability phases determines predictability. Our main findings can be summarized as follows: 
• For return forecasts based on EP and LTR, both expected and unexpected risk determine 
predictability. 
• For return forecasts based on BM and DE, only unexpected risk determines predictability. 
• For return forecasts based on TBL, only expected risk determines predictability. 
• For return forecasts based on nine predictors, neither expected nor unexpected risk 
determines predictability. 
• Except for returns generated based on NTIS, the risk originating from at least one 
significant predictability phase per predictor is able to determine predictability. 
 
2.4 ROBUSTNESS TEST 
Our main finding, described in Section 2.3, is based on an expanding window approach. Therefore, 
one possible criticism of our results thus far is that the results are sensitive to the choice of 
approach. We attempt to check this. To do so, we repeat all our results on time-varying 
predictability and on determinants of predictability using a rolling window approach. Our approach 
is as follows. We have monthly return data over the period February 1927 to December 2014. We 
set the initial sample to be equal to 50% (528 months) of the full sample data, which implies we 
first estimate Equation (2.1) over the period February 1927 to January 1971. We then re-estimate 
Equation (2.1) using the WN (2015a) subsample test over 528 months with a rolling window 
approach. In other words, our next coefficient of predictability is estimated over the period March 
1927 to February 1971, then from April 1927 to March 1971, and so on. This process concludes 
when the last sample date (December 2014) is absorbed. The evidence of time-varying significant  
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Table 2.6: Determinants of time-varying predictability 
Notes: This table reports results based on the following regression model: 𝑃𝑟𝑒𝑑𝑡 = 𝛼0 + 𝛼1𝑖𝐷𝑖𝑡 + 𝛼2𝐸𝑡 + 𝛼3𝑈𝐸𝑡 + 𝜀𝑡 (where i can be 1,..,6). Here, 𝐷 represents a dummy variable 
for the significant predictability phases reported in Column 2 of Table 2.5. 𝑃𝑟𝑒𝑑𝑡 is the FQGLS subsampling t-statistics that we extract by estimating the following 
predictive regression model: 𝑟𝑡 = 𝛼 + 𝛽 𝑥𝑡−1 + 𝜀𝑡 using an expanding window approach. Here, 𝑟𝑡 is excess return, 𝑥𝑡. is the predictor, and 𝜀𝑡 is the error term. 
Note that we use the first 20 years of data as an initial sample to estimate the predictive regression model and the sample size is expanded by including one month’s 
data at a time. Additionally, E and UE represent expected and unexpected risks, respectively, and are explained in Table 2.5. All variables are defined in Table 2.1. ***, **, 
and * indicate statistical significance at 1%, 5%, and 10% significance levels, respectively. 
Variable D1 D2 D3 D4 D5 D6 E UE 
BM 1.310* 
(1.695) 
0.566 
(1.565) 
_ _ _ _ 0.791 
(0.791) 
1.928*** 
(2.755) 
DE 0.640*** 
(4.782) 
3.020*** 
(3.998) 
_ _ _ _ -1.123 
(-0.798) 
-2.043** 
(-2.542) 
DP _ _ _ _ _ _ -0.326 
(-0.553) 
0.431 
(0.440) 
DY -0.474 
(-0.730) 
-1.237*** 
(-2.826) 
_ _ _ _ -0.860 
(-0.971) 
0.688 
(0.530) 
EP -0.251* 
(-1.911) 
-0.159 
(-1.096) 
-0.038 
(-0.290) 
-0.628** 
(-2.403) 
-1.000*** 
(-3.191) 
-1.512*** 
(-3.424) 
-0.723*** 
(-3.269) 
-0.682* 
(-1.869) 
DFR - - - _ _ _ 0.710 
(0.136) 
0.005 
(0.006) 
DFY 1.589*** 
(4.595) 
_ _ _ _ _ -16.266 
(-0.743) 
2.392 
(0.198) 
INFL _ _ _ _ _ _ -26.392 
(-0.219) 
-8.019 
(-0.187) 
LTR 1.022*** 
(5.553) 
_ _ _ _ _ -30.209** 
(2.464) 
-1.367*** 
(-2.677) 
LTY 1.436*** 
(3.554) 
1.315*** 
(5.225) 
-0.967** 
(-2.116) 
-1.164*** 
(-3.863) 
-0.061 
(-0.232) 
 0.304 
(0.048) 
4.452 
(0.904) 
NTIS -0.908*** 
(-2.759) 
0.006 
(0.025) 
_ _ _ _ -0.319 
(-0.095) 
4.148 
(1.481) 
SVAR -0.061 
(-0.668) 
-0.127* 
(-1.991) 
-0.859 
(-0.348) 
_ _ _ -7.401 
(-0.153) 
-4.613 
(-0.229) 
TBL 2.513*** 
(8.794) 
2.004*** 
(10.160) 
0.051 
(0.204) 
-0.126 
(-0.327) 
-0.506* 
(-1.941) 
 -10.316*** 
(-2.839) 
-4.423 
(-0.916) 
TMS _ _ _ 
 
_ _ 48.435 
(1.373) 
26.335 
(1.335) 
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Table 2.7: Robustness test: expected and unexpected shocks (rolling window approach) 
Notes: This table reports results based on the following regression model: 𝑋𝑡 = 𝛼0 + 𝛼1𝑋𝑡−1 +  𝛽𝑖𝐷𝑖𝑡 + 𝜖𝑡 . Expected (E) and unexpected shocks (UE) are fitted 
values and residuals from this estimated model, respectively. Here, 𝑋𝑡 represents a predictor variable, 𝐷 is a dummy variable that represents the significant 
predictability phases reported in column 2, and 𝜖𝑡 is the error term. Note, that we now have estimated the predictive regression model 𝑟𝑡 = 𝛼 + 𝛽 𝑥𝑡−1 + 𝜀𝑡 using 
a rolling window approach. The initial window is set to be the first 50% of the sample period (44 years of data). Again, we use the WN (2015a) subsample FQGLS-
based test to test the null hypothesis of “no predictability.” All variables are defined in Table 2.1. ***, ** and * indicate statistical significance at 1%, 5%, and 10% 
significance levels, respectively 
Variable  Predictability Phases 𝛼1 D1 D2 D:  D4 D5 
BM 1971:01-1976:05 
1997:05-2001:03 
0.982*** 
(91.41) 
0.006 
(0.984) 
-0.009** 
(-2.233) 
   
DE 1971:01-2008:09 
2008:11-2014:12 
0.988*** 
(51.457) 
-0.005 
(-0.593) 
-0.014 
(-0.407) 
   
DP 1973:01-1977:11 
1980:08-1989:01 
1990:05-1992:02 
1.000*** 
(1612.978) 
0.010 
(1.174) 
-0.0003 
(-0.663) 
-0.006 
(-1.340) 
  
DY 1980:12-1993:08 
1998:10-2000:10 
0.990*** 
(188.242) 
-0.003 
(-0.683) 
-0.026*** 
(-2.767) 
   
EP 1982:02-1991:03 
1992:02-1993:04 
1998:10-2001:02 
2008:12-2014:12 
0.987*** 
(108.388) 
-0.018** 
(-2.551) 
-0.006 
(-0.839) 
-0.008 
(-0.756) 
0.002 
(0.148) 
 
DFR _ -0.129** 
(-2.240) 
     
DFY _ 0.975*** 
(81.934) 
INFL 1971:01-1975:04 
1990:10-2008:09 
2009:08-2014:12 
 
0.555*** 
(10.032) 
0.001 
(1.428) 
-0.000 
(-0.194) 
-0.000 
(-1.273) 
  
LTR 1971:01-1981:02 
 
0.041 
(1.411) 
-0.001 
(-1.131) 
    
LTY 1976:06-1994:09 
2002:06-2014:12 
0.990*** 
(208.865) 
0.000 
(1.299) 
-0.000* 
(-1.711) 
   
NTIS 1971:09-1973:08 
1978:01-1979:09 
1985:10-1986:10 
0.979*** 
(56.077) 
0.001* 
(1.921) 
-0.001** 
(-2.364) 
0.001* 
(1.734) 
-0.001*** 
(-3.071) 
0.000 
(0.257) 
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2006:03-2007:03 
2008:06-2014:12 
SVAR 1971:01-1973:05 
1984:03-1986:10 
0.641*** 
(6.578) 
-0.001*** 
(-2.819) 
-0.001*** 
(-2.720) 
   
TBL 1972:05-1975:05 
1976:12-1998:07 
2009:08-2014:12 
0.983*** 
(128.477) 
0.001 
(0.933) 
0.001 
(1.535) 
-0.000 
(-1.730) 
  
TMS _ 0.960*** 
(95.239) 
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predictability phases based on the WN (2015a) subsample test are reported in column C of Table 
2.7. Our results reveal that the significant predictability of U.S. stock returns is not time-dependent 
when we use DFR, DFY, and TMS as predictors of stock return. For the other nine predictors, there 
is clearer evidence of time-varying predictability. The maximum phases (five phases) during which 
stock returns are predictable is based on the NTIS predictor variable. For other predictors, we find 
significant predictability at different points in time ranging between one and four phases. 
Next, we test whether expected and unexpected risks determine predictability. Our approach 
is the same as that described in Section 2.3.3. Note, however, that the dependent variable now in 
Equation (2.11) is the 𝑡-test statistics from the WN (2015a) subsample FQGLS-based predictability 
test, which is estimated using a rolling window of 528 months of data. This means that while we 
lose data for the first 50% of the sample, we are able to generate time series 𝑡-statistics depicting 
predictability over the sample period January 1971 to December 2014. These 𝑡-statistics are plotted 
in Figure 2.5. 
The results based on Equation (2.11) using the rolling window approach are reported in 
Table 2.8. We find that for DFR, DFY, and TMS, there is no significant evidence of time-varying 
predictability. Therefore, for these predictors, we have no dummy variables in Equation (2.11). We 
summarize our main findings as follows: 
• When return forecasts are based on BM, DP, and DY, both the expected and unexpected 
risks determine predictability. 
• When return forecasts are based on the EP ratio, only unexpected risk determines 
predictability. 
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Table 2.8: Robustness test: determinants of time-varying predictability (rolling window 
approach) 
Notes: This table reports results based on the following regression model: 𝑃𝑟𝑒𝑑𝑡 = 𝛼0 + 𝛼1𝑖𝐷𝑖𝑡 + 𝛼2𝐸𝑡 + 𝛼3𝑈𝐸𝑡 + 𝜀𝑡 
(where i can be 1,..,6). Here, 𝐷 represents a dummy variable for the significant predictability phases reported in Column 
2 of Table 2.7. 𝑃𝑟𝑒𝑑𝑡  is the time series data based on the FQGLS subsampling t-statistics, which we extract by 
estimating the following predictive regression model: 𝑟𝑡 = 𝛼 + 𝛽 𝑥𝑡−1 + 𝜀𝑡 using a rolling window approach. Here, 𝑟𝑡 
is excess return, 𝑥𝑡 is the predictor, and 𝜀𝑡 is the error term. Note that we use the first 50% of data as an initial sample 
to estimate the predictive regression model. Additionally, E and UE represent expected and unexpected risks, 
respectively; these are explained in Table 2.7. All variables are defined in Table 2.1. ***, ** and * indicate statistical 
significance at 1%, 5% and 10% significance levels, respectively. 
Variable D1 D2 D3 D4 D5 E UE 
BM 4.595*** 
(9.401) 
-1.479*** 
(-3.253)    
1.108* 
(1.718) 
2.039** 
(2.170) 
DE 4.342*** 
(3.469) 
1.621 
(1.131)    
0.357 
(0.489) 
-6.261 
(-1.422) 
DP 0.207 
(0.567) 
1.696*** 
(4.413) 
1.327*** 
(6.070)   
1.944*** 
(3.752)) 
1.742** 
(2.198) 
DY 2.034* 
(6.841) 
-1.450*** 
(-5.341)    
1.772*** 
(5.127) 
1.577** 
(2.047) 
EP -2.237*** 
(-7.023) 
1.886*** 
(5.401) 
-2.231*** 
(-4.108) 
0.859* 
(1.817)  
0.113 
(0.299) 
-1.024** 
(-2.113) 
DFR 
     
-6.090 
(-0.443) 
0.433 
(0.167) 
DFY 
     
-80.472 
(-1.475) 
-70.308 
(-1.465) 
INFL 3.413*** 
(6.659) 
-0.649 
(-1.236) 
1.438*** 
(3.723)   
-8.095 
(-0.323) 
2.339 
(0.331) 
LTR 0.890 
(1.351) 
     
23.073* 
(1.724) 
0.728 
(1.298) 
LTY -1.786*** 
(-4.538) 
1.070** 
(1.972)    
-27.593*** 
(-4.116) 
11.654 
(1.353) 
NTIS -1.828*** 
(-6.383) 
-1.395*** 
(-5.994) 
-1.258*** 
(-5.144) 
0.706*** 
(3.267) 
2.766*** 
(12.991) 
-0.469 
(-0.074) 
14.404 
(1.262) 
SVAR -1.690*** 
(-8.771) 
-2.189*** 
(-10.722)    
-0.008 
(-0.001) 
-2.156 
(-0.295) 
TBL -0.002 
(-0.007) 
-1.314** 
(-1.999) 
0.999 
(0.481)   
-23.496*** 
(-3.510) 
1.997 
(0.302) 
TMS 
     
-6.382 
(-0.258) 
-5.714 
(-0.471) 
 
• When forecasts are generated using LTR, LTY, and TBL, only expected risk determines 
predictability. 
• For DE-, DFR-, DFY-, INFL-, NTIS-, SVAR-, and TMS-based return forecasts, neither 
expected nor unexpected risks determine predictability. 
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• For 10 out of 11 predictors (except LTR) where we find evidence of significant time-varying 
phases of predictability, our results reveal that risk emanating from at least one of these 
significant predictability phases (denoted by dummy variables) determines predictability. 
Overall, our robustness test confirms a number of findings. First, we find that there is no 
evidence of significant time-varying predictability when we use DFR and TMS to predict stock 
returns regardless of the approach (expanding vs rolling) used to test the null of no time-varying 
predictability. For both these variables, we find significant predictability of stock returns over the 
entire sample period considered in our analysis. Second, irrespective of the approach used, we 
confirm that when return forecasts are generated based on DFR, DFY, INFL, NTIS, SVAR, and TMS, 
neither expected nor unexpected risks determine predictability. Third, with respect to TBL, both 
rolling window and expanding window approaches reveal that expected risk determines 
predictability. 
Finally, when we generate forecasts based on BM, DP, DY, EP, and LTR, we find mixed 
evidence that expected and unexpected risks determine predictability, regardless of the approach. 
For instance, using the rolling window approach, expected and unexpected risks determine 
predictability when forecasts are generated from LTR and EP, respectively. On the other hand, the 
expanding window approach shows that both expected and unexpected risks from both variables 
(LTR and EP) determine predictability. Additionally, when we consider forecasts from BM, DP, 
and DY, both expected and unexpected risks determine predictability using the rolling window 
approach. The same is not true when we consider the expanding window approach. The expanding 
window approach confirms that only unexpected risk determines predictability when we forecast 
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returns using BM. For the other two predictors, DP and DY, we do not find expected and unexpected 
risks to be a significant determinant of predictability. 
 
2.5 CONCLUSION 
This research examines time-varying predictability for the U.S. stock market using monthly data 
from 1927 to 2014. We propose a time-varying predictability model using an expanding window 
approach that is estimated based on a flexible generalized least squares estimator. We conclude 
with two key findings. Our first and main finding is that 7 of 14 predictors (EP, DFY, LTR, LTY, 
NTIS, SVAR, and TBL) show strong evidence of time-varying predictability. In other words, in 25% 
to 90% of the samples (generated using expanding windows where the first window is fixed to 20 
years of data), these predictors can predict returns. With respect to the other predictors, either there 
is no predictability or predictability is not time-dependent. 
Our second finding relates to the determinants of time-varying predictability. We propose 
testing time-varying determinants of predictability by using expected and unexpected shocks from 
each of the 14 predictor variables. We also augment this model with dummy variables that capture 
the phases of time-varying predictability discovered using each of the predictors. These phases, we 
argue, capture any market volatility. Two important results emerge from this analysis. (1) Except 
for shocks relating to LTR, expected and unexpected risks resulting from the other 13 variables help 
explain time-varying predictability. (2) We discover some, but inconclusive, evidence supporting 
the finding that phases of time-varying predictability help explain time-variation in predictability. 
The main takeaway here concerns the important role played by not only expected and unexpected 
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predictor risks, but also phases of time-varying predictability (which in our framework is a source 
of volatility) explaining return predictability. 
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3. BOND RETURN PREDICTABILITY: THE ROLE OF 
COMMODITIES AND OTHER FACTORS 
 
3.1  INTRODUCTION 
Bond excess return predictability has received the attention of financial economists and investors 
for many years. Investors are keen on investing in fixed asset classes like Treasury bonds, because 
they play a major role in portfolio diversification. Yet, compared to stock return predictability, 
studies on bond excess return predictability are limited. One strand of literature (see Fama and Bliss, 
1987; Campbell and Shiller, 1991; Cochrane and Piazzesi, 2005; and Thornton and Valente, 2012) 
documents evidence in favor of bond return predictability when using forward rates or forward 
spreads as predictors. Fama and Bliss (1987) and Campbell and Shiller (1991), for instance, find 
that forward spreads and yield spreads predict bond returns. Cochrane and Piazzesi (2005) find 
evidence that a linear combination of forward rates has predictive ability. Thornton and Valente 
(2012) investigate the out-of-sample (OOS) predictability of bond excess returns based on long-
term forward rates, and conclude that forward rates predict bond excess returns. 
A feature of this literature is that only a few studies analyze the predictability of government 
bond returns using non-U.S. data. This constitutes a second strand of the literature. Ilmanen (1995), 
for instance, examines the predictability of government bond returns in six countries (U.S., Canada, 
Japan, Germany, France, and U.K.). This author finds that global factors predict returns across 
countries. Other studies on the predictability of bond returns (non-U.S. data) include Yamada 
(1999) for the Japanese bond market, Deaves (1997) for the Canadian bond market, and Campos, 
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Cortez, and Armada (2003) for the European bond market. Yamada (1999) investigates Japanese 
government bond risk premia based on four predictors and finds bond excess returns are predictable. 
Deaves (1997) finds Canadian government bond return predictability based on two predictors (stock 
market returns and the slope of the term structure), and Campos et al. (2003) find that term spread 
(TS) and January dummy variables predict the European bond market. 
The third strand of this literature argues that variables useful in predicting stock returns 
should also predict bond returns (see Fama and Schwert, 1977; Kim and Stambaugh, 1986; 
Campbell and Shiller, 1987). These studies use dividend yields (DY) and interest rates to forecast 
stock and bond returns. Using TS, default spread, and DY, Fama and French (1989) find that 
variation in expected returns is common to the various asset classes, like stocks and bonds. Using 
a large number of macroeconomic variables (132 variables), Ludvigson and Ng (2009) reveal that 
factors generated from macroeconomic variables predict Treasury bonds. 
This chapter focuses on this third strand of the literature. We investigate whether bond 
excess returns are predictable when subjected to a range of macroeconomic, financial, and 
commodity market–based predictors. Our choice of predictors is motivated by empirical evidence 
that they predict stock returns. There are four steps in our approach. First, we use historical monthly 
data from January 1920 to December 2016. Historical data are useful in identifying predictable 
relations, as shown in Campbell and Yogo (2006), Goyal and Welch (2008), Narayan and Gupta 
(2015), and Devpura, Narayan, and Sharma (2018), among others. 
Second, we consider a comprehensive set of predictor variables (12 predictors). Having 
many predictors allows us to test their relative importance. Specifically, we use five commodity 
variables, namely, world commodity price index (WCPI), gold spot price (GP), gold futures price 
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(GFP), oil spot price (OP), and oil futures price (OFP). There are five macroeconomic variables: 
3-month Treasury bill yield (T-bill) to represent short-term interest rate (TS), exchange rate (ER), 
consumer price index (CPI), and industrial production growth (IP). The two financial variables are 
stock market index (Stock) and DY. Using a set of variables representing different parts of the 
economic and financial system helps identify any trends in predictability. The inspiration behind 
our choice of predictors is that these variables are widely used in testing stock return predictability. 
We discuss and motivate the choice of variables in Section 3.2. 
Our third approach is that we consider both time series and panel data predictive regression 
models. It is common (given data availability) to use time series predictive regression models for 
forecasting. The motivation behind a panel data approach is that it allows us to explore cross-
sectional variations in the data in addition to time series variations, thus offering an additional 
dimension through which predictability can be explored. Thus, panel data increase the total number 
of observations.10 More recently, Westerlund, Karabiyik, and Narayan (2017) develop a new panel-
based predictability model that is both robust and powerful in forecasting stock returns. For panel 
regression, we form multiple country panels. Our main panel is a 25-country OECD panel. For 
robustness, we consider three additional panel formations, a G7 country, an OECD-European 
region, and an OECD high-income country. 
Fourth, we use the time series and panel data predictive regression estimators proposed by 
Westerlund and Narayan (2015a) and Westerlund et al. (2017), respectively. These estimators are 
popular because they are inspired by such data features as persistency, endogeneity, 
                                                          
10 For example, Hjalmarsson (2010) examines stock return predictability of 40 international markets using panel 
regressions. For predictor TS, this author finds that OOS forecasts from panel regression models outperform those from 
time series regressions. 
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heteroscedasticity, and cross-sectional dependence that need to be modeled to obtain unbiased 
estimates. 
Our approaches contribute four new sets of results. Our first main finding relates to the 
predictors. We show, using panel regression, that commodity variables, namely OP and OFP, 
which until now have not been modeled as predictors of bond excess returns, turn out to be 
successful predictors. We also find WCPI predicts bond excess returns in three out of four panels. 
We discuss the motivation behind this type of commodity and bond return relation (see Section 
3.2). Among the five macroeconomic predictors, TS consistently shows predictive ability.11 
Regarding the time series method, TS shows both in-sample and OOS predictability, whereas for 
panel regressions, all four panel formations show that TS predicts bond excess returns. The next 
most significant predictor is T-bill. In panel regressions, for three out of four panels, we find that 
T-bill predicts bond excess returns. From all four panel formations, we conclude that our finding of 
bond excess return predictability, particularly through the commodities channel (3 of 5 commodity 
predictors), holds remarkably well. 
In addition, we undertake an extensive OOS test for bond excess return predictability. In 
both time series and panel regression settings, we find limited in-sample evidence, but strong OOS 
evidence, of predictability. Finally, with respect to the economic significance of the predictability 
relation, we utilize a power utility function to explore the economic significance of our statistical 
results. In time series tests, maximum utility (highest number of positive gains) is recorded by the 
predictor GFP: It shows 11 out of 23 countries with positive utilities. The next four predictors with 
                                                          
11 See for instance, Fama and Bliss (1987), Fama and French (1989), and Ilmanen (1995). 
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positive utilities are GP, CPI, TS, and T-bill. For panel-based utility, we find that the utility gains 
for all 12 predictor variables are positive in sign. 
Our approaches and results contribute in several ways to the bond predictability literature. 
Our first contribution relates to the methodologies on bond return predictability. Gargano, 
Pettenuzzo, and Timmermann (2017), for instance, consider both univariate and multivariate 
prediction models; Ludvigson and Ng (2009) use principal component analysis to estimate the 
common factors from 132 predictors; and Guidolin, Hyde, Mcmillan, and Ono (2009) consider non-
linear regression models. In these studies, Gargano et al. (2017) and Ludvigson and Ng (2009) find 
that macro factors predict bond returns, whereas Guidolin et al. (2009) find non-linear models 
improve forecast performance. We use both time series and panel data models to control for features 
such as predictor persistency, endogeneity, heteroscedasticity, and cross-sectional dependence, and 
find superior OOS forecast performance compared to in-sample results from both time series and 
panel models. We also document that statistical evidence of predictability translates into 
meaningful utility gains for investors. 
Our second contribution relates to the international bond market. That is, it is reasonable to 
suppose that countries that share many common characteristics are more likely to have similar 
predictability patterns than those that do not. We consider 25 OECD countries, including the U.S. 
For example, Ilmanen (1995) examines bond return predictability for six countries; Guidolin et al. 
(2009) examine bond return predictability for G7 countries; and Dahlquist and Hasseltoft (2013) 
consider bond return predictability for four countries, Germany, Switzerland, the U.K., and the U.S. 
We add to this literature an analysis based on larger number of countries, i.e., 25 OECD countries. 
We also group countries into four panels, and we analyze each country’s bond predictability 
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separately (time series). Compared to the literature, we use a substantially higher number of 
countries (25) and predictor variables (12). We therefore take a rigorous approach and contribute 
by showing: (a) commodity variables OFP, OP, and WCPI predict bond excess returns, which is a 
new finding for bond excess return predictability; (b) two macroeconomic variables, TS and T-bill, 
predict bond excess returns; and (c) these predictors generate gains in OOS forecasts compared to 
the constant returns benchmark model. 
Our third contribution relates to the role played by the commodity market in influencing the 
bond market. We find evidence of bond excess return predictability through energy variables OFP 
and OP, as well as the WCPI commodity index. Similarly, several studies show that stocks can be 
predicted using commodities, implying that bonds can also be predicted by commodities, given the 
strong empirical evidence that bonds and stocks co-move; see, for instance, Connolly, Stivers, and 
Sun (2005), Cappiello, Engle, and Shepperd (2006), and Wu and Liang (2011). Finding 
comovement between stocks and bonds, as this literature documents, does not imply predictability 
of bond returns through energy variables. Our contribution is that we formulate the hypothesis that 
energy variables predict bond returns and empirically test it. We show strong statistical and 
economic significance of the role played by energy variables in predicting bond returns. 
 The remainder of this chapter proceeds as follows. In Section 3.2, we discuss the related 
literature along with our hypotheses and motivations for testing those hypotheses. In Section 3.3, 
we explain bond excess return calculation and methodology. Section 3.4 presents our empirical 
findings. This includes both time series and panel data models and in-sample and OOS test-based 
results. Section 3.5 assesses the economic significance of bond return predictability for a risk-averse 
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investor with a risky bond and a risk-free asset. In Section 3.6, we present robustness checks, and 
in Section 3.7 we set forth concluding remarks. 
 
3.2 LITERATURE REVIEW AND HYPOTHESES  
Stock return predictability is a popular subject of research. Studies use a large number of predictors 
(see Narayan and Bannigidadmath, 2015) to forecast stock returns. This predictability analysis has 
focused on four specific asset classes, bonds (see Fama and Bliss, 1987; Cochrane and Piazzesi, 
2005), stocks (see Lewellen, 2004; Goyal and Welch, 2008), commodities (see Bessembinder and 
Chan, 1992; Hong and Yogo, 2012), and currencies (see Meese and Rogoff, 1983a, b; Fama, 1984). 
Inspired by this literature, we consider 12 commonly used stock return predictors as 
predictors of bond returns: gold spot price (GP), gold futures price (GFP), oil spot price (OP), oil 
futures price (OFP), world commodity price index (WCPI), consumer price index (CPI), dividend 
yield on equities (DY), exchange rate (ER), industrial production growth (IP), stock market index 
(Stock), term spread (TS), and 3-month Treasury bill yield (T-bill). Our motivation for using these 
predictors has roots in empirical evidence that stocks and bonds are related. Many studies capture 
this relation by investigating correlations between stocks and bonds, as discussed below. 
Connolly et al. (2005) examine the comovement of stock and Treasury bond returns and 
test whether they are related to stock market uncertainty. These authors find that stock–bond 
diversification benefits increase with stock market uncertainty. Cappiello et al. (2006) investigate 
asymmetries in conditional correlations of stocks and bonds using a dataset of stock indices from 
21 countries and bond indices from 13 countries. These authors document that international stock 
and bond correlations exist and increase in response to negative returns. Further, Wu and Liang 
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(2011) examine covariance between stock and bond returns using weekly U.S. data. These authors 
propose a range-based volatility model incorporating dynamic copulas to describe the volatility and 
dependence structures of stock and bond returns. Their main finding is that the covariance of stocks 
and bonds exhibits significant economic value.12 
It is also important to identify the mechanism of transmission through which the factors 
affect bonds. Stocks and bond prices are the discounted sums of their future cash flows. If we 
assume no default risk, a stock’s cash flow is an infinite stream of uncertain dividends, whereas a 
bond’s cash flow is a fixed number of payments of pre-determined coupon income. This value of 
the stream of future cash flows is a function of inflation expectations. The discount rate consists of 
two components—a risk premium for holding the risky asset and the risk-free rate, typically 
approximated by the yield on government bonds. Nevertheless, if expected future dividends and 
equity risk premium are unchanged, a higher risk-free rate will put downward pressure on stock 
returns. This will lead to a positive correlation between stocks and bonds. 
In view of this idea, Shiller and Beltratti (1992) show a strong positive correlation between 
changes in stock prices and long-term bond yields. Their argument is that a positive correlation is 
caused by the common discount rate effect. Similarly, in the stock–bond relation, Li (2002) 
identifies that both the discount rate and cash flow channels serve as the link in the relationship 
between stocks and bonds. This author considers three macroeconomic factors, expected inflation, 
                                                          
12 Wu and Liang (2011) examine the direct benefits to the investors (economic value) from their proposed model. These 
authors find that dynamic copula (copula measures the interdependence of returns of two or more assets that are 
asymmetric in distribution) is economically significant. Other studies (Baker and Wurgler, 2012; Viceira, 2012; and 
Campbell, Sunderam, and Viceira, 2013) also show that stocks and bonds are correlated. In addition, Aslanidis and 
Christiansen (2014) capture the realized correlation between U.S. stock and bond markets, and De Goeij and 
Marquering (2004, 2009) and Guidolin and Timmermann (2006) forecast the dynamic correlation structure between 
stocks and bonds. 
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unexpected inflation, and real interest rate. For instance, factors such as price-to-dividend ratio (DY) 
affect stock returns through the cash flow and discount rate channels. Further, Jacobson, Marshall, 
and Visaltanachoti (2016) examine Goldman Sachs commodity index (GSCI), industrial metals 
returns, as a predictor for government bond yields. These authors find industrial metals returns 
forecast bond yields in both expansions and recessions. They also show that the prediction is 
transmitted through the discount rate and cash flow channels.13 
Kontonikas, Maio, and Zekaite (2017) consider monetary policy (measured as change in the 
Fed funds rate) as a factor affecting corporate bonds and suggest that it transmits through the 
discount rate channel. By using a VAR-based decomposition for bond excess returns, these authors 
decompose the returns to news about macro-fundamentals and expected risk premia. This 
decomposition framework relates realized unexpected bond excess returns to news about the future 
bond excess return (discount rate news or bond premium news), inflation rate (inflation news), and 
the real interest rate (real interest rate news). So, news about expected returns or discount rates 
plays a role in explaining fluctuations in asset prices. 
In the context of corporate bonds, Schwalb (2017) documents the effect of large-scale asset 
purchases (LSAP) on corporate bonds. LSAPs are done to support economic growth by obviating 
pressure on longer-term yields. There are mechanisms/channels through which such purchases are 
believed to affect the economy. Schwalb finds several transmission channels, such as the signaling 
channel, inflation expectation channel, duration risk channel, liquidity channel, default risk channel, 
and safety channel. 
                                                          
13 See Cochrane (1991, 2011), Li, Livdan, and Zhang (2009), and Zhang (2017).  
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The signaling channel refers to the central bank purchasing assets to keep interest rates low 
for a longer time period. This lowers expectations for future short-term rates and, thus, reduces 
long-term yields. The inflation expectation channel arises because borrowing and investment 
decisions are driven from real rates. Hence, inflation expectations play a role in the transmission of 
policy news to the real economy. Thus, during the expansionary phase, inflation expectations 
increase, and this can reduce real rates. In the duration risk channel, investors have client demand 
for certain maturities of Treasuries, which gives rise to duration risk. It follows that when central 
banks purchase long-term Treasuries, duration risk declines, which alters the yield curve. 
The liquidity channel, by comparison, is associated with the fact that Treasury bonds carry 
a liquidity price premium that is high, particularly during crisis periods. Thus, increased liquidity 
is expected to reduce the liquidity premium and increase yields. On the other hand, corporate bonds 
have a higher default probability than Treasuries, so they are less liquid. 
The default risk channel arises from lower grade bonds, such as BAA bonds, as they carry 
higher default risk than Treasury bonds. Finally, the safety premium channel refers to long-term 
safe (i.e., near-zero default risk) assets that lower the yields on such assets. Default risk relates to 
the spread between BAA bonds and AAA bonds. Given that stocks and bonds are related, it is 
reasonable to argue that the factors that predict stock returns are also likely to predict bond returns. 
 
3.2.1 Motivating Commodity Variables  
Hong and Yogo (2012) use data from 30 commodity futures and 3 markets (currency, stock and 
bond markets) and find that commodity market interest is a powerful predictor of bond returns.14 
                                                          
14 Their sample has 8 currencies, 10 bonds, and 14 stock futures. 
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These authors hypothesize that hedging demand and limited risk absorption capacity are important 
factors in the commodity markets. Specifically, financial and insurance companies use bonds and 
stock market futures to hedge interest rate and equity risk. Thus, anticipation of a higher level of 
economic activity would result in greater hedging demand, which would drive up open interest. 
Thus, Hong and Yogo (2012) show that open interest contains information about future economic 
activity and asset prices. 
Inspired by the notion of open interest, we take four commodity variables relating to oil and 
gold, gold spot price, gold futures price, oil spot price, and oil futures price, because these two 
commodities have been instrumental in influencing asset prices (see Driesprong, Jacobsen, and 
Maat, 2008; and Baur and Lucey, 2010).15 
In addition to oil and gold commodity variables, we consider an aggregate measure of 
commodity prices: WCPI, as a predictor. This allows us to test the robustness of the role of the 
commodity markets in predicting bond returns. Among these five commodity variables, oil is by 
far the most extensively studied in the stock returns literature (see, for example, Driesprong et al., 
2008; Park and Ratti, 2008; Narayan and Sharma, 2011; Casassus and Higuera, 2012; and Narayan 
and Gupta, 2015). 
The importance of gold as a hedging asset or safe haven asset is studied by Baur and Lucey 
(2010). These authors find that while gold is a safe haven for U.K. and U.S. stocks, this is not the 
case with respect to the bond market.16 Moreover, the correlation among commodities, stocks, and 
                                                          
15 Dolatabadi, Narayan, Nielsen, and Xu (2018) show that average open interest of both crude oil and gold constitutes 
about 34% (over one-third) of the total commodity market open interest. This suggests that oil and gold are dominant 
commodities.  
16 For studies that show gold as a hedge against the dollar, see Capie, Mills, and Wood (2005). Moreover, for a review 
of financialization of commodity markets, see Cheng and Xiong (2014).  
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bonds is examined by Silvennoinen and Thorp (2013). These authors examine 24 commodities 
along with stock and bond indices. They find evidence that conditional correlation increased in the 
period 1990 to 2009 between commodities and conventional stocks and bonds. Finally, we consider 
the GSCI index (which comprises 24 commodities) as a proxy for our predictor, WCPI, to detect 
any predictive ability for bond excess returns.17 In addition, Jacobson et al. (2016) show predictive 
ability for GSCI industrial returns on bond returns. 
Accordingly, our first hypothesis is as follows: 
Hypothesis 1: Commodity variables can potentially predict bond risk premia (bond excess returns). 
 
3.2.2 Motivating Macroeconomic Factors 
Our choice of macroeconomic variables as predictors is inspired by the bond return forecasting 
literature. We consider the commonly used variables in this literature, TS, T-bill yield (T-bill), ER, 
CPI, and IP. A number of studies investigate the relevance of these predictors for forecasting bond 
excess returns. Among these predictors, TS is the most commonly used predictor of bond returns. 
Shiller (1979), Fama (1984), Keim and Stambaugh (1986), Fama and Bliss (1987), Fama and 
French (1989), and Ilmanen (1995) show that TS predicts bond excess returns. 
In linking exchange rate to bonds, Chow, Lee, and Solt (1997) examine the ER risk exposure 
of U.S. stocks and bonds. These authors show that ER changes impact bond returns, and this relation 
is driven by the correlation between exchange rate and interest rate changes.18 
                                                          
17 In the stock return predictability literature, WCPI is studied by Black, Klinkowska, McMillan, and McMillan (2014). 
18 Focusing on the European monetary system (Germany, France, Belgium, Italy, Sweden and the U.K.), Bodart and 
Reding (1999) explore whether exchange rate volatility influences bond–stock correlations; they find that it does.  
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With respect to the Treasury bill rates, Ilmanen (1995) employs an inflation-adjusted 
Treasury bill rate as a predictor and finds predictive ability for bond returns on an international data 
set. Several studies use a wide range of macroeconomic variables to forecast bond returns. Among 
them, Ludvigson and Ng (2009) study the ability of a large set of macroeconomic variables (132 
variables) in explaining equity and bond risk premia. These variables include CPI, IP, 3-month T-
bill rates and various exchange rates. Their main finding is that “real” and “inflation” factors have 
forecasting power for U.S. government bond excess returns.19 
Considering the IP variable as a predictor for bond return predictability, we find very few 
studies. These include Ludvigson and Ng (2009), Aslanidis and Christiansen (2014), and Lin, Wu, 
and Zhou (2017), who use IP as one predictor among a comprehensive set of predictors. 
Finally, CPI news has been used to test bond return predictability. Smirlock (1986), for 
instance, examines the response of the long-term bond market to CPI (inflation) announcements. 
This author discovers a significant and positive response of long-term bond rates to such news. This 
leads to our second hypothesis: 
Hypothesis 2: Macroeconomic variables predict bond excess returns. 
 
3.2.3 Motivating Financial Variables 
Among the 12 predictors, we consider two financial variables to determine whether they predict 
bond excess returns. The predictors of interest are stock index (Stock) and DY. Fama and French 
                                                          
19See also Aslanidis and Christiansen (2014) for an analysis based on a comprehensive set of macroeconomic predictors 
of bond returns. Proposing an iterated combination model, Lin et al. (2017) examine 27 macroeconomic, stock, and 
bond predictors for corporate bond predictability. These authors also analyze the economic sources of out-of-sample 
corporate return predictability and find it is linked to variations in business conditions. Further, they suggest that time-
varying macroeconomic risk is the main source of return predictability. They conclude that stock market and 
macroeconomic variables contain information for predicting bond returns.  
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(1993) investigate the common risk factors for stocks and bonds. These authors find three stock 
market factors (overall market factor, firm size factor, and book-to-market factor) and two bond 
market factors (TS and default spread) to be relevant and, hence, stock returns and bond returns are 
linked through the shared variation of these five factors. 
It is documented that stock and bond returns co-move in a time-varying fashion.20 One 
reason for this is information linkage that drives the relationship between stocks and bonds. For 
instance, Connolly et al. (2005) examine the sources of time-varying correlation between stocks 
and bonds. These authors conclude that through stock market uncertainty, stock market–specific 
information could spill over to bond returns. Thus, market-specific information will spill over to 
other market(s) through various transmission mechanisms. Valseth and Jorgensen (2011) find three 
possible channels of transmission: rebalancing, cross market hedging, and flight-to-quality.21 Thus, 
we argue that stock returns influence bond returns, and vice versa, through information spillover 
among financial markets.22 
The last financial variable we consider is DY. In the stock market context, the hypothesis is 
that stock prices are low compared to dividends when discount rates and expected returns are high 
(and vice versa). Fama and French (1989) use DY as a predictor of bond returns and find that it does 
predict bond returns.23 This leads to our third hypothesis: 
                                                          
20 See Engel (2002), Cappiello et al. (2006), and Andersson, Krylova, and Vahamaa (2008).  
21 Cross-market hedging refers to the purchase or sale of an asset to offset a position in another asset. Portfolio 
rebalancing refers to a change in the composition of a portfolio. Flight-to-quality refers to a situation when stock market 
uncertainty is high and investors sell assets and buy the safest and most liquid assets, such as government bonds, instead.  
22 See, for instance, Diebold and Yilmaz (2012), who examine daily volatility spillovers on U.S. data for four asset 
classes: stocks, bonds, foreign exchange, and commodities. These authors find volatility fluctuations and limited cross-
market spillovers until the Global Financial Crisis (GFC).  
23 For evidence that dividend yields forecast stock returns, see Rozeff (1984), Shiller (1984), Campbell and Shiller 
(1988), and Fama and French (1988).  
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Hypothesis 3: Financial variables predict bond excess returns. 
 
3.3 DATA AND METHODOLOGY 
3.3.1 Data 
We use monthly data for 25 OECD countries: Australia, Austria, Belgium, Canada, Czech 
Republic, Denmark, Finland, France, Germany, Hungary, Ireland, Italy, Japan, Korea, Mexico, the 
Netherlands, New Zealand, Norway, Poland, Portugal, Spain, Sweden, Switzerland, the U.K., and 
the U.S. Our data cover the period from January 1920 to December 2016 and are obtained from the 
Global Financial Database (GFD). We provide detailed data descriptions in Appendix B (see Tables 
B.1 and B.2). We follow Guidolin et al. (2009) for the selection of mnemonics to download data 
from GFD. 
 Monthly data is common in the literature (see, for example, Fama and French, 1989). For 
our main empirical analysis, we use both a time series and a panel approach. More specifically, we 
use a balanced panel approach for which we need to assure that all 25 OECD countries have the 
same start and end dates. Thus, data for the balanced panel approach cover the period January 2000 
to December 2016. The choice of data time span is dictated by data availability. To make a 
comparison between results obtained from panel and time series setups, we use data with the same 
start and end dates, irrespective of the approach used for the analysis. Therefore, for time series 
analysis, we again use data over the same timespan (January 2000 to December 2016). 
 One may dispute using data for such a short timespan when data for some countries are 
available from January 1920. There are two reasons for this. First, since we are using a panel 
approach; this makes it possible to use the cross-sectional dimension (25 countries) to compensate 
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for a relatively short timespan. Thus, we are comfortable with small 𝑇. Second, we reduce the risk 
of structural breaks by using a recent, short timespan. In addition, our focus is on 25 OECD 
countries because this allows us to form three additional homogeneous panels, namely, OECD high-
income countries, OECD-European region countries, and G7 countries from this OECD group. 
 The next concern relates to our choice of short timespan for the time series approach. The 
above-mentioned reasons do not justify using a short timespan in the case of time series regressions; 
therefore, as a robustness check, we conduct our empirical analysis using the available full dataset 
(January 1920 to December 2016). Note that not all variables for all 25 OECD countries have the 
same start and end dates. This is dictated simply by data availability. We provide detailed 
information on data availability in Appendix B (see Table B.2). 
 Let us now define our variables. The dependent variable is bond excess returns, which we 
compute following the approach given in Engsted, Moller, and Sander (2013). Bond excess returns, 
𝑟𝑡, are simply the natural log returns of bond indexes minus the natural log of 1 plus the 3-month 
Treasury bill rate. 3-month Treasury bill rates are obtained from 3-month Treasury bill yield, and 
since the latter is in annualized percentage form, we transform it into monthly series. Additionally, 
there are 12 predictors: log of stock market index (Stock), log dividend yield on equities (DY), 3-
month Treasury bill yield (T-bill), which represents short-term interest rate, term spread (TS), which 
is the difference between 10-year bond yield and 3-month Treasury bill yield, log exchange rate 
(ER), log of consumer price index (CPI), percentage growth rate of industrial production (IP), log 
of GSCI to present world commodity index (WCPI), log of gold spot price (GP), log of gold futures 
price (GFP), log of oil spot price (OP), and log of oil futures price (OFP). Note that we do not have 
all 12 predictor variables available for all 25 OECD countries. For example, the predictor variables 
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IP, TS, and CPI are available for 17, 22, and 23 countries, respectively (see Table 3.1 for more 
details). 
Table 3.1: Data availability over the period January 2000 to December 2016 
Notes: This table provides detail on specific predictor availability for each country over the period January 2000 to 
December 2016. There are 12 predictor variables, namely, gold futures price (GFP), gold spot price (GP), oil futures 
price (OFP), oil spot price (OP), world commodity index (WCPI), consumer price index (CPI), dividend yield (DY), 
exchange rate (ER), industrial production (IP), stock market index (Stock), term spread (TS) and 3-month Treasury bill 
rate (T-bill). 
Predictor No. of Countries Country List 
WCPI, GFP, GP, 
OFP, OP, DY, ER, 
Stock, T-bill 
25 
Australia, Austria, Belgium, Canada, Czech Republic, Denmark, 
Finland, France, Germany, Hungary, Ireland, Italy, Japan, Korea, 
Mexico, the Netherlands, New Zealand, Norway, Poland, 
Portugal, Spain, Sweden, Switzerland, U.K., and U.S. 
IP 17 
Austria, Belgium, Canada, Denmark, France, Germany, Ireland, 
Italy, Japan, Korea, Mexico, the Netherlands, Norway, Portugal, 
Sweden, U.K., and U.S. 
TS 22 
Australia, Austria, Belgium, Canada, Denmark, Finland, 
France, Germany, Hungary, Ireland, Italy, Japan, the 
Netherlands, New Zealand, Norway, Poland, Portugal, Spain, 
Sweden, Switzerland, U.K., and U.S. 
CPI 23 
Australia, Austria, Belgium, Canada, Czech Republic, Finland, 
France, Germany, Hungary, Ireland, Italy, Japan, Korea, the 
Netherlands, New Zealand, Norway, Poland, Portugal, Spain, 
Sweden, Switzerland, U.K., and U.S. 
 
3.3.2 Estimation Approach 
This section discusses two methods (time series and panel data) employed to examine the null 
hypothesis of no predictability. We employ the predictive regression framework proposed by 
Westerlund and Narayan (2015a) (WN model), which accounts for persistency, endogeneity, and 
heteroskedasticity of the variables. The null hypothesis of no predictability, 𝐻0: 𝛽 = 0, is tested 
based on the following model. We also assume the predictor variable follows a first-order 
autoregressive process:  
 𝑟𝑡 = 𝛼 + 𝛽 𝑥𝑡−1 + 𝜀𝑡 (3. 1) 
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 𝑥𝑡 = 𝜙 + 𝜌 𝑥𝑡−1 + 𝜇𝑡 (3.2) 
Here, 𝑟𝑡 is bond excess return, 𝑥𝑡 is a predictor, and 𝜀𝑡 is the disturbance term. This framework 
allows us to model the persistency and endogeneity of the predictor variable and any autoregressive 
conditional heteroskedasticity (ARCH) effects. Since we use 12 predictor variables, we estimate 
the model for each OECD country, subject to data availability. Therefore, assuming that 𝜀𝑡 is 
statistically significantly correlated with 𝜇𝑡, we have the following relationship between the errors: 
  𝜀𝑡 =  𝛾𝜇𝑡 + 𝜂𝑡   (3.3) 
where 𝜀𝑡 and 𝜂𝑡 are independent and identically distributed and symmetric with mean zero and 𝛾 =
cov(𝜀, 𝜇)/𝑣𝑎𝑟(𝜇) and if 𝛾 = 0, no endogeneity is implied. WN (2015) test the alternative 
hypothesis, assuming 𝛽 is local-to-zero as 𝑇 → ∞, 𝛽 =
𝑏
𝑇
 . Here, 𝑏 is a constant and does not 
depend on 𝑇. Similarly, assuming most of the predictor variables are persistent, 𝜌 = 1 +
𝑐
𝑇
, where 
the parameter 𝑐 ≤ 0 measures the degree of persistency in 𝑥𝑡. 
 ?̂?𝐴𝑑𝑗 = ?̂? − 𝛾(𝜌 − 1) (3.4) 
?̂?𝐴𝑑𝑗 denotes the 𝛽 coefficient generated using the WN (2015) feasible quasi-generalized least 
squares (FQGLS)-based test. The FQGLS includes the information contained in the ARCH 
structure of the error terms, and to control for ARCH, we use the following variance equation of 
𝜂𝑡: 
 
𝑣𝑎𝑟(𝜂𝑡|𝐼𝑡−1) =  𝜎𝜂𝑡
2 = 𝜆0 + ∑ 𝜆𝑗
𝑞
𝑗=1
𝜂𝑡−𝑗
2  
(3.5) 
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where 𝐼𝑡 is the information available at time 𝑡. To maintain positive 𝜎𝜂
2, WN assume 𝜆0 >
0, 𝜆1, ⋯ , 𝜆𝑞 ≥ 0 and ∑ 𝜆𝑗
𝑞
𝑗=1 < 1. A similar ARCH model assumption is applied to 𝑣𝑎𝑟(𝜀𝑡|𝐼𝑡−1) =
 𝜎𝜀𝑡
2 . 
The FQGLS-based t-statistic for testing 𝛽 = 0 is of the following form: 
 
𝑡𝐹𝑄𝐺𝐿𝑆 =
∑ 𝑤𝑡
2𝑥𝑡−1
𝑑 𝑟𝑡
𝑑𝑇
𝑡=𝑞𝑚+2
√∑ 𝑤𝑡
2(𝑥𝑡−1
𝑑 )
2𝑇
𝑡=𝑞𝑚+2
 
(3.6) 
where 𝑤𝑡 = 1/𝜎𝜀𝑡 is the FQGLS weight, 𝑥𝑡
𝑑 = 𝑥𝑡 − ∑ 𝑥𝑠
𝑇
𝑠=2 /𝑇, and 𝑟𝑡
𝑑 with similar definition. 𝑇 
is the sample size, and 𝑞 = max{𝑞𝑥, 𝑞𝑟,𝑥 } is optimal lag length. 
In addition to the time series predictive regression, we employ the panel predictive 
regression model proposed by Westerlund et al. (2017) (WKN model hereafter) and the data-
generating process is given as: 
 𝑟𝑖,𝑡 = 𝛼𝑖 + 𝛽𝑖 𝑥𝑖,𝑡−1 +  𝑢𝑖,𝑡 (3.7) 
 𝑢𝑖,𝑡 = 𝜆𝑖𝑓𝑡 + 𝜀𝑖,𝑡 (3.8) 
where 𝑟𝑖,𝑡 is bond excess returns, 𝑥𝑖,𝑡 denotes 𝑚 × 1 vector of predictors, 𝑓𝑡 is a common factor 
and is estimated as demeaned bond excess returns. 𝜆𝑖 is the associated factor loading, and 𝜀𝑖,𝑡 is an 
idiosyncratic error term. 
 𝑓𝑡 = ?̅?𝑡
∗ (3.9) 
The resulting estimator of 𝛽 is given by: 
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?̂? =  (∑(𝑥𝑖,−1
∗
𝑁
𝑖=1
)′𝑀?̂? 𝑥𝑖,−1
∗∗ )
−1
∑(𝑥𝑖,−1
∗∗
𝑁
𝑖=1
)′𝑀?̂? 𝑦𝑖
∗ 
(3.10) 
where 𝑥𝑖
∗ = 𝑥𝑡 − (𝑇 − 𝑡 + 1)
−1 ∑ 𝑥𝑛
𝑇
𝑛=𝑡 , and 𝑥𝑖
∗∗ = 𝑥𝑡 − 𝑡
−1 ∑ 𝑥𝑛
𝑡
𝑛=𝑡  are forward and backward 
recursively demeaned versions, respectively. 𝑀𝐴 =  𝐼𝑇−1 − 𝐴(𝐴
′𝐴)−1𝐴′ for any (𝑇 − 1) −rowed 
matrix 𝐴. 
This is an extension of the typical predictive regression model used in time series modeling. 
The novelty feature of this model is that the variable 𝑥𝑖,𝑡 can be treated as a black box, in the sense 
that the predictor can be stationary or non-stationary (can contain a unit root). Also, the predictors 
are not restricted to being cross-section independent. 
 
3.3.3 OOS Forecast Evaluation Methods 
This subsection considers some commonly used OOS metrics to compare the importance of 
predictors in forecasting bond excess returns vis-à-vis a constant returns model. The OOS 
evaluation is again based on both time series and panel predictability models. There are few studies 
that examine the OOS evaluation of bond excess returns; see, for instance, Ludvigson and Ng 
(2009) and Thornton and Valente (2012). However, the literature is based mainly on time series 
predictability models. Thus, our aim here is to extend this literature by evaluating OOS statistics 
using panel predictability regressions. We consider five well-known OOS forecast evaluation 
statistics: Clark and McCracken (2001) forecast-encompassing test (𝐸𝑁𝐶 − 𝑁𝐸𝑊) along with 
boot-strapped 𝑝-values, Campbell and Thompson (2008) OOS R-squared (𝑂𝑂𝑆𝑅2), relative root 
mean squared error (𝑅𝑅𝑀𝑆𝐸), relative mean absolute error (𝑅𝑀𝐴𝐸), and the relative Theil’s 𝑈 
(𝑅𝑇𝑈) statistics. We obtain the initial forecast value by using the first 50% of the data from the 
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sample. Then, we consider the first 50% of the data plus one month of observations and generate 
the second forecast value. Similarly, we add one observation at a time until the entire sample is 
considered to get the forecast returns. In other words, our initial 50% in-sample period (January 
2000 to June 2008) is used to generate recursive forecasts of bond excess returns for the remaining 
50% of the sample. 
The 𝑅𝑀𝐴𝐸 is defined as: 
 𝑅𝑀𝐴𝐸 = 𝑀𝐴𝐸𝑀/𝑀𝐴𝐸𝐻 (3.11) 
Here, 𝑀𝐴𝐸𝑀 and 𝑀𝐴𝐸𝐻 are the mean absolute errors from the predictive regression model and the 
historical mean model, respectively. 
𝑅𝑅𝑀𝑆𝐸 is defined as: 
 𝑅𝑅𝑀𝑆𝐸 = 𝑅𝑀𝐴𝐸𝑀/𝑅𝑀𝐴𝐸𝐻 (3.12) 
Here, 𝑅𝑀𝐴𝐸𝑀 and 𝑅𝑀𝐴𝐸𝐻 are the root mean squared errors from the predictive regression and 
historical mean benchmark model, respectively. Additionally, 𝑂𝑂𝑆𝑅2 is similar to that proposed 
by Campbell and Thompson (2008): 
 𝑂𝑂𝑆𝑅2 = 1 − 𝑀𝑆𝐹𝐸𝑀/𝑀𝑆𝐹𝐸𝐻 (3.13) 
Here, 𝑀𝑆𝐹𝐸𝑀 and 𝑀𝑆𝐹𝐸𝐻 are the mean squared forecast errors from the predictive regression and 
the historical mean models, respectively. Moreover, we use the Clark and McCracken (2001) 
forecast-encompassing statistic, known as “𝐸𝑁𝐶 − 𝑁𝐸𝑊”. It is defined as follows: 
 
 𝐸𝑁𝐶 − 𝑁𝐸𝑊 =  
(𝑇−𝑇0)
−1  ∑ (?̂?0,𝑡+1−𝑢0,𝑡+1)
𝑇
𝑡= 𝑇0
𝜎𝑡
2  
(3.14) 
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where 𝜎𝑡
2 = (𝑇 − 𝑇0)
−1 ∑ ?̂?1,𝑡+1)
𝑇
𝑡=𝑇0  (
 and 𝑇0 is the number of observations in the in-sample 
period. 
The 𝑅𝑇𝑈 statistic is defined as: 
  𝑅𝑇𝑈 =  𝑀𝑆𝐹𝐸𝑀/𝑀𝑆𝐹𝐸𝐻 (3.15) 
Here, 𝑀𝑆𝐹𝐸𝑀 and 𝑀𝑆𝐹𝐸𝐻 are the mean squared forecast errors from the predictive regression and 
the historical mean models, respectively. 
 
3.4 EMPIRICAL FINDINGS 
This section has two objectives. First, we report selected preliminary analysis of the data set, both 
from time series and country-panel perspectives. Second, we test for bond excess return 
predictability and discuss results based on time series and panel predictive regression models. 
3.4.1 Preliminary Analysis 
We begin by reporting selected descriptive statistics for our dependent variable (bond excess 
returns) and 12 predictor variables: GFP, GP, OFP, OP, WCPI, CPI, DY, ER, IP, Stock, TS, and T-
bill. We begin with Figures 3.1–3.9, which display the distribution of individual series of bond 
excess returns and 12 predictor variables over time. 
Figure 3.1 plots monthly bond excess returns for 25 OECD countries over the period January 
2000 to December 2016. We clearly observe that bond excess return fluctuates over time, but 
graphically it follows a stationary process for all 25 OECD countries. In Figure 3.2, we plot the 
distribution of five commodity variables. GP and GFP follow an upward trend with a slight dip 
around 2012. WCPI, OP, and OFP show a sudden drop in prices in 2008. This is consistent with 
the 2008 Global Financial Crisis (GFC). Figures 3.3–3.9 represent the time series plots for the other 
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seven predictor variables, CPI, DY, ER, IP, Stock, TS, and T-bill. One very important observation 
derived from these plots is that all predictor variables vary over time and we observe that their 
behavior is heterogeneous for different countries. 
Figure 3.1: Bond excess returns for 25 OECD countries  
Notes: This figure illustrates bond excess returns data for 25 OECD countries, namely, Australia, Austria, Belgium, 
Canada, Czech Republic, Denmark, Finland, France, Germany, Hungary, Ireland, Italy, Japan, Korea, Mexico, the 
Netherlands, New Zealand, Norway, Poland, Portugal, Spain, Sweden, Switzerland, U.K., and the U.S. We use monthly 
data over the period January 2000 to December 2016. The bond excess returns are calculated as natural log of 10-year 
total bond index return minus natural log of one plus risk free rate. 
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Figure 3.2: Commodity variable distributions 
Notes: This figure illustrates the natural log of five commodity variables over the period January 2000 to December 
2016. They are GSCI is used to represent world commodity index (WCPI), gold futures price (GFP), gold spot price 
(GP), oil futures price (OFP) and oil spot price (OP). 
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We turn to the selected descriptive statistics of bond excess returns and the other 12 
predictor variables. More specifically, we report mean, standard deviation, skewness, and test 
results of the Jargue-Bera (JB) test, which examines the null hypothesis of normality. Descriptive 
statistics for bond excess returns are reported in Table 3.2. In annualized terms, mean bond excess 
return ranges between 2.4% (Norway) and 5.11% (Ireland), and volatility ranges between 12.16% 
for Japan and 45.6% for Portugal. Bond excess returns show substantial deviation from normality, 
as the JB test rejects the null hypothesis of normal distribution for 14 out of 25 OECD countries at  
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Figure 3.3: Consumer price index for 23 OECD countries  
Notes: This figure illustrates the CPI in natural log for 23 OECD countries, namely, Australia, Austria, Belgium, 
Canada, Czech Republic, Finland, France, Germany, Hungary, Ireland, Italy, Japan, Korea, the Netherlands, New 
Zealand, Norway, Poland, Portugal, Spain, Sweden, Switzerland, U.K., and the U.S. Our sample covers the period 
January 2000 to December 2016.  
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the 5% significance level. We do not reject the null of normality for 11 countries: Australia, Austria, 
Canada, Denmark, Finland, France, Germany, the Netherlands, Norway, Sweden, and Switzerland. 
Next, we present descriptive statistics from Tables 3.3–3.10 for 12 predictor variables. Table 3.3 
reports descriptive statistics for five commodity variables considered in our study. The mean prices  
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Figure 3.4: Dividend yield for 25 OECD countries 
Notes: This figure illustrates log of dividend yield (DY) for 25 OECD countries, namely, Australia, Austria, Belgium, 
Canada, Czech Republic, Denmark, Finland, France, Germany, Hungary, Ireland, Italy, Japan, Korea, Mexico, the 
Netherlands, New Zealand, Norway, Poland, Portugal, Spain, Sweden, Switzerland, U.K. and the U.S. Our data covers 
the period January 2000 to December 2016. 
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Figure 3.5: Exchange rate for 25 OECD countries 
Notes: This figure illustrates the nominal exchange rate (ER) in natural log for 25 OECD countries, namely, Australia, 
Austria, Belgium, Canada, Czech Republic, Denmark, Finland, France, Germany, Hungary, Ireland, Italy, Japan, 
Korea, Mexico, the Netherlands, New Zealand, Norway, Poland, Portugal, Spain, Sweden, Switzerland, U.K., and the 
U.S. Our data covers the period January 2000 to December 2016.  
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Figure 3.6: Industrial production growth for 17 OECD countries 
Notes: This figure illustrates industrial production growth (IP) in percentage for 17 OECD countries, namely, Austria, 
Belgium, Canada, Denmark, France, Germany, Ireland, Italy, Japan, Korea, Mexico, the Netherlands, Norway, 
Portugal, Sweden, U.K., and the U.S. Our data covers the period January 2000 to December 2016. 
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Figure 3.7: Stock data distribution for 25 OECD countries 
Notes: This figure plots aggregate level stock market index (Stock) in natural log form for 25 OECD countries, namely, 
Australia, Austria, Belgium, Canada, Czech Republic, Denmark, Finland, France, Germany, Hungary, Ireland, Italy, 
Japan, Korea, Mexico, the Netherlands, New Zealand, Norway, Poland, Portugal, Spain, Sweden, Switzerland, U.K. 
and the U.S. Our data covers the period January 2000 to December 2016.  
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Figure 3.8: Term spread for 22 OECD countries 
Notes: This figure plots term spread (TS) (in percentage) for 22 OECD countries, namely, Australia, Austria, Belgium, 
Canada, Denmark, Finland, France, Germany, Hungary, Ireland, Italy, Japan, the Netherlands, New Zealand, Norway, 
Poland, Portugal, Spain, Sweden, Switzerland, U.K., and the U.S. The term spread is defined as the difference between 
10-year bond yield and short term (3-month T-bill rate). Our data spans the period from January 2000 to December 
2016. 
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Figure 3.9: Three-month Treasury bill yield for 21 OECD countries 
Notes: This figure plots 3-month T-bill yield (T-bill) for 21 OECD countries namely, Australia, Belgium, Canada, 
Czech Republic, Denmark, France, Germany, Hungary, Italy, Japan, Korea, Mexico, the Netherlands, New Zealand, 
Norway, Poland, Spain, Sweden, Switzerland, U.K. and the U.S. The rest of the four countries, namely, Austria, 
Finland, Ireland and Portugal, are proxied by U.S. 3-month T-bill yield. Our data spans the period January 2000 to 
December 2016. 
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for all five commodities are positive and range from 4.03 (OFP and OP) to 6.6 (GP and GFP). We 
also note that GFP and GP are the most volatile commodity predictors. Additionally, we note that 
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the null of the JB test is rejected at the 1% statistical significance level, for all five commodity price 
series do not follow a normal distribution. 
Table 3.2: Descriptive statistics for bond excess returns  
Notes: This table reports the selective descriptive statistics for bond excess returns. The statistics include the mean 
value, standard deviation, skewness, and Jarque-Bera test which examines the null hypothesis of normality and the 
corresponding 𝑝-values. The bond excess returns are calculated as natural log of 10-year total bond index return minus 
natural log of one plus risk-free rate. The sample period is from January 2000 to December 2016. 
Country Mean Std. Dev. Skewness Jarque-Bera Probability 
Australia 0.002 0.019 0.144 0.708 0.702 
Austria 0.004 0.017 0.033 0.094 0.954 
Belgium 0.004 0.019 -0.191 16.435 0.000 
Canada 0.003 0.016 -0.012 0.149 0.928 
Czech Republic 0.004 0.021 -0.130 17.113 0.000 
Denmark 0.003 0.016 0.058 0.199 0.905 
Finland 0.004 0.017 0.155 0.839 0.657 
France 0.003 0.016 0.032 0.189 0.910 
Germany 0.003 0.016 0.010 0.040 0.980 
Hungary 0.002 0.035 -0.232 11.950 0.003 
Ireland 0.004 0.030 -0.275 790.280 0.000 
Italy 0.003 0.021 -0.090 62.871 0.000 
Japan 0.002 0.010 -0.532 88.829 0.000 
Korea 0.003 0.019 0.414 127.198 0.000 
Mexico 0.003 0.025 -0.049 7.929 0.019 
Netherlands 0.003 0.017 0.105 1.449 0.484 
New Zealand 0.002 0.017 -0.165 9.942 0.007 
Norway 0.002 0.016 -0.100 0.349 0.840 
Poland 0.002 0.026 -0.294 18.526 0.000 
Portugal 0.004 0.038 0.315 178.587 0.000 
Spain 0.004 0.017 -0.118 111.908 0.000 
Sweden 0.003 0.012 0.019 0.018 0.991 
Switzerland 0.003 0.011 0.265 4.202 0.122 
U.K. 0.003 0.022 0.008 13.256 0.001 
U.S. 0.003 0.018 0.094 9.005 0.011 
 
Next, we discuss descriptive statistics of seven non-commodity predictors (see Tables 3.4–
3.10). First, we present descriptive statistics of the log CPI predictor from Table 3.4. The highest 
mean is reported for Poland (7.29), whereas the lowest mean is found for Korea (4.44). Standard  
deviation ranges from 0.02 (Japan) to 0.18 (Hungary). Moreover, the null hypothesis of normal 
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Table 3.3: Descriptive statistics for commodity variables 
Notes: This table reports the selective descriptive statistics for five commodity variables, namely, world commodity 
index (WCPI), gold futures price (GFP), gold spot price (GP), oil futures price (OFP), and oil price (OP). The statistics 
include the mean value, standard deviation, skewness, and Jarque-Bera test which examines the null hypothesis of 
normality and its corresponding 𝑝-values. All commodity series are in natural log form. The sample period is from 
January 2000 to December 2016. 
Country Mean Std. Dev. Skewness Jarque-Bera Probability 
WCPI 6.001 0.423 -0.355 13.671 0.001 
GFP 6.597 0.625 -0.303 19.387 0.000 
GP 6.597 0.625 -0.302 19.397 0.000 
OFP 4.032 0.493 -0.322 13.888 0.001 
OP 4.031 0.494 -0.314 14.035 0.001 
 
Table 3.4: Descriptive statistics for consumer price index 
Notes: This table reports the selective descriptive statistics for consumer price index (CPI). The statistics include the 
mean value, standard deviation, skewness, and Jarque-Bera test which examines the null hypothesis of normality and 
its corresponding 𝑝-values. The CPI variable is in natural log form. The sample period is from January 2000 to 
December 2016. 
Country Mean Std. Dev. Skewness Jarque-Bera Probability 
Australia 4.499 0.133 -0.172 13.395 0.001 
Austria 6.775 0.096 -0.023 14.281 0.001 
Belgium 4.492 0.100 -0.120 16.237 0.000 
Canada 4.723 0.090 -0.232 12.479 0.002 
Czech Republic 5.124 0.109 -0.214 18.701 0.000 
Finland 4.581 0.082 0.056 18.294 0.000 
France 4.516 0.075 -0.332 16.018 0.000 
Germany 4.576 0.074 -0.138 15.768 0.000 
Hungary 6.873 0.181 -0.366 13.226 0.001 
Ireland 4.542 0.092 -0.924 30.094 0.000 
Italy 4.492 0.094 -0.296 15.234 0.000 
Japan 4.575 0.016 0.812 25.239 0.000 
Korea 4.441 0.135 -0.257 16.092 0.000 
Netherlands 4.488 0.087 -0.189 9.823 0.007 
New Zealand 6.947 0.117 -0.234 17.940 0.000 
Norway 4.476 0.092 0.084 11.601 0.003 
Poland 7.289 0.122 -0.104 16.836 0.000 
Portugal 4.504 0.098 -0.563 16.638 0.000 
Spain 4.516 0.113 -0.493 18.561 0.000 
Sweden 5.683 0.062 -0.348 16.938 0.000 
Switzerland 4.599 0.029 -0.548 19.945 0.000 
U.K. 5.358 0.146 0.010 16.111 0.000 
U.S. 5.338 0.108 -0.296 16.892 0.000 
 
distribution for CPI is rejected for all 23 countries. 
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Second, the summary statistics of DY are given in Table 3.5. The lowest mean of log DY is 
reported for Japan (0.4) and the highest is recorded for New Zealand (1.47). Further, a normality  
Table 3.5: Descriptive statistics for dividend yield 
Notes: This table reports the selective descriptive statistics for dividend yield (DY) (represented in natural log form). 
The statistics include the mean value, standard deviation, skewness, and Jarque-Bera test which examines the null 
hypothesis of normality and its corresponding 𝑝-values. The sample period is from January 2000 to December 2016. 
Country Mean Std. Dev. Skewness Jarque-Bera Probability 
Australia 1.406 0.154 0.886 37.286 0.000 
Austria 0.784 0.370 0.239 9.983 0.007 
Belgium 1.028 0.382 2.042 323.870 0.000 
Canada 0.842 0.305 -0.671 15.888 0.000 
Czech Republic 1.450 0.749 -2.588 680.164 0.000 
Denmark 0.465 0.256 -0.372 4.821 0.090 
Finland 1.260 0.324 -1.190 156.747 0.000 
France 1.161 0.248 -0.642 32.736 0.000 
Germany 0.972 0.215 0.247 2.110 0.348 
Hungary 0.876 0.357 0.170 4.114 0.128 
Ireland 0.625 0.450 0.702 18.857 0.000 
Italy 1.280 0.315 0.295 22.884 0.000 
Japan 0.402 0.304 -0.027 11.069 0.004 
Korea 0.487 0.256 -0.004 0.618 0.734 
Mexico 0.521 0.208 0.142 7.393 0.025 
Netherlands 1.083 0.272 0.549 15.500 0.000 
New Zealand 1.470 0.177 0.397 6.849 0.033 
Norway 1.154 0.316 -0.021 10.964 0.004 
Poland 0.902 0.552 -0.739 18.492 0.000 
Portugal 1.239 0.312 0.713 20.190 0.000 
Spain 1.236 0.431 -0.008 10.815 0.004 
Sweden 1.191 0.296 -0.287 4.308 0.116 
Switzerland 0.805 0.314 -0.110 20.565 0.000 
U.K. 1.168 0.169 -0.117 13.243 0.001 
U.S. 0.620 0.205 -0.118 19.419 0.000 
 
test at the 5% significance level is validated for only five countries, Denmark, Germany, Hungary, 
Korea, and Sweden. Third, the mean ERs are positive for all 25 countries and range from 4.46 
(Japan) to 4.74 (U.K.) (see Table 3.6). The most volatile ER is reported for Mexico and the least  
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Table 3.6: Descriptive statistics for exchange rates 
Notes: This table reports the selective descriptive statistics for exchange rate (ER). The statistics include the mean 
value, standard deviation, skewness, and Jarque-Bera test which examines the null hypothesis of normality and its 
corresponding 𝑝-values. The sample period is from January 2000 to December 2016. 
Country Mean Std. Dev. Skewness Jarque-Bera Probability 
Australia 4.494 0.130 -0.204 6.549 0.038 
Austria 4.595 0.020 -0.201 5.202 0.074 
Belgium 4.586 0.028 -0.646 14.264 0.001 
Canada 4.469 0.132 -0.318 15.670 0.000 
Czech Republic 4.483 0.132 -0.786 21.457 0.000 
Denmark 4.583 0.031 -0.341 4.782 0.092 
Finland 4.583 0.034 -0.526 10.109 0.006 
France 4.587 0.029 -0.606 12.544 0.002 
Germany 4.584 0.038 -0.467 8.183 0.017 
Hungary 4.607 0.088 -0.109 11.817 0.003 
Ireland 4.561 0.059 -0.753 19.271 0.000 
Italy 4.588 0.028 -0.494 9.093 0.011 
Japan 4.459 0.118 0.499 11.152 0.004 
Korea 4.719 0.109 -0.175 1.878 0.391 
Mexico 4.692 0.197 -0.151 3.108 0.211 
Netherlands 4.584 0.035 -0.805 22.210 0.000 
New Zealand 4.610 0.114 -0.814 22.613 0.000 
Norway 4.562 0.065 -0.820 22.772 0.000 
Poland 4.579 0.075 0.841 39.419 0.000 
Portugal 4.594 0.015 -0.773 20.361 0.000 
Spain 4.591 0.020 -0.531 9.722 0.008 
Sweden 4.617 0.048 -0.429 7.146 0.028 
Switzerland 4.578 0.142 0.455 22.233 0.000 
U.K. 4.736 0.112 -0.201 21.735 0.000 
U.S. 4.703 0.121 0.511 13.948 0.001 
 
volatile ER is reported for Portugal. We are able to reject the null hypothesis of normal distribution 
for 21 countries at the 5% significance level. This indicates that for four countries, Austria, 
Denmark, Korea, and Mexico, ERs are normally distributed, whereas for the remaining 21 
countries, the ER distribution is non-normal. 
Fourth, Table 3.7 reports descriptive statistics for the predictor IP for 17 countries. The 
mean IP is reported as positive for all 16 countries except the U.K. (-0.03%). The highest mean of  
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Table 3.7: Descriptive statistics for industrial production growth 
Notes: This table reports the selective descriptive statistics for growth rate of industrial production (IP). The statistics 
include the mean value, standard deviation, skewness, and Jarque-Bera test which examines the null hypothesis of 
normality and its corresponding 𝑝-values. The sample period is from January 2000 to December 2016. 
Country Mean Std. Dev. Skewness Jarque-Bera Probability 
Austria 0.692 9.109 0.602 12.442 0.002 
Belgium 0.524 8.945 -0.325 10.057 0.007 
Canada 0.156 0.946 -0.761 2561.268 0.000 
Denmark 0.813 11.281 0.238 34.088 0.000 
France 0.843 13.387 1.274 139.240 0.000 
Germany 0.392 7.548 0.319 5.811 0.055 
Ireland 0.890 8.981 0.106 11.680 0.003 
Italy 2.759 25.480 1.983 559.811 0.000 
Japan 0.053 2.343 -1.968 1137.689 0.000 
Korea 0.490 4.154 0.578 174.181 0.000 
Mexico 0.067 1.072 -0.340 18.700 0.000 
Netherlands 0.239 6.413 0.163 2.006 0.367 
Norway 0.045 5.813 0.259 2.646 0.266 
Portugal 0.632 12.019 0.267 20.733 0.000 
Sweden 0.064 1.131 -7.903 71440.980 0.000 
U.K. -0.027 1.029 -0.371 107.699 0.000 
U.S. 0.048 0.670 -2.064 1003.176 0.000 
 
IP is reported for Italy, at 2.76%. We do not reject the null hypothesis of normal distribution of the 
IP variable for only three countries, Germany, Netherlands, and Norway. For the remainder of the 
14 countries, the distribution of IP is non-normal at the 5% significance level. Fifth, we discuss the 
descriptive statistics of variable Stock, reported in Table 3.8. Mean Stock price ranges from 5.87  
(Norway) to 10.42 (Poland). Volatility ranges between 0.22 (Italy) and 0.82 (Mexico). According 
to the JB test, the distribution of variable Stock is normal in the case of six countries, France, 
Germany, Netherlands, New Zealand, Portugal, and Switzerland. 
Sixth, we present descriptive statistics for TS in Table 3.9. Mean TS ranges from 0.06% 
(Hungary) to 3.47% (Portugal). Out of 22 countries, we do not reject the null of normal distribution 
at the 5% significance level for six countries, Australia, Germany, Netherlands, New Zealand, 
Norway, and Sweden. Finally, we give descriptive statistics for the 3-month T-bill in Table 3.10. 
The lowest mean for the T-bill is reported for Japan (0.13%) and the highest is noted for Mexico  
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Table 3.8: Descriptive statistics for stock index 
Notes: This table reports the selective descriptive statistics for stock index (Stock). The statistics include the mean 
value, standard deviation, skewness, and Jarque-Bera test which examines the null hypothesis of normality and its 
corresponding 𝑝-values. The sample period is from January 2000 to December 2016. 
Country Mean Std. Dev. Skewness Jarque-Bera Probability 
Australia 10.257 0.402 -0.337 16.358 0.000 
Austria 8.125 0.405 -0.301 9.147 0.010 
Belgium 10.100 0.348 -0.047 8.467 0.015 
Canada 10.246 0.356 -0.367 14.274 0.001 
Czech Republic 6.124 0.525 0.199 7.250 0.027 
Denmark 6.815 0.417 -0.518 10.907 0.004 
Finland 8.919 0.271 0.803 23.813 0.000 
France 6.303 0.366 -0.201 3.618 0.164 
Germany 8.515 0.279 -0.196 3.610 0.165 
Hungary 9.672 0.447 -0.687 22.812 0.000 
Ireland 9.030 0.353 -0.013 7.828 0.020 
Italy 8.216 0.219 0.105 6.047 0.049 
Japan 7.244 0.268 0.090 14.987 0.001 
Korea 6.229 0.543 -0.687 22.626 0.000 
Mexico 10.052 0.827 -0.537 23.257 0.000 
Netherlands 6.393 0.232 0.036 2.963 0.227 
New Zealand 8.127 0.417 0.047 4.111 0.128 
Norway 5.874 0.537 -0.581 19.575 0.000 
Poland 10.415 0.474 -0.703 23.496 0.000 
Portugal 7.811 0.220 0.115 1.174 0.556 
Spain 9.769 0.309 -0.083 6.787 0.034 
Sweden 6.890 0.307 -0.507 10.321 0.006 
Switzerland 7.040 0.285 -0.091 4.549 0.103 
U.K. 8.162 0.327 -0.026 7.938 0.019 
U.S. 7.667 0.331 0.514 12.227 0.002 
 
(6.69%). The null hypothesis of normal distribution of the T-bill is rejected for all 21 countries at 
the 5% level of significance. 
Next, we examine the three salient features of our predictor variables, persistency, 
endogeneity, and heteroscedasticity. Our test for persistency follows (a) an estimate of the AR(1) 
model, and (b) the augmented Dickey–Fuller (ADF, 1981) unit root test, which examines the null 
hypothesis of a unit root. More specifically, optimal lag length is chosen using the Schwartz 
information criterion (SIC) and is selected by starting with a maximum of 12 lags. In addition, we 
use the Lagrange Multiplier test to examine the presence of ARCH effects in the residuals of the  
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Table 3.9: Descriptive statistics for term spread 
Notes: This table reports the selective descriptive statistics for term spread (TS). The statistics include the mean value, 
standard deviation, skewness, and Jarque-Bera test which examines the null hypothesis of normality and its 
corresponding 𝑝-values. The sample period is from January 2000 to December 2016. 
Country Mean Std. Dev. Skewness Jarque-Bera Probability 
Australia 0.459 0.779 0.236 2.647 0.266 
Austria 1.784 1.584 -0.343 18.025 0.000 
Belgium 1.779 0.952 0.306 10.994 0.004 
Canada 1.444 0.944 0.324 7.921 0.019 
Denmark 1.117 0.848 -0.871 29.227 0.000 
Finland 1.625 1.502 -0.284 15.929 0.000 
France 1.599 0.855 0.110 8.342 0.015 
Germany 1.385 0.717 0.184 4.525 0.104 
Hungary 0.061 1.990 -0.253 13.445 0.001 
Ireland 2.778 2.772 0.846 27.034 0.000 
Italy 2.297 1.342 0.601 12.769 0.002 
Japan 0.996 0.423 -0.325 7.371 0.025 
Netherlands 1.296 0.839 -0.348 5.768 0.056 
New Zealand 0.655 1.334 0.172 4.939 0.085 
Norway 0.771 1.024 -0.043 2.843 0.241 
Poland 0.194 2.012 -1.959 231.191 0.000 
Portugal 3.472 3.368 1.273 83.945 0.000 
Spain 2.110 1.312 0.451 11.809 0.003 
Sweden 1.312 0.781 0.377 5.011 0.082 
Switzerland 1.180 0.701 0.555 14.608 0.001 
U.K. 1.002 1.216 0.295 10.751 0.005 
U.S. 1.960 1.120 -0.534 12.736 0.002 
 
model. We examine ARCH effects by running an AR model for each variable with lags. The null 
hypothesis of “no ARCH” in the residuals of the model is examined at lag 6. In Table 3.11, we 
report results for five commodity variables. The AR (1) coefficient is reported as close to 1 for all 
five commodity variables, which indicates all commodity series (GP, GFP, OP, OFP, and WCPI) 
are highly persistent. We report ADF test results in column 3. The reported 𝑝-values of the ADF 
unit root test suggest that we are unable to reject the null hypothesis of “unit root” for all five 
commodity predictors. In the last column, we report results for ARCH effects. Our results suggest 
that we do not reject the null of “no ARCH” for all five commodity predictors. Therefore, we 
conclude that the five commodity variables considered are highly persistent and follow a non-
98 
 
 
 
stationary process. Finally, we do not find an ARCH effect in the predictability models when we 
consider commodities as predictor variables. 
Table 3.10: Descriptive statistics for 3-month Treasury bill 
Notes: This table reports the selective descriptive statistics for 3-month T-bill yied (T-bill). The statistics include the 
mean value, standard deviation, skewness, and Jarque-Bera test which examines the null hypothesis of normality and 
its corresponding 𝑝-values. The sample period is from January 2000 to December 2016. 
Country Mean Std. Dev. Skewness Jarque-Bera Probability 
Australia 4.367 1.572 -0.163 9.247 0.010 
Belgium 1.730 1.668 0.252 16.509 0.000 
Canada 2.082 1.551 0.657 18.711 0.000 
Denmark 2.102 1.914 0.171 11.092 0.004 
Czech Republic 1.969 1.682 0.613 16.174 0.000 
France 1.728 1.696 0.278 17.033 0.000 
Germany 1.671 1.632 0.235 16.042 0.000 
Hungary 6.803 3.266 -0.372 8.957 0.011 
Italy 1.843 1.572 0.291 16.255 0.000 
Japan 0.126 0.208 0.941 37.673 0.000 
Korea 3.902 1.547 0.530 9.944 0.007 
Mexico 6.693 3.455 1.615 149.234 0.000 
Netherlands 1.915 1.777 0.204 13.755 0.001 
New Zealand 4.606 1.948 0.183 20.955 0.000 
Norway 3.083 2.102 0.795 27.672 0.000 
Poland 5.694 4.124 1.766 155.015 0.000 
Spain 1.966 1.561 0.142 13.975 0.001 
Sweden 1.920 1.588 0.061 13.331 0.001 
Switzerland 0.768 1.248 0.658 17.831 0.000 
U.K. 2.681 2.213 0.090 26.986 0.000 
U.S. 1.603 1.890 0.998 35.096 0.000 
 
Now we examine the same AR(1) model, ADF unit root test, and the Lagrange Multiplier 
ARCH effects test for bond excess returns and the remaining seven predictor variables. We report 
the results in Tables 3.12–3.14. We report results for persistency from Table 3.12. The AR(1) 
coefficients for bond excess returns (see column 2) for all 25 countries are reported close to zero, 
suggesting that bond excess returns are not persistent. In addition, we find that the AR(1) coefficient 
is close to 1 for six non-commodity predictor variables, CPI, DY, ER, Stock, TS, and T-bill. Only 
in the case of predictor IP do we find that the AR (1) coefficient is close to zero. This indicates that 
six out of seven non-commodity predictors are highly persistent. 
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Table 3.11: Preliminary test results for five commodity variables 
Notes: This table reports a number of preliminary tests of five commodity variables, namely, gold futures price (GFP), 
gold spot price (GP), oil futures price (OFP), oil spot price (OP), and world commodity index (WCPI). Column 2 
reports the autoregressive coefficient (AR(1)) of five commodity variables. These coefficients are used to judge the 
degree of persistency. In column 3, we report the Augmented Dickey-Fuller (ADF) test, which examines the null 
hypothesis of unit root. The optimal lag length is selected by starting with a maximum of twelve lags. The 𝑝-values, 
used to test the unit root null and the optimal lag length chosen using the Schwarz Information Criterion (SIC) are also 
reported.  In the last column, we report results on heteroscedasticity. Essentially, we run an autoregressive model for 
each variable with 6 lags and test for the null hypothesis of “no ARCH” in the residuals of the model. The Lagrange 
Multiplier (LM) test statistic is reported together with the 𝑝-values. The sample period is from January 2000 to 
December 2016.  
  ADF        ARCH (6) 
Predictor AR(1) Lag 𝑝-value 𝐹-stat      𝑝-value 
GP 0.993 0 0.632 0.643 0.696 
GFP 0.993 0 0.630 0.786 0.582 
OP 0.977 1 0.282 1.681 0.128 
OFP 0.977 1 0.278 0.265 0.953 
WCPI 0.982 1 0.358 0.291 0.941 
 
Table 3.13 reports the unit root test results for eight variables, including bond excess returns 
(see Panel A) and seven non-commodity predictor variables (see Panels B–H). We reject the null 
hypothesis of unit root for bond excess returns for all 25 countries and claim that bond excess 
returns follow a stationary process. In the case of predictors CPI, Stock, and T-bill, we are able to 
reject the null of unit root at the 5% significance level only for Korea, Hungary, Finland, and 
Poland. Additionally, we reject the null of unit root at the 5% level of significance for the predictor 
DY for ten countries: Czech Republic, Finland, France, Hungary, Italy, Korea, Mexico, New 
Zealand, Poland, and Sweden. Moreover, for the predictor IP (see Panel E), we do not reject the 
null of unit root only for three countries, Austria, Germany, and Italy, at the 5% significance level. 
Further, note that the predictor ER follows a non-stationary process for all 25 countries. 
Next, we examine the issue of heteroscedasticity in our predictability models. The results 
are reported in Table 3.14. We begin with results for our dependent variable, bond excess returns 
(see Panel A). We are able to reject the Lagrange Multiplier tests null hypothesis of “no ARCH” at  
100 
 
 
 
Table 3.12: Test results for Persistency 
Notes: This table reports the autoregressive coefficient (AR(1)) of bond excess returns and  seven non-commodity 
predictors, namely consumer price index (CPI), dividend yield (DY), exchange rate (ER), industrial production (IP), 
stock market index (Stock), term spread (TS) and 3-month Treasury bill rate (T-bill). Our data covers the period January 
2000 to December 2016.   
Country Exbond CPI DY ER IP Stock TS T-bill 
Australia 0.075 0.995 0.948 0.976 – 0.995 0.953 0.998 
Austria -0.043 0.998 0.905 0.976 -0.233 0.983 0.983 0.983 
Belgium -0.067 0.997 0.964 0.971 -0.266 0.994 0.968 0.998 
Canada -0.018 0.995 0.979 0.980 -0.300 0.997 0.971 0.987 
Czech Republic 0.054 0.995 0.923 0.980 – 0.986 – 0.990 
Denmark 0.031 – 0.939 0.969 -0.465 0.998 0.954 0.996 
Finland -0.028 0.997 0.905 0.971 – 0.945 0.985 0.983 
France -0.025 0.994 0.939 0.972 -0.371 0.992 0.962 0.999 
Germany 0.014 0.997 0.934 0.973 -0.232 0.994 0.956 0.995 
Hungary -0.056 0.992 0.909 0.965 – 0.992 0.965 0.990 
Ireland 0.125 0.984 0.967 0.973 -0.266 0.990 0.987 0.983 
Italy 0.072 0.994 0.938 0.973 -0.423 0.967 0.949 0.974 
Japan -0.097 0.981 0.978 0.972 0.107 0.984 0.962 0.985 
Korea 0.102 0.995 0.875 0.969 -0.258 0.990 – 0.971 
Mexico 0.023 – 0.872 1.001 -0.146 0.996 – 0.960 
Netherlands -0.088 0.992 0.955 0.972 -0.095 0.965 0.954 1.000 
New Zealand 0.180 0.995 0.917 0.972 – 0.998 0.976 0.997 
Norway 0.092 1.000 0.965 0.964 -0.420 0.995 0.950 0.990 
Poland 0.177 0.993 0.948 0.941 – 0.992 0.952 0.979 
Portugal -0.152 0.989 0.927 0.973 -0.559 0.968 0.982 0.983 
Spain 0.048 0.990 0.976 0.970 – 0.983 0.949 0.967 
Sweden 0.067 0.992 0.936 0.943 0.354 0.985 0.951 0.995 
Switzerland 0.004 0.982 0.977 0.995 – 0.995 0.953 0.990 
U.K. 0.011 0.999 0.952 0.985 -0.178 1.000 0.976 0.994 
U.S. 0.029 0.995 0.965 0.984 0.262 1.002 0.959 0.983 
 
the 5% significance level for nine countries (Belgium, Czech Republic, Hungary, Italy, New 
Zealand, Norway, Portugal, Sweden, and U.K.). Further, for predictors CPI, DY, ER, IP, Stock, TS, 
and T-bill, we reject the null of no ARCH for 7, 10, 14, 12, 18, 12, and 21 countries, respectively. 
Finally, we test whether our predictor variables are endogenous by regressing the error term 
from the predictive regression model on the error term from an AR(1) model of the predictor 
variable (see Equation (2.3)). The results on the endogeneity test are reported for all 12 predictors  
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Table 3.13: Unit root test results 
Notes: In this table, we report unit root test results for bond excess returns (Exbond), and seven non-commodity 
predictor variables, namely consumer price index (CPI), dividend yield (DY), 3-month Treasury bill rate (T-bill), term 
spread (TS), exchange rate (ER), stock market index (Stock), and industrial production (IP). In particular, we report the 
Augmented Dickey-Fuller (ADF, 1981) 𝑝-values, which examine the null hypothesis of “unit root,” and the optimal 
lag length, chosen using the Schwartz Information Criterion (SIC). Optimal lag length is selected by starting with a 
maximum of twelve lags. The sample covers the period January 2000 to December 2016.  
 Panel A: Exbond Panel B: CPI Panel C: DY Panel D: ER 
Country lag 𝑝-value lag 𝑝-value lag 𝑝-value lag 𝑝-value 
Australia 0 0.000 3 0.197 0 0.139 0 0.468 
Austria 0 0.000 12 0.864 1 0.170 0 0.481 
Belgium 0 0.000 1 0.697 0 0.307 0 0.317 
Canada 0 0.000 1 0.598 0 0.351 0 0.518 
Czech Republic 0 0.000 12 0.798 0 0.039 0 0.206 
Denmark 0 0.000 – – 0 0.120 0 0.272 
Finland 0 0.000 0 0.639 1 0.001 0 0.283 
France 0 0.000 12 0.212 0 0.029 0 0.354 
Germany 0 0.000 12 0.793 0 0.051 0 0.378 
Hungary 0 0.000 0 0.000 0 0.010 0 0.402 
Ireland 0 0.000 12 0.223 0 0.376 0 0.323 
Italy 0 0.000 2 0.076 0 0.015 0 0.388 
Japan 0 0.000 1 0.486 1 0.288 0 0.431 
Korea 0 0.000 3 0.018 0 0.001 0 0.369 
Mexico 0 0.000 – – 0 0.001 0 0.969 
Netherlands 0 0.000 12 0.707 0 0.139 0 0.306 
New Zealand 0 0.000 3 0.276 0 0.043 0 0.406 
Norway 0 0.000 0 0.952 1 0.149 0 0.402 
Poland 0 0.000 1 0.299 0 0.022 1 0.055 
Portugal 1 0.000 12 0.440 1 0.108 0 0.315 
Spain 0 0.000 12 0.270 0 0.332 0 0.308 
Sweden 0 0.000 12 0.536 0 0.037 0 0.141 
Switzerland 0 0.000 12 0.295 0 0.453 1 0.896 
U.K. 0 0.000 12 0.901 0 0.100 0 0.705 
U.S. 1 0.000 2 0.523 0 0.201 0 0.624 
 
considered at the country level; see Table 3.15. The results on the presence of endogeneity are 
dependent on the predictor variable and on the country. For example, when we consider five 
commodity predictor variables, we comfortably reject the null hypothesis of no endogeneity for 
most countries in the case of three commodities, (WCPI, OP, and OFP). For the remaining two  
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Table 3.13: Unit root test results continued  
  Panel E: IP Panel F: Stock Panel G: TS Panel H: T-bill 
Country lag 𝑝 −value lag 𝑝-value lag 𝑝-value lag 𝑝-value 
Australia – – 0 0.820 1 0.117 2 0.475 
Austria 12 0.068 1 0.368 0 0.645 2 0.185 
Belgium 12 0.026 1 0.785 0 0.373 2 0.701 
Canada 6 0.000 1 0.869 0 0.419 2 0.186 
Czech Republic           – – 1 0.602 – – 2 0.614 
Denmark 12 0.003 1 0.914 0 0.205 3 0.559 
Finland   2 0.011 3 0.279 2 0.185 
France 12 0.000 0 0.857 0 0.287 2 0.710 
Germany 12 0.099 0 0.880 0 0.229 2 0.656 
Hungary   1 0.768 0 0.376 0 0.831 
Ireland 3 0.000 1 0.717 1 0.572 2 0.185 
Italy 12 0.646 0 0.337 1 0.376 1 0.713 
Japan 0 0.000 1 0.538 0 0.245 3 0.664 
Korea 11 0.000 0 0.707 – – 1 0.089 
Mexico 0 0.000 0 0.812 – – 0 0.065 
Netherlands 12 0.005 0 0.226 0 0.195 1 0.769 
New Zealand – – 0 0.913 1 0.372 3 0.485 
Norway 11 0.000 1 0.797 3 0.047 3 0.380 
Poland – – 0 0.781 0 0.011 9 0.000 
Portugal 12 0.001 1 0.251 0 0.564 2 0.185 
Spain – – 0 0.638 0 0.177 0 0.418 
Sweden 1 0.000 0 0.674 0 0.187 2 0.391 
Switzerland – – 1 0.827 0 0.212 0 0.749 
U.K. 0 0.000 0 0.955 0 0.428 1 0.499 
U.S. 3 0.007 0 0.974 0 0.237 2 0.185 
 
commodities (GP and GFP), we do not reject the null of “no endogeneity” for most of the countries 
considered. We find the same mixed results when we consider the other seven non-
commoditypredictor variables. Overall, from the above discussion, we conclude that the three 
salient features of data, persistency, endogeneity, and heteroscedasticity, are dependent on the 
choice of predictor variable and on the country considered for the predictability analysis. This is 
sufficient evidence for us to conclude that persistency, endogeneity, and heteroskedasticity need to 
be accounted for in the predictive regression model. 
In addition, since our predictability analysis is based on both time series and panel data 
models, it is equally essential to examine some preliminary analysis of the data in panel form. Thus, 
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we consider evidence on cross-sectional dependence (CD) in seven non-commodity predictor 
variables and bond excess returns. The results are reported in Table 3.16. In particular, we report 
the average pair-wise, cross-sectional correlation coefficients of all eight variables, including the 
dependent variable. The computation of correlation (see column 3) for each predictor is based on a 
different number of cross-sections, which we report in column 2. The CD test, reported in column 
4, is proposed by Pesaran (2004). Essentially, this test examines the null hypothesis of no cross-
section correlation. The 𝑝-value used to take a decision on the null hypothesis is reported in the last 
column. The correlation coefficients fall in the [-0.039, 0.122] range. The null hypothesis of no 
cross-section correlation is rejected for only two predictors, CPI and IP, at the 5% significance 
level. 
Finally, we report the panel unit root test proposed by Choi (2001). The results for 12 
predictors are reported in Table 3.17. We initially allow for a maximum of 5 lags, and the optimal 
lag length is chosen using the Akaike Information Criterion (AIC). The null hypothesis of panel 
unit root is rejected at the 5% significance level for 3 (CPI, DY, and, IP) of the 12 predictor 
variables. For the remaining nine predictors, we do not reject the null of panel unit root. This 
indicates that 3 of the 12 predictor variables follow a stationary process, whereas the remaining 9 
are non-stationary variables in panel form. 
 
3.4.2 Predictability Test Results Using Time Series Model 
Here we discuss predictability test results using time series models. First, we use WN (2015) 
FQGLS-based estimators to examine the in-sample predictability of bond excess returns. 
Specifically, we report in-sample predictability test results for 25 OECD countries in Table 3.18.  
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Table 3.14: Heteroskedasticity test results 
Notes: In this table we report results on heteroskedasticity for bond excess returns (Exbond) and seven non-commodity predictor variables, namely, consumer price 
index (CPI), dividend yield (DY), 3-month treasury bill yield (T-bill), term spread (TS), exchange rate (ER), stock market index (Stock), and industrial production 
(IP). We run an autoregressive model for each variable with 6 lags and test for the null hypothesis of “no ARCH” in the residuals of the model. The Lagrange 
Multiplier (LM) test statistic is reported together with the 𝑝-values. Our data covers the period January 2000 to December 2016. 
 Panel A: Exbond Panel B: CPI Panel C: DY Panel D: ER 
Country 𝐹-stat 𝑝-value 𝐹-stat 𝑝-value 𝐹-stat 𝑝-value 𝐹-stat 𝑝-value 
Australia 1.766 0.108 0.884 0.508 6.774 0.000 1.018 0.415 
Austria 0.527 0.787 1.744 0.113 4.811 0.000 1.589 0.153 
Belgium 3.789 0.001 4.432 0.000 0.131 0.992 3.016 0.008 
Canada 0.752 0.609 0.469 0.830 2.673 0.016 0.266 0.952 
Czech Republic 2.452 0.026 0.289 0.942 4.752 0.000 0.780 0.586 
Denmark 0.604 0.727 – – 4.614 0.000 6.318 0.000 
Finland 0.318 0.927 0.268 0.951 8.277 0.000 4.437 0.000 
France 1.863 0.089 1.660 0.133 0.144 0.990 2.822 0.012 
Germany 0.148 0.989 1.887 0.085 3.655 0.002 2.457 0.026 
Hungary 5.408 0.000 0.137 0.991 0.308 0.932 6.044 0.000 
Ireland 1.180 0.319 5.505 0.000 0.149 0.989 3.183 0.005 
Italy 4.584 0.000 1.168 0.325 1.296 0.261 2.088 0.057 
Japan 0.979 0.441 0.167 0.985 0.558 0.764 0.985 0.437 
Korea 0.533 0.783 0.443 0.849 1.276 0.271 14.546 0.000 
Mexico 1.356 0.235 – – 0.525 0.789 2.897 0.010 
Netherlands 0.977 0.442 2.720 0.015 1.587 0.153 3.149 0.006 
New Zealand 2.939 0.009 2.534 0.022 0.104 0.996 2.277 0.038 
Norway 2.239 0.041 0.134 0.992 1.613 0.146 2.243 0.041 
Poland 1.647 0.136 2.489 0.024 4.422 0.000 1.907 0.082 
Portugal 15.618 0.000 2.336 0.034 14.783 0.000 2.063 0.060 
Spain 1.850 0.092 0.948 0.462 1.208 0.304 3.168 0.006 
Sweden 2.484 0.025 1.051 0.394 0.150 0.989 4.590 0.000 
Switzerland 0.962 0.452 0.483 0.820 0.904 0.493 0.247 0.960 
U.K. 2.607 0.019 9.602 0.000 3.506 0.003 1.593 0.151 
U.S. 1.080 0.376 2.326 0.035 3.203 0.005 3.433 0.003 
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Table 3.14: Heteroskedasticity test results continue 
  
 Panel E: IP Panel F: Stock Panel G: TS Panel H: T-bill 
Country 𝐹-stat 𝑝-value 𝐹-stat 𝑝-value F-stat 𝑝-value 𝐹-stat 𝑝-value 
Australia                          – – 2.732 0.014 1.895 0.084 4.160 0.001 
Austria 3.267 0.005 9.909 0.000 0.473 0.828 6.964 0.000 
Belgium 4.179 0.001 2.527 0.023 7.278 0.000 4.525 0.000 
Canada 53.462 0.000 3.769 0.002 3.869 0.001 10.406 0.000 
Czech Republic                – – 6.081 0.000 – – 1.699 0.124 
Denmark 6.206 0.000 1.874 0.088 5.814 0.000 14.526 0.000 
Finland           – – 9.869 0.000 1.845 0.093 6.964 0.000 
France 7.796 0.000 2.766 0.013 2.315 0.035 0.163 0.986 
Germany 2.301 0.036 2.026 0.064 2.028 0.064 3.405 0.003 
Hungary                           – – 0.250 0.959 6.896 0.000 2.297 0.037 
Ireland 1.633 0.140 3.369 0.004 1.465 0.193 6.964 0.000 
Italy 36.424 0.000 1.144 0.338 4.354 0.000 4.477 0.000 
Japan 2.520 0.023 2.089 0.057 1.032 0.406 1.270 0.273 
Korea 6.616 0.000 2.878 0.011 – – 0.298 0.937 
Mexico 2.285 0.038 4.307 0.000 – – 10.299 0.000 
Netherlands 6.494 0.000 4.655 0.000 3.485 0.003 6.936 0.000 
New Zealand                   – – 3.594 0.002 2.680 0.016 7.159 0.000 
Norway 1.686 0.127 3.202 0.005 0.836 0.543 3.869 0.001 
Poland           – – 1.630 0.141 7.408 0.000 16.753 0.000 
Portugal 1.174 0.322 0.649 0.691 39.965 0.000 6.964 0.000 
Spain – – 2.433 0.028 1.735 0.115 2.270 0.039 
Sweden 0.069 0.999 4.528 0.000 4.069 0.001 7.549 0.000 
Switzerland                      – – 2.953 0.009 1.865 0.089 2.965 0.009 
U.K. 0.598 0.732 3.953 0.001 46.498 0.000 37.062 0.000 
U.S. 2.328 0.034 3.636 0.002 0.687 0.660 6.964 0.000 
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Table 3.15: Endogeneity test results 
Notes: This table reports the endogeneity results for each variable by each country. The time period is January 2000 to December 2016. There are 12 predictors, 
namely, world commodity index (WCPI), gold futures price (GFP), gold spot price (GP), oil futures price (OFP), oil price (OP), consumer price index (CPI), 
dividend yield (DY), exchange rate (ER), industrial production (IP), stock market index (Stock), term spread (TS), and 3-month Treasury bill yield (T-bill). All 
variables are defined in Appendix B in Table B.1. This test is based on regressing the error term from the predictive regression model on the error term from the 
predictor variable; the coefficient (𝛾), t-statistics, and 𝑝-values are reported to test the null hypothesis of ‘no endogeneity.  
 Panel A: GFP Panel B: GP Panel C: OFP Panel D: OP 
Country 𝛾 𝑡-stat 𝑝-value 𝛾 𝑡-stat 𝑝-value 𝛾 𝑡-stat 𝑝-value 𝛾 𝑡-stat 𝑝-value 
Australia 0.042 1.605 0.108 0.041 1.520 0.129 -0.072 -5.439 0.000 -0.073 -5.653 0.000 
Austria 0.014 0.596 0.551 0.013 0.531 0.596 -0.053 -4.269 0.000 -0.054 -4.398 0.000 
Belgium -0.002 -0.083 0.934 -0.004 -0.149 0.881 -0.052 -3.794 0.000 -0.054 -4.062 0.000 
Canada 0.062 2.811 0.005 0.061 2.732 0.006 -0.046 -3.926 0.000 -0.050 -4.375 0.000 
Czech Republic 0.062 2.129 0.033 0.060 2.009 0.045 -0.026 -1.620 0.105 -0.027 -1.754 0.079 
Denmark 0.037 1.631 0.103 0.037 1.602 0.109 -0.050 -4.253 0.000 -0.052 -4.553 0.000 
Finland 0.027 1.118 0.264 0.026 1.075 0.282 -0.053 -4.255 0.000 -0.054 -4.429 0.000 
France 0.018 0.805 0.421 0.019 0.814 0.416 -0.052 -4.454 0.000 -0.054 -4.737 0.000 
Germany 0.021 0.924 0.356 0.020 0.863 0.388 -0.056 -4.943 0.000 -0.058 -5.195 0.000 
Hungary 0.152 3.171 0.002 0.151 3.107 0.002 0.015 0.566 0.572 0.001 0.051 0.959 
Ireland 0.016 0.377 0.706 0.014 0.328 0.743 -0.044 -2.015 0.044 -0.047 -2.177 0.030 
Italy 0.042 1.443 0.149 0.038 1.269 0.205 -0.034 -2.186 0.029 -0.036 -2.378 0.017 
Japan 0.013 0.919 0.358 0.014 0.956 0.339 -0.015 -1.938 0.053 -0.017 -2.277 0.023 
Korea 0.049 1.883 0.060 0.052 1.939 0.053 -0.046 -3.331 0.001 -0.055 -4.093 0.000 
Mexico 0.126 3.741 0.000 0.131 3.827 0.000 -0.032 -1.702 0.089 -0.034 -1.876 0.061 
Netherlands 0.019 0.781 0.435 0.017 0.686 0.493 -0.055 -4.522 0.000 -0.057 -4.723 0.000 
New Zealand 0.076 3.273 0.001 0.076 3.215 0.001 -0.048 -3.907 0.000 -0.048 -3.978 0.000 
Norway 0.009 0.421 0.674 0.009 0.408 0.683 -0.054 -4.728 0.000 -0.051 -4.537 0.000 
Poland 0.046 1.262 0.207 0.045 1.225 0.221 -0.066 -3.447 0.001 -0.063 -3.366 0.001 
Portugal -0.058 -1.092 0.275 -0.069 -1.273 0.203 -0.035 -1.214 0.225 -0.037 -1.334 0.182 
Spain 0.006 0.248 0.804 0.005 0.191 0.849 -0.021 -1.686 0.092 -0.023 -1.913 0.056 
Sweden 0.014 0.879 0.380 0.015 0.901 0.367 -0.041 -5.049 0.000 -0.044 -5.581 0.000 
Switzerland 0.054 3.504 0.001 0.053 3.339 0.001 -0.028 -3.409 0.001 -0.029 -3.499 0.001 
U.K. 0.057 2.348 0.019 0.055 2.234 0.026 -0.049 -3.850 0.000 -0.056 -4.520 0.000 
U.S. 0.116 3.893 0.000 0.114 3.747 0.000 -0.056 -3.425 0.001 -0.061 -3.846 0.000 
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Table 3.15: Endogeneity test results continued  
 Panel E: WCPI Panel F: CPI Panel G: DY Panel H: ER 
Country 𝛾 𝑡-stat 𝑝-value 𝛾 𝑡-stat 𝑝-value 𝛾 𝑡-stat 𝑝-value 𝛾 𝑡-stat 𝑝-value 
Australia -0.096 -5.162 0.000 -0.370 -1.242 0.214 0.121 4.411 0.000 -0.236 -5.024 0.000 
Austria -0.060 -3.391 0.001 -0.806 -2.240 0.025 0.019 2.518 0.012 -0.464 -1.574 0.116 
Belgium -0.062 -3.226 0.001 -1.004 -2.104 0.035 0.042 3.158 0.002 -0.036 -0.160 0.873 
Canada -0.052 -3.128 0.002 -0.374 -1.230 0.219 0.046 1.968 0.049 -0.179 -3.972 0.000 
Czech Republic -0.017 -0.756 0.450 -0.493 -1.518 0.129 -0.011 -2.042 0.041 -0.009 -0.102 0.919 
Denmark -0.060 -3.621 0.000 – – – 0.017 1.293 0.196 -0.075 -0.420 0.674 
Finland -0.065 -3.747 0.000 -0.667 -1.735 0.083 0.024 1.983 0.047 -0.134 -0.768 0.443 
France -0.061 -3.683 0.000 -1.229 -3.409 0.001 0.035 2.163 0.031 -0.178 -0.948 0.343 
Germany -0.074 -4.639 0.000 -0.441 -1.317 0.188 0.066 4.321 0.000 -0.252 -1.793 0.073 
Hungary 0.067 1.829 0.067 0.177 0.291 0.771 -0.046 -2.468 0.014 0.874 11.043 0.000 
Ireland -0.033 -1.078 0.281 -0.131 -0.303 0.762 -0.021 -1.172 0.241 0.359 2.085 0.037 
Italy -0.025 -1.158 0.247 -0.938 -1.171 0.242 -0.039 -2.194 0.028 0.786 3.274 0.001 
Japan -0.016 -1.545 0.122 0.001 0.003 0.998 0.022 1.666 0.096 0.041 1.634 0.102 
Korea -0.057 -2.958 0.003 0.038 0.101 0. 919 0.017 1.357 0.175 0.140 2.834 0.005 
Mexico -0.036 -1.398 0.162 – – – -0.046 -2.352 0.019 0.240 3.656 0.000 
Netherlands -0.069 -4.007 0.000 -0.107 -0.415 0.678 0.021 1.220 0.222 -0.182 -1.093 0.275 
New Zealand -0.055 -3.129 0.002 -0.164 -0.532 0.595 0.021 1.236 0.217 -0.137 -2.967 0.003 
Norway -0.074 -4.672 0.000 0.222 0.909 0.363 0.062 4.770 0.000 -0.196 -3.290 0.001 
Poland -0.061 -2.236 0.025 -1.253 -2.430 0.015 -0.003 -0.171 0.864 0.200 2.842 0.005 
Portugal -0.025 -0.630 0.529 -0.663 -1.232 0.218 0.021 0.835 0.404 1.700 1.865 0.062 
Spain -0.027 -1.582 0.114 -0.601 -3.078 0.002 0.003 0.201 0.841 0.552 2.077 0.038 
Sweden -0.056 -4.914 0.000 -0.476 -2.411 0.016 0.029 3.186 0.001 -0.226 -4.644 0.000 
Switzerland -0.034 -2.930 0.003 -0.704 -3.277 0.001 0.014 1.050 0.294 0.080 1.729 0.084 
U.K. -0.066 -3.716 0.000 -0.827 -2.567 0.010 0.049 1.775 0.076 -0.246 -4.273 0.000 
U.S. -0.061 -2.661 0.008 -1.336 -3.421 0.001 0.168 5.166 0.000 -0.093 -1.233 0.218 
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Table 3.15: Endogeneity test results continued 
 Panel I: IP Panel J: Stock Panel K: TS Panel M: T-bill 
Country 𝛾 𝑡-stat 𝑝-value 𝛾 𝑡-stat 𝑝-value 𝛾 𝑡-stat 𝑝-value 𝛾 𝑡-stat 𝑝-value 
Australia – – – -0.144 -4.233 0.000 -4.994 -11.561 0.000 -3.668 -6.106 0.000 
Austria -0.031 -2.044 0.041 -0.051 -2.593 0.010 -2.767 -7.754 0.000 -1.188 -2.065 0.039 
Belgium 0.001 0.050 0.960 -0.024 -0.842 0.400 -5.271 -12.850 0.000 -3.081 -4.277 0.000 
Canada -0.037 -0.298 0.766 -0.068 -2.463 0.014 -4.184 -10.252 0.000 -2.173 -3.662 0.000 
Czech Republic – – – 0.056 2.456 0.014 – – – -1.187 -1.383 0.167 
Denmark 0.010 0.656 0.512 -0.057 -2.567 0.010 -3.417 -8.628 0.000 -2.012 -3.852 0.000 
Finland – – – -0.054 -3.258 0.001 -3.606 -9.805 0.000 -1.389 -2.430 0.015 
France -0.006 -0.644 0.520 -0.071 -3.238 0.001 -4.803 -13.324 0.000 -1.978 -2.977 0.003 
Germany -0.001 -0.059 0.953 -0.090 -5.085 0.000 -3.602 -7.459 0.000 -3.258 -6.250 0.000 
Hungary – – – 0.230 7.000 0.000 -2.130 -4.972 0.000 -3.060 -8.751 0.000 
Ireland 0.001 0.043 0.966 -0.011 -0.318 0.750 -5.823 -24.322 0.000 -0.980 -0.987 0.324 
Italy -0.007 -1.019 0.308 0.061 2.286 0.022 -2.190 -7.112 0.000 -0.823 -2.135 0.033 
Japan -0.017 -0.542 0.588 -0.060 -4.627 0.000 -7.298 -17.538 0.000 -2.373 -1.703 0.089 
Korea -0.063 -1.962 0.050 -0.044 -2.225 0.026 – – – -4.443 -10.612 0.000 
Mexico 0.056 0.487 0.626 0.123 3.815 0.000 – – – -0.894 -3.712 0.000 
Netherlands 0.011 0.615 0.539 -0.098 -4.534 0.000 -4.650 -12.996 0.000 -1.178 -1.757 0.079 
New Zealand – – – -0.014 -0.389 0.697 -3.986 -13.064 0.000 -1.041 -1.870 0.062 
Norway 0.037 1.060 0.289 -0.101 -5.680 0.000 -1.633 -4.897 0.000 -0.890 -2.327 0.020 
Poland – – – 0.079 2.678 0.007 -3.530 -8.861 0.000 -2.388 -4.337 0.000 
Portugal -0.007 -0.499 0.618 0.136 2.620 0.009 -5.474 -22.771 0.000 -1.504 -1.171 0.242 
Spain – – – 0.054 2.637 0.008 -0.549 -1.980 0.048 -1.483 -5.681 0.000 
Sweden -0.228 -3.008 0.003 -0.058 -4.095 0.000 -2.853 -10.328 0.000 -2.150 -5.354 0.000 
Switzerland – – – -0.082 -4.325 0.000 -2.489 -7.577 0.000 -1.360 -3.159 0.002 
U.K. -0.003 -0.022 0.983 -0.085 -2.827 0.005 -4.964 -14.042 0.000 -2.374 -3.493 0.001 
U.S. -0.149 -0.622 0.534 -0.164 -4.767 0.000 -5.332 -15.636 0.000 -1.646 -2.215 0.027 
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We consider five commodity predictors and seven non-commodity (macroeconomic and financial) 
variables. We summarize the results as follows. First, we find that for 12 countries (Canada, Czech 
Table 3.16: Results on cross-sectional dependence  
Notes: In this table, we report the average pair-wise cross-sectional correlation coefficients of dependent variable, 
bond excess returns (Exbond), and seven non-commodity predictor variables (namely, consumer price index (CPI), 
dividend yield (DY), 3-months Treasury bill yield (T-bill), term spread (TS), exchange rate (ER), stock market index 
(Stock), and industrial production (IP)). The correlations are computed for each variable of the OECD panel and 
reported in column 3. The CD test, reported in column 4, is proposed by Pesaran et al. (2008) and, essentially, 
examines the null hypothesis of no cross-section correlation. The 𝑝-values used to decide on the null hypothesis are 
reported in the last column.  
 
Republic, Denmark, Hungary, Italy, Japan, Mexico, New Zealand, Norway, Poland, Sweden, and 
Switzerland), there is no evidence of bond excess return predictability. In other words, none of the  
Table 3.17: Panel unit root tests 
Notes: This table reports panel unit root test results proposed by Choi (2001). The panel unit root test examines the 
null hypothesis of a panel unit root. The optimal lag length is chosen using the Akaieke Information Criterion (AIC) 
and is selected by starting with a maximum of five lags.  
Variable ADF 𝑝-value No. of Countries 
GFP 0.003 0.501 25 
GP 0.004 0.502 25 
OP -0.783 0.217 25 
OFP -0.599 0.274 25 
WCPI -0.376 0.353 25 
CPI -2.664 0.004 23 
DY -1.988 0.023 25 
ER -0.605 0.272 25 
IP -2.735 0.000 17 
Stock 0.755 0.775 25 
TS -1.275 0.101 22 
T-bill -0.804 0.210 25 
 
Variable  No. of Cross Sections Correlation CD 𝑝-value 
Exbond 25 -0.005 -1.178 0.239 
CPI 23 -0.039 -9.735 0.000 
DY 25 -0.005 -1.142 0.254 
ER 25 0.001 0.174 0.846 
IP 17 0.122 30.044 0.000 
Stock  25 -0.007 -1.759 0.079 
TS 22 -0.001 -0.257 0.796 
T-bill 25 0.002 0.389 0.697 
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12 predictor variables are statistically significant for these 12 countries. For the remaining 13 
countries, we find that at least one of the 12 predictor variables significantly predicts bond excess 
returns. We find that TS is the most effective predictor, since it predicts bond excess returns for 
seven countries (Australia, Austria, Belgium, Finland, Ireland, Portugal, and Spain). Our results 
are consistent with Fama and French (1989) and Campbell and Shiller (1991), among others, who 
also find that TS is a successful predictor of bond excess returns. Next, we note that DY is the 
second most effective predictor, as it is statistically significant for four countries, Austria, France, 
Germany, and the U.K. Finally, we note that six predictors, WCPI, GP, OFP, OP, CPI, and ER, 
provide no evidence of statistically significant bond excess return predictability. 
Next, we set forth results based on our five OOS evaluations. First, our OOS evaluations 
are based on the forecast-encompassing statistic (denoted as 𝐸𝑁𝐶 − 𝑁𝐸𝑊) proposed by Clark and 
McCracken (2001). The 𝐸𝑁𝐶 − 𝑁𝐸𝑊 test statistic examines whether restricted model forecasts 
encompass the unrestricted model forecasts. In other words, this statistic examines whether our 
proposed model provides no useful information for predicting bond excess returns relative to a 
constant model of bond excess returns (refer to Section 3.3 for detailed discussion). The results are 
reported in Table 3.19. We find that the WCPI-based forecasting model rejects the null hypothesis 
(our proposed model provides no useful information for predicting bond excess returns relative to 
a constant model of bond excess returns) for 10 countries. For the remaining predictor-based 
forecasting models, we find weak evidence on rejection of the null hypothesis. For instance, a CPI-
based forecasting model is favored for 8 of the 25 countries, followed by ER (7/25) and OP, GP, 
and T-bill (6/25). Additionally, note that the highest number of null rejections is found for Denmark 
(GP, GFP, OP, ER, IP, and T-bill), Spain (GP, GFP, OP, WCPI, ER, and T-bill), and Sweden (GP, 
GFP, WCPI, CPI, ER, and TS). We find no statistically significant null rejection for Canada,  
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Table 3.18: Time series regression results for OECD countries 
Notes: This table reports results from the time series predictive regression model proposed by WN (2015). The regression model regresses bond excess returns on 
the one-period lagged predictor variable. The null hypothesis is that the predictor variable does not predict bond excess returns. For each country’s predictive 
regression model, we report the coefficient on the one-period lagged predictor variable and its corresponding 𝑝-value in the parenthesis. ***, **, and * indicate 
statistical significance at 1%, 5%, and 10% levels, respectively.   
GFP GP OFP OP WCPI CPI DY ER IP Stock TS T-bill 
Country 𝛽 𝛽 𝛽 𝛽 𝛽 𝛽 𝛽 𝛽 𝛽 𝛽 𝛽 𝛽 
Australia 0.001 
(0.613) 
0.001 
(0.617) 
0.002 
(0.546) 
0.002 
(0.547) 
0.001 
(0.633) 
0.002 
(0.841) 
0.006 
(0.451) 
0.001 
(0.915) 
– -0.001 
(0.832) 
-0.002* 
(0.068) 
0.001 
(0.330) 
Austria 0.001 
(0.637) 
0.001 
(0.638) 
0.000 
(0.909) 
0.000 
(0.891) 
0.000 
(0.963) 
0.004 
(0.724) 
0.008** 
(0.014) 
-0.002 
(0.970) 
-0.001** 
(0.013) 
-0.006** 
(0.045) 
0.002** 
(0.013) 
-0.001* 
(0.056) 
Belgium 0.001 
(0.585) 
0.001 
(0.586) 
0.000 
(0.827) 
0.000 
(0.808) 
0.000 
(0.950) 
0.004 
(0.606) 
0.001 
(0.580) 
-0.003 
(0.845) 
0.000 
(0.405) 
-0.004 
(0.372) 
0.002** 
(0.046) 
-0.001 
(0.249) 
Canada 0.000 
(0.964) 
0.000 
(0.963) 
0.000 
(0.839) 
0.000 
(0.835) 
-0.001 
(0.741) 
-0.007 
(0.580) 
0.001 
(0.889) 
-0.001 
(0.864) 
-0.002 
(0.242) 
-0.002 
(0.501) 
0.000 
(0.550) 
0.000 
(0.992) 
Czech 
Republic 
0.001 
(0.667) 
0.001 
(0.669) 
0.001 
(0.854) 
0.001 
(0.846) 
0.000 
(0.893) 
0.004 
(0.795) 
0.001 
(0.858) 
0.004 
(0.740) 
– -0.002 
(0.367) 
 0.000 
(0.877) 
Denmark 0.001 
(0.625) 
0.001 
(0.625) 
0.000 
(0.853) 
0.000 
(0.855) 
-0.001 
(0.760) 
– 0.001 
(0.839) 
0.009 
(0.811) 
0.000 
(0.817) 
-0.001 
(0.609) 
0.002 
(0.843) 
0.000 
(0.864) 
Finland 0.001 
(0.636) 
0.001 
(0.636) 
0.000 
(0.994) 
0.000 
(0.975) 
0.000 
(0.86) 
0.006 
(0.688) 
0.006 
(0.118) 
0.012 
(0.744) 
– -0.011** 
(0.016) 
0.002** 
(0.011) 
-0.001* 
(0.056) 
France 0.002 
(0.591) 
0.002 
(0.589) 
0.001 
(0.788) 
0.001 
(0.773) 
0.000 
(0.907) 
0.002 
(0.910) 
0.009* 
(0.064) 
0.004 
(0.922) 
-0.001 
(0.961) 
-0.004 
(0.365) 
0.001 
(0.138) 
-0.001 
(0.445) 
Germany 0.001 
(0.652) 
0.001 
(0.653) 
0.000 
(0.853) 
0.000 
(0.841) 
0.000 
(0.978) 
0.005 
(0.739) 
0.01* 
(0.053) 
0.003 
(0.913) 
-0.006 
(0.791) 
-0.002 
(0.59) 
0.001 
(0.607) 
0.000 
(0.702) 
Hungary 0.002 
(0.294) 
0.002 
(0.294) 
0.000 
(0.446) 
0.000 
(0.445) 
0.000 
(0.453) 
0.005 
(0.206) 
0.004 
(0.656) 
-0.041 
(0.293) 
– 0.001 
(0.784) 
0.001 
(0.319) 
-0.001 
(0.425) 
Ireland 0.004 
(0.255) 
0.004 
(0.255) 
0.003 
(0.505) 
0.003 
(0.480) 
0.004 
(0.468) 
0.011 
(0.637) 
-0.007 
(0.117) 
-0.007 
(0.388) 
0.000 
(0.723) 
-0.005 
(0.404) 
0.001** 
(0.017) 
-0.002 
(0.133) 
Italy 0.000 
(0.622) 
0.000 
(0.626) 
-0.001 
(0.895) 
-0.001 
(0.892) 
-0.001 
(0.967) 
-0.003 
(0.683) 
0.001 
(0.984) 
-0.012 
(0.719) 
-0.005 
(0.639) 
-0.014 
(0.145) 
0.001 
(0.252) 
-0.001 
(0.370) 
Japan 0.000 
(0.901) 
0.000 
(0.900) 
0.000 
(0.989) 
0.000 
(0.996) 
0.000 
(0.953) 
0.036 
(0.410) 
0.002 
(0.494) 
0.004 
(0.557) 
0.041 
(0.313) 
-0.001 
(0.804) 
-0.002 
(0.325) 
0.003 
(0.331) 
Korea 0.000 
(0.833) 
0.000 
(0.833) 
-0.002 
(0.379) 
-0.002 
(0.350) 
-0.003 
(0.349) 
-0.004 
(0.675) 
0.002 
(0.669) 
-0.011 
(0.346) 
-0.002*** 
(0.001) 
-0.003 
(0.285) 
– 0.000 
(0.983) 
Mexico -0.002 
(0.495) 
-0.002 
(0.497) 
-0.004 
(0.298) 
-0.004 
(0.285) 
-0.004 
(0.286) 
– 0.007 
(0.434) 
0.011 
(0.210) 
0.002 
(0.222) 
-0.002 
(0.242) 
– 0.000 
(0.990) 
Netherlands 0.001 
(0.606) 
0.001 
(0.607) 
0.000 
(0.941) 
0.000 
(0.920) 
0.000 
(0.931) 
0.006 
(0.694) 
0.004 
(0.364) 
0.002 
(0.962) 
0.000 
(0.647) 
-0.01** 
(0.046) 
0.002 
(0.348) 
0.000 
(0.518) 
New 
Zealand 
0.002 
(0.398) 
0.002 
(0.400) 
0.001 
(0.672) 
0.001 
(0.689) 
0.001 
(0.668) 
0.005 
(0.624) 
0 .000 
(0.930) 
0.001 
(0.726) 
– -0.001 
(0.607) 
0.001 
(0.600) 
0.000 
(0.739) 
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Norway 0.001 
(0.461) 
0.001 
(0.462) 
0.001 
(0.571) 
0.001 
(0.574) 
0.001 
(0.648) 
0.007 
(0.566) 
0.005 
(0.170) 
0.002 
(0.895) 
0.001 
(0.172) 
0 .000 
(0.828) 
0.000 
(0.907) 
0.000 
(0.768) 
Poland 0.000 
(0.938) 
0.000 
(0.938) 
-0.001 
(0.768) 
-0.001 
(0.762) 
-0.001 
(0.769) 
0.000 
(0.797) 
0.001 
(0.624) 
0.009 
(0.358) 
– -0.005 
(0.252) 
-0.003 
(0.109) 
0.000 
(0.403) 
Portugal 0.001 
(0.590) 
0.001 
(0.597) 
0.000 
(0.572) 
0.000 
(0.564) 
-0.001 
(0.606) 
-0.006 
(0.676) 
0.006 
(0.181) 
0.019 
(0.826) 
0.000 
(0.345) 
-0.014 
(0.128) 
0.001* 
(0.060) 
-0.002 
(0.292) 
Spain 0.001 
(0.322) 
0.001 
(0.320) 
0.000 
(0.593) 
0.000 
(0.584) 
0.000 
(0.612) 
0.005 
(0.504) 
0.002 
(0.353) 
0.002 
(0.808) 
– -0.002 
(0.515) 
0.00** 
(0.047) 
-0.002** 
(0.047) 
Sweden 0.000 
(0.812) 
0.000 
(0.811) 
0.000 
(0.856) 
0.000 
(0.839) 
0.000 
(0.999) 
0.001 
(0.881) 
0.003 
(0.200) 
0.000 
(0.996) 
-0.001 
(0.548) 
-0.003 
(0.380) 
-0.001 
(0.449) 
0.000 
(0.785) 
Switzerland 0.000 
(0.840) 
0.000 
(0.845) 
-0.001 
(0.686) 
-0.001 
(0.694) 
-0.002 
(0.629) 
0.001 
(0.957) 
0.002 
(0.434) 
0.004 
(0.53) 
– -0.003 
(0.345) 
0.001 
(0.466) 
0.000 
(0.582) 
U.K. 0.000*** 
(0.000) 
0.003 
(0.267) 
0.002 
(0.582) 
0.002 
(0.576) 
0.002 
(0.664) 
0.010 
(0.310) 
0.017* 
(0.099) 
-0.012 
(0.264) 
0.025 
(0.422) 
0.001 
(0.718) 
0.000 
(0.305) 
-0.001 
(0.241) 
U.S. 0.000*** 
(0.000) 
0.000 
(0.957) 
-0.001 
(0.869) 
0.000 
(0.875) 
-0.001 
(0.767) 
-0.012 
(0.415) 
0.001 
(0.766) 
0.001 
(0.968) 
0.192 
(0.506) 
-0.003 
(0.624) 
0.000 
(0.776) 
0.000 
(0.922) 
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Table 3.19: Out-of-sample 𝑬𝑵𝑪 − 𝑵𝑬𝑾 test statistics 
Notes: This table reports the forecast encompassing statistic proposed by Clark and MacCracken (2001), which we denote as 𝐸𝑁𝐶 − 𝑁𝐸𝑊. This test is used as a 
measure of the out-of-sample forecasting performance of our proposed predictor based model relative to a historical mean bond excess returns model. We set the 
out-of-sample equivalent to 50% of the sample size and it covers the period July 2008 to December 2016. The forecasted returns are generated using a recursive 
window approach. We report 𝐸𝑁𝐶 − 𝑁𝐸𝑊 statistics along with the bootstrapped 𝑝-values in parenthesis. ***, **, and * indicate statistical significance at 1%, 5%, 
and 10% significance levels, respectively. 
Country GFP GP OFP OP WCPI CPI DY ER IP Stock TS T-bill 
Australia 0.706 
(0.270) 
0.680 
(0.340) 
1.762 
(0.320) 
1.741 
(0.302) 
1.858 
(0.150) 
0.347 
(0.230) 
0.331 
(0.170) 
1.750** 
(0.030) 
– -1.119 
(0.230) 
-0.285** 
(0.030) 
0.428 
(0.350) 
Austria 3.567 
(0.310) 
3.547 
(0.240) 
-0.107 
(0.130) 
-0.055 
(0.160) 
-1.531** 
(0.030) 
0.965 
(0.130) 
3.808 
(0.500) 
-0.241 
(0.140) 
1.186 
(0.99) 
-0.688 
(0.290) 
1.315 
(0.506) 
-0.828 
(0.120) 
Belgium 2.309 
(0.260) 
2.280 
(0.250) 
3.993 
(0.340) 
3.934 
(0.340) 
2.665 
(0.240) 
0.591** 
(0.020) 
-1.565* 
(0.060) 
-0.198 
(0.520) 
0.029 
(0.290) 
2.347** 
(0.030) 
1.294 
(0.190) 
-0.399* 
(0.070) 
Canada 0.617 
(0.370) 
0.625 
(0.400) 
-0.310 
(0.270) 
-0.280 
(0.240) 
-0.517 
(0.390) 
-0.089 
(0.400) 
0.220 
(0.530) 
-0.550 
(0.300) 
-0.554 
(0.72) 
-0.212 
(0.390) 
-0.050 
(0.110) 
-0.103 
(0.730) 
Czech 
Republic 
-1.936 
(0.500) 
-1.934 
(0.510) 
1.157 
(0.110) 
1.362* 
(0.060) 
-1.554 
(0.150) 
-1.268** 
(0.040) 
-0.360 
(0.230) 
-1.843 
(0.180) 
– -0.978 
(0.120) 
– 0.430 
(0.602) 
Denmark 2.937** 
(0.020) 
2.983** 
(0.020) 
-1.152 
(0.120) 
-1.037* 
(0.090) 
-1.886 
(0.170) 
– 0.692 
(0.280) 
4.068** 
(0.040) 
-0.004** 
(0.030) 
-2.342 
(0.700) 
1.852 
(0.410) 
-0.139* 
(0.070) 
Finland 4.252 
(0.150) 
4.244 
(0.130) 
-0.054 
(0.170) 
-0.057 
(0.190) 
-1.749** 
(0.040) 
0.993** 
(0.020) 
4.534 
(0.290) 
1.848* 
(0.070) 
– -0.372** 
(0.020) 
1.087 
(0.290) 
-0.830 
(0.390) 
France 2.670 
(0.240) 
2.663 
(0.250) 
2.176 
(0.170) 
2.595 
(0.270) 
3.046 
(0.120) 
1.724** 
(0.030) 
2.328 
(0.270) 
-0.326 
(0.250) 
0.412 
(0.960) 
-0.997* 
(0.050) 
0.871 
(0.230) 
-0.248* 
(0.050) 
Germany 5.400 
(0.190) 
5.380 
(0.220) 
0.367 
(0.250) 
0.556 
(0.210) 
-1.817* 
(0.060) 
1.794 
(0.210) 
6.110 
(0.200) 
-0.497 
(0.340) 
1.817 
(1.000) 
-2.350 
(0.310) 
0.788 
(0.130) 
-0.342 
(0.180) 
Hungary 1.490** 
(0.030) 
1.505** 
(0.010) 
0.162 
(0.240) 
0.198 
(0.180) 
0.064* 
(0.070) 
0.453** 
(0.020) 
0.931 
(0.140) 
-0.127 
(0.440) 
– 0.680 
(0.190) 
0.236 
(0.370) 
-0.399** 
(0.030) 
Ireland 1.647 
(0.460) 
1.652 
(0.400) 
3.762** 
(0.030) 
3.779** 
(0.010) 
3.135** 
(0.010) 
0.946 
(0.230) 
-1.041 
(0.240) 
1.275 
(0.160) 
0.288 
(0.690) 
-0.631 
(0.160) 
0.801 
(0.350) 
-0.796 
(0.360) 
Italy 0.488 
(0.210) 
0.452 
(0.150) 
-0.661 
(0.210) 
-0.642 
(0.150) 
-0.82 
(0.200) 
-0.621** 
(0.040) 
0.565 
(0.440) 
-0.242 
(0.160) 
-0.037 
(0.270) 
-0.193 
(0.120) 
0.596 
(0.360) 
-0.263 
(0.690) 
Japan 6.568 
(0.220) 
6.488 
(0.330) 
7.048 
(0.730) 
6.604 
(0.650) 
8.908 
(0.480) 
0.088 
(0.590) 
3.130 
(0.440) 
1.371 
(0.880) 
0.009 
(0.490) 
-2.354 
(0.470) 
-0.678** 
(0.010) 
0.166 
(0.930) 
Korea 0.216 
(0.300) 
0.286 
(0.210) 
-0.879 
(0.200) 
-0.869 
(0.240) 
-0.805 
(0.210) 
-1.310 
(0.100) 
0.265** 
(0.020) 
-0.354 
(0.400) 
0.786 
(0.950) 
-0.949 
(0.370) 
– -0.131 
(0.470) 
Mexico 0.832 
(0.740) 
0.842 
(0.690) 
0.539 
(0.440) 
0.556 
(0.520) 
0.389 
(0.410) 
– -0.450 
(0.300) 
-0.630 
(0.830) 
0.051 
(0.100) 
1.302 
(0.510)  
– 0.122 
(0.320) 
Netherlands 3.227 
(0.160) 
3.212 
(0.140) 
0.545 
(0.170) 
0.424 
(0.200) 
-0.499** 
(0.010) 
1.334 
(0.170) 
4.149 
(0.420) 
-0.656 
(0.170) 
-0.03 
(0.120) 
-0.542 
(0.140) 
1.265 
(0.290) 
-0.284* 
(0.070) 
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New 
Zealand 
1.025 
(0.360) 
1.026 
(0.330) 
1.678 
(0.470) 
1.695 
(0.490) 
1.677 
(0.260) 
0.237 
(0.150) 
0.856 
(0.340) 
-0.716*** 
(0.000) 
– -0.359 
(0.310) 
0.093 
(0.100) 
-0.504 
(0.460) 
Norway -0.382 
(0.510) 
-0.376 
(0.560) 
0.334** 
(0.030) 
0.204*** 
(0.000) 
0.356** 
(0.010) 
-0.273 
(0.450) 
0.412 
(0.360) 
-0.002 
(0.460) 
-0.608 
(0.560) 
-0.512 
(0.270) 
0.050* 
(0.060) 
0.071 
(0.550) 
Poland -0.739 
(0.010) 
-0.742*** 
(0.000) 
0.918 
(0.480) 
0.930 
(0.330) 
0.717 
(0.302) 
-0.077 
(0.280) 
-0.674 
(0.480) 
0.229 
(0.540) 
– 0.120 
(0.700) 
0.074 
(0.640) 
0.341 
(0.740) 
Portugal 3.209 
(0.250) 
3.215 
(0.290) 
1.426 
(0.500) 
1.379 
(0.502) 
2.513 
(0.500) 
0.192 
(0.560) 
1.773 
(0.710) 
0.295* 
(0.070) 
-0.024 
(0.240) 
-1.175 
(0.290) 
-0.090 
(0.200) 
-0.657 
(0.810) 
Spain 3.209** 
(0.030) 
3.215* 
(0.050) 
1.426 
(0.140) 
1.379* 
(0.090) 
2.513* 
(0.060) 
0.717 
(0.110) 
1.773 
(0.180) 
0.295** 
(0.030) 
– -1.175 
(0.100) 
2.723 
(0.380) 
-0.657*** 
(0.000) 
Sweden 3.853* 
(0.080) 
3.859* 
(0.080) 
4.261 
(0.240) 
4.131 
(0.270) 
3.510* 
(0.060) 
-0.376* 
(0.090) 
4.094 
(0.170) 
-1.886* 
(0.070) 
0.064 
(0.280) 
-1.818 
(0.150) 
0.351* 
(0.080) 
-0.034 
(0.310) 
Switzerland 0.017 
(0.130) 
-0.153** 
(0.020) 
-1.159* 
(0.050) 
-1.219** 
(0.040) 
-1.268* 
(0.050) 
-0.376* 
(0.060) 
0.583 
(0.220) 
1.572 
(0.260) 
– -1.348 
(0.220) 
0.215 
(0.120) 
-0.007 
(0.320) 
U.K. 4.077 
(0.840) 
4.083 
(0.800) 
13.400 
(0.750) 
13.222 
(0.710) 
13.810 
(0.510) 
1.364 
(0.890) 
3.837 
(0.940) 
-0.716 
(0.460) 
0.079 
(0.670) 
3.655 
(0.370) 
0.215 
(0.110) 
-0.861 
(0.910) 
U.S. 0.704 
(0.360) 
0.709 
(0.330) 
-0.246 
(0.180) 
-0.280 
(0.190) 
-0.684 
(0.100) 
-0.623 
(0.402) 
0.323 
(0.200) 
0.691 
(0.180) 
-0.042 
(0.140) 
-1.209 
(0.460) 
0.005*** 
(0.000) 
-0.053 
(0.440) 
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Mexico, and the U.K.—which suggests that for these three countries, the constant model performs 
better than our proposed predictability model. 
Second, we consider 𝑂𝑂𝑆𝑅2, which examines the difference in the mean squared errors 
from the competitive model and the constant bond excess returns model. We report the results in 
Table 3.20. As per the construction of 𝑂𝑂𝑆𝑅2 (see Equation 13), 𝑂𝑂𝑆𝑅2 > 0 implies that our 
proposed predictability model outperforms the constant return model. Examining the sign of 
𝑂𝑂𝑆𝑅2, we find that the TS-based predictive regression model outperforms the constant returns 
model for 12 countries. The second most effective predictor that supports our proposed 
predictability model is IP (9/17 countries), followed by T-bill (7/25 countries), and ER (5/25 
countries). Additionally, we note that GFP-, GP-, and CPI-based predictability models fail to 
outperform the constant returns model for all 25 countries. Finally, note that for Canada, we find 
6 of 12 (OFP, OP, WCPI, ER, IP, and TS) predictor-based models outperform the constant returns 
model, followed by Portugal (4/12 predictors, ER, IP, Stock, and T-bill), and Norway (4/12 
predictors, OFP, ER, IP, and TS). 
Finally, we discuss the results from Table 3.21. Here, we report 𝑅𝑅𝑀𝑆𝐸, 𝑅𝑀𝐴𝐸, and 𝑅𝑇𝑈 
OOS test statistics. The results can be interpreted as follows. If 𝑅𝑅𝑀𝑆𝐸, 𝑅𝑀𝐴𝐸, and the 𝑅𝑇𝑈 
statistics are less than 1, this implies that our proposed predictive regression model outperforms 
the constant bond excess returns model. Our results show that at least one of the three OOS test 
evaluations favors our proposed predictability model for most countries. More specifically, we 
find strong evidence in favor of our proposed predictability model compared with the constant 
returns model when we consider GFP, GP, CPI, TS, T-bill, and IP as predictors of bond excess 
returns. In the case of six predictors, OFP, OP, WCPI, DY, Stock, and ER, the evidence in support 
of our proposed predictability model is weak. We further summarize our results in Table 3.22. 
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Table 3.20: Test results on out-of-sample 𝑹-squared (𝑶𝑶𝑺𝑹𝟐) 
Notes: This table reports Campbell and Thompson (2008) 𝑂𝑂𝑆𝑅2 values for each of the 25 OECD countries. More specifically, here we report the 𝑂𝑂𝑆𝑅2 from 
the out-of-sample forecasting exercise based on a 50% in-sample period. Essentially, we compare our proposed predictor based regression model with a constant 
bond excess returns model. If 𝑂𝑂𝑆𝑅2 > 0, it implies that our proposed predictive regression model beats the constant returns model. Results in bold indicate our 
proposed predictor based model beats the constant returns model.  
Country GFP GP OFP OP WCPI CPI DY ER IP Stock TS T-bill 
Australia -3.295 -4.094 -0.532 -0.494 -1.072 -3.600 -9.175 -3.265 – -3.116 -2.114 -1.016 
Austria -4.651 -4.650 -3.015 -2.986 -3.829 -4.610 -1.166 -2.280 -0.624 -2.036 2.985 0.265 
Belgium -3.150 -3.144 -1.438 -1.403 -1.990 -3.254 -2.178 -1.269 -7.414 -1.713 1.723 -0.187 
Canada -0.897 -0.895 0.303 0.321 0.063 -0.790 -1.011 0.080 2.962 -0.412 1.635 -0.099 
Czech Republic -6.673 -6.662 -5.180 -5.182 -5.513 -5.813 -2.423 -4.027 – -4.029 – -4.691 
Denmark -4.598 -4.596 -2.590 -2.583 -3.331 – -1.617 -1.997 2.187 -4.566 2.723 -2.541 
Finland -4.885 -4.889 -3.382 -3.350 -4.168 -5.505 -0.108 -2.465 – -0.095 3.034 0.227 
France -2.663 -2.664 -0.802 -0.750 -1.464 -2.296 0.414 -0.751 -0.082 -1.656 1.851 -0.000 
Germany -4.153 -4.149 -1.913 -1.877 -2.539 -4.121 -2.336 -2.020 1.648 -2.684 -0.831 -1.199 
Hungary -2.986 -2.966 -1.231 -1.172 -1.480 -1.509 -3.037 0.193 – -0.808 -1.193 -2.182 
Ireland -1.680 -1.676 -0.307 -0.252 -0.671 -0.428 0.004 -0.899 0.500 -1.611 -0.489 0.018 
Italy -2.670 -2.667 -1.358 -1.348 -1.795 -2.146 -0.614 -0.806 0.548 -0.304 -0.491 -0.861 
Japan -2.061 -2.098 -0.208 -0.174 -0.473 -4.198 -0.687 -2.103 -2.940 0.317 -4.912 0.776 
Korea -3.940 -3.946 -1.702 -1.750 -2.137 -5.403 -0.277 -2.174 1.244 -2.628 – -1.819 
Mexico -3.450 -3.444 -2.394 -2.372 -2.157 – 0.588 -2.897 2.326 -0.903 – 0.494 
Netherlands -3.689 -3.681 -1.976 -1.941 -2.584 -3.525 -1.244 -1.571 -1.909 -0.051 0.270 -0.731 
New Zealand -2.219 -2.218 -0.163 -0.179 -0.513 -2.629 -1.769 -1.692 – -2.754 0.080 -3.560 
Norway -1.332 -1.325 0.046 -0.012 -0.361 -1.970 -1.765 0.163 1.066 -1.960 0.026 -0.203 
Poland -2.522 -2.521 -1.276 -1.310 -1.655 -1.220 -0.607 0.480 – -2.632 0.411 -2.632 
Portugal -1.588 -1.580 -0.282 -0.265 -0.512 -0.872 -3.338 0.684 1.416 1.995 -1.851 0.736 
Spain -1.186 -1.173 -0.344 -0.016 -0.715 -0.396 -0.715 -0.172 – -0.855 1.714 0.194 
Sweden -3.587 -3.583 -1.673 -1.600 -2.222 -3.737 -1.886 -0.534 0.000 -2.154 -3.209 -1.938 
Switzerland -4.517 -4.509 -2.920 -2.945 -3.365 -3.671 -3.147 -3.961 – -3.926 0.000 -1.246 
U.K. -2.647 -2.639 -0.906 -0.804 -1.282 -2.778 -3.169 -8.846 -16.137 -2.180 -1.347 -2.802 
U.S. -1.127 -1.132 0.207 0.228 -0.075 -1.150 -3.205 -0.713 -1.498 -0.563 2.742 -0.681 
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After considering the OOS forecast evaluations, the main finding from the time series 
predictability analysis is that the evidence of predictability from OOS analysis is much better than 
the evidence found using an in-sample predictability test. Overall, we can conclude the following 
from our time series-based OOS forecast evaluation: 
• GFP- and GP-based models turn out to be the most effective predictability models 
compared with the constant returns model. At least one of the five OOS test evaluations 
reveals that the GFP- and GP-based predictive regression models beat the historical mean 
model in 23 of 25 countries. 
• The next effective model considers CPI as a predictor of bond excess returns. At least 1 of 
the 5 OOS test evaluations favors the CPI-based predictability model for 21 of 23 countries. 
• OFP is the weakest predictor. It outperforms the constant return model only for seven 
countries (Australia, Canada, Hungary, Ireland, Italy, Norway, and the U.S.). Additionally, 
OP- and DY-based predictive regression models provide weak evidence in favor of bond 
excess return predictability compared with the constant returns model. In particular, OP- 
and DY-based predictability models fail to beat the constant returns model in at least 10 of 
25 countries. 
• For two countries, Australia and Ireland, we find 11 of 12 (except IP and ER, respectively) 
predictor-based models outperform the constant return model. 
• Three countries, Czech Republic, Germany, and Switzerland show limited evidence of 
OOS predictability. For these three countries, only 6 of 12 predictor-based models 
outperform the constant returns model.  
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Table 3.21: Out-of-sample evaluations – 𝑹𝑹𝑴𝑺𝑬, 𝑹𝑴𝑨𝑬, and 𝑹𝑻𝑼 test statistics 
Notes: In this table, we report three of the commonly used out-of-sample metrics, namely relative root mean squared error (𝑅𝑅𝑀𝑆𝐸), relative mean absolute error 
(𝑅𝑀𝐴𝐸), and relative Theil’s 𝑈 (𝑅𝑇𝑈) statistics. More specifically, the out-of-sample forecasting exercise is based on a 50% in-sample period. Essentially, we 
compare our proposed predictor based regression model with a constant bond excess returns model. If 𝑅𝑀𝑆𝐸, 𝑅𝑀𝐴𝐸 and 𝑅𝑇𝑈 statistics are less than value one, it 
implies that our proposed predictive regression model beats the constant returns model. Results in bold indicate our proposed predictor based model beats the 
benchmark constant returns model.   
 Panel A: GFP Panel B: GP Panel C: OFP Panel D: OP 
Country 𝑅𝑅𝑀𝑆𝐸 𝑅𝑀𝐴𝐸 𝑅𝑇𝑈 𝑅𝑅𝑀𝑆𝐸 𝑅𝑀𝐴𝐸 𝑅𝑇𝑈 𝑅𝑅𝑀𝑆𝐸 𝑅𝑀𝐴𝐸 𝑅𝑇𝑈 𝑅𝑅𝑀𝑆𝐸 𝑅𝑀𝐴𝐸 𝑅𝑇𝑈 
Australia 1.107 1.098 0.852 1.107 1.097 0.852 1.035 1.025 0.965 1.035 1.025 0.965 
Austria 1.179 1.234 0.928 1.179 1.233 0.928 1.066 1.096 1.023 1.067 1.096 1.023 
Belgium 1.130 1.223 0.919 1.130 1.223 0.919 1.044 1.084 1.014 1.045 1.085 1.014 
Canada 1.007 1.000 1.136 1.007 1.000 1.134 1.004 0.999 1.052 1.004 0.999 1.051 
Czech Republic 0.746 0.785 1.070 1.140 1.206 0.952 1.054 1.080 1.047 1.054 1.081 1.046 
Denmark 1.185 1.223 0.912 1.184 1.223 0.912 1.052 1.072 1.015 1.053 1.073 1.015 
Finland 1.183 1.199 0.922 1.184 1.199 0.922 1.066 1.079 1.017 1.067 1.080 1.017 
France 1.137 1.183 0.942 1.138 1.183 0.942 1.046 1.062 1.042 1.047 1.062 1.042 
Germany 1.147 1.209 0.948 1.147 1.209 0.948 1.046 1.069 1.053 1.047 1.069 1.053 
Hungary 1.057 1.076 0.865 1.057 1.076 0.865 1.014 1.013 0.949 1.014 1.013 0.949 
Ireland 1.069 1.115 0.921 1.069 1.115 0.921 1.027 1.049 0.990 1.027 1.049 0.990 
Italy 1.099 1.159 0.903 1.100 1.159 0.903 1.034 1.053 0.993 1.034 1.053 0.992 
Japan 1.051 1.091 1.100 1.053 1.095 1.097 1.008 1.021 1.040 1.008 1.020 1.039 
Korea 1.159 1.248 0.940 1.160 1.249 0.940 1.043 1.071 1.047 1.044 1.072 1.047 
Mexico 1.127 1.180 0.924 1.126 1.180 0.924 1.037 1.066 1.044 1.036 1.065 1.043 
Netherlands 1.148 1.207 0.918 1.148 1.207 0.918 1.048 1.070 1.018 1.049 1.070 1.018 
New Zealand 1.082 1.117 0.880 1.082 1.117 0.880 1.021 1.026 0.985 1.021 1.026 0.985 
Norway 1.061 1.072 0.903 1.061 1.071 0.903 1.033 1.039 0.967 1.033 1.039 0.965 
Poland 1.092 1.175 0.890 1.092 1.175 0.890 1.036 1.070 0.993 1.037 1.071 0.991 
Portugal 1.037 1.059 0.926 1.037 1.059 0.926 1.015 1.033 0.991 1.015 1.033 0.991 
Spain 1.092 1.117 0.962 1.092 1.117 0.962 1.035 1.042 1.031 1.035 1.043 1.031 
Sweden 1.107 1.114 0.977 1.107 1.115 0.977 1.040 1.054 1.070 1.041 1.054 1.070 
Switzerland 1.173 1.212 0.970 1.173 1.212 0.970 1.047 1.048 1.071 1.048 1.048 1.070 
U.K. 1.073 1.098 0.904 1.073 1.098 0.904 1.018 1.026 0.994 1.018 1.026 0.995 
U.S. 1.011 0.990 1.104 1.011 0.990 1.105 1.004 1.002 1.048 1.005 1.002 1.048 
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Table 3.21: Out-of-sample forecast evaluation – 𝑹𝑹𝑴𝑺𝑬, 𝑹𝑴𝑨𝑬 and 𝑹𝑻𝑼 results continued 
 Panel E: WCPI Panel F: CPI Panel G: DY                  Panel H: ER  
Country 𝑅𝑅𝑀𝑆𝐸 𝑅𝑀𝐴𝐸 𝑅𝑇𝑈 𝑅𝑅𝑀𝑆𝐸 𝑅𝑀𝐴𝐸 𝑅𝑇𝑈 𝑅𝑅𝑀𝑆𝐸 𝑅𝑀𝐴𝐸 𝑅𝑇𝑈 𝑅𝑅𝑀𝑆𝐸 𝑅𝑀𝐴𝐸 𝑅𝑇𝑈 
Australia 1.107 1.097 0.852 1.134 1.134 0.835 1.052 1.018 0.880 1.051 1.047 0.920 
Austria 1.179 1.233 0.928 1.208 1.257 0.911 0.983 0.958 0.826 1.023 1.034 1.005 
Belgium 1.130 1.223 0.919 1.166 1.263 0.901 1.014 1.026 0.977 1.020 1.050 1.026 
Canada 1.007 1.000 1.134 1.005 1.003 1.121 1.000 0.997 1.027 1.003 0.998 1.047 
Czech Republic 1.140 1.206 0.952 1.121 1.182 0.962 0.999 0.998 0.983 1.039 1.053 1.076 
Denmark 1.066 1.092 0.999 – – – 1.000 1.000 1.002 1.034 1.046 1.028 
Finland 1.079 1.095 1.002 1.378 1.417 0.882 1.001 1.002 1.007 1.038 1.046 1.042 
France 1.056 1.074 1.029 1.083 1.107 0.956 0.992 0.986 0.950 1.022 1.039 1.044 
Germany 1.055 1.081 1.043 1.105 1.147 0.928 1.008 1.013 1.040 1.025 1.045 1.040 
Hungary 1.017 1.016 0.937 2.306 2.245 1.014 0.996 0.995 0.975 0.987 0.990 0.948 
Ireland 1.032 1.056 0.982 0.982 0.921 0.965 1.017 1.037 0.991 1.008 1.020 1.011 
Italy 1.039 1.064 0.980 0.737 0.820 0.901 1.008 1.013 1.013 1.008 1.018 1.001 
Japan 1.013 1.029 1.064 0.317 0.344 0.737 0.995 0.995 0.898 1.023 1.029 0.847 
Korea 1.053 1.085 1.037 3.041 3.158 0.929 1.002 1.003 1.025 0.994 1.021 0.884 
Mexico 1.035 1.063 1.046 – – – 0.993 0.989 0.984 1.144 1.219 0.890 
Netherlands 1.058 1.083 1.004 1.219 1.469 0.968 1.003 1.005 1.003 1.026 1.046 1.044 
New Zealand 1.030 1.037 0.969 0.944 1.000 0.973 1.002 1.002 1.006 1.014 1.018 0.985 
Norway 1.038 1.043 0.957 0.940 0.986 0.925 0.995 0.988 0.873 1.000 1.000 1.002 
Poland 1.041 1.082 0.981 1.221 1.174 0.976 0.998 0.986 0.958 1.001 0.996 0.979 
Portugal 1.017 1.035 0.984 3.066 2.738 0.957 1.005 1.007 1.021 1.004 1.017 1.007 
Spain 1.040 1.047 1.026 0.942 0.983 0.989 1.013 1.019 1.069 1.012 1.025 1.035 
Sweden 1.049 1.063 1.064 0.300 0.339 0.895 1.020 1.021 1.060 0.998 0.997 0.971 
Switzerland 1.058 1.055 1.066 0.640 0.643 0.995 1.112 1.115 1.020 1.065 1.083 0.752 
U.K. 1.026 1.035 0.978 1.637 1.600 0.975 1.026 1.031 0.984 1.558 1.732 0.796 
U.S. 1.008 1.002 1.074 1.874 1.802 1.102 1.009 0.988 1.079 1.006 1.002 1.060 
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Table 3.21: Out-of-sample forecast evaluation – 𝑹𝑹𝑴𝑺𝑬, 𝑹𝑴𝑨𝑬 and 𝑹𝑻𝑼 results continued 
 Panel I: IP Panel J: Stock Panel K: TS  Panel L: T-bill 
Country 𝑅𝑅𝑀𝑆𝐸 𝑅𝑀𝐴𝐸 𝑅𝑇𝑈 𝑅𝑅𝑀𝑆𝐸 𝑅𝑀𝐴𝐸 𝑅𝑇𝑈 𝑅𝑅𝑀𝑆𝐸 𝑅𝑀𝐴𝐸 𝑅𝑇𝑈 𝑅𝑅𝑀𝑆𝐸 𝑅𝑀𝐴𝐸 𝑅𝑇𝑈 
Australia                   – – – 1.048 1.043 0.911 1.018 1.016 0.913 1.005 0.996 0.981 
Austria 1.001 0.998 0.934 1.011 1.021 1.037 0.977 0.974 0.893 0.985 0.970 0.886 
Belgium 1.157 1.124 0.989 1.024 1.049 0.986 0.984 0.933 0.781 0.993 0.973 0.935 
Canada 1.011 0.978 0.730 1.005 1.004 1.111 0.995 0.998 0.982 1.000 0.995 1.049 
Czech Republic        – – – 1.014 1.022 1.062 – – – 1.043 1.062 1.040 
Denmark 1.357 1.287 1.059 1.099 1.136 0.927 0.809 0.871 0.936 1.001 0.986 0.898 
Finland – – – 0.990 0.986 0.935 1.038 1.068 0.907 0.986 0.975 0.891 
France 0.817 0.912 1.004 1.022 1.039 1.006 0.956 0.933 0.806 0.995 0.987 0.950 
Germany 0.967 0.973 0.913 1.030 1.057 1.026 0.951 0.922 0.913 1.004 1.007 1.033 
Hungary – – – 1.008 1.011 0.958 2.321 2.262 1.010 1.065 1.100 0.846 
Ireland 1.998 1.703 1.052 1.004 1.004 0.892 0.958 0.869 0.824 0.993 0.978 0.924 
Italy 1.382 1.270 1.025 0.992 0.986 0.929 0.677 0.701 0.741 0.996 0.986 0.953 
Japan 0.417 0.387 0.906 1.000 1.001 0.984 0.338 0.375 0.841 0.997 0.993 0.992 
Korea 0.434 0.391 0.796 1.079 1.136 0.995 – – – 1.072 1.128 0.945 
Mexico 0.509 0.570 0.957 1.039 1.073 0.997 – – – 0.998 1.009 1.070 
Netherlands 0.652 0.712 1.020 0.995 0.989 0.968 2.584 2.718 0.931 0.995 0.978 0.899 
New Zealand            – – – 1.041 1.064 0.901 1.060 1.170 0.966 1.005 1.006 1.026 
Norway 3.185 3.205 1.057 1.043 1.055 0.928 0.746 0.795 1.080 0.999 0.998 0.983 
Poland – – – 1.034 1.071 0.957 1.217 1.130 0.949 0.999 0.998 0.994 
Portugal 1.253 1.144 0.932 0.995 0.998 0.994 2.573 2.348 0.854 0.997 0.992 0.951 
Spain – – – 1.012 1.016 1.024 1.225 1.097 0.737 0.993 0.986 0.948 
Sweden 0.607 0.645 0.936 1.012 1.013 1.050 0.587 0.624 0.883 1.003 1.005 1.038 
Switzerland              – – – 1.052 1.055 1.021 0.245 0.258 0.910 0.999 0.999 0.913 
U.K. 1.048 1.017 1.071 1.027 1.048 0.953 0.957 0.956 0.965 1.141 1.185 0.850 
U.S. 1.170 1.134 0.913 1.000 0.999 1.008 1.659 1.546 0.952 1.003 0.994 1.076 
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Table 3.22: Summary of time series out-of-sample predictability test results 
Notes: This table summarizes out-of-sample predictability test results previously reported in Tables 3.19 –3.21. For each country, we have specifically noted the 
out-of-sample matrices based on which we find that our proposed predictor based model significantly outperforms the constant returns model. 
Country GFP GP OFP OP WCPI CPI DY ER IP Stock TS T-bill 
Australia 𝑅𝑇𝑈 𝑅𝑇𝑈 𝑅𝑇𝑈 𝑅𝑇𝑈 𝑅𝑇𝑈 𝑅𝑇𝑈 𝑅𝑇𝑈 
𝑅𝑇𝑈 
𝐸𝑁𝐶
− 𝑁𝐸𝑊 
– 𝑅𝑇𝑈 
𝑅𝑇𝑈 
𝐸𝑁𝐶 −
𝑁𝐸𝑊 
𝑅𝑇𝑈 
𝑅𝑀𝐴𝐸 
Austria 𝑅𝑇𝑈 𝑅𝑇𝑈 – – 
𝑅𝑇𝑈 
𝐸𝑁𝐶 −
𝑁𝐸𝑊 
𝑅𝑇𝑈 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
– 𝑅𝑇𝑈 – 
𝑅𝑇𝑈 R
𝑅𝑅𝑀𝑆𝐸  
𝑅𝑀𝐴𝐸 
𝑂𝑂𝑆𝑅2 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
𝑂𝑂𝑆𝑅2 
Belgium 𝑅𝑇𝑈 𝑅𝑇𝑈 – – 𝑅𝑇𝑈 
𝑅𝑇𝑈  
𝐸𝑁𝐶
− 𝑁𝐸𝑊 
𝑅𝑇𝑈 
 𝐸𝑁𝐶
− 𝑁𝐸𝑊 
– 𝑅𝑇𝑈 
𝑅𝑇𝑈 
𝐸𝑁𝐶 −
𝑁𝐸𝑊 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
𝑂𝑂𝑆𝑅2 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
 𝑅𝑀𝐴𝐸 
 𝐸𝑁𝐶
− 𝑁𝐸𝑊 
Canada – – 
𝑅𝑀𝐴𝐸 
𝑂𝑂𝑆𝑅2 
𝑅𝑀𝐴𝐸 
𝑂𝑂𝑆𝑅2 
𝑂𝑂𝑆𝑅2 – – 
𝑅𝑀𝐴𝐸 
𝑂𝑂𝑆𝑅2 
𝑅𝑇𝑈 
𝑂𝑂𝑆𝑅2 
– 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
𝑂𝑂𝑆𝑅2 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
Czech 
Republic 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
𝑅𝑇𝑈 – 
𝐸𝑁𝐶
− 𝑁𝐸𝑊 
𝑅𝑇𝑈 
𝑅𝑇𝑈 
𝐸𝑁𝐶 −
𝑁𝐸𝑊 
𝑅𝑇𝑈  
𝑅𝑅𝑀𝑆𝐸  
𝑅𝑀𝐴𝐸 
– – – – – 
Denmark 
𝑅𝑇𝑈 
 𝐸𝑁𝐶
− 𝑁𝐸𝑊 
𝑅𝑇𝑈  
𝐸𝑁𝐶
− 𝑁𝐸𝑊 
– 
𝐸𝑁𝐶
− 𝑁𝐸𝑊 
𝑅𝑇𝑈 – –  𝑂𝑂𝑆𝑅2 𝑅𝑇𝑈 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
𝑂𝑂𝑆𝑅2 
𝑅𝑇𝑈 
𝑅𝑀𝐴𝐸 
Finland 𝑅𝑇𝑈 𝑅𝑇𝑈 – – 
𝐸𝑁𝐶
− 𝑁𝐸𝑊 
𝑅𝑇𝑈 𝐸𝑁𝐶
− 𝑁𝐸𝑊 
– 
𝐸𝑁𝐶
− 𝑁𝐸𝑊 
– 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
𝐸𝑁𝐶 −
𝑁𝐸𝑊 
𝑅𝑇𝑈 
𝑂𝑂𝑆𝑅2 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
𝑂𝑂𝑆𝑅2 
France 𝑅𝑇𝑈 𝑅𝑇𝑈 – – – 
𝑅𝑇𝑈 
𝐸𝑁𝐶 −
𝑁𝐸𝑊 
𝑅𝑇𝑈 
RRMSE 
𝑅𝑀𝐴𝐸 
𝑂𝑂𝑆𝑅2 
– 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
𝐸𝑁𝐶
− 𝑁𝐸𝑊 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
𝑂𝑂𝑆𝑅2 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
𝐸𝑁𝐶 −
𝑁𝐸𝑊 
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Germany 𝑅𝑇𝑈 𝑅𝑇𝑈 – – 
𝐸𝑁𝐶
− 𝑁𝐸𝑊 
𝑅𝑇𝑈 – – 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
𝑂𝑂𝑆𝑅2 
– 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
– 
Hungary 
𝑅𝑇𝑈 
𝐸𝑁𝐶 −
𝑁𝐸𝑊 
𝑅𝑇𝑈 
𝐸𝑁𝐶 −
𝑁𝐸𝑊 
𝑅𝑇𝑈 𝑅𝑇𝑈 
𝑅𝑇𝑈  
𝐸𝑁𝐶
− 𝑁𝐸𝑊 
𝐸𝑁𝐶
− 𝑁𝐸𝑊 
𝑅𝑇𝑈 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
𝑂𝑂𝑆𝑅2 
– 𝑅𝑇𝑈 – 
𝑅𝑇𝑈 
𝐸𝑁𝐶 −
𝑁𝐸𝑊 
Ireland 𝑅𝑇𝑈 𝑅𝑇𝑈 
𝑅𝑇𝑈 
𝐸𝑁𝐶 −
𝑁𝐸𝑊 
𝑅𝑇𝑈 
𝐸𝑁𝐶 −
𝑁𝐸𝑊 
𝑅𝑇𝑈 
𝐸𝑁𝐶 −
𝑁𝐸𝑊 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
𝑅𝑇𝑈 
𝑂𝑂𝑆𝑅2 
– 𝑂𝑂𝑆𝑅2 𝑅𝑇𝑈 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
𝑂𝑂𝑆𝑅2 
Italy 𝑅𝑇𝑈 𝑅𝑇𝑈 𝑅𝑇𝑈 𝑅𝑇𝑈 𝑅𝑇𝑈 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
𝐸𝑁𝐶 −
𝑁𝐸𝑊 
– – 𝑂𝑂𝑆𝑅2 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
Japan – – – – – 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
𝑅𝑇𝑈 𝑅𝑇𝑈 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
𝑅𝑇𝑈 
𝑂𝑂𝑆𝑅2 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
𝐸𝑁𝐶 −
𝑁𝐸𝑊 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
𝑂𝑂𝑆𝑅2 
Korea 𝑅𝑇𝑈 𝑅𝑇𝑈 – – – 𝑅𝑇𝑈 
𝐸𝑁𝐶
− 𝑁𝐸𝑊 
𝑅𝑇𝑈. 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
𝑂𝑂𝑆𝑅2 
𝑅𝑇𝑈 – 𝑅𝑇𝑈 
Mexico 𝑅𝑇𝑈 𝑅𝑇𝑈 – – – – 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
𝑂𝑂𝑆𝑅2 
𝑅𝑇𝑈 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
𝑂𝑂𝑆𝑅2 
𝑅𝑇𝑈 – 
𝑅𝑅𝑀𝑆𝐸 
𝑂𝑂𝑆𝑅2 
Netherlands 𝑅𝑇𝑈 𝑅𝑇𝑈 – – 
𝐸𝑁𝐶
− 𝑁𝐸𝑊 
𝑅𝑇𝑈 –  – 
𝑅𝑇𝑈, 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
𝑅𝑇𝑈 
𝑂𝑂𝑆𝑅2 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
𝐸𝑁𝐶 −
𝑁𝐸𝑊 
New  
Zealand 
𝑅𝑇𝑈 𝑅𝑇𝑈 – 𝑅𝑇𝑈 𝑅𝑇𝑈 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
– 
𝑅𝑇𝑈 
𝐸𝑁𝐶 −
𝑁𝐸𝑊 
– 𝑅𝑇𝑈 
𝑅𝑇𝑈 
𝑂𝑂𝑆𝑅2 
– 
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Norway 𝑅𝑇𝑈 𝑅𝑇𝑈 
𝐸𝑁𝐶
− 𝑁𝐸𝑊  
𝑂𝑂𝑆𝑅2 
𝑅𝑇𝑈 
𝐸𝑁𝐶 −
𝑁𝐸𝑊 
𝑅𝑇𝑈 
𝐸𝑁𝐶 −
𝑁𝐸𝑊 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
𝑂𝑂𝑆𝑅2 𝑂𝑂𝑆𝑅2 𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
𝐸𝑁𝐶 −
𝑁𝐸𝑊 
𝑂𝑂𝑆𝑅2 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
Poland 
𝑅𝑇𝑈 
𝐸𝑁𝐶 −
𝑁𝐸𝑊 
𝑅𝑇𝑈 
𝐸𝑁𝐶 −
𝑁𝐸𝑊 
– 𝑅𝑇𝑈 𝑅𝑇𝑈 𝑅𝑇𝑈 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
𝑅𝑇𝑈 
𝑂𝑂𝑆𝑅2 
– 𝑅𝑇𝑈 
𝑅𝑇𝑈 
𝑂𝑂𝑆𝑅2 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
Portugal 𝑅𝑇𝑈 𝑅𝑇𝑈 – 𝑅𝑇𝑈 𝑅𝑇𝑈 𝑅𝑇𝑈 – 
𝐸𝑁𝐶
− 𝑁𝐸𝑊  
𝑂𝑂𝑆𝑅2 
𝑅𝑇𝑈 
𝑂𝑂𝑆𝑅2 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
𝑂𝑂𝑆𝑅2 
𝑅𝑇𝑈 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
𝑂𝑂𝑆𝑅2 
Spain 
𝑅𝑇𝑈 
𝐸𝑁𝐶 −
𝑁𝐸𝑊 
𝑅𝑇𝑈 
𝐸𝑁𝐶 −
𝑁𝐸𝑊 
– 
𝐸𝑁𝐶
− 𝑁𝐸𝑊 
𝐸𝑁𝐶
− 𝑁𝐸𝑊 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
– 
𝐸𝑁𝐶
− 𝑁𝐸𝑊 
– – 
𝑅𝑇𝑈 
𝑂𝑂𝑆𝑅2 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
𝐸𝑁𝐶 −
𝑁𝐸𝑊 
 𝑂𝑂𝑆𝑅2 
Sweden 
𝑅𝑇𝑈 
𝐸𝑁𝐶 −
𝑁𝐸𝑊 
𝑅𝑇𝑈 
𝐸𝑁𝐶 −
𝑁𝐸𝑊 
– – 
𝐸𝑁𝐶
− 𝑁𝐸𝑊 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
𝐸𝑁𝐶 −
𝑁𝐸𝑊 
– 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
𝐸𝑁𝐶 −
𝑁𝐸𝑊 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
– 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
𝐸𝑁𝐶 −
𝑁𝐸𝑊 
– 
Switzerland 𝑅𝑇𝑈 𝑅𝑇𝑈 – – – 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
– 𝑅𝑇𝑈 – – 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
U.K. 𝑅𝑇𝑈 𝑅𝑇𝑈 – 𝑅𝑇𝑈 𝑅𝑇𝑈 𝑅𝑇𝑈 𝑅𝑇𝑈 𝑅𝑇𝑈 – 𝑅𝑇𝑈 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
𝑅𝑇𝑈 
U.S. 𝑅𝑀𝐴𝐸 𝑅𝑀𝐴𝐸 𝑂𝑂𝑆𝑅2 𝑂𝑂𝑆𝑅2 – – 𝑅𝑀𝐴𝐸 – 𝑅𝑇𝑈 
𝑅𝑇𝑈 
𝑅𝑅𝑀𝑆𝐸 
𝑅𝑀𝐴𝐸 
𝑅𝑇𝑈  
𝐸𝑁𝐶 −
𝑁𝐸𝑊 
𝑂𝑂𝑆𝑅2 
𝑅𝑀𝐴𝐸 
 
124 
 
• Finally, note that for 9 of 25 countries, we find that 4 out of 5 OOS test evaluations favor 
our T-bill–based predictability model over the constant returns model. This suggests that 
the T-bill is one of the strongest predictors of bond excess returns, particularly for nine 
countries: Austria, Belgium, Finland, France, Ireland, Japan, Netherlands, Portugal, and 
Spain. 
3.4.3 Predictability Test Results Using Panel Data Model 
This section presents results based on the panel predictability model. Our aim here is to determine 
whether the panel predictability model provides better evidence of predictability compared to time 
series analysis. In Table 3.23, we report results based on the in-sample panel predictability model 
proposed by Westerlund et al. (2017). Here, we consider 12 predictor variables and a panel of 25 
Table 3.23: In-sample panel predictability test results 
Notes: In this table, we report the results from the panel predictive regression model proposed by Westerlund et al 
(2017). The regression model regresses the bond excess returns of a panel of OECD countries on one-period lagged 
predictor variable. Predictor variables considered in our study are gold futures price (GFP), gold spot price (GP), oil 
futures price (OFP), oil spot price (OP), world commodity index (WCPI), consumer price index (CPI), dividend yield 
(DY), exchange rate (ER), industrial production (IP), stock market index (Stock), term spread (TS), and 3-month 
Treasury bill yield (T-bill). The null hypothesis is that the proposed predictor variable does not predict bond excess 
returns. *** and ** indicate statistical significance at 1% and 5% significance levels, respectively. 
Predictor       𝛽 𝑡-stat No. of Countries 
GFP -0.000 -0.344 25 
GP -0.000 -0.352 25 
OFP 0.001*** 2.907 25 
OP 0.001*** 2.917 25 
WCPI 0.001** 2.516 25 
CPI 0.001 0.600 23 
DY -0.002 -0.944 25 
ER -0.010 -0.434 25 
IP 0.000 0.102 17 
Stock -0.047 -0.878 25 
TS -0.001*** -5.911 22 
T-bill 0.002*** 3.845 25 
 
OECD countries. We find that the null hypothesis of no predictability is rejected at the 5% level 
of significance for five predictor-based panel predictability models. Also note that 3 of 5 
statistically significant predictors are commodity variables (OP, OFP, and WCPI). The remaining 
two statistically significant predictors of bond excess returns of our panel of 25 OECD countries 
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are TS and T-bill. Additionally, we find no significant evidence of panel bond excess return 
predictability when we consider the remaining seven predictors (GFP, GP, CPI, DY, ER, IP, and 
Stock). 
Table 3.24: Panel out-of-sample predictability test results 
Notes: This table reports out-of-sample predictability test results for a panel of OECD countries. More specifically, 
here we report  𝑅𝑇𝑈, 𝑅𝑅𝑀𝑆𝐸, 𝑅𝑀𝐴𝐸, 𝑂𝑂𝑆𝑅2, and 𝐸𝑁𝐶 − 𝑁𝐸𝑊 statistics. 𝑅𝑇𝑈, 𝑅𝑅𝑀𝑆𝐸, and 𝑅𝑀𝐴𝐸 values less 
than one and 𝑂𝑂𝑆𝑅2 >0 indicate that our proposed predictive regression model outperforms historical mean model. 
The 𝐸𝑁𝐶 − 𝑁𝐸𝑊 test statistic examines whether restricted model forecasts encompass the unrestricted model 
forecasts. We report 𝐸𝑁𝐶 − 𝑁𝐸𝑊 statistics along with the bootstrapped 𝑝-values in last column.  
 Theil’s 𝑈    𝐸𝑁𝐶 − 𝑁𝐸𝑊 
Predictor Model Constant 𝑅𝑇𝑈  𝑅𝑅𝑀𝑆𝐸 𝑅𝑀𝐴𝐸 𝑂𝑂𝑆𝑅2 Statistic 𝑝-value 
GFP 0.643 0.863 0.745 0.923 0.861 0.147 1.999 0.280 
GP 0.643 0.863 0.745 0.923 0.861 0.147 1.990 0.270 
OFP 0.644 0.863 0.746 0.922 0.860 0.148 1.615 0.270 
OP 0.644 0.863 0.746 0.922 0.860 0.148 1.610 0.259 
WCPI 0.644 0.863 0.746 0.922 0.860 0.148 1.281 0.184 
CPI 0.652 0.863 0.755 0.923 0.866 0.137 0.293 0.228 
DY 0.629 0.863 0.730 0.913 0.839 0.149 1.465 0.325 
ER 0.645 0.863 0.748 0.922 0.859 0.148 0.176 0.279 
IP 0.644 0.941 0.684 0.913 0.838 0.152 0.201 0.500 
Stock 0.646 0.863 0.748 0.920 0.854 0.139 -0.529 0.279 
TS 0.633 0.942 0.672 0.907 0.826 0.167 0.509 0.201 
T-bill 0.644 0.863 0.746 0.923 0.861 0.147 -0.239 0.400 
 
Next, we conduct the panel OOS predictability analysis. The panel OOS predictability 
approach is the same as what we follow in the time series OOS evaluation. More specifically, a 
50% in-sample period (January 2000 to June 2008) is used to generate recursive forecasts of bond 
excess returns for the remaining 50% of the sample. To compare the performance of our 12 
predictor-based panel predictability regression models, we specify a benchmark constant returns 
model. Similarly, we examine panel OOS predictability for a constant bond excess returns model. 
The panel OOS predictability evidence is based on the following five evaluations, 𝑂𝑂𝑆𝑅2, 𝑅𝑇𝑈, 
𝑅𝑅𝑀𝑆𝐸, 𝑅𝑀𝐴𝐸, and the 𝐸𝑁𝐶 − 𝑁𝐸𝑊 forecast-encompassing test statistics. Results are reported 
in Table 3.24. 
First, coefficients for 𝑅𝑇𝑈, 𝑅𝑅𝑀𝑆𝐸, and 𝑅𝑀𝐴𝐸 test statistics for all 12 panel predictability 
models are less than 1. This indicates that a forecasting model that uses our 12 proposed predictors 
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to forecast bond excess returns beats the constant returns model. Second, for the panel 
predictability results based on the null hypothesis “𝑂𝑂𝑆𝑅2 ≤  0”, the null is rejected in the case 
of all 12 panel predictability models and the coefficients are positive, which again suggests that 
our proposed predictability models perform better than the benchmark constant returns model. 
Finally, we consider results for 𝐸𝑁𝐶 − 𝑁𝐸𝑊 test statistics. The 𝑝-values for 𝐸𝑁𝐶 − 𝑁𝐸𝑊 
statistics are reported in the final column of Table 3.24. Note that all 𝑝-values are greater than 0.1, 
which means the 𝐸𝑁𝐶 − 𝑁𝐸𝑊 statistics are statistically insignificant. This means that we do not 
reject the null that our proposed panel predictability models do not contain enough information to 
forecast bond excess returns. Thus, we conclude that four out of five OOS test evaluations provide 
significant evidence that our proposed panel predictability models outperform the historical mean 
model. 
We consider 12 predictor variables in our empirical analysis. Among them, 5 are 
commodity variables, GP, GFP, OP, OFP, and WCPI, while 7 are non-commodity variables (5 
macroeconomic and 2 financial variables), namely, CPI, DY, ER, IP, Stock, TS, and T-bill. We 
summarize our findings from the two predictive regression methods, time series, and panel 
regressions. Most importantly, the panel predictability models provide more significant evidence 
compared to time series regressions, which is particularly true when we consider OOS evaluations. 
Overall, we note that 4 out of 5 OOS matrices provide significant evidence in favor of our proposed 
12 predictor-based models over the benchmark constant bond excess returns model. Moreover, we 
note that there is strong evidence in favor of commodity-based predictability models compared to 
non-commodity–based predictability models. In particular, three out of five commodity variables 
(OP, OFP, and WCPI) provide consistent and significant evidence of bond excess return 
predictability, whereas only two out of seven non-commodity variables (TS and T-bill) are found 
to be significant predictors of bond excess returns. 
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3.5 ECONOMIC SIGNIFICANCE 
Statistical forecasting performance measures are sometimes found not to be sufficient from the 
perspective of the practitioner. In this regard, it is important to provide some evidence on the 
economic significance of our proposed forecasting models. In other words, one may consider how 
investors can successfully trade by tracking information from predictors found to be significant 
predictors of bond excess returns. We address this by utilizing forecast bond excess returns from 
our predictor-based models to construct a power utility function. In particular, we closely follow 
Gargano et al. (2017) and Sarno, Schneider, and Wagner (2016). Utility gains are simply the 
difference between the utility from our proposed model forecast and the utility from historical 
average forecasts. We conduct a power utility function for both time series and panel 
predictability-based forecasts. The economic significance analysis is conducted only for those 
models where we find evidence of significant predictability, irrespective of the use of in-sample 
and OOS test evaluations. For instance, if there is any variable found to be an insignificant 
predictor of bond excess returns, we do not conduct the economic significance analysis for that 
particular predictability model.24 Also note that we use 50% of the sample as an in-sample period 
and generate recursive forecasts of bond excess returns for the remaining 50% of the sample. 
Utility gain is calculated as the difference in utility from two models, our proposed time 
series, predictor-based predictability model and the constant bond excess returns model. The utility 
function is as follows:  
 𝑈(𝑊𝑡+1 ) = 𝑊𝑡+1
1−𝜌
 (3.16) 
 𝑊𝑡+1 = 𝑊𝑡 × 𝑅𝑡+1 (3.17) 
 𝑅𝑡+1 = 1 + 𝑟𝑓 + 𝑤𝑡. 𝑟𝑡+1 (3.18) 
                                                          
24 It is important to note that given OOS, panel predictability evaluation provides strong evidence in favor of our 
proposed panel predictability model over the constant bond excess returns model. We therefore utilize all 12 predictor- 
based models to compute utility gains. 
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where 𝑟𝑓 is the risk-free rate, 𝑟𝑡+1 is bond excess returns, 𝑊𝑡 is wealth, and 𝑤𝑡 is optimal weight. 
We assume initial wealth of $1. The portfolio contains the riskless bond and risky bond with 
conditional variance 𝜎𝑡
2
 where the risk aversion factor is equal to 3 (𝜌 = 3). The weight is 
restricted to between 0 and 1, 𝑤(0,1), implying there is no short-selling or borrowing. The weight 
is computed as follows: 
 
𝑤𝑡 =
𝐸(𝑟𝑡+1) +  
1
2 𝜎𝑡
2
𝜌𝜎𝑡
2  
(3.19) 
The results based on time series utility gains are reported in Table 3.25. Positive (greater 
than or equal to zero) utility gains indicate our proposed model outperforms the benchmark 
constant bond excess returns model. More specifically, our results can be summarized as follows: 
• For the GFP predictor, we find positive utility gains to be highest compared with the utility 
gains obtained from the other 11 predictors. GFP-based utility gains are positive for 11 of 
23 countries (Australia, Denmark, Hungary, Ireland, Italy, Korea, Mexico, New Zealand, 
Poland, Portugal, and Spain). 
• The second most economically successful predictors are GP, CPI, TS, and T-bill. The 
utility gains obtained using these four predictors are positive in sign in the case of 17 
countries. Additionally, note that GP, CPI, TS, and T-bill yield-based utility gains are 
reported as negative for six (Austria, Belgium, Czech Republic, Ireland, Netherlands, and 
the U.S.), four (Belgium, Czech Republic, Ireland, and Portugal), four (Australia, Ireland, 
Italy, and Sweden), and five (Germany, Ireland, Italy, Norway, and Portugal) countries, 
respectively. 
• Additionally, note that for five predictors, OP, WCPI, DY, ER, and Stock, the utility gains 
are reported as positive for at least 10 countries. 
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• For predictors OFP and IP, we find that utility gains are positive only in the case of two 
(Hungary and Poland) and seven (Austria, Belgium, Canada, France, Korea, Mexico, and 
Norway) countries, respectively. 
Next, we consider utility gains for the OECD panel. We report results in Table 3.26. Note 
that when we consider all OECD countries in a panel, we find that the utility gains for all 12 
predictor variables are positive in sign. This implies that for the OECD panel, our proposed 
predictor-based models beat the constant bond excess returns model irrespective of the predictor 
considered in forecasting panel bond excess returns. Thus, we conclude from our economic 
significance analysis that all 12 predictors are economically significant when all 25 OECD 
countries are considered in a panel. Note that our results are contrary to those reported by Thornton 
and Valente (2012). These authors fail to identify the statistical evidence of predictability, which 
translates into economic value when compared with the benchmark model. However, our findings 
are consistent with Gargano et al. (2017), who find economic gains from their predictability 
models. These authors conduct predictability of U.S. Treasury bonds with maturities ranging from 
two to five years. The predictors used in their study are forward spread, a linear combination of 
forward rates, and the Ludvigson and Ng (2009) macro factors. 
 
3.6 ROBUSTNESS TESTS 
In this section, we undertake a robustness test analysis of the results obtained so far. Our check of 
the robustness of our results proceeds as follows. First, we test whether our results on time series 
predictability of bond excess returns are robust to different data sample periods. More specifically, 
we examine the in-sample and OOS predictability evaluations by considering our dataset over the 
period January 1920 to December 2016. We discuss data availability in Section 3.3. Our data are 
available for most of the variables from January 1920; however, to maintain consistency with the 
balanced panel formation, our main time series-based results are conducted over the period January  
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Table 3.25: Time series country specific utility gains 
Notes: This table reports utility gains which is defined as utility from our proposed predictability model minus the utility from the benchmark constant bond excess returns 
model. We use Sarno et al. (2016) power utility function which is represented as follows: 𝑈(𝑊𝑡+1 ) = 𝑊𝑡+1
1−𝜌
 and, 𝑊𝑡+1 = 𝑊𝑡 × 𝑅𝑡+1 and 𝑅𝑡+1 = 1 + 𝑟𝑓 + 𝑤𝑡 . 𝑟𝑡+1. Here 𝑟𝑓 is 
the risk-free rate, 𝑟𝑡+1 is the bond excess returns, 𝑤𝑡  is the optimal weight. The weight is given by 𝑤𝑡 =
𝐸(𝑟𝑡+1)+ ½ 𝜎𝑡
2
𝜌𝜎𝑡
2 . Weights lie between 0 and 1, in which short-selling and 
borrowing are not allowed. We assume initial wealth is $1. The portfolio contains the riskless bond and risky bond with conditional variance 𝜎𝑡
2 with the risk aversion, 𝜌 = 3. 
There are 12 predictors, namely, gold futures price (GFP), gold spot price (GP), oil futures price (OFP), oil spot price (OP), world commodity index (WCPI), consumer price 
index (CPI), dividend yield (DY), exchange rate (ER), industrial production (IP), stock market index (Stock), term spread (TS), and 3-month Treasury bill rate (T-bill). The 
results are for the countries that have statistically significant in-sample and/or out-of-sample predictability only. 
Country GFP GP OFP OP WCPI CPI DY ER IP Stock TS T-bill 
Australia 0.715 0.766 0.000 0.000 0.001 0.692 -0.015 -0.761 – -2.847 -0.187 5.266 
Austria -0.003 -0.002 – – 0.000 0.000 0.000 – 0.111 – 0.433 0.000 
Belgium -0.048 -0.055 – – -0.023 -0.007 -0.004 – 0.380 -0.143 0.001 0.000 
Canada – – 0.000 0.000 0.000 – – 0.000 0.018 – 0.000 0.000 
Czech Republic -0.033 -0.033 -0.001 -0.001 -0.001 -0.014 0.000 – – – – – 
Denmark 0.083 0.083 – 0.000 -0.004 – – – 0.000 0.013 0.420 0.040 
Finland 0.000 0.000 – – 0.000 0.000 – 0.000 – 0.000 0.054 0.000 
France 0.000 0.000 – – – 0.000 0.000 – 0.001 0.000 0.000 0.000 
Germany 0.000 0.000 – – 0.000 0.000 – – -3.782 – 0.000 -0.004 
Hungary 13.609 13.606 13.165 13.109 13.618 13.102 13.621 13.223 – 13.698 – 58.620 
Ireland 0.005 -0.131 -0.063 0.039 -0.009 -1.407 0.033 – -0.007 0.000 -0.020 -0.017 
Italy 0.180 0.176 -0.769 -0.500 0.197 0.011 – – -0.003 0.000 -0.003 -0.009 
Japan – – – – – 0.193 0.000 0.000 0.000 0.000 0.684 0.006 
Korea 0.147 0.147 – – – 0.190 0.128 0.000 1.022 0.242 – 0.078 
Mexico 0.469 0.469 – – – – – 0.476 4.691 0.472 – 0.000 
Netherlands -0.008 -0.007 – – -0.004 0.000 – – – 0.000 0.000 0.000 
New Zealand 2.946 2.946 – 0.000 0.000 2.805 – 0.000 – 4.036 2.497 – 
Norway 0.000 0.000 0.000 0.000 0.000 0.000 3.475 0.000 3.154 -6.999 0.000 -0.003 
Poland 1.035 1.035 0.398 0.588 0.631 0.000 0.000 0.000 – 1.211 0.000 0.000 
Portugal 0.219 0.220 – -0.136 -2.189 -2.454 – -0.031 – -0.006 0.142 -0.026 
Spain 0.652 0.650 – 0.792 0.658 0.026 – 0.000 – – 0.000 0.000 
Sweden 0.000 0.000 – – 0.000 0.000 – -0.006 -0.010 – -0.002 – 
Switzerland 0.000 0.000 – – – 0.000 – 0.000 – – 0.003 0.000 
U.K. 0.000 0.000 – 0.000 0.000 0.000 0.015 -0.605 – 0.031 0.000 0.061 
U.S. -0.002 -0.001 0.000 0.000 – – 0.012 – -1.804 -0.002 0.000 0.000 
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2000 to December 2016 (see Section 3.4). Thus, as a robustness check, we include all available 
data and check whether our results hold if we change the sample period. Second, as a robustness 
check, from a panel of 25 OECD countries, we form three more panels, OECD high-income 
countries, OECD-European region, and G7 countries. 
Table 3.26: Utility gains of a panel of OECD countries 
Notes: This table reports utility gains which is defined as utility from our proposed panel predictability model minus 
the utility from the benchmark constant bond excess returns model for a panel of OECD countries. We use Sarno et 
al. (2016) power utility function: 𝑈(𝑊𝑡+1 ) = 𝑊𝑡+1
1−𝜌
 and, 𝑊𝑡+1 = 𝑊𝑡 × 𝑅𝑡+1 and  𝑅𝑡+1 = 1 + 𝑟𝑓 + 𝑤𝑡 . 𝑟𝑡+1. Here 𝑟𝑓 
is the risk-free rate, 𝑟𝑡+1 is the bond excess returns, 𝑤𝑡   is the optimal weight. The weight is given by 𝑤𝑡 =
𝐸(𝑟𝑡+1)+ ½ 𝜎𝑡
2
𝜌𝜎𝑡
2 . 
Weights lie between 0 and 1, in which short selling and borrowing are not allowed. We assume initial wealth is $1. 
The portfolio contains the riskless bond and risky bond with conditional variance 𝜎𝑡
2 with the risk aversion, 𝜌 = 3.  
Predictor Utility Gain 
GFP 0.799 
GP 0.795 
OFP 0.517 
OP 0.575 
WCPI 0.537 
CPI 0.571 
DY 0.695 
ER 0.491 
IP 1.342 
Stock 0.388 
TS 0.779 
T-bill 2.674 
 
3.6.1 Time Series Predictability Model 
Let us now discuss the results from time series predictability models from Table 3.27. Here, most 
of our data spans the period January 1920 to December 2016. It is important to note that for some 
variables, the start date differs (see Table B.2 in Appendix B). Results based on in-sample 
predictability, particularly the WN (2015) FQGLS estimates, reveal the following. We are able to 
show that two predictors, ER and TS, significantly predict bond excess returns for 11 of 25 
countries when we extend the sample period. The next highly significant predictor variable is the 
T-bill. We find that the T-bill predicts bond excess returns for 8 of 25 countries (Belgium, Canada, 
France, Ireland, Korea, Sweden, Switzerland, and the U.S.). Finally, note that after expanding the 
data timespan, GFP, OFP, WCPI, and DY fail to significantly predict bond excess returns. Overall, 
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we find similar evidence of bond excess return predictability compared to our results discussed in 
Section 3.4 (see, for instance, Table 3.18). 
Second, we consider OOS forecasting test performance. We evaluate forecasting 
performance using mainly 𝐸𝑁𝐶 − 𝑁𝐸𝑊 test statistics.25 We report results in Table 3.28. The 
findings are summarized as follows: 
• When we consider DY as a predictor of bond excess returns, we find that 𝐸𝑁𝐶 −
𝑁𝐸𝑊 statistics are statistically significant for five countries, Austria, Canada, Finland, 
Korea, and Switzerland. Here, our results imply that for these five countries, the DY-based 
predictability model encompasses the constant returns model. 
• The second most significant predictors are OFP and WCPI. OFP- and WCPI-based 
predictability models each encompass the constant returns model for four countries, 
Ireland, Italy, New Zealand, and the U.K., and Austria, Canada, Denmark, and Hungary, 
respectively. 
• The IP-based predictability model is the weakest model, as it fails to beat the constant 
returns model for all countries. 
Finally, we conclude from our robustness check on time series predictability results that 
in-sample predictability provides similar results as when we use data over shorter time periods; on 
the other hand, the OOS-based predictability results provide weaker evidence in favor of our 
proposed model when compared to our main results discussed in Section 3.4. 
 
 
 
                                                          
25 In addition to this, we also obtain the utility gains for the sample period from January 1920 to December 2016. We 
have utility gains computed from the forecasts from time series regressions in Table B.3 (Appendix B). We have very 
limited evidence of utility gains compared with the utility gains from the shorter sample, January 2000 to December 
2016.  
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Table 3.27: Robustness test – time series predictability test results (January 1920 to December 2016) 
Notes: This table reports results from the time series predictive regression model proposed by WN (2015). The regression model regresses bond excess returns on the one-
period lagged predictor variable. The null hypothesis is that the predictor variable does not predict bond excess returns. For each country’s predictive regression model, we 
report the coefficient on the one-period lagged predictor variable and its corresponding 𝑝-value in the parenthesis. ***, **, and * indicate statistical significance at 1%, 5%, 
and 10% levels, respectively. The null of “no predictability”, is tested by estimating FQGLS-based method. The longest time span is from January 1920 to December 2016. 
There are different sample sizes and Table B.2 (Appendix B) present the time frames for each country***, **, and * indicate statistical significance at 1%, 5%, and 10% 
significance levels, respectively. 
Country GFP GP OFP OP WCPI CPI DY ER IP Stock TS T-bill 
Australia 0.000 
(0.905) 
-0.000 
(0.818) 
0.000 
(0.895) 
-0.000 
(0.786) 
0.000 
(0.661) 
-0.000 
(0.930) 
-0.003 
(0.907) 
-0.007** 
(0.026) 
– 0.000 
(0.748) 
-0.013 
(0.122) 
-0.036 
(0.228) 
Austria 0.001 
(0.378) 
-0.003** 
(0.043) 
0.001 
(0.593) 
-0.002 
(0.199) 
0.000 
(0.373) 
-0.001 
(0.694) 
0.002 
(0.710) 
0.006** 
(0.042) 
0.000 
(0.971) 
0.000 
(0.265) 
0.126** 
(0.021) 
-0.055 
(0.476) 
Belgium 0.001 
(0.365) 
0.001*** 
(0.007) 
0.000 
(0.708) 
0.001*** 
(0.009) 
0.001 
(0.383) 
0.002*** 
(0.001) 
-0.001 
(0.475) 
0.009 
(0.504) 
-0.005 
(0.410) 
0.001*** 
(0.001) 
0.198*** 
(0.000) 
-0.038** 
(0.021) 
Canada 0.000 
(0.999) 
0.000 
(0.431) 
0.000 
(0.903) 
0.000 
(0.358) 
0.000 
(0.980) 
0.000 
(0.259) 
-0.000 
(0.892) 
-0.008 
(0.180) 
0.001 
(0.383) 
0.000 
(0.440) 
0.164*** 
(0.001) 
-0.025** 
(0.025) 
Czech 
Republic 
-0.002 
(0.710) 
-0.002 
(0.711) 
-0.003 
(0.335) 
-0.003 
(0.342) 
-0.004 
(0.355) 
-0.007 
(0.975) 
-0.002 
(0.242) 
-0.006 
(0.860) 
– -0.006 
(0.148) 
– 0.076 
(0.207) 
Denmark 0.0001 
(0.734) 
0.001 
(0.317) 
0.001 
(0.422) 
0.000 
(0.448) 
0.000 
(0.522) 
– -0.003 
(0.111) 
0.013 
(0.729) 
-0.016 
(0.245) 
0.001 
(0.234) 
-0.124*** 
(0.004) 
-0.011 
(0.525) 
Finland -0.000 
(0.685) 
0.004 
(0.239) 
0.003 
(0.224) 
0.0042 
(0.208) 
0.001 
(0.853) 
0.003 
(0.224) 
-0.000 
(0.847) 
-0.004 
(0.265) 
– -0.007* 
(0.054) 
-0.008 
(0.952) 
0.099 
(0.489) 
France 0.000 
(0.881) 
0.001* 
(0.061) 
0.001 
(0.697) 
0.001* 
(0.056) 
0.002 
(0.236) 
0.001* 
(0.094) 
0.001 
(0.431) 
-0.019** 
(0.004) 
0.000 
(0.949) 
0.000 
(0.118) 
0.084** 
(0.031) 
-0.025* 
(0.090) 
Germany 0.001 
(0.535) 
0.000 
(0.568) 
0.001 
(0.472) 
0.000 
(0.370) 
0.000 
(0.679) 
0.001 
(0.441) 
0.001 
(0.302) 
0.003 
(0.262) 
-0.009 
(0.393) 
0.000 
(0.470) 
-0.021 
(0.792) 
-0.030 
(0.428) 
Hungary 0.001 
(0.840) 
0.001 
(0.839) 
-0.001 
(0.684) 
-0.001 
(0.691) 
-0.001 
(0.765) 
0.006 
(0.576) 
-0.002 
(0.568) 
-0.024 
(0.576) 
– 0.001 
(0.880) 
0.088 
(0.399) 
-0.061 
(0.585) 
Ireland 0.001 
(0.291) 
0.001 
(0.112) 
-0.001 
(0.684) 
0.001 
(0.112) 
0.002 
(0.421) 
(0.001 
(0.214) 
-0.005 
(0.237) 
-0.013** 
(0.016) 
-0.003 
(0.820) 
-0.001 
(0.482) 
0.110*** 
(0.001) 
-0.057* 
(0.087) 
Italy 0.000 
(0.907) 
0.001 
(0.202) 
0.000 
(0.959) 
0.001 
(0.257) 
0.001 
(0.432) 
0.001** 
(0.039) 
0.003 
(0.190) 
-0.004** 
(0.025) 
0.003 
(0.651) 
0.001* 
(0.093) 
0.103** 
(0.0395) 
-0.021 
(0.147) 
Japan -0.000 
(0.667) 
-0.000 
(0.537) 
-0.001 
(0.667) 
0.000 
(0.675) 
-0.001 
(0.409) 
0.000 
(0.466) 
0.000 
(0.442) 
0.000 
(0.948) 
0.002 
(0.827) 
-0.000 
(0.440) 
0.066 
(0.159) 
0.002 
(0.607) 
Korea 0.001 
(0.708) 
0.001 
(0.712) 
0.001 
(0.786) 
0.001 
(0.802) 
0.001 
(0.840) 
0.005 
(0.331) 
0.004 
(0.503) 
-0.010** 
(0.017) 
0.059 
(0.237) 
0.001 
(0.822) 
– -0.034** 
(0.071) 
Mexico -0.001 
(0.558) 
-0.001 
(0.555) 
-0.000 
(0.799) 
-0.001 
(0.781) 
-0.001 
(0.690) 
– 0.004 
(0.480) 
0.003 
(0.512) 
-0.064 
(0.694) 
-0.000 
(0.890) 
– -0.010 
(0.369) 
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Netherlands 0.001 
(0.629) 
0.002* 
(0.070) 
0.001 
(0.395) 
0.002* 
(0.071) 
-0.000 
(0.998) 
0.002 
(0.167) 
0.001 
(0.593) 
0.025** 
(0.013) 
-0.010 
(0.629) 
0.001 
(0.203) 
0.069 
(0.483) 
-0.021 
(0.627) 
New Zealand 0.002 
(0.300) 
0.002 
(0.283) 
0.000 
(0.855) 
0.001 
(0.654) 
0.001 
(0.553) 
0.005* 
(0.078) 
0.007 
(0.149) 
-0.004 
(0.535) 
– -0.0023 
(0.115) 
0.044 
(0.335) 
-0.026 
(0.287) 
Norway 0.000 
(0.591) 
0.001 
(0.587) 
0.000 
(0.838) 
0.000 
(0.840) 
0.001 
(0.727) 
0.001 
(0.789) 
0.001 
(0.807) 
0.004 
(0.739) 
-0.007 
(0.559) 
-0.000 
(0.814) 
0.015 
(0.828) 
0.003 
(0.963) 
Poland -0.013 
(0.323) 
-0.013 
(0.323) 
-0.017 
(0.206) 
-0.018 
(0.206) 
-0.022 
(0.191) 
-0.044 
(0.406) 
-0.011 
(0.469) 
-0.086 
(0.482) 
– -0.020 
(0.218) 
0.028 
(0.725) 
0.054 
(0.706) 
Portugal -0.002 
(0.934) 
0.001 
(0.331) 
-0.005 
(0.291) 
0.000 
(0.538) 
-0.001 
(0.756) 
0.001** 
(0.043) 
0.0037 
(0.236) 
-0.005*** 
(0.001) 
0.009 
(0.773) 
0.006** 
(0.023) 
0.113*** 
(0.000) 
-0.007 
(0.229) 
Spain 0.001 
(0.363) 
0.001 
(0.357) 
0.001 
(0.379) 
0.001 
(0.369) 
0.001 
(0.428) 
-0.001 
(0.457) 
0.001 
(0.246) 
-0.005 
(0.678) 
– 0.000 
(0.812) 
0.069 
(0.179) 
-0.012 
(0.436) 
Sweden 0.000 
(0.685) 
0.001* 
(0.057) 
0.000 
(0.844) 
0.001 
(0.101) 
0.001 
(0.431) 
0.001* 
(0.064) 
-0.002 
(0.542) 
-0.007*** 
(0.005) 
-0.009 
(0.768) 
0.001 
(0.872) 
0.100* 
(0.055) 
-0.028* 
(0.052) 
Switzerland 0.001 
(0.309) 
0.001 
(0.313) 
0.001 
(0.196) 
0.001 
(0.229) 
0.001 
(0.229) 
0.004 
(0.154) 
0.000 
(0.768) 
0.008** 
(0.002) 
– -0.002 
(0.395) 
0.116*** 
(0.002) 
-0.058*** 
(0.000) 
U.K. 0.002 
(0.349) 
0.001* 
(0.066) 
0.001 
(0.641) 
0.001** 
(0.045) 
-0.000 
(0.880) 
0.001** 
(0.045) 
0.003 
(0.389) 
-0.011** 
(0.033) 
0.105*** 
(0.005) 
0.000 
(0.275) 
0.119 
(0.072) 
-0.014 
(0.527) 
U.S. -0.000 
(0.847) 
0.000 
(0.370) 
0.000 
(0.879) 
0.000 
(0.229) 
-0.000 
(0.911) 
0.000 
(0.137) 
-0.000 
(0.947) 
-0.002 
(0.925) 
-0.046 
(0.178) 
0.000 
(0.577) 
0.193*** 
(0.000) 
-0.032* 
(0.071) 
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Table 3.28: Robustness test - 𝑬𝑵𝑪 − 𝑵𝑬𝑾 statistics (January 1920 to December 2016) 
Notes: This table reports the forecast encompassing statistic proposed by Clark and MacCracken (2001), which we denote as 𝐸𝑁𝐶 − 𝑁𝐸𝑊. This test is used as a measure of 
the out-of-sample forecasting performance of our proposed predictor based model relative to a historical mean bond excess returns model. We set the out-of-sample equivalent 
to 50% of the sample size and it covers the period July 2008 to December 2016. The forecasted returns are generated using a recursive window approach. We report 𝐸𝑁𝐶 −
𝑁𝐸𝑊 statistics along with the bootstrapped 𝑝-values in parenthesis. ***, **, and * indicate statistical significance at 1%, 5%, and 10% significance levels, respectively. 
Country GFP GP OFP OP WCPI CPI DY ER IP Stock TS T-bill 
Australia 1.278 
(0.400) 
-1.999 
(0.260) 
0.410 
(0.260) 
-1.321 
(0.340) 
1.000 
(0.160) 
-0.645* 
(0.080) 
-4.240 
(0.120) 
-2.166 
(0.680) 
– 0.815*** 
(0.000) 
-0.150 
(0.380) 
-1.144** 
(0.020) 
Austria 4.031 
(0.280) 
-11.355 
(0.600) 
1.482 
(0.300) 
-9.270 
(0.580) 
1.984* 
(0.08) 
-11.440 
(0.540) 
4.439* 
(0.080) 
4.250 
(0.600) 
-0.077 
(0.360) 
3.791 
(0.120) 
7.596 
(0.340) 
-2.970 
(0.240) 
Belgium 3.925 
(0.160) 
6.567 
(0.660) 
1.243 
(0.120) 
3.940 
(0.800) 
7.684 
(0.700) 
7.382 
(0.760) 
-0.916 
(0.300) 
3.240 
(0.380) 
0.060 
(0.360) 
8.330 
(0.880) 
3.682 
(0.840) 
-1.169 
(0.700) 
Canada 2.033 
(0.400) 
2.309 
(0.400) 
1.153 
(0.120) 
1.202 
(0.220) 
1.182** 
(0.040) 
2.263 
(0.280) 
-0.576*** 
(0.000) 
-1.656 
(0.700) 
-0.002 
(0.260) 
1.453 
(0.360) 
2.949 
(0.520) 
-0.876* 
(0.060) 
Czech 
Republic 
-1.859 
(0.940) 
-1.866 
(0.900) 
-1.671 
(0.440) 
-1.687 
(0.460) 
-1.174 
(0.120) 
-0.511 
(0.960) 
-2.344 
(1.000) 
-0.748 
(0.720) 
– -0.728 
(0.700) 
– 2.658 
(1.000) 
Denmark 0.238 
(0.500) 
-0.466 
(0.480) 
0.238 
(0.500) 
0.700* 
(0.080) 
0.348* 
(0.060) 
– -1.396 
(0.440) 
1.386 
(0.680) 
-0.139 
(0.160) 
2.740 
(0.280) 
-0.537 
(0.140) 
-0.346 
(0.500) 
Finland 2.901 
(0.580) 
1.850 
(0.920) 
-1.867 
(0.220) 
2.636 
(0.920) 
5.419 
(0.320) 
2.462 
(0.980) 
-0.597** 
(0.020) 
-3.898 
(0.140) 
– -0.769 
(0.600) 
0.130 
(0.320) 
0.923 
(0.780) 
France 2.516 
(0.500) 
8.769 
(0.720) 
1.776 
(0.400) 
5.050 
(0.860) 
7.568 
(0.660) 
5.943 
(0.480) 
1.602 
(0.280) 
-1.101 
(0.340) 
-0.070 
(0.300) 
3.662 
(0.760) 
3.224 
(0.620) 
-1.121 
(0.580) 
Germany 5.501 
(0.120) 
4.339* 
(0.060) 
2.263 
(0.160) 
3.520 
(0.400) 
-1.384 
(0.200) 
8.840 
(0.240) 
2.707 
(0.140) 
10.499 
(0.740) 
-0.763 
(0.940) 
4.303 
(0.300) 
-0.700 
(0.140) 
-1.057 
(0.180) 
Hungary 1.938 
(0.180) 
1.922 
(0.200) 
-1.632 
(0.100) 
-1.635 
(0.140) 
-1.640* 
(0.080) 
-1.543 
(0.360) 
-0.849 
(0.400) 
-0.301*** 
(0.000) 
– -1.844 
(0.120) 
0.047 
(0.100) 
-0.652 
(0.420) 
Ireland 6.824 
(0.540) 
5.249 
(0.720) 
-0.912*** 
(0.000) 
3.263 
(0.880) 
-1.201 
(0.260) 
2.055 
(0.620) 
-1.079 
(0.380) 
-2.535 
(0.820) 
-0.101 
(0.640) 
-2.519 
(0.160) 
7.061 
(1.000) 
-1.281 
(0.600) 
Italy 0.931 
(0.280) 
6.760 
(0.740) 
0.138* 
(0.080) 
3.726 
(0.780) 
-1.067 
(0.200) 
6.154 
(0.900) 
5.891 
(0.440) 
-4.579 
(0.660) 
0.074 
(0.360) 
8.935 
(0.940) 
4.366 
(0.900) 
-0.76 
(0.520) 
Japan -5.236 
(0.700) 
-2.469 
(0.100) 
-4.375 
(0.880) 
0.616 
(0.420) 
-4.942 
(0.720) 
-0.720* 
(0.060) 
0.904 
(0.220) 
4.680 
(0.300) 
0.095 
(0.280) 
-3.808 
(0.180) 
5.586 
(0.800) 
0.339 
(0.160) 
Korea 1.468 
(0.720) 
1.462 
(0.660) 
1.199 
(0.340) 
1.112 
(0.200) 
1.437 
(0.280) 
1.011 
(0.560) 
0.725* 
(0.080) 
-0.412 
(0.120) 
0.111 
(0.360) 
1.347 
(0.460) 
– -0.568 
(0.480) 
Mexico 0.946 
(0.600) 
0.958 
(0.580) 
0.133 
(0.100) 
0.138** 
(0.020) 
0.430 
(0.160) 
– -0.323 
(0.500) 
-1.240 
(0.460) 
0.316 
(0.520) 
0.212 
(0.440) 
– 0.098 
(0.700) 
Netherlands 4.655** 
(0.040) 
6.146 
(0.900) 
1.234 
(0.140) 
5.921 
(0.820) 
-0.998 
(0.180) 
6.411 
(0.680) 
4.117 
(0.440) 
0.996 
(1.000) 
-0.038 
(0.200) 
5.090 
(0.760) 
1.654** 
(0.020) 
-0.254 
(0.260) 
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New 
Zealand 
2.742 
(0.800) 
2.691 
(0.600) 
0.026** 
(0.020) 
1.632 
(0.340) 
2.635 
(0.280) 
1.657 
(0.780) 
5.874 
(0.720) 
-1.251 
(0.120) 
– -1.213 
(0.700) 
0.242 
(0.560) 
-0.756 
(0.320) 
Norway 0.387 
(0.840) 
0.394 
(0.760) 
0.336 
(0.360) 
0.335 
(0.380) 
0.483 
(0.500) 
0.293 
(0.800) 
0.192 
(0.900) 
8.258 
(0.760) 
0.030 
(0.160) 
-0.542 
(0.460) 
0.028 
(0.140) 
0.018 
(0.360) 
Poland -0.671 
(0.900) 
-0.676 
(0.940) 
-0.676 
(0.480) 
-0.674 
(0.520) 
-0.402 
(0.320) 
-0.252 
(0.980) 
-1.515 
(0.800) 
-0.141 
(0.760) 
– -0.223 
(0.980) 
0.161 
(0.660) 
0.572 
(0.540) 
Portugal -2.694 
(0.800) 
1.421 
(0.100) 
-1.947 
(0.540) 
0.490* 
(0.060) 
-4.039 
(0.440) 
1.464 
(0.220) 
-0.509 
(0.680) 
-4.368 
(0.600) 
0.381 
(0.440) 
-0.509) 
(0.800) 
4.632 
(0.600) 
-0.006** 
(0.040) 
Spain 3.406 
(0.380) 
3.476 
(0.400) 
1.799 
(0.220) 
1.909 
(0.180) 
3.026 
(0.260) 
-2.792 
(0.100) 
1.787 
(0.180) 
1.671 
(0.160) 
– 1.443 
(0.320) 
0.963 
(0.200) 
-0.291 
(0.400) 
Sweden 2.764 
(0.240) 
9.291 
(0.900) 
1.250 
(0.100) 
6.293 
(0.820) 
9.518 
(0.840) 
9.589 
(0.940) 
-4.504 
(0.380) 
-1.069 
(0.780) 
-0.034 
(0.140) 
3.845 
(0.640) 
3.315 
(0.440) 
-1.696 
(0.7200 
Switzerland 4.199 
(0.260) 
4.163 
(0.380) 
2.875 
(0.180) 
3.749 
(0.460) 
5.351 
(0.340) 
3.681 
(0.380) 
0.558** 
(0.040) 
1.561 
(0.700) 
– -1.373 
(0.180) 
0.992*** 
(0.000) 
-0.664 
(0.280) 
U.K. 6.740 
(0.700) 
11.238 
(0.980) 
2.500** 
(0.040) 
7.844 
(1.000) 
-3.790 
(0.720) 
9.248 
(1.000) 
8.206 
(0.900) 
-1.659 
(1.000) 
0.698 
(0.820) 
2.358 
(0.900) 
3.890 
(0.940) 
-0.594 
(0.520) 
U.S. -1.271 
(0.340) 
2.449* 
(0.080) 
0.368 
(0.220) 
2.162 
(0.620) 
0.558 
(0.140) 
4.038 
(0.280) 
-0.226 
(0.100) 
-2.298 
(0.500) 
0.022 
(0.380) 
0.276 
(0.140) 
4.545 
(0.680) 
-0.731 
(0.180) 
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3.6.2 Robustness Check: Panel Predictability Model 
In this section, we undertake a robustness test analysis of the panel predictability model, as follows. 
We examine whether our obtained panel predictability results are not biased toward the particular 
OECD panel. To do so, we construct three additional panels, OECD high-income, OECD-European 
region, and G7 country panels. For the sake of completeness, in this section, we repeat the panel 
predictability analysis for the three newly constructed panels. First, the data availability for OECD 
high-income, OECD-European, and G7 panels are reported in Panels A, B, and C of Table 3.29, 
respectively. The in-sample and OOS panel predictability results for all three panels are reported in 
Tables 3.30 and 3.31, respectively. Our results are as follows: 
• The WKN (2017) in-sample panel predictability test reveals that 5 of 12 predictors, namely 
OFP, OP, WCPI, TS, and T-bill, significantly predict bond excess returns of the OECD 
high-income (see Panel A) and OECD-European panels (see Panel B). Our results for these 
two panels (OECD high-income and OECD-European region) are consistent with our main 
results (that is, when we consider all 25 OECD countries in a panel). 
• For the G7 panel, we find that only three variables, OFP, OP, and TS, are statistically 
significant predictors of bond excess returns (see Panel C). WCPI and T-bill fail to 
significantly predict G7 bond excess returns, which are found to be significant predictors 
for other OECD-based panels, as discussed above. 
•  Four out of five OOS test evaluations, 𝑅𝑇𝑈, 𝑅𝑅𝑀𝑆𝐸, 𝑅𝑀𝐴𝐸, and 𝑂𝑂𝑆𝑅2, provide 
evidence in favor of our proposed predictability model (irrespective of the predictors 
considered) over the benchmark constant bond excess returns model for all three panels, 
OECD high-income, OECD-European, and G7 countries. Based on the 𝐸𝑁𝐶 − 𝑁𝐸𝑊 OOS 
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test evaluation, we find no evidence in favor of our proposed predictability model over the 
constant bond excess returns model for all three OECD-based panels. 
Table 3.29: List of predictors for OECD high-income, OECD-European region, and G7 
panels 
Notes: This table shows the predictor availability for OECD panels of high-income (Panel A), European (Panel B), and 
G7 (Panel C). Column 2 contains the number of countries and the country list is reported in the last column. There are 
12 predictors, namely, gold futures price (GFP), gold spot price (GP), oil futures price (OFP), oil spot price (OP), 
world commodity index (WCPI), consumer price index (CPI), dividend yield (DY), exchange rate (ER), industrial 
production (IP), stock market index (Stock), term spread (TS), and 3-month Treasury bill yield (T-bill). 
Predictor No. of Countries Country List 
Panel A: OECD high-income panel 
GFP, GP, OFP, OP, 
WCPI, ER, T-bill, DY, 
Stock 
  23 Australia, Austria, Belgium, Canada, Czech Republic, Denmark, 
Finland, France, Germany, Hungary, Ireland, Italy, Japan, Korea, 
Netherlands, New Zealand, Norway, Portugal, Spain, Sweden, 
Switzerland, U.K., and U.S. 
CPI 22 Australia, Austria, Belgium, Canada, Czech Republic, Finland, 
France, Germany, Hungary, Ireland, Italy, Japan, Korea, 
Netherlands, New Zealand, Norway, Portugal, Spain, Sweden, 
Switzerland, U.K., and U.S. 
IP 16 Austria, Belgium, Canada, Denmark, France, Germany, Ireland, 
Italy, Japan, Korea, Netherlands, Norway, Portugal, Sweden, U.K., 
and U.S. 
TS 21 Australia, Austria, Belgium, Canada, Denmark, Finland, France, 
Germany, Hungary, Ireland, Italy, Japan, Netherlands, New 
Zealand, Norway, Portugal, Spain, Sweden, Switzerland, U.K., and 
U.S. 
Panel B: OECD-European region panel 
GF, GFP, OF, OFP, 
WCPI, ER, DY, T-bill, 
Stock 
18 Austria, Belgium, Czech Republic, Denmark, Finland, France, 
Germany, Hungary, Ireland, Italy, Netherlands, Norway, Poland, 
Portugal, Spain, Sweden, Switzerland, and U.K. 
CPI 17 Austria, Belgium, Czech Republic, Finland, France, Germany, 
Hungary, Ireland, Italy, Netherlands, Norway, Poland, Portugal, 
Spain, Sweden, Switzerland, and U.K. 
IP 11 Austria, Belgium, Denmark, France, Germany, Italy, Netherlands, 
Norway, Portugal, Sweden, and U.K. 
TS 17 Austria, Belgium, Denmark, Finland, France, Germany, Hungary, 
Ireland, Italy, Netherlands, Norway, Poland, Portugal, Spain, 
Sweden, Switzerland, and U.K. 
Panel C: G7 country panel 
GF, GFP, OF, OFP, 
WCPI, ER, DY, T-bill, 
Stock, CPI, IP, TS 
25 Canada, France, Germany, Italy, Japan, U.K., and U.S. 
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Table 3.30: Robustness test – In-sample panel predictability test results for OECD high-
income, OECD-European region, and G7 panels 
Notes: This table shows the in-sample predictability test results for OECD high-income, OECD-European and G7 
country panels, respectively. We report the results from the panel predictive regression model proposed by Westerlund 
et al (2017). The regression model regresses the bond excess returns of a panel of OECD countries on one-period 
lagged predictor variable. See Appendix, Table B.1 for predictor details. *** and ** indicate statistical significance at 
1% and 5% significance levels, respectively. 
Predictor                   𝛽  𝑡-stat No. of Countries 
Panel A: OECD high-income panel 
GFP -0.000 -0.058 23 
GP -0.000 -0.065 23 
OFP 0.001*** 3.312 23 
OP 0.001**** 3.328 23 
WCPI 0.001*** 2.739 23 
CPI 0.001 0.738 22 
DY -0.001 -0.531 23 
ER 0.001 0.091 23 
IP 0.000 0.090 16 
Stock 0.003 0.735 23 
TS -0.078*** -2.664 21 
T-bill 0.230*** 3.222 23 
Panel B: OECD-European region panel 
GFP 0.000 0.754 18 
GP 0.000 0.453 18 
OFP 0.002*** 2.951 18 
OP 0.002*** 2.957 18 
WCPI 0.002*** 2.700 18 
CPI 0.002 1.129 17 
DY -0.002 -0.942 18 
ER 0.069 1.508 18 
IP 0.000 -0.079 11 
Stock 0.003 0.999 18 
TS -0.001*** -4.889 17 
T-bill 0.002***   2.717 18 
Panel C: G7 country panel 
GFP -0.003 -0.736 7 
GP -0.001 -0.740 7 
OFP 0.001* 1.645 7 
OP 0.001* 1.654 7 
WCPI 0.000 1.353 7 
CPI 0.000 0.126 7 
DY -0.002 -0.714 7 
ER -0.004 -0.478 7 
IP 0.000 0.484 7 
Stock 0.002 0.421 7 
TS -0.001*** -3.554 7 
T-bill 0.004 1.041 7 
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Table 3.31: Robustness test: Out-of-sample panel predictability test results for OECD high-
income, OECD-European region, and G7 panels 
Notes: This table shows the out-of-sample forecast evaluations for OECD high-income, OECD-European and G7 
country panels. More specifically, here we report 𝑅𝑇𝑈, 𝑅𝑅𝑀𝑆𝐸, 𝑅𝑀𝐴𝐸, 𝑂𝑂𝑆𝑅2, and 𝐸𝑁𝐶 − 𝑁𝐸𝑊 statistics. 𝑅𝑇𝑈, 
𝑅𝑅𝑀𝑆𝐸, and 𝑅𝑀𝐴𝐸 values less than one and 𝑂𝑂𝑆𝑅2 >0 indicate that our proposed predictive regression model 
outperforms historical mean model. The 𝐸𝑁𝐶 − 𝑁𝐸𝑊 test statistic examines whether restricted model forecasts 
encompass the unrestricted model forecasts. We report 𝐸𝑁𝐶 − 𝑁𝐸𝑊 statistics along with the bootstrapped 𝑝-values in 
last column. 
 Theil’s 𝑈    𝐸𝑁𝐶 − 𝑁𝐸𝑊 
Predictor Model Constant 𝑅𝑇𝑈  𝑅𝑅𝑀𝑆𝐸 𝑅𝑀𝐴𝐸 𝑂𝑂𝑆𝑅2 Statistic 𝑝-value 
Panel A: OECD high-income panel 
GFP 0.457 0.906 0.504 0.770 0.723 0.152 2.168 0.272 
GP 0.457 0.906 0.504 0.770 0.723 0.152 1.345 0.169 
OFP 0.458 0.906 0.506 0.768 0.720 0.152 1.693 0.253 
OP 0.458 0.906 0.506 0.768 0.720 0.152 2.158 0.263 
WCPI 0.458 0.906 0.505 0.768 0.720 0.152 1.685 0.244 
CPI 0.463 0.906 0.511 0.773 0.730 0.156 0.310 0.225 
DY 0.454 0.918 0.494 0.763 0.710 0.129 1.641 0.320 
ER 0.457 0.906 0.504 0.765 0.723 0.152 0.209 0.244 
IP 0.451 0.895 0.504 0.760 0.736 0.151 0.211 0.525 
Stock 0.460 0.906 0.508 0.768 0.721 0.152 -0.280 0.388 
TS 0.452 0.908 0.498 0.760 0.702 0.152 0.603 0.209 
T-bill 0.460 0.906 0.508 0.769 0.721 0.152 -0.637 0.250 
Panel B: OECD-European region panel 
GFP 0.478 0.934 0.511 0.787 0.705 0.358 2.183 0.243 
GP 0.478 0.934 0.511 0.787 0.705 0.358 2.171 0.229 
OFP 0.479 0.934 0.513 0.786 0.702 0.360 1.711 0.229 
OP 0.479 0.934 0.513 0.786 0.702 0.360 1.727 0.212 
WCPI 0.479 0.934 0.513 0.786 0.702 0.359 1.178 0.145 
CPI 0.485 0.942 0.515 0.789 0.711 0.356 0.475 0.197 
DY 0.481 0.918 0.524 0.912 0.792 0.358 1.775 0.341 
ER 0.481 0.906 0.531 0.905 0.795 0.358 0.158 0.242 
IP 0.448 0.895 0.501 0.850 0.681 0.360 0.264 0.508 
Stock 0.481 0.906 0.531 0.911 0.795 0.358 -0.462 0.235 
TS 0.480 0.941 0.510 0.784 0.693 0.361 0.803 0.281 
T-bill 0.481 0.906 0.531 0.910 0.786 0.358 -0.328 0.349 
Panel C: G7 country panel 
GFP 0.373 0.895 0.417 0.670 0.649 0.551 2.932 0.347 
GP 0.373 0.895 0.417 0.670 0.649 0.551 2.914 0.354 
OFP 0.373 0.895 0.416 0.667 0.646 0.555 3.111 0.366 
OP 0.373 0.895 0.416 0.667 0.646 0.555 3.110 0.346 
WCPI 0.373 0.895 0.416 0.667 0.646 0.555 3.132 0.266 
CPI 0.373 0.895 0.417 0.669 0.648 0.553 0.187 0.264 
DY 0.374 0.895 0.418 0.669 0.649 0.553 2.359 0.431 
ER 0.374 0.895 0.418 0.668 0.648 0.554 -0.038 0.367 
IP 0.374 0.895 0.418 0.667 0.646 0.555 -0.134 0.294 
Stock 0.374 0.895 0.418 0.670 0.649 0.551 -0.243 0.561 
TS 0.371 0.895 0.415 0.663 0.640 0.560 0.223 0.130 
T-bill 0.374 0.895 0.418 0.668 0.646 0.554 -0.523 0.310 
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Overall, we conclude that our in-sample and OOS predictability test provides robust 
evidence on panel predictability, irrespective of the panel considered in our analysis. More 
specifically, we can state that, based on an in-sample predictability test, 5 of 12 predictors 
significantly predict bond excess returns in the majority of the panels. Moreover, OOS 
predictability test evaluation provides strong evidence in favor of all 12 predictor-based models 
over the constant bond excess returns model, irrespective of the OECD panel considered in our 
analysis. However, note that we do not find robust results when we consider the 𝐸𝑁𝐶 − 𝑁𝐸𝑊 OOS 
test evaluation. 
In the stock return predictability literature, it is evidenced oil price changes affect the stock 
price (see Narayan and Sharma, 2011). And, the theoretical transmission channels are through 
interest rates and inflation (see for instance, Mohanty and Nandha, 2011). In this study, we find, 
despite the heterogeneity nature of the selected countries, among the predictors, the two commodity 
vriables OP and OFP are consistent predictors for bond excess returns of 25 OECD countries. 
Nevertheless, we observe a positive relationship beween OP and OFP with bond excess returns. 
Thus, oil price contains information for forecasting bond excess returns and it plays an important 
role for global economy. Moreover, TS is the other variable that has the predictive ability for bond 
excess returns in all four formations of panels. In relation to TS, Viceira (2012) shows that the term 
spread is a key determinant of stock–bond correlation. 
 
3.7 CONCLUSION 
In this essay, we examine bond excess return predictability for 25 OECD countries. Our main data 
set is monthly, covering the period January 1920 to December 2016. We employ two methods, time 
series and panel predictive regression models, to forecast bond excess returns. We conclude with 
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two key findings. Our first and main finding is that three commodity variables (OFP, OP, and 
WCPI) predict bond excess returns. This is a new finding for the bond predictability literature. 
Specifically, we perform the analysis from four different panel formations. The two commodity 
predictors, OFP and OP, show significance in all four panel formations, the OECD, OECD high-
income, OECD-European, and G7 country panels. Thus, among the five commodity variables, we 
find that these three variables predict bond excess returns. 
Our second finding relates to the predictive ability of other macroeconomic and finance 
variables. The predictor TS consistently predicts bond excess returns, regardless of whether we 
employ time series or panel data regressions. With regard to investor utility, we find considerable 
evidence of utility gains from both time series and panel-based forecasting models. This finding 
contrasts with the findings of Thornton and Valente (2012), who conclude that statistical evidence 
of bond return predictability is unsuccessfully translated into economic return predictability. 
Nonetheless, our economic significance results are consistent with Gargano et al. (2017), who show 
economically significant return predictability in the U.S. Treasury bond market. 
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4. STRUCTURAL INSTABILITY AND 
PREDICTABILITY 
 
4.1 INTRODUCTION 
Stock return predictability has become a popular research topic. However, the large volume of 
research, while identifying several insights on predictability, has failed to provide conclusive 
evidence that stock returns are predictable (see, for instance, Wolf, 2000; Lanne, 2002; Goyal and 
Welch, 2003; and Lettau and Van Nieuwerburgh, 2008). Some authors find in-sample evidence of 
predictability, nonetheless, out-of-sample evidence has been elusive (see Bossaerts and Hillion, 
1999; Goyal and Welch, 2008). This has prompted a stream of research aimed at improving our 
understanding of predictability. This literature has roots in the early work of Stambaugh (1999), 
who proposed a bias-adjusted slope parameter, complemented by the work of Lewellen (2004). 
Campbell and Yogo (2006) added to this literature by proposing a new Bonferroni test to identify 
predictability even when the predictors are characterized by a unit root or heteroskedasticity.26 
Westerlund and Narayan (2012, 2015a) contributed to this methodology by proposing a model that 
accounts for persistency, endogeneity, and heteroscedasticity. More recent work, such as, Henkel, 
Martin, and Nadari (2011), Kim, Shamsuddin, and Lim (2011), Guidolin, McMillan, and Wohar 
(2013), and Devpura, Narayan, and Sharma (2018) show predictability exists but in a time-varying 
fashion. 
A related issue in testing for stock return predictability has to do with the role of structural 
breaks. This is motivated by empirical evidence supporting instabilities in the time series properties 
                                                          
26 For instance, Polk, Thompson, and Vuolteenaho (2006) propose a method for computing small-sample 𝑝-values for 
the Gaussian error distributions based on endogenous variables even when shocks are correlated with return shocks.   
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of financial data, including stock prices (see, for example, Pastor and Stambaugh, 2001; Lettau and 
Van Nieuwerburgh, 2008; Paye and Timmermann, 2006; Rapach and Wohar, 2006; Ang and 
Bekaert, 2007; Narayan and Smyth, 2007; and Goyal and Welch, 2008), among others.27 The main 
source of such instabilities is changes in monetary policy or tax policy, and large macroeconomic 
shocks such as oil shocks.28 
In this chapter, we focus on the issue of structural shift or instability in data series. Structural 
break(s) in the slope is known to be a very important empirical feature of macroeconomic data sets 
(see Rapach and Wohar, 2006). We choose as our starting point the Westerlund and Narayan 
(2015a) predictive regression model, because in Monte Carlo simulations, as shown by Westerlund 
and Narayan (2012, 2015a), their test outperforms competing models. Our choice of this model is 
also motivated by the fact that it allows us to control for predictor persistency, endogeneity, and 
heteroscedasticity of the model, which are important given that financial time series data are 
characterized by these three features.29 Given this background, allowing for a structural break in 
the Westerlund and Narayan (2015a) model forms an ideal extension to test the importance of a 
break in testing the null hypothesis of no predictability. 
Our approach is threefold. First, we propose a structural break model, that extends the 
bivariate predictive regression model of Westerlund and Narayan (2015a). Our contribution is that 
we accommodate a single break point both in the slope and trend of the model. The structural break 
date is identified using the Narayan and Popp (2010, 2013) endogenous structural break test. 
                                                          
27 Viceira (1996) is the first to test for structural breaks in equity premium predictive regression models. This author 
tests for a structural break based on the dividend-price ratio and fails to find significant evidence of a break. 
28 For example, Paye and Timmermann (2006) find break dates (1974 and the 1978 to 1982 period) and identify 
potential sources for these break dates as the oil price shock of 1974 and formation of the European Monetary System 
in 1979.  
29 Several studies show this to be the case; see Narayan and Bannigidadmath (2015). 
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Second, we employ historical monthly time series data from January 1927 to 
December 2016 to test the performance of the structural break predictive regression model. This 
rich data set allows us to pursue our objective of detecting a significant structural break. Third, we 
use a wide range of predictors to test the predictive regression model. We consider 14 predictors: 
dividend-price ratio (DP), dividend yield (DY), dividend payout ratio (DE), earnings-to-price ratio 
(EP), book-to-market ratio (BM), inflation (INFL), long-term bond yield (LTY), long-term bond 
return (LTR), term spread (TMS), T-bill rate (TBL), net equity expansion (NTIS), default yield 
spread (DFY), default return spread (DFR), and stock variance (SVAR). The motivation behind this 
approach is that these predictors are widely used in testing predictability of U.S. stock market 
returns (see, Devpura et al., 2018). 
Our findings are summarized as follows. First, evidence from Monte Carlo simulations 
reveal that having a structural break in the trend and slope of the model improves the power of the 
predictive regression model compared to models without a structural break. 
Our second finding relates to the importance of a structural break. We discover that a break 
in the slope is statistically significant in the case of 5 out of 14 predictors (LTY, DFR, INFL, SVAR, 
and TBL). This finding also justifies our one-break treatment of the predictive regression model. 
The message here is that breaks are important, but it depends on the type of predictor used. 
Moreover, we find no evidence of a break in trend, suggesting that with our financial time series 
data, a break in the trend is a non-issue. 
Our approaches and results contribute in different ways to the literature on stock return 
predictability. Our first contribution is that we demonstrate via Monte Carlo simulation experiments 
that after controlling for commonly known econometric issues, the structural break model performs 
well. This supports the role of structural breaks in tests for stock return predictability. Our empirical 
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setup suggests that a one-break predictive regression model is sufficient to test for predictability in 
historical data, such as ours; this is what the bulk of the literature uses in applications of new 
models.30 
Our second contribution directly relates to the stock return predictability literature. We find 
that six predictors predict U.S. stock market excess returns: DP, DY, EP, LTR, LTY, and TBL. 
Among these six predictors, three (DP, DY, and EP) are valuation ratios. Our data are an extension 
of the data used by Goyal and Welch (2008). Therefore, we can directly compare our results with 
the Goyal and Welch (2008) results. These authors find variables DP, DY, and EP are in-sample 
insignificant and thus conclude that they hold no predictive ability for stock returns. Nonetheless, 
our results are contrary to the Goyal and Welch (2008) results. This brings a new finding to the 
literature on return predictability. We argue that incorporating structural breaks into the model, 
these valuation ratios perform well. Moreover, Campbell (1987) and Hodrick (1992) show that TBL 
is a successful predictor of U.S. stock returns, while Devpura et al. (2018) document that LTR and 
LTY predict U.S. stock market returns. 
The remainder of this chapter proceeds as follows. Section 4.2 explains the econometric 
approach we employ. Section 4.3 presents the Monte Carlo simulation results. Section 4.4 describes 
the data set and empirical findings. Finally, we present concluding remarks in Section 4.5. 
 
4.2 METHODOLOGY—ECONOMETRIC APPROACH 
We implement two steps in developing a structural break predictive regression model. First, we 
identify a statistically significant structural break date. To accomplish this, we draw on the Narayan 
                                                          
30 Our finding of structural breaks is consistent with Rapach and Wohar (2006) and Paye and Timmermann (2006), 
who also document structural breaks in the slope variables; however, their predictors (DY, TMS, and DFY) are different 
from ours.  
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and Popp (2010) structural break test. This method allows two-break dates and we consider only 
the first break date for the predictability test. Second, we incorporate into the Westerlund and 
Narayan (2015a) model the chosen break date by interacting it with the predictor variable. We refer 
to this augmented model as the structural break predictive regression model. The model is given 
by: 
  𝑟𝑡 = 𝛼 + 𝛽1 𝑥𝑡−1 + 𝛽2𝑥𝑡−1𝐷𝑡−1 + 𝛽3 𝐷𝑇𝑡−1 + 𝜀𝑡    (4.1) 
    𝑥𝑡 = 𝜙 + 𝜌 𝑥𝑡−1 + 𝜇𝑡, (4.2) 
where 𝑟𝑡 is U.S. stock market excess returns, 𝑥𝑡 is the predictor variable, 𝐷𝑡−1 is the dummy variable 
representing the structural break in the slope, 𝐷𝑇𝑡−1 is the dummy variable to accommodate the 
trend in the data series, and 𝜀𝑡 is a disturbance term. Since we use 14 predictor variables, the above 
predictive regression model is estimated 14 times, representing a bivariate approach, as is typically 
the case in this literature. This model allows for the persistency and endogeneity of the predictor 
variable and any autoregressive conditional heteroskedasticity (ARCH) effects. Endogeneity here 
means that 𝜀𝑡 is correlated with 𝜇𝑡, which we capture as follows: 
  𝜀𝑡 =  𝛾𝜇𝑡 + 𝜂𝑡,            (4.3) 
where 𝜀𝑡 and 𝜂𝑡 are symmetric, independent, and identically distributed with mean zero. The 
conditional variance of 𝜀𝑡 conditional on the past of (𝑟𝑡, 𝑥𝑡) is henceforth denoted 𝜎𝜀𝑡
2 . 
Moreover, since most predictor variables are highly persistent, it is assumed that 𝜌 = 1 +
𝑐
𝑇
, where the parameter 𝑐 ≤ 0 measures how close 𝑥𝑡 is to a unit root process. 
Let 𝛽 = [𝛽
1
, 𝛽
2
, 𝛽
3
] and 𝑋𝑡= [𝑋1,𝑡, 𝑋2,𝑡, 𝐷𝑇𝑡  ] = [𝑥𝑡, 𝑥𝑡𝐷𝑡, 𝐷𝑇𝑡]. The feasible quasi 
generalized least squares (FQGLS)-based t-statistic for testing 𝐻0: 𝛽𝑗 = 0 with 𝑗 = 1, 2, 3 is of the 
form:  
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𝑡𝑗 =
∑ 𝑤𝑡
2𝑋𝑗,𝑡−1
𝑑 𝑟𝑡
𝑑𝑇
𝑡=2
√∑ 𝑤𝑡
2(𝑋𝑗,𝑡−1
𝑑 )
2𝑇
𝑡=2
 
  (4.4) 
where 𝑤𝑡 =
1
𝜎𝜀𝑡
 is the FQGLS weight and 𝑎𝑡
𝑑 = 𝑎𝑡 −
∑ 𝑎𝑠
𝑇
𝑠=2
𝑇
 for any 𝑎𝑡. Moreover, using ?̂? =
[?̂?
1
, ?̂?
2
, ?̂?
3
] to note the generalized least squares estimator of 𝛽 based on weight 𝑤𝑡, the FQGLS-
based Wald statistic for testing the joint null hypothesis of 𝐻0: 𝛽1 = 𝛽2 = 𝛽3 = 0 is given by:  
 𝑊 =?̂?′ (∑ 𝑤𝑡
2𝑋𝑡−1
𝑑 (𝑋𝑡−1
𝑑 )
′𝑇
𝑡=2 )
−1
?̂?.  (4.5) 
Of course, since 𝜎𝜀𝑡
2  is unknown, in practice it is necessary to replace 𝑤𝑡 by ?̂?𝑡. Both test statistics 
use subsampling-based critical values, as described in Westerlund and Narayan (2015a). 
 
4.3 MONTE CARLO SIMULATIONS 
In this section, we use Monte Carlo simulations to evaluate the small-sample performance of the 
proposed FQGLS-based test that allows for a structural break and, in doing so, we focus on the 
Wald test. All results are based on 1,000 replications of sample size 𝑇 = 100. We consider a 
relatively small sample size because, if it works well when 𝑇 = 100, it will also work well when 𝑇 
is larger. We compare the structural break predictive regression model estimated by FQGLS with 
the corresponding FQGLS- and ordinary least squares (OLS)-based tests without a break. This 
comparison is relevant because, while OLS without breaks is the workhorse of the literature, 
recently, the FQGLS estimator without a break has become the most popular method used in 
predictability tests.31 
                                                          
31 The Westerlund and Narayan  (2015a) test is used in several papers; see, for instance, Devpura et al. (2018), Narayan, 
Huson, and Narayan (2017), Bannigidadmath and Narayan (2016), Narayan and Bannigidadmath (2015), Narayan and 
Sharma (2015), Narayan and Gupta (2015), Sharma (2016), Salisu and Isah (2018), Salisu, Ademuyiwa, and Isah 
(2018), and Salisu, Swaray, and Oloko (2017). For panel setting, a FQGLS-based estimator is used by Vidal, Vidal-
Garcia, Lean, and Uddin (2015). 
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We perform five experiments, denoted E1, E2, E3, E4, and E5. In E1, we focus on the size 
properties at the 5% significance level. We consider different values for c (the drift parameter in 
the persistency of the predictor) and 𝛾 (the covariance between the errors in the predictive and 
predictor equations). In the remainder of the experiments, E2 through E5, we examine the power 
properties of both models based on FQGLS and OLS at the nominal 5% level. 
 
4.3.1 Size Experiment, E1 
In examining the finite-sample size properties of the breakpoint tests, we consider models (1) and 
(2). We fix the structural break at the middle value. Here, 𝑟𝑡 is generated as a linear function of 
lagged  𝑥𝑡, an interaction  𝑥𝑡 and D and a Gaussian white noise error term. Variable  𝑥𝑡 follows a 
first-order autoregressive process with 𝜌 governing the persistency of the process. When 𝜌 = 0, the 
regressor is strictly exogenous. 
The properties of E1 are as follows. (a) We set the parameter values of 𝛽1 = 𝛽2 = 𝛽3 = 0; 
(b) for persistency, 𝑐 ∈ {0, −10}; and (c) for endogeneity values, 𝛾 ∈ {0, −0.25, −0.5, −0.75, −1}. 
With these values, if the tests are oversized, then a true null hypothesis of no break will be rejected 
more frequently. 
 
4.3.2  Power Experiments, E2 to E5 
Next, we consider the parameter setting up for power experiments. In all these 4 power experiments 
(E2 to E5), we have predictor parameter (𝛽1) set to zero. In E2, we have persistency and 
endogeneity, 𝑐 = −10 and 𝛾 = −0.5, respectively. Whereas, we allow 𝛽2 =
{0.05, 0.10, 0.15,0.20,0.25,0.30,0.35,0.40,0.45,0.50} and 𝛽3 = 0.20. In E3 also, we consider the 
degree of persistency measurement, 𝑐, to be fixed at −10 and endogeneity, 𝛾 to be −0.5. However, 
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we have swapped the values of 𝛽2 and 𝛽3. Now 𝛽2 = 0.2 and 𝛽3 =
{0.05, 0.10, 0.15, 0.20, 0.25, 0.30, 0.35, 0.40, 0.45, 0.50}. In the fourth experiment (E4), we let the 
persistency measurement, 𝑐, is fixed at −10 and endogeneity, 𝛾 is −1. We set   𝛽2 =
{0.05, 0.10, 0.15, 0.20, 0.25, 0.30, 0.35, 0.40, 0.45, 0.50} and  𝛽3 = 0.20. In the final experiment 
E5 too, we have the degree of persistency 𝑐 = −10, and endogeneity 𝛾 = −1. However, now we 
set 𝛽2 = 0.2  and 𝛽3 =  {0.05, 0.10, 0.15, 0.20, 0.25, 0.30, 0.35, 0.40, 0.45, 0.50}. 
 
4.3.3 Simulation Results 
4.3.3.1 Size Results 
The results from E1 are reported in Table 4.1. Here, we examine the size of a nominal 5% level 
test. When we fix 𝛽1 = 𝛽2 = 𝛽3 =  𝑐 = 𝛾 = 0 (no persistency and endogeneity), the FQGLS 
estimator is oversized by 9.3%. The FQGLS estimator without a break is undersized by 1.2% and 
the OLS estimator is oversized by 1.2%. Therefore, in this particular situation, the FQGLS estimator 
with a break has size distortions. 
In general, the FQGLS estimator without a break seems to have undersized properties, but 
we need to take into account that structural breaks are not addressed here. Among the three 
estimators (FQGLS with break, FQGLS without a break, and OLS), the size distortions increase for 
the OLS regression as endogeneity increases, as expected. 
On the other hand, when both endogeneity (𝛾) and persistency (𝑐) increase, we observe the size 
property under FQGLS with a break converges to the nominal 5% level, while those from FQGLS 
without a break become severely undersized and those from OLS become severely oversized. 
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Table 4.1: 5% size results from the Monte Carlo study, E1 
Notes: This table reports the size values at 5% level of significance for the regression model, 𝑟𝑡 = 𝛼 + 𝛽1 𝑥𝑡−1 +
𝛽2𝑥𝑡−1𝐷𝑡−1 + 𝛽3𝐷𝑇𝑡−1 + 𝜀𝑡. Here, 𝑟𝑡 is return, 𝑥𝑡 is a predictor, 𝐷𝑡−1and 𝐷𝑇𝑡−1 are dummy variables to represent the 
structural break in the slope and in the trend and 𝜀𝑡 is the disturbance term. c (drift parameter in the regressor), 𝜆 is 
autoregressive (ARCH) coefficient in the variance equation and 𝛾  is the covariance between the errors in the predictive 
and regressor equations. We set 𝛽1 = 𝛽2 = 𝛽3 = 0. Column 7 shows the size results for FQGLS estimator. The last 
two columns show the size values for FQGLS and OLS estimators without a break point. The sample size is 100 and 
it is based on 1000 repetitions.  
c 𝜆 𝛾 𝛽1 𝛽2 𝛽3 FQGLS FQGLS OLS 
       No Break No Break 
0.00 0.60 0.00 0.00 0.00 0.00 14.30 3.80 6.20 
0.00 0.60 -0.25 0.00 0.00 0.00 13.00 3.80 6.30 
0.00 0.60 -0.50 0.00 0.00 0.00 12.50 3.60 6.70 
0.00 0.60 -0.75 0.00 0.00 0.00 12.40 3.40 7.10 
0.00 0.60 -1.00 0.00 0.00 0.00 12.10 3.20 7.30 
-10.00 0.60 0.00 0.00 0.00 0.00 13.90 3.50 6.30 
-10.00 0.60 -0.25 0.00 0.00 0.00 11.20 2.60 6.90 
-10.00 0.60 -0.50 0.00 0.00 0.00 9.80 2.10 9.20 
-10.00 0.60 -0.75 0.00 0.00 0.00 7.60 1.70 11.10 
-10.00 0.60 -1.00 0.00 0.00 0.00 7.10 1.60 13.70 
 
The main message from this simulation exercise is that in situations where the predictor 
variable is highly persistent and endogenous, use of the FQGLS model with a break is most 
suitable.32 
 
4.3.3.2 Power Results 
In the 4.3.3.1 section, note that when the predictors show high persistency and endogeneity, the 
FQGLS estimator with a break turns out to be better sized than FQGLS and OLS estimators without 
a break. Next, we examine whether the FQGLS estimator with a break also has good power 
properties vis-à-vis the no-break model of FQGLS and OLS. 
                                                          
32 When there is high persistency and endogeneity (that is, 𝑐 = −10, 𝛾 = −1),  we observe that size with OLS is 
13.70%. That is, in general, whenever 𝑐, 𝛾 ≠ 0, OLS is oversized. More importantly, when persistency (𝑐 ≠ 0) and 
endogeneity (𝛾 ≠ 0) are present, the FQGLS estimator with a break becomes stable and size converges to the 5% level.  
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We report power of the tests for the three models: FQGLS with a break, and FQGLS and 
OLS without a break via E2 through E5 (see Tables 4.2 – 4.5). The commonly used model properties 
are: (a) the predictor parameter is zero (𝛽1 = 0); and (b) the break date is set at the sample midpoint. 
Table 4.2: Power results from the Monte Carlo study, E2 
Notes: The table reports the average rejection rates under the null hypothesis, 𝛽1 = 𝛽2 = 𝛽3 = 0  of the regression 
model, 𝑟𝑡 = 𝛼 + 𝛽1 𝑥𝑡−1 + 𝛽2𝑥𝑡−1𝐷𝑡−1 + 𝛽3𝐷𝑇𝑡−1 + 𝜀𝑡. Here, 𝑟𝑡 is the return, 𝑥𝑡 is a predictor, 𝐷𝑡−1and 𝐷𝑇𝑡−1 are 
dummy variables to represent the structural break in the slope and in the trend and 𝜀𝑡 is the disturbance term. Moreover, 
𝑐 = −10 (drift parameter in the regressor), 𝜆 = 0.6 is autoregressive (ARCH) coefficient in the variance equation and  
𝛾 = −0.5 (the covariance between the errors in the predictive and regressor equation). We let 𝛽2 to vary from 0.05 to 
0.50 and fix 𝛽3 to be 0.20. Column 7 shows the power results for FQGLS estimator with breaks. The last two columns 
show the power results for FQGLS and OLS estimators without break points. The sample size is 100 and it is based on 
1000 repetitions.   
c 𝜆 𝛾 𝛽1 𝛽2 𝛽3 FQGLS FQGLS OLS 
       No Break No Break 
-10.00 0.60 -0.50 0 0.05 0.20 99.80 69.70 64.50 
-10.00 0.60 -0.50 0 0.10 0.20 99.80 68.60 64.20 
-10.00 0.60 -0.50 0 0.15 0.20 99.80 67.20 64.40 
-10.00 0.60 -0.50 0 0.20 0.20 99.80 64.80 63.40 
-10.00 0.60 -0.50 0 0.25 0.20 99.70 62.10 63.40 
-10.00 0.60 -0.50 0 0.30 0.20 99.50 60.30 63.50 
-10.00 0.60 -0.50 0 0.35 0.20 99.40 58.60 64.20 
-10.00 0.60 -0.50 0 0.40 0.20 99.30 56.60 64.70 
-10.00 0.60 -0.50 0 0.45 0.20 98.80 54.50 64.20 
-10.00 0.60 -0.50 0 0.50 0.20 98.60 53.60 64.40 
 
First, consider the results reported for E2 (Table 4.2). These are the power results when 
there is persistency and endogeneity of the predictor variables. We also consider a range of values 
for parameter 𝛽2 from 0 to 0.5 and fix 𝛽3 at 0.2. We observe that the power of the FQGLS estimator 
with a break is consistently higher than the FQGLS and OLS estimators without a break throughout 
the range of values of 𝛽2. 
Second, consider the reported results for E3 (Table 4.3) for 𝑐 = −10 and 𝛾 = −0.5. As 
previously, we set parameter 𝛽3 = 0.20 and 𝛽2 varies from 0 to 0.5. We see that the FQGLS 
estimator with a break is stable and carries higher power values compared to the FQGLS and OLS 
estimators without a break. 
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Table 4.3: Power results from the Monte Carlo study, E3 
Notes: This table reports the average rejection rates under the null 𝛽1 = 𝛽2 = 𝛽3 = 0  of the regression model, 𝑟𝑡 =
𝛼 + 𝛽1 𝑥𝑡−1 + 𝛽2𝑥𝑡−1𝐷𝑡−1 + 𝛽3𝐷𝑇𝑡−1 + 𝜀𝑡. Here, 𝑟𝑡 is the return, 𝑥𝑡 is a predictor, 𝐷𝑡−1and 𝐷𝑇𝑡−1 are dummy 
variables to represent the structural break in the slope and in the trend and 𝜀𝑡 is the disturbance term. Moreover, 𝑐 =
−10 (drift parameter in the regressor), 𝜆 = 0.6 is autoregressive (ARCH) coefficient in the variance equation and 𝛾 =
−0.5 (the covariance between the errors in the predictive and regressor equation. We fix 𝛽2 to be 0.20 and 𝛽3 to vary 
from 0.05 to 0.50. Column 7 shows the power results for FQGLS estimator with breaks. The last two columns show 
the power results for FQGLS and OLS estimators without break points. The sample size is 100 and it is based on 1000 
repetitions. 
c 𝜆 𝛾 𝛽1 𝛽2 𝛽3 FQGLS FQGLS OLS 
       No Break No Break 
-10.00 0.60 -0.50 0 0.20 0.05 98.80 34.10 51.40 
-10.00 0.60 -0.50 0 0.20 0.10 99.60 49.10 60.80 
-10.00 0.60 -0.50 0 0.20 0.15 99.70 58.10 62.00 
-10.00 0.60 -0.50 0 0.20 0.20 99.80 64.80 63.40 
-10.00 0.60 -0.50 0 0.20 0.25 99.80 67.00 64.40 
-10.00 0.60 -0.50 0 0.20 0.30 99.70 67.80 65.20 
-10.00 0.60 -0.50 0 0.20 0.35 99.70 68.00 65.50 
-10.00 0.60 -0.50 0 0.20 0.40 99.80 68.10 65.90 
-10.00 0.60 -0.50 0 0.20 0.45 99.80 67.60 65.70 
-10.00 0.60 -0.50 0 0.20 0.50 99.60 67.60 66.00 
 
In E4 and E5 (Tables 4.4 and 4.5, respectively), note that the subsample FQGLS estimator 
with a break generally performs best compared to the FQGLS and OLS estimators without a break. 
Table 4.4: Power results from the Monte Carlo study, E4 
Notes: This table reports the average rejection rates under the null hypothesis,  𝛽1 = 𝛽2 = 𝛽3 = 0  of the regression 
model, 𝑟𝑡 = 𝛼 + 𝛽1 𝑥𝑡−1 + 𝛽2𝑥𝑡−1𝐷𝑡−1 + 𝛽3𝐷𝑇𝑡−1 + 𝜀𝑡. Here, 𝑟𝑡 is the return, 𝑥𝑡 is a predictor, 𝐷𝑡−1and 𝐷𝑇𝑡−1 are 
dummy variables to represent the structural break in the slope and in the trend and 𝜀𝑡 is the disturbance term. Moreover, 
𝑐 = −10 (drift parameter in the regressor), 𝜆 = 0.6 is autoregressive (ARCH) coefficient in the variance equation and 
𝛾 = −1.00 (the covariance between the errors in the predictive and regressor equation. We let 𝛽2  to vary from 0.05 to 
0.50 and fix 𝛽3 to be 0.20. Column 7 shows the power results for FQGLS estimator with breaks. The last two columns 
show the power results for FQGLS and OLS estimators without break points. The sample size is 100 and it is based on 
1000 repetitions.   
c 𝜆 𝛾 𝛽1 𝛽2 𝛽3 FQGLS FQGLS OLS 
       No Break No Break 
-10.00 0.60 -1.00 0 0.05 0.20 99.90 66.00 63.90 
-10.00 0.60 -1.00 0 0.10 0.20 99.90 64.50 64.40 
-10.00 0.60 -1.00 0 0.15 0.20 99.90 63.50 63.10 
-10.00 0.60 -1.00 0 0.20 0.20 99.90 62.70 62.30 
-10.00 0.60 -1.00 0 0.25 0.20 99.70 60.40 62.20 
-10.00 0.60 -1.00 0 0.30 0.20 99.70 58.40 62.40 
-10.00 0.60 -1.00 0 0.35 0.20 99.70 56.60 63.10 
-10.00 0.60 -1.00 0 0.40 0.20 99.60 55.20 63.60 
-10.00 0.60 -1.00 0 0.45 0.20 99.60 53.20 63.90 
-10.00 0.60 -1.00 0 0.50 0.20 99.60 51.70 64.40 
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Table 4.5: Power results from the Monte Carlo study, E5 
Notes: This table reports the average rejection rates under the null 𝛽1 = 𝛽2 = 𝛽3 = 0  of the regression model, 𝑟𝑡 =
𝛼 + 𝛽1 𝑥𝑡−1 + 𝛽2𝑥𝑡−1𝐷𝑡−1 + 𝛽3𝐷𝑇𝑡−1 + 𝜀𝑡. Here, 𝑟𝑡 is the return, 𝑥𝑡 is a predictor, 𝐷𝑡−1and 𝐷𝑇𝑡−1are dummy variables 
to represent the structural break in the slope and in the trend and 𝜀𝑡 is the disturbance term. Moreover, 𝑐 = −10 (drift 
parameter in the regressor), 𝜆 = 0.6 is autoregressive (ARCH) coefficient in the variance equation and 𝛾 = −1 (the 
covariance between the errors in the predictive and regressor equation). We fix 𝛽2 to be 0.20 and 𝛽3 to vary from 0.05 
to 0.50. Column 7 shows the power results for FQGLS estimator with breaks. The last two columns show the power 
results for FQGLS and OLS estimators without break points. The sample size is 100 and it is based on 1000 repetitions.  
C 𝜆 𝛾 𝛽1 𝛽2 𝛽3 FQGLS FQGLS OLS 
       No Break No Break 
-10.00 0.60 -1.00 0 0.20 0.05 97.50 27.50 45.40 
-10.00 0.60 -1.00 0 0.20 0.10 100.00 42.50 57.90 
-10.00 0.60 -1.00 0 0.20 0.15 99.90 55.00 60.60 
-10.00 0.60 -1.00 0 0.20 0.20 99.90 62.70 62.30 
-10.00 0.60 -1.00 0 0.20 0.25 99.90 66.20 64.10 
-10.00 0.60 -1.00 0 0.20 0.30 99.70 66.60 65.30 
-10.00 0.60 -1.00 0 0.20 0.35 99.70 67.80 65.80 
-10.00 0.60 -1.00 0 0.20 0.40 99.70 67.60 65.60 
-10.00 0.60 -1.00 0 0.20 0.45 99.80 67.00 66.00 
-10.00 0.60 -1.00 0 0.20 0.50 99.70 67.10 65.90 
 
In sum, the results reported in this section suggest that the subsample FQGLS estimator 
with a break in the slope has good size accuracy and high power relative to FQGLS and OLS 
estimators without a break point. These statistics favor the FQGLS break model more when 
persistency and endogeneity become severe. 
 
4.4 DATA AND EMPIRICAL RESULTS 
The data we use here are obtained from Amit Goyal’s web page (www.hec.unil.ch/agoyal). This is 
U.S. stock market monthly time series data over the period January 1927 to December 2016. Stock 
market excess returns are computed using Centre for Research in Security Prices (CRSP_VW) 
value-weighted index returns (including dividends) minus the risk-free rate, which we proxy using 
the U.S. 3-month T-bill rate. We consider 14 predictor variables that have been extensively studied 
in the return predictability literature. Description of the variables is given in Table C.1 (Appendix 
C). 
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Next, we analyze this empirical data set using the proposed regression model with a break. 
First, we provide a preliminary analysis of the data set, focusing on the salient features (such as 
persistency, endogeneity, and ARCH) of the model variables. Second, in our main analysis, we test 
for stock return predictability using the structural break model. 
4.4.1 Preliminary Analysis 
Table 4.6 reports descriptive statistics. Since this is a well-known data set and has been well studied, 
we will discuss only some of the descriptive measures. The average of CRSP_VW is 0.006% and 
the volatility is 0.055%. With respect to the volatility of the 14 predictor variables, DP shows the 
highest volatility (0.460%), followed by DY and EP. At the 5% significance level, the null 
hypothesis of normality is rejected by all 15 variables. 
Table 4.6: Descriptive statistics 
Notes: This table presents descriptive statistics, including mean, standard deviation, skewness, and kurtosis of excess 
market returns (CRSP_VW) and 14 predictor variables: book to market ratio (BM), dividend payout ratio (DE), 
dividend-price ratio (DP), dividend yield (DY), earnings-to-price (EP), default return spread (DFR), default yield spread 
(DFY), inflation (INFL), long-term bond return (LTR), long-term bond yield (LTY), net equity expansion (NTIS), T-bill 
rate (TBL), stock variance (SVAR), and term spread (TMS). Additionally, we report Jarque–Bera test coefficient and its 
respective 𝑝-values in columns 6 and 7, respectively. These test the null hypothesis, whether sample data has a normal 
distribution. Sample is from January 1927 to December 2016.  
Variable  Mean Std. Dev. Skewness Kurtosis Jarque-Bera Probability 
CRSP_VW 0.006 0.055 0.413 12.669 4234.166 0.000 
BM 0.572 0.265 0.768 4.471 203.354 0.000 
DE -0.634 0.331 1.498 8.907 1971.886 0.000 
DFR 0.000 0.014 -0.340 10.594 2613.563 0.000 
DP -3.367 0.460 -0.240 2.704 14.329 0.001 
DFY 0.011 0.007 2.460 11.713 4501.913 0.000 
DY -3.362 0.458 -0.269 2.683 17.489 0.000 
EP -2.733 0.417 -0.629 5.688 396.017 0.000 
INFL 0.002 0.005 1.155 19.042 11810.370 0.000 
LTR 0.005 0.024 0.574 7.572 999.258 0.000 
LTY 0.052 0.028 1.068 3.562 219.176 0.000 
NTIS 0.017 0.026 1.665 11.372 3650.021 0.000 
SVAR 0.003 0.006 5.583 42.534 75873.270 0.000 
TBL 0.034 0.031 1.061 4.238 271.367 0.000 
TMS 0.017 0.013 -0.289 3.141 15.879 0.000 
 
 Table 4.7 presents additional features of the data. Columns 2 through 5 present the 
autocorrelation (AC) coefficients at lags 1, 12, 24, and 36. We run the models of the squared stock 
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returns and predictor variables individually. We observe that the AC coefficient decreases with an 
increase in lag length, implying the presence of ARCH. 
We document two persistency tests. These are estimates from an AR(1) model and the 
Augmented Dickey–Fuller (1981) test, which examines the null hypothesis of a unit root. These 
results are reported in columns 6 through 9 of Table 4.7. Column 6 presents the AR(1) coefficients. 
Three variables (CRSP_VW, DFR, and LTR) contain low AR(1) coefficients of less than 0.095. 
However, we observe that most of the variables show AR(1) coefficients very close to 1, implying 
unit root–like behavior. The ADF test results are presented in columns 7 and 8, whereas column 9 
notes the lag length. The lag length is chosen using Schwartz information criteria with a maximum 
of 8 lags. The null hypothesis of a “unit root” is rejected at the 5% level of significance, except for 
the variables DP, LTY, and TBL. Therefore, these variables are non-stationary. We find that the null 
hypothesis of “no ARCH” (see the last two columns of Table 4.7) is rejected for all 14 predictors 
at the 5% significance level. We also conduct the Wald test of heteroskedasticity for variables and 
test for endogeneity of the predictor variables. These results are reported in Table 4.8. The key 
finding from heteroskedasticity is that all variables seem to exhibit ARCH (Panels A and B of Table 
4.8). Panel C notes that except for predictors INFL, NTIS, and TMS, the rest are endogenous. 
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Table 4.7: Autocorrelation, unit root and heteroskedasticity 
Notes: In this table, we report autocorrelation coefficients at lags 1, 12, 24, and 36 for squared stock returns and squared predictor variables in the 2-5 columns. 
These coefficients are used to judge the degree of persistency. Column 6 reports the autoregressive coefficient (AR(1)) of the stock returns and 14 predictor 
variables. The Augmented Dickey-Fuller (ADF) test coefficient and its respective 𝑝-values, which examine the null hypothesis of “unit root,” are reported in 
columns 7 and 8. Optimal lag length, chosen using the Schwartz Information Criterion (SIC), is reported in column 8. Optimal lag length is selected by starting 
with a maximum of eight lags. Finally, heteroskedasticity (ARCH) tests are in final two columns respectively. We run an autoregressive model for each variable 
with 6 lags and test for the null hypothesis of “no ARCH” in the residuals of the model. The Lagrange Multiplier (LM) test statistic is reported together with the 
𝑝-values. Our data span the period January 1927 to December 2016. All variables listed in column 1 are defined in Appendix C, Table C.1. 
Variable AC(1) AC(12) AC(24) AC(36) 𝜌 ADF 𝑝-value Lag ARCH(6) 𝑝-value 
CRSP_VW 0.300 0.129 0.053 0.017 0.095 -29.921 0.000 0 21.543 0.000 
BM 0.959 0.606 0.437 0.326 0.986 -3.068 0.029 8 83.769 0.000 
DE 0.991 0.742 0.547 0.453 0.992 -4.352 0.000 7 14.706 0.000 
DP 0.993 0.897 0.817 0.769 0.992 -2.132 0.232 1 20.234 0.000 
DY 0.993 0.899 0.823 0.774 0.992 -3.434 0.050 1 19.595 0.000 
EP 0.984 0.617 0.468 0.399 0.986 -3.837 0.003 2 7.359 0.000 
DFR 0.246 0.082 -0.004 0.005 -0.121 -37.028 0.000 0 33.875 0.000 
DFY 0.939 0.545 0.301 0.204 0.975 -3.522 0.008 3 37.417 0.000 
INFL 0.218 0.038 0.034 0.039 0.567 -6.508 0.000 6 1.905 0.077 
LTR 0.287 0.094 0.042 0.039 0.044 -31.372 0.000 0 21.330 0.000 
LTY 0.993 0.917 0.848 0.794 0.997 -1.362 0.602 0 44.019 0.000 
NTIS 0.969 0.486 0.167 0.074 0.979 -3.628 0.005 1 16.262 0.000 
SVAR 0.369 0.122 0.109 0.062 0.644 -6.486 0.000 5 5.031 0.000 
TBL 0.977 0.782 0.614 0.502 0.993 -2.021 0.278 8 101.005 0.000 
TMS 0.950 0.596 0.254 0.025 0.962 -5.212 0.000 1 32.993 0.000 
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Table 4.8: Wald and endogeneity test results 
Notes: This table reports tests for heteroscedasticity based on a Wald test. We report the Wald test for the null of “no ARCH” effect in the estimated variance 
equations for 𝜂𝑡 and 𝜇𝑡, and the associated 𝑝-values, and the number of lags used. The results are reported for stock market excess returns (see Panel A) as well as 
for all 14 predictor variables (see Panel B). Finally, in Panel C, we report the endogeneity test results. Sample is from January 1927 to December 2016. 
 Panel A: Returns Panel B: Predictor Panel C: Endogeneity 
Variable Lag Wald 𝑝-value Lag Wald 𝑝-value gamma 𝑡-statistic 𝑝-value 
BM 1 35.009 0 3 578.229 0 -1.013 -49.443 0.000 
DE 3 162.167 0 2 267.651 0 -0.078 -2.036 0.042 
DP 4 1011.671 0 3 129.197 0 -0.962 -149.505 0.000 
DY 3 160.451 0 3 125.865 0 -0.076 -2.548 0.011 
EP 1 381.232 0 3 98.574 0 -0.624 -39.083 0.000 
DFR 3 146.622 0 3 190.516 0 0.622 5.094 0.000 
DFY 3 71.572 0 4 319.565 0 -9.511 -9.154 0.000 
INFL 3 166.143 0 1 8.324 0 0.205 0.508 0.612 
LTR 3 162.408 0 3 127.685 0 0.179 2.638 0.008 
LTY 3 160.639 0 3 266.31 0 -2.35 -3.450 0.001 
NTIS 3 169.807 0 1 28.694 0 -0.318 -0.952 0.341 
SVAR 3 161.035 0 1 59.443 0 -2.987 -8.054 0.000 
TBL 3 177.165 0 2 166.487 0 -1.144 -2.524 0.012 
TMS 3 162.881 0 2 54.703 0 0.175 0.379 0.705 
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4.4.2 Main Findings 
In the section 4.4, we briefly discussed the properties of each of the 14 predictor variables as well 
as the response variable (U.S. stock market excess returns). In this section, we turn to our main 
predictability results using the break model. First, we extract the break date using the Narayan and 
Popp (2010, 2013) model. Table 4.9 reports two-break unit root test results that allow for breaks in 
both the level and the slope. Except for BM, DY, DFY, LTY, and TBL, the rest of the variables 
indicate that the null hypothesis of a unit root is rejected. 
Table 4.9: Narayan and Popp (2010, 2013) break dates 
Notes: This table reports two-break unit root test results that allow for both level and slope following the papers Narayan 
and Popp (2010, 2013). We consider the first break date (column 3) in our one-break predictive regression model (in 
Table 4.11). Here, CRSP_VW is the excess returns and 14 predictor variables are namely, book to market ratio (BM), 
dividend payout ratio (DE), dividend-price ratio (DP), dividend yield (DY), earnings-to-price (EP), default return 
spread (DFR), default yield spread (DFY), inflation (INFL), long-term bond return (LTR), long-term bond yield (LTY), 
net equity expansion (NTIS), T-bill rate (TBL), stock variance (SVAR), and term spread (TMS). We refer to the Table 3 
of Narayan and Popp (2010) for the critical values for unknown break dates. ***, **, and * indicate the unit root null 
is rejected, at levels of statistical significance 1%, 5%, and 10%, respectively. 
Variable Test statistic Break date 1 Break date 2 k 
CRSP_VW -13.480*** 1974:09 1987:09 5 
BM -3.755 1974:10 1974:12 5 
DE -7.015*** 1987:03 1987:06 4 
DP -4.469* 1987:09 1998:07 5 
DY -4.368 1987:10 1998:08 5 
EP -5.501*** 1974:09 1987:09 5 
DFR -26.260*** 1970:05 1986:02 1 
DFY -4.188 1974:10 1980:03 3 
INFL -11.880*** 1946:06 1973:07 3 
LTR -24.920*** 1980:03 1981:10 1 
LTY -1.837 1980:03 1981:10 2 
NTIS -5.081** 1973:11 1984:05 5 
SVAR -7.256*** 1987:09 1987:12 5 
TBL -4.043 1980:04 1981:05 2 
TMS -6.563*** 1980:04 1981:04 3 
 
We further report results from the Narayan and Popp (2010, 2013) regression model. 
Columns 6 and 7 of Table 4.10 show the results for the two-break dates. After carefully considering 
the two break dates identified from the model, the first break date mostly falls in 1974 Oil shock, 
stock market crash in 1987 and 1980 U.S. recession. Similarly, the second break date falls in mainly  
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Table 4.10: Results of two-break unit root regression model 
Notes: This table reports the results for the following regression model from Narayan and Popp (2010) for two-break unit root model with two endogenous breaks 
in level and slope.  𝑦𝑡 = 𝜌𝑦𝑡−1 + 𝛼 + 𝛽𝑡 + 𝜅1𝐷𝑇𝐵,1
′  + 𝜅2𝐷𝑇𝐵,2
′ + 𝛿1𝐷 𝑈1,𝑡−1
′ + 𝛿2𝐷 𝑈2,𝑡−1
′ + 𝛾1 𝐷 𝑇1,𝑡−1
′ + 𝛾2𝐷 𝑇2,𝑡−1
′ +  ∑ 𝛽𝑗Δ𝑦𝑡−𝑗 + 𝑒𝑡
𝑘
𝑗=1 . Here 𝑦𝑡  can be any 
of the 15 variables namely, CRSP value weighted excess returns (CRSP_VW), book to market ratio (BM), dividend payout ratio (DE), dividend-price ratio (DP), 
dividend yield (DY), earnings-to-price (EP), default return spread (DFR), default yield spread (DFY), inflation (INFL), long-term bond return (LTR), long-term 
bond yield (LTY), net equity expansion (NTIS), T-bill rate (TBL), stock variance (SVAR), and term spread (TMS). The true break dates are denoted by 𝑇𝐵,1 and 𝑇𝐵,2, 
𝐷𝑈1 and 𝐷𝑈2 are the level breaks dummy variables and 𝐷𝑇1 and 𝐷𝑇2 represent the slope break dummies. Finally, 𝑒𝑡 represent the error term. ***, **, and * indicate 
the statistical significance 1%, 5%, and 10%, respectively. 
Variable 𝜌 𝛼 𝛿1 𝛿2 𝜅1 𝜅2 𝛾1 𝛾2 t 𝛽1 𝛽2 𝛽3 𝛽4 𝛽5 
CRSP_
VW 
-
0.961*** 
(-13.48) 
0.001** 
(2.117) 
-0.000 
(-0.017) 
-0.005 
(-0.521) 
0.163*** 
(3.023) 
-
0.228*** 
(-4.206) 
0.000 
(0.821) 
-0.000 
(-0.694) 
-0.000 
(-0.984) 
0.063 
(0.962) 
0.057 
(0.984) 
-0.046 
(-0.941) 
-0.003 
(-0.067) 
0.070** 
(2.332) 
BM -0.026 
(-3.755) 
0.019*** 
(3.118) 
-0.000 
(-0.000) 
0.004 
(0.000) 
0.132*** 
(3.07) 
-0.153 
(-0.000) 
-0.000 
(-0.00) 
0.000 
(0.000) 
-0.000 
(-0.329) 
0.207**
* 
(6.763) 
-
0.087**
* 
(-2.773) 
-
0.161*** 
(-5.217) 
0.069** 
(2.224) 
0.089*** 
(2.949) 
DE -
0.023*** 
(-7.015) 
-0.006** 
(-2.578) 
0.0191 
(0.309) 
-0.006 
(-0.091) 
0.040 
(1.449) 
-0.050 
(-0.741) 
-0.0031 
(-0.081) 
0.003 
(0.081) 
-
0.000*** 
(-3.539) 
0.665**
* 
(22.300) 
0.115**
* 
(3.161) 
0.119*** 
(3.314) 
-
0.118*** 
(-3.903) 
 
DP -0.032* 
(-4.469) 
-
0.093*** 
(-4.344) 
0.006 
(0.556) 
0.001 
(0.131) 
0.2408**
* 
(4.44) 
0.171*** 
(3.104) 
-0.000** 
(-1.984) 
0.000** 
(2.489) 
-0.000** 
(-2.125) 
0.109**
* 
(3.619) 
0.013 
(0.446) 
-0.066** 
(-2.204) 
0.067** 
(2.234) 
0.096*** 
(3.191) 
DY -0.032 
(-4.368) 
-
0.093*** 
(-4.263) 
0.006 
(0.562) 
0.002 
(0.173) 
0.240*** 
(4.434) 
0.170*** 
(3.106) 
-0.000** 
(-2.022) 
0.000** 
(2.517) 
-0.000** 
(-2.024) 
0.114**
* 
(3.761) 
0.010 
(0.333) 
-0.068** 
(-2.25) 
0.053* 
(1.767) 
0.085*** 
(2.838) 
EP -
0.035*** 
(-5.501) 
-
0.091*** 
(-5.322) 
0.0203* 
(1.675) 
-0.009 
(-0.706) 
-
0.189*** 
(-2.966) 
0.264*** 
(4.118) 
-0.000 
(-1.478) 
0.000 
(1.349) 
0.000 
(0.008) 
0.255**
* 
(8.517) 
0.097**
* 
(3.129) 
0.016 
(0.547) 
0.067** 
(2.19) 
0.063** 
(2.077) 
DFR -
1.194*** 
(-26.26) 
0.001 
(1.109) 
0.001 
(0.503) 
0.000 
(0.026) 
-
0.044*** 
(-3.247) 
-
0.056*** 
(-4.123) 
-0.000 
(-0.368) 
0.000 
(0.537) 
-0.000 
(-0.529) 
0.062** 
(2.035) 
    
DFY -0.033 
(-4.188) 
0.000*** 
(3.361) 
0.00 
(0.199) 
-0.000 
(-0.541) 
0.004*** 
(3.258) 
0.005*** 
(3.812) 
0.000 
(0.732) 
-0.000 
(-0.641) 
-0.000** 
(-2.309) 
0.220**
* 
(7.362) 
-0.050 
(-1.641) 
-
0.152*** 
(-5.086) 
  
INFL -
0.391*** 
(-11.88) 
-
0.001*** 
(-3.07) 
-0.001** 
(-2.143) 
0.001** 
(2.41) 
0.049*** 
(13.860) 
0.015*** 
(4.422) 
-
0.000**
* 
(-2.987) 
-
0.000**
* 
(-2.631) 
0.000*** 
(3.911) 
-
0.189**
* 
(-5.511) 
-
0.178**
* 
(-5.769) 
-
0.100*** 
(-3.687) 
  
LTR -
1.048*** 
(-24.92) 
0.004* 
(1.918) 
-0.008 
(-0.661) 
0.012 
(1.019) 
0.148*** 
(6.274) 
0.137*** 
(5.192) 
0.0004 
(0.371) 
-0.000 
(-0.388) 
-0.000 
(-0.732) 
0.0684*
* 
(2.287) 
    
LTY -0.012 
(-1.837) 
-0.000 
(-0.356) 
0.002 
(1.583) 
-0.002* 
(-1.900) 
-
0.015*** 
-
0.017*** 
-0.000 
(-0.006) 
-0.000 
(-0.032) 
0.000*** 
(2.891) 
0.053** 
(1.76) 
-0.069** 
(-2.321) 
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(-6.757) (-6.556) 
NTIS -0.034** 
(-5.081) 
0.000** 
(2.091) 
0.000 
(0.259) 
0.000 
(0.149) 
-
0.025*** 
(-5.335) 
-
0.019*** 
(-4.075) 
-0.000 
(-0.405) 
0.000 
(0.259) 
-0.000 
(-0.301) 
0.144** 
(4.871) 
0.035 
(1.173) 
-0.027 
(-0.911) 
0.08*** 
(2.773) 
0.1296**
* 
(4.345) 
SVAR -
0.202*** 
(-7.256) 
0.001*** 
(4.186) 
-
0.080*** 
(-8.282) 
-
0.054*** 
(-5.492) 
0.063*** 
(17.48) 
-
0.056*** 
(-5.042) 
0.045**
* 
(7.192) 
-
0.045**
* 
(-7.191) 
-
0.000*** 
(-3.025) 
-
0.154**
* 
(-4.299) 
-
0.269**
* 
(-7.697) 
-
0.156*** 
(-4.775) 
-
0.102*** 
(-3.534) 
-
0.099*** 
(-3.807) 
TBL -0.023 
(-4.043) 
-0.001 
(-1.581) 
0.006*** 
(2.965) 
-
0.008*** 
(-4.296) 
-
0.037*** 
(-11.080) 
-
0.030*** 
(-8.312) 
0.000 
(0.685) 
-0.000 
(-0.713) 
0.000*** 
(3.96) 
0.335**
* 
(11.65) 
-0.08*** 
(-2.96) 
   
TMS -
0.057*** 
(-6.563) 
0.00*** 
(4.050) 
-
0.007*** 
(-3.130) 
-0.001 
(-0.342) 
0.041*** 
(12.570) 
-
0.038*** 
(-9.470) 
0.000** 
(2.362) 
-0.001** 
(-2.361) 
-0.000** 
(-2.228) 
0.137**
* 
(4.99) 
0.026 
(0.9218) 
0.055** 
(2.004) 
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U.S. recession (5/15 variables) and is followed by the market crash in 1987. We observe that except 
for the variable DE, all other variables are significant. Therefore, the break dates are important. 
Our main finding regarding stock return predictability is shown in Table 4.11. We test 
whether U.S. stock market excess returns can be predicted by 14 predictors when we accommodate 
a structural break in the slope and in the trend, and estimate it using the FQGLS estimator. Here, 
we consider the first break date from the Narayan and Popp (2010) model as our break point. 
When we account for a structural break, we observe that six predictors (DP, DY, EP, LTR, 
LTY, and TBL) are able to predict U.S. stock market excess returns. Now, we turn to the results for 
the structural break in the slope. Predictors DFR, INFL, LTY, SVAR, and TBL show that a structural 
break in the slope is statistically significant at the 10% level. 
Table 4.11: Predictive regression results 
Notes: This table reports results from the time series predictive regression model with a single structural break in the 
slope and in the trend. We consider the break date in column 3 of Table 4.9 for our one-break predictive regression 
model, 𝑟𝑡 = 𝛼 + 𝛽1 𝑥𝑡−1 + 𝛽2𝑥𝑡−1𝐷𝑡−1 + 𝛽3𝐷𝑇𝑡−1 + 𝜀𝑡. Here, 𝑟𝑡 is the U.S. stock market excess return, 𝑥𝑡 is a 
predictor (this can any of one predictor of 14 predictors), 𝐷 and DT are dummy variables to represent the structural 
break in the slope and in the trend and 𝜀𝑡 is the disturbance term. CRSP_VW is the excess return index and the 14 
predictor variables: book to market ratio (BM), dividend payout ratio (DE), dividend-price ratio (DP), dividend yield 
(DY), earnings-to-price (EP), default return spread (DFR), default yield spread (DFY), inflation (INFL), long-term bond 
return (LTR), long-term bond yield (LTY), net equity expansion (NTIS), T-bill rate (TBL), stock variance (SVAR), and 
term spread (TMS). The FQGLS 𝑡-statistics are mentioned in the columns 3, 5 and 7 respectively. Our data are monthly 
from January 1927 to December 2016. The null of no predictability “𝛽𝑖 = 0” is tested. ***, **, and * indicate statistical 
significance at 1%, 5%, and 10% significance levels, respectively. 
Predictor 𝛽1 t-stat 𝛽2 t-stat 𝛽3 𝑡-stat 
BM 0.015 1.632 -0.006 -0.997 0.000 1.604 
DE 0.000 0.009 0.000 -0.029 0.000 0.087 
DFR -0.091 -0.420 0.485* 1.850 0.000 -0.073 
DP 0.012** 2.150 -0.001 -0.723 0.000 0.853 
DFY -0.087 -0.278 0.003 0.009 0.000 -0.045 
DY 0.015** 2.674 -0.002 -1.401 0.000 0.581 
EP 0.011** 2.610 0.001 0.690 0.000 1.438 
INFL 0.162 0.284 -1.517** -2.245 0.000 0.068 
LTR 0.269** 2.233 -0.186 -1.335 0.000 0.374 
LTY -0.267*** -2.838 0.175** 2.373 0.000 -1.348 
NTIS -0.071 -0.817 -0.028 -0.235 0.000 -0.196 
SVAR 0.432 0.821 -1.961*** -2.342 0.000 1.010 
TBL -0.204** -2.701 0.138* 1.900 0.000 -0.935 
TMS 0.163 0.925 -0.027 -0.136 0.000 -0.046 
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When testing for a trend break, we nevertheless find no evidence of a significant break, 
suggesting that trend breaks are unimportant for this type of financial time series. In summary, we 
find that, of 14 predictors, 6 predict U.S. stock market excess returns and 5 (DFR, INFL, LTY, 
SVAR, and TBL) show that a break is important for predictability. 
 
4.5 CONCLUSION 
In this chapter we propose a structural break predictive regression model in the spirit of the 
Westerlund and Narayan (2015a) FQGLS estimator. Our innovation is that we extend the 
Westerlund and Narayan (2015a) model by including a structural break in the slope and in the trend. 
We test the performance of the FQGLS and OLS estimators with and without a break using Monte 
Carlo simulations. We conduct five simulation experiments that test both size and power properties. 
The simulations indicate that the FQGLS estimator, when subjected to a structural break, shows 
good size and power properties compared to the FQGLS and OLS estimator-based models without 
a break. 
Our analysis concludes with an application. We consider a monthly U.S. dataset of stock 
market excess returns and predictors for a historical time period (January 1927 through December 
2016). We implement the Narayan and Popp (2010) model to identify the structural breaks. Our 
empirical application leads to two interesting results for U.S. stock market returns. Our first and 
main finding is that 5 of 14 predictors (DFR, INFL, LTY, SVAR, and TBL) show evidence of a 
statistically significant break in the slope. Our second finding is that 6 of 14 predictors (DP, DY, 
EP, LTR, LTY, and TBL) show strong evidence of predictability. 
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5 CONCLUSION 
 
5.1 INTRODUCTION 
This dissertation consists of three essays on return predictability, focusing exclusively on stocks 
and bonds. In this chapter, we provide key findings and contributions from the three empirical 
studies undertaken. Finally, we conclude by discussing the key implications of our findings. 
 
5.2 MAIN FINDINGS 
The main findings from the three chapters of this dissertation are as follows. 
1. In the first essay, we examine stock return predictability using a time-varying model. The 
key findings are: 
a) We show that time-varying predictability holds in a historical sense. We have 
historical monthly U.S. data covering the period January 1927 to December 2014. 
We find evidence of time-varying stock market return predictability. 
b) Our second finding relates to the predictors: We use a total of 14 predictors. Time-
varying predictability is tested using an expanding window method. We set the first 
20 years of data as the initial window to run the first model. From running a 
predictive regression model, we find 7 of 14 predictors (EP, DFY, LTR, LTY, NTIS, 
SVAR, and TBL) show strong evidence of time-varying predictability. Thus, 50% of 
these predictors predict returns. 
c) Our third finding relates to the determinants of time-varying predictability, which 
we test by using expected and unexpected shocks emanate from each of the 14 
predictor variables. We also augment this determinants model with dummy variables 
that capture the phases of time-varying predictability discovered using each of the 
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predictors. These regression models show that, except for shocks relating to LTR, 
expected and unexpected risks resulting from the other 13 variables help explain 
time-varying predictability. From this finding, we conclude that expected and 
unexpected risks emanate from predictor variables are instrumental in explaining 
time-varying predictability. 
2. The main findings from the second essay on bond return predictability are as follows. 
a) We show that commodity variables, namely, OP and OFP, which previously have 
not been modelled as predictors of bond excess returns, turn out to be successful 
predictors. Apart from the OECD panel, for robustness, we formed three additional 
subpanels, OECD high-income, OECD-European region, and G7 panels. We also 
find that WCPI predicts bond excess returns in three out of four panels. With regard 
to time series results, TS shows both in-sample and out-of-sample (OOS) 
predictability, whereas for panel regressions, all four panels show that TS predicts 
bond excess returns. The next most successful predictor in panel data models is the 
T-bill. 
b) We undertake an extensive OOS test for bond excess return predictability. Here, we 
use five evaluation metrics, 𝑂𝑂𝑆𝑅2, 𝑅𝑇𝑈, 𝑅𝑅𝑀𝑆𝐸, 𝑅𝑀𝐴𝐸, and 𝐸𝑁𝐶 − 𝑁𝐸𝑊. 
From both time series and panel regression analysis, we find limited in-sample 
evidence of predictability, but strong OOS forecasting performance. 
c) Further, we test for the economic significance of predictability. We utilize a power 
utility function to explore the economic significance of our statistical results. In time 
series tests, maximum utility (highest number of positive gains) is recorded by the 
predictor GFP, which shows 11 out of 23 countries with positive utility. The next 
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four predictors with positive utility are recorded by GP, CPI, TS, and T-bill, 
respectively. For panel-based utility, we find that the utility gains for all 12 predictor 
variables are positive in sign. 
3. In the third essay, we investigate the effectiveness of incorporating structural breaks in the 
model, and we find: 
a) MC simulations reveal that having a structural break in the trend and slope of the 
model improves the power of the predictive regression model compared to models 
without a structural break. 
b) Structural break is important. We discover that a break in slope is statistically 
significant in the case of 5 (LTY, DFR, INFL, SVAR, and TBL) out of 14 predictors. 
Moreover, we find no evidence of a break in trend, suggesting that with our financial 
time series data, breaks in trend are a non-issue. 
c) Moreover, we find the predictors LTR, LTY, and TBL predict stock market returns 
when a structural break in the slope and trend is allowed. 
 
5.3 CONTRIBUTIONS TO THE LITERATURE  
This section recaps the contributions of this dissertation to several strands of the literature on return 
predictability and to other strands of the financial economics literature. 
 
5.3.1 Essay 1: Is Stock Return Predictability Time-varying?  
We contribute to several strands of the literature on time-varying predictability. Our first 
contribution is to the time-varying literature itself. In our empirical application, we find evidence 
of time-varying predictability. Earlier studies (see, for example, Paye and Timmermann, 2006; 
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Guidolin et al., 2013; Kim et al., 2011) examine stock return predictability in a time-varying 
framework, but the key difference between our study and this literature is that we employ a 
predictive regression model that accounts for the existence of the persistency and endogenous 
features of the predictor variable and heteroskedasticity. 
Our second contribution relates to studies using different approaches to test time-varying 
predictability. For example, Guidolin et al. (2013) argue that return predictability is time-varying 
and is linked to the business cycle; Kim et al. (2011) focus on serial correlation of returns consistent 
with the adaptive market hypothesis; and Henkel et al. (2011) treat both predictors and returns as 
time-varying. In our case, we find time-varying predictability in several time phases, and our results 
are robust to different estimation window methods. Our final contribution is to the literature on the 
determinants of time-varying predictability. For example, Bannigidadmath and Narayan (2016) 
examine the determinants of time-varying predictability for sectoral data. Compared to these 
authors, we have a larger data set (January 1926 to December 2016) and a larger number of 
predictors (14 predictors). Finally, consistent with these authors’ results, we find that predictor risks 
explain the time-varying nature of predictability. 
 
5.3.2 Essay 2: Bond Return Predictability: The Role of Commodities and Other Factors. 
Bond return predictability is a key topic in the asset pricing literature. Our findings contribute to 
this literature in a number of ways. First, we contribute to the literature by using both time series 
and panel data models, which avoids statistical problems often associated with predictability 
models. For example, the time series predictability model proposed by Westerlund and Narayan 
(2015a) controls for features such as predictor persistency, endogeneity, and heteroscedasticity, 
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whereas the panel predictive regression model proposed by Westerlund et al. (2017) accounts for 
cross-sectional dependence, endogeneity, and persistency of the data. 
Second, our contribution is related to the international bond market. In this research, we 
consider 25 OECD countries, including the U.S. Studies on international bond predictability are 
limited compared to international stock return predictability. For instance, Ilmanen (1995) 
examines bond return predictability for six countries; Guidolin et al. (2009) examine bond return 
predictability for G7 countries, and Dahlquist and Hasseltoft (2013) consider bond return 
predictability for four countries. We contribute to this branch of literature by analysing a large 
number of countries, that is, 25 OECD countries and a large number of predictor variables (12 
predictors). We also group these countries into four panels: OECD, OECD high-income, OECD-
European region, and G7 country panels. 
Our third and final contribution relates to the commodities markets influencing the bond 
market. However, there is very limited research on the commodity market–stock market linkage. 
For example, oil price predicting stock return predictability is evidenced by Driesprong et al. 
(2008), Park and Ratti (2008), Narayan and Sharma (2011), Casassus and Higuera (2012), and 
Narayan and Gupta (2015). One key paper showing the relationship between commodities markets 
and bond markets is Hong and Yogo (2012), who find that commodity market interest is a predictor 
for bond returns. We enhance this literature by providing evidence of bond excess return 
predictability through energy variables, OFP and OP, as well as the WCPI commodity index. Our 
study is the first research to use commodity variables and commodity indexes as predictors for bond 
excess predictability. We find both strong statistical and economic significance for the role played 
by energy variables in predicting bond excess returns. 
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5.3.3 Essay 3: Structural Instability and Predictability 
Our findings from our third empirical study contribute to several strands of the literature. First, this 
work contributes to the experiments run on MC simulations in predicting stock returns. Hodrick 
(1992) examines long-horizon stock return forecasting by applying dividend yield as a predictor, 
but fails to find evidence. On the other hand, we use MC simulation for a model that controls for 
commonly known econometric issues, including the persistency and endogenous features of the 
predictor variable and heteroskedasticity in the predictive regression model. Our empirical setup 
suggests that a one-break predictive regression model is sufficient to test for predictability in 
historical data. 
Our second contribution is directly to the stock return predictability literature. A vast 
literature in finance reports evidence of predictability in stock market returns. We find that six 
predictors predict U.S. stock market excess returns. These predictors are: DP, DY, EP, LTR, LTY, 
and TBL. Among these six predictors, three (DP, DY, and EP) are valuation ratios. We use data 
from Goyal and Welch (2008) and extend this data to December 2016. Hence, we can compare our 
results with the Goyal and Welch (2008) results. These authors find that the DP, DY, and EP 
variables are in-sample insignificant and thus conclude no predictive ability for stock returns. 
Nonetheless, our results are opposed to the Goyal and Welch (2008) results. This brings a new 
finding to the literature on return predictability. We argue that after incorporating structural breaks 
into the model, these valuation ratios perform well. Moreover, Campbell (1987) and Hodrick (1992) 
show that TBL is a successful predictor of U.S. stock returns, while Devpura et al. (2018) document 
that LTR and LTY predict U.S. stock market returns. The key contribution here is that we have more 
refined predictor coefficients, since we control for break in slope and in trend. 
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Our third contribution is related to the various methods of finding break dates. We employ 
the Narayan and Popp (2010, 2013) method of finding break in the slope and trend. Other structural 
break models are suggested in the literature by Chow (1960), Quandt (1960), Andrews (1993), and 
Bai and Perron (2003). 
 
5.4 IMPLICATIONS 
Four main implications emerge from this dissertation. First, we provide significant evidence that 
U.S. stock market return predictability is time-varying. U.S. stock returns are explained by various 
predictors, including valuation ratios, macroeconomic variables, and financial variables. The 
determinants of time-varying predictability are both expected and unexpected shocks emanating 
from predictor variables, and phases of predictability (which capture market volatility). The 
implication is that time-varying models are more suitable to understanding predictability 
particularly if one is using historical data. 
Moreover, we find that utilizing information from both technical indicators and economic 
variables substantially increases forecasting performance relative to using only economic variables. 
The implication is that these information (about predictors) can potentially be used to devise trading 
strategies. 
Second, we provide significant evidence on the presence of a relationship between energy 
variables and bond excess returns. We find that government bond excess returns can be forecast 
mainly by two energy variables, oil spot price and oil futures ptice. These commodity variables can 
be treated as indicators of the future state of the economy. Third, using power utility trading 
strategy, the utility gains are available to investors. We find that gains are higher when we use the 
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predictor variable in the model. The implication is that this is of interest to investors in commodity 
and bond markets that include producers and arbitragers alike. 
Fourth, we also show that structural break (instability) also matters to how stock return 
predictability unfolds. The implication is that structural instability has an impact on return 
predictability and it is something that cannot be ignored by policy makers in forecasting returns.  
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APPENDIX 
 
A. APPENDIX TO CHAPTER 2 
Table A.1 contains details on the 14 predictors considered in Chapter 2 empirical analysis. The 
notations used are described in column 2, and variables are described in column 3. The time span 
for each of the variables is from January 1927 to December 2014. 
 
Table A.1: Variable description  
Predictor Notation Description 
Dividend-price ratio DP Difference between the log of dividends (12-month moving 
sums of dividends paid on S&P500 Index) and the log of prices 
(S&P 500 Index price). 
 
Dividend yield (DY) DY Difference between the log of dividends (12-month moving 
sums of dividends paid on S&P500 Index) and the log of lagged 
prices (S&P 500 Index price). 
 
Dividend payout ratio DE Difference between the log of dividends (12-month moving 
sums of dividends paid on S&P500 Index) and the log of 
earnings (12-month moving sums of earnings on S&P500). 
Earnings-to-price EP Difference between the log of earnings (12-month moving sums 
of earnings on S&P500 Index) and the log of prices (S&P500 
Index price). 
 
Book-to-market ratio BM Ratio of book value to market value for the Dow Jones Industrial 
Average. 
Inflation INFL Growth in the consumer price index with a one-month lag. 
Long-term bond yield LTY Long-term government bond yield. 
 
Long-term bond return LTR Long-term government bond return. 
Term spread TMS Difference between long-term government bond yield and the 
T-bill rate. 
T-bill rate TBL Three-month Treasury bill rate. 
Net equity expansion NTIS Ratio of 12-month moving sums of net issues by NYSE-listed 
stocks to NYSE market capitalization. 
 
Default yield spread DFY Difference between BAA- and BAA rated corporate bond 
yields. 
Default return spread DFR Difference between long-term corporate bond and long-term 
bond returns. 
Stock variance SVAR Sum of squared daily market returns on the S&P 500. 
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Table A.2: Phases of predictability-rolling window 
Notes: This table reports results from the time series predictive regression model proposed by Lewellen (2004) and 
WN (2015a) in Panel A and Panels B to C, respectively. Results are based on the following predictive regression model: 
𝑟𝑡 = 𝛼 + 𝛽 𝑥𝑡−1 + 𝜀𝑡. Here, 𝑟𝑡  is excess stock returns, 𝑥𝑡 represents the predictor variable, and 𝜀𝑡 is the disturbance 
term. The time-varying t-statistics are extracted using a rolling window approach. Our initial window consists of the 
first 44 years of data, February 1927 to January 1971. The 95% confidence intervals for 𝛽 = 0 are based on the 
asymptotic FQGLS-based test (see Panel B) and subsample FQGLS-based test (see Panel C). The null of “no 
predictability” is rejected when 𝛽 = 0 does not fall within the confidence interval ranges. We also calculate the 
percentage of months for which we find significant predictability. We regard predictability by any predictor as time-
varying only if the computed percentage is between 25% and 90% (indicated by “Y”) and “N” represents the computed 
percentage beyond these values and is not time-varying. Note that 100% significance means that we are able to reject 
the null of “no predictability” at all times; therefore, this means predictability in such cases is not time-dependent. All 
predictor variables are defined in Table A.1. 
 
 
Panel A: Lewellen (2004)  Panel B: WN (2015a) FQGLS 
Asymptotic Confidence Intervals 
Results 
Panel C: WN (2015a) FQGLS 
Subsampling Confidence Intervals 
Results 
 
Time-varying 
(Y/N) 
[% of Months] 
Time phases of 
predictability by 
95% CI 
Time-varying 
(Y/N) 
[% of Months] 
 Time phases of 
predictability 
Asymptotic FGLS 
Time-varying 
(Y/N) 
[% of Months] 
Time phases of 
predictability  
BM N [99.05%] 1971:01-1976:02 
1976:06-1976:11 
1977:02-2014:12  
N [93.18%]  1971:01-1976:05 
1976:08-1976:11 
1977:04-1977:07 
1977:09-1978:04 
1978:10-1979:06 
1981:07-2009:01 
2009:05-2014:12 
Y [25.38%] 1971:01-1976:05 
1976:07-1977:01 
1996:11-1997:02 
1997:05-2001:03 
2008:10-2009:08  
DE Y [51.13%] 1975:10-1977:03 
1977:10-1977:12 
1978:02-1997:08 
2008:11-2009:04 
N [99.05%]  1971:03-1971:09 
1971:11-1973:03 
1973:06-20141:2 
N [99.81%] 1971:01-2008:09 
2008:11-2014:12 
DP Y [64.20%] 1971:01-1976:01 
1977:03-1979:08 
1994:08-2014:12  
Y [84.46%]  1971:01-1914:04 
1975:08-1976:06 
1986:06-1987:07 
1987:09-1989:01 
1990:05-1992:02 
1992:10-1993:07 
1994:06-2014:12 
Y [43.75%] 1973:01-1977:11 
1978:06-1978:11 
1978:06-1978:11 
1979:03-1979:06 
1980:08-1989:01 
1990:05-1992:02 
1992:08-1993:04 
1999:10-2000:09 
DY Y [40.15%] 1980:07-1994:07 
1998:03-2000:11  
N[99.24%]  1971:01-1975:03 
1975:07-2014:12 
Y [40.53%] 1975:07-1976:06 
1976:09-1977:03 
1977:05-1977:10 
1980:12-1993:08 
1998:02-1998:07 
1998:10-2000:10 
EP N [96.02%] 1971:01-1985:09 
1986:06-1990:01 
1990:05-2008:09 
2009:08-2014:12 
N[90.34%]  1971:01-1980:07 
1982:08-1986:08 
1988:09-1993:12 
1994:11-2014:12 
Y [49.05%] 1974:09-1975:11 
1981:06-1981:08 
1982:02-1991:03 
1992:02-1993:04 
1998:10-2001:02 
2008:12-2014:12 
DFR Y [69.51%] 1971:01-1996:05 
1998:0-2000:02 
N [100%]  1971:01-201:42 N [100%] 1971:01-2014:12 
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2001:05-2014:12 
DFY Y [65.34%] 1971:01-1975:02 
1976:03-1976:06 
1976:08-1977:02 
1985:08-2008:10 
N [94.88%]  1973:06 -2014:12 
  
N [100%] 1971:01-2014:12 
 
INFL N [92.3%] 1971:05-1972:06 
1972:09-1973:03 
1976:02-1976:06 
1976:08-2014:12 
 
 
N [99.24%]  1971:01-1975:11 
1976:02-1976:12 
1977:02-2014:12 
Y [66.85%] 1971:01-1975:04 
1990:10-2008:09 
2009:08-2014:12 
 
LTR Y [63.63%] 1974:03-1975:07 
1982:10-2008:10 
Y [74.62]   1971:01-1976:11 
1977:05-1981:10 
1990:10-1996:07 
1998:09-2003:04 
2003:07-2014:12 
 
Y [30.11%] 1971:01-1981:02 
1992:02-1992:04 
2000:12-2001:01 
2009:05-2009:07 
2009:12-2010:07 
2012:02-2012:06 
2012:10-2013:03 
LTY Y [74.62%] 1971:01-2002:06 
2006:04-2007:01 
2014:11-2014:12                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                          
N [94.31%]  1971:01-1971:02 
1972:01-2001:02 
2001:06-2002:03 
2002:05-2003:12 
2004:10-2006:02 
2006:07-2013:08                                                                                                                                                                                                                                                                                
Y [76.32%] 1971:01-1971:10 
1974:04-1974:09 
1976:06-1994:09 
2002:06-2014:12 
 
NTIS Y [85.79%] 1971:01-2008:09 N [98.11]  1971:01-1992:07 
1993:05-2014:12   
Y [47.15%] 1971:03-1971:07 
1971:09-1973:08 
1975:10-1975:12 
1978:01-1979:09 
1980:09-1980:12 
1984:11-1985:08 
1985:10-1986:10 
1989:05-1989:12 
1993:09-1994:02 
2006:03-2007:03 
2008:06-2014:12 
 
SVAR N [98.48%] 1971:01-1975:09 
1976:06-2014:12   
N [99.8%]  1971:01-1976:08 
1978:09-2014:12 
N [14%] 1971:01-1973:05 
1975:11-1976:04 
1984:03-19861:0 
1987:01-1987:08 
TMS N [97.72%] 1973:11-2009:01 
2009:05-2014:12 
N [100%]  1971:01-2014:12 N [100%] 1971:01-2014:12 
TBL N [98.48%] 1971:01-2008:10 
2009:07-2014:12 
 
N [99.81%]  1971:01-2009:01 
2009:03-2014:12 
 
Y [76.89] 1971:11-1972:03 
1972:05-1975:05 
1976:12-1998:07 
1998:12-1999:04 
2009:08-2014:12 
175 
 
B. APPENDIX TO CHAPTER 3 
This appendix contains the variables description and formations of the empirical analysis along 
with the time span of each of the predictor.  
Table B.1: Description of predictors 
This table contains details on the 14 predictors considered. The notations used are described in column 2, and variables 
are described in column 3.  
Notation Variable Global Financial Database 
Description 
Variable Formation 
Exbond Excess bond 
returns 
GFD database 10-year Total 
return government bond index 
Difference between the continuously 
compounded one-month return on a total 
bond index and natural log of (1 + 3-month 
Tbill yield) 
GP Gold price Gold Bullion price New York 
(US$/Ounce)  
Log of GP 
GFP Gold futures 
price 
COMEX gold futures Price (USD 
per Troy ounce) 
Log of GFP 
OP Oil price West Texas intermediate oil price 
(US$/barrel) 
Log of OP 
OFP Oil futures price NYMEX crude oil futures (USD 
per barrel) 
Log of OFP 
WCPI World 
commodity 
index 
Goldman Sachs commodity price 
index (GSCI) 
WCPI (log of GSCI) 
CPI Consumer price 
index 
Consumer price index inflation 
rate 
Log of CPI 
DY Dividend yield  Dividend yield for stock market 
index 
Log of DY 
ER Exchange rate Nominal effective exchange rate Log of ER 
IP Industrial 
production 
Industrial production index Growth rate of IP 
Stock Stock index Total return index  Log of Stock 
TS Term spread  The difference between 10-year government 
bond yield and 3-month Terasury bill yield 
T-bill 3-month 
Treasury bill 
yield 
3-month Treasury bill yield 3-month Treasury bill yield 
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Table B.2: Time span for individual OECD countries  
The table shows the available time spans for predictor variables. There are 12 predictors, namely, gold futures price (GFP), gold spot price (GP), oil futures price 
(OFP), oil spot price (OP), world commodity index (WCPI), consumer price index (CPI), dividend yield (DY), exchange rate (ER), industrial production (IP), stock 
market index (Stock), term spread (TS) and 3-month Treasury bill rate (T-bill). Since 3-month T-bill rates are not available for Austria, Finland, Ireland, and Portugal, 
we have proxied those by U.S. T-bill data.  
Country GFP GP OFP OP WCPI CPI DY ER IP Stock TS T-bill  
Australia 31/08/1992 31/08/1992 31/08/1992 31/08/1992 31/08/1992 31/08/1992 31/08/1992 31/08/1992 N/A 31/08/1992 31/08/1992 31/08/1992  
Austria 31/10/1977 31/01/1920 31/03/1983 31/01/1920 31/12/1969 31/01/1920 31/01/1925 31/01/1964 31/01/1920 31/12/1969 31/01/1920 Proxied by US   
Belgium 31/10/1977 31/01/1920 31/03/1983 31/01/1920 31/12/1969 31/01/1920 31/12/1927 31/01/1964 31/01/1920 31/12/1950 31/01/1948 31/01/1948  
Canada 31/10/1977 31/01/1920 31/03/1983 31/01/1920 31/12/1969 31/01/1920 31/01/1934 31/01/1964 31/01/1924 31/12/1933 31/03/1934 31/03/1934  
Czech Republic 28/02/1997 28/02/1997 28/02/1997 28/02/1997 28/02/1997 28/02/1997 28/02/1997 28/02/1997 – 28/02/1997 30/04/2000 28/02/1997  
Denmark 31/10/1977 31/01/1920 31/03/1983 31/01/1920 31/12/1969 – 31/07/1969 31/01/1964 31/12/1927 31/12/1969 31/01/1976 31/01/1976  
Finland 31/10/1977 31/03/1924 31/03/1924 31/03/1924 31/12/1969 31/03/1924 31/01/1962 31/01/1964 – 30/06/2000 31/03/1924 Proxied by US   
France 31/10/1977 31/01/1920 31/03/1983 31/01/1920 31/12/1969 31/01/1920 31/01/1920 31/01/1964 28/02/1920 31/01/1920 31/01/1931 31/01/1931  
Germany 31/10/1977 31/01/1920 31/03/1983 31/01/1920 31/12/1969 31/01/1920 31/01/1920 31/01/1964 28/02/1920 31/01/1920 31/01/1953 31/01/1953  
Hungary 31/01/1997 31/01/1997 31/01/1997 31/01/1997 31/01/1997 31/01/1997 31/01/1997 31/01/1997 – 31/01/1997 31/01/1999 31/01/1997  
Ireland 31/10/1977 31/01/1920 31/03/1983 31/01/1920 31/12/1969 31/07/1914 31/05/1990 31/01/1964 31/01/1927 31/01/1988 31/01/1920 Proxied by US   
 Italy 31/10/1977 31/01/1920 31/03/1983 31/01/1920 31/12/1969 31/01/1920 31/01/1925 31/01/1964 28/02/1920 31/12/1924 31/01/1940 31/01/1940  
Japan 31/10/1977 31/01/1920 31/03/1983 31/01/1920 31/12/1969 30/06/1920 31/12/1920 31/01/1964 31/01/1960 31/01/1920 31/01/1960 31/01/1960  
Korea 31/10/1977 31/01/1957 31/03/1983 31/01/1957 31/12/1969 31/01/1957 31/01/1963 31/01/1964 28/02/1957 31/01/1962 – 31/01/1987  
Mexico 31/01/1995 31/01/1995 31/01/1995 31/01/1995 31/01/1995 – 31/01/1995 31/01/1995 31/01/1995 31/01/1995 – 31/01/1995  
Netherlands 31/10/1977 31/01/1920 31/03/1983 31/01/1920 31/12/1969 31/01/1920 31/07/1969 31/01/1964 28/02/1926 31/01/1947 31/01/1941 31/01/1941  
New Zealand 31/10/1977 31/01/1920 31/03/1983 31/01/1920 31/12/1969 31/07/1920 31/12/1984 31/01/1964 – 30/06/1986 28/02/1978 28/02/1978  
Norway 31/10/1977 31/01/1920 31/03/1983 31/01/1920 31/12/1969 31/01/1920 31/07/1969 31/01/1964 31/01/1920 31/10/2000 31/01/1984 31/01/1984  
Poland 31/12/1996 31/12/1996 31/12/1996 31/12/1996 31/12/1996 31/12/1996 31/12/1996 31/12/1996 – 31/12/1996 31/05/1999 31/12/1996  
Portugal 31/10/1977 31/01/1920 31/03/1983 31/01/1920 31/12/1969 31/01/1930 31/01/1988 31/01/1964 31/01/1954 31/01/1988 31/01/1920 Proxied by US   
Spain 31/10/1977 31/01/1920 31/03/1983 31/01/1920 31/12/1969 31/01/1920 31/12/1920 31/01/1964 – 31/03/1940 31/07/1982 31/07/1982-  
Sweden 31/10/1977 31/01/1920 31/03/1983 31/01/1920 31/12/1969 31/01/1920 31/12/1920 31/01/1920 31/01/1920 31/01/1986 31/01/1986 31/01/1955  
Switzerland 31/10/1977 31/01/1900 31/03/1983 31/01/1920 31/12/1969 31/01/1920 31/12/1920 31/01/1964 – 31/12/1999 31/01/1980 31/01/1980  
U.K. 31/01/1920 31/01/1920 31/03/1983 31/01/1920 31/12/1969 31/01/1920 31/12/1923 31/01/1964 31/01/1920 31/01/1920 31/01/1920 31/01/1920  
U.S. 31/10/1977 31/01/1920 31/03/1983 31/01/1920 31/12/1969 31/01/1920 31/01/1920 31/01/1964 31/01/1920 31/01/1920 31/01/1920 31/01/1920  
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Table B.3: Utility gains from time series forecasts (January 1920 to December 2016) 
This table reports the utility gains which is defined as utility from the predicted model minus the utility from the constant benchmark model.  The longest time span 
is from January 1920 to December 2016. There are different sample sizes and Table B.2 contains the time frames for each variable. Sarno et al. (2016) power utility 
function which is represented as follows: 𝑈(𝑊𝑡+1 ) = 𝑊𝑡+1
1−𝜌
 and, 𝑊𝑡+1 = 𝑊𝑡 × 𝑅𝑡+1 and 𝑅𝑡+1 = 1 + 𝑟𝑓 + 𝑤𝑡 . 𝑟𝑡+1. Here 𝑟𝑓 is the risk-free rate, 𝑟𝑡+1 is the bond 
excess returns, 𝑤𝑡  is the optimal weight. The weight is given by 𝑤𝑡 =
𝐸(𝑟𝑡+1)+ ½ 𝜎𝑡
2
𝜌𝜎𝑡
2 . Weights lie between 0 and 1, in which short-selling and borrowing are not 
allowed. We assume initial wealth is $1. The portfolio contains the riskless bond and risky bond with conditional variance 𝜎𝑡
2 with the risk aversion, 𝜌 = 3. There 
are 12 predictors, namely, gold futures price (GFP), gold spot price (GP), oil futures price (OFP), oil spot price (OP), world commodity index (WCPI), consumer 
price index (CPI), dividend yield (DY), exchange rate (ER), industrial production (IP), stock market index (Stock), term spread (TS), and 3-month Treasury bill 
yield (T-bill). The results are for the countries that have statistically significant in-sample and/or out-of-sample predictability only. 
Country GP GFP OP OFP WCPI CPI DY ER IP Stock TS T-bill 
Australia – – – – – – – -2.818 – 6.529 0.155 – 
Austria – – – – 0.936 – – – 0 0 12.124 – 
Belgium – – – – – -0.705 – – – -0.653 -0.432 -0.136 
Canada – – – – – – – – – – – – 
Czech                    – 
Republic 
– 1.093 – – 0 – – 
– 
– – – 
Denmark – – -0–.002 – – – – 0 0 – – 0 
Finland – – – – 0.11 -34.075 – –  0 0.004 – 
France – – – – – 7.366 – – – 7.643 – 7.866 
Germany – – – – – – 0.05 – – – – – 
Hungary 40.853 40.853 – – 40.842 40.837 – – – – – 78.323 
Ireland – – 0.185 – 0.002 – – – – – 1.399 – 
Italy – – – – – – – – – – – – 
Japan – – – – – – – – – – 25.839 – 
Korea – – – – – – 0.066 – 0.586 – – – 
Mexico – – – – – – – – – – – – 
Netherlands           – – – – 1.09 – – – – -1.765 – – 
New Zealand         – – – – – – – 0 – – – – 
Norway –  0.111 -0.141 0.083 – – – – – 0 – 
Poland 5.321 1.377 – – – – – – – – – – 
Portugal – – – – – – – 0 – – 94.715 – 
Spain 112.804 112.816 -0.001 – 0.019 – – – – – 0 – 
Sweden 0.003 131.701 – – 0.955 -24.187 – -11.715 – – -3.125 – 
Switzerland           –  – – 0 1.425 0 – – – – – – 
U.K. – -0.003 – – – – 13.884 – – – – – 
U.S.  – 5.523 – – – – – – – – 1.679 – 
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C. APPENDIX TO CHAPTER 4 
Table C.1: Description of predictors 
This table contains details on the 14 predictors considered. The notations used are described in column 2, and variables 
are described in column 3. The time span for each of the variables is January 1927 to December 2016. 
Predictor Notation Description 
Dividend-price ratio DP Difference between the log of dividends (12-month moving sums of 
dividends paid on S&P500 Index) and the log of prices (S&P 500 
Index price). 
 
Dividend yield (DY) DY Difference between the log of dividends (12-month moving sums of 
dividends paid on S&P500 Index) and the log of lagged prices (S&P 
500 Index price). 
 
Dividend payout ratio DE Difference between the log of dividends (12-month moving sums of 
dividends paid on S&P500 Index) and the log of earnings (12-month 
moving sums of earnings on S&P500). 
Earnings-to-price EP Difference between the log of earnings (12-month moving sums of 
earnings on S&P500 Index) and the log of prices (S&P500 Index 
price). 
 
Book-to-market ratio BM Ratio of book value to market value for the Dow Jones Industrial 
Average. 
Inflation INFL Growth in the consumer price index with a one-month lag. 
Long-term bond yield LTY Long-term government bond yield. 
 
Long-term bond return LTR Long-term government bond return. 
Term spread TMS Difference between long-term government bond yield and the T-bill 
rate. 
T-bill rate TBL Three-month Treasury bill rate. 
Net equity expansion NTIS Ratio of 12-month moving sums of net issues by NYSE-listed stocks 
to NYSE market capitalization. 
Default yield spread DFY Difference between BAA- and BAA rated corporate bond yields. 
Default return spread DFR Difference between long-term corporate bond and long-term bond 
returns. 
Stock variance SVAR Sum of squared daily market returns on the S&P 500. 
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