This paper describes computational aeroacoustic methods that are being applied to predict the noise radiated by wind turbines. Since the wind turbine noise problem is very challenging, only some of the important noise sources and mechanisms are being considered. These are airfoil self-noise, the effects of blade rotation, and the propagation of sound over large distances. Two aspects of airfoil self-noise are being studied. The first is the relatively low frequency noise generated by deep stall and the second is trailing edge noise. The noise associated with blade rotation includes the effects of blade rotation on the blade aerodynamics, incoming gusts, incoming atmospheric turbulence and wind shear. The unsteady flow simulations are coupled to the radiated noise field with the permeable surface Ffowcs Williams -Hawkings formulation. For longrange noise propagation predictions, methods based on solutions of the linearized Euler equations or the Parabolic Equation approximation are discussed. Alternative methods for the implementation of boundary conditions for the propagation studies are also included.
INTRODUCTION
Wind turbines have aerodynamic and aeroacoustic behaviors with unique characteristics that make their prediction more challenging in many ways than already complicated aeroacoustic problems such as rotorcraft or propeller noise. In particular, the wind turbine blades can experience large changes in angle of attack associated with sudden large gusts, changes in wind direction, or interaction with the unsteady wake shed from the tower support on downwind, horizontal axis wind turbines. These blade/inflow/tower wake interactions can result in dynamic stall over portions of the rotating blade. These influences are described in reports based on the NREL "Unsteady Aerodynamics Experiments," e.g., see Robinson et al. [1] . The National Renewable Energy Laboratory (NREL) National Wind Technology Center (NWTC) has initiated a comprehensive, multi-year research program on the subject of wind turbine aeroacoustics. This involves experiments, modeling and simulation. One of the initiatives under this program is an attempt to incorporate new methods to analyze specific wind turbine noise sources. This includes the development of computational aeroacoustic (CAA) codes to analyze wind turbine blade noise sources and how they are impacted by key configuration variables. This paper describes the CAA techniques that have been developed by the authors in the past, including example applications, and how they will be applied to the study of wind turbine aeroacoustics.
It would be unrealistic to suggest that all aspects of the wind turbine noise problem could be simulated within the framework of a single aerodynamics/aeroacoustics code. The computational resources required to perform such a simulation will remain beyond the capabilities of available computers for many years. This can be easily demonstrated by consideration of the range of scales contained in complex wind turbine flows. These include the largest scales in vortex shedding from the support tower or in dynamic stall, to the finest scales of turbulence in the attached boundary layer. For example, at a Reynolds number of 7 10 1 . 1 × the ratio of the smallest to the largest length scales is of order 5 
10
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. Not only would such a simulation require an enormous number of grid points or cells, the execution time would require that the highest frequencies be resolved at the same time as sufficient time samples were being obtained to predict the lowest frequencies reliably. A more realistic and tractable approach is to separate the total problem into component problems and to apply the most efficient and appropriate numerical method to each sub-problem in turn. This is the approach described here. The particular noise issues to be examined involve the wind turbine airfoil self noise, the aerodynamics and aeroacoustics of rotating blades, and the propagation of sound, generated by the unsteady aerodynamics, through a varying atmosphere over an irregular terrain. Clearly, even these component aspects of the problem represent a significant computational challenge. The issues and numerical approaches being used are described for each of the aeroacoustic problems in the following sections.
TECHNICAL APPROACH
Each section of the technical approach provides a general description of the component noise problem and the methods being used for their simulation. This includes some examples of the use of these techniques by the authors in other aeroacoustic problems.
Airfoil Self Noise
Brooks et al. [2] categorized airfoil self noise into five source mechanisms:
• Turbulent boundary layer -trailing edge noise (TBL-TE)
• Laminar boundary layer -vortex shedding noise (LBL-VS)
• Boundary layer separation noise
• Large-scale separation (deep stall) noise
• Trailing edge bluntness -vortex shedding noise.
In addition, they considered noise generation associated with blade tip vortex formation. They also provided a semi-empirical prediction method based on available theory and experiment. Previous broadband noise prediction methods (see: Glegg et al. [3] and Grosveld [4] ) have also used a semi-empirical approach. It should be recognized that these categories were developed for a non-rotating, symmetric airfoil (NACA 0012) in a two-dimensional flow. Clearly, the wind turbine noise problem is far more complex: but, these categories serve as a useful initial classification method. In this component of the technical approach the separation noise, including deep stall, and TBL-TE noise are considered.
A fundamental decision that must be made early in the project is whether the aerodynamic predictions should be made using an incompressible or compressible flow solver. For the relatively low Mach numbers of even the largest wind turbines the effect of compressibility on the unsteady flow is very small ‡ . The inherent disadvantage of a compressible code is that the propagation speeds of the hydrodynamic and acoustic disturbances are widely separated. Thus the time step ‡ A 30 m diameter wind turbine rotating at 72 rpm would have a tip velocity of 113 m/s and a tip Mach number of approximately 0. 33. required to resolve the rapidly moving acoustic disturbances is much smaller than that required for the hydrodynamic fluctuations. This can result in inaccuracy or instability. This is not a problem for incompressible flow solvers. However, the incompressible solution contains no direct acoustic information, whereas the acoustics are an inherent part of the compressible solution. The disparity in propagation speeds can be overcome by preconditioning and dual time stepping (see: Merkle and Choi [5] and Buelow et al. [6] ). If an incompressible solver is used to determine the surface pressures, it is possible to determine the acoustic radiation as long as a Green's function, which includes the effects of the surface geometry including the details of the airfoil trailing edge, is used. However, it is questionable whether any noise generated by aerodynamic noise sources away from the surface could be predicted accurately. Alternatively, a compressible solution would enable both the surface and volume sound sources to be included. Then, the far field could be obtained from the Ffowcs Williams-Hawkings (FW-H) extension [7] to the Lighthill acoustic analogy as described below. Based on the authors' experience in other aeroacoustic applications, the compressible flow solver approach is favored. This appears to be the appropriate choice for aerodynamic noise problems. However, this might not be the case for hydrodynamic noise problems where Mach numbers below as 0.01 are encountered.
It is important that the numerical aerodynamics approach be capable of predicting both attached and separated flows. Steady attached flows are predicted well by a Reynolds-averaged Navier-Stokes (RANS) solver with a turbulence model. However, even when the simulation is run in unsteady (ensemble-averaged) mode, such methods are found to be overly dissipative. Alternatively, separated flows are predicted quite well by Large Eddy Simulation (LES). A technique that incorporates the best aspects of both models is the Detached Eddy Simulation (DES). First developed for one-equation turbulence models (see Spalart et al. [8] ), the technique can also be adapted to k-ε and k-ω models [see Strelets et al. [9] ). The method depends on the choice of a turbulence length scale. In attached flow regions, the distance to the nearest wall determines the length scale. In separated flow, the length scale is set by the grid size. This provides an automatic transition between unsteady RANS and LES in separated flow. In the present research, a DES will be performed to predict the unsteady flow associated with deep stall. This provides the essential low frequency noise source information required to predict the acoustic radiation.
Such deep stall flow separation noise is essentially low frequency. On the other hand, the noise generated by the interaction of the turbulent boundary layer and the airfoil trailing edge is of much higher frequency: being associated with the very small turbulence scales in the turbulent boundary layer. Though a DES is able to make predictions of separated flows at the largest scales, and their associated noise, the necessary grid resolution to describe the turbulent boundary layer perturbations is finer still. In the present research, a DES is used to provide a coarse simulation of the largescale unsteadiness of the flow for airfoils with both attached and mildly separated boundary layers. In turn, this provides an estimate of the long time-averaged flow properties.
The authors [10, 11] have performed a DES of both two-and three-dimensional cavity flows. The choice of a DES over a traditional unsteady RANS calculation using a k-ε or k-ω model was made, since the traditional models had been found to be overly dissipative in the separated shear layer region. Since the development of the large-scale structures in the separated shear layer are an essential feature of the acoustic feedback process in a cavity flow, the traditional models typically give poor results. An interesting outcome of this study was the differences between the two-and three-dimensional simulations for shallow cavities: ones with a length to depth ratio (L/D) greater than 4. It was found that the two-dimensional simulations predicted the occurrence of a large, strong vortical structure that moved only slowly through the cavity. This has been referred to as a "wake-mode" [12] . However, no such behavior was observed when a three-dimensional simulation of the same L/D cavity was performed. (The width to depth ratio was 1.) A comparison with experimental data [13] for the pressure coefficient on the floor of the cavity showed that the three-dimensional simulations gave good agreement, whereas the two-dimensional simulations gave very different predictions. This is shown in figure 1 .
In order to simulate the finer scales in the boundary layer near the airfoil trailing edge the Non-Linear Disturbance Equations (NLDE) will be used. This technique, developed by the authors, (see Morris et al. [14] ) is essentially a Large Eddy Simulation (LES) except that it solves for the perturbations about the assumed mean flow (provided in the present case by the DES). The advantage of this method over traditional LES for aeroacoustic applications is that it increases the accuracy of the solution in the acoustic field and also establishes a statistically stationary solution faster. This reduces the total computation time. The NLDE is used for the simulation of the flow in the trailing edge region of the airfoil. It predicts both fluctuations on the airfoil surface (surface pressure fluctuations) as well as the fine-scale turbulence in the vicinity of the blade trailing edge. In conjunction with the permeable surface FW-H equation method, these compressible flow simulations enable the associated far-field noise to be predicted. Sagaut et al [15] give an example of the use of the NLDE in a trailing edge flow problem.
Simulations based on the NLDE [14] have been performed by the authors in studies of the aerodynamics of bluff bodies [16] and jet aeroacoustics [17] . The focus of the jet noise studies was the noise of supersonic jets. This regime was chosen as it the largescale structures, which are the only ones that can be resolved at high Reynolds numbers, that provide the dominant noise contributions. The NLDE formulation provides good resolution in the radiated noise field, where the density and pressure perturbations are very small in comparison to the corresponding mean properties. Figure 2 shows the predicted contours of equal sound pressure level for an unheated supersonic jet with exit Mach number, It is important to note that, at high Reynolds numbers, the highest frequencies expected in broadband airfoil noise would exceed those resolved by even the NLDE or LES. They fall into the range of scales modeled by a sub-grid scale turbulence model. This is an inherent problem with LES for aeroacoustics (unless the Reynolds number is so low that the LES is really a Direct Numerical Simulation). However, aeroacoustic models based on solutions to the averaged equations have been used for noise predictions in other branches of aeroacoustics. Thus, predictions of the sub-grid scale noise would have to be made based on a statistical model similar to those developed by Tam and Auriault [18] and Morris and Farassat [19] . The authors are involved in the further development of such models for jet noise applications and these developments will be transitioned to the broadband wind turbine noise problem as needed.
All of the codes being developed for the wind turbine airfoil self-noise predictions described in this section are based on an existing code developed by the authors. Called the Compressible, High-Order, Parallel, Acoustics (CHOPA) code, it is written in Fortran 90 with MPI for use on distributed memory computers. It is based on an explicit 4th-order Runge-Kutta timemarching scheme with 4th-order Dispersion-RelationPreserving spatial discretization. The code has been used in previous and on-going studies of gust-airfoil interactions, cavity noise, nonlinear acoustics, and jet aeroacoustics.
Rotating Blades
We have been investigating the aerodynamics and aeroacoustics of rotating blades. While important information can be learned from two-dimensional and non-rotating simulations, other aspects of the physics of sound from wind turbines must be obtained from rotating blade simulations. As shown by Corfeld et al. [20] the three-dimensional flow over rotating blades can be significantly different than the flow over a wing, and there can also be dramatic differences between 2-D and 3-D simulations.
Rotating blades can have significant spanwise (or radial) flow. Also of course, the blade speed varies linearly from root to tip. In addition, the three-dimensional wake of a rotating blade often remains in close proximity to the blade for a long period of time (compared to the wake of a wing). For these reasons we are performing compressible threedimensional rotating blade simulations. On the basis of our results from previous experiences, a compressible flow solver is being used. We are using a range of methods from inviscid to largeeddy simulation (LES). Using the time-dependent, compressible, governing equations will allow us to simulate a number of important phenomena:
• Incoming gusts
• Incoming atmospheric turbulence
• Wind shear
These are important for leading edge noise and tip noise. By incorporating time dependent boundary conditions, we can introduce either a gust or turbulent incoming flow. We have done this in the past (Chyczewski et al. [21] ) with jet noise predictions, to simulate turbulence levels inside the nozzle and their effect on the jet shear layers and noise. This method can be used to study leading edge noise due to gusts and turbulence inflow. We can also put in larger effects such as the simulation of the effect of having a wind turbine in an atmospheric boundary layer. The code we use has been under development at Penn State for more than six years. It is an unstructured-grid finite-volume solver called PUMA2, and it has the capability to simulate rotating blades through the use of additional metric terms in the equation that incorporate grid velocities into the flux terms [22] . Figure 3 illustrates some preliminary results using an unstructured rotating grid CFD code for a two-bladed rotor with an NACA 0012 airfoil. Isosurfaces of vorticity are shown. The Mach number on the surface is shown in Figure 4 . We have also begun simulating dynamic stall phenomena [22] . Figures 5 and 6 show pressure contours and streamlines around a finite wing with an NACA 0015 airfoil oscillating in pitch. The Mach number of this flow is 0.29, and we will be comparing to experimental data soon. These are also 3-D simulations.
Some unstructured solvers can be quite dissipative due to the use of upwind Riemann solvers, however we have the capability to use a central difference scheme for the flux calculations, which minimizes the dissipation. In addition, through the use of unstructured grids, we are able to heavily cluster points in regions of interest. We have also incorporated a sub-grid scale LES turbulence model, and have performed timeaccurate simulations of complete helicopter fuselage flow fields (Souliez and Long [23] ), as well as a complete time-accurate simulation of turbulent flow over a landing gear and its radiated noise (Souliez et al. [24] ). The time step sizes need to be small, but this is a very fast code written in C/MPI, which runs on Beowulf clusters and massively parallel machines (e.g. IBM SP and SGI). We can easily run hundreds of thousands of time steps in a few days on a small 16-processor Beowulf machine. It is essential to perform some simulations that incorporate all of the physics of the unsteady problem. This code can quite easily simulate incoming unsteady flow fields such as wakes, atmospheric turbulence, large gusts, or atmospheric shear layers; and the radiated noise due to those effects. In this code we use efficient Gauss-Seidel or SOR methods to compute a steady-state field, and then turn on time-accurate Runge-Kutta time marching.
Since these will be compressible time-accurate simulations, they can be coupled directly to a FW-H code to predict radiated far-field noise, as described in the next section.
As the simulation runs, we occasionally store data on a permeable surface in the flow field. This data can then be post-processed to provide the far-field noise. We have found that the FW-H approach has a wider range of applicability and requires very little additional work compared to a Kirchhoff method.
Radiation and Propagation
The radiation and propagation of noise from the source region to a distant observer is the unifying component in the wind turbine noise prediction system. The FW-H equation will be the primary tool for noise prediction in the intermediate-and far-fields. The FW-H equation is the most general form of the Lighthill acoustic analogy and is appropriate for the prediction of rotating blade noise both in either the time or frequency domain. The FW-H equation is an exact rearrangement of the Navier-Stokes equations into the form of an inhomogeneous wave equation with surface (monopole and dipole) and volume (quadrupole) source terms. The FW-H equation can be written as: (1) where o ρ is the density of the undisturbed fluid, n u is the fluid velocity in the direction normal to the integration surface (defined by 0 f = ), n v is the normal velocity of the integration surface, ij P ∆ is the jump in the compressive stress tensor across the integration surface, and ij T is the Lighthill stress tensor. The surface sources (identified by the presence of the Dirac delta function, ( ) f δ ) can be specified either on a surface corresponding to the actual blade surface or a fictitious data surface that contains all of the desired physical noise sources (Brentner and Farassat [25] ). Because the fictitious surface is located in the flow field, this form of the FW-H equation is usually called a porous or permeable surface FW-H formulation. In either permeable or actual blade surface application, the source strength is determined a priori through the computational methods described in the previous sections.
The FW-H equation has been used extensively to predict rotorcraft (e.g., Brentner [26] ; Brentner and Farassat [27] ; Farassat and Brentner, [25] ; Brentner, [28] ). In particular, Brentner [26] has developed a series of rotor noise prediction codes, known as WOPWOP, to predict the noise from helicopter rotors and tiltrotors. WOPWOP noise predictions have been validated for thickness, loading, high-speed impulsive, and blade-vortex-interaction (BVI) noise predictions both with measured and computed source strength data. Geometrical details, such as airfoil shape, blade geometry can be fully represented in the numerical implementation and the sensitivity of the acoustic predictions to modeling parameters has been documented by Brentner et al. [29] . Figure 3 (from Ref. [30] ) shows the excellent agreement that is possible for the difficult BVI noise condition when measured blade pressure data are used as input to the noise prediction.
The discrete frequency noise prediction agrees very well with the measured data up to the 35 th harmonic. This case demonstrates that if blade loading is known accurately, then the FW-H Recently a new rotor noise prediction code, known as PSU-WOPWOP (see Brentner et al., [31] , [32] ), has been developed to compute the noise of rotorcraft in maneuvering flight. This code can predict the noise of rotor blades in arbitrary motion with unsteady, aperiodic loading-both with solid or permeable data surfaces. This combination of features (especially aperiodic loading and permeable surface formulation) make PSU-WOPWOP well suited as the platform for wind turbine noise prediction (including the effects of gusts and time-dependent wind unsteadiness). An enhancement of PSU-WOPWOP will support both the airfoil self noise and rotating blade source noise developments of the previous sections. Furthermore, two-dimensional computations can readily be put into a rotating frame by assuming the properties applicable to a strip along the rotating blade radius.
Although much work has been done to develop and validate the FW-H method for rotors, the FW-H approach has also been applied successfully to both two-dimensional and three-dimensional model problems with significant flow field turbulence, including vortex shedding from a circular cylinder (Cox et al. [33] ), trailing edge noise scattering (Singer et al. [34] ) and the analysis of slat trailing edge noise (Singer et al. 35) . In these studies, it was demonstrated that the FW-H equation predicts the correct directivity and velocity scaling for the trailing edge scattering problem, provided that compressible flow field data is used on the data surface.
Until recently, the FW-H approach has been used primarily to predict discrete frequency noise, such as that from rotating blades. While discrete frequency noise is certainly an important component of wind turbine noise (especially at low frequencies), broadband noise sources are also very important (especially at the higher frequencies). In particular, Singer et al. [34] predicted the noise from a simulated turbulent flow past the trailing edge of an airfoil. A high resolution, unsteady inviscid flow calculation was performed with a small flat plate inserted above the upper surface of the airfoil at the 98% chord location. The airfoil was a 2.6% NACA 00 series airfoil and the flat plate was perpendicular to the flow. Numerical viscosity in the computation resulted in the shedding of vortices from the plate, which then convected past the trailing edge of the airfoil. Figure 7 shows instantaneous vorticity magnitude contours for the case when the freestream flow was 0.2 M = .
The unsteady pressure field on both the airfoil surface and several off-body FW-H surfaces were used to predict the sound from the trailing edge scattering noise (shown in figure 8 ). Singer et al. [34] demonstrated for this example problem that the directivity of the noise was similar to that of a noise source traveling past a semi-infinite plate and that the velocity scaling agreed with that expected for the trailing edge noise scattering problem. It is also apparent that the noise predicted in this computation is largely broadband in nature. Hence, the FW-H approach is able to predict both the discrete frequency noise and broadband noise components of wind turbines -once the unsteady loading is computed successfully.
It has also been shown that the permeable surface FW-H formulation can be used in a diagnostic manner by judicial placement of the data surface around a limited portion of the source region to determine the noise contributed by that limited region (Singer et al. [34] , [35] ). This capability has the potential to enable blade designers to examine noise generated by small regions of the flow, but a deeper understanding of how much cancellation of noise occurs between neighboring source regions is needed to fully utilize this capability. Finally, Casper and Farassat [36] , have proposed a new formulation of the FW-H equation, which they call formulation 1B, for the prediction of broadband noise sources. They have verified that this formulation predicts the correct velocity scaling for both compact and noncompact sources. In particular, the predicted noise due to turbulence interacting with a NACA 0012 gives good agreement with the experiment of Patterson and Amiet [37] over a range of forward speeds.
The typical application of the FW-H equation is based on the assumption that the sound radiates into an unbounded domain. However, the sound generated by wind turbines, particularly the low frequency components, may propagate large distances through an unsteady, nonuniform atmosphere over an irregular terrain. Atmospheric absorption can also be significant for the high frequency noise components. Thus, for wind turbine applications, sound propagation is an important component of the complete aeroacoustic problem. The effect of acoustic propagation will be predicted by a numerical solution of the linearized Euler equations (LEE) or methods adapted from underwater acoustics and electromagnetics.
The use of the LEE enables any effects due to mean velocity and temperature gradients to be included. The sound sources can be specified on a data surface surrounding the wind turbine. Then there are several ways in which the sound propagation problem could be solved. The first would involve the numerical solution of the LEE in the time domain with the pressures and velocities specified on the data surface. However, a new solution would be required for every new source specification. Alternatively, the Green's function for the particular geometry, wind and temperature conditions could be determined numerically. However, this would require a different Green's function for every point on the data surface. This approach would be very inefficient. This inefficiency can be overcome by posing the adjoint LEE problem. In this case, a sound source is placed at selected observer locations and sound is propagated back towards the data surface. This adjoint solution is identical to the Green's function for any surface point that radiates to the selected observer location. Thus, the Green's function for every surface point is obtained in a single calculation. Tam and Auriault [38] introduced this technique for the jet noise radiation problem. This formulation is not without problems as hydrodynamic instabilities, which would be limited physically by nonlinear effects, can be triggered and can overwhelm the acoustic solution. Agarwal et al. [39] have developed a frequency domain solution method that overcomes this problem.
Since the long-range acoustic propagation problem is concerned primarily with low frequencies and long wavelengths, wave propagation techniques based on the Parabolic Equation (PE) approximation are attractive. Originally introduced for electromagnetic problems by Lentovich and Fock [40] , it was introduced to the ocean acoustics community by Tappert [41] . Lee et al. [42] give an excellent review of the PE development in the twentieth century. The method is based on the Helmholtz equation that is approximated in the far field by a one-way propagation equation of parabolic form. This means that the solution can be marched in the range direction. The method is very efficient for longrange, low frequency, wave propagation with negligible backscatter. As such, it appears to be well suited to the wind turbine noise propagation problem. The authors are exploring a novel implementation of the PE method in adjoint form.
An additional difficulty that arises is the specification of the boundary condition that describes the ground surface. This could be a reflecting or partially absorbing surface. In addition, the surface is likely to be very irregular. The authors have developed a technique, the Impedance Mismatch Method (IMM) [43] , which enables an arbitrary geometry surface to be specified while retaining a simple Cartesian grid geometry. The authors have also used the Brinkman penalization method [44] for acoustic scattering and blast loading simulations. This formulation is similar in nature to the IMM though it appears to be more stable for higher amplitude waves and is computationally slightly less expensive. Finally, it is encouraging to note that the use of a frequency domain solution for the propagation problem, as indicated above, would be very compatible with the specification of different complex impedance surface boundary conditions.
CLOSING REMARKS
This paper has described several CAA techniques that offer considerable promise for the prediction of noise from wind turbines. All the techniques focus on the prediction of the unsteady aerodynamics of wind turbines. Several CAA codes with different formulations are being used. They include structured and unstructured grid methods and time and frequency domain formulations. The choice of methodology is dictated by the component problem under investigation. The unsteady flow information is coupled to the radiated noise using the permeable surface FW-H formulation. This is the unifying concept of the study. Each of the component aeroacoustic problems under investigation is very challenging. However, it is anticipated that the suite of techniques and codes under development will provide a very powerful tool for the prediction of wind turbine noise.
