Abstract. Let K be a field and S = K[x 1 , . . . , x n ] be the polynomial ring in n variables over the field K. Suppose that C is a chordal clutter with n vertices and assume that the minimum edge cardinality of C is at least d. It is shown that S/I(c d (C)) satisfies Stanley's conjecture, where I(c d (C)) is the edge ideal of the dcomplement of C. This, in particular shows that S/I satisfies Stanley's conjecture, where I is a quadratic monomial ideal with linear resolution. We also define the notion of Schmitt-Vogel number of a monomial ideal I, denoted by sv(I) and prove that for every squarefree monomial ideal I, the inequalities sdepth(I) ≥ n−sv(I)+1 and sdepth(S/I) ≥ n − sv(I) hold.
Introduction
Let K be a field and S = K[x 1 , . . . , x n ] be the polynomial ring in n variables over the field K. Let M be a nonzero finitely generated Z n -graded S-module. Let u ∈ M be a homogeneous element and Z ⊆ {x 1 , . . . , x n }. The K-subspace uK for all Z n -graded S-modules M. For a reader friendly introduction to Stanley decomposition, we refer to [9] and for a nice survey on this topic we refer to [3] .
It is shown in [7, Corollary 4.5] that in order to prove Stanley's Conjecture for the modules of the form I/J, where J ⊂ I are monomial ideals, it is enough to consider the case when I and J are squarefree monomial ideals. Thus, in this paper, we restrict ourselves to squarefree monomial ideals.
In Section 2, we consider a class of monomial ideals with linear quotients. By a result of Fröberg, we know that a quadratic squarefree monomial ideal ideal has linear resolution if and only if it is the edge ideal of a graph with chordal complement. Herzog, Hibi and Zheng [5] prove that this is equivalent to say that I has linear quotients. In [17] , Woodroofe extends the definition of chordal to clutters (see Definition 2.3) . Assume that C is chordal clutter and suppose that the minimum edge cardinality of C is at least d, for a fixed integer d ≥ 1. Woodroofe proves that the edge ideal I(c d (C)) of the d-complement of C (defined in Section 2) has linear quotients. Using this result, in Theorem 2.7, we prove that S/I(c d (C)) satisfies Stanley's conjecture. As a consequence, we conclude that S/I satisfies Stanley's conjecture, if I is a quadratic (not necessarily squarefree) monomial ideal with linear resolution (see Corollary 2.9).
In Section 3, we provide a lower bound for the Stanley depth of squarefree monomial ideals. In fact, for every monomial ideal I, we introduce the notion of Schmitt-Vogel number (see Definition 3.1), denoted by sv(I) and prove that for every squarefree monomial ideal I, the inequalities sdepth(I) ≥ n − sv(I) + 1 and sdepth(S/I) ≥ n − sv(I) hold (see Theorem 3.6).
Chordal clutters and Stanley's conjecture
In this section, we prove the first main result of this paper (Theorem 2.7). Before starting the proof, we introduce some notation and well known facts.
If I ⊆ S is a squarefree monomial ideal, we can identify the set of minimal monomial generators of I with the edge set of a clutter, defined as follows.
Definition 2.1. Let V be a finite set. A clutter C with vertex set V consists of a set of subsets of V , called the edges of C, with the property that no edge contains another.
We write V (C) to denote the vertex set of C, and E(C) to denote its edge set. Let C be a clutter and assume that V (C) = {v 1 , . . . , v n }. For every subset e ⊆ {v 1 , . . . , v n }, we write x e to denote the squarefree monomial v i ∈e x i . Then the edge ideal of C is defined to be I(C) = (x e : e ∈ E(C)), as an ideal in the polynomial ring
In the following definition, we mention two types of operations preformed on a clutter C to produce smaller clutters. Definition 2.2. Let C be a clutter and v be a vertex of C.
(i) The deletion C \ {v} is the clutter with vertex set V (C) \ {v} and edge set E(C \ v) = {e ∈ E(C) : v / ∈ e}. (ii) The contraction C/{v} is the clutter with vertex set V (C) \ {v} whose edges are the minimal elements of the set {e \ {v} : e ∈ E(C)}. A clutter obtained from C by applying a sequence of deletion and/or contraction is called a minor of C.
Let G be a graph. For a vertex v ∈ V (G), the neighborhood of v in G is defined to be the set N G (v) = {w ∈ V (G) : {v, w} ∈ E(G)}. A graph is called chordal if every cycle of length at least four has a chord. We recall that a chord of a cycle is an edge which joins two vertices of the cycle but is not itself an edge of the cycle. By Dirac's theorem [1] , the graph G is chordal if and only if every induced subgraph of G has a simplicial vertex, i.e., a vertex whose neighborhood forms a complete subgraph of G. Woodroofe [17] extends the concept of chordalness to clutters. Definition 2.3. Let C be a clutter. A vertex v ∈ V (C) is called a simplicial vertex if for every two distinct edges e 1 , e 2 ∈ E(C) containing v, there exists an edge e 3 ∈ E(C) with e 3 ⊆ (e 1 ∪ e 2 ) \ {v}. The clutter C is called chordal if every minor of C has a simplicial vertex.
For a clutter C and a fixed integer d ≥ 1, Woodroofe [17] defines the d-complement of C, denoted by c d (C), to ba a clutter with the vertex set V (C) and the edge set {e ⊆ V (C) : | e |= d and e / ∈ E(C)}. Let I be a monomial ideal and let G(I) be the set of minimal monomial generators of I. Assume that u 1 ≻ u 2 ≻ . . . ≻ u t is a linear order on G(I). We say that I has linear quotients with respect to ≻, if for every 2 ≤ i ≤ t, the ideal (u 1 , . . . , u i−1 ) : u i is generated by a subset of variables. We say that I has linear quotients, if it has linear quotients with respect to a linear order on G(I).
Let C be a chordal clutter and assume that the minimum edge cardinality of C is at least d. In [17] , Woodroofe proves that the edge ideal of c d (C) has linear quotients. Woodroofe's proof is based on some results regarding the Alexander duality of squarefree monomial ideals. Here we restate the proof for illustrating more information about the particular linear order on G(I(c d (C))) which satisfies the conditions of having linear quotients. Then we use these information to prove that Stanley's conjecture holds for S/I(c d (C)).
Notation. Let C be a clutter with the vertex set {v 1 , . . . , v n }. For every squarefree monomial u ∈ S = K[x 1 , . . . , x n ] we set e(u) = {v i ∈ V (C) : x i divides u}. Proposition 2.4. Let C be a chordal clutter and assume that the minimum edge cardinality of C is at least d. Suppose that v i is a simplicial vertex of C. There exists a linear order ≻ on G(I(c d (C))) such that I(c d (C)) has linear quotients with respect to ≻ and moreover, u ≻ v for every pair of monomials u, v ∈ G(I(c d (C))) with x i | u and x i ∤ v.
There is nothing to prove if n = 1 or d = 1. Thus assume that n ≥ 2 and d ≥ 2. We prove the assertion by induction on the number of vertices n. Note that (I :
This shows that (I : x i ) is generated in a single degree, namely d − 1 and thus
On the other hand C/{v i } is a chordal clutter and therefore, using the induction hypothesis, we conclude that (I : x i ) has linear quotients. This shows that the ideal (u ∈ G(I) : x i | u) has linear quotients. Thus, there exists a linear order u 1 ≻ u 2 ≻ . . . ≻ u t on G((I : x i )) such that for every 2 ≤ j ≤ t, the ideal (u 1 , . . . , u j−1 ) : u j is generated by a subset of variables.
. Since C \ {v} is a chordal clutter, the induction hypothesis implies that the ideal (u ∈ G(I) : x i ∤ u) has linear quotients. Thus, there is a linear order w 1 ≻ w 2 ≻ . . . ≻ w s on G(I ′ ) such that for every 2 ≤ j ≤ s, the ideal (w 1 , . . . , w j−1 ) : w j is generated by a subset of variables.
We claim that I has linear quotients with respect to the following order on G(I)
Note that for every 1 ≤ k ≤ t and every 1 ≤ m ≤ s, the variable x i divides the monomial u k /gcd(u k , w m ). Hence, in order to prove the claim it is enough to show that for every 1 ≤ m ≤ s there exists a variable, say x ℓ dividing w m , such that x i w m /x ℓ ∈ G(I). Assume by contradiction that for every variable x ℓ dividing w m we have x i w m /x ℓ / ∈ G(I). Since d ≥ 2, this shows that there exist two distinct integers ℓ 1 , ℓ 2 = i such that x ℓ 1 and x ℓ 2 divide w m and e(x i w m /x ℓ 1 ) = (e(w m ) \ {v ℓ 1 }) ∪ {v i } and e(x i w m /x ℓ 2 ) = (e(w m ) \ {v ℓ 2 }) ∪ {v i } are edges of C. Since v i is a simplicial vertex of C and the minimum cardinality of edges of C is at least d, we conclude that e(w m ) is an edge of C and thus w m / ∈ G(I). This is a contradiction and completes the proof of the proposition.
The following result due to Sharifan and Varbaro has a crucial role in the proof of our main result.
Theorem 2.5 ([14], Corollary 2.7). Let
Assume that I has linear quotients with respect to u 1 ≻ u 2 ≻ . . . ≻ u t , where {u 1 , . . . , u t } is the set of minimal monomial generators of I. For every 2 ≤ i ≤ t, let n i be the number of variables which generate (u 1 , . . . , u i−1 ) : u i . Then
Keeping the notations of Theorem 2.5 in mind, Auslander-Buchsbaum formula implies that depth S (S/I) = n − max{n i : 2 ≤ i ≤ t} − 1. Let C be a clutter with a simplicial vertex and assume the the minimum edge cardinality of C is at least d. In order to prove Stanley's conjecture for S/I(c d (C)), we need the following lemma. It shows that the depth of I(c d (C)) does not decrease under the elimination of a suitable variable. As usual for every monomial u, the support of u, denoted by Supp(u), is the set of variables which divide u. Lemma 2.6. Let C be a clutter and assume that the minimum edge cardinality of C is at least d. Suppose that v i is a simplicial vertex of C. Set I = I(c d (C)) and assume that
. . , x n ] be the polynomial ring obtained from S by deleting the variable x i and consider the ideal
Proof. We first note that I = 0, since
. This means that e(u k /x ℓ )x i ) and e(u k /x ℓ ′ )x i ) are edges of C and contain the vertex v i . Since v i is a simplicial vertex and since the minimum edge cardinality of C is at least d, we conclude that e(u k ) is an edge of C and hence u k / ∈ G(I) which is a contradiction and proves the claim. This shows that for every k with t + 2 ≤ k ≤ m,
On the other hand, it is clear that
Therefore, by Theorem 2.5, we conclude that pd S (S/I) ≥ pd S ′ (S ′ /I ′ ) + 1. Now Auslander-Buchsbaum formula completes the proof of the Lemma.
We are now ready to prove the main result of this section. Theorem 2.7. Let C be a chordal clutter and assume that the minimum edge cardinality of C is at least d. Then S/I(c d (C)) satisfies Stanley's conjecture.
Proof. Set I = I(c d (C)). We prove the assertion by induction on n, where n is the number of vertices of C. If n = 1, then I is a principal ideal and so we have depth(S/I) = n − 1 and by [10, Theorem 1.1], sdepth(S/I) = n − 1. Therefore, in this case, the assertion is trivial.
We now assume that n ≥ 2. Without loss of generality assume that v 1 is a simplicial vertex of C. Let S ′ = K[x 2 , . . . , x n ] be the polynomial ring obtained from S by deleting the variable x 1 and consider the ideals I ′ = I ∩ S ′ and I ′′ = (I : x 1 ). If
then depth(S/I) = depth(S ′ /I ′ ) + 1. Also, by [6, Lemma 3.6], we conclude that sdepth(S/I) = sdepth(S ′ /I ′ ) + 1. On the other hand, in the case we have c d (C) = c d (C \ {v}) and thus I ′ is the edge ideal of c d (C \ {v}). Therefore, using the induction hypothesis, we conclude that sdepth(S/I) ≥ depth(S/I). Hence, we may assume that 
S/I). On the other hand, I
′ S ′ is the edge ideal of c d (C \ {v}) and since
Supp(u), using Lemma 3.5, we conclude that depth S ′ (S ′ /I ′ ) ≥ depth S (S/I) and since C\{v} is a chordal clutter, using the induction hypothesis, we conclude that sdepth S ′ (S ′ /I ′ S ′ ) ≥ depth S (S/I). Now the assertions follow by inequality (1).
If we restrict our attention to the graphs, we obtain the following corollary. We mention that for a graph G = (V (G), E(G)), its complementary graph G is a graph with V (G) = V (G) and E(G) consists of those 2-element subsets
Corollary 2.8. Let G be a graph with chordal complement and I = I(G) its edge ideal. Then S/I satisfies Stanley's conjecture.
We are now able to prove Stanley's conjecture for every quadratic (not necessarily squarefree) monomial ideal with linear resolution. We recall that a monomial ideal I is said to have linear resolution, if for some integer t, the graded Betti numbers β i,i+j (I) vanish, for all i and every j = t.
Corollary 2.9. Let I be a quadratic monomial ideal with linear resolution. Then S/I satisfies Stanley's conjecture.
Proof. We use polarization (see [4] for the definition of polarization). Let I p denote the polarization of I which is considered in a new polynomial ring, say T . We close this section by the following remark.
Remark 2.10. Let C be a chordal clutter and assume that the minimum edge cardinality of C is at least d. In Theorem 2.7, we showed that S/I(c d (C)) satisfies Stanley's conjecture. It is natural to ask whether I(c d (C)) itself satisfies Stanley's conjecture. The answer of this question is positive. Indeed, Soleyman Jahan [15] proves that Stanley's conjecture holds true for every monomial ideal with linear quotients.
Schmitt-Vogel number and Stanley depth
In this section we provide a lower bound for the Stanley depth of squarefree monomial ideals. The lower bound is given in terms of the Schmitt-Vogel number which is defined in the following definition.
Definition 3.1. Let I be a monomial ideal and let Mon(I) be the set of monomials of I. The Schmitt-Vogel number of I, denoted by sv(I) is the smallest integer r for which there exist subsets P 1 , P 2 , . . . , P r of Mon(I) such that (i) | P 1 |= 1 and (ii) For all ℓ with 1 < ℓ ≤ r and for all u, u ′′ ∈ P ℓ with u = u ′′ , there exists an integer ℓ ′ with 1 ≤ ℓ ′ < ℓ and an element u ′ ∈ P ℓ ′ such that uu ′′ ∈ (u ′ ) (iii) I is generated by the set r i=1 P i . Remark 3.2. Schmitt and Vogel [13, p. 249] prove that for every monomial ideal I, the quantity sv(I) is an upper bound for the arithmetical rank of I.
Let P be a monomial prime ideal in S, and I ⊆ S any monomial ideal. We denote by I(P ) the monomial ideal in the polynomial ring S(P ) = K[x j : x j / ∈ P ], which is obtained from I by applying the K-algebra homomorphism S → S(P ) with x i → 1 for all i ∈ P . The ideal I(P ) is called the monomial localization of I at the prime ideal P . Lemma 3.3. Let I be a monomial ideal of S and P ⊂ S be a monomial prime. Then sv(I(P )) ≤ sv(I).
Proof. Assume that sv(I) = r and let P 1 , P 2 , . . . , P r be the subsets of Mon(I) which satisfy the conditions of Definition 3.1. To prove the assertion, it is enough to apply the K-algebra homomorphism S → S(P ) with x i → 1 for all i ∈ P , to every set P j with 1 ≤ j ≤ r.
Assume that I is a squarefree monomial ideal and P = (x i ) a principal monomial prime ideal of S. Then it is clear that I(P ) = (I : x i ). Therefore as a consequence of lemma 3.3 we obtain the following corollary. Proof. Assume that sv(I) = r and let P 1 , P 2 , . . . , P r be the subsets of Mon(I) which satisfy the conditions of Definition 3.1. Assume that P 1 = {u} and suppose that x i is a variable which divides u. Set
is a generating set for I ′ . Since i 1 ≥ 2, it follows that t ≤ r − 1. Hence, in order to prove the assertion, it is enough to prove that the sets P
satisfy conditions (i) and (ii) of Definition 3.1.
We first verify condition (i). Assume that | P
|≥ 2. This means that there exist two monomials u 1 = u 2 in P i 1 which are not divisible by x i . Thus, by condition (ii) of Definition 3.1, there exists and integer m < i 1 and a monomial u 3 ∈ P m with u 3 | u 1 u 2 . But this is not possible. Because P ′ m = ∅ and therefore, every element of P m and in particular u 3 is divisible by x i . This proves condition (i).
To prove condition (ii), let v 1 = v 2 be two monomials in P ′ i k for some k with 1 < k ≤ t. Then v 1 , v 2 ∈ P i k and since P 1 , P 2 , . . . , P r satisfy condition (ii) of Definition 3.1, it follows that there exists and integer s with 1 ≤ s < i k and a monomial v 3 ∈ P s , such that v 3 divides v 1 v 2 . Since v 1 and v 2 are not divisible by x i , we conclude that x i ∤ v 3 . Thus, s ∈ {i 1 , . . . , i t } and v 3 ∈ P ′ s . This verifies condition (ii) of Definition 3.1 and completes the proof of the lemma.
We are now ready to state and prove the main result of this section. Proof. There is nothing to prove if I = 0. Thus assume that I = 0. We prove the assertions by induction on n. If n = 1, then I is a principal ideal and so we have sv(I) = 1, sdepth(I) = n and by [10, Theorem 1.1], sdepth(S/I) = n − 1. Therefore, in this case, the assertions are trivial.
We now assume that n ≥ 2. By Lemma 3.5 there exists a variable x i such that sv(I ∩ S ′ ) + 1 ≤ sv(I), where In [8] , the authors determine two lower bounds for the Stanley depth of monomial ideals (see [8, Corollary 2.5 and Theorem 3.2] ). In the following examples, we show that these bounds are not stronger than the bound given in Theorem 3.6. Indeed, one can consider the following subsets of Mon(I): P 1 = {x 1 x 2 x 3 }, P 2 = {x 1 x 2 x 4 , x 1 x 3 x 4 , x 2 x 3 x 4 } and P 3 = {x 1 x 2 x 5 , x 1 x 3 x 5 , x 1 x 4 x 5 , x 2 x 3 x 5 , x 2 x 4 x 5 , x 3 x 4 x 5 }. Thus Theorem 3.6 implies that sdepth(S/I) ≥ 2 and sdepth(I) ≥ 3.
