Laser radar echo signals are easily contaminated by noise, such as background light and electronic noise, and this noise is an obstacle for the subsequent signal detection. However, the conventional denoising methods cannot achieve satisfactory effects when the signal-to-noise-ratio (SNR) is ultralow. In this paper, a novel denoising method for laser radar echo signals based on the parameter-optimal variational mode decomposition (VMD) combined with the Hausdorff distance (HD) and wavelet transform (WT) is proposed. Compared with conventional VMD-based methods, the proposed method utilizes a newly developed grasshopper optimization algorithm (GOA) to obtain the optimal combination of parameters for the VMD. Then, the HD is applied to select the relevant modes and then uses the basis function to reconstruct the signal. In addition, the relevant modes are further processed by the WT denoising method, which allows the reconstructed signal to obtain a higher SNR. The simulation and experimental results show the feasibility, effectiveness and robustness of the proposed method compared to three other available denoising techniques. The proposed method could promote the distance measurement performance of laser radars in harsh environments.
I. INTRODUCTION
Noise has an enormous effect on signal acquisition and processing in many scientific and engineering applications, including laser radars [1] , [2] , light communications [3] - [5] and ammunition launches [6] . Therefore, it is essential to research signal denoising.
As a powerful technology, a laser radar has a high resolution and measurement accuracy, and it plays important roles in various fields, including remote sensing [7] , [8] , target tracking [9] , 3D imaging, etc. [10] , [11] . In long-range detection scenarios, due to low power and strong environmental interference, such as that from sunlight, the detection The associate editor coordinating the review of this manuscript and approving it for publication was Guolong Cui . performance of laser radars is threatened by low signalto-noise-ratio (SNR) echo signals. In recent years, many researchers have focused on this problem and tried to break through the critical bottleneck via signal denoising.
The conventional laser radar echo signal denoising methods are mainly based on empirical mode decomposition (EMD) [2] , [12] , [13] . However, the above method has some shortcomings. For instance, it will cause mode mixing during the decomposition, which limits its applications in long-range, low SNR radar echo signal denoising [14] . The emergence of variational mode decomposition (VMD) provides new possibilities for solving these problems. It is a new adaptive denoising decomposition technique that can nonrecursively decompose a signal into an ensemble of band-limited intrinsic mode functions (BLIMFs) [15] . VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ Compared with the EMD, the different mechanism of the VMD helps to resolve the problem of mode mixing. At present, the VMD has been widely applied in various fields, such as biological signal denoising [16] - [18] , lidar signal processing [19] and mechanical fault diagnosis [20] - [22] , which show its outstanding advantage and great potential for resolving these problems. However, to achieve the full advantage of the VMD, a crucial problem must be resolved: defining the number of decompositions and the quadratic penalty. In earlier studies, these two parameters are determined by experience and convenience [23] - [25] . However, artificially defining parameters will lead to many problems including frequency mixing and incomplete noise separation, which will damage the performance of the VMD [15] . Some researchers have investigated various methods to obtain the optimal parameters. Long et al. [26] utilized Particle Swarm Optimization (PSO) to find the optimal parameters of the VMD. Although it could obtain appropriate parameters, PSO easily falls into the local optimum and has a relatively slow convergence rate. Shi and Yang [27] proposed a parameter optimization algorithm for the VMD, but with different criteria for the two parameters, and they neglect the internal connection between them. Lian et al. [28] proposed an adaptive VMD with the characteristics of BLIMFs to determine the number of decompositions. However, it needed five parameters depending on different signals to set the thresholds and was more complicated.
In addition to the parameter optimization, the essence of VMD-based signal filtering is the partial reconstruction of the relevant modes after the signal decomposition. However, there is still a question on how to effectively select such modes. When the VMD is applied to noisy data, it is necessary to determine the physical interpretation of each mode, that is, which modes are pure signal, pure noise, or both [29] . Li et al. [30] realized the identification of noisy BLIMFs by using the correlation-based threshold between the extracted modes and the simulation signal. However, the first mode still has a strong correlation with the noisy signal in low SNR scenarios, resulting in the poor performance of this method. An and Yang [22] utilize the approximate entropy to discriminate between relevant and irrelevant BLIMFs for hydropower unit vibration signals. Although it could obtain reasonable results, the threshold of the approximate entropy needs to be preset. Liu et al. [31] developed a simple criterion based on detrended fluctuation analysis (DFA) to select the relevant modes. This method could measure the long-range dependency for nonstationary time series, but it ignored the relation with the simulation signal and lacked adaptivity.
Given the problems above, a novel denoising method for laser radar echo signals based on a parameter-optimal VMD combined with the HD and WT is proposed. The number of decomposition modes and the quadratic penalty of the VMD are first optimized by the GOA. The input signal is decomposed into a sum of the BLIMFs with the parameter-optimal VMD. Then, the HD is applied to these decomposition modes, which are calculated through the probability density function (PDF) between the input signal and each mode, to discard the modes that are dominated by the noise. Next, the relevant modes are further denoised by the wavelet denoising method to reduce the Gaussian white noise. The proposed method is verified by the simulations of four synthetic signals with various SNRs and experiments with real laser radar echo signals. The results show that, compared with three other denoising methods, the proposed OVMD-HDWT method achieves better performance and effectively preserves the useful details of the original signal.
II. SYSTEM MODEL OF LASER RADAR
The schematic of a laser radar system is illustrated in Fig. 1 . It is composed of a laser emission system, a laser receiving system, an optical system and a control system. According to the radar equation, the echo signal can be obtained by the following [32] :
where P t indicates the pulsed laser emission power, G t is the emitting antenna gain, R t defines the distance between the laser emitting system and the target, R r represents the distance between the laser receiving system and the target, σ s is the radar cross section, D is the diameter of the receiving system, and η atm , η sys indicate the atmospheric transmittance coefficient and system optical transmittance, respectively. For a laser radar, the echo signal that is scattered by the target is easily contaminated by the electronic noise and background light noise, which makes it difficult to obtain the true echo signal. It is noted that the electronic noise and background light noise could be approximated as white noise due to these continuous time domains with random amplitudes and phases [33] . Consequently, the time equation of the laser radar echo signal is formed as follows:
where x (t) indicates the true echo signal, and e (t) is the white noise that is caused by the electronic noise and the background light noise. The purpose of this paper is to reduce the noise e (t) and obtain the true echo signal x (t) with good performance.
III. PRINCIPLE OF PROPOSED OVMD-HDWT DENOISING METHOD
In this section, we will investigate laser radar echo denoising based on the proposed OVMD-HDWT method. First, the VMD algorithm is introduced, and then the details of three key innovations of this method will be provided in the following discussions.
A. BRIEF DESCRIPTION OF VMD ALGORITHM/ * -The VMD algorithm uses the Wiener filter to construct the variational problem of the original signal f (t). The signal is decomposed into a discrete number of sub-signals, which are named BLIMFs. The BLIMF components are defined as FM-AM signals, and each has a central frequency and a limited bandwidth [15] . The constrained variational model is constructed as follows:
where u k denotes the kth mode component that is decomposed by the VMD, ω k is the center frequency of the kth mode component, δ (t) denotes the unit impulse function, and ∂ t represents the gradient with respect to the time series t.
The above variational problems are solved by the quadratic penalty function and Lagrange multiplication [15] . The quadratic penalty function makes the variable separation dispersion problem highly nonlinear and nonconvex and ensures the accurate decomposition of signals under the interference of Gaussian noise. The Lagrange multiplier λ (t) guarantees the strictness of the optimal solution for each BLIMF bandwidth. This classical method transforms the abovementioned constrained variational problems into unconstrained variational problems in order to find the optimal solution. The extended Lagrange expression is as follows:
where α is the bandwidth parameter. The solution to the original minimization problem (1) is now found as the saddle point of the augmented Lagrangian in a sequence of iterative suboptimizations called the alternate direction method of multipliers (ADMM) [15] . The details are shown as follows:
whereû k represents the spectrum of the mode, f (ω) is the spectrum of the signal, and n is number of iterations.
The following formula is used to update the Lagrange multiplier:
In the iterative process of solving the variational model, the central frequency and bandwidth of each BLIMF component are continuously updated until the following iteration stop condition is satisfied:
Although the VMD could overcome the mode mixing that is caused by the EMD, there is still one problem that remains: the number of decompositions and the quadratic penalty need to be predefined. According to VMD theory, the number of decompositions has a great influence on the decomposition results and the quadratic penalty corresponds to the decomposition accuracy [15] . Therefore, the determination of the two parameters is the key to improve the performance of the VMD. The GOA is a nature-inspired algorithm that mathematically models and mimics the behavior of grasshopper swarms in nature. The algorithm logically divides the search process of grasshoppers into two tendencies: exploration and exploitation. In exploration, the search agents are encouraged to move abruptly, while they tend to move locally during exploitation [34] . The mathematical model of grasshoppers' positions is presented as follows:
where X i denotes the position of the i − th grasshopper, S i represents the social interaction, G i is the gravity for the i − th grasshopper, and A i is the wind advection. S i , G i , and A i can be calculated by the following equations:
where d ij = x j − x i is the distance between the i − th and the j−th grasshoppers; s is a function of the social interaction between grasshoppers, as shown in Eq. (9); andd ij represents a unit vector from the ith grasshopper to the jth grasshopper.
Here, g denotes the gravitational constant andê g represents a unity vector towards the center of the earth.
where u defines a constant drift andê w indicates a unity vector in the direction of the wind. Eq. (9) can be written as follows by substituting S, G, and A: (15) where N is the number of grasshoppers. Eq. (15) cannot be directly applied to solve the optimization problems because it prevents the algorithm from converging to a point when reach the comfort zone. Therefore, a modified equation is proposed to solve the optimization problems as follows [34] :
where ub d and lb d are the upper and lower bounds in the Dth dimension, respectively; andT d is the target value of the Dth dimension. c is a decreasing coefficient that is defined by the following equation:
Here, c max and c min are the maximum and minimum values, respectively; l represents the current iteration; and L defines the maximum number of iterations. In this work, the c max and c min are set 1 and 0.00004 respectively, and the maximum number of iterations L is set 20 and the search agents N is 30.
It is noted that the inner c in Eq. (16) represents that the repulsion/attraction forces between grasshoppers decrease as the number of iterations increase, while the outer c controlling the search coverage will reduce as the iteration count increases. The sum term of Eq. (16) considers the positions of other grasshoppers and simulates the interactions of grasshoppers in nature.T d simulates their tendency to move towards food sources. The parameter c simulates the deceleration of grasshoppers as they approach a food source and eventually eat it.
In the GOA, since we do not know the exact position of the global optimum, it is assumed that the target is the fittest grasshopper (the one with the best target value) during the optimization process.
The energy loss coefficient is a measure of the signal energy loss before and after decomposition [35] . In this paper, to find the best parameters of the VMD algorithm, we used the lowest energy loss coefficient as the objective function, which will be calculated in each iteration.
The energy loss coefficient is defined as the ratio of the energy of the decomposition residual to the energy of the original signal, which can be calculated according to the following equation [35] :
where u k (k = 1, 2, . . . , K ) represents the reconstructed signal, and f is the original signal.
The details of the parameter optimization method are summarized as follows:
where fitness indicates the objective function of the GOA, e is the energy loss coefficient of the VMD, and γ = (K , α) is respectively the mode number and quadratic penalty of the VMD to be optimized. K is defined in the range of [2, 15] , and α is in the range of [1000,10000],.
C. IDENTIFICATION OF RELEVANT MODES WITH HAUSDORFF DISTANCE
After the VMD, an important step is to determine the properties of the extracted modes and select the relevant modes, which is the precondition of signal reconstruction.
The VMD algorithm decomposes a signal from low frequency to high frequency. It is generally believed that the high frequency parts are noisy modes (irrelevant modes) and the low frequency parts indicate the pure signal modes (relevant modes).
Consider a noise-free signal y (t) that is contaminated by an additive noise n (t) [29] :
After the decomposition of x (t) using the VMD, we could obtain the modes u k , k = 1, 2 . . . , K . The aim is to find the relevant modes and an estimateỹ (t) of y (t) from x (t):
where kth represents the partial reconstruction index. A PDF represents a state of knowledge about the systems or signals and not just a frequency based on Bayesian interpretation. We could use a PDF similarity measure to identify the relevant modes that are dominated by the features of y (t). The PDF of each VMD decomposition mode is estimated by the kernel smoothing density function.
Similarity measures can be classified into two categories: 1) the information-theoretic measures including the Kullback-Leibler divergence (KLD) and 2) the geometric distance measures such as the HD [29] . The informationtheoretic measures and geometric distance measures were compared in [29] , which proved that the geometric similarity measures are more efficient than the information-theoretic measures. In this paper, we use the HD as the similarity measurement to discriminate between relevant and irrelevant modes.
The HD is a nonlinear operator that measures the similarity between two sets or two geometric shapes. The HD between two point sets P and Q is defined as follows [36] :
The HD is very sensitive to outliers, which reflects the sharpness and narrowness of the PDF of the VMD modes.
To identify the relevant modes, x (t) is first decomposed into BLIMFs using the VMD. The similarity measure, L, is defined as follows:
The relevant mode could be determined by the difference of two adjacent PDF distances. The larger the difference is, the greater the similarity change. The maximum difference θ is defined as follows:
It is assumed that the maximum difference θ is generated between BLIMF m and BLIMF m+1 , and the estimation signalỹ (t) can be obtained as follows:
D. GAUSSIAN WHITE NOISE REDUCTION WITH WAVELET DENOISING METHOD
After the parameter-optimal VMD and the identification of relevant modes, there is still Gaussian white noise in the relevant modes due to its wide distribution over the whole band. To resolve this problem, a wavelet denoising method is proposed. The main steps of this method are as follows. First, the wavelet decomposition coefficient of the signal is obtained by the WT. The wavelet coefficients reflect the nature of the signal, and the noise signal can be filtered by threshold processing. Then, the wavelet coefficients are reconstructed by the inverse wavelet transform. In this paper, the optimal threshold value is obtained by minimizing Stein's unbiased risk estimator (SURE), which has better accuracy as the amount of data increases. The minimization of SURE is defined as follows [17] :
where g is a function in , y = [y 0 , y 1 , . . . y M-1 ] and
The best thresholding can be obtained as follows:
Compared with hard thresholding, a signal that is processed by soft thresholding is smoother. Soft thresholding is defined by the following equation:
where d (i) (t) andd (i) (t) represent the ith level detail coefficient and the thresholded detail coefficient, respectively. T i is the thresholding that is adjusted by the noise estimation of the ith level. After the soft thresholding process, the denoising signal can be obtained by reconstructing the last approximation coefficients and all thresholded detail coefficients.
E. ALGORITHM SUMMATION AND ANALYSIS
The flowchart of the proposed method is illustrated in Fig. 2 . This method could be divided into three parts. The first part is the parameter optimization of the VMD based on the GOA, which automatically determines the number of decompositions K and the quadratic penalty α of the VMD via the GOA. The second part, the identification of the relevant modes using HD, helps select the relevant modes after the parameteroptimal decomposition. The third part is the Gaussian white noise reduction using the wavelet denoising method. It could further denoise the relevant modes to obtain better performance.
The pseudo code of this method is shown in Fig. 3 .
IV. RESULTS AND DISCUSSION
In this section, first, a synthetic denoising performance simulation of our proposed OVMD-HDWT method is presented and compared with three methods in the previous literature. Then, the performance improvement of the proposed method is discussed via some comparisons, which show the contributions of the three key innovations in the proposed OVMD-HDWT method. Next, a more detailed simulation with different signals and denoising methods is conducted to assess the robustness of the proposed method. Finally, the experimental results on an actual laser radar system are provided to further verify the performance superiority of the proposed method.
A. SYNTHETIC SIGNAL DENOISING SIMULATION AND PERFORMANCE COMPARISON
To verify the validity of the proposed method, preliminary denoising simulations on synthetic signal Bumps were conducted, where the SNR of the input signal (SNR in ) is 4 dB and the signal length is N = 2048. The performance of some other denoising methods such as the NeighCoeff-db4 wavelet method (WT-db4), the EMD combined with wavelet denoising method (EMD-DWT) [37] and the detrended fluctuation analysis thresholded EMD-based denoising method (DFA-EMD) [38] are compared with the proposed method.
To evaluate and compare the performance of the proposed method and other denoising methods, two metrics, the output signal-to-noise ratio (SNR out ) and the root-mean-square error (RMSE) were introduced for the quantitative analysis. They are defined by the following equations:
where f (n) is the original signal, and f (n) represents the denoised signal. The comparison results of different denoising methods for the Bumps signal with SNR in = 4 dB are illustrated in Fig. 4 . The red and blue lines indicate the original and noisy Bumps signals, respectively. Among these results, the proposed method gives the best performance. The signal that is processed by the proposed method is smoother and similar to the pure signal, especially on the segment that is surrounded by the hollow circle. The worst performance was obtained by the DFA-EMD algorithm, of which the denoised signal has many burrs. Although the WT-db4 and EMD-DWT methods obtain better denoising results compared with the DFA-EMD, there are still some distortions at the beginning, the end and the wave peak of the denoised signal. Table 1 lists the SNR out and RMSE values of the denoising results for the Bumps signal with a SNR in = 4 dB. As shown in the table, the signal that is processed by the proposed method has the highest SNR out of 15.31 dB and the lowest RMSE of 0.3090 compared with the other denoising methods, which means that proposed method has the best denoising performance for the input signal.
The above comparison proves that the proposed method outperforms the other denoising methods in terms of denoising and preserving the integrity of the useful signal. 
B. PERFORMANCE IMPROVEMENT BASED ON THE MODIFIED ALGORITHM
The proposed OVMD-HDWT is a compound algorithm with three parts. We conduct the following simulations to confirm the performance contribution of each part compared with other methods.
1) BETTER DENOISING EFFECT BASED ON THE GOA OPTIMIZATION
The GOA is a newly developed, nature-inspired and population-based optimization algorithm. Compared with PSO, the GOA has a better global optimization capability.
The main difference between these two algorithms is that PSO requires no other particles to be involved in updating a particle position, whereas in the GOA, all search agents contribute to defining the next position of each search agent [29] .
To make an intuitive illustration, a comparison simulation between GOA and the PSO is conducted. The aim is to compare the parameter optimization performance of the VMD. The energy loss coefficient is utilized as the objective function and the Bumps signal with 4 dB Gaussian white noise is taken as the test signal. The number of search agents in the GOA and the number of initial population in PSO are set as 30, and the maximum number of iterations of these two algorithms is 20.
The comparison result is shown in Fig. 5 . The red and blue lines indicate the convergence curves of PSO and the GOA, respectively. As shown in the figure, the GOA has faster convergence speed compared with PSO. It achieves the minimum energy loss coefficient at the third iteration whereas PSO accomplishes this at the sixth iteration. Moreover, the GOA has obtained a lower energy loss coefficient compared with PSO. The former is 0.001905 and the latter is 0.00224.
The corresponding optimal parameters via PSO and the GOA are (α = 3320, K=9) and (α = 2055, K = 8), respectively. With these parameters, a simulation between PSO-based and GOA-based methods is developed to test their performance. The main steps of these methods are the following. First, the test signal is decomposed using the parameters that are optimized by PSO and the GOA. Then, the HD is applied to select the relevant modes and the signal is further denoised by the wavelet denoising method before the reconstruction. The simulation result is shown in Table 2 . The signal that is processed by the GOA-based method has a higher SNR out of 15.3083 dB compared with the PSO-based method. In addition, it also obtains a better RMSE of 0.3089. Therefore, the above results prove that the GOA is superior to PSO in the parameter optimization of the VMD.
2) SUPERIOR MODES IDENTIFICATION BASED ON HD
To verify the effectiveness of the HD, we compare it with the Bhattacharyya distance (BD), which measures the similarity of two discrete or continuous probability distributions [13] .
For the discrete probability distributions p and q over the same domain X , the BD is defined as follows:
where BC (p, q) = x∈X √ p (x) q (x) is the Bhattacharyya coefficient.
We treat the heavysine signal that is contaminated with 7 dB Gaussian white noise as the test signal. Before the simulation, the test signal was decomposed into 9 modes by the VMD, and the PDF of each mode is obtained via the Kernel density function. Then, these two similarity measures are applied to calculate the distance between the test signal and each mode. Figure 6 illustrates the PDFs of the noisy heavysine signal and its modes. BLIMF 1 has obtained the best similarity to the noisy signal because these PDF curves are the closest. The curves in Fig. 7 show that both the HD and BD have detected the relevant modes (BLIMF 1 ). However, the distance for BLIMF 8 is shorter than that for BLIMF 9 in Figure 6 , and in Figure 7 , the curve of the BD is misleading. The result shows that the HD outperforms the BD since the HD always obtains the correct correlation among these modes.
3) ADDITIONAL NOISE-REDUCTION EFFECT BASED ON WT
After the relevant modes are selected, these modes need to be further denoised by the wavelet denoising method before the signal reconstruction. It is essential to verify that whether the wavelet denoising method reduces the Gaussian white noise and increases the SNR out . Therefore, a comparison simulation with and without the wavelet denoising method is conducted. The test signal is still the Bumps signal with 4 dB Gaussian white noise. The raw signal is first decomposed by the VMD, and the HD is applied to the BLIMFs to select the relevant modes. Then, the reconstructed signal that is processed by wavelet denoising method is compared with the directly reconstructed signal.
The simulation results are shown in Fig. 8 . As shown in the Figure, the signal that is processed by the wavelet denoising method has obtained a better SNR out and RMSE. Especially when SNR in = 1 dB and 5 dB, the SNR out of the signal has increased from 7.28 dB and 11.99 dB to 12.91 dB and 17.33 dB, respectively; and the RMSE decreases from 0.78 and 0.45 to 0.41 and 0.24, respectively. It shows that the signal with wavelet denoising obtains a great performance improvement. Therefore, it is apparent that the wavelet denoising method is a necessity.
C. ROBUST ANALYSIS OF THE PROPOSED ALGORITHM
In the above sections, some simulations have preliminarily proved the feasibility of the proposed method. To study the robustness of this method, simulations on various signals with different SNR in s are provided to compare the performance of the proposed method with other denoising methods. 
1) PERFORMANCE SUPERIORITY UNDER VARIOUS SNR
We evaluate the denoising performance of the four methods on the Bumps signal with an SNR in that varies from −5 to 10 dB. As shown in Fig. 9 , the proposed OVMD-HDWT method obtains a better SNR out and RMSE than the other methods for the noisy bumps signal. When SNR in = 10 dB, the signal that is processed by the proposed method could achieve the highest SNR out of 20.95 dB, and the corresponding RMSE is the lowest of 0.1613. Even in the low SNR scenarios of SNR in = −5 dB, the SNR out is still 7.89 dB. The RMSE comparison indicates that the proposed method could lower the error of the signal, which means that it retains the most useful information of the original signal.
2) PERFORMANCE SUPERIORITY UNDER VARIOUS SIGNAL FORMS
To test the performance of the proposed method on different signals, we add three other synthetic signals and implement a simulation. These signals are Blocks, Heavysine and Doppler, respectively. The SNR in is set as −5 dB and the comparison results are illustrated in Fig. 10 . The proposed OVMD-HDWT method still performs the best regardless of the signal and the DFA-EMD obtains the worst SNR out and RMSE. The average SNR out that is obtained by the OVMD-HDWT is higher than 7.5 dB, and the SNR out reached 9.8 dB for the doppler signal. It is obvious that the proposed method could obtain satisfying noise reduction and detail preservation performance in the low SNR scenarios based on the above simulations, and it has great robustness.
D. EXPERIMENTS ON LASER RADAR ECHO SIGNALS
Real laser radar echo signals are complicated due to the various interference Therefore, it is necessary to conduct an experiment to verify the performance of the proposed method on a real echo signal. We used the SPLPL90-3 that was produced by the OSRAM corporation as the laser transmitter and an Avalanche Photon Diode (APD) as the laser receiver. The wavelength of the laser is 905 nm with a pulse width of 20 ns. The distance l between the laser radar and object plane is set 10m, 15m, respectively.
The measured echo waveforms are shown in Fig. 11-12 . It is noted that the amplitude of two signal with different measure distance are much different, when l = 10m and 15m, the laser radar echo signal could reach 3.65V and 1.65V respectively. The reason is that the intensity of the laser radar echo signal is inversely proportional to the square of the distance.There is not only Gaussian white noise through the whole signal but also high frequency spike noises, which are produced by the switch circuit at different times. As shown in the Figures, the signals that are processed by the WT-db4 and EMD-DWT still have many burrs and considerable fluctuations. The DFA-EMD gives the worst denoising results with small changes compared with the laser radar noisy signal. Moreover, these three methods do nothing for the high frequency spike noise. In contrast, the proposed OVMD-HDWT method effectively denoises the Gaussian white noise through the whole signal, smooths the signal, and suppresses the high frequency spike noise. This is because the algorithm of the proposed method uses adaptive parameter selection to make sure that the signal decomposes with lower energy loss. Here, the HD could help separate the pure and noisy modes, and the wavelet denoising method further filters the Gaussian white noise and smooths the signal. Table. 3-4 lists the SNR out and RMSE of the laser radar echo signals with l = 10 m and 15m of the four denoising methods. It is obvious that the proposed method achieves the best SNR out of 26.52dB, 16.13 dB and RMSE of 0.005, 0.035, which correspond to the comparison in Fig. 11-12 . The above experimental results show that the proposed OVMD-HDWT method has a strong denoising ability for laser radar echo signals with long measurement distances.
V. CONCLUSION
In this paper, a novel denoising method named the OVMD-HDWT was proposed to deal with the laser radar echo signal denoising problem. The proposed method utilized the GOA to optimize the VMD parameters, including the number of decomposition modes K and the quadratic penalty α. Then, relevant modes were selected using the HD between the decomposed modes and the original signal. After the above steps, the wavelet denoising method was applied to further denoise these relevant modes to achieve better performance. The feasibility, effectiveness and robustness of this proposed method were verified via simulations and experiments. The simulation results of the four synthetic signals with different SNR in s have shown that the proposed method could effectively denoise the noisy signal and outperform other denoising methods. Finally, a laser radar echo experiment was carried out. The results proved that the proposed method could reduce the Gaussian white noise and high frequency spike noise, preserve the useful signal and increase the SNR out for laser radar echo signals. The application of this method could make weak signals easier to detect and the threshold detection have higher precision.
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