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CHAPTER I 
INTRODUCTION AND STATEMENT OF THE PROBLEM 
Definition of reinforcement 
Of the many factors ·known to affect the course of 
instrumental learning and extinction, one of the most 
significant and most intensely. studied is that of the 
stimulus conditions which prevail following the evocation of 
a response. Stimulus conditions which favor the course of 
acquisition are termed 'reinforcers' and the relation of 
these conditions to the performance of the antecedent 
responses are termed 'reinforcements•. Reinforcement and 
reinforcers may be formally defined as follows: When a 
single response or a number of responses are repeatedly 
elicited in a situation and when the different elicitations 
are followed by dissimilar stimulus conditions which 
differentially affect the frequency of occurrence of the 
responses, then, all other things being equal, those 
conditions which increase the frequency of occurrence, or 
those conditions which maintain the frequency of occurrence, 
are called 'reinforcers' and the operation of introducing 
and pairing them with a response is called 'reinforcement'. 
Reinforcing stimuli can be classified into a number of 
categories according to the experimental operations by which 
1 
they are established and their manner of operation on the 
response which they reinforce. One of the most basic 
distinctions which can be made is that between primary and 
secondary reinforcers. A primary reinforcing stimulus is 
identifiable in that its efficacy as a reinforcer appears to 
2 
be independent of any known or suspected conditions of train-
ing. In contrast, a secondary reinforcing stimulus is a 
stimulus which has acquired a reinforcing characteristic by 
known and special conditions of training. When a neutral 
stimulus is paired a number of times with a primary reinforcer 
in an experimental situation, the stimulus may acquire a 
reinforcing property. Whether it has or has not gained a 
reinforcing status can be tested in a variety of ways which 
are described below. 
It would be convenient to employ a brief and simple 
system _of symbols to stand for various aspects of the 
secondary reinforcing situation. The symbol •sR• stands for 
'primary reinforcing stimulus•. The symbol •sn• stands for 
'stimulus which is paired with sR during training'. The 
symbol •sr• stands for •secondary reinforcing stimulus'. 
Methods of measuring secondary 
reinforcement 
In general two methods for the establishment and 
measurement of sr have been employed in instrumental learning 
situations. 
The first method is illustrated in an experiment by 
Bugelski.l Utilizing a modified Skinner box, this experi-
menter trained two groups of animals to press a bar for a 
food reward. The bar press was accompanied by a click from 
the food release mechanism. In this situation the food 
constituted an sR and the click an sn. He then proceeded to 
test for sr. The two groups were extinguished: the control 
group with the sn absent and the experimental group with the 
gn present. The experimental group displayed greater 
resistance to extinction than did the control group. It was 
concluded that the click was an sr. This conclusion is 
consistent with the formal definition of reinforcement 
offered above. 
In recent years some doubts have arisen as to the 
3 
general validity of the resistance to extinction test for sr. 
Bitterman, in two articles, has claimed that this method 
confounds a discrimination factor with the secondary 
reinforcing factor. 2 By the former factor he seems to refer 
to the readiness with which the animal 'discriminates' the 
lR. Bugelski, Extinction with and without subgoal 
reinforcement, J. comp. Psychol., 1938, 26, 121-134. 
2M. E. Bitterman, w. E. Feddersen, and D. w. Tyler, 
Secondary reinforcement and the discrimination hypothesis, 
Amer. J. Psychol., 1953, 66, 456-462. C. B. Elam, D. W. 
Tyler, and M. E. Bitterman, A further study of secondary 
reinforcement and the discrimination hypothesis, J. comp. 
physiol. Psychol., 1954, 47, 381-384. 
transition from acquisition to extinction. Applied to the 
Bugelski experiment this line of reasoning would imply that 
the experimental group does not discriminate the transition 
as readily as the control group, due to the fact that in the 
4 
former case the click was present both during acquisition and 
extinction. Others have pointed out that a generalization 
variable may be involved in the transition from training to 
extinction, a variable which may interact with the sr 
variable.l Applied to the Bugelski experiment this line of 
argumentation would imply that the subjects in the experi-
mental group generalize more readily to the extinction 
situation than do the subjects in the control group; for in 
the former ease there are a greater number of identical 
components during acquisition and extinction, namely, the 
click. 
The second method of testing for sr is illustrated in 
an experiment performed by Saltzman.2 Animals were trained 
to run down a simple runway to obtain food in a white goal 
box. In this training situation the food was an sR and the 
brightness of the goal box an sn. Following training a test 
lE.g • . W. H. Melching, The acquired reward value of an 
intermittently presented neutral stimulus, J. comp. physiol. 
Psychol., 1954, 47, 370-374. 
2r. J. Saltzman, Maze learning in the absence of 
primary reinforcement: a study of secondary reinforcement, 
J. comp. physiol. Psychol., 1949, 42, 161-173. 
for sr was performed in a U maze. A white goal box, similar 
to the one used during training, was fixed on the right end 
of the maze and a black goal box on the left end. SR was 
never present in the U maze. The experimenter reported that 
the subjects turned right more often than left, and he 
concluded that the brightness of the white box was an sr. 
This conclusion is consistent with the formal definition of 
reinforcement stated above. 
Surve~ of the literature on 
secon ary reinforcement 
Mainly employing either of the two methods mentioned 
5 
above, a number of studies have been performed on sr. Review 
of this literature can be facilitated by subdividing the 
studies into two categories, those concerned with antecedent 
conditions for sr and those concerned with general features 
of sr. 
In the first category belong the following studies: 
1. Under conditions of continuous sR during acquisi-
tion, the strength of sr varies with the number of pairings 
it has had with sR;l 
lp. J. Bersh, The influence of two variables upon the 
establishment of a secondary reinforcer for operant response~ 
J. exper. Psychol. ·, 1951, 41, 62-73. J. F. Hall, Studies in 
secondary reinforcement: I, secondary reinforcement as a 
function of the frequency of primary reinforcement, J. comp. 
phtsiol. Ps~chol., 1951, 44, 246-251. R. c. Miles, The 
re ative ef eetiveness of secondary reinforcers throughout 
deprivation and habit strength parameters, J. comp. physiol. 
Psychol., 1956, 19, 126-140. 
6 
2. The smaller the temporal interval between presenta-
tion of sn and sR, the greater will be the strength of Sr.l 
But another study, done under different conditions, has shown 
that the temporal interval rises to an optimum and then falls 
off.2 Also, sn should not occur after presentation of sR.3 
3. The strength of sr may vary with the amount of sR 
with which it was paired during training.4 
4. The greater the degree of deprivation during the 
test period the stronger will be sr, although the degree of 
1w. 0. Jenkins, A temporal gradient of derived reinforce-
ment, Amer. J. Psychol., 1950, 63, 237-242. 
2p . J. Bersh, The influence of two variables upon the 
establishment of a secondary reinforcer for operant responses, 
J. exper. Psychol., 1951, 41, 62-73. 
3w. N. Schoenfeld, J. J. Ant~nitis, and P. J. Bersh, 
A preliminary study of the conditions necessary for secondary 
reinforcement, J. exper. Psychol., 1950, 40, 40-45. 
~. R. D'Amato, Secondary reinforcement and magnitude 
of primary reinforcement, J. comp. t~siol. Psychol., 1955, 
48, 378-380. Under different condi ons negative results 
were obtained by the following: C. D. Hopkins, Effectiveness 
of secondary reinforcing stimuli as a function of quantity 
and quality of food reinforcement, J. exper. Psychol., 1955, 
50, 339-342. R. Lawson, Amount of primary reward and 
strength of secondary reward, J. exper. Psychol., 1953, 46, 
183-187. . 
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deprivation during training seems to have no effect.l 
5. All other things being held constant, the amount of 
sr generated seems to be a function of the number of non-
reinforced trials given during acquisition.2 
In the second category belong the following studies: 
1. Some investigations have demonstrated that sr 
acquired under one drive is still effective under a differ-
ent drive in the absence of the original drive.3 Perhaps 
related to this finding is the report that food can have sr 
value for satiated animals.4 Even other stimuli may have sr 
lJ. L. Brown, The effect of drive on learning with 
secondary reinforcement, J • . comp. physiol. Psyehol., 1956, 
49, 254-260. W. K. Estes, A study of the motivating condi-
tions necessary for secondary reinforcement, J. exler. 
Psychol., 1949, 39, 306-310. J. F. Mall, Studies n 
secondary reinforcement : II, secondary reinforcement as a 
function of drive during primary ·reinforcement, J. comp. 
physiol. PsJchol., 1951, 44, 462-466. R. c. Miles, The 
relative ef ectiveness of secondary reinforcers throughout 
deprivation and habit strength parameters, J. comp. physiol. 
Psychol., 1956, 19, 126-130. 
2J. M. Notterman, A study of some relations among 
periodic reinforcement, discrimination training, and secondary 
reinforcement, J. exper. Psychol., 1951, 41, 161-169. 
3M. R. D'Amato, Transfer of secondary reinforcement 
across hunger and thirst drives, J. exper. Psychol., 1955, 
49, 352-356. W. K. Estes, Generalization of secondary 
reinforcement from the primary drive, J. comp. physiol. 
Psychol., 1949, 42, 286-295. Negative results were obtained 
by L. s. Ried and A. J. Silvinske, A test for generalized 
secondary reinforcement during extinction under . a different 
drive, J. comp. physiol. Psychol., 1954, 47, 306-310. 
4E. L. Wike and A. Casey, The secondary reward value of 
food for satiated animals, J. comp. physiol. Psychol., 1954, 
47, 441-443. 
characteristics for satiated animals.l Food can have sr 
value for .thirsty animals.2 Skinner has speculated on the 
possibility of there being generalized reinforcers, that is, 
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reinforcers which have been acquired under the support of 
different drives and which have strong and general reinforcing 
effects upon behavior; but so far the slight evidence bearing 
on this thesis has not borne it out.3 
2. There are a small group of experiments which have 
been taken to show that sr can be 'acquired' without apparent 
pairing with sR.4 
3. A number of studies have shown that a response to 
1J. P. Seward and N. Levy, Choice point behavior as a 
function of secondary reinforcement with relevant drives 
satiated, J. comp. physiol. Psychol., 1953, 46, 334-338. 
2E. L. Wike and A. Casey, The secondary reinforcing 
value of food for thirsty animals, J. comp. physiol. Psychol., 
1954, 47, 240-243. 
3B. F. Skinner, Science and Human Behavior (New York: 
MacMillan Co., 1953), pp. 77-81. E. L. Wike and J. McNamara, 
A quest for the generalized conditioned reinforcer, 
P. Reports, 1955, 1, 83-91. 
4a. B. Kish, Learning when the onset _of illumination is 
used as reinforcing stimulus, J. comp. physiol. Psychol., 
1955, 48, 261-264. M. H. Marx, R. L. Henderson, and C. L. 
Roberts, Positive reinforcement of the bar-pressing response 
by a light stimulus following dark operant pretests with no 
after effect, J. exper. Psychol., 1955, 48, 73-76. 
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secondary reinforcers is subject to stimulus generalization.! 
4. Three experiments seem to indicate that a consum-
matory response to sR is not reduced by exposure to sr.2 
5. Theorization and experimentation have lead to the 
widely accepted opinion that sr is an important factor in 
delay of reward phenomena.3 
6. TWo experiments give indication that a discrimina-
tive stimulus may possess reinforcing properties.4 
1M. R. Denny, The effect of using differential end boxes 
in a simple T maze learning situation, J. exper. Psychol., 
1948, 38, 245-249. D. Ehrenfreund, Generalization of second-
ary reinforcement in discrimination learning, J. comp. 
physiol. Psychol., 1954, 47, 311-314. G. R. Grice, The rela-
tion of secondary reinforcement to delayed reward in visual 
discrimination learning, J. exper. Ps!chol., 1948, 38, 1-16. 
G. R. Grice and H. M. Goldman, Genera !zed extinction and 
secondary reinforcement in visual discrimination learning 
with delayed reward. J. exper. Psychol., 1955, 50, 197-200. 
r. J. Saltzman, Generalization of secondary reinforcement, 
J. exper. Psychol., 1950, 40, 189-193. 
2J. s. Calvin, A. Bickness, D. s. Sperling, Effect of 
a secondary reinforcer on consummatory behavior, J. come. 
physiol. Psychol., 1953, 46, 176-179. R. c. Miles and D. 
Wickens, Effect of a secondary reinforcer on the primary 
hunger drive, J. oomp. phySiol. Psychol., 1953, 46, 77-79. 
c. w. Simon, et al, The effect of the secondary reinforcing 
agents on the primary thirst drive, J. comp. physiol. 
Psychol., 1951, 44, 67-70. 
3G. R. Grice, The relation of secondary reinforcement 
to delayed reward in visual discrimination learning, J. expe~ 
Ps~chol., 1948, 38, 1-16. K. W. Spence, Role of secondary re-
In orcement in delayed reward training, P. Rev.,l947, 54, 1-8. 
4J. A. Dinsmoor, A quantitative comparison of the dis-
criminative and reinforcing functions of a stimulus, J. exper. 
Psychol., 1950, 40, 458-47g. w. B. Webb and c. J. Nolan, 
cues for discrimination as secondary reinforcing agents: a 
confirmation, J. comp. physiol. Psychol., 1953, 46, 180-181. 
10 
Furthermore, the study by Dinsmoor also suggests that sr may 
have discriminative properties. 
7. It has recently been shown that sr and the extinc-
tion of sr may be an important factor in explaining the 
occurrence of latent extinction.l 
8. Some experiments show that sr may be an important 
factor in helping to maintain behavior under conditions of 
partial reinforcement.2 
Statement of the problem 
In surveying the literature on sr it is readily 
apparent that most of the antecedent conditions investigated 
were patterned after studies on primary reinforcement. That 
is, parameters originally studied and known to be important 
with respect to SR were then studied with respect to sr. Ye~ 
it is surprising to note that one of the major parameters of 
sR has not yet been applied to sr. This major parameter is 
1w. B. Coate, Weakening of conditioned bar-pressing by 
prior extinction of its subsequent discriminated operant, 
J. comp. physiol Psychol., 1956, 49, 135-138. H. Moltz, 
Latent extinction and the reduction of secondary reward valu~ 
J. exper. Pstchol., 1955, 49, 395-400. H. Moltz and S. 
Maddi, Reduc Ion of secondary reward value as a function of 
drive strength during latent extinction, J. exper. Psychol., 
1956, 52, 71-76. 
2M. R. Denny, The role of secondary reinforcement in a 
partial reinforcement learning situation, J. exper. Psychol., 
1946, 36, 373-389. L. S. Rubin, A demonstration of superior 
resistance to extinction following continuous reinforcement 
as compared with partial reinforcement, J. comp. PhyBiol. 
Psychol., 1953, 46, 28-32. 
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partial primary reinforeement.l Hull appeared to overlook 
thiS When, in hiS Widely quoted definition Of gr, he stated 
that the pairing of SR and sn should be consistent in order 
to establish sr.2 Keller and Schoenfeld have noted the lack 
of information with regard to the effect of "schedules of 
association" between sR and sn on the strength of sr, and 
moreover, they anticipate that such schedules would be an 
important parameter of Sr.3 
There have been some studies which have interrelated, 
in one way or another, partial primary reinforcement and sr. 
Some of these studies are unpublished and cited in a review 
article.4 The present author is aware of only four published 
studies which might possibly be relevant to the relationship 
of partial primary reinforcement to sr. Both Denny and 
lThe parametric importance of partial reinforcement is 
evident from a review of the literature in W. 0. Jenkins and 
J. c. Stanley~ Partial reinforcement : a review and critique, 
Psychol. Bull., 1950, 47, 193-231. 
2c. L. Hull, Principles of Behavior (New York: -
Appleton-Century-Crofts, 1943), p. 98. 
3F. S. Keller and W. N. Schoenfeld, Principles of 
Psychology (New York: Appleton-Century-Crofts, 1950), 
p. 246. . 
4w. 0. Jenkins and J. C. Stanley, Partial reinforcement: 
a review and critique, Psychol. Bull., 1950, 47, 193-231. 
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.Rubin manipulated sr in a partial primary learning situa-
tion.l ·But neither of these investigators made a direct test 
for sr. Melching did a study in which the SR was continuous 
but the sr was present on only some of the training trials.2 
Unfortunately, as the author himself points out in some 
detail, his results were equivical and his experimental 
design confounded sr with stimulus generalization. Saltzman 
compared the performance of a group receiving continuous· sR 
with a group reinforced on a fifty per cent, tandem schedule.3 
In both cases the sn was present on all · trials. Whe.n the 
test for sr followed the termination of the training period, 
it was reported that the continuously reinforced group did 
poorer than the partially reinforced group with respect to 
the strength of sr. 
In view of the lack of .information regarding this 
potentially important parameter of sr, the problem of this 
paper is to systematically explore the effects of partial 
1M. R. Denny, The role of secondary reinforcement in a 
partial reinforcement learning situation, J. exper. Psychol., 
1946, 36, 373-389. L. S. Rubin, A demonstration of superior 
resistance to extinction following continuous reinforcement 
as compared with partial reinforcement~ J. comp. physiol. 
Psychol., 1953, 46, 28-32. 
2w. H. Melching, The acquired reward value of an 
intermittently presented neutral stimulus, J. comp. physiol. 
Psychol., 1954, 47, 370-373. 
3I. J. Saltzman, Maze learning in the absence of primary 
reinforcement : a study of secondary reinforcement, J. comp. 
phyciol. Psychol., 1949, 42, 161-173. 
13 
primary reinforcement on the strength of sr. To this end, an 
experiment will be performed which has the following 
features: 
1. sn will be present on all training trials for all 
subjects. 
2. Independent groups of subjects will be given differ-
ent numbers of sR•s, a given number being assigned to a given 
group. · 
3. After the termination of training, the extent to 
which the sn of the various groups has become an sr will be 
measured. 
CHAPTER II 
METHOD 
Outline of experimental method 
The experimental method is based upon the second 
method of establishing and testing for sr which was mentioned 
in the previous chapter. In the present experiment, white 
rats were trained to run a simple alleyway to obtain food in 
a goal box of fixed brightness. Six independent groups of 
animals were trained in this fashion, and the six differed 
solely in the number and pattern of trials on which sR was 
present and was not present. For the six groups the percent-
age of sR's available were as follows: lOQ%, 90%, 80%, 60%, 
40%, and 20%. A total of one-hundred-twenty training trials 
were given to each subject. When training was completed the 
sr of the goal box was tested. For this test, the alleyway 
was converted to a T maze by interlocking a choice chamber 
on the end of the alleyway maze and attaching a goal box to 
each end of the chamber. sR was never placed in the T maze. 
One of the goal boxes was that used in training, while the 
other had a different brightness value. For a given animal 
the boxes were in a fixed position throughout the test with 
the training box on the side which was contrary to the 
14 
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subject's previously determined position preference. Neither 
goal box was visible to the animal before entry. Out of 
twenty trials, the number of times the animal entered each 
goal box was recorded. 
Subjects 
The subjects were seventy-two, male, albino rats 
obtained from the Charles River Laboratory, Boston, Massachu-
setts. They ranged in age from ninety to one-hundred-twenty 
days old at the start of the e.xperiment. 
Maintenance schedule and taming 
Throughout the experiment two subjects were housed in 
each home cage. For the first four days after arrival in the 
laboratory ample food and water were available in the living 
cages. On the fifth day all food was withdrawn from the 
living cage and was not replaced for the remainder of the 
experiment. Subjects were fed one hour daily at the same 
time every day in special feeding cages, one animal to a cage. 
Water was available at all times and in all places except in 
- the experimental apparatus. Subjects were not used until 
they had been on the feeding schedule for at least two weeks. 
Also during these two weeks the animals were handled daily 
for about three minutes on an average of about two hours 
prior to their feeding time. 
16 
Pre-Training 
Apparatus.--The pre-training apparatus consisted of 
three straight alleyways open at the top. They were painted 
gray. The inside dimensions were: 37 inches long, 4 inches 
wide, and 5 inches deep. 
Procedure.--On the nineteenth and twentieth days after 
their arrival in the laboratory the subjects were given 
preliminary experience in maze running. For a period of ten 
minutes on each of these days, two hours prior to the commence-
ment of feeding time, they were permitted to explore the pre-
training maze. Two animals at a time were allowed in each 
maze. sR was not available in the maze. 
Training apparatus 
A plan of the training apparatus is shown in Figure 1 
along with the dimensions. It was a simple wooden alleyway 
closed at the top by wire mesh and consisting of a starting 
box, stem, goal box, and assorted doors. The starting box 
was separated from the stem by a guillotine door, and the 
goal box could be separated from the stem by either a 
guillotine door or a swinging door. The stem and six goal 
boxes were constructed as separable units. When assembled 
together, the ends of a goal box fitted in very closely to the 
ends of the stem, so that within the maze there was a 
minimum hiatus. 
l 
12 11 GOAL BOX 
t 2-1/411 SWINGING DOOR 
. GUILLOTINE DO OR 
21-3/4 II STEM 
GUILLOTINE DOOR 
STARTING BOX 
FIG. I.- THE ALLEYWAY. 
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The starting box guillotine door and the goal box 
guillotine door were constructed out of 1/4 inch masonite 
board. The guillotine doors could be raised or lowered in 
grooves by strings. Each swinging door used in this experi-
ment consisted of an alumunum sheet which could be mounted on 
the maze by an axle. These doors were counterweighted. In 
front of each swinging door was an alumunum strip which (1) 
acted as a valve to prevent retracing, (2) prevented the 
animal from detecting ' cues in back of the door. Whenever 
the swinging door was used, it was in place of the goal box 
guillotine door which was removed. 
Starting box, stem, and doors were painted gray on all 
surfaces. Of the six goal boxes, two were painted black, two 
gray, and two white. The brightness of the boxes was taken 
with a Macbeth illuminometer which, in terms of millilamberts, 
gave. the following ratio: black, 1.3; gray, 6.4; and white, 
22.0. 
The sR•s were 45 milligram pellets of laboratory- chow. 
Round glass food cups were used whose inside dimensions were: 
diameter, 1-3/4 inches; depth, 1/2 inch. Six food cups were 
prepared, two painted black, two gray, and two white, on the 
outside. These colors matched those on the goal boxes. 
The apparatus was located on a table approximately in 
the center of the experimental room. A 40 watt fluorescent 
bulb was located 45 inches above the runway, extending over 
19 
the entire length of the apparatus. In one corner of the 
room was located a low table on which were placed the inter-
trial cages. 
Testing apparatus 
Figure 2 depicts a plan of the testing apparatus, along 
with the dimensions. It was a simple T maze whose starting 
box, stem, and goal boxes were the same as those used in the 
alleyway. The only additional unit needed to convert the 
alleyway to a T maze was a choice point chamber. This chamb~ 
was painted with the same gray used for the stem and the 
starting box. As illustrated in the figure, the choice point 
chamber fitted on the stem in place of the goal box, and goal 
boxes could be fitted on the ends of the chamber. 
Swinging doors couid be mounted in front of each of the 
goal box entrances. For use in the T maze, aT guillotine 
door was mounted in front of the choice point chamber. 
Position preference test 
procedure 
On the twenty-first day, the position preference of 
each animal was measured in the T maze. 
The T maze unit was assembled with the two gray goal 
boxes affixed to the choice chamber. The starting box 
guillotine door was in a down position and the stem 
guillotine door in an up position. During this test neither 
GOAL 
BOX 
T GUILLOTINE 
OOOR 
GUILLOTINE 
DOOR 
CHOICE POINT 
CHAMBER 
lolll4!--- I 0 II . ~I 0 
GOAL 
BOX 
• 
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I 
6-1/2" 
! 
STARTING BOX 
FIG. 2.- THE T MAZE. (SEE FIG. I FOR 
DIMENSIONS NOT SHOWN IN THIS FIGURE). 
Group 
100% 
90% 
80% 
TABLE I 
Trial Number On Which Reinforcements 
Were Given To Each Group 
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Trial Numbers Day 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
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2 
3 
4 
5 
6 
1 
2 
3 
4 
5 
6 
1 
2 
3 
4 g 
1 
2 
3 
4 
5 
6 
X 1 
X 2 
X 3 
X 4 
X X 5 
X X 6 
An 'x' denotes a reinforced trial; a blank denotes a 
non-reinforced trial. 
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as follows: 100% group, 120; 90% group, 108; 80% group, 96; 
60% group, 72; 40% group, 48; and 20% group, 24. 
As can be seen from the table, the sequences of re-
inforcements and non-reinforcements were generally irregular. 
These patterns were selected to minimize their discrimination 
by the subjects. One restriction was placed upon these 
patterns, namely, that trials one, twenty, twenty-one, and 
forty-one were to be reinforced for all groups. 
Each of the major groups was further subdivided into two 
groups of six each. One subgroup was trained on the two 
white goal boxes and the other on the two black boxes. 
The groups were not run simultaneously but over a period 
of about four months. 
The detailed procedure followed on the first training 
day with a typical group of animals was as follows. Two 
hours prior to feeding time, a group of animals (usually six) 
was brought into the experimental room and put into the 
individual intertrial cages. The subjects were then pre-fed. 
A gray food cup containing one pellet of food was placed in 
the intertrial cage of each animal and was then removed as 
soon as the animal had ingested the pellet. The alleyway was 
set up on the experimental table with the appropriate goal 
box in place. The sR consisted of three pellets placed in 
the food cup. This cup was present on all training trials. 
The starting box guillotine door was down and the goal box 
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guillotine door was up. The first subject was placed into 
the starting box and the guillotine door was then raised and 
lowered again when the subject left the box. When the 
subject entered the goal box, the second guillotine door was 
lowered. The subject was permitted to stay in the goal box 
until the food was entirely consumed. On all trials following 
the first, throaghout the experiment, the animal was allowed 
only ten seconds in the goal box. It was then taken out of 
the goal box and returned to the intertrial cage. The maze 
was then readied for the next subject. This procedure was 
repeated on each animal in turn until all of them had been 
given a total of twenty trials. Intertrial intervals aver-
aged five minutes for each subject . During the course of the 
twenty trials, the apparatus was wiped out ten times and 
scrubbed with water twice. For a given subject both of the 
preassigned goal boxes and matching food cups were randomly 
interchanged and the two goal boxes were randomly used. 
Subjects were given their hour of feeding some ten minutes 
following completion of a days training, which was about their 
usual time to eat. 
The above procedure was generally followed on each 
training day with a few exceptiorts. Pre 7feeding was never 
repeated. On the forty-first trial of the third day, a 
swinging door was placed at the goa l box entrance and the 
goal box guillotine door was removed. The swinging door was 
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up on the forty-first trial and was gradually lowered on each 
successive trial until it was fully vertical and the subject 
was pushing it up by himself. By trial forty-eight all 
subjects were pushing the door open by themselves and there-
after it was kept down. 
Testing procedure 
On the twenty-seventh day, the day ·following completion 
of training, the subjects were tested. 
The T maze was assembled, with black and white goal 
boxes, and was thoroughly scrubbed out with water. Each goal 
box contained its .appropriate f0od cup. For each rat the 
goal box on which he was trained was placed against his posi-
tion preference. The T guillotine door was in a raised posi-
tion and the starting box guillotine door was in a down posi-
tion. sR was never present in the T maze. 
A group was brought in at the usual time and placed 
into their intertrial cages. The first subject was taken out 
and put into the starting box. The guillotine door was then 
raised and dropped again as soon as the rat left the box. 
As the subject passed the T guillotine door and went ·through 
one of the swinging doors, the guillotine door was lowered. 
The subject was allowed to stay in the goal box for a period 
of ten seconds, after which time it was returned to the 
intertrial cage. This same procedure was followed on each 
animal in turn until each had completed twenty test trials. 
As was true during training, goal boxes and food cups were 
randomly used and interchanged. The T maze was wiped out 
after every trial and was scrubbed out twice during the 
test. 
Measures of secondary reinforcement 
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Consistent with the formal definition of reinforcement 
given in first chapter of this paper, two measures of sr 
were employed: 
1. The number of times the animal enters the training 
box as compared to the number of times it enters the novel 
goal box. 
2. Thepercentage number of times the animal enters 
the training box following first entrance into this box. 
CHAPTER III 
RESULTS 
Analysis of Main Findings 
Results of the first measure when applied to all 
subjects.--The number of times each animal of each group 
entered the training box during the test session is presented 
in Table II, along with the means and medians for each group. 
These means and medians are plotted in Figure 3. An examina-
tion of this data, and especially of the medians, seems to 
suggest a general trend for the number of entries to increase 
as the number of reinforcements given during training 
decreases. The medians steadily increase from 11.5 for the 
100,% group to 18.5 for the 20% group. The discrepency between 
the means and medians appears to be mainly due to the in-
crease in extreme values, especially zero entries and twenty 
entries, in the lo.wer percentage groups. In the 40% group 
there are four values at one extreme and three at the other 
extreme, and it is in this group that the mean and median 
diverge most sharply. 
The Kruskal-Wallis one-way analysis of variance test, 
corrected for ties, was applied to the six groups. The 
probability that the six samples come from the same 
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Median 11.5 
Mean 11.2 
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Median 16.0 
Mean 14.6 
TABLE II 
Number of Entries Into 
The Training Box 
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TABLE III 
Mann-Whitney U Tests, TWo-Tailed, 
On Number of Entries Into 
The Training Roxa 
2Q! 
55-5 
12 
12 
) .10 
~ 
30.5 
12 
12 
( .02 
41.5 
12 
12 
( .10 
~ 
34.0 
12 
12 
( .05 
41.5 
12 
12 
< .10 
60.5 
12 
12 
).10 
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12 
12 
) .10 
48.5 
12 
12 
) .10 
58.5 
12 
12 
).10 
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ain all the tables for the U test, 'm' denotes the 
number of elements in one sample and 'n' the number in the 
other sample. 
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training box on every test trial were excluded. 
Results of the first measure when applied to subjects, 
excluding those who went to the same box on every test 
trial.--The distribution which results after exclusion of the 
sixteen subjects who went to the same box is presented, along 
with means and medians, in Table IV. The means and medians 
are plotted in Figure 4. Examinatian of this data seems to 
indicate a trend for the measures of sr to increase as the 
number of reinforced trials givem during training decreases. 
Some reversal appears in the performance of the 20% group, 
where the means and medians fall back to approximately the 
values of the 80% group. 
A Kruskal-Wallis test, corrected for ties, was applied 
to the six groups. The probability that these six samples 
came from the same population was between .01 and .005 (H 
equalled 18.47 with five degrees of freedom). Two-tailed U 
tests were performed on every pair of groups, and the results 
are shown in Table v. With two exceptions, in every pair of 
comparisons there was a greater number of entries in the 
lower percentage group. The two exceptions occur with 
respect to comparison of the 20% group with the 60% and 40% 
groups. In general it appears that the 100% and 90% groups 
differ significantly from the other groups, with the obvious 
exception of the 20% group. Between 90% and 80% the differ-
ence is between .10 and .05. But the 100% group does differ 
Median 
Mean 
Median 
Mean 
TABLE IV 
Number of Entries Into The Training Box, 
Excluding Subjects Who Went to The 
Same Box On Every Test Trial 
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TABLE V 
Mann-Whitney U Tests, Two-Tailed, On Number 
of Entries Into The Training Box, Excluding 
Subjects Who Went to the Same Box On 
Every Test Trial 
~ ~ ~ ~ 
55-5 30.0 22.5 oo.o 
12 12 12 12 
12 12 9 5 ) .10 ( .02 ( .02 < .002 
41.5 29.5 5.0 
12 12 12 
12 9 5 
< .10 < .1o <. 002 
48.5 10.5 
12 12 
9 5 ).10 ( .05 
11.5 
9 
5 ).10 
~ 
14 
12 
6 
= .05 
20.5 
12 
6 
) .10 
35.5 
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arn these comparisons the larger percentage groups 
the greater number of entries. 
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significantly from 2Q%. The 100% and 90% groups do not 
differ significantly from each other. The 80%, 60%, and 40% 
groups hold only one significant difference, that between -
80% and 40%. 
Results of the second measure when applied to subjects, 
excluding those who went to the same box on every test 
triaL---Analysis of the data in terms of the second measure 
of sr was also performed. It will be recalled that this 
measure gauged the percentage of times the subject entered 
the training box following the first such entry. In this 
case too, and for much the same reasons given above, all 
animals going to the same box on every test trial will be 
excluded. 
However, before using this measure it must be reasonabq 
assured that (1) the trial on which the training box was 
first entered occurred early in the test period for most of 
the animals, and (2) the groups should not differ strikingly 
and systematically with respect to the trial number .on which 
the first entry into the training box happened. Both of 
these conditions seem to be met by the data. The mean and 
median trial numbers on which the first entry into the 
training box was occasioned were as follows: 
Median 
Mean 
~ 3.0 
3.2 
2Q! 
1.0 
2.3 
80% 
2.0 
2.7 
~ 1.0 
3.3 
~ 
2.0 
2.8 
All of these trials occurred fairly early in training. 
~ 3.5 
4.0 
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Furthermore, the differences d~ not appear to be large nor to 
exhibit any special trend. These observations are also sup-
ported by reference to a camulative frequency distribution of 
the number of animals initially turning to the training box 
on successive test trials (see Table VI). By the seventh 
trial almost all of the animals included in this analysis had 
entered the training box at least once. Evidently this 
measure can be used with some confidence. 
An analysis parallel to that employed in the two 
previous cases was utilized with the present data. The 
distribution of percentages are reproduced in Table VII as 
are the means and medians for each group. The latter two 
statistics are plotted in Figure 5~ As in the previous case, 
the means and medians of the percentage measure show an 
increase, with some falling off at the 20% group, as number 
of reinforcements given during acquisition decrease. The 
result of applying a Kruskal-Wallis test led to rejection of 
the null hypothesis that the six groups came from the same 
population at a probability below .001 (H equalled 21.77 
with five degrees of freeQom). The pattern of differences 
resulting from the application of a two-tailed U test are 
shown in Table VItl~. With one exception, in all of the 
comparisons the larger percentage of reinforcement group had 
the smaller number of entries as here measured. The reversal 
of this relation occurred in the comparison between the 40% 
TABLE VI 
Frequency Distribution Of Trials On 
Which Subjects First Entered the 
Training Box, Excluding Subjects 
Who Went To The Same Box 
On Every Test Trial 
Number of the Trial On 
Which First Entry Number of Cumulative Number 
Occurred Subjects of SubJects 
1 26 26 
2 8 34 
3 4 38 
4 4 42 
5 6 48 
6 2 50 
7 2 52 
8 1 53 
9 1 54 
10 1 55 
11 0 55 
12 1 56 
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Median 
Mean 
Median 
Mean 
TABLE VII 
Percentage of Entries Into The Training Box 
Following First Entry Into The Training Box, 
Excluding all Subjects Who Went To The 
Same Box On Every Test Trial 
~ 0 ~ ~ 100 
69 78 100 
68 78 91 
65 68 89 
63 63 87 
62 63 84 
58 62 78 
54 60 74 
53 58 73 
53 58 68 
47 53 53 
41 47 41 
6o • .o 62.5 81.0 
61.1 63.9 76.7 
m m . m 
95 100 100 
95 100 100 
94 100 93 
92 95 58 
90 56 
88 
68 
48 ' 
92.0 100.0 96.0 
85.5 99.2 84.5 
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and 20% groups, although the difference is not significant. 
The pattern of differences is similar to that of the previous 
analysis. But especially noteworthy is the significant dif-
ference which resulted between the 60% and 40% groups. 
Again, it is to be noticed that the 100% and 90% groups do 
not differ significantly, but that both of these groups 
differ significantly from all the others, with the exception 
of 90% and 20%. 
Analysis of supplementary findings 
Analysis of number of reversals.--Analysis was made of 
the number of reversals occurring in each group. A reversal 
here designates an alternation from one box to the other on 
two successive trials. The mean and median number of 
reversals in each group were as follows: 
~ ~ ~ ~ ~ ~ Median 5.5 2.0 o.o 0.5 
Mean 7.2 6.4 4.7 2.9 0.5 2.0 
The medians are graphed in Figure 6. From this data it would 
seem that there is a positive relationship between percent-
age of reinforcement and number of reversals. The Kruskal-
Wallis test yielded an H value of 34.72. The probability of 
obtaining this value on the basis of the null hypothesis is 
below .001. A two-tailed U test done on every pair of groups 
produced a systematic pattern of significant differences in 
support of the observed trend of a positive relationship 
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between number of reversals and percentage of -reinforcement 
(see Table IX). With one exception, in all of the compari-
sons the higher percentage of reinforcement group had the 
greater number of reversals. The exception was between the 
40% and 20% groups. 
· One general component of the number of reversals was 
subjected to further analysis, namely, the number of revers~ 
from the training box to the novel box, excluding all subjecm 
who went to the same box on every trial. The mean and 
median number of such alternations were: 
Median 
Mean 
100% 
4.0 
3.5 
80% 
2.0 
2.3 
~ 
1.0 
1.8 
~ 0.0 
0.2 
~ 0.5 
1.7 
The medians are plotted in Fig~re 6. Again, it would seem 
that the number of reversals from the training box decreases 
as percentage of reinforcement given during acquisition 
decreases. The Kruskal-Wallis test was applied to the six 
groups, giving an H value of 29.69 whose probability of 
occurrence on the basis of the null hypothesis is less than 
.001. And, again, application of the U test, two-tailed, 
results in much the same, although not so striking, pattern 
as in the above case (see Table X). 
Formal analysis was not made of the number of reversals 
from the novel box to the training box, but it is obvious 
that the number of reversals in this direction for any group 
of twenty test trials on a given animal would generally 
correspond to the number of reversals from the training box, 
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TABLE IX 
Mann-Whitney U Tests, Two-Tailed, On 
Number of Reversals 
~ ~ ~ ~ 
58.0 30.5 22.5 3.0 
12 12 12 12 
12 12 12 12 
) .10 ( .02 < .02 < .002 
47.0 30.0 3.5 
12 12 12 
12 12 12 
).10 < .02 < .002 
41.0 6.5 
12 12 
12 12 
< .10 < .002 
30.5 
12 
12 
< .02 
this comparison the 20% group had a large 
than the 4CY% group. 
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17.5 
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12 
< . 002 
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TABLE X 
Mann-Whitney U Tests, Two-Tailed, On Number 
of Reversals From the Training Box 
2Ql ~ ~ !±2! 
67.5 40.5 19.5 .5 
12 12 12 12 
12 12 9 5 ) .10 ( .10 < .02 < .002 
44.5 20.0 1.0 
12 12 12 
12 9 5 
> .10 ( .02 ( .002 
41.5 7.5 
12 12 
9 5 ).10 < .02 
8.0 
9 
5 
< .10 
~ 
16.0 
12 
6 
).10 
26.0 
12 
6 
).10 
26.0 
12 
6 
> .10 
22.5 
9 
6 
).10 
20.5a 
6 
5 
> .10 
a In this comparison the 20% group had a larger number 
reversals than the 40% group. 
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the only possible exceptions being such cases as when a 
subject reverses only once in all the test trials, or as 
when a reversal occurs next to the last trial, and so forth. 
Analysis of the influence of first trial choices.--
Previous investigations have demonstrated that in a test of 
the general kind employed in this experiment, animals who had 
gone to the positive box, i.e. the training box, on the very 
first test trial continue to go to the positive box more 
often on the remaining trials than do those who had gone to 
the negative box, i.e. the novel goal box, on the first 
trial.l Our data was analyzed for this factor. The data for 
each major group was subdivided into two categories: subjec~ 
who had gone to the training box on the first trial and sub-
jects who had gone to the novel box on the first trial. 
Within each subgroup the number of times subjects went to the 
training box throughout the test period were tallied. Each 
pair of subgroups was submitted to a one-tail U test. In all · 
of the pairs, subjects going to the training box on the first 
trial tended to go to that box more often than the other 
subjects. The following probabilities were obtained within 
each major group: 
1M. R. D'Amato, Secondary reinforcement and magnitude 
of primary reinforcement, J. comp. physiol. Psychol., 1955, 
48, 378-187. 
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100% 
.2Q! ~5 ~ ~ ~ u 10.0 9.0 3.5 1.0 o.o 
m 7 9 7 7 8 7 
n 5 3 5 5 4 5 -
p .13 .30 .38 . 01 .004 .001 
Signi:Cicant differences occur within the 60%, 40%, and 20% 
groups, and to this extent the previous finding was confirmed. 
The possibility that a greater number of subjects 
might have gone to the training box on the first trial in the 
lower reinforcement groups as compared to the higher re-
inforcement groups has to be analyzed, since, if this 
possibility materialized the major finding of a negative 
relationship between number of entries into the training box 
and amount of reinforcement could be explained on the basis 
of the differing number of subjects who had gone to the 
training box on the first test trial. The numbers of sub-
jects who went to the training box and the novel box on the 
first trial were as follows: 
Training Box 
Novel Box 
~ 
5 
7 
~ 
5 
7 
~ 
8 
~ -
5 
7 
It seems obvious that the number of subjects who went to the 
training box on the first trial does not correspond to the 
major trend of our results. A Chi Square test applied to all 
the groups simultaneously was not significant, the probabil-
ity being be.tween .50 and .30. The hypothesis that these 
samples come from the same population cannot be rejected 
with any confidence. 
Analysis of the influence of brightness on test 
performance.--Possible differences in test performances of 
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subjects trained on the white goal box as compared to those 
trained on the black goal box were analyzed. The two-tailed 
U test applied to each pair of color subgroups within each 
major group yielded the following probabilities: 
.25!! 
.59 
20% 
-:18" 
From this analysis, it would appear that the color or 
brightness factor has made little appreciable difference in 
test performance within each group. 
Analysis of the number of left and right turns on the 
first test trial.--As a possible indication of the influence 
of extra-maze cues on test performance, the number of left 
and right turns on the first test trial were analyzed. The 
number of such turns were: 
Left 
Right 
~ 
5 
7 
~ 
5 
7 
¥ 
8 
~ 
7 
5 
On a binomial test (1) the differences within ea~h group are 
not significant, and (2) the differences between groups are 
not significant. 
Analysis of the temporal conditions of the experi-
ment.--since the subjects were not all run simultaneously in 
the experiment but over a period of about four months, the 
possible influence of temporal variables should be appraised. 
The temporal conditions for the majority of animals in each 
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group were as follows: 100% and 60% groups, first and second 
months; 80% and 40% groups, second and third months; 90% and 
20% groups, fourth month. On the fourth month the entire 
experiment was replicated with a small number of subjects in 
each group, and visual inspection of the data revealed that 
in the replication the performance of subjects· was consistent 
with the performance of the same groups under the other 
temporal conditions. A Chi Square Median test . was performed 
on each group with the temporal periods during which the 
group was experimented upon as the conditions. The obtained 
probabilities were high and inno case could the null 
hypothesis be rejected. 
CHAPTER IV 
DISCUSSION OF RESULTS 
The major finding of the experiment is that the pairing 
of sn and SR is a parameter or antecedent condition of sr, 
when sn is present on every training trial and SR on only 
some of these trials. In general, decrease in the number of 
training trials on which sR is present increases the strength 
of sr, as both of these variables were manipulated and 
measured in the situation. Partial primary reinforcement is 
not only a significant parameter of primary reinforcement but 
also of secondary reinforcement. Thus this study adds an-
other parameter to those found to hold in the cases of both 
primary and secondary reinforcement. 
Some characteristics of the function relating sr 
strength to number of SR trials will be singled out. In 
discussing these characteristics sole attention will be paid 
to the function generated by use of the second method for 
measuring sr, the measure of the percentage number of times 
the subject went to the training box following first entrance 
into this box. This second measure would appear to be a 
more sensitive measure of sr than the first method, 
particularly in that sr cannot be presumed fully operant upon 
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the animal's behavior until such time as it has been exposed 
to the training box. However, for the most part, what will 
be said regarding the second measure will also apply to the 
first measure. Four characteristics of the function have 
been singled out. 
1. The 100% and 90% groups are Deither significantly 
nor strikingly different from one another. This character-
istic seems to imply that a certain minimum number of non-
reinforcing trials must be present during acquisition before 
the strength of Sr materially increases beyond the strength 
generated by 100% reinforcement. 
2. From 90% to 80% reinforcement groups there is an 
abrupt and significant increase in the strength of sr. 
This suggests that somewhere between these two percentages 
lies a relatively narrow region within which occurs a sharp 
change in the status of behavior with respect to sr control 
over responding. Taken together, the first two character-
istics emphasize the fruitfulness of systematically 
investigating high percentages of partial reinforcement in 
runway studies. 
3. From 80% to 40% there is a monotonic increase in 
the strength of sr. The 40% group was significantly higher 
than both 80% and 60%. It would seem that factors operating 
in the training situation to increase sr strength have 
relatively strong and direct control over behavior throughout 
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the range of these percentage values. The relevance of this 
finding is clear. Any behavioral investigation which 
intends to establish or study maximum sr might well consider, 
among other things, the utilization of one of these optimum 
percentage values. 
4. There is a drop in . the strength of sr at the 20% 
level as compared to neighboring percentage of reinforcement 
groups. Although this decrease was not significant, the 
possibility that it may turn out to be so with further 
experimentation emphasizes the fruitfulness of systematically 
investigating low percentages of reinforcement in runway 
stu<ilies. 
The characteristics of the obtained function relating 
sr strength to percentage of reinforcement can be given a 
plausible ad hoe explanation. The obtained function is 
hypothesized to be the resultant of two separate functions: 
the function generated by the number of non-reinforced 
training trials and the function generated by the number of 
reinforced training trials. There is some independent 
evidence regarding both of these two latter functions. 
Notterman reports that when number of reinforced is held 
constant, the strength of sr is an increasing monotonic 
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function of the number of non-reinforced trials.l Both Miles 
and Bersh repGrt that the strength of sr is a negatively 
accelerated function of the number of pairings between Sr and 
SR, under conditions of continuous primary reinforcement.2 
In our experiment these two functions were moving in opposite 
directions at each percentage of reinforcement level below 
the 100% point. At 100% the abscissa value of the reinforce-
ment function was at a maximum and thereafter it decreased. 
At 100% the abscissa value of the non-reinforcement function 
was zero and thereafter it increased. Further research 
would be required to determine selection of the two functions, 
from the family of such curves, from which the obtained 
function could be derived. 
An incomplete example of a possible interpretation 
which might come out of such research is the following. 
Increase in sr strength can be attributed to an increase in 
the number of non-reinforced trials. The rate of this 
increase can be attributed both to the nature of the non-
reinforcing function and to the decrease in the reinforcing 
function. The lack of increase between 100% and 90% can be 
lJ. M. Notterman, A study of some relations among peri-
odic reinforcement, discrimination training, and secondary 
reinforcement, J. exper. Psychol., 1951, 41, 161-169. 
2P. J. Bersh, The influence of twG variables upon the 
establishment of a secondary reinforcer for operant responses, 
J. exper. Psychol.,l951, 41, 62-73. R. c. Miles, The rela-j;i ve effectiveness of secondary reinforcers ·throughout depri-
vation and -habit strength parameters, J. comp. physiol. 
Psychol., 1956, 19, 126-140. 
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traced to the asymptotic character of the negatively 
accelerated funetian in this area. Thereafter, while the 
reinforcing function continues to gradually fall off, the 
non-reinforcing function accelerates, yielding a sharp 
increase in sr strength. But then the non-reinforcing 
function begins to inflect and level; at the .same time, the 
negatively accelerated reinforcing function begins to drop at 
an acceler•ted rate, yielding a drop in sr strength. 
The second major finding of this experiment is that 
some subjects go either to thetraining box or to the novel 
box on every test trial. To the experimenter the appearance 
of this phenomenon was unexpected. Nothing similar to it is 
mentioned in the literature on sr where tests similar to the 
one employed in the present experiment were utilized; but, 
of course, none of these experiments involved the same 
independent variable as ours. 
Retrospective examination of our experimental data in 
conjunction with certain independent findings on sr suggests 
some possible explanations for the phenomenan under discus-
sion. An explanation for subjects who went to the training 
box on every trial can be formulated in terms of our findings 
that the strength of sr was greatest in the lower percentage 
of reinforcement groups. The subjects in question were all 
in the lower percentage groups, 60%, 40%, and 20%. It can be 
supposed that sr strength was great enough for these subjects 
to insure that in going to the training box en the first test 
trial they would continue to do so throughout the test. 
An explanation for subjects who went to the novel box 
on every test trial can be formulated partially in terms of 
the finding of this experiment and partially in terms of the 
independent finding that sr is subject to stimulus generali-
zation. These two findings permit one to assert that the 
strength of generalized sr will increase as the number of 
SR's decrease, and that generalized sr will be strongest in · 
the lower percentage groups. The subjects in question were 
all in the three lower percentage groups. It can be supposed 
that the strength of generalized sr was great enough for 
these subjects to insure that in going to the novel box on 
the first test trial they would continue to do so throughout 
the test. 
In view of what has been asserted above, we might 
expect to find some evidence for a decrement in response 
strength to the novel box (the generalized stimulus) as com-
pared to the training box. Almost all the literature on 
stimulus generalization indicates th,at there is a decrement 
in performance strength to generalized stimuli as compared 
to training stimuli. Indirect evidence for such a decrement 
appears to be manifested by at least two phenomena which 
occurred. First, although eleven subjects went to the 
training box continuously following their first entrance intothe 
novel box, none repeatedly entered the novel box after entry into 
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the training box. Second, subjects in the lower percentage 
groups who went to the training box on the first test trial, 
as compared to those who went to the novel box on the first 
trial, showed a significantly greater number of entries into 
the training box throughout the test period. The data 
mentioned herein might be taken as indirect evidence for a 
response decrement to the novel box as compared to the 
training box. 
The general 'staying power' of both goal boxes, 
presumably due to the strength of sr and generalized sr, is 
illustrated in the aimost linear decrease in the number of 
reversals from the 100% to the 40% groups. Moreover, a con-
tribution to this overall pattern was made by the number of 
reversals from the training box, which also exhibited a 
decrease. Generalized sr may be particularly evidenced by 
the decrease in the number of reversals from the novel box, 
which, as we have previously indicated, does occur roughly in 
parallel with decrease in the number of reversals from the 
training box. 
The third major finding of this · experiment is its 
implication for certain aspects of the effects of partial 
primary reinforcement upon behavior. Certainly one of the 
most stable and reproducible phenomenon in psychology is the 
greater resistance to extinction shown by subjects who were 
partially reinforced as compared to those who were 
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continuously reinforced. The present author is aware of some 
seven theories or hypotheses which have been applied to this 
' 
phenomenon. Our experimental results seem to suggest an 
empirical feature which may go a long way towards explaining 
the greater resistance to extinction of partially reinforced 
subjects. We have shown that the strength of sr tends to 
increase as some function of the decrease in the number of 
training trials on which S~ is present. This finding may be 
applied to the usual type of resistance to extinction study 
as an aid in explaining why continuously reinforced subjects 
show less resistance to extinction than partially reinforced 
subjects. Stimuli present during partial reinforcement are 
apt to acquire more Sr strength than those stimuli present 
during continuous reinforcement. In the extinction test, 
therefore, the stimuli present have stronger reinforcing and 
maintaining control over the behavior of the partially re-
inforced subjects as compared to the continuously reinforced 
ones. FDr this reason, resistance to extinction is greater 
in the former case. This explanation may be extended to 
cover even those cases where the stimuli are changed during 
extinction. As long as the changed stimuli happen to belong 
on the same stimulus dimension with the training sti~uli the 
possibility is present for generalized sr to .gain some 
control over responding. 
The suggestions offered above should not be confused 
with the hypothesis offered by Denny and others to explain 
certain differences between partially and continuously 
reinforced subjects .1 The main . burden of his thesis is 
upon the consequences of secondarily reinforcing and not 
reinforcing a response which is undergoing training. He 
. found that when this response was followed by sr on non-
rewarded trials, the partially reinforced group learned as 
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fast as a continuously reinforced group; but when the par-
tially reinforced subjects were not given sr on non-rewarded 
trials, the continuous group learned faster. Our thesis is 
quite different. We claim that it is the development of Sr 
and generalized sr during acquisition and their presence 
during extinction which maintains responding in the extinc-
tion period of a resistance to extinction test. 
To the three major findings of this experiment, as 
listed and discussed above, may be added another finding of a 
rather general nature with respect to psychological practice. 
Whenever behavioral conditions are discussed or introduced 
into an experiment which involve events whose empirical 
relationships resemble those in our experimental training 
situation, the possibility of a differential development of 
1M. R. Denny, The role of secondary reinforcement in a 
partial reinforcement learning situation, J. exper. Psychol., 
1946, 36, 373-389. Also see L. S. Rubin, A demonstration of 
superior resistance to extinction following continuous re-
inforcement as compared with partial reinforcement, J. comp. 
physiol. Psychol., 1953, 46, 28-32. 
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sr should be considered a potential variable which may inter-
act with other variables in the situation. In this eonnec-
tion, a question arises as to the generality of our findings. 
Sometime after the present experiment was completed, an 
investigation appeared in the literature which confirms our 
major finding under very different conditions of training 
and testing for sr. 1 Among other things, this experiment 
differed from ours in that it involved massed training, a 
total of thirty training trials, a resistance to extinction 
test for sr, etc. The investigators reported that in a com-
parison between 100% and 50% primary reinforcement groups, 
and with sn present on every tr~ining trial, the 50% group 
displayed greater resistance to extinction to the sr than the 
continuous group. A similar finding under such different 
conditions argues strongly for the generality of our major 
finding. 
The more limited and minor findings of our experiment 
concern the influence of certain general and more or less 
extraneous variables, some of which were controlled and some 
of which were not. First, as was mentioned, our experiment 
has confirmed the previous finding that subjects who go to 
the training box on the first test trial tend to continue 
going to that box more often than those who go to the novel 
ls. H. Hul se, Jr. and W. c. Stanley, Extinction by 
omission of food as related to partial and secondary rein-
forcement, J. exper. Psyehol., 1956, 52, 221-227. 
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box on the first trial. At least, we found this to be the 
. case with the three lower percentage groups. Second, the 
potential influence of another uncontrolled variable turned 
out to be of little importance. There was the slight pos-
sibility that during training subjects might have picked up 
extra-maze cues which were visible through the top of the 
maze, perhaps even a cue to the right or left side of the 
training alleyway. Responses to these cues would have been 
manifested by a tendency for most of the su~jects to show a 
systematic preference for either the right or left goal boxes 
on the first test trial. But the analysis of first trial 
right and left turns did not support the original possibilit~ 
Third, the control introduced with respect to brightness 
factors seem to have been adequate. Evidently the bright-
nesses (black, gray, and white) were located on a discrimin-
able continuum with gray in the mid-region. Fourth, appraisal 
of the temporal variable seemed to indicate that this was 
not a significant factor. 
CHAPTER V 
CONCLUSIONS 
The results obtained from the experiment reported in 
this paper seem to warrant a number of conclusions. 
1. A parameter of sr was established. When an sn is 
always present in a training situation and when sR is only 
sometimes present, then the sr property acquired by sn is a 
function of the number of SR's which were given during 
training. In general, the less the number of SR's given, the 
stronger the Sr. Some characteristics of the functional 
relationship were the following: (A) there was little dif-
ference between the 100% and 90% groups; (B) there was an 
increase from 90% to 80%; (C) from 80% to 40% there was a 
further increase; (D) from 40% to 20% there was some decrease. 
It was suggested that the characteristics of the obtained 
function might be derived from two separate functions: the 
number of reinforced trials given during training and the 
number of non-reinforced trials given during training. 
2. Some subjects went to the same box on every test 
trial, either to the training box or the novel box. This 
behavior may be interpreted in terms of the development of 
strong sr and strong generalized sr. 
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3. The results of this experiment had certain implica-
tions for the general finding, often reported in the litera-
ture, that partially reinforced subjects display greater 
resistance to extinction than do continuously reinforced 
subjects. Our results indicate that stimuli present during 
partial reinforcement may have greater sr strength than those 
present during continuous reinforcement. 
4. Whenever behavioral situations resemble our experi-
mental situation then the possibility that differential sr 
may develop might be taken int.o consideration. 
5. Analysis of the possible influence of some 
extraneous variables revealed that they had little significant 
effect on the behavior of the subjects. 
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ABSTRACT 
The problem of this paper is to investigate partial 
primary reinforcement as a possible parameter of secondary 
reinforcement. Although partial primary reinforceme.nt is 
known to be important in many learning situations, there 
appears to be little systematic knowledge of its relationship 
to secondary reinforcement. 
An experiment was performed in which (1) a neutral 
stimulus was present on every training trial, (2) a primary 
reinforcer was present on only some of tnese trials, (3) afte? 
training was completed, a test was made for the secondary 
reinforcing properties of the neutral stimulus. Six inde-
pendent groups of albino rats were trained in a simple 
runway with food as the primary reinfereer and goal box 
brightness as the neutral stimulus. Each group received a 
different number of primary reinforcements, namely, 100,%, 
90%, 80%, 60%, 40%, and 20%, out of one-hundred-twenty 
training trials. Half of the subjects were t~ained on a 
white goal box and half on a black goal box. When training 
was completed, the alleyway was converted to a T maze with 
black and white goal boxes. Neither goal box was visible to 
the subjects until after entrance. The animals were given 
t wenty trials in the T maze, andthe umber of times they 
entered each goal box was tabulated. 
Analysis of the data revealed that the lower t he 
percentage of reinforcement given during training, the gre~er 
were the number of entries into the training box during the 
test. Some characteristics of the function were: between 
100% and 90% the strength of secondary reinforcement did not 
increase, between 90% and 80% .there was a lar ge increase, 
from 80% to 40% there was a further increase, and from 40% 
to 20% there was some decrease. It was also revealed that 
some subjects in the lower percentage of reinforcement groups 
went either to the training box or to the novel box on every 
test trial. Other aspects of the data were also analyzed. 
From this data a number of conclusions were drawn: 
1. Partial primary reinforcement is a parameter of 
secondary reinforcement. Decrease in partial reinforcement 
results in an increase in secondary reinforcement. various 
characteristics of this relationship were discussed. It was 
pointed out that the obtained function might be derived from 
two separate functions: the relationship of secondary re-
inforcement to t he number of reinforced trials, and the 
relationship of secondary reinforcement to the number of non-
reinforced trials. 
2. The fact that some subjects went to the same box on 
every test trial was explained in terms of the development of 
strong secondary reinforcement, in the case of subjects who 
went to the training box, and in terms of the development of 
strong generalized secondary reinforcement, in the case of 
subjects who went to the novel box. 
3. It has often been reported in the experimental 
literature that partially reinforced subjects show greater 
resistance to extinction than continuously reinforced 
subjects. Our findings can be applied to this phenomenon. 
Stimuli present during partial reinforcement are apt to 
acquire greater secondary reinforcing properties than those 
present during continuous reinforcement, and, hence, the 
presence of the former during extinction are able to maintain 
a higher frequency of responding than the presence of the 
latter~ This hypothesis was distinguished from othersoffered 
in the literature which purport to explain the greater 
resistance to extinction in terms of secondary reinforcement. 
4. It was pointed out that this experiment revealed a 
significant variable, secondary reinforcement, which might 
develop in studies whose training set up resembles ours. 
5. Minor findings of the experiment were discussed. 
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