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Gravity-induced non-Gaussianity in the large-scale structure of the Universe, characterised by
higher-order statistics such as the bispectrum (three-point cumulant), is expected to contain rich
cosmological information. A measurement of the bispectrum will not only improve the cosmological
constraints, but also give us the possibility to probe gravity on cosmological scales. In this paper,
we present a framework to numerically calculate the one-loop matter bispectrum based on standard
perturbation theory (SPT). This approach allows general modifications to the standard ΛCDM
model to be easily implemented. We demonstrate the performance of the bispectrum calculation in
three representative cases, namely the Vainshtein-screened Dvali-Gabadadze-Porrati (DGP) model,
the chameleon-screened Hu-Sawicki f(R) model and the phenomenological dark scattering (DS)
momentum-exchange model. The predicted bispectra are then compared with measured results
from a set of cosmological N -body simulations, and the impact of possible systematics arising from
simplified or approximate treatments in the perturbative calculation is studied in detail. We find that
the one-loop bispectrum calculation offers significantly more information on general screening and
momentum exchange effects than the leading-order bispectrum calculation. Further, the accuracy of
the one-loop prediction is shown to be comparable to non-linear fitting formulas over a wide range
of wavenumbers (k . 0.3hMpc−1) even at lower redshifts, z . 1.
PACS numbers: 98.80.-k
I. INTRODUCTION
The concordance model of cosmology, i.e. general relativity (GR) with constant dark energy (Λ) and cold dark
matter (CDM) components, is now widely accepted as the most successful cosmological model. Indeed, with only 6
parameters the model consistently describes both cosmic expansion and structure formation and accommodates not
only the high-precision data set of the cosmic microwave background (CMB) [1] but also various measurements made
of the late-time universe such as cluster counts [2], baryon acoustic oscillations (BAO) [3] and supernovae data [4].
However despite its great success our understanding of the Universe is still limited. The concordance model implies
that the Universe’s geometry is close to flat and that it is filled with the hypothetical CDM, together with a small
fraction of baryons. Moreover, the ΛCDM model assumes an unknown energy component called dark energy which is
the underlying cause of the observed late time acceleration of the Universe [5, 6]. The dark energy may be explained
by the non-zero cosmological constant Λ, but its smallness leads to the biggest fine-tuning problem in fundamental
physics [7, 8]. Further, several tensions in cosmological parameters between local/low-z measurements and CMB data
have been recently advocated, specifically with respect to the present-day Hubble constant H0 [9–11] and amplitude
of density fluctuations σ8 [12, 13] (see [14] for a review). These problems may suggest that the underlying assumption
of GR in the ΛCDM model is wrong and gravity is modified at cosmological scales (see [15] for a review). Also,
as an alternative scenario, the cosmological constant may be replaced with a dynamical dark energy with potential
interactions with the dark matter sector (see [16] for a review).
Modified gravity (MG) has been often invoked in order to explain the accelerated expansion, introducing extra
degrees of freedom. Most of MG models involve a scalar field which generally results in additional forces and hence
modifies the gravitational force predicted by GR. A crucial point is that in order for such models to be viable, so-called
screening mechanisms, by which the theory recovers GR at small scales, need to be self-consistently implemented.
Hu-Sawicki f(R) gravity [17] and Dvali-Gabadadze-Porrati (DGP) [18] models are prototypical examples having such
mechanisms. Recently, larger classes of healthy models has been uncovered, referred to as the Horndeski class [19],
beyond Horndeski [20] and extended scalar-tensor theories [21].
On the other hand, if we choose to accept the idea of dark energy instead of MG, there is no reason to stop us from
considering departures from a pure cosmological constant. Such modifications are again described by introducing free
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2parameters, and one simple example is the equation-of-state parameter which changes the cosmic expansion at late
times. One may also consider the interaction within the dark sector, and introduce energy or momentum exchange
between dark matter and dark energy in a parametric form [22–26]. These theories must retain all the observational
successes of the ΛCDM model. A particularly interesting alternative to the cosmological constant may be the case of
momentum exchange between dark energy and dark matter which has a general formulation at the Lagrangian level
[27]. This has been shown to explain the CMB as well as to weaken the tensions in the σ8 parameter [24].
There are thus various possible alternatives to ΛCDM which should be tested against future precision observations,
especially at cosmological scales. In this respect, galaxy redshift surveys and weak lensing experiments offer nearly
ideal testing grounds, and with future stage-IV class surveys such as EUCLID 1 [28], WFIRST 2 [29], DESI3 [30] and
LSST4 [31], we will be able to falsify or detect any deviation from ΛCDM at an unprecedented level. To make the best
use of the statistical precision data, theoretical descriptions of the large-scale structure must be improved, accounting
for any observational systematics including non-linear gravitational evolution. This is indeed essential to extract vital
and non-degenerate information about the gravitational potential [32] and is the subject of active research [33–39].
If we are to move toward unbiased and improved tests of gravity and dark energy, future high-precision data not
only requires us to carefully quantify the accuracy of theoretical templates [40–45], but also prompts us to use higher-
order statistics such as the bispectrum or the three-point correlation function as informative cosmological signals,
which will be measured at high-statistical significance. On top of the traditional method using two-point statistics,
adding a bispectrum measurement is expected to improve the constraints on gravity and cosmology [46–48]. Also
in [49] the authors show that weak lensing tomography is very sensitive to energy exchange in the dark sector and
that the bispectrum can provide tighter constraints over the conventional convergence power spectrum. Further, [50]
shows that the CMB lensing bispectrum can be used to get clean constraints on general MG theories. Note, however,
that while there have been numerous works on modeling the bispectrum in alternative theories of gravity [49, 51–55],
most of the analytic works are restricted to a leading-order calculation only valid at very large scales. On the issue
of moving to the non-linear small scales, numerical simulations are still a computationally expensive and impractical
approach in the context of survey data analyses.
In this paper, we try to fill the gap between the leading-order analytic calculation and fully non-linear simulations
by employing the next-to-leading order perturbative calculation in alternatives to ΛCDM. To be precise, employing
the numerical algorithm described in [44], we extend the power spectrum code presented in [56] to compute the matter
bispectrum at one-loop order. Based on the newly developed code, we demonstrate the one-loop predictions of the
bispectrum in three representative models: Vainshtein screened DGP [18] model, the Hu-Sawicki f(R) chameleon
screened model [17] and the dark scattering (DS) momentum exchange model [22, 25]. The present code can be easily
extended to a wide class of alternative models, for example the Horndeski class of MG theories with a generalised
potential [56] or general dark energy models. We also highlight the power of the bispectrum for distinguishing between
alternatives and ΛCDM. In particular we investigate the signal of one-loop contributions from screening or interaction
effects. Further, we will compare the one-loop computation with another promising non-linear prescription for the
matter bispectrum in order to identify optimal theoretical frameworks for next generation analyses pipelines.
This paper is organised as follows: Sec.II presents the generalised evolution equations for the density perturbations
and the expressions for the one-loop statistics. We describe modifications coming from three representative non-
standard models, namely DGP, f(R) and the DS model. Further, we highlight the numerical treatment of the
perturbations used in this work. In Sec.III we test the perturbative predictions against sets of numerical simulations.
We also compare our numerical PT approach against common approximations and other non-linear prescriptions for
the bispectrum. In Sec IV we investigate the non-linear signal of MG’s dependence on bispectrum shape and redshift.
Finally, Sec.V gives a summary of the results and discusses future work.
II. THEORY
In this paper, we are interested in constructing two statistical quantities relevant for large-scale structure obser-
vations, the power spectrum and bispectrum. We shall compute these quantities based on standard perturbation
theory (SPT), starting with Gaussian initial conditions. We will work far inside the Hubble horizon and so can safely
ignore relativistic corrections, but we consider large enough scales so that non-linear effects of gravity are mild (the
Newtonian regime). The background cosmic expansion is assumed to follow ΛCDM model, but the perturbations
will be treated generally. Further, the metric perturbations are assumed to be varying slowly with time and so time
derivatives will be ignored in our treatment (the quasi-static approximation).
1 www.euclid-ec.org
2 https://wfirst.gsfc.nasa.gov/
3 http://desi.lbl.gov/
4 https://www.lsst.org/
3A. Perturbative framework
In what follows, based on [57], we describe our basic formalism to treat the evolution of matter fluctuations.
We consider scalar perturbations around the Friedmann-Lemaˆıtre-Robertson-Walker metric, which are expressed in
Newtonian gauge as
ds2 = −(1 + 2Φ)dt2 + a(t)2(1− 2Ψ)δijdxidxj , (2.1)
with the function a being the scale factor of the Universe. The background cosmic expansion of this metric is described
by the Friedmann equation:(
a˙
a
)2
≡ H2(a) = H20
[
Ωm,0a
−3 + ΩDE,0 exp
{∫ a
1
3[1 + w(a˜)]a˜da˜
}]
, (2.2)
where H0 is the present-day value of the Hubble parameter, ΩDE,0 and Ωm,0 are the present-day density parameters
of dark energy and dark matter, respectively. The function w(a) represents the equation-of-state parameter of dark
energy. Setting w = −1, the above equation is reduced to the Friedmann equation in the ΛCDM model.
We are interested in large scales where the matter fluctuations can be described by the collisionless Boltzmann
equation under the so called single-stream approximation. This is especially true for the early stages of structure
formation. Then, the evolution of CDM and baryon fluctuations can be regarded as an irrotational and pressureless
single-fluid system. Although the single-stream approximation is eventually violated in the non-linear regime at small
scales, we shall keep relying on this treatment in predicting observables at large scales in generalised cosmologies.
Then, the relevant quantities for evolution of fluctuations to be solved are the density field (δ) and velocity-divergence
field (θ), defined as follows
δ(x) =
ρm(x)− ρ¯
ρ¯
, θ(x) =
∇ · v(x)
aH(a)
. (2.3)
The evolution equations for these quantities, under the quasi-static treatment of metric and scalar field perturbations,
are given in Fourier space by (e.g. [44, 56, 58])
a
∂δ(k)
∂a
+ θ(k) = −
∫
d3k1d
3k2
(2pi)3
δD(k − k12)α(k1,k2) θ(k1)δ(k2), (2.4)
a
∂θ(k)
∂a
+
(
2 +A(a) +
aH ′
H
)
θ(k)−
(
k
aH
)2
Φ(k) =
−1
2
∫
d3k1d
3k2
(2pi)3
δD(k − k12)β(k1,k2) θ(k1)θ(k2), (2.5)
where a prime denotes a scale factor derivative and k1...n = k1+· · ·+kn. The functions α and β are the mode-coupling
kernels given by
α(k1,k2) = 1 +
k1 · k2
|k1|2 , β(k1,k2) =
(k1 · k2) |k1 + k2|2
|k1|2|k2|2 . (2.6)
At the level of generality addressed in this paper, we have included a drag term A(a) (A(a) = 0 in ΛCDM) in Eq.(2.5)
which we discuss in the next subsection. Further, in the context of MG, the Newtonian potential Φ is governed by a
modified Poisson equation. In Fourier space, this reads [58]
−
(
k
aH(a)
)2
Φ(k; a) =
3Ωm(a)
2
µ(k; a) δ(k) + S(k; a), (2.7)
where Ωm(a) = κρm/3H
2 and κ = 8piGN , where GN is Newton’s gravitational constant. µ(k; a) is the linear
modification to gravity and is unity in the case of GR. The non-linear source term S(k; a) characterizes new mode
couplings, including those responsible for screening effects. In GR S(k; a) = 0 but in general, up to fourth order in
the perturbations, it is given by
S(k; a) =
∫
d3k1d
3k2
(2pi)3
δD(k − k12)γ2(k1,k2; a)δ(k1) δ(k2),
+
∫
d3k1d
3k2d
3k3
(2pi)6
δD(k − k123)γ3(k1,k2,k3; a)δ(k1) δ(k2) δ(k3)
+
∫
d3k1d
3k2d
3k3d
3k4
(2pi)9
δD(k − k1234)γ4(k1,k2,k3,k4; a)δ(k1) δ(k2) δ(k3)δ(k4).
4We present specific forms for A(a), µ(k; a) and γi in the next subsection.
Provided the basic equations for perturbations [i.e. Eqs. (2.4) and Eq.(2.5)], the approach of SPT is to expand δ
and θ, and to solve them order by order. Our focus is the matter fluctuations seeded by tiny density fluctuations at
early times, δ0. In this case, the n
th order solutions are expressed as
δn(k; a) =
1
(2pi)3(n−1)
∫
d3k1...d
3knδD(k − k1...n)Fn(k1, ...,kn, a)δ0(k1)...δ0(kn) (2.8)
θn(k; a) =
1
(2pi)3(n−1)
∫
d3k1...d
3knδD(k − k1...n)Gn(k1, ...,kn, a)δ0(k1)...δ0(k2), (2.9)
where Fi(k1,k2...,ki; a) and Gi(k1,k2...,ki; a) are the i
th order SPT kernels. Recalling that the random field δ0
follows Gaussian statistics, the matter power spectrum and bispectrum at next-to-leading order, called one-loop, can
be calculated using the kernels up to fourth order. Their expressions are given by
P 1−loop(k; a) =P 11(k; a)
+ P 22(k; a) + P 13(k; a), (2.10)
B1−loop(k1, k2, θ; a) =B112(k1, k2, θ; a)
+B222(k1, k2, θ; a) +B
321(k1, k2, θ; a) +B
114(k1, k2, θ; a), (2.11)
where θ = cos−1 (kˆ1 · kˆ2) 5 and we use the usual definitions
〈δn(k)δm(k′)〉 = (2pi)3δD(k + k′)Pnm(k), (2.12)
〈δn(k1)δm(k2)δo(k3)〉 = (2pi)3δD(k1 + k2 + k3)Bnmo(k1,k2,k3), (2.13)
where δn is the n
th order perturbation and we must add all permutations on the LHS, for example B114111 ∼ 〈δ4δ1δ1 +
δ1δ4δ1 + δ1δ1δ4〉. We can now present the following expressions written explicitly in terms of the integral kernels Fi
P 11(k; a) = F1(k; a)
2PL(k), (2.14)
P 22(k; a) =
∫
d3p
(2pi)3
F2(p,k − p; a)2PL(p)PL(|k − p|), (2.15)
P 13(k; a) = 2F1(k; a)PL(k)
∫
d3p
(2pi)3
F3(p,−p,k; a)PL(p), (2.16)
B112(k1, k2, θ; a) = 2
[
F2(k1,k2; a)F1(k1; a)F1(k2; a)PL(k1)PL(k2) + 2perms(k1 ↔ k2 ↔ k3)
]
, (2.17)
B222(k1, k2, θ; a) = 8
∫
d3p
(2pi3)
F2(p,k1 − p; a)F2(−p,k2 + p; a)F2(−k1 + p,−k2 − p; a)
× PL(p)PL(|k1 − p|)PL(|k2 + p|), (2.18)
B321−I(k1, k2, θ; a) = 6
[
F1(k1; a)PL(k1)
∫
d3p
(2pi3)
F2(p,k2 − p; a)F3(−k1,−p,−k2 + p; a)
× PL(p)PL(|k2 − p|) + 5 perms(k1 ↔ k2 ↔ k3)
]
, (2.19)
B321−II(k1, k2, θ; a) = 6
[
F1(k1; a)F2(k1,k2; a)PL(k1)PL(k2)
∫
d3p
(2pi3)
F3(k2,p,−p; a)PL(p)
+ 5 perms(k1 ↔ k2 ↔ k3)
]
, (2.20)
B411(k1, k2, θ; a) = 12
[
F1(k1; a)F1(k2; a)PL(k1)PL(k2)
∫
d3p
(2pi3)
F4(−k2,−k1,p,−p; a)PL(p)
+ 2 perms(k1 ↔ k2 ↔ k3)
]
, (2.21)
where k3 = −k1 − k2.
5 θ should not be confused with the velocity perturbation, θi(k), which always appears with its arguments and subscript.
5B. Specific model examples
As specific examples we consider three alternatives to ΛCDM, here giving explicit forms for the functions A(a),
µ(k; a) and γi (for i ∈ {2, 3, 4}) which appear in Eq. (2.5) and Eq. (2.7); the normal branch of DGP (nDGP),
Hu-Sawicki f(R) gravity, and the phenomenological dark scattering model. Note that these are chosen just as
representative examples and our numerical procedure is quite general and any scalar-tensor theory or non-standard
dark sector model can be implemented in principle (see [56] for example).
1. nDGP gravity
The DGP model of gravity [18] assumes we live on a 4-dimensional manifold embedded in a 5D spacetime called
the bulk. At the time, this theory gained a lot of attention for not requiring a cosmological constant to explain cosmic
acceleration. It does this by having gravity ‘dilute’ at large distances through the 5th dimension. The DGP action
can be written as follows
SDGP =
1
32pirc
∫
d5x
√−g5R5 +
∫
d4x
√−g( R
2κ
+ LM ), (2.22)
where R5 and g5 are the Ricci Scalar and metric in 5D, while LM is the matter Lagrangian confined to the 4D
manifold. rc is the model’s free parameter which represents the scale at which we cross from the 4D gravity to the
5D gravity regime. Applying this model to a FLRW cosmology we obtain the Friedman equation

H
rc
= H2 − κ
3
ρm, (2.23)
where  = ±1 . The + solution provided the attractive alternative to Λ by offering a self-accelerating solution. This
branch was found to be theoretically unviable, or ‘ghostly’. On the other hand, the − solution (nDGP) is theoretically
healthy but requires a cosmological constant to achieve acceleration at late times. This model is interesting nevertheless
because of its screening properties as well as accurate analytic solutions to the evolution equations (see Appendix B).
The function µ(k; a) characterising the linear modifications to the clustering equations is given in nDGP by
µ(k; a) ≡ 1 + 1
3β
, β(a) ≡ 1 + H
H0
1√
Ωrc
(
1 +
aH ′
3H
)
. (2.24)
Note β(a) should not be confused with the mode coupling kernel β(k1,k2) which can be distinguished by its scale
dependency. Here we choose to parameterize the cross-over scale in terms of Ωrc ≡ 1/(4r2cH20 ). The higher order
coupling kernels are given by [56]
γ2(k1,k2; a) = − H
2
0
24H2β(a)3Ωrc
(
Ωm0
a3
)2
(1− µ21,2), (2.25)
γ3(k1,k2,k3; a) =
H20
144H2β(a)5Ω2rc
(
Ωm0
a3
)3
(1− µ22,3)(1− µ21,23), (2.26)
and the fourth order contribution is given by [59]
γ4(k1,k2,k3,k4; a) = − H
2
0
3456H2β(a)7Ω3rc
(
Ωm0
a3
)4
× [(1− µ21,2)(1− µ23,4)(1− µ212,34) + 4(1− µ2234,1)(1− µ23,4)(1− µ234,2)] , (2.27)
where µi,j = kˆi · kˆj is the cosine of the angle between ki and kj .
2. Hu-Sawicki f(R) gravity
f(R) gravity is a class of models in which the Einstein-Hilbert action is generalised to include an arbitrary function
of the scalar curvature. Among various examples for the functional form of f(R), the Hu-Sawicki model [17] is
well-studied [60–71], and provides a simple form with which chameleon-type screening is realised. It is given by
6f(R) = −m2 c1(R/m
2)n
c2(R/m2)n + 1
. (2.28)
In this paper, we specifically consider the n = 1 case. That is, the above equation is reduced to
f(R) ∝ R
AR+ 1
, (2.29)
with A being a constant with dimensions of length squared. In the regime we are interested in, that is the high
curvature regime, AR >> 1 we can expand f(R) as
f(R) ' −2κρΛ − fR0R
2
0
R
, (2.30)
where ρΛ depends on A, R0 is the background curvature today. We have defined fR0 ≡ f¯R(R0), the bar indicating it
is evaluated on the background. |f¯R0| is the free parameter of the theory. When |f¯R0|  1, the background cosmology
becomes indistinguishable with ΛCDM, and we have
R0 = H
2
0 (12− 9Ωm0). (2.31)
Using the above relations and the f(R) form of the Poisson equation (see [58, 59] for example), we can compare with
Eq. (2.7) to get following non-linear interaction terms
µ(k; a) =1 +
(
k
a
)2
1
3Π(k; a)
, (2.32)
γ2(k1,k2; a) =− 3
16
(
kH0
aH
)2(
Ωm,0
a3
)2
Ξ(a)5
f20 (3Ωm,0 − 4)4
1
Π(k; a)Π(k1; a)Π(k2; a)
, (2.33)
γ3(k1,k2,k3; a) =
1
32
(
kH0
aH
)2(
Ωm,0
a3
)3
1
Π(k; a)Π(k1; a)Π(k2; a)Π(k3; a)
×
[
−5 Ξ(a)
7
f30 (3Ωm,0 − 4)6
+
9
2
1
Π(k23; a)
(
Ξ(a)5
f20 (3Ωm,0 − 4)4
)2]
, (2.34)
γ4(k1,k2,k3,k4; a) =− 1
256
(
kH0
aH
)2(
Ωm,0
a3
)4
1
Π(k; a)Π(k1; a)Π(k2; a)Π(k3; a)Π(k4; a)
×
[
35
Ξ(a)9
f40 (4− 3Ωm,0)8
+
27
4
Ξ(a)15
f60 (4− 3Ωm,0)12Π(k12; a)Π(k34; a)
+ 45
Ξ(a)12
f50 (4− 3Ωm,0)10Π(k12; a)
+ 54
Ξ(a)15
f60 (4− 3Ωm,0)12Π(k123; a)Π(k12; a)
+ 30
Ξ(a)12
f50 (4− 3Ωm,0)10Π(k123; a)
]
, (2.35)
where
Π(k; a) =
(
k
a
)2
+
Ξ(a)3
2f0(3Ωm,0 − 4)2 , Ξ(a) =
Ωm,0 + 4a
3(1− Ωm,0)
a3
, (2.36)
and f0 = |f¯R0|/H20 .
3. Dark scattering interaction model
Among various proposed models of dark energy having interactions in the dark sector, we consider the dark scat-
tering (DS) model of [22, 25]. This phenomenological model aims to describe an elastic scattering between dark
matter and dark energy, giving rise to only momentum exchange in the dark sector. Since there is no other channel
of interaction, only Eq.(2.5) is modified, coming in the form of
A(a) ≡ [1 + w(a)]H
2
0
H
3ξ
κ
ΩDE,0 exp
[∫ a
1
3[1 + w(a)]
a˜
da˜
]
, (2.37)
7where ξ quantifies the magnitude of the drag force arising from scattering and will be quoted in units of [bn GeV−1].
We can now see that the term A can act to oppose or enhance the evolution of velocity perturbations depending on
whether w is above or below the cosmological constant value w = −1. Further, µ(k; a) = 1 and γi = 0 for this model.
This means the only modification comes in the form of the time-dependent A(a).
Similar models starting from a Lagrangian [27] have also been derived. These so called Type 3 models also involve
no background energy exchange and are interesting in their ability to suppress late-time linear growth, in doing so
alleviate the CMB-LSS σ8 discrepancy. These Type 3 models predict three extra terms in Eq.(2.5) proportional to
θ, the dark energy velocity divergence θDE and the dark energy density contrast δDE. The latter terms are absent in
the DS models and as shown in [72] there is no obvious way to remove the last contribution without removing the
interaction all-together in Type 3 models. Despite this, the DS and Type 3 models should be qualitatively similar in
their predictions [25]. In principle the extension to include these terms in Eq.(2.5) is one of straightforward derivation.
C. Numerical PT treatment
Once we have specified A(a), µ(k; a) and γi (for i ∈ {2, 3, 4}) we can employ the algorithm described in [44]
to calculate the perturbative kernels, Fn(k1, . . . ,kn; a) for n ≤ 4. We outline this method here. Using Eq.(2.4)
and Eq.(2.5) and the field definitions given in Eq.(2.8) and Eq.(2.9) we have the following coupled set of evolution
equations for the nth order kernels
∂Fn(k1, . . . ,kn; a)
∂a
=− 1
a
Gn(k1, . . . ,kn; a) + n−1∑
j=1
α(k1···j ,kj+1···n; a)Gj(k1, · · · ,kj ; a)Fn−j(kj+1, · · · ,kn; a)
 ,
(2.38)
∂Gn(k1, . . . ,kn; a)
∂a
=− 1
a
[(
2 +A(a) +
aH ′
H
)
Gn(k1, . . . ,kn; a) +
3Ωm,0H
2
0
2a3H2
µ(k; a)Fn(k1, . . . ,kn; a)
+
1
2
n−1∑
j=1
β(k1···j ,kj+1···n)Gj(k1, · · · ,kj ; a)Gn−j(kj+1, · · · ,kn; a) + Sk,n(k1, · · · ,kn; a)
]
,
(2.39)
where k = |k1 + . . .kn| and Sk,n is the nth order source function. This has been employed up to 3rd order in [44, 56]
for the one-loop power spectrum calculation. For the one-loop bispectrum calculation this must be specified up to
4th order which we present below
Sk,4(k1,k2,k3,k4; a) =
3∑
j=1
γ2(k1···j ,kj+1···4)Fj(k1, · · · ,kj ; a)F4−j(kj+1, · · · ,k4; a)
+ γ3(k1,k2,k34; a)F1(k1; a)F1(k2; a)F2(k3,k4; a)
+ γ4(k1,k2,k3,k4; a)F1(k1; a)F1(k2; a)F1(k3; a)F1(k4; a). (2.40)
A final complication is that we require the symmetrised kernels to construct the spectra
F symn (k1, · · · ,kn; a) =
1
n!
[Fn(k1, · · · ,kn; a) + perms] , (2.41)
Gsymn (k1, · · · ,kn; a) =
1
n!
[Gn(k1, · · · ,kn; a) + perms] , (2.42)
where the permutations are over the wave vector arguments. We simply include the relevant permutations on the
right hand sides of Eq.(2.38) and Eq.(2.39) so that we solve for the symmetrised kernels.
Given Einstein-de Sitter initial conditions (valid at early times during matter domination), the coupled set of
differential equations can be solved for Fn and Gn once we know Fi and Gi for i < n. We solve for these order by
order. In practice, all coupled sets of equations for Fi and Gi with i ∈ {1, 2, 3, 4} are solved for simultaneously as one
large set. Further, this set must be solved for each desired combination of wave vectors in Fn(k1, · · · ,kn; a), specifically
those combinations appearing in the expressions Eq.(2.14) to Eq.(2.21). For example, the F4(ki,kj ,p,−p; a) kernels
needed in Eq.(2.21) depend on terms involving specific 3rd, 2nd and 1st order kernels which also need to be solved
for. In the end, although Eq.(2.14) to Eq.(2.21) only explicitly depend on 28 specific kernels; 3 × 1st order, 13 × 2nd
order, 9 × 3rd order and 3 × 4th order, each for a specific combination of wave vectors, we must solve a total of 47
8coupled sets numerically; 8× 1st order, 21 × 2nd order, 15× 3rd order and 3 × 4th order. We solve these sets using
the gsl package odeiv2 with a Runge-Kutta Prince-Dormand (8,9) method.
The kernels are then integrated over wave vector magnitude and 2 angular variables and so this large set of differential
equations must be solved per integration step for each of the 3 integrals. This results in a large number of calls to the
differential equation solver which can be very time costly depending on the accuracy demands. Further, as we do not
implement a fully IR-Safe integral [73] in the above expressions, the numerical accuracy of the differential equation
solver and loop integration routine should be carefully tuned so as to balance time cost and numerical accuracy. In
the case of the one-loop bispectrum, the level of numerical accuracy need not be as high as the power spectrum
given the larger statistical errors in current and upcoming surveys. In general, for our results in the next section, the
average time cost of producing 20 equilateral shape one-loop bispectrum points between k = 0.001 − 0.3hMpc−1 is
350 seconds. This varies over model and slightly over redshift with the f(R) model taking the longest. We give more
details on numerical accuracy and time costs in Appendix A.
III. COMPARISON WITH N-BODY SIMULATIONS
In this section, we compare our numerical PT predictions with results from cosmological simulations, specifically
paying attention to the bispectrum in the three representative models described in Sec. II B as well as ΛCDM (i.e.
GR). Also, the validity of several approximations are tested against the full numerical PT treatment and N -body
measurements.
A. N-body simulations
In this paper, we use a Comoving Lagrangian Acceleration (COLA) [74, 75] code to create the simulation data for
nDGP, Hu-Sawicki f(R) gravity and ΛCDM (GR). To be precise, we use the modified MG-PICOLA code described
in Ref. [76]. Each simulations uses a cubic box of side length 1024Mpch−1 and 10243 particles and we employ 20
independent such realisations 6 starting from z = 49 with initial conditions generated by second-order Lagrangian PT.
We adopt the initial power spectrum determined by WMAP9 [77]: Ωm = 0.281, Ωb = 0.046, h = 0.697, ns = 0.971
and σ8 = 0.844. In nDGP and f(R) gravity models, one also needs to specify one more free parameter, for which we
set Ωrc = 0.438 and |f¯R0| = 10−4, respectively. Although these values have already been ruled out by observations
(e.g. [42, 71]), they are still useful to see if our PT predictions properly describe the non-linear effects of MG.
We use a single realisation for the DS model. Specifically, the data set is taken from Ref. [25]. The simulation
was created with a modified version of GADGET-2 [78] that consistently implements the effects of the momentum
exchange between dark matter particles and a homogeneous dark energy. This data assumes the equation-of-state
parameter for dark energy w = −1.1 and the interaction parameter of ξ = 10 bnGeV−1 [see Eq.(2.37) in Sec.II B].
The output redshifts of the data, the box size, and number of dark matter particles are the same as in the three
models described above. On the other hand, the initial power spectrum uses a slightly different set of parameters:
Ωm = 0.308, Ωb = 0.0482, h = 0.678, ns = 0.966 and σ8 = 0.852. For more detailed information, we refer the readers
to Ref. [25].
We measure the power spectrum and bispectrum at z = 0, z = 0.5 and z = 1 from the grid-assigned density field
using a Fast-Fourier Transform based estimator (e.g. [73, 79]). We use the cloud-in-cells interpolation for the density
assignment of particles onto a 5123 mesh and correct the window function. In what follows, except for the DS model,
we present the measured results of power spectrum and bispectrum averaged over the 20 realisations, with quoted
error bars determined by twice the standard error of the mean (Figs. 1-3). For the DS model, shown in Fig. 4, we use
only a single-realisation, and do not quote the error bars.
B. Testing numerical PT predictions
We first investigate the numerical PT’s performance. Figs. 1-4 summarize the measurements and predictions
of the bispectrum in equilateral (middle) and isosceles (right, with fixed wavenumber k1 = k2 = 0.096hMpc
−1)
configurations in different cosmologies, plotted as a function of wavenumber k ≡ k1 = k2 = k3 and the angle defined
by θ = cos−1(kˆ1 · kˆ2), respectively. The results of the power spectrum are also presented on the left. Note that all
the results are multiplied by k3/2 (k3) for power spectrum (bispectrum).
6 Initial seeds used to create the 20 realisations are the same among all three models.
9In each of the three figures, the top panels compare the results of theN -body simulations (red crosses) with numerical
PT predictions at tree (red dashed) and one-loop (green solid) order. Clearly, the one-loop predictions better describe
the non-linear enhancement of clustering amplitudes at all redshifts, although the agreement with simulation results
is restricted to a narrow range of wavenumbers in the power spectrum. This is a well known problem of SPT [80],
and explains why there has been various techniques developed to improve the SPT prediction. By contrast, the
performance of the one-loop bispectrum is much better, with the predictions agreeing well with simulations at z & 0.5
for a rather wide range of k (i.e. k . 0.3hMpc−1). The exception is the f(R) gravity model, where a rather strong
enhancement of the bispectrum is seen at small scales. The discrepancy at k & 0.15hMpc−1 is associated with our
setup of simulation parameter, |f¯R0| = 10−4, with which the screening mechanism is ineffective, and gravity becomes
stronger at small scales. We anticipate that the one-loop prediction in f(R) gravity also reproduces the simulations
as well at the other models for a reasonable choice of |f¯R0| with which the chameleon screening can work.
To see the impact of non-linear growth, the middle panels show the ratio of measurements and one-loop SPT to
the tree level theory predictions. Despite the fact that the bispectrum receives rather large non-linear corrections
compared to the power spectrum, the one-loop bispectrum reasonably explains the N -body trends. Further, for
ΛCDM, nDGP and DS models, we plot the predictions of a non-linear fitting formula in both top and middle panels,
depicted as blue solid lines. The results shown in the power spectrum (left) are obtained from the revised version of
halofit [81] by Ref. [82]. To be strict, halofit can apply only to the GR case, but it has been frequently used in
MG models close to ΛCDM in the literature. We thus similarly use it to predict the non-linear power spectrum based
on the linear theory prediction in each model. On the other hand, we use the fitting formula for the bispectrum given
by Ref. [83] (see also [84]). The prediction of the non-linear bispectrum is based on the non-linear power spectrum
and a modified second-order PT kernel that is calibrated with N -body simulations. This is again valid only in GR.
To apply it to non-standard models, we follow the treatment proposed in Ref. [50], and slightly modify the calibrated
second-order kernel so as to consistently recover the tree-level SPT results at large scales. In Appendix C, we present
the explicit expression for the fitting formula, and briefly mention how to specifically implement it in each model.
Note we do not include such non-linear fitting formula predictions for f(R). Such a formula is non-trivial due to
scale-dependent growth. For the power spectrum, we refer the interested reader to a proposed and tested extension
of the halofit approach to f(R) in Ref. [64]. Such an extension for the bispectrum has not been studied.
Overall, the fitting formula reproduces the simulation results quantitatively well. This is indeed true for the power
spectrum. A closer look at the bispectrum, however, reveals that the fitting formula tends to slightly under predict
the amplitude at z & 0.5. Rather, at scales of k . 0.3hMpc−1, the simulation results are better described by the
one-loop SPT predictions, and this is not only in ΛCDM, but also in the nDGP and DS models. Although the
differences are not large, the discrepancy between the fitting formula and simulation may be partly ascribed to an
improper treatment of the non-linearity in the fitting formula associated with the modification of structure formation.
Another issue may be the difference in cosmology used in this paper from that used to calibrate the fitting formula
in [83]. As the cosmology dependence of the general formula has been shown to be weak [84] and that our cosmology
is similar to that used to calibrate the formula we don’t expect this to be a large effect. We do note that our value
of σ8 is ∼ 6% larger than [83] which introduces more non-linearity and so may play a small role in the fitting formula
performance, but we also expect these effects to play a less significant role at the scales considered in this paper.
There might also be possible systematics in our N -body simulations as the accuracy of the COLA and MG-PICOLA
code have not yet been tested for higher-order statistics. Nevertheless, one encouraging point is that the one-loop
bispectrum provides a rather accurate prediction at z & 0.5, comparable to the fitting formula, and can be used for
a quantitative comparison with observations.
C. Comparison with analytic PT treatment
In a limited class of generalised cosmological models, analytic PT calculations are known to become tractable. The
analytic PT kernels are very useful in that statistical predictions are quickly and efficiently calculated. nDGP, DS
and ΛCDM are such models. In particular, assuming the Einstein-de Sitter (EdS) universe, the time dependence is
analytically expressed in terms of the scale factor in GR. Then, one often invokes the approximation that the analytic
calculations made in the EdS universe are generalised to non-EdS models by simply replacing the scale factor with the
linear growth factor, F1(a), obtained in the non-EdS model. This is the so-called EdS approximation, and has been
frequently used in the literature as a reasonably accurate approximation in ΛCDM and its variants. This is indeed
true and has been tested in the power spectrum case (for example [40, 85–87]), but its validity to the bispectrum
calculation has not been thoroughly tested, especially for models beyond ΛCDM. Further, another simplification that
one can apply to generalised cosmologies is to just take into account the linear-order modification to gravity, ignoring
all non-linear modifications. To be precise, in our basic equations, this amounts to retaining µ(k; a) while setting
10
γi = 0, and A(a) = 0
7. We call this the un-screened approximation (UsA), and critically examine the validity of this
treatment to the bispectrum.
In the bottom panels of Figs. 1, 2, and 4, we compare the analytic PT treatment with the numerical PT prediction.
What is shown here is the ratio of numerical PT results (PN or BN) to the analytic PT results based on the EdS or
UsA (PA or BA), i.e. PN/PA for the power spectrum and BN/BA for bispectrum. Solid magenta lines are the results
adopting the EdS approximation, while cyan lines, shown in Figs. 2 and 4, represent the cases adopting both the EdS
and UsA. For the nDGP model, the analytic expressions for the PT kernels are presented in Ref. [58] up to the third
order, and we use them for the one-loop calculation of the power spectrum. To compute the one-loop bispectrum,
we further need the fourth-order PT kernel which we have derived in this paper, presented in Appendix B. Also, for
the DS model, the ratios, PN/PA and BN/BA are further divided by those at tree-level order, so as to asymptotically
approach unity in the limit k → 0.
In most of the cases, both the EdS and UsA produce an error at sub-percent level within the validity range of one-
loop SPT predictions, roughly k . 0.08− 0.15hMpc−1 for power spectrum and k . 0.1− 0.3hMpc−1 for bispectrum
at the redshift range z = 0 − 1 8. This is indeed the case for the power spectrum in all models, but a closer look at
the bispectrum reveals that the error relative to the numerical PT results is more pronounced. In particular, in the
nDGP model, this systematic error can reach the percent level, and at higher redshifts z & 0.5, the combination of the
EdS and UsA (cyan curve) produces an even larger systematic error. Even employing only the EdS approximation
is potentially problematic at z = 0. In the power spectrum case, this level of deviation is shown to be an issue
in constraining MG theories in stage-IV spectroscopic surveys [56]. Although statistical error of the bispectrum
would be certainly larger even for such a survey, combining all possible triangular configurations may accumulate the
systematics, potentially leading to a biased constraint. A deeper study into this would be an important subject for
practical applications of the one-loop bispectrum to data.
7 Setting A(a) = 0 also changes the linear growth, but we will normalise with the linear predictions in this case to highlight only non-linear
effects.
8 This range is here determined by comparing with the mean and twice the standard error of the measurements.
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FIG. 1: Comparison of the numerical PT treatment with N -body simulation in ΛCDM model (GR). Left panels show
the power spectrum, while middle and right panels plot the bispectrum, particularly showing the scale dependence of
the equilateral shape (k ≡ k1 = k2 = k3) as function of k, and the configuration dependence of the isosceles shape
at k1 = k2 = 0.096hMpc
−1, plotted as a function of θ ≡ cos−1(kˆ1 · kˆ2). From top to bottom, the results at z = 0,
0.5, and 1 are summarized. In each panel, top panels compare the N -body results (red crosses) with numerical PT
predictions at tree-level (red dashed) and one-loop (green solid) order. As a reference, the results from fitting formula
(see text for details) are also plotted (blue solid). The quoted error in simulations is twice the standard error of the
mean over the 20 realizations. Note that all the results of measurement and prediction are multiplied by k3/2 for
power spectrum and k3 for bispectrum. The second panels from the top present the ratio of non-linear predictions and
measurements to the linear theory or tree-level PT prediction, i.e., PNL/PL (left) and BNL/Btree (middle and right).
Meanings of the symbols and line types are the same as in the top panels. Finally, the bottom panels compare the
analytic PT predictions with numerical PT results. What is plotted is the ratio of numerical to analytic PT results
adopting EdS approximation
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FIG. 2: Same as in Fig. 1, but the results in the nDGP model with Ωrc = 0.438 are shown. In the bottom panels we
also plot cyan lines which are the ratio of the one-loop numerical PT to analytic PT predictions adopting both the
EdS and UsA.
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FIG. 3: Same as in Fig. 2, but the results in f(R) gravity with model parameter |f¯R0| = 10−4 are shown. We do not
plot a fitting formula in this case. Also, since an analytic PT treatment is intractable in this model, we did not make
a comparison between analytic and one-loop numerical PT predictions in the bottom panels.
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FIG. 4: Same as in Fig. 2, but the results in the DS model with interaction parameter ξ = 10 are shown. In the bottom
panels we show the ratio PN/PA and BN/BA and further divide these ratios by the same ratio at tree-level order so
as to asymptotically approach unity in the limit k → 0, i.e. (PN/PA)/(PN,T/PA,T) (left) and (BN/BA)/(BN,T/BA,T).
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IV. DISCUSSION: IMPACT OF NON-LINEAR MG EFFECTS ON THE BISPECTRUM
In this section, specifically focusing on the nDGP and f(R) gravity models, we discuss the effects of modifications
to gravity, namely those coming from screening and/or which are not directly degenerate with linear power spectrum
normalisation, such as σ8. In particular, we look at the impact of non-linear MG effects on the shape of the bispectrum
and how they vary with redshift. As we are here concerned with the rough magnitude of screening effects and overall
triangle shape and redshift dependency we have loosened the accuracy demands of the loop integrations and differential
equation solver. This has resulted in some spurious patches noticeable in the one-loop contours of Fig.7 and Fig.9.
These do not change our conclusions or results.
Consider first the bispectrum in nDGP as a prototypical example of MG with Vainshtein screening. At tree-level
order, it is shown in Refs. [51, 88] that Horndeski theories involving Vainshtein screening generally predict an angular-
dependent modification through the second-order PT kernel [see Eq. (C1) with κ = 1], with scale dependence arising
from k3 = −k1 − k2 terms in the permutations of Eq. (2.17). The second-order kernel in the nDGP model is given
by [58]
F2(k1,k2; a) = F1(a)
2
[
FGR2 (k1,k2) +
F2(a)
F1(a)2
(1− µ21,2)
]
, (4.1)
with FGR2 (k1,k2) being the second-order PT kernel in GR in the EdS approximation. F1 and F2 are the linear
and second-order growth functions in nDGP, and µ1,2 ≡ kˆ1 · kˆ2. In Fig. 5, we plot the time evolution of the ratio
F2(a)/F1(a)
2. This highlights the features seen in Fig. 6 where we show the ratio of the tree-level bispectrum in
nDGP to that with the UsA (i.e. F2(a) = 0) given at z = 0 (left), 0.5 (middle) and 1 (right). The results are then
plotted as a function of µ1,2 and k1/k2, fixing k2 to 0.1hMpc
−1. Fig. 5 shows a purely non-linear modification of
gravity valid at tree-level order. This gives a rough idea of the significance of screening effects on the bispectrum and
the optimal triangular shape to probe gravity. As deduced from Fig. 5, the modification to gravity in nDGP becomes
larger at higher redshift, and is maximal at µ1,2 ≈ −0.5 and k1 ≈ k2, corresponding to the equilateral shape, marked
by black dashed lines in Fig.6.
Fig. 6 illustrates a generic feature of the bispectrum shape in Horndeski theories with Vainshtein screening. The
screening signal in nDGP is quite small, just ∼ 0.5% even at z = 1, but the redshift dependence and magnitude of
the signal are model-dependent, characterized by the parameter λ(a) in Eq. (C1). Further, beyond tree-level order,
non-linear modification is highly model-dependent, and characteristic features in the bispectrum shape cannot be
simply characterised by a single parameter. Nevertheless, in the presence of screening, one naively expects that the
characteristic shape dependence seen at tree-level will tend to be erased at one-loop order.
Fig. 7 shows the same ratio as in Fig. 6 but at one-loop order using the numerical PT approach. Unlike the tree-level
predictions, the shape dependence of the bispectrum varies with scale. Hence, as increasing the redshift from z = 0
to 1, we choose k2 = 0.1, 0.12, and 0.2hMpc
−1 (from left to right). As anticipated, the shape dependence seen in the
tree-level prediction is mostly washed out. Indeed we see a clearer scale-dependence of the signal, and the magnitude
of the screening signal reaches up to ∼ 2.5%.
Consider next f(R) gravity. Fig. 8 plots the ratio of the tree-level bispectrum in f(R) to that in GR. Here, we
particularly show the cases with model parameter |f¯R0| = 1×10−4 (top) and |f¯R0| = 2.5×10−6 (bottom). In contrast
to the nDGP model, f(R) gravity involves the chameleon-type screening, with which the scale-dependent enhancement
of the linear growth is realised. This is also manifest in most shapes in the tree-level bispectrum, where the ratio to
GR becomes significantly larger than unity. While the results in the |f¯R0| = 1× 10−4 case exhibit an extremely large
deviation (& 30%) even within the validity range of SPT, the reasonably small value |f¯R0| = 2.5 × 10−6, consistent
with observations (e.g. [89, 90], see also [91] for a tighter constraint), the enhancement of the ratio becomes rather
mild. Still, we see the same trend, and the deviation from GR is maximal at µ1,2 = 1, corresponding to k3 = k1 + k2.
However, including the one-loop contributions drastically changes the structure of the shape dependence, shown in
Fig. 9, where we present only the results with |f¯R0| = 2.5 × 10−6. Again, as in Fig.7, we set the wavenumber k2 to
0.1, 0.12, and 0.2hMpc−1 from left to right panels. The resultant shape dependence looks similar to that in nDGP
at one-loop order, with the equilateral shape again giving a maximal deviation. One notable point may be that the
amplitude of the bispectrum is now suppressed in comparison to GR, in contrast to the enhancement seen at tree level
(see Fig.8). This would be ascribed to the effect of the screening mechanism, but the magnitude of the suppression
seems a bit larger than expected, since the non-linear screening is supposed to be not too effective in the weakly
non-linear regime. There might also be the possibility of a break down of SPT even at large scales, however, the
qualitative features seen in Fig. 9 would remain the same. At least, one can say that the trend seen in the tree-level
prediction generally disappears, and the structure of the shape dependence tends to be the same, although there
still remains a non-negligible amount of deviation, which could be a clue to a promising probe of gravity using the
bispectrum.
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FIG. 5: Ratio of second-order growth in nDGP to that under the UsA as a function of scale factor a.
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FIG. 6: Ratio of tree-level PT prediction of the bispectrum in nDGP to that in nDGP under the UsA, plotted as a
function of k1/k2 and µ1,2 = (kˆ1 · kˆ2), fixing k2 to 0.1hMpc−1. The results are shown at z = 0 (left), 0.5 (middle),
and 1 (right). The black dashed lines mark the equilateral shape.
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FIG. 7: Same as Fig.6 but results shown are at one-loop order. Here, the wavenumber k2 in each panel is chosen to
be 0.1hMpc−1 (left), 0.12hMpc−1 (middle), and 0.2hMpc−1 (right).
17
0.25 0.50 0.75 1.00
k1/k2
1.00
0.75
0.50
0.25
0.00
0.25
0.50
0.75
1.00
1,2
1.3
50
1.5
00
1.650
z=0, k2 = 0.1h/Mpc 
0.25 0.50 0.75 1.00
k1/k2
1.00
0.75
0.50
0.25
0.00
0.25
0.50
0.75
1.00
1.2
00
1.280
1.3
60
1.440
z=0.5, k2 = 0. h/Mpc 
0.25 0.50 0.75 1.00
k1/k2
1.00
0.75
0.50
0.25
0.00
0.25
0.50
0.75
1.00
1.100
1.150
1.200
1.250
1.3
00
z=1, k2 = 0. h/Mpc 
1.0
1.1
1.2
1.3
1.4
1.5
1.6
0.25 0.50 0.75 1.00
k1/k2
1.00
0.75
0.50
0.25
0.00
0.25
0.50
0.75
1.00
1,2
1.020
1.035
1.050
1.065
1.080
1.095
1.110
1.125
1.140
z=0, k2 = 0.1h/Mpc 
0.25 0.50 0.75 1.00
k1/k2
1.00
0.75
0.50
0.25
0.00
0.25
0.50
0.75
1.00
1.008
1.016
1.024 1.032
1.040
1.048
1.056
1.064
1.072
1.080
z=0.5, k2 = 0.1h/Mpc 
0.25 0.50 0.75 1.00
k1/k2
1.00
0.75
0.50
0.25
0.00
0.25
0.50
.75
1.00
1.004
1.0
04
1.008
1.012
1.016
1.020
1.024
1.028
1.032
1.036
z=1, k2 = 0.1h/Mpc 
1.00
1.01
1.02
1.03
1.04
1.05
1.06
FIG. 8: Ratio of tree-level SPT prediction of the bispectrum in f(R) gravity model to that in GR, plotted as function
of k1/k2 and µ1,2 = (kˆ1 ·kˆ2), fixing k2 to 0.1hMpc−1. Top and bottom panels show the results with model parameter
|f¯R0| = 1× 10−4 and 2.5× 10−6, respectively. The results are shown at z = 0 (left), 0.5 (middle), and 1 (right). The
black dashed lines mark the equilateral shape.
0.25 0.50 0.75 1.00
k1/k2
1.00
0.75
0.50
0.25
0.00
0.25
0.50
0.75
1.00
1,2
0.960
0.960
z=0, k2 = 0.1h/Mpc 
0.25 0.50 0.75 1.00
k1/k2
1.00
0.75
0.50
0.25
0.00
0.25
0.50
0.75
1.00
0.90
0
z=0.5, k2 = 0.12h/Mpc 
0.25 0.50 0.75 1.00
k1/k2
1.00
0.75
0.50
0.25
0.00
0.25
0.50
0.75
1.00
0.900
0.90
0
z=1, k2 = 0.2h/Mpc 
0.800
0.825
0.850
0.875
0.900
0.925
0.950
0.975
1.000
FIG. 9: Same as the bottom of Fig. 8 (|f¯R0| = 2.5× 10−6) but at one-loop order.
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V. CONCLUSION
In this paper we have presented an extension of Ref. [56] to three-point statistics, specifically a tool to numerically
calculate the standard perturbation theory (PT) prediction for the one-loop matter bispectrum. We considered four
representative models, namely ΛCDM, nDGP, f(R) and the phenomenological dark scattering momentum exchange
model. In the latter case we consider the phantom model with equation of state parameter of dark energy w = −1.1.
We have validated the code for standard PT (SPT) calculations against a set of N-body simulations. In the ΛCDM
and nDGP cases, these numerical PT results are also compared with analytic PT predictions involving approximations
and/or simplifications as well as fitting formulas. Our results are consistent with those previously obtained in ΛCDM
for one-loop bispectra (e.g. [38]) and for one-loop power spectra (e.g. [40, 87]).
Our important findings for one-loop bispectra are summarized as follows:
• Including one-loop contributions offers a large gain in accuracy over the leading-order (tree-level) predictions in
all models considered. The accuracy of one-loop bispectra is comparable to the fitting formulas at higher redshift
(z & 0.5) in the quasi linear regime (k . 0.15 - 0.25hMpc−1) and the one-loop SPT bispectrum prediction
reproduces well the simulations at a relatively wider range than that of the power spectrum.
• Analytic PT treatment involving approximations/simplifications generally produces a percent level deviation
from the numerical PT approach. While the Einstein-de Sitter approximation just gives a sub-percent error and
hence can be safely applied, the omission of screening effects at higher-order can produce an error that reaches
the percent level, which may be of concern to upcoming surveys, although the actual impact would depend on
survey errors and other nuisance parameters.
• Characteristic shape dependence seen in modified gravity models, which appears at tree-level order, tends to
be erased as we move to lower redshift in the one-loop SPT prediction. For instance, in nDGP, taken as a
representative model of the Horndeski class, the tree-level bispectrum exhibits a clear maximal deviation from
GR in the equilateral configuration. This is qualitatively the same in f(R) gravity. At one-loop order, however,
the shape dependence drastically changes, and becomes similar in both nDGP and f(R) gravity, although the
magnitude of the deviation depends on the specific model. Interestingly, the equilateral shape still shows the
maximal deviation, and its magnitude is up to 4 times as large as the signal exhibited in the tree-level prediction,
indicating that one-loop bispectrum could be a promising probe of modified gravity.
The numerical PT framework presented here naturally finds many extensions available to PT. For example, one
can include prescriptions that improve the poor-convergence properties in SPT calculation. One example would
be the inclusion of resummation such as multi-point propagator expansion [92–94]. Also, the effective field theory
of large scale structure [33, 95] has been extended to the bispectrum [73, 96], which could be useful in extracting
valuable information from small scales. In confronting observations, CMB lensing can offer a relatively clean probe
of gravity [50], for which application of our pipeline is rather straightforward. As a first step, in a future work, we
shall examine simulated lensing data to further investigate some of the claims proposed here. Further, the redshift-
space bispectrum has recently been measured in the BOSS survey [97, 98] and a promising redshift-space bispectrum
model has also been proposed at one-loop order in [38]. Extending our treatment to redshift space is thus another
interesting avenue. However, this would involve some severe numerical optimisations to the code used in this paper,
since an additional two-dimensional integral would need to be performed to obtain the bispectrum multipoles (e.g.,
[98]). Further, substantial optimisations are also needed in order to apply our numerical one-loop bispectrum to the
parameter estimation analysis, typically using the Markov Chain Monte Carlo technique. One may also consider
gravitational and dark energy effects on the 3 point correlation function (see [99] for a recent model for GR). Recently
progress has been made in methods to estimate and measure this in redshift space [100, 101], making it another
interesting statistic relevant for upcoming surveys, especially as it provides a means of overcoming systematics typical
of the bispectrum. These points are currently within the authors’ focus.
On top of this we have the issue of tracer bias. Recently a fully comprehensive bias model for the one-loop
bispectrum has also been derived based on the bias expansion approach [102]. This primes an investigation into the
constraining power of the one-loop redshift space galaxy bispectrum for non-standard models of cosmology, and if
moving beyond consistency tests of ΛCDM can be achieved with future spectroscopic surveys. On this note, there
is still the major issue of the covariance between redshift-space multipoles which has been mostly studied for the
Gaussian case [103, 104] and has been restricted to GR [105–108]. We leave the study of this in theories beyond
ΛCDM to a future work.
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Appendix A: Numerical Accuracy and Timing Results
In this appendix we give some details on numerical accuracy of the approach described in Sec. II C. The differential
equations Eq.(2.38) and Eq.(2.39) must be solved at the bottom level of the 3 dimensional integral of the one-loop
integrals [for example in Eq.(2.21)]. For the integration, we employ an adaptive 15-point Gauss-Kronrod rule. The
accuracy of the integral and the differential equation solver are tuned in Sec. III so that the numerical result agrees
to the percent level with the Einstein-de Sitter (cosmology with Ωm = 1) analytic result, which is exact in this case.
Small increases in the relative error of the integral and differential equation solver lead to significant time costs,
making this choice very dependent on the accuracy required for the given analysis. We note that in Sec. IV we loosen
the accuracy demands as we look to demonstrate trends and rough magnitudes. For the bispectrum computations
we have employed a rough adaptive method which demands low accuracy in the integrator at large scales and high
accuracy at small scales. This has given the best overall compromise between accuracy and time cost. Refinement of
this method will be necessary for future analyses.
In Fig.10 we show some timing results with varying levels of relative error in the 3D-integration at z = 0. Specifically,
we show the ratio between the EdS numerical PT computation and EdS analytic solution for the one-loop power
spectrum (left), tree level equilateral shape bispectrum (middle) and one-loop equilateral shape bispectrum (right).
The differential equation solver’s accuracy is tuned so that the tree level bispectrum result is sub 0.1%. The different
curves then show different levels of fixed accuracy in the loop integral. The green curve shows the level adopted in
this paper, with the red adopting a lower accuracy and the blue a higher one (right plot only). The green curve’s
numerical inaccuracies shown in the one-loop power spectrum are sub 0.1% but are noticeably larger in the one-loop
bispectrum (right panel), albeit still sub 1%. These are likely to come from not properly treating the |k − q| type
divergences in the loop integrals, where q is the integrated wave vector. Implementing the fully IR-safe integral [73]
is numerically challenging as this comes at a significant time cost to the computation. This is a current focus of the
authors. For the accuracy demanded in this paper, and further for ongoing and future surveys aiming at using the
bispectrum, the errors induced by our ‘IR-unsafe’ approach may be acceptable. We note that the tree level accuracy
is such that the deviation is sub 0.01% and so the green curve lies directly under the black line denoting a ratio of
unity.
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FIG. 10: Ratio of numerically computed one-loop power spectrum (left), tree level equilateral bispectrum (middle)
and one-loop equilateral bispectrum (right) to the EdS analytic spectra for varying levels of integrator relative error.
Time quoted in legend refers to the total time taken to compute all 20 k values used in the plots. All timing results
were obtained on a MacBook Pro laptop computer, with a 2.52 GHz Intel Core 2 Duo processor and running on Mac
OS X version 10.6.8.
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Appendix B: Separable Solutions in nDGP: Fourth Order Kernels
Here we present the 4th order kernel in nDGP gravity under the EdS approximation. Using Eq.(2.4) and Eq.(2.5)
we can write the following 2nd order differential equation for the density contrast at 4th order
δ¨ + 2Hδ˙ − κρm
2
(
1 +
1
3β(a)
)
=
∫
d3k1d
3k2d
3k3d
3k4
(2pi)12
δD(k − k1234)
×
[
1
2
β(k1,k234)θ1(k1)θ3(k2,k3,k4) +
1
2
β(k123,k4)θ3(k1,k2,k3)θ1(k4) +
1
2
β(k12,k34)θ2(k1,k2)θ2(k3,k4)
− (2H2 + H˙)
[
α(k1,k234)θ1(k1)δ3(k2,k3,k4) + α(k123,k4)θ3(k1,k2,k3)δ1(k4)
+ α(k12,k34)θ2(k1,k2)δ2(k3,k4)
]
−H
[
α(k1,k234)θ˙1(k1)δ3(k2,k3,k4) + α(k123,k4)θ˙3(k1,k2,k3)δ1(k4)
+ α(k1,k234)θ1(k1)δ˙3(k2,k3,k4) + α(k123,k4)θ3(k1,k2,k3)δ˙1(k4)
+α(k12,k34)θ˙2(k1,k2)δ2(k3,k4) + α(k12,k34)θ2(k1,k2)δ˙2(k3,k4)
]
+H2 [γ2(k1,k234)δ1(k1)δ3(k2,k3,k4) + γ2(k123,k4)δ3(k1,k2,k3)δ1(k4) + γ2(k12,k34)δ2(k1,k2)δ2(k3,k4)
+ γ3(k1,k2,k34)δ1(k1)δ1(k2)δ2(k3,k4) + γ3(k1,k23,k4)δ1(k1)δ2(k2,k3)δ1(k4)
+γ3(k12,k3,k4)δ2(k1,k2)δ1(k3)δ1(k4) + γ4(k1,k2,k3,k4)δ1(k1)δ1(k2)δ1(k3)δ1(k4)]
]
, (B1)
where γi and β(a) are given in Sec.II B. Assuming the GR solution is given by the EdS approximation we can solve
for the scale dependencies and evolution of the DGP part. First we can expand the DGP density contrast into the
EdS solution and the part arising from the extra vertices in DGP: δ2−4 = δEdS,2−4 + δdgp,2−4 and similarly for θ2−4.
The expressions for the 2nd and 3rd order density contrasts can be found in Appendix B of [58]. We are left with the
following form of the fourth order density contrast in nDGP
F4,DGP(k1,k2,k3,k4; a) = F
EdS
4,GR((k1,k2,k3,k4; a)
+
1
4
[
Z(k2,k3,k4) ·
(
A4(a)β(k1,k234) +D4(a)α(k1,k234) +E4(a)α(k234,k1) + 2I4(a)(1− µ21,234)
)
+ 2L4(a)F3(k2,k3,k4)(1− µ21,234) + 3 perms
]
+
1
6
[1
2
B4(a)(1− µ21,2)G2(k3,k4)β(k12,k34) +
1
2
C4(a)(1− µ21,2)(1− µ23,4)β(k12,k34)
+ F4(a)G2(k1,k2)(1− µ23,4)α(k12,k34) +G4(a)(1− µ21,2)F2(k3,k4)α(k12,k34)
+H4(a)(1− µ21,2)(1− µ23,4)α(k12,k34) + J4(a)F2(k1,k2)(1− µ23,4)(1− µ212,34)
+K4(a)(1− µ21,2)(1− µ23,4)(1− µ212,34) + L4(a)F2(k1,k2)F2(k3,k4)(1− µ212,34) + 5 perms
]
+
1
12
[
N4(a)(1− µ23,4)(1− µ21,234)(1− µ22,34) +O4(a)F2(k3,k4)(1− µ21,234)(1− µ22,34) + 11 perms
]
, (B2)
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G4,DGP(k1,k2,k3,k4; a) = G
EdS
4,GR((k1,k2,k3,k4; a)
− 1
4
[
Z(k2,k3,k4) ·
(
A˙4(a)β(k1,k234) +
[
D˙4(a)− D˙(a)
H(a)
Dδ(a)
]
α(k1,k234) +
[
E˙4(a)− F1(a)Dθ(a)
]
α(k234,k1)
+ 2I˙4(a)(1− µ21,234)
)
+ 2L˙4(a)F3(k2,k3,k4)(1− µ21,234) + 3 perms
]
− 1
6
[1
2
B˙4(a)(1− µ21,2)G2(k3,k4)β(k12,k34) +
1
2
C˙4(a)(1− µ21,2)(1− µ23,4)β(k12,k34)
+
[
F˙4(a)− F2(a)D˙1(a)F1(a)
H(a)
]
G2(k1,k2)(1− µ23,4)α(k12,k34) +
[
G˙4(a)− F˙2(a)F1(a)
2
H(a)
]
(1− µ21,2)F2(k3,k4)α(k12,k34)
+
[
H˙4(a)− F˙2(a)F2(a)
H(a)
]
(1− µ21,2)(1− µ23,4)α(k12,k34) + J˙4(a)F2(k1,k2)(1− µ23,4)(1− µ212,34)
+ K˙4(a)(1− µ21,2)(1− µ23,4)(1− µ212,34) + L˙4(a)F2(k1,k2)F2(k3,k4)(1− µ212,34) + 5 perms
]
− 1
12
[
N˙4(a)(1− µ23,4)(1− µ21,234)(1− µ22,34) + O˙4(a)F2(k3,k4)(1− µ21,234)(1− µ22,34) + 11 perms
]
, (B3)
where we have also presented the velocity divergence kernel for completion 9. All kernels in the above expressions are
symmetrised and
Z(k1,k2,k3) ≡
[
Csym(k1,k2,k3), Fsym(k1,k2,k3), Isym(k1,k2,k3), Jsym(k1,k2,k3),
Ksym(k1,k2,k3), Lsym(k1,k2,k3)
]
, (B4)
where the vector’s components are the additional 3rd order kernels in DGP [58]. The evolution factors are then given
by
LˆA4 = F˙1Dθ, (B5)
LˆD4 = κρm
2
(
1 +
1
3β(a)
)
F1Dδ + D˙1D˙δ, (B6)
LˆE4 = κρm
2
(
1 +
1
3β(a)
)
F1Dδ + D˙1D˙δ −Y, (B7)
LˆI4 = − H
2
0
24β(a)3Ωrc
(
Ωm,0
a3
)2
F1Dδ, (B8)
LˆL4 = − H
2
0
24β(a)3Ωrc
(
Ωm,0
a3
)2
F 41 , (B9)
LˆB4 = D˙1F1F˙2, (B10)
LˆC4 = F˙ 22 , (B11)
9 To obtain the fourth order velocity divergence kernel one can simply use Eq.(2.4).
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LˆF4 = κρm
2
(
1 +
1
3β(a)
)
F 21F2 + D˙
2
1F2 + D˙1F˙2F1, (B12)
LˆG4 = κρm
2
(
1 +
1
3β(a)
)
F 21F2 −
H20
24β(a)3Ωrc
(
Ωm,0
a3
)2
F 41 + 2D˙1F˙2F1, (B13)
LˆH4 = κρm
2
(
1 +
1
3β(a)
)
F 22 −
H20
24β(a)3Ωrc
(
Ωm,0
a3
)2
F2F
2
1 + F˙
2
2 , (B14)
LˆJ4 = − 2H
2
0
24β(a)3Ωrc
(
Ωm,0
a3
)2
F2F
2
1 +
H20
144β(a)5Ω2rc
(
Ωm,0
a3
)3
F 41 , (B15)
LˆK4 = − H
2
0
12β(a)3Ωrc
(
Ωm,0
a3
)2
F2F2 +
H20
144β(a)5Ω2rc
(
Ωm,0
a3
)3
F 21F2
− H
2
0
864β(a)7Ω3rc
(
Ωm,0
a3
)4
F 41 , (B16)
LˆN4 = 2H
2
0
144β(a)5Ω2rc
(
Ωm,0
a3
)3
F 21F2 −
H20
3456β(a)7Ω3rc
(
Ωm,0
a3
)4
F 41 , (B17)
LˆO4 = 2H
2
0
144β(a)5Ω2rc
(
Ωm,0
a3
)3
F 41 , (B18)
where Ωrc = 1/(4H
2
0r
2
c ), rc being the cross-over scale, and
Lˆ ≡ a2H2 d
2
da2
+ aH2
(
3 +
aH ′
H
)
d
da
− κρm
2
(
1 +
1
3β
)
, (B19)
and
Dδ ≡
[
C3, F3, I3, J3,K3, L3
]
, (B20)
Dθ ≡
[
C˙3, (F˙3 − D˙1F2), (I˙3 − F1F˙2), J˙3, K˙3, L˙3
]
, (B21)
Y ≡
[
0, F 21F2
κρm
2
(
1 +
1
3β(a)
)
+ F1D˙1F˙2 + D˙
2
1F2,
F 21F2
κρm
2
(
1 +
1
3β(a)
)
+ 2F1D˙1F˙2, 0, 0, 0
]
. (B22)
The GR 4th order kernels FEdS4,GR(k1,k2,k3,k4; a) and G
EdS
4,GR((k1,k2,k3,k4; a) are standard results and can be derived
using Eq.(43) and Eq.(44) of [57] for example.
Appendix C: Fitting Formula for General Scalar Tensor Theories
Here we present the fitting formula for the matter bispectrum proposed in [50] for the beyond Horndeski class of
theories. We begin by noting the form for the 2nd order kernel in beyond Horndeski theories within the quasi-static
and EdS approximations is given by [51]
F2(k1,k2; a) = F1(a)
2
[κ(a)
2
[α(k1,k2) + α(k2,k1)]− 2
7
λ(a)(1− µ21,2)
]
, (C1)
where again µ1,2 = kˆ1 · kˆ2, F1(a) is the linear growth factor and κ(a) and λ(a) are 2nd order time-dependent functions
that are theory-dependent. For Horndeski theories we set κ(a) = 1 and for GR κ(a) = λ(a) = 1. This expression
was given a non-linear extension in [50] based on the GR bispectrum fitting formula presented in [84]. We quote this
below
F fit2 (k1,k2; a) =F1(a)
2
[(
κ(a)− 2
7
λ(a)
)
a¯(k1, a)a¯2(k2, a)
+
κ(a)
2
µ1,2
k21 + k
2
2
k1k2
b¯(k1, a)b¯2(k2, a) + λ(a)
2
7
µ21,2c¯(k1, a)c¯2(k2, a)
]
, (C2)
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where the non-linear prescription is through the following functions
a¯(k, a) =
1 + [σ8(a)]
a6
√
0.7Q(n(k))(qa1)
n(k)+a2
1 + (qa1)n(k)+a2
, (C3)
b¯(k, a) =
1 + 0.2a3(n(k) + 3)(qa7)
n(k)+3+a8
1 + (qa7)n(k)+3.5+a8
, (C4)
c¯(k, a) =
1 + [4.5a4/(1.5 + (n(k) + 3)
4)](n(k) + 3)(qa5)
n(k)+3+a9
1 + (qa5)n(k)+3.5+a9
, (C5)
with
Q(x) = (4− 2x)/(1 + 2x+1), and n(k) = d logPL(k
′)
d log k′
|k. (C6)
The various other quantities are q = k/kNL, where kNL is the scale where non-linearities start to become important,
determined by k3NLPL(kNL)/(2pi
2) = 1, and a1−9 are constants that are determined by fitting to N-body simulations.
We use the values found in [83] which are determined from GR simulations, thus all screening information in this
approach is encoded solely in the modification of the F2 kernel given in Eq.(C1). The prescription for the non-linear
bispectrum takes the form
Bfit(k1, k2, θ; a) = 2F
fit
2 (k1,k2; a)PNL(k1; a)PNL(k2; a) + 2perms(k1 ↔ k2 ↔ k3), (C7)
where PNL is some prescription for the non-linear matter power spectrum. As in [83], we employ the halofit model
prescription for PNL [81, 82], and simply replace the linear growth factors with the modified linear growth factors.
Lastly, one must treat spurious oscillations that arise due to the oscillations in n(k) coming from baryon acoustic
features. In [83] they employ a somewhat involved method that splines n(k) through the middle of each oscillation.
Here we take a simpler route and use a no-wiggle spectrum proposed in Eq.(2.47) of [109]. This approach effectively
filters out the baryon acoustic oscillatory features but preserves the amplitude and broadband shape of the spectrum.
For nDGP κ(a) = 1 and λ(a) = (1 − 72 F2(a)F1(a)2 ), where F2(a) is the 2nd order growth factor in nDGP, given by
solving the following evolution equation
LˆF2(a) = − H
2
0
24Ωrc
(
Ωm,0
a3
)
F1(a)
2, (C8)
where Lˆ is given by Eq.(B19). For the DS model we set κ = λ = 1 and use the linear growth factor found by solving
the linear version of Eq.(2.38).
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