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The Eigenstate Thermalization Hypothesis implies that for a thermodynamically large system
in one of its eigenstates, the reduced density matrix describing any finite subsystem is determined
solely by a set of relevant conserved quantities. In a generic system, only the energy plays that
role and hence eigenstates appear locally thermal. Integrable systems, on the other hand, possess
an extensive number of such conserved quantities and hence the reduced density matrix requires
specification of an infinite number of parameters (Generalized Gibbs Ensemble). However, here we
show by unbiased statistical sampling of the individual eigenstates with a given finite energy density,
that the local description of an overwhelming majority of these states of even such an integrable
system is actually Gibbs-like, i.e. requires only the energy density of the eigenstate. Rare eigenstates
that cannot be represented by the Gibbs ensemble can also be sampled efficiently by our method and
their local properties are then shown to be described by appropriately truncated Generalized Gibbs
Ensembles. We further show that the presence of these rare eigenstates differentiates the model
from the generic (non-integrable) case and leads to the system being described by a Generalized
Gibbs Ensemble at long time under a unitary dynamics following a sudden quench, even when the
initial state is a Gibbs-like eigenstate of the pre-quench Hamiltonian.
I. INTRODUCTION
The question of thermalization, i.e., whether or not a
closed many-body quantum system can act as a heat-
bath for its own subsystems when the rest of the system
is much bigger, has remained an open issue of fundamen-
tal importance since the inception of quantum mechan-
ics. The basis for classical statistical mechanics is the hy-
pothesis of equal a priori probability (EAP), which states
that all microstates with equal energy are equally likely
to occur during the time evolution of a closed generic
(interacting) system (see, e.g., [1]). This gives a possi-
ble justification of the use of the microcanonical ensem-
ble. On the other hand, a quantum many-body system,
prepared in an energy eigenstate, remains in the same
energy state. In this case, EAP is extended to the level
of single many-body eigenstates resulting in the Eigen-
state Thermalization Hypothesis (ETH) [2–5]. ETH im-
plies that even if a generic many-body system is kept
in one of its eigenstates, its (local) subsystems are pro-
vided with enough quantum fluctuations by the rest of
the system, so that they can be described by the most
general (unbiased) ensemble compatible with the conser-
vation of energy of the total system. Thus suppose that
the total system, described by a Hamiltonian H, is in
an eigenstate |ψ〉, and is described by the corresponding
density matrix ρ = |ψ〉〈ψ|. Then it is expected that the
reduced density matrix of the subsystem S, ρS = TrS¯ρ,
obtained by integrating out its complement S¯, should
be described by an effective density matrix of the form
TrS¯ρGE , where ρGE =
1
Z exp
−βH , with Z being the rele-
vant normalization constant (partition function), and the
parameter β (inverse temperature) is fixed solely by re-
quiring that ρGE gives an energy density which equals
that of the eigenstate. ETH was implicit in the founda-
tions of quantum statistical mechanics (see, e.g., [1, 6]).
However, there are important classes of systems e.g.,
those which can be mapped to non-interacting degrees
of freedom (see, e.g., [7, 8]), where there are infinitely
many (of the order of the size of the system) relevant
conserved quantities that restricts the statistical distri-
butions of the subsystems. If one used an entropy max-
imisation principle (as in [9]), these conserved quantities
are to be treated in the same footing as energy, and that
implies a “generalized” Gibbs ensemble (GGE) for the
subsystem, which is characterized by as many parame-
ters as there are conserved quantities [9]. Extension of
this to the eigenstate level implies a restricted (general-
ized) ETH: such systems would effectively be described
by a reduced density matrix of the form TrS¯ρGGE , where
ρGGE = exp
[
−∑NLi λiIˆi]/Z, where Iˆi denotes the rel-
evant integrals of motion, λi are their corresponding La-
grange multipliers and NL is proportional to the system
size [9–12]. An important question here is whether all
the integrals of motion Iˆi are necessary to describe the
properties of a finite subsystem. This idea of equilib-
rium statistical mechanics has been extended to describe
the asymptotic synchronized states of periodically driven
non-interacting systems (or those mappable to it) using
periodic Gibbs’ ensemble [13], hence the question is not
necessarily limited to the domain of equilibrium statisti-
cal mechanics.
Another related approach to thermalization is to start
from a pure state, usually the ground state of a local (pre-
quench) Hamiltonian, that is not an eigenstate of the sys-
tem’s final (post-quench) Hamiltonian, and let it evolve
in time under the resulting unitary dynamics [4, 10, 14–
16]. If the system can act as its own reservoir, as ETH
implies, then the long-time evolved state can also be de-
scribed by a thermal density matrix as far as local opera-
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2tors are concerned. However, if the evolution of the state
is due to an integrable Hamiltonian, the long time behav-
ior of local operators should instead be again described by
a GGE (and not GE) which respects the extensive num-
ber of conservation laws forced by the unitary dynamics
of the (post-quench) Hamiltonian. Whether the infinite
amount of information regarding all the conserved quan-
tities Iˆi is really necessary to understand local properties
is again an important issue in describing steady states
that eventually arise from such dynamics.
In this work, we consider the finite energy density
eigenstates of the transverse field Ising model (TFIM)
in one dimension (1D) and study the reduced density
matrices (RDMs) and local correlation functions in sub-
systems of l consecutive spins by performing an unbiased
sampling of the individual eigenstates in chains of linear
dimension L (with L ranging upto 105 spins). By do-
ing a careful finite-size scaling, we find that the RDMs
of a typical finite energy density eigenstate approaches
the standard GE form (and not a GGE) determined only
by the energy density of the eigenstate for l  L, but
not for finite l/L, as L→∞. This is inspite of the inte-
grable nature of the model and is because the densities of
all the additional “local” conserved quantities approach
their “thermal” values as L→∞, and so the correspond-
ing Lagrange multipliers vanish. This provides an explicit
example of weak ETH [17, 18] where typical (but not all)
energy eigenstates appear thermal when local correlation
functions are probed. We note that such a weak ETH
scenario has been recently numerically demonstrated in
a different kind of (Bethe integrable) spin model [19] and
a Bose gas [20] in one dimension. However, only the in-
finite temperature ensemble was considered in Ref. 19,
while we have no such restriction on the average energy
density of the sampled eigenstates. Moreover these stud-
ies obtained eigenstates using Bethe ansatz, and so were
limited to small system sizes. Furthermore, we also con-
sider the local properties of the rare eigenstates where
the effects of the other integrals of motion (apart from
the Hamiltonian) becomes apparent. The presence of
(rare) eigenstates which do not follow a GE locally in
the thermodynamic limit is a consequence of the inte-
grability of the model, since such states are believed to
be absent in a generic system (for numerical tests of the
same, see Refs. 21–23). The fraction of such rare eigen-
states shrinks to zero in the thermodynamic limit but
these can also be sampled efficiently by our method and
their local properties are then shown to be described by
RDMs that approach appropriate “truncated” GGEs as
L → ∞ and l  L where only a few (O(1)) integrals of
motion need to be retained for an accurate description
for a majority of such states.
Furthermore, we also consider a sudden quench of the
magnetic field in the 1D TFIM where the initial state is
not the ground state of the pre-quench Hamiltonian (see
also Ref. 24) but instead a typical finite energy density
eigenstate, and study the nature of the steady state ob-
tained at asymptotically large times. We show that even
though the initial (pure) state is locally thermal, the final
state needs a full GGE description for its local proper-
ties. The behaviour of the Lagrange multipliers in the
GGE however has important differences compared to a
quench starting from the ground state of the pre-quench
Hamiltonian [25], which we point out here.
The rest of the paper is arranged in the following man-
ner. In Sec. II, we review some results relevant for our
work and set the notations for the rest of the paper. In
Sec. III, we describe our numerical procedure for sam-
pling any given finite energy density eigenstates of the
1D TFIM in chains of size L. The behaviour of the typ-
ical eigenstates is described in Sec. IV, and we consider
the rare eigenstates that requires a GGE description in
Sec. V. In Sec. VI, we obtain an analytic expression for
the GGE which describes the steady state after a quench,
where the initial state is a typical finite energy density
eigenstate. Finally, we summarize our results and con-
clude in Sec. VII.
II. 1D TFIM: SOME PRELIMINARIES
The 1D TFIM is defined by the following Hamiltonian:
H = −
L∑
j=1
(gσxj + σ
z
jσ
z
j+1) (1)
where σx,y,z are the Pauli operators and the external
magnetic field equals g. We further impose periodic
boundary condition (σαL+1 = σ
α
1 where α = x, y, z) with
L being even. The ground state of this model is ferro-
magnetic when −1 < g < 1 and paramagnetic otherwise,
with continuous quantum critical points at g = ±1 [8].
This model can be solved exactly for any finite L using
a well-known mapping of the spins to spinless fermions
(Jordan-Wigner transformation) (e.g. see Ref. 7 and 8):
σxn = 1− 2c†ncn
σzn = −(cn + c†n)
n−1∏
m=1
(1− 2c†mcm) (2)
From Eq. 2, the vacuum state of the c fermions, which
we denote by |0〉, corresponds to σx = +1 for all sites.
Writing H (Eqn. 1) in terms of these fermions, we obtain
(after omitting constant terms)
H = 2g
L∑
j=1
c†jcj −
L−1∑
j=1
(
c†jcj+1 + c
†
jc
†
j+1 + h.c.
)
+ (−1)NF [c†Lc1 + c†Lc†1 + h.c.] (3)
The sign of the boundary term depends on whether the
total number NF of the c fermions is odd or even. If NF
is odd, periodic boundary conditions on the fermions is
required (cL+1 = c1), whereas for NF even, antiperiodic
boundary condition is imposed (cL+1 = −c1). Since the
Hamiltonian conserves fermion parity, these sectors do
3not mix and we restrict ourselves to even NF for the rest
of this paper.
To diagonalize the Hamiltonian, we go to momentum
space and accordingly define
ck =
exp(ipi/4)√
L
∑
x
exp(−ikx)cx (4)
where k = 2pim/L with m = −(L −
1)/2, · · · ,−1/2, 1/2, · · · , (L − 1)/2. Re-writing H
in terms of ck, c
†
k, we get H =
∑
k>0Hk where
Hk = 2(g − cos(k))[c†kck − c−kc†−k]
+ 2 sin(k)[c−kck + c
†
kc
†
−k] . (5)
This Hamiltonian connects the vacuum (of the c
fermions) |0〉 with |k,−k〉 = c†kc†−k|0〉, and |k〉 = c†k|0〉
with | − k〉 = c†−k|0〉.
We further restrict ourselves to the parity invariant
states (PIS) in which all the positive and negative mo-
mentum modes are populated with the same weights.
All the eigenstates |ψ〉 of the TFIM at a magnetic field
strength g which are also PIS can then be written in the
form
|ψ〉 = ⊗k>0|ψk〉
|ψk〉 = Ukn(g)c†kc†−k|0〉+ Vkn(g)|0〉 (6)
where (Ukn(g), Vkn(g)) can only have either of the two
forms shown below at each k to be an eigenstate:
(Uk0(g), Vk0(g)) =
(
− sin
(
θgk
2
)
, cos
(
θgk
2
))
(Uk1(g), Vk1(g)) =
(
− cos
(
θgk
2
)
,− sin
(
θgk
2
))
sin(θgk) =
sin(k)√
(g − cos(k))2 + (sin(k))2 (7)
These eigenstates can be equivalently represented by
strings with either 0 or 1 at each k > 0, which we denote
by the label nk, where 0(1) refers to (Uk0(1)(g), Vk0(1)(g)).
The total energy of such an eigenstate is given by
E =
∑
k>0
k(g)(2nk − 1)
k(g) = 2
√
(g − cos(k))2 + (sin(k))2 (8)
These states represent 2L/2 of the 2L eigenstates of the
TFIM (including its ground state) in a chain of length
L and we will focus exclusively on these states in this
study. A quantum quench (by suddenly changing the
magnetic field g) in which the initial state is such an
eigenstate of the TFIM continues to be a PIS (though
not an eigenstate of the post-quench Hamiltonian) under
the unitary dynamics.
For completeness, note that Hk in Eq. 5 can be easily
diagonalized through a Bogoliubov rotation with an angle
θgk/2 (with θ
g
k as defined in Eq. 7) to give
H =
∑
k>0
k(g)(A†kAk +A†−kA−k − 1) (9)
with Ak = V ∗k0(g)ck −U−k0(g)c†−k denoting the Bogolui-
bov fermion operator at momentum k. Thus nk equals
A†kAk = 0(1) and represents such an unoccupied (occu-
pied) single-particle level at momentum k. Since we are
considering parity invariant eigenstates, the Bogoluibov
fermions at k and −k are always (un)occupied in pairs
giving Eq. 8 from Eq. 9.
A. Local properties of individual eigenstates
1. Generalized Gibbs ensemble
To write down the GGE description for the individual
eigenstates (Eq. 6) in the TFIM or for the steady state
obtained after a quantum quench, we need to specify the
extensive number of integrals of motion Iˆi present in the
model. From the (non-local) mapping of the spins to
free fermions using the Jordan-Wigner transformation as
discussed in the previous section, it is clear that the av-
erage occupation number of the Bogoluibov fermion at
each momentum k, i.e. nk = A†kAk, is a conserved quan-
tity and the number of such conserved quantities scales
extensively with L. For the case of quantum quenches,
the following GGE construction [10, 11] has been shown
to provide the correct description for properties of the
steady state of the system:
ρGGE =
1
Z exp(−
∑
k
λknk) (10)
where the Lagrange multiplier λk is defined as
λk = log
(
1− 〈nk〉
〈nk〉
)
(11)
with 〈nk〉 = 〈ψ|A†kAk|ψ〉, where A†kAk refers to the Bo-
goluibov fermion occupation of the post-quench Hamil-
tonian in case of the quantum quench.
This form of the GGE, however, does not make it clear
as to which conserved quantities need to be retained and
which can be ignored when describing local properties of
the system, since the occupation numbers nk are non-
local in real space. Moreover, these conservations do not
possess corresponding local densities, unlike the Hamil-
tonian. Another problem with this form of ρGGE arises
when considering exact eigenstates of the TFIM, and not
the steady state following a quench, since there the cor-
responding Lagrange multipliers λk are not defined mi-
croscopically as each nk can only be 0 or 1.
An equivalent representation of ρGGE was recently con-
structed by Fagotti and Essler for the TFIM [25] where
only the local (in space) conservations I±n (where n is a
non-negative integer) present in the model were consid-
ered for constructing the GGE. Each such I±n involves
n+ 2 neighboring spins but can be written in a straight-
forward manner in terms of the occupations numbers
4nk [25] as
I+n =
∑
k
cos(nk)k(g)nk
I−n = −
∑
k
2 sin[(n+ 1)k]nk (12)
Again, it is implicit here that nk in the definition of I
±
n
refers to the average Bogoluibov fermion occupation of
the post-quench Hamiltonian in the case of a quantum
quench.
The GGE can now be defined in terms of these local
integrals of motion as
ρGGE =
1
Z exp
− (L/2)−1∑
n=0
∑
σ=±
[λσnI
σ
n ]
 (13)
where the Lagrange multipliers λσn are fixed by the con-
ditions:
Tr[ρGGEI
σ
n ] = 〈ψ|Iσn |ψ〉 . (14)
This representation of the RDMs serves as the ideal
starting point for the issues that we address here. Firstly,
as was shown in Ref. 25 for the case of quantum quenches
in the TFIM, the properties of local subsystems with l
consecutive spins in the final steady state can be under-
stood by only considering the y most local conservation
laws, i.e.,
ρ
(y)
GGE =
1
Zy exp
(
−
y−1∑
n=0
∑
σ=±
[λσn,yI
σ
n ]
)
(15)
where y ∼ O(l) gives a very good description of the sub-
system properities and including more non-local conser-
vation laws only gives an exponentially small exp(−y)
correction thereafter. Thus, for describing the properties
of subsystems of size l, Iσn with n l can be completely
ignored. We will show later that similar behaviour oc-
curs for the RDMs for l consecutive spins when finite
energy density eigenstates of the TFIM are considered,
with y ∼ O(l) providing a very good description of the
subsystem. Secondly, unlike λk, the Lagrange multipliers
λσn,y are well-defined microscopically for the eigenstates.
For the eigenstates which are also PIS (Eqn. 6), it is
easy to see that I−n = 0 because nk = n−k (Eqn. 12).
Thus, we need to only consider the integrals of motion
I+n and will henceforth suppress the index + from both
I+n and λ
+
n . Also, I0 equals the total energy of the system
(shifted such that the ground state has zero energy) and
thus the Lagrange multiplier λ0 can be identified with
the inverse temperature β. Since both the descriptions of
ρGGE are equivalent (Eqn. 10 and Eqn. 13), it is possible
to transform from λk to λn by using:
λn =
(
2− δn,0
L
)∑
k>0
λk
k
cos(nk). (16)
2. Reduced density matrices and the distance measure
We proceed in a similar way to Ref. 26 to calculate
the entanglement of l adjacent spins for the TFIM. The
RDMs for any individual eigenstate of the form Eqn. 6
is most simply calculated after expressing that state in
terms of the c fermions. Since the transformation be-
tween the spins and the fermions is non-local, we can-
not express the RDM of l non-adjacent spins in any sim-
ple manner in terms of the fermion correlations involving
only the sites within the subsystem. However, if we take
l adjacent spins as the subsystem, then all the non-zero
spin correlations involving any subset of these l sites for a
finite L can be expressed in terms of the fermionic corre-
lation functions at these l sites [27, 28]. This is straight-
forward to see for correlation functions involving σxn only
since these are local in terms of the c fermions. Moreover,
even for correlations functions involving an even number
of σzn, (σ
z
n being non-local in terms of the c fermions, see
Eqn. 2), the Jorgan-Wigner strings outside the subsys-
tem cancel and the resulting expression is in terms of the
fermions within the subsystem only. Correlations func-
tions with an odd number of σzn are zero due to the Z2
symmetry of the model. The RDM can then be calcu-
lated solely by considering the correlation functions of
the fermions in the subsystem. Furthermore, since the
fermions are non-interacting, all higher point fermionic
correlators can be calculated from the two-point correla-
tion functions using Wick’s theorem [29].
The two-point fermionic correlations can be expressed
in terms of two l × l matrices [29], C and F, whose el-
ements are constructed by knowing (Ukn(g), Vkn(g)) for
the eigenstate |ψ〉 (Eqn. 6 and Eqn. 7):
Cij = 〈ψ|c†i cj |ψ〉 =
2
L
∑
k>0
|Ukn(g)|2 cos(k(i− j))
Fij = 〈ψ|c†i c†j |ψ〉 =
2
L
∑
k>0
U∗kn(g)Vkn(g) sin(k(i− j))
(17)
where i, j refer to sites in the subsystem.
The RDM for a block of l adjacent spins may then be
written in terms of the c fermions as
ρS =
1
ZS
exp(−HS),
HS =
l∑
k=1
Ek,Sη†k,Sηk,S (18)
where HS denotes its “entanglement Hamiltonian”
which is diagonal in terms of operators ηk,S , η
†
k,S that
are fermionic operators for single particle states with en-
ergies Ek,S and linearly related to the operators ci, c†i . ZS
ensures the correct normalization Tr(ρS) = 1.
Since all correlation functions of the subsystem can
be expressed in terms of the quadratic fermionic corre-
lations by using Wick’s Theorem here, the entanglement
5Hamiltonian HS , and hence ρS , is fully determined by
the condition that it gives the right quadratic correla-
tion functions Cij and Fij for the sites that belong to
the subsystem [29]. Calculating ρS thus requires only
the eigenvectors and eigenvalues of the 2l × 2l matrix C
defined as (
I−C F†
F C
)
(19)
Particularly, the entanglement entropy of the subsys-
tem Sent(l) only requires the eigenvalues:
Sent(l) = −Tr(ρS log ρS)
= −
2l∑
k=1
pk log(pk) (20)
where pk denotes the eigenvalue of the C matrix.
We now define a distance measure for the RDMs in
an eigenstate |ψ〉 to quantify how well these operators
are described by the truncated GGEs based on a few lo-
cal integrals of motion. Since all the local conservations
In are quadratic in the c fermions (Eqn. 12), one can
simply define the distance measure using the correlation
matrices C(l) and C(y)GGE(l) [30], where the latter is cal-
culated assuming the density matrix of the full system
to be ρ
(y)
GGE (Eqn. 15). We use the standard trace dis-
tance between these two matrices to define the distance
measure D(C(l), C(y)GGE(l)) as
1
2l
Tr
√
(C(y)GGE(l)− C(l))†(C(y)GGE(l)− C(l)) (21)
Note that 0 ≤ D(C(l), C(y)GGE(l)) ≤ 1 and is iden-
tically zero only when C(y)GGE(l) = C(l). When
D(C(l), C(y)GGE(l)) = 0, it implies that all the (non-zero)
correlation functions 〈ψ|O|ψ〉, where O is defined using
any subset of the l spins in the subsystem, coincides with
the values obtained from the corresponding truncated
GGE.
III. ALGORITHM FOR SAMPLING
EIGENSTATES
For a large chain of size L, since there are 2L/2 eigen-
states that are parity invariant, it is not possible to ex-
tract the local properties for each individual state in a
numerical calculation. Instead, we use an unbiased sam-
pling procedure which we detail below, to extract individ-
ual eigenstates from a microcanonical ensemble with the
mean value of the energy density e = 〈ψ|H|ψ〉/L being
equal to the “target” energy density eT and the fluctu-
ations around the mean ∆e → 0 as L → ∞. Our sam-
pling is based on the standard algorithm for performing a
microcanonical Monte-Carlo (MC) simulation introduced
by Creutz [31], where an extra degree of freedom, which
we call “demon”, travels throughout the system exchang-
ing energy with it, and changing the dynamical variables
as a result.
In the context of the TFIM, we can think of the de-
mon traveling in k space, and attempting to update the
Bogoluibov fermion occupations nk(= 0(1)) which fully
define the eigenstate (Eqn. 6). In detail, a momentum
k from the allowed positive momenta at system size L is
chosen at random. Upon reaching k, the demon attempts
to flip the variable nk from 0(1) to 1(0). If this move low-
ers the energy of the system E =
∑
k>0 2k(g)nk, this
energy is then given to the demon and the flip is ac-
cepted. The demon energy, which we denote by ED, is
then updated to ED′ as follows
ED → ED′ = ED + E − E
′
(22)
where E
′
is the new energy of the system. Note that the
total energy of the system and the demon remains con-
served in this process. Similarly, if the system’s energy
is increased by the flip, the demon supplies that required
energy and its own energy is decreased accordingly. How-
ever, to keep the demon from running off with all the
energy, we restrict ED ≥ 0 and so only those flips are ac-
cepted for which ED′ ≥ 0, otherwise the flip is rejected.
This Monte-Carlo (MC) procedure thus generates an un-
biased random walk in the space of configurations with
E + ED = ET since the transition (ED, E) → (ED′ , E
′
)
and its reverse are allowed with equal probability. The
mean energy density of the sampled energy eigenstates
during the MC can be tuned to a required target en-
ergy density eT by starting with an initial demon energy
ED = 0 and choosing an initial eigenstate with the ap-
propriate energy density ET /L. The width in the energy
densities of the sampled eigenstates ∆e → 0 as L → ∞
since ED  E as L  1. We define one Monte-Carlo
step (MCS) as L/2 flip attempts by the demon, and use
the first 104 MCS as warm-up so that the memory of
the initial eigenstate choice is lost, and then use the next
106 MCS for measurements of the individual properties
of these sampled eigenstates.
IV. PROPERIES OF TYPICAL EIGENSTATES
To understand the local properties of the typical eigen-
states from a microcanonical ensemble with a desired
mean energy density eT at a magnetic field strength g, we
sample such states using our MC and measure 〈ψ|σx|ψ〉,
〈ψ|I1|ψ〉/L, the distance measure D(C(l), C(y)GGE(l)) (all of
which may be readily calculated in the c fermion repre-
sentation) with different choices of truncated GGEs for
subsystems of l adjacent spins and the entanglement en-
tropy Sent(l) of such a block for each of the generated
eigenstate.
Here, we show the results of the MC for g = 2 with a
mean energy density of eT = 0.3986 (within error bars).
The average demon energy 〈ED〉 is finite and equals 3.84
6(Fig. 1, inset). Firstly, we see that for large chain sizes,
the sampled eigenstates have an energy density E/L
which has a very narrow spread that rapidly shrinks to
zero with increasing L (see Fig. 1), thus leading to an un-
biased sampling of eigenstates from the microcanonical
ensemble.
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FIG. 1. Probability density of E/L for the sampled
eigenstates at coupling g = 2 and target energy density of
eT = 0.3986. For the chain sizes used, the range of the sam-
pled E/L is very small and mimics a Microcanonical ensem-
ble. The inset shows the behaviour of the demon energy ED
during the sampling procedure.
We show the probability densities of the sampled val-
ues of 〈ψ|σx|ψ〉 and 〈ψ|I1|ψ〉/L obtained from the MC
in Fig. 2. The sampled values have a Gaussian distribu-
tion whose mean depends only on eT for a given g and
standard deviation that decays to zero as L−1/2 (insets
of Fig. 2). This numerical evidence strongly suggets that,
in the thermodynamic limit, the local properties for any
typical eigenstate of the TFIM (the atypical states con-
tribute to the tails of the distributions becoming increas-
ingly rare with increasing system size during the MC) de-
pends only on the energy density eT . Then, the natural
ensemble to get the local properties correctly as L→∞
is the GE where the inverse temperature β is calculated
from the mean energy density eT , and is β = 0.2604 in
this case.
This is indeed what is observed when the mean values
of 〈ψ|σx|ψ〉 (Fig. 2, top panel) and 〈ψ|I1|ψ〉/L (Fig. 2,
bottom panel) are calculated from the sampled eigen-
states. Since the width around the mean shrinks to zero
when L → 0, typical eigenstates have the corresponding
thermal values for 〈ψ|σx|ψ〉 and 〈ψ|I1|ψ〉/L in this limit.
Indeed, normal distribution of the fluctuations about the
mean thermal value and the L−1/2 scaling of the stan-
dard deviation was also observed in free models [18] and
in quantities studied in Ref. 19, and may be a generic
feature of many observables in typical eigenstates of in-
tegrable models at finite sizes.
It is useful to note here that that not all local oper-
ator expectation values in these typical eigenstates are
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FIG. 2. Probability density generated from the sampled val-
ues of 〈ψ|σx|ψ〉 (Top panel) and 〈ψ|I1|ψ〉/L (Bottom panel)
for various L at g = 2 from within a Microcanonical ensem-
ble with average energy density of eT = 0.3986. σ
x
TH and
(I1/L)TH denote the corresponding thermal values at a finite
β fixed only by the average energy density eT in the thermo-
dynamic limit. The insets of both the figures show that the
standard deviation σ decreases as L−1/2.
normally distributed about the thermal mean value at
finite chain size L. E.g., we show the behaviour of
the connected correlation function Gxxc (r) = 〈ψ|σx(r +
1)σx(1)|ψ〉−〈ψ|σx|ψ〉2 for r = 2 in Fig. 3, where the dis-
tribution function is clearly asymmetric (and not Gaus-
sian about the corresponding thermal mean value) but
shrinks to the thermal value again as L→∞.
To show unambigiously that the equivalence to GE
holds at the level of the RDMs, which implies that
ρS = TrS¯ |ψ〉〈ψ| = TrS¯ρGE (23)
where ρGE =
1
Z exp(−βH) for a typical eigenstate |ψ〉
when L → ∞ as long as the subsystem is local (i.e.
l  L), we consider the behaviour of the average
D(C(l), C(1)GGE(l)) (where the truncated GGE with y = 1
coincides with GE, and we have used the inverse temper-
ature β = 0.2604 which is fixed to give the the correct
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FIG. 3. Probability density generated from the sampled
values of Gxxc (r) = 〈ψ|σx(r + 1)σx(1)|ψ〉 − 〈ψ|σx|ψ〉2 for
r = 2 from within a Microcanonical shell with energy density
eT = 0.3986. The probability density is asymmetric about
the thermal mean value but shrinks to it when L→∞.
average energy density eT of the sampled eigenstates)
and see that the distance measure itself goes to zero for
the typical states as L→∞ (see Fig. 4, top panel), again
as L−1/2 at large L (we have also verified this for bigger
subsystems till l ≤ 100). This implies that all typical
eigenstates are locally described by a GE in the ther-
modynamic limit. We also see that if subsystems with
finite l/L are considered, then the distance measure does
not go to zero as L → ∞ even when l/L is very small
(Fig. 4, bottom panel). This is because global operators
which involve spins at a spatial seperation l ∼ O(L) can-
not be described by a thermal reduced density matrix as
the rest of the system cannot then act as a bath for the
subsystem.
Finally, we show evidence that this feature, of typical
eigenstates locally behave as if they are thermal, holds
at all values of energy density eT for the coupling g = 2.
With our MC, we can also access eigenstates with a neg-
ative values of β (i.e., eigenstates which lie above the
middle of the spectrum) by restricting the demon energy
to be ED ≤ 0 (instead of ED ≥ 0) in the MC and these
continue to be described by the corresponding GEs. To
demonstrate the local thermal behaviour, we calculate
the entanglement entropy Sent(l) directly from the sam-
pled eigenstates and see that these agree very well with
the corresponding thermal value of the entropy STH(l)
assuming a GE for the full system (see Fig. 5). Since
the spectrum of the TFIM is bounded, the entanglement
shows a non-monotonic behaviour with varying energy
density. We have further checked that typical eigenstates
at other values of the magnetic field g also behave ther-
mally as far as local properties are concerned. Since we
are considering a one-dimensional model here, such eigen-
states are always paramagnetic (i.e. 〈ψ|σz|ψ〉 = 0) in the
thermodynamic limit for any finite energy density irre-
spective of the value of g.
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FIG. 4. (Top panel) The distance measure
D(C(l), C(1)GGE(l)) → 0 as L → ∞ when l  L imply-
ing that the local RDMs are thermal. This is however not
the case when subsystems with finite l/L are considered
(Bottom panel).
The thermal behaviour of the local observables in the
typical eigenstates of the TFIM in the thermodynamic
limit can be related to an analogous behaviour of the Bo-
goluibov fermion occupation nk which determine the den-
sities of all the (local) conserved quantites of the model
(Eqn. 12). When L→∞, we get
In
L
=
1
pi
∫ pi
0
cos(nk)(k)nc(k) (24)
where the momentum k becomes a continuous variable
and nc(k) ∈ [0, 1] represents the average occupation of
the Bogoluibov fermions at momentum k.
For free fermions, it was demonstrated in Ref. 32 (see
also Refs. 33 and 34) that if a “coarse-grained” occu-
pation number nc(k), defined through some suitable av-
eraging procedure of the microscopic variables nk in a
shell of (infinitesimal) width δk around k is considered,
then the most probable form of nc(k) appears thermal
(i.e. the Fermi-Dirac distribution for free fermions) by
the standard entropy maximization argument. Clearly,
many different microscopic realizations of nk = 0, 1 can
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FIG. 5. The entanglement entropy of small subsystems of
size l, denoted by Sent(l), obtained from the typical eigen-
states sampled at different energy densities E/L at coupling
g = 2 for a chain size of L = 5000. These match very well
with the corresponding thermal entropy STH(l) obtained from
the average energy density of the sampled eigenstates.
give the same “coarse-grained” nc(k) in the thermody-
namic limit, which explains the resulting thermal val-
ues of the densities, In/L, for the typical eigenstates as
L → ∞ (Fig. 2). For a finite system size of L, there are
O(δkL) momentum modes in a shell of width δk around
k, and hence fluctuations of O(1/√L) that are normally
distributed around the most probable nc(k) can be ex-
pected for typical eigenstates by the Central Limit The-
orem. This explains the normal distribution of 〈ψ|σx|ψ〉
and 〈ψ|I1|ψ〉/L about the corresponding thermal values
at finite L (Fig. 2) since these quantities depend linearly
on the fermion occupation.
V. SAMPLING ATYPICAL EIGENSTATES
The demon algorithm can be easily generalized to gen-
erate atypical eigenstates from within the Microcanonical
ensemble that do not satisfy GE. These states are charac-
terized by athermal values of the densities In/L and there
is again a large number of such eigenstates (O(eL)) for a
chain of size L. We adapt our algorithm to sample energy
eigenstates from within a truncated generalized Micro-
canonical ensemble defined by (E/L, I1/L, · · · ) where the
densities of the other integrals of motion (I1/L, · · · ) are
set to be significantly different from their corresponding
thermal values in the thermodynamic limit. Such eigen-
states can clearly not be described by a GE locally. Here,
we discuss our results for typical eigenstates from within
the simplest (truncated) generalized Microcanonical en-
semble (E/L, I1/L) and the extension to other cases is
immediate.
For sampling such rare eigenstates, we now endow the
demon with two properties ED and (I1)D. The demon
again visits a momentum k randomly from the allowed
positive momenta at system size L and attempts to flip
the variable nk from 0(1) to 1(0). The demon variables
ED and (I1)D are simultaneously updated as
ED → ED′ = ED + E − E
′
(I1)D → (I1)D′ = (I1)D + I1 − I
′
1 (25)
where E =
∑
k>0 2knk and I1 =
∑
k>0 2knk cos(k) as
defined earlier, and E
′
and I
′
1 are the correspondingly
values after the flip. We further restrict the demon to
have ED ≥ 0 and (I1)D ≥ 0 at all times and only
those flips which satisfy these conditions simultaneously
are accepted, otherwise the flip attempt is aborted and
another k is chosen at random. We choose the initial
seed eigenstate with appropriate values of ET and (I1)T
and initialize ED, (I1)D = 0. Since the MC conserves
E + ED = ET and I1 + (I1)D = (I1)T and in a large
system, since ED  E and (I1)D  I1, we therefore
only sample eigenstates with a fixed energy per site and
a fixed density (I1)/L when L→∞. Here, we show sam-
pling of eigenstates at g = 2 with the same E/L = 0.3986
as in the previous section but now with a very atypical
value of (I1)/L = −0.093 (Fig. 6) which is far from the
corresponding thermal value of (I1/L)TH = +0.075 given
the energy density.
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FIG. 6. Probability density of (I1/L) for the sampled eigen-
states when the demon has both ED and (I1)D as its proper-
ties at the same target energy density eT = 0.3986 at g = 2
as in Fig. 1 but with very different I1/L compared to the
corresponding thermal value of (I1/L)TH = 0.075.
For the typical eigenstates generated in this generalized
Microcanonical ensemble, we clearly see that the RDMs
cannot be described with corresponding GEs, unlike in
the previous case (Fig. 7, top panel) since now the dis-
tance measure does not go to zero with y = 1. However,
the truncated GGE with y = 2 (i.e. with the athermal
density of I1 taken into account through λ1), which gives
β = 0.296 and λ1 = 0.129, exactly describes the local
properties of these sampled eigenstates in the thermody-
namic limit when l L (Fig. 7, bottom panel).
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FIG. 7. The local properties of typical eigenstates with E/L =
0.3986 and (I1)/L = −0.093 at g = 2 (which is very different
from (I1/L)TH = +0.075) are not described by a GE in the
thermodynamic limit (Top panel), but by a y = 2 truncated
GGE with β = 0.296 and λ1 = 0.129 (Bottom panel).
Using the basic definition of entropy S = log(Ω),
where Ω denotes the number of eigenstates that share
the same local properties, we thus see that the probabil-
ity of encountering an eigenstate which is described by
a y = 2 ensemble characterized by (E/L, I1/L) (where
I1/L is athermal) versus an eigenstate described by a
GE characterized by E/L alone equals exp[−L{s(E/L)−
s(E/L, I1/L)}], where s(E/L) is the entropy density of
the system at inverse temperature β fixed by E/L and
s(E/L, I1/L) is the corresponding entropy density for the
system described by a y = 2 truncated GGE, with (β, λ1)
fixed jointly by (E/L, I1/L). This quantifies why such
athermal eigenstates are “rare” states in the TFIM, even
though their number still scales exponentially with sys-
tem size.
Similarly, we have numerically verified that a typical
energy eigenstate from other generalized Microcanoni-
cal ensembles with the first m + 1 local conservations
laws specified is completely characterized (as far as all
local properties are concerned) by a suitable truncated
GGE with only y = m + 1 as L → ∞. This behaviour
in the thermodynamic limit can be argued from the
corresponding most probable distribution of the coarse-
grained (in momentum space) Bogoluibov fermions occu-
pations nc(k) (Eqn. 24) by extending the arguments of
Ref. 32, taking into account the additional conservation
laws which specify the generalized Microcanonical ensem-
bles in terms of the Bogoluibov fermion occupations nk.
A. Truncated GGE for an arbitrary eigenstate
For typical eigenstates drawn from generalized Micro-
canonical ensembles in the TFIM, we have demonstrated
that only a few Lagrange multipliers are necessary for de-
scribing all the local properties of the state in a thermo-
dynamically large system and all other Lagrange multi-
pliers can be set to zero. E.g. a GE with only λ0 = β be-
ing non-zero, and all other Lagrange multipliers λn = 0,
provides the description for all local properties for typ-
ical eigenstates drawn from a Microcanonical ensemble
as shown in Sec. IV. What about eigenstates where the
Lagrange multipliers λn cannot be set to be zero beyond
a certain n and a full GGE description is therefore neces-
sary? These eigenstates nonetheless have a finite energy
density E/L and show a volume law behaviour for the
entanglement entropy and we study the RDMs of these
states in this section. These eigenstates are generated by
ensuring that the coarse-grained (in momentum space)
Bogoluibov fermion occupation nc(k) is a discontinuous
function of k in the thermodynamic limit. There are sev-
eral ways to achieve this and most simply, these eigen-
states are obtained by placing the Bogoluibov fermion
occupations nk = 0(1) with probability 1− p1(p1) in the
first L/2 positive k modes and with a different probabil-
ity 1 − p2(p2) in the next L/2 modes. For a large chain
size L, any typical realization of this random process of
placing nk = 0(1) generates an energy eigenstate where
the coarse-grained nc(k) is p1 for 0 ≤ k ≤ pi/2, and p2
for pi/2 ≤ k ≤ pi. The discontinuity in nc(k) then leads
to a slow decay of |λn| as 1/n (see Fig. 8 (Top panel))
for any p1 6= p2. In Fig. 8 (Bottom panel), we show the
results of the comparison of the RDMs for such an atyp-
ical eigenstate in a chain size of L = 2000, where we take
p1 = 0.1 and p2 = 0.4, with various truncated GGEs.
Even though the full GGE is required if we need the
accurate description of all local properties for such eigen-
states in the thermodynamic limit, we clearly see that
depending on the subsystem size l being considered, one
still requires only the first y ∼ l most local conserva-
tion laws for an “accurate” description of the properties
of even such eigenstates and not all the integrals of mo-
tion from the behaviour of the distance measure D(l)
(Fig. 8, bottom panel). Going to bigger subsystems re-
quires specifying a larger number (y) of integrals of mo-
tion to reduce D(l). However, even for such eigenstates,
we see that the most local integrals of motion play the
most important role in describing local properties, and
this constitutes the “eigenstate thermalization version”
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of a similar conclusion reached in Ref. 25 for steady states
following quantum quenches in the 1D TFIM.
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FIG. 8. (Top panel) The decay of |λn| as a function of n in
an eigenstate where the coarse-grained nc(k) is discontinuous
in the thermodynamic limit with p1 = 0.1 and p2 = 0.4.
(Bottom panel) Results for the distance measure D(l) for such
a highly atypical eigenstate generated with p1 = 0.1 and p2 =
0.4 for a chain size of L = 2000 as a function of l with different
truncated GGEs.
VI. QUENCH FROM A TYPICAL EIGENSTATE
We now address the situation when the Hamiltonian
is time-dependent and consider the simplest case of a
quantum quench, where the magnetic field (g) is sud-
denly changed from a pre-quench to a post-quench value
at t = 0. Typically, when considering quantum quenches,
the starting state is assumed to be the ground state of
the pre-quench Hamiltonian. Here, we consider the case
where the initial state is instead a typical excited eigen-
state of the pre-quench Hamiltonian (see also Ref. 24).
Since such initial states are locally thermal as we ex-
plictly showed in the previous sections, a natural question
is whether the unitary dynamics following the quantum
quench at t = 0 keeps them thermal at long times.
We will show here that this is not the case since such
states do not have a finite overlap with the typical eigen-
states of the post-quench Hamiltonian but only with its
rare eigenstates in the thermodynamic limit. However,
if the initial state was an eigenstate of a non-integrable
model, the final steady state might appear thermal [35].
Thus, the long time description of the steady state again
requires a GGE but there are important differences when
compared to a ground state quench.
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FIG. 9. The time evolution of the expectation value of
the local operator σx where the starting state at t = 0 is a
typical eigenstate (generated from the demon algorithm) at
the coupling gi = 2 and chain size L = 30000. The system’s
magnetic field is quenched to gf = 3 at t = 0 and the unitary
dynamics of the state leads to the Diagonal ensemble at long
time (but smaller than the revival time of the finite system).
The density matrix of the full system at a finite time
can be written formally as
ρ(t) = |ψ(t)〉〈ψ(t)|
=
∑
i
|〈ψfi |ψ(0)〉|2|ψfi 〉〈ψfi |
+
∑
i1 6=i2
e−i(E
f
i1
−Efi2 )t〈ψfi1 |ψ(0)〉〈ψ(0)|ψfi2〉|ψfi1〉〈ψfi2 |
(26)
where |ψfi 〉 represent the eigenstates of the post-quench
Hamiltonian, Efi its energy and |ψ(0)〉 denotes the start-
ing state at t = 0. In the thermodynamic limit, the
i1 6= i2 terms cancel each other out when t → ∞ [4, 12]
and hence, the density matrix of the steady state of the
system coincides with the Diagonal ensemble (DE), de-
scribed by the time-independent density matrix ρDE:
ρDE =
∑
i
|〈ψfi |ψ(0)〉|2|ψfi 〉〈ψfi |. (27)
In a finite system, any local operator will show revivals
but this time scale becomes progressively larger and di-
verges [36] as L→∞.
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The time-dependent wavefunction |ψ(t)〉 =
⊗k>0|ψk(t)〉 for the quench, where |ψk(t)〉 =
Unk (t)c
†
kc
†
−k|0〉 + V nk (t)|0〉, can be easily worked out
for t > 0, by expressing the t = 0− state at each k in
terms of the (Uk0(1)(gf ), Vk0(1)(gf )) at the new coupling
gf . Doing this, we obtain U
n
k (t) and V
n
k (t) as follows:
(
U0k (t)
V 0k (t)
)
= +e+ik(gf )t cos((θik − θfk )/2)
(
Uk0(gf )
Vk0(gf )
)
+ e−ik(gf )t sin((θik − θfk )/2)
(
Uk1(gf )
Vk1(gf )
)
(
U1k (t)
V 1k (t)
)
= −e+ik(gf )t sin((θik − θfk )/2)
(
Uk0(gf )
Vk0(gf )
)
+ e−ik(gf )t cos((θik − θfk )/2)
(
Uk1(gf )
Vk1(gf )
)
(28)
with the n = 0(1) index in Unk (t) and V
n
k (t) de-
noting whether the t = 0− eigenstate at g = gi is
(Ukn(gi), Vkn(gi)) at momentum k, and θ
i
k, θ
f
k denote the
Bogoluibov angles θgk (see Eq. 7) for the pre-quench (gi)
and post-quench (gf ) values of the magnetic field respec-
tively. We show the result of 〈ψ(t)|σx|ψ(t)〉 for a typical
eigenstate at gi = 2 generated from the demon algorithm
with eT = 0.3986 where the magnetic field is quenched to
gf = 3 at t = 0 in Fig. 9. We see that that 〈ψ(t)|σx|ψ(t)〉
already converges close to the DE result after a relatively
short time t ∼ 5.
We next calculate the steady state values of local ob-
servables 〈H(gf )〉/L, 〈I1(gf )〉/L and 〈σx〉 given that the
quench starts from each of the sampled eigenstates from
the MC (with gi = 2 and eT = 0.3986) at t = 0 using the
appropriate DE determined by the initial state at gi and
the value of gf and show the probability distributions of
these steady state quantities in Fig. 10.
The distribitions of the DE values for the quantities
shown in Fig. 10 are normally distributed and the stan-
dard deviation progressively shrinks to zero as L is in-
creased, which implies that in the thermodynamic limit,
quenches originating from any typical eigenstate charac-
terised by the same initial energy density eT at coupling
gi lead to steady states which are identical as far as lo-
cal properties are concerned. However, the mean values
of the steady state distributions of 〈I1(gf )〉/L (Fig. 10,
Top panel) and 〈σx〉 (Fig. 10, Bottom panel) are very
different from the expected GE results fixed by the mean
energy density of the final post-quench Hamiltonian (see
inset of Top panel in Fig. 10). Thus the steady state
obtained after a quantum quench from a typical eigen-
state of the pre-quench Hamiltonian is not thermal and
further conservation laws are needed for a quantitative
agreement.
We now detail the construction of the GGE in the ther-
modynamic limit, and give the analytic expression for the
Lagrange multipliers λn. The mean of the probability
distributions of the different quantities shown in Fig. 10
(〈H(gf )〉/L, 〈I1(gf )〉/L and 〈σx〉) are all correctly cap-
tured by this GGE, and provides strong numerical sup-
port for its correctness in the thermodynamic limit.
After a quench, the average Bologuibov fermion num-
ber 〈ni,fk 〉 at each k is conserved (and thus does not
change as a function of t) because of the form of the
post-quench Hamiltonian. Then, we have
〈ni,fk 〉 = (p) sin2
(
θik − θfk
2
)
+ (1− p) cos2
(
θik − θfk
2
)
(29)
where p = 0(1) if nk(gi) = 0(1) for the eigenstate of
gi at t = 0. In the thermodynamic limit, all the mi-
croscopic nk(gi) lead to the same coarse-grained nc(k)
which follows a thermal distribution that is fixed only by
the average energy density of the eigenstate. Thus, when
L → ∞, we can replace the p variables (which equal
nk(gi) microscopically) by the same thermal distribution
to get its coarse-grained version:
pc(k) =
exp(−βik)
exp(−βik) + exp(+βik)
(30)
where β is the inverse temperature of the GE that de-
scribes the local properties of the typical eigenstates at
gi. Thus, in the L→∞ limit, we obtain
〈ni,fk 〉 =
e−β
i
k cos2
(
θik−θfk
2
)
+ eβ
i
k sin2
(
θik−θfk
2
)
e−βik + eβik
(31)
The Lagrange multipliers λn wrt the final post-quench
Hamiltonian (at gf ) are then defined by using Eqn. 11
and Eqn. 16:
λn =
2− δn,0
pi
∫ pi
0
cos(nk)F(gi, gf , β, k)
F(gi, gf , β, k) = 1
2fk
log
(
1− 〈ni,fk 〉
〈ni,fk 〉
)
(32)
Thus, knowing the initial energy density of the typi-
cal eigenstate at the pre-quench magnetic field value of
gi, and the couplings gi and gf , completely fixes the La-
grange multipliers (λn) and hence the GGE from Eqn. 15.
The values obtained from this GGE are fully consistent
with the mean values of 〈H(gf )〉/L, 〈I1(gf )〉/L, σx in the
steady state around which the standard deviation shrinks
to zero as L → ∞ in Fig. 10. At low β, this expression
can be further simplied to give
λn =
(
2− δn,0
pi
)
β
∫ pi
0
(
ik
fk
cos(θik − θfk )
)
cos(nk)(33)
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FIG. 10. (Top panel) The probability density of 〈I1(gf )〉/L
obtained from the steady state of the system starting from
typical eigenstates at chain size L and at coupling gi = 2 and
quenched to a post-quench coupling of gf = 3. The inset
shows the corresponding probability density for 〈H(gf )〉/L in
the steady state. (Bottom panel) The corresponding proba-
bility density of 〈σx〉 in the steady state. Clearly, the system’s
steady state is no longer described by a GE after the quench.
Clearly, only when β = 0 for the initial pre-quench eigen-
state is the final steady state also thermal (with β = 0
again) with respect to the final post-quench Hamiltonian.
Even at small β, λn for n > 0 are non-zero (though small)
and hence one obtains a GGE for the steady state. The
athermal nature of the ensemble is related to the ather-
mal behaviour of 〈ni,fk 〉 (Eqn. 29), which fixes all the (lo-
cal) conserved quantities, since it cannot be expressed as
exp(−βf k(gf ))/(exp(+βf k(gf )) + exp(−βf k(gf ))) for
any βf as long as the initial β 6= 0.
Note that the λn when the initial state is the ground
state of the pre-quench Hamiltonian can be simply ob-
tained by taking β → ∞ and matches the results ob-
tained in that context by Fagotti and Essler [25]. From
this previous work, it is known that λn decay rather
slowly with distance as 1/n when the t = 0 state is the
pre-quench Hamiltonian’s ground state, because of the
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FIG. 11. (Top panel) The singularities present in
F(gi, gf , β →∞, k) at k = 0, pi get rounded off at finite β that
corresponds to the energy density of a typical (pre-quench
Hamiltonian’s) eigenstate. (Bottom panel) The decay of the
Lagrange multipliers for the post-quench GGE as a function
of distance n. Here, gi = 2, gf = 3 and β is fixed only by
the energy density of the typical eigenstate of the pre-quench
Hamiltonian.
logarithmic singularity of F(gi, gf , β → ∞, k) at k = 0
and k = pi. However, for any finite β (which corresponds
to a highly excited eigenstate at t = 0), the singularities
are rounded off as shown in Fig. 11 (Top panel). This in-
stead leads to an exponential decay of |λn| ∼ exp(−n/ξ)
as shown in Fig. 11 (Bottom panel), where ξ indicates
the length-scale associated with the exponential decay in
n. It will be interesting to obtain an analytic expression
for ξ as a function of β, gi, gf .
VII. CONCLUSIONS
We have studied the reduced density matrices and lo-
cal properties of highly excited eigenstates of the trans-
verse field Ising chain, sampling them using an unbiased
Monte-Carlo technique. We find that, in spite of being
integrable with an extensive number of conserved quan-
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tities, typical high energy eigenstates are described by a
finite temperature Gibbs ensemble for all local proper-
ties in the thermodynamic limit. Our sampling method
also allows us exploring rare (athermal) eigenstates, and
we explictly demonstrate that such states are locally de-
scribed by appropriate truncated Generalized Gibbs en-
sembles with only a few non-zero Lagrange multipliers.
We also consider a class of high energy eigenstates for
which the full GGE is required to describe local proper-
ties accurately. Nonetheless, the most local conservation
laws still play the most important role in describing local
properties. We, however, show that even for a quantum
quench from a typical high-energy eigenstate of the pre-
quench Hamiltonian, the resulting steady state requires
a full GGE description. Our study leaves many open is-
sues for future studies. For example, it will be interesting
to investigate the behaviour of unequal time correlation
functions of high energy excited states, especially in light
of the results presented in Ref. 37. Another interesting
question is whether this picture of typicality holds for free
Hamiltonians with long range interctions. A related ques-
tion is regarding the typical nature of the periodic Gibbs’
ensemble [13] produced by driving free-fermions (or other
integrable models mapable to that) periodically: if we ob-
serve the asymptotic synchronized state stroboscopically,
do we typically get a thermal state? The question is in-
teresting, since the effective Floquet hamiltonian, though
still bilinear in fermions, may be long-ranged, and can of-
ten be non-local in terms of the original degrees of free-
dom.
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