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Large-radius Holstein polaron and the problem of
spontaneous symmetry breaking.
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Institute of Mathematical Problems of Biology, Russian Academy of Sciences, Pushchino,
Moscow Region, 142290, Russia
Abstract
A translation-invariant solution is found for a large-radius Holstein polaron
whose energy in the strong coupling limit is lower than that obtained by
Holstein. The wave function corresponding to this solution is delocalized. A
conclusion is made about the absence of a spontaneous symmetry breaking
in the quantum system discussed.
Keywords: delocalized polaron states, translation invariance, strong
coupling, adiabatic approximation.
1. Introduction.
The question of whether the problem solution should have the same sym-
metry as the Hamiltonian led Landau to recognize that a polaron should
be treated as an electron moving in an ideal lattice where a spontaneously
arising fluctuation traps the electron to form a stable self-trapped state [1].
In a classical one-dimensional lattice (molecular chain), a Bloch electron will
always lose its initial symmetry if the lattice can be deformed by it. For the
case of a one-dimensional molecular crystal, this problem was first consid-
ered by Holstein in [2] (modern results on Holstein polaron are presented in
[3]). If the atoms of the lattice are considered quantum-mechanically, this
conclusion will not be valid any longer. In a quantum lattice the symmetry
of the electron-phonon system is conserved if the interaction of an electron
with the lattice determined by the interaction constant g is not too strong.
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For the value of g exceeding some critical value, according to [2], the sym-
metry is broken and a self-trapped state is formed. The statement made in
[2] that in the strong coupling limit a self-trapped polaron state is bound
to arise contradicts, however, to the fact that the total momentum of the
electron-phonon system in an ideal translationally symmetrical chain should
be conserved. Since the total momentum of the system is commuted with
the Hamiltonian, the operator of the momentum and the operator of the
Hamiltonian should have the same set of eigen functions. However, the eigen
functions of the total momentum operator are plane waves, i.e. delocalized
states, while those of the Hamiltonian operator in the strong coupling limit
are localized wave functions of the self-trapped state. This contradiction was
analyzed in [4]-[6] where it was shown that for all the values of the coupling
constant, the states should be delocalized. In the case of Pekar-Froehlich
polaron these solutions in the strong-coupling limit were obtained in papers
[7]-[11]. According to [7]-[11], in the strong coupling limit delocalized polaron
states have a lower energy than localized ones which break the symmetry.
In this paper we apply the approach of [7] to the problem of a large-radius
strong-coupling Holstein polaron [2]. We will show that in this case, as in the
case of Pekar-Froehlich polaron, in the limit of large g, minimum is reached
in the class of delocalized wave functions.
The paper is arranged as follows. In §2 we outline the results obtained
for a large-radius strong-coupling Holstein polaron. A conceptual analogy is
drawn between a formation of a Holstein polaron with spontaneously broken
symmetry and models of elementary particles.
In §3 we construct a general translation-invariant theory for a Holstein
Hamiltonian. The construction is based on the approach which was first
developed by Tulub [7] for Pekar-Froehlich polaron and implied exclusion
of electron coordinates from the Hamiltonian at the very beginning of the
theory development. Hence, the theory is automatically translation-invariant
by virtue of its construction.
In §4 this general theory is applied to the case of weak interaction between
an electron and a phonon field. In this limit case the theory reproduces the
well-known limit of weak coupling for the ground state energy of a Holstein
polaron.
In §5 the strong coupling limit is considered. In this limit, we obtain a
lower value for the ground state energy of a translation-invariant polaron,
than Holstein did [2] for a polaron with spontaneously broken symmetry.
A conclusion is made that in the quantum case, solutions conserving the
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symmetry of the initial Hamiltonian should be realized.
In §6 the problem of various consequences of the results obtained is dis-
cussed.
2. Holstein polaron in the strong coupling limit. Broken transla-
tion invariance.
According to [12], Holstein Hamiltonian in a one-dimensional molecular
chain in a continuum limit has the form (Appendix A):
Hˆ = −~
2∇2
2m
+
∑
k
Vk(ake
ikx + a+k e
−ikx) +
∑
k
~ωoka
+
k ak; (2.1)
Vk =
g√
N
, ωok = ω0
where a+k , ak are the phonon field operators, m is an electron effective mass,
ω0 is the optical phonons frequency, N is the number of atoms in the chain.
For the following analysis it is convenient to present some results con-
cerning Hamiltonian (2.1) in the strong coupling limit. In Holstein theory
[2], as well as in Pekar one [13] it is believed that the wave function of the
ground state has the form:
Ψ = ψ(x)Φ(q1, . . . , qk, . . .) (2.2)
where Φ is the phonon wave function, ψ(x) is the electron wave function
independent of phonon variables qk. The ground state energy is determined
from the condition of the total energy minimum E:
E = T −Π, T = 1
2m
∫
|∇ψ|2 dx, Π = g
2a
~ω0
∫
|ψ|4 dx, (2.3)
where a is the lattice constant. Let us introduce a scaled transformation of
the wave function ψ(x) retaining its normalization:
ψ(x) = |ξ|1/2 ψ˜ (|ξ|x) (2.4)
As a result, with the use of (2.3) we rewrite (2.2) as:
E(ξ) = |ξ|2 T − |ξ|Π (2.5)
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Fig. 1 shows the dependence E(ξ).
Fig.1
Fig.1 illustrates why the global symmetry of the initially symmetrical
delocalized state spontaneously breaks. The reason is that this state (ξ = 0)
corresponds to the local maximum of the functional E. The minimum of the
functional at the points ±ξ0 corresponds to the energy and wave function
ψ(x):
E(±ξ0) = −1
6
~
2
mr2
, ψ(x) = ±
(√
2r ch
x− x0
r
)−1
, r =
~
3ω
mg2a
(2.6)
where x0 corresponds to the position of the polaron well center in the energy
minimum.
In the vicinity of this minimum one can carry out quantizing, restoring
thereby the broken symmetry. Upon this restoration a Goldstone boson (zero
phonon mode) automatically arises.
A similar approach is realized in models of elementary particles [14]. For
example, in the standard model not global (as in the case just considered),
but local symmetry of gauge fields spontaneously breaks. In this case Gold-
stone bosons do not arise, while fields become massive .
In all the cases, in these models the symmetry spontaneously breaks and
the restored one turns out to be less than the initial symmetry. Below, using
Holstein model as an example, we will show that the approach discussed can
lead to erroneous results.
4
3. Translation-invariant theory.
In the previous section the results of the strong coupling theory with bro-
ken symmetry were given. Here we present the general translation-invariant
approach reproducing the results of [7] as applied to Holstein Hamiltonian.
In order to make the description translation-invariant let us exclude the
electron coordinates from Hamiltonian (2.1) using Heisenberg transformation
[15], [16]:
Sˆ1 = exp
{
i
~
(
P −
∑
k
~ka+k ak
)
x
}
, (3.1)
where P is the total momentum of the system. As a result of action of Sˆ1 on
the field operators we get:
Sˆ−11 akSˆ1 = ake
−ikx, Sˆ−11 a
+
k Sˆ1 = a
+
k e
ikx. (3.2)
Accordingly, the transformed Hamiltonian H˜ = S−11 HS1 takes the form:
H˜ =
1
2m
(
P −
∑
k
~ka+k ak
)2
+
∑
k
Vk
(
ak + a
+
k
)
+
∑
k
~ω0ka
+
k ak (3.3)
Let us subject the transformed Hamiltonian H˜ to one more canonical trans-
formation [17]:
Sˆ2 = exp
{∑
k
fk(ak − a+k )
}
(3.4)
which leads to a shift of the field operators:
Sˆ−12 akSˆ2 = ak + fk, Sˆ
−1
2 a
+
k Sˆ2 = a
+
k + fk, (3.5)
for real values of fk. The resultant Hamiltonian
˜˜H = Sˆ−12 H˜Sˆ2 has the form:
˜˜H = H0 +H1 (3.6)
where
H0 =
P 2
2m
+ 2
∑
k
Vkfk +
∑
k
(
~ω0k −
~kP
m
)
f 2k + (3.7)
1
2m
(∑
k
kf 2k
)2
+H0
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H0 =
∑
k
~ωka
+
k ak +
1
2m
∑
kk′
kk′fkfk′(akak′ + a
+
k a
+
k′ + a
+
k ak′ + a
+
k′ak) (3.8)
H1 =
∑
k
(Vk + fk~ωk) (ak + a
+
k ) +
1
2m
∑
kk′
kk′a+k a
+
k′akak′ + (3.9)
∑
kk′
kk′
m
fk′(a
+
k akak′ + a
+
k a
+
k′ak),
~ωk = ~ω
0
k −
~k
m
P +
~
2k2
2m
+
~k
m
∑
k
~k′f 2k′ (3.10)
In what follows we believe that ~ = 1, m = 1.
According to [7], Hamiltonian (3.7) determines the ground state of the
system, while Hamiltonian (3.9) is eliminated by the proper choice of the
wave function of the ground state.
Operator H0 is quadratic and can be reduced to a diagonal form. For
this purpose we put:
qk =
1√
2ωk
(ak + a
+
k ), pˆk = −i
√
ωk
2
(ak − a+k ), zk = kfk
√
2ωk. (3.11)
with the use of (3.11) expression (3.8) is written as:
H0 = 1
2
∑
k
(p+k pk + ω
2
kq
+
k qk) +
1
2
(∑
k
zkqk
)2
− 1
2
∑
k
ωk (3.12)
Motion equations for operators qk and pk:
q˙k = pk (3.13)
p˙k = −ω2kqk − zk
∑
k′
zk′qk′
yield the following motion equation for qk:
q¨k + ω
2
kqk = −zk
∑
k′
zk′qk′ (3.14)
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Let us seek a solution to system (3.14) in the form:
qk(t) =
∑
k′
Ωkk′ξk′(t), ξk(t) = ξ
0
ke
iνkt (3.15)
As a result the matrix Ωkk′ will be presented as:
(ν2k − ω2k)Ωkk′ = zk
∑
k′′
zk′′Ωk′′k′ (3.16)
Let us consider determinant of the system which is derived from (3.16) by
replacing eigen values ν2k by the quantity s which can be different from ν
2
k .
Determinant of this system will be:
det
∣∣(s− ω2k)δkk′ − zkzk′∣∣ =∏
k
(s− ν2k) (3.17)
On the other hand, according to [18]:
det
∣∣(s− ω2k)δkk′ − zkzk′∣∣ =∏
k
(s− ω2k)
(
1−
∑
k′
z2k′
s− ω2k′
)
(3.18)
It is convenient to introduce the quantity ∆(s):
∆(s) =
∏
k
(s− ν2k)/
∏
k
(s− ω2k) (3.19)
From (3.17), (3.18) it follows that the quantity ∆(s) is equal to:
∆(s) =
(
1−
∑
k
z2k
s− ω2k
)
(3.20)
The change in the system energy ∆E caused by the electron-field interaction
is:
∆E =
1
2
∑
k
(νk − ωk) (3.21)
To express ∆E in terms of ∆(s) let us use Wentzel approach [18]. Following
[18] we write down the identical equation:∑
k
{
f(ν2k)− f(ω2k)
}
=
1
2πi
∮
c
dsf(s)
∑
k
(
1
s− ν2k
− 1
s− ω2k
)
= (3.22)
=
1
2πi
∮
c
dsf(s)
d
ds
ln∆(s) = − 1
2πi
∮
c
dsf ′(s)ln∆(s)
7
where integration is performed over the contour, shown in Fig.2
Fig.2
Putting f(s) =
√
s, from (3.21), (3.22) we get:
∆E =
1
2
∑
k
(νk − ωk) = − 1
8πi
∮
c
ds√
s
ln∆(s) (3.23)
Passing on in (3.20) from summing up to integration by using the relation:
∑
k
=
1
2π
∫
dk (3.24)
in the continuous case, expressing zk via (3.11) we write ∆(s) as:
∆(s) = D(s), D(s) = 1− 1
π
∫
∞
−∞
k2f 2kωk
s− ω2k
dk (3.25)
With the use of (3.23) and (3.25) in the particular case of P = 0 we express
the ground state energy of the operator H0 as:
E = − 1
8πi
∮
c
ds√
s
lnD(s) + 2
∑
k
Vkfk +
∑
k
f 2k (3.26)
The expression for the total energy E determined by (3.26) is valid for the
whole range of the coupling constant g variation. In the next section we will
consider the case of weak coupling.
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4. The case of weak coupling
The quantities fk in the total energy expression E should be found from
the minimum condition: δE/δfk which leads to the following integral equa-
tion for finding fk:
fk = − Vk
(1 + k2/2µk)
, µ−1k =
ωk
2πi
∮
c
ds√
s
1
(s− ω2k)D(s)
(4.1)
In the case of weak coupling equations (4.1) can be solved using the pertur-
bation theory. In the first approximation for g → 0 D(s) = 1, the quantity
µ−1k is equal to:
µ−1k =
ωk
2πi
∮
c
ds√
s
1
(s− ω2k)
= 1 (4.2)
Accordingly, from (4.1) fk will be expressed as:
fk = − Vk
1 + k2/2
(4.3)
Hence, in the first approximation on g:
E = ∆E + 2
∑
k
Vkfk +
∑
k
f 2k (4.4)
∆E = − 1
8πi
∮
c
ds√
s
lnD(s)
lnD(s) ≈ −1
π
∫
∞
−∞
k2f 2kωk
s− ω2k
dk
Substituting (4.3) into (4.4) with regard to expression (1.1) for Vk, we trans-
form (4.4) into a well-known (see for ex. [12], Appendix A) expression for
the electron energy in the weak coupling limit:
E = −g2
√
ma2/2~3ω0 (4.5)
which we have written in dimensional units.
To calculate the other terms of the energy expansion in powers of g we
can use the approach developed in [7], [19].
9
5. The case of strong coupling.
Now we pass on to a more complicated problem, i.e. that of a strong
coupling approximation. To clear up the character of a solution in this region
let us turn to analytical properties of the function D(s) (3.25). For this
purpose we present function D(s) in the form:
D(s) = D(1) +
s− 1
π
∫
∞
−∞
k2f 2kωkdk
(ω2k − 1)(ω2k − s)
(5.1)
where D(1) is the value of D(s) for s = 1:
D(1) = 1 +
1
π
∫
∞
−∞
k2f 2kωkdk
ω2k − 1
≡ 1 +Q (5.2)
Function D(s), being a function of a complex variable s, has the following
properties: 1) D(s) has a crosscut along the real axis from s = 1 to ∞ and
has no other peculiarities; 2) D∗(s) = D(s∗); 3) for s→∞, sD(s) grows not
slower than s. In view of these properties the function [(s− 1)D(s)]−1 can
be presented in the form (see Appendix B):
1
(s− 1)D(s) =
1
2πi
∮
c+ρ
ds′
(s′ − s)(s′ − 1)D(s′) (5.3)
where c+ ρ is a contour shown in Fig. 3.
Fig.3
From (5.3) follows that D−1(s) satisfies the integral equation:
1
D(s)
=
1
1 +Q
+
s− 1
π
∫
∞
0
k2f 2kωkdk
(s− ω2k)(ω2k − 1) |D(ω2k)|2
(5.4)
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whence with regard to (5.4) we get:
∆E =
1
4π
∫
∞
−∞
k2f 2kdk
2(1 +Q)
+ (5.5)
1
4π2
∫ ∫
∞
−∞
k2f 2kp
2f 2pωp(ωkωp + ωk(ωk + ωp) + 1)
(ωk + ωp)2(ω2p − 1)
∣∣D+(ω2p)∣∣2 dpdk
D±(ω
2
p) = 1 +
1
π
∫
∞
−∞
k2f 2kωkdk
ω2k − ω2p ± iǫ
To calculate the polaron energy in the strong coupling limit let us choose the
probe function fk in the form:
fk = Nge
−k2/2a2 (5.6)
where N and a are variational parameters. As a result, ∆E will be written
as:
∆E =
a2
32
(1 + 2qT ) (5.7)
where qT is Tulub’s integral [7]:
qT =
2√
π
∫
∞
0
e−y
2
(1− Ω(y))dy
v2(y) + πy2e−2y2/4
(5.8)
Ω(y) = 2y2
{
(1 + 2y2)yey
2
∫
∞
y
e−t
2
dt− y2
}
v(y) = 1− ye−y2
∫ y
0
et
2
dt− yey2
∫
∞
y
e−t
2
dt
for which an approximate value: qT ≈ 5, 75 was obtained in [7] with a
high degree of accuracy.
With the use of (3.26), (5.7), (5.6) the ground state energy takes the form:
E = ∆E + 2
∑
k
Vkfk +
∑
k
f 2k ≈
12, 5
32
a2 −
√
2
π
(
1− N
2
√
2
)
g2aN (5.9)
Minimization of (5.9) by parameters a and N yields the following value of
the polaron ground state energy:
E ≈ −0, 2037ma
2
0
~2
g4
~2ω20
(5.10)
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which is presented in dimensional units. This result is fundamental since the
energy value obtained is lower than that of Holstein polaron (2.6) (Appendix
A).
For the probe function chosen in the form (5.6), the virial theorem holds:
2T = Π, W = 3E, where W is the electron energy. Notice, that the mere
fact that the virial theorem holds says nothing of whether the symmetry in
the state under consideration is broken or not and for Holstein polaron, the
virial theorem holds true both in the case of broken symmetry (§2), and in
the state with translation symmetry discussed here.
Equating the values of the weak coupling energy (4.5) and the strong
coupling one (5.10) we can, as is customary in the polaron theory, get the
value of the dimensionless coupling constant gc = g/~ω0 at which a transition
from weak coupling to strong one occurs (Appendix A):
gc ≈ 1, 86 4
√
~/ma20ω0 (5.11)
It should be stressed, however, that no jump-like transition from weak and
intermediate coupling to the strong one occurs. The polaron state remains
delocalized for all the values of the coupling constant and E(g) is an analytical
function g [4], [5]. This conclusion automatically results from the analytical
properties of the function D(s) too.
6. Discussion of the results.
Turning back to the initial Landau’s hypothesis that the electron wave
function looses its symmetry because the electron forms a self-trapped state,
we may state that this hypothesis is erroneous. This is seen even from Hamil-
tonian (3.3) which after Heisenberg canonical transformation (3.1) does not
contain electron coordinates at all. Hence, the general form of the solution
to Schroedinger equation for Hamiltonian (1) is:
Ψ = exp
{
i
~
(
P −
∑
k
~ka+k ak
)
x
}
Λ {ak} |0〉 (6.1)
where Λ {ak} is a functional of the field operators, |0〉 is a vacuum wave
function representing plane waves. It is important that electron and phonon
variables are not separated in (6.1) as distinct from the case of broken sym-
metry (2).
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According to Fig.1, classically, this solution is unstable: under any in-
finitely small change of the classical orbit at this point, the amplitudes of
the electron trajectory deviation will grow and tend to their finite values.
Quantum-mechanical consideration widens the space of admissible states and
leads to the possibility of stable oscillations in the vicinity of the classically
unstable point ξ = 0.
Quantum-mechanical states determined by the solution (6.1) do not have
their classical analog. In particular, from (6.1) it follows that for the solution
found, the notion of a classical polaron well localized in space is lacking, since
a plane wave cannot support a finite value of atoms’ displacements from their
equilibrium positions.
Inapplicability of adiabatic approximation (2.2) in translation-invariant
systems can also be qualitatively illustrated by the following reasoning. The
criterion of applicability of adiabatic approximation is the smallness of the
relation m/M , where M is the mass of the lattice’s atom. For m/M → 0,
i.e. when the mass of the atom tends to infinity, it can be considered as
a classical particle. Accordingly, the field of displacements can be regarded
as classical. Then separation of the motions determined by (2.2) becomes
physically obvious: a localized electron described by the wave function ψ(x),
executing finite movements fast oscillates in the potential well and heavy
atoms perceive only its averaged motion, having no time to fit into its position
in space at each instant of time. In other words, an electron is presented as
a static charge distributed with the density |ψ(x)|2.
The physical situation changes if an electron is delocalized. In this case
it executes infinite movements and even an infinitely heavy atom will have
time to displace by a finite value by the moment when the electron occurs
in its vicinity. Hence adiabatic approximation (2.2) in this case turns out to
be invalid. Accordingly, the treatment of the displacements field as classical
is invalid too.
The fact that the delocalized solution has a lower energy than the localized
one has numerous physical consequences similar to those discussed in [7]-
[11] for the case of Pekar-Froelich polaron. First of all, by analogy with an
electron in an ideal rigid lattice in which Bloch electrons are superconducting
ones, in a deformable lattice at zero temperature supercondacting particles
are delocalized polarons described by wave function (6.1). Any attempts
to separate the electron-phonon system into a polaron and a phonon field
in which a polaron is assumed to move in order to calculate the polaron
mobility [20], in view of (6.1), turn out to be unrealizable for a translation-
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invariant polaron. When a lattice has defects, translation-invariant polarons
will not be trapped by them if the gain in energy provided by polaron’s
localization on a defect does not exceed that offered by the formation of a
translation-invariant polaron. This is the qualitative difference between the
translation-invariant polarons and Holstein ones with spontaneously broken
symmetry since the latter will localize themselves on a defect at arbitrarily
small value of the trap potential.
Since the global symmetry is preserved for translation-invariant polarons,
Goldstone modes will be absent in their spectra, while for a Holstein polaron,
the zero mode will always be present in the phonon spectrum. Notice also,
that in the case of translation-invariant polarons, the phonon spectrum will
lack local modes arising in the course of formation of a Holstein polaron [21],
[22].
In this case, for translation-invariant polarons, the energy values of renor-
malized frequencies of delocalized phonon modes νk are always higher than
ωk, while for a strong coupling polaron with spontaneously broken symmetry,
they are less than the value of ωk.
The foregoing proves that in order to get delocalized states preserving
translation invariance, generally speaking, there is no need to break sponta-
neously the symmetry in the initial non-quantized Hamiltonian of the sys-
tem, i.e. there is no need for a procedure suggested by Higgs so that to
introduce the mass of elementary particles [23]. It is also shown that in-
vestigation of extrema points of the relevant classical Hamiltonian cannot
provide information of where (in the vicinity of what extremum) the quan-
tum problem is to be solved. For the Holstein Hamiltonian considered, such
an extremum is maximum of the classical Hamiltonian. The situation with
Pekar-Froehlich polaron is similar [8]-[11]. The above statements, though
referring to a nonrelativistic model, are, obviously, general since the polaron
model is the simplest reach in content example of the quantum field theory.
In conclusion the author wishes to express his appreciation to A.V. Tulub
for numerous discussions of the problems considered here. The work was done
with the support from the RFBR, Project N 13-07-00256.
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Appendix A.
Presently, Holstein Hamiltonian [2] for an electron in a homogeneous
molecular chain is written as:
H = −ν
∑
n
(
c+n cn+1 + c
+
n+1cn
)
+ g
∑
n
c+n cn
(
b+n + bn
)
+ (A.1)
∑
n
~ω0
(
b+n bn +
1
2
)
,
where ν is a matrix element of the electron transition between neighboring
sites, c+n , cn are the operators of the birth and annihilation of an electron
on the n-th site, b+n , bn are the operators of the birth and annihilation of
oscillations quanta on the n-th site.
In the case of weak coupling (g/~ω0 ≪ 1) solutions of (A.1) are Bloch
waves and the ground state energy in the second order of perturbation theory
has the form [24]:
Ek = −2ν − g
2/~ω0√
1 + 4ν/~ω0
, (A.2)
where a0 is the lattice constant.
For g/~ω0 ≫ 1 Holstein considered two limit cases : a small radius po-
laron (ν ≪ ~ω0) and a large-radius one (ν ≫ ~ω0)1.
Solutions in the case of a small-radius polaron are translation-invariant
states :
|ψk〉 = 1√
N
∑
n
eiknc+n e
g/ω0(b
+
n−bn)|0〉 , (A.3)
which correspond to the energy spectrum :
Ek = −2νe−g2/~2ω20 cos ka0 − g2/~ω0 . (A.4)
To pass on to the limit of a large-radius polaron, let us use in (A.1) |n〉〈0|,
|0〉〈n| instead of c+n , cn and operators of the birth and annihilation of phonons
1For the first time the problem of the small radius polaron for T=0 was solved by
Tyablikov [25].
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with momentum k : a+k , ak instead of b
+
n , bn. To this end we will use the
relations :
c+n = |n〉〈0| , cn = |0〉〈n| ,
b+n =
1√
N
∑
k
a+k e
−ikna0 , bn =
1√
N
∑
k
ake
ikna0 .
(A.5)
As a result (A.1) takes on the form :
H = −ν
∑
n
(|n〉〈n+ 1|+ |n+ 1〉〈n|)+
+
g√
N
∑
n,k
(
ake
ikna0 + a+k e
−ikna0
) |n〉〈n|+∑
k
~ω0a
+
k ak .
(A.6)
We will seek the solution of Schro¨dinger equation with Hamiltonian (A.6) in
the form :
|Ψ〉 =
∑
n
ψn|n〉 . (A.7)
As a result, we express the averaged Hamiltonian H¯ = 〈Ψ|H|Ψ〉 as :
H¯ = −ν
∑
n
(
ψ∗nψn+1 + ψnψ
∗
n−1
)
+
+
g√
N
∑
n,k
|ψn|2
(
ake
ikna0 + a+k e
−ikna0
)
+
∑
k
~ω0a
+
k ak .
(A.8)
In the case of a large-radius polaron :
ψn±1 ≈ ψn ± ∂ψn
∂na0
a0 +
1
2
∂2ψn
∂(na0)2
a20 . (A.9)
Having introduced a continuous variable x = na0 and passed on in (A.8)
from summation to integration, we get :
H¯ =
∫
Ψ∗HΨdx ,
H = − ~
2
2m
∆x +
g√
N
∑
k
(
ake
ikx + a+k e
−ikx
)
+
∑
k
~ω0a
+
k ak ,
(A.10)
where m = ~2/2νa20, i.e. Hamiltonian (2.1).
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While in a discrete case the exact solution of Hamiltonian (A.1) in the
strong coupling limit is known and determined by formulae (A.3), (A.4), in
the continuum case the exact solution of Hamiltonian (A.10) for g/~ω0 ≫ 1
is not known.
The energy value (5.10) found in this paper for g/~ω0 ≫ 1 is currently
the lowest one (Fig. 4).
xC2 xC1 10
x
-10
-8
-6
-4
-2
E

0
1
2
Fig. 4. Dependence of energy E˜ = E/~ω0 on the coupling constant gc:
0) weak coupling in the continuum limit (ν/~ω0 ≫ 1):
E˜weak = −0.5x, x =
√
~ω0/νg
2
c , gc = g/~ω0, (formula 4.5)
1) strong coupling:
E˜strong = −0.08333x2, obtained by Holstein (formula 2.6)
2) strong coupling:
E˜strong = −0.10185x2, obtained in this paper (formula 5.10).
The values xC1 ≈ 6 and xC2 ≈ 5 correspond to gC1 ≈ 2.45 4
√
ν/~ω0 and
gC2 ≈ 2.2 4
√
ν/~ω0 (formula 5.11)
It is of interest to compare asymptotic expressions (2.6), (5.10) with some
real systems. For Holstein energy (2.6), such a comparison was made in
computational experiments with a classical molecular chain as applied to
DNA [26]. The results are in good quantitative agreement. A comparison
with energy (5.10) can be made only for a quantum molecular chain with
the use, for example, of a quantum Monte Carlo method. Discussion of this
problem, however, beyond the scope of this paper.
Appendix B.
Let us show that (5.3), (5.4) follow from (5.1), (5.2).
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To do this, we notice that analytical properties of D(s) indicated in [7]
straightforwardly follow from expression (3.25). Indeed, a pole corresponding
to D(s) can occur only on the real axis, since in view of positive definiteness
ωkk
2f 2k in (3.25) equation:
1 +
1
π
∫
∞
−∞
ωkk
2f 2k (ωk − s0 + iǫ)
(ω2k − s0)2 + ǫ2
dk = 0 (B.1)
can be satisfied only for ǫ = 0. Besides, D(s) is a monotonously increasing
function of s (D′(s) > 0 for s < 1) and for s0 → −∞ D(s) turns to unity.
Therefore D(s) cannot have any zeros for −∞ < s0 < 1.
On this basis, function (s− 1)D(s) can be presented in the form:
1
(s− 1)D(s) =
1
2πi
∫
c+ρ
ds′
(s′ − s)(s′ − 1)D(s′) (B.2)
where in Caushy integral in (B.2) the contour of integration c + ρ is shown
in Fig. 3.
The integrand function in (B.2) has a pole for s′ = 1 and a crosscut from
s′ = 1 to s′ → ∞. Performing integration in (B.2) along the upper and the
bottom sides of the crosscut we will get integral equation (5.4).
References
[1] L.D.Landau, U¨ber die bewegung der Electronen in kristallgitter,Phys.
Z. Sowjetunion, 3, (1933) 644.
[2] T.Holstein, Studies of Polaron Motion. Part I. The Molecular-Crystal
Model.,Annals Phys., 8, (1959) 325-342.
[3] D.Emin, Polarons, Cambridge Univ. Press, (2013).
[4] B.Gerlach, H.Lo¨wen, Absence of phonon -inducel localization for the free
optical polaron and the corresponding Wannier exciton-phonon system,
Phys. Phys. Rev. B, 37, (1988) 8042-8047.
[5] H.Lo¨wen, Absence of phase transitions in Holstein systems, Phys. Rev.
B, 37, (1988) 8661-8667.
[6] B.Gerlach, H.Lo¨wen, Analytical properties of polaron systems or: Do
polaronic phase transitions exist or not?, Rev. Mod. Phys., 63, (1991)
63.
18
[7] A.V.Tulub, Slow Electrons in Polar Crystals, JETP, 14, (1961) 1828-
1838.
[8] V.D.Lakhno, Energy and Critical Ionic-Bond Parameter of a 3D Large-
Radius Bipolaron, JETP, 110, (2010) 811-815.
[9] V.D.Lakhno, Translation-invariant bipolarons and the problem of high-
temperature superconductivity, Solid State Communications, 2012, 152,
621-623.
[10] N.I.Kashirina, V.D.Lakhno, A.V.Tulub, The virial theorem and the
ground state problem in polaron theory, JETP, 114, (2012) 867-868.
[11] V.D.Lakhno, Translation-invariant polaron (bipolaron) theory and the
problem of quantizing near classical solution, Zhetf, 143, (2013) 1033-
1038.
[12] V.D.Lakhno, in ”Modern Methods for Theoretical Physical Chemistry of
Biopolymers”, Eds. E.B.Starikov, J.P.Lewis, S.Tanaka; Elsevier Science
Ltd. 640 pp., (2006).
[13] S.I.Pekar, Issledovaniya po Elektronnoi Teorii Kristallov (Gostekhizdat,
Moscow, 1951); Translations: S.I.Pekar, Untersuchungen u¨ber die Elek-
tronentherie der Kristalle (Berlin, Akad.-Verl., 1954); S.I.Pekar Research
in Electron Theory of Grystals (USA, Department of Commerce, Wash-
ington, 25, D.C.: United States Atomic Energy Commision, Division of
Technical Information, 1963).
[14] Elementary Particle Theory, Vol.2, Ed. N. Svartholm, Stokholm:
Amquist and Wiksells, (1968) p.367.
[15] W.Heisenberg, Die Selbstenergie des Elektrons, Zs. f. Phys., 65, (1930)
4-13.
[16] L.Rosenfeld, U¨ber eine mo¨gliche Fassung des Diracschen Programms
Zur Quantenelektrodynamik und deren formalen Zusammenhang mit
der Heisenberg-Paulischen Theorie, Zs. f. Phys., 76, (1932) 729-734.
[17] T.D.Lee, F.Low, D.Pines, The Motion of Slow Electrons in a Polar Crys-
tal, Phys. Rev., 90, (1953) 297-302.
19
[18] G.Wentzel, Zur Paartheorie der kernkra¨fte, Helv. Phys. Acta, 15 (1942)
111-126.
[19] M.Porsch, J.Ro¨seler, Recoil Effects in the Polaron Problem, Phys. Stat.
Sol., 23, (1967) 365-376.
[20] V.I.Mel’nikov, G.E.Volovik, Polarons in the Strong coupling limit, Sov.
Phys. JETP, 38(4), (1974) 819-823.
[21] V.I.Mel’nikov, Electron-phonon bound states in a one-dimensional sys-
tem, JETP, 45(6), (1977) 1233-1235.
[22] P.B.Shaw, G.Whitfield, Vibrational excitations of a one-dimensional
electron-phonon system in strong coupling, Phys. Rev. B, 17, (1978)
1495-1505.
[23] P.W.Higgs, Broken symmetries and the masses of gauge Bosons, Phys.
Rev. Lett., 13, (1964), 508-509.
[24] A. Klamt, Tight-binding polarons: I. A new variational approach to
the molecular-crystal model, J. Phys. C : Solid State Phys., 21, (1988)
1953-1970.
[25] S.V. Tyablikov, On the energy spectrum of electron in polar crystal, Zh.
Eksp. Teor. Fiz, 23, (1952) 381.
[26] Lakhno V.D., Korshunova A.N., Formation of stationary electronic
states in finite homogeneous molecular chains, Mathematical Biology
and Bioinformatics, 5, (2010) 1-29 (URL : http://www.matbio.org/)
20
