Abstract-In this paper, we propose a new version of TCP to improve (1) efficiency in wired-wireless combined networks with nonnegligible random packet losses, and also (2) friendliness to existing protocols, such as TCPReno. TCP-Westwood (TCPW) was proposed to improve efficiency in such networks; however, it is shown to be unfriendly to existing protocols under certain RTT and/or router buffer capacities. Since friendliness to existing protocols is one of the most important issues in a real network environment where different protocols coexist, we propose TCPW-BBE (TCPW with Buffer and Bandwidth Estimation) to ensure the friendliness even under varying effective buffer capacities. Based on buffer capacity estimation mechanism, TCPW-BBE reacts more appropriately to a packet loss event, whether the loss is due to congestion or link errors. Simulation results show that TCPW-BBE maintains friendliness to TCP-Reno in networks for a broad range of buffer capacities, RTTs, with/without RED routers, yet retaining the efficiency of the original TCPW.
INTRODUCTION
The Transmission Control Protocol (TCP), which has evolved over time, provides end-to-end, reliable, congestion controlled connections over the Internet [1, 2] . TCP was originally designed for the "wired" environment of the Internet, where congestion accounts for most packet losses. Thus, it is well known that it does suffer degradation in "large leaky pipes", i.e., network paths with high bandwidth-delay product and non-negligible random packet losses due to link errors typically in high-speed wired/wireless environment.
To improve performance of TCP flows in such a network, a number of different approaches have been proposed. Among them, strictly end-to-end schemes at the transport layer have been paid much attention because they require no support from the network. In recent years, a number of new TCP variants have been proposed for this reason, however, their potential unfriendliness to currently used protocols has hampered their wide deployment [8] . Since TCP-Reno is already widely used, friendliness to such a protocol, as well as performance improvement, is one of the most important issues in designing a new protocol.
TCP-Westwood (TCPW, for short) [3] [4] [5] improves efficiency of TCP flows in high-speed wired-wireless combined networks without any support from lower layers or network equipments. TCPW design adheres to the end-to-end transparency guidelines and requires modifications only at the sender side. A TCPW sender continuously estimates the rate a flow is eligible for, based on information carried in ACKs and the rate at which the ACKs are received. The congestion window after a packet loss is set according to the estimated eligible rate of the flow.
To manage efficiency and friendliness tradeoffs, TCPW eligible rate estimation mechanism has evolved from TCPW-BE [3] to TCPW-ABSE [5] . TCPW-ABSE achieves good balance among efficiency and friendliness tradeoffs when buffers are adequately sized, that is on the order of the pipe size of the aggregate flow. However, router buffer capacity may often vary significantly from the pipe size, and under such condition, TCPW-ABSE flows may be less friendly than they should be to TCP-Reno flows. Actually, TCPW flows get more bandwidth than coexisting TCP-Reno flows when the buffer size is smaller than the pipe size, and vice versa. In addition, if the router employs active queue management (AQM) schemes like RED [6] , TCPW flows can become even more aggressive because they cannot recognize an early drop as a symptom of congestion. Generally actual network flows have different RTTs, and thus different pipe sizes, and therefore assuming that buffer sizes are equal to pipe sizes for all flows is unrealistic.
In this paper, we propose a modification to TCPW, called TCPW-BBE (TCPW with Buffer and Bandwidth Estimation), to improve friendliness to TCP-Reno in networks with highly varying buffer capacities, flows with highly varying RTTs, with/without AQM, yet retaining the efficiency of, say, TCPW-ABSE. TCPW-BBE relies on buffer capacity estimation to distinguish whether a loss is due to errors or congestion. TCPW-BBE dynamically estimates the value that RTT is expected to take when a packet is lost due to congestion. In the proposed method, the value is estimated by measuring a distribution of RTTs immediately before packet losses. Based on the value, TCPW-BBE determines a probability that a loss is due to congestion, i.e., the loss is recognized as a congestion loss if it happens when RTT is close to the value estimated for the congestion situation. The loss is recognized as a random loss if it happens when RTT is less than the value.
Then upon a packet loss, if the loss is recognized as a congestion loss, congestion window is halved to be friendly to TCP-Reno. Otherwise, the congestion window is reset according to TCPW's bandwidth estimation.
The paper is organized as follows. In section II, we briefly describe the existing TCPW protocols and identify their friendliness issues. Then, in section III, we present TCPW-BBE protocol. Section IV provides a performance study under different network environments using ns-2 simulator [9] . Finally, Section V concludes the paper.
II. TCP-WESTWOOD PROTOCOLS

A. General Protocol Description
TCPW is a sender-side-only modification of TCP congestion control. Like Reno, TCPW follows an "additive increase" of its congestion window in congestion avoidance. At all times, a sender calculates an Eligible Rate Estimation (ERE) according to information carried in the ACKs and the rate at which the ACKs are received.
Upon a packet loss, the sender uses the ERE to properly reset the congestion window and the slow start threshold rather than cutting them by half, in essence as follows:
where W old and W new is the congestion window size right before and after the loss, ssthresh is the TCP slow start threshold, and RTT min is the minimum RTT measured for the flow since its start.
B. TCPW-RE and its Friendliness Issue
There are several versions of TCPW having different ERE mechanisms. First, let us examine TCPW-RE (Rate Estimation), which is a friendlier but less efficient version of TCPW [4] . TCPW-RE uses achieved rate, which we call RE (Rate Estimation), for ERE. Since the achieved rate is equivalent to W old /RTT [7] , where RTT is the round trip time right before the loss, the window size after a loss can be expressed as:
Here, we call RTT min /RTT "reduction factor". This equation indicates that TCPW-RE is friendly to TCP-Reno if the buffer capacity is equal to the pipe size. In this case, RTT grows up to 2*RTT min , the propagation delay RTT min plus the queuing delay equal to RTT min , when a packet is lost due to buffer over flow. Therefore, upon a packet loss due to congestion, the reduction factor becomes 1/2 and the window is cut by half just like TCP-Reno. On the other hand, if the loss is due to link errors when the buffer is partially occupied, RTT is less than 2*RTT min and the reduction factor becomes larger than 1/2. That is why TCPW-RE improves efficiency over TCPReno when random packet loss rate is not so high [4] .
If the buffer capacity is smaller than the pipe size; however, TCPW-RE can be more aggressive than TCP-Reno and degrade the throughputs of TCP-Reno flows. This is because RTT can never grow up to 2*RTT min due to the small buffer size and thus the reduction factor is always more than 1/2. Therefore, while TCP-Reno halves congestion window, TCPW-BBE cuts congestion window less and keeps larger congestion window size. Contrarily, if the buffer capacity is more than the pipe size, the reduction factor is always less than 1/2 upon congestion losses and TCPW-RE flows are "too friendly" to TCP-Reno flows, and would not obtain an appropriate share of the bandwidth.
C. TCPW-ABSE and its Friendliness Issue
The latest version of TCPW is TCPW-ABSE (Adaptive Bandwidth Share Estimation), which dynamically adjusts ERE based on network congestion level [5] . When the network is not congested, i.e., the current RTT is close to RTT min , the ERE is set close to the capacity estimation of the bottleneck link. Such aggressive estimates of ERE is called BE (Bandwidth Estimation). Therefore, TCPW-ABSE is more efficient than TCPW-RE under heavy packet losses due to link errors. As the congestion level increases and the RTT increases, a smaller ERE is chosen. When the RTT become close to or more than 2*RTT min , ERE converges to RE.
In TCPW-ABSE, the window size after the loss can be expressed as:
The first two terms of the equation are equal to the window reduction of TCPW-RE. We call the last term ERE/RE "boost factor". TCPW-ABSE can be friendly to TCP-Reno when the network is congested and ERE is close to RE.
If the buffer capacity is smaller than the pipe size; however, RTT is always less than 2*RTT min and ERE is always more than RE. Therefore, TCPW-ABSE flows result in higher throughput by hurting TCP-Reno flows.
III. TCPW-BBE PROTOCOL
A. Congestion Window Reduction
To improve friendliness to TCP-Reno, TCPW-BBE reduces congestion window according to the cause of a packet loss, i.e. whether the loss is due to congestion or link errors.
A loss is recognized as a congestion loss if RTT is close to RTT max that RTT is expected to take when a packet is lost due to congestion. In TCPW-BBE, instead of assuming that the buffer capacity is equal to the pipe size, in other words assuming that RTT grows till 2*RTT min and hence RTT max is equal to 2*RTT min when a congestion loss occurs, RTT max is dynamically determined based on effective bottleneck buffer capacity estimation. The estimation of RTT max is an important issue in TCPW-BBE, which will be discussed in the following subsection.
TCPW-BBE uses a reduction factor equal to 1/2 and hence behaves link TCP-Reno, whenever a loss is estimated to be a congestion loss. On the other hand, the factor is close to 1 when a loss is estimated to be non-congestion loss so that TCPW-BBE is as efficient as TCPW-RE in random loss environment. As shown Fig. 1 , the factor is scaled so that it decreases to 1/2 when RTT is close to RTT max , and becomes 1 when RTT is close to RTT min . Thus, we set the factor to be as follows: 
RE
B. Congestion Window Boost
To improve efficiency against heavy random packet losses, TCPW-BBE also introduces window "boost" mechanism based on the bottleneck link capacity estimation.
To assure that the "boost" mechanism is used only when the loss is a random loss, we must verify the link is totally underutilized; otherwise the boost can hurt coexisting flows. To this end, we introduce a weighted linear combination of BE and RE where the weight is the likelihood u that the bottleneck link is underutilized. We assume that the link is underutilized (u=1), when RTT is equal to RTT min . In this case, ERE is equal to BE. As the RTT increases, the probability u is exponentially decreased and thus ERE is also exponentially decreased down to RE. Thus, as shown in Fig.2 , we have:
where α is a constant value large enough to ensure that u becomes 0 when RTT is close to RTT max , i.e. D close is D max . Thus, we set α=10.
C. Congestion Window Update Upon Packet Loss
From the equations above, we derive following equation for TCPW-BBE:
D. Buffer Capacity Estimation
RTT max is of the value that RTT is expected to take when a packet is lost due to congestion. RTT max can be as large as measured maximum value of RTT, but in general, it is less than that because there are some cases when congestion losses happen before bottleneck buffer is fully occupied. For example, if the bottleneck router employs an AQM mechanism, congestion losses can happen before RTT reaches its maximum value to indicate early congestion signal. In this case, buffer capacity estimation RTT max should not be the maximum value of RTT measurements to ensure that an "early congestion" indication is correctly recognized as a congestion loss rather than a random loss.
Given that the losses are mainly due to congestion, TCPW-BBE estimates RTT max using a distribution of RTTs measured immediately before packet losses. Here we adopt an exponential average of the RTT measurement as follows:
where RTT j max , RTT j , and β are RTT max , RTT upon j-th packet loss, and exponential smoothing factor, respectively. Here we use β=1/8. A loss is estimated to be a random loss when its associated RTT is smaller than the estimated RTT max . This frequent update of RTT max also helps provides more accurate RTT max in cases where routes or bottleneck links change frequently.
When the bottleneck link is underutilized because of high random packet losses due to errors, RTT measurements are always close to RTT min , and RTT max cannot be properly measured. To address this case as well, we set a lower bound for RTT max . Assuming that no routers have buffers that are smaller than m bytes, we set the bounds as follows:
IV. SIMULATION EXPERIMENTS
A. Simulation Settings
As a base configuration, we consider a dumb-bell topology (1) in which many flows share a single bottleneck link, as shown in Fig.3 . We also consider a more complex topology (2) where multiple bottleneck links are cascaded. As shown in Fig.4 , flows enter the network in different routers and leave the network at the last router (flows 1-3). In addition, reverse flows traversing all the bottleneck links in the reverse direction (flows R) are included to take into account the important effects of such reverse traffic.
The bandwidth of the bottleneck link and access links are 10Mbps and 100Mbps, respectively. The end-to-end round trip propagation delay is assumed to be 74msec in the configuration in Fig.3 ; while in the configuration of Fig.4 , the propagation delay is varied from 44msec to 124msec. The router buffers employ drop-tail or RED. The default value for the buffer capacity is 63 packets, which is equal to the pipe size in Fig.3 with 1500KB packets. We assume that no routers have buffers smaller than 15KB and we set m=15KB. For traffic sources, we use TCP-NewReno, Reno for short, and TCPW-BBE, BBE for short. TCPW-ABSE, ABSE for short, is also used for comparison.
B. Robustness to Buffer Capacity
Friendliness between coexisting two flows is compared for different buffer capacities. In Fig.5 , three sets of simulation results are shown; (1) two Reno flows, (2) one Reno and one ABSE flows, and (3) one Reno and one BBE flows. In this figure, the average throughput of two Reno flows is plotted in a solid line. We can confirm that, as it is well known, efficiency of Reno flows degrades when the pipe size is larger compared to the bottleneck buffer size and the throughput decreases down to 80% of the bottleneck capacity.
By replacing one Reno flow by an ABSE flow, the different flows fairly share the bottleneck capacity when the buffer capacity is equal to the pipe size. If the buffer capacity is larger than the pipe size; however, ABSE is "too friendly" to Reno, getting less bandwidth share than Reno. Otherwise, when the buffer capacity is less than the pipe size, ABSE becomes more aggressive and hurts the Reno flow. If the buffer capacity is too small, about less than 1/4 of the pipe size, the ABSE flow becomes so aggressive that lots of timeouts happen and degrades its own throughput.
When a BBE flow and a Reno flow coexist, they fairly share the bandwidth regardless of the buffer capacity. In this experiment setup of BBE parameters, we assume that routers have at least 10 packets of buffer capacity, thus, BBE obtains slightly more than its fair share only when the buffer size is 8 packets. Figure 6 shows three sets of simulation results with different packet loss rates. In this experiment, the buffer capacity is equal to the pipe size, i.e. 63 packets. Because of this setting, ABSE as well as BBE can fairly share the bandwidth with a Reno flow when the loss rate is quite small.
C. Robustness to Random Packet Losses
By comparing throughputs of Reno flows with different "partners", it is confirmed that both ABSE and BBE have little impact on the throughput of coexisting Reno flows. Namely, a Reno flow coexisting with an ABSE/BBE flow has almost same bandwidth to a Reno flow coexisting with another Reno flow. In addition, when the loss rate is quite high, ABSE/BBE flows can obtain more than fair share of the bandwidth by utilizing the residual capacity left unused by the Reno flows. Although there is a slight tradeoff of efficiency and friendliness between ABSE and BBE (ABSE is more efficient but less friendly than BBE), the impact on coexisting Reno flows is not significant in either case.
In Fig.7 , throughput of a lone Reno, ABSE, or BBE flow is plotted for different loss rates. All kinds of flows can utilize full bottleneck capacity when loss rate is smaller than 0.01%, and none of the flows can utilize the bandwidth when the rate is more than 10%. Between these rates, the Reno flow performs worst. A BBE flow can be almost as efficient as the ABSE flow. At the worst case, the BBE flow can obtain 85% of ABSE throughput, but at the same time, the BBE flow obtains about 50% larger bandwidth than the Reno flow.
D. Evaluations in Complex Network Topology
In Fig.8 and Fig.9 , throughputs of individual flows in network topology (2) 1 of each protocol goes through 3 shared links, and flow 2 and flow 3 goes through 2 and 1 shared links, respectively. There are also one Reno and one BBE flow in the reverse direction to present cross traffic on the ACK return path. In this experiment, RED routers are used and its minimum and maximum thresholds are set 1/6 and 1/2 of the buffer capacity, respectively
In Fig.8 , throughput of each flow is shown for different buffer capacities. Although longer flows get smaller bandwidth as their nature, a Reno flow and a BBE flow on the same path obtain almost the same bandwidth regardless of the buffer capacities. If the buffer capacity is 8 packets, BBE flows lose some of the bandwidth because this buffer capacity violates the assumption of the minimum buffer capacity.
In Fig.9 , throughput of each flow is shown for different loss rates with 63 packets of bottleneck buffer capacity. When the loss rate is small enough to fully utilize the bottleneck capacity, BBE flows and Reno flows on the same path fairly share the bandwidth. As the loss rate increases, throughput of Reno flows decreases and BBE flows obtains larger bandwidth by utilizing the residual bandwidth left unused, which results in improving total utilization. V. CONCLUDING REMARKS In this paper, we presented TCP-Westwood Buffer and Bandwidth Estimation, or TCPW-BBE. The protocol provides an efficient and Reno-friendly transport service, which is robust to buffer capacity variations and to the use of different buffer management policies such as RED or other AQM schemes. By incorporating an effective buffer capacity estimation, TCPW-BBE reacts more appropriately to a packet loss, whether the loss is due to congestion or errors.
We conducted a series of simulation experiments to study the efficiency-friendliness tradeoff of TCPW-BBE. The results show that TCPW-BBE is friendly to coexisting TCPReno flows over a wider range of system parameters, relative to previous TCPW protocols such as TCPW-ABSE while maintaining the efficiency gains of TCPW-ABSE. The system parameters under which TCPW-BBE has been evaluated include buffer capacity, random loss rate, number of flows, complex network topology with reverse traffic, and with/without active queue managements. 
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