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EXTENSIONS OF UNIPOTENT GROUPS, MASSEY PRODUCTS
AND GALOIS THEORY
PIERRE GUILLOT AND JÁN MINÁČ
Abstract. We study the vanishing of four-fold Massey products in mod p Galois
cohomology. First, we describe a sufficient condition, which is simply expressed
by the vanishing of some cup-products, in direct analogy with the work of Guillot,
Mináč and Topaz for p = 2. For local fields with enough roots of unity, we prove
that this sufficient condition is also necessary, and we ask whether this is a general
fact.
We provide a simple splitting variety, that is, a variety which has a rational
point if and only if our sufficient condition is satisfied. It has rational points over
local fields, and so, if it satisfies a local-global principle, then the Massey Vanishing
conjecture holds for number fields with enough roots of unity.
At the heart of the paper is the construction of a finite group U˜5(Fp), which
has U5(Fp) as a quotient. Here Un(Fp) is the group of unipotent n × n-matrices
with entries in the field Fp with p elements; it is classical that Un+1(Fp) is in-
timately related to n-fold Massey products. Although U˜5(Fp) is much larger
than U5(Fp), its definition is very natural, and for our purposes, it is easier to
study.
1. Introduction
In recent years, a lot of papers have been devoted to the investigation of Massey
products in Galois cohomology. Recall that, if Γ is a profinite group, and if x1, x2,
. . ., xn ∈ H1(Γ,Fp), where p is a prime number, the Massey product of these classes
is a certain subset
〈x1, . . . , xn〉 ⊂ H2(Γ,Fp) ,
which may very well be empty. The Massey Vanishing Conjecture (see [MT17c],
[MT16]) essentially states that, when Γ = Gal(F/F ) is the absolute Galois group
of the field F , all the higher Massey products are trivial. More precisely, the claim
is that for all choices of 1-dimensional classes x1, . . ., xn, with n ≥ 3, either their
Massey product is empty, or 0 ∈ 〈x1, . . . , xn〉. In the latter case, one says that
the Massey product vanishes, and so the conjecture asserts that non-empty Massey
products, in Galois cohomology, all vanish.
The present work is a continuation of [GMT], by Guillot, Mináč and Topaz, and
we refer the reader to this paper for more background, historical comments, and
references. Here, let us simply state that the conjecture is known to hold for n = 3
(all fields, all p), for local fields (all n, all p), while [GMT], together with its appendix
by Wittenberg, settled the case n = 4, p = 2, when F is a number field. On top of
the references above, the reader may consult [HW15], [EM], [MT17a].
We propose to examine the case n = 4, p arbitrary, when F is a field containing
a primitive p-th root of unity. Here it is useful to recall the main result of [GMT].
For classes x1, x2, x3, x4 ∈ H1(Gal(F/F ),F2), where F is an arbitrary field of char-
acteristic 6= 2 and F is a separable closure of F , it is proved that 0 ∈ 〈x1, x2, x3, x4〉
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is equivalent to the vanishing of a certain collection of cup-products (just one cup-
product in good cases). A statement with full details, generalized to all p, is given
below (Theorem 1.1). Cup-products are much simpler than higher Massey products,
and this description is surprisingly simple indeed. It allows to prove the Massey
Vanishing Conjecture directly in a number of cases. Crucially, it also allows the de-
scription of a simple splitting variety, that is, a variety which possesses an F -rational
point if and only if 0 ∈ 〈x1, x2, x3, x4〉. The appendix to [GMT] shows that this vari-
ety satisfies a certain local-to-global principle, and thus the result for number fields
is deduced from that for local fields.
Massey products of n classes in mod p cohomology are intimately related to the
group Un+1(Fp) of upper triangular (n + 1) × (n + 1)-matrices with entries in Fp,
with 1’s on the diagonal. (Just how this connection is made will be explained
in the next section.) The arguments in [GMT] thus depend on the structure of
the group U5(F2), and they break for a general prime p. Much of the present
paper is dedicated to the construction of a certain group U˜5(Fp), which for us is
the “right” analog of U5(F2) for p odd. We should point out that U˜5(Fp) embeds
into U2p+1(Fp), and this is a way of seeing that, for p = 2, we have U˜5(F2) = U5(F2).
Explicit matrices are given in U2p+1(Fp), which generate U˜5(Fp); the reader can
have a glance at Proposition 6.5. The arguments of [GMT] can then be adapted
to U˜5(Fp), although the proofs are more delicate.
What is more, by construction the group U5(Fp) is a quotient of U˜5(Fp). As a
result, we have initially a sufficient condition, in terms of cup-products, implying
that 0 ∈ 〈x1, x2, x3, x4〉. Let us be more precise. Let F be a field containing a
primitive p-th root of unity ζp. In this situation there is an isomorphism
H1(Gal(F/F ),Fp) ∼= F×/F×p .
This allows us to speak of the Massey product 〈a, b, c, d〉 when a, b, c, d ∈ F×.
(Also, as is standard, we write cup-products (a, b)F , for a, b ∈ F×.) The condition
0 ∈ 〈a, b, c, d〉 translates into the existence of a Galois extensionK/F with Gal(K/F )
isomorphic to a subgroup of U5(Fp), such that F [ p
√
a, p
√
b, p
√
c, p
√
d] ⊂ K. More pre-
cisely, the extension K/F must be “compatible with a, b, c, d”, a condition we spell
out in the next section. Similarly, when L/F is a Galois extension with Gal(L/F )
identified with a subgroup of U˜5(Fp), we will naturally arrive at a compatibility
condition of L/F with a, b, c, d. When such a compatible L/F exists, we say that
the Massey product of a, b, c, d vanishes in the sense of U˜5(Fp); this implies that the
Massey product vanishes in the usual sense, that is, 0 ∈ 〈a, b, c, d〉. In fact, from
Corollary 6.7 we will deduce the vanishing of a whole collection of k-fold Massey
products, all involving a, b, c, d, for various values of k with 2 ≤ k ≤ 2p.
We will prove the following Theorem (see Theorem 7.5 in the text).
Theorem 1.1. Let F be a field with ζp ∈ F , and let a, b, c, d ∈ F×. For generic
values of a, b, c, d, the following assertions are equivalent.
(1) The Massey product of a, b, c, d vanishes in the sense of U˜5(Fp).
(2) One can find B ∈ F [ p√a] such that NF [ p√a]/F (B) = bf p1 for some f1 ∈ F×,
and C ∈ F [ p√d] such that NF [ p√d]/F (C) = cf p2 for some f2 ∈ F×, with the
property that for any σ ∈ Gal(F [ p√a]/F ) and any τ ∈ Gal(F [ p√d]/F ), we
have
(σ(B), τ(C))F [ p√a, p
√
d] = 0 .
Of course, Theorem 7.5 spells out what “generic values” means. We point out
that we first prove a purely group-theoretical result, Theorem 6.4, which is very
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general. The need to restrict (very mildly) the values of a, b, c, d emerges when we
perform the translation from group theory to Galois theory.
For p = 2, one recognizes Theorem A from [GMT] (and so a good deal of [GMT],
though not all, is contained in the present paper).
Note also that the vanishing of a Massey product “in the sense of G” can be given
a definition for any group G. We explore this in Remark 2.1.
⋆ ⋆ ⋆
Happily, we seem to have more than a sufficient condition. A phenomenon of
automatic Galois realization is taking place. This is the name we give to results
similar to the following, classical ones. When K/F is Galois with Gal(K/F ) ∼= Cp,
and if we are willing to assume that p is odd and that F contains a primitive p2-th
root of unity, then there exists automatically an extension L/F with Gal(L/F ) ∼= Cp2
and K ⊂ L (this is a familiar exercise). In fact it is known, but a little harder to
prove, that the existence of an extension K/F with Gal(K/F ) ∼= Cp (with p odd) is
enough to guarantee the existence of a Galois extension L/F with Gal(L/F ) ∼= Zp,
see [Wha57]; however, this time it is not claimed that K ⊂ L. In the same vein,
when Gal(K/F ) ∼= U3(Fp), there automatically exists L/F with Gal(L/F ) ∼= Cp ≀Cp
(wreath product of Cp with itself): we prove this in Proposition 7.2 (where Cp ≀
Cp is written Fp[U2] ⋊ U2), but the result is well-known, in some form or other
(see [MSS08]). Again, in this second example, it is not claimed that K ⊂ L.
A consequence of our Proposition 8.1 below is this:
Theorem 1.2. Let F be a local field containing a primitive p2-th root of unity.
Let a, b, c, d ∈ F×, satisfying the genericity assumption from Theorem 7.5. Then the
following conditions are equivalent.
(i) 〈a, b, c, d〉 is non-empty.
(ii) 〈a, b, c, d〉 vanishes.
(iii) 〈a, b, c, d〉 vanishes in the sense of U˜5(Fp).
(iv) (a, b)F = (b, c)F = (c, d)F = 0.
Thus we are witnessing an automatic realization of a U˜5(Fp)-extension, given the
existence of a U5(Fp)-extension. Keep in mind that U5(Fp) has order p
10, while
U˜5(Fp) has order p
p2+2p+2.
Here is how to recover this from the contents of the paper. The equivalence of (i)
and (ii) is the Massey Vanishing Conjecture for local fields, while the equivalence
of (iv) and (ii) was known, see [MT17b, Prop. 4.1]. We have already pointed out
that (iii) implies (ii), simply because U5 is an appropriate quotient of U˜5. The point
made here is mostly that (iv) implies (iii); for this, use Proposition 8.1, which shows
that (iv) implies condition (2) from Theorem 1.1 above, and so by that Theorem we
have the present condition (iii) (this is where we need a, b, c, d to be “generic”).
It is a fascinating question to ask whether this extends beyond local fields. One is
allowed to hope, at least, that Theorem 1.2 is also valid for number fields. We justify
this enthusiasm with the work in the last section of this paper, where we produce
a splitting variety for the vanishing of the Massey product of four elements a, b, c, d
in the sense of U˜5(Fp). It generalizes the construction of [GMT], from p = 2 to
general p. The variety is very simple geometrically, and one is tempted to believe
that it should always satisfy a local-to-global principle for the existence of F -rational
points, as it does when p = 2, by the appendix to [GMT]. There are considerable
technical obstacles to overcome, to be sure, in order to prove the validity of such
a principle. Still, we note that Theorem 1.2 would then hold for number fields
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(presumably with some restrictions on a, b, c, d). Also the Massey Vanishing Con-
jecture would be proved for n = 4, p arbitrary, and F a number field containing a
primitive p2-th root of unity.
⋆ ⋆ ⋆
The paper is organized as follows. Section 2 contains various preliminaries about
the groups Un(Fp), explains their relationship with Massey products, and sets up
the notation. The next four sections are group-theoretical in nature: we construct
the group U˜n(Fp), of which Un(Fp) is quotient, whenever n is odd, and we prove a
Theorem about maps from profinite groups into U˜n(Fp). (We mostly care about the
case n = 5, but the general case is no harder, and can be illuminating.) In Section 7,
we proceed to translate the group-theory into the langage of fields and Galois theory,
and this Section culminates with a proof of Theorem 1.1. Local fields are dealt with
in Section 8. The last Section presents the construction of the splitting variety.
Acknowledgements. It is a pleasure to thank Nguyên Duy Tân for stimulating con-
versations, and for his interest, insight and encouragement. We are also grateful
to participants of the BIRS workshop on Nilpotent Fundamental Groups in June
2017 for their interest in our work, in particular M. Florence, E. Matzri, F. Pop, A.
Topaz, K. Wickelgren and O. Wittenberg.
2. Notation & Preliminaries
2.1. Unipotent matrices. We write Un(Fp) for the group of unipotent n × n-
matrices, with entries in the field Fp having p elements, where p is a prime. Recall
that a matrix is “unipotent” when it is upper-triangular, with 1’s on the diagonal.
Very often we will write simply Un instead of Un(Fp). We first collect the most basic
facts about Un, before explaining the relationship between this group and Massey
products in mod p cohomology.
When g ∈ Un, or more generally when g is a matrix, we write gij for the coefficient
on the i-th row, in the j-th column of g.
The centre Z(Un(Fp)) is isomorphic to Fp, and generated by I + g, where I is the
identity matrix, and the only non-zero coefficient of the matrix g is g1n = 1 (that is,
in the top-right corner). We put Un(Fp) := Un(Fp)/Z(Un(Fp)), also denoted simply
by Un.
We write
si : Un(Fp) −→ Fp
for the homomorphism g 7→ gi,i+1, where 1 ≤ i < n. These can be combined into
(s1, . . . , sn−1) : Un(Fp) −→ Fn−1p ,
which factors to give an isomorphism
Un(Fp)/Φ(Un(Fp)) −→ Fn−1p ,
where Φ(Un(Fp)) is the Frattini subgroup of Un. Thus we see that Φ(Un) is com-
prised of those matrices having zero entries on the “near diagonal”.
Next, for 1 ≤ i < n, we put σi = I+g where gi,i+1 = 1 and gij = 0 otherwise. The
elements σ1, . . . , σn−1 are generators for Un, and if we write σi for the image of σi
in Un/φ(Un), then σ1, . . . , σn−1 correspond to the canonical basis of Fn−1p under the
above isomorphism.
If we view si as an element of H
1(Un,Fp), then a crucial remark is the vanishing
of the cup-product
si⌣si+1 = 0 ∈ H2(Un,Fp) ,
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when n ≥ 3 and i < n − 1; also, if we view si as an element of H1(Un,Fp), as we
clearly can, then
si⌣si+1 = 0 ∈ H2(Un,Fp) ,
this time with the restriction n ≥ 4. Indeed, to prove both statements, use the
homomorphism
Un −→ Un −→ U3
which deletes the first i− 1 rows and the n− 2− i rightmost columns; this reduces
the problem to showing
s1⌣s2 = 0 ∈ H2(U3,Fp) .
And indeed, the cohomology class of the extension
0 −→ Fp ∼= Z(U3) −→ U3 −→ Fp × Fp −→ 0
is just s1⌣s2, as a matrix multiplication readily shows. (When p = 2, this is the
familiar statement that the dihedral group of order 8 is described as an extension
of F22 by a central F2, with the cohomology class being a cup-product.)
2.2. Massey products. Now, let Γ be any profinite group. Let χ1, . . . , χn ∈
H1(Γ,Fp) be given, with n ≥ 2. We say that a (continuous) homomorphism φ : Γ→
Un+1(Fp) is compatible with χ1, . . . , χn when si ◦φ = χi for all indices i. The Massey
product of these elements is
〈χ1, . . . , χn〉 := {φ∗(α) : φ compatible with χ1, . . . , χn} ⊂ H2(Γ,Fp) ,
where α ∈ H2(Un+1,Fp) is the cohomology class of the extension
0 −→ Fp ∼= Z(Un+1) −→ Un+1 −→ Un+1 −→ 1 .
The Massey product may very well be empty. When it is not, it is customary to say
that the Massey product is “defined”.
We shall be particulary interested in situations when 0 ∈ 〈χ1, . . . , χn〉, in which
case we say that the Massey products vanishes. (We also write that 〈χ1, . . . , χn〉
vanishes.) This happens precisely when there is a φ : Γ→ Un+1 which is compatible
with χ1, . . . , χn and which can be lifted to a homomorphism Γ → Un+1. Put more
directly, the Massey product of χ1, . . . , χn vanishes if and only if there is a (contin-
uous) homomorphism ψ : Γ→ Un+1 such that si ◦ ψ = χi for all i. Again, such a ψ
is called compatible with χ1, . . . , χn.
As a particular case, note that when n = 2, there is just one homomorphism φ : Γ→
U3(Fp) = Fp × Fp compatible with χ1 and χ2, namely (χ1, χ2). It follows that
〈χ1, χ2〉 = {χ1⌣χ2} .
It should be noted that our definition of Massey products is based on the work of
Dwyer in [Dwy75], and is not always the standard definition given in the literature.
Remark 2.1. It is of course possible to replace Un and Un by other groups, and obtain
new Massey products. Let us briefly give a few details, since what we do in the paper
is related to that idea. Let G be any finite group, and suppose it is equipped with
distinguished cohomology classes s1, · · · , sn ∈ H1(G,Fp) (these will not appear in
the notation). For any profinite group Γ and classes χ1, · · · , χn ∈ H1(Γ,Fp), let us
say that the Massey product of χ1, . . . , χn vanishes in the sense of G when there
exists ψ : Γ→ G with ψ∗(si) = χi (or si ◦ ψ = χi if you prefer). Note that “Dwyer-
Massey products” is perhaps a better name.
Next, suppose A is a central, abelian subgroup ofG, with the property that each si
vanishes on A, and so can be seen as an element of H1(G/A,Fp). Then we put
〈χ1, . . . , χn〉G,A := {φ∗(α) | φ : Γ→ G/A with φ∗(si) = χi} ⊂ H2(Γ, A) ,
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where α ∈ H2(G/A,A) is the class of the extension
0 −→ A −→ G −→ G/A −→ 1 .
We call 〈χ1, . . . , χn〉G,A the Massey product of χ1, . . . , χn with respect to G and A.
This set is non-empty when “the Massey product of χ1, . . . , χn vanishes in the sense
of G/A”; and it contains 0 when “the Massey product of χ1, . . . , χn vanishes in the
sense of G”. When G = Un+1(Fp) and A = Z(G), we recover the usual Massey
products.
As explained in the Introduction, this paper is mostly dedicated to the vanishing
of cohomology classes in the sense of a certain group U˜5, to be constructed. The
vocabulary just described will not be used, however; with this remark we merely
wanted to point out the possible generalizations that can be envisaged.
2.3. Galois theory. Most fields will be assumed to contain a primitive p-th root
of unity ζp, where p is our usual fixed prime. For brevity, we will indicate this by
writing merely “ζp ∈ F ”.
Let F be a separable closure of F . We systematically write GF := Gal(F/F ) for
the absolute Galois group of F . We also write H∗(F,Fp) for H
∗(GF ,Fp). When ζp ∈
F , we have an isomorphism
H1(F,Fp) ∼= F×/F×p .
The homomorphism Gal(F/F ) → Fp corresponding to a ∈ F× will be denoted
by χa. We also write
〈a1, . . . , an〉 := 〈χa1 , . . . , χan〉 ⊂ H2(F,Fp) ,
and call this set the Massey product of a1, . . . , an ∈ F×. Accordingly, this Massey
product can be said to be “defined” (= non-empty), or to vanish, as the case
may be. A homomorphism GF → Un+1(Fp) (or Un+1) will be said to be com-
patible with a1, . . . , an when it is compatible with χa1 , . . . , χan . For convenience,
when K/F is a Galois extension with Gal(K/F ) explicitly identified with a sub-
group of either Un+1(Fp) or Un+1(Fp), we will also speak of K/F being compatible
with a1, . . . , an, in the obvious sense.
Also note that we write
(a, b)F := χa⌣χb ,
as is classical (we often abbreviate to (a, b)). Thus, when 〈a1, . . . , an〉 is defined,
with n ≥ 3, we have (ai, ai+1) = 0.
To be a little more concrete, suppose that Gal(K/F ) ⊂ Un+1 (or Un+1) and
that K/F is compatible with a1, . . . , an. The kernel of χai corresponds to the field
F [ p
√
ai], in the Galois correspondence. The “compatibility” of K/F implies then
that F [ p
√
ai] ⊂ K, and so F [ p
√
a1, . . . ,
p
√
an] ⊂ K. If Gal(K/F ) is all of Un+1, whose
Frattini quotient we have described, we see that F [ p
√
a1, . . . ,
p
√
an] is the largest
p-Kummer extension of F contained in K.
The Massey vanishing conjecture stipulates that, for any prime p and for any
field F with ζp ∈ F , and any a1, . . . , an ∈ F×, with n ≥ 3, the Massey prod-
uct 〈a1, . . . , an〉 vanishes whenever it is non-empty. (The conjecture in fact extends,
in the obvious fashion, to Massey products in fields which do not necessarily contain
enough p-th roots of unity, but we prefer to speak of Massey products of elements
of F×.)
2.4. A lemma from representation theory. We frequently use the following
classical Lemma:
Lemma 2.2. Let G be a p-group, and let V be an Fp[G]-module, where p is a prime.
Suppose v ∈ V satisfies ∑g∈G g · v 6= 0. Then the Fp[G]-module spanned by v is free.
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Sketch. Recall that any non-zero Fp[G]-module contains a non-zero vector which
is fixed by G, whenever G is a p-group. This follows from the Sylow Theorems,
as GLn(Fp) admits, as p-Sylow subgroup, the group Un(Fp) described above; its
elements fix the first vector in the canonical basis of Fnp .
Next, apply this to the kernel of π : Fp[G] → V , mapping 1 to v; since ∑g∈G g 6∈
ker(π), we see that ker(π) = {0}. 
3. The module Sn
For convenience, we include an overview of the next four sections. We start with
the description of a certain subgroup Sn of Un = Un(Fp) (with p fixed throughout).
When n = 2m+ 1, we have an exact sequence
(†) 0 −→ Sn −→ Un −→ Um+1 ×Um+1 −→ 1 ,
which we wish to understand. We describe Sn as the tensor product Vm ⊗ V ∗m
where Vm is a certain Um+1-module. In Section 4, we describe Um+1 as a semidirect
product, in two different ways, which affords two 1-cocycles φ1 ∈ H1(Um+1, Vm)
and φ2 ∈ H1(Um+1, V ∗m). In Section 5, we show that the cup-product φ1⌣φ2 is none
other than the class of the extension (†). In a sense, the problem at hand has moved
down from H2 to H1, which is much easier to deal with.
In Section 6, we use some lifts φ˜1 and φ˜2 of φ1 and φ2 respectively, to some
extension groups of Um written U
(i)
m for i = 1, 2. We use these to form the product
φ˜1⌣φ˜2, which defines an extension of U
(1)
m ×U(2)m , called U˜n. The construction is so
arranged that maps Γ → U˜n, where Γ is any profinite group, are extremely simple
to understand. (More precisely, a certain lifting problem comes completely under
control.) This is Theorem 6.4, the culmination of the “group-theoretic part” of the
paper.
It is helpful to keep in mind that we mostly care about the case n = 5, throughout
the paper. However, we include the general n = 2m + 1 case (and even some
information about n = 2m) because it is no harder (and in fact, clearer). There is
nothing special about the number 5 at this point, and it would be misleading to give
this impression. One thing we only prove for n = 5, however, is Proposition 6.5,
which provides an alternative description of U˜5(Fp) as a group of matrices.
Let n ≥ 2 be given, and let m be defined by n = 2m if n is even, and n = 2m+1
otherwise. Of paramount importance to us is the subgroup Sn ⊂ Un, where the
letter “S” is for “square”, comprised of the elements whose non-zero entries are in
the m×m-corner on the top-right (and on the diagonal), that is
S2m := {g ∈ U2m(Fp) : gij = 0 for i < j ≤ m or m ≤ i < j} ,
while
S2m+1 := {g ∈ U2m+1(Fp) : gij = 0 for i < j ≤ m+ 1 or m+ 1 ≤ i < j} .
For example, the elements of S5 have the shape
1 0 0 ∗ ∗
0 1 0 ∗ ∗
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
 .
We will think of the elements of Un as linear transformations of Vn := F
n
p , the latter
being identified with the space of column matrices (the action being on the left); in
fact we identify, once and for all, the matrices of size n×n with the endomorphisms
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of Vn. We will sometimes call Vn the natural Un-module. We write e1, . . ., en for
the canonical basis of Vn, and we put
Un = 〈e1, . . . , em〉 , Wn = 〈en−m+1, en−m+2, . . . , en〉 .
When n = 2m, we have thus
Vn = Un ⊕Wn ,
while in the case n = 2m+ 1 we have
Vn = Un ⊕ 〈em+1〉 ⊕Wn .
In this situation, we put U+n = Un ⊕ 〈em+1〉 and W+n = Wn ⊕ 〈em+1〉, so that Vn =
U+n ⊕Wn = Un ⊕W+n , and U+n ∩W+n = 〈em+1〉).
In order to have a uniform notation for all n, we decide to put U+n = Un when n =
2m, and also W+n = Wn.
We can now describe Sn as:
Sn = {g = 1 + h : h(U+n ) = 0 , h(Wn) ⊂ Un} .
Here it is understood that 1 is the identity of Vn, and h is a linear map Vn → Vn.
Note that, if 1 + h1 and 1 + h2 are elements of Sn, then h1h2 = 0, and so
(1 + h1)(1 + h2) = 1 + h1 + h2 .
We have proved:
Lemma 3.1. The group Sn is isomorphic to Hom(Wm, Um), via 1 + h 7→ h. In
particular, it is an elementary abelian p-group. 
The subgroup Sn is normal in Un: indeed g(1+h)g
−1 = 1+ghg−1, and for g ∈ Un,
the spaces Un and U
+
n are preserved by g, showing that ghg
−1 satisfies the same
conditions as h does. Since Sn is abelian, the conjugation action factors throughG :=
Un(Fp)/Sn, and we wish to describe it.
When n = 2m, we have G ∼= Um × Um, clearly, and we write G = G1 × G2
accordingly. In this case, the group Un is in fact a semi-direct product: Un = Sn⋊G,
where we use the section G ∼= Um×Um → Un which fills the top-right m×m-corner
with 0’s. Thus, we can immediately see the elements of G1 as linear maps of Um, and
the elements of G2 as linear maps of Wm. Alternatively, this amounts to identifying
the natural module Vm, on which Um certainly acts, with Um or Wm, using our
canonical bases.
When n = 2m+ 1, things are a little more delicate. We have G ∼= Um+1 ×Um+1,
allowing us to write G = G1 ×G2 again, but the extension
0 −→ Sn −→ Un(Fp) −→ Um+1 ×Um+1 −→ 1 ,
to which this paper is mostly devoted, is not split. For our initial purposes however,
this is not a real problem. We do have a section G1 ∼= Um+1 → Un which copies
the given (m+1)× (m+ 1) matrix in the top-left corner, and uses entries from the
identity matrix otherwise. Likewise, we have a section G2 ∼= Um+1 → Un, sticking
the matrix in the bottom-right corner. This allows us to see the elements of G1 as
linear transformations of U+n , and those of G2 as linear transformations of W
+
n .
To get rid of the “+”, we use the following remarks, on which we will expand
below. We consider the map
π = πm : Um+1 −→ Um
which deletes the rightmost column and the bottom row. Likewise, consider the
homomorphism
π′ = π′m : Um+1 −→ Um
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which deletes the top row and the leftmost column. We combine them into a map
(π, π′) : Um+1 × Um+1 −→ Um × Um .
In turn, there is an obvious section Um ×Um → U2m+1. So, via the map (π, π′), we
can see the elements of G1 acting on Um, and those of G2 acting on Wm – exactly
as in the n = 2m case.
We prove now that the action is “the obvious one”:
Proposition 3.2. The action of G ∼= G1×G2 on Sn ∼= Hom(Wm, Um) by conjugation
is the natural one. In more details, suppose n = 2m first. Then (g1, g2) ∈ G1×G2 ∼=
Um × Um acts on h ∈ Hom(Wm, Um) by
(g1, g2) · h(w) = g1 · h(g−12 · w) .
If we suppose that n = 2m + 1, then (g1, g2) ∈ G1 × G2 ∼= Um+1 × Um+1 acts
on h ∈ Hom(Wm, Um) by
(g1, g2) · h(w) = π(g1) · h(π′(g2)−1 · w) .
In other words, the module Sn is isomorphic to Vm⊗V ∗m, with its natural Um×Um-
action, pulled back to Um+1 × Um+1 via (π, π′) in case n = 2m+ 1.
Proof. We give the argument in the case n = 2m + 1, which is more important
and (slightly) more difficult. Suppose f = 1 + h ∈ Sn. Consider first the action
of (g, 1) ∈ G1×G2. We write also g for the lift in Un described above (using g ∈ Um+1
in the top-left corner, and entries from the identity otherwise). We have (g, 1) · f =
gfg−1 = 1 + ghg−1.
Since g−1 is the identity on Wn, we have for w ∈ Wn:
ghg−1(w) = g(h(w)) .
However, h(w) ∈ Um by definition of Sn, so g(h(w)) = π(g) ·h(w). When we use the
isomorphism Sn ∼= Hom(Wn, Un), which maps f = 1 + h to h, the action of (g, 1) is
thus as the proposition predicts.
Now we consider the action of (1, g), and again the letter g will denote simul-
taneously an element of Um+1 and a lift in Un, this time using the original en-
tries in the bottom-right corner. Again the action of (1, g) on f = 1 + h is given
by gfg−1 = 1 + ghg−1. If w ∈Wn we certainly have
ghg−1(w) = hg−1(w) ,
since h takes its values in Un, and g is the identity there. On the other hand, we
have g−1(w) ∈ W+n . However, it is assumed that h is 0 on all of U+n , so on U+n ∩W+n =
〈em+1〉, so h(g−1(w)) only depends on the image of g−1(w) under the projection
W+n −→Wn
with kernel 〈em+1〉. Thus h(g−1(w)) = h(π′(g)−1 · w). The action is as promised.
The last statement follows by identifying Um ∼= Wm ∼= Vm using the canonical
bases at our disposal, and appealing to the well-known isomorphism Hom(Vm, Vm) ∼=
Vm ⊗ V ∗m, where V ∗m = Hom(Vm,Fp). 
Corollary 3.3. The centralizer of Sn in Un(Fp) is
C(Sn) = {1 + h : h(Un) = 0 , h(Wn) ⊂ U+n } .
So when n is even, we have C(Sn) = Sn, and when n is odd, the non-zero entries
of the elements of C(Sn) are in the top-right (m+ 1)× (m+ 1)-corner (and on the
diagonal).
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For example when n = 5, the elements of C(S5) have the shape
1 0 ∗ ∗ ∗
0 1 ∗ ∗ ∗
0 0 1 ∗ ∗
0 0 0 1 0
0 0 0 0 1
 .
Proof. The action of Um × Um on Vm ⊗ V ∗m is clearly faithful, and the case n = 2m
follows from this (and the proposition). When n = 2m + 1, the kernel of the
action of G1 × G2 ∼= Um+1 × Um+1 on Vm ⊗ V ∗m is, this time, ker(π, π′). In fact,
if N = ker(π) and N ′ = ker(π′), then ker(π, π′) = N1 × N ′2, in obvious notation.
The inverse image of ker(π, π′) under the quotient map Un −→ Un/Sn is C(Sn), and
this gives the corollary. 
4. Some 1-cocycles
We have introduced the projection
π : Um+1 −→ Um .
We put N = ker(π), which consists of those elements of Um+1(Fp) whose non-zero
coefficients are in the last column (and on the diagonal). For m = 2 (still thinking
of n = 2m+ 1 = 5) these are the elements of the form 1 0 ∗0 1 ∗
0 0 1
 .
Lemma 4.1. (1) N is elementary abelian, of order pm. More precisely, the map
N → Vm, mapping an element of N to its last column with the last entry
deleted, is a linear isomorphism.
(2) The group Um+1 is a semi-direct product: Um+1 = N ⋊ Um. The sec-
tion Um → Um+1 inserts the matrix in the top-left corner.
(3) The action of Um on N by conjugation agrees with the natural action of Um
on Vm, when we identify the vector spaces N and Vm as in (1).
Proof. Easy. 
Let us view Vm ∼= N as a Um+1-module (using π, or equivalently using the con-
jugation action on N ⊂ Um+1). What we have gained here is a 1-cocycle for Um+1,
with values in N , in virtue of the well-known:
Lemma 4.2. Let G be a finite group which is a semi-direct product G = N ⋊ H,
where N is abelian. Any element g ∈ G may thus be written uniquely g = nghg
with ng ∈ N , hg ∈ H. The map φ : G→ N defined by φ(g) = ng is then a 1-cocycle,
that is, it satisfies
φ(g1g2) = φ(g1) + g1 · φ(g2) ,
where the action employed is the conjugation.
Moreover, the restriction of φ to N is the identity, and the restriction of φ to H
is trivial.
In our case, with G = U3, we have 1 0 x0 1 y
0 0 1

 1 a 00 1 0
0 0 1
 =
 1 a x0 1 y
0 0 1
 ,
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so that
φ
 1 a x0 1 y
0 0 1
 = ( x
y
)
∈ V2 ∼= N .
In general, the lemma gives the 1-cocycle φ ∈ H1(Um+1, Vm), which maps an element
of Um+1 its last column, with the last entry deleted.
We proceed to analyse similarly the group N ′ = ker(π′); for m = 3 this is the
group of matrices of the form  1 ∗ ∗0 1 0
0 0 1
 .
Initially, the situation is merely dual to the previous one. Recall that we write Vm
for the vector space Fmp of column-matrices; we will now write V
∗
m for the space of
row-matrices (of dimension m over Fp).
Lemma 4.3. (1) N ′ is elementary abelian, of order pm. More precisely, the
map N ′ → V ∗m, mapping an element of N ′ to its first row with the first entry
deleted, is a linear isomorphism.
(2) The group Um+1 is a semi-direct product: Um+1 = N
′ ⋊ Um. The sec-
tion Um → Um+1 inserts the matrix in the bottom-right corner.
(3) The action of Um on N
′ by conjugation agrees with the natural action of Um
on V ∗m, when we identify the vector spaces N
′ and V ∗m as in (1).
Now, we can decide to apply Lemma 4.2, but the resulting cocycle will have a
more complicated explicit form. This is illustrated with m = 3 by the following
computation:  1 0 00 1 a
0 0 1

 1 x y0 1 0
0 0 1
 =
 1 x y0 1 a
0 0 1
 .
This shows that an element g ∈ U3 can be very simply decomposed as g = hn
with n ∈ N ′ and h ∈ U2; note how this is reversed. From this of course we may
write g = hnh−1h = (h·n)h, so the cocycle produced by Lemma 4.2 is g 7→ h·n = g·n,
resulting in a formula which is a little less pleasant than that for φ. In general, we
have the following lemma, which is not as well-known as Lemma 4.2, but whose
proof is just as straightforward.
Lemma 4.4. Let G be a finite group which is a semi-direct product G = N ⋊ H,
where N is abelian. Any element g ∈ G may thus be written uniquely g = hgng
with ng ∈ N , hg ∈ H. The map ψ : G→ N defined by φ(g) = ng satisfies
ψ(g1g2) = g
−1
2 ψ(g1) + ψ(g2) ,
where the action employed is the conjugation. The map g 7→ g · ψ(g) is a 1-cocycle,
and indeed it is that produced by Lemma 4.2. Also, gψ(g) = −ψ(g−1) for all g ∈ G.
Moreover, the restriction of ψ to N is the identity, and the restriction of ψ to H
is trivial.
In our situation, we obtain ψ : Um+1 → V ∗m, which maps an element of Um to its
first row, with the first entry deleted; the map g 7→ g · ψ(g) is a 1-cocycle.
We point out that φ and ψ play exactly symmetrical roles, but the definition
of “1-cocycle” is not correspondingly symmetrical. One could use “homogeneous
cocycles” instead, to regain the symmetry, but the expressions would again be more
complicated.
We now define 1-cocycles for Um+1 × Um+1 by “inflating” using the projections,
namely we define φ1(g1, g2) = φ(g1), and φ2(g1, g2) = g2ψ(g2), so that φ1 ∈ H1(Um+1×
Um+1, Vm) and φ2 ∈ H1(Um+1 × Um+1, V ∗m).
12 PIERRE GUILLOT AND JÁN MINÁČ
From Proposition 3.2, it makes sense to talk about the cup-product
φ1⌣φ2 ∈ H2(Um+1 ×Um+1, Sn) ,
and this is the object of the next section.
5. The cup-product
Theorem 5.1. Let n = 2m+ 1. The cohomology class of the extension
0 −−−→ Sn −−−→ Un(Fp) −−−→ Um+1(Fp)× Um+1(Fp) −−−→ 1
is φ1 ⌣ φ2 ∈ H2(Um+1 × Um+1, Sn), where φ1 and φ2 were introduced in the last
section.
This section is entirely devoted to the (largely computational) proof. We use the
notation G = Um+1 × Um+1, writing G = G1 × G2, and we start by defining a
set-theoretic section s : G→ Un. Suppose
g1 =
(
h1 C
0 1
)
and g2 =
(
1 R
0 h2
)
are elements of Um+1, where h1, h2 ∈ Um, and C is a column, while R is a row. We
point out that h1 = π(g1), C = φ(g1), h2 = π
′(g2) and R = ψ(g2), in the notation
introduced previously.
Then we put
s(g1, g2) =
 h1 C 00 1 R
0 0 h2
 .
We observe a useful property at once. Suppose that g′1, g
′
2, h
′
1, h
′
2, C
′, R′ are similar
elements, related as above, and that X, Y are arbitrary m×m-matrices, then
(*)
 h1 C X0 1 R
0 0 h2

 h
′
1 C
′ Y
0 1 R′
0 0 h′2
 = ( g1g′1 h1Y + CR′ +Xh′2
0 g2g
′
2
)
.
Here we are cheating with the notation a little: on the right-hand-side, this is not
really a block-matrix notation, since g1g
′
1 and g2g
′
2 are in fact overlapping. Since
they are both elements of Um+1, the bottom-right entry of g1g
′
1 is a 1, as is the
top-left entry of g2g
′
2, so the overlap makes sense.
We have a bijection of sets Sn×G→ Un defined by (m, g) 7→ ms(g). The inverse
bijection will be written σ 7→ (σS , σG). If q : Un → G is the quotient map, we have
of course σG = q(σ), while σS = σs(q(σ))
−1. Here it seems more intuitive to write σ0
for s(q(σ)), because for
σ =
 h1 C X0 1 R
0 0 h2
 , we have σ0 =
 h1 C 00 1 R
0 0 h2
 .
In this notation, we have σS = σσ
−1
0 .
The multiplication of Un, transported to Sn ×G via our bijection, is of the form
(m, g)(m′, g′) = (m+ g ·m′ + c(g, g′), gg′) ,
using an additive notation on Sn here. The cocycle c is what we are after, and
for m = m′ = 0 we find, as usual, that
c(g, g′) = [s(g)s(g′)]S ,
so in the end
c(g, g′) = [s(g)s(g′)] [s(g)s(g′)]−10 .
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Now we use (*) repeatedly, firstly to obtain, with g = (g1, g2), g
′ = (g′1, g
′
2) and
all other notation as above:
s(g)s(g′) =
(
g1g
′
1 CR
′
0 g2g
′
2
)
, so [s(g)s(g′)]0 =
(
g1g
′
1 0
0 g2g
′
2
)
.
We look for [s(g)s(g′)]−10 in the form(
(g1g
′
1)
−1 Y
0 (g2g
′
2)
−1
)
;
indeed, from (*) again, we see that, in order to have [s(g)s(g′)]0[s(g)s(g′)]
−1
0 = 1 we
only need to have
(**) π(g1g
′
1)Y + φ(g1g
′
1)ψ[(g2g
′
2)
−1] = 0 ,
which has a unique solution Y since π(g1g
′
1) is invertible. Finally, we compute the
product [s(g)s(g′)][s(g)s(g′)]−10 using (*) one last time; the result is a matrix in Sn,
and in the top-right corner we find
π(g1g
′
1)Y + φ(g1g
′
1)ψ[(g2g
′
2)
−1] + CR′π′(g2g′2)
−1 = CR′π′(g2g′2)
−1 ,
taking (**) into account.
So our final result is
c(g, g′) = CR′π′(g2g′2)
−1 = φ(g1)ψ(g′2)π
′(g2g′2)
−1 ,
which is also, thinking of Sn as Vm ⊗ V ∗m:
c(g, g′) = φ1(g)⊗ (gg′) · ψ(g′2) = φ1(g)⊗ g · φ2(g′) ,
which reads c = φ1⌣φ2, QED.
6. The wreath extensions
Using the work of the preceding sections, we proceed to describe some finite
groups having Un as a quotient. Before we get to that however, we start by defining
groups U
(i)
m+1, for i = 1, 2, having Um+1 as a quotient, where we have fixed n =
2m+ 1. Perhaps surprisingly, these two groups will be defined to be Fp[Um]⋊ Um,
the semidirect product with left multiplication of Um on the group algebra Fp[Um]
as the action. The point is that U
(1)
m+1 and U
(2)
m+1 will be equipped with very different
maps to Um+1, and we will consistently use upperscripts to keep the dichotomy
in mind. Also, we will be interested in the product U
(1)
m+1 × U(2)m+1, and again the
upperscripts will be helpful to discuss the factors. More justification for the notation
is given below. These groups will be called the first and second, respectively, wreath
extensions of Um+1, which makes sense since Fp[Um]⋊ Um can also be described as
a wreath product Cp ≀Um.
So we start with considering the Um-module Vm, which is cyclic, that is, gener-
ated by a single element, for example v = t(0, 0, . . . , 0, 1). We shall consider the
surjective map Fp[Um] → Vm which takes 1 ∈ Fp[Um] to v. With this in mind, we
define f1 : Fp[Um]⋊Um → Vm⋊Um to be the homomorphism that maps 1 ∈ Fp[Um]
to v, and is the identity on Um. Lemma 4.1 allows us to identify Um+1 with Vm⋊Um,
so we view f1 as a map U
(1)
m+1 → Um+1. Thus, we think of U(1)m+1 as “Um+1 with its
rightmost column enlarged to become all of Fp[Um] rather than just Vm”.
The second wreath extension U
(2)
m+1 will be obtained by considering V
∗
m, which is
generated by v∗ = (1, 0, . . . , 0). This time we view Um+1 as V ∗m⋊Um as in Lemma 4.3;
and we look at the map f2 : Fp[Um] ⋊ Um → V ∗m ⋊ Um which extends 1 7→ v∗. We
view it as a map f2 : U
(2)
m+1 → Um+1, and we think of U(2)m+1 as “Um+1 with its first
line enlarged to be all of Fp[Um]”.
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We shall write G˜ := U
(1)
m+1×U(2)m+1, which has a canonical map toG = Um+1×Um+1,
namely f = (f1, f2). Using the homomorphism G˜ → Um defined by (g1, g2) 7→
π(f1(g1)), we can see Fp[Um] as a G˜-module, to be written Fp[Um]
(1). Using (g1, g2) 7→
π′(f2(g2)), we define Fp[Um](2).
The next lemma refers to the 1-cocycles φ1 : G → Vm and φ2 : G → V ∗m defined
previously.
Lemma 6.1. There exists a 1-cocycle φ˜1 : G˜→ Fp[Um](1) which lifts φ1◦f : G˜→ Vm.
Likewise, there exists a 1-cocycle φ˜2 : G˜→ Fp[Um](2) which lifts φ2 ◦ f .
In cohomological language, the map
H1(G˜,Fp[Um]
(1)) −→ H1(G˜, Vm)
induced by 1 7→ v takes [φ˜1] to [f ∗(φ1)], and the map
H1(G˜,Fp[Um]
(2)) −→ H1(G˜, V ∗m)
induced by 1 7→ v∗ takes [φ˜2] to [f ∗(φ2)].
Proof. Simply apply Lemma 4.2 to Fp[Um]⋊Um, and inflate the resulting 1-cocycle
to G˜ using either projection. 
Let us write simply Fp[Um×Um] for the tensor product Fp[Um](1) ⊗ Fp[Um](2), as
a G˜-module. The Lemma implies that the cup-product φ˜1 ⌣ φ˜2 ∈ H2(G˜,Fp[Um ×
Um]) maps to f
∗(φ1⌣φ2) ∈ H2(G˜, Vm ⊗ V ∗m), under the natural map on the level of
coefficients.
Now, let us consider the extension of G˜ defined by f ∗(φ1⌣φ2); this has the form
0 −→ Sn −→ U(1,2)n −→ G˜ −→ 1 ,
where U(1,2)n is the pull-back of Un along f .
Similarly, we use φ˜1⌣φ˜2 to define the extension
0 −→ Fp[Um × Um] −→ U˜n −→ G˜ −→ 1 ,
which finally provides our definition of U˜n. To summarize, there is a commutative
diagram
Fp[Um ×Um] 1⊗17→v⊗v
∗−−−−−−→ Vm ⊗ V ∗m =−−−→ Vm ⊗ V ∗my y y
U˜n −−−→ U(1,2)n −−−→ Uny y y
G˜
=−−−→ G˜ f−−−→ G ,
and the square on the bottom right is a pullback diagram. All the arrows are
surjective.
The extension defining U˜n will be easy to study, for the following reason. Recall
the subgroups N = ker(π) and N ′ = ker(π′), in Um+1; recall also that N1 × N ′2 ⊂
G1×G2 = Um+1×Um+1 is the kernel of the action of G on Vm⊗ V ∗m. Perhaps more
important to us is that G/N1 ×N ′2 = Um × Um. From this it follows readily that:
Lemma 6.2. Let N˜ = f−1(N1×N ′2) ⊂ G˜. Then G˜/N˜ = Um×Um, and as a result,
the module Fp[Um ×Um] is induced from the trivial module of N˜ . In symbols
Fp[Um ×Um] = IndG˜N˜(Fp) . 
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Remark 6.3. By contrast, the G-module Vm ⊗ V ∗m is not induced – this is the chief
reason for prefering to work with G˜ and the corresponding extension. Indeed, the
starting point of our work was to find a suitable extension of Un(Fp), fitting in an
exact sequence, whose kernel is an induced module. This allows the use of Shapiro’s
Lemma, as in the next Theorem. In [GMT], Shapiro’s Lemma played a pivotal role.
In the following statement, we use the decomposition N˜ = N˜1 × N˜ ′2 where N˜1 =
f−11 (N1) ∼= Fp[Um] ⊂ U(1)m+1 and N˜ ′2 = f−12 (N ′2) ∼= Fp[Um] ⊂ U(2)m+1.
Theorem 6.4. Let Γ be a profinite group, and let γ : Γ → G˜ be a continuous ho-
momorphism. Let Λ = γ−1(N˜), and let λ : Λ→ N˜ be the restriction of γ. Then the
following statements are equivalent.
(1) γ can be lifted to a continuous homomorphism Γ→ U˜n.
(2) The subspaces λ∗(H1(N˜1,Fp)) and λ∗(H
1(N˜ ′2,Fp)) are orthogonal for the cup-
product. In more details, for any x ∈ H1(N˜1,Fp) and any y ∈ H1(N˜ ′2,Fp),
which we may see both as elements of H1(N˜ ,Fp), we have
λ∗(x)⌣λ∗(y) = 0 ∈ H2(Λ,Fp) .
Proof. Let use write ω = φ˜1⌣φ˜2, the cohomology class defining U˜n. Then it is clear
that (1) is equivalent to γ∗(ω) = 0 ∈ H2(Γ,Fp[Um × Um]).
By the last Lemma, the module Fp[Um×Um] is free as a G˜/N˜ -module. Therefore,
it is also free as a module over the subgroup Γ/Λ ⊂ G˜/N˜ . As a result, it is of the
form IndΓΛ(F
d
p) for some d ≥ 1. By Shapiro’s Lemma, the restriction map
H2(Γ,Fp[Um ×Um]) −→ H2(Λ,Fp[Um ×Um])
is injective. Condition (1) is thus equivalent to λ∗(ω|
N˜
) = 0, where ω|
N˜
is the
restriction of ω to N˜ .
Now, after we restrict to N˜ , things become surprisingly simple. All the modules
considered are trivial. In fact, let E = Fkp where k = |Um|. Then we can identify E
with each of N˜1, N˜
′
2, and Fp[Um]
(i) for i = 1, 2 (that is, in each case we have a
canonical basis). The cocycle φ˜i, once restricted, is now the identity of E, for i = 1, 2
(this is part of Lemma 4.2). The class ω|
N˜
is merely p1⌣p2 ∈ H2(E × E,E ⊗ E),
where p1 and p2 are the first and second projection, respectively, from E ×E to E.
If ε1, . . . , εk is any basis of E
∗ = H1(E,Fp), then we can also write (with a mild
abuse of notation)
ω|
N˜
=
∑
i,j
εi⌣εj ∈
⊕
i,j
H2(E × E,Fp) .
The cohomology group H2(Λ, E⊗E) likewise splits as a direct sum of copies of H2(Λ,Fp),
and it is now clear that λ∗(ω|
N˜
) = 0 is equivalent to (2). 
To conclude the group-theoretic considerations, here is a more concrete description
of the group U˜5(Fp).
Proposition 6.5. The subgroup of U2p+1(Fp) generated by the four elements
σ′1 :=
(
J 0
0 1
)
, σ′2 := σp , σ
′
3 := σp+1 , σ
′
4 :=
(
1 0
0 J
)
,
where J is a Jordan block of size p, is isomorphic to U˜5(Fp).
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For p = 3 for example, the generators are
σ′1 =

1 1 0 0 0 0 0
0 1 1 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1

, σ′2 =

1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 1 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1

,
σ′3 =

1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 1 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1

, σ′4 =

1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 1 0
0 0 0 0 0 1 1
0 0 0 0 0 0 1

.
This allows you to enter the matrices in a computer algebra system, such as GAP,
and immediately obtain information about U˜5(Fp) for a concrete value of p. For
a random example, with p = 3, GAP tells us that the successive subgroups in the
lower central series have order 317, 313, 310, 36, 33, 3 and 1 respectively.
On the other hand, for p = 2, this provides the most convincing proof that U˜5(F2) =
U5(F2).
Proof. Let σ = σ1 be the canonical generator for the group U2, which is cyclic
of order p. The action of σ on the group algebra Fp[U2] is given by a Jordan
block such as J , if one works in the basis up−1, up−2, . . . , u, 1, where u = σ − 1.
This provides a map U2 → Up mapping σ to J . We use the specified basis to
identity Fp[U2] with F
p
p = Vp, the natural module for Up, and we extend our map to
a homomorphism U
(1)
3 = Vp ⋊ U2 → Vp ⋊ Up = Up+1, which is the identity on Vp.
It is visibly injective, and its image is generated by the elements obtained from σ′1
and σ′2 as given above, when we keep only their p+ 1 first rows and columns.
The action of σ on the dual V ∗p can likewise be put in Jordan canonical form, and
a similar discussion provides us with a monomorphism U
(2)
3 = V
∗
p ⋊U2 → V ∗p ⋊Up =
Up+1, which is the identity on V
∗
p . Generators for its image can be obtained by
truncating σ′3 and σ
′
4.
Combining the two, we end up with an injective homomorphism
ι : G˜ = U
(1)
3 × U(2)3 −→ Up+1 ×Up+1 .
Of course, we can see Up+1×Up+1 as U2p+1/S2p+1. When we do that, the image of ι
is generated by the images of σ′i for i = 1, 2, 3, 4, under the natural projection.
Let α ∈ H2(Up+1 × Up+1, S2p+1) be the class of the extension
0 −→ S2p+1 −→ U2p+1 −→ Up+1 ×Up+1 −→ 1 .
Our explicit description of α makes it clear that ι∗(α) is the class of
0 −→ S2p+1 −→ U˜5 −→ G˜ −→ 1 .
(Note that S2p+1 = Vp ⊗ V ∗p .) In particular, this describes U˜5 as a fibre product
U˜5 = U2p+1 ×Up+1×Up+1 G˜ .
More precisely however, we see that ι lifts to an embedding κ : U˜5 → U2p+1, whose
image is the full pre-image of Im(ι).
To obtain the statement of the Proposition, it is therefore enough to show that
the four elements σ′i, for i = 1, 2, 3, 4, generate a group containing S2p+1. For this,
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we simply compute the commutator [σ′2, σ
′
3], which is the identity matrix with an
extra 1 in position (p, p+ 2); for p = 3 this is
[σ′2, σ
′
3] =

1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 1 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1

.
Under the isomorphism S2p+1 ∼= Vp⊗V ∗p ∼= Fp[U2]⊗Fp[U2], this is the element 1⊗1.
The result follows. 
Remark 6.6. In the sequel, the maps si defined on Un will be seen as maps on U
(i)
m+1
or on U˜n, when necessary. What is meant is to use the quotient U
(i)
m+1 → Um+1,
or U˜n → Un, and then compose with the maps written si in §2. For example, on
U
(1)
3 = Fp[U2]⋊ U2, the kernel of s1 is Fp[U2].
Also, the group U˜5 having four distinguished elements s1, s2, s3, s4 ∈ H1(U˜5,Fp),
we can now speak of the vanishing of cohomology classes “in the sense of U˜5”, as
promised in the Introduction, and explained in Remark 2.1. Explicitly, let Γ be
a profinite group with classes χ1, χ2, χ3, χ4 ∈ H1(Γ,Fp). We say that the Massey
product of these classes vanishes in the sense of U˜5 when there exists a continu-
ous φ : Γ → U˜5 such that si ◦ φ = χi for i = 1, 2, 3, 4. We also say that φ is
compatible with the χi’s.
We state a corollary with this vocabulary:
Corollary 6.7. Suppose Γ is a profinite group, and that the Massey product of the
classes χi ∈ H1(Γ,Fp), for 1 ≤ i ≤ 4, vanishes in the sense of U˜5. Then the Massey
product
〈χ1, χ1, . . . , χ1, χ2, χ3, χ4, χ4, . . . , χ4〉
also vanishes, where χ1 and χ4 are repeated less than p times.
Proof. Compose φ : Γ → U˜5 with the embedding U˜5 → U2p+1 constructed in the
proof of the last Proposition. This gives the vanishing of
〈χ1, χ1, . . . , χ1, χ2, χ3, χ4, χ4, . . . , χ4〉 ,
where χ1 and χ4 are repeated exactly p−1 times. Then use the maps π : Un → Un−1
or π′ : Un → Un−1 as often as you want. 
7. Translation into Galois theory
We proceed to study some Galois-theoretic situations involving the groups Un,
U
(i)
m+1, or U˜n. All fields will be assumed to contain a primitive p-th root of unity ζp,
where p is our usual fixed prime.
We start with a general situation where we can produce extensions with Galois
group isomorphic to Fp[Un]⋊Un. The Proposition below will be mostly used for n =
2, but the general case is interesting: it is a rare example (perhaps the only one at the
time of writing) of a situation when one can show the vanishing of an n-fold Massey
product, given the vanishing of an (n − 1)-product. Also, the formula showing up
in (3) below does not seem to have appeared elsewhere.
We use freely the language introduced in §2.
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Proposition 7.1. Let K/F be Galois with Gal(K/F ) = Un(Fp), and assume that
K/F is compatible with a1, . . . , an−1 ∈ F×. In particular, 〈a1, . . . , an−1〉 vanishes.
Assume that ζp ∈ F .
Suppose that an ∈ F× is a norm from K, that is an = NK/F (w) for some w ∈ K.
Finally, assume that a1, . . . , an are linearly independent in F
×/F×p.
(1) Let
L = K[ p
√
g(w) : g ∈ Gal(K/F )] .
Then L/F is Galois with Gal(L/F ) ∼= Fp[Un]⋊Un.
(2) Let σ1, . . . , σn−1 be the usual generators of the group Un(Fp). Suppose that
choices of p-th roots p
√
g(w) ∈ L have been made, for each g ∈ Gal(K/F ).
Then there exist lifts σ˜1, . . ., σ˜n−1 ∈ Gal(L/F ) satisfying σ˜i( p
√
g(w)) =
p
√
σig(w) for all g ∈ Gal(K/F ).
(3) Let the extension M/F be the Galois closure of K[ p
√
v]/F , where
v =
∏
g∈Gal(K/F )
g(w)λg ,
and λg ∈ Fp is the top-right coefficient of the matrix g ∈ Un = Gal(K/F ).
Then Gal(M/F ) ∼= Un+1. In fact the homomorphism Gal(L/F )→ Gal(M/F )
can be identified with f1 : Fp[Un] ⋊ Un → Un+1 introduced in the previous
section.
(4) The extension M/F is compatible with a1, . . . , an, and in particular, the
Massey product 〈a1, . . . , an〉 vanishes.
Proof. In this proof we will treat the isomorphism Gal(K/F ) = Un as an equality
(or an identification, if you will), and no particular notation will be used. Also,
we will use equivariant Kummer theory repeatly. Briefly, recall that when ζp ∈ K,
the extensions E/K which are Galois with Gal(E/F ) a p-elementary abelian group
(and with E contained in a fixed algebraic closure of F ) are in bijection with the
finite subgroups of K×/K×p; those E for which E/F is Galois are in bijection with
the Fp[Gal(K/F )]-submodules of K
×/K×p. The bijection is given by A 7→ K[ p√a :
a ∈ A]. Finally, if E corresponds to A, then the subgroup Gal(E/K) of Gal(E/F ),
with the conjugation action, is isomorphic to the dual of A, , as is expressed by the
non-degenerate Kummer pairing
Gal(E/F )× A −→ µn(K)
defined by 〈σ, a〉 = σ( p
√
a)
p
√
a
. Finally, suppose E corresponds to A, let V = Gal(E/K),
and let V ′ ⊂ V be a subgroup, defining the field E ′ such that Gal(E/E′) = V ′.
To find the subgroup A′ of K×/K×p corresponding to E ′, one simply looks at the
homomorphism V → V/V ′ and its transpose (V/V ′)∗ → V ∗ = A; its image is A′.
(This last fact follows from the other ones.)
(1) Equivariant Kummer theory tells us that L/F is Galois, with Gal(L/K) ∼= W ∗,
where W is the Gal(K/F )-module generated by w in K×/K×p. There is an exact
sequence
0 −→W ∗ −→ Gal(L/F ) −→ Gal(K/F ) −→ 1 .
Lemma 2.2 implies thatW , and so alsoW ∗, is free (here we use that an is not a p-th
power in K). As a result of Shapiro’s Lemma, we see that H2(Gal(K/F ),W ∗) = 0,
and we conclude that Gal(L/F ) is a semi-direct product, as (1) claims. This is not
yet explicit, but statement (2), to which we turn, makes up for this.
Let τi ∈ Gal(L/F ) be a lift of σi. The number of such lifts is |Gal(L/K)| = p|G|,
where G = Gal(K/F ). For g ∈ Gal(K/F ), pick a favourite p-th root p
√
g(w) ∈ L.
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It follows that τi(
p
√
g(w)) = ζ igp
p
√
σig(w), where ζp is our primitive root, and ig is an
integer with 0 ≤ ig < p.
Now, on the one hand, τi is determined by the integers ig, and there are p
|G|
choices for these. However, we have pointed out that there are actually p|G| lifts, so
all choices indeed occur. In particular, we can pick a lift τi with ig = 0 for all g.
This proves (2).
Consider now G′, the subgroup of Gal(L/F ) generated by the elements σ˜i. Then
(2) shows that, for τ ∈ G′ and g ∈ G, the value of τ( p
√
g(w)) only depends on the
restriction of τ to K. So if τ ∈ G′∩Gal(L/K), then τ fixes all the elements p
√
g(w),
and so τ is the identity. It follows that G′ maps isomorphically onto G via the
restriction, so we see more explicitly that Gal(L/F ) is a semi-direct product. It is
also useful here to remark that each σ˜i fixes p
√
an, since an is the product of all the
elements g(w).
As a preparation for (3), we introduce more notation. Let φ ∈ Gal(L/K) = W ∗
which, via the Kummer pairing, has 〈φ, w〉 = 1 and 〈φ, g(w)〉 = 0 for g 6= 1, or
in other words, we have φ( p
√
w) = ζp p
√
w and φ( p
√
g(w)) = p
√
g(w) for g 6= 1. The
map Fp[Un] −→ W ∗ mapping 1 to φ is an isomorphism.
Consider then the map of Un-modules θ : W
∗ −→ Fnp mapping φ to t(0, 0, . . . , 0, 1)
(the action on Fnp is the natural one, in fact F
n
p is the “natural module Vn” already
introduced). Call V the kernel, and consider the intermediate field K ⊂ M ⊂ L
corresponding to V (which is a subgroup of Gal(L/K)); that is Gal(L/M) = V , and
Gal(M/F ) = Gal(L/F )/V = (W ∗ ⋊ Un)/V = (W ∗/V )⋊ Un = Fnp ⋊ Un = Un+1 .
We can now prove (3). By Kummer theory, the field M as just defined is M =
K[A] where A is the image of θ∗ : (Fnp )
∗ → W ∗∗ = W . If e1, e2, . . . is the canonical
basis of Fnp , then θ(φ) = en, while (F
n
p )
∗ is generated by e∗1 as a Un-module, so A is
the module spanned by θ∗(e∗1) = e
∗
1 ◦ θ. However, for g ∈ G we have
e∗1 ◦ θ(g · φ) = e∗1(g · en) .
Now g · en is the last column of g, and e∗1(g · en) is the coefficient in the top-right
corner of g, written λg in the Proposition. It follows readily that θ
∗(e∗1), which is
determined by its values on the various g ·φ for g ∈ G, is in fact given by evaluation
at
v =
∑
g
λg g · w ,
as proposed. We have (3), and we turn to (4).
The elements σ˜i ∈ Gal(L/F ) defined above, for 1 ≤ i < n, will be seen as
elements of Gal(M/F ) from now on. By construction, they correspond to the el-
ements σi ∈ Un when Un is seen as a subgroup of Un+1 = Fnp ⋊ Un = Gal(M/F )
(by inserting a column of the identity matrix on the right). On the other hand, we
have the element φ ∈ Gal(L/K) ⊂ Gal(L/F ), which we also see now as an element
of Gal(M/F ). It corresponds to the element normally called σn ∈ Un+1.
The group Un+1 is endowed with the characters si : Un+1 → Fp that we know.
We claim that, when si is viewed as a character of the absolute Galois group GF ,
we have si = χai , the character associated to ai via the isomorphism F
×/F×p ∼=
Hom(GF ,Fp), for 1 ≤ i ≤ n. This implies first that p√an ∈ M , rather than
just p
√
an ∈ L, and the rest of (4) follows.
To prove the claim, we first note that for 1 ≤ i < n, we have si = χai by
assumption, and the point is to extend to i = n. Certainly p
√
an ∈ L, so
χan = c1s1 + · · ·+ cnsn ,
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where the coefficients ci are in Fp. This follows since Gal(L/F ) is generated by n ele-
ments, so its Frattini quotient is Fnp , and Hom(Gal(L/F ),Fp) is generated by s1, . . . , sn.
By (2), we have χan(σ˜i) = 0 for 1 ≤ i < n. It follows that ci = 0 for these i’s,
so χan = cnsn. On the other hand, by evaluating at φ = σn, we find 1 = cn. 
One can prove, conversely, that whenever a Galois extensionM/F with Gal(M/F ) ∼=
Un+1 can be embedded into an Fp[Un]⋊Un-extension, with all the notation as above,
then an is a norm from K, the field corresponding to the quotient Un. We will only
prove this when n = 3; but we do this in all generality, including degenerate cases,
and we provide a lot of details.
The next Proposition gives an overview of the situation, and will be supplemented
below.
Proposition 7.2. Let F be a field with ζp ∈ F , and let a, b ∈ F×. The following
assertions are equivalent.
(1) (a, b)F = 0.
(2) There exists B ∈ F [ p√a] such that NF [ p√a]/F (B) = b.
(3) There exists a continuous homomorphism γ : GF → U3(Fp) such that s1◦γ =
χa and s2 ◦ γ = χb.
(4) There exists a continuous homomorphism γ : GF → U(1)3 = Fp[U2]⋊U2 such
that s1 ◦ γ = χa and s2 ◦ γ = χb.
Proof. The equivalence of (1) and (2) is classical, see [Ser79, Chap. XIV, §2, Prop. 4].
The equivalence of (1) and (3) is obtained by noting that the cohomology class of
the extension
0 −→ Fp −→ U3 −→ Cp × Cp −→ 1
is the cup-product s1 ⌣s2, while (a, b) = χa ⌣χb. The implication (4) =⇒ (3)
is trivial, as U3 is a quotient of U
(1)
3 . However, Proposition 7.3 below gives more
precise information.
It remains to prove that (1), (2), and/or (3) =⇒ (4), and this is done in
Proposition 7.4 below, with extra details. 
Proposition 7.3. With notation as in Proposition 7.2, suppose γ as in (4) is given.
Let K = F [ p
√
a], so that GK = γ
−1(Fp[U2]). Then we may pick an element B ∈ K×
such that NK/F (B) = bf
p for some f ∈ F×, and such that the character χB ∈
H1(K,Fp) is in the image of
γ∗ : H1(Fp[U2],Fp) −→ H1(K,Fp) .
Proof. Let us dispose of an easy case first: if a is a p-th power in F , then K = F ,
we take B = b, so χB = χb = s2 ◦ γ = γ∗(s2). Now suppose that a is not a p-th
power.
The cleanest proof will be obtained by a careful examination of the corestriction
map in group cohomology. Let Γ be a profinite group, and let N be an open
subgroup; the corestriction
Cores = CoresN,Γ : H
1(N,Fp) = Hom(N,Fp) −→ H1(Γ,Fp) = Hom(Γ,Fp)
has the following explicit description. Let α ∈ Hom(N,Fp), then Cores(α) is α′ : Γ→
Fp given by
(*) α′(g) =
∑
t∈T
α(ntg) .
Here we have written Γ as the disjoint union of cosetsNt for t ∈ T ; any element g ∈ Γ
is then written g = ngtg with ng ∈ N and tg ∈ T . When N is normal in Γ, we have
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for n ∈ N the formula α′(n) = ∑t α(tnt−1). If N is assumed to be abelian as well,
for purposes of intuition we note that we have α′(n) = α(N(n)) where
N(n) =
∑
t
t · n
(additive notation on N , the action is conjugation). Another interesting particular
case is when T = {1, σ, . . . , σp−1} for some element σ ∈ Γ; then α′(σ) = α(σp).
As a warm-up, apply this to Γ = U
(1)
3 = Fp[U2] ⋊ U2 and N = Fp[U2] (which is
abelian and normal); take T = U2 = {1, σ, . . . , σp−1} for some element σ satisfy-
ing σp = 1. If α : N → Fp is any linear form taking the value 1 on
N(1) = 1 + σ · 1 + σ2 · 1 + · · ·+ σp−1 · 1 ∈ N ,
then it follows that α′ = CoresN,Γ(α) is none other than s2. For this, it may useful
to notice that s2 : U
(1)
3 → Fp can be described as the composition
U
(1)
3 −→ U(1)3 /Rad(N) = N/Rad(N)× U2 −→ N/Rad(N) ∼= Fp .
Here Rad(N) is the image of σ − 1 on N (which is actually the radical of the Cp-
module N , as in representation theory). Alternatively, an explicit formula for s2 is
given in the next proof. Then we check that s2 and α
′ take the same value on 1 ∈ N
(namely 1), and on σ (namely 0), proving that α′ = s2.
It is only marginally more complicated to deal with Γ = GF and N = GK (which
is normal but not abelian in general), and T = {1, σ˜, . . . , σ˜p−1} for some element σ˜ ∈
GF with γ(σ˜) = σ ∈ U(1)3 (such a σ˜ exists by our assumption on a). Here σ˜p ∈ ker(γ).
Let α˜ = α ◦ γ and α˜′ = CoresGK ,GF (α˜), where α was just discussed.
The expression (*) shows that α˜′ vanishes on ker(γ) (a normal subgroup contained
in N), as does α˜. That α˜′ = s2 ◦ γ is now easily deduced from the previous case.
The rest of the argument is just a translation into Galois-theoretic language,
letting B ∈ K×/K×p be the element such that χB = α˜ = γ∗(α) ∈ H1(K,Fp); its
corestriction is α˜′ = χb ∈ H1(F,Fp). 
This Proposition establishes that (4) =⇒ (2) in Proposition 7.2, for NK/F (Bf−1) =
b (note that, in the case K = F , we have seen that we could take f = 1). Now, we
turn to the proof of (2) =⇒ (4), establishing a little more.
Proposition 7.4. With notation as in Proposition 7.2, suppose there exists B0 with
NF [ p√a]/F (B0) = b. Then we may pick B such that NF [ p√a]/F (B) = b, and such that
the following holds. Let K = F [ p
√
a] and G = Gal(K/F ), and put
L = K[ p
√
g(B) : g ∈ G] .
Then Gal(L/F ) can be identified with a subgroup of Fp[U2] ⋊ U2, yielding the ho-
momorphism γ as in (4), that is, compatible with a and b. Also γ−1(Fp[U2]) = GK,
and the image of the induced map
H1(Fp[U2],Fp) −→ H1(K,Fp) ∼= K×/K×p
is the G-module generated by the class of B.
What is more, suppose we are in one of the following favourable cases:
(i) a and b are linearly independent in F×/F×p;
(ii) a is a p-th power in F ;
(iii) p = 2.
Then we need not alter the given B0, that is, the above is true with B = B0.
Proof. Some notation will be helpful. The group U2 is cyclic of order p, and we let σ
be a generator. The elements of Fp[U2] will be written using their coordinates in the
basis 1, σ · 1, . . . , σp−1 · 1, so that a typical element of Fp[U2] ⋊ U2 is (x1, . . . , xp)σi
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with xk ∈ Fp and i an integer. We have σ(x1, . . . , xp)σ−1 = (xp, x1, x2, . . . , xp−1).
The maps s1, s2 : Fp[U2]⋊ U2 → Fp are given by
s1((x1, . . . , xp)σ
i) = i , s2((x1, . . . , xp)σ
i) = x1 + · · ·+ xp .
Also, a general comment is that the last statement of the Proposition (about the G-
module generated by B) is obvious by construction, from Kummer theory (we merely
wanted to highlight this fact). The arguments, in the various cases to be consid-
ered, will consist in choosing B, describing Gal(L/F ), and embedding this group
within Fp[U2] ⋊ U2. The homomorphism γ will be the (pre-)composition of this
embedding with the natural map GF → Gal(L/F ).
We have essentially already dealt with (i): namely, Proposition 7.1 for n = 2,
with w = B = B0, gives us the result. Case (ii) is also easy. Here K = F and B =
B0 = b, so that L = F [
p
√
B]. We have Gal(L/F ) ∼= Cp (leaving aside the trivial case
when b is also a p-th power in F ), generated by an element τ with τ( p
√
B) = ζp
p
√
B,
or in other words χB(τ) = 1. We see Gal(L/F ) as a subgroup of Fp[U2] ⋊ U2 by
mapping τ to (1, 0, . . . , 0). The compatibility can be verified easily. Finally, case
(iii) is taken care of in [GMT, Prop. 2.3] .
We point out that, as far as Theorem 7.5 below is concerned, we are done – and
after all, this is the main Theorem in the paper. The rest of the (rather long) proof
is here to establish that (2) =⇒ (4) in Proposition 7.2, as promised, in absolutely
all cases. We find the phenomenon of “automatic realization”, which is taking place
here, rather intriguing, so we provide all the details for completeness, even though
this is quite a digression from Massey products.
In the sequel, we are free to pick any B and ignore B0 – its existence will not even
be used. Indeed, outside of case (i) or (iii), the conditions (2) and (4) are both true,
but for rather independent reasons.
The case when b is a p-th power, but not a. Suppose b = Bp with B ∈ F ,
so that b = NK/F (B). Then L = F [ p
√
a, p
√
B]. We have either Gal(L/F ) = Cp
(consider then the subgroup of U
(1)
3 generated by σ) or Gal(L/F ) = Cp × Cp (use
the subgroup generated by σ and (1, 1, . . . , 1)).
The case when a and b are colinear, but non-zero in F×/F×p. We will in fact
write the proof in the case a = b, assuming that a is not a p-th power in F . The
general case generates more notation, but is not fundamentally more complicated.
Recall that we assume that p is odd now. The first remark is that we may (and we
do) take B = p
√
a: indeed
NK/F (
p
√
a) = ζ
p(p−1)
2
p · a = a = b .
We have L = F [ p
√
ζp, p
2√
a]. We will let M = F [ p
√
ζp].
• First subcase: M = F , that is, we suppose first that F already had a prim-
itive p2-th root of unity. Then L/F is cyclic, and its order is also the order
of a in F×/F×p
2
; if it were p (or 1), we would deduce that a is a p-th power
in F , which it is not, by assumption. So Gal(L/F ) ∼= Cp2 . The element
(1, 0, . . . , 0)σ ∈ Fp[U2]⋊U2, where σ is a generator of U2 ∼= Cp, has order p2:
indeed its p-th power is (1, 1, . . . , 1). The claim follows.
• Second subcase: a and ζp are proportional in F×/F×p, so in particular p
√
ζp 6∈
F , and M = K 6= F . In this case L = F [ p2
√
ζp] = F [µp3], and L/F is
cyclotomic, with a cyclic Galois group. We remark that [L : F ] = p2. Indeed,
we have already pointed out that, for any x ∈ F×, we have NF [ p√x]/F ( p
√
x) =
x; as a result, if x is not a p-th power in F , then p
√
x is not a p-th power
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in F [ p
√
x], for we would get a contradiction upon taking norms down to F .
Applied to x = ζp, we see that L 6= K, and that [L : F ] = p2 as claimed.
The group Gal(L/F ) is generated by an element τ with τ(a1/p
2
) = p
√
ζp a
1/p2 ,
so τ( p
√
a) = ζp p
√
a, and thus χa(τ) = 1. We map Gal(L/F ) into Fp[U2]⋊ U2
by τ 7→ τ ′ = (1, 0, . . . , 0)σ. The element τ ′ has order p2, and s1(τ ′) =
s2(τ
′) = 1 as requested.
• Third subcase: ζp and a are linearly independent modulo p-th powers. By
Kummer theory, the element a is not a p-th power in M . It follows that the
order of a in M×/M×p
2
is not p, and so Gal(L/M) is cyclic of order p2. We
have an exact sequence
1 −→ Gal(L/M) = Cp2 −→ Gal(L/F ) −→ Gal(M/F ) = Cp −→ 1 .
The extension F [ p
2√
a]/F is not normal, so Gal(L/F ) is not abelian. Just by
checking which groups of order p3 exist (with p odd), we conclude that we
must have Gal(L/F ) = Cp2 ⋊ Cp, and we note that there is only one such
semidirect product, up to isomorphism.
Let τ1 be an element of order p
2, generating Gal(L/M), and satisfy-
ing τ1(a
1/p2) = ζ1/pp a
1/p2 . In particular τ1(a
1/p) = ζpa
1/p, and χa(τ1) = 1.
We know that there exists an element τ2 of order p in Gal(L/F ), restrict-
ing to a generator of Gal(M/F ). We can arrange to have τ2τ1τ
−1
2 = τ
p+1
1
(replacing τ2 by a power of itself if necessary).
This relation, evaluated on a1/p
2
, allows us to deduce that τ2(ζ
1/p
p ) =
ζ (p+1)/pp , after a straightforward calculation. Then, using this, we let i be
an integer such that τ2(a
1/p2) = ζ i/pp a
1/p2 , and compute that τk2 (a
1/p2) =
ζ imk/pp a
1/p2 where
mk =
(p+ 1)k − 1
p
.
In particular, the integer mp is not divisible by p
2. Since τ2 must have order p
nonetheless, we see that p divides i. As a result, τ2(a
1/p) = ζ ipa
1/p = a1/p.
Thus χa(τ2) = 0.
Consider now the elements g = (1, 0, . . . , 0)σ ∈ Fp[U2] ⋊ U2, and v =
(0, 1, 2, . . . , p − 1) ∈ Fp[U2]. Then σvσ−1v−1 = (1, 1, . . . , 1) and v−1σv =
(2, 1, 1, . . . , 1)σ = gp+1. It follows we have an embedding of Gal(L/F ) into
Fp[U2] ⋊ U2 with τ1 7→ g, τ2 7→ v−1. Here s1(g) = s2(g) = 1 = χa(τ1),
while s1(v
−1) = s2(v−1) = 0 = χa(τ2), so the proof is complete.

We have reached the main Theorem of this paper.
Theorem 7.5. Let F be a field with ζp ∈ F , and let a, b, c, d ∈ F×. Consider the
following assertions.
(1) There exists a Galois extension L/F with Gal(L/F ) identified with a sub-
group of U˜5, which is compatible with a, b, c, d. In other words, there is a
continuous homomorphism
φ : GF −→ U˜5
such that s1 ◦ φ = χa, s2 ◦ φ = χb, s3 ◦ φ = χc, s4 ◦ φ = χd.
(2) One can find B ∈ F [ p√a] such that NF [ p√a]/F (B) = bf p1 for some f1 ∈ F×,
and C ∈ F [ p√d] such that NF [ p√d]/F (C) = cf p2 for some f2 ∈ F×, with the
property that for any σ ∈ Gal(F [ p√a]/F ) and any τ ∈ Gal(F [ p√d]/F ), we
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have
(σ(B), τ(C))F [ p√a, p
√
d] = 0 .
Then (1) =⇒ (2). Moreover, we also have (2) =⇒ (1) when p = 2, or when the
following condition is satisfied: either a and b are linearly independent in F×/F×p,
or a is a p-th power, and likewise with d, c replacing a, b respectively.
Proof. Suppose (1) holds, and let γ : GF → G˜ denote the composition of φ with the
projection U˜5 → G˜. We write γ = γ1 × γ2, recalling that G˜ = U(1)3 × U(2)3 .
Apply Proposition 7.3 to γ1 first. This defines B ∈ F [ p√a], with appropriate norm,
and B is in the image of
γ∗1 : H
1(Fp[U2],Fp) −→ F [ p
√
a]×/F [ p
√
a]×p ∼= H1(F [ p√a],Fp) .
It follows that the same can be said of all the Gal(F [ p
√
a]/F )-conjugates of B. A
similar discussion applies, when c, d, C, γ2 replace b, a, B, γ1 respectively.
Now apply Theorem 6.4 to γ. The existence of the lift φ is condition (1) from this
Theorem, and we draw that the conjugates of B are orthogonal, for the cup-product,
to all the conjugates of C. We have proved (2).
We turn to the converse, and so we assume that (2) holds, and that a, b, c, d
satisfy the assumption of the Theorem (or that p = 2). Apply Proposition 7.4
to a and bf p1 , noting that we are in one of the three favourable cases: the existence
of B shows that we can find a γ1 : GF → U(1)3 compatible with a and bf p1 , which
of course is the same as saying that γ1 is compatible with a and b. Moreover, the
group γ∗1(H
1(Fp[U2],Fp)) is the Gal(F [ p
√
a]/F )-module spanned by B, by the same
Proposition. A similar discussion applies with a, b, B replaced by d, c, C, so we have
the existence of a γ2 : GF → U(2)3 compatible with c, d.
Now Theorem 6.4 applied to γ = γ1 × γ2 shows the existence of a lift GF → U˜5
as in (1). 
We remark that, as B ∈ F [ p√a] and C ∈ F [ p√d] in this statement, condition (2)
could be expressed as
(σ(B), τ(C))E = 0 for all σ, τ ∈ Gal(E/F ) ,
where E = F [ p
√
a, p
√
d]. What is more, when a and d are linearly independent
in F×/F×p, then Gal(E/F ) splits off as a direct product, and the condition simplifies
first to
(ρ(B), ρ(C))E = 0 for all ρ ∈ Gal(E/F )
(take ρ = (σ, τ) for σ ∈ Gal(F [ p√a]/F ) and τ ∈ Gal(F [ p√d]/F )). In turn, since the
group Gal(E/F ) acts on H2(E,Fp), this is really reduced to
(B,C)E = 0 .
Thus in good cases, the vanishing of a four-fold Massey product is controlled by the
vanishing of a single cup-product.
Corollary 7.6. Let a, b, c, d be as in the Theorem, and suppose they satisfy condi-
tion (2). Then the Massey product
〈a, a, . . . , a, b, c, d, d, . . . , d〉 ,
where a and d are repeated less than p times, vanishes.
Proof. Theorem 7.5 and Corollary 6.7. 
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8. Local fields
We proceed to describe a special situation when the (equivalent) conditions of
Theorem 7.5 hold, namely in the case of local fields with enough roots of unity.
More precisely, we establish:
Proposition 8.1. Let p be a prime number, and let F be a local field which contains
a primitive p-th root of unity ζp. Let a, b, c, d ∈ F× satisfy
(a, b)F = (b, c)F = (c, d)F = 0 .
Finally, if [a], [b], [c] and [d] span a 1-dimensional subspace in F×/F×p, and if p > 2,
then we assume further that (a, ζp)F = 0 (this is automatic if F contains the p
2-th
roots of unity).
Then we can find B ∈ F [ p√a] such that NF [ p√a]/F (B) = bf p1 for some f1 ∈ F×,
and C ∈ F [ p√d] such that NF [ p√d]/F (C) = cf p2 for some f2 ∈ F , with the property
that for any σ ∈ Gal(F [ p√a]/F ) and any τ ∈ Gal(F [ p√d]/F ), we have
(σ(B), τ(C))F [ p√a, p
√
d] = 0 .
In other words, condition (2) from Theorem 7.5 is satisfied.
The rest of this section is dedicated to the proof. We shall also give a counter-
example, showing that the hypothesis (a, ζp) = 0 is necessary, in the case we indicate.
Let us recall a very useful observation: whenever E/F is an extension of local
fields, with ζp ∈ F , then the corestriction H2(E,Fp)→ H2(F,Fp) is an isomorphism.
Indeed, this follows from the more precise fact that, if we write InvF for the Hasse
isomorphism of F ,
InvF : H
2(F,Gm) −→ Q/Z ,
then InvF (Cores(x)) = InvE(x) for all x ∈ H2(E,Gm). See for example [Ser79,
Chap. XI, §2, Prop. 1]. (Recall that H2(F,Fp) is the p-torsion in H
2(F,Gm).) To-
gether with Tate duality, these are the only facts we require of a “local field”.
The proof of Proposition 8.1 itself is divided in cases. Common notation, however,
includes E := F [ p
√
a, p
√
d], and σ and τ always denote elements of Gal(E/F ). We
speak of F×/F×p and E×/E×p additively, and write [f ]F for the class of f ∈ F×
in F×/F×p, or [f ] when there is no risk of confusion; likewise for the notation [e]E .
The case p = 2 has already been dealt with elsewhere. Namely, from [MT17b,
Prop. 4.1], we know that the conditions (a, b) = (b, c) = (c, d) = 0 are enough to
imply the vanishing of 〈a, b, c, d〉 whenever F is a local field (and for any p). However,
when p = 2, we have U˜5 = U5, and so we have condition (1) of Theorem 7.5. By
that Theorem, we have also (2). In the sequel, we assume that p > 2.
The non-degenerate case. Let us assume for a start that [E : F ] = p2. Pick
anyB,C such that NF [ p√a]/F (B) = b, NF [ p√d]/F (C) = c, which is possible since (a, b) =
(c, d) = 0 (see Proposition 7.2). We simply write that
CoresE/F (σ(B), τ(C))E = CoresF [ p√a]/F ◦CoresE/F [ p√a](σ(B), τ(C))E
= CoresF [ p√a]/F (B, c)F [ p√a]
= (b, c)F = 0 ,
using the projection formula twice. Since the corestriction is injective, we have
(σ(B), τ(C))E = 0, as we wanted.
The case when one of [a] or [d] is 0, say [a]F = 0. We take B = b. If d is not
a p-th power, we see that (b, τ(C))E = 0 since its corestriction is (b, c)F = 0. If, on
the other hand, d is also a p-th power, we take C = c and there is nothing to check.
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We continue the proof assuming that [a]F and [d]F are colinear but nonzero,
so [E : F ] = p. We further subdivide into two cases.
The case when [b]E = [c]E = 0. By Kummer theory, we see that [b]F is in the
span of [a]F (or [d]F , of course), say [b]F = i[a]F , and likewise [c]F = j[a]F . In
other words, we are in the case a, ai, aj, ak. Let α = p
√
a and B = αi, C = αj. The
norms of B and C are appropriate, and we have (B,C)E = 0 since B and C are
colinear (and we assume that p is odd). If σ, τ ∈ Gal(E/F ), then σ[B] = [B]+r[ζp],
and τ [C] = [C] + s[ζp], for some integers r, s. To show (σ(B), τ(C))E = 0, it
suffices to establish that (ζp, C)E = 0 = (B, ζp)E. In turn, the projection formula
gives CoresE/F (ζp, C) = (ζp, c)F = j(ζp, a)F = 0 by assumption; since Cores is
injective, we draw (ζp, C)E = 0, and (B, ζp) = 0 is obtained in a similar fashion.
So we can finally turn to the most difficult case, when one of [b]E or [c]E is nonzero,
say [c]E 6= 0. We keep assuming that [a]F and [d]F are colinear and nonzero. We
pick some initial elements B,C ∈ E such that NE/F (B) = b and NE/F (C) = c.
Some observations are in order. First, Gal(E/F ) = Cp, generated by σ (the letter
loses its general meaning here), and we see M = E×/E×p as a Cp-module. It is
equipped with the cup-product, a non-degenerate bilinear form; note that it is Cp-
invariant in the sense (σ(x), σ(y)) = (x, y) for x, y ∈ E× (indeed Cp can only act
trivially on H2(E,Fp) ∼= Fp).
We call Rad(M) the image of σ − id (this is actually the radical in the sense of
representation theory.) Note that the norm NE/F : E
×/E×p → F×/F×p is zero on
Rad(M). A simple claim is then: the orthogonal Rad(M)⊥ is the module of fixed
points MCp .
Proof: If x is fixed by Cp, then (x, σ(y)− y) = (x, σ(y))− (x, y) = (σ−1(x), y)−
(x, y) = (x, y)−(x, y) = 0. Conversely, if x is orthogonal to Rad(M), then (σ−1(x)−
x, y) = 0 for all y, by the same calculation. Since the form is non-degenerate, this
implies σ−1(x) = x. The claim is proved.
Next, we observe that the condition [c]E =
∑
i σ
i[C]E 6= 0 implies, by Lemma 2.2,
that the Cp-module V generated by [C] is free.
Now, for 1 ≤ i ≤ p consider the linear form ℓi on Rad(M) defined by ℓi(x) =
(x, σi(C)). We claim that the span of the ℓi’s in Rad(M)
∗ has dimension p−1, with
relation
∑
i ℓi = 0. Indeed, if
∑
λiℓi = 0, then
∑
λiσ
i[C] is orthogonal to Rad(M),
and so by the previous claim, it is fixed by Cp. As V is free, this happens if and
only if λ1 = λ2 = · · · = λp.
So, the forms ℓ1, . . . , ℓp−1 being linearly independent, whatever the prescribed
values αi ∈ Fp, we can find r ∈ Rad(M) with ℓi(r) = αi for 1 ≤ i < p. Take αi =
−(B, σi(C)), so that
(rB, σi(C)) = ℓi(r) + (B, σ
i(C)) = 0 .
We replace B by B′ = rB, so that we still have NE/F [B′]E = [b]F , but now [B′]
is orthogonal to σi[C] when i is not 0 mod p. However, the element [B′] is also
orthogonal to
∑
i σ
i[C], since
([B′],
p−1∑
i=0
σi[C])E = (B
′, c)E ,
while Cores(B′, c)E = (b, c)F = 0, so (B′, c)E = 0. We deduce (B′, C) = 0, so
(B′, σi(C)) = 0 with no restriction on i. By the Cp-invariance of the bilinear form,
we do have (σi(B′), σj(C)) = 0 for all i, j, and we are done.
This concludes the proof of Proposition 8.1.
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Remark 8.2. Here we show the necessity of having (a, ζp) = 0 when a, b, c, d are all
colinear modulo p-th powers.. Suppose that ζp ∈ F but that F does not contain
a p2-th root of unity, where F is an ℓ-adic field for some ℓ 6= p. Select a ∈ F× so
that F×/F×p is spanned by [a] and [ζp], and consider b = c = d = a. Assuming p
is odd, we certainly have (a, b) = (b, c) = (c, d) = 0, but (a, ζp) 6= 0 by Tate duality.
We put E = F [ p
√
a] and α = p
√
a ∈ E.
Now Cores(α, ζp)E = (a, ζp)F 6= 0, so we see that (α, ζp) 6= 0; say we have arranged
to have (α, ζp) = 1 by choosing another root of unity, if necessary (this simplifies the
calculations). Here we have used that NE/F (α) = a (this is for p odd). Since E
×/E×p
is also of dimension 2, it must be spanned by [α] and [ζp], as these two classes are
not orthogonal and thus not colinear.
We observe further that any B such that NE/F (B) = a up to p-th powers is of the
form [B] = [α] + λ[ζp] with λ ∈ Fp. Likewise, if NE/F (C) = a up to p-th powers, we
have also [C] = [α] + µ[ζp].
Now, there is σ ∈ Gal(E/F ) such that σ(α) = αζp , so σ[α] = [α]+[ζp] in additive
notation. Thus σi[B] = [α] + (λ+ i)[ζp] and σ
j[C] = [α] + (µ+ j)[ζp]. We compute
(σi(B), σj(C)) = λ + µ+ i+ j .
Clearly, for some values of i and j this will be 6= 0, whatever the initial choices of λ
and µ. So B and C, as in Proposition 8.1, cannot be found.
9. Splitting varieties
We proceed to translate condition (2) in Theorem 7.5 into polynomial equations.
We continue to work with a field F with ζp ∈ F , where p is a prime number, and
we have distinguished elements a, b, c, d ∈ F×. It will be helpful to introduce
E = F [X, Y ]/(Xp − a, Y p − d) ,
as a substitute for E, which in the previous section denoted F [ p
√
a, p
√
d]. (The script
letter is a reminder that E might not be a field.) Also, we put Fa = F [X]/(X
p− a)
and view it as a subalgebra of E , and likewise for Fd = F [Y ]/(Y
p − d). Finally, we
pick p-th roots p
√
a and p
√
d in some fixed algebraic closure of F .
We will write µp = µp(F ) for the group of p-th roots of unity in F
×, generated
by ζp.
Proposition 9.1. Let B ∈ Fa and C ∈ Fd. The following conditions are equivalent.
(1) There exist elements x0, . . . , xp−1 ∈ E such that the following identity holds
in the algebra E [R]/(Rp −B) :∏
ω∈µp
(x0 + x1ωR+ x2ω
2R2 + · · ·+ xp−1ωp−1Rp−1) = C .
(2) For any F -homomorphism θ : E → K, where K/F is an extension of fields,
there exist elements x0, . . . , xp−1 ∈ K such that the following identity holds
in K[R]/(Rp − θ(B)) :∏
ω∈µp
(x0 + x1ωR+ x2ω
2R2 + · · ·+ xp−1ωp−1Rp−1) = θ(C) .
(3) For any F -homomorphism θ : E → K, where K/F is an extension of fields,
we have
(θ(B), θ(C))K = 0 .
(4) Put E = F [ p
√
a, p
√
d]. Then for any σ, τ ∈ Gal(E/F ), we have
(σ(B), τ(C))E = 0 ,
where we view B and C as elements of E by substituting p
√
a for X, and p
√
d
for Y .
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Proof. (1) =⇒ (2) is trivial: simply apply θ. The converse follows from the fact
that the étale algebra E is isomorphic to a direct sum of fields such as K.
We turn to the equivalence of (2) and (3). In fact, let θ : E → K be as proposed,
and we prove that the two conditions, with this fixed θ, are equivalent. If θ(B) is
not a p-th power in K, we use that the identity in (2) means precisely that θ(C) is a
norm from K
[
p
√
θ(B)
]
. This is equivalent to (θ(B), θ(C))K = 0 by Proposition 7.2.
If θ(B) is a p-th power in K, things are slightly different. The condition expressed
in (3) is essentially vacuous. We must show that the equation in (2) has a solution.
For this, we consider the matrix equation
1 ω1
p
√
B ω21
p
√
B
2 · · · ωp−11 p
√
B
p−1
1 ω2
p
√
B ω22
p
√
B
2 · · · ωp−12 p
√
B
p−1
...
...
1 ωp
p
√
B ω2p
p
√
B
2 · · · ωp−1p p
√
B
p−1


x0
x1
...
xp−1
 =

θ(C)
1
...
1

Here we have chosen an enumeration ω1, . . . , ωp of µp. Note that all three matrices
have coefficients in K. Since the square matrix has a Vandermonde determinant
which is nonzero, as ωi
p
√
B 6= ωj p
√
B when i 6= j, we conclude that we may find a
solution (x0, . . . , xp−1) ∈ Kp to the system.
So the equation proposed in (2) has a solution, with R replaced by p
√
B. However,
this is visibly independent of the choice of p-th root p
√
B (in fact, the equation
is always the same!). As K[R]/(Rp − B) is now a direct sum of p copies of K,
corresponding to these different choices, we see that there is a solution inK[R]/(Rp−
B) as well.
The equivalence of (3) and (4) is trivial. 
Remark 9.2. Note that the algebra E [R]/(Rp − B) showing up in (1) is a free E -
module on 1, R, . . . , Rp−1, so that the proposed equation amounts to p different
identities in E . For example, suppose p = 2. Then the equation in (1) is
(x0 + x1R)(x0 − x1R) = x20 − x21R2 = x20 − Bx21 = C ,
since R2 = B. We do have two equations, but comparing the coefficients of R merely
gives 0 = 0.
We can now write down a splitting variety for our problem. We have variables
β0, . . ., βp−1, γ0, . . ., γp−1, f1, f2 in F , as well as variables x0, . . ., xp−1 in E , and
the variety is defined over F by the equations f1 6= 0, f2 6= 0, and:
(V1) “The norm of B = β0 + β1X + · · ·+ βp−1Xp−1 is bf p1 ”, so in Fa:∏
ω∈µp
(β0 + β1ωX + · · ·+ βp−1ωp−1Xp−1) = bf p1 .
(V2) “The norm of C = γ0 + γ1Y + · · ·+ γp−1Y p−1 is cf p2 ”, so in Fd:∏
ω∈µp
(γ0 + γ1ωY + · · ·+ γp−1ωp−1Y p−1) = cf p2 .
(V3) “(σ(B), τ(C)) = 0 for all σ, τ”, so by the Proposition, in E [R]/(Rp − B) :∏
ω∈µp
(x0 + x1ωR+ x2ω
2R2 + · · ·+ xp−1ωp−1Rp−1) = C .
Theorem 9.3. Let F be a field with ζp ∈ F , and let a, b, c, d ∈ F×. Let V be
the affine algebraic variety defined by the equations (V1)-(V2)-(V3). The following
assertions are equivalent.
(1) The variety V has an F -rational point, or in other words, there is a solution
to (V1)-(V2)-(V3) over F .
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(2) Condition (2) from Theorem 7.5.
Of course, from Theorem 7.5, for generic values of a, b, c, d, the conditions ex-
pressed here are also equivalent to the vanishing of the Massey product of a, b, c, d
in the sense of U˜5.
Proof. Suppose first that neither a nor d is a p-th power in F . Then we can
identify Fa and Fd with F [ p
√
a] and F [ p
√
d] respectively, after choosing once and
for all favourite p-th roots p
√
a, p
√
d in an algebraic closure of F . The argument
is then very easy. Namely, equation (V1) controls the existence of B ∈ F [ p√a]
such that NF [ p√a]/F (B) = bf
p
1 , and similarly equation (V2) controls the existence
of C ∈ F [ p√d] such that NF [ p√d]/F (C) = cf p2 , while equation (V3) is equivalent to
the condition (σ(B), τ(C))F [ p√a, p
√
d] = 0 for all σ, τ , by Proposition 9.1.
Now let us give an argument for the case when a is a p-th power in F , but d is
not (the other cases are treated similarly). Suppose (2) holds. This gives us the
element C showing up in equation (V2). We have not enough about equation (V1)
just yet, but at least we draw that (b, τ(C))F [ p
√
d] = 0 for all τ ∈ Gal(F [ p
√
d]/F ).
Now, let us find a solution to (V1) using the Vandermonde argument used in the
previous proof. We state this as follows: let the homomorphisms Fa → F be
written θω, indexed by the ω ∈ µp in the natural way (that is θω(X) = ω p√a). Then
the Vandermonde argument shows the existence of B ∈ Fa such that θ1(B) = b
and θω(B) = 1 for ω 6= 1. This B satisfies (V1) with f1 = 1, since applying θω to both
sides of (V1) always gives b, whatever ω. Further, by inspection, for any θ : E → K
we have
(θ(B), θ(C))K = 0 ,
as in condition (3) of Proposition 9.1. By this Proposition, there is a solution to
(V3). We have proved (2) =⇒ (1).
Now suppose (1). Again (V2) controls the norm of C. From (V1) we draw the
existence of some B0 with ∏
ω
θω(B0) = bf
p
1 .
Since (V3) has a solution, Proposition 9.1 guarantees that
(θω(B0), τ(C))F [ p
√
d] = 0
for all ω ∈ µp and all τ ∈ Gal(F [ p
√
d]/F ). Taking the sum of these as ω varies, we
draw (b, τ(C)) = 0. We have obtained condition (2) from Theorem 7.5, with B =
b. 
Corollary 9.4. Let F be a number field containing the p2-th roots of unity, and
let a, b, c, d ∈ F× satisfy
(a, b)F = (b, c)F = (c, d)F = 0 .
Finally, let V be the variety constructed above. Then for each place v of F , we
have V (Fv) 6= ∅.
Proof. Apply the Theorem, and Proposition 8.1. 
Thus, if V satisfies a local-to-global principle, then we deduce that the Massey
product of a, b, c, d vanishes in the sense of U˜5, at least for generic a, b, c, d, by
Theorem 7.5.
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