Abstract Both surface and subsurface processes modulate the surface thermal skin and as such the skin temperature may serve as an indicator for coastal, estuarine, and alluvial processes. Infrared (IR) imagery offers the unique tool to survey such systems, allowing not only to assess temperature variability of the thermal boundary layer, but also to derive surface flow fields through digital particle image velocimetry, optical flow techniques, or spectral methods. In this study, IR time-series imagery taken from a boat moored in the Hudson River estuary is used to determine surface flow, turbulent kinetic energy dissipation rate, and characteristic temperature and velocity length scales. These are linked to subsurface measurements provided by in situ instruments. Under the low wind conditions and weak stratification, surface currents and dissipation rate are found to reflect subsurface mean flow (r 2 5 0.89) and turbulence (r 2 5 0.75). For relatively low dissipation rates, better correlations are obtained by computing dissipation rates directly from wavenumber spectra rather than when having to assume the validity of the Taylor hypothesis. Furthermore, the subsurface dissipation rate scales with the surface length scales (L) and mean flow (U) using e / 
Introduction
In alluvial and coastal waters, turbulence is driven both by wind forcing at the air-water interface and friction at the bottom boundary layer. In such environments, tidal flow enhances near-surface turbulence through shear over topography and can be the dominant driver of turbulent kinetic energy in low to moderate wind regimes [Zappa et al., 2003 . In a shallow, weakly stratified water column, bottomgenerated turbulence may propagate to the surface and result in distinct coherent features observable at the surface under low wind conditions. When winds exceed $5 m/s and the tidal flow is low, winds become the dominant driver of turbulence in the upper boundary layer and the air-water interface is dominated by wind stress and other near-surface secondary flows such as Langmuir circulation [Leibovich, 1983; Melville et al., 1998; Veron and Melville, 2001] .
The large-scale surface signatures of bottom-generated turbulence are termed boils. They are thought to be produced by upwelling water which, upon impinging on the surface, spreads radially. Boils are discernable in visible imagery as the upwelled water is sediment laden. They are also associated with regions of increased bubble concentration and can be detected in sonograph images [Nimmo-Smith et al., 1999] . Observations of boils have been reported both for relatively shallow rivers [Jackson, 1976; Talke et al., 2013] and the shallow tidal North Sea [Nimmo-Smith et al., 1999] .
The analysis of bottom-generated turbulence over riverbeds dates back to shortly after World War II [Matthes, 1947] . It has since been recognized that large-scale vortical motions are omnipresent forms of turbulence in rivers and estuaries. The evolution of an ideal turbulent eddy in the wall region of a turbulent boundary layer was described by Allen [1985] . In turbulent boundary layer flow, velocity increases away from solid boundary and momentum in continuously exchanged from the outer flow towards the boundary. At the wall, low momentum fluid is periodically gathered into coherent structures which are subsequently pulled or thrusted upward into the faster outer current. As the upper portion moves faster than that near the bed, the coherent structure becomes wedge shaped. As it grows in height, the fluid in the lower lee is increasingly sheltered and the coherent structures are increasingly sheared. Viewed from above, the coherent structure resembles an elongated horseshoe or hairpin with the center portion that is the farthest from the boundary moving the fastest and furthest and the flanks being carried forward less rapidly. The generation of coherent structures and boils over river dunes is reviewed by Best [2005] .
Bubble or dye injection experiments showed evidence of vertical streaks in the innermost turbulent boundary layer [Grass, 1971; Kline et al., 1967] . These low speed streaks are locally and intermittently subject to a cyclic process described as bursting [Kline et al., 1967] . The burst cycles generated in the bottom boundary layer have been described in two comparable conceptual models [Offen and Kline, 1975] illustrated in Figures 1 and 2 in Jackson [1976] . In these models, the boundary layer is subdivided in an inner zone and an outer zone. The outer region can be further subdivided into zones of uniform momentum or into an intermediate region and a surface influenced region [Adrian et al., 2000; Hurther et al., 2007; Nezu and Nakagawa, 1993] .
The majority of the turbulence is produced in the inner zone in which the innermost viscous layer is made of low speed streaks that are periodically lifted up by transverse vortices that arise from the high flow shear at the boundary between the zones. The lifted streak grows, as do the vortices, until it breaks up creating a burst. Being a buffer layer process, the bursting phenomenon involves inner scales that are an order of magnitude smaller than outer scales [Hurther et al., 2007] . Heathershaw [1974] made measurements of near bottom turbulence in the Irish Sea and showed evidence of bursts in time series of turbulent velocity fluctuations. Matthes [1947] labeled the upward-tilted stream wise vortices that arise from bursts as ''kolks.'' These kolks ultimately result in boils when reaching the surface. 
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Differing views have emerged as to the evolution of the vortices or eddies after their generation. Yalin [1992] suggested that these grow almost to the vertical extent of the water column before breaking up into new eddies whereas Shvidchenko and Pender [2001] reported depth scales eddies which remain frozen in the flow. Whether there is cyclic growth and destruction of eddies leading to surface velocity fluctuations or whether these arise from ordered sequences of 3-D eddies moving with the bulk flow has important implications as to the relation between surface scales, depth and velocity as well as surface renewal.
How the turbulence generated at the river bed affects the water column and subsequently the surface determines the nature of the surface indicators detected by remote sensing. There is extensive literature on bottom-generated turbulence and free stream turbulent near plane boundary, especially with regards to sediment transport [e.g., Gordon, 1975; Grass, 1971; Matthes, 1947; Vanoni and Hwang, 1967] . Most studies rely on visual observation and only recently have efforts been made to link bottomgenerated turbulence to InfraRed (IR) observations [Chickadel et al., 2011; Talke et al., 2013; Zappa et al., 2003] .
IR imagery allows for measurements of the skin temperature. The skin temperature is governed by both surface and subsurface processes. The net air-water heat flux typically leads to a cooler thermal boundary layer (TBL) compared to the underlying bulk layer. Even a modest net surface heat flux leads to a detectable IR signal, which makes IR remote sensing possible both during day and night. In the open ocean, the temperature difference skin and the interior is typically 0.28C [Katsaros, 1980; Liu and Businger, 1975; Saunders, 1967] . Turbulent motions resulting from wind forcing at the air-sea interface and from turbulent eddies generated within the water column, disrupt the TBL, mixing it with the bulk layer. In the open ocean, surface temperature modulation can be associated with large scale processes such as surface and internal gravity waves [Farrar et al., 2007; Veron et al., 2008 Veron et al., , 2009 Zappa and Jessup, 2005] . In channel flows such as estuaries or river, a variety of phenomena lead to disruption of the TBL and even total removal of the TBL for short periods of time [e.g., Zappa et al., 2004; Chickadel et al., 2009; Plant et al., 2009; Smith et al., 2001] . The large surface divergence associated with boils leads to disruption of the TBL.
Here we aim to infer characteristics of subsurface turbulence and bulk water properties from skin temperature measurement. The study is based on infrared imagery recorded at nighttime under low wind conditions from a barge in the Hudson River. A strong relationship between surface length scales derived directly from infrared imagery and water column depth is shown to exist under low wind conditions when the TBL is dominated by bottom-generated turbulence. Under such conditions, we find surface velocities derived from IR time-series imagery correspond to subsurface current velocities. Furthermore, we find turbulent kinetic energy dissipation rates calculated directly from wavenumber spectra of surface velocity fields correlate with subsurface dissipation rates. Finally, we show how subsurface dissipation may be inferred from surface currents and length scales. The paper is organized as follows: the study area and field campaign is briefly described in the methods section; the methods section also contains the data processing procedure; results are described in section 3 and discussed in section 4.
Methods
Study Area
The field campaign was undertaken in the Hudson River estuary on the nights of 18 and 19 November 2010. The study area, shown in Figure 1 , was located by the State Line Lookout in the Palisades Interstate Park, NJ, $32 km north of Manhattan. The data collection was made outside of the tidal channel, in a region of relative uniformity over a muddy riverbed, where the water depth, inferred from the pressure sensors of subsurface instruments, varied between 3.8 and 5.2 m during the survey period. Higher resolution bathymetry (not shown) confirms lack of bed forms in the study region. The Hudson River estuary is microtidal with a semidiurnal tidal range of $1.4 m and tidal currents of $1-2. The IR data were collected every 30 min between 0100-0600 UTC on the 18th (year day 322), and 0400-1000 UTC on the 19th (year day 323) amounting to a total of 23 runs. Surface and subsurface in situ instruments mounted on the piling provided measurements of environmental parameters such as wind speed, heat fluxes, air and water temperatures, humidity as well as subsurface currents, turbulence, and salinity ( Figure 2 ).
The IR camera used, was a CEDIP Jade III longwave (7.7-9.3 mm) camera which was mounted on a pan/tilt system on the A-frame of the moored ship. This setup permitted movement of the camera with the current as to always have a vantage point upstream of the ship. The camera was mounted at $5.5 m above the water level with and incidence angle of about 258. An Xsens IMU (Inertial Measurement Unit) mounted on the pan/tilt system next to the camera measured the roll and pitch of the boat motion at a frequency of 10 Hz, allowing for projection correction. The atmospheric boundary layer was measured with a Campbell air-sea flux package. This meteorological station was mounted on the piling neighboring the ship at a height of 7.5 m above the river bed. It provided measurements of wind speed and direction, relatively humidity, atmospheric pressure, air temperature, solar insolation, and downwelling longwave radiation. In situ subsurface instrumentation ( Figure 2 ) consisted of among others a 2 MHz Nortek model Vector ADV, mounted on the aforementioned piling at 3.35 m above the riverbed. The ADV collected data in 10 min bursts at the top of every 1 =2 h, with a sampling frequency 32 Hz. Additionally, two high resolution 2 MHz Nortek model Aquadopp profilers were mounted on the piling at 0.91 m and 1.83 m above the riverbed. The Aquadopps measured velocity fluctuations along three beams with a 25 mm spatial resolution over 0.75 m. The two horizontal beams were nominally at 458 from the mean flow. The profilers collected data in 59 min bursts at the top of every hour, with a sampling frequency 2 Hz. Currents were also measured by a bottom-mounted upward-looking 1200 kHz RDI ADCP. The ADCP was located 35 m to the northwest of the piling. The ship remained within 130 m of the piling and 100 m of the ADCP during data collection. The ADCP provided velocities over vertical bins are 25 cm apart, starting at 81 cm above the riverbed at a frequency of 1 Hz. 2 CTDs were mounted on the piling at 99.4 cm (3'') and 3.35 m (11'') above the river bed, sampling at 0.5 Hz. CTD profiles were also taken from the side of the barge before and after each IR video. All instruments mounted on the piling were oriented toward the middle of the river channel and were never in the wake of the piling under any flow conditions.
Surface Current Retrieval
Surface velocity fields were been determined by two approaches:
1. Feature tracking or Digital Particle Velocimetry (DPIV) 2. From the advective surface in 3-D spectra of the skin temperature (SAS)
The feature tracking DPIV method is based on 2-D spatial cross-correlations (/ fg x; y ð Þ5f o g5
j50 f i; j ð Þg x1i; y1j ð Þ ) between 16 3 16 pixels correlation windows in a first frame and 32 3 32 pixel search window in a second frame. The two frames are consecutive, taken 1/10th of a second apart. Velocities are determined on nodes spaces eight pixels apart in the x and y direction. The distance between the centers of the windows and the location of the maximum cross-correlation (MCC) divided by the time between image A and B give the magnitude of the current speed and the vector connecting centers to MCC gives the direction of the displacement. The location of the MCC is approximated with two 3-point Gaussian curve fits, one in each direction so as to improve the subpixel accuracy. MCC-based surface current retrievals from IR time-series imagery have been shown to be successful in riverine environments [e.g., Puleo et al., 2012; Dugan et al., 2014] . Performing the cross-correlation in the spatial domain is numerically more intensive than computing it in the frequency space via a Fast Fourier Transform. However, it is more accurate and flexible [McKenna and McGillis, 2002] .
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The advective surface approach is based on Dugan and Piotrowski [2012] method. They showed how to determine the surface flow magnitude and direction by fitting the 2-D planar surface, which arises from advective variance detectable in 3-D spectra of airborne visible imagery. Computing 3-D spectra of the every 3000 frames of each run, the advective signal is clearly visible. For less than 3000 frames, the energy of advective signal tends to be too low. A linear least square fit of the advective surface in wavenumber frequency slices of the 3-D spectra was performed at various angles relative to the image. The slope of the linear fit is the magnitude of the advection at a given angle. Fitting a cosine function to the obtained magnitudes as a function of angle, we determine the magnitude and direction of the surface flow as the maximum of the fit and the corresponding angle.
Turbulent Kinetic Energy Dissipation
The turbulent kinetic energy (TKE) dissipation rate e is estimated by fitting the inertial subrange of wavenumber spectra (U k ð Þ) with a k 25/3 slope following the Kolmogorov turbulence cascade which dictates that:
where k denotes the wavenumber and a is a constant equal to 1.5. Wavenumber spectra were computed directly from both the IR-derived velocity fields and Aquadopp profiles (cf. Figure 3 ). For time series measurement of velocities such as collected by ADVs, one has to make a further assumption before deriving TKE dissipation rates. Assuming that the frozen Taylor hypothesis is valid, i.e., that turbulent eddies remain unchanged while being advected by the mean flow, one can convert frequency spectra S f ð Þ into wavenumber spectra as follows:
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with k52pf =hvi where f is the frequency and hvi the mean velocity.
Surface Length Scales
Characteristic surface length scales are determined directly from the skin temperature imagery and from the DPIV velocity fields from which the frame mean velocity was removed. In order to do so, it is necessary to scale the imagery and transform the camera coordinates to water level coordinates. This is achieved through a rotation matrix using the roll, pitch, and yaw angles measured by the IMU as exemplified in Figure 4 .
From the scaled fields, normalized autocovariance functions were computed for each row and column of each frame (an example of which is shown in Figure 5 ). The normalized autocovariance is given by:
, where d is the lag, P is the number of pixels in a row or column, and x p ð Þ is the temperature of a given pixel. For each frame, two mean normalized autocovariance functions were subsequently computed, one for each dimension. Characteristic skin temperature length scales (L1 and L2) were determined as the distance at which the skin temperatures are no longer correlated, i.e., corresponding to the smallest lag at which the frame mean autocovariance function are equal to zero. From the DPIV fields, we first computed four length scales, one for each component of the velocity vector for both dimensions of the image which were averaged to give one single scale for each run. Measurements coincided with the ebbing tide on the first night and low water to flood tide during the second night (Figure 7a ). An estimate of the bulk current speed was obtained by computing a column averaged velocity from the ADCP from the deepest bin (81 cm above the river bed) to the top good bin about 50-75 cm below the water surface. A time series of the column-averaged velocity is plotted in Figure 7a and 10 min-averaged velocity corresponding to periods of imagery recording are reported in Table 1 . Over . Time series of (a) column-averaged currents and tidal elevation given by the ADCP, (b) measured temperature, (c) measured salinity, and (d) derived density from the two CTD mounted on the piling at 3.3 (green) and 0.9 (red) meters from the bottom, respectively, as well as from the CTD profiles taken from the barge. The pink-shading delimits the periods of IR measurements. At the end of the first night and toward the middle of the second night, the surface CTD (mounted 3.3 m above the river bed) was out of the water leading to erroneous measurements which were excluded from the graphs. Subsurface turbulence was strong enough for the water column to be well mixed throughout the majority of the IR imaging measurement period as seen in Figure 7 . Only during the first couple of runs does, there appear to be a small degree of stratification (see Figure 7d ). The column mean Brunt-Vaisala frequency ) toward the bottom of the water column (Figure 9 ). Experimental set up did not allow for an estimate of the shear in the bottom boundary, the deepest velocity measurement being at 81 cm above the river bed.
During the low water period on 18 November, the CTD mounted to the piling 3.3 m above the riverbed emerged above the water level and was exposed to the atmosphere leading to erroneous measurements.
These were excluded from Figure 7 . The CTD profiles taken from the barge closely follow the measurements taken at the piling confirming the horizontal homogeneity of the study site and the low level of stratification.
Turbulent Kinetic Energy Dissipation
Surface-derived TKE dissipation rates correlate with the subsurface dissipation rates (cf. Figure 10 ). As described in section 2.4, both DPIV and Aquadopp TKE dissipation rates were computed directly from wavenumber spectra, whereas the ADV TKE dissipation rates were derived from frequency spectra assuming the validity of the Taylor hypothesis of frozen flow. All runs with reflection have been discarded since they generate unreliable DPIV fields. Since the TKE dissipation rates range over several orders of magnitude, computing a linear correlation coefficients gives a biased result reflecting mostly the tightness of fit of the higher values. In order to avoid that bias, 
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correlation coefficients are reported for log 10 (e). The linear correlation coefficient is 0.59 between the surface e and the ADV e and 0.75 between the surface e and the Aquadopp mounted at 0.91 m above the river bed. The correlation coefficient between the surface e and the Aquadopp mounted at 1.83 m above the surface is of 0.38. The mostly strong correlation throughout the water column is expected due to the low stratification and low wind conditions described in section 3.1.
Surface Length-Scale Determined From Imagery and Correlation With Depth
As seen in Figure 4 , the river surface is covered by warm features, depicted in lighter gray, surrounded by colder, darker filaments. The warm skin temperatures result from bulk water brought to the surface. The scale of these macroturbulent features seem to remain relatively constant over the duration of the 10 min runs allowing for surface length scales to be defined. The warm features are slightly anisotropic, often elongated in the direction of the flow. In some videos taken during the first night, reflection from the A-frame can be seen in the imagery as a cold artifact. These videos coincide with the period of time when the water column was more stratified and winds were stronger as noted in the previous section and are excluded from the subsequent analysis purely based on the presence of reflection.
For each run, a mean length scale was computed from L1 and L2. Figure 11a shows a scatter plot of the length scales derived from the skin temperature fields versus water depth. The results show the scale of the surface features (L) is strongly linearly correlated (r 2 5 0.88) to the water depth (D), with a slope of (D/L) $ 13. As noted above, several outliers were excluded from this analysis and are not plotted in Figure 11 . These outliers correspond to periods of time when the water column was more stratified and reflections dominated the temperature field. The correlation is slightly stronger (r 2 5 0.93) with L2 which roughly corresponds to the direction of flow and weakly correlated with L1 (r 2 5 0.37). 
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Although the mean length scale derived from the DPIV increases with water depth (cf. Figure 11b) , the linear correlation is much smaller (r 2 5 0.48). On average, the mean DPIV scales are found to differ by $7 cm from the temperature scales. This can mostly be attributed to the difference in resolution of the fields used to determine the scales. Indeed, the temperature scale has a pixel resolution i.e. $0.8 cm, whereas the scale derived from the DPIV has a resolution of $6.4 cm.
Determining Subsurface Dissipation Rates From Surface Current and Surface Length Scales
The turbulent kinetic energy dissipation rate can be estimated from the both the flow speed (U) and the dominant length scale in the flow (L). On the one hand, the dissipation rate equals the kinetic energy production rate which is proportional to U 2 . One the other hand, the rate of kinetic energy supply can be thought as proportional to the inverse turnover time of large eddies: L/U. This implies e $ [Tennekes and Lumley, 1972] . As seen in Figure 12 , U 3 L computed from surface length scales and surface currents is highly linearly correlated to e derive from the Aquadopp. Correlations are the strongest when using SAS velocities (r 2 5 0.9) and slightly lower when using DPIV (r 2 5 0.82) velocities. The strength of the correlation is comparable when the length scales derived directly from the temperature field or derived from the DPIV are used. Since the surface length scales L are highly correlated to D (see Figure10) , the correlations are comparable. Using DPIV mean flow, we get r 2 5 0.8 and using SAS mean flow we get r 2 5 0.86. Note that while L varies by about 50%, |u 3 | spans three orders of magnitude. Therefore, it is the velocity magnitude and not L that controls the large variation in the dissipation rate and explains the major part of the high correlations coefficients found here. Indeed a quick sensitivity test shows that keeping U equal to the mean flow measured throughout the experiment and letting L vary, the correlations drop to r 2 5 0.16, whereas keeping L constant and varying U keeps correlations high with r 2 5 0.77-0.84.
Discussion
This study shows a clear linear relation between the scales of the surface temperature features and the water column depth. It also demonstrates that subsurface TKE dissipation rate can be estimated from surface length scales and mean flow speed. The ability to successfully determine subsurface and bulk flow properties from surface data is likely due to the low wind and weak stratification experienced during the measurement period. The agreement between the IR-derived mean surface current and subsurface velocities as well as the surface and subsurface TKE dissipation rate estimates suggest that the system was dominated by bottom-generated turbulence that propagated through the water column. Therefore, the bottomgenerated turbulence governs properties of the TBL that are discernible in IR imagery. This is in agreement with the idea that in estuaries, under low wind conditions, turbulence is mainly tidally driven. Indeed, Zappa /L where U is the mean velocity derived from the SAS (triangle) and DPIV (plus) and L is the temperature length scale in (a) and the DPIV scale in (b). The solid and dashed lines show the best fit of the form y 5 a*x when using the DPIV and SAS velocity, respectively. The proportionality coefficient or slope to the best fit in Figure 12a is 4.7 *10-5 for SAS and 1.6*10-4 for DPIV and in Figure 12b 3.9*10-6 for SAS and 1*10-4 for DPIV. 2015JC010746 et al. [2007 showed that for winds <5.5 m s 21 , the TKE dissipation rate near the surface (<38 cm) varied with tidal current. Although there is an apparent correlation between the length scales and the wind speed (r 2 5 0.35), the limited data available does not allow us to separate the wind speed effects from the depth dependence. Also, note that the strongest winds occurred during high tide. While the wind and tide should be independent of each other, the data were taken when the tidal elevation was highly correlated (r 2 5 0.68 in Figure 11 ) to the wind.
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Under quiescent wind, elevated upward heat fluxes at the air-water interface lead to free convection Katsaros, 1977; Kudryavtsev and Soloviev, 1985; Volino and Smith, 1999; Zappa et al., 1998 ]. This typically occurs during the night time when the near surface water experiences strong cooling. Although being a less energetic process than shear, free convection leads to disruption of the thermal boundary layer, with Bernard cells clearly detectable in IR imagery. When free convection dominates, the TKE dissipation rate is proportional to the buoyancy flux [Lombardo and Gregg, 1989] . The buoyancy flux estimated from the flux data measured at the piling using the COARE3.5 algorithm was not found to be correlated to the TKE dissipation (r 2 5 0.1) .However, the TKE dissipation rate was found to strongly correlate to the shear production (u 0 w 0 du dz where the prime indicate the turbulent components of u and w the horizontal and flow vertical components, respectively) computed from the ADCP (r 2 5 0.92 for the deepest Aquadopp and r 2 5 0.75 for DPIV derived e). Calculation of the momentum flux u 0 w 0 was done via Reynolds decomposition of the velocity components for each good subsurface ADCP bin over 10 min periods corresponding to times of IR image recording. The momentum flux was then multiplied by the horizontal shear between the depth above and below each bin to get the shear production. From these shear production profiles, we determined that both the bottom and the top, and as well as column mean shear production, were all highly correlated to the TKE dissipation rate. The correlation values reported above are for the column mean shear production.
The bulk shear (U/D) was found to be highly correlated both with surface dissipation estimates from the DPIV (r 2 5 0.8) and subsurface dissipation estimates from the Aquadopp (r 2 5 0.78). However, the surface temperature length scales where found to be only weakly correlated to the bulk shear (r 2 5 0.19-0.28 with the lowest for L2 and the highest for L) and the shear production (r 2 5 0.11-0.32 with the lowest for L1 and the highest for L2).
It is important to note here that the spectral models for turbulence used to estimate the TKE dissipation rates in this paper hinge on the assumption of isotropy [Kolmogorov, 1991] . However, at the surface, the kinematic boundary condition specifies a zero vertical velocity across the material surface. As Talke et al.
[2013] discuss in spectral models on the assumption of ''approximate isotropy.'' IR remote sensing for studies of estuarine and riverine turbulence as such environments are ubiquitously turbulent. Chickadel et al. [2011] have shown that IR derived dissipation rates correlate with in situ measured near-surface dissipation rate. They validate IR-derived e with estimates from an ADV located 2 cm below the surface. While there were near surface dissipation measurements made during the current study, the surface estimates of dissipation are seen to reflect the deeper subsurface estimates of e. Chickadel et al. [2011] made use of the Taylor hypothesis for the imagery estimates of e, choosing to compute dissipation at a single location of the ADV at the surface. Our analysis suggests one can avoid having to assume the validity of the Taylor hypothesis. Our results show a strong correlation between surface and subsurface dissipation rate estimates from DPIV wavenumber spectra. Good correlation between DPIV dissipation rate estimates and near bottom e is expected in a system dominated by bottom-generated turbulence. Surface modification of turbulence explains the order of magnitude difference between surface and near bottom e. The lower correlation of midcolumn and surface e is related to two high dissipation estimates of the Aquadopp. Recalculating the correlation coefficient without those outliers r 2 5 0.89.
Grid-turbulence experiments [Batchelor, 1953; Sreenivasan, 1984] in wind tunnels have provided evidence that at high Reynolds numbers, the TKE dissipation rate is independent of viscosity and when scaled by the integral length scale (L i ) and the root mean square velocity fluctuation (u') it is a constant of order unity:
Li with C e 5 1. This is in agreement with the Richardson-Kolmogorov cascade at equilibrium. In a recent review, Vassilicos [2015] report growing evidence of a nonequilibrium region where the TKE spectrum has Kolmogorov's 25/3 wave number and C e is a constant that depends on types of flow and boundary condition independently of Reynolds number. Here we show evidence of e scaling as the cubed mean velocity rather than u'
3 . This explains why the slopes in Figure 12 are not of order unity. Rather, the slope can be ) for the data reported here.
The weak stratification of the water column is propitious for the transport of bottom-generated turbulence to the surface that disturbs the thermal boundary layer. The discernible surface temperature features that result allow for the observed relationship between the surface length scales and depth. As the system is tidally driven, the water depth and tidal velocity are related and out of phase. This suggests that the length scales are also related to the tidal velocity. However, the picture is complicated because study area was located outside the main channel where the water level and tidal current vary out of phase with a varying lag. Furthermore, due to the limited space sample available in this study, the effect of tidal asymmetry between ebb an flood could not be explored nor the how very slow currents around slack tide affect the surface length scales.
The relation between length scales and depth is likely to vary with the degree of stratification and may break down above some threshold. Under higher wind conditions, one could expect properties of the TBL to show less signature of bottom-generated turbulence. In a wind-driven TBL, there may be no boils discernible in IR imagery and the surface length scales would likely not be related to the water column depth. More data under higher wind conditions are necessary to verify the above statement.
Imagery taken during periods of stronger winds had to be excluded from the analysis because it was contaminated by reflections generated from small-scale surface gravity waves. Furthermore, even during periods of ''enhanced'' stratification, the Ri was mostly below 0.25 meaning that the degree of stratification did not vary enough to assess its potential effects on the results reported here. Therefore, the data available for the present study does not span a large enough variety of environmental conditions to determine objective criteria for when the skin temperature no longer shows signatures of bottom-generated turbulence. These objective criteria will include dependence on tidal current, stratification, net heat flux, surfactants, and wind speed. Since the temperature features studied here are generated at the river bed by the shear of the overflowing water, these would be observed once the flow is strong enough. There is therefore likely a minimum flow (<7 cm/s, according the data presented here) below which the results reported here are no longer valid. One could assume that once the velocity threshold has been exceeded depth becomes the limiting factor controlling L. Note that due to the limited parameter space sample of this tidal current threshold cannot be determined. Based on the study of Zappa et al. [2003] and Zappa et al. [2007] , one could assume the results no longer to be valid for wind speeds exceeding 5.5 m s
21
. As for the degree of stratification, a feasible criterion could be based on the Richardson number, with the relation between length scale and depth likely to not hold for Ri greater than a critical value (Ri c ) somewhere between 1 =4 and 1. The critical Richardson number was first determined for steady, two-dimensional, stably stratified, horizontal shear flows of an ideal Boussinesq fluid by Miles [1961] and [Howard, 1961] who determined that such flows are stable for Ri > Ri c 5 1/4 everywhere in the fluid. However, multiple studies [Abarbanel et al., 1984; Geyer and Smith, 1987; Giddings et al., 2011; Nepf and Geyer, 1996; Tedford et al., 2009] have found that Ri c may be higher than the theoretical value and may lay anywhere between 0.2 and 1.0. Studying stratification in the Hudson River estuary Nepf and Geyer [1996] use Ri c < 0.4 to indicate regions of potential mixing.
It is fair assume that scales observed at the surface may be as long as the water is deep. However it is important to note that the footprint of the IR imagery is only 2-3 m whereas the water depth is 4-5 m. This means that those larger scales are not captured in this study. Indeed, wavenumber spectra of the imagery (not shown) reveal no leveling or drop of energy at the lowest wavenumbers observed, suggesting that there is significant energy at higher scales than those captured in our limited field of view. A much larger footprint would be needed such as can easily be obtained from airborne platforms. Analysis of ADV spectra showed inconsistent roll off at low wavenumbers but also hint to existence of turbulent scales larger than the field of view. Clear peaks were detected in a small number of ADV wavenumber spectra at length scales of O(1-10 m), an example of which is seen in Figure 3 . This hints to the presence of subsurface coherent structures of similar scale as those detected at the surface.
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The relation between the length scales and the water depth shown here differs in magnitude to that reported in previous studies. The scales reported here are decorrelation lengths and represent the radius of surface coherent structures rather than the diameter which is typically reported. Further discrepancies could be explained by the different origin of the signal observed. Here, a temperature signal is detected, whereas previous work was based on visual and acoustic observations of boil diameters or on flow visualizations of eddies and surface velocity field derived length scales. No boils were visually observed during the field experiment. This suggests that the scales reported here while being intrinsic scales of bottom-generated turbulence are unlikely associated with boils. Length scales associated with disruption of the thermal boundary layer, with counterrotating vortices detected in the flow field, and with boils observed with the naked eye may differ significantly even though all signatures evolved from bottom-generated turbulence. As these scales all seem to be related to depth, it should be possible to find a unifying relationship between them. A first guess could be deduced from previous studies, but simultaneous observation would be required to verify it.
One could expect velocity scales related to boils scales to be half the temperature length scales. This is because the velocity anomaly will go to zero at the center of the boil and outside, while the temperature has a single minimum. Our data does not, however, show such a relation between the temperature and velocity scales. This is related to the inability to measure the largest integral scale given our limited image size. Early observations in the Polomet River Russia, where depth varied 0.7 and 2.1 m [Korchokha, 1968] suggest that D/d lies between 3.7 and 1.75, where D is the water depth and d boil diameter. Jackson [1976] documented boils of up to 2-4 m diameter in lower Wabash River where depth ranged from 0.7 to 5.6 m, suggesting D/d $ 2.5. Nimmo- reported boils in a well-mixed and tidal region of the North Sea where depth ranged from 17 to 33 m. Covering 20-30% of surface, the boil diameters seen in visible images were 1.04-1.44 times the water depth. They also determined boils size from an upward-pointing side scan sonar mounted on the sea floor, based on the backscatter of bubble accumulating in surface convergence. The diameters measured acoustically were around 0.93 times D.
Early flow visualization work by [Klaven, 1966 [Klaven, , 1968 Klaven and Kopaliani, 1973] in a 0.05 m deep water columns, suggested the presence of eddies or stream wise counter rotating vortices with vertical scales equal to the water depth and lengths of 4-7 times the water depth for rough and smooth beds, respectively. Further flow visualization laboratory experiments by Shvidchenko and Pender [2001] performed in 0.025-0.1 m depth suggested an average eddy length of 4.5 times the water depth. In a more recent study, Johnson and Cowen [2014] computed the length scales associated with such eddies from visible imagery using PIVderived flow fields. They report the transverse and stream wise length scale as 0.5D and 2.5D, respectively for water depth ranging from 10 to 30 cm. . One could expect the surface features not only to depend on bulk water column properties, but also on surface generated turbulence, mainly on wind speed. However, under the low wind conditions experienced during this field experiment, variation in the wind only accounts for 35 percent of the variation in length scale.
Several factors affect the burst cycle and the evolution of subsequent coherent structures. Bed roughness was found to affect the inner layer. Grass [1971] observed how rough beds lead to less copious wall streaks. However, periodic energetic growth and breakups were observed over both rough and smooth beds. Multiple studies reported [e.g., Matthes, 1947] that the presence of suspended sediment leads to dampened turbulence. Whether suspended sediments would lead to less frequent or to smaller kolks and eddies traveling toward the surface could have significant impact on the surface signature of bottom-generated turbulence and potentially alter the proportionality factor between surface length scales and water column depth. Finally, surface waves and especially breaking wave overwhelm less turbulent structures of bursting. In such unsteady flow fields, bursting and its surface signature may not be recognizable.
Conclusions
The strong linear relation between surface length scale determined from IR imagery and water column depth is a promising result and should be explored further in a variety of environments. The ability to Journal of Geophysical Research: Oceans 10.1002/2015JC010746 remotely derive bathymetry is also valuable for estimating river discharge as suggested by Johnson and Cowen [2014] . Using IR imagery offers an advantage over visible imagery as it has been shown that DPIV and SAS algorithms can directly be applied to the IR imagery to get surface velocities without needing to seed the water. DPIV flow fields can be used to estimate surface dissipation rates from IR imagery. These surface dissipation rates estimate subsurface dissipation in tidally driven systems under low wind and weak stratification. Under such conditions, it is also possible to determine subsurface dissipation rates from surface length scales and a mean flow using e $ U 3 L . Although imagery analyzed here was taken from a barge, the methods used can easily adaptable to a variety of potential platforms including helicopters, aircraft, and unmanned air systems, as well as fixed platforms.
