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a b s t r a c t
This paper studies the synchronization of chaotic systems by the intermittent feedback
method which is efficient. A sufficient synchronization criterion for a general intermittent
linear state error feedback control is obtained by using a Lyapunov function and differential
inequalities. Numerical simulations for the chaotic Chua oscillator are presented to
illustrate the theoretical results.
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1. Introduction
Chaos synchronization is a contemporary topic in nonlinear science with its applications to diverse areas such as secure
communications, biological chemical reactions etc. It has attracted considerable attention and has been explored intensively
since the seminal paper of Ott, Grebogi and Yorke [1] was published in 1990. Chaotic systems are difficult to synchronize
or be controlled due to their sensitiveness — sensitive dependence on initial conditions. However, researchers from
physics, mathematics, biology and engineering have made insightful investigations on this subject, and many important
and fundamental results have been reported. New effective control approaches have been developed to synchronize chaotic
systems such as drive-response [1], coupling control [2], feedback control [3–6], fuzzy control [7], observer-based control [8],
manifold-based method [9], adaptive control [10–12], impulsive control [13,14], intermittent control [15], etc. Recently,
discontinuous feedback control approaches such as impulsive [13,14], switched [16] and intermittent controls [15] have
attractedmuch attention since they are commonly used controlmethods in transportation and communication engineering.
However, discontinuous control dynamical systems are governed by complicated mathematical models displaying rather
irregular dynamical behaviors with interesting challenges. Intermittent controls are different from impulsive controls since
impulsive controls are activated only at some isolated instants, while intermittent controls have a nonzero control time
width. Recently, intermittent controls have been introduced to control nonlinear dynamical systems [15]. For example, the
authors of [9] studied numerical synchronization of chaotic systems coupled intermittently. Nevertheless, to the best of
our knowledge, there has been little theoretical analysis on intermittent controlled dynamical systems in the literature. In
this paper, we investigate the synchronization of two general chaotic systems using intermittent controls. A criterion of
synchronization is rigorously derived by a Lyapunov function approach. Also, numerical simulations are illustrated to show
the effectiveness of the proposed chaos synchronization scheme.
The rest of this paper is organized as follows. In the next section, the problem statement and synchronization scheme
using intermittent feedback controls are presented. Some necessary preliminaries are also given. In Section 3, the criterion
of synchronization is rigorously derived. In Section 4, a numerical example is provided to illustrate the effectiveness of the
proposed synchronization scheme.
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2. Problem formulation and preliminaries
Consider a class of chaotic master (driver) systems:{dx(t)
dt
= Ax(t)+ Bf (x(t)), t > 0
x(t0) = x0.
(1)
In using intermittent feedback controls to synchronize system (1), the corresponding slave (response) system is designed as{dy(t)
dt
= Ay(t)+ Bf (y(t))+ k(t)(x(t)− y(t)), t > 0
y(t0) = y0,
(2)
where x, y ∈ Rn are the state vectors of systems (1) and (2), respectively, A, B ∈ Rn×n, f : Rn → Rn are nonlinear functions,
and k(t) is the intermittent control gain defined by:
k(t) =
{
K , t0 + nω ≤ t ≤ t0 + nω + δ,
0, t0 + nω + δ < t ≤ t0 + (n+ 1)ω
where K ∈ Rn×n is a constant control gain, ω > 0 is the control period, and δ > 0 is called the control width. In this paper,
our goal is to design suitable δ, ω and K such that system (2) synchronizes system (1).
Let e(t) = y(t)− x(t) be the synchronization error between the states of the drive system (1) and the response system
(2). Then, for t ∈ (0,∞), we have the following error system:
de(t)
dt
=
{
Ae(t)+ B(f (y(t))− f (x(t)))− Ke(t), t0 + nω ≤ t ≤ t0 + nω + δ
Ae(t)+ B(f (y(t))− f (x(t))), t0 + nω + δ < t ≤ t0 + (n+ 1)ω. (3)
In this paper, we assume that f : Rn → Rn is a Lipschitz continuous function: there exists a positive constant L such that,
for all x, y ∈ Rn,
||f (x)− f (y)|| ≤ L||x− y||. (4)
To assist in the next section, we state the following lemmas.
Lemma 1 (Sanchez & Perez [17]). For any vectors x, y ∈ Rn and a positive definite matrix Q ∈ Rn×n, the following matrix
inequality holds:
2xTy ≤ xTQx+ yTQ−1y.
Lemma 2 ([18]). The following linear matrix inequality (LMI):[
Q S
ST R
]
> 0
is equivalent to one of the following :
(1) R > 0,Q − SR−1ST > 0;
(2) Q > 0, R− SQ−1ST > 0.
3. Main results
Now, we are ready to derive the main results on synchronization.
Theorem 1. If there exist a symmetric and positive definite matrixΦ > 0 and positive scalar constants α, β, γ , η such that
(a) ΦA+ ATΦ − ΦK − K TΦ + αΦBBTΦ + α−1L2I + ηΦ ≤ 0,
(b) ΦA+ ATΦ + βΦBBTΦ + βL2I − γΦ ≤ 0,
(c) δη − (ω − δ)γ > 0,
where I is the identity matrix of the appropriate dimension, then master system (1) and slave system (2) synchronize under the
intermittent feedback control.
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Proof. Construct the following Lyapunov function:
V (e(t)) = eT(t)Φe(t). (5)
It is obvious that
λm(Φ)||e(t)||2 ≤ V (e(t)) ≤ λM(Φ)||e(t)||2, (6)
where λm(Φ), λM(Φ) are the minimum and maximum eigenvalues ofΦ .
Next, we evaluate and estimate the derivative of the Lyapunov function V (e(t)) using Lemma 1.
For t0 + nω ≤ t ≤ t0 + nω + δ, in addition to Lemma 1, condition (a) in the assumptions is used to get the following
estimate:
dV (e(t))
dt
= 2e(t)TΦ e˙(t)
= 2e(t)TΦ[Ae(t)+ B(f (y(t))− f (x(t)))− Ke(t)]
= e(t)T[ΦA+ ATΦ − ΦK − K TΦ]e(t)+ 2e(t)TB(f (y(t))− f (x(t)))
≤ e(t)T[ΦA+ ATΦ − ΦK − K TΦ]e(t)+ αe(t)TΦBBTΦe(t)+ α−1||f (y(t))− f (x(t))||2
≤ e(t)T[ΦA+ ATΦ − ΦK − K TΦ + αΦBBTΦ + α−1L2I]e(t)
= e(t)T[ΦA+ ATΦ − ΦK − K TΦ + αΦBBTΦ + α−1L2I + ηΦ]e(t)− ηV (e(t))
≤ −ηV (e(t)).
That is, we have
dV (e(t))
dt
≤ −ηV (e(t)), for t0 + nω ≤ t ≤ t0 + nω + δ.
Thus, by the above differential inequality, we have
V (e(t)) ≤ V (e(t0 + nω))e−η(t−t0−nω), for t0 + nω ≤ t ≤ t0 + nω + δ. (7)
For t0 + nω + δ < t ≤ t0 + (n+ 1)ω, using condition (b), we have
dV (e(t))
dt
= 2e(t)TΦ e˙(t)
= 2e(t)TΦ[Ae(t)+ B(f (y(t))− f (x(t)))]
= e(t)T[ΦA+ ATΦ]e(t)+ e(t)TB(f (y(t))− f (x(t)))
≤ e(t)T[ΦA+ ATΦ]e(t)+ β−1e(t)TΦBBTΦe(t)+ β||f (y(t))− f (x(t))||2
≤ e(t)T[ΦA+ ATΦ + β−1ΦBBTΦ + βL2I]e(t)
= e(t)T[ΦA+ ATΦ + β−1ΦBBTΦT + βL2I − γΦ]e(t)+ γ V (e(t))
≤ γ V (e(t)).
Thus, we have
dV (e(t))
dt
≤ γ V (e(t)), for t0 + nω + δ < t ≤ t0 + (n+ 1)ω.
From the above differential inequality, we have
V (e(t)) ≤ V (e(t0 + nω + δ))eγ (t−t0−nω−δ), for t0 + nω + δ < t ≤ t0 + (n+ 1)ω. (8)
By (7) and (8), we have
V (e(t0 + (n+ 1)ω)) ≤ V (e(t0 + nω + δ))eγ (ω−δ)
≤ V (e(t0 + nω))e−ηδeγ (ω−δ)
= V (e(t0 + nω))e−ηδ+γ (ω−δ)
...
≤ V (e(t0))e[−ηδ+γ (ω−δ)](n+1).
For any t > t0, there is an n0 ≥ 0, such that t0 + n0ω ≤ t ≤ t0 + (n0 + 1)ω.
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Case 1. For t0 + n0ω + δ ≤ t ≤ t0 + (n0 + 1)ω, using condition (c), we have
V (e(t)) ≤ V (e(t0 + nω + δ))eγ [t−(t0+nω+δ)]
≤ V (e(t0 + nω))e−ηδeγ [t−(t0+nω+δ)]
≤ V (e(t0))e[−ηδ+γ (ω−δ)]ne−ηδeγ [t−(t0+nω+δ)]
≤ V (e(t0))e[−ηδ+γ (ω−δ)](n+1)
≤ V (e(t0))e[−ηδ+γ (ω−δ)]/ω×[ω(n+1)+t0−t0]
≤ V (e(t0))e−([−ηδ+γ (ω−δ)]/ω)t0e([−ηδ+γ (ω−δ)]/ω)t . (9)
Case 2. For t0 + n0ω ≤ t ≤ t0 + n0ω + δ, using condition (3), we have
V (e(t)) ≤ V (e(t0 + nω))e−η[t−(t0+nω)]
≤ V (e(t0))e[−ηδ+γ (ω−δ)]ne−η[t−(t0+nω)]
≤ V (e(t0))e[−ηδ+γ (ω−δ)]n
≤ V (e(t0))e−[−ηδ+γ (ω−δ)]e[−ηδ+γ (ω−δ)](n+1)
≤ V (e(t0))e−[−ηδ+γ (ω−δ)]e−([−ηδ+γ (ω−δ)]/ω)t0e([−ηδ+γ (ω−δ)]/ω)t . (10)
LetM = V (e(t0))e−[−ηδ+γ (ω−δ)]e−([−ηδ+γ (ω−δ)]/ω)t0 . By (9) and (10), we have
V (e(t)) ≤ Me([−ηδ+γ (ω−δ)]/ω)t , for t ≥ t0. (11)
By inequalities (6) and (11), we have
λm(Φ)||e(t)||2 ≤ Me([−ηδ+γ (ω−δ)]/ω)t .
Thus, we have obtained the following:
||e(t)|| ≤
√
M
λm(Φ)
e([−ηδ+γ (ω−δ)]/(2ω))t
which means that the two systems synchronize exponentially. The proof is complete. 
Remark 1. It is clear that as δ → ω the intermittent feedback will reduce to a continuous feedback. In this case, condition
(a) in the theorem gives an exponential synchronization criterion for system (1) and system (2) with linear state feedback
control, since condition (c) is automatically satisfied. For condition (b), we can find a sufficient large number γ , such that
ΦA+ ATΦ + β−1ΦBBTΦ + βL2I − γΦ ≤ 0
sinceΦ > 0; thus they have satisfied the stated criterion of synchronization for linear state feedback.
Remark 2. The first two conditions in Theorem 1 are a set of LMIs since we are able to transform them to the following
equivalent LMIs, respectively:[
ΦA+ ATΦ − KΦ − ΦK T + α−1L2I + ηΦ −ΦB
−BTΦ −αI
]
≤ 0, (12)
and [
ΦA+ ATΦ + βL2I − γΦ −ΦB
−BTΦ −βI
]
≤ 0, (13)
when the control gain is K = kI ∈ Rn×n with k ∈ R; we are looking for such k as small as possible. A mathematical feasible
method is to use Matlab to search for the desired matrices through solving (12) and (13) to achieve this goal.
Remark 3. Let δ = θω (0 < θ < 1); θ is called the rate of control duration. Condition (c) in Theorem 1 can be rewritten as
η >
1− θ
θ
γ ,
which implies that the stability result established in Theorem 1 depends strongly on the rate of control duration, i.e., δ
ω
, but
not on ω or δ alone.
T. Huang, C. Li / Journal of Computational and Applied Mathematics 234 (2010) 1097–1104 1101
Fig. 1. The feasible region D (the region above the curve) of the control parameters (k, θ).
Based on Theorem 1, the following corollaries are immediate.
Corollary 1. If there exist a symmetric and positive definite matrixΦ > 0 and positive scalar constants α, η such that
ΦA+ ATΦ − ΦK − K TΦ + αΦBBTΦ + α−1L2I + ηΦ ≤ 0,
then master system (1) and slave system (2) synchronize under the continuous linear state feedback control.
For the special case when the control gain K = kI ∈ Rn×n with k ∈ R, we have the following:
Corollary 2. Let γ = inf{γ , where γ is a value such that condition (b) in Theorem 1 holds }. If there exists a positive number
η > 0 such that the following conditions hold
(i) γ + η − 2k ≤ 0,
(ii) δη − (ω − δ)γ > 0,
then master system (1) and slave system (2) synchronize under the intermittent feedback control.
Proof. By the definition of γ , there are a positive definite matrixΦ > 0 and a positive number β , such that
ΦA+ ATΦ + β−1ΦBBTΦ + βL2I − γΦ ≤ 0.
We just need to check that condition (a) in Theorem 1 is indeed satisfied. Let α = β−1. Then
ΦA+ ATΦ − KΦ − ΦK T + αΦBBTΦ + α−1L2I + ηΦ = ΦA+ ATΦ − 2kΦ + β−1ΦBBTΦ + βL2I + ηΦ
= ΦA+ ATΦ + β−1ΦBBTΦ + βL2I − γΦ + γΦ − 2kΦ + ηΦ
≤ γΦ − 2kΦ + ηΦ
= (γ − 2k+ η)Φ
≤ 0.
Thus, condition (a) in Theorem 1 holds. Condition (ii) is equivalent to condition (c) in Theorem 1. Therefore, systems (1) and
(2) synchronize by Theorem 1. 
Remark 4. As remarked in Remark 3, conditions (i) and (ii) in Corollary 2 are equivalent to the inequality
k >
1
2θ
γ . (14)
Note that γ is determined only by the system itself, and k and θ are control parameters. From Eq. (14), one can estimate the
feasible region D of control parameters (k, θ), D =
{
(k, θ)
∣∣∣k > 12θ γ , 0 < θ < 1}.
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Fig. 2. The two Chua systems synchronize under the intermittent control (18) with (k, θ) = (20, 0.5) and control period ω = 1 in Fig. 2(a) and ω = 2 in
Fig. 2(b).
4. Numerical simulations
In this section, we study numerically the synchronization for the original Chua oscillators [12] by applying the theory
presented in the previous sections. The program ode45.m in Matlab is used to integrate the differential equations with the
initial conditions x (0) = [0.2 −0.1 0.2]T for the master system and y (0) = [−0.2 0.1 −0.2]T for the slave system,
and the linear matrix inequalities are solved by means of the LMI Control ToolBox in Matlab.
The original and dimensionless form of a Chua oscillator is given by [12]:{x˙1 = α (x2 − x1 − g (x1)) ,
x˙2 = x1 − x2 + x3,
x˙3 = −βx2,
(15)
where α, β are parameters and g (x) is the piecewise-linear characteristics of the Chua diode, defined by
g (x1) = bx1 + 0.5 (a− b) (|x1 + 1| − |x1 − 1|) , (16)
where a < b < 0 are two constants. In this section, we always choose the system parameters as α = 9.2156, β = 15.9946,
a = −1.2495 and b = −0.75735, which makes the Chua circuit (15) chaotic [12].
To apply the results given previously, we decompose and rewrite (13)–(15) into the following form:
x˙ = Ax+ Bf (x) , (17)
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a
Fig. 3. The two Chua systems synchronize under the intermittent control (18) with (k, θ) = (16, 0.6) and control period ω = 1 in Fig. 3(a) and ω = 2 in
Fig. 3(b).
where
A =
[−α − αb α 0
1 −1 1
0 −β 0
]
, B =
[1 0 0
0 1 0
0 0 1
]
, f (x) =
[−α · (a− b) (|x1 + 1| − |x1 − 1|) /2
0
0
]
,
and therefore L = −α (a− b) = 4.5313. From LMI (13) we obtain γ ≈ 17.8780 with
β = 0.1296 and Φ =
[13.6286 11.2068 1.3588
11.2068 55.1751 −7.9928
1.3588 −7.9928 10.5009
]
.
Therefore, the feasible region of control parameters (k, θ) is
D = {(k, θ) |kθ > 8.939, 0 < θ < 1 } ,
as shown in Fig. 1.
In the following simulation, we consider the synchronization of Chua system (15) by the periodically intermittent control
k (t) =
{
k, nω ≤ x ≤ nω + δ,
0, nω + δ < x ≤ (n+ 1)ω. (18)
Two groups of control parameters containing the feasible region D, namely, (20, 0.5) and (16, 0.6), are respectively selected
to conduct the numerical simulations. The error dynamics in terms of the Euclidian norm of the error vector is plotted,
respectively, for different control parameters and control periods, as shown in Figs. 2 and 3.
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