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Abstract 
 
CO2 Plume Geothermal (CPG) energy is a method for producing electricity from heat 
extracted from hot rock layers or reservoirs deep within the earth’s crust. CPG is 
differentiated from other geothermal technologies by several factors: 1) CPG uses CO2 as 
the primary geologic working fluid instead of brine, 2) CPG utilizes naturally permeable 
porous reservoirs to extract heat, such as saline aquifers or depleted hydrocarbon 
reservoirs, 3) CPG is deep—a CPG reservoir must have a depth of 1 km to maintain CO2 
in its supercritical state; though depths of 2 to 5 km are more common, and 4) CPG 
utilizes reservoirs at common geologic temperature gradients, unlike traditional 
hydrothermal which utilizes shallow reservoirs of unusually high temperature. Thus, CPG 
is intended to be integrated into an existing CO2 sequestration site affording an economic 
return on CO2 capture expenses by providing carbon-neutral, dispatchable electricity. 
Even when CPG is used as a base-load power source, it correlates well with electrical 
demand, unlike wind and solar (Chapter 5). 
 
Typically, CPG configurations consist of one or more injection and production wells. 
These wells link the surface plant with the porous reservoir to create a fluid circuit. 
Cooled fluid is injected at the surface, heated within the reservoir, and then returned to 
the surface at higher temperature and pressure which can then be used to create 
electricity. The variation in CO2 density between injection and production wells creates a 
thermosiphon which can drive circulation of CO2 without the use of pumps (Chapter 2). 
The geologic CO2 can be passed directly through a turbine, called a direct system, or heat 
can be extracted and used to power an Organic Rankine Cycle, called an indirect system. 
Either system may be used to generate electricity, although a direct system will nearly 
always produce more electricity than the indirect system. With reservoirs at moderate 
depth and temperature, these direct systems will also produce more electricity than 
comparable brine hydrothermal systems (Chapter 3).  
 
The reservoir well spacing and diameter affect the average power and longevity of a CPG 
system. For every combination of well diameter and reservoir depth, temperature, 
permeability, and thickness, an optimum spacing between the central injection well and a 
circumferential collection well will provide the greatest power output over time; placing 
the collection well too close to the injection well depletes the reservoir too quickly while 
spacing it too far away increases pressure losses, decreasing the overall power (Chapter 
4). Likewise, the selection of too small a well diameter will limit mass flowrate, and thus 
power, while an oversized well diameter may quickly deplete the reservoir and provide 
no additional benefit (Chapters 3 & 4). 
 
vi 
This research has provided a significantly deeper understanding of CPG power systems 
and their operation. The impact of this work is to establish a basis of CPG research to be 
used in several ways. It can directly inform industrial developments, such as a green-field 
implementation of CPG or the long-term planning of a CPG-ready Carbon Capture and 
Storage site. This work may also be the basis for future economic or policy analyses that 
can further argue for the development of CPG. Thus, this work will help enable CPG as 
part of the 21st century energy portfolio.   
vii 
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Chapter 1 
 
Foreword 
 
 
 
 
Geothermal energy is the utilization of the high rock temperature found within the earth 
to make power. Generally, one or more injection and production wells are drilled to 
develop a fluid circuit—cool fluid is injected from the surface to the reservoir situated 
several kilometers below, it is heated by the hot rock, and then the warmed fluid is 
returned to the surface (Figure 1.1). Then it can be used either to heat buildings or to 
generate electricity; however, only electricity production is considered here. 
 
 
Figure 1.1: Schematic of a CO2 Plume Geothermal System (Adams et al., In Preparation) 
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In this dissertation, research into a geothermal power concept called CO2 Plume 
Geothermal (CPG) is described. It is different from existing geothermal, defined by 
several key characteristics: 
 
 CPG uses CO2 as the primary geologic working fluid instead of water (brine), 
 CPG utilizes sedimentary basins instead of fracture networks typical of existing 
geothermal and Enhanced Geothermal Systems, 
 CPG is deep, used at depths between 1.5 and 5 km, and 
 CPG is appropriate for average temperatures, instead of only geologic “hot-
spots” typical of traditional geothermal locations. 
 
CPG is considered deep compared to traditional brine-based geothermal systems, called 
hydro-geothermal, which tend to have wells shallower than 1 km. Also, as CPG may 
utilize resources below 150 °C, it is often referred to as “low-temperature” or “low-
enthalpy” geothermal (DOE, 2015). Despite the low temperature label, CPG should not 
be confused with geothermal heat pumps which are common in residential applications; 
geothermal heat pumps use a refrigeration cycle to exchange heat with the cool 
groundwater near the surface, while CPG is a power cycle driven by the hot (>100 °C) 
earth. 
 
Geothermal power is a renewable energy, and unlike wind and solar, is both dispatchable 
and can be a carbon sink when combined with Carbon Capture Utilization and Storage 
(CCUS). In the 2006 Future of Geothermal Energy, they found there to be approximately 
200,000 EJ (1EJ = 1018 Joules) of accessible geothermal energy available within the 
United States, or more than 2,000 times the U.S.’s 2006 primary energy consumption 
(MIT, 2006). Additionally, they found that at least 100 GWe of geothermal energy could 
be brought online during the next 50 years, which would be a stark increase to the 3.4 
GWe currently installed (NREL, 2014). Thus, geothermal power has great development 
potential to meet this century’s energy demands, both in the United States and 
worldwide. 
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1.1 Dissertation Organization 
This dissertation is comprised of this forward and four published (or soon-to-be 
published) papers on the subject of CPG electricity production. Each addresses a 
fundamental research question of CPG, which are as follows: 
 
Why use CPG? 
Chapter 1 
Forward – The Big Picture, Motivation, and Background 
 
How large is the buoyancy-driven thermosiphon created by both CO2 and water? 
Chapter 2: The Thermosiphon 
“On the Importance of the Thermosiphon Effect in CPG (CO2 Plume Geothermal) 
Power Systems” (Adams et al., 2014) 
 
How much electricity can a CPG system create compared to brine hydrogeothermal? 
Chapter 3: Making Electricity 
“A Comparison of Electric Power Output of CO2 Plume Geothermal (CPG) and Brine 
Geothermal Systems for Varying Reservoir Conditions” (Adams et al., 2015) 
 
How big of a reservoir is needed to generate electricity over a plant’s lifetime? 
Chapter 4: Electricity with Time 
“A Characterization of Temperature Depletion in a Sedimentary Basin and its Effect 
on the Electric Power Output of CO2 Plume Geothermal (CPG) Power Systems”  
(Adams et al., In Preparation) 
 
How can a CPG plant meet a community’s electricity demand? 
Chapter 5: CPG vs. Wind and Solar: A Dispatchable Renewable 
“The Complementary Nature of CO2 Plume Geothermal (CPG) Energy Production 
and Electrical Power Demand” (Adams and Kuehn, 2012) 
4 
 
The remainder of this forward provides context which is not provided in the academic 
papers that will enhance the reader’s understanding of geothermal electricity production. 
First, the physical basis for geothermal electricity production is considered. Second, the 
unique value added by CPG will be presented from the perspective of future United 
States’ energy policy. Third, the development of CPG from the research in traditional 
geothermal and Enhanced Geothermal Systems is shown. And lastly, the impact of the 
research presented here is explained. 
 
1.2 Introduction to Geothermal Energy 
The Earth is inevitably cooling—like a hot cup of coffee in a cold room. Physics dictates 
that its solid inner core, with temperatures greater than 4500°C, will transfer heat to the 
cooler surroundings: first through the outer liquid core, mantle, and crust to the surface, 
and then eventually to outer space. The two Earth rock layers of geothermal interest are 
the outermost two: the lithosphere and asthenosphere. The lithosphere is the portion of 
the Earth near the surface that behaves rigidly, containing the crust and the portion of the 
upper mantle cooler than 1300°C. The tectonic plates comprise the lithosphere. The 
1300°C isotherm is typically used to define the lower boundary of the lithosphere as it is 
the temperature at which mantle rocks begin to behave fluidly (Self and Rampino, 2015). 
The lithosphere rests on the asthenosphere, or the ductile portion of the upper mantle 
which behaves plastically due to the high rock temperatures. 
 
Heat is transferred from the inner Earth to the surface in different ways. Below the 
lithosphere, heat is transferred primarily through convection—convective rock cells are 
formed where hot rock physically flows to and from the surface, exchanging heat 
between the outer core and lithosphere. Conversely, heat is only conducted through the 
lithosphere. The radioactive decay of minerals found in the lithosphere provide the 
surface with about 50% more heat than would reach it through conduction alone 
(Armstead and Tester, 1987). If an approximate continental Lithospheric thickness of 100 
km (Pasyanos, 2008) is combined with a mean average annual surface temperature of 
15°C, accounting for both conduction and radioactive decay, an approximate continental 
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geothermal gradient of approximately 25 °C km-1 is established near the surface 
(Armstead and Tester, 1987; DiPippo, 2012). Many factors, such as: thermal 
conductivity, thickness, and composition can affect the geothermal gradient (Saar, 2011). 
 
Geothermal power production utilizes this natural geothermal temperature gradient to 
extract heat naturally stored within the Earth. Thus, this stored heat does not occur merely 
in the Western United States, where occasionally geothermal gradients in excess of 70 °C 
km-1 occur, but even in places uncharacteristically associated with geothermal electricity 
production, such as Minnesota. In Minneapolis, if a well were drilled to 12 km—the 
current limit of well drilling technology—temperatures in excess of 180°C would be 
attained (Blackwell et al., 2011). Electricity could be generated with that resource, 
although not necessarily economically. 
 
Any heat source can generate electricity, an engineering concept called a heat engine. 
Most electricity plants utilize a heat engine: fossil fuel plants use the heat derived from 
combusting fuel, concentrating solar plants (CSP) concentrate the sun’s incoming 
radiation on a high-temperature focal point, and nuclear plants capture the heat emitted 
from nuclear fission. In the same way, geothermal power plants generate electricity from 
hot rock stored within the earth. The efficiency of this conversion—from heat to 
electricity—depends on the temperature: the hotter the resource, the greater the 
efficiency. Thus, most electric power plants utilize the fuel source at the hottest 
temperature tolerable by their equipment.  
 
In the case of geothermal, developers do not have the luxury of controlling the 
temperature of its resource as most other electricity producers do. For example, that same 
Minnesota geothermal plant that drilled to 12 km for 180°C could instead be replaced by 
a natural gas turbine that operates at 550°C, without the expense of wells. For this reason, 
geothermal plants, while utilizing free energy from within the Earth, tend to have 
relatively low production temperature and thus low efficiency. Herein lays the long-
established economic battle of geothermal electricity: though the fuel is free, geothermal 
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electricity production is capital-intense, and it must be produced in a manner such that its 
finances can compete with high-efficiency, low-capital fuel sources like natural gas. 
Fortunately for geothermal energy, these economics will shift with the likely mandate of 
CO2 Capture and Sequestration (CCS). 
 
1.3 The Big Picture 
Before the technical merit of the work presented here can be examined, it is necessary to 
frame the knowledge in a context so that its value might be realized. Thus, we must 
venture outside the thermodynamics of power generation for a moment to consider why 
CO2 Plume Geothermal (CPG) research is essential. 
 
At the 2014 supercritical CO2 (sCO2) power cycles symposium, Frank Princiotta, the 
Director of the Air Pollution Prevention and Control Division of the Environmental 
Protection Agency (EPA) presented the long-term EPA plan to mitigate climate change 
(Princiotta, 2014). In order to limit global temperatures to 2 °C above pre-industrial 
values and avoid catastrophe, the atmospheric CO2 concentration must be limited to 450 
ppm (IPCC, 2014). To achieve this result, the United States CO2 emissions must be 
reduced 80% by 2100 (Princiotta and Loughlin, 2014). 
 
Using current energy consumption and improvements to technology, Princiotta was 
unable to simulate an 80% reduction in CO2 emissions without significant lifestyle, 
social, and structural changes. Thus, an intermediate goal of 50% reduction in CO2 
emissions by 2050 was chosen. To achieve a 50% reduction, Figure 1.2 shows the CO2 
emissions in the electricity production sector will be essentially reduced to zero 
(Princiotta and Loughlin, 2014). This reduction will be through the increased use and 
development of renewable and nuclear energies, as well as CO2 capture and sequestration 
(CCS). CCS is not specified in either the EPA’s or the President’s Climate Action Plan 
for 2030 (EPA, 2014; U.S. President, 2013); however, it is very likely that CCS will be 
mandated shortly thereafter. In the interim, the Department of Energy (DOE) research 
priorities are aimed at lessening the impact of CCS’s 15-20% energy penalty (NETL, 
7 
 
2010) through the development and proving of transformational power plant technology, 
such as the sCO2 Rankine cycle.  
 
 
Figure 1.2: CO2 Emissions for Baseline and 50% Reduction Scenarios (Princiotta and 
Loughlin, 2014) 
 
The Implementation of CCS Enables CPG 
 
Geothermal power utilizes a free fuel source, but the substantial capital costs, namely to 
explore, drill, and complete the wells, limit its economic competitiveness. Additionally, it 
has been found in yet-unpublished CPG research and by Atrens (2011) for CO2-EGS, that 
a major factor in the economic viability of CO2-based geothermal power production is the 
availability of low-cost or free CO2. 
 
8 
 
Therefore, the implementation of CCS will enable CPG in two ways: first, by 
establishing CO2 plumes in sedimentary reservoirs (Global CCS Institute, 2014) in 
volumes sufficient for CPG energy production; and second, by increasing the cost of 
CO2-emitting electricity production. In addition to CO2, CCS will provide, at least in part, 
the necessary well exploration and infrastructure for CPG. CCS will prove a reservoir’s 
suitability for CO2 storage, and in the process determine reservoir characteristics, such as 
permeability and geometry, all of which are essential and costly values to attain for 
geothermal alone. Additionally, the injection of CO2 at a sequestration site may increase 
the reservoir pressure substantially, thus necessitating production wells to alleviate the 
over-pressurization and to contain the CO2 plume (Buscheck et al., 2012). Therefore, 
CPG production at a CCS site will have greatly reduced capital costs than an 
undeveloped site, making the implementation of CPG more likely.  
 
Therefore, it becomes necessary to research CPG, not just out of scientific curiosity, but 
rather to develop it as a likely electricity producer in this century’s energy portfolio. 
 
1.4 The Evolution of the CPG Concept 
Geothermal electricity production is more than a hundred years old; the first geothermal 
electric plant was built in Larderello, Italy in 1904 (DiPippo, 2012). The first geothermal 
electric plant was built in the United States in 1921 at the Geysers in California. Since 
then, geothermal power development in the United States has expanded to 3.4 GWe 
(NREL, 2014), mostly in California and Nevada, making the United States the world’s 
largest producer of geothermal electricity (GEA, 2013). California and Nevada have seen 
the majority of geothermal development as they are positioned over geologically active 
regions—locations where fractures and abnormalities in the crust have allowed unusually 
hot fluid to rise to near, and sometimes on, the surface. This ease of capture made the 
development of early geothermal electric plants straightforward and affordable—a free 
fuel source was available essentially at the surface, without the need for costly resource 
exploration. When the energy crisis of the 1970s at least tripled the price of oil, 
development of these resources became both economical and a national priority. 
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Many of these early geothermal plants, like some of those at the Geysers in California, 
were simple; they captured the hot fluid as it was emitted from the ground, processed it, 
and then released the cooled effluent to the surface. As the prevalence of geothermal 
plants expanded, the shallow and hot energy resources were quickly exploited and the 
industry began drilling increasingly deeper and more complex wells. Eventually the 
number of known sites with sufficiently shallow and hot resources got developed, and 
when combined with the cessation of public subsidies, geothermal development receded 
(Lund and Bloomquist, 2012). Thus was established the relatively flat line of geothermal 
development that extends from the late-1980s to today in Figure 1.3. 
 
 
Figure 1.3: U.S. Energy Consumption by Non-Hydroelectric Renewable for 1960-2013, 
given in terms of Fossil-based Generation Displaced by Renewable (EIA, 2015a). All values, 
except for wood, are converted from electricity to thermal energy using a fossil-based conversion 
factor (See EIA (2015a) Table A6). 1Does not include geothermal heat pumps. 2Electricity 
produced from landfill gas, sludge waste, agricultural byproducts, and other biomass. Also 
considers non-renewable waste though 2000 (e.g. municipal trash). 3Includes both solar thermal 
and photovoltaic (PV).  
 
In the 1990s, it would have been difficult to imagine that the use of CO2 as a geologic 
working fluid could be economically viable—the benefit of using CO2 is lost when 
applied to the open-loop fracture networks utilized in traditional geothermal electric 
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production. It would take the confluence of two at-the-time unrelated fields to establish 
CPG: the Hot Dry Rock (HDR) deep geothermal EGS project and the Carbon Capture 
Utilization and Storage (CCUS) research into deep saline aquifers. First, the concept of 
using CO2 as a geothermal working fluid will be discussed as it spun-off from the Fenton 
Hill HDR project. 
 
Fenton Hill: Making a Case for CO2 Geothermal 
 
The Fenton Hill Hot Dry Rock (HDR) geothermal research center was a Department of 
Energy project, located 40 miles west of Los Alamos National Laboratory, born of the 
1970s energy crisis (Brown, 2009). The HDR concept was newly developed by Los 
Alamos researchers; in HDR, deep wells (2.5 to 5 km) are drilled into low-permeability 
bedrock where the majority of the world’s high-grade geothermal energy is located 
(Duchane and Brown, 2002). The wells were hydraulically over-pressurized up to 48 
MPa at the surface, reopening existing fault lines and shearing their rough surfaces to 
permanently increase permeability (Duchane and Brown, 2002; MIT, 2006). Water was 
then circulated between the injection and production well, through the permeability-
enhanced rock, to the surface (Tester et al., 1989; DiPippo, 2012). The use of deep wells 
to extract otherwise trapped energy in low-permeability rock was unprecedented at the 
time; most geothermal reservoirs only utilized shallow resources with existing fractures. 
Despite being a pilot-scale project, it demonstrated many important concepts of deep 
geothermal implementation in low-permeability rock. For instance, it showed: that wells 
could be directionally drilled to 5 km depths and accurately positioned using acoustic 
equipment; that the permeability of crystalline basement rock could be artificially 
enhanced, but only along existing fractures; and that water could be circulated through an 
EGS reservoir for extended periods of time to produce useful heat (MIT, 2006). The plant 
was dismantled in 1996 as energy priorities shifted from HDR (GTO, 2015; Ziagos et al., 
2013). 
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In 2000, Donald Brown, a Los Alamos veteran of the Fenton Hill project, saw an 
opportunity emerge to further develop HDR. As atmospheric CO2 concentrations were 
becoming an increasingly common topic of scientific discourse, he suggested the use of 
CO2 in lieu of water in HDR (Brown, 2000). He argued that the HDR concept, while 
financially risky on its own, could become competitive when funded jointly with CO2 
sequestration efforts—HDR could be used both to store CO2 and produce electricity. 
Additionally, CO2 has many benefits when used as a geothermal working fluid, 
including: decreased mineral solubility, and an ability to circulate itself, called a 
thermosiphon, therefore reducing the need for pumps (Brown, 2000).  
 
The use of CO2 within a reservoir was a promising concept and tools were developed to 
validate it. Pruess (2004; 2005) developed an ECO2N module for TOUGH2 to simulate 
the injection of CO2 into fractured or porous media. This was necessary for the 
simulation of CO2 for both Carbon Capture and Storage (CCS) and HDR (Doughty, 
2004). At about this same time, the term Enhanced or Engineered Geothermal Systems 
(EGS) superseded the term HDR as it more broadly included the artificial fracturing of 
any low-permeability system, not just the “dry” HDR systems. When EGS systems utilize 
CO2 as the primary geologic working fluid, they are sometimes called CO2-EGS. 
 
CO2-EGS research was initially only conducted from a reservoir dynamics perspective. 
CO2 was shown to have comparable heat mining capabilities to that of brine, but without 
the complexities of pumping or mineral precipitation (Pruess, 2006; Pruess and Azaroual, 
2006). Pruess (2008) first modeled a CO2 reservoir three dimensionally and anticipated 
that the strong CO2 sensitivity to temperature might increase reservoir productivity with 
time; similarly, the pressure profile of a static CO2 well was simulated to show the high 
likelihood that a thermosiphon would develop. Pritchett (2009) critiqued the use of CO2 
as a geothermal fluid, arguing that within a fracture network the low viscosity would 
cause a short-circuit, decreasing the amount of rock directly in contact with the CO2, and 
potentially halve the reservoir’s lifetime. This is not an uncharacteristic finding for CO2-
EGS; however, Randolph and Saar (2011a) later would show that the reservoir lifetime 
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increased when fracture spacing decreased, and that a CO2-EGS reservoir lifetime 
approaches that of CPG as fracture spacing goes to zero, which is essentially the 
definition of a sedimentary porous medium. 
 
Agarwal and Anderson (2010) combined the EGS reservoir with a surface plant to 
simulate electricity production, finding water produced 80% more electricity than CO2. 
However, their singular choice of a 3 km reservoir with an 80 °C km-1 thermal gradient 
(the worldwide continental-crust average is 34 °C km-1 (Pollack et al., 1993)) would later 
be found to be outside the ideal operating range of CO2-based geothermal, which is 
moderate depths and temperature gradients (Adams et al., 2015). Similarly, Atrens (2010) 
estimated electricity production from an EGS reservoir and found that CO2 was less 
efficient at energy extraction than water due to its smaller heat capacity and substantial 
wellbore pressure losses. They did note that if well diameter was increased (they used a 
9” diameter well, typical of the oil & gas industry), CO2 could be better suited for low-
permeability reservoirs than brine – a finding confirmed in Adams et al. (2015). 
 
CO2-EGS still needs substantial research and development (Carroll and Stillman, 2014). 
Additionally, it has not proved financially viable with large estimated Levelized Cost of 
Electricity (LCOE) (>>$100 MWhr-1), generally due to the large cost of well construction 
(Atrens et al., 2011; Beckers et al., 2014). Nonetheless, CO2-EGS research is ongoing 
(Borgia et al., 2012; Pan et al., 2013; Lou et al., 2014). EGS does have the potential to 
access the vast supplies of geothermal energy (13,300,000 EJ) contained within low-
permeability basement rock; however, MIT (2006) points out that a substantial portion 
(100,000 EJ) of geothermal heat is still available in sedimentary formations, as discussed 
next. 
 
Sedimentary Basins are a Naturally-permeable Substitute for EGS 
 
The research climate in the mid-2000s was increasingly favorable for CO2-based 
geothermal developments. CO2 reservoir simulation tools had been developed and CO2 
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was being shown to be a geologically favorable working fluid; however, these tools were 
only being used to simulate CO2-EGS or CO2 sequestration (CCS) into sedimentary 
basins. Thus far, no one had considered utilizing sedimentary basins for geothermal 
power.  
 
 
Figure 1.4: Map of Paleozoic Sedimentary Basins in the United States. Paleozoic basins are 
shaded while basins in other geologic layers are outlined. (Coleman and Cahan, 2012) 
 
Sedimentary basins, which often contain saline aquifers or hydrocarbon reservoirs, are 
expansive, permeable formations that extend across much of the United States and the 
world (Runkel et al., 2007; Coleman & Cahan, 2012). Figure 1.4 shows the ubiquity of 
Paleozoic sedimentary basins in the United States, which are at depths likely to be 
suitable for CPG. When capped with an impermeable caprock, they form a layer within 
the earth which can hold massive volumes of CO2, unlike man-made HDR and EGS 
reservoirs which are comparatively smaller-scale. Azar et al. (2006) estimates between 30 
and 650 Gt-C (110 and 2400 Gt-CO2) can be stored in sedimentary basins globally. 
Sedimentary basins also offer a significant benefit over the fractured basement rock of 
EGS—they are a current target for CO2 sequestration (Global CCS Institute, 2014). 
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Thus, it was not unusual when, in 2008, Jimmy Randolph and Professor Martin Saar 
extended CO2 geothermal research from EGS into another field with which they were 
both familiar: sedimentary basins (Randolph, 2011). They termed the combination of 
CO2 and porous media CO2 Plume Geothermal (CPG), based on early analytical models 
of geologic CO2 storage during CCS, where the CO2 and brine did not mix (much) but 
the CO2 displaced the brine, forming a distinct funnel-shaped “plume” (Nordbotten, 
2005). Another reason for the term CPG was to distinguish it from CO2-EGS as CPG 
allows storage of large quantities of CO2. CO2-EGS reservoirs are created artificially, and 
due to the limited extent and nature of the fracturing, often have widely spaced fractures 
which only store minimal amounts of CO2 underground. 
 
In 2009, Saar and Randolph, with Professor Thomas Kuehn, patented CPG (Saar et al., 
2012-2015), and received seed funding from Minnesota’s Institute for Renewable Energy 
& the Environment (IREE), now a signature program of the Institute on the Environment 
(IonE). With Professor Saar as Principle Investigator (PI), the CPG research group at the 
University of Minnesota was formed with co-PIs from complementary fields of expertise: 
Professor Thomas Kuehn from Mechanical Engineering, Professor Steven Taff from 
Applied Economics, and Professor Elizabeth Wilson from Public Policy, succeeded by 
Professor Jeff Bielicki. The group received a three-year Department of Energy (DOE) 
Grant (DE-EE0002764) to research CO2 fluid-mineral interactions in 2010.  
 
CPG Research at the University of Minnesota (and beyond) 
 
Initial CPG work compared the heat extraction efficiency of porous and fractured 
reservoirs, showing that sedimentary reservoirs could produce hotter downhole CO2 for a 
longer duration than Water-EGS (Randolph and Saar, 2010). Randolph and Saar (2011b) 
found similar results when CPG was compared against water-sedimentary geothermal 
systems and water-EGS. Randolph and Saar (2011c) examined a range of reservoir 
permeabilities and found that at permeabilities higher than 5 x10-14 m2 brine produced 
more power, while at lower permeabilities CO2 produced more power. Additionally, 
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Randolph and Saar (2011a) performed an economic analysis using estimated power 
values based on Carnot efficiency, finding that between 7% and 12% of CO2 capture 
energy cost could be recovered by utilizing CPG. 
 
Working with Randolph and Saar, Janke and Kuehn (2011) simulated power production 
of both direct and indirect surface plants using a fixed-pressure-drop reservoir model. A 
direct surface plant extracts pressure energy using a turbine directly in the geologic CO2 
stream, while an indirect surface plant extracts only heat energy from the geologic CO2 
using a heat exchanger and an off-the-shelf Organic Rankine Cycle (ORC). They found a 
direct-type CPG system to produce the most power. 
 
Thus far, models for both CO2-EGS and CPG had assumed the wells were adiabatic (i.e., 
did not lose heat to the surrounding rock); although there was some concern that the 
higher wellbore Reynolds number of CO2 would lead to substantially greater heat loss. 
To test this concern, Randolph et al. (2012) calculated the effect of CO2 heat loss to the 
surrounding rock on production pressure and temperature in a 0.25 m diameter well with 
a mass flowrate of 80 kg s-1. They found that several days after the onset of production, 
the CO2 production temperature was within 2°C of the adiabatic limiting case, due to the 
low thermal conductivity of the surrounding rock. More recently this concern has re-
surfaced, particularly by Pan et al. (2015); however, the large frictional and heat losses 
reported there are due to the small pipe diameters (0.12 and 0.18 m) combined with the 
mass flowrates they considered, and even in the adiabatic case, those diameters are poor 
choices for power production (Adams et al., 2015). 
 
In 2012, the University of Minnesota CPG research group was awarded a $1.9M National 
Science Foundation (NSF) Sustainable Energy Pathways (SEP) four-year grant #1230691 
to sustain research. The NSF proposal laid out a detailed work plan encompassing four 
areas of research: Multi-phase Multi-fluid Flow (3.1), Reservoir Engineering and 
Management (3.2), Environmental and Technological Sustainability (3.3), and CPG 
Spillovers and Externalities (3.4). A breakdown of the proposed research is given in 
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Table 1.1. The NSF goals achieved through the papers of this dissertation, located in 
Sections 2 through 5, are highlighted in green in the table.  
 
Table 1.1: Originally Proposed Research Areas in NSF-SEP Project Proposal. “Dept” 
indicates responsible department: (G)eology, (M)echanical Engineering, (E)conomics, and 
(P)ublic policy. If covered in this dissertation, the row is highlighted in green and “Diss. Section” 
indicates the corresponding section. 
NSF 
Section Focus Area Dept 
Diss. 
Section
3.1 Multi-phase Multi-fluid Flow   
  3.1.1   3D, Multi-fluid, Time Dependent Reservoir  
Modeling 
G, M 3, 4 
  3.1.2   Reactive Transport: Rock-Fluid and Material-Fluid 
Interactions 
G, M  
  3.1.3   Fluid Production and Electricity Generation Over 
Time 
G, M, E  
  3.1.4   Multi-fluid Filtering and Separation M, E  
  3.1.5   Compression and Integration of Incoming CO2 M, P  
3.2 Reservoir Engineering and Management   
  3.2.1   Active/Dynamic CO2 Plume Management G, M, E  
  3.2.2   Upconing and Well Positioning G, M, E 4 
  3.2.3   Multilayered Systems G, M, E, 
P 
 
  3.2.4   Optimal Mass Flowrates, Thermosiphon Effects, and 
Maximizing Energy and Profit 
G, M, E 2, 3, 4 
3.3 Environmental and Technological Sustainability   
  3.3.1   CPG Flexibility and Options for Time Management of 
the Renewable Energy Resource 
M, E  
  3.3.2   CO2 Reservoir Energy Storage G, M, E, 
P 
 
  3.3.3   Decision-Analytic Support for CPG Siting G, P  
  3.3.4   Contributions to the Hubert Project P  
3.4 CPG Spillovers and Externalities   
  3.4.1   Enabling other Technologies and Transitions P 5 
  3.4.2   Co-products and Complementary Benefits P  
  3.4.3   Environmental Externalities and Risk G, E 4 
  3.4.4   Risk Management and Investment Decisions E, P  
 
In parallel with CPG research at the University of Minnesota, members of Lawrence 
Berkeley National Laboratory (LBNL) have also been simulating well, reservoir, and 
power production dynamics of CPG systems. Initially, a multi-fluid multi-phase wellbore 
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simulation module was developed for TOUGH2 called T2Well (Pan et al., 2010; Pan and 
Oldenburg, 2014). This simulator was extended first to CO2-EGS reservoirs (Pan et al., 
2013) and later to porous sedimentary reservoirs (CPG) (Pan et al., 2015). Pan et al. 
(2015) only simulated a small subset of CPG cases, particularly those with small well 
diameters in a single reservoir with fixed temperature and depth. It appears that their 
immediate efforts are focused on field testing a direct CO2 turbine at a sedimentary 
CCUS site in Cranfield, Mississippi (Freifeld et al., 2013) and not demonstrating the 
large-scale applicability of CPG. 
 
Beyond traditional CPG, advances are being made in the design and operation, or Active 
Reservoir Management (ARM), of sedimentary basins. Buscheck et al. (2012) found that 
a ring of brine production wells around a circular CO2 injection well will eliminate the 
over-pressurization which would otherwise occur. Additionally, the produced brine could 
be conditioned for process use. Elliott et al. (2013) and Buscheck (2013) further found 
that reinjection of the produced brine in a different ring resulted in a hydraulic divide 
providing lateral containment of the CO2 while producing significant geothermal power. 
Buscheck (2014) modified this design to use CO2 or N2 as a “gas cap” to both: pressurize 
the brine for artesian well production and to store energy through the compression of N2 
for monthly-scale energy storage. 
 
Saar et al. (2015) expanded upon the simulations by Buscheck et al. (2012) to utilize 
multiple stacked reservoirs at depths of 3 and 5 km to generate power. In the best 
performing instance, the shallow reservoir contained both CO2 and brine, while the deep 
reservoir contained only brine. The shallow, lower temperature brine was used to preheat 
the secondary fluid in the indirect Rankine cycle at the surface, augmenting system 
thermal efficiency while laterally containing the shallow CO2. 
 
Garapati et al. (2015) simulated the initial time-dependent injection of CO2 into a brine 
reservoir to simulate the initial filling, heat extraction rates, and production temperatures 
over the reservoir lifetime. They found that an initial fixed volume of CO2 is sufficient to 
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maintain the CO2 mass fraction at the production well above 94% for the reservoir 
lifetime. Furthermore, they found that the volume of CO2 necessary increases with CO2 
density and permeability. Additionally, Garapati et al. (2015) found that reservoir dip 
does not substantially impact heat extraction rate and that the reinjection of produced 
brine with the CO2 substantially increases the reservoir effective permeability. 
 
1.5 Impact 
The research contained in this dissertation has lead to a significantly deeper 
understanding of CO2 Plume Geothermal electricity production and its governing 
mechanisms. Moving forward, this work will serve as an important foundation and enable 
future studies. This is likely to happen in several ways. 
 
First, comprehensive surface plant and system models have been built, tested, and 
compared to case studies in the literature; thus, future work may focus on the utilization 
of these models rather than development. Second, the results of this work may be built 
upon; several of the papers were published with raw supplemental data which may be 
used in larger-scale economic or policy analyses. Third, this work reduces the unknowns 
of the CPG concept by establishing electricity generation potential under a variety of 
conditions and therefore decreases some risk for potential developers. Finally, the work, 
by simply being published, increases the visibility of CPG research and increases the 
likelihood of its use. Ultimately, this work adds value by enabling the development of 
CPG as an important part of the 21st century’s energy portfolio.  
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Chapter 2 
 
The Thermosiphon 
 
 
 
 
 
Preface 
Since the inception of CO2-based geothermal energy utilization by Brown (2000), CO2 
has been characterized as a beneficial geologic working fluid, in part, due to its ability to 
establish a buoyancy-driven flowrate, called a thermosiphon. Moreover, the 
thermosiphon has been hypothesized to be strong enough to power a direct turbine at the 
surface while eliminating pumping requirements (Atrens et al., 2009; 2010). However, 
the strength, variability, and dynamics of this effect were unknown. 
 
In this paper, the thermosiphon generated by both brine and CO2 is quantified, explained, 
and compared. The analysis uses a single value of permeability and well diameter, 
varying only depth and geothermal temperature gradient. The mass flowrate generated 
and heat extraction rate are found as a function of depth and geothermal temperature 
gradient, and an alternative method for characterizing the thermosiphon in terms of 
power (MWe) is developed, called “effective pumping power.” 
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Highlights 
 CO2 density changes create a buoyancy-driven current, or thermosiphon. 
 We estimate the strength of the thermosiphon for CO2 and for 20 wt% NaCl brine. 
 CO2 has a reservoir pressure drop approximately 3 to 12 times less than brine. 
 A thermosiphon can utilize 10% of the reservoir energy for fluid circulation. 
 CO2 is a particularly advantageous working fluid at depths between 0.5 km and 3 
km. 
 
Paper Summary 
CO2 Plume Geothermal (CPG) energy systems use CO2 to extract thermal energy from 
naturally permeable geologic formations at depth. CO2 has advantages over brine: high 
mobility, low solubility of amorphous silica, and higher density sensitivity to 
temperature.  The density of CO2 changes substantially between geothermal reservoir and 
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surface plant, resulting in a buoyancy-driven convective current – a thermosiphon — that 
reduces or eliminates pumping requirements. We estimated and compared the strength of 
this thermosiphon for CO2 and for 20 weight percent NaCl brine for reservoir depths up 
to 5 km and geothermal gradients of 20, 35, and 50 ºC/km. We found that through the 
reservoir, CO2 has a pressure drop approximately 3 to 12 times less than brine at the same 
mass flowrate, making the CO2 thermosiphon sufficient to produce power using 
reservoirs as shallow as 0.5 km.  At 2.5 km depth with a 35 ºC/km gradient – the 
approximate western U.S. continental mean – the CO2 thermosiphon converted 
approximately 10% of the energy extracted from the reservoir to fluid circulation, 
compared to less than 1% with brine, where additional mechanical pumping is necessary. 
We found CO2 is a particularly advantageous working fluid at depths between 0.5 km and 
3 km. 
 
2.1 Introduction 
Geothermal power plants use the temperature difference between the Earth’s hot 
subsurface rock and the cooler surface to generate electricity.  Such systems transport 
thermal energy from underground to the surface using a working fluid, and in a power 
plant at the surface, a portion of the fluid’s thermal energy is converted into electricity. 
The cooled working fluid is then typically reinjected into a subsurface reservoir.  
Conventional geothermal (hydrothermal) energy technology uses hot brine as the 
working fluid that is circulated through geologic formations. Moreover, these power 
plants are often situated in tectonically and/or volcanologically active regions where 
reservoir temperatures are unusually high near the Earth’s surface (Blackwell and 
Richards, 2004). However, these unique thermal resources are limited in size and 
location. New technology must be developed in order to harness the estimated 200,000 
exajoules (EJ) of thermal energy that may be extractable from the Earth’s crust in the 
United States alone (MIT, 2006). This resource is much greater than the 540 EJ of 
primary energy that was consumed worldwide in 2011 (EIA, 2007) and is renewable on 
human, rather than geologic, time scales. Furthermore, compared to most other renewable 
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energy resources, geothermal energy is continuously available and, thus, can serve as a 
baseload or dispatchable power resource without requiring energy storage. 
 
To access the high geothermal energy potential for human use, approaches have been 
suggested to initiate and/or widen fractures within hot, dry, low-permeability, crystalline 
basement rocks, thereby creating relatively small, artificial geothermal reservoirs that can 
support fluid flow and heat extraction (Majer et al., 2007; Smith et al., 1975). These 
Enhanced or Engineered Geothermal Systems (EGS) typically use water for both 
fracturing and advective heat energy extraction, but carbon dioxide (CO2) has also been 
proposed as the working fluid (Brown, 2000; Pruess, 2006). While EGS has the potential 
to increase access to the geothermal resource base, significant technological gains are 
needed before EGS will be capable of extracting more than small amounts of energy 
(MIT, 2006).  
 
Recently, CO2 has been proposed as the subsurface working fluid for geothermal energy 
extraction in sedimentary basins that host natural, large-scale, high-permeability 
reservoirs that are overlain by, and often inter-layered with, low-permeability cap rocks 
(Randolph and Saar, 2011; Saar, Randolph, and Kuehn, 2012). To distinguish it from 
EGS using CO2, this approach has been termed a CO2 Plume Geothermal (CPG) energy 
system. As shown in Table 2.1, CPG differs from conventional hydrothermal and EGS 
approaches in two important ways: (1) CO2 is used as the primary working fluid instead 
of water or brine, and (2) the CO2 is circulated through naturally-permeable formations, 
resulting in a large-scale CO2 plume. Compared to the deep formations targeted for EGS, 
CPG reservoirs are typically shallower (1-4 km instead of 4-7 km deep) and, hence, 
cooler.  However, the large size and high permeability of sedimentary basins allows for 
much higher fluid flow and advective heat transfer rates. Importantly, the CPG approach 
avoids reservoir-scale hydraulic fracturing and fault shearing/dilation, which may induce 
seismicity (Hitzman, 2012). In addition, CPG reduces or eliminates the need for the 
expensive deep drilling that is typically required in EGS, and instead employs well-
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established drilling techniques developed by the oil and gas industry for sedimentary 
basins.   
 
 
 
Type of Reservoir 
Energy Extraction Working Fluid 
Water CO2 
Sedimentary Basin (large-scale, 
naturally permeable, typically lower 
temperature) 
Conventional 
Hydrothermal System 
CO2-Plume 
Geothermal (CPG) 
System 
Enhanced Geothermal System 
(EGS) (small-scale, relatively 
impermeable prior to stimulation, 
typically higher temperature) 
Conventional EGS CO2-based EGS 
Table 2.1: The Four Types of Geothermal Systems Considered 
 
The sedimentary basins in which these saline aquifers reside are ubiquitous throughout 
the world (Metz et al., 2007) and underlie more than half of North America (Runkel et 
al., 2007). The salinity of such formations is high (total dissolved solids (TDS) > 10,000 
PPM, i.e., far saltier than seawater), so they are unlikely to be considered a potable, or 
even industrial, water resource. Because CO2 is less dense than the surrounding pore 
fluids (e.g., brine), CPG sites must be located where vertical migration of the buoyant 
CO2 is impeded by low-permeability or impervious caprock layers overlying the 
permeable reservoir.  
 
CPG can be combined with a CO2 Capture and Storage (CCS) site to produce electricity 
and/or heat from places where CO2 is injected into sedimentary basins as an approach to 
climate change mitigation (Global CCS Institute, 2013). This technology is an example of 
Carbon Capture Utilization and Storage (CCUS), because the coupled operation can 
leverage the injected CO2 to produce electricity that can be used onsite and/or sold to 
offset the costs associated with CCS. In addition, extraction of heat from the reservoir 
during CPG operations reduces reservoir over-pressurization caused by CO2 injection 
during CCS (Randolph et al., 2013), helping to ensure reservoir integrity and decreasing 
monitoring requirements. In addition, strategically producing brine and/or CO2 from a 
24 
 
geologic CO2 storage (GCS) site and its associated reduction in over-pressurization 
reduces the likelihood of inducing seismicity and can provide brine at the surface for 
potential use as potable or process resources (Buscheck et al., 2013). CPG may also be 
implemented in (partially) depleted hydrocarbon fields alongside enhanced oil recovery 
(EOR) operations (Saar et al., pending; Freifeld et al., 2013) and offset the hydrocarbon 
fuels used to power such sites.  
 
The surface plant that produces electricity from geothermal energy can have two basic 
configurations: direct and indirect (binary).  In an indirect system, heat is extracted from 
the primary subsurface working fluid to drive a secondary Rankine cycle. An indirect 
system is desirable when the pressure difference between primary fluid production and 
injection wellheads is small and the temperature difference between the fluid leaving the 
production well and the ambient at the surface is high.  In contrast, a direct system 
typically expands the primary working fluid through a piece of turbomachinery in order 
to generate electricity, and is therefore desirable when the pressure difference between 
the production and injection wellheads is large. This latter condition — high pressure 
difference — occurs when CO2 is used as the primary working fluid (even at low 
reservoir temperatures of <100oC) and at relatively rare, high temperature (>200oC) 
hydrothermal sites.  In this paper, we exclusively model indirect geothermal systems. 
 
Systems using CO2 as the subsurface working fluid develop a buoyancy-driven 
thermosiphon, which occurs because of the differences in CO2 density between the 
injection and production wells upon even a small amount of heating in the reservoir 
(Atrens et al., 2009; 2010) and because the high mobility (inverse kinematic viscosity) of 
CO2 in the reservoir facilitates fluid flow. The thermosiphon can eliminate parasitic, and 
thus costly, pumping requirements necessary in conventional hydrothermal installations.  
 
In this paper, we estimate the strength of this thermosiphon effect using idealized 
reservoir and surface plant parameters to compare the strengths of thermosiphons 
generated by indirect CO2 and existing “state-of-the-art” 20 wt% NaCl brine indirect 
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geothermal power systems for depths up to 5 km and geothermal gradients of 20, 35, and 
50 ºC km-1.  From these idealized cases, we draw a number of conclusions about the 
relative strengths of thermosiphons for subsurface systems (reservoirs) composed purely 
of CO2 and purely of brine. 
 
2.1.1 The Thermosiphon Effect in Geothermal Power Systems 
The driving force of the thermosiphon is generated by the density difference of the CO2 
between injection and production wells.  The phase of the fluid is relevant to the extent to 
which it affects its compressibility—supercritical CO2, which typically exists throughout 
the subsurface portion of a CPG system, has a large variability in density, despite having 
liquid-like density and gas-like dynamic viscosity.  When fluid flows upward in a 
production well, the pressure decreases because the increase in elevation reduces the 
hydrostatic pressure of the fluid and pressure losses accumulate due to friction with the 
pipe wall.  For a static fluid, the pressure losses are zero and the change in pressure can 
be calculated from the Bernoulli equation: 
 
     (2.1) 
 
When the density of the fluid is nearly constant with changes in temperature and pressure 
(e.g., with liquid brine), the integral in Equation (2.1) can be eliminated and the pressure 
change, ΔP, becomes the product of fluid density, , the Earth’s gravitational 
acceleration constant, g, and the change in elevation, z2-z1, between the surface, z2, and 
the reservoir, z1. Thus, for conventional hydrothermal systems, the pressure changes in 
the production and injection wells roughly offset each other.  Consequently, the pressure 
difference between the injection and production wellheads is close to zero, and the fluid 
will be stagnant if not actively pumped. In contrast, when the fluid density changes 
substantially with pressure (e.g., with supercritical CO2 as the working fluid), the 
pressure difference between the wellheads can be quite large.  This pressure difference 
drives the CO2 thermosiphon. 
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Figure 2.1: A) A simple binary geothermal cycle that supplies heat to an Organic Rankine 
Cycle (QORC). Heat enters the cycle in the reservoir (Qreservoir), located a depth, Δz=z2-z1, below 
the surface.  The overall efficiency of the system is governed by the difference in temperature of 
the resource (Treservoir) and the sink (Tambient). B) An equivalent power cycle at a constant 
elevation with the same states as Panel A. The change in energy of the fluid as it expands in the 
production well (g·Δz) is equal, but opposite in sign, to the energy which compresses the fluid in 
the injection well. 
A simplified binary geothermal system is shown in Figure 2.1A. The hot geothermal fluid 
is produced from the reservoir at State 1 then rises through the production well to the 
surface (State 2).  The working fluid next passes through a heat exchanger where thermal 
energy is transferred to an Organic Rankine Cycle (ORC) and leaves the heat exchanger 
at ambient temperature at State 3, where the cool fluid is injected back into the 
subsurface.  The pressure of the fluid increases as it approaches State 4 in the subsurface 
reservoir.  The wells are assumed to be adiabatic because the low thermal conductivity of 
the surrounding rock minimizes thermal losses (Randolph et al., 2012). An energy 
balance between States 1 and 2, neglecting small changes in kinetic energy, shows that 
the fluid’s specific enthalpy, h, changes by 
 
 .    (2.2) 
 
 2112 zzghh 
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Equations (2.1) and (2.2) show that the fluid in the production well undergoes an 
expansion with a change in enthalpy equal to the change in potential energy.  The relation 
for a non-isentropic expansion process is shown in Equation (2.3), where an efficiency 
parameter, has been added to account for frictional wellbore pressure losses. 
 
     (2.3) 
 
This part of the system can be represented by a turbine at a constant elevation, as shown 
in Figure 2.1B.  Similarly, the process of increasing the fluid pressure and enthalpy in the 
injection well is a compression process, which is represented by a shaft-driven pump 
shown in Figure 2.1B.  The isentropic change in enthalpy in both wells is equal in 
magnitude but opposite in sign, so the energy transfer can be represented by a shaft 
connecting the turbine (between States 1 and 2) and pump (between States 3 and 4), as 
shown in Figure 2.1B. Consequently, Figure 2.1B represents an equivalent power system, 
without any elevation change, that can be used to model a binary geothermal system.  
 
When the fluid densities differ between the injection and production wells, the pressure 
changes in the wells will also differ.  For example, in a 2.5 km deep stagnant CO2 system, 
with a 35 oC km-1 thermal gradient, the average injection well fluid density is 880 kg m-3 
while the average production well fluid density is only 520 kg m-3.  In either well, the 
change in potential energy is approximately 25 kJ kg-1, but the change in injection and 
production well pressures is 21.6 MPa and 12.7 MPa, respectively. The CO2 at States 1 
and 4 is at 25 MPa, but the production wellhead pressure is 12.3 MPa, and the injection 
wellhead pressure is 3.4 MPa.  As much as 8.9 MPa of “excess pressure” is, thus, 
available at the surface, and could be used to move the fluid within the system or, in a 
direct power plant, to generate electricity.  The fluid mass flowrate through the cycle will 
increase until frictional losses equal the excess pressure.  Consequently, the varying 
density of the CO2 system generates a thermosiphon.  In contrast, the density of brine is 
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much less sensitive to temperature and pressure and, thus, changes little throughout the 
cycle and provides little thermosiphon effect.  
 
 
2.2 Methods 
In the following, we describe our numerical modeling methods applied to the three main 
components of the geothermal power system: reservoir, wells, and surface plant. 
 
2.2.1 Reservoir Modeling 
We use TOUGH2 (Pruess, 2004) with the ECO2N equation of state module (Pruess, 
2005) to numerically model a single production-injection well pair within the flat 
homogeneous sedimentary basin geothermal reservoir, employing a standard five-spot 
well pattern and taking advantage of symmetry to efficiently simulate the geology, as 
presented in previous publications (e.g. Pruess, 2006; Randolph and Saar, 2011). During 
simulations, the reservoir pore fluid is either all CO2 or all 20 wt% NaCl Brine. Thus, in 
CO2 simulations, brine displacement by CO2 is not simulated.  Rather, we assume that a 
sufficiently large CO2 plume has been established in the reservoir before heat extraction 
commences (Randolph and Saar, 2011), and thus any localized clogging due to salt 
precipitation (Borgia et al., 2012) has been remedied. To avoid running the TOUGH2 
model for every mass flowrate required for wellbore and surface plant simulations, the 
pressure losses are estimated from the results of six TOUGH2 mass flowrate simulations, 
using Darcy’s Law for laminar flow through porous media,  
 
 
 .    (2.4) 
 
Equation (2.4) shows the linear relationship between working fluid mass flowrate, , 
and pressure difference, P, in the reservoir between the injection and production wells, 
when the term in the brackets, the average specific inverse mobility, M, is constant. M = 
m
A
LP 

 

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(μL)/(ρκa) is the product of the inverse mobility, or kinematic viscosity, /, and 
reservoir properties, L/(A), and accounts for how these reservoir and fluid properties 
resist fluid flow. M is constant for a given reservoir permeability, depth, and temperature.  
To note, the actual specific inverse mobility varies substantially throughout a reservoir 
and thus the average value of TOUGH2 simulations is used to interpolate other mass 
flowrates.   
 
Working Fluid I 100% CO2  
Working Fluid II 20 wt% H20-NaCl (brine) 
ηorc 0.33 
D 0.28 m 
g 9.81 m s-2 
Lsurface 707 m 
Reservoir Area 1 km x 1 km 
Reservoir Thickness 300 m 
Preservoir Hydrostatic ( ρwater·g·Δz) 
Tambient 15 ºC 
Tgradient 20, 35, & 50 ºC km-1 
z 1 km to 5 km 
ε 0.000055 m 
κ 5 x 10-14 m2 
ρwater 1000 kg m-3 
Φ 0.1 
 
Reservoir Boundary Conditions 
Lateral No fluid or heat flow 
Vertical No fluid flow, heat 
conduction using TOUGH2 
semi-analytic model 
Table 2.2: Model Parameter Values used in Simulations 
 
To find M, the pressure loss in the reservoir is determined by running TOUGH2 
simulations at six mass flowrates at a given permeability, , depth, and pressure, for CO2 
and brine. Reservoir-specific parameters are provided in Table 2.2.  For each parameter 
combination, a linear regression of the form  is performed on the 
generated data with the intercept, , set to zero.  The resulting regression slope, , is the 
specific inverse mobility, M.  The average uncertainty of M for fourteen such regressions 
mP  
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is 0.4%, indicating predicted pressure loss values, using M, will be very close to results 
from actual TOUGH2 simulations. The calculated values of M are shown in Figure 2.2. 
 
 
Figure 2.2: Average specific inverse mobility, M, for the reservoir of interest given in Table 
2.2.  When multiplied by the mass flowrate, M gives the pressure difference across the reservoir 
The values of M for CO2 are relatively constant near a value of 22 kPa s kg-1 throughout 
the range of depths and geothermal gradients considered here. In contrast, the dynamic 
viscosity, , of brine decreases with increasing temperature.  Consequently, resistance to 
flow, expressed by M, decreases with depth for brine but is always higher than that of 
CO2 over the conditions examined here that are representative of U.S. continental 
sedimentary basins. For example, at a depth of 1 km, M for brine is 7 to 12 times greater 
than that of CO2, while at 5 km, M for brine is still 2.5 to 5 times that of CO2.  As a result, 
the difference between the thermosiphon performance of CO2 and brine is significant at 
all investigated depths (1-5 km) but more pronounced at shallower depths.  To note, 
pressure losses are estimated to have a numerical simulator uncertainty of 6%, based on 
the benchmarking of eight reservoir simulator performances of CO2-enhanced gas 
recovery by Class et al. (2009). 
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We use a steady-state energy balance to determine the heat extraction rate from the 
reservoir, Qreservoir.  The rate of heat removed is the product of the working fluid mass 
flowrate, , and its enthalpy difference in and out of the reservoir, as shown in Equation 
(2.5). Enthalpy is fluid property based on its thermal and pressure energy content, found 
from lookup tables. 
 
   (2.5) 
 
The temperature of the working fluid produced from the reservoir (State 1, Figure 2.1A) 
is fixed at a value found by multiplying the reservoir depth by the geothermal gradient 
and adding the assumed average ambient air temperature.  Consequently, we assume that 
the temperature of the fluid as it enters the production well is the same as the initial 
reservoir temperature; the large injection-production well spacing (0.71 km) and low, 
laminar fluid flowrates are sufficient to increase the temperature of the injected CO2 to 
the initial reservoir temperature by the time it reaches the production well.  The average 
specific heat, cp,ave, of the working fluid as it flows through the reservoir is calculated by 
Equation (2.6). 
 
   (2.6) 
 
2.2.2 Well Modeling 
To simulate wellbore flow, the injection and production wells are divided into 100 m 
segments and numerically integrated.  The element length is chosen to balance 
computational time and accuracy, ensuring that the wellbore pressure drop is within 1% 
of the value found using a very finely discretized test model. Hence, a 1% well 
discretization uncertainty is used.  We employ CO2 properties from Span and Wagner 
(1996) in simulations using Engineering Equation Solver (EES). Brine properties are 
determined from relations provided by Driesner (2007) and the IAPS-84 Steam Tables 
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(Haar et al., 1984). Across each element, an energy balance, momentum balance, and 
continuity equation are used to find the resulting fluid state (i+1) from the initial state (i), 
as shown in Equations (2.7-2.9) which are adiabatic and neglect the effect of kinetic 
energy; in a 2.5 km, 0.27 m production well with a CO2 mass flowrate of 170 kg s-1, the 
velocity varies from 5.2 to 7.3 m s-1, which is a kinetic energy change of 0.05% of the 
total energy change. 
 
     (2.7) 
   (2.8) 
      (2.9) 
 
The frictional pressure losses are determined from the Darcy-Weisbach relation,  
 
 ,   (2.10) 
 
where the friction factor, f, is taken from the Moody Chart (Moody, 1944). To minimize 
piping at the surface, wells are assumed to be drilled at an angle from a single, central 
surface location, emanating out to the corners, which have a lateral distance, Lsurface, and a 
depth, z2-z1 from the surface.  The length of the well, Lpipe, is thus the hypotenuse of the 
triangle with sides Lsurface and z.  For instance, Lsurface is always 0.71 km, while at a depth 
of 2.5 km, a well length of Lpipe = (2.52 +0.712)0.5 = 2.6 km is needed.  
 
To find the friction factor, f, a pipe roughness, ε, for Bare Cr13 oil piping is used 
(Farshad and Rieke, 2006). The roughness is 10 µm larger than the 45 µm value often 
used for Schedule 40 pipe, as proposed by Moody (1944), and used in the Geothermal 
Electricity Technology Evaluation Model (GETEM) (DOE, 2012). The use of a larger  
results in a conservatively high estimate of the pressure drop in the wells. To determine 
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the sensitivity of the system to frictional pipe losses, we use a surface roughness 
uncertainty of 10 µm when calculating thermosiphon mass flowrates. 
 
Previous analyses have suggested that complications may arise in the production well as 
a result of cooling of CO2 due to the Joule-Thomson effect (Mathias et al., 2010). This 
effect, however, relates to a non-isentropic (irreversible) constant-enthalpy process. Even 
though some irreversibilities will be introduced and result in a frictional pressure drop, 
very large throttling pressure reductions (~5 MPa) only reduce the fluid temperature 
modestly and therefore pose little threat to production (Mathias et al., 2012; Oldenburg, 
2007; Singh et al., 2011). The majority of the temperature reduction occurs from a 
change in pressure as the enthalpy decreases and the fluid expands during production in 
the well. Our analysis accommodates both the irreversibility and the enthalpy change by 
using thermo-physical property data in conjunction with the Darcy-Weisbach relation for 
the pressure drop. Further, the CPG loop does not experience substantial throttling of 
fluid at any one specific location (e.g., production well), and CO2 heat addition and 
removal only occur within the surface plant and reservoir, respectively.  
 
2.2.3 Surface Plant Modeling 
At the surface, heat is extracted from the working fluid to generate electricity using an 
Organic Rankine Cycle (ORC) (DiPippo, 2008). The fluid reinjection temperature at the 
surface (State 3, Figure 2.1A) is taken to be the average ambient air value.  Minimal 
surface piping exists, thus heat transfer and pressure losses in surface piping are 
neglected. The pressure loss within the surface heat exchanger is assumed to be small 
relative to the kilometer-scale length of the wells.  For example, in a well extending to 
2.5 km depth at a temperature gradient of 35 °C km-1, the pressure loss in the production 
well is 2690 kPa, much larger than in typical heat exchangers 
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  (2.12) 
 
 . (2.13) 
 
The power produced by the system is calculated with Equation (2.13), where the thermal 
efficiency (Equation 2.11) is a product of Carnot efficiency (Equation 2.12) and a 
constant ORC efficiency, ηorc. The ORC efficiency is taken to be 33% of the Carnot 
efficiency based on thermal efficiency values reported for similarly-sized binary 
geothermal power plants, such as the Heber plant in Imperial Valley, California (10.5% 
net thermal efficiency, 31% of the Carnot efficiency (DiPippo, 2008)) the Megamax plant 
in East Mesa, California (12.0% net thermal efficiency, 33% of the Carnot efficiency 
(DiPippo, 2008)), and the Dora II plant in Aydin, Turkey (10.7% net thermal efficiency, 
31% of the Carnot efficiency (Ganjehsarabi et al., 2012)).   
 
The Carnot efficiency (Equation 2.12) is determined using the temperature of the 
produced fluid at the surface (Figure 2.1, State 2a) and the ambient air temperature. The 
temperature of brine is nearly constant in the production well, and thus, its production 
temperature is assumed to equal the reservoir temperature. In contrast, the temperature of 
CO2 decreases as it rises through the production well.  Thus to facilitate a proper 
comparison between these working fluids, the fluid temperature entering the ORC (State 
2a) is used to calculate the Carnot efficiency rather than the reservoir temperature. 
 
2.3 Results and Discussion 
We present our results in four parts.  First, we show the mass flow and heat extraction 
rates for the range of temperatures and depths considered in Section 2.3.1 for both brine 
and CO2 systems.  These values are then used to calculate the power generated (Section 
2.3.2).  In Section 2.3.3, we introduce a concept called “Effective Pumping Power,” 
which is used to quantify the strength of a thermosiphon in terms of parasitic power 
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saved.  Last, we show the sensitivity of the system to variations in reservoir permeability 
in Section 2.3.4. 
 
2.3.1 Mass Flow and Heat Extraction Rates  
The steady-state mass flowrates of the CO2 and brine systems are shown in Figure 2.3.  
The steady-state mass flowrate is a result of the thermosiphon—the mass flowrate at 
which the “excess pressure” equals the frictional losses within the piping and reservoir.  
The lighter bounds around each curve represent the combined uncertainty from three 
sources, as described previously: a 6% reservoir simulator uncertainty found from Class 
et al. (2009), a 1% well discretization uncertainty in pressure, and a 10 μm pipe surface 
roughness uncertainty.  Uncertainties are numerically estimated values, propagated using 
the Taylor series method. 
 
 
Figure 2.3: Thermosiphon-generated mass flowrates at varying reservoir depths and 
geothermal temperature gradients. Note that the flowrates are considerably higher in all cases 
for CO2 than for brine, as expected from Figure 2.2. The discontinuities shown in the CO2 curves 
are caused by conditions near the critical point.  
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Mass flowrates for both fluids increase monotonically with increasing depth (Figure 2.3). 
CO2 systems exhibit significant thermosiphon-induced circulation at depths as shallow as 
0.5 km. Despite CO2 not being supercritical at such shallow depths, its density variation 
is sufficient to drive fluid circulation.  The sharp increase in CO2 mass flowrates near 0.5 
km (for 35 oC km-1 and 50 oC km-1 cases) occurs because the circulating CO2 is near the 
critical point (7.4 MPa) and, thus, its density is very sensitive to temperature.  As an 
example of the difference between CO2 and brine thermosiphon performances, consider 
the case of a geothermal gradient of 35 oC km-1 at 1 km depth:  the average injection and 
production well density of CO2 are 860 kg m-3 and 335 kg m-3, respectively, while for 
brine, they are 1149 kg m-3 and 1133 kg m-3, respectively.  These density differences 
produce a mass flowrate of 188 kg s-1 for CO2 but only 1.7 kg s-1 for brine. 
 
For the 20 oC km-1 CO2 system, a step-function change in mass flowrate occurs near 1.5 
km.  At shallower depths, the temperature at the production wellhead (State 2) is below 
the ambient air temperature so that heat extraction to an ORC and the associated density 
increase is not possible.  However if an ambient air temperature below the Tambient = 15 oC 
value used in this model is chosen, non-zero flowrates at shallower depths are possible.   
 
The uncertainty of the CO2 mass flowrate in all cases is nearly constant, averaging ±7.2 
kg s-1, and is dominated by the TOUGH2 6% simulator uncertainty, which averages ±5.2 
kg s-1 and contributes about 60% to the overall model uncertainty.  The pipe roughness 
and well numerical integration uncertainty contribute about 20% each.  Conversely, brine 
uncertainty scales with mass flowrate and is approximately linear from ±0 kg s-1 to ±9 kg 
s-1 at 1 km and 5 km depth, respectively.  For brine, the uncertainty from well numerical 
integration accuracy constitutes approximately 70% of the overall uncertainty, followed 
by 30% from TOUGH2 simulator uncertainty, and 0% from pipe roughness.  These 
component uncertainties reveal the differing sensitivities of mass flowrate in the CO2 and 
brine systems.  The well numerical integration accuracy affects the accuracy of the 
thermosiphon pressure potential generated at the surface between the injection and 
production wells; while the TOUGH2 simulator uncertainty and pipe roughness 
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uncertainty affect the pressure losses generated by fluid movement throughout the 
system.  As the brine system has difficulty generating a thermosiphon, it follows that the 
flowrate of the system would be most sensitive to the numerical integration accuracy.  
Likewise, the CO2 system generates a large thermosiphon whose rate is sensitive to the 
factors which affect pressure loss (i.e., TOUGH2 uncertainty and pipe roughness values). 
 
The above analysis has used the given parameters for pipe diameter and roughness and 
reservoir permeability established in this study from Table 2.2. Changing these values 
may substantially affect system performance.  The pipe diameter has a fifth-order 
relationship with pressure loss in the Darcy-Weisbach equation.  For example, increasing 
the pipe diameter 10% from 0.28 m to 0.31 m in the 35 oC km-1, 2.5 km CO2 scenario 
increases the mass flowrate 15%, from 285 kg s-1 to 328 kg s-1.  Similarly, an order of 
magnitude increase in permeability to 5x10-13 m2 increases the mass flowrate 45% to 417 
kg s-1.  The parameters chosen in this paper are typical values for sedimentary basins 
(Randolph and Saar, 2011) and, thus, permit general conclusions.  Additionally, future 
studies could build upon this work by investigating heterogeneous and sloped reservoirs, 
which may favorably affect the thermosiphon-induced mass flowrate. 
 
 
Figure 2.4: A) Average specific heat in CO2 or brine geothermal reservoirs at varying 
depths and geothermal gradients. The spikes in CO2 specific heat values occur around the 
fluid’s critical point. The brine curves for the different geothermal gradients collapse to a single 
line. B) Surface production temperature, T2, of CO2 or brine systems at varying depths and 
geothermal gradients. Brine temperature is assumed constant in the production well and 
therefore also indicates reservoir production temperature for both CO2 and brine cases.  
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The average working fluid specific heats under a given reservoir depth and temperature 
are evaluated by dividing the fluid enthalpy difference across the reservoir by the 
associated temperature change, as shown in Equation 2.6.  As shown in Figure 2.4A, 
except for spikes near the critical point, where the average specific heat of CO2 can be 
almost ten times that of brine, the average specific heat of CO2 is generally below that of 
brine (3.5 kJ kg-1 C-1). However, the relatively high mass flowrate induced by the CO2 
thermosiphon (Figure 2.3) offsets the fluid’s generally lower specific heat (Figure 2.4A) 
to generate higher heat extraction rates (Figure 2.5). 
 
 
Figure 2.5: Reservoir heat extraction rates at varying depths and geothermal gradients.  For 
the sedimentary basin depths (0.5-5.0 km) and geothermal gradients (20-50 oC km-1) used here, 
the heat extraction rates achieved by CO2 always exceed those for brine. 
 
At a depth of 1 km with a 35 oC km-1 geothermal gradient, a CO2 thermosiphon extracts 
300 times more thermal energy than a brine system; however, as shown in Figure 2.4B, 
the CO2 resource temperature is only 50 oC, resulting in a CO2 production temperature of 
22 oC. Consequently, an Organic Rankine Cycle operating under these conditions has a 
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Carnot efficiency of 2.4% (Equation 2.12) and a resultant thermal efficiency of 0.8% 
(Equation 2.11), generating little, if any, power.  However when indirect system thermal 
efficiencies are low, a direct CO2 system, which can directly utilize the thermosiphon 
pressure generated at the surface, could produce more power.  
 
Figure 2.5 also shows that the heat extraction rate using brine increases more rapidly with 
depth than the rate using CO2. However, even though the difference narrows with depth, 
CO2 consistently extracts at least several times more heat than does brine (e.g., 
approximately four times more at a depth of 4 km).  Hence, given comparable thermal 
efficiencies, a CO2 system will generate accordingly more power than a brine system. 
 
A local peak in heat extraction is evident in Figure 2.5 for the CO2 system and a 
geothermal gradient of 35 ºC km-1 between the depths of 700m and 1000m.  These local 
maxima and minima are primarily a consequence of a spike in CO2 specific heat, shown 
in Figure 2.4 at a depth of ~700 m, despite increases in mass flowrate as depth increases. 
 
2.3.2 Power Generation 
To demonstrate the strength of the thermosiphon, Figure 2.6 shows the power generated 
by an indirect geothermal system without pumping for both CO2 and brine. Power is 
calculated as the product of the heat extraction rate and 33% of the Carnot efficiency 
(Equation 2.13). For a given depth and geothermal gradient, a CO2 thermosiphon can 
generate more power than a brine thermosiphon, except for the most extreme conditions. 
At a depth of 5 km and a 50 ºC km-1 thermal gradient, the reservoir temperature has 
increased enough to provide a substantial thermosiphon, which, when combined with the 
larger specific heat and thermal efficiency of brine, generates more power than a CO2 
system. In most cases, however, the power generation of a CO2 system is several times 
larger than brine—at a 2.5 km depth and a geothermal gradient of 35 oC km-1, for 
example, brine produces just ~0.2 MWe while electrical power generated for a CO2 
system is ~8 times larger (~1.6 MWe). 
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Figure 2.6: Organic Rankine cycle power generation per injection-production well pair at 
varying reservoir depths and thermal gradients.  Note that the CO2 system can generate more 
power than the brine system except for the most extreme case near a 5 km depth and a geothermal 
gradient of 50 ºC km-1.  
 
The results shown in Figure 2.6 compare the power that could be generated relying only 
on the mass flowrates provided by the thermosiphon; they are not optimized for 
maximum power production. For example, a CO2 system could have higher efficiency, 
especially at shallow depths, with a direct cycle turbine, while a brine system could 
produce more net power by adding pumps to increase the mass flowrate. 
 
This analysis assumes that the power plant cools the fluid to ambient air temperature 
prior to reinjection in order to maximize the heat extraction for electricity generation and 
to maximize density of the working fluid.  However, conventional brine systems 
generally reinject the fluid at high temperatures, often above 50 °C, to prevent the 
precipitation of amorphous silica (DiPippo, 2008). In contrast, CO2 is a poor solvent for 
minerals, thus a CO2 system can cool the fluid to within a few degrees of the ambient 
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temperature without concern for mineral precipitation.  As a consequence this analysis 
determines the maximum brine heat extraction, thermosiphon, and power production 
rates without concern for precipitation constraints. 
 
2.3.3 Effective Pumping Power 
As shown in Section 2.3.1, both CO2 and brine systems can generate thermosiphons with 
significant mass flowrates without the use of pumps. Here we develop and apply a 
method to quantify, in megawatts (MW), the strength of the thermosiphon by estimating 
the effective pumping power that it provides.  This effective pumping power is the 
amount of electrical energy required by an isentropic pump to drive the same 
thermosiphon-induced mass flowrate through an equivalent amount of pipe but at 
constant elevation. Figure 2.7 illustrates the approach used to calculate the effective 
pumping power. 
 
 
Figure 2.7: Schematic used to calculate the effective pumping power. The effective pumping 
power is the amount of electrical energy that would be needed to pump the system at the 
thermosiphon-induced mass flowrate through an equivalent amount of pipe if the elevation of the 
system remained constant, and no thermosiphon was generated. 
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States 2 and 3 (Figure 2.7) are the same as in the indirect system (Figure 2.1), but States 
3a, 4’, and 1’ are unique to this constant-elevation configuration. The amount of piping 
from States 3a to 4’and 1’ to 2 equals that in the system modeled in Figure 2.1 and all 
previous calculations.  The pressure change from States 4’ to 1’ is identical to States 4 to 
1 in Figure 2.1. An isentropic pump is added at the surface (States 3 to 3a) to provide a 
pressure differential otherwise created by the thermosiphon, thus the resulting effective 
pump power equals the energy needed to overcome the friction throughout the system, 
which approximately equals the energy exerted by the thermosiphon.  The effective pump 
power is the product of thermosiphon mass flowrate and the enthalpy differential across 
the pump (Equation 2.14), which is roughly the pressure change divided by density 
(Equation 2.3). 
 
 33onthermosiphpower pump effective hhmP a     (2.14) 
 
Using the mass flowrates and state points from the results presented above in Figure 2.3, 
the effective pumping power is calculated (Figure 2.8). 
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Figure 2.8: Effective pumping power generated by the thermosiphon at varying depths and 
geothermal gradients 
The thermosiphon effective pumping power is the power exerted by the fluid on itself, 
due to the thermosiphon effect, to circulate through the well piping and reservoir. CO2 
generates far more effective pumping power, which can be a significant fraction of the 
total energy extracted from the reservoir, than brine. For example, for a geothermal 
gradient of 35 ºC km-1 and a depth of 5 km, the CO2 effective pumping power is 8% of 
the heat extracted while for brine, it is < 1%. Thus, the CO2 thermosiphon is able to 
provide most of the pumping needed to optimize power production for such reservoir 
conditions, while brine must be supplemented by mechanical pumps, a parasitic power 
requirement.  
 
2.3.4 Thermosiphon Strength and Reservoir Permeability 
Of all system parameters, reservoir permeability has the greatest impact on the strength of 
the thermosiphon.  Figure 2.9 presents the results of a sensitivity analysis of the 
thermosiphon mass flowrate for a half order of magnitude variation in permeability (on a 
log scale) centered about our selected value of 5 x10-14 m2 that was used in previous 
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figures, i.e., from 2.8 x10-14 m2 to 8.9 x10-14 m2. Even with this variation, CO2 mass 
flowrates are always greater than those for brine. 
 
 
Figure 2.9: Thermosiphon mass flowrate sensitivity to a half order of magnitude variation 
in reservoir permeability. The dark lines are the flowrates at 5x10-14m2, while the upper and 
lower light lines represent the flowrates at 8.9x10-14 m2 and 2.8x10-14 m2, respectively 
 
2.4 Conclusions 
We have shown the theoretical basis for, and relative strength of, the thermosiphons 
established by two different fluids that can be used to harness geothermal energy: CO2 
and 20% NaCl brine.  CO2 consistently generates larger self-convecting mass flowrates 
than brine in indirect power cycles with no mechanical pumping. Analysis of our simple 
surface plant and homogeneous reservoir permits several important conclusions: 
 
Reservoir pressure losses are significantly greater for brine than CO2.  Darcy flow in the 
porous and permeable reservoir produces a pressure drop in the circulating fluid, and the 
degree of this pressure drop depends on the average specific inverse mobility, M = 
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(μL)/(ρκa), of the fluid in question. M is a measure of resistance to flow. For CO2, M is 
nearly constant for all depths and temperatures, whereas brine exhibits 3-12 times higher 
values of M and, thus, 3-12 times greater pressure losses. The dynamic viscosity of brine 
is more sensitive to temperature than its density, reducing the brine value of M as 
temperature increases; in contrast, CO2 density and viscosity are roughly equally 
sensitive to temperature, maintaining a constant value of M.  As a result, CO2 has a 
relatively lower value of M than brine at shallow depths. 
 
CO2 generates a larger thermosiphon-induced mass flowrate than brine.  The 
thermosiphon is driven by the difference in density of the working fluid between the 
injection and production wells.  Since the cycle occurs near the critical point of CO2, CO2 
density is very sensitive to small changes in temperature and pressure.  The result is a 
strong thermosiphon force at depths as shallow as 0.5 km for CO2.  Brine never achieves 
the same flowrate as CO2, but approaches it as temperature and depth increase to high 
values. 
 
CO2 has a higher heat extraction rate, especially at shallow depths, than brine.  At 
depths between 0.5 km and 1.5 km, the specific heat of CO2 is much greater than that of 
brine, while at other depths, it is lower. Combining the high specific heat with the large 
mass flowrates achieved by the CO2 thermosiphon relative to brine, particularly at 
shallow depths, a CO2 system can extract heat at a faster rate than brine.  For example, at 
a depth of 1 km and a geothermal gradient of 35 ºC km-1, a CO2 thermosiphon extracts 
heat 300 times faster than one with brine. 
 
The effective pumping power of a CO2 system is an order of magnitude greater than that 
of a brine system. CO2 is able to use a greater fraction of the extracted heat to drive the 
thermosiphon. For example, at a depth of 5 km and a geothermal gradient of 35 ºC km-1, 
CO2 uses 8% of the harnessed heat to pump the fluid compared to < 1% for brine.  This 
can be used to eliminate mechanical pumps and associated pumping parasitic power 
requirements in a CO2 system. 
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CO2 systems are ideally suited for relatively shallow depths.  CO2 has a low critical 
pressure (7.4 MPa), which results in large density changes with small temperature 
changes, even at shallow depths.  Substantial thermosiphon flowrates can be developed at 
depths as shallow as 0.5 km for CO2 systems, compared to essentially no flow for brine.  
In addition, at shallow depths, the CO2 specific heat is large and the reservoir pressure 
losses are an order of magnitude smaller than those of a brine system.  While CO2 
outperforms brine in mass flowrate, heat extraction, and generated power to a depth of 
approximately 5 km, our results suggest that CO2 is a particularly advantageous working 
fluid at depths between 0.5 km and 3 km. 
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2.6 Nomenclature 
The nomenclature is shown in Table 2.3. 
 
A Cross-sectional Area [m2] 
cp Specific heat at constant pressure [kJ kg-1 oC-1] 
D Well pipe inner diameter [m] 
f Darcy friction factor [ ] 
g Gravitational acceleration constant [9.81 m s-2] 
h Specific Enthalpy [kJ kg-1] 
L Length [m] 
M Specific Inverse Mobility [Pa s kg-1] 
V Velocity [m s-1] 
 Mass flowrate [kg s-1] 
P Pressure [kPa] 
Pnet Electric Power Generated [kWe] 
Q Heat Transfer Rate [kWth] 
s Specific Entropy [kJ kg-1K-1] 
T Temperature [oC] 
z Elevation [m] 
ε Pipe surface roughness [m] 
κ Reservoir Permeability [m2] 
μ Dynamic Viscosity [kg m-1 s-1] 
η Efficiency [ ] 
ρ Density [kg m-3] 
φ Reservoir Porosity [ ] 
Table 2.3: Nomenclature 
 
  
m
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Chapter 3 
 
Making Electricity 
 
 
 
 
 
 
Preface 
While the thermosiphon effect was found to provide substantial mass flowrates compared 
to water in Chapter 2, potential investors in this technology would be more influenced by 
the power generation potential of CPG than its mass flowrate. To make an effective 
comparison, CPG needs to be compared with a traditional hydrothermal facility. 
 
Prior to this work, there were few publications of CPG power potential. Randolph and 
Saar (2011b; 2011c) calculated power using a simple Carnot-based surface plant model 
with a fixed mass flowrate. Conversely, Janke and Kuehn (2010) simulated two types of 
surface plants, both a direct plant and an indirect isobutane-based Organic Rankine Cycle 
(ORC) plant; however, they approximated the reservoir as a 2 MPa pressure difference 
for all mass flowrates. Thus, there was a need to couple the TOUGH2 reservoir simulator 
and EES surface plant simulator to provide a more conclusive set of power production 
values. 
 
Additionally, electric power had only been estimated for a few sets of parameters. For 
example, Janke and Kuehn (2010) had only 12 combinations of temperature, depth, 
turbine efficiency, and system type. Randolph and Saar (2011b) had only three cases. 
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Similarly, CO2-EGS simulations, which can provide a lower bound for CPG power 
production, were often only performed at single values of temperature, depth, and 
permeability (Atrens et al., 2009; Atrens et al., 2010; Agarwal and Anderson, 2010; Pan 
et al., 2013). At the same time, it was known that the substantial variability in CO2 fluid 
properties create fluctuations in power production and, thus, no single case of simulations 
would be sufficient to describe power output. For example, Randolph and Saar (2011c) 
found that permeability could invert the relative performance of CPG and brine. 
Similarly, Atrens et al. (2010) found that small well diameters significantly limited CO2-
EGS power production; however they hypothesized that the increase of diameter might 
alleviate this problem. Thus, a comprehensive parameter space assessment of CPG and 
brine hydrothermal power generation was needed for variations in well diameter and 
reservoir permeability, temperature, and depth. 
 
In this paper, the net geothermal power production is simulated for both CO2 and brine 
using a coupled reservoir-surface plant model. Six types of surface plants are modeled: 
two direct geologic-CO2 plants using either the thermosiphon-established mass flowrate 
or supplemental surface pumping, two indirect geologic-CO2 plants using either R245fa 
or CO2 as the indirect fluid, and two indirect geologic-brine plants with either R245fa or 
CO2 as the indirect fluid. The power production is simulated for the ranges of well 
diameter, depth, temperature gradient, and permeability that are expected to be 
encountered in CPG (Table 3.1). Lastly, the detailed modeling of the surface plant is 
provided in the supplemental material, such as parasitic load calculations for the cooling 
and condensing towers, and high-side temperature and pressure optimization for the 
R245fa and CO2 indirect cycles. 
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Highlights  
 CO2 has less pressure losses in a sedimentary geothermal reservoir than brine. 
 CO2 produces more power at shallower depths and lower permeabilities than 
brine. 
 CO2 is a better working fluid in secondary Rankine cycles than R245fa. 
 Increasing the well diameters dramatically increases geothermal power 
production. 
 
Paper Summary 
In contrast to conventional hydrothermal systems or enhanced geothermal systems, CO2 
Plume Geothermal (CPG) systems generate electricity by using CO2 that has been 
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geothermally heated due to sequestration in a sedimentary basin. Four CPG and two 
brine-based geothermal systems are modeled to estimate their power production for 
sedimentary basin reservoir depths between 1 and 5 km, geothermal temperature 
gradients from 20 to 50 °C km-1, reservoir permeabilities from 1x10-15 to 1x10-12 m2 and 
well casing inner diameters from 0.14 m to 0.41 m. Results show that CPG direct-type 
systems produce more electricity than brine-based geothermal systems at depths between 
2 and 3 km, and at permeabilities between 10-14 and 10-13 m2, often by a factor of two.  
This better performance of CPG is due to the low kinematic viscosity of CO2, relative to 
brine at those depths, and the strong thermosiphon effect generated by CO2. When CO2 is 
used instead of R245fa as the secondary working fluid in an organic Rankine cycle 
(ORC), the power production of both the CPG and the brine-reservoir system increases 
substantially; for example, by 22% and 20% for subsurface brine and CO2 systems, 
respectively, with a 35 °C km-1 thermal gradient, 0.27 m production and 0.41 m injection 
well diameters, and 5 x10-14 m2 reservoir permeability. 
 
3.1 Introduction 
In the United States, the Earth’s crust contains an estimated 200,000 exajoules of 
extractable thermal energy—approximately 2000 times the current U.S. annual primary 
energy consumption—of which an estimated 100 GWe of geothermal energy could be 
produced within the next 50 years (MIT, 2006). Currently, the United States has an 
installed geothermal power production capacity of 3.4 GWe, mostly in California and 
Nevada, which utilize high geothermal temperature gradients and shallow fracture 
networks within the subsurface (NREL, 2014). As a consequence, technologies must be 
developed to more efficiently utilize undeveloped geothermal resources, such as high-
temperature but lower-permeability reservoirs, or high-permeability but cooler reservoirs. 
Enhanced Geothermal Systems (EGS) can be deployed in high-temperature/low-
permeability resources to increase the power production of a system by fracturing deep 
(typically about 5 km) crystalline basement rock to increase its permeability (Beckers et 
al., 2014), but EGS is controversial (e.g., Majer, et al., 2007). This paper describes an 
approach which does not require fracturing because it utilizes relatively shallow (1 to 5 
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km), low-temperature, naturally high-permeability sedimentary or stratigraphic reservoirs 
that are overlain by a low-permeability caprock. We calculate the electric power that 
could be produced from these geologic layers by using CO2 as the subsurface heat 
extraction fluid (Figure 3.1) and compare the results with traditional brine-based electric 
power production from such reservoirs. 
 
CO2 was first proposed as a geothermal working fluid in EGS only (Brown, 2000; Pruess, 
2006). CO2 has two primary advantages over brine: 1) it has a low kinematic viscosity, 
allowing for effective heat advection; and 2) the density of CO2 varies much more with 
temperature than that of brine which generates a stronger thermosiphon through the 
injection and production wells, that can thus reduce or eliminate the need for pumps 
circulating the subsurface fluid through the reservoir (Atrens, et al., 2009, 2010; Adams 
et al., 2014). Additionally, employing CO2 as the heat extraction fluid can result in 
diminished fluid-mineral reactions, restricted to a relatively small region that will migrate 
as the CO2 plume grows (Luhmann et al., 2014; Tutolo et al., in press).  
 
CO2 Plume Geothermal (CPG) differs from using CO2 in EGS (Brown, 2000; Pruess, 
2006) because CPG extracts heat from naturally permeable, sedimentary or stratigraphic 
basins (Randolph and Saar, 2010; 2011a; Saar et al., 2012). These sedimentary basins 
have larger contacting surfaces which make them favorable for heat exchange using CO2 
(Zhang, et al., 2014). These geologic formations are common throughout the United 
States and the world (IPCC, 2005); for example, they exist below approximately half of 
North America (Runkel et al., 2007; Coleman and Cahan, 2012) where economically 
favorable sequestration sites have been identified (Eccles and Pratson, 2014). Such 
sedimentary basins have been used for CO2 disposal in some parts of the world, including 
one project that began in the mid-1990s (Procesi et al., 2013) and are the target of current 
CO2 capture and sequestration (CCS) efforts (Global CCS Institute, 2013) to reduce 
global climate change (IPCC, 2005). Therefore, coupling CPG with an existing CO2 
sequestration project—thus creating a CO2 capture utilization and sequestration (CCUS) 
process—can reduce the costs of sequestration by using CO2 as a resource to generate 
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electricity (Randolph and Saar, 2011b; Carroll and Stillman, 2014) and distributes the 
cost of subsurface exploration over multiple activities (Quattrocchi et al., 2013). 
 
To date, research into electric power production, using CO2 as the subsurface working 
fluid, has primarily focused on EGS reservoirs at a limited set of conditions (Atrens et al., 
2009, 2010, 2011; Beckers et al., 2014). Atrens (2010) calculated exergy production 
(largest theoretical surface plant electric power production) for both subsurface CO2 and 
water for a single set of parameters: a 225 °C, 5 km, fixed-permeability reservoir 
modeled with the Darcy equation, and 0.23 m injection and production well diameters. 
Beckers et al. (2014) calculated electric power production and Levelized Cost of 
Electricity (LCOE) for EGS with fixed mass flowrates by varying multiple parameters 
including depth, geothermal temperature gradient, well diameter, and surface plant 
design.   
 
To date, CPG research has focused on reservoir and wellbore fluid dynamics. Randolph 
and Saar (2011a; 2011c) presented initial estimates of electrical power production using a 
simple Carnot-based power plant and a fixed mass flowrate, depth, and temperature. 
Buscheck et al. (2012) found that active reservoir management—the manipulation of 
reservoir characteristics such as plume size or pressure—is necessary to maintain power 
production after initial CPG deployment. Buscheck et al. (2014) extended the reservoir 
modeling to use both CO2 and brine as geothermal working fluids, but focused on the 
engineered pressure gradients between concentric rings of CO2 and brine wells, and used 
a simple model to predict CO2 power production. Janke and Kuehn (2011) primarily 
modeled the surface plant and power production of a CPG system, using a fixed pressure 
drop reservoir. Despite the fixed mass flowrate of 70 kg s-1, for a 2.5 km, 100 °C 
geothermal reservoir, they showed that directly expanding the CO2 through a turbine 
(direct system) produces 2x - 8x more power than a secondary Rankine cycle (indirect 
system). Direct CO2-based geothermal power cycles can have higher cycle efficiencies, 
but they are not yet commercially available. Some effort is being made to adapt existing 
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waste heat recovery turbomachinery to generate electricity from produced CO2 at a 
CCUS demonstration site at Cranfield, MS, USA (Freifeld, 2013).   
 
One advantage of using CO2 as a geologic working fluid is the substantial mass flowrates 
obtained from the density-driven thermosiphon (Adams et al., 2014). These authors 
combined a reservoir model with wellbore and surface piping models to estimate the 
strength of this thermosiphon for several depths and temperature gradients and showed 
substantial mass flowrates at depths as shallow as 1 km. Similarly, Pan et al. (2015) used 
a multi-phase, multi-fluid wellbore simulator, T2Well, coupled with a reservoir model to 
show the strength of the thermosiphon for a 3 km, 152 °C pure-CO2 sedimentary 
reservoir with a 10-13 m2 permeability, using industry-standard 4 inch (0.1 m) and 7 inch 
(0.18 m) piping. While Pan et al. (2015) fix mass flowrate, they show, by way of a 
pressure differential between injection and production wellheads, that a thermosiphon 
will be established.  
 
In this paper, we expand upon our previous work by coupling combined fluid-dynamic-
thermodynamic models of sedimentary basin reservoirs with models of 
injection/production wells and the surface plant, for varying reservoir conditions, piping, 
and surface plant configurations, in order to compare the performance of CPG and brine 
geothermal systems. Compared to previous studies, we investigate a much-expanded 
range of parameters (e.g. well diameters from 0.14 to 0.41 m) so as not to exclude any 
potentially profitable, and technologically possible, CPG configurations. For example, 
considering significantly larger, yet reasonable, well diameters is particularly important, 
given that pressure losses in the well are inversely proportional to the fifth power of the 
well diameter, thereby considerably affecting the power production of CPG and other 
geothermal systems. Additionally, unlike previous work, we do not parameterize mass 
flowrate, but instead operate at mass flowrates which provide maximum power 
generation.   
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In total, we model six sedimentary basin geothermal power plant scenarios (Table 3.1): 1) 
a direct CO2 plant relying on the thermosiphon effect (Adams et al., 2014) to provide the 
CO2 circulation through the geothermal reservoir and the surface plant; 2) a direct CO2 
plant with supplemental pumping; two indirect CO2 plants using either 3) R245fa 
(1,1,1,3,3-Pentafluoropropane) or 4) CO2 (R744) as the secondary working fluid; and two 
indirect brine plants using either 5) R245fa or 6) CO2 as the secondary working fluid.  
For each scenario, the power production is calculated for reservoir depths of 1 to 5 km, 
geothermal temperature gradients of 20, 35, and 50 °C km-1, reservoir permeabilities 
from 10-15 to 10-12 m2, and well inner diameters from 0.14 to 0.41 m. 
 
Table 3.1: Model parameters for six combinations of geothermal reservoir 
and power plant scenarios as described in the main text.
Power System Direct CO2 – Thermosiphon Only 
Direct CO2 – Supplemental Pumping 
Indirect CO2 – R245fa or CO2 Secondary 
Indirect Brine – R245fa  or CO2 Secondary 
Well Diameter 0.14 m, 0.27 m, 0.33 m, and/or 0.41 m 
  
Reservoir Conditions  
Depth 1.0 km, 1.5 km, 2.5 km, 3.5 km, or 5.0 km 
Thermal Gradient 20 °C km-1, 35 °C km-1, or 50 °C km-1 
Permeability 1x10-12 m2 to 1x10-15 m2 
 
 
3.2 Methods 
Each inverted 5-spot system configuration involves four major components: a reservoir, 
an injection well (IW), four production wells (PW), and a surface power plant, as shown 
in Figure 3.1. The CO2-based systems are initially coupled with a CO2 emitter to inject 
and fill the reservoir, but no such CO2 sequestration and brine displacement are explicitly 
simulated. Instead, the pore space of CPG reservoirs is assumed to be completely filled 
with CO2. Total system performance is modeled by using two software packages:  1) 
TOUGH2 (Pruess, 2004), with the Equation of State (ECO2N) module (Pruess, 2004, 
2005), is used for subsurface fluid- and thermodynamic modeling of geothermal heat and 
fluid extraction as well as fluid re-injection into the reservoir; and 2) Engineering 
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Equation Solver (EES) is used to simulate the surface plant power production and 
wellbore fluid flow. EES is a simultaneous equation solver with built-in thermodynamic 
property data, including data for CO2 from Span and Wagner (1996). Model parameters 
are given in Table 3.2. 
 
 
Figure 3.1: Simplified system schematic showing geothermal reservoir, surface power plant 
system, and inverted 5-spot well pattern. Modeling injection-production well pairs implies that 
a power plant system exists between each production well and injection well. Detailed system 
configurations are shown in later figures. 
 
3.2.1 Base-case Parameters 
It is useful to select “base case” conditions to which various alternative options can be 
compared.  Base case parameters include: a horizontal, homogeneous, isotropic reservoir 
with a thickness of 305 m at an average depth of 2.5 km, a porosity of 10%, and a 
permeability of 5x10-14 m2 which is overlain by an impermeable caprock, a geothermal 
temperature gradient of 35 °C km-1 with an ambient air temperature of 15 °C, an injection 
well inner diameter of 0.41 m, and a production well inner diameter of 0.27 m. The 
geothermal temperature gradient is approximately the average value for the continental 
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crust of the western United States of 34 °C km-1 (Nathenson and Guffanti, 1988; Pollack 
et al., 1993). The permeability of 5 x10-14 m2 is approximately the average horizontal 
permeability of sedimentary reservoirs: the Mt. Simon formation, into which 0.3 Mt CO2 
yr-1 is currently being sequestered near Decatur, Illinois (Global CCS Institute, 2012), has 
an average horizontal permeability of 2.6 x10-14 m2 (Frailey et al., 2011); similarly, a 
larger study of the Illinois Basin reported typical average horizontal permeabilities 
between 3 x10-14 and 10 x10-14 m2 (Finley, 2005; Randolph & Saar, 2010). The ambient 
air temperature assumed is 15oC and is thus greater than most averages within the United 
States and represents the approximate average annual air temperature in Dallas, Texas. 
Because power production increases as ambient air temperature (thermodynamic heat 
sink) decreases, the power production found, when using a high average annual ambient 
air temperature of 15oC, is a conservative, i.e., low, estimate of the expected average 
yearly power production (see Section 3.8.4.3). 
 
3.2.2 Conceptual and Numerical Geologic Model 
The fluid injection and production pattern used in the present simulations is the standard 
inverted 5-spot configuration used in previous publications (e.g., Sanyal and Butler, 
2005; Pruess, 2006; Randolph and Saar, 2011a) with four symmetrically placed 
production wells, located at the corners of a 1 km by 1 km square (in map-view), and one 
injection well in the center (Figure 3.1). This configuration allows direct comparison with 
previous publications although other well configurations, including horizontal production 
wells (Garapati et al., 2015) will likely further improve system performance. The 
symmetrical layout of the inverted 5-spot well configuration and reservoir requires only 
one-eighth of the reservoir be modeled.  
 
To facilitate direct comparison between brine and CO2 geothermal systems, the pores are 
assumed to be completely filled with either pure CO2 or 20 wt% NaCl brine. As a 
consequence, time-dependent behavior such as brine displacement by CO2, heat depletion 
in the geothermal reservoir, or CO2 dissolution into brine is not considered (Kong and 
Saar, 2013; Garapati et al., 2015; Meng and Jiang, 2014), and localized clogging due to 
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salt precipitation has been remedied (Borgia, et al., 2012). Reservoir parameters are 
described in Table 3.2. Reservoir boundary conditions include no fluid flow through 
over- and underlying (assumed) zero-permeability cap- and bedrocks and no flow due to 
lateral symmetry to adjacent inverted 5-spot well patterns as described in Oldenburg et al. 
(2004), Pruess (2006), and Randolph and Saar (2011a). Heat transfer from over- and 
underlying formations is simulated with a standard semi-analytic conductive heat 
exchange boundary condition (Pruess et al., 1999), while no heat transfer occurs at the 
lateral boundaries due to the aforementioned symmetry. All reservoir rock and fluid 
temperatures are initially uniform and are determined by the product of depth and 
geothermal gradient added to the ambient mean annual near-surface air temperature. 
 
The state of the fluid produced from the reservoir depends on several factors, including 
reservoir depth, temperature, permeability, fluid mass flowrate, injection pressure, and 
injection temperature. These factors are determined by the system as a whole; therefore, 
the TOUGH2 reservoir model must be solved simultaneously with the well and surface 
power plant models. For a given reservoir at a fixed temperature and depth, the pressure 
change between injection and production wells tends to vary primarily with mass 
flowrate; we can thus describe the TOUGH2 reservoir model performance in terms of 
mass flowrate for every reservoir parameter combination, and use this characterization, 
along with produced fluid temperatures, in the well and surface power plant models. 
 
Table 3.2: Model parameters (as justified in the main text) 
Primary System (Reservoir) Fluids - 100% CO2 
- 20 wt% H2O-NaCl (brine) 
Secondary (ORC) System Fluids  
      (for indirect systems)          
- CO2 (R744) 
- 1,1,1,3,3-Pentafluoropropane (R245fa) 
Downhole Production Well Pressure Hydrostatic 
Direct Turbine Isentropic Efficiency 78% 
ORC Turbine Efficiency 80% 
Pump Efficiencies 90% 
Well Pipe Material Bare CR13 
Well Pipe Roughness 55 µm (Farshad and Rieke, 2006) 
Condensing or Cooling Tower Approach  
Temperature 
7 °C (see Section 3.8.4.2) 
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Ambient Mean Annual Air Temperature 15 °C 
  
Reservoir Constants  
Well Configuration Inverted 5-spot (a 1 km2 footprint, see 
Figure 3.1) 
Reservoir Thickness and Depth 305 m thick, 1-5 km deep (base case: 2.5 
km deep) 
Rock Density 2300 kg m-3 
Reservoir Porosity 0.10 
Reservoir Permeability 5 x10-14 m2 (base case only) 
Reservoir Volume 2.7x108 m3 
Reservoir Fluid Volume 0.3x108 m3   (8.2 Mt CO2 @ 2.5 km) 
Initial Reservoir Temperature Profile Uniform 
Lateral Reservoir Boundary Condition No heat or fluid flow 
Vertical Reservoir Boundary Condition No fluid flow; heat conduction using 
TOUGH2 semi-analytic model (Pruess et 
al., 1999) 
  
 
For steady, laminar 1D flow through a porous medium, the pressure drop, ∆P, can be 
calculated using Darcy’s Law (Darcy, 1856), given by Equation 3.1. For a specified 
reservoir at a given depth and temperature, the average fluid density, ρ, and dynamic 
viscosity, μ, are nearly constant. Likewise, the combination of reservoir properties length, 
L, and area, A, is constant. The combination of these four terms, referred to hereafter as 
the Average Specific Kinematic Viscosity, S, is contained in brackets in Equation 3.1. 
When the value of S is divided by reservoir permeability, κ, it represents a constant of 
proportionality, R=S/κ, relating ∆P to fluid mass flowrate, . 
 
mRmSm
A
LP  

 

      (3.1) 
 
Thus, R may be viewed as a “reservoir parameter” that combines both fluid and porous 
medium properties, similar to hydraulic conductivity, and describes how effectively the 
reservoir fluid is being transmitted for a given pressure difference, ∆P. R has been 
previously described as “average specific inverse mobility” (Adams, et al., 2014). S is 
m
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used to calculate the reservoir parameters for the range of reservoir permeabilities 
considered here. 
 
To calculate a given value of S, we determine the difference between injection and 
production pressure in the reservoir from TOUGH2 simulation results for six mass 
flowrates and eleven permeabilities, ranging from 1x10-15 m2 to 1x10-11 m2, at the 
specified depth and temperature gradient. The pressure drop, ∆P, for these 66 mass 
flowrate and permeability combinations is multiplied by the permeability. We then 
perform a linear regression of the form , where the intercept, α, is set 
to zero. The resulting slope, β, is S for that combination of depth and temperature 
gradient. Calculated values of S, each represented by a single data point, are shown in 
Figure 3.2. The uncertainty in S is, on average, less than 1%, indicating the excellent 
characterization of the TOUGH2 numerical model, given in particular the standard 
assumed simulator uncertainty of ±6% (see Section 3.8.1). 
 
 
Figure 3.2: Average Specific Kinematic Viscosity, S, of a Reservoir at Temperatures and 
Depths encountered for brine and CO2 reservoir fluids. S is a characterization of the 
TOUGH2 model, which in turn is used by the surface plant EES model to determine reservoir 
pressure drop, ∆P. The benefit of using CO2, instead of brine, is shown by the substantially 
mP  
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smaller value in S, i.e., substantially smaller pressure drop, of the CO2 at all depths, but especially 
at shallow depths. 
Figure 3.2 shows that the value of S≈1.14 x10-12 m s-1 for CO2 is nearly constant over the 
investigated depth and geothermal gradient ranges, whereas S for brine, Sbrine, decreases 
with increasing depth and temperature gradient. These values for CO2 are likely to 
decrease as heterogeneities are introduced into the reservoir model (Luo et al., 2013), and 
S may, therefore, overestimate the pressure loss that is likely to occur. At 1 km depth and 
temperature gradients of 20°C km-1 and 50°C km-1, Sbrine is respectively 12 and 8 times 
greater than that of CO2, which is consistent with Pruess (2006). At 5 km depth, Sbrine 
decreases to 5 and 2 times greater than that of CO2 for 20°C km-1 and 50°C km-1, 
respectively.  
 
For a given reservoir depth and temperature, differences in average specific kinematic 
viscosity, S, are due only to changes in kinematic viscosity, μ/ρ. Kinematic viscosity 
describes the tendency of a fluid to resist flow due to diffusion of momentum. 
Consequently, high kinematic viscosities result in high reservoir pressure losses and 
ultimately large pumping power requirements or low thermosiphon-generated mass 
flowrates (Adams et al., 2014). The ratio of the kinematic viscosities of brine and CO2 
decreases with increasing depth and temperature gradient, indicating CO2 will have 
comparatively lower reservoir pressure losses and pumping power requirements in 
shallow, cooler reservoirs.  
 
3.2.3 Well and Surface Power Plant Models 
Six surface power plant models and primary working fluid combinations are considered 
(Table 3.1): two direct CO2 systems, two indirect CO2 systems, and two indirect brine 
systems. The indirect systems use either R245fa or CO2 as the secondary system working 
fluid. The direct CO2 system is modeled in two ways. The “thermosiphon” system has no 
pumps because the flow is generated entirely by the density difference between injection 
and production wells (Adams et al., 2014). The “pumped” system uses an injection pump 
at the surface to augment the thermosiphon flow. Surface pumps are easily maintained 
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and less prone to failure compared to submersible pumps. The indirect brine system, 
using R245fa, is the standard for current geothermal technology and requires substantial 
pumping by a pump submersed in the production well. 
 
In all models, the fluid flow in the wells and surface plant are modeled using Engineering 
Equation Solver (EES). Brine property values are determined from the relationships 
provided by Driesner (2007) and the IAPS-84 Steam Tables (Haar et al., 1984). The net 
power, Pnet, is the power supplied by the plant, defined in Equation 3.2 as the gross 
turbine power plus the (negative) parasitic powers of the pumps and heat rejection 
equipment.  
 
condenserfancoolerfanORCpumpprimarypumpturbinenet PPPPPP ,,,,   (3.2) 
 
3.2.3.1    CO2 Direct (Thermosiphon and Pumped) 
Fluid flow through the wells and the surface power plant is illustrated in Figure 3.3. Sub-
cooled liquid CO2 is injected at the surface at State 1, where it travels adiabatically and 
nearly isentropically down the injection well to State 2, transitioning to a supercritical 
fluid as pressures and temperatures increase above the critical point (Tc = 304 K, Pc = 7.4 
MPa). The CO2 then flows through the reservoir, heating to the reservoir temperature, 
reducing in pressure until it reaches the production well at State 3, where it is at the 
reservoir hydrostatic pressure. The fluid rises adiabatically (Randolph et al., 2012) 
through the production well to State 4. Once at the surface, it is expanded through a two-
phase turbine, with an assumed isentropic efficiency of 78%, based on estimated 
performance data from a turbine manufacturer. The fluid is then cooled and condensed 
isobarically through the cooling and condensing towers at the surface to State 6, where its 
“approach temperature” is 7°C; that is, the fluid is cooled to 7°C above ambient 
temperature. Section 3.8.4.2 of the Supplemental Information discusses how this 
approach temperature is chosen. States 7 and 1 are determined differently for CO2 Direct 
Pumped and CO2 Direct Thermosiphon type systems.   
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Figure 3.3: Direct CO2 System. The direct system using CO2 as the subsurface heat extraction 
fluid passes the CO2 directly through a turbine (expander) in order to generate electric power. 
 
In a CO2 Direct Pumped system, a pump may be used to supplement the thermosiphon, 
and the condensation pressure (State 7) is set to 50 kPa above the saturation pressure of 
CO2 at 22°C. In this direct configuration, either a pump or throttle valve is used between 
States 7 and 1 (Figure 3.3) to achieve the greatest net power. The net power tends to 
increase with some pumping, but there are some scenarios in which a decrease in 
pressure between States 7 and 1 reduces the overall system mass flowrate. This reduction 
in mass flowrate decreases the condenser parasitic power losses more than the decrease in 
turbine power and thus increases net power output. As a consequence, throttling by a 
valve is used in approximately 10% of the Direct CO2 Pumped scenarios, typically where 
the turbine is operated near the critical point of CO2. In this fraction of scenarios, the 
power outputs of the Direct CO2 Pumped and Thermosiphon systems are the same. 
 
In a CO2 Direct Thermosiphon system, the condensation pressure (State 7) is set to 
achieve a pressure at State 2, which is equivalent to the sum of the hydrostatic reservoir 
pressure and the reservoir pressure change; however, the pressure at State 7 may never be 
less than 50 kPa above the saturation pressure of CO2 at 22°C. In some CO2 Direct 
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Thermosiphon systems, a throttle valve is added between State 7 (after the condenser) 
and State 1 (injection well) to decrease the system mass flowrate. Such throttling 
decreases the pressure losses in the production well and the reservoir, decreasing the fluid 
density in the turbine, and thus increasing the power generated by the turbine. 
 
The fluid state in the injection and production wells is calculated numerically with 100 m 
long axial elements. This element size is chosen to balance computational time with the 
precision of the results; results for 100 m long elements are within 1% of results for a 
finely discretized model using 1 m segments. Across each vertical well element, the first 
law of thermodynamics, patched Bernoulli, and the conservation of mass equations are 
used to determine the state of each successive starting element, as shown in Equations 
3.3-3.6, where subscripts i and i+1 denote the beginning and end of each element, 
respectively. All nomenclature is described in Table 3.3. The well segments are 
considered to be adiabatic (Randolph et al., 2012), but not isenthalpic as assumed in 
earlier studies (Pruess and Azaraoul, 2006; Pruess, 2006). 
     (3.3) 
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The friction factor, f, is determined using the Moody Chart, based on the pipe inner 
diameter, surface roughness, and Reynolds number (Moody, 1944). A pipe surface 
roughness of 55 μm is used to approximate bare CR13 piping, a standard oil and gas 
martensitic stainless steel piping used in corrosive environments, as suggested by Farshad 
and Rieke (2007). This value overestimates pressure losses when compared with the 
typical 45μm value suggested by Moody (1944) for schedule 40 pipe. 
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Additionally, pressure losses (Ploss in Equation 3.5) are proportional to the square of the 
mass flowrate, , and inversely proportional to the fifth power of the pipe diameter, D. 
Hence, power production is sensitive to small changes in D. Furthermore, for the same 
mass flowrate, pressure losses decrease as fluid density increases; therefore, pressure 
losses in the injection well, where fluids are relatively cool and thus dense, are usually a 
small fraction of those in the production well, where fluids are relatively hot and thus less 
dense.  
 
 inout hhmPQ          (3.7) 
 
The power and heat values are found from the enthalpy difference of the fluid, shown in 
Equation 3.7. Specifically, the power output of the turbine is the product of the difference 
of inlet and exit enthalpies, found using the isentropic turbine efficiency and the mass 
flowrate.  Similarly, the pump power is found using the isentropic pump efficiency. The 
heat extraction rates for the reservoir, cooling, and condensing towers are the products of 
the enthalpy difference, between inlet and outlet, and the mass flowrate (Equation 3.7). 
The parasitic power requirements of the cooling and condensing towers are the product of 
the heat extraction rate and the parasitic loss fraction, λ, which is described in Section 
3.8.2. The net power varies as a function of mass flowrate, as shown in Figure 3.4, for the 
base-case Direct CO2 Thermosiphon (un-pumped) system. As mass flowrate increases, 
the power gains provided by increased turbine throughput are offset by the pressure 
losses incurred in the piping and reservoir, yielding a point of optimum power. Thus, the 
mass flowrate through the system is chosen to maximize the net power produced and is 
further described in Section 3.8.4.1. 
 
m
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Figure 3.4: Power Output of a Direct CO2 Thermosiphon (un-pumped) System for One 
Injection-Production Well Pair [Base-case] of which 4 such pairs constitute one 5-spot 
system. Net power output is the gross turbine power output less the parasitic fan power of the 
cooling tower (Equation 3.2). At low mass flowrates, turbine power output increases with mass 
flowrate; however, at high mass flowrates, well and reservoir pressure losses decrease the turbine 
pressure difference, reducing turbine power output, and causing the net power to peak (here ~100 
kg s-1).  
 
3.2.3.2    Indirect CO2 and Brine 
In an indirect system, the primary, i.e., subsurface geothermal, working fluid passes 
through a heat exchanger, driving a secondary Rankine cycle, as shown in Figure 3.5. 
Indirect systems benefit from using “off-the-shelf” components and have fewer moving 
parts in contact with the geothermal fluid, but they have smaller overall system thermal 
efficiency. The Rankine cycle consists of six major components: a preheater (States 13 to 
14), a boiler (States 14 to 9), a turbine (States 9 to 10), a de-superheater (States 10 to 11), 
a condenser (States 11 to 12), and a pump (States 12 to 13). Advanced Rankine 
technology (e.g., multi-stage turbines and regenerators) are beyond the scope of this 
paper, but they may increase cycle efficiency with some working fluids (Wang et al., 
2012; Yin et al., 2013). Superheating is applied when it is necessary to set the turbine 
outlet or the pump inlet at a saturated state, depending on the saturation curve 
characteristics of the secondary working fluid. The CO2 and brine subsurface working 
fluid systems are modeled almost identically, except the brine system requires a 
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downhole pump (States 4 to 5). The wells (States 1 to 4 and 5 to 6) are modeled the same 
way as in the direct CO2 system, using their respective brine or CO2 fluid property 
values. Turbomachinery efficiencies are listed in Table 3.2 and are typical of ORC 
simulations (Suaret and Gu, 2014). 
 
Figure 3.5: Indirect brine or CO2 Geothermal System. The indirect system uses a secondary 
Rankine cycle that extracts energy from the heat extraction fluid using heat exchangers. When 
brine is the primary, i.e., subsurface geothermal, heat extraction fluid, a downhole pump is 
necessary to circulate the brine. In contrast, when using CO2 as the geothermal working fluid, no 
pumping is necessary due to the development of a strong thermosiphon (Adams et al., 2014), and, 
instead, net power output may even increase in certain cases by throttling the fluid flow (States 8 
to 1) as discussed in the main text. 
At the surface, in the primary working fluid loop, the fluid passes isobarically through a 
boiler (R245fa only) and a preheater, arriving at State 8. Then the fluid flows 
isenthalpically through a throttling valve, used to reduce the pressure and control the 
mass flowrate (CO2 only), where it arrives at State 1 and is reinjected through a well into 
the reservoir. No geothermal pumps are used in the indirect geologic-CO2 system because 
the energy they require is greater than the increase in power they produce. Unlike the 
direct system, the indirect system does not drive a pressure reduction device (e.g., 
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turbine) at the surface; therefore, the indirect geologic-CO2 system operates at higher 
primary-fluid mass flowrates than its direct counterpart, and is driven by the additional 
pressure potential otherwise used to operate the turbine.  
 
The secondary cycle is a trans-critical (CO2) or sub-critical (R245fa) Rankine cycle. Low 
density fluid leaves the boiler at State 9 and is expanded through the turbine to either a 
superheated vapor (R245fa) or a saturated vapor (CO2) at State 10. The fluid is then 
cooled isobarically to saturation at State 11 (R245fa only), and then condensed 
isobarically to State 12 at a saturation pressure that is 7°C above ambient temperature 
(7°C approach temperature). The high density liquid is then pumped to a high pressure 
sub-cooled liquid at State 13. When using R245fa, it is heated to boiling at State 14, and 
then heated to a saturated vapor at State 9. In the case of the trans-critical CO2 Rankine 
cycle, the supercritical fluid is heated from State 13 to State 9, increasing in temperature 
throughout with no discernible phase change. 
 
When R245fa is used as the secondary working fluid, the temperature of the primary 
fluid within the heat exchanger is set to be at least 7°C hotter than the R245fa secondary 
fluid at any location; this value was obtained as a compromise between cost and 
performance in unreported optimization simulations. This restriction specifies that the 
fluid temperature at State 7 must be at least 7°C above the boiling temperature of the 
R245fa, and the temperature at State 8 must be at least 7°C above the condensing 
temperature of the R245fa. These 7°C specifications can result in a “pinch point” 
problem, where the fluid outlet temperature at State 8 is much higher than 7°C above 
ambient and the injected fluid contains useful thermal energy. Injecting unused energy 
results in decreased cycle efficiency, decreased density in the injection well, and 
diminished mass flowrate produced by the thermosiphon effect. Conversely, injecting 
unused energy into the reservoir does extend the reservoir lifespan. Low-temperature 
solar energy can be used to assist with boiling the secondary working fluid, to decrease 
injection temperature and mitigate the pinch-point problem (Ghasemi et al., 2014), but, 
we did not use this method here. 
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When CO2 is used as the secondary working fluid, the heat exchanger pinch point 
problem is alleviated. The CO2 on the high-pressure side of the Rankine Cycle is a 
supercritical fluid and does not boil; it has a nearly constant temperature gradient, which 
matches the decreasing temperature profile of the primary working fluid passing through 
the counter-flow heat exchanger. For these CO2 simulations, the boiler is removed so that 
all heat transfer occurs within the preheater. 
 
When using R245fa or CO2 as the secondary fluid, the plant operator selects either the 
secondary boiling temperature (R245fa) or the secondary high-side pressure (CO2), 
which yields the largest net power. We determine the operating points for these indirect 
systems (see Section 3.8.3). 
 
In contrast to the indirect CO2-geology-based systems that increase the mass flowrate, 
and thus power, most effectively by cooling the injected fluid, the indirect brine-geology-
based systems produce increased net power when pumped (Adams et al., 2013). 
Therefore, a downhole lineshaft pump is placed 500 m down the production well (States 
4 to 5 in Figure 3.5) in all subsurface brine scenarios. The pumping power is allowed to 
vary in order to attain the maximum net power output of the system. A maximum 
pumping pressure difference of 10 MPa is set, based on the limit of currently available 
geothermal downhole lineshaft Vertical Industrial Turbine pumps available from Goulds 
(2013), which is approximately 3 times larger than what was allowed by Sanyal and 
Butler (2005). 
 
When using a brine system, flashing can occur at the surface if piping pressure losses 
decrease the brine pressure below its saturation pressure; therefore, the minimum 
pressure in the system is maintained above the condensing pressure for the brine. To 
allow this flexibility, the downhole well pressure is always above or below the 
hydrostatic pressure of the reservoir. This over-pressurization is generally small: 1400 
kPa on average and a standard deviation of 2020 kPa above hydrostatic pressure for the 
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parameter space investigated. Minimum and maximum under/over-pressurizations are -
2440 kPa and 10,440 kPa, respectively. Therefore, the calculated mass flowrate values 
for the brine are a high limit and will decrease based on the actual reservoir pressure. 
 
The injection temperature of the brine is limited by the saturation temperature of 
dissolved amorphous silica. In the reservoir, the brine is saturated with dissolved quartz. 
When the brine is produced to the surface and cools more than 122°C (89°C) for 0 wt% 
NaCl brine (20 wt% NaCl brine), the quartz precipitates from the solution as amorphous 
silica (DiPippo, 1985). This causes scaling within the piping and turbomachinery and is 
avoided by maintaining the brine above the saturation temperature of amorphous silica. 
 
3.3 Parameter Space Results 
Six surface plant models, six reservoir permeabilities, five depths, three geothermal 
temperature gradients, and four well diameters have been investigated (Table 3.1), 
resulting in 5670 individual electric power production values. For comparison, a subset of 
these values is shown in Figure 3.6 providing 225 values each for the direct CO2 (with 
pumping) system and the indirect brine system (which is always pumped) with R245fa as 
the secondary working fluid.  The indirect brine/R245fa case most closely represents the 
current state of technology for geothermal power production as none of the other systems 
are commercially available. Tables for all six surface plants can be found in Section 
3.8.5. All power production and mass flowrate data are available in Section 3.8.6. 
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Figure 3.6: Net Electric Power Production [in MWe] per Injection-Production Well Pair for 
a) Direct CO2-Pumped and b) Indirect (binary) brine-pumped (R245fa) systems. At depths 
less than 1 km, neither system produces electric power. The direct CO2 system produces power at 
shallower depths than the brine system. The color coding indicates low (red), moderate (yellow), 
and substantial (green) power production per well pair. The base case, 0.27 m diameter 
production well and 0.41 m diameter injection well, is bounded by the two boxed values and falls 
within the yellow power production category, indicating that relatively conservative values are 
used as a base case and that much higher power production is likely possible (green elements), 
given more favorable conditions. For example, all else being equal, doubling the drilling depth of 
the direct CO2 pumped system from 2.5 to 5 km, more than quintuples power production from 0.7 
MWe to 3.7 MWe per injection-production well pair. For a single inverted 5-spot well pattern, 
each power value needs to be multiplied by four. For example, a 2.5 km, 35 °C km-1 thermal 
gradient, 5 x10-14 m2 reservoir, with 0.41 m piping produces 0.9 MWe for the well pair using a 
direct CO2 system and thus 3.6 MWe per inverted 5-spot well pattern. A standard indirect brine 
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system produces ~22% of the power of the direct CO2 system under equivalent conditions (see 
also Figure 3.7). 
Power output from both systems increases with increases in: reservoir depth and 
permeability, thermal gradient, and well diameter. The values in Figure 3.6 correspond to 
a single injection-production well pair and must be multiplied by four to obtain the total 
power output of a complete inverted 5-spot well system (Figure 3.1). Injection-
production well pair electric power output values in Figure 3.6 are color-coded, 
indicating low (red), moderate (yellow), or substantial (green) power production rates. 
The base case is bounded by the two boxed values, producing approximately 0.7 MWe 
(2.8 MWe total for the inverted 5-spot well pattern) at a depth of 2.5 km, increasing more 
than five times to 3.7 MWe (14.8 MWe) when the depth increases to 5.0 km.   
 
In contrast, power output at a depth of 1.0 km is negligible for all cases. Similarly, for a 
20°C km-1 thermal gradient with reservoir depths less than 2.5 km, and for a 35°C km-1 
geothermal gradient with reservoir depths 1.5 km and shallower, negligible amounts of 
power are produced.  
 
Figure 3.7 shows the difference in electric power generation for the two systems 
represented by Figure 3.6, i.e., between a direct, pumped CO2 system and a pumped 
indirect brine system with the latter employing an R245fa secondary power loop. Positive 
numbers indicate parameters where the CO2 system produces more power than the brine 
system. 
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Figure 3.7: Electric Power Production Difference per Injection-Production Well Pair 
between the Direct Pumped CO2 and the Indirect (binary) Brine (R245fa) Systems [in 
MWe]. Positive values indicate conditions under which the direct CO2 system produces more 
electric power than the brine system. The direct CO2 outperforms brine at intermediate depths and 
permeabilities. The base case is bounded by the two boxed values. From yellow to green colors, 
the performance advantage of the direct CO2 system, compared to the indirect brine system, 
increases. 
Direct CO2 systems produce more power than brine systems, which are always indirect, 
in shallower and less permeable reservoirs. The few instances where brine systems 
produce more power are in hot, particularly permeable locations. The difference between 
the two systems is most pronounced at a permeability of 5 x10-14 m2, due to the lower 
pressure losses of CO2, relative to those of brine, as it flows through the reservoir (Figure 
3.2). At high permeability, the reservoir pressure losses of each system are negligible and 
the brine systems can produce more power because of the larger heat capacity of brine. 
Consequently, the direct CO2 system behaves quite differently than its brine alternative, 
and will produce more power in shallower, cooler, less permeable environments. 
 
Of particular interest is the substantially larger power production in the 50 °C km-1, 5.0 
km scenarios of the direct CO2 system. While CO2 tends to produce more power in 
shallower, cooler, less permeable cases, in agreement with Carroll and Stillman (2014); it 
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deviates from their findings by also producing more power in very hot and deep 
environments, where the injection temperature of the brine is limited to prevent silica 
precipitation (DiPippo, 1985) as shown in Figure 3.7. As CO2 is a relatively poor solvent 
of minerals, it has no such limitation and is able to extract more thermal energy from the 
geologic fluid, producing more power than brine. 
 
3.3.1 Comparison of Net Electric Power Output for the Six Systems for the Base 
Case 
The six systems are compared using the base-case parameters and depths from 1 to 5 km. 
The results provided in Figure 3.8 show that for a given permeability, temperature 
gradient, and well diameter, all six systems produce more net electric power as the depth, 
therefore the reservoir temperature, and therefore system thermodynamic efficiency, 
increase. Pumped and thermosiphon direct CO2 systems provide greater net power than 
the brine options until a depth of approximately 3.5 km. The pumped CO2 system always 
produces more net power than its thermosiphon-driven, unpumped counterpart. Direct 
CO2 systems produce more net power than indirect CO2 systems except at 5 km, where 
the indirect CO2 (with CO2 as secondary working fluid) system produces 0.2 MWe (5%) 
more net power than the Direct CO2 Thermosiphon system. 
 
Figure 3.8: Net Power Output Comparison of all Six Power Systems. [Base-case] CO2 
systems produce several times more power at intermediate depths, such as 2.5 km, than brine. 
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Pumping direct CO2 systems increases net power production. Use of CO2, as the secondary 
Rankine fluid, generally produces more power than when using R245fa. 
 
Using CO2 as the secondary Rankine cycle working fluid generally produces more net 
power than when using R245fa. For example, the use of CO2 as a secondary working 
fluid, on average, increases net power production by 22% and 20% for brine and CO2 
systems, respectively.  CO2 Rankine cycles are trans-critical and do not have the “pinch 
point” problem during heating, as discussed before, and can thus extract more energy 
from the primary geologic fluid than systems that employ R245fa as the secondary 
working fluid. This result is consistent with Maraver, et al. (2014). Systems that have a 
temperature glide (i.e. non-constant temperature heat addition) will tend to avoid the 
“pinch point” problem and have higher utilization efficiencies (Yin et al., 2013). Future 
work might include the addition of R32 into the secondary CO2 working fluid, which 
creates a zeotropic mixture that shifts the ORC to a Brayton cycle, increasing overall heat 
rejection temperatures, reducing parasitic losses, and decreasing overall cycle pressure 
(Chen et al., 2011). 
 
In rare circumstances, such as the 5.0 km, 35°C km-1 brine scenario shown in Figure 3.8, 
systems with R245fa as the secondary working fluid produce more net power than trans-
critical CO2 systems due to boiler and preheater temperatures that allow a majority of the 
heat to be extracted from the primary, i.e., subsurface, geologic working fluid. The net 
power output of the brine system is further limited in the 5.0 km case by the 101°C 
injection temperature limitation to prevent the precipitation of amorphous silica, as 
discussed previously. 
 
When CO2 is the primary subsurface heat extraction fluid, a Rankine cycle with CO2 as 
the secondary working fluid always produces more net power than using R245fa as the 
secondary working fluid. This results from employing matched primary and secondary 
working fluids within the counter-flow heat exchanger, which allows a majority of the 
heat to be transferred with few thermodynamic losses. 
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3.3.2 Electric Power Breakdown for the Base Case 
Rankine cycles using CO2 as the secondary working fluid are able to extract more heat 
from the geothermal fluid than those that use R245fa; however, R245fa cycles tend to 
have a higher thermal efficiency, consistent with other low-temperature ORC refrigerant 
comparisons (Shengjun, Huaixin, and Tao, 2011). The decreased thermal efficiency when 
employing CO2 as the secondary working fluid is due to its large secondary-loop 
pumping requirement. This is shown in Figure 3.9 by the allotment of power for 
individual system components. The total height of each bar indicates the gross turbine 
power output; the net power output for each scenario is shown by the blue (bottom) bar. 
 
 
Figure 3.9: Electric power per injection-production well pair [MWe] breakdown of all six 
power systems investigated [Base Case]. Direct systems have the smallest portion of the gross 
turbine power used for parasitic losses. Using CO2 as the secondary Rankine fluid produces more 
net power; however, substantial power is used to drive the secondary pumps, as opposed to when 
R245fa is the secondary working fluid. The secondary Rankine fluid is shown in parentheses. The 
total height of a bar indicates the gross turbine power output. 
Direct systems have the smallest number of components and the least parasitic power 
losses—for the base case shown in Figure 3.9, only 32% of the gross turbine power for 
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the thermosiphon direct CO2 system is consumed by the fan power for the cooling 
towers. Conversely, when CO2 is used as the secondary working fluid in an indirect 
system, 78% to 85% of the gross turbine output can be consumed by parasitic losses. The 
losses drop to 60% when R245fa is used as the secondary working fluid. Despite the 
larger parasitic loss fractions, the net power output for the CO2 indirect systems tends to 
be larger than the R245fa systems. 
 
When CO2 is used as the secondary working fluid, the ORC pump is a large source of 
parasitic losses. This is due to the small difference in density between the pump and 
turbine. The pressure differences across both the pump and turbine in a Rankine cycle are 
essentially equal, but the power is inversely proportional to the density of the fluid that 
passes through,  dPmP pumpturbine 1/  , described in substantial detail in Adams et al. 
(2013). When R245fa is used, the density difference is about two orders of magnitude, 
decreasing from roughly 1300 kg m-3 in the turbine to 10 kg m-3 in the pump. When CO2 
is used, the reduction in density (800 kg m-3 in the pump to 150 kg m-3 in the turbine) is 
much more moderate. The result is that the pumping power, when using CO2 as the 
secondary working fluid, can be half the total parasitic loss, as shown in Figure 3.9. 
However when considering the substantially higher rate of heat input obtained by a 
constant temperature difference between both fluids in the heat exchanger, the CO2 
system will generate more net power, typical of supercritical systems (Tofollo et al., 
2014). The advantage of using CO2 as the secondary working fluid diminishes in 
particularly deep, hot geothermal systems, where R245fa has a similar rate of heat input, 
and with higher thermal efficiency. 
 
3.3.3 Electric Power Production Influenced by Well Diameter 
Electric power production depends on fluid mass flowrate, which is influenced by the 
pressure losses in the wells and in the reservoir (Adams, et al., 2014). Therefore, the well 
diameter may substantially impact the power output of a system. Four well diameters are 
investigated in varying combinations between the injection and production wells for the 
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indirect brine, with R245fa as the secondary working fluid, and for the CO2 direct base-
case scenarios. The resulting net power outputs are shown in Figure 3.10 as a function of 
the other major factor of pressure loss: reservoir permeability. 
 
 
Figure 3.10: Net Power Output dependence on Well Diameter and Reservoir Permeability 
for a) direct pumped CO2 and b) indirect pumped brine, the latter with R245fa as the 
secondary working fluid [Base Case]. At low permeabilities, the power produced tends to be the 
same for any system. When piping pressure losses become comparable to reservoir pressure 
losses, at permeabilities above 10-14 m2 for CO2 and 10-13 m2 for brine, the well diameter begins to 
have an impact on power production. 
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Electric power production increases as the well diameter increases, as expected. The 
effect of well diameter increase in power production is more pronounced for more 
permeable reservoirs. When a 0.14 m well diameter is used, system power output is 
restricted to low values—at most 0.25 MWe and 0.35 MWe for CO2 and brine, 
respectively—independent of reservoir permeability, because the majority of system 
pressure losses occur within the wells. Likewise, at small permeabilities below 10-14 m2 
for CO2 and below 10-13 m2 for brine, the well diameter does not have much impact, but 
as the reservoir permeability increases, the diameter begins to have a larger impact on 
power production. Finally, at high reservoir permeabilities of ~10-12 m2, the power 
production curves for CO2 tend to level off with further permeability increases. This 
differs from brine, for which reservoir pressure losses are still substantial at a 
permeability of 10-12 m2, where the curves have not yet inflected; however, the 
occurrence of reservoir permeability larger than 10-12 m2 appears unlikely (Runkel et al., 
2007; Coleman and Cahan, 2012).   
 
In unreported simulations, injection and production wells are sized to equate pressure 
losses in each well, but it appears that no sizing guidelines have emerged from these 
results—except that increasing well diameter always produces more power. 
 
3.3.4 Surface Plant and Reservoir Pairing 
We evaluate the six systems to determine how net power production varies with reservoir 
permeability, otherwise using base-case parameters. The resultant power curves are 
shown in Figure 3.11. 
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Figure 3.11: Net Electric Power Output Dependence on System Type and Reservoir 
Permeability [Base Case]. Direct CO2 systems begin producing power at lower permeabilities 
than brine and produce more power than indirect systems, except for very high, likely unrealistic 
(see main text), reservoir permeabilities of ~10-12 m2 and higher. The secondary Rankine fluid is 
shown in parentheses. 
Direct CO2 systems produce the most power at permeabilities below about 2x10-13 m2, 
while brine systems produce the most power at higher permeabilities. Indirect CO2 
systems exhibit low power production throughout the range of permeabilities examined 
due to the constant low production temperature (~59 °C) and therefore low thermal 
efficiency of the Rankine cycle. Unlike brine, which drops in pressure substantially but 
maintains its temperature, CO2 expands in the production well with moderate decreases 
in both temperature and pressure. Indirect brine Rankine systems have a higher thermal 
efficiency due to the higher brine production temperature (~102 °C); therefore larger 
amounts of power are produced when the permeability increases and the system mass 
flowrate correspondingly increases. Despite the low production temperature (~59 °C), 
direct CO2 systems produce power by using the large pressure differential between the 
production and injection wellheads to drive a turbine and therefore have a comparable 
thermal efficiency to the overall indirect brine system.   
 
At the base-case permeability of 5 x10-14 m2, the direct CO2 pumped system produces 
more power than brine by a factor of 2.3 and 4.1, for CO2 and R245fa secondary systems, 
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respectively.  The decreasing slope of the CO2 curves at high permeabilities, shown in 
Figure 3.11, indicates that the reservoir pressure losses are becoming less significant and 
are thus no longer the limiting factor in power production. However the reservoir 
pressure losses, when using brine, continue to be a significant fraction of the overall 
system pressure losses. Thus increases in reservoir permeability continue to increase 
power production for the brine systems. Even at high permeabilities (1x10-12 m2), the 
reservoir parameter (Equation 3.1) for brine is R=5.7 kPa s kg-1, compared to R=1.1 kPa s 
kg-1 for CO2, resulting in greater pressure losses by a factor of 5.3 in the reservoir when 
using brine than when using CO2. Overall, the results suggest that, at minimum, direct 
CO2 systems exhibit beneficial electric power production characteristics for 
permeabilities less than 10-13 m2, compared to traditional brine systems. 
 
Net electric power production for most of the combinations of depth and thermal gradient 
follow a similar trend to those listed above for the base case; however, at a depth of 5 km 
and a geothermal gradient of 50°C km-1, as shown in Figure 3.12, several of the trends 
reverse: the indirect CO2 (R245fa) system can produce more net power than the direct 
pumped CO2 system; the brine systems never have a larger net power production than the 
direct pumped CO2 system; and the indirect CO2 system has larger net power production 
when using R245fa, instead of CO2, as the secondary working fluid. 
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Figure 3.12: Net Electric Power Output Dependence on System Type and Reservoir 
Permeability. [5 km; 50 °C km-1] At great depth and temperature, the indirect CO2 scenario 
produces more electric power than the direct System. 
At a depth of 5 km and a geothermal gradient of 50 °C km-1, the advantage of using CO2 
as the reservoir heat extraction fluid is at its weakest of the investigated cases as Sbrine is 
only larger than SCO2 by a factor of 2.2 (Figure 3.2). Despite the comparable pressure 
losses of brine at these depths and pressures, the brine systems do not produce more net 
power than CO2. This is largely due to the Silica precipitation constraint which limits the 
temperature reduction of the produced brine to only 85 °C, necessitating the re-injection 
of 174 °C brine into the reservoir, which still contains useful thermal energy. The CO2-
based systems do not suffer from this constraint.   
 
In addition, at this high reservoir temperature, the indirect CO2 (R245fa) system produces 
more power than the direct pumped CO2 system at permeabilities less than 5 x10-14 m2. 
At a permeability of 10-14 m2, the indirect CO2 (R245fa) system has a mass flowrate of 
182 kg s-1, compared to 160 kg s-1 for indirect CO2 (CO2), 167 kg s-1 for direct pumped 
CO2, and 48 kg s-1 for indirect brine (R245fa) systems. The high mass flowrate of the 
indirect CO2 (R245fa) system, combined with its high ORC thermal efficiency, low 
pumping loads, and a minimal pinch-point constraint cause this system to produce more 
power under these reservoir conditions than the CO2 (CO2) system, which is uncommon. 
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3.4 Conclusions 
We modeled comparable CO2 and brine geothermal systems in sedimentary basins. We 
provide the following conclusions: 
 
CO2 experiences less pressure loss in a sedimentary reservoir than brine at comparable 
fluid mass flowrates. The pressure loss through a reservoir is directly proportional to the 
fluid’s average specific kinematic viscosity, S, for a given reservoir permeability. At a 1 
km depth, S for brine, Sbrine, is 8 to 12 times greater than S for CO2, denoted SCO2. At 5 
km, SCO2 decreases to 2 to 5 times greater than Sbrine. The ratio Sbrine/SCO2 decreases with 
increasing depth and temperature, indicating CO2 has significantly lower reservoir 
pressure losses and pumping power requirements in relatively shallower, cooler 
reservoirs, compared to brine.  
 
CO2 direct systems produce more net power than brine systems at low to moderate 
reservoir depths and permeabilities. CO2 direct systems produce net power at depths as 
shallow as 1.5 km, and consistently more net power than brine systems until depths of 
about 3.5 km. Additionally, at permeabilities below 10-13 m2, CO2 can produce much 
more power than brine. For example, in the base-case scenario, at a permeability of 5 
x10-14 m2 and a depth of 2.5 km, the direct pumped CO2 system produces a factor of 4.1 
times more net power than the indirect brine system with R245fa as the secondary 
Rankine fluid (current state-of-the-art technology). The comparative advantage for using 
CO2 is a result, in part, of the generally low average specific kinematic viscosity, S, of 
CO2 compared to that of brine. 
 
CO2 direct systems produce substantially more power than brine systems in hot and deep 
reservoirs. At a depth of 5 km and a geothermal gradient of 50 °C km-1, the CO2 direct 
pumped system produced between 0.7 MWe and 9.0 MWe more net power (an increase 
between 40% and 500%) over the brine system using R245fa as the secondary fluid 
(current state-of-the-art technology). The brine silica precipitation constraint limits the 
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injection temperature to 176 °C in this case, resulting in the re-injection of useful thermal 
energy into the geothermal reservoir. Subsurface CO2 is a poor solvent of minerals and, 
thus, does not have this constraint, which allows the underground CO2 working fluid to 
capture and utilize more thermal energy. 
 
CO2 is a better working fluid in secondary Rankine cycles than R245fa. R245fa cycles 
operate with a higher thermal efficiency, but ‘pinch-point’ heat transfer constraints within 
heat exchangers limit the rate at which thermal energy can be captured from the geologic 
heat extraction fluid. Thus, CO2 Rankine cycles can operate with more than 50% parasitic 
losses; however, they nonetheless result in higher net power output because they utilize 
more of the available geothermal heat. When using CO2 as the secondary working fluid 
within secondary Rankine cycles, instead of R245fa, for base-case systems, net power 
production increases 22% and 20% for brine and CO2 systems, respectively.  
 
Increasing the well diameter substantially increases power production. Pressure losses 
within the wells are a major constraint on the fluid mass flowrate of a system, which 
directly affects power output in both CO2 and brine systems. For example, for a 2.5 km 
deep, 35°C km-1 thermal gradient, and 5 x10-14 m2 permeability reservoir, increasing 
injection and production well diameters from 0.27m to 0.33m to 0.41m, which are still 
technologically reasonable well diameters, particularly in sedimentary or stratigraphic 
basin formations (DOE, 2012), increases direct pumped CO2 net power production from 
0.49 MWe to 0.70 MWe (+42%) to 0.93 MWe (+33%), respectively, resulting in a 90% 
overall increase in power by increasing diameter from 0.27 m to 0.41 m.  For 
comparison, typical oil-and-gas well diameters (0.14 m) do not produce significant 
amounts of power in any configuration simulated, but were used in previous CPG studies 
(Pan et al., 2015). It is, thus, imperative that power output sensitivity to well diameter is 
considered in geothermal power production research and implementation. 
 
This study focused on the comparison of electrical power production values of CO2-
Plume Geothermal (CPG) and brine geothermal systems for a given set of geologic and 
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operating conditions. Future research will consider economic factors such as capital cost 
which also affects the design and operation of geothermal power production systems. 
 
3.5 Nomenclature 
Nomenclature for these simulations is provided in Table 3.3. 
 
Table 3.3: Nomenclature 
A Effective Vertical Reservoir Cross-Section [m2] 
D Well Pipe Diameter [m] 
f Darcy Friction Factor [-] 
g Gravitational Constant [9.81 m s-2] 
h Specific Enthalpy [kJ kg-1] 
L Effective Reservoir Length [m] 
Lpipe Pipe length [m] 
 Fluid Mass Flowrate [kg s
-1] 
P Pressure [kPa] 
Pnet Net Power Generated [kWe] 
Q Heat Energy Transfer Rate [kWth] 
R Reservoir Parameter [kPa s kg-1] 
S Average Specific Kinematic Viscosity [m s-1] 
T Temperature [°C] 
V Velocity [m s-1] 
z Elevation [m] 
κ Scalar Reservoir Permeability [m2] 
μ Dynamic Fluid Viscosity [N s m-2] 
ρ  Fluid Density [kg m-3] 
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3.8 Supplemental Information 
This section contains assumptions and methodology that are used in the paper “A 
comparison of electric power output of CO2 Plume Geothermal (CPG) and brine 
geothermal systems for varying reservoir conditions” by Benjamin M. Adams, Thomas 
H. Kuehn, Jeffrey M. Bielicki, Jimmy B. Randolph, and Martin O. Saar. 
 
Section 3.8.1 contains error analyses for the regressions to obtain the average specific 
kinematic viscosity, S, used to characterize the TOUGH2 model. The next two sections 
provide the cooling and condensing tower modeling assumptions for the surface plant 
(Section 3.8.2) and the boiling temperature optimization point for the indirect systems 
(Section 3.8.3). Then, results, which were used to determine operating parameters, are 
shown in Section 3.8.4, including the selection of a mass flowrate (Section 3.8.4.1) and 
the selection of an approach temperature (Section 3.8.4.2).  Section 3.8.5 contains 
electrical power production tables for the six geothermal and power conversion systems 
analyzed.  Section 3.8.6 provides instructions to obtain the complete dataset used in this 
paper.  Finally, Section 3.8.7 provides references for this supplemental information. 
 
3.8.1 Uncertainty Analysis of the Average Specific Kinematic Viscosity, S, of the 
Reservoir 
The standard error of S, denoted here SES, is the standard deviation of the predicted 
values of S, given by the regression of the results of the TOUGH2 reservoir simulations 
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(Equation 3.8).  The uncertainty, US, is based on the standard error, uses a 95% 
confidence level (CL), and is shown in Equation 3.9. In both equations, N is the number 
of S values considered.  
 
   1
2
actualpredicted
N
SS
SES      (3.8) 
N
SE
tU SS N 95%,        (3.9) 
 
The standard error is the standard deviation of the predicted S values using our simple 
Darcy characterization from the actual TOUGH2 simulations.  To facilitate comparison 
between the individual regressions, the standard error and uncertainty values are divided 
by S found from each regression, and these relative percentages are shown.  For CO2, the 
standard errors are on average 1.35%, with N=66 for each regression, an average R2 of 
0.98, and an average uncertainty of ±0.33% (95% CL).  Similarly for the brine, the 
average standard error is 0.11%, with N=66 for each regression, an average R2 of 0.999, 
and an average uncertainty of ±0.03% (95% CL).  These excellent fits support the 
validity of approximating TOUGH2 reservoir behavior within 1% by using S instead of 
solving TOUGH2 simultaneously for each case with the surface power plant models.  
 
The results of a multi-simulator comparison by Class et al. (2009) are used to estimate the 
uncertainty of TOUGH2.  For a fixed pressure drop, Class et al., (2009) compared mass 
flowrates using six simulators and found a 6% variation in the results across simulators.  
Therefore, the simulator uncertainty dominates the characterization uncertainties and we 
thus use an overall uncertainty of the reservoir pressure drop of ±6%.  
 
3.8.2 Cooling and Condensing Tower Performance 
Cooling and condensing towers are two similar types of equipment that remove heat from 
a fluid, but their performances vary slightly from each other.  A cooling tower reduces 
the temperature of a single-phase fluid, while a condensing tower changes the phase of a 
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fluid from gas to liquid; the different fluid state mixtures within the piping cause differing 
heat transfer characteristics of each tower type.  Thus, both cooling and condensing 
towers are separately characterized hereafter. 
 
The cooling and condensing towers are modeled to determine the parasitic power losses 
they impose on the power plant.  The low thermal efficiency of geothermal systems in 
general (on the order of 10%) requires 10 MW of thermal energy to be rejected through 
the condensing tower to generate 1 MW of electrical power.  To achieve these levels of 
heat rejection at the surface, large volumes of air must be passed through the towers, and 
therefore large cooling fan loads are needed. We use existing cooling and condensing 
tower performance data for three Baltimore AirCoil production models: 1) PC2-509-
1218-30, 509 nominal ton, R22, condensing tower, and models 2) FXV-0812B-12D-J 
and 3) FXV-1212C-16Q-K, which are 98 ton and 123 ton, respectively, glycol, closed-
circuit cooling towers (BAC, 2013).  Each of the towers are capable of both dry 
(sensible) and wet (sensible plus latent) cooling, therefore they are characterized with 
respect to the cooling method that is chosen.  When CO2 is used as the working fluid in a 
tower, it may be cooled or condensed at temperatures far below 0°C, unlike water.  Thus, 
and as BAC does not produce CO2 equipment, R22 and Glycol are selected as the 
working fluid, in lieu of water. 
 
The parasitic power load is characterized by the parasitic load fraction, λ, which is the 
ratio of parasitic energy load (kWe) to heat rejection energy (kWth), as shown in 
Equations (3.10-3.11).  This form of λ does not account for variations in heat transfer 
when varying fluid types and flowrates are used in the tower.  
 
coolercoolercooler QP         (3.10) 
condensercondensercondenser QP        (3.11) 
 
89 
 
The parasitic load values are found using an online calculator (BAC, 2013) for all three 
towers for approach temperatures of 4°C to 40°C, wet and dry cooling conditions, 
ambient temperatures from -25°C to 25°C, and ranges from 2°C to 20°C.  The approach 
temperature is the difference between the exit temperature of the tower and either the 
ambient wet-bulb or dry-bulb temperatures, depending on the cooling type.  The range is 
the difference between the entrance and exit temperature of the cooled fluid—the range 
for a condensing fluid is always zero.  When the BAC online calculator did not provide 
results because the calculated flowrate was outside a predefined range for the conditions 
submitted, those data were omitted.  The results of these simulations are shown in Figure 
3.13. 
 
Figure 3.13: Parasitic Load Fraction, λ, for a) Wet and Dry Condensing Towers and b) Wet 
and Dry Cooling Towers with respect to wet-bulb and dry-bulb temperature.  Using a wet 
tower substantially decreases the parasitic load.  Dry tower load does not vary substantially with 
dry-bulb temperature (a), thus, cooling tower performance was characterized with respect to 
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temperature range (b).  The parasitic load fraction is proportional to the inverse approach 
temperature—doubling the approach temperature halves the parasitic load. 
 
We regress the data for the curves in Figure 3.13 using Equation (3.12) as the regression 
model.  The resulting coefficients are shown in Table 3.4.  Also shown are the overall 
standard error and uncertainty in calculating the parasitic load fraction, λ, which are 
found using the difference between the load fraction provided by BAC and the value 
calculated from Equation 3.12, using Equations 3.10-3.11. 
 
  (3.12) 
 
Table 3.4: Coefficients for regression curves for the parasitic load fraction, λ, of cooling and 
condensing towers. 
 
The performance of the wet tower depends on the ambient air temperature; the parasitic 
load fraction decreases as the ambient wet-bulb temperature increases.  In contrast, the 
dry tower performance does not appear to vary substantially by dry-bulb temperature, so 
that we do not use it as a factor.  The dry tower requires much more parasitic power than 
the wet tower.  For example, at a 15°C ambient temperature and 10°C approach 
temperature, the wet tower parasitic load fractions are 1.3% (cooling) and 1.6% 
(condensing), whereas the dry tower parasitic load fractions are 9.2x (cooling) and 3.2x 
(condensing) higher.  Ultimately, the selection of either a condensing tower or a cooling 
tower depends on the processes (cooling, condensing, or both) necessary to reduce the 
fluid to a saturated liquid state. 
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Type a b c d e SEλ Uλ 
cooling wet - 1.00 x10-4 1.91 x10-6 0.196 - 0.00462  ± 0.0007 ± 0.00003 
cooling dry   1.044  0.0131 ± 0.006 ± 0.0009 
condensing wet   0.268 - 0.0049  ± 0.0009 ± 0.0002 
condensing dry   0.619   ± 0.002 ± 0.0005 
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Due to the larger parasitic loads for dry cooling, wet tower technology is always 
preferred, even when the ambient temperature is below 0oC.  The condensing temperature 
within a wet cooling tower may not be below the freezing point of water, otherwise ice 
will damage the unit.  Therefore the condensing or cooling temperature of any liquid 
passing through a cooling or condensing wet tower is at least 7°C.  At subzero ambient 
temperatures, we increase the approach temperature to maintain the outlet temperature at 
7°C.  Increasing the heat rejection temperature decreases the thermal efficiency of a 
system, but when the ambient temperature is below 0oC, the decrease in parasitic load 
fraction due to the increased approach temperature still results in higher power output 
than is attainable with a dry system. 
 
3.8.3 Indirect System Operating Point Optimization 
When using R245fa as the secondary working fluid in an Organic Rankine Cycle, the 
power plant operator sets the boiling temperature by controlling the high-side pressure 
(Figure 3.5, States 9, 13, and 14 – see Section 3.2.3.2).  At high boiling temperatures, the 
thermal efficiency of the system is large, but the overall mass flowrate is small because of 
the pinch-point constraint.  Similarly, at low boiling temperatures, the thermal efficiency 
of the Rankine cycle is low, but the mass flowrate is large.  Therefore, an optimal boiling 
temperature for R245fa, for each inlet temperature into the Rankine cycle (Figure 3.5, 
State 6), exists, where power production is maximized.  Figure 3.14 shows this optimal 
boiling temperature for each inlet CO2 or brine temperature.  The discontinuity around 
180°C inlet temperature for R245fa is due to the non-linear shifting ratio of boiling to 
preheating thermal energy as boiling temperature increases and approaches the critical 
temperature, Tcrit,R245fa = 154 °C. 
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Figure 3.14: Secondary Rankine Cycle Operating Points.  The high-side temperature or 
pressure of the secondary Rankine cycle is used which will produce the most power, based on its 
working fluid. 
Similarly, the power plant operator sets the high-side pressure of the supercritical CO2 
Rankine indirect system.  If the pressure is too high, the pump outlet temperature 
becomes high, and the energy input into the system decreases, decreasing power.  If the 
pressure is too low, the pressure differential across the turbine is small, and power 
decreases.  Therefore, an optimal secondary CO2 pressure exists for all primary inlet CO2 
or brine temperatures (Figure 3.5, State 6), shown on the secondary axis in Figure 3.14.  
The secondary working fluid CO2 system does not operate near the critical point resulting 
in a relatively linear curve. 
 
We perform a linear regression for each of the roughly linear regions in Figure 3.14.  For 
supercritical CO2, the optimal high-side pressure is predicted by Equation 3.13:  
 
PCO2(MPa) = 0.096 * Tinlet(°C) + 3.78,     (3.13) 
 
with an R2 value of 0.995. Similarly, for brine with an inlet temperature below 180°C, the 
optimal boiling temperature is predicted by Equation 3.14:  
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TR245fa(°C) = 0.48 * Tinlet(°C) + 13.1,     (3.14) 
 
with an R2 value of 0.991, whereas for inlet temperatures above 180°C, the optimal 
boiling temperature is constant at 147°C. 
 
3.8.4 Assumptions and Reduction of Parameters 
Given the large number of variables, the fluid mass flowrate, approach temperature, and 
cooling tower technology are examined in the following sections and then fixed for the 
simulations in the main paper.  To note, using the average annual temperature results in 
conservative estimates of the average annual power production.  
 
3.8.4.1   Optimal Fluid Mass Flowrate 
The fluid mass flowrate is set in different ways for each type of system. In pumped 
systems, the mass flowrate is set by regulating the pumping power applied, and thus 
pressure differential induced, by the pumps. In thermosiphon-driven systems, the mass 
flowrate is set by regulating the outlet pressure of the turbine or by adjusting the pressure 
drop through the pre-injection throttle valve.  Figure 3.15 shows the power curves for the 
base case, un-pumped, direct system. Analogous power curves exist for each combination 
of well diameter, geothermal temperature gradient, reservoir depth and permeability, and 
surface plant design. For each combination, there is a mass flowrate where system 
inefficiencies and throughput are in balance, and the net power output is maximized. 
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Figure 3.15 (Also Figure 4 in main text): Example of Net Power Output of an Un-pumped 
Direct CO2 System for One Injection-Production Well Pair as a function of Fluid Mass 
Flowrate. [Base-case]  At low fluid mass flowrates, turbine power output is small, despite high 
thermodynamic cycle efficiencies.  At high mass flowrates, turbine output drops due to 
decreasing pressure differential caused by increased system pressure losses.  This interaction 
results in a net power curve with a maximum value (here ~100 kg s-1). This mass flowrate is 
unique and must be found for every scenario. 
Figure 3.15 illustrates the tradeoff between net power production and losses in the 
unpumped direct CO2 Plume Geothermal (CPG) system base-case for one injection-
production well pair.  At low mass flowrates, the system thermodynamic efficiency is 
high due to the small amount of irreversibilities (pressure losses – minor temperature 
losses are not accounted for due to the adiabatic assumption), but the net power generated 
is also small due to low fluid mass flowrates.  As mass flowrate increases, the pressure 
losses increase by the square of the mass flowrate (Equation 6) and less pressure is 
available to drive the turbine.  As a result, the net power output goes to zero at high mass 
flowrates.  In this example, the net power reaches zero when the mass flowrate reaches 
180 kg s-1, where the gross turbine output equals the parasitic fan load. 
 
Thus, the mass flowrate that provides the largest net power output for each scenario is 
used. 
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3.8.4.2    Approach Temperature 
In the direct system and on the secondary side of the indirect system, the approach 
temperature is set by selecting the outlet pressure of the turbine, thereby selecting the 
condensing temperature.  To demonstrate the strong influence of approach temperature, 
the net power output is shown in Figure 3.16 for approach temperatures ranging from 4 
°C to 30 °C for the direct, pumped base-case scenario. 
 
 
Figure 3.16: Net Power Output for the Base Case.  Increasing the approach temperature 
increases the injection temperature of the geothermal fluid and decreases turbine power output, 
whereas decreasing the approach temperature decreases the parasitic condensing/cooling tower 
load.  This results in an optimal net power output near 7 °C which is used in all other scenarios. 
 
At low approach temperatures, the system thermodynamic efficiency is higher than at 
large approach temperatures because the heat rejection temperature is low, however, the 
parasitic condensing and cooling loads are also high.  As the approach temperature 
increases, the parasitic load drops faster than the system efficiency.  The optimal 
approach temperature, yielding maximum net power output, exists near 7°C, which is 
used hereafter. 
 
The net power increases when the approach temperature increases from 15°C to 17°C due 
to the substantial decrease in pumping power needed in the super-critical cycle. In the 
trans-critical cycle, the pressure at the turbine exit (Figure 3.3, State 5) is fixed by the 
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condensation temperature (Figure 3.3, State 6); however, in the super-critical cycle, the 
pressure and temperature can vary independently.  The result is a larger turbine exit 
pressure while maintaining the same approach temperature, but reducing pumping power 
by 90%.  This thermodynamic trade-off only occurs near the critical point of CO2 
(approach temperature = 16°C), and overall net power is still maximized using the trans-
critical cycle with an approach temperature of 7°C. 
 
3.8.4.3    Average Annual Power Production 
The average annual wet-bulb temperature for a site can be used to approximate the 
average annual power production. The direct, pumped CO2 system is simulated for the 
base-case at two sites over the course of a ‘normal’ year, averaged, and then compared 
with a single simulation using only the average wet-bulb temperature. Power production 
values are simulated for Dallas, Texas (TX), and Williston, North Dakota (ND), which 
have average wet-bulb temperatures of 14.3°C and 2.5°C, respectively.  These two cities 
are at different latitudes within the continental United States and can thus represent the 
expected extremes in ambient conditions.  The monthly wet-bulb temperature values are 
obtained from the Climate Normals, provided by the National Climactic Data Center 
(NCDC, 2013).  
 
Our simulated average power production over the year for Dallas is 0.90 MWe per 
injection-production well pair in the inverted 5-spot well pattern, using the monthly 
average wet bulb temperature, compared with 0.81 MWe, a decrease of 11%, when the 
annual average value is used. Similarly, the average power production per injection-
production well pair in Williston is 1.41 MWe using monthly values, and decreases only 
0.7% to 1.40 MWe when the annual average wet-bulb temperature is used. The inverted 
5-spot well pattern contains 4 injection-production pairs, thus, the injection-production 
power must be multiplied by 4 to obtain the power production for one inverted 5-spot 
well system (Figure 3.1). Thus, the inverted 5-spot well systems are expected to generate 
an average of approximately 3.2 MWe and 5.6 MWe in Dallas and Williston, 
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respectively. Typically, multiple such 5-spot systems would be combined in one overall 
geothermal power plant system. 
 
Williston, ND, exhibits the small difference in monthly versus yearly-averaged power 
production because of the extremely cold winter conditions.  When the ambient 
temperature drops below 0oC, the condensing temperature of the tower must stay above 
0oC. The thermal efficiency of most systems increases with decreasing wet-bulb 
temperatures, but sub-zero weather mitigates this effect and results in a linear relationship 
between temperature and power production.  Warmer climates, like Dallas, TX, have 
larger changes in thermal efficiency throughout the year, and tend to produce on average 
more power than the average annual temperature would predict.  Therefore, the average 
annual temperature is typically a conservative estimate of average annual power 
production with an estimated uncertainty of 11%. 
 
3.8.5 Net Electric Output Power Tables 
The net electric power produced for all six surface plant types are shown in Figure 3.17, 
where each value represents a single injection-production pair.  The values must be 
multiplied by four to obtain the total power production for the entire inverted 5-spot well 
system.  Each of the surface plant tables displays 225 values of the 945 calculated.  The 
parameters which are not displayed are: one permeability of 5 x10-15 m2 and six 
combinations of injection (Inj) and production (Prod) well inner diameter pairs: (0.41m 
Inj / 0.33m Prod), (0.41m Inj / 0.27m Prod), (0.33m Inj / 0.27m Prod), (0.33m Inj / 0.14m 
Prod), (0.27m Inj / 0.14m Prod), and (0.14m Inj / 0.14m Prod). 
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Figure 3.17: Net Electric Power Production per Injection-Production Well Pair for all Six 
Surface Plant Configurations.  These plots show all six surface plant configurations, unlike 
Figure 5 I the main paper, which only displays values for the Direct CO2-Pumped and the Indirect 
(always pumped) Brine (with R245fa as secondary working fluid) system.  The net power values 
are color coded to show low (red), moderate (yellow), and substantial (green) electrical 
production.  The values shown are for a single injection-production pair and must be multiplied 
by four to obtain the value for the entire inverted 5-spot.  The two boxed values in each plot 
bound the base-case (0.41m injection and 0.27m production well inner diameters). 
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3.8.6 Electric Power and Mass Flowrate Data 
The calculated electric power and mass flowrate values are attached to this supplemental 
information in the form of an EXCEL (*.xlsx) file.  The information can be filtered by 
any of the input parameters.  Column labels correspond the Figures 3.3 or 3.4.  A value of 
zero in either the Net Power or Mass Flowrate column indicates that either the model was 
not able to solve for the given set of parameters, or the model did solve it but did not 
yield a positive net power for any mass flowrate.  
 
3.8.7  Nomenclature 
Nomenclature for this supplemental information (Section 3.8) is provided in Table 3.5. 
 
Table 3.5: Nomenclature.
a…e Fit coefficients 
N Number of samples [-] 
PCO2 Pressure of CO2 [kPa] 
Pcooler Power required for Cooler [kWe] 
Pcondenser Power required for Condenser [kWe] 
Q Heat Energy Transfer Rate [kWth] 
S Average Specific Kinematic Viscosity [m s-1] 
SES Standard Error in prediction of S [m s-1] 
t Student’s-t Value [-] 
T Temperature [°C] 
Tapp Approach Temperature Differential [°C] 
Tr Tower Range [°C] 
Twb Ambient Wet Bulb Temperature [°C] 
US Uncertainty in regression of S [m s-1] 
λ Parasitic Loss Fraction [kWe kWth-1] 
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Chapter 4 
 
Electricity with Time 
 
 
Preface 
The electrical power production of a CPG system was found in Chapter 3 for a large 
parameter space of well diameter, permeability, depth, and temperature gradient. 
However, the simulations were for a reservoir with non-depleting temperature production 
and ideal pressure difference. In reality, a CPG system will be established on a reservoir 
initially filled with brine and with finite thermal energy. 
 
In this paper, the CPG power production from a more realistic radially symmetric 
reservoir is simulated for 50 years. The reservoir is initially filled with brine and then 
injected with CO2 to establish a sufficiently high CO2 mass fraction at the production 
well. In addition to the parameters used in Adams et al. (2015) of well diameter, 
permeability, depth, and temperature gradient, two reservoir thicknesses of 50 and 300 m 
are simulated, as well as two reservoir radii of 300 and 707 m. Thus, for a given 
reservoir, a CPG developer may use these results to make appropriate well diameter and 
placement decisions. 
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Highlights 
 The thermal decay and pressure differential of a sedimentary basin is 
characterized. 
 Correctly sized well spacing will provide the greatest average power over time. 
 Over-estimating the spacing impacts the average power less than under-
estimation. 
 Correctly sized well spacing is more important with decreased permeability. 
 Reducing the well diameter regulates heat extraction and may increase capacity 
factor. 
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Paper Summary 
CO2 Plume Geothermal energy systems extract crustal energy from naturally permeable 
sedimentary basins by circulating sequestered CO2. CPG systems have been shown to 
perform better than brine in moderate temperature and permeability environments; 
however, to date, the time-dependent electrical generation has not been found, and thus 
we simulate this here. We find that for a given reservoir, there is an optimum production 
and injection well spacing which will provide the most power over the reservoir lifetime; 
reservoirs with closely spaced wells have lower resistance to flow but deplete quickly, 
while reservoirs with large well spacing maintain their temperature over time but inhibit 
the density-driven thermosiphon flow. 
 
4.1 Introduction 
Global CO2 emissions must be reduced by 78% to 114% by 2100 to maintain the earth’s 
surface temperature within 2 °C of pre-industrial levels so as to avoid serious 
environmental consequences (IPCC, 2014). Without lifestyle, behavioral, and structural 
changes, a reduction in CO2 emissions must come from industrial sources, such as power 
generation, which accounts for one-third of U.S. CO2 emissions (Princiotta & Loughlin, 
2014; U.S. President, 2013). To meet this reduction goal, several strategies have been 
identified, including: technological improvements to generation efficiency, the use of 
low-carbon fossil resources (e.g. natural gas instead of coal), demand-side conservation 
programs, and CO2 sequestration. While the intermediate plan to decrease CO2 emissions 
by 30% by 2030 in the United States does not include sequestration (EPA, 2014), it is 
very likely that most fossil electrical generation will require carbon capture and 
sequestration into deep saline reservoirs to meet the long term CO2 emissions goal (Azar 
et al., 2006; Global CCS Institute, 2014). 
 
Instead of just landfilling the CO2 into a sedimentary basin, it can be circulated back to 
the surface to generate geothermal power through the use of so-called CO2 Plume 
Geothermal (CPG). Unlike traditional brine-based geothermal systems, the use of CO2 
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has many advantages, such as: reduced frictional losses through the reservoir due to 
increased mobility (ρ/μ), and a density-driven induced flowrate, or thermosiphon, which 
eliminates the need for submersible pumps (Atrens et al., 2009; Carroll and Stillman, 
2014; Adams et al., 2014). Additionally, sedimentary basins are naturally permeable, 
unlike the shallow, fracture-based networks that are prevalent in traditional brine 
systems, reducing the need for environmentally controversial hydraulic fracturing. The 
high mobility of geologic CO2 enables electric power production from reservoirs of lower 
temperature and permeability than those required for traditional brine-based systems 
(Adams et al., 2015). Thus, CPG systems tend to more readily and effectively convert 
geothermal heat into electricity than brine systems. 
 
In the United States, it is estimated that approximately 200,000 exajoules of extractable 
thermal energy is available in the earth’s crust (MIT, 2006); however, technological 
developments are needed to economically extract and utilize this energy. In 2012, 
electrical production accounted for 2020 Mt of CO2 emitted in the U.S. or 37% of the 
total CO2 emissions (EPA, 2012). In a reservoir of moderate temperature and 
permeability (i.e. a reservoir 2.5 km deep with a permeability of 5 x10-14 m2 and a 
geologic temperature gradient of 35 °C km-1), 8 Mt CO2 can enable the generation of 3 
MWe (Adams et al., 2015). Therefore, conservatively assuming only 10% of the annual 
2020 Mt were sequestered at comparable CPG-enabled sites, 75 MWe of carbon-free 
electricity would be brought online annually from geothermal resources not otherwise 
obtainable. This would be an annual increase of 2% from the current 3.4 GWe of 
installed geothermal power production capacity (NREL, 2014), or 0.015% of total U.S. 
generation (EIA, 2015). 
 
While research into brine-based geothermal systems is relatively extensive, CO2 was only 
recently proposed as a subsurface working fluid (Brown, 2000; Pruess, 2006). Initially, 
CO2 was considered only for Enhanced Geothermal Systems (EGS), where impermeable 
basement rock is fractured to create flow paths for the injected CO2 (Atrens et al., 2009, 
2010; Beckers et al., 2014). Beckers et al. (2014) provided perhaps the most varied EGS 
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simulations, using the MIT-EGS model, and provided capital costs and LCOE. 
Unfortunately, their selection of small pipe diameter and mass flowrate yielded high 
LCOE (>>$100 MW-1 hr-1), in agreement with Atrens et al. (2011). 
 
Unlike EGS, CO2 Plume Geothermal (CPG) utilizes sedimentary aquifers overlain with 
an impermeable caprock. Sedimentary reservoirs have several advantages over fracture-
based reservoirs. They are common, naturally permeable formations that are found under 
approximately half of the United States (Coleman & Cahan, 2012). The relatively 
homogenous nature of sedimentary basins, when compared to EGS, provides a large 
surface area in contact with the flowing CO2, allowing for effective transfer of heat. 
Additionally, they are already a target of current Carbon Capture and Sequestration 
efforts—sequestration into several such basins has already begun (Global CCS Institute, 
2014). 
 
Research into CO2 Plume Geothermal (CPG) has been limited in scope as geologic 
modeling tends to be performed separately from surface plant modeling. Randolph and 
Saar (2011a; 2011b) initially estimated power production using a simple Carnot-based 
surface plant model, focusing primarily on the reservoir dynamics of an inverted 5-spot 
well pattern filled with pure CO2. Recently, Nagasree et al. (2014a; 2014b) more 
realistically simulated brine displacement and heat extraction from a comparable, 
improved 2D radially-symmetric reservoir. Conversely, Janke and Kuehn (2011) 
simulated the power production of the surface plant for varying atmospheric temperatures 
and turbine efficiencies, but used fixed values of reservoir temperature, flowrate, and 
pressure differential. Adams et al. (2014) coupled the reservoir and wells, and showed the 
mass flowrate of the thermosiphon established. Only recently have coupled reservoir, 
well, and surface plant models been used to calculate CPG power production (Adams et 
al., 2015; Pan et al., 2015). Pan et al. (2015) analyzed few parameters, typically a 3 km 
deep reservoir with a temperature of 152 °C and a permeability of 10-13 m2, using either 
0.1 or 0.18 m diameter piping. However, Adams et al. (2015) analyzed a large parameter 
space of 945 parameter combinations, including: four well diameters from 0.14 to 0.41 
105 
 
m, five reservoir depths from 1 to 5 km, three geologic temperature gradients from 20 to 
50 °C km-1, seven permeabilities from 10-15 to 10-12 m2, and a total of six types of surface 
plants for brine and CO2-based systems. 
 
Thus far, no CPG research using a coupled reservoir and surface plant model has 
simulated power production as the reservoir depletes. Beckers et al. (2014) did account 
for thermal depletion in an EGS reservoir; however they utilized a fixed-percentage 
thermal drawdown model instead of simulating the actual reservoir. For CO2, thermal 
depletion of sedimentary basins has been simulated for the reservoir only (Eliott et al., 
2013; Randolph and Saar, 2011a; Garapati et al., 2014a); however, to do so, a heat 
extraction rate was fixed. As the CO2 mass flowrate through a system and heat extraction 
rate are inseparably linked (Adams et al., 2014), only a simulator with combined 
reservoir, well, and surface plant models can accurately predict the time-dependent power 
production. 
 
In this paper, we compute the time-dependent power production of a CPG power system 
as the production temperature of the sedimentary basin decreases with time. The net 
power values are found for the full range of expected reservoir and system parameters, 
overlapping with previously used values (Adams, et al., 2015). A detailed list of these 
parameters is provided in Table 4.1.  The reservoir is modeled as a truncated cylinder 
with a cap rock above, fluid injected at the center (vertical axis of the cylinder), and the 
fluid extracted at a specified radius from the center under the cap rock similar to the 
configuration used by Nagasree et al. (2014a; 2014b). 
Table 4.1: Model parameters 
Well Diameter 0.14 m, 0.27 m, 0.33 m, and/or 0.41 m 
  
Reservoir Conditions  
Depth 1.5 km, 2.5 km, 3.5 km, or 5.0 km 
Thickness 50 m or 300 m 
Radius 300 m or 707 m 
Geothermal Gradient 20 °C km-1, 35 °C km-1, or 50 °C km-1 
Permeability 1x10-12 m2 to 1x10-15 m2 
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This paper differs from earlier work, such as Adams et al. (2014) which considered only 
initial power output, by considering the time-dependent thermal decay of the reservoir, as 
well as adding two new parameters: reservoir thickness and radius of the active reservoir, 
assumed to be a truncated cylinder. Additionally, unlike the inverted 5-spot of Adams et 
al. (2014) which is assumed to be filled with 100% CO2, the geologic model is improved 
to use a two component fluid, CO2/NaCl-brine, within the radially symmetric reservoir, 
which is initially filled only with 20 wt% NaCl brine. A Direct-CO2 CPG system with 
supplemental pumping is used, identical to that used previously (Adams et al, 2015). To 
facilitate the simulation of the large number of parameters given in Table 4.1, the time 
dependent temperature and pressure results of the reservoir were necessarily 
characterized to reduce computational time. 
 
4.2 Methods 
Figure 4.1 shows the system being simulated including the radially symmetric reservoir. 
 
 
Figure 4.1: Schematic of a CPG System. 
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The cylindrical reservoir has a single, vertical injection well (IW) located at the center, 
and a continuous, circular collection well (CW) at the perimeter, directly beneath the 
caprock. The CO2 is produced to the surface through one of four equally spaced vertical 
production wells (PW) which adjoin the horizontal collection well. Once at the surface, 
the fluid is run through a turbine and condenser, and then reinjected through the central 
injection well back into the formation. 
 
The simulation of the CPG system uses two software packages: TOUGH2 for the 
subsurface simulation, and Engineering Equation Solver (EES), a simultaneous equation 
solver with built-in thermophysical property data for the surface plant and well piping. 
Traditionally for brine, the subsurface and surface simulations have been performed 
separately (e.g. GETEM—DOE (2012)); however, the TOUGH2 and EES simulators 
need to be coupled, as the mass flowrate, temperature, and pressure at the downhole 
injection and production points, where the models interface, are interdependent. A .Net 
code was developed to couple the models; however, the computational time limited the 
number of simulations that could be reasonably executed. Thus, to reduce computational 
time, the TOUGH2 simulator results were characterized by the relevant system 
parameters (i.e. depth, temperature gradient, permeability, radius, and CO2 injection fluid 
state) into to a set of dimensionless curves, which were then integrated into the EES 
simulator. 
 
4.2.1 Reservoir Modeling 
The reservoir is considered to be homogeneous, horizontal, and radially symmetric; 
initially at uniform temperature and pressure. The reservoir was modeled using TOUGH2 
(Pruess, 2004) with the ECO2N and ECO2H equation of state modules (Pruess 2004, 
2005; Spycher and Pruess, 2011) with parameters as given in Table 4.2. The initial 
temperature of the reservoir is the product of the geothermal temperature gradient and 
reservoir depth plus the average ambient air temperature, taken to be 15 °C. The initial 
pressure is the hydrostatic head of pure water at the given depth. The injection well is 
vertical and centrally located (R=0). The grid spacing in the reservoir increases with 
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radial distance, up to the radial extent of the reservoir, 100 km, to account for brine 
displacement, thermal expansion, and over-pressurization which occur from CO2 
injection (Garapati et al., 2014a; Garapati et al., 2014b). The collection well is horizontal 
and circular, located directly beneath the impermeable caprock, a radial distance given by 
the reservoir radius, R. Unreported simulations have shown the pressure loss through the 
horizontal collection well to be insignificant in comparison to the loss in the vertical 
production wells, thus the horizontal collection well is assumed to have uniform pressure. 
Similarly, it was found that a single vertical production well substantially limited power 
generation due to high frictional losses. Thus, four vertical production wells operating in 
parallel were considered. 
 
Table 4.2: TOUGH2 Parameters for Reservoir Characterization 
Primary System (Reservoir) Fluid CO2 injected  
into 20 wt% NaCl-brine 
Thickness 50 to 300 m 
Radial Extent 300 to 1200 m 
Rock Density 2300 kg m-3 
Rock Specific Heat 0.92 kJ kg-1 °C-1 
Rock Thermal Conductivity 2.1 W m-1 °C-1  
Porosity 0.10 
Permeability 5 x10-14 m2 
CO2 Injected (δ = 50 m) 2 to 6 Mt CO2  
(See Garapati et al., In Review) 
CO2 Injected (δ = 300 m) 10 Mt CO2 
  
 
The reservoir is initially composed of 20 wt% NaCl-brine and pure CO2 is injected 
without production, displacing the brine over the course of 2 or 2.5 years, for 300 m and 
50 m reservoir thicknesses, respectively, when the production well achieves a minimum 
94% mass-fraction of CO2 (Garapati et al., In Review). This minimum required mass 
fraction was set from operating condition requirements from perspective turbine 
manufacturers. The injection temperature of CO2 into the reservoir was based on the 
isentropic compression of saturated liquid CO2 at ambient temperature plus a seven 
degree approach temperature in the condensing tower (i.e. 22 °C) to the hydrostatic 
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pressure at the reservoir depth. Thus, the injection temperature is assumed to be 35, 46, 
58, and 65 °C for depths of 1.5, 2.5, 3.5, and 5 km, respectively. 
 
To characterize the reservoir, the produced fluid temperature was simulated for CO2 
injection mass flowrates of 3 (95.1), 4 (126.8), 5 (158.5), and 6 Mt yr-1 (190.2 kg s-1), 
initially ramping linearly from zero to the specified mass flowrate over two years, for a 
minimum of 50 years. To increase the reliability of the TOUGH2 characterization, Table 
4.2 shows the increased number of parameters used instead of those previously specified 
in Table 4.1. Thus, these simulations were performed for: reservoir thicknesses of 50 and 
300 m, radii of 300, 500, 707, 1000, and 1200 m, and depths of 1.5, 2.5, 3.5, and 5.0 km, 
and geologic thermal gradients of 35 and 50 C km-1, although not all combinations of 
these variables were simulated. A permeability of 5 x10-14 m2 was used for all 
simulations as previous work has shown that pressure change values can be reliably 
scaled with permeability (Adams, et al., 2015). The resulting 330 datasets were then 
analyzed.   
 
4.2.1.1    Pressure Differential Characterization 
The pressure differential across the reservoir, ΔP, is the pressure in the injection well at 
the greatest reservoir elevation (just under the cap rock) less the pressure of the 
circumferential collection well. For each of the 330 datasets, the pressure differential was 
plotted versus a non-dimensional time quantity, τ = t ν / R2, where the kinematic 
viscosity, ν, was determined using the injection fluid properties. Thus, for a given set of 
reservoir parameters (e.g. depth, radius, thickness, etc.), τ is dependent only on time and 
Figure 4.2 shows the asymptotic approach of reservoir pressure differential with time to a 
steady-state value, ΔP0. The first two years of data were omitted because they had a non-
steady injection mass flowrate. A power fit was used of the form ΔP = ΔP0 a τb + ΔP0, 
and 330 values of ΔP0, a, and b were obtained, one for each data set. 
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Figure 4.2: Example of Reservoir Pressure Differential, ΔP, versus the Non-Dimensional 
Time Quantity: τ = t * ν / R2 for a 3.5 km Depth Reservoir with a 50 m Thickness, 1000 m 
Radius, 50 °C km-1 Temperature Gradient, and a Mass Flowrate of 3 Mt yr-1. This non-
dimensional plot shows the asymptotic approach of the pressure differential with time. 
The steady pressure differential, ΔP0, was characterized in terms of the Darcy equation. 
In homogeneous reservoirs with laminar flow, the pressure differential can be found 
using the 1D Darcy Equation, 
 



dR
dPAQ 
 ,       (4.1) 
where Q is the volumetric flowrate and A is the cross-sectional area. When solving for a 
simple 1D radial flow of thickness δ and substituting /mQ  , the equation becomes 
 
 

 R
m
dR
dP
2



  .      (4.2) 
Integration from the inner radius, R0, to the radius of the collection well, R, yields, 
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which simplifies to, 
 
 


2
ln RmPideal
 ,       (4.3) 
when the inner diameter, R0, is assumed to be unity. When the fit term ΔP0 was 
normalized by ΔPideal and plotted versus the ratio of thickness to depth, a linear trend 
emerged. This trend, shown in Figure 4.3, shows the deviation of the steady pressure 
differential values, ΔP0, from the ideal value predicted from the Darcy equation. The 
Darcy equation under-predicts reservoirs of increasing thickness due to the corresponding 
increase in un-swept volume. 
 
 
Figure 4.3: Prediction of Steady Pressure Differential, ΔP0, from Ratio of Thickness to 
Depth. [non-dimensional] 
In a similar fashion, a and b were predicted, shown in Figure 4.4. b was best predicted 
from the ratio of reservoir radius to depth, while a was best predicted by b. Thus, a and b 
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are interdependent, and the entire pressure differential prediction only has two factors, b 
and ΔP0. 
 
 
Figure 4.4: Prediction of Fit Values: A) a, Based on Ratio of Radius to Depth, and B) b, 
based on a.  
The quality in prediction of ΔP from the following regressions was found from the 
standard error of estimate,  
 
 
2
2

  N
PP
se actualpredP ,     (4.4) 
where the difference between predicted and actual pressure differential was found for 
every value in each of the 330 datasets. Then, because the standard error of estimate is 
the standard deviation of the predicted values from actual, the probability of predicting a 
value to within 95% of the actual value is the prediction interval, the standard error of 
estimate multiplied by the two-sided 95% t-value, 
 
PPN sesetP   96.1,025.0%95 .     (4.5) 
The standard error of estimate and prediction interval were normalized by the actual 
pressure difference at every point. The resulting standard error of estimate is 15% and the 
95% prediction interval is ±30%. These values are large and future work could refine 
these predictors. The 1D Darcy model here does not consider the complexities of a two-
component working fluid, buoyancy effects, or non-uniform flow. 
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4.2.1.2   Thermal Decay Characterization 
The time-dependent temperature of the fluid extracted from each reservoir was 
characterized using non-dimensional values for each of the 330 datasets. Temperature 
was non-dimensionalized into the temperature fraction,  
 
  injinitial injTT
TT

 ,       (4.6) 
where the injection temperature was previously defined, based on CO2 liquid that is 
compressed isentropically from the surface. The initial temperature is equal to the 
product of geothermal temperature gradient and depth plus an average surface 
temperature of 15 °C. The temperature fraction was plotted with respect to the total 
Joules of energy removed, normalized by the initial Joules of available energy, or 
“reservoirs of energy extracted,” Ψ, defined as 
 
 
 injinitialrockprock
t
injprod
TTCR
dthhm

 
,
2
0


.     (4.7) 
Initially, all cases will have an initial temperature fraction of 1. For a simple reservoir 
without heat conduction from surrounding rock, the temperature fraction would decay in 
the form of an error function, having a temperature fraction of zero (Γ=0) at one unit of 
reservoir energy extracted (Ψ=1), similar to that shown for fracture networks (Pruess and 
Bodvarsson, 1984; Armstead and Tester, 1987). However, the heat conduction from 
surrounding rock allows more energy to be extracted than is available in the reservoir 
rock alone (i.e. Ψ>1), and the temperature fraction will decay to a non-zero value for 
large values of Ψ, shown in Figure 4.5 by variable p3. As the temperature decays and the 
radial temperature profile becomes uniform, the function will take on an exponential 
shape, consistent with a first-order thermal decay process. Thus, a combined error 
function and exponential function was used to characterize the curves, where the 
transition point is located at a point of 50% decay, shown in Figure 4.5. 
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Figure 4.5: Example Temperature Fraction versus Reservoirs of Energy Extracted for a 
Single Set of Reservoir Parameters Showing the Fit of a Combined Error Function and 
Exponential Curve. 
The combined error function and exponential curve was scaled using three values, p1, p2, 
and p3. The curve was translated and scaled horizontally, using p1 and p2, respectively, 
while it was horizontally offset from zero using p3, according to Equations 4.8 and 4.9, 
 
 
,  (4.8) 
     123
2
1 5.0111: pxpCexppy
p
px 


 ,  (4.9) 
where C is a scaling factor to match the function slopes at the interface, 
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and a vertical scaling factor of 0.5 was applied to limit the function to a domain of 0 < y 
< 1. The results shown in Figure 4.5 indicate the combined function fits individual 
temperature decay profiles well—the average r2 of all 330 individually fit datasets is 
0.989. The small temperature drop that occurs near at the onset of production is attributed 
to the Joule-Thompson cooling of the CO2 near the collection well as the reservoir is 
initially depressurized from hydrostatic pressure to the production pressure. Supporting 
this hypothesis, the temperature decay is larger for smaller depths, where the value ∂T/∂P 
is large due to closer proximity to the critical point of CO2 (Pcrit = 7.4 MPa). 
 
Values of p3, the asymptotic value, are found for all 330 datasets and are shown in Figure 
4.6. Many large radius reservoirs, especially those with large thickness and low mass 
flowrate, did not decay more than 50% to their estimated steady value, p3, which 
expectedly introduced large errors into the fit and were disregarded, removing 
approximately 15% of trials. 
 
 
Figure 4.6: Characterization of p3 Based on Reservoir and Fluid Properties. [Non-
dimensional] 
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Variable p3 represents the quasi-steady-state temperature fraction where the temperature 
rise of the injected CO2 is equal to the heat conducted into the reservoir volume from the 
surrounding rock. As such, p3 was fit with respect to variables which would appear in a 
conduction-dominated fluid-solid heat transfer solution, such as rock thermal diffusivity, 
fluid density, specific heat, and mass flowrate. All fluid properties were evaluated at 
hydrostatic pressure at the injection temperature. 
 
Using a linear estimate of p3, confined to 1 ≥ p3 ≥ 0, all datasets were re-fit, and 330 
values of p1 and p2 were obtained. The characterization of these variables is shown in 
Figure 4.7. Outlier removal on p1 disregarded 12% of the data, mostly those of radius 
larger than 1 km, which did not decay sufficiently in the simulation time period. The best 
predictor of p1 was a combination of reservoir parameters, fluid properties, and fluid 
mass flowrate, while the best predictor for p2 was p1, indicating only two independent 
factors in the fit for thermal decay, p1 and p3.  
 
 
Figure 4.7: Parameter Fit Curves for A) Variable p1 as a Function of Reservoir and Fluid 
properties, and B) Variable p2 as a function of p1. 
 
Of note is the weak dependence on reservoir depth of factors p1, p2, or p3; none of the 
characterizations take depth into account directly—it is only accounted for in the varying 
CO2 properties with depth and the increased temperature used to calculate reservoir 
energy extracted. Note that most reservoirs have a value of -3 < p1 < -1.  
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Figure 4.8: A) Temperature Decay Profiles for Select Values of p1 from -3 to -1.5, and B) 
Effect of Decreasing Thickness, Decreasing Radius, and Doubling Mass Flowrate on 2.5 km, 
35 °C km-1 Starting Case. 
 
Factors p1 and p2 affect the horizontal translation of the decay curve, as shown in Figure 
4.8A, for a fixed value of p3 = 0.1, and can be best explained as a correction factor to 
account for the decrease in swept area and heat conduction from the surrounding rock as 
the reservoir thickness increases. The reservoirs of energy extracted is the energy 
extracted divided by total energy contained within the reservoir volume (Equation 4.7), 
and despite that a 300 m thick reservoir contains more energy than a 50 m thick reservoir, 
when divided by reservoir volume, it appears to have less access to the available energy 
(shown by decreasing values of p1 in Figure 4.8A and a corresponding shift for increased 
thickness in Figure 4.8B). In a similar fashion, Figure 4.8B shows that decreasing the 
reservoir radius only has the effect of shifting the steady-state temperature to a lower 
value, and doubling the mass flowrate both increases p1 and decreases p3, although the 
change in p3 has a greater effect on the decay curve than p1. 
 
Overall, when predicting the temperature fraction using factors p1, p2, and p3, the 
standard error of estimate, using Equations 4.4 and 4.5, is 0.048, with a 95% prediction 
interval of ±0.096. This is not unreasonable given the small number of factors used in this 
zeroeth-order fit; however, future work could improve upon this fit by re-defining the 
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reservoirs energy extracted (Equation 4.7) to account for the unswept area within the 
reservoir, especially as its thickness increases. 
 
4.2.2 Surface Plant Modeling 
The surface plant converts the geothermal heat flux to electrical power. It includes 
production and injection well piping, a direct-CO2 turbine, cooler, condenser, and a 
surface injection pump, as shown in Figure 4.9. The system is identical to that used 
previously (Adams et al., 2014). Engineering Equation Solver (EES) was used to solve 
for CO2 fluid properties, based on Span and Wagner (1996). 
 
 
Figure 4.9: Direct CPG System Schematic (Source: Adams et al., 2015). 
 
Saturated liquid CO2 at a temperature equal to ambient plus a seven degree approach 
temperature (State 1) is injected from the surface, where it is compressed nearly 
isentropically, and is injected at State 2. The CO2 flows through the reservoir, increasing 
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in temperature and decreasing in pressure an equivalent amount to the pressure 
differential found in previous sections, to State 3, where the absolute pressure is 
hydrostatic. The CO2 flows isobarically through the horizontal collection well and up to 
the surface in the production wells to State 4. The CO2 expands through a turbine with an 
isentropic efficiency of 78% to State 5. It is isobarically de-superheated in a cooler to 
State 6, and then isobarically condensed to State 7 at a pressure equivalent to the 
saturation pressure of CO2 at 22 °C. The CO2 is either pumped or throttled to the requisite 
pressure at State 1 which will maintain the pressure of State 3 assumed to be hydrostatic 
for the given reservoir depth, temperature, and permeability. 
 
The CPG system is operated at the mass flowrate that provides the largest net power, 
 
condensercoolerpumpturbinenet PPPPP     (4.11) 
where the pump, cooler, and condenser powers are parasitic loads, and therefore negative. 
Power and heat values are the product of the mass flowrate and the CO2 enthalpy 
difference between entrance and exit of the corresponding component. 
 
For every combination of well diameter, permeability, radius, and thickness, the net 
power was found in 5 year increments from years 0 to 50. At each time step, the reservoir 
produced fluid temperature and pressure differential were recalculated using the fits 
described previously. For those fit parameters using mass flowrate, an average mass 
flowrate was used, calculated from the previously solved time steps. 
 
4.3 Results and Discussion 
The net power produced was found for each of the parameter combinations shown in 
Table 4.1. Figure 4.10 shows the time-series values of A) net power, B) temperature 
fraction, and C) mass flowrate for a 2.5 km deep, 35 °C km-1 temperature gradient, and 5 
x10-14 m2 reservoir with 0.41 m diameter injection and production wells. 
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Figure 4.10: A) Net Power [MWe], B) Temperature Fraction, Γ [dim], and C) Mass 
Flowrate Versus Time of the Same System for Two Radii and Thicknesses [kg s-1] 
In each reservoir case, the maximum mass flowrate (Figure 4.10C) occurs at non-zero 
values of time. This maximum is created by the interaction of the reservoir pressure 
differential and production temperature. As the reservoir pressure differential drops with 
time (Figure 4.2), the overall system frictional losses decrease, more effectively utilizing 
the pressure differential created by the thermosiphon. At the same time, the reservoir 
downhole production temperature (Figure 4.10B) decreases with time, which decreases 
the density differential between injection and production wells, decreasing mass flowrate 
(Adams et al., 2014). Thus, for systems with rapid thermal drawdown, such as those with 
the shorter 300 m radius, the decreasing pressure differential is quickly countered by the 
decreasing production temperature, yielding a maximum mass flowrate at lower values of 
time. Similarly, the systems with greater radii have a larger thermal mass, therefore the 
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production temperature decreases more slowly, and the mass flowrate peaks at larger 
time values. 
 
Figure 4.10A shows that increasing the reservoir thickness always increases the net 
power production. This is due to the inverse relationship between thickness and pressure 
differential in the Darcy equation (Equation 4.3): increasing the thickness decreases the 
pressure difference and thus increases the mass flowrate and net power. Similarly, 
decreasing the reservoir radius decreases the pressure differential, though this effect is 
small at large values of radius (R>>R0). However, decreases in reservoir radius, while 
increasing mass flowrate and instantaneous net power, also decrease the time to thermal 
breakthrough. Thus, while the 300 m radius reservoirs in Figure 4.10A have a larger 
maximum power than the 707 m reservoirs, they have lower average power values. 
Therefore, for any given reservoir thickness, there will be a radius which will provide the 
maximum average net power over a given time period. 
 
4.3.1 Optimal Radius for Reservoir Thickness 
For any given reservoir, the optimum radius is the radius which will produce the greatest 
average power over the lifetime of the reservoir. To more clearly define this optimum 
radius, additional simulations were run for 50 years of operation for a reservoir depth of 
2.5 km, geothermal temperature gradient of 35 °C km-1, and permeabilities of 5 x10-15 
and 5 x10-14 m2, with thicknesses of 50, 100, 200, and 300 m. The results are shown in 
Figure 4.11. 
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Figure 4.11: Average Net Power over 50 Years versus Reservoir Radius for 4 Thicknesses at 
a permeability of A) 5 x10-15 m2 and B) 5 x10-14 m2 [MWe]. A red line indicates the trend of 
optimum radius values across thicknesses. The slopes of the power curves, approximated as 
linear, are provided on each side of the optimum radius for thicknesses of 50 and 300 m. 
In all cases, for a given reservoir radius, increasing thickness corresponds to increased 
power. For each of the thicknesses shown in Figure 4.11, a maximum average net power 
is obtained within the radius range of 200 to 1000 m. Described previously, the optimum 
radius occurs due to the interaction between the differential pressure and thermal mass 
which affect the average net power production in opposing ways as the reservoir radius is 
decreased. For a permeability of 5 x10-14 m2 (Figure 4.11B), the optimum radii are near 
500 m and 800 m for reservoir thicknesses of 300 and 50 m, respectively. A red line 
showing the trend of maximum power across thicknesses is shown with a negative slope, 
indicating a decreased optimum radius for increasing thickness.  
 
The optimum radius is larger for thinner reservoirs to counter the reduction in thermal 
mass that would otherwise occur; however, the reservoir volume is not maintained 
constant—thinner reservoirs require less volume as they have an increased capacity to 
conduct heat from the surroundings and smaller mass flowrates than an otherwise 
equivalent, thicker reservoir.  
 
For a permeability of 5 x10-15 m2 (Figure 4.11A), a similar line of negative slope 
indicates the relationship between optimum radius and thickness; however, the line has a 
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much steeper slope at this low permeability, due, in part, to the relatively low mass 
flowrates and the sensitivity of mass flowrate to radius. 
 
For a given reservoir thickness, the slope of the power curve, in units of kWe m-1 
indicates the energy penalty for an incorrect choice of radius. The slopes are shown in 
Figure 4.11 for 50 and 300 m thicknesses. For example, for a 5 x10-15 m2 permeability 
reservoir (Figure 4.11A) with a thickness of 300 m, 0.3 kWe are lost for every meter of 
over-sizing; thus the use of a 600 m radius well will decrease power by approximately 90 
kWe, or 20% of peak power. All else equal, the magnitude of slope tends to be a factor of 
5 larger for small radii than large radii, indicating an oversized reservoir radius will have 
less impact on the average net power generation over the lifetime of the system than 
selecting a radius that is too small. However, as permeability decreases, the magnitudes 
of the slopes increase, indicating that the selection of a correctly sized collection well 
radius is more important at small permeabilities. 
 
The optimum radius will vary depending on the time period over which the maximum 
average power is sought. For decreased time periods (such as 30 years instead of 50 
years), the thermal energy required to be extracted will decrease, decreasing the 
necessary reservoir radius. Thus, for decreasing time of interest, the optimum radius also 
decreases. 
 
4.3.2 Average Net Power Variability across the Parameter Space 
The average net power production values were found for each parameter in Table 4.1 and 
a subset are displayed in Figure 4.12 with fixed injection and production well diameters 
of 0.41 m. Additionally, the full data are available as a supplement (see Section 4.6). The 
values are colored to indicate low (red), intermediate (yellow), and high (green) values of 
net power production. As power values were previously found to be negligible for depths 
less than 3.5 km at a temperature gradient of 20 °C km-1 and less than 2.5 km at a 
temperature gradient of 35 °C km-1 (Adams et al., 2015), those values were not simulated 
and are represented as blank cells. For comparison, the parameter combinations which 
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had larger CPG power production values than using brine in Adams et al. (2015—see 
Figure 3.7) are bordered with a dark line. This is shown only for the combinations with 
300 m thickness and 707 m radius, which most closely align with the reservoir used in 
that study. 
 
 
Figure 4.12: Table of Average Net Power Produced for Selected Values of Permeability, 
Thickness, Radius, Depth, and Temperature Gradient with a Fixed Injection and 
Production Well Diameter of 0.41 m [MWe]. Permeability, depth, and temperature gradient 
combinations are highlighted which were previously shown to have higher power production than 
brine (Adams et al., 2015). 
Consistent with previous findings, the average power increases with increases to depth, 
temperature gradient, and permeability. For fixed values of depth, temperature gradient, 
permeability, and radius, increasing the thickness results in an increase in power 
produced. These results may be compared to those of the pure-CO2 inverted 5-spot 
reservoir of Adams et al. (2015) using the 300 m thickness and 707 m radius values. For 
injection and production well diameters of 0.41 m, a reservoir permeability of 5 x10-14 
m2, temperature gradient of 35 °C km-1, and depth of 2.5 km, Adams et al. (2015; Figure 
3.6A) reported a net power of 3.6 MWe, which can be compared to 2.6 MWe here. The 
difference (-32%) can be attributed to the higher pressure differential of the more realistic 
reservoir considered here, which is initially filled with brine. The power shown here can 
be improved upon; it increased slightly (+0.1 MWe or 4%) through the improved 
selection of reservoir radius (Figure 4.11B). 
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As previously discussed, power does not necessarily increase with radius, although this 
tends to occur for the two radii shown in Figure 4.12, especially at high permeabilities. 
For permeabilities of 5 x10-14 m2 and above, a radius of 707 m produces more power on 
average than a 300 m radius; however, at low permeabilities, especially those at shallow 
depth and low temperature, the power output at a radius of 707 m can be lower than 300 
m. 
 
Averaging net power values over a 50 year period may include long periods where the 
temperature is depleted and power production is low (e.g. the 300 m radius power curves 
of Figure 4.10A). Therefore, Figure 4.13 shows the percent change in average net power 
when only a 30 year averaging period is used for the data sets shown in Figure 4.12. 
Values are colored to indicate positive (green) and negative (red) change in average 
power value. 
 
 
Figure 4.13: Percent Change in Average Net Power Produced when a 30 Year Average is 
Used Instead of a 50 Year Average [%]. Positive changes are indicated by green while negative 
values are shown in red. Large positive changes between 50 and 30 year averages indicate a 
substantially depleted reservoir at the 30 year mark, while negative values indicate thermal 
breakthrough has not yet occurred.  
For permeabilities of 5 x10-14 m2 and greater, average power increases for most 300 m 
radius reservoirs, while increases were moderate for a 707 m reservoir with a 50 m 
thickness and neutral for a 300 m thickness. Conversely, for a permeability of 10-14 m2, 
126 
 
300m radius reservoirs have a moderate increase of net power, while 707 m reservoirs 
decrease in power. Similarly for a permeability of 10-15 m2, all scenarios have a decrease 
in net power.  
 
A positive change in average net power in Figure 4.13 (green) indicates that thermal 
breakthrough occurred in the reservoir and it is operating at a fraction of its peak power 
potential toward the end of its 50 year lifetime. Large values indicate substantial thermal 
depletion has occurred (e.g. most 300 m radius cases), and larger radius wells should be 
used. Conversely, negative changes in power (red) indicates that the net power is 
continuing to rise beyond 30 years (e.g. the 707 m radius curves in Figure 4.10A). In 
these cases, thermal breakthrough has not yet occurred, and continued decreases in the 
reservoir pressure differential with time (Figure 4.2) cause increased mass flowrate and 
net power. 
 
From Figure 4.13 we can infer that for a 300 m thickness reservoir, a 707 m radius well 
will not deplete substantially for any of the reservoir combinations shown over a 50 year 
lifetime; however, improved performance may be found at smaller radii, as previously 
discussed. At low permeability, such as 10-14 m2, a 707 m radius well does not deplete for 
either a 50 m or 300 m thickness, while none of the reservoir thicknesses and radii 
considered deplete over 50 years in a 10-15 m2 reservoir. 
 
As depth increases for most reservoirs, the percent change in average net power in Figure 
4.13 tends to get more positive. This is typical as increases in depth lead to increases in 
mass flowrate, depleting the reservoir more quickly. Thus, decreasing the reservoir 
averaging time for deep reservoirs tends to produce higher average power values. 
However, the reverse trend occurs for a reservoir temperature gradient of 50 °C km-1, at 
high permeabilities (>10-13 m2). In this subset of cases, the percent change increases with 
decreasing depths, indicating larger thermal depletion at shallow rather than deep 
reservoirs. This trend is caused by the CO2 cycle operating close to the critical pressure 
(Pc = 7.4 MPa) at high temperature. In these cases, the specific heat of CO2 is much 
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higher than usual (>30%), resulting in higher heat extraction at shallow depths, despite 
lower mass flowrate.  
 
4.3.3 Average Net Power Sensitivity to Well Pipe Diameter 
The effect of well diameter on average net power is shown in Figure 4.14 for both a 5 
x10-14 m2 and 1 x10-12 m2 permeability reservoir at a depth of 2.5 km and a 35 °C km-1 
geologic temperature gradient. Well diameter and reservoir permeability are two critical 
factors which affect the mass flowrate generated by the thermosiphon (Adams et al., 
2014), thus they are shown in Figure 4.14 for comparison. 
 
 
 
Figure 4.14: Average Power Over 50 Years for Varying Well Diameters for: A) a 5 x10-14 m2 
Permeability Reservoir, and B) a 1 x10-12 m2 Permeability Reservoir for Radii of 300 and 
707 m and Thicknesses of 50 and 300 m [MWe] 
 
For increasing injection and production well diameter, the average net power tends to 
increase. Likewise, increases in permeability tend to increase power produced; however 
this effect is diminished at small pipe diameters. At large permeability (Figure 4.14B), 
the fraction of frictional pressure losses due to the reservoir tends to be low; therefore net 
power output is substantially increased by increasing well diameter. Likewise, at low 
permeability (Figure 4.14A) the fraction of frictional pressure losses due to the reservoir 
is large, so the net power output is less sensitive to the pipe diameter. 
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For each combination of thickness and radius, there appears to be a combination of 
injection and production well diameters where a plateau in net power production is 
achieved. The exception to this trend is the 707 m radius and 300 m thickness case in 
Figure 4.14B, where power increases for all increases in pipe diameter. These results 
notably differ from those previously found (Adams et al., 2015—Figure 3.10A), which 
indicated that power increased for all increases in pipe diameter. Adams et al. (2015) did 
not consider the temperature depletion that occurs with time and its effect on power 
production.  
 
In Figure 4.14B, for injection and production well diameters greater than 0.27 m and 0.27 
m, respectively, the power peaks due to the rapid thermal depletion of the reservoir which 
the larger diameter pipes provide. While the average power production of these cases is 
roughly equivalent, cases with larger pipe diameter have more variability of power 
production with time. Conversely, the 707 m radius and 300 m thickness case in Figure 
4.14B does not thermally deplete the reservoir for large values of pipe diameter, as 
previously indicated in Figure 4.13. Thus, if a sufficiently large reservoir is used to 
prevent temperature depletion, large pipe diameters may be used to maximize power 
production; however, if the reservoir volume is pre-determined, the wells need to be sized 
accordingly to avoid installation of unnecessarily large piping. Further, the correct sizing 
of pipe will decrease the net power variation with time, decrease the over-sizing of power 
plant equipment, and therefore increase the capacity factor of that equipment. 
 
4.4 Conclusions 
In this paper, we characterized the pressure drop and temperature decay in sedimentary 
radial reservoirs used in CPG power systems and then found time-dependent values of 
power for variations in well diameter, reservoir radius, thickness, and permeability. Our 
findings are: 
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For a given reservoir, an optimum radius exists which will produce the most average 
power over a specified time. Increasing the reservoir radius increases both the pressure 
differential and the thermal mass available for heat extraction. Thus, small radius 
reservoirs will flow more quickly, but will deplete rapidly. Conversely, large radius 
reservoirs have slower flowrates and slowly deplete. Therefore, a radius can be selected 
which will provide the highest average power production over a specified time. 
Additionally, as the reservoir permeability increases, so does the optimum radius. 
 
Over-estimation of the reservoir radius affects the long-term power output less severely 
than under-estimation. At radii larger than the optimum value, the average net power 
tends to decrease less per meter radius than at radii smaller than the optimum radius. The 
correct sizing of the radius is more important at small permeabilities where the percent 
decrease of average net power per meter radius on either side of the optimum radius is 
more substantial. 
 
Increasing injection and production well diameter for a fixed radius does not necessarily 
increase average net power production. While increasing the well diameters will increase 
the instantaneous mass flowrate and therefore net power production, it will extract heat 
from the reservoir at a greater rate, thermally depleting it more quickly and will lead to a 
lower steady-state temperature. Thus, for a given reservoir thickness and radius, a smaller 
well can be used to extract energy at a slower, but more constant rate, yielding the same 
average net power production over the time period. Controlling the heat extraction rate in 
such a way would also decrease the installed capacity of the surface plant while allowing 
for a greater capacity factor. 
 
Increasing the reservoir thickness results in an increase in average power produced. All 
other factors constant, increasing the reservoir thickness increases the reservoir cross-
sectional area which is inversely proportional to the reservoir pressure differential 
(Equation 4.3). Decreases to the reservoir pressure differential result in higher mass 
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flowrates, and when combined with the increased thermal mass of rock from the 
increased thickness, the system produces more power over time. 
 
The temperature decay profile of a sedimentary reservoir can be approximated using a 
two-variable error function and exponential combination curve across the parameter 
space. On average, the combined error function and exponential curve fit the 330 
individual datasets well (r2 = 0.989). The two variables, p1 and p3, scaled the curve 
vertically and horizontally, respectively; p1 accounted for the decrease in swept area and 
heat conduction as reservoir thickness increases, while p3 accounted for the shift in 
steady-state temperature as the ratio of heat extraction to conduction from the 
surrounding rock varied. Using the zeroeth-order fit provided here, temperature fraction 
was predicted well, with a 95% prediction interval of ±0.096. 
 
4.5 Nomenclature 
Nomenclature for these simulations is provided in Table 4.3. 
 
Table 4.3: Nomenclature
a, b Pressure Differential Fit Variables [dim] 
A Reservoir Vertical Cross-Sectional Area [m2] 
C Slope Constant at erfc/exp Interface [dim] 
Cp Specific Heat at Constant Pressure [J kg-1 °C-1] 
h Specific Enthalpy of Fluid [J kg-1] 
k Thermal Conductivity [W m-1 °C-1] 
m  Mass Flowrate [kg s-1] 
p1, p2 Temperature Fraction Fit Variables [dim] 
p3 Steady-State Temperature Fraction [dim] 
P Power [MWe] 
Pnet Net Power Generated [MWe] 
Pnet,avg Average Net Power Generated (50 Years) [MWe] 
ΔP, dP Reservoir Pressure Differential [kPa] 
ΔP0 Steady-state Reservoir Pressure Differential [kPa] 
ΔPideal Darcy 1D Pressure Differential [kPa] 
Q  Heat Energy Transfer Rate [MWth] 
Q Volumetric Flowrate [m3 s-1] 
R Reservoir Radius [m] 
sey Standard Error of Estimate of y [y units] 
131 
 
t Time [s] 
T Temperature [°C] 
Tinj Temperature at Injection into Reservoir [°C] 
z Elevation [m] 
Γ Temperature Fraction [dim] 
δ Reservoir Thickness [m] 
κ Scalar Reservoir Permeability [m2] 
μ Dynamic Fluid Viscosity [N s m-2] 
ν Kinematic Viscosity [m2 s-1] 
ρ  Fluid Density [kg m-3] 
τ Dimensionless Time [dim] 
Ψ Reservoirs of Heat Extracted [dim] 
 
 
 
4.6 Supplemental Data 
The power production values for all cases simulated are attached to this paper as an 
EXCEL file.  
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Chapter 5 
 
CPG vs. Wind and Solar: 
A Dispatchable Renewable 
 
 
 
 
 
 
 
 
 
 
 
 
 
Preface 
The previous chapters have been concerned with questions of CPG power production 
itself, such as: how can electricity be produced, how much electricity can be made, or 
how electricity production changes over time. However, the future utilization of CPG will 
not only depend on its power generation potential, but also on how flexibly it can deliver 
its power to meet electrical demand. 
 
Geothermal electricity, unlike other renewable energies such as wind and solar, is a form 
of energy storage in-and-of itself. Heat is stored within the reservoir and it is extracted at 
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a time and rate set by the CPG plant operator. Conversely, wind and solar may only 
produce electricity when the wind blows or the sun shines. Therefore, geothermal 
electricity is dispatchable—its power may be provided on-demand, up to the nameplate 
limit of the plant. 
 
Many states have mandated their electric utilities meet a renewable energy standard. For 
example, public utilities in Minnesota are required to generate 26.5% of their electricity 
from renewable sources by 2025 (DSIRE, 2015). This is not a trivial standard for electric 
utilities to meet—wind and solar tend to be erratic in production. Instead of relying on 
baseload power generation, electric utilities now have to purchase an unreliable power 
source and provide a dispatchable backup source for when it isn’t available. Thus, a great 
opportunity exists for geothermal as it is both renewable and dispatchable. 
 
In this paper, we estimate the size of a CPG, wind, or solar plant which would be needed 
to meet the electrical power demand of Minot, ND. Minot was chosen for its CPG 
generating potential—it is situated over a sedimentary basin (Williston) and has a low 
average ambient temperature causing electrical demand to peak in the winter (winter-
peaking). A peak winter demand power curve more closely matches the power output of 
a CPG plant than winter-peaking or constant power demand. CPG has a low temperature 
differential between produced fluid and ambient air, thus, its power output is particularly 
sensitive to changes in ambient temperature, and power production is substantially 
greater in the winter. The site has a good to excellent wind potential rating (NREL, 
2009b) and a low to moderate solar potential (NREL, 2012). 
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Paper Summary 
CO2 Plume Geothermal (CPG) energy generation is a renewable technology that uses 
CO2 as the geologic working fluid within naturally permeable, sedimentary thermal 
reservoirs. In this paper, we compare the ability for CPG geothermal technology to meet 
electrical demand requirements, compared with other renewable technologies, for a 
10MW, northern climate town near Minot, North Dakota. Wind and solar are both 
supply-driven technologies, capturing energy when it is available; However CPG is 
demand-driven—the rate at which energy is removed from within the earth is chosen to 
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meet electrical demand. Using meteorological data, we compare estimated system 
performance with actual 2010 electrical load to gage each system’s ability to meet 
demand. 
 
CPG is found to most closely match system demand during the three-season (fall, winter, 
spring) year, where solar production is inversely related to demand. At the same time, 
wind does not track demand during any portion of the year, consistently having a large 
variability. None of these renewable technologies was found to track demand all year. 
Ultimately we show that CPG may be used to reliably track hourly demand during 95% 
of the year—an unattainable result for wind and solar. 
 
Keywords: Geothermal, CO2, Renewable Energy, Electrical Demand, Load Following 
 
5.1 Introduction 
Recent legislation is curtailing the emission of carbon dioxide from new industrial 
emitters, such as coal-fired power plants. Coal is still in abundant supply, so Carbon 
Capture and Sequestration (CCS) technology is being utilized to capture emitted CO2 and 
store it geologically. The preferred storage medium for this fluid is in deep, naturally 
permeable saline aquifers. In traditional CCS, this CO2 is stored indefinitely. 
 
A research team at the University of Minnesota has developed and researched a novel 
geothermal energy generation technology, CO2 Plume Geothermal (CPG), which utilizes 
these sequestered CO2 deposits to produce electricity as shown in Figure 5.1. In CPG, 
injected CO2 is produced through a second well to the surface where it is used to power a 
turbine in a direct system, or to supply thermal energy to a secondary power system or 
organic Rankine cycle. CPG adds value to CCS operations by producing geothermal 
energy, instead of simply landfilling the gas. CO2 has much lower viscosity than water 
found in traditional geothermal systems, which greatly reduces the geologic pressure 
losses, while having a similar specific heat.   
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Figure 5.1: CPG System Concept Showing CO2 Sequestration in Saline Aquifers  
(source: Randolph and Saar, 2010) 
 
CPG also has advantages when compared to other CO2-based geothermal systems. 
Enhanced Geothermal Systems (EGS) use hydro-fracturing to increase the permeability 
of a reservoir to allow the working fluid to pass through; however, this process is costly 
and destructive. Conversely, CPG utilizes currently existing, high permeability 
formations, such as sandstone, which are available in most geographic locations. 
 
Geothermal energy is a renewable energy resource that differs from most others. Wind 
and solar both derive from the sun and the immediate effects of solar radiation. However, 
geothermal energy is the removal of stored, naturally occurring energy within the earth, 
which occurs from cooling of the core and radioactive decay (SMU, 2012a; Blackwell 
and Richards, 2004). The geothermal temperature gradient of the crust in the United 
States is between 15 and 75 °C km-1, depending on location (SMU, 2012b). So electrical 
production from a geothermal resource is governed by the heat extraction rate of the 
surface plant as demand dictates—not by a supply driven resource, such as wind and 
solar. 
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This paper analyzes the relationship between electrical demand and the ability for CPG, 
compared with wind and solar, to meet this demand. We use electrical demand data from 
2010 from the Midwest, and model the production from these renewable technologies. 
First, we describe the development of our geothermal model and data selection, then we 
compare and size the technologies, illustrating the demand-matching capability of CPG 
power generation. 
 
5.2 Method 
CO2 Plume Geothermal (CPG) technology is essentially a Supercritical Rankine heat 
engine, generating electrical power by transferring thermal energy from a higher 
temperature resource within the earth to the lower temperature atmosphere, as illustrated 
in Figure 5.2. The thermal efficiency of a heat engine is determined in part by the 
temperature difference between high and low temperature resources. Geothermal power 
plants often have only a 100°C to 150°C temperature difference that results in low (< 
30%) thermal efficiencies. As such, the performance of a plant is greatly affected by the 
ambient rejection temperature. This is not a significant factor with high temperature 
(combustion) resources. 
 
A CPG plant will have greater efficiency during periods of low rejection temperatures, as 
seen in winter, and lower efficiency in summer. This leads us to select a climate where 
electrical demand would be largest, or at least substantial, during the winter months. In 
addition, a geographic location for this study which is amenable to geothermal energy 
generation would be preferred. This leads us to select Minot, North Dakota, as the focal 
point of this research, due to its northern climate and location within the Williston Basin. 
 
Climate data was collected for 2010 from the National Climactic Data Center, using 
hourly dry-bulb temperature readings from the Minot International Airport Weather 
Station (NCDC, 2012). A geothermal temperature gradient of 25 °C km-1 was estimated 
using SMU heat maps, and a depth was selected to obtain a 100°C thermal reservoir 
(SMU, 2012b).   
138 
 
 
 
 
Figure 5.2: CPG System Schematic for Minot, North Dakota 
 
Using this information, the CPG system was modeled using a direct system, shown in 
Figure 5.2. The CO2 is injected from State 1 nearly-isentropically to State 2, with piping 
losses due to the 0.25 m diameter piping having a surface roughness of 45 µm. The fluid 
flows through the reservoir in a supercritical state, arriving at State 3 having heated 
completely to the reservoir temperature, and decreased to the hydrostatic pressure at 
depth, 35 MPa. The same porosity, permeability, and pressure losses are used as our base 
case simulations (Janke and Kuehn, 2011). Fluid is produced nearly-isentropically to 
State 4, subject to the same piping losses, where it propels a 78% efficient, multiphase 
turbine to State 5. The CO2 is then cooled to within 5°C of ambient temperature, where it 
is again reinjected at State 1. This power data was normalized by the peak production 
value, to obtain hourly capacity factors for the year. 
 
Engineering Equation Solver (EES) is a simultaneous equation solver with built-in 
thermodynamic state data which was used to evaluate the model. For the initial mass 
flowrate of 80 kg/s, we start at an initial known State 3, which is at the reservoir 
temperature of 100°C, and 35 MPa, consisting of 100% CO2. Flow was numerically 
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integrated up the well in 30 sections, 117 meters long, using an energy balance, patched 
Bernoulli, and continuity Eqs. (5.1), (5.2), and (5.3), respectively. 
 
1122 gzhgzh    (5.1) 
2
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LfgzPgzP     (5.2) 
AVm    (5.3) 
Subscripts 1 and 2 denote the beginning and end of the fluid element and the friction 
factor was found using the Reynolds number of the fluid combined with the assumed pipe 
surface roughness of 45 µm for Schedule 80 commercial steel piping and looking up the 
value on the Moody Chart (Moody, 1944). Bulk fluid values were used in all cases. This 
yields State 4. 
 
State 5 was found from State 4 using the 78% isentropic turbine efficiency, however the 
low pressure side of the turbine is determined as an end result of the other 
thermodynamic processes within the system. Then the fluid is sub-cooled, resulting in a 
liquid, 5°C above the ambient temperature at State 1. State 2 was calculated numerically, 
with the same procedure as described above with Eqs. (1), (2), and (3). Finally, from the 
pressure loss through the reservoir was found using our existing TOUGH2 geologic 
model as described in Randolph and Saar (2010), with a rock permeability of 5 x10-14 m2. 
The low side pressure of the turbine was found last, such that States 1 and 2 had the 
appropriate pressures. The power produced is then the product of the mass flowrate and 
the enthalpy difference across the adiabatic turbine. The thermal efficiencies were found 
using Eqs. (5.4) and (5.5). 
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Several runs were made to find the dependence of power production on ambient 
temperature for an 80 kg s-1 base case. The nearly linear dependence is shown in Figure 
5.3, with the linear fit that was used with dry bulb temperature to calculate the power 
production of a single CPG unit. Note that the performance is not limited to above 0°C as 
in the case of a water-based system.   
 
 
Figure 5.3: Dependence of Power Produced on Ambient Air Temperature for 80 kg s-1 Base 
Case 
 
Electrical demand data were obtained from Midwest Independent Transmission System 
Operator, Inc (MISO), which is a non-profit, member-run energy facilitator, providing for 
the transfer and reliability of electrical service in the Midwest, regulating ~131 GW of 
generation potential (MISO, 2012a). Hourly, historic demand data were provided for the 
“west” portion of their service area, covering Montana, the Dakotas, and presumably the 
western half of Minnesota, called the Summary “Historical Regional Forecast and Actual 
Load (rfal_HIST)” (MISO, 2012b). The data were normalized by the peak demand of 
2010, to obtain hourly capacity factors for the year. 
 
Solar data were obtained from the National Solar Radiation Database, a solar resource 
estimation initiative of the National Renewable Energy Laboratory (NREL, 2007a; Myers 
et al., 2005; NREL, 2007b). This resource provides a “Typical Meteorological Year v3” 
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dataset which provides solar flux on a horizontal surface specifically for the Minot, ND 
site, 727676. They account for solar flux measurements between the years 1976 to 2005, 
from 1400 measurement sites to develop a representative typical solar year. Minot is 
categorized as a class 1 site, indicating less than 11% uncertainty for the period. These 
data are not specifically for the year 2010; however these were used as they are time-
averaged, quality controlled solar data, which has relatively low variability in annual 
mean solar flux. These data were normalized by the peak solar flux of the dataset, to 
obtain hourly capacity factors for the year. 
 
Wind data were obtained from the Wind Integration Datasets provided by the National 
Renewable Energy Laboratory (NREL, 2006; NREL, 2009a). The dataset is an hourly 
estimated wind power production dataset for a hypothetical 309 MW wind farm near 
Minot, ND (48.17 lat, -101.23 long) for 2006. The data were normalized by the peak 
production value for the year, to obtain hourly capacity factors for wind. 
 
5.3 Results 
 
5.3.1 Trends in Demand and Production 
The extent of the datasets required averaging by day, and later by week, to enhance 
visualization.  Figure 5.4 shows the normalized power production data for the year, 
averaged by day with January 1st being Day 1.  Demand has a winter peak, near day 340, 
and a summer peak, near day 220, with the lowest load in the spring and fall.  Solar data 
tends to have a very low capacity factor, due to the limitation of daylight hours, with the 
peak of solar flux near day 180.  CPG tends to meet the winter peak, but does not match 
the demand curve well in the summer. Wind tends to be very erratic, having no 
significant trend, varying across the full range of capacity factor throughout the year. 
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Figure 5.4: Demand, Solar, Wind, and CPG Capacity Factor Power Curves for the Year, 
Averaged per Day 
 
When the data are averaged by week and plotted against dry bulb air temp, the trends 
become more clear as shown in Figure 5.5. There is a clear dependence of both demand 
and CPG power production on dry bulb air temperature, most visibly near week 32, 
which is the peak for the summer dry bulb and demand, and also the CPG production 
minimum for the year. The peak in solar flux occurs with a 45 day phase lag from the 
summer demand, and wind appears to be independent of all others. 
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Figure 5.5: Demand, Solar, Wind, CPG Capacity Factors, and Ambient Air Temperature, 
Averaged Weekly for the Year 
 
To quantify trends within the data, the capacity factors for each renewable technology 
were plotted against demand in Figure 5.6. In this arrangement, a resource that perfectly 
matched demand would have a slope of one, and an R2 of 1. The values are then 
summarized in Table 5.1. 
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Figure 5.6: Demand Power Correlation with CPG (Bottom), Solar (Top Left), and Wind 
(Top Right) 
 
CPG has the best correlation with demand, with two clear regions of data: a three-season 
and a summer region. In the three-season region, the CPG data is positively correlated 
with demand, while it is negatively correlated in the summer region. The CPG three-
season correlation of 0.31 was the strongest for any of these technologies. The second 
strongest correlation was solar three-season at 0.22; however this has a negative slope, 
indicating an inverse correlation of production and demand, which is not beneficial. Wind 
data was almost evenly distributed throughout the year with little correlation with 
demand. 
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Table 5.1: Correlation and Variation amongst CPG, Solar, and Wind 
 Mean 
[dim] 
Standard 
Dev. [dim] 
r2 with 
Demand [dim] 
Slope with 
Demand [dim] 
Demand – Three Season 0.62 0.09 1.000 1.00 
Demand – All Year 0.64 0.10 1.000 1.00 
CPG – Three Season 0.52 0.18 0.306 1.51 
CPG – All Year 0.45 0.20 0.002 -0.12 
Solar – Three Season 0.13 0.21 0.215 -0.63 
Solar – All Year 0.17 0.25 0.002 0.06 
Wind – Three Season 0.39 0.32 0.078 1.13 
Wind – All Year 0.38 0.32 0.016 0.41 
 
The power demand curve had the least variation of any of the curves, with a standard 
deviation of 0.10. CPG displayed the second-least variability throughout the year with a 
standard deviation of 0.20, while solar and wind followed with increased variabilities of 
0.25 and 0.32 respectively. 
 
5.3.2 Sizing a System 
After this initial characterization, each of the renewable resources was sized to meet a 10 
MW peak demand with no provision for storage.  The demand capacity factor was 
multiplied by 10 MW and was compared to the renewable selected nameplate capacity 
multiplied by the capacity factor.  These values were compared hourly for the year, and 
the percentage of hours for which the demand was met through that renewable resource 
was calculated, shown in Figure 5.7.  All three resources had a moderately flat curve at 
low percent demands that developed into very steep curves at higher demand values.  For 
wind and solar this was due to zero capacity factors which often occurred.  It is not 
possible to meet a non-zero demand during the nighttime hours with a solar panel, 
regardless of the panel’s nameplate capacity.  A similar problem occurred when the wind 
was not blowing.  However, CPG was able to meet most electrical demand with a 
sufficiently upsized unit. 
 
146 
 
 
Figure 5.7: Plant Nameplate Required to Meet Percentage of Demand 
 
This Percent-demand method could be used for sizing a system.  For example, selecting a 
point near the sharp bend for each energy source would likely be an optimum, near 50 
MW.  This would mean the 10 MW peak system demand would be met 95%, 70%, and 
35% of the time for CPG, Wind, and Solar, respectively.  Alternatively, if storage were 
available, either through local energy storage (compressed air, batteries, etc) or grid 
storage (buying and selling excess energy), a unit could be sized to provide only the 
amount of demand energy needed on average throughout the year, as shown in Figure 
5.8.  In this scenario, nameplate values of 17.0 MW, 37.8 MW, and 14.2 MW are needed 
for the Wind, Solar, and CPG systems, respectively.  Positive net power generation 
values indicate a deficit of energy to the grid; negative net power values indicate a 
surplus has been sent to the grid. 
 
147 
 
 
Figure 5.8: Wind, Solar, and CPG Nameplate Sizes Needed to Provide Yearly Average 
Power 
 
5.3.3 Varying CPG Performance 
In the analysis thus far, we have chosen a single operating condition for the CPG system: 
an 80 kg s-1 mass flowrate. This value has been chosen based on typical simulation 
parameters that have been chosen for the system. However, the output of the CPG system 
is not governed by the availability of the resource, as wind and solar are—it is controlled 
by the heat extraction rate from the reservoir, determined by mass flowrate. Therefore, 
we may design a CPG system which follows the system load precisely, with some 
constraints. For example, if pressure losses result in the production of CO2 below the 
ambient temperature, power generation is not possible. However, now we will show a 
system which will meet demand 95% of the time. 
 
To meet the demand, the power supply curves, based on ambient temperature and mass 
flowrate were found and are plotted in Figure 5.9. At low mass flowrates, increasing the 
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flowrate increases power, as flow through the turbine increases. However at high mass 
flowrates, system pressure losses become important and result in a drop of pressure 
differential across the turbine, despite the high flowrates. These competing factors result 
in a maximum power output for each of these base-case CPG systems. Two mass 
flowrate solutions will always occur for a given desired power output, but the lower value 
will be chosen as it will have greater efficiency due to fewer system irreversibilities. No 
regard was made in this analysis for turbine roll-off or other non-peak performance 
issues. 
 
 
Figure 5.9: Variation in CPG Power Output based on Mass Flowrate and Ambient Air 
Temperature 
 
It was found that approximately 20 of these CPG units were needed to meet the 50MW 
nameplate requirement to handle the hourly load 95% of the time.  For each hour, the dry 
bulb temperature and demand value were used to find the required mass flowrate.  These 
flowrates, and the corresponding actual power production are illustrated in Figure 5.10.  
The CPG system follows the demand well except for a period of high summer demand 
and dry bulb temperatures between weeks 24 and 34.   In this period, it meets as little as 
80% of the load, and would require other energy sources less sensitive to the ambient to 
provide backup. 
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Figure 5.10: CPG Mass Flowrate and Corresponding Power Production 
 
The dependence on ambient temperature also becomes very clear during the summer 
operating months of the CPG system. The summer demand peak is nearly equal to the 
winter peak, however a mass flowrate four times larger is required. This shows how a 
CPG power system would be very well suited to northern climates with low summer 
peaks. 
 
5.4 Conclusions 
We have shown how the CPG system is a demand-driven renewable energy source, not a 
resource-driven energy source, such as wind and solar. A 50 MW nameplate CPG system 
was needed to meet 95% of the demand hours, a value unattainable by wind and solar. 
 
We have shown that even though it is demand-driven, if it is left alone at a constant 
flowrate, it still meets the three-season load more reliably than solar or wind. CPG has a 
positive correlation to load for the three-season region, with a R2 of 31%. For the same 
region, solar was negatively correlated, and wind was erratic and variable. 
 
We have shown than none of these three renewable technologies is capable of meeting 
the year-round load by itself without backup. 
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We have shown that if storage options are available, CPG is able to meet the average 
yearly demand with a 16% lower nameplate capacity than wind, and a 61% lower 
nameplate capacity than solar. This is because the CPG resource is always available and 
the equipment is never unutilized. 
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5.6 Nomenclature 
A Cross-Sectional Area of Pipe [m2] 
D Diameter of Pipe [m] 
f Friction Factor, From Moody 
Chart [dim] 
g Gravitational Constant, 9.8 [m s-2] 
h Fluid Enthalpy [J kg-1] 
m  Fluid Mass Flow Rate [kg s-1] 
P Fluid Pressure [Pa] 
V Fluid Bulk Velocity [m s-2] 
z Fluid Elevation [m] 
ρ Fluid Bulk Density [kg m-3] 
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