In this paper, we propose a simple approach to testing and modelling nonlinear predictability of stock returns using Hermite Functions. The proposed test suggests that there exists a kind of nonlinear predictability for the dividend yield. Furthermore, the out-of-sample evaluation results suggest the dividend yield has nonlinear predictive power for stock returns while the book-to-market ratio and earning-price ratio have little predictive power.
Introduction
Whether the stock returns are predictable or not is one of the most important questions in finance. It is not only of interest to the practitioner but also has implications for financial models of risk and returns. Meanwhile, the issue of return predictability is also very controversial because people usually reach different conclusions based on different data sample periods as well as different statistical methods.
In the last few decades, based on in-sample evidence, a consensus has emerged among economists that the equity risk premium seems to vary considerably over the business cycle and perhaps at lower frequencies as well. Campbell (2000) concludes that the stock returns contain significant predictable components. At the same time, several authors expressed concern that the apparent predictability of stock returns might be spurious because many of the predictor variables in the literature are highly persistent. Nelson and Kim (1993) , and Stambaugh (1999) point out that persistence leads to biased coefficients in predictive regressions if innovations in the predictor variable are correlated with the returns.
Moreover, the out-of-sample evidence of stock return predictability is much weaker. Goyal and Welch (2003; 2008) find that the predictive ability of a variety of popular financial and economic variables in the literature does not hold up in out-of-sample forecasting exercises.
They conclude that "the profession has yet to find some variable that has meaningful and robust empirical equity premium forecasting power." Under the widely held view that predictive models require out-of-sample validation (e.g., Campbell (2008) argues:"The ultimate tests of any predictive model is its out of sample performance."), the findings of Goyal and Welch (2003; 2008) cast doubts about the reliability of return predictability.
In the study of predictive regression, linear models are now pervasive in the literature, to name only a few, Stambaugh (1999) , Lewellen (2004) , Campbell and Yogo (2006) . However, the linear model has some pitfalls. First of all, the linear model is usually derived from a simplified present value model, e.g. Campbell and Shiller (1988) , which may not be a good approximation in reality. Engstrom (2003) shows that under a reasonable theoretical setting which simply imposes the no arbitrage condition, the linear predictive relationship may not hold and structural treatment of risk may lead to nonlinear relationship between return and dividend yield. Furthermore, it is well known that the predictive financial ratios are highly persistent that we can not reject that they contain unit roots. However, the stock return is far less persistent, and is often regarded as a stationary process (or even a white noise process). A linear model will lead to an unbalanced relationship between the left-hand-side and the right-hand-side variables in predictive regression which is called model inconsistency by Granger (1995) .
Recently, there have been more and more interests on nonlinear predicting relationships. Gonzalo and Pitarakis (2012) propose a regime switch predicting model and argue that the strength of predictability to vary across economic episodes, such as expansions and recessions. Kasparis et al. (2015) develop a nonparametric test for predictability . Campbell and Thompson (2008) point out that imposing sign restriction on the regression coefficients may help predicting stock return. Gonzalo and Pitarakis (2012) also show that the return predictability has different characteristics in different economic regimes. Chen and Hong (2010) show that the nonparametric model can outperform the linear model. Lee et al. (2015) further show that a combination of nonparametric model and sign restriction can make the model outperform historic mean model. However, the proposed nonlinear models are not shown to catch the co-existence of highly persistent predictors and far less persistent stock returns.
In this paper, we propose that the predictive function is integrable (see Park and Phillips (1999; 2001) for more discussion) and use the Hermite functions to detect and estimate the predictive function. A nonlinear integrable function of a unit root nonstationary time series significantly reduces the nonstationarity of the original unit root time series and thus partially addresses the model imbalance issue in the linear predictive regression. Cai (2012) shows that the commonly used diagnostic tools will fail to detect such kind of nonstationarity which explains why the stock return is far less persistent. A figure illustration of this point can be found in Phillips (2015) . We apply the proposed estimation method to estimate the stock return predictive function and use the estimated function to predict the next-period stock return. Our empirical results support an existence of nonlinear predictive power of the dividend yield, while the predictive power of book-to-market ratio and earning-price ratio is very weak. A detailed analysis is given in Section 3.
The main contribution of this paper is as follows. First of all, we propose an integrable model for the predictive regression and provide a general methodology for testing and estimating the nonlinear function. Thus, it partially addresses the model imbalance issue inherent in the linear predictive regression and gives a closed-form description of the nonlinear function. To be specific, we propose using a simple nonlinear predictive model of the form:
where the nonlinear function is expanded using the first two terms of Hermite series. Then it is obvious that a precise functional form is given and furthermore, because of the role of the exponential term e −x 2 t 2 , the model becomes much less unbalanced than a simple linear model of the form: r t+1 = θ 0 + θ 1 x t + e t+1 in the case where x t behaves like a unit root process. Secondly, our empirical results provide some strong and robust evidence of existence of nonlinear predicting power of the dividend yield.
The organisation of this paper is as follows. In Section 2, we propose the nonlinear predictive model and discuss the testing and estimation based on Hermite functions. Section 3 applies the approach to test for predictability and estimate the stock return predictive function. We then compare the out-of-sample performance of the integrable model with the historic mean and linear models. Section 4 concludes the paper. The technical assumptions and proofs are collected in an appendix.
2 The Integrable Predictive Model: Testing and Estimation
Integrable Predictive Model
In this section, we discuss the integrable model and its estimation. In the conventional predictive regression analysis, since Mankiw and Shapiro (1986) , Nelson and Kim (1993) and Stambaugh (1999) , the following model is widely used:
1a)
where x t is a predicting variable and r t is the stock market return. Popular predicting variables include: the dividend yield (e.g., Campbell and Shiller (1988a; 1988b) ); the earningprice ratio (e.g., Lamont (1998) ) and book-to-market ratio (e.g., Kothari and Shanken (1997) ). We refer to Welch and Goyal (2008) for a comprehensive discussion about including more predicting variables. However, it is well known that the predictive financial ratios are nearly unit root or unit root processes, i.e., ρ in (2.1b) is equal to or nearly 1.
Since Nelson and Kim (1993) and Stambaugh (1999) , researchers have noticed that most of the predicting financial ratios are unit root or nearly unit root processes. The persistence leads to biased coefficients in predictive regressions if the innovations in the predictor variable are correlated with returns and the standard t-test for predictability therefore has incorrect size. Thus, many researchers have proposed more efficient tests for stock return predictability under (2.1a), for example, Lewellen (2004) and Campbell and Yogo (2006) .
However, as we have mentioned in the introduction, in the linear model when β = 0, there may exist a model imbalance because of the variables with different persistence involved in the left-hand-side and then the right-hand-side variables. This motivates us to propose some nonlinear predicting functions to catch the data characteristics. Specifically, we consider the following model:
where f is an integrable function, and this paper proposes using an integrable function of the
2 . The integrable function contains all the probability density functions as special cases. We refer to Park and Phillips (1999, 2001 ) for more discussion on this class of nonlinear functions. As shown in Cai (2012) , the integrable function can generate the time series pattern of the left-hand-side and right-hand-side variables in predictive regression. Thus it should be a suitable model for predictive regression. A similar discussion can be found in Phillips (2015) . From a theoretical point of view, the linear model should be too aggressive considering the regressor contains a unit root because when β = 0 (i.e., there exists predictability), and the return should also be a unit root process. The integrable function serves the role of compressing the strong signal of the unit root process involved.
And it is also consistent with the intuition that when there is predictability, it should be weak, otherwise, there will exist arbitrage opportunities.
In practice, the functional form of the the integrable function is unknown, so that we use Hermite series to approximate the integrable function. When the data is stationary, series estimation as a nonparametric alternative to the conventional kernel-based method has been examined in the literature, e.g., Newey (1997) , Andrews (1991) . When the regressor is a unit root process, Cai and Gao (2013) have established an asymptotic theory for the Hermite series based estimation method for a class of integrable functions. For illustration purpose, in the next subsection, we provide some background knowledge of the Hermite functions.
Preliminaries of Hermite Functions
The Hermite functions form a complete basis in L 2 (R), where R is the real line and L 2 (R) denotes the space of square-integrable functions. They have advantages in the nonlinear nonstationarity setup because unlike the stationary data case where orthogonality is defined according to the marginal (stationary) distribution, in the nonstationary case, the orthogonality is defined with respect to the Lebesgue measure. Because when the regressor is a unit root process, Lebesgue measure is the invariant measure. For more information about the invariant measure for a null recurrent process (which covers the simplerandom walk process as a special case), see, for example, Karlsen and Tjøstheim (2001) . Thus, Hermite series are naturally orthogonal in the nonstationary case without fully specifying the data generating process, i.e., we don't need to impose restrictions on the distribution of the innovations of the unit root process. It is well known that the usage of orthogonal basis functions allows us to extract information of different pieces of the unknown function effectively. In this subsection, we introduce some basic properties about Hermite functions.
Let {H i (x)} i=0,1,2,... be the orthogonal Hermite polynomial system with respect to the weight function exp(−x 2 ). It's well known that {H i (x)} i=0,1,2,... is a complete orthogonal system in Hilbert Space L 2 (R, exp(−x 2 )), in which the conventional inner product is used, i.e., f, g = f (x)g(x) exp(−x 2 )dx. In addition, the orthogonality of the system can be expressed as follows:
where δ ij is the Kronecker delta function. Put ϕ(x) = exp(− 1 2
x 2 ) and define
Then, {F i (x)} i=0,1,2,... are the so-called Hermite series or Hermite functions in the litera-
has an expression of the form
where
The Hermite functions can be listed as follows:
x 2 ), and so on.
Test for Predictability
In this section, we discuss how to test for integrable-type predictability. The null hypothesis is:
against an alternative hypothesis of the form:
For this purpose, we first regress the left hand side variable on the constant and the
, the estimator of the respective coefficients are
This paper then focuses on the case where p is fixed. We then propose the following Wald test statistic:
. We now state the following results; their proofs are given in Appendix A.
Remark: Theorems 1 and 2 show that the Wald test has the standard χ 2 distribution under the null while under the alternative, the divergence rate is O P (T 1/2 ), which is slower than that in the stationary time series case. In applications, we need to select the truncation parameter p. In an unreported Monte Carlo simulation, we find that the proposed test has reasonable size and good power against a wide range of alternatives in the finite sample case where p is 1, 2 or 3. So in our empirical application below, we choose p to be 1, 2 and 3.
It should be pointed out that there are some corresponding results for the conclusions of Theorems 1 and 2 when p is allowed to vary with T . In the case where p → ∞, for example, we have that
Estimating Predictive Regression Function
The proposed test in (2.5) is suitable for an in-sample test. As we have mentioned in the introduction, the most controversial issue in the predictive regression is the out-of-sample performance. So that we need to discuss how to model the predictive regression for forecasting purposes.
When f in (2.2) is square-integrable, it can be written as
We then use an approximate model of the form:
Using OLS we can get the estimated coefficients α and θ i , i = 0, · · · , p − 1. In the case where p is allowed to satisfy p → ∞ at certain rate as T → ∞, Cai and Gao (2013) derive the asymptotic property of the series estimator and show that the finite sample performance is reasonable even though p is being treated as a fixed integer in practice. Compared with the kernel-based nonparametric estimation, the series based estimator enjoy several advantages:
it is convenient in computation, it is easy to be extended to additive model, and it has a close-form expression.
As is well known in the nonparametric estimation literature, the selection of the truncation parameter-p is of critical importance. When p increases, the bias of the estimator is smaller while the variance of the estimator is larger and vice versa. It is shown in Cai and Gao (2013) that to guarantee the asymptotic theory, p can be chosen to be cT γ with 0 < γ < 3/22, where . denotes taking integer part.
In this paper, similar to Gao et al. (2002) we adopt a data driven choice of the truncation parameter which minimizes the following criterion:
Intuitively, this criterion is similar to the adjusted-R 2 in the regression model where a penalty is imposed to the increase of the number of regressors. This penalty is even more important in the forecasting context as is well known that good in-sample performance does not necessarily lead to good out-of-sample performance when the model is complicated.
Empirical Application
In this section, we apply the proposed Hermite series based test and estimation method to study the predictive regression. Specifically, we first test whether there exists a type of nonlinear predictability for the dividend yield. If the answer is YES, we further estimate the model via Hermite series estimation and compare the performance of one-step-ahead forecast of our model with both the historic mean model and the linear model. Finally, we also examine whether two other widely used return predicting variables: Book-to-Market ratio and Earning Price ratio have nonlinear predictability.
Data Description
The predicting variables are dividend yield, book-to-market ratio and earning-price ratio, which are commonly used in the literature, see e.g. Lewellen (2004) , Welch and Goyal (2008) .
Price and dividends come from Center for Research in Security Prices (CRSP) dataset 1 . We focus on NYSE equal and value-weighted indices to be consistent with the existing studies.
The dividend yield is calculated monthly on the value-weighted NYSE index, and it is defined as dividends paid over the prior year divided by the current level of index. Thus the dividend yield is based on the rolling windows of annual dividends.
The returns data are from January, 1946 to December, 2007 with a total number of 744 data points. In this paper, we study the predictability of both the nominal return and the excess return. Vwny denotes value-weighted NYSE stock return (nominal return), ewny denotes equal-weighed stock return, evwny denotes excess value-weighted stock return (real return or excess return) which is defined by value-weighted return minus T-bill rate, and eewny denotes excess equal-weighted excess return. Dy and log(dy), respectively, denote the dividend yield and the logarithm of the dividend yield, having 744 data points. Bm denotes book-to-market ratio with 744 data points 2 . Ep denotes earning-price ratio with sample size 536 3 .
The sample mean, standard error, skewness, kurtosis and the first order autocorrelation coefficient are summarised in Table 1 . forecasting dividend yield, book-to-market ratio and earning-price ratio are highly persistent with the first order sample autocorrelation close to 1. This suggests that there is no linear relationship between stock return and its predictors, but can not rule out the possibility that the the predictors can forecast stock return nonlinearly. The sample kurtosis of the return series suggests the stock return has heavy tail as is well known in the literature. The conventional ADF and KPSS tests suggest there are unit roots in dividend yield, book-to-market ratio and earning-price ratio, while the stock returns are stationary. The scatter plots of value-weighted stock return v.s. logarithm of dividend yield, logarithm of book-to-market ratio, and logarithm of earning-price ratios suggest there are no explicit patterns of forecasting relationship of these financial ratios to the stock return (see Figure 1 for the scatter plot of value-weighted stock return v.s. logarithm of dividend yield). These empirical facts suggest that the relationship of the stock return and its predictors should not be linear and the stock return inherently contains a sizable unpredictable component, so the best forecasting models can explain only a relatively small part of stock returns.
So that an integrable model rather than a linear model can serve as the benchmark model in stock return predicting study. In the following study, we will examine whether there exists a kind of integrable predictability.
In-Sample Test of Predictability
In this section, we use the Wald test to test stock return predictability. The explanatory variable will be dividend yield or log dividend yield and the return can be value-weighted NYSE stock return or equal-weighted NYSE stock return. The results of the test are shown in The numbers in the brackets are p-values.
We can summarize from Table 2: (1) Both dy and log(dy) can predict stock returns (ewny or vwny); (2) After controlling the first component, the addition of the other two components make little contribution to predict stock return; (3) The forecasting power of dividend yield is greater for vwny than ewny. This may be due to the construction of dy is based on value-weighted stock.
As a robustness check, we split the full sample into two subperiods, the first period is return series from 1946.1 to 1994.12 (thus DY is from 1945.12 to 1994.11) with sample size 589; the second period is from 1995.1 to 2007.12, with sample size 155. As noticed by Stambaugh (1999) , Lewellen (2004) and Campbell and Yogo (2006) , the dividend yield reaches historical low in 1995, and including the samples after that may make different conclusion about predictability of stock return.
The results for the two different periods are collected in the following two tables. Tables 3 and 4 , we can find that: (1) for the first period, the dividend yield can predict stock return as has been documented in previous studies regardless of whether we use equal-weighted, value-weighted stock return, log-dividend yield or raw dividend yield; (2) in the second period, the predictability of equal-weighted stock return is weaker than that for the first period. However, we still find strong evidence of predictability of value-weighted stock return. Considering that the dividend yield dataset is constructed using value-weighed stock, we can still conclude the return predictability still exists for the second period; (3) from the information provided by the p-values, it seems that a simple one component model can well approximate the unknown nonlinear function.
Out-of-Sample Evaluation Strategy
We estimate the predictive regression relationship using the following three models:
(Model 1) Historic mean model:
(Model 2) Linear model:
(Model 3) Integrable model:
where p = cT 5/44 with c being chosen to be 1, 2, 3, or p chosen by the criterion discussed in Section 2 (denoted p * in Tables 2-13 ). Model 1 indicates there is no predicting power for x, whereas Model 2 is the linear predicting model. Model 3 is the model proposed in this paper. Let x denote log dividend yield or log book-to-market ratio or log earning-price ratio. The performance of the estimators are evaluated based on the out-of-sample criterion, because the out-of-sample performance provides more convincing evidence as discussed in the introduction.
In the literature of economic forecasting, there are basically two methods widely used.
The first estimation method uses recursive (or expanding) window. The initial in-sample period is the first T r observations. Then the estimator in each model is used to estimate the following period return using the following period predictors. The performance of different models is evaluated by its prediction accuracy through comparing the estimators with the true returns. The next in-sample period is the first T r +1 observations. And then a period ahead forecasting is made. The second estimation method uses a rolling window with the in-sample size always being T r , i.e., in each recursion, one observation is abandoned and then one new observation is included.
Rolling windows are typically justified by appealing to structure breaks. However, as demonstrated by Pesaran and Timmermann (2007) , by the criterion of minimum square forecasting error, the optimal window size is a complicated function of timing and size of breaks. It is not easy to account for the effect of breaks and to choose the window size. The recursive window utilizes all the data when one forecasts next period return, and thus it may increase the precision of in-sample estimation, which in turn, leads to better out-of-sample forecasting. Considering the slow convergence rate of Hermite series estimation, this point is especially important. Although not reported here, the performance of the recursive window method is better than the rolling window for all the choice of r in our experiment for each model. Thus, we focus on the results of the recursive window method in this paper.
The performance of the out-of-sample performance is evaluated by a root mean squared forecasting error (RMSFE) of the form:
where r s is the true return at period s and r s is the estimated return.
Predict Returns with Dividend Yield
Among the instruments thought to capture some of the equity premium's variation in the sense of predicting stock returns, the lagged dividend price ratio or dividend yield have emerged as a favourite. Fama and French (1988) find that the dividend-price ratio and book-to-market ratio are useful in predicting stock returns. Similar results are reported in Campbell and Shiller (1988) . Campbell (1991) and Cochrane (1992) attribute large fraction of the variance of dividend price ration to the variation in expected returns. However, as noticed by Mankiw and Shapiro (1986) , Nelson and Kim (1993) and Stambaugh (1999) , persistence of explaining variables and correlation of explaining variables with error terms lead to over-rejection of the null hypothesis of no predictability in finite sample, thus can be seriously biased towards finding predictability. Stambaugh (1999) finds that after controlling the finite sample bias, there is little evidence of stock return predictability, and the one-sided p-value is 0.15 when the stock return is regressed on dividend yield over the period 1952-1996. Contrary to Stambaugh (1999) , Lewellen (2004) finds that the evidence of predictability can be strong if we require the explaining variables to be stationary (i.e., the first order autoregressive parameter is less than 1). Using a robust test based on local to unit root framework, Campbell and Yogo (2006) find that the dividend-price ratio predicts returns at an annual frequency, but they can not reject the null hypothesis of no predictability at quarterly and monthly frequencies.
The out-of-sample evidence of Welch and Goyal (2008) suggests that dividend yield can not outperform the historic mean model. However, Campbell and Thompson (2008) show that by imposing the restriction of the sign of regression coefficient, the dividend yield can predict stock returns. Also, Lettau and Nieuwerburgh (2008) suggest the dividend yield can predict stock returns by controlling the structural break in dividend yield. These papers lead us to conclude that the dividend yield should predict stock returns in a nonlinear fashion.
We apply the evaluation strategy proposed in Section 3.2 to study the predicting power of log dividend yield to stock return (nominal and real returns), and the results are summarised in following four tables. From Table 2 , we can see that for the value-weighted return, if the initial estimation window is taken to be 20 years (e.g., Welch and Goyal (2008) ; Chen and Hong (2010) ; Rapach and Zhou (2012) ), the integrable model outperforms both the historic mean model and the linear model, especially when the data driven truncation parameter is used. If the initial estimation window is taken to be 30 years (e.g., Lattau and Nieuwerburgh (2008)), the integrable model also outperforms both the historic mean model and the linear model.
And the result seems to be robust to a wide range of selections of the initial windows. The result supports the conclusion that dividend yield has predictive power by Lewellen (2004) using in-sample test.
From Tables 3-5 , we can see that using different measures of return may lead to somehow different results. However, the conclusion that nonlinear predictive ability of dividend yield seems to be robust to different measures of return.
To be more specific, when c = 1, the full-sample choice of p is equal to 744 5/44 = 2.
The estimated regression is:
where x t is the log dividend yield,
and r t+1 is the value-weighted stock return 4 . Model (3.5) shows that there is no support for neither the historic mean nor the simple linear model.
Predict Return with Book-to-Market Ratio or Earning-Price Ratio
Book-to-market ratio and earning-price ratio are two other commonly used stock return predictors. As shown previously and elsewhere in the literature, the two ratios are also very persistent. Using the annual data over the period of 1926-1991, Kothari and Shanken (1997) show that book-to-market ratio is helpful in predicting stock returns. Pontiff and Schall (1998) show that the book-to-market ratio of the Dow Jones Industrial Average predicts market returns and small firm excess returns over the period of 1926-1994. Both papers also find that the predictability is not robust to different sub-samples. Using quarterly data over the period of the first quarter of 1947 to the last quarter of 1994, Lamont (1998) shows that earning price ratio can predict stock return. Generally speaking, the evidence of return predictability of these two ratios are weaker than dividend yield. Lewellen (2004) shows that these two ratios have limited predictive power.
The out-of-sample evidence by Welch and Goyal (2008) suggests that these two variables are not helpful in predicting returns. However, Campbell and Thompson (2008) show that earning-price ratio can forecast excess return by imposing sign constraints on the regression coefficient using monthly and annual data, while book-to-market can forecast excess return using the annual data.
In this subsection, we will compare out-of-sample performance of the three models with earning-price ratio or book-to-market ratio as predictor. The results are summarized in the Tables 6-13. From Tables 6-13, we can see that the predictive power of these two ratios are much weaker than that of dividend yield, regardless of whether linear or nonlinear models are used. The forecasting ability of these two ratios are restricted to only some special cases (with colour different from black) for each return series. Thus, the predictability of these two series, if exists, should be very weak. The conclusion is the same as that by Lewellen (2004) where an in-sample test is used.
Conclusions and Discussion
In this paper, we introduce a new and simple nonlinear return predicting model and propose testing and estimating the model using Hermite functions. The out-of-sample evaluation results suggest that while dividend yield can predict the stock return nonlinearly, the bookto-market ratio or earning-price ratio can not. As Welch and Goyal (2008) conclude that "the profession has yet to find some variable that has meaningful and robust empirical equity premium forecasting power.", our paper suggests that finding the way that the variables predicting the return should be of similar importance.
The methodology of this paper can be applied to data sharing similar characteristics to return and dividend yield. For example, we may study the relationship of return of exchange rate and forward rate premium, where the exchange rate return is far less persistent than the forward rate premium. The current method can be also extended to study predictability of multivariate variables where the following additive model is used:
where x it , i = 1, · · · , q are predicting variables. There issues are left for future research.
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Appendix A
To derive an asymptotic theory for our test, we need to introduce the following technical assumptions.
A.1 Let x t = w t + w t−1 + . . . + x 0 , where x 0 = O P (1) and w t is generated by 
A.2 Let f be integrable and squared integrable.
A.3 (i) Suppose that {ε t , F t } is a stationary ergodic martingale difference sequence with respect to F t , i.e. E(ε t |F t−1 ) = 0 a.s., where
Remark: It's easy to see that the Hermite series are integrable, and from Park and Phillips (2001) , the integrable property is closed under the conventional operators, such as addition, subtraction and production. While we impose the martingale difference assumption for the error term, which is not contrary to the conventional assumption that the stock return and the financial ratios are contemptuously correlated (notice here x t is lag variable) and the predictor is predetermined, this condition can be relaxed to allow that x t is to be contemptuously correlated with ε t using the theory developed in Chang and Park (2011) without any change of the conclusions. which is a mixed normal distribution. In order to prove this theorem, it suffices for us to show σ 2 → P σ 2 and then apply the Slutsky theorem.
We have
F (x t−1 ) − θ τ F (x t−1 )]
Thus, the limiting distribution of the proposed Wald test statistic is χ 2 (p) where p is a fixed truncation parameter of the Hermite series.
Proof of Theorem 2
Observe that θ = (F (x t−1 ) − F )(F (x t−1 ) − F ) τ θ is of stochastic order O P ( √ T ).
For the denominator, we have
(r t − θ τ F (x t−1 )) − θ τ F (x t−1 )
