Abstract-In this paper we propose a coded modulation scheme which is defined by a sparse real-valued generator matrix. As forward error correction (FEC) codes directly constructed in the Euclidean space, this kind of Euclidean codes (EC) named G-LDGM (Generalized Low-Density Generator Matrix) codes can naturally match the continuous communication channels. A shaping method based on hypercube lattice is introduced to prevent the power of signals from being too large. A linear-time parametric belief propagation (BP) decoding algorithm is formulated. To reduce the complexity of the decoding algorithm, passing messages are approximated as Gaussian distributions. A simplified analysis is given to show that under certain condition exponential convergence of decoding can be realized. A Monte Carlo density evolution method is provided to optimize the generator matrix. Simulation results suggest that the proposed 10,000 dimension G-LDGM code with no redundancy introduced into information data has a superior performance over nonbinary LDPC (NB-LDPC) codes with both linear-time encoding and decoding.
I. INTRODUCTION
It has been proved that lattice codes can achieve the capacity of AWGN channel with [1] and without power restrictions [2] . Lattice codes are the Euclidean space analogue of finite alphabet linear codes. Generally lattice codes designed directly in the Euclidean space are called Euclidean codes. Practical lattice codes like LDPC lattices [3] and Turbo lattices [4] are constructed based on finite alphabet codes by using the well-known algebraic techniques (Constructions A-D [5] ). However, these constructions do not utilize this analogy to design specific capacity achieving lattice codes directly in the Euclidean space.
Low-density lattice codes (LDLC) [6] are one kind of EC that can achieved the capacity of AWGN channels. Defined by a real-valued sparse parity check matrix, LDLC codes are analogue to finite alphabet LDPC codes. With linear-time iterative BP decoder, LDLC codes outperform LDPC coded modulation based on multilevel coding [7] and non-binary LDPC codes [8] . The BP threshold of LDLC codes can be further improved to be only 0.22 dB from capacity of AWGN channels by employing spatial coupling technique [9] . Compared with non-binary LDPC codes, LDLC codes are more natural for the continuous-valued channels. LDLC codes introduce no redundancy to original information data since the parity check matrix are Latin square matrix. Practical decoding algorithms [10] [11] [12] in which passing messages are approximated as Gaussian mixtures, largely reduce the computation and storage complexity in decoding. However the encoding complexity of LDLC codes is high since iterative Jacobi method must be used.
Convolutional lattice codes [13] are another kind of Euclidean codes which are constructed directly in the Euclidean space. They provide the desired analogy to finite alphabet convolutional codes. Sequential decoders are used to decode convolutional lattice codes. However the sequential decoders can practically work only above the cutoff SNR (about 1.7dB from the capacity), and are not guaranteed to converge to the capacity.
As to practical communication systems, encoding of Euclidean codes must be accompanied with shaping to prevent the power of transmitted lattice points from being too large. Shaping operation can also utilize the potential nominal coding gain by minimizing the power of lattice points [14] [15] . Voronoi shaping (quantization) is a method to use the Voronoi region of a sub-lattice as the shaping region. The ultimate 1.53 dB shaping gain will be realized if the Voronoi region is hyper-sphere [16] .
In this paper we propose a novel kind of Euclidean codes (called G-LDGM codes) defined by a real-valued sparse generator matrix. We show that these codes can achieve the AWGN channel capacity with an iterative BP decoder whose complexity is linear in block length. Both the encoder and the decoder are based on the sparse generator matrix. A low-complexity shaping method is given to guarantee the power of lattice points from being too large. By using spatial coupling technique, welldesigned G-LDGM codes have a comparable performance to LDLC codes with a much simpler encoder. In addition to the encoding and decoding, we discuss the convergence condition of G-LDGM codes which can be used to optimize the sparse generator matrix based on the Monte Carlo density evolution method.
The outline of this paper is as follows. G-LDGM codes are first introduced in Section II. Also a shaping method is proposed in this section. The BP decoding algorithm and the convergence analysis are then presented in Section III. Section IV describes the BP threshold searched by using a Monte Carlo density evolution method. Simulation results are given in Section V. Finally we conclude the paper with directions for further work in Section VI.
II. BASIC CONCEPTS AND PROPERTIES

A. Lattice Codes
Lattice codes can be regarded as the Euclidean space analogue of linear binary codes. A real lattice Λ of dimension n in real field n  is defined as the set of all linear combinations of n linearly independent basis vectors, in which the coefficients of the linear combinations are integers. Denote lattice point as 
det(
). G G In G-LDGM codes, the generator matrix G is sparse and full-rank, but G is not necessarily square matrix. In this paper we assume G to be a square matrix so that no redundancy is introduced to the information data.
Consider the lattice code transmitted over the AWGN channel. In this case the received signal can be modeled as y = x + n (2) in which n is the additional white Gaussian noise (AWGN) with diagonal covariance 2 . I  When the power of transmitted lattice is limited to P , the maximal information rate to achieve reliable communication is 2 2 1 log (1 ). 2
However if there is no restriction of P , information rate is meaningless. It is suggested [2] to use constellation density as the maximal measurement of reliable communication. The capacity of unrestricted AWGN channel implies that there exists a lattice  in high dimension n to realize the reliable transmission with an arbitrary small error probability if and only if
A lattice code that achieves the capacity of AWGN channel without restrictions also achieves the channel capacity of power-constrained AWGN channel with properly signal shaping methods [1] .
B. G-LDGM Codes
An n dimensional G-LDGM code is a lattice code with full-rank sparse generator matrix. For binary codes like LDPC codes, the code ensembles only depend on the locations of nonzero elements of the parity check matrix .
H However for G-LDGM codes, there is another degree of freedom-the elements' values of . G Without loss of generality assume that the non-binary information data
The constellation points are selected with equal probability.
Suppose G to be the Latin square matrix, in which each row and column has the same D non-zero elements except for a possible change of order and random signs, denoted by
g Fig. 1 Factor graph of G-LDGM codes G-LDGM codes can be represented by a bipartite graph as shown in Fig.1 , separated by two kinds of nodes: variable nodes and factor nodes. The solid circles represent variable nodes and the empty squares represent factor nodes. Edges connecting variable nodes and factor nodes are weighted with real values. In decoding procedures, passing messages are iteratively updated between variable nodes and factor nodes.
C. Spatially coupled G-LDGM codes
Kudekar et al. has proved that the BP threshold (a local optimum threshold) can be improved up to the maximuma-posteriori (MAP) threshold (a globally optimum threshold) by spatial coupling [9] . This technique is universally beneficial for sparse systems.
Define the base matrix of G as Eq. (3). This base matrix has a cyclic form to prevent from any rate loss caused by the convolutional tail. The generator matrix of G-LDGM codes can be created by replacing each nonzero entry in B with an n n s s  sub-matrix and each zero entry with a null matrix. [9] .
D. Shaping of G-LDGM codes
For lattice codes used in power-constrained AWGN channel, encoding must be employed with shaping operation to prevent the power of transmitted lattice points from being too large [17] . In the proposed scheme, Voronoi shaping is used. Voronoi shaping is a shaping method to choose Voronoi region of a sub-lattice of  as the shaping region. Suppose that s  is defined by a generator matrix 2 .
Then the shaped lattice point is ' mod s x Cb   (4) Eq. (4) can also be written as
The purpose of shaping operation is to find c that minimizes ' 2 || ||
x . This is essentially finding the nearest lattice point of s  to the non-shaped lattice point x . Fast lattice searching algorithm can be used for shaping.
We introduce here a shaping method based on hypercube shaping, which indicates all the shaped lattice points are located in a hypercube. Eq. (4) can also be written as
where L is the side-length of Voronoi region of the hypercube. Without loss of generality, assume that each dimension length of this super-cubic is i L . The shaping operation is to find k to ensure that
decompose the generator matrix G by using QR decomposition method, G = TQ (7) Then the encoding of G-LDGM codes can be expressed as = ' ' ' ' x = Gb = RQb Rb  (8) where R lower-triangular matrix and Q is the orthonormal matrix. Thus we have
When we get x = Gb . This shaping method can be regarded as a generalization of Tomlinson-Harashima precoding scheme for inter-symbol interference (ISI) channels [18] [19] . The ISI here is the contribution of the ' i x components that were already calculated. Therefore the lattice point components will be uniformly distributed. Factor graph like Fig. 2 provides a convenient mechanism to represent the structure of random variables [20] . BP algorithm is an efficient method to calculate the marginal probability function based on factor graph. At the lth iteration, each node i updates the message as follow [21] : is the self potential function (a priori probability function).
III. DECODING OF G-LDGM CODES
A. Belife Prolagation Algorithm
is the set of all nodes connecting to node i except node . j  is the normalized factor. Furthermore each node can generate an approximated marginal distribution by combining all the passing messages with the local self potential function:
For loopy graphs, the approximated marginal distribution will converge to the true marginal distribution after certain iterations if messages from each node have been propagated to other nodes in this graph [22] and the girth of factor graph are large enough.
B. Parametric BP Decoding of G-LDGM codes
For the decoder of G-LDGM codes, the passing messages can be approximated to obey Gaussian mixture distribution such that
Messages approximated as Gaussian mixtures will remain mixtures of Gaussian distributions after updating at each node as Eq. (13) since the product of Gaussian mixtures is still mixture of Gaussians. Updating rule in Eq. (13) involves two kinds of Gaussian distribution operations: Gaussian product and Gaussian integral [23] .
Lemma 1 (Gaussian product): Given two scaled Gaussian distributions Proof: see [24] . Lemma 3 (single Gaussian grouping): Given a Gaussian mixture 1 ( ) ( , , ),
Proof : see [10] . By using Lemma 1 and Lemma 2 to Eq. (13) and (14) (see Appendix I), we can get the following iterative parametric decoding algorithm. 
Gaussian product
Multiply all messages passing to the ith factor node except the message from the jth variable node with self potential function ( )
The marginal function is further integrated with edge potential function , ( , ) 
The Gaussian mixture above is grouped into standard single Gaussian by using Lemma 3. Then we have
Step 3 Variable nodes processing
Multiply all messages passing to the jth variable node except the message from the ith variable node with self potential function ( )
in which we have ' '
The marginal function is further integrated with edge potential function , ( , )
to formulate the message passing from the jth variable node to the ith factor node:
After finishing L iterations we can estimate b directly based on factor node belief:
C. Complexity Analysis
In this section we compare the decoding complexity of G-LDGM codes and non-binary LDPC codes. The nonbinary quasi-cyclic LDPC codes in [8] use the FFT-QSPA decoding algorithm, which requires FFT computation when computing each message of factor nodes. The messages are quantized into discrete probability mass function, which needs more storage for each message compared with the proposed decoding algorithm of G-LDGM codes. In G-LDGM codes every message is approximated into Gaussian mixture distribution, only requiring store 3K values (i.e. the mean, the variable and the coefficient) for each message. In addition, typically K is taken 2 or 3 to represent messages and enough accuracy can be ensured. Both G-LDGM codes and NB-QC-LDPC codes have a linear-time encoder.
IV. CONVERGENCE ANALYSIS AND BP THRESHOLD
A. Belief Propagation Algorithm
Due to the linearity of lattice codes, error performance of G-LDGM codes does not depend on the specific transmitted lattice point. We use all-zero lattice point as the transmitted signal to simplify the convergence analysis and optimization of BP threshold. Under this assumption ( )
so that messages generated by factor nodes are essentially obey the single Gaussian distribution instead of Gaussian mixture. We have the following single Gaussian decoding algorithm.
Factor nodes processing:
The message from the ith factor node to the jth variable node is simplified as
in which
Variable nodes processing:
The message from the jth variable node to the ith factor node is ( )~( , )
Theorem 1 (convergence theorem): The exponential convergence of BP decoder of G-LDGM codes can be achieved if the following constraint is satisfied:
Proof: See Appendix.
B. BP Threshold Optimization
In this section we introduce a Monte Carlo density evolution method to find the BP threshold for G-LDGM codes. The non-zero elements of sparse generator matrix are optimized simultaneously.
The BP threshold of G-LDGM codes specifies the worst channel parameter ( 2   ) for which BP decoding algorithm of a large dimension G-LDGM codes converges. For LDPC codes the BP threshold can be easily obtained by using density evolution which tracks the probability density function of LLR (log likelihood ratio) between variable nodes and factor nodes. However density evolution of G-LDGM codes is more complicated since passing messages are real density functions. The Monte Carlo density evolution used to find the BP threshold is not true BP decoding but BP decoding with single Gaussian approximation.
By using the single Gaussian decoding under all-zero lattice point assumption, we can statistically obtain the error probability of a large dimension G-LDGM code whose generator matrix elements are g under certain channel condition  . The optimization procedures are described as below.
Step 1: Set initial channel conditions 2  . Set dimension of LDLC codes (e.g., 10
5
Step 2: Under certain channel conditions construct an LDLC code via spatial coupling based on a randomly initialize ).
g restricted by convergence condition 1.
α < Generate symbols y from 2 (0, ) N  under all-zero lattice assumption. Carry out density evolution in Eq. (25) by using the single Gaussian approximation decoding algorithm. Use differential evolution algorithm [25] to adjust g until certain g that ensures Pe converges is optimized.
Step 3: Record 2 σ under which g has been optimized. 
V. SIMULATION RESULTS
The simulations of G-LDGM codes at different dimensions have been implemented in this paper. Since the inherent thermal noise in optical transmission systems is AWGN, in our simulations we use AWGN channel model. Fig. 5 gives the error performance measured in SNR. We only optimize d g when the degree is 7. The spectral efficiency is 6 bps/Hz. The BP threshold is 0.42 dB from the unrestricted AWGN channel (no shaping operation is employed) capacity. At dimension 10,000 there is about 0.1dB gap from the threshold. The NB-LDPC codes have a threshold of 0.56 dB from the unrestricted AWGN channel [8] with a much more complex decoder.
We also consider G-LDGM codes transmitted over the power-constrained AWGN channel. In this case Voronoi shaping is used to minimize the transmitted lattice points. For simplicity the spectral efficiency is 3 bps/Hz. The capacity is 17.99 dB. The spatially coupled G-LDGM code at dimension 10000 has a performance which is about 1.1 dB from the capacity.
Simulation results show that G-LDGM codes outperform NB-LDPC codes with a less complex decoder. Moreover G-LDGM codes introduce no redundancy to information data. This makes it suitable for ultra-high speed optical communication system than other FEC schemes.
VI. CONCLUSION
As one kind of Euclidean codes, G-LDGM codes, defined by a sparse generator matrix, can approach the capacity of AWGN channel while having a linear-time complexity in encoding and decoding. Low complexity BP decoding algorithm based on Gaussian approximation is proposed. Also we present a convergence analysis of BP decoding. With all-zero lattice point assumption G-LDGM codes is constructed by using a Monte Carlo density evolution method. The BP threshold is close to the capacity of AWGN channel.
Further studies may concentrate on the irregular G-LDGM codes, which have an extra degree of freedom for designers. 
As to other variables we have
