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Abstract
For a semigroup S; pn(S) denotes the number of n-ary term operations of S depending on all
their variables. The purpose of this paper is to study 4nite semigroups S with the property that
their pn-sequence p(S) = 〈p0(S), p1(S); : : :〉 is bounded. Such semigroups are described 4rst in
terms of identities and then structurally as nilpotent extensions of semilattices, Boolean groups
and rectangular bands. As a corollary it is shown that if p(S) is bounded then eventually either
pn(S) = 0 or 1. It is also shown that there is an e9ective procedure which decides whether the




The aim of this paper is to describe 4nite semigroups S with the property that the
number of n-ary term operations on S depending on all n variables is bounded.
Let S be a semigroup. Every non-empty word t = t(x1; : : : ; xn) in letters x1; : : : ; xn
induces a mapping (also denoted by t) from S×· · ·×S (n copies) into S by substitution.
Such a mapping is called a term operation. A mapping f=f(x1; : : : ; xn) from S×· · ·×S
(n copies) into S is said to depend on xi if there exist a1; : : : ; ai−1; ai; a′i ; ai+1; : : : ; an ∈ S
such that f(a1; : : : ; ai; : : : ; an) = f(a1; : : : ; a′i ; : : : ; an). If f depends on all its n variables
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then f is said to be essentially n-ary. The cardinal number of the set of all essentially
n-ary term operations of S is denoted by pn(S); p0(S) denotes the number of constant
unary operations. The sequence p(S) = 〈p0(S); p1(S); : : :〉 is called the pn-sequence of
S.
Of course, the above de4nitions can be generalised to arbitrary algebras – one just
needs to consider terms in the language of the algebra instead of words. pn-sequences
of abstract algebras were 4rst introduced in [12], and the theory has been developing
rapidly since then; for a survey of results and literature we refer the reader to [7,8].
There are two main general problems in the theory of pn-sequences. The 4rst is to
describe all sequences which can be represented as pn-sequences of algebras of a
certain kind; see, for example, [9,11]. The second is to determine which properties
of algebras can be deduced from their pn-sequences. In particular, there has been a
considerable amount of investigation into algebras whose pn-sequences increase slowly;
see [13,10,4].
Throughout the development of this theory, semigroups have provided a source of
examples and interesting results; see [3–6]. In this paper we describe all 4nite semi-
groups S for which the sequence p(S) is bounded. We describe these semigroups both
in terms of identities (Section 4) and structurally (Section 5).
The results of this paper are related to those in [2,14,5]. In [2] the authors show that,
under certain technical conditions, pn-sequence of a 4nite algebra is either bounded or
eventually monotonically increasing. In particular, this is the situation for 4nite rings,
groups, monoids, lattices, etc. In [14] it is shown that the above result does not hold
for arbitrary 4nite algebras, thereby refuting the conjecture of Berman, formulated in
[1]. This, however, leaves the situation for 4nite semigroups unresolved. In [5] the
authors consider semigroups in which all term operations are totally symmetric (see
below). It turns out that all such semigroups have bounded pn-sequences. Actually,
Lemma 3.4 below states that a 4nite algebra has a bounded pn-sequence if and only
if it is eventually totally symmetric.
2. Examples
We begin by giving some obvious examples of semigroups with bounded pn-sequen-
ces. In Section 5 we will see that these are building blocks for arbitrary 4nite semi-
groups with bounded pn-sequences.
Example 2.1. Let S be a nilpotent semigroup with Sn = 0 (where Sn denotes the set
{s1s2 : : : sn: s1; s2; : : : ; sn ∈ S}). Then, obviously pk(S) = 0 for all k ≥ n, and hence
p(S) is bounded.
Example 2.2. Let S be a non-trivial semilattice, i.e. an idempotent commutative semi-
group. It is easy to see that every essentially n-ary term operation is equal to x1x2 : : : xn,
so that p(S) = 〈0; 1; 1; 1; : : :〉.
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Example 2.3. Let S be a non-trivial Boolean group, i.e. a group of exponent 2. It is an
easy exercise to show that Boolean groups are necessarily Abelian. Hence, again, every
essentially n-ary term operation is equal to x1x2 : : : xn and so p(S) = 〈1; 1; 1; 1; : : :〉.
Example 2.4. Let S be a non-trivial rectangular band, i.e. a semigroup satisfying the
identities x2 ≈ x, xyz ≈ xz. It is easy to see that p(S) = 〈0; 1; 2; 0; 0; : : :〉.
3. Auxiliary results
The results of this section will be needed in the proofs of the main results.
Let f = f(x1; : : : ; xn) be an n-ary operation of the set A, and let Sn denote the
symmetric group of permutations of n letters. For  ∈ Sn we de4ne
f = f(x(1); : : : ; x(n)):
We say that f allows a permutation  if f = f. The group of the operation f is the
subgroup G(f) of Sn consisting of all permutations that are allowed by f. An n-ary
operation f is totally symmetric if it allows all permutations, i.e. if G(f) = Sn.
Lemma 3.1 (Kisielewicz). Let A be a :nite set. Then there exists n0 such that for
every n ≥ n0 and every n-ary operation f on A; the group G(f) is not the alternating
group An.
Proof. Let n0 = |A| + 3. Assume that G(f) = An for some n ≥ n0 and some n-ary
operation f. Consider an n-tuple La = (a1; : : : ; an) (a1; : : : ; an ∈ A). Obviously, we must
have ai = aj for some i, j (3 ≤ i¡ j ≤ n). Then
f(12)( La) = f(12)(ij)( La) = f( La);
where the second equality holds because (12)(ij) ∈ An. It follows that (12) ∈ G(f) =
An, which is a contradiction.
The following lemma is a well-known result in the theory of permutation groups.
Lemma 3.2. If G ≤ Sn for n ≥ 5, then either G = Sn; or G = An or [Sn : G] ≥ n.
Lemma 3.3. Assume that f is an essentially n-ary operation of the set A and that
[Sn: G(f)] = m. Then the set {f:  ∈ Sn} contains exactly m distinct essentially
n-ary operations on A.
Proof. This follows immediately from the fact that f=f if and only if −1 ∈ G(f).
Lemma 3.4. Let A be a :nite algebra. The pn-sequence of A is bounded if and only
if there exists n0 ∈ N such that for all n ≥ n0 every essentially n-ary term operation
is totally symmetric.
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Proof. The direct part follows immediately from Lemmas 3.2 and 3.3, while the con-
verse part is a direct consequence of Lemma 2:5, in [2].
Lemma 3.5. If f is an arbitrary operation of the set A; then f either depends on all
variables whose indices form an orbit of G(f) or on none of them.
Proof. Assume that f = f(x1; : : : ; xn) does not depend on xk and that k; l (k = l)
belong to the same orbit of G(f). If  ∈ G(f) is such that (k) = l, then for all
a1; : : : ; an; b ∈ A we have the following chain of equalities:
f(a1; : : : ; an) = f(a(1); : : : ; a(k); : : : ; a(n)) = f(a(1); : : : ; b; : : : ; a(n))
= f
−1
(a(1); : : : ; b; : : : ; a(n)) = f(a1; : : : al−1; b; al+1; : : : ; an):
Hence f does not depend on xl.
Lemma 3.6. If a semigroup S has an essentially n-ary term operation (i.e. if pn(S)¿ 0);
then x1x2 : : : xn is essentially n-ary.
Proof. Assume that f = xi1xi2 : : : xim is essentially n-ary in S, where {i1; i2; : : : ; im} =
{1; 2; : : : ; n}, but that x1x2 : : : xn does not depend on xk . Then the identity
x1x2 : : : xn ≈ p(x1; : : : xk−1; xk+1; : : : ; xn)
holds in S for some (n − 1)-ary term p. Clearly, we must have m ≥ n. But then S
satis4es
f ≈ xi1 : : : xik−1 (xik : : : xim−n+k )xim−n+k+1 : : : xim ≈ p(xi1 ; : : : ; xik−1 ; xim−n+k+1 ; : : : ; xim);
contradicting the assumption that f depends on n variables.
In the sequel, we use the following notation:
ln = ln(x1; : : : ; xn) = x1 : : : xn:
Lemma 3.7. Assume that ln is totally symmetric in a semigroup S for some n ≥ 2.
Then all lr (r ≥ n) are also totally symmetric in S.
Proof. By the assumption the identity ln ≈ l(12)n holds in S. Then S also satis4es
ln+1 = lnxn+1 ≈ l(12)n xn+1 = l(12)n+1, and so (12) ∈ G(ln+1). Also x2 : : : xnxn+1 is totally
symmetric, and hence (23 : : : n + 1) ∈ G(ln+1). From
Sn+1 = 〈(12); (23 : : : n + 1)〉
we conclude that G(ln+1) = Sn+1. The lemma now follows by induction.
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Lemma 3.8. For any semigroup S; the following two conditions are equivalent:
(i) There exists n ≥ 2 such that ln is totally symmetric in S.
(ii) S satis:es the identity
x1x2 : : : xn−1xn ≈ x2 : : : xn−1xnx1
for some n ≥ 2.
Proof. (i)⇒(ii): This is obvious.
(ii)⇒(i): If ln allows (12 : : : n) in S, then it is easy to see that lm allows (12 : : : m) for
all m ≥ n. Hence G(ln+1) contains both (12 : : : n) and (12 : : : n+ 1). Since (n n+ 1) =
(12 : : : n)−1(12 : : : n+1) and Sn+1=〈(12 : : : n+1); (n n+1)〉 it follows that G(ln+1)=Sn+1.
4. A description by identities
In this section we prove our 4rst main theorem, characterizing 4nite semigroups with
bounded pn-sequences in terms of identities.
Theorem 4.1. A :nite semigroup S has a bounded pn-sequence if and only if at least
one of the following conditions is true:
(i) S satis:es the identities
x1x2 : : : xm ≈ x2 : : : xmx1; (1)
x21x2x3 : : : xn ≈ x1x22x3 : : : xn (2)
for some m; n ≥ 2.
(ii) S satis:es identity (1) for some m ≥ 2 and
x21x2x3 : : : xn ≈ x32x3 : : : xn (3)
for some n ≥ 2.
(iii) S satis:es the identity
x1 : : : xkyxk+1 : : : xn ≈ x1 : : : xkxk+1 : : : xn (4)
for some n ≥ 1 and some k (0 ≤ k ≤ n).
Proof. (⇒) In this part of the proof we consider several cases depending on the
essentiality of the term operations x1 : : : xn and x21x2 : : : xn.
Case 1: for all n ∈ N both x1 : : : xn and x21x2 : : : xn ( for n = 1 this includes x21) are
essentially n-ary in S. By Lemma 3.4, these term operations are totally symmetric for
large n. Hence S satis4es (1) and (2) for some n (applying the cycle (12 : : : n) and
transposition (12), respectively), and so (i) holds.
Case 2: for all m ∈ N, x1 : : : xm is essentially m-ary, but there exist q; k ≥ 2 such
that x21x2 : : : xq does not depend on xk . As in Case 1, identity (1) has to be satis4ed by
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S for some m ≥ 2. Obviously x21x2 : : : xr does not depend on xk for all r ≥ q. On the
other hand, by Lemma 3.4, lm =x1x2 : : : xm is totally symmetric for suMciently large m.
This implies that x21x2 : : : xr allows all permutations of indices 2; : : : ; r for large r. By
Lemma 3.5, for such r, x21x2 : : : xr does not depend on any of x2; : : : ; xr . So, for large l,
S satis4es the following chain of identities:
x21x2 : : : xl−1xl ≈ x21x2 : : : xl−1(x2xl) ≈ x21x22x3 : : : xl ≈ x1x22x3 : : : xl−1(x1xl)
≈ x1x22x3 : : : xl−1xl;
i.e. S is again of type (i).
Case 3: for all m ∈ N, x1 : : : xm is essentially m-ary, but there exists q ≥ 1 such
that x21x2 : : : xq does not depend on x1. As before we have that identity (1) holds in S.
If we take n ≥ max(q; 2), and identify x1 and x2 in x21x2 : : : xn, we obtain identity (3).
Case 4: there exist n ∈ N and k (1 ≤ k ≤ n) such that x1 : : : xn does not depend
on xk . Then S satis4es
x1 : : : xk−1(xky)xk+1 : : : xn ≈ x1 : : : xk−1xkxk+1 : : : xn;
which is precisely (4).
(⇐) Let us consider separately each of types (i)–(iii) from the formulation of the
theorem.
(i) By Lemmas 3.7 and 3.8, identity (1) implies that lk is totally symmetric for
large k. Hence for large k any essentially k-ary term operation of S is equal to
x11 x
2
2 : : : x
k
k
for some 1; : : : ; k ≥ 1. Also, for large k (say, for k ≥ k0), using (2) and total
symmetry of lk , in S we can deduce the identities
x1 : : : xix2i+1 : : : xk ≈ x1 : : : x2i xi+1 : : : xk
for all 1 ≤ i ≤ k − 1, which imply the following ones:
x11 x
2
2 : : : x
k
k ≈ x1x2 : : : xk ;
where 1; : : : ; k ≥ 1 and  = 1 + · · ·+ k − k + 1.
By substituting x1 = x2, x2 = · · ·= xn = x into (2), we obtain that S satis4es
xn+3 ≈ xn+2:
If we de4ne N =max(k0; (n+1)|S|+1), then any choice s1; : : : ; sN ∈ S contains at least
n + 2 equal elements: si1 = · · ·= sin+2 = s0. Hence, we have the following equalities:
s1s2 : : : si1 : : : sin+2 : : : sN = s1s
n+2
0 s2 : : : si1−1si1+1 : : : sin+2−1sin+2+1 : : : sN
= s1sn+30 s2 : : : si1−1si1+1 : : : sin+2−1sin+2+1 : : : sN
= s21s
n+2
0 s2 : : : si1−1si1+1 : : : sin+2−1sin+2+1 : : : sN
= s21s2 : : : sN :
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Therefore, S satis4es
x21x2 : : : xn ≈ x1x2 : : : xn
for all n ≥ N , and hence pn(S) ≤ 1.
(ii) Having that lm is eventually totally symmetric, we conclude that there exists
k0 ∈ N such that for k ≥ k0, lk is totally symmetric and
x21x2x3 : : : xk ≈ x32x3 : : : xk
holds in S. This easily yields that S satis4es
x31x2 : : : xk ≈ x1x32 : : : xk ≈ : : : ≈ x1x2 : : : x3k :




2 : : : x
k
k ;
where 1; : : : ; k ≥ 1. If some j is even, from
x11 : : : x
j
j : : : x
k
k ≈ xjj x11 : : : xj−1j−1 xj+1j+1 : : : xkk
and (3) it follows that the considered operation does not depend on xj. Therefore, if a
term of the above form is to induce an essentially k-ary operation of S, then 1; : : : ; k
must all be odd.
Observe that identity (3) implies
x2n+1 ≈ x2n−1;
by substituting x1 =x2, x2 = · · ·=xn=x. Let N =max(k0; (2n−2)|S|+1). Again, among
any s1; : : : ; sN ∈ S we can 4nd 2n − 1 equal ones, for example si1 = · · · = si2n−1 = s0.
Using the similar reasoning as in (i), we obtain
s1s2 : : : sN = s1s2n−10 s2 : : : si1−1si1+1 : : : si2n−1−1si2n−1+1 : : : sN
= s1s2n+10 s2 : : : si1−1si1+1 : : : si2n−1−1si2n−1+1 : : : sN
= s31s
2n−1
0 s2 : : : si1−1si1+1 : : : si2n−1−1si2n−1+1 : : : sN
= s31s2 : : : sN :
The conclusion now is that, for all n ≥ N , S satis4es
x31x2 : : : xn ≈ x1x2 : : : xn;
i.e. eventually we have pn(S) ≤ 1.
(iii) By (4), lq is not essentially q-ary for q ≥ n+ 1. By Lemma 3.6, it follows that
pq(S) = 0 for q ≥ n + 1.
As an immediate consequence of the above proof, we obtain
Corollary 4.2. Let S be a :nite semigroup having a bounded pn-sequence. Then either
eventually pn(S) = 0; or eventually pn(S) = 1.
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Remark 4.3. The above corollary is not valid for in4nite semigroups. For instance, the
free semigroup S of countably in4nite rank in the variety H!;! described in [5] has
p(S) = 〈0; 4; 3; 3; 3; : : :〉.
5. A structure theorem
The aim of this section is to give a structural description of semigroups with bounded
pn-sequences. In the process we also show that it is decidable whether or not a 4nite
semigroup has a bounded pn-sequence.
First we prove:
Theorem 5.1. Let S be a :nite semigroup and let q ∈ N be such that Sq+1 =Sq. Then
the pn-sequence of S is bounded if and only if at least one of the following holds:
(i) sa = as; s2ta = st2a for all s; t ∈ S; a ∈ Sq;
(ii) sa = as, s2ta = t3a for all s; t ∈ S, a ∈ Sq;
(iii) asb = ab for all s ∈ S; a; b ∈ Sq.
Proof. (⇒) To prove this implication, it is enough to note that Sq⊆ Sk for all k ∈ N
and that Im(xi1 : : : xik )=S
k when i1; : : : ; ik are all distinct. Now, one easily sees that con-
ditions (i)–(iii) of this corollary follow from the corresponding conditions of Theorem
4.1.
(⇐) The equality sa = as for all s ∈ S, a ∈ Sq is equivalent to the identity
x1x2 : : : xq+1 ≈ x2 : : : xq+1x1;
which is identity (1) for n = q + 1. Similarly, second equalities in conditions (i) and
(ii) correspond, respectively, to identities (2) and (3) with n=q+ 2. Finally, condition
(iii) is equivalent to identity (4) for n=2q and k =q. The statement now follows from
Theorem 4.1.
Corollary 5.2. There is an e=ective algorithm which decides whether or not the
pn-sequence of a given :nite semigroup S is bounded above by a constant.
Proof. The least natural number q for which Sq = Sq+1 can be algorithmically found,
provided S is 4nite. Now, by inspecting the multiplication table of S, one can e9ectively
check whether one of the conditions (i)–(iii) of the previous corollary is satis4ed.
Now, we can prove the main result of this section.
Theorem 5.3. Let S be a :nite semigroup. The pn-sequence of S is bounded if and
only if S is an ideal extension of a semigroup I by a nilpotent semigroup; where I is
either a semilattice; or a Boolean group; or a rectangular band.
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Proof. (⇒) Let S be a 4nite semigroup with a bounded pn-sequence. Let q ∈ N be
such that Sq = Sq+1, and denote Sq by I . Clearly I is an ideal with I 2 = I and the
Rees quotient S=I is nilpotent. So to prove this implication we show that I is either a
semilattice or a Boolean group or a rectangular band.
By Theorem 4.1, S satis4es one of the conditions (i)–(iii) in that theorem. These
conditions are, respectively, equivalent to conditions (i)–(iii) of Theorem 5.1. We
consider each of these three conditions separately.
(i) By Theorem 5.1, we have sa = as for all s ∈ S, a ∈ I . In particular I is
commutative. Also, from the proof of Theorem 4.1 we know that S satis4es
x21x2 : : : xN ≈ x1x2 : : : xN
for large N . Therefore s2a = sa for all s ∈ S, a ∈ I . If we proceed with a sharper
restriction s ∈ I , we have
(sa)2 = s2a2 = sa2 = a2s = as = sa:
Hence, from I 2 = I it follows that I consists entirely of idempotents. We conclude that
I is a semilattice.
(ii) In this case, from the proof of Theorem 4.1 it follows that, for large N , S
satis4es
x31x2 : : : xN ≈ x1x2 : : : xN :
Thus we have s3a = sa for all s ∈ S, a ∈ I . As in (i) I is commutative. Now for
arbitrary a; b ∈ I we have
(ab)3 = a3b3 = ab3 = b3a = ba = ab:
This, together with I 2 = I , implies that a3 = a for all a ∈ I . By Theorem 5.1, case (ii),
we deduce that for all a; b; c ∈ I we have
bca2 = a2bc = a2bc3 = b3c3 = (bc)3 = bc:
This implies that for all a ∈ I , a2 is the identity of I , and hence I is a Boolean group.
(iii) A direct application of Theorem 5.1, case (iii), yields that
(ab)2 = abab = ab
for all a; b ∈ I , so that I contains only idempotent elements. Also, abc = ac for all
a; b; c ∈ I , and thus I is a rectangular band.
(⇐) Since S=I is nilpotent and I 2 = I it follows that I = Sq = Sq+1 for some q. We
consider each of the three possibilities for I separately.
Case 1: I is a semilattice. Since I is commutative, for all s ∈ S, a; b ∈ I we have
sab = bsa = abs
because sa; bs ∈ I . This, together with I 2 = I , implies that sa= as for all s ∈ S, a ∈ I .
Now we have
s2ta = s2(ta)2 = s2t2a2 = t2a2s2 = t2(as)2 = t2as = st2a
for all s; t ∈ S, a ∈ I . Thus S satis4es condition (i) of Theorem 5.1.
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Case 2: I is a Boolean group. Then I is commutative, and we deduce that sa=as for
all s ∈ S, a ∈ I as in the previous case. From sq; sq+1 ∈ I it follows that s2q =s2q+2 =e,
the identity of I , and so es2 = s2e = e. Now we must have
s2ta = s2eta = eta = t2eta = t3a
for all s; t ∈ S, a ∈ I , and therefore S satis4es condition (ii) of Theorem 5.1.
Case 3: I is a rectangular band. For arbitrary s ∈ S, a; b ∈ I we have
asb = a2sb = a(as)b = ab;
because as ∈ I , which is condition (iii) of Theorem 5.1.
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