This paper develops a unified framework for studying robustness of the input-to-state stability (ISS) property and presents new results on robustness of ISS to slowly varying parameters, to rapidly varying signals, and to generalized singular perturbations. The common feature in these problems is a time-scale separation between slow and fast variables which permits the definition of a boundary layer system like in classical singular perturbation theory. To address various robustness problems simultaneously, the asymptotic behavior of the boundary layer is allowed to be complex and it generates an average for the derivative of the slow state variables. The main results establish that if the boundary layer and averaged systems are ISS then the ISS bounds also hold for the actual system with an offset that converges to zero with the parameter that characterizes the separation of time-scales. This result is then applied to classical robustness problems and various extensions are achieved.
( [45] , [59] ), averaging with fast and slow disturbances [51] , and averaging for pulse-width modulated control systems [36] .
When the fast state variables include time and the boundary layer system contains a time-varying integral manifold we extend the "two time-scale averaging" results from adaptive control and identification mentioned earlier. When the slow state variables are not present we produce new results on robustness to slowly varying parameters (cf. [28] , [38] ) and regular perturbations. In another special case, we recover results on asymptotic stability for weakly nonlinear oscillators [25, Section V.2] . We also extend results from classical [26] , [14] and generalized [6] singular perturbation theory including unconventional situations like when the boundary layer has an unstable equilibrium manifold [6, Remark 5.1] .
We present these results as follows: In Section II we give an example that illustrates the main concept we will be developing in more generality in the core of the paper. We study the robustness of generalized ISS to generalized singular perturbations in Section III where our main assumptions and result are given. In Section IV we present sufficient conditions for the main assumptions of Section III to hold. In Section V we apply these sufficient conditions to cover the special cases of robustness mentioned above. Technical proofs are given in Section VI. We summarize our work in Section VII.
C. Notation
• We will useẋ := dx dt and x := dx dτ where, typically, τ = εt.
• We will often write (x s , x f ) in place of (x
T .
• A function defined on ≥0 taking values in ≥0 is said to belong to class-K if it is continuous, zero at zero and strictly increasing.
• A function defined on ≥0 × ≥0 taking values in ≥0 is of class KL if it is class-K in its first argument and decreasing to zero in its second argument.
• B denotes a closed unit ball, ρB a closed ball of radius ρ > 0, and X + ρB the union of all sets obtained by taking a closed ball of radius ρ around each point in the set X .
• For a function d(·) belonging to a set of functions D that take values in V, we will use d ∈ D for the function and d ∈ V for a value of the function.
• For d : ≥0 → V, we define ||d|| ∞ := ess sup t≥0 |d(t)|.
II. A motivational example
In a wide variety of industrial applications, the control action is due not to the instantaneous motion of the actuator but rather to some average effect of this motion. Actuators of this type include electric motors run by pulse-width modulating (PWM) power electronic circuitry, and vibrating actuators for transport and packaging of granular and powdered materials where the mass flow of material is some function of the average of the vibrating force. The vibrations of the actuator can be open-loop, like when the pivot position of a pendulum is rapidly varying to stabilize the unstable, inverted position [73] (for a more general discussion of this type of "vibrational control", see [44] ), or the characteristics of the vibrations may be a function of the state of the plant that is being controlled. To provide an example of the latter and to prepare for the general discussion to follow, we now present a motivational example using a van der Pol oscillator as a prototype vibrating actuator and an RL circuit as an elementary linear plant. The voltage and current in the van der Pol circuit vary rapidly and the average of the motion can be adjusted by varying the circuit's capacitance.
The control algorithm will adjust the capacitance based on the error between the voltage across the resistor in the RL plant and its reference value.
We combine the RL circuit input-output equations
where v s is the voltage across the resistance, with those for the van der Pol circuit ε v f = exp(u c ) −
where v f is the voltage across the capacitor, I f is the current through the inductor, and v dc is a constant bias voltage.
Equations (1) and (2) are in normalized units. The value u c is related to the van der Pol circuit's capacitance C, which is the sum of a nominal value C • and an adjustable value C, by exp(−u c ) =
We have normalized L/C • to one and defined ε := √ LC • . Central to our control algorithm derivation will be the assumption that ε is small. The output equation for the van der Pol circuit is realized with the combination of a rectifier and an operational amplifier.
One interconnection condition that we impose is
which indicates that the output of the van der Pol circuit is the input voltage to the RL circuit.
The second interconnection condition will include the control law to be inserted between the measurement of the RL circuit voltage, v s , and the adjustable capacitor, C or u c , in the van der Pol circuit. To derive a control algorithm we exploit our assumption that ε is small which will make the van der Pol circuit oscillations fast compared to the dynamics in the RL circuit. Because of this time-scale separation property, we will approximate the effect of the oscillating actuator by the static mapping 
To allow the values of the nonlinear mapping (5) to be uncertain, we employ an integral controller
1 Local Lipschitz continuity follows from the local Lipschitz continuity of the right-hand side of the van der Pol equation together with the fact that f (uc) can be determined by considering one initial condition in the limit cycle corresponding to uc and integrating over one period of the limit cycle, since the basin of attraction for this limit cycle is 2 \ {0}. where r is the reference for the voltage v s and where the saturation is to keep the capacitor values in a reasonable range.
Our reduced closed-loop system is then
We wish to derive information about the behavior of the system (1)- (4), (7), represented in block diagram form in Figure   2 , from the behavior of the system (8), represented in block diagram form in Figure 3 . Suppose f (·) and r are such that
Let ξ r be any value such that f (sat(ξ r )) = r. Define the Lyapunov function
It follows from (9) that V is radially unbounded and hence the sublevel sets of V are compact. The derivative of V along the right-hand side of reduced closed-loop system (8) equals −(v s − r) 2 and thus is negative semidefinite, ensuring for (8) global stability of the set
for each c such that A s (c) is nonempty. In fact, the Krasovskii/LaSalle invariance principle ([32, Theorem 14.1], [37] )
guarantees global convergence to the set of points of the form (r, ξ r ) where f (sat( ξ r )) = r. We conclude that, with c * (r) := sup
the set A s (c * (r)) is globally asymptotically stable. Ifξ r is unique, and thus equal to ξ r , then c * (r) = 0 and A s (c
is the point (r, ξ r ). If the map u c → f (u c ) is monotone, this applies to every value of r considered. Now we ask: to what extent does this asymptotic stability property also hold for the complete closed-loop system (1)-(4), (7), at least for ε > 0 sufficiently small? The answer is "semiglobally, practically". By this we mean:
Proposition 1: Let f (·) and r satisfy (9) . Let r generate the set A s (c * (r)) via the equations (10)- (12) . Let A f (u c ) be the set of points on the limit cycle of the van der Pol oscillator corresponding to the constant input u c , and define
There exist a continuous function ω s,o : 2 → ≥0 that is positive definite with respect to A(c * (r)) and proper on its domain, a continuous function ω f,o : 2 × 2 \ {0} that is positive definite with respect to A f and proper on its domain, β s ∈ KL and β f ∈ KL such that, for each δ > 0 and compact set Ω ⊂ 2 × 2 \ {0} there exists ε * > 0 such that for each ε ∈ (0, ε * ], the solutions of (1)- (4), (7) exist and satisfy, with x s := (v s , ξ),
and, with z :
for all τ ≥ 0 and z(0) ∈ Ω.
Proof. The result follows as a special case of our general results presented below. See, especially, Section V-A.
Remark II.1: For the case where the reduced closed-loop system (8) has an asymptotically stable point, the essence of (14) is already captured in [6] .
III. Unified Framework

A. Assumptions
We consider nonlinear dynamical systems with state x decomposed into a "slow" state x s ∈ ns and a "fast" state x f ∈ n f , and driven by a "slow" disturbance d s and a "fast" disturbance d f . The governing differential equation has the formẋ
where ε is a small, positive parameter. To fit time-varying systems into the form (16), we augment the state-space with the equationsṫ = 1 and/orṫ = ε. The equation (16) The "slow" (and, by extension, "fast") terminology we are using is justified by the following assumption which is geared toward ensuring that, when ε is small, the rates of change of t → x s (t) and t → d s (t) are small.
Assumption 2:
The following conditions hold:
2. For each T > 0 and ρ > 0 there exists ε * > 0 such that, for all ε ∈ (0, ε * ], 
In general, the condition on the set D s,ε does not impose that its elements are continuous, let alone absolutely continuous or possessing a uniformly small derivative. For example, in the special case mentioned in the preceding paragraph, equi-continuity of d s (·) does not necessarily imply that the derivative of t → d s (εt) exists or is small when ε is small. In this way, our statements will be related to "slowly-varying" results where the derivative of the disturbance is only required to be small in the mean, like in [38] and [28] . For the system (16), we are interested in the infinite time interval input-to-state behavior resulting from stability assumptions on two limiting systems that arise from (16) . The first limiting system that we consider, which is obtained from (16) by setting ε = 0 and using Assumption 2, is the systeṁ
We will refer to this system as the boundary layer system so that our terminology is consistent with the classical singular perturbation literature. We will use z bl to denote the composite state for this system, i.e., z bl := (x s , x f , d s ).
We express our stability assumption on the boundary layer system, which is to hold from a set H f of initial conditions, in terms of an output measuring function z bl → ω f,o (z bl ) and an input measuring function
functions take values in ≥0 {∞} and hence are not required to be continuous, a priori. When the boundary layer has a globally asymptotically stable origin, respectively closed set, we will use the output measuring function corresponding to the norm, i.e., z bl → ω f,o (z bl ) := |z bl |, respectively the distance to a closed set A, i.e., Another common input measuring function, relevant for the case where d f is used to realize the behavior of a differential inclusion, is the identically zero function.
Assumption 3:
There exists a class-KL function β f such that, for all initial conditions z bl (0) ∈ H f and all disturbances d f ∈ D f , the solutions of (18) exist and satisfy
for all t ≥ 0.
Remark III.4: For our motivational example, we can take ω f,i identically zero (we considered no disturbances), and
. Then, following the lead of Kurzweil [35] , and also of [71, Section 3.3], we can pick the function
where z = (v s , ξ, v f , I f ), A f is defined in (13) and µ > 0 is sufficiently large so that 
The given set D f doesn't formally satisfy Assumption 1 but if the differential equation (16) is independent of d 2 f then the solution set will be independent of the starting time, which is the reason for Assumption 1. In this case, the stability bound (19) relates the output measuring function to the integral of the actual disturbances d 1 f . In this way, with
we recover "integral input-to-state stability" of the set A introduced in [62] and studied in [3] and [4] .
In the next assumption, we define the right-hand side of a reduced system using the average effect of the boundary layer's asymptotic behavior on the right-hand side of the slow dynamics, F s . In what follows S bl (z bl , d f ) represents all solutions of the boundary layer system (18) starting at z bl under the influence of the function d f . The set R s represents a set over which we expect the x s component of the solution to (16) to range. The set K f is a set that we expect to be recurrent (see Assumption 6) for (x s , x f , d s ). The function ω av,i is another measuring function. The role of e(·) is to allow the possibility of an ensemble of solutions for the average system corresponding to multiple steady-state solutions of the boundary layer system.
Assumption 4:
There exist an integer m and a function F av :
there exists a measurable function e : ≥0 → m satisfying
Remark III.6: For our motivational example, we can take m = 0, F av to be the right-hand side of the reduced system 
) (see also the next remark for further clarification),
where v f bl (·) represents the evolution of the voltage in the van der Pol circuit with u c = sat(ξ) and ε = 1. For each value of ξ, the integrand is periodic with zero mean. Moreover, there is an upper bound on the period and a bound on the integrand. Thus, the integral is periodic in T with a known bound and so, for the given ρ, it is easy to pick T * > 0 so that (25) holds for all T ≥ T * . Note that ε * is arbitrary since the integral does not depend on ε.
Remark III.7: The way we restrict our attention to asymptotic trajectories of the boundary layer is by considering only those initial conditions z bl ∈ K f of the boundary layer (18) satisfying
(compare with (19) letting t → ∞). For the motivational example, this corresponds to only considering initial conditions of the boundary layer on a limit cycle, since ω f,i ≡ 0 and ω f,o is zero only on a limit cycle.
Remark III.8: As mentioned above Assumption 4, the role of e(·) in the definition of the average is to allow the possibility of an ensemble of solutions for the average system corresponding to multiple steady-state solutions of the boundary layer system. The average system proposed in [6] , expressed in terms of invariant measures and pertaining to the case where d s and d f are not present, is typically a differential inclusion with a nonempty, compact, convex right-hand side because the steady-state behavior of the boundary layer system is often different for different initial conditions. A differential inclusion can be recovered through e by taking the measuring function ω av,i to be identically equal to one and using the idea in Remark III. 
In Section V-C when we talk about a differential inclusion satisfying Assumption 4, we mean that (26) Another situation where e allows an ensemble of solutions is when d f is present and an equilibrium manifold for the boundary layer system is ISS. This situation is discussed in more detail in Section V-F.1. In the case whereẋ f = 1 and ω av,i is identically zero, Assumption 5 asks for a classical average, or the weak/strong average introduced in [51] . See Section V-H.
Assumption 4 is used to generate the reduced systeṁ
We make the following stability assumption for (27) from initial conditions in some set H s :
Assumption 5: There exists a class-KL function β s such that, for all ε > 0, all initial conditions
and all e satisfying ||e|| ∞ ≤ ||ω av,i (d f )|| ∞ , the solutions of (27) exist and satisfy
Remark III.9: For our motivational example, we can take
identically zero. The function ω s,o is positive definite and radially unbounded with respect to the compact set A s (c * (r)).
For the definition of this set, see equation (11)- (12) and the surrounding discussion.
Now we want to pass, at least approximately, from the stability bounds on the two limiting systems (see Assumptions 3 and 5) to the corresponding bounds on the original system (16). Assumptions 6 and 7, which follow, will make this possible. We will later guarantee Assumptions 6 and 7 by joining Assumptions 2-5 with regularity assumptions on the functions characterizing the problem.
In Assumptions 6 and 7, K s and K f are sets of initial conditions from which we want the stability bounds to apply.
The set K f is the same one considered in Assumption 4. The first of the final two assumptions asks that the solutions of (16) be close, in an appropriate sense, to the solutions of the boundary layer on compact time intervals.
Assumption 6: The following hold:
2. There exists T * > 0 so that for each T ≥ T * and δ > 0 there exists ε * > 0 such that for each ε ∈ (0, ε * ], each (16), there exists z bl (0) ∈ H f and a solution z bl (·) of (18) such that, with z(
and
The final assumption before our main result asks that the x s component of the solutions to (16) be close, in an appropriate sense, to the solutions of the reduced system, on compact time intervals of length proportional to 1/ε.
Assumption 7:
The following hold:
2. There exists T * > 0 so that for each T ≥ T * and δ > 0 there exists ε
, and each solution x s (·) of (16), there exists
Remark III.10: For our motivational example, we can take K s to be any compact subset of 2 that contains a neighborhood of A s (c * (r)), and we can take K f to be of the form 2 × Ω where Ω is a compact subset of
To make a convincing argument that Assumptions 6 and 7 hold for our motivational example, we need to wait until we specify sufficient conditions for these assumptions in Section IV. See
Remarks IV.1 and IV.3 and Section V-A.
B. General Result
We are now prepared to state and prove our main result. In the next section, we will give sufficient conditions for the functions defining the problem to guarantee that Assumptions 6 and 7 hold. After that, we will investigate the meaning of our assumptions for several applications. 
These values are finite according to the first items of Assumptions 6 and 7. Let δ > 0 be given and let δ > 0 be such that sup
The existence of δ follows from the properties of class-KL functions. Let T * 6 > 0 and T * 7 > 0 come from Assumptions 6 and 7, respectively, and define T * := max {T * 6 , T * 7 }. Then let T ≥ T * be large enough so that
The existence of T follows from the properties of class-KL functions. Let ε * 6 > 0 and ε * 7 > 0 come from Assumptions 6 and 7, respectively, for the pair (2T, δ). Define ε * := min {ε * 6 , ε * 7 } and consider an arbitrary ε ∈ (0, ε * ]. Let z(·) be a solution of the original system (16) starting in K f and let z bl (·) be the corresponding solution of the boundary layer system (18) given by Assumption 6. Then, from Assumptions 3 and 6 and using (36), we have that, for all t ∈ [0, 2T ],
Using (37) it also follows from (38) that for t ∈ [T, 2T ],
Finally, since T ≥ T * 6 it follows that z(T ) ∈ K f . Now, using the shift invariance of D s,ε and D f provided by Assumption 1, the argument can be applied repeatedly to obtain
The conclusion (34) then follows from (38) and (40) .
The conclusion (33) is obtained with a calculation like (38)- (40) using Assumptions 5 and 7.
IV. Conditions for close solutions
In this section we present sufficient conditions on the measuring functions in Assumptions 3 and 5 and the functions on right-hand side of the actual system (16) and the average system (27) that guarantee Assumptions 6 and 7 hold. Our first assumption concerns the measuring functions. This assumption is made to guarantee the recurrence of the sets K f and K s as in Assumptions 6 and 7.
Assumption 8: The following conditions hold:
4.
5.
6.
7. There exists α > 0 such that
Remark IV.1: For our motivational example, using the definition of ω f,o and H f in Remark III.4 and ω s,o and H s in Remark III.9, we see that we can take K s and K f as described in Remark III.10. Namely, we can take K s to be an arbitrary compact subset of 2 that contains a neighborhood of the set where ω s,o is zero, since c s,i = 0, and we can take K f to be 2 × Ω where Ω is an arbitrary compact subset of 2 \ {0} containing a neighborhood of the set
It is quite common to be able to pick K s and K f arbitrarily close to H s and H f , respectively, in order to satisfy all of the conditions of Assumption 8. In this case, according to our main results, the set of initial conditions from which the ISS behavior holds for the actual system approaches the set from which the behavior holds for the limiting systems.
The last assumption we make is on the continuity of the functions that define the problem. According to the statement of our main results and using Assumption 8, we expect the variable z = (x s , x f , d s ) for the system (16) to evolve so that x s remains in a neighborhood of the set
z remains in a neighborhood of the set
and, by definition,
On these sets, we assume Lipschitz and/or uniform continuity as follows:
Assumption 9: There exist L > 0, M > 0 and σ > 0 such that:
for each ρ > 0 there exists ε * > 0 such that (
L|x s − y s | + ρ .
Remark IV.2: The purpose of item 4a is to guarantee that if ω f,o (z) is close to c then z is close to the set {ζ :
Consider the special case where c f,i = 0. In this case, if it is possible to find η > 0 and a class-K function κ such that,
then item 4a is satisfied for any ε * ≤ min {η, κ(ρ)}). By the construction in Remark III.4, the condition (55) is satisfied for our motivational example.
Remark IV.3: For our motivational example, U f (σ) is a compact subset of 2 × 2 \ {0} for σ sufficiently small, and X s compact. The right-hand side of our example is locally Lipschitz and our measuring functions are continuous on these sets. Combining this observation with the previous remark establishes that our motivational example, in the appropriate time-scale, satisfies Assumption 9.
The main result of this section is that, under Assumptions 2-5, we can guarantee Assumptions 6 and 7, which are assumptions about trajectories, by replacing them with Assumptions 8 and 9 which are assumptions about functions. Proof. See Section VI-A.
Remark IV.4: The uniform (over U f (σ)) Lipschitz continuity of F f with respect to x f , respectively, F s with respect to x s , can be relaxed to mere continuity when all of the underlying sets are compact. One proof technique for such results uses the Arzela-Ascoli theorem directly. This approach has been taken by Artstein [10] , [6] , [7] , [8] . Another approach is to first convert a continuous right-hand side to a Lipschitz right-hand side, without destroying stability. The ability to do this derives from the results in [71] which in turn rely on the Arzela-Ascoli theorem. Once this first step is accomplished, the second step is to apply our results, which are proved using the Gronwall Lemma. This approach is illustrated by several of our applications below.
V. Applications
We now discuss how our general result applies to several situations where F s and/or F f have special structure that corresponds to classical robustness problems.
A. Motivational example: Proof of Proposition 1
Following Remarks III.2, III.4, III.6, III.9, III.10, IV.1, IV.2, and IV.3, we find that our motivational example satisfies all of the assumptions of Proposition 2. The result then follows from the combination of Proposition 2 and Theorem 1.
B. Linear and other homogeneous systems
When our results are applied to linear systems, they generate semiglobal practical results because of the offset δ > 0 in the conclusion of Theorem 1 and the conditions on K s and K f in Assumptions 6 and 7. Nevertheless, using the homogeneity of linear systems, it is an easy step to then assert that the system has a uniformly globally asymptotically stable equilibrium. This idea can also be used to remove the offsets when the linearization, if it exists, has appropriate properties. These themes have been investigated in more detail and for more general homogeneous systems in [47] .
C. Reduced system is an upper semicontinuous inclusion
As mentioned below (27) , the approach in [10] , [6] often produces a reduced system (27) that is a differential inclusion even though the original system (16) has no exogenous disturbances and its right-hand side is locally Lipschitz, so that solutions are unique. This is because the steady-state behavior of the boundary layer system is often different for different initial conditions. Reduced systems that are differential inclusions with compact, convex right-hand sides can be realized in our framework by taking ω av,i identically equal to one in Assumption 4 and exploiting e(·) to parameterize the set-valued map of the inclusion. However, since the right-hand side of the differential inclusion is typically only upper semicontinuous 4 , it is not possible for the resulting function F av to satisfy (54) . Nevertheless, when the inclusion has an asymptotically stable compact attractor, the inclusion can be inflated to a locally Lipschitz inclusion that includes the original inclusion while preserving every aspect of Assumption 4 except that ω s,i changes from being identically zero to identically equal to δ > 0 arbitrarily small. This is achieved using the main results of [71] , for example. Then the resulting locally Lipschitz set-valued map can be converted to a function depending on e satisfying (54) 
D. Weakly nonlinear oscillators
Our results can easily be applied to what [57, Chapter 5] refers to as "averaging over spatial variables". As an example, we consider systems of the formẋ
which arise when casting into polar coordinates the weakly nonlinear oscillator equationÿ + y = εg(y,ẏ). The state x s is associated with the magnitude of (y,ẏ) while the state x f is associated with the phase angle. See, for example, [ Proposition 3: Suppose g is continuous and zero at zero. Define
Suppose the system
has an asymptotically stable equilibrium point x * s > 0 with basin of attraction H s . Then for each compact set K s ⊂ H s and each δ > 0 there exists ε * > 0 such that for each ε ∈ (0, ε * ] there is a set contained in [x * s − δ, x * s + δ] × that is uniformly asymptotically stable with basin of attraction containing K s × .
Proof. This system satisfies our Assumptions 1 and 2 since we have no disturbances andẋ s vanishes when ε = 0. The boundary layer system associated with (56) isẋ
For this system we can take H f = 2 , and ω f,i and ω f,o identically zero so that Assumption 3 is automatically satisfied.
For Assumption 4 we take K f = 2 , R s to be an arbitrarily large, bounded interval, and F av given in (57) . With these choices, Assumption 4 is satisfied. With the assumptions of the proposition, Assumption 5 holds with ω s,i equal zero and ω s,o equal to any function that is zero at x * s , positive otherwise, blows up at the boundary of H s , and is continuous on H s . We note that H s does not contain the origin since g is zero at the origin. While it is not too difficult to see directly that Assumptions 6 and 7 hold, it also follows easily from our definitions for ω f,o , ω f,i , ω s,o , ω s,i , K s and K f that Assumption 8 holds, and from the periodicity of g with respect to x f and the continuity of g that, with the observations of Section V-C, Assumption 9 can be made to hold, with R s adjusted large enough so that the second item of Assumption 9 holds.
E. Two time-scale averaging in adaptive control
In this section we consider systems of the forṁ
which cover the class of systems studied in [55] , [54] , [58, Chapter 4] and [25, V.3] . The boundary layer for this system isẋ s = 0
The following illustration of our main results generalizes classical results for (60) by making minimal regularity assumptions and allowing a more general stability notion for the reduced system. Proposition 4: Suppose:
1. the boundary layer has a uniformly globally asymptotically stable invariant manifold given by the set of points
2. F av : ns → ns is such that (a) F av is continuous, (b) for each ρ > 0 and η > 0 there exist T * > 0 and ε * > 0 such that
(c) for the system 
the solutions of (60) exist and satisfy
Proof. Assumptions 1 and 2 are satisfied since we are not considering disturbances andẋ s vanishes when ε = 0. By supposition, Assumption 3 holds with
and H f := ns × n1 f × . Our assumption on F av implies that Assumption 4 is satisfied with ω av,i ≡ 0. This can be seen by noting that the solution of the last component of the boundary layer has the form x 2 f + t, where x 2 f is an initial condition which can also be thought of as an initial time, and then changing the variable of integration in the integral in Assumption 4 from t to x 2 f + t. Assumption 5 is easily satisfied with an appropriate choice for ω s,o . With the definitions of K s and K f and the fact that h(·, x 2 f ) is bounded on K s uniformly in x 2 f , there exists γ > 0 such that
It then can be readily verified that Assumptions 8 and 9 hold. Technically, F av doesn't satisfy the Lipschitz condition, but it can be inflated, as suggested in Section V-C, to become Lipschitz, without destroying the stability properties.
(See also the beginning of the proof of Proposition 9.) Also, technically, Assumption 9 requires Lipschitz continuity of B and uniform continuity of F s with respect to x 2 f . However, since ε does not influence the solution of x 2 f , this property is not needed. With these observations in mind, Proposition 2 and Theorem 1 give us the conclusion of the proposition.
F. Systems with a slow equilibrium manifold
In this section we consider two situations that illustrate the construction of an average system. For space reasons, we don't follow this with the application of our stability results. However, in each case, with the average system in hand, this paper's additional assumptions can be imposed and the main results invoked to deduce input-to-state stability for the actual system.
F.1 ISS manifold
We now discuss generalizations of the result in [14] . We consider the system (16) where Assumptions 1 and 2 hold and we suppose that
We suppose the boundary layer system (18) has an equilibrium manifold, given by the set of points
and this set is ISS with respect to the disturbance d f . In other words, Assumption 3 holds with ω f,o (z bl ) = |z bl | A f and ω f,i (d f ) = γ(|d f |) for some function γ : ≥0 → ≥0 that is continuous, nondecreasing, and zero at zero. For the special case where h is continuously differentiable and γ(s) ≡ 0, this is the problem considered in [14] . The proposition below together with the general results of this paper make possible several extensions compared to [14] , e.g., the slow manifold of the boundary layer can be nonsmooth and ISS with a nonzero gain, the ISS property for average system can be with respect to a set, and the stability assumption for the reduced system can be expressed naturally in terms of an ISS bound on the trajectories rather than in terms of an ISS-Lyapunov function.
Proposition 5: Suppose Assumption 3 is satisfied as described above, F s has the form in (70), the sets R s , V s V f and K f are compact, and the functions F s and h are continuous. Then Assumption 4 is satisfied with
Proof. We first establish the preliminary result that Assumption 4 is satisfied with the given F av and
In the integral in Assumption 4 we consider solutions φ bl of the boundary layer that satisfy
and hence, by Assumption 3 and β f (s, t) ≤ β f (s, 0),
For each t let a(t) = (a 1 (t), a 2 (t), a 3 (t)) satisfy
Define e(t) := φ bl (t) − a(t). Then, since the first and third components of φ bl (t) are constant and equal to x s and d s ,
we can write
With the continuity of F s with respect to ε, this establishes the preliminary result.
Now we prove the proposition. Given ρ > 0 and exploiting the definition of F av and continuity of F s , which is uniform over compact sets, let ε * > 0 be such that
Let e(·) satisfy
and |e(t) − e(t)| ≤ ε * for all t ≥ T *
over the compact sets of interest and define T * := 4M T * 1 /ρ. Then, combining (80) and (83), and the definition of T * ,
we have that, for all T ≥ T * , and all ε ∈ (0, ε * ],
With the continuity of F s with respect to ε, this establishes the result.
F.2 Unstable manifold
We now demonstrate, like in [6, Remark 5.1] (see also [10, Section 7] ), that our formulation allows the boundary layer system to have an unstable equilibrium manifold. Consider the systeṁ
where c is a positive constant to be specified. It is interesting to note that the trajectories of this system's boundary
are bounded, but the x f component of the actual system may be unbounded even if (x s , d s ) remains bounded.
It is easy to see that the boundary layer system (86) satisfies Assumption 3 with
Regarding Assumption 4, we have the following proposition.
Proposition 6: Suppose that F s is continuous and periodic in x f with period ϕ, h is continuous, c = π/ϕ, and
Then Assumption 4 is satisfied with
Proof. Since, on compact sets, F s is uniformly continuous and h is bounded, there exist ε * > 0 such that, for all
and all integers j, we have
Without loss of generality, assume that ε
Let µ > 0 be such that, for all ψ satisfying |ψ| ∈ [ε * , ϕ − ε * ], we have
Define T * 1 := (ϕ − 2ε * )/µ and T * := 2M T * 1 /ρ. We now consider the integral in Assumption 4. From (90) it follows that each trajectory of the boundary layer spends no more that T * 1 seconds in the condition where x f (t) = h(x s , d s )+jϕ+ψ(t) with |ψ(t)| > ε * . For such times, the bound (89) is applicable. Otherwise, the bound (88) is applicable. So we have, for
G. Regular and slowly varying perturbations
G.1 The generic case
Consider the special case where the fast dynamics don't depend on the slow dynamics and we are only interested in the fast dynamics. In this case we can take F s , F av , ω s,o and ω s,i all equal to zero so that Assumptions 4 and 5 automatically hold. We will suppose Assumptions 1 -3 hold, where our boundary layer system iṡ
We are interested in the robustness of the assumed ISS property for this system to regular and slowly varying perturbations. Regular perturbations are introduced through ε > 0 and slowly varying perturbations are introduced through the variance in d s (·). We impose Assumptions 8 and 9 which mainly become conditions on K f , ω f,o , ω f,i , and F f . In fact, it turns out that item 4a in Assumption 9 can be dropped for this special case. We extract what remains of Assumptions 8 and 9 in Assumptions 10 and 11 below:
Assumption 10: The following conditions hold:
3.
4. there exists α > 0 such that
Like before, we expect that z = (x f , d s ) will evolve in a neighborhood of the set
with (d s , d f ) evolving in V s × V f and we impose appropriate continuity conditions on these sets.
Assumption 11: There exist L > 0 and σ > 0 such that
2. for each ρ > 0 there exists ε Proof. See Section VI-B.
Remark V.1: It is also possible to allow on the right-hand side of (98) an additional nonnegative term, say ε| ω(d f )|,
In this way results on small in the mean regular perturbations, like those in [75] , can be recovered.
We have not pursued this due to space limitations.
G.2 Total stability
A simple situation that should be emphasized is when there are no disturbances, at least when ε = 0 and the "boundary layer" has an asymptotically stable compact attractor A f having basin of attraction H f . For example, consider the van der Pol equation with asymptotically stable periodic orbit and basin of attraction 2 \ {0}. A straightforward consequence of Proposition 7 is that the attractor is semiglobally, with respect to H f , practically asymptotically stable in the parameter ε, where ε = 0 can introduce arbitrary bounded disturbances scaled by ε. This is a fairly well-known result but certainly more widely appreciated for an asymptotically stable equilibrium which is the situation covered by classical "total stability" results. Total stability for compact attractors can also be proved by appealing to converse Lyapunov functions, e.g., see [71] . With either approach, F f can be merely continuous. However, with the approach taken here a preliminary step is required to convert the continuous right-hand side to a Lipschitz right-hand side, as has been done for several of the preceding applications.
G.3 Systems with a slow equilibrium manifold
Many of the classical results on robustness to slowly varying parameters require the existence of a continuously differentiable equilibrium manifold (see, for example, [29, Section 5.7] . It is noteworthy that our results, specialized to equilibrium manifolds, impose no differentiability requirements. For example, we address slowly varying results for the
which has a slow equilibrium manifold given by the set of points satisfying x f = (d s ) 1/3 . Differentiability conditions are avoided by working with measuring functions like the distance to the manifold, which is a globally Lipschitz function regardless of the continuity properties of the function defining the manifold, instead of working with the error
where h is the function characterizing the equilibrium manifold for the boundary layer system. Through the distance to the manifold, we are able to see that slowly varying parameters or parameters with small jumps do not cause drift far from the manifold, even without assuming differentiability of the function defining the manifold.
H. Classical averaging
We again consider the case where the fast dynamics don't depend on the slow dynamics, this time by virtue of the assumption that x f is a scalar and
In this case, the solution to the fast subsystem can be associated with time and different initial conditions correspond to different starting times. In order for the fast subsystem to satisfy Assumptions 3 and 6 we will take ω f,i and ω f,o to be identically zero, and H f and K f to be ns +1 . We impose Assumptions 1 and 2. In Assumption 4, φ f bl (t) = x f + t.
In the special case where ω av,i ≡ 0 Assumption 4 in this setting is the weak/strong average introduced in [51] . For the average system (27) we impose the stability condition in Assumption 5 and we are interested in the degree to which the actual system inherits the properties of the average system. We impose Assumptions 8 and 9 which mainly become conditions on ω s,o , ω s,i , K s , F s and F av . In fact, it turns out that the continuity of F s with respect to x f in Assumption 9 can be dropped. We extract what remains of Assumptions 8 and 9 in Assumptions 12 and 13 below:
Like before, we expect the state x s to evolve in a neighborhood of the set
(d s , d f ) to evolve in V s × V f , and we assume the appropriate type of continuity on these sets.
Assumption 13: There exist L > 0, M > 0 and σ > 0 such that 1. ω s,o is uniformly continuous on X s + σB,
, and Assumption 4, 5, 12 and 13 hold then Assumptions 3,6-7 hold.
Proof. See Section VI-C.
Remark V.2:
The result of this proposition is similar to the results presented in [69] and [70] . It yields a generalization of the result in [51] , allowing a more general stability assumption for the reduced system. Even for the standard ISS case, the assumption on the boundary layer is now more naturally stated in terms of an ISS bound on the trajectories rather than in terms of an ISS-Lyapunov function.
I. Partial averaging
Partial averaging is the label given to the case where the differential equation depends on a slow time parameter in addition to a fast time parameter. Early partial averaging results are obtained in [13, §8] , [45] (for finite time intervals), [59] , and [55] (in the context of two time-scale averaging).
Our results address partial averaging by including as state variables a slow time state and a fast time state, i.e.,
where p is a part of x s and q is a part of x f .
We note that the regularity of F s and F av with respect to p that is needed is less than what is indicated in Assumption 13 since the evolution for p, in the transformed time-scale, is not a function of ε. Due to space limitations, we don't pursue this relaxation here.
J. Pulse-width modulated control systems
In this section we study nonlinear systems controlled by pulse-width modulation. We consider the model Because u(·) is discontinuous, we typically need a generalized notion of solution for (107). We will consider Filippov solutions which correspond to the differential inclusion that arises by replacing u(·) in (107) by the set-valued map
Notice that u(s) ∈ U (s) for all s.
Proposition 9: Suppose the functions f , g, h are continuous and that the system 
Proof. According to [71, Proposition 3 ] there exist β s ∈ KL and ω s,o as given in the proposition so that all solutions of the system (111) satisfy, for all
According to the main result of [71] 1. the trajectories of the systemẋ
satisfy
for all x s (0) ∈ H s , all ||e|| ∞ ≤ 1 and all ε > 0;
2. for each compact set R s ⊂ H s there exist L > 0 and ρ > 0 such that
We just need to show that F av is an average for a function (
and Assumptions 12 and 13. To construct such an F s we define, for each δ > 0,
and we note that, from (108)-(110), we have
Therefore, with δ = 0.5ρ we have
It follows that there exists T * > 0 such that for all T ≥ T * , all x f and all x s ∈ R s ,
Finally, it is not difficult to construct a function u δ : × → and L δ > 0 such that, for all s ∈
and for all
So all of the required conditions are satisfied by defining
VI. Technical Proofs
A. Proof of Proposition 2
A.1 Summary
The proof of the proposition is decomposed into seven claims. These claims establish the following:
1. If x s (·) stays close to X s and z(0) and z bl (0) belong to K f and are ε close then, by choosing ε small, z(·) can be made to stay arbitrarily close to z bl (·) on arbitrarily long compact time intervals.
2. If x s (·) stays close to X s and z(·) starts in K f then, for a long enough compact time interval, z(·) returns to and
3. Because of this and following the proof technique of the main theorem, if z(·) starts in K f then z(·) satisfies the bound in the main theorem over any time interval such that x s (·) remains close to X s . The value of ε only depends on the offset desired. It does not depend on the length of the time interval.
4. Because of the properties of z(·) given above, the bound on the integral in the definition of average remains qualitatively the same even when z(·) replaces z bl (·).
5. Because of this and the bound on F s and F av , by choosing ε small, x s (·) can be made to stay arbitrarily close to x s,av (·), and hence close to X s , on arbitrarily long time intervals with length of order 1/ε.
6. The fifth and second claim are combined to establish Assumption 6.
7. The fifth claim is used to establish Assumption 7.
The first step in the proof of each of these claims is to define what is meant for ε to be sufficiently small and/or the time interval to be sufficiently large. The second step is to use Assumption 9 to bound the derivatives of the trajectories.
A contradiction argument is needed for this because we are assuming bounds only in the set in which we are trying to prove the trajectories remain.
A.2 Preliminaries
Throughout the proof we will use, without loss of generality,
The values c f,0 , c f,i , c s,o , c s,i and α > 0 come from Assumption 8. The values M > 0, L > 0 and σ > 0 come from Assumption 9. Relying on the definition of X s above Assumption 9 and the uniform continuity of ω s,o on X s + σB provided by Assumption 9, let σ ∈ (0, σ/2] be such that
A.3 Claims
Claim 1: For each δ > 0 and T > 0 there exists ε * > 0 such that
Proof.
Step 1: Definition of ε * Let T > 0 and δ > 0 be given and without loss of generality assume that δ < σ. Define
For this ρ let Assumption 9 generate ε * 2 > 0. Then define ρ = min {δ, ε * 2 } and define
Let ε * 4 come from the second part of Assumption 2 for ρ and T . Then define
Step 2: Behavior of trajectories Assume the conditions in (127). Using the definition of ε * , the definition of ε * 4 and Assumption 2, we have for all t ∈ [0, T ],
Next, since
it follows that x s bl ∈ X s + σB.
Then, from item 2 in Assumption 8, the definition of c f,o and c f,i in Assumption 8, the definition of Z f above Assumption 9, Assumption 3, and
We definet
It follows from ε * ≤ ε * 2 /2, z(0) ∈ K f and (135) thatt is well-defined,t > 0, for all t ∈ [0,t),
and ift < T then either |z(t) − z bl (t)| ≥ σ or |x s (t) − x s bl | = ε * 2 . Supposet < T . Due to (134), (138), and the last point of Assumption 9, we have for almost all t ∈ [0,t],
From these two conditions and (130)- (133), it follows that
and Claim 2: There exists T * > 0 such that for each T ≥ T * and δ > 0 there exists ε * > 0 such that
imply that
Step 1: Definition of T * and ε Suppose z(0) ∈ K f and x s (t) ∈ X s + σB for all t ∈ [0, T ]. Then, using Claim 3,
and, also using (155),
We consider the integral in (154) by breaking the interval of integration into the subintervals 
Now we show that the integral over each of the remaining intervals can be bounded in norm by εT ρ/(2 ). This will establish our desired result. For the jth interval, j = 2, . . . , + 1, define t j := T * 2 + (j − 2)T * 1 and note that, according to (158), ω f,o (z(t j )) ≤ ||ω f,i (d f )|| ∞ + ρ. Using item 5 from Step 1 of the proof, let z cj satisfy ω f,o (z cj ) ≤ ||ω f,i (d f )|| ∞ and |z cj − z(t j )| ≤ ε * 2 . Let z blj (·) denote the solution to the boundary layer system starting at z cj . Using item 4 from Step 1 of the proof, it follows that |z(t) − z blj (t)| ≤ min ε * 0 , ρ 8L for all t ∈ [t j , t j + T * 1 ]. We define (y sj , x f bl j (t), w sj ) := z blj (t). It follows from item 2 from Step 1 of the proof, (157) and the assumption on x s (t) that, for all t ∈ [t j , t j + T * 1 ], |F s (x s (t), x f (t), d s (t), d f (t), ε)− (160) F s (y sj , x f bl j (t), w sj , d f (t), ε)| ≤ ε ρ 12 and |εF av (x s (t), d s (t), d f (t), e(t))−
εF av (y s,j , w s,j , d f (t), e(t))| ≤ ε ρ 12 + ε ρ 12 = ε ρ 6 .
From this, (163) and ε * ≤ ε * 1 < δ/2, it follows that for all t ∈ [0,t], |x s (t) − x s,av (t)| ≤ ε * + δ 2 < δ < σ .
It follows thatt ≥ min {T * , T /ε}. If T /ε ≤ T * we are done. Otherwise, suppose T * ≤t < T /ε. Due to the computations above, the last point of Assumption 9, and the results of Claims 3 and 4, we have, for all t ∈ [T * ,t], Proof. This result derives from Claim 5 in the same way that Claim 2 derives from Claim 1.
B. Proof of Proposition 7
The proof of Proposition 7 follows the same lines as the proofs of Claims 1 and 2 in Section VI-A. Indeed, notice that the conclusion of Claim 2 when there is no x s component to the solution is exactly the form of Assumption 6. Moreover, Claims 1 and 2 were proved using only the assumptions that are made in Proposition 7.
C. Proof of Proposition 8
The proof of Proposition 8 follows the same lines as the proofs of Claims 4 and 5 in Section VI-A. Indeed, since Claims 1-3 of Section VI-A hold by assumption, we can enter the proof of Proposition 2 at Claim 4 and continue to establish the result. We note that, in the proof of Claim 4, continuity of F s with respect to x f is not needed because of the fact that the x f component of the solution to the boundary layer system is the same as the x f component of the actual solution.
VII. Conclusion
We have developed a unified framework for studying robustness of the input-to-state stability (ISS) property and have presented new results on robustness of ISS to slowly-varying parameters, to rapidly varying signals, and to generalized singular perturbations. The framework assumes a time-scale separation between slow and fast variables which permits the definition of a boundary layer system like in classical singular perturbation theory. To address various robustness problems simultaneously, we have allowed the asymptotic behavior of the boundary layer to be complex and have required it to generate an average for the derivative of the slow state variables. Our main result has shown that if the boundary layer and averaged systems are ISS then the ISS bounds also hold for the actual system with an offset that converges to zero with the parameter that characterizes the separation of time-scales. The set of initial conditions from which this ISS behavior holds approaches the set from which the behavior holds for the limiting systems. The ISS notion that we have used permits general attractors and general measures on disturbances. We have shown how our general framework connects to and generalizes many different types of robustness established in the literature.
