The ultimate challenge of the semantic multimedia database research is to provide a system that can retrieve the most relevant and semantically accurate multimedia data (image, audio, text) 
Introduction
Multimedia data is increasing at an exponential rate so the problem arises for managing the data. So there is a need for the system that effectively and efficiently manages and retrieves the data [video] . In past the trend is simply extracting the text data by using keyword matching techniques. Now with the passage of time the trend is shifted from text to image. Image can be retrieve by using different pattern matching and similarity measuring techniques. Now the trend is shifted to videos. As the video is the best way to convey the complete information as they are using all the modalities.
Multimedia indexing helps in easily accessing the video from the video data base (archives). When the video is first input the video is divided inorder to extract the complete information at the granularity level due to the rich semantic nature of videos. It divides the video into sequence of shots then the shots are divided into sequence of scenes and scenes are further divided into sequence of frames ( as shown in fig-5 ). Each frame is just like a single image. The frames are first computed for extracting the features from the frame that represent their contents. The indexing assigns each image a set of descriptors or indices, which will be further used for retrieving. The most relevant images or frames and removing the extraneous parts. Indexing is an offline process, it is done only once and will be used again and again.
Different search engine perform indexing in different ways e.g. Google indexes the entire page or sometimes part of it and also store the metadata about the page such as title, headings, main objects etc. Alta vista indexing strategy involves storing every text word of the page being indexed.
Multimodal Analysis
In case of text documents the ideas are expressed by using text, incase of audio the ideas are expressed by using speech and incase of image by using objects. So the intention of the author can be easily extracted because all are unimodal. While in case of videos all these modalities are used simultaneously conveying the idea. Video contain visual modality, textual modality and audio modality. Approaches to video indexing would first separate the audio stream, video stream and textual data. Audio stream is indexed as a text by using automatic speech recognition techniques. Whereas image can be indexed by using different object and feature extraction techniques.
[1] snoek and worring defines modality as the capacity of an author to express a predefined semantic idea by combining a layout with specific content using at least two information channels.
The syntactic structure of the video is a combination of three modality with a specific content, Nida Aslam, Irfanullah, Kok-Keong Loo, Roohullah i.e. textual modality, auditory modality and visual modality. These modalities can be further decomposed for indexing purpose.
Textual Modality
All the textual resources that describe the contents of a video fall in this category. For indexing the textual modality is further subdivided into artificial text and Scene text. • Middle: This text usually explains the scene in the video and this is mostly related with the information about that specific scene of the video, the information may vary from scene to scene but in most cases it is name of the place, objects in the scene, date at which the scene captured.
• End: This type of text is almost at the end of the video and defines the conclusion/remarks. It can further categories into staring, conclusion/remarks, production company, etc
Scene Text:
A text that is a part of the scene during video capturing, it can be further categorized into product name, banner text in a video shots. 
Auditory Modality
It contains speech, music and environmental sounds that can be heard in a video. For indexing point of view the auditory modality is further divided into speech, music and environmental (sound of objects like birds, vehicles etc). The overall hierarchy is shown in figure2.
Visual Modality
As visual data is perceived differently by different people. It contains everything either naturally or artificially created that can be seen in a video. The visual modality is further decomposed into scene, shots, frames, image segment as describe in fig:
• Scene: Represent semantic video units. Combination of scene makes a video.
• Shots: Represent a physical/fundamental video unit and capture a continuous action from a single camera combination of shots constitute a scene.
• Frames: Fundamental unit of shot. It's just like an image. Group of frames makes a shot.
• Frame / image segment: Frame is a combination of different objects and segments. 
Semantic Indexes
Video data is hierarchical in nature (as defined in section-II) and this hierarchy is used in indexing. Firstly the video is segmented, this segmentation is on the basis of contents. Contents involve people detection, object detection, event and scene detection etc. After segmentation the features i.e. the semantics are extracted. 
Content based video indexing
As the video has a rich semantic so a thorough understanding is required in order to extract the semantic at the granual level. The main component of a video document is its semantic content. Semantic content is the idea, knowledge, story, message or entertainment conveying by the video data. Content based video indexing techniques are determined by the extractable information through automatic or semiautomatic content extraction.
[2] Zhong and Zhang proposed an architecture for content based video indexing and searching. 
Categories for Content Based Video Indexing
Content based video access and indexing can be grouped into high-level, low-level, domain specific indexing 4.1.1. High-level indexing: Index on the basis of high level features e.g. action, time, and space. The main advantages of high-level indexing are that it can give more accurate semantic correct result. In high-level indexing, the high-level and low-level features are map to reduce the semantic gap.
Low-level indexing:
Index on the basis of low-level features e.g. colour, shape, and texture. Here no semantics is attached. Video can be retrieve by simple pattern matching and similarity measuring techniques. The main advantages of low-level indexing are that it is automatic and fast as compared to high-level indexing.
Domain specific indexing:
These technique uses high-level structure of video to constraints the low-level features extraction and processing. [3] Indexing can be performed on the basis of Feature based, Annotation based and Indexing by bridging the semantic gap.
Indexing Techniques

Feature Based Video Indexing
There are three main-level of semantic feature extraction.
• Low-Level Features: Contains very lowlevel of semantic information. Low-level features can be extracted by colour histogram, similarity measures and pattern matching.
• Medium-Level Features: Contains a limited amount of semantic information, e.g. content-based, car, plane, beach etc. Medium-level feature extraction can be done by different object detection techniques. It bridges the gap between the low-level and high-level.
• High-Level Features: Contains a large amount of semantic information, .e.g. Automatic Growing Trend from Uni-to-Multimodal Video Indexing Nida Aslam, Irfanullah, Kok-Keong Loo, Roohullah speech recognition, object recognition and face recognition etc. Features based indexing can be categorized on the basis of segment, object and event.
Segment-Based Video Indexing
Video is divided into group of segments (shots) that have similar story. Segments consists of group of frames, these frames represents the main event or the concepts, storage that whole frames. Segment based video indexing make use of the hierarchical nature of video. Frame as a single image, shots sequence of frame having similar characteristics, scene as a group of shots having similar semantics concept or contents and story as a group of scenes having single story. As we move down the hierarchy we are moving from high to low level .i.e. from generalization to specification. 
Object-Based Video Indexing
According to object based video indexing, video is a collection of different objects. Their attributes and spatio temporal relationship among them. By using different object extraction techniques object based video indexing can be done. MPEG-4 is introduced by Moving Picture Expert Group as an ISO/IEC standard is an object based coding standard of video objects having specific shape, size, colour, texture etc. It deals with the representation of audio visual objects that are semantically relevant. Each object is coded independently, so object based video indexing can be easily done in videos that are compressed using MPEG-4 standard [4] .
Object-based video indexing will be efficient for the videos that contain limited number of objects such as sports videos and will be difficult for videos that contain so many objects e.g. party scene, wedding ceremony etc.
Event-Based Video Indexing
An event can be defined as a collection of objects that have a spatio-temporal relationship among them. It contains the group of frames. Events include temporal texture, activities and isolation motion events.
Events can be categorized into generic and specific event.
• Some events in a video are repeating e.g. in case of sport videos most of the events are repeating while some are non-repeating.
• Event-based video indexing are suitable for that videos that can be divided into well defined events e.g. sports, news videos etc. 
Annotation-Based Video Indexing
Annotation is a process in which an extra text or label is added to the video describing the entire contents, concepts of video without changing the video contents. Video data can be managed to annotate the semantic of video segments using keywords. Manual annotation of segments is ineffective and very tedious.
The main drawback of this approach is as follows.
• Visual information is perceived different by different people.
• Frame can't be fully explained or described by the word.
• Sometimes user can't explain in words what they want. In annotation based indexing the video is divided into classes and subclasses e.g. video is divided into news, sports, entertainment. Then news can be further Annotation based video indexing can be achieved by MPEG-7 annotation based video indexing, that provides a rich set of standardized tools to describe multimedia objects. MPEG-7 consists of multimedia description scheme (MDS). MDS comprises set of Description tools, dealing with generic and multimedia entities [5] . MPEG-7 MDS describe the multimedia contents by its structural and semantic aspects. Semantic DS describe semantic entities e.g. objects, events, semantic concepts etc. Extraction tools in MPEG-7 perform feature extraction for a single element of the multimedia database that helps in the indexing process.
Indexing by Bridging the Semantic Gap
The following section overviews the indexing techniques/methods that can bridge the semantic gap. The author of the video has some intention when authoring the video.
There are two types of gap as describe by [6] i.e. Intention gap and Semantic gap 5.3.1. Intention Gap: the lack of coincidence between the information that an author can produce into the multimedia data and the interpretation that user may give to the data. 5.3.2. Semantic Gap: the lack of coincidence between information that machine can extract from the multimedia data and the interpretation user may give to the data. Semantic gap is due to the fact that the machine can extract and compute the low-level features but fails to compute the high-level features. Semantic gap is not only to relate the high level features to low-level. It basically understands the meaning behind the query.
Indexing by bridging the semantic gap can be achieved by query-by-example with relevance feedback.
Open Issues
Although much of the research has been done on the efficient and accurate way to search and retrieve the semantically correct multimedia data. But yet there are some issues that need to be considered. 6.1. Need for generalized multimodal video indexing techniques 6.2.
Multimedia data (video) does not have a single unique semantic, so how do we highlight the semantic that will be further used for content based multimedia indexing.
6.3.
The main challenge or complexity in video indexing and searching is that video data is multimodal. There is a need of a system that can decide that which modality is combined or used in order for maximum effectiveness and accurate searching.
6.4. Need of the framework for indexing that select the most appropriate mode for indexing or using the different modality combination?
Conclusion
Research in multimodal video indexing in past focussed only on the low-level and only on single modality but now the trend has moved from single modal to multimodal, much of the research has been conducted on video indexing but still there are some issues that need to be addressed. The main concern is bridging the semantic gap. This paper provides a comprehensive overview of different multimodal video indexing techniques and a few issues are identified.
