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where (T l9 (T 2 , £1, /C 2 and L are positive constants, and T is an arbitrarily fixed positive number. The last equation (1. 5) expresses the heat balance and is called the Stefan condition. This condition (1. 5) gives the speed of propagation of the free boundary. Specifically, the functions
Hi and u z may be interpreted as the temperature of the water existing in 0<.r<OCO an d that of the ice existing in s(f)<^x<^L, respectively, which contact at the front x = s(f) with each other. For the moment we assume an appropriate smoothness for g l9 g z , f\ and f 29 and we make the following four assumptions for these Stefan data. First we assume that the initial data are bounded by quadratic functions both from above and from below: For the boundary data we make .
10; j + --------, T-----•
In the preceding paper [7] we proposed a finite element scheme for solving the one phase problem and discussed the stability and the convergence of the scheme assuming that the initial data is bounded by a linear function from above. In the one phase problem the free boundary function s(t) is monotone with respect to t, while in the two phase problem s(/) is not monotone in general, so that we need quadratic or some other kind of functions as the bounding functions of the initial data in order that the maximum principle holds with our scheme. Cannon and Primicerio [2, 3] proved the existence and the uniqueness of the solution of (1. !)-(!. 5) assuming that the initial data are bounded b}-exponential functions under a similar assumption as Assumption D, Various numerical methods have been presented for solving the one phase Stefan problem in one space dimension. See, for example, Douglas and Gallie [4] , Meyer [6] , Bonnerot and Jamet [1] , Nogi [10] , Kawarada and Natori [5] and Mori [7] . See also Mori [8] for the numerical solution of the Stefan problem in two space dimension.
The purpose of the present paper is to present a finite A I element method for solving The mathematical tool which can be used in order to prove these inequalities is the maximum principle. We shall show here only the inequality (1. 20) [7] for the derivatives of (pj (x 9 1) with respect to x and t.
Now we apply the Galerkin method based on the basis functions constructed above. We expand the approximate solutions tl l and u 2 of and Af l5 A/ 2 are mass matrices, K ly K 2 are stiffness matrices, and N ly N z are velocity matrices [7] . We note that the matrices M lf K^9 N! are of (H! -1) X (X + 1) and M 2 , K 2) N 2 are of (« 2 -1) X (w z -f-1) .
If we use the basis functions 
Consistent Mass System:
We have only to replace the mass matrices by the following ones:
0; otherwise.
In the next step we discretize the time t using an equal time mesh
At: (2.14) t w and replace the time derivatives of a\ and a 2 by the time differences:
Then we have simultaneous algebraic linear equations from (2. 6) .
Similarly we make an approximation
where As n is the increment of s n (t) from t=(k -Y)At to t = kAt. We compute As n by replacing the gradients of HI and u 2 at x -s(t) by those of #! and w 2 at x = s n (f) in the right hand side of (1.5). Although the functions {u ly u 2 , s n (t) } should be computed simultanously and consistently, we employ an approximation such that we compute {u lf u 2 } and s n (t) alternatively.
We summarize here the whole procedure obtained. We introduce a parameter d with 0<0<1, which denotes the mixing ratio of the forward difference (6 = 0) and the backward one (d = T) in the discretization of the time derivative.
Initial Routine:
General Routine;
Repeat the following process for k = l 9 2 9 '-9 m.
(i) Compute As n (kAt) and s n (k£t} using a y ((£-l) J*) and ^B ((*-!) At) by means of 
In this section we consider the stability of the scheme (2. 17) -
Here we shall confine ourselves to the case of the lumped mass system, while the stability of the scheme of the consistent mass system will be referred to at the end of this section.
In order to simplify the description we introduce
When the argument is kAt, it may be omitted. AI and /L 2 correspond to the parameter h = 6At/h, where h is the space mesh size, appearing in the finite difference or in the finite element method for the usual heat equation. In the present case, since hi and h 2 are time dependent, â nd A 2 also depend on t.
We define here two linear discrete operators P l and P 2 : In addition to the assumptions for the Stefan data given in § 1, we make two assumptions for the choice of the parameters n l9 n z and At. We set Assumption F (lumped mass system).
We shall see later that b n <s n (kAt)<bjt, so that If and 1 2 M are the upper bounds of AI and A 2 , respectively.
Note that, Assumption E becomes trivial as j£->0 and n ly n 2 ->oo while Assumption F remains essential except when 0 = 1.
The aim of the present section is to establish the stability theorem, which will be obtained as a byproduct of the proof of the following finite element analogue of (1.17) (see Fig. 1 ):
We shall prove these inequalities by induction with respect to k, and for that purpose we need the following five lemmas. 
We can prove the left inequality of (3. 14) in the same way supposing that 4s n (Ut)<0.
Q.E.D. 
A (*JO ^*il A
Proof. We begin with the first inequality. 
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The second inequality can be proved as follows. The other inequalities can also be proved in a similar way.
Q.E.D 8
Finally using Lemma 4, we have the following local maximum principle for the present scheme, the proof of which is exactly the same as that of Lemma 1 in the preceding paper [7] . In view of the boundary condition The other three inequalities can also be verified in the same way with the aid of the following three inequalities:
Lemma 6 asserts that, under Assumptions A, B, C s D 3 E and F, the maximum principle in the sense of Lemma 5 holds for the present scheme (3.6) locally at each k = l 9 2 9 --9 m 9 so that for stability we have
Theorem 1 (lumped mass system). U?ider Assumptions A, B 9 C 9
D, E and F, the scheme Assumption F (consistent mass system). ; + i = fl*-1 , .7=1,2, Now we make two assumptions for the limit J/-»0, ;? l5 ?? 2 ->oo and for the smoothness of the initial and the boundary data.
Assumption G.
in GiT&At
Assumption EL (4. 3) /!, / 2 e C 2 (x), gf lf g 2 e C 1 (^).
'
We extend the approximate solutions {u l9 u 2 , Sn(f)} which are defined only at the discrete points t -kAt to those defined also at the inter- This inequality together with (4.5) implies the equicontinuity of { Q.E.D.
According to this lemma, we can extract a subsequence from {s n (t)} which converges. Namely, if we write this subsequence as {s n (t)} anew, and if we let the limit function be Soo(0» then for any £>0 we have In the next step we regard the boundary function s(t) to be the given function $"(£), which is uniformly Lipschitz continuous, and let HI be the solution in D 1 and u z be that in D 2 of the heat equation (1. !)-(!. 4) associated with the moving boundary $«,(£). Then, if we consider the domains D l and D 2 separately, we can prove in the same way as in the proof of § 4 of [7] that u 1 and u 2 converge uniformly to HI and u 2 , respectively, as At-^Q, n lf n 2 -+oo under Assumptions A, B, C. D, E, F, G and H. The only different point is that in [7] s n (t) and SOD (£) a re monotone while in the present case they are not monotone, so 
Then, by considering D l and D 2 separately, we can prove the following lemma. For the proof see Lemma 5 in [7] .
Lemma 8 (lumped mass system, 6 = 1). Under Assumption A, B,C, £», £, F and H,
We can also show that the following inequalities are valid as in the same way as in the proof of Lemma 6 in We can verify a similar inequality in D 2 , and from these inequalities in view of (4. 12) and (4. 15) we conclude (4. 16).
Q.E.D.
We write This shows that u l9 u z and s^ (/) satisfy (1. 5) .
Finally, the assumptions for the Stefan data made by Cannon and
Primicerio [2] cover the assumptions in the present paper, and hence the solution of (1. !)-(!. 5) is unique [2] , so that we have the main Although the scheme given at the end of § 2 is very simple and easy to compute, the speed of convergence has been observed to be a little slow. However, it can be remarkably improved with a slight modification of the scheme. The idea is to revise As n and s n at each step immediately after the new data are obtained. The improved scheme is as follows.
Initial Routine: In the definition of c* of (4.9) we replace h v ((k -T) At) by z n (t) in Lemma 10 should be modified to be s n (X) with (6.6) and those with the finer parameters (6.7) are less than 10~3 at the points corresponding to the mesh points of the solution obtained with (6, 6) .
