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Metabolomics data are complex with a high degree of multicollinearity. As such, multivariate 
linear projection methods, such as partial least squares discriminant analysis (PLS-DA) have 
become standard. Non-linear projections methods, typified by Artificial Neural Networks 
(ANNs) may be more appropriate to model potential nonlinear latent covariance; however, 
they are not widely used due to difficulty in deriving statistical inference, and thus biological 
interpretation. Herein, we illustrate the utility of ANNs for clinical metabolomics using 
publicly available data sets and develop an open framework for deriving and visualising 
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Data is a critical scientific asset; however, data’s intrinsic value is dependent on the ability to 
extract critical insights. The multidisciplinary field of data science is concerned with extracting 
insights from data using a diverse set of computational methodologies, theories, and 
technologies (Cao, 2017; Maneth and Poulovassilis, 2017). In data science, there are two 
fundamental scientific philosophies: classical statistics and machine learning (Breiman, 2001). 
Classical statistics aims to formalise the relationships within the data in the form of 
mathematical equations, based on a clearly defined set of assumptions about the data structure; 
whereas, machine learning uses ad-hoc computational algorithms that iteratively optimise (or 
‘learn’) from data without necessarily relying on rules-based programming, of any formal 
statistical assumptions. In the era of ‘big’ data, datasets are increasingly becoming too large 
and complex for classical statistics to cope with, and machine learning approaches are 
becoming essential. 
 
One application for machine learning is in metabolomics. Metabolomics, a core component of 
systems biology, is the systematic study of low molecular weight biochemicals (metabolites) 
in biological systems (Dunn et al., 2011b). As metabolites are the final down-stream product 
of gene expression and are highly sensitive to changes in the environment, they are in close 
biological proximity to the phenotype of the biological systems. In clinical applications, 
metabolomics has great potential to improve diagnosis, prognosis, and treatment. With proper 
statistical inference, metabolomics can be used to identify biomarkers, stratify patients by 
disease sub-types, and understand underlying mechanisms of disease (Beger et al., 2016; 
 2 
Johnson et al., 2016; Zhang et al., 2015).  Classical statistical methods are currently the 
preferred method of data analysis as these models formalise simple relationships between 
metabolite abundance and a biological question in a very understandable way. That said, 
metabolomics data is highly complex, with inherent covariance structure which is beyond the 
scope of most classical statistical methods. As such, multivariate hybrid machine learning / 
classical statistics methods have been very popular, such as partial least squares (PLS) 
regression (note; PLS is generally referred to as PLS discriminatory analysis (PLS-DA) when 
used for classification). Increasingly, more data driven machine learning methods have become 
popular to model this complex covariance data structure including random forest (RF), support 
vector machines (SVMs), and artificial neural networks (ANNs). Due to the highly flexible 
architecture of ANNs, there are potential applications of ANNs beyond a typical clinical 
metabolomic study (case/control with one platform) including the integration of multiple 
platforms and ‘omic technologies (i.e. integrative systems biology).  
 
ANNs are a network of interconnected neurons at an input layer, hidden layer(s), and output 
layer, where a neuron represents a mathematical transfer function, and a connection represents 
a multiplication factor (or “weight”) from the output of one neuron to the input of the next (Fig 
1.1). The interaction from one layer to the next can be considered as a weighted sum followed 
by a linear or non-linear transformation. With the combination of multiple (hidden) layers 
(commonly referred to as “deep learning”), complex functions can be learned. This high-level 
abstraction results in the high predictability of models at the expense of interpretability (Lecun 
et al., 2015). Thus, deriving statistical inference of ANNs is a challenge and an area of ongoing 
research  (Samek et al., 2017; Zhang and Zhu, 2018; Zhang et al., 2018). This difficulty in 
deriving statistical inference needs to be resolved for ANNs to be viable in metabolomics.  
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Therefore, the overarching aim of this project is to evaluate the utility of non-linear ANNs in 
deriving statistical inference from clinical metabolomic data sets.  
 
 
Figure 1.1: An example of an artificial neural network. Circles represent neurons in each layer. 
Arrows represent the connect of the output of a neuron to the input of another neuron.  
 
 
1.2. Metabolomics and Systems Biology 
 
Metabolomics is the systematic study of metabolites in a biological system (organelles, cells, 
tissues, organs and organisms) (Dunn and Ellis, 2005). The complete set of metabolites 
(exogenous and endogenous) in a biological system is referred to as the metabolome. The 
metabolome can be considered the final down-stream product of gene expression that is highly 








proximity to the phenotype of the biological systems when compared to other omics’  (Fiehn, 
2002).  
 
Biological systems can be viewed as a construction of a complex and interconnected network 
of genes, transcripts, proteins, and metabolites (Dunn et al., 2010). It is the complex interaction 
of these components that give rise to the function and behaviour of the biological system. This 
perspective known as systems biology uses an integrative approach (as opposed to a 
reductionist approach) to understand biological function or phenotype (Karahalil, 2016). Given 
the importance of the metabolome in biological systems, there is high demand in data science 
for the integration of metabolomics within systems biology frameworks (Weckwerth, 2010). 
Current limitations arise due to the complex and high-dense nature of metabolomics datasets.  
 
Metabolites comprise of many classes and can vary in their specific physicochemical 
properties. The metabolome is complex with over 100,000 metabolites entries on the human 
metabolome database (Wishart et al., 2018). No single analytical platform that can be used to 
analyse all metabolites in a given biological sample. Nuclear magnetic resonance (NMR) 
spectroscopy and mass spectrometry (MS) are the two most widely used analytical methods of 
detection in metabolomics (Dunn et al., 2011a). Mass spectrometers are typically used in 
combination with chromatography: gas chromatography (GC) or liquid chromatography (LC). 
The raw data acquired by analytical instruments is highly variable, due to differences in 
instruments and associated instrumental methods used. The visualisation of variable and 





1.3. Machine Learning 
 
Machine learning is a field of computer science that uses algorithmic approaches to provide 
computer systems with the ability to learn without explicit programming (Samuel, 1959).  
Machine learning is data-driven, with iterative learning (on repeated data) based on a 
mathematical optimisation (learning of parameters), where the goal is to optimise (minimise or 
maximise) a value based on an initially defined performance metric (Mitchell, 1997). Classical 
statistics is driven by formal hypothesis testing, with clear and testable assumptions, with the 
focus on the understanding of model parameters (Breiman, 2001). The challenge for classical 
statistics with large and complex (‘big’) data is the inability to adherence to the strict 
assumption of the model (Fan et al., 2013).  Machine learning is data-driven and requires no 
assumptions making it the preferable approach with large and complex data, particularly within 
the last decade with advancements in computational power and modelling techniques 
(Kocheturov et al., 2018).  
 
There are multiple machine learning techniques commonly used including support vector 
machines (SVM), random forest (RF), partial least squared regression (PLS) and artificial 
neural networks (ANN). Table 1.1 includes a brief description of SVM, RF, PLS, and ANN 
along with the advantages and caveats of each machine learning technique. PLS differs from 
SVM, RF, and ANN as it enables simple visualisation of internal data structures (latent variable 
scores plot and latent variable weights plot) and easy interpretation of model parameters using 
a coefficients plot and variable important in projection (VIP) plot. PLS is an interesting 
member of the machine learning family as it can be considered both a classical statistical model 
(due to clear parametric assumptions about underlying data structure) and a machine learning 
algorithm (due to the iterative parameter optimisation). There is a clear similarity between PLS 
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and ANNs as both are projection-based methods as they project data into a hidden layer and 
the number of nodes (latent variables) is determined by data-driven methods. However, due to 
the manner in which ANNs optimise parameter values, they are a much more flexible class of 
model, allowing multiple hidden layers and non-linear transfer functions. 
 
Table 1.1: Brief summary and comparison of common machine learning algorithms (PLS, 
SVM, RF and ANN). The comparison includes generally recognised advantages and caveats. 
 
Algorithms Advantages Caveats 
 
Partial Least Squares 
Regression 
A method that uses a 
projection to latent space 
approach to model the linear 





- Produces estimates of 
variable importance 
-Visualisation (scores, 
weights, coefficients, and VIP 
plot) 





- Linear mapping only 
 
Support Vector Machine 
A classifier that separates the 
classes via an optimised 
hyperplane 
 
- Linear and non-linear 
mapping (multiple kernels) 
 
 
- Lack of standard variable 
importance tools (for non-
linear kernels) 
- Lack of visualisation tools 
- Computationally expensive  
 
Random Forest 
An ensemble learning 
method that combines 
multiple decision trees and 
outputs a mean/mode 
prediction 
 
- Produces estimates of 
variable importance 
- Linear and non-linear 
mapping  
 
- Complex visualisation 
- Computationally expensive 
 
Artificial Neural Network 
A network of interconnected 
neurons at an input layer, 
hidden layer(s) and output 
layer 
 
- Linear and non-linear 
mapping  





- Lack of standard feature 
(metabolite) importance 
tools 
- Lack of visualisation tools 




1.4. Machine Learning and Metabolomics 
 
Machine learning algorithms are important in the analysis of metabolites in a biological system. 
In its most simplistic form, a metabolomics study can be considered as the comparison of a 
system’s metabolome after a single factor perturbation (e.g. a two population “case vs control” 
study) (Broadhurst and Kell, 2006), with the aim of discovering how the metabolic profile 
differs significantly. Metabolic profiling (investigation of the metabolome) is with minimal a 
priori biological knowledge, making it a powerful hypothesis-generating tool for biological 
questions (e.g. mechanisms behind disease). As this approach is ostensibly data-driven with 
minimal a priori biological knowledge, it a powerful hypothesis-generating tool for biomarker 
discovery and understanding biological mechanisms. 
 
Machine learning techniques used in metabolomics must reflect the goal of discovering 
important metabolites in relation to the biological question. The need for the simple 
interpretation of metabolites is key to this aim. Hence why PLS with its simple model structure 
and visualisation is widely used (Gromski et al., 2015). PLS projects linear combinations of 
metabolites into low dimensional space (latent variables – LV) which reflect metabolite 
covariance. This covariance is functionally interpreted using the LV score plots, with the 
corresponding LV weights plot representing the importance of each feature (metabolite). 
Additionally, coefficients and VIP scores can be used to estimate the contribution of each 
feature (metabolite) in the overall model. In combination, these plots allow for the investigation 
and visualisation of metabolite contribution in relation to biological questions in clinical 
metabolomic studies.  
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Historically, ANNs have also been applied to metabolomics data (Goodacre et al., 1992); 
however, they have fallen out of favour compared to PLS machine learning methods. Goodacre 
(2003), summarised the need for simple results in metabolomics as ANNs were perceived by 
the metabolomics community as a ‘black box’, and considered too difficult to interpret. The 
success of deep learning in the analysis of ‘big’ data (Chen and Lin, 2014; Najafabadi et al., 
2015), has heralded the potential return of ANNs to metabolomics, but the historical challenges 
of poor interpretability remain. One possible solution may be to migrate tools for interpretation 
from PLS to ANNs, as both are projection-based methods. In fact, a linear ANN with a single 
hidden layer has structural equivalence with PLS, only differing in the manner in which model 
parameters are optimised. We hypothesise that functionally equivalent visualisation and feature 
contribution tools for PLS can be migrated to single hidden layer ANNs. Provided this 
approach to statistical inference is successful, it opens the door to more complex ANN 
architectures in applications such as integrative systems biology. 
 
1.5. Machine Learning and Integrative Systems Biology 
 
Integrative systems biology is an interdisciplinary approach to understand biology in a holistic 
way. The combination of multiple ‘omics provides a comprehensive global snapshot of 
biological function. Due to rapid development in high-throughput technologies, integrative 
systems-biology is becoming a central part of ‘omics research. There are four cardinal 
approaches to integrate multiple ‘omics: correlation-, concatenation-, multivariate-, and meta-
analysis- based data integration (Cavill et al., 2016). Multivariate-based data integration is 
useful in integrative systems-biology as it models the covariance data structures within and 
between ‘omics data blocks. 
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Generally, multivariate-based data integration has been focused on hierarchical applications of 
linear projection-based models such as OnPLS (Löfstedt and Trygg, 2011; Reinke et al., 2018). 
This complex hierarchy makes it difficult to derive and visualise statistical inference. Rather 
than hierarchical optimisation of multiple sub-models, the inherent flexibility of ANNs allows 
for a single model architecture. This flexibility of architecture combined with the non-linear 
nature of modelling makes ANNs potentially suitable to model highly complex multi-block 
data. Two examples of ANN architectures for multi-block data integration are shown in Fig. 
1.2. If the lack of statistical inference of ANNs is resolved for simple ANNs and the solution 
extended to more complex architectures, ANNs could become a core method for integrative 
systems biology.  
 
 
Figure 1.2: Examples of multi-block ANN architectures. a Multiple input layers that feed to 




1.6. Summary and Aims 
 
PLS has become the standard approach in clinical metabolomics due to the ability to formalise 

















behind disease. However, metabolic profiling data is often highly complex, resulting in the 
inability of PLS to provide adequate modelling. There is a high demand for ANNs with recent 
advances in computational power, modelling improvements, community acceptance, and the 
growing interest in integrative systems-biology. Therefore, the overarching aim of this 
proposal is to evaluate the utility of non-linear ANNs in deriving statistical inference from 
clinical metabolomic data sets. 
 
The specific aims of this thesis were: 
 
1. To develop an open source computational framework to allow for interactive modelling 
and assessment of common machine learning methods specifically tailored for 
metabolomics studies.   
2. To compare the predictive accuracy of non-linear artificial neural networks with current 
linear projection methods, and alternative non-linear machine learning algorithms, 
specifically applied to clinical metabolomic studies.  
3. To investigate visualisation and variable importance techniques for artificial neural 
networks that are comparable to current linear projection methods 
4. Critically compare any novel artificial neural network visualisation and variable 
importance techniques against existing linear projection workflows using publicly 







1.7. Description of Publications 
 
This thesis includes 4 peer-reviewed publications. Full author contributions can be found in 
the author contribution section of the corresponding chapter, or in Appendix 1 - 4. A description 
of each chapter, along with its importance to this thesis are provided below: 
 
Chapter Two is a literature review published in the journal Metabolomics (springer.com) titled, 
“The application of artificial neural networks in metabolomics: a historical perspective” 
(Mendez et al., 2019a). This paper provides a detailed description of ANNs, and the historical, 
current, and potential future use of ANNs in metabolomics. Additionally, there is an 
explanation of the structural equivalence between ANNs and PLS, which is key to chapter five 
in developing functionally equivalent visualisation and feature contribution tools for ANNs. 
 
Chapter Three addresses Aim 1 of the thesis and is presented in the form of a tutorial review 
paper, published in the journal Metabolomics (springer.com) titled “Toward collaborative open 
data science in metabolomics using Jupyter Notebooks and cloud computing” (Mendez et al., 
2019b). To align with FAIR (Findable, Accessible, Interoperable, and Reusable) data 
principles (Wilkinson et al., 2016), there was a need to develop an open framework for the data 
analysis. The approach used in this thesis is based around Jupyter Notebook, in combination 
with the GitHub and Binder. Firstly, this paper provides a background on the ‘reproducibility 
crisis’, describes the need to align to FAIR principles, details the measures the community has 
taken, and presents a solution for open data science in metabolomics. Secondly, to encourage 
this solution, the paper includes 4 tutorials on creating (and using) open data analysis 
workflows with Jupyter Notebooks, GitHub, and Binder. This method of creating open data 
analysis workflows is used in the following publications which directly address Aims 2, 3, and 
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4. These learning tutorials provide unfamiliar readers with an important understanding of how 
to use and interact with the provided open data analysis workflows. 
 
Chapter Four addresses Aim 2 of the thesis and is presented in the form of a research paper 
published in the journal Metabolomics (springer.com) titled, “A comparative evaluation of the 
generalised predictive ability of eight machine learning algorithms across ten clinical 
metabolomics data sets for binary classification” (Mendez et al., 2019c). This paper compared 
the general predictive performance of eight machine learning algorithms across ten publicly 
available clinical metabolomics data sets. The datasets represented a cross-section of published 
clinical metabolomic data representing typical sample size, complexity of the biological 
question, analytical instrument, and biofluid. The machine learning algorithms compared were: 
partial least squares discriminant analysis (PLS-DA), artificial neural networks (ANNs), 
principal component regression (PCR), principal component logistic regression (PCLR), 
support vector machines (SVM), and random forest (RF). In total, 80 open data analysis 
workflows (in the form of Jupyter notebooks) were created using the method described in 
chapter three. All machine learning algorithms were implemented in the Python programming 
language. All code and results have been made publicly available as Jupyter notebooks. 
 
Chapter Five addresses Aims 3 and 4 of the thesis and is presented in the form of a research 
paper published in the journal Metabolomics (springer.com) titled, “Migrating from Partial 
Least Squares Discriminant Analysis to Artificial Neural Networks: A Comparison of 
Functionally Equivalent Visualisation and Feature Contribution Tools using Jupyter 
Notebooks” (Mendez et al., 2019d). This paper compared a standard PLS-DA optimisation, 
visualisation, evaluation and statistical inference workflow against a set of novel equivalent 
tools specifically designed to allow ANNs to be applied metabolomics data sets and interpreted 
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in a similar way.  Both workflows were implemented in the Python programming language, 
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Background:  Metabolomics data, with its complex covariance structure, is typically modelled 
by projection-based machine learning (ML) methods such as partial least squares (PLS) 
regression, which project data into a latent structure. Biological data are often non-linear, so it 
is reasonable to hypothesize that metabolomics data may also have a non-linear latent structure, 
which in turn would be best modelled using non-linear equations. A non-linear ML method 
with a similar projection equation structure to PLS is artificial neural networks (ANNs). While 
ANNs were first applied to metabolic profiling data in the 1990s, the lack of community 
acceptance combined with limitations in computational capacity and the lack of volume of data 
for robust non-linear model optimisation inhibited their widespread use. Due to recent 
advances in computational power, modelling improvements, community acceptance, and the 
more demanding needs for data science, ANNs have made a recent resurgence in interest across 
research communities, including a small yet growing usage in metabolomics. As metabolomics 
experiments become more complex and start to be integrated with other omics data, there is 
potential for ANNs to become a viable alternative to linear projection methods. 
 
Aim of review: We aim to first describe ANNs and their structural equivalence to linear 
projection-based methods, including PLS regression. We then review the historical, current, 
and future uses of ANNs in the field of metabolomics. 
 









Metabolomics data are complex, due to their high dimensionality and a high degree of 
multicollinearity between variables (Worley and Powers, 2013). These complex covariant data 
structures are traditionally modelled using projection methods that reduce dimensionality by 
projecting input variables into a latent structure (Seber, 2004). Conceptually, latent structures 
are hidden (or unobserved) variables that are derived from a transformation of the input 
variables. The accepted standard unsupervised linear projection method is principal component 
analysis (PCA), where the first n latent variables (referred to as principal components) describe 
the dominant variance in the input data matrix (Hotelling, 1933; Wold et al., 1987). 
 
PCA can be extended into a classification tool called principal component regression (PCR), 
by projecting the principal components into a multiple linear regression (Jolliffe, 1982; 
Kendall, 1957). A more familiar alternative to PCR is partial least squares (PLS) regression, 
or alternatively termed projection to latent structure, where the latent variables describe the 
covariance between the input data (i.e. metabolite data) and the output data (i.e. sample 
classification) as opposed to the variance within the input data (Geladi and Kowalski, 1986; 
Wold, 1975). Linear projection methods of this type can be visually represented as a network, 
which can be deconvolved into a single matrix equation (for example, PLS regression in Fig. 
2.1b). Through this network representation, the latent structure is represented as a set of 
matrices. Individual vectors within these matrices can be easily plotted and therefore 
visualised, thus enabling clear interpretation of the model. It is primarily due to this ease of 
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interpretation of the latent structure that PLS has become a commonly used method in 

































Figure 2.1: Illustration of the structural equivalence of an ANN and PLSR= model. a The 
network representation of a PLS model as a single layer feed-forward neural network. b The 
matrix relationships in PLS regression (adapted from (Eriksson et al., 2013)). The PLS scores 
comprise of T and U. The X weights, W, are equivalent to the complete set of synaptic weights, 
wi,j, linking the input layer to the hidden layer. The Y weights, C, are equivalent to the synaptic 
weights, ci,j, linking the hidden layer to the output layer. The variance left out of the model for 




While easily interpretable, PCA and PLS are linear methods. As biological data are often non-
linear (Mosconi et al., 2008), it is possible that metabolomics data may also have a non-linear 
latent structure. As such, more complex non-linear machine learning (ML) methods such as 
random forest (RF), support vector machine (SVM) with a non-linear kernel, and artificial 
neural networks (ANNs) may be applicable for analysing metabolomics data. As the name 
suggests, an ANN can be visualised as a network of interconnected neurons, where each 
interconnection has a ‘weight’, and each neuron acts as a summation of weighted inputs passed 
through a linear or nonlinear activation function (see Fig. 2.1a). As such, a complex equation 
can be quickly built up by stacking layers of interconnected nodes. It is important to note that 
a three-layer ANN with linear activation functions is structurally equivalent to a PLS model, 
such that it can be algebraically simplified to a linear equation of the form: y = XB, where X 
is the input (metabolite) matrix and B is a coefficients vector indicating the importance of each 
variable (metabolite) on the predicted value, y (Fig. 2.1b). In this form the two methods differ 
only in the manner in which the model’s weights are optimised. Thus, ANNs can also be 
considered as a method for projection into a smaller dimensional latent space. However, PLS 
models can only be a single projection, whereas the more layers of neurons added to the ANN 
model the more complex and refined the data abstraction (Chollet, 2018). Due to this structural 
equivalence, visualisation and interrogation techniques standardised for PLS may be directly 
adapted to shallow (2 or 3 layer) ANN architectures, as will be discussed in detail later. 
However, extending visualisation and interrogation techniques to more complex, or deep, ANN 
architectures (with multiple hidden layers and non-linear activation functions) is a challenge, 
and an area of ongoing research within the ML community (Samek et al., 2017; Zhang and 
Zhu, 2018; Zhang et al., 2018). Provided suitable methods of visualisation and interpretability 
can be developed, ANNs may now be highly applicable to metabolomics data. This review will 
introduce the reader to the fundamental computational concepts of ANNs, provide a brief 
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historical context of their use in metabolomics, discuss the advantages and disadvantages of 
this method when applied to ‘omic data, and finally look toward the future application and 
challenges. 
 
2.2. What is an Artificial Neural Network (ANN)? 
 
As the name suggests, ANNs were inspired by the biological interconnections of neurons in a 
brain (Jolliffe, 2002; McCulloch and Pitts, 1943). The original aim of ANNs was to understand 
brain and nervous system function by mathematically modelling signal transfer between 
neurons (Fukushima, 1980; Robinson, 1992). This research ultimately led to the simplified 
mathematical models of an artificial neuron. ANN usage quickly extended beyond attempts to 
understand neurophysiology as researchers built computational networks of artificial neurons; 
this was done with the abstract aim of mimicking the human ability to “learn” from example 
(training) data in order to create generalised associations to correctly classify unknown (test) 
data (Zurada, 1992). The resulting neural networks were only loosely comparable to the 
biological equivalent and thus the term was prefixed with the word “artificial”. 
 
The most common ANN is the feed-forward neural network. Here the network is represented 
by multiple layers of neurons in the typical projection-based framework (Fig. 2.2). These 
neuron layers include an input layer, one or more hidden (i.e. latent) layers, and an output layer, 
with neurons being connected by synaptic weights. Each neuron represents a transfer function 
that consists of two sequential steps (Basheer and Hajmeer, 2000; Gardner and Dorling, 1998; 
Schalkoff, 1997). First, a summation function calculates the weighted sum of the input neurons 
offset by a constant value (bias). Second, an activation function transforms the sums using 
either a linear or non-linear (such as hyperbolic tangent and sigmoidal) transformation. During 
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ANN model training, the weights between each layer of neurons are iteratively optimised in a 
two-phase cycle: forward propagation through the network, after which an error term is 
calculated based on the difference between the target and actual outputs, and backpropagation 
to adjust the weights. This unique method of model parameter optimisation used for ANNs is 
called backpropagation. It is this conceptually simple model optimisation method that allows 
for the flexibility of ANN structures, from one to multiple hidden layers, the latter being 

















Figure 2.2: Graphical representation of an ANN, where each circle represents a neuron in each 
layer, and the arrows represent the synaptic weight between the output of a neuron to the input 
of another neuron. Each neuron represents a simple transfer function split into two stages; the 
summation of the inputs followed by an activation function. 
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In the context of matrix algebra, an ANN with one hidden layer and linear activation functions 
is structurally equivalent to linear projection models (such as PLS). As shown in Fig. 2.1a, each 
neuron in the input, hidden, and output layer corresponds to the X matrix, X score, and Y matrix 
(outcome) respectively. Weights connecting the input and hidden layer, and the hidden and 
output layers are therefore equivalent to the X loadings (W) and Y loadings (C) matrices in 
PLS, respectively. While there are a number of variants of PLS with alternative algorithms, 
these variants differ in their calculation/optimisation of the values in the scores and loadings 
matrices as opposed to changing the structure of the model. The final structure of a PLS model 
is always linear; however, ANNs can be either linear or non-linear, dependent on the transfer 
functions used (such as linear or sigmoidal) for each neuron. Due to the similarity of ANNs 
and PLS, visualisation and interrogation techniques standardised for PLS (Seber, 2004) may 
be readily adapted to three-layer ANN models. For example, with a three-layer ANN model, it 
is possible to plot data projected into the latent neuron space to visualise latent structure in the 
data (equivalent to the PLS latent variable projection plots). It is also possible to present 
loadings plots showing the importance of input variables to each hidden neuron (equivalent to 
the PLS loadings plots), and it is also possible to generate a variable importance score for ANN 
equivalent to the PLS variable in projection score (VIP score) for determining the importance 
of each input variable to the overall model (Olden et al., 2004). While these visualisations draw 
on parallels between PLS and ANN model structure, as ANN architectures get deeper (more 
layers), and the data abstraction more complex, such visualisation methods rapidly become 






2.3. Deep Learning 
 
The term deep learning refers to an extension of feedforward ANNs focussing on the concept 
of learning consecutive layers of increasingly meaningful data representations, with each 
neural layer realising a specific data abstraction. By stacking multiple layers (often tens or 
hundreds of layers) a complex noisy data manifold can be unpacked and transformed into an 
accurate high-level abstract classification (Goodfellow et al., 2016). 
 
A factor fundamental to the increased popularity of deep learning across multiple applications 
is their ability to integrate, and automate, a critical step in ML known as feature engineering 
(Chollet, 2018). Feature engineering is the process of transforming raw data into a form that 
can be manageably processed by traditional machine learning and statistical methods. In the 
context of metabolomics this would be the process of spectral deconvolution. In its simplest 
form (often used in spectroscopic methods such as nuclear magnetic resonance spectroscopy) 
this process is simply data binning, where the area under the curve of selected/predefined 
segments (bins) in the full spectrum is computed for each sample. For three-dimensional 
metabolomics spectra (e.g. liquid chromatography mass spectrometry) more complex semi-
automated algorithms are needed to identify unique metabolite peaks across multiple samples 
[e.g. XCMS (Tautenhahn et al., 2012)]. Additionally, it is often common practice to remove 
high variant features, and perform a number of normalization/transformation steps, before 
modelling. Typically, the complete feature engineering process is time consuming and requires 
a level of domain expertise. Only after this has been performed can the data be applied to 
projection methods such as PLS or a shallow ANN. The promise of deep learning is the ability 
to combine the mapping of data through spectral deconvolution with projection-based 
classification into a single step (see Fig. 2.3), thus removing the multiple steps of 
 26 
deconvolution, data scaling/normalisation and feature selection, commonly used in the 
metabolomics workflow. This could potentially improve performance, but most importantly 
improving deployment efficiency and avoiding domain expertise. This has not yet been done; 
however, a recent publication by Risum and Bro (2019) successfully implemented a deep 
learning algorithm to perform automated spectral deconvolution. It is reasonable to speculate 
that we are now in reach of a single deep learning algorithm for accurately classifying raw 
spectra straight from the instrument. However, the limiting factor for success will likely be 
obtaining sufficiently large data sets required to train such computational “greedy” algorithms 
(Goodfellow et al., 2016). This will be discussed later. 
 
Figure 2.3: Illustration of the differences in complexity and implementation between 
traditional machine learning (a) and deep learning (convolutional neural networks) (b). 
Traditionally, the first step toward building a predictive model is to convert raw data into a 
form that can be manageably processed. For metabolomics this would be a matrix of metabolite 
concentrations. This step is known as ‘feature selection’ or ‘feature engineering’. The semi-
manually extracted data will then be modelled using a relatively simple predictive algorithm 
(ANN, SVM, PLS). For deep learning the adopted philosophy is to incorporate both these steps 
into a single algorithm. This requires multiple layers of neurons stacked to sequentially 
deconvolve data from its raw state, to abstract latent structure, to effective prediction. 
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Alternatively, feature importance can be determined by systematically removing unimportant 
features (network pruning) using L1 and L2 regularisation, as implemented by Keras 
(https://keras.io), a popular open-source neural network library (Chollet, 2015). A review of 
the many proposed approaches to visualising and interpreting deep learning algorithms is 
beyond the scope of this publication. For further information the authors point the reader 
toward Samek et al. (2019). Based on current evidence, the interpretability of deep learning 
models will be perpetually a challenge, particularly as compute power increases and more 
complex networks are developed. This leads us to question the necessity of interpretability. 
Interpretability is not required for verifiability. If suitable validation methods are employed to 
verify that the model is working correctly, the need to interpret and understand the inner 
workings of the model may not be needed for use in critical applications. For studies where 
classification is vital (e.g. success of a treatment or therapy), the high predictability of a non-
interpretable model may be more appropriate, and ethical, than the low predictability of a 
highly interpretable model. The ethical use of artificial intelligence is now being regularly 
discussed (Adadi and Berrada, 2018; Bostrom and Yudkowsky, 2014; Holzinger et al., 2017; 
Russell et al., 2015). 
 
2.4. Historical Perspectives 
 
Artificial neural networks were first applied to metabolomic profiling ca. 1992 by Goodacre et 
al. (1992) to discriminate between pure and adulterated extra-virgin olive oil using pyrolysis 
mass spectrometry. This research group also used novel ANN approaches to correct drift in 
spectra collected over time (Goodacre and Kell, 1996) and on different instruments (Goodacre 
et al., 1997). Additionally, they also used a variant of ANNs (now referred to as autoencoders) 
as an alternative method to PCA (Goodacre et al., 1996a). Other research groups applied ANNs 
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for metabolite quantification as an alternative to approach to the conventional line-shape fitting 
approach (AlaKorpela et al., 1997; Kaartinen et al., 1998). More commonly, ANNs were used 
for regression, and binary and multi-class classification in a variety of contexts (AlaKorpela et 
al., 1997; Anthony et al., 1995; Goodacre and Kell, 1993; Goodacre et al., 1992, 1993; 
Goodacre et al., 1998; Goodacre et al., 1996b; Goodacre et al., 1994; Kaartinen et al., 1998; 
Usenius et al., 1996). In this time period, alternative ML methods for binary classification were 
also applied to metabolomics such as logistic regression (LR) (Lang et al., 1994; Moen et al., 
1996; Peters et al., 1991; Wolff et al., 1993) and PLS (Fayolle et al., 1997; Frisvad, 1992; 
Goodacre et al., 1994; Harthun et al., 1998; Sjogren et al., 1996). By 1999, the number of 
publications per year in metabolomics using LR or PLS noticeably deviated from ANN (which 
stagnated), and from 2006 onwards, PLS was the most applied ML method per year (Fig. 2.4a). 
 
Figure 2.4: Number of publications per year (from Web of Science). a Publications that 
include the key term metabolite*, metabolom* or metabonom* with the key term logistic 
regression (brown), partial least squares or projection to latent structure (red), random forest 
(orange), support vector machine (green), or artificial neural network or deep learning (blue). 
b Publications that include the key term artificial neural network or deep learning with the key 
term gene, genes or genom* (purple), metabolite*, metabolom* or metabonom* (blue), 
proteom* (yellow), or transcriptome* (olive), or systems biology (pink). * Denotes a wild card 
(for example metabolom* can include the key terms metabolome and metabolomics). 
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In the early days of metabolomics, spectral fingerprinting (Dunn et al., 2011) was common 
practice. Here, non-specific snapshots of the metabolome were acquired, typically with holistic 
and rapid acquisition analytical platforms. Subsequent classification was based on overall 
spectral pattern, and identification of the specific components causing the differences was not 
of primary interest. As such, ANNs were useful due to their strength as a classification method. 
However, as technology advanced, the ability and desire to identify component metabolites 
important to a given classification came to be of primary interest. Researchers using ANNs 
were not able to readily infer variable contributions to the model, and therefore could not 
provide information about the underlying biology. At this time, the PLS algorithm was 
becoming more readily available to researchers through companies such as Umetrics (Umeå, 
Sweden) and Eigenvector Research (Washington, USA). PLS was more easily interpretable, 
particularly with the introduction of variable importance in projection (VIP) that directly linked 
the metabolite abundance to the outcome, therefore informing biology (Wold et al., 1993). By 
the early 2000s, the use of VIP plots, and the interrogation of the latent structure with X scores 
and loadings plots became standard for the interpretation of PLS models in metabolomics 
(Azmi et al., 2002; Pérez-Enciso and Tenenhaus, 2003).  
 
With the shift towards interpretability, PLS became the standard supervised multivariate 
method used by the metabolomics community. ANNs (and other non-linear ML methods) were 
relegated to being a ‘black box’ approach useful for classification but not for meaningful 
interpretation of underlying biology (Goodacre, 2003). Combined with community resistance, 
ANNs were also not practical for the time. In the early 2000s metabolomics studies were 
generally small compared to now. Typically, metabolomics data sets consisted of only 10’s of 
samples. It was not until around 2010 that metabolite data sets consisting of over 1,000 samples 
in a single study started to regularly appear (e.g. HUSERMET (Dunn et al., 2015)), despite a 
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couple of early attempts to compare large sample numbers from multiple sites using NMR 
spectroscopy (COMET (Lindon et al., 2003) and INTERMAP (Holmes et al., 2008)). The lack 
of data meant that non-linear models, with far greater degrees of freedom compared to linear 
models, were not stable and prone to extreme overfitting. As members of the metabolomics 
research community started to investigate the misuse of statistical methods and suggest ways 
to avoid false discovery (Broadhurst and Kell, 2006), was clear that complex models built with 
small data sets often could not stand up to peer review. ANNs were also held back by computer 
technology. ANNs require many thousands of calculations (training iterations) to fully 
optimise. At the time of their demise it would often take several hours to train a simple ANN 
model, compared to several seconds for PLS. Also, there were no commercial or open source 
ANN software available for casual users to investigate, so software availability also played a 
crucial role in the stunted growth. 
 
The combination of lack of transparency, need for larger datasets due to improved 
understanding of post hoc performance statistics, lack of compute power, and poor software 
availability made the demise of ANNs in the early 2000s inevitable. The application of ANNs 
in metabolomics diminished to an intellectual curiosity with no practical application. 
 
2.5. The Renaissance of ANNs 
 
While ANNs usage diminished within the metabolomics community, it gained traction in areas 
such as image processing (Egmont-Petersen et al., 2002; Rawat and Wang, 2017; Simard et 
al., 2003), and natural language processing (Bengio et al., 2003; Cambria and White, 2014; 
Morin and Bengio, 2005). In this context, the need for high accuracy of classification 
overshadowed the need for the interpretability of the models. A major breakthrough for ANNs 
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was the implementation of graphical processing units, which greatly accelerated training (Oh 
and Jung, 2004). This allowed for more complex ANN architectures with multiple hidden 
layers, which are now referred to as deep neural networks (DNN) or simply “deep learning”. 
By 2012, ANNs started to dominate various pattern recognition contests (Cireşan et al., 2012a, 
2013; Cireşan et al., 2012b; Schmidhuber, 2012); however, the winning of the ImageNet Large 
Scale Visual Recognition Challenge 2012 (ILSVRC2012) was particularly instrumental to the 
influx of interest in ANNs and deep learning (Alom et al., 2018). In this challenge, with 
approximately 1.2 million images and 1000 categories, a class of DNNs called a convolution 
neural network achieved a top-5 test error rate of 15.3%, significantly lower than the second-
best entry with 26.2% (Krizhevsky et al., 2012). Due to this leap in classification performance 
gained, ANNs (in particular DNNs) are a standard method for research in image processing 
regardless of being a ‘black box’ approach. This in turn has led to greater acceptance by 
research communities in other fields and society at large. Through the efforts of companies 
such as Google, IBM, and Microsoft, where high-profile achievements using deep learning 
such as IBM’s Watson beating two champions in Jeopardy!TM (Ferrucci, 2012), and Google’s 
AlphaGo beating a grandmaster in Go (Chen, 2016; Wang et al., 2016),  has placed the concept 
of artificial intelligence and deep learning in the public zeitgeist. 
 
Fuelled by industry seeking to gain competitive leverage from large in-house databases, deep 
learning is particularly now seeing widespread adoption. In this era of ‘big data’, DNNs have 
become efficient ways to handle the volume of large-scale data mining, with the size of the 
digital universe estimated at 4.4 zettabytes in 2013 (and an exponential trajectory towards 44 
zettabytes by 2020 (Erevelles et al., 2016). The use of ANNs is already widespread, ANNs are 
deeply integrated into a wide range of data analytics, such as in spam detection (Wu et al., 
2017), news aggregation (Zheng et al., 2018), imaging tagging (Guo et al., 2016; Shen et al., 
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2017), robotics (Lenz et al., 2015; Levine et al., 2018), autonomous vehicles technologies 
(Falcini et al., 2017; Luckow et al., 2016), and natural language processing (Manning et al., 
2014; Young et al., 2018). For example, ANNs are used for natural language processing in all 
common virtual assistants such as Siri, Amazon Alexa, Google Assistant and Cortana by Apple 
Inc., Amazon.com Inc., Google LLC, and Microsoft Corporation respectively. The massive 
research and development from these large-scale technology companies has also resulted in 
both software and hardware available to academia making ANNs increasingly applicable in 
research. 
 
In recent years, ANNs have become much more accessible for academic research due to 
continued advancements in affordable computational power and open-source software. 
Considering Moore’s law that states the number of transistors in an integrated circuit doubles 
approximately every 2 years (Moore, 1975), computational power has increased by 16384-fold 
from 1990 to 2018. Additionally, with more computational power over time, there has been a 
shift towards cloud computing through infrastructure providers such as Amazon Web Services, 
Google Cloud, or Microsoft Azure, allowing for on-demand availability of computer resources 
without the upfront cost of hardware. With this powerful hardware, there has been a recent 
release of ANN software libraries to the public such as TensorFlow (www.tensorflow.org/), 
and the Microsoft Cognitive Toolkit (https://cntk.ai/), by Google LLC in 2015 and the 
Microsoft Corporation in 2016. These powerful and easy to use open-source libraries has 
allowed for the quick prototyping of various ANN architecture and applications, where 
previously it would require the massive development of core code to build even simple ANNs. 
Combined with accessible high-power computing, ANN research and application across 
research fields is much more accessible than previously before. 
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While the use of ANNs within metabolomics has shown only recent growth, in genomics the 
use of ANNs (particularly deep learning) has grown exponentially and is now well established 
(Fig. 2.4b). It has been suggested that this growth was due to breakthroughs in image 
processing and natural language processing combined with seminal publications in 2015 that 
demonstrated the applicability to DNA sequence data (Eraslan et al., 2019). Since then, there 
has been a wide application of ANNs within genomics including 3D organisation, DNA 
accessibility and chromatin, DNA methylation, tumour genomes, base calling, pathogenic 
variants, transcription, and RNA analysis (for further details, refer to the following reviews: 
(Yue and Wang, 2018; Zou et al., 2019)). An excellent review of the application of 
convolutional neural networks in population genetics has also been recently published (Flagel 
et al., 2018).  
 
In metabolomics four distinct areas of ANN research have emerged over the last 5 years (Table 
2.1). Firstly, ANNs have been applied to feature extraction, specifically, spectral deconvolution 
for LC- and GC–MS to improve chemical identification (Allen et al., 2016; Hall et al., 2018; 
Hall et al., 2015; Ou et al., 2015; Risum and Bro, 2019; Samaraweera et al., 2018; 
Woldegebriel and Derks, 2017). Secondly, ANNs are being applied (as deep unsupervised 
neural network) as an imaging tool for 3-D DESI imaging data to cluster tumour tissue into 
sub-regions (Inglese et al., 2017). Thirdly, ANNs were used to model drug interactions with 
the prediction of the down-stream metabolites yield from proposed drug toxicology (Barnette 
et al., 2018; Hughes and Swamidass, 2017). Lastly, ANNs, in their traditional backpropagation 
architecture, have returned to use as a supervised classification tool in a number of contexts 
(Alakwaa et al., 2018; Asakura et al., 2018; Chagas-Paula et al., 2015; Date and Kikuchi, 2018; 
Trainor et al., 2017). With this high flexibility of ANNs, in part due to the ease of use of 
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software libraries, the prototyping of various ANNs architecture for novel applications is now 
practical. 
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The recent reintroduction of shallow ANNs as a metabolomics classifier warrants further 
discussion. The computational and software limitations of 20 years ago have almost 
disappeared meaning that multiple ML methods can be applied to a data set with little cost. 
However, peer reviewed studies comparing multiple linear and non-linear machine learning 
methods to metabolomics data are currently limited, with no clear conclusion. One study based 
on simulated data (with 40 samples and 25 peaks) ranked ML methods (from least to greatest 
error) as SVM, RF, Naïve Bayes, sparse PLS, ANN, PLS, and k-Nearest Neighbours (Trainor 
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et al., 2017). Another study (with 271 samples and 162 peaks) indicated that the deep learning 
model had the highest predictive accuracy compared to the other 6 ML methods tested: RF, 
SVM, recursive partitioning and regression trees, linear discriminant analysis, and generalised 
boosted models (Alakwaa et al., 2018). At the 2019 Metabolomics Society meeting in The 
Hague, preliminary data was presented that suggested for a simple binary discrimination most 
of the popular ML methods (PLS, RF, SVM and ANN) produced very similar performance 
across ten randomly selected data sets of differing sizes and differing predictive power. All 
methods overtrained, but the non-linear models were the least robust in terms of repeatability 
(Broadhurst, 2019). 
 
Limited training data remains a concern for all ML methods when applied to high dimensional 
data. As pointed out by Breiman (2001) the curse of dimensionality dictates that the expected 
generalization error is proportional to the complexity of the model and inversely proportional 
to the number of samples used to build the model. Thus, for high dimensional data (hundreds 
of metabolite peaks) a complex model trained on a small data set will tend to have poor 
generalised performance as a classifier. There is no “magic” equation for the number of 
samples needed for robust metabolomics ML model; it is dependent on many factors, 
including: the dimensionality of the data, the strength of effect size, the degree of covariance 
(strength of latent structure), the heterogeneity of the sample population, the repeatability of 
the measurement. However, what is clear from the general literature, is that the deeper the 
ANN (the more layers you stack) the number of samples required to effectively train an ANN 
grows at an alarming rate. It is typical to require many thousands of samples. For example, the 
ILSVRC2012 ImageNet dataset had over 14 million images (Russakovsky et al., 2015). 
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In genomics sample numbers has been less of an issue as standardised analytical platforms 
have allowed the concatenation of data sets from multiple laboratories (Hamid et al., 2009), 
such that datasets of over 100,000 samples can be collated (Roundtable on Translating 
Genomic-Based Research for Health et al., 2016). Indeed, in 2019 twenty-one European 
countries signed a declaration to transnationally share data on at least 1 million human genomes 
by 2022 (Saunders et al., 2019). For untargeted metabolomics the ability to directly concatenate 
deconvoluted data sets from multiple labs is currently intractable due to differences in 
instrument metabolite coverage and sensitivity from lab to lab (Beger et al., 2019; Broadhurst 
et al., 2018). However, data availability (and concatenation) is of less concern in the area of 
metabolite identification, and thus more amenable to ANN and deep learning. The most 
comprehensive, and open access, example of this application is provided by Risum and Bro 
(2019). Here they describe the implementation of a deep learning convolutional neural network 
used to automatically evaluate whether chromatographic components of raw gas 
chromatography mass spectrometry (GC–MS) data reflect chemical information or baseline. 
In effect, this determines whether a peak is real or noise. Probably the two most important 
messages from this paper are (i) the training data consisted of 70,000 elution profile samples, 
illustrating how “greedy” deep learning can be, and (ii) each of these profiles had to be 
(semi)manually labelled by an expert (in this instance using the PARAFAC2 algorithm). This 
may seem an obvious statement, but the need for correctly classified data train an ANN is vital. 
Deep learning ANNs will only learn by example. If samples are mislabelled, then the ANN 
may blindly learn the wrong association. Also, it is important to carefully select data 
representative of the correct classification domain. It is worth reminding the reader of the 
apocryphal story of an early application where an ANN was built to classify images of military 
tanks into either of Russian or American origin. Unfortunately, all the photos of Russian tanks 
were taken on overcast days. The result was a very good predictor of weather but not tanks. 
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2.6. Future Perspectives and Challenges 
 
With the extensive adoption of ANNs in genomic research (Fig. 2.4b) we are likely to see a 
continued growth in popularity within the other ‘omic sciences, including metabolomics. As 
deep learning is most amenable to the process of sequentially deconvolving data, through 
multiple neural layers, into meaningful abstraction it is probable that deep convolutional neural 
networks will be applied to raw metabolomics data such that both feature extraction and 
multivariate classification will be integrated into a single deep learning model (as discussed in 
Sect. 2.3). To this end, data sets of the requisite size are starting to appear (for example, Deelen 
et al. (2019) used the Nightingale NMR platform to create a data set of 44,168 individuals). 
However, even if deep learning becomes computationally tractable, there is a continued danger 
that a lack of explanatory mechanisms will once again limit widespread adoption, despite 
improvements in computational understanding and software availability. 
 
In order to maintain transparency, it may be necessary to limit the depth of networks. 
Unfortunately, based on current evidence (Alakwaa et al., 2018; Trainor et al., 2017), simple 
fully connected three-layer ANNs perform no better than other much quicker ML methods, and 
are equally constrained by the same bias vs. variance limitations (Broadhurst and Kell, 2006); 
increased samples numbers do not seem to improve ANNs position (Broadhurst, 2019).  
 
That said, there is one aspect of multilayer ANNs that has not yet been fully exploited. ANNs 
have the potential for extraordinary flexibility of network architecture. It is possible to impose 
sparse network architectures that focus on specific predefined covariance structures in the 
available data. This is particularly interesting for metabolomics and multi- omic studies, where 
data for a sample population is collected in blocks. These blocks could be multiple analytical 
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platforms (e.g. multiple modes of liquid chromatography mass spectrometry), or multiple 
biofluids (urine, plasma, faeces), or multiple ‘omic platforms (genomic, proteomic, 
metabolomic etc.), or a mixture of all three. To fully understand the underlying biochemical 
mechanisms of a system it may be more productive to focus on determining, and visualising, 
covariance within and between blocks rather than predicting an outcome. Thus, the focus of 
any subsequent ANN algorithm will be to determine those features (e.g. metabolites, proteins, 
genes) that jointly explain the biological outcomes in an observed study. 
 
There are four cardinal approaches for integration between two or more blocks of data; 
correlation-, concatenation-, multivariate-, and meta-analysis- based integration (Cavill et al., 
2016). The many computational algorithms used to integrate multi-omic data have recently 
been reviewed in-depth (Pinu et al., 2019). Of particular interest here is the concerted efforts 
of several research groups to implement machine learning based methods. Thus far, such 
approaches have focussed on hierarchical application of existing linear projection models. For 
example, OnPLS (Löfstedt and Trygg, 2011; Reinke et al., 2018) is a combinatorial 
amalgamation of multiple PLS models, and Mixomics (Rohart et al., 2017) is a stepwise 
integration of canonical correlation analysis and sparse PLS. The underlying limitations of 
linear matrix algebra constrain the ability for such models to cleanly model complex 
interactions between data blocks, with a constant danger of overfitting. Also, the complex 
hierarchy of model loadings and coefficients ultimately makes interpretation extremely 
difficult (Reinke et al., 2018). 
 
The inherent flexibility of ANN architecture allows complex relationships to be combined into 
a single model. This means that rather than relying on hierarchical optimisation of multiple 
sub-models (e.g. hierarchical PLS), it may be possible to construct an ANN architecture to 
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combine multiple data blocks into a single model without resorting to over-simplified data 
concatenation. Various architectures which are readily implemented as an ANN are illustrated 
in Fig. 2.5. Already, a simple multi-block ANN has been applied to multi-platform genomic 
data by Sharifi-Noghabi et al. (2019). Here 5593 samples were used to predict chemotherapy 
drug response resulting in high predictive power, but no methods of interpretability were 
provided. There have been several other rudimentary attempts at multi-omics analysis using 
ANNs. These include transcriptomics integrated with epigenetics (Bica et al., 2018), 
proteomics with metabolomics (Chung et al., 2019), RNA-Seq with Microarray Gene 
Expression (Francescatto et al., 2018), and mRNA-seq with miRNA-seq (Chaudhary et al., 
2018; Huang et al., 2019). Most of these methods used an ANN architecture similar, in 
principle, to that shown in Fig. 2.5b, with the exception of the proteomics/metabolomics model 
which used an autoencoder ANN (similar architecture to Fig. 2.5c), and were successfully 
trained with a number of samples ranging from 200 to 600. 
 
 
Figure 2.5: Examples of multi-block ANN architectures. a The concatenation of two data 
blocks to an output layer. b Multiple input layers that feed to an output layer. c Input layer for 










As ANNs grow in popularity across systems biology, it is important to temper excessive 
optimism with a level of caution. Non-linear ML models may not be appropriate for every 
research question and the issue of interpretability remains a major challenge. In studies where 
classification is vital and direct interpretation less important than deep learning seems a viable 
option if suitable size data is available. Deep learning may play a role in improving in silco 
metabolite identification, but there is currently no reported evidence of this. 
 
While relatively shallow ANNs may be useful for multi-omic data integration, it may remain 
impractical to use the type of deep learning that has had such an incredible impact on image 
processing. Although technological advancements have led to higher throughput and high-
quality data at a lower cost, it is still expensive compared to the typical data used by deep 
learning algorithms. Even if cost of analysis is driven down to ~ $100 per sample, if a deep 
ANN application requires 5000 training examples then that equates to $0.5 million for data 
acquisition alone. The logistics of collecting and biobanking that number of samples (e.g. 
serum for a clinical application) could easily triple that cost. In comparison, equivalent size 
data from social media, video feed, or photography may cost only pennies. The successful 
multi-platform genomic study with 5593 samples Sharifi-Noghabi et al. (2019) shows the 
potential, but a clear breakthrough application is needed to fully justify funding, together with 
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Background: A lack of transparency and reporting standards in the scientific community has 
led to increasing and widespread concerns relating to reproduction and integrity of results. As 
an omics science, which generates vast amounts of data and relies heavily on data science for 
deriving biological meaning, metabolomics is highly vulnerable to irreproducibility. The 
metabolomics community has made substantial efforts to align with FAIR data standards by 
promoting open data formats, data repositories, online spectral libraries, and metabolite 
databases. Open data analysis platforms also exist; however, they tend to be inflexible and rely 
on the user to adequately report their methods and results. To enable FAIR data science in 
metabolomics, methods and results need to be transparently disseminated in a manner that is 
rapid, reusable, and fully integrated with the published work. To ensure broad use within the 
community such a framework also needs to be inclusive and intuitive for both computational 
novices and experts alike. 
 
Aim of Review: To encourage metabolomics researchers from all backgrounds to take control 
of their own data science, mould it to their personal requirements, and enthusiastically share 
resources through open science. 
 
Key Scientific Concepts of Review: This tutorial introduces the concept of interactive web-
based computational laboratory notebooks. The reader is guided through a set of experiential 
tutorials specifically targeted at metabolomics researchers, based around the Jupyter Notebook 
web application, GitHub data repository, and Binder cloud computing platform. 
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Historically, journal articles have been  the primary medium for sharing new scientific 
research. The intent of article content, and the corresponding review process, is to ensure 
adequate evidence of reproducibility; however, a recent report highlights increasing and 
widespread concerns relating to reproduction and integrity of results, with 52% of responding 
scientists agreeing there is a significant ‘crisis’ of reproducibility (Baker, 2016). We and many 
others in the metabolomics community hold the view that a lack of transparency and 
incomplete reporting has led to significant misinterpretation of data and a lack of trust in 
reported results (Broadhurst and Kell, 2006; Considine et al., 2017; Goodacre et al., 2007; 
Spicer et al., 2017; Xia et al., 2013). A mechanism that may address these concerns is for the 
scientific community to take advantage of new online publishing media and associated data 
services, encouraging open science that recognises and aligns with the FAIR (Findable, 
Accessible, Interoperable, and Reusable) data principles (Wilkinson et al., 2016). 
 
This concern in metabolomics and other post-genomic platforms is a consequence of their 
success. The unprecedented rate at which new mathematical algorithms and computational 
tools are developed and adopted means that published findings are increasingly the sole result 
of computationally intensive data processing (Teschendorff, 2019). Advances in measurement 
technologies continue to generate ever increasing volumes of high-throughput data, which in 
turn require multidisciplinary expertise as ever more complex and elaborate statistical methods 
are used to infer generalisable biological associations (Pinu et al., 2019) and sophisticated 
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visualization tools are used to make large datasets more understandable (Gehlenborg et al., 
2010; Holten, 2006). Indeed, recent advances in machine learning algorithms combined with 
improved visualisation strategies now allow researchers to integrate and interrogate multi-omic 
data sets of a size that was unmanageable 5 years ago (for example, Lee et al., 2019; Reinke et 
al., 2018; Rohart et al., 2017). For science to continue to move forward under this deluge of 
data while avoiding technical debt and maintaining reproducibility, the processes surrounding 
research data management, storage, analysis, and presentation need to be agile, transparent, 
reusable, and recoverably attached to published work. A further challenge is that, to gain broad 
adoption and be used by busy practising researchers, frameworks conforming to these 
requirements must also be intuitive and accessible to users who may have limited 
computational expertise. 
 
Over the last several years, the metabolomics community has made bold strides towards 
adopting FAIR standards for data including: development of vendor-independent raw data 
formats (such as mzXML) (Pedrioli et al., 2004); open access data repositories such as 
MetaboLights (Haug et al., 2012), and Metabolomics Workbench (Sud et al., 2016); open 
access online spectral reference libraries such as METLIN (Smith et al., 2005), mzCloud 
(https://www.mzcloud.org/), and MassBank (Horai et al., 2010); and online databases for 
metabolite identification and biochemical association such as HMDB (Wishart et al., 2018). 
These resources and others like them are fundamental to the future integrity of metabolomics 
as a science. It is well-recognised that open, interoperable datasets are essential for progress, 
and the computational tools and methods that convert, step-by-step, metabolite data to 
biochemical meaning also need to be FAIR (Wilkinson et al., 2016).  
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Numerous groups within the metabolomics community actively work to standardise 
computational workflows and provide online tools for statistical analysis (some recent 
advances are discussed later in this paper). However, a common characteristic of many 
computational frameworks encountered by researchers is a tendency to be prescriptive, in that 
they provide a restricted set of well-curated “plug and play” computational stepping stones that 
enable only limited choices within the workflow framework. These constraints limit the ability 
of a user to fully exploit the provided methodologies, or to explore and develop new analytical 
approaches. Presentation of analysis steps as pluggable “black box” approaches is convenient 
but diminishes opportunities for education and understanding of the analysis methods being 
used. To fully embrace the concept of ‘open data science’ the metabolomics community needs 
an open and easily accessible computational environment for rapid collaboration and 
experimentation. 
 
The subject of this tutorial review is a practical open-science solution to this problem that 
balances ease-of-use and flexibility, specifically targeted to novice metabolomic data scientists. 
This solution takes the form of ‘computational lab books’, such as Jupyter Notebooks (Kluyver 
et al., 2016), that have a diverse range of overlapping potential applications in the post-genomic 
research community (Fig. 3.1). Firstly, they enable open collaboration by providing a central 
platform for researchers to cooperatively develop methodology and perform data analysis. 
Secondly, they provide a means for transparent dissemination of a finished study or product. 
In a formal context computational lab books can comprise supplemental material extending the 
reach of a publication that enables readers to rapidly recreate data analyses and figures for 
themselves. In an informal context, they can provide a polished “showcase” that allows users 
to interact with and understand the functionality of underlying algorithms. Finally, the inherent 
promotion of direct user interaction enables experiential learning opportunities, where the user 
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develops their understanding and skills through active experimentation, reflective observation, 



















Figure 3.1: Applications for Jupyter Notebooks in the postgenomic community. Open virtual 
notebooks have three main, non-mutually exclusive, applications. First, they provide an 
efficient means for transparent dissemination of methods and results, thereby enabling 
alignment with FAIR data principles. Second, they provide a central and interactive platform 
that facilitates open collaboration to develop methodology and perform data analysis. Finally, 
their interactive and easily deployable framework can drive experiential learning opportunities 




In this review, we provide a brief overview of current data science frameworks relevant to the 
metabolomics community, corresponding barriers to achieving open science, and finally a 
practical solution in the form of the computational lab notebook, where code, prose and figures 
are combined into an interactive notebook that can be published online and accessed in a 
modern web browser through cloud computing. We present a set of experiential learning 
tutorials introducing the Jupyter Notebook framework, specifically tailored to the needs of a 
metabolomics researcher. The tutorials are designed in a hierarchy of complexity following 
 60 
Bloom’s taxonomy of educational learning objectives (Anderson et al., 2001). Tutorial one 
introduces the basic concepts of Jupyter Notebooks. Tutorial two encourages interactive 
learning using an existing metabolomics data science Jupyter notebook. Tutorial three 
establishes the framework in which the user can create a Jupyter notebook on a local computer. 
Tutorial four teaches the user how to create a simple notebook for their own data. Tutorial five 
explains how to publish and share a new Jupyter notebook in the cloud. The overarching aim 
of this document is to encourage metabolomics researchers from all backgrounds, possibly with 
little or no computational expertise, to seize the opportunity to take control of their own data 





A glossary of terms has been provided in Table 3.1 to help clarify technical terms used in this 
tutorial. 
 
3.2.1. Software Tools and Barriers to Open Science 
 
Many statistical and data science software tools are available for use in metabolomics data 
analysis and visualisation. They can be classified as commercial (requiring a paid licence) or 
“free” (as in zero-cost) and, in either case, may be open-source (the underlying computer code 
is available for inspection) or proprietary (closed-source, code unavailable for inspection). The 
primary mode of interaction with the user may be via scripting, a command line (CLI), or a 
graphical (GUI) user interface. 
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1 Data repository A platform (such as Metabolights or Metabolomics Workbench) used to 
store metadata and experimental data.  
2.1 Command Line 
Interface (CLI) 
A user interface that is used to execute operating system functions using 
text. 
2.1 Graphical User 
Interface (GUI) 
A user interface that is used to execute operating system functions using 




A software application that provides an interface to write and test code 
(such as RStudio, PyCharm and Visual Studio Code). It typically 
includes basic tools such as a code editor, compiler, and a debugger. 
2.1 Containers Self-contained units of software that packages code, dependencies, 
system tools and system libraries. The purpose is to be reliably 
transferred between, and deployed on, various operating systems and 
infrastructures.   
2.1 JavaScript Object 
Notation (JSON) 
format 
A lightweight data-interchange format commonly used for 
communication between a browser and server. Internally, Jupyter 
Notebooks are JSON files with the .ipynb extension.  
2.1 Packages Units of shareable code that can be imported and used to provide 




A set of defined functions and protocols for interacting with the software 
or package. 
2.1 Kernel The "computational engine" that runs and introspects the code contained 
in a notebook document. Jupyter supports a kernel for Python, as well as 
kernels for many other languages (such as R, Julia, Kotlin, etc.). 
2.2 Version Control A documented history of changes made to a file, enabling step-by-step 
reproduction and reconstruction of its development 
2.2 Code repository A hosted archive (such as those at GitHub and BitBucket) of source code 
and supporting files. 




A collection of software bundled together.  
3.1.1 Markdown A lightweight markup language used to add and format plain text. It is 
used in Jupyter Notebooks within "Markdown" cells. 
3.1.3 Configuration file A file used to set the initial settings and parameters for computer 
applications. It is used in Binder to build the virtual environment with 
specific dependencies.  
3.2.1 Text cell (Markdown 
cell) 
A cell in the Jupyter Notebook used to write text (using the Markdown 
language).  
3.2.1 Code cell A cell in the Jupyter Notebook used to run code (such as Python code).  
3.2.3 Sandbox (Software 
development) 
A software environment typically used to run or test experimental code 
in isolation from the rest of the system. 
3.2.5 Dependencies The packages (and versions) that are required to be installed to use the 
software. For Python, these are the packages that need to be imported at 
the start of the file.  
3.2.5 Channels (Specific to 
Anaconda) 
The location where packages that are installed using conda are stored 
(such as conda-forge and bioconda). 
3.2.5 README A file (commonly markdown or text) used to communicate information 
to visitors about the repository (such as purpose, usage, and contributors). 




Command-line or script-based proprietary software packages such as MATLAB, SAS, and 
Stata overcome some of the limitations imposed by graphical interfaces and closed-source code 
by allowing third party code to be embedded, and implementation of alternative algorithms and 
arbitrary workflows by the researcher. In the case of MATLAB the source code of some or all 
of the proprietary tools is readable, which improves transparency of methods, and it is possible 
for the programmer to develop open custom graphical interfaces. However, even then open-
source commercial packages can carry a significant financial cost limiting the ability of 
researchers, especially those in developing nations or on smaller budgets, to replicate results, 
adapt methods, or collaborate to develop better workflows. We consider that open-source 
“free” tools and applications will form the future basis of shareable research, as they enable the 
greatest possible degree of transparency and reproducibility. 
 
Open-source GUI workflows providing simplified or user-friendly access to underlying 
programs and analytical tools have been developed to improve usability for scientists who have 
not yet acquired the programming skills necessary to write their own pipelines and workflows. 
Within the metabolomics community popular applications include: MetaboAnalyst (Xia and 
Wishart, 2011), Galaxy-M (Davidson et al., 2016), and Workflow4Metabolomics (Giacomoni 
et al., 2015). Galaxy workflows provide a unified data visualisation and analysis environment 
that allows seamless (to the user) integration of multiple open-source software packages, and 
tools written in multiple programming languages (Afgan et al., 2018). These tools allow rapid 
construction, implementation, and sharing of standardised workflows, including integration 
with remote and local databases, without the need for programming skills. This provides a 
mechanism to ensure methodological consistency and precise reporting standards. Resources 
such as Galaxy simplify the user experience and enable flexible use of a wide range of open 
source tools. 
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Despite the many strengths of open-source GUI workflows such as Galaxy, they do not always 
provide users with a free choice of available data analysis methods. For example, unless the 
user has administrative rights on the server, the browser interface of Galaxy does not permit 
direct access to software package management. This restricts extension, modification, and 
development of workflows by the user. Although an arbitrary set of tools can in principle be 
“wrapped” by a researcher for use with Galaxy, there may be in practice only limited support 
for requests to implement a tool, especially when working on public servers. It is possible to 
implement arbitrary tools and processes in a locally-managed Galaxy instance with 
administrative control of the workflow service, but this requires investment of time, technical 
expertise, and local computational capacity, as well as carrying implications for long-term 
systems support and maintenance. 
 
Even with a free choice of tools and algorithms, workflows implemented in GUI-based tools 
like Galaxy are “linear” in the sense that the browser interface imposes a process in which data 
passes through a sequential chain of operations. These interfaces are not well-suited to 
representing complex workflow logic, such as branches and loops that explore alternative 
approaches or parameter choices as part of the same analysis. This can inadvertently encourage 
a “black box” one-size-fits-all approach to analysis that may be of concern when the dataset is 
non-standard or, for example, when a statistical analysis requires customisation due to 
assumptions made by the model regarding the distribution of the input data. Incurious 
application of standardised GUI workflows with limited opportunity for experimentation can 
lead to inappropriate analytical strategies and unintentional misreporting of results. The 
linearity constraint is recognised by the Galaxy developers, who provide a programmatic 
Application Programming Interface (API) enabling automation of complex workflow logic, 
but this requires programming ability to use. 
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Another limitation of GUI workflow-based applications can be a lack of contextual annotation. 
With most interfaces the user must document separately why computational methods and 
parameter settings were chosen in a specific workflow. It is not typically possible through GUI 
workflow interfaces to embed the experimental context, explanation of methods, code, and 
figures into a single live (interactive) document. The formal reporting may then be reduced to 
a terse listing of steps and parameter values for generating data, tables and figures, rather than 
a more readable “literate programming” account of the analysis. This retrospective approach is 
sufficient and appropriate for standardised, repeated workflows that vary little from experiment 
to experiment, such as a mass spectrometry deconvolution workflow that converts a set of raw 
instrument files into an annotated table (e.g. XCMS → CAMERA → MetFrag). However, 
when a metabolomics scientist moves on to statistical analysis, multivariate machine learning, 
and data visualisation to extract and present a biologically-informative interpretation of the 
data, it is desirable to have an integrated, flexible data analysis environment that includes 
detailed annotation of analysis choices. 
 
The most flexible data science solution is to conduct analyses in one or more high-level open-
source programming languages such as C, Fortran, Java, Julia, Perl, Python, Octave, R, or 
Scala, that also support sophisticated statistical tools. Python and R have become especially 
popular languages in data science due to the availability of comprehensive, robust, and well-
documented code libraries (modules/packages). Many statistical and machine learning 
packages are available for these languages (including bindings to Galaxy, which overcomes 
some of the GUI-based limitations of that platform), with strong data science community 
support (Lantz, 2013; Müller and Guido, 2017). However, these general-purpose languages 
may present novice (or non) data scientists with a forbiddingly steep learning curve, especially 
in comparison with GUI tools. To be most effective in these languages a researcher requires a 
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basic understanding of computer programming to use the available code libraries in their 
specific field. There is an initial learning curve, but knowledge of a programming language is 
more generally useful and broadly applicable than familiarity with a specific software tool’s 
interface and can impact positively on many areas of research. Programming is increasingly 
recognised as a foundational skill for research and promoted at all levels from primary to 
postgraduate education (Passey, 2017). The broad impact of this skillset throughout academic 
research, including arts and humanities, is recognised in the growing influence of training 
foundations such as The Carpentries (https://carpentries.org/) that aim to “[teach] researchers 
the computing skills they need to get more done in less time and with less pain.” 
 
Several freely-available software tools bridge the gap between GUI interfaces and high-level 
languages by providing a user interface for researchers to develop their own code. For Python 
and R, integrated development environments (IDEs) such as PyCharm (Python), RStudio (R), 
and more general multi-language IDEs (e.g. Visual Studio Code, Komodo and Eclipse), 
provide additional tools for automating, testing and visualizing the process of writing scripts, 
programs and analysis workflows. These IDEs can simplify the learning and programming 
experience but are primarily designed for larger program and application development, rather 
than composing and sharing data analysis workflows. However, IDEs in general are extremely 
useful even to the novice programmer, and some prominent examples are specifically targeted 
towards data analysis, such as RStudio and JupyterLab. 
 
Recently, several independent strands of general-purpose data science software development 
have been woven into practical solutions to the various limitations of the above frameworks. 
Firstly, RStudio established itself as the ‘go to’ data science IDE for R programming and was 
extended to allow integration of R code, narrative text, and figures into a single notebook 
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interface using “RMarkdown” (Baumer et al., 2014). The software companies Enthought Inc. 
and Anaconda (formerly Continuum Analytics) independently developed distributions of the 
Python programming language to include core scientific computing packages. Anaconda later 
extended their distribution to include R. In 2015, the non-profit Project Jupyter was established 
(Kluyver et al., 2016) to “develop open-source software, open-standards, and services for 
interactive computing across dozens of programming languages” (Project Jupyter, 2019).  
Their main product is Jupyter Notebook, a browser-based interactive data science notebook 
environment. Jupyter Notebook allows seamless integration of code, narrative text, and figures 
into a single live executable and editable document, recorded in the open-standard and 
language-independent JavaScript Object Notation (JSON) format. Notebooks may be written 
in a single programming language, or a combination of multiple languages. Jupyter Notebooks 
can use kernels for new or more specialised languages (such as Kotlin, GAP, Haskell, etc.), 
which gives them an advantage of being agnostic to programming language. Finally, 
integration of Jupyter Notebooks with the Docker (www.docker.com) virtualization platform 
enables operating system level working environments to be packaged into virtual “containers”, 
which allows collections of notebooks and the supporting third-party tools and software to be 
deployed as public, self-contained, reproducible interactive services using cloud computing. 
 
3.2.2. Collaboration through Cloud Computing 
 
Open and dynamic collaboration on projects is critical to effective working but remains a 
significant challenge for researchers. There is a real and present need for efficient sharing and 
management of files that allows easy access, use, and version control (a documented history of 
the changes made to a file, enabling step-by-step reproduction and reconstruction of its 
development) for all collaborators. Widely-used collaboration mechanisms such as sharing 
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code via email or online blogs are cumbersome, frequently leading to conflicts between the 
work of different researchers as they work on the same files at the same time in different 
locations. Cloud services including Box, Google Drive, and Dropbox have become essential 
tools for scientists by providing shared online data and document storage. Tools such as 
Microsoft Office Online and Google Suite provide real-time collaboration tools enabling true 
simultaneous editing of a single document by multiple authors, and services like Dropbox are 
able to track edits and prompt users to keep local copies of files up to date. Both approaches 
allow users to step back through document history as a rudimentary form of version control. 
They reduce practical barriers to collaborative working and reduce frustration and conflicts 
resulting from two or more people editing different copies of the same file at the same time. 
Collaborative working on metabolomic data analysis workflows would benefit from adoption 
of similar approaches. 
 
The source code hosting facilities Bitbucket, GitHub and SourceForge are currently the 
dominant platforms for sharing and collaborating on (particularly open-source) software. 
GitHub has become the largest source code hosting facility in the world, with over 36 million 
users and 100 million repositories (GitHub, 2019). These facilities offer many benefits 
including: free public (and private) source code repositories; enforced best practice through 
version control; and additional administrative and project management services that foster 
collaboration, including project webpages and wikis, issue tracking, code reviews, and task 
management. This makes GitHub and similar services a practical option for development, 
publication and distribution of Jupyter Notebooks, together with their associated source code 
and test data. 
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Services such as GitHub and BitBucket allow collaborators to view and edit static code and 
view static notebooks, but code cannot be executed directly on their servers. To run Jupyter 
Notebooks and associated source code, the user must either download and run a local copy of 
the files, or upload and run the notebook “in the cloud” using a cloud infrastructure provider 
such as Amazon Web Services, Google Colab, Openstack, or Microsoft Azure. The process of 
enabling the practical use of this shared resource can therefore require a level of computational 
expertise that may be a deterrent to casual users and restrict uptake by non-expert data-curious 
scientists. 
 
The PhenoMeNal portal (http://phenomenal-h2020.eu) is an elegant solution to this problem 
for the metabolomics community. PhenoMeNal (Peters et al., 2019) is an easy-to-use, cloud-
based metabolomics research environment led by EMBL’s European Bioinformatics Institute. 
The PhenoMeNal App Library includes over 50 widely used metabolomics data analysis tools 
that can be accessed either through Jupyter or Galaxy and deployed using a cloud infrastructure 
provider. This curated software library allows the community to maintain consistency across 
workflows but, in common with other GUI tools and centrally-managed workflow approaches, 
it can be restrictive. 
 
A comparable but completely general public service is provided by the Binder team at 
mybinder.org (Project Jupyter et al., 2018). Binder is an open-source web service that allows 
users to share notebooks by creating a temporary cloud-based copy of the GitHub repository 
that contains them. This enables reproducible sharing of interactive and editable Jupyter or 
Rstudio notebooks as a virtual machine running in the cloud. The user can start and access a 
new virtual machine running live notebooks by following a single web link. In use, the 
notebooks appear to the user as if they were any other Jupyter notebook running on their own 
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computer, with all the necessary dependencies, supplementary code and data pre-installed. 
Using the Binder framework gives researchers the power to reproduce and thoroughly test 
published results, or apply the analyses to their own data by running the source code 
interactively in their browser. In this tutorial review we take the reader through a process of 
using, writing, and deploying Jupyter Notebooks on Binder to help them take control of their 
own data science, and share their work through open science approaches. 
 
3.3. Experiential Learning Tutorials 
 
The remainder of this review provides readers with an experiential learning opportunity (Kolb 
1984) using an example interactive metabolomics data analysis workflow deployed using a 
combination of Python, Jupyter Notebooks, and Binder. We assume that the initial stage of 
data-processing for the computational workflow (converting raw instrument files into an 
annotated data table) has already been completed, and that a deconvolved, but not necessarily 
annotated, data table has been created and checked for errors. These assumptions are made to 
make the learning objectives presented manageable, not as a directive for obfuscating the 
complete metabolomics workflow. It is possible, and encouraged, to include all data processing 
steps in interactive notebooks. The tutorial takes the reader through the process of using 
interactive notebooks to produce a shareable, reproducible data analysis workflow that 
connects the study design to reported biological conclusions in an interactive document, using 
data from two previously published metabolomics studies. This workflow includes a discrete 
set of interactive and interlinked procedures: data cleaning, univariate statistics, multivariate 

























Figure 3.2: Metabolomics data analysis workflow. The workflow implemented in Tutorials 1 
and 2 represents a typical metabolomics data science workflow for a binary classification 
outcome. The following steps are included: data import, data cleaning based on pooled QC 
relative standard deviation, PCA to visually inspect data reproducibility, univariate statistics, 
multivariate machine learning (PLS-DA including cross validation, feature selection, and 
permutation testing). The flow diagram is coloured by primary operation type (yellow=data 
import/export; green=data visualisation; blue=data processing). 
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The following five tutorials have been pedagogically designed to lead the reader through 
increasing levels of cognitive complexity, according to Bloom’s revised taxonomy (Anderson 
et al., 2001): 
 
1. Launch and walk through a published Jupyter notebook using Binder in the cloud to 
duplicate a set of results. 
2. Interact with and edit the content of a published Jupyter notebook using Binder in the 
cloud to understand workflow methods.  
3. Install Python and use published Jupyter Notebooks on the researcher’s computer to 
apply and experiment with workflow methods locally. 
4. Create a metabolomics Jupyter notebook on a local computer. 
5. Deploy the Jupyter notebook from Tutorial 4 on Binder in the cloud via GitHub. 
 
3.3.1. Overview of Jupyter/GitHub/Binders 
 
Before beginning the tutorial, we review some fundamental concepts behind Jupyter 
Notebooks, GitHub, and Binder, as understanding these can aid successful independent 
execution of this open-science approach (Fig. 3.3). All code embedded in each of the example 
notebooks is written in the Python programming language and is based upon extensions of 
popular open source packages with high levels of community uptake and support. These 
include: Numpy for matrix-based calculations (van der Walt et al., 2011); Pandas for high level 
data table manipulation (McKinney, 2017); Scikit-learn for machine learning (Pedregosa et al., 
2011); and Matplotlib (Hunter, 2007), Bokeh (Bokeh Development Team, 2018), Seaborn 
(Waskom et al., 2018), and BeakerX (Beaker X Development Team, 2018) for data 
visualisation. Additionally, we deploy a simple package called ‘cimcb-lite’, developed by the 
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authors for this publication, that integrates the functionality of the above packages into a set of 
basic methods specific to metabolomics. A tutorial on the Python programming language itself 
is beyond the scope of this publication, but we hope that the code presented is sufficiently well-
documented in each notebook to be understood. Many excellent publications can be consulted 
for an in-depth introduction to using Python for data science (Jones, 2013; Ramalho, 2015; The 
Carpentries, 2019; VanderPlas, 2016).  
 
 
Figure 3.3: Key elements required for FAIR data analysis, using Jupyter Notebooks and 
Binder deployment. A fishbone diagram describing the detailed requirements for FAIR data 
analysis in metabolomics. Experimental data are derived from typical metabolomics workflows 
and formatted appropriately for analysis. Data need to be shared, either privately (for pre-
publication collaboration) or publicly (for open dissemination). The Jupyter Notebook contains 
all code, markdown comments, outputs, and visualisations corresponding to the study. The 
Jupyter Notebook and other required files (such as Readme and configuration files) are 
compiled into a public GitHub repository. Finally, Binder is used to easily deploy and share 
















































































Digital object identifiers (DOI) are widely used to identify academic and government 
information in the form of journal articles, research reports and data sets. It is also possible to 
assign a DOI to open access software. Specifically, researchers are able to make the work 
shared on GitHub citable by archiving with a data archiving tool such as Zenodo 
(www.zenodo.org) (Sicilia et al., 2017). A detailed tutorial is available (Open Science MOOC, 
2018). This archiving tool will ‘fix’ in time a given repository (e.g. Jupyter notebook and meta 
data), so that it can be associated with a particular static publication, while allowing the 
programmer to further develop the notebook on GitHub. The tutorials in this paper are archived 
with the handle https://doi.org/10.5281/zenodo.3362624 
(https://doi.org/10.5281/zenodo.3362624). 
 
3.3.1.1. Jupyter Notebook 
 
Jupyter Notebook (jupyter.org) is a powerful, open-source, browser-based tool for interactive 
development and presentation of data science projects. Each notebook consists of a collection 
of executable cells, and each cell contains either text formatted using the Markdown language 
(Gruber, 2004) or executable code (usually Python or R). When a ‘code cell’ is executed any 
graphical or text output (numerical results, figures or tables) is presented within the document 
immediately below the cell. Figure 3.4 shows an example of a notebook after execution. A 
popular way to get started with Jupyter Notebooks is to install the Anaconda distribution 
(anaconda.com), for which graphical installers are available on Windows, macOS and Linux 
operating systems (anaconda.com/distribution/). After installation a local Jupyter server can be 
launched using the Anaconda-Navigator application. To run a specific local Jupyter notebook 
with Anaconda-Navigator the user can navigate to the appropriate local folder using the 
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Figure 3.4: Example Jupyter Notebook Screenshot. At the top of the page, there is the Jupyter 
menu bar and ribbon of action buttons. The main body of the notebook then displays text and 
code cells, and any outputs from code execution. This screenshot taken near the end of Tutorial 
1 when the partial least squares discriminant analysis model is being evaluated. Three plots are 
generated, showing comparisons of the performance of the model on training and holdout test 
datasets: a violin plot showing the distribution of known positive and negative in both training 
and test sets, and the class cut-off (dotted line); probability density functions for positive and 
negative classes in the training and test sets (the training set datapoints are rendered as more 





GitHub (github.com) is a cloud-based web service that helps programmers store, manage, and 
share their code (and associated data files), as well as track and control changes to their code 
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(version control). It is free to sign up and host a public code repository, which makes GitHub 
especially popular with open-source projects and a good choice for distributing Jupyter 
Notebooks, project-specific code and documentation. Jupyter Notebooks stored publicly on 
GitHub can be downloaded and run on a local machine using Anaconda or linked to a cloud-
based platform. To complete all the steps of this tutorial a (free) GitHub account is required. 
An account at GitHub may be created by clicking “sign up” on the GitHub home page 




Binder (mybinder.org) is an open source web service that allows users to deploy a GitHub 
repository comprising a collection of Jupyter Notebooks (with configuration files that describe 
the required computing environment) as a temporary cloud-based virtual machine. The Binder 
deployment is accessible by web browser and includes the programming language and all 
necessary packages and data. As with all publicly-accessible cloud storage care must be taken 
if data are sensitive or private. Researchers can launch the virtual machine in their browser but, 
because the user environment is temporary, once the session is closed all new results are lost. 




3.3.2.1. Tutorial 1: Launching and Using a Jupyter Notebook on Binder 
 
This tutorial demonstrates the use of computational notebooks for transparent dissemination of 
data analysis workflows and results. The tutorial steps though a metabolomics computational 
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workflow implemented as a Jupyter Notebook and deployed on Binder. The workflow is 
designed to analyse a deconvolved and annotated metabolomics data set (provided in an Excel 
workbook) and is an example of the standard data science axiom: Import, Tidy, Model, and 
Visualise. 
 
The Jupyter notebook for this tutorial is named Tutorial1.ipynb and is available at GitHub in 
the repository https://github.com/cimcb/MetabWorkflowTutorial. This repository can be 
downloaded (cloned) to the researcher’s own computer, or run on the Binder service. In the 
text we assume that the tutorial is being run using the Binder service. To open the notebook on 
Binder, go to the tutorial homepage: https://cimcb.github.io/MetabWorkflowTutorial and click 
on the topmost “Launch Binder” icon to “launch the tutorial environment in the cloud”. It will 
take a short while for Binder to build and deploy a new temporary virtual machine. Once this 
is ready the Jupyter notebook landing page will show the files present in this copy of the GitHub 
repository (Supplementary Fig. 3.1). 
 
The tutorial workflow analysis interrogates a published dataset used to discriminate between 
samples from gastric cancer and healthy patients (Chan et al., 2016). The dataset is available 
in the Metabolomics Workbench database (http:// www.metabolomicsworkbench.org, Project 
ID PR000699). For this tutorial, the data are stored in the Excel workbook 
GastricCancer_NMR.xlsx using the Tidy Data framework (Wickham, 2014):  each variable is 
a column, each observation is a row, and each type of observational unit is a table. The data 
are split into two linked tables. The first, named ‘Data’, contains data values related to each 
observation. i.e. metabolite concentrations M1 ... Mn, together with meta-data such as: ‘sample 
type’, ‘sample identifier’ and ‘outcome class’. The second, named ‘Peak’, contains data that 
links each metabolite identifier (Mi) to a specific annotation and optional metadata (e.g. mass, 
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retention time, MSI identification level, number of missing values, quality control measures, 
etc.). The Excel file can also be downloaded from the Binder virtual machine for inspection on 
your own machine by selecting the checkbox next to the filename and clicking on the 
Download button in the top menu (Supplementary Fig. 3.1). 
 
To begin the tutorial, click on the Tutorial1.ipynb filename (Supplementary Fig. 3.1). This will 
open a new tab in your browser presenting the Jupyter notebook (Supplementary Fig. 3.2). At 
the top of the page there is a menu bar and ribbon of action buttons similar to those found in 
other GUI-based software, such as Microsoft Word. The interface is powerful, and it is worth 
taking time to become familiar with it, but for this tutorial only the “Run” button and the “Cell” 
and “Kernel” drop down menus are required. 
 
The rest of the page is divided into “code cells” and “text cells”. The “text cells” briefly outline 
the context and computation of the “code cells” beneath them. Code and text cells can be 
distinguished by their background colour (code cells are slightly grey, text cells are slightly 
red), by the text formatting (code cells have a fixed-width font, text cells have word processor-
like formatting), and the “In []:” marker text is present next to each code cell. 
 
To run a single code cell, first select it by clicking anywhere within the cell, which will then 
be outlined by a green box (if you select a text cell, this box is blue—Supplementary Fig. 3.3). 
Once a cell is selected, the code in the cell can be executed by clicking on the “Run” button in 
the top menu. Multiple cells can also be run in sequence by choosing options from the 
dropdown list in the “Cell” menu item. The options include “Run All” (runs all the cells in the 
notebook, from top to bottom), and “Run all below” (run all cells below the current selection). 
 78 
These can be used after changing the code or values in one cell to recalculate the contents of 
subsequent cells in the notebook. 
 
The “computational engine” that executes the code contained in a notebook document is called 
the kernel, and it runs continually in the background while that notebook is active. When you 
run a code cell, that code is executed by the kernel and any output is returned back to the 
notebook to be displayed beneath the cell. The kernel stores the contents of variables, updating 
them as each cell is run. It is always possible to return to a “clean” state by choosing one of the 
“Restart Kernel” options from the “Kernel” menu item’s dropdown list. Selecting “Restart & 
Run All” from the “Kernel” dropdown menu will restart the kernel and run all cells in order 
from the start to the end of the notebook. 
 
Beginning from a freshly-loaded Tutorial1.ipynb notebook in the Binder, clicking on “Cell-
>Run All” or “Kernel->Restart & Run All” will produce a fully executed notebook that 
matches the output in the static supplementary html file Tutorial1.html 
(cimcb.github.io/MetabWorkflowTutorial/Tutorial1.html). Choosing “Restart and Clear 
Outputs” from the “Kernel” dropdown menu, will reset the notebook and clear all data from 
memory and remove any outputs, restoring its original state. 
 
The tutorial can be completed by reading the text cells in the notebook and inspecting, then 
running, the code in the corresponding code cells. This is an example of “Literate 
Programming” that weaves traditional computing source code together with a human-readable, 
natural language description of the program logic (Knuth, 1984). The notebook interface makes 
notable advances on the original proposition for literate programming that are used in this 
tutorial, the most significant of which is that the output of running the code is also incorporated 
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into the document. The browser interface allows for further enhancements, such as hyperlinks 
to external webpages for explanations and further reading about technical terms, embedded 
interactive spreadsheet-like representation of large datasets (e.g. section 2. Load Data and Peak 
Sheet), and embedded interactive graphical output (e.g. section 4. PCA Quality Assessment). 
 
3.3.2.2. Tutorial 2: Interacting with and Editing a Jupyter Notebook on Binder 
 
The second tutorial is interactive and showcases the utility of computational notebooks for both 
open collaboration and experiential education in metabolomics data science. Tutorial 2 is 
accessed on GitHub through the same process as described for Tutorial 1. To open the notebook 
on Binder, go to the tutorial homepage: https://cimcb.github.io/MetabWorkflowTutorial and 
click on the topmost “Launch Binder” icon to “launch the tutorial environment in the cloud”, 
then click the Tutorial2.ipynb link on the Jupyter landing page. This will present a new tab in 
your browser containing the second tutorial notebook. The functionality of this notebook is 
identical to Tutorial 1, but now the text cells have been expanded into a comprehensive 
interactive tutorial. Text cells, with a yellow background, provide the metabolomics context 
and describe the purpose of the code in the following code cell. Additional coloured text boxes 
are placed throughout the workflow to help novice users navigate and understand the 
interactive principles of a Jupyter Notebook: 
 
Action (red background labelled with ‘gears’ icon) 
 
Red boxes provide suggestions for changing the behaviour of the subsequent code cell by 
editing (or substituting) a line of code. For example, the first red cell describes how to change 
the input dataset by changing the path to the source Excel file. 
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Interaction (green background with ‘mouse’ icon) 
 
Green boxes provide suggestions for interacting with the visual results generated by a code 
cell. For example, the first green box in the notebook describes how to sort and colour data in 
the embedded data tables. 
 
Notes (blue background with ‘lightbulb’ icon) 
 
Blue boxes provide further information about the theoretical reasoning behind the block of 
code or a given visualisation. This information is not essential to understand Jupyter Notebooks 
but may be of general educational utility and interest to new metabolomics data scientists. 
 
To complete the tutorial, first execute the notebook by selecting the “Restart & Run All” option 
in the “Kernel” dropdown menu. Move through the notebook one cell at a time reading the text 
and executing the code cells. When prompted, complete one (or multiple) modifications 
suggested in each ‘action’ box, and the click “Run all below” from the “Cell” dropdown menu, 
observing the changes in cell output for all the subsequent cells. Further guidance is included 
in the notebook itself. 
 
It is possible to save the edited notebook to the Binder environment, but any changes made to 
the notebook during the tutorial are lost when the Binder session ends. To keep changes made 
to the tutorial notebook or its output, modified files must be downloaded to your local computer 
before you end the session. Modified files can also be downloaded from the Jupyter landing 
page. To download files, click the checkbox next to each file you wish to download, and then 
click the ‘Download’ button from the top menu. 
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3.3.2.3. Tutorial 3: Downloading and Installing a Jupyter Notebook on a Local 
Machine 
 
Jupyter Notebooks can be run on a standard laptop or desktop computer in a number of different 
ways, depending on the operating system. The Anaconda distribution provides a unified, 
platform-independent framework for running notebooks and managing Conda virtual 
environments that is consistent across multiple operating systems, so for convenience we will 
use the Anaconda interface in these tutorials. 
 
To install the Anaconda distribution, first download the Python 3.x Graphical Installer package 
from the Anaconda webpage (https://www.anaconda.com/distribution/) then open the installer 
and follow the instructions to compete the installation 
(https://docs.anaconda.com/anaconda/install/). Be sure to download the installer package 
specific to your computer’s operating system (e.g. macOS, Microsoft Windows or Linux). 
When the process is completed, the “Anaconda Navigator” application will be installed in your 
applications folder. 
 
To start Jupyter on your machine first launch the Anaconda Navigator application. This will 
display a home screen with a sidebar menu on the left-hand side and the main area showing a 
panel of application icons, with short descriptions. Locate the Jupyter Notebook application 
and icon in this panel and click the “launch” button under the icon. This will start a Jupyter 
web server and open the Jupyter landing page in your default web browser. To run an existing 
Jupyter notebook, navigate to the appropriate folder on your computer’s filesystem in the 
Jupyter landing page, and click on the notebook (.ipynb) file you wish to open. To end a Jupyter 
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session, click on the “quit” button in the top right-hand corner of the Jupyter landing page. Quit 
now if you have been working along. 
 
To run the Tutorial notebooks, we need to download the tutorial repository containing those 
notebooks from GitHub and set up a local “virtual environment” that contains the programming 
libraries and software tools necessary to run the code cells in the notebooks. 
 
To download the notebook and associated files from the Github repository page 
(https://github.com/cimcb/MetabWorkflowTutorial), click on the green button labelled “clone 
or download” and choose the option to “Download ZIP”. Save the zip file 
(MetabWorkflowTutorial-master. zip) in a convenient location. Extract the zip file to create a 
new folder in the same location as the .zip file, called “MetabWorkflowTutorial-master”. The 
contents of this folder are the files visible in the repository at the GitHub site. We will refer to 
this folder as the “repository root”, or just “root”. 
 
The Jupyter Notebooks in the repository require several Python packages to be installed in 
order to be run successfully. It would be possible to install these on the local computer so that 
they are visible to, and accessible by, all notebooks on the computer. However, it is often the 
case that different repositories and projects require alternative, incompatible versions of these 
packages. So, in practice, it is not usually possible to install a single set of packages that meets 
the needs of all the projects that a user would want to run. A technical solution to this is to 
create a new “virtual environment” that contains only the packages necessary for a project to 
run, and keeps them separate (“sandboxes” them) from any other projects. Environments can 
be created when required, and deleted when no longer necessary, without affecting other 
projects or the operation of the computer. It is good practice to create a new virtual environment 
 83 
for each project, and typical that multiple such environments are set up, and exist 
simultaneously on the same computer. The Anaconda Navigator application provides an 
interface for creating and managing these virtual environments. 
 
To create a new virtual environment for the tutorial, first open the Anaconda Navigator 
application and click on “Environments” in the left-hand sidebar. The main panel will change 
to list any virtual environments that have been created using Anaconda. If no environments 
have been created only “base (root)” will be listed. To the right of each virtual environment 
Anaconda Navigator lists the packages that have been installed in that environment. 
 
It is common to create a new environment “from scratch” by specifying individual packages in 
the Anaconda Navigator, but for this tutorial we will use a configuration file called 
“environment.yml” that is part of the GitHub repository. This file describes all the packages 
that are necessary to reproduce an environment for running the tutorial notebooks. To create a 
new environment from this configuration file, click on “Import” (at the bottom of the main 
panel of Anaconda Navigator) and navigate to the repository root folder. By default Anaconda 
Navigator expects configuration files with “.yaml” or “.yml” file extensions, so only the file 
named “environment.yml” should be highlighted in the file dialog box. Select this file and click 
“Open”. The “Import new environment” dialogue box will have autocompleted the “Name:” 
field for the new environment (“MetabWorkflowTutorial”). To complete creation of the new 
environment, click on the “Import” button. Anaconda Navigator will show a progress bar in 
the main panel as it creates the new environment. 
 
Once the environment has been created, click on the “Home” icon in the left-hand sidebar. In 
the main panel, the dropdown should now read “Applications on [MetabWorkflowTutorial]”, 
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which indicates that the MetabWorkflowTutorial environment which was just created is now 
active. If “MetabWorkflowTutorial” is not visible, click on the dropdown menu and select that 
environment. Click on the “Launch” button under Jupyter Notebook in the main panel, to 
launch Jupyter in your web browser. 
 
The Jupyter landing page will start in your home folder. To use the tutorial notebooks, navigate 
to the repository root. The notebooks for Tutorial 1 and 2 can now be run on your own 
computer, just as on Binder, by selecting the appropriate notebook file. However any output or 
changes to the contents of a notebook file will now be saved persistently in the local computer 
and can be reused at any time. 
 
As an alternative you may wish to try to create a virtual environment and launch Jupyter in 
your web browser through a terminal window (command window). To do this open the 
terminal window (type ‘terminal’ in your computer’s search box), then type the following five 
lines of code: 
 
git clone https://github.com/cimcb/MetabWorkflowTutorial 
cd MetabWorkflowTutorial 
conda env create -f environment.yml 
conda activate MetabWorkflowTutorial 
jupyter notebook 
 
Line one creates an exact copy of the github file directory on your local machine in the folder 
‘MetabWorkflowTutorial’. Line two moves you into that folder. Line three creates the virtual 
environment called “MetabWorkflowTutorial” using the contents of the environment.yml file. 
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Line four activates the virtual environment. Line five launches a local Jupyter notebook server 
and opens the Jupyter landing page in your web browser, from which you can run the tutorials. 
 
To close the local Jupyter notebook server press “<control>c” twice in the terminal window 




When you no longer need the virtual environment, the following will delete it from your 
computer: 
 
conda remove --name MetabWorkflowTutorial --all 
 
If you created a virtual environment using Anaconda Navigator you will have to delete the 
environment before creating a fresh version. 
 
3.3.2.4. Tutorial 4: Creating a New Jupyter Notebook on a Local Computer 
 
Tutorial 4 builds on tutorial 3. Please ensure that the Anaconda Python distribution is installed 
on your computer. 
 
In this tutorial we will create a new Jupyter notebook that demonstrates the use of visualisation 
methods available in Anaconda Python without the need to install additional third-party 
packages. We will upload a generic metabolomics data set and write code to produce four 
graphical outputs: 
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1. A histogram of the distribution of QCRSD across the data set. 
2. A kernel density plot of QCRSD vs. D-ratio across the data set. 
3. A PCA scores plot of the data set labelled by sample type. 
4. A bubble scatter plot of molecular mass vs. retention time, with bubble size 
proportional to QCRSD 
 
The data set included in this tutorial is previously unpublished, and of arbitrary biological 
value. It describes serum data acquired using a C18+ LC–MS platform consisting of 3084 
unidentified peaks and 91 samples. Of the 91 samples, 23 are pooled QCs injected every 5th 
sample across the experimental run. The Peak table contains information on the molecular 
mass, retention time of each detected metabolite, and the associated QCRSD and D-ratio values 
calculated following recommended quality control procedures (Broadhurst et al., 2018). The 
data are presented in an Excel file using the previously-described “tidy data” format. 
 
Tutorial 4 is available in a GitHub repository at https://github.com/cimcb/MetabSimpleQcViz. 
Download and unzip the repository to a folder on your own computer, using the method 
described in Tutorial 3 (the location of this folder will now be the “repository root”). This copy 
(clone) of the repository is for reference only as we will be recreating the contents of this 
directory under a different name as we move through this tutorial and Tutorial 5. 
 
First create a new Jupyter notebook. To do this, start the Anaconda Navigator application if it 
is not already open. Ensure that “[base (root)]” is selected in the “Applications on” dropdown 
list of the main panel, then launch Jupyter Notebook. This will start a new Jupyter notebook 
server in your browser and show files from the home directory on the landing page. Navigate 
to the repository root (the “MetabSimpleQcViz” folder). To create a new notebook, click on 
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the “New” button in the top right corner of the page. This will list supported Jupyter Notebook 
languages in the drop-down. Select “Python 3” from this list. A new tab will open in your 
browser, showing a blank notebook called “Untitled” (at the top of the page). Rename the 
notebook by clicking on the text “Untitled” and replacing it with “myExample”. This will 
create a new file in the repository called “myExample.ipynb” 
 
When the “myExample.ipynb” notebook is launched, it contains a single empty code cell. We 
will use this cell to add a title to the notebook. To do this we need to convert the cell type to be 
a Markdown cell, then type a header in the cell, and execute it. First, select the empty cell by 
clicking anywhere within the cell. To convert the cell type, click on the dropdown field marked 
“Code” in the top menu bar and select “Markdown”. The “In[]:” prompt should disappear from 
the left-hand side of the cell. Now click inside the cell to see the flashing cursor that indicates 
the cell is ready to accept input. Type “# Tutorial 4” and click on the “Run” button in the top 
menu. The formatting of the first cell should change, and a new code cell should appear beneath 
it. 
 
In the new code cell, we will place Python code that: 
 
1. Imports the Pandas package (necessary to load the Excel spreadsheet). 
2. Loads the dataset into variables called “data” and “peak”. 
3. Report the number of rows and column in the tables. 
4. Displays the first few lines of the resulting table.  
 
The required code is provided in the static supplementary html file Tutorial4.html 
(https://cimcb.github.io/MetabSimpleQcViz/Tutorial4.html) and “Tutorial4.ipynb” notebook 
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and can be copy-and-pasted or typed in manually, as preferred. When the code is complete, 
click on the “Run” button again to execute the cell. On completion, two tables should be visible 
below the code cell (one for “data”, one for “peak”), and a new empty code cell should be 
placed beneath this. 
 
Next we add the code required to draw a histogram of the RSD values across all the detected 
peaks in this data set. Using the Tutorial4.html file as a guide, add in the required explanatory 
text and Python code and click on the “Run” button after each step. 
 
Continue adding in the remaining explanatory text and Python code using the Tutorial4.html 
file. After completion you will have a Jupyter notebook that takes a metabolomics dataset 
through the process of generating diagnostic plots for quality control. Once you are satisfied 
with the state of the notebook, it can be saved by clicking on the floppy disk icon (far left on 
the menu). The notebook can then be closed by clicking “File” and then “Close and Halt” from 
the top Jupyter menu. The notebook tab will be closed, showing the Jupyter landing page. The 
Jupyter session can be closed by clicking on “Quit” on the Jupyter landing page tab of your 
web browser (this tab may not close automatically). 
 
3.3.2.5. Tutorial 5: Deploying a Jupyter Notebook on Binder via GitHub 
 
Tutorial 5 builds on tutorial 3 and 4. To complete this tutorial, we will create a new GitHub 
repository. A GitHub account is required for this. If you do not already have a GitHub account, 




To create a new repository, log into the GitHub site (if you are not already logged in) and 
navigate to your profile page (https://github.com/<yourusername>), then click on the 
“Repositories” link at the top of the page. To start a new repository, click on the “New” button 
at the top right of the page. This will open a new page titled “Create a new repository.” Each 
repository requires a name, and this should be entered into the “Repository name” field; use 
the name “JupyterExample”. Beneath the Repository Name field there is an optional 
Description box, and then below this a choice of public or private repository. Ensure that the 
‘Public’ option is chosen. Select the checkbox to “Initialize this repository with a README” 
(this is a file in which you will write useful information about the repository, later). Below this 
is the option to “Add a license” file. There are many alternative licences to choose from 
(https://choosealicense.com/), and the choice for your own projects may be constrained by 
funder, home organisation, or other legal considerations. We strongly recommend that all 
projects carry a suitable licence, and that you add the MIT License to this tutorial repository. 
Now, to create the repository, click the “Create repository” button. 
 
On successful creation of the repository, GitHub will present the new repository’s home page 
(this will be at https://github.com/<yourusername>/JupyterExample), with some options for 
“Quick setup”. Under the “Quick setup” notice, the LICENSE and README.md file will be 
shown, and clicking on either will open them. The README.md file for a repository is 
automatically displayed on the homepage, but in this case, it is empty (we can add text later). 
Now we need to add the new Jupyter notebook and the Excel data file from tutorial 4 to the 
repository. We will do this using the GitHub “Upload files” interface, though there are several 
other ways to perform this action. To use the GitHub interface, click on the ‘Upload files’ 
button and either drag files from your computer, or click on “choose your files” to select files 
with a file dialogue box. Add the ‘myExample.ipynb’ and ‘data.xlsx’ files from your repository 
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root. These files will be placed in the “staging area”, visible on the webpage but not yet 
committed to the repository. 
 
GitHub imposes version control as a form of best practice on the repositories it hosts. One of 
the features of version control best practice is that a description of the changes made to a 
repository should accompany every “commit” to that repository. To do this, enter the text “Add 
data and notebook via upload” to the top field under “Commit changes.” Then, to commit the 
files to the repository, click on the “Commit changes” button. 
 
Now that there is a publicly hosted GitHub repository containing a notebook and dataset, we 
are nearly ready to make the notebook available interactively through Binder. The final 
necessary component required is a configuration file. This file is vital, as it defines the 
environment Binder will build, with a specified programming language and all the necessary 
packages for the notebook to successfully operate. This configuration file is an Anaconda 
YAML file called ‘environment.yml’ and it contains a list of dependencies (the programming 
language version and a list of packages used in the notebook) and channels (the location of 
these resources in the Anaconda cloud library). Detailed consideration of how to create these 
files is beyond the scope of the tutorial. Upload the environment.yml file from Tutorial 4 (it is 
also included in the Supplementary File, to cut and paste if required) to the repository in the 
same way that the notebook and data files were uploaded.  
 
We are now ready to build and launch a Binder virtual machine for this repository. To do this, 
open https://mybinder.org in a modern web browser. The landing page presents a set of fields 
to be completed for Binder to build a virtual machine. The minimal requirement is to specify a 
GitHub repository URL in the “GitHub repository name or URL” field Enter the path to the 
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home page of your repository (https://github.com/<yourusername>/JupyterExample) in this 
field, and click on the ‘Launch’ button. Binder will use the configuration file in the root 
directory to build and store a Docker image for your repository. This process often takes several 
minutes. 
 
Once the Binder repository is built, the URL shown in the field “Copy the URL below and 
share your Binder with others” (here: https://mybinder.org/v2/gh/<yourusername>/ 
JupyterExample/master) can be shared with colleagues. A button to launch the Binder can also 
be added into the README file on GitHub (we also strongly recommend this). Anyone using 
this URL in their browser, will be provided with an individual interactive session (1 CPU, 2 
GB RAM running on Google Cloud) making available the notebooks of your repository in an 
interactive and editable form. 
 
Congratulations, you have created your first Binder notebook! Now share it with your 
colleagues! 
 
It is important to remind users that data uploaded to a public GitHub repository is indeed public. 
If the user wants to share Jupyter Notebooks but not any associated metabolomics data (or 
other sensitive data) then clear instructions on how to securely access and download the data 
needs to be included in the notebook text, and the location of that downloaded data be included 
in the requisite notebook code block (this could be a local hard drive, or uploaded to Binder 
while in session). If institutional security concerns preclude using a collaborative workspace 
such as Binder, then alternative cloud solutions such as Microsoft Azure can be investigated. 





Due to the rate at which data are generated and new analysis and visualisation methods are 
developed, the omics sciences have become highly vulnerable to irreproducibility. In attempt 
to ameliorate this, the metabolomics community has made several efforts to align with FAIR 
data standards in the areas of open data formats, data repositories, online spectral libraries, and 
metabolite databases. While there are also a number of open options for data analysis, these 
tend to exist as prescriptive and inflexible workflows that inadvertently enable users to apply 
data science methods without fully understanding their underlying principles and assumptions. 
For FAIR data science to exist in metabolomics, presentation of methods and results needs to 
be rapid, transparent, reusable, and recoverably attached to published work. Furthermore, any 
framework enabling this must be intuitive and accessible to computational novices. 
 
In this tutorial review, we have illustrated one possible solution for achieving open, transparent, 
yet intuitive data science within the metabolomics community. Jupyter Notebooks are an open-
source, interactive web tool for creating seamless integration of text, code, and outputs (tables, 
figures) into a single live executable document. When used alongside data repositories, such 
as GitHub, and open cloud-based deployment services, such as Binder, these computational 
notebooks can greatly enhance transparent dissemination of data science methods and results 
during the publication process. In addition to the benefit of increased transparency, 
computational notebooks provide a valuable tool for open collaboration. Rather than 
exchanging multiple individual data, code, methods, and results files, computational notebook 
environments provide a single mechanism for collaborators (both within and beyond a single 
research group) to share and interact with the data science workflow. Moreover, this interactive 
nature, combined with the ability to provide extensive documentation, provides a valuable 
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opportunity for enhanced learning in the computer programming and data science contexts. 
Given that they are increasingly recognised as being foundational to contemporary research, it 
is imperative that scientists continue to enhance these skills over the duration their career. This 
open and interactive framework enables scientists to continue to learn and also keep up-to-date 
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Supplementary Figure 3.1: Jupyter Notebook landing page. (a) The Jupyter Notebook 
landing page containing all of the files present in this copy of the GitHub repository. To launch 
Tutorial #1, Click on “Tutorial1.ipynb” outlined in red. (b) To download any of the files, 
including the Excel workbook, select them by checking the appropriate boxes on the left side 






Supplementary Figure 3.2: The top of the Jupyter notebook Tutorial 1. At the top of the page 
there is a menu bar and ribbon of action buttons similar to those found in other GUI-based 
software, such as Microsoft Word. The interface is powerful, and it is worth taking time to 
become familiar with it, but for this tutorial only the “Run” button and the “Cell” and “Kernel” 




































Supplementary Figure 3.3: To run a single text cell, first select it by clicking anywhere within 
the cell, which will then be outlined by a blue box (a). To run a single code cell, first select it 
by clicking anywhere within the cell, which will then be outlined by a green box (b). Once a 
cell is selected, the code in the cell can be executed by clicking on the “Run” button in the top 
menu. Multiple cells can also be run in sequence by choosing options from the dropdown list 
in the “Cell” menu item. The options include “Run All” (runs all the cells in the notebook, 
from top to bottom), and “Run all below” (run all cells below the current selection). These can 
be used after changing the code or values in one cell to recalculate the contents of subsequent 
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Introduction: Metabolomics is increasingly being used in the clinical setting for disease 
diagnosis, prognosis and risk prediction. Machine learning algorithms are particularly 
important in the construction of multivariate metabolite prediction. Historically, partial least 
squares (PLS) regression has been the gold standard for binary classification. Nonlinear 
machine learning methods such as random forests (RF), kernel support vector machines (SVM) 
and artificial neural networks (ANN) may be more suited to modelling possible nonlinear 
metabolite covariance, and thus provide better predictive models. 
 
Objectives: We hypothesise that for binary classification using metabolomics data, non-linear 
machine learning methods will provide superior generalised predictive ability when compared 
to linear alternatives, in particular when compared with the current gold standard PLS 
discriminant analysis. 
 
Methods: We compared the general predictive performance of eight archetypal machine 
learning algorithms across ten publicly available clinical metabolomics data sets. The 
algorithms were implemented in the Python programming language. All code and results have 
been made publicly available as Jupyter notebooks. 
 
Results: There was only marginal improvement in predictive ability for SVM and ANN over 
PLS across all data sets. RF performance was comparatively poor. The use of out-of-bag 
bootstrap confidence intervals provided a measure of uncertainty of model prediction such that 
the quality of metabolomics data was observed to be a bigger influence on generalised 
performance than model choice. 
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Conclusion: The size of the data set, and choice of performance metric, had a greater influence 
on generalised predictive performance than the choice of machine learning algorithm. 
 
Key Words: Metabolomics. Partial least squares, Support vector machines, Random forest, 




The multidisciplinary field of data science is concerned with extracting insights from data 
using a diverse set of computational methodologies, theories, and technologies (Blei and 
Smyth, 2017). Within data science, there are two competing scientific philosophies: classical 
statistics and machine learning  (Breiman, 2001b). Classical statistics aims to formalise 
relationships between dependent and independent variables based on a clearly defined set of 
assumptions from which mathematical models are parametrised. The aim is to derive 
meaningful statistical inference (properties of an underlying probability distribution) for the 
measured variables, assuming that the observed data is sampled from a larger population. 
Conversely, machine learning uses ad-hoc computational algorithms that iteratively optimise 
(or ‘learn’) without necessarily relying on any formal statistical assumptions (Bishop, 1995). 
Here, the aim is typically prediction rather than explanation, and inference is replaced by 
validation through testing the model with new data. Both approaches add insight into a given 
data set. Ideally, one would like a machine learning method that can be used for both prediction 
and statistical inference. Historically, for metabolomics (Gromski et al., 2015), that method 
has been partial least squares regression (PLS) (Wold, 1975; Wold et al., 1993).  
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PLS has become the standard multivariate machine learning algorithm in metabolomics for 
several reasons. Firstly, PLS is a projection method, where highly multivariate data is projected 
into a smaller coordinate space (latent variables) before regressing to a dependent variable. 
This not only allows data sets with more variables than samples to be modelled without 
resorting to prefiltering variables (essential for hypothesis-generating experiments), it also 
plays to the strength of metabolomics, over other ‘omic platforms, in that there is inherently a 
large amount of inter-metabolite covariance in any biological system (Dunn et al., 2011), which 
is likely best represented as latent structure. Secondly, once optimised, a PLS model can be 
reduced to the form of a standard linear regression, from which inference about the importance 
of constituent metabolites can be made (Gromski et al., 2015). Finally, the algorithm is 
computationally inexpensive, and historically excellent software has been readily available 
through companies such as Umetrics (Umeå, Sweden) and Eigenvector Research (Washington, 
USA). This has accelerated its widespread adoption across the metabolomics community. 
 
While easily interpretable PLS is inherently a linear algorithm, capable of modelling only linear 
latent covariance. As biological data are often non-linear(Mosconi et al., 2008) it is probable 
that metabolomics data also has a non-linear latent structure. As such, more complex non-linear 
machine learning methods such as random forest (RF), kernel support vector machine (SVM), 
and artificial neural networks (ANNs) may be more applicable for analysing metabolomics 
data. These alternative methods have spasmodically appeared in metabolomics literature, but 
never really gained much traction. This could be due to convoluted methods for determining 
metabolite inference, but equally because historically these methods have been 
computationally expensive, and software lacked widespread availability. As metabolomics 
experiments continue to become more complex in design, with increasingly large data sets, the 
opportunity to exploit concomitant advances in computational power and availability of open 
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source software means that non-linear machine learning algorithms have become a viable 
alternative to PLS, particularly in situations where predictive performance is more important 
than inference. 
 
The aim of this study was to compare the general predictive performance of an archetypal set 
of linear and non-linear machine learning algorithms evaluated across a representative number 
of clinical metabolomics data sets. The number of data sets was limited to ten and represented 
a cross section of current published data in terms of measurement instrument, number of 
samples, and complexity of biological question. This allowed the study to be small enough to 
be tractable (providing all data and code as interactive Jupyter notebooks) but also large enough 
to extract some general conclusions. We hypothesise that for binary classification using 
metabolomics data, non-linear machine learning methods will provide superior generalised 
predictive ability when compared to linear alternatives, in particular when compared with the 
current gold standard PLS discriminant analysis. 
 
It is important to note that it is not the aim of this study to challenge the published results 
related to these data sets, or to pitch data sets against each other. All interpretations should be 
based only on the relative performance of competing algorithms for a given data set, and then 
a generalised meta-analysis of performance rankings across data sets. Also, the aim is to 
compare predictive performance, not metabolite inference, thus no biological interpretation of 








4.2.1. Data Sets 
 
The following criteria were used to identify ten metabolomics data sets for this comparative 
evaluation: 
 
1. Data were of clinical origin. 
2. Data were previously published. 
3. Data publicly available at either MetaboLights or Metabolomics Workbench data 
repositories (www.ebi.ac.uk/metabolights ; www.metabolomicsworkbench.org ) 
4. Metabolite data available in a form amenable for direct modelling (All feature 
selection/deconvolution performed and the resulting data matrix available in either a 
flat text file or common format of spreadsheet—e.g. Microsoft Excel). 
5. Experimental data (e.g. Clinical Outcome) available in a form amenable for direct 
modelling. 
6. A clear binary outcome available to model (either a primary or secondary outcome of 
the publication, or a subset of a multi-class study) and the number samples in each class 
are reasonably balanced. 
7. Data representative of the three primary metabolomics technologies (nuclear magnetic 
resonance; gas chromatography mass spectrometry; liquid chromatography mass 
spectrometry). 
8. Data representative of multiple biofluids (e.g. blood, urine, faeces). 
9. A range of samples sizes (from less than 50 to more than 500). 
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The computational framework for this study (Sect. 4.2.3) required data to be converted to a 
standardised Microsoft Excel file format, using the Tidy Data framework (Wickham, 2014), 
where each variable forms a column, each observation forms a row, and each type of 
observational unit forms a table. To this end, for each study, data are split into two linked 
tables. The first, named Data, contains data values related to each observation. i.e. metabolite 
concentrations M1 ... Mn, together with metadata such as: injection order, sample type, sample 
identifier and outcome class. The second table, named Peak, contains data that links each 
metabolite identifier (Mi) to a specific annotation (metabolite name) and optional metadata (e.g. 
mass, retention time, MSI identification level, number of missing values, quality control 
statistics). Standardising the data format before data analysis enabled clear presentation, and 
efficient reuse, of computer code. 
 
4.2.2. Machine Learning Algorithms 
 
The following eight machine learning methods were considered for this study: 
 
1. Partial least squares regression (a.k.a. projection to latent structures). 
2. Principal components regression. 
3. Principal components logistic regression. 
4. Linear kernel support vector machines. 
5. Radial basis function kernel support vector machines. 
6. Random forests. 
7. Linear artificial neural networks. 
8. Non-linear artificial neural networks. 
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All methods were implemented in the Python programming language using standard packages 
where possible. Python packages: Sci-kit learn (Pedregosa et al., 2011), Numpy (Kristensen 
and Vinter, 2010), Pandas (McKinney, 2010), Bokeh (Bokeh Development Team, 2018), Keras 
(Chollet, 2015), Theano (Theano Development Team, 2016). Details are provided in the 
supplementary files. 
 
Before providing a brief overview of each method it is important to understand the concept of 
a hyperparameter. In machine learning, a hyperparameter is a parameter that is used to either 
configure the structure of the underlying model or the characteristics of the learning process. 
Its value is fixed before the learning process begins. All other parameters (coefficients, or 
weights) are determined through the training process. Different algorithms require different, 
and possibly multiple hyperparameters. Some simple algorithms (such as logistic regression) 
require none, many require only one (PLS requires only the optimisation of the number of 
latent variables), and others (such as artificial neural networks and random forests) require 
many. The number, type and function are described below. 
 
4.2.2.1. Partial Least Squares Regression 
 
Partial least squares regression (PLS) (Wold, 1975; Wold et al., 1993) is a widely used 
technique for constructing predictive models with metabolomics data (Broadhurst and Kell, 
2006; Gromski et al., 2015), especially when the number of independent variables 
(metabolites) is much larger than the number of data points (samples). PLS uses the projection 
to latent space approach to modelling the linear covariance structure between two matrices (𝐗 
and 𝐘). A PLS model will try to find the multidimensional direction in the 𝐗 space that explains 
the maximum multidimensional variance direction in the 𝐘 space. In lay terms: if the 𝐗 matrix 
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is thought of as a set of  𝑁 data points in 𝑀-dimensional space (where, 𝑁 is the number of 
samples and 𝑀 is the number of metabolites), and 𝐘 is a binary vector, length 𝑁, describing 
the classification of samples (e.g. case = 1 & control = 0), then PLS rotates and projects those 
data points into a lower dimensional space (typically 2 or 3 dimensions) such that 
discrimination (covariance) between the two labelled groups in the subspace is maximised.  
 
Classification PLS is generally referred to as PLS discriminant analysis (PLS-DA). 
Importantly, PLS-DA is considered a linear regression method as the final predictive model 
can be reduced to the standard linear form 𝑦∗ = 𝛽" + 𝛽#𝑥# + 𝛽#𝑥$ +⋯+ 𝛽%𝑥&, where 
𝛽"…𝛽& is a vector of PLS coefficients and 𝑦∗ is the model prediction (typically, we define a 
positive classification if 𝑦∗ > 0.5 and a negative classification if 𝑦∗ < 0.5). For this study, 
each PLS model was optimised using the SIMPLS algorithm (de Jong, 1993). PLS models have 
a single tuning hyperparameter: the number of latent variables (i.e. the number discriminant 
dimensions the 𝐗 matrix is projected).  
 
4.2.2.2. Principal Component Regression 
 
Principal component regression (PCR) (Hastie et al., 2009; Jolliffe, 1982) was a mathematical 
precursor to PLS. It builds upon the widely used multivariate descriptive statistical model: 
principal components analysis (PCA) (Jolliffe, 2002). In PCA the 𝐗 matrix is rotated and 
projected into a lower dimensional space based on orthogonal covariance, such that principle 
component 1 (PC1) describes the direction of maximal variance in	𝐗, principal component 2 
(PC2) describes the second orthogonal direction of maximal variance, PC3 the third direction 
… etc. PCA is converted into a predictive model by using the principal components as 
independent variables, and 𝐲 as the dependent variable, in a multiple linear regression (MLR), 
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with coefficients estimated by the least-squares method (Seber, 2004). As with PLS, PCR is 
considered a linear regression method as the independently calculated PCA + MLR coefficients 
can be combined and reduced to the standard linear form 𝑦∗ = 𝛽" + 𝛽#𝑥# + 𝛽#𝑥$ +⋯+ 𝛽%𝑥&, 
where 𝛽"…𝛽& is a vector of PCR coefficients and 𝑦∗ is the model prediction (typically, we 
define a positive classification if 𝑦∗ > 0.5 and a negative classification if 𝑦∗ < 0.5). PCR 
models have a single tuning hyperparameter: the number of principal components to use in the 
MLR.  
 
4.2.2.3. Principal Component Logistic Regression 
 
PLS and PCR are usually solved by minimizing the least squares error of the model fit to the 
data. As such, errors are penalized quadratically. The underlying assumption of this method is 
that model residuals are normally distributed (𝒚 − 𝑿𝒃 = 	𝒩(0, 𝜎)). For a binary classification 
problem this may not be a valid (or useful) assumption. Consider a model for categorical 
outcomes (𝑦 ∈ {0,1},), where we define a positive classification if 𝑦∗ > 0.5 and a negative 
classification if 𝑦∗ < 0.5. If the model predicts the outcome to be 23 when truth is 1, or the 
model predicts the outcome to be -43 when the truth is 0, nothing has been lost. Having an 
extremely large absolute error of prediction is not detrimental to the classification. However, 
least squares regression will consider this error important (remember all errors are penalized 
quadratically) and try to reduce it – unnecessarily. An alternative modelling technique is to 
make the binary outcome prediction a probability of correct classification, rather than a 
regression. To do this we use logistic regression. For logistic regression, observations 𝑦 ∈ {0,1} 
are assumed to follow a Bernoulli distribution, and uses a logistic loss function to model the 
dependent variable. The logistic function acts as a squashing function for extreme positive or 
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negative values, causing large errors to be penalized asymptotically to a constant value 
(Menard, 2002). 
 
Accordingly, principal component logistic regression (PCLR) differs from PCR only in the 
change in loss function (logistic rather than quadratic), which can be visualised as a linear 
regression pushed through a logistic transformation (squashing function). So for PCLR, PCA 
is converted into a predictive model by using the principal components as independent 
variables, and 𝒚 as the dependent variable (𝑦 ∈ {0,1}), in a logistic regression (LR), with 
coefficients estimated using the maximum likelihood method (Menard, 2002). PCLR is also 
considered a linear regression method as the independently calculated PCA + MLR coefficients 
can be combined and reduced to a model that is “linear in the coefficients” of the form 
𝑙𝑛 P '!
#('!
Q = 𝛽" + 𝛽#𝑥# + 𝛽#𝑥$ +⋯+ 𝛽%𝑥&, where 𝛽"…𝛽% is a vector of PCLR coefficients 
and 𝑝) is the predicted probability of positive outcome. PCLR models have a single tuning 
hyperparameter: the number of principal components to use in the MLR. 
 
4.2.2.4. Linear Kernel Support Vector Machines 
 
The objective of the linear kernel support vector machine (SVM-Lin) algorithm is to find a 
hyperplane in an M-dimensional space (M = the number of features) that distinctly classifies 
the N data points in the  𝐗 matrix (𝑁 ×𝑀). To separate two classes of data points, there are 
many possible hyperplanes that can be chosen. The role of the SVM algorithm is to determine 
the direction (or rotation) of the hyperplane that maximises the margin of discrimination (i.e. 
the distance between the closest data points at the edge of each class is made as large as 
possible). The support vectors are the data points that best define this margin. Importantly, and 
what makes SVM unique, is the process of maximising the margin makes the SVM robust to 
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correctly classifying new data that may lie within that margin either side of the classification 
hyperplane (acting like a classification buffer). The loss function that enables SVM to 
maximize the margin is called the hinge loss function. SVM-Lin models have a single tuning 
hyperparameter called the regularization parameter (termed ‘C’ for ‘cost’ by the Python library 
used in this study). The regularization parameter allows some flexibility regarding the number 
of misclassifications made by the hyperplane margin (and can be thought of as the degree in 
which the buffer of a given thickness is enforced - Supplementary Fig 4.1). For a large value 
of C, the SVM will choose a small margin for the hyperplane if that hyperplane does a better 
job of getting all the training points classified correctly (hard margin). Conversely, a small 
value of C will cause the SVM to optimise to a larger margin separating hyperplane, even if 
that hyperplane misclassifies more points (soft margin). This regularisation is very important 
for allowing the SVM to generalise well and not over inflate the importance of individual data 
points in the optimisation process. An excellent detailed, and more mathematical, explanation 
of SVM is provided by Steinwart and Christmann (2008).  
 
4.2.2.5. Radial Basis Function Kernel Support Vector Machines 
 
SVMs can also be configured to perform non-linear classification by implicitly mapping input 
data into a high-dimensional feature space. This process is known as the kernel trick. The idea 
is to gain linearly separation by mapping the data to a higher dimensional space (see 
Supplementary Fig 4.2). There are many kernel functions available, but the most popular is the 
radial basis function (RBF). An RBF, 𝜑(𝑥, 𝑦), maps the distance between two points into the 
range [0,1] using a nonlinear transformation such that 𝜑(𝑥, 𝑦) = 𝜑(∥ 𝑥 − 𝑦 ∥). The standard 
RBF function is the Gaussian function: 𝜑(𝑥, 𝑦) = 𝑒((+∥-(.∥)", where 𝛾 is a shaping parameter 
to be tuned. The optimisation process for SVM-RBF is then identical to the SVM-Lin except 
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now the optimal linear hyperplane is found with the assistance of the additional radial 
dimension, equivalent to a nonlinear hyperplane in the original data space. SVM-RBF models 
have a two tuning hyperparameters: (i) the regularization parameter C (as described in 4.2.2.4) 
and (ii) the gaussian shape parameter, 𝛾. If 𝛾 is large the Gaussian shape is very tight leading 
to over-fitting. Conversely, if 𝛾 is very small, the transformation is ineffective. The two 
hyperparameters are somewhat interdependent. A small value of C can compensate for a large 
value for 𝛾. An excellent explanation of kernel methods applied to SVM is provided by 
Schölkopf and Smola (2001).  
 
4.2.2.6. Random Forests 
 
Random Forest (RF) classifiers are radically different to the other ML methods used in this 
study. They are a type of ensemble classifier, where multiple base classifiers are trained and 
then aggregated to generate a single prediction. To avoid strong correlation between base 
classifiers, which in turn leads to overfitting, each base classifier must be unique, and thus 
differ in either the algorithm used, hyperparameter settings, or the training data. With RFs the 
base classifier is a decision tree. Thus, we are dealing with an ensemble of many decision trees 
(a forest of random decision trees).  
 
A decision tree is top-down hierarchical structure of nodes connected by branches visualised 
as an inverted tree (Supplementary Fig 4.3). Each node contains a logical question that sends 
a sample down one of two branches (a binary split), which in turn leads to another node, and 
on, and on, until it reaches a terminal node, which will provide a predicted classification. For 
example, to classify a new sample (say, based on a metabolite profile of 300 metabolites: 
𝑚#…𝑚0"") we start at the root node and performs the split described therein (e.g. if 𝑚1 > 52 
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then Branch 1, else Branch 2). Depending on the result we then descend the tree to the next 
internal node (e.g. if 𝑚$12 > 22	 then Branch 3, else Branch 4). Eventually we reach a leaf 
node at which time a classification is made (e.g. if 𝑚2$ > 12	 then Case, else Control). The 
result is a complex, but intuitive, multivariate binary-logic based predictive classification 
algorithm. However, inherently, the deeper the tree the fewer data points are used to split the 
samples into different classes, and as such they are prone to overfitting unless very large data 
sets are employed. 
 
Random forest classifiers aggregate multiple trees (typically 100+ trees) to ameliorate the 
overfitting problem. Specifically, it uses Classification and Regression Tree (CART) 
optimisation (Breiman et al., 1984). The algorithm also reduces the previously mentioned 
correlation issue by allowing only a random subset of features on which to base the split at 
each node (typically the number in this subsample is equal to the square root of the total number 
of available features). To avoid any additional overtraining, trees can be constrained to a 
maximum depth and, during training, the minimum number of samples at each split and a 
minimum number of samples at each leaf node can be fixed. It has been shown that averaging 
the classification across many overtrained shallow CARTs produces a robust multivariate 
classifier (Breiman, 2001a). For this comparative study using metabolomics data our 
preliminary analysis showed that varying many of the hyperparameters had minimal impact on 
final RF performance (i.e. ‘number of trees’; ‘number of features sampled during training’; 
‘minimum number of samples at each split’), thus they were kept constant at their default 
values. This reduced the number of tuneable hyperparameters to: (i) tree depth, and (ii) 




4.2.2.7. Linear Artificial Neural Network 
 
Artificial neural networks (ANNs), inspired by the biological interconnections in the brain, 
consist of a layered weighted network of interconnected mathematical operators (neurons). The 
most common ANN is the feed-forward neural network. Here, each neuron acts as a weighted 
sum of the outputs of the previous layer applied multiplied to an activation function (typically 
linear or logistic function). Thus, a neuron with a linear activation is equivalent to a multiple 
linear regression, and a neuron with a logistic activation function is equivalent to logistic 
regression. A two-layer ANN (Supplementary Fig. 4.4) with a small number of linear neurons 
in the 1st layer (hidden layer) and a single linear neuron in the 2nd layer (output layer) is 
mathematically equivalent to PLS-DA, PCR. Moreover, a two-layer ANN with a small number 
of linear neurons in the hidden layer and a single logistic neuron in the output layer is 
mathematically equivalent to PCLR. 
 
During ANN training, the interconnection weights between each layer of neurons (equivalent 
to coefficients in a regression) are iteratively optimised in a two-phase cycle. Firstly, data is 
projected though the model to generate a prediction (forward propagation), after which an error 
term is calculated based on the difference between the target and predicted outputs for all 
available data. This error is then projected back through the network, and individual weights 
are adjusted along the way (backward propagation). The aim is to optimise the classification 
performance by minimising misclassification using an appropriate loss function. For binary 
classification the best ANN loss function is cross-entropy: 𝑙𝑜𝑠𝑠 = 	−(𝑦 × ln(𝑝)) +
(1 − 𝑦) × ln(1 − 𝑝))) where 𝑝) is the predicted probability of positive classification and 𝑦 is 
the expected binary outcome. For ANN this loss function is then optimised using a gradient 
descent method (calculating the local loss function gradient and adjusting weights 
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accordingly). The effectiveness of these methods is dependent on parameters that determine 
the rate and momentum of traversing the local error gradients (specifically ‘learning rate’, 
‘momentum’, and ‘decay’ of the learning rate over time). This unique training method, known 
as backpropagation, allows for flexibility of ANN network architectures and a multitude of 
activation functions. For a detailed introduction to feedforward ANN please refer to Bishop 
(1995). When many layers on neurons are stacked in sequence the ANN is known as deep 
learning. Deep learning networks are beyond the scope of this study, but clearly warrant further 
investigation. 
 
For this comparative study, a linear two-layer ANN with a small number of linear neurons in 
the hidden layer and a single logistic (sigmoidal) neuron in the output layer (ANN-LS) was 
implemented using stochastic gradient descent, with a binary cross-entropy loss function. 
Preliminary explorative analysis indicated that hyperparameters: momentum, and decay, could 
be set to a constant value (0.5 and 0 respectively) with little variation on performance. The 
hyperparameters epochs (number of training iterations), and learning rate are interdependent. 
Thus, we fixed the number of epochs (400) and varied the learning rate.  This reduced the 
number of tuneable hyperparameters to: (i) the number of neurons in the hidden layer, and (ii) 
the learning rate. 
 
4.2.2.8. Non-Linear Artificial Neural Network 
 
To make the linear ANN into a non-linear ANN the hidden layer neurons can be changed to a 
non-linear activation function. In effect this is similar to the kernel trick described to SVM 
except the extra dimension is added to the latent variable space (hidden neuron space) rather 
than directly to the problem space. Although ANN with RBF hidden neurons were one of the 
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first ever reported kernel methods (Broomhead and Lowe, 1988; Park and Sandberg, 1991) the 
more popular ANN with sigmoidal hidden neurons proved to be more effective (Bishop, 1995; 
Wilkins et al., 1994). Thus, the final ML method in our collection is a two-layer ANN with a 
small number of sigmoidal hidden neurons and a single sigmoidal output neuron (ANN-SS) 
implemented using stochastic gradient descent, with a binary cross-entropy loss function. 
Again, the momentum, decay and epochs hyperparameters could be set to a constant value (0.5, 
0, 400 respectively) without any detriment to performance. This reduced the number of 
tuneable hyperparameters to: (i) the number of neurons in the hidden layer, and (ii) the learning 
rate. 
 
4.2.3. Computational Workflow 
 
All workflows were implemented using the Python scripting language, presented in the form 
of interactive Jupyter notebooks following standard guidelines (Mendez et al., 2019b). All data 
and notebooks are publicly available on GitHub 
(https://cimcb.github.io/MetabComparisonBinaryML). Details of minor variations in the 
workflow for each individual model are provided at the top of each notebook (also provided in 
static html format as supplementary data). The standardised workflow for building, optimising, 
evaluating, and reporting each of the 80 models generated in this study is summarised below. 
 
4.2.3.1. Splitting Data into Training and Test Sets 
 
Multivariate predictive models are prone to overfitting. In order to provide some level of 
independent evaluation it is common practice to split the source data set into two parts: training 
data (𝑋3456% and 𝑌3456%) and test data (𝑋3783 and 𝑌3783). The model is then optimised using the 
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training data and independently evaluated using the test data. The true effectiveness of a model 
can only be assessed using the test data (Broadhurst and Kell, 2006; Xia et al., 2013). It is 
imperative that both the training and test data are equally representative of the sample 
population, or else the test prediction will prone to sampling bias. For these workflows each 
data set is split with a ratio of 2:1 (2/3 training, 1/3 test) using stratified random selection. The 




Using the training data only, each model was optimised either using a linear search of a single 
hyperparameter, or a grid search of two hyperparameters, depending on the model type. 
Following fivefold cross-validation with 10 Monte Carlo repartitions (Broadhurst and Kell, 
2006; Hastie et al., 2009), plots of |𝑅$ − 𝑄$|		𝑣𝑠. 𝑄$ were generated to determine the optimal 
hyperparameter values (where R2 is the coefficient of determination for the full data set, and 
Q2 is the mean coefficient of determination for cross-validated prediction data across the 10 
MC repartitions).  The optimal hyperparameter was selected at the point of inflection of the 
outer convex hull of the |𝑅$ − 𝑄$|		𝑣𝑠. 𝑄$ data (i.e. Pareto optimization (Miettinen, 1999)) 
(Fig 4.1).  If a clear inflection point was not present the hyperparameter (outcome) sitting on 
the Pareto front closest to the line |𝑅$ − 𝑄$| 	= 0.2 was deemed optimal, based on the general 
rule that a difference between training and validation performance greater than 20% is 
indicative of overtraining (Eriksson et al., 2013). It has been previously shown (Szymańska et 
al., 2012)  that for binary PLS-DA a more appropriate measure of performance is the area under 
the receiver operating characteristic curve (AUC). As such, plots of |𝐴𝑈𝐶9:;; −




Figure 4.1: Hyperparameter optimisation. a An example of a standard 𝑅$/𝑄$ plot used for 
single hyperparameter optimisation (e.g. PLS). The optimum hyperparameter value (number 
of latent variables) indicated by the red square. b The corresponding generalised 
|𝑅$ − 𝑄$|		𝑣𝑠. 𝑄$ plot used for hyperparameter optimisation that is extended from (a), where 
the optimal number hyperparameter value (red circle) lies at the inflection of the data curve. c 
An example of a standard 𝑅$/𝑄$ plot used for multiple hyperparameter optimisation (e.g. ANN 
– one plot for “number of neurons” and another for “learning rate”). These plots are difficult 
to interpret as there are multiple curves for a give fixed value of the 1st hyperparameter across 
all the possible values of the 2nd hyperparameter. d The corresponding |𝑅$ − 𝑄$|		𝑣𝑠. 𝑄$ plot 
where each point corresponds to the evaluation for a pair of hyperparameter values. The 
optimal point, at the infection of the Pareto curve, is labelled as a red circle and this corresponds 
to the two red squares in (c), and optimal hyperparameter pair: number of neurons = 5 & 
learning rate = 0.01. 
 
 
4.2.3.3. Model Evaluation using Test Data 
 
Using the optimal hyperparameters, a new model is fit using the training data (𝑋3456% and 
𝑌3456%). When 𝑋3456% is applied to the model it produces a training prediction data (𝑌3456%∗ ). The 
similarity of 𝑌3456% to 𝑌3456%∗  gives an indication of training performance. The model is then 
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independently evaluated by applying the test metabolite data (𝑋3783; transformed and scaled 
using the metrics applied to 𝑋3456%). This produces a test prediction (𝑌3783∗ ). The similarity of 
𝑌3783 to 𝑌3783∗  gives an indication of test performance. For binary classification the best 
performance indicator is the receiver operator characteristic (ROC) curve (i.e. 𝑅𝑂𝐶3456%, 
𝑅𝑂𝐶3783) which can be further reduced to a single statistic using the area under the ROC curve 
(i.e. 𝐴𝑈𝐶3456%, 𝐴𝑈𝐶3783). 
 
4.2.3.4. Generalised Predictive Ability 
 
Although the above ‘test data evaluation’ gives a good estimate of the true model performance 
when data sets are large, it potentially gives a biased estimate of performance when data sets 
are small. All sampled data sets are subject to sampling bias, such that they may not be truly 
representative of the generalised relationship being modelled (e.g. the metabotype for a specific 
disease). The smaller the sample data set the higher the probability of bias. This problem is 
only compounded when an already small sample is split into training and test data set. This 
bias can result in overly optimistic, or overly pessimistic evaluation, depending on the random 
chance of selecting an unrepresentative test set.  
 
A measure of this uncertainty in prediction can be determined empirically by calculating 
confidence intervals of both the training and test evaluation metrics using bootstrap resampling 
(DiCiccio and Efron, 1996; Efron, 2000). The theoretical details of bootstrapping are beyond 
the scope of this paper. Briefly, this methodology allows accurate estimation of sampling 
distributions for almost any statistic by repeated random sampling. Each random sample selects 
~ 2/3rd of the data points (called the in-bag sample, IB) leaving ~ 1/3rd (the out-of-bag sample, 
OOB). As such, bootstrapping can be useful for the evaluation of the optimal ML model 
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configuration in metabolomics (Broadhurst and Kell, 2006; Mendez et al., 2019b; Xia et al., 
2013). 
 
In this study, for each workflow, a model with the fixed optimal hyperparameter values 
(derived in 4.2.3.3) is retrained on data randomly sampled (IB sample) from the complete data 
set, and then evaluated on the unused data (OOB sample) for 100 resamples. This produces 
100 different models, and therefore 100 IB predictions, and 100 OOB predictions. These 
predictions can then be translated into ROC curves from which 95% confidence interval can 
be calculated. 
 
Note: The most effective way to get a true estimate of general performance is to ask a candidate 
model to predict scores for independently measured data (independent test data). 
Unfortunately, for the studies used in this paper, independent test data were unavailable. As 
such, the metrics presented are only estimates; however, the variability presented though 
confidence intervals allows some understanding of the uncertainty of any explicit single model 
performance metric, particularly when metrics are being compared across multiple competing 




4.3.1. Data Sets 
 
The ten data sets curated for this study are described in Table 4.1. Six of the data sets were 
retrieved from Metabolights and four from Metabolomics Workbench data repositories. Six 
data sets acquired using LC–MS, two using NMR, and two using GC–MS. There was a cross 
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section of biofluids (Plasma, Serum, Urine, Caecal, Saliva, Stool). The size of data set ranged 
from 59 to 968 subjects (data sets were reasonably balanced in outcome). Number of 
metabolites included in each data set ranged from 29 to 689. The outcome comparison (binary 
classification) performed is briefly described in the table and explained in detail at the top of 
each Jupyter notebook in the supplementary html files. Each data set was split into 2/3 training 
and 1/3 test using stratified random selection. The identical training and test sets were applied 
to each ML method so that comparison was unbiased. 
 
Table 4.1: The ten data sets curated for this study. 
 







 Ganna et al. 
(2014); 
Ganna et al. 
(2015) 
LC-MS Plasma 968 (485/483) 189 Sex (M/F) 




MTBLS136☨ Stevens et al. (2018)  LC-MS Serum 668 (337/331) 689 
Postmenopausal 
hormone (Estrogen / 
Estrogen + 
Progesterone) 




MTBLS404☨ Thévenot et al. (2015)  LC-MS Urine 184 (101/83) 120 Sex (M/F) 
MTBLS547☨  Zheng et al. (2017) LC-MS Caecal 97 (46/51) 42 
High fat diet 
(case/control) 
ST000369*  Fahrmann et al. (2015) GC-MS Serum 80 (49/31) 181 
Adenocarcinoma 
(case/control) 
ST000496*  Sakanaka et al. (2017) GC-MS Saliva 100 (50/50) 69 
Debridement 
(pre/post) 









* Indicates data sourced from Metabolomics Workbench (https://www.metabolomicsworkbench.org/) 




4.3.2. Comparative Evaluation of Generalised Predictive Ability across ML Methods 
 
The hyperparameters for all 80 models were successfully optimised (see supplementary html 
files). For each optimally configured model, training/test data ROC curves was constructed and 
𝐴𝑈𝐶3456% / 𝐴𝑈𝐶3783 calculated. Bootstrap resampling/retraining (n = 100) was performed and 
in-bag (IB) / out-of-bag (OOB) 95% confidence intervals were calculated. These results are 
presented as an annotated heatmap in Fig. 4.2. An interactive version of this figure linking each 
performance metric to a unique Jupyter notebook (including multiple statistics and 
visualisations) is available here: https://cimcb.github.io/MetabComparisonBinaryML/. 
 
If the 95% confidence intervals are initially ignored, and the comparative evaluation across 
ML methods is based exclusively on the explicit test set predictions (𝐴𝑈𝐶3783), then SVM-RBF 
performs best across all data sets, closely followed by the nonlinear ANN-SS; however, the 
mean difference in 𝐴𝑈𝐶3783  between SVM-RBF and ANN-SS across all data sets was only 
0.004 (0.4%). The mean difference in 𝐴𝑈𝐶3783 between SVM-RBF and PLS-DA was 0.02 
(2%). 
 
The mean difference in 𝐴𝑈𝐶3783 between SVM-Lin and SVM-RBF was 0.006 (0.6%). The 
mean difference in 𝐴𝑈𝐶3783 between ANN-LS and ANN-SS was 0.023 (2.3%). 
 
When the OOB 95% confidence intervals is used for test prediction then no single ML method 
is superior. ANN-LS, ANN-SS, SVM-Lin, SVM-RBF, and PLS-DA have very similar 
confidence intervals for each data set (for example, Fig. 4.3 shows the complete set of ROC 




Figure 4.2: Bootstrap Model Performance. Training and test area under the Receiver Operator 
Characteristic curve (95% in-bag and out-of-bag bootstrap confidence intervals) for the 





Figure 4.3: Illustration of the similarity of test prediction across all ML algorithms. The 
complete set Receiver Operator Characteristic curves for Data Set MTBLS404. Green 
line=𝑅𝑂𝐶3456%, green shading=in-bag 95% confidence interval, yellow line=𝑅𝑂𝐶3783, yellow 
shading=out-of-bag 95% confidence interval. This resulted in: a 𝐴𝑈𝐶3783 = 0.92; b 𝐴𝑈𝐶3783 = 
0.91; c 𝐴𝑈𝐶3783 = 0.91; d 𝐴𝑈𝐶3783 = 0.80; e 𝐴𝑈𝐶3783 = 0.94; f 𝐴𝑈𝐶3783 = 0.95; g 𝐴𝑈𝐶3783 = 
0.94; h 𝐴𝑈𝐶3783 = 0.95. 
 
If a single ML method is compared across multiple data sets, there is an observable inverse 
correlation between sample size and OOB 95% confidence interval (the fewer the samples the 
broader the confidence interval). This is illustrated in Fig. 4.4, where the ANN-SS ROC curves 
are presented for 3 different size data sets (n = 968, n = 235, and n = 83). Note that there is no 




The primary hypothesis of this study was that for binary classification using metabolomics 
data, non-linear machine learning methods would provide superior generalised predictive 
ability when compared to linear alternatives, in particular when compared with the current gold 
standard partial least squares discriminant analysis (PLS-DA). Based on the ten data sets 
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curated for this study, and the eight chosen machine learning methods, this primary hypothesis 
was disproved. Although support vector machines using a non-linear radial basis function 
kernel (SVM-RBF) and the fully sigmoidal feed-forward artificial neural network (ANN-SS) 
proved to be superior for all compared data sets with respect to 𝐴𝑈𝐶3783, the difference in 
performance against their linear counterparts (ANN-LS and SVM-Lin) and PLS-DA was 
marginal once generalised confidence intervals were calculated. These results suggest that in 
general, for binary classification, metabolomics data is linearly separable, particularly when 
projected into a latent space. There is no need for the “kernel trick” described in Sect. 4.2.2.5. 
The poor overall performance of random forests (RFs) will be surprising to some, given claims 
that RFs cannot overfit. However, as Hastie et al. (2009) prove “when the number of variables 
is large, but the fraction of relevant variables small, random forests are likely to perform poorly 
with small m [number of samples]”. The inherent covariance in metabolomics data, which is 
an advantage to projection methods, hold no advantage for the random feature selection and 
data splitting performed by RF. 
 
Figure 4.4: Inverse correlation between sample size and confidence intervals of models. SVM-
RBF Receiver Operator Characteristic curves for three different size data sets (n=968, n=235, 
and n=83). Green line=𝑅𝑂𝐶3456%, green shading=in-bag 95% confidence interval, yellow 





A second important observation from this study was that, despite standard k-fold cross-
validation for optimisation, every model overtrained, and that the more complex the ML 
method the more severe the overtraining. This will be unsurprising to experts in the field, but 
it is worth noting. This is most strikingly observed in Fig. 4.2. The performance metrics 
(𝐴𝑈𝐶3456%& 𝐴𝑈𝐶3783) for each model/data pair should, if not overtrained, be of the same value 
(same hue of blue in Fig. 4.3). Clearly, for several data sets the RF, SVM-RBF and ANN-SS 
are severely overtrained (reflected in differences between 𝐴𝑈𝐶3456% and 𝐴𝑈𝐶3783 of up to 25%). 
This is further illustrated in Fig. 4.3, where the in-bag ROC curves showed 𝐴𝑈𝐶3456% > 0.98 
for the PLS-DA, SVM-Lin, SVM-RBF and ANN-SS models applied to data set MTBLS404, 
but 𝐴𝑈𝐶3783 were more conservative (0.92–0.95). As such, it is imperative that an estimate of 
generalised predictive ability is presented alongside any published model, preferably using an 
independently measured test data set or alternatively a methodology similar to the train/test or 
out-of-bag bootstrap method described herein. It is misleading to only present the confidence 
interval for the training data as a measure generalised prediction. 
 
Thirdly, it is important to discuss the utility of calculating the bootstrap confidence interval for 
each candidate model configuration for the applied data. When data sets are small and 
potentially heterogeneous (as often observed in clinical studies) the use of random data splitting 
(e.g. 2/3 training, 1/3 test) to provide an unbiased performance evaluation can be dangerous. 
For truly unbiased evaluation the test set must exactly represent the training data. This may not 
be possible by random methods (even when stratified by outcome). This is illustrated in Fig. 
4.5 where, for data set ST001047, the random split is repeated 5 times with dramatically 
different performance for a PLS-DA model using two latent variables. The bootstrap 
resampling enables the modeller to estimate this uncertainty. It is worth noting that for all 80 
of the models presented in this paper the ROCtest curve lay within the bounds of the respective 
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OOB 95% confidence interval (see supplementary notebooks). Even so, such bootstrapping 
provides only an estimate and care must be taken as there is a certain amount of data leakage 
as the same data that is being used to select the hyperparameters is being used to evaluate the 
model. 
 
Figure 4.5: Prediction uncertainty when using train/test data splitting for validation. Receiver 
Operator Characteristic curves for training/ test performance of PLS-DA on data set ST001047 
for five iterations of stratified random splitting (2/3 training and 1/3 test). Green line=𝑅𝑂𝐶3456%, 
yellow line=𝑅𝑂𝐶3783. This resulted in: a 𝐴𝑈𝐶3456%= 0.96, 𝐴𝑈𝐶3783 = 0.87; b 𝐴𝑈𝐶3456% = 0.97, 
𝐴𝑈𝐶3783 = 0.96; c 𝐴𝑈𝐶3456%= 0.97, 𝐴𝑈𝐶3783 = 0.88; d 𝐴𝑈𝐶3456% = 0.98, 𝐴𝑈𝐶3783 = 0.90; e 
𝐴𝑈𝐶3456%= 0.99, 𝐴𝑈𝐶3783 = 0.98. d The 95% OOB confidence interval for the same data. Note 
all a–e 𝑅𝑂𝐶3783 curves lie within the 95% confidence interval. 
 
 
A final, but equally important, observation from this study was that the stability of a model 
was dependent on the number of samples available for training. This is best illustrated in Fig. 
4.4. Here the generalised predictive ability of an ANN-SS model is compared across three data 
sets of increasing size. For data set ST001047 (n = 83) the out-of-bag ROC curves vary 
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dramatically from 𝐴𝑈𝐶>>? = 0.75–0.98). This implies that the underlying model parameters 
varying massively due to heterogeneity of the in-bag training sets. Which leads to the question: 
Is the complete data set a representative sample of the biological question? (in this case 
classifying gastric cancer). This phenomena, known as the Rashomon Effect, has been 
discussed at length by Breiman (2001b), Broadhurst & Kell (2006) and Broadhurst (2017). In 
contrast, data set MTBLS90 (n = 968) has extremely stable out-of-bag ROC curves implying 
that there is sufficient data to robustly model the biological question. 
 
4.5. Limitations of the Study 
 
While the results of this study will hopefully prove useful to the metabolomics research 
community, it is important to list some limitations. Firstly, focusing on binary classification 
we may have oversimplified the problem space. Non-linear ML methods may be more effective 
in multi-class problems, so results need to be interpreted with this in mind. Secondly, by 
focussing on published data there is a possibility that the results are biased (publication bias). 
All the data set used in this study were successfully published using a linear model. Given that, 
generally, only positive results are published it may be that, despite our best efforts, we did not 
have access to data sufficiently complex to require a non-linear model. Finally, the ML 
algorithms with more than two hyperparameters (i.e. ANN and RF) are presented in the Jupyter 
notebooks such that we limit the search strategy to a grid search of the two most sensitive 
hyperparameters, fixing the other hyperparameters at a constant value. A full parameter search 
was performed for each individual model under cross-validation conditions, and repeatedly the 
same hyperparameters had little effect on optimisation, so for clarity of presentation they were 
fixed at the same value across all data sets in the Jupyter notebooks provided. Interested readers 




In this study of binary classification across ten publicly available metabolomics datasets we 
have shown that using non-linear machine learning showed no general improvement in 
predictability over linear methods. If we use the principle of Occam’s razor, where the simplest 
model wins out, PLS-DA remains a sensible first choice. However, improved computational 
power and open availability of high-quality software libraries means that comparing multiple 
models of a given data set is tractable. Our results clearly demonstrate that of equal importance 
to the choice of machine learning method is the way that each method is optimised, and how 
its generalised performance is evaluated. It is far too easy to overtrain a complex model and 
erroneously report misleading results. We have provided a generalised framework to 
investigate eight machine learning algorithms and a generalised optimisation and evaluation 
workflow that can be applied to any multivariate data with a binary outcome variable. 
 
The likely most important conclusion from this study is a reiteration of the well-established 
machine learning trope a model is only as good as the data that is used to train it. We consider 
the 10 datasets used in this study are representative, both in sample size and scope, of biomarker 
studies published in metabolomics. The results presented here suggest that for robust predictive 
models the most important consideration is statistical power. There is no magic formula for 
calculating the number of samples needed for robust metabolomics multivariate machine 
learning, where estimates are dependent on many factors, including: the dimensionality of the 
data, the strength of effect, the degree of covariance (strength of latent structure), the 
heterogeneity of the sample population, the repeatability of the measurement instrument, and 
the complexity of the model. However, as pointed out by Breiman (2001b), the curse of 
dimensionality dictates that the expected generalization error is proportional to the complexity 
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of the model and inversely proportional to the number of samples used to build the model. 
Thus, for high dimensional data a complex model trained on a small data set will tend to have 
poor generalised performance as a classifier. Put simply, the larger and better curated (cleaned 
and identified) the data set, the more amenable it will be to non-linear machine learning 
algorithms. 
 
4.7. Future Perspectives 
 
In order for machine learning to have a meaningful impact on metabolomics then larger data 
sets need to be collated, and those data have to be pass stringent quality control checks 
(Broadhurst et al., 2018). It is important to note that an increasing number of metabolomics 
researchers, particularly in the clinical domain, outsource metabolomics data acquisition. 
Companies such as Metabolon (https://www.metabolon.com/), Nightingale Health 
(https://nightingalehealth.com/), and Biocrates (https://www.biocrates.com/) have built 
business models that depend on providing high-quality fully annotated data sets in a format 
amenable for data science. Most large academic laboratories also provide some level of similar 
service. This is illustrated by the recent successful ring trial for the Biocrates AbsoluteIDQ 
p400HR assay (Thompson et al., 2019) which will allow data sets from multiple labs to be 
potentially combined into one data analysis. Other approaches to data fusion have most recently 
been reported in the American Journal of Epidemiology by Yu et al. (2019) “Consortium of 
Metabolomics Studies (COMETS) Metabolomics in 47 Prospective Cohort Studies”. 
 
As machine learning methods get more complex the demands for data get greater. The recent 
successes of deep learning in image processing, peak deconvolution and metabolite 
identification (Mendez et al., 2019a) means it is likely that such methods will also be applied 
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to predictive modelling. As a community it is important that mechanisms are put in place to 
avoid over optimistic reporting of results, and that it is not simply assumed that a complex 
model is the best model. There is an urgent need for transparent and consistent reporting of all 
aspects of the metabolomics study lifecycle. The metabolomics community has made 
substantial efforts to align with FAIR (Findable, Accessible, Interoperable, and Reusable) data 
principles by utilizing open data formats [e.g. mzXML (Pedrioli et al., 2004)], developing data 
repositories [e.g. MetaboLights (Haug et al., 2012) and Metabolomics Workbench (Sud et al., 
2015)], and with online spectral reference [e.g. METLIN (Smith et al., 2005), mzCloud 
(https://www.mzcloud.org/), MassBank (Horai et al., 2010), GNPS (Wang et al., 2016)], and 
online databases for metabolite identification and biochemical association [e.g. HMDB 
(Wishart et al., 2017)]. However, significant efforts are required to find ways to make 
metabolomics data modelling FAIR. One such approach is through Jupyter notebooks (Mendez 
et al., 2019b). Hopefully, the 80 Jupyter notebooks provided for this study will help inspire 




















KMM, SNR & DIB conceived of the idea. KMM developed the Jupyter notebooks. KMM 
developed the Python packages. KMM performed the optimisation and evaluation of all 
models. DIB & SNR independently checked each model. KMM wrote the manuscript. DIB 




The metabolomics and metadata used in this paper were retrieved from Metabolights 
(https://www.ebi.ac.uk/metabolights/) Project IDs: MTBLS90 MTBLS92 MTBLS136 
MTBLS161 MTBLS404 MTBLS547 and Metabolomics Workbench (https:// 
www.metabolomicsworkbench.org/) Project IDs: ST000369 ST000496 ST001000 ST001047. 
This data were converted from the original data format to a clean format compliant with the 









All software developed for this paper is available at the CIMCB GitHub project page: 
https://github.com/CIMCB/MetabComparisonBinaryML. 
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Supplementary Figure 4.1: Illustration of how the regularization parameter, C, in support 
vector machine (SVM) optimisation allows some flexibility regarding the number of 
misclassifications made by the hyperplane margin. For a large value of C (a), the SVM will 
choose a small margin for the hyperplane if that hyperplane does a better job of getting all the 
training points classified correctly (hard margin). Conversely, a small value of C (b) will cause 
the SVM to optimise to a larger margin separating hyperplane, even if that hyperplane 














Supplementary Figure 4.2: SVMs can be configured to perform non-linear classification by 
implicitly mapping input data into a high-dimensional feature space. This process is known as 
the kernel trick. The idea is to gain linearly separation by mapping the original data (a) to a 

























































Supplementary Figure 4.3: A decision tree is top-down hierarchical structure of nodes 
connected by branches visualised as an inverted tree. Each node contains a logical question 
that sends a sample down one of two branches (a binary split), which in turn leads to another 
node, and on, and on, until it reaches a terminal node, which will provide a predicted 
classification. For example, to classify a new sample (say, based on a metabolite profile of 300 
metabolites: 𝑚#…𝑚0"") we start at the root node and performs the split described therein (e.g. 
if 𝑚1 > 52 then Branch 1, else Branch 2). Depending on the result we then descend the tree 
to the next internal node (e.g. if 𝑚$12 > 22	 then Branch 3, else Branch 4). Eventually we 









































Supplementary Figure 4.4: A two-layer ANN (Supplementary Figure 4) with a small number 
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Introduction: Metabolomics data is commonly modelled multivariately using partial least 
squares discriminant analysis (PLS-DA). Its success is primarily due to ease of interpretation, 
through projection to latent structures, and transparent assessment of feature importance using 
regression coefficients and Variable Importance in Projection scores. In recent years several 
non-linear machine learning (ML) methods have grown in popularity but with limited uptake 
essentially due to convoluted optimisation and interpretation. Artificial neural networks 
(ANNs) are a non-linear projection-based ML method that share a structural equivalence with 
PLS, and as such should be amenable to equivalent optimisation and interpretation methods.  
 
Objective: We hypothesise that standardised optimisation, visualisation, evaluation and 
statistical inference techniques commonly used by metabolomics researchers for PLS-DA can 
be migrated to a non-linear, single hidden layer, ANN. 
 
Method: We compared a standardised optimisation, visualisation, evaluation and statistical 
inference techniques workflow for PLS with the proposed ANN workflow. Both workflows 
were implemented in the Python programming language. All code and results have been made 
publicly available as Jupyter notebooks on GitHub. 
 
Results: The migration of the PLS workflow to a non-linear, single hidden layer, ANN was 
successful. There was a similarity in significant metabolites determined using PLS model 
coefficients and ANN Connection Weight Approach.  
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Conclusion: We have shown that it is possible to migrate the standardised PLS-DA workflow 
to simple non-linear ANNs. This result opens the door for more widespread use and to the 
investigation of transparent interpretation of more complex ANN architectures. 
 
Keywords: Metabolomics, Partial Least Squares, Artificial Neural Networks, Machine 
Learning, Jupyter, Variable Importance in Projection. 
   
5.1. Introduction 
 
Within a biological system, metabolite concentrations are highly interdependent (Dunn et al., 
2011). As such, the usefulness of multivariate data analysis in metabolomics stems from the 
need to extract biological information from inherently complex covariant data, where 
metabolite interaction is as important as individual changes in concentration. Historically, 
partial least squares (PLS), a.k.a. projection to latent structures (Wold, 1975; Wold et al., 
1993), has been the standard multivariate machine learning (ML) method used to construct 
predictive models to classify metabolite profiles. The underlying theory of PLS, and its utility 
to metabolomics, has been documented many times (Geladi and Kowalski, 1986; Gromski et 
al., 2015; Wold et al., 1993; Wold et al., 2001). A key benefit of PLS is the ability to visualise 
(via a latent variable score plot) the projected metabolomic relationship (clustering) between 
individual samples before classification. 
 
There are many machine learning (ML) alternatives to PLS, several of which have been applied 
to metabolomics data. The most popular include support vector machines (Steinwart and 
Christmann, 2008), random forests (Breiman, 2001), and artificial neural networks (Bishop, 
1995; Wilkins et al., 1994); however, despite coexisting for a similar length of time, none of 
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these methods have gained the popularity of PLS. A survey of publications listed on the Web 
of Science using the keywords metabolite*, metabolom* or metabonom* reveals that up to and 
including 2018, 2,224 publications list the use of PLS as a key term, whereas the alternatives 
were listed < 500 times (combined number). The key to the popularity of PLS over alternative 
methods can be distilled into a single word - interpretability. Historically, the primary aim of 
machine learning (ML) has been accurate prediction, not statistical inference (Mendez et al., 
2019a). As such, methods for statistically interpreting either the similarities between each 
individual metabolite profile, or the importance of individual metabolites across multiple 
samples, have been a secondary consideration. The ability for PLS to visualise and infer 
statistical confidence intervals upon the latent relationships within and between sample classes, 
together with the fact that a PLS model can be reduced to a simple linear regression (and thus 
exposed to multiple well established post-hoc statistical tests), means that it sits alone as an 
effective hybrid prediction-inference algorithm for high dimensional data (Eriksson et al., 
2013; Wold, 1975; Wold et al., 1993). 
 
Artificial neural networks (ANNs) are also of particular interest because in their simplest form, 
as with PLS, they can be considered as a combination of dimensionality reduction and multiple 
linear regression. In fact, for a linear ANN, with a single hidden layer, the only difference 
between ANN and PLS is the manner in which the constituent model parameters are optimised 
(Fig. 5.1). ANNs can be generally considered a projection-based method which share a 
structural equivalence with PLS (Mendez et al., 2019a). With non-linear ANNs the projection 
to latent structures ethos is preserved but now non-linear, rather than linear, latent structures 
can be modelled.   
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ANNs were first applied to metabolomic profiling ca. 1992 by Goodacre el al. (1992). At that 
time, due to lack of compute power and poor software availability, ANNs were very slow to 
train and considered difficult to interpret. As such, by the early 2000s they had been widely 
disregarded and relegated to an intellectual curiosity not considered able to provide meaningful 
biological insight (Goodacre, 2003). With recent advancements in computational power, the 
availability of easily accessible yet powerful open-source packages (e.g. TensorFlow and 
PyTorch), and the general success within industry and other research fields, the reintroduction 
of ANNs warrants renewed investigation. We recently showed that ANNs have similar 
predictive ability to PLS across multiple diverse metabolomics data sets (Mendez et al., 2019c). 
However, within the domain of metabolomics, if ANNs are to become a truly viable alternative 
to PLS it will be necessary to develop similar standardised and robust methods for data 
























Figure 5.1: Illustration of an ANN as a regression model. a Network representation of a 2-
layer ANN. b Representation of a 2-layer ANN with linear activation functions, as a set of 
equations, simplified to a linear regression model. 
 154 
Recently, the increased availability of well curated open-source software libraries, particularly 
from R and Python programming communities, has increased the availability and utility of 
many ML methods, including ANNs. Moreover, the massive increase in available computer 
power has reduced compute times such that methods previously intractable due to 
computational expense, such as bootstrap confidence intervals (Efron, 1988), have enabled 
non-parametric statistical inference to be derived for previously considered uninterpretable 
‘black box’ methods. This opens the door for the development of an ANN framework 
comparable to that of PLS-DA. 
 
The aim of this study is to migrate the standardised optimisation, visualisation, evaluation, and 
statistical inference techniques commonly used in a PLS-DA binary classification over to a 
nonlinear, single hidden layer, ANN algorithm, and then conduct a direct comparison of utility. 
We provide two functionally equivalent workflows (PLS-DA vs. ANN) implemented using the 
Python programming language, and presented as open-access Jupyter Notebooks 
(https://cimcb.github.io/MetabProjectionViz/). The workflows were applied to two previously 
published metabolomics datasets by Chan et al. (2016) & Ganna et al. (2016), but are written 
to be used with any data set suitably formatted following previous guidelines (Mendez et al., 
2019b). Both workflows include cross-validated hyperparameter optimisation, latent variable 
projection scores plots, classification evaluation using receiver operator characteristic curves, 
bootstrap resampling for statistical inference of feature contribution and generalisability of 








5.2.1.  Partial Least Squares Discriminant Analysis (PLS-DA) 
 
PLS-DA (Wold, 1975; Wold et al., 1993) is a widely used multivariate ML algorithm used for 
classifying and interpreting metabolomics data, especially applicable when the number of 
metabolites (independent variables) is much larger than the number of data points (samples). 
PLS uses the projection to latent space approach to model the linear covariance structure 
between two matrices (𝐗 and 𝐘). If the 𝐗 matrix is thought of as a set of 𝑁 data points in 𝑀-
dimensional space (where, 𝑁 = number of samples, and 𝑀 = number of metabolites), and 𝐘 is 
a binary vector (length 𝑁) describing the class of each samples (e.g. case = 1 and control = 0), 
and if we consider the algorithm geometrically, the PLS algorithm rotates and projects X into 
a lower K dimensional space (typically K = 2 or 3), represented by the scores matrix T, such 
that discrimination (covariance) between the two labelled groups in the subspace is maximised 
(Eriksson et al., 2013). For this study, PLS-DA models was optimised using the iterative 
SIMPLS algorithm (de Jong, 1993). T can be derived from X using Eq. (1), where W, the X-
weight matrix, describes how the X-variables are linearly combined, or geometrically rotated, 
to form the score vectors, 𝑡#, 𝑡$…	𝑡@. 
 
𝐓 = 𝐗𝐖 (1) 
 
The predicted classification (Y*) can then be calculated from T using Eq. (2), where C is the 




𝐘∗ = 𝐓𝐂A (2) 
 
These matrix equations, Eq. (1) and Eq. (2), can be combined and simplified to a single linear 
regression, Eq. (3), where BPLS is a vector of coefficient values. 
 
																																			𝐘∗ = 𝐓𝐂A  
																																					𝐘∗ = 𝐗𝐖𝐂A  
𝐘∗ = 𝐗𝐁𝐏𝐋𝐒 (3) 
 
This matrix equation, Eq. (3), can also be described as a single linear regression in standard 
form, Eq. (4), where 𝛽"…𝛽& is a vector of linear coefficients. 
 
𝑦∗ = 𝛽" + 𝛽#𝑥# + 𝛽#𝑥$ +⋯+ 𝛽E𝑥E (4) 
 
5.2.1.1. PLS-DA Optimisation 
 
The optimal number of latent variables, K, is determined such that the T matrix is just sufficient 
to accurately describe the underlying latent structure in X but not so large as to also model 
random correlation and produce a model that is a poor classification tool for new X-data (see 
cross-validation in Section 5.3.3). In machine learning terminology any parameter which is 
used to define a model’s structure, or an optimisation algorithm characteristic, is known as a 





5.2.1.2. PLS-DA Evaluation 
 
In order to provide some level of independent model evaluation it is common practice to split 
the source data set into two parts: training set and test set (typically, ⅔ training and ⅓ test). 
Once the optimal number of latent variables has been determined using the training data only 
(𝐗𝐭𝐫𝐚𝐢𝐧 and 𝐘𝐭𝐫𝐚𝐢𝐧), the resulting model, 𝐘∗ = 𝐗𝐁𝐏𝐋𝐒, is then independently evaluated by 
applying the test data (𝐗𝐭𝐞𝐬𝐭 ; suitably transformed and scaled) to the model, 𝐘𝐓𝐞𝐬𝐭∗ = 𝐗𝐓𝐞𝐬𝐭𝐁𝐏𝐋𝐒. 
A measure of the predictive ability of the model can then be calculated by comparing the 
training prediction (𝒀𝒕𝒓𝒂𝒊𝒏∗ ) to the expected training outcome (𝐘𝐭𝐫𝐚𝐢𝐧), and the test prediction 
(𝐘𝐭𝐞𝐬𝐭∗ ) to the expected test outcome (𝐘𝐭𝐞𝐬𝐭).  
 
While true effectiveness of a model can only be assessed using test data (Westerhuis et al., 
2008; Xia et al., 2013), for small data sets it is dangerous to use a single random data split as 
the only means of model evaluation, as the random test data set may not accurately represent 
the training data set (Mendez et al., 2019c). An alternative is to use bootstrap resampling. 
Bootstrap resampling is a method for calculating confidence intervals using random sampling 
with replacement (DiCiccio and Efron, 1996; Efron, 1981, 2000). The theoretical details of this 
methodology are beyond the scope of this paper. Briefly, this technique allows the accurate 
estimation of the sampling distribution of almost any statistic using repeated random sampling. 
Each random sample selects ~⅔ of the data points (called the in-bag sample) leaving ~⅓ (the 
out-of-bag sample).  
 
Bootstrapping can be used to calculate confidence measurements for the evaluating the optimal 
ML model configuration for a given metabolomics data set (Broadhurst and Kell, 2006; 
Mendez et al., 2019b; Xia et al., 2013). A model with fixed hyperparameter values is retrained 
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on data, randomly sampled with replacement (in-bag), and then evaluated on the unused data 
(out-of-bag) for r resamples (typically r = 100). The predicted outcome from each in-bag 
bootstrap resample as well as other outputs, including the predicted outcome, latent scores, 
latent loadings, and feature contribution metrics are stored after each resampling. The out-of-
bag prediction of classification is also stored, as this can be considered an unbiased estimate of 
the model’s performance when shown new data. Using these stored outputs, 95% confidence 
intervals are calculated using the commonly-used bias-corrected and accelerated (BCa) 
method; this method adjusts the percentiles to account for the bias and skewness in the 
bootstrap distribution (Efron, 1987). Following bootstrap resampling, a measure of generalised 
prediction of each model is calculated as the median and 95% confidence intervals of the in-
bag and out-of-bag predictions.  
 
5.2.1.3. PLS-DA Visualisation 
 
For a given PLS-DA model it is common practice to visualise the projection of X into the latent 
variable space to provide a generalised understanding of the metabolomic relationship 
(clustering) between individual samples before classification. For this, the scores matrix, T, 
described in Eq. (1), can be represented as a scatter plot (scores plot) such that each axis of the 
plot represents a column of the T-matrix. For example, a scatter plot of t1 vs. t2 will represent 
the projections of X onto the first two latent variables (i.e. each data point represents a 
projection of a given sample’s metabolite profile). It is in this latent variable space that one 
would expect to see different metabotypes cluster. The associated weight vectors (columns of 
W) can also be visualised individually and interpreted as an indication of how the X-variables 
are linearly combined to create each score vector, Eq. (5). 
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𝑡# = 𝑤",# +𝑤#,#𝑥# +𝑤$,#𝑥$ +⋯+𝑤E,#𝑥E (5)
𝑡$ = 𝑤",$ +𝑤#,$𝑥$ +𝑤$,$𝑥$ +⋯+𝑤E,$𝑥E
…
𝑡@ = 𝑤",@ +𝑤#,@𝑥# +𝑤$,@𝑥$ +⋯+𝑤E,@𝑥E
 
 
For a single optimised model, latent scores plots can be generated for training, cross-validation, 
and test X-data sets independently. This is a useful method for determining if overtraining has 
occurred (see supplementary Jupyter Notebooks). 
 
5.2.1.4. PLS-DA Variable Contribution 
 
For PLS-DA, there are two common methods used to estimate variable contribution. First, as 
discussed, a PLS-DA model can be reduced to a single multiple linear regression, Eq. (3), thus 
feature contribution can be inferred directly from the model’s regression coefficients, BPLS.  
Second, for more of a focus on the importance of the X-variables on the latent projection, the 
variable influence on projection (VIP) scores can be calculated using Eq. (6) (Favilla et al., 
2013). VIP is the weighted, 𝑤6$, combination of the sum of squares of Y explained by each 
latent variable, 𝑆𝑆𝑌6, normalised to the cumulative sum of square, 𝑆𝑆𝑌T:U, where 𝑀 is the total 
number of metabolites, and 𝐾 is the total number of latent variables. 
 
𝐕𝐈𝐏 = m𝑀	 ×




The average VIP score is equal to 1 because the sum of squares of all VIP scores is equal to 
the number of variables in X. Thus, if all X-variables have the same contribution to the model, 
they will have a VIP score equal to 1. VIP scores larger than 1 indicate the most relevant 
variables. Bootstrap resampling (Section 5.2.1.2) can be applied to calculate 95% confidence 
 160 
intervals for both the BPLS coefficient values and VIP scores, from which estimates of 
significant contribution to the model can be determined.  
 
5.2.2.  Artificial Neural Network (ANN) 
 
ANNs consist of layered weighted networks of interconnected mathematical operators 
(neurons). The most prevalent ANN is the feed-forward neural network. Here, each neuron acts 
as a weighted sum of the outputs of the previous layer (or input data) transformed by an 
activation function (typically linear or logistic function). This is described in Eq. (7), using 
notation from Fig. 5.1a, where 𝑡W is the output for the jth neuron in the hidden layer, 𝑓" is the 
activation function, 𝑥 is a vector of input variables (x1, x2, …, xM), 𝑤6,W is the weight from input 
variable, xi, to the neuron, and 𝑤",W is a constant offset value. 
 





A neuron with a linear activation function connected to multiple input variables is 
mathematically equivalent to a linear regression with multiple independent variables, Eq. (8), 
where 𝑤",W …𝑤&,W is a vector of linear coefficients.  
 
𝑡W = 𝑤",W +𝑤#,W𝑥# +𝑤$,W𝑥$ +⋯+𝑤E,W𝑥E (8) 
 
A neuron with a logistic activation function, 𝑓"(), is equivalent to the multivariate logistic 










An ANN with a single linear hidden layer and a single linear output neuron is mathematically 
equivalent to a PLS-DA model (Fig. 5.1). Replacing all the linear neurons with logistic neurons 
in the two-layer ANN results in a complex non-linear projection-based discriminant model. 
For this study, we use a two-layer ANN with logistic activations in both layers. 
 
5.2.2.1. ANN Optimisation 
 
During ANN training, the interconnection weights between each layer of neurons are optimised 
using an iterative algorithm known as back-propagation. This algorithm has been described in 
detail elsewhere (Bishop, 1995). The effectiveness of this optimisation method is dependent 
on a set of hyperparameters. A two-layer feedforward ANN has 5 hyperparameters: 1 
parameter to determine the model structure, the number of neurons in the hidden layer 
(equivalent to number of latent variables) and 4 parameters that characterise the learning 
process. These determine the rate and momentum of traversing local error gradients 
(specifically learning rate, momentum, and decay of the learning rate over time) and the 
number of times the back-propagation is applied to the ANN (the number of training epochs). 
For this study, preliminary explorative analysis indicated that hyperparameters: momentum, 
decay, epochs could be set to a constant value (0.5, 0 and 400 respectively) with little variation 
on performance. This reduced the number of tuneable hyperparameters to: (i) the number of 





5.2.2.2. ANN Evaluation 
 
Model evaluation using a test set and model evaluation using bootstrap resampling is identical 
to that described in Section 5.2.1.2 except replacing the PLS-DA prediction, 𝐘∗, with the ANN 
equivalent. 
 
5.2.2.3. ANN Visualisation 
 
For an equivalent representation of the PLS-DA projection to latent space, we provide a 
projection to neuron space. Each hidden neuron represents a transformed weighted sum of the 
X-variables (Eq. 7). Thus, for each pairwise combination of neurons, plotting the weighted sum 
before transformation provides a similar means to PLS-DA for visualising and interpreting any 
clustering between individual samples before classification. Similarly, associated weight 
vectors can also be visualised individually and interpreted as an indication of how the X-
variables are linearly combined to create each neuron scores vector before transformation. 
 
5.2.2.4. ANN Variable Contribution 
 
For ANN, several variable contribution metrics have been proposed (Olden et al., 2004); 
however, the two most comparable metrics to the PLS-DA BPLS coefficients and VIP scores 
are the Connection Weight Approach (CWA) (Olden and Jackson, 2002) and Garson’s 
Algorithm  (GA) (Garson, 1991), respectively. Similar to BPLS, for a two-layer ANN with linear 
activation functions (Fig. 5.1b), feature contribution can be inferred directly from a model’s 
linear coefficients, BANN, as shown in Eq. (10), where C is the weights for the hidden-output 
layer, and W is the weights for the input-hidden layer. 
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	𝐂𝐖𝐀 = 𝐁𝐀𝐍𝐍 = 	𝐂𝐖	 (10) 
 
This equation can be used to calculate variable contribution for two-layer non-linear ANNs, 
renamed as CWA, and describes relative (and directional) metabolite contribution.  
  
While VIP may not be directly applied to non-linear ANNs, a similar measure of weighted 
absolute relative contribution of each metabolite per neuron can be calculated using Garson’s 
Algorithm (Garson, 1991). First, absolute 𝐶𝑊𝐴6,W values are calculated across the network by 
multiplying each neuron input weight, 𝑤6,W, to the corresponding output weight, 𝑐W and 
converting to an absolute value. 
 
z𝐶𝑊𝐴6,Wz 		= 	 z𝑤6,W 	× 	𝑐Wz	 (11) 
 
Second, as shown in Eq. (12), for each hidden neuron the total absolute connection weight 







Then, the overall contribution for each input variable, 𝐺𝐴6, is calculated as shown in Eq. (13), 











Unlike VIP there is no general threshold of importance for Garson’s Algorithm, so we propose 
using the average GA score as a comparable equivalent to indicate metabolites of importance 
in the model. 
 
5.3. Computational Workflow 
 
The standard workflow for the PLS visualisation and interpretation, and the proposed 
equivalent ANN visualisation and interpretation is described in Fig. 5.2. Both the PLS-DA and 
ANN workflows were implemented in the Python programming language using a package 
called ‘cimcb’ (https://github.com/CIMCB/cimcb) developed by the authors. This package 
contains tools for the analysis and visualisation of untargeted and targeted metabolomics data. 
The package is based on existing well curated open-source packages (including numpy 
(Kristensen and Vinter, 2010), scipy (Virtanen et al., 2019), bokeh (Bokeh Development Team, 
2018), keras (Chollet, 2015), pandas (McKinney, 2010), scikit-learn (Pedregosa et al., 2011), 
and Theano (Theano Development Team, 2016)). It utilises these packages through helper 
functions specifically designed to simplify the application to metabolomics data, following 
























Figure 5.2: Data analysis workflow. Flowchart of the data analysis workflow used for the PLS 




Each step of the respective PLS-DA and ANN workflow is described in detail in the associated 
Jupyter Notebook file (included in supplementary material and 
https://cimcb.github.io/MetabProjectionViz/). The method of embedding explanatory text 
within functional code and visualisations follows previously published guidelines (Mendez et 
al., 2019b). The generic workflow is now briefly described. 
 
5.3.1. Prepare Data 
 
For an adequate comparison of visualisation and interpretation methods, across PLS and ANN, 
it was important that identical data were used in both models. The X matrix of metabolite 
concentrations, and associated Y vector of classification labels (case = 1, control = 0) were 
extracted from the excel spreadsheet. Metabolites in X were included for modelling if they had 
a QC relative standard deviation (RSDQC) < 20% and <10% missing data (Broadhurst et al., 
2018). The datasets were split using a ratio of 2:1 (⅔ training, ⅓ test) using stratified random 
selection. After splitting the data into training and test sets, the columns of X were natural log 
transformed, mean centred, and scaled to unit variance with missing values imputed using k-
nearest neighbour prior to modelling following standard protocols for metabolomics 
(Broadhurst and Kell, 2006). The means and standard deviations calculated from the training 
set were applied to scale the test set data. 
 
 
5.3.2. Hyperparameter Optimisation 
 
For both PLS-DA and ANN algorithms the optimal hyperparameter values were determined 
using 5-fold cross-validation (CV) with 10 Monte Carlo repartitions (Broadhurst and Kell, 
2006; Hastie et al., 2009; Xia et al., 2013). For the PLS-DA workflow, a linear search was used 
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to optimise the number of latent variables (1 to 6). For the ANN workflow, a grid search was 
used to optimise the number of neurons (2 to 6) and the learning rate (0.001 to 1). The optimal 
hyperparameter values were determined by evaluating plots of 𝑅$ and 𝑄$ statistics. Two plots 
were generated: (i) a standard  𝑅$ and 𝑄$ plot against hyperparameter values, and (ii) an 
alternative plot of |𝑅$ − 𝑄$|		𝑣𝑠. 𝑄$. Using the later plot, the optimal hyperparameter was 
selected at the point of inflection of the outer convex hull. The area under the receiver operating 
characteristic curve (AUC) is a recommended alternative non-parametric measure of 
classification performance (Szymańska et al., 2012), thus equivalent plots of 𝐴𝑈𝐶9:;; and 
𝐴𝑈𝐶<= metrics are also generated for comparison. 
 
5.3.3. Permutation Test 
 
Following hyperparameter optimisation, a permutation test was applied to the optimal model 
configuration. In a permutation test, the expected outcome label is randomised (permuted), and 
the model with fixed hyperparameter values is subsequently trained and evaluated (Lindgren 
et al., 1996). For both PLS-DA and ANN, this process was repeated (n=100) using 5-fold CV 
to construct a distribution of the permuted model statistics. While 𝑅$ and 𝑄$ statistics are 
commonly used in permutation testing (Eriksson et al., 2013), 𝐴𝑈𝐶9:;; and 𝐴𝑈𝐶<= metrics 
were also included for ANNs, given its common usage as a measure of non-linear classification 
performance. 
 
5.3.4. Model Evaluation using Test Set 
 
As previously described in Section 5.2.1.2, the measure of the predictive ability of the model 
using a test set is calculated by comparing the training score (𝐘𝐭𝐫𝐚𝐢𝐧∗ ) to the expected outcome 
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(𝐘𝐭𝐫𝐚𝐢𝐧) classification, and the test score (𝐘𝐭𝐞𝐬𝐭∗ ) to the expected outcome (𝐘𝐭𝐞𝐬𝐭) classification. 
This is visualised using three plots:   
 
1. A violin plot that shows the distribution of the predicted score, by outcome, for the 
training and test set. 
2. A probability density plot that shows the distribution of the predicted score, by 
outcome, for the training and test set via overlapping probability density functions.  
3. A receiver operator characteristic (ROC) curve of the training and test sets.  
 
5.3.5. Model Evaluation using Bootstrap Resampling 
 
Model evaluation using bootstrap resampling is described in Section 5.2.1.2. Following 
bootstrap resampling (n=100), a measure of generalised prediction of each model is calculated 
and visualised using the protocol described in 5.3.4, except this time presenting the 95% 
confidence intervals of the 100 in-bag and out-of-bag predictions.  
 
5.3.6. Model Visualisation: Scores Plot and Weights Plot 
 
Pairwise latent variable scores plots and associated weight vector plots are also provided. The 
scores plots are similar in construction to those generated during hyperparameter optimisation, 
except they are based on the in-bag and out-of-bag scores averaged across repeated prediction 
for each sample (aggregate score). 95% confidence intervals for each class are calculated using 
standard parametric methods. The 95% confidence intervals for each weight vector plots were 
constructed using the distribution of each weight variable across the 100 bootstrap resampled 
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models. Any metabolite weight with a confidence interval crossing the zero line (coloured blue) 
are considered non-significant to the latent variable (or neuron). 
 
5.3.7. Variable Contribution Plots 
 
The BPLS coefficients and VIP scores for the PLS models were calculated using the methods 
described in Section 5.2.1.4. The CWA and Garson scores were calculated for the ANNs using 
the methods described in Section 5.2.2.4. There metrics were also applied to all 100 models of 
each type generated during the bootstrap resampling. Variable contribution plots were 
constructed. The 95% confidence intervals for each vector plots were calculated using the 
distribution of each variable’s metric across the 100 bootstrap resampled models. Any 
metabolite weight with a confidence interval crossing the zero line are considered non-
significant to the latent variable (or neuron). 
 
The variable contribution metrics for each model type was compared and contrasted through 
visual inspection of a scatter plots of BPLS vs. CWAANN and of VIPPLS vs. GarsonANN scores, 






In this study, a previously published dataset by Chan et al. (2016) was used to illustrate the 
standardised PLS workflow and the proposed equivalent ANN workflow. This urine nuclear 
magnetic resonance (NMR) dataset, comprised of 149 metabolites, is publicly available on 
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Metabolomics Workbench (Study ID: ST0001047). For the work described herein a binary 
classification was performed: gastric cancer (n=43) vs. healthy controls (n=40).  
 
The computational libraries developed for this study require data to be converted to a 
standardised format using the tidy data framework (Wickham, 2014). This standardised format 
has been previously described (Mendez et al., 2019b; Mendez et al., 2019c), and allows for the 
efficient reuse of these workflows for other studies. To demonstrate this, we include the 
application of the identical workflows and visualisation techniques to a second previously 
published dataset (Ganna et al., 2016) as a supplementary document. This plasma liquid 
chromatography-mass spectrometry (LC-MS) dataset, comprised of 189 named metabolites, is 
publicly available on MetaboLights (Study ID: MTBLS90), and for this study, samples were 
split into two classes by sex: males (n=485) and females (n=483). This dataset did not report 
QC measurements and therefore the data cleaning step was unable to be performed. 
 
Following data cleaning, for the urine NMR gastric cancer data set 52 metabolites were 
included in data modelling (case = 43 vs. control = 40). Figs. 5.3-5.6 (and Supplementary Figs. 
5.1-5.2) show the optimisation, visualisation, evaluation and statistical inference for the PLS-
DA compared to the ANN algorithms. Similar plots are provided in supplementary 
documentation for the plasma LC-MS data set (males=485 vs. females=483). All 4 workflows 
are also available as interactive Jupyter notebooks 
(https://cimcb.github.io/MetabProjectionViz/), either to be downloaded or to be run in the 
cloud through mybinder.org. See Mendez et al. (2019b) for guidance. 
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Figure 5.3: Hyperparameter optimisation. Plots of R2 and Q2 statistics; red circle, optimal 
hyperparameter value(s). a & c Standard 𝑅$ and 𝑄$ vs hyperparameter values plot for PLS and 
ANN, respectively. Solid line, 𝑅$; dashed line, 𝑄$. b & d The alternate |𝑅$ − 𝑄$|		𝑣𝑠. 𝑄$ plot 
for PLS and ANN, respectively. The optimal hyperparameters shown in panel c were identified 




























Figure 5.4: Visualisations of model evaluation. Predicted scores (train and test) split into the 
respective binary classification, visualised in three different ways. a & b Violin plots; c & d 
probability distribution function (pdf) plots. Red, healthy controls (control); blue, gastric 
cancer (case). e & f ROC curves with 95% CIs derived from 100 iterations of bootstrap 
resampling. Green line predicted scores for training set; green 95% CIs, IB predictions; yellow 
line, prediction scores for test set; yellow 95% CIs, OOB predictions. PLS-DA AUCTrain = 0.97, 
AUCTest = 0.89, AUCIB = 0.92-0.99, AUCOOB = 0.72-0.98. ANN AUCTrain = 1.00, AUCTest = 










































Figure 5.5: Bootstrap projection (scores) plots.  Projection plots show LV2 vs LV1 for PLS 
and Neuron 2 vs Neuron 1 for ANN. a & b projected scores of the median IB; c & d projected 
scores for median OOB; e & f median IB and median OOB scores overlaid. Red, healthy 
control (control); blue, gastric cancer (case). Inner ellipses, 95% CI of the mean; outer ellipses, 





Figure 5.6: Variable contribution. Visualisation of variable contribution for PLS (coefficients 
and VIP) and ANN (CWA and Garson’s algorithm). a Scatterplot of ANNCWA vs. BPLS, 
Pearson’s r = 0.85 (p-value = 2.79e-15). b Scatterplot of GarsonANN vs. VIPPLS, Pearson’s r = 
0.75 (p-value = 1.33e-10). Dashed lines at respective “importance” cut-off: GarsonANN = 0.038, 
VIPPLS = 1.00. c Median (and 95% CI) BPLS (left) and ANNCWA (right). Blue, contribution not 
significant based on 95% CIs; red, contribution significant based on 95% CIs. d Median (and 
95% CI) VIPPLS (left) and GarsonANN (right).  
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5.4.2. Model Optimisation 
 
Using the = |𝑅$ − 𝑄$|		𝑣𝑠. 𝑄$ plot, both the number of latent variables (LV=2; Fig. 5.3a) and 
ANN hyperparameters (learning rate = 0.03 & hidden neurons =2; Fig. 5.3d) were clearly 
interpretable. These findings were verified using permutation testing (Supplementary Fig. 5.1). 
 
5.4.3. Model Evaluation and Visualisation 
 
Strategies for model evaluation and visualisation were successfully transferred from PLS-DA 
to ANNs. For both example data sets the ANN model performed slightly better than the PLS-
DA for both the training and test data sets (Fig. 5.4). Both models somewhat overtrained despite 
rigorous cross-validation. For the PLS-DA model the AUCTrain = 0.97 and the AUCTest = 0.89. 
For the ANN model the AUCTrain = 1.00 and AUCTest = 0.90. Bootstrap remodelling also 
showed similar results. The PLS-DA model had an in-bag area under the ROC curve (AUC) 
with 95% CI of 0.92-0.99. Similarly, the ANN produced an in-bag AUC with 95% CI of 0.95-
0.99. The out-of-bag predictions showed that both models overtrained with out-of-bag AUC 
95% CI of 0.72-0.98 (PLS-DA) and 0.77-1.00 (ANN). The bootstrap projections confirmed 
these findings and illustrated that the models were still able to project significant mean 
differences between classes, for both the in-bag and out-bag projections (Fig. 5.5). 
 
5.4.4. Model Inference 
 
Feature contribution was determined by calculating bootstrap confidence intervals for the 
model coefficients BPLS (or equivalent CWAANN) and of the VIPPLS (or equivalent GarsonANN). 
Across the two models, BPLS and CWAANN showed a high degree of correlation (Fig. 5.6a; 
 176 
Pearson’s r = 0.85, p = 2.8 x 10-15). Twenty-three metabolites significantly contributed to the 
PLS-DA model and 25 metabolites significantly contributed to the ANN model, with an 
overlap of 17 metabolites being significant in both models (Fig. 5.6a). The VIPPLS and 
GarsonANN values showed a reduced, but still significant, degree of correlation with each other 
(Fig. 5.6b; Pearson’s r = 0.75, p = 1.33 x 10-10). Based on median values alone (Fig. 5.6b), 12 
metabolites were deemed as “important” across both models and an additional 12 metabolites 
were “important” in one, but not both models. When taking into consideration bootstrapped 
confidence intervals (Fig. 5.6d) VIPPLS and GarsonANN yielded 7 and 8 “important” metabolites, 
respectively. Six metabolites deemed “important” by GarsonANN were also deemed important 
by VIPPLS. Although mathematical calculations for variable contribution were different for the 




The migration of the PLS-DA optimisation, evaluation, and interpretation workflow to a single 
hidden layer ANN was successful. The strategy for visualising hyperparameter optimisation 
was adapted to the |𝑅$ − 𝑄$|		𝑣𝑠. 𝑄$ plot (Fig. 5.3c-d) and readily employable to both model 
types. Not only did it allow for simultaneous interpretation of 2 hyperparameters (ANNs), but 
it provides an alternate interpretation strategy for PLS-DA optimisation if the standard 𝑅$ and 
𝑄$ vs hyperparameter value plot is ambiguous. Model evaluation and projection (scores) plots 
were directly transferrable from PLS-DA to ANNs. Projecting the neuron weights (in place of 
latent variables) before the transfer function allows for a comparative and clear visual 
disruption of sample similarity. The bootstrap resampling/remodelling enabled both the PLS-
DA and ANN models’ predictions to be interpreted with statistical rigor. Both models had 
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similar performance, but as described (and expected) in the bootstrap projections (Fig. 5.5) and 
loadings (Supplementary Fig. 5.2). 
 
CWA and Garson provided suitable variable contribution metrics for the ANN model. The 
surprising similarity between BPLS and CWAANN and VIPPLS and GarsonANN indicates the 
validity of both CWAANN and GarsonANN as methods of determining feature importance. These 
findings are validated by the second study (supplementary documentation). It is important to 
note that no one ML method will be superior for identifying the most biological plausible 
metabolites. The high level of overlap between comparable variable contribution methods, in 
these results, suggest that deviations are likely random false discoveries due to lack of power 
(as reflected in the 95% CIs are how close they are to the zero line). As the cut-off for both VIP 
and GarsonANN  are not statistically justified limits (Tran et al., 2014), we recommend opting 
for BPLS for PLS and CWAANN  for ANN, and using the 95% CI from bootstrap resampling to 
determine statistically significant metabolites. 
 
As a side note, it is worth discussing two additional points. First, there is an advantage of using 
bootstrap resampled predictions and projections once the optimal hyperparameters are fixed. 
This is particularly important if the sample size is small and there may be large differences in 
results depending on how the samples are split into training and test sets. The out-of-bag 
predictions provide an unbiased estimate of model performance, and the averaged out-of-bag 
projections a more realistic estimate of generalised class-based cluster similarity. 
Bootstrapping can also aid in preventing false discoveries regarding metabolite significance, 
as the resulting 95% CIs will identify metabolites with unstable contributions to the model. 
Second, model outcomes and resulting interpretations can affected by the quality of the input 
data. We have previously shown that PLS and ANNs show similar predictive ability, when 
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using the same input data, and that sample size is an important determinant of model stability 
(Mendez et al., 2019c). However, to our knowledge, an extensive comparison of different data 
cleaning (Broadhurst et al., 2018), pre-treatment (van den Berg et al., 2006), and imputation 
(Di Guida et al., 2016; Do et al., 2018) procedure options has not been performed for ANNs. 
As such, individual users should consider and test these effects prior to modelling their own 
data. 
 
5.6. Conclusion and Future Perspectives 
 
We have shown that for binary discrimination using metabolomics data it is possible to migrate 
the workflow from PLS-DA to a single hidden layer non-linear ANN. For the two presented 
examples the ANN does not perform any better than PLS-DA, and based on coefficient plots 
there is very similar feature contribution. However, these results show that ANNs can be 
evaluated alongside PLS-DA for any data set (using the provided Jupyter notebooks it is 
possible to evaluate any binary classification data set provided it is formatted appropriately 
before uploading). If a highly non-linear relation should arise, then ANN may be a better 
approach to PLS. This remains to be proven.  
 
More importantly these result open the door to investigating more complex models. As 
discussed previously (Mendez et al., 2019a), an area of increasing interest to the metabolomics 
community is multi-block data integration (e.g. multi-omic or multi-instrument). Currently, 
methods employed are based on hierarchical application of multiple linear projection models. 
For example, OnPLS (Löfstedt and Trygg, 2011; Reinke et al., 2018) is a combinatorial 
amalgamation of multiple PLS models, and Mixomics (Rohart et al., 2017) is a stepwise 
integration of canonical correlation analysis and sparse PLS. The inherent flexibility of ANN 
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architecture allows complex relationships to be combined into a single model. It may be 
possible to build an ANN to combine multiple data blocks into a single model without resorting 
to over-simplified data concatenation. For these types of models to be useful will be necessary 
to incorporate feature importance, and interpretable visualisation strategies. The work 
presented here is a first step to applying statistical rigor and interpretability to more complex 
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Supplementary Figure 5.1: Permutation Test. R2 and Q2 against correlation between 
permuted outcomes and original outcomes (left), and probability density functions for R2 and 
Q2, with the R2 and Q2 values of the model trained on the original data presented as a ball-and-
stick, and p-values from a one-tailed t-test (right). a Permutation test figures for PLS. b 
Permutation test figures for ANN. c Permutation test figure for ANN using AUCFULL and 







Supplementary Figure 5.2: Bootstrap weight vectors. Median (and 95% CI) weight vectors 
of metabolites calculated using BCa (n=100). Red, significant contribution; blue, no significant 













The overarching goal of this project was to evaluate the utility of non-linear artificial neural 
networks (ANNs) in deriving statistical inference from clinical metabolomics data sets. This 
task was broken down into the specific aims: (1) develop an open source computational 
framework to allow for interactive modelling and assessment of common machine learning 
methods specifically tailored for metabolomics studies; (2) compare the generalised predictive 
ability of non-linear ANNs against alternative machine learning models for binary 
classification in clinical metabolomic studies; (3) investigate visualisation and variable 
importance techniques for artificial neural networks that are comparable to current linear 
projection methods; and (4) critically compare any novel ANN visualisation and variable 
importance techniques against existing linear projection workflows publicly available 
metabolomics data sets.  
 
6.1.1. Open Data Science  
 
There is a ‘reproducibility crisis’ across scientific disciplines highlighting the increasing need 
for more transparency (Baker, 2016). To align with FAIR data principles (Wilkinson et al., 
2016), the dissemination of data analysis steps need to extend beyond a brief description in the 
methods section. A solution, as described in Chapter Three, is the use of ‘computational lab 
books’ such as Jupyter Notebooks (Kluyver et al., 2016). Jupyter Notebooks allow the user to 
add descriptions of the methodology alongside the code, results, and figures of the data analysis 
workflow. These ‘computational lab books’ can be included as a supplemental file to the 
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manuscript, thereby enabling transparent dissemination and re-use. When combined with a data 
repository (e.g. GitHub) and an open cloud-based deployment service (e.g. Binder), 
transparency and ease of re-use are further enhanced. A basic framework and experiential 
learning tutorials are provided in Chapter Three. It is a challenge for busy practising researchers 
to adopt these practices towards open data science. However, by providing a tutorial that 
requires little or no computational expertise, we encourage the broad use of open frameworks 
within the metabolomics community. This strength of open frameworks is highlighted in 
Chapter Four and Chapter Five. Without the need for any software installation, readers can re-
analyse and re-use of the provided 84 computational workflows. 
 
6.1.2. Generalised Predictive Ability of ANNs 
 
PLS, a linear-based projection method, is the current gold standard ML in metabolomics 
(Gromski et al., 2015). As biological data are often non-linear (Mosconi et al., 2008), we 
hypothesised that metabolomic data may have a non-linear latent structure. A non-linear latent 
structure would make non-linear ML methods more appropriate (i.e. higher predictability) than 
linear ML methods. Based on the 10 clinical metabolomic datasets in Chapter Four, there was 
only marginal improvement in predictive ability for ANNs over PLS across all data sets. The 
use of out-of-bag bootstrap confidence intervals provided a measure of uncertainty of model 
prediction such that the quality of metabolomics data was observed to be a bigger influence on 
generalised performance than model choice. Using the principle of Occam’s razor, the simplest 
method (i.e. linear ML method such as PLS-DA) can often be the preferred method. However, 
there may be clinical metabolomic datasets (not included in this study) with more complex 
biological questions that clearly warrant the use of non-linear ML methods such as ANN. Thus, 
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enabling the effective application of ANN to metabolomics data sets can only enrich the 
available set of data science tools available to the research community.   
 
By providing the 80 data analysis workflows in supplementary, we encourage re-analysis and 
re-use by the reader. The open source interactive framework developed for this thesis is 
designed to be reused and be easily accessible. Any new data set with a binary outcome can be 
applied rapidly to all ten machine learning methods, and where non-linear modelling is 
appropriate, the supplied non-linear supplementary workflows (for example, with ANN or 
SVM-RBF) can be copied, repurposed and published by the user. 
 
6.1.3. Statistical Inference of ANNs 
 
ANNs have been used in metabolomics since the early 1990s (Goodacre and Kell, 1993; 
Goodacre et al., 1992, 1993); however, its usage has stagnated while the use of PLS has 
continued to grow (Fig. 2.4; Chapter Two). This largely stems from difficulty in deriving and 
visualising statistical inference for ANNs (Goodacre, 2003), which is still an ongoing issue 
(Samek et al., 2017; Zhang and Zhu, 2018; Zhang et al., 2018). The approach we proposed to 
derive and visualise statistical inference is based on the structural equivalence between a single 
hidden layer linear ANN and PLS (described in Chapter Two). In Chapter Five, we successfully 
migrated the PLS-DA optimisation, evaluation, and interpretation workflow to a single layer 
ANN. This workflow includes functional equivalent feature importance measures to identify 
significant metabolites (biomarkers).  
 
To allow for a comparison between the PLS-DA and proposed ANN workflow, two clinical 
metabolomic datasets from Chapter Four were included in this study. The second dataset was 
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primarily included to demonstrate that these workflows can be re-used for other studies, 
provided data is in, or converted to, the described standardised format used in Chapter Three, 
Four, and Five. Therefore, this study provides an open framework for other metabolomics 
community members to apply to their own practice to derive and visualise statistical inference 
for non-linear single hidden layer ANNs, as well as PLS-DA. Combined with the open data 
analysis workflows in Chapter Three and Four, we hope to ease of re-usability and extension 
of this workflows will help the community adopt more transparent practices, and align with 
FAIR data principles. Additionally, the success of this approach for single hidden layer ANNs, 
it opens the door to the investigation of extending statistical inference techniques to more 




In this project, we have shown that non-linear single hidden layer ANNs can be used to derive 
statistical inference from clinical metabolomics data sets. However, non-linear ML methods 
were not necessary across the ten data sets in this study (based on Occam’s razor). This was 
unexpected given the highly dimensional and complex covariance structure of metabolomic 
data. There may be data sets not included in this study that have sufficiently complex non-
linear latent structure to warrant to use non-linear ANNs. By providing an open framework, 
such data sets within the metabolomics community can now be appropriately analysed with 
relative ease and published with transparency. Importantly, this project (with the provided 
workflows) give an indication of the necessary rigour and appropriate steps in optimising and 
evaluating ML. All ML models are prone to overfitting, especially more complex (non-linear) 
ML models. Overfit (or underfit) ML models are not generalisable, leading to incorrect 
statistical inference, and therefore, incorrect biological interpretation. Using Jupyter 
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Notebooks, we have provided extensive prose for each step in the workflow to help mitigate 
incorrect modelling and misinterpretation within the metabolomics community. Moving 
forward, this framework provides a foundation for open data science, which is becoming 
increasingly important as we investigate more complex ANN architectures. 
 
6.2. Future Perspectives 
 
In other research areas such as genomics, the use of ANNs has grown exponentially and is now 
well established (Fig. 2.4). Based on this trajectory, it is likely that there would be continued 
growth and interest for ANN application in other ‘omics sciences including metabolomics and 
integrative systems-biology. ANNs have a high degree of flexibility allowing for various types 
of network architectures. One area that is yet to be exploited is the use of ANNs to model the 
covariance data structures within and between multiple data blocks. These blocks can include 
multiple analytical platforms, multiple biofluids, or multiple omics (i.e. integrative systems-
biology). 
 
The inherent flexibility of ANNs allows for various model architecture to model multi-block 
data (Fig. 2.5B and Fig. 2.5C; Chapter Two). This allows ANNs to have a single model 
architecture and model non-linear covariance data structures, in contrast to currently used 
hierarchical applications of linear projection-based models. Several publications use a variant 
of the architecture described in Fig. 2.5B (Bica et al., 2018; Chaudhary et al., 2018; Huang et 
al., 2019; Sharifi-Noghabi et al., 2019). These publications focus on the predictive ability of 
the model but provide no method for statistical inference. For multi-block ANNs to be a viable 
alternative to hierarchical linear projection-based models, there is a need to incorporate 
visualisation and feature importance techniques. With the success of migrating the statistical 
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inference approaches to a single hidden layer ANN (Chapter Five), there is high potential to 
extend this approach to multi-block ANN models. Key to this approach is the visualisation of 
neuron scores prior to transformation (i.e. before activation function), and the use of neuron 
connection weights (input-hidden and hidden-output weights) to derive feature (metabolite) 
contributions to the overall model and to each neuron. While multi-block ANNs can be 
extended to many hidden layers (i.e. deep learning), to maintain transparency the depth may 
need to be limited. If deriving and visualising statistical inference is extended to multi-block 
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