Abstract: The use of simulation technology for teaching and evaluating surgical skills has gained considerable attention in recent years. This is driven by interest in quality of care, concerns over increasing operative complexity, constraints on the use of animal models, limited available patient material, medicolegal pressures, and fiscal mandates for cost-effective performance. Traditional mechanical models are yielding to techniques dependent on electronic technology, including virtual reality. Data to support the validity of simulation techniques for surgical training, assessment, and certification represent only a fraction of the literature available on the subject. Literature searches were conducted in MEDLINE and ERIC, covering the period from 1966 to the present. The electronic and bioengineering literature was not surveyed due to the extensive literature on technology development, distinct from assessment of context specific validity. The search results and the bibliographies of key review articles were examined to identify articles that contained original data, measured performance between cohorts, defined performance measures, and described a standard against which performance was compared. Most of the literature pertaining to simulation techniques for surgical training has been published within the past 5 years and consist of review, opinion, and feasibility articles. There is an emerging body of evidence to establish the validity of simulation techniques for assessing surgical skills. Further refinement of simulation techniques, identification of specific performance measures, longitudinal evaluations, and comparison to practice outcomes are still needed to establish the validity and the value of surgical simulation for teaching and assessing surgical skills prior to considering implementation for certification purposes.
T he craft of surgery is often distinguished from other medical professions by a mystique attributable to its technical challenges. Although there is no universal system by which surgical skills are reliably assessed, 3 general categories have been identified as a framework for assessing surgical quality: (1) cognitive/clinical skills, (2) technical skills, and (3) social/interactive skills. It has been estimated that even within the context of operative performance, a skillful operation is 75% decision making and 25% dexterity. 1 Surgical skills have traditionally been taught through an apprenticeship model, and then subsequently through the rotating residency model transferred from Europe by William Halstead. 2 The assessment of surgical technique has been predominantly subjective, without reliable correlation between dexterity and surgical outcomes. 3 Interest in the assessment of surgical technique has been recently amplified by the attention afforded to medical errors by the Institute of Medicine report To Err Is Human. 4 The inadequacies of our current system of training are becoming increasingly scrutinized and the ''learning by doing'' approach, based on the random opportunity of patient flow, is recognized to produce significant variability in educational experience. 5 A number of factors make it desirable to develop objective, reliable tools for training and assessment of surgical skills (Table 1) . 6 Simulation techniques have been identified as potential methods to reduce risks to both students and patients by allowing training, practice and testing in a protected environment prior to real-world exposure. Traditional methods of technical skill assessment vary in reliability and validity. Observational methods, with or without criteria, are highly subjective and demand the presence of a qualified instructor. There is evidence that criteria-based performance scoring carries a higher degree of interobserver reliability and is considered more valid than the alternative. 7, 8 Perceptions about these methods are noted in Table 2 .
Modern technology has provided the opportunity to shift from mechanically based simulation models to electronically assisted devices and even virtual reality environments as a means for supplementing surgical experience. The need to develop and refine simulation technology for surgical training has been compared with the aviation industry, where simulator use has become a routine tool for training and testing. 9 The purpose of this review is to identify the state of the art in regard to the development and use of simulation technology for the training and assessment of surgical technical skills. Attention is directed at identifying the methodologies used for assessing the validity of surgical simulators as tools for measuring the technical skills of a surgeon.
METHODS
This review was conducted by performing literature searches in the MEDLINE (Medicine) and ERIC (Education) databases, covering the period from 1966 to the present. Search terms that were exploded and then combined include ''computer simulation,'' ''surgery,'' ''education, medical,'' and ''competency based education.'' In ERIC, additional terms exploded included ''labor force development,'' ''technical skills,'' ''adult education,'' ''competency based education,'' ''education work relationship,'' ''job training,'' ''job skills,'' and ''skill development.'' The bibliographies of selected articles identified by the literature search were then reviewed for additional sources of information. The search results were manually filtered to identify articles that focused on the use of simulation models to assess or teach technical skills in a surgical context. Some articles were identified by manual review of current surgical journals and surgical society bulletins. The literature thus identified was then separated into review articles and those that describe original comparative data describing the use of electronic surgical simulators. Articles were considered ''historical'' if they described general training considerations or the use of mechanical simulation techniques. Review articles include those limited to opinions and editorial comments. Original data articles were categorized according to their methodological approach to assessing the validity 10 of simulation techniques for surgical skill training and assessment. The first set of comparative articles describe the performance of experienced surgeons or a single cohort of trainees on simulated tasks. This approach can be viewed as supportive of internal validity since the controlled difference between groups is the use of a simulator rather than level of experience. The second group of articles compare the performance of experienced surgeons with surgical trainees, medical students, or nonsurgical personnel. These articles test the assumption that performance on a simulator will correlate with level of experience. This approach can be viewed as supportive of external validity to the extent that performance on the simulator can be generalized as a measure of proficiency, substituting for the measure of time in residency. The third group of comparative, original data articles compare simulator performance to performance of actual operative tasks. This approach provides the closest approximation to construct validity, supporting the idea that simulators can actually measure the technical skills that a surgeon requires to operate successfully. The electronic and bioengineering literature is not included in this review since that focuses predominantly on development and feasibility of electronic simulation rather than context-specific validation of simulation techniques. Additionally, articles were excluded if their methodologies were vague or they inadequately described the simulation model used. Articles were included whether the models used were mechanical, electronic, or combined and whether they pertained to open or laparoscopic surgery.
RESULTS
The MEDLINE search identified 134 potentially useful articles; however, many were manually filtered that pertained to patient simulation for cognitive/clinical training, telepresence, robotics, tele-education, surgical subspecialty, endoscopy, and nonsurgical skills training. The ERIC search identified 32 potentially useful articles; however, many of these were manually filtered that pertained to cognitive skills training, nursing and ancillary service education, and communication skills. Combined with the additional techniques described above, 16 review/historical articles were identified [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] for inclusion here. One article focused on a purely qualitative research approach to assess the value of surgical simulation 19 and 1 article used a bench model and an animal model in an attempt to validate a criteria-based scoring system. 7 There were 21 articles identified with original comparative data that allow assessment of validity. While this review cannot claim to be comprehensive, due to ambiguity of terms, indexing variability, design inconsistencies, and the continued introduction of new literature on the subject, it was believed that these selected articles illustrate the current issues in research methodology for validation of surgical simulators and are appropriately representative of the state of the art in surgical simulation technology.
Review Articles
Among the review articles selected for examination, relatively few focus specifically on the use of technology for training and assessment of surgical technique. Most address Some form of mechanical simulation has been common in surgical education for many years. Trainees traditionally tie knots on any rigid anchor that they can find in the hopes that they will not appear clumsy when finally allowed to tie in the operating room. In 1981, Zikria 11 endorsed the value of a simple knot-tying board, developed in 1967, as a practice anchor for students and residents to learn standard knot-tying techniques. Barnes and colleagues 6, 12 described more elaborate mechanical models to teach clamping, tying, and suturing techniques. They emphasize the importance of a structured curriculum and defined performance criteria and suggest a head-mounted videocamera as a way to monitor the technical performance of residents during bench practice and surgical activity.
12 Some mechanical models use processed animal parts to impart a greater degree of realism. While mechanical models are well established, they are not considered glamorous and have not generated much attention for the development of objective assessment techniques. Live animal models are a well-established method of teaching surgical techniques. The cost and inconvenience, however, are formidable. In addition, significant political and social barriers exist. The use of animals to gain surgical proficiency is prohibited in the United Kingdom by the Cruelty to Animals Act of 1876. 13 Torkington et al 13 provide a concise overview of the historical motivations for developing simulation models, a description of various types of models, and the implications that simulation models may hold for the future.
It is expected that mechanical bench models and animal models will continue to play a significant role in surgical training and testing for many years. However, there is an escalating movement toward the development and use of virtual environment computer technology to achieve the benefits of practice, with minimal consumption of material or animal resources. The most significant advantage of virtualreality surgical simulators may be in their ability to monitor performance by objective parameters. Four articles are discussed here for their descriptions of the theoretical foundations of using virtual-reality models for surgical simulation. [14] [15] [16] [17] Dumay and Jense 14 provide an overview of the technical features of virtual environments and the potential application those environments have for endoscopic surgery, including laparoscopy. They discuss the roles of immersion and the challenges of virtual environment modeling, including modeling of anatomy, physiology, pathology, and tissue deformation. They also identify three main subsystems that characterize virtual environment systems: (1) an actuator subsystem, (2) a sensor subsystem, and (3) a control subsystem. 14 Lange et al 15 describe several specific virtual-reality applications, including a surgical planning system, which creates 3-dimensional models from CT and MRI data, and a limb trauma simulator model that illustrates the potential effects of ballistic wounds. Ota et al 16 describe the application of fuzzy logic data analysis to evaluate performance of suturing tasks in a virtual environment, while Satava 17 has focused on the potential for virtual-reality simulation to address many of the training problems encountered in a military environment. He also provides an excellent update of the status of various virtualreality simulation models that were available in 2001. Some of these models are listed in Table 3 . An important concept also advanced by Satava and Ellis 18 is that the simulation tools must be intuitive and must accommodate the surgeon rather than demand a long learning curve or require significant adaptation of natural techniques. Many of the review articles encountered compare surgical simulation to the flight simulation movement that began over 40 years ago, pointing out that aviators are expected to demonstrate proficiency in a simulated environment prior to participating in commercial flying activity. 9, 13, 15, 17, 18 Most of the review articles encountered that address advanced technologies for surgical simulation describe current and theoretical achievements in general terms. Systematic citation of original data to support validity is notably absent while feasibility, editorial, and theoretical comments abound.
19-21 Schijven and Jakimowic 22 support the value of a virtual reality surgical simulator based on qualitative research in the form of a questionnaire given to ''expert'' and ''referent'' surgeons at several international meetings. An article by Berg et al 23 cites various studies with conflicting results regarding the value and reliability of technical skill assessment by the use of simulators. They also review concepts in validation and propose metrics for evaluation of a suture simulator, recognizing that no generalized standards exist. Table 4 demonstrates a variety of parameters derived from various articles that have been used or recommended for simulator validation studies directed at assessing technical performance. A significant move toward increasing the rigor of scientific evaluation of simulation technology was made through an international workshop aimed at standardizing the definitions and taxonomy of term use in surgical skill assessment. 24 In the following section, original data articles are presented in the context of whether they use single cohort comparisons, multiple cohort comparisons, or comparison between simulated task performance and actual surgical tasks. 14 
Comparative Data Articles
There were 22 articles identified that contained original comparative data that allowed some assessment of the validity of surgical simulation techniques. 8, It is notable that the definition of various types of validity is not constant throughout the surgical literature. Most discussions about validity stem from the social and behavioral sciences, where direct objective measurement is not feasible and subtypes of validity are recognized to overlap. 10 Of the 22 articles cited, 9 of them examine a single cohort of subject, such that some element of internal validity could be ascribed. [25] [26] [27] [28] [29] [30] [31] [32] [33] Nine articles compared performance on simulators between at least 2 groups with different degrees of surgical experience, such that some measure of external validity was measured. 8, [34] [35] [36] [37] [38] [39] [40] [41] Articles comparing performance on simulators to that in an actual operating environment are considered to assess construct validity, recognizing that the inference to be drawn applies only to technical skills, rather than the comprehensive skills of a surgeon. Only 6 such articles were encountered. 26, 28, 42, [43] [44] [45] Two of these overlap with assessment of internal validity. 27, 28 The number of cohorts, number of subjects per cohort and assessment techniques, and validity implications for these 22 articles are summarized in Table 5 .
Articles Comparing Performance of Single Cohorts
Of the 9 articles with single cohorts, 2 of them focused on basic knot-tying skills 25, 26 and 2 articles compared performance on a live animal surgical task, providing some element of construct validity. 27, 28 Tytherleigh et al 25 attempted to develop a structured scoring system by which 6 trained observers could score the performance of surgical trainees in basic open surgical knot-tying task. Although there was good correlation between scores assessed between observers, there was some interobserver variability and there was significant variation in performance between trainees. This illustrates the inherent need to evaluate interrater reliability in evaluating an objective assessment method, which requires meticulous attention to study design and execution detail. Pearson et al 26 examined the performance of 43 graduate students without prior laparoscopic experience on a simulated intracorporeal knot-tying task and then examined the effect of 4 training methods on subsequent improvement. One method was the Minimally Invasive Surgical Trainer-Virtual Reality (MIST-VR) device. The MIST-VR provides a crude visual representation of a laparoscopic field on a desktop computer screen and uses laparoscopic instrument handles with electronic sensors as the interface device. One of the 5 groups received no training between reassessments. There was improvement in performance with each of the practice methods, using time to completion as the outcome measure. There are 2 articles by Torkington et al 29, 30 that attempt to validate the MIST-VR device as a training tool. In the first case, 30 medical students were assessed and then received training on either the MIST-VR device or by standard training methods or no training. Hand movements, distance, speed, and time were used as the outcome variables. Both methods of training showed advantage over no training, but there was no significant difference in performance following the 2 training methods. 29 The same group tested 13 surgical trainees who either trained with the MIST-VR or did not train and was able to show that there is a learning effect associated with the use of the simulator compared with no training. 30 Jordan et al 31 tested 32 participants with no laparoscopic experience on a simulated cutting task under normal laparoscopic visualization, before and after training with the MIST-VR, a video-box simulator, or no training. Once again, training showed statistically significant benefit over no training, but there was a trend for a greater degree of improvement using the MIST-VR. Strom et al 32 support the use of simulators as a pedagogical tool for medical students based on observed improvement during practice on 2 distinct simulators, with and without haptic feedback. An article by Gallagher et al 33 measured the performance of 210 surgeons who had performed at least 50 laparoscopic cholecystectomies, on both the MIST-VR simulator and a mechanical box trainer. They found that 12% of those tested had performance scores more than 2 standard deviations from the mean. Because the cohort was identified by self-reporting on a questionnaire and because no reference measurement was available on their actual laparoscopic performance, construct validity could not be ascribed. However, the study could be interpreted to reflect significant variation in the measurable skills of even experienced surgeons or to reflect a limitation in the ability of the simulators to accurately measure the skills of experienced surgeons.
Articles Comparing Multiple Cohorts
Articles comparing performance between distinct cohorts may provide some support for external validity if they show that performance measured among those known to have better technical dexterity is better than those who do not. This presumes that experienced surgeons have greater degree of surgical dexterity than inexperienced surgeons or others. The results of those studies are somewhat mixed. A single article was encountered that used a motion tracking device to assess suturing technique applied in a bench model. Performance was compared between basic surgical trainees, junior specialist registrars, senior specialist registrars, and experienced consultants. 34 These authors provided statistical support that the motion tracking technique represents an effective, objective measure of technical performance. At least 3 articles provide supportive data for external validity in the context of laparoscopic surgery. [35] [36] [37] The performance of laparoscopically experienced surgeons was compared with that of surgeons with little laparoscopic experience by McNatt and Smith. 35 Surgeons with greater laparoscopic experience completed several 36 compared performance between 8 vascular surgeons and 12 medical students using a vascular anastomosis simulator (Boston Dynamics, Inc). The experienced surgeons showed significantly better performance than the medical students on specific suturing tasks. The surgeons' performance improved measurably during sequential sessions, but the medical students' performance was noted to increase to a greater degree. This suggests that practice on the simulator will improve performance on the simulator but does not support that such practice will improve surgical performance, unless construct validity can be established for the particular simulation model. Chaudhry et al 37 compared performance of 11 surgeons with 18 medical students and 7 nonsurgical personnel on 6 specific tasks using the MIST-VR simulator. There was an evident performance advantage for surgeons; however, the extent of difference and degree of variability was different between the various tasks. The authors conclude that the simulator is able to distinguish performance between surgeons and nonsurgeons, but its value may be variable according to the specific task. Schivjen and Jakimowicz 38 compared performance between 37 surgeons who had performed over 100 laparoscopic cholecystectomies and 37 surgeons with no laparoscopic experience on the Xitact LS 500 simulator. They found the expected difference in performance and both groups showed improvement in scores over time. Although the article is entitled ''Construct Validity,'' it is thought to represent external validity in the context of this discussion. Gallagher et al 39 measured the psychomotor skills of 36 surgeons using the MIST-VR. They were stratified into groups of 12, by whether they had performed greater than 50, between 50 and 10, or fewer than 10 minimally invasive procedures. They experienced surgeons performed significantly better in regard to speed, error rate, and economy of motion. Paisley et al, 40 on the other hand, used the MIST-VR simulator to compare task performance between 36 basic surgical trainees, 37 surgically naive individuals, and 16 experienced surgeons. They found only a weak correlation between simulator performance and level of experience. There was also limited correlation with performance among trainees who trained with the simulator, compared with performance assessed by observation in the operating theater. They point out that further work is needed to increase the reliability and validity of current surgical simulators. Fraser et al 41 attempted to set a pass/fail score by comparing performance on a physical model with video imaging using the McGill Inanimate System for Training and Evaluation of Laparoscopic Skills (MISTELS) set of tasks between ''competent''subjects (experienced surgeons, fellows, and chief residents) and ''noncompetent'' subjects (medical students and residents within their first 2 years). While they noted a significant difference in scores, the best cutoff provided only a sensitivity of 82% and specificity of 82% for being able to identify the ''competent'' subjects. The same group has demonstrated a significant performance difference on the MISTELS task simulator, based on level of experience, in a multiinstitutional sample of surgeons and trainees. 8 
Articles Comparing Simulator Performance to Live Animal or Human Surgical Tasks
There are limited data supporting the construct validity of simulator training. No studies were encountered comparing simulator performance with the technical dexterity of fully trained surgeons performing real operations. There are, however, 7 studies providing some suggestion that virtual-reality and bench simulators may have value for surgical training and assessment. 27, 28, [42] [43] [44] [45] [46] Two articles by the same group describe the use of force/torque measurements at the hand-tool interface to compare performance between experienced and inexperienced operators during live animal surgery. 42, 43 They found that the technique could consistently distinguish performance based on underlying experience. Grantcharov et al 28 studied 14 surgical residents as they performed 6 tasks on the MIST-VR simulator and then performed laparoscopic cholecystectomy on living pigs. Performance errors and economy of motion scores were assessed. Correlation was noted between error scores in vivo and 3 of the 6 simulator tasks. Economy of motion scores correlated with 5 of 6 tasks for the right hand, but only 1 of 6 for the left hand. Ahlberg et al 27 randomized 29 medical students to either train with the MIST-VR or not and then had them perform a simulated laparoscopic appendectomy on live pigs by preparing divided loops of small intestine to represent the appendix. The operations were videotaped and examined by independent observers. Interestingly, there was no significant difference in operative performance between the 2 groups. However, among those who used the MIST-VR, operative performance correlated with performance on the simulator. This suggests that while the MIST-VR did not improve performance of the subjects, it may be able to predict surgical performance and theoretically successful outcomes. Scott et al 44 randomized second-and third-year residents to train or not train on a video/bench model and then assessed performance on 5 simulated tasks with specific criteria. Additionally, pre-and posttraining assessment using 8 specific criteria was made through review of taped laparoscopic cholecystectomy by 3 observers blinded to training status. There were no differences in baseline scores. However, there were significant differences in posttraining scores in 5 of 5 simulated tasks and 4 of 8 operative criteria, favoring the residents who used the training system. In 1999, Fried et al 45 used a methodology of baseline testing on an inanimate model (MISTELS) and a porcine model, followed by randomization to practice or not practice on the bench model, followed by repeat testing on both models, for third-year surgical residents. They reported a significantly improved assessment score among those who practiced, Seymour et al 46 prospectively randomized 16 surgical residents to train on the MIST-VR surgical simulator and used a blinded, multiobserver technique to review performance on videotaped laparoscopic cholecystectomy. Simulator-trained residents performed 29% faster and were 6 times less likely to commit defined errors than the untrained cohort. This provides the strongest direct evidence supporting the value of a training simulator noted so far.
DISCUSSION
Surgical simulators are undergoing a transition in status from curious novelty, predominantly aimed at attracting attention at surgical equipment exhibits, to sophisticated instruments for training and assessing surgical skills. The assumption that an individual's performance on a simulator reflects his or her ability to perform real surgical tasks must be carefully examined. Poor or marginal performance on a surgical simulator may be reflective of either a deficiency in technical skill or a lack of the simulator's validity in measuring true surgical agility. The combined data reviewed above provide supportive evidence of the ability of surgical simulators to serve as an objective measure of technical skill level among surgeons. The degree of sophistication of simulator technology, simulation techniques, and assessment methodologies are continually improving. However, limited data and several inconsistencies remain that should temper the acceptance of current simulators as inherently valid for certification of surgeons. There is no single methodology that can optimally establish validity because there are variations in context. Additional studies are needed that correlate the observed clinical performance of capable and experience surgeons, using defined criteria, with their measured performance on simulators. There remain q 2005 Lippincott Williams & Wilkins numerous pitfalls in the methodological design of studies aimed at establishing construct validity for surgical simulators. For instance, if a trainee's performance is measured longitudinally on a simulation device and in the operating room, and improved performance is observed in both contexts, it might be assumed that the 2 activities relate to one another. However, the same correlation in longitudinal improvement might be predicted if the simulator practice was substituted with an alternative unrelated activity, such as juggling or sports. The probability that an individual might perform well in one activity and poorly in another must be driven quite low for construct validity to be established. The ability to consistently distinguish the performance of experienced and novice operators through blinded and contemporaneous measure of simulated and clinical performance with limited premeasurement practice will eventually support the validity of surgical simulators. The strength of the association between simulator scoring and clinical performance will likely increase as simulation devices mature and experience in their use expands. There is little potential danger in continuing to explore the role of surgical simulators for training and assessment unless a great weight is placed on their validity prior to maturation of the technology and techniques.
There are several articles in the literature to suggest that surgical simulators are already being used as surrogate measures of surgical performance. [47] [48] [49] Shah et al 47 found a correlation between performance errors on the MIST-VR simulator and certain visual characteristics among medical students by measuring tonic accommodation. It is suggested that tonic accommodation may predict aptitude for laparoscopic abilities and could serve as a screening measure. There are 2 articles that examine the effect of sleep deprivation on surgical dexterity using a laparoscopic simulator. 48, 49 In 1998, the performance of 6 surgical trainees was repeatedly measured in the evening and the next morning using the MIST-VR using a crossover study design. 48 Significant deterioration in performance was noted, measured by the number of errors and the time for task completion for each of the subjects under 3 conditions: a normal night's sleep, ''sham call'' with scheduled disturbances, and a night of no sleep. In a similar study in 2001, Grantcharov et al 49 used the 6 standard tasks of the MIST-VR to compare the performance of 14 surgical trainees under normal circumstances with performance after a night on call and less than 3 hours of sleep. Performance was significantly different for 5 of the 6 tasks, with time, errors, and unnecessary movements consistently increased after sleep deprivation. The American College of Surgeons has already identified the potential for simulation techniques to make significant impacts on patient safety through its ability to permit learning in a risk-free environment, refresh techniques for surgeons returning to practice after an extended absence, correct case-mix inequalities during training, and allow prototyping of new procedures and testing of new devices in a simulated environment. 50 Additionally, simulation technologies may be advocated as a tool for identifying technical aptitude among potential training candidates, and a tool for measuring technical competency for certification and recertification purposes. 50 The last 2 issues will undoubtedly elicit controversy and underscore the importance of developing reliable and reproducible techniques for the validation of surgical simulation technology.
CONCLUSIONS
Validity is not an inherent characteristic of a system but depends on the purpose of measurement and the interpretation of results. The surgical literature is replete with editorial, concept, and feasibility articles describing the potential of surgical simulators. Relative few data have been obtained so far that examine the validity of simulators for the training and assessment of surgical skills. There is a clear trend toward the establishment of internal, externa, and construct validity of electronic simulators, although the validation of mechanical and animal models was never systematically pursued. A number of issues will become increasingly important for defining the role of simulation technologies in surgical training and practice. These include the refinement of simulation technology, identification of the appropriate context for their use, reduction of costs to increase availability, identification of appropriate metrics, and scientific validation of the techniques for both teaching and competency assessment.
