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a b s t r a c t
An extremely accurate, exponentially convergent solution is presented for both symmetric
and non-symmetric Laplacian problems on L-shaped domains by using one-block version
of the block method (BM). A simple and highly accurate formula for computing the stress
intensity factor is given. Comparisons with various results in the literature are included.
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1. Introduction
Singularities often arise in many engineering problems governed by elliptic equations. They are caused by nonsmooth
geometric boundaries (corner singularities), by discontinuities in the coefficients of the differential equations (interface
singularities), or by abrupt changes in the type of boundary conditions (boundary singularities) (see for example [1,2]). These
singularities cannot be treated effectively by classical finite difference or finite element methods. Various approaches have
been proposed in the literature for providing accurate yet economical solutions. An exhaustive survey, in the last decade, is
provided in [3–6] and the references therein.
The Boundary Approximation Method (BAM) (see [7]) has recently been intensively studied. In BAM, the solution is
approximated over the entire domain as a linear combination of certain particular solutions of the governing equation. In
these types of methods, boundary condition enforcement is necessary for the derivation of the unknown coefficients in the
linear combination.
In the past few years, Georgiou et al. [8–11] developed a new version of BAM (see also [12]), named Singular Function
Boundary Integral Method (SFBIM) for the treatment of corner and boundary singularities. This method is based on the
solution expansion in polar coordinates (r, θ), centered at the singular point [13]
u(r, θ) =
∞∑
j=1
αjrµj fj(θ), (1)
where αj are the unknown singular coefficients, µj and fj(θ) are determined by the geometry and the boundary conditions
along the boundaries sharing the singular point. The approximate solution in SFBIM is defined as
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u =
Nα∑
j=1
αjW j, (2)
where Nα is the number of singular basis functions
W j ≡ rµj fj(θ), (3)
which exactly satisfy the governing equation and the boundary conditions along the boundaries causing the singularity, and
αj are the approximation ofαj. The Dirichlet boundary conditions areweakly enforced bymeans of Lagrangemultipliers. The
convergence of the solution with the number of singular functions is exponential, especially the BAMs give highly accurate
results for the leading coefficientsαj. In particular, the number of converged significant digits forα1 as reported in [12] for the
Motz problem is 13, and for the problem in L-shaped domain in [8] is 15. Moreover, SFBIM is applied for solving biharmonic
problems [14]. However, as given in [12, Table 6] and in [5, Table 5], an error inmaximumnorm for the approximate solution
is of order 10−8, and the condition number of the associated matrix of algebraic problem is 0.787 × 106. Therefore, the
number of converged significant digits for the capacitance computed by integrating the normal derivative of the solution
on the boundary (see [15]) as reported in [8] is 8. Furthermore, as it follows from [8–10,16] that the number of Lagrange
multipliersNλ should be large enough in order to assure accurate integrations along the boundary, butmuch smaller thanNα
in order to avoid ill-conditioning of the stiffness matrix. On the other hand, for large Nα , the singular basis {W j}Nαj=1 becomes
‘‘almost’’ linearly dependent, leading to instability as well (see also [2,12,17]). These uncertainties are demonstrated in [10]
for the cracked-beam problem, and in [8,9] by solving Laplacian problems over L-shaped domains. In fact, optimum values
for Nλ and Nα have been reported as 25 and 50, 38 and 90, 41 and 60 in [10,9,8], respectively.
As it follows from [13], the power µj of r in (3) depends on the magnitude of the angle at the singular vertex and on the
type of boundary conditions along the boundary causing the singularity. Therefore, the reasonable maximal value for Nα
does not depend on the type of boundary conditions on the sides which have no common point with the singular vertex.
Consequently, when Dirichlet condition are applied on a large portion of the boundary, Nλ becomes large, thus SFBIM
becomes ineffective. In [8,9] the symmetric problems in L-shaped domain are reduced to the problems on trapezoidal (half
of L-shaped) domain. Therefore, the number of necessary Lagrange multipliers Nλ is reduced by half.
The objective of the present paper is to provide a fast, yet highly accurate solution for both symmetric and non-symmetric
Laplacian problems on L-shaped domains by one-block version of the blockmethod (BM) proposed in [18] (see also [19] and
references therein).
The solution is first extended harmonically to the block sector with the center at the singular vertex. This is followed by
an integral representation of the harmonic function in this sector, which is approximated by the mid-point quadrature rule.
This leads to a ‘‘one-block’’ version of BM. In this way, the dimension of the problem is reduced by one, and consequently,
the computational cost becomes considerably lower.
Moreover, BM is exponentially convergent with respect to the number of quadrature nodes, and the stiffness matrix
is diagonally dominant with a condition number less than 1.915. Consequently, the system is stable for any number of
quadrature nodes, and can be solved efficiently.
Finally, the approximate solution is defined as a harmonic function, and any order of derivatives can be found by simple
differentiation.
For reference, solution to the symmetric problem treated in [15] via the Boundary Element Method, and [8] by SFBIM is
also presented. Comparisons show that with this approach, BM gives higher accurate results not only around the singular
point for the solution and for the stress intensity factor, but also everywhere on the closed domain. Consequently, BM can
approximate more accurately the other important quantities such as capacitance.
Furthermore, in the present paper, the shapes of the solutions u, ux, uy, uxx, uyy and uxy by the BM are shown to display
the singular behavior at the singular point.
Various problems for the Laplace equation involving singularities were solved by one-block version of BM in [19–23], by
four blocks in [24], and by combined block-grid method (BGM) in [5,25–27].
2. Laplacian problems on L-shaped domains
Let Gν be L-shaped and defined as follows:
Gν = {(x, y) : −1 < x < 1,−yν < y < 1} \Ων,
where ν is a parameter taking the values 0 or 1, yν = 1 + ν0.15, Ων = {(x, y) : 0 ≤ x ≤ 1,−yν ≤ y ≤ 0}, and γν be the
boundary of Gν . Let∆ = ∂2/∂x2 + ∂2/∂y2, and ∂u/∂n be the inward normal to γν .
The following problems are considered:
Problem 1 (Non-symmetric).
∆u = 0 in G0,
u = 0 on {y = 0, 0 ≤ x ≤ 1},
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∂u
∂n
= 0 on {x = 1, 0 < y < 1} ∪ {x = 0,−y0 < y < 0},
u = 1 on the other boundary segments of γ0.
Problem 2 (Non-symmetric).
∆u = 0 in G1,
u = 0 on {y = 0, 0 ≤ x ≤ 1} ∪ {x = 0,−y1 ≤ y ≤ 0},
∂u
∂n
= 0 on {x = 1, 0 < y < 1} ∪ {y = −y1,−1 < x < 0},
u = 1 on the other boundary segments of γ1.
Problem 3 (Symmetric, See [15,8]).
∆u = 0 in G0,
u = 0 on {y = 0, 0 ≤ x ≤ 1} ∪ {x = 0,−1 ≤ y ≤ 0},
∂u
∂n
= 0 on {x = 1, 0 < y < 1} ∪ {y = −1,−1 < x < 0},
u = 1 on the other boundary segments of γ0.
These problems are known to have unique continuous solutions on the closed domain Gν and infinitely differentiable
everywhere on Gν except at the point (0, 0). They have the asymptotic form (1), where
µj = 13 (2j− 1), fj(θ) = sin
[
1
3
(2j− 1)θ
]
for Problem 1, (4)
and
µj = 23 (2j− 1), fj(θ) = sin
[
2
3
(2j− 1)θ
]
for Problems 2 and 3. (5)
3. Auxiliary problem
Let T = T (r0) = {(r, θ) : 0 < r < r0, 0 < θ < αpi}, be a sector, and let γ ∗ = {(r, θ) : r = r0, 0 ≤ θ ≤ αpi},
γ0 = {(r, θ) : 0 < r < r0, θ = αpi}, γ1 = {(r, θ) : 0 < r ≤ r0, θ = αpi}, γ2 = {(r, θ) : 0 ≤ r ≤ r0, θ = 0}.
Consider the following boundary value problem on T :
∆w = 0 on T , w = ϕ(θ) on γ ∗, (6)
w(r, θ) = 0, on γ2, νw + (1− ν)∂w
∂n
= 0, on γν, (7)
where ν is a parameter taking the values 0 or 1, ϕ(θ) is a given continuous function on γ ∗ with ϕ(0) = 0, and ϕ(αpi) = 0
when ν = 1.
Let (see [18])
R(1, 1, r, θ, η) = R(r, θ, η)− R(r, θ,−η), (8)
R(0, 1, r, θ, η) = R(1, 1, r, θ, η)+ R(1, 1, r, θ, pi − η), (9)
Rν(r, θ, η) = λνR
(
ν, 1,
(
r
r0
)λν
, λνθ, λνη
)
, (10)
where
λν = 1
(2− ν)α , (11)
R(r, θ, η) = 1− r
2
2pi(1− 2r cos(θ − η)+ r2) (12)
is the kernel of the Poisson integral for a unit circle.
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Fig. 1. Extension of the solution of Problem 1.
Lemma 1. The solutionwν of the problem (6), (7) on T
∗ = T (r∗), 0 < r∗ < r0 has the following representation
wν(r, θ) =
∫ αpi
0
ϕ(η)Rν(r, θ, η)dη. (13)
The proof of Lemma 1 follows from Lemma 3.1 in [19].
4. Approximate solutions of the non-symmetric problems by the block method
Let T be a sector as defined in Section 3 of radius r0 ∈ (1.53, 2), and central angle αpi = 3pi/2. Let u0 and u1 be the exact
solution of Problems 1 and 2, respectively. We extend harmonically the functions uν , ν = 0, 1 beyond the L-shaped domain
Gν up to the sector T (see Fig. 1 for ν = 0) such that wν(r, θ) ≡ uν(x, y) on Gν , where wν(r, θ) is a solution of the problem
defined by the Eqs. (6) and (7), for ϕ(θ) ≡ uν(r0 cos θ, r0 sin θ). The same notations uν , ν = 0, 1 for the derived functions
are used. We define an even extension of the functions u0 and u1 across the line x = 1, and the lines x = 1, y = −1.15,
respectively. Next, we define an odd extension of u0 across the lines y = 1, y = −1, and x = −1 by the formulas
u0(x, y) = 2− u0(x, 2− y), 1 < y < 2, (14)
u0(x, y) = 2− u0(x,−2− y), −2 < y < −1, (15)
and
u0(x, y) = 2− u0(−2− x, y), −2 < x < −1 (16)
respectively. Similarly, the solution of the Problem 2 is extended oddly across the lines y = 1 and x = −1.
On the basis of Lemma 1, the function uν on T
∗ ⊃ Gν , (1.53 < r∗ < r0) can be represented as
uν(x, y) =
∫ 3pi/2
0
uν(r0 cos η, r0 sin η)Rν(r, θ, η)dη, ν = 0, 1 (17)
where the kernel Rν is defined by the formula (10).
We choose the n points P0k (x
0
k, y
0
k), k = 1, 2, . . . , n for the nodes of compositemid-point quadrature rule distributed over
the arc γ ∗ of the sector T , where
x0k = r0 cos
3pi(k− 1/2)
2n
, y0k = r0 sin
3pi(k− 1/2)
2n
. (18)
Now, construction of the approximate solution of Problem 1 is performed by using the integral representation (17) when
ν = 0. For each point P0k , a point Pk(xk, yk) is defined inside the domain G0, with
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(xk, yk) =

(
x0k, y
0
k(2− |y0k |)/|y0k |
)
, |y0k | > 1 and |x0k | ≤ 1,(
x0k(2− |x0k |)/|x0k |, y0k
)
, |y0k | ≤ 1 and |x0k | > 1,(
2− x0k, 2− y0k
)
, x0k > 1 and y
0
k > 1,(−2− x0k,−2− y0k) , x0k < −1 and y0k < −1,(−2− x0k, 2− y0k) , x0k < −1 and y0k > 1.
(19)
The points Pk lie on the arcs of the circles represented by dashed lines in the Fig. 1.
Noting that u0 is even with respect to the line x = 1, Eqs. (14)–(16) and (19) can be used to obtain
u0(x0k, y
0
k) = τk + σku0(xk, yk), k = 1, 2, . . . , n, (20)
where
(τk, σk) =

(0, 1), if (y0k ≤ 1) and (x0k > 1),
(0, 1), if (y0k > 1) and (x
0
k < −1),
(0, 1), if (y0k < −1) and (x0k < −1),
(2,−1), elsewhere.
(21)
It follows from (17) and (20), that
u0(x0k, y
0
k) = τk + σk
∫ 3pi/2
0
u0(r0 cos η, r0 sin η)R0(rk, θk, η)dη, (22)
in which rk and θk are the polar coordinates of Pk ∈ G0 ⊂ T , and u0(x0k, y0k) is the value of u0 at the point P0k (k = 1, 2, . . . , n)
on the boundary r = r0 of T .
The integral on the right-hand side of (22) is approximated by the composite mid-point quadrature with equally spaced
nodes P0m (m = 1, 2, . . . , n). Letting u0m = u0(r0 cos ηm, r0 sin ηm) and u0k = u0(x0k, y0k) in (22), the following linear system
of equations for the approximate values u0k, k = 1, 2, . . . , n is obtained
u0k = τk + 3piσk2n
n∑
m=1
u0mR0(rk, θk, ηm), k = 1, 2, . . . , n. (23)
From (10) and (12) it follows that R0(r, θ, η) ≥ 0 for any (r, θ) ∈ G0 and η ∈ (0, 3pi/2). Moreover, by considering the
estimation (2.29) in [18] positive constants n0 and σ exist such that, for n ≥ n0,
max
(r,θ)∈G0
3pi
2n
n∑
m=1
R0(r, θ, ηm) ≤ σ < 1. (24)
If we define the vectors U = [ u01 u02 . . . u0n ]T and D = [ τ1 τ2 . . . τn ]T , and the matrix < = [Rkm]n×n,
where Rkm = 3piσk2n R0(rk, θk, ηm), then the system (23) can be written as
U = <U + D. (25)
From (24) and (21), it follows that
‖<‖∞ = max
1≤k≤n
3pi
2n
n∑
m=1
R0(rk, θk, ηm) ≤ max
(r,θ)∈G0
3pi
2n
n∑
m=1
R0(r, θ, ηm) < 1,
for all n ≥ n0. Therefore, Jacobi
U (q+1) = <U (q) + D, (26)
and Gauss–Seidel
U (q+1) = BU (q+1) + CU (q) + D, (27)
iterations converge to the unique solution of the system (25), where B = [bkm], bkm = Rkm whenm < k and bkm = 0 when
m ≥ k; C = [ckm], ckm = Rkm whenm ≥ k and ckm = 0 whenm < k.
Let UN = [ uN01 uN02 . . . uN0n ]T be the approximation obtained in the Nth iteration of (26) or (27). There exist
constants c > 0 and q ∈ (0, 1) such that
‖UN − U‖∞ ≤ cqN . (28)
Let (x, y) be an arbitrary point in the closed domain G0, and r and θ be its polar coordinates. Define the approximate
solution to Problem 1 at any point (x, y) ∈ G0 corresponding at the Nth iteration as follows:
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uN,n0 (x, y) =
3pi
2n
n∑
k=1
uN0kR0(r, θ, ηk), (29)
where R0 is the kernel defined by (10) when ν = 0, and ηk = 3pi(k− 1/2)/(2n).
On the basis of (17), (29), (24) and (28), and lemma 2.10 of [18] for any (x, y) ∈ G0, we obtain∣∣∣uN,n0 (x, y)− u0(x, y)∣∣∣ ≤
∣∣∣∣∣3pi2n
n∑
k=1
u(k)R0(r, θ, ηk)−
∫ pi
0
u0(r0 cos η, r0 sin η)R0(r, θ, η)dη
∣∣∣∣∣
+ 3pi
2n
n∑
k=1
∣∣uN0k − u(k)∣∣ R0(r, θ, ηk) ≤ c0 exp{−d0n} + cσqN , (30)
where u(k) = u0(r0 cos ηk, r0 sin ηk), c0 and d0 are positive constants independent of n.
From (30) it follows that for all n ≥ n0,
max
(x,y)∈G0
∣∣∣uN,n0 (x, y)− u0(x, y)∣∣∣ ≤ c ′0 exp{−d′0n}, (31)
for some positive constants c ′0 and d
′
0 when N grows linearly on n.
Remark 2. From its construction it follows that the function uN,n0 (x, y) given by (29) is also defined on T
∗ ⊃ G0. Then, the
estimation (31) remains true on the curveline boundary γ ′ of a sector T ∗∗ = T (r∗∗) ⊃ G0, 1.53 < r∗∗ < r∗.
It is obvious that the error function εN,n(x, y) = uN,n0 (x, y)− u0(x, y) is the unique solution of the following problem:
∆εN,n = 0 on T ∗∗, εN,n = ψ(θ), 0 ≤ θ ≤ 3pi/2 on γ ′, (32)
εN,n = 0 on T ∗∗ ∩ γ2, ∂ε
N,n
∂x
= 0 on T ∗∗ ∩ γ0, (33)
where ψ(θ) = (uN,n0 (x, y)− u0(x, y))
∣∣∣
r=r∗∗
.
Taking into account Remark 2, lemma 6.12 in [19] (see also [5]), and ψ(0) = 0, it is proved that∣∣∣∣ ∂pεN,n∂xp−s∂ys
∣∣∣∣ ≤ cprλ0−p exp{−dpn}, (34)
where λ0 = 13 , 0 ≤ s ≤ p, and cp and dp are positive constants independent of r = r(x, y), θ = θ(x, y), and n.
Remark 3. The approximate solution of Problem 2 can be constructed as
uN,n1 (x, y) =
3pi
2n
n∑
k=1
uN1kR1(r, θ, ηk), (35)
where ηk = 3pi(k − 1/2)/(2n). By analogy with the function (29) the error estimations (31) and (34) are obtained for the
function (35) also.
5. Approximate solution of the symmetric Problem 3
Let Ω = {(x, y) : −y < x < 1, 0 < y < 1} be an open trapezium OABC as shown in Fig. 2. From symmetry Problem 3
becomes [8]
∆u = 0 inΩ,
u = 0 on {y = 0, 0 ≤ x ≤ 1},
∂u
∂n
= 0 on {x = 1, 0 < y < 1} ∪ {y = −x, − 1 < x < 0}, (36)
u = 1 on {y = 1,−1 ≤ x ≤ 1}.
Let T be a sector given in Section 3 of radius r0 ∈ (
√
2, 2), and central angle αpi = 3pi/4. The solution u0 of problem (36) is
extended to the sector T . On the arc of sector T consider the quadrature nodes P0k (x
0
k, y
0
k), k = 1, 2, . . . , n, where
x0k = r0 cos
3pi(k− 1/2)
4n
, y0k = r0 sin
3pi(k− 1/2)
4n
. (37)
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Fig. 2. Extension of the solution of Problem 3.
On this arc, choose the points C10 and D, such that the segments [CB] and [OC], [CC10 ] and [CD] are perpendicular. For the
nodes P0k , k = 1, 2, . . . , n, determine the point Pk(xk, yk) onΩ having coordinates [21]:
(xk, yk) =

(
2− x0k, y0k
)
, y0k ≤ 1,
(2− x0k, 2− y0k), x0k ≤ 1 and y0k > 1,(
x0k, 2− y0k
)
, x0D ≤ x0k < 1,(
y0k − 2,−x0k
)
, −1 ≤ x0k < x0D,(
y0k − 2, 2+ x0k
)
, x0k < −1,
(38)
where x0D =
√
r20/2− 1− 1 is the abscissa of the point D.
If the solution u of problem (36) is extended as an even function through the line AB10, and then u− 1 through CB0 as an
odd function, then u = 1 on [CB0] ∪ (CC10 ) and ∂u∂n = 0 on [AB10]. Therefore,
u(x0k, y
0
k) = τk + σku(xk, yk), k = 1, 2, . . . , n, (39)
where
(τk, σk) =
{
(2,−1), if (y0k ≥ 1) and (x0k ≥ −1),
(0, 1), if (y0k < 1) or (y
0
k > 1) and (x
0
k < −1). (40)
From (39) and Lemma 1, when ν = 0, α = 34 , λ0 = 23 it follows that
u(x0k, y
0
k) = τk + σk
∫ 3pi/4
0
u(r0 cos η, r0 sin η)R0(rk, θk, η)dη, (41)
where rk and θk are the polar coordinates of Pk ∈ Ω ⊂ T . Approximating the integral in (41) with the composite mid-point
rule by taking the points P0k , k = 1(1)n as nodes of quadrature, the following system of linear equations for unknowns
uk ≡ u(x0k, y0k) k = 1(1)n is obtained
uk = τk + 3piσk4n
n∑
m=1
umR0(rk, θk, ηm), k = 1, 2, . . . , n, (42)
where ηm = 3pi(m− 1/2)/(4n), τk and σk are defined by the formula (40).
The BM solution of problem (36) is defined as
uN,n0 (x, y) =
3pi
4n
n∑
k=1
uNk R0(r, θ, ηk), ηk = 3pi(k− 1/2)/(4n), (43)
where uNk is the Nth iteration of (26) or (27) for the system (42).
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Table 1
The control parameters ε1N and ε
2
N , the approximate value α
N,n
0,1 , and the condition numbers for Problem 1.
n N αN,n01 ε
1
N ε
2
N cond
40 6 1.22024 3.2631× 10−4 1.7530× 10−4 1.9119
80 8 1.220245 8.8899× 10−6 6.6795× 10−6 1.9135
160 9 1.220245005 1.3870× 10−8 6.6044× 10−9 1.9139
200 10 1.22024500582 7.1807× 10−10 4.6488× 10−10 1.9052
280 12 1.220245005825 1.7758× 10−12 8.6147× 10−13 1.9076
320 13 1.220245005825088 1.0580× 10−13 8.6819× 10−14 1.9082
360 14 1.220245005825082 1.3212× 10−14 2.0484× 10−14 1.9140
Finally, we present a simple and highly accurate formula for the stress intensity factor which is an important engineering
quantity. The exact value of this factor is the coefficient α1 of the asymptotic expression (1). On the basis of (1), (4), (5), (29),
(35) and (43) for the approximation of the coefficient α1, we obtain
α
N,n
ν1 = lim
r→0+
wN,nν
rλν
∣∣∣∣
θ= pi2λν
= 2
nrλν0
n∑
k=1
wNνk sin λνηk, (44)
where wN,n1 = uN,n1 , wN,n0 = uN,n0 when α = 32 , and wN,n0 = uN,n0 when α = 34 . Therefore, αN,n01 is the approximation of the
stress intensity factor for Problems 1 and 3 when α = 32 and α = 34 , respectively, and αN,n11 is for Problem 2.
6. Numerical results
A numerical algorithm based on the BM is implemented using double precision. The linear system of Eqs. (25) for n ≥ 2
when r0 = 1.90 has a unique solution and is solved by the iteration (27) with a zero initial approximation. Iteration is
controlled by the parameters
ε1N =

max
{
max
1≤j≤100
∣∣∣∣uN,n0 (−1, 1− 2 (j− 1)99
)
− 1
∣∣∣∣ , max1≤j≤100
∣∣∣∣uN,n0 (1− 2 (j− 1)99 , 1
)
− 1
∣∣∣∣ ,
max
1≤j≤50
∣∣∣∣uN,n0 (−1+ (j− 1)49 ,−1
)
− 1
∣∣∣∣} , for Problem 1,
max
{
max
1≤j≤100
∣∣∣∣uN,n1 (−1, 1− 2.30 (j− 1)99
)
− 1
∣∣∣∣ ,
max
1≤j≤100
∣∣∣∣uN,n1 (1− 2 (j− 1)99 , 1
)
− 1
∣∣∣∣} , for Problem 2,
max
1≤j≤100
{∣∣∣∣uN,n0 (1− 2 (j− 1)99 , 1
)
− 1
∣∣∣∣} , for Problem 3,
(45)
and
ε2N =

max
1≤j≤49
∣∣∣∣∣∂u
N,n
0
(
1, j50
)
∂x
∣∣∣∣∣ , for Problem 1,
max
{
max
1≤j≤49
∣∣∣∣∣∂u
N,n
1
(
1, j50
)
∂x
∣∣∣∣∣ , max1≤j≤49
∣∣∣∣∣∂u
N,n
1
(− j50 ,−1.15)
∂y
∣∣∣∣∣
}
, for Problem 2,
max
1≤j≤49
∣∣∣∣∣∂u
N,n
0
(
1, j50
)
∂x
∣∣∣∣∣ , for Problem 3,
(46)
where uN,n0 , u
N,n
1 , and u
N,n
0 are the approximate solutions of Problems 1–3, and defined by (29), (35) and (43) respectively.
In Table 1 for several number of quadrature nodes n corresponding number of iterationsN , the approximate values for α1
by the formula (44), the control parameters (45) and (46), and condition numbers of the matrix (I −<)|n×n for Problem 1
are presented. It is clearly seen that the coinciding decimals forαN,nν1 andN grow almost linearlywith respect to n. The control
parameters ε1N , ε
2
N show the exponential convergence of BM. This conclusion is not valid when n > 320 because the decimal
precision available on the computer becomes insufficient. The last column of Table 1 shows that the algebraic system in
BM is well conditioned. The condition number of the matrix (I −<)|n×n for Problem 1 is cond = 1.9140, for n = 360, when
ε114 = 1.3212× 10−14 and ε214 = 2.0484× 10−14.
In Tables 2 and 3 the similar results for the same characteristics are demonstrated for Problem 2 and Problem 3,
respectively.
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Table 2
The control parameters ε1N and ε
2
N , the approximate value α
N,n
1,1 , and the condition numbers for Problem 2.
n N αN,n11 ε
1
N ε
2
N cond
40 8 1.1277 1.8274× 10−5 3.6949× 10−4 1.6429
80 7 1.12775 2.0601× 10−6 1.3904× 10−6 1.6593
120 9 1.127757 6.9431× 10−8 4.6204× 10−8 1.6532
160 11 1.127757846 3.2629× 10−10 7.6174× 10−10 1.6504
240 12 1.12775784618 5.9364× 10−12 3.9152× 10−12 1.6532
280 13 1.12775784618588 3.4194× 10−14 7.6653× 10−14 1.6516
320 15 1.12775784618589 1.5765× 10−14 1.4125× 10−14 1.6504
360 14 1.127757846185878 2.9976× 10−15 9.859× 10−15 1.6532
Table 3
The control parameters ε1N and ε
2
N , the approximate value α
N,n
0,1 , and the condition numbers for Problem 3.
n N αN,n01 ε
1
N ε
2
N cond
20 7 1.12798 1.5546× 10−5 3.9585× 10−5 1.6552
60 9 1.127980 6.9028× 10−8 4.5767× 10−8 1.6625
80 10 1.127980401 3.2748× 10−10 7.6157× 10−10 1.6605
120 11 1.12798040105 5.9034× 10−12 3.8449× 10−12 1.6625
140 13 1.127980401059 3.4417× 10−14 7.7493× 10−14 1.6613
180 13 1.127980401059387 2.2204× 10−15 4.7184× 10−15 1.6625
200 14 1.127980401059388 1.7763× 10−15 4.3298× 10−15 1.6617
Table 4
The comparisons of the results obtained for symmetric Problem 3 by BM and SFBIM.
u14,2000 SFBIM [8]
ε1N 1.7763× 10−15 2.8769× 10−7
ε2N 4.3298× 10−15 1.6330× 10−6
α1 1.127980401059388 1.12798040105939
Capacitance 2.558523142342014 2.5585231
From these highly accurate results it follows that BM can approximate the important quantities such as capacitancemore
accurately than the BAM. The capacitance (see [15]) for the solution of Problems 1–3 is defined by
C =

∫ 1
−1
∂u
∂y
∣∣∣∣
y=1
dx−
∫ 1
−1
∂u
∂x
∣∣∣∣
x=−1
dy+
∫ 0
−1
∂u
∂y
∣∣∣∣
y=−1
dx, for Problem 1,∫ 1
−1
∂u
∂y
∣∣∣∣
y=1
dx−
∫ 1
−1.15
∂u
∂x
∣∣∣∣
x=−1
dy, for Problem 2,
2
∫ 1
−1
∂u
∂y
∣∣∣∣
y=1
dx, for Problem 3.
The calculated values of C by BM, in which u is approximated by uN,n0 , u
N,n
1 , and u
N,n
0 defined by (29), (35) and (43) are
C14,3600 = 1.38924338196055,
C14,3601 = 2.70858593382246,
C
14,200
0 = 2.55852314234201,
respectively. These values are correct to fifteen significant digits. The convergent value of C for Problem 3 is C = 2.5585
in [15], C = 2.5585231 in [8] is to five, and to eight significant digits, respectively.
In Table 4 the comparisons of the above mentioned characteristics for symmetric Problem 3 by BM and SFBIM are
presented. As it follows from Table 4, the number of converged significant digits for α1 is 15. This value is the same as
reported in [8].
Table 5 contains the values of approximate solutions uN,n0 (x, y), u
N,n
1 (x, y), and u
N,n
0 (x, y) of Problems 1–3 at various
points.
The shapes of the solution u for Problem 1, and its derivatives ∂u
∂x ,
∂u
∂y ,
∂2u
∂x2
, ∂
2u
∂y2
, ∂
2u
∂x∂y by BM are presented in Figs. 3–6. Also,
in Fig. 7 the shape of the solution u for the symmetric Problem 3 is given. These figures display the singular behavior at the
origin.
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Table 5
The solution of Problems 1–3 at some specific points by BM.
(r, θ) u14,3600 (r, θ) u
14,360
1 (r, θ) u
14,200
0 (r, θ)( 1
10000 ,
pi
5
)
0.01179557046300784 9.882431122496817× 10−4 9.884367797027953× 10−4( 1
10000 ,
2pi
5
)
0.02306893451471712 1.805607399679382× 10−3 1.805961906493341× 10−3( 1
10000 ,
3pi
5
)
0.03332327675327425 2.310763670905895× 10−3 2.311218605337758× 10−3( 1
1000 ,
pi
5
)
0.02556837115357614 4.587194836859534× 10−3 4.588071232537578× 10−3( 1
1000 ,
2pi
5
)
0.04995154407673052 8.381012862496678× 10−3 8.382627869487989× 10−3( 1
1000 ,
3pi
5
)
0.07204271052285595 1.072553805175374× 10−2 1.072763122218694× 10−2( 1
10 ,
pi
5
)
0.1402403245453403 0.1004407392892954 0.1004504366218877( 1
10 ,
2pi
5
)
0.2648437833238768 0.1815837195415077 0.1816041692802965( 1
10 ,
3pi
5
)
0.3645470284051252 0.2300901893844000 0.2301231572943183(
1, pi5
)
0.6072968022566942 0.6006817640094130 0.6006842972227593(
1, 2pi5
)
0.9602277625204624 0.9574323109943442 0.9574334787028406(
1, 3pi5
)
0.9793068207147952 0.9738925113347148 0.973895386338921
Fig. 3. Problem 1: the profile of the solution u.
Fig. 4. Problem 1: the profile of the partial derivatives ∂u
∂x ,
∂u
∂y .
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Fig. 5. Problem 1: the profile of the partial derivatives ∂
2u
∂x2
, ∂
2u
∂y2
.
Fig. 6. Problem 1: the profile of the mixed derivative ∂
2u
∂x∂y .
Fig. 7. Problem 3: the profile of the solution u.
7. Concluding remarks
The solution of the non-symmetric and symmetric problems on L-shaped domains is harmonically extended to the block
sector, and then the integral representation of theharmonic function in the sector is approximated. Thus, for the approximate
solution a one-block version of BM is used. The matrix of the resulting system of algebraic equations is diagonally dominant
and well conditioned (cond ≤ 1.915). So, the system is stable for any number of quadrature nodes, and can be solved by
one of the simplest iteration methods. Finally, the approximate solution is defined as a harmonic function, and any order
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of derivatives can be found by simple differentiation. The comparisons of the results for the symmetric problem, with
the existing results from literature show that BM gives highly accurate results not only around the singular point for the
solution and for the stress intensity factor, but also everywhere on the closed domain. Therefore, BM can approximate more
accurately the other important quantities such as capacitance which is computed by integrating the normal derivative of
the solution on the boundary. Furthermore, the shapes up to second order derivatives of the solutions obtained by BM are
shown to display the singular behavior at the singular point.
From the results presented in Section 6 by BM follows that the accuracy of the values of characteristic quantities obtained
after some number of quadrature nodes is correct up to computer precision. Due to the fact that there is not known analytical
solution to the problems considered, the extremely accurate results presented in this paper, can be used as a benchmark for
checking the accuracy of other methods.
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