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QUASI-CLASSICAL ASYMPTOTICS FOR PSEUDO-DIFFERENTIAL
OPERATORS WITH DISCONTINUOUS SYMBOLS:
WIDOM’S CONJECTURE
A.V. SOBOLEV
Abstract. Relying on the known two-term quasiclassical asymptotic formula for the
trace of the function f(A) of a Wiener-Hopf type operator A in dimension one, in
1982 H. Widom conjectured a multi-dimensional generalization of that formula for a
pseudo-differential operator A with a symbol a(x, ξ) having jump discontinuities in
both variables. In 1990 he proved the conjecture for the special case when the jump
in any of the two variables occurs on a hyperplane. The present paper gives a proof of
Widom’s Conjecture under the assumption that the symbol has jumps in both variables
on arbitrary smooth bounded surfaces.
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1. Introduction
For two domains Λ,Ω ⊂ Rd, d ≥ 1 consider in L2(Rd) the operator defined by the
formula
(1.1) (T˜α(a)u)(x) =
(
α
2π
)d
χΛ(x)
∫
Ω
∫
Rd
eiαξ·(x−y)a(x, ξ)χΛ(y)u(y)dydξ, α > 0,
for any Schwartz class function u, where χΛ( · ) denotes the characteristic function of
Λ, and a( · , · ) is a smooth function, with an appropriate decay in both variables.
Clearly, T˜α is a pseudo-differential operator with a symbol having discontinuities in both
variables. We are interested in the asymptotics of the trace tr g(T˜α) as α → ∞ with
a smooth function g such that g(0) = 0. In 1982 H. Widom in [39] conjectured the
asymptotic formula
(1.2) tr g
(
T˜α(a)
)
= αd W0
(
g(a); Λ,Ω
)
+αd−1 logα W1
(
A(g; a); ∂Λ, ∂Ω
)
+o(αd−1 logα),
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with the following coefficients. For any symbol b = b(x, ξ), any domains Λ,Ω and any
C
1-surfaces S, P , let
(1.3) W0(b) = W0(b; Λ,Ω) =
1
(2π)d
∫
Λ
∫
Ω
b(x, ξ)dξdx,
(1.4) W1(b) = W1(b;S, P ) =
1
(2π)d−1
∫
S
∫
P
b(x, ξ)|nS(x) · nP (ξ)|dSξdSx,
where nS(x) and nP (ξ) denote the exterior unit normals to S and P at the points x and
ξ respectively, and
(1.5) A(g; b) =
1
(2π)2
∫ 1
0
g(bt)− tg(b)
t(1− t) dt, A(g) := A(g; 1).
The main objective of the paper is to prove the formula (1.2) for a large class of functions
g and bounded domains Λ,Ω.
The interest in the pseudo-differential operators with discontinuous symbols goes back
to the classical Szego˝ formula for the determinant of a Toeplitz matrix, see [35] and
[15]. There exists a vast body of literature devoted to various non-trivial generalizations
of the Szego˝ formula in dimension d = 1, and it is not our intention to review them
here. Instead, we refer to the monographs by A. Bo¨ttcher-B. Silbermann [5], and by
N.K. Nikolski [25] for the background reading, T. Ehrhardt’s paper [9] for a review
of the pre-2001 results, and the recent paper by P. Deift, A. Its, I. Krasovsky [8], for
the latest results and references. A multidimensional generalization of the continuous
variant of the Szego˝ formula was obtained by I.J. Linnik [24] and H. Widom [37], [38]. In
fact, paper [38] addressed a more general problem: instead of the determinant, suitable
analytic functions of the operator were considered, and instead of the scalar symbol
matrix-valued symbols were allowed: for Ω = Rd and a(x, ξ) = a(ξ) it was shown that
tr g(T˜α(a)) = α
dV0 + α
d−1V1 + o(αd−1),
with some explicitly computable coefficients V0, V1, such that V0 = W0(g(a)) for the
scalar case. Under some mild extra smoothness assumptions on the boundary ∂Λ, R.
Roccaforte (see [26]) found the term of order αd−2 in the above asymptotics of tr g(T˜α(a)).
The situation changes if we assume that Λ 6= Rd and Ω 6= Rd, i.e. that the symbol
has jump discontinuities in both variables, x and ξ. As conjectured by H. Widom, in
this case the second term should be of order αd−1 logα, see formula (1.2). For d = 1
this formula was proved by H. Landau-H. Widom [20] and H. Widom [39]. For higher
dimensions, the asymptotics (1.2) was proved in [40] under the assumptions that one of
the domains is a half-space, and that g is analytic in a disk of a sufficiently large radius.
After this paper there have been just a few publications with partial results. Using an
abstract version of the Szego˝ formula with a remainder estimate, found by A. Laptev
and Yu. Safarov (see [21], [22]), D. Gioev (see [11, 12]) established a sharp bound
(1.6) tr g(T˜α(a))− αdW0(g(a)) = O(αd−1 logα).
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In [13] D. Gioev and I.Klich observed a connection between the formula (1.2) and the
behaviour of the entanglement entropy for free Fermions in the ground state. As ex-
plained in [13], the studied entropy is obtained as tr h(T˜α) with some bounded domains
Λ,Ω, the symbol a(x, ξ) = 1, and the function
(1.7) h(t) = −t log t− (1− t) log(1− t), t ∈ (0, 1).
Since h(0) = h(1) = 0, the leading term, i.e. W0(h(1)), vanishes, and the conjecture
(1.2) gives the αd−1 logα-asymptotics of the trace, which coincides with the expected
quasi-classical behaviour of the entropy. However, the formula (1.2) is not justified for
non-smooth functions, and in particular for the function (1.7). Instead, in the recent
paper [16] R. Helling, H. Leschke and W. Spitzer proved (1.2) for a quadratic g. With
g(t) = t− t2 this gives the asymptotics of the particle number variance, which provides
a lower bound of correct order for the entanglement entropy.
The operators of the form (1.1) also play a role in Signal Processing. Although the
main object there is band-limited functions of one variable, in [33] D. Slepian considered
some multi-dimensional generalizations. In particular, he derived asymptotic formulas
for the eigenvalues and eigenfunctions of T˜α(1) for the special case when both Λ and Ω
are balls in Rd. Some of those results are used in [34]. These results, however, do not
allow to study the trace tr g(T˜α(1)).
The main results of the present paper are Theorems 2.3 and 2.4. They establish
asymptotic formulas of the type (1.2) for the operator T (a) = Tα(a), defined in (2.4),
which is slightly different from T˜α(a), but as we shall see later, the difference does not
affect the first two terms of the asymptotics (1.2). Theorem 2.3 proves formula (1.2) for
functions g analytic in a disk of sufficiently large radius. Theorem 2.4 proves (1.2) for
the real part of T (a) with an arbitrary C∞-function g.
The proof comprises the following main ingredients:
1. Trace class estimates for pseudo-differential operators with discontinuous sym-
bols,
2. Analysis of the problem for d = 1,
3. A geometrical estimate,
4. Reduction of the initial problem to the case d = 1.
The most important and difficult is Step 4. Here we divide the domain Λ into a boundary
layer, which contributes to the first and second terms in (1.2), and the inner part,
which matters only for the first term. Then we construct a suitable partition of unity
subordinate to this covering, which is given by the functions q↓ = q↓(x) and q↑ = q↑(x)
respectively. An interesting feature of the problem is that the thickness of the boundary
layer does not depend on α. The asymptotics of tr
(
q↑g(Tα)
)
, α → ∞, do not feel the
boundary, and relatively standard quasi-classical considerations lead to the formula
(1.8) tr
(
q↑g(Tα)
)
= αdW0(q
↑g(a)) +O(αd−1), α→∞.
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To handle the trace tr
(
q↓g(Tα)
)
we construct an appropriate covering of the boundary
layer by open sets of a specific shape. For each of these sets the boundary ∂Λ is approxi-
mated by a hyperplane, which makes it possible to view the operator Tα as a PDO on the
boundary hyperplane, whose symbol is an operator of the same type, but in dimension
one. This reduction brings us to Step 2 of the plan. The 1-dim situation was studied
in H. Widom’s paper [39]. Although its results are not directly applicable, the method
developed there allows us to get the required asymptotics. These ensure that
(1.9) tr
(
q↓g(Tα)
)
= αdW0(q
↓g(a)) + αd−1 logα W1
(
A(g; a)
)
+ o(αd−1 logα), α→∞.
Adding up (1.8) and (1.9), gives (1.2).
In the reduction to the 1-dim case an important role is played by a result of geometrical
nature, which is listed above as the third ingredient. It is loosely described as follows.
Representing ξ ∈ Rd as ξ = (ξˆ, t), with ξˆ = (ξ1, ξ2, . . . , ξd−1), define for each ξˆ ∈ Rd−1
the set
Ω(ξˆ) = {t : (ξˆ, t) ∈ Ω} ⊂ R.
If it is non-empty, then it is at most countable union of disjoint open intervals in R
whose length we denote by ρ˜j, j = 1, 2, . . . . The important observation is that under
appropriate restrictions on the smoothness of the boundary ∂Ω, the function
(1.10) m˜δ(ξˆ) =
∑
j
ρ˜−δj ,
belongs to L1(Rd−1) for all δ ∈ (0, 2). The precise formulation of this result is given in
Appendix 1.
From the technical viewpoint Steps 2 and 4 are based on the trace class estimates
derived at Step 1. In order to work with discontinuous symbols we also establish conve-
nient estimates for smooth ones. The emphasis is on the estimates which allow one to
control explicitly the dependence on the parameter α, and on the scaling properties of
the symbols.
At this point it is appropriate to compare our proof with H. Widom’s paper [40], where
(1.2) was justified for the case when Λ (or Ω) was a half-space. In fact, our four main
steps are the same as in [40]. However, in [40] the relative weight of these ingredients
was different. If Λ is a half-space, then the reduction to the 1-dim case (i.e. Step 4)
is almost immediate whereas in the present paper, for general Λ such a reduction is a
major issue. In [40] at Step 3 it was sufficient to have the geometric estimate for δ = 1.
In the present paper it is crucial to have such an estimate for δ > 1. Moreover, trace
class estimates were derived in [40] under the assumption that Λ was a half-space, which
is clearly insufficient for our purposes. As far as the 1-dim asymptotics are concerned
(i.e. Step 2), our estimates are perhaps somewhat more detailed, since apart from the
parameter α, they allow one to monitor the dependence on the scaling parameters as
well.
The detailed structure of the paper is described at the end of Section 2.
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Some notational conventions. We conclude the Introduction by fixing some basic
notations which will be used throughout the paper. For x ∈ Rd we denote 〈x〉 =
(1 + |x|2) 12 . Very often we split x = (x1, x2, . . . , xd) in its components as follows:
x = (xˆ, xd), xˆ = (x1, x2, . . . , xd−1),
and for some l = 1, 2, . . . , d,
◦
x = (x1, x2, . . . , xl−1, xl+1, . . . , xd).
The notation B(x, R) is used for the open ball in Rd of radius R > 0, centered at x ∈ Rd.
For some ρ > 0 let
(1.11) C(n)ρ = (−2ρ, 2ρ)n
be the n-dimensional open cube.
The characteristic function of the domain Λ ⊂ Rd, d ≥ 1, is denoted by χΛ = χΛ(x).
To avoid cumbersome notation we write χz,ℓ(x) := χB(z,ℓ)(x).
For a function u = u(x), x ∈ Rd its Fourier transform is defined as follows:
uˆ(ξ) =
1
(2π)
d
2
∫
e−ix·ξu(x)dx.
The integrals without indication of the domain of integration are taken over the entire
Euclidean space Rd.
The notation Sp, 0 < p ≤ ∞ is used for the standard Schatten-von Neumann classes of
compact operators in a separable Hilbert space, see e.g. [3], [32]. In particular, S1 is the
trace class, and S2 is the Hilbert-Schmidt class. Unless otherwise stated the underlying
Hilbert space is assumed to be L2(Rd).
By C, c (with or without indices) we denote various positive constants whose precise
value is of no importance.
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2. Main result
2.1. Definitions and main results. In this paper we need several types of pseudo-
differential operators, depending on the parameter α > 0. For the symbol a = a(x, ξ),
amplitude p = p(x,y, ξ), and any function u from the Schwartz class on Rd we define
(2.1) (Opaα p)u(x) =
(
α
2π
)d ∫ ∫
eiα(x−y)ξp(x,y; ξ)u(y)dξdy,
(2.2) (Oplα a)u(x) =
(
α
2π
)d ∫ ∫
eiα(x−y)ξa(x, ξ)u(y)dξdy,
(2.3) (Oprα a)u(x) =
(
α
2π
)d ∫ ∫
eiα(x−y)ξa(y, ξ)u(y)dξdy.
If the function a depends only on ξ, then the operators Oplα(a),Op
r
α(a) and Op
a
α(a)
coincide with each other, and we simply write Opα(a). Later we formulate conditions on
a and p which ensure boundedness of the above operators uniformly in the parameter
α ≥ 1. Let Λ,Ω be two domains in Rd, and let χΛ(x), χΩ(ξ) be their characteristic
functions. We always use the notation
PΩ,α = Opα(χΩ).
We study the operator
(2.4) Tα(a) = Tα(a; Λ,Ω) = χΛPΩ,αOp
l
α(a)PΩ,αχΛ,
and its symmetrized version:
Sα(a) = Sα(a; Λ,Ω) = χΛPΩ,α ReOp
l
α(a) PΩ,αχΛ.
Note that Tα(a) differs from the operator (1.1) by the presence of an extra projection
PΩ,α on the left of Op
l
α(a). As we shall see later in Section 4, this difference does not
affect the first two terms of the asymptotics (1.2).
Let us now specify the class of symbols and amplitudes used throughout the paper.
We denote by S(n1,n2,m) the set of all (complex-valued) functions p = p(x,y, ξ), which
are bounded together with their partial derivatives up to order n1 w.r.t. x, n2 w.r.t. y
and m w.r.t. ξ. It is convenient to define the norm in this class in the following way.
For arbitrary numbers ℓ > 0 and ρ > 0 define
(2.5) N(n1,n2,m)(p; ℓ, ρ) = max
0≤n≤n1
0≤k≤n2
0≤r≤m
sup
x,y,ξ
ℓn+kρr|∇nx∇ky∇rξp(x,y, ξ)|.
Here we use the notation
|∇lf(t)|2 =
r∑
j1,j2,...,jl=1
|∂j1∂j2 · · · ∂jlf(t)|2
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for a function f of the variable t ∈ Rr. The presence of the parameters ℓ, ρ allows one
to consider amplitudes with different scaling properties.
In the same way we introduce the classes S(n,m) (resp. S(m)) of all (complex-valued)
functions a = a(x, ξ) (resp. a = a(ξ)), which are bounded together with their partial
derivatives up to order n w.r.t. x, and m w.r.t. ξ. The norm N(n,m)(a; ℓ, ρ) (resp.
N(m)(a; ρ)) is defined in a way similar to (2.5). Note the straightforward inequality: if
a ∈ S(n,m), b ∈ S(n,m), then ab ∈ S(n,m) and
N
(m,n)(ab; ℓ, ρ) ≤ Cm,nN(m,n)(a; ℓ, ρ)N(m,n)(b; ℓ, ρ).
As we show later, if the amplitude p and/or symbol a belong to an appropriate class S,
then the PDO’s (2.1)– (2.3) are bounded.
LetM be a non-degenerate linear transformation, and let k,k1 ∈ Rd be some vectors.
By A = (M ,k) we denote the affine transformation Ax = M + k. A special role
is played by the Euclidean isometries, i.e. by the affine transformations of the form
E = (O,k), whereO is an orthogonal transformation. The set of all Eucledian isometries
on Rd is denoted by E(d). Let us point out some useful unitary equivalence for the
operators (2.1) - (2.3). For the affine transformation (M ,k) define the unitary operator
U = UM ,k : L
2(Rd)→ L2(Rd) by
(UM ,ku)(x) =
√
| detM | u(Mx + k), u ∈ L2(Rd).
It is straightforward to check that for an arbitrary k1 ∈ Rd,
(2.6)
{
UM ,ke
−iαx·k1 Opaα(b)e
iαx·k1U−1M ,k = Op
a
α(bM ,k,k1),
bM ,k,k1(x,y, ξ) = b
(
Mx+ k,My + k, (MT )−1ξ + k1
)
,
and
(2.7)
{
UM ,kχΛU
−1
M ,k = χΛM,k , UM ,ke
−iαx·k1PΩ,αeiαx·k1U−1M ,k = PΩT
M,k1
,α,
ΛM ,k =M
−1(Λ− k), ΩTM ,k1 =MT (Ω− k1).
For the operator T (a) this implies that
(2.8) UM ,ke
−iαx·k1T (a; Λ,Ω)eiαx·k1U−1M ,k = T (aM ,k,k1 ; ΛM ,k,Ω
T
M ,k1
).
Note that the asymptotic coefficients W0 and W1 are invariant with respect to affine
transformations, i.e.
(2.9)
{
W0(b; Λ,Ω) = W0(bM ,k,k1 ; ΛM ,k,Ω
T
M ,k1
),
W1(b; ∂Λ, ∂Ω) = W1(bM ,k,k1 ; ∂ΛM ,k, ∂Ω
T
M ,k1
).
The first of the relations (2.9) is immediately checked by changing variables under the
integral (1.3). The second one is proved in Appendix 4, Lemma 16.1.
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As one particular type of a linear transformation, it is useful to single out the case
when M = ℓI for some ℓ > 0, and k = 0, i.e. M is a scaling transformation. In this
situation we denote (
Wℓu
)
(x) =
(
UM ,0u
)
(x) = ℓ
d
2u(ℓx).
Then a straightforward calculation gives for any ρ > 0:
(2.10) WℓOp
a
α(b)W
−1
ℓ = Op
a
β(bℓ,ρ), bℓ,ρ(x,y, ξ) = b(ℓx, ℓy, ρξ), β = αℓρ.
In particular,
(2.11) WℓχΛW
−1
ℓ = χΛℓ , Λℓ = ℓ
−1Λ,
It is important that the norm (2.5) is invariant under certain linear transformations.
Note first of all that
(2.12) N(n1,n2,m)(p; ℓ, ρ) = N(n1,n2,m)(pℓ1,ρ1 ; ℓℓ
−1
1 , ρρ
−1
1 ),
for arbitrary positive ℓ, ℓ1, ρ, ρ1. Moreover, the norm is also invariant under Eucledian
isometries:
(2.13) N(n1,n2,m)(p; ℓ, ρ) = N(n1,n2,m)(pO,k,k1 ; ℓ, ρ).
Sometimes we refer to ℓ and ρ as scaling parameters.
Now we can specify the classes of domains which we study. We always assume that
Λ and Ω are domains with smooth boundaries in the standard sense. However, for the
reference convenience and to specify the precise conditions on the objects involved, we
state our assumptions explicitly.
Definition 2.1. We say that a domain Γ ⊂ Rd, d ≥ 2, is a Cm-graph-type domain, with
some m ≥ 1, if one can find a real-valued function Φ ∈ Cm(Rd−1), with the properties
(2.14)

Φ(0ˆ) = 0,
∇Φ is uniformly bounded on Rd−1,
∇Φ is uniformly continuous on Rd−1,
and some transformation E = (O,k) ∈ E(d) such that
E−1Γ = {x : xd > Φ(xˆ)}, xˆ = (x1, x2, . . . , xd−1).
In this case we write Γ = Γ(Φ;O,k) or Γ = Γ(Φ), if the omission of the dependence on
E does not lead to confusion.
We often use the notation
(2.15) MΦ = ‖∇Φ‖L∞ .
It is clear that Γ(Φ;O,k) = EΓ(Φ; I, 0) with E = (O,k). The point k is on the
boundary of the domain Γ(Φ;O,k).
If Λ = Γ(Φ;O,k), then the domain Λℓ (see definition (2.11)) has the form
(2.16) Λℓ = Γ(Φℓ;O, ℓ
−1k), Φℓ(xˆ) = ℓ
−1Φ(ℓxˆ).
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Note that the value (2.15) is invariant under scaling:
(2.17) ‖∇Φ‖L∞ = ‖∇Φℓ‖L∞ .
In what follows we extensively use the relations (2.6), (2.7) and (2.8) in order reduce
the domains or symbols to a more convenient form. For these purposes, let us make a
note of the following elementary property for the domain Λ = Γ(Φ; I, 0). According to
(2.7), for any k ∈ ∂Λ we have
(2.18) ΛI,k = Γ(Φk; I, 0), where Λ = Γ(Φ; I, 0), Φk(xˆ) = Φ(xˆ + kˆ)− kd.
Clearly, Φk(0ˆ) = 0 and ‖∇Φ‖L∞ = ‖∇Φk‖L∞ .
In the next definition we introduce general Cm-domains. Let B(x, r) = {v ∈ Rd :
|x− v| < r} be the ball of radius r > 0 centered at x.
Definition 2.2. Let Λ ⊂ Rd, d ≥ 2 be a domain, w ∈ Rd be a vector and R > 0 be a
number.
(1) For a w ∈ ∂Λ we say that in the ball B(w, R) the domain Λ is represented by the
C
m-graph-type domain Γ = Γ(Φ;O,w), m ≥ 1, if there is a number R = Rw > 0,
such that
(2.19) Λ ∩ B(w, R) = Γ ∩B(w, R).
(2) For a w ∈ Λ we say that in the ball B(w, R) the domain Λ is represented by Rd,
if there is a number R = Rw > 0, such that
Λ ∩ B(w, R) = B(w, R).
(3) The domain Λ, is said to be Cm, m ≥ 1, if for each point w ∈ ∂Λ there is a number
R = Rw > 0, such that in the ball B(w, R) the domain Λ is represented by a
C
m-graph-type domain Γ(Φ;O,w) with some Cm-function Φ = Φw : R
d−1 → R,
satisfying (2.14), and some orthogonal transformation O = Ow. In this case we
also say that the boundary ∂Λ is a Cm-surface.
The next two theorems represent the main results of the paper:
Theorem 2.3. Let Λ,Ω ⊂ Rd, d ≥ 2 be bounded domains in Rd such that Λ is C1 and
Ω is C3. Let a = a(x, ξ) be a symbol with the property
(2.20) max
0≤n≤d+2
0≤m≤d+2
sup
x,ξ
|∇nx∇mξ a(x, ξ)| <∞,
supported on the set B(z, ℓ) × B(µ, ρ) with some z,µ ∈ Rd and ℓ, ρ > 0. Let g be a
function analytic in the disk of radius R = C1N
(d+2,d+2)(a; ℓ, ρ), such that g(0) = 0. If
the constant C1 is sufficiently large, then
tr g(T (a)) = αdW0(g(a); Λ,Ω)
+ αd−1 logα W1(A(g; a); ∂Λ, ∂Ω) + o(αd−1 logα),(2.21)
as α→∞.
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For the self-adjoint operator S(a) we have a wider choice of functions g:
Theorem 2.4. Let Λ,Ω ⊂ Rd, d ≥ 2 be bounded domains in Rd such that Λ is C1 and
Ω is C3. Let a = a(x, ξ) be a symbol satisfying (2.20) with a compact support in both
variables. Then for any function g ∈ C∞(R), such that g(0) = 0, one has
tr g(S(a)) = αdW0(g(Rea); Λ,Ω)
+ αd−1 logα W1(A(g; Re a); ∂Λ, ∂Ω) + o(αd−1 logα),(2.22)
as α→∞.
Remark 2.5. Let us make some comments on the integral (1.5), which enters the coef-
ficient W1 in the above theorems. Note that the integral (1.5) is finite for any smooth
function g such that g(0) = 0 (see Lemmas 2.9, 2.10 for the estimates). Clearly, A is
linear in g, i.e. A(g + g˜; b) = A(g; b) + A(g˜; b). For the function gp(t) = t
p, p = 1, 2, . . . ,
we have A(g1; b) = 0 and A(gp, ; b) = b
pA(gp).
Remark 2.6. It would be natural to expect that the variables x and ξ in the operator
T (a) have “equal rights”. Indeed, it was shown in [40], p. 173, by an elementary
calculation, that the roles of x, ξ are interchangeable. On the other hand, the conditions
on Λ and Ω in the main theorems above, are clearly asymmetric. At present it is not
clear how to rectify this drawback.
Remark 2.7. Denote by n(λ1, λ2;α) with λ1λ2 > 0, λ1 < λ2 the number of eigenvalues
of the operator S(a) which are greater than λ1 and less than λ2. In other words,
n(λ1, λ2;α) = trχI(S(a)), I = (λ1, λ2).
Since the interval I does not contain the point 0, this quantity is finite. Theorem 2.4 can
be used to find the leading term of the asymptotics of the counting function n(λ1, λ2;α),
by approximating the characteristic function χI with smooth functions g. Suppose for
instance that a− < a(x, ξ) < a+, x ∈ Λ, ξ ∈ Ω, with some positive constants a−, a+, and
that [a−, a+] ⊂ I. Then it follows from Theorem 2.4 that
n(λ1, λ2;α) =
(
α
2π
)d
|Λ| |Ω|+ αd−1 logα W1
(
A(χI ; a)
)
+ o(αd−1 logα).
A straightforward calculation shows that
A
(
χI ; a(x, ξ)
)
=
1
(2π)2
log
(
a(x, ξ)
λ1
− 1
)
.
Another interesting case is when [λ1, λ2] ⊂ (0, a−). This guarantees that W0(χI(a)) = 0,
and the asymptotics of n(λ1, λ2;α) are described by the second term in (2.22):
n(λ1, λ2;α) = α
d−1 logα W1
(
A(χI ; a)
)
+ o(αd−1 logα), α→∞.
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An elementary calculation gives:
A
(
χI ; a(x, ξ)
)
=
1
(2π)2
log
λ2(a(x, ξ)− λ1)
λ1(a(x, ξ)− λ2) .
The proof of Theorems 2.3 and 2.4 splits in two unequal parts. The crucial and the
most difficult part is to justify the asymptotics for a polynomial g:
Theorem 2.8. Let Λ,Ω ⊂ Rd, d ≥ 2 be bounded domains in Rd such that Λ is C1 and
Ω is C3. Let a = a(x, ξ) be a symbol satisfying (2.20) with a compact support in both
variables. Then for gp(t) = t
p, p = 1, 2, . . . ,
tr gp(T (a)) = α
dW0(gp(a); Λ,Ω)
+ αd−1 logα W1(A(gp; a); ∂Λ, ∂Ω) + o(αd−1 logα),(2.23)
as α → ∞. If T (a) is replaced with S(a), then the same formula holds with the symbol
a replaced by Re a on the right-hand side.
Once this theorem is proved, the asymptotics can be closed with the help of the sharp
bounds (12.11) and (12.17), which were derived in [11], [12] using the abstract version
of the Szego˝ formula with a remainder estimate obtained in [21] (see also [22]).
2.2. Asymptotic coefficient A(g; b). Here we provide some simple estimates for the
coefficient A defined in (1.5).
Lemma 2.9. Suppose that the analytic function g is given by the series
g(z) =
∞∑
m=0
ωmz
m
with a radius of convergence R > 0. Let
g(1)(t) =
∞∑
m=2
(m− 1)|ωm|tm−1, |t| ≤ R.
Then for any b, |b| < R the following estimate holds:
(2.24) |A(g; b)| ≤ 1
(2π)2
|b|g(1)(|b|).
Proof. Consider first gm(z) = z
m, m ≥ 2, so that
(2π)2|A(gm; b)| ≤ |b|m
∫ 1
0
t− tm
t(1− t)dt ≤ (m− 1)|b|
m.
Thus
|A(g; b)| ≤
∞∑
m=2
|ωm||A(gm; b)| ≤ 1
(2π)2
∞∑
m=2
(m− 1)|ωm||b|m,
which leads to (2.24). 
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Lemma 2.10. Suppose that g ∈ C1(R) and g(0) = 0. Then for any b ∈ R the following
estimate holds:
(2.25) |A(g; b)| ≤ 1
π2
|b|‖g′‖L∞(−|b|,|b|).
Proof. Denote w = ‖g′‖L∞(−|b|,|b|). Since |g(t)| ≤ w|t| for all |t| ≤ |b|, we have∣∣∣∣∫ 12
0
g(bt)− tg(b)
t(1− t) dt
∣∣∣∣ ≤ 2w|b| ∫ 12
0
1
1− tdt ≤ 2w|b|.
Similarly, ∣∣∣∣∫ 1
1
2
g(bt)− tg(b)
t(1− t) dt
∣∣∣∣ ≤ 2w|b| ∫ 1
1
2
1
t
dt ≤ 2w|b|.
Adding up the two estimates, one gets (2.25). 
2.3. Plan of the paper. We begin with estimates for norms and trace norms of the
pseudo-differential operators with smooth symbols, see Sect. 3. Information about
various classes of compact operators can be found in [14], [3], [32]. The first trace
norm estimate for PDO’s was obtained in [30], and later reproduced in [31], Proposition
27.3, and [28], Theorem II-49. The fundamental paper [2] contains estimates in various
compact operators classes for integral operators in terms of smoothness of their kernels.
There are also publications focused on conditions on the symbol which guarantee that
a PDO belongs to an appropriate Neumann-Schatten ideal, see e.g. [27], [1], [36], [7]
and references therein. In spite of a relatively large number of available literature, these
results are not sufficient for our purposes. We need somewhat more detailed information
about trace norms. In particular, we derive an estimate for the trace norm of a PDO
with weights, i.e. of h1Op
a
α(a)h2, where the supports of h1 and h2 are disjoint. The most
useful was paper [29], which served as a basis for our approach. Although our estimates
are quite elementary, and, probably not optimal, they provide bounds of correct orders
in α and the scaling parameters.
Sections 4, 5 are devoted to trace-class estimates for PDO’s with various jump dis-
continuities. The most basic estimates are those for the commutators [Opα(a), χΛ],
[Opα(a), PΩ,α] where Λ and Ω are graph-type domains, see Lemmas 4.3 and 4.5. Similar
bounds were derived in [40] for the case when one of the domains Λ,Ω is a half-space.
The new estimates which play a decisive role in the proof, are collected in Sect. 5. Here
the focus is on the PDO’s with discontinuous symbols sandwiched between weights hav-
ing disjoint supports. As in the case of smooth symbols in Sect. 3, it is important for
us to control the dependence of trace norms on the distance between the supports. The
simplest result in Sect. 5, illustrating this dependence is Lemma 5.1. The estimates cul-
minate in Lemma 5.5 which bounds the error incurred when replacing Λ by a half-space
in the operator T (a; Λ,Ω).
The estimate (6.1) obtained in Sect. 6 is used only for closing the asymptotics in
Sect. 12. In contrast to the results obtained in Sections 4 and 5, which estimate norms
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of commutators of smooth symbols with χΛ or PΩ,α, the bound (6.1) is essentially an
estimate for the commutator [χΛ, PΩ,α]. Thus it is not surprising that apart from the
standard term αd−1 the estimate acquires the factor logα.
Sect. 7 shows that using appropriate cut-offs, one can reduce the study of arbitrary
smooth domains to graph-type domains. This observation is conceptually straightfor-
ward, but technically important.
As explained in the Introduction, the asymptotics (2.21) and (2.22) are eventually
derived from the appropriate asymptotics in the one-dimensional case. All the necessary
information on the one-dimensional model problem is assembled in Sect. 8. The analysis
here is based on ideas from [39] and [40].
The proof of Theorem 2.8 starts in Sect. 9. Here we divide the domain Λ into
a boundary layer and inner part. In order to implement the idea of approximating the
domain Λ by a half-space, we construct a partition of unity subordinate to an appropriate
covering of the boundary layer by open sets of specific shape, and for each set perform
the approximation of Λ individually. A convenient covering is a diadic-type covering,
defined in Subsect. 9.1. Lemma 9.4 describes the sought approximation of Λ.
From the technical point of view, Sect. 10 is the most demanding: here we find the
local asymptotics on each of the covering sets described in Sect. 9. The calculations are
based on the asymptotics in the one-dimensional case obtained in Sect. 8.
All the intermediary results are put together in Sect. 11 where the proof of Theorem
2.8 is completed.
The asymptotics (1.2) is extended from polynomials to more general functions in Sect.
12. The argument is based on the sharp bounds of the type (1.6) derived in [11], [12].
They lead to Theorems 2.3 and 2.4.
Appendices 1-4 contain some technical material. In particular, Appendix 1 contains
the geometrical lemma about the function (1.10) mentioned in the Introduction.
3. Estimates for PDO’s with smooth symbols
In this technical section we establish estimates for the norms and trace norms of the
operators (2.1) – (2.3).
In Subsections 3.1 and 3.2 we assume that α = 1, which does not restrict generality
in view of the scaling invariance (2.10). On the other hand, in Subsection 3.4 it is more
convenient to allow arbitrary values α > 0.
3.1. Boundedness. To find convenient estimates for the norms we use the idea of [19],
Theorem 2 (see also [23], Lemma 2.3.2 for a somewhat simplified version).
Theorem 3.1. Let ω ≥ 0 be a number, and let p(x,y, ξ) be an amplitude such that for
some ω ≥ 0, the function
〈x− y〉−ω|∇n1x ∇n2y ∇mξ p(x,y, ξ)|
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is a bounded for all
n1, n2 ≤ r :=
[
d
2
]
+ 1, and m ≤ s := [d+ ω] + 1.
Then Opa1(p) is a bounded operator and
‖Opa1(p)‖ ≤ C max
n1,n2≤r,
m≤s
sup
x,y,ξ
〈x− y〉−ω|∇n1x ∇n2y ∇mξ p(x,y, ξ)|,
with a constant C depending only on d and ω.
Proof. Denote Opa1(p) = Op(p). Let us estimate
(Op(p)u, v) =
1
(2π)d
∫ ∫ ∫
eiξ·(x−y)p(x,y, ξ)u(y)v(x)dydξdx
=
1
(2π)2d
∫ ∫ ∫ ∫ ∫
ei(ξ−η)·xei(t−ξ)·yp(x,y, ξ)uˆ(t)vˆ(η)dydξdxdtdη
with arbitrary u, v ∈ C∞0 (Rd). Thus we may assume that p is in the Schwarz class on
R3d. Let P
(ξ)
x be the operator
1− iξ · ∇x
〈ξ〉2 .
Since P
(ξ)
x eiξ·x = eiξ·x, after integration by parts k times in x and y, we get
(2π)2d (Op(p)u, v)
=
∫ ∫ ∫ ∫ ∫
ei(ξ−η)·xei(t−ξ)·y
(
P
(ξ−η)
x
)k(
P
(t−ξ)
y
)k
p(x,y, ξ)uˆ(t)vˆ(η)dydξdxdtdη.
Since P
(x)
ξ e
iξ·x = eiξ·x, we can also integrate s times by parts in ξ:
(2π)2d(Op(p)u, v) =
∫ ∫ ∫ ∫ ∫
ei(ξ−η)·xei(t−ξ)·y
(
P
(x−y)
ξ
)s[(
P
(ξ−η)
x
)k(
P
(t−ξ)
y
)k
p(x,y, ξ)
]
uˆ(t)vˆ(η)dydξdxdtdη.
This integral is a finite sum of terms of the form∫ ∫ ∫ ∫ ∫
ei(ξ−η)·xei(t−ξ)·y gsm(x− y)φkn1(ξ − η)ψkn2(t− ξ)
pn1n2m(x,y, ξ)uˆ(t)vˆ(η)dydξdxdtdη,
where m ≤ s, n1, n2 ≤ k, |pn1n2m(x,y, ξ)| ≤ |∇n1x ∇n2y ∇mξ p(x,y, ξ)|, and
|φkn1(µ)|+ |ψkn2(µ)| ≤ C〈µ〉−k, |gsm(z)| ≤ C〈z〉−s.
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Rewrite the above integral in the form
I := (2π)d
∫ ∫ ∫
eiξ·(x−y)pn1n2m(x,y, ξ)gsm(x− y)Φ(x, ξ)Ψ(y, ξ)dxdydξ,
with
Φ(x, ξ) =
1
(2π)
d
2
∫
eiη·x φkn1(ξ − η) vˆ(η)dη,
Ψ(y, ξ) =
1
(2π)
d
2
∫
eit·yψkn2(t− ξ)uˆ(t)dt.
Both functions Φ and Ψ are L2(R2d) and
‖Ψ‖2
L
2 ≤ C‖u‖2
L
2 , ‖Φ‖2
L
2 ≤ C‖v‖2
L
2.
Indeed, by Parseval’s identity,
‖Φ‖2
L
2 =
∫ ∫
|φkn1(ξ − η)|2|vˆ(η)|2dξdη = ‖φkn1‖2L2‖v‖2L2 ,
and the norm of φkn1 is finite if we choose k > d/2. Similarly for Ψ. Thus the integral I
defined above can be estimated as follows:
|I| ≤ C sup
x,y,ξ
〈x− y〉−ω|pn1n2m(x,y, ξ)|
[∫ ∫ ∫
〈x− y〉−s+ω|Φ(x, ξ)|2dxdydξ
] 1
2
[∫ ∫ ∫
〈x− y〉−s+ω|Φ(y, ξ)|2dxdydξ
] 1
2
.
Here we have used Ho¨lder’s inequality. The product of the last two integrals equals
‖Φ‖L2‖Ψ‖L2
∫
〈z〉−s+ωdz,
and the integral of 〈z〉−s+ω is finite if we choose s > ω + d. 
One should say that there is a simpler looking test of boundedness for PDO’s of the
type Opl1(a) which requires no smoothness w.r.t. ξ, but imposes certain decay condition
at infinity in the variable x, see [18], Theorem 18.1.11’. A similar result can be also
obtained for the operator Opa1(p), but it would require from p(x,y, ξ) a decay in both x
and y, which is not convenient for us.
3.2. Trace class estimates. Again, we assume that α = 1. We are going to use the
ideas from [29]. In fact, our estimates are nothing but more precise quantitative variants
of Proposition 3.2 and Theorem 3.5 from [29].
Assuming that p ∈ L1(Rd), introduce the “double” Fourier transform:
pˆ(η,µ, ξ) =
1
(2π)d
∫ ∫
e−ix·η−iy·µp(x,y, ξ)dxdy.
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Lemma 3.2. Suppose that pˆ ∈ L1(Rd), p ∈ L1(Rd). Then for any h1, h2 ∈ L2(Rd) the
operator h1Op
a
1(p)h2 is trace class and
(3.1) ‖h1Opa1(p)h2‖S1 ≤ (2π)−2d‖h1‖L2‖h2‖L2
∫ ∫ ∫
|pˆ(η,µ, ξ)|dηdµdξ.
Proof. Represent the amplitude p as follows:
p(x,y, ξ) =
1
(2π)d
∫ ∫
eix·η+iy·µpˆ(η,µ, ξ)dηdµ.
Let gj, mj be two orthonormal sequences in L
2(Rd). Then
(h1Op
a
1(p)h2gj, mj) =
(
1
2π
)2d ∫ ∫ ∫ [∫
eix·ξ+ix·ηh1(x)mj(x)dx
×
∫
e−iy·ξ+iy·µh2(y)gj(y)dy
]
pˆ(η,µ, ξ)dξdηdµ,
and by the Bessel inequality,∑
j
|(h1Opa1(p)h2gj, mj)| ≤
(
1
2π
)2d
‖h1‖L2‖h2‖L2
∫ ∫ ∫
|pˆ(η,µ, ξ)|dηdµdξ.
By Theorems 11.2.3,4 from [3], page 246, the operator h1Op
a
1(p)h2 is trace class and its
trace norm satisfies the required bound. 
It is usually more convenient to write these estimates in terms of the amplitudes
themselves, and not their Fourier transforms. In all the statements below we always
assume that the amplitudes (symbols) have the required partial derivatives and that the
integrals involved, are finite.
Corollary 3.3. Let h1, h2 be arbitrary L
2-functions. Then
‖h1Opa1(p)h2‖S1 ≤ C‖h1‖L2‖h2‖L2
d+1∑
n1,n2=0
∫ ∫ ∫
|∇n1x ∇n2y p(x,y, ξ)|dxdydξ.
Proof. Integrating by parts, we get:
|pˆ(η,µ, ξ)| ≤ C(1 + |η|)−d−1(1 + |µ|)−d−1
d+1∑
n1,n2=0
∫ ∫
|∇n1x ∇n2y p(x,y, ξ)|dxdy.
Substituting this estimate in (3.1), we get the required result. 
It is also useful to have bounds for operators with h1 and h2 having disjoint supports.
Below we denote by ζ ∈ C∞(R) a function such that
(3.2) ζ(t) = 1 if |t| ≥ 2, and ζ(t) = 0 if |t| ≤ 1.
In all the subsequent estimates constants may depend on ζ and its derivatives, but it is
unimportant for our purposes.
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Corollary 3.4. Let h1, h2 be two L
2-functions. Suppose that p(x,y, ξ) = 0 if |x−y| ≤ R
with some R ≥ c. Then
‖h1Opa1(p) h2‖S1
≤ Cm‖h1‖L2‖h2‖L2
d+1∑
n1,n2=0
∫ ∫ ∫
|x−y|≥R
|∇n1x ∇n2y ∇mξ p(x,y, ξ)|
|x− y|m dxdydξ,(3.3)
for any m = 0, 1, . . . .
In particular, if p(x,y, ξ) depends only on x and ξ, i.e. p(x,y, ξ) = a(x, ξ), and the
essential supports of h1 and h2 are separated by a distance R, then
‖h1Opl1(a)h2‖S1+ ‖h1Opr1(a)h2‖S1
≤ Cm‖h1‖L2 ‖h2‖L2Rd−m
d+1∑
n=0
∫ ∫
|∇nx∇mξ a(x, ξ)|dxdξ,(3.4)
for any m ≥ d+ 1.
Proof. If the essential supports of h1 and h2 are separated by a distance R, then h1Op
a
α(p)h2
can be rewritten as
h1Op
a
1(p˜)h2, p˜(x,y, ξ) = p(x,y, ξ)ζ(2|x− y|R−1),
with the function ζ ∈ C∞(R) defined in (3.2). Thus the bound (3.4) immediately follows
from (3.3).
Proof of (3.3). Let P = −i|x − y|−2(x − y) · ∇ξ. Clearly, Peiξ·(x−y) = eiξ·(x−y), so,
integrating by parts m times, we get the following formula for the kernel of the operator
Opa(p):
1
(2π)d
∫
eiξ·(x−y)q(x,y, ξ)dξ,
with
q(x,y, ξ) = im
1
|x− y|2m
(
(x− y) · ∇ξ
)m
p(x,y, ξ).
It is straightforward to see that
d+1∑
n1,n2=0
|∇n1x ∇n2y q(x,y, ξ)| ≤ C
1
|x− y|m
d+1∑
n1,n2=0
|∇n1x ∇n2y ∇mξ p(x,y, ξ)|.
By Corollary 3.3 this implies the proclaimed result. 
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Lemma 3.5. Let h1, h2 be arbitrary L
2-functions. Then
‖h1Opa1(p)h2‖S1 ≤ CQ‖h1‖L2‖h2‖L2
×
d+1∑
n1,n2=0
Q∑
m=0
∫ ∫ ∫ |∇n1x ∇n2y ∇mξ p(x,y, ξ)|
1 + |x− y|Q dxdydξ,(3.5)
for any Q = 0, 1, . . . .
Proof. Let a function ζ be as defined in (3.2). Denote
p1(x,y, ξ) = p(x,y, ξ)(1− ζ(x− y)), p2(x,y, ξ) = p(x,y, ξ)ζ(x− y).
Estimate separately the trace norms of the operators h1Op
a
1(p1)h2 and h1Op
a
1(p2)h2.
Since |x− y| ≤ 2 on the support of p1, by Corollary 3.3, the trace norm of h1Opa1(p1)h2
does not exceed the right hand side of (3.5). For p2 one uses Corollary 3.4, which also
gives the required bound. 
In the next Theorem we replace the L2-norms of functions h1, h2 by much weaker ones.
Let C = [0, 1)d be the unit cube, and let Cz = C + z, z ∈ Rd. For s ∈ (0,∞] and any
function h ∈ L2loc introduce the following quasi-norm:
(3.6)

h s =
[∑
z∈Zd
(∫
Cz
|h(x)|2dx
) s
2
] 1
s
, 0 < s <∞,
h ∞ = supz∈Rd
(∫
Cz
|h(x)|2dx
) 1
2
, s =∞.
Theorem 3.6. Let h1, h2 be arbitrary L
2
loc-functions. Then
‖h1Opa1(p) h2‖S1
≤ CQ h1 ∞ h2 ∞
d+1∑
n1,n2=0
Q∑
m=0
∫ ∫ ∫ |∇n1x ∇n2y ∇mξ p(x,y, ξ)|
1 + |x− y|Q dxdydξ,(3.7)
for any Q = 0, 1, . . . .
In particular, if p(x,y, ξ) depends only on x and ξ, i.e. p(x,y, ξ) = a(x, ξ), then
‖h1Opl1(a)h2‖S1+ ‖h1Opr1(a)h2‖S1
≤ C h1 ∞ h2 ∞
d+1∑
n=0
d+1∑
m=0
∫ ∫
|∇nx∇mξ a(x, ξ)|dxdξ.(3.8)
Proof. The estimate (3.8) follows immediately from (3.7) with Q = d + 1. Let us prove
(3.7).
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Let ζj ∈ C∞0 (Rd), j ∈ Z, be a partition of unity subordinate to a covering of Rd by
unit cubes, such that the number of intersecting cubes is uniformly bounded, and
(3.9) |∇nxζj(x)| ≤ Cn, n = 1, 2, . . . ,
for all x ∈ Rd uniformly in j. By χj we denote the characteristic function of the cube
labeled j. In view of (3.9), for the amplitude
qj,s(x,y, ξ) = ζj(x)ζs(y)p(x,y, ξ),
we obtain from Lemma 3.5 that
‖h1χj Opa1(qj,s)h2χs‖S1
≤ C‖h1χj‖L2‖h2χs‖L2
d+1∑
n1,n2=0
Q∑
m=0
∫ ∫ ∫
χj(x)χs(y)
|∇n1x ∇n2y ∇mξ p(x,y, ξ)|
1 + |x− y|Q dxdydξ,
The L2-norms of h1χj and h2χs are estimated by h1 ∞ and h2 ∞ respectively. Thus,
remembering that the number of intersecting cubes is uniformly bounded, we obtain
from the bound
‖h1Opa1(p)h2‖S1 ≤
∑
j,s
‖h1Opa1(qj,s)h2‖S1 ,
the required estimate (3.7). 
In the same way one proves the “local” variant of Corollary 3.4:
Theorem 3.7. Let h1, h2 be two L
2-functions. Suppose that p(x,y, ξ) = 0 if |x−y| ≤ R
with some R ≥ c. Then
‖h1Opa1(p)h2‖S1 ≤ C h1 ∞ h2 ∞
d+1∑
n1,n2=0
∫ ∫ ∫
|x−y|≥R
|∇n1x ∇n2y ∇mξ p(x,y, ξ)|
|x− y|m dxdydξ,
for any m = 0, 1, . . . .
In particular, if p(x,y, ξ) depends only on x and ξ, i.e. p(x,y, ξ) = a(x, ξ), and the
essential supports of h1 and h2 are separated by a distance R, then
‖h1Opl1(a)h2‖S1+ ‖h1Opr1(a)h2‖S1
≤ Cm h1 ∞ h2 ∞Rd−m
d+1∑
n=0
∫ ∫
|∇nx∇mξ a(x, ξ)|dxdξ,(3.10)
for any m ≥ d+ 1.
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3.3. Operators of a special form. In addition to the general PDO’s we often work
with operators of the form hOp1(a), a = a(ξ), which have been studied quite extensively.
We need the following estimate which can be found in [2], Theorem 11.1 (see also [4],
Section 5.8), and for s ∈ [1, 2) in [32], Theorem 4.5.
Proposition 3.8. Suppose that h ∈ L2loc(Rd) and a ∈ L2loc(Rd) are functions such that
h s, a s <∞ with some s ∈ (0, 2). Then hOpα(a) ∈ Ss and
‖hOp1(a)‖Ss ≤ C h s a s.
3.4. Amplitudes from classes S(n1,n2,m): semi-classical estimates. Here we apply
the trace class estimates obtained so far to symbols and amplitudes from the classes
S(n1,n2,m). Now we are concerned with estimates for α-PDO, with an explicit control
of dependence on α. Moreover, we shall explicitly monitor the dependence on scaling
parameters in terms of norms N(n1,n2,m)(p; ℓ, ρ).
Lemma 3.9. Assume that p ∈ S(k,k,d+1) with
(3.11) k =
[
d
2
]
+ 1.
Let ℓ > 0, ρ > 0 be two parameters such that αℓρ ≥ c. Then Opaα(p) is a bounded operator
and
(3.12) ‖Opaα(p)‖ ≤ CN(k,k,d+1)(p; ℓ, ρ).
Proof. Using (2.12) with ℓ1 = (αρ)
−1, ρ1 = ρ, and the unitary equivalence (2.10), we
conclude that it suffices to prove the sought inequalities for α = ρ = 1 and arbitrary
ℓ ≥ c. Without loss of generality suppose also that N(k,k,d+1)(p; ℓ, 1) = 1, so that
|∇n1x ∇n2y ∇mξ p(x,y, ξ)| ≤ ℓ−n1−n2 ≤ C,
for all n1, n2 ≤ k,m ≤ d + 1. Now the required bound follows from Theorem 3.1 with
ω = 0. 
Lemma 3.10. Suppose that p ∈ S(k,k,d+2) with k defined in (3.11), and that αℓρ ≥ c.
Denote a(x, ξ) = p(x,x, ξ). Then a ∈ S(k,d+2), and
(3.13) ‖Opaα(p)−Oplα(a)‖ ≤ C(αℓρ)−1N(k,k,d+2)(p; ℓ, ρ).
Moreover, for any symbol a ∈ S(k,d+2), we have
(3.14) ‖Oprα(a)−Oplα(a)‖ ≤ C(αℓρ)−1N(k,d+2)(a; ℓ, ρ).
Proof. The bound (3.14) follows from (3.13) with p(x,y, ξ) = a(y, ξ), so that p ∈
S(k,k,d+2) and N(n1,n2,m)(p; ℓ, ρ) = N(n2,m)(a; ℓ, ρ) for n1, n2 ≤ k, and m ≤ d+ 2.
As in the proof of Lemma 3.9, in view of (2.12) and (2.10) we may assume that
α = 1, ρ = 1 and ℓ ≥ c. In order to apply Theorem 3.1 note that the amplitude
b(x,y, ξ) = p(x,y, ξ)− p(x,x, ξ) satisfies the bounds
|∇n1x ∇n2y ∇mξ b(x,y, ξ)| ≤ Cℓ−n1−n2N(k,k,d+2)(p; ℓ, 1),
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for any n1, n2 ≤ k,m ≤ d+ 2, and
|∇mξ b(x,y, ξ)| ≤ ℓ−1N(0,1,d+2)(p; ℓ, 1)|x− y|,
for any m ≤ d+ 2. Therefore,
〈x− y〉−1|∇n1x ∇n2y ∇mξ b(x,y, ξ)| ≤ Cℓ−1N(k,k,d+2)(p; ℓ, 1), n1, n2 ≤ k,m ≤ d+ 2.
Now by Theorem 3.1 with ω = 1 we get
‖Opaα(b)‖ ≤ Cℓ−1N(k,k,d+2)(p; ℓ, 1),
which leads to (3.13). 
Now we obtain appropriate trace class bounds. All bounds will be derived under one
of the following conditions. For the operator Opaα(p) we assume that
the support of the amplitude p = p(x,y, ξ) is contained
either in B(z, ℓ)× Rd ×B(µ, ρ)(3.15)
or in Rd × B(z, ℓ)×B(µ, ρ),(3.16)
with some z,µ ∈ Rd and some ℓ > 0, ρ > 0. For the operators Oplα(a),Oprα(a) we assume
that
(3.17) the support of the symbol is contained in B(z, ℓ)×B(µ, ρ).
The constants in the obtained estimates will be independent of z, µ and ℓ, ρ.
Lemma 3.11. Let p ∈ S(d+1,d+1,d+1) be an amplitude satisfying either the condition
(3.15) or (3.16), and let a ∈ S(d+1,d+1) be a symbol satisfying the condition (3.17).
(1) If αℓρ ≥ c, then Opaα(p) ∈ S1 and Oplα(a) ∈ S1, Oprα(a) ∈ S1, and
(3.18) ‖Opaα(p)‖S1 ≤ C(αℓρ)dN(d+1,d+1,d+1)(p; ℓ, ρ),
(3.19) ‖Oplα(a)‖S1 ≤ C(αℓρ)dN(d+1,d+1)(a; ℓ, ρ).
(2) If a ∈ S(d+1,m) with some m ≥ d+1, and h1, h2 are L2loc-functions, whose supports
are separated by a distance R > 0. Suppose that αρR ≥ c and αℓρ ≥ c. Then
h1Op
l
α(a)h2 ∈ S1 and
‖h1Oplα(a)h2‖S1+ ‖h1Oprα(a)h2‖S1
≤ Cm(αℓρ)d(αRρ)−m+d h1 ∞ h2 ∞N(d+1,m)(a; ℓ, ρ),(3.20)
where the norm · s is defined in (3.6).
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Proof. The estimate (3.19) is a special case of (3.18).
In view of (2.6) for both (3.18) and (3.20) we may assume that z = µ = 0. Further-
more, using (2.12) and (2.10) with ℓ1 = (αρ)
−1, ρ1 = ρ, we see that it suffices to prove
the sought inequalities for α = 1, ρ = 1 and arbitrary ℓ ≥ c, and, in the case of (3.20),
arbitrary R > c. Assume without loss of generality that N(d+1,d+1,d+1)(p; ℓ, 1) = 1 and
N(d+1,m)(a; ℓ, 1) = 1.
Proof of (3.18). Suppose for definiteness that the support of the amplitude p satisfies
(3.15). Since
|∇n1x ∇n2y ∇mξ p(x,y, ξ)| ≤ ℓ−n1−n2χ0,ℓ(x)χ0,1(ξ) ≤ Cχ0,ℓ(x)χ0,1(ξ),
for all n1, n2 ≤ d + 1 and m ≤ d + 1, the bound (3.7) with Q = d + 1 and h1 = h2 = 1
gives that
‖Op11(p)‖S1 ≤ C
∫
|ξ|≤1
∫
Rd
∫
|x|≤ℓ
1
1 + |x− y|d+1dxdydξ ≤ Cℓ
d,
which leads to (3.18).
Proof of (3.20). Since
|∇nx∇sξa(x, ξ)| ≤ ℓ−nχ0,ℓ(x)χ0,1(ξ) ≤ Cχ0,ℓ(x)χ0,1(ξ),
for all n ≤ d+ 1 and s ≤ m, the bound (3.10) with h1 = h2 = 1 gives that
‖h1Opl1(a)h2‖S1 + ‖h1Opr1(a)h2‖S1 ≤ C h1 ∞ h2 ∞Rd−m
∫
|ξ|≤1
∫
|x|≤ℓ
dxdξ
≤ C h1 ∞ h2 ∞Rd−mℓd,
which leads to (3.20). 
Lemma 3.12. Let p ∈ S(d+1,d+1,d+2) be an amplitude satisfying either the condition (3.15)
or (3.16), and let a ∈ S(d+1,d+2) be a symbol satisfying the condition (3.17). Suppose that
αℓρ ≥ c. Denote b(x, ξ) = p(x,x, ξ). Then b ∈ S(d+1,d+2), it satisfies (3.17), and
(3.21) ‖Opaα(p)−Oplα(b)‖S1 ≤ C(αℓρ)d−1N(d+1,d+1,d+2)(p; ℓ, ρ).
Moreover,
(3.22) ‖Oprα(a)−Oplα(a)‖S1 ≤ C(αℓρ)d−1N(d+1,d+2)(a; ℓ, ρ).
Proof. The bound (3.22) follows from (3.21) with p(x,y, ξ) = a(y, ξ), so that p ∈
S(d+1,d+1,d+2) and N(d+1,d+1,d+2)(p; ℓ, ρ) = N(d+1,d+2)(a; ℓ, ρ).
Proof of (3.21). As in the proof of Lemma 3.11, in view of (2.6), (2.12) and (2.10)
we may assume that z = µ = 0 and α = 1, ρ = 1 and ℓ ≥ c. For definiteness sup-
pose that the condition (3.15) is satisfied. Without loss of generality assume that
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N(d+1,d+1,d+2)(p; ℓ, 1) = 1. In order to apply Theorem 3.6 note that the amplitude
g(x,y, ξ) = p(x,y, ξ)− p(x,x, ξ) satisfies the bounds
|∇n1x ∇n2y ∇mξ g(x,y, ξ)| ≤ Cℓ−n1−n2χ0,ℓ(x)χ0,1(ξ),
|∇mξ g(x,y, ξ)| ≤ ℓ−1|x− y|χ0,ℓ(x)χ0,1(ξ),
for any n1, n2 ≤ d+ 1 and m ≤ d+ 2, so that
|∇n1x ∇n2y ∇mξ g(x,y, ξ)| ≤ Cℓ−1〈x− y〉χ0,ℓ(x)χ0,1(ξ), n1, n2 ≤ d+ 1, m ≤ d+ 2.
Thus by Theorem 3.6 with Q = d+ 2, we have
‖Opaα(g)‖S1 ≤ Cℓ−1
∫
|ξ|≤1
∫
|x|≤ℓ
∫
1
1 + |x− y|d+1dydxdξ ≤ Cℓ
d−1,
which is the required bound. 
Corollary 3.13. Let a, b ∈ S(d+1,d+2) be two symbols such that either a or b satisfies
(3.17). Suppose that αℓρ ≥ c. Then
(3.23) ‖Oplα(a) Oplα(b)−Oplα(ab)‖S1 ≤ C(αℓρ)d−1N(d+1,d+2)(a; ℓ, ρ)N(d+1,d+2)(b; ℓ, ρ).
Proof. Suppose that a satisfies (3.17). By (3.19) and (3.14),
‖Oplα(a) Oplα(b)−Oplα(a) Oprα(b)‖S1 ≤ ‖Oplα(a)‖S1‖Oplα(b)−Oprα(b)‖
≤ C(αℓρ)d−1N(d+1,d+1)(a; ℓ, ρ)N(k,d+2)(b; ℓ, ρ),(3.24)
where k is defined in (3.11). The operator Oplα(a) Op
r
α(b) has the form Op
a
α(p) with
p(x,y, ξ) = a(x, ξ)b(y, ξ). Clearly, p satisfies the condition (3.15), p ∈ S(d+1,d+1,d+2) and
N
(d+1,d+1,d+2)(p; ℓ, ρ) ≤ CN(d+1,d+2)(a; ℓ, ρ)N(d+1,d+2)(b, ℓ, ρ).
The symbol of Oplα(ab) is p(x,x, ξ). Thus by (3.21),
‖Oplα(a) Oprα(b)−Oplα(ab)‖S1 ≤ C(αℓρ)d−1N(d+1,d+2)(a; ℓ, ρ)N(d+1,d+2)(b, ℓ, ρ).
Together with (3.24) this gives (3.23).
The case when b satisfies (3.17) is done in a similar way, and we omit the proof. 
We need also an estimate for the trace of the difference (Oplα(a))
m−Oplα(am) with an
explicit control of the dependence on m.
Lemma 3.14. Let a ∈ S(d+2,d+2) satisfy (3.17). Suppose that αℓρ ≥ 1. Then
(3.25) ‖(Oplα(a))m −Oplα(am)‖S1 ≤ Dm−1(m− 1)2(d+2)(αℓρ)d−1(N(d+1,d+2)(a; ℓ, ρ))m,
for any m = 1, 2, . . . , with the constant
D = Dtr +Dnorm,
where Dnorm, Dtr are the constants in the bounds (3.12) and (3.23) respectively under
the condition αℓρ ≥ 1.
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Proof. Suppose without loss of generality that ℓ = ρ = 1 and N(d+1,d+2)(a; 1, 1) = 1, so
that by Lemma 3.9,
‖Oplα(a)‖ ≤ Dnorm, if α ≥ 1.
Note that
(3.26) N(d+1,d+2)(ap; 1, 1) ≤ p2(d+2),
for any p = 1, 2, . . . .
We prove the estimate (3.25) by induction. For m = 2 it follows from (3.23) that
‖(Oplα(a))2 −Oplα(a2)‖S1 ≤ Dtrαd−1 ≤ Dαd−1.
Suppose that the sought estimate holds for m = p, i.e.
(3.27) ‖(Oplα(a))p −Oplα(ap)‖S1 ≤ Dp−1(p− 1)2(d+2)αd−1,
and let us show that it holds for m = p+ 1. Rewrite:(
Oplα(a)
)p+1 −Oplα(ap+1) = [(Oplα(a))p −Oplα(ap)]Oplα(a)
+
[
Oplα(a
p) Oplα(a)−Oplα(ap+1)
]
.
By (3.27), (3.26) and (3.23),
‖(Oplα(a))p+1 −Oplα(ap+1)‖S1 ≤ Dp−1(p− 1)2(d+2)Dnormαd−1 +Dtrp2(d+2)αd−1
≤ p2(d+2)αd−1(Dp−1Dnorm +Dtr).
Since Dnorm ≥ 1, the right-hand side of the above bound does not exceed Dpp2(d+2)αd−1,
as required. 
4. Trace-class estimates for operators with non-smooth symbols
Here we obtain trace class estimates for operators with symbols having jump dis-
continuities. More precisely, we consider symbols containing characteristic functions χΛ
and/or PΩ,α. For d ≥ 2 both domains Λ and Ω are supposed to be C1-graph-type domain.
We intend to consider the cases d ≥ 2 and d = 1 simultaneously. For d = 1 we assume
as a rule that Λ and Ω are half-infinite open intervals. For the reference convenience we
state these conditions explicitly:
Condition 4.1. If d = 1, then Λ = {x ∈ R : x ≥ x0} and Ω = {ξ ∈ R : ξ ≥ ξ0} with
some x0, ξ0 ∈ R.
If d ≥ 2, then both Λ and Ω are C1-graph-type domains in the sense of Definition
2.1, i.e. Λ = Γ(Φ;OΛ,kΛ), Ω = Γ(Ψ;OΩ,kΩ) with some Euclidean isometries (OΛ,kΛ),
(OΩ,kΩ) and some C
1-functions Φ, Ψ, satisfying the conditions (2.14).
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The precise values of the constantsMΦ = ‖∇Φ‖L∞ andMΨ = ‖∇Ψ‖L∞ do not play any
role in this section. In fact, our results will be uniform in the functions Φ, Ψ, satisfying
the condition
(4.1) max(MΦ,MΨ) ≤M,
with some constant M . Referring to the unitary equivalence (2.7), we often assume that
either OΛ = I,kΛ = 0, or OΩ = I,kΩ = 0.
4.1. A partition of unity. For any C1-graph-type domain Λ we construct a specific
partition of unity on Rd. The following remark on the domain Λ = Γ(Φ; I, 0) will be
useful for this construction. In view of the condition (4.1),
(4.2) |xd − Φ(xˆ)−
(
yd − Φ(yˆ)
)| ≤ 〈M〉 |x− y|, 〈M〉 := √1 +M2
for all x,y ∈ Rd. In particular, if x ∈ Λ and y /∈ Λ, i.e. if xd > Φ(xˆ) and yd ≤ Φ(yˆ), we
have xd − Φ(xˆ) ≤ 〈M〉 |x− y|, and hence
(4.3) dist{x, ∁Λ} ≥ 1〈M〉
(
xd − Φ(xˆ)
)
, x ∈ Λ = Γ(Φ; I, 0),
where ∁Λ is the standard notation for the complement of Λ.
Lemma 4.2. Let Λ = Γ(Φ;O,k) be a graph type domain with Φ satisfying the condition
(4.1), and let
Λ(t) = Γ(Φ + t;O,k), t ∈ R.
Then for any δ > 0 there exist two non-negative functions ζ1 = ζ
(δ)
1 , ζ2 = ζ
(δ)
2 ∈ C∞(Rd)
such that ζ1 + ζ2 = 1,
ζ1(x) =
{
0, if x /∈ Λ(δ),
1, if x ∈ Λ(3δ〈M〉),
and
(4.4) |∇sζ1(x)|+ |∇sζ2(x)| ≤ Csδ−s, s = 1, 2, . . . ,
uniformly in x, with constants Cs, which may depend on M , but are independent of the
function Φ, satisfying (4.1), on the transformation O or on the vector k.
Proof. Since the left-hand side of (4.4) is invariant with respect to the orthogonal trans-
formations and translations, without loss of generality we may assume that O = I and
k = 0. Let ψj ∈ C∞0 , j = 1, 2, . . . , be a partition of unity of Rd subordinate to the
covering of Rd by balls of radius 2 centred at the points of the integer lattice Zd. Clearly,
|∇sψj(x)| ≤ Cs,
uniformly in j. Denote
φj(x) = ψj(xδ
−1),
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so that the functions φj ∈ C∞0 , j = 1, 2, . . . , form a partition of unity subordinate to the
covering of Rd by balls of radius 2δ, centred at the points of the lattice (δZ)d. Moreover,
φj have the property that
(4.5) |∇sφj(x)| ≤ Csδ−s,
uniformly in k. Define
ζ1(x) =
∑
j
φj(x),
where the summation is taken over all indices j such that
φj(x)χΛ(δ)(x) = φj(x),
so that ζ1(x) = 0 for x /∈ Λ(δ). By (4.3) the distance from any point x ∈ Λ(ǫ), ǫ > δ to
∁Λ(δ) is bounded from below by 〈M〉−1(ǫ− δ), so we conclude that
dist{Λ(R), ∁Λ(δ)} ≥ 2δ, R = 3δ〈M〉.
Consequently ζ1(x) = 1 for all x ∈ Λ(R), as required. Define ζ2 = 1 − ζ1. Then (4.4) is
satisfied in view of (4.5). This completes the proof. 
For the functions ζ1, ζ2 constructed in the above lemma we write sometimes ζ
(δ)
1 (x; Λ)
and ζ
(δ)
2 (x; Λ).
4.2. Trace class estimates. Assume as before, that Condition 4.1 is satisfied. If d ≥ 2,
the in all subsequent estimates the constants are independent of the transformations
(OΛ,kΛ) and (OΩ,kΩ), and are uniform in the functions Φ and Ψ satisfying (4.1), but
may depend on the constant M in (4.1). If d = 1, then the estimates are uniform in the
numbers x0, ξ0, which enter the definitions of Λ and Ω.
As in the previous section we assume as a rule that the symbols are compactly sup-
ported and satisfy the condition (3.17). The constants in the obtained estimates will be
independent of z, µ and ℓ, ρ.
Lemma 4.3. Suppose that the symbol a ∈ S(d+1,d+2) satisfies (3.17) if d ≥ 2, and that
it is supported on R × B(µ, ρ) if d = 1, with some µ ∈ R. Assume that αℓρ ≥ c. Let
Opα(a) denotes any of the operators Op
l
α(a) or Op
r
α(a). Then
(4.6) ‖χΛOpα(a)(1− χΛ)‖S1 ≤ C(αℓρ)d−1N(d+1,d+2)(a; ℓ, ρ),
and
(4.7) ‖[Opα(a), χΛ]‖S1 ≤ C(αℓρ)d−1 N(d+1,d+2)(a; ℓ, ρ).
Proof. For definiteness we prove the above estimates for the operator Oplα(a).
The estimate (4.7) follows from from (4.6) due to the identity
[Oplα(a), χΛ] = (1− χΛ) Oplα(a)χΛ − χΛOplα(a)(1− χΛ).
Let us prove (4.6). In view of (2.6), (2.13) and (2.7) we may assume that OΛ = I,k = 0,
i.e. Λ = Γ(Φ; I, 0), if d ≥ 2, and Λ = (0,∞), if d = 1.
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Assume that d ≥ 2. Using (2.12), (2.11) and (2.10) with ℓ1 = (αρ)−1, ρ1 = ρ, one
reduces the estimate (4.6) to
‖χΛℓ1 Opl1(aℓ1,ρ1)(1− χΛℓ1 )‖S1 ≤ C(αℓρ)d−1 N(d+1,d+2)(aℓ1,ρ1 ;αρℓ, 1),
where we have used the notation Λℓ1 = Γ(Φℓ1 ; I, 0), Φℓ1(xˆ) = ℓ
−1
1 Φ(ℓ1xˆ). Thus in view
of (2.17) it suffices to prove (4.6) for α = ρ = 1, and arbitrary ℓ ≥ c.
The next step is to replace the characteristic functions with their smoothed-out ver-
sions. Let ζ1 and ζ2 be the functions constructed in Lemma (4.2) for δ = 1. It is clear
that
χΛ(x) ≤ ζ1(x; Λ(−3〈M〉)), 1− χΛ(x) ≤ ζ2(x; Λ).
Therefore it suffices to estimate the trace-norm of the operator
ζ1Op
l
1(a)ζ2.
Denote
(4.8) p(x,y, ξ) = ζ1(x; Λ
(−3〈M〉))a(x, ξ)ζ2(y; Λ),
so that by (4.4),
|∇n1x ∇n2y ∇mξ p(x,y, ξ)| ≤ CN(n1,m)(a; ℓ, 1)χz,ℓ(x)χµ,1(ξ),
for all n1 ≤ d+ 1, m ≤ d+ 2 and all n2. Here we have used the fact that ℓ ≥ c. For the
sake of brevity assume, without loss of generality, that
N
(d+1,d+2)(a; ℓ, 1) = 1.
By Theorem 3.6 with Q = d+ 2,
‖Opa1(p)‖S1 ≤ C
∫
xd≥Φ(xˆ)−3〈M〉
∫
yd≤Φ(yˆ)+3〈M〉
∫
χz,ℓ(x) χµ,1(ξ)
1 + |x− y|d+2 dξdydx
≤ C(I1(ℓ) + I2(ℓ)),
where
I1(ℓ) =
∫
xd≥Φ(xˆ)+3〈M〉
∫
yd≤Φ(yˆ)+3〈M〉
χz,ℓ(x)
1 + |x− y|d+2dydx,
I2(ℓ) =
∫
|xd−Φ(xˆ)|≤3〈M〉
∫
χz,ℓ(x)
1 + |x− y|d+2dydx.
By (4.3), in the integral I1(ℓ) we have
|x− y| ≥ 1〈M〉(xd − Φ(xˆ)− 3〈M〉).
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Thus we get
I1(ℓ) ≤ C
∫
xˆ∈B(zˆ,ℓ)
∫
xd≥Φ(xˆ)+3〈M〉
(
1 + |xd − Φ(xˆ)− 3〈M〉|2
)−1
dxddxˆ
≤ C˜
∫
xˆ∈B(zˆ,ℓ)
dxˆ ≤ C ′ℓd−1.
The integral I2(ℓ) is estimated in a more straightforward way:
I2(ℓ) ≤ C
∫
xˆ∈B(zˆ,ℓ)
∫
|xd−Φ(xˆ)|≤3〈M〉
dxddxˆ ≤ C˜
∫
xˆ∈B(zˆ,ℓ)
dxˆ ≤ C ′ ℓd−1,
so that I1(ℓ) + I2(ℓ) ≤ Cℓd−1, which entails (4.6).
Suppose now that d = 1. As in the case d ≥ 2 it suffices to prove the estimate for
α = ρ = 1 and arbitrary ℓ ≥ c. Let p(x, y, ξ) = ζ1(x)a(x, ξ)ζ2(y) with ζ1, ζ2 ∈ C∞ such
that
ζ1(x) =
{
1, x > 0,
0, x < −1, ζ2(x) =
{
1, x < 0,
0, x > 1.
Then
|∂n1x ∂n2y ∂mξ p(x, y, ξ)| ≤ CN(n1,m)(a; ℓ, 1)χµ,1(ξ).
Therefore Theorem 3.6 with Q = 3 gives
‖Opa1(p)‖S1 ≤ CN(2,3)(a; ℓ, 1)
∫
x≥−1
∫
y≤+1
∫
χµ,1(ξ)
1 + |x− y|3dξdxdy ≤ C
′
N
(2,3)(a; ℓ, 1),
which leads to (4.6) 
Corollary 4.4. Let d = 1, and let a ∈ S(3) be a function supported on (µ − ρ, µ + ρ)
with some µ ∈ R, ρ > 0. Suppose that Λ = (x0,∞) with some x0 ∈ R. Then
(4.9) ‖χΛOpα(a)(1− χΛ)‖S1 ≤ CN(3)(a; ρ),
and
(4.10) ‖[Opα(a), χΛ]‖S1 ≤ CN(3)(a; ρ),
for all α > 0 and ρ > 0, uniformly in x0, µ ∈ R.
Proof. Consider a = a(ξ) as a function of two variables x, ξ, so that
N
(2,3)(a; ℓ, ρ) = N(3)(a; ρ)
for any ℓ > 0. Thus, using (4.6) and (4.7) with ℓ = (αρ)−1 we get (4.9) and (4.10) for
arbitrary α > 0 and ρ > 0. 
We need a similar result for the operator PΩ,α instead of χΛ:
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Lemma 4.5. Suppose that the symbol a ∈ S(d+2,d+1) satisfies (3.17), and that it is
supported on (z − ℓ, z + ℓ) × R with some z ∈ R if d = 1. Assume that αℓρ ≥ c. Let
Opα(a) denotes any of the operators Op
l
α(a) or Op
r
α(a). Then
(4.11) ‖PΩ,αOpα(a)(1− PΩ,α)‖S1 ≤ C(αℓρ)d−1N(d+2,d+1)(a; ℓ, ρ),
and
(4.12) ‖[Opα(a), PΩ,α]‖S1 ≤ C(αℓρ)d−1N(d+2,d+1)(a; ℓ, ρ).
Proof. Inverting the roles of the variables x and ξ, one obtains the above estimates
directly from Lemma 4.3. 
Let us prove the analogue of Corollary 3.13 for the operators of the form T (a; Λ,Ω).
Corollary 4.6. Let d ≥ 1 and αℓρ ≥ c. Let a, b ∈ S(d+2,d+2) be symbols, such that either
a or b satisfies the condition (3.17). Then
‖T (a)T (b)− T (1)T (ab)‖S1 + ‖T (b)T (a)− T (ab)T (1)‖S1 + ‖[T (a), T (b)]‖S1
≤ C(αℓρ)d−1N(d+2,d+2)(a; ℓ, ρ)N(d+2,d+2)(b; ℓ, ρ).(4.13)
Proof. For definiteness assume that a satisfies (3.17). For brevity we write Op instead
of Oplα. Then
‖T (a)T (b)− T (1)T (ab)‖S1 ≤ 2‖[Op(a), PΩ,α]‖S1‖Op(b)‖
+ ‖[Op(a), χΛ]‖S1‖Op(b)‖ + ‖Op(a) Op(b)−Op(ab)‖S1 .
The claimed estimate for T (a)T (b) − T (1)T (ab) follows from (4.7), (4.12) Lemma 3.9
and Corollary 3.13. In the same way one proves the required bound for the trace norm
of T (b)T (a)− T (ab)T (1).
Using any of these two bounds for the symbols a′ = ab and b′ = 1 we get the same
estimate for the trace norm of T (ab)T (1) − T (1)T (ab), which leads to (4.13) for the
commutator [T (a), T (b)]. 
We need a version of the above lemma for the one-dimensional case with a specific
choice of a and b:
Lemma 4.7. Let d = 1, and let a = a(ξ), b = b(ξ) be functions from S(3) such that
either a or b is supported on (µ − ρ, µ + ρ) with some µ ∈ R and ρ > 0. Assume that
Λ = (x0,∞) with some x0 ∈ R, and let Ω be an arbitrary open subset of R. Then for all
α > 0, ρ > 0 we have
‖T (a)T (b)− T (ab)T (1)‖S1 + ‖T (a)T (b)− T (1)T (ab)‖S1
+ ‖[T (a), T (b)]‖S1 ≤ CN(3)(a; ρ) N(3)(b; ρ),(4.14)
with a constant independent of x0, µ and Ω.
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Proof. For definiteness assume that b is supported on (µ−ρ, µ+ρ). For brevity we write
Op instead of Oplα. Since [Op(b), PΩ,α] = 0 and Op(a) Op(b) = Op(ab), we can write
‖T (a)T (b)− T (ab)T (1)‖S1 + ‖T (b)T (a)− T (1)T (ab)‖S1
≤ 2‖[Op(b), χΛ]‖S1‖Op(a)‖ ≤ C‖a‖L∞N(3)(b; ρ).
At the last step we have used (4.10). Using either of the above estimates for b′ = ab, a′ =
1, we get the estimate (4.14) for the trace norm of T (ab)T (1) − T (1)T (ab). This leads
to the same bound for the commutator [T (a), T (b)]. 
5. Further trace-class estimates for operators with non-smooth
symbols
5.1. Weights with disjoint supports. Here we obtain more special bounds for trace
norms of PDO’s with discontinuous symbols.
As in Section 4, we always assume that both domains Λ and Ω satisfy Condition 4.1.
To avoid cumbersome proofs in this section we always assume that d ≥ 2, although many
of the estimates easily generalize to d = 1. As before, in all subsequent estimates the
constants are independent of the functions Φ and Ψ defining Λ and Ω, but may depend
on the constant M in (4.1).
It is technically convenient to introduce smoothed-out versions of the characteristic
functions of the balls. Let h, η ∈ C∞0 (Rd) be two non-negative functions such that
0 ≤ h ≤ 1, 0 ≤ η ≤ 1, h(x) = 1 for |x| ≤ 1, and h(x) = 0 for |x| ≥ 5/4; η(ξ) = 1 for
|ξ| ≤ 1, and η(ξ) = 0 for |ξ| ≥ 5/4. Denote
(5.1)
{
hz,ℓ(x) = h
(
(x− z)ℓ−1);
ηµ,ρ(ξ) = η
(
(ξ − µ)ρ−1), Ξµ,ρ = Opα(ηµ,ρ).
Constants in all estimates will be independent of z,µ and ρ, ℓ.
Lemma 5.1. Let αℓρ ≥ c. Then for any r ≥ 8/5,
(5.2) ‖hz,ℓΞµ,ρPΩ,α
(
1− hz,rℓ
)‖S1 + ‖(1− hz,rℓ)Ξµ,ρPΩ,αhz,ℓ‖S1 ≤ C(αℓρ)d−1r−ω,
with arbitrary ω < 1/2, uniformly in z,µ ∈ Rd. The constant C is independent of the
parameters α, ℓ, ρ.
Proof. For brevity we write Opα instead of Op
l
α. Furthermore, we make some assump-
tions which do not restrict generality.
(1) By virtue of (2.6) and (2.7) we may assume that the coordinates are chosen in
such a way that Ω = Γ(Ψ; I, 0);
(2) Using (2.12), (2.17) and (2.10) with ℓ1 = ℓ and ρ1 = (αℓ)
−1, we conclude that it
suffices to prove the estimate for ℓ = α = 1 and ρ ≥ c.
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It is sufficient to establish the sought bound for the first term on the left-hand side of
(5.2), since the estimated operators are mutually adjoint.
Split the symbol ηµ,ρχΩ into two parts: smooth and non-smooth in the following way.
Let ζ
(δ)
1 (ξ) = ζ
(δ)
1 (ξ; Ω) and ζ
(δ)
2 (ξ) = ζ
(δ)
2 (ξ; Ω) be the functions constructed in Lemma
4.2 for δ > 0. Define
ηµ,ρχΩ = ψ1 + ψ2χΩ, ψj = ηµ,ρζ
(δ)
j , j = 1, 2.
To handle ψ1 note that in view of (4.4),
(5.3) |∇mξ ψ1(ξ)| ≤
{
Cρ−m, ξd −Ψ(ξˆ) ≥ 3〈M〉δ,
Cδ−m, |ξd −Ψ(ξˆ)| ≤ 3〈M〉δ,
for all ξ ∈ B(µ, 5ρ/4), and all m = 0, 1, . . . . As r ≥ 8/5, the distance between the
supports of h = hz,1 and h˜ = 1− hz,r is at least 7r/32. Thus, to estimate the trace-class
norm, we can use Theorem 3.7. Precisely, using (3.10), one obtains:
‖h Op1(ψ1)h˜‖S1
≤ Crd−m
[
ρ−m
∫
|ξ−µ|≤5ρ/4
ξd−Ψ(ξˆ)≥3〈M〉δ
∫
|x−z|≤2
dxdξ + δ−m
∫
|ξ−µ|≤5ρ/4
|ξd−Ψ(ξˆ)|≤3〈M〉δ
∫
|x−z|≤2
dxdξ
]
≤ C((ρr)d−m + ρd−1rd−mδ1−m).(5.4)
To handle Op1(ψ2χΩ) we recall, that by definition of ζ
(δ)
2 , the symbol ψ2χΩ is supported
in
{ξ : |ξ − µ| ≤ 5ρ/4, |ξd −Ψ(ξˆ)| ≤ 3〈M〉δ},
so that ψχΩ 1 ≤ Cδ 12ρd−1, see (3.6) for definition of · s. Therefore, by Proposition
3.8,
‖hOp1(ψ2)PΩ,αh˜‖S1 ≤ ‖hOp1(ψ2χΩ)‖S1 ≤ Cδ
1
2ρd−1.
Together with (5.4) this gives
‖hΞµ,ρPΩ,αh˜‖S1 ≤ C
[
(ρr)d−m + ρd−1
(
rd−mδ1−m + δ
1
2
)]
.
Taking δ = r−2ω with ω < 1/2, and making m sufficiently large, we estimate the right
hand side by
Cρd−1r−ω,
which leads to the required estimate (5.2). 
Lemma 5.2. Let αℓρ ≥ c and
(5.5) κ1 =
1
2(2d− 1) .
QUASI-CLASSICAL ASYMPTOTICS 33
Then for any κ ∈ (0,κ1) there exists a number r1 > 0, depending only on κ and the
dimension d, such that
(5.6) ‖Ξµ,ρhz,ℓ χΛPΩ,α
(
1− hz,rℓ
)‖S1 + ‖Ξµ,ρhz,ℓ χΛPΩ,α(1−Ξµ,rρ)‖S1 ≤ C(αℓρ)d−1r−κ,
for all r ≥ r1, uniformly in z,µ ∈ Rd. The constant C is independent of the parameters
α, ℓ, ρ, r.
Proof. Denote
R = Ξµ,ρhz,ℓ χΛPΩ,αG,
where
G = 1− hz,rℓ or G = 1− Ξµ,rρ.
Represent:
R = X1X2 + Y1Y2,
X1 = Ξµ,ρhz,ℓ χΛ
(
1− Ξµ,tρ
)
, X2 = PΩ,αG,
Y1 = Ξµ,ρχΛ, Y2 = hz,ℓ Ξµ,tρ PΩ,αG.
Clearly,
‖X2‖, ‖Y1‖ ≤ 1,
so it remains to estimate the trace norms of X1, Y2. Inverting the roles of the variables
x, ξ, we get from Lemma 5.1 that
‖X1‖S1 ≤ C(αℓρ)d−1t−ω,
for all t ≥ 8/5 and arbitrary ω < 1/2. As far as Y2 is concerned, if G = 1 − Ξµ,rρ, then
by choosing t = 4r/5 we guarantee that Ξµ,tρG = 0, so that
‖R‖S1 ≤ ‖X1‖S1 ≤ C(αℓρ)d−1r−ω,
for all r ≥ 2. Since κ1 ≤ 1/2, this leads to (5.6) for all r ≥ 2.
For G = 1− hz,rℓ, Lemma 5.1 gives:
‖Y2‖S1 ≤ C(αℓtρ)d−1r−ω,
for all r ≥ 8/5 and ω > 1/2. Thus,
(5.7) ‖R‖S1 ≤ ‖X1‖S1 + ‖Y2‖S1 ≤ C(αℓρ)d−1
(
td−1r−ω + t−ω
)
, t ≥ 8/5, r ≥ 8/5.
The minimum of the right hand side is attained at
(5.8) t = r
ω
d−1+ω = r
κ
ω , κ =
ω2
d− 1 + ω .
For sufficiently large r1, under the condition r ≥ r1 we have t ≥ 2, so that (5.7) is
applicable, and hence
‖R‖S1 ≤ C(αℓρ)d−1r−κ.
The formula (5.8) maps ω ∈ (0, 1/2) into κ ∈ (0,κ1). This implies (5.6). 
Now we obtain a more elaborate version of Lemma 5.2.
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Lemma 5.3. Let αℓρ ≥ c. Let κj , j = 1, 2, . . . , be the sequence of positive numbers such
that κ1 is defined by (5.5) and
(5.9) κj+1 =
κjκ1
2(d− 1) + κ1 + κj , j = 1, 2, . . . .
Then for any p = 1, 2, . . . , and any κ ∈ (0,κp) there exists a number rp = rp(κ, d) > 0,
such that
‖Ξµ,ρhz,ℓ(χΛPΩ,α)p
(
1− hz,rℓ
)‖S1+ ‖Ξµ,ρhz,ℓ(χΛPΩ,α)p(1− Ξµ,rρ)‖S1
≤ C(αℓρ)d−1r−κ,(5.10)
and
‖(1− hz,rℓ)(χΛPΩ,α)pΞµ,ρhz,ℓ‖S1+ ‖(1− Ξµ,rρ)(χΛPΩ,α)pΞµ,ρhz,ℓ‖S1
≤ C(αℓρ)d−1r−κ,(5.11)
for all r ≥ rp, uniformly in z,µ ∈ Rd. The constant C is independent of the parameters
α, ℓ, ρ, r.
Proof. We begin by proving (5.10). Denote
R
(s)
1 (ℓ, ρ; r) = Ξµ,ρhz,ℓ(χΛPΩ,α)
s
(
1− hz,rℓ
)
,
R
(s)
2 (ℓ, ρ; r) = Ξµ,ρhz,ℓ(χΛPΩ,α)
s
(
1− Ξµ,rρ
)
.
If p = 1, then the sought bound holds due to Lemma 5.2. For p ≥ 2 we proceed by
induction. Suppose that for some s < p, s ≥ 1, we have
(5.12) ‖R(s)1 ‖S1 + ‖R(s)2 ‖S1 ≤ C (αℓρ)d−1r−σ,
for arbitrary σ < κs and all r ≥ rs. Let us show that this implies the same bound for
p = s+ 1, arbitrary σ < κs+1, and r ≥ rs+1 with some rs+1. To this end rewrite:
R
(s+1)
1 (ℓ, ρ; r) = S1 + S2 + S3,
S1 = Ξµ,ρhz,ℓ(χΛPΩ,α)
s
(
1− hz,tℓ
)
χΛPΩ,α
(
1− hz,rℓ
)
= R
(s)
1 (ℓ, ρ; t)χΛPΩ,α
(
1− hz,rℓ
)
,
S2 = Ξµ,ρhz,ℓ(χΛPΩ,α)
s(1− Ξµ,tρ)hz,tℓχΛPΩ,α
(
1− hz,rℓ
)
= R
(s)
2 (ℓ, ρ; t)hz,tℓχΛPΩ,α
(
1− hz,rℓ
)
,
S3 = Ξµ,ρhz,ℓ(χΛPΩ,α)
sΞµ,tρhz,tℓχΛPΩ,α
(
1− hz,rℓ
)
= Ξµ,ρhz,ℓ(χΛPΩ,α)
sR
(1)
1 (tℓ, tρ; rt
−1),
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with an arbitrary t > 0. It follows from (5.12) and from Lemma 5.2 that
‖S1‖S1 + ‖S2‖S1 ≤ C(αℓρ)d−1t−σs,
‖S3‖S1 ≤ C(αℓt2ρ)d−1(rt−1)−σ1 ,
for any σs < κs, σ1 < κ1, and all t ≥ rs and rt−1 ≥ r1. Thus
‖R(s+1)1 (ℓ, ρ; r)‖S1 ≤ C(αℓρ)d−1
(
t2(d−1)+σ1r−σ1 + t−σs
)
.
The right hand side is minimized when
(5.13) t−σs = t2(d−1)+σ1r−σ1, i.e. tσs = rσs+1, σs+1 =
σ1σs
2(d− 1) + σ1 + σs .
This choice of t satisfies t ≥ rs if r ≥ rs+1 with a sufficiently large rs+1. In addition,
since σs+1 < σs, increasing rs+1 if necessary, one guarantees that rt
−1 ≥ r1. Moreover, by
definition (5.9), the formula (5.13) maps σs ∈ (0,κs) to σs+1 ∈ (0,κs+1). This completes
the proof of (5.12) for p = s+ 1, and hence, by induction leads to (5.10).
The bounds (5.11) follow directly from (5.10). For example, the first trace norm on
the left hand side of (5.11) equals the trace norm of the adjoint operator, i.e.
‖hz,ℓΞµ,ρ(PΩ,αχΛ)p
(
1− hz,rℓ
)‖S1 .
Now, we get the required bound for this trace norm after exchanging the roles of the
variables x and ξ and using (5.10). Similarly for the second term on the left hand side
of (5.11). 
Let Υδ(z, e), δ > 0, z ∈ Rd, e ∈ Sd−1, be the “layer” defined by
(5.14) Υδ(z, e) = {x ∈ Rd : |(x− z) · e| < δ}.
Lemma 5.4. Suppose that δρα ≥ c. Let the sequence κj, j = 1, 2, . . . be as defined
in (5.9), and let rp = rp(κ, d) > 0 be the numbers found in Lemma 5.3 for arbitrary
κ ∈ (0,κp), p = 1, 2, . . . . Then
‖Ξµ,ρhz,ℓ
(
χΛPΩ,α
)p
χΥδ(w,e) (1− χB(z,4ℓ))χB(z,rℓ)‖S1
≤ C(αℓρ)d−1[r−κ + r2(d−1)(ℓδ−1)−κ],(5.15)
for all r ≥ rp, ℓ ≥ rpδ, uniformly in w, z,µ ∈ Rd. The constant C is independent of the
parameters α, ℓ, ρ, r, δ.
Proof. Let us fix a κ ∈ (0,κp). Replace the operator on the left-hand side by
Ξµ,ρhz,ℓ
(
χΛPΩ,α
)p
Ξµ,rρχΥδ(w,e)(1− χB(z,4ℓ))hz,rℓ
with r ≥ rp. By Lemma 5.3 this operation may change the trace norm at most by
C(αℓρ)d−1r−κ.
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Let {B(xl, δ)}, l = 1, 2, . . . , N be a collection of balls covering Υδ(w, e) ∩ B(z, rℓ) such
that B(xl, δ) ⊂ Υ2δ(w, e). Then
‖hz,ℓ(χΛPΩ,α)p Ξµ,rρ
(
1− χB(z,4ℓ)
)
χB(xl,δ)‖S1 ≤ ‖
(
1− hxl,ℓ
)
(χΛPΩ,α)
p Ξµ,rρ hxl,δ‖S1 .
Since ℓ ≥ rpδ, it follows from (5.11) that the right hand side does not exceed
C(αδrρ)d−1(ℓδ−1)−κ,
uniformly in l = 1, 2, . . . , N . Thus
‖Ξµ,ρhz,ℓ
(
χΛPΩ,α
)p
Ξµ,rρχΥδ(w,e)(1− χB(z,4ℓ))χB(z,rℓ)‖S1
≤
N∑
l=1
‖(1− hxl,ℓ)(χΛPΩ,α)p Ξµ,rρ hxl,δ‖S1
≤ CN(αδrρ)d−1(ℓδ−1)−κ.
Choose the covering in such a way that the number of ballsN does not exceed C(rℓδ−1)d−1,
and hence
‖Ξµ,ρhz,ℓ
(
χΛPΩ,α
)p
Ξµ,rρχΥδ(w,e)(1− χB(z,4ℓ))χB(z,rℓ)‖S1
≤ C(αℓr2ρ)d−1(ℓδ−1)−κ.
Returning to the initial operator, we obtain:
‖Ξµ,ρhz,ℓ
(
χΛPΩ,α
)p
χΥδ(w,e)(1− χB(z,4ℓ))χB(z,rℓ)‖S1
≤ C(αℓρ)d−1[r−κ + r2(d−1)(ℓδ−1)−κ],
as claimed. 
5.2. Reduction to the flat boundary. The above lemmas provide useful tools for
the study of the operator T (1; Λ,Ω). Our objective in this subsection is to show that
under suitable conditions one can replace Λ by a half-space. Since the domain Ω remains
unchanged, we omit Ω from the notation of T and simply write T (1; Λ).
As before we assume that Λ, Ω satisfy Condition 4.1. In addition, we assume that
Λ = Γ(Φ; I, 0), i.e. the domain is given by
Λ = {x : xd > Φ(xˆ)}.
Define
(5.16) Π = {x : xd > ∇Φ(0ˆ) · xˆ}.
Since ∇Φ is uniformly continuous, we have
(5.17) max
|xˆ−zˆ|≤s
|∇Φ(xˆ)−∇Φ(zˆ)| =: ε(s)→ 0, s→ 0,
so that
(5.18) max
|xˆ|≤s
|Φ(xˆ)− Φ(0ˆ)−∇Φ(0ˆ) · xˆ| ≤ ε(s)s.
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In the next lemma we use the parameters κk defined in (5.9), and also the notation
(5.19) r˜p(κ, d) = max
1≤k≤p
rk(κ, d), 0 < κ < κp,
where rk(κ, d) are the numbers introduced for κ ∈ (0,κk) in Lemma 5.3. Since κk is a
decreasing sequence, the numbers r˜p(κ, d) are well-defined.
Lemma 5.5. Let Λ = Γ(Φ; I, 0) and Π be as defined above. Let the point z ∈ Rd and
parameters ℓ, t > 0 be such that
(5.20) B(z, 4ℓ) ⊂ Λ ∩Π ∩B(0, t).
Suppose that αℓρ ≥ c. Let the sequence κj, j = 1, 2, . . . be as defined in (5.9), and let
r˜p = r˜p(κ, d) > 0 be the numbers defined in (5.19). Then for any p = 1, 2, . . . , and any
κ ∈ (0,κp), under the conditions
(5.21) r˜pℓ ≤ t, 2r˜p
(
4t ε(4t)
) ≤ ℓ,
one has
(5.22) ‖Ξµ,ρhz,ℓ
(
gp(T (1; Λ))− gp(T (1; Π))
)‖S1 ≤ C(αℓρ)d−1Rκ(α; ℓ, ρ, t),
with
(5.23) Rκ(α; ℓ, ρ, t) = (tℓ
−1)−κ + (tℓ−1)2(d−1)(αℓρ)−κ + (tℓ−1)2(d−1)
(
tℓ−1ε(4t)
)κ
,
and a constant C independent of z,µ.
Proof. Rewrite the difference of the operators on the left-hand side as
gp(T (1; Λ))− gp(T (1; Π)) =
p−1∑
k=0
gk(T (1; Π))(T (1; Λ)− T (1; Π))gp−1−k(T (1; Λ)),
and estimate every term in this sum individually. Since
T (1; Λ)− T (1; Π) = (χΛ − χΠ)PΩ,αχΛ + χΠPΩ,α(χΛ − χΠ),
the kth term in the sum takes the form
gk(T (1; Π))(χΛ − χΠ)PΩ,α gp−1−k(T (1; Λ))
+ gk(T (1; Π))PΩ,α(χΛ − χΠ)gp−1−k(T (1; Λ))
= X1X2 + Y1Y2,
with
X1 = (χΠPΩ,α)
k(χΛ − χΠ), X2 = χΠPΩ,αgp−k−1(T (1; Λ)),
Y1 = (χΠPΩ,α)
k+1(χΛ − χΠ), Y2 = gp−1−k(T (1; Λ)).
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Clearly, the norms of X2 and Y2 do not exceed 1. Let us estimate the trace norms of X1
and Y1. Represent X1 as
X1 = X11 +X12,
X11 = (χΠPΩ,α)
k(χΛ − χΠ)h0,3t,
X12 = (χΠPΩ,α)
k(χΛ − χΠ)
(
1− h0,3t
)
.
Due to the condition (5.20), B(z, 5t/4) ⊂ B(0, 3t), so that
1− h0,3t = (1− h0,3t)(1− hz,t).
Pick an arbitrary κ < κp, and assume that
tℓ−1 ≥ max
1≤k≤p
rk(κ, d),
where rk are the numbers from Lemma 5.3. Thus it follows from Lemma 5.3 that
‖Ξµ,ρhz,ℓX12‖S1 ≤ ‖Ξµ,ρhz,ℓ(χΠPΩ,α)k
(
1− hz,t
)‖S1
≤ C(αℓρ)d−1(tℓ−1)−κ.(5.24)
In order to estimate ‖X11‖S1 , we note that the difference χΛ − χΠ is supported on the
set Λ△Π, i.e. on
{x : Φ(xˆ) < xd < ∇Φ(0ˆ) · xˆ}
⋃
{x : ∇Φ(0ˆ) · xˆ < xd < Φ(xˆ)}.
By (5.18),
max
xˆ:|xˆ|≤4t
|Φ(xˆ)−∇Φ(0ˆ) · xˆ| ≤ 4t ε(4t).
Thus
Λ△Π ∩B(0, 4t) ⊂ Υν(0, e), ν = ε(4t)4t,
(see (5.14) for definition of Υν), where
e =
(−∇Φ(0ˆ), 1)√
|∇Φ(0ˆ)|2 + 1
is the unit normal to the hyperplane Π. In order to use Lemma 5.4 we must ensure
that the thickness ν satisfies the condition ανρ ≥ c, and hence it is more convenient to
consider a thicker layer Υδ(0, e) with
δ = c0(αρ)
−1 + 4tε(4t),
with some c0 > 0. Note that due to (5.20), h0,3t = h0,3t χB(z,8t) and
χΛ△Π = χΛ△Π
(
1− χB(z,4ℓ)
)
.
Therefore
(5.25) ‖Ξµ,ρhz,ℓX11‖S1 ≤ ‖Ξµ,ρhz,ℓ(χΠPΩ,α)kχΥδ(0, e)(1− χB(z,4ℓ))χB(z,8t)‖S1 .
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Now, in order to use Lemma 5.4, let us check that its conditions are satisfied. It follows
from (5.21) and the condition αℓρ ≥ c that for a sufficiently small c0 we get rpδ ≤ ℓ.
Furthermore, in view of the first condition in (5.21), we have
r :=
8t
ℓ
≥ 8r˜p.
Applying Lemma 5.4 to the right hand side of (5.25), we get
‖Ξµ,ρhz,ℓ X11‖S1 ≤ C(αℓρ)d−1
[
r−κ + r2(d−1)(ℓδ−1)−κ
]
≤ C(αℓρ)d−1[(tℓ−1)−κ + (tℓ−1)2(d−1)(αℓρ)−κ + (tℓ−1)2(d−1)(tℓ−1ε(4t))κ].
Together with (5.24), this bound leads to the estimate of the form (5.22) for the operator
X1X2. Similarly, one obtains an estimate for the trace norm of Y1, which leads to the
required bound for ‖Y1Y2‖S1. Together, they ensure (5.22). 
In the next lemma we replace the product of the two test functions hz,ℓ(x) and ηµ,ρ(ξ)
with an arbitrary compactly supported symbol b(x, ξ).
Lemma 5.6. Let Λ and Π be as in Lemma 5.5 and let αℓρ ≥ c. Assume that for some
point z ∈ Rd, some t > 0, and some κ ∈ (0,κp) the conditions (5.20) and (5.21) are
satisfied. Let b ∈ S(d+1,d+2) be a symbol supported in B(z, ℓ)×B(µ, ρ) with some µ ∈ Rd.
Then
‖Oplα(b)
(
gp(T (1,Λ))− gp(T (1,Π))
)‖S1
≤ C(αℓρ)d−1Rκ(α; ℓ, ρ, t)N(d+1,d+2)(b; ℓ, ρ),(5.26)
with the factor Rκ(α; ℓ, ρ, t) defined in (5.23).
Proof. We write Op instead of Oplα. Rewrite Op(b) as follows:
(5.27) Op(b) = Op(b)Ξµ,ρhz,ℓ +Op(b)(1− hz,ℓ).
In view of the bound
‖Oplα(b)Ξµ,ρhz,ℓ
(
gp(T (1,Λ))− gp(T (1,Π))
)‖S1
≤ ‖Oplα(b)‖ ‖Ξµ,ρhz,ℓ
(
gp(T (1,Λ))− gp(T (1,Π))
)‖S1 ,
the bound (5.26) for the first term on the right hand side of (5.27) follows from Lemmas
5.5 and 3.9. To estimate the second term assume that h(x) = 1 for all x ∈ B(0, 9/8), so
that the supports of b( · , ξ) and 1 − hz,ℓ are separated by the distance of at least ℓ/8.
Thus the bound (3.20) with Q = d+ 2 gives
‖Op(b)(1− hz,ℓ)‖S1 ≤ C(αℓρ)d−2N(d+1,d+2)(b; ℓ, ρ).
Since κ < κp < 1, together with the estimate for the first term this bound produces
(5.26). 
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6. A Hilbert-Schmidt class estimate
Although we mostly use trace class estimates, in the proof of the asymptotics (2.22)
for arbitrary smooth functions we need one estimate in the Hilbert-Schmidt class. As
in Sect. 5 we assume that the domains Λ and Ω satisfy Condition 4.1 and that d ≥ 2.
The constants in all subsequent estimates are independent on the functions Φ,Ψ, or the
parameters O,k, but may depend on the constant M in (4.1).
Lemma 6.1. Let Λ and Ω be two domains satisfying Condition 4.1. Let a = a(x, ξ) be a
symbol from S(d+2,d+2), supported in B(z, ℓ)×B(µ, ρ) with some z,µ ∈ Rd and ℓ, ρ > 0.
Let Opα(a) denote any of the operators Op
l
α(a) or Op
r
α(a), and let αℓρ ≥ 2. Then
(6.1) ‖χΛPΩ,αOpα(a)PΩ,α(1− χΛ)‖2S2 ≤ C(αℓρ)d−1 log(αℓρ)
(
N
(d+2,d+2)(a; ℓ, ρ)
)2
,
uniformly in z,µ ∈ Rd.
This lemma was first proved in [11] (see Theorem 3.2.2, p. 129) and can be also found
in [12], Theorem 2.1. Our proof is a minor variation of that from [11] and [12]. It begins
with a lemma which appeared in [6], Lemma 2.10, and [11], Lemma 3.4.1. For the sake
of completeness we provide our proof of this lemma, which is somewhat more elementary
than that of [11].
Lemma 6.2. Let u ∈ L2(Rd) be a function satisfying the bound∫
Rd
|u(x+ h)− u(x)|2dx ≤ κ|h|β ,
for any h ∈ Rd, with some β ≥ 0 and some constant κ > 0. Then for all r > 0,∫
|ξ|≥r
|uˆ(ξ)|2dξ ≤ Cκr−β,
with a universal constant C.
Proof. By Parceval’s identity,
κ|h|β ≥
∫
Rd
|u(x+ h)− u(x)|2dx =
∫
Rd
|eih·ξ − 1|2|uˆ(ξ)|2dξ
≥
∫
|ξ|≥r
|eih·ξ − 1|2|uˆ(ξ)|2dξ.(6.2)
Integrating in h over the ball |h| ≤ h0, we get∫
|h|≤h0
|eih·ξ − 1|2dh =
∫
|h|≤h0
(
2− 2 cos(h · ξ))dh
= 2wd h
d
0 − 2(2π)
d
2 |ξ|− d2h
d
2
0 J d
2
(h0|ξ|),
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where wd is the volume of the unit ball in R
d, and Jd/2 is the standard Bessel function
of order d/2. Assume that h0r ≥ 1 so that
J d
2
(h0|ξ|) ≤ C√
h0|ξ|
, |ξ| ≥ r.
Therefore ∫
|h|≤h0
|eih·ξ − 1|2dh ≥ 2hd0
(
wd− C
(h0r)
d+1
2
)
.
Taking h0 = C1r
−1 with a sufficiently large C1, we ensure that the right-hand side is
bounded from below by hd0 wd, and hence (6.2) leads to the bound
wd h
d
0
∫
|ξ|≥r
|uˆ(ξ)|2dξ ≤
∫
|h|≤h0
∫
|ξ|≥r
|eih·ξ − 1|2|uˆ(ξ)|2dξdh ≤ Cκhβ+d0 ,
whence ∫
|ξ|≥r
|uˆ(ξ)|2dξ ≤ Cκhβ0 = C˜κr−β,
as claimed. 
Now we use this lemma for a specific choice of the function u:
Lemma 6.3. Let Ω = Γ(Ψ;O,k) ⊂ Rd be a C1-graph-type-domain, and let ηµ,ρ, µ ∈
R
d, ρ > 0, be as defined in (5.1). Then
(6.3)
∫
Rd
|ηµ,ρ(ξ + h)χΩ(ξ + h)− ηµ,ρ(ξ)χΩ(ξ)|2dξ ≤ Cρd−1〈MΨ〉|h|,
for all h ∈ Rd, uniformly in µ ∈ Rd and ρ > 0.
Proof. Without loss of generality assume that O = I, k = 0. Also, in view of (2.17) we
may assume that ρ = 1.
It suffices to prove the estimate (6.3) for |h| < 1. Estimate the integrand by
|ηµ,1(ξ + h)− ηµ,1(ξ)|+ η2µ,1(ξ)|χΩ(ξ + h)− χΩ(ξ)|2.
Thus the integral on the right-hand side of (6.3) up to a constant does not exceed I1+ I2
with
I1 =
∫
|ηµ,1(ξ + h)− ηµ,1(ξ)|dξ, I2 =
∫
η2µ,1(ξ)|χΩ(ξ + h)− χΩ(ξ)|2dξ.
It is straightforward to see that
I1 ≤ C|h|
∫
|µ−ξ|≤3
dξ ≤ C|h|.
In I2 the integration is restricted to the set (Ω− h)△Ω, i.e. to the set
{ξ : Ψ(ξˆ + hˆ)− hd ≤ ξd ≤ Ψ(ξˆ)} ∪ {ξ : Ψ(ξˆ) ≤ ξd ≤ Ψ(ξˆ + hˆ)− hd}.
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On this set we have
|ξd −Ψ(ξˆ)| ≤ |Ψ(ξˆ + hˆ)−Ψ(ξˆ)|+ |h| ≤MΨ|h|+ |h| ≤ 2〈MΨ〉|h|.
Therefore,
I2 ≤
∫
|ξˆ−µˆ|≤2
∫
|ξd−Ψ(ξˆ)|≤2〈MΨ〉|h|
dξddξˆ ≤ C〈MΨ〉|h|.
This leads to (6.3). 
Lemma 6.4. Let Λ and Ω be two domains satisfying Condition 4.1. Let hz,ℓ, ηµ,ρ be
functions defined in (5.1). Suppose that αℓρ ≥ 2. Then
‖χΛhz,ℓΞµ,ρPΩ,α(1− χΛ)‖2S2 ≤ C(αℓρ)d−1 log(αℓρ),
uniformly in µ, z ∈ Rd.
Proof. Due to (2.10), (2.11) and (2.17) we may assume that ℓ = ρ = 1, and α ≥ 2.
Denote h = hz,1, η = ηµ,1. Denote b(ξ) = η(ξ)χΩ(ξ), and
bˇ(t) =
1
(2π)
d
2
∫
Rd
eit·ξb(ξ)dξ.
Thus
‖χΛhOpα(η)PΩ,α(1− χΛ)‖2S2 =
α2d
(2π)d
∫ ∫
|h(x)|2(1− χΛ(y))χΛ(x)|bˇ
(
α(x− y))|2dxdy.
Split the integral in two: for |xd − Φ(xˆ)| ≤ α−1, which we denote by I1, and for |xd −
Φ(xˆ)| > α−1, which we denote by I2. To handle I1 it suffices to use the Parceval’s
identity: ∫
Rd
|bˇ(α(x− y))|2dy = α−d
∫
Rd
|b(ξ)|2dξ ≤ Cα−d,
so that
I1 ≤ Cαd
∫
|xd−Φ(xˆ)|<α−1
|h(x)|2dx ≤ Cαd−1.
For I2 observe that according to (4.3),
|x− y| ≥ 1√〈MΦ〉|xd − Φ(xˆ)|.
By Lemma 6.2,∫
|x−y|≥ 1√
MΦ
|xd−Φ(xˆ)|
|bˇ(α(x− y))|2dy ≤ Cα−1−d〈MΨ〉
√
〈MΦ〉 |xd − Φ(xˆ)|−1.
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Consequently,
I2 ≤ Cαd−1
∫
|xd−Φ(xˆ)|≥α−1
|h(x)|2|xd − Φ(xˆ)|−1dx
≤ Cαd−1
∫
|xˆ−zˆ|≤5/4
[∫ α
α−1
t−1dt+ α−1
∫
|t−zd|≤5/4
dt
]
dxˆ = C˜αd−1 logα.
The proof is complete. 
Proof of Lemma 6.1. For definiteness we prove the above estimate for Opα(a) = Op
l
α(a).
Furthermore, it suffices to prove the sought estimate for ℓ = ρ = 1, α ≥ 2 and N(d+2,d+2)(a; 1, 1) =
1. We write G1 ≈ G2 with two operators G1, G2, if
‖G1 −G2‖S1 ≤ Cαd−1.
By (4.12),
PΩ,αOp
l
α(a)PΩ,α ≈ Oplα(a)PΩ,α.
Denote h = hz,1, η = ηµ,1. Since a(x, ξ) = a(x, ξ)h(x)η(ξ), according to (3.23),
Opα(a) ≈ Opα(a) Opα(hη).
Moreover, in view of (4.7),
χΛOpα(a) ≈ Opα(a)χΛ.
Thus
χΛOpα(a)PΩ,α(1− χΛ) ≈ Opα(a)χΛhOpα(η)PΩ,α(1− χΛ).
Since for any trace class operator, ‖S‖2S2 ≤ ‖S‖S1‖S‖, and Opα(a) is bounded uniformly
in α (see Lemma 3.9), we have
‖χΛPΩ,αOpα(a)PΩ,α(1− χΛ)‖2S2 ≤ C‖χΛhOpα(η)PΩ,α(1− χΛ)‖2S2 + Cαd−1.
Now the required estimate follows from Lemma 6.4. 
7. Localisation
Now it is time to replace the global assumptions on the domain by the local ones. Now
we do not need to assume that the domains Λ and Ω are of graph type, see Definition
2.1. Instead we assume that inside a ball of fixed radius, both Λ and Ω are representable
either by C1-graph-type domains or by Rd, in the sense of Definition 2.2. For the reference
convenience we state this assumption explicitly:
Condition 7.1. The domain Λ (resp. Ω) satisfies one of the following two conditions:
(1) If d = 1, then for some numbers x0 ∈ R(resp. ξ0 ∈ R) and R > 0, we have
Λ ∩ (x0 − R, x0 +R) = (x0, x0 +R) (resp. Ω ∩ (ξ0 −R, ξ0 +R) = (ξ0, ξ0 +R) ).
If d ≥ 2, then for some point w ∈ ∂Λ (resp. η ∈ ∂Ω) and some number R > 0,
in the ball B(w, R) (resp. B(η, R)) the domain Λ (resp. Ω) is represented by
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a graph-type domain Γ(Φ;OΛ,w) (resp. Γ(Ψ;OΩ,η)) with some C
1-function Φ
(resp. Ψ), satisfying (2.14), and an orthogonal transformation OΛ (resp. OΩ).
(2) If d = 1, then for some numbers w ∈ R (resp. η ∈ R) and R > 0, we have
Λ∩ (w−R,w+R) = (w−R,w+R) (resp. Ω∩ (η−R, η+R) = (η−R, η+R)).
If d ≥ 2, then for some point w ∈ Λ (resp. η ∈ Ω) and some number R > 0,
in the ball B(w, R) (resp. B(η, R)) the domain Λ (resp. Ω) is represented by the
entire Euclidean space Rd.
As before, our estimates will be uniform in the functions Φ,Ψ satisfying the bound
(4.1) with some constant M , but may depend on the value of M .
For d = 1 we use the notation Λ0 := (x0,∞) (resp. Ω0 := (ξ0,∞)) if Λ (resp. Ω)
satisfies Condition 7.1(1) and Λ0 = R (resp. Ω0 = R) if Λ (resp. Ω) satisfies Condition
7.1(2).
For d ≥ 2 we use the notation Λ0 := Γ(Φ) (resp. Ω0 := Γ(Ψ)) if Λ (resp. Ω) satisfies
Condition 7.1(1) and Λ0 = R
d (resp. Ω0 = R
d) if Λ (resp. Ω) satisfies Condition 7.1(2).
For brevity we also denote
T (a) = T (a; Λ,Ω), T (0)(a) = T (a; Λ0,Ω0).
In this section we study the trace norms of the operators of the type
Opα(b)gp(T (a; Λ,Ω)),
where gp(t) = t
p, p = 1, 2, . . . , and the symbols a = a(x, ξ), b = b(x, ξ) satisfy the
following conditions:
(7.1) a, b ∈ S(d+2,d+2), and b is supported in B(z, ℓ)×B(µ, ρ) ⊂ B(w, R)× B(η, R),
with some z,µ ∈ Rd and ℓ, ρ > 0. Sometimes in the proofs for brevity we use the
notation Op(b) instead of Oplα(b). If Λ = Λ0,Ω = Ω0, then one can take R =∞.
Lemma 7.2. Let Λ,Ω ⊂ Rd and Λ0,Ω0 ⊂ Rd, d ≥ 1, be a specified above. Suppose that
the symbol b satisfies (7.1). Denote by Opα(b) any of the operators Op
l
α(b) or Op
r
α(b).
Then
(7.2) ‖Opα(b)PΩ,αχΛ − PΩ0,αχΛ0 Opα(b)‖S1 ≤ C(αℓρ)d−1N(d+2,d+2)(b; ℓ, ρ),
and
(7.3) ‖Opα(b)χΛPΩ,α − χΛ0PΩ0,αOpα(b)‖S1 ≤ C(αℓρ)d−1N(d+2,d+2)(b; ℓ, ρ).
Proof. Without loss of generality assume
N
(d+2,d+2)(b; ℓ, ρ) = 1.
In view of (3.22) any of the above inequalities for Oplα(b) immediately implies the same
inequality for Oprα(b). We prove (7.2) for the operator Op
l
α(b). The inequality (7.3) is
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proved in the same way. Write:
Oplα(b)PΩ,αχΛ = Op
l
α(b)PΩ0,αχΛ
= [Oplα(b), PΩ0,α]χΛ + PΩ0,α(Op
l
α(b)−Oprα(b))χΛ + PΩ0,α[Oprα(b), χΛ0 ]
+ PΩ0,αχΛ0(Op
r
α(b)−Oplα(b)) + PΩ0,αχΛ0 Oplα(b).
Now (7.2) follows by virtue of Lemmas 3.12, 4.3 and 4.5. Similarly one proves (7.3). 
Lemma 7.3. Let T (a) and T (0)(a) be as described above. Let d ≥ 1, and let a, b be some
symbols satisfying condition (7.1). Then under the assumption αℓρ ≥ c one has
(7.4) ‖T (b)− T (0)(b)‖S1 ≤ C(αℓρ)d−1N(d+2,d+2)(b; ℓ, ρ),
(7.5) ‖Oplα(b)T (a)− T (0)(ab)‖S1 ≤ C(αℓρ)d−1N(d+2,d+2)(b; ℓ, ρ)N(d+2,d+2)(a; ℓ, ρ),
and
‖Oplα(b)
[
T (a)− T (0)(a)]‖S1 + ‖T (0)(b)[T (a)− T (0)(a)]‖S1
≤ C(αℓρ)d−1N(d+2,d+2)(b; ℓ, ρ)N(d+2,d+2)(a; ℓ, ρ).(7.6)
Proof. Without loss of generality assume that
(7.7) N(d+2,d+2)(b; ℓ, ρ) = N(d+2,d+2)(a; ℓ, ρ) = 1.
Denote Op(b) = Oplα(b). Note that (7.2) immediately leads to
(7.8) ‖Op(b)(PΩ,αχΛ − PΩ0,αχΛ0)‖S1 + ‖(χΛPΩ,α − χΛ0PΩ0,α) Op(b)‖S1 ≤ C(αℓρ)d−1.
To prove (7.4), write
T (b)− T (0)(1)Op(b) = (χΛPΩ,α − χΛ0PΩ0,α) Op(b)PΩχΛ
+ χΛ0PΩ0,α
(
Op(b)PΩ,αχΛ − PΩ0,αχΛ0 Op(b)
)
,
so that by (7.8) and (7.2),
‖T (b)− T (0)(1)Op(b)‖S1 ≤ ‖(χΛPΩ,α − χΛ0PΩ0,α) Op(b)‖S1
+ ‖Op(b)PΩ,αχΛ − PΩ0,αχΛ0 Op(b)‖S1 ≤ C(αℓρ)d−1,
which leads to
(7.9) ‖T (b)− T (0)(1)Oplα(b)‖S1 + ‖T (0)(b)− T (0)(1)Oplα(b)‖S1 ≤ C(αℓρ)d−1.
Thus (7.4) follows.
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In order to prove (7.5) rewrite:
Op(b)T (a) =
(
Op(b)χΛPΩ − χΛ0PΩ0,αOp(b)
)
Op(a)PΩ,αχΛ
+ χΛ0PΩ0,α
(
Op(b) Op(a)−Op(ab))PΩ,αχΛ
+ χΛ0PΩ0,αOp(ab)
(
PΩ,αχΛ − PΩ0,αχΛ0
)
+ T (0)(ab).
Now (7.5) follows from (3.12), (7.3), (3.23) and (7.8).
The inequality (7.5) immediately implies (7.6) for the first trace norm in (7.6). More-
over, it follows from (7.9) that T (0)(b) in the second term in (7.6) can be replaced by
T (0)(1)Oplα(b). Now the required bound for the second term follows from the bound for
the first trace norm in (7.6). 
Lemma 7.4. Let d ≥ 1, and let a, b be some symbols satisfying condition (7.1). Assume
that αℓρ ≥ c. Then
‖Oplα(b)
(
gp(T (a))− gp(T (0)(a))
)‖1
≤ C(αℓρ)d−1N(d+2,d+2)(b; ℓ, ρ)(N(d+2,d+2)(a; ℓ, ρ))p.(7.10)
‖Oplα(bp)gp(T (a))− gp(T (0)(ab))‖1
≤ C(αℓρ)d−1(N(d+2,d+2)(b; ℓ, ρ))p(N(d+2,d+2)(a; ℓ, ρ))p.(7.11)
Proof. We write for brevity Op instead of Oplα, and assume without loss of generality
that (7.7) is satisfied.
Step 1. Let us show first that
(7.12) ‖Op(b)gp(T (a))− gp−1(T (0)(a))T (0)(ab)‖S1 ≤ C(αℓρ)d−1.
We do it by induction. If p = 1, then (7.12) is exactly (7.5). Suppose (7.12) holds for
some p = m, and let us deduce (7.12) for p = m+ 1. Write:
Op(b)gm+1(T (a))− gm(T (0)(a)) T (0)(ab)
=
(
Op(b)gm(T (a))− gm−1(T (0)(a))T (0)(ab)
)
T (a)
+ gm−1(T (0)(a))
(
T (0)(ab)T (a)− T (0)(a)T (0)(ab)
)
.
The claimed estimate for the first term on the right-hand side follows from (7.12) for
p = m, and Lemma 3.9.
By (7.6), in the second term we can replace T (a) with T (0)(a). It remains to use
Corollary 4.6 and Lemma 3.9. Thus by induction (7.12) holds for all p = 1, 2, . . . . The
estimate (7.10) is an immediate consequence of (7.12).
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Step 2. Let us show that
(7.13) ‖(Op(b))pgp(T (a))− gp(T (0)(ab))‖S1 ≤ C(αℓρ)d−1.
Again we use induction. For p = 1 this inequality repeats (7.12). Suppose it holds for
some p = m. In order to prove it for p = m+ 1 write
(Op(b))m+1gm+1(T (a))−gm+1(T (0)(ab))
= (Op(b))m
(
Op(b)gm+1(T (a))− gm(T (0)(a))T (0)(ab)
)
+
(
(Op(b))mgm(T
(0)(a))− gm(T (0)(ab))
)
T (0)(ab).
Now we use (7.13) for p = m, (7.12) for p = m+ 1, and Lemma 3.9.
Step 3. It follows from Corollary 3.13 that
‖Op(bp)− (Op(b))p‖S1 ≤ C(αℓρ)d−1,
and hence
‖(Op(bp)− (Op(b))p)gp(T (a))‖S1 ≤ C(αℓρ)d−1,
in view of Lemma 3.9. To complete the proof put together Steps 1, 2 and 3. 
For the one-dimensional case we need a more involved version of the above lemma:
Lemma 7.5. Let d = 1, and let a = a(ξ), b = b(ξ) be functions from S(3), such that b
is supported on the interval (µ − ρ, µ + ρ) with some µ ∈ R and ρ > 0. Assume that
Λ = (x0,∞) with some x0 ∈ R and let Ω be an arbitrary subset of R. Then for all
α > 0, ρ > 0, we have
‖Opα(bp)gp(T (a))− gp(T (ab))‖S1 ≤ C
(
N
(3)(a; ρ)
)p(
N
(3)(b; ρ)
)p
.
Proof. Lemma 7.4 is not directly applicable, although the proof is. Assume without loss
of generality that
N
(3)(b; ρ) = N(3)(a; ρ) = 1.
Step 1. Let us show first that
(7.14) ‖Op(b)gp(T (a))− gp−1(T (a))T (ab)‖S1 ≤ C.
We do it by induction. If p = 1, then
Op(b)T (a)− T (ab) = [Op(b), χΛ] Op(a)PΩ,αχΛ,
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and (7.14) follows from (4.10) and the bound ‖Op(a)‖ ≤ ‖a‖L∞ . Suppose (7.14) holds
for some p = m, and let us deduce (7.14) for p = m+ 1. Write:
Op(b)gm+1(T (a))− gm(T (a))T (ab)
=
(
Op(b)gm(T (a))− gm−1(T (a))T (ab)
)
T (a)
+ gm−1(T (a))
(
T (ab)T (a)− T (a)T (ab)
)
.
The claimed estimate follows from (7.14) for p = m, and Lemma 4.7, and more precisely,
from the bound
‖T (ab)T (a)− T (a)T (ab)‖S1 ≤ C.
Step 2. Let us show that
(7.15) ‖(Op(b)pgp(T (a))− gp(T (ab))‖S1 ≤ C.
Again we use induction. For p = 1 this inequality repeats (7.14). Suppose it holds for
some p = m. In order to prove it for p = m+ 1 write
(Op(b))m+1gm+1(T (a))−gm+1(T (ab))
= (Op(b))m
(
Op(b)gm+1(T (a))− gm(T (a))T (ab)
)
+
(
(Op(b))mgm(T (a))− gm(T (ab))
)
T (ab).
Now one uses (7.14) for p = m + 1, and (7.15) for p = m to show that the right hand
side does not exceed
C‖b‖m
L
∞ + C‖a‖L∞‖b‖L∞ ≤ C ′.
The proof is complete. 
Lemma 7.6. Let d ≥ 1, and let a, b be some symbols satisfying condition (7.1). Suppose
that αℓρ ≥ c. Then
‖Oplα(bp)gp(T (a))− Oplα((ba)p)gp(T (0)(1))‖S1
≤ C(αℓρ)d−1(N(d+2,d+2)(b; ℓ, ρ))p(N(d+2,d+2)(a; ℓ, ρ))p.
Proof. Estimate:
‖Oplα(bp)gp(T (a))−Oplα((ba)p)gp(T (0)(1))‖S1 ≤ ‖gp(T (0)(ab))−Oplα(bp)gp(T (a))‖S1
+ ‖gp(T (0)(ab))−Oplα((ba)p)gp(T (0)(1))‖S1.
It remains to use Lemma 7.4 twice. 
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Lemma 7.7. Let d ≥ 1, and let a, b be some symbols satisfying condition (7.1). Then
under the assumption αℓρ ≥ c, one has
‖Oplα(b)gp(T (a))− Oplα(bap)gp(T (0)(1))‖S1
≤ C(αℓρ)d−1N(d+2,d+2)(b; ℓ, ρ)
(
N
(d+2,d+2)(a; ℓ, ρ)
)p
.(7.16)
Proof. Assume without loss of generality that (7.7) is satisfied. Also, due to (7.10) we
may assume that T (a) = T (0)(a). Representing b = bqp, q(x, ξ) = hz,ℓ(x)ηµ,ρ(ξ) we can
write:
Op(b)gp(T
(0)(a))− Op(bap)gp(T (0)(1)) = Z1 + Z2 + Z3,
Z1 =
[
Op(b)−Op(b) Op(qp)]gp(T (0)(a)),
Z2 = Op(b)
[
Op(qp)gp(T
(0)(a))−Op((qa)p)gp(T (0)(1))
]
,
Z3 =
[
Op(b) Op((qa)p)−Op(bap)]gp(T (0)(1)).
By Corollary 3.13 and Lemma 3.9,
‖Z1‖S1 ≤ ‖Oplα(b)−Oplα(b) Oplα
(
qp
)‖S1‖Op(a)‖p ≤ C(αℓρ)d−1,
‖Z3‖S1 ≤ C(αℓρ)d−1.
Furthermore, by Lemma 3.9, and Lemma 7.6 used with R =∞,
‖Z2‖S1 ≤ ‖Op(b)‖ ‖Oplα(qp)gp(T (0)(a))−Oplα((qa)p)gp(T (0)(1))‖S1
≤ C(αℓρ)d−1.
Put together, these bounds produce (7.16). 
If Λ = Rd or Ω = Rd, Lemma 7.7 leads to the following asymptotics:
Theorem 7.8. Let d ≥ 1, and let a, b be some symbols satisfying condition (7.1). Suppose
that αℓρ ≥ c. In addition assume that either Λ or Ω satisfies Condition 7.1(2), i.e. either
Λ0 = R
d or Ω0 = R
d. Then
| tr(Oplα(b)gp(T (a)))− αdW0(bgp(a); Λ,Ω)|
≤ C(αℓρ)d−1N(d+2,d+2)(b; ℓ, ρ)
(
N
(d+2,d+2)(a; ℓ, ρ)
)p
.(7.17)
For a = 1 and the function g(t) = t− tp one has
(7.18) ‖Oplα(b)g(T (1))‖S1 ≤ C(αℓρ)d−1N(d+2,d+2)(b; ℓ, ρ).
Proof. Without loss of generality assume (7.7). If Λ0 = R
d, then T (0)(1) = PΩ0,α, and it
follows from Lemma 7.7 that
(7.19) ‖Op(b)gp(T (a))−Op(bap)PΩ0,α‖S1 ≤ C(αℓρ)d−1.
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Take the trace:
tr
(
Op(bap)PΩ0,α
)
=
(
α
2π
)d ∫
Rd
∫
Ω0
b(x, ξ)gp(a(x, ξ))dξdx = α
dW0(bgp(a); Λ,Ω).
This gives (7.17). Similarly for Ω0 = R
d.
To obtain (7.18) we use (7.19) with a = 1. 
8. Model problem in dimension one
One of the pivotal points of the proof is the reduction to a model operator for d = 1.
This section is entirely devoted to the study of this problem.
8.1. Model problem: reduction to multiplication. The pair of the model operators
on L2(R+) is defined as follows:
T± := Tα(1;R+,R±) = T1(1;R+,R±).
To simplify simultaneous considerations of T+ and T−, we change ξ → −ξ in T− we arrive
at
(T±u)(x) =
1
2π
∫ ∞
0
∫ ∞
0
e±iξ(x−y)u(y)dydξ, u ∈ S(R).
As in [39], using the Mellin transform M : L2(R+)→ L2(R):
u˜(s) =
1√
2π
∫ ∞
0
x−
1
2
+isu(x)dx,
one can easily show that the operator T± is unitarily equivalent to the multiplication by
the function
1
1 + e±2πz
in L2(R). Thus Mg(T±)M∗ is also multiplication by a function. If g is C
1, and g(0) =
g(1) = 0, this function is integrable, and hence one can write the kernel of g(T±):
K±(x, y) =
1
2π
(xy)−
1
2
∫
R
(
y
x
)±is
g
(
(1 + e2πs)−1
)
ds.
Note that the function K±(x, y) is homogeneous of degree −1:
(8.1) K±(tx, ty) = t−1K(x, y),
for any t > 0. By a straightforward change of variables, one sees that
(8.2) K±(1, 1) =
1
2π
∫
g
(
(1 + e2πs)−1
)
ds = A(g),
where A(g) is defined in (1.5).
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8.2. Model problem: asymptotics. We are computing the asymptotics of the trace
I±(α) = tr
(
Oplα(b)g(T±)
)
,
with a suitable symbol b, for arbitrary function g, satisfying the condition
(8.3) g ∈ C1(R), g(0) = g(1) = 0.
Rewrite this trace as follows:
I±(α; b) =
α
2π
∫
R+
∫
R+
∫
R
b(z, ξ)eiαξ(z−x)K±(x, z)dξdzdx.
The symbol b = b(x, ξ) is assumed to be of the form
(8.4) b(x, ξ) = ψ(x)a(x, ξ), the symbol a ∈ S(2,2) is supported on R× (−ρ, ρ),
where ψ ∈ C∞0 (R) is a non-negative function such that ψ(x) ≤ 1 for all x ∈ R and
(8.5) ψ(x) =
{
0, x /∈ (1, 4r),
1, x ∈ (4, r),
with a parameter r > 4.
We begin with some estimates:
Lemma 8.1. Let Λ and Ω be arbitrary open subsets of R. Let the symbol a and function
ψ be as above. Then for any continuous function g any L ≥ r and αrρ ≥ c, we have
(8.6) ‖Opα(ψa)g(T±(1))‖S1 ≤ CαρrN(2,2)(a;L, ρ).
Proof. Let h˜ := h0,2r(x) be the function defined in (5.1). The estimated trace norm does
not exceed C‖Opα(h˜a)‖S1 . By Lemma 3.11,
‖Opα(h˜a)‖S1 ≤ CαρrN(2,2)(a; r, ρ).
Since the right-hand side is monotone increasing in r and L ≥ r, the claimed estimate
follows. 
Now we compute the asymptotics of I±(α; b) as α→∞.
Theorem 8.2. Let the symbol b be as in (8.4), and let the function g be as in (8.3).
Then for any δ > 0, L > 0 and ρ > 0, such that αρ ≥ c, we have
(8.7) |I±(α; b)− A(g)a(0, 0) log r| ≤ C[1 + rL−1 + (αρ)−δ log r]N(1,2)(a;L, ρ),
uniformly in r ≥ 5, with a constant C = C(δ).
This lemma is a modified version of a similar result from [39] which gives the asymp-
totics of the trace I±(α; b) as α→∞, when ψ(x) = 1, and the parameters L, ρ are fixed.
On the contrary, the formula (8.7) explicitly depends on four parameters L, r, ρ, α. Later
we use (8.7) with large r and such ρ and L that the right-hand side is uniformly bounded.
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Proof. Without loss of generality we may assume that ρ = 1 and N(1,2)(a;L, 1) = 1, so
that
(8.8) |∂sξa(x, ξ)| ≤ 1, s = 0, 1, 2, |∂xa(x, ξ)| ≤ L−1,
for all x, ξ.
Step I. We conduct the proof for the sign “+” only. The case of “−” is done in the
same way. For brevity the subscript “+” is omitted from the notation.
Let φ ∈ C∞0 (R) and consider the integral
J ′(α) =
α
2π
∫ ∞
0
∫ ∞
0
∫ 1
−1
K(x, z)(1 − φ(xz−1))eiαξ(z−x)b(z, ξ)dξdzdx.
Integrating by parts in ξ twice, by (8.8) we get∣∣∣∣∫ 1−1 eiαξ(z−x)b(z, ξ)dξ
∣∣∣∣ ≤ C(1 + α|z − x|)2 .
In view of (8.1) we can estimate:
|J ′(α)| ≤ Cα
∫ ∞
0
∫ ∞
0
|K(x, z)||1− φ(xz−1)|
(1 + α|x− z|)2 dxdz
= Cα
∫ ∞
0
∫ ∞
0
|K(x, 1)||1− φ(x)|
(1 + αz|x− 1|)2 dxdz = C
∫ ∞
0
|K(x, 1)||1− φ(x)|
|x− 1| dx.
This integral converges at infinity since K(x, 1) = O(x−1/2). If K(1, 1) = 0, then, then
it converges also at x = 1 for any function φ ∈ C∞0 , and in particular for φ = 0. In this
case the integral J ′(α) = I(α) is uniformly bounded, so (8.7) is proved.
If K(1, 1) 6= 0, then the above integral converges under the assumption φ(1) = 1.
Thus it remains to find the asymptotics of the integral
J(α) =
α
2π
∫ ∞
0
∫ ∞
0
∫
R
K(x, z)φ(xz−1)eiαξ(z−x)b(z, ξ)dξdzdx.
To choose a suitable function φ, let ν > 0 be a number such that K(x, 1) is separated
from zero for all x ∈ [1−ν, 1+ν]. Take a function ω ∈ C∞0 (R) supported on [1−ν, 1+ν],
such that
ω(x) = 1, 1− ν/2 ≤ x ≤ 1 + ν/2,
and define
φ(x) = ω(x)
K(1, 1)
K(x, 1)
,
so that
K(x, z)φ(xz−1) = z−1K(1, 1)ω(xz−1).
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Now J(α) can be rewritten as follows:
J(α) = α
K(1, 1)√
2π
∫ ∞
0
∫
R
[
1√
2π
∫
R
ω(xz−1)eiαξz(1−xz
−1)dx
z
]
b(z, ξ)dξdz
= α
K(1, 1)√
2π
∫ ∞
0
∫
R
eiαξzωˆ(αξz)b(z, ξ)dξdz
Rewriting it again, using (8.2), we get
J(α) = α
A(g)√
2π
∫
R
eiαξωˆ(αξ)τ(ξ)dξ,
with
(8.9) τ(ξ) =
∫ ∞
0
b
(
z, ξz−1
)dz
z
=
∫ 2r
1
b
(
z, ξz−1
)dz
z
.
Split J(α) in two integrals:
J(α) = J1(α) + J2(α),
J1(α) = α
A(g)√
2π
∫
|ξ|<1
eiαξωˆ(αξ)τ(ξ)dξ,
J2(α) = α
A(g)√
2π
∫
|ξ|≥1
eiαξωˆ(αξ)τ(ξ)dξ,
Since |ωˆ(η)| ≤ Cδ|η|−δ−1 for any δ > 0, we have
(8.10) α
∫
|ξ|≥1
|ωˆ(αξ)|dξ ≤ Cα−δ.
Thus, estimating
|τ(ξ)| ≤
∫ 2r
1
z−1dz = log(2r),
we obtain
(8.11) J2(α) ≤ Cα−δ log r.
The contribution of J1(α) requires more careful calculations:
Step II. Study of J1(α). We compare (8.9) with the number
(8.12) τ0 = a(0, 0)
∫ 4r
1
dz
z
= a(0, 0)(log r + log 4).
Estimate the difference:
|ψ(z)a(z, ξz−1)− a(0, 0)| ≤ |ψ(z)(a(z, ξz−1)− a(0, ξz−1))|
+ |ψ(z)(a(0, ξz−1)− a(0, 0))|+ |ψ(z)− 1||a(0, 0)|.
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Thus
|τ(ξ)− τ0| ≤ max
z,t
|∂za(z, t)|
∫ 4r
1
dz +max
z,t
|∂ta(z, t)||ξ|
∫ 4r
1
z−2dz
+ |a(0, 0)|
(∫ 4
1
dz
z
+
∫ 4r
r
dz
z
)
≤ C(max
z,t
|∂za(z, t)|r +max
z,t
|∂ta(z, t)|+ |a(0, 0)|
)
≤ C(1 + rL−1),
for all |ξ| < 1, where we have used (8.8). In view of (8.12) this entails the bound∣∣∣∣J1(α)− αA(g)a(0, 0) log r 1√2π
∫
|ξ|<1
eiαξωˆ(αξ)dξ
∣∣∣∣ ≤ Cα(1 + rL−1) ∫
R
|ωˆ(αξ)|dξ
= C ′(1 + rL−1).
By definition of the function ω and by (8.10),
α√
2π
∫
|ξ|<1
eiαξωˆ(αξ)dξ = 1 +O(α−δ),
and hence, from the boundedness of J ′(α) and from (8.11) it follows that∣∣I(α; b)− A(g)a(0, 0) log r∣∣ ≤ |J ′(α)|+ |J2(α)|+ |J1(α)− A(g)a(0, 0) log r|
≤ C ′(1 + rL−1 + α−δ log r).
This leads to (8.7). 
8.3. Multiple intervals. Here instead of the model operator T± we consider the oper-
ator with a more general set Ω. We begin with introducing some quantities related to
finite subsets of the real line.
Let ρ > 0, and let X ⊂ (−2ρ, 2ρ) be a finite set. Now we introduce a number describing
the spacing of the elements of X. If X = ∅, then for any δ ≥ 0 we define
(8.13) mδ(X) = (4ρ)
−δ,X = ∅.
If #X = N ≥ 1, then we label the points ξ ∈ X in increasing order: ξ1, ξ2, . . . , ξN , and
define
(8.14) mδ(X) =
N∑
j=1
ρ−δj ,
{
ρj = dist{ξj,X \ {ξj}}, N ≥ 2,
ρ1 = 4ρ, N = 1.
Note that
(8.15) #X ≤ 2δρδmδ(X), for any δ ≥ 0,
and, more generally,
(8.16) mν(X) ≤ (2ρ)δ−νmδ(X), for any 0 ≤ ν ≤ δ.
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Note also the natural “monotonicity” of mδ in the set X: if X1 ⊂ X2 ⊂ (−2ρ, 2ρ) are two
finite sets, then
(8.17) mδ(X1) ≤ mδ(X2),
for any δ ≥ 0.
Now let Ω be a subset of real line such that for some ρ > 0
(8.18) Ω
⋂
(−2ρ, 2ρ) =
(⋃
j
Ij
)⋂
(−2ρ, 2ρ),
where {Ij}, j = 1, 2, . . . is a finite collection open intervals such that I¯j ∩ I¯s = ∅ for
j 6= s. Let X be the set of their endpoints inside (−2ρ, 2ρ). We are interested in the
asymptotics of the trace
(8.19) tr
(
Oplα(b)g(T (1;R+,Ω))
)
, g(t) = tp − t, with some p ∈ N,
where b = b(x, ξ) is as in (8.4).
We begin with the simplest case, X = ∅. Let ζ ∈ C∞0 (R) be a non-negative function,
such that
(8.20) ζ(x) =
{
0, |x| ≥ 1/4,
1, |x| < 1/8.
Lemma 8.3. Let g be as in (8.19), and let the symbol a be as in (8.4). If X = ∅, then
under the condition αLρ ≥ c we have
(8.21) ‖Oplα(a)g(T (1;R+,Ω))‖S1 ≤ CN(1,2)(a;L, ρ).
Proof. Also, without loss of generality assume that N(1,2)(a;L, ρ) = 1, so that
(8.22) ‖Oplα(a)‖ ≤ C,
by Lemma 3.9.
Since a(x, ξ) = 0 for |ξ| ≥ ρ, we have
a(x, ξ) = a(x, ξ)(ζ˜(ξ))p, ζ˜(ξ) = ζ
(
ξ(8ρ)−1
)
,
for any p ∈ N. By Lemma 7.5,
‖Opα(ζ˜p)gp(T (1;R+,Ω))− gp(T (ζ˜;R+,Ω))‖S1 ≤ C ′
(
N
(3)(ζ˜; ρ)
)p ≤ C,
for all α > 0. Since ζ˜(ξ) = 0 for |ξ| ≥ 2ρ, we have either ζ˜χΩ = 0 or ζ˜χΩ = ζ˜. If ζ˜χΩ = 0,
then T (ζ˜;R+,Ω) = 0, and the above estimate together with (8.22) imply that
‖Oplα(a) g(T (1;R+,Ω))‖S1
≤ ‖Oplα(a)‖
(‖Opα(ζ˜p)gp(T (1;R+,Ω))‖S1 + ‖Opα(ζ˜)g1(T (1;R+,Ω))‖S1) ≤ C,
as claimed.
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If ζ˜χΩ = ζ˜, then T (ζ˜;R+,Ω) = T (ζ˜;R+,R), and using Lemma 7.5 backwards, we get
‖Opα(ζ˜p)
(
gp(T (1;R+,Ω))− gp(χR+)
)‖S1 ≤ C,
for any p = 1, 2, . . . , which leads to
‖Oplα(a)
(
gp(T (1;R+,Ω))− gp(χR+)
)‖S1 ≤ C,
in view of (8.22). Therefore
‖Oplα(a)
(
g(T (1;R+,Ω))− g(χR+)
)‖S1 ≤ C.
Since g(χR+) = 0, this entails (8.21). The proof is complete. 
If X 6= ∅, then we find the asymptotics of the trace (8.19) using Theorem 8.2. To this
end we need to build a suitable partition of unity, which will reduce the problem to the
case Ω = R+ or Ω = R−. We attach to each point ξj ∈ X, j = 1, 2, . . . , N := #X, the
cut-off function
uj(ξ) = ζ
(
ξ − ξj
ρj
)
,
where ρj , ζ are defined in (8.14) and (8.20) respectively. Clearly, uj ∈ S(∞) and
N
(m)(uj; ρj) < Cm,
with a constant Cm depending only on m. By construction the supports of the functions
uj associated with distinct points of the set X, do not overlap. To complete our definition
of the partition of unity we set
u(ξ) = 1−
∑
1≤j≤N
uj(ξ).
Insert now this partition of unity into the trace (8.19) and establish the asymptotics of
the constituent traces individually.
Lemma 8.4. Let the symbols a and b be as in (8.4), and let g be as in (8.19). Suppose
that N := #X ≥ 1. Let uj ∈ C∞0 (R), j = 1, 2, . . . , N , be as above. Assume that
αLρ ≥ c, αρj ≥ c.
Then for any δ > 0 we have∣∣tr(Oplα(buj)g(T (1;R+,Ω)))− A(g)a(0, ξj) log r∣∣
≤ C(1 + rL−1 + (αρj)−δ log r)N(1,2)(a;L, ρ),
with a constant C independent of j.
Proof. Translating by ξj, we may assume that ξj = 0. Without loss of generality assume
N(1,2)(a;L, ρ) = 1. Denote u˜j(ξ) = uj(ξ/2), so that u˜juj = uj. By Lemma 7.5 we have
‖Opα(u˜pj)gp(T (1;R+,Ω))− gp
(
T (u˜j;R+,Ω)
)‖S1 ≤ C,
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for all α > 0. If ξj is the left endpoint of one of the intervals {Ij} in (8.18), then
u˜jχΩ = u˜jχR+ . If ξj is the right endpoint, then u˜jχΩ = u˜jχR−. Thus by Lemma 7.5
again,
(8.23) ‖Opα(uj)g(T (1;R+,Ω))−Opα(uj)g(T±)‖S1 ≤ C,
where the sign “+” (resp. “−”) is used for the left (resp. right) endpoint. As αLρ ≥ c,
Lemma 3.9 gives
‖Oplα(ψa)‖ ≤ C.
Thus in combination with (8.23) we obtain
‖Oplα(ψauj)
(
g(T (1;R+,Ω))− g(T±)
)‖S1 ≤ C,
for αLρ ≥ c. To find the trace of Oplα(ψauj)g(T±) note that auj ∈ S(2,2), uj(ξ) = 0 for
|ξ| ≥ ρj/4, and
N
(1,2)(auj;L, ρj) ≤ CN(1,2)(a;L, ρ),
since ρ ≥ ρj . Since αρj ≥ c, now the result follows from Theorem 8.2. 
Lemma 8.5. Let the symbol a be as in (8.4), and let g be as in (8.19). Suppose that
N := #X ≥ 1. Then under the condition αLρ ≥ c we have for any δ ≥ 1:
‖Oplα(au)g(T (1;R+,Ω))‖S1 ≤ Cδρδ mδ(X) N(1,2)(a;L, ρ).
Proof. Again, without loss of generality assume that N(1,2)(a;L, ρ) = 1.
By definition of uj and u, we have u(ξ) = 0 whenever |ξ − ξj| ≤ ρj/8 for any ξj ∈ X.
Let l be a number such that ρl = minj ρj . Without loss of generality assume that l = 1,
so that u ∈ S(∞) with
N
(m)(u; ρ1) ≤ Cm.
Let ϕ ∈ C∞0 (R) be a function such that
ϕ(t) =
{
1, |t| ≤ 1/4;
0, |t| ≥ 3/4,
and that the collection ϕ(t− n), n ∈ Z, forms a partition of unity on R. Denote
φn(ξ) = ζ
(
ξ(8ρ)−1
)
u(ξ)ϕ(12ξρ−11 − n), n ∈ Z,
where ζ is defined in (8.20), so that φn(ξ) = 0 for |ξ| ≥ 2ρ. Denote by J ≤ Cρρ−11 the
smallest natural number such that∑
|n|≤J
φn(ξ) = ζ
(
ξ(8ρ)−1
)
u(ξ).
Let us show that
(8.24) ‖Opα(φn)g(T (1;R+,Ω))‖S1 ≤ C,
for all α > 0 uniformly in n, |n| ≤ J . Indeed, let
ϕ˜n(ξ) = ϕ
(
4ρ−11 (ξ − nρ1/12)
)
,
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so that φn = φnϕ˜n. Consider only those n, for which φn 66≡ 0. Since u(ξ) = 0 for all
ξ ∈ (ξj − ρj , ξj + ρj), j = 1, 2, . . . , N , the latter requirement implies that
either ϕ˜nχΩ = 0 or ϕ˜nχΩ = ϕ˜n.
By Lemma 7.5,
‖Opα(ϕ˜pn)gp(T (1;R+,Ω))− gp(T (ϕ˜n;R+,Ω)‖S1 ≤ C ′
(
N
(3)(ϕ˜n; ρ1)
)p ≤ C,
for all α > 0. In the case ϕ˜nχΩ = 0, this immediately implies (8.24) with g(t) = t
p − t,
since φn = φnϕ˜
p
n for any p = 1, 2, . . . . Suppose now that ϕ˜nχΩ = ϕ˜n, so that
gp(T (ϕ˜n;R+,Ω) = gp(T (ϕ˜n;R+,R).
Using Lemma 7.5 ”backwards”, we get
‖Opα(ϕ˜pn)
(
gp(T (1;R+,Ω))− gp(χR+)
)‖S1 ≤ C,
which leads to
‖Opα(φn)
(
g(T (1;R+,Ω))− g(χR+)
)‖S1 ≤ C.
Since g(χR+) = 0, this entails (8.24). Summing over all n’s, we get
‖Oplα(au)g(T (1;R+,Ω))‖S1 ≤ ‖Oplα(a)‖
∑
|n|≤J
‖Opα(φn)g(T (1;R+,Ω))‖S1
≤ C ′J ≤ Cρρ−11 ≤ Cρ m1(X),
where we have used Lemma 3.9 to estimate the norm of Oplα(a) under the condition
αLρ ≥ c, and the bound
ρ−11 ≤ m1(X),
which follows from the definition (8.14). Using (8.16) we complete the proof. 
Theorem 8.6. Let g be as in (8.19). Let the symbols a, b and the function ψ be as in
(8.4). Assume that αρ ≥ c, L ≥ r ≥ 1. Then∣∣∣∣tr(Oplα(ψa)g(T (1;R+,Ω)))− A(g)∑
ξ∈X
a(0, ξ) log r
∣∣∣∣
≤ Cδmδ(X)
[
ρδ + α1−δρr + α−δ log r
]
N
(2,2)(a;L, ρ),(8.25)
for any δ ≥ 1, where the sum on the left hand side equals zero if X = ∅.
Proof. Assume that N(2,2)(a;L, ρ) = 1. If X = ∅, then the estimate immediately follows
from Lemma 8.3 and the definition (8.13).
Suppose that X is non-empty. Represent the trace
T = tr
(
Oplα(ψa)g(T (1;R+,Ω))
)
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on the left-hand side of (8.25) as the sum
T = T1 + T2 + T3,
T1 =
∑
1≤j≤N ;αρj≥1
tr
(
Oplα(ψauj)g(T (1;R+,Ω))
)
,
T2 =
∑
1≤j≤N ;αρj<1
tr
(
Oplα(ψauj)g(T (1;R+,Ω))
)
,
T3 = tr
(
Oplα(ψau)g(T (1;R+,Ω))
)
.
To every term with αρj ≥ 1 we apply Lemma 8.4, so that∣∣∣∣T1 − A(g) ∑
ξj∈X:αρj≥1
a(0, ξj) log r
∣∣∣∣ ≤ C[N(1 + rL−1) + log r α−δ N∑
j=1
ρ−δj
]
≤ Cδmδ(X)
[
ρδ + α−δ log r
]
, δ ≥ 0,(8.26)
where we have used (8.15), and the inequality rL−1 ≤ 1. If αρj < 1 we use the estimate
(8.6), which we rewrite as follows:
| tr(Oplα(ψauj)g(T (1;R+,Ω)))− log r A(g)a(0, ξj)| ≤ Cαρr,
which leads to ∣∣∣∣T2 − A(g) ∑
ξj∈X:αρj<1
a(0, ξj) log r
∣∣∣∣ ≤ CN˜αρr,
where N˜ is the number of points ξj such that αρj < 1. Similarly to (8.15) one can
estimate:
N˜ ≤ α−δ
∑
j:αρj<1
ρ−δj ≤ α−δmδ(X),
for any δ ≥ 0, so that
(8.27)
∣∣∣∣T2 − A(g) ∑
ξj∈X:αρj<1
a(0, ξj) log r
∣∣∣∣ ≤ Cα1−δmδ(X)ρr.
To estimate T3 use Lemma 8.5: |T3| ≤ Cδρδmδ(X), for any δ ≥ 1. Together with (8.26)
and (8.27) this leads to (8.25). 
9. Partitions of unity, and a reduction to the flat boundary
Now we are in a position to evaluate the asymptotics of the trace
(9.1) Tα(b; Λ,Ω; g) := tr
(
Oplα(b)g(T (1; Λ,Ω))
)
for a compactly supported symbol b, with the function g(t) = tp − t, p = 1, 2, . . . .
Theorem 7.8 gives the required asymptotics for the case when b is supported on a ball
contained inside Λ, and the answer in this case does not include any information about the
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boundary of Λ. Now we are ready to tackle the more difficult case, when the support of b
has a non-trivial intersection with the boundary ∂Λ. We assume that the domains Λ and
Ω satisfy Condition 4.1, i.e. , Λ = Γ(Φ;OΛ,kΛ), Ω = Γ(Ψ;OΩ,kΩ), with some orthogonal
transformations OΛ,OΩ, some kΛ,kΩ ∈ Rd, and some functions Φ,Ψ ∈ C1(Rd−1), which
satisfy (4.1). Without loss of generality we suppose that OΛ = I, kΛ = 0, i.e.
Λ = Γ(Φ; I, 0) = {x ∈ Rd : xd > Φ(xˆ)}.
About the symbol b we assume that either
(9.2) b ∈ S(d+2,d+2), supp b ⊂ Rd × B(0, ρ),
or
(9.3) b ∈ S(d+2,d+2), supp b ⊂ B(0, 1)×B(0, ρ),
with some ρ > 0. For some intermediate results we need weaker smoothness assumptions
on b. Sometimes the dependence of the trace (9.1) on some of the arguments is omitted
from the notation and then we write Tα(b; Λ; g) or Tα(b; Λ) etc.
9.1. Two partitions of unity. Our strategy is to “approximate” Λ by a half-space and
then use the approach developed in [40]. The first step is to divide the domain Λ into
two subsets: a “boundary layer”, which will eventually contribute to the second term
of the asymptotics (2.23), and the “inner part”, which affects only the first term of the
asymptotics. The study of these two domains require two different partitions of unity.
We begin with the partition of unity for the boundary layer.
Let v1, v2 ∈ C∞(R) be two non-negative functions such that v1(t) + v2(t) = 1 for all
t ∈ R and
(9.4) v1(t) =
{
0, t ≤ 1,
1, t ≥ 2.
Define a partition of unity subordinate to the covering of the half-axis by the intervals
∆−1 = (−2, 3),∆k = (2rk, 3rk+1), k = 0, 1, . . . ,
where r > 2. Denote
v
(k)
1 (t) = v1
(
t− rk
rk
)
, v
(k)
2 (t) = v2
(
t− rk+1
rk+1
)
, k = 0, 1, . . . ,
and define
ζ−1(t) = v2(t− 1)v1(t+ 2), ζk(t) = v(k)1 (t)v(k)2 (t), k = 0, 1, 2, . . . .
It is clear that ζk(t) = 0 if t /∈ ∆k, k = −1, 0, . . . . It follows from the definition of v1, v2
that for r > 2 and any K,
K∑
k=−1
ζk(t) = v
(K)
2 (t),
∞∑
k=−1
ζk(t) = 1, t ≥ 0.
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Define two cut-off functions on Rd:
(9.5) q↓(x) = v(K)2
(
α(xd − Φ(xˆ))
)
, q↑(x) = v(K)1
(
α(xd − Φ(xˆ))
)
.
To find the trace asymptotics of Tα(b) we study the traces Tα(q
↓b) and Tα(q↑b) for the
following value of the parameter K:
(9.6) K = K(α; r, A) =
[
logα− A
log r
]
,
with some number A > 0. Here [. . . ] denotes the integer part. This value of K is chosen
thus to ensure that q↓ is supported in a thin “boundary layer” whose width does not
depend on α, whereas q↑ is supported “well inside” the domain Λ. More precisely,
(9.7)
{
q↓(x) = 0, xd − Φ(xˆ) ≥ 3re−A,
q↑(x) = 0, xd − Φ(xˆ) ≤ 2r−1e−A.
As we show later on, the asymptotics of the trace Tα(q
↓b) (see (9.1)) “feels” the boundary
∂Λ, whereas Tα(q
↑b) can be handled as if Λ were the entire space Rd. The trace with
q↓ requires a more careful analysis. In particular, we need a further partition of unity in
variable xˆ. Cover Rd−1 by cubes of the form Qm = Q0 +m, m ∈ Zd−1, where
Q0 = (−1, 1)d−1.
Let σm = σm(xˆ) be a partition of unity, associated with this covering, such that
(9.8) σm(xˆ) = σ0(xˆ−m),
which guarantees that
|∇jxˆσm(xˆ)| ≤ Cj,
for all j uniformly in m ∈ Zd−1. For each k = 0, 1, . . . we use the partition of unity
(9.9) σk,m(xˆ) = σm(αxˆr
−k−1), m ∈ Zd−1.
Now define for all x ∈ Rd
(9.10)
{
q−1(x) = ζ−1
(
α
(
xd − Φ(xˆ)
))
,
qk,m(x) = ζk
(
α
(
xd − Φ(xˆ)
))
σk,m(αxˆr
−k−1), k = 0, 1, . . . ,m ∈ Zd−1,
so that
(9.11) q↓(x) = q−1(x) +
K∑
k=0
∑
m∈Zd−1
qk,m(x).
The contributions of the boundary layer and the inner region are found in Lemmas 10.6
and 10.7 respectively. For Lemma 10.7 we need another, more standard partition of unity.
To define it we follow the scheme described in [17], Ch.1. Let us state the required result
in the form convenient for our purposes:
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Proposition 9.1. Let ℓ ∈ C1(Rd) be a function such that
(9.12) |ℓ(x)− ℓ(y)| ≤ ̺|x− y|,
for all x,y ∈ Rd with some ̺ ∈ [0, 1). Then there exists a set xj ∈ Rd, j ∈ N such
that the balls B(xj , ℓ(xj)) form a covering of R
d with the finite intersection property, i.e.
each ball intersects no more than N = N(̺) < ∞ other balls. Furthermore, there exist
non-negative functions ψj ∈ C∞0 (Rd), j ∈ N, supported in B(xj , ℓ(xj)) such that∑
j
ψj(x) = 1,
and
|∇mψj(x)| ≤ Cmℓ(x)−m,
for all m uniformly in j.
For our purposes the convenient choice of ℓ(x) for all x ∈ Rd is
(9.13) ℓ(x) =

1
32〈M〉
(
xd − Φ(xˆ)
)
, xd > Φ(xˆ) + α
−1,
1
32α〈M〉 , xd ≤ Φ(xˆ) + α
−1.
Here M > 0 is the constant from condition (4.1). Since |∇ℓ| ≤ 1/32 a.e., the condition
(9.12) is satisfied with ̺ = 1/32.
Lemma 9.2. If xd − Φ(xˆ) > α−1, then B(x, 32ℓ) ⊂ Λ.
Proof. By (4.2), under the condition xd − Φ(xˆ) > α−1 we have for any y ∈ B(x, 32ℓ):
yd − Φ(yˆ) ≥ xd − Φ(xˆ)− 〈M〉|x− y|
= 32〈M〉ℓ(x)− 〈M〉|x− y| > 0.
This proves that y ∈ Λ, as claimed. 
Incidentally, the partition of unity just introduced is also useful for the boundary
layer. Indeed, our study of the traces Tα(qk,mb), k = 0, 2, . . . , m ∈ Zd−1, is based on the
estimates obtained in the previous sections for symbols from the classes S(m,n). Observe,
however, that those estimates are not directly applicable to symbols of the type qk,m,
since these functions do not have isotropic scaling properties in-built in the norms (2.5).
Thus in Lemma 9.4 below we study individually operators with ψjqk,m and then sum up
in j.
9.2. Reduction to the flat boundary. The first step in finding the asymptotics of
Tα(qk,mb; Λ)) is to replace Λ by a half-space, as in Lemma 5.26. We emphasize that the
choice of this half-space depends on k = 0, 1, . . . and m ∈ Zd−1.
For a fixed zˆ ∈ Rd−1 define
Φ0(yˆ) = Φ0(y; zˆ) = Φ(zˆ) +∇Φ(zˆ) · (yˆ− zˆ).
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Then by (5.17),
(9.14) sup
zˆ∈Rd−1
max
yˆ:|zˆ−yˆ|≤s
|Φ(yˆ)− Φ0(yˆ, zˆ)| ≤ sε(s),
For each k = 0, 1 . . . , m ∈ Zd−1 define the approximating half-space by
(9.15) Πk,m = {x : xd > Φ0(xˆ; xˆk,m)}, xˆk,m = α−1rk+1m.
For our analysis of various asymptotics it is convenient to introduce the notion of a
W-sequence.
Definition 9.3. Let wk = wk(r, A), k ≥ 0, be a sequence of non-negative numbers,
depending on the parameters r, A > 0, and let K = K(α; r, A) be as defined in (9.6).
We say that wk is a W-sequence if
(9.16) lim
r→∞
lim sup
A→∞
lim sup
α→∞
1
logα
∑
k≤K(α;r,A)
wk(r, A) = 0.
If a W-sequence depends on some other fixed parameter, for instance M from (4.1), then
it is not reflected in the notation and we still write simply wk(r, A).
Lemma 9.4. Let Λ and Ω be some domains satisfying Condition 4.1 with OΛ = I,kΛ =
0. Suppose that the symbol b satisfies (9.2). Then for any k = 0, 1, . . . , K = K(α; r, A),
‖qk,mOpα(b))
(
gp(T (1; Λ))− gp(T (1; Πk,m))
)‖S1
≤ r(k+1)(d−1)ρd−1wk(r, A)N(d+1,d+2)(b; 1, ρ),(9.17)
with some W-sequence wk(r, A) independent of the symbol b, uniformly in m ∈ Zd−1, ρ ≥
c. Moreover, wk(r, A) does not depend on the functions Φ,Ψ, and on the transformation
(OΩ,kΩ), but may depend on the parameter M .
Proof. Denote Π = Πk,m. Using (2.18) we may assume that m = 0ˆ and Φ(0ˆ) = 0, so
that Φ0(xˆ) = ∇Φ(0ˆ) · xˆ. For µ > 0 denote
Dk(µ) = {x : 2µ−1α−1rk < xd − Φ(xˆ) < 3µα−1rk+1, |xˆ| < µα−1rk+1}.
It is clear that supp qk,0 ⊂ Dk(1). Also, since k ≥ 0, we have xd − Φ(xˆ) > α−1 for
x ∈ Dk(2).
Step 1: Let us show first that
(9.18) Dk(2) ⊂ Λ ∩Π ∩ B
(
0, 13〈M〉α−1rk+1),
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for sufficiently large A. By construction Dk(2) ⊂ Λ. For an arbitrary x ∈ Dk(2) write,
using (9.14):
xd − Φ0(xˆ) = xd − Φ(xˆ) + (Φ(xˆ)− Φ0(xˆ))
≥ xd − Φ(xˆ)− 2α−1rk+1ε(2α−1rk+1)
≥ α−1rk − 2α−1rkrε(2α−1rk+1)
= α−1rk
[
1− 2rε(2α−1rk+1)].(9.19)
Estimating
α−1rk+1 ≤ re−A
for all k ≤ K, and taking a sufficiently large A, we can guarantee that the right hand
side of (9.19) is positive which proves that Dk(2) ⊂ Π. Furthermore, since Φ(0ˆ) = 0 and
|∇Φ(xˆ)| ≤M , for any x ∈ Dk(2) we have
|xd| ≤ |xd − Φ(xˆ)|+ |Φ(xˆ)| ≤ 6α−1rk+1 +M |xˆ| ≤ 12〈M〉α−1rk+1,
so that
|x| ≤
√
x2d + |xˆ|2 ≤ 13〈M〉α−1rk+1,
and hence x ∈ B(0, 13〈M〉α−1rk+1), as claimed. Thus (9.18) is proved.
Step 2. Let B(xj , ℓj), ℓj := ℓ(xj) be the balls from Proposition 9.1, which form a
covering of Rd with the finite intersection property. Let J ⊂ Z be the set of all indices
j such that B(xj , 4ℓj) ⊂ Dk(2). Let us prove that
(9.20) Dk(1) ⊂
⋃
j∈J
B(xj, ℓj).
It suffices to show for arbitrary x ∈ Dk(2), that if w ∈ B(x, 4ℓ(x)), but w /∈ Dk(2), then
B(x, ℓ(x)) ∩Dk(1) = ∅. In view of (9.13), ℓ(x) = (32〈M〉)−1(xd − Φ(xˆ)).
We consider separately three cases.
Case 1. Suppose that w ∈ B(x, 4ℓ(x)) and wd − Φ(wˆ) < α−1rk. Then by (4.2),
xd − Φ(xˆ) ≤ wd − Φ(wˆ) + 〈M〉|w − x|
< α−1rk +
1
8
(xd − Φ(xd)).
Thus xd−Φ(xˆ) < 8(7α)−1rk, so that for any y ∈ B(x, ℓ(x)) we have by (4.2) again that
yd − Φ(yˆ) ≤ xd − Φ(xˆ) + 〈M〉|x− y| ≤ 33
32
(xd − Φ(xˆ)) < 2α−1rk,
and hence B(x, ℓ(x)) ∩Dk(1) = ∅.
Case 2. Suppose that w ∈ B(x, 4ℓ(x)) and wd − Φ(wˆ) > 6α−1rk+1. Then by (4.2),
xd − Φ(xˆ) ≥ wd − Φ(wˆ)− 〈M〉|w− x|
> 6α−1rk+1 − 1
8
(xd − Φ(xd)).
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Thus xd − Φ(xˆ) > 48(9α)−1rk+1, so that for any y ∈ B(x, ℓ(x)) we have
yd − Φ(yˆ) ≥ xd − Φ(xˆ)− 〈M〉|x− y| > 31
32
(xd − Φ(xˆ)) > 3α−1rk+1,
and hence B(x, ℓ(x)) ∩Dk(1) = ∅ again.
Case 3. Suppose now that w ∈ B(x, 4ℓ(x)), but |wˆ| ≥ 2α−1rk+1. By virtue of Case 2
above, we may assume that xd − Φ(xˆ) ≤ 6α−1rk+1. Consequently,
|xˆ| ≥ |wˆ| − |x−w| ≥ 2α−1rk+1 − 1
8〈M〉(xd − Φ(xˆ)) ≥
5
4
α−1rk+1.
Thus for any y ∈ B(x, ℓ(x)),
|yˆ| ≥ |xˆ| − |x− y| ≥ |xˆ| − 1
32〈M〉(xd − Φ(xˆ)) ≥
5
4
α−1rk+1 − 1
5〈M〉α
−1rk+1 > α−1rk+1,
so that B(x, ℓ(x)) ∩Dk(1) = ∅. This proves (9.20).
Step 3. Let ψj be the partition of unity from Proposition 9.1. According to (9.20)
qk,0(x) =
∑
j∈J
φj(x), φj(x) = qk,0(x)ψj(x).
Thus the trace norm
Z = ‖qk,0Oplα(b)
(
gp(T (1; Λ))− gp(T (1; Π))
)‖S1
is estimated as follows:
(9.21) Z ≤
∑
j∈J
Zj, Zj = ‖Oplα(φjb)
(
gp(T (1; Λ))− gp(T (1; Π))
)‖S1.
For each Zj we use Lemma 5.6 with some κ ∈ (0,κp). Since xj ∈ Dk(2), we have
(9.22)
1
32〈M〉α
−1rk ≤ ℓj ≤ 6
32〈M〉α
−1rk+1,
and as k ≤ K, this means that ℓj ≤ re−A. For sufficiently large A, we have ℓj ≤ 1, so
that
N
(d+1,d+2)(bφj ; ℓj, ρ) ≤ CN(d+1,d+2)(b; 1, ρ).
By (9.18) and by definition of the set J , the ball B(xj , 4ℓj), j ∈ J satisfies the condition
(5.20) with
t = α−1rk+2.
for all r ≥ 13〈M〉. Furthermore, in view of (9.22),
5〈M〉r < tℓ−1j < 32〈M〉r2, j ∈ J.
Thus for sufficiently large r the first condition in (5.21) is satisfied uniformly in k. Now
estimate for k ≤ K:
tℓ−1j ε(4t) < 32〈M〉r2ε(r2e−A).
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For sufficiently large A this quantity is arbitrarily small, and hence the second condition
in (5.21) is also satisfied. Finally, αℓjρ ≥ crkρ ≥ c′. Thus by Lemma 5.6,
Zj ≤ C(αℓjρ)d−1Rκ(α; ℓj, ρ, t)N(d+1,d+2)(b; 1, ρ),
uniformly in j ∈ J . By definition (5.23),
Rκ(α; ℓj, ρ, t) ≤ C
[
r−κ + r4(d−1)r−κk + r4(d−1)
(
r2ε(r2e−A)
)κ]
=: w˜k(r, A),(9.23)
for all ρ ≥ c, uniformly in j ∈ J . By (9.21),
Z ≤
∑
j∈J
Zj ≤ C(αρ)d−1N(d+1,d+2)(b; 1, ρ)w˜k(r, A)
∑
j∈J
(
ℓ(xj)
)−1
.
Due to the finite intersection property (see Proposition 9.1), and to the propertyB(xj , 4ℓ(xj)) ⊂
Dk(2) for all j ∈ J , the sum on the right-hand side is estimated by the integral∫
Dk(2)
ℓ(x)−1dx =
∫
|xˆ|≤2α−1rk+1
∫ 6α−1rk+1
α−1rk
t−1dtdxˆ ≤ Cα1−dr(k+1)(d−1) log r,
and hence
Z ≤ Cr(k+1)(d−1)ρd−1wk(r, A)N(d+1,d+2)(b; 1, ρ), wk(r, A) = log r w˜k(r, A).
Step 4. To complete the proof of (9.4) it remains to show that wk(r, A) is aW-sequence,
i.e. it satisfies the property (9.16). To this end consider each term in the definition of
wk = log r w˜k (see (9.23)) separately. Clearly,
sup
A
sup
α
log r
logα
∑
k≤K
r−κ ≤ r−κ → 0, r →∞,
so this sum satisfies (9.16). Consider now
log r
logα
∑
k≤K
r4(d−1)r−κk ≤ log r
logα
rd(d−1)
1
1− r−κ → 0, α→∞,
so this sum also satisfies (9.16). For the last term in the definition (9.23), note that
rk+2α−1 ≤ r2e−A,
and hence
sup
α
log r
logα
∑
k≤K
r4(d−1)(r2ε(rk+2α−1))κ ≤ r4(d−1)(r2ε(r2e−A))κ → 0, A→∞,
which follows from the fact that ε(s) → 0 as s → 0. Therefore wk satisfies (9.16), and
the proof of the Lemma is now complete. 
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10. Asymptotics of the trace (9.1)
Now we compute the asymptotics of the trace Tα(qk,mb; Πk,m,Ω; g) (see (9.1) for defi-
nition of Tα, and (9.15) for definition of Πk,m), where k = 0, 1, . . . , m ∈ Zd−1,
(10.1) g(t) = tp − t, with some p ∈ N.
As before we assume that Λ and Ω are graph-type domains, but we also need stronger
smoothness conditions on Ψ, and some specific restrictions on the orthogonal transfor-
mations OΛ,OΩ.
Condition 10.1. Let Φ ∈ C1(Rd−1), Ψ ∈ C3(Rd−1) be some real-valued functions satis-
fying (4.1) and
(10.2) ‖∇2Ψ‖L∞ + ‖∇3Ψ‖L∞ ≤ M˜,
with some M˜ > 0. Assume that Φ(0ˆ) = Ψ(0ˆ) = 0. The domain Λ is defined as
Λ = Γ(Φ; I, 0), and there is an index l = 1, 2, . . . , d such that the domain Ω is defined by
(10.3) Ω =
Ω
(+) = {ξ : ξl > Ψ(
◦
ξ)},
or Ω(−) = {ξ : ξl < Ψ(
◦
ξ)},
◦
ξ = (ξ1, . . . , ξl−1, ξl+1, . . . , ξd).
One can easily see that the above definition of the domain Ω in fact describes Ω as
a graph-type domain Γ(Ψ˜;O, 0) with some easily identifiable orthogonal transformation
O and function Ψ˜. For example, if l = d − 1, then for the domain Ω(−) the entries Ojs
of the matrix O are given by
Ojs =

δj,s, 1 ≤ j ≤ d− 2,
−δj+1,s, j = d− 1,
δj−1,s, j = d,
and the function Ψ˜ by Ψ˜(ξˆ) = −Ψ(ξˆ).
In what follows one of the main players will be the set
(10.4) Ω(±)(ξˆ) = {t ∈ R : (ξˆ, t) ∈ Ω(±)} = {ξd : ±ξl > ±Ψ(
◦
ξ)}.
We are interested in the structure of the set Ω(±)(ξˆ) ∩ (−2ρ, 2ρ) for ξˆ ∈ C(d−1)ρ with
an appropriate ρ > 0, see (1.11) for the definition of the cube C
(n)
ρ . The set Ω(±)(ξˆ) ∩
(−2ρ, 2ρ) is either empty, or it is an open set, i.e. it is a countable union of disjoint open
intervals whose endpoints either coincide with ±2ρ, or lie inside of the interval (−2ρ, 2ρ).
Denote by X(±)(ξˆ) the set of those endpoints which lie strictly inside (−2ρ, 2ρ). Define
also
X(ξˆ) = {ξd ∈ (−2ρ, 2ρ) : Ψ(
◦
ξ) = ξl}.
Obviously, X(±)(ξˆ) ⊂ X(ξˆ). In case the set X(ξˆ) is finite we use the quantity mδ(X(ξˆ))
introduced in (8.14). The next lemma is of primary importance:
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Lemma 10.2. Let Ψ ∈ C3(Rd−1) be a function satisfying Condition 10.1, and let the
sets X(±)(ξˆ),X(ξˆ) ⊂ (−2ρ, 2ρ) be as defined above. Then
(1) For almost all ξˆ ∈ C(d−1)ρ :
(a) the set X(ξˆ) is finite,
(b) X(ξˆ) = X(±)(ξˆ),
(c) the disjoint open intervals forming Ω±(ξˆ) have distinct endpoints.
(2) For any δ ∈ (0, 2) the function mδ
(
X(ξˆ)
)
satisfies the bound
(10.5)
∫
ξˆ∈C(d−1)ρ
mδ(X(ξˆ))dξˆ ≤ Cρd−1−δ
(
1 + (ρ+ ρ2)M˜
)
.
The constant C depends only on δ and dimension d.
This lemma follows immediately from Theorem 13.1.
First we establish the asymptotics for the case ∇Φ(xˆk,m) = 0. Throughout this section
allW-sequences wk(r, A) do not depend on the functions Φ ∈ C1,Ψ ∈ C3, but may depend
on the constants M in (4.1) and M˜ in (10.2).
Lemma 10.3. Assume that
(1) g is given by (10.1),
(2) Λ,Ω are two graph-type domains satisfying Condition 10.1,
(3) 0 ≤ k ≤ K with K defined in (9.6),
(4) b is a symbol satisfying (9.2),
(5) ∇Φ(xˆk,m) = 0.
Then ∣∣∣∣Tα(qk,mb; Πk,m,Ω; g)− αd−1 log r A(g) W1(σk,mb; ∂Λ, ∂Ω)∣∣∣∣
≤ r(k+1)(d−1)wk(r, A)N(2,2)(b, 1, ρ),
with some W-sequence wk(r, A) independent of the symbol b and of the point m ∈ Zd−1,
uniformly in ρ ∈ [c, C] with arbitrary positive constants c, C such that c < C.
Proof. Using (2.18) we may assume that Φ(xˆk,m) = 0. We also assume throughout that
α ≥ 2, r ≥ 5, A ≥ 2, and c ≤ ρ ≤ C.
Step 1: a reduction to the one-dimensional case. Let Ω(±)(ξˆ) be as defined in (10.4).
Since Πk,m = {x : xd > 0} (see (9.15)), a straightforward calculation shows that
gp
(
T (1; Πk,m,Ω)
)
is a PDO in L2(Rd−1,H),H = L2(R), with the operator-valued sym-
bol
gp
(
T (1;R+,Ω
(±)(ξˆ))
)
.
Therefore the operator X = qk,mOpα(b)g
(
T (1; Πk,m,Ω)
)
can be viewed as a PDO with
the operator-valued symbol
Xα(xˆ, ξˆ) = qk,m(xˆ, · ) Opα
(
b(xˆ, · ; ξˆ, · ))g(T (1;R+,Ω(±)(ξˆ))),
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i.e.
(Xαu)(x) =
(
α
2π
)d−1 ∫
Rd−1
∫
Rd−1
eiαξˆ·(xˆ−yˆ)
(
Xα(xˆ, ξˆ)u(yˆ, · )
)
dyˆdξˆ,
for any u from the Schwartz class on Rd. In order to use Lemma 15.1 we need to find
the asymptotics of the trace of the operator X(xˆ, ξˆ). By definition (9.10),
Xα(xˆ, ξˆ) = σk,m(xˆ)Y˜α(xˆ, ξˆ),
with the operator-valued symbol
Y˜α(xˆ, ξˆ) = ψ˜Opα
(
b(xˆ, · ; ξˆ, · ))g(T (1;R+,Ω(±)(ξˆ))), ψ˜(xd) = ζk(α(xd − Φ(xˆ))).
After the change of the variable
xd = r
kα−1t,
the operator Y˜α(xˆ, ξˆ) becomes unitarily equivalent to
(10.6) Yβ(xˆ, ξˆ) = ψOpβ(a)g(T (1;R+,Ω
(±)(ξˆ))), β = rk,
where
ψ(t) = ζk(r
kt− αΦ(xˆ)) = v1
(
t− 1− αr−kΦ(xˆ))v2(tr−1 − 1− αr−k−1Φ(xˆ)),
a(t, ξ) = b(xˆ, rkα−1t; ξˆ, ξ).
The asymptotics of trYβ(xˆ, ξˆ) is found with the help of Theorem 8.6. Let us check that
the symbol a, the function ψ, and the set Ω(±)(ξˆ) satisfy the conditions of this Theorem.
Note that a ∈ S(2,2) and
(10.7) N(2,2)(a;L, ρ) ≤ N(2,2)(b; 1, ρ), L := αr−k ≥ eA,
where we have used that k ≤ K(see (9.6)). Moreover, a(t, ξ) = 0 for |ξ| ≥ ρ.
Recall that αr−(k+1)xˆ ∈ Qm, so that in view of (5.17) and (9.6),
(10.8) |Φ(xˆ)| = |Φ(xˆ)− Φ(xˆm)| ≤ ε(rk+1α−1)rk+1α−1 ≤ ε(re−A)α−1rk+1e−A,
and hence
αr−k|Φ(xˆ)| ≤ rε(re−A).
For sufficiently large A, we can guarantee that rε(re−A) ≤ 1/4. Thus by the definition
(9.4), the function ψ(t) satisfies the requirements (8.5).
From now on we always assume that ξˆ is in the subset of full measure in C
(d−1)
ρ such
that the properties (1)(a)-(c) from lemma 10.2 hold. This guarantees that Ω(±)(ξˆ) is of
the form required in Theorem 8.6.
Step 2: asymptotics of trYβ(xˆ, ξˆ). Recall that r ≥ 2, and note also that for sufficiently
large A we have L ≥ r, see (10.7) for definition of L. Moreover, βρ = rkρ ≥ c, see (10.6)
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for definition of β. Thus by Theorem 8.6,∣∣∣∣trYβ(xˆ, ξˆ)− A(g) log r ∑
ξ∈X(ξˆ)
a(0, ξ)
∣∣∣∣
≤ Cmδ(X(ξˆ))
(
1 + β1−δr
)
N
(2,2)(a;L, ρ),
for any δ ≥ 1. Rewrite, remembering the definition of a(x, ξ):∣∣∣∣trYβ(xˆ, ξˆ)− A(g) log r ∑
ξd∈X(ξˆ)
b
(
xˆ, 0;
◦
ξ,Ψ(
◦
ξ)
)∣∣∣∣
≤ Cmδ(X(ξˆ))
[
1 + β1−δr
]
N
(2,2)(a;L, ρ),
Analyze the asymptotic term on the left-hand side. By virtue of (10.8) for any ξ we have
|b(xˆ, 0; ξ)− b(xˆ,Φ(xˆ); ξ)| ≤ N(1,0)(b; 1, ρ)re−Aε(re−A),
so that by (8.15),∣∣ ∑
ξd∈X(ξˆ)
(
b(xˆ, 0; ξ)− b(xˆ,Φ(xˆ); ξ))∣∣ ≤ #X(ξˆ)N(1,0)(b; 1, ρ)re−Aε(re−A)
≤ (2ρ)δ mδ(X(ξˆ))re−Aε(re−A)N(1,0)(b; 1, ρ).
Assume that A is so large that r log re−Aε(re−A) ≤ 1. Thus
(10.9)

∣∣∣∣trYβ(xˆ, ξˆ)− A(g) log r ∑
ξd∈X(ξˆ)
b
(
xˆ,Φ(xˆ);
◦
ξ,Ψ(
◦
ξ)
)∣∣∣∣ ≤ CLk(ξˆ; r),
Lk(ξˆ; r) = mδ(X(ξˆ))
(
1 + r(1−δ)k+1
)
N(2,2)(b; 1, ρ),
where we have replaced β with its value, i.e. rk.
Step 3: asymptotics of trXα. By Lemma 15.1,
trXα =
(
α
2π
)d−1 ∫
σk,m(xˆ) trYβ(xˆ, ξˆ) dxˆdξˆ,
and hence, by (10.9),
(10.10)
∣∣∣∣trXα − ( α2π
)d−1
log r A(g)Bκ(α,m; r)
∣∣∣∣ ≤ CRk(α,m; r, A),
where the leading term is
(10.11) Bk(α,m; r) =
∫
Rd−1
∫
Rd−1
σk,m(xˆ)
∑
ξd∈X(ξˆ)
b
(
xˆ,Φ(xˆ);
◦
ξ,Ψ(
◦
ξ)
)
dxˆdξˆ,
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and the remainder Rk(α,m; r) is
Rk(α,m; r) = α
d−1
∫
Rd−1
∫
Rd−1
σm(αxˆr
−k−1)Lk(ξˆ; r)dxˆdξˆ
≤ Cr(k+1)(d−1)
∫
Rd−1
Lk(ξˆ; r)dξˆ.(10.12)
Here we have used the definition (9.9). Let us calculate the leading term first. According
to Lemma 14.6,
Bk(α,m; r) =
∫
∂Ω
∫
∂Λ
σk,m(xˆ)b(x, ξ)
|n∂Ω(ξ) · ed|√
1 + |∇Φ(xˆ)|2dSxdSξ,
where
n∂Ω(ξ) :=
(−∂ξ1Ψ(◦ξ), . . . ,−∂ξl−1Ψ(◦ξ), 1,−∂ξl+1Ψ(◦ξ), . . . ,−∂ξdΨ(◦ξ))√
1 + |∇Ψ(
◦
ξ)|2
,
is the unit normal to the surface ξl = Ψ(
◦
ξ) at the point ξ =
(
ξ1, . . . , ξl−1,Ψ(
◦
ξ), ξl+1, . . . , ξd
)
.
On the other hand, the unit normal to ∂Λ at the point x =
(
xˆ,Φ(xˆ)
)
is given by the
vector
n∂Λ(x) =
(−∇Φ(xˆ), 1)√
1 + |∇Φ(xˆ)|2 .
Thus ∣∣∣∣n∂Ω(ξ) · n∂Λ(x)− n∂Ω(ξ) · ed√1 + |∇Φ(xˆ)|2
∣∣∣∣ ≤ |∇Φ(xˆ)−∇Φ(0ˆ)|.
By (5.17) the right hand side does not exceed
ε(rk+1α−1) ≤ ε(re−A),
so the main term of the asymptotics satisfies the bound
|Bk(α,m; r)− (2π)d−1 W1(σk,mb; ∂Λ, ∂Ω)|
≤ Cε(re−A)max |b(x, ξ)|α1−dr(k+1)(d−1),
uniformly in m ∈ Zd−1. Since ε(re−A) → 0 as A → ∞, the above estimate can be
rewritten as follows:
|Bk(α,m; r)− (2π)d−1 W1(σk,mb; ∂Λ, ∂Ω)|
≤ α1−dr(k+1)(d−1)w(1)k (r, A)N(2,2)(b; 1, ρ),(10.13)
with some W-sequence w
(1)
k (r, A).
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Step 4: estimating the remainder (10.12). Let us show that the remainder (10.12) de-
fines a W-sequence. By (10.12) and (10.9),
(10.14) Rk(α,m; r) ≤ Cr(k+1)(d−1)
(
1 + r(1−δ)k+1
) ∫
|ξˆ|≤ρ
mδ(X(ξˆ))dξˆ N
(2,2)(b; 1, ρ),
for any δ ≥ 1, where β = rk. By (10.5),∫
|ξˆ|≤ρ
mδ
(
X(ξˆ)
)
dξˆ ≤ Cρd−1−δ(1 + (ρ+ ρ2)M˜),
for all δ ∈ [1, 2). Thus Rk(α,m; r) satisfies the bound
Rk(α,m; r) ≤ Cr(k+1)(d−1)w(2)k (r, A)N(2,2)(b; 1, ρ),
w
(2)
k (r, A) = 1 + r
1+(1−δ)k .(10.15)
Assume that δ > 1. In view of (9.6),
1
logα
K∑
k=0
(
1 + rk(1−δ)+1
) ≤ 1
log r
+
1
logα
r
1− r1−δ .
Thus the triple limit limr→∞ lim supA→∞ lim supα→∞ of the above expression equals zero.
This proves that w
(2)
k is a W-sequence.
Step 5: end of the proof. According to (10.10), (10.13) and (10.15), for each k =
0, 1, . . . , K we have∣∣trXα − ( α
2π
)d−1
A(g) log r W1(σk,mb; ∂Λ, ∂Ω)
∣∣
≤ r(k+1)(d−1)wk(r, A)N(2,2)(b; 1, ρ).
with some W-sequence wk(r, A). The proof is complete. 
Now we can remove the condition ∇Φ(xˆk,m) = 0. Recall the notation (2.15).
Lemma 10.4. Suppose that Conditions (1)-(4) of Lemma 10.3 are satisfied. We assume
in addition that
(10.16) MΦ ≤ 1
2
, MΦMΨ ≤ 1
2
, if l = d.
Then ∣∣∣∣Tα(qk,mb; Πk,m,Ω; g)− αd−1 log r A(g) W1(σk,mb; ∂Λ, ∂Ω)∣∣∣∣
≤ r(k+1)(d−1)wk(r, A)N(2,2)(b, 1, ρ),
with some W-sequence wk(r, A) independent of the symbol b and of the point m ∈ Zd−1,
uniformly in ρ ∈ [c, C] for arbitrary constants 0 < c < C.
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Proof. We reduce the problem to the one considered in Lemma 10.3 using a suitable
linear transformation. Recall the definition of Πm:
Πk,m = {x : xd > Φ(xˆk,m) + bˆ · (xˆ− xˆk,m)}, bˆ := ∇Φ(xˆk,m).
Now we use (2.6) and (2.7) with k = (xˆk,m,Φ(xˆk,m)), k1 = 0, and the non-degenerate
transformation defined by
Mx = (xˆ, xd + bˆ · xˆ), so that MTx = (xˆ + bˆxd, xd).
Due to the unitary equivalence (2.6) and (2.7),
Tα(qk,mb; Πk,m,Ω; g) = Tα(q˜kbM ,k; Π,Ω
T
M ; g),
where Π = {x : xd > 0}, ΩTM =MTΩ,
bM ,k(x, ξ) = b(Mx+ k, (M
T )−1ξ),
and
q˜k(xˆ, xd) = σk,0(xˆ)ζk
(
α(xd − Φ1(xˆ))
)
,
Φ1(xˆ) = Φ(xˆ + xˆk,m)− Φ(xˆk,m)− bˆ · xˆ.
The function Φ1(xˆ) satisfies the conditions of Lemma 10.3, and in particular, the condi-
tion ∇Φ1(0ˆ) = 0. Furthermore, according to (10.3), for l 6= d,
(10.17) ΩTM = {ξ : ξl > Ψ1(
◦
ξ)} or ΩTM = {ξ : ξl < Ψ1(
◦
ξ)},
with
Ψ1(
◦
ξ) = Ψ(ξ˜ − b˜ξd, ξd) + blξd, ξ˜ = (ξ1, . . . , ξl−1, ξl+1, . . . , ξd−1).
Note that all partial derivatives of Ψ1 up to order 3 are uniformly bounded by a constant
depending only on the parameters M in (4.1) and M˜ in (10.2). If l = d, then in view of
(10.3),
(MT )−1ΩTM = {ξ : ξd > Ψ(ξˆ)} or (MT )−1ΩTM = {ξ : ξd < Ψ(ξˆ)}.
In view of (10.16), we can use Lemma 14.5 with B = (MT )−1, which ensures that ΩTM
is again given by (10.17) with a C3(Rd−1)-function Ψ1, whose partial derivatives up to
order 3 are uniformly bounded by a constant depending only on the parameters M in
(4.1) and M˜ in (10.2).
Thus for both l < d and l = d the domain ΩTM satisfies (10.3) with some function Ψ1.
Finally, due to the condition MΦ ≤ 1/2, the new symbol bM (x, ξ) vanishes if |ξ| ≥ 2ρ.
Thus one can apply Lemma 10.3 with m = 0 and with 2ρ instead of ρ. This leads to the
estimate∣∣∣∣Tα(q˜kbM ,k; Π,ΩTM ; g)− αd−1 log r A(g) W1(σk,0bM ; ∂ΛM ,k, ∂ΩTM )∣∣∣∣
≤ r(k+1)(d−1)wk(r, A)N(2,2)(bM ; 1, ρ),
74 A.V. SOBOLEV
with some W-sequence wk, and with ΛM ,k =M
−1(Λ− k). According to (2.9),
W1(σk,0bM ,k; ∂ΛM ,k, ∂Ω
T
M ) = W1(σk,mb; ∂Λ, ∂Ω).
Furthermore,
N
(2,2)(bM ,k; 1, ρ) ≤ CN(2,2)(b; 1, ρ),
with a universal constant C. This leads to the proclaimed bound. 
Corollary 10.5. Suppose that the conditions (1)-(4) of Lemma 10.3 are satisfied, and
that (10.16) holds. Then∣∣∣∣Tα(qk,mb; Λ,Ω; g)− αd−1 log r A(g) W1(σk,mb; ∂Λ, ∂Ω)∣∣∣∣
≤ Cr(k+1)(d−1)wk(r, A)N(d+1,d+2)(b, 1, ρ),(10.18)
with some W-sequence wk(r, A), independent of the symbol b and of the point m ∈ Zd−1,
uniformly in ρ ∈ [c, C] for arbitrary constants 0 < c < C.
Proof. The estimate follows directly from Lemmas 9.4 and 10.4. 
The next step is to obtain the appropriate asymptotic formulas for q↓ and q↑ (see (9.5))
instead of qk,m.
Lemma 10.6. Suppose that g is as in (10.1), that the domains Λ,Ω satisfy Condition
10.1, and that (10.16) holds. Suppose also that b is a symbol satisfying (9.3). Then
(10.19) lim
r→∞
lim sup
A→∞
lim sup
α→∞
1
αd−1 logα
Tα(q
↓b; Λ,Ω; g) = A(g)W1(b; ∂Λ, ∂Ω),
uniformly in ρ ∈ [c, C] with arbitrary constants 0 < c < C.
Proof. Represent q↓(x) in accordance with (9.11):
(10.20) q↓(x) = ζ−1
(
α(xd − Φ(xˆ))
)
+
K∑
k=0
∑
m∈Zd−1
qk,m(x),
and calculate the contribution of each term to the sought trace.
First we consider ζ−1. Since the support of the symbol b in the x-variable is the ball
B(0, 1), the support of ζ−1b is contained in the set
{x : |xd − Φ(xˆ)| ≤ Cα−1, |xˆ| < 1}.
Cover this set with open balls of radius α−1, and denote by φk, k = 1, 2, . . . , N the
partition of unity associated with this covering such that |∇lφk| ≤ Clαl, for all l =
1, 2, . . . , uniformly in k. Clearly,
N
(n1,n2)(φkb;α
−1, ρ) ≤ CN(n1,n2)(b; 1, ρ),
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for any n1, n2, uniformly in k. Now we can estimate, using (3.19):
‖ζ−1Opα(b)g(T (1; Λ,Ω))‖S1 ≤
N∑
k=1
‖Opα(φkb)‖S1 ≤ CNN(d+1,d+1)(b; 1, ρ).
Clearly, the covering can be chosen in such a way that N ≤ Cαd−1, which implies that
(10.21) ‖ζ−1Opα(b)g(T (1; Λ))‖S1 ≤ Cαd−1N(d+1,d+1)(b; 1, ρ).
Consider now the sum on the right-hand side of (10.20). For each trace Tα(qk,mb; Λ,Ω; g)
we use Corollary 10.5, and then sum up the obtained inequalities over m ∈ Zd−1 and
k ≥ 0. Let us handle the asymptotic coefficient first:
Y (α, r, A) :=
K∑
k=0
∑
m∈Zd−1
αd−1 log r A(g)W1(σk,mb; ∂Λ, ∂Ω)
= αd−1 log r A(g)W1(b; ∂Λ, ∂Ω)
K∑
k=0
1,
where we have used that fact that
∑
m
σk,m = 1 for any k = 0, 1, . . . . Since
K∑
k=0
1 =
logα− A
log r
+O(1),
we have
lim
α→∞
1
αd−1 logα
Y (α, r, A) = A(g)W1(b; ∂Λ, ∂Ω),
for any A ∈ R and r > 0.
Let us consider the remainder. To estimate the sum up the right-hand sides of (10.18)
over different values of k and m, we observe that the summation over m for each value
of k, is restricted to |m| ≤ Cαr−(k+1), since the support of the symbol b in the x-variable
is contained in the unit ball.Thus
Z(α, r, A) :=
K∑
k=0
∑
|m|≤Cαr−(k+1)
wk(r, A)r
(k+1)(d−1) ≤ Cαd−1
K∑
k=0
wk(r, A).
By definition of the W-sequence (see (9.16)),
lim
r→∞
lim sup
A→∞
lim sup
α→∞
1
αd−1 logα
Z(α, r, A) = 0.
Together with (10.21) this leads to (10.19). 
Lemma 10.7. Suppose that the conditions of Lemma 10.6 are satisfied. Then
(10.22) lim
r→∞
lim sup
A→∞
lim sup
α→∞
1
αd−1 logα
Tα(q
↑b; Λ,Ω; g) = 0,
uniformly in ρ ∈ [c, C] with arbitrary constants 0 < c < C.
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Proof. We use the partition of unity from Proposition 9.1 associated with the slowly-
varying function defined in (9.13). Let xj be the sequence constructed in Proposition
9.1, and let ℓj = ℓ(xj). Denote by J the set of indices j such that ψjq
↑χB(0,1) 6≡ 0.
By (9.7) we have xd − Φ(xˆ) ≥ 2rKα−1 ≥ 2r−1e−A for all x in the support of q↑. Thus
ℓj ≥ cr−1e−A for all indices j ∈ J, and hence by Lemma 9.2, B(xj, 32ℓj) ⊂ Λ, and in
particular, the support of ψj is strictly inside Λ. Since N
(m)(ψj ; ℓj) ≤ Cm for all m, it
follows from Theorem 7.8 that
‖Oplα(ψjq↑b)g
(
T (1; Λ,Ω)
)‖S1 ≤ ‖Oplα(ψjb)g(T (1; Λ,Ω))‖S1
≤ C(αℓjρ)d−1N(d+2,d+2)(bψj ; ℓj, ρ)
≤ C(αℓjρ)d−1N(d+2,d+2)(b; 1, ρ),
for all j ∈ J. Consequently,
‖Oplα(q↑b)g
(
T (1; Λ,Ω)
)‖S1 ≤ Cαd−1N(d+2,d+2)(b; 1, ρ)∑
j∈J
ℓd−1j ,
where we have estimated ρ ≤ C. Using the finite intersection property, we can estimate:∑
j∈J
ℓd−1j ≤ C
∫
cr−1e−A<xd−Φ(xˆ)<C
|xˆ|≤C
ℓ(x)−1dx ≤ C
∫
|xˆ|<C
∫
cr−1e−A<t<C
t−1dtdxˆ ≤ C ′(A+ log r).
Therefore
‖(Oplα(q↑b)g(T (1; Λ,Ω))‖S1 ≤ C(A+ log r)αd−1N(d+2,d+2)(b; 1, ρ).
Thus the triple limit in (10.22) equals zero, as claimed. 
Let us now combine Lemmas 10.6 and 10.7.
Corollary 10.8. Suppose that the conditions of Lemma 10.6 are satisfied. Then
(10.23) lim
α→∞
1
αd−1 logα
tr Oplα(b)g(T (1; Λ,Ω)) = A(g)W1(b; ∂Λ, ∂Ω).
Proof. To avoid cumbersome formulae, throughout the proof we write G1 ≈ G2 for any
two trace-class operators depending on α, such that
lim
α→∞
1
αd−1 logα
‖G1 −G2‖S1 = 0.
For brevity write T := T (1; Λ,Ω). By (4.6),
Oplα(b)g(T ) ≈ χΛOplα(b)g(T ).
Rewrite the symbol χΛb in the form
χΛb = q
↓χΛb+ q
↑χΛb.
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Again by (4.6),
χΛq
↓Oplα(b)g(T ) ≈ q↓Oplα(b)g(T ),
and q↑χΛ = q↑ by definition of q↑. Thus
Oplα(b)g(T ) ≈ q↓Oplα(b)g(T ) + q↑Oplα(b)g(T ).
Now apply (10.19) and (10.22). Since the left-hand side of (10.23) does not depend on
A or r, the claimed result follows. 
Next, from the formula (10.23) containing T (1; Λ,Ω) we deduce a similar asymptotics
for the operator T (a; Λ,Ω).
Theorem 10.9. Assume that
(1) Λ,Ω are two graph-type domains satisfying Condition 10.1,
(2) (10.16) is satisfied,
(3) a ∈ S(d+2,d+2),
(4) b is a symbol satisfying (9.3).
Then for any p = 1, 2, . . . ,
lim
α→∞
1
αd−1 logα
(
tr
(
Oplα(b)gp(T (a; Λ,Ω))
)− αdW0(bgp(a); Λ,Ω)
− αd−1 logα W1
(
bA(gp; a); ∂Λ, ∂Ω
))
= 0.(10.24)
Proof. As in the proof of Corollary 10.8 we use the notation G1 ≈ G2. For brevity we
omit Λ, Ω, ∂Λ, ∂Ω from notation. Due to Lemma 7.7,
(10.25) Op(b)gp(T (a)) ≈ Op(bap)gp(T (1)).
Furthermore, by Lemma 7.7 again, with the notation g(t) = tp − t, we have:
Op(bap)gp(T (1)) = Op(ba
p)g(T (1)) + Op(bap)T (1) ≈ Op(bap)g(T (1)) + T (bap).
By Corollary 10.8,
lim
α→∞
1
αd−1 logα
tr Op(bap)g(T (1)) = W1(bA(gp; a)),
where we have taken into account that A(gp − g1; a) = A(gp; a). By (4.11),
T (bap) ≈ χΛOp(bap)PΩ,αχΛ.
The trace of the operator on the right-hand side equals αdW0(bgp(a); Λ,Ω). Thus
lim
α→∞
1
αd−1 logα
(
tr
(
Oplα(ba
p)gp(T (1))
)− αdW0(bgp(a))
− αd−1 logαW1(bA(gp; a))
)
= 0.
The reference to (10.25) completes the proof of (10.24). 
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11. Proof of Theorem 2.8
From now on we assume that the domains Λ,Ω satisfy the conditions of Theorem 2.8.
We begin the proof of Theorem 2.8 with removing conditions 1 and 2 from Theorem
10.9.
Theorem 11.1. Assume that Λ and Ω are as in Theorem 2.8. Suppose also that a, b ∈
S(d+2,d+2) and the symbol b is compactly supported. Then the asymptotic formula (10.24)
holds.
Proof. Our first step is to construct suitable coverings of Λ and Ω by open balls, and
associated partitions of unity.
By Definition 2.2, we can cover Λ by finitely many open balls B(wj , R), j = 1, 2, . . . of
some radius R in such a way that if wj /∈ ∂Λ, then B(wj, R) ⊂ Λ. Using Corollary 14.2,
and making R smaller if necessary, one can always assume that for each w := wj ∈ ∂Λ,
in the ball B(w, R) the domain Λ is represented by a C1-graph-type domain Γ(Φ;O,w)
with a function, satisfying (2.14), and the bound
(11.1) MΦ ≤ 1
8
√
d
.
Denote by φj ∈ C∞0 (Rd), j = 1, 2, . . . , a partition of unity subordinate to the above
covering of Λ. Using the unitary equivalence (2.10) we may assume that R = 1.
For each ball B(wj, 1) further steps depend on the location of the point wj .
Case 1: wj ∈ ∂Λ. Translating wj to the point zero, and applying an appropriate or-
thogonal transformation, we may assume that (2.19) holds with O = I,k = 0, i.e.
Λ ∩B(0, 1) = {x : xd > Φ(xˆ)} ∩ B(0, 1).
Now we construct an appropriate partition of unity for the domain Ω. Just as for Λ above,
by Definition 2.2 one can cover Ω by finitely many open balls B(ξl, ρ), l = 1, 2, . . . of
some radius ρ > 0 in such a way that if ξl /∈ ∂Ω, then B(ξl, ρ) ⊂ Ω. Using Corollary 14.4,
and making ρ smaller if necessary, one can always assume that for each ξ = ξl ∈ ∂Ω,
in the ball B(ξ, ρ) the domain Ω is represented by a graph-type domain described in
(14.8) with a C3-function G, satisfying the bound ‖∇G‖L∞ ≤ 4
√
d. Redenoting G by Ψ,
and recalling (11.1) we conclude that the condition (10.16) is satisfied. Without loss of
generality we may assume that ∇2G and ∇3G are uniformly bounded on Rd−1. Denote
by ηj, j = 1, 2, . . . , the partition of unity subordinate to the constructed covering.
Sub-case 1.1: ξl ∈ ∂Ω. Applying an appropriate translation, we may assume that ξl =
0. Thus by the above construction, in the balls B(0, 1) and B(0, ρ) resp. the domains
Λ and Ω resp. are represented by the graph-type domains satisfying Condition 10.1.
The symbol b˜(x, ξ) = b(x, ξ)φj(x)ηl(ξ) is supported on the domain B(0, 1)×B(0, ρ),
so that by Lemma 7.4 we may assume that Λ = Γ(Φ; I, 0) and Ω is as defined by (10.3).
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Thus by Theorem 10.9,
lim
α→∞
1
αd−1 logα
(
tr
(
Oplα(bφjηl) gp(T (a))
)− αdW0(bφjηlgp(a))
− αd−1 logα W1
(
bφjηlA(gp; a)
))
= 0.(11.2)
Here and below for brevity we omit Λ,Ω, ∂Λ, ∂Ω from notation.
Sub-case 1.2: ξl ∈ Ω. Since the domain Ω satisfies Condition 7.1 (2), we can use The-
orem 7.8, which gives the formula
(11.3) lim
α→∞
1
αd−1 logα
(
tr
(
Oplα(bφjηl)gp(T (a))
)− αdW0(bφjηlgp(a))) = 0.
Summing up over all values of the index l, from (11.2) and (11.3) we get
lim
α→∞
1
αd−1 logα
(
tr
(
Oplα(bφjη) gp(T (a))
)− αdW0(bφjgp(a))
− αd−1 logα W1
(
bφjA(gp; a)
))
= 0,(11.4)
where we have denoted η =
∑
l ηl. Since 1− η is supported outside Ω, we have
Oplα(bφj(1− η))gp(T (a)) = −φj [Oplα(bη), χΛ]PΩ,αOplα(a)PΩ,αχΛgp−1(T (a)).
Due to (4.7), adding this term to the left-hand side of (11.4), does not change the
asymptotics. Thus
lim
α→∞
1
αd−1 logα
(
tr
(
Oplα(bφj) gp(T (a))
)− αdW0(bφjgp(a))
− αd−1 logα W1
(
bφjA(gp; a)
))
= 0,(11.5)
Case 2: wj ∈ Λ. By Definition 2.2 we can cover Ω by finitely many open balls B(ξl, ρ), l =
1, 2, . . . of some radius ρ in such a way that if ξl /∈ ∂Ω, then B(ξl, ρ) ⊂ Ω. Denote by
ηl, l = 1, 2, . . . , the partition of unity subordinate to this covering. Since B(wj , 1) ⊂ Λ,
the domain Λ satisfies Condition 7.1(2), and hence, by Theorem 7.8,
lim
α→∞
1
αd−1 logα
(
tr
(
Oplα(bφjηl)gp(T (a))
)− αdW0(bφjηlgp(a))) = 0.
Summing over l, we get
lim
α→∞
1
αd−1 logα
(
tr
(
Oplα(bφjη)gp(T (a))
)− αdW0(bφjgp(a))) = 0,
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with η =
∑
l ηl. As in the previous case, we can remove η from this formula, so that
(11.6) lim
α→∞
1
αd−1 logα
(
tr
(
Oplα(bφj)gp(T (a))
)− αdW0(bφjgp(a))) = 0.
End of the proof. Summing up over all values of j, it follows from (11.5) and (11.6)
that
lim
α→∞
1
αd−1 logα
(
tr
(
Oplα(bφ) gp(T (a))
)− αdW0(gp(a))
− αd−1 logα W1
(
A(gp; a)
))
= 0,(11.7)
where we have denoted φ =
∑
j φj. By Corollary 3.13,
‖Oplα(bφ)−Oplα(b)φ‖S1 ≤ Cαd−1.
Furthermore, φχΛ = χΛ, and hence φgp(T (a)) = gp(T (a)). Thus one can remove φ from
the asymptotics (11.7) altogether. This leads to (10.24), as required. 
Proof of Theorem 2.8. Let us deduce (2.23) from Theorem 11.1. Let R > 0 be a number
such that a(x, ξ) = 0 for |x|2 + |ξ|2 ≥ R2. Let b ∈ C∞0 (R2d) be a function such that
b(x, ξ) = 1 for |x|2 + |ξ|2 ≤ 2R2 and b(x, ξ) = 0 for |x|2 + |ξ|2 ≥ 4R2. Write:
(11.8) tr gp(T (a)) = tr
(
Oplα(b)gp(T (a))
)
+ tr
(
Oplα(1− b)gp(T (a))
)
.
Note that
Oplα(1− b)T (a) = Oplα(1− b) Oplα(a)χΛPΩ,αχΛ −Oplα(1− b)[Oplα(a), χΛPΩ,α]PΩ,αχΛ.
By Lemmas 4.3 and 4.5,
‖[Oplα(a), χΛPΩ,α]‖S1 ≤ Cαd−1.
Furthermore, by Corollary 3.13,
‖Oplα(1− b) Oplα(a)‖S1 = ‖Oplα(1− b) Oplα(a)−Oplα(a(1− b))‖S1 ≤ Cαd−1.
Therefore the second term in (11.8) gives a contribution of order O(αd−1). Applying
Theorem 11.1 to the first term in (11.8), we obtain (2.23).
It remains to justify the formula (2.23) for the operator S(a) with a replaced by Re a
on the right-hand side. Let us show that
(11.9) ‖gp
(
T (Re a)
)− gp(ReT (a))‖S1 ≤ Cαd−1.
Rewrite the difference on the left-hand side as
gp
(
T (Re a)
)− gp(ReT (a)) = p−1∑
k=0
gk
(
ReT (a)
)(
T (Re a)− ReT (a))gp−1−k(T (Re a)),
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so that
‖gp
(
T (Re a)
)− gp(ReT (a))‖S1
≤ p(‖Op(a)‖p−1 + ‖Op(Re a)‖p−1) ‖Op(Re a)− ReOp(a)‖S1.(11.10)
The operator ReOp(a) is nothing but (Opl(a) + Opr(a))/2, and hence, by (3.22),
‖Op(Re a)− ReOp(a)‖S1 =
1
2
‖Opl(a)−Opr(a)‖S1 ≤ Cαd−1.
Using Lemma 3.9, we obtain (11.9) from (11.10). Using (2.23) for T (Re a), we now
obtain (2.23) for the operator S(a).
The proof of Theorem 2.8 is complete. 
12. Closing the asymptotics: proof of Theorems 2.3 and 2.4
The crucial point of the proof of Theorems 2.3 and 2.4 is the sharp estimates (12.11)
and (12.17). These estimates were essentially derived in [11], Chapter 3, see also [12].
We obtain them for more general symbols, which require some additional functional
calculus considerations. For the sake of completeness we provide proofs even for the
results borrowed from [11], [12].
12.1. Non-self-adjoint case. The inequality (12.5) in the next lemma was proved in
[12].
Lemma 12.1. Let A be a trace class operator in a separable Hilbert space H, and let P
be an orthogonal projection in H. Suppose that
(12.1) g(z) =
∞∑
m=1
ωmz
m,
is a function analytic in a disk of radius R > ‖A‖. Denote
g(1)(t) =
∞∑
m=2
(m− 1)|ωm|tm−1,(12.2)
g(2)(t) =
∞∑
m=2
m(m− 1)|ωm|tm−2.(12.3)
Then
(12.4) ‖g(PAP )− Pg(A)P‖S1 ≤ g(1)
(‖A‖)‖PA(I − P )‖S1,
and
(12.5) ‖g(PAP )− Pg(A)P‖S1 ≤
g(2)
(‖A‖)
2
‖PA(I − P )‖S2 ‖(I − P )AP‖S2.
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Proof. Denote Q = I − P . Then for m ≥ 2 we write
PAmP = PA(P +Q)Am−1P = P (AP )Am−1P + (PA)QAm−1P
= P (AP )A(P +Q)Am−2P + (PA)QAm−1P
= P (AP )2Am−2P + (PA)2QAm−2P + (PA)QAm−1P
= P (AP )m +
m−1∑
j=1
(PA)m−jQAjP
= (PAP )m +
m−1∑
j=1
(PA)m−jQAjP.(12.6)
Estimate the term under the sum:
‖(PA)m−jQAjP‖S1 ≤ ‖(PA)m−1−j‖ ‖PAQ‖S1 ‖AjP‖ ≤ ‖A‖m−1‖PAQ‖S1,
so that
‖PAmP − (PAP )m‖S1 ≤ (m− 1)‖A‖m−1‖PAQ‖S1.
Now (12.4) follows.
On the other hand, for j ≥ 2,
AjP = Aj−1(P +Q)AP = Aj−1PAP + Aj−1QAP
= Aj−2(P +Q)APAP + Aj−1QAP
= Aj−2(PA)2P + Aj−2Q(AP )2 + Aj−1QAP
= A(PA)j−1P +
j−1∑
k=1
AkQ(AP )j−kP.(12.7)
Substituting (12.7) in (12.6) we obtain
PAmP − (PAP )m =
m−1∑
j=1
(PA)m−jQAjP
=
m−1∑
j=1
(PA)m−jQA(PA)j−1P +
m−1∑
j=2
(PA)m−jQ
j−1∑
k=1
AkQ(AP )j−kP.
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This entails the bound
‖PAmP− (PAP )m‖S1 ≤ (m− 1)‖A‖m−2‖PAQAP‖S1
+
m−1∑
j=2
‖PA‖m−j−1‖PAQ‖S2
j−1∑
k=1
‖A‖k‖QAP‖S2‖AP‖j−k−1
≤ (m− 1)‖A‖m−2‖PAQAP‖S1 + ‖A‖m−2‖PAQ‖S2‖QAP‖S2
m−1∑
j=2
j−1∑
k=1
1
≤ m(m− 1)
2
‖A‖m−2‖PAQ‖S2‖QAP‖S2.
This leads to (12.5). 
Thus, if P, P1 are two orthogonal projections, then
‖g(PP1AP1P )− PP1g(A)P1P‖S1
≤ ‖g(PP1AP1P )− Pg(P1AP1)P‖S1 + ‖g(P1AP1)− P1g(A)P1‖S1
≤ g
(2)
(‖A‖)
2
‖PP1AP1(I − P )‖S2 ‖(I − P )P1AP1P‖S2
+ g(1)(‖A‖) ‖P1A(I − P1)‖S1.(12.8)
Now we apply the above estimates to pseudo-differential operators. Let A = Oplα(a)
with a compactly supported symbol a, and let D be the constant introduced in Lemma
3.14. In particular, by Lemma 3.9,
(12.9) ‖Oplα(a)‖ ≤ DN(d+2,d+2)(a; ℓ, ρ) =: t0, and ‖T (a)‖ ≤ t0,
under the condition αℓρ ≥ 1.
Lemma 12.2. Suppose that a ∈ S(d+2,d+2) is a symbol such that
supp a ⊂ B(z, ℓ)×B(µ, ρ),
and that αℓρ ≥ 1. Let g be given by the series (12.1) with the radius of convergence
R > t0. Denote
g˜(t) =
∞∑
m=2
(m− 1)2(d+2)|ωm|tm−1.
Then
(12.10) ‖g(A)−Oplα(g(a))‖S1 ≤ (αℓρ)d−1N(d+2,d+2)(a; ℓ, ρ)g˜(t0).
Proof. By (3.25),
‖(Oplα(a))m −Oplα(am)‖S1 ≤ (m− 1)2(d+2)(αℓρ)d−1N(d+2,d+2)(a; ℓ, ρ)tm−10 ,
which leads to (12.10). 
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In the next lemma we still need to remember the dependence of the parameter t0 on
the symbol a, but we do not specify the dependence of the constants in the estimates on
the symbol a or the parameters ℓ, ρ.
Lemma 12.3. Let the symbol a be as in Lemma 12.2. Let g be given by the series (12.1)
with the radius of convergence R > t0. Then
(12.11) lim sup
α→∞
1
αd−1 logα
∣∣∣∣tr g(T (a))−W0(g(a); Λ,Ω)∣∣∣∣ ≤ Cg(2)(t0).
Proof. Using an appropriate partition of unity, Lemma 7.2 and estimates (4.6), (4.11),
we can easily derive from the estimates (4.11) and (6.1) that
‖PΩ,αOpα(a)(I − PΩ,α)‖S1 ≤ Cαd−1,(12.12)
‖χΛPΩ,αOpα(a)PΩ,α(1− χΛ)‖2S2 ≤ Cαd−1 logα,
where Opα(a) denotes any of the operators Op
l
α(a),Op
r
α(a). Moreover, by (12.9), ‖Oplα(a)‖ ≤
t0. Therefore it follows from (12.8) that
‖g(T (a))− χΛPΩ,αg(Oplα(a)))PΩ,αχΛ‖S1 ≤ Cαd−1
[
logα g(2)(t0) + g
(1)(t0)
]
.
Together with (12.10) this gives
lim sup
α→∞
1
αd−1 logα
‖g(T (a))− T (g(a))‖S1 ≤ Cg(2)(t0).
In order to find the trace of T (g(a)) we note that in view of (12.12),
‖(I − PΩ,α) Oplα(g(a))PΩ,α‖S1 ≤ Cαd−1,
so that
trT (g(a)) = trχΛOp
l
α(g(a))PΩ,αχΛ +O(α
d−1).
Writing out the kernel of the operator on the right-hand side and integrating, we find
that its trace equals αdW0(g(a); Λ,Ω). The proof is complete. 
12.2. Proof of Theorem 2.3. Represent the function g in the form
g(z) = gp(z) + rp(z), gp(z) =
p∑
m=1
ωmz
m, rp(z) =
∞∑
m=p+1
ωmz
m,
so that
tr g(T (a)) = tr gp(T (a)) + tr rp(T (a)).
For any ε > 0 one can find a number p such that
r(1)p (t0) + r
(2)
p (t0) < ε,
see definitions (12.2) and (12.3). By (2.24),
|A(rp; b)| ≤ |b|r(1)p (|b|),
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for any number b ∈ C, |b| < R. Thus by definition of W1 and A,
|W1(A(rp, a); ∂Λ, ∂Ω)| ≤ Cr(1)p (t0) ≤ Cε,
so that according to Lemma 12.3,
lim sup
α→∞
1
αd−1 logα
∣∣tr rp(T (a))− αdW0(rp(a); Λ,Ω)
− αd−1 logα W1(A(rp; a); ∂Λ, ∂Ω)
∣∣
≤ C(r(1)p (t0) + r(2)p (t0)) < Cε.
Adding this formula and (2.23) for the trace tr gp(T (a)), we obtain
lim sup
α→∞
1
αd−1 logα
∣∣tr g(T (a))− αdW0(g(a); Λ,Ω)
− αd−1 logα W1(A(g; a); ∂Λ, ∂Ω)
∣∣ ≤ Cε.
Since the parameter ε is arbitrary, this proves (2.21). 
12.3. Self-adjoint case. A central role is played by the following abstract result, es-
tablished in [21] (see also [22]), which we have slightly rephrased.
Proposition 12.4. Let A be a self-adjoint bounded operator in a separable Hilbert space
H, and let P be an orthogonal projection in H such that PA ∈ S2. Then for any function
ψ ∈ C2(I), I = [−‖A‖, ‖A‖], such that ψ(0) = 0, the operators Pψ(A)P and ψ(PAP )
are trace class, and∣∣∣∣tr(Pψ(A)P − ψ(PAP ))∣∣∣∣ ≤ 12‖ψ′′‖L∞(I)‖PA(1− P )‖2S2.
We also need a less elegant, but still useful estimate. The conditions on the operators
in the next lemma are certainly not optimal, but they suffice for our purposes.
Lemma 12.5. Suppose that A is a self-adjoint trace class operator in a Hilbert space
H, and let P be an orthogonal projection in H. Then for any function ψ such that
tψˆ ∈ L1(R), we have
(12.13) ‖Pψ(A)P − Pψ(PAP )P‖S1 ≤
1√
2π
‖PA(I − P )‖S1
∫
|t| |ψˆ(t)|dt.
Proof. For an arbitrary self-adjoint operator B denote
U(t) = U(t;B) = eiBt, t ∈ R,
so that
i∂tU(t) +BU(t) = 0, U(0) = I.
Compare the operators
W1(t) = PU(t;PAP )P and W2(t) = PU(t;A)P.
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It is clear, that
i∂tW1(t) + PAPW1(t) = 0,
i∂tW2(t) + PAPW2(t) + PA(I − P )U(t;A)P = 0.
Therefore W (t) := W2(t)−W1(t) satisfies the equation
i∂tW (t) + PAPW (t) = −PA(I − P )U(t;A)P.
Thus
W (t) = i
∫ t
0
U(t− s;PAP )PA(I − P )U(s;A)Pds,
and hence
(12.14) ‖P (U(t, A)− U(t;PAP ))P‖S1 ≤ |t|‖PA(I − P )‖S1, t ∈ R.
For any self-adjoint B we have
ψ(B) =
1√
2π
∫
U(t;B)ψˆ(t)dt,
where ψˆ is the Fourier transform of ψ. Thus in view of (12.14),
‖Pψ(A)P − Pψ(PAP )P‖S1 ≤
1√
2π
‖PA(I − P )‖S1
∫
|t| |ψˆ(t)|dt,
which is the required bound. 
Below we recall an elementary result of functional calculus for pseudo-differential op-
erators. For a function ψ : R→ C we denote
aψ(x,y, ξ) = ψ
(
a(x, ξ) + a(y, ξ)
2
)
, Aψ = Op
a
α(aψ),
so that
a1(x,y, ξ) =
a(x, ξ) + a(y, ξ)
2
, A1 = ReOp
l
α(a).
Lemma 12.6. Suppose that a ∈ S(d+2,d+2) be a symbol such that
supp a ⊂ B(z, ℓ)×B(µ, ρ).
Let ψ ∈ C∞0 (R). Then
(12.15) ‖ψ(A1)− Aψ‖S1 ≤ C(αℓρ)d−1
(
N
(d+2,d+2)(a; ℓ, ρ)
)2d+3
,
with a constant depending only on the function ψ.
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Proof. Let
wt = wt(x,y, ξ) = e
ita1(x,y,ξ), W (t) = Opaα(wt),
and U(t) = U(t;A1) = e
itA1 . Let us show that
(12.16) ‖U(t)−W (t)‖S1 ≤ C(αℓρ)d−1t2d+5
(
N
(d+2,d+2)(a; ℓ, ρ)
)2d+3
.
The operator W (t) satisfies the equation
i∂tW (t) + Op
a
α(a1wt) = 0,
so that
i∂tW (t) + Op
a
α(a1)W (t) = M(t), M(t) = Op
a
α(a1)W (t)−Opaα(a1wt).
Since A1 = Op
a
α(a1), the difference E(t) := W (t)− U(t) satisfies the equation
i∂tE(t) + A1E(t) = M(t), E(0) = 0.
Thus
E(t) = −i
∫ t
0
U(t− s;A1)M(t)ds.
By Lemma 3.12 and Corollary 3.13,
‖M(t)‖S1 ≤ C(αℓρ)d−1t2d+4
(
N
(d+2,d+2)(a; ℓ, ρ)
)2d+3
,
so that (12.16) holds.
Since
ψ(A1) =
1√
2π
∫
U(t;A1)ψˆ(t)dt,
it follows from (12.16) that∥∥∥∥ψ(A1)− 1√2π
∫
W (t)ψˆ(t)dt
∥∥∥∥
S1
≤ C(αℓρ)d−1
∫
|t|2d+5|ψˆ(t)|dt(N(d+2,d+2)(a; ℓ, ρ))2d+3.
By definition of wt,
1√
2π
∫
W (t)ψˆ(t)dt = Opaα(aψ).
This completes the proof. 
Let us apply the estimates in Proposition 12.4, and Lemmas 12.5 and 12.6 to the
operator S(a) = χΛPΩ,αReOp
l
α(a)PΩ,αχΛ. By Lemma 3.9 the operator A1 = ReOp
l
α(a)
is bounded by some constant t0 > 0 uniformly in α ≥ 1, so that ‖S(a)‖ ≤ t0 for all
α ≥ 1 as well. In the lemma below the dependence on the symbol a is included in the
constants.
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Lemma 12.7. Let Λ and Ω be bounded C1-domains, and let a = a(x, ξ) be a compactly
supported symbol from S(d+2,d+2). If ψ ∈ C∞ and ψ(0) = 0, then
(12.17) lim sup
α→∞
1
αd−1 logα
∣∣trψ(S(a))− αdW0(ψ(Re a); Λ,Ω)∣∣ ≤ C‖ψ′′‖L∞(−t0,t0).
Proof. As in the previous lemma, we use the notation A1 = ReOp
l
α(a). Using an ap-
propriate partition of unity, Lemma 7.2 and estimates (4.6), (4.11), we can easily derive
from the estimates (4.11) and (6.1) that
‖PΩ,αA1(I − PΩ,α)‖S1 ≤ Cαd−1,
‖χΛPΩ,αA1PΩ,α(1− χΛ)‖2S2 ≤ Cαd−1 logα.
Remembering that ‖S(a)‖ ≤ t0, together with Proposition 12.4 the second estimate
gives:∣∣∣∣trψ(χΛPΩ,αA1PΩ,αχΛ)− tr(χΛψ(PΩ,αA1PΩ,α)χΛ)∣∣∣∣ ≤ C‖ψ′′‖L∞(−t0,t0)αd−1 logα.
Now, according to Lemma 12.6 and Lemma 12.5 with A = A1 = ReOp
l
α(a), P = PΩ,α,
we have
‖χΛψ(PΩ,αA1PΩ,α)χΛ − χΛPΩ,αAψPΩ,αχΛ‖S1 ≤ Cαd−1, Aψ = Opaα(aψ).
The last two estimates together imply that∣∣trψ(χΛPΩ,αA1PΩ,αχΛ)− trχΛPΩ,αAψPΩ,αχΛ∣∣ ≤ C‖ψ′′‖L∞(−t0,t0)αd−1 logα + Cαd−1.
Arguing as in the proof of Lemma 12.3, we find that the trace of the operator
χΛPΩ,αAψPΩ,αχΛ,
equals αdW0(ψ(Re a); Λ,Ω) +O(α
d−1). Now (12.17) follows. 
12.4. Proof of Theorem 2.4. Represent the function g in the form
g(t) = βt+ ψ(t), β = g′(0),
with a function ψ ∈ C∞ such that ψ(0) = ψ′(0) = 0. Therefore
g(t) = βt+
∫ t
0
∫ τ
0
ψ′′(s)dsdτ.
For any ε > 0 one can find a polynomial z = z(t) of a sufficiently large degree p− 2 such
that
max
|t|≤t0
|z(t)− ψ′′(t)| ≤ ε.
Therefore,
g(t) = gp(t) + φ(t),
where
gp(t) = βt+
∫ t
0
∫ τ
0
z(s)dsdτ
QUASI-CLASSICAL ASYMPTOTICS 89
is a polynomial of degree p, and
φ(t) =
∫ t
0
∫ τ
0
(
ψ′′(s)− z(s))dsdτ.
Thus
tr g(S(a)) = tr gp(S(a)) + trφ(S(a)).
By construction, φ(0) = φ′(0) = 0 and
max
|t|≤t0
|φ′′(t)| < ε, max
|t|≤t0
|φ′(t)| < εt0, max|t|≤t0 |φ(t)| < εt
2
0.
By (2.25),
|A(φ; b)| ≤ 4|b|max
|t|≤|b|
|φ′(t)|,
for any number b ∈ R. Thus by definition of W1 and A,
|W1(A(φ,Re a); ∂Λ, ∂Ω)| ≤ Cε,
so that according to Lemma 12.7,
lim sup
α→∞
1
αd−1 logα
∣∣trφ(S(a))− αdW0(φ(Re a); Λ,Ω)
− αd−1 logα W1(A(φ; Re a); ∂Λ, ∂Ω)
∣∣ ≤ Cε.
Adding this formula and (2.23) for the trace tr gp(S(a)), we obtain
lim sup
α→∞
1
αd−1 logα
∣∣tr g(S(a))− αdW0(g(Re a); Λ,Ω)
− αd−1 logα W1(A(g; Re a); ∂Λ, ∂Ω)
∣∣ ≤ Cε.
Since the parameter ε is arbitrary, this proves (2.22). 
13. Appendix 1: A lemma by H. Widom
In this Appendix we establish a variant of Lemma A from H. Widom’s paper [40].
13.1. Function mδ. In this section we use the notation (8.13) and (8.14) introduced in
Subsect. 8.3 for an arbitrary finite set X ⊂ (−2ρ, 2ρ), where ρ > 0 is a fixed number. Let
C
(n)
ρ be the n-dimensional cube defined in (1.11). Let Φ ∈ C3
(
C
(d−1)
ρ
)
be a real-valued
function. For each xˆ ∈ C(d−1)ρ and each l = 1, 2, . . . , d define the sets Xl,X(+)l ,X(−)l in the
following way. First, we set
(13.1) Xl(xˆ) = Xl(xˆ; Φ) = {xd ∈ (−2ρ, 2ρ) : Φ( ◦x) = xl}.
Using the Area Formula (see [10], Theorem 1, Section 3.3.2), one can show that for almost
all xˆ the set Xl(xˆ) is finite. Thus the function mδ(Xl(xˆ)) (see (8.14)) is well-defined a.a.
xˆ. Denote
Λ
(±)
l (xˆ) = {xd ∈ (−2ρ, 2ρ) : ±xl > ±Φ(
◦
x)}.
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For each xˆ ∈ Rd−1 this set is either empty or it is a countable union of open intervals.
Denote by X
(±)
l (xˆ) = X
(±)
l (xˆ; Φ) the set of all endpoints of these intervals which are
strictly inside (−2ρ, 2ρ). Clearly, X(±)l (xˆ) ⊂ Xl(xˆ).
Theorem 13.1. Let Φ ∈ C3(C(d−1)ρ ) with some ρ > 0. Then for any l = 1, 2, . . . , d the
following statements hold:
(1) For almost all xˆ ∈ C(d−1)ρ :
(a) the set Xl(xˆ) is finite,
(b) Xl(xˆ) = X
(±)
l (xˆ),
(c) the disjoint open intervals forming Λ±l (xˆ) have distinct endpoints.
(2) For any δ ∈ (0, 2) the function mδ
(
Xl(xˆ)
)
satisfies the bound
(13.2)
∫
xˆ∈C(d−1)ρ
mδ(Xl(xˆ))dxˆ ≤ Cρd−1−δ
(
1 + ρ‖∇2Φ‖L∞ + ρ2‖∇3Φ‖L∞
)
.
The constant C depends only on δ and dimension d.
Remark 13.2. As indicated above, we can immediately see that the set Xl(xˆ) is finite
a.e. xˆ. Indeed, if l = d, then obviously this set consists of one point. Suppose that l < d.
Denote by Ξ : Cd−1ρ → Cd−1ρ the mapping
Ξ(
◦
x) =
(
x1, . . . , xl−1,Φ(
◦
x), xl+1, . . . , xd−1
)
.
Then by the area formula (see, e.g. Theorem 1, p.96 in [10]),∫
C
d−1
ρ
JΞ(
◦
x)d
◦
x =
∫
C
d−1
ρ
∑
◦
x∈Ξ−1(xˆ)
1 dxˆ,
where JΞ is the Jacobian of the map Ξ, i.e. |∂xdΦ|. The integral on the left-hand side is
finite, and hence the integrand on the right-hand side is finite a.e. xˆ, which implies that
Xl(xˆ) is finite a.e. xˆ.
In the remaining proof of Theorem 13.1 we rely on H. Widom’s paper [40], where the
above theorem was proved for δ = 1. We begin with the study of the 2-dimensional case.
13.2. Special case d = 2. Let φ ∈ C3([−2ρ, 2ρ]). The definition of Xl(s;φ) takes the
form
X1(s) = X1(s;φ) = {t ∈ (−2ρ, 2ρ) : φ(t) = s};
X2(s) = X2(s;φ) = {t ∈ (−2ρ, 2ρ) : φ(s) = t}.
The lemma below is a variant of Sublemma 1 from [40].
Lemma 13.3. Let φ be as defined above. Then for l = 1, 2 the following statements
hold:
(1) For almost all s ∈ (−2ρ, 2ρ):
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(a) the set Xl(s) is finite,
(b) Xl(s) = X
(±)
l (s),
(c) the disjoint open intervals forming Λ
(±)
l (s) have distinct endpoints.
(2) For any δ ∈ (0, 2) the function mδ
(
Xl(s)
)
satisfies the bound∫ 2ρ
−2ρ
mδ
(
Xl(s)
)
ds ≤
Cδρ
1−δ(1 + ρ‖φ′′‖L∞), 0 < δ ≤ 1;
Cδρ
1−δ(1 + ρ‖φ′′‖L∞ + ρ2‖φ′′′‖L∞), 1 < δ < 2.
The constant C does not depend on the function φ or the parameter ρ.
Proof. For l = 2 the Lemma follows trivially. In particular, #X2(s) ≤ 1 for all s ∈
(−2ρ, 2ρ), so that mδ(X2(s)) ≤ ρ−δ (see definition (8.14)), and hence the required in-
equality follows immediately.
Let l = 1, and let s ∈ (−2ρ, 2ρ) be a non-critical point of φ, i.e. if φ(x) = s, then
φ′(x) 6= 0. For any such s the sets X(+)1 (s),X(−)1 (s) trivially coincide with X1(s). Also,
if the set Λ
(±)
1 (s) is not empty, then the constituent open intervals do not have common
endpoints. By Sard’s Theorem the set of non-critical points is a set of full measure, so
that in combination with Remark 13.2 this proves Part (1) of the Lemma.
Proof of Part (2). Decompose the open set
E = {x ∈ (−2ρ, 2ρ) : φ′(x) 6= 0},
into the union of disjoint open intervals. Let s ∈ (−2ρ, 2ρ) be a non-critical point of φ,
and denote for brevity m(s) = mδ
(
X1(s)
)
. Denote by L±(s) the subset of those open
intervals forming Λ
(±)
1 (s) which do not have −2ρ or 2ρ as their endpoints, and denote
m(±)(s) =

(2ρ)−δ, if L±(s) = ∅;∑
J∈L±(s)
|J |−δ, otherwise.
Then it is clear that
(13.3) m(s) ≤ m(+)(s) +m(−)(s).
Estimate separately m(+)(s) and m(−)(s).
Consider an interval J ∈ L+(s). Since s is a non-critical value of φ, the left endpoint
of J falls in some interval K ⊂ E, on which φ′ < 0, and the right endpoint falls in some
interval I ⊂ E, on which φ′ > 0. Thus J = (xK(s), xI(s)), where xK(s) and xI(s) are
unique solutions of the equation φ(x) = s on the intervals K and I respectively. Writing
I = (β
(−)
I , β
(+)
I ),
we immediately conclude that
|J | ≥ xI(s)− β(−)I ,
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and hence
(13.4) m(+)(s) ≤
∑
I
(
xI(s)− β(−)I
)−δ
,
where the summation is taken over all intervals I ⊂ E such that φ′(x) > 0, x ∈ I, and
s ∈ φ(I). Remembering the set of critical points of φ has measure zero, we can use (13.4)
to estimate: ∫ 2ρ
−2ρ
m(+)(s)ds ≤ Cρ1−δ +
∑
I
∫
φ(I)
(
xI(s)− β(−)I
)−δ
ds,
where the summation is taken over all intervals I ⊂ E on which φ′(x) > 0. Estimate the
integral for each I individually, denoting for brevity β(±) = β(±)I .
Case 1: 0 < δ < 1. Write:∫
φ(I)
(
xI(s)− β(−)
)−δ
ds =
∫ β(+)
β(−)
φ′(x)(x− β(−))−δdx.
Since φ′(β(−)) = 0, we have
|φ′(x)| ≤ ‖φ′′‖L∞|I|, x ∈ I,
and hence the integral is bounded from above by
‖φ′′‖L∞|I|2−δ
∫ 1
0
t−δdt ≤ C‖φ′′‖L∞|I|2−δ.
Therefore ∫ 2ρ
−2ρ
m(+)(s)ds ≤ Cρ1−δ + C‖φ′′‖L∞
∑
I⊂E
|I|2−δ
≤ Cρ1−δ(1 + ρ‖φ′′‖L∞),(13.5)
where we have used that
∑
I⊂E |I| ≤ 4ρ.
Case 2: δ = 1. Write:∫
φ(I)
(
xI(s)− β(−)
)−1
ds =
∫ β(+)
β(−)
φ′(x)(x− β(−))−1dx =
∫ β(+)
β(−)
φ′′(x) log
β(+) − β(−)
x− β(−) dx,
where we have used the fact that φ′(β(−)) = 0. The last integral does not exceed
‖φ′′‖L∞(β(+) − β(−))
∫ 1
1
log
1
t
dt ≤ C‖φ′′‖L∞|I|,
so that
(13.6)
∫ 2ρ
−2ρ
m(+)(s)ds ≤ C + C‖φ′′‖L∞
∑
I⊂E
|I| ≤ C(1 + ρ‖φ′′‖L∞).
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Case 3: 1 < δ < 2. Write:∫
φ(I)
(
xI(s)− β(−)
)−δ
ds =
∫ β(+)
β(−)
φ′(x)(x− β(−))−δdx
=
1
δ − 1
∫ β(+)
β(−)
φ′′(x)
[
(x− β(−))1−δ − (β(+) − β(−))1−δ]dx.(13.7)
Here we have used again the fact that φ′(β(−)) = 0. The interval I can be of one of the
following two types:
• β(+) = 2ρ, in which case E contains only one interval of this type;
• β(+) is a a critical point of φ, i.e. φ′(β(+)) = 0.
If β(+) = 2ρ, then the integral (13.7) does not exceed
Cδ‖φ′′‖L∞(β(+) − β(−))2−δ
∫ 1
0
(t1−δ − 1)dt ≤ Cδ‖φ′′‖L∞ρ2−δ.
If φ′(β(+)) = 0, then there exists a point x0 ∈ I such that φ′′(x0) = 0, so that
|φ′′(x)| ≤ ‖φ′′′‖L∞|I|, x ∈ I.
Thus the integral (13.7) does not exceed
C‖φ′′′‖L∞ |I|
∫ β(+)
β(−)
(x− β(−))1−δdx ≤ Cδ‖φ′′′‖L∞|I|3−δ.
Therefore ∫ 2ρ
−2ρ
m(+)(s)ds ≤ Cρ1−δ + Cρ2−δ‖φ′′‖L∞ + C‖φ′′′‖L∞
∑
I⊂E
|I|3−δ
≤ Cρ1−δ(1 + ρ‖φ′′‖L∞ + ρ2‖φ′′′‖).(13.8)
Estimates (13.5), (13.6) and (13.8) for m(−)(s) are proved in the same way. A reference
to (13.3) completes the proof. 
13.3. Proof of Theorem 13.1. If l = d, then the Theorem follows trivially. In partic-
ular, #Xd(xˆ) ≤ 1 for all xˆ ∈ C(d−1)ρ , so that mδ(Xd(xˆ)) ≤ ρ−δ, and hence the required
inequality (13.2) follows immediately.
Suppose that l 6= d. In this case for each x˜ = (x1, x2, . . . , xl−1, xl+1, . . . , xd−1) define
the auxiliary function
φ(t) = φx˜(t) = Φ(
◦
x)
∣∣∣
xd=t
,
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so that Xl(xˆ; Φ) = X1(xl;φx˜), and X
(±)
l (xˆ; Φ) = X
(±)
1 (xl;φx˜). Therefore Part (1) of the
Theorem follows from Part (1) of Lemma 13.3. Moreover,∫
C
(d−1)
ρ
mδ
(
Xl(xˆ; Φ)
)
dxˆ =
∫
C
(d−2)
ρ
∫ 2ρ
−2ρ
mδ
(
X1(s;φx˜)
)
dsdx˜.
The estimate (13.2) follows now from Part (2) of Lemma 13.3. 
14. Appendix 2: change of variables
In this section we provide some elementary, but useful information from the multi-
variable calculus.
14.1. Change of variables: surfaces. First we prove a few lemmas describing surfaces
in different coordinates.
Lemma 14.1. Let S ⊂ Rd be a set. Suppose that in a neighbourhood of a point w ∈ S,
the set S is locally described by the function Φ, i.e.
(14.1) S ∩ B(w, R) = {x : xd = Φ(xˆ)} ∩ B(w, R),
for some R > 0, where xˆ = (x1, x2, . . . , xd−1), and Φ ∈ Cm(Rd−1), m ≥ 1. Then there
exists a number R1, an orthogonal transformation O, and a function F ∈ Cm(Rd−1),
such that for E = (O,w) ∈ E(d),
E−1S ∩ B(0, R1) = {x : xd = F (xˆ)} ∩ B(0, R1),
F (0ˆ) = 0, ∇F (0ˆ) = 0.
Proof. Since the set S1 = S −w satisfies the condition (14.1) with w = 0, it suffices to
prove the lemma for w = 0. Thus we may assume that Φ(0ˆ) = 0. Rewrite the equation
xd = Φ(xˆ) as follows:
xd = bˆ · xˆ + Φ˜(xˆ), bˆ = ∇Φ(0ˆ), Φ˜(xˆ) = Φ(xˆ)− bˆ · xˆ.
Since Φ ∈ Cm, m ≥ 1, we have
(14.2) max
|xˆ|≤s
|∇Φ˜(xˆ)| =: δ(s)→ 0, s→ 0,
and hence
(14.3) max
|xˆ|≤s
|Φ˜(xˆ)| ≤ δ(s)s.
Denote b = (−bˆ, 1) and rewrite the equation again:
n · x = |b|−1Φ˜(xˆ), n = b|b|−1.
Let O be an orthogonal matrix in which the last column equals n, and denote y = OTx,
so that n · x = yd, and the above equation takes the form
(14.4) yd =W (yd; yˆ), W (yd, yˆ) := |b|−1Φ˜(Ôy).
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By construction, for all y ∈ B(0, s) we have
yd ∈ I(s) := [−δ(s)s, δ(s)s].
From now on we assume that s ≤ R is so small that δ(s) ≤ 1/4. Thus the cylinder
C = {yˆ ∈ Rd−1 : |yˆ| < s/4} × I(s)
belongs to the ball B(0, s) ⊂ B(0, R). Therefore for all yˆ : |yˆ| < s/4, the function
W ( · ; yˆ) maps the interval I(s) into itself. Moreover, in view of the condition δ(s) ≤ 1/4,
|∂ydW (yd, yˆ)| ≤ max|xˆ|≤s |∇Φ˜(xˆ)| ≤ δ(s) ≤
1
4
,
for all y ∈ C, so that by the Contraction Mapping Theorem, for each yˆ the equation
(14.4) has a unique solution yd ∈ I(s). Denote this solution by F (yˆ). Clearly, F (0ˆ) = 0.
Using the Implicit Function Theorem one shows that this solution is a Cm- function of
yˆ. Moreover,
∇yˆF (yˆ) = ∇yˆW (t, yˆ)
1− ∂tW (t, yˆ)
∣∣∣∣
t=F (yˆ)
,
so that ∇F (0ˆ) = 0 as required. Now extend F to the entire space Rd−1 as a Cm-function,
and take R1 = s/8. 
This lemma immediately yields a useful transformation of domains:
Corollary 14.2. Let Λ ⊂ Rd be a domain and let w ∈ ∂Λ. Suppose that in the ball
B(w, R) the domain Λ is represented by a Cm-graph-type domain Γ = Γ(Φ;O,w), where
m ≥ 1. Then there exists a number R1, an orthogonal transformation O˜, and a function
F ∈ Cm(Rd−1), satisfying (2.14) and ∇F (0ˆ) = 0, such that in the ball B(w, R1) the
domain Λ is represented by the graph-type domain Γ(F ; O˜,w).
Now we establish the legitimacy of assumption (10.3). More precisely, we show that
any Cm-domain can be made to satisfy the condition (10.3) locally.
Lemma 14.3. Let S be a set such that for some Euclidean isometry E = (O,k),
(14.5) E−1S ∩B(0, R) = {x : xd = Φ(xˆ)} ∩ B(0, R),
for some R > 0, and with some function Φ ∈ Cm(Rd−1), such that Φ(0ˆ) = 0. Then there
exists a number R1 > 0 such that one can find a number l = 1, 2, . . . , d and a function
G ∈ Cm(Rd−1) such that G(◦0) = 0,
S ∩B(k, R1) = {x : xl = kl +G( ◦x−
◦
k)} ∩ B(k, R1),(14.6)
◦
x = (x1, . . . , xl−1, xl+1, . . . , xd),
and ‖∇G‖L∞ ≤ 4
√
d.
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Proof. Since the set S1 = S−k satisfies the condition (14.5) with E = (O, 0), it suffices
to prove the lemma for k = 0.
In view of Lemma 14.1 we may assume without loss of generality that the transfor-
mation E is chosen in such a way that ∇Φ(0ˆ) = 0. Denote, as in the proof of Lemma
14.1,
δ(s) = max
|xˆ|≤s
|∇Φ(xˆ)|, s ≤ R.
Rewrite the equation xd = Φ(xˆ) for the variable t : x = E
−1t = OT t:(
OT t
)
d
− Φ(ÔT t) = 0,
so that
n · t− Φ(ÔT t) = 0,
with some unit vector n ∈ Rd. Let l be such that |nl| = maxj |nj| ≥ d−1/2. Rewrite the
equation in the form:
(14.7) tl =W (tl;
◦
t), W (tl;
◦
t) = − 1
nl
◦
n · ◦t+ 1
nl
Φ
(
ÔT t
)
.
Since |Φ(xˆ)| ≤ δ(s)s for all |xˆ| ≤ s, the equation (14.7) implies that for all t ∈ B(0, s)
we have
tl ∈ I(
◦
t; s) :=
[
− 1
nl
◦
n · ◦t−
√
dδ(s)s,− 1
nl
◦
n · ◦t+
√
dδ(s)s
]
.
From now on we assume that s ≤ R is so small that √dδ(s) ≤ 1/4. Thus the set
C(s) := {t : |◦t| ≤ (4
√
d)−1s, tl ∈ I(
◦
t; s)},
is contained in B(0, s) ⊂ B(0, R). Therefore for all ◦t : |◦t| ≤ (4√d)−1s, the function
W ( · , ◦t) maps the interval I(◦t; s) into itself. Moreover, in view of the condition √dδ(s) ≤
1/4, we have
|∂tlW (tl;
◦
t)| ≤
√
dδ(s) ≤ 1
4
,
for all t ∈ C(s), so that by the Contraction Mapping Theorem, for each ◦t the equation
(14.7) has a unique solution tl ∈ I(
◦
t; s). Denote this solution by G(
◦
t). Clearly, G(
◦
0) = 0.
By the Implicit Function Theorem, G is a Cm-function on {◦t : |◦t| ≤ s(4√d)−1}. In
particular,
∇◦
t
G(
◦
t) =
∇◦
t
W (t,
◦
t)
1− ∂tW (t,
◦
t)
∣∣∣∣∣∣
t=G(
◦
t)
,
so that
sup
|◦t|<s(4√d)−1
|∇◦
t
G(
◦
t)| ≤ 4
√
d
3
(
1 + max
|xˆ|≤s
|∇Φ(xˆ)|) ≤ 4√d
3
(1 + δ(s)) ≤ 4
√
d+ 1
3
.
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Now take R1 = s(12
√
d)−1 and extend G to Rd−1 in such a way that ‖∇G‖L∞ ≤ 4
√
d.

Corollary 14.4. Let Λ ⊂ Rd be a domain and let w ∈ ∂Λ. Suppose that in the ball
B(w, R) the domain Λ is represented by the Cm-graph-type domain Γ = Γ(Φ;O,w),
m ≥ 1. Then there exist a real number R1 > 0 and an integer l = 1, 2, . . . , d, a a
function G ∈ Cm(Rd−1), such that G(◦0) = 0,
‖∇G‖L∞ ≤ 4
√
d,
and
(14.8) Λ ∩B(w, R1) =
{x : xl > wl +G(
◦
x− ◦w)} ∩ B(w, R1),
or {x : xl < wl +G( ◦x− ◦w)} ∩ B(w, R1).
Proof. Denote E = (O,k). By Definition 2.1 (1),
E−1Λ ∩B(0, R) = {x : xd > Φ(xˆ)} ∩ B(0, R).
Thus the boundary S := ∂Λ satisfies (14.5). Due to Lemma 14.3 the boundary S also
satisfies (14.6) with a function G, which satisfies all required properties. Thus the domain
Λ is given by (14.8). 
Finally, we need one more technical result in which we use a linear transformation of
a very specific form.
Lemma 14.5. Let B be the linear transformation
Bx = (xˆ+ bˆxd, xd),
with some vector bˆ ∈ Rd−1. Suppose that the surface S is described by
(14.9) BS = {x : xd = Φ(xˆ)},
with some function Φ ∈ Cm(Rd−1), m ≥ 1, such that
(14.10) ‖∇Φ‖L∞ ≤M,
m∑
k=1
‖∇kΦ‖L∞ ≤ C,
with some number M > 0. Suppose that |bˆ| ≤ (2M)−1. Then there is a function
F ∈ Cm(Rd−1) such that
S = {x : xd = F (xˆ)},
and
m∑
k=1
‖∇kF‖L∞ ≤ C,
uniformly in Φ, satisfying (14.10).
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Proof. Since the surface BS − Φ(0ˆ)ed satisfies (14.9) with the function Φ(xˆ)− Φ(0ˆ), it
suffices to prove the lemma assuming that Φ(0ˆ) = 0. By definition each t ∈ S satisfies
the equation
(14.11) (Bt)d = Φ(B̂t), i.e. td =W (td; tˆ) := Φ(tˆ+ bˆtd).
Denote b := |bˆ| ≤ (2M)−1. Since Φ(0ˆ) = 0 and Mb ≤ 2−1, we have
(14.12) |Φ(tˆ+ btd)| ≤M(|tˆ|+ b|td|) ≤M |tˆ|+ 1
2
|td|
for all t. Therefore a solution of the equation (14.11) satisfies
|td| ≤ 2M |tˆ|.
Thus for each tˆ ∈ Rd−1 the function W ( · ; tˆ) maps the interval
I(tˆ) =
[−2M |tˆ|, 2M |tˆ|]
into itself. Furthermore, in view of the condition bM ≤ 1/2, we have
∂tdW (td; tˆ) ≤Mb ≤
1
2
.
Thus by the Contraction Mapping Theorem, for each tˆ ∈ Rd−1 the equation (14.5)
has a unique solution td ∈ I(tˆ). We denote this solution by F (tˆ). Moreover, by the
Implicit Function Theorem, F is a Cm-function, with derivatives bounded uniformly in
Φ, satisfying (14.10). 
14.2. Change of variables: integration. We need a simple version of the change of
variables in the area formula (see, e.g. Theorem 1, p.96 in [10]). We use again the
notation
xˆ = (x1, x2, . . . , xd−1),
◦
x = (x1, . . . , xl−1, xl+1, . . . , xd),
for a fixed l = 1, 2, . . . , d. Let F ∈ C1(Rd−1). For each xˆ let X(xˆ) ⊂ R be the set
X(xˆ) = {xd ∈ R : F ( ◦x) = xl}.
Recall also that the vector
(14.13) nS(x) :=
(−∂x1F ( ◦x), . . . ,−∂xl−1F ( ◦x), 1,−∂xl+1F ( ◦x), . . . ,−∂xdF ( ◦x))√
1 + |∇F ( ◦x)|2
,
defines the (continuous) unit normal to the surface
(14.14) S = {x : xl = F ( ◦x)},
at the point x =
(
x1, . . . , xl−1, F (
◦
x), xl+1, . . . , xd
)
.
Below for brevity we use the notation (
◦
x, F (
◦
x)) for the vector x with xl = F (
◦
x).
QUASI-CLASSICAL ASYMPTOTICS 99
Lemma 14.6. Let f ∈ C∞0 (Rd), F ∈ C1(Rd−1) be some functions, and let S ⊂ Rd be the
surface (14.14). Then∫
Rd−1
∑
xd∈X(xˆ)
f
( ◦
x, F (
◦
x)
)
dxˆ =
∫
S
|nS(x) · ed| f(x)dSx.
Proof. If l = d, then X(xˆ) = {F (xˆ)}, so that the integral equals∫
Rd−1
f
(
xˆ, F (xˆ)
)
dxˆ =
∫
Rd−1
f
(
xˆ, F (xˆ)
)√
1 + |∇F (xˆ)|2
√
1 + |∇F (xˆ)|2dxˆ =
∫
S
|nS(x) · ed|f(x)dSx,
as required.
Suppose that l < d. Denote by Ξ : Rd−1 → Rd−1 the mapping
Ξ(
◦
x) =
(
x1, . . . , xl−1, F (
◦
x), xl+1, . . . , xd−1
)
.
Then by the Change of Variables formula (see, e.g. Theorem 2, p.99 in [10]),∫
Rd−1
∑
xd∈X(xˆ)
f
( ◦
x, F (
◦
x)
)
dxˆ =
∫
Rd−1
∑
◦
x∈Ξ−1(xˆ)
f
( ◦
x, F (
◦
x)
)
dxˆ =
∫
Rd−1
JΞ(
◦
x)f
( ◦
x, F (
◦
x)
)
d
◦
x,
where JΞ is the Jacobian of the map Ξ. A straightforward computation shows that
JΞ = |∂xdF |. Now, in view of (14.13), the last integral can be rewritten as∫
Rd−1
|∂xdF (
◦
x)|√
1 + |∇F ( ◦x)|2
f
( ◦
x, F (
◦
x)
)√
1 + |∇F ( ◦x)|2d ◦x =
∫
S
|nS(x) · ed|f(x)dSx,
as required. 
15. Appendix 3: A trace-class formula
Let H be a separable Hilbert space. Consider in L2(Rn,H), n ≥ 1 the pseudo-
differential operator T with an H-valued symbol t(x, ξ), i.e.
(Tφ)(x) = (Opl1(t)φ)(x) =
1
(2π)n
∫ ∫
ei(x−y)·ξt(x, ξ)φ(y)dydξ,
for any φ ∈ L2(Rn,H). Our objective is to give a proof of the standard formula for the
trace of T under the assumption that both t and T are trace-class. Note that we do not
provide conditions which ensure that T ∈ S1.
Lemma 15.1. Suppose that the operator t(x, ξ) is trace class a.a. x and ξ, that T =
Opl1(t) is trace-class, and that
(15.1) ‖t( · , · )‖S1 ∈ L1(Rn × Rn) ∩ L2(Rn × Rn).
Then
trT =
1
(2π)n
∫
tr t(x, ξ)dxdξ.
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Proof. Since T ∈ S1, for any family of bounded operators Ks in L2(Rn,H), strongly
converging to I as s→∞, we have
‖T − TKs‖S1 → 0, s→∞.
Thus it suffices to consider instead of T the operator B = Opa1(b) with the amplitude
b(x,y, ξ) = t(x, ξ)η(ξ)ψ(y), where η, ψ ∈ C∞0 (Rn), and prove that
(15.2) trB =
1
(2π)n
∫ ∫
ψ(x)η(ξ) tr t(x, ξ)dxdξ.
Since B is trace-class, for any orthonormal basis (o.n.b.) Fj in L
2(Rn,H) we have
trB =
∑
j
(BFj , Fj),
and the series converges absolutely, see [3], Ch. 11, Theorem 2.7. We choose the o.n.b.
labeled by two indices. Let fj , j ∈ N, be an o.n.b. of H, and let gs, s =∈ N, be an o.n.b.
of L2(Rn), so that fj ⊗ gs is an o.n.b. of L2(Rn,H). Consider the finite sum
SN,M =
N∑
s=1
M∑
j=1
(Bfj ⊗ gs, fj ⊗ gs)
=
1
(2π)n
N∑
s=1
∫
eiξ·(x−y)η(ξ)TM(x, ξ)gs(y)ψ(y)gs(x)dydξdx,
with
TM(x, ξ) =
M∑
j=1
(t(x, ξ)fj , fj)H.
Since
|TM(x, ξ)| ≤ ‖t(x, ξ)‖S1,
and TM(x, ξ) → tr t(x, ξ) =: T(x, ξ),M → ∞ pointwise, in view of (15.1), by the
dominated convergence theorem we conclude that the double sum SN,M converges as
M →∞, to
SN =
1
(2π)n
∫
e−iξ·y
N∑
s=1
ψ(y)η(ξ)Tˆ(s)(ξ)gs(y)dydξ,(15.3)
Tˆ(s)(ξ) =
∫
eiξ·xT(x, ξ)gs(x)dx.
As N →∞, the integral
IN(ξ) =
∫
e−iξ·yψ(y)
N∑
s=1
Tˆ(s)(ξ)gs(y)dy
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for almost all ξ converges to ∫
T(y, ξ)ψ(y)dy
by Plancherel’s Theorem. By Bessel inequality IN (ξ) is bounded from above by(∫
|ψ(y)|2dy
)1
2
( N∑
s=1
|Tˆ(s)(ξ)|2
) 1
2
≤ ‖ψ‖
L
2
(∫
|T(x, ξ)|2dx
) 1
2
uniformly in N . By (15.1) the right hand side is an L2-function and η has compact
support, so that by the Dominated Convergence Theorem, in (15.3) one can pass to the
limit as N →∞:
lim
N→∞
SN =
1
(2π)n
∫
T(y, ξ)η(ξ)φ(y)dydξ.
This coincides with (15.2), which completes the proof of the Lemma. 
16. Appendix 4: Invariance with respect to the affine change of
variables
Our aim is to show that the coefficient (1.4) does not change under the affine change
of variables. LetM be a non-degenerate linear transformation of Rd, let k,k1 be vectors
in Rd, and let a = a(x, ξ) be a continuous function on Rd × Rd with a compact support
in both variables. As in (2.6) denote
aM ,k,k1(x, ξ) = a
(
Mx+ k, (MT )−1ξ + k1
)
.
For a set S ⊂ Rd denote SM ,k =M−1(S − k), STM ,k =MT (S − k).
Lemma 16.1. Let F,G ∈ C1(Rd) be two real-valued functions such that ∇G(x) 6= 0,
∇G(ξ) 6= 0, and let S, P be two surfaces, defined by the equations F (x) = 0 and G(ξ) = 0
respectively. Suppose that the function a is as defined above. Then for any non-degenerate
linear transformation M and any pair of vectors k,k1 ∈ Rd, one has
W1(aM ,k,k1 ;SM ,k, P
T
M ,k1) = W1(a;S, P ).
Proof. The surfaces SM ,k and P
T
M ,k1
are defined by the equations
FM ,k(x) = 0 and GM ,k1(ξ) = 0
respectively. Define
Z(t, s;M ,k,k1) =
∫
FM ,k(x)>t
∫
GM ,k1 (ξ)>s
aM ,k,k1(x, ξ)
∣∣∇FM ,k(x) · ∇GM ,k1(ξ)∣∣dξdx.
A straightforward change of variables gives the equality
(16.1) Z(t, s;M ,k,k1) = Z(t, s; I, 0, 0).
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By Proposition 3, Ch 3.4, [10],
∂
∂t
∂
∂s
Z(t, s;M , k,k1)
∣∣∣∣
t=s=0
=
∫
FM ,k(x)=0
∫
GM ,k1 (ξ)=0
aM ,k,k1(x, ξ)
∣∣∇FM ,k(x) · ∇GM ,k1(ξ)∣∣
|∇FM ,k(x)| |∇GM ,k1(ξ)|
dSξdSx
= W1(aM ,k,k1;SM ,k, P
T
M ,k1
),
where we have used that the vectors
∇FM ,k(x)
|∇FM ,k(x)| and
∇GM ,k1(ξ)
|∇GM ,k1(ξ)|
define unit normals to the surfaces SM ,k and P
T
M ,k1
at the points x and ξ respectively.
Now the proclaimed equality follows from (16.1). 
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