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nativo
Resumo O presente trabalho tem como objectivo implementar um sistema de Re-
alidade Aumentada num dispositivo móvel Android. Foram feitos alguns
estudos dos diferentes sistemas de desenvolvimento existentes, de modo a
facilitar o método de implementação.
Posto isto, foi desenvolvido um sistema inicial em PC (Personal Compu-
ter), com o intuito de, posteriormente, este ser portado para que possa ser
executado num dispositivo Android.
Serão implementados dois sistemas distintos, sendo apresentada sua a ar-
quitectura. Como qualquer sistema de Realidade Aumentada, a ele está
associada uma detecção de um marcador e uma projecção de um objecto
3D, esperando que estes ocorram em tempo-real. Para tal, é usado um
algoritmo de detecção, Speeded Up Robust Features (SURF), sendo poste-
riormente usado um algoritmo de optical flow de modo a obter mais baixo
custo computacional. A projecção será feita, tendo em conta a estimação
da posição do marcador.
Sendo pretendido portar o código para um dispositivo Android, será necessá-
rio recorrer a código nativo Android, surgindo a necessidade de documentar
correctamente todo o processo de configuração necessário.
Concluindo, com o trabalho desenvolvido conseguiu criar-se um sistema de
Realidade Aumentada em PC, a decorrer em tempo-real. Por sua vez, num
sistema Android alcançou-se uma correcta detecção de marcadores naturais.

Keywords Augmented Reality, natural marker, calibration, vision algorithm SURF, pro-
jection, real time, optical flow, vision algorithm Android, portability, native
code
Abstract This work aims the implementation of an Augmented Reality system for an
Android mobile device. Several studies of the different existing development'
systems were made in order to facilitate the implementation method.
After that, an initial system was developed on PC (Personal Computer), with
the intention of subsequently being ported to an Android device.
It will be shown the architecture of two implemented systems. As any other
Augmented Reality system, it is associated with a marker detection and a
3D projection, hoping that they occur in real-time. To this end, it is used
a detection algorithm, Speeded Up Robust Features (SURF), and then an
optical flow algorithm to obtain lower computational cost. The projection
will made, considering the estimation of the marker position.
Being necessary to use Android native code, will be documented throughout
the setup process needed.
Concluding, with this work we created an Augmented Reality system on PC.
On Android system we're able to make a correct marker detection.
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Capítulo 1
Introdução
1.1 Enquadramento
O Homem sempre se caracterizou pela sua incapacidade de resistir à evolução, de perma-
necer estagnado, sendo muitas vezes obrigado a procurar o progresso na sua imaginação, uma
vez que a tecnologia nem sempre é capaz de acompanhar a criatividade humana. A Reali-
dade Aumentada pode ser, certamente, enquadrada no grupo algo restrito de ideias que se
encontram à frente do desenvolvimento tecnológico. Se tivermos como conceito de Realidade
Aumentada, a capacidade de um sistema acrescentar informação adicional ao mundo real,
poderemos facilmente imaginar a utilidade que esta tecnologia terá. No entanto, para um
sistema deste tipo, a portabilidade será, à partida, um dos principais requisitos, mas sobre-
tudo um dos principais entraves, pois os sistemas móveis actuais não possuem a capacidade
de processamento desejável e que irá potenciar que o conceito atinja o estatuto de tecnologia.
O conceito de Realidade Aumentada, tem sido ao longo dos anos introduzido no contexto
tecnológico, no entanto as suas elevadas exigências têm obrigado a que a sua expansão seja
constantemente adiada. Ainda assim, acreditamos que este adiamento está a chegar ao fim
e que em breve teremos sistemas AR (Augmented Reality) como presença constante no nosso
dia-a-dia, permitindo-nos mais entretenimento, mas sobretudo informação.
Poderemos considerar sobretudo dois tipos de Realidade Aumentada, sendo que um deles
faz uso de geolocalização (posição e orientação do utilizador), e apresenta informação útil (co-
ordenadas a tomar, pontos turísticos, etc.) no ecrã, em consequência da sua posição espacial.
De destacar o facto de, neste caso, a câmara ter um papel secundário, sendo a informação
apresentada no ecrã não como resposta a qualquer tipo de reconhecimento. Por sua vez, o
outro tipo de Realidade Aumentada, e sobre o qual incidiremos o nosso trabalho, a câmara
tem papel activo, sendo usada para proceder ao reconhecimento de determinado padrão, sendo
a resposta, a apresentação de informação adicional (página web, objecto 3D, etc.) no ecrã. No
nosso caso concreto, será sobre este segundo conceito que incidiremos o nosso estudo.
No contexto actual, esta tecnologia tem sido introduzida no mundo dos videojogos, onde
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permite ao utilizador uma dose acrescida de divertimento, mas as suas potencialidades poderão
ser evidenciadas se lhe acrescentarmos mobilidade. Pensando no contexto de um museu, seria
vantajoso para o visitante conseguir obter informação acrescida de uma determinada peça que
é do seu interesse, e que poderá ser desinteressante para outro visitante. Teremos assim como
intenção que este sistema seja portável, possibilitando a mobilidade do utilizador.
1.2 Motivação
No contexto actual, em que os dispositivos móveis, nomeadamente com sistema operativo
Android, estão a emergir cada vez mais rapidamente no mercado actual, surge, juntamente
com esta expansão, a necessidade de tornar estes dispositivos cada vez mais atractivos, mas
sobretudo mais versáteis e capazes. Surge, assim, uma janela de oportunidade para o desen-
volvimento de aplicações em dispositivos que recorram a este sistema operativo, e que apesar
de ainda limitados, estão em crescente evolução.
O facto de esta tecnologia ter um potencial praticamente inexplorado em dispositivos
móveis, torna-a igualmente aliciante para empresas do sector. Tendo surgido inclusivamente
o interesse, por parte do sector empresarial, em criar um sistema que pudesse ser usado
em museus, e que permitisse ao utilizador, com recurso ao seu dispositivo móvel, aceder a
informação acrescida.
Tendo em conta as considerações apresentadas, surgiu a ideia de desenvolver um sistema
que conciliasse a mobilidade e Realidade Aumentada, como resposta ao reconhecimento de
padrões.
1.3 Objectivos
Apesar de o conceito de Realidade Aumentada ser conhecido no mundo científico há já
alguns anos, somente na última década se verificou um maior interesse da comunidade. Como
tal, foram surgindo algumas aplicações e inclusivamente foram criados kits de desenvolvimento
(Software Development Kit) que despertaram o interesse dos mais curiosos. Embora existam
sistemas deste tipo disponibilizados em open-source, identificou-se uma limitação comum em
grande parte deles, o facto de recorrerem a padrões/marcadores de reconhecimento com uma
determinada característica, não sendo possível o uso de padrões/marcadores naturais (foto-
grafia, capa de CD, etc.) . Está assim identificado um dos objectivos iniciais do nosso sistema,
encontrar um padrão fornecido previamente, não sendo necessário que este cumpra qualquer
tipo de requisito prévio.
Por sua vez, a portabilidade é, nos dias que correm, uma clara mais valia dos sistemas de
Realidade Aumentada, sendo, por isso, nosso objectivo, criar um sistema que possa ser portado
para dispositivos móveis, mais propriamente dispositivos com sistema operativo Android. Por
fim, como qualquer sistema AR, a detecção não faz sentido se a ela não estiver associada a
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apresentação de informação ao utilizador. Pretendemos assim proceder à colocação de um
objecto 3D sobreposto ao nosso marcador, sendo para tal, necessário estimar correctamente a
posição do mesmo.
Temos então como objectivo criar um sistema que possua a capacidade de detectar pa-
drões/marcadores naturais, num sistema Android, não sendo requisito obrigatório, mas ex-
pectável, que este processamento decorra, em tempo-real.
Sabendo à partida que já existem kits de desenvolvimento de sistemas AR, seria mais
lógico recorrer a um destes sistemas para atingir o nosso objectivo. No entanto, criarmos um
sistema de raiz, ainda que não tão completo, permite-nos um controlo maior sobre o sistema,
bem como viabiliza a detecção de marcadores naturais. O facto de os sistemas existentes
apresentarem, à partida, bastantes entraves no que diz respeito à portabilidade para Android,
foi outro dos factores que contribuiu para a nossa decisão. Deste modo, considerou-se viável,
construir inicialmente um sistema completo de Realidade Aumentada (reconhecimento de
marcador natural e respectiva projecção de objecto 3D) num PC, tentando de seguida portar
o código para usar em Android.
Teremos então como objectivo:
 Detecção de marcador natural
 Projecção de um objecto 3D
 Portabilidade do sistema para Android
1.4 Organização da Dissertação
No capítulo 2, procede-se à identificação dos kits de desenvolvimento existentes, incluindo a
descrição dos mesmos, bem como à identificação das vantagens e desvantagens associadas. Por
sua vez, no capítulo 3, é apresentada toda a arquitectura desenvolvida, sendo feita a distinção
de dois sistemas desenvolvidos. Um sistema inicial que fazia somente uso de um algoritmo de
detecção, tendo sido optimizado para possibilitar a obtenção de resultados mais satisfatórios.
Com o intuito de que as características da câmara não venham a afectar o desenvolvimento do
sistema, é ainda apresentado um sistema de calibração da mesma. Para a já referida detecção
de marcador natural, foi usada a biblioteca de Computação Visual, OpenCV (Open Source
Computer Vision) sendo a projecção do objecto 3D feita com recurso à biblioteca OpenGL
(Open Graphics Library), tal como descreveremos mais à frente. Ainda no capítulo 3, e para
uma correcta projecção, é clarificado o processo de estimação da posição do nosso marcador.
Este passo, não sendo o mais complexo, é claramente fulcral no nosso sistema.
No capítulo 4, é apresentada a arquitectura Android, bem como a API (Application Pro-
gramming Interface), sendo descrita a abordagem tomada para tornar possível portar não só
o sistema criado, como as bibliotecas necessárias. Dada a complexidade inerente a todo este
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processo, bem como a escassa documentação, é igualmente descrito o processo de instalação e
configuração do ambiente de desenvolvimento.
No capítulo 5, serão apresentados e discutidos os resultados obtidos, dando especial inte-
resse à distinção dos dois métodos usados na detecção de marcadores.
Por sua vez, no capítulo 6, proceder-se-á à conclusão de todo o trabalho, destacando os
objectivos propostos. Para finalizar, e sabendo que é importante aproveitar o conhecimento
adquirido para um trabalho futuro, apresentaremos ainda ideias para que este sistema possa,
como esperamos, ser melhorado.
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Capítulo 2
Estado da Arte
A tecnologia é, nos dias de hoje, um dos motores da economia mundial. A sua constante
evolução dinamiza muitos dos principais mercados deste mundo que é, cada vez mais, uma
Aldeia Global.
O conceito de Realidade Aumentada surge nos caças americanos F-16, quando começou
a ser introduzida um ecrã auxiliar transparente com informações de auxílio ao piloto. Ainda
assim, o termo surge apenas na década de 90 por Tom Caudell, funcionário da Boeing [40].
Desde essa altura, os dispositivos necessários que possibilitam o uso desta tecnologia têm
diminuído de complexidade e consequentemente de custo, tornando-a bastante mais acessível
de desenvolver e colocar no mercado. Como tecnologia emergente, está a captar cada vez mais
criadores de software proporcionando-lhe uma mais rápida expansão.
Em termos científicos, Realidade Aumentada, é comummente descrita como a junção do
mundo real com o mundo virtual, criando assim um ambiente misto em tempo-real (figura 2.1)
[44]. Assim, o utilizador não estará totalmente embebido no ambiente, ao contrário do que
acontece com a Realidade Virtual, ocorrendo a projecção de informação ou objectos virtuais,
sob o mundo real. Esta tecnologia faz uso de um sistema computacional, com o intuito de
acrescentar ao mundo real, informação virtual, potenciando a interacção com o utilizador. Para
tal, será necessário recorrer a áreas científicas como o reconhecimento de padrões, Realidade
Virtual, e Computação Gráfica.
Ao tentarmos uma descrição mais realista veremos que Realidade Aumentada é, certa-
mente, mais complexa do que a descrição simplista anteriormente referida.
Figura 2.1: Representação simplificada de virtualidade contínua
[44]
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2.1 Características
A Realidade Aumentada sendo uma tecnologia recente, tem características que a tornam
bastante apelativa a diferentes mercados, podendo esta ter aplicabilidade em diversos sectores.
Mediante a aplicação que se pretenda atribuir, as características poderão ser mais ou menos
vantajosas, podendo destacar-se:
 Facilita a interacção entre o humano e a "máquina"
 Capacidade de proporcionar experiências mais reais ao utilizador
 Potencia o desenvolvimento de capacidades de posicionamento e raciocínio [29]
 Facilita a percepção de objectos físicos [29]
 Ultrapassa os limites espaciais e temporais das aplicações/jogos permitindo aos utiliza-
dores um maior envolvimento do seu quotidiano com o jogo [45]
 Custo reduzido inerente à utilização da tecnologia (dispositivo móvel, com câmara, bas-
tará para que possamos obter um exemplo de Realidade Aumentada)
Com a expansão dos sistemas computacionais, tornou-se consideravelmente mais fácil o uso em
sistemas portáteis, tornando a portabilidade uma característica influente na expansão desta
tecnologia. Assim, é neste momento possível recorrer a um dispositivo móvel que suporte
a execução de determinada aplicação, e proporcionar uma maior liberdade de movimentos
ao utilizador. Este facto torna claramente esta tecnologia mais apelativa e poderá, muito
provavelmente, marcar a diferença.
2.2 Modo de Funcionamento
Nos sistemas de Realidade Aumentada, com recurso ao reconhecimento de padrões, é
necessário que o utilizador possua uma câmara que irá captar o meio envolvente. A ima-
gem captada pela câmara irá ser processada para que, caso seja apresentado um marcador
reconhecido pelo sistema, este seja detectado. Após ser reconhecido um marcador, será con-
sequentemente estimada a sua posição, sendo projectado no ecrã do dispositivo, sobreposto à
imagem, por exemplo, um objecto 3D.
A figura 2.2 é exemplo de um sistema de Realidade Aumentada, sendo que o animal
apresentado é o objecto 3D que surge sobreposto à imagem, como resposta a um padrão.
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Figura 2.2: Imagem promocional de jogo EyePetTM comercializado pela Sony®
Em sistemas de Realidade Aumentada que fazem uso do reconhecimento de padrões é
necessário, como vimos, fazer uso de uma câmara para fornecer imagens para o sistema com-
putacional processar. No entanto, nos sistemas AR que implicam geolocalização, será neces-
sário proceder à estimação da posição não de um objecto, mas sim do utilizador, podendo ser
usadas muitas outras tecnologias (sensores ópticos, acelerómetros, giroscópios, GPS (Global
Positioning System), (Radio-Frequency IDentification)Abbreviation, sensores wireless e solid
state compass1).
2.3 Marcadores/Padrões
Uma das principais limitações encontradas outrora no recurso à Realidade Aumentada, era
a necessidade de recorrer a um padrão, que seria posteriormente detectado pelo dispositivo
responsável pelo reconhecimento da imagem (figura 2.3), seguindo-se a sua interpretação e
apresentação do resultado para o utilizador [49].
Figura 2.3: Exemplo de um padrão a utilizar
[15]
No entanto, a expansão da tecnologia, nomeadamente dos algoritmos de detecção, permi-
tiu diversificar os marcadores, tornando assim possível o recurso a marcadores mais variados.
Espera-se assim poder usar imagens comuns, como capas de CD, livros, jogos, cartazes out-
doors, entre outros. Está então ultrapassada uma das limitações dos sistemas de Realidade
Aumentada.
1Pequenas bússolas encontradas frequentemente em dispositivos electrónicos que fornecem dados a um
microprocessador
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2.4 Aplicabilidade da Realidade Aumentada
A crescente expansão tecnológica, já referida, evidenciou as enormes potencialidades da
Realidade Aumentada, tendo logo surgido imensas aplicações, das quais faremos alusão apenas
às que considerámos mais relevantes.
 Arquitectura/Engenharia:
Na Arquitectura, o enquadramento do projecto do projecto desenvolvido com o meio
onde este será colocado, é sem dúvida um factor a considerar. Assim, e dado que a
Realidade Aumentada nos possibilita uma mais fácil percepção do resultado final (figura
2.4), é expectável que venha a sofrer uma elevada expansão neste sector.
Por sua vez, em áreas como Engenharia Mecânica já existem algumas aplicações, que
visam, sobretudo, proporcionar maior autonomia a funcionários e clientes. Se tivermos
como exemplo a substituição de uma determinada peça, o processo pode ser seguido com
recurso a um dispositivo móvel que irá apresentar no ecrã, constantemente, os passos
que o utilizador deve tomar.
Figura 2.4: Exemplo de um projecto de arquitectura que recorreu à Realidade Aumentada
[16]
 Medicina: A Medicina tem evoluído muito a par da evolução das tecnologias, talvez
devido ao facto de ser possível conjugar os conhecimentos adquiridos em ambas as áreas,
melhorando a forma como se aborda a doença. A Realidade Aumentada não é excepção,
e já estão em estudo métodos para a conseguir conciliar com a Medicina. A introdução
da Realidade Aumentada em áreas como a Medicina, ocorre sobretudo com o intuito de
auxiliar os médicos em cirurgias, permitindo-lhes ainda aperfeiçoar novas técnicas em
modelos que não os reais. [31] Embora os resultados obtidos não sejam ainda óptimos,
espera-se em breve poder recorrer com maior frequência a mais um progresso tecnológico
em prol da Medicina (figura 2.5).
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Figura 2.5: Realidade Aumentada aplicada à Medicina
[31]
 Aplicações Militares: Devido à facilidade em descrever com realismo áreas de combate,
esta tecnologia vem sendo usada em operações militares e/ou de salvamento, dando
uma melhor percepção aos intervenientes do terreno que irão encontrar [41]. Embora
os resultados obtidos da utilização de Realidade Aumentada em operações militares não
sejam conhecidos, o facto de se continuar a usar esta tecnologia, faz supor que serão
satisfatórios.
 Publicidade/Marketing : Tendo em conta que para demonstração da mais variada gama
de produtos é quase sempre necessário recorrer a uma catalogação para mais facilmente
atingir o cliente final, será ainda mais apelativo caso se faça uso de Realidade Aumentada,
permitindo ao cliente final uma percepção mais fiel do produto que está a visualizar.
Figura 2.6: Artigo publicitário promovido pela MINI
[17]
Na figura 2.6 temos um exemplo de como proporcionar ao cliente uma perspectiva mais
real do produto, apelando assim a um maior interesse no mesmo.
 Videojogos:
Sendo a indústria dos videojogos uma das principais potenciadoras deste tipo de tec-
nologia, não poderia tardar a que fizessem uso do que actualmente já foi desenvolvido.
Existem neste momento já diversos jogos que fazem uso da Realidade Aumentada, sendo
o EyePetTM da Sony® o que possui maior mediatismo (figura 2.2).
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 Ensino:
Por sua vez, o Ensino é outra das áreas onde se pretende introduzir a Realidade Aumen-
tada, estando neste momento em estudo a melhor forma de o fazer [37]. No entanto, é
já possível ver sistemas AR surgir em livros infantis, proporcionando às crianças expe-
riências diferentes das obtidas até aqui.
Como se pode constatar a Realidade Aumentada já se encontra enraizada em diversas
áreas, sendo expansível a muitas outras, caso seja explorada.
A Realidade Aumentada, como já referimos, faz uso de um sistema computacional para
realizar o processamento de imagem necessário, contudo estes sistemas computacionais são
cada vez mais pequenos dando à tecnologia uma maior versatilidade e portabilidade, propor-
cionando um campo de acção cada vez mais diverso. Quando surgiu a Realidade Aumentada,
usavam-se obrigatoriamente marcadores padronizados, sendo estes reconhecidos com recurso
a uma câmara que estaria ligada a um computador. No entanto, com o evoluir dos sistemas
computacionais, é-nos possível recorrer, na actualidade, a um simples telemóvel, desde que
este consiga executar o software adjacente à tecnologia. Assim, a portabilidade torna-se cada
vez mais, uma característica inerente à Realidade Aumentada, modificando por completo a
forma como a informação é facultada aos utilizadores. A informação virtual poderá então ser
apresentada ao utilizador, em perfeita harmonia com o ambiente que o rodeia, permitindo-lhe
uma interacção que lhe mudará a forma como vê o espaço envolvente (figura 2.7)[36].
Figura 2.7: Exemplo de como a informação poderá surgir num dispositivo móvel
Este tipo de aplicação permite deambular pelas ruas de qualquer cidade e, fazendo uso de
um dispositivo móvel, abarcar toda a informação associada aos locais de interesse [39].
2.5 Software
O desenvolvimento de software de suporte a esta tecnologia é, claramente, vital à sua
expansão. A cooperação entre todos os que desenvolvem nesta área é bastante importante, e
é por isso que grande parte está disponibilizado em open-source.
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No estudo efectuado é, mais uma vez, importante destacar a existência dos dois conceitos
de Realidade Aumentada, uma vez que um deles irá de encontro ao que pretendemos, sendo
que o outro é completamente distinto. Assim, poder-se-á considerar Realidade Aumentada
quando, em resposta à detecção de um marcador se obtém um modelo 3D, ou por hipótese,
informação acrescida. Por sua vez, o outro conceito, recorre não à detecção de um padrão,
mas sim à posição e orientação do utilizador, sendo-lhe assim apresentada informação sobre o
meio envolvente.
2.5.1 Realidade Aumentada com detecção de marcador
No contexto actual, existem algumas bibliotecas disponibilizadas em open-source, e que
possuem algumas características que nos poderão ser úteis, iremos destacar as mais relevantes.
A biblioteca ARToolkit [38] [11], é um dos projectos pioneiros na exploração das potenci-
alidade da Realidade Aumentada, e possui algumas características importantes de realçar:
 Biblioteca em C/C++
 Capacidade de estimar a posição/orientação para uma câmara
 Detecção de marcadores com as características do apresentado na figura 2.3
 Processo de calibração da câmara
 Sistema rápido o suficiente para aplicações AR em tempo-real
 Leitura de objectos 3D
 Código totalmente open-source
Assim, a biblioteca permite ao utilizador alinhar o mundo virtual, com o mundo real,
apresentando-lhe uma perspectiva correcta do objecto 3D. Todo este processo é conseguido
com reduzido custo computacional, tornando a biblioteca uma das principais bases para a
criação de novas aplicações (figura 2.8). A biblioteca disponibiliza ainda uma vasta gama de
exemplos, com diferentes funcionalidades e que poderão ser úteis no desenvolvimento de novas
aplicações.
O principal obstáculo ao uso desta biblioteca é o facto de não possuir detecção de marca-
dores naturais, bem como o facto de se desconhecer a possibilidade de portar toda a biblioteca
para Android.
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Figura 2.8: Exemplo do método de funcionamento do ARToolkit
[11]
Com o crescimento que esta tecnologia tem vindo a sofrer, foram surgindo novas bibliotecas,
sendo que muitas delas foram criadas a partir do ARToolkit, como é o caso do FLARToolkit
e do SLARToolkit. Apesar disso, estas bibliotecas têm características muito semelhantes ao
ARToolkit, destacando essencialmente o facto de as desvantagens apresentadas permanecerem,
ou seja, os marcadores terão de se assemelhar ao da figura 2.8 e desconhece-se a possibilidade
de usar as mesmas em dispositivos móveis. O FLARToolkit apresenta ainda a desvantagem
acrescida de não ser disponibilizado em open-source.
Um conceito ligeiramente diferente, uma vez que não recorre a marcador, é o apresentado
pelo TAT Augmented ID [12], que permite reconhecer facialmente um indivíduo e apresentar-
lhe informação acerca do mesmo, perfis de redes sociais, publicações, entre outros (figura
2.9).
Figura 2.9: Exemplo do funcionamento do TAT Augmented ID
[3]
A intenção, neste caso, é essencialmente potenciar as redes sociais com recurso à Realidade
Aumentada.
O int13 [13] é o software que se aproxima mais do que pretendemos. O principal objectivo
do int13 é, fazendo uso dos recursos que as plataformas móveis disponibilizam, criar jogos
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inovadores, orientados à acção e de alta qualidade (figura 2.10). Assim, neste momento, a
empresa de mesmo nome está a explorar as potencialidades da Realidade Aumentada, tendo
desenvolvido a própria biblioteca: ARWIZ.
Figura 2.10: Exemplificação do modo de funcionamento do int13
[4]
Esta biblioteca tem as seguintes características:
 Algoritmos concebidos para ter em conta as limitações da arquitectura ARM (Advanced
Risc Machine)
 Rápido - 1ms a 5ms máximo de processamento de um smartphone
 Precisão subpixel durante o marcador de detecção
 Cálculos optimizados para evitar a propagação do erro
 Sem dependências externas e de um código muito compacto
Este software, int13, tem a desvantagem de, apesar de gratuito, ter sido concebido somente
para Windows Mobile, Iphone, Symbian e Nintendo DSi, tendo o sistema operativo Android
ficado excluído.
A Metaio, uma das empresas mais conceituadas no mundo da Realidade Aumentada,
desenvolveu o junaio Glue [14], que apesar de proceder ao reconhecimento de padrões naturais,
não está disponibilizado em open-source. Aliás, a Metaio, desenvolveu inclusivamente um
SDK (Software Development Kit) para criação de aplicações de Realidade Aumentada para
dispositivos móveis, mas logicamente a licença é paga.
A Google, ao longo dos anos, tem sido uma das principais incentivadoras do open-source,
tendo criado uma estrutura que permite aos programadores de diferentes pontos do globo
estarem a trabalhar num mesmo sentido, partilhando as constantes alterações que produzem.
No mundo da Realidade Aumentada não é excepção, estando neste momento programadores,
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ou apenas curiosos da tecnologia, a trabalharem no sentido de criar uma aplicação de Rea-
lidade Aumentada cada vez mais eficaz. Sendo o Android um sistema operativo da Google,
e consequentemente criado para potenciar o desenvolvimento de software, foi este o sistema
usado para desenvolver a aplicação andAR [8]. O andAR, tem a particularidade de usar alguns
recursos dos algoritmos do ARToolkit, mas para dispositivos Android. A grande desvantagem
é, tal como o ARToolkit, o facto de recorrer somente a marcadores padronizados, não podendo
ser usado um marcador natural.
No decorrer do estudo, verificou-se que iam surgindo algumas aplicações que nos poderiam
ser úteis. Um desses casos é a aplicação ARmsk [6] que permite ao dispositivo Android
reconhecer um marcador natural, tal como pretendido, e em seguida projectar um objecto 3D.
2.5.2 Realidade Aumentada com recurso à posição e orientação
Apesar de este conceito de Realidade Aumentada não se apresentar de encontro aos ob-
jectivos do trabalho não deixa de ser importante referir.
Neste contexto, e ao contrário do anterior, é usual o recurso a dispositivos móveis, uma
vez que foram eles que, na realidade, potenciaram o aparecimento desta nova forma de ver
o meio envolvente. Com o sucesso dos smartphones (Iphone OS, Android, Symbian, etc),
a Realidade Aumentada tornou-se mais popular, sendo possível servir-nos da câmara dos
mesmos e visualizar todos os pontos de interesse que nos circundam. Assim, surge a ARML
(Augmented Reality Markup Language), uma iniciativa para tentar uniformizar os pontos de
interesse criados.
O Layar, desenvolvido pela empresa SPRXmobile, é um software para dispositivos móveis,
com o intuito de facilitar a navegação pelas ruas, estando essencialmente direccionado para
turistas. O interesse do mercado turístico nesta vertente da tecnologia poderá certamente
potenciar o seu desenvolvimento, facilitando o trabalho aos agentes turísticos, proporcionando
experiências novas, bem como potenciando a aprendizagem aos turistas (figura 2.11). Este
conceito de Realidade Aumentada não é exactamente o que pretendemos estudar, como tal
é difícil estabelecer um paralelismo. Ainda assim, é importante destacar que este software é
gratuito e foi criado somente para dispositivos móveis, estando neste momento disponível para
as plataformas Android, Iphone OS e Symbian.
O que o programa, à semelhança de muitos outros, faz é, com recurso ao sistema de GPS,
localizar a posição do utilizador, e com recurso ao solid state compass verificar a orientação
do utilizador. O utilizador poderá então direccionar a câmara do seu dispositivo móvel para
uma rua, obtendo em tempo-real informação sobre pontos turísticos, entre outros. Entre os
programas que fazem uso do mesmo tipo de conceito, destaco o Wikitude [18],TwittARound
[19], Nearest Tube [20], criados para diferentes plataformas.
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Figura 2.11: Exemplo de método de funcionamento do Layar
[21]
Já o Foursquare [22], tem um objectivo ligeiramente diferente e que lhe dá alguma poten-
cialidade. O facto de funcionar em simultâneo como uma base de dados, ou uma rede social
de localização (location-based social network), na qual cada utilizador recebe uma pontuação
em função do número de locais de interesse adicionados, acrescenta competitividade o que o
torna um dos mais usados actualmente. Prova disso é a crescente comunidade, bem como o
número de locais de interesse apresentados.
2.6 Conclusão
Após a pesquisa efectuada, verificou-se que não existia nenhum sistema AR, gratuito, que
nos permitisse detectar marcadores naturais, tal como pretendíamos, e que pudessem ser utili-
zados em dispositivos Android. As opções passariam por usar um sistema existente, como é o
caso do ARToolkit, alterá-lo para que fosse possível detectar marcadores naturais e posterior-
mente tentar a sua portabilidade para Android. Neste caso, seria necessário compreender toda
a arquitectura do sistema AR que pretenderíamos usar, estando esta, em alguns casos, pouco
documentada. A outra opção seria criar um sistema de raiz que cumprisse os objectivos, e que
pudéssemos ainda portar para Android. O facto de ao criarmos a nossa própria aplicação nos
permitir um maior controlo levou-nos a desenvolver um sistema AR, sendo este inicialmente
desenvolvido em PC, e posteriormente testada a sua portabilidade para Android. A decisão
foi tomada, tendo conhecimento da existência de bibliotecas de visão por computador que
possibilitariam a execução da tarefa.
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Capítulo 3
Aplicação AR Desenvolvida
Ao pretendermos criar um sistema AR de raiz, é necessário que este use uma biblioteca
de visão por computador, optámos pelo OpenCV, dado que era a biblioteca mais comum em
sistemas deste género. Para a projecção de um objecto 3D, seria igualmente necessário recorrer
a uma biblioteca de renderização, tendo a opção sido a biblioteca OpenGL, uma vez era a
que estávamos mais familiarizados. O sistema irá proceder a uma pesquisa de um marcador,
previamente fornecido, na imagem, devendo sobrepor-lhe um objecto 3D na correcta posição
e perspectiva. Para que todo este processo decorra correctamente, é necessário proceder à
calibração prévia da câmara, evitando que as suas características influenciem o resultado
final.
3.1 Descrição geral da arquitectura do sistema
No desenvolvimento do projecto, foi criado inicialmente um sistema que fazia uso de um
algoritmo de detecção que revelou um custo computacional bastante elevado. Como tal, este
primeiro sistema necessitou de sofrer algumas alterações, dando origem a um optimização do
mesmo. Assim, será importante distinguir as duas implementações, para uma mais fácil per-
cepção das decisões tomadas. Não é esperado, nesta fase, proceder à descrição pormenorizada
de todo o processo, sendo esta feita nas secções que se seguirão.
Num sistema criado inicialmente era adicionado um marcador, que iria ser procurado,
constantemente, em cada frame, sendo por isso o processamento bastante mais exigente
e consequentemente o sistema apresentava-se consideravelmente mais lento, ainda que não
tão complexo (figura 3.1). Esta lentidão deve-se sobretudo ao algoritmo usado na detecção,
SURF(Speeded Up Robust Features), que por cada frame que recebe, procura os mesmos pon-
tos encontrados no marcador. Esta busca exaustiva, torna o processo bastante lento, tendo
sido obrigatório pensar numa alternativa.
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Figura 3.1: Diagrama de blocos do sistema inicialmente implementado
Com o decorrer do projecto, surgiu a necessidade de criar um sistema que apresentasse
resultados mais satisfatórios, sobretudo em termos de frame-rate. Como tal, alterou-se o
sistema para que a busca do marcador somente ocorresse quando este não fosse detectado na
frame actual, sendo que o processo seguinte seria de detecção entre frames, com recurso ao
algoritmo de optical flow. O sistema criado ficou então mais complexo, mas as necessidades
de processamento diminuíram, obtendo-se assim um sistema mais fluído (figura 3.2).
Como qualquer sistema que faz uso de uma câmara, o processo inicial deve iniciar-se com
a calibração. O sistema detecta se já ocorreu por alguma vez o processo de calibração, sendo
que caso não tenho ocorrido, o utilizador é forçado a efectuar a calibração antes de proceder
à detecção do marcador.
É a altura de informar ao sistema de qual o marcador que pretendemos procurar na imagem.
Este processo é extremamente simples, devendo o marcador ser fornecido previamente, o
sistema irá iniciar a sua descrição de pontos com recurso ao algoritmo SURF para de seguida
poder encontrar esses mesmos pontos nas sucessivas frames que lhe serão fornecidas.
Após termos procedido à adição do marcador e respectiva descrição de pontos, o sistema
está pronto para iniciar o processo de captura constante de frames, e consequente pesquisa do
marcador. Encontrado o marcador, será estimada a sua posição para que possa ocorrer uma
correcta projecção de um objecto 3D. Para tal, será necessário recorrer à biblioteca OpenGL.
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Figura 3.2: Diagrama de blocos do sistema final implementado
Se o algoritmo SURF obriga a um grande processamento, é igualmente verdade, que os
algoritmos de optical flow não necessitam de usar estes mesmos recursos. Assim, após o nosso
marcador ser encontrado na frame, com recurso ao algoritmo de detecção SURF, aplicamos
optical flow aos nossos pontos, sendo estes seguidos na frames seguintes.
Para optimizar o processo de detecção e consequente optical flow que se segue, foram
criadas algumas condições que tornaram possível que o processo decorra com menos falhas.
Após o nosso sistema estar finalizado, é fácil perceber que terá dois frame-rate distintos.
Um para quando o nosso marcador não é detectado e que irá recorrer constantemente ao
algoritmo SURF, e será consequentemente, mais lento, e outro para quando o sistema detecta
o marcador e somente necessita de o seguir nas frames seguintes com recurso a optical flow.
3.2 Biblioteca de Computação Visual
Visão por computador é uma área bastante abrangente, uma vez que podemos considerar
que será sempre necessário recorrer a uma aquisição e análise de dados, sendo estes posteri-
ormente sintetizados pelos dispositivos que estão a processar. Assim, espera-se que a entrada
seja um conjunto de informação quase sempre no formato de imagens, e que terá como retorno
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uma nova representação, ou interpretação, desses mesmos dados.
Se transpusermos este tipo de processamento para o ser humano, ele é automático e in-
tuitivo, ou seja, o nosso cérebro interpreta e processa a informação que recebe, por exemplo
da visão. É esse tipo de processamento que se pede que seja feito quando se fala de visão
por computador, sendo este realizado computacionalmente. Para tal, será necessário realizar
o processamento dos dados de forma adequada, sendo muitas vezes necessário recorrer a uma
calibração prévia, de forma a que a câmara, nomeadamente factores como a distorção da lente,
não venham a afectar os resultados. Para nos ajudar em todo este processo, é usual recorrer
à biblioteca OpenCV.
OpenCV é uma biblioteca de visão por computador, disponibilizada em open-source, escrita
em C/C++. Esta biblioteca foi criada com o intuito principal de ser usada em aplicações de
tempo-real, sendo por isso concebida para obter uma eficiência computacional elevada. Deste
modo, esta biblioteca, tem como principal objectivo, incentivar e potenciar o desenvolvimento
de aplicações de visão por computador, de forma mais rápida, permitindo ainda ao utilizador
maximizar o grau de complexidade das mesmas. O facto de o OpenCV possuir mais de 500
funções, criadas para uso em diversas áreas da visão por computador, nomeadamente inspecção
de produção industrial, segurança, imagiologia médica, interfaces de utilizador, calibração,
robótica, entre outras, tornam esta biblioteca um recurso obrigatório para quem pretender
desenvolver aplicações em computação visual [28].
3.3 Modelo da Câmara
Antes de iniciar o processo de desenvolvimento propriamente dito, é importante abordar
alguns conceitos que nos irão ajudar a perceber o modo como funciona a calibração, mas
sobretudo a justificar a necessidade de esta ter de ocorrer.
Partindo do modelo de uma câmara pinhole1 (figura 3.3) verificamos que a luz ou um
objecto, atravessa o abertura somente com um único feixe, sendo posteriormente projectado
no plano da imagem, vulgarmente apelidado de plano de projecção.
Figura 3.3: Modelo explicativo de uma câmara pinhole
[28]
Por sua vez, a distância da abertura da câmara ao plano de projecção é dado pela distância
1Câmara sem lente e com uma pequena abertura
20
focal ( f ), como demonstra a figura 3.3. Após algumas considerações tomadas em [28],
poderemos obter a relação xf =
X
Z .
Contudo, o facto de o centro do chip não estar sobre o eixo óptico, obriga-nos à introdução
de novos parâmetros, cx e cy, para modelar a possível distância ao eixo óptico do centro de
projecção. Assim, um ponto do mundo real, definido pelas coordenas (X,Y,Z), será projectado
no ecrã com as coordenadas, em pixels, (xscreen, yscreen), sendo estas obtidas com recurso às
seguintes equações:
xscreen = fx
(
X
Z
)
+ cx, = fy
(
Y
Z
)
+ cy
O motivo que nos leva a introduzirmos duas distâncias focais, prende-se somente com o
facto de os pixels, numa produção de baixo custo, serem frequentemente rectangulares em vez
de quadrados. [28]
O facto de a abertura de uma câmara pinhole não possuir capacidade de captar luz sem
a necessidade de grande exposição, leva-nos a ter de introduzir uma lente, sendo que esta
introduzirá uma distorção.
3.3.1 Distorção da Lente
Quando se pretende efectuar medições recorrendo a uma câmara, é necessário proceder
ao cálculo e correcção da distorção da lente, uma vez que a perspectiva obtida com recurso à
câmara difere da realidade. Apesar de existirem mais tipos de distorções que possam ocorrer
em sistemas de processamento de imagem, os que influenciam de forma mais acentuada a
imagem que nos é apresentada são a distorção radial e tangencial, pelo que serão as que
iremos abordar.
Assim, se tivermos como exemplo uma grelha, esta é captada pela câmara como um con-
junto de parábolas (figura 3.4). A curvatura das parábolas é usada para estimar a componente
de distorção radial que, após ser corrigida, melhorará a perspectiva do utilizador. [26]
Figura 3.4: Comparação entre a imagem real (esquerda) e diferentes distorções passíveis de
serem captadas pela lente (centro e direita)
Na bibliografia indicada ([28]), é tida uma abordagem mais pormenorizada para obtenção
das equações que permitem corrigir as componentes radial e tangencial da distorção. No
entanto, é importante destacar que a distorção radial é representada pelos factores k1, k2 e k3
enquanto a distorção tangencial é representada pelos factores p1 e p2. O OpenCV faz uso destes
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factores em muitas das suas funções, sendo estes armazenados segundo um vector de distorção
de dimensão 5x1, que contém, pela seguinte ordem, k1, k2, p1, p2 e k3. Na realidade existem
outros tipos de distorção que podem ocorrer, mas o seu efeito é inócuo comparativamente ao
da distorção radial e tangencial, pelo que não os iremos considerar.
3.3.2 Parâmetros intrínsecos e parâmetros extrínsecos
Antes de introduzir o processo de calibração é importante destacar o facto de existirem
parâmetros completamente distintos. São eles os parâmetros intrínsecos e os parâmetros ex-
trínsecos, sendo que os primeiros representam os factores internos da câmara, matriz de parâ-
metros intrínsecos (fx, fy, cx e cy) e distorção da lente. Por sua vez os parâmetros extrínsecos,
compostos pela matriz de rotação e o vector de translação, são usados na estimativa da posição
do objecto, sendo por isso importantes quando pretendermos proceder à correcta projecção
do nosso objecto 3D. O momento e a frequência com que ambos os parâmetros necessitam de
ser calculados são, por isso, igualmente distintos. Os parâmetros intrínsecos precisam de ser
calculados, à partida, somente uma vez (para calibração da câmara), e são necessários para o
cálculo dos parâmetros extrínsecos. Já os parâmetros extrínsecos são calculados de todas as
vezes que se pretende estimar a posição de um objecto. Esta distinção ficará patente mais à
frente, pelo que não é relevante aprofundar conceitos à partida.
3.4 Processo de calibração de parâmetros intrínsecos
Antes de iniciar o processo de desenvolvimento, é importante proceder a uma correcta
instalação/configuração do ambiente de desenvolvimento e da biblioteca OpenCV (Anexo B).
No caso específico da calibração, a documentação é bastante, sendo grande parte das vezes
redundante. Como tal, para o processo de calibração recorreu-se sobretudo aos exemplos
disponibilizados juntamente com a biblioteca OpenCV e a [28].
Como mencionado anteriormente, os parâmetros intrínsecos, contrariamente aos parâme-
tros extrínsecos, necessitam de ser calculados previamente e somente uma única vez. Em
termos ilustrativos, o processo de calibração resume-se à detecção de um chessboard de dife-
rentes ângulos (figura 3.5).
Será expectável que neste processo, o utilizador apresente o chessboard de diversos ângulos
diferentes, variando consideravelmente quer a rotação quer a translação do objecto, tornando
o processo mais complexo, mas potenciando os resultados (figura 3.5).
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Figura 3.5: Chessboard fornecido juntamente com a biblioteca OpenCV e usado para a cali-
bração
[28]
O processo de calibração, do sistema implementado, decorre segundo seguinte diagrama
de blocos:
Figura 3.6: Diagrama do processo de calibração dos parâmetros intrínsecos
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O sistema desenvolvido detecta a ausência do ficheiro de calibração camera.xml (Anexo
A), assumindo que o utilizador não procedeu ainda à calibração dos parâmetros intrínsecos
da câmara. Para proceder a uma correcta calibração, será necessário variar a posição do
nosso chessboard por dez vezes, sendo a rotina que passaremos a descrever, repetida em igual
número.
Quando se inicia o processo de calibração, este irá proceder à detecção dos pontos no
chessboard, com recurso à função cvFindChessboardCorners, sendo que os pontos serão pos-
teriormente ajustados aos cantos com o auxílio da função cvFindCornerSubPix, que irá usar
uma precisão de subpixel para definir o ponto que nós pretendemos considerar. O processo
seguinte é facultativo, mas permite um maior feedback ao utilizador, consiste na apresentação
dos pontos correctamente detectados, sendo a função cvDrawChessboardCorners responsável
pela tarefa (figura 3.6).
A rotina seguinte, só ocorre na condição de o número de pontos detectados corresponder ao
mesmo número de pontos que o sistema assume que o chessboard possui, e que correspondem
ao número de cantos interiores do padrão, como mostra a figura 3.7. Caso tal não se verifique,
o sistema repetirá o processo anterior de detecção de pontos, não procedendo ao incremento
da variável successes e que sinaliza a correcta detecção. Caso o número de pontos detectados
coincida com o expectável, o sistema irá criar um conjunto de pontos 2D e 3D para cada
ponto.
Figura 3.7: Resultado da detecção correcta de padrão de calibração
Este processo é, tal como anteriormente foi descrito, executado por dez vezes, podendo o
utilizador recorrer da tecla p para efectuar uma pausa no processo, podendo reposicionar o
chessboard, no entanto a nova leitura só ocorrerá após vinte frames, possibilitando ao utilizador
variar livremente a posição.
Após ocorrer este processo repetitivo, o sistema irá alocar e preencher as matrizes com os
pontos 2D e 3D, que necessitará de fornecer à função cvCalibrateCamera2, responsável pela
calibração propriamente dita. O processo de calibração fica assim concluído, com a gravação
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do ficheiro camera.xml (Anexo A) e que irá sinalizar o sistema da próxima vez que este for
executado, bem como os ficheiros Intrinsics.xml e Distortion.xml, que serão usados para a
calibração dos parâmetros extrínsecos.
Concluído o processo de calibração será necessário acrescentar alguns conceitos introdutó-
rios, antes de iniciar o desenvolvimento do processo de Realidade Aumentada.
3.5 Algoritmo de detecção SURF (Speeded Up Robust Featu-
res)
A biblioteca OpenCV possui algumas funções criadas para detecção de pontos de interesse
numa imagem e das quais nos podemos servir. No entanto o facto de pretendermos que o
nosso marcador seja lido a partir de um ficheiro, vai influenciar na decisão do algoritmo a
usar, uma vez que a posição dos pontos de interesse no ficheiro, será completamente distinta
da posição dos mesmos na frame de pesquisa.
O processo de detecção de pontos de interesse num marcador, ou mesmo numa frame, pode
ser mais ou menos complexo, dependendo da homogeneidade do marcador. Se pensarmos num
marcador com pouca textura, não é fácil, para qualquer que seja o algoritmo de detecção,
encontrar pontos que lhe sirvam de referência, dificultando consequentemente todo o processo
seguinte. A verdade é que se definirmos um ponto único, ou raro, em toda a imagem, será,
logicamente, muito mais fácil reencontrá-lo numa nova imagem. Potenciando a fiabilidade do
algoritmo, será de esperar que esses mesmos pontos estejam distribuídos de forma equilibrada
na imagem, garantido assim a robustez na implementação.
Um dos algoritmos que apresenta melhores resultados na detecção de marcadores é o
SURF [27], que procura descrever os pontos de forma a acelerar o processo sem descurar a
robustez do mesmo. Inicialmente é necessário proceder à detecção de pontos no marcador
que pretendemos usar. São usados pontos de interesses situados em cantos, porções de cor,
entre outros, sendo que, tão importante como definir o ponto de interesse, é definir a sua
vizinhança, permitindo assim aumentar a robustez do algoritmo face a ruídos, deslocações e
alterações geométricas de pontos. Assim, o algoritmo SURF cria, para esse efeito, um vector
de características (descriptors), que permite associar a cada ponto de interesse (keypoint), uma
vizinhança. Por fim, é importante que a comparação (matching) entre duas imagens decorra
de forma independente da escala, ou seja, mesmo que o marcador que pretendemos detectar
não se encontre à mesma distância da câmara, comparativamente com o marcador no instante
em que foi feita pela primeira vez a pesquisa de pontos de interesse. O algoritmo SURF foi
assim criado com o intuito de encontrar um equilíbrio entre os requisitos que se pretende que
um algoritmo de detecção tenha, e o desempenho, essencial em sistemas de tempo-real.
Na implementação do algoritmo SURF, uma das limitações apresentadas à partida, mas
que resultará num melhor desempenho face a outros algoritmos anteriormente criados, é o facto
de assumirmos que o marcador é plano, e ainda que os pontos de interesse são invariantes em
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termos de rotação.
No caso de um sistema AR, é esperado que o marcador seja detectado a diferentes escalas,
embora tal objectivo seja um problema muitas vezes evidenciado. Ainda assim, como sabemos
o processo de comparação decorre sempre entre pontos de interesse, e não no marcador como
um todo. O passo comummente usado para solucionar este problema é criar uma pirâmide
de imagens, de diferentes tamanhos, que possibilite a comparação entre pontos e respectivas
vizinhanças, a diferentes distâncias. O algoritmo SURF, no entanto, faz uso de um conceito
completamente diferente, tornando possível criar janelas de pesquisa de diferentes tamanhos,
sem implicar maior esforço computacional. Assim, ao invés de se proceder à redução do
tamanho de uma imagem, o algoritmo SURF aumenta a janela de pesquisa, obtendo um
resultado idêntico, mas com um processamento mais rápido.
Ainda na tentativa de reduzir o esforço computacional, o algoritmo SURF diferencia-se dos
demais algoritmos, sobretudo na forma como decorre a comparação entre pontos de interesse.
Primeiro que tudo, e visto ser uma implementação invariante em termos de rotação, o sistema
recorre à transformada de Haar [35] fazendo uso não só do ponto de interesse detectado, como
da sua vizinhança.
Posto isto, resta ao algoritmo proceder à comparação entre os pontos, sendo este somente
efectuado entre pontos de igual contraste, acelerando o processo, sem, no entanto, descurar a
performance.
Este algoritmo está mais pormenorizadamente descrito em [27] devendo ser consultado
caso se pretenda aprofundar conceitos.
3.6 Adição de marcador
Após uma breve introdução para que possamos ficar mais familiarizados com o algoritmo
SURF, é altura de iniciar o desenvolvimento do sistema de Realidade Aumentada. Tendo
procedido a uma calibração prévia dos parâmetros intrínsecos da câmara, é necessário indicar
ao sistema qual o marcador que pretendemos que ele reconheça, bem como quais os pontos
que ele deve reconhecer (figura 3.3).
Antes de proceder à adição de um marcador é necessário ter em conta algumas conside-
rações que podem condicionar o sucesso ou insucesso de um marcador. É expectável que o
marcador não seja demasiadamente homogéneo, isto é, se apresentarmos um marcador que
seja, por exemplo, uma folha branca, este poderá ser facilmente confundido com uma parede
de cor semelhante. Assim, espera-se um marcador com características que o tornem único e
o tornem dificilmente confundível. No nosso caso específico, o sistema foi criado para detec-
tar somente marcadores de forma rectangular. Esta consideração não seria obrigatória, no
entanto, e para obter um sistema que fosse mais fiável, tomou-se essa opção.
Apresentadas algumas características do que se espera que seja um bom marcador, pode-
remos iniciar o processo de adição de marcador propriamente dito. Espera-se que o sistema
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Figura 3.8: Diagrama de processo de adição de marcador
leia um ficheiro fornecido pelo utilizador e que cumpra os requisitos previamente apresenta-
dos. Posto isto, será necessário proceder à sua conversão para escala de cinza, uma vez que
a função cvExtractSURF só permite efectuar busca de pontos em figuras com somente um
canal. Neste instante o algoritmo SURF irá proceder à busca de pontos na imagem, sendo que
como resultado teremos os pontos de interesse (objectKeypoints) e a respectiva caracterização
da vizinhança (objectDescriptors).
O processo de adição de marcador está assim concluído, podendo ser apresentado ao uti-
lizador o resultado da pesquisa de pontos, tal como mostra a figura que se segue.
Figura 3.9: Exemplo de marcador após ter sido correctamente adicionado para pesquisa
O número de circunferências apresentadas, será atingido em função do número de pontos
encontrados (imageKeypoints), sendo a dimensão das mesmas dependente da descrição da
vizinhança (imageDescriptors). Assim, quanto maior for o raio da circunferência apresentado,
maior a facilidade de o ponto ser encontrado na (frame).
3.7 Pesquisa de marcador na frame
Após se ter procedido à correcta adição e descrição do marcador, o passo seguinte passa
por encontrar esse mesmo marcador na frame. Como tal, teremos de recorrer mais uma vez ao
algoritmo SURF, sempre que na imagem não consigamos detectar o marcador (figura 3.10).
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Figura 3.10: Fluxograma com detecção de marcador na frame
O processo inicia-se com a atribuição dos cantos do marcador, definidos pelo marcador
original (passado pelo ficheiro), e que serão necessários na pesquisa de um objecto plano.
Como sabemos do processo de adição de marcador, o algoritmo SURF, só efectua pesquisa
em imagens em escala de cinza, como tal, é necessário converter a frame onde procederemos à
pesquisa. Posto isto, e com recurso, mais uma vez, à função cvExtractSURF, iremos proceder
à busca de pontos de interesse (imageKeypoints) e caracterização da respectiva vizinhança
(imageDescriptors).
De seguida, verifica-se a existência de um objecto plano na imagem, com recurso a uma
função disponibilizada nos exemplos da biblioteca OpenCV (find_obj.cpp) e que irá analisar
a proximidade entre os pontos encontrados. Para optimizar na detecção, foram ainda acres-
centadas algumas condições às arestas que terão de possuir dimensão superiores a um limiar,
impedindo que o sistema assuma pontos reduzidos como um marcador. Ainda com o intuito
de optimizar a detecção, as arestas paralelas do marcador são constantemente comparadas,
sinalizando o marcador como perdido, caso estas apresentem dimensões consideravelmente
diferentes. Este processo será novamente abordado em secções posteriores.
Caso as condições anteriores se verifiquem, assume-se que o marcador foi correctamente
encontrado, passando de imediato ao desenho das arestas na imagem, bem como ao preenchi-
mento dos arrays com os pontos 2D e 3D correspondentes aos cantos do marcador, necessários
para estimar a posição do objecto.
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3.8 Cálculo dos parâmetros extrínsecos
Como tínhamos visto, a calibração dos parâmetros intrínsecos é um processo que deverá
decorrer previamente, sendo que os resultados obtidos no sistema serão reflexo de uma boa
calibração. No caso dos parâmetros extrínsecos (matriz de rotação e translação), que nos
permitem estimar correctamente a posição do objecto, este processo é, na realidade, contínuo.
Antes de procedermos à descrição quer da matriz de rotação, quer do vector de translação,
é importante ter em mente que nos é possível para cada imagem estimar a posição de um de-
terminado objecto, segundo o sistema de coordenadas da câmara, e segundo uma determinada
rotação e translação, tal como descreve a figura 3.11.
Figura 3.11: Representação da rotação e translação de um ponto Q
[28]
Em termos gerais, uma rotação de um ponto P, pode sempre ser descrito pela multiplicação
das coordenadas desse mesmo ponto, por uma matriz quadrada de dimensão apropriada. Deste
modo, a rotação é o correspondente à descrição de um ponto segundo um novo sistemas de
coordenadas.
Por sua vez, o vector de translação é uma forma de representar a deslocação da origem de
um sistema de coordenadas inicial, para a origem de um novo sistema de coordenadas, com
uma nova origem [28].
Será necessário ter em mente que uma rotação segundo três dimensões, pode ser repre-
sentada por três ângulos, enquanto uma translação segundo o mesmo número de dimensões é
representada por uma deslocação segundo os três eixos.
Dadas algumas noções introdutórias passaremos a explicar como decorrerá o processo de
calibração dos parâmetros extrínsecos, ou como já vimos, a estimação da posição do nosso
objecto (figura 3.12).
Como tínhamos visto, o processo de calibração dos parâmetros intrínsecos termina com o
sistema a guardar, entre outros, os parâmetros intrínsecos (Intrinsics.xml) e os parâmetros de
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distorção (Distortion.xml). Por sua vez, o processo de calibração dos parâmetros extrínsecos,
inicia-se com a leitura de estes mesmos dois ficheiros e que, como veremos em seguida, nos
serão essenciais para que possamos estimar correctamente a posição do nosso objecto.
Figura 3.12: Fluxograma ilustrativo de processo de calibração dos parâmetros extrínsecos
No caso dos cantos do marcador, igualmente necessários para estimar a posição do mesmo,
estes foram obtidos quando o marcador foi detectado na frame, sendo calculadas as respectivas
coordenadas 2D e 3D do marcador. Se no sistema de coordenadas 2D apenas necessitaremos
das coordenadas na imagem, já no sistema de coordenadas 3D será necessário proceder a
algumas medições no nosso marcador, usando assim o sistema de coordenadas no nosso mundo
real. É de destacar o facto de considerarmos sempre que o nosso marcador representa o plano
Z = 0.
De seguida é apresentado a forma como o marcador é descrito em ambos os sistemas de
coordenadas (marcador de dimensão: 18.2x13 cm):
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A estimação da posição, ou melhor, o cálculo da matriz de rotação e vector de translação
é obtida efectivamente com recurso à função da biblioteca OpenCV, cvFindExtrinsicCamera-
Params2, que aliás nos fornecerá não a matriz de rotação, mas sim um vector de rotação em
conjunto com o vector de translação. Como no nosso caso, pretendemos obter uma matriz
de rotação ao invés de um vector de rotação é necessário proceder a uma conversão, sendo a
função cvRodrigues2, da biblioteca, responsável por tal tarefa.
Neste momento, temos a matriz de rotação e o vector de translação do nosso objecto,
segundo o sistema de coordenadas do mundo real.
3.9 Projecção
No contexto de visão por computador, o processo de aquisição e análise de dados, usual-
mente imagens, tem como principal intuito proceder a uma representação visual destes mesmos
dados. O OpenGL é provavelmente a API mais utilizada no contexto de computação gráfica,
aplicada no mundo dos videojogos, desenvolvimento de ambientes 3D, processos industriais,
entre outros, e sendo a biblioteca com a qual estávamos mais familiarizados, foi igualmente
usada no desenvolvimento do nosso sistema AR.
No âmbito do trabalho desenvolvido, a biblioteca não necessitou de ser exaustivamente
explorada, uma vez que o objectivo era somente interpretar a matriz de rotação e o vector de
translação obtido no processo de calibração dos parâmetros extrínsecos e orientar um objecto
3D segundo esses mesmos parâmetros. Assim, é necessário destacar função gluLookAt(),
vital na integração do nosso sistema previamente desenvolvimento com a biblioteca OpenGL,
permitindo-nos efectuar uma correcta projecção do nosso objecto 3D. Na função referida, será
necessário proceder à passagem de nove parâmetros, sendo os primeiros três representação da
posição de visualização, os três seguintes o ponto de referência para o qual o nosso sistema
se encontra orientado, e por fim, os últimos três a representação do vector que identifica o
sentido positivo do vector up (figura 3.13).
Estes vectores são obtidos após se proceder à calibração dos parâmetros extrínsecos e que
nos ajudarão a estimar a posição do nosso marcador e consequentemente, a perspectiva que
terá de ser apresentada na projecção. Uma característica de qualquer sistema de coordenadas
OpenGL é o facto de a câmara se encontrar predefinida na posição (0,0,0), direccionada no
sentido do eixo dos zz, e com o vector up orientado segundo o eixo dos yy. Assim, teremos de
proceder a uma translação e rotação destes mesmos vectores, de forma a serem recalculados
de cada vez que a posição do nosso objecto é alterado.
Primeiramente, é importante distinguir os sistemas de coordenadas, o do mundo real,
e o sistema de coordenadas da câmara OpenGL, uma vez que são estes dois sistemas de
coordenadas que pretendemos alinhar.
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Figura 3.13: Exemplificação da função gluLookAt() [46]
Se em termos físicos, a nossa câmara se encontrada parada, sendo o marcador que é
movimentado, no caso do sistema OpenGL este ocorre sempre de forma inversa. Assim, o
objecto 3D estará sempre parado, sendo a perspectiva alterada em função da movimentação da
câmara. Estas considerações obrigam-nos a fazer alguma alterações que não seriam necessárias,
caso o nosso sistema real se assemelhasse ao criado pelo OpenGL (figura 3.14). Deste modo,
teremos de proceder a uma translação no sentido oposto à recebida pelo cálculo dos parâmetros
extrínsecos, bem como ao cálculo da matriz de rotação inversa, para que assim possamos
apresentar o modelo, na posição pretendida, e com a perspectiva desejada. De destacar o
facto de a translação preceder sempre a rotação, pois caso se procedesse de forma inversa,
efectuando uma rotação prévia, iríamos alterar os eixos sobre os quais de seguida se iriam dar
as translações, obtendo um resultado que em nada se assemelharia ao pretendido.
Figura 3.14: Relação entre os sistemas de coordenadas da câmara e as coordenadas do mar-
cador [43]
Após umas breves noções do principal bloco criado em OpenGL, passaremos a uma visão
mais ampla de todo o sistema desenvolvido. A implementação criada implica uma breve alusão
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gráfica para mais fácil percepção (figura 3.15).
Figura 3.15: Fluxograma de método aplicado à projecção
Será então necessário, primeiro que tudo, proceder à inversão da matriz de rotação forne-
cida pela função de calibração dos parâmetros extrínsecos. Essa matriz será usada em todos
os casos em que aplicaremos a matriz de rotação, assumindo portanto que daqui em diante
sempre que referenciarmos a matriz de rotação estaremos, na verdade, a falar da inversa da
matriz de rotação.
O passo seguinte passa por voltar as converter as matrizes para que representem correcta-
mente o sistema de coordenadas do mundo real. Para tal, será necessário proceder à translação
e rotação, sempre por esta ordem, às coordenadas da câmara, ao vector direccional e ao vector
up. Obteremos pela mesma ordem, as coordenadas da câmara, o respectivo vector direccional,
bem como o vector up, todos eles no sistema de coordenadas do mundo real.
Posto isto, resta-nos proceder ao alinhamento dos mundos, sendo a função gluLookAt
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responsável pela tarefa. Para tal, deverá ser preenchida da seguinte forma:
Para finalizar a representação do objecto 3D é importante garantir que o ângulo de visão
da nossa câmara no mundo virtual coincide com o da câmara do mundo real. A função glu-
Perspective será responsável por tal processo, que para além do ângulos, representa igualmente
o aspect ratio e a profundidade do campo.
Neste instante poderemos representar de forma fiável o objecto 3D pretendido, garantindo
uma perspectiva real em função da posição do nosso marcador.
3.10 Optical flow
Como tínhamos mostrado (figura 3.1), o sistema inicial apresentava-se sem a complexidade
do projecto final, apesar disso os resultados em termos de fluidez não se apresentavam de
acordo com o esperado, não tendo sido conseguido um sistema que possamos apelidar de em
tempo-real. Para colmatar esta lacuna, procurou-se diminuir o recurso ao algoritmo SURF,
uma vez que este era claramente responsável por grande parte da computação efectuada.
Como tal, necessitaríamos de criar um sistema que recorresse ao algoritmo SURF somente
quando fosse estritamente necessário, devendo a maior parte do tempo recorrer-se a algoritmos
de seguimento de pontos entre frames, optical flow. O que é pretendido é que entre frames
consecutivas se consiga estimar a posição de um determinado pixel. No nosso caso específico, o
algoritmo de optical flow usado, é o de Lucas-Kanade [42]. Este algoritmo, cria uma pirâmide
constituída por frames consecutivas onde irá proceder à pesquisa de pontos segundo alguns
pressupostos:
 Brilho constante entre frames
 Movimentos reduzidos
 Coerência nas vizinhanças entre frames distintas
Caso algum destes pressupostos não seja cumprido, poderá levar a que o ponto seja dado como
perdido. A complexidade inerente a todo este processo, como é fácil de perceber, é elevada,
no entanto não iremos aprofundar conceitos, remetendo para a bibliografia indicada [28].
O processo de optical flow só fará sentido caso o algoritmo SURF detecte um marcador
que se enquadre na descrição que este fez do marcador, aí activará a flag que sinaliza que o
marcador foi correctamente detectado (figura 3.16).
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Figura 3.16: Fluxograma ilustrativo do processo de optical flow e pesquisa com recurso ao
algoritmo SURF
Como os cantos têm papel de destaque no processo de estimação da posição do nosso
marcador, é necessário dar-lhe especial interesse. Como tal, estes são colocados nas primeiras
quatro posições do array de pontos aos quais aplicaremos optical flow. O passo seguinte é
preencher o array com os restantes pontos que o algoritmo SURF detectou na totalidade da
frame. Visto que os pontos que pretendemos que sejam seguidos são somente os que estão
presentes no interior do nosso marcador, são eliminados todos os restantes pontos. O array
encontra-se neste instante preenchido de forma indiferenciada, com a totalidade de pontos
do interior do marcador, à excepção das primeiras quatro posições ocupadas pelos cantos do
marcador.
Neste instante e recorrendo da função cvCalcOpticalFlowPyrLK, iremos aplicar optical
flow aos pontos, sendo estes descartados caso saiam do interior dos limites do marcador,
deixando, logicamente, de ser seguidos em frames seguintes.
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Caso no interior do marcador existam menos de um valor limiar, o marcador é conside-
rado perdido, sendo imediatamente o algoritmo de detecção SURF reactivado. Para evitar
deformações do marcador (figura 3.17) serão constantemente comparados os lados paralelos
de um marcador. Caso este defiram, por excesso ou defeito, mais do que um limiar, o sistema
considera que o marcador foi perdido, reactivando, mais uma vez, o algoritmo de detecção
SURF.
Figura 3.17: Imagem comparativa de detecção de marcador com verificação de dimensões (à
esquerda) e sem verificação de dimensões (à direita)
Caso o marcador não tenha sido perdido, o passo seguinte passa por usar os pontos cor-
respondentes aos cantos, de igual forma à descrita anteriormente no cálculo dos parâmetros
extrínsecos, podendo assim decorrer a projecção, tal como previsto.
3.11 Conclusão
Após uma consulta inicial de exemplos fornecidos com as bibliotecas OpenCV e OpenGL, o
desenvolvimento decorreu sem grandes entraves. Os diferentes passos intermédios decorreram
com sucesso, tendo sido somente necessário repetir a calibração algumas vezes até atingir os
resultados pretendidos. O objectivo inicialmente proposto de desenvolver um sistema de Rea-
lidade Aumentada para PC foi assim atingido, tendo sido garantido um custo computacional
aceitável.
O passo seguinte passa por tentar fazer uso do mesmo algoritmo, mas agora com recurso
a um dispositivo móvel Android. Para tal, é necessário adquirir algum conhecimento da API
do sistema operativo, bem como toda a estrutura, sendo assim que iniciaremos o próximo
capítulo.
Para fazer uso de código nativo do sistema operativo Android, será necessário proceder a
uma instalação e respectiva configuração cuidada do ambiente de desenvolvimento. Uma vez
que a documentação é escassa, este processo será ainda descrito no capítulo que se segue.
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Capítulo 4
Portabilidade para Android
Estando o nosso sistema implementado em C/C++, o objectivo seguinte passa por portar
o código para Android. Para tal, será primeiro que tudo, necessário configurar o nosso sistema
para poder usar a API do Android. Tal requisito fica cumprido após se proceder à instalação
de um ambiente de desenvolvimento e o respectivo SDK para Android. Posto isto, é necessário
proceder à instalação do NDK1 (Native Development Kit) permitindo assim usar bibliotecas
compiladas em código nativo C/C++, no nosso dispositivo Android. Por fim, o objectivo
será usar o código previamente criado, no nosso dispositivo, concluindo assim a portabilidade
pretendida.
4.1 Sistema Operativo Android
O Android é um conjunto de software open-source para dispositivos móveis, que inclui
não só um sistema operativo, bem como aplicações chave e um middleware2. O Android foi
originalmente desenvolvido por um grupo de empresas, conhecido como OHA (Open Hand-
set Alliance), liderado pela Google. Nos dias que correm, além das empresas fundadoras da
OHA, muitas outras se juntaram ao projecto, tendo investido fortemente no Android, nome-
adamente em elevados recursos de engenharia para melhorar o mesmo, e ainda com o intuito
de desenvolver aplicações comerciais.
Figura 4.1: Logótipo comercial do Android
1O NDK é um kit de desenvolvimento para aplicações que recorram a código nativo Android.
2Programa responsável por fazer a mediação entre as diversas aplicações
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As principais características dos sistemas Android são:
 Framework que permite a reutilização e substituição de componentes
 Máquina virtual optimizada para dispositivos móveis
 Browser integrado
 Gráficos optimizados por uma biblioteca de gráficos 2D personalizada. Gráficos 3D
baseados em OpenGL ES 1.0
 SQLite para armazenamento estruturado de dados
 Suporte de média para vídeo, áudio e ainda imagens estáticas nos formatos MPEG4,
H.264, MP3, AAC, AMR, JPG, PNG e GIF
 GSM (dependente de hardware)
 Bluetooth, EDGE, 3G e WiFi (dependente de hardware)
 Câmara, GPS, bússola e acelerómetro (dependente de hardware)
 Ambiente de desenvolvimento, incluindo um emulador, ferramentas de debugging, me-
mória, perfil de desempenho e um plugin para Eclipse IDE
Para incentivar o desenvolvimento de software, a Google criou ainda um Software Deve-
lopment Kit (SDK) que facilita a tarefa de criar e testar software compatível com Android.
Sendo que a arquitectura do sistema operativo se apresenta conforme ilustrado na figura 4.2.
[5]
Figura 4.2: Arquitectura do Android
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4.1.1 Aplicações
O Android alberga um conjunto de aplicações base, nomeadamente cliente de email, gestor
SMS, calendário, contactos, mapas, browser, entre outros, sendo que todas estas aplicações
são criadas em JAVA. O Android SDK permite ao programador compilar o código criado e
pronto a executar no sistema.
Antes de iniciar o processo de criação de uma aplicação para executar em Android, é
preciso ter algumas considerações. É essencial reter que cada aplicação é constituída por
blocos vitais ao seu normal funcionamento, apelidados de componentes. Estas componentes
são dependentes entre elas, sendo que cada uma é única e possui uma intenção específica,
possuindo o seu próprio ciclo de vida. Podemos definir quatro tipos de componentes de
aplicações: Activities, Services, Content providers e Broadcast receivers.
As Activities são, de forma simplificada, janelas de interacção com o utilizador. Uma
mesma aplicação pode ter várias Activities, basta para isso que possua várias janelas de in-
teracção distintas. Por exemplo, a aplicação da câmara, pressupõe a abertura de uma janela
com a imagem captada, sendo que no instante em que gravar uma imagem, esta pode ser
guardada em determinado local da memória física, podendo aparecer uma nova janela que
permita ao utilizador interagir com o sistema de ficheiros.
Os Services têm a particularidade de trabalharem constantemente em background, sendo
por isso operações contínuas, ou demoradas, e que não necessitam de interacção por parte do
utilizador.
Por sua vez, as Content providers fazem a gestão da partilha de dados entre aplicações,
como é o caso de bases de dados com contactos, entre outros.
Por fim, a Broadcast receiver é responsável pela apresentação de notificações, tornando
possível ao utilizador receber algum feedback por parte do sistema.
Ao disponibilizar uma plataforma de desenvolvimento, o Android oferece aos programa-
dores a possibilidade de construírem aplicações que primam quer pela inovação, quer pela
sua qualidade. Os programadores têm liberdade para interagir com qualquer dos serviços
disponibilizados, incluindo acesso total ao framework usado pelas aplicações do core.
4.1.2 AndroidManifest.xml
Quando pretendemos criar uma aplicação para Android, é obrigatório a mesma possuir
um ficheiro AndroidManifest.xml, com este exacto nome, no seu directório raiz.
O manifest contém toda a informação que o sistema deve aceder antes de iniciar a execução
da aplicação, podendo destacar:
 A descrição das componentes da aplicação, ou seja, as activities, services, broadcast
services e content providers que compõem a aplicação.
 As permissões são uma das declarações mais importantes no manifest. O acesso a
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qualquer tipo de recurso é declarado nele, sendo por isso recomendável a sua consulta
quando pretendemos executar uma aplicação desconhecida.
 Deve conter a API mínima que o sistema requer
 Uma lista das bibliotecas às quais a aplicação deve estar ligada.
4.2 Dispositivo usado para testes
No decorrer do processo de desenvolvimento, e visto o emulador fornecido aquando da
instalação do SDK não permitir o recurso à câmara, surgiu a necessidade de usar um dispositivo
Android. Usámos o Motorola Milestone (figura 4.3), estando as especificações evidenciadas
na página oficial da marca[1].
Figura 4.3: Modelo usado para desenvolvimento de aplicação Android
É, contudo, importante destacar algumas características que possam interferir directa-
mente com o projecto:
 Sistema Operativo: Android 2.1
 Processador: 550 MHz
 Ecrã:
 TFT (Thin Film Transistor)
 Dimensões: 3.7"; WVGA (Wide Video Graphics Array) (480 x 854 pixels); 16:9
widescreen; PPI Pixel Per Inch ) 267
 Táctil
 Câmara:
 Resolução: 5 Megapixels
 Auto-focus
 Estabilizador de imagem
 Ferramentas de ecição de imagem
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 Conectividade:
 Web browser
 Bluetooth
 WiFi
 GPS
4.3 Configurações de Ambiente de Desenvolvimento (Eclipse)
Sendo à partida mais um processo de configuração de software, seria expectável que não
fosse dado especial destaque, uma vez que este estaria correctamente explicado. No entanto,
e visto que este processo não se encontra ainda correctamente documentado, e ocupou muito
do trabalho realizado, descreveremos pormenorizadamente todo o processo de instalação e
sobretudo configuração, quer do Eclipse, quer do SDK e NDK.
Para o processo de desenvolvimento em Android, optou-se por usar o ambiente de desen-
volvimento Eclipse em detrimento de outros, uma vez que estávamos mais familiarizados com
o mesmo e era claramente o que possuía mais documentação para as configurações necessárias.
Como pretendemos recorrer a código C, para fazer uso não só da biblioteca OpenCV,
mas também do código previamente criado, será necessário instalar além do SDK, também o
NDK que nos irá permitir descer a um nível inferior e programar directamente em C. Como
veremos mais à frente, o processo é incrivelmente moroso e não suficientemente documentado,
levando-nos a concluir que terá sido, muito provavelmente, o ponto mais difícil de todo o
desenvolvimento.
Iniciando o processo de instalação do ambiente de desenvolvimento, será expectável que se
confirme previamente que o sistema cumpre os requisitos[5], dando especial destaque ao JDK
(Java Development Kit), que necessitará de ser previamente instalado.
Assim a instalação deve iniciar-se com:
1. Download e instalação de JAVA JDK
 http://www.oracle.com/technetwork/java/javase/downloads/index.html
2. Execução de ficheiro de instalação
3. Adição de PATH com a localização do directório raiz do JDK às variáveis de sistema
Segue-se a instalação e configuração do ambiente de desenvolvimento propriamente dito:
1. Download da versão Eclipse Classic da página oficial:
 http://www.eclipse.org/downloads/
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2. Descompactação do ficheiro para local conveniente
3. Executar o ficheiro eclipse.exe e definir a localização pretendida para o workspace.
O Eclipse encontra-se neste momento instalado, não estando ainda pronto para o desenvolvi-
mento para Android. Para tal, será necessário instalar o SDK tal como passaremos a descrever.
4.4 Software Development Kit (SDK)
Após se proceder à instalação do ambiente de desenvolvimento, Eclipse, é essencial prepará-
lo para iniciar o desenvolvimento para Android. O processo é simples, e devidamente docu-
mentado na página criada para programadores Android[5], sendo por isso recomendável uma
breve leitura antes de proceder à instalação do SDK.
Primeiro que tudo será necessário descarregar e instalar devidamente o Android SDK:
1. Download do ficheiro compactado do Android SDK
 http://developer.android.com/sdk/index.html
2. Descompactar e guardar preferencialmente na raiz do disco, de forma a evitar problemas
do sistema no acesso a directório:
 C:\android-sdk-windows
3. Adicionar a localização da pasta tools e platform-tools à PATH do sistema
4. Instalar o ADT plugin para Eclipse:
 Abrir o Eclipse
 Na barra de tarefas, seleccionar Help  Install New Software
 Na janela Available Software seleccionar ADT-Plugin
 Avançar sempre o processo até finalizar. Posto isto deve proceder-se ao reinício do
Eclipse
5. O passo seguinte passa por ligar o Eclipse e o SDK, sendo os passos os seguintes:
 No Eclipse seleccionar Windows  Preferences
 No painel lateral escolher Android
 Introduzir a localização do SDK em SDK location
 Aplicar as alterações e proceder a novo reinício do Eclipse
6. Actualizar o Android SDK
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 No Eclipse, seleccionar novamente Windows  Android SDK and AVDManager
 No painel do lado esquerdo seleccionar Available Packages
 Seleccionar a versão (ou as versões) pretendidas para desenvolvimento
7. Para finalizar, resta somente configurar o dispositivo móvel para desenvolvimento:
 Seleccionar Menu  Settings  Applications  Development e activar a
opção USB debugging
 Proceder à instalação de drivers que deverão estar incluído nas actualizações do
Android SDK
O sistema está neste momento preparado para o desenvolvimento com recurso à API do
Android. No entanto, e como já tínhamos visto, para proceder ao desenvolvimento com
recurso à biblioteca OpenCV, será necessário usar código nativo C/C++, sendo necessário
proceder à instalação do NDK.
4.5 Native Development Kit (NDK)
O NDK, de forma a permitir usar código C/C++ no processo de desenvolvimento, será
necessário proceder, previamente, ao cross-compile do mesmo, para que este esteja acessível
aquando da compilação da aplicação JAVA.
Se no caso da instalação do SDK o processo estava bem documentado, o mesmo não
se aplica ao NDK em que não só escasseia a documentação, como o grau de complexidade
aumenta consideravelmente.
Primeiramente, é necessário proceder ao download e consequente instalação do Cygwin3.
Para tal:
1. Para proceder à instalação do Cygwin, é obrigatório fazê-lo numa conta de utilizador
que não possua espaços, pois caso tal procedimento seja ignorado, irão ocorrer alguns
problemas nos passos seguintes.
2. Download da última versão a partir de:
 http://cygwin.com/install.html
3. Executar o ficheiro setup.exe e seleccionar Install from Internet
4. Proceder à instalação num directório que não possua espaços, sendo recomendável mais
uma vez, a raiz do disco
3O Cygwin permite executar comandos UNIX no Windows, e será necessário para compilar a biblioteca
OpenCV.
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5. Seleccionar uma localização para os ficheiros de instalação (preferencialmente criar uma
pasta dentro do directório do Cygwin)
6. Escolher Direct Connection e escolher uma das localizações disponíveis para download
7. Seleccionar a seta de modo a proceder à instalação de todos os pacotes. Quando o
processo terminar, seleccionar Next
8. Confirmar que está seleccionado Selected required packages. Os pacotes serão agora
descarregados e instalados, sendo este processo bastante moroso
Uma vez instalado o Cygwin, poderemos proceder à instalação do NDK.
1. Primeiro que tudo, é necessário proceder ao download
 http://www.crystax.net/android/ndk-r4.php
2. O ficheiro descarregado deve ser descompactado mais uma vez para a raiz do disco, sendo
recomendável que, mais uma vez, o directório criado não possua espaços
3. Para que o Cygwin reconheça desde logo o comando usado para compilar as bibliotecas
com recurso ao NDK, é necessário proceder à adição da PATH, devendo-se executar o
seguinte comando no Cygwin
 export PATH=$PATH:/cygdrive/c/androidndkr4crystax
Correspondendo /c/androidndkr4crystax à localização do NDK
O NDK encontra-se neste momento instalado e configurado, permitindo-nos a partir deste
momento compilar bibliotecas em C e que pretendamos usar em Android, como é o caso da
biblioteca OpenCV.
4.6 OpenCV em Android
Com o evoluir dos sistemas computacionais móveis, nomeadamente o Android, sentiu-se a
necessidade de criar uma biblioteca de computação visual que permitisse potenciar os recursos
disponibilizados pelos mesmos. Se o OpenCV não está incluído na API do Android pode, no
entanto, ser cross-compiled com o sistema, possibilitando assim o seu uso.
Para tornar possível o uso da biblioteca no nosso dispositivo, é necessário proceder a uma
compilação prévia, com recurso ao NDK, que deverá ser previamente instalado no sistema, tal
como descrito.
A versão de OpenCV usada no decorrer do trabalho poderá ser descarregada a partir da
página do projecto inicial:
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1. Download da biblioteca
 http://code.google.com/p/android-opencv/
2. Extrair o ficheiro novamente para a raiz do disco
3. Proceder ao download e instalação do CMake e do MinGW para que os comandos
"cmake"e "gcc"possam ser interpretados pela consola
 http://www.cmake.org/cmake/resources/software.html
 http://www.mingw.org/wiki/InstallationHOWTOforMinGW
4. Adicionar a localização dos directório raiz do CMake e MinGW à PATH do Cygwin,
para isso:
 export PATH=$PATH:/cygdrive/c/CMake283
 export PATH=$PATH:/cygdrive/c/MinGW/bin
5. Abrir o Cygwin e mudar para o directório raiz da biblioteca descarregada
6. Abrir a pasta opencv e editar o ficheiro local.env.mk de modo a que a variável de
sistema ANDROID_NDK_ROOT reflicta a localização do NDK
7. Adicionar ao sistema a variável OPENCV_ROOT correspondendo a sua localização à
pasta android-opencv/opencv
8. Abrir a pasta opencv e executar o seguinte comando
 ndk-build NDK_APPLICATION_MK=Application.mk
Se todo o processo anterior tiver sido correctamente cumprido irá iniciar-se a compilação da
biblioteca OpenCV, devendo demorar cerca de uma hora até estar concluída.
Juntamente com a biblioteca, serão instalados alguns exemplos de como usar a biblio-
teca. Um desses exemplos é o CVCamera e que foi usado como ponto de partida para o
desenvolvimento da nossa aplicação.
4.7 CVCamera
Antes de iniciar o desenvolvimento de um novo projecto é recomendável tentar executar o
exemplo disponibilizado. Para tal, e primeiro que tudo, é necessário proceder à instalação do
SWIG e que irá, aquando do processo de compilação, criar os cabeçalhos nas funções em C,
presentes na pasta jni, para serem interpretadas em JAVA. Assim:
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1. Primeiramente o SWIG deverá ser descarregado e instalado, recorrendo mais uma vez
ao directório raiz do disco
 http://www.swig.org/
2. Adicionar a PATH ao Cygwin, recorrendo ao seguinte comando
 export PATH=$PATH:/cygdrive/c/swigwin201
3. Novamente com recurso ao Cygwin, mudar para o directório android-opencv/samples/CVCamera
e editar os ficheiros sample.local.env.mk e local.env.mk de modo a que a variável AN-
DROID_NDK_ROOT, reflicta novamente o directório raiz do NDK.
4. O projecto estará pronto a ser compilado, devendo ser executado o seguinte comando
 sh build.sh
5. Por fim, será necessário no ambiente de desenvolvimento (Eclipse), criar um projecto
referente à nossa biblioteca OpenCV, previamente compilada, e um referente ao projecto
CVCamera, devendo o primeiro ser definido como biblioteca (através das propriedades)
e o segundo referir o primeiro. Assim, no momento de execução do projecto o sistema
irá proceder ao cross-compile permitindo-nos executar o projecto, tal como pretendido.
Está assim introduzido o processo de compilação de um projecto fornecido como exemplo,
podendo a partir deste instante, iniciar a criação da nossa própria aplicação e que faça uso de
código nativo.
4.8 Aplicação AUGREA
A criação de uma aplicação em Android, implica uma curva de aprendizagem que vai
sendo reduzida com o auxílio de toda a comunidade. Por sua vez, o recurso a código nativo
C/C++ está longe de ser igualmente tão bem documentada, fazendo com que a curva de
aprendizagem seja elevada e implicando uma pesquisa bastante mais exaustiva. No nosso
caso, e antes de iniciar o uso de código nativo na nossa aplicação criou-se um layout para
receber as funcionalidade pretendidas. Assim, foi-nos possível ir familiarizando com a API
do Android antes de iniciar o desenvolvimento em código nativo. A aplicação terá assim um
layout, criado todo ele em JAVA e que irá fazer uso quer da biblioteca OpenCV, quer das
funções presentes na pasta "jni", criadas em C/C++.
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4.8.1 Layout
Os três grandes passos da nosso projecto passam pelo processo de calibração, adição de
marcador, detecção de marcador e consequente projecção. Como tal, criaram-se três abas,
sendo que a primeira é onde decorrerá o processo de calibração, na segunda espera-se que o
utilizador seleccione um marcador, da lista de imagens, para ser posteriormente detectado.
Por fim, a terceira aba será onde decorre o processo de Realidade Aumentada propriamente
dito onde se espera que decorra a detecção e consequente projecção (figura 4.4).
Figura 4.4: Layout criado para a nossa aplicação
São ainda fornecidas, no ecrã, algumas informações ao utilizador, permitindo-lhe mais
facilmente compreender como decorrerá o processo.
4.8.2 AndroidManifest.xml
O AndroidManifest.xml, como já anteriormente tínhamos destacado, é um ficheiro es-
pecial, onde o sistema é informado de todas as permissões que a aplicação possui, e con-
sequentemente, dos recursos que poderá usar. Assim, as linhas que seguem representam o
AndroidManifest.xml da aplicação criada.
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Como poderemos constatar, as únicas permissões que a aplicação necessita é, logicamente,
para aceder à câmara, e para escrita de dados aquando do processo de calibração. É ainda
possível verificar, entre outras características, que a aplicação foi criada para a versão 7 do
SDK, que é a correspondente ao Android 2.1 presente no nosso dispositivo de testes.
4.9 Código Nativo
Após se proceder à configuração de tudo o que envolve o desenvolvimento para Android,
com recurso a código nativo, e depois de se elaborar um layout, em JAVA, para abranger as
funcionalidades pretendidas, o passo seguinte implica a portabilidade do código C/C++ criado
no desenrolar do nosso projecto. Passaremos então a explicar como decorrerá esse processo.
Após se criar um projecto no Eclipse, é necessário adicionar a pasta jni na raiz do nosso
projecto, devendo esta conter um ficheiro com as funções em C/C++ e outro ficheiro com os
respectivos cabeçalhos. Para que o SWIG reconheça as funções que se pretende proceder ao
cross-compile com o nosso projecto, é necessário a pasta jni conter um ficheiro com formato
.i e que contém toda a informação que o SWIG necessitará (Anexos D.1 e D.2).
Antes de proceder à compilação é necessário copiar os ficheiro Makefile, sample.local.env.mk
e build.sh, existentes no projecto CVCamera, para a mesma localização do novo projecto.
Para evitar ter de repetir por diversas vezes o processo de compilação, é necessário verificar
se as variáveis de sistema usadas nos ficheiro Makefile e sample.local.env.mk reflectem as
localizações certas. No caso do Makefile, mais do que as localizações, é importante que o có-
digo reflicta as bibliotecas que pretendemos cross-compile, sendo por isso importante destacar
algumas linhas de forma a evitar ter de repetir o processo por diversas vezes:
# The name of the native library
LIBNAME = libaugrea.so
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SWIG_MAIN = jni/augrea.i
SWIG_JAVA_DIR = src/com/theveganrobot/augrea/jni
SWIG_C_OUT = $(SWIG_C_DIR)/augrea_swig.cpp
swig -java -c++ -I$(OPENCV_ROOT)/android/jni -package
"com.theveganrobot.augrea.jni"
Posto isto, e recorrendo ao Cygwin, poderemos iniciar o cross-compile das bibliotecas.
Para tal, e após nos mudarmos para o directório raiz do projecto em que estamos a trabalhar,
deveremos executar na consola os seguintes comandos:
 ndk-build
 build.sh
Se a compilação decorrer com sucesso, o SWIG irá criar os cabeçalhos das funções C/C++ de
modo a que estas estejam acessíveis em JAVA. Aquando da execução da aplicação no Eclipse, o
sistema irá compilar o código JAVA, que reconhecerá os cabeçalhos criados pelo SWIG e compi-
lará a aplicação com sucesso. Após ter sido finalizado o processo de compilação, serão criados
no package com.theveganrobot.augrea.jni  ficheiros de nome SWIGTYPE_p_...java e
que são resultado da compilação ter decorrido com sucesso.
É importante destacar que sempre que se proceder à edição do código C, este necessitará,
logicamente, de ser recompilado com recurso ao Cygwin.
4.10 Problemas Encontrados
Dadas as recomendações para que o processo de cross-compile decorra sem problemas,
seria expectável que o uso das funções fosse consideravelmente acessível. Na realidade, não o
é, tendo sido necessário readaptar grande parte do código previamente criado em C/C++.
No directório android-opencv\opencv\android\jni estão presentes alguns exemplos que nos
permitem avançar nesta fase, dando, para já, especial interesse aos ficheiros image_pool.cpp
e Calibration.cpp. O primeiro dos ficheiros contém uma estrutura, criada juntamente com
o OpenCV para Android, e que permite fazer uso das imagens captadas, em código nativo.
Por sua vez, o segundo dos ficheiros, não são mais do que as funções usadas para o processo
de calibração, mas com recurso às imagens captadas em código nativo. Estas funções serão
solicitadas a partir do código JAVA, na aba criada para o efeito.
No passo seguinte é necessário proceder-se à adição de um marcador, tendo sido criado
para o efeito uma lista, na qual o utilizador seleccionará o marcador pretendido para usar no
processo de Realidade Aumentada (figura 4.5). Era esperado que ao seleccionar o marcador,
este estivesse imediatamente pronto para ser obtido no processo de Realidade Aumentada,
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contudo, o facto de a lista ter de ser criada a partir de uma pasta do projecto, e não de
um directório no próprio dispositivo, dificultaram a ligação entre as duas abas. Deste modo,
o ficheiro é lido de um directório presente no cartão de memória do dispositivo, mas sendo
fornecida a informação directamente do código. A presente lista, serviu ainda assim para
compreender melhor o funcionamento da API dos dispositivos Android.
Figura 4.5: Lista de imagens criada com o intuito de proceder à adição de marcador
Preenchidas as funcionalidades das duas primeiras abas, será necessário proceder ao início
da detecção e consequente projecção. Dadas as dificuldades encontradas em usar a nossa
biblioteca cross-compiled com o projecto previamente criado, optou-se por fazer uso de algumas
funções disponibilizadas pelo projecto ARmsk [6], no qual é possível proceder à detecção de
marcadores naturais num dispositivo Android. Ainda que este não possa ser executado em
versões inferiores à Android 2.3, como é o caso do nosso dispositivo, foi importante perceber
as funções C/C++ contidas no projecto. Decorridas as adaptações necessárias, de forma a,
por exemplo, fazer uso das imagens captadas em código nativo (image_pool.cpp), atingiu-se
um dos objectivos propostos, detectar marcadores naturais num dispositivo Android. Ainda
assim, a parte de renderização, que à partida não nos apresentava tanta incerteza, foi, na
realidade, a que mais problemas nos causou, tendo inclusivamente esse bloco, sido deixado
em aberto. Os motivos encontrados para justificar o problema, prendem-se sobretudo com
a renderização sobre a frame, visto que no nosso dispositivo de testes (figura 4.3), não nos
foi possível executar diversos tipos de aplicações que efectuassem renderização directamente
na frame, tendo posteriormente essas mesmas aplicaçõe sido testadas com sucesso noutro
dispositivo. Acreditamos assim, tratar-se de uma limitação de hardware. Contudo, o facto
de a biblioteca OpenGL usada em Android ser estruturalmente a mesma usada na criação do
projecto em PC, permite-nos assumir que conseguindo realizar a projecção na frame, o passo
seguinte de correcta projecção será facilmente alcançado.
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4.11 Conclusão
Tal como previsto, o bloco de portabilidade, revelou-se bastante difícil de ultrapassar,
sendo somente conseguido, em parte, com o auxílio de alguns exemplos disponibilizados pela
comunidade. Será sempre necessário ter em conta que a configuração de todo o ambiente de
desenvolvimento implicou que despendêssemos muito tempo, sendo posteriormente necessário
perceber como fazer uso das funções da biblioteca em código nativo, no código Java. Ficou, no
entanto, a faltar o bloco de projecção, que espera-se que seja facilmente ultrapassado, assim
que a renderização sobre a frame decorra com sucesso.
Este bloco final de portabilidade, apesar de não ter implicado tanto desenvolvimento como
no sistema para PC, foi extremamente moroso, fruto, em grande parte, das dificuldades de
configuração do ambiente de desenvolvimento para uso de código nativo. Implicou, no entanto,
uma aprendizagem mais profunda, não só da API do Android, bem como do uso de código
nativo.
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Capítulo 5
Resultados Obtidos
Após termos terminado a fase de desenvolvimento, é importante realizar uma abordagem
mais quantitativa, para que assim possamos obter um comparativo do nosso sistema com os
demais. Assim, e distinguindo o sistema criado para PC e para Android, analisaremos o seu
desempenho.
5.1 Sistema desenvolvido para PC
No sistema inicialmente desenvolvido para PC, é importante proceder ao comparativo de
desempenho entre os dois algoritmos usados. Um, que recorre somente ao algoritmo SURF
para detecção do marcador, e um outro, que aplica um algoritmo de optical flow nas frames
seguintes. A análise mais lógica para comparar o desempenho entre ambos os algoritmos é,
proceder ao cálculo do frame rate de forma distinta. Como tal, executaram-se os algoritmos
de forma distinta, e procedeu-se ao comparativo com as mesmas condições. O frame-rate foi
obtido tendo em conta o tempo que era necessário para processar duzentas frames.
SURF Optical Flow
Frame rate (fps) 3,43 11,21
Tabela 5.1: Resultado quantitativo da comparação entre algoritmos
Por análise da tabela 5.1 é facilmente perceptível a melhoria de desempenho resultado da
optimização do algoritmo. Tais diferenças de desempenho são, como já foi referido, fruto das
diferenças entre algoritmos de detecção (SURF) e de optical flow. Se por sua vez o SURF
necessita de uma constante comparação entre os keypoints e os descriptors quer do marcador,
quer do frame, o algoritmo de optical flow usado, faz uso de uma prévia detecção efectuada pelo
algoritmo SURF, procedendo a um comparativo entre frames. Ainda que a complexidade tenha
aumentado, as diferenças em termos de custo computacional são evidentes. De destacar ainda
o facto de as condições de luminosidade influenciarem consideravelmente os resultados, tendo-
se procedido, nestes testes, ao uso de luz artificial, direccionada para o objecto a detectar.
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O recurso ao algoritmo de optical flow permitiu ao sistema, além das melhorias de de-
sempenho, reconhecer o marcador com ângulos mais acentuados e a distâncias consideráveis
(figura 5.1), comparando com o algoritmo SURF.
Figura 5.1: Resultados obtidos com a optimização do algoritmo
No que refere à projecção do objecto 3D, esta decorre de forma correcta em ambos os
algoritmos, sendo somente necessário proceder, previamente, a uma calibração cuidada da
câmara.
Outro factor importante para a obtenção de bons resultados é, impreterivelmente, o mar-
cador. Como tal, é importante procedermos de uma forma quantitativa, à classificação de
marcadores. Assim, e considerando três tipos de marcadores, de diferentes complexidades,
iremos comparar o número de pontos detectados no processo de adição de marcador.
Figura 5.2: Marcadores naturais usados para testes (esquerda - marcador 1, centro - marcador
2, direita - marcador 3)
Como sabemos o algoritmo responsável pela caracterização do marcador é o SURF, de-
vendo este ser aplicado directamente ao ficheiro fornecido para pesquisa, antes de todo o
processo de Realidade Aumentada ter início. O número de pontos usados para caracterizar
um marcador e a consequente disposição dos mesmos terá, logicamente, bastante influência
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no processo de detecção de um marcador na frame. Como tal, procedeu-se a um comparativo
com diferentes marcadores, com o intuito de nos auxiliar na escolha de um bom marcador.
imageKeypoints Marcador detectado? Frame Rate (fps)
Marcador 1 278 Sim 11,21
Marcador 2 11 Não -
Marcador 3 277 Sim 13,18
Tabela 5.2: Resultados obtidos na descrição de marcadores com recurso ao algoritmo SURF
Por análise da figura 5.2 e da tabela 5.2 o marcador que se destaca pela negativa é o marca-
dor 2, que para além de possuir poucos pontos a caracterizá-lo, estão ainda todos centrados na
mesma área. Tais características impossibilitaram o sistema de detectar o marcador, sendo por
isso o marcador considerado um exemplo a não usar. Por sua vez, os outros dois marcadores
(marcador 1 e marcador 3), apresentam resultados idênticos em termos de número de pontos
detectados, com o marcador 3 a apresentar melhores resultados em termos de frame rate. A
justificação mais plausível para tal facto, e tendo em conta que os marcadores se encontravam
à mesma distância da câmara e nas mesmas condições de luminosidade, prende-se com o facto
de no marcador 3 os keypoints se encontrarem distribuídos de forma mais abrangente. Ainda
assim, quer um, quer outro, apresentam resultados semelhantes, podendo ser considerados
bons exemplos de marcadores a usar.
Toda esta análise só fará sentido se procedermos a uma comparação com o que foi até aqui
desenvolvido. É certo que o facto de usarmos marcadores naturais, diferencia-se dos demais
sistemas criados, no entanto, será importante ter como referência o desempenho de um outro
sistema de Realidade Aumentada. Sendo o ARToolkit a maior referência no desenvolvimento
de aplicações deste género, considerou-se importante analisar o frame rate alcançado para
efectuar a comparação.
ARToolkit Sistema Desenvolvido
Frame rate (fps) 30 > 20
Tabela 5.3: Resultados obtidos no comparativo entre o ARToolkit e o sistema desenvolvido
Como podemos constatar, o desempenho alcançado não se aproxima do ARToolkit, no en-
tanto, a complexidade da detecção inerente ao uso de marcadores naturais é, como sabíamos,
a principal responsável pela diferença de desempenho. De destacar ainda o facto de o resul-
tado obtido no sistema desenvolvido ser pontual, tendo sido obtido em condições controladas.
Por sua vez, o ARToolkit permite ao utilizador seleccionar o frame rate pretendido até 30
(fps), sendo os resultados independentemente das condições envolventes. Esta característica
apresentado pelo ARToolkit deve-se sobretudo ao método usado na detecção do marcador e
até mesmo do tipo de marcador e que o tornam indiferente às condições de luminosidade do
meio.
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5.2 Sistema desenvolvido para Android
Num dispositivo Android, com bastante menos capacidade de processamento, comparati-
vamente com o PC, era esperado que o frame rate diminuísse de forma considerável. Aliás,
sendo esta uma versão inicial de um projecto, o objectivo passaria por, primeiro que tudo,
proceder à correcta detecção de um marcador natural, só depois proceder à optimização do
algoritmo.
Assim, foi associado ao layout criado, um método de calibração de câmara, sendo os
parâmetros obtidos guardados para que possam ser posteriormente usados.
Deste modo, o objectivo de detecção de marcador natural foi alcançado para diferentes
marcadores, tal como podemos verificar pela figura 5.3. O frame rate alcançado foi, contudo,
consideravelmente baixo, sendo captada em média uma frame a cada quinze segundos. Deste
modo, é irrealista proceder a qualquer comparação com sistemas idênticos que apresentem
algoritmos menos despendiosos em termos computacionais, ainda que não recorram a marca-
dores naturais. No entanto, só em termos de referência, um sistema baseado no ARToolkit,
o andAR, possui frame rate da ordem de uma frame por segundo, isto sem fazer uso de
marcadores naturais.
Figura 5.3: Detecção de dois marcadores distintos num dispositivo Android
O modelo de detecção apresentado faz, unicamente, uso do algoritmo de detecção SURF,
devendo ser consequentemente relembrado os valores conseguidos com este algoritmo no PC.
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PC Android
Frame rate (fps) 3,43 ∼0,07
Tabela 5.4: Comparativo de desempenho do algoritmo SURF num PC e no Android
O comparativo efectuado na tabela 5.4 é também, em parte, reflexo do dispositivo usado.
Com as evoluções anunciadas nos dispositivos móveis, espera-se aumentar a capacidade de
processamento, fazendo com que este tipo de aplicações aumentem de forma considerável de
desempenho.
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Capítulo 6
Conclusões e Trabalho Futuro
Ao longo deste capítulo pretende-se apresentar as conclusões, referentes ao trabalho de-
senvolvido. Numa perspectiva de continuidade do trabalho serão ainda apresentadas algumas
sugestões para trabalho futuro.
6.1 Conclusões
Após uma pesquisa inicial sobre as possibilidades de fazer uso de um kit de desenvolvi-
mento de aplicações de Realidade Aumentada, chegou-se à conclusão que seria recomendável
desenvolver o nosso próprio sistema, sobre o qual teríamos mais controlo. Nesse sistema,
era esperado que fosse detectado um marcador natural, sendo posteriormente estimada a sua
posição para que possa ocorrer a correcta projecção de um objecto 3D. Este objectivo foi
cumprido, tendo ainda sido optimizado o sistema inicial, possibilitando que este processo de-
corra em tempo-real. O frame rate, apesar de não competir com o outros sistemas idênticos
(ARToolkit), é satisfatório, tendo em conta que se procede à detecção de marcadores naturais.
O tipo de marcadores detectado é abrangente, bastando que este possua diversos pontos que
o sistema consiga caracterizar, sendo estes dispersos por todo o marcador. Não sendo objec-
tivo inicial, a optimização do sistema, permitiu que o marcador fosse reconhecido a distâncias
superiores e com ângulos mais acentuados, desde que sob condições de luz controladas.
Todo este sistema não teria os resultados obtidos caso a calibração não fosse correctamente
efectuada. Assim, para descrever o modelo da câmara, foi desenvolvido um sistema de cali-
bração de parâmetros intrínsecos para que factores como a distorção da lente, ou a distância
focal, possam ser corrigidos, não interferindo assim com os resultados futuros.
Tendo sido criado um sistema de Realidade Aumentada, com detecção de marcadores natu-
rais e respectiva projecção de objectos 3D, necessitámos de tornar possível a sua portabilidade
para um dispositivo Android. Esta passagem, confirmou as suspeitas iniciais, dada a escassez
de informação e a complexidade do processo. Foi por isso necessário despender bastante tempo
até que se conseguisse ter o ambiente de desenvolvimento correctamente configurado. O pro-
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cesso de compilação da biblioteca OpenCV para Android, e após algumas tentativas, decorreu
com sucesso, bem como as funções previamente criadas. No entanto, estas não puderam ser
directamente usadas, tendo sido necessário proceder a algumas alterações.
No que diz respeito ao sistema desenvolvido para Android, era esperado que se procedesse
à detecção de um marcador natural, tendo sido tal objectivo cumprido, ainda que não com a
capacidade de processamento desejável. Associada a essa detecção, estava inerente a projecção
de um objecto 3D, no entanto, não nos foi possível fazer uso do OpenGL no dispositivo usado
para testes. Caso este problema fosse ultrapassado, e visto a estrutura do OpenGL ser idêntica
para ambos os sistemas, seria expectável que se pudesse concluir o processo de Realidade
Aumentada em dispositivos Android. O facto de não nos ter sido possível correr exemplos
simples de renderização, desde que estes ocorressem sobre a frame levou-nos a crer que o
problema se encontra no acesso à câmara do dispositivo, aquando da renderização.
Em termos de capacidade de processamento, a detecção do marcador ocorre a cada quinze
segundos, não podendo este ser comparado com outros sistemas do género. Ainda assim, estes
mesmos sistemas procedem à detecção de padrões, e não marcadores naturais.
O objectivo de compreender como decorre o processo de programação em Android, com
recurso a código nativo, ficou assim interiorizado, facilitando o desenvolvimento de aplicações
vindouras.
6.2 Trabalho futuro
Concluído o estudo efectuado, foram surgindo algumas ideias que podem optimizar resul-
tados. Dado que o algoritmo de detecção SURF não apresenta os resultados desejados numa
aplicação de tempo-real, será necessário procurar algumas alternativas ao mesmo. A solução
passa por um sistema que, tal como o nosso, recorra o mínimo possível ao algoritmo de detec-
ção. Por sua vez, no sistema inicialmente desenvolvido para PC foram usados alguns objectos
3D simples, somente para demonstrar a correcta estimação da posição. No entanto, seria uma
mais valia para o projecto que fosse possível fazer uso de modelos com maior complexidade,
nomeadamente .3ds, .obj e .max.
No dispositivo Android, e visto ter ficado por concluir a projecção de um objecto 3D, é
recomendável que este bloco seja fechado para que seja possível proceder à necessária optimi-
zação do sistema. Para tal, é recomendável que seja usado um dispositivo que suporte uma
versão mais recente do sistema operativo Android. A tentativa deve incidir na renderização
sob a frame, dado que é a tarefa que nos apresenta maiores dificuldades. Ficou ainda por
implementar a optimização, com recurso a optical flow, em virtude de termos concentrado os
esforços na correcta projecção de um objecto 3D.
Dada a experiência adquirida, recomendamos ainda que qualquer tentativa de optimiza-
ção ocorra no projecto desenvolvido para PC, e só depois iniciar o seu desenvolvimento no
dispositivo Android.
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Num futuro próximo, será expectável que os dispositivos móveis surjam em grande expan-
são, no entanto, para a expansão da Realidade Aumentada, é necessário que alguns dispositivos
sejam criados exclusivamente para o efeito, facilitando a tarefa aos programadores de software.
A tecnologia, é no entanto inconstante, podendo surgir de um momento para o outro algo de
novo que altere o rumo dos acontecimentos. Ainda assim, poderá ser igualmente o progresso
da tecnologia a ditar o futuro da Realidade Aumentada, como é apresentado na figura 6.1,
onde é usado Realidade Aumentada em simbiose com Electrónica Transparente[2]. No en-
tanto o futuro constrói-se a cada dia e será necessário continuar a trabalhar no sentido que
acreditamos estar o progresso.
Figura 6.1: Exemplo de uma tecnologia que poderá ditar a expansão da Realidade Aumentada
[23]
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Anexo A
camera.xml
<?xml ve r s i on="1.0"?>
−<opencv_storage>
−<i n t r i n s i c type_id="opencv−matrix">
<rows>3</rows>
<co l s >3</co l s>
<dt>f</dt> <data> 7.04363342 e+002 0 . 3 .29260162 e+002 0 .
7 .04363342 e+002 2.30648209 e+002 0 . 0 . 1.</data>
</ i n t r i n s i c >
−<d i s t o r t i o n type_id="opencv−matrix">
<rows>5</rows>
<co l s >1</co l s>
<dt>f</dt>
<data> 4.21401113 e−001 −4.69421530 e+000 9.36042611 e−003
1.52713927 e−002 1.91203461 e+001</data>
</d i s t o r t i o n >
</opencv_storage>
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Anexo B
Instalação/Configuração do ambiente
de desenvolvimento
Para iniciar o desenvolvimento, será necessário proceder à instalação de um programa para
o efeito. No caso específico, recorreu-se ao Microsoft Visual Studio 2010[9], uma vez que a
licença nos era disponibilizado pelo MSDN (Microsoft Developer Network) da Universidade de
Aveiro. Após se proceder à instalação será necessário aceder à página oficial da biblioteca[10]
e descarregar o ficheiro de instalação para o sistema operativo pretendido, no caso especifico
Windows.
Para facilitar o processo, vamos admitir que a biblioteca foi instalada na raiz do sistema
operativo. Será espectável que o ambiente de desenvolvimento reconheça a nossa biblioteca.
Para tal, explicaremos de forma sucinta todo o processo. Partindo do princípio que pretende-
mos criar um projecto de raiz:
 File NewProjectEmpty Project (figura B.1)
O nome do projecto, bem como a sua localização, fica ao critério do criador, mas para evitar
conflitos futuros, é aconselhável sempre a criar este tipo de projecto em localizações que não
incluam espaços, hífenes, etc, uma vez que estes nem sempre serão interpretados correctamente
pelo sistema.
Neste momento o projecto está criado, sendo agora necessário proceder somente a algumas
configurações adicionais para ligar o programa de desenvolvimento e a biblioteca de compu-
tação visual. Para tal,
 ProjectProject name PropertiesVC++ DirectoriesInclude Directories
E adicionar o seguinte endereço: C:\OpenCV2.1\include\opencv
 ProjectProject name PropertiesVC++ DirectoriesLibrary Directories
E adicionar o seguinte endereço: C:\OpenCV2.1\lib
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Figura B.1: Criação de Projecto vazio no Microsoft Visual Studio 2010
 ProjectProject name PropertiesVC++ DirectoriesSource Directories
E adicionar os seguintes endereços:
C:\OpenCV2.1\src\ml,
C:\OpenCV2.1\src\highgui,
C:\OpenCV2.1\src\cxcore,
C:\OpenCV2.1\src\cvaux
C:\OpenCV2.1\src\cv.
Para finalizar será necessário seleccionar:
 LinkerInputAdditional Dependencies
E adicionar: cv210.lib cxcore210.lib highgui210.lib (figura B.2).
Neste momento o ambiente de desenvolvimento está pronto a interagir com a biblioteca de
computação visual OpenCV.
Como veremos, será necessário usar ainda uma outra biblioteca, OpenGL, para proceder
à renderização de objectos 3D. Como tal, aproveitaremos para a configurar desde já. O passo
inicial passa por descarregar a biblioteca, devendo este processo ser executado na página
oficial[7]. Posto isto, será necessário referir a biblioteca no projecto, tal como foi feito para a
biblioteca OpenCV. Deveremos então repetir alguns passos:
 ProjectProject name PropertiesVC++ DirectoriesInclude Directories
E adicionar o seguinte endereço: C:\glut-3.7.6\include
E para finalizar:
 ProjectProject name PropertiesVC++ DirectoriesLibrary Directories
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Figura B.2: Última etapa do processo de configuração do Microsoft Visual Studio 2010 para
uso da biblioteca de computação visual
E adicionar o seguinte endereço: C:\glut-3.7.6\lib
O projecto encontra-se neste momento configurado para podermos fazer uso quer da bi-
blioteca OpenCV, quer da biblioteca OpenGL.
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Anexo C
Funções de OpenCV
No seguimento do processo de calibração há algumas funções que são importantes destacar,
uma vez que estas simplificam todo o processo descrito. São elas:
 cvCalibrateCamera2()
 cvFindExtrinsicCameraParams2()
 cvRodrigues2()
A primeira e a mais relevante é a cvCalibrateCamera2 que é definida da seguinte forma:
void cvCalibrateCamera2(
CvMat* object_points,
CvMat* image_points,
int* point_counts,
CvSize image_size,
CvMat* intrinsic_matrix,
CvMat* distortion_coeffs,
CvMat* rotation_vectors = NULL,
CvMat* translation_vectors = NULL,
nt flags = 0 );
Será importante fazer uma breve análise da rotina para que seja de mais fácil compreensão
o seu modo de funcionamento/utilização.
O primeiro dos argumentos, object_points, é uma matriz de N × 3 que possui as coorde-
nadas no mundo real de cada um dos K pontos, em cada uma das M perspectivas do nosso
chessboard (N = K ×M). As coordenadas 3D dos pontos usados terão de ser definidos com
coordenada z = 0, enquanto as coordenadas x e y representam medidas em centímetros. No
entanto, podem ser usadas coordenadas dependentes do tamanho dos quadrados do chessbo-
ardcomo foi o nosso caso, e é o mais comum, em processos de calibração. O segundo elemento,
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image_points, não é mais do que a representação desses mesmos pontos, agora em coordena-
das 2D, sendo por isso uma matriz N × 2. Uma forma simples de obter estes pontos, no caso
de recorrermos a um chessboardé recorrer à função cvFindChessboardCorners().
O argumento points_counts, não é mais que um contador com o número de pontos em
cada frame. Por sua vez em image_size temos a dimensão em pixels dessa mesma frame.
Estão então fornecidas todas as variáveis que a rotina necessita de receber para assim puder
calcular a intrinsic_matrix e distortion_coeffs que não são mais do que a matriz com os
parâmetros intrínsecos e os de distorção, logicamente. Como tínhamos visto anteriormente, a
matriz da câmara é apresentada com dimensões 3 × 3, enquanto os factores de distorção são
representados numa matriz 5 × 1. Os parâmetros que se seguem, são usados para proceder
ao cálculo dos parâmetros extrínsecos. Como no nosso caso específico, iremos proceder ao seu
cálculo de forma individualizada, vamos ignorá-los neste ponto.
Por fim a variável flags poderá ser definida de diversas formas, sendo por isso aconselhá-
vel a consulta da bibliografia para uma mais fácil percepção das diferentes caracterizações
admissíveis.
No nosso processo prévio de calibração, é do nosso interesse calcular essencialmente os
parâmetros intrínsecos. No entanto, aquando do processo de Realidade Aumentada propri-
amente dito, e que será feito em tempo-real, é esperado que o sistema consiga estimar a
posição do nosso objecto, de forma eficaz, mas sobretudo, rápida. Como tal, seria paradoxal
proceder ao cálculo dos parâmetros intrínsecos e distorção, de cada vez que pretendêssemos
estimar a posição, neste caso, do nosso marcador. Assim, para este caso específico, será
consideravelmente mais útil recorrer à função cvFindExtrinsicCameraParams2(): void cvFin-
dExtrinsicCameraParams2( const CvMat* object_points, const CvMat* image_points, const
CvMat* intrinsic_matrix, const CvMat* distortion_coeffs, CvMat* rotation_vector, CvMat*
translation_vector );
Tendo explicado previamente o funcionamento da cvCalibrateCamera2(), vamos assumir
que os quatro primeiros parâmetros estão assimilados, com a diferença que intrinsic_matrix e
distortion_coeffs são, nesta função, variáveis de entrada, tendo sido calculadas previamente.
O vector de rotação, rotation_vector, é apresentado com dimensões 3×1 ou 1×3 e representa
os eixos 3D sobre os quais o nosso objecto pode ser rodado, sendo que a magnitude representa
a ângulo de rotação no sentido contrário ao da rotação dos ponteiros de um relógio. Este
vector de rotação deve ser posteriormente convertido numa matriz 3 × 3, sendo para isso
conveniente proceder à chamada da função cvRodrigues2(). A transformação de Rodrigues,
não é mais do que estabelecer uma relação entre estas duas representações. Se imaginarmos
um vector tridimensional r = [rx ry rz] este vector implicitamente define ϑ, a magnitude de
rotação em função do comprimento (ou magnitude) de r. Esta magnitude pode ser convertida
numa matriz de rotação R, da seguinte forma:
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R = cos(θ) · I + (1− cos(θ)) · rrT + sin(θ) ·
 0 −rz ryrz 0 −rx
ry rx 0

Sendo que o processo inverso é conseguido da seguinte maneira:
sin(θ) ·
 0 −rz ryrz 0 −rx
ry rx 0
 = (R−RT )2
Assim, este processo pode ser simplificado, com recurso à função cvRodrigues2, sendo o
seu modo de funcionamento extremamente intuitivo.
void cvRodrigues2( const CvMat* src, CvMat* dst, CvMat* jacobian = NULL );
Supondo que pretendemos converter o nosso vector r de dimensões 3× 1 numa matriz de
dimensões 3×3, teremos de fornecer à rotina duas variáveis com essas mesmas dimensões, sendo
src o vector a converter e dst a matriz destino. Se por sua vez pretendermos realizar o processo
no sentido inverso, será somente necessário trocar os dois parâmetros que são fornecidos,
passando src a possuir dimensão 3× 3 enquanto, por sua vez, dst ficaria de dimensões 3× 1.
No nosso contexto não será necessário despender tempo a perceber como definir jacobian, já
que poderá estar definida como NULL. [28]
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Anexo D
Compilação da biblioteca em Android
D.1 Processor.i
/* * include the headers required by the generated cpp code */
%{
#include "Processor.h"
#include "image_pool.h"
using namespace cv;
%}
/** * some constants, see Processor.h
#define DETECT_FAST 0
#define DETECT_STAR 1*/
#define DETECT_SURF 2
//import the android-cv.i file so that swig is aware of all that has
//been previous defined
//notice that it is not an include....
%import "android-cv.i"
//make sure to import the image_pool as it is
//referenced by the Processor java generated
//class
%typemap(javaimports) Processor " import com.opencv.jni.image_pool;
// import the image_pool interface for playing nice with
// android-opencv
/** Processor - for processing images that are stored in an image pool */"
class Processor { public: Processor(); virtual ~Processor();
void processAR(int input_idx, image_pool* pool);
void clearAll();
void detectAR(int input_idx, image_pool* pool,int feature_type, IplImage* marker);
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void detectAndDrawFeatures(int idx, image_pool* pool, int feature_type);
void setMarker(int input_idx, image_pool* pool);
void setMarker(const char * filePath);
float getMatrix(int i);
float getScale();
int getMatchFound();
bool detectAndDrawChessboard(int idx,image_pool* pool);
void resetChess();
int getNumberDetectedChessboards();
void calibrate(const char* filename);
void drawText(int idx, image_pool* pool, const char* text);
void setDrawMatchResult();
IplImage* addFile(const char* filename);
double compareSURFDescriptors( const float* d1, const
float* d2, double best, int length );
int naiveNearestNeighbor( const float* vec, int laplacian,
const CvSeq* model_keypoints, const CvSeq* model_descriptors );
void flannFindPairs( const CvSeq*, const CvSeq* objectDescriptors, const CvSeq*,
const CvSeq* imageDescriptors, vector<int>& ptpairs );
int locatePlanarObject( const CvSeq* objectKeypoints,
const CvSeq* objectDescriptors, const CvSeq* imageKeypoints,
const CvSeq* imageDescriptors, const CvPoint src_corners[4], CvPoint dst_corners[4]);
void surfInFile (IplImage *findMarker);
void surfInRealTime(IplImage *findMarker, IplImage* frame, CvPoint dst_corners[4]);
};
D.2 augrea.i
/* File : android-cv.i */
%module cvcamera
/* * the java import code muse be included for the opencv jni wrappers
* this means that the android project must reference opencv/android as a project
* see the default.properties for how this is done */
%pragma(java) jniclassimports=%{
import com.opencv.jni.*;
//import the android-opencv jni wrappers
%}
%pragma(java) jniclasscode=%{
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static {
try {
//load the cvcamera library, make sure that libcvcamera.so is in
//your <project>/libs/armeabi directory
//so that android sdk automatically installs it along with the app.
//the android-opencv lib must be loaded first inorder for the cvcamera
//lib to be found //check the apk generated, by opening it in
//an archive manager, to verify that
//both these libraries are present
System.loadLibrary("android-opencv");
System.loadLibrary("augrea");
} catch (UnsatisfiedLinkError e) {
//badness throw e;
}
}
%}
//include the Processor class swig interface file %include "Processor.i"
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