We investigate local and metric geometry of weighted Carnot-Carathéodory spaces which are a wide generalization of sub-Riemannian manifolds and arise in nonlinear control theory, subelliptic equations etc. For such spaces the intrinsic Carnot-Carathéodory metric might not exist, and some other new effects take place. We describe the local algebraic structure of such a space, endowed with a certain quasimetric (first introduced by A. Nagel, E.M. Stein and S. Wainger), and compare local geometries of the initial C-C space and its tangent cone at some fixed (possibly nonregular) point. The main results of the present paper are new even for the case of sub-Riemannian manifolds. Moreover, they yield new proofs of such classical results as the Local approximation theorem and the Tangent cone theorem, proved for Hörmander vector fields by M. Gromov, A.Bellaiche, J.Mitchell etc.
Introduction
We investigate local and metric geometry of a general class of Carnot-Carathéodory spaces (see Definition 1) which generalize classical sub-Riemannian manifolds (see e.g. [5, 25, 28, 23, 9, 38, 41] and references therein) and naturally arise in different areas, in particular, geometric control theory, harmonic analysis and subelliptic equations.
As it is well-known, if X 1 , X 2 , . . . , X m are smooth "horizontal" vector fields on a smooth connected manifold M (dim M = N, m ≤ N), a necessary and sufficient condition for a systemẋ
to be locally controllable is that X 1 , X 2 , . . . , X m span, together with their commutators up to some finite order M, the tangent space T v M at any point v ∈ M (Hörmander's condition [26] ), i.e. define a sub-Riemannian geometry on M. The existence of a controllable "horizontal" path, joining two arbitrary points v, w ∈ M, is equivalent to the Rashevsky-Chow connectivity theorem [13, 47] . This theorem implies existence of an intrinsic CarnotCarathéodory metric d c (v, w) defined as the infimum of lengths of all horizontal curves (with their tangent vectors belonging to the subbundle HM = span{X 1 , X 2 , . . . , X m }) joining v and w. Investigation of local geometry of sub-Riemannian manifolds is important e.g. for constructing optimal motion planning algorithms for (1) and studying their complexity [5, 6, 25, 28, 29, 57] . In particular, investigation of the algebraic structure of the tangent cone (in Gromov's sense [11, 22, 23, 24] If the dependence of the right-hand part of a control system is nonlinear on the control functions (see [2, 15] and references therein):
where x ∈ M, a ∈ R m , then a sufficient (but not necessary) controllability condition is that span h(0) : h ∈ Lie ∂ of the tangent bundle. The condition of having such a filtration is obviously weaker than the Hörmander's condition, and in this case it may happen that not all points can be joined by a horizontal path (see Example 2), i.e. the Rashevsky-Chow theorem fails to hold and the intrinsic metric d c might not exist.
Other examples, where weighted Carnot-Carathéodory spaces appear, stem from the theory of subelliptic equations [7, 14, 36, 42] . Besides weakening the Hörmander's condition, an important line of generalization of sub-Riemannian geometry is minimizing the smoothness assumptions on the vector fields X i generating the space (see e.g. [7, 8, 21, 31, 33, 32, 34, 39, 40, 49, 45, 46, 55, 56, 61, 62] ).
In this paper we consider the following notion of a weighted Carnot-Carathéodory space (this definition is close to the one of the paper [14] ). A smooth manifold M will be called a (weighted) Carnot-Carathéodory space (shortly, C-C space) if there are C 2M +1 -smooth vector fields X 1 , X 2 , . . . , X q given on an area U ⊆ M (the number M is defined below), endowed with formal weights deg( This notion of a C-C space is suitable to describe nonlinear control systems (2) . One of the peculiarities stemming from the presence of a formal degree structure is that different choices of weights may lead to different distributions of regular and nonregular points on the space (see Example 1) .
Because of the mentioned difficulties, new methods for studying local geometry of such spaces are needed. In particular, since the metric d c might not exist, we obtain all estimates w.r.t. the following distance function, first introduced in [42] , which is actually not a metric, but a quasimetric, i.e. the triangle inequality holds only in the generalized sense, with some constant. A crucial result on local geometry, which we prove in Section 5, is the estimate on comparison of this quasimetric w.r.t. the initial vector fields and the quasimetric ρ u (see Section 3), induced in by their nilpotentizations X u i at a point u, which is possibly nonregular. Theorem (Theorem on divergence of integral lines) If u, v ∈ U, ρ(u, v) = O(ε) and r = O(ε), then we have
{ρ(y, y)}}.
Here the points y and y are defined as follows. Let γ(t) be an arbitrary curve such that   γ
Define y = exp(
In this way, the supremum is taken not only over y ∈ B ρ u (v, r), but also over the infinite set of admissible {b I } |I| h ≤M .
This theorem allows construction of motion planning algorithms for the system (2) like it was done for (1) in [5, 6, 25, 28, 29] , and to prove an analog of the local approximation theorem, as well as to study the algebraic structure of the tangent cone.
Theorem (Local approximation theorem). For any points u ∈ U and v, w ∈ U, such that
Theorem (Tangent cone theorem). The quasimetric space (U, ρ u ) is a local tangent cone at the point u to the quasimetric space (U, ρ). The tangent cone is a homogeneous space G/H, where G is a nilpotent graded group with a weight structure.
This theorem, see Section 6, generalizes an analogous fact for sub-Riemannian manifolds, known as Mitchell's cone theorem. Namely, it is known that, at a regular point, the tangent cone to a sub-Riemannian manifold is a nilpotent stratified group [23, 38] , while at a nonregular point it is a homogeneous space [5, 28] .
The notion of the tangent cone to a quasimetric space, extending the Gromov's notion for metric spaces, was introduced and studied recently in [49, 50] . Note that a straightforward generalization of the Gromov-Hausdorff convergence theory would make no sense for quasimetric spaces, since the Gromov-Haussdorff distance between any two quasimetric spaces would be equal to zero. However, such generalization can be done for particular classes of compact quasimetric spaces [21] .
All of the mentioned three results are new even for the case of "classical" sub-Riemannian manifolds; moreover, methods of their proofs allow to prove in a new way the classical results for sub-Riemannian manifolds (see Section 7). In particular, in contrast to the proof of the Local approximation theorem in [5] , we do not need special polynomial "privileged" coordinates and do not use Newton-type approximation methods.
The proofs of the main results of this paper heavily rely on results of [34, 61] for the case of regular C-C spaces, see Definition 5, and on methods of submersion of a C-C space into a regular one, [48, 5, 14, 25, 28] , as well as on obtaining new geometric properties for the quasimetrics ρ and ρ u (Section 4).
This paper is essentially an extended version of the short notes [49, 52] .
I am deeply grateful to Professor Sergey Vodopyanov for suggesting me this problematic and many fruitful discussions. I am also grateful to Doctor Maria Karmanova for a consultation on her paper [33] .
Basic definitions, examples and known facts
Recall that locally any vector field X i on a manifold M can be viewed as a first-order dif-
acting on a function f ∈ C ∞ (M), and its smoothness coincides with the smoothness of the coordinate functions a ij (x). A commutator of two vector fields is a vector field defined as
In this paper we will use the following definition of a weighted Carnot-Carathéodory space (this definition is very close to the one formulated in [14] ). It is easy to see that this definition can be reformulated in such a way that it involves only first-order (not higher-order) commutators of the vector fields X 1 , X 2 , . . . , X q and thus can be applied to the case of C 1 -smooth vector fields.
. . , X q ∈ be C 2M +1 -smooth vector fields given on an area U in a connected C ∞ -smooth manifold M (the number M is defined below) and associated with formal weights deg(
. .] a weight equal to its homogeneous degree is assigned:
It is assumed that span{X
we get a weighted filtration of the tangent bundle
which meets the property
A manifold M endowed with the described structure will be called a (weighted) CarnotCarathéodory space (shortly, C-C space).
The minimal number M of the elements H i in the filtration (4) is called the depth of the given Carnot-Carathéodory space.
Note that (3), (5) relate the natural algebraic structure, induced by commutators of the vector fields X 1 , X 2 , . . . , X q , with the additional formal degree structure. 
The distance function (6) was first introduced in [42] where it was proved that it is continuous and, for "classical" sub-Riemannian manifolds, equivalent to the intrinsic CarnotCarathéodory metric d c (Ball-Box theorem, see also [5, 28, 32, 34, 39, 40] ).
Definition 4 ([54])
. A quasimetric space (X, d X ) is a topological space X endowed with a quasimetric d X . A quasimetric is a mapping d X : X × X → R + meeting the following properties v) ), where 1 ≤ Q X < ∞ is a constant independent of u, v, w ∈ X (generalized triangle inequality);
Proof. Properties (1), (2) and (4) immediately follow from the properties of solutions of ordinary differential equations (and we have ρ(v, w) = ρ(w, v)). The generalized triangle inequality will be proved below (Proposition 16).
The simplest examples of (regular) weighted Carnot-Carathéodory spaces are Carnot groups endowed with an additional degree structure.
Example 1 ( [16, 17] ). Consider the Heisenberg group H n : let M = R N , N = 2n + 1, with the coordinates (x 1 , x 2 , . . . , x n , y 1 , y 2 , . . . , y n , t) ∈ R N . Consider the vector fields
Let us first assign to all of these vector fields the weights naturally defined by their commutator table:
is a quasimetric not equivalent to the previous one. In both cases all points of R N are regular.
The next example illustrates that, for the C-C spaces from Definition 1, the RashevskyChow theorem may fail to hold, i.e. the intrinsic C-C metric might not exist.
Example 2 ([54]). Consider the Euclidean space R
N with the standard basis
Obviously, the subbundles
At the same moment, none of the subsets of the set of vector fields {∂ x i } meets the Hörmander's condition, and, for any "horizontal" subbundle, there are points of R N which can not be joined by a horizontal curve.
In the considered example all points of R N are regular. If v, w ∈ R N and w
A further peculiarity of the considered weighted C-C spaces is that different choices of weights d i may lead to different combinations of regular and nonregular points.
Example 3. Consider on the Euclidean space M = R 3 the vector fields
with the only nontrivial commutator relation [
In this case {y = 0} is a plane consisting of nonregular points. Really, for y = 0 we have dim(H 1 ) = 3, while for y = 0 we have dim(H 1 ) = 2.
In this case all points of R 3 are regular.
Let us now briefly recall the approach of the papers of S. Vodopyanov and M. Karmanova [31, 33, 34, 61, 62] , devoted to regular C-C spaces (they are particular cases of weighted C-C spaces from Definition 1) in minimal smoothness assumptions, and some main results of those papers, on which the proofs of the main results of the present paper heavily rely. 
such that in some area U ⊆ M there are C p -smooth vector fields X 1 , . . . , X N , where p > 1, meeting the following conditions.
For all u ∈ U we have
(ii) The following decomposition holds
where deg X k = min{m|X k ∈ H m } is the degree of the vector field X k .
The number M is again called the depth of the C-C space M.
The condition (i) is equivalent to (5) in Definition 1.
Remark 2. In the present paper it suffices to have, for regular C-C spaces, smoothness p = M + 1, but most of the results of this section are true for C 1,α -smooth vector fields X 1 , . . . , X N , where α > 0 is the Hölder constant of the first-order derivatives. In this case, the expression 1 M in the estimates below is replaced by
From theorems on continuous dependence of the solutions of ODE on the initial data (see e.g. [43] ) it follows that θ g is a
) is called the first-order coordinates of the point v ∈ U g . Further we assume that U ⊆ g∈U U g .
In the regular case, the tuple (v 1 , v 2 , . . . , v N ) is uniquely defined, thus the quasimetric (6), denoted in the above-mentioned papers as d ∞ , is defined for points w, v ∈ U, such that
The generalized triangle inequality for d ∞ is proved in [31, 34, 62] in minimal smoothness assumptions and in [42] for sufficiently smooth vector fields (in the general case, not just near regular points).
The balls w. r. t. the quasimetric d ∞ will be denoted as Box(u,
The vector fields X u i , obtained from the commutator table (8) replacing the inequality by equality, i. e.
[
. . M − 1, due to the following result.
Theorem 1 ([34]
). For a fixed point u ∈ U consider a family of coefficients
Then these constants {c k ij } meet the Jacobi identity and hence define a Lie algebra. This Lie algebra is graded and nilpotent and it can be defined by canonical C ∞ -smooth vector fields {(
By means of the exponential mapping (9) the obtained vector fields can be pushed into the initial space:
Definition 6. Denote the local Lie group, corresponding to the Lie algebra V generated
The group operation ⋆ is defined as follows: if
where z i are calculated by means of the Campbell-Hausdorff formula.
Note that, if the Hörmander's condition holds, G g is a local Carnot group, i. e.
The quasimetric on G g is defined in a similar way as
In the present paper we will use the following results.
Theorem 2 ([34]).
For all x ∈ U, such that |x j | ≤ ε |I j | , the following decompositions hold:
where
Note that Theorem 2 implies Gromov's nilpotentization theorem, which is proved in [23, 5, 48, 34] for smooth vector fields, in [34] for C 1 vector fields and depth M = 2, in [21] for C 2 vector fields, in [33] for C 1,α vector fields, where α > 0.
Note that in [31, 33] an analog of this result (with constant coefficients b i ) is proved without using the Campbell-Hausdorff formula and Gromov's nilpotentization theorem, for the case of C 1,α -smooth vector fields, by means of estimates obtained in [31, 34] .
Theorem 3 and its analogs have many important corollaries, in particular, each of them allows to prove the local approximation theorem, in the smoothness assumptions considered in each case, and also the Ball-Box theorem in the framework of the following definition.
Definition 7 ([34]
). If in Definition 5 the following assumption (3) holds, then M is called a Carnot manifold.
by the Lie bracket, is an epimorphism for all 1 ≤ j < M (here it is assumed that H 0 = {0}).
In this case, the subbundle HM = H 1 is called horizontal.
By means of Theorem 3, an analog of the Rashevsky-Chow theorem is proved in [31, 34] for Carnot manifolds defined by C 1,α -smooth vector fields. Thus it is possible to define the intrinsic C-C metric
The following assertion is formulated and proved in [61] , in the proof of the local approximation theorem.
Theorem 4. Consider the curves γ and γ, satisfying the equations
Theorem 5 (Local approximation theorem [61] ). Uniformly on u ∈ U, v, w ∈ B dc (u, ε) the following estimate holds 
as follows:
(i) the vector fields Y 1 , Y 2 , . . . , Y N are linearly independent at the point u (hence, in some neighborhood of u);
(ii) the sum of their weights
(iii) the sum of orders
We say that the basis meeting conditions (i), (ii), (iii) is associated with the filtration (4) at the point u.
Denote the dimension of the k-th element H k of filtration (4) at the point u as n k = dim H k (u). Then items (i), (ii) of Definition 8 are equivalent to the fact that the vectors
Remark 3. Bases satisfying (i), (iii) were considered for "classical" sub-Riemannian geometry in [5, 28, 41] and other papers ("normal" or "mimimal" frame), when (ii) and (iii) coincide. In our case the necessity of considering both (ii) and (iii) can be seen from the Example 3: having only (i), (ii) we can choose both the basis {X 1 , X 2 , X 3 } and {X 1 , X 2 , [X 1 , X 2 ]}; these bases define a different algebraic structure. Adding both conditions excludes such examples.
Proposition 2. For any vector field X ∈ H s we have
Proof. Really, by choice of the basis (14) the vectors
Proposition 3. At a fixed point u ∈ U the following identity holds:
If the point u is regular, this identity holds not just in u, but in some neighborhood of u.
Proof. The identity (16) follows from the fact that [
In some neighborhood of a regular point we can choose the same basis, satisfying (i), (ii), (iii), for all points, by definition of regularity.
Due to the smoothness assumptions of the Definition 1 and theorems on continuous dependence of solutions of ordinary differential equations on parameters [43] , the mapping Φ u is a C M +1 -diffeomorphism onto some neighborhood of zero V ⊆ R N .
We will construct nilpotent approximations in these coordinates (17) in the same way as it was done in [5, 25] . Dilations are defined like in [5, 17, 25] :
Definition 10. A vector field X on R N is homogeneous of order s, if δ * ε X = ε s X, where the action of dilations on a vector field is defined as δ *
The proofs of the next Proposition 4 and Corollary 2 follow the scheme of [25] for C ∞ vector fields meeting the Hörmander's condition. We recall briefly main steps of these proofs.
Proposition 4. In coordinates Φ
u for the C M +1 -smooth vector field X I the following decomposition holds:
Proof. Applying to both parts of the obvious equality
* and carrying out all the differentiations [25] in the obtained equality
we get the identity
According to Proposition 2, the following decomposition holds:
Denoting
Here b k (x) is a polynomial function beginning from terms x
we finally obtain
from where, according to the properties of b k (x), the proposition follows.
Since deg X I = |I| h and the vector field 
where the C ∞ -smooth vector field (X ′ I ) (−j) is homogeneous of order −j.
and we have Proof. The smoothness assertion follows from the fact that Φ u is a
To prove the second part of the corollary it is sufficient to note that ( Y are linearly independent at the point u and hence in some its neighborhood. Moreover, if (17) we have
where the vector field
consists of summands having order of homo- 
From Proposition 4 it follows immediately Corollary 3. On U the following convergence takes place:
Proof. Really, in coordinates (17) we have
Introduce a distance function on U, generated by nilpotent approximations, in a similar way as in (6):
Actually, ρ u is again a quasimetric; the generalized triangle inequality will be proved in the next subsection.
Proposition 5. The quasimetric ρ u meets the conical property
Proof. By definition, ρ u (v, w) is the infimum of max
Consider the curve
Due to homogeneity of the vector fields
Note that all curves connecting the points ∆ ). We present this construction in the form suitable for our purposes, making essentially a synthesis of the ideas of papers [14] and [28] , in order to get a (quasi)metric-decreasing embedding of our C-C space into a regular one.
Using this embedding and results for regular quasimetric C-C spaces [34, 61] we will derive some important geometric properties of the quasimetrics ρ and ρ u , in particular prove the generalized triangle inequality for both of them. Crucial for proving main theorems of the next section is the "rolling-of the-box lemma" (Proposition 10).
Let us recall the construction of a free nilpotent Lie algebra N M d 1 ,...,dq with q generators X 1 , . . . , X q of weights {d i } q i=1 and depth M [14] . Let F q be a free (infinite-dimensional) Lie algebra with q generators, i. e. the only interrelation between commutators of vector fields {X i } are the scewcommutativity and the Jacobi idenity. Introduce on F q dilations acting as
Consider subspaces F l q , invariant of order l under dilations (27) . Then
is an Lie algebra ideal in F q . Note that F q /I M isomorphic to the direct sum
Let ψ : N → l≤M F l q be a Lie algebra isomorphism and X j = ψ(X j ). Denotẽ
Definition 13. The vector fieldsX 1 ,X 2 , . . . ,X q onŨ ⊆M, defining a filtration of the form (4), are called free up to the order s at the point
Remark 4 ([48, 14])
. If the vector fieldsX 1 ,X 2 , . . . ,X q onŨ ⊆M are free up to the order M at the point u ∈Ũ , where M is the depth of the C-C space M, then the point u is regular.
The proof of the next proposition follows the same lines as the proof of a similar assertion in [28] for the case of smooth vector fields meeting the Hörmander's condition. We recall this proof, since some of its details are needed below.
Proposition 6. Let all conditions of Definition 1 be satisfied andÑ be the dimension defined by (29) of the corresponding free Lie algebra. Consider the manifoldM = M × RÑ −N of the dimensionÑ. Then there are a neighborhoodŨ of the point (u, 0) inM, a neighborhood U of the point u, where U × {0} ⊆Ũ , coordinates (y, z) onŨ and two systems of C M -smooth vector fields 
The isotropy subgroup H = {g ∈ G | g(u) = u} ⊆ G is connected and invariant under dilationsδ
due to homogeneity of the vector fields.Moreover,
Denote by Z N +1 , . . . , ZÑ the basis of the subalgebra H consisting of vector fields homogeneous under dilations.
The mapping ϕ u : G → U ⊆ M defined as ϕ u (g) = g(u) induces a diffeomorfism from the homogeneous space G/H = {Hg | g ∈ G} onto the neighborhood U: ϕ u (Hg) = g(u).
Consider on G/H left-invariant vector fields
By the diffeomorphism ϕ u identify them with the vector fields X u i :
consisting of the same commutators of the vector fields { X u I } |I| h ≤M , as the basis (14) of the commutators of {X I } |I| h ≤M Taking in account (32), we see that the family of vector fields
is a basis of the algebraic complement to H in the Lie subalgebra N M,m , consisting of homogeneous vector fields.
Introduce on G coordinates
In these coordinates it holds
Indeed,
in coordinates (34) we have
where h(t) ∈ H;
Thus the coordinates of the vector fields X Proposition 7. For all multiindices I, such that |I| h ≤ M, the following decompositions hold:
Proof. Let us prove the first decomposition of (36) by induction on the length of I (the second decomposition is proved in a similar way). Let (36) be true for all J, such that |J| h ≤ l. By the Jacobi identity, any vector fieldX I , where
, where i ∈ 1, . . . , q and |J| h ≤ l. By induction and taking into account the identity (30), we get
Thus the vector fieldX I has the desired form. The rest of the proposition follows from the smoothness assumptions of Definition 1.
Consider the neighborhoodŨ and the vector fieldsX I from Propositions 6, 7. Let π : U → U be a canonical projection acting on an arbitrary pointṽ = (v, y), such that v ∈ U, y ∈ RÑ −N , as π(ṽ) = v. The next proposition states that the projection is distance-decreasing (cf. [5, 28] ) Proposition 8. For any v, w ∈ U and p, q ∈ RÑ −N the following inequalities hold:
where the quasimetricsρ,ρũ on the regular C-C spaceŨ are defined in a similar way as ρ, ρ u on the initial neighborhood U ⊆ M.
Proof. Show the inequality (37) . Denoteṽ = (v, p),w = (w, q). There is a unique curvẽ
By definition,ρ(ṽ,w) = max
Thus, the curve γ(t) lies in U and joins the points v and w, from where (37) follows:
The inequality (38) is proved in the same way.
Proposition 9 (Generalized triangle inequalities). For any point g ∈ U there are constants Q, Q g > 0 such that, for all u, v, w ∈ U, we have
Proof. For any (arbitrarily small) ζ > 0 consider
and max
Letũ = (u, 0) and consider onŨ points
Then we have v = π(ṽ), w = π(w) and
According to Proposition 15 and the generalized triangle inequality forρ (in the neighborhood of a regular point [34] ) we have
from where (39) follows; (40) is proved in a similar way.
Proposition 10 ("Rolling-of-the-box" lemma). For all points u, v ∈ U and r, ξ > 0, for which both parts of the following inclusions make sense (i.e. lie in U), we have
Proof. Let us prove (42) . Fix points x, z, such that ρ(v, x) < r, ρ(x, z) < ξ, and show that ρ(v, z) < r + Cξ + O(r
Consider a pointṽ = (v, 0) ∈ U and a curveγ 1 such that   γ
Since γ 1 (t) = π(γ 1 (t)), we haveγ 1 (1) = (x, p) =:x ∈Ũ, where p ∈ RÑ −N . However,
In a similar way, for a curveγ 2 , such that
We have γ 2 (t) = π(γ 2 (t)), and henceγ 2 (1) = (z, q) =:z ∈Ũ , where q ∈ RÑ −N , and
According to Remark 4, all points ofŨ are regular w. r. t. the C-C structure induced by the vector fields {X I } |I| h ≤ M.
By the Campbell-Hausdorff formula [9] , for any vector fields X, Y ∈ C k 0 +1 the following decomposition is true:
where C kj (X, Y ) are linear combinations of (k + j − 1)-order commutators of X and Y .
Applying (43) , by simple computations, we get
Consequently,
from where it follows, that
Applying (37), we finally obtain
from where (42) follows. The inclusion (41) can be proved in a similar way.
5 Main theorems on local geometry Proposition 11. Consider onŨ bases {X I } |I| h ≤M and { X I } |I| h ≤M , consisting of commutators of the vector fields defined in (30).
Then, in coordinates x = (y, z) defined in (34), for all x ∈Ũ, such that |x j | ≤ ε |I j | , the following decompositions hold:X
Proof. From Propositions 7 and 4 it follows that
where x = (y, z) ∈ RÑ , while the vector field R I consists of summands of homogeneity order, w.r.t. the dilations (31), bigger than −|I| h . Since the vector fields X J are homogeneous of order |J| h , we have
from where the proposition follows.
Next we introduce an important characteristic of the C-C space M. {ρ(y, y)}}.
Here the points y and y are defined as follows. Let γ(t) be an arbitrary curve, defined as a solution of the system of ODE   γ
In this way, the supremum in the first expression of (45) is taken not only over y ∈ B ρ u (v, r), but also over the infinite set of the possible {b I } |I| h ≤M , satisfying (46) . The second expression is understood in a similar way.
Proposition 12. Let u, v ∈ U and r > 0. Then the following inclusions are true:
where R(u, v, r) is defined by (45) .
Proof. Let y ∈ B ρ (v, r), i.e. ρ(v, y) < r, and show that ρ u (v, y) < r + CR(u, v, r) for some constant C.
By definition of the quasimetric ρ, for arbitrarily small ζ > 0 there are {a I } |I| h ≤M , such that y = exp(
Consider a point y = exp(
Obviously, ρ u (y, y) < R(u, v, r). Hence, by (41),
and (47) is proved.
The inclusion (48) is proved in the same way with the application of (42).
Theorem 6 (Theorem on divergence of integral lines
Then we have the following estimate on divergence of integral lines from Definition 14:
Proof. For a fixed point y ∈ B ρ u (v, r) and ζ > 0 we consider arbitrary {b I } |I| h ≤M such that y = exp(
Let y = exp
Let ỹ := exp(
. Since all points ofŨ are regular, from Theorem 3 it follows that max{ρ(ỹ, ỹ),ρũ(ỹ, ỹ)} = O(ε
, from where, taking into account Proposition 8, the proposition follows. The application of this theorem is possible due to Proposition 11.
Remark 5. In the paper [61] , where Theorem 3 was proved, the nilpotentized vector fields satisfy estimates (11) which are stronger than (44) , namely, with O(ε) in place of O(1) in the last estimate. Here we can not guarantee O(ε) because, in contrast to the case of regular points, not all of the values of commutators X I (u) at u might coincide with the values X I (u) (see [25] and references therein). Nevertheless, a revision of the proof of Theorem 3 shows that it holds also with these weaker estimates. Note also that this theorem 3 is true in any coordinates, in which the decomposition (11) or (44) is true.
Theorem 7 (Local approximation theorem). For any points u ∈ U and v, w ∈ U, such that ρ(u, v) = O(ε), ρ(u, w) = O(ε), we have
Proof. In Proposition 12 let r := ρ(v, w). Then w ∈B ρ (v, r), hence
In the same way, setting r := ρ u (v, w), we obtain
. Due to Proposition 16 (generalized triangle inequality for ρ) we have r = O(ε), since from Theorem 6 the proposition follows.
The tangent cone theorems
First we briefly recall the notion and basic properties of convergence of a sequence of quasimetric spaces, as well as the notion of the tangent cone to a quasimetric space, introduced in [49, 50] as an extension of Gromov's theory for metric spaces.
The distortion (see e.g. [11] ) of a mapping f :
which is a measure of difference of f from an isometry. 
Note that for bounded quasimetric spaces the introduced distance is obviously finite. 
Note that the constant in 3) depends on the constant Q Z .
By means of the (quasi)distance d qm a convergence, the limit by which is unique up to isometry, for compact quasimetric spaces can be introduced, in a similar way as it was done for metric spaces. Namely, for a sequence {X n } of compact quasimetric spaces, we say that X n → X, if d qm (X n , X) → 0, when n → ∞. Note that a straightforward generalization of Gromov's definition of the distance d GH between two metric spaces is possible only for a particular class of quasimetric spaces [20] .
For noncompact spaces we use the following more general notion of convergence. A pointed (quasi)metric space is a pair (X, p) consisting of a (quasi)metric space X and a point p ∈ X. Whenever we want to emphasize what kind of (quasi)metric is on X, we shall write the pointed space as a triple (X, p, d X ).
Definition 16. A sequence (X n , p n , d Xn ) of pointed quasimetric spaces converges to the pointed space (X, p, d X ), if there exists a sequence of reals δ n → 0 such that for each r > 0 there exist mappings f n,r :
2) dis(f n,r ) < δ n , dis(g n,r ) < δ n ;
3) sup
Recall that a quasimetric space X is boundedly compact, if all closed bounded subsets of X are compact. Two pointed quasimetric spaces (X, p) and (Y, q) are called isometric, if there exists an isometry η : Y → X such that η(q) = p. The following theorem (see [49, 50] for details) informally states that, for boundedly compact spaces, the limit is unique up to isometry.
Theorem 8. 1) Reduced to the case of metric spaces, the convergence of Definition 16 is equivalent to the Gromov-Hausdorff convergence.
2) Let (X, p), (Y, q) be two complete pointed quasimetric spaces obtained as limits (in the sense of definition 16) of the same sequence (X n , p n ) such that |Q Xn | ≤ C for all n ∈ N. If X is boundedly compact then (X, p) and (Y, q) are isometric.
The tangent cone is then defined as usual:
Definition 17. Let X be a boundedly compact (quasi)metric space, p ∈ X. If the limit of pointed spaces lim λ→∞ (λX, p) = (T p X, e) (in the sense of definition 16) exists, then T p X is called the tangent cone to X at p. Here λX = (X, λ · d X ); the symbol lim λ→∞ (λX, p) means that, for any sequence λ n → ∞, there exists lim λn→∞ (λ n X, p) which is independent of the choice of sequence λ n → ∞ as n → ∞.
A local tangent cone is an arbitrary neighborhood U(e) ⊆ T p X of fixed point e ∈ T p X.
Remark 6. According to Theorem 8, the tangent cone from Definition 17 is unique up to isometry, i. e. one should treat it as a class of pointed quasimetric spaces isometric to each other. Note also that the tangent cone is isometric to (λT p X, e) for all λ > 0 and is completely defined by any (arbitrarily small) neighborhood of the point.
Theorem 9. Let M be a C-C space from Definition 1. Then the quasimetric space (U, ρ u ) is a local tangent cone at the point u to the quasimetric space (U, ρ), where the quasimetrics ρ and ρ u are defined by (6) and (24), respectively. The tangent cone is a homogeneous space G/H, constructed in the proof of the Proposition 6 (here G is a nilpotent graded group).
Proof. We have to verify Definition 17 for the spaces X n = (U, u, λ n · ρ), X = (U, u, ρ u ), where λ n → ∞, λ n ≥ 0 is an arbitrary sequence of reals (w.l.o.g. we assume λ n ≥ 1). It is sufficient to take
Due to the conical property (25) and Theorem 7 we have the first assertion.
To verify the second assertion, we have to verify the left-invariance of ρ u , i.e. to prove that
where g is defined in Proposition 6.
Consider a curve γ(t) such that
Due to the left-invariance of the vector fields { X′ u I } |I| h ≤M , introduced in the proof of Proposition 6, and the existence of the homomorphism Ψ( X′ u I ) = X ′ u I , the curve γ g (t) = g(γ(t)) is a solution of the system of equations   γ
By definition of the quasimetric ρ u , we get the required assertion.
Corollary 4. At a regular point, the tangent cone to a weighted C-C space is a nilpotent graded group.
The case of Hörmander vector fields
Definition 18. The vector fields {X 1 , . . . , X m } ∈ C p on U ⊆ M, m ≤ N, meet Hörman-der's condition of depth M, if they span, by their commutators up to the order M − 1, the whole tangent space T u M at any point u ∈ U, and M is the minimal number with such property.
Obviously, for the case of regular points, M is an example of a Carnot manifold, see Definition 7. In this paper we assume that p = 2M + 1.
The homogeneous degree of the vector field X I is now equal to its commutator order deg(X I ) = degalg(X I ) = |I| = i 1 + . . . + i k , and the conditions (ii) and (iii) for the basis (14) coincide. Introduce the same local coordinates on U as in (17) and construct the nilpotent approximations { X u I } |I|≤M , as in Proposition 4. The lifting construction is also carried out in a similar way as before, see Proposition 6. Here we have q = m and the Lie group of the free algebra N is a Carnot group. These constructions and results of [34] for regular points allow to prove an analog of the Rashevsky-Chow theorem for spaces from Definition 18. This result is, however, not new, in particular, the existence of d c for the case when p = M − 1, α was proved in [7] with other methods. 
hence the curve γ(t) connects the points v, w ∈ U and is horizontal w. r. t. the vector fields X 1 , . . . , X m .
The proof for (50) is carried out in a similar way, with help of the existence of the metric d cũ .
Since the vector fields { X i } are homogeneous of order −1, the metric (50) meets the conical property: 
The next two propositions are proved in the same way as in the "classical" C ∞ -smooth case [48, 5, 28] ; we write down the proofs for the convenience of the reader. 
where u ∈ U, z ∈ RÑ −N , π :M → M is a canonical projection π(v, z) = v. 
Denote γ(t) = π(γ(t)), a i (t)X i (γ(t)),
i. e. the curve γ(t) = π(γ(t)) is horizontal w. r. t. the vector fields X 1 , X 2 , . . . , X m and is of the same length asγ(t), i. e. the projections of horizontal curves onM are horizontal curves on M.
Conversely, if γ(t) is a horizontal curve on M, a horizontal curveγ(t) onM can be defined in such way that (55) holds. Indeed, it is sufficient to defineγ(t) by (56) , where the last N − N components are computed as the solutions of the Cauchy problem   γ N +j (t) = In this way, the set of horizontal curves on M coincides with the set of projections of the horizontal curves onM, hence the equality of balls (53) is true.
Proposition 15. The projection π is distance-decreasing, i. e. for any points v, w ∈ U, p, q ∈ RÑ −N the following inequalities hold: 
Proof. Denoteṽ = (v, p),w = (w, q), r =d c (ṽ,w). Obviously,w ∈Bd c (ṽ, r). Since w = π(w), then w ∈B dc (v, r) due to Proposition 14, from where (58) follows. The inequality (59) is proved in a similar way.
The sketch of proof of the next theorem is similar to the proof of its analog in [5] ; the main difference lies in the method of proof of the divergence of integral lines. In particular, we do not need special polynomial "privileged" coordinates (though the second-order coordinates, as well as coordinates constructed in Proposition 6 are privileged as well) and do not use Newton-type approximation methods. If u is a regular point, the tangent cone is isomorphic to a Carnot group.
