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Abstract
Archimedean copulas are popular in the world of multivariate modelling as a result of
their breadth, tractability, and flexibility. McNeil and Nesˇlehova´ (2009) showed that
the class of Archimedean copulas coincides with the class of positive multivariate ℓ1-
norm symmetric distributions. Building upon their results, we introduce a class of
multivariate Markov processes that we call ‘Archimedean survival processes’ (ASPs).
An ASP is defined over a finite time interval, is equivalent in law to a vector of inde-
pendent gamma processes, and its terminal value has an Archimedean survival copula.
There exists a bijection from the class of ASPs to the class of Archimedean copulas.
We provide various characterisations of ASPs, and a generalisation.
Keywords: Archimedean copula, gamma process, gamma bridge, multivariate
Liouville distribution
1. Introduction
The use of copulas has become commonplace for dependence modelling in finance,
insurance, and risk management (see, for example, Cherubini et al. [4], Frees and Valdez
[6], and McNeil et al. [11]). From a modelling perspective, one of the attractive features
of copulas is that they allow the fitting of one-dimensional marginal distributions to
be performed separately from the fitting of cross-sectional dependence.
The Archimedean copulas—a subclass of copulas—have received particular atten-
tion in the literature for both their tractability and practical convenience (see, for ex-
ample, Genest and MacKay [7, 8] and Nelsen [14, chap. 4]). We introduce a family of
multivariate stochastic processes that we call Archimedean survival processes (ASPs).
ASPs are constructed in such a way that they are naturally linked to Archimedean
copulas. An ASP is defined over a finite time horizon, and its terminal value has a
multivariate ℓ1-norm symmetric distribution. This implies that the terminal value of
an ASP has an Archimedean survival copula. Indeed, there is a bijection from the class
of Archimedean copulas to the class of ASPs.
Norberg [15] suggested using a randomly-scaled gamma bridge (also called a Dirich-
let process) for modelling the cumulative payments made on insurance claims (see also
Brody et al. [3]). Such a process {ξtT}0≤t≤T can be constructed as ξtT = RγtT , where R
is a positive random variable independent of a gamma bridge {γtT} satisfying γ0T = 0
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and γTT = 1, for some T ∈ (0,∞). This is an increasing process and so lends itself
to the modelling of cumulative gains or losses; in this case the random variable R
represents the total, final gain. We can interpret R as a signal and the gamma bridge
{γtT} as independent multiplicative noise. The process {ξtT} can be considered to be
a gamma process conditioned so that ξTT has the law of R, and so belongs to the class
of Le´vy random bridges (see Hoyle et al. [10]). As such, we call the process {ξtT} a
‘gamma random bridge’ (GRB).
ASPs are an n-dimensional extension of gamma random bridges. Each one-dimensional
marginal process {ξ(i)t } of an ASP {(ξ(1)t , . . . , ξ(n)t )⊤}0≤t≤T is a GRB. We shall construct
each {ξ(i)t } by splitting a ‘master’ GRB into n non-overlapping subprocesses. This
method of splitting a Le´vy random bridge into subprocesses (which are themselves
Le´vy random bridges) was used by Hoyle et al. [9] to develop a bivariate insurance
reserving model based on random bridges of the stable-1/2 subordinator. A remark-
able feature of the proposed construction is that the terminal vector (ξ
(1)
T , . . . , ξ
(n)
T )
⊤
has a multivariate ℓ1-norm symmetric distribution, and hence an Archimedean survival
copula.
We shall also construct Liouville processes by splitting a GRB into n pieces. By
allowing more flexibility in the splitting mechanism and by employing some determin-
istic time changes, a broader range of behaviour can be achieved by Liouville processes
than ASPs. For example, the one-dimensional marginal processes of a Liouville process
are in general not identical in law.
A direct application of ASPs and Liouville processes is to the modelling of multivari-
ate cumulative gain (or loss) processes. Consider, for example, an insurance company
that underwrites several lines of motor business (such as personal motor, fleet motor
or private-hire vehicles) for a given accident year. A substantial payment made on one
line of business is unlikely to coincide with a substantial payment made on another line
of business (e.g. a large payment is unlikely to be made on a personal motor claim at
the same time as a large payment is made on a fleet motor claim). However, the total
sums of claims arising from the lines of business will depend on certain common factors
such as prolonged periods of adverse weather or the quality of the underwriting process
at the company. Such common factors will produce dependence across the lines. An
ASP or a Liouville process might be a suitable model for the cumulative paid-claims
processes of the lines of motor business. The one-dimensional marginal processes of a
Liouville process are increasing and do not exhibit simultaneous large jumps, but they
can display strong correlation.
ASPs can be used to interpolate a dependence structure when using Archimedean
copulas in discrete-time models. Consider a risk model where the marginal distributions
of the returns on n assets are fitted for the future dates t1 < · · · < tn < T < ∞. An
Archimedean copula C is used to model the dependence of the returns to time T . At
this stage we have a model for the joint distribution of returns to time T , but we have
only the one-dimensional marginal distributions at the intertemporal times t1, . . . , tn.
The problem then is to choose copulas to complete the joint distributions of the returns
to the times t1, . . . , tn in a way that is consistent with the time-T joint distribution.
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For each time ti, this can be achieved by using the time-ti survival copula implied by
the ASP with survival copula C at terminal time T .
This paper is organized as follows: In Section 2, we review multivariate ℓ1-norm
symmetric distributions, multivariate Liouville distributions, Archimedean copulas and
gamma random bridges. In Section 3, we define ASPs and provide various characteri-
sations of their law. We detail how to construct a multivariate process such that each
one-dimensional marginal is uniformly distributed. An application is then given where
an ASP is used to solve an Archimedean copula interpolation problem. In Section 4,
we generalise ASPs to Liouville processes. We apply Liouville processes to the intraday
forecasting of realized variance. In Section 5, we state our conclusions.
2. Preliminaries
We fix a probability space (Ω,P,F) and assume that all processes under con-
sideration are ca`dla`g, and all filtrations are right-continuous. We let f−1 denote
the generalised inverse of a monotonic function f . Thus, if f is decreasing then
f−1(y) = inf{x : f(x) ≤ y}. We denote the ℓ1 norm of a vector x ∈ Rn by ‖x‖,
i.e. ‖x‖ =∑ni=1 |xi|.
We present some definitions and results from the theory of multivariate distributions
and refer the reader to Fang et al. [5] for further details.
LetG be a vector of independent random variables such that Gi is a gamma random
variable with shape parameter αi > 0 and unit scale parameter. Then the random vec-
tor D = G/‖G‖ has a Dirichlet distribution with parameter vector α = (α1, . . . , αn)⊤.
In two dimensions, a Dirichlet random variable can be written as (B, 1−B)⊤, where B
is a beta random variable. If all the elements of the parameter vector α are identical,
then D is said to have a symmetric Dirichlet distribution.
A random variable X taking values in Rn has a multivariate Liouville distribution
if X
law
= RD, for R ≥ 0 a random variable, and D a Dirichlet random variable, inde-
pendent of R, with parameter vector α. We call the law of R the generating law and
α the parameter vector of the distribution. In the case where R is positive and has a
density p, the density of X exists and can be written as
x 7→ Γ(‖α‖) p (‖x‖)
(‖x‖)‖α‖−1
n∏
i=1
xαi−1i
Γ(αi)
, (1)
for x ∈ Rn+, where Γ(x) is the gamma function [1, 6.1]. In the case α = (1, . . . , 1)⊤, X
has a multivariate ℓ1-norm symmetric distribution. A multivariate ℓ1-norm symmetric
distribution is characterised by its generating law.
McNeil and Nesˇlehova´ [12] give an account of how Archimedean copulas coincide
with survival copulas of ℓ1-norm symmetric distributions which have no point-mass
at the origin. Then in [13], McNeil and Nesˇlehova´ generalise Archimedean copulas to
so-called Liouville copulas, which are defined as the survival copulas of multivariate
Liouville distributions.
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A copula is a distribution function on the unit hypercube with the added prop-
erty that each one-dimensional marginal distribution is uniform. Archimedean copulas
are copulas that take a particular functional form. The following definition given
in [12] is convenient for the present work: A decreasing and continuous function
ψ : [0,∞) → [0, 1] which satisfies the conditions ψ(0) = 1 and limx→∞ ψ(x) = 0,
and is strictly decreasing on [0, inf{x : ψ(x) = 0}) is called an Archimedean gener-
ator. An n-dimensional copula C is called an Archimedean copula if it permits the
representation
C(u) = ψ(ψ−1(u1) + · · ·+ ψ−1(un)), u ∈ [0, 1]n,
for some Archimedean generator ψ with inverse ψ−1 : [0, 1] → [0,∞), where we set
ψ(∞) = 0 and ψ−1(0) = inf{u : ψ(u) = 0}.
If X has an n-variate ℓ1-norm symmetric distribution with generating law ν and
P(X = 0) = 0, then X has an Archimedean survival copula with generator
ψ(x) = P(Xi > x) =
∫ ∞
x
(1− x/r)n−1ν(dr). (2)
McNeil and Nesˇlehova´ [12] showed that the converse is also true: If U has an n-
dimensional Archimedean copula C with generator ψ, then (ψ−1(U1), . . . , ψ
−1(Un))
⊤
has a multivariate ℓ1-norm distribution with survival copula C and generating law ν
given by
ν([0, x]) = 1−
n−2∑
k=0
(−1)kxkψ(k)(x)
k!
− (−1)
n−1xn−1ψ
(n−1)
+ (x)
(n− 1)! , x ≥ 0, (3)
where ψ(k) is the kth derivative of ψ, and ψ
(n−1)
+ is the right-hand sided derivative of
order n− 1.
A gamma random bridge is an increasing stochastic process, and both the gamma
process and gamma bridge are special cases. A gamma process is a subordinator (an
increasing Le´vy process) with gamma distributed increments (see, for example, Sato
[16]). The law of a gamma process is uniquely determined by its mean and variance
at time 1, which are both positive. Let {γt} be a gamma process with mean and
variance m > 0 at time 1; then E(γt) = mt, and var(γt) = mt. The density of γt is
ft(x;m) = 1{x>0}x
mt−1e−x/Γ(mt).
A gamma bridge is a gamma process conditioned to have a fixed value at a fixed
future time. A gamma bridge is a Le´vy bridge, and hence a Markov process. Let
{γtT}0≤t≤T be a gamma bridge identical in law to the gamma process {γt} pinned to
the value 1 at time T . The transition law of {γtT} is given by
P (γtT ∈ dy | γsT = x) = 1{x<y<1}
(
y−x
1−x
)m(t−s)−1 ( 1−y
1−x
)m(T−t)−1
(1− x)B(m(t− s), m(T − t)) dy, (4)
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for 0 ≤ s < t ≤ T and x ≥ 0. Here B(α, β) is the beta function [1, 6.2]. We say that m
is the activity parameter of {γtT}. If the gamma bridge {γtT} has reached the value x
at time s, then it must yet travel a distance 1−x over the time period (s, T ]. Equation
(4) shows that the proportion of this distance that the gamma bridge will cover over
(s, t] is a random variable with a beta distribution.
It is a property of gamma processes that the renormalised process {γt/γT}0≤t≤T is
independent of γT . This leads to the remarkable identity {γt/γT} law= {γtT}, which we
refer to as the ratio property of the gamma bridge. It follows that the joint distribution
of increments of a gamma bridge is Dirichlet.
Definition 2.1. The process {Γt}0≤t≤T is a gamma random bridge (GRB) if
{Γt} law= {RγtT}, (5)
for R > 0 a random variable, and {γtT} a gamma bridge independent of R. We say
that {Γt} has generating law ν and activity parameter m, where of ν is the law of R
and m is the activity parameter of {γtT}.
Suppose that {Γt} is a GRB satisfying (5). If P(R = z) = 1 for some z > 0,
then {Γt} is a gamma bridge. If R is gamma random variable with shape parameter
mT and scale parameter κ, then {Γt} is a gamma process such that E(Γt) = mκt and
var(Γt) = mκ
2t, for t ∈ [0, T ].
GRBs fall within the class of Le´vy random bridges described in [10]. The process
{Γt} is a Markov process with stationary increments, and is identical in law to a gamma
process defined over [0, T ] conditioned to have the law of R at time T . The bridges
of a GRB are gamma bridges. Since increments of a gamma bridge have a Dirichlet
distribution, it follows that the increments of a GRB have a multivariate Liouville
distribution.
Define the subprocesses {ξ(i)t }0≤t≤Ti , i = 1, . . . , n, by
ξ
(i)
t = Γsi+t − Γsi , for t ∈ [0, Ti],
ξ
(i)
t = ξ
(i)
Ti
, for t > Ti,
where the intervals [si, si + Ti], i = 1, . . . , n, are non-overlapping except possibly at
the endpoints. It follows from [10, Corollary 3.12] that each {ξ(i)} is a GRB with
generating law
ν(i)(dx) =
xmTi−1
B(mTi, m(T − Ti))
∫ ∞
z=x
z1−mT (z − x)m(T−Ti)−1ν(dz) dx.
Furthermore, we can construct an n-dimensional Markov process {ξt} by setting ξt =
(ξ
(1)
t , . . . , ξ
(n)
t )
⊤.
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3. Archimedean survival process
We construct an ASP by splitting a gamma random bridge into n non-overlapping
subprocesses. We start with a ‘master’ GRB {Γt}0≤t≤n with activity parameter m = 1
and generating law ν, where n ∈ N+, n ≥ 2. In this section, we write ft(x) for
the gamma density with shape parameter unity and scale parameter unity. That is
ft(x) = ft(x; 1) = x
t−1e−x/Γ(t).
Definition 3.1. The process {ξt}0≤t≤1 is an n-dimensional Archimedean survival pro-
cess if
{ξt}0≤t≤1 law=




Γt − Γ0
...
Γ(i−1)+t − Γi−1
...
Γ(n−1)+t − Γn−1




0≤t≤1
,
where {Γt}0≤t≤n is a gamma random bridge with activity parameter m = 1. We say
that the generating law of {Γt} is the generating law of {ξt}.
0 1 2 30
1
2
(a) GRB
0 0.5 10
0.5
1
(b) ASP
Figure 1: A graphical representation of the construction of an ASP. A GRB is split into three subpro-
cesses, each spanning a time interval of unit length. The subprocesses are spatially and temporally
transformed so that they start at value zero at time zero, and terminate at unit time.
Note that from Definition 2.1 P(Γn = 0) = 0, and so P(ξ1 = 0) = 0. Each one-
dimensional marginal process of an ASP is a subprocess of a GRB, and hence a GRB.
Thus ASPs are a multivariate generalisation of GRBs. We defined ASPs over the time
interval [0, 1]; it is straightforward to restate the definition to cover an arbitrary closed
interval.
Proposition 3.2. The terminal value of an ASP has an Archimedean survival copula.
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Proof. Let {ξt} be an n-dimensional ASP with generating law ν. Then we have
P(ξ1 ∈ dx) = P (Γ1 − Γ0 ∈ dx1, . . . ,Γn − Γn−1 ∈ dxn)
= P
(
R
γ1 − γ0
γn
∈ dx1, . . . , Rγn − γn−1
γn
∈ dxn
)
,
for x ∈ Rn, where R is a random variable with law ν and {γt} is a gamma process, inde-
pendent of R, such that γt has density ft(x) = x
t−1e−x/Γ(t). Each increment γi− γi−1
has an exponential distribution (with unit rate). Thus P(ξ1 ∈ B) = P(RE/‖E‖ ∈ B),
for E an n-vector of independent, identically-distributed, exponential random vari-
ables. Hence ξ1 has a multivariate ℓ1-norm symmetric distribution. Therefore, it has
an Archimedean survival copula.
Remark 3.3. Let gi : R+ → R be strictly decreasing for i = 1, . . . , n, and let
{ξt} be an ASP. Then the vector-valued process {(g1(ξ(1)t ), . . . , gn(ξ(n)t ))⊤}0≤t≤1 has an
Archimedean copula at time t = 1.
3.1. Characterisations
In this subsection we shall characterize ASPs first through their finite-dimensional
distributions, and then through their transition probabilities.
We shall show that the joint distribution of increments of an ASP are multivariate
Liouville. To this end, we first show that the joint distribution of increments of a GRB
are multivariate Liouville. The finite-dimensional distributions of the master process
{Γt} are given by
P(Γt1 ∈ dx1, . . . ,Γtk ∈ dxk,Γn ∈ dz) = P(Γt1 ∈ dx1, . . . ,Γtk ∈ dxk |Γn = z) ν(dz),
where x0 = 0, for all k ∈ N+, all partitions 0 = t0 < t1 < · · · < tk < n, all z ∈ R+, and
all (x1, . . . , xk)
⊤ = x ∈ Rk+. It was mentioned earlier that the bridges of a GRB are
gamma bridges. Hence, for {γt} a gamma process such that E(γ1) = 1 and var(γ1) = 1,
we have
P[Γt1 ∈ dx1, . . . ,Γtk ∈ dxk,Γn ∈ dz] = P[γt1 ∈ dx1, . . . , γtk ∈ dxk | γn = z] ν(dz).
Using the ratio property of the gamma bridge and (5), we have
(Γt1 − Γt0 , . . . ,Γtk − Γtk−1 ,Γn − Γtk) law=
R
γn
(γt1 − γt0 , . . . , γtk − γtk−1 , γn − γtk).
Hence (Γt1 − Γt0 , . . . ,Γtk − Γtk−1 ,Γn − Γtk)⊤ has a multivariate Liouville distribution
with generating law ν and parameter vector (t1 − t0, . . . , tk − tk−1, n− tk)⊤.
We can use these results to characterise the law of the ASP {ξt} through the joint
distribution of its increments. Fix ki ≥ 1 and the partitions 0 = ti0 < · · · < tiki = 1, for
i = 1, . . . , n. Then define the non-overlapping increments {∆ij} by ∆ij = ξ(i)tij −ξ
(i)
tij−1
, for
j = 1, . . . , ki and i = 1, . . . , n. The distribution of the k1 · · · · · kn-element vector ∆ =
7
(∆11, . . . ,∆1k1, . . . ,∆n1, . . . ,∆nkn)
⊤ characterises the finite-dimensional distributions
of the ASP {ξt}. Thus it follows from the Kolmogorov extension theorem that the
distribution of ∆ characterises the law of {ξt}. Note that ∆ contains non-overlapping
increments of the master GRB {Γt} such that ‖∆‖ = Γn. Hence ∆ has a multivariate
Liouville distribution with parameter vector α = (t11 − t10, . . . , t1k1 − t1k1−1, . . . , tn1 −
tn0 , . . . , t
n
kn
− tnkn−1)⊤, and the generating law ν.
We denote the filtration generated by {ξt}0≤t≤1 by {Ft}. Then {ξt} is a Markov
process with respect to {Ft}.
For a set B ⊂ R and a constant x ∈ R, we write B + x for the shifted set B + x =
{y ∈ R : y − x ∈ B}. We define the process {Rt}0≤t≤1 by setting
Rt =
n∑
i=1
ξ
(i)
t = ‖ξt‖.
Note that the terminal value of {Rt} is the terminal value of the master process {Γt},
i.e. R1 = Γn. We define a family of unnormalised measures, indexed by t ∈ [0, 1) and
x ∈ R+, as follows: θ0(B; x) = ν(B) and
θt(B; x) =
∫
B
fn(1−t)(z − x)
fn(z)
ν(dz),
for B ∈ B(R). We also write Θt(x) = θt([0,∞); x).
Proposition 3.4. The ASP {ξt} is a Markov process with the transition law given by
P
(
ξ
(1)
1 ∈ dz1, . . . , ξ(n−1)1 ∈ dzn−1, ξ(n)1 ∈ B
∣∣∣ ξs = x
)
=
θτ(s)(B +
∑n−1
i=1 zi; xn +
∑n−1
i=1 zi)
Θs(‖x‖)
n−1∏
i=1
(zi − xi)−se−(zi−xi)
Γ(1− s) dzi, (6)
and
P (ξt ∈ dy | ξs = x) =
Θt(‖y‖)
Θs(‖x‖)
n∏
i=1
(yi − xi)(t−s)−1e−(yi−xi)
Γ(t− s) dyi, (7)
where τ(t) = 1− (1− t)/n, 0 ≤ s < t < 1, and B ∈ B(R).
Proof. We begin by verifying (6). From the Bayes theorem we have
P
(
ξ
(1)
1 ∈ dz1, . . . , ξ(n−1)1 ∈ dzn−1, ξ(n)1 ∈ B
∣∣∣ ξs = x
)
=
P
(
ξ
(1)
1 ∈ dz1, . . . , ξ(n−1)1 ∈ dzn−1, ‖ξ1‖ ∈ B +
∑n−1
i=1 zi, ξs ∈ dx
)
P (ξs ∈ dx)
. (8)
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From [10, Section 3.2] we have
P(Γt1 ∈ dx1, . . . ,Γtk ∈ dxk,Γn ∈ dz) =
k∏
i=1
{fti−ti−1(xi − xi−1) dxi}θtk/n(dz; xk). (9)
The law of R1 = ‖ξ1‖ is ν; hence using (9) the numerator of (8) is
∫
u∈B+
∑n−1
i=1 zi
P
(
ξ
(1)
1 ∈ dz1, . . . , ξ(n−1)1 ∈ dzn−1, ξs ∈ dx
∣∣∣R1 = u
)
ν(du) =
n∏
i=1
{fs(xi) dxi}
n−1∏
i=1
{f1−s(zi − xi) dzi}
∫
u∈B+
∑n−1
i=1 zi
f1−s(u− xn −
∑n−1
i=1 zi)
fn(u)
ν(du),
(10)
and the denominator is
P (ξs ∈ dx) = P (Γs ∈ dx1,Γ1+s − Γ1 ∈ dx2, . . . ,Γn−1+s − Γn−1 ∈ dxn)
= P
(
Γs ∈ dx1,Γ2s − Γs ∈ dx2, . . . ,Γns − Γ(n−1)s ∈ dxn
)
(11)
=
n∏
i=1
{fs(xi) dxi}
∫ ∞
z=‖x‖
θs(dz; ‖x‖). (12)
In (10) we have used the fact that, given ‖ξ1‖ = R1, {ξt} is a vector of subprocesses
of a gamma bridge. Equation (11) follows from the stationary increments property of
GRBs and (12) follows from (9). Dividing (10) by (12) yields the claim.
We shall now verify (7) following similar steps. We have
P(ξt ∈ dy | ξs = x) =
P(ξt ∈ dy, ξs ∈ dx)
P(ξs ∈ dx)
. (13)
The numerator of (13) is
∫ ∞
z=0
P (ξt ∈ dy, ξs ∈ dx |R1 = z) ν(dz) =
n∏
i=1
{fs(xi) dxi}
n∏
i=1
{ft−s(yi − xi) dyi}
∫ ∞
z=0
fn(1−t)(z − ‖y‖)
fn(z)
ν(dz), (14)
and the denominator is given in (12). Dividing (14) by (12) yields the result.
Remark 3.5. When the generating law ν admits a density p, (8) is equivalent to
P (ξ1 ∈ dz | ξs = x) =
Γ(n)e‖x‖p(‖z‖)
Θs(‖x‖)‖z‖n−1
n∏
i=1
(zi − xi)−s
Γ(1− s) dzi. (15)
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3.1.1. Increments of ASPs
We shall show that increments of an ASP have n-dimensional Liouville distributions.
Indeed, at time s ∈ [0, 1), the increment ξt− ξs, t ∈ (s, 1], has a multivariate Liouville
distribution with a generating law that can be expressed in terms of the ξs-conditional
law of the norm variable Rt = ‖ξt‖. Before we show this, we first examine the law of
the process {Rt}.
We define the measure νst, 0 ≤ s < t ≤ 1, by
νst(B) = P(Rt ∈ B | ξs), for B ∈ B(R).
Proposition 3.6. The process {Rt}0≤t≤T is a GRB with generating law ν and activity
parameter n. That is,
νst(dr) =
Θt(r)
Θs(‖ξs‖)
(r − ‖ξs‖)n(t−s)−1 exp{−(r − ‖ξs‖)}
Γ(n(t− s)) dr, (16)
and
νs1(dr) =
θs(dr; ‖ξs‖)
Θs(‖ξs‖)
, (17)
for 0 < s < t < 1.
After simplification, (16) and (17) are consistent with the transition probabilities
given for a GRB in [10, Section 3.4].
Proof. Since {ξt} is a Markov process with respect to {Ft}, {Rt} is a Markov process
with respect to {Ft}. Thus to prove the proposition we need only verify that the
transition probabilities of {Rt} match those given in (16) and (17). We achieve this
using Bayes’ theorem.
The ξs-conditional law of R1 follows from (12):
P(R1 ∈ dr | ξs = x) =
P(ξs ∈ dx, R1 = r)
P(ξs ∈ dx)
=
θs(dr; ‖x‖)
Θs(‖x‖) .
The ξs-conditional law of Rt for t ∈ (s, 1) is
P(Rt ∈ dr | ξs = x) =
∫∞
z=0
P(ξs ∈ dx, Rt ∈ dr |R1 = z)P(R1 ∈ dz)
P(ξs ∈ dx)
=
∫∞
z=0
1
fn(z)
fn(t−s)(r − ‖x‖)fn(1−t)(z − r)dr ν(dz)
Θs(‖x‖)
=
Θt(r)
Θs(‖x‖)fn(t−s)(r − ‖x‖)dr.
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Note that P(Rt ∈ dr | ξs) = P(Rt ∈ dr |Rs) for t ∈ (s, 1]. This is not surprising
since {Rs} is a GRB, and hence a Markov process with respect to its natural filtration.
When νst admits a density, we denote it by pst(r) = νst(dr)/dr. We see from (16)
that pst exists for t < 1. It follows from the definition of θs that ps1 only exists if ν
admits a density.
Proposition 3.7. Fix s ∈ [0, 1). Given ξs, the increment ξt − ξs, t ∈ (s, 1], has an
n-variate Liouville distribution with generating law
ν∗(B) = νst(B +Rs), (B ∈ B(R)), (18)
and parameter vector α = (t− s, . . . , t− s)⊤.
Proof. Consider the case t = 1 when ν admits a density p. In this case the density ps1
exists. From (15) and (17), we have
P(ξ1 − ξs ∈ dy | ξs) =
Γ(n)eRsp(‖y‖+Rs)
Θs(Rs)(‖y‖+Rs)n−1
n∏
i=1
y−si
Γ(1− s) dyi
=
Γ(n(1− t))ps1(‖y‖+Rs)
‖y‖n(1−t)−1
n∏
i=1
y−si
Γ(1− s) dyi. (19)
Comparing (19) to (1) shows it to be the law of Liouville distribution with generating
law ps1(x+Rs)dx and parameter vector (1− s, . . . , 1− s)⊤, as required.
The case when t < 1 is similar since the density pst exists.
For the final case where t = 1 and ν has no density we only outline the proof since
the details are far from illuminating. Given ξs, the law of ξ1−ξs is characterised by (6).
We then need to show that this law is equal to the law of XD, where X is a random
variable with law ν∗ given by (18), and D is a Dirichlet random variable, independent
of X , with parameter vector (1− s, . . . , 1− s)⊤. This is possible by mixing a Dirichlet
density with the random scale parameter X .
3.2. Moments
In this subsection we fix a time s ∈ [0, 1), and we assume that the first two moments
of ν exist and are finite.
Proposition 3.8. The first- and second-order moments of ξt, t ∈ (s, 1], are
(a) E
(
ξ
(i)
t
∣∣∣ ξs
)
=
1
n
µ1 + ξ
(i)
s ,
(b) var
(
ξ
(i)
t
∣∣∣ ξs
)
=
1
n
[{
t− s+ 1
n(t− s) + 1
}
µ2 − 1
n
µ21
]
,
(c) cov
(
ξ
(i)
t , ξ
(j)
t
∣∣∣ ξs
)
=
t− s
n
{
µ2
n(t− s) + 1 −
µ21
n(t− s)
}
, (i 6= j),
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where
µ1 =
t− s
1− s {E(R1 |Rs)−Rs} ,
µ2 =
(t− s){1 + n(t− s)}
(1− s){1 + n(1− s)}E((R1 − Rs)
2 |Rs).
Proof. Fix 0 ≤ s < t ≤ 1. From Proposition 3.7, given ξs, the increment ξt − ξs has
an n-dimensional Liouville distribution with generating law ν∗(A) = νst(A +Rs), and
with parameter vector (t− s, . . . , t− s)⊤. Defining
µ1 =
∫ ∞
0
y ν∗(dy) =
∫ ∞
Rs
y νst(dy)−Rs = E(Rt | ξs)− Rs,
and
µ2 =
∫ ∞
0
y2 ν∗(dy) =
∫ ∞
Rs
(y − Rs)2 νst(dy) = E((Rt − Rs)2 | ξs),
the equations (a)-(c) in the statement of the proposition hold from [5, Theorem 6.3].
It remains to simplify the expressions for µ1 and µ2. For this we use two results
about Le´vy random bridges. First, from [10, Corollary 3.10] we can write
E(Rt |Rs) = t− s
1− sE(R1 |Rs) +
1− t
1− sRs.
The expression for µ1 then follows directly. Second, given Rs, the process {Rt−Rs}s≤t≤1
is a GRB with generating law ν¯(B) = νs1(B+Rs) and activity parameter n [10, Section
3.7]. Hence, given Rs,
{Rt −Rs}s≤t≤1 law= {Xγt1}s≤t≤1,
where X is a random variable with law ν¯, and {γt1}s≤t≤1 is a gamma bridge with
activity parameter n, independent of X , satisfying γs1 = 0 and γ11 = 1. Note that γt1,
t ∈ (s, 1), is a beta random variable with parameters α = n(t − s) and β = n(1 − t).
Thus
E
(
(Rt − Rs)2
∣∣Rs) = E(γ2t1)E(X2)
=
(t− s){1 + n(t− s)}
(1− s){1 + n(1− s)}E
(
(R1 − Rs)2
∣∣Rs) .
3.3. Measure change
In this section we show that {Θt(Rt)−1} is a positive martingale with respect to
the filtration {Ft}. Through {Θt(Rt)−1}, we are able to define a new measure Q under
which the ASP {ξt} is a vector of independent gamma processes.
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Fix 0 ≤ s < t < 1. Then we have
EP
(
Θt(Rt)
−1
∣∣Fs) = EP (Θt(‖ξt‖)−1∣∣ ξs)
= Θs(Rs)
−1
n∏
i=1
∫ ∞
ξ
(i)
s
(yi − ξ(i)s )(t−s)−1 exp
{
−(yi − ξ(i)s )
}
Γ(t− s) dyi
= Θs(Rs)
−1.
Noting that Θ0(x) = 1, we see that {Θt(Rt)−1}0≤t<1 is a Radon-Nikodym derivative
process. Hence we can define a probability measure Q by
dQ
dP
∣∣∣∣
Ft
= Θt(Rt)
−1, (0 ≤ t < 1).
Proposition 3.9. Under Q, {ξt} is a vector of n independent gamma processes such
that
Q(ξt ∈ dx) =
n∏
i=1
xt−1i
Γ(t)
e−xi dxi,
for t ∈ [0, 1).
Proof. Since {ξt} is Markov under Q, it suffices to verify that the transition law of
{ξt} is that of a vector of n independent gamma processes. For 0 ≤ s < t < 1, we have
Q(ξt ∈ dx | ξs) = EQ(1{ξt ∈ dx} | ξs)
= EP
(
Θt(Rt)
Θs(Rs)
1{ξt ∈ dx}
∣∣∣∣ ξs
)
=
n∏
i=1
(xi − ξ(i)s )(t−s)−1 exp{−(xi − ξ(i)s )}
Γ(t− s) dxi.
3.4. Independent gamma bridges representation
The increments of an n-dimensional ASP are identical in law to a positive random
variable multiplied by the Hadamard product of an n-dimensional Dirichlet random
variable and a vector of n independent gamma bridges. For notational convenience,
in this subsection we denote a gamma bridge defined over [0, 1] as {γ(t)} (instead of
{γt1}).
For vectors x,y ∈ Rn, we denote their Hadamard product as x ◦ y. That is,
x ◦ y = (x1y1, . . . , xnyn)⊤.
Proposition 3.10. Given the value of ξs, the ASP {ξt} satisfies the following identity
in law:
{ξt − ξs}s≤t≤1 law= {R∗D ◦ γt}s≤t≤1,
where
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1. D ∈ [0, 1]n is a symmetric Dirichlet random variable with parameter vector (1−
s, . . . , 1− s)⊤;
2. {γt} is a vector of n independent gamma bridges, each with activity parameter
m = 1, starting at the value 0 at time s, and terminating with unit value at time
1;
3. R∗ > 0 is a random variable with law ν∗ given by
ν∗(A) = νs1(A+Rs);
4. R∗, D, and {γt} are mutually independent.
Proof. Fix ki ≥ 1 and the partition s = ti0 < ti1 < · · · < tiki = 1, for i = 1, . . . , n. Then
define the non-overlapping increments {∆ij} and the vectors ∆ and α in a similar way
to Section 3.1. The distribution of∆ characterises the finite-dimensional distributions,
and hence the law, of the process {ξt − ξs}s≤t≤1. Note that ∆ are non-overlapping
increments of the master GRB {Γt}. Thus, given ξs, ∆ has a multivariate Liouville
distribution with parameter vector α and generating law ν∗(A) = νs1(A + Rs), for
t ∈ (s, 1]. It follows from [5, Theorem 6.9] that
(∆i1, . . . ,∆iki)
⊤ law= R∗DiYi, for i = 1, . . . , n,
where (i) R∗ has law ν∗, (ii) D = (D1, . . . , Dn)
⊤ has a Dirichlet distribution with
parameter vector (1− s, . . . , 1− s)⊤, (iii) Yi ∈ [0, 1]ki has a Dirichlet distribution with
parameter vector (ti1 − ti0, . . . , tiki − tiki−1)⊤, (iv) Y1, . . . ,Yn, R∗, and D are mutually
independent.
Let {γ(t)}s≤t≤1 be a gamma bridge with activity parameter m = 1 such that γ(s) =
0 and γ(1) = 1. Then the increment vector
(γ(ti1)− γ(ti0), . . . , γ(tiki)− γ(tiki−1))⊤ (20)
has a Dirichlet distribution with parameter vector (ti1 − ti0, . . . , tiki − tiki−1)⊤. Hence
the increment vector (20) is identical in law to Yi. From the Kolmogorov extension
theorem, this identity characterises the law of {γ(t)}. It follows that
{ξ(i)t − ξ(i)s }s≤t≤1 law= {R∗Diγt}s≤t≤1, for i = 1, . . . , n,
which completes the proof.
3.5. Uniform process
We construct a multivariate process from the ASP {ξt} such that each one-dimensional
marginal is uniformly distributed for each t ∈ (0, 1].
Fix a time t ∈ (0, 1]. Each ξ(i)t is a scale-mixed beta random variable with survival
function
F¯t(x) =
∫ ∞
x
I1−x/y(n− t, t) ν(dy),
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where Iz(α, β) is the regularized incomplete Beta function [1, 6.6]. The random vari-
ables Y
(i)
t = F¯t(ξ
(i)
t ), i = 1, . . . , n, are then uniformly distributed.
We now define a process {Yt}0≤t≤1 by
Yt =
(
F¯t(ξ
(1)
t ), . . . , F¯t(ξ
(n)
t )
)⊤
.
By construction, each one-dimensional marginal Y
(i)
t is uniform for t > 0.
3.6. Application
We give an example of how an ASP can be used in a copula-interpolation problem.
Consider an k-period model where Ui is a vector of n uniform random variables for
i ∈ I = {1, . . . , k}. Suppose that Uk has an Archimedean copula with generator
ψU . Given no further information, how might one simulate the vector Ui, i < k, or
(U1, . . . ,Uk)
⊤ in a reasonable way? The solution we propose is to assume that
U
(j)
i = F¯i/k
(
ξ
(j)
i/k
)
, j = 1, . . . , n,
where {ξt}0≤t≤1 is an n-dimensional ASP with the generating law found by substitut-
ing ψU into (3). Simulating a sample path of an ASP is straightforward if one can
generate variates from its generating law. Simulating (U1, . . . ,Uk)
⊤ is then a matter
of numerically evaluating the survival function F¯t.
In a financial setting, this method could be applied to risk modelling. Let Xi be
the cumulative log-returns of n assets over the next i days. Suppose that we wish to
simulate Xi, for each i ∈ I, in order to calculate some risk measure (e.g. value-at-risk).
Assume that we have estimated the distribution function Gij of each one-dimensional
marginal X
(j)
i (with sufficient historical data, this is usually straightforward). Assume
further that the Archimedean copula with generator ψU provides an adequate fit to
historical observations of (G1k(X
(1)
k ), . . . , Gnk(X
(n)
k ))
⊤. We can then jointly simulate
(X1, . . . ,Xk)
⊤ by simulating {ξt} and setting X(j)i = G−1ij (U (j)i ). Using the ASP in
this way imposes a significant amount of structure on the copula of (X1, . . . ,Xk)
⊤.
Indeed, we have exactly one functional degree of freedom, the choice of ψU . This
structure may be unnecessarily rigid when data and computational time are abundant.
However, in situations where cross-sectional (and temporal) relationships are uncertain,
this structure may provide welcome parsimony; and in situations where resources are
scarce, reducing the problem of fitting the copula of (X1, . . . ,Xk)
⊤ to fitting the copula
of Xk may save valuable labour.
In Figure 2 we show some simulations of Ui when n = 2, k = 4, and
ψU(x) =
∫ ∞
x
(1− x/r)
√
λ
2πr3
exp
{
−λ(r − µ)
2
2µ2r
}
dr,
for x > 0 and constant λ > 0 and µ > 0. From (2), we see that in this case the
generating law of {ξt} is inverse Gaussian. In Figure 3 we demonstrate some of the
temporal dependencies in (U1, . . . ,U4)
⊤.
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(a) Interpolated copula U1 (b) Interpolated copula U2
(c) Interpolated copula U3 (d) Archimedean copula U4
Figure 2: Simulations from an Archimedean copula and some interpolated copulas. An inverse-
Gaussian law (with parameters µ = 10 and λ = 0.001) was used as the generating law of the ASP.
The interpolation was done at equally-spaced points in the time interval.
4. Liouville process
We generalise ASPs to a family of stochastic processes that we call Liouville pro-
cesses. A Liouville process is a Markov process whose increments have multivariate
Liouville distributions. Liouville processes display a broader range of dynamics than
ASPs. The one-dimensional marginal processes of a Liouville process are in general
not identical. This generalisation comes at the expense of losing the direct connection
to Archimedean copulas. However, in the language of McNeil and Nesˇlehova´ [13], the
terminal value of a Liouville process has a Liouville copula; that is, the survival copula
of the terminal value is the survival copula of a multivariate Liouville distribution.
We provide the transition law, moments and an independent gamma bridge repre-
sentation of a Liouville process. Proofs are omitted since they are similar to the proofs
in Section 3.
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(a) Copula (U
(1)
1 , U
(1)
4 ) (b) Copula (U
(1)
2 , U
(1)
3 )
(c) Copula (U
(1)
1 , U
(2)
4 ) (d) Copula (U
(1)
2 , U
(2)
3 )
Figure 3: Some bivariate-marginal simulations from the eight-dimensional vector (U1, . . . ,U4)
⊤. Note
that U
(k)
j ≤ F¯j/4(F¯−1i/4 (U
(k)
i )), for k ∈ {1, 2} and 1 ≤ i < j ≤ 4. This follows from the monotonicity of
one-dimensional marginals of ASPs.
Definition 4.1. Fix n ∈ N+, n ≥ 2, and the vector m ∈ Rn satisfying mi > 0, i =
1, . . . , n. Define the strictly increasing sequence {ui}ni=1 by u0 = 0 and ui = ui−1 +mi,
i = 1, . . . , n. Then a process {ξt}0≤t≤1 satisfying
{ξt}0≤t≤1 law=
{(
Γt(u1) − Γ0, . . . ,Γt(un−un−1)+un−1 − Γun−1
)}
0≤t≤1
,
for {Γt}0≤t≤un a GRB with activity parameter m = 1, is an n-dimensional Liouville
process. We say that the generating law of {Γt} is the generating law of {ξt} and the
activity parameter of {ξt} is m.
Note that allowing the activity parameter of the master process to differ from unity
in Definition 4.1 would not broaden the class of processes. Indeed, changing the activity
parameter of the master process would be equivalent to multiplying the vector m by a
scale factor.
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We define a family of unnormalised measures, indexed by t ∈ [0, 1) and x ∈ R+, by
θ0(B; x) = ν(B),
θt(B; x) =
∫
B
fT (1−t)(z − x)
fT (z)
ν(dz),
for B ∈ B(R) where T = ‖m‖. Again we write Θt(x) = θt([0,∞); x) and Rt = ‖ξt‖.
The process {Rt} is a GRB with activity parameter T . Given ξs, the law of R1 is
νs1(dr) = θs(dr;Rs)/Θs(Rs), and law of Rt is
νst(dr) =
Θt(r)
Θs(‖x‖)
(r − ‖x‖)T (t−s)−1 exp{−(r − ‖x‖)}
Γ(T (t− s)) dr,
for t ∈ (s, 1). Then the Liouville process {ξt} is a Markov process with the transition
law given by
P
(
ξ
(1)
1 ∈ dz1, . . . , ξ(n−1)1 ∈ dzn−1, ξ(n)1 ∈ B
∣∣∣ ξs = x
)
=
θτ(s)(B +
∑n−1
i=1 zi; xn +
∑n−1
i=1 zi)
Θs(‖x‖)
n−1∏
i=1
(zi − xi)mi(1−s)−1e−(zi−xi)
Γ(mi(1− s)) dzi,
and
P (ξt ∈ dy | ξs = x) =
Θt(‖y‖)
Θs(‖x‖)
n∏
i=1
(yi − xi)mi(t−s)−1e−(yi−xi)
Γ(mi(t− s)) dyi,
where τ(t) = 1−mn(1− t)/T , 0 ≤ s < t < 1, and B ∈ B(R).
Similar to an ASP, the joint distribution of the increments of a Liouville process
are multivariate Liouville. In particular, given ξs and t ∈ (s, 1], the increment ξt − ξs
has a Liouville distribution with the generating law ν∗(B) = νst(B + Rs), B ∈ B(R),
and parameter vector (t − s)m. From this we find that, for fixed 0 ≤ s < t ≤ 1, the
first- and second-order moments of ξt, are
E
(
ξ
(i)
t
∣∣∣ ξs
)
=
mi
T
µ1 + ξ
(i)
s ,
var
(
ξ
(i)
t
∣∣∣ ξs
)
=
mi
T
[{
mi(t− s) + 1
T (t− s) + 1
}
µ2 − mi
T
µ21
]
,
cov
(
ξ
(i)
t , ξ
(j)
t
∣∣∣ ξs
)
=
mimj(t− s)
T
{
µ2
T (t− s) + 1 −
µ21
T (t− s)
}
, (i 6= j),
where
µ1 =
t− s
1− s{E(R1 |Rs)−Rs},
µ2 =
(t− s){1 + T (t− s)}
(1− s){1 + T (1− s)}E
(
(R1 − Rs)2
∣∣Rs) .
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The law of the increments of an n-dimensional Liouville process can be characterised
by a positive random variable multiplied by the Hadamard product of an n-dimensional
Dirichlet random variable and a vector of n independent gamma bridges. In particular,
given the value of ξs, {ξt} satisfies the following identity in law:
{ξt − ξs}s≤t≤1 law= {R∗D ◦ γt}s≤t≤1,
where (a) D ∈ [0, 1]n has a Dirichlet distribution with parameter vector (1− s)m; (b)
{γt} is a vector of n independent gamma bridges, such that the ith marginal process
is a gamma bridge with activity parameter mi, starting at the value 0 at time s, and
terminating with unit value at time 1; (c) R∗ > 0 is a random variable with law
ν∗(B) = νs1(B +Rs), B ∈ B(R); (d) R∗, D, and {γt} are mutually independent.
4.1. Application
In financial markets, volatility estimates play an important role in both trading
and risk management. Volatility is unobserved and there is a large body of litera-
ture covering its measurement and forecasting (see, for example, Andersen et al. [2]).
One method of circumventing the intangible nature of volatility is to consider realized
volatility, or equivalently realized variance (RV). For a given time period (usually one
trading day) the RV of an asset is defined as
V =
k∑
i=1
{log(Pi)− log(Pi−1)}2 ,
where P0, . . . , Pk are the prices of the asset taken at regular intervals throughout the
time period (e.g. every five minutes). Realized volatility is then defined as
√
V .
In this application, we model the intraday accumulation of two stock-index RVs
using a Liouville process. A day trader may wish to trade DAX and FTSE futures
as a pair in the afternoon, based on some price divergence during the morning. In
order to size the trade appropriately and to manage risk, measures of volatilities for
the futures may be required. Currently, it is common for volatilities to be forecast
using information up to the previous day’s close-of-business. However, the proposed
model can further incorporate the morning’s price movements for an updated, and
potentially superior, joint forecast of the afternoon’s futures volatilities. The methods
outlined here can be adapted to the modelling of other cumulative phenomena, such
as insurance claims as described in Section 1.
We define a process {ηt} taking values in R2 by η(j)t = ξ(j)(τj(t)), j ∈ {1, 2}, where
{ξ(t)} is a Liouville process with activity parameter m, and the deterministic time-
change function τj is continuous, increasing, and satisfies τj(0) = 0 and τj(1) = 1. Thus
{ηt} is a time-changed Liouville process. The time change is employed to capture any
intraday seasonality observed in market volatility.
We fix a trading day and assume that {ηt} satisfies
η
(j)
t =
tk∑
i=1
{
log(P
(j)
i )− log(P (j)i−1)
}2
,
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for t = 1/k, . . . , k/k, j ∈ {1, 2}, where {P (1)i } and {P (2)i } are the intraday prices of
FTSE and DAX futures, respectively. Thus t = 0 and t = 1 are the start and the end
of the trading day, and η1 = ξ1 is a vector of the day’s FTSE and DAX RVs. See
Figure 4 for a sample path of the accumulation of FTSE and DAX RV during a trading
day.
0 0.2 0.4 0.6 0.8 10
0.005
0.01
0.015
Figure 4: Sample paths of the accumulation of FTSE RV (black line) and DAX RV (grey line) during
a trading day.
Before the start of the trading day, we can use a time-series model, fitted to historical
data, to provide the generating law of the Liouville process. The generating law is the
law of the sum R1 of the day’s FTSE and DAX RV.
We define
Xij =
η
(j)
i/k − η(j)(i−1)/k
R1
=
{
log(P
(j)
i )− log(P (j)i−1)
}2
∑
i,j
{
log(P
(j)
i )− log(P (j)i−1)
}2 ,
then the vector X = (X1,1, . . . , Xk,1, X1,2, . . . , Xk,2)
⊤ has a Dirichlet distribution with
parameter vector α = (m1ρ
(1), m2ρ
(2))⊤, where ρ
(j)
i = τj(i/k) − τj((i − 1)/k), for
j ∈ {1, 2} and i = 1, . . . , k. Once we have the generating law, it remains to estimate the
activity parameter m, and the time-change increments ρ(1) and ρ(2). Using historical
intraday prices, these can be jointly fitted using maximum likelihood estimation or
moment matching. This two-stage fitting of the distributions of R1 and X is natural
since they are independent.
To demonstrate the feasibility of this approach, we implemented the model using
five-minute prices of FTSE and DAX futures contracts. We fixed the market opening
time (t = 0) at 9am (GMT) and the market closing time (t = 1) at 5pm (GMT). We
used the auto-regressive fractionally-integrated model described in [2] to construct a
log-normal generating law. The values of ρ(1) and ρ(2) were fitted by moment matching.
An increase in the volatility of FTSE and DAX futures in the European afternoon can
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be observed in these values coinciding with the opening of financial markets in the US
(see Figure 5). Given the values of ρ(1) and ρ(2), we fitted the activity parameter m =
(53.72, 53.15)⊤ by maximum likelihood estimation. This value implies that the observed
dynamics differ significantly from those of an ASP. In particular, large values for the
activity parameter imply that the observed trajectories increase gradually, exhibiting
few large jumps. This is in contrast to the trajectories of an ASP which increase little
between frequent large jumps (cf. Figure 1). We used the fitted model to update the
joint density of FTSE and DAX RV at various times during a trading day. As time
passes, the joint density converges to a delta function at the actual values of the day’s
RVs (see Figure 6).
0 0.2 0.4 0.6 0.8 10
2
4
6
8
10
12
(a) FTSE ρ(1)
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(b) DAX ρ(2)
Figure 5: Values of ρ(1) and ρ(2) fitted by moment matching. The hight of the ith bar corresponds
to the value of the ith element of the vector in units of minutes. Each bar represents the number of
minutes that the time-change τj attributes to each five-minute interval of physical time. The higher
volatility in afternoon trading manifests as bars with height greater than five.
5. Conclusion
Through ASPs, we have presented an avenue to extend the theory and application
of Archimedean copulas in multi-period and continuous-time frameworks. Liouville
processes are similarly useful in extending Liouville distributions and Liouville copulas.
We have also shown that Liouville processes are a natural multivariate extension of
GRBs, and thus are a flexible tool in the modelling of cumulative processes.
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(a) t = 0 (b) t = 0.25
(c) t = 0.5 (d) t = 0.75
Figure 6: Contour plots of the joint density of FTSE and DAX RVs at four times during the trading
day. The cross hairs indicate the actual value.
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