A damped Newton's method to find a singularity of a vector field in Riemannian setting is presented with global convergence study. It is ensured that the sequence generated by the proposed method reduces to a sequence generated by the Riemannian version of the classical Newton's method after a finite number of iterations, consequently its convergence rate is superlinear/quadratic.
Introduction
In the 1990s, the optimization on manifolds area gained considerable popularity, especially with the work of Edelman et al. [1] . Recent years have witnessed a growing interest in the development of numerical algorithms for nonlinear manifolds, as there are many numerical problems posed in manifolds arising in various natural contexts, see [1, 2, 3] . Thus, algorithms using the differential structure of nonlinear manifolds play an important role in optimization; see [4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15] . In this paper, instead of focusing on finding singularities of gradient vector fields, including local minimizers, on Riemannian manifolds, we consider the more general problem of finding singularities of vector fields.
Among the methods to find a zero of a nonlinear function, Newton's method under suitable conditions has local quadratic/superlinear convergence rate; see [16, 17] . This remarkable property has motivated several studies on generalizing Newton's method from a linear setting to the Riemannian one [3, 18, 19, 20, 21, 22, 23, 24] . Although of Newton's method shows fast local convergence, it is very sensitive with respect to the initial iterate and may diverge if it is not sufficiently close to the solution. To overcome this drawback, some strategies used in Newton's method for optimization problems were introduced including BFGS, Levenberg-Marquardt and trust region etc, see [16] and [25] . On the other hand, it is well-known in the linear context that one way to globalize the convergence of Newton's method is to damp its step-size (see [16, 26, 25, 27] ).
Among the strategies used, one particularly interesting is the one by using a linear search together with a merit function. In this case, the basic idea is to use linear search to damp Newton step-size when the full step does not provide a sufficient decrease for values of the chosen merit function, which measures the quality of approximation to a zero of the nonlinear function in consideration.
Newton's method with these globalization strategies are called Damped Newton's Methods. For a comprehensive study about these subject on linear setting see, for example, [17, 16, 28] . In this paper, we generalize this strategy of globalization of Newton's method to solve the problem of finding singularities of vector fields defined on Riemannian manifolds. Until now, studies on the globalization strategies in Riemannian settings have been restricted to optimization problems, for example, the Newton's method with the hessian of the objective function updated by BFGS family, [5, 9] , the Trust-Region methods, [29] and Levenberg-Marquardt methods [3, Chapter 8, Section 8.4.2] . To the best of our knowledge, a global analysis of the damped Newton's method for finding singu-larities of vector fields defined on Riemannian manifolds by using a linear search together with a merit function, whose particular case is to find local minimizers of real-valued functions defined on Riemannian manifolds, is novel here. Based on the idea presented in [30, Section 4] for nonlinear complementarity problem, we propose a damped Newton method in the Riemannian setting. Moreover, we shall show its global convergence to a singularity of the vector field preserving the same convergence rate of the classical Newton's method. We perform some numerical experiments for minimizing families of functions defined on cone of symmetric positive definite matrices which is one of Riemannian manifolds. Our experiments illustrate numerical performance of the proposed damped Newton method by linear search decreasing a merit function. The numerical results display that the damped Newton improves the behavior of the method when compared to the full step Newton method.
The remainder this paper is organized as follows. In Section 2 we present the notations and basic results used in the rest paper. In Section 3 we describe the global superlinear and quadratic convergence analysis of the damped Newton method. In Section 4 we display numerical experiments to verify the main theoretical results. Finally, we concludes the paper Section 5.
Basic Concepts and Auxiliary Results
In this section we recall some notations, definitions and auxiliary results of Riemannian geometry used throughout the paper. Some basic concepts used here can be found in many introductory books on Riemannian geometry, for example, in [31] and [32] . Let M be a finite dimensional Riemannian manifold, (1) respectively, and the last equalities imply that Hessf X = ∇ X gradf , for all X ∈ X (Ω). For each p ∈ Ω, the conjugate of a linear map A p : 
, where V is the unique vector field on γ such that ∇ γ (t) V (t) = 0, and V (a) = v. This mapping is the so-called parallel transport along the geodesic segment γ joining γ(a) to γ(t). Note also that P γ, b1, b2 • P γ, a, b1 = P γ, a, b2 and
When there is no confusion we will consider the notation P pq instead of P γ, a, b in the case when γ is the unique geodesic segment joining p and q. A Riemannian manifold is complete if the geodesics are defined for any values of t ∈ R. Hopf-Rinow's theorem asserts that every pair of points in a complete Riemannian manifold M can be joined by a (not necessarily unique) minimal geodesic segment. Due to the completeness of the Riemannian manifold M, the exponential map exp p : T p M → M can be given by exp p v = γ(1), for each p ∈ M, where γ is the geodesic defined by its position p and velocity v at p. Let p ∈ M, the injectivity radius of M at p is defined by
is a diffeomorphism , where B r (0 p ) := {v ∈ T p M : v − 0 p < r} and 0 p denotes the origin of the tangent plane T p M.
The above definition implies that if 0 < δ < ip,
Moreover, for all p ∈ B δ (p), there exists a unique geodesic segment γ joining p top, which is given by γ pp (t) = exp p (t exp
Consider p ∈ M and δ p := min{1, i p }. The quantity assigned to measure how fast the geodesic spread apart in M has been defined in [33] as Let X ∈ X (Ω) andp ∈ Ω. Assume that 0 < δ < δp. Since expp B δ (0p) = B δ (p), there exists a unique geodesic joining each p ∈ B δ (p) top. Moreover, using [22, equality 2.3] we obtain
Let p * ∈ M. The following result establish that, if ∇X(p * ) is nonsingular there exists a neighborhood of p * which ∇X is nonsingular; see [24, Lemma 3.2] .
Assume that ∇X is continuous atp, and ∇X(p) is nonsingular. Then, there exists 0 <δ < δp such that Bδ(p) ⊂ Ω, and ∇X(p) is nonsingular for each p ∈ Bδ(p).
iterate mapping N X at p is defined by
In the folowing we present a result about the behavior of the Newton's iterate mapping near a singularity of X, whose proof can be found in [24, Lemma 3.3] .
Lemma 2. Let X : Ω → T M a differentiable vector field and p * ∈ M. Assume that X(p * ) = 0, ∇X is continuous at p * and ∇X(p * ) is nonsingular. Then,
The next result establishes superlinear convergence of the Newton's method;
field and p * ∈ Ω. Suppose that p * is a singularity of X, ∇X is continuous at p * , and ∇X(p * ) is nonsingular. Then, there existsδ > 0 such that, for all
. ., is well-defined, contained in Bδ(p * ), and converges superlinearly to
Let X ∈ X (Ω) andp ∈ Ω. The map ∇X is locally Lipschitz continuous atp if and only if there exist a number L > 0 and a 0 < δ L < δ p * such that
We end this section with a result which, up to some minor adjustments, merges into [2,
Theorem 2. Let X : Ω → T M be a continuously differentiable vector field, and p * ∈ M a singularity of X. Suppose that ∇X is locally Lipschitz continuous at p * with constant L > 0, and ∇X(p * ) is nonsingular. Then, there exists a r > 0
starting in p 0 ∈ B r (p * ) \ {p * }, is well-defined, contained B r (p * ), converges to p * , and there holds
Damped Newton Method
In this section we consider the problem of finding a singularity of a differentiable vector field. The formal statement of the problem is as follows: Find a point p ∈ M such that
where X : Ω ⊆ M → T M is a differentiable vector field. The Newton's method applied to this problem has local superlinear convergence, whenever the covariant derivative in the singularity of X is non-singular, see [24] . Additionally, if the covariant derivative is Lipschitz continous at singularity, then the method has Q-quadratic convergence, see [21] . In order to globalize the Newton's method keeping the same properties aforementioned, we will use the same idea of the Euclidean setting by introducing a linear search strategy. This modification of Newton's method called damped Newton's method performs a linear search decreasing the merit function ϕ : M → R,
in order to reach the superlinear convergence region of the Newton's method.
In the following we present the formal description of the damped Newton's algorithm.
Step 0. Choose a scalar σ ∈ (0, 1/2), take an initial point p 0 ∈ M, and set
Step 1.
If v k exists, go to Step 2. Otherwise, set the search direction v k = − grad ϕ(p k ), where ϕ is defined by (5), i.e.,
If v k = 0, stop;
Step 2. Compute the stepsize by the rule (8) and set the next iterated as
Step 3. Set k ← k + 1 and go to Step 1.
We remark that in Step 1 we resort directly to the steepest descent step of ϕ as a safeguard, but only in those cases when the Newtonian direction in (6) does not exist. This idea has been used, in Euclidian context, for nonlinear complementarity problems, see for example [30] and [26, Chap. 5, Sec. 5.1.1].
Preliminaries
In this subsection we present some preliminaries results in order to ensure well-definition and convergence of the sequence generated by the damped Newton's method. We begin with an useful result for establishing the well-defined sequence.
that v is a solution of the following equation
Proof. First we assume that v satisfies (10). Since grad 
As a consequence, there exists a δ > 0 such that, for all σ ∈ (0, 1/2) and δ <δ there holds
Proof. By Lemma 1 there exists 0 <δ < δp such that Bδ(p) ⊂ Ω and ∇X(p)
is nonsingular for each p ∈ Bδ(p).
Bδ(p). Since X(p) = 0 and ∇X is continuous and nonsingular atp, there is lim p→p v p = 0. Moreover, it follows from (2), the isometry of the parallel transport and exp
Hence, after some simple algebraic manipulations and from the last inequality we obtain for all p ∈ Bδ(p)\{p},
On the other hand, owing that X(p) = 0 and ∇X(p) is nonsingular, it is easy to see that
Using again (2) and that ∇X(p) is nonsingular, we conclude that there exists 0 <δ < δp such that
Thus, combining (14) with last inequality and considering that d(p, p) = exp
Hence, lettingδ = min{δ,δ} we obtain from (13) that for all p ∈ Bδ(p)\{p},
Therefore, it follows from Lemma 2 and lim p→p r(exp p (v p )) = 0 that the equality (11) by taking limit, as p goes top, in the latter inequality. For proving (12), we first use (11) for concluding that there exists a δ > 0 such that, δ <δ and for σ ∈ (0, 1/2) there is
Taking into account that grad ϕ(p) = ∇X(p) * X(p) we can conclude directly
2 , then the last inequality is equivalent to (12) and then the proof is complete.
In the next result we show that whenever the vector field is continuous with nonsingular covariant derivative at a singularity, there exists a neighborhood which is invariant by the Newton's iterate mapping associated.
Lemma 5. Letp ∈ M such that X(p) = 0. If ∇X is continuous atp and ∇X(p) is nonsingular, then there exists 0 <δ < δp such that Bδ(p) ⊂ Ω and
Proof. It follows from Lemma 1 that there exists 0 <δ < δp such that Bδ(p) ⊂ Ω and ∇X(p) is nonsingular for each p ∈ Bδ(p). Thus, shirkingδ if necessary, we can use Lemma 2 to conclude that d(N X (p),p) < d(p,p)/2, for all p ∈ Bδ(p * ), which implies the last statement of the lemma.
Convergence Analysis
In this subsection we establish our main result. We shall prove a result on the global convergence of the damped Newton's method preserving the fast convergence rates of the Newton's one. We begin by proving the well-definition of the sequence generated by the damped Newton's method.
Lemma 6. The sequence {p k } generated by the damped Newton's method is well-defined.
Proof. If v 0 = 0 and X(p 0 ) = 0, then by using Lemma 3 we can conclude that v 0 satisfying (6) or (7) is a descent direction for ϕ from p 0 . Hence, by using ordinary argument we conclude that α 0 in (8) is well-defined, and p 1 in (9) is also well-defined. Therefore, by using induction argument we can prove that the sequence {p k } is well-defined.
Note that, if the sequence generated by the damped Newton's method is finite, then the last iterate is a solution of (4) or a critical point of ϕ defined in (5). Thus, we can assume that {p k } is infinite, v k = 0 and X(p k ) = 0, for all k = 0, 1, . . .
Theorem 3.
Let X : Ω ⊆ M → T M be a differentiable vector field. Assume that {p k } generated by the Damped Newton's Method has an accumulation point p ∈ Ω such that ∇X is continuous atp with nonsingular ∇X(p). Then, {p k } converges superlinearly to the singularityp of X. Moreover, the convergence rate is quadratic provided that ∇X is locally Lipschitz continuous atp.
Proof. We begin to show thatp is a singularity of X. As aforementioned, we can assume that {p k } is infinite, grad ϕ(p k ) = 0 and X(p k ) = 0, for all k = 0, 1, . . .. 
Hence, (8) and (9) imply that
Owing that ∇X is continuous atp and ∇X(p) is nonsingular, by using Lemma 1, we can also assume that ∇X(p kj ) is nonsingular, for all j = 0, 1, . . .. Hence, (6) has a solution and then for j = 0, 1, . . . we have
To analyse the consequences of (15) we consider the following two possible cases:
First we assume item a) holds. From (15), passing onto a further subsequence if necessary, we can assume that
Taking the limit in the latter equality, as j goes to infinity, and considering that lim j→+∞ p kj =p and X is continuous atp, we conclude from (17) and (16) Hence, given s ∈ N we can take j large enough such that α kj < 2 −s . Thus 2 −s does not satisfies the Armijo's condition (8), i.e.,
Letting j goes to infinity, considering that the exponential mapping is continuous, lim j→+∞ p kj =p and due to ∇X and X be continuous atp, it follows from (16) and the last inequality that
σ grad ϕ(p),v . Therefore, letting s goes to infinity we can conclude that
owing σ ∈ (0, 1/2) we have X(p) = 0 which implies thatp is singularity of
X.
We proceed to prove that there exists k 0 such that α k = 1, for all k ≥ k 0 .
Since ∇X(p) is nonsingular and X(p) = 0, the Lemma 1 and Lemma 5 imply that there existsδ > 0 such that ∇X(p) is nonsingular and N X (p) ∈ B δ (p), for all p ∈ B δ (p) and all δ ≤δ. Sincep is a cluster point of {p k }, there exits k 0 such that p k0 ∈ Bδ(p) (shirkingδ if necessary). It follows from Lemma 4 that
Hence, it follows from the last inequality, (3) and (8) that α k0 = 1. By (9) we can conclude that p k0+1 = N X (p k0 ) which implies p k0+1 ∈ Bδ(p) because of
Then, an induction step is completely analogous, yielding
In order to obtain supetlinear convergence of the entire sequence {p k }, letδ > 0 be given by Theorem 1. Thus, makingδ smaller if necessary so thatδ <δ, we can apply Theorem 1 to conclude from (18) that {p k } converges superlinearly top.
To prove that {p k } converges quadratically top, we first makeδ < r, where r is given by Theorem 2. Since ∇X is locally Lipschitz continuous atp, the result follows from the combination of (18) and Theorem 2.
Numerical Experiments
In this section, we shall give some numerical experiments to illustrate the performance of the damped Newton method for minimizing two families of functions defined on the cone of symmetric positive definite matrices. A particular instance of one of these families has application in robotics. Before present our numerical experiment, we need to introduce some concepts. Let P n be the set of symmetric matrices of order n × n and P n ++ be the cone of symmetric positive definite matrices. Following Rothaus [34] , let M := (P n ++ , , ) be the
where trP denotes the trace of P . Then, the exponential mapping is given by
Let X and Y be vector fields in M. Then, by using [32, Theorem 1.2, page 28], we can prove that the Levi-Civita connection of M is given by
where P ∈ M, and X denotes the Euclidean derivative of X. Therefore, it follows from (19) and (21) that the Riemannian gradient and hessian of a twicedifferentiable function f : M → R are respectively given by:
for all V ∈ T P M, where f (P ) and f (P ) are the Euclidean gradient and hessian of f at P , respectively. In this case, by using (20) , the Newton's iteration for finding P ∈ M such that gradf (P ) = 0 is given by
where, by using again the equalities in (22), V k is the unique solution of the Newton's linear equation
which corresponds to (6) for X = gradf . Now, we are going to present concrete examples for (23) and (24) . Let i = 1, 2 and f i : P n ++ → R be defined, respectively, by
where b 1 /a 1 > 0, a 2 /b 2 > 0, and det P denotes the determinant of P , respectively. In particular, the function f 2 can be associated to the optimal dextrous hand grasping problem in robotics, see [35, 36, 37] .
Then, for each i = 1, 2, the Euclidean gradient and hessian of f i are given, respectively, by
where I denotes the n × n identity matrix. It follows from (22), (25), (26) and (27) that
From the last two equalities, we can conclude that the global minimizer of f i , for each i = 1, 2 are P * 1 = b 1 /a 1 I and P * 2 = a 2 /b 2 I, respectively. Our task is to execute explicitly the Damped Newton method to find the global minimizer of f i , for each i = 1, 2. For this purpose, consider ϕ i : P n ++ → R given by ϕ i (P ) = 1/2 grad f i (P ) 2 , i = 1, 2. Thus, by using (28) we conclude that grad ϕ 1 (P ) = abI − b
By combining (19) , (20) and (28), after some calculations we obtain the following equalities
Finally, by using (23), (24) , definition of f 1 in (25), (26) , left hand sides of (28) and (29) and (30) we give the damped Newton method, for finding the global minimizer of f 1 . The formal algorithm to find the global minimizer of function f 2 will not be presented here because it can be obtained similarly by using (23), (24) , the definition of f 2 in (25), (27) , right hand sides of (28) and (29) and (31) . The Damped Newton algorithim for the matrix cone is given as follows.
Step 0. Choose a scalar σ ∈ (0, 1/2), take an initial point P 0 ∈ M, and set k = 0;
Step 1. Compute search direction V k , as a solution of the linear equation
If V k exists go to Step 2. Othewise, put
If V k = 0, stop;
Step 2. Compute the stepsize by the rule
and set the next iterated as
Although the domain of f 1 is a subset of the symmetric matrix set, namely, P n ++ , equality (9) shows that DNM-P n ++ generates only feasible points without using projections or any other procedure to remain the feasibility. Hence, problem of minimizing f 1 onto P n ++ can be seen as unconstrained Riemannian optimization problem. Note that, in this case, the equation (32) Step 0. Take an initial point P 0 ∈ M, and set k = 0;
Step 1. Compute search direction V k as a solution of the linear equation
Step 2. Compute the next iterated by
We have implemented the above two algorithms by using MATLAB R2015b.
The experiments are performed on an Intel Core 2 Duo Processor 2.26 GHz , 4 GB of RAM, and OSX operating system. We compare the iterative behavior of NM-P n ++ and DNM-P n ++ applied to f 1 and f 2 with randomly chosen initial guesses. In all experiments the stop criterion at the iterate P k ∈ P n ++ is grad f (P k ) ≤ 10 −8 where · is norm associated to the metric given by (19) . All codes are freely available at http://www2.uesb.br/professor/ mbortoloti/wp-content/uploads/2018/03/MATLAB_codes.zip. We run the above two algorithms in a huge number of problems by varying the dimensions and parameters b 1 /a 1 and b 2 /a 2 in functions f 1 and f 2 , respectively. In general, DNM-P n ++ is superior to NM-P n ++ in number of iterations and CPU time. of the function, HE is the number of Hessian evaluation, GE is the number of Gradient evaluation and T is the CPU time in seconds. It is important to observe GE in DNM-P n ++ takes into account the evaluations in the Armijo's rule also. We know that, in general, the linear-search to compute the stepsize is expensive, but the computational effort did not grow significantly with the dimension of of P n in the DNM-P n ++ . In each method we can observe that each iteration evaluates the Hessian once. Hence, DNM-P n ++ has a superior performance than NM-P n ++ because the minimizer is achieved by DNM-P n ++ with less iterates than NM-P n ++ , as can be seen in Table 1 .
Final Remarks
In this paper, in order to find a singularity of a vector field defined on Riemannian manifold, we presented a damped Newton's method and established its global convergence with quadratic/superlinear convergence rate. Note that the global convergence analysis of the damped Newton's method without assuming nonsingularity of the hessian of the objective function at its critical points was established in the Euclidean context; see [25, Chapter 1, Section 1.3.3]. Since many important problems in the context of a Riemannian manifold become the problem of finding a singularity of a vector field [39, 1] , it would be interesting to obtain a similar global analysis for a damped Newton's method to find a singularity of a vector field defined on a Riemannian manifold. Based on our previous experience, we feel that more tools need to be developed to achieve this goal. In order to obtain a better numerical efficiency to the damped Newton's method our next task is to design new methods where the equation (6) is approximately solved, besides using retraction in (9) and more efficient linear seach in (8) .
