The digitization of healthcare data has been consolidated in the last decade as a must to manage the vast amount of data generated by healthcare organizations. Carrying out this process effectively represents an enabling resource that will improve healthcare services provision, as well as on-the-edge related applications, ranging from clinical text mining to predictive modelling, survival analysis, patient similarity, genetic data analysis and many others. The application presented in this work concerns the digitization of medical prescriptions, both to provide authorization for healthcare services or to grant reimbursement for medical expenses. The proposed system first extract text from scanned medical prescription, then Natural Language Processing and machine learning techniques provide effective classification exploiting embedded terms and categories about patient/doctor personal data, symptoms, pathology, diagnosis and suggested treatments. A REST ful Web Service is introduced, together with results of prescription classification over a set of 800K+ of diagnostic statements.
I. INTRODUCTION
In recent years, there has been an amplified focus on the use of Artificial Intelligence (AI) in E-health. There are numerous examples that include AI approaches to analyze unstructured data such as photos, videos, physician notes to enable clinical decision making; or the use of intelligent interfaces to enhance patient engagement and compliance with treatment and predictive modelling to manage patient flow and hospital capacity/resource allocation.
Two main information sources play a relevant role in healthcare field, i.e. images and natural language. The use of Natural Language Processing (NLP) found several applications related to medical ICT with the increasing adoption of Electronic Health Records (EHRs); in the last decade, a lot of application have been developed in order to extract information and knowledge from electronic EHRs [1] [2] . In fact, when structured data is stored in an EHR, it is desirable to support automated systems at the point of care, and to help physicians in diagnosis. These studies endorsed most NLP applications in the medical field; for instance, those concerning the use of Twitter data and sentiment analysis to study diseases dynamics [3] , or [4] , where the correlation among "stress", "insomnia", and "headache" is analysed. In the field of medical application, the image processing are very useful in EHR data manipulation [5] [6] , where medical images play an important role in particular to help physicians to monitor the evolution of complex pathologies [7] . In this work a combination of image processing and NLP tehcniques are exploited to extract information from a scanned image of a medical prescription and analyze the semantics of the embedded information with the final goal of assessing its correctness according to the "medical request service" related to the prescription being examined. The system performs a classification in order to automatically authorize or not the medical service required within the prescription. Indeed, in Italy there exist a public medical assistance that provide free "Medical services". These though have to comply with certain parameters to be freely provided. Currently, the assessment of compliance with these parameters is manually performed by a proper operator. The proposed application aims to provide a mechanism to help the operator, or even replace his/her intervention. The proposed solution provides an user-friendly application to help the operator with a pre-analysis to isolate the few medical prescriptions that require a human operator to decide about their correctness, trying to automatize as many prescriptions as possible.
In Section II an overall description of the system with some implementation details is provided. Section III and IV describe respectively image pre-processing operations and text extraction. Section V discusses about the solution used in spelling correction and section VI describes the information classification task. Results are presented in section VII, while section VIII highlights conclusive remarks also outlining some future works.
II. SYSTEM ARCHITECTURE
In this section we illustrate the proposed system and the solutions used to achieve the goal described in the introduction. As shown in fig. 1 , the system is accessible via a Web application that works according to the following steps. First, the input image is examined to establish the type and format of the medical prescription that image represents, then, text is collected and corrected to further isolate and extract all relevant strings and the information based on previously collected strings is classified. Finally, the prescription is eventually considered as valid for further approval or not, according to specific criteria based on the information and related classification; we named these two possibilities as grantable and not-grantable respectively The ASP.NET framework has been adopted to develop the whole application; in particular, the ASP.NET Core version was considered, thanks to its support to open-source and multiplatform environments. In the paragraphs below, we discuss about each system module shown in fig. 1 .
III. MEDICAL PRESCRIPTION RECOGNITION
The first module of the proposed system aims to discriminate which type of medical prescription is being processed. The type is defined by the Italian national medical service ("Servizio Sanitario Nazionale", simply SSN in the following), indeed it includes:
• the prescription used to provide drugs, therapies, screenings or specialist examinations at the expense (entirely or partially) of the SSN; this prescription can be filled in by physicians that either works inside SSN structures (e.g., public hospitals) or they hold an agreement with SSN (being therefore a partner of SSN itself)
• the prescription where any medical care as those listed above are completely at the expense of the person that prescription was written for; in such cases, the physician is not required to hold any agreement with the SSN The former type is also known as "ricetta rossa" (red prescription), and it is a specific prescription whose details also depend on local (region-based) rules, whereas the latter, known also as "ricetta bianca" (white prescription) has a general validity on the entire national territory, therefore in the rest of paper we just focus on this last type.
The system receives as input scanned images of prescriptions that must be classified as white ones or discarded. To accomplish this task, a supervised machine learning approach [8] is adopted. In particular, this well-known technique exploits a training set used to build a model that enables the classifier to perform the discrimination. Since we focus on white prescriptions only, the classifier is binary, i.e. it just establishes whether an image actually can be considered as a white prescription or not. To assess the effectiveness of the classifier, the widely adopted 75/25 approach has been considered as the training/validation set splitting. In addition, to prevent the overfitting problem, a data augmentation [9] has been performed on the dataset; note that due to its reduced dimension, we did not consider the cross-validation technique. The classifier we developed allows to detect white prescriptions with an effectiveness of about 93-95%. After that a white prescription has been acquired by the system, preprocessing steps [10] are carried out on the image in order to facilitate the subsequent OCR phase; in particular, we perform smart crop, gamma correction and image rotation.
The first operation is required since images present into our system are often simple photos provided by individuals that use their smartphone during the upload of the request of a medical service. Since the image is rarely provided by physician or other specialists, the accuracy of the prescription should be therefore improved in most cases by cropping the image to discard its negligible parts. Gamma correction [11] is usually performed in the process of digital imaging to restore as much as possible the lighting condition of the original image. Finally, image rotation is performed since it has been often generated via smartphone camera by standard users (SSN customers) so alignment could be required; to accomplish this, we exploit the barcode stored in the medical prescription, whose high contrast of black and white pixels allows a simple yet successful image alignment.
IV. TEXT EXTRACTION
After image pre-processing, text is extracted to build a string dictionary where each entry represents a field of the medical prescription. This OCR phase is carried out using EAST [12] text detector in conjuction with Tesseract [13] free OCR software. EAST is the acronym of Efficient and Accurate Scene Text Detector, based on a multi-channel fully convolutional neural network (FCN) with an efficient pipeline, whose purpose is to isolate blocks of text embedded into an image. It can be schematized as in fig. 2 , where the FCN produces both information about words/phrases recognition and about the geometry of the area that contains them; both are evaluated using a threshold-based mechanism that finally provide us with text blocks to be further processed via Tesseract. Using directly Tesseract to recognize the text contained in the scanned medical prescription provided unsatisfactory results for the data set used as input, reasonably due to the low quality of canned images provided by end users. For this reason, we first used EAST, whose effectiveness in isolating text blocks was higher, then passing each block to the OCR software; this approach revealed to be slightly lower but successfully for extracting data from prescriptions. In fig. 3 is represented a scanned white medical prescription (left side), together with main text fields extracted using EAST and Tesseract (right side).
The medical prescrion contains some field that are relevant for out goal, in the following briefly described: • 'prescrizioni' is the list of medical services (e.g. drugs, therapies, screenings or specialist examinations as specified in section III); in the example shown, three blood tests are reported
• 'quesito' is the medical diagnosis as reported by the physician, that motivates the previous list of medical services The last field 'quesito' is the most relevant for our purposes, since specific medical cares (field 'prescrizioni') can be allowed -and freely provided -by SSN only for specific diagnosis, therefore the field pair is used to rate the prescription as grantable or not, as discussed in previous sections.
V. SPELLING CORRECTION
Once text has been extracted, we proceed with a spelling correction, that is required as in most OCR softwares residual errors still occur, in particular in our scenario where the quality of scanned images is not always high (as said previously) and also the text that appears in medical prescription is usually with a reduced font size. Furthermore, the recognition of the diagnosis block ('quesito' in fig. 3 ) is not trivial since this field is actually a free text with variable length, hence also spelling errors due to an incorrect entry by the physician are still possible. For all these reasons, the spelling correction is applied specifically to the diagnosis block; it consists of the following tasks:
• Non-word error detection, that is the detection of words characterized by incorrect spelling;
• Isolated-word error correction, i.e. the correction of the word written incorrectly without taking into account the surrounding context;
• Context-dependent error correction, that is word correction characterized by spelling mistakes based on the context. Since no specific context is provided in the medical prescription, the spelling correction algorithm we implemented focus on the first and second task listed above. To fulfill its specification, the algorithm uses a words dictionary. This vocabulary is preliminarily obtained by extracting all the words constituting the various rules used by the system in the classification phase.
ApplySpellingCorrection method, for each word in the diagnosis block searches in the vocabulary for all words that begin with the same letter. Then the TryCorrect method is called, passing as a parameter the set of words extracted from the vocabulary. This method leverages on the Damerau-Levenshtein distance [14] to accomplish its task; such a distance is the minimum edit distance between two strings, i.e. the lowest number of character insertion, removal and/or replacement to transform the former string into the latter.
If such distance is zero the word is correct, otherwise it must be replaced with the correct word in the dictionary. In our experiments, a threshold for such distance is chosen to limit the subset of candidate words extracted from the dictionary. In the case of a null subset (for the given threshold), the word to replace is considered unknown, since no proper word in the dictionary has been found. The higher the threshold, the more (and possibly not suitable) words will form the subset of candidates, hence keeping as lowest as possible the value is recommended; we carried out successfully experiments using '1' as threshold.
The performance obtained from the Spelling Correction algorithms are quite satisfactory, this is due not only to the efficiency of the algorithm, but also to the use of the cache, in which all the rules are stored, the word vocabulary used for spelling correction and the different weights used to calculate the score of the different rules.
VI. INFORMATION CLASSIFICATION
The goal of information classification is to assess whether a given prescription is grantable or not, as specified in previous sections; to do this, the text extracted (and eventually corrected) is properly classified exploiting both the Syntactic rules and the Rule-based tagging NLP technique [15] . Syntactic rules are used to model all valid grammar sequences, whereas Rule-based approaches use contextual information to assign tags to unknown or ambiguous words (often called context frame rules). Rule-based taggers generally require supervised training, but also other approaches are available [16] .
The proposed solution exhibits simplicity and good performance as it only requires the use of syntactic rules for pattern matching information extraction, and the use of rules that use data belonging to the context frame, to extract new categories of information. In this first stage of development rules and patterns have been manually built, but this time-consuming and error-prone task is going to be removed by automatized rules generation in further development of this work. The well know schema for a syntactic rule contains three tags, i.e. Source, Target and Data (see eq. 1).
The Source attribute indicates a specific pattern that the system must detect within the text string being analyzed before it can apply the rule itself. The pattern for this attribute can be either a simple string or a syntactic expression to specify that a regular expression must be matched to detect the pattern within the text. To discriminate the type of pattern the Source attribute is set, rules are classified in Regex Rule and String Rule.
In a Regex Rule the Source attribute contains a Placeholder whose structure is shown in 2 and 3, where placeholder_value_1 and placeholder_value_n are correct pattern matching expressions.
{{placeholder_type : * }}
(2) {{placeholder_type :
The Target attribute indicates the Placeholder that must be used when applying the rule to replace the pattern indicated by the Source attribute detected in the analyzed text. This attribute can be set in two different ways. The former requires that it simply contains the string to be used to perform the replacement, whereas the latter requires that it contains the index indicating the position of the word contained within the Source attribute to be used as a Placeholder when the rule is applied. In order to distinguish the two set modes, the index is always preceded by the special character £(this solution was chosen to avoid redundancy in rule coding). The replacement of pattern matching present in the rule with the value contained in the Target field is a text tagging operation hence the related placeholder must be characterized by a tag structure. In particular, the system provides that the placeholder of each rule is enhanced by a string having the following structure:
placeholder_type : placeholder_value Finally, the Data attribute in eq. 1 indicates all the information that can be extracted from the analyzed text when the rule is applied. In general, this attribute is enhanced by a string consisting of the representation of information in JSON format. The system also allows this string to contain parameters represented in two different ways, based on their semantics. In a first case the parameter is indicated by an integer preceded by the special character &, where the integer indicates the position within the Source attribute of the word to be used to evaluate the parameter; another option is to use the following syntax:
index.attribute_name where index indicates the position within the Source attribute i.e. the key that must be used to access the data structure maintained by the system containing all the information extracted through the application of the rules and attribute_name instead indicates the category of information of interest.
The syntax used for the coding of rules does not require that the Data attribute must necessarily contain a string consisting of the representation of information in JSON format. In fact, it is possible to associate the Data attribute with a string having the following structure: index 0 + index 1 + . . . + index n When the Data field receives such a value, information extracted when the rule is selected are collected from those having indexing keys equal to words from the Source field at position index 0 , index 1 , ..., index n .
The algorithm to classify information is implemented in C# and operates as follows. After rules are fecthed from the configuration file, it rates each rule with a score depending on the number of words in the Source field, distinguishing placeholders from simple strings. In particular, the placeholder_type of each placeholder in the Source lead to a different weight for its related placeholder; such weights can be manually specified within the configuration file. Rules rating allows to establish their application order (priority).
VII. SYSTEM TESTING
In this section we describe the testing phase carried out to evaluate the performance of spelling correction and information classification algorithms, with the final purpose of establishing whether an input medical prescription can be classified as grantable or not, or eventually whether the system was not able to classify it at all.
To this purpose, a dataset with about 800.000 text rows coming from medical prescription has been used, while the rule set for the classification contains about 5000 mapping rules; note that in this test we did not consider strings extraction from medical prescription, since we focused on the assessment of performance classification. In order to efficiently perform the test, a C# script working in parallel for each row invoking an HTTP POST at the REST service was developed. During the test, several information are collected: number of traumas, number of diagnostic query, symptoms and areas present in it and, moreover, the number of spelling corrections (incorrect words and their correction and the Damerau-Levenshtein distance). In figure 4 are shown the test results, where 'Authorize' and 'Not Authorize' indicate the grantable property, and '?' label collects those prescriptions that the system was not able to classify (named unclassifiable in previous sections. For each case, the two assessment (when spelling corrections are applied or not) are indicated separately. 608 PROCEEDINGS OF THE FEDCSIS. LEIPZIG, 2019
The red line shows that approximately 30% of prescriptions are unclassifiable, a relevant (and then unacceptable) percentage in particular for the case when spelling corrections were not required. To tackle this situation, a first step was to map a lot of terms by writing a rule for each one of them, but this operation did not lead to a significant performance improvement, so we decide to include two additional information categories:
• _si: featuring all those words whose combination, if present within the diagnosis text block, make the prescription grantable.
• _no: where all those words that do not affect the classification of the medical prescription at all are stored. The green line in figure 4 shows the result of the classification for this improved solution; in this case the classification improves significantly since only the 5% of medical prescription are considered unclassifiable.
VIII. CONCLUSIONS
The main goal of the proposed system is to develop a service for the analysis and authorization of medical prescriptions. Results shown that in most cases the system allows automatic classification (as grantable or not) and only 5% were not automatically classified; from tests carried out on 800,000 recipes only around 4000 therfore required manual operator intervention. The classification phase is the most relevant part of the proposed system and its quality strictly depends on the number of rules used. Their writing is a time-consuming and error-prone task, especially if manually built, therefore a planned further work is to exploit machine learning techniques to automatically manage the set of rules.
