Motivation: Enhancing expression levels of a target protein is an important goal in synthetic biology. A widely used strategy is to integrate multiple copies of genes encoding a target protein into a host organism genome. Integrating highly similar sequences, however, can induce homologous recombination between them, resulting in the ultimate reduction of the number of integrated genes. Results: We propose a method for designing multiple protein-coding sequences (i.e. CDSs) that are unlikely to induce homologous recombination, while encoding the same protein. The method, which is based on multi-objective genetic algorithm, is intended to design a set of CDSs whose nucleotide sequences are as different as possible and whose codon usage frequencies are as highly adapted as possible to the host organism. We show that our method not only successfully designs a set of intended CDSs, but also provides insight into the trade-off between nucleotide differences among gene copies and codon usage frequencies. Availability and Implementation: Our method, named Tandem Designer, is available as a webbased application at
Introduction
Maximizing the expression levels of target proteins is an important goal in synthetic biology. In general, highly active promoter regions are used for achieving high transcriptional rates of target genes. Optimization of the codon usage frequencies of a coding sequence (CDS) has also been widely attempted to improve translational rates. Recently, more advanced methods have been developed. The use of an artificial transcription factor has enabled high transcriptional activity of a target gene in both human and yeast cells (Farzadfard et al., 2013) . In prokaryotes, the use of engineered ribosomes that specifically recognize a target mRNA resulted in an increased protein yield (Chubiz and Rao, 2008) . Computational de novo design of promoter sequences based on nucleosome occupancy has also succeeded in obtaining highly active promoters in yeast (Curran et al., 2014) .
Another promising strategy is to integrate multiple copies of a target gene into a host organism genome. This strategy has a simple and clear theoretical background for improving protein levels; we can expect an n-fold increase in transcriptional level when n additional copies of a gene are integrated, although in practice this is not always the case (Clare et al., 1991; Hohenblum et al., 2004; Vassileva et al., 2001) . Although this is a potentially useful method to increase expression levels, it is not without its pitfalls. Integrating multiple gene copies is costly and time consuming. To overcome this, there have been intensive efforts for developing experimental protocols to efficiently integrate multiple gene copies (Gu et al., 2015; Scorer et al., 1994; Tyo et al., 2009 ). In the current protocols, gene copies are integrated in close proximity to one another within the genome, which, however, can give rise to another problem.
Repetitive sequences in close proximity often induce homologous recombination between them, which can reduce the copy number of a target gene (Aw and Polizzi, 2013) . For example, consider five gene copies, g1; g2; . . . ; g5, that are tandemly concatenated and integrated into the genome; homologous recombination can occur between any two of the five copies. If homologous recombination occurs between g1 and g5, then g2, g3, and g4 are excised from the genome and only a chimeric sequence consisting of g1 and g5 remains in the genome. Zhu et al. (2009) performed an intensive investigation of the decrease of target gene copy number via homologous recombination. Importantly, they found that copy number decreased only when integrated gene copies were expressed. Overproduction of a target protein may cause a metabolic burden, which acts as a selection pressure for decreasing copy number (Zhu et al., 2009) .
To reduce the risk of inducing homologous recombination, nucleotide sequences encoding a target protein should not be similar. At present, however, it is not clear how similar sequences induce homologous recombination. Shen and Huang (1986) reported that, in Escherichia coli, identical nucleotide sequences of at least 23 bp were necessary for inducing homologous recombination and the efficiency of recombination increased linearly with sequence length. Khasanov et al. (1992) reported that, in Bacillus subtilis, identical nucleotide sequences of 77 bp induced homologous recombination, but those of 22 bp did not. Manivasakam et al. (1995) reported that in Saccharomyces cerevisiae the rate of homologous recombination becomes much higher when the length of identical sequences was 30 bp than when it was 25 bp. These observations indicate that the longer identical nucleotide sequences are, the more efficiently homologous recombination is induced. It is also possible that highly similar but not exactly identical nucleotide sequences induce homologous recombination. To our knowledge, however, there are no reports that investigate whether such DNA sequences induce homologous recombination.
In this study, we propose a method for designing a set of CDSs that are not only unlikely to induce homologous recombination when integrated into a genome, but also have highly adapted codon usage frequencies. The method yields a set of CDSs whose nucleotide sequences are as different as possible and whose codon usage frequencies are as highly adapted as possible to the host organism. There are many tools for optimizing the codon usage frequencies of a CDS, such as Gene Designer (Villalobos et al., 2006) , OPTIMIZER (Puigbo et al., 2007) , EuGene (Gaspar et al., 2012) , D-Tailor (Guimaraes et al., 2014) and COOL (Chin et al., 2014) . Our method differs from these tools in that it optimizes sequences to increase nucleotide differences among CDSs that encode the same target protein.
Materials and Methods
We first formalize the problem of simultaneous optimization of nucleotide differences among gene copies and codon usage frequencies and then solve it using a multi-objective genetic algorithm (MOGA). As described above, it is not clear how similar sequences induce homologous recombination. Moreover, the efficiency of homologous recombination may differ among host organisms. Therefore, it is useful to generate multiple CDS sets showing various degrees of nucleotide differences. The strengths of MOGA include its abilities to (i) give multiple, diverse solutions instead of a single solution and (ii) explore the solutions with multiple appropriate objective function values without empirical weights among the objective functions. For these reasons, we employed MOGA.
In genetic algorithms, including the one used here, each solution is called an individual. A group of individuals gradually evolves into a group of better individuals through the iterative application of mutation, crossover and selection operators. In our problem, an individual corresponds to a set of CDSs encoding the same target protein.
Multi-objective genetic algorithm
MOGA is a type of genetic algorithm that is extended in order to optimize multiple objective functions simultaneously. Formally, multiobjective optimization of functions f m (m ¼ 1; . . . ; M) can be written as follows:
where D represents all possible values of x. In MOGA, x corresponds to an individual and thus D is all possible individuals. In many cases, all the objective functions cannot be maximized simultaneously. Therefore, in MOGA, the concept of Pareto optimality is used. To explain this concept, we first describe the definition of dominance between two individuals. Individual x 1 dominates x 2 when the following conditions hold. Figure 1 illustrates the dominance relation between individuals. An individual x Ã is considered Pareto optimal if there is no x 2 D that dominates x Ã . The purpose of MOGA is to obtain a group of individuals that are close to Pareto optimal solutions and are widely dispersed in the objective function space. In this study, we used NSGA-II (Deb et al., 2002) to obtain better individuals.
NSGA-II algorithm
The NSGA-II algorithm optimizes objective functions by using the iterative selection of better individuals according to their dominance relations defined in Equation (2). As the first step of the NSGA-II, a group of N individuals, where N is a user-predefined population size, is generated, and this is regarded as an initial parent population. The parent population undergoes mutation and crossover operations to produce an offspring population of N individuals. Individuals in the parent and offspring populations are merged and then classified into groups F i (i ¼ 1, 2, 3,. . .; i is refered to as a jF i j < N; jF i j is the number of individuals in jF i j; they are regarded as the new parent population. For individuals in F rmax , crowding distance, which is a measure of the diversity of individuals, is taken into account in this selection, if P rmax i¼1 jF i j > N. In the objective function space, a large crowding distance of a solution indicates that the solution is located at a sparse region; in the selection, priority is given to such solutions located at sparse regions. See Deb et al. (2002) , for details. The cycle of generating a new parent population is called a generation and is repeated until the predefined number of generations is reached. There are four parameters that regulate this process: the maximum number of generations, G; the number of parent individuals in each generation, N; the probability of mutation, P m ; and the probability of crossover, P c .
Individuals and objective functions
In our problem, an individual is a set of CDSs that are translated into the same protein. Figure 2 is an example of an individual with three CDSs. In the following, we denote the ith CDS in an individual as C i . The number of CDSs in an individual is defined by users, and all individuals in the same population have the same number of CDSs. We used three objective functions to evaluate each individual. The first one is related to codon usage frequencies. The remaining two are related to the nucleotide differences among CDSs in each individual. The dominance relation between two individuals is determined from the values of the three objective functions.
Minimum value of the codon adaptation index
The first objective function is the minimum value of the codon adaptation index (CAI), which is defined as follows:
where I is the number of CDSs in each individual and caiðC i Þ is a CAI value of the ith CDS, which is defined as follows.
where S is the number of codons in C i , o j is the jth codon in C i , and Wðo j Þ is the weight associated with a codon o j which is defined as the frequency of codon o j relative to the most frequent codon among synonymous codons of o j (Sharp and Li, 1987) . The frequency of each codon is calculated from a reference gene set. In this study, we used the top 1000 highly expressed genes in S. cerevisiae according to a microarray assay (Holstege et al., 1998) as a reference gene set for calculating CAI. The codon frequency table used in this study is showin in Supplementary Table S1 .
We used the minimum value rather than the mean value as an objective function. This is because, when we used the mean value, an individual can have a CDS whose CAI value is much lower than the mean CAI value. Such a CDS may not be properly translated into a target protein. By using the minimum value as an objective function, we can directly regulate the lowest quality of CDSs in each individual. In our method, mCAI is maximized to obtain CDSs with highly adapted codon usage frequencies.
Minimum value of hamming distance
The second objective function is the minimum value of a normalized Hamming distance (HD) among all CDS pairs in each individual, which is defined as follows:
where hdðC i ; C j Þ is the HD between the i and jth CDS and L is the nucleotide length of the single CDS. hdðC i ; C j Þ is defined as follows.
where C i;k is the k-th nucleotide in C i and rðC i;k ; C j;k Þ is 0 if C i;k and C j;k is the same nucleotide, or 1 otherwise. We used the minimum value rather than the mean value as an objective function for a reason similar to that of using mCAI instead of mean CAI. Namely, when we used the mean value, an individual can have a pair of CDSs whose HD is much smaller than the mean value. Such CDSs may induce homologous recombination, resulting in a decrease in the copy number of integrated genes. In our method, mHD is maximized to increase nucleotide differences among CDSs.
Length of the longest common substring
The third objective function is the length of the longest common substring found in at least two different positions, which is denoted by lLCS. Let S i;k;l be continuous nucleotides (hereafter substring) of the length l starting from the kth nucleotide in the ith CDS. For example, in Figure 2 , S 1;1;5 is AUGCU. We say that a substring S i;k;l is repetitive if there is at least one substring S i 0 ;k 0 ;l that has the same nucleotide sequence with S i;k;l and i 6 ¼ i 0 and/or k 6 ¼ k 0 . Then, the longest common substring is a set of repetitive substrings with the maximum l in each individual. For example, in Figure 2 , the longest common substring is AUGUUAAG, and hence lLCS ¼ 8. The longest common substring can occur within the same CDS. Note that, in our problem, lLCS is minimized to increase nucleotide differences among CDSs. To efficiently identify the longest common substring, we used a linear-time algorithm proposed by Kasai et al. (2001) .
Initial population
We randomly generate N À 1 individuals and use them as the initial population. In addition, we added a non-random individual characterized by having mCAI ¼ 1 to the initial population in order to enhance the generation of individuals with high mCAI values. Because the individual with mCAI ¼ 1 is a Pareto optimal solution, it remains in the population and continues to generate offspring that tends to have high mCAI values.
Crossover operator
The crossover operator merges two different individuals to generate new individuals. In genetic algorithms, crossover operators help individuals escape local optima because they often yield offspring that are drastically different from their parents. In this study, we use single-and two-point crossover operators. First, all CDSs in an individuals are concatenated. Then, two concatenated CDSs in the two different individuals are fused by a crossover operator. In the singlepoint crossover, the first sth codons of the concatenated CDS are exchanged between individuals x 1 and x 2 . The s value is randomly selected from 1 s < S, where S is the number of codons in the concatenated CDS. In the two-point crossover, a part of the concatenated CDS between the s 1 -and s 2 th codon is exchanged between the two individuals, where s 1 and s 2 values are randomly selected from 1 < s 1 < s 2 < S. The two types of crossover are invoked randomly.
The total number of individuals that undergo crossover is determined by the crossover probability P c . If 
Mutation operator
The mutation operator changes a small part of each individual. In genetic algorithms, mutation operators generally play a role in facilitating local hill climbing searches. In this study, we used four types of mutation operators. The first randomly introduces a synonymous codon change to each codon with a probability of P m . The other three mutation operators are designed to improve the values of the three objective functions, respectively.
• Each codon in the CDS with the minimum CAI is randomly replaced by a more frequent codon, with a probability of P m . If a particular codon is the most frequent among its synonymous codons, it is never replaced. Such a mutation increases or does not change mCAI.
• Each codon in a pair of CDSs with the minimum HD (i.e. the most similar CDS pair) is randomly replaced by another codon, with a probability of P m . Such a mutation is likely to increase the HD of the CDS pair, and hence is expected to increase the mHD value.
• Each codon that overlaps with the longest common substring is randomly replaced by another codon, with a probability of P m . Such a mutation is expected to break down the longest common substring, and hence improve (i.e. decrease) the lLCS value.
For each individual, the four types of mutation operators are invoked randomly.
Parameter optimization
To find better parameter settings, we need a measure for comparing optimization results obtained by different parameter settings. Because the aim of MOGA is to generate individuals that are not only better in terms of dominance, but also diverse within the objective function space, we evaluated the two aspects.
Assume that we have sets of individuals I 1 ; I 2 ; . . . ; I T , each of which is obtained by a different parameter setting. In our evaluation scheme, we calculate the relative dominance and diversity of each set I t ðt ¼ 1 . . .TÞ within background individuals I B , which is defined
The first measure is the ! measure (Deb et al., 2002) 
where jI t j is the number of individuals in I t and Dðx;xÞ is the normalized Euclidean distance between two individuals, x andx.
where M is the number of objective functions and f 0 i ðxÞ is the value of the ith objective function of x in the normalized objective function space, which is defined as follows.
where B 
Optimization under constraint
We can specify the range of objective function values and perform the multi-objective optimization under this constraint. For example, we can restrict mCAI values of individuals to be between 0.8 and 0.9. In our method, we employ the constraint handling approach proposed in the NSGA-II algorithm (Deb et al., 2002) . Briefly, an individual is classified to be infeasible when at least one of the objective function values are outside of the specified range. An infeasible individual is always dominated by feasible ones. When two individuals are infeasible, an individual with a smaller penalty score dominates the other (infeasible) individual. Therefore, infeasible individuals quickly vanish from a population. To use the constraint handling approach, we need to define the penalty score. When an ith objective function value is restricted to be between c min and c max , the penalty score of an individual x is defined as follows. 
In this study, we assume that only a single objective function can be restricted. It, however, is easy to extend the penalty score so that it takes into account the constraints on two or more objective functions (see Supplementary Material).
Results and discussion
As an example, we designed five CDSs encoding enhanced green fluorescent protein (EGFP, GenBank: WP_031943942.1), which is often used to measure protein expression levels. Figure 3 shows the individuals obtained with P c ¼ 0.2, P m ¼ 0.05, N ¼ 100 and G ¼ 250.
Individuals are widely dispersed in the objective function space and are gradually improved as the number of generations increases (Fig. 3) . As mCAI increases, codon variation is more restricted, resulting in a high nucleotide similarity among CDSs within each individual. Therefore, individuals with a large mCAI value tend to have small mHD values (Fig. 3a) and large lLCS values (Fig. 3b) . It is also inevitable that when mHD is small, lLCS becomes large, owing to high nucleotide similarity (Fig. 3c) . Two examples of designed CDS were shown in Supplementary Figures S1 and S2 .
It should be noted that our optimization result provides a useful insight into the achievable trade-off between nucleotide differences and codon adaptation. For example, in S. cerevisiae, identical nucleotide sequences of 25 bp induce homologous recombination only with low efficiency (Manivasakam et al., 1995) . Therefore, lLCS should be <25. Figure 3b shows that mCAI has to be less than about 0.85 if one would like to obtain an lLCS value below 25.
It should also be mentioned that CAI values of CDSs within each individual are similar to one another. To evaluate the similarity of CAI values within each individual, we used the relative standard deviation (RSD), which is defined as the ratio of the standard deviation to the mean of CAI values. Table 1 shows the mean RSD over all individuals across several different generation values (the same optimization was performed five times and the mean value over the five runs was shown). Mean RSD remained low across generations, and it became smaller as the number of generations became larger. Therefore, variation in CAI values within each individual decreased as generations progressed. We also observed that RSD values of HDs between CDSs in each individual remained low after various numbers of generations (Table 1) .
Parameter optimization
We investigated the effects of changing the crossover probability P c and mutation probability P m using various proteins. Optimization results obtained with various P c and P m values were evaluated based on the ! and HV indicators; the former evaluates the dominance of individuals within background individuals and the letter evaluates the diversity as well as dominance. We randomly selected 100 proteins from the UniProt database (UniProt Consortium, 2015) and applied our method to each of the proteins. For each protein, the number of CDSs to be optimized was randomly selected to be between 2 and 10 under the constraint that the total length of CDSs is between 1 and 10 kbp. The proteins and the number of CDSs optimized are shown in Supplementary Table S2 .
For each protein, we applied our method with different parameter settings and calculated ! and HV of individuals obtained with a particular parameter setting, using all individuals obtained by all parameter settings as background individuals. We used P c ¼ f0; The N and G values were set to be 100 and 250, respectively. We run our method for the 100 proteins with all the 64 parameter settings.Thus, totally 6400 runs were performed. Figure 4 shows the mean ! and HV, calculated over the 100 proteins, for the 64 parameter settings. When P m ¼ 0.03-0.07 and P c ¼ 0-0.05, both ! and HV were the best or close to the best.
Therefore, these parameter values are good parameter choices. As shown in Figure 4 , the ! and HV became worse as P c values became larger, indicating that the crossover operator we used here had a negative effect on the present multi-objective codon optimization. Figure 5 and Supplementary Figure S3 show an example of individuals obtained with crossover (P c ¼ 0) and without the crossover operator (P c ¼ 0.8). In this example, we set P m ¼ 0.05, N ¼ 100 and The observation that the crossover operator is useless suggests that the objective function spaces for the problems we tackle here do not have rugged local optima, and thus the local hill climbing by the mutation operators is sufficient for obtaining approximate Pareto optimal solutions. It might be possible to improve the crossover operator by adding a hill-climbing tendency.
Effect of the population size and number of generation
In the above experiments, we set N ¼ 100 and G ¼ 250. To investigate how these parameters affects optimization results, we applied our method to the 100 proteins using different values of N and G. First, we checked whether adequate P c and P m values were changed or not depending on the N and G values. For this purpose, we created heat maps similar to Figure 4 using five additional pairs of N and G values; ðN; GÞ ¼ fð50; 250Þ; ð50; 500Þ; ð100; 500Þ; ð200; 250Þ ; ð200; 500Þg ( Supplementary Fig. S4 ). We observed that P Figure 6 shows the mean ! and HV calculated over the 100 proteins. As expected, optimization results were improved as the population size N became larger. The mean ! and HV drastically improved until the number of generations G reached 50 and their improvement was slower when G ! 200. Because a small but steady improvement was observed even when G ¼ 500, we checked the effect of a larger G value, using five CDSs encoding EGFP as an example. In this example, we set N ¼ 100, P c ¼ 0, and P m ¼ 0.05, and used different values of G up to 5000. We calculated ! and HV of the individuals obtained at different generations, using all the individuals obtained at all generations as background individuals. The same calculation was repeated five times and the mean ! and HV were calculated ( Supplementary Fig. S5 ). Even when G ¼ 5000, small improvement was still observed, suggesting that the convergence of our multi-objective optimization processes were very slow. As shown later, our method can be computationally expensive, which may prevent the use of a large G in some cases. One approach to obtain good individuals in the small number of generation is the constrained optimization described in Subsection 3.3.
Effect of the non-random mutation operators
We used three types of non-random mutation operators, which were designed to improve the value of three objective functions, as well as a traditional random mutation operator. To investigate the effectiveness of the non-random operators, we compared individuals obtained with or without the non-random mutation operators. Here, we set N ¼ 100, G ¼ 250, and used 88 pairs of P c and P m to search parameters in more detail; we used more pairs of P c and P m compared with the parameter search described earlier. For each of the 88 parameter settings, we calculated ! and HV of individuals obtained with or without the non-random mutation operators, using all the individuals obtained by all the parameter and mutation settings as background individuals. This calculation was done for each of the 100 proteins, and thus totally 100(proteins) Â 88(parameter settings) Â 2(mutation settings) runs were performed. Supplementary Figure S6 shows the mean ! and HV for two types of mutation settings, which were calculated over the 100 proteins. The mean ! and HV were better when the non-random mutation operators were included. We also observed that optimal parameters were different between the two mutation settings; P m ¼ 0.03-0.07 and P c ¼ 0 were adequate when the nonrandom mutation operators were used, whereas P m ¼ 0.008-0.01 and P c ¼ 0 were adequate when they were not used.
Optimization under constraints
As described in Section 2, we can specify the range of objective function values and perform multi-objective optimization under this constraint. By specifying the allowable objective function space, individuals are crowded into a narrower space, which means that we can explore the restricted space more extensively and thoroughly. Therefore, we may find better individuals in terms of dominance.
To evaluate this idea, we selected five proteins and optimized their CDSs with or without a constraint of 0:79 mCAI 0:81. The number of CDSs to be optimized was set to be five for each of the proteins. In this analysis, we set P m ¼ 0. , using all the individuals in these five sets as background individuals. The same calculation was repeated five times and the mean ! was calculated over the five calculations (Table 2 ). The mean ! of I c 500 was better than that of I u 5000 for four of the five proteins. Therefore, we could obtain better individuals in much smaller number of generation when the constrained optimization was used. 
Running time
The most time consuming step of our method is the identification of the longest common substring in each individual. Although we used a linear-time algorithm (Kasai et al., 2001) for finding the longest common substring, we need to construct a suffix array before applying this algorithm. We used a quick sort algorithm to build a suffix array, which takes O(tlogt) time on average, where t is the total length of CDSs in each individual. Figure 8 shows the relationship between the total length of CDSs in each individual and the mean running time for each of the 100 proteins. As expected, the total running time seems to increase by O(tlogt). The running time of our method can be unacceptable when the total number of CDSs is quite large, which may limit the maximum number and length of CDSs that can be designed. In this figure, the mean running time for each protein was calculated across different parameter settings. The proteins, the number of CDSs, and the parameter settings were the same as those used in Subsection 3.1.
Conclusion and future works
We propose a method for designing a set of CDSs whose nucleotide sequences are as different as possible and whose codon usage frequencies are as highly adapted as possible to the host organism. It differs from existing methods in that it considers the nucleotide differences across different CDSs encoding the same protein. The CDSs obtained by our method are unlikely to induce homologous recombination and thereby are stably integrated into host organism genomes. Our method successfully designed CDS sets with various degrees of the nucleotide differences and codon usage adaptation. The optimal parameter values were investigated and determined by using various proteins. It was also shown that, by restricting the range of the CAI, we can obtain better CDS sets. This appears to be the first method for designing a set of CDSs that optimally encode the same protein.
