argument and simply replacingπ(θ, n) byπ(θ, nH), we have thatθ defined in (5) is also a consistent estimator for θ 0 .
Finally, the consistency ofθ B is directly implied by the consistency ofθ and Theorem 4 presented in Section 3 of the main document.
B Proof of Theorem 1
From (3) we have thatθ satisfies: π(θ 0 , n) =π(θ, n).
Using (2) and (4), we havê π(θ 0 , n) = θ 0 + b (θ 0 , n) + c(n) + v (θ 0 , n) =π(θ, n)
with v h θ , n corresponding to the noise of the h th simulated sample. By rearranging the terms and defining v ≡ v (θ 0 , n) − 1 H H h=1 v h θ , n , we obtain,θ = θ 0 + b (θ 0 , n) − b θ , n +ṽ.
We now consider E θ j − θ j , withθ j , respectively θ j , the j th element ofθ, respectively θ 0 . Using (1), we get
and using this new quantity we can write
..,p . Therefore, we obtain
For sufficiently large n the matrix I p + 1 n A −1 is invertible and we obtain
Because u = O p (n −2 ), a direct consequence of (2) is that
We now consider the variance ofθ. Using (1), we get
where W ≡ cov{b(θ, n),ṽ}. We now investigate the three elements of (4) separately. For the second term, we have
Moreover, we have
Thus, we get
Using (3), Assumption 4 and performing a MacLaurin expansion on the last term of (6) we obtain
where θ * ∈ Θ is on the line connectingθ and θ 0 . Therefore, we get var (ṽ) = n −α 1 + 1 H V θ 0 ,n + O(n −2 ).
Note that the above results directly implies that var (ṽ) = O n − min(α,2) .
Next, we consider the first element of (4) and we study the variance of the j th element of the vector b(θ, n). For simplicity, we define
since from (4) and (7) we have var θ i = O n − min(α,2) .
componentwise.
Considering the last term of (4) and using w j,k to denote the (j, k) element of the matrix W, we obtain by Cauchy-Schwarz inequality together with (8) and
By combining the results of (8), (6) and (9) , we get
which verifies the second part of Theorem 1. Note that from (10) we also have that var θ = O n − min(2,α) .
Next, we return to (3) and study further the term u. Indeed, using (3) we have that
and therefore, we obtain
Using (2), we finally get
which verifies the first part of Theorem 1 and concludes the proof.
C Proof of Theorem 2
From (5) we have thatθ satisfies:
Using (2), we havê
By rearranging the terms and defining
We now consider E θ j − θ j , withθ j , respectively θ j , the j th element ofθ, respectively θ 0 . Using (11) and, as in the proof of Theorem 1, we define u ≡
..,p . Then we can write
Because u = O p (n −2 ), a direct consequence of (12) is that
which verifies the first part of Theorem 2. We now consider the variance ofθ.
Using (11), we get
where M ≡ cov b θ , nH , v * . We now investigate the three elements of (14) separately. First, it is clear b j θ , nH = O p (nH) −1 and therefore by Cauchy-Schwarz inequality we have that var b θ , nH = O (nH) −2 componentwise.
Considering the second term of (14), we have
where G ≡ cov v (θ 0 , n) , v θ , nH = 0 similarly to (5) in the proof of Theorem 1. Using (13), Assumption 4 and performing a MacLaurin expansion on the last term of (15) we obtain
where θ * ∈ Θ is on the line connecting θ 0 andθ. Therefore, we get
Considering the last term of (14) and using m j,k to denote the (j, k) element of the matrix M, we obtain by Cauchy-Schwarz inequality that
D Proof of Theorem 3
From (7),θ B is defined as:
θ B = 2π(θ 0 , n) −π {π(θ 0 , n), n} .
To simplify the notation we writeπ(θ 0 , n) asπ for the rest proof. Using (2) and (4), we obtain
Next, we consider E [b j (θ 0 , n) − b j (π, n)], with b j (·, ·), respectively θ j andπ j , the j th element of b(·, ·), respectively θ 0 andπ. We obtain
E Proof of Theorem 4
For large H,π(θ, n) = π(θ, n) + O p (H −1/2 ). Let F(θ) =π(θ 0 , n) + θ −π(θ, n),
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