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Compressive sensing, or sparse representation, has played a fundamental role in
many fields of science. It shows that the signals and images can be reconstructed from
far fewer measurements than what is usually considered to be necessary. Sparsity leads to
efficient estimation, efficient compression, dimensionality reduction, and efficient mod-
eling. Recently, there has been a growing interest in compressive sensing in computer
vision and it has been successfully applied to face recognition, background subtraction,
object tracking and other problems. Sparsity can be achieved by solving the compres-
sive sensing problem using `1 minimization. In this dissertation, we present the results
of a study of applying sparse representation to illumination recovery, object tracking, and
simultaneous tracking and recognition.
Illumination recovery, also known as inverse lighting, is the problem of recover-
ing an illumination distribution in a scene from the appearance of objects located in the
scene. It is used for Augmented Reality, where the virtual objects match the existing
image and cast convincing shadows on the real scene rendered with the recovered illu-
mination. Shadows in a scene are caused by the occlusion of incoming light, and thus
contain information about the lighting of the scene. Although shadows have been used
in determining the 3D shape of the object that casts shadows onto the scene, few studies
have focused on the illumination information provided by the shadows. In this disser-
tation, we recover the illumination of a scene from a single image with cast shadows
given the geometry of the scene. The images with cast shadows can be quite complex and
therefore cannot be well approximated by low-dimensional linear subspaces. However,
in this study we show that the set of images produced by a Lambertian scene with cast
shadows can be efficiently represented by a sparse set of images generated by directional
light sources. We first model an image with cast shadows as composed of a diffusive part
(without cast shadows) and a residual part that captures cast shadows. Then, we express
the problem in an `1-regularized least squares formulation, with nonnegativity constraints
(as light has to be nonnegative at any point in space). This sparse representation enjoys
an effective and fast solution, thanks to recent advances in compressive sensing. In exper-
iments on both synthetic and real data, our approach performs favorably in comparison to
several previously proposed methods.
Visual tracking, which consistently infers the motion of a desired target in a video
sequence, has been an active and fruitful research topic in computer vision for decades. It
has many practical applications such as surveillance, human computer interaction, medi-
cal imaging and so on. Many challenges to design a robust tracking algorithm come from
the enormous unpredictable variations in the target, such as deformations, fast motion,
occlusions, background clutter, and lighting changes. To tackle the challenges posed by
tracking, we propose a robust visual tracking method by casting tracking as a sparse ap-
proximation problem in a particle filter framework. In this framework, occlusion, noise
and other challenging issues are addressed seamlessly through a set of trivial templates.
Specifically, to find the tracking target at a new frame, each target candidate is sparsely
represented in the space spanned by target templates and trivial templates. The spar-
sity is achieved by solving an `1-regularized least squares problem. Then the candidate
with the smallest projection error is taken as the tracking target. After that, tracking is
continued using a Bayesian state inference framework in which a particle filter is used
for propagating sample distributions over time. Three additional components further im-
prove the robustness of our approach: 1) a velocity incorporated motion model that helps
concentrate the samples on the true target location in the next frame, 2) the nonnega-
tivity constraints that help filter out clutter that is similar to tracked targets in reversed
intensity patterns, and 3) a dynamic template update scheme that keeps track of the most
representative templates throughout the tracking procedure. We test the proposed ap-
proach on many challenging sequences involving heavy occlusions, drastic illumination
changes, large scale changes, non-rigid object movement, out-of-plane rotation, and large
pose variations. The proposed approach shows excellent performance in comparison with
four previously proposed trackers. We also extend the work to simultaneous tracking and
recognition in vehicle classification in IR video sequences. We attempt to resolve the
uncertainties in tracking and recognition at the same time by introducing a static template
set that stores target images in various conditions such as different poses, lighting, and so
on. The recognition results at each frame are propagated to produce the final result for the
whole video. The tracking result is evaluated at each frame and low confidence in track-
ing performance initiates a new cycle of tracking and classification. We demonstrate the
robustness of the proposed method on vehicle tracking and classification using outdoor
IR video sequences.
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Compressive sensing has played a fundamental role in many fields of science such
as signal processing, image processing, and so on. Recently, many applications using
compressive sensing have been successfully applied in computer vision such as face
recognition, background subtraction, and so on. This dissertation is the first to apply
compressive sensing to the study of illumination recovery and object tracking.
The whole dissertation is organized as follows. The first chapter gives an introduc-
tion to compressive sensing and its solution through `1 minimization, the development
in illumination recovery and visual tracking, and particle filters in the context of visual
tracking. The second chapter presents the study on illumination recovery using compres-
sive sensing. The lighting is approximated using spherical harmonics and a small number
of directional sources selected using `1 minimization. It achieves favorable experimental
results on both synthetic and real data in terms of speed and accuracy compared with other
illumination recovery methods. The third chapter describes the visual tracking work us-
ing compressive sensing. Tracking is cast as a sparse representation problem in a particle
filter framework. Occlusion, noise and other challenging issues are addressed seamlessly
through a set of trivial templates. It shows promising experimental results on numerous
challenging video sequences compared with four other state-of-the-art trackers. The last
chapter concludes the dissertation and points to future directions.
1
1.1 Compressive Sensing
Compressive sensing has received a great deal of attentions in recent years [16, 18,
34, 147]. The problem is to exploit the compressibility and sparsity of the true signal and
use a lower sampling frequency than the Shannon-Nyquist rate. By transforming a large
image into a small number of appropriate basis elements and then coding only the impor-
tant expansion coefficients, we convert a high-resolution image into a relatively small bit
stream. The image can then be saved or transferred efficiently. This is especially useful in
today’s life where a good compression algorithm is necessary to meet the high demands
of bandwidth. Compressive sensing is an `0 minimization problem that is usually hard
to solve. Recent studies [16, 33] show that, under very flexible conditions, the `0 mini-
mization can be reduced to `1 minimization that further results in a convex optimization
[13], which can be solved efficiently. In this section, we give a brief introduction to com-
pressive sensing. An extensive list of compressive sensing resources can be found at the
compressive sensing resources web site [25].
1.1.1 Theoretical Background
Many natural signals have concise representations when expressed in a convenient
basis. Mathematically speaking, we have a vector y represented as a linear combination
of a basis and written in a linear system as follows:
y = Ax + ε (1.1)
where x ∈ Rn is a k-sparse unknown discrete vector that contains at most k ≤ n nonzero
elements, A ∈ Rm×n is the measurement matrix, y ∈ Rm is the vector of measurements,
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and ε ∈ Rm is the noise.
Obviously, if m ≥ n and the columns of A are linearly independent, the system is
overdetermined and x can be faithfully reconstructed from the measurements, without any
prior knowledge of the system. The unique solution of x is obtained by solving the least
squares problem of minimizing the quadratic error ||Ax − y||22, where ||u||2 denotes the
`2 norm of u. However, if the number of measurements, m, is not large enough compared
to n, the system is underdetermined and simple least-squares regression leads to over-fit.
1.1.2 Reconstruction using `2 Minimization
To reconstruct the unknown signal x from the measurements y, a standard technique
to prevent over-fitting is `2 or Tikhonov regularization [96], which can be written as
arg min
x
||Ax− y||22 + λ||x||22 (1.2)





1/2 denotes the `2 norm of x and λ > 0 is the regularization
parameter. The Tikhonov regularization problem or `2-regularized least-squares problem
(LSP) has the analytic solution.
x`2 = (AT A + λI)−1AT y (1.3)
The solutions to the Tikhonov regularization problem can be computed by direct methods,
which require O(n3) flops, when no structure is exploited. The solution can also be
computed by applying iterative methods to the linear system of equations (AT A+λI)x =
AT y. Iterative methods are efficient especially when there are fast algorithms the matrix-
vector multiplications with the data matrix A and its transpose AT .
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1.1.3 Reconstruction using `1 Minimization
In `1 regularized least squares, we substitute a sum of absolute values for the sum
of squares used in Tikhonov regularization, to obtain
arg min
x
||Ax− y||22 + λ||x||1 (1.4)
where ||x||1 =
∑N
k=1 |xk| denotes the `1 norm of x and λ > 0 is the regularization param-
eter. This problem always has a solution, though not necessarily unique. `1-regularized
least squares (LS) typically yields a sparse vector x, which has relatively few nonzero
coefficients. In contrast, the solution to the Tikhonov regularization problem generally
has all coefficients nonzero. There is no analytic formula or expression for the optimal
solution to the `1-regularized LSP. Its solution must be computed numerically. The ob-
jective function in the `1 regularized LSP is convex but not differentiable, so solving it is
more of a computational challenge than solving the `2-regularized LSP.
The sparse solution enforced by `1 minimization can be solved fairly efficiently us-
ing either the simplex algorithm [29] or standard convex optimization [13] methods such
as interior-point methods [70, 97, 136, 141]. Standard interior-point methods are imple-
mented in general purpose solvers which can readily handle small and medium size prob-
lems. Specialized interior-point methods can scale to large problems, as demonstrated
in [65, 70]. The optimization strategy that solves (1.4) is also called Basis Pursuit (BP)
[21, 33]. An alternative algorithm called Orthogonal Matching Pursuit (OMP) [130] to
BP offers faster and easier implementation while achieving comparable results for signal
recovery problems.
Recently, several researchers have proposed homotopy methods and variants for
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solving `1-regularized LSPs [35, 40, 55, 104, 115]. Using the piecewise linear property
of the regularization path, path-following methods can compute efficiently the entire so-
lution path in an `1 regularized LSP. Other recently developed computational methods
include coordinate-wise descent methods [42], Bregman iterative regularization based
methods [105, 143], sequential subspace optimization methods [95]. Bayesian compres-
sive sensing [63] is extended to decode measurements of multiple signals simultaneously
by using hierarchical Bayesian models [64].
Our implementation solves the `1-regularized least squares problem via an interior-
point method based on [70]. The method uses the preconditioned conjugate gradients
(PCG) algorithm to compute the search direction and the run time is determined by the
product of the total number of PCG steps required over all iterations and the cost of a
PCG step. We use the code from [27] for the minimization task in the following chapters.
1.1.4 Error Bounding
The accuracy of the reconstruction depends on two factors and the error is bounded
as follows [19]:
||x̃− x||2 ≤ C0 ∗ ||x− xk||1/
√
k + C1 ∗ ε (1.5)
where x̃ is the solution, xk is the vector x with all but the largest k elements set to 0. C0
and C1 are two constants. ε bounds the noise of the data. The first term measures the
sparsity of the signal. If x is k sparse, then x = xk and thus the first term is 0. If x is more
than k sparse, we can decrease the first term error by increasing the number of nonzero
elements in x. The second term measures the noise of the data, where ||Ax̃ − y||2 ≤ ε.
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This measurement error is proportional to the noise level. Since compressive measure-
ments y does not appear in both terms, both errors are not amplified by the compressive
measurements. The number of measurements required to successfully reconstruct a k-
term approximation of a signal of length n has to be C ∗ k log(n/k), where C is some
constant depending on the measurement matrix A.
1.1.5 Compressibility vs. Sparsity
While the previous discussion assumed the signal is exactly k-sparse, most real
world signals are not necessarily sparse, but rather compressible in that they have a lot
of small coefficients. If the sorted magnitude of the xi decay quickly, then x is well ap-
proximated by the largest k coefficients in x by throwing away a large fraction of the
coefficients without much loss. A good example is the JPEG lossy coder, where coef-
ficients are quantized and small ones become zeros and are thrown away. Compressive
sensing also works well in recovering the best k-term approximation to the original signal
[18].
Figure 1.1 shows the original image (a), images rendered with recovered lighting
using no directional lights (DS) (b), 2 DS (c), 6 DS (d), 10 DS (e), 60 DS (f), 100 DS (g),
and error plot (h), respectively. The error plot shows the root-mean-square (RMS) error
vs. the number of directional lights used in approximation. The more directional lights
we use, the better approximation results we achieve. However, after a certain number
of directional lights, the error remains almost constant, and the perceptual loss is hardly
noticeable from the rendered images with the recovered lighting (Figure 1.1 (f) and (g)).
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Figure 1.1: After a certain number of directional lights, the error remains almost constant,
and the perceptual loss is hardly noticeable from the rendered images with the recovered
lighting.
1.1.6 The Geometry of `1 minimization
We can get some geometric intuition for why `1 is an effective substitute for sparsity
by giving a 2D illustration in Figure 1.2 (essentially due to [113, 32]). A 3D illustration
can be found in [137]. Figure 1.2 (a) illustrates the `1 ball in R2 of radius r. Note that
it is anisotropic. While the standard Euclidean `2 ball is spherical and thus completely
isotropic. (b) diagrams the `1 recovery program: the point labeled x`1 is a sparse vector
which only has one nonzero element. The line labeled H is the set of all x that share the
same measurement value y.
The task for the equation is to pick out the point on the line with minimum `1 norm.
To visualize how the equation accomplishes this, imagine taking an `1 ball of tiny radius
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(a) (b) (c)
Figure 1.2: Modeled on [113]. Geometry of `1 recovery. (a) `1 ball with radius r. The
gray region contains all x ∈ R2 such that |x1|+ |x2| ≥ r. (b) Solving the `1 minimization
problem allows us to recover a sparse x`1 from Φx = y, as the anisotropy of the `1 ball
favors sparse vectors. (c) Minimizing the `2 norm does not recover x`1 , since the `2 ball
is isotropic, the solution x`2 will in general not be sparse at all.
and gradually expanding it until it bumps into H . This first point of intersection is by
definition the vector that solves the equation. The combination of the anisotropy of the
`1 ball and the flatness of the space H results in this intersection occurring at one of the
points, precisely where sparse signals are located.
Compare this to what would happen if we replaced the `1 norm with the `2 norm
which would make the recovery a least-squares problem. Figure 1.2 (c) replaces the
diamond shaped `1 ball with the spherical and perfectly isotropic `2 ball. We can see that
the point of first intersection of H and the expanding `2 ball does not have to be sparse
at all. In high dimensions this difference becomes very dramatic. Despite the seemingly
innocuous difference in the definitions of the `1 and `2 norms, they are totally different
creatures.
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1.1.7 Applications of Compressive Sensing
Since its inception just a few years ago, compressive sensing has been popular in
signal processing due to its applicability to a wide range of diverse signal processing
problems, from source separation [30], de-noising [41], coding [46], to sampling [17].
Other than signal processing, it is gaining popularity in a wide range of applications
in video processing [82], medical imaging [80, 131, 109], bio-sensing [28, 123], and
compressive imaging [39, 44, 134].
Within the computer vision community, compressive sensing has been applied to a
variety of problems. In [137], face recognition is cast as the problem of classifying among
multiple linear regression models and the coefficients from training samples encode the
identity of the face. A new dynamic group sparsity learning algorithm is proposed in [58]
and successfully applied to background subtraction in videos. Background subtraction
using compressive sensing is also studied in [20]. In [89], illumination distribution is
approximated from an image with cast shadows using directional light sources and finds
the best directional sources through `1 minimization. In [90], tracking is cast as a sparse
representation on the subspace spanned by the target template set and trivial template set.
In [81], a novel framework is introduced for using learned sparse image representation in
local classification tasks and leads to state-of-the-art segmentation result. In [47], a new
method named compressive structured light is proposed for recovering inhomogeneous
participating media. In [57], a technique for obtaining transformation-invariant image
sparse representation is introduced and simultaneously recovering the sparse represen-
tation of a target image and the image plane transformation between the target and the
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model image. There is also work related to lighting in computer graphics using compres-
sive sensing [107, 121].
1.1.8 Solution Through Truncated Newton Interior-Point Method
In this subsection, we briefly review a truncated Newton interior-point method in
[70]. In the following illumination recovery and visual tracking work, we use this method
to solve the `1 minimization.
The `1-regularized LSP in (1.4) can be transformed to an equivalent convex Quadratic
Problem (QP), with linear inequality constraints.
arg min
x




subject to − ui ≤ xi ≤ ui, i = 1, 2, · · · , n (1.6)
where the variables are x ∈ Rn and u ∈ Rn.
1.1.8.1 Dual Problem and Suboptimality Bound
We derive a Lagrange dual of the `1-regularized LSP (1.4). We start by introducing
a new variable z ∈ Rm, as well as new equality constraints z = Ax − y, to obtain the
equivalent problem
minimize zT z + λ||x||1
subject to z = Ax− y (1.7)
Associating dual variables νi ∈ R, i = 1, 2, · · · ,m with the equality constraints,
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the Lagrangian is
L(x, z, ν) = zT z + λ||x||1 + νT (Ax− y − z) (1.8)
The Lagrange dual of (1.7) is therefore
maximize G(ν)
subject to |(AT ν)i| ≤ λ (1.9)
where the dual objective G(ν) is
G(ν) = −1
4
νT ν − νT y (1.10)
The optimal values of the primal (1.4) and dual (1.9) are equal since the primal problem
(1.4) satisfies Slater’s condition.
An important property of the `1-regularized LSP (1.4) is that from an arbitrary x,
we can derive an easily computed bound on the suboptimality of x, by constructing a dual
feasible point
ν = 2s(Ax− y),
s = min
λ
|2((AT Ax)i − 2yi)| i = 1, 2, · · · , m (1.11)
The point ν is dual feasible, so G(ν) is a lower bound on the optimal value of the `1-
regularized LSP (1.4).
The difference between the primal objective value of x and the associated lower
bound G(ν) is called the duality gap. We use η to denote the gap
η = ||Ax− y||22 + λ||x||1 −G(ν) (1.12)
The duality gap is always nonnegative by weak duality, and x is not more than η-suboptimal.
At an optimal point, the duality gap is zero, i.e., strong duality holds.
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1.1.8.2 A Custom Interior-Point Method
We start by defining the logarithmic barrier for the bound constraints−ui ≤ xi ≤ ui
in (1.6)






log(ui − xi) (1.13)
defined over domainΦ = {(x, u) ∈ Rn×Rn||xi| < ui, i = 1, 2, · · · , n}. The central path
consists of the unique minimizer (x∗(t), u∗(t)) of the convex function
φt(x, u) = t||Ax− y||22 + t
n∑
i=1
λui + Φ(x, u) (1.14)
as the parameter t varies from 0 to ∞. With each point (x∗(t), (u∗(t) on the central path
we associate ν∗(t) = 2(Ax∗(t)− y), which can be shown to be dual feasible.
In the primal interior-point method, we compute a sequence of points on the central
path, for an increasing sequence of values of t, starting from the previously computed
central point. In the primal barrier method, Newton’s method is used to minimize φt, i.e.,







 = −g (1.15)
where H = ∆2φt(x, u) ∈ R2n×2n is the Hessian and g = ∆φt(x, u) ∈ R2n is the gradient
at the current iteration (x, u).
For a large `1-regularized LSP, solving the Newton system (1.15) exactly is not
computationally practical. We need to find a search direction which gives a good trade-
off of computational effort versus the convergence rate it provides. The algorithm for the
`1-regularized LSP is listed in Algorithm 1.
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Algorithm 1 Truncated Newton method for `1-regularized LSP
1: Given relative tolerance ε > 0.
2: Initialize. t = 1/λ, x = 0, u = 1.
3: repeat
4: Compute the search direction (∆x, ∆u) as an approximate solution to the Newton
system (1.15).
5: Compute the step size s by backtracking line search.
6: Update the iterate by (x, u) = (x, u) + s(∆x, ∆u).
7: Normalize Ĩk such that ||Ĩk||2 = 1.
8: Construct a dual feasible point ν from (1.11).
9: Evaluate the duality gap η from (1.12).
10: Update t.
11: until η/G(ν) ≤ ε
As a stopping criterion, the method uses the duality gap divided by the dual objec-






where p∗ is the optimal value of the `1-regularized LSP (1.4) and f(x) is the primal objec-
tive computed with the point x. Therefore, the method solves the problem to guaranteed
relative accuracy ε.
Given the search direction (∆x, ∆u), the new point is (x, u) + s(∆x, ∆u). s is the
step size. In the backtracking line search, the step size is taken as s = βk, where k ≥ 0 is
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the smallest integer that satisfies
φt(x + β
k∆x, u + βk∆u) ≤ φt(x, u) + αβk∆φt(x, u)T [∆x, ∆u] (1.17)
where α ∈ (0, 1/2) and β ∈ (0, 1) are algorithm parameters.
In the primal barrier method, the parameter t is held constant until φt is minimized.
For faster convergence, we can update the parameter t at each iteration based on the





max{µmin{2n/η, t}, t}, s ≥ smin
t, s < smin
(1.18)
where µ > 1 and smin ∈ (0, 1) are parameters to be chosen.
1.1.8.3 Search Direction via PCGs
We can find compact representations of the Hessian and gradient. The Hessian can
be written as
H = t∆2||Ax− y||22 + ∆2Φ(x, u) =






















, · · · , −4unxn
(u2n − x2n)2
) (1.20)
Here, we use diag(A1, · · · , Ap) to denote the diagonal matrix with diagonal blocks A1, · · · , Ap.







 ∈ R2n (1.21)
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where
g1 = ∆xφt(x, u) (1.22)










 ∈ Rn (1.23)











 ∈ Rn (1.25)
We compute the search direction approximately, applying the PCG algorithm to the New-
ton system (1.15). The PCG algorithm uses a preconditioner P ∈ R2n×2n, which is
symmetric and positive definite.
1.1.8.4 `1-Regularized LSPs with Nonnegativity Constraints
The `1-Regularized LSPs with Nonnegativity Constraints is formulated as follows
arg min
x




subject to xi ≥ 0, i = 1, 2, · · · , n (1.26)
The associated centering problem is to minimize the weighted objective function
augmented by the logarithmic barrier for the constraints xi ≥ 0
arg min
x







The Newton system for the centering problem is























The diagonal preconditioner of the form
P = diag(2tAT A) + D (1.31)
works well for this problem, especially when the optimal solution is sparse.
1.2 Illumination Recovery
Illumination recovery, also known as inverse lighting, is to recover an illumination
distribution in a scene from the appearance of objects located in the scene. There has been
a series of work aimed at understanding the complexity of the set of images produced by
Lambertian objects lit by environment maps. It is shown in [122, 93] that, when ignoring
all shadows, the images of a Lambertian scene lie in a three-dimensional linear subspace.
This result is used for rendering in [99]. When including attached shadows, the set of
images produced by a Lambertian scene can be approximated by a low dimensional linear
subspace. This is shown both empirically [8, 50] and analytically [7, 110]. Shadows
in a real scene are areas where direct light from a light source cannot reach due to the
occlusion by other objects and, thus can provide useful information in recovering the
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lighting [69, 106]. In [69], a practical approach is proposed to estimate the illumination
distribution from shadows cast on a textured, Lambertian surface. In [106], a graphical
model is proposed to estimate the illumination which is modeled as a mixture of von
Mises-Fisher distributions and detect the shadows of a scene with textured surfaces from
a single image and only coarse 3D information. The sparsity of cast shadows is studied
in [112, 103, 120]. The work in [112] shows that, although the set of images produced by
a scene with cast shadows can be of high dimension, empirically this dimension does not
grow too rapidly. In [103], a sparse representation using a Haar wavelet basis is proposed
to recover lighting in images with cast shadows. A method is proposed in [120] to recover
an illumination distribution of a scene from image brightness inside shadows cast by
an object of known shape. It introduces an adaptive sampling framework for efficient
estimation of illumination distribution using a smaller number of sampling directions.
Prior to our work, the idea that a complex lighting environment with cast shadows
can be represented with a few point lights is known in previous work [128, 111, 1, 133].
In [111], a signal-processing framework that describes the reflected light field as a convo-
lution of the lighting and BRDF is introduced. This work suggests performing rendering
using a combination of spherical harmonics and directional light sources with ray-tracing
to check for shadows. Structured importance sampling [1] is introduced to show how to
break an environment map into a set of directional lights for image synthesis. It samples
an environment map efficiently to render scenes illuminated by distant natural illumina-
tion. Lightcuts [133] is a scalable framework for accurately approximating illumination
from thousands or millions of point lights using a strongly sublinear algorithm. However,
our motivation and algorithms are quite different from theirs.
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The studies in [120, 118, 119, 103] are most closely related to our work. These
studies propose recovering lighting from cast shadows by a linear combination of basis
elements that represent the light. Specifically, in [103] a Haar wavelet basis is used to
effectively capture lighting sparsely.
In the field of computer graphics, illumination information is necessary for aug-
mented reality [4], where virtual objects are inserted and seamlessly integrated into a real
scene. The recovered lighting can give real world appearance and make images look re-
alistic. Illumination recovery has been of great interest to the graphics community and
there has been significant previous research [124, 126, 127, 132, 1, 101, 133]. In [124], a
method is proposed to divide the scene into cells and for each cell split the lights into im-
portant and unimportant lists with the latter very sparsely sampled. Precomputed radiance
functions (PRT) [126] are used to represent low-frequency lighting environments that
capture soft shadows, and interreflections. Cluster principal component analysis (CPCA)
[127] is used to compress the high dimensional surface signal formed from per-point
transfer matrices recorded by PRT. A new data representation and compression technique
for precomputed radiance transfer is introduced in [132] and the light transfer functions
and light sources are modeled with Spherical Radial Basis Functions (SRBFs). The envi-
ronment map is approximated in a wavelet basis, and the light transport matrix is sparsely
and accurately encoded in the same basis [101]. In [107, 121], a framework for capturing
a sparse approximation of the light transport based on the theory of compressive sensing
using a small set of illumination patterns is proposed.
There are many other methods to recover illumination distributions from images;
though cast shadows are not handled specifically. The complexity of determining lighting
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grows dramatically when we must account for cast shadows. A framework is proposed in
[100] to accomplish photo-realistic view-dependent image synthesis from a sparse image
set and a geometric model. Two methods are presented for recovering the light source
position from a single image without the distant illumination assumption [52]. Much more
accurate multiple illumination information is extracted from the shading of a sphere [145].
In [91], a framework is proposed to automatically recover an object shape, reflectance
properties and light sources from a set of images. A unified framework to estimate both
distant and point light sources is proposed in [150]. The number of point light sources and
the reflectance property of an object are simultaneously estimated using the EM algorithm
[53]. In [73], synthetic 3D objects are inserted into the scene based on the estimated
illumination from a single outdoor image. The method relies on a combination of weak
cues extracted from different portions of the image such as sky, vertical surfaces, and the
ground.
1.3 Particle Filters
In this section, we briefly review particle filters which will be used in tracking in the
following chapter. Our proposed `1 tracker is also based on a particle filter framework.
The particle filter [36, 37, 45, 72, 76] is a Bayesian sequential importance sam-
pling technique for estimating the posterior distribution of hidden state variables, x1:t =
{x1, x2, · · · , xt}, characterizing a dynamic system from a noisy collection of observa-
tions, z1:t = {z1, z2, · · · , zt} in a sequential series. The result is determined by the maxi-
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Figure 1.3: Markov chain representation of particle filter.
mum a posteriori (MAP) estimation,
x̂1:t = arg max
x1:t
p(x1:t|z1:t) (1.32)
Since real time processing is preferred, we adapt a recursive method by maximizing
the MAP of xt = argmaxxtp(xt|z1:t). This provides a convenient framework for estimat-
ing and propagating the posterior probability density function of state variables regardless
of the underlying distribution. Two important components of the particle filter are state
transition and observation models. The state transition model assumes xt is a first order
Markov process (a graphical model representation is in Figure 1.3) such that
xt = ft(xt−1, εt) (1.33)
It defines the temporal correlation of the target states in successive time.
The observations yts are conditionally independent provided that xts are known. It
determines the similarity measurement of a hypothesis against the target model.
yt = gt(xt, ζt) (1.34)
where both εt is the system noise and ζt is the observation noise. The ft and gt are known
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functions. If the functions ft and gt are linear and both the noise is Gaussian, the Kalman
filter [66, 12, 2] finds the exact Bayesian filtering distribution. Otherwise, Kalman filter
based methods are a first-order approximation. While for particle filter, the distribution is
more accurately modeled by generating enough particles.
Particle filter consists of essentially two steps: prediction and update. Let xt denote
the state variable describing the affine motion parameters of an object at time t. The
predicting distribution of xt given all available observations z1:t−1 = {z1, z2, · · · , zt−1}




At time t, the observation zt is available and the state vector is updated using the Bayes
rule











where p(zt|xt) denotes the observation likelihood. p(zt|z1:t−1) is regarded as a normal-
ization factor unrelated to xt.
In the particle filter, the posterior p(xt|z1:t) is approximated by a finite set of N sam-
ples {xit}i=1,··· ,N with importance weights wit. The candidate samples xit are drawn from







The samples are resampled to generate a set of equally weighted particles accord-
ing to their importance weights to avoid degeneracy. In the case of the bootstrap fil-
ter q(xt|x1:t−1, z1:t) = p(xt|xt−1) and the weights become the observation likelihood
p(zt|xt).
The state transition model characterizes the motion between the frames. In the
visual tracking problem, it is ideal to have an exact model to describe the movement of
the target. However, simplified models are used to approximate the motion. The motion
model can be learned through a training video [60, 102], fitted using a constant velocity
model [9, 14, 138, 11, 148], or approximated by introducing an adaptive-velocity model
[149]. The observation model uses the measurement extracted from the frame for the
inference. The measurement can be appearance model [90, 148, 49, 125, 74], or contours
[60].
1.4 Visual Tracking
Visual tracking is a critical task in many computer vision applications such as
surveillance, robotics, human computer interaction, vehicle tracking, and medical imag-
ing, etc. Tracking works by finding a region in the current frame that matches a template
as closely as possible. The challenges in designing a robust visual tracking algorithm
are caused by the presence of noise, occlusion, varying viewpoints, background clutter,
and illumination changes [142]. A variety of tracking algorithms have been proposed to
overcome these difficulties.
Early works used the sum of squared difference (SSD) as a cost function in the
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tracking problem [6]. A gradient descent algorithm was most commonly used to find
the minimum [48]. Subsequently, more robust similarity measures have been applied
and the mean-shift algorithm or other optimization techniques utilized to find the optimal
solution [24]. It iteratively carries out a kernel based search starting at the previous lo-
cation of the object. The success of the mean shift depends highly on the discriminating
power of the histograms that are considered as the objects’ probability density function.
A mixture model of three components with an online EM algorithm is proposed to model
the appearance variation during tracking [62]. However, in [51], an online density-based
appearance model uses a varying number of Gaussians to represent the color and color
rectangular features at each pixel. The number, mean, covariance, and weight are deter-
mined automatically during tracking. The graph-cut algorithm was also used for tracking
by computing an illumination invariant optical flow field [43]. The covariance tracker
[108] was proposed to successfully track nonrigid objects using a covariance based object
description that fuses different types of features and modalities.
Tracking can be considered as an estimation of the state for a time series state space
model. The problem is formulated in probabilistic terms. Early works uses a Kalman
filter [12] to provide solutions that are optimal for a linear Gaussian model. The particle
filter, also known as the sequential Monte Carlo method [36], is one of the most popular
approaches. It recursively constructs the posterior probability density function of the state
space using Monte Carlo integration. It has been developed in the computer vision com-
munity and applied to tracking problems under the name Condensation [61]. In [149],
an appearance-adaptive model is incorporated in a particle filter to realize robust visual
tracking and classification algorithms. A hierarchical particle filter is used for multiple
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object tracking in [139]. In [68], an efficient method for using subspace representation
in a particle filter by applying Rao-Blackwellization to integrate out the subspace coeffi-
cients in the state vector. A sequential particle swarm optimization framework is proposed
for visual tracking inspired by the animal swarm intelligence in evolutionary computing
[146]. A multi-view multi-hypothesis approach using particle filter is proposed to seg-
ment and track people on a ground plane [71]. In [86], tracking is handled by registering
the frames and tracking the moving objects simultaneously within the factorial Hidden
Markov Model framework using particle filters. It uses a joint maximum gradient method
in [85] to quickly register the successive frames.
Tracking can be considered as finding the minimum distance from the tracked object
to the subspace represented by the training data or previous tracking results [10, 56, 84,
114]. In [10], the appearance of the object is represented using an eigenspace. The
appearances of objects are represented using affine warps of learned linear subspaces of
the image space [56]. In [114], a tracking method is proposed to incrementally learns
a low-dimensional subspace representation, efficiently adapting online to changes in the
appearance of the target.
Tracking can also be considered as a classification problem and a classifier is trained
to distinguish the object from the background [3, 22, 98]. In [3], a feature vector is con-
structed for every pixel in the reference image and an adaptive ensemble of classifiers is
trained to separate pixels that belong to the object from pixels that belong to the back-
ground. In [22], a confidence map is built by finding the most discriminative RGB color
combination in each frame. A set of discriminant functions each recognizing the object
pattern against the background patterns is used to locate the target and the tracker is ro-
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bust to view changes when unseen views of the object come into view [98]. A hybrid
approach that combines a generative model and a discriminative classifier is used to cap-
ture appearance changes and allow reacquisition of an object after total occlusion [144].
A set of auxiliary objects is integrated into the tracking process to provide efficient
computation as well as strong verification [140]. Learning also comes to play in visual
tracking [135, 5]. Other studies on robust visual tracking handle special topics such as
occlusion can be found in [59, 151, 26], etc.
Recently, video based tracking and recognition has gained much attention. In [38],
an adaptive framework is proposed for learning human identity by using the motion in-
formation along the video sequence, which improves both face tracking and recognition.
In [149], a framework is proposed to track and recognize human faces from video simul-
taneously using a particle filter. The recognition determines the identity of the person
which is fixed in the whole video sequence. The parameters to be inferred consist of face
motion vector and an identity variable. A form of simultaneous tracking and recognition
based on high dimensional nearest neighbor searching is described in [116]. It needs a lot
of prototype images taken at different poses to be stored in the image database. In [92],
an approach is proposed for object tracking and recognition by combining the feature
point matching with optical flow. An adaptive Hidden Markov Models (HMM) is used to
perform video-based face recognition [75]. A video based vehicle classification system
is proposed in [94]. Detection, tracking, and recognition are integrated to one system and
applied to IR video vehicle classification proposed in [87].
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Chapter 2
Illumination Recovery from Images with Cast Shadows
2.1 Introduction
Dealing with shadows is an important and challenging problem in the study of il-
lumination effects. Shadows make it difficult to recover illumination from a scene given
a single input image. However, as observed in previous studies [112, 103, 120], images
with cast shadows can often be sparsely represented, which is attractive since sparsity
leads to efficient estimation, dimensionality reduction, and efficient modeling.
In this dissertation, we solve the problem of illumination recovery from a single
image with cast shadows and show that the illumination can be well approximated by a
combination of low frequency spherical harmonics and a sparse set of directional light
sources. As in previous work, we recover lighting using a prior model about the scene
that captures geometry and albedos [8, 7, 120, 118, 119, 103, 117]. It is pointed out in
[53] that the assumption of known geometry is required by many illumination estimation
methods. Illumination recovery with sparse light sources can be very helpful for many
applications. For example, by representing the lighting using a sparse set of directional
sources, we can save a large amount of time in rendering very complex scenes while
maintaining the quality of scene recovery.
We cast the problem of finding a sparse representation of directional sources as
an `1-regularized least squares problem. This is partly motivated by recent advances in
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compressive sensing [16, 33]. Compared to `2 minimization, `1 minimization tends to
find the most significant directional sources and discard the insignificant ones. This is
very suitable for our purpose in which we want to select a sparse representation from
about one thousand directional sources. The solution to the `1-regularized least squares
problem using the truncated Newton interior-point method is very fast and reliable, which
enables our method to be used in many areas, such as lighting design. The proposed
method is tested on synthetic and real images in which it outperforms other state-of-the-
art approaches in both accuracy and speed.
2.2 What are the Shadows?
A shadow is an area where direct light from a light source cannot reach due to
obstruction by an object. Shadows in an image provide useful information of the scene:
shapes of the objects, relative position of the objects, as well as the characteristics of the
light sources. The detection of shadows can aid important computer vision tasks such as
image segmentation and object detection.
The first step in the development of efficient tools for recognizing objects with
shadows in digital images and image sequences is an understanding of how shadows
appear in images and what is peculiar to them. Shadows are crucial for human perception
of the 3D world.
The darkest part of a shadow is the umbra. A point P of the scene is considered
to be in the umbra if it is completely blocked by the object causing the shadow, i.e. it
doesn’t receive any light from the light source. If the light is partially blocked, hence P
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can view a part of the light source, it is in the penumbra. The union of the umbra and the
penumbra is the shadow, the set of points for which at least one point of the light source
is occluded. Objects that hide a point from the light source are called occluders. Figure
2.1 (a) shows the generation of umbra and penumbra. Area light sources emit light to the
receiver and some lights are blocked by the occluder. The blue part in the penumbra on
the receiver can only see part of the light source, while the red part in the umbra cannot
see anything from the light source. The umbra and penumbra structure is clearly visible
in figure 2.1 (b).
(a) (b)
Figure 2.1: Umbra and penumbra generation. Area light sources, as the line source in
(a), generate penumbra where the light is only partially obstructed by the shadow casting
object. The umbra and penumbra structure is clearly visible in (b).
Shadows are categorized as two types:
• attached shadows or self shadows, that occur when a surface faces away from a
light source.
• cast shadows, that occur when an intervening part of an object blocks the light from
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reaching a different part of the surface.
For convex objects, only attached shadows occur. Attached shadows are easily modeled,
since they depend only upon the local geometry of the surface, that is, the normal direction
of the point on the surface. On the other hand, cast shadows are caused when an entirely
different region of the surface intersects the path from the light source to the point. Since
they are dependent on the global geometry of the surface, cast shadows are more complex
to model. Figure 2.2 (a) illustrates the generation of attached and cast shadows. An
example of attached and cast shadows in real life is given in figure 2.2 (b). The left side
of the cat condo, which faces away from the light source, is in the attached shadow. The
cat condo casts a hard shadow on the background.
(a) (b)
Figure 2.2: Examples of attached and cast shadow. The generation of attached and cast
shadow is illustrated in (a). (b) gives an example of attached and cast shadows in real life.
The left side of the cat condo, which faces away from the light source, is in the attached
shadow. The cat condo casts a hard shadow on the background.
Shadows provide a strong source of information about the shape of surfaces, which
we now illustrate with a concrete example.
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Shadows help us to understand relative object position and size in a scene. In figure
2.3 (a), we are unable to determine the position of an object in space without a cast




Figure 2.3: Shadows provide information about the relative positions of objects. We
cannot determine the position of the wooden dog from shadowless image (a), whereas on
the other three images we understand that it is more and more distant from the ground.
Shadows can also provide information about the shape and geometry of a complex
occluder. From the shadow cast on the ground in figure 2.4 (a), we can see the occluder




Figure 2.4: Shadows provide information about the shape and geometry of the occluder.
2.3 Lambertian Model
We assume that a surface exhibits Lambertian reflectance, which states that light
falling on it is reflected equally in all directions and the brightness of the surface is the
same to an observer regardless of the observer’s angle of view. In figure 2.5 (a), the light
falling on the Lambertian surface is reflected equally in all directions and appears the
same to the viewer from any viewing direction. The bidirectional reflection distribution
function(BRDF) for a Lambertian surface is known to be a constant. Under the Lamber-
tian law, the intensity of a point p is calculated by taking the dot product of the surface
normal n(p) and lighting direction l with multiplication by albedo ρ and light intensity
i(l). (see figure 2.5 (b))
I(p) = ρi(l)n(p) · l (2.1)
If the image of a Lambertian object has no shadows, the set of all images under
all lighting conditions is a 3-dimensional space. For any lighting direction l, it can be
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(a) (b)
Figure 2.5: Lambertian surface and law. In (a), the light falling on the Lambertian surface
is reflected equally in all directions and appears the same to the viewer from any viewing
direction. According to the Lambertian law, the intensity of a point is the dot product of
the surface normal and lighting direction as in (b).
represented by 3 non-coplanar basis lighting directions {l1, l2, l3}. Given that n is the
surface normal of a surface point, the image brightness value of the point is
I(p) = ρi(l)n(p)·l = ρi(l)n·(a1l1+a2l2+a3l3) = ρi(l)(a1n(p)·l1+a2n(p)·l2+a3n(p)·l3)
(2.2)
The brightness value of a surface point is a linear combination of the brightness value of
the same point under 3 fixed, independent illuminations. Thus the images of a Lambertian
scene without shadows lie in a three-dimensional subspace [122, 93].
2.4 Spherical Harmonic Analysis
Problems arise when the point is in the attached shadow. The angle between the
surface normal and the lighting direction is obtuse (n(p) · l < 0), which results in the
space for the set of images under all lighting conditions no longer being 3-dimensional.
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In [7], it is shown that it is very close to a 9D linear subspace using spherical harmonic
analysis. This is analogous to Fourier analysis, but on the surface of a sphere. With a
spherical harmonic representation, low frequency light means light whose intensity varies
slowly as a function of direction. Image formation is analogous to the convolution of the
lighting function with a half cosine function. The reflectance function acts as a low-pass
filter with 99.2 percent of its energy in the first nine components.
In the following, we briefly review the spherical harmonic analysis for attached
shadows. We denote the lighting direction and surface normal using unit vectors ul and
vr, respectively. According to Lambert’s law, if a light ray of intensity l coming from di-
rection ul reaches a surface point with albedo ρ and normal direction vr, then the intensity,
i, reflected by the point due to this light is given by
i = ρl(ul)max(ul · vr, 0) (2.3)




k(ul · vr)l(ul)dul (2.4)
where k(u · v) = max(u · v, 0). The reflected light on a point is a function of surface
normal alone. Intuitively, it can be regarded as a convolution of k and l.
The surface spherical harmonics are a set of functions that form an orthonormal
basis for the set of all functions on the surface of the sphere. Any piecewise continuous
function f on the surface of the sphere can be written as a linear combination of an infinite




























































where the superscripts e and o denote the even and odd components of the harmonics,
respectively. Ynm = Y en|m| ± iY on|m|. Figure 2.6 shows the first nine spherical harmonics.
Figure 2.6: The first nine spherical harmonics.
Both the lighting function l, and Lambertian kernel k, can be written as sums of
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Note that since k(u) is circular symmetric about the north pole
∫
S2
k(u)Y ∗nm(u)du = 0,m 6= 0 (2.10)
According to the Funk-Hecke theorem, the harmonic expansion of the reflectance
function r can be written as:








































Figure 2.7 is a graph representation of the first 9 coefficients and the cumulative
energy of the Lambertian kernel. Because the Lambertian kernel k acts as a low-pass
filter, the high-frequency components of the lighting have little effect on the reflectance
function. We achieve a low-dimensional approximation to the reflectance function by
truncating the sum in (2.11).

















where rnm is given by
rnm = k ∗ Ynm = αnYnm (2.14)
(a) (b)
Figure 2.7: A graph representation of the first 9 coefficients and the cumulative energy of
the Lambertian kernel.
Using this analysis, we can efficiently represent the set of images of objects seen
under varying illumination. Let pi denote the ith point on the surface of the object. Let
ni and ρi denote the surface normal and albedo of pi, respectively. Then, the image Ii of
pi is:











where bnm(pi) = ρirnm(ni) is the harmonic image. We can see any image is a linear
combination of harmonic images.
We can recognize objects by comparing a new query image to the linear subspace
of images that correspond to each model in turn. Given an image I , we seek the distance
from I to the space spanned by the basis images. Let B denote the basis images. Then
we seek a vector a that minimizes ||Ba− I||. Every column of B contains one harmonic
image bmn. This shows very good results for face recognition.
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2.5 An Example
Although the set of images produced by a scene with cast shadows can be of high
dimension, the number of directional lights needed to approximate the lighting is highly
compressible and the perceptual loss from the image constructed by the recovered lighting
is hardly noticeable. To strengthen our intuitions, we consider a very simple example of a
scene consisting of a flat playground with an infinitely thin flag pole. We view the scene
from directly above, so that the playground is visible, but the flag pole appears only as a
negligible point. Suppose the scene is illuminated by an arbitrary set of directional lights
of equal intensity that each has an elevation of 45 degrees. In this case, the intensity of the
lighting can be described as a one-dimensional function of azimuth. A single directional
light illuminates the playground to constant intensity except for a thin, black shadow on it.
The entire set of lights can cause shadows in multiple directions. None of these shadows
overlap, because the pole is infinitely thin.
Now consider the linear subspace spanned by the images that this scene can pro-
duce. We first consider the set of images that are each produced by a single directional
source. All images are nonnegative, linear combinations of these. We represent each
image as a vector. By symmetry, the mean of these images will be the constant image
produced in the absence of cast shadows. Subtracting the mean, each image is near zero,
except for a large negative component at the shadow. All these images have equal magni-
tude, and are orthogonal to each other. Therefore, they span an infinite-dimensional space,
and Principal Component Analysis (PCA) will produce an infinite number of equally sig-
nificant components. A finite-dimensional linear subspace cannot capture any significant
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(a) (b) (c)
Figure 2.8: A flagpole rendered with one directional source (a), two directional sources
(b), and ten directional sources (c). The shadows are lighter as the number of directional
sources increases.
fraction of the effects of cast shadows.
But, let’s look at the images of this scene differently. A single directional source
produces a single, black shadow (Figure 2.8(a)). Two sources produce two shadows (Fig-
ure 2.8(b)), but each shadow has half the intensity of the rest of the playground, because
each shadow is lit by one of the lights. The more lights (e.g., Figure 2.8(c)) we have the
more shadows we have, but the lighter these shadows are. Therefore, while a sparse set
of lights can produce strong cast shadows, many lights tend to wash out the effects of
shadowing.
Now, suppose we approximate any possible image using one image of constant
intensity, and a small number of images that are each produced by a directional source. If
the actual image is produced by a small number of directional sources, we can represent
its shadows exactly. If the image is produced by a large number of directional sources,
we cannot represent the shadows well with a few sources, but we do not need to, because
they have only a small effect and the image is approximately constant.
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2.6 Modeling Images with Cast Shadows
We now model cast shadows in detail. We do not consider specular reflections, and
in fact there is no reason to believe that sparse lighting can approximate the effects of
full environment map lighting when there are significant specular reflections (instead of
our playground example, imagine images of a mirrored ball. Directional sources produce
bright spots which do not get washed out as we add more directional sources). We also
do not consider the effects of saturated pixels. We assume the geometry of the scene is
given, so we can render directional source images from it.
A scene is illuminated by light from all directions. Therefore, an image I ∈ Rd (we





x(θ)Idir(θ)dθ , x(θ) ≥ 0 , (2.16)
where S is the unit sphere that contains all possible light directions, Idir(θ) is the image
generated by a directional light source with angle θ ∈ S , and x(θ) is the weight (or
amount) of image Idir(θ).
For practical reasons, integration over the continuous space S is replaced by a su-
perposition over a large discrete set of lighting directions, say {θk}Nk=1 with a large N .
Denote the image generated by light from direction θk as Ik = Idir(θk) and xk = x(θk);




xkIk , xk ≥ 0. (2.17)
It is known that in the absence of cast shadows, this lighting can be approximated
using low frequency spherical harmonics [7, 110]. We use a nine-dimensional spherical
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harmonic subspace generated by rendering images of the scene, including their cast shad-
ows, using lighting that consists of zero, first, and second order spherical harmonics. We
will therefore divide the effects of these directional sources into low- and high-frequency
components. We can then capture the low-frequency components exactly using a spher-
ical harmonic basis. We will then approximate the high frequency components of the
lighting using a sparse set of components that each represent the high frequency part of a
single directional source.
We project the directional source image Ik onto the spherical harmonic subspace
and it can be written as the sum of the projection image Îk and residual image Ĩk. Then




xk(Îk + Ĩk) , xk ≥ 0. (2.18)
We separate the low frequency component Îk from high frequency component Ĩk







xkĨk , xk ≥ 0. (2.19)
We know that the low frequency component
∑∞
k=1 xkÎk lies in a low dimensional
subspace and can be approximated using Î by simply projecting I to the spherical har-
monic subspace. Equation (2.19) can be written as:
I = Î +
N∑
k=1
xkĨk , xk ≥ 0. (2.20)
Î is simply the component of the image due to low-frequency lighting, where we
solve for this component exactly using the method of [7]. We then approximate the high
frequency components of the lighting using a sparse set of values for xk. Note that these
40
components will be reflected only in the cast shadows of the scene, and we expect that
when these cast shadows are strong, a sparse approximation will be accurate.
Our problem is now reduced to finding a certain number of xk’s that best approxi-




||Ax− Ĩ||2, xk ≥ 0 , (2.21)
where A = [Ĩ1Ĩ2 · · · ĨN ] and x = (x1, ..., xN)>. To avoid ambiguity, we assume all the
residual directional source images Ĩk are normalized, i.e., ||Ik||2 = 1.
The size of the image can be very large, which corresponds to a large linear system
Ax = Ĩ . To reduce the dimensionality and speed up the computation, we apply PCA to
the image set A. The standard PCA yields a projection matrix W ∈ Rm×d that consists
of the m most important principal components of A.
Applying W to equation 2.21 yields:
arg min
x
||W (Ax− µ)−W (Ĩ − µ)||2
= arg min
x
||WAx−WĨ||2, xk ≥ 0 , (2.22)
where µ is the mean vector of columns of A.
The dimension m is typically chosen to be much smaller than d. In this case, the
system (2.22) is underdetermined in the unknown x and simple least squares regression
leads to over-fitting.
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2.7 `1-Regularized Least Squares
A standard technique to prevent over-fitting is `2 or Tikhonov regularization [96],
which can be written as
arg min
x
||WAx−WĨ||2 + λ||x||2, xk ≥ 0. (2.23)





1/2 denotes the `2 norm of x and λ > 0 is the regularization
parameter.
We are concerned with the problem of low-complexity recovery of the unknown
vector x. Therefore, we exploit the compressibility in the transform domain by solving
the problem as the `1-regularized least squares problem. We substitute a sum of absolute
values for the sum of squares used in Tikhonov regularization:
arg min
x
||WAx−WĨ||2 + λ||x||1, xk ≥ 0. (2.24)
where ||x||1 =
∑N
k=1 |xk| denotes the `1 norm of x and λ > 0 is the regularization param-
eter. This problem always has a solution, though not necessarily unique. `1-regularized
least squares (LS) typically yields a sparse vector x, which has relatively few nonzero
coefficients. In contrast, the solution to the Tikhonov regularization problem generally
has all coefficients nonzero.






xk, xk ≥ 0. (2.25)
Figure 2.9 shows the recovered coefficients x using `1-regularized LS and `2-regularized
LS algorithms respectively for the synthetic image rendered with the light probe in Figure
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Illumination recovery from L1−regularization LS














Illumination recovery from L2−regularization LS
(a) (b)
Figure 2.9: The recovered coefficients x from `1-Regularized LS (a) and `2-Regularized
LS (b).
2.10 (a). The query image is approximated using N=977 directional source images. The
parameter λ’s are tuned such that the two recoveries have similar errors. The results show
that `1 regularization gives a much sparser representation, which fits our expectation.
Algorithm 2 summarizes the whole illumination recovery procedure. Our imple-
mentation solves the `1-regularized least squares problem via an interior-point method
based on [70]. The method uses the preconditioned conjugate gradients (PCG) algorithm
to compute the search direction and the run time is determined by the product of the total
number of PCG steps required over all iterations and the cost of a PCG step. We use the
code from [27] for the minimization task in (2.25).
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Algorithm 2 Sparse representation for inverse lighting
1: Obtain N directional source images by rendering the scene with N directional light
sources uniformly sampled from the upper hemisphere (object is put on a plane and
there is no light coming from beneath).
2: Create the first nine spherical harmonic images by integrating the N directional
source images.
3: Project each directional source image Ik to the 9D spherical harmonic subspace and
obtain the corresponding residual directional source image Ĩk.
4: Normalize Ĩk such that ||Ĩk||2 = 1.
5: Generate matrix A = [Ĩ1Ĩ2 · · · ĨN ].
6: Apply Principal Component Analysis to matrix A and obtain the projection matrix
W by stacking the m most important principal components of A.
7: Project the query image I to the spherical harmonic subspace and obtain the residual
image Ĩ .
8: Solve the `1-regularized least squares problem with nonnegativity constraints (2.25).
9: Render the scene with the spherical harmonic lighting plus the recovered sparse set
of directional light sources.
2.8 Experiments
In this section, we describe our experiments for illumination recovery on both syn-




Both synthetic and real datasets are used in our experiments to validate the perfor-
mance of our proposed method.
There are two synthetic scenes used in our experiments. One is composed of a cof-
fee cup and a spoon, with a plate underneath them (see Figure 2.14 and 2.16). The teacup
and spoon will cast shadows on the plate when the light comes from certain directions.
The other scene consists of one table and four chairs (see Figure 2.15 and 2.17). The
legs of table and chairs are thin and will cast shadows on the ground which poses chal-
lenges for the illumination recovery. Four synthetic images for each scene are obtained by
rendering the scene with environment maps (namely kitchen, grace, campus, and build-
ing, see Figure 2.10) provided by [31]. We considered a scene where the objects were
placed on an infinite plane, so only lights coming from the upper hemisphere are taken
into account.
For the real objects, we built CAD models of three objects (namely chair1, chair2,
and couch, see Figures 2.19 and 2.20) and printed them with a 3D printer.
The 3D printer we use is manufactured by Z Corporation with the model ZPrinter
310 Plus. The images of the printer ZPrinter 310 Plus are show in Figure 2.11. We
briefly explain how a 3D object is created from a 3D printer. First, a 3D CAD file is
imported into the system software. The software slices the file into thin cross-sectional
slices, which are fed to the 3D printer. Second, the printer creates the model one layer at a
time by spreading a layer of powder and inkjet printing a binder in the cross-section of the
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(a) (b) (c) (d)
Figure 2.10: Light probes [31] used to generate our synthetic dataset: (a) kitchen, (b)
grace, (c) campus, and (d) building. The light probes are sphere maps and shown in
low-dynamic range for display purposes.
part. Finally, the process is repeated until every layer is printed and the part is complete
and ready to be removed.
We took pictures of the objects and rendered directional source images using PovRay.
Figure 2.12 shows the objects we used for the experiments. We name them chair1, couch,
and chair2 from left to right. The only difference between chair1 and chair2 is the number
of backrest bars. These objects are placed under natural indoor illumination and images
are taken by a Canon EOS Digital Rebel XT camera.
One of our experiments involves recovering lighting from one object (chair1), and
using it to render a model of a second object (chair2) [103]. For this reason, we take
pictures of chair1 and chair2 in exactly the same illumination environment.
2.8.1.2 Registration
After we take pictures of the real objects, we need to register the object in the picture
to the 3D model. We select the feature points and match them from the picture to the 3D
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Figure 2.11: Images of the 3D printer.
Figure 2.12: Real objects we used for the experiments. We name them chair1, couch, and
chair2 from left to right.
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(a) (b)
Figure 2.13: Images of the 3D model with feature points hightlighted using colored balls.
model. Figure 2.13 shows the 3D model with the feature points on it. Figure 2.13 (a) is
the chair1 model. The eight corner points are selected as feature points and highlighted
with colored balls. Figure 2.13 (b) is the couch model. There is no apparent corner points
on the model. We add seven small balls with center on the couch whose center are used
as feature points for the registration.
To do the registration, the object is first rotated and translated to the camera coordi-
nate system and then projected onto the image plane. We use a simplified pinhole camera
model to do the registration. There will be six parameters for the coordinate transforma-
tion and one for the camera.
The objects are registered to the images by minimizing the distance between the
feature points on the image and the corresponding feature points from the 3D model. We
adapt a simple pinhole camera model [54]. The 3D point position in world coordinates
[X,Y, Z, 1]T expressed in Homogeneous coordinates is projectively mapped to the pixel
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R is the rotation matrix which encompass three rotation matrix along three axis. t is the
translation vector.
2.8.1.3 Methods for Comparison
We compare our proposed algorithms with Spherical Harmonics [7, 110], Non-
Negative Least squares (NNL) [8], Semidefinite Programming (SDP) [117], and Haar
wavelets [103] algorithms . To make this algorithm comparable, we use 100 directional
sources to represent the lighting which is obtained from thousands of possible directional
sources. The reason that we choose 100 sources is because by examining the coefficients
for all the experiments, we find that the coefficients become zero or very small after 100
sources. The λ in Equation (2.25) is set to 0.01 for all the experiments.
In the following, we briefly review and analyze the four algorithms that are used for
comparison.
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1. Spherical Harmonics: From Equation 2.15, we can see the image without cast
shadows is a linear combination of harmonic images. In [7, 110], it is shown that
the image is well approximated using the first nine harmonics images.
2. Non-Negative Linear: In [8], it has shown that the set of images of an object pro-
duced by nonnegative lighting is a convex cone in the space of all possible images.
Given an image I , we attempt to minimize ||Ha − I|| subject to a >= 0 where H
is the matrix whose columns are directional source images. If we densely sample
the illumination distribution, it makes the solution exceedingly expensive in terms
of processing time and storage requirements because of the high dimensionality of
the matrix H formed by point source images.
3. Semidefinite Programming (SDP): In [117], semidefinite programming is applied
to perform a constrained optimization to quickly and accurately solve for the non-
negative linear combination of spherical harmonics. It has been successfully ap-
plied for specular object recognition on both synthetic and real data by better sepa-
rating the correct and incorrect models. This work is the first to show that SDP can
also be used to handle shadows. Their SDP algorithm is summarized as follows:
(a) First, spherical harmonic images are obtained by rendering the 3D objects
with each individual harmonic lighting.
(b) Second, these harmonic images are vectorized and stacked as columns of a
matrix M . The resulting image is described as Ma which is the product of
spherical harmonic images M and coefficient vector a.
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(c) Third, given the query image r = I +noise, a is found by minimizing ||Ma−




a0 a1 · · · an
a−1 a0
. . .




(d) Fourth, compute the QR decomposition of the matrix M . The problem is
reduced to: solve the size (L + 1)2 problem: mina ||Ra − QT r||2 subject to
TL(a) ≥ 0. These kind of problems are called semidefinite programming
(SDP) problems.
(e) Finally, the problem is solved as: mina q subject to







and TL(a) ≥ 0. It’s solved in MATLAB using SDPT3 and YALMIP packages.
SDP is designed to approximate high frequency signals that cannot be captured by
the 9D spherical harmonics. It works well on specular objects such as a shiny rubber
ball and a ceramic shaker using harmonics up to 10th order. The total harmonics
used in SDP is (10 + 1)2 = 121. Since images with cast shadows generally have a
lot of high frequency signals, it still misses a certain amount of information which
is contained in higher order harmonics.
4. Haar Wavelets: In [103], spherical harmonics is compared to Haar wavelets as
a basis for recovery from shadows. The Haar wavelets approach is similar since
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Haar wavelets also form an orthonormal basis. The advantages pointed out are the
compact supports with various sizes which allow different resolutions in different
regions.
The illumination distribution is mapped to a cube and two-dimensional Haar wavelet
basis elements are used in each face of the cube. Similar to the spherical harmonics
(2.15), the illumination distribution is represented by a linear combination of the








where ci and di,j,k,l are coefficients of the corresponding basis functions. The coef-
ficients are computed using a constrained least squares estimation which constrains
the resulting distribution to be position.
2.8.1.4 Evaluation Criterion
Accuracy. To evaluate the accuracy of different algorithms, we use the Root-Mean-
Square (RMS) errors of pixel values, which is also used in [103]. Specifically, for an
input image I ∈ Rd and its recovery Î ∈ Rd, the RMS between them is defined as
r(I, Î) = ||I − Î||2.
Run Time. We divide the run time for illumination recovery into three parts: (1) pre-
processing time, (2) time for solving the lighting recovery algorithm (e.g., solving the
`1-regularized LS, SDP), and (3) rendering the scene with recovered lighting. First, part
(1) can be done off-line and is actually similar for all methods. In fact, preprocessing time
is dominated by the time for generating images using different directional light sources
52
(via PovRay for all experiments). These images are pre-computed off-line, and are actu-
ally used in all methods.1 Second, part (3) is usually much faster than the other two parts
and therefore can be ignored. For the above reasons, in the paper we focus only on the part
(2), which measures the time efficiency of different illumination recovery approaches.
All the algorithms were run in MATLAB 7.4.0. The computer used was a Intel Core
Duo at 1.73GHz with 2.0GB RAM laptop.
2.8.2 Experiments with Synthetic Data
In this section, we deal first with synthetic data, showing that illumination can be
accurately recovered by using our proposed method. Comparison between our proposed
method and other methods is made in terms of accuracy and speed.
Using the POV-Ray ray tracer we generate directional images, each using a single
directional light source. We obtain directions by uniformly sampling the upper hemi-
sphere. Using these images, we numerically integrate to compute nine images of the
scene, each with lighting consisting of a single spherical harmonic.
Figure 2.14 and Figure 2.15 show the first nine harmonic images created from more
than three thousand directional source images derived from a 3D model of one teacup,
and one table with four chairs. The top row contains the zeroth harmonic (left) and the
three first order harmonic images (right). The second row shows the images derived from
the second harmonics. Image values are scaled to the full range of the intensity.
For the evaluation, we used synthetic images rendered with four environment maps
provided by [31], from high dynamic range light probe images, and recovered illumina-
1The spherical harmonics and Haar wavelets also need these images for basis image estimation.
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Figure 2.14: We show the first nine harmonic images created from more than three thou-
sand directional source images derived from a 3D model of one teacup. The top row
contains the zeroth harmonic (left) and the three first order harmonic images (right). The
second row shows the images derived from the second harmonics. Image values are scaled
to the full range of the intensity.
Figure 2.15: We show the first nine harmonic images created from more than three thou-
sand directional source images derived from a 3D model of one table with four chairs.
The top row contains the zeroth harmonic (left) and the three first order harmonic images
(right). The second row shows the images derived from the second harmonics. Image
values are scaled to the full range of the intensity.
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tion from them. Figure 2.10 shows the sphere maps of four of the light probes used in our
experiments. We considered a scene where the objects were placed on an infinite plane,
so only lights coming from the upper hemisphere are taken into account.
Figure 2.16 provides the evaluation results of the teacup image in Figure 2.14. It
shows ground truth images (row 1) and images obtained by using the method based on
spherical harmonics (row 2), NNL with 100 directional sources (DS) (row 3), NNL with
300 DS (row 4), SDP (row 5), Haar wavelets (row 6), and our method (row 7). We
recovered illumination distributions from input images (row 1) rendered with the sphere
maps of kitchen, grace, campus, and building (Figure 2.10), respectively. The image
approximated using spherical harmonics is obtained by projecting the image onto the
harmonic subspace. It fails to capture the apparent shadows cast on the plate and ground.
For NNL, we tested two versions, using the 100 and 300 largest DS respectively, from
977 possible ones. The reason is, as illustrated in Figure 2.16, NNL with 100 DS failed
to generate a reasonable result. This tells us the results of NNL is not sparse and require
a large number of directional sources in order to produce good results. Comparing with
spherical harmonics, SDP captures more details of the cast shadows, but the shadows are
very fuzzy and the shadow boundaries are unclear. We render the image with 102 Haar
basis functions as in [103]. Both Haar wavelets and our method reproduce the shadows
reliably.
Figure 2.17 provides the evaluation results of the teacup image in Figure 2.15. It
achieves similar results to Figure 2.16. Our method recovers the illumination distribution
reliably.
To quantitatively evaluate the performance of the methods in terms of speed and
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Figure 2.16: Experiments on synthetic images rendered from one teacup: Ground truth
images from different lighting probes as indicated (row 1), images recovered from differ-
ent approaches spherical harmonics (row 2), NNL with 100 DS (row 3), NNL with 300
DS (row 4), SDP (row 5), Haar wavelets with 102 basis (row 6), and our method with 100
DS (row 6).
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Figure 2.17: Experiments on synthetic images rendered from one table with four chairs:
Ground truth images from different lighting probes as indicated (row 1), images recovered
from different approaches spherical harmonics (row 2), NNL with 100 DS (row 3), NNL
with 300 DS (row 4), SDP (row 5), Haar wavelets with 102 basis (row 6), and our method
with 100 DS (row 6).
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Table 2.1: RMS errors and average run time on the synthetic image dataset. Note: the
running time does not include the preprocessing for generating “basis” images (same for
Tables 2.3 and 2.4).
Probe Probe Probe Probe Avg. Run
Method Kitchen Grace Building Campus Time (sec.)
Spherical Harmonics 8.00 12.23 12.21 7.39 0.01
NNL (100 DS) 55.74 17.31 39.41 74.87 9389.8
NNL (300 DS) 5.96 2.80 1.87 12.50 9389.8
SDP 3.21 4.11 3.48 1.26 10.9
Haar Wav. (102 basis) 3.42 3.12 1.61 0.96 1322.0
Our method (100 DS) 2.33 2.69 1.22 1.09 11.8
accuracy, we measure the quality of the approximation by looking at RMS and the speed
by run time. The errors in pixel values and run time in seconds are shown in Table 2.1,
and Table 2.2. One can find that the error in our method is the smallest of all the listed
methods and the run time is much smaller than the Haar wavelets method which has
comparable accuracy to our method. Therefore, our method works best for recovering
illumination from cast shadows in terms of both accuracy and speed.
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Table 2.2: RMS errors and average run time on the synthetic image dataset. Note: the
running time does not include the preprocessing for generating “basis” images (same for
Tables 2.3 and 2.4).
Probe Probe Probe Probe Avg. Run
Method Kitchen Grace Building Campus Time (sec.)
Spherical Harmonics 11.09 9.44 9.36 8.64 0.01
NNL (100 DS) 15.26 10.91 10.84 12.20 9410.5
NNL (300 DS) 8.72 10.90 10.73 9.51 9410.5
SDP 7.29 8.36 7.62 6.49 11.2
Haar Wav. (102 basis) 5.92 4.04 4.43 5.20 1332.0
Our method (100 DS) 5.71 3.95 4.37 4.90 12.0
2.8.3 Experiments with Real Data
For real images, we conduct two kinds of experiments. First, all the algorithms
are tested for illumination recovery tasks on chair1 and couch. The results are shown
in the left column of Figure 2.19 and in Figure 2.20. Second, we apply the recovered
illumination from chair1 to the model of chair2 and then compare the results to the ground
truth image. The second test is similar to those used for lighting recovery in [103]. The
results are shown in the right column of Figure 2.19. The RMS errors and run time
statistics are summarized in Tables 2.3 and 2.4.
Figure 2.18 show the first nine harmonic images created from more than three thou-
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Figure 2.18: We show the first nine harmonic images created from more than three thou-
sand directional source images derived from a 3D model of the chair1. The top row
contains the zeroth harmonic (left) and the three first order harmonic images (right). The
second row shows the images derived from the second harmonics. Image values are scaled
to the full range of the intensity.
sand directional source images derived from a 3D model of chair1. The top row contains
the zeroth harmonic (left) and the three first order harmonic images (right). The second
row shows the images derived from the second harmonics. Image values are scaled to the
full range of the intensity.
In Figure 2.19, the first row is the images of chair1 and chair2 which has the same
lighting as chair1. The left column (chair1) and right column (chair2) show the images
rendered with the lighting recovered from the chair1 image using spherical harmonics
(row 2), NNL with 100 directional sources (row 3), SDP with 100 directional sources (row
4), Haar wavelets with 102 basis functions (row 5), and our method with 100 directional
sources (row 6).
All these experiments show the superiority of our methods. Spherical harmonics
fail to capture the apparent shadows cast on the seat of the chair and the ground. In
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Figure 2.19: First row is the images of chair1 and chair2 which has the same lighting as
chair1. The left column (chair1) and right column (chair2) show the images rendered with
the lighting recovered from chair1 image using spherical harmonics (row 2), NNL with
100 directional sources (row 3), SDP with 100 directional sources (row 4), Haar wavelets
with 102 basis functions (row 5), and our method with 100 directional sources (row 6).
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comparison, SDP captures more details of the cast shadows, but the shadows are very
fuzzy and there are some highlights on the ground. NNL can produce accurate shadows,
but the shadows are intersecting and overlapping each other, causing the image to be
unrealistic to the user. The Haar wavelets method produces accurate shadows, but there
are some highlights on the ground. Our method generates visually realistic images and
produces accurate shadows both on the seat and the ground. In addition, Table 2.3 shows
the RMS error and run time for all the methods. Our method achieves the smallest error
of all the methods in only tens of seconds run time. Figure 2.20 and Table 2.4 show
the experimental results for the couch under natural indoor lighting. Again, our method
achieves the best results in terms of speed and accuracy. Hence, it can be concluded that
our method works reliably and accurately in recovering illumination and producing cast
shadows for real images as well.
2.8.4 Sparsity Evaluation
In the previous section, we argue that we can approximate the query image well
using a sparse set of directional light sources. To justify our argument, we conduct ex-
periments on synthetic and real images. Figure 2.21 shows the RMS versus number of
possible directional sources for synthetic images rendered with the grace light probe (left)
and a real image (right) under natural indoor lighting. The accuracy improves gradually
as the number of directional sources increases. From the plots, we can see after a certain
number of directional sources (≈ 50 for the left and≈ 180 for the right), the error remains
constant. It matches the argument that we can approximate the query image well enough
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Table 2.3: RMS errors and run times on the real images of chair1 and chair2. The RMS
for chair1 is for lighting recovery (Figure 2.19 left); while the RMS for chair2 is for
lighting evaluation (Figure 2.19 right).
Chair1 RMS Chair2 RMS Run time
Method Estimation Evaluation (sec.)
Spherical Harmonics 13.99 15.31 0.01
NNL (100 DS) 10.26 10.35 1854.89
SDP 9.38 9.40 10.88
Haar Wav. (102 basis) 10.75 11.02 1529.60
Our method (100 DS) 7.50 8.24 14.54
Table 2.4: RMS errors and run times on real images for the couch.
Method RMS Run time (sec.)
Spherical Harmonics 9.39 0.01
NNL (100 DS) 7.37 2050.22
SDP 7.01 14.62
Haar Wav. (102 basis) 7.84 1585.27
Our method (100 DS) 6.56 13.82
using only a sparse set of directional sources and after a certain number of directional
sources, increasing the number of directional sources does not improve the accuracy.
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(a) ground truth (b) spherical harmonics (c) NNL
(d) SDP (e) Wavelets (f) our method
Figure 2.20: (a) Ground truth image of couch. (b)-(f) show the image rendered with
the lighting recovered from (a) using different approaches, where (c) and (f) use 100
directional sources, and (e) uses 102 wavelet basis.
2.9 Conclusions
In this chapter, we start from describing basic shadow concepts and the spherical
harmonic analysis on the Lambertian model we assume for the objects. Shadow concepts
such as the umbra and the penumbra, attached and cast shadows are introduced and ex-
amples are given to illustrate the difference between them. Examples are also show the
rich information provided by cast shadows. A spherical harmonic representation of Lam-
bertian objects is briefly reviewed and its shortcomings are shown by a simple example
using images with prominent cast shadows. We provide a simple example and explain
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Figure 2.21: The improvement in accuracy by adding directional sources. RMS versus
number of directional sources for a synthetic image rendered with grace light probe (left)
and a real image in Figure 2.19 (first row chair2) (right) under natural indoor lighting.
that although the dimensionality of the subspace of images with cast shadows can go up
to infinity, the illumination can still be well approximated by a sparse set of directional
sources. Following this example, we derive a theoretical model and cast illumination
recovery as an `1-regularized least squares problem. An efficient and fast solution is
provided to find the most significant directional sources for the estimation. Experiments




Robust Visual Tracking using `1 Minimization
3.1 Introduction
In this chapter, we develop a robust visual tracking framework by casting the track-
ing problem as finding a sparse approximation in a template subspace. Motivated by the
work in [137], we propose handling occlusion using trivial templates, such that each triv-
ial template has only one non-zero element (see Figure 3.1). Then, during tracking, a
target candidate is represented as a linear combination of the template set composed of
both target templates (obtained from previous frames) and trivial templates. The num-
ber of target templates are far fewer than the number of trivial templates. Intuitively, a
good target candidate can be efficiently represented by the target templates. This leads
to a sparse coefficient vector, since coefficients corresponding to trivial templates (named
trivial coefficients) tend to be zeros. In the case of occlusion (and/or other unpleasant
issues such as noise corruption or background clutter), a limited number of trivial coef-
ficients will be activated, but the whole coefficient vector remains sparse. A bad target
candidate, on the contrary, often leads to a dense representation1(e.g., Figure 3.4). The
sparse representation is achieved through solving an `1-regularized least squares problem,
which can be done efficiently through convex optimization. Then the candidate with the
1Candidates similar to trivial templates have sparse representations, but they are easily filtered out for
their large dissimilarities to target templates.
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Figure 3.1: Templates used in our proposed approach (from the testing sequence, Figure
3.10).
smallest target template projection error is chosen as the tracking result. After that, track-
ing is led by the Bayesian state inference framework in which a particle filter is used for
propagating sample distributions over time.
Three additional components are included in our approach to further improve ro-
bustness. First, the velocity estimation of horizontal and vertical translation parameters
for the moving object is incorporated in the dynamic state transition model. This im-
proves the performance by concentrating more samples on the true location of the target
and use them more efficiently. Second, we enforce nonnegativity constraints to the sparse
representation. These constraints are especially helpful to eliminate clutter that is similar
to target templates with reversed intensity patterns. The constraints are implemented by
including both positive and negative trivial templates in the template set. Third, we dy-
namically update the target template set to keep the representative templates throughout
the tracking procedure. This is done by adjusting template weights by using the coef-
ficients in the sparse representation. A flowchart of our proposed tracker is represented
in Figure 3.2. We tested the proposed approach on numerous video sequences involving
heavy occlusion, large illumination and pose changes. The proposed approach shows ex-
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cellent performance in comparison with four previously proposed trackers, including the
mean shift (MS) tracker [24], the covariance (CV) tracker [108], the appearance adaptive
particle filter (AAPF) tracker [149], and the ensemble (ES) tracker [3].
Our work is motivated by recent advances in sparse representation [16, 33] and
its application in computer vision. The most relevant work is [137] where sparse repre-
sentation is applied for robust face recognition. Other applications include background
subtraction [20], media recovery [47], texture segmentation [81], and lighting estimation
[89], etc.
3.2 Motion Model
In the tracking framework, we apply an affine image warping to model the object




where the yt is the observation and xt is the motion parameter of the target between the
consecutive frames.
The tracking process is governed by the two important components: state transi-
tion model p(xt|xt−1) which models the temporal correlation of state transition between
two consecutive frames, and observation model p(yt|xt) which measures the similarity
between the appearance observation and the approximation using the target model.
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Figure 3.2: A flowchart of our proposed tracker.
3.2.1 State Transition Model
The state variable xt is modeled by the six parameters of the affine transformation
parameters (α1, α2, α3, α4, t1, t2) and velocity components (v1, v2), where {α1, α2, α3, α4}
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are the deformation parameters, (t1, t2) are the 2D translation parameters, and (v1, v2) are
the velocity of the horizontal and vertical translation parameters (t1, t2).
To propagate the particles, sometimes the velocity of the motion model is also taken
into account [14, 15, 146]. The deformation parameters in xt are modeled independently
by a Gaussian distribution around the previous state xt−1. We use an average velocity for
the translation parameters to model the object motion.






The process noise εt for each state variable is independently drawn from zero-mean nor-
mal distributions. The variances of affine parameters are different and do not change over
time. ∆t is dependent on the frame-rate of the sequence. n is the number of previous
velocities used for averaging. The larger the variances of the parameters, the more par-
ticles are needed to model the distribution. It is possible the target is tracked with better
precision, but the cost of the computation to evaluate all the possible particles will be high
as well. Some work [114, 149] exploits the balance between the efficient (less particles,
less precision) and effective (more particles, better precision) in visual tracking.
3.2.2 Observation Model
By applying an affine transformation using xt as parameters, we crop the region of
interest yt from the image and normalize it to be the same size as the target templates
in the gallery. The observation model p(yt|xt) reflects the similarity between a target
candidate and the target templates. We assume yt is generated from a subspace spanned
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by the target template set. The probability of a sample generated from the subspace of
template set, p(yt|xt), is formulated from the error approximated by the target templates
using `1 minimization. The likelihood of the projected sample is governed by a Gaussian
distribution as follows:
p(yt|xt) = N(yt|ŷt, Σ) (3.3)
where the mean of the Gaussian distribution is ŷt, which is the approximation by the
target template set using `1 minimization. Σ is the covariance matrix. We assume the
values are independent of each other and Σ turns out to be a diagonal matrix with only
nonzero elements on the diagonal.
3.3 `1 Minimization Tracking
3.3.1 Sparse Representation of a Tracking Target
The global appearance of one object under different illumination and viewpoint
conditions is known to lie approximately in a low dimensional subspace [78, 144]. Given
target template set T = [t1 . . . tn] ∈ Rd×n (d >> n), containing n target templates such
that each template ti ∈ Rd (we stack template image columns to form a 1D vector), a
tracking result y ∈ Rd approximately lies in the linear span of T,
y ≈ Ta = a1t1 + a2t2 + · · ·+ antn , (3.4)
where a = (a1, a2, · · · , an)> ∈ Rn is called a target coefficient vector.
In many visual tracking scenarios, target objects are often corrupted by noise or
partially occluded. The occlusion creates unpredictable errors. It may affect any part of
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the image and appear at any size on the image. To incorporate the effect of occlusion and
noise, Equation 3.4 is rewritten as
y = Ta + ε , (3.5)
where ε is the error vector – a fraction of its entries are nonzero. The nonzero entries
of ε indicate the pixels in y that are corrupted or occluded. The locations of corruption
can differ for different tracking images and are unknown to the computer. Following the












where a trivial template ii ∈ Rd is a vector with only one nonzero entry (i.e. I is an
identity matrix), and e = (e1, e2, · · · , ed)> ∈ Rd is called a trivial coefficient vector.
3.3.2 Nonnegativity Constraints
In principle, the coefficients in a can be any real numbers if the target templates
are taken without restrictions. However, we argue that in tracking, a tracking target can
almost always represented by the target templates dominated by nonnegative coefficients.
Here by “dominated” we mean that the templates that are most similar to the tracking
target are positively related to the target. This is true when we start tracking from the
second frame (the target is selected in the first frame manually or by a detection method),
the target in the second frame will look more like the target in the first frame such that
the coefficient is positive when the target in the first frame is used to approximate the
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Figure 3.3: Left: target template. Middle: tracking result without non-negativity con-
straint. Right: tracking result with non-negativity constraint.
target in the second frame. In new frames the appearance of targets may change, but new
templates will be brought in (may replace old templates) and the coefficients will still be
positive for the most similar target templates in the following frames.
Another important argument for including nonnegative coefficients comes from
their ability to filter out clutter that is similar to target templates at reversed intensity
patterns, which often happens when shadows are involved. We give an example in Fig-
ure 3.3. In Figure 3.3, the left image shows the first frame in which the target template
is created as in the bounding box. The middle image shows the tracking result without
nonnegativity constraints, where the tracking result is way off the correct location. By
checking the coefficients in a, we found that the failure is because the intensity pattern
in the tracking result (dark in top and light in bottom) is roughly reversed compared to
the target template (dark in bottom and light in top). This problem can be avoided by
enforcing the nonnegativity constraints, as shown in the right image.
Enforcing nonnegativity constraints on the target coefficient vector a is straightfor-
ward. However, it is unreasonable to put such constraints directly on the trivial coefficient
vector e. For this reason, we propose extending the trivial templates by including negative
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=̂Bc , s.t. c ≥ 0 , (3.7)
where e+ ∈ Rd, e− ∈ Rd are called a positive trivial coefficient vector and a negative
trivial coefficient vector respectively, B = [T, I,−I] ∈ Rd×(n+2d), and c> = [a, e+, e−] ∈
Rn+2d is a non-negative coefficient vector. Example templates are illustrated in Figure
3.1.
3.3.3 Achieving Sparseness through `1 Minimization
The system in (3.9) is underdetermined and does not have a unique solution for c.
The error caused by occlusion and noise typically corrupts a fraction of the image pix-
els. Therefore, for a good target candidate, there are only a limited number of nonzero
coefficients in e+ and e− that account for the noise and partial occlusion. Consequently,
we want to have a sparse solution to (3.9). We exploit the compressibility in the trans-
form domain by solving the problem as an `1-regularized least squares problem, which is
known to typically yield sparse solutions [137]
min ||Bc− y||22 + λ||c||1 , (3.8)
where ||.||1 and ||.||2 denote the `1 and `2 norms respectively.
Figure 3.4 shows the coefficients approximated by the template set for the good and
bad target candidates. The good and bad target candidates are shown in the red and blue
bounding boxes on the top left image. The 10 target templates with size of 12 × 15 are
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Figure 3.4: Top left: good and bad target candidates. Bottom left: Ten templates in the
template set. They are the enlarged version of the templates shown on the bottom left
corner of the top image. Top right: good target candidate approximated by template set.
Bottom right: bad target candidate approximated by template set.
shown on the left corner, while the enlarged version is shown on the bottom left image.
The images on the right show the good and bad target candidate approximated by the
template set, respectively. The first 10 coefficients correspond to the 10 target templates
used in the tracking and the remaining 360 coefficients correspond to the trivial templates.
In the top right image, the seventh coefficient is relatively large compared to the remaining
coefficients. Thus the seventh target template represents the good candidate well and the
trivial templates are a small factor in approximating the good candidate. In the bottom
right image, the coefficients are densely populated and trivial templates account for most
of the approximation for a bad candidate in the left image.
Our implementation solves the `1-regularized least squares problem via an interior-
point method based on [70]. The method uses the preconditioned conjugate gradients
(PCG) algorithm to compute the search direction and the run time is determined by the
product of the total number of PCG steps required over all iterations and the cost of a
PCG step. We use the code from [27] for the minimization task.
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We then find the tracking result by finding the smallest residual after projecting on
the target template subspace, i.e., ||y− Ta||2. Therefore, the tracking result is the sample
of states that obtain the largest probability, that is, the smallest error.
3.3.4 Template Update
Template tracking was suggested in the computer vision literature in [79], dating
back to 1981. The object is tracked through the video by extracting a template from
the first frame and finding the object of interest in successive frames. In [49], a fixed
template is matched with the observations to minimize a cost function in the form of
squared distance (SSD). A fixed appearance template is not sufficient to handle recent
changes in the video, while at the other extreme, a rapidly changing model [125] which
uses the best patch of interest in the previous frame, is susceptible to drift. Approaches
have been proposed to overcome the drift problem [62, 67, 83] in different ways.
Intuitively, object appearance remains the same only for a certain period of time,
but eventually the template is no longer an accurate model of the object appearance. If
we do not update the template, the template cannot capture the appearance variations due
to illumination or pose changes. If we update the template too often, small errors are
introduced each time the template is updated. The errors are accumulated and the tracker
drifts from the target. We tackle this problem by dynamically updating the target template
set T.
One important feature of `1 minimization is that it favors the template with larger
norm because of the regularization part ||c||1. The larger the norm of ti is, the smaller
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Algorithm 3 Template Update
1: y is the newly chosen tracking target.
2: a is the solution to (3.8).
3: w is current weights, such that wi ← ||ti||2.
4: τ is a predefined threshold.
5: Update weights according to the coefficients of the target templates. wi ← wi ∗
exp(ai).
6: if ( sim(y, tm) < τ ), where sim is a similarity function. It can be the angle between
two vectors or SSD between two vectors after normalization. tm has the largest coef-
ficient am, that is, m = arg max1≤i≤n ai then
7: i0 ← arg min1≤i≤n wi
8: ti0 ← y, /*replace an old template*/.
9: wi0 ← median(w), /*replace an old weight*/.
10: end if
11: Normalize w such that sum(w) = 1.
12: Adjust w such that max(w) = 0.3 to prevent skewing.
13: Normalize ti such that ||ti||2 = wi.
coefficient ai is needed in the approximation ||y−Bc||2. We exploit this characteristic by
introducing a weight wi = ||ti||2 associated with each template ti. Intuitively, the larger
the weight is, the more important the template is. At initialization, the first target tem-
plate is manually selected from the first frame and zero-mean-unit-norm normalization is
applied. The remaining target templates are created by perturbating one pixel in four pos-
sible directions at the corner points of the first template in the first frame. Thus we create
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all the target templates (10 for our experiments) at the first frame. The target template set
T is then updated with respect to the coefficients of the tracking result.
The updating in our approach includes three operations: template replacement, tem-
plate updating, and weight updating. If the tracking result y is not similar to the current
template set T, it will replace the least important template in T and be initialized to have
the median weight of the current templates. The weight of each template increases when
the appearance of the tracking result and template is close enough and decreases other-
wise. The template update scheme is summarized in Algorithm 3.
3.4 Experiments
We implemented the proposed approach in MATLAB and evaluated the perfor-
mance on numerous video sequences. The videos were recorded in indoor and outdoor
environments at different format (color, grayscale, and IR) where the targets underwent
lighting and scale changes, out-of-plane rotation, and occlusion. We choose different
template sizes according to the width to height ratio for the target image in the first frame
and, in all cases, the initial position of the target was selected manually. The other pa-
rameters for the `1 minimization template update and particle filter are the same from one
experiment to the next.
3.4.1 Experimental Results
The first test sequence is obtained from http://www.cs.toronto.edu/˜dross/ivt/. It
shows a moving animal doll and presents challenging pose, lighting, and scale changes.
78
Figure 3.5 shows the tracking results using our proposed method, where the first row of
each panel shows the tracked target which is enclosed with parallelogram. Five images
on the second row from left to right are tracked target image patch, reconstructed and
residue image using target templates, reconstructed and residue image using both target
and trivial templates, respectively. The third and fourth rows show the ten target templates
which are updated dynamically over time during the tracking. We can see more and more
template images are replaced with the tracking results as tracking proceeds. The newly
added templates are added since the old templates are no long able to capture the variation
of the moving target and provide the updated appearance of the target so the tracker will
not drift. The frame indices are 24, 48, 158, 222, 273 on the first row and 302, 383,
465, 515, 606 on the second row from left to right. In the first 200 frames (first four
frames on the first row), the templates are not changed since the target undergoes out-
of-plane rotation and translation, the appearance does not change much given the motion
is modeled by affine transformation. After 200 frames, the target is moving farther and
closer to the indoor light which causes the appearance of the target changes dramatically.
Therefore, more and more tracking results are added to capture the appearance changes
of the target. Our tracker tracks the target well throughout the whole probe sequence.
The second test sequence is obtained from PETS 2001 benchmark dataset http://
www.cvg.cs.rdg.ac.uk/PETS2001/pets2001-dataset.html. Some samples of the tracking
results are shown in Figure 3.6. The frame indices are 1442, 1479, 1495, 1498, 1505 on
the first row, and 1535, 1628, 1640, 1668, 1714 on the second row from left to right. It
shows a person walking from right bottom corner of the image to the left. The person
is small in the image and undergoes deformable motion when he walks passing a pole
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Figure 3.5: An animal doll moves with significant lighting, scale, and pose changes. The
first row of each panel shows the tracked target which is enclosed with a parallelogram.
The second row shows (from left to right) the tracked target image patch, reconstructed
and residue images using target templates, reconstructed and residue images using both
target and trivial templates. The third and fourth rows show the ten target templates.
(frame 1495, 1498, 1505) and long grasses (frame 1628, 1640, 1668). Since the person is
thin in the image (the width of the target is small), the pole causes significant occlusion
on the target. The template set gradually adds the tracking results as the person walks
with hands swinging and legs spreading to maintain the variation of the template set, our
tracker tracks well even through the significant motion and occlusion.
The third test sequence is a car moving very fast from close to far away. Some
samples of the tracking results are shown in Figure 3.7. It shows significant scale changes
and fast motion. When the car starts pulling away, it becomes smaller and smaller, and
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Figure 3.6: A person walks passing the pole and high grasses with significant body move-
ments and occlusion. The first row of each panel shows the tracked target which is en-
closed with a parallelogram. The second row shows (from left to right) the tracked target
image patch, the reconstructed and residue images using target templates, reconstructed
and residue images using both target and trivial templates. The third and fourth rows
show the ten target templates.
harder to track since the target image is becoming smaller and gradually merges into the
background. Even people have a hard time figuring out the precise location of the target.
The frame indices are 547, 596, 634, 684, 723 on the first row, and 810, 859, 984, 1061,
1137 on the second row from left to right. Our tracker follows the car well throughout the
sequence. The scale changes on the width and height go up to as much as 10 and 6 times.
The fourth test sequence shows a tank moving on the ground and is captured by
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Figure 3.7: A car moves with significant scale changes and fast motion. The first row of
each panel shows the tracked target which is enclosed with a parallelogram. The second
row shows (from left to right) the tracked target image patch, reconstructed and residue
images using target templates, reconstructed and residue images using both target and
trivial templates. The third and fourth rows show the ten target templates.
a moving camera. Some samples of the tracking results are shown in Figure 3.8. The
frame indices are 641, 671, 689, 693, 716 on the first row, and 737, 782, 820, 884, 927
on the second row from left to right. There is significant motion blur in the image and
background clutter. The tank looks very similar to the environment around it, and the
tracker very easily gets stuck to the ground and drifts away. The sudden movement of
the camera poses great challenges to the tracker since the movement of the target is very
unpredictable and the target can go any direction from the current location. The random
sampled particles allow the tracker easily find the target’s next movement. Therefore, our
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Figure 3.8: A moving tank, with video taken by a moving camera. There is significant
motion blur in the image and background clutter. The first row of each panel shows
the tracked targets, enclosed with a parallelogram. The second row shows (from left to
right) tracked target image patch, reconstructed and residue images using target templates,
reconstructed and residue images using both target and trivial templates. The third and
fourth rows show the ten target templates.
tracker locks on the target very well throughout the whole probe sequence.
3.4.2 Qualitative Comparison
In our experiments, we compare the tracking results of our proposed method with
those of a state-of-the-art standard Mean Shift (MS) tracker [24], covariance (CV) tracker
[108], the appearance adaptive particle filter (AAPF) tracker [149], and the ensemble (ES)
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tracker [3] on five of the sequences. The first two videos consist of 8-bit gray scale images
while the last three are composed of 24-bit color images.
The first test sequence “pktest02” is an infrared (IR) image sequence from the
VIVID benchmark dataset [23] PkTest02. Some samples of the final tracking results
are demonstrated in Figure 3.9, where columns 1, 2, 3, 4, and 5 are for our proposed
tracker, MS tracker, CV tracker, AAPF tracker, and ES tracker, respectively, in which
six representative frames of the video sequence are shown. The frame indices are 1117,
1157, 1173, 1254, 1273, 1386. The target-to-background contrast is very low and the
noise level is high for these IR frames. From Figure 3.9, we see that our tracker is ca-
pable of tracking the object all the time even with severe occlusions by the trees on the
roadside. In comparison, MS and ES trackers lock onto the car behind the target starting
from the fourth index frame. They keep tracking it in the rest of the sequences and are
unable to recover it. CV tracker fails to track the target in the fourth index frame, similar
to MS tracker, but it is able to recover the failure and track the target properly from the
fifth index frame and throughout the rest of the sequence. In comparison, our proposed
method avoids this problem and is effective under low contrast and in noisy situations.
AAPF achieves similar results to our method.
The second test sequence “car4” is obtained from http://www.cs.toronto.edu/˜dross/ivt/.
The vehicle undergoes drastic illumination changes as it passes beneath a bridge and un-
der trees. Some samples of the final tracking results are demonstrated in Figure 3.10,
where columns 1, 2, 3, 4, and 5 are for our proposed tracker, MS tracker, CV tracker,
AAPF tracker, and ES tracker, respectively. The frame indices are 181, 196, 233, 280,
308, 315. MS tracker loses the target very quickly and goes out of range from the fourth
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(a) L1 (b) MS (c) CV (d) AAPF (e) ES
Figure 3.9: The tracking results of the first sequence: our proposed tracker (column 1),
MS (column 2), CV (column 3), AAPF (column 4), and ES (column 5) over representative
frames with severe occlusion.
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index frame. CV tracker loses the target after tracking it for a while and gets stuck on the
background. ES tracker tracks the car reasonably well given small scale changes in the
sequence. Our tracker and AAPF are able to track the target well even though the drastic
illumination changes.
The third test sequence “oneleaveshop” is obtained from http://groups.inf.ed.ac.uk
/vision/CAVIAR/CAVIARDATA1/. In this video, the background color is similar to the
color of the woman’s trousers, and the man’s shirt and pants have a similar color to the
woman’s coat. In addition, the woman undergoes partial occlusion. Some tracking result
frames are given in Figure 3.11. The frame indices are 137, 183, 207, 225, 245, 271. It
can be observed that MS, CV, and AAPF tracker start tracking the man when the woman
is partially occluded at the third index frame, and are not able to recover the failure after
that. ES tracker drifts away from the target very quickly and go out of the bounds of the
image. Compared with other trackers, our tracker is more robust to the occlusion, which
makes the target model not easily degraded by the outliers.
The fourth test sequence “birch seq mb” is obtained from http://vision.stanford.edu/
˜birch/headtracker/seq/. We show some samples of the tracking results for the trackers in
Figure 3.12. The six representative frame indices are 422, 436, 448, 459, 466, and 474.
The man’s face is passing in front of the woman’s face. Again, our method obtains good
tracking results. The same for the MS and CV tracker. The AAPF tracker drifts apart
when the severe occlusion happens in the second index frame. The ES tracker loses the
target when the man’s head occludes the girl’s face and goes out of range of the image
after that.
The fifth test sequence “V4V1 7 7” is an airborne car video. The car is running
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(a) L1 (b) MS (c) CV (d) AAPF (e) ES
Figure 3.10: The tracking results of the second sequence: our proposed tracker (column
1), MS (column 2), CV (column 3), AAPF (column 4), and ES (column 5) over represen-
tative frames with drastic illumination changes.
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(a) L1 (b) MS (c) CV (d) AAPF (e) ES
Figure 3.11: The tracking results of the third sequence: our proposed tracker (column 1),
MS (column 2), CV (column 3), AAPF (column 4), and ES (column 5) over representative
frames with partial occlusion and background clutter.
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(a) L1 (b) MS (c) CV (d) AAPF (e) ES
Figure 3.12: The tracking results of the fourth sequence: our proposed tracker (column 1),
MS (column 2), CV (column 3), AAPF (column 4), and ES (column 5) over representative
frames with severe occlusion.
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on a curved road and passing beneath the trees. It undergoes heavy occlusions and large
pose changes. We show some samples of the tracking results for the trackers in Figure
3.13. The six representative frames indices are 215, 331, 348, 375, 393, and 421. MS
tracker loses the target very quickly and goes out of range in the sixth frame. ES tracker
drifts away from the target when it goes under the trees along the road and is heavily
occluded. Although CV and AAPF can track the target, they do not locate the target well.
Our tracker tracks the target very well throughout the whole sequence.
3.4.3 Quantitative comparison
To quantitatively compare robustness under challenging conditions, we show how
many frames these methods can track the targets before the tracker fails. That is, after this
frame, a tracker cannot recover without re-initialization. Table 3.1 shows the comparison
between different methods on the 5 video sequences shown in the previous section. The
number of total frames and the number of frames where the occlusion happens in each
sequence are also shown in Table 3.1. The comparison demonstrates that our tracker
performs more robustly than other trackers.
We also manually labeled the ground truth of the sequences “pktest02”, “car4”,
“oneleavesshop”, “birch seq mb”, and “V4V1 7 7” from the previous section for 300,
300, 150, 93, and 300 frames, respectively. The evaluation criteria of the tracking error
are based on the relative position errors (in pixel) between the center of the tracking result
and that of the ground truth. Ideally, the position differences should be around 0.
As shown in Figure 3.14, the position differences of the results in our `1 tracker are
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(a) L1 (b) MS (c) CV (d) AAPF (e) ES
Figure 3.13: The tracking results of the fifth sequence: our proposed tracker (column 1),
MS (column 2), CV (column 3), AAPF (column 4), and ES (column 5) over representative
frames with heavy occlusion and large pose variation.
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Table 3.1: Comparison of different methods in terms of tracked frames.
Frames Occlusions MS CV AAPF ES Ours
pktest02 300 216 51 243 300 118 300
car4 300 0 43 85 300 300 300
oneleavesshop 150 50 62 80 77 37 150
birch seq mb 93 41 93 93 62 37 93
V4V1 7 7 300 94 171 300 295 181 300
much smaller than those of the other trackers. It demonstrates the advantage of our `1
tracker.
3.5 Simultaneous Tracking and Recognition
In this section, we extend our `1 tracker and propose a simultaneous tracking and
recognition method using `1 minimization in a probabilistic framework. When we locate
the moving target in the image, we want to identify it based on the template images in the
gallery. Typically, tracking is solved before recognition. When the object is located in the
frame, it is cropped from the frame and transformed using an appropriate transformation.
This tracking and recognition are performed sequentially and separately to resolve the
uncertainty in the video sequences. The recognition after tracking strategy poses some
difficulties such as selecting good frames and estimation of parameters for registration.
We propose simultaneous tracking and recognition and apply it for the vehicle classifica-
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Figure 3.14: Quantitative comparison of the trackers in terms of position errors (in pixel).
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tion in IR-based video sequences.
3.5.1 Algorithm Overview












=̂Bc , s.t. c ≥ 0 , (3.9)
where T(d) is the target template set. We name it T(d) because the template set is updated
dynamically according to the template updating scheme. e+ ∈ Rd, e− ∈ Rd are called
a positive trivial coefficient vector and a negative trivial coefficient vector, respectively,
B = [T(d), I,−I] ∈ Rd×(n+2d), and c> = [a, e+, e−] ∈ Rn+2d is a non-negative coefficient
vector.
To extend the work to simultaneous tracking and recognition, we add additional
components to the template set and name them as static templates T(s). The templates in
the T(s) are not changing over time during the tracking and remain static throughout the
process. The static template set T(s) has two purposes: improve the tracking and provide
recognition. It is defined as T(s) = [T(s)1 , T
(s)
2 , · · · , T(s)m ], where m is the number of object
classes and T(s)i is the template set of the ith object class.
We introduce an identity variable ot which runs from object 1 to object m. The
problem of simultaneous tracking and recognition is to infer the motion state variable x
and identity variable ot given the observations y1:t from frame 1 to t. We rewrite (1.36) as
follows
94
p(xt, ot|y1:t) = p(yt|xt, ot)p(xt, ot|y1:t−1)
p(yt|y1:t−1) (3.10)
p(xt, ot|y1:t−1) can be recursively computed as follows:
p(xt, ot|y1:t−1) =
∫
p(xt, ot|xt−1, ot−1)p(xt−1, ot−1|y1:t−1)dxt−1 (3.11)
We assume the xt and ot are independent of each other and p(ot|ot−1 is a uniform







For each class i, let δi : Rnd+ns+2d → Rnd+ns+2d be the characteristic function
that selects the coefficients associated with the dynamic template set and the ith class
templates in the static template set. For x, δi(x) is a new vector whose only nonzero
entries are the entries in x that are associated with the dynamic template set and the ith
class in the static templates set. Using only the coefficients associated with the dynamic
template set and the ith class, one can approximate the given tracking candidate y as
ŷi = Bδi(x). We then obtain the probability of the tracking result based on the object
class identity and the motion state variable:
p(y|x, o) = p(y −Bδi(x)) (3.13)
p(y − Bδi(x)) is a probability function defined by the tracking candidate y and the ap-
proximated result projected onto the dynamic template set and ith class static template
set.
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The sample has the maximum p(yt − Bδi(xjt)) that implicitly encodes the track-
ing result (jth sample position) and recognition result (ith object class). The number of
the dynamic templates in T(d) can be the same as we proposed in [90] or fewer given the
introduction of the static template set T(s). The static template set T(s) consists of the tem-
plates from m classes which are obtained from the training video sequences. The weights
w are only assigned to the dynamic template set T(d) which are dynamically updated over
time during the tracking. No weights are assigned to the static template set T(s) since the
static templates are used for recognition and not updated over time. The template updat-
ing scheme is defined the same in the template update section. The norm of the dynamic
template set is also updated over time according to the template update scheme, while the
norm of the static template set is initialized to be 1/nd, where nd is the number of tem-
plates in the dynamic template set, and kept constant during the whole tracking process.
In the tracking process, we also introduce the tracking evaluation which would evaluate
the performance of the tracking and prevent further tracking when the tracker drifts away
from the target. The tracking evaluator gives a confidence score at each frame, and if the
confidence value is below some threshold, restarts the whole simultaneous tracking and
recognition process. The simultaneous tracking and recognition algorithm is summarized
in Algorithm 4.
3.5.2 Tracking Evaluation
Most practical tracking systems often fail under some situations. This could be
either because of illumination changes, pose variation or occlusion. Therefore, the need
96
Algorithm 4 Simultaneous tracking and recognition
1: Input: a matrix of dynamic, static and trivial templates, B = [T(d), T(s), I,−I] ∈
Rnd+ns+2d.
2: Initialize the weight w to be uniform for the dynamic templates. Each is set to be
1/nd. The recognition probability for each class is set to be uniform pi(0) = 1/m.
3: The norm of the templates in T(d) and T(s) is set to be 1/nd.
4: for t = 1 to number of frames do
5: Solve the `1 minimization problem for each drawing samples min ||Bc − yt||22 +
λ||c||1, where c ≥ 0.
6: Calculate the probability for p(yt − Bδi(xjt)) and pick the one with the largest
probability. The ith class is the recognition result and the jth sample is the tracking
result for the current frame.
7: Pick j as the tracking result and normalize p(yt − Bδi(xjt)) across the i such that
∑m
i=1 p(yt −Bδi(xjt)) = 1.
8: Multiply the recognition result with the one from previous frame and gives the
recognition result for the frame from 1 to t. pi(t) = pi(t−1)×max p(yt−Bδi(xjt)).
9: Template updating.
10: Tracking evaluation.
11: if tracking confidence ¡ η, where η is a predefined threshold. then




for automatic performance evaluation emerges in these applications. Figure 3.15 shows
the tracking result after running the tracker for some time. The bounding box is so large
that one concludes that the tracker is already failing. Hence, evaluation is necessary to
help us terminate tracking and restart the tracking and classification sequence. In the
following section, we briefly review the tracking evaluation algorithm we proposed in
[87, 88].
Figure 3.15: The vehicle is off tracking.
Our evaluation algorithm is based on measuring the appearance similarity and track-
ing uncertainty. The following features are examined in our evaluation:
1. Trace complexity qtc: We define the trace complexity as the ratio of the curve length
and straight length between the target centroids in different frames.
2. Motion step qms: It is defined as the distance between the box centers in two con-
secutive frames.
3. Scale change qsc: To examine changes in object scale, we use two clues. One is the
ratio of the current area to the initial area, the other is the scale change velocity.
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4. Shape similarity qss: The change in the aspect ratio of the bounding box is also
useful in providing some information about the object shape. It is defined as the
ratio of the current aspect ratio over the initial ratio.
5. Appearance change qac: Three measures are used in our algorithm, the first one is
the absolute pixel by pixel change between the current frame and the initial frame,
the second one is the histogram difference between the current frame and the initial
frame and the last one is related to the tracking algorithm over which the proposed
algorithm was tested.
To obtain a comprehensive measure of the tracking performance, we combine the
above five indicators. We first use empirical thresholds to find whether the tracker is un-
certain according to the above five metrics, then we sum the five indicators using different
weights to arrive at a confidence measure q. If the sum drops below some threshold, we




wjI[qj < λj], J ∈ {tc,ms, sc, ss, ac} (3.14)
where wj and λj are the corresponding weights and thresholds for the evaluation.
3.5.3 Experimental Results
In this section, we apply the simultaneous tracking and recognition on the IR-based
vehicle classification. There are total of 4 different vehicles in the experiment. Figure
3.16 shows the static vehicle template set with five templates for each vehicle. They
are called “bmp”, “m60”, “brdm”, and “wetting”, respectively. Figure 3.17 shows the
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tracking and classification results of the vehicle “wetting”. Figure 3.17 (a)-(f) show the
tracking results for the index frames 440, 504, 701, 780, 1147, 1338, respectively. Figure
3.17 (g) shows the recognition scores for each vehicle and (h) shows tracker confidence
q which is evaluated at each frame. The recognition score for “wetting” starts at 0.25
which is uniform between all the available vehicles and is gradually increasing to around
0.9 as the frame ends. This gives a high confidence to classify the moving vehicle in the
video to be “wetting” which is correct. In Figure 3.17 (h), we set the confidence threshold
q to 0.4 and the tracking and classification restarts around frame 750 when the tracking
confidence level goes under 0.4. We did the experiment on four videos each with different
vehicle and all the vehicles are classified correctly using our proposed method.
Figure 3.16: Static templates for four vehicles.
3.6 Conclusion
In this chapter we propose using a sparse representation for robust visual track-
ing. We model tracking as a sparse approximation problem and solve it through an `1-
regularized least squares approach. For further robustness, we introduce nonnegativity
constraints and dynamic template updating in our approach. In thorough experiments
involving numerous challenging sequences and four other state-of-the-art trackers, our
approach demonstrates very promising performance. We also extend our work to simul-
taneous tracking and recognition and apply it to the IR-based vehicle classification. A
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tracking evaluation is introduced and conducted at each frame to give a tracking con-
fidence, and the tracking and recognition process is restarted if the confidence level is
below a certain predefined threshold. The experimental results demonstrate the effective-














































Figure 3.17: Tracking and classification results of the vehicle “wetting”. (a)-(f) show the
tracking results for the index frames 440, 504, 701, 780, 1147, 1338, respectively. (g)
shows the recognition scores for each vehicle. (h) shows tracker confidence q which is
evaluated at each frame. 102
Chapter 4
Summary and Future Research Directions
The dissertation addresses two fundamental problems in computer vision area: illu-
mination estimation and visual tracking. The framework we propose essentially cast the
illumination estimation and visual tracking as a sparse representation problem so that the
problem can be solved through an `1-regularized least squares approach.
The illumination estimation method proposes to represent the lighting by two parts:
9D spherical harmonics (low frequency signal) and directional light sources (high fre-
quency signal). Our focus is finding the fewest directional light sources to best approx-
imate the illumination. Using the `1 minimization approach, the number of directional
light sources to approximate the shadows is greatly reduced and the time to search the
best representative sources is dramatically improved.
The visual tracking method proposes to approximate the target image by the target
templates and trivial templates. The trivial templates account for occlusion, background
clutter, and other unexpected noise. The problem fits to the sparse representation model
given the target templates are greatly outnumbered by the trivial templates. We can infer
the quality of the target candidate by examining the coefficients of the target templates
since the coefficients of the trivial templates tend to be zeros while the target templates
account most for the approximation. By enforcing sparse approximation, we tend to find
out the most representative target templates and resist to the defectors such as occlusion
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and noise.
The dissertation can be summarized as follows:
• An efficient modeling of the illumination estimation and visual tracking is proposed
under the sparse representation framework.
• Each method is compared with several other state-of-the-art methods to show the
robustness and efficiency of our proposed method.
• For visual tracking, further improvements are proposed including nonnegativity
constraints for template coefficients and a dynamic template updating scheme.
• A simultaneous tracking and recognition method is proposed by introducing a set
of static templates in addition to the templates used in visual tracking.
Our work can be extended in a number of ways. Here we briefly summary them:
• In-depth study of the `1 minimization will lead to better understanding of its per-
formance and limitations. Efficient modeling and sparse representation can also
benefit other computer vision areas.
• The visual tracking approach can be exploited to solve full occlusion and recaptur-
ing problems. Occlusion is detected by examining the value and distribution of the
coefficients of the trivial templates.
• The background information can be incorporated in the tracking and further im-
prove the robustness of the method.
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• Speed up the computation in `1 minimization for visual tracking given the special
structure of measurement matrix A, which has one positive and negative identity
matrix.
• Further improvement on the speed of the illumination estimation method can be
applied in lighting design, an interesting topic in computer graphics.
• Enhance the `1 tracker to work on the video sequence with out-of-plane rotation.
In a nutshell, the illumination estimation and visual tracking can be further studied
using the framework and methods proposed in this dissertation.
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