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This study investigates the impact of chemical kinetic uncertainties on bio-
gas combustion using a Uncertainty Quantification (UQ)-based methodol-
ogy. The results indicate that the variation of physicochemical properties
introduced by composition variability introduces smaller uncertainties in the
resulting flame properties than the Arrhenius parameters involved in the ki-
netics used to describe the oxidation process. We demonstrate that the use of
reducedmechanisms for methane-air oxidation could be a starting point to de-
velop optimized schemes for biogas combustion. In that regard, we adopted
an embedded discrepancy approach to understanding the limits of the use of
a reduced mechanism for methane/air in this renewable fuel. This strategy
provides a way to reduce systematically the cost of reaction kinetics in sim-
ulations, while quantifying the accuracy of predictions of important target
quantities. Finally, we develop a surrogate model for biogas flame propaga-
tion using machine learning techniques to make feasible a broader UQ anal-
ysis.
1. Introduction
In power and propulsion applications such as engines, the thermal energy contained in the fuel
is usually converted to heat through combustion. This process is responsible not only for deter-
mining the rates of heat release and power output but also for dictating the formation of pollutants.
In practical applications, there is a complex interaction between the chemical reactions and the
flow field, especially when the flow is turbulent. There are many studies dedicated to developing
computational predictive models for turbulent reacting flows [1, 2], with the latter showing a high
influence of the flow by the chemistry. The application of Computational Fluid Dynamics (CFD)
to combustion science has been impeded by the complexity of chemistry modeling. The devel-
opment of reliable and efficient chemical kinetic models is of primary relevance for the design
and optimization of combustion systems. While CFD has been traditionally used in the context
of Reynolds-averaged Navier-Stokes (RANS), the application of large-eddy-simulation (LES) and
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direct numerical simulations (DNS) has been largely extended [3] thanks to the advances in com-
puting power. Nevertheless, the challenge of modeling detailed chemistry is not alleviated.
In general, the chemistry involved in the oxidation process of a reactive mixture can be exces-
sively complex and highly non-linear. A detailed description of a reactive process, hydrocarbon
combustion for example, typically involves hundreds or thousands of chemical reactions with hun-
dreds of chemical species [4]. Hence, the use of detailed chemical kinetic models in CFD, including
LES or DNS, can pose a significant challenge for the calculation of turbulent reacting flows in com-
plex geometries under engine-relevant conditions, unless techniques for chemistry reduction are
used [5–8]. Usually, to reduce the computational cost, reduced reaction mechanisms are employed
to describe the kinetics of the combustion process [4, 7, 8]. However, reduced mechanisms can be
inadequate under off-design conditions, leading to a detectable inconsistency between models and
observations [9, 10]. Therefore, chemistry modeling represents a major source of uncertainty in
computational combustion.
In order to improve the predictability of the kinetics in combustion modeling, a probabilistic
perspective can be adopted to describe such uncertainty. Stochastic Bayesian inference in the realm
of Uncertainty Quantification (UQ) is a common approach to handlemodel inadequacy [11–13] and
parametric uncertainties. It is considered a powerful framework for combining experimental (or
field) data with prior knowledge to develop chemical kinetics models and quantify the associated
uncertainties in the model structure [14].
In addition to the errors introduced by computing the reactive chemical process by reduced
kinetics, there is a large number of parametric uncertainties in chemical kinetics models, which
involve reaction rate constants and thermodynamic parameters, many of which are poorly known
[15–17]. They also present strong non-linearities that can intensify small parametric uncertainties,
leading to large uncertainties in predictions. Reaction mechanisms capable of describing chemical
kinetics must be able to correctly describe the separate chemical evolution of the major species
relevant to pollutant formation along with the heat release rate coming from combustion.
The main objective of this study was to investigate the effects of chemical kinetic parameter
uncertainties on combustion using a UQ-based methodology. We focus on biogas combustion, a
recent area of development. Biogas is a mixture of methane diluted with CO2. The utilization of
renewable fuels derived from biomass such as landfills, agricultural wastes, or other sources has
received great interest in recent years [18] and is therefore considered here. One of the major prob-
lems related to the application of biogas to industrial burners is the low flame stability caused by
the dilution of CO2 [19]. There have been some efforts dedicated to understanding the stability
of these flames and also its characterization for practical applications [20, 21]. As biogas/air lean
premixed flames are likely to play an important role in the future due to its renewable nature, this
study is focused on the development of reduced kinetic models for this renewable fuel. In general,
the detailed GRIMech3.0 mechanism [22] appears to be appropriate for reliable simulations of
biogas combustion containing small quantities of hydrogen [23] and will be used here as the refer-
ence mechanism. The evaluation of chemical kinetics on flame parameters conducted in this work
corresponds to the application cases of homogeneous combustion during (1) autoignition and (2)
flame propagation. These are well-known scenarios from theoretical, experimental, and numerical
standpoints. In fact, those conditions are often used in the literature to evaluate the accuracy and
reliability of reaction mechanisms [24].
A second objective of the study was to calibrate reduced chemical models of interest with
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respect to a more detailed model, considered as "truth" for the present purpose. We propose two
models based on embedding the model discrepancy in Arrhenius kinetic parameters. Finally, we
develop a surrogate model of flame propagation usingmachine learning techniques tomake feasible
a broader parametric UQ analysis.
This paper is organised as follows. Section 2 introduces the methodology employed to quan-
tify parametric uncertainties. Section 3 presents a model-to-model Bayesian calibration approach
to understanding the limits of using reduced model to predict biogas combustion performance.
Finally, in section 4, conclusions of the present study are given.
2. Computational combustion models and reaction mechanisms
Model discrepancies (also referred to as model errors or structural errors) resulting from em-
ploying simplified physics or chemistry tend to be difficult to handle. This is motivated by the need
for seeking a balance between easiness of computation and accuracy on complex three-dimensional
turbulent reacting flow calculations with LES or DNS. Here, uncertainties are modelled in the con-
text of a probabilistic approach, which means that variables and parameters are assumed to be
random variables or processes.
An accurate description of biogas-air combustion requires a detailed chemical mechanism ac-
counting for all relevant elementary reaction steps and intermediates. A widely accepted model for
the combustion of biogas is the detailed GRI3.0 mechanism [23, 25], consisting of 325 elementary
reactions containing 53 species with C1-C2 hydrocarbons.
It is well-known that kinetic parameters can have a pronounced effect on the combustion process
due to the influence of the oxidation on the resulting physicochemical properties of the reacted gas.
Sensitivity analysis of fundamental flame properties to the rate constants can reveal the rate-limiting
steps controlling the combustion processes and provide valuable insights into mechanism optimiza-
tion. In this context, we carry out an analysis of the aforementioned detailed kinetic mechanism
from a UQ perspective. The starting point here is the analysis of the effects of kinetics parameters
on characteristic flame properties. Furthermore, this study can serve as a basis for further analy-
sis, in an attempt to analyze the impact of the use of simplified mechanisms for renewable fuels
searching "best values" in a Bayesian perspective of the kinetic parameters of the most sensitive
reactions.
In the following, we start with studying the impact of Arrhenius parameters uncertainties on
premixed combustion. That is followed by an analysis of the performance of a simplified mecha-
nism as a proxy of the detailed mechanism GRI3.0. Both models employ the basic scenario of a
laminar premixed flame, that consists of 1-D freely propagating laminar flame achieving a steady
state. This is the foundation for modelling more complex turbulent combustion. It is often used
to determine the main characteristics of specific fuel mixtures such as the flame speed or flame
thickness as well as the formation of certain species. The four main variables associated to the
steady state that will be considered here are: the flame speed, the temperature of the burnt mixture,
the flame thickness and the mass fraction of CO as an indicator of incomplete combustion process.
2.1. Model predictive analysis: parametric uncertainties
The first analysis we perform relies on assuming a stochastic model for the relevant parameters
to push forward such uncertainties through the simulations (forward analysis) so as to understand
the final impact on quantities of interest (QoI), outputs of the simulation.
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Table 1
Biogas Composition




In practice, kinetic parameters are estimated through indirect, scarce and noisy measurements,
so it is natural to think that they bear some level of uncertainty. The aim here is to investigate the
impacts caused by small fluctuations in kinetic parameters in practical combustion systems. We
assume that the reaction rate k for each elementary step is dictated by the Arrhenius expression:
k(T ) = AT me−
E
RT , (1)
whereR = 8.314 J mol−1 K−1 is the universal gas constant, T is the temperature,E is the activation
energy, A, a positive value, is the pre-exponential constant and m is a model constant.
Due to the high number of reactions composing the detailed mechanism, a sensitivity analysis
was performed to identify those reactions that bear more potential to impact the QoIs by the un-
certainties. It helps us on obtaining computational savings along the UQ study. We employed a
local sensitivity analysis [26], with respect to the flame speed and flame thickness, employing the
normalized derivatives: (k∕sL ⋅ )sL∕)k) and (k∕L ⋅ )L∕)k). To study such sensitivity on the
main flame quantities, three fuel mixtures are considered and presented in Table 1. A baseline fuel
containing only methane is included for comparison. Figure 1 shows the flame speed and flame
thickness sensitivities associated to the key reactions in the mechanism for the three fuel mixtures.
Here, the software Cantera [27] for the simulation of problems involving chemical kinetics, ther-
modynamics, and transport processes is employed.
The analysis depicted in Fig. 1 reveals that the flame sensitivities are similar for different fuels,
where H + O2 ⟺ O + OH is the most relevant regarding the uncertainty propagation. Thus,
we propose to investigate the impacts caused by small fluctuations of the most sensitive reaction of
GRI3.0 mechanism on the flame physicochemical properties. We consider the combustion chem-
istry as a kinetic problem with a probabilistic structure by assuming the Arrhenius factor (A) and
the activation energy (E) of the most relevant reaction as stochastic variables, keeping all other pa-
rameters deterministics. Following a probabilistic perspective, we model the stochastic variables
as:
A = A(1 + A),
E = E(1 + E), (2)
where (A, A) = (2.650 × 1016, 0.05) s−1 and (E, E) = (17.041 × 103, 0.05) cal∕mol, while  is
an independent random variable with uniform distribution [-1, 1]. Therefore, the domains of vari-
ability of the stochastic variables A and E are [2.5175 × 1016, 2.7825 × 1016] s−1 and [16.1889 ×
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(a) Baseline flame speed sensitivity
flame thickness sensitivity coefficients












































(b) Baseline flame thickness sensitivity
flame velocity sensitivity coefficients
























































(c) BG1 flame speed sensitivity
flame thickness sensitivity coefficients














































(d) BG1 flame thickness sensitivity
flame velocity sensitivity coefficients

























































(e) BG2 flame speed sensitivity
flame thickness sensitivity coefficients






















































(f) BG2 flame thickness sensitivity
Figure 1: Flame sensitivity analysis of difference fuels at stoichiometric conditions.
103, 17.8931 × 103] cal∕mol, respectively. The uncertainties are presented in Figure 2, the re-
sults indicate that Arrhenius parameters play a major part in the kinetics, since small fluctuations
on Arrhenius parameters cause a high variability on the flame characteristics. Nevertheless, the
difference between the three cases is not significant.
Typically, to alleviate the high computational cost of the simulations, reduced reaction mech-
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anisms are employed. The results depicted in Fig. 2 suggest that the use of reduced schemes for
methane/air oxidation would be a good starting point to develop optimized schemes for biogas, as
the variations in fundamental flame parameters due to composition variations are relatively small
and could be captured by the same schemes. In the next section, we present a Bayesian approach
to understanding the limits of employing a reduced mechanism for methane/air in this renewable
fuel.
3. Simplified reaction mechanisms: Bayesian analysis
We now turn the attention towards a different aspect of the model building from a UQ perspec-
tive. A critical issue in computational combustion lies on the high computational cost of simu-
lations with detailed chemistry due to the large disparity in time and length scales of the species
involved. Typically, simplified models are used as proxies to alleviate such computational burden,
and the resulting model is expected to present similar accuracy under certain conditions. Here,
we present a model-to-model Bayesian calibration approach to understanding the limits of such
low-fidelity models.
For the present purpose, we employ a reduced mechanism based on a 2-steps chemistry that has
been widely used in the literature, also referred to as 2S-CM2 [4, 24, 28–30]. This model recov-
ers some of the flame physicochemical properties with high accuracy, but the performance in rich
flames is far from satisfactory as the mechanism has not been designed to operate in this regime.
Usually, this reduced chemical kinetic mechanism when employed for methane combustion, cor-
rections of the kinetics parameters using empirical adjustments are made to improve the predictions
in rich conditions [24, 28, 29]. This reduced scheme will serve as proxy of more detailed kinetic
models and is calibrated against the mechanism GRI3.0. The 2-step 2S-CM2 mechanism consists




O2 => CO + 2H2O,
CO + 1
2
O2 <=> CO2. (3)
We compare the detailed model outputs with those provided by this reduced mechanism, for the
three reference mixtures from Table 1, in Fig 3. This comparison involves the autoignition process
of an homogeneous mixture. During autoignition, there is a complex balance of chemical reactions
that results in certain delay to achieve equilibrium. This is fundamentally a chemical problem as
convection and diffusion are not accounted for. The tested conditions include different equivalence
ratios from   [0.6, 1.4] at atmospheric pressure and initial temperatures T0 ∈ [1000, 1300K]. For
the 2S-CM2 mechanism, we employed typical values for the constant rates [24]. The results are
obtained with Cantera.
From these results, we see that the autoignition delay time predicted by the reduced mechanism
presents an unsatisfactory agreement leading to a detectable inconsistency in methane and bio-
gas combustion. Therefore, the use of reduced mechanisms needs to be taken with care, as these
mechanisms are usually calibrated to match certain properties for a given operation range, but they
might lead to significant errors when used outside their application range. A possible approach to
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Figure 2: Influence of fuel composition and Arrhenius parameters on the flame speed and thickness at
different equivalent ratios.
address this problem would be to either consider an extended mechanism with the increase in com-
putational cost during CFD simulations, or to provide an optimization of the Arrhenius parameters
to account for these effects.
In this context, the use of predictive models based on UQ can be used to extend the applicability
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Figure 3: Auto-ignition delay times for biogas mixtures shown in Table 1.
of reduced schemes to wider operating conditions as an alternative to empirical models. We now
start following the preliminary steps of statistical calibration [31, 32] assessing if the Arrhenius pa-
rameters are suitable for embedding the model discrepancy. For modelling the combustion chem-
istry of renewable biogas, it is necessary to consider both the detailed model, that capture the key
features of biogas chemical reactions [23, 25], and a simplified model. At this point, it is important
to highlight that simplified methane models with standard Arrhenius parameters have been tested
before for biogas/methane combustion with no success for certain conditions [24, 28, 29, 33]. Here
we intend to achieve a better performance through the embedding formulation, at least for laminar
flames. We explore this approach in the following sub-sections.
3.1. Model error characterization
We employ a Bayesian model calibration approach to assess the performance of the simplified
mechanisms. As calibration can be formulated as an inverse problem, Bayesian inference is em-
ployed frequently. Within this context, Kennedy and O’Hagan (KO), in their seminal work [34],
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were one of the pioneers to introduce an approach for parameters calibration taking into account
model discrepancies. It is built upon an observation equation considering the model discrepancy
bias through an additive term, expressed as:
z = G(s) + e = f (s,) + (s) + e, (4)
where z is a vector of observable simulation outputs, s is a vector containing input variables that
define a scenario S (e.g., boundary and initial conditions, geometry, material properties), G(s)
represents the physical truth, and e is the observation noise. The dependence on state variables is
omitted to keep the notation simple. Moreover, f (s,) is a short notation for the model, which is
a function of the input variable s and parameters to be calibrated , and (s) denotes the model
discrepancy assumed as a Gaussian vector or process. However, the KO approach carries on a
number of challenges [31]. First, the imposition of a statistical structure for model discrepancy (s)
can lead to violation of physical constraints, particularly when considering physics-based models.
Another challenge, is that this approach provides a model discrepancy correction to specific cases
only. In the case of physical system models intended for predicting numerous quantities of interest,
there is no provision for an associated discrepancy correction.
Instead of dealing with these difficulties, we follow a calibration approach [31] that accounts for
model discrepancy via probabilistic embedding within the model, in particular the key parameters
of the model f (s,()). Thus,  is a random vector with a PDF depending on hyper-parameters 
that one wishes to learn from Bayesian inference. An advantage of this approach, is that since the
error is now embedded in the model parameters, it can easily be propagated through the computer
model to get the related uncertainty on any quantity of interest impacted by the model parameters.
3.2. Bayesian calibration
In order to investigate the impact of model discrepancies due to the use of a reduced mech-
anism in combustion simulations, we apply a Bayesian calibration approach to handle the model
discrepancy. The calibration is based on simulation results produced with the full GRI3.0 detailed
mechanism. It is assumed that the data represents the "truth" for a model-to-model calibration.
The reference data for calibration is taken from the oxidation process of constant pressure reactors
to conduct autoignition delay tests. This choice is motivated by the fact that it is a 0-D problem
and it is chemistry-based, so the effect of convection and diffusion is neglected, which facilitates
the calibration of the kinetic parameters. As the reduced mechanism is able to provide satisfactory
rates for lean premixed combustion, but not for autoignition, it is also convenient to use it as the
starting point. As shown in Fig. 3, the autoignition delays of the reference mixtures have small
deviations between them. Thus, the autoignition delay time for the BG1 mixture was chosen, over
a range of equivalent ratio  ∈ [0.6, 1.4] and a range of initial temperatures T0 ∈ [1000, 1300K]
varying by 0.1 and 15K, respectively. Therefore, the reference data for calibration consists of 189
autoignition delay times of biogas/air combustion that will be tested.
3.2.1. Case 1
To investigate the limits of the 2S-CM2 mechanism, we employ the probabilistic embedding
approach [31]. The irreversible reaction in the 2S-CM2 scheme is the most relevant regarding the
flame physicochemical properties. Thus, we take the pre-exponential factor and activation energy
of this reaction as the uncertainty (to be identified) . Here, we choose the following models for the
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activation energy and logarithm of the pre-exponential factor:
E = 0,
lnA = 1, (5)
where i are the model parameters that we would like to learn using Bayesian inference.












where  is the vector of parameters describing the inputs  as random variables that is to be iden-
tified. The prior PDF is chosen to encode accumulated knowledge and will be detailed later on.
As the model discrepancy is embedded in the parameters , we follow an approach [32] where
the model parameters are expanded using a first-order Gauss-Hermite polynomial chaos expansion
(PCE) [35]. Thus, a multivariate normal distribution for  is adopted:
0 = 00 + 011,
1 = 10 + 111 + 122. (7)
Here (1, 2) are i.i.d (independent and identically distributed) standard normal random variables
and ij is the vector of hyper-parameters to be inferred. For the prior, we consider that ij are i.i.d
uniform priors with large boundaries, i.e. noninformative priors, where the starting points of 00
and 10 are the nominal values of the activation energy and the pre-exponential factor, respectively
[24]. Lastly, 1j ⩾ 0, for 1 ⩽ j ⩽ 2, in order to avoid the sign-flip invariance [31].
The likelihood function connects the parameters and the data through the computer model. In
the present work, we assumed an approximate Bayesian computation (ABC) method. The ABC
method using a pseudo-likelihood PDF intends to minimise the distance between the computer
model mean i() and the data Di for each data point i, and requires the standard deviation i()
of the model predictions fi to be consistent with the data spread around the mean model prediction,














Here, the tolerance parameter , which controls the width of type of likelihood is assumed equal
to 0.1 [31]. The mean i() and standard deviation i() have to be estimated at each data point
i in order to compute the likelihood. We used Chaospy toolbox [36] for performing uncertainty
quantification using polynomial chaos expansions, leading to efficient computation of i() and
i().
The posterior distribution (6) is complex, which can be characterized by sampling usingMarkov
chain Monte Carlo methods [26, 37, 38]. The algorithm used here to sample from the posterior
distribution is Metropolis-Hastings Markov chain Monte Carlo (MCMC) algorithm [39]. A total
of 20,000 parameter samples are obtained using MCMC in this study.
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Figure 4: The results of calibration 2S-CM2 model using the GRI3.0 detailed model data, for various
values of the equivalent ratio .
Using the PDF of vector , we can compute the realizations of lnA and E, i.e. the push-
forward of p(|D) through the model. Here, we take 10000 samples of  and, for each of them,
1000 samples of  and compute samples of the reaction parameters using the PCE (7). A strong
correlation between the Arrhenius parameters can be noted which is consistent with other studies
employed Bayesian approach [31, 32, 40].
The associated prediction uncertainties are shown in Fig. 4, where the posterior predictions are
illustrated for different equivalent ratios. The figures show that despite the structural deficiencies
of the reduced model that prevent it from obtaining the GRI3.0 data in the whole domain, it has
predictive error bars that capture the data sufficiently well, given the present calibration procedure.
The calibration process is validated by predicting the autoignition delay time in different sce-
narios, i.e., the Baseline and BG2 compositions. Figure 5 shows the autoignition delay time of
the calibrated mechanism compared to the two-step mechanism and the full GRI3.0. The results
indicate a good agreement between the surrogate model and the reference mechanism. The error
bars are rather low indicating a high fidelity of the surrogate model for practical applications in the
range of temperature and stoichiometry considered. The autoignition delay is a chemical process
that depends on the radical pool and requires to account for species associated with the fuel de-
composition process like formaldehyde or hydroxide. It is therefore a chemical process difficult to
capture by reduced chemical schemes. These results demonstrate the ability of Bayesian inference
for model optimizations in chemical kinetics. It is shown how the application range of the reduced
model can be extended to predict autoignition without increasing the number of reacting species
in the CFD solver and at a reduced computational cost.
The extrapolation of the learning process is now extended to the flame scenario, where we aim
to recover the flame properties (flame speed, adiabatic temperature and burned molar fractions of
CO and CO2) using the new calibrated model. The predicted values of the flame properties for
the freely propagating laminar premixed flames of methane and biogas are shown in Figs. 6 and
7. The results indicate that after calibration for autoignition, the updated 2S-CM2 model can still
capture the flame speed and adiabatic flame temperatures in lean and stoichiometric conditions as
the original mechanism. The flame speed is slightly overestimated, but the burnt gas temperature
and the major combustion products are in good agreement with the original model. The model has
been successfully extended to describe flame propagation and autoignition.
However, in rich conditions, the reduced model has structural deficiencies that prevent it from
obtaining reliable solutions. Furthermore, it is shown that the variability of model parameters
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Figure 5: Autoignition delay time model predictions compared to the GRI3.0: (a) Baseline composition,
(b) BG2 composition.
slightly influences the adiabatic flame temperature and only in rich conditions the molar fractions
of the combustion products are influenced by the variability of the mechanism. As can be noted in
Fig. 7 with the increase of the CO2 in the biogas composition, the molar fraction predictions for
rich conditions are unsatisfactory and require further investigation.
3.2.2. Case 2
As it has been shown in Case 3.2.1, the enhanced reduced mechanism is not able to reproduce
the flame propagation and the species involved in premixed combustion at rich conditions. As
proposed by Bibrzycki and Poinsot [24], an empirical correlation based on a pre-exponential factor
adjustment (PEA) that redefines the constant rates as a function of the equivalence ratio  can
be used to recover the correct behaviour in rich conditions. In this section, we apply a Bayesian
calibration to this new reduced model as an alternative to PEA in order to extend the applicability
range of the reduced scheme to rich conditions and autoignition problems. The corresponding
values for activation energy and logarithm of pre-exponential factor follow
E = 0 = 0 + 11,
A = exp(lnA) ∗ F , lnA =
(
10 + 111 + 122
)
, (9)
where F = 02 + 1 + 2 is the pre-exponetial factor adjustment function. We adopted the j
values used in the original model [24] for the adjustment function. For the prior, we adopted the
same priors of the case 3.2.1 but we limited the 10 prior by 5%, i.e., 10 = 10(1 + 0.05), where
10 is the nominal value of the pre-exponential factor [24] and  is an independent random variable
with uniform distribution [−1, 1].
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(a) Baseline flame speed




















(b) Baseline adiabatic flame temperature



















(c) BG1 flame speed



















(d) BG1 adiabatic flame temperature





















(e) BG2 flame speed



















(f) BG2 adiabatic flame temperature
Figure 6: Flame speed and adiabatic temperature predictions for the biogas-air premixed flame of the
cases in Table 1 at p = 1 bar and T0 = 300K.
A total of 20,000 parameter samples are obtained using MCMC, which indicate that there is a
strong correlation between the ln A and E, as expected. Despite the structural deficiencies of the
reduced mechanism, it has predictive error bars that can reproduce the data from the GRI3.0 data
sufficiently well, as shown in Fig. 8.
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(a) Baseline CO2 burned molar fraction


















(b) Baseline CO burned molar fraction




















(c) BG1 CO2 burned molar fraction



















(d) BG1 CO burned molar fraction


















(e) BG2 CO2 burned molar fraction



















(f) BG2 CO burned molar fraction
Figure 7: Burned molar fractions predictions for the biogas-air premixed flame of the cases in Table 1
at p = 1 bar and T0 = 300K.
As it was done in Case 3.2.1, the calibration process is validated by predicting the autoignition
delay time for the Baseline and BG2 compositions. Figure 9 illustrates the predictions of the cal-
ibrated mechanism for these mixtures. It can be noted that the reduced model has predictive error
bars that capture the data sufficiently well, given the present calibration procedure.
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Figure 8: The results of calibration 2S-CM2-PEA model using the GRImech3.0 detailed model data,
for various values of the equivalent ratio .






































































































Figure 9: Autoignition delay time model predictions compared to GRImech3.0: (a) Baseline composition,
(b) BG2 composition.
The prediction of properties of the laminar premixed flames for the conditions of the study (see
Table 1), is shown in Figs. 10 and 11. The plots show how the fundamental properties of premixed
flames are retained after the calibration procedure. However, the calibrated reduced mechanism
has structural deficiencies that prevent the model from correctly reproducing the adiabatic flame
temperature and combustion products in rich conditions. It can be noted that the variability of
model parameters slightly influences the adiabatic temperature and the burned gas compositions.
This is further discussed in the next sub-section.
3.3. Extrapolating to broader operating conditions
Now, we extend the UQ analysis using a different scenario, and, consequently, we continue
with the validation of the calibrated chemical reduced model, leveraging its application to more
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(a) Baseline flame speed




















(b) Baseline adiabatic flame temperature






















(c) BG1 flame speed



















(d) BG1 adiabatic flame temperature





















(e) BG2 flame speed



















(f) BG2 adiabatic flame temperature
Figure 10: Flame speed and adiabatic temperature predictions for the biogas-air premixed flame of the
cases in Table 1 at p = 1 bar and T0 = 300K.
complex and challenging simulations. We pursue a traditional route in combustionmodeling. After
calibrating models in the 0-dimensional homogeneous scenario, we move to a 1-d setting involving
steady state laminar flames. Such an approach establishes a hierarchy chain, from low to high
fidelity models allowing a gradually consistent way of validation and model improvement. At the
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(a) Baseline CO2 burned molar fraction


















(b) Baseline CO burned molar fraction




















(c) BG1 CO2 burned molar fraction



















(d) BG1 CO burned molar fraction



















(e) BG2 CO2 burned molar fraction



















(f) BG2 CO burned molar fraction
Figure 11: Burned molar fractions predictions for the biogas-air premixed flame of the cases in Table 1
at p = 1 bar and T0 = 300K.
end of the chain, one should have turbulent combustion. The one-dimensional laminar premixed
flame is one of the few physics-based computationalmodel that enables direct comparisons between
simulation predictions with theory or experiments. It is widely used to validate chemical models
and provides foundations to build high-fidelity turbulent combustion approaches, such as flamelet
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based models [41].
More specifically, we aim to investigate, through a UQ perspective, the sensitivity of the flame
speed [42], a key quantity of interest in this context, with respect to the operating condition vari-
ables: pressure p, inlet temperature T0, and equivalence ratio of the mixture.This computational
analysis might serve different purposes, like optimizing the design of physical experiments un-
der uncertainties [43, 44], to validate models, or to enhance the understanding of the underlying
phenomenology [42].
In order to make this analysis feasible, we introduce a machine-learning model [45–50] to al-
leviate the computational burden of providing flame speed predictions with quantified uncertainty
to broader operating conditions. We developed a cheap-to-compute surrogate model to compute
the premixed laminar flames using deep densely connected neural networks (Dense Block) [51].
Indeed, Deep Neural Networks (DNN) are becoming a popular tool in producing surrogates in dif-
ferent domains involving physics-based models [45–50], due to their robustness and generalization
property.
The machine learning surrogate model is expressed formally in a compact notation as:
y = f (p, T0, , E, lnA;w), (10)
with the output y represents the random flame speed, and w refers to network parameters to be
identified in the network training. The randomness of the flame speed is induced by the calibrated
parameters.
The neural network is constructed using the open platform Tensorflow [52]. The dense block
presents two design parameters, the number of the layersL and the growth rateK . In our surrogate,
we consider a dense block with L = 4 and K = 16. Training the network means learning the net-
work parameters w using training data with respect to certain loss function. We adopt a supervised
learning strategy, wherein the data set for the training process is provided by simulations of 1-d
laminar flame using Cantera software. We use the mean squared error (MSE) [53] for this purpose.
To evaluate the ability of the surrogate , we consider the mean relative error (MRE) and coefficient
of determination (R2-score) metrics [54]. The RMSProp optimizer algorithm is used for parameter
learning [55], considering a learning rate of 1 × 10−3. Finally, it is used 100 epochs in the training
process.
In general, combustion systems are operated with leaner mixtures in order to increase the effi-
ciency and reduce the formation of pollutants [56, 57]. Accordingly, the surrogate is constructed
bearing that in mind by choosing the surrogate input space of operating conditions:  ∈ [0.6, 1.0],
T0 ∈ [300, 450]K , and p ∈ [1.0, 2.0]bar. For the training, we divide this subdomain of the input
space with regular partitions defined by 0.2, 50 K and 0.5 bar, respectively. Regarding the cali-
brated parameters E and lnA, we choose those from the enhanced model of Case 3.2.2. So, we
build the training set by randomly selecting 1000 samples of those parameters and combine them
with the operating inputs of the regular grid to obtain 36,000 input points, having the corresponding
outputs computed using the original flame speed model. Moreover, we use 80% for training and the
remaining 20% is used for the accuracy assessment of the resulting surrogate model. Such accuracy
is verified with the mean relative error that achieves values lower than 0.6% and the coefficient of
determination of 0.997.
After building the surrogate, we now use the standard Monte Carlo (MC) method to propagate
uncertainties arising from the calibration of the Arrhenius parameters into the flame speed. Next,
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we measure the degree of uncertainty of the predictions using the coefficient of variation, defined





where vector r = (p, T0, ) contains the operating condition.
Figure 12 gives an overall picture by displaying a mapping between the operating conditions
and the uncertainty on flame speed expressed by the coefficient of variation, after marginalizing
out lnA and E with the use of MC method. We present an explicit quantification of the induced
uncertainty resulting from the calibration into the predictions, that helps to understand the limits
of the calibrated model when leveraged to a more elaborate setting. More specifically, to make
more accessible the visualization of the results, we plot this mapping for six fixed pressures levels,
allowing to make explicit the strong dependence of the output uncertainties regarding different
levels of such operating input. A critical aspect to highlight in the very beginning is the high values
of cv in particular regions of the operating conditions, especially those near the low bound for leaner
mixtures. That might be, partially, explained by the burning conditions near flammability limits
[58], which bears the potential to amplify the propagated uncertainties. However, it could also
be attributed to the calibrated model’s use beyond its intrinsic prediction limits. It is not possible
to make a definitive judgment without resorting to more data for the calibration process covering
such operating conditions, which falls outside this particular study. Also, it is note that variability
of flame speed is less pronounced at regions near the stoichiometric condition, while the inlet
temperature and pressure level significantly impact the flame speed variability, especially at leaner
conditions. All these considerations convey critical information to understand the limitations of
the modeling. However, they can also be employed, as mentioned before, in the design of physical
experiments, allowing the choice of optimal operating conditions less sensitive to uncertainties
contaminating the interpretation of the results.
4. Conclusion
In the present study, some aspects and tools are investigated to support the design of compu-
tational models dedicated to the combustion of biogas. We employ a UQ probabilistic perspective
addressing different sources of uncertainties that might hamper the ability of the model to produce
reliable predictions of the combustion process. We analyze such uncertainties sources in two main
blocks. The first deals with uncertainties in model inputs (mixture composition) or parameters (Ar-
rhenius relation for the chemical kinetics). We carry out some analysis that confirm the importance
of the Arrhenius parameters in the uncertainty in the predictions. That, to a certain extent, inspires
the conception of the second block, that is devoted to model discrepancies originated by the use of
reduced kinetic models. In that context, we propose two models based on embedding the model
discrepancy in such parameters.
The further study not only illustrates a broader scenario regarding the propagation of uncer-
tainties but also demonstrates a key feature of the embedding strategy. Its ability to generate a
model that easily adapts to situations significantly different from those used for calibration (or even
validation). Moreover, it also serves as a good test for employing a combination of supervised
R. S. M. Freitas et al.: ‘Preprint submitted to Chem. Eng. Science Page 19 of 22
R. S. M. Freitas, F. A. Rochinha, D. Mira & X. Jiang / Preprint submitted to Chem. Eng. Science
(a) p = 1.0 bar (b) p = 1.2 bar (c) p = 1.4 bar
(d) p = 1.6 bar (e) p = 1.8 bar (f) p = 2.0 bar
Figure 12: Flame speed variability at different operating conditions.
machine learning techniques with physics-based models to design and construct useful tools to
support computational simulation of complex systems.
The study demonstrated the deficiency of the 2-step mechanism and the efficacy of UQ on im-
proving the modelling accuracy. Future studies can be focused on pollutant formation predictions,
where more complex chemical kinetic models will be needed.
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