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We study the difference equations obtained when some numerical methods for 
Volterra integral equations of the second kind are applied to the linear test problem 
I = 1 + sh (A+ ptr + UJ y(s) ds, I 2 0, with fixed stepsize h. The resulting difference 
equations are of Poincari typ and we formulate a criterion for boundedness of 
solutions of these equations if the associated characteristic polynomial is a simple 
von Neumann polynomial. This result is then used in stability analysis of reducible 
quadrature methods for Volterra integral equations. i 1956 Academic press. lnc 
1. INTRODUCTION 
Consider the difference equation of fixed order Y with variable coefficients 
i=O 
n = r, r + l,..., where CX;.~ = cli + rz ‘/Ii, i = 0. l,..., Y, and where (Y, and pi are 
constants. As explained in Section 3 such equations arise when some 
numerical methods for Volterra integral equations (VIES) of the second 
kind are applied to the scalar test equation 
j$t)=l+ ‘(A+/G+W))‘(S)ds, 
s t 2 0, 0 
with fixed stepsize h > 0. Denote by 4 and $ the polynomials 
d(5)= i; a;(‘~ ‘) 11/(t)= i pitrp’3 
,=O r=n 
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which are called the characteristic polynomials associated with (1). This 
equation is a special case of difference equations with “almost constant 
coefficients” also called equations of Poincare type (see [ 1 l-143). One of 
the main facts about such equations is the Perron theorem [12] which we 
state here as given in Milne-Thomson [ 11, p. 5481. 
THEOREM 1. Let q,, q2 ,..., qS be the distinct moduli of the roots of the 
polynomial r$ and let lj. be the number of roots whose modulus is qA, multiple 
roots being counted according to their multiplicity, so that 
1, + 1, + . . ’ + 1, = r. Then, provided that CI,, # 0 and G(,., # 0 for all values of 
n, the difference equation (1) has a fundamental system of solutions, which 
fall into s classes, such that, for the solutions of the 1 th class and their linear 
combinations, 
lim sup 11 y,,I = q;.. 
n + .% 
The number of solutions of the 1 th class is 1,. 
As an immediate consequence of this theorem it follows that if all roots 
of the polynomial 4 have modulus less than one, then every solution of (1) 
is bounded. Similarly, if 4 has a root with modulus greater than one than 
there exists an unbounded solution of ( 1). Unfortunately, this theorem can- 
not be used to decide whether or not the solutions of (1) are bounded if C$ 
has some roots with modulus equal to one. This can be the case in 
applications in numerical analysis (see [ 1 I). It is the purpose of this paper 
to examine this question. To be more precise, we will establish a criterion 
for boundedness of solutions of ( 1) if 4 is a simple von Neumann 
polynomial. This means that all roots of 4 have modulus less than or equal 
to one and those with modulus one are simple (compare the definition of 
this notion in [lo]). This criterion is then used in stability analysis of 
quadrature methods reducible to linear multistep methods for Volterra 
integral equations of the second kind. The results obtained here extend and 
strengthen some results of our previous paper [ 11. 
2. BOUNDEDNESS OF SOLUTIONS OF DIFFERENCE EQUATIONS 
Assume that 4 is a simple von Neumann polynomial and denote its 
essential roots, i.e., those with modulus equal to one, by <,, t2 ,..., rk. 
Denote the nonessential roots of 4, i.e., those with modulus less than one, 
by< - k+l, <kf2v-r [,, and their multiplicities by mk + , , mk + 2 ,..., m , so that 
k+mk+, +mk+2 + . . + m, = r. Define the family of polynomials @, by 
Q,(t) = d(5) +n-‘$(t), 
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n = 1, 2,..., and denote the roots of @,z by 
(3) 
where 
ti,n ” -+ s,, i = 1, 2 ,..., k
g., -+ L j = 1, 2,..., mi, i = k + 1, k + 2 ,..., s,
as n -+ ‘CC. Let us compute the O(n -‘) approximations to the roots <,.,, 
approaching essential roots of 4. Put 
i = 1, 2 ,..., k. Since 
and 
E 5 i.,l = t, + ‘i’,n ’ + O(n -‘), (4) 
$(5,,,)=d’(5;)i’;n--‘+O(n ‘) 
$(5,.,) = $(5,) + OW’), 
it follows that 
Hence, 
i’i= -11/(5,)/d’(L), 
i = 1, 2 ,..., k. For the roots c;,,, approaching the nonessential root ti of q5 of 
multiplicity mi we have 
g,,=<,+ c 6.~,,n~‘“‘+O(n~‘““+“““), (5) 
/= I 
j=l,2 ,..., mi, i= k+ 1, k+ 2 ,..., s (compare the discussion in [6, p. 2361). 
Let us compute the first terms 6;,, in these expressions. In view of the 
relations 
~(5~,,)=~‘“)(4,)(6~,)“‘n~~‘/m;! + O(n-““‘+‘)~m~), 
$(t$l) = $(<,I + O(n ~’ “‘1, 
and q5’m)(i’i)/mj! =uO, it follows that 
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as n + ccj. Thus if 4 and $ have no common factor it follows from I&<,) # 0 
and a, #O that 6{,, j= 1, 2,..., m;, are mi different values of ($(~i)/a,)l’m: 
Consequently, all roots of 0, are distinct for large n. 
Occasionally, it will be convenient to denote the sequence (3) by 
JL.n,..., Ln, fh + I.n,“.r Ll. (6) 
Define 
?in= [I’,, yn-,I,-. Lr+,lT 
and 
A,,= 
a r,n 
ao.,, 
0 !I 0 
where T stands for transposition. Then Eq. (1) can be written in vector 
form 
F,i=A,,.F,,-,, (7) 
n = r, r + l,... . The characteristic polynomial f,, = det(A, - Al) of A, is then 
.f,(~) = ( - 1)’ i (a.i,,Jao.,) i’--‘= (- 1)’ @,,(J)/ao.,, 
j=O 
and its roots are given by (6). Since these roots are distinct, it follows that 
P,‘A,P,= D ,I 3 (8) 
where P, is the Vandermonde matrix 
and 
D, = diagCA,,,, &,r...r LJ. 
We will need the following result concerning the matrix P; ‘, 
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LEMMA 1. Assume that for i= 1, 2,.., k, ti,n satisfies (4) and that for 
j= 1, 2,..., mi, i = k + 1, k + 2 ,,.., s, {{,, are as in (3). Then there exists a num- 
ber LIE [0, 1) such that llP;‘II x = O(nl‘) as n + CG. 
Proof Define 
Li.,(t)=(t-;1,,,)“‘(t-~i-I,,,)(t-~i+I.n)”’(f-~r.n)l~j.n, 
where 
i = 1, 2,..., r. It is well known that the (i,j)-element of the inverse matrix 
P; ’ is the coefficient of t’-j in the polynomial Li,, (compare [4]). Hence, 
putting 
pi1 = CPlyi.,= I.2 . .. rt 
it follows that p,*,,, = c~,~,JD~,~, where the numbers r~~,,,~ are bounded 
uniformly in n. It is clear that pFj,,, = U( 1) for i = 1, 2 ,..., k. To estimate pFj,,, 
for i = k + 1, k + 2 ,..., r note that Ai,,, = t;; n for some ,u E (k + 1, k + 2 ,..., s}
and v E { 1, 2 ,..., m,} . Hence, the denominator Di., of p&, contains the 
product 
(5:,.,~-5:.,)...(5t,,-5~) 
for v = 1; the product 
(CL, -r:,,). . . b& - r;,; ‘,((l;,n - <;,; ‘). . (<L,, - 5%) 
for v = 2, 3,..., m, - 1; and the product 
for v = m,, while the other factors are bounded away from zero, uniformly 
with respect to n. Since l;,, - S;,,, = O(n’!“g) for p, t E { 1, 2 ,..., m,} it follows 
that Di,, = O(K”“@~ ‘jirnp) and p& = O(n’mp- “;“Q), i = k + 1, k + 2,..., r, as 
n + co. Consequently, there exists a number v E [0, 1) such that ilP,;‘ll = 
O(n’) as n + cc, which is our claim. 
We will also need a bound on the norm of the matrix Q,, : = P, ~ , - P,. 
LEMMA 2. Under the same assumptions as in Lemma 1, there exists a 
u~(l, 23 such that IlQ,ll, =O(n-‘) as n+ <XI. 
ProoJ Let Sz, = [o~,,.~]~,,= ,.z ,,__, r. To estimate wi,j,n we first estimate the 
differences Ai,n ~ , - Ai,n, i = 1, 2 ,..., r. Using (4) it follows that 
Ai.n 1 -Ai,n=O(npZ), i = 1, 2 ,..., k.
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For i=k+l, k + 2, . . . . r, there exist P E {k + 1, k + 2 ,..., S} and 
v E { 42 ,..., m } such that li,, = r;,n. Hence, in view of (5) we obtain 
<;,,&-<;,,= 2 ~l;,l((n-l)-I’“P-,-r/m,)+O(,-(m.+’)/m,). 
/= I 
Clearly, 
(n- l)-“mr_n-l/m,=O(n~(m,+r,lm,), 
I= 1, 2 ,..., hence m,, 
c& _ , - I& = O(n -cm, + l)‘y, v = 1, 2 ,..., m , p = k + 1, k + 2 ,..., s.
Now it is clear that there exist a u E (1,2] such that 
li,n- I -A,, = O(n-y, i = 1, 2 ,..., r
and, consequently, IlQ,ll so = O(n-‘), which is the desired estimate. 
In light of the above preliminary results we are now ready to formulate 
an prove our main theorem. 
THEOREM 2. Assume that cq, # 0 and cq,” # 0 for all n; the polynomials 4 
and $ have no common factor and 4 is a simple von Neumann polynomial 
with essential roots < 1, t2,..., rk (k = 0 is allowed). Then every solution of ( 1) 
is bounded, provided that 
-$n < IArg(Sj) - Arg(yi)l <in, (9) 
where yi = -I,Q<~)/#‘(~~), i= 1,2,..., k. Here, Arg(z) stands for the principal 
value of the argument of the complex number z, i.e., Arg(z) E ( - 7c, ~1. 
Proof In view of (8), 
to (I), is 
the solution of the system (7) which is equivalent 
j, = P, D, ,fi+, (P,‘P,-1D,~,)P;‘?;,-,, (10) 
n = r, r + l,..., where jr-, is a given starting vector. Hence, 
IIYnII co< lIPnIl m ll~,ll oc, mG+, IIK’P,-ID,+, II= IIP;‘lI, lI4;r-,llac,? (11)
n = r, r + l,.... Taking into account the form of the inverse Pi ’ of the Van- 
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dermonde matrix P, (see [4]) and the definition of D,,, it is easy to check 
that 
P,lP,~,D,~,= [&i- I Ln(~,.n* I )l,..j= I.2.. r. 
It follows from Lemmas 1 and 2 that 
IIc3Lll x G IIP,‘ll, lIQ,II x = Wm’-“L 
where tl - u < 0. Thus, Pp ‘8, + 0 (zero matrix) as m + ~1 and 
P,‘P,-, = I+ P; 9, + I (Gentity matrix) as m + co. Similarly, 
P;‘P,,p,D,,-,+D, m+ zx, (12) 
where 
Consider now the norm 
In view of (12) and the fact that rk+ ,, tkfZ,..., 5, are nonessential roots of 
4, it follows that for sufficiently large m this maximum is attained for some 
i such that 1 < i 6 k, i.e., 
IIP,‘P,-,D,-,ll,=,~~~, IL-,I IL,m(L-,)I . . 
+ i I&m4 ILm(~,.m-,)I (13) 
j=l i 
J#i 
(for k = 0 the theorem follows immediately from Theorem 1). Using (4), it 
is clear that 
4, - I - 4, 
li,m - ;iI,m 
=l +O(mp2) 
for i = 1, 2 ,..., k and l# i. Hence, 
L,m(4.m-I)= 1 +Wp2), i = 1, 2 ,..., k.
To estimate Li,,(AJ.,- ,) for i= 1, 2 ,..., k, and j# i note that the 
denominator Di., of L,,( Aj,m ~, ) is bounded away from zero while the 
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numerator of Li.m(r3j.m - 1) contains either the term ii.,, _, - Aj.W, if j < i, or 
the product 
for some ,D E (k + 1, k + 2 ,..., S} and 11 E ( 1, 2 ,..., m , ) if j > i Therefore, since 
the relations 
nj.im - 1 -A,.,, = O(m-‘), j> i, 
[L,,_ 1 -rL,, = O(m-(mw+ l)‘mP) (see the proof of Lemma 1 ), 
&?I - I - rL*, = O(m-‘;nrP), T#V 
are satisfied. it follows that 
L,m(~.i.m - 1 I= Oh -‘), i = 1, 2 ,..., k j # i. 
For I&, ~ ,I, i = 1, 2 ,..., k we have 
I~j.m-Il = I<i+yi(“- I)-’ + O(m-‘)I, 
where I<,\ = 1. Hence, if the condition (9) given in the formulation of our 
theorem is satisfied then I&,- LI = 1 + O(mp2). To see this suppose that ti 
and lti are perpendicular, which corresponds to the exteme case in (9). 
Then <i = exp(i8), 1’; = lyil exp(i(8 f 7r/2)), and elementary computations 
show that lei+y,(m-l)P’I=l +O(m-*) as m-+cc. In view of (13) it 
follows that 
IIP~‘Pmp,D,,-,Il, = 1 +O(m-‘), in -+ ‘ccc. 
It is clear that )IP,,jl ic, and IID,,ll x are bounded uniformly in n. Hence, 
because the infinite product n;= r+, ( 1 + O(me2)) is convergent, the 
assertion of our theorem follows from ( 11). 
Remark 1. Because Eq. (1) includes as special case case the difference 
equation with constant coeffkients (pi= 0, i=O, l,..., r), the condition that 
4 is a simple von Neumann polynomial cannot be relaxed to the condition 
that 4 is a von Neumann polynomial, i.e., a polynomial with all roots in 
the closed unit disc, where the essential roots are not necessarily distinct. 
Remark 2. Condition (9) is essential. To illustrate this consider the 
equation 
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n= 1,2 ,..., J’~= 1, with &<)=c- 1, $(<)=fl,, where 8, is real. Now 
5, = 1, 7, = -p,, and the condition (9) is equivalent to /J, >O. Observe 
also that if /?, < 0 then the solution yn = n;=, (1 --MI-‘/?,) of this equation 
is unbounded. 
Remark 3. If 4 and t+G have a common factor i’ - r* then Eq. (1) with 
given starting values )‘0, .r, ,..., yr ~ , , is equivalent to the equation 
r-l 
;zo ta*+n -‘/y)z,, .;=o, (14) 
n = r, r + l,..., where z,, = I’,, - (*>I,, ~, , n = 1, 2 ,..., and where af and b* l 7 
i = 0, I,..., r - 1, are defined by 
Nothing essential is lost if /(*I < I because in this case the solution ~9~ of 
(1) is bounded if the solution z,, of ( 14) is bounded. However, if It*1 = 1 it 
may happen that zn is bounded while ~3,~ is not. 
Remark 4. The assumption tlO,n # 0 for all n could be replaced by the 
requirement that tlo,n # 0 for all sufficiently large n. The proof would require 
only slight modifications. 
Remark 5. Interesting results about the asymptotic behaviour of 
solutions of equations of type (1) with LX,,, = ai + Pi.nr under the condition 
x;=, j?i,n < (xj, were obtained by Evgrafov [7] and Coffman [S]. This con- 
dition is, of course, not satisfied for ai,n = ai + n--pi, which is the case under 
consideration. 
3. STABILITY ANALYSIS OF REDUCIBLE QUADRATURE METHODS FOR 
VOLTERRA INTEGRAL EQUATIONS OF THE SECOND KIND 
Denote by p and G the characteristic polynomials of linear multistep 
method for ordinary differential equations (ODES) with coefticients ai and 
bi, i=O, l,..., k a,#O, lakj + lbkl ~0, i.e., 
k k 
p(5)= 1 a;(k-i, a([)= c bitkpi. (15) 
i=O ,=O 
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It is always assumed that the linear multistep method is: 
(i) consistent, i.e., p( 1) = 0 and p’( 1) = G( 1). 
(ii) zero stable, i.e., p is a simple von Neumann polynomial. 
(iii) implicit, i.e., 6, # 0. 
Moreover, it is assumed that: 
(iv) the polynomials p and 0 have no common factor. 
The last assumption is made for the sake of convenience but nothing essen- 
tial is lost (compare the discussion of this condition in [6]). 
Consider the Volterra integral equation of the second kind 
Y(o=g(r)+j-; w4&y(s))ds, t>O, (16) 
with the solution Y. Suppose the stepsize h > 0 is fixed and define the grid 
ti=ih, i=O, l,.... The direct quadrature method for (16) is the method of 
the form 
~n=dt,)+h i M'n.jk(tn, tj, I'.j), (17) 
j=O 
n = 0, l,..., where y, is an approximation to Y( t,). This method is said to be 
(p, o)-reducible if the weights u!,,~ are associated with the coefficients ai and 
bi of linear multistep method for ODES by the formulas 
,co ai%-,,j=O, j=O, l,..., n-k- 1, 
=b n-,9 j = n - k, n - k + l,..., n. (18) 
These methods have been studied by Wolkenfelt [l&18] and van der 
Houwen and Wolkenfelt [IS] (see also [ l-3,9]). As in [l] we study the 
stability properties of reducible quadrature methods applying them to the 
linear test equation 
y(t)= 1 +J’ (A+pt+vs) y(s)& t 2 0, (19) 
0 
with fixed stepsize h > 0. It is known (see [ 11) that the solution of this 
equation is bounded if p + v < 0 and 2~ + v < 0 and we investigate whether 
this property is inherited by the numerical solution approximating Y. It 
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was shown in [I] that the application of (17) subject to (18) to this 
equation leads to the difference equation with variable coefficients 
I=0 i=O 
n = 2k, 2k + l,... . This relation is equivalent to 
The reducible quadrature method is said to be absolutely stable for given 
h1, h2p, and h’v if, for these values, every solution .I’,, of (20) is bounded. A 
region .r;4 in (IzL, h2p, h%)-space is said to be the region of absolute stability 
of the method (17) if (17) is absolutely stable for all (M, k’p, II~v)E,G~. 
Consider the family of polynomials associated with Eq. (20) 
@,K)=4W+ew), 
n = 2k, 2k + I,..., where 
c$(<)=h’(p+\q i i u,b;<2k-r-‘, 
/ = 0 i = 0 
I)(<)= -i 5 a,[a,-h,(h~-2h?~l-h2v(i+I))] <‘k-t -‘. 
I=0 i=o 
It is clear that 
d(g) = h2(P + \I) P(5) 407 
and using the relations 
f faITk~‘=kp(5)-SIp’(5), 
/=O 
we also have 
‘h(t)= -~~(5)+W(5)a(+h~(2y+v)o(5)(kp(+5p’(5)) 
-~2w(t)W(5)- W(4)). 
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Assume that 0 is a simple von Neumann polynomial. Then using condition 
(iv) it is clear that the polynomials 4 and II/ do not have a common root 
with modulus equal to one, although it may happen that they have a com- 
mon root inside the unit circle. Denote by 5, = 1, t2,..., lP, the essential 
roots of p and by &,+,, tp+2,..., t,,, the essential roots of B and define 
Yi= -ti(5i)/d’(t,)l i= 1.2 ,..., p + q. 
It is easy to check that 
yi= -& z 
, 
for i = 1, 2 ,..., p and 
y-= P(ti)-h2v5i0’(5i) 
I h2(p + v) o’(ti) 
(21) 
(22) 
for i = p + 1, p + 2,..., p + q. As an immediate consequence of Theorem 2 
and Remark 3 we have 
THEOREM 3. Assume that ,u # v; the conditions (i) - (iv) are satisfied and 
that o is a simple von Neumann pol~vnomial. Then the region of absolute 
stability of the (p, o)-reducible quadrature method (17) is given bJ 
d = ((h1, h’u, h2v) : fx 6 IArg([,) - Arg(yi)l 6 $, i= 1, 2 ,..., p + q}, 
where 5, = 1, r2 ,..., 5, are the essential roots of p, l,, ,, rpf2,..., t,,, are 
the essential roots of o, and where yi are defined 611 (2 1) for i = 1, 2,..., p and 
by (22) for i = p + 1, p + 2 ,..., p + q. 
It follows from this theorem that if <, = 1 is the only essential root of p 
and if all roots of G are inside the unit disc then the region of absolute 
stability of such method is d = SY v (e, where 
%9={(h/I,h2u,h2v):2u+v<0,u+v<0}, 
%?={(hl,h2u,h2v):2u+v>0,p+v>0). 
Examples of such methods are given by quadrature methods reducible to 
backward differentiation formulas for ODES for k = 1,2,..., 6. 
Consider now the B-method for VIES examined in [ 11: 
Y PI+1 =g(tn+l)+h(l-0) i k(t,+l,tj,Yj)+heni’ k(tn+l,tjtYj), 
j=O j=l 
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n = 0, l,..., 0~ [0, 11. This method is reducible to the &method for ODES 
with 
P(t)=t- 1, a(<)=8t+(1-0). 
For 8 E [0, +) this method is explicit and as shown in [ 1 ] the region of 
absolute stability is empty. It follows from Theorem 3 that for 8 E (i, l] the 
region of absolute stability is JZ! = BuU, where g and G9 are defined 
above. This is an improvement over the result given in [ 11. For 8 = f (this 
corresponds to the trapezoidal rule), the region of absolute stability is 
d=B*v%?*, where 
B* = {(hi, h’p, h’v) : 2p + v < 0, p + \’ < 0, h*v < 4). 
V* = {(hi. h’p, h’v) : 2p + 1’ > 0, p + 1’ > 0. h’v > 4 j. 
The same result was obtained in [ 11. 
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