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We analyze, analytically and numerically, a periodically driven Rashba nanowire proximity cou-
pled to an s-wave superconductor using bosonization and renormalization group analysis in the
regime of strong electron-electron interactions. Due to the repulsive interactions, the superconduct-
ing gap is suppressed, whereas the Floquet Zeeman gap is enhanced, resulting in a higher effective
value of g-factor compared to the non-interacting case. The flow equations for different coupling
constants, velocities, and Luttinger-liquid parameters explicitly establish that even for small initial
values of the Floquet Zeeman gap compared to the superconducting proximity gap, the interactions
drive the system into the topological phase and the interband interaction term helps to achieve
larger regions of the topological phase in parameter space.
Introduction. In the past decade, a variety of exper-
imentally relevant setups have been proposed to realize
topological superconductivity [1, 2]. The exotic topologi-
cal phases include topological insulators [3–8], Majorana
fermions [9–26], and parafermions [27–38]. Topological
superconductors hosting Majorana modes provide a plat-
form for topological qubits [39, 40], which have potential
applications in quantum computation if missing quan-
tum gates are supplemented [41–43]. Quantum systems
driven out of equilibrium by an external field have also
received rapidly increasing interest in recent years, for
example, in the field of time-crystals [44–47]. Combining
these two research concepts gives rise to new phases such
as Floquet Majorana modes [48–54], Floquet topological
insulators [55–57], and higher order Floquet topological
insulators [58–60].
In this Letter, we present a comprehensive study of
a setup consisting of an interacting Rashba nanowire
(NW) proximity coupled to an s-wave superconductor
and driven by a time-dependent magnetic field, see
Fig. 1. This setup exhibits Floquet Majorana bound
states (FMBSs) at each end of the NW if the Floquet
Zeeman gap is larger than the superconducting gap [52].
However, high-amplitude time-dependent magnetic fields
are not only difficult to apply but they also have detri-
mental effects on the superconductor, thus, the starting
point of the current work is to focus on a low-amplitude
magnetic field such that the Floquet Zeeman gap is small
compared to the superconducting gap. Moreover, in low-
dimensional systems, electron-electron interactions are
important as even for weak interaction strength, the sys-
tem changes drastically and cannot be described as Fermi
liquid anymore. A generic interacting many-body sys-
tem heats up to infinite temperature at sufficiently long
times as described by the eigenstate thermalization hy-
pothesis [61]. However, as demonstrated in Ref. [62], for
a periodically-driven quantum many-body system, in a
strong interaction regime, the prethermal Floquet state
can be stabilized. Therefore, we consider prethermal re-
gion, which means that the time period for the Floquet
FIG. 1. Sketch of the setup consisting of a one-dimensional
Rashba nanowire (blue cylinder) aligned along x direction and
brought into proximity to an s-wave superconductor (yellow
slab). The uniform time-dependent magnetic field B(t) with
frequency ω is applied along the NW axis and, thus, is applied
perpendicular to the SOI vector αR.
term is short compared to the heating time-scale and
study the setup in the presence of electron-electron in-
teraction [12]. Using bosonization and renormalization
group (RG) analysis [63–67], we show that even if the
Floquet Zeeman gap is small compared to the supercon-
ducting gap, one can still obtain topological phases as
the interaction renormalizes both superconducting and
Floquet Zeeman terms. Repulsive electron-electron in-
teractions renormalize the Floquet Zeeman gap, which is
of Peierls type [68], and make it larger, whereas supercon-
ductivity gets suppressed such that the superconducting
gap shrinks [12,67]. Thus, interactions helps to resolve
the requirement of strong magnetic fields to obtain Flo-
quet Majorana modes in the setup.
Model. We consider a one-band Rashba nanowire
(NW) aligned along x direction, which is proximity cou-
pled to an s-wave superconductor. The spin-orbit inter-
action (SOI) vector with strength αR defines the quanti-
zation axis along z direction. We apply an external time-
dependent periodic magnetic field B(t) = B cos(ω t) xˆ,
with magnitude B and frequency ω, along the axis of the
NW. This choice ensures that B(t) is perpendicular to
the Rashba SOI vector. The Hamiltonian contains three
terms, namely, the kinetic energy term and SOI term
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2as Hkin, the superconducting pairing term Hsc, and the
time-dependent Zeeman term HZ(t):
H(t) = Hkin +Hsc +HZ(t), (1)
Hkin =
∑
σ
∫
dxΨ†σ(x)
[
~2kˆ2
2m0
− µ
]
Ψσ(x)
− αR
∑
σσ′
∫
dxΨ†σ(x)(σz)σσ′ kˆΨσ′(x),
Hsc =
∆sc
2
∑
σσ′
∫
dxΨσ(x)(i σy)σσ′Ψσ′(x),
HZ(t) = 2 tF cos(ω t)
∑
σσ′
∫
dxΨ†σ(x) (σx)σσ′ Ψσ′(x),
where Ψσ(x) is the annihilation operator acting on an
electron with spin σ = ±1 at position x, while the
Pauli matrices σx,y,z act on the spin space and kˆ =
−i ∂x is the momentum operator. The amplitude of
the time-dependent Floquet Zeeman term is given by
tF = g µB B/2, where g and µB are the g-factor and
Bohr magneton, respectively. The proximity induced
superconducting pairing gap is of the size ∆sc. The
chemical potential µ is calculated from the SOI energy,
Eso = ~2 k2so/2m0, where kso = m0 αR/~2 is the SOI
wavevector and m0 is the mass.
We work in the Floquet formalism [48–51, and 69] to
convert a time-dependent problem to a static one. The
Hamiltonian is periodic in time, H(t) = H(t + T ), with
period T = 2pi/ω. The frequency ω is chosen such that
the Floquet Zeeman terms become resonant. As dis-
cussed in Ref. [52], this setup does not require the tuning
of chemical potential to the SOI energy, instead the chem-
ical potential µ has to be below the SOI energy such that
the smallest Fermi wavevector in both effective bands co-
incide [see Fig. 2]. The eigenstates of Floquet operator,
HF = H(t)− i~∂t, are given by periodic functions einωt,
where the integer n labels different Floquet bands sepa-
rated by an energy ~ω. This periodicity allows us to write
H(t) =
∑
nHne
inωt, where Hn =
∫ T
0
e−inωtH(t)/T . The
Floquet Hamiltonian HF acquires a block diagonal form,
written as
HF =
· · · H0 + ~ω H1 0 · · ·· · · H−1 H0 H1 · · ·
· · · 0 H−1 H0 − ~ω · · ·
 , (2)
where the static terms in H(t), i.e. H0 = Hkin + Hsc,
act on each Floquet band, while the oscillatory magnetic
field couples different Floquet bands which are separated
by an energy ~ω. We note that we work in the quasi-
equilibrium limit such that we have a well-defined quasi-
Fermi energy.
For simplicity, we consider only the single photon ab-
sorption processes, and thus focus only on the lowest two
Floquet bands denoted by η = 1 and 1¯. Thus, intro-
ducing the electronic operator Ψησ, which annihilates an
FIG. 2. Energy spectrum of Rashba NW consisting of spin
up (σ = 1, blue) and spin down (σ = 1¯, red) branches. The
chemical potential µ is set below the SOI energy and the
driving frequency ω is chosen such that the smallest Fermi
wavevector in the two Floquet bands, labeled by η = ±1,
coincide. Close to the Fermi surfaces, the slowly varying right
(left) fermionic field is denoted by Rησ (Lησ).
electron of spin σ in band η, the Floquet Hamiltonian in
the basis χησ=(Ψ11, Ψ11¯, Ψ
†
11, Ψ
†
11¯
, Ψ1¯1, Ψ1¯1¯, Ψ
†
1¯1
, Ψ†
1¯1¯
)
is written as
H ′F =
∫
dxχ†ησ
[(~2kˆ2
2m0
− µ− αRσz kˆ
)
τz + ∆scτyσy
+ tF τzσxηx +
~ω
2
(1− ηz)τz
]
χησ. (3)
Here the Pauli matrices τx,y,z and ηx,y,z act on particle-
hole and Floquet band spaces, respectively. If the Flo-
quet Zeeman gap exceeds the superconducting pairing
gap, tF > ∆sc > 0, the system hosts two zero-energy
bound states protected by an effective time-reversal sym-
metry T = −iηzσyK, where K is the complex conjugation
operator [52].
Next, we include electron-electron interaction. First,
we rewrite the kinetic energy in terms of the bosonic fields
[see Supplemental Material (SM) [70]] as
H ′kin =
∑
ηβ
∫
dx
2pi
[
uηβ
[ (∂xφηβ)2
Kηβ
+Kηβ (∂xθηβ)
2
]
+ 2 u˜ (∂xφ1c) (∂xφ1¯c)
]
, (4)
where the indices of the bosonic fields φηβ and θηβ refer
to β = c (s) for charge (spin) sectors of the η-Floquet
band. We set ~ = 1 here as well as in the following
calculation. Further, uηβ and Kηβ corresponds to the
velocity and Luttinger Liquid (LL) parameter, respec-
tively. The cross-term, characterized by the velocity u˜,
describes the repulsive interaction between the Floquet
bands. To simplify the problem, we fix K1β = K1¯β = Kβ
and u1β = u1¯β = uβ . For an ideal LL, uβ/vF = 1/Kβ
and u˜/vF = 1/K
2
c −1, where vF is the Fermi velocity [71,
72]. Notably, we consider only the charge density inter-
action between the Floquet bands, as we are interested
in the parameter regime in which interactions are spin-
rotational symmetric with Ks ∼ 1. The superconducting
pairing term and the Floquet Zeeman term are rewritten
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FIG. 3. (a) The strength of the physical Floquet Zeeman
term tF (l1)/∆0 (black) and superconducting pairing term
∆sc(l1)/∆0 (orange) as a function of Kc(0) for two initial
values of tF (0)/∆sc(0) = 0.5 (dashed) and 1 (solid) for ∆0 =
0.01uc(0)/a0 [see Eq. (8)]. The system is in the topologi-
cal phase when tF (l1) > ∆sc(l1). As the ratio tF (0)/∆sc(0)
decreases, we need stronger interactions to reach the topo-
logical phase. (b) To compare the results of first-order RG
[blue curve, see Eq. (8)] and second-order RG (red curve, see
SM [70]) flows, we plot the ratio tF (l1)/∆sc(l1) as function
of initial value of Kc for tF (0)/∆sc(0) = 1. The second-order
RG gives only small corrections to the first-order RG results.
The correction is most relevant close to the point Kc = 1,
where analytical results predict that the system is topological
[tF (l1) > ∆sc(l1)], however, due to the second-order correc-
tion, the system is in the trivial phase. Other parameters used
in the second-order RG numerics are Ks(0) = 1, uc(0)/vF =
1/Kc(0), us(0)/vF = 1, and u˜(0)/vF = 1/K
2
c (0)− 1.
as
H ′sc =
∑
η
∫
dx
2 ∆sc
pi α
cos(
√
2 θηc) cos(
√
2φηs), (5)
H ′Z =
∑
η
∫
dx
tF
pi α
cos(ϕ˜η/
√
2), (6)
where ϕ˜η = φηc − θηc − φηs + θηs + φη¯c + θη¯c + φη¯s + θη¯s
and α is the renormalized lattice constant of the NW,
which grows under RG. As a result, the total effective
Hamiltonian is given by H ′ = H ′kin +H
′
sc +H
′
Z .
RG equations and analysis. Next, we derive the RG
equations for different coupling constants, velocities, and
LL parameters in H ′. Most importantly, we are inter-
ested in finding out whether it is possible to reach the
topological phase even if the initial (non-renormalized)
value of tF is smaller than ∆sc and, thus, one expects
the system to be in the trivial phase in the absence of
interactions. To compare different competing terms, we
work in dimensionless units and define ∆˜sc = α∆sc/uc
and t˜F = α tF /uc. Further, performing an RG analysis,
our goal is to determine when t˜F dominates over ∆˜sc. In
RG language, this means finding the parameter regime
when the system reaches the strong coupling limit, i.e.
t˜F ∼ 1 and t˜F > ∆˜sc.
To derive the RG equations, first we calculate differ-
ent correlation functions between φηβ and θηβ for the ki-
netic part H ′kin using Green functions [70]. Subsequently,
utilizing the operator product expansion (OPE) method
[63], we compute the RG equations up to the first-order,
d∆˜sc/dl = [2− (λ+ + λ− +Ks)/2] ∆˜sc,
dt˜F /dl = [2− (2 ν+ + 2λ− + νs)/4] t˜F . (7)
Here, we define λ± = (uc ± u˜Kc)/(2Kc u±), u2± =
u2c ± uc u˜Kc, νs = Ks + 1/Ks, and ν+ = Kc uc/2u+.
The dimensionless RG flow parameter is l = ln(α/α0),
where α0 is the bare value of the lattice constant. No-
tably, the velocities and LL parameters do not flow under
first-order RG. We are interested in the gapped regime
where ∆˜sc and t˜F are RG relevant (terms growing as a
function of l). Moreover, the superconducting pairing
term ∆˜sc (t˜F ) is RG relevant for λ+ + λ− + Ks < 4
(2ν+ + 2λ− + νs < 8). To estimate the relevant param-
eter regime for Kc, we consider the limiting case u˜ = 0
and Ks = 1, which results in Kc > 1/3 (Kc + 1/Kc < 6)
for ∆˜sc (t˜F ) to be RG relevant, thus providing us the
lower bound. Therefore, in what follows, we focus on the
repulsive interaction regime with 1/3 < Kc < 1.
We solve the first-order RG [see Eq. (7)] for ∆˜sc
and t˜F considering that the latter reaches the strong
coupling limit i.e. tF (l1) = 1, where l1 is the dimen-
sionless RG flow parameter. Therefore, one obtains
l1 = 4 ln t˜F (0)/(2 ν+ + 2λ− + νs − 8) and ∆˜sc(l1) =
∆˜sc(0) [t˜F (0)]
γ , where γ = (4 − λ+ − λ− − Ks)/(ν+ +
λ−+νs/2−4). For Ks = 1, the values of the physical su-
perconducting pairing gap and Floquet Zeeman gap are
given by
∆sc(l1) =
uc(0) ∆˜sc(0)
α0
[
t˜F (0)
]λ++λ−−1
3−ν+−λ− ,
tF (l1) =
uc(0)
α0
[
t˜F (0)
] 2
3−ν+−λ− ,
ν+ + λ− =
(
Kc(0)/
√
2−K2c (0) + 1
)
/2,
λ+ + λ− =
(√
2−K2c (0)/Kc(0) + 1
)
/2. (8)
In the presence of strong repulsive interaction, the Flo-
quet Zeeman gap tends to exceed the superconducting
pairing gap even if this was not the case for the initial
values, see Fig. 3(a). Thus, interaction drives the sys-
tem into the topological phase by satisfying the criterion
tF > ∆sc. Generally, there is a crossover between tF
and ∆sc depending upon the ratio of their initial val-
ues. When tF (0)/∆sc(0) = 1, the crossover happens at
Kc = 1 and thus for Kc < 1 (Kc > 1), the system is
in topological (trivial) phase. As the ratio tF (0)/∆sc(0)
decreases, the crossover point for Kc, which can be cal-
culated by putting ∆sc(l1) = tF (l1) in Eq. (8), shifts
to smaller values, indicating that one requires stronger
repulsive interaction in the NW to reach the topological
phase.
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FIG. 4. RG flow of the physical gaps ∆sc/∆0 (orange
solid) and tF /∆0 (black dotted) as a function of LL param-
eter Kc after solving the second-order RG equations for (a)
tF (0)/∆sc(0) = 0.5 and (b) 1. The vertical blue arrow de-
notes the point when t˜F = 1. For the values Kc(0) > 0.8
[Kc(0) > 1], the system is in the trivial phase for (a) [(b)].
The LL parameters stay close to the initial value before reach-
ing the blue vertical arrow, which justifies the assumption
of first order RG. The smaller the ratio tF (0)/∆sc(0) < 1,
the stronger interactions are required to reach the topolog-
ical phase. Other initial conditions are chosen as Kc(0) =
0.5, 0.6, 0.7, 0.8, 0.9 from left to right, Ks(0) = 1, uc(0)/vF =
1/Kc(0), us(0)/vF = 1, and u˜(0)/vF = 1/K
2
c (0)− 1.
To check that the flow of LL parameters and veloci-
ties do not affect the analytical results obtained in the
first-order, we recompute the RG equations up to the
second-order [70]. As these are involved coupled differen-
tial equations, we solve them numerically. Generally, the
second-order RG eqs. give small corrections to the first-
order result, see Fig. 3(b). However, close to Kc = 1,
the corrections are more relevant rendering the system
trivial. Examining the RG flow of the physical gaps in
second-order [see Fig. (4)], we observe that, up to the
strong coupling limit point, Kc stays close to the initial
value and hardly flows. This justifies our assumption
of focusing only on the first-order RG equations. Also
the effect of the ratio tF (0)/∆sc(0) on the physical gaps
in both RG orders matches exactly [see Figs. 3(a) and
4)]. Generally, the repulsive interaction suppresses the
superconducting gap [12,67]. In contrast to that, the
Floquet Zeeman gap is enhanced [68], which results in a
higher value of the effective g-factor compared to the non-
interacting case. One can understand the enhancement
in a simple way, the Floquet Zeeeman term has a form
similar to a spin-flip backscattering term. As discussed
in Ref. [65], the backscattering amplitude increases as
interactions get stronger, thus resulting larger gaps in
comparison to the non-interacting case. This allows one
to satisfy the topological criterion tF (l1) > ∆sc(l1) even
if the non-interacting bare value of tF (l0) is smaller than
∆sc(l0).
Finally, we also compute the phase diagram as a func-
tion of the ratio ∆sc(0)/tF (0) and the initial LL parame-
ter value Kc(0) [see Fig. 5]. For a non-interacting system
(Kc = 1), if ∆sc(0)/tF (0) ≥ 1, system is always in the
trivial phase. However, when Kc < 1, the topological
phase emerges due to the presence of interactions. As
the ratio ∆sc(0)/tF (0) increases, we require lower val-
ues of Kc, i.e. stronger interaction strength to reach the
topological phase. We also would like to emphasize the
role played by the interband interaction cross-term u˜. If
u˜ is absent [see Fig. 5 (b)], the phase boundary between
the topological and trivial phase is shifted to lower values
of Kc(0) compared to the case of finite u˜ [Fig. [5 (a)].
Thus, the interband interaction term results in larger pa-
rameter space corresponding to the topological phase.
Conclusions. We studied the effects of electron-
electron interactions on a driven Rashba NW with prox-
imity gap and analyzed the interplay between the Floquet
Zeeman term and superconducting pairing term using
bosonization techniques and RG analysis. The repulsive
Coloumb interaction drives the system into the topolog-
ical phase even if the initial (bare) value of the Floquet
Zeeman gap is smaller than the superconducting prox-
imity gap. Under RG flow, the physical Floquet Zeeman
gap is enhanced whereas the proximity gap is suppressed,
pushing the system into the topological phase. The pro-
posed setup is important as it does not require the tuning
of the chemical potential close to the spin-orbit energy
and it exhibits topological superconductivity, and thus
Floquet Majorana modes, even for weak strengths of the
driving magnetic field due to the presence of electron-
electron interactions.
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FIG. 5. (a) Phase diagram as a function of ∆sc(0)/tF (0)
and Kc(0) in the presence of the interband interaction cross-
term, u˜(0)/vF = 1/K
2
c (0) − 1, obtained numerically by solv-
ing second-order RG equation (see SM 70). (b) The same in
the absence of u˜(0). If the topological criterion tF > ∆sc is
satisfied, the system is in the topological phase (red area),
otherwise in the trivial phase (green area). The area corre-
sponding to the topological phase is substantially increased
in the presence of u˜. Other initial conditions: Ks(0) = 1,
uc(0)/vF = 1/Kc(0), and us(0)/vF = 1.
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Bosonization
In this section, we first linearize the spectrum close to the Fermi momenta and subsequently bosonize the
Hamiltonian in order to include electron-electron interactions in the analysis [63–67, and 69]. The Fermi points
kF,ησr of the Floquet band η with the spin σ have the form kF,1σ± = σ kso ± kso
√
1 + µ/Eso and kF,1¯σ± =
σ kso ± kso
√
1 + (µ+ ~ω)/Eso. The resonance condition is satisfied, if kF,11¯+ = kF,1¯1− and kF,1¯1¯+ = kF,11−. We
write the fermionic fields in terms of the right mover and left mover fields as
Ψ11 = R11e
ikF,11+ + L11e
ikF,11− ,
Ψ11¯ = R11¯e
ikF,11¯+ + L11¯e
ikF,11¯− ,
Ψ1¯1 = R1¯1e
ikF,1¯1+ + L1¯1e
ikF,1¯1− ,
Ψ1¯1¯ = R1¯1¯e
ikF,1¯1¯+ + L1¯1¯e
ikF,1¯1¯− . (S1)
Here we denote the slowly-varying right and left moving field by R(x) and L(x). Further, we linearize the sum of
kinetic energy and SOI terms, which takes the following form
H ′kin = −i ~ vF
∑
ησ
∫
dx [R†ησ(x)∂xRησ(x)− L†ησ(x)∂xLησ(x)], (S2)
where vF is the Fermi velocity in the NW. The linearized form of s-wave pairing term has the following form
H ′sc = ∆sc
∑
η
∫
dx [R†
η1¯
L†η1 −R†η1L†η1¯ + H.c.]. (S3)
Finally, in terms of fermionic right and left movers, the Floquet Zeeman term that couples the lower and upper
Floquet bands is given by
H ′Z = tF
∑
η
∫
dx [R†
η1¯
Lη¯1 + H.c.]. (S4)
To include the electron-electron interactions, we consider only the low-lying excitations close to the Fermi level.
As the particle-hole excitation are bosonic in nature, we bosonize the Hamiltonian by defining left and right moving
fermions in terms of the charge (φηc, θηc) and spin (φηs, θηs) bosonic fields described by following definition
Rησ =
1√
2piα
e
− i√
2
[φηc−θηc+σ(φηs−θηs)],
Lησ =
1√
2piα
e
i√
2
[φηc+θηc+σ(φηs+θηs)], (S5)
where α is the short-distance cut-off of the theory and we assume it to be the lattice constant of the NW. The bosonic
fields satisfy the commutation relation [φηβ(x), θη′β(x
′)] = i pi δηη′ sgn(x′ − x). The field φηβ and θηβ relate to the
β = c (charge) and β = s (spin) density and current in the η-band, respectively. Thus we rewrite the linearized
Hamiltonian in bosonized fields and obtain different terms in the Hamiltonian H ′ defined in Eqs. (4)-(6) of the main
text. Notably, we also include interband interaction terms [see Eq. (4) of the main text]. In addition, there is a
backscattering term involving spin up and spin down electrons for each Floquet band separately of the form
Hg =
∑
η
gη
∫
dxR†η1Lη1L
†
η1¯
Rη1¯ + H.c. =
∑
η
gη
2pi2α2
∫
dx cos(2
√
2φηs), (S6)
where gη is the coupling strength. However, in the regime of Ks ≥ 1, this term is either marginal or irrelevant [67].
Thus, we drop this term in the main text.
2Green functions of unperturbed Hamiltonian Hkin in the presence of interband cross
term
In this Appendix, we derive first the Matsubara Green functions and later different correlation functions of φ − θ
fields in the presence of the cross term for the unperturbed Hamiltonian in H ′kin defined in Eq. (4) of the main text.
The quadratic part of the Matsubara action is written as S = Sc +Ss. Here we split the action into two parts Sc and
Ss, corresponding to the charge and spin-sectors, respectively, with the following form
Sc =
∑
η=1,1¯
1
pi
∫
dx dτ
[
i∂xθηc ∂τφηc − uηc (∂xφηc)
2
2Kηc
− uηcKηc
2
(∂xθηc)
2
]
− u˜
pi
∫
dx dτ (∂xφ1c) (∂xφ1¯c) ,
Ss =
∑
η=1,1¯
1
pi
∫
dx dτ
[
i∂xθηs ∂τφηs − uηc (∂xφηs)
2
2Kηs
− uηsKηs
2
(∂xθηs)
2
]
. (S7)
The correlation functions for the spin sector are unchanged as the cross-term between different Floquet band appears
in the charge sector only and has the following form
〈[φηs(x, τ)− φηs(0, 0)]2〉0 = Kηs ln
√
x2 + u2ηsτ
2
α
, 〈[φηs(0, 0)]2〉0 ∼ −Kηs
2
lnα ,
〈[θηs(x, τ)− θηs(0, 0)]2〉0 = 1
Kηs
ln
√
x2 + u2ηsτ
2
α
, 〈[θηs(0, 0)]2〉0 ∼ − 1
2Kηs
lnα , (S8)
where the expectation value 〈· · · 〉0 is taken with respect to the LL action Ss defined in Eq. (S7). For the charge
sector, we calculate the action in Fourier space which then becomes
Sc =
1
2
∫
dq dω
4pi2
Φ†c(q, ω)Gˇ
−1
c (q, ω)Φc(q, ω), (S9)
where Φc(q, ω) = [φ1c(q, ω), θ1c(q, ω), φ1¯c(q, ω), θ1¯c(q, ω)]. Here, we use the definition φηc(q, ω) =∫
dx dτ φηc(x, τ) e
i (q x−ω τ). The action Sc [see Eq. (S7)] determines the inverse Green function as
Gˇ−1c (q, ω) =
1
pi

q2u1cK
−1
1c iqω q
2u˜ 0
iqω q2u1cK1c 0 0
q2u˜ 0 q2u1¯cK
−1
1¯c
iqω
0 0 iqω q2u1¯cK1¯c
 . (S10)
We calculate the inverse of Eq. (S10) to obtain the matrix of Green functions for the charge sector which yields
Gˇc(q, ω) =

Gφ1cφ1c Gφ1cθ1c Gφ1cφ1¯c Gφ1cθ1¯c
Gθ1cφ1c Gθ1cθ1c Gθ1cφ1¯c Gθ1cθ1¯c
Gφ1¯cφ1c Gφ1¯cθ1c Gφ1¯cφ1¯c Gφ1¯cθ1¯c
Gθ1¯cφ1c Gθ1¯cθ1c Gθ1¯cφ1¯c Gθ1¯cθ1¯c
 . (S11)
For the calculations to follow below, we need to compute the correlations 〈φηcφηc〉0 and 〈θηcθηc〉0 in each of the η-NW
and 〈φηcφη¯c〉0 and 〈θηcθη¯c〉0 in between η − η¯ NWs. We write the corresponding Green functions as
Gθηcθηc(ω, q) = −
pi (KηcKη¯cq
2u˜2uη¯c − q2uηcu2η¯c − uηc ω2)[
(ω2 + u2ηc q
2)(ω2 + u2η¯c q
2)
]
Kηc −K2ηcKη¯c q4 u˜2 uηc uη¯c
,
Gθηcθη¯c(ω, q) =
pi u˜ ω2
(ω2 + u2ηc q
2)(ω2 + u2η¯c q
2)−KηcKη¯c q4u˜2 uηc uη¯c ,
Gφηcφηc(ω, q) =
piKηc uηc (ω
2 + q2 u2η¯c)
(ω2 + u2ηc q
2)(ω2 + u2η¯c q
2)−KηcKη¯c q4 u˜2 uηc uη¯c ,
Gφηcφη¯c(ω, q) = −
piKηcKη¯c q
2 uηc uη¯cu˜
(ω2 + u2ηc q
2)(ω2 + u2η¯c q
2)−KηcKη¯c q4 u˜2 uηc uη¯c . (S12)
3These expressions can be simplified in case of a band symmetry, u1¯c = u1c = uc, and K1c = K1¯c = Kc, as follows
Gθηcθηc(ω, q) =
pi
2Kc
(
uc + u˜Kc
ω2 + u2+q
2
+
uc − u˜Kc
ω2 + u2−q2
)
,
Gθηcθη¯c(ω, q) =
pi
2Kc
(
u˜Kc + uc
ω2 + u2+q
2
+
u˜Kc − uc
ω2 + u2−q2
)
,
Gφηcφηc(ω, q) =
Kc
2
(
pi uc
ω2 + q2 u2+
+
pi uc
ω2 + q2u2−
)
,
Gφηcφη¯c(ω, q) =
piKc uc
2
(
1
ω2 + q2 u2+
− 1
ω2 + q2 u2−
)
, (S13)
where we define u2± = u
2
c ±Kcuc u˜. If the cross-term is absent, u˜ = 0, we get u± = uc and recover the usual form for
the correlation functions:
Gθηcθηc(ω, q) =
1
Kc
piuc
ω2 + u2cq
2
, Gθηcθη¯c(ω, q) = 0,
Gφηcφηc(ω, q) =
Kc
2
piuc
ω2 + u2cq
2
, Gφηcφη¯c(ω, q) = 0. (S14)
In the time-coordinate representation, piu/(ω2 + u2q2) leads to F1(x, uτ) = ln
(√
x2 + u2τ2 /α
)
[65]. Thus, for the
nonzero cross-term, u˜ 6= 0, we get by analogy
Gθηcθηc ≡
1
2Kc
uc + u˜Kc
u+
F1(x, u+τ) +
1
2Kc
uc − u˜Kc
u−
F1(x, u−τ),
Gθηcθη¯c ≡
1
2Kc
u˜Kc + uc
u+
F1(x, u+τ)− 1
2Kc
uc − u˜Kc
u−
F1(x, u−τ),
Gφηcφηc ≡
Kc uc
2u+
F1(x, u+τ) +
Kc uc
2u−
F1(x, u−τ),
Gφηcφη¯c ≡
Kc uc
2u+
F1(x, u+τ)− Kc uc
2u−
F1(x, u−τ). (S15)
Therefore, in the presence of the interband cross-term, the modified form of the correlation functions is given by
〈[θηc(x, τ)− θηc(0, 0)]2〉0 = λ+ ln
√
x2 + u2+τ
2
α
+ λ− ln
√
x2 + u2−τ2
α
,
〈[θηc(x, τ)− θη¯c(0, 0)]2〉0 = λ+ ln
√
x2 + u2+τ
2
α
− λ− ln
√
x2 + u2−τ2
α
,
〈[φηc(x, τ)− φηc(0, 0)]2〉0 = Kc uc
2u+
ln
√
x2 + u2+τ
2
α
+
Kc uc
2u−
ln
√
x2 + u2−τ2
α
,
〈[φηc(x, τ)− φη¯c(0, 0)]2〉0 = Kc uc
2u+
ln
√
x2 + u2+τ
2
α
− Kc uc
2u−
ln
√
x2 + u2−τ2
α
, (S16)
where we define, λ± = 12Kc
uc±u˜Kc
u±
. We will utilize these correlation functions in the next section to obtain the RG
flow equations for different system parameters.
RG equations for coupling constants, velocities, and LL parameters
RG equations for H ′sc
Below we show the calculation of RG equations for two terms, namely H ′sc and H
′
Z . We define complex coordinates
(zκν , z¯κν) as zκν = −i xκ + uντκ and z¯κν = i xκ + uντκ, where ν ∈ {c, s,+,−} is the index for different velocities and
4κ is the index for position-time coordinates. We also define the center-of-mass coordinate for charge-spin sector as,
(z1ν , z2ν)⇒ (χν , ζν) where χν = (z1ν − z2ν) and ζν = (z1ν + z2ν)/2, and (z¯1ν , z¯2ν)⇒ (χ¯ν , ζ¯ν) where χ¯ν = (z¯1ν − z¯2ν)
and ζ¯ν = (z¯1ν + z¯2ν)/2.
First, we focus on the superconducting term H ′sc = ∆sc
∑
η
(
cos[
√
2 (θηc + φηs)] + cos[
√
2 (θηc − φηs)]
)
/pi α and
obtain the RG flow equations for a dimensionless coupling constant ∆˜sc = ∆sc α/uc. Also, below we show the
calculation just for the first cosine term, however, we obtain the same corrections from the second cosine term. We
make use of the operator product expansion from Refs. [63,67] and expanded the partition function in powers of the
cosine term characterized by a real constant λ up to the second-order
Za = Z0a
〈
1−
∑
η
∆˜scuc
pi α2
∫
dx dτ cos
(
λ[θηc(x, τ) + φηs(x, τ)]
)
(S17)
+
(∆˜sc)
2 u2c
2pi2 α4
∫
dx1 dx2 dτ1 dτ2 cos
(
λ [θηc(x1, τ1) + φηs(x1, τ1)]
)
cos
(
λ [θηc(x2, τ2) + φηs(x2, τ2)]
)
+ · · ·
〉
0
.
The second term has the following form in complex coordinates
cos
(
λ [θηc(z1c, z¯1c) + φηs(z1s, z¯1s)]
)
cos
(
λ [θηc(z2c, z¯2c) + φηs(z2s, z¯2s)]
)
(S18)
' (ei λ[θηc(z1c,z¯1c)+φηs(z1s,z¯1s)]e−i λ[θηc(z2c,z¯2c)+φηs(z2s,z¯2s)] + e−i λ[θηc(z1c,z¯1c)+φηs(z1s,z¯1s)]ei λ[θηc(z2c,z¯2c)+φηs(z2s,z¯2s)])/4
' 1
2(|χ+|/α)λ2λ+/2(|χ−|/α)λ2λ−/2(|χs|/α)λ2Ks/2
×
(
1− λ2|χc|2 [Jθηc J¯θηc ](ζc,ζ¯c) − λ2|χs|2 [Jφηs J¯φηs ](ζs,ζ¯s)
+
λ2
2
[
(χc)
2[J2θηc ](ζc,ζ¯c) + (χ¯c)
2[J¯2θηc ](ζc,ζ¯c) + (χs)
2[J2φηs ](ζs,ζ¯s) + (χ¯s)
2[J¯2φηs ](ζs,ζ¯s)
]
+ · · ·
)
,
where Jφηβ = i∂ζβφηβ , J¯φηβ = −i∂ζβφηβ , Jθηβ = i∂ζβθηβ and J¯θηβ = −i∂ζβθηβ with β = c/s. For the case of identical
Floquet bands, we omit the index η such that Kηβ = Kβ and uηβ = uβ . We also use the relation between two
bosonic operators eAeB =: eA+B : e〈AB+
A2+B2
2 〉0 . The expectation value is taken with respect to the Hamiltonian
H ′kin. Further, we utilize the correlation functions described in Appendix A by rewriting them in terms of complex
coordinate as
〈[θηc(z1c, z¯1c)− θηc(z2c, z¯2c)]2〉0 = λ+ ln |χ+|
α
+ λ− ln
|χ−|
α
,
〈[θηc(z1c, z¯1c)− θη¯c(z2c, z¯2c)]2〉0 = λ+ ln |χ+|
α
− λ− ln |χ−|
α
,
〈[φηc(z1c, z¯1c)− φηc(z2c, z¯2c)]2〉0 = Kc uc
2u+
ln
|χ+|
α
+
Kc uc
2u−
ln
|χ−|
α
,
〈[φηc(z1c, z¯1c)− φη¯c(z2c, z¯2c)]2〉0 = Kc uc
2u+
ln
|χ+|
α
− Kc uc
2u−
ln
|χ−|
α
,
〈[φηs(z1s, z¯1s)− φηs(z2s, z¯2s)]2〉0 = Ks ln |χs|
α
, 〈[φηβ(zκβ , z¯κβ)]2〉0 ∼ 〈φηβ(zκβ , z¯κβ)φη¯β(zκβ , z¯κβ)〉0 ∝ −Kβ
2
lnα ,
〈[θηs(z1s, z¯1s)− θηs(z2s, z¯2s)]2〉0 = 1
Ks
ln
|χs|
α
, 〈[θηβ(zκβ , z¯κβ)]2〉0 ∼ 〈θηβ(zκβ , z¯κβ)θη¯β(zκβ , z¯κβ)〉0 ∝ − 1
2Kβ
lnα .
(S19)
We also define ∂ζβ = − 12
(
∂T
uβ
− i ∂X
)
and ∂ζ¯β = − 12
(
∂T
uβ
+ i ∂X
)
as well as
Jφηβ J¯φηβ = ∂ζβφηβ ∂ζ¯βφηβ =
(∂Xφηβ)
2 + (∂T φηβ)2/u2β
4
,
J2φηβ = −(∂ζβφηβ)2 =
(∂Xφηβ)
2 − (∂T φηβ)2/u2β + 2 i (∂Xφηβ)(∂T φηβ)/uβ
4
,
J¯2φηβ = −(∂ζ¯βφηβ)2 =
(∂Xφηβ)
2 − (∂T φηβ)2/u2β − 2 i (∂Xφηβ)(∂T φηβ)/uβ
4
. (S20)
5We can write the same relations for the θ-field. Next, for λ =
√
2, the scaling dimension of the second term in Eq.
(S17) term is (λ+ + λ− +Ks)/2. Thus, the RG equation is given by d∆˜sc/dl = [2− (λ+ + λ− +Ks)/2] ∆˜sc. We can
go back to (x, τ,X, T ) center-of-mass notation and utilize the fact that for the odd terms the integral over dx dτ gives
zero and hence calculate the terms contributing to the kinetic energy in charge sector from Eq. (S18) as following
−λ2|χc|2 [Jθηc J¯θηc ](ζc,ζ¯c) +
λ2
2
(χc)
2[J2θηc ](ζc,ζ¯c) + (χ¯c)
2[J¯2θηc ](ζc,ζ¯c) = −
λ2
2
[
x2 (∂Xθηc)
2 + τ2(∂T θηc)2
]
. (S21)
The second-order term in the Za for the charge sector has the form
Ic = −
∑
η
(∆˜sc)
2 u2c λ
2
8pi2 α4
∫
dXdT
[
(∂Xθηc)
2
∫
x2 dx dτ
(|χ+|/α)λ2λ+/2(|χ−|/α)λ2λ−/2(|χs|/α)λ2Ks/2
+ (∂T θηc)2
∫
τ2 dx dτ
(|χ+|/α)λ2λ+/2(|χ−|/α)λ2λ−/2(|χs|/α)λ2Ks/2
]
. (S22)
We change to polar coordinates such that (x, ucτ) is [r cos θ
′, r sin θ′] such that
∫
dx (uc dτ) =
∫
r dr dθ′ and calculate
the integral over r for the range [α, α+ dα].
Ic = −
∑
η
(∆˜sc)
2 uc λ
2
2
(
dα
α
)∫
dXdT
2pi
[
(∂Xθηc)
2h∆x +
(∂T θηc)2
u2c
h∆τ
]
, (S23)
where we define
2pi h∆x =
∫
cos2 θ′ dθ′(
cos2 θ′ +
u2+
u2c
sin2 θ′
)λ2λ+/4 (
cos2 θ′ +
u2−
u2c
sin2(θ′)
)λ2λ−/4 (
cos2 θ′ + u
2
s
u2c
sin2 θ′
)λ2Ks/4 ,
2pi h∆τ =
∫
sin2 θ′ dθ′(
cos2 θ′ +
u2+
u2c
sin2 θ′
)λ2λ+/4 (
cos2 θ′ +
u2−
u2c
sin2 θ′
)λ2λ−/4 (
cos2 θ′ + u
2
s
u2c
sin2 θ′
)λ2Ks/4 . (S24)
From the equation of motion, we get ∂T θηc = −i[ ucKc ∂Xφηc + u˜ ∂Xφη¯c]. Therefore for λ =
√
2, Eq. (S23) takes
following form
Ic = −(∆˜sc)2 uc
(
dα
α
)∫
dXdT
2pi
[
(∂Xθ1c)
2h∆x + (∂Xθ1¯c)
2h∆x −
4 u˜ (∂Xφ1c) (∂Xφ1¯c)
ucKc
h∆τ
− (u
2
c/K
2
c + u˜
2)(∂Xφ1c)
2 + (u2c/K
2
c + u˜
2)(∂Xφ1¯c)
2
u2c
h∆τ
]
, (S25)
Comparing with Eq. (4) in the main text, we obtain the RG equation for the charge sector as
d
dl
(
uc
Kc
)
= −(∆˜sc)2
(
uc
K2c
+
u˜2
uc
)
h∆τ ,
d
dl
(ucKc) = (∆˜sc)
2 uc h
∆
x ,
du˜
dl
=
−2 u˜
Kc
(∆˜sc)
2 h∆τ , (S26)
duc
dl
=
(∆˜sc)
2
2
[
uc
Kc
(h∆x − h∆τ )−
h∆τ Kc u˜
2
uc
]
,
dKc
dl
=
(∆˜sc)
2
2
[
(h∆x + h
∆
τ ) +
h∆τ K
2
c u˜
2
u2c
]
. (S27)
For the spin sector (corresponding to the field φηs), we get a similar expression like Eq. (S23), however, θηc gets
replaced by φηs,
Is = − (∆˜sc)
2 uc λ
2
2
(
dα
α
)∫
dXdT
2pi
[
(∂Xφηs)
2h∆x +
(∂T φηs)2
u2c
h∆τ
]
. (S28)
We use ∂T φηs = −i usKs ∂Xθηs and obtain
Is = − (∆˜sc)
2 uc λ
2
2
(
dα
α
)∫
dXdT
2pi
[
(∂Xφηs)
2h∆x −
u2sK
2
s (∂Xθηs)
2
u2c
h∆τ
]
. (S29)
6As a result, the RG equations become
d
dl
(
us
Ks
)
= (∆˜sc)
2 uc h
∆
x ,
d
dl
(usKs) = −u
2
sK
2
s (∆˜sc)
2 h∆τ
uc
,
dus
dl
=
(∆˜sc)
2 ucKs
2
(
h∆x −
u2s
u2c
h∆τ
)
,
dKs
dl
= − (∆˜sc)
2K2s
2
(
uc
us
h∆x +
us
uc
h∆τ
)
. (S30)
We also note that the RG equations for cos[
√
2 (θηc − φηs)]/pi α have exactly the same form as written in Eqs. (S27)
and (S30). Thus, in the final RG equations, we double the corrections and obtain the final contribution from ∆˜sc as
du˜
dl
=
−4 u˜
Kc
(∆˜sc)
2 h∆τ ,
duc
dl
= (∆˜sc)
2
[
uc
Kc
(h∆x − h∆τ )−
h∆τ Kc u˜
2
uc
]
,
dKc
dl
= (∆˜sc)
2
[
(h∆x + h
∆
τ ) +
h∆τ K
2
c u˜
2
u2c
]
,
dus
dl
= (∆˜sc)
2 ucKs
(
h∆x −
u2s
u2c
h∆τ
)
,
dKs
dl
= −(∆˜sc)2K2s
(
uc
us
h∆x +
us
uc
h∆τ
)
. (S31)
RG equations for H ′Z
In the following section, we calculate the RG equations for the Floquet Zeeman term H ′Z given by
H ′Z =
∑
η
tF
pi α
cos
[ 1√
2
(φηc − θηc − φηs + θηs + φη¯c + θη¯c + φη¯s + θη¯s)
]
. (S32)
Further, introducing t˜F = tF α/uc as a dimensionless coupling constant, ϕ˜η = φηc−θηc−φηs+θηs+φη¯c+θη¯c+φη¯s+θη¯s
and using the definition given in Appendix , we write the correlator 〈[ϕ˜η(x1, t1)− ϕ˜η(x2, t2)]2〉 as
〈[ϕ˜η(x1, t1)− ϕ˜η(x2, t2)]2〉 ∼ 〈[φηc(z1c, z¯1c)− φηc(z2c, z¯2c)]2〉+ 〈[θηc(z1c, z¯1c)− θηc(z2c, z¯2c)]2〉
+ 〈[φη¯c(z1c, z¯1c)− φη¯c(z2c, z¯2c)]2〉+ 〈[θη¯c(z1c, z¯1c)− θη¯c(z2c, z¯2c)]2〉+ 〈[φηs(z1s, z¯1s)− φηs(z2s, z¯2s)]2〉
+ 〈[θηs(z1s, z¯1s)− θηs(z2s, z¯2s)]2〉+ 〈[φη¯s(z1s, z¯1s)− φη¯s(z2s, z¯2s)]2〉+ 〈[θη¯s(z1s, z¯1s)− θη¯s(z2s, z¯2s)]2〉
− 2 〈φηc(z1c, z¯1c)φη¯c(z2c, z¯2c)〉 − 2 〈φη¯c(z1c, z¯1c)φηc(z2c, z¯2c)〉+ 2 〈φηc(z1c, z¯1c)φη¯c(z1c, z¯1c)〉+ 2 〈φηc(z2c, z¯2c)φη¯c(z2c, z¯2c)〉
+ 2 〈θηc(z1c, z¯1c)θη¯c(z2c, z¯2c)〉+ 2 〈θη¯c(z1c, z¯1c)θηc(z2c, z¯2c)〉 − 2 〈θηc(z1c, z¯1c)θη¯c(z1c, z¯1c)〉 − 2 〈θηc(z2c, z¯2c)θη¯c(z2c, z¯2c)〉.
(S33)
Here we neglect the cross terms between θ- and φ-fields. After utilizing the correlation functions written in Eq. (S19)
and considering identical bands (Kηβ = Kη¯β = Kβ and uηβ = uη¯β = uβ) with β = c, s, we get the following form
〈[ϕ˜η(x1, t1)− ϕ˜η(x2, t2)]2〉 = 2
[
Kc uc
2u+
ln
|χ+|
α
+
Kc uc
2u−
ln
|χ−|
α
+ λ+ ln
|χ+|
α
+ λ− ln
|χ−|
α
+Ks ln
|χs|
α
+
1
Ks
ln
|χs|
α
+
Kc uc
2u+
ln
|χ+|
α
− Kc uc
2u−
ln
|χ−|
α
− λ+ ln |χ+|
α
+ λ− ln
|χ−|
α
]
= 4 ν+ ln
|χ+|
α
+ 4λ− ln
|χ−|
α
+ 2 νs ln
|χs|
α
. (S34)
Here we define ν+ = Kcuc/(2u+) and νs = Ks + 1/Ks. We utilize the correlation function written in Eq. (S34) and
obtain the most singular term in the OPEs for t˜F as
cos[λϕ˜1(x1, t1)] cos[λϕ˜1(x2, t2)] =
=
1
2(|χ+|/α)2λ2ν+(|χ−|/α)2λ2λ−(|χs|/α)λ2νs ×
(
1− λ2|χc|2 [Jφ1c J¯φ1c + Jθ1c J¯θ1c + Jφ1¯c J¯φ1¯c + Jθ1¯c J¯θ1¯c ](ζc,ζ¯c)
− λ2|χs|2 [Jφ1s J¯φ1s + Jθ1s J¯θ1s + Jφ1¯s J¯φ1¯s + Jθ1¯s J¯θ1¯s ](ζs,ζ¯s) − λ2|χc|2[Jφ1c J¯φ1¯c + Jφ1¯c J¯φ1c − Jθ1c J¯θ1¯c − Jθ1¯c J¯θ1c ](ζc,ζ¯c)
+
λ2
2
[
(χc)
2 [J2φ1c + J
2
θ1c + J
2
φ1¯c
+ J2θ1¯c ](ζc,ζ¯c) + (χ¯c)
2 [J¯2φ1c + J¯
2
θ1c + J¯
2
φ1¯c
+ J¯2θ1¯c ](ζc,ζ¯c)
]
+ λ2
[
(χc)
2 [Jφ1cJφ1¯c ](ζc,ζ¯c) + (χ¯c)
2 [J¯φ1c J¯φ1¯c ](ζc,ζ¯c) − (χc)2 [Jθ1cJθ1¯c ](ζc,ζ¯c) − (χ¯c)2[J¯θ1c J¯θ1¯c ](ζc,ζ¯c)
]
+
λ2
2
[
(χ¯s)
2 [J¯2φ1s + J¯
2
θ1s + J¯
2
φ1¯s
+ J¯2θ1¯s ](ζs,ζ¯s) + (χs)
2 [J2φ1s + J
2
θ1s + J
2
φ1¯s
+ J2φ1¯s ](ζs,ζ¯s)
])
+ · · · . (S35)
7To obtain the RG flow equations, we expand the partition function up to second-order in the cosine term,
Z = Z0
〈
1−
∑
η
(
t˜F uc
pi α2
∫
dx dτ cos
[
1√
2
ϕ˜(x, τ)
]
+
(t˜F )
2 u2c
2pi2 α4
∫
dx1 dτ1 dx2 dτ2 cos
[
1√
2
ϕ˜(x1, τ1)
]
cos
[
1√
2
ϕ˜(x2, τ2)
]
+ · · ·
)〉
. (S36)
Thus, from Eq. (S35), by scaling-dimension arguments, the RG flow of t˜F is given by
dt˜F
dl
=
[
2− (2 ν+ + 2λ− + νs)
4
]
t˜F , (S37)
where we take λ = 1/
√
2 and dl = dα/α. Below, we calculate the second order correction from t˜F to the charge-spin
LL parameters and velocities.
Terms contributing to the kinetic energy
We consider the third term in Eq. (S36) and collect all the terms contributing to the kinetic energy for the charge
sector in the η = 1 NW from Eq. (S35) and find
Idα =
(t˜F )
2 u2c
2pi2 α4
∑
η
∫
dx dτ dX dT 1
2(|χ+|/α)2λ2ν+(|χ−|/α)2λ2λ−(|χs|/α)λ2νs
(
− λ2|χc|2
[
Jφηc J¯φηc + Jθηc J¯θηc
]
(ζc,ζ¯c)
+
λ2 (χc)
2
2
[
J2φηc + J
2
θηc
]
(ζc,ζ¯c)
+
λ2 (χ¯c)
2
2
[
J¯2φηc + J¯
2
θηc
]
(ζc,ζ¯c)
)
, (S38)
where the terms containing Jφηc/θηc and J¯φηc/θηc take the form
− λ2|χc|2
[
Jφηc J¯φηc + Jθηc J¯θηc
]
(ζc,ζ¯c)
+
λ2
2
(χc)
2
[
J2φηc + J
2
θηc
]
(ζc,ζ¯c)
+
λ2
2
(χ¯c)
2
[
J¯2φηc + J¯
2
θηc
]
(ζc,ζ¯c)
= − λ
2
4
(x2 + u2c τ
2)
[
(∂Xφηc)
2 +
(∂T φηc)2
u2c
+ (∂Xθηc)
2 +
(∂T θηc)2
u2c
]
+
λ2
8
(−x2 + u2c τ2 − 2iucxτ)
[
(∂Xφηc)
2 − (∂T φηc)
2
u2c
+
2 i (∂Xφηc)(∂T φηc)
uc
+ (∂Xθηc)
2 − (∂T θηc)
2
u2c
+
2 i (∂Xθηc)(∂T θηc)
uc
]
+
λ2
8
(−x2 + u2c τ2 + 2iucxτ)
[
(∂Xφηc)
2 − (∂T φηc)
2
u2c
− 2 i (∂Xφηc)(∂T φηc)
uc
+ (∂Xθηc)
2 − (∂T θηc)
2
u2c
− 2 i (∂Xθηc)(∂T θηc)
uc
]
= −λ
2
2
[
x2 (∂Xφηc)
2 + τ2(∂T φηc)2 + x2 (∂Xθηc)2 + τ2(∂T θηc)2
]
. (S39)
We note that the odd terms in x and τ do not contribute to the RG equations. Next, we put λ = 1/
√
2 in Eq. (S39)
and make use of it in Eq. (S38) to get
Idα = −
∑
η
(t˜F )
2 u2c
16pi2 α4
∫
dx dt dX dT x
2 (∂Xφηc)
2 + τ2(∂T φηc)2 + x2 (∂Xθηc)2 + τ2(∂T θηc)2
(|χ+|/α)ν+(|χ−|/α)λ−(|χs|/α)νs/2 . (S40)
We again change to polar coordinates with (x, ucτ) = (r cos θ
′, r sin θ′) such that Idα reads
Idα = − (t˜F )
2 uc
16pi2 α4
∑
η
∫
dX dT
∫
r dr dθ
r2 cos2 θ′
[
(∂Xφηc)
2 + (∂Xθηc)
2
]
+ r
2 sin2(θ′)
u2c
[
(∂T φηc)2 + (∂T θηc)2
]
(|χ+|/α)ν+(|χ−|/α)λ−(|χs|/α)νs/2
= − (t˜F )
2 uc
4
(dα
α
)∑
η
∫
dX dT
2pi
([
(∂Xφηc)
2 + (∂Xθηc)
2
]
htFx +
[
(∂T φηc)2 + (∂T θηc)2
]
htFt
u2c
)
, (S41)
8where htFx and h
tF
τ are defined by
2pi htFx =
∫ 2pi
0
cos2 θ′ dθ′(
cos2 θ′ +
u2+
u2c
sin2 θ′
)ν+/2 (
cos2 θ′ +
u2−
u2c
sin2 θ′
)λ−/2 (
cos2 θ′ + u
2
s
u2c
sin2 θ′
)νs/4 ,
2pi htFτ =
∫ 2pi
0
sin2 θ′ dθ′(
cos2 θ′ +
u2+
u2c
sin2 θ′
)ν+/2 (
cos2 θ′ +
u2−
u2c
sin2 θ′
)λ−/2 (
cos2 θ′ + u
2
s
u2c
sin2 θ′
)νs/4 . (S42)
From the equation of motion, we obtain ∂T θηc = −i
[
uc
Kc
∂Xφηc + u˜ ∂Xφη¯c
]
, ∂T θηs = −i usKs ∂Xφηs and ∂T φην =
−i uν Kν ∂Xθην . Therefore, Eq. (S41) reduces to
Idα =− (t˜F )
2 uc
4
(dα
α
)∫ dX dT
2pi
([
(∂Xφ1c)
2 + (∂Xφ1¯c)
2 + (∂Xθ1c)
2 + (∂Xθ1¯c)
2
]
htFx −K2c [(∂Xθ1c)2 + (∂Xθ1¯c)2]htFτ
− [ (u2c/K2c + u˜2)(∂Xφ1c)2 + (u2c/K2c + u˜2)(∂Xφ1¯c)2
u2c
+
4 u˜ (∂Xφ1c) (∂Xφ1¯c)
Kc uc
]
htFτ
)
= − (t˜F )
2 uc
4
(dα
α
)∫ dX dT
2pi
([
htFx −
(
u2c
K2c
+ u˜2
)
htFτ
]
(∂Xφ1c)
2 +
[
htFx −
(
u2c
K2c
+ u˜2
)
htFτ
]
(∂Xφ1¯c)
2
+
[
htFx −K2c htFτ
]
(∂Xθ1c)
2 +
[
htFx −K2c htFτ
]
(∂Xθ1¯c)
2 − 4 u˜ (∂Xφ1c) (∂Xφ1¯c)
Kc uc
htFτ
)
. (S43)
As a result, the RG equations corresponding to φ1c/θ1c fields take the following form:
d
dl
(
uc
Kc
)
=
(t˜F )
2 uc
[
htFx −
(
u2c
K2c
+ u˜2
)
htFτ
]
4
,
d
dl
(ucKc) =
(t˜F )
2 uc
[
htFx −K2chtFτ
]
4
,
du˜
dl
= − u˜
2Kc
(t˜F )
2 htFτ , (S44)
duc
dl
=
(t˜F )
2
8
(
htFx − htFτ
) (
ucKc +
uc
Kc
)
− (t˜F )
2 u˜2Kc h
tF
τ
8uc
, (S45)
dKc
dl
=
(t˜F )
2
8
(
htFx + h
tF
τ
) (
1−K2c
)
+
(t˜F )
2 u˜2K2c h
tF
τ
8u2c
. (S46)
For the spin-sector (corresponding to φηs–θηs), as follows from Eq. (S35), we obtain the form of Is as
Is =
(t˜F )
2 u2c
2pi2 α4
∑
η
∫
dx dτ dX dT
1
2(|χ+|/α)2λ2ν+(|χ−|/α)2λ2λ−(|χs|/α)λ2νs
×
(
− λ2|χs|2
[
Jφηs J¯φηs + Jθηs J¯θηs
]
(ζs,ζ¯s)
+
λ2 (χs)
2
2
[
J2φηs + J
2
θηs
]
(ζs,ζ¯s)
+
λ2 (χ¯s)
2
2
[
J¯2φηs + J¯
2
θηs
]
(ζs,ζ¯s)
)
. (S47)
We repeat the same steps as before for Eqs. (S39)-(S43) and after converting the integral to polar coordinates
(x, ucτ) = (r cos θ
′, r sin θ′) and integrating r from α to α+ dα, Idαs reads
Idαs = −
(t˜F )
2 uc λ
2
2
(
dα
α
)∑
η
∫
dXdT
2pi
(
[(∂Xφηs)
2 + (∂Xθηs)
2]htFx +
[(∂Tφηs)
2 + (∂T θηs)
2]
u2c
htFτ
)
= − (t˜F )
2 uc λ
2
2
(
dα
α
)∑
η
∫
dXdT
2pi
(
[htFx −
u2s
u2c K
2
s
htFτ ](∂Xφηs)
2 + [htFx −
u2sK
2
s
u2c
htFτ ](∂Xθηs)
2
)
. (S48)
Therefore, for λ = 1/
√
2, we obtain
d
dl
(
us
Ks
)
=
(t˜F )
2 uc [h
tF
x − u
2
s
u2c K
2
s
htFτ ]
4
,
d
dl
(usKs) =
(t˜F )
2 uc [h
tF
x − u
2
sK
2
s
u2c
htFτ ]
4
,
dus
dl
=
(t˜F )
2
8
(
htFx −
u2s
u2c
htFτ
) (
ucKs +
uc
Ks
)
,
dKs
dl
=
(t˜F )
2
8
(
uc
us
htFx +
us
uc
htFτ
) (
1−K2s
)
. (S49)
9Terms contributing to the interband crossed terms between the NWs : (∂xφηc ∂xφη¯c) and (∂xθηc ∂xθη¯c)
In this subsection, we calculate the terms generated under the RG flow and contributing to the interband cross
term defined in Eq. (4). From the kinetic energy term calculations, we already get the contribution coming out from
∆˜sc and t˜F and defined in Eqs. (S26) and (S44). Apart from these contributions, t˜F has direct terms as well as terms
which contribute to the interband cross term. We collect this type of terms from Eq. (S35) and write the term similar
to Eq. (S38) as
Idαcr =
∫
dx dt dX dT (t˜F )
2 u2c
2pi2 α4
1
2(|χ+|/α)2λ2ν+(|χ−|/α)2λ2λ−(|χs|/α)λ2 νs
×
(
− λ2|χc|2[Jφ1c J¯φ1¯c + Jφ1¯c J¯φ1c − Jθ1c J¯θ1¯c − Jθ1¯c J¯θ1c ](ζc,ζ¯c) + λ2(χc)2 [Jφ1cJφ1¯c ](ζc,ζ¯c)
− λ2(χc)2 [Jθ1cJθ1¯c ](ζc,ζ¯c) + λ2(χ¯c)2 [J¯φ1c J¯φ1¯c ](ζc,ζ¯c) − λ2(χ¯c)2 [J¯θ1c J¯θ1¯c ](ζc,ζ¯c)
)
, (S50)
To simplify the expression of Idαcr , we calculate the explicit form of terms containing Jφηc/θηc and J¯φηc/θηc as
− λ2|χc|2[Jφ1c J¯φ1¯c + Jφ1¯c J¯φ1c − Jθ1c J¯θ1¯c − Jθ1¯c J¯θ1c ](ζc,ζ¯c) + λ2(χc)2 [Jφ1cJφ1¯c − Jθ1cJθ1¯c ](ζc,ζ¯c)
+ λ2(χ¯c)
2 [J¯φ1c J¯φ1¯c − J¯θ1c J¯θ1¯c ](ζc,ζ¯c)
= − λ
2
2
(x2 + u2c τ
2)
[
(∂Xφ1c)(∂Xφ1¯c) +
(∂T φ1c)(∂T φ1¯c)
u2c
− (∂Xθ1c)(∂Xθ1¯c)−
(∂T θ1c)(∂T θ1¯c)
u2c
]
+
λ2
4
(−x2 + u2c τ2 − 2 i uc x τ)
[
(∂Xφ1c)(∂Xφ1¯c)−
(∂T φ1c)(∂T φ1¯c)
u2c
+
i [(∂Xφ1c)(∂T φ1¯c) + (∂T φ1c)(∂Xφ1¯c)]
uc
− (∂Xθ1c)(∂Xθ1¯c) +
(∂T θ1c)(∂T θ1¯c)
u2c
− i [(∂Xθ1c)(∂T θ1¯c) + (∂T θ1c)(∂Xθ1¯c)]
uc
]
+
λ2
4
(−x2 + u2c τ2 + 2 i uc x τ)
[
(∂Xφ1c)(∂Xφ1¯c)−
(∂T φ1c)(∂T φ1¯c)
u2c
− i [(∂Xφ1c)(∂T φ1¯c) + (∂T φ1c)(∂Xφ1¯c)]
uc
− (∂Xθ1c)(∂Xθ1¯c) +
(∂T θ1c)(∂T θ1¯c)
u2c
+
i [(∂Xθ1c)(∂T θ1¯c) + (∂T θ1c)(∂Xθ1¯c)]
uc
]
≈ −λ2 x2 (∂Xφ1c)(∂Xφ1¯c) + λ2τ2 (∂T θ1c)(∂T θ1¯c)
= −λ2
[
x2 +
u2c τ
2
K2c
+ u˜2 τ2
]
(∂Xφ1c)(∂Xφ1¯c)−
λ2τ2 u˜ uc
Kc
[
(∂Xφ1c)
2 + (∂Xφ1¯c)
2
]
. (S51)
Here, we consider the term proportional to (∂Xφ1c)(∂Xφ1¯c) and (∂T θ1c)(∂T θ1¯c) and utilized the definition from the
equation of motion: ∂T θηc = −i[ ucKc ∂Xφηc + u˜ ∂Xφη¯c]. Therefore, for λ = 1/
√
2, we obtain
Idαcr = −
(t˜F )
2 u2c
8pi2 α4
∫
dx dτ dX dT
[x2 +
u2c τ
2
K2c
+ u˜2 τ2](∂Xφ1c)(∂Xφ1¯c) +
τ2 u˜ uc
Kc
[(∂Xφ1c)
2 + (∂Xφ1¯c)
2]
(|χ+|/α)ν+(|χ−|/α)λ−(|χs|/α)νs/2 . (S52)
Further, converting the integral to polar coordinates and integrating from α to α+ dα, we find
Idαcr = −
(t˜F )
2 uc
8pi2 α4
∫
r dr dθ′ dX dT 1
(|χ+|/α)ν+(|χ−|/α)λ−(|χs|/α)νs/2 (S53)
×
([
r2 cos2(θ′) +
r2 sin2(θ′)
K2c
+
u˜2 r2 sin2(θ′)
u2c
]
(∂Xφ1c)(∂Xφ1¯c) +
r2 sin2(θ′) u˜
ucKc
[
(∂Xφ1c)
2 + (∂Xφ1¯c)
2
])
= − (t˜F )
2 uc
2
(
dα
α
)∫
dX dT
2pi
([
htFx + h
tF
τ
(
1
K2c
+
u˜2
u2c
)]
(∂Xφ1c)(∂Xφ1¯c) +
htFτ u˜
ucKc
[
(∂Xφ1c)
2 + (∂Xφ1¯c)
2
])
.
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FIG. S1. The RG flow of different coupling constants, LL parameter, and velocities as function of the flow parameter l, with
the initial conditions: ∆˜sc(0) = t˜F (0) = 0.01,Kc(0) = 0.6,Ks(0) = 1, uν(0)/vF = 1/Kν(0), and u˜(0)/vF = 1/K
2
c (0)− 1, where
vF is the Fermi velocity. The dimensionless Floquet Zeeman term (black dotted) reaches the strong coupling limit much faster
compared to the superconducting pairing gap ∆˜sc (orange solid), which results in the topological phase for the given initial
parameter values at l = 0.
This generates the following contribution to the RG equations:
du˜
dl
=
(t˜F )
2uc
4
[
htFx + h
tF
τ
(
1
K2c
+
u˜2
u2c
)]
, (S54)
d
dl
(
uc
Kc
)
=
(t˜F )
2u˜ htFτ
2Kc
,
d
dl
(ucKc) = 0,
duc
dl
=
(t˜F )
2u˜ htFτ
4
,
dKc
dl
= − (t˜F )
2 u˜Kc h
tF
τ
4uc
. (S55)
To conclude, we collect all the terms from the Hamiltonians H ′sc and H
′
Z , which are contributing to the dimensionless
coupling constants, LL parameters, and velocities and obtain the final form of the RG equations:
d
dl
∆˜sc =
[
2− λ+ + λ− +Ks
2
]
∆˜sc,
dt˜F
dl
=
[
2− 2 ν+ + 2λ− + νs
4
]
t˜F ,
dKc
dl
=
[
h∆x +
(
1 +
K2c u˜
2
u2c
)
h∆t
]
(∆˜sc)
2 +
(
1−K2c
)
htFx +
[(
1− u˜ucKc
)2
−K2c
]
htFt
8
(t˜F )
2,
dKs
dl
= −
(
uc
us
h∆x +
us
uc
h∆t
)
2
K2s [(∆˜sc)
2 + (∆˜ext)2] +
(
uc
us
htFx +
us
uc
htFt
) (
1−K2s
)
8
(t˜F )
2,
duc
dl
=
[
h∆x −
(
1 +
K2c u˜
2
u2c
)
h∆t
]
2Kc
uc [(∆˜sc)
2 + (∆˜ext)2] +
(
1 +K2c
)
htFx −
[(
1− u˜ucKc
)2
+K2c
]
htFt
8Kc
uc (t˜F )
2,
dus
dl
=
(
h∆x − u
2
s
u2c
h∆t
)
2
ucKs [(∆˜sc)
2 + (∆˜ext)2] +
(
htFx − u
2
s
u2c
htFt
) (
1 +K2s
)
8Ks
uc (t˜F )
2,
du˜
dl
= −2 u˜ h
∆
t
Kc
[(∆˜sc)
2 + (∆˜ext)2] +
[
htFx +
(
1
Kc
− u˜uc
)2
htFt
]
4
uc (t˜F )
2, (S56)
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where we define
h∆x =
1
2pi
∫ 2pi
0
cos2 θ′ dθ′(
cos2 θ′ +
u2+
u2c
sin2 θ′
)λ+/2 (
cos2 θ′ +
u2−
u2c
sin2(θ′)
)λ−/2 (
cos2 θ′ + u
2
s
u2c
sin2 θ′
)Ks/2 ,
h∆t =
1
2pi
∫ 2pi
0
sin2 θ′ dθ′(
cos2 θ′ +
u2+
u2c
sin2 θ′
)λ+/2 (
cos2 θ′ +
u2−
u2c
sin2 θ′
)λ−/2 (
cos2 θ′ + u
2
s
u2c
sin2 θ′
)Ks/2 ,
htFx =
1
2pi
∫ 2pi
0
cos2 θ′ dθ′(
cos2 θ′ +
u2+
u2c
sin2 θ′
)ν+/2 (
cos2 θ′ +
u2−
u2c
sin2(θ′)
)λ−/2 (
cos2 θ′ + u
2
s
u2c
sin2 θ′
)νs/4 ,
htFt =
1
2pi
∫ 2pi
0
sin2 θ′ dθ′(
cos2 θ′ +
u2+
u2c
sin2 θ′
)ν+/2 (
cos2 θ′ +
u2−
u2c
sin2 θ′
)λ−/2 (
cos2 θ′ + u
2
s
u2c
sin2 θ′
)νs/4 ,
λ± =
1
2Kc
uc ± u˜Kc
u±
, ν+ =
Kc uc
2u+
, νs =
(
Ks +
1
Ks
)
u2± = u
2
c ± uc u˜Kc. (S57)
The coupled RG equations Eq. S56 are solved numerically and the coupling constants, LL parameters, and velocities
are plotted as a function of l in Fig. S1. The charge-spin velocities and LL parameter stay close to their initial values
at l = 0, which again verifies the validity of the assumption used for the analytical calculations performed in the main
text of the paper.
