Attention as a serial contiguous spotlight has met challenges from parallel-noisy models and evidence that attention can split across multiple locations. To assess this question, this study compared the dynamics at cued and uncued locations during a cueing task through response classification. Four observers performed a yes/no contrast discrimination of Gabors appearing at two locations, with simultaneous cues appearing at one location with 80% validity. Stimuli were presented for 272 ms in 'contrast noise'; the peak contrasts of the Gabors varied randomly across 12 intervals of the stimulus duration. Response classification yielded a 'classification number' for each location (cued and uncued) and interval, giving two classification number functions (cued and uncued) across the stimulus duration. Serial models predict delays in the uncued functions, whereas parallel models do not. No evidence for delays at uncued locations was found, with no significant differences for the amplitude-matched cued and uncued functions, or for the functions' peak times after smoothing with third-degree polynomials. Also, the relative integrals between the cued and uncued functions were fit well to a parallel-noisy weighted likelihood model assuming a linear summation of responses across intervals. Thus, a parallel description of attention seemed to best explain the results in this study.
Introduction
Two paradigms have had a significant impact on visual attention research, visual search and cueing. In a classical visual search task, an observer must detect or localize a signal in a field of distractors (nonsignal items that might be mistaken for the signal). The classic result is the 'set size' effect, in which performance decreases with increasing number of items (set size). The second paradigm is the cueing task, in which the observer must detect a signal appearing at two or more locations and receives a cue (usually before the stimulus) indicating the likely location of the signal. The classic result for the cueing task is the cue validity (or just cueing) effect in which valid cues have better performance and invalid cues have worse performance than nonpredictive or neutral cues. Across both these paradigms, a common and intuitive description of visual attention to explain set size and cueing effects is a single contiguous attentional area (or spotlight) that improves vision, at a cost to the vision at unattended areas, and that must be moved serially from location to location. For set size effects, the increasing set size demands more locations to be attended serially, and for cueing effects, attention is drawn to the cued location at a cost to the uncued location. The serial limited capacity 'spotlight' model of attention was ubiquitous in earlier visual attention research (Feature Integration Theory: Treisman & Gelade, 1980; Enhancement: Posner, 1980 ; Zoom Lens: Eriksen & Yeh, 1985; Eriksen & St. James, 1986 ) and still remains common in more recent research (e.g., Guided Search, Wolfe, 1994 Wolfe, , 2007 Wolfe, Cave, & Franzel, 1989; Wolfe & Gancarz, 1996) . Also, recent studies have measured accuracy as a function of response time, or speed-accuracy tradeoff curves, with a deadline procedure requiring speeded responses at different times (Carrasco, Giordano, & McElree, 2004 , 2006 Carrasco & McElree, 2001 ). These studies suggest that cued (attended) locations have speeded processing compared to uncued (unattended) locations, consistent with a limited capacity hypothesis of attention.
However, recently a number of studies have suggested that attention may be split across multiple locations. Generally, these studies find cueing effects for noncontiguous cued areas without finding cueing effects for areas between the cued areas, either perceptually (Awh & Pashler, 2000; Bichot, Cave, & Pashler, 1999, Experiment 6) or through assessment of neural activity (fMRI: McMains & Somers, 2004 Visually Evoked Potentials, or VEP: Müller, Malinowski, Gruber, & Hillyard, 2003) . These results clearly oppose the suggestion of a single contiguous attended area. Another study by Kramer and Hahn (1995) found that distractor letter stimuli appearing without a sudden onset could be ignored when appearing between non-contiguous cued locations. Also, signal detection theory and ideal observer models propose an alternative to limited capacity and/or serial accounts of visual attention (Eckstein, Shimozaki, & Abbey, 2002; Eckstein, Thomas, Palmer, & Shimozaki, 2000; Kinchla, 1974; Kinchla, Chen, & Evert, 1995; Palmer, 1995; Palmer, Ames, & Lindsey, 1993; Palmer, Verghese, & Pavel, 2000; Shaw, 1980 Shaw, , 1982 Shimozaki, Eckstein, & Abbey, 2003; Verghese, 2001 ). These models are characterized generally by assuming no loss of visibility at unattended locations (i.e., equal signal-to-noise ratios at all locations), and by assuming responses to each stimulus that are subject to internal noise; thus, the models are often known as 'parallel-noisy' models of attention. The models predict set-size effects and cueing effects despite having no limited capacity or seriality in their attentional processing. Parallel-noisy models predict set size effects by the increased decisional noise summed across increasing items, and predict cueing effects through the use of larger weighting or scaling of the cued location (usually through a Bayesian calculation of prior probabilities). It should be noted that the parallel-noisy models cannot predict results from several attentional phenomena, including cueing effects from nonpredictive cues (such as those used in attentional capture studies, e. g., Folk, Remington, & Johnston, 1992, Experiment 3; Jonides, 1981, Experiment 2; Theeuwes, 1991) and differences between voluntary and involuntary attention (e.g., Jonides, 1981; Müller & Rabbitt, 1989 ; reviewed by Wright & Ward, 2008) . However, there are several studies that demonstrate that the parallel-noisy models do predict set size (Palmer, 1995; Palmer et al., 1993) and cueing effects with predictive cues Shimozaki et al., 2003) well in certain cases. At a minimum, the parallel-noisy models suggest caution in assuming that set size and cueing effects directly imply a limited-capacity serial attentional model. This study aims to assess the temporal dynamics of attention through the response classification technique, and specifically the potential differences at the cued (attended) and uncued (unattended) locations in a cueing task. Response classification (classification images) is based upon how response outcomes are driven by noise added to the stimulus, and estimates the amount of information used in a task. Generally, a serial model predicts that information use at the uncued location will be delayed, compared to the cued location, while a parallel model does not predict such a delay. Response classification was developed by Ahumada and Lovell (1971) , and is the behavioral equivalent of reverse correlation techniques in electrophysiology (e. g., Jones & Palmer, 1987; Ringach, Sapiro, & Shapley, 1997) . Response classification has been employed most typically in estimating the spatial information use in a given task, or classification images; in this context, it is described as measuring the perceptual template of the observer (see the special issue of Journal of Vision introduced by Eckstein & Ahumada, 2002) . Several studies have also assessed temporal information use with response classification, sometimes known as classification movies (e. g., Caspi, Beutter, & Eckstein, 2004; Ghose, 2006; Ludwig, Gilchrist, McSorley, & Baddeley, 2005; Neri & Heeger, 2002; Shimozaki, Chen, Abbey, & Eckstein, 2007 ).
In the current study, observers performed a cued yes/no contrast discrimination task over two possible locations (upper left and upper right, see Figure 1 ). The signal was a high-contrast Gabor pattern appearing at one of the two locations (on the left of Figure 1A ) appearing on half the trials, with the other location having a lower-contrast 'pedestal' Gabor. The other half of the trials contained two pedestal Gabors, and observers judged upon the presence of the signal. Two 'standard' Gabors appeared in the upper center of the display (with the signal higher than the nonsignal pedestal in Figure 1A ) as a reference for the observers. A dark square cue appeared at one location (left in Figure 1A ) simultaneously with the stimulus indicating the probable location of the signal with 80% validity, when the signal was present. Thus, the overall breakdown of trial types ( Figure 1B ) was 40% valid signal present, 10% invalid signal present (cue opposite to signal location), and 50% signal absent.
The stimuli were presented in 'contrast noise' (Figure 2 ). Each trial had a stimulus duration of 272 ms, divided into 12 equal intervals (frames). On each frame, the peak contrast of each Gabor was varied randomly and independently around a mean peak contrast value representing the appropriate stimulus (signal or nonsignal pedestal). This gave the appearance of two 'flickering' Gabors at the two locations. The contrast noise was the basis of the response classification calculation, described schematically in Figure 3 . First, the signal absent trials were pooled by the response outcomes, either the false alarm errors ('yes') or the correct rejections ('no'), with false alarms depicted in Figure 3 . The contrast noise was averaged separately for each location (cued or uncued) and for each interval. The average is the classification number, which can be described as summarizing the total information used for that location and interval. This results in two classification number functions for the false alarm trials, one for the cued location and one for the uncued location, over the stimulus duration. Two other classification number functions (cued and uncued) were found for the correct rejection trials; the false alarm and correct rejection functions were then combined linearly Murray, Bennett, & Sekuler, 2002) , giving a single classification number function for both the cued and the uncued locations.
The main aim of this study was to compare the classification number functions for the cued and uncued locations. Figure 4 gives the predictions for strong versions of a parallel and a serial account of attention. From a previous study (Shimozaki et al., 2007) , we would expect the overall form of the functions to rise and fall, with a positive skew (longer tail to the right). Also, we expect that the cue validity effect to be represented as less information being used at the uncued location (leading to lower-amplitude classification number functions), even for a parallel-noisy model. Thus, a difference in amplitude between cued and uncued locations does not necessarily imply a difference in temporal dynamics (this will be shown in the Results and discussed further in the Discussion). This is analogous to stating that behavioral cueing effects on their own do not imply serial and/or limited capacity, as they can be predicted by parallelnoisy models Shimozaki et al., 2003) .
Central to the description of a serial attentional model is that, in a cueing task, the cued location is processed sooner than the uncued locations. This is consistent with limited capacity descriptions of attention that state that cued (attended) locations have speeded processing (Carrasco et al., 2004 (Carrasco et al., , 2006 Carrasco & McElree, 2001 ). Critically, a serial account of attention predicts a delay or shift of information use at the uncued location, compared to the cued location, whereas a parallel account of attention predicts no such delay. In terms of the classification number functions, scaling the uncued functions to the same amplitudes as the cued functions (shown on the bottom of Figure 4 ) predicts a difference in these functions for the serial model (lower left, Figure 4 ), and no difference for the parallel model (lower right, Figure 4 ). Thus, this study compared the cued functions to the scaled uncued functions to assess these predictions. Figure 2 . The contrast noise for each trial. Each trial had a stimulus duration of 272 ms, divided into 12 equal intervals (frames) of 22.7 ms each. The peak contrasts of the cued and uncued Gabor patches were perturbed randomly from interval to interval around the mean peak contrasts representing the stimuli (signal or nonsignal) for that trial. This had the appearance of a 'flickering' Gabor at each location. A. An example of the stimuli for the study. Observers performed a cued yes/no contrast discrimination task of Gabor patterns over 2 locations. A simultaneous cue had 80% validity when the signal was present. The figure depicts a valid signal present trial with the cue and signal on the left. Directly above the fixation cross, standard Gabor patches for the signal (upper patch) and the nonsignal pedestal (lower patch) were continuously displayed as a reference for the observer. Differences in contrast in this figure are larger than those used in the study. See the text for details. B. A summary of all trial types. Half the trials were signal present, and half the trials were signal absent. There were two types of signal present trials, valid and invalid, with the cue being 80% valid within the signal present trials. Thus, overall there were three trial types, valid signal present (top, 40% of all trials), invalid signal present (middle, 10% of all trials), and signal absent (bottom, 50% of all trials). For the purposes of this figure, the standards of the signal and nonsignal Gabors directly above the fixation cross are removed. Differences in contrast in this figure are larger than those used in the study. (2010) 10(8):10, 1-27 Shimozaki Aside from the cued and scaled uncued comparisons, this study also assessed the stimulus durations leading to the peak amplitudes of the functions (the 'peak times'), after smoothing the functions with 3 rd -degree polynomials. The serial model predicts a difference in the peak times, whereas the parallel model does not. Also, the results were compared to a representative parallel-noisy model for the cueing task, the weighted likelihood model. First, the behavioral response rates (hits, misses, corrections, and false alarms) were compared to the weighted likelihood model. Second, the integrals of the cued and uncued functions were compared to the predictions from an extension of the weighted likelihood model. In addition to the assumptions of the weighted likelihood model, the The figure depicts the calculation from the false alarms ('yes' observer responses on the signal absent trials). For each interval and location (cued or uncued), the mean of the contrast noise for the false alarm trials gave a classification number, resulting in two classification number functions (cued and uncued) through time for the false alarm trials.
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Journal of Vision (2010) 10(8):10, 1-27 Shimozakiextended model assumed a linear combination of information use across intervals, weighted by the smoothed classification number functions from the cued location. This comparison of integrals was performed as a method to assess the total amount of information use throughout the stimulus duration, both for the human observers and the weighted likelihood model. A similar study by Shimozaki et al. (2007) performed a spatial and temporal response classification analysis over 8 intervals and a stimulus duration of 300 ms (37.5 ms/ interval) in a cueing task with 8 locations (1 cued and 7 uncued) and a 100% valid cue. For the cued location, the attentional latency, in terms of the earliest evidence of information use at the cued location, was found for either the first (37.5 ms) or second (70.0 ms) interval. As the cue was 100% valid, information use at the uncued location was neither predicted nor found, and thus did not allow a comparison between the cued and uncued locations. The current study was designed specifically for this comparison with the response classification technique.
The current study might be seen as the temporal equivalent to a previous study assessing spatial information use, or perceptual templates, at cued and uncued locations in a cueing task with response classification . In , as in the current study, there were two locations (cued and uncued) with 80% valid cues in the signal present trials. The results supported a parallel-noisy account over a limited capacity account. The amplitudes of the classification images at the cued locations were greater than those found at the uncued locations; however, when the amplitudes were matched, no differences were found between the shapes of the perceptual templates at the cued and uncued locations. This was consistent with predictions of an ideal Bayesian observer, and inconsistent with a 'tuning' limited capacity model that assumes that attention tunes the perceptual template at the cued location to an optimal shape (Carrasco, Williams, & Yeshurun, 2002; Golla, Ignashchenkova, Haarmeier, & Thier, 2004; Montagna, Pestilli, & Carrasco, 2009; Spitzer, Desimone, & Moran, 1988; Yeshurun & Carrasco, 1998 .
Methods
4 observers with normal or corrected-to-normal acuity (AW, female, age 22 years; FB, female, age 22 years; LO, female, age 21 years; SS, male, age 45 years, author) performed a yes/no cued contrast discrimination task of a Gabor signal across two locations (see Figure 1) . On half the trials (signal present), the signal appeared at one of the locations, with a nonsignal lower contrast 'pedestal' Gabor at the other location; on the other half of the trials (signal absent), the pedestal appeared at both locations. Observers made a yes/no judgment upon signal presence at either location. A square cue appeared simultaneously with the stimulus at one of the possible signal locations. For the signal present trials, the cue indicated the signal location with 80% validity. Thus, over all trials, 40% were valid signal present trials, 10% were invalid signal present trials, and 50% were signal absent trials (see Figure 1B) . The order of the trial types, the location of the cue, and the location of the signal (on signal present trials) were randomized.
Stimuli were presented for 272 ms to minimize the effects of predictive saccades. Each Gabor was presented in 'contrast noise,' such that the peak contrast varied randomly (Gaussian-distributed) across 12 intervals or frames (22.7 ms each) around the mean contrast values that represented either the signal or the nonsignal pedestal (see Figure 2 ). This contrast noise formed the basis of the classification number analysis. For observers AW, FB, and LO, the standard deviation of the contrast noise was 14.1%. Due to SS's experience with psychophysical tasks, the task was made more difficult for him to approximately equate performance across observers, with a slightly smaller mean peak contrast for the signal (11.7% vs. 15.6%) and a slightly larger standard deviation for the contrast noise (15.6% vs. 14.1%).
The signal was a vertical Gabor pattern (1 cpd, 1 octave bandwidth, half-height, full width, 15.6% mean peak contrast) placed upon a (nonsignal) pedestal of 23.4% peak contrast. The signal could appear at two possible locations presented diagonally from a central fixation point, 5-upwards and either 5-left or 5-right of central fixation, giving a total eccentricity of 7.07-. The cue was a dark square cue (length = 4-, width = 4.2V, luminance = 0.77 cd/m 2 ), simultaneously and continuously displayed throughout the stimulus duration. A dark fixation cross was visible continuously in the center of the display (length = 0.5-, width = 4.2V , luminance = 0.77 cd/m 2 ), as well as four dark fiduciary 'tick marks' near each possible signal location (1.25-from the center of the stimulus) to reduce location uncertainty (length = 0.5-, width = 4.2V, luminance = 0.77 cd/m 2 ). Also, two copies of the signal and nonsignal pedestal Gabors were visible continuously 6.5-(signal) and 3.5-(pedestal) above the central fixation point as standard references for the observer.
Observers were informed of the cue validity, and observers were also trained and instructed to maintain fixation on the central cross throughout the stimulus duration. Each observer performed in approximately 20,000 trials across 16 sessions with 1250 trials in each session.
Stimuli were displayed using Matlab (The Mathworks, Inc., Natick, Massachusetts) and the Psychophysics toolbox (Brainard, 1997; Pelli, 1997) 
Data analyses
Analyses of behavioral responses and the weighted likelihood model
The behavioral responses were characterized as the rates for each response outcome (hit and miss rates for valid signal trials, hit and miss rates for invalid signal trials, false alarm and correction rejection rates for signal absent trials). These rates were fit to the weighted likelihood model (Droll, Abbey, & Eckstein, 2009; Eckstein, Peterson, Pham, & Droll, 2009; Shimozaki et al., 2003) , a parallel-noisy model of behavioral performance for cueing tasks (see Figure 5 ). This model is an extension of the Bayesian ideal observer for the task, and could be described generally as assessing how well (optimally) the observers use the cue validity in their judgments. Also, it provides an estimate of dV and bias (criterion) that accounts for decisions over multiple locations (e.g., Eckstein et al., 2000; Palmer, 1995; Palmer et al., 1993; Palmer et al., 2000; Verghese, 2001) , as it falls under the class of 'parallel-noisy' models that predict set size effects (decreasing performance with increasing set size or number of items) based on parallel processing over increasingly noisier decisions. An important aspect of the weighted likelihood model is that it predicts a cueing effect when the cue validity is used optimally. As this is a parallel model, this implies that cueing effects, by themselves, do not indicate a serial effect of attention.
For each trial n, the weighted likelihood model starts with an input variable for each location j (cued or uncued), x j,n . This input variable is assumed to be Gaussian-distributed, and assumed to be the sum of the internal representation of the mean contrast for that location and trial (! j,n ), plus an error term (( j,n ), such that
The error term is the internal representation of the observer's total noise, and (assuming independence) is the sum of the overall added (external) contrast noise across intervals and the internal noise of the observer, or
For each location, the model calculates the internal estimate of the posterior probability of signal presence (S 1 ) for each location j. First, the likelihood of signal presence (l j,n ) is calculated, which is the prior probability of the input variables at all locations, given signal presence at that location (S 1, j,n ). For this task with two locations, the input variables comprise a two-element vector x n , where
and the likelihood may be expressed as
If we assume normalized Gaussian distributions (A = 1) for x, with a mean of zero for the signal absent distribution and a mean of dVfor the signal present distribution, we can define a probability density function g(x) for both signal present and signal absent distributions, where and
with the subscripts 0 = signal absent, 1 = signal present, S 0 = the state of signal absence, and S 1 = the state of signal presence. For p(x n jS 1, j,n ), we must consider the joint probability of signal presence at location j and signal absence at location mj. Therefore,
Bayes' theorem is then applied to find the internal estimate of the posterior probability of signal presence for each location, p(S 1, j,n jx n ) by weighting the likelihoods by the internal estimate of the prior probability of signal presence at that location (p(S 1,j ) = w j ), such that pðS 1; j;n kx n Þ ¼ pðS 1; j Þpðx n kS 1; j;n Þ ¼ w j l j;n : ð8Þ
Note that the base rate of p(x n ) is not included in this formulation. Ideally the weights would represent the cue validity (i.e., w cued = 0.80, w uncued = 0.20); however, the human observer may diverge from these ideal weightings. Thus, the estimate of the human observer weights serves as an assessment of how well (or optimally) the observer could use the information provided by the cue validity.
The model then calculates the probability of signal presence given x over the probability of signal absence given x, or the likelihood ratio, so that l ratio n ¼ pðS 1;n kx n Þ pðS 0;n kx n Þ: ð9Þ
For p(S 1, j,n jx n ), we consider the probability of signal presence at the cued location or at the uncued location, so that
with M = number of locations = 2. Thus, the likelihood ratio may be expressed as
For p(S 0,n jx n ), we must consider the probability of signal absence at the cued location and the uncued location; therefore, pðS 0;n kx n Þ ¼ pðS 0;cued;n kx cued;n ÞpðS 0;uncued;n kx uncued;n Þ ¼ g 0 ðx cued;n Þg 0 ðx uncued;n Þ:
The likelihood ratio is compared to a criterion (crit); if the ratio is larger than the criterion, the model responds 'yes,' and if the ratio is below the criterion, the model responds 'no.' Thus, we may predict the behavioral response rates for the model for a given dV , weight and criterion from the following cumulative probabilities Pr over all trials n: valid hit rate ¼ Prðl ratio n 9 critkS 1;cued;n ; S 0;uncued;n Þ; ð13Þ invalid hit rate ¼ Prðl ratio n 9 critkS 0;cued;n ; S 1;uncued;n Þ; ð14Þ and f alse alarm rate ¼ Prðl ratio n 9 critkS 0;cued;n ; S 0;uncued;n Þ: ð15Þ These weighted likelihood model predictions for the response rates were estimated through Monte Carlo simulations with 50,000 iterations (trials) for each dV, criterion, and weight (Shimozaki et al., 2003) . Then the best fits of these predicted response rates to the response rates of the human observers were found. The parts of Figure 5 in red indicate those parameters that were free to vary in the fits with the observer. These were the weights for the cued and uncued locations (w j ), the criterion (crit), and the internal representation of the total noise (( j,n ). The last item (( j,n ) was expressed as the overall dVfor the observer. Also, fits were performed with a fixed optimal weight of 0.80 and dVand the criterion as free parameters.
To change the weighted likelihood model to the ideal observer, the input variable x j,n is the result of a crosscorrelation (linear operator) of an ideal template with the stimulus; in white Gaussian spatial noise, the ideal template is the same as the signal. The weight for the likelihood for the cued location (w cued ) is the probability of cue appearance at the cued location, or the cue validity (0.80). The criterion is the ratio of the probabilities for target presence and target absence, which was 1.0 for this study. Finally, there would be no internal noise, and therefore ( j,n = ( j,n,external .
The criteria are presented as their logarithms, so that log (crit) = 0 represents unbiased decisions.
Analyses of classification numbers
As discussed in the Introduction, a classification number was calculated for each location (cued and uncued) and each interval (12 total intervals). Each classification number may be described as summarizing the amount information used during that interval, resulting in two classification number functions, one cued and one uncued, describing the information use throughout the stimulus duration.
For the classification numbers, trials were first pooled by the response outcomes for the signal absent trials (i.e., by either false alarms or correct rejections) for each observer (see Figure 3) . Figure 3 demonstrates an example of pooling by false alarms (signal absent trials in which the observer responds 'yes'). A classification number (a) was calculated as the mean of the added contrast noise (( external ) across all trials (N), taken separately for each interval (i), each location (j, where j = cued or uncued), and each outcome (k, where k = false alarm or correct rejection), as follows:
This gave four classification number functions through time for each observer: false alarm-cued, false alarmuncued, correct rejection-cued, and correct rejectionuncued. The classification numbers for cued and uncued locations were combined across the false alarms and correct rejections Murray et al., 2002; Shimozaki et al., 2007) , so that a i;j ¼ a i; j; f alse alarm þ a i; j;correct rejection :
This gave two classification number functions through time for each observer, one for the cued location and one for the uncued location. As the classification number calculations were based on all the signal absent trials, the number of trials for these calculations was approximately half the total number of trials, or about 10,000 trials (AW = 9779, FB = 9779, LO = 9804, SS = 9832).
Comparisons between the overall classification number functions were performed with the Hotelling T 2 statistic (Harris, 1985) , which is the multivariate generalization of the univariate t statistic, and analogous to the t statistic has two forms, one-sample and two-sample (see Appendix A). The one-sample Hotelling T 2 statistic with a diagonal covariance matrix K (i.e., all zero correlations) is distributed as a # 2 statistic, and it was found that the covariance matrices for the sample classification number functions were nearly diagonal (see Appendix A). Therefore, for differences between the sample classification number functions and hypothesized models (with q = number of free parameters), the one-sample Hotelling T 2 statistics were evaluated as # 2 statistics for the model, and df = p j q.
To compare the durations giving the maximal amplitudes (peak times) for the cued and uncued functions, further analyses were undertaken to fit the classification number functions to log-Gaussian, Poisson, and polynomial functions. Also, the results of these fits were assessed to estimate the integrals of these functions through time. Finally, the fits were used as interval weights to compare the observed estimated integrals to predictions from an extended weighted likelihood model that included a weighted linear summation across intervals. Table B1 in Appendix B summarize the behavioral response results for the four observers. As shown by the first column of Table B1a , the overall proportion correct across observers was relatively consistent, ranging from 0.737 to 0.792. The last three columns of Table B1a and Figure 6 give the response rates for valid hits ('yes' responses on valid signal trials), invalid hits ('yes' responses on invalid signal trials), and false alarms ('yes' responses for signal absent trials). Hits rates were Figure 6 . The behavioral response rates for each observer. Valid hit rate = blue squares. Invalid hit rate = red diamonds. False alarm rate = black circles. (2010) 10(8):10, 1-27 Shimozakilarger than 0.50, and false alarm rates were less than 0.50, indicating better than chance performance in the yes/no task. Also, the valid hit rates were greater than the invalid hit rates, indicating the use of the cue by the observers, or the cue validity effect. Table B1b summarizes cue validity effect as the difference between the valid hit rate and invalid hit rate Shimozaki et al., 2003) . Each observer showed a positive cue validity effect, ranging from 0.101 to 0.186, and the # 2 results indicated these cueing effects were highly significant. Table 1 summarizes the fits of the rates of the behavioral responses to the weighted likelihood model, as assessed by # 2 goodness of fit statistics. As mentioned earlier, the weighted likelihood model is a parallel model of performance that also gives an estimate of the observed cue validity effect relative to an optimal Bayesian decision rule. Also, it provides a measure of dV and bias that accounts for multiple locations (Eckstein et al., 2000; Palmer, 1995; Palmer et al., 1993 Palmer et al., , 2000 Verghese, 2001) . Table 1a gives the weighted likelihood fits with the cued location weight (w cued ) as a free parameter, with the optimal cued weight equaling the actual cue validity of 0.80 (and therefore 1.00 j 0.80 = 0.20 at the uncued location). The free parameters (dV, w cued , log(criterion)) equal the total degrees of freedom (3, for each trial type); thus, no # 2 statistics are presented. As shown in Table 1a , these estimated weights for each observer indeed were near the optimal weight of 0.80, except for FB, whose weight was less than optimal (0.67). For w unued /w cued , the optimal weight of 0.80 corresponds to a ratio of 0.250 = (1.0 j w cued )/w cued = (1.0 j 0.8)/0.8. Table 1b gives the fits to the weighted likelihood model for a fixed optimal cued location weight (w cued ) of 0.80. This gave a fit with two free parameters (dV, criterion) and thus one degree of freedom for the # 2 statistic (3 total df j 2). As might be expected from Table 1a , the fits to the optimally weighted model were not significantly different (indicating nearly optimal weighting) for all observers except for FB. Thus, the observers' performances (except FB) were fit well to a parallel model with an optimal weighting of cued information.
Results

Behavioral results
Figure 6 and
Journal of Vision
The d's were relatively consistent across observers, ranging from 1.50 to 1.92, as would be expected from the relatively consistent results for proportion correct (Table B1a , column 1). Generally across observers the log-criteria were slightly negative, indicating a slight bias to respond 'yes.' Figure 7 summarizes the classification number functions for cued and uncued locations across observers; tables for these functions may be found in Appendix C, Table C1 . Blue indicates the cued location functions, and red indicates the uncued location functions. Overall, the functions rise to a peak and then fall off at the end of the stimulus duration. Also, the cued functions appear to have substantially larger amplitudes. Hotelling T 2 statistics (Table C2) confirmed that all functions (across intervals) were significantly different from zero (onesample Hotelling T 2 , Table C2a ), and that all the cued functions were significantly greater than the uncued functions (two-sample Hotelling T 2 , Table C2b ). Each interval was assessed for significant differences from zero with single-sample t-tests, corrected for multiple comparisons across the 12 intervals with the SimesHochberg method; this method is similar to the Bonferroni correction, but is considered more appropriate given the conservative characteristics of the Bonferroni correction (Hochberg, 1988; Simes, 1986 ). Significant differences from zero are indicated in Figure 7 as filled circles, and are also summarized in Table C1 . A significant difference from zero would indicate a significant use of information for that interval at the given location. As shown in Figure 7 , there was evidence of significant information use for both Table 1 . Fits of the behavioral performance to the weighted likelihood model ( Figure 5 ). 1a. Fits with d V, weight, and criterion (expressed as log criterion) as free parameters. 1b. Fits with d Vand criterion as free parameters, and the weight fixed to the optimal value of 0.80 (the cue validity). Fits were assessed with # 2 and degrees of freedom = 3 j 2 free parameters = 1. Note: * = p G .05.
Classification number functions
cued and uncued locations throughout the stimulus duration. The first interval with significant information use might be considered an estimate of the latency for this task. By this definition, the latency for the cued location was the first interval (22.7 ms) for all observers except FB, who had a latency of the second interval (45.3 ms). These results were consistent with the results from Shimozaki et al. (2007) , which found evidence of the first use of information at cued locations at 37.5 ms (2 observers) to 75 ms (1 observer). For the uncued location, these estimates of latency were slightly later, the first interval (22.7 ms) for AW and SS, the second interval (45.3 ms) for LO, and the third interval (68.0 ms) for FB. Each interval was also assessed for differences between the cued and uncued functions by independent two-sample t-tests, adjusted for multiple corrections with the SimesHochberg method. These results are also summarized in Table C1 . For all observers, the cued and uncued functions differed significantly by the 2 nd interval (45.3 ms); for all observers except FB, the cued and uncued functions differed significantly interval-by-interval throughout most of the stimulus duration (AW: intervals 2-7,9; LO: intervals 2-9; SS: intervals 2-9,11,12). FB had fewer intervals with significant cued vs. uncued differences (intervals 2, 5, and 6), related to the higher amplitude of her uncued function relative to her cued function.
The latency estimates from the first interval that was significantly different from zero seems to suggest a slight delay for the uncued latencies. Also, the results comparing the cued and uncued functions (overall and intervalby-interval) indicate higher amplitudes for the cued functions. However, caution should be taken in using these comparisons as indications of a difference in temporal dynamics at the cued and uncued locations. As shown later, a parallel-noisy model (a simple extension of the weighted likelihood model) predicted equivalent differences in amplitudes. This finding is analogous to the behavioral cueing effects predicted by the weighted likelihood model (Table 1; Shimozaki et al., 2003) , in that differences between cued and uncued locations were predicted by a parallel-noisy model. Also, the expected lower amplitudes for the uncued functions would necessitate that the first evidence of significant information use (differences from zero) would be later for the uncued functions, given the nearly equivalent variances for the cued and uncued functions (see Table C1 ). This point will be discussed further in the Discussion. Figure 8 gives the cued functions (in blue, and the same as in Figure 7 ) compared to the uncued functions with amplitudes scaled to provide the best match to the cued functions. The goodness of fits of the matches were assessed with two-sample Hotelling T 2 statistics ( Table 2 ). As expected from the interval-by-interval comparisons of the cued vs. uncued functions, FB had the largest scale factor of 0.57. The cued and the scaled uncued functions could not be distinguished statistically from each other, except for SS. For SS, a posthoc analysis was performed comparing the cued and uncued functions for each interval using independent two-sample t-tests, corrected for multiple corrections by the Simes-Hochberg method. It was found that the two functions differed only in the 7 th interval at 158.7 ms (t(19622) = 3.155, p(uncorrected) = 0.0016). Thus, for three observers the comparison of the cued and the scaled uncued functions found no evidence 
Peak times and integrals of the classification number functions
Attempts were made to fit the classification number functions to various functions to 'smooth' the likely interval-to-interval noise in the original functions. These smoothed functions were then employed to estimate the durations giving the maximum amplitudes (peak times) of the original functions, as well as their integrals. Two functions that generally have positive skew (longer tails to the right) were attempted initially, log-Gaussian and Poisson (see Appendix D). Neither function provided adequate fits (see Table D2 ), particularly for the cued functions, and thus a more general fit to polynomial functions was attempted. Functions of time (t) from quadratic (2 nd ) to quartic (4 th ) degree were considered, such that
with c 4 = 0 for the 3 rd -degree polynomial, and c 3 = c 4 = 0 for the 2 nd -degree polynomial. Fits were evaluated with one-sample Hotelling T 2 statistics, evaluated as # 2 's and with degrees of freedom = 12 j number of free parameters. It was found that no 4th-degree polynomial significantly improved the fit compared to the 3rd-degree polynomial (Hotelling T 2 difference = 0.04 to 2.94; p = 0.6548 to 0.0863). Thus, only the 3 rd -degree polynomial fits are presented, with the following format:
Figure 9 presents the data fits to the 3 rd -degree polynomials, and Table D1 in Appendix D summarizes Table 2 . Tests for differences between the cued and scaled uncued functions for each observer. The scaled uncued functions were found by matching the amplitudes of the uncued functions to provide the best fit to the cued functions, as assessed by two-sample Hotelling T 2 statistics. Note: * = p G .05.
Journal of Vision (2010) 10(8):10, 1-27 Shimozakithe one-sample Hotelling T 2 statistics, evaluated as # 2 's and with degrees of freedom = 12 j 4 = 8. Also, Table D1 lists the fitted coefficients for the fits (c 0 to c 3 ), with time (t) in seconds. Except for the uncued data for SS, no significant differences were found between the data and the fitted polynomial models, indicating relatively good fits. As mentioned earlier, the data for SS at the uncued location had a 'dip' at the 7 th interval (158.7 ms), which led to the poor fits to both the 3rd<degree and 4th<degree polynomial functions (4th<degree fit: Hotelling T 2 = 19.89, degrees of freedom = 7, p = 0.0058).
These polynomial fits were employed to assess the peak times for the cued and uncued functions. Standard errors of the peak times were estimated through a technique known as 'Monte Carlo resampling' (Efron & Tibshirani, 1993) , which is related to bootstrapping. The classification number functions were resampled iteratively by using the values from the 3 rd -degree polynomial fits, and then perturbing those values assuming Gaussian distributions with the same standard errors as the observed classification numbers. These resampled classification number functions were then refit to new 3 rd -degree polynomials with # 2 goodness-of-fits, and the peak times were found for the refit functions; standard errors were computed across iterations (50,000 for each peak time). The peak times (from the fitted polynomials) and the estimated standard errors are presented in Table 3 . Also, Table 3 summarizes the comparisons of the cued and uncued peak times for each observer, assessed as independent twosample t-tests. The cued peak times tended to be slightly less than the uncued peak times. However, the estimated standard errors for the uncued peak times were larger than those for the cued peak times; this was due to the loweramplitude (i.e., 'flatter') uncued functions, leading to more uncertainty in the estimated peak times. This was particularly true for AW, who had a distinctly flat function Table 3 . Estimates of the durations giving the maximal values (peak times). Estimates were based upon the 3 rd -degree polynomial fits to for the uncued location, and thus a rather large estimated standard error (72.6 ms). The result is that no significant differences were found between the peak times of the cued and uncued functions for any observer, arguing against a strong serial attentional hypothesis. As each individual classification number for each interval might be interpreted as the information use for that interval, the integral of the classification number functions might be interpreted as the overall information use throughout the stimulus duration. Table 4 presents the integrals of the fitted uncued and cued functions (3 rd -degree polynomials), with the standard errors calculated with the same method as the peak times (resampling based on the classification number standard errors and refitting with 3 rd -degree polynomials with # 2 goodness-offits over 50,000 iterations). The cued function integrals were significantly greater than the uncued function integrals, as assessed with independent two-sample t-tests, with ratios (uncued/cued) ranging from 0.396 (for LO) to 0.545 (for FB).
Comparison of classification number functions to an extended weighted likelihood model
A posthoc question that arises from the previous results is how the relative weightings for cued and uncued locations predicted from the weighted likelihood model might be reflected in the observed classification number functions. The relative weightings from the weighted likelihood fits (w uncued /w cued , from Table 1a ) optimally should be (1.0 j 0.8)/0.8 = 0.25, and ranged from 0.235 (for AW and LO) to 0.492 (for FB). However, the scaling factors equalizing amplitudes across the cued and uncued classification number functions ranged from 0.33 (for AW) to 0.57 (for FB); also, the relative integrals from Table 4 ranged from 0.396 (for LO) to 0.545 (for FB). Thus, the general order across observers seem to correspond across these measures, with AW having the lowest and FB having the highest values; however, the relative weightings predicted by the weighted likelihood model seem lower than those expected from both the scaling factors and the relative integrals. However, we would not necessarily expect to find a linear relationship between the weights predicted from weighted likelihood and the characteristics of the classification number functions. One issue is that behavioral cueing effects (assessed as valid hit rate j invalid hit rate) predicted by the weighted likelihood model depends upon dV, with small cueing effects predicted at both low and high d's (Shimozaki et al., 2003) . Also, there would be differences in cueing effects based upon different criteria in the weighted likelihood model; consider the case in which the observer is completely biased to always respond 'yes' or 'no', which clearly would lead to no observable cueing effects. For these reasons, a final analysis was undertaken to predict the relative relationship between the weights from the weighted likelihood model and cued and uncued classification number functions, including the relative integral values for the cued and uncued functions, with an extension of the weighted likelihood model presented earlier ( Figure 5 ).
This extension (Figure 10 ) is equivalent to the weighted likelihood model, with the exception that the input variable (x j,n for a given location j, uncued or cued, and trial n) is the result of the sum of weighted responses (y i,j,n ) across intervals (i), with the total number of intervals = H = 12. Each unweighted response is the internal representation for the contrast for a particular location j and trial n (! j,n ), added to the internal representation of the total noise for that location j, trial n, and interval i (( i,j,n ), with ( i;j;n ¼ ( i;j;n;external þ ( i;j;n;internal ;
This equation is equivalent to Equation 2, except for the inclusion of the noise for each interval i. This response is then weighted by the classification number for that interval i at the cued location, as given by the 3 rd -degree polynomial fits described above (a i,cued ). Thus, the weighted internal response y i; j;n ¼ a i;cued ð! j;n þ ( i; j;n Þ; ð21Þ Table 4 . Estimates of the integrals of the classification number functions. Estimates were based upon the 3 rd -degree polynomial fits to the and the input variable for each location j and trial n is the sum of the weighted responses across the intervals, or
From this point the extended model is the same as the weighted likelihood model (see Methods).
In Figure 10 , those items in red were determined by the individual observers' performance or classification numbers. The weights for the intervals (a j,cued ) were determined by the observers' classification numbers for the cued location, as derived from the 3 rd -degree polynomial fits. The internal representation of the total noise (( i,j,n ) was determined so that the sensitivity for the extended model (dV) matched that of the observers' fits to the weighted likelihood model presented earlier (Table 1a) . The weights for the cued and uncued locations (w j ) and the criteria (crit) were also determined by the observers' fits to the weighted likelihood model. Thus, the extended model was completely determined and had no free parameters. Also, the observers' use of information at the uncued location was not represented, except as the difference in weights at the cued and uncued locations for the fitted weighted likelihood model (w j ). The predicted classification number functions from the extended model were found with Monte Carlo simulations with 50,000 trials for each observer. Table E1 in Appendix E summarizes the fits of the behavioral response rates (i.e., valid hit, valid miss, invalid hit, invalid miss, false alarm, and correct rejection rates) from the simulations of the extended model with the observed response rates from each observer. The fits were good, with no significant differences; this was expected, as the extended model was designed to have the same performance as the weighted likelihood model (Table 1a) , which in turn was matched to the observer response rates. Figure 11 , Table E2 (Appendix E) and Table 5 summarize the fits of the extended model predictions of the classification number functions to the original 3 rd -degree polynomials. For these analyses, the cued functions for the extended model and the polynomials were matched to give the best fits. Figure 11 presents the same 3 rd -degree polynomial fits shown in Figure 8 , with cued in blue and uncued in red, and presents the extended model fits in gray. The amplitudes for the uncued functions were lower than those for the cued locations. This is expected from the difference in weights at the cued and uncued locations in the extended model, and is the representation of the cueing effect for the classification number functions. Note that this difference is predicted from a parallel-noisy model, analogous to cueing effects for behavioral responses (Table 1; Shimozaki et al., 2003) . This finding highlights the point that cueing effects in cueing tasks do not necessarily indicate a serial, limited capacity attentional mechanism. Table E2 summarizes the overall fits of the cued functions, assessed as two-sample Hotelling T 2 tests with the covariance matrices from the original data. The fits were good, which was not necessarily surprising, as the interval weights for the extended model did come from the cued location functions. However, it suggests that any nonlinear transformation of the extended model (i.e., the calculation of the likelihoods) did not have much relative effect from interval to interval on the resulting classification number functions.
The main goal of the extended model simulations was to predict the uncued location functions from the extended model. Tables 5 and 6 present the results of these predictions for the extended model against the uncued 3 rd -degree polynomial fits (also shown in Figure 11 ). Table 5 gives the overall fits for the uncued functions, assessed as twosample Hotelling T 2 tests with the covariance matrices from the original data. There were no significant differences for any observer, and the fits were good for all observers except SS, whose predicted uncued function was somewhat less than the 3 rd -degree polynomial fits. Table 6 presents the predicted integrals for the uncued functions from the extended model, compared with the uncued integrals from the 3 rd -degree polynomial fits (also Table 4 ) also appear in this table for comparison. The differences in the predicted integrals and estimated integrals from the 3 rd -degree polynomial fits were assessed with independent two-sample t-tests. Note: * = p G .05. (2010) 10(8):10, 1-27 Shimozakipresented in Table 4 ). The standard errors for the integrals from the extended model were found with the same basic method as before. The predicted values for the classification numbers from the extended model were resampled with the standard errors from the original data; then these values were fitted with 3 rd -degree polynomials with # 2 goodness-of-fits over 50,000 iterations. Independent two-sample t-tests found no significant differences between the extended model and the original 3 rd -degree polynomial fits, except for SS, which found that the extended model predictions were significantly smaller. The significant results for SS, however, likely were affected by the 'dip' at 158.7 ms that led to a poor fit to the original 3 rd -degree polynomial (Table D1 and Figure 9 ). In summary, over both sets of results (Hotelling T 2 's and integrals) the extended weighted likelihood model of weighted responses across intervals gave relatively good predictions for the uncued classification number functions, and therefore the relative differences between the cued and uncued functions. In other words, the total information use throughout the stimulus duration at the cued and uncued locations were predicted reasonably well with the extended weighted likelihood model.
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Discussion
The temporal dynamics of information use was compared at the cued and uncued locations in a cueing task employing the response classification technique. A serial model of attention predicts a shift or delay of information use at the uncued location, compared to the cued location, whereas a parallel model predicts no such delay. The results show no significant evidence of a shift. Generally, the cued classification number functions did not differ from the uncued functions, scaled to the equivalent amplitudes; the exception was a 'dip' (not a shift) for the uncued function of SS. Also, the durations giving the peak amplitudes (the peak times), estimated from smoothed classification number functions, did not significantly differ between the cued and uncued functions. Finally, the observers' results were generally well fit to a representative parallel-noisy model, the weighted likelihood model. The behavioral response rates were relatively consistent with the optimal weighting predictions of the weighted likelihood model, and the relative integrals of the cued and uncued classification number functions were generally consistent with an extended weighted likelihood model assuming a weighted linear summation across intervals. As the parallel account is essentially the null hypothesis, some caution is necessary in the conclusions made from this study. However, over all the analyses (scaled classification number functions, peak times, fits to the parallel-noisy model), it seems that the data generally favor the parallel account.
It should be noted that the estimated peak times did tend to be slightly longer for the uncued functions, despite the lack of significance. One aspect that also should be noted is that the task itself was rather simple, a contrast discrimination. The nature of the task would define this as a 'feature' search, in terms of Feature Integration Theory (Treisman & Gelade, 1980) and Guided Search (Wolfe, 1994 (Wolfe, , 2007 Wolfe et al., 1989; Wolfe & Gancarz, 1996) , with the feature being contrast, and thus a parallel search under these theories. However, a priori, it was not necessarily apparent that a parallel model should best describe these results. It has been suggested that nearthreshold discrimination tasks (such as the current study) are governed by serial and/or limited capacity attentional processes, most notably by Duncan and Humphreys (1989) . Also, 'feature' tasks of the orientation of Gabor patches have been employed to suggest serial or limited capacity attentional processing, leading to delays at uncued locations (Carrasco et al., 2004 (Carrasco et al., , 2006 Carrasco & McElree, 2001 ).
In the studies by Carrasco et al. (Carrasco et al., 2004 (Carrasco et al., , 2006 Carrasco & McElree, 2001) , speed-accuracy tradeoff curves were generated by employing a 'deadline' procedure; observers had to respond within 300 ms or 350 ms of a tone occurring 40 ms-2000 ms after the stimulus. Signal locations were either cued with 100% validity, or not cued (a neutral condition), across set sizes of 1, 4, and 8. For the cued locations, the results indicated both higher asymptotes (indicating higher overall performance, or d's) and faster rises to the asymptotes (suggesting speeded processing). While the current study did not manipulate response times, inferences and comparisons can be made to the deadline procedure of Carrasco et al. (Carrasco et al., 2004 (Carrasco et al., , 2006 Carrasco & McElree, 2001 ). Both findings of increased performance and speeded processing for the cued locations in these studies were represented in the classification number functions. First, increased performance was represented by the increased amplitudes of the cued functions. Second, speeded processing (as defined by Carrasco et al.) was represented by the greater initial rise of the cued functions, concurrent with the greater amplitudes. Note, however, that the same aspects were predicted well by the extended weighted likelihood model, a parallel-noisy model (Figure 11 ). The reason is that the weighted likelihood model considers both cued and uncued locations in its decision, compared to separate analyses at each location, as done by Carrasco et al. (Carrasco et al., 2004 (Carrasco et al., , 2006 Carrasco & McElree, 2001 ). Thus, the weighted likelihood model assumes the same sensitivity at each location, but with the differential (larger) weighting at the cued location. To repeat a point made earlier, the predicted differences between the cued and uncued classification number functions made by the extended weighted likelihood model are analogous to the differences in behavioral performance (expressed as valid hit rate j invalid hit rate) predicted by the weighted likelihood model (Table 1; Shimozaki et al., 2003) . They are also analogous to the results found for spatial response classification (classification images) at cued and uncued locations in . In that study, they found that the cued classification images had greater amplitudes then the uncued classification images; however, these differences were predicted by the weighted likelihood model, and scaling the uncued classification images to match the amplitudes of the cued classification images resulted in no difference in shape, again as predicted by the weighted likelihood model.
A possible serial account for the results in the current study is a 'switching' hypothesis, in which the observer opts to switch his or her attention probabilistically, either to the cued or to the uncued location, from trial to trial and stays at the attended location (e. g., Shaw, 1982; Sperling & Melchner, 1978) . A common model would be a switching rate equal to the cue validity (in this case, 80% to the cued location, and 20% to the uncued location). Such a model could not be directly assessed in the context of this study, but was assessed in Shimozaki et al. (2003) , which estimated predictions of response rates as a function of signal contrast for the switching model (and the weighted likelihood model and another parallel-noisy model proposed by Kinchla et al., 1995) . Shimozaki et al. (2003) differed from the current study, having static stimuli and different signals (Gaussian) and cues (precues appearing before the stimuli), but was similar in its task (cued contrast discrimination of Gaussian blobs), spatial configuration (2 locations) and cue validity (80%). The data from Shimozaki et al. (2003) study were an extremely poor fit to the predictions of the switching model (and were well fit to the weighted likelihood model). Given the extremely poor fits of the switching model in Shimozaki et al. (2003) , and the relative similarity to the current study, it seems that switching would be an unlikely explanation for the current study. VanRullen, Carlson, and Cavanagh (2007) proposed an alternative switching hypothesis in which attention switches and samples locations periodically about 7 items per second, or about once every 143 ms, even when attending a single location. Such a discrete or periodic sampling would seem to predict a drop in the classification number functions at or near 143 ms in the current study. This does not seem to be represented in the results, as most classification number functions appear to peak around this time (the one exception being SS). Also, the 4 th -degree polynomial fits did not significantly improve the fits given by the 3 rd -degree polynomials, as would be anticipated with a two-peak function predicted by the discrete sampling model within the stimulus duration for the current study. However, it should be noted that the periodic sampling in VanRullen et al. (2007) only occurred for more difficult discriminations, and parallel processing was found in easier discriminations. Also, their assessment was over a longer period of time (1 second), which may induce a more periodic sampling behavior than the shorter duration of the current study (272 ms).
For most observers and conditions, evidence of information use was found at the cued location in the first interval (22.7 ms). These results were consistent with a previous study by Shimozaki et al. (2007) , using response classification in a cueing task with 100% valid cues, and finding evidence for first information use at the cued location at 37.5 to 75 ms. As mentioned earlier, this might be taken as an estimate of the latency of attentional processing (given that the cue was presented simultaneously with the stimulus duration). This estimate seems faster than previous estimates of the attentional latency, both from perceptual (e. g., Lyon, 1990; Mackeben & Nakayama, 1993; Nakayama & Mackeben, 1989) , and from ERP studies (e.g., Clark & Hillyard, 1996; Harter, Miller, Price, LaLonde, & Keyes, 1989; Hillyard, TederSalejarvi, & Munte, 1998; Mangun, 1995; Martínez et al., 1999; Nobre, Sebestyen, & Miniussi, 2000) , which give estimates of about 50-100 ms. One aspect of the response classification technique, however, is that the technique does not account for the temporal blurring of information expected from the visual system, due to the impulse response function. Essentially, this blurring extends the effective duration of information presented to an observer at a single point in time. This previous study (Shimozaki et al., 2007) modelled the effect of this blurring with a standard model of the impulse response function (Watson, 1986) and found that an adjustment of about 9-28 ms might be expected for the attentional latency from the response classification technique, which is more consistent with the other estimates.
Before fitting the classification number functions with the 3 rd -degree polynomials, fits were attempted with logGaussian and Poisson functions. These were attempted as representative functions with positive skew, which seemed to describe the basic characteristic of the classification number functions. Also, the log-Gaussian function was employed previously to fit equivalent classification number functions in saccadic decisions (Ludwig et al., 2005) . The fits to the log-Gaussian and Poisson functions were relatively poor, particularly for the cued functions. For the log-Gaussian functions, the differences in the quality of fits, compared to Ludwig et al. (2005) , could be due to several factors. The most obvious is the saccadic vs. attentional information use, but others include static conditions vs. temporal noise, slightly different assessments of fits (correlations instead of Hotelling T 2 's), different signals (Gaussians vs. Gabors), the use of precues, and longer stimulus durations (500 ms and 1000 ms vs. 272 ms).
Conclusions
The temporal dynamics of information use were compared between the cued and uncued locations in a cueing task with the response classification (classification image) technique, with the primary goal of assessing whether visual attention operates serially or in parallel for this task. The results from the response classification technique yield a single number for each location (cued and uncued) and interval in the stimulus duration (12 intervals in 272 ms); this number can be described as estimating the amount of information used in that interval at each location. Thus, for each observer there were two classification number functions, one at the cued location and one at the uncued location, estimating information use throughout the stimulus duration at the two locations. A serial attentional spotlight would suggest a delay in information use at the uncued location, relative to the cued location, whereas a parallel mechanism would not.
For the cueing task in this study, with two locations and an 80% valid cue presented simultaneously with the stimulus, a parallel account of attention seemed to provide a satisfactory account of the results from the classification number functions. After the uncued classification number functions were scaled to the same amplitude as the cued function, the two functions could not be distinguished. Also, estimates of the times for the peak amplitudes for the cued and uncued classification number functions (after smoothing with 3 rd -degree polynomial functions) were not significantly different from each other. Thus, these classification number functions do not suggest a difference between the cued and uncued temporal dynamics in the form of a delay at the uncued location, and therefore did not indicate a serial attentional mechanism. There was a difference in the amplitudes and integrals of the classification number functions, with greater amplitudes and integrals for the cued locations. These differences in the classification number functions, however, could be predicted by a parallel-noisy model based upon the weighted likelihood model that assumed a linear integration of information across intervals.
Appendix A Hotelling T 2 statistics
Comparisons between the overall classification number functions were performed with the Hotelling T 2 statistic (Harris, 1985) . The Hotelling T 2 is the multivariate generalization of the univariate t statistic; analogous to the t statistic, the Hotelling T 2 has two forms, one-sample and two-sample. The one-sample Hotelling T 2 is appropriate for comparisons of a sample (multivariate) vector against a fixed or known population vector, such as differences of a sample vector from a hypothesized model or from zero. It is calculated as
where T 2 is the Hotelling T 2 statistic, N = sample size, a = the sample vector (the classification number function), a 0 = the population (model) vector, [a j a 0 ] t is the transpose of [a j a 0 ], and K j1 is the inverse of the covariance matrix of the sample vector. For tests of significance, T 2 may be transformed into an F statistic by the following:
where p = length of the vector [a j a 0 ], degrees of freedom (df) for the numerator (df numerator ) = p, and df denominator = N j p.
The two-sample Hotelling T 2 is appropriate for comparisons of two sample vectors (classification number functions), and is calculated as
where N 1 = the sample size for the first sample vector, N 2 = the sample size for the second sample vector, a 1 = the first sample vector, and a 2 = the second sample vector. The covariance matrix K is computed as the pooled variances/covariances across a 1 and a 2 . The corresponding F statistic is computed as
with df numerator = p, and df denominator = N 1 + N 2 j p j 1. For the one-sample Hotelling T 2 statistic with a diagonal covariance matrix K (i.e., all zero correlations), the T 2 statistic may be described as
where H = the number of intervals = 12. This is distributed as a # 2 statistic for differences between the sample classification number function (a) and a hypothesized model (a 0 ). It was found that the correlations across intervals for the classification number functions were nearly zero (mean across observers = j0.002, with a range from j0.053 to 0.034), and not significantly different from zero for any observer. Across observers, the single-sample t values for differences from zero ranged from 1.037 to 1.604, giving p-values ranging from 0.3302 to 0.1092. Thus, for comparisons of hypothesized models (with q = number of free parameters) against the sample classification number functions, the one-sample Hotelling T 2 statistics were evaluated as # 2 statistics for the model, and df = p j q.
Appendix B Behavioral results
See Table B1 .
Appendix C Classification number functions
See Table C1 . See Table C2 . Table D1 gives the fits of the classification number functions to the 3 rd -degree polynomials of the form
Appendix D Fits of the classification number functions
These fits are presented in Figure 9 . All polynomial fits were not significantly different from the raw classification number functions, except for the uncued function for SS, which had an uncharacteristic 'dip' compared to other functions at 158.7 ms. Aside from polynomials, two functions with positive skew were attempted to fit and smooth the classification number functions, log-Gaussian and Poisson. A logGaussian function was used previously for analogous functions in saccadic decisions by Ludwig et al. (2005) , defined as a function of time (t):
For this function, c 0 equals the y-offset, c 1 equals the peak amplitude, c 2 determines the peak time (the 'location'), and c 3 equals the spread or 'scale.' The second function was a Poisson, defined as a function of interval (i):
For this function, c 0 equals the y-offset, c 1 determines the peak amplitude, and c 2 is the mean and the variance. Table D2 gives the data fits to the log-Gaussian (Table D2a) and Poisson functions (Table D2b) , assessed with one-sample Hotelling T 2 statistics evaluated as # 2 's Table C1 . The classification number functions for each observer. The scaled uncued functions were found by matching the amplitudes of the uncued functions to provide the best fit to the cued functions, as assessed by two-sample Hotelling T 2 statistics. Each interval was assessed for differences from zero by single-sample t-tests, adjusted for 12 multiple comparisons by the Simes-Hochberg method (Hochberg, 1988; Simes, 1986) . Each interval was assessed for differences between the cued and uncued classification numbers by independent-sample t-tests, adjusted for 12 multiple comparisons by the Simes-Hochberg method (Hochberg, 1988; Simes, 1986 Table D1 . Summary of the 3 rd -degree polynomial fits to the classification number functions. Fits were assessed as one-sample Hotelling T 2 statistics, evaluated as # 2 with degrees of freedom = 12 j p = 12 j 4 = 8, where p = number of free parameters. Coefficients were fit with respect to t = time in seconds. Note: * = p G .05. Table C2 . Analyses of the classification number functions. C2a. Tests for differences from zero, as assessed by one-sample Hotelling T 2 statistics. C2b. Tests for differences between the cued and uncued functions for each observer, as assessed by two-sample Hotelling T and with degrees of freedom = 12 j number of free parameters. Thus, the log-Gaussian fits had 12 j 4 = 8 degrees of freedom, and the Poisson fits had 12 j 3 = 9 degrees of freedom. Table D2 also summarizes the free parameters for the functions, in terms of milliseconds for the log-Gaussian fits, and in terms of interval (1 to 12) for the Poisson fits. Across both functions the fits for the cued functions were generally poor, with significant differences found for all but one fit (FB, log-Gaussian).
The fits for the uncued functions tended to be better, with no significant differences found across observers, except for SS.
Appendix E Fits to the extended weighted likelihood model
See Table E1 . See Table E2 . Table E1 . Fits of the predicted behavioral responses from the extended weighted likelihood model to the original response rates of the observers. Fits were performed on the response rates, i.e., valid hit and miss rates, invalid hit and miss rates, false alarm rates, and correct rejection rates. Note: * = p G .05. Table E2 . Fits of the predicted classification number functions from the extended weighted likelihood model to the 3 rd -degree polynomial functions for the cued locations (Table 6 ). The fits were evaluated with two-sample Hotelling T 2 statistics using the covariance matrices from the original classification number functions. Note: * = p G .05.
