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Abstract
We review and extend previous work on the approximation of the linear ‘1 estimator by the Huber
M-estimator based on the algorithms proposed by Clark and Osborne [7], and Madsen and Nielsen
[12]. Although the Madsen-Nielsen algorithm is a promising one, it is guaranteed to terminate finitely
under certain assumptions. We describe a variant of the Madsen-Nielsen algorithm to compute the ‘1
estimator from the Huber M-estimator in a finite number of steps without any restrictive steps nor
assumptions. Summary computational results are given.
Keywords: Multiple linear regression, the ‘1 estimator, huber’s M-estimator, finite algorithms.
1. Introduction
Consider the linear model
r ¼ AT x b ð1Þ
where x 2 <n, b 2 <m is the vector of dependent observations, A 2 <nm (with
m > n) is the matrix of independent observations and r 2 <m is the vector of
residuals. The purpose of this work is to review and extend algorithms for
computing the linear ‘1 estimator using Huber’s M-estimator in (1). The linear ‘1
estimation problem consists of finding a vector x 2 <n to the following mini-
mization problem:
[L1]
minimize GðxÞ  krk1  kAT x bk1: ð2Þ
The notation kzk1 is used to denote the ‘1 norm which is the sum of absolute
values of the components of z, i.e., kzk1 ¼
Pn
i¼1 jzij. The linear ‘1 estimation
problem is more difficult than the the least squares problem where the ‘2 norm is
used. The ‘2 estimation problem admits a closed form solution whereas the ‘1
estimation problem is of a combinatorial nature as it can be recast as a linear
programming problem.
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The ‘2 estimator is known to be the maximum likelihood estimator under the
assumption that the residuals r ¼ AT x b have independent identical normal
distributions. However, the ‘2 estimator is quite sensitive to deviations from this
assumption, and the presence of a few outliers among data points may have a
significant effect. The interest for the ‘1 estimator stems from its robustness in the
face of outliers as discussed in [9]. Hence, despite the increase in computational
difficulty compared to the ‘2 case, the ‘1 estimator was studied also extensively;
see e.g. [4, 21] for a review of developments until 1982. There has been renewed
interest in the ‘1 estimator as evidenced by the emergence of recent ideas in [8, 19,
20, 22].
An alternative robust estimator which does not involve nonsmooth optimization










i if jriðxÞj  c
jrij  c2 if jriðxÞj  c;

ð4Þ
and c is a positive scalar to be estimated from the data. This estimator was shown
by Huber to be a maximum likelihood estimator for a perturbed normal distri-
bution and became known as Huber’s M-estimator. Interestingly, there exist
intimate relationships between the ‘1 estimator and the Huber M-estimator. This
is to be expected since
lim
c!0
/ðri; cÞ ¼ jrij: ð5Þ
This fact has been noticed and studied by essentially three research groups
resulting in the papers by Clark [6], Clark and Osborne [7], Madsen and Nielsen
[11, 12], Madsen, Nielsen and Pnar [13, 15] and Li and Swetits [10], with valuable
insights and algorithms for computing both the M-estimator and the ‘1 estimator.
The first finite algorithm for computing the ‘1 estimator from the Huber
M-estimator was proposed by Clark and Osborne. Later, this algorithm was
extended by Madsen and Nielsen and Madsen, Nielsen and Pnar. The Madsen-
Nielsen algorithm was reported in [12] to be up competitive with the Barrodale-
Roberts implementation of the simplex algorithm for the ‘1 estimation problem
[3], a significant contribution considering that the Barrodale-Roberts algorithm is
regarded as one of the most efficient algorithms in this area. This was testimony to
the promise of the new approach. Later, Madsen, Nielsen and Pnar [15] used this
algorithm to solve linear programming problems, extending both the theory and
practice of the new algorithm. All these algorithms have guaranteed finite ter-
mination under some restrictive assumptions. Later, Li and Swetits proposed a
recursive variant of the Madsen and Nielsen algorithm and proved its finiteness
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property under the full rank assumption on A. Under the light of the above
discussion the purpose of the present paper is to review the computational ties
between the Huber M-estimator and the linear ‘1 estimator and to give a new
finite algorithm for computing the ‘1 estimator from the Huber M-estimator. The
new algorithm consists of a simple modification of the Madsen-Nielsen algorithm,
and terminates finitely without any assumptions. It is inspired from the original
Clark-Osborne algorithm. Comparative computational results with the modified
Madsen-Nielsen algorithm show that it is competitive with the most successful
implementations of the simplex type algorithms.
The plan of this paper is as follows. In Section 2, we will give basic properties of
the ‘1 estimator, some key results on Huber’s M-estimator and the connections
between these two, respectively. We will study the algorithmic contributions of
Clark and Osborne, and Madsen and Nielsen in Section 3 and 4, respectively. We
give further results on the connection between the two estimators in Section 5. We
propose an extension of the Madsen-Nielsen algorithm in Section 6 and prove its
finite termination property. We also summarize computational experience with
the modified algorithm in Section 6.
2. Properties
In this section we review some relevant properties of the ‘1 estimator, the Huber
M-estimator and their connections, in this order, respectively.
2.1. The ‘1 Estimator
The ‘1 estimator is characterized by the following necessary and sufficient con-






ajsj ¼ 0 ð6Þ
where A0ðxÞ ¼ fj : rjðxÞ ¼ 0g and sj is defined for all j as
sjðxÞ ¼
1 if riðxÞ < 0
0 ifjriðxÞj ¼ 0





An interesting duality result links the ‘1 estimator with linear programming. It can
be shown using Lagrange duality that the dual problem to [L1] is given as
[D1]
max  bT y
s:t: Ay ¼ 0
1  y  1
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where 1 and 1 denote vectors with components 1 and 1, respectively. Fur-
thermore, x solves [L1] and y solves the dual problem if and only if y satisfies
Ay ¼ 0 and the following conditions hold
rjðxÞ < 0¼)yj ¼ 1; ð8Þ
rjðxÞ > 0¼)yj ¼ 1; ð9Þ
and
1 < yj < 1¼)rjðxÞ ¼ 0: ð10Þ
It is easy to notice that these conditions are fully equivalent to the optimality
condition (6).
2.2. The Huber M-Estimator
Define for a given threshold c > 0 the sign vector
scðxÞ ¼ ½sc1ðxÞ; . . . ; scmðxÞ ð11Þ
with
sci ðxÞ ¼
1 if riðxÞ  c
0 if jriðxÞj < c





If s ¼ scðxÞ then we also denote Ws the m m diagonal matrix whose ith diagonal
entry is given by 1 s2i . Alternatively, we will also use W ðxÞ to denote the diag-
onal matrix associated with scðxÞ directly. Now, the Huber M-estimation problem









where the argument x is dropped for notational convenience. Clearly, Gc measures
the ‘‘small’’ residuals (jriðxÞj < c) by their squares while the ‘‘large’’ residuals are
measured by the ‘1 function. Thus, Gc is a piecewise quadratic function, and it is
continuously differentiable in <n.
Gc is composed of a finite number of quadratic functions. In each domain D  <n
where scðxÞ is constant Gc is equal to a specific quadratic function as seen from the
above definition. These domains are separated by the following union of hyper-
planes,
Bc ¼ fx 2 <nj9 i : jriðxÞj ¼ cg: ð14Þ
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A sign vector s is c-feasible at x if
8 e > 0 9 z 2 <n n Bc : kx zk < e ^ s ¼ scðzÞ: ð15Þ
If s is a c-feasible sign vector at some point x then Qs is the quadratic function
which equals Gc on the subset
Ccs ¼ clfz 2 <njscðzÞ ¼ sg: ð16Þ
Ccs is called a Q-subset of <n. Notice that any x 2 <n n Bc has exactly one corre-
sponding Q-subset (s ¼ scðxÞ), whereas a point x 2 Bc belongs to two or more
Q-subsets. Therefore, we must in general give a sign vector s in addition to x in
order to specify which quadratic function we are currently considering as repre-
sentative of Gc.




ðz xÞT ðAWsAT Þðz xÞ þ G
0T
c ðxÞðz xÞ þ GcðxÞ: ð17Þ




Wsr þ s ð18Þ
where s is a c-feasible sign vector at x. For x 2 <n n Bc, the Hessian of Gc exists,





The set of indices corresponding to ‘‘small’’ residuals
AcðzÞ ¼ fij1  i  m ^ jriðzÞj  cg ð20Þ
is called the c-active set at z. The set of minimizers of Gc is denoted by Mc.
Interestingly, there exists a simple duality link between the Huber M-estimation
problem and quadratic programming. More precisely, it can be shown using
Lagrange duality (see e.g., [17]) that the dual of the Huber M-estimation is the
following quadratic program:
[D2]
max  bT y  c
2
yT y
s:t: Ay ¼ 0
1  y  1
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where s ¼ scðxÞ. As y is the unique solution to the dual problem (the dual
problem is a strictly concave maximization problem) we have the following simple
but important consequences of the duality result.
Lemma 1. scðxcÞ is constant for xc 2 Mc. Furthermore riðxcÞ is constant for xc 2 Mc
if sci ¼ 0.
Following the lemma we use the notation scðMcÞ ¼ scðxcÞ; xc 2 Mc as the sign
vector corresponding to the solution set.
Based on the work of Mangasarian and Meyer [16], it can be shown that the point
y defined in (21) is a least norm solution of the linear program [D1] provided that
c > 0 is sufficiently small. Li and Swetits [10] use this result to give a recursive
procedure to compute the ‘1 estimator from Huber’s M-estimator.
2.3. Connections between the ‘1 Estimator and the Huber M-Estimator
The purpose of this section is to summarize some key relationships between the
linear ‘1 estimator and the Huber M-estimator. In particular, the solution set of
the M-estimation problem allows a description of the solution set of the ‘1 esti-
mation problem.
Assume xc 2 Mc, and let s ¼ scðMcÞ and W ¼ Ws. Then xc is a solution to the
following system of linear equations:
AW AT xc ¼ AW b cAs: ð22Þ
Now, assume that xc þ dh is a minimizer of Gcd with scðxc þ dhÞ ¼ s. Thus, we
can write
AW AT ðxc þ dhÞ ¼ AW b ðc dÞAs:
This implies that h solves the system
AW AT h ¼ As: ð23Þ
This system of linear equations is always consistent since it is equivalent to the
following system:
AW AT h ¼  1
c
AW rðxcÞ
which corresponds to normal equations associated with W AT h ¼  1c W rðxcÞ.
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Next, we state an important result without proof from [13]. Let S denote the set
of minimizers of [L1] and D0s ¼ fxjriðxÞ  0; i 2 rðsÞ ^ riðxÞ  0; i 2 rþðsÞg
where rþðsÞ ¼ fijsi ¼ 1g and rðsÞ ¼ fijsi ¼ 1g. Let rðsÞ denote the comple-
ment of rðsÞ [ rþðsÞ with respect to f1; . . . ;mg.
Theorem 1. (a) There exists c0 > 0 such that s
cðMcÞ is constant for 0 < c  c0.
(b) For 0 < c  c0, where c0 is given in (a), let s ¼ scðMcÞ, and let Ns denote the
orthogonal complement to spanfaijsi ¼ 0g. If xc 2 Mc, and d solves (23) then
M0 S
where




WsrðxcÞ þ s ð25Þ
solves [D1].
The above theorem gives a description of the set of ‘1 estimators from the set of
M-estimators for small enough values of c. We will use this result in our
description of the Madsen-Nielsen algorithm and the variant of it we will propose.
3. The Clark-Osborne Continuation Algorithm
The Clark-Osborne algorithm is a continuation algorithm which was not origi-
nally intended as a device for solving the linear ‘1 estimation problem. Its pre-
scribed use was to compute the Huber M-estimator for suitable values of c
starting from a large enough value so that the c-active set includes all the indices.
In otherwords, the Clark-Osborne algorithm begins with a large value of c to
mimic the ‘2 estimator and decreases c until its desired value by following the
piecewise linear path of Huber M-estimators. In this section we give a slightly
modified version of this algorithm, tailored to compute the ‘1 estimator.
To carry on with a preliminary description of this algorithm we give a new sign
vector definition:
sciðxÞ ¼
1 if riðxÞ < c
0 if jriðxÞj  c





We will refer to sc as an ‘‘extended’’ sign vector. Notice that sc and sc differ only
for those residuals that are on the boundary B. The Clark-Osborne algorithm
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works with the above definition of a sign vector rather than (12). In this section we
will refer to the sign vector sc associated with the unique Huber M-estimator as
the ‘‘optimal extended sign vector’’. We assume in this section that A has full rank.
The key idea that motivates the Clark-Osborne algorithm is the linear system (23).
Assume the Huber M-estimator xc is unique and that it is non-degenerate, i. e. , at
any value of c the set fijriðxcÞ ¼ cg is a singleton. Clark shows that if the
M-estimator is unique the matrix AW AT has full rank, c. f. Lemma 6 of [6]. Since
there exists a continuum of values of c for a finite set of possible c-feasible sign
vectors sc, one can immediately deduce from our analysis of the previous section
that that sc remains constant by intervals. The intervals corresponding to sign
vectors constitute‘‘segments’’ of the piecewise linear path of M-estimators. We
refer to these as the ‘‘sign intervals’’.
The algorithm consists of following the unique path of M-estimators using the
linear system of equations (23). Under the assumption of uniqueness, and the
nondegeneracy of M-estimators, the Clark-Osborne algorithm traces the piecewise
linear segments of this path. They use the nondegeneracy assumption to show that
when moving from one segment to another, at the change of segment the adjacent
sign vectors differ by a single entry. Furthermore, the sign vector obtained from
this single change is the optimal extended sign vector of the next segment.
In the rest of this section we will make the Clark-Osborne algorithm mathemat-
ically precise.
The basic algorithm can be formulated as follows:
find the ‘2 estimator
choose initial c
repeat
Compute h from (23)
Decrease c along h
until c ¼ 0:
The ‘2 estimator is found as the solution xls of the linear system:
AAT x ¼ Ab:
The parameter c is initialized to maxj¼1;...;m jrjðxlsÞj. The next step in the algorithm
is to trace the path of M-estimators. To do this, one computes the unique solution
h to the system
AW AT h ¼ As
where s ¼ scðxcÞ and W ¼ W ðxcÞ with xc ¼ xls for initialization. Let
xcd  xc þ dh and rðc dÞ  rðxcÞ þ dAh. The algorithm finds the smallest of
d > 0 where one of the components of rðc dÞ changes status, i.e., where
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jrjðc dÞj ¼ c d for some j, 1  j  m. More precisely, let fdig i ¼ 1; . . . ;K,
with d1 < d2 < 	 	 	 < dK , be the set of points in ð0; cÞ where jrjðc dÞj ¼ c d
for some j. Then c is replaced with c d1, xc is replaced with xc þ d1h, s is
updated as scðxcÞ, and the loop is repeated.
We summarize the steps of this algorithm below.
find xls from AAT x ¼ Ab
choose c ¼ maxj¼1;...;m jrjðxlsÞj
find s ¼ scðxcÞ and W ¼ Ws
repeat
compute h from AW AT h ¼ As








for i 2 rðsÞ [ rðsÞ
find d ¼ minifdþi ; d

i g
xc  xc þ dh
c c d
find s ¼ scðxcÞ and W ¼ Ws
until c ¼ 0
Notice that the algorithm stops with an ‘1 estimator (the unique ‘1 estimator) if
d ¼ c since the uniqueness of the M-estimator for sufficiently small c > 0 implies
the uniqueness of the ‘1 estimator; see [10].
Example 1. Consider the example problem with rðx1; x2Þ ¼ ð3x1 þ 2x2;
4x1  4; 3x2  3; 2x1 þ 3x2  5; 7:5x1 þ 7x2  20ÞT from [6]. The ‘1 estimator cor-
responding to this problem is ð1; 1ÞT . The least squares solution is
xls ¼ ð1:0135; 13892ÞT with rðxlsÞ ¼ ð5:8188; 0:0539; 1:1675; 1:1345; 0:2674. We
choose c ¼ 5:8188 and initialize s ¼ ð1; 0; 0; 0; 0ÞT . We solve the system (23) which












The unique solution is h ¼ ð0:0498;0:0136ÞT . We find d ¼ 4:3551. Therefore,
c c d ¼ 1:4637 with x ¼ xls þ dh ¼ ð1:2304; 1:3298ÞT and the corresponding
residual vector r ¼ rðxlsÞ þ dd ¼ ð6:3507; 0:9216; 0:9893;1:4501;1:4637ÞT .
Notice that the optimal extended sign vector is ð1; 0; 0; 0; 0ÞT in the sign interval
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½1:4637; 5:8188. Now, we update s to become s ¼ ð1; 0; 0; 0;1ÞT . We solve the












The solution is h ¼ ð0:1574;0:2253ÞT . We compute d ¼ 1:4637. Since d ¼ c, the
algorithm stops with x xþ ch ¼ ð1; 1ÞT as the ‘1 estimator.
The finiteness of this algorithm depends on the following property proved by
Clark and Osborne:
Theorem 2. If sc is the optimal extended sign vector for c > c but fails to be optimal
for c < c, the difference being caused by the size of a single residual rk, then the sign
vector s0c with rðs0Þ ¼ rðsÞ n fkg or rðs0Þ ¼ rðsÞ [ fkg is optimal for some c < c.
This gives the algorithm a look-ahead ability in that at the change of intervals the
algorithm knows what the optimal sign vector will be in the next interval. Now,
since the algorithm moves from one optimal sign vector to another (the adjacent
one) while decreasing c (c.f. Theorem 2), and since xc is a piecewise linear function
of c under the absence of degeneracy (c.f. Theorem 2. 6 of [7]), the algorithm
never repeats an optimal extended sign vector. As the number of distinct sign
vectors is finite, the algorithm terminates finitely.
However, when the difference alluded to in the theorem above is caused by more
than one residual we are no longer sure of the optimal extended sign vector in the
next interval. To overcome this difficulty, Clark and Osborne propose a finite
partitioning algorithm to find the M-estimator for a slightly smaller c value than
the current one and continue the algorithm from this point. However, the
expression ‘‘slightly smaller value’’ is numerically ill-defined, and Clark and
Osborne do not incorporate this finite partitioning algorithm into their imple-
mentations.
An important feature of the Clark-Osborne algorithm is the update of a suitable
factorization of the symmetric, positive definite matrix AW AT at the change of
sign intervals. Since there is only one entry that changes in the matrix W at a
change of interval and that the matrix always retains its positive definiteness, the
factorization can be updated in a stable and efficient way by means of orthogonal
transformations; see [7] for details.
4. The Madsen-Nielsen Algorithm
The Madsen-Nielsen algorithm is essentially an extension of the Clark-Osborne
algorithm. The main difference between the two is that the Madsen-Nielsen
algorithm does not require a unique path of M-estimators and does not stay on
the path(s) of M-estimators. Although no analytical result is available to support
the superiority of the Madsen-Nielsen algorithm over the Clark-Osborne algo-
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rithm, the former was shown experimentally to be significantly faster than the
well-known Barrodale-Roberts simplex ‘1 algorithm. No such experimental result
is available for the Clark-Osborne algorithm to date.
It can be easily shown using the results of Section 2.3 that the M-estimators form
a family of piecewise linear paths. The algorithm then consists of the following
steps. First, an M-estimator for some initial value of c is computed. This is done
using a finite, modified Newton algorithm earlier proposed by Madsen and
Nielsen [11]. Then, using a solution to (23) the paths of M-estimators for
decreasing values of c are explored. However, unlike the Clark-Osborne algorithm
the Madsen-Nielsen algorithm never moves to a point where there is a change of
sign vectors. Instead, the algorithm allows a larger reduction in c than the nearest
end point of a sign interval. With the new value of c, the modified Newton
algorithm is invoked using a projected initial guess at the M-estimator for the new
value of c. This is repeated until suitable termination criteria are satisfied.
Notice that the most critical departure from the Clark-Osborne continuation
scheme is that the Madsen-Nielsen algorithm leaves the paths of M-estimators to
return to them later.
The basic algorithm can be formulated as follows:
choose initial c
repeat
compute an M-estimator xc
decrease c
until c ¼ 0
The algorithm has three main components: (1) stopping criterion, (2) computa-
tion of an M-estimator, (3) decreasing c. We study these components in the above
order.
4.1. Stopping Criteria
The original Madsen-Nielsen algorithm in [12] used the same stopping criteria as
the Clark-Osborne algorithm. Later Madsen, Nielsen and Pnar in [15] use dif-
ferent stopping criteria which consist of checking the duality gap and comple-
mentarity as follows. Let xc 2 Mc for some c > 0 with s ¼ scðxcÞ and yc ¼ 1c WsrðxcÞ.
Let h be a solution to the system AWsAT h ¼ As. Let x0 ¼ xc þ ch. The algorithm
stops with output x0 if
Gðx0Þ þ bT yc ¼ 0; ð29Þ
and
siriðx0Þ  0; 8 i 2 rþðsÞ [ rðsÞ: ð30Þ
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Clearly, x0 and yc that satisfy these criteria are optimal solutions to [L1] and [D1],
respectively as these criteria are equivalent to the optimality condition (6) in the ‘1
estimation problem.
The problem with both termination criteria is that there is nothing that guarantees
that an arbitrary solution h to (23) satisfies these conditions. Theorem 1 guar-
antees the existence of such a solution h for sufficiently small c > 0 under the
condition that we use the sign vector definition (4) to compute s. However, no
information is conveyed in this theorem as to which solution to (23) to compute.
In the special case where the M-estimator is unique and AWsAT has full rank (A
needs to have full rank for this to hold) then the above stopping criteria lead to a
finite termination argument. For implementation, one usually computes a basic
solution or a least-norm solution of (23). But, there is no analytical result to
justify such choices.
4.2. Computing an M-estimator
The Newton method of Madsen and Nielsen [11] is a modified Newton method
with a line search procedure. We will refer to this algorithm as the MN algorithm
for convenience.
The MN algorithm consists of inspecting the domains Ccs to find the quadratic
representation of Gc where the global minimizer is located. A search direction h is
computed by minimizing the quadratic QsðxÞ where s is the sign vector of the
current iterate. More precisely, let x be the current iterate and s ¼ sðxÞ and
W ¼ W ðxÞ, we consider the system of equations
Q00s h ¼ Q0sðxÞ: ð31Þ
This system is expressed as
ðAW AT Þh ¼ A½WrðxÞ þ cs: ð32Þ
Clearly, xþ h minimizes the quadratic Qs for any h that solves (32). For ease of
notation let C  AW AT . Furthermore, let NðCÞ denote the null space of C. If C
has full rank, then h is the unique solution to (32). The algorithm checks whether
xþ h 2 Ccs . If the answer is affirmative, the algorithm stops with xþ h as the
minimizer of Gc. Otherwise, it proceeds with a piecewise linear one-dimensional
search along h. If the system of equations (32) is consistent, a minimum norm
solution is computed. The algorithm checks whether xþ h 2 Ccs and stops with
xþ h as the minimizer if the answer is affirmative. Otherwise, the next iterate is
found by moving to the first kinkpoint a1 along h, i.e., the smallest value of a
where scðxþ aÞ 6¼ scðxÞ. Notice that if h is the least norm solution of (32) the
point xþ h is the orthogonal projection of x onto the set of minimizers of the
quadratic Qs.
If the system is inconsistent a suitable descent direction h is computed and a
piecewise linear one-dimensional search along h is performed. Madsen and
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Nielsen showed that under the full rank assumption on A the iteration is finite,
i.e., after a finite number of iterations we have xþ h 2 Ccs and therefore, xþ h is a
minimizer of Gc.
Recently, Chen and Pnar [5] proposed a modification of this algorithm and
proved finite termination without the full rank assumption on A. The modified
algorithm allows any solution of the system (32) to be used as a descent direction
as long as its norm is bounded by a constant times the norm of the minimum
norm solution hm while the original algorithm is restricted to the use of a least
norm solution in the consistent case. Furthermore, in this case, the original
algorithm moved to the first kink point along the search direction whereas the
modified algorithm prescribes a line search along this direction. With these
computational enhancements Chen and Pnar proved that the modified MN
algorithm stops at an M-estimator after a finite number of iterations. The proof of
this result is quite involved. Therefore, the interested reader is referred to [5] for
details.
4.3. Reduction of c
Assume c 62 ð0; c0 as defined in Theorem 1. Let xc be an M-estimator corre-
sponding to the present value of c. Let xcd  xc þ dh and rðc dÞ  rðxcÞ þ dAh.
The algorithm finds the smallest of d > 0 where one of the components of rðc dÞ
changes status, i.e., where jrjðc dÞj ¼ c d for some j, 1  j  m. More pre-
cisely, let fdig i ¼ 1; . . . ;K, with d1 < d2 < 	 	 	 < dK , be the set of points in ð0; cÞ
where jrjðc dÞj ¼ c d for some j. Then c is replaced with c d where d > d1, x
is replaced with xc þ dh, s is updated as scðxÞ, and the modified Newton algorithm
is invoked with x as the starting point.
Note that there is some flexibility involved in the choice of d in the reduction
strategy as long as a change of interval is assured. Madsen and Nielsen[12]
describe a strategy based on inspecting the points of interval change fdig as in the
Clark-Osborne and picking d according to some heuristic criteria. Another heu-
ristic method is described in Madsen, Nielsen and Pnar [15]. The important point
here is to find a good heuristic that decreases c neither too fast nor too slowly.
This is usually problem dependent, but the two heuristics mentioned above seem
to give good average performances.
As in the Clark-Osborne algorithm, the efficiency of the Madsen-Nielsen algo-
rithm strongly depends on the efficient solution of linear systems (23) and (32).
Both these systems involve the same symmetric, positive (semi) definite matrix
AW AT . However, the modified Newton algorithm may allow more than one
index to change its sign unlike the Clark-Osborne case. Nielsen [18] describes a
software package for updating LDLT factors of AW AT in a stable and efficient
way within the modified Newton (MN) algorithm. When the M-estimator has
been computed using the MN algorithm, the system (23) is solved to check
optimality and reduce c. Since the factors of AW AT from the last MN iteration
are available, no update or refactorization is needed at that stage.
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5. Further Results
In this section, we give some further results that are useful in the analysis of the
extension of the Madsen-Nielsen algorithm. We use SðMcÞ to denote the set of all
distinct extended sign vectors corresponding to the elements of Mc. That is, for
any xc 2 Mc scðxcÞ 2 SðMcÞ.
The following result is a consequence of the linearity of the problem.
Lemma 2. If SðMc1Þ ¼ SðMc2Þ where 0 < c2 < c1 then SðMcÞ ¼ SðMc1Þ ¼ SðMc2Þ
for c2  c  c1.
Theorem 3. There exists c such that SðMcÞ are constant for c 2 ð0; cÞ where
0 < c  c0.
Proof: Since scðMcÞ remains constant in ð0; c0 following Theorem 1 and the
number of different extended sign vectors is finite, the result is a consequence of
the previous lemma. (
The above result indicates that when c is sufficiently small, the boundaries of the
set of M-estimators also remain constant. In other words, the set of extended sign
vectors corresponding to M-estimators remain constant. This property allows us
to prove the following important result.
Theorem 4. Let c 2 ð0; cÞ and xc 2 Mc with s ¼ scðxcÞ and W ¼ Ws. Then
Wrðxc þ chÞ ¼ 0 ð33Þ
for any solution h to (35). Furthermore, if
siriðxc þ chÞ  0; 8 i 2 rþðsÞ [ rðsÞ ð34Þ
then xc þ ch solves [L1].
Proof: Let c 2 ð0; cÞ and xc 2 Mc with s ¼ scðxcÞ and W ¼ Ws. Consider the system
ðAW AT Þh ¼ As: ð35Þ
This is a consistent system of linear equations as we have shown in Section 2.3. By
Theorem 3 there exists xc 2 Mc such that scðxcÞ ¼ s for all c 2 ð0; cÞ. This implies
that there exists h that solves (35) such that xc þ dh 2 Mcd for all d 2 ð0; c. A
consequence of this using the continuity of r and (5) is that xc þ ch solves [L1], and
Wrðxc þ chÞ ¼ 0. Since h can be replaced by hþ g in the above identity where
g 2NðAW AT Þ, it follows that
Wrðxc þ chÞ ¼ 0: ð36Þ
Now, define yc ¼ 1c WrðxcÞ þ s. It is easy to verify that if (34) holds, xc þ ch and yc
satisfy the complementarity condition. Since yc is feasible for [D1], this implies
that xc þ ch is an ‘1 estimator. (
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The theorem says that the ‘‘small’’ residuals in the sense of definition (26) are
approaching zero as c approaches zero using any solution to (35) provided c is
sufficiently small.
Under a certain regularity assumption on the ‘1 problem it is possible to relate the
magnitude of c to the nonzero optimal residuals magnitudes of the ‘1 solution.
Theorem 5. Let x be an ‘1 estimator with s ¼ sðxÞ. If for some solution h to the
system
AWsAT h ¼ As ð37Þ
we have
kWsAT hk1  1; ð38Þ
then, there exists xc 2 Mc with scðxcÞ ¼ s for all c 2 ð0; nÞ where n 
minfjriðxÞj : i 2 rðsÞ [ rþðsÞg.
Proof: Let s ¼ sðxÞ and d ¼ minfjriðxÞj : i 2 rðsÞ [ rþðsÞg. The linear system
(37) is consistent following (6). By the regularity assumption we have kWAT hjj  1
for any solution h to the system. Choose 0 < n  d so that for all 0 < c  n,
riðxÞ  cðAT hÞi > n; i 2 rþðsÞ; ð39Þ
riðxÞ  cðAT hÞi < n; i 2 rðsÞ: ð40Þ
Now using (37) and the fact that WsðAT x bÞ ¼ 0 we have:
0 ¼AWsAT ðchÞ þ cAs
¼AWsðAT ðx chÞ  bÞ þ cAs:
Since kWsAT hk1  1, using (39) and (40) we have scðx chÞ ¼ s. Hence,
x ch 2 Mc. (
Following this theorem, we can expect to decrease c to the level of the smallest
nonzero optimal residual(s) to enter the final sign interval of M-estimators.
6. An Extension of the Madsen-Nielsen Algorithm
Before going into the details of the algorithm to be proposed below, it is
instructive to examine how the theory developed in Section 5 motivates the
algorithm.
Notice that for c sufficiently small (c 2 ð0; cÞ) the point xc þ ch gives
W ðrðxc þ chÞ ¼ 0 regardless of the choice of h. Hence, if xc þ ch is complementary
to yc  1c WrðxcÞ þ s, then ðyc; xc þ chÞ is clearly a primal-dual optimal pair. If
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W ðrðxc þ chÞ ¼ 0 but xc þ ch and yc are not complementary, we move to the
smallest positive point along h where a change of sign occurs. If c 2 ð0; cÞ this
leads to an expansion of the active set. Continuing this way, the algorithm stops in
a finite calculation. If W ðrðxc þ chÞ 6¼ 0, we reduce c exactly as in Madsen and
Nielsen [12] or, as in [15]. As far as the finite termination arguments are concerned
it suffices that c is replaced by bc where b 2 ð0; 1Þ in this case.
More precisely, we propose the following algorithm:
Choose c and compute a minimizer xc of Gcðcall MNÞ
while not STOP
find s ¼ scðxcÞ and W ¼ Ws
compute h from AW AT h ¼ As
if Wrðxc þ chÞ ¼ 0 then








for i 2 rðsÞ
find d ¼ minifdþi ; d

i g




x xc þ ð1 bÞch
compute a minimizer xc of Gcstarting from x (call MN)
endif
end while:
In the above iteration STOP is a function that returns TRUE if
siriðxc þ chÞ  0; 8 i 2 rþðsÞ [ rðsÞ: ð41Þ
Notice that when the condition Wrðxc þ chÞ ¼ 0 holds the new algorithm uses a
strategy similar to the Clark-Osborne algorithm. However, no restriction about
uniqueness of xc nor non-singularity of the matrix AW AT is required. Further-
more, we do not impose any requirements on the solution h of AW AT h ¼ As as
far as the proof of finite termination is concerned.
Example 2. Consider the following example problem from [10]. We have
rðx1; x2Þ ¼ ðx1 þ 8x2; x1  8x2; 2x2; 17x2  1ÞT . The ‘1 estimator corresponding to
this problem is unique, x ¼ ð0; 0ÞT . Interestingly, for c 2 ð0; 4=21, the Huber
M-estimator is not unique. Let c ¼ 3=21. It can be verified easily that
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xc ¼ ð1=10; 3=84ÞT is an M-estimator for c ¼ 3=21, with rðxcÞ ¼ ð0:3857;
0:1857; 0:0714;0:3929ÞT . This corresponds to scðxcÞ ¼ ð1;1; 0;1ÞT . We solve










The least norm solution of this system is h ¼ ð0;1=4ÞT . This gives
d ¼ AT h ¼ ð2; 2;0:5;4:25ÞT . The point rðxcÞ þ cd gives W ðrðxcÞ þ cdÞ ¼ 0 but
does not satisfy complementarity criterion (41). Evaluating the kink points fdþi g and
fdi g we find d ¼ 0:0429. Hence, c c d ¼ 0:1, the algorithm moves to
x ¼ xc þ dh ¼ ð0:1; 0:025ÞT with r ¼ rðxcÞ þ dd ¼ ð0:3;0:1; 0:05;0:575ÞT . The
extended sign vector associated with this point (x is the Huber M-estimator for










with the unique solution h ¼ ð1;0:25Þ and d ¼ AT h ¼ ð3; 1;0:5;4:25ÞT .
This time, the point x xþ ch ¼ ð0; 0ÞT yields r r þ cd ¼ ð0; 0; 0;1Þ, which
satisfies the termination criteria. Thus, the algorithm stops with the unique ‘1 esti-
mator in two iterations starting from the Huber M-estimator at c ¼ 3=21.
6.1. Finite Convergence
In this section we show that the algorithm of Section 6 converges finitely.
Lemma 3. Assume c 2 ð0; cÞ. Let x 2 Mc with s ¼ scðxÞ. Let h solve (35), and xnext
be generated by one iteration of the algorithm. Then either
xnext  xþ ch 2 S
and the algorithm stops, or
xnext  xþ dh 2 Mcnext ;
cnext ¼ c d
where d is as defined in the algorithm, and AcnextðxnextÞ is an extension of AcðxÞ.
Proof: Let y ¼ 1c WrðxÞ þ s. Clearly Wrðxþ chÞ ¼ 0 from Theorem 4. If xþ ch and
y are complementary then xnext  xþ ch is a solution to [L1] by Theorem 4 and
the algorithm stops. Otherwise, Theorem 4 implies that AcðxÞ A0ðxþ chÞ.
Hence, using the definition of d,
Acaðxþ ahÞ ¼AcðxÞ
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for a 2 ½0; dÞ. Since there exists j 2 f1; . . . ;mg nAcðxÞ such that jrjðxþ dhÞj ¼
c d, Acaðxþ dhÞ is an extension of AcðxÞ. Furthermore xþ dd 2 Ccds .
Therefore, using the continuity of the gradient G0c, (18) and the definition of h, we
have
G0cðxÞ ¼ G0cdðxþ dhÞ ¼ 0:
Thus, xnext minimizes Gcd. (
Theorem 6. The algorithm defined in Section 6 terminates in a finite number of
iterations with an ‘1 estimator.
Proof: Let x 2 Mc for some c > 0. Unless the stopping criteria are met and the
algorithm stops with a primal-dual optimal pair, c is reduced by a nonzero factor.
Since the modified Newton iteration of Section 4.2 is a finite process, c enters the
range ð0; cÞ where c is as defined in Theorem 3 in a finite number of iterations
unless the algorithm stops. Now assume c 2 ð0; cÞ. From Lemma 3 either the
algorithm terminates or the c-active set Ac is expanded. Repeating this argument,
the algorithm should stop with an ‘1 estimator since the c-active set has finite
cardinality. (
6.2. Computational Behavior
A software system that implements the original algorithm of Madsen, Nielsen and
Pnar, called LPASL1, was developed in [14], and later modified by the present
author to include the changes proposed above. In preliminary tests, it was found
that the additional precautions proposed above for finite convergence did not cause
a discernible slowdown of the algorithm. Recently, while the present paper was
under review, Shi and Lukas [20] introduced a new reduced gradient type algorithm
for the ‘1 estimation problem, and reported extensive comparative computational
results with the most important ‘1 codes available in the public domain and our
modification of LPASL1. These include the algorithm ACM551 of [1], ACM552 of
[3], the algorithm AFK of [2] which are considered to be the fastest ‘1 codes
available. While Shi and Lukas’ new reduced gradient algorithm turns out to be the
fastest in a wide range of computational tests with randomly generated over-
determined linear systems with up to 2430 equations and 1215 unknowns, modified
LPASL1 is quite competitive with the aforementioned well-established codes. We
give a brief summary of the cpu time results in Table 1 where 10 instances were
solved for each size, and average cpu seconds reported. Shi and Lukas [20] indicate
that the problems are degenerate. The sign  indicates that AFK was not able to
solve all 10 problems. However, modified LPASL1 was not able to solve success-
fully all 10 of the largest 2430 1215 instances, due to numerical difficulties. We
believe that the reasons for this behavior are related to the degenerate nature of
some test problems because for non-degenerate 2430 1215 instances, LPASL1
successfully obtained an optimal solution in competitive CPU times; see [20]. This
point is to be examined in more detail in further research.
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7. Conclusions
We studied the finite computation of the ‘1 estimator from Huber’s M-estimator.
We have reviewed and extended the contributions of Clark and Osborne, and
Madsen and Nielsen to give a new finite algorithm to compute the ‘1 estimator
from the Huber M-estimator. The new method has guaranteed finite termination
property without any restrictive assumptions. In particular, we removed the
assumption of full rank on the matrix A, an assumption which is also present in
the recent paper by Li and Swetits [10]. This reference also gives a recursive
algorithm of a somewhat different nature than the algorithms of the present paper
to compute the ‘1 estimator from the M-estimator based on the least norm
solution of the dual linear program [D1] although no computational experience or
any evidence to the efficiency of this algorithm is reported. We also summarized
promising results of comparative computational tests obtained with the modified
Madsen-Nielsen algorithm.
Acknowledgement
The author is indebted to K. Madsen, H.B., Nielsen and B., Chen for collabo-
ration and many useful discussions.
References
[1] Abdelmalek, N. N.: Algorithm 551, A Fortran subroutine for the L1 solution of overdetermined
systems of linear equations. ACM Trans. Math. Software 6, 229–230 (1980).
[2] Armstrong, R. D., Frome, E. L., Kung, D. S.: A revised simplex algorithm for the absolute
deviation curve fitting problem. Comm. Statist. B 8, 175–190 (1979).
[3] Barrodale, I., Roberts, F.: An improved algorithm for discrete L1 approximation. SIAM
J. Numer. Anal. 10, 839–848 (1972).
[4] Bloomfield, P., Steiger, W. L.: Least absolute deviations: theory, applications and algorithms,
Boston: Birkäuser (1983).
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