Functional localizers are routinely used in neuroimaging studies to test hypotheses about the function of specific brain areas. The specific tasks and stimuli used to localize particular regions vary widely from study to study even when the same cortical region is targeted. Thus, it is important to ask whether task and stimulus changes lead to differences in localization or whether localization procedures are largely immune to differences in tasks and contrasting stimuli. We present two experiments and a literature review that explore whether face localizer tasks yield differential localization in the fusiform gyrus as a function of task and contrasting stimuli. We tested standard localization tasks-passive viewing, 1-back, and 2-back memory tests-and did not find differences in localization based on task. We did, however, find differences in the extent, strength and patterns/reliabilities of the activation in the fusiform gyrus based on comparison stimuli (faces vs. houses compared to faces vs. scrambled stimuli).
Introduction
The brain is organized in a distributed fashion in which networks of brain regions interact, representing the underlying machinery of thought and action. Yet even with such distributed functioning, there are modular features to brain organization. An outstanding example is the Fusiform Face Area (FFA), an area in the fusiform gyrus that is heavily involved in the processing of faces (Sergent et al., 1992; Kanwisher et al., 1997) . The FFA has typically been defined as the area in the fusiform gyrus that responds more to faces than to comparison stimuli, such as houses or other objects (Kanwisher et al., 1997; Puce et al., 1995) . While the exact role that the FFA plays in face processing is not entirely clear (Kung et al., 2007; Gauthier et al., 2000a-c) , this area activates very robustly for any task involving faces as stimuli though it has been known to activate for other stimuli as well (see Gauthier et al., 2000a,b; Haxby et al., 2001) .
One common method used to define any functional region such as the FFA is to conduct an independent experiment to localize this region for each individual participant (Saxe et al., 2006; . Once defined, this region can then be used to analyze a task of interest in a constrained way. For instance, a researcher may be interested in a short-term memory task involving faces, wanting to explore how FFA activation changes with increased memory load. In order to define the FFA, this researcher may first have participants perform a simple task on faces (such as passive viewing) to define the FFA for each participant in order to use as this Region-ofInterest (ROI) to analyze the memory task of interest (Druzgal and D'Esposito, 2001 employed this very procedure).
Some researchers have questioned whether defining functional ROIs in this way is appropriate. For example, Friston and colleagues (2006) criticized this procedure claiming that the FFA defined by a localizer task may differ based on the functional context of the task (e.g., the task conditions and comparison stimuli). Therefore, argued that it is better to embed the localizer task in a factorial design. Similarly, Poldrack (2007) pointed out that the distribution of activations over many voxels in a ROI may differ based on the task demands (Haxby et al., 2001; Poldrack, 2006) . Related to this point, the independent localizer approach will miss potential interactions between the localizer task and the main experimental task of interest. For example, if the localizer task has participants passively view images of faces vs. scrambled images of faces, and the main task of interest involves an n-back memory test of faces and houses, the independent localizer approach will not provide the ability to look at the interaction of task (passive viewing and n-back) and comparison stimulus (scrambled face and house). As such, important results could be missed and definitions of the ROIs may be inappropriate if localization changes based on these experimental manipulations.
While having a factorial design seems ideal, such a design requires more trial combinations than might be available in limited scanning time. Additionally, the functional localizer approach can expedite tailored definitions of specific functional areas, and provide entirely independent data to define ROIs in a task of interest (Saxe et al., 2006) . Much of the critique of functional localizers hinges on the idea that the task that participants perform or the stimuli against which a stimulus of interest is compared may alter the apparent localization in FFA . This is an empirical question, which we test in this paper. We ask this question with reference to a frequently studied brain module, the FFA. Thus, we ask: To what extent do variations in typical tasks and stimuli lead to changes in the localization of FFA? Duncan et al. (2009) have explored a similar issue for word and object processing. The authors had participants perform a 1-back memory test on words and objects in order to localize word-sensitive and object-sensitive areas in Inferior Temporal Cortex (IT). The authors found a surprising lack of consistency in the voxels activated in IT for word and object perception for the 1-back memory task. When individual participants performed the memory test in run 1 of the experiment, fewer than 20% of the same voxels involved in word or object perception were activated in run 2 of the same task with the same stimuli at conservative statistical thresholds. Duncan et al. (2009) drew the conclusion that the use of functional localizers may not be appropriate based on the lack of consistency in activated voxels from run 1 to run 2 of the same task. Kung et al. (2007) have data and results similar to Duncan et al. (2009) for an n-back memory task on faces and greebles. While very informative, these findings speak more to the reliability of fMRI data over time, and less to whether functional Table 1 Here we list the studies that were used for our literature review. We provide the left and right localized coordinates for each study (in Talairach space) as well as the comparison stimuli used to contrast the faces and the localizer task. 42 − 51 − 14 n/a n/a n/a 1-back Multiple objects Downing et al., 2006 37 − 46 − 15 n/a n/a n/a passive Multiple objects Druzgal and D'Esposito, 2001 41 − 56 − 25 n/a n/a n/a n-back Fang et al., 2007 33 − 40 − 14 n/a n/a n/a passive Multiple objects Ganel et al., 2005 36 − 51 − 16 n/a n/a n/a passive Multiple objects Gathers et al., 2004 42 − 56 − 22 n/a n/a n/a passive Multiple objects Gauthier et al., 2000a 35 Reddy et al., 2007 38 − 50 − 13 n/a n/a n/a passive Single object Reinholz and Pollmann, 2005 f 
37
− 50 − 12 − 41 − 50 − 14 passive Single object Rotshtein et al., 2007 43 − 45 − 20 n/a n/a n/a 1-back Multiple objects Serences et al., 2004 g 
33
− 57 − 14 n/a n/a n/a passive Zhang et al., 2008 n/a n/a n/a − 48 − 42 − 2 1-back Multiple objects a Averaged the coordinates of the two left peaks. b The stimulus was a movie clip. c Selected the larger FFA clusters. d We believe the same subjects were used in these tasks, therefore we only used the localizer points once in our meta-analysis. e For Puce et al., 1996 , the same study was used, but there were two different localizers for different contrasting stimuli (letters and textures). f Averaged the coordinates of the two left peaks. g Averaged the coordinates of the two right peaks.
localizers are appropriate overall because we do not know how within-task and between-task consistencies compare. To define the appropriateness of functional localizers, one would like to compare variance in activated voxels both within-and between-tasks. We address this issue with data from two empirical studies and a literature review. In our literature review, we explore reports that used various tasks to localize the FFA, and we composed 3-dimensional confidence intervals (which formed ellipsoids) to compare localization based on different localizer tasks and contrasting stimuli. In the two empirical studies, we manipulated the task and comparison stimuli and compare consistency (in the sense of Duncan et al., 2009, and Kung et al., 2007) , reliability of activation patterns (as measured with Pearson correlations), extent and magnitude of activation both within-and between-tasks, thereby testing how task context affects activation in the region of interest that we chose, the FFA. Our empirical and literature review findings suggest that while there is more reliability for an ROI within a task, between-task reliabilities are impressively high, independent of task and comparison stimuli. Additionally, we address Friston et al.'s (2006) concerns with the functional localizer approach and indicate where we believe functional context matters and how task and comparison stimuli may interact to produce differences in FFA measurements. We focus on the FFA to constrain our analysis, though similar analyses could be performed on other functional ROIs as well.
Literature review
To examine the effect of task and comparison stimuli on localization in the FFA, we reviewed 339 papers that studied the FFA, coding how those studies localized the FFA. Our search included all dates up until April, 2008 using Web of Science (copyright Thomson Reuters, 2009). Our searches included the keywords: fMRI, Face, Fusiform, FFA, and Localizer, in different combinations leading to a total of 339 papers that were reviewed. Of these 339 studies, we excluded papers that did not list the coordinates of the localized FFA, or did not specify clearly what task was used to localize the FFA. Additionally, we included only experiments that were performed by healthy adults. After narrowing our search space, we were left with 49 papers which are listed in Table 1 . Of the 49 studies, 16 used passive viewing, 30 used a 1-back memory task, and 3 used other localizer tasks. In addition, of the 49 studies, 22 used multiple objects as contrasting stimuli, 19 used single objects (houses, chairs, scenes, etc.) and 9 used scrambled stimuli 1 . Results and analysis Fig. 1 shows the plots of the peak activated voxel across these different studies, colored by the different task conditions and the different comparison stimuli. The overall pattern shows substantial overlap among the different task and stimulus conditions. These qualitative findings were validated with quantitative tests. We performed a multivariate analysis to compute 3-dimensional confidence intervals for each task and comparison stimulus to allow us to compare the location of the different peaks more holistically rather than comparing x-, y-, and z-coordinates separately.
We composed 3-dimensional confidence intervals as can be seen in Fig. 2 for different task conditions and in Fig. 3 for different comparison stimuli. We performed a singular value decomposition on the covariance matrix of the x-, y-and z-coordinates giving us eigenvectors and eigenvalues that represent the lengths in the x-, yand z-directions for the 3-dimensional confidence intervals. The eigenvalue length describes how varied the data are in the eigenvector direction. We then assumed a multivariate normal distribution to form the ellipses to represent 3-dimensional 68% confidence intervals (C.I.), which correspond to ±1 standard error (s.e.) away from each ellipse's mean (this is analogous to a two sample t-test that essentially examines + 1 s.e. from one mean and −1 s.e. from the other mean). Unfortunately, many studies did not list other factors, such as the extent or magnitude of the localized clusters' activations, which could have further informed our construction of these confidence intervals. Off-center (diagonal) ellipse orientations indicate correlation among coordinates. The computed ellipses are relatively parallel (i.e., the ellipses are not tilted) indicating relatively independent measurements of the x-, yand z-coordinates (i.e., low between-coordinate correlation). Additionally, there appears to be more variance in the z-coordinate in all cases as the ellipses have greater length in the z-direction. Future analyses could incorporate additional information such as cluster extent, sample size of each study, and variance estimates from each study to calculate more accurate confidence intervals.
This literature review shows that the type of localizer task and type of comparison stimuli do not appear to matter much in localizing the FFA in that there is a great deal of overlap in the confidence intervals for different tasks and comparison stimuli. Additionally, all the C.I.'s were centered to the same region. There appear to be some trends in the extent of variance in the activation peaks based on comparison stimuli, but no consistent trends were seen. For example, there 1 Puce et al., 2006 used 2 comparison stimuli, which is why our total number of studies for comparison stimuli adds up to 50. appears to be more variance when comparing faces vs. scrambled stimuli, compared to faces vs. multiple objects in the right ROI (see Fig. 3 ). This might be due to more overlapping features of faces and multiple objects and more differential features between faces and scrambled stimuli. However, one must be careful in drawing conclusions based on these data, as there were more data-points for faces vs. multiple objects compared to faces vs. scrambles, which could also contribute to the increased variance for scrambles. Additionally, a different variance pattern was seen in the left ROI, which would complicate a feature interpretation.
In sum, the results from our literature review indicate that the type of task and comparison stimuli do not significantly affect localization of the FFA. However, this analysis was not only a between-subject analysis, it was a between-study analysis, which may not afford us the sensitivity to uncover differences due to these experimental manipulations. Sensitivity becomes important when results support the null hypothesis. Therefore, Experiments 1 and 2 aimed to explore these issues within individual participants performing the same tasks in the same experimental settings.
Experiment 1
Experiment 1 was designed to explore localization of the FFA within subjects for different experimental manipulations. Such an experiment would provide greater sensitivity to uncover differences in FFA localization due to various experimental manipulations. Therefore, we could explore how task context might affect localization of the FFA, thereby exploring claims made by that the localizer task and experimental task contexts may alter localization.
Materials and methods

Participants
Eighteen University of Michigan undergraduates participated in the study (9 males, 9 females, mean age: 21.45, s.d. = 2.84). Three participants were excluded for poor performance (at or near chance levels for all trial-types, including passive viewing where a button response was required every time a face or house was shown) and one participant was removed due to scanner artifact, leaving 14 participants. All participants gave informed consent as overseen by the University of Michigan's Institutional Review Board.
Experimental procedure
Participants performed 6 runs of an n-back memory task on faces and houses that varied in memory load. There were two runs of passive viewing in which participants pressed a key every time they saw a face or a house, two runs of a 1-back task in which participants responded whether the current face or house matched or did not match the previous face or house, and two runs of a 2-back task in which participants responded whether the current face or house matched or did not match the face or house that occurred two trials back.
Runs were randomly assigned, and a participant performed only one task per run: passive-viewing (0-back), 1-back, or 2-back. Each run began with an instruction about which task the participant should perform. Runs were then separated into blocks of faces or houses that alternated in a predictable fashion, either face-house or house-face. Within each block a participant had 15 trials. On average there were seven 0-back trials (trials where a novel face or house was shown), four 1-back trials and four 2-back trials. So, if the participant was in a 1-back run, the participant would respond "yes" for the 1-back trials and "no" to the 0-back and 2-back trials. This meant that no matter what the task, the stimuli displayed per block and run were the same and only the task demands/instructions differed. There were 36 face stimuli and 36 house stimuli, and each face or house was shown once, unless that face or house was a 1-back or 2-back trial. All faces had neutral expressions and all the face and house images were in black and white. Each block took 30 s, followed by a 15-s fixation cross. There were 10 blocks per run, and each run was 7 min and 40 s in length (there was 10 s of discarded acquisitions at the beginning of each run). Each stimulus was displayed for 1750 ms, with a 250 ms fixation cross separating each stimulus. In each passive-viewing block, participants were instructed to press either the button under their left or right index finger whenever they saw a face or a house (this was under their own discretion). Experimental tasks were presented using E-Prime software (Psychology Software Tools, Inc., Pittsburgh, PA). Participants practiced 3 runs of the task (a run at each n-back level) the day before they were scanned.
Functional neuroimaging parameters
Whole brain imaging was acquired on a GE Signa 3-T scanner equipped with a standard quadrature head coil. Head movement was minimized using foam padding and a cloth restraint strapped across participants' foreheads. Functional T2⁎ weighted images were acquired using a spiral sequence with 40 contiguous slices with 3.44 × 3.44 × 3 mm voxels (repetition time, or TR = 2000 ms; echo time, or TE = 30 ms; flip angle = 90°; field of view, or FOV = 22 mm 2 ).
A T1-weighted gradient echo anatomical overlay was acquired using the same FOV and slices (TR = 250 ms, TE = 5.7 ms, flip angle = 90°). Additionally, a 124-slice high-resolution T1-weighted anatomical image was collected using spoiled-gradient-recalled acquisition (SPGR) in steady-state imaging (TR = 9 ms, TE = 1.8 ms, flip angle = 15°, FOV = 25-26 mm 2 , slice thickness = 1.2 mm).
Each SPGR anatomical image was corrected for signal inhomogeneity and skull-stripped using FSL's Brain Extraction Tool (Smith et al., 2004) . These images were then segmented using SPM5 (Wellcome Department of Cognitive Neurology, London) to separate gray and white matter voxels using the International Consortium of Brain Mapping (ICBM) tissue probability maps, and affine normalization parameters were calculated from those maps which were in standard MNI space. These parameters were then applied to the functional images to normalize all participants' brains into the same space with a resolution of 3 × 3 × 3 mm and spatially smoothed 2 with a Gaussian kernel of 8 × 8 × 8 mm. Functional images were corrected for differences in slice timing using 4-point sinc interpolation (Oppenheim et al., 1999) and were corrected for head movement using MCFLIRT (Jenkinson et al., 2002) . To reduce the impact of spike artifacts we winsorized functional images on a voxel-by-voxel basis so that no voxel had a signal greater than 3.5 standard deviations from the mean of the run (Lazar et al., 2001) . All analyses included a temporal high-pass filter (128 s).
The resulting images were entered into a general linear model with 3 conditions of interest: fixation, face and house, for each run. Additionally, 0-back, 1-back and 2-back conditions were modeled separately. Blocks were convolved with the canonical hemodynamic response function of duration 30 s for face and house, and 15 s for fixation. Additionally, we added 24 motion regressors into our model which included the linear, squared, derivative and squared derivative of the six rigid body movement parameters (Lund et al., 2005) . In total, there were 168 regressors (27 for each run, with 6 run constants).
Results and discussion
Behavioral results
As expected, participants had more difficulty with the task as the n-back level increased from 0-back (passive viewing) to 2-back. Four 1-way ANOVAs were composed with n-back level as the single predictor. ANOVAs were conducted for face and house separately and also separately for accuracy and reaction time data. Mean accuracy decreased linearly with increased n-back levels for both face F(1,13) = 24.00 p b 0.001, and house F(1,13) = 56.37 p b 0.001 blocks, though accuracy was above 92% for all blocks. Additionally, mean Reaction Times increased linearly with increased n-back level for both face F(1,13) = 95.60 p b 0.001, and house F(1,13) = 110.67 p b 0.001 blocks. Additionally, when we ran 2 (stimulus: face, house) × 3 (n-back level: 0, 1, 2) ANOVAs separately for accuracy and reaction, we found no interactions between stimulus and n-back level for accuracy, F(2,26) = 0.58, n.s., or reaction time, F(2,26) = 1.45, n.s. These results are summarized in Table 2 .
fMRI results
Our main goal in this experiment was to assess the degree to which FFA activation was altered by different experimental manipulations such as n-back memory load. To perform these analyses, we composed an ROI in temporal cortex that spanned the FFA. This ROI was created anatomically with the Wake Forest PickAtlas (Casanova et al., 2007) for the fusiform gyrus, which we truncated to restrict it to the left and right mid-fusiform gyri. The standard space coordinates (Montreal Neurological Institute; MNI) for this ROI were X = −55 to −18 for the left ROI, and X = 55 to 18 for the right ROI and Y = − 88 to −30 and Z = −28 to − 5, and contained approximately 750 voxels for each ROI (some participants had a few more voxels based on their anatomy). This anatomical ROI was used as a bounded and uniform search space with which to look for peak voxels for each individual participant. Here we present results for the contrasts of Faces-Houses. Additionally, when we separated our results for different tasks, we always used the corresponding house condition as the comparison (i.e., if we explored face activation for the 1-back task, we used the house 1-back runs as the contrast).
Peak distances
The first analysis that we performed for Experiment 1 was to assess whether the location of the peak voxel differed depending on task conditions. Participants performed two runs of passive viewing (0-back), 1-back, and 2-back tasks. Therefore, we could compare differences in peak voxel location both within-and between-tasks to interrogate whether task demands changed the location of the peak activated voxel.
In Fig. 4 , we plot the location of the peak activated voxel for each participant performing either the first or second run of passive viewing, 1-back, or 2-back tasks. There is no discernable difference between the locations of the peak voxel for different task conditions. To test this, we calculated the Euclidean distance for the location of the peak activated voxel both within-and between-tasks for each individual subject. In other words, we calculated the distance between the locations of the peak voxel for the first run of performing passive viewing with the second run of passive viewing in order to get a within-task distance measure. We did the same calculation for the other tasks. In our paradigm, we had 3 pairs of within-task differences, which we averaged together. To assess between-task distance for the peaks, we calculated the average of all 12 pairwise Euclidean distance measures. We performed these analyses separately for both the left and right hemispheres. For the right-hemisphere ROI, we found that the average within-task distance in peak activation across all subjects was 8.9 mm 3 , s.d. = 8.74, and the average between-task difference across all subjects was 7.8 mm, s.d. = 6.06. With a paired t-test we found that these differences were not reliably different from one another, t(13) = 1.04 n.s. We found similar results in the Left hemisphere ROI: The average within-task distance in peak activation was 9.3 mm, s.d. = 6.96, and the average between-task difference was 9.5 mm, s.d. = 7.33. With a paired t-test we found that these differences were not reliably different from one another, t(13) = 0.26 n.s. In addition, we also performed the same analyses taking a random sample of 3 between-task distances to equate the number of distance calculations both between-and within-tasks. When doing so, we again found no differences in the variance of peak locations within-and between-tasks, t(13) = 1.38 n.s. for the right ROI and t (13) = 0.12 n.s. for the left ROI. In summary, when calculating the differences in the location of the peak activated voxel we found no differences in the variability of peak locations based on task. In addition, our paradigm allowed us to assess the reliability of the peak location (within-task distances) compared to between-task distances all within each participant, which is an added advantage over past studies that compared peaks to grand mean distances rather than to individual participant peaks.
Consistency
While there may not be differences in the location of the peak voxel as a function of task, there could be differences in the spatial overlap of the activated voxels for different task conditions. Duncan et al. (2009) computed a consistency metric to assess this with the following equation:
where V ij are the number of voxels that were active in both tasks i and j, V i are the number of voxels activated in task i, and V j are the number of voxels activated in task j. A value of '1' indicates that a set of active voxels is active in both tasks, and a value of '0' indicates that the tasks The two passive viewing runs had more variance in the peak location, which increased the average within-task distance above the average between-task distances.
activate disjoint sets (Duncan et al., 2009 ). Duncan et al. (2009) found that when the activation threshold was increased, the number of shared or consistent voxels decreased. We performed the same analysis on our data and found a similar decrease in consistency with increasing thresholds which can be seen in Figs. 5 and 6. We do not find this decrease surprising. As we have shown in our previous analysis of peak distances, there is noise in the location of the peak activated voxel. Therefore, for one task condition the peak will be in one spot, and for another task condition (or the same task just performed a second time) the peak will be in another different, but nearby spot. These peaks are also surrounded by a distribution of activated voxels that are likely shaped as a 3-dimensional Gaussian. At lower statistical thresholds there will be more overlapping voxels between these two peaks than at higher statistical thresholds. It might be more informative to compare the decrease in consistency as a function of whether the calculation is performed within-or between-tasks. For example, if there is less consistency between-tasks compared to within-tasks, then we might conclude that using functional localizers may not be ideal because it suggests that between-task consistency is less than within-task consistency. We performed this calculation on our data. Fig. 7 shows both withinand between-task consistency values for the right and left Fusiform ROI. We randomly selected 3 between-task combinations to attain our average between-task consistency score, and then averaged the 3 within-task combinations to attain the average within-task consistency score. As shown in Fig. 7 , there are no apparent differences in consistency as a function of whether consistency was calculated within or between tasks. Additionally, we tested the slope of the linear trend in decreasing consistency as a function of increasing activation thresholds, and this slope does not differ whether the calculation is performed within-or between-tasks, t(13) = −0.72, n.s. for the right ROI and t(13) = −1.16, n.s. for the left ROI. Therefore, we do not believe this consistency measure distinguishes localizer tasks as being different from one another.
Moreover, Duncan et al.'s (2009) data and our data show roughly 60-70% consistency at the lowest statistical thresholds, which indicates that nearly 1/3 of the data cannot be replicated from one iteration of the task to the next iteration of the same task. The question is, however, if these inconsistent voxels are noise, or if they do carry some non-noise information even if they are not consistent according to the above definition. It has been shown that even when the peak activations with the most reliable activation scores are removed, multivoxel pattern classifier algorithms can still robustly classify object categories by brain activity patterns without these peak activations (Haxby et al., 2001) . Therefore, reliable and important information may be conveyed by less active voxels as now shown in many independent datasets (see for example Dinstein et al., 2008; Downing et al., 2007; Kamitani and Tong, 2005) . These less active voxels are likely less consistent as well, but may still contain useful information. We appreciate Duncan et al.'s (2009) concern that even at the most liberal thresholds, 1/3 of the voxels are not being consistently activated, but more work should be done exploring how consistency relates to the amount of information that can be drawn from less consistent voxels, especially if those voxels are analyzed in a multivariate manner.
Multivoxel Pearson correlations
Even though our previous consistency calculations take into account multiple voxels, the consistency calculation (i.e., Eq. (1)) may not be an ideal metric to evaluate the similarity or reliability of activation in an ROI for different tasks. First, the consistency metric is calculated in a univariate manner comparing one voxel to itself for Fig. 4 . Plotted Peaks for each participant for each run of the passive viewing, 1-back and 2-back memory tests for Faces N Houses. Blue denotes passive viewing, green denotes 1-back, and red denotes 2-back. Spheres denote the first iteration of the task, and cubes denote the second iteration. From the figure one can see no discernable pattern of changes in peak location based on task, or the first or second iteration of performing the same task. different task conditions independently from the other voxels in the ROI. In other words, the response magnitudes of voxel i from task 1 and from task 2 are compared to each other, but the other voxels in the ROI are not considered when calculating the relationship between those two voxels. This indicates that voxels are compared in isolation, which may mean that the overall pattern of activity in the ROI could be missed. Second, the consistency equation requires the selection of a statistical threshold to assess similarity, which has its own problems (i.e., what is an appropriate threshold?). This also creates an additional quandary as consistency is defined in binary terms (either both on or not), which is problematic because the data are continuous. All of these problems may cause this consistency calculation to miss the overall pattern of activations within the ROI, and therefore underestimate the reliability of a functional localizer task. As we stated earlier, if the ROI has the same pattern of activation for two tasks, but task 1 activates much more robustly than task 2 (i.e., double the magnitude), this consistency calculation could potentially find zero consistency, even if the pattern of activity is identical for the two tasks. Therefore, the consistency measure may actually underestimate the reliability or similarity both within-and between-tasks. Although thresholding and binary decisions (i.e., the voxel is either on or off) are typically employed to define functionally localized areas in practice, evaluating of the reliability of activation patterns can be done more accurately by calculating Pearson correlations for patterns of activation across multiple voxels, which overcomes these outlined problems.
Here is an example to make this procedure more concrete. If we are interested in finding the similarity between passive viewing and 1-back tasks we would take the activation of all 750 voxels in the right ROI for passive viewing and correlate the activation of those 750 voxels with the activation of those same 750 voxels in the 1-back task to get a single correlation coefficient. This would give us the similarity of passive viewing with 1-back (i.e., a between-task similarity measure). This differs from the consistency equation where 750 binary comparisons would be made for each individual voxel to see if each voxel was above some statistical activation threshold for passive viewing and 1-back.
With Pearson correlations we assessed the similarity/reliability in the overall pattern of activation within-task by averaging the Pearson correlations for our 3 within-task pairs. In other words, we correlated all 750 voxels in the right ROI for the first run of passive viewing, with all 750 voxels in the right ROI for the second run of passive viewing and obtained a single Pearson correlation coefficient (r). We performed the same calculation for the two runs of the 1-back and 2-back tasks, to get a total of 3 within-task r-values. We then averaged these 3 r-values together to get a single within-task correlation coefficient. We implemented a similar procedure as before to calculate the betweentask Pearson correlations, in which we randomly selected 3 betweentask pairs and averaged their correlation scores together to get a single between-task correlation score. This analysis speaks to Poldrack's (2007) concern that the distribution or pattern of activation in an ROI may change as a function of task demands. In other words, while the peak activated voxel's location may not change as a function of task, it may be that the pattern of activation could change as a function of task. For example, it could be that the distribution of activation for voxels for the 0-back task would be more diffuse or irregular compared to the pattern of activation for the 2-back task.
In Experiment 1, we did not find any differences in r-values for within-and between-task correlations. The mean correlation coefficients across participants for both between-and within-task conditions were high (all above r = 0.78). With paired t-tests we compared the correlation scores both within-and between-tasks for the left and right fusiform ROIs, and we found no reliable differences, t(13) = −0.47, n.s. for the right ROI and t(13) = 0.95, n.s. for the left ROI. Because some of the same data were used for the between-and within-task correlations we performed an additional analysis in which we calculated within-task correlations with one random within-task pair (i.e., 1-back with 1-back) and then randomly picked one of the between-task correlations that did not involve that task (i.e., 1-back in this example). When we performed this type of calculation we still found no reliable differences for within-and between-task correlations; each within-and between-task correlation was high (always 0.78 or above for different random combinations).
These analyses also address another issue related to averaging the activation of all voxels in an ROI. For example, a researcher could find similar activations when averaging activations across all voxels in an ROI for different task conditions (to obtain a single activation value), and potentially miss the distribution of how those voxels are activated (i.e., the activation pattern). This was a concern raised by and Poldrack (2007) . Our analyses here indicate that for the FFA, different task demands still maintain high similarity/reliability of activation patterns in this region as measured in a multivoxel manner.
In sum, we found no reliable differences for within-and betweentask correlations based on task demands. In addition, this procedure examined the overall pattern of activation in the ROI for different tasks demands, and so it overcomes the other problems associated with the calculation of consistency and therefore provides a good measure of reliability of the localization.
Comparison stimuli, extent and magnitude
With three different analyses we found the same null result. It seems that our different localizer tasks do not produce differences in localization in FFA. Thus far, however, all of our analyses were exploring the location and pattern of activity in the FFA, and did not assess differences in magnitude or extent of the FFA activations. Additionally, all of our analyses thus far used houses as the contrasting stimuli. As such, we can perform similar analyses using fixation as the control condition. We note that using fixation is not ideal as there is not any experimental control over what participants are doing when presented with fixation alone; nevertheless we found it informative to explore the impact of using fixation as a contrast to our face activation. With fixation as the contrasting stimulation, we again found no differences in the location of the peak in the right or left fusiform ROI when comparing distances both between-and within-task, t(13) = 0.69, n.s. in the right ROI and t(13) = 1.57, n.s. in the left ROI.
The most pronounced effect when using fixation as the contrast stimulus was larger activations in the FFA (greater t-values) and also greater spatial extent. We performed a repeated measures (2 × 3) ANOVA separately for the left and right Fusiform ROIs for two dependent variables; the mean activation in the ROI and also the spatial extent of the activation, which was defined as the number of voxels activated with a t N 2.5. Our model had two predictor variables: stimulus, which had two levels (house or fixation), and n-back level, which had 3 levels (0-, 1-, and 2-back). This analysis speaks directly to Friston et al.'s (2006) concern that many functional localizer approaches do not allow for the testing of interactive effects, which may turn out to be significant.
In our analysis we found significant main effects of stimulus type on both mean activation levels in the ROI and spatial extent for both the right and left ROIs. For the right ROI, F(1,13) = 86.07, p b 0.001 for differences in mean activation by stimulus type and F(1,13) = 191.12, p b 0.001 for differences in extent by stimulus type. The same was true in the left ROI , F(1,13) = 57.60, p b 0.001 for differences in mean activation by stimulus type and F(1,13) = 78.80, p b 0.001 for differences in extent by stimulus type.
Additionally, the interaction of n-back level and stimulus type was also reliable for both mean activation levels and spatial extent for both the left and right ROIs (F(2,26) = 7.63, p b 0.005 for differences in mean activation in the right ROI; F(2,26) = 4.40, p b 0.05 for differences in extent level in the right ROI; F(2,26) = 10.12, p b 0.005 for differences in mean activation level in the left ROI; F(2,26) = 8.17, p b 0.005 for differences in extent level in the left ROI). This meant that the load predictor (n-back level) was only a reliable factor when using fixation as the contrasting stimulus. Therefore, we replicated Druzgal and D'Esposito's (2001) finding of load effects in FFA only when fixation is used as the contrasting stimulus. A summary of the results from these analyses is shown in Table 3 .
Additionally, we computed the similarity/reliability of activation patterns across comparison stimuli and task conditions using Pearson correlations. We found that the correlations between-stimuli (house and fixation) were significantly lower (r = 0.50) compared to withinstimuli (r = 0.80; p b 0.001 for left and right ROIs), but were still high and did not depend on task conditions.
Therefore, it appears that the foremost effects of different comparison stimuli are on the extent and magnitude of activation within the Fusiform ROI. While significantly reduced, the pattern or reliability of activations within the ROI still maintain relatively high levels (as calculated with Pearson correlations). In other words, the correlation patterns are higher for the same comparison stimuli (e.g., face vs. house 1-back correlated with face vs. house 2-back), than for two different comparison stimuli (e.g., face vs. house 1-back correlated with face vs. fixation 1-back). In some ways, this matches an earlier finding from Kanwisher et al. (1997) who found more face selective voxels for face vs. house contrasts compared to face vs. scrambled face contrasts (i.e., for face vs. scrambles some voxels may be active that are not necessarily involved in face processing). In sum, even with different comparison stimuli, the reliability of the localized region remains strong compared to localizing the same area with the same task conditions. Summary of Experiment 1 From Experiment 1 we found that the type of task did not alter activation location, magnitude, consistency, or activation reliabilities within left and right Fusiform ROIs. However, when comparing across different comparison stimuli, differences did emerge in terms of magnitude, spatial extent, and reliability of activation patterns. This validates some of Friston et al.'s (2006) concerns that task context may matter, and different experimental manipulations (such as task and comparison stimuli) may interact. Importantly, these interactions affected the strength of the activations in the FFA, but not the locations where the activations were occurring.
Yet even with different comparison stimuli, we still found high correlations (N0.50) in the reproducibility of activation patterns in the ROIs. The reliable differences observed across comparison stimuli suggest that the present study was sufficiently powered to find effects, so sample size is not an issue. Additionally, the sample size in Experiment 1 is within the range of a typical study looking at differences in FFA activation as a function of experimental manipulations. However, sample size and the type of comparison stimulus used could affect the localizer procedure. Therefore, we attempted to replicate the findings of Experiment 1 with an experiment containing a larger sample size and utilizing a different comparison stimulus.
Experiment 2
In an independent dataset we performed the same calculations and drew similar conclusions. The relative advantages of this second dataset are (1) that there were more participants which results in larger power to detect differences, (2) that different comparison stimuli were used which allowed us to investigate the effect of comparison stimuli in more constrained ways compared to Experiment 1 and (3) there were more replications for each experimental manipulation which allowed us to compute between-and within-task effects more independently.
Materials and methods
Participants
Forty-eight University of Michigan undergraduates (32 females and 16 males with mean age of 20.8) participated in this study. All participants gave informed consent as overseen by the University of Michigan's Institutional Review Board. Portions of these data had been previously published in another study (Polk et al., 2007) .
Experimental procedure
Participants first performed three runs of a passive viewing task on grey-scale pictures from five categories: faces, houses, pseudowords, chairs, and phase-scrambled control stimuli (versions of all the experimental images in which the phase information was scrambled, but with spatial frequency preserved). Each run consisted of fifteen 20-s blocks (three blocks of each of the five categories of stimuli in pseudorandom order) with a 20-s rest period preceding each run. Each block consisted of 10 items from the same category presented for 1500 ms each, followed by a 500 -ms inter-trial interval. Passiveviewing blocks did not require any response from the participants. Participants then performed three runs of a one-back matching task (pressing a button with the right, middle finger if the current stimulus matched the last stimulus, pressing a button with the right, index finger if they did not match) on the same set of stimuli in a similar fashion.
fMRI parameters
High-resolution T1-weighted anatomical images were collected using spoiled-gradient-recalled acquisition ( The functional images (T2⁎-weighted echo planar images) for each participant underwent reconstruction, slice timing correction, and realignment as part of preprocessing. High-resolution anatomical image for each participant, corrected for signal inhomogeneity, was coregistered to the functional images. Then, the anatomical image was segmented using SPM5 (Wellcome Department of Cognitive Neurology, London) to separate gray and white matter voxels using the International Consortium of Brain Mapping (ICBM) tissue probability maps, and affine normalization parameters were calculated from those maps which were in standard MNI space. The functional images were then normalized to the template space with a resolution of 3 × 3 × 3 mm and spatially smoothed with a Gaussian kernel of 8 × 8 × 8 mm. All analyses included a temporal high-pass filter (128 s). In our analyses we chose to use faces vs. houses and faces vs. scrambled stimuli for some parallelism to our first experiment.
Results and discussion fMRI results
In addition to performing many of the same analyses as in Experiment 1, we could also perform many of the same tests comparing not only between-task differences, but also differences produced by different contrasting stimuli. In addition, by having 3 replications of each task, more independent tests could be performed compared to Experiment 1.
Peak distances
In Experiment 2 there were no differences in the variance of the location of the peak activated voxel for different task conditions Table 4 Mean peak distances for different task conditions and contrasting stimuli. Two-tailed pair-wise t-test was performed between the within-task and between-task peak distances and between the within-stimulus and between-stimulus peak distances in the left and the right ROI.
Contrasting stimulus Task
Left (passive viewing or 1-back) or contrasting stimuli (houses or scrambled images). Table 4 summarizes the results. In most cases, within-task or within-stimulus peak distances were smaller than between-task or between-stimulus peak distances. This trend was expected since performing the same task or viewing the same visual category should yield identical results in theory. However, the pairwise t-tests on these differences did not provide evidence that the variability of peak distances within-task and between-task or withinstimulus and between-stimulus were significantly different (Table 4 ).
In short, we did not find any indications that task demands changed the variability of the location of the peak (a replication of Experiment 1), but additionally, we did not find differences utilizing a different comparison stimulus (i.e., scrambled images) which extended our findings from Experiment 1.
Consistency
Using the same consistency equation as in Experiment 1 (Eq. (1)), we found a similar pattern of decreases in consistency as a function of increasing statistical thresholds and did not find differences in consistency as a function of task. Fig. 8 shows the consistency patterns across varying statistical thresholds for different task demands and comparison stimuli. One will note that consistencies are on average higher when the contrasting stimuli are scrambled images rather than houses. This seems to be driven by greater magnitudes of activation for face vs. scramble compared to face vs. house, and matches our findings from Experiment 1 where we found greater activation for face vs. fixation compared to face vs. house.
Multivoxel Pearson correlations
Using Pearson correlations, we compared face related activation both within-and between-tasks for different comparison stimuli. For each participant, two of the three runs in each task condition (i.e. either passive-viewing or 1-back) were selected randomly to provide within-task correlation measures. We were then left with one independent run in the passive viewing and 1-back task conditions to provide more independent between-task measurements. Fig. 9 shows the between-and within-task correlation patterns for the different comparison stimuli. A few interesting patterns emerged. First, note that in all conditions, the correlations were relatively high (N0.60). Between-task correlations were always less than within-task correlations although not reliably so using pair-wise t-tests (t(47) = 0.423, p = 0.674 in the left ROI and t(47) = 1.222, p = 0.228 in the right ROI). This is not too unexpected because the reliability of a measure will always be higher than the correlation of that measure with some other measure. Of more interest is the trend of increased reliability when the task demands increased, specifically in the left ROI (t(47) = 2.373, p = 0.028; t(47) = 0.908, p = 0.368 in the right ROI). In other words, the within-task correlations for 1-back were reliably higher than the correlations for passive viewing (at least in the left ROI), which suggests that the more difficult task may have led to more reliable activation in the ROI. A second interesting finding is that the face vs. house contrast produced more reliable activation than the face vs. scramble contrast (t(47) = 5.315, p b 0.001 collapsing all bars in Fig. 9 ). This may be due to the face vs. house contrast having more constrained activation patterns in the fusiform gyrus compared to face vs. scramble, which also matches a related finding from Kanwisher et al. (1997) . Lastly, we found relatively high crossstimulus correlations (N0.60), but these correlations were reliably smaller than the within-stimulus correlations t(47) = 30.2 p b 0.0001 for the left ROI and t(47) = 33.2, p b 0.0001 for the right ROI. Therefore, different task demands and contrasting stimuli may provide more or less reliable/reproducible localization data. Fig. 9 . Pearson correlations between-and within-task for Experiment 2.
Comparison stimuli, extent and magnitude
We found greater activation magnitudes and extents for faces vs. scrambled stimuli compared to faces vs. houses, but not for different task demands. This replicated our findings from Experiment 1. As one might expect, we found that faces vs. scrambled stimuli produced more robust activation in the FFA compared to faces vs. houses and also produced a larger swath of activation in the FFA (all p b 0.001, t (47) = 14.95 and t(47) = 13.12 for magnitude difference in the left ROI and right ROI, respectively, collapsing across task; t(47) = 16.39 and t(47) = 13.89 for extent differences in the left ROI and right ROI, respectively, collapsing across task). These results are summarized in Table 5 . Additionally, we did not find any consistent differences in the location of the peak activated voxel for different tasks, comparison stimuli, or different combinations of tasks and comparison stimuli. Lastly, the overall reliability of activation patterns in our ROIs all had high Pearson correlations (N0.5) even for different tasks and comparison stimuli, but the reliability of activations remains more stable for the same comparison stimuli compared to between-stimuli.
Summary of Experiment 2
The results of Experiment 2 replicated many of the same findings from Experiment 1, but extended them in important ways. While we found that different task demands and comparison stimuli leave the localization of FFA relatively invariant in terms of the variability of peak location, we found some important differences. First, with increasing task demands, we found more reliable activation within our ROIs. Second, the reliability of activation produced by different comparison stimuli, was also an important factor, as faces vs. houses produced more reliable activation compared to faces vs. scrambles. Lastly, with less constrained comparison stimuli (such as scrambles and fixation), we observed greater activation magnitudes and more extent (a replication of Experiment 1), but less reliability, which are important considerations when one chooses a localizer task. As in Experiment 1, changing comparison stimuli had the largest effects by altering the magnitudes, extents and reliabilities of activation patterns in the ROI.
General discussion
The present research shows that different localizer task conditions do not appear to alter the variability of the locations of activations in the fusiform gyrus when responding to face stimuli. This is important because it indicates that experimenters have some flexibility in terms of what tasks they employ to define face responsive areas to form ROIs to analyze their tasks of interest. With that said, there are a few caveats to note.
First, we may not be finding differences in localization based on task demands because our experimental tasks may not be sufficiently dissimilar. That is, passive viewing and n-back tasks share many of the same task demands. It is not clear whether performing other more varied tasks on faces would lead to different localization. While we grant that our tasks are not radically dissimilar, they are not particularly similar either. Further, it would be difficult to test the whole task space. We chose these tasks because researchers in the field typically use these tasks to localize face-responsive areas in cortex as our literature review shows (almost all researchers use either a passive viewing or 1-back task). With that said, we find that task demands do not matter much in terms of localizing face responsive areas in FFA as evidenced by our literature review and two experiments. However, comparison stimuli do matter in terms of magnitude, extent and the reliability of activity over the ROI (as found with Pearson correlations), so a researcher should take care to use the same or similar contrasting stimuli for localizer tasks and tasks of interest.
Second, we are not claiming that no differences exist for different localizer tasks. For example, one can obtain a more reliable, robust, and larger activation cluster depending on task and contrasting stimuli. From our data it seems that faces vs. scrambles provide a larger and more robust activation cluster in the FFA compared to faces vs. houses. As such, faces vs. scrambles also produced more variance than faces vs. houses so a researcher must determine which variable is more important (reliability or activation magnitude). Additionally, if the task is more attentionally demanding, like the 1-back task, the activation patterns are more reliable as measured by Pearson correlations. These are important considerations when choosing a localizer task or choosing any task to explore in the magnet. These results also speak to Friston et al.'s (2006) concerns with using functional localizers. While the same or similar areas of cortex were active for different task demands, magnitudes, extents, and reliabilities of activation patterns may vary based on task context and may interact with various experimental manipulations (e.g. task and comparison stimuli interacted in Experiment 1 for magnitude and extent).
Third, it is important to consider what constitutes a significant difference. For example, if one finds a statistically significant difference in the location of the peak activated voxel for two different tasks, does that mean that the two tasks activated different regions? This is why we believe that using multivoxel pattern/correlation analyses (using Pearson correlation coefficients in this experiment) will become increasingly important, especially given the noise in fMRI data. It seems that when we consider whole patterns, we may find more similarities in our datasets than we might have imagined. Therefore, potentially important differences could emerge, such as differences in activation patterns as a function of different contrasting stimuli. Additionally and importantly, these correlation analyses provide a good measure of the reliability of our localizer tasks. In practice, functional localizers are typically employed by finding peaks (and defining a spherical region of interest around the peak) or thresholding activation maps. So the use of multivoxel correlation analysis at this time may be restricted to evaluating the reliability/ reproducibility of the functional localizers rather than defining functionally localized areas. In the future, however, researchers may move to multivariate approaches when defining localized areas.
Lastly, it is not clear whether these results would generalize to other cortical regions, e.g., the visual word form area (McCandliss et al., 2003) , or the extrastriate body area (Downing et al., 2001 ) though we do not see any compelling reason for many of these same results not to be found for other ROIs as well. In addition, while we focused on the fusiform gyrus, other brain areas were also active for the experimental conditions. Therefore, we are not advocating that researchers look only within ROIs when performing their fMRI experiments. For example, we found more PFC activations with increasing load in the n-back task, and we also found amygdala activations for face vs. house contrasts. The aim of this paper was to test whether various experimental manipulations alter the locale of FFA activations, not to restrict analyses to ROIs.
In sum, a researcher interested in using the functional localizer approach to localize the FFA should consider matching contrasting stimuli to the experiment of interest, but different localizer tasks seem to activate the same or similar regions of the FFA, which may alleviate many concerns with using the localizer approach (Saxe et al., 2006; . If the researcher, however, is using the localizer approach not to define an area from a location standpoint, but to make additional claims, then the concerns of come into play, because task demands and contrasting stimuli did interact in terms of the magnitude, extent and the patterns/reliabilities of activations in FFA.
