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Abstract
Static load balancing is attractive due to its simplicity and low commu-
nication costs. We analyze under which circumstances a randomized static
load balancer can achieve good balance if the subproblem sizes are unknown
and choosen by an adversary. It turns out that this worst case scenario is
quite close to a more specialized model for applications related to parallel
backtrack search. In both cases, a large number of subproblems has to
be generated in order to make good load balance possible. Nevertheless,
a carefully implemented randomized static load balancer can sometimes
compete with dynamic load balancing on parallel machines with slow com-
munication. The ideas and results derived here can also be used to analyze
and improve existing load balancing algorithms.
1 Introduction
One of the key tasks in parallel algorithm design is load balancing, i.e., evenly
distributing subproblems over the individual processors (PEs). This is particu-
larly dicult if the subproblem sizes are hard or impossible to predict. A very
simple approach is to randomly distribute subproblems to PEs hoping that for
large enough numbers of subproblems, imbalance will smooth out.
In fact, in papers like [10] it is proved that it is often sucient to assign
O(log n) subproblems
1
to each of n PEs in order to smooth out load imbalance
on the average. However, the sizes of subproblems are assumed there to be inde-
pendent identically distributed random variables which also have to fulll addi-
tional properties like increasing failure rate. Unfortunately, for many parallel
applications the subproblem sizes are interrelated in some complicated way be-
cause they stem from a global problem instance which has been decomposed into
subproblems in order to expose sucient parallelism.
2
In this case, one would
prefer to infer performance guarantees from properties of the problem subdivision
procedure and the fact that subproblems are randomly placed.
In Section 2 we start with an abstract model where an adversary is allowed to
arbitrarily subdivide a root problem into a given number of subproblems subject
1
Throughout this paper log stands for the logarithm base 2.
2
There are some applications where modeling loads as independent random variables is very
accurate (e.g. for some Monte Carlo simulation [6, 1]).
1
to a bound on the maximum subproblem size s
max
. We show that by randomiza-




We then switch to a more specialized setting and look at a model for parallel
tree search based on splitting subproblems into two parts using an inaccurate
splitting function. In Section 3 it turns out that the worst case predictions of
the abstract model are quite close to lower bounds for this tree splitting model.
Then Section 4 shows how randomized static load balancing can be implemented
with very little communication overhead. Section 5 summarizes the results and
sketches how they can be applied to improve and analyze other load balancing
algorithms for parallel tree search. It also reports some preliminary measurement
results.
2 An abstract model
We consider a parallel computer with n PEs numbered 1 through n. m sub-
problems with sizes (sequential execution times) s
1




 0) are to be







The sizes are unknown to the load balancer and can be chosen by an adversary






exceed a limit s
max
. There are no computational dependencies between subprob-
lems and it does not matter where and in which order they are processed. In
order to avoid some tedious special case treatments, we assume m  n > 1,
s
max
 1=n and 1=s
max
2 N. We consider the load balancing strategy of placing
the subproblems independently and uniformly at random. The adversary does
not know the random choices made by the load balancer.
Let the random variable L
j


















denote the maximum load. The goal of the analysis is to
assess under which circumstances the random placement algorithm achieves good





with high probability for some positive constant
.
4
The goal of the adversary is to maximize EL
max
.





subproblems and the size 0 to all remaining subproblems.
Proof. Fix any adversary strategy which maximizes EL
max
(there must be such
a strategy since the set of adversary strategies is a compact set). If it does not




we are done. Else, since 1=s
max
is an










 = f1; : : : ; ng
f1;::: ;mg
denote the set of all
possible subproblem placement functions, i.e., our probability space. We dene
























We adopt the notation from [4] to dene [P ] := 1 if the predicate P is true and [P ] := 0
else.
4
We do not consider the minimum load or other characterizations of imbalance here because



































:= The placements which assign neither a nor b to a maximum position.
The random variable L
max
is a mapping from 












































































(f) can only increase since every summand where a and b are
assigned to the same maximum position remains the same and when a and





















































Therefore, the overall change of EL
max
can only be positive.
By iterating this argument of changing two non-extremal subproblem sizes
nitely often we arrive at the adversary strategy described in the lemma because
in every step one subproblem size goes to 0 or s
max
. Therefore the strategy from
the lemma must be at least as good as the strategy we started from.
















and if the adversary uses the strategy from
Lemma 1.











any j. Observing that the zero size pieces cannot contribute to L
max
we can con-
centrate on the 1=s
max
subproblems of size s
max
. We number these subproblems


















I would like to thank Thomas Worsch for pointing out an elegant way to explicate this:















are independent for xed j and P [Y
ji
= 1] = 1=n, a simple Cherno
bound
6





























for c  2( + 1)=
2
.
The mixed use of high probability and expected value results may appear
strange, but we felt it to be natural that the adversary tries to make the average
performance of the load balancer as bad as possible while a user prefers high
probability guarantees for the performance of the load balancer. Yet, there are
no technical reasons forcing that. Analogously to the proof of Lemma 1, it can be
shown that the probability that L
max
exceeds a given limit is maximized by the
same adversary-strategy. Vice versa, the performance of the random placement
load balancer under the worst case adversary strategy can also be analyzed in
terms of EL
max
(e.g. using Theorem 5.6 in [22]).
3 A tree splitting model
In many applications it does not make sense to generate all subproblems in a
single step. Often the parallel algorithm is based on the divide and conquer
paradigm. In this case, subproblems are generated incrementally by recursively
splitting larger problems into a small number of pieces. We can assume without
loss of generality that exactly two subproblems are generated by a divide-step.
If the splitting function is inaccurate and the sizes of the new subproblems are
unknown, our model for randomized static load balancing is appropriate. This
setting is quite typical for many backtracking algorithms. (Refer to [20] for a
more detailed discussion.)
A simple way to model the splitting error in this application domain is the
-splitting model [11]:
7
The adversary can split a subproblem of size s into














Randomized static load balancing can generate 2
h
subproblems by building a
complete splitting tree for some xed depth h. This can easily be translated to





and m = 2
h
:
We can now use Theorem 2 to infer an upper bound for a choice of h which
achieves good load balance.
Theorem 3. For every  > 0 and every  > 0 randomized static load balancing



































for independent 0/1-random variables Z
i
with success
probability p (refer for example to [14]).
7
We actually use a slight generalization of the original model.





















So, good load balance is guaranteed for the claimed h even if the adversary were
allowed to use its optimal strategy from Lemma 1.
This result is actually quite tight because we can easily infer a lower bound
on h which is only by an O(log log n) additive term smaller:
Theorem 4. No load balancing algorithm which considers 2
h
subproblems as
atomic that are generated by recursively splitting the root problem, can achieve
good load balancing under the -splitting model if
h < x() log n:










The upper and lower bounds can be interpreted in terms of the number of
subproblems m = 2
h
to be generated for good load balance. We have m  n
x()
.
So the exponent is heavily dependent on the value of , i.e., on the quality of
the splitting function. Figure 2 shows the behavior of the exponent depending
on . The gap between the upper bound from Theorem 3 and the lower bound
from Theorem 4 is a polylogarithmic factor. The variation due to the tolerated
imbalance and the degree of high probability is a constant factor.
The -splitting model can be modied and generalized in various ways. Re-
quiring a guaranteed minimum quality for every split operation as in -splitting
can be quite unrealistic and we do not really need this for the proof of Theorem 3.
It is sucient to specify in some arbitrary way how many splits are necessary to
suciently reduce the size of the generated subproblems. O(log n) splits which
do not yield any size reduction can be tolerated if this is compensated later.
In [19] the splitting factor is considered to be a random variable with range
[0; 1] whose density is symmetric around 1=2. The inaccuracy of the splitting
function is modeled by the distribution's standard deviation . The lower bounds
inferred there are similar to the ones presented here and can be translated by
setting  = 1=2   . The upper bounds only hold on the average and are looser
than here.
4 Ecient implementation
So far, we have ignored the overhead incurred by generating and distributing the
subproblems. Now we describe how this can be done quite eciently.
We stick to the tree splitting model from the previous section but the basic
ideas are also valid for many other ways of generating subproblems. Only two
8
The factor needed to convert between log and ln can be shifted into the 
.
communication steps are performed: Broadcasting the root problem in the be-
ginning, and collecting the results
9
after all subproblems have been exhausted.
The PEs independently generate the subproblems they have to process. In or-
der to make this possible, we modify the problem placement process. Instead
of placing problems independently at random we use a random permutation




(i 1)+1), : : : , (
m
n
i). Figure 1 summarizes this algorithms
and shows how subproblems are generated from the root problem by splitting it
h = logm times keeping only the currently relevant piece. For simplicity, n is
assumed to be a power of two.
10
(* Input: *)
R : Problem (* Root problem *)
h : N (* (2
h
= m, Number of subsequent splits to be performed *)
Determine a random permutation  : f1; : : : ; 2
h
g ! f1; : : : ; 2
h
g
Broadcast R to each PE
FOR PE i := 1 TO n DOPAR (* asynchronously *)
FOR j := (i  1)2
h
=n + 1 TO i2
h
=n DO
P := R (* Problem under consideration *)
let (b
0
; : : : ; b
h 1
) be the bit representation of (j)  1




P := left part of splitting P into two parts
ELSE
P := right part of splitting P into two parts
search subproblem P sequentially
collect results
Figure 1: Generic Algorithm for randomized static load balancing.
Before we can go on to analyze this algorithm, we must rst explain the
dierences to the abstract model from Section 2. First, switching to random
permutations does not aect the optimal strategy for the adversary. The proof
of Lemma 1 carries over. Furthermore, a random permutation distributes the
subproblems more evenly than a random placement strategy and we therefore
assume that the upper bound from Theorem 2 still applies.
The next problem is that computing a truly random permutation of such a
large size would be very expensive. In particular, it would ruin the communi-
cation economy we wanted to gain with our approach. But for most practical
cases it is sucient to compute some pseudorandom permutation. One possibil-




+ c mod m.
According to Knuth [9] this yields reasonable pseudorandom number generators
with full period length for appropriate choices of a and c. Unfortunately, little is
9
This is often possible by applying an associative commutative operation to the results of
the subproblems (like number of solutions or best solution). In this case, collecting the
results is very simple and ecient because it can be done locally rst followed by a single global
reduction operation.
10
By introducing a slight additional imbalance, this constraint can be lifted.
known about using the full sequence as a permutation. We are not even aware
of well established empirical tests for assessing the randomness of a permutation.
Since m = 2
h
is a power of two, pseudorandom permutations can also be com-
puted using the theory of nite elds. Let p be a primitive polynomial modulo
2 of degree h. Then the polynomial x
l
mod p (l relatively prime to m   1) is
a generating element of the multiplicative group of GF (2
h









) enumerates the nonzero polynomials modulo p.
11
Inserting
the 0-polynomial at some random place in this sequence yields the desired pseudo-
random permutation. By interpreting the coecients of the polynomials as bits
of a computer word, polynomial arithmetic mod p is quite ecient. Both classes
of permutations can be generated quickly and without communication using an
integer-power computation for each PE's rst evaluation of  and a multiplication
for all subsequent evaluations.
4.1 Analysis
Let d denote the network diameter, l the length of the description of the root
problem, T
seq
the sequential execution time (up to know this was 1, i.e. our unit
of time) and T
split
the time for splitting a subproblem. Let us further assume
that collecting results is asymptotically as fast as broadcasting the root problem.
Let m (or equivalently h) be chosen in such a way that good load balance is
achieved, i.e., L
max
 (1 + )T
seq
. The pseudorandom permutations described
above can be computed so quickly that they do not contribute to the asymptotic
execution time since they need to be evaluated only every h splits. Then the
parallel execution time can be estimated as the subproblem solving time on the
most highly loaded PE plus the time for broadcasting and collecting results plus









































The exponent x() is depicted in Figure 2.





is scaled, we can achieve good net eciency if the root problem size is
scaled as a polynomial function of n with an exponent which is heavily dependent
on the quality of the splitting function. For  close to 1=2, the parallelization
overhead can be dominated by the communication expense. For example for
 > 0:37::: ( > 0:29:::) communication costs asymptotically dominate splitting
costs on a mesh-connected (ring-connected) machine. In these cases, randomized
static load balancing outperforms the best known dynamic load balancing algo-
rithm because these involve an 
(dl) term for the communication expense [20].
(But note that these algorithms work eciently for any  and even for splitting
functions which cannot be characterized by any  > 0.)
11
At least from the point of view of cryptographers this method seems to yield quite random
permutations since inverting them is related to the discrete logarithm problem. (I would like
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Figure 2: Development of the exponent x().
5 Conclusion
Even if subproblem sizes are unknown and determined by an adversary, random-
izes static load balancing can achieve good load balancing with high probability
provided there is a bound on the subproblem size such that a logarithmic number
of subproblems cannot overload a processor. This is a signicant generalization
compared to previous results which show that good load balance can be achieved
on the average if the PE loads are sums of logarithmically many independent and
well-behaved random variables. If the bound on the subproblem size is large
compared to the average subproblem size this result is bad news because the
handling of large numbers of tiny subproblems severely limits eciency.
For divide-and-conquer applications where subproblems are generated by an
inaccurate splitting function, this situation of very unevenly distributed subprob-
lem sizes occurs quite naturally. On the other hand, randomized static load
balancing can be implemented using only a single broadcast of the root problem
and a locally computed pseudorandom permutation. If communication is slow
and the splitting error is not too large, this approach of trading computation
for communication is superior to otherwise more robust dynamic load balancing
algorithms.
5.1 Applications to existing tree search algorithms
The approach to use static tree decomposition for parallelizing tree search is quite
old [2]. Assigning a single subproblem to each PE achieves only very poor balanc-
ing but it can be helpful as an initialization scheme for dynamic load balancing
[13, 12, 17, 7]. If the (pseudo)random permutations described in Section 4 are
used, the initialization can actually lead to an asymptotic improvement: In any
subnetwork of sucient size the average load will be about the same. So, global
communication (which is for example important for the basic random polling al-
gorithm [17]), is no more necessary. It can be shown that on an r-dimensional
mesh the communication distance can be reduced by a logarithmic factor for any
splitting factor  > 0.
In [16] a combined static/dynamic load balancing algorithm is described which
starts by allocating several subproblems to each PE. Later, idle PEs get work from
nearby busy PEs. In this phase, subproblems are never split in order to avoid
the negative eects of splitting in the context of neighborhood communication
described in [15]. The author reports problems due to uneven sizes of the sub-
problems. This can be explained quite naturally by our splitting model  the
lower bound from Theorem 4 also applies to this algorithm.
A somewhat dierent model of parallel tree search underlies the idea to search
for a single solution in a tree with unevenly distributed solution nodes using ran-
domized successor ordering [8, 3]. In some cases, this can yield large superlinear
average speedups compared to a sequential depth rst search. But if there is no
solution at all, the speedup is smaller than one. Our approach oers a way to
improve this situation. Even if subproblems are decomposed and searched ran-
domly, they are always guaranteed to remain disjoint. If there is no solution, the
eciency analysis from Section 4.1 predicts good speedups for large problems.
5.2 Current work
Randomized static load balancing has been implemented as one of the load bal-
ancers in the parallel tree search library PIGSeL [18]. However, it cannot cur-
rently compete with the Random Polling dynamic load balancing algorithm
[17] which achieves almost perfect speedup on a 1024-PE mesh-connected trans-
puter system for quite small problem instances of irregular tree search problems
like the knapsack problem, the 15-Puzzle and search for Golomb rulers [21].
12
This may change with the development of better and faster splitting functions.
On the theoretical side the next step is to reconcile the abstract model with
the implementation by nding a universal
13
set of permutations which are easy
to compute and which can be proved to perform similarly well as a truly random
placement.
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