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Abstract. We study weak convergence of empirical processes of dependent data, indexed
by classes of functions. We obtain results that are especially suitable for data arising from
dynamical systems and Markov chains, where the Central Limit Theorem for partial sums
is commonly derived via the spectral gap technique. Our results apply, e.g. to the empirical
process of ergodic torus automorphisms.
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1. Introduction and Main Results
Empirical process central limit theorems for dependent data have been studied by many
authors. One of the earliest results is Billingsley (1968), where functions of mixing processes
are being studied. Philipp (1982) studied the multivariate empirical process in the case of
mixing process. Doukhan, Massart and Rio (1995) study empirical processes for absolutely
regular data. Andrews and Pollard (1994) study strongly mixing processes. Borovkova,
Burton and Dehling (2001) investigate the emprical process and the empirical U -process for
functionals of absolutely regular processes. For many further results, see the survey article
of Dehling and Philipp (2002), the book by Dedecker, Doukhan, Lang, Leo´n, Louhichi and
Prieur (2007) as well as the paper by Dedecker and Prieur (2007).
Recently, Dehling, Durieu and Volny (2009) have investigated empirical processes of
Markov chains and dynamical systems for which the partial sum central limit theorem is
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usually established by the spectral gap method. In this case, one faces the challenge that the
CLT as well as moment bounds for partial sums are not available for the class of functions
that one wants to consider in the empirical process CLT, but only for a different class of
functions such as Lipschitz or Ho¨lder functions. Dehling et al. (2009) developed techniques
to handle this problem. Dehling and Durieu (2011) have extended these techniques to the
case of multidimensional random variables that satisfy a multiple mixing condition. As
an example, they could prove the empirical process central limit theorem for ergodic torus
automorphisms and random iterative Lipschitz models. Generalizations of these results con-
cerning the dependence structure of the underlying processes can be found in the paper of
Durieu and Tusche (2011). It is the goal of the present paper to extend the techniques
developed by Dehling et al (2009) to empirical processes indexed by classes of functions. For
the theory of empirical processes of i.i.d. data, indexed by classes of functions, see the book
by van der Vaart and Wellner (1996).
Let (Xi)i≥1 be an X -valued stationary random process, where (X ,A) is a measurable
space. Let µ be the common distribution of the Xi. Let F be a uniformly bounded class of
measurable functions from X to R. If Q is a signed measure on (X ,A), we use the notation
Qf =
∫
fdQ. We consider the map Fn from F to R induced by the empirical measure of
order n given by
Fn(f) =
1
n
n∑
i=1
f(Xi), f ∈ F .
The F -indexed empirical process of order n is given by
Un(f) =
√
n(Fn(f)− µf) = 1√
n
n∑
i=1
(f(Xi)− µf), f ∈ F .
We regard the empirical process (Un(f))f∈F as random element of `∞(F); this holds as F
is supposed to be uniformly bounded. `∞(F) is equipped with the supremum norm and
the Borel σ-field which is generated by the open sets. It is well known that, in general,
(Un(f))f∈F is not measurable and thus the usual theory of weak convergence of random
variables does not apply. We use here the theory which is based on convergence of outer
expectations; see van der Vaart and Wellner (1996). Given a Borel probability measure L
on `∞(F), we say that (Un)n≥1 converges in distribution to L if
E∗(ϕ(Un))→
∫
ϕ(x)dL(x),
for all ϕ : `∞(F)→ R that are bounded and continuous. Here E∗ denotes the outer integral.
Note that E∗(X) = E(X∗), where X∗ denotes the measurable cover function of X; see
Lemma 1.2.1 in van der Vaart and Wellner (1996).
In what follows, we will frequently require two assumptions concerning the processes
(f(Xi))i≥1, where f : X → R belongs to some Banach space (B, ‖ · ‖B) of measurable
functions from X to R. The precise choice of this Banach space will depend on the specific
example. Common examples are spaces of Lipschitz- or Ho¨lder-continuous functions.
We assume that for some subset G ⊂ B the following two properties hold.
(1) Central Limit Theorem: For all f ∈ G,
1
n
n∑
i=1
(f(Xi)− µf) D−→N (0, σ2), (1.1)
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where N(0, σ2) denotes a normal law with mean zero and variance
σ2 = E(f(X0)− µf)2 + 2
∞∑
i=1
Cov(f(X0), f(Xi));
(2) Bound on the 2p-th moments: For any p ≥ 1, there exist a constant C > 0, such that
for all f ∈ G
E
( n∑
i=1
(f(Xi)− µf)
)2p ≤ C p∑
i=1
ni‖f‖i1 log2p−i(‖f‖B + 1), (1.2)
where ‖f‖1 :=
∫
X |f | dµ is the L1(µ)-norm of f .
In most applications, we will take G to be the intersection of B with the ball of a fixed radius
M > 0 in `∞(X ), i.e.
G = {f ∈ B : ‖f‖∞ ≤M}.
The Central Limit Theorem (1.1) has been established for many stationary processes, see
e.g. Bradley (2007) for mixing processes, Dedecker et al. (2007) for weakly dependent pro-
cesses and Hennion and Herve´ for many examples of Markov chains and dynamical systems.
Moment bounds have also been obtained for many stochastic processes, see e.g. Bradley
(2007), Dedecker et al (2007). Durieu (2009) proved moment bounds for B-geometrically er-
godic Markov chains. Dehling and Durieu (2011) give moment bounds for dynamical systems
that satisfy a multiple mixing condition.
Empirical process central limit theorems require bounds on the size of the class of functions
F , usually measured by the number of ε-balls required to cover F . Here we will introduce a
covering number adapted to the fact that (1.1) and (1.2) hold only for f ∈ G, and that both
the B-norm as well as the L1(µ)-norm occur on the right-hand side of the bound (1.2).
Definition. (i) Let l, u : X → R be two functions satisfying l(x) ≤ u(x) for all x ∈ X . We
define the bracket
[l, u] := {f : X → R : l(x) ≤ f(x) ≤ u(x), for all x ∈ X}.
Given ε, A > 0, G ⊂ B and a probability law µ, we call [l, u] an (ε, A,G, L1(µ))-bracket if
l, u ∈ G and
‖u− l‖1 ≤ ε
‖u‖B ≤ A, ‖l‖B ≤ A,
where ‖ · ‖1 denotes the L1(µ)-norm.
(ii) For a class of measurable functions F and a subset G ⊂ B, we define the bracketing
number N(ε, A,F ,G, L1(µ)) as the smallest number of (ε, A,G, L1(µ))-brackets needed to
cover F .
We can now state the main theorem of the present paper. The proof will be given in
Section 3
Theorem 1.1. Assume (1.1) and (1.2) and that there exist constants r ≥ 1, γ > 1 and
C > 0 such that ∫ 1
0
εr−1 sup
δ≥ε
N
(
δ, exp
(
Cδ−
1
γ
)
,F ,G, L1(µ)
)
dε <∞ (1.3)
holds. Then the empirical process (Un(f))f∈F converges in distribution in `∞(F) to a tight
gaussian process (W (f))f∈F .
4 H. DEHLING, O. DURIEU, AND M. TUSCHE
Remark 1.2. The proof of Theorem 1.1 shows (cf. page 9) that the statement also holds, if
condition (1.2) is only satisfied for some p ≥ 1 such that
p >
2rγ
γ − 1 .
Remark 1.3. A sufficient condition for (1.3) is
N(ε, exp(Cε−
1
γ ),F ,G, L1(µ)) = O(ε−s), as ε→ 0
for some s < r.
Examples of classes of functions satisfying condition (1.3) such as indicators of multi-
dimensional rectangles and ellipsoids or centered balls of arbitrary norm will be given in
Section 4.
We can apply Theorem 1.1 to the empirical process of ergodic torus automorphisms. Let
Td = Rd/Zd be the torus of dimension d > 1. If M is a square matrix of dimension d with
integer coefficients and determiant ±1, then the transformation T : Td −→ Td defined by
Tx = Mx mod 1
is an automorphism of Td and preserves the Lebesgue measure λ. Thus (Td,B(Td), λ, T )
is a dynamical system. It is ergodic if and only if the matrix M has no eigenvalue which
is a root of the unity. A result of Kronecker shows that in this case, M always has at
least one eignevalue which has modulus different than 1. The hyperbolic automorphisms
(i.e. no eigenvalue of modulus 1) are particular cases of Anosov diffeomorphisms. Their
property are better understood than in the general case. However, the general case of ergodic
automorphism is an example of a partially hyperbolic system for which strong result can be
proved. The central limit theorem for regular observables has been proved by Leonov (1960),
see also Le Borgne (1999) for refinements. Other limit theorems can be found in Dolgopyat
(2004). The one-dimensional empirical process, for R-valued regular observables, has been
studied by Durieu and Jouan (2008). Dehling and Durieu (2011) proved weak convergence
of the classical empirical process (indexed by indicators of left infinite rectangles). We can
now generalize this result to empirical process indexed by different classes of functions. In
particular, we can deal with the class of indicators of balls and we can get the following
proposition, as a corollary of the preceding theorem.
Theorem 1.4. Let T be an ergodic d-torus automorphism and F be the class of indicator
functions of balls of Td. Then the empirical process
Un(f) =
1√
n
n∑
i=1
(
f ◦ T i − λf) , f ∈ F
converges in distribution in `∞(F) to a tight Gaussian process (W (f))f∈F .
The proof of the theorem will be given in section 4.3.
2. Preliminary Result
In the proof of Theorem 1.1, we need a generalization of Theorem 4.2 of Billingsley (1968).
Billingsley considers random variables Xn, X
(m)
n , X(m), X, m,n ≥ 1, with values in the
separable metric space (S, ρ) satisfying (a) X
(m)
n
D−→X(m) as n → ∞, for all m ≥ 1, (b)
X(m)
D−→X as m→∞ and (c) lim supn→∞ P (ρ(X(m)n , Xn) ≥ δ)→ 0 as n→∞. Theorem 4.2
of Billingsley (1968) states that then Xn
D−→X. Dehling, Durieu and Volny (2009) proved
that this result holds without condition (b), provided that S is a complete separable metric
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space. More precisely, they could show that in this situation (a) and (c) together imply the
existence of a random variable X satisfying (b), and thus by Billingsley’s theorem Xn
D−→X.
Here we will generalize this theorem to possibly non-measurable random elements with values
in non-separable spaces. Regarding convergence in distribution of non-measurable random
elements, we use the notation of van der Vaart and Wellner (1996). In accordance with the
terms van der Vaart and Wellner use, we will call a not necessarily measurable function with
values in a measurable space a random element, while a random variable shall still be as a
measurable random element.
Theorem 2.1. Let Xn, X
(m)
n , X(m), m,n ≥ 1 be random elements with values in the complete
metric space (S, ρ), and suppose that X(m) is measurable and separable, i.e. there is a
separable set S(m) ⊂ S such that P(X(m) ∈ S(m)) = 1. If the conditions
X(m)n
D−→ X(m), as n→∞, for all m ≥ 1, (2.1)
lim sup
n→∞
P∗
(
ρ(Xn, X
(m)
n ) ≥ δ
) −→ 0, as m→∞, for all δ > 0 (2.2)
are satisfied, then there exists an S-valued, separable random variable X (i.e. X is measur-
able) such that X(m)
D−→ X, as m→∞, and
Xn
D−→ X, as n→∞. (2.3)
Proof. (i) We will first show that X(m) converges in distribution to some random variable
X. We denote by L(m) the distribution of X(m); this is defined since X(m) is measurable.
Moreover, L(m) is a separable Borel probability measure on S. By Theorem 1.12.4. of Van
der Vaart and Wellner (1996), weak convergence of separable Borel measures on a metric
space S can be metrized by the bounded Lipschitz metric, defined by
dBL1(L1, L2) = sup
f∈BL1
∣∣∣∣∫ f(x)dL1(x)− ∫ f(x)dL2(x)∣∣∣∣ , (2.4)
for any Borel measures L1, L2 on S. Here BL1 := {f : S −→ R : ‖f‖BL1 ≤ 1}, where
‖f‖BL1 := max
{
sup
x∈S
|f(x)|, sup
x 6=y∈S
f(x)− f(y)
ρ(x, y)
}
.
In addition, the theorem states that the space of all separable Borel measures on a complete
space is complete with respect to the bounded Lipschitz metric. Thus it suffices to show
that L(m) is a dBL1-Cauchy sequence. We obtain
dBL1(L
(m), L(l)) = sup
f∈BL1
|Ef(X(m))− Ef(X(l))|
≤ sup
f∈BL1
{
|Ef(X(m))− E∗f(X(m)n )|+ |E∗f(X(m)n )− E∗f(Xn)|
+ |E∗f(Xn)− E∗f(X(l)n )|+ |E∗f(X(l)n )− Ef(X(l))|
}
for all n ∈ N. For a Borel measurable, separable random elements X(m) weak convergence
X
(m)
n
D−→ X(m) as n→∞ is equivalent to supf∈BL1 |Ef(X(m))− E∗f(X(m)n )| −→ 0; see van
der Vaart and Wellner (1996, p.73). Hence by (2.1) we obtain
dBL1(X
(m), X(l)) ≤ lim inf
n→∞
sup
f∈BL1
|E∗f(X(m)n )− E∗f(Xn)|+ |E∗f(Xn)− E∗f(X(l)n )|
Using Lemma 1.2.2 in van der Vaart and Wellner (1996), we obtain
|E∗f(X(m)n )− E∗f(Xn)| ≤ E(|f(Xn)− f(X(m)n )|∗)
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and therefore
sup
f∈BL1
|E∗f(X(m)n )− E∗f(Xn)| ≤ E
(
ρ(Xn, X
(m)
n )
∗ ∧ 2)
=
∫ ∞
0
P∗
((
ρ(Xn, X
(m)
n ) ∧ 2
) ≥ t) dt. (2.5)
Now, let ε > 0 be given. By (2.2), there exists m0 ∈ N such that for every m ≥ m0 there is
some n0 ∈ N such that for every n ≥ n0 we have P∗
(
ρ(Xn, X
(m)
n ) ≥ ε/3
) ≤ ε/3. Therefore
P∗
(
ρ(Xn, X
(m)
n ) ∧ 2 ≥ t
)
≤

1, if t < ε
3
ε
3
, if ε
3
≤ t ≤ 2
0, if 2 < t.
Applying this inequality to (2.5), we obtain
lim inf
n→∞
sup
f∈BL1
|E∗f(X(m)n )− E∗f(Xn)| ≤
∫ 2
0
ε
3
+ 1{t< ε
3
} dt = ε
for all m ≥ m0. Hence for l,m ≥ m0 we have dBL1(L(m), L(l)) ≤ 2ε; i.e. (L(m))m∈N is a
dBL1-Cauchy sequence in a complete metric space.
(ii) The remaining part of the proof follows closely the proof of Theorem 4.2 in Billingsley
(1968), replacing the probability measure P by the outer measure P∗ where necessary and
making use of the Portmanteau theorem; see van der Vaart and Wellner (1996), Theorem
1.3.4, and the subadditivity of outer measures. From part (i), we already know that there
is some measurable X such that X(m)
D−→ X. Let F ⊂ S be closed. Given ε > 0, we define
the ε-neighborhood Fε := {s ∈ S : infx∈F ρ(s, x) ≤ ε}, and observe that Fε is also closed.
Since
{
Xn ∈ F} ⊂ {X(m)n ∈ Fε} ∪ {ρ(X(m)n , Xn) ≥ ε}, we obtain
P∗(Xn ∈ F ) ≤ P∗(X(m)n ∈ Fε) + P∗(ρ(X(m)n , Xn) ≥ ε),
for all m ∈ N. By (2.2) we may choose m0 so large that for all m ≥ m0
lim sup
n→∞
P∗(ρ(X(m)n , Xn) ≥ ε) ≤ ε/2.
As X(m)
D−→ X, by the Portmanteau theorem we may choose m1 so large that for all m ≥ m1
P(X(m) ∈ Fε) ≤ P(X ∈ Fε) + ε/2.
We now fix m ≥ max(m0,m1). By (2.1) we have X(m)n D−→ X(m) as n → ∞. Thus an
application of the Portmanteau theorem yields
lim sup
n→∞
P∗(X(m)n ∈ Fε) ≤ P(X(m) ∈ Fε),
lim sup
n→∞
P∗(Xn ∈ F ) ≤ P(X ∈ Fε) + ε.
Since this holds for any ε > 0 and limε→0 P(X ∈ Fε) = P(X ∈ F ), we get
lim sup
n→∞
P∗(Xn ∈ F ) ≤ P(X ∈ F ),
for all closed sets F ⊂ S. By a final application of the Portmanteau theorem we infer
Xn
D−→ X. 
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3. Proof of Theorem 1.1
For all q ≥ 1, there exist two sets of Nq := N(2−q, exp(C2
q
γ ),F ,G, L1(µ)) functions
{gq,1, . . . , gq,Nq} ⊂ G and {g′q,1, . . . , g′q,Nq} ⊂ G, such that ‖gq,i − g′q,i‖1 ≤ 2−q, ‖gq,i‖ ≤
exp(C2
q
γ ), ‖g′q,i‖ ≤ exp(C2
q
γ ) and for all f ∈ F , there exists i such that gq,i ≤ f ≤ g′q,i.
Further, by (1.3), ∑
q≥1
2−rqNq <∞. (3.1)
For all q ≥ 1, we can build a partition F = ⋃Nqi=1Fq,i of the class F into Nq subsets such
that for all f ∈ Fq,i, gq,i ≤ f ≤ g′q,i. To see this define Fq,1 = [gq,1, g′q,1] and Fq,i =
[gq,i, g
′
q,i]\(∪i−1j=1Fj).
In the sequel, we will use the notation piqf = gq,i and pi
′
qf = g
′
q,i if f ∈ Fq,i.
For each q ≥ 1, we introduce the process
F (q)n (f) := Fn(piqf) =
1
n
n∑
i=1
piqf(Xi); f ∈ F
which is constant on each Fq,i. Further, if f ∈ Fq,i, we have
F (q)n (f) ≤ Fn(f) ≤ Fn(pi′qf)
We introduce
U (q)n (f) := Un(piqf) =
√
n(F (q)n (f)− µ(piqf)); f ∈ F .
Proposition 3.1. For all q ≥ 1, the sequence (U (q)n (f))f∈F converges in distribution in
`∞(F) to a piecewise constant Gaussian process (U (q)(f))f∈F as n→∞.
Proof. Since piqf ∈ G and G is a subset of B, by assumption (1.1), the CLT holds and U (q)n (f)
converges to a Gaussian law for all f ∈ F . We can apply the Crame´r-Wold device to get the
finite dimensional convergence : for all k ≥ 1, for all f1, . . . , fk ∈ F , (U (q)n (f1), . . . , U (q)n (fk))
converges in distribution to a Gaussian vector in Rk. Since U (q)n is constant on each element
Fq,i of the partition, the finite dimensional convergence implies the weak convergence of the
process. 
Proposition 3.2. For all ε > 0, η > 0 there exists q0 such that for all q ≥ q0
lim sup
n→∞
P∗(sup
f∈F
|Un(f)− U (q)n (f)| > ε) ≤ η.
Proof. For a random variable Y let Y denote its centering Y := Y − EY .
If for arbitrary random variables Yl, Y, Yu we have Yl ≤ Y ≤ Yu then
|Y − Yl| ≤ |Yu − Yl|+ E|Yu − Yl|.
Using F
(q+K)
n (f) ≤ Fn(f) ≤ Fn(pi′q+K) and E|Fn(pi′q+Kf) − F (q+K)n (f)| ≤ 2−(q+K) for all
f ∈ F , we obtain
|Un(f)− U (q)n (f)| =
∣∣∣∣{ K∑
k=1
U (q+k)n (f)− U (q+k−1)n (f)
}
+ Un(f)− U (q+K)n (f)
∣∣∣∣
≤
{ K∑
k=1
∣∣∣U (q+k)n (f)− U (q+k−1)n (f)∣∣∣+ ∣∣∣Un(pi′q+Kf)− U (q+K)n (f)∣∣∣}+√n2−(q+K).
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In order to assure ε
4
≤ 2−(q+K)√n ≤ ε
2
, for fixed n and q, choose K = Kn,q, where
Kn,q := blog(4
√
n
2qε
) log(2)−1c.
For each i ∈ {1, . . . , Nq}, we obtain
sup
f∈Fq,i
|Un(f)− U (q)n (f)| ≤
Kn,q∑
k=1
sup
f∈Fq,i
|U (q+k)n (f)− U (q+k−1)n (f)|
+ sup
f∈Fq,i
|Un(pi′q+Kn,qf)− U (q+Kn,q)n (f)|+
ε
2
.
By taking εk =
ε
4k(k+1)
,
∑
k≥1 εk =
ε
4
and we get for each i ∈ {1, . . . , Nq},
P∗
(
sup
f∈Fq,i
|Un(f)− U (q)n (f)| ≥ ε
)
≤
Kn,q∑
k=1
P∗
(
sup
f∈Fq,i
|U (q+k)n (f)− U (q+k−1)n (f)| ≥ εk
)
+P∗
(
sup
f∈Fq,i
|Un(pi′q+Kn,qf)− U (q+Kn,q)n (f)| ≥
ε
4
)
.
Notice that the suprema in the r.h.s. are in fact maxima over finite numbers of functions,
since the functionals piq and pi
′
q (and thus U
(q)
n ) are constant on the Fq,i. Therefore the outer
probabilities can be replaced by usual probabilities. For each k, choose (by the axiom of
choice) a set Fk composed by at most Nk−1Nk functions of F in such a way that Fk contains
one function in each non empty Fk−1,i ∩Fk,j, i = 1, . . . , Nk−1, j = 1, . . . , Nk. Then, for each
i ∈ {1, . . . , Nq}, we have
P∗
(
sup
f∈Fq,i
|Un(f)− U (q)n (f)| ≥ ε
)
≤
Kn,q∑
k=1
∑
f∈Fq,i∩Fq+k
P
(|U (q+k)n (f)− U (q+k−1)n (f)| ≥ εk)
+
∑
f∈Fq,i∩Fq+Kn,q
P
(
|Un(pi′q+Kn,qf)− U (q+Kn,q)n (f)| ≥
ε
4
)
.
Now using Markov’s inequality at the order 2p (p will be chosen later) and assumption (1.2),
we infer
P∗
(
sup
f∈Fq,i
|Un(f)− U (q)n (f)| ≥ ε
)
≤
Kn,q∑
k=1
∑
f∈Fq,i∩Fq+k
1
ε2pk
p∑
j=1
nj−p‖piq+kf − piq+k−1f‖j1 log2p−j(‖piq+kf − piq+k−1f‖B + 1)
+
∑
f∈Fq,i∩Fq+Kn,q
(
4
ε
)2p p∑
j=1
nj−p‖piq+Kn,qf − pi′q+Kn,qf‖j1 log2p−j(‖piq+Kn,qf − pi′q+Kn,qf‖B + 1).
Note that by construction, for each k ≥ 1,
‖piq+kf − piq+k−1f‖1 ≤ ‖piq+kf − f‖1 + ‖piq+k−1f − f‖1 ≤ 3 · 2−(q+k)
‖piq+kf − pi′q+kf‖1 ≤ 2−(q+k)
‖piq+kf − piq+k−1f‖B ≤ 2 exp(2
q+k
γ )
‖piq+kf − pi′q+kf‖B ≤ 2 exp(2
q+k
γ ).
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Thus,
P∗
(
sup
f∈Fq,i
|Un(f)− U (q)n (f)| ≥ ε
)
≤ C
p∑
j=1
Kn,q∑
k=1
#(Fq,i ∩ Fq+k)(k(k + 1))
2p
ε2p
nj−p2−j(q+k) log2p−j(2 exp(2
q+k
γ ) + 1),
and if q is large enough, there exists a new positive constant C such that
P∗
(
sup
f∈F
|Un(f)− U (q)n (f)| ≥ ε
)
≤
Nq∑
i=1
P∗
(
sup
f∈Fq,i
|Un(f)− U (q)n (f)| ≥ ε
)
≤ C
Nq∑
i=1
p∑
j=1
Kn,q∑
k=1
#(Fq,i ∩ Fq+k)(k(k + 1))
2p
ε2p
nj−p2−j(q+k)2(2p−j)
q+k
γ .
By construction,
∑Nq
i=1 #(Fq,i ∩ Fq+k) ≤ N2q+k, thus we have
P∗
(
sup
f∈F
|Un(f)− U (q)n (f)| ≥ ε
)
≤ C
p∑
j=1
nj−p
ε2p
Kn,q∑
k=1
N2q+kk
4p2(2p−j(γ+1))
q+k
γ
≤ C
p−1∑
j=1
nj−p
ε2p
2(p−j)(γ+1)
q+Kn,q
γ
Kn,q∑
k=1
N2q+kk
4p2p(1−γ)
q+k
γ
+
1
ε2p
Kn,q∑
k=1
N2q+kk
4p2p(1−γ)
q+k
γ
≤ C
p−1∑
j=1
n(p−j)(
γ+1
2γ
−1)
ε2p+(p−j)
γ+1
γ
∞∑
k=1
N2q+kk
4p2p(1−γ)
q+k
γ
+
1
ε2p
∞∑
k=1
N2q+kk
4p2p(1−γ)
q+k
γ
where the value of the constant C (which depends on p) may vary from line to line. As
p1−γ
γ
→ −∞ when p tends to infinity, there exists p > 1, such that p1−γ
γ
< −2r and thus
∞∑
k=1
N2kk
4p2p(1−γ)
k
γ < +∞
by (3.1) Then the first summand goes to zero as n goes to infinity and the second summand
goes to zero as q goes to infinity. 
4. Examples of Classes of Functions
In the sequel, we fix α ∈ (0, 1] and we choose B = Hα, the space of bounded α-ho¨lder
continuous functions, equipped with the norm
‖f‖α = sup
x∈Rd
|f(x)|+ sup
x 6=y∈Rd
|f(x)− f(y)|
‖x− y‖α .
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We denote by ωF the modulus of continuity of a function F .
4.1. Example 1: Indicators of Rectangles. In its classical form, the empirical process
is defined by the class of indicator function of left infinite rectangles, i.e. by considering the
class {1(−∞,t] : t ∈ Rd}, where (−∞, t] denotes the set of points x such that1 x ≤ t. Under
similar assumptions than in the present paper, this case was treated by Dehling and Durieu
(2011). We will see that Theorem 1.1 covers the results of that paper.
The following proposition gives an upper bound to the bracketing number associated with
the more general class of indicator functions of rectangles. A rectangle is here defined by
two points. If s, t ∈ [−∞,+∞]d with s ≤ t, the rectangle (s, t] is composed by points x such
that s < x and x ≤ t, that is the Cartesian product of the intervals (si, ti].
Proposition 4.1. Let µ be a probability distribution on Rd whose distribution function F
satisfies
ωF (x) = O(| log(x)|−γ) for some γ > 1. (4.1)
If F is the class of indicator functions of rectangles in Rd, i.e.
F = {1(s,t] : s, t ∈ [−∞,+∞]d, s ≤ t}
and G is the class of functions of Hα bounded by 1, then there exists C > 0 such that
N(ε, exp(Cε−
1
γ ),F ,G, L1(µ)) = O (ε−2d)
as ε→ 0.
Proof. Let ε ∈ (0, 1) and m = b6dε−1 + 1c. For all i ∈ {1, . . . , d} and j ∈ {0, . . . ,m}, we
define the quantiles
ti,j := F
−1
i
(
j
m
)
where F−1i (t) := sup{s ∈ R : Fi(s) ≤ t} is the pseudo-inverse of the marginal distribution
function2 Fi. Now, if j = (j1, . . . , jd) ∈ {0, . . . ,m}d, we write
tj = (t1,j1 , . . . , td,jd).
In the following definitions, for convenience, we will also denote by ti,−1 or ti,−2 the points
ti,0 and by ti,m+1 the points ti,m. We introduce the brackets [lk,j, uk,j], k ∈ {0, . . . ,m}d,
j ∈ {0, . . . ,m}d, k ≤ j, given by the α-Ho¨lder functions
lk,j(x) :=
 1 if x ∈ [tk+1, tj−2]0 if x ∈ Rd \ [tk, tj−1]
affine interpolation if x ∈ [tk, tj−1] \ [tk+1, tj−2]
uk,j(x) :=
 1 if x ∈ [tk−1, tj]0 if x ∈ Rd \ [tk−2, tj+1]
affine interpolation if x ∈ [tk−2, tj+1] \ [tk−1, tj]
where we have used the convention that [s, t] = ∅ if s  t.
1On Rd, we use the partial order : x ≤ t if and only if xi ≤ ti for all i = 1, . . . , d.
2Fi(t) = µ(R× · · · × R× (−∞, t]× R× · · · × R)
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For each k ≤ j, we have
‖lk,j − uk,j‖1 ≤ µ ([tk−2, tj+1] \ [tk+1, tj−2])
≤
d∑
i=1
|Fi(ti,ki+1)− Fi(ti,ki−2)|+ |Fi(ti,ji+1)− Fi(ti,ji−2)|
≤ 23d
m
≤ ε.
Using (4.1), we also have
‖lk,j‖α ≤ 1 + d max
i=1,...,d
max
{
1
|ti,ki − ti,ki+1|α
,
1
|ti,ji−1 − ti,ji−2|α
}
≤ 1 + d
[
inf
{
s > 0 : ∃i ∈ {1, . . . , d},∃t, Fi(t+ s)− Fi(t) ≥ 1
m
}]−α
≤ 1 + d
[
inf
{
s > 0 : C|log(s)|−γ ≥ 1
m
}]−α
≤ 1 + d exp
(
α(Cm)
1
γ
)
.
and the same bound for ‖uk,j‖α. Thus, there exists a new constant C > 0 such that for all
k ≤ j ∈ {0, . . . ,m}d, [lk,j, uk,j] is an (ε, exp(Cε−
1
γ ),G, L1(µ))-brackets.
It is clear that for each function f ∈ F there exist a bracket of the form [lk,j, uk,j] which
contain f . Further, we have less than (m + 1)2d such brackets. Thus the proposition is
proved. 
Notice that, under assumptions of the proposition, condition (1.3) is satisfied and therefore
Theorem 1.1 applies to empirical processes indexed by the class of indicators of rectangles,
regarding the class of bounded Ho¨lder functions.
Corollary 4.2. Let (Xi)i≤0 be a Rd-valued stationary process. Let F be the class of indicator
functions of rectangles in Rd and G be the class of α-Ho¨lder functions bounded by 1. Assume
that (1.1), (1.2) hold, and that the distribution function of the Xi satisfies (4.1). Then the
empirical process (Un(f))f∈F converges in distribution in `∞(F) to a tight Gaussian process.
Remark 4.3. By regarding the class of indicator functions of left infinite rectangles as a
sub-class of F , we obtain Theorem 1 of Dehling and Durieu (2011) as a particular case of
the preceding corollary.
4.2. Example 2: Indicators of Multidimensional Balls in the Unit Cube. Here, we
consider the class F of indicator functions of balls on X = [0, 1]d, i.e.
F := {1B(x,r) : x ∈ [0, 1]d, r ≥ 0}
where B(x, r) = {y ∈ X : ‖x−y‖ < r} and ‖ ·‖ denotes the Euclidian norm on Rd. Let G be
the class of α-Ho¨lder functions on [0, 1]d which take values in [0, 1]. We have the following
upper bound.
Proposition 4.4. Let µ be a probability distribution on X with bounded density. Then there
exists C > 0 such that
N(ε, Cε−α,F ,G, L1(µ)) = O (ε−(d+1)) .
Remark 4.5. The reader can check in the proof, that Proposition 4.4 still holds if we
consider balls of the torus Td = Rd/Zd. We will use this result to prove Theorem 1.4:
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Proof of Proposition 4.4. Let ε > 0 be fixed and m = b1
ε
c. For all i = (i1, . . . , id) ∈
{0, . . . ,m}d, we denote by ci the center of the rectangle [ i1−1m , i1m ] × · · · × [ id−1m , idm ]. Then
we define, for i ∈ {1, . . . ,m}d and j ∈ {0, . . . ,m},
li,j(x) :=

1 if x ∈ B
(
ci,
j−2
m
√
d
)
0 if x ∈ X \B
(
ci,
j−1
m
√
d
)
affine interpolation if x ∈ B
(
ci,
j−1
m
√
d
)
\B
(
ci,
j−2
m
√
d
)
ui,j(x) :=

1 if x ∈ B
(
ci,
j+2
m
√
d
)
0 if x ∈ X \B
(
ci,
j+3
m
√
d
)
affine interpolation if x ∈ B
(
ci,
j+3
m
√
d
)
\B
(
ci,
j+2
m
√
d
)
where we use the convention that a ball with negative radius is the empty set. These functions
are α-Ho¨lder (for any α ∈ (0, 1]) and satisfy
‖li,j‖α = ‖ui,j‖α = 1 +
(
m√
d
)α
.
Further, since µ has a bounded density with respect to Lebesgue measure, we have
‖li,j − ui,j‖1 ≤ µ
(
B
(
ci,
j + 3
m
√
d
)
\B
(
ci,
j − 2
m
√
d
))
≤ C
((
j + 3
m
√
d
)d
−
(
j − 2
m
√
d
)d)
= O
(
1
m
)
.
Further we have (m+ 1)md of these couple of functions.
Now, if f belongs to F , f = 1B(x,r) for some x ∈ X , and 0 ≤ r ≤
√
d. Thus there exist
i = (i1, . . . , id) ∈ {0, . . . ,m}d and j ∈ {0, . . . ,m} such that
x ∈
[
i1 − 1
m
,
i1
m
)
× · · · ×
[
id − 1
m
,
id
m
)
and
j
m
√
d ≤ r ≤ j + 1
m
√
d.
We then have li,j ≤ f ≤ ui,j.
Thus the (m+ 1)md brackets [li,j, ui,j], i ∈ {1, . . . ,m}d and j ∈ {0, . . . ,m}, cover the class
F . Therefore, there exist C > 0, such that N(ε, Cε−α,F ,G, L1(µ)) = O( 1
εd+1
). 
4.3. Proof of Theorem 1.4. Let F be the class of indicators of balls on Td and G be the
class of α-Ho¨lder functions bounded by 1 for some α > 1/2. We consider the Td-valued
stationary process Xi = id◦T i. Since, the distribution of X0 is the Lebesgue measure on Td,
Proposition 4.4 shows that Condition (1.3) holds. For all f ∈ G, the central limit theorem
(1.1) holds; see Leonov (1960) and Le Borgne (1999). Dehling and Durieu (2011), Proposi-
tion 3, show that ergodic automorphisms of the torus satisfy a multiple mixing property.
By Theorem 4 of Dehling and Durieu (2011), this implies the 2p-th moment bound (1.2) for
Ho¨lder functions. Thus Theorem 1.1 can be applied. 
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4.4. Example 3: Indicators of Uniformly Bounded Multidimensional Ellipsoids,
Centered in the Unit Cube. Set X = [0, 1]d (we can also work with any other bounded
subspace of Rd) and let ‖ · ‖ denotes the euclidean norm on Rd. Here, we consider the
class of ellipsoids which are aligned with coordinate axes, have their center in X and their
parameters bounded by some constant D ∈ N. For all x = (x1, . . . , xd) ∈ X and all
r = (r1, . . . , rd) ∈ [0, D]d, we set
E(x, r) := {y ∈ Rd :
d∑
i=1
(yi − xi)2
r2i
≤ 1}.
We denote by F the class of indicator functions of these ellipsoids, i.e.
F := {1E(x,r) : x ∈ X , r ∈ [0, D]d}.
Let G be the class of α-Ho¨lder functions on [0, 1]d which take values in [0, 1]. We have the
following upper bound.
Proposition 4.6. Let µ be a probability distribution on Rd with bounded density. Then there
exists C > 0 (which depends on d and D) such that
N(ε, Cε−α,F ,G, L1(µ)) = O (ε−2d) .
Proof. Let ε > 0 be fixed and m = b1
ε
c. For all i = (i1, . . . , id) ∈ {0, . . . ,m}d, we denote by
Ii the rectangle [
i1−1
m
, i1
m
] × · · · × [ id−1
m
, id
m
]. Then, for i ∈ {1, . . . ,m}d and j = (j1, . . . , jd) ∈
{0, . . . , Dm− 1}d, we define the sets
Ui,j =
⋃
x∈Ii
E
(
x,
j
m
)
=
{
y ∈ Rd : min
x∈Ci
d∑
k=1
(yk − xk)2
j2k
≤ 1
}
and
Li,j =
⋂
x∈Ii
E
(
x,
j
m
)
=
{
y ∈ Rd : max
x∈Ci
d∑
k=1
(yk − xk)2
j2k
≤ 1
}
.
We set
li,j(x) :=
 1 if x ∈ Li,j−10 if x ∈ Rd \ Li,j
affine interpolation if x ∈ Li,j \ Li,j−1
ui,j(x) :=
 1 if x ∈ Ui,j+10 if x ∈ Rd \ Ui,j+2
affine interpolation if x ∈ Ui,j+2 \ Ui,j+1
where we use the convention that an ellipsoid with a negative parameter is the empty set.
Since the distance between Ui,j and Rd \ Ui,j+1 is 1m and the distance between Li,j and
Rd \ Li,j+1 is 1m , these functions are α-Ho¨lder (for any α ∈ (0, 1]) with
‖li,j‖α = ‖ui,j‖α = 1 +mα.
Recall that, if j = (j1, . . . , jd) ∈ Rd+ and x ∈ Rd, the Lebesgue measure of the ellipsoid
E(x, j) is given by
λ(E(x, j) = Cd
d∏
k=1
jk,
where Cd is the constant
pid/2
Γ(d/2+1)
(Γ is the gamma function).
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By construction, Ui,j is an ellipsoid (of parameters j/m) that is cut along its hyperplanes
of symmetry and stretched orthogonally to them of a thickness 1/m. Then its volume can
be computed by the formula
λ(Ui,j) = Cd
d∏
k=1
jk
m
+
Cd−1
m
d∑
k=1
∏
l 6=k
jl
m
+ . . .
· · ·+ Cd−p
mp
∑
{k1,...,kp}⊂{1,...,d}
∏
l /∈{k1,...,kp}
jl
m
+ . . .
· · ·+ C2
md−1
d∑
k=1
jk
m
+
1
md
.
We also have
λ(Li,j) ≥ Cd
d∏
k=1
jk
m
− Cd−1
m
d∑
k=1
∏
l 6=k
jl
m
− . . .
· · · − Cd−p
mp
∑
{k1,...,kp}⊂{1,...,d}
∏
l /∈{k1,...,kp}
jl
m
− . . .
· · · − C2
md−1
d∑
k=1
jk
m
− 1
md
.
Since µ has a bounded density with respect to Lebesgue measure (say bounded by some
constant K), we have
‖li,j − ui,j‖1 ≤ µ (Ui,j+2 \ Li,j−1)
≤ Kλ(Ui,j+2)−Kλ(Li,j−1)
= O
(
1
m
)
.
Now, if f belongs to F , f = 1E(x,r) for some x ∈ X , and r ∈ [0, D]d. Thus there exist
i = (i1, . . . , id) ∈ {0, . . . ,m}d and j ∈ {0, . . . , Dm− 1}d such that
x ∈
[
i1 − 1
m
,
i1
m
)
× · · · ×
[
id − 1
m
,
id
m
)
and for each k = 1, . . . , d,
jk
m
≤ rk ≤ jk + 1
m
.
We then have li,j ≤ f ≤ ui,j.
Thus the Ddm2d brackets [li,j, ui,j], i ∈ {1, . . . ,m}d and j ∈ {0, . . . , Dm − 1}d, cover the
class F . Since we have md · (Dm)d of these couples of functions, there exist C > 0, such that
N(ε, Cε−α,F ,G, L1(µ)) = O( 1
ε2d
). 
4.5. Example 4: Indicators of Uniformly Bounded, Multidimensional Ellipsoids.
In Example 3 we only considered indicators of ellipsoids centered in a compact subset of Rd
(the unit square). The following lemma will allow us to extend such results to statements
for indicators of sets in the whole Rd on the cost of a moderate additional assumption and
a (marginal) increase of the bracketing numbers.
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Lemma 4.7. Let X = Rd equipped with the Euclidian norm and a measure µ which is
absolutely continuous with respect to the Lebesgue measure. Let G be the class of α-Ho¨lder
functions on Rd which take values in [0, 1] and F := {1S : S ∈ S}, where S is a class of
measurable sets of diameter not larger than D.
Assume that there are universal constants p, q ∈ N and C ′, C ′′ > 0, such that for any
K > 0 we have
N(ε, ϕ(ε),FK ,G, L1(µ)) ≤ C ′′Kpε−q (4.2)
where FK := {1S : S ∈ S, S ⊂ [−K,K]d} and ϕ(ε) ≤ exp(C ′ε−1/γ) for all sufficiently small
ε > 0. If furthermore
ωF (x) = O(|log(x)|−γ) (4.3)
and
H(t) := µ({x ∈ Rd : |x| > t}) = O(t− 1β ) (4.4)
for some norm | · | on Rd, then there exists a C ≥ C ′ such that
N(ε, exp(Cε−
1
γ ),F ,G, L1(µ)) = O(ε−(βp+q)).
Proof. Note that, if there is an ε0 > 0 such that ϕ(ε) ≤ ψ(ε) for all sufficiently small
ε ∈ (0, ε), for these ε every (ε, ϕ(ε),G, L1(µ))-bracket is also an (ε, ψ(ε),G, L1(µ))-bracket
and thus
N(ε, ψ(ε),G, L1(µ)) ≤ N(ε, ϕ(ε),G, L1(µ)) for all ε ∈ (0, ε0). (4.5)
Set ψ(ε) = exp(C ′ε−1/γ) and choose ε0 > 0 such that condition (4.2) holds for all ε ∈
(0, ε0). Then (4.5) implies that for all these ε
N(ε, exp(C ′ε−
1
γ ),FKε/2+D,G, L1(µ)) ≤ C ′′(Kε/2 +D)pε−q.
Fix ε ∈ (0, ε0) for the time and set Kε = sup{K > 0 : µ([−K,K]d) ≤ 1− ε}. We will denote
the function (0, ε0)→ R+, ε 7→ Kε by K•. Now introduce the bracket [Uε, L], given by L ≡ 0
Uε :=

1, if x /∈ [−Kε/2, Kε/2]d
0, if x ∈ [−Kε, Kε]d
affine interpolation, if x ∈ [−Kε/2, Kε/2]d\[−Kε, Kε]d.
Obviously we have ‖Uε − L‖1 ≤ ε.
To get a boundary for the α-norm of Uε consider the distribution function
G(t) := µ
({x ∈ Rd : |x|max ≤ t})
on R. Observe that the pseudoinverse G−1 of G, given by G−1(s) := sup{t ∈ R : G(t) ≤ s},
is linked to K• by the equality
Kε = G
−1(1− ε).
With geometrical arguments we infer
G(t) =
∑
j∈{−1,1}d
σ(j)F (tj),
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where σ(j) :=
∏d
i=1 ji ∈ {−1, 1}. Therefore
ωG(s) = sup
t∈R
{G(t+ s)−G(t)} = sup
t∈R
∑
j∈{−1,1}d
σ(j)
(
F ((t+ s)j)− F (tj))
≤
∑
j∈{−1,1}d
sup
t∈R
∣∣F ((t+ s)j)− F (tj)∣∣ ≤ ∑
j∈{−1,1}d
ωF (
√
ds)
≤ 2dωF (
√
ds).
By assumption this implies that
ωG(s) = O(|log(
√
ds)|−γ).
Now with the same arguments in the proof of Proposition 4.1 we obtain
‖Uε‖α ≤ 1 + 1|G−1(1− ε
2
)−G−1(1− ε)|α
≤ 1 + inf{s > 0 : ∃t ∈ R such that G(t+ s)−G(t) ≥ ε
2
}−α
≤ 1 + inf{s > 0 : ∃t ∈ R such that ωG(s) ≥ ε
2
}−α
≤ 1 + 1√
d
exp(C ′′′ε−
1
γ )
= exp(C ′′′ε−
1
γ ),
where the constant C ′′′ may change from line to line.
Thus [Uε, L] is a (ε, exp(C
′′′ε−1/γ),G, L1(µ))-bracket. Since it contains any f ∈ F\FKε/2+D
we obtain the bound
N(ε, exp(Cε−
1
γ ),F ,G, L1(µ)) ≤ C(Kε/2 +D)pε−q + 1
where C = max{C ′, C ′′′}.
Let us finally consider the growing rate of Kε/2 as ε → ∞. Since every norm in Rd is
equivalent there is a constant a > 0 such that |x|/a > |x|max for every x ∈ Rd. Furthermore,
by assumption there is a b > 0 such that H(t) ≤ bt−1/β. Therefore
µ
({
x ∈ Rd : |x|max < a−1(2b)βε−β
})
= 1− µ
({
x ∈ Rd : |x|max ≥ a−1(2b)βε−β
})
≥ 1− µ
({
x ∈ Rd : |x| ≥ (2b)βε−β})
= 1−H((2b)βε−β)
≥ 1− ε
2
.
By the definition of K• we therefore obtain that Kε/2 ≤ a−1(2b)βε−β = O(ε−β) and thus
N(ε, exp(Cε−
1
γ ),F ,G, L1(µ)) = O(ε−(βp+q)).

In the situation of Example 3 change X to [−K,K]d. Since we have a bounded density,
condition (4.3) is alway satisfied. Following the proof of Proposition 4.6 we can easily see
that condition (4.2) holds for p = d and q = 2d.
Thus Proposition 4.6 can be extended to
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Corollary 4.8. Let F denote the class of indicators of ellipsoids of uniformly bounded di-
ameter in the whole space Rd.
If (4.4) holds there exists a constant C > 0 such that
N(ε, Cε−α,F ,G, L1(µ)) = O (ε−(β+2)d) .
Remark 4.9. Under the assumption that (4.4) holds, for the class of indicators of balls in
Rd with uniformly bounded diameter, we can obtain the slightly sharper bound
N(ε, Cε−α,F ,G, L1(µ)) = O(ε−(β+1)d+1)
for some C > 0 by applying Lemma 4.7 directly to the situation in Example 3 and using the
same arguments as in the previous example.
4.6. Example 5: Indicators of Zero-Centered Balls of an Arbitrary Norm. In
X = Rd a zero centered ball of the norm ‖ · ‖∗ is given by
B(t) := {x ∈ Rd : ‖x‖∗ ≤ t}.
Let G be the class of α-Ho¨lder functions on Rd with values in [0, 1]. We have the following
bound on the bracketing numbers of the class F := {1B(t) : t > 0}:
Proposition 4.10. If for the probability measure µ on Rd the modulus of continuity ωG of
the function
G(t) := µ(B(t))
satisfies
ωG(s) = O(| log s|−γ), (4.6)
then there is a constant C > 0 such that
N(ε, exp(Cε−
1
γ ),F ,G, L1(µ)) = O(ε−1).
Remark 4.11. Note that in the case that X = R2, dµ(t) = ρ(t)dt and ‖ · ‖∗ denotes the
usual Euclidian norm, a equivalent condition to (4.6) is
sup
r≥0
∫ r+s
r
t
∫ 2pi
0
ρ(teiϕ) dϕ dt = O(| log s|−γ).
Proof of Proposition 4.10. Let G−1 denote the pseudoinverse of G given by
G−1(s) := sup{t ∈ R : G(t) ≤ s}
and set for i ∈ {1, . . . ,m}
ri := G
−1
( 1
m
)
, Bi := B(ri).
For convenience set B−1, B0 := ∅ and Bm+1 = Rd. Define
li :=

1, if x ∈ Bi−2
0, if x ∈ (Bi−1)c
affine interpolation, if x ∈ Bi−1\Bi−2
and
ui :=

1, if x ∈ Bi
0, if x ∈ (Bi+1)c
affine interpolation, if x ∈ Bi+1\Bi.
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The system {[li, ui] : i ∈ {1, . . . ,m}} is a covering for F . Obviously
‖ui − li‖1 = O(m−1).
By the equivalence of all norms on Rd there must be some constant c > 0 (depending only
on the choice of the norm ‖ · ‖∗ and the norm ‖ · ‖ in the definition of the α-norm) such that
‖ui‖α ≤ 1 + 1
c|ri+1 − ri|α
Since by condition (4.6)
ri+1 − ri ≥ inf
{
s > 0 : ∃t ∈ R such that G(t+ s)−G(t) ≥ 1
m
}
≥ inf
{
s > 0 : ∃t ∈ R such that ωG(s) ≥ 1
m
}
≥ exp(−C ′m 1γ )
for some constant C ′ > 0, there is a constant C > 0 such that
‖ui‖α ≤ 1 + 1
c|ri+1 − ri|α ≤ 1 + c
−1 exp(αC ′m
1
γ ) ≤ exp(Cm 1γ )
Analogously we can show that ‖li‖α ≤ exp(αCm
1
γ ). This implies that all [li, ui] are (ε, exp(Cε
− 1
γ ),F ,G, L1(µ))-
brackets and thus
N(m−1, exp(Cm
1
γ ),F ,G, L1(µ)) = O(m).

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