We propose a general formulation of the Bayesian method for assigning individuals to a population among a predetermined set of reference populations using molecular marker information. Compared to previously published methods, ours allows us to consider different types of prior information about allele frequencies by using a Dirichlet prior probability distribution. It also makes it possible to assign a set of individuals assumed to belong to the same population with increased accuracy using their pooled genotype data. The efficiency of the method is illustrated by application to a group of closely related coconut populations. An interesting feature of the Bayesian procedure is the way it handles imprecise information. With a poor or even incomplete dataset, assignment is still be possible and gives valid results: poor data quality is reflected in an ambiguous result rather than in a false conclusion.
Over the last few years, various methods have been proposed for assigning individuals (or sets of individuals) to populations using molecular markers. There are various applications for such methods, for example, for assessing of genetic exchanges between populations (Banks and Eichert 2000; Paetkau et al. 1995) , detection of immigrants (Rannala and Mountain 1997) , managing genetic resources, or controlling poaching (Manel et al. 2002) .
In the following, we will only consider methods that try to answer the question: among populations of a reference set, which is most likely to be the origin of a particular individual? (Cornuet et al. 1999) . These methods are based on two assumptions that, in the considered populations, marker loci are at Hardy-Weinberg equilibrium and locus pairs are at linkage equilibrium.
Researchers who have focused on this question have had to choose between two options: in the first (''supervised'' methods), the populations are given and each is represented by a certain number of individuals sampled in their environment of origin (Baudouin and Lebrun 2000) . In this case, equilibrium conditions represent an approximation of reality. With ''unsupervised'' methods (Dawson and Belkhir 2001; Falush et al. 2003; Pritchard et al. 2000) , the populations are by definition in equilibrium and characterized by the list of allele frequencies. The calculation procedure then consists of simultaneously fitting these frequencies and assigning individuals to the populations (where some individuals may descend from more than one population). This complex calculation is carried out numerically using a Monte Carlo Markov chain (MCMC) approach.
An undeniable advantage of the second option is that it makes it possible to realistically take into account complex genetic situations, including population mixes. This advantage entails two drawbacks: first, the populations are abstract objects that are not necessarily represented in the field, and this may be a hindrance for some applications. Second, numerical solutions by MCMC are demanding in computation time and require a certain degree of know-how, even when the appropriate software is available: a certain number of simulation parameters (e.g., the number of initial simulations, or ''burn-in period,'' the number of replicates, and the number of populations) have to be determined empirically, which can be a relatively tricky operation (Chib and Greenberg 1995) . Consequently, routine use of such methods is not particularly simple.
In contrast, the first option leads to calculations that remain simple enough to be treated analytically. Computations are rapid, their relevance can be checked by hand on conveniently chosen examples, and their routine use is easier. Moreover, the reference populations are effectively represented in the field and, provided populations are sufficiently isolated and the reference samples are carefully taken, the overall equilibrium conditions can be accepted, at least as an approximation. In our view, these two categories of methods should not be opposed, but seen as complementary tools: ''unsupervised'' MCMC methods can (should?) be used to validate the reference set of populations, whereas analytical methods are much more suited to the subsequent assignment of new individuals.
We describe here an analytical assignment procedure that generalizes previously available methods by including two extensions. One is to consider the case in which the test sample consists of several individuals. This is particularly useful in the framework of plant genetic diversity conservation: by comparing newly surveyed populations to already collected ones, gene bank managers can avoid unnecessary duplications. In that case, it is useful to consider a certain number of individuals as representative of the same unknown population. Whenever such an assumption is reasonable (which depends on reproductive behavior and on the possibility of migration), such a collective assignment procedure is expected to result in a much higher discriminating power.
The second extension is the generalization of the prior distribution of allelic frequencies (within the family of Dirichlet distributions). This makes it possible to explore the influence of the prior on the posterior probabilities and to optimize this choice. For example, the ''uninformative'' priors proposed so far have all their parameters a h equal, but in Rannala and Mountain (1997) , the sum of the parameters is one, while Baudouin and Lebrun (2000) proposed using the uniform distribution, where all parameters are equal to one. It was thus necessary to compare these priors, referred to as R&M and UNIF, respectively, in the rest of this article. We keep in mind, however, that the choice is not limited to these priors, and ''informative'' priors (i.e., distributions taking available information on genetic diversity into account) will be considered in another article.
Another aim of this article is to present the problem of assignment in sufficiently general form so that it can be adapted to further applications, including the consideration of inbreeding, dominant markers such as amplified fragment length polymorphisms (AFLPs), and nondiploid genotypes.
Finally, we apply the proposed method to data observed in coconut in order to demonstrate how it can be used to reveal suspected and-highly-unsuspected relationships between populations from the Pacific coast of America.
Materials and Methods

Probabilistic Formulation of the Problem
The point of view adopted here is that assigning a sample (one or more individuals) to a population amounts to choosing from a set of propositions of the type ''the sample belongs to population i '' (proposition noted b i ). This choice is made after examining the genetic structure m of the sample and those of other samples representative of a set of reference populations (which we summarize by n*). To answer, we have to express the degree of confidence we can place in each of these propositions with a probability: Pr(b i / m, n*). If this probability is nil or almost nil, we reject the proposition. However, if it is close to 1, we accept it. For an intermediate value, we conclude that the data provide ambiguous information and that we have difficulties in distinguishing between several possible origins.
In order to have a defined set of propositions from which to choose, we need to represent the diversity of the species by a series of reference populations, each of them characterized by a reference sample. We take this representation to be exhaustive and nonredundant (any individual or group of individuals sampled together belongs to one reference population and one only). This implies having good knowledge of the diversity of the species.
Principle of Bayesian Assignment
From then onward, the principle of the assignment procedure consists in applying Bayes' theorem:
But actually, within the whole reference dataset n*, only observations made on the ith population are relevant as far as the conditional probability of obtaining sample m from population i is concerned. Thus Pr(m/b i , n*) can be reformulated as Pr(m/n i ), the probability of obtaining the genetic structure m, knowing the genetic structure n i of the representative sample. Further, as the b i events are mutually incompatible, we have
the sum being extended to all the reference populations. Thus
The prior distribution, f (i ) ¼ Pr(b i ), enables the user of a Bayesian method to take into account all the relevant data in his possession (other than the molecular data referred to in this article) regarding the identity of the tested sample. This information may arise from geographical considerations, phenotypic observations, or from the results of a previous molecular study. If this information is not available (or ignored), the statement that ''all populations are equally possible'' is adequately expressed by giving the same value to all Pr(b i ) and equation (1) simplifies to
Likelihood Function
Let us now evaluate the probability of a sample of unknown origin belonging to a reference population. Note that when considering the variations of this probability across populations (for a given test sample), it is referred to as the likelihood of the considered population. In order to lighten the notations, we will omit hereafter the index i, which indicates the population among the set of reference populations.
We therefore write Pr(m/n) for Pr(m/n i ). From the definition of a conditional probability, Prðm=nÞ ¼ Prðm \ nÞ= PrðnÞ: ð3Þ Provided that both m and n depend on the same set of unknown parameters x (namely the vector of allele frequencies in the population) and that the samples are supposed to be taken independently in the same population, we have the relation Prðm \ n=xÞ ¼ Prðm=xÞ: Prðn=xÞ: If Pr(x) is our prior probability distribution for x, the marginal distribution of n results from the joint distribution of x and n:
Conventionally the integral sign above represents the multiple integral of the expression over the whole parameter space (i.e., the space of allelic frequencies). Likewise, By replacing Pr(m \ n) and Pr(n) in equation (3) by their values, we obtain the general result Prðm=nÞ ¼ R Prðm=xÞ: Prðn=xÞ: PrðxÞd x R Prðn=xÞ: PrðxÞd x ð5Þ
Application to a Single Multiallelic Marker
The previous formula holds for any pair (m and n) of observations, provided they are independent from each other, but depend on the same unknown parameter vector x, characterizing the population. At present, we consider m and n as vectors whose components fm h g and fn h g represent the number of copies of allele number h in the samples at a given locus (1 h k, where k is the number of alleles of the considered locus). We suppose that the individuals in each sample are taken at random, and that the population is in Hardy-Weinberg equilibrium. Then the probability of having m 1 , m 2 , . . . , m k (respectively, n 1 , n 2 , . . . , n k ) copies of alleles number 1, 2, . . . , k in our samples is given by the multinomial distribution
where x h represents the (unknown) frequency of allele h in the population, and K m and K n are normalization constants (namely multinomial coefficients). Considering the sampling distributions, it is convenient to chose the prior in the Dirichlet family,
where a h represents the parameters of the distribution and K x is another normalization constant (Lee 1997) . Thus equation (5) becomes
The multiple integrals are Dirichlet integrals. The normalization constants K n and K x cancel out. Replacing K m with the corresponding multinomial coefficient, we obtain
which can be presented in a more compact form:
In this formula, m, n, and a are the sums of m h , n h , and a h , respectively. This probability is easily calculated if we recall that for positive real x and for a, a positive integer less than x,
The last step consists in applying equation (1)-or equation (2) if appropriate-to the above result.
Influence of the Prior
If the sample to assign consists of a single diploid individual, m is equal to 2 and equation (7) 
for a heterozygote hh9. These formulas reduce to those of Baudouin and Lebrun (2000) , if all the a h are set equal to 1 and to those of Rannala and Mountain (1997) if they are set equal to 1/k. As the size of the reference sample increases, both estimators tend toward the maximum-likelihood criterion given by Paetkau et al. (1995) : p h 2 for homozygotes and 2.p h .p h9 for heterozygotes (where p h ¼ n h /n represents the observed frequency of allele h). However, the uncertainty of the allele frequencies in the reference samples is reflected in additional terms a h and a, respectively, in the numerator and in the denominator. As a result, the denominator remains strictly positive, even if an allele found in the tested sample is not found in the reference population and the correction of allele frequencies required in Paetkau et al. (1995) is no longer needed. Similarly the marginal probability of observing the reference sample is deduced from equation (4):
When applied to a single diploid individual (i.e., with n ¼ 2), this expression represents a prior estimate of genotypic frequencies in a population. The UNIF prior assigns the same prior probability Pr(n) ¼ 2/[k(k þ 1)] to all genotypes, while the R&M prior assumes a higher prior probability for homozygote genotypes, Pr(n) ¼ (k þ 1)/2k 2 , than for heterozygotes, Pr(n) ¼ 1/k 2 . If we remember that Nei's diversity index is also the expectation of the rate of heterozygosity in diploids, we see how the R&M prior differs from the UNIF prior: a lower anticipated genetic diversity will result in a lower uncertainty of posterior allele frequencies. Finally, it can be shown that the posterior probability of the vector of allele frequencies follows a Dirichlet distribution:
Application to Multilocus Genotypes
The above calculations can be generalized to several loci, provided that the populations being considered are in linkage equilibrium. In that case, the distributions of the different loci are independent and the probability of belonging to a given population is equal to the product of the probabilities computed for each locus. More precisely, introducing another subscript for loci, the likelihood function in equations (1) The linkage equilibrium hypothesis remains reasonable as long as these populations form stable, uniform sets, and there is no major gene flow with genetically very different populations.
Application to Coconut
As an illustration of the efficiency of the method, we applied the proposed algorithms to 74 coconuts from six populations from the Pacific coast of Latin America (Table 1) . They form a group that has a narrow genetic base and is clearly distinct from the other populations of the same species.
The 14 microsatellite markers used were those of the microsatellite kit developed for the identification of coconut cultivars (Baudouin and Lebrun 2002) . They total more than 180 alleles, 71 of which were present in the study populations. The number of alleles per locus ranged from three to eight in this study.
The algorithm described in this article was used to assign each individual to the most likely population, using the UNIF and R&M priors. An ''exclusion'' algorithm (Cornuet et al. 1999 ) based on random sample simulation was also used to detect possible outliers. The score obtained is the proportion of simulated samples (representative of the same population) whose probability, Pr(m/n), is less than or equal to that of the tested sample. These procedures were repeated after grouping the original populations according to their genetic affinities. In all those tests, the ''tested'' individual was excluded from the reference samples in order to avoid bias in the assignment procedure. Lastly, the benefit of grouping tested individuals was examined by splitting each group into two or three samples, one served as a reference sample, the others were tested collectively. Calculations were carried out using GeneClass2 software (Piry et al. 2004 ).
Results and Discussion
Comparison Between Prior Distributions
The algorithm provided basically similar results whichever prior was used. In the rare cases where the two priors disagreed on the most likely origin, the population preferred by one was attributed a probability of between 0.05 and 0.50 by the other. However, the UNIF prior tended to provide slightly more ambiguous (or more uncertain) results. It is worth noting that the observed rate of heterozygotes was in the same range as the one expected by the R&M prior, but notably lower than what the UNIF prior predicts, it seems that the former gave a better account of genetic diversity in the considered populations. As a result, the latter had a tendency to overestimate the uncertainty of allele frequencies (see the section on ''Influence of the Prior'' above). We will only comment on the results of the R&M prior.
Assigning Individuals to the Original Populations
We began by assigning all individuals to one of the first five populations. The results are summarized in Table 2 , where only the population with the highest probability is taken into account. Only 53% of the corresponding probabilities were greater than 0.95 and could therefore be considered as unambiguous. Many individuals were not associated with their population of origin (23 of 70, or 33%). However, most of these cross-assignments (16 cases) occurred between the two Aguadulce populations or between Monagre and Bowden. Lastly, the four individuals from Peru were preferentially assigned to the Bowden population, but with a not insubstantial probability for Monagre. The exclusion algorithm showed that the genotypes of two individuals were incompatible ( p 10 À5 ) with their population of origin. The first was in the Monagre population and seems to be a typical coconut from Aguadulce (both populations are planted side by side in Côte d'Ivoire). The second was in the Costa Rica population and had several alleles of unknown origin. These individuals were excluded from subsequent analyses.
Grouping Populations According to Their Genetic Affinities
Given the above results, it was clear that some of the above populations were so similar that there was no point in considering them as distinct. A first group consisted of Aguadulce populations 1 and 2. A second included the Monagre, Bowden, and Peru populations, and the Costa Rica population alone formed the third group. These groups were consistent with genetic distances (Table 3) . Only three individuals were preferentially assigned to another group (Table 4) . However, they were still considered as possible members of their population, according to the exclusion method, with respective scores of 0.10, 0.26, and 0.39. In addition, the assignment probabilities were greater than 0.95 for 59 individuals (81%). Finally, the cumulative distribution of the scores of the exclusion procedure was roughly linear, which suggests that the groups are sufficiently homogeneous. This improvement in the result bears witness to both the relevance of the groupings and the gain in discriminating power achieved with larger reference samples.
Grouping Tested Individuals
In order to illustrate the potential benefits of simultaneously testing several individuals from the same unknown population, we used Aguadulce 1, Monagre, and eight individuals of the Costa Rica population as reference samples, respectively, for the first, second, and third groups. When looking for the origin of the Aguadulce 2, Bowden, and Peru samples, and of the remaining seven individuals of the Costa Rica population (taken together), we obtained the correct origin with probabilities greater than 0.9999. This gain in precision can be illustrated by the Peru sample. Table 5 shows the log-likelihoods (i.e., Àlog 10 (Pr(m/n i )) of the three groups for the four Peruvian individuals.
While the evidence in favor of group 2 was only slight when individuals were considered (log-likelihood ratio between 0.5 and 0.9, hence a likelihood ratio of less than 10), it was quite decisive (likelihood ratio of more than 10 4 ) when the four individuals were considered together. Another option was to seek the probability of simultaneously drawing these four genotypes from the reference population. This The population to which an individual is assigned is the one which has the highest posterior probability. The figures in the table represent the number of individuals from a given source population that were assigned to a reference population. The tested individual was removed from its ''true'' population of origin before testing. Individuals marked with an * were excluded from subsequent analyses. Table 3 . Genetic distances (Nei 1972 ) between the studied populations The LLR value represents the logarithm of the likelihood ratio in favor of group 2 (the difference between the log-likelihood of group 2 and that of the next group).
probability is proportional to the product of the individual probabilities (if the individuals are not related), Prðm 1 \ m 2 \ m 3 \ m 4 =nÞ ¼ K : Prðm 1 =nÞ: Prðm 2 =nÞ: Prðm 3 =nÞ: Prðm 4 =nÞ:
The factor K is a multinomial coefficient that only depends on the test sample and is therefore eliminated when applying Bayes' theorem. Thus the assignment criterion is 10 x , where x is the sum of the log-likelihoods of a population for all tested individuals. In our example, the odds in favor of the Peru population belonging to group 2 were further increased by a factor of 10 5.468À4.386 ' 12.
Comparison with the MCMC Method
With this relatively small dataset, GeneClass2 performed the assignment procedure on our computer in less than half a second. For the ''exclusion'' method, testing 10,000 simulated individuals for each tested individual-reference population combination took about 10 min. This can be compared with the 15 min taken to complete 200,000 iterations of the MCMC algorithm with Structure 2.0 [see Pritchard and Wen (2002) for technical explanations about Structure 2.0]. With this software, the procedure was run several times with various burn-in periods and iteration numbers, and results were consistent except for a single run for which the logarithm of the probability of the data had an unusually large variance. Structure 2.0 identified the same three populations as GeneClass2 and the same results were obtained with and without admixture, but the effect of prior population information played a critical role: when it was used, all individuals were assigned to their own population of origin; without this information, five individuals from the Monagre population (instead of one) were assigned to the Costa Rica population. The behavior of GeneClass2 was intermediate between these extreme options because it took information on the population of origin of the reference sample for granted but ignored it for the tested sample.
Conclusion
The application to coconut illustrates the efficiency of the proposed procedure. In addition, it gives an example of the kind of critical examination that is required to validate a reference database for population assignment. Applying Bayesian assignment to this genetically weakly differentiated group of cross-pollinating coconut palms made it possible to precisely determine the relationships of the different samples and to group them according to their affinities. While the origin of Aguadulce 2 was confirmed, the two other populations from Panama proved difficult to distinguish, at least with the number of loci and the sample sizes used, and there was no reason to consider them as distinct. The population from Costa Rica was closely related to those from Panama, but the difference was sufficient to assign most individuals to their respective origins. Finally, the four samples from Peru were unambiguously assigned to group 2 from Panama. The assignment took on a particularly conclusive value when considering the Peru samples collectively. This close resemblance between geographically distant populations was not expected at first, and suggests that they have a common origin. Finally, the exclusion method proved useful in identifying two individuals of dubious origin.
Comparing the predicted proportion of heterozygotes to the observed one may serve as a guide to choosing a prior. The rationale is that this quantity is related to genetic diversity and thus to uncertainty in allele frequencies. In our coconut data, the R&M prior gave a better prediction of heterozygosity and was also slightly more accurate for assignment. In a future article we intend to propose more efficient priors based on the observed distribution of alleles in the species.
Interest of the Method
The method proposed above generalizes the assignment procedure proposed by Rannala and Mountain (1997) to the case where the prior distribution is a Dirichlet distribution with any parameter. Like the method proposed by Baudouin and Lebrun (2000) , it can be applied when the test sample is an individual or a set of several individuals of the same origin. Grouping tested individuals considerably increased the power of the assignment test and may be recommended whenever applicable. The degree of certainty of the assignment is assessed in a natural way because the result is given in terms of probability. Compared to the unsupervised methods implemented in Structure, the proposed method required much less calculation time and was easier to use. It also concentrated on the populations as they are in the field rather than on hypothetical population structures inferred from a model including a large number of parameters. This suggests that it is well adapted to routine applications. In contrast, complex situations, implying far-from-equilibrium populations, will benefit from more elaborate techniques, using MCMC, provided the number of populations (and thus the number of parameters) is not too large.
Treatment of Missing Data
An attractive particularity of the Bayesian approach is that it simplifies the treatment of missing data. In this case, the prior distribution of allele frequencies fully plays its role. Two particular cases are worth considering: (1) A locus is missing in the test sample: all the m h are nil, as is m. In this case, the numerator and the denominator of equation (7) are equal and Pr(m/n) ¼ 1 for all the reference populations. This reflects a self-evidence: as the locus was not observed in the test sample, it could not possibly provide information about its origin. (2) A locus is missing in reference population i. In this case, Pr(m/n) is simply equal to Pr(m) (see equation 8). Note that this probability is deduced from the prior distribution for allele frequencies only and may differ from Pr(m/n*). The nongenotyped population is thus attributed a ''mean'' likelihood which is consistent with the fact that in the absence of data in the reference population, nothing can be said in favor or against the sample belonging to it.
To summarize, missing data are automatically dealt with in a sensible manner by Bayesian assignment procedures. They inevitably lead to less precise assignment, but they in no way prevent calculation of the assignment scores. In contrast, methods based on maximum likelihood or genetic distances use the observed allele frequencies and the result is indeterminate as soon as data are missing in the reference population. As a result, missing data require a specific treatment.
Requirements and Limitations
It must be borne in mind that the quality of the results obtained with any assignment method depends mainly on the quality of the reference population set, which should be established using all the available information about the genetic diversity of the species. This information includes both ''external'' (e.g., geographical, ecological, and morphological data) and ''internal'' evidence [e.g., population genetics parameters, results of ''unsupervised'' methods and of the ''exclusion method'' proposed in Cornuet et al. (1999) ]. The reference set should be as exhaustive as possible, each reference population should be carefully identified, in (at least approximate) equilibrium, and the number of individuals per population should be sufficient. This number varies with the precision required: for example, 10 individuals (in each reference sample as well as in the tested sample) seem to be sufficient for identifying coconut cultivars in a global context, while much larger samples will be necessary for finegrained regional studies. Finally, the sampling procedure should be designed to avoid collecting closely related individuals.
To our knowledge, all similar methods assume that the tested individuals are not inbred: Wilson and Rannala (2003) include an inbreeding coefficient, but only at the population level. In effect, including inbreeding makes the calculations much more complicated, as Pr(m/x) is no longer in a multinomial form. Inbred (or related) individuals in a reference sample will increase the uncertainty of allele frequencies (because the inbreeding reduces the number of genes actually sampled), but will not change its expectation. If a tested individual is inbred, the likelihood of all populations will be reduced in more or less the same manner. Thus the method is likely to provide sensible results, even if the discriminating power is lower than expected. The problem is more serious with the exclusion method mentioned above, because in that case the probability of the tested sample in the population is considered for itself rather than compared to the values obtained in other populations. Thus inbreeding alone may be a cause of elimination.
Finally, the method assumes that the tested sample actually belongs to one of the reference populations and the result may be inexact if this condition is not met. It is thus recommended that the results of assignment tests be checked with the exclusion method. It must be borne in mind, however, that if the exclusion test rejects the result of assignment, several explanations are possible: the individual may come from a nonreferenced population, be a between-population hybrid, or be inbred.
The method proposed here is implemented in GeneClass2 software (Piry et al. 2004) , with the two types of prior distribution. This software, which is derived from GeneClass (Cornuet et al. 1999) , also proposes several other methods based on genetic distances or maximum likelihood (Paetkau et al. 1995) . Each of these methods can be applied directly or through a semi-Bayesian ''exclusion'' procedure that compares the probability of the test individual to that of a large number of simulated samples from a population. GeneClass2 is available on the Internet at the following address: http://www.ensam.inra.fr/URLB/.
