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Abstract
In this paper, the quadratic Riccati differential equation is solved by He’s variational iteration method with consideringAdomian’s
polynomials. Comparisons were made between Adomian’s decomposition method (ADM), homotopy perturbation method (HPM)
and the exact solution. In this application, we do not have secular terms, and if , Lagrangemultiplier, is equal−1 then theAdomian’s
decomposition method is obtained. The results reveal that the proposed method is very effective and simple and can be applied for
other nonlinear problems.
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1. Introduction
First, the variational iteration method was proposed by He [8–11] and was successfully applied to autonomous
ordinary differential equation [12], to nonlinear partial differential equations with variable coefﬁcients [14], to
Schrodinger–KdV, generalized KdV and shallow water equations [3], to Burger’s and coupled Burger’s equations
[4], to linear Helmholtz partial differential equation [19] and recently to nonlinear fractional differential equations with
Caputo differential derivative [20], and other ﬁelds, [16,17].
Since the beginning of the 1980s, the Adomian decomposition method (ADM) has been applied to a wide class of
functional equations [5]. In this method the solution is given as an inﬁnite series usually converging to an accurate
solution. Bulut and Evans [6] applied the decomposition method for solving Riccati equation. El-Tawil et al. [7] applied
the multistage Adomian’s decomposition method for solving Riccati differential equation and compared the results
with standardADM. Recently,Abbasbandy [1] applied homotopy perturbation method (HPM) [15,18], to solve Riccati
differential equation and compared the obtained results for this equation.Also,Abbasbandy [2] used iterated homotopy
perturbation method to solve this equation, the obtained results was better for the long time horizon.
In this paper, a new application of He’s variational iteration method is applied to solve quadratic Riccati differential
equation. This application does not have secular terms and in special case, theADM is obtained [11]. Comparisons are
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made between standard ADM and HPM and the exact solution and the proposed method. The results reveal that the
proposed method is very effective and simple and can be applied for other nonlinear problems.
2. Mathematical formulation
In this paper, we consider the quadratic Riccati differential equation [1,2]
dY (t)
dt
= 2Y (t) − Y 2(t) + 1, (1)
with initial condition Y (0) = 0. A simple case of Riccati differential equation is considered in [13] by using homotopy
perturbation technique. The exact solution of (1), Fig. 1, was found to be
Y (t) = 1 + √2 tanh
(√
2t + 1
2
log
(√
2 − 1√
2 + 1
))
.
Expanding Y (t) using Taylor expansion about t = 0 gives
Y (t) = t + t2 + 13 t3 − 13 t4 − 715 t5 − 745 t6 + 53315 t7 + 71315 t8 + · · · .
Applying ADM [5] to solve (1), starting from t = 0 with ﬁve terms, we get
Y (t)t + t2 + 13 t3 − 13 t4 − 715 t5 − 15 t6 + 163315 t7 − 62315 t8 + 622835 t9.
Applying HPM [1] to solve (1), starting from initial approximation y0(t) = t with ﬁve terms, we get
Y (t)t + t2 + 13 t3 − 13 t4 − 715 t5 − 745 t6 + 53315 t7 + 2211260 t8 + · · · .
To illustrate the basic concept of He’s variational iteration method, we consider the following nonlinear functional
equation [9]:
LY (t) +NY (t) = g(t), (2)
whereL is a linear operator,N a nonlinear operator, and g(t) is a known analytical function. Ji-Huan He has modiﬁed
the general Lagrange multiplier method into an iteration method, which is called correction functional, in the following
way [8–12]
yn+1(t) = yn(t) +
∫ t
0
(Lyn(x) +Ny˜n(x) − g(x)) dx, (3)
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Fig. 1. The exact solution.
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where  is a general Lagrange multiplier, which can be identiﬁed optimally via the variational theory [14], the subscript
n denotes the nth approximation, and y˜n is considered as a restricted variation [8–12], i.e., y˜n = 0. It is shown this
method is very effective and easy for linear problem, its exact solution can be obtained by only one iteration, because
 can be exactly identiﬁed. But for nonlinear problems, there are secular terms, which should be considered [11].
To solve (1) by means of He’s variational iteration method, a correction functional can be written down as follows:
yn+1(t) = yn(t) +
∫ t
0

{
d
dx
yn(x) − 2yn(x) − 1 + y˜2n(x)
}
dx,
where y˜n is considered as a restricted variation. Its stationary conditions can be obtained as follows:
′(x) + 2(x) = 0,
1 + (x)|x=t = 0.
The Lagrange multiplier, can be identiﬁed as  = −e2(t−x), and the following variational iteration formula can be
obtained
yn+1(t) = yn(t) −
∫ t
0
e2(t−x)
{
d
dx
yn(x) − 2yn(x) − 1 + y2n(x)
}
dx. (4)
First, we allow to appear secular terms. We start with an initial approximation y0(t) = t . By the iteration formula (4),
we can obtain directly the other components as
y1(t) = t + −1 + e
2 t − 2 t + 2 t2
4
,
y2(t) = −
(
5
32
)
+ 3 e
2 t
16
− e
4 t
32
+ 5 t
8
+ e
2 t t
8
+ 3 t
2
4
− e
2 t t2
8
+ t
3
2
− e
2 t t3
12
+ t
4
8
,
y3(t) = 174252048 −
208505e2t
24576
− 27 e
4t
1024
+ 19 e
6t
8192
− e
8t
6144
+ 2303t
128
+ 15e
2t t
256
+ e
4t t
128
+ 5e
6t t
2048
+ 4631t
2
256
− 25e
2t t2
256
− 3e
4t t2
256
− e
6t t2
1024
+ 1537t
3
128
− 61e
2t t3
384
+ 13e
4t t3
384
− e
6t t3
768
+ 1487t
4
256
− 47e
2t t4
768
+ 5e
4t t4
768
+ 67t
5
32
+ 23e
2t t5
960
+ 35t
6
64
+ 7e
2t t6
192
− e
4t t6
288
+ 3t
7
32
+ 11e
2t t7
672
+ t
8
128
+ e
2t t8
384
,
and expanding y3(t) using Taylor expansion about t = 0 gives
Y (t)y3(t) = t + t2 + t
3
3
− t
4
3
− 7t
5
15
− 7t
6
45
+ 53t
7
315
+ 673 t
8
2520
+ · · · .
The CPU time for calculating y4(t), y5(t), . . . is very high and almost impossible. For this reason, we must consider
secular terms by choosing another y0(t), [11].
3. New application of He’s variational method
We deﬁne the solution Y (t) by the series
Y (t) =
∞∑
i=0
ui(t),
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and the nonlinear term
NY =
∞∑
i=0
Ai(u0, u1, . . . , ui),
where the (Adomian) polynomials Ai can be generated for all type of nonlinearities according to algorithms set by
Adomian [5,21], and
yn(t) =
n∑
i=0
ui(t).
We suppose all series are convergent. For example, in Riccati (1),NY = Y 2 and we have [21]
A0 = u20,
A1 = 2u0u1,
A2 = 2u0u2 + u21,
A3 = 2u0u3 + 2u1u2,
A4 = 2u0u4 + 2u1u3 + u22,
and so on. Hence from (4), we have
un+1(t) = yn+1(t) − yn(t) =
∫ t
0

{
y′n(x) − 2yn(x) − 1 +
n∑
i=0
Ai(x)
}
dx,
or
un+1(t) =
∫ t
0

{
n∑
i=0
u′i (x) − 2
n∑
i=0
ui(x) − 1 +
n∑
i=0
Ai(x)
}
dx,
where  = −e(t−x). With initial approximation u0(t) = t , we have
u1(t) = 14 (−1 + e2t − 2t + 2t2),
u2(t) = 14 (t2 − e2t t2 + 2t3),
u3(t) = 196 (−3e4t + e2t (12t4 − 8t3 + 12t2 + 12t − 96) + 60t4 + 120t3 + 180t2 + 192t + 99),
u4(t) = 1192 (e4t (12t2 − 6t + 3) + e2t (−8t6 + 16t5 − 36t4 − 32t3
+ 192t2 − 1476) + 168t5 + 636t4 + 1584t3 + 2748t2 + 2946t + 1473).
Expanding y4(t) using Taylor expansion about t = 0 gives
y4(t) = t + t2 + 13 t3 − 13 t4 − 715 t5 − 745 t6 + 53315 t7 + 2211260 t8 + · · · .
The results are the same as HPM, and it is interesting, when = −1 the obtained results are the same as ADM, [1,11].
Remark 3.1. A comparison between the approximate solutions with the exact solution shows that these methods are
accurate only for small times t. We can use the iterated of present method to obtain better result which is the capability
to achieve the solution for the whole time horizon with only two terms, [2].
4. Conclusion
In this work, we present the new application of the He’s variational iterative method to approximate the solution of
quadratic Riccati differential equation. It gives a simple and a powerful mathematical tool for nonlinear problems. In
our work we use the Mathematica Package to calculate the series obtained from the He’s variational iteration method.
S. Abbasbandy / Journal of Computational and Applied Mathematics 207 (2007) 59–63 63
Acknowledgements
The author would like to thank the referee for his valuable suggestions. Many thanks are due to ﬁnancial support
from the Imam Khomeini International University of Iran.
References
[1] S. Abbasbandy, Homotopy perturbation method for quadratic Riccati differential equation and comparison with Adomian’s decomposition
method, Appl. Math. Comput. 172 (2006) 485–490.
[2] S. Abbasbandy, Iterated He’s homotopy perturbation method for quadratic Riccati differential equation, Appl. Math. Comput. 175 (2006)
581–589.
[3] M.A. Abdou, A.A. Soliman, New applications of variational iteration method, Physica D 211 (2005) 1–8.
[4] M.A. Abdou, A.A. Soliman, Variational iteration method for solving Burger’s and coupled Burger’s equations, J. Comput. Appl. Math. 181
(2005) 245–251.
[5] G. Adomian, Solving Frontier Problems of Physics: The Decomposition Method, Kluwer Academic Publishers, Dordrecht, 1994.
[6] H. Bulut, D.J. Evans, On the solution of the Riccati equation by the decomposition method, Int. J. Comput. Math. 79 (2002) 103–109.
[7] M.A. El-Tawil, A.A. Bahnasawi, A. Abdel-Naby, Solving Riccati differential equation using Adomian’s decomposition method, Appl. Math.
Comput. 157 (2004) 503–514.
[8] J.H. He, A new approach to nonlinear partial differential equations, Comm. Nonlinear Sci. Numer. Simul. 2 (1997) 230–235.
[9] J.H. He,Approximate analytical solution for seepage ﬂow with fractional derivatives in porous media, Comput. MethodsAppl. Mech. Eng. 167
(1998) 57–68.
[10] J.H. He,Approximate solution of nonlinear differential equations with convolution product nonlinearities, Comput. MethodsAppl. Mech. Eng.
167 (1998) 69–73.
[11] J.H. He, Variational iteration method—a kind of non-linear analytical technique: some examples, Internat. J. Nonlinear Mech. 34 (1999)
699–708.
[12] J.H. He, Variational iteration method for autonomous ordinary differential systems, Appl. Math. Comput. 114 (2000) 115–123.
[13] J.H. He, A coupling method of homotopy technique and perturbation technique for nonlinear problems, Internat. J. Nonlinear Mech. 35 (1)
(2000) 37–43.
[14] J.H. He,Variational principle for some nonlinear partial differential equations with variable coefﬁcients, Chaos, Solitons and Fractals 19 (2004)
847–851.
[15] J.H. He, The homotopy perturbation method for nonlinear oscillators with discontinuities, Appl. Math. Comput. 151 (2004) 287–292.
[16] J.H. He, Some asymptotic methods for strongly nonlinear equations, Internat. J. Modern Phys. B 20 (2006) 1141–1199.
[17] J.H. He, Non-Perturbative Methods for Strongly Nonlinear Problems, dissertation.de-Verlag im Internet GmbH, Berlin, 2006.
[18] S.J. Liao, Beyond Perturbation: Introduction to the HomotopyAnalysis Method, Chapman & Hall, London, CRC Press, Boca Raton, FL, 2003.
[19] S. Momani, S. Abuasad, Application of He’s variational iteration method to Helmholtz equation, Chaos, Solitons and Fractals 27 (2006)
1119–1123.
[20] Z.M. Odibat, S.Momani,Application of variational iterationmethod to nonlinear differential equations of fractional order, Internat. J. Nonlinear
Sci. Numer. Simul. 7 (2006) 27–34.
[21] A. Wazwaz, A new algorithm for calculating Adomian polynomials for nonlinear operators, Appl. Math. Comput. 111 (2000) 53–69.
