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1. Introduction
This work is a generalization of the results in [3] for high-order nonlinear differential equations, obtaining a numerical
method that allows us to find an approximation of the solution of the following initial-value problem: given m ∈
N, θ0, θ1, . . . , θm−1 ∈ Rn, f ∈ C([α, α + β] × Rn × · · · × Rn,Rn), such that there exists M ∈ R satisfying for all t ∈
[α, α + β], u1, . . . , um, v1, . . . , vm ∈ Rn
‖f (t, u1, . . . , um)− f (t, v1, . . . , vm)‖∞ ≤ M max
i=1,...,m
‖ui − vi‖∞,
find x ∈ Cm([α, α + β],Rn) such that{
xm)(t) = f (t, x(t), x′(t), . . . , xm−1)(t)), t ∈ [α, α + β]
x(α) = θ0, x′(α) = θ1, . . . , xm−1)(α) = θm−1. (1.1)
It is a well-known and easy to prove the fact that the initial-value problem (1.1) is equivalent to finding the fixed point
x ∈ Cm−1([α, α + β],Rn) of the associated integral operator. In this work we combine this fact with some properties of
a certain Schauder basis in the Banach space C([α, α + β]) = C([α, α + β],R) (endowed with its usual sup-norm) to
obtain a numerical method in order to solve (1.1). This method provides us with an approximation to the solution with the
advantage, in relation to other numerical methods, that we do not need to solve algebraical equations by using collocation
methods or any quadrature formula.
Section 2 is devoted to some notions and results related to the integral operator associatedwith the initial-value problem
and to Schauder bases. In Section 3 we describe the numerical method announced above, including an analysis of the error.
Finally, in Section 4 we apply the method to a concrete example.
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2. Some technical results
First of all, let us recall as wementioned above, that the initial-value problem (1.1) is equivalent to the problem of finding
an x ∈ Cm−1([α, α + β],Rn), such that Tx = x, where T : Cm−1([α, α + β],Rn) −→ Cm−1([α, α + β],Rn), is defined, for
all x ∈ Cm−1([α, α + β],Rn) and α ≤ t ≤ α + β , by
(Tx)(t) := θ0 + (t − α)θ1 + (t − α)
2
2! θ2 + · · · +
(t − α)m−1
(m− 1)! θm−1
+
∫ t
α
∫ s1
α
· · ·
∫ sm−1
α
f (sm, x(sm), x′(sm), . . . xm−1)(sm))dsm · · · ds2ds1. (2.1)
In order to find a fixed point for the operator T in (2.1) we shall consider the following version of the Banach fixed point
theorem (see [4]): Let (X, ‖·‖) be a Banach space, let F : X −→ X and let {µj}j≥1 be a sequence of nonnegative real numbers
such that the series
∑
j≥1 µj converges and for all x, y ∈ X and for all j ≥ 1,
‖F jx− F jy‖ ≤ µj‖x− y‖. (2.2)
Then F has a unique fixed point u ∈ X , and, in addition, if x¯ is an element in X , then for all j ≥ 1,
‖F jx¯− u‖ ≤
( ∞∑
i=j
µi
)
‖F x¯− x¯‖. (2.3)
In particular u = limj F j(x¯).
If one tries to apply this result to the operator T , it seems to be convenient to obtain an upper bound for ‖T jx− T jy‖ (the
norm in the space Cm([α, α + β],Rn) is
‖ω‖ := max{‖ω‖∞, ‖ω′‖∞, . . . , ‖ωm)‖∞},
where for ν ∈ C([α, α + β],Rn), ‖ν‖∞ denotes the sup–sup-norm ‖ν‖∞ := supα≤t≤α+β ‖ν(t)‖∞). It is not difficult to
prove, using Fubini’s theorem and the induction principle, the inequality
‖T jx− T jy‖ ≤ β
mj
((m− 1)j)!M
j‖x− y‖, (2.4)
for all x, y ∈ Cm−1([α, α+ β],Rn) and for all j ≥ 1, withM the Lipschitz constant of f . Since∑j≥1 βmj((m−1)j)!M j converges for
any β andM , and in view of (2.4), inequality (2.2) is satisfied with F = T and µj = βmj((m−1)j)!M j, from the Banach fixed point
theorem it follows that there exists a unique fixed point u ∈ Cm−1([α, α + β],Rn) for T , that is, u is the unique solution
of the nonlinear initial-value problem (1.1). In addition, for each x¯ ∈ Cm−1([α, α + β],Rn), we have u = limj T j(x¯). As a
consequence of inequalities (2.4) and (2.3) and Taylor’s formula, we deduce that, for all j ≥ 1,
‖T jx¯− u‖ ≤ β
mj
((m− 1)j)!M
jeMβ‖T x¯− x¯‖. (2.5)
Now we shall recall the notion of Schauder basis and introduce the concrete Schauder basis in the space C[α, α + β]
which we use to develop the numerical method. It is possible to consider any Schauder basis in the space C[α, α + β],
although we have chosen this particular basis for the sake of simplicity. Let us also point out that Schauder bases have been
used as a fundamental tool in order to solve numerically some other integral, differential, and integro-differential equations
(see [1–3] or [6]).
A sequence {zj}j≥1 in a (real) Banach space X is said to be a Schauder basis provided that for all z ∈ X there exists a
unique sequence of scalars {λj}j≥1 such that z = ∑j≥1 λjzj. The jth biorthogonal functional associated with the basis is the
(continuous and linear) functional z∗j : X −→ R defined by z∗j (z) = λj, for all z ∈ X , and the jth projection is the (continuous
and linear) operator Qj : X −→ X given by Qj(z) =∑ji=1 λizi, for all z ∈ X .
In order to fix the Schauder basis mentioned above, let {tj}j≥1 be a dense sequence of distinct points in [α, α + β] with
t1 = α and t2 = α + β . Then we define the sequence {Γj(t)}j≥1 (associated with {tj}j≥1) in C([α, α + β]) as follows. Set
Γ1(t) = 1, for all t ∈ [α, α + β]. The function Γ2(t) is linear on [α, α + β] such that Γ2(α) = 0 and Γ2(α + β) = 1. If
j > 2, then one divides [α, α + β] into j− 2 parts by the points t1, . . . , tj−1 and one chooses the interval [ti, tk], ti < tk that
contains tj. Then one sets Γj(ti) = Γj(tk) = 0, Γj(tj) = 1 and extends Γj(t) linearly to [ti, tj] and [tj, tk]. Outside (ti, tk) one
sets Γj(t) equal to zero. Clearly Γj(t) is a piecewise linear continuous function.
The sequence {Γj}j≥1 is the classical Schauder basis in C([α, α+β]) (see [5,7]), also known as the Faber–Schauder system,
and we shall denote by {Γ ∗j }j≥1 and {Qj}j≥1, respectively, the sequences of biorthogonal functionals and projections. These
sequences satisfy the following interpolation properties (see [5,7]):
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Proposition 1. Let z ∈ C([α, α + β]). Then
Γ ∗1 (z) = z(t1) (2.6)
and for all j > 1,
Γ ∗j (z) = z(tj)−
j−1∑
i=1
Γ ∗i (z)Γi(tj). (2.7)
In particular, for all j ≥ 1 and for all i ≤ j,
(Qjz)(ti) = z(ti). (2.8)
3. The numerical method
Our next objective is to obtain T jx¯, or at least an approximation of that function. The following result enables one to obtain
the image, under the operator T , of any continuous function in terms of certain sequences of scalars, sequences which are
obtained just by evaluating some functions at appropriate points.
Theorem 2. Let n ≥ 1 and assume that f = (fk)k=1,...,n ∈ C([α, α + β] × Rn × · · · × Rn,Rn) and θ0, θ1, . . . , θm−1 ∈ Rn.
Let us consider the function ϕ = (ϕk)k=1,...,n ∈ C([α, α + β],Rn), defined by ϕ(t) = f (t, x(t), x′(t), . . . , xm−1)(t)). Given
1 ≤ k ≤ n, i ≥ 1 let {λ(i)k }i≥1 be the sequences of scalars satisfying
ϕk =
∑
i≥1
λ
(i)
k Γi. (3.1)
Let us consider the continuous integral operator T : Cm−1([α, α+ β],Rn) −→ Cm−1([α, α+ β],Rn) defined in (2.1). Then, for
all x = (xk)k=1,...,n ∈ Cm−1([α, α + β],Rn) and for all t ∈ [α, α + β] we have
(Tx)(t) = θ0 + (t − α)θ1 + (t − α)
2
2! θ2 + · · · +
(t − α)m−1
(m− 1)! θm−1
+
(∑
i≥1
λ
(i)
k
∫ t
α
∫ s1
α
· · ·
∫ sm−1
α
Γi(sm)dsm · · · ds1
)
k=1,...,n
,
where, for k = 1, . . . , n,
λ
(1)
k = ϕk(t1)
λ
(i)
k = ϕk(ti)−
i−1∑
p=1
λ
(p)
k Γp(ti), if i ≥ 2.
Proof. Since
(Tx)m)(t) = f (t, x(t), x′(t), . . . , xm−1)(t)) = (ϕk(t))k=1,...,n =
(∑
i≥1
λ
(i)
k Γi(t)
)
k=1,...,n
,
by integratingm times and taking into account (2.6) and (2.7) in Proposition 1 we obtain the result. 
Theorem 2 allows us to calculate in an elemental way the image of any x by operator T , but we have an infinite sum, so
we need to truncate it in order to get an explicit expression. That is precisely the key idea in the next result that gives an
approximation of the unique fixed point of operator T in an operative way.
Let n ≥ 1, let f = (fk)k=1,...,n ∈ C([α, α + β] × Rn × · · · × Rn,Rn) be a Lipschitzian function with Lipschitz constantM
and let θ0, θ1, . . . , θm−1 ∈ Rn. Let T : Cm−1([α, α + β],Rn) −→ Cm−1([α, α + β],Rn) be the integral operator defined in
(2.1). Given x¯ ∈ Cm−1([α, α + β],Rn), p ≥ 1 and n1, . . . , np ≥ 1, consider the continuous function
y0(t) := x¯(t), (t ∈ [α, α + β])
and for r = 1, . . . , p the continuous functions
Lr−1(t) := f (t, yr−1(t), y′r−1(t), . . . , ym−1)r−1 (t)), (t ∈ [α, α + β]),
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and
yr(t) := θ0 + (t − α)θ1 + (t − α)
2
2! θ2 + · · · +
(t − α)m−1
(m− 1)! θm−1
+
∫ t
α
∫ s1
α
· · ·
∫ sm−1
α
(
Qnr (Lr−1(sm))
)
k=1,...,n dsm · · · ds2ds1, (t ∈ [α, α + β]).
Theorem 3. Under the previous assumptions, let ε1, . . . , εp be positive constants such that, for all r = 1, . . . , p,
‖Tyr−1 − yr‖ < εr
and let u be the exact solution of the linear initial-value problem (1.1). Then
‖u− yp‖ ≤ β
pm
((m− 1)p)!M
peMβ‖T x¯− x¯‖ +
p∑
r=1
εr
βm(p−r)
((m− 1)(p− r))!M
p−r .
Proof. We use the triangular inequality
‖u− yp‖ ≤ ‖u− T px¯‖ + ‖yp − T px¯‖, (3.2)
to obtain a bound for the error. On the one hand, since
for all v,w ∈ Cm−1([α, α + β],Rn) and for all j ≥ 1, ‖T jv − T jw‖ ≤ β
mj
((m− 1)j)!M
j‖v − w‖,
then for all r = 1, . . . , pwe have
‖T p−r+1yr−1 − T p−ryr‖ = ‖T p−r(Tyr−1)− T p−ryr‖ ≤ β
m(p−r)
((m− 1)(p− r))!M
p−r‖Tyr−1 − yr‖,
and hence
‖yp − T px¯‖ = ‖yp − T py0‖ ≤
p∑
r=1
‖T p−r+1yr−1 − T p−ryr‖ ≤
p∑
r=1
εr
βm(p−r)
((m− 1)(p− r))!M
p−r . (3.3)
On the other hand, inequality (2.5) gives
‖u− T px¯‖ ≤ β
pm
((m− 1)p)!M
peMβ‖T x¯− x¯‖. (3.4)
Then, the proof follows from (3.2)–(3.4). 
Note that given ε1, . . . , εp > 0 we can find positive integers n1, . . . , np such that ‖Tyr−1 − yr‖ < εr , since for all
z ∈ C([α, α + β]), limj≥1 ‖Qjz − z‖∞ = 0. But, in order to find the integers p, n1, . . . , np from the positive numbers
ε1, . . . , εp, we can use this well-known consequence of the mean value theorem and the interpolating property (2.8): if
z ∈ C1([α, α + β]) (in fact, we can assume that z is a continuous and C1-class function on [α, α + β], except perhaps for a
finite number of points), j ≥ 2 and
h := max
i=2,...,j
(si − si−1),
where {s1 = α < s2 < · · · < sj−1 < sj = α + β} is the set {t1, . . . , tj} ordered in a increasing way, then
‖z − Qjz‖∞ ≤ 2‖z ′‖∞h. (3.5)
Thus, if additionally we suppose that the function ϕ in Theorem 2 is a C1-class function, then ‖Tyr−1 − yr‖ ≤ βm‖Lr −(
Qnr (Lr)k
)
k=1,...,n ‖∞ and we are under the hypothesis of Theorem 3. More precisely:
Theorem 4. Suppose that f (t, x1, . . . , xm) ∈ C1([α, α + β] × Rn × · · · × Rn,Rn) and that ∂∂t f , ∂∂x1 f , . . . , ∂∂xm f also satisfy a
global Lipschitz condition at the variables x1, . . . , xm. Then the sequence {L′r}r≥1 is uniformly bounded.
Proof. Let N := maxt∈[α,α+β] ‖f (t, 0, . . . , 0)‖∞. We have for all r ≥ 1,
‖f (t, yr−1(t), y′r−1(t), . . . , ym−1)r−1 (t))‖∞
≤ ‖f (t, yr−1(t), y′r−1(t), . . . , ym−1)r−1 (t))− f (t, 0, . . . , 0)‖∞ + ‖f (t, 0, . . . , 0)‖∞
≤ M‖yr−1(t)‖ + N,
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and thus
‖yr(t)‖ ≤ ‖θ0‖ + ‖θ1‖(t − α)+ ‖θ2‖ (t − α)
2
2! + · · · + ‖θm−1‖
(t − α)m−1
(m− 1)!
+
∫ t
α
∫ s1
α
· · ·
∫ sm−1
α
‖Lr−1(sm)‖dsm · · · ds1
≤ ‖θ0‖ + ‖θ1‖(t − α)+ ‖θ2‖ (t − α)
2
2! + · · · + ‖θm−1‖
(t − α)m−1
(m− 1)! + (M‖yr−1(t)‖ + N)
(t − α)m
m!
≤ ‖θ0‖ + ‖θ1‖β + ‖θ2‖β
2
2! + · · · + ‖θm−1‖
βm−1
(m− 1)! + (M‖yr−1(t)‖ + N)
βm
m! .
By repeating the previous argument it follows that for all r ≥ 1 and for all t ∈ [α, α + β], one has
‖yr‖ ≤
m−1∑
j=0
‖θj‖β
j
j!
r−1∑
i=0
M i
β im
(m!)i + N
r−1∑
i=0
M i
β(i+1)m
(m!)i+1 +M
r β
rm
(m!)r ‖y0‖
=
r−1∑
i=0
M i
β im
(m!)i
(
m−1∑
j=0
‖θj‖β
j
j! + N
βm
m!
)
+Mr β
rm
(m!)r ‖y0‖.
In a similar way one obtains
‖y′r‖ ≤
m−1∑
j=1
‖θj‖ β
j−1
(j− 1)!
r−1∑
i=0
M i
β i(m−1)
((m− 1)!)i + N
r−1∑
i=0
M i
β(i+1)(m−1)
((m− 1)!)i+1 +M
r β
r(m−1)
((m− 1)!)r ‖y0‖,
‖y′′r ‖ ≤
m−1∑
j=2
‖θj‖ β
j−2
(j− 2)!
r−1∑
i=0
M i
β i(m−2)
((m− 2)!)i + N
r−1∑
i=0
M i
β(i+1)(m−2)
((m− 2)!)i+1 +M
r β
r(m−2)
((m− 2)!)r ‖y0‖
and thus we arrive at
‖ym−1)r ‖ ≤ ‖θm−1‖
r−1∑
i=0
M iβ i + N
r−1∑
i=0
M iβ i+1 +Mrβr‖y0‖.
If one applies the abovem inequalities recursively and Fubini’s theorem, one proves that the sequences {yr}r≥1, {y′r}r≥1, . . . ,
{ym−1)r }r≥1 are uniformly bounded. As a consequence of this fact and the monotonicity of the Schauder basis (for all
j ≥ 1, ‖Qj‖ = 1, see [5]), the sequence {ym)r }r≥1 is also uniformly bounded, because
ym)r (t) = Qnr (Lr−1(t)).
Finally, the proof is complete, since the sequences {yr}r≥1, {y′r}r≥1, . . . , {ym−1)r }r≥1, {ym)r }r≥1 are uniformly bounded so that
L′r(t) =
∂
∂t
f (t, yr(t), y′r(t), . . . , y
m−1)
r (t))+
∂
∂x1
f (t, yr(t), y′r(t), . . . , y
m−1)
r (t))y
′
r(t)
+ ∂
∂xm
f (t, yr(t), y′r(t), . . . , y
m−1)
r (t))y
m)
r (t). 
As a consequence, under a suitable differentiability condition, we can apply Theorem 3: with the notation above, assume
in addition that f (t, x1, . . . , xm) ∈ C1([α, α+ β] ×Rn× · · · ×Rn,Rn) and that ∂∂t f , . . . , ∂∂xm f also satisfy a global Lipschitz
condition in the variables x1, . . . , xm. Then, in view of (3.5), we have for all r ≥ 1
‖Tyr−1 − yr‖ ≤ βm‖Lr − (Qnr (Lr)k)k=1,...,n‖∞ ≤ 2βm‖L′r‖∞h
and since the sequence {L′r}r≥1 is uniformly bounded (Theorem 4), we just have to take h small enough.
4. A numerical example
Finally, we illustrate the numerical method with the initial-value problem:
x′′(t) = (x1(t)x′2(t)− t, x2(t)(x2(t)− x1(t))+ tet), (0 ≤ t ≤ 1)
with
x(0) = (1, 0) and x′(0) = (2, 1),
whose exact solution is x(t) = (t + et , 1). We have considered dyadic partitions of the interval [0, 1] in order to construct
the classical Schauder basis. We start with the initial function x0(t) = (1, 0) and calculate the sequence of approximating
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functions taking np = n.We have calculated the error at the nodes, as shown in the following table.We indicate the numbers
n of nodes andm of iterations.
(n = 9,m = 4) (n = 17,m = 5) (n = 33,m = 5)
(0, 0) (0, 0) (0, 0) (0, 0)
0.125 (1.08E−5,−3.54E−9) (2.66E−6,−3.76E−10) (6.64E−7,−7.09E−11)
0.250 (4.49E−5,−5.19E−8) (1.11E−5,−9.37E−9) (2.78E−6,−2.16E−9)
0.375 (1.05E−4,−3.50E−7) (2.63E−5,−6.91E−8) (6.58E−6,−1.66E−8)
0.500 (1.97E−4,−1.58E−6) (4.93E−5,−2.93E−7) (1.23E−5,−7.12E−8)
0.625 (3.18E−4,−5.88E−6) (8.12E−5,−9.02E−7) (2.01E−5,−2.13E−7)
0.750 (4.53E−4,−1.98E−5) (1.22E−4,−2.20E−6) (2.96E−5,−4.60E−7)
0.875 (5.28E−4,−6.30E−5) (1.69E−4,−4.23E−6) (3.66E−5,−4.53E−7)
1 (2.97E−4,−1.88E−4) (2.05E−4,−5.19E−6) (2.38E−5, 2.07E−6)
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