We introduce a radiative transfer code module for the magnetohydrodynamical adaptive mesh refinement code FLASH 4. It is coupled to an efficient chemical network which explicitly tracks the three hydrogen species H, H 2 , H + as well as C + and CO. The module is geared towards modeling all relevant thermal feedback processes of massive stars, and is able to follow the non-equilibrium time-dependent thermal and chemical state of the present-day interstellar medium as well as that of dense molecular clouds. We describe in detail the implementation of all relevant thermal stellar feedback mechanisms, i.e. photoelectric, photoionization and H 2 dissociation heating as well as pumping of molecular hydrogen by UV photons. All included radiative feedback processes are extensively tested. We also compare our module to dedicated photon-dominated region (PDR) codes and find good agreement in our modeled hydrogen species once our radiative transfer solution reaches equilibrium. In addition, we show that the implemented radiative feedback physics is insensitive to the spatial resolution of the code and show under which conditions it is possible to obtain wellconverged evolution in time. Finally, we briefly explore the robustness of our scheme for treating combined ionizing and non-ionizing radiation.
INTRODUCTION
Massive stars continuously shape their environments by feedback in the form of radiation, winds and supernovae. Not only do they regulate the thermal and velocity structure of the interstellar medium (ISM) (see e.g. Lopez et al. 2011 , Krumholz & Thompson 2012 , Walch et al. 2014 for a general overview), they also determine the total fraction of their parent molecular cloud that gets converted into stars (Murray 2011 , Dale et al. 2012 , Faucher-Giguère et al. 2013 , Hopkins et al. 2014 .
However, the impact of the deposited radiative energy and momentum on the star formation efficiency, cloud lifetime and turbulent velocity structure is still subject to debate (compare e.g. the results of Gritschneder et al. 2009 and Walch et al. 2012 with those of Dale et al. 2012) . A powerful approach to explore the interaction of stellar feedback with its surroundings are numerical simulations in which we control the implemented physics and can choose the boundary conditions and initial conditions. Simulations of this kind E-mail: baczynski@uni-hd.de are technically challenging and important physical processes are often omitted or treated in a simplified fashion in order to make the calculations computationally tractable. Unfortunately, it appears that if too much of the real physics is omitted, then this can significantly influence the effectiveness of the feedback in the simulations (see e.g. Iliev et al. 2009 , Kuiper et al. 2012 . It is therefore important to continue to search for ways in which to model the physics of stellar feedback accurately and efficiently.
For radiative feedback from massive stars, many different approaches have been proposed in the literature, ranging from simple approximations (e.g. Dale et al. 2007 , Krumholz et al. 2009 , Colín et al. 2013 , to moment-based schemes (e.g. Hayes & Norman 2003 , Rosdahl et al. 2013 , Skinner & Ostriker 2013 , ray-tracing techniques (e.g Rijkhorst et al. 2006 , Peters et al. 2010 , Wise & Abel 2011 and finally Monte Carlo methods (e.g. Harries 2015) as well as hybrid schemes (Paardekooper et al. 2010 , Kuiper et al. 2010 ). These different approaches have different degrees of sophistication and often wildly different computational costs. In general, the higher the accuracy of the method, the more costly it is, limiting the applicability of the most accurate approaches to situations with only one or a few radiation sources, and simulation durations that cover only a small fraction of the total stellar lifetime.
One important aspect of any model of radiative feedback from massive stars is the way in which the radiative output of the star is coupled to the thermal and chemical evolution of the gas. Although highly sophisticated models of the effect of stellar radiation on the chemical composition and temperature structure of interstellar gas are available (e.g. Ercolano et al. 2003 , Ferland et al. 2013 ), they do not account for the hydrodynamical evolution of the gas, and hence cannot be used to study the effect of radiative feedback on star formation. At the other extreme, many hydrodynamical models of radiative feedback account for the chemical state of the gas only to the extent that they distinguish between ionized and neutral regions. In addition, they often adopt a highly simplified treatment of the thermal state of the gas, for instance by assuming that all ionized gas is isothermal with a temperature Tion = 10 4 K, and all neutral gas is isothermal with a temperature Tneut = 10 K (see e.g. Dale et al. 2007 , Gritschneder et al. 2009 ). Those hydrodynamical models that do attempt to move beyond this simple approximation and to properly account for the coupling between the radiation, the chemical and thermal state of the gas and its hydrodynamical evolution are typically designed to model radiative feedback in high-redshift, metal-free gas (see e.g. many of the codes compared in Iliev et al. 2006 Iliev et al. , 2009 ). This gas generally has a low molecular fraction, no dust, and relatively simple microphysics in comparison to that making up the present-day ISM.
In this paper we present Fervent, a radiative transfer module designed to model the coupled chemical, thermal and dynamical effects of radiative feedback on the present-day ISM. Fervent consists of an adaptive raytracing scheme, inspired by the Moray algorithm of Wise & Abel (2011) , coupled to a simplified chemical network and a detailed cooling function. It allows us to self-consistently calculate the chemical state of interstellar gas affected by radiation from massive stars, as well as to address the question of how the thermal state of the gas is influenced. This is vital for an accurate modelling of Hii region dynamics, as it is the thermal structure of the gas that determines the strength of the hydrodynamical response to the deposited radiative energy, which in the end constrains the effectiveness of the feedback. In other words, our scheme has the advantage that it connects the underlying chemical processes directly to the hydrodynamics without an intermediate model for the thermal structure of the gas. Ultimately, we aim to quantify the range and strength of stellar radiative feedback from the ground up, by including all of the important chemical processes that influence the behaviour of the gas.
Our paper is structured in the following way. In Section 2, we present the physical details of the model and an outline of our ray-tracing scheme. Tests of our method are described in section 3 and we summarize our findings in section 4. Additional technical details regarding the ray-tracing scheme are given in Appendix A.
RADIATIVE TRANSFER PHYSICS AND NUMERICS
The rate of radiative energy transfer dE/dt in erg s −1 at every position in space x and time t is given by dE = I(ν, n, x, t) cos θn dΩn dAn dν dt
where I(ν, n, x, t) is the specific intensity in erg s −1 Hz −1 cm −2 sr −1 of the radiation field seen in the direction of n in the frequency range ν to ν + dν. In addition, the amount of locally transferred energy depends on how much of the emitting source area An is seen in the solid angle Ωn.
The evolution of I is modeled by a transport equation of the form: ∂I ∂t + n · ∇I = −κ(ν, x, t) I + j(ν, x, t)
The right hand side consists of local source and sink terms, i.e. the attenuation of the field by some medium with absorption coefficient κ and spontaneous emission coefficient j. On the left hand side, the propagation of the field in time and its geometric dilution along the direction n is described. It is convenient to reduce equation (2) to one dimension and express the specific intensity in terms of the photon flux P from a single radiation source. By integrating I over the solid angle and a closed surface containing the emitting source, the photon flux Pν in the frequency range ν to ν + dν is obtained, 1 c ∂Pν ∂t
where we have neglected the local emission j due to e.g. scattering processes. In practice one cannot always stay in the ray-frame, as we will show later for processes other than hydrogen-ionizing radiation. To allow us to solve for the evolution of the photon flux as a function of position and time within our computational volume, we implement a ray-tracing approach similar to that proposed by Wise & Abel (2011) in the magnetohydrodynamical simulation code FLASH 4 (Fryxell et al. 2000 , Dubey et al. 2008 . We briefly describe the method in the next section. For implementation details concerning the general code structure, parallelization, box-ray intersection calculation and ray propagation, see Appendix A. Coupling to a chemical network explicitly tracking the species CO, C + , H + , H and H2 is described in section 2.2 and an overview of missing physics in the current implementation is given in section 2.2.7.
Ray-tracing
We follow a split approach to calculate the effects of the radiation field on the gas in our simulation domain. First, by tracing rays from all radiation sources outward, we gather information on the chemical composition and radiation intensity and use this to calculate the radiative heating rate, the atomic hydrogen photoionization rate and the H2 photodissociation rate. Each cell of the mesh has to know the gas column and photon flux to and from each source illuminating it in order to calculate all quantities necessary for input into the chemistry module. In a subsequent step, the gas composition and temperature is updated locally on a cell-by-cell basis, with no further input from its surroundings.
Ideally, after a single chemistry update another raytracing step should be performed to check whether the new state is converged. However, multiple ray-tracing and chemistry updates during a single simulation time step are currently computationally too expensive. Instead we impose a limiter on the size of the hydrodynamical timestep ∆t by requiring that the change in the fractional abundance of the most radiatively affected species, atomic hydrogen, |∆xH,new − ∆x H,old | = ∆xH (4) is less than some factor fH. This implies that the radiation field is assumed static during the chemistry step. We use the H abundance in our limiter, because the main photochemical processes that we are interested in modelling -the photoionization of atomic hydrogen and the photodissociation of H2 -both change the H abundance significantly.
Ensuring that the global evolution time step satisfies ∆tnew fH ∆xH ∆t old ,
where the smallest ∆tnew of all cells is taken, should therefore accurately capture the chemical evolution of the gas for small enough fH. Other processes that produce atomic hydrogen (e.g. the collisional dissociation of H2) generally do not lead to changes in the H abundance that occur rapidly enough to trigger the timestep limiter, provided that we choose a reasonable value for fH. We discuss appropriate values for fH in Section 3.1. After the new thermal and chemical state of all cells has been calculated, the hydrodynamical equations are advanced. During each simulation timestep, rays originating from all radiation sources are generated at the same time. The rays are spaced evenly on a spherical surface centered on the source locations by utilizing the HEALPix software package (Górski et al. 2005) . HEALPix is an equal area decomposition of a unit sphere with a nested grid structure. The base level of refinement consists of twelve pixels, where each pixel can be split independently into four nested child pixels. All pixels are numbered consecutively which leads to a limit of thirteen levels of refinement, where the pixel number just fits inside a long integer. This corresponds to a maximum angular resolution of 3.2 × 10 −3 arcseconds. The independent splitting makes it inherently applicable to an adaptive mesh refinement (AMR) code such as FLASH 4.
After generating the initial sphere of rays, intersections between them and the cubic cells of the simulation mesh are calculated during the ray-tracing step. Rays are represented by an equation of a line in vector form p(r) = s + rn, with the unit direction vector n, source location s and total traversed distance r. Each time a ray enters a new cell the intersection distance dr from the entry to the exit point is calculated. To compute the radiative heating rate and the various photochemical rates, we need to know for each ray and each cell the value of the ray segment dr in that cell, as well as the total column densities of atomic and molecular hydrogen, NH and NH 2 , traversed by the ray between the source and the cell. These column densities are given by
where i = 0 represents the cell containing the point source, k is the current cell, dri is the ray segment in cell i, xH,H 2 (i) are the fractional abundances of H and H2, respectively, in cell i, and ni is the number density of H nuclei in cell i. These quantities are computed as we move along the rays and are saved in the mesh data structure in the same way as any other hydrodynamical state variable. For the propagation of the radiation field, the gas columns are carried to the next neighboring cell as a ray property (see Appendix A for details). For a full sampling of the radiation field, each mesh cell has to be intersected by at least one ray. At this point, we make use of the HEALPix software's ability to split pixels by assigning each ray a HEALpix level l and index h. We use the splitting criterion introduced in Wise & Abel (2011) , which calculates the ratio of the mesh cell size and the pixel size at a distance r,
where A is the face area of a cubic cell with side lengths d, Ω is the solid angle associated with a single pixel at the current refinement level and N pixel = 12 × 2 l × 2 l is the total number of pixels on refinement level l. Provided that fΩ > 1, this criterion guarantees that each cell is sampled by at least one ray. Conveniently, this criterion also accounts for regions refined during the course of the simulation, where instead of a global uniform grid with constant area A, local regions are resolved by a finer mesh. This results in smaller cell sizes and rays are split to adapt to this difference. Multiple rays per cell are treated by summing up all individual contributions to the photochemical rates and heating rates, i.e.
without any additional weighting. In the same vein, multiple sources are taken into account. We do not distinguish between rays from different sources, and so the order in which the individual contributions are calculated is not controlled. This ray-tracing approach is intrinsically serial as new rays have to be generated during the traversal of the simulation domain. The total number of rays is therefore unpredictable at the beginning of a simulation step. In contrast, the most efficient parallelizing schemes expect that all ray information is available from the beginning of the raytracing step and parallelize ray-cell intersection calculations, see e.g. Rijkhorst et al. (2006) . However, this has the disadvantage that for a large number of sources, all rays from all sources have to be generated at the same time, consuming large amounts of memory. In addition, this introduces an overhead in communication as rays have to be known globally everywhere to account for possible local contributions. A simple way to reduce the required amount of communication is a pruning step where only the rays that actually enter the local domain are to be communicated. Another way to prepare the rays could be to pre-generate all intersections in a tree-walk step.
In our scheme each domain containing a source starts to locally ray-trace. If all sources are distributed evenly over all domains this approach is efficient, but in most astrophysical applications sources are expected to cluster. However, as rays are traced from the source outward, once the optical depth τ becomes too large they can be terminated, essentially introducing an on-the-fly pruning. This greatly reduces the cost of the ray-tracing step.
Photochemistry and radiative heating
In this section, we describe how we account for the effects of the radiation field on the chemistry and thermal balance of the gas. The processes that we currently treat are the photoelectric heating of the gas by the dust, the photodissociation of the molecules H2 and CO, the pumping of excited rotational and vibrational states of H2 by ultraviolet (UV) photons, and the photoionization of atomic and molecular hydrogen. To do this, we couple the reaction and heating rates gathered during ray-tracing to the NL97 chemical network described in Glover & Clark (2012a) ; note that details of the implementation of this network in FLASH can be found in Walch et al. (2014) .
Our main concern is radiation from stars, which for simplicity we approximate by a blackbody spectrum Bν , i.e. we neglect any absorption or emission line features. We divide this spectrum into four energy bins: 5.6 eV < E5.6 < 11.2 eV, 11.2 eV < E11.2 < 13.6 eV, 13.6 eV < E13.6 < 15.2 eV and E15.2+ > 15.2 eV. Using a larger number of energy bins would allow us to account in more detail for the frequency-dependent opacity of the gas, but at the cost of slowing down the entire calculation. We have found that using four bins appears to give us the best trade-off between speed and the accuracy with which we can model the thermal balance of the gas and the details of the hydrogen chemistry. For the tracked species we explicitly calculate the rates of the reactions:
where the subscript number denotes the lower end of the photon energy bin and the plus sign that the bin extends to infinity. Reaction (i) describes the dissociation of H2 through excitation by far ultraviolet photons. We assume that the only photons responsible for this process are those in the energy range 11.2 < hν < 13.6 eV. Lower energy photons cannot dissociate H2 molecules that are in the vibrational ground state and hence become significant only if we are concerned with the photodissociation of H2 in hot, high density gas (T > 2000 K, n > 10 4 cm −3 ; see Glover 2015), conditions in which collisional dissociation of H2 is in any event likely to dominate. Photons with energies hν > 13.6 eV can dissociate H2, but have a much larger probability of being absorbed by atomic hydrogen resulting in photoionization.
Reactions (ii) and (iii) account for the photoionization of atomic hydrogen by the radiation field. For reasons which will become clear below, we distinguish between photons with energies 13.6 < hν < 15.2 eV that can ionize atomic hydrogen but not molecular hydrogen, and photons with energies hν > 15.2 eV that can ionize both H and H2. Finally, reaction (iv) accounts for the photoionization of H2. This produces H 
so that a single photoionization of H2 ultimately results in the production of two hydrogen atoms. Since the rate coefficient for this reaction is large, and we expect there to be a high electron density close to the ionization front, it is a good approximation to treat this process as effectively instantaneous (i.e. we do not expect to build up a significant abundance of H + 2 ). We note that if one does not account for the effects of photoionizing radiation on the H2 then it is easy to obtain unphysical results in highly molecular gas, since in this case the bulk of photons with energies larger than 13.6 eV can freely escape from a fully molecular medium, where the abundance of atomic hydrogen and thus the effective optical depth are zero. In that sense, our treatment here also forms a numerical closure. We considered several alternative ways of dealing with this problem, such as slowly ramping up the strength of the radiation sources (allowing a photodissociation region (PDR) time to form before the gas starts to become ionized), or artificially creating an initial PDR, but we found that the behaviour of these alternatives depended too strongly on the spatial resolution of the simulation and was hard to parameterize.
Ionizing radiation: chemical effects
Photons with an energy Eν = hν greater than 13.6 eV can ionize atomic hydrogen. A star with a blackbody spectrum and effective temperature of T eff emits
Pν dν (11) photons capable of ionization per second, where h is the Planck constant and R * is the radius of the star. We assume the photon flux to be constant over one timestep, which is reasonable since on the scales that we are interested in modelling, the hydrodynamical timestep is orders of magnitude smaller than the lifetime of even the most massive O-type star. In this case, equation (3) reduces to
where we insert the ionizing photon flux Pion for Pν . At this point two approaches are possible to calculate the attenuated flux in a given cell. One option is to use the total distance r from the source location at r = 0 to the current position
from which it follows that
where P0 = Pion(r = 0), P = Pion(r), and τ = r 0
κ dr is the total optical depth along the ray. Alternatively, we can use the ray segments dr,
to arrive at
which gives the change in P over a single cell. Each treatment of the photon flux requires different properties to be carried along the ray, either P0 or the incrementally attenuated flux Pi+1 = Pi − dPi, where i denotes the current cell index. Depending on how photons of the radiation field are absorbed by the medium, the first or second formalism is more advantageous. If there is a reaction that maps a single photon to a transition from one species to another and all attenuated photons lead to this transition, dP provides an easy prescription for equating all absorbed photons to the change in the appropriate species. In this case the scheme is photon conservative and the incremental change in optical depth dτ = σnsdr can be expressed in terms of a reaction cross-section σ, the number density of the affected species ns and the ray segment dr.
In comparison, if a transition to a new species only occurs for a fraction of the absorbed photons, which is determined by some non-local quantity such as the total column of gas to the current cell position, dP cannot be photon conservative. In that case the transition rate has to be determined from the flux at the source P0.
To model ionizing radiation, we follow Wise & Abel (2011) , who use the second approach and attenuate the photon flux based on ray segments dr. We start by converting P0 to the absolute number of ionizing photons emitted in a timestep ∆t at the source position
This number of photons is then divided evenly amongst N pixel initial rays, so that each ray starts with P0 ∆t/Npix ionizing photons associated with it. This initial set of rays is set up so that each ray has a direction vector centered on (and normal to) the associated HEALPix pixel, pointing away from the source. We then walk along each ray. As we enter each new cell along a given ray, we reduce the number of ionizing photons currently associated with that ray, Nion(r), by an amount dNion that is given by
We next exploit the fact that dNion is a dimensionless quantity to allow us to formulate the ionization rate in a given cell in a way that is independent of spatial resolution. This is done by calculating the total number of neutral hydrogen atoms in a cell, using the local number density of H atoms, nH, and the volume of the cell, V cell = d m , where d is the length of one side of the cell and m is the dimensionality of the mesh. The ionization rate then follows as
This formulation of the ionization rate ensures, by construction, that the number of ionizing photons absorbed is equal to the ionization rate per unit volume integrated over the volume of the cell, i.e. it is photon conservative. For photons in the E13.6 energy bin, this is all we need to worry about, at least as far as the photoionization rate is concerned. For photons in the E15.2+ energy bin, however, things are more complicated, since these photons can ionize either atomic or molecular hydrogen. We therefore have to determine how many photons take part in each process. One approach would be to simply divide the photons into two groups by using the relative abundances of H2 and H. However, this approach fails to account for the fact that the photoionization cross-section of H2, σH 2 , is different from that of H, σH. We therefore divide up the photons in a way that accounts for both the relative abundances of H2 and H and the relative size of their ionization cross-sections. We denote the number of photons in the E15.2+ energy bin that are removed from the ray in a given cell by H2 photoionization as dN 
Here, dN15.2+ is the total number of photons in the E15.2+ energy bin that are absorbed in the cell in question and
where σH 2 and σ
15.2+ H
are intensity-weighted mean crosssections for H and H2 ionization by photons with E > 15.2 eV. These are given by the expressions
where T eff is the effective temperature of the stellar source, Bν = Bν (T eff ) is the corresponding Planck function, σH(ν) and σH 2 (ν) are the frequency-dependent ionization crosssections for H and H2 and hν15.2 = 15.2 eV. For σH(ν), we use the simple approximation (Osterbrock 1989 )
as this is sufficiently accurate for the photon energies of interest here. For σH 2 (ν), we fit a piecewise constant crosssection to the analytical results of Liu & Shemansky (2012) for energies in the range 15.2 < E < 18.1 eV, obtaining the values shown in Table 1 . At higher energies, we assume that the H2 ionization cross-section falls off as σH 2 (ν) = σ H 2 ,high (ν18.10/ν) 3 , where hν18.10 = 18.10 eV and σ H 2 ,high = 9.75 × 10 −18 cm 2 . At these energies, our adopted values differ from those suggested by experiment by no more than 20% (Chung et al. 1993) . The behavior of σH(ν) and σH 2 (ν) as a function of energy is illustrated in the left-hand panel of Figure 1 .
Once we have computed dN , the intensity-weighted mean photoionization cross-section for H in the E 13.6 energy bin, and the dashed line shows σ 15.2 H , the same quantity in the E 15.2+ energy bin. The solid line shows σ H 2 , the intensity-weighted mean photoionization cross-section for H 2 in the E 15.2+ energy bin; the corresponding value in the lower energy bin is zero. Note that with this formulation of the H2 and H photoionization rates, we guarantee that the total number of photoionizations balances the total number of photons absorbed in the cell, regardless of the relative sizes of nH and nH 2 . In order to compute the total photoionization rate of atomic hydrogen, we need to account for the ionizing photons in the E13.6 energy bin (reaction ii) as well as those in the E15.2+ energy bin (reaction iii). To compute the rate due to the softer photons, which do not couple to H2, we simply compute
where dN13.6 is the total number of photons in the E13.6 energy bin that are absorbed in the cell. The total photoionization rate then follows trivially:
Another aspect of the problem that needs to be treated with care is the fact that if there is no atomic hydrogen in the cell, then none of the photons in the E13.6 energy bin can be absorbed. If we therefore compute the number of photoionizations from this bin first and from the E15.2+ bin second, we arrive at an unphysical scenario: the lower energy photons merely propagate through the cell without any being absorbed (because at that point in the calculation there is no H present) and the higher energy photons then destroy some of the H2, creating some atomic hydrogen, but too late for this to affect the lower energy ones. To avoid this problem, we simply ensure that we account for the effects of H2 dissociation before dealing with the E13.6 energy bin. If the H2 formation time is long compared to the H2 dissociation time (which is almost always a good approximation in the clouds that we model), then the change in the atomic hydrogen number density due to the destruction of H2 by energetic photons can be written as dnH = 2k dis nH 2 ∆t = 2 dN
When computing k 13.6 ion , we therefore do not use nH, the number density of atomic hydrogen at the start of the timestep, but instead use the improved estimate n H = nH + dnH that accounts for the destruction of H2 by energetic photons during the timestep. If nH is very small or zero, then this procedure allows us to avoid the coupling problem described above. On the other hand, if nH is larger (i.e. if most of the H2 in the cell has already been destroyed), then it becomes only a minor correction.
To complete our specification of how we determine kion, we need to describe how we calculate dN15.2+ and dN 13.6 ion . We start by writing them as
and
where N13.6 and N15.2+ are the numbers of photons in the E13.6 and E15.2+ energy bins at the point where the ray enters the grid cell, and dτ13.6 and dτ15.2+ are the change in the optical depth of the two energy bins taking place across the cell. These are given by dτ13.6 = σ 13.6 H nHdr, Finally, once we have computed kion for each ray passing through the grid cell, we sum the contributions from all of the rays to get the total photoionization rate:
This is then passed to the chemistry module, which solves the following rate equation for the H + abundance:
Here, in addition to photoionization, we also account for the ionization of atomic hydrogen by cosmic rays (Ccr), Xrays (Cxr), and its collisional ionization by electrons (C cl ). Additional H + ions are also produced by the dissociative ionization of H2 by cosmic rays (C * cr ), while H + ions are removed from the gas by case B radiative recombination (αB) and recombination on the surfaces of dust grains (hgr). Full details of our implementation of all of these processes can be found in Glover et al. (2010) and Walch et al. (2014) , and so for brevity we do not repeat them here. Finally, we note that when computing the electron abundance, we do not simply account for the electrons coming from ionized hydrogen, but also those from atomic carbon, i.e. xe = x H + + x C + .
Ionizing radiation: thermal effects
Each time a photon unbinds an H2 molecule or ionizes a hydrogen atom, its excess energy is deposited in the surrounding gas in the form of heat. The average deposited energy E is given by the expression
where the appropriate frequency-dependent cross-sections σ 
These heating rates are accounted for when we determine the change in the internal energy of the gas during the timestep, as we describe in Section 2.2.6 below.
Non-ionizing radiation: chemical effects
Even though a minimum photon energy of about 15.2 eV is needed to ionize molecular hydrogen (Liu & Shemansky 2012) , less energetic photons are able to dissociate H2 by a two-step process (Stecher & Williams 1967) . A photon with energy larger than 11.2 eV is able to electronically excite H2 to the B 1 Σ + u or C 1 Πu states (also known as the Lyman and Werner states). As there are a large number of different bound rotational and vibrational levels in both the electronic ground state and the Lyman and Werner excited states, these electronic transitions occur via a series of discrete lines that together make up the Lyman and Werner band systems.
2 In most cases, the excited H2 molecule decays back into a bound rotational and vibrational level in the electronic ground state. However, roughly 15% of the time, the decay occurs instead into the vibrational continuum, resulting in the dissociation of the molecule (Draine & Bertoldi 1996) .
In contrast to photoionization, which is a continuum process, H2 photodissociation is inherently a line-driven process. This means that it is not possible to treat it in the same way that we treat photoionization, as it is important to account for the effects of H2 self-shielding. Consider a beam of radiation propagating along a ray that passes through some molecular hydrogen. As our beam of radiation propagates through the gas, the photons that are most likely to be absorbed by the H2 are those with frequencies corresponding to the center of one of the strong Lyman-Werner absorption lines. As these photons are removed from the beam, the probability of additional photons being absorbed by H2 decreases and so the photodissociation rate declines. This effect is known as self-shielding, and it is frequently the dominant process responsible for shielding molecular gas from the effects of photodissociation. Importantly, the rate at which the Lyman-Werner absorption lines become optically thick depends on the strength of the lines: we can easily find ourselves in a situation in which the strongest lines are optically thick, while the weaker lines remain optically thin. In addition, even once the strongest lines become optically thick at their centers, the wings of the line often remain optically thin. As a result, the photodissociation rate at a given point along the ray depends in a non-trivial way on the H2 column density and the velocity structure between that point and the source of the radiation. Consequently, we cannot easily use the ray segment method to treat the effects of photodissociation, as the reduction in the photodissociation rate that occurs as our ray crosses any given grid cell does not depend simply on the column density of H2 within that cell, but also on the total column density of H2 between the cell and the source.
We therefore employ a modified version of equation (13) to treat the H2 photodissociation rate:
Here N11.2(r = 0) = P11.2(r = 0)∆t is the absolute number of UV photons with energies 11.2 < E < 13.6 eV emitted by our source in a timestep ∆t, σUV is the effective photodissociation cross-section, and τ d is the mean optical depth in the Lyman-Werner band due to dust absorption. The effective photodissociation cross-section, σUV, is defined as the ratio of the photodissociation rate D to the photon flux in the Lyman-Werner bands, F , i.e. σUV = D/F . We evaluate this using the photodissociation rate in the optically thin limit, D = 5.18 × 10 −11 s −1 (Röllig et al. 2007) , which was derived for the Draine (1978) interstellar radiation field (ISRF). The ISRF approximates the average spectrum found in the interstellar medium (ISM) originating from reprocessed starlight. With the photon flux in the Lyman-Werner bands that one has for the same ISRF, namely F = 2.1 × 10 7 s −1 cm −2 (Draine & Bertoldi 1996) , we find σ UV,thin = 2.47 × 10 −18 cm 2 in optically thin gas. As the H2 column density increases, however, the gas starts to become optically thick in the Lyman-Werner lines. This reduces D but has little effect on F until we reach extremely large H2 column densities. To account for this, we write the effective photodissociation cross-section as
where f shd is a self-shielding function that parameterizes how D decreases as the H2 column density increases. For this shielding function, we adopt the expression given in Draine & Bertoldi (1996) :
Here, x = NH 2 /(5 × 10 14 cm −2 ), where NH 2 is the column density of H2 along the ray between the cell and the source, and b5 = b/10 5 cm s −1 , and b parameterizes the change in shielding behavior for lines broadened due to the Doppler effect. For simplicity, in the current version of Fervent we do not relate b to the temperature or velocity distribution of the H2 along the ray, but instead simply set b5 = 1.0. We plan to relax this assumption in future work, but do not expect that it will make a large difference to the outcome of our models.
We assume that the dust has properties characteristic of the diffuse ISM. In this case, τ d = γAV with γ = 3.5, and the visual extinction AV is related to the total hydrogen column density via (Draine & Bertoldi 1996) 
where f d/g is the dust-to-gas ratio, normalized to the value in the local ISM. The effective dust absorption crosssection per hydrogen nucleus is therefore
This is much smaller than σ UV,thin , and dust attenuation only becomes important when the H2 fraction is low or when there is a very large column density of H2 between the cell and the source. We are therefore justified in treating the effects of H2 selfshielding prior to those of dust absorption when accounting for the photons absorbed in the grid cell. Although not important in the present context, this becomes important once we consider photoelectric heating, as we have to take care to avoid the double-counting of photons: those absorbed by H2 are not available to be absorbed by dust and hence cannot contribute to the photoelectric heating rate. We return to this point in Section 2.2.5 below.
Putting everything together, our final rate equation for the molecular hydrogen abundance reads:
where C cl,H , C cl,e and C cl,H 2 are the rate coefficients for the collisional dissociation of H2 by H atoms, electrons and H2 molecules, respectively, kcr is the rate at which H2 is destroyed by cosmic rays, kISRF is the rate at which it is photodissociated by the ISRF, and R d is the rate at which it forms on dust grains. For more details on all of these processes and their implementation in FLASH, we refer the reader to Glover et al. (2010) and Walch et al. (2014) . Finally, we should also briefly consider the other main chemical effect of the non-ionizing photons in our model, namely the photodissociation of CO. The CO photodissociation threshold is 11.09 eV, similar to that of H2, and so in principle both CO and H2 compete for the same set of photons in the E11.2 energy bin. However, the details of the CO self-shielding are quite different from those of the H2 self-shielding, and in principle one should also account for the shielding of CO by H2 and vice versa (see e.g. Visser et al. 2009 ). Properly accounting for these effects would add significant complexity to the code, but is of questionable utility given our highly simplified treatment of CO chemistry, which is known to overproduce CO by a factor of a few (Glover & Clark 2012a) . Therefore, for the time being we have made the major simplification of assuming that the CO photodissociation rate scales directly with the total H2 dissociation rate, i.e.
The conversion factor is taken to be fconv = 3.86 (Röllig et al. 2007) , the ratio of the CO to H2 photodissociation rates in optically thin gas. We note also that it is important to include the k dis term to ensure that CO cannot survive in highly ionized regions, as this behavior would be unphysical. This approximation produces reasonable results in highly irradiated gas, but predicts that kCO falls off too rapidly in the AV ∼ 0.1-1 regime. As our tests in Section 3.4 demonstrate, this can result in an order of magnitude overestimation of the total CO column density in optically thick gas. Our current scheme is therefore suitable for predicting whether a given molecular cloud or clump is likely to be CO-bright or CO-faint, but not for making detailed predictions of e.g. CO or C + emissivities. Note, however, that our overestimation of the CO abundance is unlikely to significantly affect the thermal structure of the gas. CO is a more effective coolant than C + only in very cold gas (see e.g. Glover & Clark 2012b) , but the region where we overestimate its abundance is warmed by the same radiation responsible for destroying the H2 and CO (see e.g. Section 3.4).
Non-ionizing radiation: thermal effects
Each Lyman-Werner band photodissociation of an H2 molecule deposits EUV of energy as heat. Typically, we find that EUV 0.4 eV (Black & Dalgarno 1977) . In addition to this, UV photons can also heat the gas by indirectly exciting the vibrational levels of the H2 molecule (Burton et al. 1990 ). As we have already mentioned, the absorption of a Lyman-Werner band photon results in photodissociation only around 15% of the time. The rest of the time, the electronically excited H2 molecule decays back to a bound ro-vibrational level in the electronic ground state. A small fraction of these decays put the molecule back in the v = 0 vibrational ground state, but in most cases, the H2 molecule is left with a considerable residual internal energy in the form of vibrational excitation. In low density gas, this energy is simply radiated away as the H2 molecule undergoes a series of radiative transitions that eventually place it back in the vibrational ground state. In dense gas, however, collisional de-excitation can be more effective than radiative de-excitation, and in this case most of this energy is redistributed as heat.
The rate at which vibrationally-excited H2 is produced -often referred to as the UV pumping rate -is related to the H2 photodissociation rate by
Following the notation of Draine & Bertoldi (1996) , the conversion factor between the two rates is given by
where p diss is the mean photodissociation probability and pret is the mean probability that the molecule decays directly back into the v = 0 level of the electronic ground state. These values vary a little depending on the shape of the incident spectrum, the degree of H2 self-shielding that is occurring, and the density and temperature of the gas, but in typical ISM conditions, fpump = 6.94 (Draine & Bertoldi 1996) . The mean energy that is converted to heat per UV pumping event has been calculated by Burton et al. (1990) and can be written as
where C dex is a representative value for the collisional deexcitation rate, given by Burton et al. (1990) as
where T is the temperature in Kelvin, n is the gas number density in cm −3 , and where C rad = 2 × 10 −7 s −1 is a representative value for the radiative de-excitation rate. In warm atomic gas, C dex ∼ C rad for number densities around n ∼ 10 4 cm −3 , while in cold molecular gas an even higher density is needed. It is therefore clear that this process is important only in relatively dense PDRs.
Finally, putting these two contributions together, we can write the total heating rate per unit volume due to the absorption of Lyman-Werner band photons as
Photoelectric heating
The final important effect that we need to account for is photoelectric heating. Photons with energies greater than 5.6 eV are able to dislodge electrons from dust grains, and these electrons go on to collisionally heat the surrounding gas. We assume that the only photons that contribute to the photoelectric heating rate are those in the E5.6 and E11.2 energy bins, since all of the photons in the two higher energy bins will be consumed in the ionization of H or (if energetic enough) H2. The lower end of the photo-electric heating energy range is not well defined and we adopt for simplicity the cut-off used in Draine & Bertoldi (1996) for the ISRF. We follow the prescription by Bakes & Tielens (1994) , who assume a dust grain size distribution that extends down to structures as small as polycyclic aromatic hydrocarbons (PAHs) and calculate the heating rate Γpe in erg cm −3 s −1 , which takes into account electron and ion recombination cooling
The photoelectric heating efficiency is given by = 4.9 × 10
where G0 is the strength of the local, incident interstellar radiation field normalized to the integrated Habing field (Habing 1968) , T is again the temperature in Kelvin and ne is the electron number density in units of cm −3 . The version of shown here is taken from Wolfire et al. (2003) , and includes a dimensionless scaling parameter φ pah that was not included in the original Bakes & Tielens (1994) prescription, as well as a 30% larger pre-factor in equation (49). These modifications were introduced by Wolfire et al. to account for the fact that observations of the ISM by the Infrared Space Observatory imply the presence of a larger abundance of PAHs than was assumed in Bakes & Tielens's original treatment. In general, we follow Wolfire et al. and set φ pah = 0.5.
One obvious question that arises at this point is whether it is valid to take a prescription for the photoelectric heating rate that was designed primarily to model the behavior of the diffuse ISM and to apply it to a dense PDR. After all, the interstellar radiation field seen by a representative patch of the diffuse ISM has a spectral shape which differs significantly from that of a blackbody. Therefore, before we can apply the Bakes & Tielens (1994) prescription for photoelectric heating, we have to make sure that the assumptions that they made in the derivation of Γpe are not too strongly violated for our radiative transfer method. There are two main concerns: the spectral shape of the ISRF is not that of a blackbody, and absorption by dust is not the only attenuating process in the relevant energy range.
We quantify the deviation from the ISRF by taking a reference wavelength of 1110Å (i.e. 11.17 eV) and normalize blackbody spectra at different effective temperatures so that they all have the same energy density at this reference wavelength (see Figure 3 ). For effective temperatures T eff = 20000-50000 K that are relevant for massive stars, we find that the energy densities of our normalized spectra at the wavelengths of interest typically differ by no more than a factor of three from the Draine (1978) model for the ISRF. Bakes & Tielens (1994) calculate the heating rate for a radiation field with the shape of a T eff = 3 × 10 4 K blackbody and compare this to the results they obtain for the Draine ISRF, normalized so that G0 is the same for both spectra. They find that in this case, the difference in spectral shape makes around a 25% difference to the photoelectric heating rate. A spectrum with effective temperature of T eff = 2 × 10 4 K nearly reproduces the Draine field and so in this case, we would expect the error to be much smaller, around a few percent. For higher effective temperatures of 4 × 10 4 K and 5 × 10 4 K, the shape of the spectrum does not change drastically from the reference 3 × 10 4 K blackbody, and so although the error will be larger, we would still expect it to be less than 50%. We are therefore justified in using the same efficiency parameter as in Wolfire et al. (2003) , as any errors introduced by the difference in spectra shape are relatively small and are probably dwarfed by the uncertainties stemming from other features of the dust physics, such as the PAH abundance in dense clouds or the exact geometric shape of the dust grains.
As a star evolves on the main sequence and beyond, its spectrum changes. We use non-rotating, non-magnetized solar metallicity tracks for typical massive stars taken from Ekström et al. (2012) and Georgy et al. (2012) to illustrate that these stars stay inside the explored range of T eff (see the right hand side of Figure 3) . A massive star enters the WolfRayet phase at the end of its lifetime t * , at which point its effective temperature varies rapidly. For this stage, our modeling for the photoelectric heating efficiency breaks down as equation (49) is no longer applicable. Fortunately, only a short period of about 10 to 15% of t * is spent in this phase.
The other issue that we need to address is how to properly account for the fact that photons in the E11.2 energy bin can be absorbed by either dust or H2. In principle, we should treat the photons in this energy bin in the same careful way that we treat the photons in the E15.2 energy bin, by first calculating the total number that are absorbed and then partitioning them between H2 and dust. However, in practice this proves to be unnecessary. The reason is that in the regime where both H2 photodissociation and photoelectric heating are important, the effective H2 photodissociation crosssection σH 2 is orders of magnitude larger than the effective dust absorption cross-section, which for typical ISM dust peaks at around 700Å with a value of σ d ≈ 3×10 −21 cm 2 /H and then drops off rapidly at both larger and smaller wavelengths (Draine 2003 , Weingartner & Draine 2001 ). Therefore, in these conditions H2 absorption dominates. This means that rather than working out the number of photons absorbed by the combined effects of H2 absorption and dust absorption and then partitioning these photons up between the two absorbers, we can instead safely split up the calculation into two steps: we first compute how many photons are absorbed by H2 and remove these from the E11.2 energy bin, and only then use the remaining flux to estimate G0 and Γpe.
In practice, it is convenient to use the incident energy flux, Fpe in erg s −1 , in place of the photon flux when we estimate the local stellar intensity G0 in units of the Habing field. This consists of two contributions. The first term treats photons with energies in the range of 5.6 eV to 11.2 eV. These photons are unable to electronically excite H2 from the ground state and so are only absorbed by dust. The second term adds the contribution from photons in the energy range 11.2 eV to 13.6 eV that have not already been absorbed by molecular hydrogen. We therefore have:
where F5.6(r = 0) is the energy flux at the stellar surface in the energy range from 5.6 eV to 11.2 eV, which we evenly distribute over the initial rays, and γ = 2.5, taken from Bergin et al. (2004) . To determine the FUV energy flux, we first determine the FUV photon flux entering the cell and then subtract from this the photon flux absorbed by H2 in the cell. Finally, to convert the result from a photon flux to an energy flux, we multiply by the average energy E11.2 of the photons in the E11.2 energy bin. The energy flux F5.6(r = 0) is carried along the ray as a ray property and attenuation is always calculated from this value. The process is not photon-conservative as we do not equate the extinction of the photo-electric heating photons with the eventual number of photons that heat the surrounding gas, but this is unlikely to introduce a significant error into our calculation of the heating rate. After the ray-tracing step is complete and the energy flux of all contributing rays in each cell is added up, Fpe has to be expressed in units of the integrated Habing field as input for equation (49). We convert Fpe to an approximate flux per unit area by dividing it by the area of one face of the cell, d
2 . We then divide the resulting energy flux per unit area by the fiducial value of Gconv = 1.6×10 −3 erg s −1 cm −2 (Habing 1968 ) to obtain G0, i.e.
Note that this conversion to G0 naturally accounts for adaptively refined cells with different physical sizes d.
Solving the energy equation
In order to solve for the evolution of the internal energy, we need to know the heating rates due to photoionization, H2 photodissociation, the UV pumping of H2 and photoelectric heating, which are computed as described in the previous sections. In addition, we need to know the radiative cooling rate of the gas, and must also account for any other chemical heating or cooling terms (e.g. H2 formation heating, H + recombination cooling). To compute these additional terms, we use a modified version of the heating and cooling function introduced in Glover et al. (2010) and updated in Glover & Clark (2012a) . This accounts for all of the important chemical heating and cooling terms, as well as radiative cooling from the fine structure lines of C + and O, the rotational and vibrational lines of H2 and CO, the electronic transitions of atomic hydrogen ("Lyman-α" cooling) and thermal emission from dust. We have supplemented this by including the additional forbidden and semi-forbidden transitions of C + , O, O + and N + that are summarized in Table 9 of Hollenbach & McKee (1989) , as these become important coolants close to T ∼ 10 4 K and hence make an appreciable difference to the equilibrium temperature of our Hii regions. As we do not track O + and N + explicitly in our chemical network, we make the simplifying assumption that x O + /xO = x N + /xN = x H + /xH. Finally, we also include cooling from the electronic transitions of atomic helium and from metals, using the rates tabulated by Gnat & Ferland (2012) . These rates assume that the gas is in collisional ionization equilibrium, which is not the case within our Hii regions, since the latter are dominated by photoionization. However, these processes become important in comparison to Lyman-α cooling only at T 10 4 K, and hence do not strongly affect the thermal evolution of the gas in our simulations. Nevertheless, these high temperature cooling processes are needed for a complete treatment of the ISM temperature structure and will be neccessary for future extensions of the simulation code.
Putting all of these pieces together, we can write the final net heating/cooling rate as
where ( 
Missing physics
In our radiative transfer scheme we do not treat any scattering processes or diffuse radiation. This leads to shadows, cast by optically thick gas, that are too sharp. In addition, radiation pressure in the form of momentum imparted on H nuclei is also not taken into account. It could be included in a similar fashion as in Wise & Abel (2011) , who modeled dust-free primordial gas, but as we aim for a dusty present-day ISM, an isolated treatment acting only on hydrogen is incomplete. Ideally, an effective radiation pressure based on the complete spectrum, dust composition and size distribution should be implemented. Furthermore, in harsh environments such as in close proximity to massive stars the assumption that dust is tightly coupled to gas would have to be reevaluated. We do not include any ionization of other elements besides hydrogen. Energetically, only helium has a small effect on the overall energy deposition as it makes up about 10% of the ISM in abundance. Other elements, such as oxygen or nitrogen, only exist in trace amounts unable to capture any significant amount of radiation. We can roughly estimate the upper limit of the thermal energy deposition from ionization of helium for the most extreme blackbody temperature of T eff = 50000 K we consider here, by considering an ISM that consists only of helium and one that is pure hydrogen. Integration of the blackbody spectrum with an He ionization cross-section taken from Verner et al. (1996) yields a total possible energy deposition ten times less in the case of the helium ISM in comparison to the hydrogen one. Taking into account that only around one-tenth of the interstellar medium is made up of helium, this roughly amounts to a percent effect in additional energy converted from the radiation field.
TESTS
In this section we study the influence of spatial and temporal resolution on the expansion of ionization and photodissociation fronts. Our testing strategy follows the standard approach of using simplified setups to check the included physics piece by piece and then in combination. The first three tests only include atomic hydrogen ionization, in a static and dynamic density field, with known analytical solutions for the expansion of the ionization front in its initial (R-type) and later stage (D-type).
The fourth test checks the non-ionizing radiation coupling to the chemical network in a test designed for photodissociation region (PDR) codes. It first probes the chemical state of the gas at fixed temperature, then the thermal state of the gas is allowed to change. The last two test cases are of a qualitative nature, where we include all modeled physics. Here, we check for any apparent numerical artifacts or unexpected behavior in the radiation-gas coupling.
R-type ionization front expansion
The ionization front (I-front) expansion velocity during its R-type phase is much greater than the sound speed of the ambient neutral gas. Hence, its supersonic expansion leaves no time for the photo-heated, over-pressured gas to compress the surrounding medium. Numerically, simulating the R-type phase tests the ray-tracing and rate calculation algorithm as well as the chemical network, although for simplicity we ignore H2 in this test and simply consider the ionization of atomic hydrogen. Strömgren (1939) derived the size of an ionized (Hii) region by considering the equilibrium between photoionization and recombination. In a uniform density gas of pure hydrogen, the ionized region is spherical (a Strömgren sphere) with radius
where n is the hydrogen nuclei number density of the ambient medium, Q = dNion/dt the rate at which ionizing photons are produced by the source, and αB is the case B hydrogen recombination rate, where recombination to the ground state is excluded, because the emitted photon is assumed to be quickly absorbed again by a hydrogen atom in the vicinity with no net change in the ionization fraction. The time evolution of the radius of the ionization front as it approaches this equilibrium solution can be recovered by considering the possible fates for the ionizing photons. In a dust-free gas of pure hydrogen, all of these photons are either absorbed within the Hii region, where the ionization state has to be maintained against continuous recombination, or propagate through it and reach the shell-like ionization front at position ri, where they ionize the gas, enlarging the Hii region. If dNion photons reach the I-front, then they ionize a thin shell with thickness dri, where dNion = 4πnr 
where the second term on the right-hand side accounts for recombinations within the Hii region, which we have assumed is almost completely ionized. Rearranging this expression and solving for ri(t) then yields
where trec = (αBn) −1 is the recombination time. For our test, we set up a simulation in which we fix αB to the constant value αB = 2.59 × 10 −13 cm 3 s −1 and consider gas that has a quasi-isothermal equation of state, with γ = 1.0001. The atomic hydrogen number density is set to n = 10 −3 cm −3 , and we consider a simulation domain that extends from 0 to 6.4 kpc in the x-, y-and z directions. The source emits Q = 10 49 photons per second, and we assume that these photons are monochromatic, with energy E = 13.6 eV, the ionization threshold of hydrogen. This choice means that there is essentially no photo-heating, and also allows us to consider a fixed photoionization cross section, σH = 6.3 × 10 −18 cm 2 . We capture an octant of the spherical I-front expansion by positioning the source at the origin. For the purposes of this simple test, we neglect the effects of dust and consider no chemical processes other than photoionization and radiative recombination.
Figures 4-6 show the impact of temporal and spatial resolution on the I-front expansion. In these figures, we define the position of the ionization front as the point where the neutral hydrogen fraction drops below 50%. Figure 4 demonstrates the necessity for a timestep limiter, as without it, we systematically underestimate the Ifront radius, in this case by as much as 50% at t ∼ 0.3 trec. This occurs because in our calculation of dτ for each grid cell, we implicitly assume that the hydrogen number density does not vary significantly during the timestep. If we do not employ a limiter, then this assumption is not always justified and can lead us to overestimate the number of photons that are absorbed in each cell. However, we also see that if we limit the change of neutral hydrogen to 10% with fH = 0.1, the expansion matches the analytical calculation to within an error of only a few percent. Decreasing fH further, to fH = 0.01, improves the solution even more, but the improvement is relatively small in view of the large computational cost.
The difference between our numerical solution and the analytical solution is largest at early times, since at this point the neutral hydrogen fraction is changing rapidly in the intense radiation field close to the source. Our timestep limiter can detect this and reduce the size of the timestep to compensate, but only after we have already taken one step with a too-large timestep. It therefore reduces the error only on subsequent timesteps, which for large fH is not quite enough to recover the proper I-front expansion.
As far as sensitivity to the spatial resolution is concerned, we see from Figures 5 and 6 that if we set fH = 0.1, we detect virtually no change in the expansion behavior as we increase the spatial resolution from 64 3 to 512 3 . The main effect of the change in the resolution is to alter the thickness of the I-front, since it has a minimum width of three resolution elements. In addition, the initial expansion is slightly influenced by the fact that at high resolution, the cells have smaller volumes and hence will be ionized more quickly compared to cells in more coarsely resolved simulations. This means that high resolution simulations are more sensitive to our choice of fH than low resolution simulations, since the initial change in nH in the central cells occurs more rapidly as we decrease the size of the cells. Note, however, that the error introduced by this only really affects the evolution of the I-front during the first few simulation steps. Finally, Figure 6 also demonstrates that our ray-tracing scheme properly captures the spherical nature of the I-front without introducing any artifacts due to the underlying Cartesian mesh.
Ionization front expansion in an r
−2 density profile Hii regions in simulations of star formation usually do not expand into a uniform medium at rest. Instead, the ionization front usually expands along a density gradient from a dense core. We test the applicability of our radiative transfer scheme in this case by assuming a density profile of the form
with radius r from the core center, and where nc is the hydrogen number density in the core and rc is the size of the constant density center of the core. In such a density profile, equation (55) becomes
We are interested in the case where the I-front has already left the central dense clump, i.e. ri > rc. If we fix the exponent of the density profile to be ω = 2, then it is easy to show that
where Q = dNion/dt and vi = dri/dt. If we now choose Q so that the first two terms on the right hand side of this equation sum to zero, then this equation has the simple analytical solution (Franco et al. 1990 , Whalen & Norman 2006 ri(t) = rc(1 + 2 t nc αB)
where we have taken t = 0 to be the time at which the I-front escapes from the constant density portion of the profile, i.e. when ri = rc. To test whether our code can reproduce this analytical solution, we make the same approximations as before. We set γ = 1.0001, consider monochromatic photons with E = 13.6 eV, so that σH = 6.3 × 10 −18 cm 2 and there is no photo-heating, and fix αB to the constant value αB = 2.59 × 10 −13 cm 3 s −1 . We set Q = 10 49 photons s −1 as before, and consider a central density nc = 100cm −3 . With these values, we then need to set rc 1.99 pc in order to ensure that the first two terms in equation (59) vanish.
We consider a simulation domain that extends from 0-6.5 pc in each dimension, and center our spherical density profile within this domain. The source is placed at the center of the density profile. As we want to test the behavior of the I-front in the regime where ri > rc, we assume that all of the gas at r rc is already ionized.
The main issue tested with this setup is whether our timestep limiter is able to cope with the sustained rapid change of the neutral hydrogen fraction during the expansion of an I-front down a steep density gradient. The top panel of Figure 7 shows the ratio of the ionization rate to the number density of H atoms at the I-front for both the uniform density and the power-law profile cases. It is clear that this quantity varies much more rapidly with the powerlaw density profile n = const., particularly when t < trec.
The middle panel in Figure 7 shows the position of the I-front as a function of time in simulations with a spatial resolution of 256 3 grid cells and with fH = 0.1 (dotted line) and fH = 0.01 (dashed line). The analytical solution is shown as the solid line. We find that limiting the change in the atomic hydrogen fraction in each cell to 10% per timestep allows us to reproduce the analytical solution to within around 5% (see the bottom panel of Figure 7 ). The error becomes larger as the medium rarefies and the change in ionization fraction in a single cell increases in each timestep. Using a stricter limit with fH = 0.01 allows us to reduce the error to less than a percent, but significantly increases the computational cost.
D-type ionization front expansion
Once the expansion speed of the ionization front drops below the speed of sound in the hot, over-pressured ionized gas, the shock-front traveling on top of the I-front detaches and propagates supersonically into the cold surrounding ambient medium. The shock starts to sweep up a dense shell, and the I-front enters its D-type phase. If the neutral gas is very cold, then we can neglect its thermal pressure. In this case, the rate of change in the momentum of the dense shell located ahead of the I-front is equal to the total force exerted on the shell by the pressure of the hot gas, i.e.
where pi is the pressure of the ionized gas. Note that we have also assumed here that gravity is unimportant and that the radiation pressure of the photons can be ignored. Let us now consider an ionization front expanding into a constant density medium with ρ = ρ0. If we assume that the gas that was initially in the region occupied by the Hii region has all been swept up into the shell, then the shell mass is simply mi = 4π 3 r 3 i ρ0.
If the shell is thin, then the pressure pi of the ionized gas is balanced by the ram pressure exerted by the neutral medium, pi = ρic 2 i = ρ0v 2 s , where vs is the shock expansion velocity, ci is the sound speed in the ionized gas and ρi the density of the ionized gas.
If we also assume that the Hii region is in ionization equilibrium, so that Q = (4π/3)n 2 i αBr 3 i , i.e. all of the ionizing photons are used up counteracting the effects of recombination, then we can express the density in the ionized region as
where Rs is the Strömgren radius. With these assumptions, equation (61) 
(Note that the more commonly known solution by Spitzer (1978) omits the factor of 4/3 from the second term inside the parentheses). Eventually, the expansion of the I-front should come to rest once the pressure exerted by the ionized region is balanced by the pressure of the ambient medium (Raga et al. 2012) . We use the D-type phase of the ionization front expansion as a test for the hydrodynamical response to the over-pressured Hii region and the continuous driving of the shell by ionizing radiation. The simulation setup consists of a source at the origin that emits Q = 10 49 ionizing photons per second, with 2 eV per photon in deposited heating energy. The hydrogen ionization cross-section is again fixed at the threshold value of σH = 6.3 × 10 −18 cm 2 . We set the atomic hydrogen number density to nH = 1000 cm −3 , and also set γ = 1.66667 and αB = 2.59 × 10 −13 cm 3 s −1 . The ambient temperature of the neutral gas is set to 100 K. The extent of the simulation domain is chosen to be ±64 pc. To balance the photoionization heating, we consider only Lyman-α cooling; the rates of the other cooling and heating terms in our model are set to zero. We perform simulations with spatial resolutions of 64 3 , 128 3 , 256 3 and 512 3 . With this problem setup, the initial Strömgren radius is Rs = 0.68 pc. This is resolved with multiple grid cells only in our 512
3 simulation. Figure 8 shows the expansion behavior of the I-front for different spatial resolutions. When the initial Strömgren sphere is unresolved, the shock does not form until a fully ionized and over-pressured region has been created. This is a purely numerical effect and is due to the fact that for low resolution, the ionizing photons are diluted over a large volume, only slowly heating and changing the ionization fraction. Once a minimally sized Hii region of one or two cells is created, the D-type expansion progresses as described by the analytical expansion law. Only if the Strömgren sphere is at least marginally resolved do we see no delay or a negligible delay (see Figure 8) . We correct for this time offset by replacing the evolution time t in equation (65) with t = t − t off , where t off is the time it takes to ionize the minimum volume of one cell.
We use the speed of sound calculated from the average temperature in the ionized gas ci = γkBTavg/µ, with the Boltzmann constant kB and mean molecular weight µ. At later times deviations from the analytical solution emerge that are a consequence of the fact that the ionized gas is not isothermal. We find that in practice, the lowest temperature in the ionized gas, Tmin, is located close to the I-front (see Figure 9) , and that at late times, the expansion of the ionization from follows the analytical solution that we obtain if we set T = Tmin rather than T = Tavg. In general, the difference between our numerical solution and the analytical solution is around 5%, apart from the initial rapid expansion phase, where for an unresolved Strömgren sphere the error reaches up to 30%. Figure 9 shows the impact of the spatial resolution on the shape of the shell, as well as the temperature and density structure of the Hii region. We see that the temperature varies by around a factor of two as we move from the central region around the star to the edge of the dense shell. This temperature variation is a consequence of spatial variations in the heating rate and the gas density (which directly affects the cooling rate). We note, however, that the effect is large here because we are not including the contribution of metals to the total cooling rate. If we include the additional metalline cooling, we find instead that the temperature of the Figure 8 . Expansion of the D-type ionization front in our test setup with different spatial resolutions. The dotted, dashed and dashdotted lines show analytical solutions with the sound speed c i calculated from the maximum (Tmax), average (Tavg) and minimum (T min ) temperature of gas with an ionized hydrogen fraction of x H + 0.99. The solid lines plot the expansion obtained from the numerical simulation after correcting for the offset time t off needed to generate the initial ionized and over-pressured Hii region. The bottom panels show the relative errors calculated from the analytical solutions where we use Tavg (dashed) and T min (dash-dotted).
ionized gas evens out at around 8-9×10
3 K with a negligible temperature gradient.
Comparing the ionized fraction with the density slice reveals that the shock has a direction-dependent expansion velocity: it propagates slightly faster in directions aligned with the Cartesian mesh and slightly slower in the other directions. This is a well known effect for spherical shock waves on Cartesian grids and can largely be eliminated by increasing the resolution of the simulation, as Figure 9 demonstrates.
Photon dominated region test
We follow the test setup outlined in the code comparison project in Röllig et al. (2007) . The test was designed to compare dedicated PDR codes that obtain the chemical and thermal structure of a molecular cloud illuminated by the interstellar radiation field. The final, equilibrated state is calculated and compared, where any time evolution is omitted. The chemical network used in their test case consists of 31 different chemical species and hence is far more extensive than the simplified network used in Fervent. Despite this, it is interesting to compare how well our code can reproduce the chemical structure of the two main molecular species, H2 and CO, and the thermal structure of the PDR. Table 2 shows the elemental composition of the molecular cloud, as well as the test parameters. In our simulations, the chemical abundance of atomic oxygen is tracked using a conservation law: we know the total elemental abundance of oxygen relative to hydrogen (AO) and also how much oxygen is incorporated into CO. The fractional abundance of atomic oxygen therefore follows as xO = AO − xCO. Our chemical model does not include neutral carbon, and so we assume that any carbon not incorporated into CO is present as C + .
The tests in Röllig et al. (2007) are carried out using a UV radiation field that has the spectral shape of the Draine (1978) field, and a strength parameterized by χ, where χ = 1 corresponds to the Draine field. This UV radiation field produces an H2 photodissociation rate in unshielded gas that is 1.0 dust to gas ratio kUV = 5 × 10 −10 (χ/10) s −1 , as listed in the Table. However, in Fervent we do not directly specify kUV, and so we must instead calculate the photon flux in the 11.2-13.6 eV energy bin that we require in order to produce the same dissociation rate. We can write the energy density of the adopted UV radiation field as (Draine 1978 , Draine & Bertoldi 1996 λu λ = 6.8 × 10 −14 χ(31.016λ 
where λ is the wavelength inÅ, λ3 = λ/1000Å, and u λ is the energy density per unit wavelength, measured in units of erg cm −3Å−1 . Three quantities are needed as input for our scheme: the incident photon flux N11.2(r = 0) in the E11. λu λ h dλ = 1.06 × 10 7 χA, (67) where A is the area of the illuminated face of our simulation domain and the factor of one half enters because we are considering a semi-infinite plane parallel slab which is exposed to radiation from a total solid angle of only 2π steradians; 
where we have to express the speed of light inÅ s −1 ; and finally, the total energy flux in the E5.6 energy bin at the cloud surface, measured in units of erg s 
This last quantity is needed in order for us to be able to account for the effects of photoelectric heating when determining the thermal structure of the PDR. The simulation domain is an elongated box with a ratio of (x, y) : z of 1 : 10, with the physical extent set to give a range in visual extinction depending on the gas density used in each test. The ray-tracing is simplified to cast rays without the HEALPix based formalism. Instead, the initial rays are created at the centers of the faces at the minimum x boundary, which we assume to be illuminated by the ISRF. They propagate in the positive x direction, where they are split into four child rays if they encounter a more highly resolved region, one for each child cell (see Appendix A for a brief description of the mesh structure).
The PDR comparison project described in Röllig et al. (2007) consists of eight tests. Four of these are isothermal with fixed gas and dust temperatures (denoted F1 to F4). The other four are carried out with the same density and ISRF strengths as the isothermal tests, but the gas and dust temperatures are allowed to evolve self-consistently with the chemical state. These non-isothermal tests are denoted as V1-V4. The tests explore two different densities and two different radiation field strengths: a cloud with a hydrogen number density of nH = 10 3 cm −3 illuminated by an ISRF with χ = 10 or χ = 10 5 (tests F1-2, V1-2) and a cloud with a hydrogen number density of nH = 10 5.5 cm −3 with the same variation in the ISRF field strengths ( tests F3-4, V3-4) .
In the isothermal test cases, we use an adiabatic index of γ = 1.0001, while in the non-isothermal tests we adopt the standard γ = 1.6667. The extent of the simulation domain is chosen so as to provide a sufficiently high spatial resolution to sample small values of visual extinction AV. For tests F1-2 and V1-2, the smallest cell size is set to 2.44 × 10 14 cm and the simulation domain extends to ±2 × 10 18 cm in the x and y directions and 4 × 10 19 cm in the z direction. For tests F3 and V3, the bounding box size is ±0.5 × 10 13 cm in x and y and 10 14 cm in the z direction, meaning that the most resolved cell has a size of 6.1 × 10 8 cm. For tests F4 and V4 the box extends to ±0.5 × 10 16 cm in x and y and 10 17 cm in the z direction, with the smallest cell having a size of 2.44 × 10 12 cm. In contrast to many dedicated PDR codes, our radiative transfer scheme has to be evolved explicitly in time until the chemical network reaches its equilibrium. During this evolution, we do not follow the hydrodynamical response of the gas to any changes in the thermal pressure, i.e. the density field remains fixed in space and constant. Figure 10 shows the results that we obtain for the four isothermal tests. For comparison, we also plot the results from the eight PDR codes compared in Röllig et al. (2007) , focusing on the surface densities of H, H2, C + and CO. We see from the Figure that Fervent does a good job of reproducing the transition from atomic hydrogen to molecular hydrogen at the edge of the cloud. The PDR codes compared in Röllig et al. (2007) disagree somewhat on the details of this transition, and our results lie well within this spread.
On the other hand, it is clear from the lower panels of Figure 10 that we do not reproduce the behavior of the CO or C + surface densities. The main reason for this is our assumption that we can obtain the CO dissociation rate from the H2 dissociation rate simply by applying a conversion factor. In reality, this is accurate only in optically thin gas. Once the gas starts to become optically thick, H2 selfshielding plays a major role in decreasing the H2 photodissociation rate (Draine & Bertoldi 1996) . However, the analogous process for CO is much less effective, on the grounds of the low abundance of CO relative to H2, and in any event does not have the same functional dependence on column density as the H2 self-shielding correction (see e.g. Lee et al. 1996) . By directly coupling the CO and H2 photodissociation rates, we therefore overestimate the rate at which the CO photodissociation rate falls off as we move into the cloud, and hence overestimate the CO surface density. In addition, our extremely simplified treatment of CO formation is also known to overestimate the CO formation rate relative to more accurate models (Glover & Clark 2012a) . We therefore see that we cannot use Fervent in its current form for predicting accurate CO abundances. However, we stress that our goal when adding the current simplified treatment of CO chemistry was simply to be able to approximately distinguish between regions of the ISM that are cold and CObright and ones which are warm and CO-faint when performing large-scale simulations (see e.g. Walch et al. 2014) , and for this particular purpose, our current treatment is adequate. In the future, we intend to improve on Fervent's treatment of CO by adding an additional energy bin specifically to treat CO photodissociation, and by using a more sophisticated treatment of CO formation, such as the model of Nelson & Langer (1999) , but this is outside the scope of the present work.
Finally, we also see from Figure 10 that Fervent overestimates the amount of ionized carbon in the PDR by roughly an order of magnitude. This is another consequence of our reduced chemical model: since we do not include neutral atomic carbon, we mis-classify as C + some carbon that should in fact be present as C. Again, we plan to address this in the future work by improving the model of the carbon chemistry.
In Figure 11 , we show the results from the nonisothermal tests. We again find a good agreement in most cases between our results for the H2 and H surface densities and those computed by the PDR codes compared in Röllig et al. (2007) , particularly for the lower density PDRs. The gas and dust temperature structure itself lies within the very large spread obtained from the dedicated codes, except for test V2 where we find a temperature that is around a factor of two lower than in Röllig et al. (2007) . We note that one factor that may contribute to this is the fact that in our treatment of fine structure cooling from atomic oxygen, we use collisional excitation rate coefficients for O-H collisions taken from Abrahamsson et al. (2007) . These are a factor of two to three higher than the older Launay & Roueff (1977) values available at the time that the Röllig et al. code comparison was carried out, and so in conditions where atomic oxygen cooling dominates (warm, dense, atomic gas), we would naturally expect to recover lower temperatures than in these calculations. Finally, we again see that we do not do a good job of reproducing the behavior of the CO and C + surface densities, for the same reasons as explained above.
Isolated source in a dense molecular medium
In this test, we again examine the expansion of an Hii region around a point source embedded in a uniform density gas. The difference is that in this case, we take the gas to be fully molecular initially, and we account for the PDR that forms ahead of the I-front. This is a complex multiphysics problem, where numerical simulations are actually the best tool for exploring the multiple combined heating and dissociation processes. No simple analytical solutions or published test results are available for comparison to our results. Instead, we set up a test that checks whether the behavior we recover seems physically reasonable, and which allows us to look for any apparent numerical artifacts. Importantly, we want to check that the behavior that we see during the transition from an R-type to a D-type I-front is reasonable. Is the PDR in the proper position in relation to the ionization front, and does it evolves over time with the general expansion of the Hii region in the way that we would expect? While the ionization front remains R-type, the physical separation between the I-front and the edge of the PDR is very small and so we do not expect to resolve the PDR layer. However, once the I-front transitions to the D-type, we expect the PDR to broaden and so we should start to be able to resolve it.
We use the parameters given in Table 2 for the composition of the medium and as input for the chemistry module, except for the initial gas and dust temperatures which we adjust to 10 K and 100 K, respectively, and kUV, which is set from the properties of the radiation source. The simulation domain extends ±6 pc in each direction and we choose an initial number density of 1000 cm Figure 10 . Profiles of the isothermal PDR tests F1-F4 after they converged in time. The light gray lines are the results from the eight PDR codes compared in Röllig et al. (2007) and the solid lines show the results obtained using Fervent. The surface densities are divided by the physical distance from the cloud edge to yield number densities. The density of the molecular cloud and the intensity of the incoming radiation field are annotated in the first row of the plot. The dashed lines show physical distances from the cloud edge. Our simplified chemistry is able to reproduce the results for the hydrogen species but only roughly approximates the carbon chemistry to an order of magnitude.
we were to omit the radiation beyond the Lyman limit from the present test.
We resolve the Strömgren sphere radius of 1 pc, which is only strictly defined for a purely atomic hydrogen medium, with a minimum cell size of 0.094 pc for the coarsest simulation with 128 3 cells. This guarantees that the initial ionized region is captured so that the I-front expands properly. In addition, this high spatial resolution is needed to resolve the thin transition layer from molecular to atomic hydrogen.
The radiation source is located at the center of the domain and is fully characterized by its blackbody spectrum of T eff = 4 × 10 4 K and a stellar radius of 5 × 10 11 cm. The derived values for N11.2, N13.6 etc. that are used in our radiative transfer scheme are shown in Table 3 . Finally, all of the physics described in Section 2 is used in this test, including the effective cross-sections based on the effective blackbody temperature of the source, metal line cooling and the coupling of ionizing radiation to molecular hydrogen.
In the remainder of this section, we look at the evolution of the combined ionization and photodissociation fronts at four times: during the R-type phase, at the transition time between R-type and D-type, during the early D-type phase, when the density contrast between the shell and the cavity is a factor of a few, and during the late D-type phase, when the density contrast between the shell and the cavity is large. Figure 12 shows profiles of the temperature, density and pressure at these times. We find that the evolution of the combined fronts is independent of the spatial resolution. The Figure 11 . Profiles of the non-isothermal PDR tests V1-V4 after the gas has reached thermal and chemical equilibrium. The light gray lines are the results presented in Röllig et al. (2007) and the solid lines show the results we obtain using Fervent. The surface densities are divided by the physical distance from the cloud edge to yield number densities. The density of the molecular cloud and the intensity of the incoming radiation field are annotated in the first row of the plot. The dashed lines show physical distances from the cloud edge. Our simplified chemistry is able to reproduce the results for the hydrogen species but only roughly approximates the carbon chemistry to within about an order of magnitude. The temperature we calculate lies within the spread of the other models. 512 3 Figure 13 . Evolution of the thickness and chemical structure of the ionization and PDR fronts expanding in a uniform medium. We show the fronts at times of t = 1, 100, 500, 1500 trec for spatial resolutions of 128 3 , 256 3 and 512 3 cells from the top to bottom row. The black dots mark the position of the cell centers. The solid, dashed and dotted lines denote ionized, atomic and molecular hydrogen fractions of the gas. (Note that here we define x H 2 such that a value of one corresponds to fully molecular gas). 2.43 × 10 −18 cm 2 σ H 2 6.01 × 10 −18 cm 2 temperature of the Hii region is at around 7 − 8 × 10 3 K, far below the value of 10 × 10 3 K that is commonly assumed. At all times, the gas density contrast and thickness of the shell is limited by the spatial resolution. This leads to an ionized region that is slightly smaller for low resolution, as the shell always has a width of two to three cells, and the cells are larger in the low resolution simulations. In Figure 13 , we quantify the chemical evolution of the PDR and I-front structure by examining how the fractional abundances of the different chemical species change as we move across the structure. During the R-type phase, the ionized, atomic and molecular hydrogen layers are as thin as numerically possible, i.e. only two to three cells wide. Gradually, the PDR spreads out which can be seen best in the thickness of the atomic hydrogen layer. At late times the dissociation region becomes several cells thick for all resolutions. However, due to the finite minimum cell sizes, they differ in total physical size, i.e. the PDR structure is not yet converged. The transition of C + to CO follows closely the transition of H to H2, owing to our assumption that the CO photodissociation rate scales directly with the H2 photodissociation rate.
Finally, we also show slices through the simulation domain in Figure 14 for the highest resolution simulation with 512 3 cells. We note that the gas in the PDR layer is heated to several hundred Kelvin. This leads to a reduced pressure contrast between the HII region and the ambient medium. The simulation was not set up to be in equilibrium, which results in a change in the temperature and pressure of the undisturbed gas over time. This gas cools from its initial temperature of 100 K to a temperature of a few tens of K at late times, close to its equilibrium value. Figure 14 . Slices of the combined PDR and ionization front expansion into a uniform medium. We show the density, pressure, temperature and atomic hydrogen fraction for four different output times.
Photo-evaporation of a dense clump by two sources
The environment in a typical star-forming region is not uniform. It consists of large temperature and density contrasts with corresponding differences in the chemical structure. After a massive star forms in one of these regions inside a dense molecular core, it clears out its own vicinity of any remaining gas not used up in its creation. An initially isolated Hii region inside this core is formed which later breakes out and merges with others and affects the cloud as a whole. At this point, any remaining dense structures not host to the initial star formation are impacted by the radiative feedback of several stars.
We investigate the capability of our code to treat multiple sources illuminating a dense cloud in an idealized setup. The test consists of a uniform medium in a ±16 pc box with two identical sources at positions p1(x, y, z) = (−14, 0, 0) pc and p2(x, y, z) = (0, −14, 0) pc illuminating a homogeneous spherical over-density positioned at the origin with a radius of r clump = 4 pc. The parameters of the radiation sources are listed in Table 3 . We model two scenarios distinguished by the contrast between the clump density and the density of the ambient medium. In the first scenario, the hydrogen nuclei number density in the ambient medium is set to n = 1 cm −3 and the temperature of the gas is set to 1000 K. The dense clump is initialized with a density a thousand times higher and a temperature of 10 K. ) Figure 12 . Expansion of a combined PDR and ionization front into a fully molecular uniform medium with a number density of 1000 cm −3 . The top panel shows the gas temperature and the small panel below it shows logarithmically scaled temperatures in the range of 10 to 1000 K to highlight the pre-heating due to the PDR. The third panel from the top shows density and the bottom pressure profiles from the source up to the position of the I-front for four different times, t = 1, 100, 500, 1500 trec, which are shaded from light gray to black. The dotted, dashed and solid lines show results for spatial resolutions with 128 3 , 256 3 and 512 3 , respectively.
In these conditions, the initial recombination time in the ambient medium is ∼ 0.12 Myr and each source creates an Hii region with a Strömgren radius of Rs = 58.3 pc which encompasses the whole simulation domain. The ionization fronts from both stars therefore reach the dense clump during their R-type phase, leaving no time for the ambient medium or the clump to react hydrodynamically. Accordingly, we only solve for the chemical and thermal structure within the first recombination time. This setup allows us to study whether there are any artifacts arising from our adaptive ray-tracing scheme and rate calculation as well as the overlap and interaction of both ionization fronts.
In the second scenario, we change the density contrast between the ambient medium and the clump to a factor of ten by increasing the density of the ambient medium density to n = 10 cm −3 and decreasing the clump density to n = 100 cm −3 . This results in a recombination time of 0.012 Myr and the Strömgren radius decreases to Rs = 12.6 pc. These parameters allow us to study the hydrodynamical response of the ambient medium and the clump to heating by stellar radiation and the pressure from the surrounding ionized gas.
Both setups have metal abundances and dust-to-gas ratios that are the same as in the PDR test (see Table 2 ) and adiabatic indexes of γ = 1.6667. We choose to initialize all gas to be fully molecular to highlight the effects of the PDR although realistically the ambient gas should be nearly atomic for both scenarios. Figure 15 shows the evolution in the chemical composition and the temperature of the gas for the first scenario for a series of different output times. The temperatures and chemical structure equilibrate after just 0.5 recombination times, with no expected change over the next few recombination times until the I-front reaches its D-type phase. During that phase, the temperature of the Hii region drops dramatically from around 28×10 3 K in the ambient medium when the two ionization fronts meet to 7.5 × 10 3 K at the quasi-steady state of the setup.
The spike in the temperature at the midway point connecting the two sources is the result of the added up heating and ionizing rates from both stars. Once both Hii regions fully merge and a large optically thin bubble is formed, the heating rate in this region becomes more similar to that near the sources and the temperature spike disappears. At all times the evolution of both I-fronts is symmetric, i.e. there is no biasing based on source position or the order in which the rays traverse the domain.
At the surface of the dense clump, a PDR forms that is dominated by atomic hydrogen. Because of the high clump density, this PDR layer is narrow: the transition from fully ionized to fully molecular gas takes place in a distance of only around 1 pc.
Very close to the radiation sources, the temperature drops by two thousand Kelvin at equilibrium compared to the temperature at intermediate distances. This artifact is a consequence of the fact that when solving the chemical rate equations, we require our ODE solver to produce accurate results only for those chemical species whose abundances exceed some specified absolute tolerance. We do this on the grounds of computational efficiency -it makes little sense spending a large amount of computational time to accurately compute the Hi abundance if this is e.g. only 10 −15 -but it means that when the ionization rate is very large, the atomic hydrogen abundance can become so small that it falls below this tolerance. If it does so, then the solver is at liberty to set it to zero. From the point of view of the chemical evolution, this introduces negligible error, as the gas is dominated by H + . However, it does affect the thermal evolution, since if xH is zero, there is no photoionization heating, whereas if xH is merely very small, the photoionization heating rate can be significant if the ionization rate is high. This artifact can be eliminated by reducing the absolute tolerance used in the solver, although this has the effect of increasing the computational cost of the entire simulation. Alternatively, it can also be eliminated by putting a floor on the atomic hydrogen abundance, preventing it from ever dropping completely to zero, although again this has a measurable computational cost. However, in practice we only see this effect in extremely close proximity to very strong ionizing sources, and we do not find it to have any significant dynamical effects, suggesting that in more realistic simulations, this effect is likely to be harmless. Figure 16 illustrates other numerical artifacts of our radiative transfer scheme. Some error is introduced by the adaptive splitting of rays that leads to a change in the sampling of the radiation field at the splitting radius. This results in slight offsets in the accumulated gas columns and total intersection length of all crossing rays which changes the calculated rates in comparison to an un-split case. We compare a control simulation with no adaptive splitting, where the initial number of rays is large enough to sample all cells sufficiently at all distances to one with ray-splitting. The errors shown in the upper and lower left panel in Figure 16 are generally of the order of 1% at most. Another, transient feature stemming from the adaptively split rays are the spikes observed in the temperature profiles at intermediate times in Figure 15 . The amplitude of the spikes can be reduced by increasing the initial HEALPix level at additional computational cost. For the default parameters the error around the source position is of 15 %. We tested the impact of the initial HEALPix level in control simulations utilizing the low density setup and found that it had no impact on the overall evolution.
The fluctuations around the shadow cast by the dense clump and in the PDR stem from the varying number of rays that enter the cells. This depends on the current rotation of the HEALPix sphere, which leads to the calculated rates fluctuating slightly. As the edge of the shadow and PDR react very sensitively to changes in these rates, the error grows accordingly.
Spatial resolution has an impact on the temperature at the source positions, since the smaller the volume of the cell with the source, the stronger the radiation field within the cell. Effectively, the grid is unable to resolve the point-like source which leads to a resolution dependence.
The iso-temperature contours show that the heated regions close to the stars are not perfectly spherical. The origin of the lobe-like structures lies in the approximation used in modeling the photo-electric heating. It is a geometric artifact introduced in equation (52) where the cell face area is used to recover a flux per area. To avoid it, one would have to calculate the area seen by the ray by using a projection onto the ray. We perform a control run with no photo-electric heating to make sure that there are no additional artifacts from other processes. As can be seen from the bottom right plot in Figure 16 the resulting temperature field is nearly flat with no discernible lobes or other features.
The evolution of the second scenario is shown in Figure 17 . The ionization fronts meet after approximately ten recombination times, calculated for the ambient medium. At around the same time they transition to their D-type phase. Two shells around the Hii region can be made out in the density slice, one generated directly by the over-pressured ionized gas, the other from the heat deposited in the PDR, upstream of the I-front. The edge of the shell is unstable as can be seen along the cardinal directions where the outer, thinner shell breaks up.
The shock front is reflected off the dense clump and after one hundred recombination times an interference pattern emerges from the incoming and the reflected shocks. The clump itself is symmetrically compressed from each side over the whole evolution, with a corresponding increase in temperature of a few thousand Kelvin on the surface, but no significant heating on its inside.
In the low density ambient medium, a thick PDR forms which pre-heats the gas before the I-front reaches the same position. It can be easily made out in the atomic hydrogen fraction slice shown in the bottom row of Figure 17 . It becomes thinner as it moves into the over-dense region. Similarly, at later times the PDR preceding the I-front becomes narrower as the shell becomes denser and the visual extinction increases over a shorter distance.
Finally, Figure 18 shows a spatial resolution study of the second scenario. As described in the previous section, the thickness and density of the shell depends on the spatial resolution. Additionally, this test shows that the stability of the shell is influenced as well: the smaller the cell size, the larger the density fluctuations. For all simulation runs, we find convergence in the position of the shells and fronts as well as in the temperature structure and the geometry of the compressed clump. Figure 17 . The low density contrast test case of the expansion of two Hii regions impinging on a dense clump with hydrodynamic response. Slices in density, temperature and atomic hydrogen fraction of the highest resolution runs with 512 3 cells are shown. The evolution is plotted at three snapshots in time which correspond to recombination times of 1, 10 and 100 in the ambient medium.
SUMMARY
In this paper, we present Fervent, a radiative transfer code module for the magnetohydrodynamical adaptive mesh refinement code FLASH 4. Fervent is designed to model the effects of radiation from massive stars without assuming either thermal or chemical equilibrium, as is otherwise common in simulations of stellar feedback. It allows us to selfconsistently evolve the chemical, thermal and density structure of the interstellar medium surrounding a massive star over time.
We are able capture the combined effect of the I-front and PDR front expansion necessary to accurately simulate Hii regions. This is in contrast to most dedicated photondominated region (PDR) codes that only calculate the final equilibrated state with no explicit time evolution and in a static density field.
Fervent is based upon the ray-tracing scheme outlined in Wise & Abel (2011) , which likewise utilizes the HEALPix library (Górski et al. 2005 ) to adaptively split rays to sample the radiation field. This approach is well-suited for com- bining with the adaptive mesh structure in FLASH 4, as described in detail in the Appendix. Our chemical and thermal treatment is designed for modelling the impact of stellar feedback on the present day ISM. We account for all of the main radiative heating processes: photoionization (of H and H2), H2 photodissociation, the vibrational pumping of H2 by FUV photons, and photoelectric heating by dust grains. We show that to properly capture these effects requires us to split up the photons into at least four frequency bins.
We describe how to calculate photoionization and photodissociation rates in a fashion that is independent of spatial resolution, and show how to couple them to a fast barebones chemical network used to model the hydrogen chemistry in the ISM. We also show how to treat a single chemical reaction that overlaps several energy bins and photons in a single energy bin that couple to multiple species in a photon conservative way.
We test the code extensively from simplified to full setups where all physics modeling is included. Fervent reproduces the well-known analytic results of I-front expansions in an atomic medium. In addition, we find very good agreement with results obtained from dedicated PDR codes for the structure of the hydrogen dissociation front as well as the temperature structure of this region. Disagreements arise for CO, which at present we can only approximate to within an order of magnitude owing to the simplifications made in our chemical network in order to decrease its computational cost.
We explore under what conditions the hydrodynamical response to the thermal feedback is captured. We show that we have to limit the change in the hydrogen fraction to 10% over a single simulation time step and resolve the initial Strömgren-sphere by at least one resolution element for a proper expansion of the I-front. The effect of changing the spatial resolution is also thoroughly examined, and we show that apart from a few well-known issues to do with numerical diffusivity (shell thickness and stability, deviations from perfect spherical symmetry), all of our results converge in simulations with both low and high resolutions.
In its current state Fervent is an extremely capable radiative transfer module with many potential applications in the field of star formation and the dynamics of the interstellar medium, which we plan to improve further in the future (e.g. proper treatment of the carbon chemistry).
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APPENDIX A: RAY-TRACING IMPLEMENTATION DETAILS
In the following, we describe the general structure of the adaptively split ray-tracing implemented in FLASH 4.
A1 Data structures
We distinguish two major data structures, the adaptive mesh used to decompose the computational domain and a two-dimensional array exclusive to the ray-tracing. The mesh structure is implemented as a fully-threaded tree that holds all of the hydrodynamical quantities for each resolution element on each refinement level in the simulation. The ray array saves all information used in box-ray intersections, radiation source properties and some of the data gathered during sampling of the radiation field. Table A1 shows the quantities carried in the mesh data structure that are accessed and changed. Other quantities not relevant to the routine, e.g. pressure etc., are omitted. The data saved in the ray array is shown in Table A2 . Besides these two main structures, auxiliary arrays are used in the parallel communications routines, as described in Section A4. During the ray-tracing step, heating and reaction rates are saved into the tree structure for later use in the chemistry module. These quantities are shown in bold in Table A1 . The ray array is allocated at the start of the simulation and persists throughout the run. This has the advantage that we do not have to allocate and deallocate each array in each ray-tracing step, but has the disadvantage that we have to specify a maximum number of rays.
A2 Algorithmic overview
The ray tracing module is divided into several routines motivated by the organization of resolution elements (cells) in uniform mesh blocks with extents N cells × N cells × N cells in the PARAMESH (MacNeice et al. 2000) tree data structure, the default AMR module in FLASH 4. Blocks, numbered by a locally unique identifier (ID), are the nodes of the tree and each time a block is marked to be refined, 2 m child blocks are created on the next higher level of the tree, where m is the spatial dimension of the simulation. For blocks with 2 × 2 × 2 cells this tree reduces to the commonly-used octtree. The main routine of the ray-tracing module is called from inside the chemistry module before the chemical network is solved, to make sure that the hydrodynamical data used in the chemistry and ray-tracing modules are the same. In principle, it could be called from any point during one timestep in the simulation. The main routine consists of two steps (see Figure A1 ): the generation of rays with properties taken from a global source list, and a ray-tracing step, where the rays are advanced through the computational domains.
For our ray-tracing module we assume a global list of all source positions and properties is available on all computational domains. The source data structure carries the effective temperatures and luminosities of the stars, from which the properties that describe the emitted radiation are calculated (see Table A2 ). Before any ray-tracing is performed, initial rays distributed on a HEALPix sphere are generated around each source location. The spheres are rotated by a randomly chosen angle every timestep to wash out any alignment artifacts with the Cartesian mesh structure. All generated rays are appended in the ray array without distinguishing their origin. This has the consequence that we are not able to explicitly track individual contributions to the chemical state of a given cell from a given source.
All domains containing a source begin ray-tracing the first ray in the ray data structure, while all others wait to receive rays from neighboring domains. A ray is followed along through the blocks of the local domain it intersects until one of the following criteria is fulfilled: the ray leaves the global computational domain, it is stopped because the visual extinction AV becomes large enough that there is no longer a need to follow the ray, or it reaches a block that is part of a neighboring domain and is queued for transport. Rays are moved between blocks by a tree lookup, where the proper neighbor is chosen during the intersection calculation. If the found neighbor block ID is on a different computational domain, the corresponding ray is sent via message passing interface (MPI) communication to its target. Afterwards, the advancement routine moves to the next available ray, or if none are left locally, it stays in communication until all domains are done. The actual ray-box intersection calculation is done on a block level, where we take advantage of the uniform mesh Figure A1 . Structure of the ray-tracing module. The highlighted gray area marks the code for the traversal of a single ray. The routine name in bold is the only point in the module where outside data and data structures are requested and used.
structure to optimize the ray-cell intersection (see next section and Figure A2 for details). During the ray traversal of a single block, each time a new cell is entered the ray splitting criterion fΩ is evaluated. If the ray has to be split, the current slot in the ray array is overwritten by one of the child rays, and the additional three child rays are appended to the end of the ray data structure. The splitting routine also checks whether any of the child rays move off the global domain, which might be the case if rays are split in the vicinity of the simulation domain boundaries. After splitting, the current cell iteration inside the block is terminated and a new iteration is called recursively with the updated child ray data instead of iterating to the next ray in the ray array. In this way, we always try to follow one ray or one of its child rays directly to the edge of the local domain, where the ray is sent without waiting for all local rays to traverse the local domain.
The ray splitting, rotation of the HEALPix sphere and parallelization approach combine to randomize the order in which rays intersect cells in each timestep. Which and how many sources illuminate a cell, as well as the total number of rays that enter it, is therefore unpredictable during the ray-tracing step itself. For multiple sources, to assure a properly converged result, one would have to take into account all contributions from all sources per cell simultaneously, call the chemical update during the ray-tracing, and re-distribute the attenuated photon fluxes onto the intersecting rays, which are then moved to the next cell.
Instead, as rays are indistinguishable between sources, we trust that the employed timestep criterion holds for multiple sources. This can be seen if a cell illuminated by two identical sources on each side is considered. The rays enter and see the same chemical composition and calculate the same rates, which are added up to twice the value. Thus, the composition changes twice as fast and the timestep should adjust accordingly. A caveat is that we employ a corrector timestep, i.e. the timestep is reduced after a fast change was detected, and the first time two or more radiation fronts interact (or a radiation source turns on), the rate of change of the chemical composition will be underestimated, and we may therefore employ a timestep that it larger than we would desire. As the validation study described in the main body of the text demonstrates, the errors arising from this are usually very small. Our ray-tracing approach does not suffer from any biasing based on the order that radiation sources are treated, simply because we calculate and sum all rates from all sources in one step.
The ray-tracing module interfaces with the mesh data during the iteration over all intersected cells in a block via one single routine. It concentrates the physics modeling in the form of rate calculations in one place, and deposits all of the information required for the subsequent chemistry step in the appropriate fields in the tree data structure. This makes it easy to include additional physics, such as coupling to a more extensive chemical network, or adding additional energy bins.
Finally, we give an overview of all parameters and their default settings that determine the behavior of the raytracing module (see Table A3 ). The parameters can be roughly divided into two sets, one that describes how the radiation field is sampled and the other describing the communication pattern. The two most important parameters are fΩ, whose value approximately corresponds to the number of rays per cell and secondly the boolean flag that indicates whether rays are to be split at all. In some cases, especially for known geometries, it might be computationally more efficient to fix the number of rays by specifying the initial HEALPix level, and not splitting the rays. In that case, one has to make sure that all cells are intersected by at least one ray.
The parameters that control the behavior of the parallel communication are described in Section A4. Each simulation boundary can be set to be periodic, in which case a ray is allowed to leave a border and enter the opposite one. The ray is terminated if it traverses a total length given by the periodic box length parameter.
of computations necessary per cell. Additionally, we update and recompute t only for the boundary updated in the direction the ray left the current cell. We find the smallest of the new set tnext = (tx, ty, tz) and from this the intersection length dr = |min(tnext) · n|. We call the rates calculation routine each time dr is computed for a given cell. Once the ray enters the last cell of the block it intersects, the entry and exit indices become equal, and we stop the cell iteration. The integer stepping is highlighted in gray in Figure A2 .
Every time the ray's total distance property rs is updated, the splitting criterion is evaluated. If the ray is split, one of the child rays is selected, and a new exit point is calculated. The block ray-trace is then called recursively and the ray-tracing continues.
A4 Parallelization
Arguably, the most performance relevant part of the raytracing module is its parallelization for use on distributed memory machines. Such machines consist of nodes, each containing several computing units, interconnected by a high bandwidth network. Each node has a fixed amount of memory that holds part of the global simulation data, i.e. the local domain. The simulation data is usually decomposed by space, where each node is assigned some part of the total volume.
Radiation from point sources is a difficult problem to parallelize, owing to the fact that sources are not evenly distributed in space. A single local domain could potentially end up with most sources. This unbalances the work load, and in the worst case leads to a large fraction of the computing units idling while they wait for the ones holding sources to finish their ray-tracing step.
For our ray-tracing module, two parallelization schemes are possible. The first option is a synchronous communication pattern, where we wait until all rays are traversed locally before doing any communication. Rays that leave the local domain are saved in a buffer, and once all computing units finish their ray-tracing, a global communication step is performed. The buffered rays are sent and then another ray-tracing step is performed. This process is repeated until no rays are left in the global domain. For a single source, this can be seen as a domain-by-domain approach. First, the domain holding the source ray-traces, while all others wait. In the second step, the neighboring domains ray-trace, while again all others, including the source domain, wait. With this communication pattern, the work load moves out in shells around the source domain. From an implementation perspective, the module would be cleanly split into a raytracing step and a communication step, where all network sends are posted and completed.
The second parallelization option is an asynchronous communication pattern. In this pattern, rays are bundled and sent off in intervals, without postponing communication until all rays are traversed locally. The network sends are completed when the target computing unit calls the communication routine, usually after it has traversed a number of local rays itself, or no local rays are left. This is set by the communication interval parameter (see Table A3 ). In this communication pattern, the work imbalance is reduced by involving neighboring domains earlier in the ray-tracing. This leads to an overall decrease in computational time, as time is not wasted idling while waiting for the synchronous communication step.
One additional important aspect is the amount of data sent during MPI communication. This sets the size of the communication buffers and in turn determines the number of messages that can be sent at the same time. We try to optimize this by only communicating the bare minimum amount of data necessary. Specifically, the ray properties that characterize the ray direction, HEALpix level and unique pixel identifier, from which the direction vector can be looked up, the attenuated ionizing photon flux, the total and molecular hydrogen columns, the block and source identifier and the traversed distance of the ray from the source. The communicated data is shown in italics in Table A2 . The other ray properties are locally reconstructed from the global source list. In total, we reduce the amount of information sent per ray to a third of what it otherwise would be.
