Abstract. The aim of this paper is to study a topological derivative based anomaly detection algorithm. We compare its performance with other imaging approaches such as MUltiple Signal Classification algorithm (MUSIC), backpropagation, and Kirchhoff migration. We also investigate its stability with respect to medium and measurement noises as well as its resolution. A simple postprocessing of the data set is introduced and shown to be essential in order to obtain an efficient topological based imaging functional, both in terms of resolution and stability.
1. Problem Formulation. Consider an acoustic anomaly with constant bulk modulus K and volumetric mass density ρ. The background medium Ω is smooth and homogeneous with bulk modulus and density equal to one. Suppose that the operating frequency ω is such that ω 2 is not an eigenvalue for the operator −∆ in L 2 (Ω) with homogeneous Neumann boundary conditions. The scalar acoustic pressure u generated by the Neumann data g in the presence of the anomaly D is the solution to the Helmholtz equation: Here, ν is the outward normal to ∂Ω and 1 D is the characteristic function of D.
The problem under consideration is the following one: given the field u measured at the surface of the domain Ω, we want to estimate the location of the anomaly D.
Recently, the concept of topological derivative has been applied in the imaging of small anomalies. See, for instance, [12, 13, 15, 9, 20, 17, 16] . The concept first appeared in shape optimization [14, 23, 11] . However, the use of the topological based imaging functional has been heuristic. As far as we know, it lacks mathematical justification. A stability and resolution investigation is also missing in the literature.
The goal of this paper is threefold: (i) to explain why the concept of topological derivative works for imaging small acoustic anomalies, (ii) to compare the topological derivative based imaging functional with other widely used imaging approaches such as MUltiple Signal Classification (MUSIC), backpropagation, and Kirchhoff migration, and (iii) to carry out a detailed stability and resolution analysis for the topological derivative based algorithm. Both medium and measurement noises are considered.
The paper is organized as follows. In Section 2, we recall an asymptotic expansion of the boundary pressure perturbations. In Section 3, we introduce the topological derivative based imaging functional and prove that it attains its maximum at the location of the anomaly. Sections 4 and 5 are devoted to a stability and resolution analysis of the topological derivative based functional in the presence of medium and measurement noise, respectively. In Section 6, we review MUSIC, backpropagation, and Kirchhoff migration imaging approaches. In Section 7, we perform a variety of numerical tests to compare the topological derivative based imaging functional with MUSIC and backpropagation. The paper ends with a short discussion.
Asymptotic Analysis of the Boundary Pressure Perturbations.
Suppose that the anomaly is D = z a + δB, where z a is the "center" of D, B is a smooth reference domain which contains the origin, and δ, the characteristic size of D, is a small parameter.
In this section, we provide an asymptotic expansion of the boundary pressure perturbations, u − U , as δ goes to zero. For doing so, we need to introduce a few auxiliary functions that can be computed either analytically or numerically.
For B a smooth bounded domain in R d and 0 < k = 1 < +∞ a material parameter, letv =v(k, B) be the solution to if the limits exist, where ν ξ is the outward unit normal to ∂B at ξ and T stands for the transpose (so that a T b is the scalar product of the two vectors a and b). Recall thatv plays the role of the first-order corrector in the theory of homogenization [21] .
Define the polarization tensor
T is the solution to (2.1). The formula of the polarization tensor for ellipses will be useful. Let B be an ellipse whose semi-axes are along the x 1 − and x 2 −axes and of length a and b, respectively. Then, M(k, B) takes the form
which is the outgoing fundamental solution for the Helmholtz operator
is the Hankel function of the first kind of order zero. Let S ω Ω be the single-layer potential for ∆ + ω 2 , that is,
It is well-known that the normal derivative of S ω Ω obeys the following jump relation [5] :
For z ∈ Ω, let us now introduce the Neumann function for −(∆ + ω 2 ) in Ω corresponding to a Dirac mass at z. That is, N ω is the solution to
We will need the following lemma from [7, Proposition 2.8]. Lemma 2.1. The following identity relating the fundamental solution Γ ω to the Neumann function N ω holds:
In (2.8), I denotes the identity. Assuming that ω 2 is not an eigenvalue for the operator −∆ in L 2 (Ω) with homogeneous Neumann boundary conditions, we can prove, using the theory of relatively compact operators, the existence and uniqueness of a solution to (1.1) at least for δ small enough [24] . Moreover, the following asymptotic formula for boundary pressure perturbations that are due to the presence of a small acoustic anomaly holds [24, 5] .
Theorem 2.2. Let u be the solution of (1.1) and let U be the background solution. Suppose that D = z a + δB, with 0 < (K, ρ) = (1, 1) < +∞. Suppose that ωδ ≪ 1.
where M(1/ρ, B) is the polarization tensor associated with B and 1/ρ.
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(ii) Let w be a smooth function such that (∆ + ω 2 )w = 0 in Ω. The weighted boundary measurements I w [U, ω] defined by
(2.11) Combining (2.9) and Lemma 2.1, the following corollary immediately holds. Corollary 2.3. For any x ∈ ∂Ω,
3. Topological Derivative Based Imaging Functional. Suppose that K > 1 and ρ > 1 (one of the two inequalities could be an equality). To locate the anomaly D, we consider the quadratic misfit
over the search points z S , where u z S is the solution of (1.1) with
′ being chosen a priori, and δ ′ being small. If K < 1 and ρ < 1, then we choose K ′ < 1 and ρ ′ < 1. According to Theorem 2.2, the synthetic field u z S can be expanded with respect to δ ′ as
Therefore, in view of Corollary 2.3, the quadratic misfit function can be expanded as powers of δ ′ as
Let w be defined in terms of u meas − U as
where S ω Ω is defined by (2.5). From (2.6), it follows that w is the solution of the Helmholtz equation
The function w is obtained by backpropagating the Neumann data
inside the background medium (without any anomaly). Note that (K ω Ω ) * = (K −ω Ω ) * . Therefore, we can rewrite the expansion of the quadratic misfit function as
By computing the topological derivative for z S ∈ Ω,
i.e., minus the derivative of E[U ] with respect to the volume (δ ′ ) d at zero, we obtain the values of the topological derivative imaging functional:
gives, at every search point z S ∈ Ω, the sensitivity of the misfit function relative to the insertion of an anomaly
The maximum of I TD [U ](z S ) corresponds to the point at which the insertion of an anomaly centered at that point maximally decreases the misfit function. The location of the maximum of I TD [U ](z S ) is, therefore, a good estimate of the location z a of the anomaly that determines the measured field u meas . In fact, as we show below the functional I TD attains its maximum at z S = z a . Substituting (2.9) into (3.2), we find that
and, for j = 1, . . . , d,
We now explain in more detail why the topological derivative imaging functional attains its highest value at the location z a of the anomaly. For simplicity assume that K = 1 or ρ = 1.
If ρ = 1 then
Recall that Helmholtz-Kirchhoff theorem (see, e.g., [1] ) states that, for z and z S away from the boundary ∂Ω, the quantities r ω (z S , z) and R ω (z S , z) are (approximately) proportional to the imaginary part of Γ ω :
Here, A ∼ B means A ≃ CB for some constant C. Let, for simplicity, (θ 1 , . . . , θ n ) be n equi-distributed directions on the unit sphere and denote by U j the plane wave
For sufficiently large n we have
where sinc(s) = sin(s)/s is the sinc function and J 0 is the Bessel function of the first kind and of order zero. When ρ = 1, by computing the topological derivatives for the n plane waves, we obtain
Similarly, when K = 1, by computing the topological derivatives for the n plane waves, U j , j = 1, . . . , n, given by (3.7), we obtain
Using ρ ′ = 0 and B ′ the unit disk, the polarization tensor
where C d is a constant, is proportional to the identity. If, additionally, we assume that M(1/ρ, B) is approximately proportional to the identity, which occurs in particular when B is a disk or a ball, then
Therefore, the topological derivative based imaging functional
attains its maximum at z a . Moreover, the resolution for the location estimation is given by the diffraction limit. It is of the order of half the wavelength λ = 2π/ω. We conclude this section by making a few remarks: -In (3.1), we postprocess u z −u meas by applying the integral operator (− 4.1. The Topological Derivative in the Presence of Medium Noise. We consider the case in which the medium is randomly heterogeneous around a constant background. Let K be the bulk modulus of the anomaly D. We assume that the density ρ of the anomaly is equal to one (i.e., the same as the density of the background) in order to simplify the analysis, but the results could be extended to the general case in which ρ = 1. The scalar acoustic pressure u generated by the Neumann data g in the presence of the anomaly D is the solution to the Helmholtz equation:
The index of refraction is of the form
where 1 stands for the constant background, (K −1 −1)1 D (x) stands for the localized perturbation of the index of refraction due to the anomaly, and µ(x) stands for the fluctuations of the index of refraction due to clutter. We assume that µ is a random process with Gaussian statistics and mean zero, and that it is compactly supported within Ω. The background solution U , i.e., the field that would be observed without the anomaly, satisfies
Note that U is not known because it depends on µ, only the background reference solution U (0) can be computed:
If the anomaly is of the form D = z a + δB, then one can show that the field measured at the surface of Ω can be expanded as 4) where N ω is the unknown Neumann function for −(∆ + ω 2 (1 + µ)) (it is unknown because it depends on µ). It is worth mentioning that we changed the notation in this section: N ω is the Neumann function for −(∆ + ω 2 (1 + µ)), not for −(∆ + ω 2 ) as in the previous section. The Neumann function for −(∆ + ω 2 ) will be denoted by N
ω (the superscript (0) indicates the 'zero noise').
We want to compare the measured data with the synthetic field u z S , which is the solution of
with
′ being chosen a priori, and δ ′ being a small parameter. We can expand the synthetic field u z S in powers of δ ′ and we find that
The quadratic misfit functional
uses the background reference solution U (0) and the known integral operator K ω,(0) Ω defined in terms of the Green function Γ ω of the reference background medium. It can be expanded as powers of δ ′ as
This shows that the computation of the topological derivative gives the imaging functional
where w (0) is given by 6) which is the known solution of
Here, S ω,(0) Ω is the single-layer potential associated with the Green function Γ ω of the reference background medium. The function w (0) is known because it depends only on U (0) that can be computed and on u meas that is measured at the boundary.
Stability and Resolution Analysis
). We want now to carry out a resolution and stability analysis. Using (4.4) we have
This expression shows that clutter noise has two effects:
8 -First the background field U is not known, so that the backpropagation step transports not only the field due to the anomaly but also the field U − U (0) due to clutter, which generates a contribution (the first term of the right-hand side of (4.7)) which is spatially distributed for z S throughout the domain Ω.
-Second the Neumann function N ω is not known exactly, so that the backpropagation by N (0) ω of the field generated by the anomaly is not perfect and may alter the sharp peak around z S ∼ z a that is observed when the two Neumann functions are identical. In the sequel we study the imaging functional in the weak fluctuation regime (when the standard deviation of µ is small). For this we need to characterize the statistical distribution of the function w (0) defined by (4.7): -The first term of the right-hand side of (4.7) requires to model the difference U − U (0) . If we assume that the random process µ has small amplitude, then we can expand U as U = U (0) + U (1) where U (1) is the solution of
This is a single scattering approximation for the cluttered field as we have neglected the term µU (1) in this equation. Therefore U (1) is given by
-The second term of the right-hand side of (4.7) requires to model the term N ω . In the weak fluctuation regime, the error in this term is essentially determined by the phase mismatch between N ω (x, z a ) and
S is close to z a (which is the position of the peak). This phase mismatch comes from the random fluctuations of the travel time between x and z a which is approximately equal to the integral of µ/2 along the ray from x to z a :
Therefore w (0) can be expanded as
If the correlation radius of the random process µ is small, then the last integral is self-averaging and therefore
Let us introduce the kernel
and the function
As shown in Section 3, we have
Moreover, the function z S → Q(z S , z a ) is maximal for z S = z a , its maximal value is Q 0 (z a ) and the width of the peak of z S → Q(z S , z a ) centered at z S = z a is of the order of half the wavelength λ. We can express the topological derivative imaging functional in terms of the kernel Q:
, (4.10) where we have assumed that Var(T (x)) is constant for x ∈ ∂Ω in order to simplify the analysis.
The topological derivative has the form of a peak centered at the location z a of the anomaly (second term of the right-hand side of (4.10)) buried in a zero-mean Gaussian field or speckle pattern (first term of the right-hand side of (4.10)) that we can characterize statistically.
On the one hand clutter noise reduces the height of the main peak by the damping factor e −ω 2 Var(T )/2 and on the other hand it induces random fluctuations of the image in the form of a speckle field. The covariance function of the speckle field is
where C µ is the covariance function of the process µ: C µ (y, y ′ ) = E[µ(y)µ(y ′ )]. If we assume that the process µ is supported and stationary in Ω µ ⊂ Ω, that the correlation radius l µ of µ is smaller than the wavelength, and if we denote by σ µ the standard deviation of µ, then we have
and
Since the typical width of the kernel Q is about half-a-wavelength, we can see that the correlation radius of the speckle field is of the order of half the wavelength, that is to say, of the same order as the main peak centered at the anomaly location. Therefore, there is no way to distinguish the main peak from the hot spots of the speckle field based on their shapes. Only the height of the main peak can allow it to be visible out of the speckle field.
It is interesting to notice that the variance of the speckle field depends on the diameter of the heterogeneous region Ω µ , because Q(z S , y) 2 decays as 1/|z S −y|
Therefore, a large heterogeneous domain implies large fluctuations in the topological derivative, and the peak centered at the anomaly location z a can be buried in these fluctuations. More quantitatively, the Signal-to-Noise Ratio (SNR) defined by
is equal to
As shown by (4.11), the SNR is proportional to the contrast (K −1 − 1) and the volume of the anomaly, δ d |B| over the standard deviation the noise, σ µ . Moreover, it depends on the dimensionless parameters l µ /λ, diam(Ω µ )/λ, and δ/λ.
Stability with Respect to Measurement Noise.

The Topological Derivative in the Presence of Measurement
Noise. We consider the case in which the field u meas (x) measured at the surface of the domain is corrupted by an additive noise that we denote by ν noise (x), x ∈ ∂Ω. Again, in order to simplify the presentation, we suppose that ρ = 1.
If we assume that the surface of the domain Ω is covered with sensors half the wavelength apart from each other and that the additive noises have variance σ 2 1 and are independent from one sensor to the other one, then we can model the additive noise process ν noise by a Gaussian white noise with covariance function
The topological derivative imaging functional is
where
5.2. Stability and Resolution Analysis. We find from (5.1) and (5.2) that
Therefore, the imaging functional I TD has the form of a peak centered at the location z a of the anomaly. Moreover, (5.3) shows that the peak is buried in a speckle field, as in the case of clutter noise. However, on contrary to the clutter noise, the value of the main peak itself is not reduced by the additive noise, which means that the imaging functional is much more robust with respect to additive measurement noise than with respect to clutter noise. Let us compute the covariance function of the speckle field. We first introduce the auxiliary field defined on ∂Ω:
It is a zero-mean with Gaussian statistics and covariance
We next introduce the auxiliary field defined on Ω:
It is a zero-mean with Gaussian statistics with covariance:
Using Helmholtz-Kirchhoff theorem the covariance of ν noise,2 (z) can be expressed as
When z and z ′ are far from the boundary, using
≃ iωΓ ω (z − y) and Helmholtz-Kirchhoff theorem, we get
and therefore
for the search points z S , z S ′ ∈ Ω. This shows that the typical shape of a hot spot of the speckle field is exactly the form of the main peak. Moreover, the variance of the speckle field is
with Q 0 given by (4.9), which shows that the SNR is equal to 6. Other Imaging Algorithms. Consider P well-separated anomalies D p = z p + δB p , p = 1, . . . , P . The volumetric mass density and bulk modulus of D p are denoted by ρ p and K p , respectively. Suppose that all the domains B p are disks.
6.1. MUSIC-type Algorithm. Let (θ 1 , . . . , θ n ) be n unit vectors in R d . For θ ∈ {θ 1 , . . . , θ n }, we assume that we are in possession of the boundary data u when the domain Ω is illuminated with the plane wave U (x) = e iωθ T x . Therefore, taking the harmonic function w(x) = e −iωθ ′ T x for θ ′ ∈ {θ 1 , . . . , θ n } and using (2.3) shows that the weighted boundary measurement is approximately equal to
T zp .
Define the response matrix
It is approximately given by
where (e 1 , . . . , e d ) is an orthonormal basis of R d . Let P noise = I − P, where P is the orthogonal projection onto the range of A. The MUSIC-type imaging functional is defined by
This functional has large peaks only at the locations of the anomalies; see, e.g., [1] .
6.2. Backpropagation-type Algorithms. Let (θ 1 , . . . , θ n ) be n unit vectors in R d . A backpropagation-type imaging functional at a single frequency ω is given by
where U l (x) = w l (x) = e iωθ T l x , l = 1, . . . , n. Suppose that (θ 1 , . . . , θ n ) are equidistant points on the unit sphere S d−1 . For sufficiently large n, we have (3.8) and it follows that
These formulae show that the resolution of the imaging functional is the standard diffraction limit. Note that the above backpropagation-type algorithm is a simplified 13 version of the algorithm studied in [2, 3] . In fact, instead of using only the diagonal terms of the response matrix A, defined by (6.1), we can use the whole matrix to define the Kirchhoff migration functional:
where u l and v l are respectively the left and right singular vectors of A and g (j) are defined by (6.2) and (6.3).
7. Numerical Illustrations. In this section we present results of numerical experiments that give qualitative illustrations of some of the main findings in this paper. We consider the two-dimensional case (d = 2). The domain Ω is the unit disk. We simulate the measurements using a finite-element method to solve the Helmholtz equation. We use a piecewise linear representation of the solution u and piecewise constant representations of the parameter distributions
We consider a small anomaly D = z a + δB with z a = (−0.3, 0.5), δ = 0.05, and B being the unit disk. We fix the working frequency ω to be equal to 6, which corresponds to a wavelength λ ≃ 1. We assume that the measurements corresponding to the plane wave illuminations, U l (x) = e iωθ T l x , at the equi-distributed directions θ l , for l = 1, . . . , n = 50.
Bulk Modulus Contrast Only.
Here, the parameters of the anomaly are ρ = 1 and K = 1/2. 7.1.1. Resolution in the Absence of Noise. Within the above setting, we first present results of the described algorithms in the absence of noise. In Figure 7 .1, plots of I TD (z S ), defined by (3.11), with respectively n = 50 and n = 2 illustrate the efficiency of the proposed topological derivative based imaging procedure. The imaging functional I TD (z S ) reaches its maximum at the location z a of the anomaly and behaves, accordingly to (3.9), like J 0 (ω|z S − z a |) 2 if the number n of incident waves is large while for small n, it behaves, as expected, like J 0 (ω|z S − z a |). In Figures 7.2 and 7 .3, we compare the performance of the topological based imaging functionals with and without postprocessing the data by applying the integral operator (−
It is clear that the data postprocessing step is essential, specially if the number n of incident waves is small. In Figure 7 .4, we show that this postprocessing is even more essential in the case of multiple anomalies.
In Figure 7 .5, we present two MUSIC-type reconstructions. Given the structure of the response matrix A with ρ = 1 (contrast only on the K distribution), it is known that its SVD yields only one significant singular value. See, e.g., [4, 1] . Thus, the illumination vectors g (1) and g (2) do not belong to the signal subspace of A. Using these vectors in the projection step generates a blurred MUSIC image (figure on the left). To get a sharp peak, we should project only the illumination vector g (3) (figure on the right), which assumes a priori knowledge of the physical nature of the contrast.
As shown in Figure 7 .6, the backpropagation image of the anomaly has the expected behavior of the Bessel function and reaches its maximum at the location of the anomaly.
Stability with Respect to Measurement and Medium Noises.
We now consider imaging from noisy data. We first add electronic (measurement) noise ν noise to the previous measurements u i,meas , i = 1, . . . , n. Here, ν noise is a white Gaussian noise with standard deviation σ% of the L 2 norm of u meas and σ (1) , g (2) , and g (3) on the signal subspace of A. Right: MUSIC image using the projection of g (3) on the signal subspace of A. ranges from 0 to 30. We compute N r = 250 realizations of such noise and apply different imaging algorithms. Figure 7 .7 presents the results of computational experiments. It clearly shows that the topological derivative based functional performs as good as Kirchhoff migration and much better than MUSIC and backpropagation, specially at high levels of electronic noise. Figure 7 .8 shows the dramatic effect of the postprocessing step in the topological derivative based imaging when the number of plane wave illuminations n is small. We now suppose that the medium bulk modulus is randomly heterogeneous around a constant background:
To simulate µ, we compute a white Gaussian noise in the medium and then apply a low-pass Gaussian filter. The parameters of this filter can be linked to the correlation length l µ of µ.
Comparisons between the standard deviations of the localization error with respect to clutter noise for the discussed imaging algorithms are given in Figures 7.9 and 7.10. Again, the topological derivative based imaging functional is the most robust functional.
Density Contrast Only.
Here, the parameters of the anomaly are ρ = 1/2 and K = 1.
7.2.1. Resolution in the Absence of Noise. As shown in Figure 7 .11, the topological derivative based imaging functional I TD (z S ) reaches its maximum at the location of the anomaly.
In Figures 7.12 and 7.13, we compare the performance of the topological based imaging functionals with and without the postprocessing step. In Figure 7 .14, we show that this postprocessing is even more critical in the case of multiple anomalies. Figure 7 .15 shows MUSIC images. As expected from the structure of the response matrix with K = 1 (ρ contrast only), its SVD yields two significant singular values [10, 4, 1] . Thus, the illumination vector g (3) does not belong to the signal subspace of the response matrix A. As before, using this vector in the projection step generates a blurred MUSIC peak (figure on the left). To get a sharp peak, we should only project the illumination vectors g (1) and g (2) (figure on the right). As shown in Figure 7 .16, the backpropagation image has the expected behavior and reaches its maximum at the location of the anomaly. In the case of multiple anomalies, the oscillatory pattern of the backpropagation imaging functional can be troublesome.
Stability with Respect to Measurement and Medium Noises.
We carry out the same analysis as in the case of only a bulk modulus contrast. noise level σ for each algorithm.
Again, the topological derivative algorithm with postprocessing seems to be the most robust. However, the effect of the data postprocessing step seems less Fig. 7.15 . Left: MUSIC image using projection of g (1) , g (2) , g (3) on the signal subspace of A. Right: image using projection of g (1) and g (2) on the signal subspace of A. dramatic here than in the case of bulk modulus contrast.
Finally, we suppose that the medium density is randomly heterogeneous around a constant background: ρ −1 (x) = 1+(ρ −1 −1)1 D (x)+µ(x), with µ a random process of mean zero and tunable standard deviation σ. As before, we compute N r = 250 realizations of such clutter and the corresponding measurements. We then apply the localization algorithms. Stability results are given in Figure 7 .19. They clearly indicate the robustness of the topological derivative based imaging functional.
8. Conclusion. In this paper we have explained why the concept of topological derivative works for imaging small acoustic anomalies and carried out a stability and resolution analysis in the presence of medium and measurement noises. We have shown that in order to design an efficient topological derivative based imaging functional, we have first to postprocess the data. We have proved that the functional behaves like the square of the imaginary part of the Green function and then attains its maximum at the location of the anomaly with a resolution limit of the order of half-a-wavelength. We have also shown that the topological derivative based imaging functional, compared to other more classical imaging functionals, is more robust in both cases of measurement and medium noise. Another advantage of the proposed functional is that it works with a very small number of plane wave illuminations. However, its complexity is roughly speaking O(nm 3 ) while the complexities of MUSIC and backpropagation are respectively O(n 3 + n 2 m) and O(nm), where n is the number of plane wave illuminations and m is the number of space discretization points in the domain Ω. Note that in general n ≪ m.
Our results in this paper apply to the electrical impedance tomography problem. In fact, let Γ be the fundamental solution of the Laplacian in R d and denote by K Ω the integral operator given by
∂ν(y) ϕ(y)dσ(y), x ∈ ∂Ω.
Let I TD be the topological derivative of the misfit
where u z S and u meas are respectively the computed and the measured voltage potential. In exactly the same manner as in this paper, we can prove that, for d = 2,
provided that dist(z S , ∂Ω), dist(z a , ∂Ω) ≫ 1. A similar result holds in three dimensions. Therefore, I TD (z S ) yields an image similar to the one proposed in [18] . Our results extend to elastic and electromagnetic waves as well as to the transient regime [19] . They can also be generalized to imaging functionals based on high-order topological derivatives [8, 22, 17] , which are based on high-order asymptotic expansions for the boundary pressure perturbations derived in [5] .
