In this article algorithmic methods are presented that have essentially been introduced into computer algebra within the last decade. The main ideas are due to Stanley 34] and Zeilberger 40]{ 43]. Some of them had already been discovered in the last century (see e. g. 4]{ 5]), but because of the complexity of the underlying algorithms have fallen into oblivion. The combination of these ideas leads to a solution of the identi cation problem for a large class of transcendental functions. We present implementations of these algorithms in computer algebra systems.
Algebraic Representation of Transcendental Functions
One of the essential questions can be formulated as follows: What is the main di erence between the exponential function f(x) = e x and the function g(x) = e x + jxj=10 1000 , that makes f an elementary function, but not g, although f and g are numerically quite close on a part of the real axis? Or let's consider an example of discrete mathematics: Why is the factorial function a n = n! considered to be the most important discrete function, and not b n = n! + n=10 1000 or any other discrete function? Although these examples refer to the most important continuous and discrete transcendental functions, oddly enough the answers to the above questions are purely algebraic: The exponential function f is characterized by any of the following algebraic properties:
1. f is continuous, f(1) = e, and for all x; y we have f(x + y) = f(x) f(y); 2. f is di erentiable, f 0 (x) = f(x) and f(0) = 1;
3. f 2 C 1 , f(x) = 1 P n=0 a n x n with a 0 = 1, and for all n 0 we have (n + 1) a n+1 = a n ;
and the factorial function a n is represented by any of the following algebraic properties: 4. a 0 = 1, and for all n 0 we have a n+1 = (n + 1) a n ;
5. the generating function f(x)= 1 P n=0 a n x n satis es the di erential equation x 2 f 0 (x) + (x ? 1)f(x) + 1=0 with the initial condition f(0) = 1. (Note here that one could argue that property (1.) is not algebraic since the symbol e is needed in the representation.) I do not know any method to represent transcendental functions using functional equations, such as property (1.) , but I will show, why and how the other properties can be suitable for this purpose, being mainly concerned with properties (2.) and (4.) . In x 4 we consider, how these representations can be viewed as purely polynomial cases.
Observe that the \generating function" of the factorial function is convergent only at the origin, and therefore must be considered as a formal series. In particular, a \closed representation" (whatever that should mean) of the generating function cannot be given. But this is not the main issue here. Rather than working with the generating function itself, it is much better to work with its di erential equation which is purely algebraic (in fact, it is purely polynomial). The same argument applies to the exponential and factorial functions themselves. Rather than working with these transcendental objects, one should represent them by their corresponding di erential and recurrence equations. The given properties are structural statements about the corresponding functions. Any small modi cation (even changing the value at a single point) destroys this structure. For example, the function g(x) = e x + jxj=10 1000 cannot be characterized by a rule analogous to one of the properties (2.){(3.). On the other hand, the function h(x) = e x + x=10 1000 can be represented by the di erential equation (x ? 1) h 00 (x) ? x h 0 (x) + h(x) = 0 with the initial values h(0) = 1 and h 0 (0) = 1 + 10 ?1000 .
Therefore, the special (and common) fact about the exponential and factorial functions is that they both satisfy a di erential or recurrence equation, respectively, that is homogeneous, linear, of order one, and has polynomial coe cients.
We can generalize this observation 40]: A continuous function of one variable f(x) is holonomic, if it satis es a homogeneous linear di erential equation with polynomial coe cients. By linear algebra arguments, Stanley 34] showed that sums and products of holonomic functions and the composition with algebraic functions also form holonomic functions. It is remarkable that exactly 100 years ago, Beke 
Identi cation of Transcendental Functions
Note that the notion of holonomy provides a normal form for a suitably large number of transcendental functions, which can then be utilized for identi cation purposes. The holonomic equation of lowest order corresponding to a holonomic function constitutes such a normal form. Once we have calculated the normal form of a holonomic function, the latter is identi ed: Two holonomic functions are identical if and only if they have the same normal form, and satisfy the same initial conditions. Therefore, we ignore that e x ; sin x; cos x; arctanx; arcsin x and others form transcendental functions, and take only their holonomic di erential equations f 0 = f, f 00 = ?f, f 00 = ?f, ( ? 1)f 000 + 3xf 00 + f 0 = 0. Note, however, that in the given case one gets even more: The resulting holonomic di erential equation is directly equivalent to the holonomic recurrence equation n(1 + n)(2 + n)a n+2 = n 3 a n for the coe cients a n of the Taylor series of arcsin 2 x = 1 P n=0 a n x n , and since this holonomic recurrence equation fortu-nately contains only the two terms a n+2 and a n , it can be solved explicitly, and leads to the representation arcsin 
which is easily proved since the algorithms generate the common holonomic di erential equation f 00 (x) + 4f 0 (x) = 0 with respect to x (or the common holonomic di erential equation f 00 (y) + 4f 0 (y) = 0 with respect to y) for both sides of (1) One di culty that may arise with the method described is that in some instances the sum and product algorithms will not generate the holonomic di erential equation of lowest order. In this case, the normal form property is lost. In fact, the sum algorithm calculates a holonomic equation that is valid for any linear combination af + bg rather than the particular given sum f + g. As a simple example, we consider the sum p 1 + x + Similarly, the sum of two consecutive Legendre polynomials P n (x) + P n+1 (x) satis es the second order di erential equation
whereas the sum algorithm generates the di erential equation
of fourth order, which is also valid for the di erence P n (x) ? P n+1 (x) and for any other linear combination. For the veri cation of identities, this is not an important issue, since the compatibility of two holonomic equations can be easily checked. This situation is similar to proving a rational identity by pure polynomial arithmetic without gcd computations (after having multiplied through by all denominators), and is actually equivalent to a noncommutative polynomial division, see x 4.
In the case that the normal form is needed for a particular problem, the factorization algorithm discussed in x 6 can be used. Therefore the identi cation problem is solved for the ring of functions generated by all the primitive functions with known holonomic di erential equations. For the discrete functions, the situation is quite similar. We call a function primitive whenever we use a separate symbol for it and a holonomic recurrence equation is known. To these primitive functions, we add the rational functions and the functions (mn + b)! ; 1 (mn + b)! (m 2 Q) ; and a n (2) whose holonomic recurrence equations are known, as primitive functions with respect to the variable n. We consider the factorial function to be equivalent to the ? function a! = ?(a+1).
From the holonomic representations of the primitive functions the holonomic equations for all sums and products can be established. E. g. the two equations
for F(n; k) = ? n k 2 . Whereas these are simple consequences of the representation of F(n; k) by factorials, the given procedure can be applied, for example, to the more complicated function F(n; k) = n!+k! 2 k to generate the two holonomic equations nF(n + 2; k) ? ( 
Note that the given approach also covers all kinds of orthogonal polynomials and special functions with respect to their discrete variables, see x 4.
In our Mathematica implementation SpecialFunctions, the procedure HolonomicRE a,n] calculates the holonomic recurrence equation of a n with respect to the variable n taking the known holonomic recurrence equations of the primitive functions into account, and using the sum and product algorithms by recursive decent through the expression tree. The above examples are governed by the following Mathematica session:
In 9]:= HolonomicRE (n!+k!^2)/k,n] 2 2 Out 9]= (1 + n) a n] + (-1 -3 n -n ) a 1 + n] + n a 2 + n] == 0
3 Hypergeometric Sums
Rather than having functions given as nite sums and products of primitive expressions, an important class of functions, particularly in analysis and combinatorics, is given by in nite sums of products of terms of the form (2) s(n) = X k2Z Z F(n; k) :
Then F(n; k) is an (m; l)-fold hypergeometric term. That is, both F(n + m; k)=F(n; k) and F(n; k+l)=F(n; k) are rational functions with respect to n and k for a certain pair (m; l) 2 I N Even though, in general, the resulting recurrence equation has more than two terms, this holonomic equation contains very important structural information about s(n). This may be used to show that a certain family of polynomials is orthogonal or not 42], and can be an interesting property for numerical purposes (compare 10]{ 11]). In particular, as described in the last section, the generated structural information can be used for the identi cation of a transcendental function that is given as sum (5) . Note that sums of type (5) which is the result given by Zeilberger's algorithm. We also have the same initial values s(0) = 1 and s(1) = 2, so we are done.
In practice, the sums (5) often have nite support as in the above example. Note that the example shows that transcendental functions can come in quite di erent disguises. Might the left or the right hand side of (6) be a preferable representation? This question cannot be answered satisfyingly. A holonomic recurrence equation like (7), de ning the same transcendental function s n , is probably the simplest way to describe a function of a discrete variable, since it postulates how the values of the function can be calculated iteratively.
Not only is this a quite e cient way to calculate the values of s n , but moreover it is preferable to either of the two representations given in (6), since it gives a unique representation scheme. This is what a normal form is about. In particular, we concentrate on the situation, when the given system of holonomic equations is separated, i. e. each of them is either an ordinary di erential equation or a pure recurrence equation. These representing holonomic equations can be generated by the method described in x 2 whenever F is given in terms of sums and products of primitive functions. For example, the Legendre polynomials F(n; x) = P n (x) ( 1], Chapter 22) form a holonomic system by their holonomic di erential equation
? 1)F 00 (n; x) + 2xF 0 (n; x) ? n(1 + n)F(n; x) = 0
and their holonomic recurrence equation (n + 2)F(n + 2; x) ? (3 + 2n)xF(n + 1; x) + (n + 1)F(n; x) = 0 ; (9) together with the initial values 
Equations (8){(10) therefore build a su cient algebraic, even polynomial structure to represent the functions P n (x) as we shall see now.
If we interpret the (partial) di erentiations and shifts that occur as operators, and the representing system of holonomic equations as operator equations, then these form a polynomial equations system in a noncommutative polynomial ring. For a continuous variable x with differential operator D given by DF(n; x) = F 0 (n; x), the product rule implies D(xf) ? xDf = f, and hence the commutator rule Dx ? xD = 1 is valid. Similarly for a discrete variable n with the (forward) shift operator N given by NF(n; x) = F(n + 1; x), we have N(nF(n; x)) ? nNF(n; x) = (n + 1)F(n + 1; x) ? nF(n + 1; x) = F(n + 1; x) = NF(n; x), and therefore the commutator rule Nn ? nN = N. Similar rules are valid for all variables involved, whereas all other commutators vanish. The transformation of a holonomic system given by mixed holonomic di erence-di erential equations represents an elimination problem in the noncommutative polynomial ring considered, that can be solved by noncommutative Gr obner basis methods ( 3] Hence, we need the concept of a Gr obner basis. If you apply Gau 's algorithm to a linear system, the variables are eliminated iteratively, resulting in an equivalent system which is simpler in the sense that it contains some equations which are free of some variables involved. Note that connected with an application of Gau 's algorithm is a certain order of the variables.
The Buchberger algorithm is an elimination process, given a certain term order for the variables, with which a polynomial system (rather than a linear one) is transformed, resulting in an equivalent system (i. e., constituting the same ideal) for which the terms that are largest with respect to the term order, are eliminated as far as possible. Note that|in contrast to the linear case|the resulting equivalent system may contain more polynomials than the original one. Such a rewritten system is called a Gr obner basis of the ideal generated by the polynomial system given. It turns out that the Buchberger algorithm can be extended to the noncommutative case that we consider here.
As an example, we consider F(n; k) = ? n k in which case we have the Pascal triangle relation F(n + 1; k + 1) = F(n; k) + F(n; k + 1), together with the pure recurrence equation (n + 1 ? k)F(n + 1; k) ? (n + 1)F(n; k) = 0 with respect to n, say. These equations read as (KN ? 1 ? K)F(n; k) = 0, and ((n + 1 ? k)N ? (n + 1))F(n; k) = 0 in operator notation, K denoting the shift operator with respect to k. Therefore we have the polynomial system KN ? 1 ? K and (n + 1 ? k)N ? (n + 1) : (11) The Gr obner basis of the left ideal generated by (11) i. e., the elimination process generated the pure recurrence equation
(k + 1)F(n; k + 1) + (k ? n)F(n; k) = 0 with respect to k.
As another example, we consider the Legendre polynomials. In operator notation the holonomic equations (8) n+1 (x) = x P 0 n (x) + (1 + n) P n (x) ;
between the Legendre polynomials and their derivatives. If we are interested in a relation between the Legendre polynomials and their derivatives that is x-free (which is of importance for example for spectral approximation, see 9]), we choose the term order (x; D; N; n) to eliminate x in the rst place, and obtain a di erent Gr obner basis containing the x-free polynomial ?(n + 2)(n + 1)D ? (2n + 3)(n + 2)(n + 1)N + (n + 2)(n + 1)N 2 D equivalent to the identity (2n + 1)P n (x) = P 0 n+1 (x) ? P 0 n?1 (x) for the Legendre polynomials (see e. g. 9], formula (2.3.16)). We see, therefore, that by the given procedure new relations (between the binomial coe cients, and between the derivatives of the Legendre polynomials) are discovered. The generation of derivative rules like (16) , and the algorithmic work with them is described in 21].
Holonomic Sums and Integrals
Analogously, with the method in the last section, holonomic recurrence equations for holonomic sums can be generated. Note that the idea to use recurrence equations for the summand to deduce a recurrence equation for the sum is originally due to Sister Celine Fasenmyer ( 12] then by the product algorithm, we nd the holonomic recurrence equations (n ? k + 1)F(n + 1; k) ? (1 + n)F(n; k) = 0 and (2 + k) 2 F(n; k + 2) ? (3 + 2k)(n ? k ? 1)xF(n; k + 1) + (n ? k)(n ? k ? 1)F(n; k) = 0 for the summand F(n; k). The Gr obner basis of the left ideal generated by the corresponding polynomials (n ? k + 1)N ? (1 + n) and (2 + k) 2 K 2 ? (3 + 2k)(n ? k ? 1)xK + (n ? k)(n ? k ? 1) with respect to the lexicographical term order (k; N; n; K) contains the k-free polynomial (17) which corresponds to a k-free recurrence equation for F(n; k). We use the order (k; N; n; K) since then k-powers are eliminated as far as possible (since we like to nd a k-free recurrence),
generate the same function s(n), and since summing the k-free recurrence equation is equivalent to setting K = 1 in the corresponding operator equation, the substitution K = 1 in (17) generates the valid holonomic recurrence equation (2 + n)s(n + 2) ? (3 + 2n)(1 + x)s(n + 1) + 2(1 + n)(1 + x)s(n) = 0 for s(n) (see 40] ). Any k-free recurrence equation must be contained in a Gr obner basis of the corresponding left ideal with respect to a suitably chosen weighted 28] (or lexicographical (k; N; n; K)) term order, and can therefore be found by the given method. In particular, the elimination problems described in 43] are automated by this procedure. On the other hand, it turns out that in many cases the holonomic recurrence equation derived is not of the lowest order. In the next section, we will discuss how this problem can be resolved. for the left and right hand sides of (18) . Note that Zeilberger's algorithm is not applicable to the right hand side, but my extended version gives the result 21].
Noncommutative Factorization and Holonomic Normal Form
Note that neither the sum and product algorithms of x 2, nor Zeilberger's algorithm or its extension 21], nor the algorithms for holonomic sums and integrals of x 5 can guarantee to present the holonomic equation N of lowest order, and therefore the normal form searched for.
In 27], we introduced a factorization algorithm for polynomials in noncommutative polynomial rings given by Lie bracket commutator rules, which is implemented in 26]. Given an expression f, and a holonomic equation P of order m of f, one may nd the normal form N of f using this factorization algorithm by generating the right factors of the noncommutative polynomial p corresponding to P, and checking if any of them, Q, say, (having order l < m, say) and m ? l derivatives (shifts) of Q are satis ed by f at a certain initial point. In the a rmative case, Q is compatible with f, and corresponds to a valid holonomic equation for f. turns out to be compatible with the given function h(x). That is, the corresponding di erential equation and two derivatives thereof are satis ed by h(x) at x = 1. Therefore the holonomic normal form of h(x) is the corresponding di erential equation gives nally I n = p n!.
