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We consider the problem of training-based code-timing estimation for the asynchronous direct-sequence code-division multiple-
access (DS-CDMA) system. We propose a modified large-sample maximum-likelihood (MLSML) estimator that can be used for
the code-timing estimation for the DS-CDMA systems over the resolvable multipath channels in closed form. Simulation results
show that MLSML can be used to provide a high correct acquisition probability and a high estimation accuracy. Simulation results
also show that MLSML can have very good near-far resistant capability due to employing a data model similar to that for adaptive
array processing where strong interferences can be suppressed.
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1. INTRODUCTION
Direct-sequence code-division multiple access (DS-CDMA)
is one of the most promising multiple-access technologies
for the next-generation wireless communication services. For
time-dispersive fading channels, DS-CDMA can outperform
other multiple-access schemes, such as FDMA (frequency-
division multiple access) and TDMA (time-division multiple
access), due to its capability of exploiting the RAKE combi-
nation [1] to combat the time-dispersive fading problem ef-
fectively.
The structure of the RAKE receiver is determined by the
type of the time-dispersive multipath channel over which
the DS-CDMA system works. There are mainly two kinds of
time-dispersive multipath channels for the DS-CDMA sys-
tems. The first one is the (nearly) continuous channel, which
can be represented by a finite impulse response (FIR) fil-
ter channel model; the second one is the discrete channel
where the separations of the resolvable bunches of multi-
paths (referred to as resolvable paths in the sequel) are larger
than the chip duration of the spreading code. The latter
can be represented by a resolvable time-dispersive channel
model. While the first model is quite eﬀective in describ-
ing channels in urban areas, the second model is suitable
for describing channels in rural or mountain areas or in the
case of soft handoﬀ [2], where a few resolvable paths exist.
In this paper, we focus on the channels represented by the
second model and we refer to them as the resolvable multi-
path channels.
For the resolvable multipath channels considered herein,
the RAKE receiver assumes the knowledge of the channel pa-
rameters including the code timing, signal power, as well as
the carrier phase for each resolvable path of each user. These
parameters are typically unknown in practice and hence need
to be estimated. In this paper, we consider the problem
of code-timing estimation for the asynchronous DS-CDMA
system. Given an accurate code-timing estimate, there is a
wealth of good methods for estimating the other parame-
ters [3].
A standard technique for code-timing estimation is the
training-based correlator (or matched filter) [4] which needs
a known training sequence. It is well known that the corre-
lator coincides with the optimal maximum-likelihood (ML)
method in the single-user case for the Gaussian channel.
The correlator can also be used for the resolvable multipath
channels in the single-user case. However, in the multiuser
case, its performance degrades considerably because of the
so-called near-far problem.
A near-far resistant code-timing estimator is the MUSIC
algorithm, which was proposed independently in [5, 6]. Un-
like the aforementioned correlator, the MUSIC algorithm is
a blind approach, that is, it needs no training for the purpose
A DS-CDMA Code-Timing Estimator for Multipath Channels 671
of code-timing estimation. Hence, the MUSIC algorithm can
be used to perform not only code-timing estimation (acqui-
sition), but also tracking. YetMUSIC suﬀers from low correct
acquisition probability and poor estimation accuracy, as well
as poor subscriber capacity.
Another near-far resistant code-timing estimator, re-
ferred to as the large-sampleML (LSML) algorithm, was pro-
posed in [7]. LSML is also training-based and can be used
to perform code-timing estimation for the asynchronous
DS-CDMA system over time-invariant flat fading channels.
Unlike conventional ML estimators, which employ compu-
tationally extensive multidimensional search, LSML uses a
closed-form solution, which is computationally very eﬃ-
cient. The underlying idea of LSML was extended in [8] to
derive a training-basedMLmethod to estimate the code tim-
ing for resolvable multipath channels. However, the method
in [8] needs to perform a multidimensional search to obtain
the code-timing estimation for each resolvable path, which is
computationally very heavy.
In this paper, we propose a new training-based code-
timing estimation method, referred to as the modified LSML
(MLSML) algorithm. The MLSML algorithm can be used to
avoid the multidimensional search problem of code-timing
estimation of [8] by using a closed-form solution similar to
LSML and hence is computationally very eﬃcient. Moreover,
we show that the MLSML algorithm can be used in the case
of arbitrary resolvable delays, that is, the resolvable delays
can be in diﬀerent processing windows and therefore relax
the constraints in [7, 8]. As a result, the MLSML algorithm
is easier to use in the practical multipath channel scenarios.
Simulations show that MLSML can be used to provide a high
correct acquisition probability and a high estimation accu-
racy. Simulations also show that MLSML can have very good
near-far resistant capability, due to employing a data model
similar to that for adaptive array processing where strong in-
terferences can be suppressed.
The remainder of this paper is organized as follows. In
Section 2, we provide the datamodel for code-timing estima-
tion. In Section 3, we derive the MLSML algorithm in detail.
Numerical examples are presented in Section 4 to demon-
strate the eﬀectiveness of the proposed MLSML algorithm.
Finally, we end our paper with comments and conclusions in
Section 5.
2. DATAMODEL
Consider an asynchronous DS-CDMA system employing
BPSK modulation (it can be readily generalized to other PSK
modulations), operating over time-invariant resolvable mul-
tipath channels. We assume that all the users use the same
carrier frequency and there is no frequency oﬀset between
the transmitters and the receivers. We consider the case of
using short codes. The spreading code for each user is a










be one period of the spreading waveform for user k, which
has a period of T = NTC , where T is the duration of the
information carrying data symbol, TC is the chip duration,
and PTC (t) denotes the unit rectangular pulse on [0,TC). The








where Pk is the transmission power of user k, ω0 is the com-





is the baseband spread spectrum signal with dk(m) ∈ {−1,
+1},m = 0, 1, . . . ,M, being the known training data symbol.










where δ(t) is the Dirac delta, αk,l is the complex-valued fad-
ing coeﬃcient of the lth path, and τk,l is the time delay be-
tween the transmitter and the receiver on the lth path with
τk,l+1 − τk,l ≥ TC , l = 1, 2, . . . ,Lk − 1. The noise-free received
















We employ a receiver with the front end consisting of an
in-phase/quadrature (I/Q) mixer followed by an integrate-
and-dump filter with integration time TC . Then, the noise-















We consider the case that τk,Lk − τk,1 < (N − 1)TC . It is
assumed in [7, 8] that all the time delays are within [0,T),
that is, τk,l ∈ [0,T) for all k and l. While this assumption can
be reasonable for the flat fading case, it is no longer valid in
the case of resolvable multipath channels. The reason is that
if the delay of the first path is within [0,T), the paths with
longer delays can be within [T , 2T). Hence we assume that
the time delays are within [0, 2T) in this paper. For notational
simplicity, in the derivation of the data model, we first as-
sume that the time delays are within [0,T). Then we will ad-
dress the case that the time delays are within [0, 2T) later on.
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For τk,l ∈ [0,T), we consider it as the summation of
multiple chip durations and a residue, that is, let τk,l =
pk,lTC + γk,l, where pk,l ∈ {0, 1, . . . ,N − 1} and γk,l ∈ [0,TC).
























t − (mN + n + pk,l)TC − γk,l)dt















































which is a function of pk,l and γk,l, the parameters to be esti-
mated. Here m1 and m2 are the indexes for the training data
symbols such that 0 ≤ i − m1N − pk,l − 1 ≤ N − 1 and
0 ≤ i−m2N − pk,l − 2 ≤ N − 1, respectively. In what follows,
we determinem1 andm2 for each i.
From (8) we know that for i− pk,l−2 = mN +N−1, that







where µ  γk,l/TC and ν  1− µ. Similarly for i = mN +N +


























Stacking rk,l’s of (9), (11), and (10) in a vector, we have
(by letting p = pk,l for notational convenience)




rk,l(mM +N + 1)

=[νJ1(p)ck+µJ1(p+1)ck νJ2(p)ck+µJ2(p+1)ck]





ck(N − 1) ck(N − 2) · · · ck(0)]T (13)












with Ip being the p × p identity matrix and 0 being a zero
matrix with required dimensions, and
dk(m + 1) 
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dk(m + 1) + dk(m)
























































































) · · · a2(τk,Lk)],
βk 
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Note that instead of zk(m+1) in (17) we could have used
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is not as scattered as that of the latter,
E
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which is being preferred.
By expressing the multiple-access interference (MAI) in
a similar way and lumping the MAI with the additive noise
into w(m), we have the data model for the kth user as







The vector w(m) is assumed to be independent of the de-
sired signal and to be a white circularly symmetric complex
Gaussian random vector with zero-mean and covariancema-
trix Q.
The problem of interest herein is to estimate τk,l, l =
1, 2, . . . ,Lk, of the interested kth user from r(m) based on the
assumptions summarized below:
(A1) Lk is known and τk,l+1−τk,l ≥ TC for l = 1, 2, . . . ,Lk−1
with τk,Lk − τk,1 < (N − 1)TC ;
(A2) zk(m),m = 1, 2, . . . ,M, is known;
(A3) ck is known and has low autocorrelation;
(A4) Q is arbitrary—determined by other users and noise.
3. THEMLSML ALGORITHM
We present the MLSML algorithm in this section. For nota-
tional convenience, we will drop the notational dependence
on k in the sequel.
The log-likelihood function of the receiver output vector
r(m),m = 1, 2, . . . ,M, is proportional to











which is a function of unknownQ andDk, with the latter be-
ing determined by unknown code-timing and complex am-
plitude (cf. (6), (20), and (24)). Here | · | denotes the deter-
minant of amatrix and (·)H denotes the conjugate transpose.
The focus of this paper is on estimating the unknown code-
timing by minimizing the cost function F.























where Qi is an element of Q. The above equation means that














An unstructured estimate of D is obtained as [10]















By plugging (29) into (27), Q̂ can be rewritten as








It has been shown in [10] that minimizing F1 is asymp-





D− D̂)HQ̂−1(D− D̂)]. (33)
Note that Rzz is a diagonal matrix with equal diagonal ele-
ments due to the fact that d(m) can be selected to be an inde-








[∣∣d(m + 1)∣∣2 − ∣∣d(m)∣∣2] = 0, (34)
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where (·)∗ stands for the complex conjugate. Then, mini-




















where d̂1 and d̂2 denote the first and the second columns of
D̂, respectively.
A first glance at (35) seems that we need a multidimen-
sional search, as in [8], to estimate τl, l = 1, 2, . . . ,L. Now,
we show that by utilizing the property of low autocorrelation
of the spreading code c, we can decouple the multidimen-
sional search into L one-dimensional searches. Furthermore,
we show that these L one-dimensional searches can be com-
bined into one one-dimensional search, which can be solved
in a closed form.
For notational simplicity, we only consider the first part



























































N , τl1 = τl2 ,O(1), ∣∣τl1 − τl2∣∣ ≥ TC. (37)
This low autocorrelation property of c can be exploited to









N , τl1 = τl2 ,O(1), ∣∣τl1 − τl2∣∣ ≥ TC , (38)
for arbitrary “weighting” matrixQ. Note that the “weighted”
autocorrelation of (38) is not as low as the autocorrelation of
(37); yet, under the assumption (A1), the former can still be
used to yield the following simplified cost function, by drop-
ping the cross items in (36):




























∥∥d˘1 − βla˘1(τl)∥∥2 − (L− 1)∥∥d˘1∥∥2,
(39)
where









and ‖ · ‖ denotes the Euclidean norm. Using the same tech-




[∥∥d˘1−βla˘1(τl)∥∥2 +∥∥d˘l −β2a˘2(τl)∥∥2]+const. (41)
Note that (41) is actually a decoupled cost function, which
means that we can obtain the code-timing estimates in L one-








∥∥d˘1 − βla˘1(τl)∥∥2 + ∥∥d˘2 − βla˘2(τl)∥∥2. (43)
In our estimation problem, βl, l = 1, 2, . . . ,L, is a nui-
sance parameter which needs to be concentrated out to sim-




















∥∥d˘∥∥2 − ∣∣a˘H(τl)b˘∣∣2∥∥a˘(τl)∥∥2 .
(44)




) = ∣∣a˘H(τl)b˘∣∣2∥∥a˘(τl)∥∥2 . (45)








We remark that, due to (46), we can perform the same one-
dimensional search for each τl, l = 1, 2, . . . ,L. Combin-
ing the L one-dimensional searches into one, we have the
new MLSML estimator, which obtains the estimate of τl,
l = 1, 2, . . . ,L, by finding the arguments corresponding to
the L largest local maximums of J(τ).
The aforementioned one-dimensional search over the
parameter space for the L largest peaks is still compu-
tationally heavy. To avoid this burdensome task, we use
the approach of [7] to obtain a closed-form solution for
each p ∈ {0, 1, . . . ,N − 1}, as detailed in the following.
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For notational simplicity, we will drop pTC from A˘1 and A˘2







































H  A˘H1 A˘1 + A˘H2 A˘2.
(50)
We know from (49) that J(τ) is a rational function of two
second-order polynomials. Any extreme point µ̂ in the dif-
ferentiable region of J(τ) must satisfy the equation
S(µ) = N ′(µ)D(µ)−N(µ)D′(µ) = 0. (51)
Note that both G andH are Hermitian. Letting gi j and hi j be
the i jth elements of G andH, respectively, we have
N(µ) = (g11 + g22 − 2g¯12)µ2 + 2(g¯12 − g11)µ + g11
 n2µ2 + n1µ + n0,
D(µ) = (h11 + h22 − 2h¯12)µ2 + 2(h¯12 − h11)µ + h11
 d2µ2 + d1µ + d0.
(52)
Plugging
N ′(µ) = 2n2µ + n1,
D′(µ) = 2d2µ + d1 (53)
into (51) yields
S(µ) = (n2d1 − n1d2)µ2 + 2(n2d0 − n0d2)µ + n1d0 − n0d1
 s2µ2 + s1µ + s0,
(54)
which has the following roots:





The MLSML algorithm for code-timing estimation for
the user of interest, the kth user, in multipath channels with
the time delays within [0,T) can be summarized as follows.
Step 1. Compute D̂ and Q̂ using (29) and (31), respectively.
Step 2. Calculate µ̂ using (55) for each p ∈ {0, 1, . . . ,N − 1}.
Step 3. Calculate the cost function J(τ) in (49) for the roots
obtained in the previous step. In addition, calculate the cost
function J(τ) for each in-diﬀerentiable point, that is, τ =
0,TC , . . . , (N − 1)TC .
Step 4. Find the L arguments corresponding to the L largest
peaks as the estimates of the L resolvable delays.
Now, we relax the constraint that all the time delays are
within [0,T). Among the L resolvable delays, we assume L(0)
of them are within [0,T) and the others are within [T , 2T).
For the former L(0) paths, the model derived in the previous
section remains the same. As for the later paths, from (8), we
know that if N ≤ pl ≤ 2N − 1, we have, similarly to (12),
rl(m + 1) =
[









where p = pl −N and (17) becomes


























































) · · · a2(τL − T)],
β(0) = [β1 β2 · · · βL(0)]T ,
β(1) = [βL(0)+1 βL(0)+2 · · · βL]T ,
(59)
the data model of (23) becomes
r(m) = D(0)z(m) +D(1)z(m− 1) +w(m), m = 2, 3, . . . ,M.
(60)
It seems that estimating code timing based on (60) is
much more complicated than that based on (23) since z(m)
and z(m− 1) are not independent with each other (cf. (22)).
This can be true if we were using an exact ML approach. For
MLSML, an approximate ML approach (cf. (38)), the com-
putations are only reasonably increased—Steps 1, 2, and 3 in
the MLSML algorithm are performed twice before going to
Step 4. For the first round calculation, we calculate based on
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D̂(0) and Q̂(0) (Q̂(0) corresponds to D̂(1)z(m − 1) plus w(m))
with respect to z(m), and for the second round, we calculate
the code-timing based on D̂(1) and Q̂(1) (Q̂(1) corresponds to
D̂(0)z(m) plus w(m)) with respect to z(m− 1).
We remark that for a given resolvable multipath channel,
the performance for the [0, 2T) case can be better than that
for the [0,T) case (these two cases are due to diﬀerent initial
conditions). The reason is as follows. For the former case, the
cross-correlation between the first L(0) paths in [0,T) and the












whereas for the latter case, the cross-correlation between the
first L(0) and the remaining L − L(0) paths (all in [0,T)) can





D(1) = D(0)D(1). (62)
The cross-correlation of (61) is lower than that of (62) since
the correlation between z(m) and z(m− 1) is lower than the
correlation of z(m) itself. This performance diﬀerence can
be seen clearly in the simulation examples given in the next
section.
4. SIMULATION RESULTS
In this section, we provide numerical examples to show the
performance of the proposedMLSML code-timing estimator
over the resolvable multipath channels. Note that MLSML is
an extension of LSML which is, in the flat fading case, supe-
rior to the other estimators such as the correlator [4], the
minimum mean-square-error-based code-timing estimator
[11], and the MUSIC code-timing estimator [5, 6] (see [7]).
Here, we only provide simulation examples showing the per-
formance of MLSML in the resolvable multipath channel
case, along with a comparison with the correlator, which can
also be used in the resolvable multipath channel case, when-
ever applicable. (We do not compare with the method in
[8] since (a) the latter can work only for the [0,T) case and
(b) the latter has orders of magnitude slower than the for-
mer.)
The simulation conditions are as follows. Each user is as-
signed a Gold sequence of N = 31. All users have two paths,
that is, Lk = L = 2, k = 1, 2, . . . ,K . For the user of interest,
say, user one, the time delays are fixed to τ1,1 = 20.5TC and
τ1,2 = 23.5TC , respectively, in the [0,T) case (referred to as
Case 1 in the sequel), and τ1,1 = 29.5TC and τ1,2 = 32.5TC ,
respectively, in the [0, 2T) case (referred to as Case 2 in the
sequel), with the received powers being |β1,1|2 = −3 dB and
|β1,2|2 = 0 dB, respectively. The other users have random re-
ceived powers with log-normal distribution. The average re-
ceived power of each path of the interfering signals is d dB
(to be specified in various examples, refereed to as the near-
far ratio (NFR)) above the desired user with a standard de-

























Figure 1: Illustration of J(τ) for (a) τ1,1, τ1,2 ∈ [0,T) (Case 1) and
(b) τ1,1 ∈ [0,T), τ1,2 ∈ [T , 2T) (Case 2) when K = 10, d = 2,
SNR = 10 dB, andM = 100.
N(d, 100), k = 2, 3, . . . ,K , l = 1, 2. The additive noise for r(i)
in (7) is white circularly symmetric complex Gaussian with
zero-mean and variance σ2n = NN0/Es, where Es/N0 is the
signal-to-noise ratio (SNR) with Es being the energy per
symbol for user one. (In the simulations, we assume Es =
N|β1,2|2.)
Before providing the simulation examples to show the
performance of the new MLSML code-timing estimator, we
look at two figures illustrating J(τ) of (49) in Case 1 and
Case 2, respectively. The specific simulation parameters are
as follows: K = 10, d = 2, SNR = 10 dB, and M = 100.
The results are shown in Figures 1a, and 1b, respectively.































0 dB path, MLSML
−3 dB path, MLSML
0 dB path, correlator
































0 dB path, MLSML










−3 dB path, correlator
0 dB path, correlator
−3 dB path, MLSML










−3 dB path, MLSML
0 dB path, MLSML
(d)
Figure 2: Probability of correct acquisition and RMSE versus M for (a) and (c) Case 1, and (b) and (d) Case 2 when K = 10, d = 20, and
SNR = 10 dB.
We can see that we have the correct acquisition in both cases.
(A code-timing estimate τ̂k,l provides a correct acquisition if
|τ̂k,l − τk,l| < TC/2.)
Now, we provide simulation examples to show the per-
formance of the proposed code-timing estimator in two as-
pects: the probability of correct acquisition and the root
mean-squared error (RMSE) (normalized by TC) of the
code-timing estimate given correct acquisition. The per-
formance results shown below are based on 1000 Monte
Carlo trials. The data symbols and the parameters {τk,l,βk,l}
for all the MAI users change from Monte Carlo to Monte
Carlo.
Example 1 (performance versusM). The specific simulation
parameters are as follows: K = 10, d = 20, SNR = 10 dB,
and the number of data bits M changes from 20 to 100. Fig-
ures 2a and 2b show the probability of correct acquisition
for Case 1 and Case 2, respectively, while Figures 2c and 2d
show their RMSE counterparts. We can see from the figures
that the performance of Case 2 is better than that of Case 1































0 dB path, MLSML
−3 dB path, MLSML
0 dB path, correlator
































0 dB path, MLSML










−3 dB path, correlator
0 dB path, correlator
−3 dB path, MLSML










−3 dB path, MLSML
0 dB path, MLSML
(d)
Figure 3: Probability of correct acquisition and RMSE versus K for (a) and (c) Case 1, and (b) and (d) Case 2 when M = 60, d = 20, and
SNR = 10 dB.
in that the two paths, especially the weak signal path, have
better performance. We can also see that M = 60  2N
is a threshold for the performance, which conforms with
the analysis of [12] showing that when the sample number
is twice the number of sensors, the performance of the ar-
ray using the estimated covariance matrix is within 3 dB of
the performance of the array using the exact covariance ma-
trix. (The data model employed in this paper is equivalent
to an array with N sensors.) We also provide corresponding
curves of the correlator for Case 1 (it does not work for Case
2). We observe that MLSML significantly outperforms the
correlator.
Example 2 (performance versus K). The parameters are sim-
ilar to those in the previous example with the exception
that M = 60 and K changes from 4 to 24. The results are
shown in Figures 3a, 3b, 3c, and 3d, respectively. We can
see from the figures that, similar to the previous example,
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−3 dB path, MLSML
0 dB path, MLSML
(d)
Figure 4: Probability of correct acquisition and RMSE versus SNR for (a) and (c) Case 1, and (b) and (d) Case 2 whenM = 60, K = 10, and
d = 20.
the performance of Case 2 is better than that of Case 1. Note
that when K changes from 12 to 16, there is significant per-
formance degradation. The reason is that when K = 16, the
overall signal number, LK = 32, is greater than N − 1, the
degrees of freedom. (Still, the data model employed herein
is equivalent to an array with N sensors which has the de-
grees of freedom N − 1.) We also provide the corresponding
curves of the correlator for Case 1. Again, we observe that
MLSML significantly outperforms the correlator. Due to the
huge performance gap between MLSML and the correlator,
we do not need to compare them any further.
Example 3 (performance versus SNR). The parameters are
similar to those in the previous example with the exception
that K = 10 and SNR varies from −10 dB to 20 dB. The per-
formance of the MLSML estimator is shown in Figures 4a,
4b, 4c, and 4d, respectively. Still, the performance for Case 2
is better than that for Case 1.
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Path 1 (−3 dB)










−3 dB path, MLSML
0 dB path, MLSML
(d)
Figure 5: Probability of correct acquisition and RMSE versus d for (a) and (c) Case 1, and (b) and (d) Case 2 when M = 60, K = 10, and
SNR = 10 dB.
Example 4 (performance versus d). This example shows the
near-far resistant capability of the new code-timing estima-
tor. Figures 5a, 5b, 5c, and 5d, and Figures 6a, 6b, 6c, and 6d
show the performance with K = 10 and K = 15, respectively.
The other parameters are similar to those in the previous ex-
ample with the exception that d varies from 0 to 60. We can
see from the figures that, for K = 10, where the interference
number L(K − 1) = 18 is much less than N , we experi-
ence almost no performance degradation when d increases
(only a minor degradation for the weak path in Case 1).
However, for K = 15, where the interference number L(K −
1) = 28 is only slightly less than N −1, we experience signifi-
cant performance degradation when d increases. These sim-
ulations suggest that with the reasonable selection of param-
eters, such as
∑K
k=1 Lk < N (which can be seen as a fifth as-
sumption in addition to those given at the end of Section 2),
MLSML can have a quite high probability of correct acquisi-
tion even when the near-far problem is severe.
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−3 dB path, MLSML
0 dB path, MLSML
(d)
Figure 6: Probability of correct acquisition and RMSE versus d for (a) and (c) Case 1, and (b) and (d) Case 2 when M = 60, K = 15, and
SNR = 10 dB.
5. CONCLUDING REMARKS
We have presented an MLSML estimator that can be used to
perform the code-timing estimation for the DS-CDMA sys-
tems over the resolvable multipath channels in a closed form.
Simulation examples have shown that MLSML can be used
to provide a high correct acquisition probability and a high
estimation accuracy. Simulation examples have also shown
that MLSML can have very good near-far resistant capabil-
ity, due to employing a data model similar to that for adap-
tive array processing where strong interferences can be sup-
pressed within the capability of the degrees of freedom of the
array.
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