Abstract-Image-analysis algorithms are of great interest in the context of object-oriented coding schemes. With reference to the utilization of the cellular neural network (CNN) universal machine for object-oriented image analysis, this paper presents new analogic CNN algorithms for obtaining motion compensation, image synthesis, and consistency observation. Along with the already developed segmentation and object labeling technique, the proposed method represents a framework for implementing CNN-based real-time image analysis. Simulation results, carried out for different video sequences, confirm the validity of the approach developed herein.
I. INTRODUCTION

I
N RECENT years, great efforts have been devoted to the study of coding techniques providing high compression ratios, while maintaining good picture quality. Among these techniques, the object-oriented coding approach represents an interesting and sophisticated method for video coding [2] - [5] . It mainly consists of a strong image-analysis stage (see Fig. 1 ), that can locate and label shape, color, and motion of objects appearing in a frame of a video sequence. In particular, objects of great importance for image understanding can be detected and coded using special parameter sets, whereas still background objects are not included in the coding procedure. This approach enables the transmission rate to be greatly reduced, since for reconstructing some objects the receiver can exploit the information already obtained from the previous frames. Namely, the "important" objects are fed adaptively into the channel until the upper bound of the transmission rate is reached, whereas the remaining parts of the frame can be obtained by restoring the information of the already received frames.
Since object-oriented coding schemes require very powerful and flexible devices [6] , the idea recently proposed in [1] , [7] is to exploit the great computational power offered by the cellular neural network universal machine (CNNUM) for obtaining accurate image analysis. Notice that the CNNUM has been already implemented in the form of a CNN universal chip [8] - [15] , which represents an analog fully programmable supercomputer available on a single chip. When applied to object-oriented coding schemes, the CNNUM is the engine responsible for the image-analysis operations, whereas the remaining coding and transmitting operations can be managed by digital coprocessors [7] . However, regarding the utilization of the CNNUM for image analysis, it should be pointed out that only few results are available in literature. This is because object-oriented image analysis ( Fig. 1) mainly consists of four parts: segmentation and object labeling, motion compensation, image synthesis and consistency observation. The results available in literature only concern the development of CNN algorithms for obtaining the segmentation and object labeling stage [1] , [7] . No result is available concerning the utilization of CNNUM for motion compensation, image synthesis and consistency observation.
The aim of the paper is to bridge this gap by developing the remaining stages of the block diagram reported in Fig. 1 . This objective is achieved by illustrating new analogic CNN algorithms, which are based on existing CNN templates [16] as well as on new ones. The paper is organized as follows. In Section II, the CNN algorithm for implementing the motion-compensation stage is described. This stage mainly consists of modeling the geometrical and motion properties of the objects, and encoding them using a special parameter set. In Section III, the CNN algorithm for implementing the image-synthesis stage is illustrated. In particular, the algorithm enables all parameterized image fragments to be linked in order to obtain a synthesized image. In Section IV, the CNN algorithm for implementing the consistency observation block is presented. This stage mainly consists of a comparison between the synthesized image and the original frame, with the aim of obtaining a "filtered difference image." In Section V, simulation results and comparisons are reported to show the effectiveness of the proposed approach. These simulations have been carried out using Miss America, Claire, and Stefan video sequences. Finally, in Section VI, a discussion is reported, with the aim of illustrating strengthens and weaknesses of the approach developed herein.
II. MOTION COMPENSATION
Before illustrating the proposed CNN algorithm for motion compensation (Fig. 2) , we would briefly remind that the CNN model considered through the paper is the following [17] :
where is the state, is the output, is the input, is the bias, , and are the linear and nonlinear feedback parameters, respectively, and are the linear and nonlinear control parameters, respectively, whereas is a grid point in the neighborhood within the radius of the cell . Five different images can describe a CNN layer, that is, the input , the state , the output , the bias , and the mask . Along with the model, we would also remind that the CNNUM incorporates some advanced computational capabilities, such as [18] the following: capability to perform ADDITION and SUBTRACTION of grayscale images, also pixel by pixel; capability to combine, pixel by pixel, two binary images through logic operations such as AND, OR; capability to select which cells are going to be processed (the so called mask ). The motion-compensation approach proposed herein consists of determining in the frame , the position of those objects belonging to frame , which represent the result of the segmentation technique described in [1] . The position of these objects in the frame can be computed by moving each object (belonging to frame ) in a -pixel window and by comparing the result with the frame . Notice that the dimensions and of the search-window depend on the motion features of the video sequence to be processed (see Example 2 in Section V). Finally, the position of the object that corresponds to the smallest error is stored for the next stage.
More precisely, the proposed CNN algorithm can be described as follows. For each object individuated by the segmentation stage, the first step consists in computing the difference between the frames and , with reference to the object extension. This can be easily done by the CNNUM, since it is possible to exploit the SUBTRACTION operation, along with the mask (which describes the extension of the th object belonging to frame ) [18] . The result (that is, the image ) is processed by the ABSOLUTE VALUE template [7] (2a)
where is the nonlinear function illustrated in [7] , is the computation time, whereas is the result of the "absolute value" for the th object. From the implementation point of view, the problem of having nonlinear templates can be easily solved by exploiting the results in [19] and [20] , where it is shown how nonlinear templates can be decomposed into a sequence of linear template executions. The third step consists in computing the following "mean absolute error": m error pixel values black pixels
Equation (3) can be implemented onto the CNNUM by considering the following DIFFUSION template [16] : (4a) average value of (4b) Namely, the application of (4) to the image generates a diffusion process. It forces all the pixels to reach a unique graylevel value, which represents the average value of . Now, it is necessary to take into account that, in order to find the position of the th object in the frame , the object and its mask have to be moved pixel by pixel within the frame . By choosing a spiral trajectory (that is, a trajectory with movements UP, RIGHT, DOWN, DOWN, LEFT, LEFT and so on), the fourth step of the algorithm consists in moving the object using the following UP template [16] :
where is the image of th object (obtained from using the mask , represents the image where the th object has been moved one pixel toward the UP direction, whereas the black mask indicates that all the cells are in active state. Along with the object, its mask is moved one pixel toward the UP direction, so that the mask is obtained. Successively, the image has to be compared with the frame (referring to the object extension). This objective is achieved using the SUBTRACTION capability offered by the CNNUM. The result is the image , where is the image obtained from using the mask . Successively, after having computed the error using (2)-(4), both the object and the mask have to be moved, along the spiral trajectory, using the templates RIGHT, DOWN and LEFT reported in [16] . Therefore, the proposed algorithm is iterated until all the movements of the object have been carried out within the -pixel search-window of frame . The last iteration gives the image , where and are the object and the mask that correspond to the last movement, respectively, whereas is the image obtained using . When all the movements have been carried out, a comparison among the errors is made, until the smallest error is found. The iteration that corresponds to the minimum error gives the image (6) where is the compensated image of the th object whereas is its compensated mask. These compensated images represent the results of the algorithm, which is applied to each object individuated by the segmentation stage described in [1] . If the segmented objects detected in frame are , the compensated images available for the next stages are for and for .
III. IMAGE SYNTHESIS
In this section, a CNN algorithm for image synthesis is developed. The algorithm consists of two parts (Fig. 3) . The objective of the first part is to link the objects belonging to frame in their new positions in frame (i.e., in those positions already detected by the "motion-compensation algorithm" developed in Section II). Then, the objective of the second part is to combine the previous result (called "object composition") with the background.
A. Object Composition
In order to link the objects in their new positions, it is worth noting that the objects can be added to each other only if the common parts are taken into account. Roughly speaking, the behavior of proposed algorithm [ Fig. 3(a) ] can be explained as follows. Given, for instance, the fourth object detected in the frame by the segmentation stage, let's add it to the first, the second and the third object (using the block ADDITION). By considering that the fourth object and the remaining ones can share some parts, before adding the objects, it is necessary to delete these common parts from the fourth object. These parts can be deleted (using the block ZERO) only if a proper mask is computed. This mask is the result of the block AND between the compensated mask of the fourth object ( ) and the "partial mask" obtained by combining the compensated masks of first, second, and third object ( , , , respectively) using the block OR. Therefore, the parts individuated by the mask can be deleted from the fourth object and the result can be added to first, second and third object.
More precisely, the proposed CNN algorithm works as follows. Given the th object, let's add it to the objects 1, 2 . This task can be carried out by computing the mask , which takes into account the parts shared by the th object and the remaining ones. This mask can be easily computed by exploiting the capability of the CNNUM of combining binary images through any user-selectable logic operations [18] . In particular, by applying the OR operation to the masks ( ), it is possible to derive the binary image . Successively, by exploiting the logic AND between the binary images and , it is possible to obtain the desired mask . Now, the part individualized by the mask can be deleted from the compensated image of the th object using the following ZERO template:
Therefore, the image can be added to the image , which in turn combines the objects , using the ADDITION operation. The result is the image . The proposed algorithm is iterated until all the compensated objects are processed. The resulting image is the "object composition," that is (8)
B. Combination With the Background
In order to combine the "object composition" with the background, the algorithm illustrated in Fig. 3(b) is proposed. First of all, it is necessary to compute the "mask composition"
. This mask, obtained through the OR operation, is given by . Successively, by using the ZERO template (7a) with (9) it is possible to delete the moving objects from the frame , so that the background image is obtained. Finally, by exploiting the ADDITION, it is possible to combine the "object composition" with the background, so that the synthesized image is obtained (10) IV. CONSISTENCY OBSERVATION In this section, a CNN algorithm for consistency observation is proposed (Fig. 4) . Since the objective of the algorithm is to compute the "filtered difference image," the first step consists in making a comparison between the frame and the synthesized image. This task, which can be carried out using the SUBTRACTION operation, leads to the "difference image"
. Successively, it is necessary to compute a proper mask, called "difference mask"
. This mask, which individualizes the parts of the "difference image" characterized by values greater than a prefixed threshold, can be computed using the block called "mask of significant difference." The algorithm for implementing this block (Fig. 5) works as follows. Given the "difference image" , it is necessary to compute the ABSOLUTE VALUE [see (2) ], so that the image is obtained. Successively, in order to detect only those pixels where the "difference image" is significant, a threshold is required. This objective can be achieved by applying the THRESHOLD template reported in [16] . However, owing to the bias value reported in [16] , the "threshold operation" cannot be directly applied to the image . Namely, an amplification of is required, with a gain that equals 10. Such amplification can be achieved by recursively applying the ADDITION operation. The result is the image , which can be now used as input for the "threshold operation." The result is the image . The last step for obtaining consists in removing small objects as well as groups of isolated pixels. This step can be carried out using the SMALL OBJECT REMOVER template reported in [16] . By considering as input, the result is the image . Finally, it is necessary to delete from the "difference image" those pixels that are not indicated by the "difference mask"
. This objective can be achieved using the following ZERO template:
where represents the "filtered difference image."
V. SIMULATION RESULTS
Two examples are illustrated in this Section. The aim of the first one is to show how the proposed approach works, whereas the aim of the second one is to evaluate the performances of the proposed technique for different video sequences.
Example 1: Herein, the Miss America sequence in the common intermediate format (CIF) is considered [1] . We start by reporting in Fig. 6(a) and Fig. 6(c) , the third and the seventh frame of the sequence, respectively, whereas in Fig. 6(b) , the result of the segmentation stage is illustrated. From Fig. 6(b) , it can be argued that the segmented objects detected in frame are . By applying the motion-compensation algorithm to the ninth object, with a 15-15-pixel window, the selected images reported in Fig. 7 are obtained. In particular, the first iteration of the algorithm (UP movement) gives the image reported in Fig. 7(a) , whereas the mask is illustrated in Fig. 7(b) . The last iteration of the algorithm gives the image illustrated in Fig. 7(c) , whereas the mask is reported in Fig. 7(d) . Since all the movements have been carried out, a comparison among the errors enables the compensated images to be found. Namely, the iteration that corresponds to the minimum error (see (6) ) gives the image reported in Fig. 7(e) , whereas the final result of the algorithm, that is, the compensated object image and the compensated mask , are reported in Fig. 7(f) and Fig. 7(g), respectively . Now, by exploiting the images and for , the algorithm for obtaining the object composition is applied. Selected images resulting from its application are reported in Figs. 8 and 9 . In particular, by considering the first six objects, their composition is reported in Fig. 8(a) whereas the corresponding mask is illustrated in Fig. 8(b) . By applying the AND operation between and the mask of the seventh object
[ Fig. 8(c) ], the image is obtained [ Fig. 8(d) ]. Such mask is used for obtaining the image [ Fig. 8(e) ], which can be added to for obtaining the image [ Fig. 8(f) ]. Finally, by starting from the composition of the first eight objects [ Fig. 9(a) ] and by considering the AND operation between the mask of the first eight objects [ Fig. 9(b) ] and the mask of the ninth object [ Fig. 9(c) ], the image is obtained [ Fig. 9(d) ]. The utilization of such a mask leads to the image [ Fig. 9(e) ], which can be added to for obtaining the "object composition" [ Fig. 9(f) ]. Now, in order to combine the "object composition" with the background, it is necessary to compute the "mask composition"
[see Fig. 10(a) ], which is required for obtaining the background [ Fig. 10(b) ]. Finally, by applying the ADDITION, the synthesized image is obtained [ Fig. 10(c) ]. Now, the algorithm for consistency observation has to be applied for computing the "filtered difference image." At first, by applying the SUBTRACTION, the "difference image" is determined [ Fig. 11(a) ]. Then, the application of the algorithm in Fig. 5 leads to "difference mask" [ Fig. 11(b) ]. By deleting from those pixels that are not indicated by , it is possible to obtain the "filtered difference image"
[ Fig. 11(c) ]. Finally, Fig. 12 shows the image obtained by adding the "filtered difference image" to the synthesized image . Notice that in object-oriented video coding the receiver has to reconstruct and add it to , which is provided by the transmitter.
We would conclude this example by giving an estimation of the complete execution time of the proposed CNN algorithms on the CNNUM. The results are summarized in Table I , where the estimated processing time has been given for each CNN algorithm without taking into account the I/O operations as well as the digital operations such as AND/OR. We would stress the dependence of the proposed approach, which will become more and more efficient, as a function of , in the future chip implementations.
Example 2: The aim of this example is to evaluate the performances of the proposed motion-compensation algorithm in terms of precision of the prediction. To this purpose, a comparison among different video sequences is carried out. At first, we apply the motion-compensation algorithm to the first 50 frames of the Miss America sequence, starting from frame 3 with a 15 15-pixel window. Successively, we apply the motion-compensation algorithm to the first 50 frames of the Claire sequence, with a 19
19-pixel window. We start by frame 3, where 7 objects are found [see Fig. 13(a) ]. Notice that, since the motion in Claire is larger than the motion in Missa, a larger search-window has been chosen. Finally, we consider a worst-case benchmark, that is, the Stefan video sequence. We apply the algorithm to the first 10 frames by choosing a 31 31-pixel window. We start by frame 3, where 12 objects are found [see Fig. 13(b) ]. Notice that, since in the Stefan sequence camera motions are applied and several objects move in different way, it is necessary to consider search-window larger than 15 15-pixel size. Regarding Missa and Claire, the results are reported in Table II , where for each sequence the energies of the difference image with motion compensation and without motion compensation have been evaluated. Notice that the energy has been computed by considering that the pixel values of the "difference image" are within the range [ 1, 1] . Moreover, the gains in decibels are reported in Fig. 14 . The obtained results (that is, the improvements in dB) clearly highlight the performances of the proposed algorithm in estimating the scene transformation. Regarding Stefan, the results from frame 5 to frame 10 are summarized in Table III . By analyzing these results, it can be argued that the gain obtained for frame 5 is satisfying, whereas from frame 6 to frame 10, there is a performance degradation due to fast scene transformation induced by camera motion. We would point out that, in our opinion, this degradation does not depend on the behavior of the "motion-compensation" algorithm, but on the fact that the "area of the fans" in the Stefan sequence continuously changes due to camera motion. By taking into account the results in Table III , we can argue that for Stefan sequence the "segmentation and object labeling" stage has to be carried out approximately every three frames. 
VI. DISCUSSION
The aim of this section is to illustrate strengthens and weaknesses of the proposed approach. In particular, the following issues are discussed.
1) In the context of object-oriented video coding, interesting block-matching and region-matching algorithms have already been developed (for instance, some of them are currently used in standards such as MPEG4) [7] . These approaches have first been proposed for digital serial processor architectures. Successively, they have been improved through parallelization based on MMX [12] . On the other hand, the processor considered through the paper is a new analog dynamic processor array, called CNN Universal chip [10] . Therefore we would point out that the algorithms proposed herein, designed for this new computational paradigm, represent a new implementation for CNN-based object-oriented video coding architectures.
2) Referring to the objectives to be achieved, the proposed algorithms could appear close to those used in digital processors. However, we would stress that the approach illustrated herein consists of analogic CNN algorithms. Notice that the key idea in CNNUM processors is the concept of "analog instruction" [10] . It consists of CNN template sequence, which generates nonlinear spatio-temporal dynamics [10] . This idea is lacking in digital hardware processors. For this reason the algorithms proposed for digital processors cannot be used for CNN architectures. As a consequence, we feel that our paper presents "new analogic CNN algorithms" for motion compensation, image synthesis and consistency observation. 3) Advantages and drawbacks of standard block-matching algorithms and object-oriented motion-compensation algorithms are now discussed. Block-matching algorithms do not usually require complex image-analysis tasks [7] . At the same time, they are able to guarantee satisfying motion prediction. However, referring to scenes characterized by fast motion, block-matching algorithms usually require a large number of blocks to be compensated, if compared to the number of segmented objects [7] . This clearly represents a drawback for real-time hardware implementations of these algorithms. Furthermore, the presence of blocking artifacts can significantly decrease the quality of human visual perception. On the other hand, object-oriented motion-compensation algorithms usually require complex image-analysis tasks in order to detect object contour [7] . As shown through the paper, this drawback can be overcome by exploiting the great computational power offered by the CNNUM. Additionally, object-oriented motion-compensation algorithms do not generate blocking artifacts and, consequently, do not affect the image quality. Finally, referring to Fig. 14 , it should be pointed out that those results do not underline if an object-based compensation improves the block-based approach used in the standard. We feel that this issue needs to be further investigated in the future. 4) Regarding the motion model, through the paper only a simple translation model has been considered. Nevertheless, this has led to a complex analogic CNN algorithm for motion compensation. However, it should be noted that when a region adapted to an object in the scene is used to estimate the spatio-temporal transformation between two frames, the simple translation model is less precise than more general affine motion models. This issue needs to be further investigated, with the aim of developing even more sophisticated analogic CNN algorithms for motion compensation.
VII. CONCLUSION
The CNN UM has proved to be a powerful tool for implementing image processing algorithms via elementary CNN instructions. In this paper, the attention has been focused on object-oriented image analysis for video-coding systems. In particular, new analogic CNN algorithms for motion compensation, image synthesis and consistency observation have been developed. Simulation results using different video sequences have been reported to show the effectiveness of the technique. It can be concluded that, along with the segmentation technique de- TO 10) veloped in [1] , the proposed approach make perceive the possibility of implementing the whole object-oriented image-analysis scheme on the CNN universal chip.
