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a b s t r a c t
In this short paper, we derive an a priori error analysis for the lowest order nonconforming
and mixed finite element discretizations of the second order equation with low-regularity
exact solutions only, belonging to H1+s(Ω)with s ∈ (0, 12 ). Furthermore, a robust conver-
gence is proved even if the solution is exactly in H1(Ω).
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
In this note, we analyze the convergence of the lowest order nonconforming and mixed finite element approximations
to low-regularity solutions of the model problem−div(A∇u) = f , inΩ,
u = 0, on ∂Ω (1)
where A = (αij)2i,j=1 is a given symmetric matrix function with real-value entries αij, 1 ≤ i, j ≤ 2 and f ∈ L2(Ω). For
simplicity, we assume αij are piecewise constant functions. We assume that the matrix A is uniformly positive definite inΩ .
It is known that the above problem admits a unique solution u ∈ H1+s(Ω) ∩ H10 (Ω) with s > 0, see [1]. However, in
this work, we are only interested in the regularity with 0 6 s < 12 , which are frequently met in the interface problems or
problems with nonsmooth coefficients or boundaries. In the case of conforming finite element methods approximation of
(1), by Cea’s Lemma [2], the error estimate in H1 norm is bounded by the approximation errors of the finite element spaces,
which can assure an O(hs) convergence rate in H1 norm. While in the case of nonconforming finite element methods, the
usual way to estimate the energy norm is by use of the second Strang’s Lemma [2], where both the approximation error
and the consistency error are involved. According to the classical theory developed in [3,2], the consistency error is often
estimated on the edges of the elements, which results in the requirement of the regularity u ∈ H1+s(Ω) with s > 12 . Such
requirement is also needed in the error estimate ofH(div)mixed finite elementmethods because of the associated definition
of the H(div) interpolation operator, see [4–6].
The aim of this paper is twofold: firstly, it shows that the consistency error of the lowest order nonconforming finite
element method can be controlled by its approximation error; secondly, it proves error estimates of the nonconforming and
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mixed finite element methods under low regularity u ∈ H1+s(Ω) with 0 < s < 12 . Some contents of this paper are taken
from [7]. Furthermore, the convergence is also obtained even if s = 0.
2. Error estimate for nonconforming finite element methods
Throughout this paper, we will adopt the standard conventions for Sobolev norms and seminorms. Let Jh be a regular
triangulation (cf. [3,2]) of Ω , with each element K being an open triangle of size hK , h = maxK∈Jh hK . All the edges and
vertices of the mesh are denoted by Eh and Ph, respectively. ∀E ∈ Eh, let K1, K2 ∈ Jh such that E = K1 ∩ K2. We define the
jumps and averages of the function v on E by
[v]E = vK1 |E − vK2 |E, {v}E = 12 (v
K1 |E + vK2 |E),
where vKi = v|K i , i = 1, 2.
Let V = H10 (Ω), the standard variational form of (1) is: Find u ∈ V such that
(A∇u,∇v) = (f , v), ∀v ∈ V . (2)
Let Vh denote the associated nonconforming finite element space over Jh. We set the discrete norm as ∥ · ∥h =
(

K∈Jh | · |21,K )
1
2 . The well-known nonconforming P1 triangle finite element space proposed in [8] reads as
Vh =

vh ∈ L2(Ω), vh|K ∈ P1(K), ∀K ∈ Jh,

E
[vh]Eds = 0, ∀E ∈ Eh

.
We consider the nonconforming finite element approximation of (2): Find uh ∈ Vh such that
ah(uh, vh) = (f , vh), ∀vh ∈ Vh (3)
with ah(uh, vh) =K∈Jh K (A∇uh)∇vhdx. The second Strang Lemma (cf. [3,2]) gives
∥u− uh∥h ≤ C

inf
vh∈Vh
∥u− vh∥h + sup
wh∈Vh\{0}
|Eh(u, wh)|
∥wh∥h

, (4)
where Eh(u, wh) = ah(u− uh, wh) denotes the consistency error.
In what follows, we shall prove that this consistency error is bounded by the approximation error, up to an arbitrary
high order term! To this end, we need to introduce some quasi-interpolation operators, which can also be found in [9,7].
Given a fixed integer k > 2, let Xkh be the associated k-th order Lagrange Pk finite element space, then there exists a quasi-
interpolation operatorΠ kh : Vh → Xkh such that for any vh ∈ Vh,
∀a ∈ Ph, Π khvh(a) =

0, if a ∈ ∂Ω,
K⊂ωa
vh(a)|K
N(a)
, else,
(5)

E
Π khvhq ds =

E
{vh}Eq ds, ∀q ∈ Pk−2(E), ∀E ∈ Eh, (6)
K
Π khvhqd x =

K
vhqd x, ∀q ∈ Pk−3(K), ∀K ∈ Jh, (7)
∥vh −Π khvh∥20,K + h2K |Π khvh|21,K 6 Ch2K |vh|21,ωK , ∀K ∈ Jh, (8)
where ωa is the union of all the elements sharing a as one of their vertices with N(a) as its corresponding cardinality, ωK is
the patch of elements adjacent to the triangle K .
Theorem 2.1. Let u and uh be the solution of (2) and (3), respectively, for any k > 2, we have
∥u− uh∥h ≤ C
 inf
vh∈Vh
∥u− vh∥h +

K∈Jh
h2K infp∈Pk−3(K)
∥f − p∥20,K
 1
2
 . (9)
Proof. By the formulation (3) and the variation formulation (2), with any vh ∈ Vh, we can derive
Eh(u, wh) = ah(u− uh, wh) = ah(u, wh)− (f , wh)
= ah(u, wh −Π khwh)− (f , wh −Π khwh)
= ah(u− vh, wh −Π khwh)+ ah(vh, wh −Π khwh)− (f , wh −Π khwh). (10)
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From the Green’s formula, we get
ah(vh, wh −Π khwh) =

K∈Jh

K
(A∇vh)∇(wh −Π khwh)dx
= −

K∈Jh

K
div(A∇vh)(wh −Π khwh)dx+

E∈Eh

E
[(A∇vh) · n]E{wh −Π khwh}Eds = 0, (11)
where we have used the fact div(A∇vh)|K = 0 and the property (6) in the last step.
Next, by (7) and (8), for any p ∈ Pk−3(K), we obtain
(f , wh −Π khwh) =

K∈Jh

K
f (wh −Π khwh)dx =

K∈Jh

K
(f − p)(wh −Π khwh)dx
6 C

K∈Jh
h2K∥f − p∥20,K
 1
2

K∈Jh
h−2K ∥wh −Π khwh∥20,K
 1
2
6 C

K∈Jh
h2K∥f − p∥20,K
 1
2
∥wh∥h. (12)
Finally, we can get by the Cauchy–Schwarz inequality and (8) that
ah(u− vh, wh −Π khwh) 6 C∥u− vh∥h∥wh∥h. (13)
A combination of (10)–(13) and the second Strang lemma yields the desired result. 
Remark 1. It is quite interesting to note that the error estimates (9) are quite similar to that of the conforming finite element
method, which only involves the approximation error by Cea’s Lemma. Especially, if f |K is a polynomial function for any
K ∈ Jh, we have
∥u− uh∥h ≤ C inf
vh∈Vh
∥u− vh∥h. (14)
Now we prove the ultimate error estimate of the nonconforming finite element method.
Theorem 2.2. Let u and uh be the solution of (2) and (3), respectively, suppose that u ∈ H1+s(Ω), if 0 < s < 12 , for any k > 2,
then we have
∥u− uh∥h ≤ C
hs∥u∥1+s,Ω + 
K∈Jh
h2K infp∈Pk−3(K)
∥f − p∥20,K
 1
2
 (15)
else if s = 0, f ∈ L2(Ω), then, given any ϵ > 0, there exists an h0 = h0(ϵ) > 0 such that for all 0 < h < h0(ϵ)
∥u− uh∥h ≤ ϵ∥f ∥0,Ω . (16)
Proof. By taking vh = Πhu in (9), whereΠhu is the interpolation operator with themean value functions along the edges of
a triangle as its degrees of freedom,we can obtain (15) directly. Concerning the proof of (16), thanks to (9), we can follow the
lines of the conforming finite element methods developed in [10]. According the stability of the exact solution of problem
(1)
|u|1,Ω 6 C∥f ∥0,Ω ,
then by (9), we have
∥u− uh∥h ≤ C

inf
vh∈Vh
∥u− vh∥h + h∥f ∥0,Ω

. (17)
For f ∈ L2(Ω) set
f = f∥f ∥0,Ω , u = u∥f ∥0,Ω and uh = uh∥f ∥0,Ω .
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Then it is easy to check that
a(u, v) = (f , v), ∀v ∈ V ,
ah(uh, vh) = (f , vh), ∀vh ∈ Vh. (18)
Hence we have
∥u−uh∥h ≤ C  inf
vh∈Vh
∥u− vh∥h + h . (19)
In the same way as for Lemma 2 of [10], we can prove that there exists h1(ϵ) > 0 such that for any 0 < h < h1(ϵ),
inf
vh∈Vh
∥u− vh∥h 6 ϵ,
which implies the existence of h0(ϵ) > 0 such that for any 0 < h < h0(ϵ),
∥u−uh∥h ≤ ϵ.
The announced result is obtained. 
3. Error estimates for mixed finite element methods
Since the lowest order triangular mixed finite element space belongs to the high order mixed spaces, we only need to
treat the lowest order mixed finite element methods.
A mixed formulation for (1) can be obtained by introducing a flux variable: p = −A∇u, then the variational formulation
for (1) is to seek (p, u) ∈ H(div;Ω)× L2(Ω) such that
(A−1p, q)− (∇ · q, u) = 0, ∀q ∈ H(div;Ω),
(∇ · p, v) = (f , v), ∀v ∈ L2(Ω) (20)
with H(div;Ω) := {q ∈ L2(Ω)2; ∇ · q ∈ L2(Ω)}.
The lowest order stable mixed finite element space was introduced by Raviart and Thomas [5,6], which is given by
Qh = {qh ∈ H(div;Ω); qh|K ∈ P0(K)2 ⊕ xP0(K), ∀K ∈ Jh}
and
Uh = {vh ∈ L2(Ω); vh|K ∈ P0(K), ∀K ∈ Jh}.
Now, let us consider the mixed finite element formulation of (20), which is to seek (ph, uh) ∈ Qh × Uh such that
(A−1ph, qh)− (∇ · qh, uh) = 0, ∀qh ∈ Qh,
(∇ · ph, vh) = (f , vh), ∀vh ∈ Uh. (21)
According to the theory of mixed finite element methods developed in [4], we have
∥p− ph∥H(div;Ω) + ∥u− uh∥0,Ω ≤ C

inf
qh∈Qh
∥p− qh∥H(div;Ω) + inf
vh∈Uh
∥u− vh∥0,Ω

. (22)
Theorem 3.1. Let (ph, uh) ∈ Qh × Uh be the unique solution of (21), assume that the same hypotheses of Theorem 2.1 hold, if
0 < s < 12 , then we have
∥p− ph∥0,Ω ≤ C(hs∥u∥1+s,Ω + h∥f ∥0,Ω), (23)
∥u− uh∥0,Ω ≤ C(hs∥u∥1+s,Ω + h∥f ∥0,Ω) (24)
else if s = 0, then given any ϵ > 0, there exists an h2 = h2(ϵ) > 0 such that for all 0 < h < h2(ϵ)
∥p− ph∥0,Ω ≤ ϵ∥f ∥0,Ω , (25)
∥u− uh∥0,Ω ≤ ϵ∥f ∥0,Ω . (26)
Proof. We first prove (23) and (25). To this end, for any function ψ ∈ L2(Ω), set ψ0|K =

K ψdx
|K | , ∀K ∈ Jh, we consider the
following variational problem: Find u ∈ V such that
(A∇u,∇v) = (f0, v), ∀v ∈ V (27)
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and its nonconforming finite element scheme: Find uh ∈ Vh such that
ah(uh, vh) = (f0, vh), ∀vh ∈ Vh. (28)
It is known that the above nonconforming finite element method has a close relationship with the lowest order mixed finite
element method, which is stated as follows (see [11,12]).
ph(x)|K = A∇uh|K (x)− 12 f0|K (x− xK ), ∀x ∈ K , ∀K ∈ Jh, (29)
where xK is the barycenter of K .
Then an application of (29) yields
∥p− ph∥0,Ω 6 C(∥u− uh∥h + ∥uh − uh∥h + h∥f0∥0,Ω)
6 C(∥u− uh∥h + ∥uh − uh∥h + h∥f ∥0,Ω). (30)
Subtracting (28) from (3) by taking vh = uh − uh, we can get
ah(uh − uh, uh − uh) = (f − f0, uh − uh),
from which we can derive
∥uh − uh∥2h ≤ Cah(uh − uh, uh − uh) = C(f − f0, uh − uh)
= C

K∈Jh

K
(f − P0K f )(uh − uh)dx
= C

K∈Jh

K
f (uh − uh − P0K (uh − uh))dx
6 Ch∥f ∥0,Ω∥uh − uh∥h. (31)
Then (23) and (25) are reached by (30), (31) and the results of Theorem 2.2.
Now let us prove (24). By the triangle inequality,
∥u− uh∥0,Ω 6 ∥u− u0∥0,Ω + ∥u0 − uh∥0,Ω . (32)
The first term can be estimated as
∥u− u0∥0,Ω 6 Ch|u|1,Ω 6 Ch∥f ∥0,Ω . (33)
In order to estimate the term ∥u0 − uh∥0,Ω , we consider the following auxiliary problem: Seekw ∈ H10 (Ω), such that−div(A∇w) = u0 − uh, inΩ
w = 0, on ∂Ω (34)
with its mixed finite element approximation, reads as: Find (ph,uh) ∈ Qh × Uh such that
(A−1ph, qh)− (∇ · qh,uh) = 0, ∀qh ∈ Qh,
(∇ ·ph, vh) = (u0 − uh, vh), ∀vh ∈ Uh. (35)
Then, thanks to the stability estimate [4], there holds
∥ph∥0,Ω + ∥uh∥0,Ω 6 C∥u0 − uh∥0,Ω . (36)
By the second equality of (35) and noticing that ∇ ·ph ∈ Uh, we have
∥u0 − uh∥20,Ω = (u0 − uh, u0 − uh) = (∇ ·ph, u0 − uh) = (∇ ·ph, u− uh). (37)
Taking q = qh in (20) and subtracting (21) from (20), we get
(p− ph, qh)− (∇ · qh, u− uh) = 0, ∀qh ∈ Qh,
(∇ · (p− ph), vh) = 0, ∀vh ∈ Uh. (38)
By taking qh =ph in the first equality of (38), together with (36) and (37), we can derive
∥u0 − uh∥20,Ω = (p− ph,ph) 6 ∥p− ph∥0,Ω∥ph∥0,Ω 6 C∥p− ph∥0,Ω∥u0 − uh∥0,Ω . (39)
Then the proof is completed by a combination of (32), (33) and (39). 
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