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Abstract
We give a new and self-contained proof of the existence and unicity
of the flow for an arbitrary (not necessarily homogeneous) smooth vector
field on a real supermanifold, and extend these results to the case of
holomorphic vector fields on complex supermanifolds. Furthermore we
discuss local actions associated to super vector fields, and give several
examples and applications, as, e.g., the construction of an exponential
morphism for an arbitrary finite-dimensional Lie supergroup.
1 Introduction
The natural problem of integrating vector fields to obtain appropriate “flow
maps” on supermanifolds is considered in many articles and monographs (com-
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pare, e.g., [17], [2], [19], [14] and [3]) but a “general answer” was to our knowl-
edge only given in the work of J. Monterde and co-workers (see [12] and [13]).
Let us consider a supermanifold M = (M,OM) together with a vector field
X in TM(M), and an initial condition φ in Mor(S,M), where S = (S,OS) is
an arbitrary supermanifold and Mor(S,M) denotes the set of morphisms from
S to M. The case of classical, ungraded, manifolds leads one to consider the
following question: does there exist a “flow map” F defined on an open sub
supermanifold V ⊂ R1|1×S and having values inM and an appropriate deriva-
tion on R1|1, D = ∂t + ∂τ + τ(a∂t + b∂τ ), where ∂t = ∂∂t , ∂τ =
∂
∂τ and a, b are
real numbers, such that the following equations are fulfilled
D ◦ F ∗ = F ∗ ◦X
F ◦ injV{0}×S = φ . (1)
Of course, V should be a “flow domain”, i.e. an open sub supermanifold of
R1|1 × S such that {0} × S is contained in the body V of V and for x in S, the
set Ix ⊂ R defined by Ix×{x} = (R×{x})∩V is an open interval. Furthermore
injV{0}×S denotes the natural injection morphism of the closed sub supermani-
fold {0} × S of V into V. Of course, we could concentrate on the case S =M
and φ = idM, but it will be useful for our later arguments to state all results in
this (formally) more general setting.
Though for homogeneous vector fields (X = X0 or X = X1) system (1) does
always have a solution, in the general case (X = X0 + X1 with X0 6= 0 and
X1 6= 0) the system is overdetermined. A simple example of an inhomogeneous
vector field such that (1) is not solvable is given byX = X0+X1 =
(
∂
∂x + ξ
∂
∂ξ
)
+(
∂
∂ξ + ξ
∂
∂x
)
on M = R1|1. The crucial novelty of [13] is to consider instead of
(1) the following modified, weakened, problem
(injR
1|1
R )
∗ ◦D ◦ F ∗ = (injR1|1R )∗ ◦ F ∗ ◦X
F ◦ injV{0}×S = φ ,
(2)
where injR
1|1
R = inj
R1|1×S
R×S is again the natural injection (and where the above
more general derivation D could be replaced by ∂t + ∂τ since (inj
R1|1
R )
∗ annihi-
lates germs of superfunctions of the type τ · f, f ∈ OR×S).
In [13] (making indispensable use of [12]) it is shown that in the smooth case (2)
has a unique maximal solution F , defined on the flow domain V = (V,OR1|1×S |V ),
where V ⊂ R×S is the maximal flow domain for the flow of the reduced vector
field X˜ = X˜0 on M with initial condition φ˜. Since the results of [12] are ob-
tained by the use of a Batchelor model forM, i.e. a real vector bundle E →M
such thatM∼= (M,Γ∞ΛE∗), and a connection on E, we follow here another road,
closer to the classical, ungraded, case and also applicable in the case of complex
supermanifolds and holomorphic vector fields.
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Our new method of integrating smooth vector fields on a supermanifold in Sec-
tion 2 consists in first locally solving a finite hierarchy of ordinary differential
equations, and is here partly inspired by the approach of [3], where the case
of homogeneous super vector fields on compact supermanifolds is treated. We
then show existence and unicity of solutions of (2) on smooth supermanifolds
and easily deduce the results of [13] from our Lemmata 2.1 and 2.2.
A second beautiful result of [13] (more precisely, Theorem 3.6 of that reference)
concerns the question if the flow F solving (2) fulfills “flow equations”, as in the
ungraded case. Hereby, we mean the existence of a Lie supergroup structure
on R1|1 such that F is a local action of R1|1 on M (in case S =M, φ = idM).
Again, the answer is a little bit unexpected: in general, given X and its flow
F : R1|1×M ⊃ V →M, there is no Lie supergroup structure on R1|1 such that
F is a local R1|1-action (with regard to this structure). The condition for the
existence of such a structure on R1|1 is equivalent to the condition that (2) holds
without the post-composition with (injR
1|1
R )
∗, i.e. the overdetermined system (1)
is solvable. Furthermore, both conditions cited are equivalent to the condition
that RX0 ⊕ RX1 is a sub Lie superalgebra of TM(M), the Lie superalgebra of
all vector fields on M.
After discussing Lie supergroup structures and right invariant vector fields on
R1|1, as well as local Lie group actions in the category of supermanifolds in
general, we show in Section 3 the equivalence of the above three conditions,
already given in [13]. We include our proof here notably in order to be able to
apply it in the holomorphic case in Section 5 (see below) by simply indicating
how to adapt it to this context. Let us nevertheless observe that our result is
slightly more general since we do not need to ask for any normalization of the
supercommutators between X1 and X0 resp. X1, thus giving the criterion some
extra flexibility in applications.
In Section 4, we give several examples of vector fields on supermanifolds, homo-
geneous and inhomogeneous, and explain their integration to flows. Notably, we
construct an exponential morphism for an arbitrary finite-dimensional Lie super-
group, via a canonically defined vector field and its flow. We comment here also
on the integration of what are usually called “(infinitesimal) supersymmetries”
in physics, i.e., purely odd vector fields having non-vanishing self-commutators.
Finally, in Section 5 we adapt our method to obtain flows of vector fields (com-
pare Section 2 and notably Lemma 2.1) to the case of holomorphic vector fields
on holomorphic supermanifolds. To avoid monodromy problems one has, of
course, to take care of the topology of the flow domains, and maximal flow
domains are -as already in the ungraded holomorphic case- no more unique.
Otherwise the analogues of all results in Section 2 and 3 continue to hold in the
holomorphic setting.
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Throughout the whole article we will work in the ringed space-approach to
supermanifolds (see, e.g., [9], [10], [11] and [15] for detailed accounts of this
approach). Given two supermanifolds M = (M,OM) and N = (N,ON ),
a “morphism” φ = (φ˜, φ∗) : M → N is thus given by a continuous map
φ˜ : M → N between the “bodies” of the two supermanifolds and a sheaf ho-
momophism φ∗ : ON → φ˜∗OM. The topological space M comes canonically
with a sheaf C∞M = OM/J , where J is the ideal sheaf generated by the germs
of odd superfunctions, such that (M, C∞M ) is a smooth real manifold. Then φ˜
is a smooth map from (M, C∞M ) to (N, C∞N ). Let us recall that a (super) vector
field on M = (M,OM) is, by definition, an element of the Lie superalgebra
TM(M) = (DerR(OM))(M) and that X always induces a smooth vector field
X˜ on (M, C∞M ). For p in M and f + Jp ∈ (C∞M )p = (OM/J )p one defines
X˜p(f + Jp) = X0(f)(p), where X0 is the even part of X and for g ∈ (OM)p,
g(p) ∈ R is the value of g in the point p of M .
2 Flow of a vector field on a real supermanifold
In this section we give our main result on the integration of general (i.e. not nec-
essary homogeneous) vector fields by a new method, avoiding auxiliary choices
of Batchelor models and connections, as in [12]. Our more direct approach is
inspired, e.g., by [3], where the case of homogeneous vector fields on compact
manifolds is treated, and it can be adapted to the holomorphic case (see Section
4).
For the sake of readability we will often use the following shorthand: if P is
a supermanifold, we write inj R
1|1
R for inj
R1|1×P
R×P . Furthermore, the canonical
coordinates of R1|1 will be denoted by t and τ , with ensueing vector fields
∂t =
∂
∂t and ∂τ =
∂
∂τ .
Lemma 2.1. Let U ⊂ Rm|n and W ⊂ Rp|q be superdomains, X ∈ TW(W ) be
a super vector field on W (not necessarily homogeneous) and φ ∈ Mor(U ,W),
and t0 ∈ R. Let furthermore H : V → W be the maximal flow of X˜ ∈ X (W ),
i.e. ∂t ◦ H∗ = H∗ ◦ X˜, subject to the initial condition H(t0, ·) = φ˜ : U → W .
Let now V be (V,OR1|1×U |V ) and (t, τ) the canonical coordinates on R1|1, then
there exists a unique F : V → W such that
(inj R
1|1
R )
∗ ◦ (∂t + ∂τ ) ◦ F ∗ = (inj R1|1R )∗ ◦ F ∗ ◦X and (3)
F ◦ inj V{t0}×U = φ. (4)
Moreover, F˜ : V →W equals the underlying classical flow map H of the vector
field X˜ with initial condition φ˜.
Proof. Let (ui) = (xi, ξr) and (wj) = (yj , ηs) denote the canonical coordinates
on Rm|n and Rp|q, respectively. Then there exist smooth functions ajJ ∈ C∞Rp(W )
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such that
X =
p+q∑
j=1
(∑
J
ajJ(y)η
J
)
∂wj ,
where J = (β1, . . . , βq) runs over the index set {0, 1}q and ηJ =
q∏
s=1
ηβss . We
then have, of course,
X0 =
∑
j
 ∑
|J|=|wj |
ajJ(y)η
J
 ∂wj resp. X1 = ∑
j
 ∑
|J|=|wj |+1
ajJ(y)η
J
 ∂wj .
Here, |J | equals β1 +· · ·+βq mod 2 and |wj | is the parity of the coordinate func-
tion wj . The morphism F determines and is uniquely determined by functions
f jI , g
j
I ∈ C∞R×Rm(V ) fulfilling for each j ∈ {1, . . . , p+ q}
F ∗(wj) =
∑
|I|=|wj |
f jI (t, x)ξ
I +
∑
|I|=|wj |+1
gjI(t, x)τξ
I
(and f jI = 0 if |I| 6= |wj |, gjI = 0 if |I| 6= |wj | + 1) as is well-known from the
standard theory of supermanifolds (compare, e.g., Thm. 4.3.1 in [20]). Here
and in the sequel I = (α1, . . . , αn) is an element of the set {0, 1}n and ξI stands
for the product ξα11 · ξα22 · · · ξαnn . The notation |I| again denotes the parity of I,
i.e. |I| = α1 + · · ·+ αn mod 2.
Equation (3) is equivalent to the following equations:
(inj R
1|1
R )
∗ ◦ ∂t ◦ F ∗ = (inj R
1|1
R )
∗ ◦ F ∗ ◦X0 (5)
(inj R
1|1
R )
∗ ◦ ∂τ ◦ F ∗ = (inj R
1|1
R )
∗ ◦ F ∗ ◦X1 (6)
Applying (5) to the canonical coordinate functions on W, we get the following
system, which is equivalent to (5):∑
|I|=|wj |
∂tf
j
I · ξI =
∑
|J|=|wj |
Fˇ ∗(ajJ)Fˇ
∗(ηJ) for all j in {1, . . . , p+ q}, (7)
and (6) is equivalent to∑
|I|=|wj |+1
gjI · ξI =
∑
|J|=|wj |+1
Fˇ ∗(ajJ)Fˇ
∗(ηJ) for all j in {1, . . . , p+ q}, (8)
where Fˇ := F ◦ inj R1|1R : Vˇ := (V,OR×U |V ) → W. Let us immediately observe
that the underlying smooth map of Fˇ equals F˜ , the smooth map underlying the
morphism F .
Moreover the initial condition (4) is equivalent to∑
|I|=|wj |
f jI (t0, x)ξ
I = φ∗(wj) for all j in {1, . . . , p+ q}. (9)
5
We are going to show that (7) and (9) uniquely determine the functions f jI on
V , i.e. the morphism Fˇ . Then the functions gjI are unambiguously given by (8)
on V , and the morphism F is fully determined.
Let us develop Equation (7) for a fixed j:∑
|I|=|wj |
∂tf
j
I · ξI =
∑
|J|=|wj |
J=(β1,...,βq)
Fˇ ∗(ajJ)
q∏
s=1
Fˇ ∗(ηs)βs (10)
and thus
∑
|I|=|wj |
∂tf
j
I · ξI =
∑
|J|=|wj |
J=(β1,...,βq)
Fˇ ∗(ajJ)
q∏
s=1
∑
|L|=1
fp+sL ξ
L
βs .(11)
For fixed j this is an equation of Grassmann algebra-valued maps in the vari-
ables t and x that can be split in a system of scalar equations as follows. For
K = (α1, . . . , αn) ∈ {0, 1}n, we will denote the coefficient hK in front of ξK
of a superfunction h =
∑
M hM (t, x)ξ
M ∈ ORm+1|n compactly by (h|ξK) in the
sequel of this proof.
Let us first describe the coefficients for Fˇ ∗(ajJ) in (11):
(Fˇ ∗(ajJ)|ξK) = 0 if |K| = 1 (12)
and, if |K| = 0,
(Fˇ ∗(ajJ)|ξK) = ajJ ◦ F˜ if K = (0, . . . , 0),
and
(Fˇ ∗(ajJ)|ξK) =
p∑
µ=1
(∂yµa
j
J)(F˜ (t, x)) · fµK +R
(
ajJ , (f
ν
I )ν,deg(I)<deg(K)
)
(13)
if deg(K) > 0.
Here for I = (α1, . . . , αn), deg(I) = α1 + · · ·+ αn, and -more importantly- R =
Rj,J,K is a polynomial function in a
j
J and its derivatives in the y-variables up to
order q included, and in the functions {fνI |1 ≤ ν ≤ p+q, 0 ≤ deg(I) < deg(K)}.
Equation (12) is obvious since ajJ is an even function, whereas equation (13)
can be deduced from standard analysis on superdomains. More precisely, let a
be a smooth function on Rp and ψ : Rm+1|n → Rp|q morphism (of course to be
applied to a = ajJ , ψ = Fˇ ). Then we can develop ψ
∗(a) as follows (compare the
proof of Theorem 4.3.1 in [20]):
ψ∗(a) =
∑
γ
1
γ!
(∂γa)(ψ˜
∗(y1), . . . , ψ˜∗(yp)) ·
p∏
µ=1
(ψ∗(yµ)− ψ˜∗(yµ))γµ
= a(ψ˜(t, x)) +
p∑
µ=1
(∂yµa)(ψ˜(t, x)) ·
∑
M 6=0
fµM · ξM
+
6
12
p∑
µ′,µ′′=1
(∂yµ′∂yµ′′a)(ψ˜(t, x)) ·
∑
M ′ 6=0
fµ
′
M ′ · ξM
′
 ·
 ∑
M ′′ 6=0
fµ
′′
M ′′ · ξM
′′
+ . . . ,
where
∑
M 6=0
fµM · ξM = ψ∗(yµ) − ψ˜∗(yµ) with fµM depending on t and x. We
observe that the last RHS is a finite sum since we work in the framework of
finite-dimensional supermanifolds.
In order to get a contribution to (ψ∗(a)|ξK) we can either extract fµK from the
“linear term” or from products coming from the higher order terms in the above
development. Thus
(ψ∗(a)|ξK) =
p∑
µ=1
(∂yµa)(ψ˜(t, x)) · fµK +R(a, (fνI )ν,deg(I)<deg(K)),
where R is a polynomial as described after Equation (13).
Furthermore, for an element J = (β1, . . . , βq) with |J | = 0 we have for deg(K) >
0  q∏
s=1
∑
|L|=1
fp+sL ξ
L
βs
∣∣∣∣∣∣∣ ξK
 = R((f jI )j,deg(I)<deg(K)) . (14)
And for an element J = (β1, . . . , βq) with |J | = 1 we get for deg(K) > 0
 q∏
s=1
 ∑
|L|=1
fp+sL ξ
L
βs
∣∣∣∣∣∣∣ ξK
 =

fp+lK +R
(
(f jI )j,deg(I)<deg(K)
)
if deg(J) = 1 and l ∈ {1, . . . , q}
such that βs = δs,l ∀s,
R
(
(f jI )j,deg(I)<deg(K)
)
if deg(J) > 1.
(15)
Obviously, the coefficient of ξK of the LHS of Equation (7) is given by ∑
|I|=|wj |
∂tf
j
I · ξI
∣∣∣∣∣∣ ξK
 = { ∂tf jK if |K| = |wj |
0 if |K| = |wj |+ 1 for 1 ≤ j ≤ p+ q.
Taking into account the above descriptions of the ξK-coefficients, we will show
the existence (and uniqueness) of the solution functions {f jI |1 ≤ j ≤ p+ q, I ∈
{0, 1}n} for (t, x) ∈ V by induction on deg(I) and upon observing that all or-
dinary differential equations occuring are (inhomogeneous) linear equations for
the unknown functions.
Let us start with deg(I) = 0 that is I = (0, · · · , 0). The “0-level” of the
equations (11) and (9) is ∂tf
j
(0,··· ,0) = a
j
(0,··· ,0) ◦ F˜ and f j(0,··· ,0)(t0, x) = yj ◦
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φ˜(x) for all j such that |wj | = 0. We remark that f j(0,··· ,0) is simply yj ◦ F˜ and
aj(0,··· ,0) is X˜(yj). Thus F˜ is the flow of X˜ with initial condition φ˜ at t = t0,
i.e., F˜ = H on V . Thus the claim is true for I = (0, · · · , 0).
Suppose k > 0 and that the functions f jI are uniquely defined on V for all j and
all I such that deg(I) < k. Let K be such that deg(K) = k. Let us distinguish
the two possible parities of k in order to determine f jK for all j. Recall that
f jK = 0 if the parities of K and j are different.
If k is even, i.e., |K| = 0, we only have to consider j such that |wj | = 0. Putting
(13) and (14) together, we find in this case
∂tf
j
K =
 ∑
|J|=0
J=(β1,...,βq)
Fˇ ∗(ajJ)
q∏
s=1
∑
|L|=1
fp+sL ξ
L
βs
∣∣∣∣∣∣∣∣ ξ
K

=
 ∑
deg(J)=0
J=(β1,...,βq)
Fˇ ∗(ajJ)
q∏
s=1
∑
|L|=1
fp+sL ξ
L
βs
+
∑
|J|=0
deg(J)>0
J=(β1,...,βq)
Fˇ ∗(ajJ)
q∏
s=1
∑
|L|=1
fp+sL ξ
L
βs
∣∣∣∣∣∣∣∣∣∣∣
ξK

=
 Fˇ ∗(aj(0,··· ,0)) +
∑
|J|=0
deg(J)>0
J=(β1,...,βq)
Fˇ ∗(ajJ)
q∏
s=1
∑
|L|=1
fp+sL ξ
L
βs
∣∣∣∣∣∣∣∣∣∣∣
ξK

=
p∑
µ=1
(
∂yµa
j
(0,··· ,0) ◦ F˜
)
fµK +R
(
(ajJ)J , (f
ν
I )ν,deg(I)<deg(K)
)
.
Moreover, the initial condition gives f jK(t0, x) = (φ
∗(yj)|ξK), for all j in {1, . . . , p}.
Since the ajJ are the (given) coefficients of the vector field X and the functions
fνI with deg(I) < k are known by the induction hypothesis, we have a unique
local solution function f jK . Since the ordinary differential equation for f
j
K is
linear its solution is already defined for all (t, x) ∈ V . Thus in the case that k
is even f jK is unambiguously defined on V for all j ∈ {1, . . . , p + q} and for all
K with deg(K) = k.
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Now, if k is odd, i.e., |K| = 1, we only have to consider j such that |wj | = 1.
Using (13) and (15), we find in this case:
∂tf
j
K =
 ∑
|J|=1
J=(β1,...,βq)
Fˇ ∗(ajJ)
q∏
s=1
∑
|L|=1
fp+sL ξ
L
βs
∣∣∣∣∣∣∣∣ ξ
K

=
 ∑
deg(J)=1
J=(β1,...,βq)
Fˇ ∗(ajJ)
q∏
s=1
∑
|L|=1
fp+sL ξ
L
βs +
∑
|J|=1
deg(J)>1
J=(β1,...,βq)
Fˇ ∗(ajJ)
q∏
s=1
∑
|L|=1
fp+sL ξ
L
βs
∣∣∣∣∣∣∣∣∣∣∣
ξK

=
 q∑
s=1
Fˇ ∗(aj(δ1s,··· ,δqs))
∑
|L|=1
fp+sL ξ
L

+
∑
|J|=1
deg(J)>1
J=(β1,...,βq)
Fˇ ∗(ajJ)
q∏
s=1
∑
|L|=1
fp+sL ξ
L
βs
∣∣∣∣∣∣∣∣∣∣∣
ξK

=
q∑
s=1
(
aj(δ1s,··· ,δqs) ◦ F˜
)
fp+sK +R
(
(ajJ)J , (f
ν
I )ν,deg(I)<deg(K)
)
.
Moreover, the initial condition gives
f jK(t0, x) = (φ
∗(wj)|ξK) for all j in {p+ 1, . . . , p+ q}.
It follows as in the case of |K| = 0, that f jK exists uniquely for all (t, x) ∈ V ,
for all j ∈ {1, . . . , p+ q} and for all K with deg(K) = k.
We conclude that the functions {f jI |1 ≤ j ≤ p+ q, I ∈ {0, 1}n} are uniquely de-
fined on the whole of V . Since the {gjI |1 ≤ j ≤ p+q, I ∈ {0, 1}n} are determined
by Equation (8) from the {f jI |1 ≤ j ≤ p+ q} via comparison of coefficients, the
morphism F : V → W is uniquely determined. 
We now consider the global problem of integrating a vector field on a super-
manifold. In order to prove that there exists a unique maximal flow of a vector
field, the following lemma will be crucial.
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Lemma 2.2. Let M = (M,OM) and S = (S,OS) be supermanifolds, X a
vector field in TM(M) and φ in Mor(S,M). Then
(i) there exists an open sub supermanifold V = (V,OR1|1×S |V ) of R1|1×S with
V open in R× S such that {0} × S ⊂ V and for all x in S, (R× {x})∩ V
is an interval, and a morphism F : V →M satisfying:
(inj R
1|1
R )
∗ ◦ (∂t + ∂τ ) ◦ F ∗ = (inj R1|1R )∗ ◦ F ∗ ◦X and (16)
F ◦ inj V{0}×S = φ . (17)
(ii) Let furthermore F1 : V1 →M and F2 : V2 →M be morphisms satisfying
(16) and (17) where Vi = (Vi,OR1|1×S |Vi) with Vi open in R×S such that
{0}×S ⊂ Vi and for all x in S, (R×{x})∩ Vi is an interval, for i = 1, 2.
Then F1|V12 = F2|V12 on V12 = (V12,OR1|1×S |V12), where V12 = V1 ∩ V2.
Proof. (i) Let φ˜ : S → M denote the induced map of the underlying classical
manifolds. Given now s in S and coordinate domains Us of s and Ws of φ˜(s),
isomorphic to superdomains Uˇs ⊂ Rm|n resp. Wˇs ⊂ Rp|q, by Lemma 2.1 we get
solutions of (16) and (17) near s (upon reducing the size of Us if necessary):
R1|1 × S ⊃ R1|1 × Us ⊃ Vs F
s
−→ Ws ⊂ M. If Vs1 ∩ Vs2 6= ∅ (compare Figure 1)
we know, again by Lemma 2.1, that F s1 and F s2 coincide on this intersection.
Thus, by taking the union V of Vs for all s in S, we get a morphism F : R1|1×S ⊃
V →M such that F|Vs = F s for all s, and fulfilling (16) and (17).
Figure 1
(ii) We define A as the set of points (t, x) ∈ V12 such that there exists  =
(t,x) > 0 and U = U(t,x) an open sub supermanifold of S, such that its body U
contains x and for V = V(t,x) = (V(t,x),OR1|1×S) = (]− , t+ [×U,OR1|1×S) we
have F1|V = F2|V . Of course, if t < 0 the interval will be of the type ]t − , [
(See Figure 2). The claim of the Lemma is now equivalent to A = V12. The set
A is obviously open.
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Figure 2
By an easy application of Lemma 2.1, A contains {0} × S. The assumptions
imply that for all x ∈ S, the set Ix ⊂ R, defined by (R×{x})∩V12 = Ix×{x}, is
an open interval containing 0. The definition of A implies that the set Jx ⊂ Ix
such that (R × {x}) ∩ A = Jx × {x} is an open interval containing 0 as well.
Assuming now that A 6= V12, then there exists a point (t, x0) ∈ V12\A such
that Jx0 6= Ix0 . Without loss of generality we can assume that t > 0 and that
for 0 ≤ t′ < t, (t′, x0) ∈ A. Let U0 be an open coordinate neighborhood of
x0 in S and δ > 0 such that, with V0 :=]t − δ, t + δ[×U0 ⊂ V12, H(V0) ⊂ W ,
where W = (W,OM|W ) is a coordinate patch ofM. Choose t0 ∈]t− δ, t[. Then
(t0, x0) ∈ A and thus there exists  > 0 and U an open sub supermanifold of
U0 = (U0,OS |U0) containing x0 such that
F1|V = F2|V , where V =]− , t0 + [×R0|1 × U ⊂ V12. (18)
On V ′ =]t − δ, t + δ[×R0|1 × U ⊂ V12, F1 and F2 are defined and for i = 1, 2
the maps Fi ◦ injV{t0}×U coincide by (18) (Compare Figure 3 for the relative
positions of the underlying topological spaces of these open sub supermanifolds
of R1|1 × S).
Figure 3
11
By Lemma 2.1 we have F1|V′ = F2|V′ . Thus F1 = F2 on V ∪V ′, and we conclude
that (t, x0) ∈ A. This contradiction shows that V12 = A. 
Remarks. (1) Obviously, Lemma 2.2 holds true for an arbitrary t0 ∈ R replac-
ing t0 = 0.
(2) Let us call a “flow domain for X with initial condition φ ∈ Mor(S,M) (with
respect to t0 ∈ R)” a domain V ⊂ R1|1 × S such that {t0} × S ⊂ V and for all
s in S, (R × {s}) ∩ V is connected, i.e. an interval (times {s}) and such that
a solution F (a “flow”) of (16) and (17) exists on V. By the preceding lemma
there exists such “flow domains”.
Theorem 2.3. LetM and S be supermanifolds, X be a vector field in TM(M),
φ in Mor(S,M) and t0 in R. Then there exists a unique map F : V →M such
that
(inj R
1|1
R )
∗ ◦ (∂t + ∂τ ) ◦ F ∗ = (inj R1|1R )∗ ◦ F ∗ ◦X and
F ◦ inj V{t0}×S = φ ,
where V = (V,OR1|1×U |V ) is the maximal flow domain for X with the given
initial condition.
Moreover, F˜ : V → M is the maximal flow of X˜ ∈ X (M) subject to the initial
condition φ˜ at t = t0.
Proof. The proof of the theorem follows immediately from the Lemmata 2.1
and 2.2, upon taking the union of all flow domains and flows for X as defined
in the preceding remark. 
3 Supervector fields and local R1|1-actions
Given a vector field on a classical, ungraded, manifold, the flow map F˜ (for
S = M , φ˜ = idM ) is always a local action of R with its usual (and unique up
to isomorphism) Lie group structure, the standard addition. The flow maps for
vector fields described in the preceding section (taking here S =M, φ = idM),
do not always have the analogous property of being local actions of R1|1 with
an appropriate Lie supergroup structure. Two characterizations of those vector
fields X = X0 +X1 that generate a local R1|1-action were found by J. Monterde
and O. A. Sa´nchez-Valenzuela. We will give in this section a short proof of a
slightly more general result, whose condition (iii) seems to be more easily ver-
ified in practice than those given in [13] (compare Thm. 3.6 and its proof there).
Let us begin by giving a useful two-parameter family of Lie supergroup struc-
tures on the supermanifold R1|1 and their right invariant vector fields.
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Lemma 3.1. Let a and b be real numbers such that a · b = 0 and µa,b = µ :
R1|1 × R1|1 → R1|1 be defined by
µ˜(t1, t2) = t1 + t2,
µ∗(t) = t1 + t2 + aτ1τ2,
µ∗(τ) = τ1 + ebt1τ2 .
Then
(i) there exists a unique Lie supergroup structure on R1|1 such that the multi-
plication morphism is given by µa,b,
(ii) the right invariant vector fields on (R1|1, µa,b) are given by the graded vector
space RD0 ⊕ RD1, where
D0 := ∂t + b · τ∂τ and D1 := ∂τ + a · τ∂t,
and they obey [D0, D0] = 0, [D0, D1] = −bD1 and [D1, D1] = 2aD0.
Proof. The first assertion follows by an easy direct verification.
Let now Z be a vector field on R1|1, then there exist α, β, γ, η ∈ C∞R (R) such
that Z = Z0 + Z1 where Z0 = α∂t + βτ∂τ and Z1 = γ∂τ + ητ∂t.
Recall that Z is a right invariant vector field if Z fulfills the following condition:
µ∗ ◦ Z = (Z ⊗ id) ◦ µ∗.
Remark that this condition can be split into the following two conditions:
µ∗ ◦ Z0 = (Z0 ⊗ id) ◦ µ∗ and µ∗ ◦ Z1 = (Z1 ⊗ id) ◦ µ∗.
Thus, if Z is a right invariant vector field, the functions α, β, γ, η are character-
ized as follows:
µ∗ ◦ Z0(t) = µ∗(α) = α(t1 + t2) + aα′(t1 + t2)τ1τ2,
(Z0 ⊗ id) ◦ µ∗(t) = (Z0 ⊗ id)(t1 ⊗ 1 + 1⊗ t2 + aτ1 ⊗ τ2)
= Z0(t1)⊗ 1 + Z0(1)⊗ t2 + aZ0(τ1)⊗ τ2
= α(t1) + aβ(t1)τ1τ2 .
Consequently α is a constant and a · β = 0. Similarly,
µ∗ ◦ Z0(τ) = µ∗(βτ)
= (β(t1 + t2) + aβ
′(t1 + t2)τ1τ2) · (τ1 + ebt1τ2)
= β(t1 + t2)τ1 + β(t1 + t2)e
bt1τ2,
(Z0 ⊗ id) ◦ µ∗(τ) = (Z0 ⊗ id)(τ1 ⊗ 1 + ebt1 ⊗ τ2)
= Z0(τ1)⊗ 1 + Z0(ebt1)⊗ τ2
= β(t1)τ1 + α · bebt1τ2,
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implying that β is a constant and b · α = β. For the odd part we find
µ∗ ◦ Z1(t) = µ∗(ητ) = η(t1 + t2)τ1 + η(t1 + t2)ebt1τ2,
(Z1 ⊗ id) ◦ µ∗(t) = (Z1 ⊗ id)(t1 ⊗ 1 + 1⊗ t2 + aτ1 ⊗ τ2)
= η(t1)τ1 + aγ(t1)τ2.
Thus η is a constant and a · e−bt1 · γ = η. Finally,
µ∗ ◦ Z1(τ) = µ∗(γ) = γ(t1 + t2) + aγ′(t1 + t2)τ1τ2,
(Z1 ⊗ id) ◦ µ∗(τ) = γ(t1) + η(t1)bebt1τ1τ2,
thus γ is a constant and b · η = 0.
Since a · b = 0, it suffices to consider the cases a = 0 and b = 0. If a = 0, we
have Z0 = α∂t + bατ∂τ = αD0 and Z1 = γ∂t = γD1 where α, γ ∈ R. If b = 0,
we have Z0 = α∂t = αD0 and Z1 = γ∂τ + aγτ∂t = γD1 where α, γ are real
numbers. Reciprocally, in both cases, Z is a right invariant vector field. 
Remarks. (1) It can easily be checked that the above family yields only three
non-isomorphic Lie supergroup structures on R1|1, since (R1|1, µa,0) with a 6= 0 is
isomorphic to (R1|1, µ1,0) and (R1|1, µ0,b) with b 6= 0 is isomorphic to (R1|1, µ0,1)
and the three multiplications µ0,0, µ1,0 and µ0,1 correspond to non-isomorphic
Lie supergroup structures on R1|1. Nevertheless it is very convenient to work
here with the more flexible two-parameter family of multiplications.
(2) In fact, all Lie supergroup structures on R1|1 are equivalent to µ0,0, µ1,0 or
µ0,1. See, e.g., [4] for a direct approach to the classification of all Lie supergroup
structures on R1|1.
Definition 3.2. Let G = (G,OG) resp. M = (M,OM) be a Lie supergroup
with multiplication morphism µ and unit element e resp. a supermanifold. A
“local action of G on M” is given by the following data:
a collection Π of pairs of open subsets pi = (Upi,Wpi) of M , where Upi is relatively
compact in Wpi, with associated open sub supermanifolds Upi ⊂ Wpi ⊂ M such
that {Upi|pi ∈ Π} is an open covering of M , and for all pi in Π an open sub
supermanifold Gpi ⊂ G, containing the neutral element e and a morphism
Φpi : Gpi × Upi →Wpi
fulfilling
(1) Φpi ◦ (e× idUpi ) = idUpi , where e : {pt} → G is viewed as a morphism,
(2) Φpi ◦ (µ× idM) = Φpi ◦ (idG × Φpi) , where both sides are defined,
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(3) if Upi ∩ Upi′ 6= ∅, Φpi = Φpi′ on (Gpi ∩ Gpi′)× (Upi ∩ Upi′) .
Proposition 3.3. Let G = (G,OG) resp. M = (M,OM) be a Lie supergroup
resp. a supermanifold. Then
(i) a local G-action onM, specified by a set Π and morphisms {(Upi,Wpi,Gpi,Φpi)|pi ∈
Π}, gives rise to an open sub supermanifold V ⊂ G×M containing {e}×M
and a morphism ΦV : V →M such that
ΦV ◦ (µ× idM) = ΦV ◦ (idG × ΦV) , (∗)
where both sides are defined and such that
Φpi = ΦV on (Gpi × Upi) ∩ V, ∀pi ∈ Π, (∗∗)
(ii) an open sub supermanifold V ⊂ G×M containing {e}×M and a morphism
Φ : V → M such that (∗) is fulfilled, where it makes sense, yields a local
G-action on M such that (∗∗) holds.
Proof. As in the classical case of ungraded manifolds and Lie groups. 
Theorem 3.4. Let M be a supermanifold, X a vector field on M and V ⊂
R1|1 ×M the domain of the maximal flow F : V →M satisfying
(inj R
1|1
R )
∗ ◦ (∂t + ∂τ ) ◦ F ∗ = (inj R1|1R )∗ ◦ F ∗ ◦X and
F ◦ inj V{0}×M = idM.
Let a and b be real numbers. Then the following assertions are equivalent:
(i) the map F fulfills
(∂t + ∂τ + τ(a∂t + b∂τ )) ◦ F ∗ = F ∗ ◦X,
(ii) the map F is a local (R1|1, µa,b)-action on M,
(iii) RX0⊕RX1 is a sub Lie superalgebra of TM(M) with commutators [X0, X1] =
−bX1 and [X1, X1] = 2aX0.
Proof. Recall that F fulfills
(inj R
1|1
R )
∗ ◦ ∂t ◦ F ∗ = (inj R
1|1
R )
∗ ◦ F ∗ ◦X0 and
(inj R
1|1
R )
∗ ◦ ∂τ ◦ F ∗ = (inj R
1|1
R )
∗ ◦ F ∗ ◦X1.
Denoting the projection from R1|1 to R by p, we have
id∗R1|1 = p
∗ ◦ (inj R1|1R )∗ + τ · p∗ ◦ (inj R
1|1
R )
∗ ◦ ∂τ
which we will write more succinctly as
id∗R1|1 = (inj
R1|1
R )
∗ + τ · (inj R1|1R )∗ ◦ ∂τ . (19)
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Using relation (19) and the equations fulfilled by F ∗ we get
F ∗ ◦X = (inj R1|1R )∗ ◦ F ∗ ◦X + τ · (inj R
1|1
R )
∗ ◦ ∂τ ◦ F ∗ ◦X
= (inj R
1|1
R )
∗ ◦ (∂t + ∂τ ) ◦ F ∗ + τ · (inj R
1|1
R )
∗ ◦ F ∗ ◦X1 ◦X
= (inj R
1|1
R )
∗ ◦ (∂t + ∂τ ) ◦ F ∗
+ τ · (inj R1|1R )∗ ◦ F ∗
(
[X1, X0] +X0 ◦X1 + 1
2
[X1, X1]
)
.
Since
(inj R
1|1
R )
∗ ◦ F ∗ ◦X0 ◦X1 = (inj R
1|1
R )
∗ ◦ ∂t ◦ F ∗ ◦X1
= ∂t ◦ (inj R
1|1
R )
∗ ◦ F ∗ ◦X1
= ∂t ◦ (inj R
1|1
R )
∗ ◦ ∂τ ◦ F ∗
= ∂t ◦ ∂τ ◦ F ∗
= ∂τ ◦ ∂t ◦ F ∗,
we arrive at
F ∗ ◦X = (inj R1|1R )∗ ◦ (∂t + ∂τ ) ◦ F ∗+
τ · F ∗
(
[X1, X0] +
1
2
[X1, X1]
)
+ τ · ∂τ ◦ ∂t ◦ F ∗. (20)
On the other hand, if a and b are real numbers, we have, again using (19)
(∂t + ∂τ + τ(a∂t + b∂τ )) ◦ F ∗
=
(
(inj R
1|1
R )
∗ + τ · (inj R1|1R )∗ ◦ ∂τ
)
◦ (∂t + ∂τ ) ◦ F ∗
+τ ·
(
a · (inj R1|1R )∗ ◦ ∂t + b · (inj R
1|1
R )
∗ ◦ ∂τ
)
◦ F ∗
= (inj R
1|1
R )
∗ ◦ (∂t + ∂τ ) ◦ F ∗ + τ · ∂τ ◦ ∂t ◦ F ∗
+τ · F ∗ ◦ (aX0 + bX1) .
Thus we have
(∂t + ∂τ + τ(a∂t + b∂τ )) ◦ F ∗ − F ∗ ◦X
= τ · F ∗ ◦
(
aX0 − 1
2
[X1, X1] + bX1 − [X1, X0]
)
.
(21)
Since F satisfies the initial condition (inj V{0}×M)
∗ ◦F ∗ = idM, τ ·F ∗ is injective
and thus Equation (21) easily implies the equivalence of (i) and (iii).
We remark that, in this case, we automatically have a · b = 0 since the Jacobi
identity implies that [X1, [X1, X1]] = [[X1, X1], X1]+(−1)1·1[X1, [X1, X1]], i.e., 2a·
b ·X1 = [X1, [X1, X1]] = 0.
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Assume now that a and b are real numbers such that (i) satisfied, and let
µ = µa,b be as in Lemma 3.1. We have to show that F is a local action of
(R1|1, µ).
Let us define
G := F ◦ (idR1|1 × F ) : R1|1 × (R1|1 ×M)→M
and
H := F ◦ (µ× idM) : (R1|1 × R1|1)×M ∼= R1|1 × (R1|1 ×M)→M.
In order to prove that F is a R1|1-action on, we have to show that G = H.
We observe that G is the integral curve of X subject to the initial condition
F ∈ Mor(R1|1 ×M,M).
Let us prove that the morphism H satisfies the following conditions:
(inj
R1|1×(R1|1×M)
R×(R1|1×M) )
∗ ◦ (∂t1 + ∂τ1) ◦H∗ = (inj R
1|1×(R1|1×M)
R×(R1|1×M) )
∗ ◦H∗ ◦X (22)
H ◦ inj R1|1×(R1|1×M){0}×(R1|1×M) = F. (23)
Then by the unicity of integral curves we have H = G.
Equation (23) holds true since µ ◦ inj R1|1×R1|1{0}×R1|1 = idR1|1 .
Defining D := D0 + D1 = ∂t1 + ∂τ1 + τ1(a∂t1 + b∂τ1) and writing inj |t1 for
inj
R1|1×(R1|1×M)
R×(R1|1×M) and using right invariance of D, we arrive at equation (22) as
follows
(inj
R1|1×(R1|1×M)
R×(R1|1×M) )
∗ ◦ (∂t1 + ∂τ1) ◦H∗
= (inj |t1)
∗ ◦D ◦H∗
= (inj |t1)
∗ ◦ (((D ⊗ id∗R1|1) ◦ µ∗)× id∗M) ◦ F ∗
= (inj |t1)
∗ ◦ ((µ∗ ◦D)× id∗M) ◦ F ∗
= (inj |t1)
∗ ◦ (µ∗ × id∗M) ◦ F ∗ ◦X
= (inj |t1)
∗ ◦H∗ ◦X.
Thus we obtain that (i) implies (ii).
Assume now that (ii) is satisfied, i.e., there exists a Lie supergroup structure
on R1|1 with multiplication µ such that
F ◦ (idR1|1 × F ) = F ◦ (µ× idM). (24)
Since F is a flow for X, with initial condition φ = idM, the LHS of the preceding
equality is a flow for X with initial condition φ = F , (24) implies
(inj |t1)
∗ ◦ (∂t1 + ∂τ1) ◦ (µ∗ × id∗M) ◦ F ∗ = (inj |t1)∗ ◦ (µ∗ × id∗M) ◦ F ∗ ◦X. (25)
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By Equation (20), the RHS gives for t1 = 0:
(inj |t1=0)
∗ ◦ (µ∗ × id∗M) ◦ F ∗ ◦X = F ∗ ◦X
= (inj R
1|1
R )
∗ ◦ (∂t + ∂τ ) ◦ F ∗
+τ ·
[
F ∗
(
[X1, X0] +
1
2
[X1, X1]
)
+ ∂τ ◦ ∂t ◦ F ∗
]
.
Moreover, we have by direct comparison
(∂t1 + ∂τ1) ◦ µ∗ = (∂t1 + ∂τ1)(µ∗(t)) · (µ∗ ◦ ∂t)
+(∂t1 + ∂τ1)(µ
∗(τ)) · (µ∗ ◦ ∂τ ).
Thus, if µ : R1|1 × R1|1 → R1|1 is given by
µ∗(t) = µ˜(t1, t2) + α(t1, t2)τ1τ2
µ∗(τ) = β(t1, t2)τ1 + γ(t1, t2)τ2,
and upon using (inj R
1|1×R1|1
{0}×R1|1 )
∗ ◦ µ∗ = id∗R1|1 , we have
(inj R
1|1×R1|1
{0}×R1|1 )
∗(∂t1 + ∂τ1) ◦ µ∗ = ((∂t1 µ˜)(0, t) + α(0, t)τ) · ∂t
+ (β(0, t) + (∂t1γ)(0, t)τ) · ∂τ .
Using again (19), we have
∂t ◦ F ∗ = (inj R
1|1
R )
∗ ◦ F ∗ ◦X0 + τ · ∂τ ◦ ∂t ◦ F ∗ and
∂τ ◦ F ∗ = (inj R
1|1
R )
∗ ◦ F ∗ ◦X1.
Then the LHS of (25) at t1 = 0 is
(inj |t1=0)
∗ ◦ (∂t1 + ∂τ1) ◦ (µ∗ × id∗M) ◦ F ∗
= (∂t1 µ˜)(0, t) · (inj R
1|1
R )
∗ ◦ F ∗ ◦X0
+β(0, t) · (inj R1|1R )∗ ◦ F ∗ ◦X1
+τ · ((∂t1 µ˜)(0, t) · ∂τ ◦ ∂t ◦ F ∗
+α(0, t) · F ∗ ◦X0
+(∂t1γ)(0, t) · F ∗ ◦X1
)
.
Using the obtain identities for its LHS and RHS, the “τ -part” of Equation (25)
at t1 = 0 gives us:
τ ·
[
F ∗
(
[X1, X0] +
1
2
[X1, X1]
)
+ ∂τ ◦ ∂t ◦ F ∗
]
= τ · [(∂t1 µ˜)(0, t) · ∂τ ◦ ∂t ◦ F ∗ + α(0, t) · F ∗ ◦X0 + (∂t1γ)(0, t) · F ∗ ◦X1].
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Since µ˜(t1, 0) = t1, we have (∂t1 µ˜)(0, 0) = 1 and therefore the preceding equation
evaluated at t = 0 yields
[X1, X0] +
1
2
[X1, X1] = (∂t1γ)(0, 0) ·X1 + α(0, 0) ·X0
finishing the proof that (ii) implies (iii). 
4 Examples and applications
(4.1) If X = X0 is an even vector field, the fact that it integrates to a (local)
action of R = R1|0 is almost folkloristic. The relatively recent proof of [3] - in
the case of compact supermanifolds - is close to our approach. A non-trivial
(local) action of R1|0 can obviously be extended to a (local) action of (R1|1, µa,b)
if and only if a = 0. Of course, the ensueing action of R1|1 will not even be
almost-effective, since the positive-dimensional sub Lie supergroup R0|1 acts
trivially.
(4.2) Our preferred example of an even vector field gives rise to the exponential
map on Lie supergroups.
Let us first recall that an even vector field X on a supermanifoldM corresponds
to a section σX of the tangent bundle TM→M (see, e.g., Sections 7 and 8 of
[15] for a construction of TM and a proof of this statement, and compare also
the remark after Thm. 2.19 in [5]). Given an auxiliary supermanifold S and a
morphism ψ : S →M, one calls for i ∈ {0, 1}
Derψ(OM(M),OS(S))i :=
{D : OM(M)→ OS(S)|D is R-linear and ∀f, g ∈ OM(M) homogeneous,
D(f · g) = D(f) · ψ∗(g) + (−1)i·|f |ψ∗(f) ·D(g)},
the “space of derivations of parity i along ψ”. In category-theoretical terms the
tangent bundle TM represents then the functor from supermanifolds to sets
given by S 7→ {(ψ,D)|ψ ∈ Mor(S,M) and D ∈ Derψ(OM(M),OS(S))0} (com-
pare, e.g., Section 3 of [6]).
Let now G = (G,OG) be a Lie supergroup with multiplication µ=µG and neu-
tral element e. We define X in Der (OG×TeG(G× TeG)) to be the even vector
field on G × TeG corresponding to the following section σX of TG × T (TeG) ∼=
T (G × TeG) → G × TeG. We denote the zero-section of TG → G by σ0 and the
canonical inclusion TeG → TG by ie. Then σX := (Tµ ◦ (σ0 × ie), 0), where
Tµ : TG × TG ∼= T (G × G) → TG is the tangential morphism associated to
the multiplication morphism. (For simplicity, we write 0 for the zero-section of
T (TeG)→ TeG here and in the sequel.)
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We observe that the derivation X corresponding to the section σX can also be
described as follows. Recall first that we have a canonical map
Ω1G(G)
χ−→ OTG(TG),
since sections in Ω1G(G) can be canonically identified with superfunctions on TG
that are “linear in the fibre directions”. Using the inclusion map ie : TeG → TG,
the composition i∗e ◦ χ is a OG(G)-linear morphism form Ω1G(G) to OTeG(TeG).
Here the latter vector space is equipped with the structure of a OG(G)-module
via the morphism pie = pi ◦ ie : TeG → G where pi : TG → G is the canonical pro-
jection. Observe that the space HomOG(G)
(
Ω1G(G),OTeG(TeG)
)
is isomorphic
to Derpie (OG(G),OTeG(TeG)), the space of derivations along pie. We denote by
Y the derivation along pie corresponding to the morphism i
∗
e ◦χ. The derivation
X defined above via the section σX is then described as the even vector field in
Der (OG×TeG(G× TeG)) such that
X(f) = 0, ∀f ∈ OTeG(TeG) ⊂ OG×TeG(G× TeG), and
X(f) =
(
id∗G ⊗ Y
) ◦ µ∗(f), ∀f ∈ OG(G) ⊂ OG×TeG(G× TeG).
Let us now recall that for S an arbitrary supermanifold, and φ : M → N a
morphism between supermanifolds, we have an induced map φ(S) : M(S) =
Mor(S,M)→ Mor(S,N ) = N (S), φ(S)(ψ) := φ◦ψ. Given a finite-dimensional
Lie superalgebra g or a Lie supergroup G, one easily checks that for all k ≥ 0,
g(R0|k) resp. G(R0|k) is a finite-dimensional classical (i.e. even) Lie algebra resp.
Lie group. Furthermore, Te(G(R0|k)) is canonically isomorphic to (TeG)(R0|k),
where the first e is the obvious constant morphism from R0|k to G and the second
e denotes the neutral element of G. (Compare, e.g., [16] for more information
on the superpoint approach to Lie supergroups.)
Lemma 4.1. Let G be a Lie supergroup with multiplication µG, and the vector
field X as above. Then
(i) the induced vector field X˜ on the underlying manifold G×TeG is given as
X˜(g,ξ) = (ξ
L(g), 0) ∀(g, ξ) ∈ G× TeG,
(ii) the (even) vector fields X˜ and X are complete.
Proof. (i) For k ≥ 0, let σX(R0|k) be the section of T (G(R0|k))×T (TeG(R0|k))→
G(R0|k)×TeG(R0|k) induced by σX , and let Xk be the corresponding derivation
on G(R0|k)× TeG(R0|k). Since G(R0|k)× (TeG)(R0|k) is an ungraded manifold,
σX(R0|k)(g, ξ) = (TµG ◦ (σ0 × ie) ◦ (g × ξ), 0)
= (TµG ◦ (0g × ξ), 0)
=
(
(TµG(R
0|k))(g,e)(0, ξ), 0
)
=
(
(T l
G(R0|k)
g )e(ξ), 0
)
,
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where µG(R
0|k) is the multiplication on G(R0|k) and lG(R0|k)g is the left-multiplication
by the element g of the group G(R0|k). We conclude that σX(R0|k)(g, ξ) (or
equivalentlyXk(g,ξ)) corresponds to (ξ
L(g), 0), where ξL is the unique left-invariant
vector field on G(R0|k) such that its value in e is ξ. (Observe that G(R0|k) is a
classical Lie group and not only a group object in the category of supermani-
folds, allowing us to argue “point-wise”.)
(ii) The flows of Xk are simply given by FX
k
: R × G(R0|k) × (TeG)(R0|k) →
G(R0|k) × (TeG)(R0|k), (t, g, ξ) 7→ (g · expG(R0|k)(tξ), ξ). All fields Xk are thus
complete, in particular this holds for X˜ = X0, the induced vector field on
G = G(R0|0). By Theorem 2.3 the flow FX : R × G × TeG → G × TeG is then
global as well, i.e. X is complete. 
Definition 4.2. Let G = (G,OG) be a Lie supergroup with multiplication µ
and neutral element e, and with the even vector field X and its flow morphism
F = FX as above. Then the “exponential morphism of G” is given by exp G =
proj1 ◦F ◦ inj R×G×TeG{1}×{e}×TeG : TeG → G, where proj1 : G×TeG → G is the projection
on the first factor. Diagrammatically, one has
R× G × TeG ⊃ {1} × {e} × TeG G × TeG
TeG G.
//F

proj1
OO
∼=
//
expG
Theorem 4.3. The exponential morphism expG : TeG → G for a Lie supergroup
G fulfills and is uniquely determined by the following condition: for all k ≥ 0,
expG(R0|k) : TeG(R0|k)→ G(R0|k) is the exponential map expG(R0|k) of the finite-
dimensional, ungraded Lie group G(R0|k).
Proof. Using the notations of Lemma 4.1, a straightforward calculation shows
that the flow FX
k
of Xk on (G × TeG)(R0|k) is given as follows (t, (g, ξ)) 7→
FX ◦ injt ◦ (g× ξ) and, notably, we have FX
k ◦ inj(1,e)(ξ) = FX ◦ inj1 ◦ (e× ξ) =
FX ◦ inj(1,e) ◦ ξ. Hence
expG(R
0|k)(ξ) = proj1 ◦ FX
k ◦ inj(1,e)(ξ)
= proj1 ◦ FX ◦ inj(1,e) ◦ ξ
= expG ◦ ξ
= (expG)(R0|k)(ξ).
On the other hand, it is clear that the subcategory of superpoints with objects
{R0|k|k ≥ 0} generates the category of supermanifolds in the following sense:
given two different morphisms φ1, φ2 :M→ N between supermanifolds, there
exists a k ≥ 0 and a morphism ψ : R0|k →M such that φ1 ◦ ψ 6= φ2 ◦ ψ. Thus
it follows that the family {expG(R0|k)|k ≥ 0} uniquely fixes expG . 
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(4.3) Part of our interest in the integration of supervector fields stemmed from
the construction of a geodesic flow in [5] . Given a homogeneous (i.e., even or
odd) Riemannian metric on a supermanifold M, the associated geodesic flow
is, in fact, defined as the flow of an appropriate Hamiltonian vector field on its
(co-)tangent bundle.
(4.4) An odd vector field X1 on a supermanifold M is called “homological”
if X1 ◦ X1 = 12 [X1, X1] = 0. Its flow is given by the following R0|1-action
Φ : R0|1 ×M →M, Φ∗(f) = f + τ ·X1(f),∀f ∈ OM(M). This action can, of
course, be extended to a (not almost-effective) (R1|1, µa,b)-action if and only if
b = 0.
Typical examples arise as follows: let E →M be a vector bundle over a classical
manifold and T be an “appropriate” R-linear operator on sections of ∧E∗, then
T yields a vector field on ΠE := (M,Γ∞∧E∗), the supermanifold associated to
E → M by the Batchelor construction. If E = TM → M , we have Γ∞∧E∗ =
Ω•M (M), the sheaf of differential forms on M , with its natural Z/2Z-grading.
Taking T = d, we get an odd vector field that is obviously homological. Taking
T = ιξ, the contraction of differential forms with a vector field ξ on the (here
classical) base manifold M , we again get a homological vector field on ΠTM .
Since ιξ ◦ ιη + ιη ◦ ιξ = 0, the vector space of all vector fields on M is realized as
a commutative, purely odd sub Lie superalgebra of all vector fields on ΠTM .
More generally, a section s of E → M always gives rise to a contraction ιs :
Γ∞∧E∗(M)→ Γ∞∧E∗(M) that is an odd derivation (i.e. an anti-derivation of degree
-1 in more classical language). Furthermore, given two sections s and t of E,
the associated odd vector fields commute. In the article [1] this construction
is studied in the special case that E is the spinor bundle over a classical spin
manifold M .
(4.5) If G is a Lie group acting on a classical manifold M , then the action
can of course be lifted to an action on the total space of the tangent and the
cotangent bundle of M . The induced vector fields on ΠTM are even and ξ
in g = Lie(G), the Lie algebra of G, acts on OΠTM by Lξ, the Lie derivative
with respect to the fundamental vector field on M associated to ξ. Putting
together these fields and the contractions constructed in Example (4.4), we get
a Lie superalgebra with underlying vector space g ⊕ g, the first resp. second
summand being the even resp. odd part. The commutators in g ⊕ g are given
as follows: [Lξ,Lη] = L[ξ,η], [ιξ, ιη] = 0 and [Lξ, ιη] = ι[ξ,η] for all ξ, η ∈ g. In
fact, the above can be interpreted as an action of the Lie supergroup ΠTG on
ΠTM .
The Lie algebra g ⊕ g can be extended by a one-dimensional odd direction
generated by the exterior derivative d. The extended algebra g⊕ (g⊕R ·d), still
a sub Lie superalgebra of TΠTM (M), has the following additional commutators:
[Lξ, d] = 0 and [d, ιξ] = Lξ for all ξ ∈ g.
(4.6) IfM = R1|1 with coordinates (x, ξ), the vector field X1 = ∂ξ + ξ∂x is ob-
viously odd and non-homological since X1 ◦X1 = ∂x. Direct inspection shows
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that the map Φ : R0|1×M→M,Φ∗(f) = f+τ ·X1(f) (compare Example (4.1))
does not fulfill ∂τ ◦ Φ∗ = Φ∗ ◦X1. Nevertheless, the trivial extension of Φ to a
morphism F : R1|1×M→M is the flow of X1 in the sense of Theorem 2.3, ful-
filling the initial condition φ = idM. We underline that this map is not an action
of R1|1. Upon extending X1 to X := X0 +X1 with X0 := 12 [X1, X1] = X1 ◦X1,
we obtain by Theorem 3.4 an action of (R1|1, µ1,0) as the flow map of X. Let
us observe that the above vector field X1 (and not X) is the prototype of what
is called a “supersymmetry” in the physics literature (compare, e.g., [21] and
the other relevant texts in these volumes.). More recently, the associated Lie
supergroup structure on R1|1 (and an analogous structure on R2|1) were intro-
duced by S. Stolz and P. Teichner into their program to geometrize the cocycles
of elliptic cohomology (compare [7] and [18]).
Obviously, one can generalize this construction to Rm|n (m,n ≥ 1) with co-
ordinates (x1, . . . , xm, ξ1, . . . , ξn) by setting for 1 ≤ k ≤ m, 1 ≤ α ≤ n
Dα,k := ∂ξα + ξα · ∂xk .
We then have [Dα,k, Dβ,l] = δα,β · (∂xk + ∂xl) and [Dα,k, ∂xl ] = 0. Taking
X1 = Dα,k and X0 = ∂xk we reproduce a copy of the preceding situation.
(4.7) The vector field X = X0 + X1 on M = R1|1 with X0 = ∂x + ξ · ∂ξ
and X1 = ∂ξ + ξ · ∂x, already mentioned in the introduction, is a very simple
example of an inhomogeneous vector field not generating any local R1|1-action,
since, e.g., condition (iii) in Theorem 3.4 is violated. Thus integration of X
is only possible in the sense of Theorem 2.3, i.e. upon using the evaluation
map. Let us observe that the sub Lie superalgebra g of TM(M) generated by
X, i.e. by X0 and X1 since sub Lie superalgebras are by definition graded sub
vector spaces, is four-dimensional with two even generators Z,W and two odd
generators D,Q such that: Z is central, [W,D] = Q, [W,Q] = D, D2 = Q2 = Z
and [D,Q] = 0. (This amounts in physical interpretation to the presence of two
commuting supersymmetries D and Q, generating the same supersymmetric
Hamiltonian Z plus an even symmetry commuting with the Hamiltonian and
exchanging the supersymmetries D and Q.)
5 Flow of a holomorphic vector field on a holo-
morphic supermanifold
In this section we extend our results to the holomorphic case. We will always
denote the canonical coordinates on C1|1 by z and ζ and write ∂z resp. ∂ζ for
∂
∂z resp.
∂
∂ζ .
Definition 5.1. Let M = (M,OM) be a holomorphic supermanifold and X a
holomorphic vector field on M and S a supermanifold with a morphism φ ∈
Mor(S,M) and z0 in C.
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(1) A “flow for X (with initial condition φ and with respect to z0)” is an open
sub supermanifold V ⊂ C1|1 × S, such that {z0} × S ⊂ V (S and V the
bodies of S and V) and such that for all s in S, (C×{s})∩ V is connected,
together with a morphism of holomorphic supermanifolds F : V →M such
that
(inj C
1|1
C )
∗ ◦ (∂z + ∂ζ) ◦ F ∗ = (inj C1|1C )∗ ◦ F ∗ ◦X and
F ◦ inj V{z0}×S = φ.
Sometimes we call the supermanifold V (or abusively its body V ) the “flow
domain” of X.
(2) A flow domain V of a flow (V, F ) for X is called “fibrewise 1-connected
(relative to the projection V → S)” (or “fibrewise 1-connected over S”) if
for all s in S, (C× {s}) ∩ V is connected and simply connected.
Remark. We avoid the term “complex supermanifold” here, since it is often
used to describe supermanifolds that are, as ringed spaces, locally isomorphic
to open sets D ⊂ Rk with structure sheaf C∞D ⊗R∧Cl. “Holomorphic supermani-
folds” are of course locally isomorphic to open sets D ⊂ Ck with structure sheaf
OD ⊗C ∧Cl, where OD denotes the sheaf of holomorphic functions on D.
Let us first give the holomorphic analogue of Lemma 2.1.
Lemma 5.2. Let U ⊂ Cm|n and W ⊂ Cp|q be superdomains, X a holomorphic
vector field on W (not necessarily homogeneous), φ in Mor(U ,W) and z0 in C.
Then
(i) it exists a holomorphic flow (V, F˜ ) for the reduced holomorphic vector field
X˜ on U with initial condition φ˜ and with respect to z0 such that the flow
domain V ⊂ C×U is fibrewise 1-connected over U . Furthermore on every
flow domain in the sense of Definition 5.1 the holomorphic flow is unique.
(ii) Let now (V, F˜ ) be a fibrewise 1-connected flow domain for X˜ over U . Then
there exists a unique holomorphic flow F : V → W for X, with V the open
sub supermanifold of C1|1 × U with body equal to V .
Remark. The example of the holomorphic vector field X = (w2 + w3ξ1ξ2)
∂
∂w
on W = C1|2 with coordinates (w, ξ1, ξ2) shows that the condition of fibrewise
1-connectivity of V is not only a technical assumption to our proof. The under-
lying vector field X˜ = w2 ∂∂w on C, with initial condition φ˜ = id : C → C with
respect to z0 = 0, can be integrated to the flow F˜ : V = C2\{z · w = 1} → C,
F˜ (z, w) = 11/w−z for w 6= 0 and F˜ (z, 0) = 0. Obviously, for w 6= 0, (C×{w})∩V
is connected, but not simply connected. Direct inspection now shows that the
flow F of X with initial condition φ = id and with respect to z0 = 0 cannot be
defined on the whole of V = (V,OC1|1×C1|2 |V ).
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Proof of Lemma 5.2. (i) The existence (and the stated unicity property) of
a flow (Vˇ , F˜ ) for X˜, with {z0} × U ⊂ Vˇ ⊂ C× U fulfilling the initial condition
φ˜ with respect to z0 ∈ C is of course a classical application of the existence of
solutions of holomorphic ordinary differential equations (see, e.g., [8]). Upon re-
ducing the size of Vˇ we always find flow domains that are fibrewise 1-connected.
(ii) The induction procedure of the proof of Lemma 2.1 can be applied here
upon recalling the following standard facts from the theory of holomorphic lin-
ear ordinary differential equations (compare, e.g., [8]):
Fact 1. Let Ω ⊂ C be open and 1-connected (i.e. connected and simply con-
nected), and z0 ∈ Ω. If A : Ω → Mat(N ×N,C) and b : Ω → CN are holomor-
phic and ψ0 ∈ CN , then there exists a unique holomorphic map ψ : Ω → CN
fulfilling
∂
∂z
ψ(z) = A(z)ψ(z) + b(z)
such that ψ(z0) = ψ0.
Fact 2. Let Ω and z0 be as in Fact 1, and let P be a holomorphic manifold (“a
parameter space”), and let A : Ω×P → Mat(N×N,C), b : Ω×P → CN , as well
as ψ0 : P → CN be holomorphic maps. Then there exists a unique holomorphic
map ψ : Ω× P → CN fulfilling
∂
∂z
ψ(z, x) = A(z, x)ψ(z, x) + b(z, x)
such that ψ(z0, x) = ψ0(x), ∀x ∈ P .
Obviously, to apply these facts in our context, we need the fibrewise 1-connectivity
of the “underlying flow domain” V for X˜. 
Before stating and proving our central result in the holomorphic case, we give
the following useful shorthand.
Definition 5.3. Let S be a supermanifold, z0 in C and N ⊂ C1|1×S be an open
sub supermanifold containing {z0}×S. Then N z0 is defined as the open sub su-
permanifold of N = (N,ON ) whose body equals q
s∈S
((C× {s}) ∩N)(z0,s), where
((C× {s}) ∩N)(z0,s) is the connected component of (C × {s}) ∩ N containing
(z0, s).
Remark. A flow domain V in the sense of Definition 5.1(1) is always open
and contains {z0} × S. Furthermore for all s in S the section (C × {s}) ∩
V is connected. The preceding definition will in fact be useful for discussing
intersections of flow domains in the next theorem.
Theorem 5.4. Let M be a holomorphic supermanifold and X a holomorphic
vector field onM, and let S be a holomorphic supermanifold with a holomorphic
morphism ψ : S →M, and z0 ∈ C. Then
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(i) there exists a flow (V, F˜ ) for the reduced vector field X˜ with initial condi-
tion φ˜ with respect to z0 such that the flow domain V ⊂ C×S is fibrewise
1-connected over S,
(ii) if (V, F˜ ) is as in (i), then there exists a unique flow for X with initial
condition φ with respect to z0, F : V → M, where V ⊂ C1|1 × S is the
open sub supermanifold with body V ,
(iii) if (V1, F1) and (V2, F2) are two flows for X, both with initial condition φ
with respect to z0, then F1 = F2 on the flow domain (V1 ∩ V2)z0 ,
(iv) there exists maximal flow domains for X and the germs of their flows
coincide on {z0} × S.
Proof. (i) and (ii). It easily follows from Lemma 5.2 that S can be covered by
open sub supermanifolds {Uα|α ∈ A} such that X|Uα has a holomorphic flow
with initial condition φ|Uα with respect to z0, F
α : Vα = ∆rα(z0)×C0|1×Uα →
M, where rα > 0, and for r > 0, ∆r(z0) is the open disc of radius r centred in
z0. Since F
α = F β on Vα ∩ Vβ by the unicity part of Lemma 5.2, we can glue
these flows to obtain C1|1 × S ⊃ V := ∪
α∈A
Vα F−→M, a flow for X on M with
initial condition φ with respect to z0. Obviously, the “fibres” (C×{s})∩ V are
1-connected for all s in S, i.e., the flow domain V is fibrewise 1-connected over
S.
Note that if we have a flow F˜ for the reduced vector field X˜ on a flow domain
V that is fibrewise 1-connected over S, then part (ii) of Lemma 5.2 yields a flow
for X defined on V = (V,OC1|1×S |V ).
(iii) The body of (V1 ∩ V2)z0 has as a strong deformation retract the body of
{z0}×S. Without loss of generality we can assume that S and thus (V1 ∩V2)z0
are connected. The local unicity in Lemma 5.2 together with the identity
principle for holomorphic morphisms of holomorphic supermanifolds imply that
F1 = F2 on (V1 ∩ V2)z0 .
(iv) By Zorn’s lemma we get maximal flow domains and by part (iii) the corre-
sponding flows coincide near {z0} × S. 
Remarks. (1) The non-unicity of maximal flow domains for holomorphic vec-
tor fields is a well-known phenomenon already in the ungraded case. A simple
example for this is the vector field X on C∗ such that X(w) = 1w
∂
∂w for all w in
C∗.
(2) Given the above theorem, the analogues of Lemma 3.1, Proposition 3.3 and
Theorem 3.4 can now without difficulty be proven to hold for holomorphic su-
permanifolds.
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