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ASYMPTOTIC INVERSION 
OF INCOMPLETE GAMMA FUNCTIONS 
N.M. TEMME 
ABSTRACT. Thenormalizedincompletegammafunctions P(a, x) and Q(a, x) 
are inverted for large values of the parameter a . That is, x-solutions of the 
equations 
P(a,x)=p, Q(a,x)=q, p E [0, I], q = 1 - p, 
are considered, especially for large values of a . The approximations are ob-
tained by using uniform asymptotic expansions of the incomplete gamma func-
tions in which an error function is the dominant term. The inversion problem 
is started by inverting this error function term. Numerical results indicate that 
for obtaining an accuracy of four correct digits, the method can already be used 
for a = 2 , although a is a large parameter. It is indicated that the method 
can be applied to other cumulative distribution functions. 
1. INTRODUCTION 
The incomplete gamma functions are defined by 
(1 1) P( ) 1 r a-I -Id Q( ) I rXJ a-I -Id 
. a,x =f(a)lo t e t, a,x =f(a)}x t e t, 
with 
(1.2) P(a, x) + Q(a, x) = 1. 
We take a > 0 and x 2: 0. 
We consider the following inversion problem. Let p E [O, 1] be given and 
q = I - p . Then we are interested in the x-value that solves the following two 
(equivalent) equations 
( 1.3) P(a, x) =p, Q(a, x) = q, 
where a is a fixed positive number. We are especially concerned with solving 
( 1.3) for large values of a . 
This problem is of importance in probability theory and mathematical statis-
tics. Several approaches are available in the (statistical) literature, where often 
a first approximation of x is constructed, based on asymptotic expansions, but 
this first approximation is not always reliable. Higher approximations may be 
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obtained by numerical inversion techniques, which require evaluation of 
incomplete gamma functions. This may be rather time consuming, especial: 
when a is large. 
In the present method we also use an asymptotic result. The approximatior 
is quite accurate, especially when a is large. It follows from numerical resuh:> 
however, that a three-term asymptotic expansion already gives an accuracy 
four significant digits for a = 2 , uniformly with respect to p , q E [O, 1] . 
The method is rather general. In a final section we mention application 
the same method on a wider class of cumulative distribution functions. 
2. UNIFORM ASYMPTOTIC EXPANSIONS OF P AND Q 
The asymptotic inversion of equations (1.3) is based on the uniform asymr 
totic expansion of the incomplete gamma functions as given in [8]. First 
summarize these results. 
The incomplete gamma functions have the following representations: 
(2.1) P(a, x) = ! erfc(-17Ja/2) - Ra (17), 
Q(a, x) = ! erfc(ryJa/2) + Ra(11); 
here, erfc is the error function defined by 
(2.2) erfc z = Jn 100 e-12 dt. 
The real parameter 11 in (2.1) is defined by 
(2.3) !YJ2 =A-1-ln)., A=x/a,sign(17)=sign().-l). 
For the function Ra ( 11) we derived an asymptotic expansion. Writing 
e-a112 /2 
(2.4) Ra(11) = /2iiQ Sa(11), 
we have 
(2.5) Loo Cn(r/) Sa(11),...., -- as a--+ oo, Y/ ER an 
n=O 
No restrictions on 17 are needed. In fact, (2.5) holds uniformly with respe' 
to Y/ E lR (and in a larger domain of the complex plane). In other words, (2. 
holds uniformly with respect to ). E [O, oo) or with respect to x E [O, oo) . 
particular, the expansion is valid in a neighborhood of ). = 1 (x =a), a turnm1,1 
point in the behavior of the incomplete gamma functions for large values of th: 
parameter a. The first two coefficients in (2.5) are 
1 1 
Co(11) =). _ 1 - ~, 
1 1 1 1 
Ci ( Y/) = 11 3 - (). - 1 )3 (). - 1 )2 12(). - 1 )" 
(2.6) 
These two (and all higher coefficients) have a removable singularity at 11 = 
(). = 1, x = a). All Cn(11) are analytic at the origin. The higher coefficien?i, 
can be obtained from the recursion 
d 11 (2.7) YJCn(Y/) =dry Cn-dYJ) +A - l Yn, n ~ 1, 
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where the numbers Yn appear in the well-known asymptotic expansion of the 
Euler gamma function. That is, 
00 
(2.8) r*(a),..., ·~:)-l)nyna-n, a-+oo, 
n=O 
where 
(2.9) a> 0. 
The first few y n are 
Yo= 1, Y - I I - -TI' Y - 139 3 - 51840" 
3. ASYMPTOTIC INVERSION OF THE INCOMPLETE GAMMA FUNCTIONS 
We perform the inversion of the equations ( 1.3) with respect to the parameter 
rJ, by using representations (2.1) with large values of a. Afterwards, we have 
to compute A. and x from (2.3). We concentrate on the second equation in 
( 1.3). Let us rewrite the inversion problem in the form 
(3.l) t erfc(17JQ72) + Ra(Y/) = q, q E [O, l], 
which is equivalent to the second equation in (1.3), and we denote the solution 
of the above equation by 17(q, a). 
To start the procedure, we consider Ra('7) in (3.1) as a perturbation, and we 
define the number 170 = 170 (q, a) as the real number that satisfies the equation 
(3.2) t erfc(110../(if2) = q. 
Known values are 
'7o(O, a)= +oo, 110(!, a)= 0, 110(1, a)= -oo. 
Note the symmetry 170(q, a) = -YJo(P, a). Computation of 110 requires an 
inversion of the error function, but this problem has been satisfactorily solved 
in the literature (see [3, 7]). 
The value 17 defined by (3.1) is, for large values of a , approximated by the 
value 'Y/o • We write 
(3.3) 17(q, a)= 11o(q, a)+ e(110, a), 
and we try to determine the function e . It appears that we can expand this 
quantity in the form 
(3.4) e1 e2 e3 e('l'lo a) "' - + - + - + · · · , 
., ' a a2 a3 
as a -+ oo . The coefficients e; can be written explicitly as functions of 110 . 
We first remark that ( 3.1) yields the relation 
dq d d dx 
_ = -Q(a, x) = -d Q(a, x)-d . 
d17 drt x 11 
Using ( 1.1) and (2.3), we obtain after straightforward calculations 
dq = __ 1_ faf( )e-a112/2, 
(3.S) d17 f*(a) V In 11 
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where f*(a) is defined in (2.9), and 
(3.6) 11 /(ry) =Jc- 1 ' 
the relation between 11 and A. being given in (2.3). For small values of 11 we 
can expand 
(3.7) 
From (3.2) we obtain 
(3.8) 
Upon dividing these two differential equations, we eliminate q, although it is 
still present in 1Jo. We thus obtain 
(3.9) -oo < 110 < 00. 
Substitution of (3.3) gives the differential equation 
!(110 + e) [1 + de] = f*(a)eae(11o+e/2)' 
d170 
a relation between e and 170 , with a a (large) parameter. 
It is convenient to write 1J in place of rio . That is, we try to find the function 
e = e(ri, a) that satisfies the equation 
(3.10) f(ri+e) [1 + ~~] = f*(a)eae(11+e/l)_ 
When we have obtained the solution 8( 1J, a) (or an approximation), we write 
it as e(170 , a) and the final value of 1J follows from (3.3). The parameters A. 
and x of the incomplete gamma function then follow from inversion of the 
first relation in (2.3). 
4. DETERMINATION OF THE COEFFICIENTS 8i 
For large values of a we have P(a) = 1 + &'(a- 1) (see (2.8)). Comparing 
dominant terms in (3.10), we infer that the first coefficient e1 in (3.4) is defined 
by /(17) = e11e 1 , giving 
( 4.1) 1 81 = -ln/(17). 
11 
It is not difficult to verify that f is positive on lR, f(O) = 1, and that f is 
analytic in a neighborhood of 11 = 0. It follows that 8 1 = 8 1 (17) is an analytic 
function on lR. For small values of 1J we have, using ( 3. 7), 
(4 2) - l l l 2 
. 81--3+3611+ 162011 +···. 
The function 8 1 (17) is nonvanishing on lR (and hence negative). To show this, 
consider the equation / 2(17) = 1. From (3.6) and the first relation in (2.3) it 
follows that the corresponding A.-value should satisfy 
-lnA. =(A.- 1)(2..1. - 3). 
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This ~quation has only one real solution A. = 1 , which gives '1 = O. However, 
for this value, e1 equals -t. 
Further coefficients in (3.4) are obtained by using standard perturbation 
methods. We need the expansion of P(a) given in (2.8), and 
f('l + e) = f('l) + ef'('l) + te2 f"('l) + · · · , 
in w~ic~ (3.4) is substituted to obtain an expansion in powers of a-1 • Putting 
all this m (3.10), we find by comparing terms with equal powers of a-1 : 
1 
e2 = 12,,1( 12f e; + 12f' e1 - f - 6fef), 
1 
e3 = 288,,1 C288fe2 + 288f'e1e; - 24f8; + 288f'e2 + 144f"ef - 24f'81 
+ f - 288/8182 - 144/8~'72 - 144f82'78f - 36fet), 
1 
84 = 51840,,1 (51840f"8182 - 4320fe2 + 180/e; + 180/'81 - 4320/'82 
+ 51840f'e3 + 51840/8~ + 139f - 2160f"8f + 8640f(3l8f 
- 25920/8~ - 1080fer- 4320/'818; - 51840/8183 
- 25920fefe2 - 8640fe~'73 + 51840f'e28; + 25920f"ef8; 
- 51840fe~'781 - 51840fe2'72e3 - 25920f8f83'7 
- 12960fe~'728f - 6480fe211et + 51840/18182). 
The derivatives f' , 8; , etc., are with respect to '1 , and evaluated at '1 . It will be 
understood that the complexity for obtaining higher-order terms is considerable. 
The terms shown so far have been obtained by symbolic manipulation. 
5. EXPANSIONS OF THE COEFFICIENTS e; 
The singularities of the mapping A. -+ '1, the first relation in (2.3), follow 
from the zeros or poles of d'l/d..1. =(A. - l)/(..1.17); A.= 0 is mapped to infinity. 
A second candidate is A. = 1 with corresponding point '1 = 0, a regular point. 
However, when A.= exp(2nin), with n = ±1, ±2, ... , the quantity d17/dA. 
vanishes. Corresponding '7-values satisfying t'l~ = -2nin are singular points 
of the mapping, and singular points of the function f defined in (3.6). For 
n = ±1 we obtain 2.jiexp(±ini). 
It follows that f is analytic in a strip l:J'71 < v'2i, and that it can be ex-
panded in a Taylor series around the origin with radius of convergence 2..[ii. 
All e; have similar analytic properties. That is, the coefficients e; can be ex-
panded in series 
(5.1) 
00 
e; = Eci,n,,n, 
n=O 
1'71 < 2../i' i = 1' 2' 3' .... 
The representations of 8; given in the previous section are not suitable for nu-
merical computations. First, because of the appearance of derivatives of f and 
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ei, secondly, because of the complexity of the expressions. To facilitate numer-
ical evaluations of e1 , ••• , e4 , we provide the following Taylor expansions: 
1 l I 2 7 2 5 4 11 5 IOI 6 
e, = - 3 + 3611 + 162011 - 648011 + 1814411 - 38212511 - 1632960011 
+ 91il160111 - 498:~m~ooo11 8 + 159/fid5500119 + 841N24i9ri1164oo11 10 
2152217 11 119937661 12 
- 1276733858400001'/ + 305054276567040001'/ 
449 13 756882301459 14 
- 159591732300011 - 445517904822681600000011 
12699400547 15 3224618478943 16 
+ 15314677978279680000011 - 17026421414023397376000011 + ... ' 
7 7 533 2 1579 3 109 4 10217 5 
e1 = - 405 - 2592 11 + 20412011 - 209952011 + 174960011 + 25194240011 
9281803 6 919081 7 100824673 8 
- 43649020800011 + 18517766400011 - 57197676856320011 
311266223 9 52310527831 10 
- 89996344704000011 + 34318606113792000011 + ... ' 
449 63149 29233 2 346793 3 
e3 = + 102060 - 2099520011 + 3674160011 + 529019040011 
18442139 4 14408797 5 1359578327 6 
- 13094706240011 + 24690355200011 - 12999472012800011 
69980826653 7 987512909021 8 
- 3959839166976000011 + 51477909170688000011 + ... ' 
319 269383 449882243 2 1981235233 3 
e4 = + 183708 - 423263232011 - 98210296800011 + 666639590400011 
16968489929 4 16004851139 5 636178018081 6 
- 19499208019200011 - 2639892777984000011 + 4826053984752000011 + .... 
On the other hand, for larger values of 11 we need representations free of deriva-
tives. The derivatives of f can be eliminated by using 
!' = -/(-1 + / 2 + !11)/11, 
!" = + /2(-31'/ - 3/ + 3/3 + 5/211+2172/)/112' 
/(3) = - /2(-30/21'/ - 12112 f - 18/3 + 15/5 + 3/ + 35/411 + 26/3112 
+ 6/2113 + 311)/173' 
j<4) = + / 3(-350/31'/ -260/2172 - 60/113 - 150/4 + 75/11+30172 + 45/2 
+ 105/6 + 154/3173 + 340/4172 + 24/2 174 + 315/517)/1'/4• 
The first relation easily follows from (3.6) and the first relation in (2.3). Using 
these relations in the earlier expressions for ei , and eliminating the derivatives 
of previous ei , it follows that we can write 172i- lei as a polynomial in 1'/ , f, e, : 
12173e2 = + 12 - 12/2 - 12/11- 12/211e1 - 12/112e1 - 112 - 61'/ 2er, 
12175e3 = - 30 + 12/211e1+12/172e 1 +24/2173e 1 +6ef173 - 12/2 + 60/31'/2e1 
+ 31/2112 + 72/311+42/4 + 18/3113er + 6f2 114er + 36f411e1 
+ i2er113f + i2er1121 2 -1211e1+113e1 + J113 - 12111+12er112/ 4 , 
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1440177 84 = + 2880/21]81 + 2880f17281 - 3840j217381 + 5040j2 - 7200j317281 
- 480f3ei116 - 1920f68f1]3 - 1440f48f173 - 4080f5 1748f + 17040 
+ 21601]28T + 2040f2 172 + 5760f3 17 - 61200f517 - 47160f417 2 
- l 1880f3 17 3 + 3600!4 - 2640f48f1J 5 - 8640f3 11 38y 
- 3600f21]48f - 3600f4 1J81 - 24480j61781 - 21608f1]3 f 
- 21608f1]2 J2 + 4176 + 36001781 + 120172 - 5174 - 25680!6 
- 240f2 1]4 - 120f173 + 5040f17 - 21608f17 3 ! 2 - 2l608f174f 
- 2160f31]48f - noj217 5ef - 12oj2175e1 - 10080f617 28f 
- 900ef174 - 23040f5 71 38f - 16560f4 174ef - 3600f3 17 5ef 
- 240174ed - 50408f1J2 f 4 - 57600f5112e1 - 43440f417 381 
- 10440f3114e1 - 1807148?. 
The coefficients e1 , ••• , e4 are bounded on R. To show this, one needs 
f(17) ""-11' 1J -t -oo' 
and the above representations of ei. We find 
In 1111 81 "'=i=--1] , (5.2) 
as 1J -+ ±oo . In deriving the behavior at -oo , one should take into account 
that (see (3.6) and the first relation in (2.3)) 
(5.3) 11 -t -oo. 
6. NUMERICAL EXAMPLES 
In a separate publication we present numerical approximations (in the form 
of rational functions) for the coefficients ei , together with a computer program 
for computing the inverse of the error function and the incomplete gamma 
functions. The inversion of the first relation in (2.3), that is, the computation 
of A. when 1J is given, will be considered as well. In this section we present 
some first numerical results, which show the power of the asymptotic method. 
When p = q = !- , the asymptotics is quite simple. Then 170 of (3.2) equals 
zero, and from (4.2) and the expansions in §5 we obtain (3.3)-(3.4) in the form 
(6 1) 1 -1 7 -2 449 -3 + 319 -4 + 
• 1J"" -3a - 405a + 10206oa 183708a .. · · 
In this case we give an expansion of the requested value x . Recall that x = aA. 
(see (2.3)), and that A. can be obtained from the first relation in (2.3) with 1J 
given by ( 6. 1 ) . Inverting 
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we obtain 
A.= 1+11 + b 2 + l611 3 - 2~0114 + 43120115 + .... 
Substitutil}~ (6.1), we have 
(6.2) x"' a(l - -!a-'+ 4~5a-2 + 21~1sa-3 + 3ff4~s2sa-4 + ... ). 
When a = 1 and q = ! , the equations in (1.3) reduce to e-x = t, with 
solution x = ln2 = 0.693147 ... , while expansion (6.2) gives x,..., 0.694 ... , 
an accuracy of about three digits. When a = 2 and q = t , the equations in 
( 1.3) become ( 1 +x)rx = t , with solution x = 1.6783469 ... ; in this case our 
expansion (6.2) gives x "' 1.67842 ... , an accuracy of four significant digits. 
This shows that ( 6.2) is quite accurate for small values of the (large) parameter 
a . Computer experiments show that for other q-values the results are of the 
same kind (see Table 6.1). 
In a second example we take a= 2 and q = 0.1; inverting (3.2), we obtain 
110 = 0.9061938. Using (3.4), we compute 
11,.,, 110 - 0.308292/2 - 0.0180893/4 + 0.0023105/8 = 0. 747814. 
An inversion of the first relation in (2.3) gives A= 1.944743, and hence x = 
2A. = 3.889486. Computing Q(2, x) with this value of x gives 0.1000186, 
an accuracy of four digits. A more accurate value of x can be obtained by a 
Newton-Raphson method, giving x = 3.8897202. It follows that the value of 
x obtained by the asymptotic method is accurate within four significant digits. 
In Table 6.1 we give more results of numerical experiments. We have used 
(3.4) with three terms. The first column under each a-value gives the relative 
accuracy lxa - xl/x, where Xa is the result of the asymptotic method, and x 
is a more accurate value obtained by a Newton-Raphson method. The second 
column under each a-value gives the relative errors IQ(a, Xa) - qj/q. 
TABLE 6.1 
Relative errors lxa - xl/x and IQ(a, Xa) - qi/q for several 
values of q and a ; Xa is obtained from the asymptotic expan-
sion (3.4), x is a more accurate value. 
a 5 10 
q 
10 - 4 2.310 - 4 2.110 -3 l.110 - 6 1.610 -s 9.410 - 8 1.710-6 
0.1 6.610 - 4 1.510 - 3 2.010 -6 9.310 -6 l.410 -7 8.810 - 7 
0.3 8.710 - 4 1.010 -3 2.310 - 6 6.410 - 6 1.610 - 7 6.010-7 
0.5 7.010 - 4 4.810 - 4 6.710 - 7 1.210 - 6 5.410 -8 l.410 -7 
0.7 4.910 -4 1.710 -4 2.710-6 2.610 - 6 1.710 -7 2.610 -7 
0.9 1.910 - 3 2.010 - 4 2.510 -6 8.810 - 7 1.810 - 7 9.310 -8 
0.9999 5.110 -3 5.110-7 3.910 - 6 1.810 - 9 6.010 - 8 4.810 -11 
.... ----------------------------------... 
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The numerical inversion of the error function, equation (3.2), can be based 
on formula 26.2.23 of [1], where the inversion is written in terms of the function 
Q(x) = 1 erfc(x//2). The equation Q(xp) = p is considered with 0 < p ~ 
0.5, but symmetry of the Q-function can be used for 0.5 < p < I . In [3, 7] 
more results can be found on the inverse of the error function. 
Inversion of the incomplete gamma functions is considered in [ 1] in terms 
of the chi-square distribution (see formulas 26.4.16-18). In [2] an algorithm 
is published (in Fortran). In [4] several algorithms are discussed. In [5] an 
algorithm in Fortran is given for the incomplete gamma functions and their in-
verses. In [6] asymptotic methods are used; in our notation: ( 1.3) is considered 
for small values of q , with a fixed. These results can be used in addition to 
our results when q is small and a E (0, 2), say. 
7. GENERALIZATIONS 
The method described in the previous sections can be applied to other cu-
mulative distribution functions. Consider the function 
(7.1) 
where a > 0 and 17 E IR. We assume that f is an analytic function in a domain 
containing the real axis, and that f is positive on IR with the normalization 
f(O) = 1 . In [9] it is shown that several well-known distribution functions can 
be written in this form, including the incomplete gamma and beta functions. It 
is also shown that the representation 
(7.2) Fa(11) = t erfc(-17 rafj.)Fa( oo) + Ra(17) 
holds, where Ra(17) can be expanded as in (2.4)-(2.5). Fa(oo) is the complete 
integral, and can be expanded in the form 
(7.3) 
00 An Fa ( oo) ,...., " - as a -+ oo , Ao = 1. ~an 
n=O 
By dividing both sides of (7.1) by Fa(oo), we obtain a further normalization, 
which is typical for distribution functions. 
The inversion of the equation Fa ( 17) /Fa ( oo) = q , with q E [O, 1] and a a 
given (large) number, can be performed as in the case of the incomplete gamma 
functions. As in (3.2), let 170 be the real number satisfying the equation 
1 erfc(-11orafi.) = q. 
Then the desired value 17 is written as in (3.3), and an expansion like (3.4) 
can be obtained by deriving the differential equation (3.8), with f of (7.1) and 
P(a) replaced with Fa(oo). 
From [9] it follows that the incomplete beta function defined as 
fx(p,q)= I (tP- 1(1-t)q-ldt, xE[0,I],p>0,q>0, 
B(p,q)}o 
with B(p, q) = r(p)f(q)/r(p + q), can be inverted in this way. The large 
parameter is a = p + q , and the inversion method described above holds for 
the case that both p and q are large. That is, a representation as in ( 7 .1) and 
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(7.2) can be given when the beta density is not too skew. The condition on p 
and q is: when we write 
p = a sin2 e ' q = a cos2 e ' O<O<tn, 
then () should be bounded away from 0 and !n. 
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