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Abstract
Twenty years of extensive research has yet to produce a general consensus on the
origin of high temperature superconductivity (HTS). However, several generic char-
acteristics of the cuprate superconductors have emerged as the essential ingredients
of and/or constraints on any viable microscopic model of HTS. Besides a Tc of order
100K, the most prominent on the list include a d-wave superconducting gap with Fermi
liquid nodal excitations, a d-wave pseudogap with the characteristic temperature scale
T ∗, an anomalous doping-dependent oxygen isotope shift, nanometer-scale gap inho-
mogeneity, etc.. The key role of planar oxygen vibrations implied by the isotope shift
and other evidence, in the context of CuO2 plane symmetry and charge constraints
from the strong intra-3d Coulomb repulsion U , enforces an anharmonic mechanism in
which the oxygen vibrational amplitude modulates the strength of the in-plane Cu-Cu
bond. We show, within a Fermi liquid framework, that this mechanism can lead to
strong d-wave pairing and to a natural explanation of the salient features of HTS.
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Great strides towards understanding HTS have been made during the last twenty years of
intense experimental and theoretical research on cuprate superconductors [1], [2]. However,
there is no general consensus on the origin of HTS. Especially there is no report on a specific
microscopic pairing mechanism that is capable of encompassing the complex phenomenology
of the superconducting and normal states consistently in one theoretical model.
Among the highly unconventional properties of the cuprate superconductors are the d-
wave symmetry of the superconducting gap [3] and the presence of a pseudogap also with
d-wave symmetry [4]. Theoretical insight is provided by study of the low-energy excitations
around the node in the d-wave gap, where disparate low-temperature experiments including
specific heat [5], transport [6], [7], [8], [9], [10], [11], and penetration depth [12], together with
angle-resolved photoemission spectroscopy (ARPES) [13] can all be interpreted in terms of
a Fermi liquid description. This suggests the plausibility of a broadly BCS framework [2],
of which an important consequence is that the large on-site Coulomb repulsion U [14] does
not enter into d-wave pairing to first order.
In conventional superconductivity the isotope exponent α has been key in signalling the
role of phonons in the pairing mechanism. HTS exhibits a universal, anomalous doping-
dependent isotope shift [15], [16] which shows that phonons are again playing a key role, but
in some unconventional manner, and any viable microscopic model must be able to account
for this. A further challenge to theory is the recently observed spatial inhomogeneity of the
gap at the nanometer scale [17].
Recently interest in the role of electron-phonon coupling has been rekindled by mounting
experimental support, which, in addition to the isotope shift, includes electronic Raman
scattering, [18], [19], ARPES [20], [21], [22], [23], inelastic neutron scattering [24], x-ray
absorption fine structure [25], low-temperature STM/STS [26], and isotope effect in pen-
etration depth measurements [27]. Extensive theoretical studies [28], [29], [30] [31], [32],
[33], [34], [20], [35], [36] have shed light on the relevance of electron-phonon interaction in
understanding HTS.
Here, in re-examining phonon coupling, we find a novel microscopic pairing mechanism
which can indeed explain the essence of HTS phenomena: high Tc’s, d-wave pairing, d-
symmetry pseudogap, anomalous isotope shift, and nanoscale gap inhomogeneity. Although
the effects of U are manifested [14], here we shall focus on interactions directly responsible
for pairing, allowing for U indirectly by decoupling from on-site charge fluctuations. We
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FIG. 1: (a) The unit cell in the CuO2 plane, with Cu atoms (yellow) and O atoms (red), showing x,
y, and z vibrational modes (arrows). (b) The Cu 3dx2−y2 and O 2px orbitals, illustrating effect of
an O z-displacement (green arrows), positive sense (top panel), and negative sense (bottom panel).
start by considering how oxygen vibrations can modify electronic motion in the CuO2 plane,
the universal active component of HTS materials. The CuO2 plane is a square lattice of
divalent Cu ions with oxygen ions located at the centers of the Cu-Cu bond (Fig. 1a). Only
the highest-lying 3dx2−y2 orbital (Fig. 1b) plays an active role, crystal field effects demoting
the other Cu 3d9 orbitals to core-like status.
Let us look at a single Cu-Cu bond between 3dx2−y2 orbitals located on atoms labeled 1
and 2 (Fig. 1). The kinetic energy associated with the unperturbed direct bond 1-2 comes,
within a one-band model, from the nearest-neighbor hopping matrix element t
he12 = −t
∑
σ
(
c+1,σc2,σ + c
+
2,σc1,σ
)
, (1)
where the c+i,σ (ci,σ) are Fermion creation (destruction) operators for Cu site i and spin σ.
The intersite hopping actually occurs via superexchange, i.e. wavefunction overlap between
the 3dx2−y2 orbital of Cu1, the intrabond oxygen 2px longitudinal with the bond, and the
3dx2−y2 orbital of Cu2 (Fig. 1b), sensitizing it to the local oxygen vibrational degrees of
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freedom (Fig. 1a). Consider the effect, sketched in Fig. 1b, of, for example, the out-of-
plane oxygen displacement z, which is to reduce the overlap between both 3dx2−y2 orbitals
and the oxygen 2px orbital, thus reducing the effective coupling t. But due to the local
centrosymmetry of the O-site, this t-reduction effect is the same irrespective of the sign of
the displacement z, so that its lowest order expression is as z2. Hence the electron-vibrator
term in the Hamiltonian must have the unusual second order form of coupling
hev12 =
v
2
z2
∑
σ
(
c+1,σc2,σ + c
+
2,σc1,σ
)
, (2)
where v is the coupling strength. This electron-vibrator coupling causes the Cu-Cu bond
strength t to fluctuate with the oxygen vibrator square amplitude z2- hence the description
Fluctuating Bond Model (FBM). The two other oxygen vibrational modes, x and y, can
also couple to the bond strength in a similar manner. In addition to coupling to the bond,
the vibrational mode x, longitudinal to the bond, can also displace charge onto the Cu1
and Cu2 sites; however since charge accumulation on the Cu sites is resisted by the large
intrasite Coulomb interaction U , we do not believe that on-site charge displacement can be
important, and ignore it in our model at the present maximally simplified stage.
The oxygen vibrational degree of freedom needs to embody an anharmonic potential
term in a theory with nonlinear electron-vibrator coupling, e.g. for the z-mode the vibrator
Hamiltonian should have the form
hv12 =
p2z
2m
+
1
2
mω20z
2 +
w
8
z4, (3)
where a fourth-order potential with coefficient w (again, centrosymmetry is used to eliminate
a cubic term) has been included, in addition to the conventional harmonic terms in which
pz is oxygen momentum, m effective mass, and ω0 the harmonic vibrator frequency. The
potential may be a flattened well or a double well, depending on the sign of ω20 (see Fig.
2a). A quartic anharmonic potential is not unique in perovskite physics, a similar potential
plays a key role in the theory of ferroelectricity [37].
In the following the FBM Pairing Interaction will be derived systematically. First, we
give a non-rigorous argument leading to a physical picture of the pairing by completing the
square in the highest-order interaction. Introducing the compact notation X12 as the bond
order operator, describing the strength of the Cu1-Cu2 electronic coupling,
X12 =
∑
σ
(
c+1,σc2,σ + c
+
2,σc1,σ
)
, (4)
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FIG. 2: Left (a): Bare oxygen anharmonic potential (3) full (dashed) curves with positive (negative)
harmonic coefficient mω20. Right (b): Binding of two quasiparticles (e.g. holes h) in a Cu-Cu bond,
as given by Eq. (5).
and completing the square (classically valid in the Fig 2a double well case when −mω20 >>
v 〈X12〉)
w
8
z4 +
vz2
2
X12 =
w
8
(
z2 +
2v
w
X12
)2
− K
2
X212, (5)
we find a new, attractive electron-electron (or hole-hole) interaction in the intra-bond
channel, of strength K, where K = v2/w. K is the key interaction in the FBM. Because
the interaction K acts via the bond operator X12, it is seen from the form X
2
12 to lie in the
intra-bond channel (see Fig. 2b) as opposed to being on-site, and with the y-bond included
the Fourier transform of the interaction leads to the d-wave factor cos qx − cos qy, resulting
in pairing and pseudogap phenomena of d-wave symmetry. There is experimental evidence
for linking the HTS pairing mechanism with the oxygen z-vibrational mode: if the vibrator
is localized in the z-direction by large static CuO2 plane buckling [38], Tc is reduced and
can go to zero. Hence a key role in pairing must indeed be played by the oxygen degree of
freedom.
We are now ready to write down the complete FBM Hamiltonian, as a sum of electronic,
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vibrator, and coupling terms:
HFBM = He +Hv +Hev. (6)
Here the electronic term includes hopping over longer ranges than the nearest neighbor
hopping considered in Eq(1):
He = −1
2
∑
i,j,σ
t (i− j) c+i,σcj,σ, (7)
where i denotes the 3dx2−y2 orbital on lattice site i = (ix, iy) in the 2D square lattice of
Cu ions. The strongest interaction is the nearest neighbor hopping integral t(±1, 0) =
t(0,±1) = t, followed by the next-nearest neighbor interaction t(±1,±1) = t′, and then the
3rd-nearest neighbor interaction t(±2, 0) = t(0,±2) = t′′. The band eigenvalues ǫk of (7)
are ǫk = −2t(cos kx + cos ky) −4t′ cos kx cos ky −2t′′(cos 2kx + cos 2ky) in units where lattice
constant= 1.
In the vibrational term
Hv =
∑
i,α
[
1
2m
p2i,α +
mω20
2
x2i,α +
w
8n
(
x2i,α
)2]
, (8)
the bonds are relabelled for greater notational convenience, in terms of a Cu site i and a
direction α = x or y away from i in the positive axis direction. The vibrational modes are
approximated as local (Einstein) and isotropic. The notation p2, x2 implies
∑
s p
2
s,
∑
s x
2
s
where s is polarization (s = transverse to plane, longitudinal to bond, or in plane transverse
to bond). The mode degeneracy is n.
The bond order operators are defined using the same bond notation
Xi,α =
∑
σ
[
c+i,σci+x̂α,σ + c
+
i+x̂α,σ
ci,σ
]
, (9)
where x̂α is a unit vector along the direction α. In terms of these, the coupling Hamiltonian
is
Hev =
v
2
√
nns
∑
i,α
x2i,αXi,α. (10)
The prefactor includes a spin degeneracy ns.
To solve the FBM we shall in this paper use the standard weak-coupling approach, based
on an electron gas as the unperturbed system. To develop a perturbation expansion in the
absence of the Migdal theorem in HTS [3], we adopt the 1/N expansion technique, where
6
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FIG. 3: (a) The interaction between two pairing quasiparticles k and −k, exchanging momentum
q and frequency ωn, is a product of d-wave form factors ξ
2
k,k+q (yellow circles) and potential
propagator V (q, ωn)(b) First approximation to V based on v
2× two-boson propagator. Dashed
lines represent single vibrator (boson) propagator, red circles electron-boson interaction v. (c) The
leading-N self-energy corrections to V (see analogous corrections in the heavy fermion problem
[41]) come from boson-boson interaction w and v2× Response Function Rdd. Full lines represent
fermion quasiparticle propagator. Green square represents boson-boson interaction w, fermion lens
is response Function Rdd.
N is degeneracy, e.g. orbital or spin degeneracy. The 1/N expansion works well e.g. for
the Kondo problem [39], the results remaining physical down to spin degeneracy N = 2.
Here we systematically co-expand in the inverse of the mode degeneracy n and the spin
degeneracy ns using a path integral approach [40] (see supplementary material), meaning
by expressions such as ”1/N” the joint orders 1/n and 1/ns.
The interaction which scatters a pair (k,−k) to (k+ q,−k− q) (Fig. 3) differs from
the usual single phonon propagator structure in BCS, because there is no single electron-
phonon interaction term in the FBM Eq’s (6-10). The structure is instead a two-boson
propagator (Fig. 3b) with self-energy insertions, the leading-N self energy involving the
boson-boson interaction w and v2× a fermion response function (Fig. 3c). Because the
response function can go from bond α = x or y to bond β = x or y it is a 2 × 2 matrix.
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FIG. 4: The Fluctuating Bond field after projecting out s-fluctuations has d-symmetry, with (left
panel) O-amplitude (dumbells) large in y-bonds, small in x-bonds, the reverse in right panel. Panels
also illustrate opposite phases of the static d-wave CDW (18).
The matrix can be simplified by noticing the dramatic divergence produced by the self-
energy insertions at small transferred wavevector q. This small-q divergence comes from
fluctuations having d-wave symmetry, the s-wave part being nonsingular and uninteresting.
Therefore, our simplifying procedure is to reduce the 2 × 2 propagator matrix to a scalar
by projecting out s-symmetry charge fluctuations and retaining only the d-symmetry ones,
the projection procedure being implemented in path integral formalism (see supplementary
material). The vibrator amplitude/X-operator fluctuations around each Cu site now form a
dx2−y2-like pattern (see Fig. 4). This selection of the d-channel has the additional physical
merit that charge flow into and out of each Cu site is balanced (Fig. 4), i.e. there is zero
net site charge accumulation, compatible with the accepted large Coulomb repulsion U on
each site, which inhibits such charge fluctuations.
The FBM pairing propagator Γ(k,q, n) (Fig. 3) for scattering a pair from (k,−k) to
(k+ q,−k− q) is now given (for a full derivation see supplementary material) by the Fig.
3 graphs as a product of d-wave form factors and a 2-phonon potential propagator V(q, n)
Γ(k,q, n) = |ξk,k+q|2V(q, n), (11)
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where the d-type form factor (coming from the form factor of the bond operator X) is
ξk,k′ =
1
2
[
cos (kx) + cos (k
′
x)− cos (ky)− cos
(
k′y
)]
, (12)
and the potential propagator (dropping a zero-frequency term, only significant at tempera-
tures above those of interest) is
V(q, n) =
−4n−1s Kω2afq
ω2n + 4ω
2 + 4ω2afq
[
1
2
−KRdd(q, n)
] . (13)
Here ωn = 2πnkBT is the Matsubara frequency (Fourier component with respect to imag-
inary time), T =temperature, kB =Boltzmann’s constant, and we introduce definitions of
the total vibrator frequency ω, the mean field harmonic vibrator frequency ωh, and the
anharmonic component of the vibrator frequency ωa
ω2 = ω2h + ω
2
a, (14)
ω2h = ω
2
0 +
v
m
〈Xi,α〉 ,
ω2a =
w
2m
〈
x2i,α
〉
=
w
4m2ω
coth
(
ω
2kBT
)
.
In the denominator of (13) we can identify (in square brackets) the two terms in the self
energy (Fig. 3c), the positive one coming from w, and the negative one coming from v2Rdd.
The other two terms are the inverse of the two-boson propagator (Fig. 3b) with characteristic
frequency 2ω (a frequency up-shifted by the single-boson self energy). The form factor fq is
defined by fq =
1
2
[cos2 (qx/2) + cos
2 (qy/2)] , and the dd Response Function Rdd is defined
in the normal state as
Rdd(q, n) = −
∑
k
f(ǫk)− f(ǫk+q)
iωn + ǫk − ǫk+q ξk,k+qξk+q,k, (15)
where f(ǫk) is the Fermi function. The dd Response Function (RF) is a generalization of
the density-density RF. The presence of the ξ-factors shows that the RF can be interpreted
as the d-symmetry density response to a d-symmetry perturbation. At long wavelengths,
the RF is decoupled from the on-site fluctuations of s-symmetry, hence it is decoupled from
the strong on-site Coulomb repulsion U .
The modified 2-phonon interaction V(q, n) can diverge at low frequency and small q, at
significant values of the interaction K, due to the largeness of Rdd when the Fermi level lies
at the energy ǫSP of the saddle points (SP) (or ”antinodal points”) at k = (π, 0) and (0, π)
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in the band structure, signaling the emergence of a 2-phonon bound state. The same SP
effect causes a peak, the van Hove singularity, in the density of states (DOS) at energy ǫSP .
In this situation the superconducting gap acts, through controlling the magnitude of Rdd,
to regularize the divergence.
Let us now look at the leading-N gap equation at Tc
∆(k,n) = −T
∑
k′,n′
ξ2k,k′V(k− k′, n− n′)G2 (k′,n′)∆ (k′,n′) , (16)
where ∆ (k,n) is the gap and G2 (k,n) = (ν
2
n + ǫ
2
k)
−1
.
In standard BCS theory, G2 gives rise to a log divergence in T , which results in a solution
to the gap equation with the well-known standard BCS formula for Tc exponential in the
inverse coupling constant. In contrast, in the FBM there is the stronger divergence in
V(q, m), which tends to peg Tc at the temperature where the divergence disappears. Since
this temperature is defined by the denominator in V(q, m), in which no degeneracy factor ns
appears, it is a leading-N formula. Hence we are justified in neglecting the second Eliashberg
equation involving electronic mass renormalization (Z-factor) as a 1/N correction.
Solving the gap equation, we always find a dx2−y2-wave gap ∆ (k,n) due to the ξ
2
k,k′ factors
- originating in the FBM pairing interaction being localized on a bond (Fig. 2b) - and to
the largeness of the V (q, n) at small q. In Fig. 5a we present some results for Tc and oxygen
isotope shift (the technique used was to solve at finite gap using Fast Fourier Transform
(FFT) techniques [42], and extrapolate to zero gap) as a function of doping. The results
show the standard hump in Tc as function of doping, and a very dramatic minimum in the
isotope shift going down to almost zero around the Tc-maximum, while going up to values
above the BCS α = 0.5 on the underdoped side. In Fig. 5b we present experimental results
for the ”universal” isotope shift behavior found for several materials [15], [16] along with the
widely used ”universal” empirical formula for Tc [43]. It is seen that there is a remarkable
semiquantitative agreement between theory and experiment, which is especially remarkable
as the isotope shift in BCS theory is quite robust.
The explanation for the hump in Tc as a function of doping in the FBM, is that the
density of states and the RF peak around the point where the Fermi energy coincides with
the band structure energy ǫSP at the SP. At this point a zero in the denominator of the
pairing interaction V(q, m) is more readily obtained, while high DOS always favors pairing.
The phonon parameters in Fig. 5 have been selected so that the phonon frequency is
10
-0.10 -0.05 0.00 0.05
0
50
100
150
200
0.00
0.50
1.00
1.50
BCS α
α
0
T c
 
(K
)
p-p0
 T
c
0
 (K)
 α
0
FIG. 5: (a) Left panel. Transition temperature Tc and oxygen isotope shift α
0 vs. doping p,
relative to doping p0 at max. Tc, from gap equation (16). Parameters t = 0.25 eV, t
′ = −0.06 eV,
t′′ = 0.0325 eV, K = 0.48 eV, ωa = 0.05 eV, ωh = 0.015 eV. Phonon frequencies in this range are
reported by ref’s [18]-[25](b) Right panel. Experimental transition temperature and isotope shift.
Full curve, empirical Tc-doping relation Tc = Tc, max(1 − 82.6 (p− p0)2) [43]. Points are oxygen
isotope shift measurements for YBCO-based and Bi-2212 cuprate superconductors [16].
mainly of anharmonic origin, i.e. a mainly quartic potential (see Fig. 2a), when the zero
in the denominator of V(q, n) is mass-independent (ωa factors out), hence the extremely
low isotope shift. As the Fermi energy moves away from ǫSP , the DOS drops and the FBM
divergence in the pairing interaction tends to disappear, with a resumption of more normal
BCS isotope shift.
As well as driving pairing, the coupling K can also produce static distortions. The 2-
phonon interaction w can be renormalized to w˜ by summing a somewhat more extended set of
leading-N Feynman diagrams than those in Fig. 2. w˜ is found to contain the proportionality
factor
w˜ ∼ 1
2
−KRdd(q, n), (17)
leading to a zero in the long-wavelength w˜ at a temperature Tmf . Below Tmf there is
symmetry-breaking in the system, which can be likened to the presence of an Ising pseodospin
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in each unit cell. The symmetry breaking can be described in real space as a local splitting
of the nearest-neighbor hopping integrals t, tx 6= ty, and in k-space as a splitting of the
saddle point energies at the k-points X and Y, ǫXSP 6= ǫYSP .
An ordered pseudospin structure has been sought in the form of a 1D d-wave CDW [44],
with the Ansatz
u2i =
2
√
nns
v
χQ cos(Q.i), (18)
where
u2i =
1
2
(
x2i+x̂/2 + x
2
i−x̂/2 − y2i+ŷ/2 − y2i−ŷ/2
)
, (19)
and Q = (Qx, Qy) is the CDW wavevector. The d-wave nature of the CDW is seen in that
the expression (19) corresponds to a static distortion of the type represented in Fig. 4.
The propagator G(k, n), in a standard approximation where the self-energy is second
order in χQ, is given by
G(k, n) =
1
iνn − ǫk − χ2QΦ(k, n)
, (20)
with
Φ(k, n) =
1
4
[
ξ2k,k+Q
iνn − ǫk+Q +
ξ2k,k−Q
iνn − ǫk−Q
]
. (21)
By calculating the free energy, the wavevector Q was determined by energy minimization.
The direction of Q is found to lie along the x- or y- axis, Q = (Q, 0), or = (0, Q). The CDW
is found to be stable - relative to the uniformly-polarized (but presumably disordered) state
- below a temperature TCDW , which is plotted in Fig. 6, a stability mostly confined to the
underdoped side. Q in this region closely tracks the nesting wavevector between the two
pieces of Fermi surface at X or Y in the band structure (inset Fig. 6). Note the discrepancy
in the empirical K-value between Figures 5 and 6. A large hidden negative contribution
to the empirical K can be assumed from the nearest-neighbor Coulomb repulsion V . In a
superconducting context, Coulomb interactions are reduced to a lower value V ∗ by off-shell
scattering, while there is no such effect for the static CDW. Hence the CDW effective K
should be less attractive, with the two K-values differing by roughly V − V ∗.
The CDW-induced modification to the energy band structure can be seen by looking at
the poles in the propagator G(k, n) lying at low energy. Suppose that ǫk and ǫk+Q lie near
the Fermi level (k and k +Q are 2 points related by nesting), when ǫk−Q will typically lie
far away so only the term in ǫk+Q in Φ diverges. Then the poles are approximately at
iνn = ǫF ± 1
2
χQξk,k+Q → ǫF ± χQ, (22)
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FIG. 6: TCDW (blue circles) calculated from stability boundary of CDW relative to uniform so-
lution. Tc (magenta triangles) and α (green triangles) calculated in presence of CDW from LG
equation. Inset shows nesting wavevector Q at point X = (pi, 0) in BZ. Parameters as Fig. 5,
except K = 0.23 eV in TCDW calculation (see text).
where ξk,k+Q ≃ ±2. An identical argument can be made for the case of scattering from k to
k−Q. Hence we see that χQ is the gap opened up by the breakdown in long range order
caused by the CDW - it is a form of pseudogap. The factor ξk,k+Q, which is approximately
cos kx− cos ky at the small Q of interest, shows the presence of a d-wave symmetry factor in
this gap. Because of nesting factors, the gap is not symmetric in X vs. Y, but full symmetry
in k-space will reappear on averaging over spatial domains Q =(Q, 0), or = (0, Q).
We tentatively identify the CDW gap as the d-wave pseudogap seen in the HTS materials,
and identify TCDW with T
∗. Experimental studies show a highly inhomogeneous spatial
variation of the gap [17], apparently controlled by the oxygen dopant distribution, which
we interpret as a strongly impurity-pinned CDW. The regions where the gap is maximal
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(75 meV - our χQ ≃ 60 meV), but with little sign of superconducting coherence peaks, are
interpreted as the peaks in the CDW amplitude. The length scale ≃ 40 A˚ observed is similar
to that predicted from Q.
We need to estimate the interaction between the two order parameters, superconducting
and CDW. We calculate the CDW order parameter on the basis of the normal state, as-
suming that always TCDW > Tc (T
∗ > Tc), for which there is supporting evidence [45]. The
superconducting phase - due to its small coherence length ξ ∼ 2 nm - can coexist with the
competing CDW phase [46]. We shall here describe the inhomogeneous two-order param-
eter coexistence phase in an approximate manner using a form of Landau-Ginzburg (LG)
approach. The approach does not take into account local distortion of the superconducting
order parameter by the CDW (local distortions average out, leaving perfect d-wave, over a
CDW wavelength).
The LG expression for the superconducting free energy takes the form
F =
a
2
(∇∆)2 + b
2
(
T − T 0c
)
∆2 +
1
2
∆2f
(
χ2 (x)
)
, (23)
where χ (x) is the CDW order parameter
χ (x) = χQ cos (Q.x) ; Q 6= 0, χ = χ0/
√
2; Q = 0, (24)
∆(x) is the superconducting gap, a and b and are LG parameters, T 0c is the transition
temperature in the absence of the CDW order parameter, and f is a coupling function
between the two order parameters.
In the absence of CDW order the coherence length is given by the standard formula
ξ0LG =
√
a/bT 0c = 0.739ξ
0
BCS; the BCS coherence length ξ
0
BCS is assumed to follow BCS
scaling relative to the known coherence length of the HTS. The function f is determined
from solving the gap equation as a function of a spatially uniform CDW amplitude χ0, the
input being the splitting tx − ty = χ0 in nearest-neighbor hopping integral. To limit order
parameter distortion, a cutoff on the maximum χ is inserted, which however does not affect
the conclusions.
Differentiating the free energy w.r.t. ∆ we get the Schrodinger-like equation (SE) for the
gap
−a∇2∆+ V (x)∆ = ǫ∆, (25)
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where V (x) = f (χ2 (x)) − bT 0c , ǫ = −bT . The lowest energy ǫ solution represents the
highest global transition temperature Tc = T . The procedure is then to (1) solve for the
CDW amplitude and wavevector, (2) calculate the effect on Tc of a given magnitude of
uniform order parameter, and then (3) solve the SE for the transition temperature.
The results are shown in Fig. 6. We see that there is a significant reduction in Tc coming
from the effect of the CDW. The isotope shift still has the same qualitative behavior, but
with less variation - because χ0 provides an additional perturbation competing with the
effect of chemical potential. The STM results[17] might be more compatible with a 2D
CDW than the 1D CDW assumed in this paper, and indeed tentative results for a 2D CDW
show much less Tc-reduction, and enhanced isotope shift variation, but in the absence of
pinning the 1D CDW is found to be more stable than the 2D one.
In the strong coupling limit, where the effect ofK is larger than the effect of t, preliminary
studies suggest that the FBM can produce a striped phase and a transition to an insulating
state. Combined with U , a true Mott transition involving magnetism can result, leading to
an RVB-like state.
We believe that this work constitutes a breakthrough in finding a natural phonon-based
mechanism capable of generating a d-wave superconducting gap, a d-wave pseudogap, and
giving the type of behavior of Tc, T
∗, and isotope shift similar to that observed experimen-
tally. The expected inhomogeneity of the order parameter is also observed [17]. Quantitative
comparisons should bear in mind that the current picture is a highly simplified single band,
single interaction parameter one. A future program of work comprises a rather long list,
including first principles substantiation of the anharmonic oxygen potential and coupling to
the electronic degrees of freedom, inclusion of the oxygen 2p-bands, calculation of spectro-
scopic properties such as the superconductivity-induced shift in vibrator frequency, and the
phonon peaks seen in tunneling spectroscopy of the superconducting state, together with
understanding the fundamental energy balance - possibly unconventional - underlying HTS.
A better understanding of the CDW order and its interaction with superconductivity should
be obtained from a more detailed coherent, quantum-mechanical, theoretical approach.
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