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ROTA-BAXTER OPERATORS ON GENERALIZED POWER SERIES
RINGS
LI GUO AND ZHONGKUI LIU
Abstract. An important instance of Rota-Baxter algebras from their quantum field the-
ory application is the ring of Laurent series with a suitable projection. We view the ring
of Laurent series as a special case of generalized power series rings with exponents in an
ordered monoid. We study when a generalized power series ring has a Rota-Baxter oper-
ator and how this is related to the ordered monoid.
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1. Introduction
Let R be a unitary commutative ring. A Rota-Baxter R-algebra (of weight -1) is an
associative R-algebra A together with a linear operator P : A→ A such that
(1) P (x)P (y) = P (xP (y)) + P (P (x)y)− P (xy), ∀ x, y ∈ A.
Since its introduction by G. Baxter [4] in 1960 from his probability study, it has been
studied by many authors such as P. Cartier, A. Connes, D. Kreimer, J.-L. Loday and
G.-C. Rota, in connection with combinatorics, mathematics physics, operads and number
theory [1, 2, 3, 5, 6, 7, 10, 11, 15, 16, 17, 18, 19, 20, 21, 24, 29, 30]. A simple but important
example of a Rota-Baxter algebra is the algebra of Laurent series
R[[ε, ε−1] =
{
∞∑
n=k
anε
n
∣∣ an ∈ R,−∞ < k <∞
}
where the Rota-Baxter operator is the projection
P (
∞∑
n=k
anε
n) =
∑
n<0
anε
n.
See [6, 7, 8, 12, 13] for its application in the renormalization of quantum field theory.
A natural algebraic setting to view the ring of Laurent series is to regard it as a special
case of generalized power series rings with exponents in a strictly ordered monoid. They
have been studied extensively since the 1990s [14, 23, 22, 25, 26, 27, 28]. In this context,
the above operator P is obtained as a cut-off operator (whose general definition will be
given in Section 3) at the point 0 of the ordered monoid (Z,≤): Let
P (
∞∑
n=k
anε
n) =
∞∑
n=k
aˇnε
n,
then
(2) aˇn =
{
an, n < 0,
0, n 6< 0
1
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Motivated by this connection, we naturally ask when a cut-off operator in a generalized
power series ring is a Rota-Baxter operator. As it turns out, the answer to this question
is related to a more general study of the relationship between Rota-Baxter algebras and
algebras of generalized power series. We will present our findings in Section 2. In particular,
we show that a decomposition of the monoid gives a Rota-Baxter operator on the algebra
of generalized power series. This gives a quite large class of Rota-Baxter algebras. This
also generalizes the classical construction of Rota-Baxter operator on a semigroup algebra
from a decomposition of the semigroup. Then in Section 3, we use these general results to
deduce the answer to our question above.
2. Decomposition in generalized power series rings
We recall the concept of a strictly ordered monoid. See [14, 23, 22, 25, 26, 27, 28] for
further details. By an ordered set, we will mean a partially ordered set. An ordered set
(S,≤) is called artinian if every strictly decreasing sequence of elements of S is finite, and
is called narrow if every subset of pairwise order-incomparable elements of S is finite. Let
S be a commutative monoid. Unless stated otherwise, the operation of S shall be denoted
additively, and the neutral element by 0.
An ordered monoid (S,≤) is called a strictly ordered monoid if for s, s′, t ∈ S and
s < s′, we have s + t < s′ + t. Let R be a commutative ring. Let [[RS,≤]] be the set of all
maps f : S −→ R such that the ordered set supp(f) = {s ∈ S|f(s) 6= 0} is artinian and
narrow. With pointwise addition, [[RS,≤]] is an abelian additive group. For every s ∈ S
and f, g ∈ [[RS,≤]], let
Xs(f, g) = {(u, v) ∈ S × S|s = u+ v, f(u) 6= 0, g(v) 6= 0}.
It follows from [27, 1.16] that Xs(f, g) is finite. This fact allows us to define the operation
of convolution:
(fg)(s) =
∑
(u,v)∈Xs(f,g)
f(u)g(v).
With this operation, and pointwise addition, [[RS,≤]] becomes a commutative ring, which
is called the ring of generalized power series. The elements of [[RS,≤]] are called
generalized power series with coefficients in R and exponents in S.
For example, if S = N ∪ {0} and ≤ is the usual order, then [[RN∪{0},≤]] is isomorphic
to R[[x]], the usual ring of power series. If S is a commutative monoid and ≤ is the
trivial order, then [[RS,≤]] = R[S], the monoid-ring of S over R. If S = Z and ≤ is the
usual order, then [[RZ,≤]] is isomorphic to R[[x, x−1], the usual Laurent series ring. Further
examples are given in [25, 27]. Results for rings of generalized power series can be found in
[14, 22, 25, 26, 27, 28].
Let S be a monoid with subsets S1 and S2 and the disjoint union
S = S1
•
∪ S2.
Define a map P : [[RS,≤]] −→ [[RS,≤]] via
(3) P (f)(s) =
{
f(s) s ∈ S1
0 s ∈ S2
∀f ∈ [[RS,≤]].
Note that supp(P (f)) ⊆ supp(f). So supp(P (f)) is artinian and narrow. Thus P (f) is
indeed in [[RS,≤]].
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Theorem 2.1. ([[RS,≤]], P ) is a Rota-Baxter algebra if and only if S1 and S2 are subsemi-
groups of S.
Proof. (⇒) Suppose that S1 and S2 are subsemigroups. For any f, g ∈ [[R
S,≤]] we will verify
(4) P (f)P (g) = P (fP (g)) + P (P (f)g)− P (fg).
To check this for s ∈ S, we consider the two cases of s ∈ S1 and s ∈ S2.
Case 1. Suppose that s ∈ S1. Then
P (fP (g))(s) = (fP (g))(s) =
∑
(u,v)∈Xs(f,P (g))
f(u)P (g)(v)
=
∑
(u,v)∈Xs(f,P (g))
v∈S1
f(u)P (g)(v) =
∑
(u,v)∈Xs(f,g)
v∈S1
f(u)g(v),
P (P (f)g)(s) = (P (f)g)(s) =
∑
(u,v)∈Xs(P (f),g)
P (f)(u)g(v)
=
∑
(u,v)∈Xs(P (f),g)
u∈S1
P (f)(u)g(v) =
∑
(u,v)∈Xs(f,g)
u∈S1
f(u)g(v),
(P (f)P (g))(s) =
∑
(u,v)∈Xs(P (f),P (g))
P (f)(u)P (g)(v)
=
∑
(u,v)∈Xs(P (f),P (g))
u∈S1,v∈S1
P (f)(u)P (g)(v) =
∑
(u,v)∈Xs(f,g)
u∈S1,v∈S1
f(u)g(v).
Since S2 is a subsemigroup, we have {(u, v) ∈ Xs(f, g)|u, v ∈ S2} = ∅. Thus
P (fg)(s) = (fg)(s) =
∑
(u,v)∈Xs(f,g)
f(u)g(v)
= P (fP (g))(s) + P (P (f)g)(s)− (P (f)P (g))(s).
Case 2. Suppose that s ∈ S2. Then
(P (f)P (g))(s) =
∑
(u,v)∈Xs(P (f),P (g))
P (f)(u)P (g)(v) =
∑
(u,v)∈Xs(P (f),P (g))
u,v∈S1
P (f)(u)P (g)(v) = 0
since S1 is a subsemigroup. By the definition of P , we also have
P (fP (g))(s) = P (P (f)g)(s) = P (fg)(s) = 0.
Thus
P (fg)(s) = P (fP (g))(s) + P (P (f)g)(s)− (P (f)P (g))(s).
Therefore Eq. (4) is verified and ([[RS,≤]], P ) is a Rota-Baxter algebra.
(⇐) Conversely, suppose that S1 or S2 is not a subsemigroup of S. We show that P is
not a Rota-Baxter operator.
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Case 1. Suppose S1 is not a subsemigroup of S. Then there exist u, v ∈ S1 such that
u+ v 6∈ S1. Thus u+ v ∈ S2. For w ∈ S, define ew ∈ [[R
S,≤]] by
ew(s) =
{
1, s = w,
0, s 6= w.
Then we have
P (eu)(s) =
{
eu(s), s ∈ S1
0, s ∈ S2
=
{
1, s = u
0, s 6= u
= eu(s).
Thus P (eu) = eu. Similarly P (ev) = ev. Hence
(P (euP (ev)) + P (P (eu)ev)− P (euev))(u+ v) = P (euev)(u+ v) = 0
since u+ v ∈ S2. On the other hand,
(P (eu)P (ev))(u+ v) = (euev)(u+ v) =
∑
(u′,v′)∈Xu+v(eu,ev)
eu(u
′)ev(v
′) = 1.
Thus P (eu)P (ev) 6= P (euP (ev))+P (P (eu)ev)−P (euev). So ([[R
S,≤]], P ) is not a Rota-Baxter
algebra.
Case 2. Suppose S2 is not a subsemigroup of S. If ([[R
S,≤]], P ) were a Rota-Baxter
algebra, then as is well-known, ([[RS,≤]], P˜ ) is also a Rota-Baxter algebra. Here
P˜ : [[RS,≤]] −→ [[RS,≤]]
is defined by
P˜ (f)(s) = ((id− P )(f))(s) =
{
0, s ∈ S1
f(s), s ∈ S2
∀f ∈ [[RS,≤]].
Applying to P˜ the only if part of the theorem that we have proved above, we conclude that
S1 and S2 are subsemigroups of S. This is a contradiction. Therefore, ([[R
S,≤]], P ) is not a
Rota-Baxter algebra. 
Recall that a semigroup S is a strictly ordered monoid with the discrete order and the
corresponding generalized power series [[RS,≤]] is simply the semigroup ring RS.
Corollary 2.2. Let S be a semigroup with a disjoint union
S = S1
•
∪ S2.
Define P : RS → RS by
(5) P (x) =
{
x, x ∈ S1,
0, x ∈ S2
Then (RS, P ) is a Rota-Baxter algebra if and only if S1 and S2 are subsemigroups of S.
Combining this corollary with Theorem 2.1, we have
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Corollary 2.3. Let S be a strictly ordered monoid with a disjoint union
S = S1
•
∪ S2.
Define P : RS → RS as in Eq. (5) and P̂ : [[RS,≤]]→ [[RS,≤]] as in Eq. (3). Then P is a
Rota-Baxter operator if and only if P̂ is a Rota-Baxter operator.
Remark 2.4. Suppose that S = S1
•
∪ S2 = T1
•
∪ T2 where Si and Ti are subsemigroups
of S, i = 1, 2. Then ([[RS,≤]], P ) and ([[RS,≤]], Q) are Rota-Baxter algebras where P and
Q are defined as in Eq. (5). It is easy to see that P ◦ Q = Q ◦ P as linear operators on
[[RS,≤]]. An ennea algebra [21] is a R-module with 9 binary multiplications that satisfy 49
relations. In [9], it is shown that the operad of ennea algebras is the black square product
of the operad of dendriform trialgebras with itself. By Corollary 2.6 in [21], an algebra with
two commuting Rota-Baxter operators of weight −1 is naturally an ennea algebra. Hence
we get an example of an ennea algebra.
3. Cut-off operators
We now study when a cut-off operator on a general power series ring is a Rota-Baxter
operator. Let w ∈ S be given. The cut-off operator at w on [[RS,≤]] is the linear operator
Pw : [[R
S,≤]] −→ [[RS,≤]] defined by
Pw(f) : S −→ R,
s 7→
{
f(s), s < w
0, s 6< w
for every f ∈ [[RS,≤]]. Clearly supp(Pw(f)) ⊆ supp(f). So supp(Pw(f)) is artinian and
narrow. Thus Pw(f) ∈ [[R
S,≤]]. Denote
Aw = {(u, v)|u, v ∈ S, u 6< w, v 6< w, u+ v < w},
Bw = {(u, v)|u, v ∈ S, u < w, v < w, u+ v 6< w}.
Proposition 3.1. Let (S,≤) be a strictly ordered monoid. Then ([[RS,≤]], Pw) is a Rota-
Baxter algebra if and only if Aw = ∅ and Bw = ∅.
Proof. Note that Pw is the operator P defined in Eq. (3) with S1 = {s ∈ S|s < w} and
S2 = {s ∈ S|s 6< w}. Then the proposition follows from Theorem 2.1 because Aw = ∅ if
and only if {s ∈ S|s 6< w} is a subsemigroup of S, and Bw = ∅ if and only if {s ∈ S|s < w}
is a subsemigroup of S. 
Corollary 3.2. Let (S,≤) be a strictly totally ordered monoid. Then ([[RS,≤]], Pw) is a
Rota-Baxter algebra if and only if w ≥ 0 and Bw = ∅.
Proof. We just need to show that Aw = ∅ if and only if w ≥ 0.
Note that since ≤ is a total order on S, s 6< t if and only if t ≤ s. If w < 0, then clearly
(w,w) ∈ Aw and, so Aw 6= ∅. Conversely suppose that (u, v) ∈ Aw. Then w ≤ u, w ≤
v, u+ v < w. Thus w + w ≤ u+ v < w and, so w < 0. 
Corollary 3.3. Consider the strictly totally ordered monoid (Z,≤). Then ([[RZ,≤]], Pw) is
a Rota-Baxter algebra if and only if w = 0, 1.
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Proof. This follows from Corollary 3.2 and the proof of Proposition 3.1 since
Bw = ∅ ⇔ {s ∈ S|s < w} is a subsemigroup of S
⇔ w = 0, 1

Thus we have recovered the Rota-Baxter algebra (R[[ε, ε−1], P ) of Laurent series that has
motivated our study.
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