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Abstract
A direct algebraic construction of a family of operational calculi for the
Euler differential operator δ = t ddt is proposed. It extends the Mikusin´ski’s
approach to the Heaviside operational calculus for the case when the clas-
sical Duhamel convolution is replaced by the convolution
(f ∗ g)(t) = Φτ
{∫ t
τ
f
( t
τ
)
g(τ)
dτ
τ
}
in C(4), where 4 is a subinterval of R+ = (0,∞), and Φ is a nonzero linear
functional on C(4). An essential difference compared with the Mikusin´ski’s
approach is the necessity to cope with the abundance of divisors of zero of
the convolutions we are considering. The basic elements of the correspond-
ing operational calculi are exhibited in explicit form. They allow effective
solution of nonlocal boundary value problems of the form
P (δ)y = f, Φ{δky} = γk, k = 0, 1, 2, ..., degP − 1
for Euler differential equations.
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1. Introduction
There are not too much attempts to develop operational calculus for
the Euler differential operator δ = t ddt . One of the first could be seen in
Bellert [1]. It is a pre-Mikusin´ski type operational calculus for the ”initial”
right inverse operator Lf(t) =
∫ t
1 f(τ)
dτ
τ of the Euler operator. In fact, it is
only an illustrative example. A Mikusin´ski-type approach to such an opera-
tional calculus is proposed in Gesztelyi [2], where the emphasis is not on the
systematic development of the techniques of the corresponding operational
calculus, but on applications in number theory. Some hints about such an
operational calculus may by traced in Elizarraraz and Verde-Star [3]. As
for boundary value problems, connected with the Euler differential equa-
tions, we could mention only the paper by Butzer and Jansche [4], where a
transform approach, based on the finite Meller transform is proposed.
Our aim here is to embrace the whole variety of the possible operational
calculi for the Euler operator for boundary value problems of Taylor type.
In this we will follow the approach of Dimovski [5] for the differentiation
operator. We believe that the developments connected with the Euler op-
erator present some interest on their own right, due to their transparence
and simplicity.
2. Taylor type boundary value problems
for Euler differential equations
In order to describe the class of boundary value problems for an Euler
differential equation
(aoδn + a1δn−1 + · · ·+ an−1δ + an)y = f (1)
with aj ∈ C, j = 0, 1, · · · , n, we consider it in Cn(R+) where R+ = (0,∞),
or in Cn(4), where 4 is a subinterval of R+. For an unification, we assume
that 1 ∈ 4. For the right-hand side function we assume f ∈ C(R+) or
f ∈ C(4).
Let Φ be a given linear functional in C(R+) or C(4). Then, as it is
well known, according to Riesz-Markov theorem the functional Φ has a
representation of the form
Φ{f} =
∫ β
α
f(τ)dµ(τ), (2)
with 0 < α ≤ β < +∞ and with a Radon measure µ(t).
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Definition 1. Taylor-type boundary value conditions for equation (1),
determined by the linear functional Φ are said to be the equations
Φ{δky} = γk, k = 0, 1, 2, · · · , n, (3)
where γk are given real or complex numbers.
We name these boundary value conditions of Taylor-type due to the
generalized Taylor formula for the Euler operator, which is a special case
of the generalization of the classical Taylor formula, due to Bittner [6] and
Przeworska-Rolewicz [7]. We need here only the special case of it for the
Euler operator.
In order to state the generalized Taylor formula for the Euler operator,
we are to assume additionally that Φ{1} 6= 0. Then, without any loss of
generality, we may assume
Φ{1} = 1. (4)
Definition 2. Denote by L the right inverse operator of δ = t ddt ,
determined as the solution of the elementary boundary value problem
δ(Lf) = f, Φ{Lf} = 0.
Obviously,
Lf(t) =
∫ t
1
f(τ)
dτ
τ
− Φσ
{∫ σ
1
f(τ)
dτ
τ
}
. (5)
Theorem 1. Let g ∈ Cn(R+) (or g ∈ Cn(4)). Then the following
identity holds:
g(t) =
n−1∑
k=0
Φ{δkg}Ak(t) + Ln(δng), (6)
where Ak(t) = Lk{1}, k = 0, 1, 2, · · · , n− 1, are polynomials.
P r o o f. The proof is elementary. In fact, (6) can be written as the
operator identity
I =
n−1∑
k=0
(
Lkδk − Lk+1δk+1
)
+ Lnδn,
where I stands for the identity operator in Cn.
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For our next considerations we will need the solution of the boundary
value problem
δy − λy = f, Φ{y} = 0, (7)
where we do not suppose necessarily Φ{1} 6= 0.
The solution of (7) will be denoted by y = Lλf , and it has the explicit
form
Lλf(t) =
∫ t
1
( t
τ
)λ
f(τ)
dτ
τ
− t
λ
E(λ)
Φσ
{∫ σ
1
(σ
τ
)λ
f(τ)
dτ
τ
}
, (8)
with E(λ) = Φτ{τλ}. The operator Lλ is said to be the resolvent operator
of the Euler operator δ = t ddt for the boundary value functional Φ.
Our next step should be to find a convolution for Lλ, i.e., a bilinear,
commutative and associative operation f ∗g in C(R+) or C(4) such that Lλ
to be a convolutional operator. Such an operation is exhibited in Dimovski
and Hristov [8].
Theorem 2. The operation
(f ∗ g)(t) = Φτ
{∫ t
τ
f
( t
σ
)
g(σ)
dσ
σ
}
(9)
is a bilinear, commutative and associative operation in C(4), such that
Lλf =
{ tλ
E(λ)
}
∗ f. (10)
P r o o f. The bilinearity and the commutativity of (9) are almost evi-
dent, and only the associativity needs a proof. First, let us take
f(t) = tµ and g(t) = tν .
Then we obtain easily
{tµ} ∗ {tν} = Φτ
{∫ t
τ
(tτ)µ
σµ
σν
dσ
σ
}
=
E(µ)tν − E(ν)tµ
ν − µ ,
where we use the denotation E(λ) = Φτ{τλ}. The function E(λ) is said to
be the Euler indicatrix of the functional Φ.
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Then it is easy to verify that
({tµ} ∗ {tν}) ∗ {tκ} = {tµ} ∗ ({tν} ∗ {tκ}),
provided µ 6= ν 6= κ 6= µ. Looking on µ, ν and κ as on variables, we
differentiate with respect to µ, ν and κ, respectively m,n and k times, and
obtain(
{tµ(ln t)m}∗{tν(ln t)n}
)
∗{tκ(ln t)k} = {tµ(ln t)m}∗
(
{tν(ln t)n}∗{tκ(ln t)k}
)
.
Then, passing to the limits µ→ +0, ν → +0 and κ→ +0, we obtain(
{(ln t)m} ∗ {(ln t)n}
)
∗ {(ln t)k} = {(ln t)m} ∗
(
{(ln t)n} ∗ {(ln t)k}
)
for arbitrary m,n, k ∈ N0. From the bilinearity of (9), we may assert that(
{P (ln t)} ∗ {Q(ln t)}
)
∗ {R(ln t)} = {P (ln t)} ∗
(
{Q(ln t)} ∗ {R(ln t)}
)
for arbitrary polynomials P,Q and R. If f, g, h ∈ C(4), then they can
be approximated almost uniformly by function of the form P (ln t), Q(ln t)
and R(ln t) respectively (according to Weierstrass’ approximation theorem).
Thus the associativity relation
(f ∗ g) ∗ h = f ∗ (g ∗ h)
is proven for arbitrary f, g, h ∈ C(4).
The proof of (10) is a matter of a direct check.
3. Mikusin´ski-type operational calculi for the Euler operator
Further, we assume again that Φ{1} = 1. As a special case of (10), we
have
Lf = {1} ∗ f (11)
and we may extend the Mikusin´ski’s approach to the operator L.
Considering C(4) as a commutative and associative algebra with the
multiplication operation (9), we are faced with the fact that in the algebra
{C(4), ∗} there may be a plenty of divisors of zero. In Dimovski [5] it is
shown how to proceed in such a case.
Let us denote by C the space C(R+) or C(4). Denote by D the subset
of C consisting of all nonzero nondivisors of zero of the convolution algebra
(C, ∗). The set D is nonempty, since at least {tλ} ∈ D for E(λ) 6= 0.
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Indeed, assume that {tλ} ∗ f = 0 for f ∈ C. By (10), we have Lλf = 0.
Since Lλ is a right inverse operator of δ−λ, then (δ−λ)Lλf = f = 0. This
means that {tλ} ∈ D for E(λ) 6= 0. It is possible a complete characterization
of D in the case of a compact interval 4, but this is not essential for our
approach. Further we follow the scheme, described in Dimovski [5] and [10].
Consider the set C × D and define the following equivalence relation in
it:
(f, g) ∼ (f1, g1)⇐⇒ f ∗ g1 = g ∗ f1. (12)
The convolution fraction fg for f ∈ C and g ∈ D is defined as the
equivalence class [(f, g)] of (12) containing the couple (f, g). It remains to
define the operations addition and multiplication of convolution fractions:
f
g
+
h
k
=
f ∗ k + g ∗ f
g ∗ k , (13)
and
f
g
· h
k
=
f ∗ h
g ∗ k . (14)
Thus the set M of the convolution fractions becomes a commutative ring.
Following the same procedure as in Mikusin´ski [9] we embed both the con-
volution algebra C and the number field C into M by the maps
χ(f) =
f ∗ g
g
, g ∈ D (15)
and
η(α) =
αf
f
, f ∈ D. (16)
The operator L, according to (11), coincides with the convolution oper-
ator {1}∗, but following the Mikusin´ski’s approach [9], we identify it with
the constant function f(t) ≡ 1 for t ∈ 4, i.e., L = {1}. As in Mikusin´ski’s
calculus, it is different from the unit element 1 of the ring of the convolu-
tion fractions M . The reciprocal element L−1 of L plays a basic role in our
operational calculus, and we denote it by S, i.e.,
S = L−1. (17)
The element S of M may be called the algebraic Euler operator. It
is applicable to each f ∈ C in the sense of the multiplication in M , i.e.,
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Sf = S · f for f ∈ C. If f ∈ C1, then to f it is applicable the ordinary Euler
operator δ = t ddt :
δf = {tf ′(t)}.
It may do not coincide with Sf . Then the exact relationship between
δf and Sf is given by the following formula, which could be called the basic
formula of the operational calculus for the Euler operator.
Theorem 3. If f ∈ C1(4), then
δf = Sf − Φ{f}, (18)
where Φ(f) is the ”numerical operator” {Φ{f}}{1} .
P r o o f. We have
L(δf) = f(t)− f(0)− Φτ{f(τ)− f(0)} = f(t)− Φ{f}.
This identity can be written as
L(δf) = f − Φ{f}L
in the ring M . It remains to multiply both sides of it by S = L−1:
δf = Sf − Φ{f}.
Corollary 1. If f ∈ Cn(4), then
δnf = Snf − Φ{f}Sn−1 − Φ{δf}Sn−2 − · · · − Φ{δn−1f}. (19)
This identity can be obtained from (18) by induction. Let us remark
that (19) in fact coincides with the Taylor formula (6) for the Euler operator
L.
Theorem 4. Let λ ∈ C be such that E(λ) 6= 0. Then
1
S − λ =
{ tλ
E(λ)
}
(20)
and
1
(S − λ)k =
{ 1
(k − 1)!
∂k−1
∂λk−1
( tλ
E(λ)
)}
, for k > 1. (21)
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P r o o f. In fact, (20) is only an alternative form of (10). Indeed, Lλf =
y is the solution of the equation δy−λy = f with boundary value condition
Φ{y} = 0. Using formula (18), we obtain Sy − λy = f , or (S − λ)y = f .
Under the assumption E(λ) 6= 0, S − λ is not a divisor of zero. Hence
y =
1
S − λf = Lλf =
{
tλ
E(λ)
}
∗ f .
Therefore
1
S − λ = Lλ =
{ tλ
E(λ)
}
.
As for (21), it can be proven by induction. Formally it could be obtained
from (20) by differentiation with respect to λ.
4. Applications for solution of Taylor-type boundary value
problems for Euler differential equations
Let us consider an Euler differential equation
(a0δn + a1δn−1 + · · ·+ an−1δ + an)y = f
in an interval 4 ⊂ R+ with 1 ∈ 4. For the brevity sake, we will write it as
P (δ)y = f,
where
P (µ) = a0µn + a1µn−1 + · · ·+ an−1µ+ an.
The coefficients of the polynomial P (µ) are, in general, complex numbers.
We assume also that a0 6= 0, i.e., that P is exactly of degree n. For the
right-hand side f we assume that f ∈ C(4).
Further, we take an arbitrary nonzero linear functional Φ in C(4). It
has the form (2).
We consider the boundary value problem
P (δ)y = f, Φ{δky} = γk, k = 0, 1, 2, · · · , n− 1, n = degP. (22)
Considering the solution y as an element of the ring of the convolutional
fractionsM , boundary value problem (22) is equivalent to a single equation.
This algebraization of the boundary value problem is done analogously to
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the procedure, used in Mikusin´ski [9]. One should use the basic formula
(19) and to substitute
δky = Sky − γ0Sk−1 − γ1Sk−2 − · · · − γk−2S − γk−1, k = 0, 1, 2, · · · , n− 1
in the equation P (δ)y = f . Thus we obtain
P (S)y = f +Q(S), (23)
where
P (S) = a0Sn + · · ·+ an−1S + an
and
Q(S) =
n∑
k=0
k−1∑
l=0
akγlS
k−l−1.
The formal solution of (23) would be
y =
1
P (S)
f +
Q(S)
P (S)
,
provided P (S) is not a divisor of zero inM . The problem to decide weather
P (S) is a divisor of zero or not is an easy one. Its solution is given by the
following theorem.
Theorem 5. The element
P (S) = a0Sn + a1Sn−1 + · · ·+ an−1S + an
is a divisor of zero in M if and only if a root of P (µ) is a root of E(λ) too.
P r o o f. Let P (µ) = (µ − µk)P1(µ) and let E(µk) = 0. This means
that µk is an eigenvalue of the problem (7), i.e., that there exists a nonzero
function y such that δy − µky = 0 and Φ{y} = 0. Thus (S − λ)y = 0, and
hence S − λ is a divisor of zero. The converse assertion is easier to prove.
After the characterization of the divisors of zero of the form P (S), we
may proceed to practical solution of boundary value problems of the form
(22).
Example 1. Consider the Euler differential equation
t2
dy
dt
+ αt
dy
dt
+ βy = f(t)
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with boundary value conditions∫ 2
1
y(τ)dτ = γo and
∫ 2
1
τy′(τ)dτ = γ1 .
Here the functional is Φ{f} = ∫ 21 f(τ)dτ , and the normalizing condition
Φ{1} = 1 is fulfilled. Expressing t2 d2
dt2
as
δ2 − δ,
we obtain the equation in the form
[δ2 + (α− 1)δ + β]y = f(t).
Denoting P (δ) = δ2 + (α− 1)δ + β, we should distinguish 3 cases:
a) (α− 1)2 − 4β > 0, b) (α− 1)2 − 4β = 0, and c) (α− 1)2 − 4β < 0.
In the case a)
µ1,2 =
1
2
[
1− α±
√
(α− 1)2 − 4β
]
are the roots of P (µ); in the case b) we have the double root
µ1 = µ2 =
1
2
(1− α),
and in the case c) we have the complex roots
µ1,2 =
1
2
[
(1− α)± i
√
4β − (α− 1)2
]
.
The Euler indicatrix of the functional Φ is
E(λ) =
2λ+1 − 1
λ+ 1
and its roots are
λn = 2nipi ln 2− 1, n ∈ Z \ {0}.
Let us consider the case a). Then the problem we are considering reduces
to the single equation
P (S)y = f + γ0(S + α− 1) + γ1.
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Its formal solution is
y =
1
(S − µ1)(S − µ2)f +
γ0(S + α− 1) + γ1
(S − µ1)(S − µ2) .
The roots µ1 and µ2 are different from λn = 2nipi ln 2− 1, n ∈ Z \ {0} and
hence P (S) is not a divisor of zero. We have
1
(S − µ1)(S − µ2) =
1√
(α− 1)2 − 4β
( 1
S − µ2 −
1
S − µ1
)
and
γ0(S + α− 1) + γ1
(S − µ1)(S − µ2)
=
1√
(α− 1)2 − 4β
(γ0(µ1 + α− 1) + γ1
S − µ1 −
γ0(µ2 + α− 1) + γ1
S − µ2
)
.
Hence the solution, we are looking for is
y =
1√
(α− 1)2 + β2
[ tµ2
E(µ2)
− t
µ1
E(µ1)
]
∗ f +Atµ1 +Btµ2
with
A =
γ0(µ1 + α− 1) + γ1√
(α− 1)2 − 4β and B = −
γ0(µ2 + α− 1)√
(α− 1)2 − 4β .
A special interest presents the case when γk = 0, k = 0, 1, 2, · · · , n− 1.
Theorem 6. If g is the solution of the problem
P (δ)g = 1, Φ{δkg} = 0, k = 0, 1, 2, · · · , n− 1, (24)
then a solution of the problem
P (δ)y = f, Φ{δky} = 0, k = 0, 1, 2, · · · , n− 1 (25)
has the form
y = δ(g ∗ f) = t d
dt
Φτ
{∫ t
τ
g
( t
τ
)
f(τ)
dτ
τ
}
. (26)
P r o o f. We try to verify directly that (26) is a solution of (25). To
this end, we use the formula
δ(g ∗ f) = (δg) ∗ f − Φ(g)f
valid for g ∈ C1(4) and f ∈ C(4). Thus we obtain
P (δ)y = δ(P (δ)g ∗ f) = δ({1} ∗ f) = f,
where we use the boundary value conditions Φ(δkg) = 0, k = 0, 1, 2, · · · , n−
1. Hence y = δ(g ∗ f) is a solution of the Euler differential equation
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P (δ)y = f . In order to prove that y = δ(g ∗ f) satisfies the boundary
value conditions Φ(δky) = 0, k = 0, 1, 2, · · · , n − 1, we use the general
property of the convolution (9),
Φ{p ∗ q} = 0
for arbitrary p, q ∈ C(4) (see Dimovski and Hristov [8]).
Theorem 6 extends the Duhamel principle to the Euler operator.
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