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RESUME OF BR UNO OTTO SHUBERT 
Bruno 0. Shubert was born in 
Os trava, Czechoslovakia, in 1934. He 
attended the Czechoslovak Technical 
University in Prague, where he 
majored in electrical engineering 
and minored in mathematics. He re-
ceived the degree of Master of Science 
in January, 1960. 
Postgraduate study in probability 
and mathematical statistics followed 
at the Institute of Information Theory 
and Automation of the Czechoslovak 
Academy of Sciences. His research 
was in the theory of sequential games. 
After finishing his studies he 
became a full-time researcher at 
that institute. He received the degree of Doctor of Philosophy from 
Charles University in Prague in October 1965. 
In September 1966 he came to the United States. He became a 
research assistant at Stanford University where he worked in the theory 
of pattern recognition with Professor Thomas M. Cover. At the same 
t ime he was enrolled there as a graduate student and received his 
second Ph. D. in April 1968. During 1968 he was a visiting assistant 
professor at Morehouse College in Atlanta, Georgia, and later at the 
University of Colorado at Boulder. In 1969 he returned to Stanford 
University as a part-time research associate working on problems of 
statistical decisions. 
In December 1969 he joined the faculty of the Naval Postgrad-
uate School, Monterey, California, where he is teaching in the De-
partmen t of Operations Research. His current research and teach-
i ng interest is concerned with optimization methods, the theory of 
games, and applied probability. 
He is a member of the Institute of Mathematical Statistics, 
the American Mathematical Society, and the Mathematical Asso-
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