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A lower bound for the regulator of a totally real algebraic number field is 
determined. The regulator occurs in the determinant of a suitable positive definite 
quadratic form, and the desired bound is obtained by estimating the minimum 
of this quadratic form from below. This can be done by solving an extremal value 
problem with subsidiary conditions from the properties of the units of the field. 
Numerous examples (Tables I, III) illustrate the advantage of this method over 
known results. 
EINLEITUNC 
Als Invarianten algebraischer Zahlkiirper besitzen die Regulatoren eine 
erhebliche Bedeutung. Sie treten in wichtigen Formeln der algebraischen 
Zahlentheorie auf, zum Beispiel bei der Klassenzahlbestimmung. Will man 
Grundeinheiten aus unabhangigen Einheiten berechnen, leistet eine gute 
untere Schranke fur den Regulator wertvolle Hilfe bei der notwendigen 
Indexabschatzung. 
Nun ist der Regulator selbst mittels der Grundeinheiten definiert, so daD 
eine AbschHtzung ohne deren Kenntnis nicht 1eichtf”allt. Die einzige mir 
bekannte Methode zur Berechnung einer unteren Schranke stammt von 
Remak [12]. Sie beruht darauf, das Minimum einer geeigneten positiv definiten 
quadratischen Form abzuschatzen, deren Determinante bis auf einen 
konstanten Faktor gerade das Quadrat des Regulators ist. In einer spateren 
Arbeit hat Remak [13] seine Methode so verfeinert, da13 neben dem Kiirper- 
grad such die Diskriminante in die Abschatzungen eingeht. Das Verfahren 
ist auf nahezu alle Kdrper anwendbar, und die Resultate lassen sich mtihelos 
berechnen. Dem stehen jedoch such gewichtige Nachteile gegenilber. Die 
Schranke fur den Regulator ist schon bei kleinen Kiirpergraden II (etwa 
n = 7) recht schwach. Die diskriminantenabhangigen Abschatzungen sind 
fur kleine Diskriminanten schlechter als die nur von n abhlingenden. Diese 
Tatsache, dal3 man bei der Investition zusltzlicher Kenntnisse schwlichere 
459 
Copyright 0 1977 by Academic Press, Inc. 
All rights of reproduction in any form reserved. ISSN 0022-314X 
460 MICHAEL POHST 
Ergebnisse bekommt, ist natiirlich besonders unbefriedigend. SchlieBlich 
sind die Remakschen Schranken beim Auftreten von Teilkiirpern vijllig 
unrealistisch. Alle drei Punkte lassen es wiinschenswert erscheinen, da13 neue 
und bessere Ungleichungen fur den Wert des Regulators hergeleitet werden. 
In der vorliegenden Arbeit ist die Ausgangssituation dieselbe wie bei 
Remak. Der Regulator tritt in der Determinante einer quadratischen Form 
auf. Die neue Methode besteht nun in einer anderen Abschgtzung des 
Minimums dieser Form, indem man von einem Extremwertproblem mit 
Nebenbedingungen ausgeht. Auf dieser Idee basieren alle wichtigen Resultate 
in den Paragraphen 1, 3, 4 und 5. Die Vorteile des Verfahrens sind ein- 
leuchtend: Alle Rechnungen heruhen auf einem einfachen und klaren 
Prinzip; dazu kommen die Ausbaufahigkeit durch Hinzunahme geeigneter 
weiterer Nebenbedingungen und die wesentlich besseren Ergebnisse. Aller- 
dings mul3 man voraussetzen, da13 die behandelten K&per total reel1 sind. 
Dem Versuch, die Methode such auf andere Falle zu iibertragen, stehen 
erhebliche Schwierigkeiten entgegen, auf die aber hier nicht eingegangen 
werden solI. 
Der erste Paragraph enthilt in kurzer Form die Grundlagen fur die 
gesamten Untersuchungen. Eine ausfiihrliche Darstellung findet man in [IO]. 
Die erwahnte quadratische Form wird hergeleitet und eine erste Abschatzung 
ihres Minimums angegeben, die nur vom Kiirpergrad n abhangt. An Stelle 
der Einheiten selbst, wie bei Remak, werden nur deren Betrage benotigt, 
was die Rechnungen wesentlich vereinfacht, da alle auftretenden Logarithmen 
reel1 sind. Das Ergebnis ist urn den Faktor (log((3 + 51/2)/2)/lag 2)+l == 
1.388”-’ scharfer als das in [12]. Uberdies wird gezeigt, da13 die gefundene 
Regulatorschranke fur n 3 5 streng monoton wachst und da13 die Regulatoren 
aller total reellen algebraischen Zahlkorper gr6Der als 0.315 sind. 
Naturlich kann eine Schranke,die nur von n abhangt, nicht zufriedenstellen; 
denn zu jedem Korpergrad existieren bekanntlich unendlich viele total reelle 
algebra&he Zahlkorper F. Man versucht daher, weitere Nebenbedingungen 
fur das Extremalproblem aus Sektion 1 zu finden, die zumindest den Wert 
der Diskriminante berticksichtigen. Im zweiten Paragraphen werden zwei 
solche Ungleichungen aufgestellt. Man schatzt dazu die Diskriminante der 
Einheit E + *l ab, fur die die quadratische Form aus Sektion 1 minimal 
wird. Voraussetzung dafiir ist, da8 E den Kiirper F erzeugt. 
Diese Voraussetzung erlaubt es zunachst nur, diskriminantenabhfngige 
Regulatorschranken fur primitive K&per zu bestimmen. Das geschieht in 
Sektion 3, indem zu dem Extremalproblem aus Sektion 1 die in Sektion 2 
aufgestellten Nebenbedingungen hinzugenommen werden. Man zeigt dann, 
dal3 das entstehende allgemeine Problem ein eindeutig bestimmtes globales 
Minimum besitzt. Die Losung la& sich mit einem Computer-Programm 
berechnen. Durch den Verzicht auf einzelne Nebenbedingungen erhalt man 
einfachere Probleme, die sich wieder explizit oder ohne grol3en Aufwand 
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nurnerisch l&en lassen. Unter anderem fallt als Spezialfall eine Verbesserung 
des Remakschen Resultates ab, die jedoch fur kleine Diskriminanten oder 
grol3e Kiirpergrade immer noch sehr ungiinstig ist. Dagegen wird fur die 
in Sektion 3 gefundene Ldsung des allgemeinen Problems gezeigt, dal3 sie 
stets besser als die in Sektion 1 ist. 
Im vierten Paragraph werden Bhnliche Ergebnisse fiir imprimitive K&per 
hergeleitet. Dazu bieten sich zwei Moglichkeiten an. Zum einen kann man 
die quadratische Form aus Sektion 1 mit passenden Gewichten versehen, so 
dal3 ihr Minimum einer Einheit E entspricht, die F erzeugt. Dann lassen 
sich die Resultate aus Sektion 3 mtihelos tibertragen. Als Spezialfall erhalt 
man such hier eine Verbesserung der Remakschen Schranke. Jedoch stellt 
sich heraus, daB man selbst mit diesen Verbesserungen keine guten Abschat- 
zungen erhalt. Dagegen liefert die zweite Methode wieder stets bessere 
Werte als die aus Sektion 1. Hierbei geht man von Minkowskis Ungleichung 
fur sukzessive Minima quadratischer Formen aus. Bei Kenntnis der auftreten- 
den Teilkdrper lassen sich dann zusammen mit den Resultaten aus Sektion 3 
wieder recht gute Regulatorschranken angeben. 
Der letzte Paragraph dient der Illustration der aufgestellten Methoden. 
Zu Beginn werden die Kiirpergrade n = 2 und n = 3 untersucht, fur die 
man speziellere Ergebnisse als die aus Sektion 3 bekommt. Es folgen Tabellen, 
die die Abschatzungen des Minimums der besagten quadratischen Form fur 
eine Reihe von Kdrpern mit einem Grad n < 11 enthalten. Dabei werden die 
verschiedenen Methoden aus Sektion 3 einander gegeniibergestellt, und man 
erhalt einen Eindruck tiber ihre Vorziige und Nachteile. Insbesondere werden 
die Verbesserungen gegentiber Remak sehr deutlich. Zum Abschlub wird 
noch das Problem untersucht, den kleinsten Regulator aller total reellen 
algebra&hen Zahlkiirper zu bestimmen. Es wird gezeigt, dab Rmin > 0.373 
gilt und da13 dartiber hinaus sogar R mln = log((1 + W)/2) ist, falls es . 
keine Korper vom Grad 6, 8 oder 10 gibt, die einen kleineren Regulator 
besitzen, 
Alle in der Arbeit auftretenden Gleitkommazahlen sind abgerundet. Die 
numerischen Rechnungen wurden auf der Anlage Control Data Cyber 76 
des Rechenzentrums der Universitat zu K6ln durchgeftihrt. 
1. EINE REGLJLATORSCHRANKE, DIE NUR VOM K~RPERGRAD ABH~~NGT 
Es sei F ein total reeller algebraischer Zahlkijrper vom Grad n > 2. 
Ubezeichnet dieEinheitengruppe, R den Regulator von F. Fiir ein vollstandiges 
System von Grundeinheiten Ed ,..., c,-~ von F bildet man die quadratische 
Form 
Q: P-’ - lw”: (Xl )...) x,-J H kIl, k m (gftifn,i) c x x (1) 
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mit& = CF’t log 1 &i / dji (k, i = I,..., y1 - 1) und 
fiir j < i 
fur j = i -t 1 (i = l,..., n - 2) 
fur j>i+l 
djn-1 = (?Z(n - I))-‘/” fur j = I,..., n - I. 
Nach [lo] ist die Form Q positiv definit und besitzt die Determinante 
d, = nR2. Sie nimmt daher auf Z~z-1\{O} ein Minimum M an mit 
M : = min{Q(x) j x E TP1\(O}} < yn-l(nR2)ll(n-1). (2) 
Hierin bezeichnet ynel die Hermitesche Konstante fur positiv definite 
quadratische Formen [3]. Im folgenden werden untere Schranken fiir das 
Minimum M von Q hergeleitet. Diese ergeben dann mittels (2) die gewiinsch- 
ten Regulatorabschatzungen. 
Man benutzt dazu, dalj such die Gleichung ((10) in [lo]) 
M = min i (log 
i 
1 4’) I)2 F E U\l, -l} 
j=l I 
gilt. (Obere Indizes bezeichnen jeweils die Konjugierten.) Sie legt es nahe, 
das gesuchte Minimum als Extremum mit Nebenbedingungen zu betrachten. 
Als Nebenbedingungen kommen dabei alle Eigenschaften von nicht trivialen 
Einheiten E des Kiirpers F in Betracht. Wegen / N(E)I = 1 folgt sofort 
g=, log ) .&) ) = 0, und wegen l 2 - 1 # 0 gilt ) N(c2 - l)/ 3 1, also 
cj”=, log / &)2 - 1 1 3 0. 
Mit diesen beiden Nebenbedingungen erhllt man bereits eine erste 
Abschatzung fur M [IO]. 
LEMMA. Fiir n E N, II > 2 besitzt die Funktion 
R 
f: (R>“)n -+ WO: (x1 )...) x,) i--t c (log Xi)” 
i=l 
unter den Nebenbedingungen 
(a) F~(x, ,..., x,) = i logxi = 0 
i=l 
und 
(b) F,(x, ,..., s,) = i log 1 X,2 -1;>o 
i=l 
REGULATORABSCHiiTZUNGEN 463 
ein globales Minimum 
R > n (log 1 +251’2)z. 
Ist iiberdies n gerade, so steht in (4) das Gleichheitszeichen. 
Bemerkung. Fiir kleine ungerade Werte von n la& sich die Abschatzung 
noch verbessern: 
12 3 5 7 9 11 13 
I@ 0.8599 1.2483 1.6840 2.1326 2.5867 3.0437. (5) 
Mittels (2) (3) und (4) folgt dann die Regulatorabschatzung: 
SATZ I. Es sei F ein total reeller algebraischer Zahlkiirper vom Grad 
n > 2. Dann gilt fir den Regulator R von F die Abschiitzung 
R > 1 (log((1 + 51’2)/2))2 n *-l ljz 
( ( ‘I7 Yn-1 ) 1. 
(6) 
Nun sind die Hermiteschen Konstanten ylaP1 nur fur n < 9 bekannt. Fur 
griil3ere n mul3 man auf Abschatzungen zuriickgreifen ((9) in [lo]). Damit 
erhHlt man aus (6) die Schranke 
R > (; ((log ’ +2”“)’ T ;)+‘)l” r((n : 3),2) , (7) 
Mit den Ergebnissen (4), (5), (6), (7) und den entsprechenden Werten fiir 
yn-1 aus [3] resultiert unmittelbar die nachfolgende Tabelle. Spalte 1 enthtilt 
den Kbrpergrad, Spalte 2 die Regulatorabsch&zung, Spalte 3 die tat&h- 
lichen Regulatorwerte, soweit bekannt, fi.ir K&per F, vom betreffenden 
Grad mit Minimaldiskriminante d, (in Spalte 4). 
n 
2 
3 
4 
5 
6 
7 
8 
9 
10 
I1 
12 
R3 
0.4812 
0.4299 
0.3151 
0.3484 
0.3284 
0.3907 
0.3824 
0.4309 
0.3667 
0.4637 
0.5106 
R fib F, dn 
0.4812 5 
0.5254 49 
0.8250 725 
1.6356 14641 
3.2775 300 125 
14.4469 20 134 393 
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Zum AbschluB dieses Paragraphen i.iber einfache Regulatorabschiitzungen 
wird noch ein Satz aus [lo] zitiert, der spgter beniitigt wird. Er folgt leicht 
aus den bisherigen Ergebnissen. 
SATZ II. Die Abschlitzung (7) ist fiir n 3 5 streng monoton wachsend. 
Die Regulatoren aller total reellen K&per sind gr$er als 315/1000. 
2. ZWEI ABSCHQZUNGEN VON POLYNOMDISKRIMINANTEN 
Im folgenden bezeichne dF die Diskriminante des zugrunde liegenden total 
reellen algebra&hen Zahlkiirpers F vom Grad n Z 2. 
Jede ganze Zahl o aus F ist Nullstelle eines normierten Polynoms f nten 
Grades mit der Diskriminante Df : 
D, = n (,(i) - ,(92. (8) 
1QCjq 
Insbesondere ist Df genau dann von Null verschieden, wenn o den KBrper F 
erzeugt. In diesem Fall unterscheiden sich D, und dF nur urn ein Quadrat: 
Df = m2d, (m E N). (9) 
Fi.ir den Rest dieses Paragraphen sei E eine Einheit, die den K&per F erzeugt, 
fiir die also 
d, < D, = n (&I - &))2 
lQ<jsn 
(10) 
gilt. Die Konjugierten von E werden nach der GriiDe ihrer Absolutbetrage 
geordnet: 1 E 1 = ) e(l) / > I l C2) / > ... > / ~(~1 1. Es bieten sich zwei Mijglich- 
keiten an, D, abzuschgtzen. 
Im ersten Fall wird jeder Faktor des Prod&es D, durch / &) I geteilt: 
D, = / &I I(n-l)n 
l,n<n (g - -$I), 
\ 
Mit P, := Df / &) l-crs-ljn erhZilt man (Satz I in [15]) 
(11) 
(12) 
und (lo), (11) und (12) liefern die Abschgtzung 
( 41) / 2 (dF/Mlt)ll(‘+-l)) =: KF . (13) 
Sie wird dazu benutzt, bereits an dieser Stelle nachzuweisen, da13 man mit 
Hilfe der Kiirperdiskriminante bessere RegulatorabschSitzungen als die in 
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Satz I erwarten kann. Dort war x1 = (1 + 5l/“)/2 < 1.6181 fur die Liisung 
des Minimalproblems. Doch Ii& sich zeigen, daD fur Einheiten E mit F = 
Q(C) fast immer 1 &) 1 > 1.6181 beziehungsweise log / ~0) I > 0.4813 gilt. 
SATZ III. &fit Ausnahme der reell-quadratischen Zahlkiirper Q(51i2), 
Q(21/2) und des total reellen zyklischen kubischen Zahlkiirpers mit Minimal- 
diskriminante gilt ,ftir alle total reellen algebraischen Zahlkiirper F die 
Abschiitzung KF > (1 + 5112)/2. 
Beweis. KF ist streng monoton wachsend in dr . Fur die reell-quadratischen 
Zahlkdrper mit den kleinsten Korperdiskriminanten erhalt man 
in C.I(51/2) : Kr = (5/4)‘/” = 1.1180, 
in Q(21/2) : Kr = (8/4)lt2 = 1.4142, 
in Q(31/2) : KF = (12/4)‘12 = 1.7320 
und fur total reelle kubische Zahlkbrper 
in F = Q(F)), /?” - 7/3 - 7 = 0, dr = 49 : KF = (49/4)lt6 = 1.5182, 
in F = Q(/3), /3” - 3/3 + 1 = 0, dF = 81 : Kr = (81/4)116 = 1.6509. 
Damit geniigt es, den Beweis fur K&per vom Grad n 3 4 und zwar jeweils 
fur die K&-per mit minimaler Diskriminante zu fiihren. Dabei wird die 
Diskriminantenabsch&zung von Rogers [ 141 verwendet: 
(e’ j2n)% 
(dFY’2 ’ (l/2 + log 2)(n + 1) ! ’ (14) 
Mit ihr wird 
1ogKr > ’ 
n(n - 1) 
(n + 2n log n - 2 log (i + log 2) 
- 2 log(n + l)! - log M”) 
1 
= n(n - 1) ( 
n-2log(n+1)-2log(~+log2)+(n-2)logn 
n-2 
- (n + 1) log@ - 1) + C (2i + 1) log 7 - 
i=l 
E’log i). (15) 
i=l 
also erst recht 
log Kr > 
1 
- n(n 1) n 2 log(n + 1) - 2 log - (t + log 2) 
+ (n - 2) log -& - 3 log(n - 1) 
n-2 
+ (n - 2) log 2 + (n - 2)(n - 1) log 2 - 1 log i 1 . 
i=l 
466 MICHAEL POHST 
Hierin wird die auftretende Summe wie im Beweis von Satz II (in [lo]) 
abgeschatzt. 
1 
log KF > -__- 
n(t7 - 1) ( 
n ~ 2 log(,? ~ 1) - 2 log (; + log 2j 
c (n - 2) log 5 - log@ - 1) $ n(n - 2) log 2 
+ log@ - 1) + log II - ; log(2nn) - /I log n + n - f, 
> n(n L ,) (-1.36 + 2n + n(n - 2) log 2 - 3.5 log n - n log fi). 
Die rechte Seite wird mit fn bezeichnet undf,,, - fn > 0 gezeigt. 
(n - l)(n + 1) n(fn+1 - fn) 
= -1.36(/r - 1) +- 2(n2 - 1) + (n + l)(n - 1)2 log 2 
- 3.5(n 1) log(n + 1) (0” - - - 1) log@ + 1) 
+1.36(n+ l)-22n(n+l)-(n+ l)(n2-22n)log2 
+ 3.qn + 1) log 17 + (n” + t7) log 17 
n-t1 = 2.72 - 2 - 2n + (n + 1) log 2 - 3.5(n 1) - log n 
+ 7 log n - (n2 - 1) log ++(n+ 1) log n 
> 0.72 - 2n + t7 log 2 + log 2 - 3.5 + 8 log it - (n + 1) + n log II 
> -3.1 + 8 log n + n(log(2n) - 3). 
In der letzten Ungleichung ist die rechte Seite fur n > 3 positiv, und wegen 
jr1 = 0.4953 ist die Behauptung fiir Kijrper vom Grad n >, 11 bewiesen. 
Fur 4 < IZ < 7 berechnet man log KF direkt mittels (13) und den entsprechen- 
den Minimaldiskriminanten. 
12 4 5 6 7 
4, 725 14641 300 125 20 134 393 
Mn 1.311 0.134 0.00414 0.000 037 
log KF 0.526 0.579 0.603 0.643 
Schliel3lich erhalt man untere Schranken fur log KF in den Fallen n = 8, 9, 10 
mittels (15). 
n=8 n=9 n = 10 
log KF > 0.561 log KF >, 0.574 log KF > 0.584 
Damit ist Satz III bewiesen. Q.E.D. 
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Im nachsten Paragraphen wird sich herausstellen, da13 Regulatorabschh- 
zungen mit Hilfe von (13) zwar bereits fur KC-per mit kleinen Diskriminanten 
bessere Werte als die in Sektion 1 liefern, ein Anwachsen der Diskriminante 
die Schranke jedoch nur unwesentlich vergriiBert, da nur die erste Konjugierte 
von E unmittelbar von dF abhangt. Folglich wird man eine Ungleichung 
suchen, die alle Konjugierten mit dem Diskriminantenwert verbindet, oder, 
wegen ( N(c)1 = 1, zumindest IZ - I Konjugierte. 
Statt jeden Faktor der Produktformel fur die Polynomdiskriminante 
durch / &) / zu teilen, wird im zweiten Fall aus jedem Faktor (‘@ - c(j)) 
mit 1 < i <,i < n der Wert ) &) 1 ausgeklammert: 
(16) 
&fit p2 :Z D, nyif j l (i) jz(i--n) erhalt man die Abschatzung [13] 
Pz < npL. (17) 
Diese Ungleichung mul3 allerdings als ungeniigend gelten, weil die Mini- 
maldiskriminanten im allgemeinen keineswegs wie nn wachsen [5]. Die 
diskriminantenabhangigen Regulatorabschiitzungen, die im nachsten und 
tibernachsten Paragraphen entwickelt werden, ergeben wiederum nur fur 
kleine Kijrpergrade gute Resultate, so daB man sich damit begniigen kann, 
eine scharfere Schranke fur Pz nur fur IZ < 11 zu beweisen. 
SATZ IV, Ftir n < 11 gilt Pz < 4[s/21. 
Der Beweis von Satz IV ist recht umfangreich und wird den Rest dieses 
Abschnitts beanspruchen. Zunachst bekommt die Behauptung eine prak- 
tischere Form. Man setzt xi : = ~u+l)/# (i = l,..., n - 1) und erhllt 
P2 = fli”=;’ l-g:; (1 - l-I;=, ,)2. 
Damit bildet das Quadrat des Maximums der Funktion 
j-I [-I, 11,-l -+ Leo: (Xl )...) x,-J I-+ ff nc (1 - ff &) 
i=l j=i k=i 
eine obere Schranke fiir P2 . 
Fiir it = 2 wird das Maximum offensichtlich ftir x, = --I angenommen, 
es folgt Pz ,< 4. 
Fur IZ = 3 wird f(xl , x.& = (1 - x,)(1 - x1x2)(1 - x2), und man 
berechnet die partiellen Ableitungen 
f&l 3 x2) = (1 - x2X-l + x1x2 - x2 + -u,x,>, 
f&l Y XJ = (1 - x1)(- 1 + XIX2 - x, + X1X2). 
Fiir ein lokales Extremum mu13 dann (1 - x2)(2x,x, - xz - 1) = (1 - x1) 
x(2x,x, - x1 - 1) = 0 erfiillt sein. Da f sicherlich nicht fur x1 = 1 oder 
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x2 = 1 maximal wird, folgt aus beiden Gleichungen zun%chst x1 = x2 und 
dann (2x, + 1)(x, - 1) = 0. Fur x1 = x2 = -+ ist die Hessesche Matrix 
vonfjedoch indefinit. 
Also mu13 das globale Maximum von fin [ - 1, 112 auf dem Rand liegen. 
Dort ist ohne Beschrankung der Allgemeinheit x1 = -1, und f(-1, x2) = 
2(1 - x2”) wird maximal fur x2 = 0. Wegen f( -1, 0) = 2 folgt insgesamt 
fk, 2 x2) < 2, also P2 < 4. 
Fur IZ 3 4 lassen sich lokale Extrema von f nicht mehr ohne weiteres 
berechnen. Ohnehin liegt die Vermutung nahe, da0 das globale Maximum 
auf dem Rand angenommen wird und zwar fur den Vektor mit den Kom- 
ponenten 
xi = -1 fur i = 1 mod 2 
=o fur i = 0 mod 2 
(i = 1 >*.., n - 1). 
Zum Beweis werden die (n/2)(n - 1) Faktoren von f geeignet in Zweier-, 
Dreier- und Vierergruppen zusammengefafit, fur die sich leicht obere 
Schranken angeben lassen. Dazu schreibt man zunlchst abktirzend Y,,~ :== 
nkCi xk (1 < i < j < IZ - 1) und erhalt fur f das iibersichtliche Berechnungs- 
schema: 
f@l ,**-, x,-J 
= (1 - Y1.d . (1 - YI.2) * *** * (1 - h-2) * (1 - YIJ-1) 
. (1 - Y2.2) . (1 - Y2,2) * *.. * (1 - Y,*n-1) 
* (1 - Yn-2,n-2) ' (1 - Yn-2.,-l> 
* (1 - Yn--l.n-1). (18) 
HILFSSATZ. iiber die Faktoren des Produktes (18) gelten die Aussagen: 
(a) Zsty~~j>,O,k~Nmitji-k<n-l,sofoZgt 
(1 - YdU - Yi,j+d G 1. 
(b) Zst Y,,~ > 0, k E N mit i - k >, 1, so folgt 
(1 - Ydl - Y&d G 1. 
(c) Fiir k E N mit j + k < n - 1 folgt 
(1 - Yi,j)(l - Yt.i+k)(l - Yj+l.j+?J S 2. 
(d) Fiir k, I E N mit i - 1 > 1, j + k < n - 1 undyi,j > 0, yi-t,j+k: 3 0 
fokt 
(1 - Y,,j)(l - Yi,j,,)U - Yi-UK1 - Yi-l,i+J < 1. 
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Beweis. (a) Weil yi,i+R = ~~,~x~+r * .‘. . x~+~ ist und hierin die Betrage 
aher Faktoren kleiner oder gleich Eins sind, giIt zunachst (1 -yJ(l --Y~,~+&< 
(1 - UiAl + I Yi,i I) und damit infolge yisi 3 0 such die Behauptung. 
(b) Der Beweis verlauft analog zu (a). 
CC) Wegen ~i.i+k = y,,j yj+l,j+r und -1 < ~i.i, .Yj+l,j+r < 1 ist der 
Beweis der gleiche wie fur f(xr , x,) < 2. 
(d) Wegen (a) und (b) folgt die Behauptung sofort, falls yi,j+k oder 
yiml,$ nicht negativ sind. Man kann sich daher auf den verbleibenden Fall 
yi,j+a < 0 und JJ,-~,~ < 0 beschrinken. Mittels z, := --Y,-~,~-~, z2 := yi,j , 
z, := -yj+l,j+k (zl, z2, z3 E(Oy lljist (l - z2)(1 4 z2z3)(1 +zlz2)t1 - zlz223> 
nach oben abzuschiitzen. Zunachst sucht man nach lokalen Extrema. Eine 
notwendige Bedingung ist das Verschwinden der partiellen Ableitungen 
im Intervallinnern, also z,(l - z1z2zJ - z,z,(l + z,z,) = 0, -(l + z2z3) 
x(1 + zlz2)(1 - z,z2z3) + (zl + z3 + zlz2z3)0 - z2)(1 - zlzZz3> - z,z3 
x( 1 - z2)( 1 + z,z,)(l + zlz2) = 0, z2( 1 - z1z2zg) - z,z,(l + z,z,) = 0. Die 
erste und die dritte Gleichung ergeben zusammen z, = z3 und damit z2 = 
(1 - z,)/(~z,~). Setzt man diese Werte in die zweite Gleichung ein, so erhalt 
man sukzessive: 
-( 1 + ZlZ2)“( 1 - z12z2 + 212 - 2,222) 
+ 241 + z,z,)(l - 2122, - z2 + Zl"Zz"> = 0, 
- q Zl(Zl -+ I) + 22, (1 - q - 2 + (l - y,- Zr)) = 0, 
1 11 
-(zl + 1)s + z;y2z,3 + 32, 2 - 1) = 0 und schliel3lich z12 = 1. Als Liisun- 
gen treten nur fl auf, die jedoch beide nicht im Intervallinnern liegen. 
Daher werden die Extremwerte auf dem Rand angenommen. Die verschiede- 
nen Mijglichkeiten werden der Reihe nach betrachtet. Fiir z, = 0 erhalt 
man den Wert 1, Fur z1 = 0 (z3 = 0 analog) verbleibt (1 - z2)(l + z2z3) < 
(1 - z2)a mit der oberen Schranke 1. Fur z2 = 1 wird der Wert 0, also 
minimal. Fiir z, = 1 (z3 = 1 wieder analog) bekommt man (1 - z2”) 
x(1 - z,~z,~), ebenfalls mit 1 als oberer Schranke. Damit ist such Teil (d) 
bewiesen. Q.E.D. 
Der Beweis von Satz IV wird nun zu Ende gefiihrt, indem man ftir 
n = 4,..., 11 jeweils die 2%-l verschiedenen Miiglichkeiten xi > 0 beziehungs- 
weise xi < 0 (i = I,..., n - 1) gesondert betrachtet. Dann sind die Vorzeichen 
deryi,$ (i = l,..., 12 - 1) in (18) festgelegt und die fur die yisi (j > i) ergeben 
sich daraus Spalte fur Spalte gemlo sign(yi,,) = sign(yi+l,j) sign(y&. 
Ferner wird vorausgesetzt, daD die Behauptung bereits fiir 2, 3,..., n - 1 
bewiesen ist. Man geht folgendermal3en vor (die Zahlen in Klammern geben 
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fiir n = 11 jeweils die Anzahl der Falle an, bei denen die betreffende Methode 
zum Erfolg fiihrt): 
(i) Mit Teil (a) des H If t i ssa zes untersucht man, ob die erste Zeile 
des Produktes (18) einen Beitrag < 1 liefert. (203) 
(ii) Mit Teil (b) des Hilfssatzes untersucht man, ob die Faktoren in 
der (Neben-)Diagonalen des Produktes einen Beitrag <l liefern. (252) 
(iii) Man priift mit dem Hilfssatz, ob die beiden ersten Zeilen oder 
die beiden unteren Diagonalen einen Beitrag <2 liefern. (356) 
(iv) Man versucht das Berechnungsschema (18) in eine Form aufzu- 
spalten, auf die sich die bereits gewonnenen Ergebnisse anwenden lassen. 
Figur B kann dabei zu einem Parallelogramm entarten, das dann wieder 
einen Beitrag <l liefern mu& (180) 
(v) In den verbleibenden Fallen 1X% sich keine einheitliche Methode 
verwenden. Fur sie sol1 das Vorgehen an einem Beispiel erlautert werden. (33) 
BEISPIEL. Es sei n = 10, und der Sachverhalt yi,i > 0 wird durch ein 
Minuszeichen, yi,j < 0 durch ein Pluszeichen beschrieben entsprechend dem 
Verhalten (1 - yi.J = (17 1 JJ~,~ I). Die Vorzeichenverteilung fur die erste 
Spalte sol1 - -“,+ - - - + - - sein. Das Berechnungsschema (18) sieht 
wie folgt aus: Q 
- - + + + + - - - 
- + + + - - - 
+ + + + - - - 
- - - + + + 
- 
- - + + + 
+ + + 
+ + + 
- - 
Die eingerahmten Teile ergeben dabei nach dem Hilfssatz (a), (b), (d) einen 
Beitrag hiichstens Eins. Fur den Faktor (1 - yl,J gilt dasselbe. Die i.ibrigen 
Faktoren lassen sich zu Dreiergruppen gliedern, welche gemat dem Hilfssatz, 
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Teil (c), einen Beitrag kleiner oder gleich Zwei liefern. Und zwar gilt im 
einzelnen 
(1 - ?‘2,2)(1 - Y2,N - Y3.2) G 2, (1 - Y2.N - J’2,JU - Ym) G 2, 
(1 - Y3,5)U - Y3N - J&3) G 2, (1 - .Y,,,)O - Y,,N - Y*,s) ,< 2. 
Damit ist fiir diese Vorzeichenverteilung nachgewiesen, da13 der Weft des 
Produktes (18) hiichstens 24 < 2t10/4 ist. 
Indem so alle Cti, 2i-1 = 2040 Falle behandelt werden, beweist man die 
Aussage von Satz IV. Daraus IaBt sich nun analog zum ersten Fall eine 
Abschatzung fur die Polynom- beziehungsweise fur die Korperdiskriminante 
ableiten. Mittels (16) (17) und Satz 1V erhalt man fur Einheiten E mit 
F = Q(E) 
n-1 
E [ l (i) In-i > L, mit LF := (4-[n/21dF)1/2 fur n < 11, (19) 
: = (~-“&y/2 fur n > 11. 
3. REGULATORABSCH~~TZUNGEN F~JR PRIMITIVE K~RPER 
Es sei F ein primitiver total reeller algebraischer Zahlkorper vom Grad 
IZ 3 2 mit der Diskriminante dF . In diesem Paragraphen wird erneut das 
Minimierungsproblem (2) beziehungsweise (3) aufgegriffen. Neben den 
bisherigen fiihrt man dabei noch weitere Nebenbedingungen ein, die spezielle 
Kiirpereigenschaften, hier insbesondere den Wert der Diskriminante, 
berticksichtigen. Die Primitividt von F sichert, da13 die Minimallijsung von 
(3) tats%hlich F erzeugt. Die Abschgtzungen (13) und (19) des vorigen 
Paragraphen kijnnen daher angewandt werden. 
Nun darf man allerdings keine explizite Lijsung dieses sehr vie1 kompli- 
zierteren Problems erwarten. Also ist zun%hst zu zeigen, dal3 unter den 
Gegebenheiten wirklich ein globales Minimum existiert. 1st die Existenz erst 
gesichert, la& sich der Wert mit Hilfe eines Computers bestimmen. Sol1 
allerdings nur der Regulator eines einzelnen Korpers abgeschatzt werden, 
erscheint es nicht sehr zweckmal3ig, dafiir erst ein llngeres und diffiziles 
Computer-Programm zu schreiben. Deswegen wird man versuchen, durch 
den Verzicht auf einzelne Nebenbedingungen einfachere Probleme zu 
erhalten, die sich dann entweder explizit oder zumindest mit einem Taschen- 
rechner l&en lassen. Es stellt sich heraus, daD die Liisungen der einfacheren 
Probleme in vielen Fallen such die nicht beriicksichtigten Nebenbedingungen 
erftillen oder kaum schlechtere Ergebnisse als das allgemeine Problem 
liefern. 
Zunachst sol1 das allgemeine Problem formuliert werden. Dabei erweist es 
sich als zweckmiil3ig, statt der Variablen xi in Sektion 1 Variable e”i(i = l,...,n) 
6411914-b 
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einzuftihren (Hilfssatz 2 auf dieser Seite). Auch hier hlingt die Losung davon 
ab, wie viele der Variablen e”i gr6Ber als Eins sind. Diese Anzahl wird 
wiederum mit s bezeichnet (siehe such [lo]). 
(20) Allgemeines Extremalproblem. Es sei n > 2 und s E F+J mit 
[(n i 1)/2] < s < IZ. Die Funktion f(q ,..., x,) = Cr=, xt2 sol1 unter den 
folgenden Nebenbedingungen minimiert werden: 
(i) i -yi = 0, 
i=l 
b 
(ii) C log(f?~ - 1) + f log(1 - ezze”) > 0, 
i=l i=s+1 
(iv> 3-1 > log KF ) 
(v) -A-, 3 log KF, 
n-1 
(vi) C (n - i) xi > log LF . 
i=l 
Alle Nebenbedingungen ergeben sich aus den entsprechenden Eigenschaften 
der Minimallosung E von (3). Dabei seien die Konjugierten von E wie 
in Sektion 2 nach der GrtjRe ihrer Betrlge angeordnet. Weil mit E 
such e-l Minimalliisung ist, darf man voraussetzen, da13 mindestens die 
HIlfte aller Konjugierten einen Betrag grijl3er als Eins hat. Diese Annahme 
und die Ungleichungen (13) und (19) ftihren sofort auf die zusatzlichen 
Nebenbedingungen (iii)-(C). Bis auf (ii) sind alle Nebenbedingungen linear. 
Als erstes wird gezeigt, da13 (20) ein globales Minimum besitzt. Dazu 
sind einige Ergebnisse aus der Theorie der nicht linearen Optimierung 
erforderlich. 
Eine Funktionfin den Variablen x1 ,..., x, heiDt separabel, wenn Funktio- 
nenfi in den Variablen xi mit f(x, ,..., x,J = CF=, fi(xi) existieren. Offenbar 
lassen sich alle Nebenbedingungen von (20) in der Form F(x) > 0 mit 
separablen Funktionen F schreiben. Auch die Zielfunktion ist separabel. 
Ferner ist die zugrunde iiegende Punktmenge S : = ( R>0)8 x ( lR<“)n-S konvex. 
HILFSSATZ 1. Es sei f : = xy=, fi eine separable Funktion. Sind dann alle fi 
konvexe (konkave) Funktionen, so ist such f eine konvexe (konkave) Funktion. 
Der Beweis ist trivial. 
HILFSSATZ 2. In (20) ist die Zielfunktion streng konvex. Alle Neben- 
bedingungen sind dagegen konkave Funktionen. 
g (log 
z 
ist. 
(i = I,..., n) 
1 e2x, - lI,=~(~ 
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Beweis. Die beiden Behauptungen folgen sofort mittels Hilfssatz 1. 
Dabei ist zu Nebenbedingung (ii) noch anzumerken, da13 fur Xi # 0 
Q.E.D. 
HILFSSATZ 3. Es sei S,, die Menge aller Punkte aus S, die alle Nebenbe- 
dingungen von (20) erfiZlen. Dann ist S, konvex. 
Beweis. Nach Hilfssatz 2 1113t sich jede Nebenbedingung in der Form 
F(x) > 0 mit auf S konkaven Funktionen F schreiben. Fur (i) erhalt man 
zwei solche Ungleichungen: F(x) 3 0 und -F(x) > 0. Da F in diesem Fall 
jedoch linear ist, sind Fund -F konkave Funktionen. 
Sind nun x, y ES und h E [0, l] beliebig gewlhlt, liegt such der Punkt 
hx + (1 - h)y in S, denn S ist konvex. Gilt zudem F(x) > 0 und F(y) > 0, 
so folgt F(A.x + (1 - h)y) > u(x) + (1 - h) F(y) > 0. Also definiert jede 
Nebenbedingung von (20) eine konvexe Teilmenge von S. 
Der Durchschnitt konvexer Mengen ist wieder konvex. Q.E.D. 
SATZ V. Das aligemeine Extremalproblem (20) besitzt ein eindeutig 
bestimmtes globales Minimum. 
Beweis. Die Menge S, aller zulassigen Ldsungen von (20) ist nicht leer. 
1st namlich (x1 ,..., x,) ein Vektor aus S, der (i) und (iii) erfiillt, so erhalt 
man mit einer passenden reellen Zahl t > 0 mittels (x1 + t, x2 ,..,, x,-r , 
x?l - t) einen Vektor, der allen Nebenbedingungen von (20) geniigt. 
Jede zullssige Losung x definiert ein kompaktes Teilintervall S, von S, 
in dem alle y E S, mit f(y) <f(x) liegen mussen. Bezeichnet man mit S den 
Abschlug von S, n S,, , so nimmt f als stetige Funktion auf S ein globales 
Minimum an. 
Die Funktion f ist streng konvex und S nach Hilfssatz 3 eine konvexe 
Menge. Waren daher y, z Punkte aus S mit y # z und min(f(x) ( x E S> = 
f(y) = f(z), so folgte fiir alle x E (0, 1) sofort xy + (1 - ,I) z E S und wegen 
der strengen Konvexilt von f: f(hy + (1 - h)z) < h.(y) + (I - x)f(z) = 
f(z). Dies ergibt einen Widerspruch zur Minimalitlt von f(z). 
Also existiert genau ein Punkt z ES, in dem f ein globales Minimum 
annimmt. Q.E.D. 
Bemerkungen. (i) Satz V gilt fiir eine beliebige Anzahl von konkaven 
Nebenbedingungen. Auftretende Gleichungen miissen jedoch linear sein, 
da Hilfssatz 3 sonst im allgemeinen nicht mehr richtig ist. Kennt man also 
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noch weitere Eigenschaften der Minimallosung von (3), die sich in der Form 
F(X) 2 0 mit einer konkaven Funktion F schreiben lassen, so kann man 
sie ohne weiteres in das Problem (20) aufnehmen. 
(ii) Es erscheint aussichtslos zu zeigen, da13 die LGsungen von (20) 
fiir verschiedene Werte von s in s monoton wachsend sind. Fiir eine Abschat- 
zung des Regulators miibte daher (20) fur s = [(n + 1)/2],..., n - 1 gel&t 
werden. Das erweist sich ghicklicherweise als unnotig, denn die Losungen 
der aus (20) abgeleiteten einfacheren Probleme ergeben fur s > [(n + 1)/2)] + 
1 grobere Werte als das Minimum von (20) fur s = [(n + 1)/2]. Das allge- 
meine Problem braucht daher stets nur einmal gerechnet zu werden. 
Nachdem somit die Existenz eines eindeutigen globalen Minimums fur 
das Problem (20) gesichert ist, sucht man ein passendes numerisches Ver- 
fahren zur expliziten Berechnung. Die besonderen Eigenschaften des Problems 
legen zwei Methoden nahe. Geht man davon aus, daB die auftretenden 
Funktionen separabel sind, la& sich die Aufgabe durch Approximation 
auf ein lineares Optimierungsproblem zurtickfiihren [6, Chapter 41. Das 
zweite Verfahren ist die “Sequential Unconstrained Minimization Technique” 
von Fiacco und McCormick. Es wird ausfiihrlich mit Literaturhinweisen 
in [16] besprochen. Diese Methode ersetzt das Minimierungsproblem mit 
Nebenbedingungen durch eine Folge von Minimierungsproblemen ohne 
Nebenbedingungen. Die Konvexitats- beziehungsweise Konkavitatseigen- 
schaften der Zielfunktion und der Nebenbedingungen in (20) sind hinreichend 
fur die Konvergenz des Verfahrens [4, Theorem 11. Die umfangreiche 
Literatur iiber beide Methoden gestattet es, auf eine breitere Darstellung 
zu verzichten. Statt dessen sol1 untersucht werden, welche Teilprobleme von 
(20) sich l&en lassen, wenn man auf eine oder mehrere der Nebenbedingungen 
verzichtet. Die Existenz eines eindeutigen globalen Minimums ist dabei 
jeweils durch die bisherigen Betrachtungen gesichert. 
Eine explizite Berechnung der Minima von Teilproblemen wird naturgemafi 
mit der Methode der Lagrangeschen Multiplikatoren erfolgen. Dazu mul3 
man untersuchen, welche der Ungleichungs-Nebenbedingungen aktiv sind, 
das hei&, in welchen im Extremfah das Gleichheitszeichen steht. Das 
geschieht systematisch, indem nacheinander die Probleme mit keiner, einer, 
je zwei, je drei, usw. Ungleichungs-Nebenbedingungen als aktiven Neben- 
bedingungen gel&t werden, wobei man jedesmal prtift, ob die Lijsungen such 
die nicht beriicksichtigten Nebenbedingungen erfiillen [16]. 
Nachfolgend werden vier aus(20)abgeleitete einfachere Probleme diskutiert. 
Problem A. Fur [(n + I)/21 < s ‘< I? - 1 soil f(x, . . . . . x,) = z:2, xi2 
unter den Nebenbedingungen (i), (ii) und (iv) aus (20) minimiert werden. 
Eine Minimierung mit (i) allein liefert als Liisung den Nullvektor, der keine 
der ubrigen Nebenbedingungen erfiillt. Eine Minimierung mit (i) und (ii) 
fiihrt auf die Losung des Lemmas in Sektion I. die gemal Satz III nur in 
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QJ(S/~), Q(21j2) und dem total reellen kubischen Zahlkdrper der Diskrimi- 
nante 49 such die Nebenbedingung (iv) erfiillen kann. 
Als ngchstes wird f mit (i) und (iv) minimiert. Fiir n = 2 bekommt man 
die Lijsung x1 = log KF, x2 = -log KF . 1st jedoch n > 3, so erhHlt man 
mit dem Lagrangeschen Multiplikator X die Gleichungen 2xi + A = 0 
(i = 2,..., n), die keine verschiedenen L6sungen fiir i < s beziehungsweise 
i > s haben kiinnen. Folglich wird das Minimum auf dem Rand angenom- 
men, es gilt xi = 0 fiir ein i E {2,..., n>, und Nebenbedingung (ii) ist verletzt. 
Weiterhin sei iz 3 3 vorausgesetzt. 
Das Extremalproblem mit (i), (ii) und (iv) als aktiven Nebenbedingungen 
Iti& sich dann wieder wie im Beweis des Lemmas in Sektion 1 l&en [lo]. 
Bei festem s 3 [(n + 1)/2] sehen die Komponenten eines LGsungsvektors x 
folgendermaflen aus: 
x1 = log KF , z = x2 = ... = x, > 0, y = xs+l = .‘. = x, < 0. 
Nebenbedingung (i) liefert 
y = (1 - Sb - 1% KF 
n-s (21) 
Setzt man dieses Ergebnis in (ii) ein, so murk 
(K; _ l&2” _ 1)“~I(1 _ e2((l-S)Z-logxF)/(n-8) n-S = 1 
> (22) 
gelten. Aus (22) erhHlt man dann den Wert fiir z etwa mit Hilfe eines Taschen- 
rechners. Das gesuchte Minimum der Funktion f berechnet sich zu 
M/i(s) = n ,“, ’ (log KF)2 + ‘@I,‘) z log Kf + c (I? - 1) 22. 
(23) 
Damit man Problem A als gel&t betrachten kann, ist noch zu zeigen, da13 (22) 
fiir s = [(n + 1)/2],..., 12 - 1 jeweils genau eine Liisung z > 0 besitzt. Ffir 
die partielle,Ableitung nach z der linken Seite von (22) gilt 
(K; _ l)[(s _ I)@22 _ ])"-22e22(1 _ e2((l-S)z~10gKF)/(n-S))n-s + @"Z _ ,)S-1 
x qs _ 1) ,2((1-s)z-loeKficR-s))(I _ p 2((l--s)z-logK~)l(n--p) n-s-1 
) ] > 0. 
Also definiert (22) implizit eine Funktion z = g(s). Leider kann man nicht 
fiir alle K&-per gleichzeitig beweisen, dalj MA(s) in s monoton wachsend ist, 
denn fiir einen numerischen Beweis benijtigte man den Wert KF . Zwei 
Auswege bieten sich an. Bei kleinem Kdrpergrad n l&t man (22) fiir s = 
Kn + 1M,..., n - 1 und bestimmt jeweils den kleinsten Wert aller M,(s). 
Bei gr6Berem n und festem Ki5rper F kann man dagegen versuchen zu 
zeigen, daB MA(s) in s monoton wlchst. 
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SATZ VI. Als Minimalliisung des Problems A erhiilt man fir n > 3 : 
AJAX = min(M,(s) j s = [(n + 1)/2],..., n - 11, wobei sich die MA(s) mittels 
(22) und (23) berechnen Iassen. 
In allen gerechneten Beispielen (man vergleiche Sektion 5) ist MA(s) 
tatsachlich in s streng monoton wachsend. Will man daher eine noch bessere 
Abschatzung fur das Minimum vonfin (20) erreichen, wird es im allgemeinen 
geni.igen, das Problem nur fur s = [(n -+ 1)/2] mit einer zusatzlichen Neben- 
bedingung zu I&en. Daftir bietet sich (v) an. 
Problem A’. Fur n 2 3 und s = [(n + 1)/2] sol1 f(xI ,..., x,) = I:=, xi2 
unter den Nebenbedingungen (i), (ii), (iv) und (v) aus (20) minimiert werden. 
Die Prtifung, welche Nebenbedingungen aktiv sind, verlauft zunachst 
analog zu Problem A. Die Nebenbedingungen (i) allein, (i) und (ii), (i) und 
(iv), (i) und (v) sowie (i) mit (iv) und (v) sind fur IZ 3 3 Ieicht auszuschliel3en. 
Dagegen IaBt sich nicht a priori entscheiden, ob (v) aktive oder passive 
Nebenbedingung ist, wenn (ii) und (iv) aktiv sind. Fur n = 3 gilt namlich 
-x3 = x1 + x2 > log KF , so dal3 (v) passiv sein muB. 1st n dagegen gerade, 
man kann sich also insbesondere auf n 3 4 beschranken, wird y > (2/n) 
x(( 1 - (n/2)) - 1) log KF = -log KF , daher ist (v) sicherlich aktiv. Bei der 
Losung von Problem A’ mu13 man infolgedessen zunachst prtifen, ob die 
Losung (21) fur s = [(n + 1)/2] bereits -y > log K, erfiillt. 1st dies nicht 
der Fall, mu8 (v) aktiv sein. Minimiert man nun f mit (i), (ii) und (v) als 
aktiven Nebenbedingungen, so folgt fiir die Liisung analog zu (21) log KF = 
[(n + 1)/2] z + (n - 1 - [(n + 1)/2])y, und wegen --y < log KF kann (iv) 
fur z nicht erftillt sein. Somit sind alle Nebenbedingungen aktiv. und man 
erhalt fiir Problem A’ das Ergebnis: 
s, _ (1 - s)z 
n--s-l’ 
(&2 _ ,)(I _ K~2)(~22 _ l)S-‘(1 _ e(2(1-S)2/(n-S-1)))n-s-l = 1 (22’) 
und 
MA,(s) = 2(log KF)2 + ‘sn-_“,‘l, 2, .z2 mit s = r-1. (23’) 
Man sieht wieder leicht, da13 (22’) genau eine Losung z > 0 besitzt. 
SAT-Z VII. Gilt fiir die Minima&sung des Problems A ftir n > 4, s = 
[(n + 1)/2] nicht --y > 1 , og KF , so liefert Problem A’ eine schiirfere Abschtit- 
zung MA’ ftir das Minimum von (20), niimlich 
MA, = min /Ma* ([F I),min!MA(s)Is= [LPI +l,...,n--l/l. 
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Dabei lassen sich die Werte M,(s), MA,(s) gem$’ (22), (23) beziehungsweise 
(229, (23’) berechnen. Insbesondere ist die Voraussetzung iiber die Minimal- 
liisung von Problem A stets erftillt, falls n gerade ist. 
Als niichstes sol1 die Minimierung von f mit den Nebenbedingungen (i) 
und (vi) untersucht werden. 
Problem B. Man minimiere f(x, ,..., x,) = xr=, xi2 unter den Neben- 
bedingungen (i) und (vi) aus (20). 
Offensichtlich ist (vi) aktiv. Die Lagrangeschen Gleichungen lauten 
2x; - X, - (n - i)& = 0 (i = I,..., n; h, , X, E R). Das Einsetzen der 
Liisungen xi = ((n - i)X, + A,)/2 in die Nebenbedingung (i) ergibt 
oder h=l--nX 1 ___ 2. 2 
Es folgt xi = ((n - 2i + 1)/4) x2 und mittels Nebenbedingung (vi) 
n-1 
log LF = 1 (n - i) Iz - 24i + l x2 
i=l 
;A2 (tn - 1) 
n-l z= n2 + n(n - 1) - k2 --y- 
+2 5&(2n- I)-@- 1)) 
Y-z= a &n(n - 1) (II + 1 - g + F - f - $) 
= & (II - 1) n(n + 1) x, 
DasLMinimum von f berechnet sich zu 
MB = f (n - y + ’ )“( (n “4t”,“,,“; 1) )2 
i=l 
(log LF)2 36 
= ((n - 1) n(n + 1))2 ( 
n3-4ny(n+ 1)+2n2 
+4;@+1)(2n+l)-4;(n-t l)in) 
12(log Lp)2 
= (n-l)n(n+l) 
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SATZ VIII. Fiir die Minimalliisung des Problems B gilt 
12(log LF)2 
MB = (I? - 1) n(n + 1) 
Bis auf den wesentlich scharferen Wert fur LF aus (19) ist dies gerade die 
Abschiitzung, welche Remak [13] auf anderem Weg erhalt. Sie steigt recht 
gut mit der Kbrperdiskriminante an, besitzt jedoch zwei bedeutende Nachteile. 
Zum einen wachst der Nenner wie n3, also wesentlich schneller als der Ehler 
fur die Minimaldiskriminanten. Zum anderen erfiillt die Minimallosung bei 
ungeradem n wegen x[(~+~)/~] = 0 nie die Nebenbedingung (ii). Der zweite 
Nachteil 1aBt sich beheben, wenn man Nebenbedingung (ii) hinzunimmt. 
Problem B’. Fiir s = [(n + 1)/2] ,..., n - 1 minimiere manf(x, ,..., xn) = 
CT=, xi2 unter den Nebenbedingungen (i), (ii) und (vi) von (20). 
Bevor man mit den Rechnungen beginnt, mul3 man zunachst wieder priifen, 
ob die Nebenbedingungen tatslchlich aktiv sind. Verzichtet man auf (vi), 
erhalt man das Problem aus Sektion 1, fur dessen Losung man leicht fest- 
stellen kann, ob (vi) bereits erfi.illt ist. LaDt man dagegen (ii) auger Betracht, 
resultiert die Losung des Problems B, und man priift mtihelos nach, ob sie 
(ii) erftillt. 1st 12 ungerade, kann man diesen Schritt sparen. 
Allerdings labt sich Problem B’ bei aktiven Nebenbedingungen (ii) und (vi) 
nur numerisch l&en. Die Lagrangesche Multiplikatorenregel ftihrt auf ein 
Gleichungssystem in n + 3 Unbekannten, das sich mit dem Newton- 
Verfahren l&en la&. Fur das Newton-Verfahren existieren an allen gr6Beren 
Rechenanlagen fertige Programme in der IMSL-Library, so da13 man Problem 
B’auf dem Computer behandeln kann, ohne selbst ein Programm zu schreiben. 
In diesem Paragraphen wurden ein allgemeines und vier speziellere Ver- 
fahren zur Abschatzung des Minimums der Summe (log 1 &) 1)2 + ... + 
(log 1 E(“) 1)” fur Einheiten E mit F = Q(E) vorgestellt. Das beste Ergebnis 
erhalt man durch L&en des allgemeinen Problems (20). 1st der Aufwand 
daftir zu grab, bietet sich Problem B an, fur das sich das Resultat sofort 
angeben la&. Bei kleiner Korperdiskriminante oder groBem Korpergrad 
fallt es allerdings schlecht aus. In diesem Fall wird man zunachst Problem A 
fur s = [(n + 1)/2] l&en. Erhlilt man ein besseres Ergebnis, muD man sich 
allerdings noch davon tiberzeugen, da13 die Werte MA(s) fur s = [(n + 1)/2] + 
1 >*.., n - 1 noch gr6Der ausfallen. Entsprechendes gilt such bei der Ver- 
wendung von B’. Das Berechnen einer Losung von Problem A’ ist dagegen 
nur dann sinnvoll, wenn man an Stelle von MA eine geringftigig bessere 
Abschatzung beniitigt. Man vergleiche dazu such den Fall IZ = 7 im Beweis 
von Satz XV. 
Die Abschatzung des Minimums in den untersuchten Problemen ergibt 
mit (2) und (3) sofort die gewtinschte Regulatorabschatzung. Bezeichnen 
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MF, MA , MA’ , MB , MS, die in den Problemen (20), A, A’, B, B’ gefundenen 
Minimalwerte fi.irf, so gilt: 
SATZ IX. Es sei F ein primitiver total reeller algebra&her Zahlkiirper 
vom Grad n > 4 und der Diskriminante dF . Dann geniigt der Regulator R von 
F der AbschCtzung 
max{M, , MB) < max(M,, , MS,) < M, < ylE-l(nR2)1’(‘1-1). 
Regulatorschranken fiir reel]-quadratische und total reelle kubische Zahl- 
werden in Sektion 5 gesondert behandelt. 
4. REGULATORABSCHATZUNGEN ~ii~ IMPRIMITIVE K~RPER 
In Sektion 4 werden ausschliefilich imprimitive total reelle algebraische 
Zahlkarper F betrachtet, deren Kiirpergrad dann notwendig gr6Der oder 
gleich Vier ist. 
Die Resultate des vorangehenden Paragraphen lassen sich nicht ohne 
weiteres iibertragen. Enthtilt F zum Beispiel den reel]-quadratischen Zahl- 
k&per CIJ(~~/“), so liefert (4) bereits die bestmijgliche Abschatzung fiir das 
Minimum M der quadratischen Form (1). Die Einheit e E F mit M = 
CysI (log j &) 1)” ist in diesem Fall ngmlich (1 + 51f2)/2, erzeugt also keines- 
wegs F, so daB die in Sektion 2 hergeleiteten Nebenbedingungen nicht erfiillt 
sind. Man bekommt mit der bisher verwendeten Methode nur die Regulator- 
schranke aus Sektion 1, wie groD die Kiirperdiskriminante dF von F such sein 
mag. 
Als Ausweg bieten sich zwei Miiglichkeiten an. Zum einen kann man die 
zugrunde liegende quadratische Form gndern, indem man durch Einfiihren 
passender Gewichte sicherstellt, daD das Minimum der neuen Form fiir eine 
Einheit E mit F = Q(E) angenommen wird. Zum anderen kann man sukzessive 
Minima der alten Form Q betrachten. In beiden Ftillen ist es vorteilhaft, die 
auftretenden Teilkijrper in die Untersuchungen einzubeziehen. 
Zun&hst wird die Mijglichkeit einer Gewichtung von Q diskutiert. An 
Stelle der Form Q(x) = x:i”=, (log 1 e(i) 1)” =: q(E) aus (1) fiihrt man mit 
T > t > 0 die Form 
Q(x) = TF((log 1 z(l) I)” + (log 1 4 1)2) + t-2 i (log 1 e(i) I)” 
i=3 
=: q(E) (24) 
ein. Die Gewichte T, t werden dabei so bestimmt, da13 
j@ := min(Q(6) j E E U\(l, -1)) (25) 
fiir eine Einheit E angenommen wird, die F erzeugt. 
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Liegt namlich die Einheit E f +l in einem echten Teilkiirper E von F 
vom Grad k < n/2, so lassen sich die Konjugierten co),..., 4%) von E (als 
Einheit von F betrachtet) in k’ = n/k gleiche Systeme 7l ,..., 7, aufspalten. 
Man kann E (und damit k, k’) stets so wahlen, da13 die Konjugierten 7r ,..., 7,; 
von E paarweise verschieden sind, das heigt, man bestimmt den kleinsten 
Teilkiirper von F, der E enthalt. 
Gilt dann &) # l ), so sind &) und e(2) beide in S : = {71 ,..., 71c} enthalten. 
Ferner setzen sich die Konjugierten E(~),..., cm) mindestens aus k’ - 1 
Systemen S zusammen, so dal3 man die Abschatzung 
(log I E (1) I)’ + (log j &’ I)2 < & $ (1% I &) lj2 (26) 
n=3 
bekommt. 
Ffir ~(1) = ~(2) kann man ~(1) = 71 annehmen. Die Konjugierten E(~),..., F(“) 
lassen sich dann in k’ - 2 Konjugierte 7* und k’ Systeme (r12 ,..., 7L} aufspal- 
ten. Nach der Cauchy-Schwarzschen Ungleichung folgt aus log 1 &) ( = 
- zfZ2 log 1 7i I die Ungleichung (log / l 1)2 < (k - 1) &, (log / 7$ 1)2. 
Damit erhalt man 
(log 1 E(l) I)2 + (log I Er2) I)” < k’2 +it,(k _ 1) $ clog I l (i) 102. (27) 
z 3 
Die Konstante auf der rechten Seite ist infolge k > 2 mindestens so grol3 
wie die in (26). Wegen k’ = n/k gilt also in beiden Fallen die Schranke 
(log I E(l) I)” + (log 1 42) I)” < n z(;(k I’ 1) $ (1% 1 di) I)“. (28) 
2-3 
Diese ftillt urn so grijger aus, je grSl3er k ist. Im ungiinstigsten Fall ist die 
Konstante (n - 2)/2. 
Liegt daher die Einheit E # il in einem Teilkiirper kten Grades, ergibt 
sich wegen (28) die Abschatzung 
44 d ( 
2(k - 1) 
n-2(k- 1) 
+ 1) i: (log I E(i) I)“. 
i=3 
Setzt man noch ((2(k - l))/(n - 2(k - 1)) + I)-’ =: nl,, so folgt fiir die 
gewichtete Form 
g(c) = 9 + (+- - A) (q(c) - (log I 41) I)” - (log ( e(2) 1)2) 
3 4(E) (A + (f - +-i) %). (29) 
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Wegen n, -=c 1 und (4) gilt dann 
p(E) > n (log l +251’2)2 n,t-2. (30) 
Jetzt wird einerseits t so klein gewahlt, daI3 die rechte Seite von (30) 
griiger als Eins wird, andererseits T so grol3, dal3 fur das Minimum iI? von p 
die Ungleichung ii? < 1 besteht. Beides zusammen ist nur miiglich, falls die 
Einheit E mit il?l = g(e) in keinem echten Teilkorper von F liegt. 
Die niitige Abschgtzung fir t folgt sofort aus (30): 
1 + 51:z 
t < (n,n)l:” log 2 . 
Das Minimum von 9” ist kleiner oder gleich m&det @lcn-l). Zur Berechnung 
von det & geht man wie in [IO] vor. An die Stelle der Matrix mit den Elemen- 
ten 1 + Sii tritt hier lediglich die Matrix C = (cij) E GL(IW, IZ - 1) mit 
cl1 = c22 = tf2 + T-2, cij = (1 + 8ii)t-2 (i, ,j = l,..., n - 1; i #,j oder 
i = j > 3). Man berechnet leicht [13] 
det Q = R2T-2t-2(n-3)(T-2(n - 2) + 2tm2). (32) 
Das Minimum von 4 ist sicherlich kleiner oder gleich Eins, falls 
erftillt ist. 
y;w;R2T-2t-2’n-3 ‘(T-2(n - 2) + 2t-2) < 1 (33) 
Damit ist das Problem auf die Aufgabenstellung des vorigen Paragraphen 
zurtickgeftihrt. Bei gegebenem K&per F bestimmt man zunHchst die kleinste 
obere Schranke ftir t aus (31) und dann die graDte untere Schranke fiir T 
aus T > t und (33), indem man etwa eine Abschiitzung des Regulators nach 
oben verwendet [7]. Sol1 die RegulatorabschHtzung im Zusammenhang mit 
der Berechnung eines Grundeinheitensystems von F durchgefiihrt werden, 
resultiert aus der Kenntnis eines Maximalsystems unabhiingiger Einheiten 
bereits stets eine obere Schranke fiir R. 
Mit den so erhaltenen Werten fur t, T kann man wiederum ein zu (20) 
analoges Problem mit der Zielfunktion 
f(X) = Tp2(X12 +Xs2) + tw2 i Xi (34) 
i=3 
formulieren. Dabei kommt allerdings erschwerend hinzu, daI3 man ftir 
die MinimallSsung von p(c) statt Nebenbedingung (iii) wegen T > t zun5ichst 
nur 
1x11 3 1x21 3 ... z /&I (35) 
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fordern kann. Mit E ist aber such hier e-l MinimallGsung, und man darf 
ohne Beschrlnkung der Allgemeinheit x1 > 0 voraussetzen. Von den Werten 
xa ,..‘, x, ist mindestens einer negativ, man muD also 2%-l - 1 verschiedene 
Vorzeichenverteilungen betrachten. Fur jede lassen sich dann mittels (35) 
Nebenbedingungen (i’) = (i), (iv’) = (iv), (ii’), (iii’), (v’), (vi’) aufstellen, 
unter denen (34) zu minimieren ist. 
(36) Allgemeines Extremalpoblem fiir imprimitive Kiirper. Bei vor- 
gegebenen Werten T > t > 0 minimiere man fur jede mijgliche Vorzeichen- 
verteilung der Komponenten xZ ,..., x, , in der mindestens ein xi (2 < i < n) 
negativ ist, die Funktion 
f(x) = T-2(x,2 + 3~~~) + t-2 f xi 
i=3 
unter den Nebenbedingungen 
(ii’) log(ezT1 - 1) + 5 log(sign(xi)(epz’ - 1)) > 0, 
i=2 
(iii’) x1 >, / x2 / > ... > / x, I > 0, 
(iv’) xl 3 log KF, 
(v’) -xi, >, log KF mit i0 = min{i / 2 < i < n, xi < 01, 
(vi’) i (n - i) xji >, log LF fur (.& ,..., j,} = {l,..., n} 
i=l 
und x1 = xjl >, xi2 > .** 3 xj, , 
Bemerkung. Die Existenz eines globalen Minimums ist analog zum 
vorigen Paragraphen gesichert. Die Vorgabe der Vorzeichenverteilung 
zusammen mit (36)(iii’) bildet sogar eine vie1 schgrfere Forderung als 
(2O)(iii). Dagegen ensteht der groBe Nachteil, da13 man eine betrlchtlich 
hiihere Anzahl von Problemen rechnen mu& urn eine Regulatorschranke zu 
erhalten . 
SATZ X. Es sei F ein imprimitiver total reeller algebra&her ZahlkBrper 
vom Grad n und der Diskriminante dF . Bestimmt man T > t > 0 gem@ 
(31) und (33), so ergibt die kleinste Liisung i@ von (36) eine Abschiitzung fiir 
den Regulator R volt F: 
R > (~n-1ylnlnlT2t2(n-3)(T-2(n - 2) + 2t-2)-1)1/2. (37) 
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Durch den Verzicht auf einzelne Nebenbedingungen lassen sich such hier 
einfachere Probleme gewinnen, die ohne groge Miihe gel&t werden konnen. 
Man geht dabei genau wie in Sektion 3 vor. Im folgenden wird nur auf das 
zu B analoge Problem niiher eingegangen, fur das sich wieder eine 
geschlossene Losung angeben la&. Die Resultate sind erwartungsgemag 
nicht sehr giinstig. 
Urn Vorzeichenbetrachtungen zu vermeiden, werden T und t so gewahlt, 
da13 die Minimallosung von 4 nicht nur F erzeugt, sondern da13 dariiber 
hinaus sign(log 1 &) 1) # sign(log I E@) I) erfiillt ist. Fur log j E(I) / . 
log ( 42’ / > 0 kann man ngmlich (log 1 E(I) 1)2 + (log / c(z) 1)” < 
(log ) &) ! + log / E@) 1)” < (n -- 2) Cr=, (log / &I 1)’ abschatzen, so da13 
es geniigt, in (29) IZ~ = (n - 1)-l zu wahlen. Man nimmt T zweckmal3ig 
so an, dal3 in (33) das Gleichheitszeichen steht. Unter den Voraussetzungen 
fiir e(l), ~(~1 und mittels der Bedingung Q(E) < 1 fur die Minimallosung 
la& sich Nebenbedingung (vi’) umformen zu [13] 
- 
log LF < c T2 01 1)” + p (n 
- 
l)(n 
- 
2)(n 
- 
3) 
ljZ 
2 12 ! . (38) 
Die Ungleichungen (29), (33) und (37) fiihren dann wie in [13] auf die 
folgende Abschgtzung fiir den Regulator R von F: 
SATZ XI. Es sei F ein imprimitiver total reeller algebra&her Zahlkiirper 
vom Grad n und der Diskriminante dF . Bezeichnet R, die untere Schranke (6) 
ftir den Regulator R von F, so gilt 
log LF < log ( 1 +?5”‘)) (n - 1)7@ $ . (39) 
Die Ungleichung (39) ist in drei Punkten scharfer als die entsprechende 
bei Remak ((2) in [13]), ftir praktische Zwecke jedoch nicht so geeignet, da 
sie keine Daten tiber die auftretenden Teilkiirper beriicksichtigt. 
Als zweite Mijglichkeit wurde die Betrachtung sukzessiver Minima der 
Form Q vorgeschlagen. Diese Methode erfordert genaue Kenntnisse iiber 
die auftretenden Teilkiirper. 
Man setzt m, : = M = min{Q(x) / x E Z+l\{O}}, und m, werde fiir den 
Vektor y, angenommen. Sind bereits k > 1 sukzessive Minima mi = Q( yJ 
(i = l,..., k) erklart und ist k < n - 1, so definiert man m,,, := 
min{Q(x) ) x E Zn--l, { yr ,..., yr , x} 1.u.). Offensichtlich gilt m, < m2 < ... < 
m,-, . Dariiber hinaus bewies Minkowski [3, Chapter VIII] die tiefliegende 
Ungleichung 
ml . .-. . tnnel ,( y;z: det Q. (40) 
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Geht man davon aus, da13 die sukzessiven Minima fi.ir jeden Teilkiirper 
von F bekannt sind (sie lassen sich bei Kenntnis der Grundeinheiten leicht 
berechnen), kann man folgendermaBen zu einer Regulatorabschltzung 
gelangen. Die Lijsung des Problems (20) ergibt eine untere Abschtitzung 
fi.ir den Wert m :== min{q(E) I E E U, F = Q(E)}. Gilt fiir alle Einheiten 
E E U\{l, -l}, die in echten Teilkiirpern von F liegen, q(E) > no. so folgt 
stets schon JJ? < yn-&det Q)l/(“-l) wie in Sektion 3. 
KATZ X11. Es sei F ein imprimitiver total reeller algebra&her Zahlkiirper 
vom Grad n und der Diskriminante dF . Ferner bezeichne U die Einheitengruppe 
van F und MF die Liisung des Problems (20) fiir F. Es sei r die gr6Jte nicht 
negative ganze Zahl, zu der unabhiingige Einheiten Q ,..., 7,. E U\{l, -I} 
existieren, die alle in echten Teilkiirpern von F liegen undfiir die q(qi) < MF 
(i = 1 ,..*> r) gilt. Wtihlt man unter allen solchen, endlich vielen Systemen 
71 2..‘, 7,. eins mit kleinstem Wert q(T1) . ... ’ q(qr) aus, so erhiilt man fiir 
den Regulator R von F die Abschiitzung 
drll) . .” . q(q,.) IV;-‘- I’ < y;::nR”. (41) 
Beweis. Aus den Voraussetzungen folgt unmittelbar, da13 fi,ir die ersten r 
sukzessiven Minima m, ,..., m, der Form Q die Ungleichung m, . 9.. mp > 
q(T1) ... . q(y,.) gilt. Fi.ir r = n - 1 ist die Behauptung dann gem%B (40) 
bewiesen. Fiir 0 < r < n - 1 existiert eine Einheit T,+~ E U mit m,+l = 
q(TTtl). Dafiir ergibt (40) infolge m, < m2 < ... < m,-, die Abschtitzung 
n-1-v ml . ‘.. . m, . rnTel < $1: det Q. Nach den Voraussetzungen ist aber 
n/l, < m,+, , und zwar unabh5ingig davon, ob qT+l den K&per F erzeugt 
oder nicht. Q.E.D. 
Die Regulatorschranke aus Satz XII ist fi,ir kleine Kijrpergrade wieder 
recht gut. Man vergleiche dazu die Resultate in Sektion 5. Existiert speziell 
nur ein echter Teilkarper E von F, ist der Minimalwert der Form Q fiir 
Einheiten aus E meist leicht zu berechnen, und ein Vergleich ergibt oft, 
da13 die LGsung des Problems (20) kleiner ist, so daB man die Regulator- 
abschstzungen des vorigen Paragraphen iibernehmen kann. Eine Ausnahme 
bildet stets, wie eingangs erwghnt, der Teilkijrper Q;p(51i2), die Liisung von 
(20) ist in diesem Fall das zweite sukzessive Minimum. 
Treten also TeilkGrper auf, erfordern die Abschgtzungen fi.ir den Regulator 
von F stets einen griiBeren Aufwand. Abgesehen von der Schranke (39), 
die kaum brauchbare Ergebnisse liefert, bestehen zwei Mijglichkeiten, die 
beide fiir grbBere Kbrpergrade urnfangreiche Rechnungen erfordern. 
Kennt man die Teilkijrper von F nicht, wird man auf die gewichtete Form 
zuriickgreifen und (36) l&en. Das gilt insbesondere, wenn bereits ein Com- 
puter-Programm fi.ir (20) zur Verfiigung steht, das dann nur unwesentlich 
gegndert werden muB. Kennt man dagegen alle auftretenden Teilkiirper, 
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so kommt man mit der Methode der sukzessiven Minima schneller ans 
Ziel. Falls nur ein echter Teilkorper existiert, wird man ihr stets den Vorzug 
geben . 
5. SPEZIALF~LLE, BE~SPIELE UND TABELLEN, MINIMALER REGULATOR 
Der letzte Paragraph gliedert sich in mehrere Teilabschnitte. Zu Beginn 
werden die Kijrpergrade IZ = 2 und IZ = 3 untersucht. Einerseits besitzt 
das Minimierungsproblem fur sie eine besonders einfache Gestalt. Zum 
anderen waren sie bei den Untersuchungen der Teilprobleme in Sektion 3 
an verschiedenen Stellen ausgeschlossen worden. AnschlieBend stehen 
Tabellen mit Regulatorabschatzungen fur spezielle K&per vom Grad 
12 < 11. In ihnen treten die Vor- und Nachteile der einzelnen Methoden 
deutlich hervor. Insbesondere fallt die Diskrepanz zwischen den Remakschen 
Ergebnissen fur imprimitive K&per und den mit Hilfe sukzessiver Minima 
gewonnenen auf. Zum AbschluD wird noch einmal das Problem des kleinsten 
Regulators Rmin aller total reellen algebraischen ZahlkGrper untersucht, 
das schon am Ende von Sektion 1 kurz angeschnitten wurde. Infolge der 
Ergebnisse aus den Abschnitten 3 und 4 kommt man einer Liisung recht 
nahe. Nur ftir K&per vom Grad 12 = 6, 8, 10 Ia& sich such weiterhin nichts 
Genaues aussagen. 
In reel]-quadratischen Zahlkijrpern F ist eine Regulatorabschatzung 
gleichbedeutend mit einer AbschWung der (normierten) Grundeinheit 
E > I. Bezeichnet dF die Diskriminante von F, so folgt wegen (10): 
(42) 
Die letzte Ungleichung fiihrt nun sofort auf eine untere Schranke fur E. 
SATZ XIII. Es sei F ein reel&quadratischer Zahlkiirper mit der Diskrimi- 
nante dP . Fiir die Grundeinheit z > 1 von F gilt die Abschiitzung 
E> 
(dF)‘j2 + (dr - 4)‘j2 
2 (43) 
Falls E normpositiv ist, gilt schiirfer 
E > WFP2 + (dF + 4Y2 
, 2 (4) 
Die Ungleichung (43) ((44)) geht genau dann in eine Gleichung iiber, wenn 
dF - 4 (dF + 4) eine Quadratzahl (und dF > 5) ist. 
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Reweis. Die Schranken (43) und (44) folgen direkt aus (42). Falls dF - 4 
(4 + 4) eine Quadra&ah1 ist, stellt E = ((dF)l12 + (dF - 4)9/Z 
Cc = ((4)“” + CdF + W2)/2) eine Einheit des KGrpers dar, und 1, E bilden 
sogar eine Ganzheitsbasis. Also steht in (43) das Gleichheitszeichen. (AuDer- 
dem kann wegen (43) fur dF > 5 in F keine Einheit 7 > 1 mit N(T) = --1 
und q2 < ((d,)l12 + (dF + 4)112)/2 existieren.) Q.E.D. 
Bei Diskriminanten unterhalb Hundert ergibt Satz XIII scharfe Schranken 
fur die Grundeinheit (den Regulator), falls d, = 5, 8, 12, 13, 21, 29, 40, 
53, 60, 77, 85 gilt. 
Auch fiir total reelle kubische Zahlkorper vereinfacht sich das Minimie- 
rungsproblem stark. Mit den Werten KF aus (13) und L, aus (19) wird 
Nebenbedingung (2O)(iv) zu x1 > Q log(dJ4) und Nebenbedingung (2O)(vi) zu 
2x, + x2 3 4 log(d,/4). Wegen x1 > xg folgt daher (iv) aus (vi). Also 1SiBt 
sich Problem (20) auf das folgende reduzieren: 
Man minimiere xl2 + xs2 + xz2 unter den Nebenbedingungen 
(a) x1 + -y, + x3 = 0, (b) 2x, + x2 3 log LF , 
(45) 
(c) (ezrl - l)(e”“L - I)(1 - ezs3) > 1. 
Zunachst mu13 man wieder priifen, welche Nebenbedingungen aktiv sind. 
Eine LSsung mit (a) allein erfiillt weder (b) noch (c). Eine Lbsung mit (a) 
und (b) als aktiven Nebenbedingungen fiihrt auf Problem B und damit auf 
x2 = 0, so daB (c) verletzt ist. Eine LGsung mit (a) und (c) schliei3lich ent- 
spricht der aus (5), und (b) ist nicht einmal fur dF = 49, also erst recht nicht 
fi,ir graBere Kiirperdiskriminanten erftillt. Daher miissen alle Neben- 
bedingungen aktiv sein, und x1 , xa , xQ lassen sich bereits aus (a), (b) und (c) 
bestimmen. 
Mittels (a) und (b) werden x, und x2 eliminiert, (c) wird zu 
@2T1 _ l)(ez(logLp-2r,) _ ])(, _ e-2(rl+logLF-2z,)) = 1, 
Man setzt zweckmZI3ig z : = ezsl und bekommt die Gleichung 
(2 - 1) (7 - lJ(1 - 6, = 1. (46) 
Jede Losung von (45) ist Nullstelle des Polynoms vierten Grades 
g(z) = 24 - (1 + LF2) 23 - L,2z2 + L,2(1 + L,2) z - L,4. (47) 
Die kleinste Nullstelle z0 von g mit z,, > 1 ergibt dann durch x1 = Q log z,, , 
(a) und (b) das Resultat fi,ir (45). Wegen g(l) = -LF2 < 0 ist ngmlich die 
Existenz von z0 gesichert. Berechnet wird z0 dann mit dem Newton-Verfahren. 
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TABELLE I 
Primitive Kiirper 
& MA MA’ MB MB’ R 
n=3 
49 0.8678 - 0.7847 
81 0.9307 - 1.1311 
148 1.0728 - 1.6298 
169 1.112s - 1.7518 
229 1.2140 - 2.0477 
251 1.2562 - 2.1660 
316 1.3367 - 2.3865 
321 1.3430 - 2.4036 
361 1.3918 - 2.5341 
404 1.4403 - 2.6624 
469 1 so74 - 2.8373 
473 1.5113 - 2.8474 
0.9107 
1.1824 -_ 
1.6506 
1.7691 --- 
2.0592 -_ 
2.1760 
2.3941 
2.4111 
2.5406 
2.6680 -- 
2.8420 
2.8521 
0.4553 
0.5912 
0.8253 
0.8845 
1.0296 
1.0880 
1.1970 
1.2055 
1.2703 
1.3340 
1.4210 
1.4260 
n=4 
1957 0.9813 1.0263 1.1551 1.1723 0.4487 -- 
2777 1.0078 1.0718 1.3294 1.3324 0.5437 
3981 1.0398 1.1256 1.5216 1.5216 0.6636 -- 
?Z=S 
14641 1.3361 - 1.1624 1.3250 0.3992 
24217 1.3617 - 1.3403 1 ,443s 0.4659 
36497 1.3847 - 1.4947 1.5656 0.5481 
38569 1.3879 - I.5161 1.5835 0.5607 
218528 1.5058 1.5192 2.2667 2.2799 1.1623 
n=6 
- 592661 1.4425 1.4900 1.1917 1.4118 0.3911 
2323397 1.4789 1.5567 1.5748 1.6442 0.5003 
n=7 
20134393 1.8007 1.8107 1.4308 - 0.4858 
n = 11 
3.336 x 10la 2.6709 2.6927 1.0904 - 0.5669 
6411914-7 
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SATZ XIV. Es sei F ein total reeller kubischer Zahlkiirper mit der 
Diskriminante dF . Setzt man LF = (dF/4)‘J2 und bestimmt die kleinste Null- 
stelle z,, > 1 uon (47), so erhiilt man fiir den Regulator R von F die Abschlitzung 
R 3 (log L,)2 - 3 log z,, log LF + $(log z~)~. (48) 
Der Beweis ergibt sich mittels (2) sofort aus den Beziehungen x1 = 4 log z,, , 
x2 = log L, - log z,, , X, = 4 log z, - iog L, fur die Losung von (45). 
Fur K&per vom Grad n 3 4 gelten die Abschatzungen aus dem dritten 
und vierten Paragraphen. In den folgenden Tabellen werden die Ergebnisse 
der verschiedenen Methoden fiir eine Reihe von Kiirpern einander gegen- 
tibergestellt. Berechnet wurden Regulatorschranken von KGrpern dritten bis 
elften Grades, wobei fiir rr > 8 die sehr guten Diskriminantenschranken von 
Odlyzko [8] benutzt wurden. Insbesondere sind alle K&per vom Grad 
n = 3 mit dF < 500, n = 4 mit dF < 4000 und n = 5 mit dF < 40000 
erfaBt. AuBerdem wurden die Kiirper sechsten und siebten Grades mit 
Minimaldiskriminanten und einige weitere Kiirper vom Grad 5 beziehungs- 
weise 6 aufgenommen. 
In der ersten Tabelle stehen ausschliel3lich Daten primitiver Korper. Fiir 
sie gelten die Ergebnisse des dritten Paragraphen. Spalte 1 enthllt jeweils 
die Kiirperdiskriminante. In den nachsten vier Spalten stehen die Liisungen 
der Teilprobleme A, A’, B, B’ von (20). Das Fehlen einzelner Werte liegt 
daran, da13 fur die Methoden A’, B’ die Voraussetzungen nicht immer erftillt 
sind, denn die Nebenbedingungen brauchen nicht alle aktiv zu sein. Unter- 
strichene Ergebnisse sind gleichzeitig Lasungen des allgemeinen Problems 
(20). Die letzte Spalte schliel3lich enthalt die Regulatorabschatzung, die 
mit dem gri%ten Minimalwert in der betreffenden Zeile erreicht wird. Das 
Problem A wurde stets fur s = [(n + 1)/Z],..., n - 1 gerechnet. Fur n 3 4 
war MA(s) in s streng monoton wachsend und M,([(n + 1)/2] + 1) bereits 
grijl3er als die beste Losung der gleichen Zeile fur s = [(n + 1)/2]. 
Wie bereits in Sektion 3 erwahnt, erhalt man das Remaksche Ergebnis 
als Spezialfall. Wenn man die Werte der vierten Spalte durch (log(4-[“‘“Id,))” 
dividiert und mit (log(n-“d,))2 multipliziert, entspricht das Resultat fur R 
gerade Formel (134) in [13]. 
Die Zweite Tabelle enthalt ebenfalls die Resultate aus Sektion 3, und 
zwar fur imprimitive K&per. Die auftretenden Minimalwerte sind daher 
im allgemeinen als hiihere Minima im Sinne von Sektion 4 aufzufassen. In 
Spalte 6 stehen folglich such keine Regulatorschranken, sondern die Minimal- 
werte fur Einheiten aus Teilkijrpern. 1st Q(51i2) Teilkijrper, erscheint in 
Spalte 6 gerade n(log((1 + 5’/3/2))“, insofern ist die Lijsung des Lemmas 
in Sektion 1 bereits optimal. Existieren mehrere Teilkiirper, sind die Minimal- 
werte zumeist fur jeden von ihnen aufgeftihrt. Bei quadratischen TeiIkarpern 
mit dF > 5 sowie bei total reellen kubischen Teilkbrpern kann man darauf 
verzichten, weil deren Minima durchweg iiber denen der Spalten 2 bis 5 
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liegen. Von einigen Karpern sechsten Grades [l ] und fiir die Grade 8, 9, 10 
steht die Imprimitivitiit nicht fest. Bei diesen Kiirpern wurde grundsltzlich 
fiir maglicherweise auftretende Teilkijrper der ungiinstigste Fall an- 
genommen. 
TABELLE II 
Imprimitive KBrper 
dF MA MA’ MB MB’ MT&l 
n=4 
125 0.9335 0.9402 0.7271 - 0.9262 
1125 0.9495 0.9698 0.9043 0.9829 0.9262 
1600 0.9683 1.0035 1.0603 1.0929 0.9262, 3.5254 
2000 0.9828 1.0289 1.1656 1.1814 0.9262 -- 
2048 0.9845 1.0318 1.1771 1.1916 3.5254 __- 
2225 0.9905 1.0422 1.2176 1.2280 0.9262 
2304 0.9931 1.0466 1.2349 1.2437 3.5254,5.2678 
2525 1.0001 1.0587 1.2808 1.2864 0.9262 -- 
2624 1.0032 1.0639 1.3004 1.3042 3.5254 -- 
3600 1.0304 1.1099 1.4667 1.4667 0.9262, 5.2678 
-- 
n=6 
300125 1.4276 1.4624 1.0207 - 1.3893, 1.8214 
371293 1.4320 1.4706 1.0728 1.3893 3.5382 
434581 1.4354 1.4769 1.1121 1.3922 1.8214 
453789 1.4364 1.4787 1.1230 1.3939 1.8214 
485125 1.4379 1.4814 1.1400 1.3972 1.3893 
- 
131 782720 1.8976 1.9396 1.0295 - 1.8525, 1.8804 
n=9 
3649420700 2.2190 2.2325 1.1306 - 2.7321 
n = 10 
1.078 x 10” 2.3665 2.4146 1.0339 - 2.3156, 2.6722 
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Aus Tabelle 11 werden nun Regulatorschranken nach der Methode 
des Satzes XII hergeleitet. In nahezu allen Fallen ist der Maximalwert der 
Spalten 2 bis 5 einer Zeile eine untere Schranke fur das erste oder zweite 
Minimum der Form Q. K&per achten Grades bilden eine Ausnahme. Sie 
kiinnen sowohl Q(51/2) als such einen K&-per vierten Grades als Teilkijrper 
besitzen, so da13 der nach Sektion 3 ermittelte Wert erst das 5. Minimum zu 
sein braucht. Tabelle III enthalt in Spalte 1 wieder die Diskriminante von F. 
In Spalte 2 steht Remaks Abschatzung fur den Regulator, in Spalte 3 deren 
Verbesserung aus Satz XI. Die letzte Spalte enthalt die Abschtitzung von R 
mittels sukzessiver Minima, die sich allen anderen Methoden als tiberlegen 
erweist . 
TABELLE III 
Regulatorschranken fiir imprimitive Karper 
RXI RXII 
125 0.0036 0.1387 0.3199 
1125 0.005 1 0.1547 0.3344 
1600 0.0063 0.1675 0.3718 
2000 0.0071 0.1756 0.4019 
2048 0.0072 0.1765 0.4598 
2225 0.0075 0.1795 0.4178 
2304 0.0076 0.1807 0.4904 
2525 0.0079 0.1841 0.4377 
2624 0.0080 0.1855 0.5266 
3600 0.0091 0.1970 0.4990 
R = 4 
n=6 
300125 0.0001 0.0230 0.3638 
371293 0.0001 0.0236 0.3785 
434581 0.0002 0.0240 0.3826 
453789 0.0002 0.0242 0.3837 
485125 0.0002 0.0243 0.3733 
____ 
n=8 
131782 720 5 x 10-B 0.0021 0.4189 
n=9 
3 649 420 700 9 x 10-7 O.OQO6 0.5175 
n = 10 
1.078 x 10” 10-T 0.0001 0.4335 
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Am Ende des ersten Paragraphen wurde gezeigt, da13 der kleinste Regulator 
R min aller total reellen algebra&hen ZahlkSrper nur in Kijrpern vom Grad 
n < 11 angenommen werden kann. Dieses Ergebnis sol1 zum AbschluB 
noch etwas verscharft werden. 
SATZ XV. Der kleinste Regulator der total reellen algebra&hen Zahlkiirper 
vom Grad n # 6, 8, 10 ist log((1 + P2)/2). Die Regulatoren aller Kiirper 
sind grGJer als 0.3733. 
Beweis. Der in allen gerechneten Beispielen tatsachlich auftretende 
kleinste Regulator ist log((1 + Yi2)/2) < 0.4813. Urn den Satz zu beweisen, 
braucht man wegen Satz II nur K&per vom Grad IZ < 11 zu betrachten. 
Die Regulatoren reell-quadratischer Zahlkiirper F # G(51i2) sind nach 
Satz XIII alle griil3er als 0.4813. Fiir total reelle kubische Zahlkijrper mit 
dF > 49 gilt nach Tabelle I dasselbe. Der Regulator des kubischen Kbrpers 
mit Minimaldiskriminante ist 0.525 (Tabelle Seite 5). 
Fur primitive Kijrper vierten Grades mit dF > 1957 beziehungsweise 
fur imprimitive mit dF > 2525 oder dF = 2304 erhglt man R > 0.4813 
ebenfalls aus den Tabellen I und III. Bei den verbleibenden Korpern berechnet 
man die Regulatoren mit Hilfe der Grundeinheiten aus [2]. Man bekommt: 
4 725 1125 1600 1957 2000 2048 2225 2525 
R 0.825 1.165 1.542 1.918 1.852 2.441 2.064 1.763. 
Unter den KSrpern vom Grad 5 sind nur die beiden mit dF = 14641 
und dF = 24217 zu untersuchen. Fur den ersten K&per gilt R = 1.635 
(Tabelle Seite 5). Fur den zweiten KSrper ergaben sich in [9] sieben 
erzeugende Gleichungen. Man zeigt zunachst mit dem Computer, darj 
diese denselben K&per erzeugen. Danach lassen sich die Grundeinheiten 
mit dem Verfahren aus [ll] berechnen. Als Regulator bekommt man 2.399. 
Die K&per der Grade 6, 8, 10 fallen aus dieser Betrachtung heraus. Die im 
Satz angegebene Schranke folgt aus Tabelle III sowie dem Regulatorwert 3.277 
fur den K&-per sechsten Grades mit Minimaldiskriminante (Tabelle Seite 5). 
Fur n = 7 erweist es sich tatsiichlich als notwendig, Problem A’ zu l&en. 
Die Regulatorabschatzung mittels MA liegt namlich knapp unter 0.4813, 
die mittels 1M,, knapp dariiber. Schliel3lich gilt die Abschatzung R > 0.4813 
fiir K&per vom Grad 9 und 11 wieder auf Grund der Werte in Tabelle III 
beziehungsweise I. Q.E.D. 
Mit den Methoden der Sektion 4 lassen sich fur die Kiirper der Grade 6, 
8 und 10 natiirlich Schranken fur die GrGDe der Diskriminante herleiten, 
mit denen man dann prinzipiell alle K&per bestimmen kann, die moglicher- 
weise einen kleineren Regulator als log((1 + Si2)/2) besitzen. In der Praxis 
stehen dem jedoch erhebliche rechnerische Schwierigkeiten entgegen, so 
daD dieser Weg zwar nicht aussichtslos, aber doch BuBerst mtihselig erscheint. 
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