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INTRODUZIONE                                         
 
Negli ultimi anni con l'avvento delle nuove tecnologie come 
smartphone e tablet e l'aumento dei servizi di cloud e quindi 
passando da comunicazioni statiche a sempre più frequenti 
comunicazioni dinamiche, è nata la necessità di cambiare 
l'architettura delle reti per cercare di gestire al meglio le esigenze 
sempre più variabili e numerose degli utenti.  
È così che si è sviluppato il paradigma SDN, Software Defined 
Networking, e il  suo protocollo principe,  OpenFlow. …………                                    
La possibilità di gestire la rete tramite un software logicamente 
centralizzato, ma esterno ai dispositivi classici di rete come router e 
switch, ha permesso agli amministratori di avere una flessibilità mai 
raggiunta prima, permettendo di gestire e modificare la rete alla 
velocità con cui evolve il software, cosa impensabile prima 
dell'avvento di SDN.                                                                                            Tale flessibilità ha portato anche alla possibilità di sviluppare e utilizzare in maniera semplice e veloce molte applicazioni da utilizzare nelle reti.            In 
questa tesi vedremo l'utilizzo di un'applicazione necessaria al 
conteggio della cardinalità dei flussi di traffico che è stata 
implementata in ambito SDN.  è corretto in mani                                                                                       Per quanto riguarda l'organizzazione dell'elaborato, il capitolo 1 introdurrà le SDN esponendo le sue caratteristiche principali; il capitolo 2 tratterà il protocollo utilizzato in SDN, il protocollo OpenFlow, fornendo le sue 
Tale flessibilità ha portato anche alla possibilità di sviluppare e 
utilizzare in maniera semplice e veloce molte applicazioni da 
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utilizzare nelle reti.                                                                                                         In questa tesi vedremo l'utilizzo di un'applicazione necessaria al conteggio della cardinalità dei flussi di traffico che è stata implementata in ambito SDN.                  Per quanto riguarda l'organizzazione dell'elaborato, il capitolo 1 Per 
Per quanto riguarda l’organizzazione dell’elaborato il capitolo 1 
introdurrà le SDN esponendo le sue caratteristiche principali; il 
capitolo 2 tratterà il protocollo utilizzato in SDN, il protocollo 
OpenFlow, fornendo le sue caratteristiche e spiegando il suo 
impiego; il capitolo 3 descriverà l'applicazione utilizzata per il 
conteggio della cardinalità dei flussi, il LogLog Counting Reversible 
Sketch; il capitolo 4 mostrerà l'architettura proposta con le 











1.1 DESCRIZIONE RETE ATTUALE E LIMITI 
 
Dal 1970 ad oggi la rete attuale non ha subito significative modifiche 
per quanto riguarda le tecnologie di rete. Fino ad ora negli apparati 
di rete tradizionali come switch e router, il piano dati e il piano di 
controllo coesistano all’interno del solito sistema.           
Il piano di controllo contiene le funzioni di instradamento o routing. 
La funzione di routing è quella parte che si occupa di calcolare e 
determinare il percorso dei pacchetti, ovvero quale percorso dovrà 
seguire un pacchetto nella rete per raggiungere la sua destinazione. 
Tale parte è costituita da: algoritmi di routing che calcolano il 
percorso a seconda della conoscenza della topologia della rete, dai 
protocolli di routing che si scambiano le informazioni sulla topologia 
della rete con i nodi vicini e da funzioni di routing che generano le 
tabelle di routing con le informazioni a disposizione.                                                                                                                      
Il piano dati consiste nell’azione da compiere sul pacchetto in arrivo, 






Figura 1 Switch classico al cui interno è presente sia il piano di controllo che il 
piano dati [2] 
 
 Oggi con l’avvento di nuove tecnologie come smartphone e tablet è 
aumentata per gli operatori la richiesta di servizi di traffico mobile. 
Si è verificato inoltre un aumento dei servizi di cloud e tutti questi 
fattori hanno causato un aumento di complessità, gestione e 
funzionamento della rete che hanno un costo sempre più alto e 
difficile da controllare, infatti l’industria del networking sta 
cambiando i tradizionali dispositivi di rete. L’attuale struttura è stata 
costruita per un utilizzo gerarchico a più livelli. Questa architettura 
di rete aveva un senso per le comunicazioni client-server che sono 
comunicazioni statiche, ma per comunicazioni dinamiche di cui si 
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necessita oggi, cioè comunicazioni in cui non è possibile sapere a 
priori quale è il tipo di traffico e il percorso che esso effettuerà, è 
necessario un data center e un ambiente di trasporto [3]. Il data 
center è un centro di calcolo composto da più server connessi a una 
rete privata ad alte prestazioni [4].  
Queste necessità portano ad orientarsi verso reti con nuovi 
obbiettivi impossibili da risolvere con l’attuale infrastruttura.                                                      
 
 




I possibili problemi che sorgono e sono difficili da gestire con 
l’attuale rete sono molteplici: 
- Il cambio del pattern del traffico, dovuto al fatto che la maggior 
parte delle applicazioni di oggi non comunicano più solo in modalità 
client-server, ovvero con una comunicazione nord-sud, ma 
accedono da differenti database e server che comunicano tra di loro 
tramite una comunicazione machine-to-machine o di tipo est-ovest, 
scambiandosi una grande quantità di dati che può arrivare fino al 
petabyte, prima di poter rispondere all’utente con la soddisfazione 
della richiesta. Il                                                                                                        
- Il costante aumento dei servizi cloud ha portato anche un altro 
problema come il continuo lavoro da parte di IT di cercare di poter 
impostare le policy per il singolo dispositivo per soddisfare quindi 
una richiesta nello specifico, cioè a grana fine, perché al momento le 
policy sono applicabili per singola sessione. Ovviamente tali servizi 
cloud devono essere garantiti in ambienti sicuri, offrendo un servizio 
di self-service provisioning, con elasticità di calcolo, di memoria e di 
risorse di rete.                                                                                              
- La grande quantità di dati che comporta una maggiore banda e il 
saper gestire più processi in parallelo di migliaia di server collegati 
tra loro, rispettando e utilizzando tutti i protocolli sviluppati che 
possono portare all’esaurimento delle risorse e al decadimento 
delle prestazioni e nel peggiore delle ipotesi all’interruzione del 
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servizio.                                                                     
- L’impossibilità di avere una rete scalabile, cioè avere le solite 
prestazioni senza degradazioni sia per reti piccole che per reti 
grandi. Un’azienda infatti può partire con una rete piccola e poi 
espandendosi può avere la necessità di aggiungere nuovi dispositivi 
di rete, i quali sono configurabili da remoto, in maniera manuale 
dall’amministratore della rete. Questo per reti di piccole dimensioni 
non è un problema, ma se la rete assumesse dimensioni elevate 
diventerebbe impossibile gestire la configurazione in maniera 
manuale.                                                                     
- La lentezza da parte dei costruttori di utilizzare un nuovo 
protocollo sui dispositivi utilizzati nella rete, infatti il nuovo 
protocollo prima di essere utilizzato deve essere implementato 
all’interno dei dispositivi e questo passaggio può richiedere molto 
tempo e il conseguente rallentamento dello sviluppo della rete. 
Questo è dovuto al fatto che è molto più veloce lo sviluppo di un 
nuovo software che porta dei miglioramenti alla rete piuttosto che 







1.2 SIGNIFICATO DI SDN 
 
SDN sta diventando una keyword imprescindibile per le architetture 
di rete evoluta, anche se ad oggi manca di fatto una visione comune 
di quali siano gli obiettivi e gli elementi che identificano questo 
nuovo paradigma. 
Secondo Scott Shenker e Nick McKeown l’obiettivo principale di 
SDN è ristrutturare l’architettura di networking, introducendo 
opportuni livelli di astrazione in grado di operare una 
trasformazione simile a quanto già avvenuto nel campo delle 
architetture elaborative. Nell’ambito del computing infatti, ormai da 
molto tempo, i programmatori sono in grado di implementare 
sistemi complessi senza dover gestire i singoli dispositivi coinvolti o 
interagire in linguaggio macchina, il tutto proprio grazie 
all’introduzione di opportuni livelli di  astrazione nell’architettura. 
Questa visione, decisamente ambiziosa che propone un 
cambiamento radicale nelle reti, non è messa in discussione, ma 
spesso da molti è erroneamente identificata con aspetti specifici che 
probabilmente hanno un impatto decisamente più limitato. Ad 
esempio alcuni identificano SDN con il problema della separazione  
del piano di controllo dagli apparati di rete e della sua 
centralizzazione, altri si focalizzano sull’apertura di interfacce di 
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controllo sui router attuali: entrambe queste innovazioni sono solo 
componenti di una soluzione complessiva che permette 
l’interazione delle applicazioni con la rete in modo sufficientemente 


















1.3 DESCRIZIONE INNOVAZIONI SDN  
 
Con SDN si vuole rendere i nodi di rete programmabili, si vuole 
introdurre delle astrazioni che permettono di generalizzare e 
modellare la rete e il suo comportamento, a prescindere dalla 
specifica implementazione dei nodi e accedere ai nodi tramite delle 
interfacce standard, simili alle API dei software. Questi obiettivi si 
ottengono operando una centralizzazione logica del controllo, si 
parla infatti di controller centralizzato, e operando un’ apertura 
delle interfacce dei nodi della rete. Il paradigma SDN consente di 
attuare lo step successivo, che è quello della virtualizzazione della 
rete, ovvero realizzare delle partizioni di rete virtuali della rete 
fisica. Ogni partizione poi potrà essere assegnata a un controller 
separato, così applicazioni che si appoggiano a controller differenti 
vedranno reti differenti. Il controllo della rete deve essere 
disaccoppiato dall’hardware e posto in un controller software 
logicamente centralizzato, togliendo il vincolo che l’intelligenza del 




Figura 3 Differenza nel controllo tra una rete normale e una rete SDN [1] 
 
Questo approccio è profondamente disruptive, cioè non ci sarà più 
un riferimento agli autonomous systems [1], cioè un gruppo 
di router e reti sotto il controllo di una singola e ben definita 
autorità amministrativa [7]. I nodi non decidono più in autonomia il 
loro comportamento, ma sono controllati da un’entità esterna. Il 
vantaggio di disporre un controller software centralizzato è quello di 
avere completo controllo sulla rete, infatti modificando il software 
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si può fare in modo che la rete abbia un comportamento differente . 
Questo perché tramite la modifica del controller è possibile andare 
a cambiare tutti i dispositivi gestiti da quest’ultimo, non impiegando 
più mesi ma poche ore.   Dal punto di vista funzionale l’approccio 
SDN identifica 3 livelli: l’infrastruttura di rete fisica, il piano di 
controllo e le applicazioni. Le applicazioni interagiscono con il 
controller tramite northbound API, mentre il controller interagisce 
con i nodi della rete fisica tramite le southbound API, in realtà 
Northbound e SouthBound API sono due termini che si rifanno a 
una implementazione specifica, quella del protocollo OpenFlow che 





Figura 4 Architettura SDN [3] 
 
Tale protocollo è stato sviluppato prima a livello accademico e poi 
adottato dalla Open Networking Foundation, un’organizzazione 
fondata da Deutsche Telekom, Facebook, Google, Microsoft, 
Verizon, and Yahoo!, per migliorare il networking in SDN [9].                      
Il controllore centrale svolge tutte le operazioni del piano di 
controllo come il routing, il naming, la dichiarazione delle politiche e 
i controlli per la sicurezza.                                                  
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Definisce inoltre i flussi che possono passare in rete, infatti un flusso 
prima di poter passare sulla rete deve ottenere il permesso dal 
controllore che verifica se quel flusso rispetta i criteri scelti dalle 
politiche di rete adottate. Se il controllore accetta il flusso, calcola 
anche il percorso per quest’ultimo. Gli switch devono 
semplicemente gestire le tabelle di flusso le cui voci sono introdotte 
dal controllore. L’architettura SDN è molto flessibile ed è in grado di 
operare con diversi tipi di switch e livelli di protocollo.                       
In SDN lo switch svolge molte funzioni tra cui l’inoltro del primo 
pacchetto di un flusso al controllore, l’inoltro dei pacchetti in 
entrata su specifiche porte che vanno alle tabelle di flusso e lo 
scarto di alcuni pacchetti di un determinato tipo. Con il 
disaccoppiamento del piano dati e del piano di controllo, SDN 
consente alle applicazioni di trattare con un unico dispositivo di rete 
astratto, senza preoccuparsi dei dettagli e di come funziona il 
dispositivo. Le applicazioni di rete vedono una sola API verso il 
controllore, in questo modo è possibile creare e distribuire nuove 
applicazioni per orchestrare il flusso del traffico di rete, gestendo la 
richiesta di nuove specifiche aziendali per migliorare le prestazioni e 
per aumentare la sicurezza.                            
In un grande dominio aziendale, usare un solo controllore potrebbe 
essere complicato da gestire e si preferisce quindi dividere la rete in 
più domini associando a ognuno di essi un controllore.                
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I motivi per cui si preferisce fare questo sono:                                              
- scalabilità: un controllore SDN può gestire un certo numero di 
dispositivi, quindi in una rete grande potrebbe essere necessario 
utilizzarne più di uno. Si può scegliere di usare diversi criteri                                                                                    
- Privacy: si può scegliere di usare diversi criteri di privacy nei diversi 
domini. Si può dividere gli utenti in base alle esigenze di privacy che 
hanno sui dati.                                                                                   
- Incremental deployment: è possibile dividere i domini 
autonomamente gestiti anche in base alle tecnologie più o meno 
recenti.   
 
Figura 5 Rete con più domini gestiti più controllori [9] 
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L’esistenza di più domini fa nascere inevitabilmente la necessità di 
un protocollo per farli comunicare tra di loro scambiandosi le 
informazioni di routing. A questo obbiettivo IETF sta studiando e 
sviluppando il protocollo SDNi, Interfacing SDN Domain Controllers, 
che come specifiche ha due obbiettivi fondamentali su cui 
concentrarsi, il coordinare il flusso in base a requisiti di QOS e lo 
scambio di informazioni di routing, e il rendere semplice la 
reperibilità delle informazioni per facilitare il routing inter-dominio. 
Questo permetterà ad un flusso di attraversare più domini 
utilizzando il percorso più appropriato.                                               
Il più grande vantaggio di SDN comunque è quello della facile 
disponibilità sul mercato, infatti già molti apparati dispongono di 
questa tecnologia e molte altre case costruttrici come Cisco, Nicira, 
Juniper, NEC e BigSwitch, stanno lavorando per renderla disponibile 








1.4 INTERFACCE SDN 
 
Con l’avvento di SDN sarà necessario gestire le comunicazioni tra i 
vari dispositivi coinvolti per scambiarsi i dati necessari al corretto e 
più immediato funzionamento. Per questo ci sono tre diverse 
interfacce. 
 
Figura 4 Interfacce SDN [11] 
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Northbound interface: interfaccia che mette in comunicazione le 
applicazioni di rete con il controller. Le caratteristiche fondamentali 
per il corretto funzionamento sono: fornire le informazioni relative 
al routing per le applicazioni, fornire le informazioni per gestire le 
infrastrutture e i controller e poter portare le informazioni sulle 
politiche riguardanti le comunicazioni tra controller e applicazioni. 
Southbound interface: interfaccia che mette in comunicazioni il 
controller con i dispositivi di rete. Tale interfaccia è fondamentale 
che sia facilmente e velocemente riconfigurabile, in quanto deve far 
fronte alla dinamicità e alla flessibilità del cambiamento del piano di 
controllo, devono poter rendere il traffico sicuro e isolato rispetto 
alle altre reti per poter garantire i requisiti richiesti e deve rendere 
condivisibile le caratteristiche delle risorse fisiche a disposizione.        
East-west interface: mette in comunicazioni tra di loro i vari 
controllori in cui è stata suddivisa la rete. Le caratteristiche ti tale 
interfaccia sono rendere semplice una comunicazione interdominio 
e intradominio e rendere l’intera rete scalabile e quindi in grado di 
comunicare in maniera efficace indipendentemente dalla sua 





1.5 POSSIBILI SCENARI DOVE UTILIZZARE SDN  
 
SDN sta avendo un grosso campo di utilizzo grazie alle sue 
caratteristiche. Uno scenario di implementazione può essere una 
rete universitaria in cui solitamente i router e gli switch non sono 
gestiti dalle università, mettendo a repentaglio la sicurezza della 
rete stessa, qui SDN può essere usata per adeguare le politiche di 
rete e semplificare il monitoraggio e permettere inoltre di eliminare 
i middle box, includendoli direttamente nella gestione della rete 
attraverso firewall.                                                        
SDN può essere utilizzata anche all’interno di un centro dati, dove 
un’ attenta gestione del traffico è fondamentale per evitare il 
problema dell’interruzione di quest’ultimo o dell’aggiunta di ritardo. 
Un ulteriore utilizzo è quello del risparmio energetico che permette 
di conseguenza una maggior riduzione dei costi attraverso una 
migliore gestione dei server e del meccanismo di raffreddamento. 
Un altro campo di utilizzo  potrebbe essere nel fornire servizi come 
Home Banking e Trading online, i quali diventerebbero 
strutturalmente più protetti, tutelando gli utenti con un elevato 
grado di confidenzialità e integrità dei dati.                                         
SDN viene anche usata in punti di accesso wireless come wi-fi, 
costruendo un punto di accesso astratto, rendendo disponibile la 
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mobilità proactive e una gestione del bilanciamento del carico 
ottimale. L’utilizzo delle Software Defined Network è possibile  in 
molti altri campi come reti ottiche o reti più piccole come quelle 
domestiche o di piccole aziende, dove oggi giorno si cerca di 
orientarsi il più possibile verso il low cost energetico.                                     
SDN è sempre più diffuso e questo ha portato uno sviluppo sempre 
maggiore nello switch design, nelle performance, nella sua 
scalabilità, nel servizio di interfacciamento, nelle applicazioni del 
servizio di virtualizzazione e nell’abilitare reti eterogenee per 











1.6 POSSIBILI ATTACCHI, CONTROMISURE E 
SVILUPPI FUTURI 
                                                                         
SDN può comunque essere soggetta ad attacchi, questo perché ha 
due proprietà che possono essere viste come interessanti da degli 
utenti fraudolenti e sono: il controllo della rete attraverso dei 
software che inevitabilmente saranno affetti da bug e altre 
vulnerabilità e la centralizzazione della rete attraverso un 
controllore. Chiunque abbia accesso al server di controllo che ospita 
il software può potenzialmente controllare l’intera rete. Ecco in 
breve le 7 minacce che sono state identificate e che potrebbero 
compromettere il funzionamento di SDN:                                                   
- 1 Flussi di traffico falsificato, qui un utente malintenzionato può 
introdurre del traffico non consentito, magari andando ad usare 
dispositivi di rete difettosi. Per ovviare a ciò, basterebbe una 
semplice autenticazione, ma se l’opponent riuscisse ad entrare in un 
server dove ci sono autenticati gli utenti, può ovviare al problema 
dell’autenticazione e mettere in atto l’attacco. Una soluzione 
potrebbe essere quella di usare un IDS con un supporto di 
autenticazione dei flussi di traffico.                                                              
- 2 Attacco agli switch vulnerabili, qui un singolo switch potrebbe 
essere utilizzato per scartare o rallentare flussi di traffico della rete, 
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ma potrebbe essere usato anche per deviare un certo flusso o 
iniettare traffico in eccesso per sovraccaricare il controllore. Per 
ovviare a questo problema si potrebbero usare dei software che 
attestano l’autenticità degli switch e usare dispositivi che rilevano 
comportamenti anomali in uno di essi.                                                                               
- 3 Attacco al piano di controllo della comunicazione, in tale caso si 
potrebbero avere attacchi di tipo DOS o furti di dati. Se si utilizzano 
comunicazioni TLS, trasport layer security, o SSL, secure sockets 
layer, la sicurezza globale è quella del dispositivo meno sicuro e si 
potrebbero avere attacchi di tipo man in the middle. Inoltre TLS o 
SSL non sono sufficienti per garantire completa fiducia tra 
controllori e switch. Una volta entrato nel piano di controllo, un 
utente malintenzionato potrebbe anche sferrare un attacco DOS. 
Una soluzione può essere quella di usare modelli di autenticità certi 
o usare una comunicazione crittografata. .                                                                                
- 4 Attacco alle vulnerabilità nei controllori, questo è probabilmente 
l’attacco peggiore per SDN, dove un controllore difettoso potrebbe 
compromettere l’intera rete e dove il semplice utilizzo di un IDS 
potrebbe non essere sufficiente, in quanto non è facile basandosi 
solo su eventi andare a etichettare un certo comportamento come 
dannoso. La soluzione migliore è controllare maggiormente i 
dispositivi più vulnerabili all’interno e far rispettare il corretto 
funzionamento delle politiche di sicurezza.                                                           
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-5 Mancanza di fiducia tra controllore e applicazioni di gestione, tale 
attacco è simile a quello del punto 3, cioè non ci sono dispositivi in 
grado di garantire fiducia tra switch e controllori. La soluzione è la 
solita, cioè garantire dei meccanismi di fiducia che autentichino la 
correttezza di una applicazione per tutta la sua durata.                                          
- 6 Attacchi alle vulnerabilità delle stazioni amministrative, cioè a 
quelle stazioni usate da SDN per accedere al controllore. Queste 
stazioni sono già presenti anche ora, ma se prese in SDN possono 
portare al controllo dell’intera rete. Per ovviare a ciò si potrebbero 
usare protocolli con doppie credenziali di verifica e meccanismi per 
il controllo di affidabilità dopo il riavvio.                                                 
- 7 mancanza delle risorse affidabili per capire il problema e 
ripristinare l’attività, ovvero la mancanza di informazioni affidabili 
tra tutti i componenti della rete che possono essere utilizzate per 
rivelare problemi e permettere un immediato riassestamento della 
normale attività. Per accorgersi di ciò, basta avere dei registri dove è 
riportata la normale attività e fare dei confronti, tale operazione 
deve però essere il più trasparente possibile e deve essere protetta 
da eventuali manomissioni. .                                                                                                                               
Le minacce 1, 2, 6 e 7 sono già presenti nelle attuali reti, mentre le 
3, 4 e 5 sono tipiche di SDN dovute alla separazione del piano di 
controllo e del piano dati. ..............................................................                                                                         
È quindi ovvio che il campo per un attacco nei confronti di SDN è più 
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esteso rispetto alle reti attuali ed è quindi necessario prendere 
provvedimenti aggiuntivi. ..                                                                                
Per questi tipi di attacchi possono essere prese delle contromisure 
anche sui componenti stessi, per cercare di rendere la rete più 
sicura. Essi devono essere in grado di poter attuare funzioni 
particolari come l’auto ripristino delle attività per risolvere il 
problema di non far contagiare gli altri dispositivi. I dispositivi 
quindi, devono essere in grado di poter attuare l’intrusion 
tollerance, cioè devono continuare a funzionare nonostante ci siano 
problemi, garantendo comunque integrità, sicurezza e corretto 
funzionamento.                                                                                         
Si possono attuare anche altre tecniche per irrobustire 
ulteriormente i componenti come la replication, dove il controllore 
si replica tre volte all’interno di un’ istanza, riportando ad ognuna di 
essa i soliti dati per svolgere le solite operazioni. In questo modo si 
ha robustezza nei confronti di guasti sia hardware che software, sia 
accidentali che fraudolenti, perché è così possibile isolare le 
applicazioni maligne. Si può attuare anche la diversity, dove si cerca 
di evitare guasti di tipo comune come le vulnerabilità di un 
software, andando a usare diversi sistemi operativi, questo perché 
in generale, l’iterazione di software differenti da un minore rischio 
rispetto all’utilizzo di singolo sistema operativo. Si dovrebbe usare 
anche il self healing mechanism, cioè la sostituzione dei componenti 
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compromessi con altri funzionanti e possibilmente differenti. Il 
dinamic device association è quel meccanismo secondo cui ogni 
switch è associato a più controllori per ovviare al problema di 
controllore non funzionante e quindi switch fermo. Il trust between 
devices and controllers si potrebbe utilizzare per fidarsi di tutti gli 
switch, fino a quando il loro funzionamento non è compromesso, la 
compromissione viene rivelata dagli altri switch o dal controllore 
attraverso un algoritmo di analisi. Una volta individuato lo switch 
mal funzionante, esso viene poi messo in quarantena da tutti gli altri 
dispositivi. Si può usare anche il secure components cioè un TCB che 
è un dispositivo a prova di manomissione che può essere utilizzato 
per memorizzare dati importanti e in grado di garantire operazioni 
base, così anche in caso di compromissione del sistema i dati 
sarebbero al sicuro.  Anche il fast and reliable software update and 
patching è utile, perché nessun software è esente da bug e un suo 
efficace update è in grado di ridurre i rischi di attacco.                                
Queste tecniche per aumentare l’affidabilità e la sicurezza possono 
e devono fare uso di meccanismi tradizionali come firewall e IDS, 
anche perché sono in parte ancora in via di sviluppo e quindi non 
del tutto sicure e funzionanti. Il mondo SDN è pieno di minacce già 
presenti e future, è quindi necessario non sottovalutare il campo 
della sicurezza, sviluppando e attuando le tecniche sopra citate e 
studiarne di nuove per avere una piattaforma SDN sicura e 
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2.1 INTRODUZIONE  
 
Il protocollo OpenFlow si ritiene che rappresenti un fattore 
abilitante, anche se da solo ovviamente non sufficiente, per 
realizzare la trasformazione verso i concetti di rete flessibile e 
programmabile.                                                                                                    
È inoltre doveroso aggiungere che la sua definizione non è al 
momento consolidata, ma è ancora suscettibile di evoluzioni e 
perfezionamenti, al momento l’ultima versione dello standard è la 
1.4. L’interfaccia realizzata da OpenFlow si colloca al livello più 
basso di astrazione previsto dall’architettura SDN, essa permette 
infatti di svincolarsi dall’hardware di forwarding dei pacchetti. In 
questo senso, uno degli aspetti fondamentali, che sta alla base 
dell’attività di specifica avviata da OpenFlow, consiste nella 
definizione di un modello standard dell’hardware di forwarding dei 
pacchetti che costituisce il nucleo dei diversi dispositivi di 
networking. Scopo del protocollo OpenFlow, è quindi quello di 
presentare all’esterno un modello di nodo generale e unificato, 
rendendo gli strati più alti dell’architettura di rete SDN indipendenti 
dall’implementazione del particolare vendor e dalle tecnologie 
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impiegate nel piano di forwarding. Risalendo alle origini della 
proposta, l’idea di base di OpenFlow, è quella di rendere 
programmabili in senso generale le tabelle di classificazione ed 
instradamento dei pacchetti presenti negli apparati di networking. 
In questo modo, le entry possono essere configurate dalle 
applicazioni tramite un piano di controllo esterno al dispositivo 
mediante un’opportuna interfaccia, ovvero il protocollo OpenFlow, 
il quale permette di definirne in modo flessibile il contenuto in 













I vantaggi che questo protocollo può apportare nella rete sono 
molteplici e significativi:                                                                                        
- Controllo centralizzato di dispositivi di fornitori diversi, infatti i 
software di controllo SDN, sono in grado di gestire qualsiasi 
dispositivo di rete di diversi fornitori, purchè utilizzino il protocollo 
OF, quindi qualora ci fossero degli aggiornamenti da fare, con 
questo protocollo è possibile farli in maniera veloce su tutti gli 
apparati.                                                                                                           
- Automazione delle attività, OF è in grado di rendere automatizzate 
molte attività che nelle attuali reti sono fatte manualmente. In 
questo modo sarà possibile ridurre i sovraccarichi di lavoro e 
diminuire l’instabilità della rete introdotti da errori commessi dagli 
operatori.                                                                                                                
- Elevato tasso di innovazione, è possibile tramite OF riprogrammare 
la rete in tempo reale, rispondendo rapidamente alle variabili 
necessità della rete. È facile introdurre nuovi servizi nel giro di 
poche ore. ..                                                                                                                 
- Maggiore affidabilità e sicurezza, poiché i controllori SDN hanno la 
gestione e la visibilità dell’intera rete, è possibile garantire che 
servizi come il controllo degli accessi, la qualità del servizio e servizi 
di sicurezza, siano applicati nella stessa maniera in tutta la rete, 
30 
 
ovviando così ai problemi di incomprensione dovuti alle diverse 
politiche utilizzate.                                                                               
- Controllo della rete più granulare, OF è in grado di applicare 
politiche in maniera molto più nel dettaglio riuscendo così a fornire 














2.3 SWITCH OPENFLOW                                                                                                                          
 




Figura 5 Switch OpenFlow [8] 
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È costituito da una o più Flow Table, da una Group Table, da una 
Meter Table e da un OpenFlow channel. Tramite tale canale il 
controllore comunica con lo switch ed è in grado di programmare e 
modificare il comportamento di quest’ultimo attraverso il protocollo 
OpenFlow. Il meccanismo all’arrivo di un pacchetto nello switch è 













2.3.1 COMPONENTI DELLO SWITCH: FLOW TABLE        
 
L’OpenFlow pipeline di ogni switch contiene multiple flow table, 
ciascuna delle quali ha multiple flow entry. Uno switch deve avere 
almeno una flow table, le quali sono numerate in ordine crescente a 
partire dal numero 0. Un pacchetto che viene processato da più 
tabelle, può andare solo da una tabella con indice minore a una 
tabella con indice maggiore. Se non avviene il match in una tabella, 
si deve andare a vedere la voce miss-table che generalmente può 
spedire il pacchetto in un'altra tabella, al controllore, oppure può 
scartarlo.                                                                                          
















Match Field: è il campo con cui confronto i pacchetti in ingresso alla 
tabella. Ci sono dei campi che sono obbligatori e devono essere 
supportati da qualsiasi switch OpenFlow e altri che sono opzionali. I 
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match field obbligatori sono: Ingress port, Ethernet source, 
destination address, Ipv4 o ipv6 protocol number, Ipv4 o ipv6 
source e destination address, TCP source e destination ports e UDP 
source e destinations ports.                                                                   
Priority: utilizzato per processare prima i pacchetti con priorità 
maggiore.                                                                                              
Counters: aggiornato quando viene trovata corrispondenza tra i 
pacchetti.                                                                           
Instruction: per modificare il set di azioni o l’elaborazione delle 
pipeline.                                                         
Timeouts: tempo che rimane prima che il flusso scada.                       
Cookie: valore di dati scelti dal controllore per filtrare le statistiche 
del flusso, scorrerlo, modificarlo o eliminarlo.                                                
Il flusso in ingresso nella flow table è identificato dai campi match e 









2.3.2 COMPONENTI DELLO SWITCH: GROUP TABLE  
 
L’obbiettivo delle group table è quello di garantire il forwarding, 
gestendo operazioni come il load balancing del traffico, il failover e 
il multicast su tutte le porte specificate nel gruppo. Una group table 
in uno switch OF è composta da questi campi: 
 
Group Identifier Group Type Counters Action Bucket 
 
Group Identifier: numero a 32 bit che identifica in maniera univoca il 
gruppo.                                                                             
Group Type: determina la natura del gruppo..                                          
Counters: aggiornato quando i pacchetti vengono processati da un 
gruppo.                                                                                                             
Action Buckets: serie di azioni da applicare al rispettivo gruppo.                                                                                                       
I tipi di gruppi supportati obbligatoriamente sono questi:                               
All: esegue tutti i bucket nel gruppo, questo tipo è utilizzato per il 
multicast o il broadcast forwarding.                                                                                                                 
Indirect: questo gruppo supporta solo un singolo bucket e consente 
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a più flow entry e gruppi di puntare al solito identificatore. Questo 
tipo è identico al gruppo all con un singolo bucket.                                                                                    
Ci sono anche due tipi opzionali:                       
Select: esegue in maniera random tramite un algoritmo esterno a 
OF uno dei bucket a disposizione. La scelta dell’algoritmo deve 
essere tale da garantire il load sharing del traffico.                                                                                    
Fast Failover: esegue il primo bucket che trova disponibile. La 
disponibilità è data da una specifica porta a cui è associato il bucket, 













2.3.3 COMPONENTI DELLO SWITCH: METER TABLE  
 
La meter table è una tabella costituita da una meter entry definita 
per i flow meter. Serve per implementare semplici operazioni di 
QOS come il rate limiting e può essere combinato con per-port 
queues per implementare QOS più complesse come DiffServ. Un 
meter misura il rate dei pacchetti a cui è assegnato.                                  
Esso è attaccato direttamente alle flow entry. Nessuna flow entry 
può specificare il meter nel suo instruction set, esso misura e 
controlla il rate degli aggregati di tutti i flussi su cui è attaccato. Una 
meter table è costituita da questi campi: 
 
Meter Identity Meter Bands Counters 
 
Meter Identity: un intero su 32 bit senza segno unico identificativo 
del meter.                                                                                                                   
Meter Bands: una non ordinata lista di meter band, dove ciascun 
meter band specifica il rate e il modo di processare il pacchetto.                                                         
Counters: aggiornato quando il pacchetto è processato dal meter.                                                                                      
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Un meter può avere più meter band, ciascun band specifica il rate al 
quale applicarlo e il modo in cui il pacchetto dovrebbe essere 
processato. I pacchetti sono processati da un singolo meter band 
basati sull’attuale rate misurato dal meter. Esso applica il meter 
band con il più alto rate configurato, ovvero con il più basso rate 
misurato. Se l’attuale rate è più basso, nessun meter band è 
applicato. Un meter band è costituito da questi campi:  
 
Band Type Rate Counters Type specific Arguments 
 
Band Type: definisce quali pacchetti sono processati.                      
Rate: usato dal meter per selezionare la meter band, definisce il più 
basso rate al quale il band può essere applicato.                                                                                   
Counters: aggiornato quando il pacchetto è processato dal meter 
band.                                                                                                                     
Type Specific Arguments: alcuni tipi di band hanno argomenti 





2.3.4 COMPONENTI DELLO SWITCH: COUNTERS 
 
 I contatori in OF sono mantenuti per ciascuna flow table, flow 
entry, queue, group, group bucket, meter e meter band. Comunque, 
il set di contatori supportato da OpenFlow è definito e se qualcuno 
di essi non fosse supportato, in risposta alla richiesta, esso verrebbe 
settato al valore massimo. I loro valori sono tutti su 32 o 64 bit e 
sono interi senza segno.                                                                                                                   
Ecco qui di seguito riportati solo i contatori che gli switch OpenFlow 
devono supportare obbligatoriamente, ma ce ne sono molti altri 
opzionali [14]. 
 
COUNTER                     BITS 
Per Flow Table 
Reference Count (active entry) 32 
Per Flow Entry 
Durations (seconds) 32 
COUNTER BITS 
Per Port 
Received Packets 64 
Trasmitted Packets 64 
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Durations (seconds) 32 
Per Queue 
Transmit Packets 64 
Durations (seconds) 32 
Per Group 
Durations (seconds) 32 
Per Meter 













2.3.5 COMPONENTI DELLO SWITCH: SECURE CHANNEL 
 
 È l’interfaccia che connette ciascuno switch OpenFlow al 
controllore, attraverso questa interfaccia il controllore configura e 
gestisce lo switch, su di essa passano tutti i messaggi da controllore 
a switch e viceversa.                  
Tutti i messaggi sul Secure Channel devono essere conformi al 
protocollo OpenFlow. L’accesso al canale deve essere 
esclusivamente concesso al controllore [14].                                                     
Il canale è generalmente cifrato usando il protocollo crittografico 
TLS, Transport Layer Security, che consente una comunicazione 
sicura tra sorgente e destinatario, fornendo autenticazione, 
integrità dei dati e cifratura operando al di sopra del livello di 









2.3.6 INSTRUCTION  
 
Ciascuna flow entry contiene un set di istruzioni che vengono 
eseguite quando il pacchetto processato trova un riscontro, queste 
istruzioni modificano il pacchetto, il set di azioni e o il processing 
delle papeline.                                                   
Ci sono vari tipi di istruzioni e uno switch non deve supportarle 
tutte. 
- Meter: meter_id, è opzionale, dirige il pacchetto verso uno 
specifico meter.               
- Apply action: è opzionale, applica l’azione specificata 
immediatament, senza cambiare il set di azioni. Può essere usata 
per modificare il pacchetto tra due tabelle o eseguire azioni multiple 
del solito tipo.                                                                   
- Clear action: è opzionale, cancella tutte le azioni contenute nel set 
impostate precedentemente.                                                       
- Write action: è opzionale, unisce l’azione specificata al set di 
azioni.                                                                                                      
- Write metadata: è opzionale, scrive il valore della mask metadata 
nel campo metadata, esso specifica quali bit del campo devono 
essere modificati.                                                                                 
- Goto table, è obbligatoria, indica la tabella successiva dove deve 
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andare il pacchetto. La tabella deve essere di ordine superiore.                                                                              
Nel set istruzioni ci deve essere al più una sola istruzione per ogni 
tipo e devono essere eseguite nell’ordine sopra specificato.                
Se uno switch non è in grado di svolgere l’istruzione per quel 
particolare flusso o non è in grado di supportare tutti i match, deve 















2.3.7 ACTION SET  
 
Un set di azioni è associato a ciascun pacchetto, questo set di 
default è vuoto. Esso può essere modificato da una flow entry 
attraverso la sua istruzione. Tale set è trasportato tra le varie flow 
table durante il processing. Quando l’instruction set di una flow 
entry non ha l’istruzione goto table, il processing delle pipeline si 
ferma e tutte le azioni presenti nell’action set vengono eseguite. 
L’action set contiene un massimo di un’ azione per tipo, se si 
dovesse usare più di una azione dello stesso genere, si dovrebbe 
usare il comando apposito apply action. Le azioni dell’action set 
devono essere eseguite secondo un ordine prefissato, 
indipendentemente dall’ordine in cui vi sono entrate. Ecco le azioni 
possibili e l’ordine in cui vanno eseguite.                                                                                                          
- Copy TTL inwards, vengono applicate le azioni di copia del TTL 
all’interno del pacchetto.                                                                                           
- Pop, vengono applicate tutte le azioni tag pop nel pacchetto.                                        
- Push MPLS, vengono applicate tutte le azioni MPLS tag push nel 
pacchetto.                                                                                                        
- Push PBB, vengono applicate tutte le azioni PBB tag push nel 
pacchetto.                                                                                                        
- Push VLAN, vengono applicate tutte le azioni VLAN tag push nel 
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pacchetto.                                                                                                                
- Copy TTL outwards, viene applicata una copia del TTL all’esterno 
delle azioni nel pacchetto.                                                                              
- Decrement TTL, viene applicato un decremento del TTL action nel 
pacchetto.                                                                                                             
- Set, vengono applicate tutte le azioni nel pacchetto.                                                     
- QOS, vengono applicate tutte le azioni di QOS.                                                                    
- Group, se un gruppo azioni è specificato vengono applicate tutte le 
azioni nella lista.                                                                                                          
- Output, se nessuna azione è specificata viene spedito il pacchetto 
sulla porta di uscita.                                                                                  










2.3.8 ACTION LIST  
 
Le voci Apply action e Packet out includono una action list.                
Le azioni in una action list sono eseguite nell’ordine in cui si 
presentano nella lista  e sono applicate immediatamente al 
pacchetto.                                                                                           
L’esecuzione dell’action list inizia con l’esecuzione della prima 
azione. Gli effetti di queste azioni sul pacchetto sono cumulative.                                                                        
Dopo l’esecuzione della action list della apply action, l’esecuzione 
della pipeline continua modificando il pacchetto.                                                                                           
L’action set del pacchetto non è modificato dall’esecuzione della 












 Ecco la lista delle azioni che può supportare uno switch OpenFlow:  
- Output, è obbligatoria, inoltra il pacchetto sulla porta di uscita 
specificata. Lo switch OF deve riconoscere quella porta che può 
essere fisica, logica o riservata.                                                                            
- Set queue, è opzionale, ha l’id della coda del pacchetto, quando il 
pacchetto è forwardato usando la porta di uscita, l’id della coda va a 
identificare quale coda deve andare a schedulare il pacchetto. Tutto 
ciò permette di dare un piccolo servizio di QOS.                                                              
- Drop, è obbligatoria, scarta il pacchetto, questa azione potrebbe 
essere causata da un set di istruzioni vuoto.                                                      
- Group, è obbligatoria, processa il pacchetto con le regole del 
gruppo a cui esso appartiene.                                                                                                                                          
- Push Tag e o Pop Tag, è opzionale, supporta le abilità di push e o 
pop tags.                                                                                                                        
- Set Field, è opzionale, cambia il valore dell’header del pacchetto se 
richiesto.                                                                                            
- Change TTL, è opzionale, modifica il valore del TTL in ipv4 o di hop 
limit in ipv6.                                                             
Lo switch deve andare a vedere se il TTL del pacchetto è valido, se 
non lo fosse in base a come è stato programmato dal controllore, 
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può inviare il pacchetto al controller stesso per un’analisi più 
dettagliata o può scartarlo perché ritenuto non più conforme con il 

















2.4 FUNZIONAMENTO  
 
Come già spiegato all’interno delle flow table ci sono le flow entry 
che prevedono contatori, instructions per l'action set e una regola 
per il matching. 
Il matching viene fatto sui campi elencati nei paragrafi precedenti, i 
quali vengono inseriti all'interno di uno specifica struttura definita 
OXM, OpenFlow Extensible Match. L'utilizzo dell' OXM rende il 
funzionamento per trovare il riscontro più flessibile e rapido, 
limitando al minimo le operazioni di gestione dei campi a favore di 
una struttura fissa e semplice. La struttura OXM si divide in tre parti: 
il campo class che indica la classe a cui appartiene il campo su cui 
fare il match, il field che indica il nome del campo con cui fare il 
match e il length che indica la lunghezza del field. C’è anche un bit 
chiamato hasmask che è settato se OXM include una bitmask nel 
payload.    





                                  Figura 6 Struttura OXM [16] 
 
Quando un pacchetto arriva allo switch, esso controlla se c’è una 
corrispondenza all’interno della prima flow table. Per cercare un 
riscontro il pacchetto in esame viene processato in questo modo 
[14]:     
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lo switch controlla se esiste una corrispondenza del pacchetto 
analizzando la struttura OXM partendo dalle flow entry che hanno il 
campo priorità maggiore, se non c’è corrispondenza con nessuna 
voce e non c’è nessuna voce miss table, esso di default viene 
scartato. Se invece c’è solo corrispondenza con la voce miss table il 
comportamento che viene preso sul pacchetto è tra una di queste 
tre opportunità, in base a come lo switch è stato programmato dal 
controllore:                                                                                                               
-  Il pacchetto viene inviato al controllore, questo può servire a 
quest’ultimo per inserire un nuovo flusso o decidere dopo un 
ulteriore analisi se scartare il pacchetto.                                                                                                
- Inviare il pacchetto a una flow table affinchè esso venga 
processato.                                                                                                               








Se c’è una corrispondenza diversa dalla voci sopra citate vengono 
eseguite queste azioni: vengono aggiornati i contatori associati alle 
voci in questione e vengono eseguite le istruzioni presenti in quel 
campo.                                                                                                                   
Il pacchetto viene poi spedito a una tabella di flusso con valore 
maggiore, o a una tabella di gruppo, o a una meter table, oppure 
potrebbe essere diretto a una porta di uscita. Prima di mandarlo 
all’uscita devono essere svolte le azioni presenti nel set azioni di cui 
abbiamo parlato nei paragrafi precedenti.                                                                         
Un funzionamento di questo tipo fa si che solamente i pacchetti che 
vengono riscontrati dalla voce miss table, vengano spediti 
attraverso specifici messaggi utilizzando il secure channel, al 
controllore, riducendo così al minimo l’impiego di quest’ultimo per 
processare i pacchetti. Così facendo il processo è reso il meno 







2.5 MESSAGGI OPENFLOW 
 
Il protocollo OpenFlow gestisce tre tipi di messaggi, i controller to 
switch message, gli asynchronous e i symmetric. Tutti e tre si 
dividono in più sottotipi.                                                                                        
I primi sono mandati dal controllore e servono per gestire e 
interrogare lo switch sul suo stato attuale.                                                 
I secondi sono mandati dallo switch e servono per avvertire il 
controllore sugli eventi della rete e sugli aggiornamenti avvenuti 
nello switch.                                                                                                            
I symmetric invece sono mandati sia dallo switch che dal controllore 
senza bisogno di sollecitazioni.                                                                                 








2.5.1 CONTROLLER TO SWITCH MESSAGE 
 
 I controller to switch message sono mandati dal controllore e 
possono richiedere una risposta o meno da parte dello switch.                                                                                  
- Features: il controllore può richiedere l’identità e le capacità base 
di uno switch mandando una features request. Lo switch deve 
rispondere con una features reply che specifica l’identità e le 
capacità base dello switch stesso.                                                                                         
- Configuration: il controllore è in grado di settare e richiedere la 
configurazione dei parametri dello switch, nel caso si vadano a 
settare i parametri al sui interno, quest’ultimo non deve rispondere, 
qualora si richieda la configurazione è necessaria una reply.                                           
- Modify State: sono mandati dal controllore per gestire lo stato 
dello switch. Lo scopo principale è quello di aggiungere, modificare 
o eliminare una flow entry o un flow group all’interno delle 
rispettive tabelle.                                                                                                      
- Read State: servono da parte del controllore per avere alcune 
informazioni sullo switch, come ad esempio la configurazione 
attuale, la capacità e le statistiche.                                                                       
- Packet Out: è usato per mandare pacchetti fuori da una 
determinata porta dello switch e per inviare pacchetti ricevuti 
tramite packet-in message. I packet-out message devono contenere 
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un pacchetto completo. Il messaggio deve contenere una lista 
completa di azioni da applicare nell’ordine in cui compaiono, se la 
lista delle azioni è vuota bisogna scartare il pacchetto.                                                   
- Barrier: sono usati dal controllore per assicurare che i messaggi 
sono stati rispettati o per ricevere notifiche sulla fine delle 
operazioni.                                                                                                                 
- Role Request: è usato dal controllore per settare il ruolo del suo 
OpenFlow channel, questo è utile quando lo switch è connesso a più 
controllori.                                                                                                               
- Asynchronous Configuration: usati per impostare un filtro 
aggiuntivo sui messaggi asincroni che si vuole ricevere dal canale 











2.5.2 ASYNCHRONOUS MESSAGE  
 
Sono mandati senza la sollecitazione da parte del controllore, 
servono per indicare un pacchetto in arrivo o un cambiamento dello 
stato dello switch.                                                                                                    
- Packet In: trasferisce il controllo del pacchetto al controllore. È 
usato per tutti i pacchetti passati al controllore usando una porta 
riservata. Anche la ricerca del TTL genera un packet-in da inviare al 
controllore.                                                                                                             
- Flow Removed: informa il controllore sulla rimozione di una flow 
entry da una flow table. Esso è mandato solo per flow entry con il 
flag OFPFF_SEND_FLOW_REM settato.                                                                                                       
- Port status: informa il controllore del cambio di una porta. Sono 








2.5.3 SYMMETRIC  
 
Sono mandati senza sollecitazione in entrambe le direzioni.                                                                                       
- Hello: sono scambiati nell’avvio della connessione.                                       
- Echo: possono essere di request o reply, possono essere mandati 
da entrambi e implicano una risposta.                                                           
Sono utilizzati principalmente per verificare la connessione e 
potrebbero essere usati per andare a misurare la latenza. Da questo 
punto di vista sono utilizzati per avere un’idea delle prestazioni della 
rete.                                                                                                                        
- Error: usati per segnalare un problema sulla connessione. Sono 
generalmente usati per risposta a una iniziativa del controllore.                                                                                    
- Experimenter: consiste in un modo standard di fornire funzionalità 
aggiuntive all’interno dei messaggi OpenFlow.                                                                                    








2.6 ATTACCHI E CONTROMISURE  
 
Nonostante ci sia la necessità di utilizzare questo nuovo protocollo e 
siano stati studiati in maniera dettagliata gli aspetti riguardanti la 
sicurezza, è comunque possibile poter cercare di sferrare degli 
attacchi a OpenFlow. Vediamo in seguito due tipi di attacchi che 
possono essere apportati contro questo protocollo innovativo.                                          
Uno tra i più gravi che può essere sferrato e può andare a 
compromettere seriamente la struttura OF è quello di tipo DOS, 
dove si possono alterare le tabelle di flusso. Tale attacco può 
raggiungere anche altri switch gestiti dal solito controllore. Consiste 
nel generare un gran numero di pacchetti che verrà inviato al 
controllore per installare una regola di flusso per ogni nuovo 
pacchetto in arrivo, con lo scopo di far andare in overflow la flow 
table. Siccome lo switch instaura una nuova regola nella tabella 
basandosi sul campo header, per sferrare questo attacco basta 
cambiare il campo intestazione di qualche pacchetto. L’effetto 
dell’attacco è misurato in numero di pacchetti persi, ed è possibile 
accorgersi attraverso specifiche simulazioni che il numero di 
pacchetti persi aumenta con il crescere del TO, questo perché un TO 
grande sta ad indicare flow table grandi e più probabilità di avere 
overflow. Un secondo attacco che può essere attuato, è quello che 
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porta ad avere una divulgazione delle informazioni usate da un 
utente malintenzionato, per determinare la natura e la presenza dei 
servizi in una rete. Queste informazioni vengono ottenute 
attraverso il setup del TCP, infatti se un secondo tentativo di 
connessione è più veloce del primo, l’opponent può dedurre che 
quella regola di flusso esista già. Si va quindi a misurare la 
distribuzione dei tempi di installazione per determinare con 
certezza se una regola è già presente o meno.                                                                                                                                                                                      
Per ovviare all’attacco DOS si possono usare queste tecniche:                                                                                                                                  
- Rate Limiting, il quale regola la velocità del flusso del canale di 
controllo e o dell’interfaccia dati che potrebbe non far passare il 
flusso da dove proviene l’attacco, però non garantisce una 
protezione contro altri utenti malintenzionati.                                                                                        
- Event Filtering, dove si è in grado di filtrare gli eventi per andarli ad 
analizzare in dettaglio e vedere se ce n’è uno dannoso.                                                                                               
- Packet Dropping, nel quale si riesce a capire in maniera precisa 
dove avviene un attacco DOS, ed è possibile far si che lo switch 
scarti i pacchetti del flusso dannoso andando a installare 
determinate regole sullo stesso.                                                                                                  
Per far si che si abbia un rischio minore di traboccamento della 
tabella e quindi per proteggersi maggiormente da un attacco DOS, si 
potrebbe aggregare più flussi insieme, garantendo anche un minor 
processing sul controller. Tutto questo viene fatto a discapito di 
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precisione e reattività. È evidente che in base alle esigenze che un 
utente ha sulla rete, è possibile spostare la soglia e adattare il trade 
off tra la maggior protezione verso attacchi di tipo DOS e un minor 
utilizzo del controller e tra la granularità e quindi la precisione con 
cui è possibile andare a individuare nel minor tempo possibile e in 
maniera univoca uno specifico flusso.                                                            
Per ovviare ad attacchi sulla natura e la presenza dei servizi in una 
rete si possono adottare molteplici tecniche:                                                                                                                                                                                     
- Strategia Proactive che consiste nell’avere una risposta dello stato 
della rete in maniera indipendente dal tempo.                                               
- Strategia Randomization, dove vengono aumentati in maniera 
randon i tempi di risposta, introducendo però una degradazione 
delle prestazioni. Inoltre l’operatore deve tener conto e gestire in 
base alle proprie esigenze il trade off tra questi due aspetti.                          
Questa tecnica si può implementare mettendo dei TO randon prima 
di poter accedere alla tabella di flusso per poter mettere una nuova 
regola.                                                                                                                     
- Strategia Attack Detection, dove si sfrutta il fatto che qualsiasi 
attacco fa riferimento e si basa su schemi ripetitivi, è quindi 
possibile attraverso una applicazione di controllo e ad un’analisi 
dettagliata, andarli a rivelare scartando così il traffico maligno.                                                           
Come descritto nei paragrafi precedenti il protocollo OF è in grado 
di dare grandi vantaggi, ma come menzionato in questo paragrafo 
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può essere attaccato. È quindi necessario non pensare al semplice 
sviluppo dei servizi che può offrire questo protocollo innovativo, ma 
anche le corrispondenti contromisure per salvaguardare la 













3 LOGLOG COUNTING REVERSIBLE 
SKETCH 
3.1 INTRODUZIONE 
L’utilizzo congiunto del LogLog Counting per contare la cardinalità 
degli elementi all’interno di un bucket senza prendere duplicati e 
l’aiuto del Reversibile Sketch per poter individuare l’indirizzo IP che 
lo ha generato una volta appurato che il traffico in questione è 
maligno, da origine ad un algoritmo che prende il nome di LLCRS.   
In questo capitolo verranno trattati i due algoritmi che usati in 








3.2 LOGLOG COUNTING  
3.2.1 INTRODUZIONE  
 
Il LogLog Counting è un algoritmo probabilistico. Esso usa funzioni 
hash per rendere random i dati sotto forma di stringa binaria. 
Rispetto agli atri algoritmi ha il vantaggio di essere universale, cioè 
non fa nessuna assunzione sulle statistiche di traffico, ed è per 
questo motivo che è considerato il miglior algoritmo di stima della 
cardinalità in un set di dati molto vasto. Inoltre usa una piccola 
quantità di memoria: Log2Log2Nmax, con Nmax pari al limite superiore 
noto a priori della cardinalità che questa tecnica riesce a stimare, è 
quindi possibile utilizzarlo impiegando una minima disponibilità di 








3.2.2 ALGORITMO LOGLOG DI BASE  
 
Dato un insieme M di elementi di un universo U, il LogLog deve 
essere in grado di capire quale è la cardinalità di M.  Viene fatta 
l’assunzione che una funzione hash, denominata h, sia disponibile 
per trasformare gli elementi di U in stringhe x sufficientemente 
lunghe, in maniera che i bit che la compongono siano indipendenti, 
casuali e uniformi.                  
Sia U={0,1}∞  un universo di dati con probabilità di distribuzione 
uniforme. Un set M di cardinalità n è prodotto da una prima 
estrazione di una sequenza indipendente di n elementi presi 
casualmente da U, dopo vengono replicati gli elementi in maniera 
arbitraria e infine vengono permutati sempre casualmente. 
L’algoritmo deve essere in grado di stimare la cardinalità di M con 
un costo computazionale piccolo e senza poter fare nessuna 
assunzione.                                                                                             
L'idea di base è considerare l'insieme M e controllare la forma della 
parte iniziale delle stringhe ottenute in uscita dalla funzione hash h.                                                                            
Con p(x) viene indicata la posizione del primo bit settato che si 
trova, p(00010)=4.                                                                                               
Così facendo ci si può aspettare che circa n/2k fra gli elementi 
distinti di M abbiano un valore di p uguale a k, cioè R(M) = max p(x) 
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con xM (1). Una interpretazione grafica della formula (1) è 




A questo punto è possibile approssimare il tutto con log2n più una 
polarizzazione aggiuntiva.                                                                                  
Per migliorare la stima si divide M in m bucket, ciascuno di m=2k bit, 
dei quali i primi k sono usati per indicare l’indice binario del bucket. 
Viene poi calcolata R per ciascun bucket, R(j)=max pk(x) con xj e 
poi viene fatta la media dei vari R, 
 
 
           .                                                              
Tale valore può essere approssimato con log2(n/m) più una 












Figura 8 Aggiornamento del LogLog Counting in base alla formula (1) 
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La stima di n secondo il LogLog può essere riassunta secondo questa 
formula: F=amm2
(1/m) ∑R(j) dimostrata da un apposito teorema.                                                                 

















3.2.3 REQUISITI DI SPAZIO  
 
Fino ad ora è sempre stato supposto che l’algoritmo LogLog 
operasse con stringhe di dimensione infinita, in realtà questo non è 
possibile e quindi viene introdotto un nuovo algoritmo, l-restricted. 
Esso è tale che ciascuno degli M(j) registri sia costituito da solo l bit, 
questo vuol dire che ogni registro può memorizzare qualsiasi intero 
compreso nell’intervallo che va da 0 a 2l-1.                                              
Affinchè il tutto sia credibile, ci viene in aiuto uno specifico teorema 
il quale afferma che: data una funzione (n) che tende a infinito 




LogLog e la funzione l(n), per n che tende a infinito, danno in uscita 
il solito valore.                      
Questo significa che ogni registro è formato da m interi su l(n) bit e 
la quantità di memoria necessaria all’algoritmo per stimare la 
cardinalità fino a n è: mlog2log2(
 
 
)(1+o(1)). È quindi necessaria una 
funzione hash che converta i valori dall’universo di dati iniziale a 2l(n) 
+log2(m) bit. Questa versione dell’algoritmo è funzionante per tutti 
quei valori di n’ tale che n’≤n.                                                                              
Ecco un esempio pratico dell’efficienza dell’algoritmo: se si vuole 
contare la cardinalità fino a n=227 con una precisione del 4%, basta 






=217 volte e dunque log2log22
17=4,09. Se ogni registro ha 
dimensione l=5, cioè =0.91, si vede che la limitazione su l è 
talmente piccola che rispetto al caso di stringa infinita si ha una 
differenza di solo 12%. È stato inoltre dimostrato che tale algoritmo 
esegue una stima della cardinalità fino a 108 con un errore del 4% 
usando 1024 registri di 5 bit ciascuno, occupando quindi una tabella 












3.3 REVERSIBLE SKETCH  
3.3.1 INTRODUZIONE 
 
Gli attacchi in internet sono sempre più numerosi ed efficaci, è 
quindi di cruciale importanza andare ad identificare i flussi dannosi 
per ovviare ad ingenti danni. Oggi c’è una grande quantità di traffico 
simultaneo e i due requisiti base su cui fare la rivelazione sono: 
piccola quantità di memoria da usare e piccola quantità di risorsa 
usata ogni volta che si accede all’algoritmo per un pacchetto.                                                                               
Per gli heavy change detection è stato proposto lo schema real time, 
denominato k ary sketch, tale schema ha però il problema 
dell’irreversibilità. È per questo che si è cercato di trovare un tipo di 
algoritmo che sia reversibile. Ed ecco che viene introdotto il 









3.3.2 SKETCH  
 
Lo sketch è una matrice bidimensionale S[d][w] con dD e wW, ad 
ogni riga d appartenente a questa matrice è associata una funzione 
hash hd che da un’uscita nell’intervallo compreso tra 1 e W, tale 
uscita è associata alle colonne della matrice. Così ad ogni riga dello 
sketch è associata una hash table di dimensione W. Gli sketch sono 
utilizzati per memorizzare un flusso di ingresso sequenziale di 
questo tipo: I=α1,α2……αn. Esistono molti tipi di sketch ed essi 
differiscono per come vengono aggiornati i bucket delle hash table e 
come vengono utilizzati i dati in ingresso, comunque generalmente 
uno sketch viene utilizzato per cercare di individuare se una chiave 
ha subito degli importanti cambiamenti. La chiave che viene usata 
può essere l’indirizzo IP sorgente.                                                                    
La funzione hash prende in ingresso le chiavi composte da n bit e 
restituisce in uscita un valore di m bit, rispettando la regola 
fondamentale che m<<n.                                                                                
Così facendo è possibile rappresentare una chiave di riferimento 
con un numero di bit molto inferiore, dando così  l’opportunità di 
poter memorizzare una grande quantità di dati in poco spazio. 
Nasce però il problema della possibilità di collisioni, cioè che più 
chiavi vadano ad individuare la stessa cella dello sketch. Per ovviare 
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a questo problema che potrebbe compromettere seriamente 
l’efficacia dell’algoritmo che si vuole realizzare, sono state 
introdotte due tecniche in supporto denominate: modular hashing e 
IP mangling. Tali tecniche servono per modificare il modo di 
aggiornare lo sketch. Esse saranno affrontate nei paragrafi 














3.3.3 MODULAR HASHING 
 
Il modular hashing è una tecnica che consiste nell’ applicare la 
funzione hash non direttamente sull’intera chiave, ma su di essa 
divisa in q parole ciascuna composta da 
 
 
 bit. Si applica quindi la 
funzione hash utilizzando funzioni indipendenti tra di loro a ciascuna 
parte della chiave nello spazio 2n/q 2s con s=(log2W)/q. I risultati di 
tali funzioni hash sono concatenate tra di loro per raggiungere la 
funzione hash finale che ovviamente sarà composta da q x s bit. Lo 
sketch k ary utilizza 4 funzioni hash universali per svolgere questo 
procedimento.                                                                                               
In generale l’utilizzo di funzioni hash k universali, garantisce una 





Figura 9 Modular hashing con chiave divisa in q=4 parti [19] 
 
Tuttavia, se come chiavi si utilizzano gli indirizzi IP, questa tecnica di 
hashing presenta un problema. Infatti indirizzi IP di host vicini hanno 
solo gli ultimi e pochi bit diversi e potrebbe accadere che si abbia 
una probabilità di collisione molto elevata.                                                       
Prendiamo per esempio questo indirizzo IP: 129.105.56.*, il modular 
hashing mappa i primi tre ottetti dell’indirizzo sempre nella solita 
maniera, così anche se si utilizzano funzioni hash completamente 
casuali, tutti gli indirizzi diversi ma che iniziano con questi tre ottetti 
verranno mappati in 23 bucket. Ciò farebbe aumentare 
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notevolmente le collisioni, perché gran parte degli indirizzi 
finirebbero in poche celle dello sketch. È chiaro che applicando 
solamente il modular hashing senza ulteriori tecniche, le prestazioni 
del reversibile sketch sarebbero molto degradate, ed è per questo 

















3.3.4 IP MANGLING  
 
Tramite questa tecnica si cerca di rendere random ogni ingresso per 
togliere ogni correlazione dovuta alle locazioni. L’obbiettivo è quello 
di ottenere un set random di chiavi che deve poter essere 
reversibile.                                                                
Tale metodo consiste nell’usare una funzione biunivoca nello spazio 
delle chiavi da n a n.                                               
Per un set di dati xi in ingresso, costituito da un insieme di chiavi 
distinte, si mappa ogni xi con f(xi).                                              
Una volta fatta questa operazione, è possibile applicare gli algoritmi 
sopra descritti sui dati ottenuti dopo l’applicazione della funzione 
biunivoca f() per poter ottenere le varie tabelle utili a identificare le 
chiavi ritenute sospette. Alla fine, per poter tornare alla chiave di 
partenza, basterà applicare f-1. Affinchè sia possibile applicare 
questa tecnica, la funzione f deve essere invertibile, vediamo come 
può essere scelta in maniera tale che rispetti questa condizione:       
f(x)=α *x modn è invertibile se e solo se α ed n sono relativamente 
primi. Sapendo inoltre che per ogni α dispari tale funzione da una 
corrispondenza biunivoca, basterà scegliere un valore dispari per α 
nell’intervallo che va da 0 a n-1.                       
Questo algoritmo è molto buono per rendere indipendenti le chiavi 
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dai prefissi degli indirizzi, risolvendo il problema della distribuzione 
asimmetrica dovuta al modular hashing. Per far capire meglio 
quanto sia importante l’utilizzo di tale tecnica insieme al modular 
hashing, è stato fatto un confronto tra tre tipologie di casi 
utilizzando come chiave l’indirizzo IP sorgente:                                                                
- Impiego di modular hashing senza IP mangling.                                             
- Impiego di modular hashing con trasformazione OLE per IP 
magling.                                                     
- Impiego diretto di funzione hash scelta completamente random.                                                                                                   
I risultati ottenuti sono riportati nel seguente grafico:
 
                                 Figura 11 Confornto tra i tre casi [20] 
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Come si può notare dal grafico, il caso che utilizza l’IP mangling è 
molto simile al caso che applica la funzione hash direttamente, 
mentre il caso che non fa uso di tale tecnica ha un’elevata 
probabilità che molte chiavi cadano negli stessi pochi bucket.             
È facile arrivare alla conclusione che questa tecnica è ottima per 
















3.3.5 REVERSIBLE SKETCH 
 I reversible sketch servono per rendere reversibili gli sketch e 
perché siano efficienti nella segnalazione delle chiavi che collidono 
in un bucket, cioè che diano risultati soddisfacenti occupando poca 
memoria, infatti essi immagazzinano informazioni sulle chiavi 
collidenti occupando pochi bit. Per fare questo, si introduce σ f(w), 
cioè la f-esima parola di un intero w formato da q parole. Si indichi 
inoltre con D il numero di hash table che vengono utilizzate e con W 
il numero di bucket disponibili. Viene anche introdotta una struttura 
tridimensionale per immagazzinare le informazioni necessarie per 
realizzare il reversibile sketch, tale struttura è denominata anche 
tabella di lookup in cui nella cella [d][f][j], vi sono memorizzate le 
parole f-esime delle chiavi dello sketch che cadono nel bucket w 
dell’hash table d tale che σ f(w)=j.                                                              
Per capire meglio il funzionamento ecco un semplice esempio 
dimostrativo.                                                                                      
Supponiamo che la chiave in ingresso alla funzione hash sia: 
127.15.28.193 e che il valore w che corrisponde a un indice di 
bucket restituito dalla funzione sia: 7.5.3.4. se si va a memorizzare la 
terza parte di chiave, cioè 28, si ha  j= σ3(w)=3. Quindi nella lookup 
table si avrà: [d][f][j]=[d][3][3].                                  
Grazie a questa tabella è possibile immagazzinare in maniera 
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efficiente le informazioni sulle chiavi. A questo punto, per dichiarare 
che una parola sia anomala oppure no, basta mettere una soglia sul 
numero di volte che essa cade in un backet anomalo, supponendo di 
essere a conoscenza di sapere quali lo siano. Facendo così, è 
possibile escludere le parole che per caso sono cadute nei bucket 
anomali di un certo numero di hash table diverse, ma non sono 
anomale.                                                                                                                                        
Così è possibile per ogni bucket anomalo sapere quale è la 
corrispondenza della cella della lookup table e risalire a tutte le parti 
di chiavi sospette.  Ecco un’interpretazione grafica per semplificare 













4 RISULTATI SPERIMENTALI 
4.1 SCENARIO HARDWARE E SOFTWARE                      
 
Per svolgere gli esperimenti ed ottenere dati affidabili sono stati 
scelti componenti hardware e software che fossero già stati 
utilizzati in molte altre simulazioni, restituendo dati corretti senza 
introduzione di errori dovuti all'instabilità dei suddetti.                                                             
Il controllore è stato installato su un PC ASUS K53S con 4 GB di RAM 
e 640 GB di hard disk con processore CORE i7.                                            
Per l'installazione dei tre switch invece, sono stati utilizzati tre PC HP 
Compaq Tablet tc4200 con 1 GB di RAM e 40 GB di hard disk con 
processore Pentium M 760.                                                                                   
Il sistema operativo utilizzato sul PC che accoglie il controllore è 
Ubuntu 12.04.4 LTS. Mentre quello utilizzato nei Tablet su cui sono 
installati gli switch è 10.04 LTS.                                                                             
Il controllore utilizzato per le simulazioni è il NOX 1.3, è stato 
preferito utilizzare questa versione e non la più recente cioè il NOX 
1.4 proprio perchè quest'ultima essendo da poco sviluppata non era 
stata testata a sufficienza e quindi non c'era una sicurezza che 
garantisse la correttezza dei risultati, cosa ben diversa per la 1.3 
meno recente ma testata con molte simulazioni e di varia entità con 
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risultati conformi alle aspettative.                                                                       
Lo switch utilizzato è l'OpenFlow 1.3 Software Switch denominato 
anche softswitch 1.3. La scelta del perchè utilizzare questo invece 
che altri è la medesima del controllore, ovvero la sua stabilità nel 
funzionamento.                                                                                                  
Nelle simulazioni per creare la topologia scelta è stato necessario 















4.2 MODIFICHE SOFTWARE EFFETTUATE                             
 
Per raggiungere l'obbiettivo della tesi, cioè stimare la cardinalità dei 
flussi di traffico in reti SDN, è stato necessario apportare delle 
modifiche al programma. In particolare si è dovuto cambiare il 
comportamento degli switch. Le modifiche quindi sono state fatte 
sul programma del controllore affinchè i cambiamenti si 
ripercuotessero sulle azioni svolte da quest'ultimi, in accordo con il 
funzionamento tipico delle reti SDN.                                                                 
È stato necessario aggiungere una flow entry all'interno di ogni 
switch che prevedesse un comportamento per tutti i flussi che per 
la prima volta fossero entrati all'interno di uno di questi. La flow 
entry aggiunta, ha come campo match su cui fare un confronto con 
il pacchetto in ingresso la parola chiave ANY, come priorità ha la più 
bassa di tutte, ovvero la 0 e come azione da applicare al pacchetto 
ha quella di inviarlo tramite il Secure Channel al controllore. Il 
campo match contiene la parola chiave ANY e questo è conforme al 
fatto che qualsiasi pacchetto in ingresso troverà riscontro con 
questa flow entry, solo e soltanto se non lo ha trovato con 
nessun'altra, questo può essere affermato perchè la priorità più 
bassa è associata solo a questa particolare regola, tutte le altre la 
hanno maggiore, quindi qualora il pacchetto trovasse un riscontro 
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con un'altra regola con priorità maggiore, quest'ultima non 
sarrebbe mai raggiunta ed eseguita.                                                                                                              
Tale azione di mandare il pacchetto in ingresso al controllore è 
necessaria, perchè il NOX 1.3 come comportamento di default se un 
pacchetto all'interno della tabella non trovasse riscontro, ha che 
esso venga scartato senza alcun tipo di processing o messaggio di 
avviso.                                                                                                                      
È stata introdotta anche una parte all'interno del controllore che 
prevedesse l'installazione di una flow entry nell'apposito switch, 
ogni qual volta gli fosse arrivato dallo stesso un Packet_in_message, 
cioè un messaggio in cui al controllore viene passato il pacchetto 
che ha trovato riscontro con la flow entry spiegata 
precedentemente. Prima dell'installazione però, vengono prelevati i 
dati necessari per stimare la cardinalità dei flussi.                                                                                        
Per far questo è stato necessario aggiungere una parte di 
programma che riesca a individuare lo switch da cui arriva il 
Packet_in_message, in maniera tale da poter installare la regola 
solo sullo switch in question. Per attuare questo è stato necessario 
andare a vedere il campo Datapath ID, contenuto nel messaggio in 
arrivo al controllore, il quale contiene l'identificativo dello switch da 
cui arriva il pacchetto.                                                                                                    
I dati prelevati da tale pacchetto sono la quintupla identificativa di 
un flusso: il protocollo IP, la porta d'ingresso, la porta d'uscita, 
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l'indirizzo IP sorgente e l'indirizzo IP destinazione.                                                                  
Una volta prelevati i dati, il controllore installa una flow entry con 
campi match proprio tale quintupla identificativa, in maniera tale 
che al controllore il solito flusso dal solito switch arrivi una volta 
sola, perchè qualora arrivi il solito pacchetto sul medesimo switch 
esso troverebbe il match con questa ultima entry installata con una 
priorità maggiore di 0 e quindi non sarebbe più inviato con un 
Packet_in_message al controllore.                                                                                             
Per la parte del conteggio della cardinalità dei flussi è stato 
impiegato il LogLog Counting Reversible Sketch. Tale algoritmo è già 
stato implementato, è stato necessario però apportare qualche 
modifica dovuta al fatto che il tutto era stato progettato per 
funzionare con i file. Tale algoritmo riceveva in ingresso uno o più 
file, in cui in ciascuno di essi erano presenti una quintupla 
identificativa del pacchetto per ogni riga. In uscita veniva restituito 
uno sketch delle dimensioni desiderate, dove per ogni cella c'erano 
il numero delle quintuple che erano state conteggiate, contando 
una volta sola quelle che venivano ripetute, stimando in maniera 
corretta l'effettiva cardinalità.                                                                       
Le modifiche sono state fatte in maniera tale che l'algoritmo in 
questione fosse direttamente integrato nel controllore e non 
ricevesse più in ingresso dei file contenenti le quintuple, ma che 
creasse direttamente lo sketch real time, potendo leggere la stima 
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della cardinalità in un qualsiasi momento della simulazione, facendo 
stampare al controllore direttamente lo sketch con la stima delle 
quintuple in quel determinato istante. Tutto ciò è stato possibile 
realizzarlo basandosi sui Packet_in_message, infatti ogni volta che al 
controllore ne arrivava uno e veniva prelevata la quintupla, 
venivano subito effettuate le operazioni standard affinchè si 
potesse avere un corretto funzionamento del LLCRS, creando però 
immediatamente lo sketch finale con la stima della cardinalità, 
pronto ad essere interrogato in qualsiasi istante, restituendo in 
maniera corretta la stima fino a quel momento. In altri termini ogni 
volta che arrivava un pacchetto al controllore esso veniva prelevato 









4.3 SIMULAZIONI SPERIMENTALI    
4.3.1 SCENARIO 
 
Per provare l’efficacia dell’architettura proposta è stata scelta per 
semplicità, ma senza perdere di generalità, la topologia a stella.                                                                              
Le prime simulazioni sono state fatte utilizzando un unico switch 
OpenFlow, a cui veniva messo in ingresso una traccia di traffico 
disponibile pubblicamente. Le tracce di traffico sono state 
precedentemente catturate, con la possibilità di poterle 
ritrasmettere tramite il programma tcpreplay.                                                                                
Sono state effettuate simulazioni utilizzando un numero variabile di 
switch OpenFlow.                                                                                                   
Le prime, per testare l’effettiva correttezza dell’implementazione, 
sono state fatte semplificando il più possibile la topologia in 
questione, utilizzando un singolo switch.                                                                                            
I test sono stati fatti mettendo in ingresso allo switch più tracce di 
traffico a diverse velocità.                                                                                  
Una volta appurata tramite l’analisi dei dati ottenuti la corretta 
funzionalità della rete in questione, è stato aggiunto per rendere il 
tutto più reale un altro switch OpenFlow, arrivando allo scenario 
intermedio composto appunto da due dispositivi programmabili.                                                                        
In questo caso per verificare che l’applicazione integrata al 
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controllore per il conteggio della cardinalità dei flussi, svolgesse in 
maniera corretta la sua funzione nonostante gli switch fossero più di 
uno e quindi le tracce di traffico arrivassero da ciascuno di essi, è 
stata svolta una specifica simulazione.                                                                                       
In ingresso ai due dispositivi programmati tramite il controllore, è 
stato messo il solito file, in maniera tale che al controllore dovesse 
arrivare una quantità di traffico pari alla somma di quella dei due 
switch, ma che il conteggio della cardinalità fosse quella relativa alla 
quantità di traffico di uno switch. Una volta analizzato i dati e 
constatato che il tutto funzionasse in maniera idonea è poi stato 
aggiunto l’ultimo switch arrivando alla topologia finale con tre di 
essi.                                                                                                                    
Anche con questo scenario sono state fatte molte simulazioni 
facendo variare le tracce di traffico in ingresso e la velocità a cui 
venivano ritrasmesse. 









4.3.2 RISULTATI  
 
Per quanto riguarda i parametri del sistema, abbiamo usato, come 
chiave hash, l’indirizzo IP di destinazione su 32 bit, questo perché 
abbiamo generato solamente traffico IPV4 che utilizzasse come 
protocollo di trasporto o TCP o UDP. Per realizzare il modular 
hashing abbiamo diviso in q = 4 parole di 8 bit ciascuna chiave, 
mentre per l’IP mangling essa è stata divisa in parole di 16 bit.    
Come numero di righe dello sketch è stato scelto 32 e come numero 
di colonne 16.                                                                                    
Il numero di sottogruppi in cui si divide il LogLog Counter è stato 
posto uguale a 512.                                                                                               
La simulazione che ha determinato l’effettiva correttezza di tutto 
ciò, è stata quella menzionata in precedenza con i due switch, i quali 
in ingresso hanno avuto la solita traccia di traffico. I risultati relativi 







Pacchetti totali arrivati al 
controllore 
Pacchetti arrivati allo 
switch 1 
Pacchetti arrivati allo 
switch 2 
7826 3902 3924 
Pacchetti stimati al 
controllore 
Pacchetti stimati allo 
switch 1 
Pacchetti stimati allo 
switch 2 
3981 3807 3838 
 
Si può notare che il numero dei pacchetti che arrivano allo switch 1 
e allo  switch 2 sono circa gli stessi, questo è corretto in quanto in 
ingresso hanno lo stesso file. Al controllore invece arriva una 
quantità di pacchetti pari alla loro somma, ed anche questo è 
corretto in quanto soliti flussi provenienti da switch differenti 
devono comunque passare dal controllore, il quale deve poi 
installarli la entry nella tabella.                                                                         
Per quanto riguarda la stima, si può vedere che il numero di 
pacchetti nei due switch è simile tra loro e al valore nel controllore, 
anche questo risultato è corretto e dimostra che l’algoritmo stima in 
maniera veritiera la cardinalità dei flussi, contando una volta sola i 
pacchetti uguali che arrivano dai due switch. In realtà i pacchetti 
stimati dal controllore sono leggermente in numero maggiore 
rispetto a quello stimato nei due switch, ma anche questo risultato 
ha una giustificazione, infatti quando si collega il dispositivo al 
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controllore vengono mandati dei pacchetti tra controller e switch 
per vedere se il collegamento è stato instaurato correttamente e 
questi sono diversi per ogni collegamento e non sono quindi a 
comune tra i due dispositivi.                                                                                 
Per quanto riguarda la topologia finale sono state fatte 50 
simulazioni cambiando ogni volta le tracce in ingresso e la velocità 
di ritrasmissione. Nella tabella che segue viene riportato l’errore 
medio su quest’ultime riguardanti la stima della cardinalità sui 
pacchetti totali e su quelli nei singoli switch. 
 
Errore % medio sui 
pacchetti totali 
Errore % medio 
sullo switch 1 
Errore % medio 
sullo switch 2 
Errore % medio 
sullo switch 3 
0.89 1.14 1.19 1.02 
 i IIntervallo di confidenza  
LB UB LB UB LB UB LB UB 
0.5 1.28 0.8 1.28 0.82 1.48 0.71 1.33 
 
In accordo con la teoria e la natura statistica dello stimatore i 
risultati sono conformi alla stima della cardinalità, in quanto 
scegliendo i parametri ottimi si può tollerare fino ad un errore 
percentuale del 4%.                                                                                                 
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È stato introdotto anche l’intervallo di confidenza al 95%, che 
determina l’intervallo percentuale dell’errore entro cui le 













Nella trattazione è stata presentata e descritta l’attuale rete 
internet con i problemi derivanti dalle nuove tecnologie e di 
conseguenza dal nuovo pattern di traffico che nasce. È stata dunque 
presentata la soluzione a questi problemi introducendo le reti SDN, 
descrivendo i vantaggi che porta questo paradigma, ed è stato 
introdotto il protocollo principe utilizzato in queste reti, il protocollo 
OpenFlow, spiegando in dettaglio il suo impiego all’interno della 
rete e la grande flessibilità che offre.                                                                                              
È stata poi descritta l’applicazione utilizzata per il conteggio della 
cardinalità dei flussi spiegando nel dettaglio le operazioni necessarie 
per ovviare ai molteplici problemi che sono stati riscontrati.                             
Infine è stata presentata un’architettura di rete ricostruita in 
laboratorio su cui è stato possibile grazie ai dispositivi che mi sono 
stati messi a disposizione effettuare delle prove per verificare che 
effettivamente l’implementazione trovasse una corrispondenza tra 
risultati pratici e teorici.                                                                                       
In conclusione da questo elaborato, abbiamo potuto apprendere la 
facilità di gestione della rete SDN e la grande flessibilità che essa 
tramite il protocollo OpenFlow è in grado di offrire, potendo 
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integrare qualsiasi tipo di algoritmo e protocollo utile a migliorare il 
suo utilizzo e aumentare le funzionalità offerte, il tutto in maniera 
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