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Abstract
The primitive elements of the supersymmetry algebra cohomology as de-
fined in previous work are derived for standard supersymmetry algebras in
dimensions D = 5, . . . , 11 for all signatures of the related Clifford algebras of
gamma matrices and all numbers of supersymmetries. The results are pre-
sented in a uniform notation along with results of previous work for D = 4,
and derived by means of dimensional extension from D = 4 up to D = 11.
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1
1 Introduction
This paper relates to supersymmetry algebra cohomology [1] for supersymmetry
algebras in dimensions D = 4, . . . , 11 of translational generators Pa (a = 1, . . . , D)
and supersymmetry generators Qiα (α = 1, . . . , 2
⌊D/2⌋; i = 1, . . . , N) of the form
[Pa , Pb ] = 0, [Pa , Q
i
α ] = 0, {Q
i
α , Q
j
β} =M
ij (ΓaC−1)αβPa (1.1)
where M ij are the entries of an N ×N matrix M given by
D ∈ {4, 8, 9, 10, 11} : M = −i1N×N , D ∈ {5, 6, 7} : M = 1N/2×N/2 ⊗ σ2 (1.2)
with 1n×n denoting the n×n unit matrix, σ2 denoting the second Pauli-matrix, see
(2.19), and i denoting the imaginary unit. The difference between M in D = 5, 6, 7
and in D = 4, 8, 9, 10, 11 originates from the symmetry properties of the matrices
ΓaC−1: in D = 5, 6, 7 these matrices are antisymmetric whereas in D = 4, 8, 9, 10, 11
they are symmetric (in D = 4 and D = 8 this is due to our choice of C [8]).
The object of this paper is the determination of the primitive elements of the super-
symmetry algebra cohomology for the supersymmetry algebras (1.1) under study,
for all signatures (t, D − t) (t = 0, . . . , D) of the Clifford algebra of the Γa and for
all respectively possible values of N . According to our definition [1] these primitive
elements represent the cohomology Hgh(sgh) of the coboundary operator
sgh = −
1
2
M ij (ΓaC−1)αβ ξ
α
i ξ
β
j
∂
∂ca
(1.3)
in the space Ωgh of polynomials (with coefficients in C) in anticommuting translation
ghosts ca and commuting supersymmetry ghosts ξαi corresponding to the transla-
tional generators Pa and supersymmetry generators Q
i
α, respectively.
Depending on the dimension D and signature (t, D − t), the Qi and ξi are Majo-
rana Weyl (MW), symplectic Majorana Weyl (SMW), Majorana (M) or symplectic
Majorana (SM) supersymmetries according to table (1.4) which also contains the
coefficients η and ǫ related to the charge conjugation matrix C (Γ⊤a = −η C ΓaC
−1,
C⊤ = −ǫ C [1, 2]):
D η ǫ t mod 4 = 0 t mod 4 = 1 t mod 4 = 2 t mod 4 = 3
4 +1 +1 SM4(2N) M4(N) M4(N) M4(N)
5 −1 +1 SM4(2N) SM4(2N) M4(2N) M4(2N)
6 +1 −1 M8(2N) SMW4(2N) M8(2N) MW4(2N)
7 +1 −1 M8(2N) SM8(2N) SM8(2N) M8(2N)
8 −1 −1 M16(N) M16(N) SM16(2N) M16(N)
9 −1 −1 M16(N) M16(N) SM16(2N) SM16(2N)
10 +1 +1 M32(N) MW16(N) M32(N) SMW16(2N)
11 +1 +1 SM32(2N) M32(N) M32(N) SM32(2N)
(1.4)
In (1.4) the subscripts denote the number of independent spinor components of the
respective spinors, and N = {1, 2, . . .} or 2N = {2, 4, . . .} in parantheses indicate the
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possible values of N for the particular signature (t, D − t). For instance, SM4(2N)
for signature (0, 4) in D = 4 indicates that in this case the Qi and ξi are symplectic
Majorana spinors, each Qi and ξi has four independent spinor components, and
N ∈ {2, 4, . . .}, i.e. N can take the values 2, 4, . . .
The use of Majorana or symplectic Majorana spinors has the advantage that we need
not worry about the complex conjugated spinors Q∗, ξ∗ because their components
are related one to one to the components of the Q, ξ by the Majorana or symplectic
Majorana condition, i.e. we can use the components of the Q, ξ as a complete
set of independent components of the supersymmetries and supersymmetry ghosts,
respectively.
In D = 4 and D = 8 we use, for all signatures, Majorana or symplectic Majorana
spinors consisting of two Weyl spinors with opposite chiralities, even when there
are Majorana Weyl or symplectic Majorana Weyl spinors (which is the case for
t = 0, 2, . . . ). The reason is that in D = 4, 8, . . . the matrices ΓaC−1 in (1.1) relate
Weyl spinors of opposite chiralities (see p = 1 in (3.20)). Therefore, in D = 4
and D = 8 any nontrivial anticommutator in an algebra (1.1) relates two Weyl
supersymmetries with opposite chiralities which can be combined to one Majorana
or symplectic Majorana supersymmetry.
In contrast, in D = 2, 6, . . . the matrices ΓaC−1 relate supersymmetries with equal
chirality. Therefore, inD = 6 andD = 10 for signatures with t = 1, 3, . . . one cannot
always combine the Majorana Weyl or symplectic Majorana Weyl supersymmetries
to a set of ordinary Majorana or symplectic Majorana supersymmetries containing
two Weyl spinors with opposite chiralities (this can only be achieved when there are
equal numbers of Majorana Weyl or symplectic Majorana Weyl supersymmetries
with opposite chiralities). Hence, in D = 6 and D = 10 we treat the signatures
with t = 1, 3, . . . differently from those with t = 0, 2, . . . by using Majorana Weyl
or symplectic Majorana Weyl spinors in the former cases and ordinary Majorana or
symplectic Majorana spinors in the latter cases, see table (1.4). As a consequence,
in D = 6 and D = 10 the value of N by itself does not determine the number
of independent spinor components of supersymmetries because this number also
depends on the signature.
Hgh(sgh) is computed in D = 5, . . . , 11 by “dimensional extension” (termed “di-
mension climbing” in ref. [3]): we relate the cohomology in D dimensions to the
cohomology in D − 1 dimensions and use the results in D − 1 dimensions to derive
the results in D dimensions. This method is outlined in section 2.
Section 3 compiles definitions and facts which are used later on. In sections 4 and 5
results for D = 4 and D = 5 derived in ref. [4] are reformulated in terms of objects
introduced in section 3, and completed for D = 5. Sections 6 to 11 present the
results for dimensions D = 6, . . . , 11. The derivation of these results is outlined in
a comprehensible but condensed form in order to keep the paper reasonably short
and readable (the presentation for D = 6 in section 6 is more detailed in order to
exemplify the derivation of the results for one case).
Some of the results derived here for D ≥ 6 were found already in refs. [5, 6].
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These results concern the lowest possible number of supersymmetries in each of
these dimensions and are thus for D 6= 7 limited to particular signatures (t, D − t),
see (1.4). For instance, the results presented in refs. [5, 6] apply in D = 6 to the
cases N = 2 for signatures (1, 5), (3, 3), (5, 1), and in D = 10 to the cases N = 1
for signatures (1, 9), (5, 5), (9, 1) but not to other values of N or other signatures,
respectively. The results derived in the present work confirm and specify the results
for D = 6, 7, 9, 10, 11 presented in refs. [5, 6], and extend them to all numbers of
supersymmetries and all signatures. The results for D = 8 are commented on at the
end of section 8.
The results are particularly useful in the context of BRST cohomological analyses
of globally and locally supersymmetric field theories [1, 7].
2 Dimensional extension from D = 4 up to D = 11
We shall now explain our method to compute Hgh(sgh) in D = 5, . . . , 11 dimensions
by means of the results in D−1 dimensions, respectively. We study the cocycle con-
dition in Hgh(sgh) separately for each c-degree (= degree in the translation ghosts)
which is possible since sgh decreases the c-degree by one unit. The c-degree is de-
noted by a superscript. The subspace of Ωgh containing the polynomials of c-degree
p is denoted by Ωpgh. H
p
gh(sgh) denotes the cohomology of sgh in Ω
p
gh [9]. The cocycle
conditions to be studied thus read
sghω
p = 0, ωp ∈ Ωpgh = {ω ∈ Ωgh | Nc ω = p ω} (2.1)
where Nc = c
a ∂
∂ca
denotes the counting operator for the translation ghosts.
In order to relate Hgh(sgh) in D and D − 1 dimensions we define the subspace Ωˆ of
ghost polynomials in D dimensions which do not depend on the translation ghost
cD, as well as the subspaces Ωˆp ⊂ Ωpgh thereof,
Ωˆ =
{
ω ∈ Ωgh
∣∣∣ ∂ω
∂cD
= 0
}
, Ωˆp = {ω ∈ Ωˆ | Nc ω = p ω}. (2.2)
As a ghost polynomial in Ωpgh is at most linear in c
D, it can be uniquely written as
ωp = cDωˆp−1 + ωˆp, ωˆp−1 ∈ Ωˆp−1, ωˆp ∈ Ωˆp. (2.3)
This gives:
sghω
p = (sghc
D)ωˆp−1 − cD(sghωˆ
p−1) + sghωˆ
p. (2.4)
As sghc
D is a quadratic polynomial in the ξαi , only the second term on the right
hand side of (2.4) contains cD. Hence, the cocycle condition (2.1) splits into two
conditions:
sghωˆ
p−1 = 0, (2.5)
4
(sghc
D)ωˆp−1 + sghωˆ
p = 0. (2.6)
(2.5) and (2.6) relate Hgh(sgh) to the cohomology of sgh in Ωˆ which we denote
by Hˆgh(sgh). Accordingly the cohomology of sgh in Ωˆ
p is denoted by Hˆpgh(sgh).
By (2.5) the constituent ωˆp−1 of ωp is a cocycle in Hˆp−1gh (sgh). Furthermore, any
contribution sghηˆ
p to ωˆp−1 with ηˆp ∈ Ωˆp can be removed from ωp by adding the
coboundary sgh(c
Dηˆp) owing to ωp+ sgh(c
Dηˆp) = cD(ωˆp−1− sghηˆ
p)+ ωˆp ′, with ωˆp ′ =
ωˆp+(sghc
D)ηˆp ∈ Ωˆp redefining the constituent ωˆp of ωp. Hence, the constituent ωˆp−1
of ωp can be assumed to be a nontrivial representative of Hˆp−1gh (sgh),
ωˆp−1 ∈ Hˆp−1gh (sgh). (2.7)
(2.6) imposes that (sghc
D)ωˆp−1 is trivial in Hˆp−1gh (sgh) which in general can impose
an extra condition on ωˆp−1 (in addition to (2.7)). Furthermore, for any (sghc
D)ωˆp−1
which is trivial in Hˆp−1gh (sgh) we may consider (2.6) as an inhomogeneous equation
for ωˆp whose solution is the sum of the general solution ωˆphom of the homogeneous
equation sghωˆ
p
hom = 0 and a particular solution ωˆ
p
part of (2.6). Moreover, any contri-
bution sghηˆ
p+1 to ωˆphom with ηˆ
p+1 ∈ Ωˆp+1 can be removed from ωp by subtracting the
coboundary sghηˆ
p+1. Hence, ωˆphom can be assumed to be a nontrivial representative
of Hˆpgh(sgh). This gives
ωˆp = ωˆphom + ωˆ
p
part , (2.8)
ωˆphom ∈ Hˆ
p
gh(sgh), (2.9)
(sghc
D)ωˆp−1 + sghωˆ
p
part = 0. (2.10)
Equations (2.5)–(2.10) trace Hgh(sgh) back to Hˆgh(sgh). The crucial point is that
Hˆgh(sgh) in D ∈ {5, . . . , 11} can be obtained from Hgh(sgh) in D − 1 dimensions.
This can be shown, for instance, by choosing Γ-matrices and C in D dimensions
according to equations (2.11)–(2.17) which are compatible with (1.4):
D mod 2 = 1 : Γa = Γa(D−1) for a ∈ {1, . . . , D − 1}, Γ
D = (kD)
−1 Γˆ(D−1)
(2.11)
D mod 2 = 0 : Γa = σ1 ⊗ Γ
a
(D−1) for a ∈ {1, . . . , D − 1},
ΓD = (kD)
−1 σ2 ⊗ 1, Γˆ = σ3 ⊗ 1 (2.12)
D mod 8 ∈ {1, 3, 7} : C = C(D−1) (2.13)
D mod 8 = 5 : C = C(D−1)Γˆ(D−1) (2.14)
D mod 8 = 0 : C = σ3 ⊗ C(D−1) (2.15)
D mod 8 ∈ {2, 6} : C = i σ2 ⊗ C(D−1) (2.16)
D mod 8 = 4 : C = σ0 ⊗ C(D−1) (2.17)
where Γa(D−1), Γˆ(D−1) and C(D−1) denote the Γ-matrices and the charge conjugation
matrix in D − 1 dimensions, in (2.12) 1 denotes the 2D/2−1 × 2D/2−1 unit matrix,
kD =
{
i for t = D
1 for t < D
(2.18)
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and
σ0 =
(
1 0
0 1
)
, σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
. (2.19)
Using (2.11)–(2.17) and suitably relating the supersymmetry ghosts ξi in D ∈
{5, . . . , 11} to corresponding supersymmetry ghosts ξi(D−1) in D − 1 dimensions for
appropriate values of N , the action of sgh in Ωˆ in D dimensions becomes identical
to the action of sgh in Ωgh in D − 1 dimensions, see sections 5–11 for details. This
allows one to derive Hˆgh(sgh) in D ∈ {5, . . . , 11} from Hgh(sgh) in D−1 dimensions.
The decomposition (2.3) is also useful for analysing the coboundary condition in
Hgh(sgh) in order to sieve the nontrivial cocycles. To this end the coboundary
condition in dimension D at c-degree p is written as
ωp = sghη
p+1, ηp+1 = cDηˆp + ηˆp+1, ηˆp ∈ Ωˆp, ηˆp+1 ∈ Ωˆp+1. (2.20)
Using (2.3) this yields
ωˆp−1 = −sghηˆ
p, (2.21)
ωˆp = (sghc
D) ηˆp + sghηˆ
p+1. (2.22)
In particular this implies that a cocycle ωp in Hgh(sgh) is nontrivial if its constituent
ωˆp−1 is nontrivial in Hˆgh(sgh), and that ωˆ
p
hom can be neglected if in Hˆgh(sgh) it is
equivalent to (sghc
D) ηˆphom for a cocycle ηˆ
p
hom in Hˆgh(sgh).
Comments:
1. Suppose that Hˆpgh(sgh) vanishes for all p ≥ p0. Owing to (2.5)–(2.10) this implies
that Hpgh(sgh) vanishes for all p > p0:
∀ p ≥ p0 : Hˆ
p
gh(sgh) = 0 ⇒ ∀ p > p0 : H
p
gh(sgh) = 0. (2.23)
2. The case p = 1 is somewhat special because in this case (2.5) is automatically
fulfilled since ωˆ0 does not depend on translation ghosts at all. In other words, (2.5)
does not impose restrictions on the cocycles ω1 at all, i.e. these cocycles have to be
determined solely from (2.6) modulo coboundaries.
3. The dimensional extension method outlined above is applicable modulo 8 in
the dimensions, i.e. it applies analogously to any sequence of dimensions D =
4 + 8k, . . . , 11 + 8k.
4. Albeit we shall use spinor representations fulfilling (2.11)–(2.17) to derive the
results, these results extend to other spinor representations owing to the so(t, D−t)-
covariance of the results.
5. The results for Hgh(sgh) in D = 4 cannot be derived from the results in D = 3 by
dimensional extension as outlined above. The reason is that in D = 4 the matrices
ΓaC−1 relate Weyl spinors of opposite chiralities and thus different 2-component
spinors, whereas in D = 3 they relate equal 2-component spinors. For this reason
Hgh(sgh) in D = 4 was computed “from scratch” in ref. [4].
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3 Definitions and useful facts
Unless specified otherwise, we use notation and conventions as in ref. [1]. As in refs.
[3, 4] ∼ denotes equivalence in Hgh(sgh), i.e. for ω1, ω2 ∈ Ωgh the notation ω1 ∼ ω2
means ω1 − ω2 = sghω3 for some ω3 ∈ Ωgh:
ω1 ∼ ω2 :⇔ ∃ω3 : ω1 − ω2 = sghω3 (ω1, ω2, ω3 ∈ Ωgh). (3.1)
In all dimensions we define the following so(t, D − t)-covariant ghost polynomials:
ϑi = c
a ξi Γa (3.2)
Θ
(p)
ij =
1
p!
ca1 . . . cap ξi Γa1...apC
−1 ξ⊤j (3.3)
Θ
(p)
ij, a1...ak
= 1
(p−k)!
cak+1 . . . cap ξi Γa1...apC
−1 ξ⊤j =
∂
∂cak
. . .
∂
∂ca1
Θ
(p)
ij (3.4)
where Γa1...ap denotes the totally antisymmetrized product of p gamma matrices
Γa1...ap = Γ[a1 . . .Γap] =
1
p!
∑
σ∈Sp
(−1)sgn(σ)Γaσ(1) . . .Γaσ(p) (3.5)
and we use matrix notation with ξi denoting a “row spinor” and ξ
⊤
i a “column
spinor”,
ϑαi = c
a ξ
β
i Γa β
α , ξi Γa1...apC
−1 ξ⊤j = ξ
α
i (Γa1...apC
−1)αβ ξ
β
j . (3.6)
In even dimensions we further define:
ξ+i =
1
2
ξi (1+ Γˆ) (3.7)
ξ−i =
1
2
ξi (1− Γˆ) (3.8)
ϑ+i =
1
2
ϑi (1+ Γˆ) = c
a ξ−i Γa (3.9)
ϑ−i =
1
2
ϑi (1− Γˆ) = c
a ξ+i Γa (3.10)
Θˆ
(p)
ij =
1
p!
ca1 . . . cap ξi ΓˆΓa1...apC
−1 ξ⊤j (3.11)
Θˆ
(p)
ij, a1...ak
= 1
(p−k)!
cak+1 . . . cap ξi ΓˆΓa1...apC
−1 ξ⊤j =
∂
∂cak
. . .
∂
∂ca1
Θˆ
(p)
ij (3.12)
Θ
+(p)
ij =
1
2
(Θ
(p)
ij + Θˆ
(p)
ij ) (3.13)
Θ
+(p)
ij, a1...ak
= 1
2
(Θ
(p)
ij, a1...ak
+ Θˆ
(p)
ij, a1...ak
) (3.14)
Θ
−(p)
ij =
1
2
(Θ
(p)
ij − Θˆ
(p)
ij ) (3.15)
Θ
−(p)
ij, a1...ak
= 1
2
(Θ
(p)
ij, a1...ak
− Θˆ
(p)
ij, a1...ak
) (3.16)
sgh anticommutes with the derivatives with respect to the translation ghosts c
a.
This implies that the first and higher order derivatives of a cocycle in Hgh(sgh) with
respect to the ca are also cocycles,
sghω
p = 0 ⇒ ∀k ∈ {1, . . . , p} : sgh
∂kωp
∂cak . . . ∂ca1
= 0. (3.17)
7
In particular, owing to (3.17), all Θ
(p)
ij, a1...ak
for k = 1, . . . , p − 1 are cocycles in
Hgh(sgh) if Θ
(p)
ij is a cocycle in Hgh(sgh) and an analogous statement applies to the
Θˆ
(p)
ij, a1...ak
.
For the reader’s convenience we list some properties of the matrices Γa1...apC
−1 and
ΓˆΓa1...apC
−1 (valid for η, ǫ as in (1.4)) which are useful for understanding properties
of the above ghost polynomials depending on D and p:
(i) The Γa1...apC
−1 are symmetric (S) or antisymmetric (A) in their spinor indices:
p mod 4 = 0 p mod 4 = 1 p mod 4 = 2 p mod 4 = 3
D = 4 A S S A
D = 5 A A S S
D = 6, 7 S A A S
D = 8, 9 S S A A
D = 10, 11 A S S A
(3.18)
(ii) The ΓˆΓa1...apC
−1 are symmetric (S) or antisymmetric (A) in their spinor indices:
p mod 4 = 0 p mod 4 = 1 p mod 4 = 2 p mod 4 = 3
D = 4 A A S S
D = 6 A A S S
D = 8 S A A S
D = 10 S S A A
(3.19)
(iii) In even dimensions, Weyl spinor bilinears ψΓa1...apC
−1χ⊤ and ψΓˆΓa1...apC
−1χ⊤
couple either Weyl spinors ψ, χ of the same chirality (=) or Weyl spinors of opposite
chiralities ( 6=):
p mod 2 = 0 p mod 2 = 1
D = 4, 8 = 6=
D = 6, 10 6= =
(3.20)
(iv) For Γ-matrices and C as in (2.11)–(2.17) one obtains in D = 6, . . . , 11
for a1, . . . , ap ∈ {1, . . . , D − 1} :
D ∈ {6, 10} : Γa1...apC
−1 =
{
−i σ2 ⊗ (Γa1...apC
−1)(D−1) if p mod 2 = 0
σ3 ⊗ (Γa1...apC
−1)(D−1) if p mod 2 = 1
(3.21)
ΓDa2...apC
−1 = i kD
{
σ1 ⊗ (Γa2...apC
−1)(D−1) if p mod 2 = 0
−σ0 ⊗ (Γa2...apC
−1)(D−1) if p mod 2 = 1
(3.22)
D = 8 : Γa1...apC
−1 =
{
σ3 ⊗ (Γa1...apC
−1)(7) if p mod 2 = 0
−i σ2 ⊗ (Γa1...apC
−1)(7) if p mod 2 = 1
(3.23)
Γ8 a2...apC
−1 = i k8
{
−σ0 ⊗ (Γa2...apC
−1)(7) if p mod 2 = 0
σ1 ⊗ (Γa2...apC
−1)(7) if p mod 2 = 1
(3.24)
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D ∈ {7, 9, 11} : Γa1...apC
−1 = (Γa1...apC
−1)(D−1) (3.25)
ΓDa2...apC
−1 = kD (ΓˆΓa2...apC
−1)(D−1) (3.26)
where (Γa1...apC
−1)(D−1) and (ΓˆΓa1...apC
−1)(D−1) denote the matrices Γa1...apC
−1 and
ΓˆΓa1...apC
−1 in D − 1 dimensions, respectively.
4 Primitive elements in D = 4
In D = 4 one has ϑ±1 · ϑ
±
1 = −2Θ
∓(2)
11 and ϑ
±
1 · ξ
±
1 =
1
2
Θ
(1)
11 . Lemma 2.9 of ref. [4]
thus gives:
Lemma 4.1 (Primitive elements for N = 1).
For N = 1 the general solution of the cocycle condition in Hgh(sgh) is:
sghω = 0 ⇔ ω ∼Θ
−(2)
11 p−(ξ
−
1 ) + Θ
+(2)
11 q+(ξ
+
1 ) + bΘ
(1)
11
+ ϑ+α1 pα(ξ
−
1 ) + ϑ
−α
1 qα(ξ
+
1 ) + p0(ξ
−
1 ) + q0(ξ
+
1 ) (4.1)
with arbitrary polynomials p0(ξ
−
1 ), pα(ξ
−
1 ), p−(ξ
−
1 ) in the components of ξ
−
1 , arbi-
trary polynomials q0(ξ
+
1 ), qα(ξ
+
1 ), q+(ξ
+
1 ) in the components of ξ
+
1 , and an arbitrary
complex number b ∈ C.
Using in addition that in D = 4 one has ϑ+i · ξ
+
j = Θ
−(1)
ij = Θ
+(1)
ji , lemma 2.10 of ref.
[4] gives:
Lemma 4.2 (Primitive elements for N = 2).
For N = 2 the general solution of the cocycle condition in Hgh(sgh) is:
sghω = 0 ⇔ ω ∼Θ
−(1)
12 p1(ξ
−
1 , ξ2) + Θ
+(1)
12 q1(ξ
+
1 , ξ2)
+ (Θ
(1)
11 −Θ
(1)
22 ) b(ξ2) + p0(ξ
−
1 , ξ2) + q0(ξ
+
1 , ξ2) (4.2)
with arbitrary polynomials p0(ξ
−
1 , ξ2), p1(ξ
−
1 , ξ2) in the components of ξ
−
1 and ξ2,
arbitrary polynomials q0(ξ
+
1 , ξ2), q1(ξ
+
1 , ξ2) in the components of ξ
+
1 and ξ2, and an
arbitrary polynomial b(ξ2) in the components of ξ2.
According to lemma 2.11 of ref. [4] the cohomology groups Hpgh(sgh) vanish for all
p > 0 in the cases N > 2. This gives:
Lemma 4.3 (Primitive elements for N > 2).
For N > 2 the general solution of the cocycle condition in Hgh(sgh) is:
sghω = 0 ⇔ ω ∼ p0(ξ) (4.3)
with an arbitrary polynomial p0(ξ) in the components of ξ1, . . . , ξN .
Comment:
Lemma 4.1 only applies to signatures (1, 3), (2, 2), (3, 1) because in the cases of sig-
natures (0, 4), (4, 0) one has N ∈ {2, 4, . . . }, see (1.4).
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5 Primitive elements in D = 5
The results in D = 5 are derived by means of the results in D = 4 as in ref. [4]
by relating the supersymmetry ghosts ξi in D = 5 to supersymmetry ghosts ξi(4) in
D = 4 according to
k ∈ {1, . . . , N/2} : ξ2k−1 ≡ ξ
+
2k−1(4) + ξ
−
2k(4) , ξ2k ≡ ξ
+
2k(4) − ξ
−
2k−1(4) , (5.1)
and by using (2.11) and (2.14) which give
a < 5 : sghc
a =
N/2∑
k=1
i ξ2k−1 Γ
aC−1 ξ⊤2k = i
N∑
i=1
ξ+i(4) (Γ
aC−1)(4) ξ
−⊤
i(4)
= i
2
N∑
i=1
ξi(4) (Γ
aC−1)(4) ξ
⊤
i(4) = (sghc
a)(4) , (5.2)
sghc
5 =
N/2∑
k=1
i ξ2k−1 Γ
5C−1 ξ⊤2k
= (k5)
−1
N/2∑
k=1
i (ξ+2k−1(4)C
−1
(4) ξ
+⊤
2k(4) + ξ
−
2k−1(4) C
−1
(4) ξ
−⊤
2k(4)) (5.3)
where (sghc
a)(4) denotes sghc
a in D = 4.
Lemma 3.1 of ref. [4] straightforwardly gives for N = 2:
Lemma 5.1 (Primitive elements for N = 2).
For N = 2 the general solution of the cocycle condition in Hgh(sgh) is:
sghω = 0 ⇔ ω ∼ Θ
(2)
ij p
ij
2 (ξ) + Θ
(2)
ij, a p
ij a
1 (ξ) + p0(ξ) (5.4)
with arbitrary polynomials p0(ξ), p
ij a
1 (ξ), p
ij
2 (ξ) in the components of ξ1, ξ2.
The following result extends and completes lemma 3.2 of ref. [4]. It states that for
N > 2 the cohomology groups Hpgh(sgh) vanish for all p > 0:
Lemma 5.2 (Primitive elements for N > 2).
For N > 2 the general solution of the cocycle condition in Hgh(sgh) is:
sghω = 0 ⇔ ω ∼ p0(ξ) (5.5)
with an arbitrary polynomial p0(ξ) in the components of ξ1, . . . , ξN .
Proof sketch for lemma 5.2: Because of (5.2) Hˆpgh(sgh) can be obtained from
Hpgh(sgh) in D = 4 (for equal values of N). For N > 2 lemma 4.3 implies that
Hˆpgh(sgh) vanishes for p ≥ 1. Owing to (2.23) this implies that H
p
gh(sgh) vanishes for
p > 1,
p > 1 : sghω
p = 0 ⇔ ωp ∼ 0. (5.6)
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The case p = 1 is treated by using the results for N = 2. To this end sgh is split
into a piece s
(1)
gh which only involves the supersymmetry ghosts ξ1, ξ2 and a piece s
(2)
gh
which involves ξ3, . . . , ξN :
sgh = s
(1)
gh + s
(2)
gh , s
(1)
gh = i ξ1 Γ
aC−1 ξ⊤2
∂
∂ca
. (5.7)
The cocycles ω1 are decomposed into parts ω1m with definite degree m in ξ1, ξ2:
ω1 =
m∑
m=0
ω1m , (Nξ1 +Nξ2)ω
1
m = mω
1
m (5.8)
where Nξi denotes the counting operator for the components of ξi. As s
(1)
gh is the
only piece of sgh which increases the degree in ξ1, ξ2 the part ω
1
m of ω
1 fulfills
s
(1)
gh ω
1
m = 0, s
(2)
gh ω
1
m + s
(1)
gh ω
1
m−2 = 0. (5.9)
The first equation (5.9) is solved by means of lemma 5.1 (with ξ3, . . . , ξN treated
as extra variables) since s
(1)
gh acts as sgh for N = 2. As we are treating the case
p = 1 we conclude from lemma 5.1 that, up to an s
(1)
gh -exact piece, ω
1
m equals a linear
combination of the Θ
(2)
11, a, Θ
(2)
12, a = Θ
(2)
21, a, Θ
(2)
22, a with coefficients that are polynomials
in the supersymmetry ghosts. The second equation (5.9) imposes that s
(2)
gh ω
1
m is s
(1)
gh -
exact. From this condition one derives that ω1m is s
(1)
gh -exact by itself by exploiting
s
(2)
ghΘ
(2)
11, a, s
(2)
ghΘ
(2)
12, a, s
(2)
ghΘ
(2)
22, a [10]. This implies that ω
1
m can be removed from ω
1 by
subtracting a coboundary in Hgh(sgh) from ω
1. In the same way all other parts ω1m
can be successively removed from ω1 implying that ω1 is a coboundary in Hgh(sgh),
sghω
1 = 0 ⇔ ω1 ∼ 0. (5.10)
The lemma is obtained from (5.6), (5.10) and ω0 = p0(ξ) (which trivially fulfills
sghω
0 = 0). 
6 Primitive elements in D = 6
6.1 Signatures (1,5), (3,3), (5,1)
In the cases of signatures (1, 5), (3, 3), (5, 1) the supersymmetry ghosts ξi are Majo-
rana Weyl spinors (for signature (3, 3)) or symplectic Majorana Weyl spinors (for
signatures (1, 5), (5, 1)). N+ denotes the number of supersymmetry ghosts with
positive chirality, N− denotes the number of supersymmetry ghosts with negative
chirality. Both N+ and N− are even integers, N+, N− ∈ {0, 2, . . . }. N is the sum
N = N+ + N− ∈ {2, 4 . . . }. The case N = 2 thus includes (N+, N−) = (2, 0) and
(N+, N−) = (0, 2), the case N = 4 includes (N+, N−) = (4, 0), (N+, N−) = (2, 2) and
(N+, N−) = (0, 4) etc. We use ξi = ξ
+
i for i ≤ N+ and ξi = ξ
−
i for i > N+, i.e. the
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supersymmetry ghosts ξ1, . . . , ξN+ have positive chirality and the supersymmetry
ghosts ξN++1, . . . , ξN++N− have negative chirality.
In a spinor representation fulfilling (2.12) and (2.16) a Weyl spinor ψ+ = ψ+Γˆ with
positive chirality takes the form ψ+ = (χ, 0) and a Weyl spinor ψ− = −ψ−Γˆ with
negative chirality takes the form ψ− = (0, χ) where χ and 0 have four components,
respectively, like spinors in D = 5. In order to derive Hgh(sgh) in D = 6 by means
of Hgh(sgh) in D = 5, we relate the supersymmetry ghosts ξi in D = 6 to supersym-
metry ghosts ξi(5) in D = 5 as follows:
i ≤ N+ : ξi ≡ (ξi(5), 0), i > N+ : ξi ≡ (0, i ξi(5)). (6.1)
(3.21) and (3.22) for p = 1 and (6.1) give:
a < 6 : sghc
a =
N/2∑
k=1
i ξ2k−1 Γ
aC−1 ξ⊤2k =
N/2∑
k=1
i ξ2k−1(5) (Γ
aC−1)(5) ξ
⊤
2k(5) = (sghc
a)(5) ,
(6.2)
sghc
6 = (k6)
−1
(N+/2∑
k=1
ξ2k−1(5)C
−1
(5) ξ
⊤
2k(5) −
N/2∑
k=N+/2+1
ξ2k−1(5) C
−1
(5) ξ
⊤
2k(5)
)
. (6.3)
where N = N+ +N−, and (sghc
a)(5) denotes sghc
a in D = 5. Hence, using a spinor
representation fulfilling (2.12) and (2.16) and the identifications (6.1), the action of
sgh in Ωˆ in D = 6 is identical to the action of sgh in Ωgh in D = 5. This is used to
derive Hˆgh(sgh) in D = 6 by means of the results for Hgh(sgh) in D = 5.
Lemma 6.1 (Primitive elements for N+ +N− = 2).
In the cases (N+, N−) = (2, 0) and (N+, N−) = (0, 2) the general solution of the
cocycle condition in Hgh(sgh) is:
sghω = 0 ⇔ ω ∼ Θ
(3)
ij p
ij
3 (ξ) + Θ
(3)
ij, a p
ij a
2 (ξ) + ϑ
α
i p
i
α(ξ) + p0(ξ) (6.4)
with arbitrary polynomials p0(ξ), p
i
α(ξ), p
ij a
2 (ξ), p
ij
3 (ξ) in the components of ξ1, ξ2.
Proof of lemma 6.1: As outlined above, Hˆpgh(sgh) is obtained from H
p
gh(sgh) in
D = 5 using a spinor representation fulfilling (2.12) and (2.16) and the identifications
(6.1). Lemma 5.1 implies that Hˆpgh(sgh) vanishes for p ≥ 3. Owing to (2.23) this
implies that Hpgh(sgh) vanishes for p > 3,
p > 3 : sghω
p = 0 ⇔ ωp ∼ 0. (6.5)
In the case p = 3 (2.7), (2.9) and lemma 5.1 imply that we may assume
p = 3 : ωˆ2 = Θ
(2)
ij(5) pˆ
ij
3 (ξ(5)), ωˆ
3
hom = 0 (6.6)
where pˆij3 (ξ(5)) are polynomials in ξ1(5), ξ2(5), and Θ
(2)
ij(5) denotes Θ
(2)
ij in D = 5. (3.3),
(3.22) for p = 3 and (6.1) give for (N+, N−) = (2, 0) and (N+, N−) = (0, 2):
Θ
(3)
ij ∝ c
6Θ
(2)
ij(5) + . . . (6.7)
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where ellipses indicate terms without c6. Θ
(3)
ij is a cocycle in H
3
gh(sgh) [11]. Hence,
c6ωˆ2 can be completed to the cocycle Θ
(3)
ij p
ij
3 (ξ) (with p
ij
3 (ξ) ∝ pˆ
ij
3 (ξ(5))). This gives
sghω
3 = 0 ⇔ ω3 ∼ Θ
(3)
ij p
ij
3 (ξ). (6.8)
In the case p = 2 (2.7), (2.9) and lemma 5.1 imply that we may assume
p = 2 : ωˆ1 = Θ
(2)
ij, a(5) pˆ
ij a
2 (ξ(5)), ωˆ
2
hom = Θ
(2)
ij(5) pˆ
ij 6
2 (ξ(5)) (6.9)
where the sum over a runs from a = 1 to a = 5 (as there is no Θ
(2)
ij, 6 in D = 5).
Using (6.7) one obtains for (N+, N−) = (2, 0) and (N+, N−) = (0, 2):
a < 6 : Θ
(3)
ij, a =
∂Θ
(3)
ij
∂ca
∝ c6Θ
(2)
ij, a(5) + . . . , Θ
(3)
ij, 6 =
∂Θ
(3)
ij
∂c6
∝ Θ
(2)
ij(5) (6.10)
where again ellipses indicate terms without c6. According to the first equation (6.10)
c6ωˆ1 can be completed to
∑5
a=1Θ
(3)
ij, a p
ij a
2 (ξ) which is a cocycle in H
2
gh(sgh) because
sghΘ
(3)
ij = 0 implies sghΘ
(3)
ij, a = 0, see (3.17). Using in addition the second equation
(6.10) we conclude
sghω
2 = 0 ⇔ ω2 ∼ Θ
(3)
ij, a p
ij a
2 (ξ) (6.11)
where here the sum over a runs from a = 1 to a = 6.
In the case p = 1 we use that every cocycle ω1 must be at least linear in the super-
symmetry ghosts since no nonvanishing linear combination of the ca with constant
coefficients is sgh-closed. This yields, along with lemma 5.1 for p = 1:
p = 1 : ωˆ0 = ξαi(5) pˆ
i
α(ξ(5)), ωˆ
1
hom = Θ
(2)
ij, a(5) pˆ
ij 6 a
1 (ξ(5)). (6.12)
Every monomial c6ξαi(5) corresponds to a cocycle in H
1
gh(sgh) proportional to one of
the ϑαi [12]. Using additionally Θ
(2)
ij, a(5) ∝ ϑ(i Γ6aC
−1 ξ⊤j) [13] this yields
sghω
1 = 0 ⇔ ω1 ∼ ϑ
α
i p
i
α(ξ). (6.13)
The lemma is obtained from (6.5), (6.8), (6.11), (6.13) and ω0 = p0(ξ). 
Lemma 6.2 (Primitive elements for N+ +N− = 4).
(i) In the case (N+, N−) = (2, 2) the general solution of the cocycle condition in
Hgh(sgh) is:
sghω = 0 ⇔ ω ∼ (Θ
(1)
12 −Θ
(1)
34 ) p1(ξ) + p0(ξ) (6.14)
with arbitrary polynomials p0(ξ), p1(ξ) in the components of ξ1, . . . , ξ4.
(ii) In the cases (N+, N−) = (4, 0) and (N+, N−) = (0, 4) the general solution of the
cocycle condition in Hgh(sgh) is:
sghω = 0 ⇔ ω ∼ Θ
(1)
13 p
13
1 (ξ) + Θ
(1)
14 p
14
1 (ξ) + Θ
(1)
23 p
23
1 (ξ)
+ Θ
(1)
24 p
24
1 (ξ) + (Θ
(1)
12 −Θ
(1)
34 ) p1(ξ) + p0(ξ) (6.15)
with arbitrary polynomials p0(ξ), p1(ξ), p
24
1 (ξ), p
23
1 (ξ), p
14
1 (ξ), p
13
1 (ξ) in the compo-
nents of ξ1, . . . , ξ4.
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Proof sketch for lemma 6.2: Lemma 5.2 implies that Hˆpgh(sgh) vanishes for all
p ≥ 1 in the cases N++N− = 4. Owing to (2.23) this implies that H
p
gh(sgh) vanishes
for all p > 1,
p > 1 : sghω
p = 0 ⇔ ωp ∼ 0. (6.16)
The case p = 1 is analyzed analogously to the case p = 1 in the proof sketch for
lemma 5.2 by using the decompositions (5.7) and (5.8) of sgh and ω
1, leading to
equations (5.9). The first equation (5.9) is solved by means of lemma 6.1 which
for m > 0 gives ω1m =
∑2
i=1 ϑ
α
i p
i
α(ξ) for polynomials p
1
α(ξ), p
2
α(ξ), up to an s
(1)
gh -
exact piece which may be neglected. The s
(2)
gh ϑ
α
1 and s
(2)
gh ϑ
α
2 are linear in ξ1, ξ2 and
linearly independent. Therefore, no nonvanishing linear combination (with constant
coefficients) of the s
(2)
gh ϑ
α
1 and s
(2)
gh ϑ
α
2 is s
(1)
gh -exact. The second equation (5.9) thus
implies that the polynomials p1α(ξ) and p
2
α(ξ) are at least linear in the supersymmetry
ghosts.
(i) In the case (N+, N−) = (2, 2) the second equation (5.9) further implies that, up
to an s
(1)
gh -exact piece which may be neglected,
∑2
i=1 ϑ
α
i p
i
α(ξ) equals Θ
(1)
12 = ϑ1 · ξ2 =
−ϑ2 · ξ1 times a polynomial p1m−2(ξ). Θ
(1)
12 is completed to the cocycle Θ
(1)
12 − Θ
(1)
34
in H1gh(sgh) and ω
1 ′ = ω1 − (Θ
(1)
12 −Θ
(1)
34 ) p1m−2(ξ) can now be treated as ω
1 before.
Repeating the arguments one obtains:
(N+, N−) = (2, 2) : sghω
1 = 0 ⇔ ω1 ∼ (Θ
(1)
12 −Θ
(1)
34 ) p1(ξ). (6.17)
(ii) In the cases (N+, N−) = (4, 0) and (N+, N−) = (0, 4) the second equation (5.9)
implies that, up to an s
(1)
gh -exact piece which may be neglected,
∑2
i=1 ϑ
α
i p
i
α(ξ) equals
a linear combination of Θ
(1)
12 , Θ
(1)
13 , Θ
(1)
14 , Θ
(1)
23 , Θ
(1)
24 with coefficients that are poly-
nomials in the components of the supersymmetry ghosts. Θ
(1)
13 , Θ
(1)
14 , Θ
(1)
23 , Θ
(1)
24 are
cocycles in H1gh(sgh) by themselves, Θ
(1)
12 is completed to the cocycle Θ
(1)
12 − Θ
(1)
34 in
H1gh(sgh). Proceeding now analogously to case (i) one obtains:
(N+, N−) ∈ {(4, 0), (0, 4)} : sghω
1 = 0 ⇔
ω1 ∼ Θ
(1)
13 p
13
1 (ξ) + Θ
(1)
14 p
14
1 (ξ) + Θ
(1)
23 p
23
1 (ξ) + Θ
(1)
24 p
24
1 (ξ) + (Θ
(1)
12 −Θ
(1)
34 ) p1(ξ).
(6.18)
The lemma is obtained from (6.16), (6.17), (6.18) and ω0 = p0(ξ). 
Lemma 6.3 (Primitive elements for N+ +N− > 4).
In the cases N+ +N− > 4 the general solution of the cocycle condition in Hgh(sgh)
is:
sghω = 0 ⇔ ω ∼ p0(ξ) (6.19)
with an arbitrary polynomial p0(ξ) in the components of ξ1, . . . , ξN .
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Proof sketch for lemma 6.3: As in the proof of lemma 6.2 one concludes that
Hpgh(sgh) vanishes for all p > 1. The case p = 1 is analyzed by using decompositions
of sgh and ω
1 similar to (5.7) and (5.8), but now with a piece s
(1)
gh of sgh which
involves ξ1, . . . , ξ4 (in place of only ξ1, ξ2) and parts ω
1
m of ω
1 which have degree
m in ξ1, . . . , ξ4. This leads again to equations (5.9). The first equation (5.9) is
solved by means of lemma 6.2 which gives ω1m = (Θ
(1)
12 − Θ
(1)
34 ) p1m−2(ξ) + s
(1)
gh (. . . )
(for N+ = 2) or ω
1
m = Θ
(1)
13 p
13
1m−1(ξ) + · · · + (Θ
(1)
12 − Θ
(1)
34 ) p1m−2(ξ) + s
(1)
gh (. . . ) (for
N+ 6= 2). The second equation (5.9) then implies in either case that ω
1
m is s
(1)
gh -
exact and can thus be removed from ω1 by subtracting a coboundary in Hgh(sgh).
Repeating the arguments one concludes that all other parts ω1m can be removed in
the same way which gives ω1 ∼ 0. p = 0 gives ω0 = p0(ξ). 
Comments:
1. The difference between the results for (N+, N−) = (2, 2) and for (N+, N−) ∈
{(4, 0), (0, 4)} parallels the situation in D = 2 [3] and D = 10.
2. We note that in lemma 6.1 one has Θ
(3)
ij = Θ
+(3)
ij and ϑi = ϑ
−
i in the case
(N+, N−) = (2, 0), and Θ
(3)
ij = Θ
−(3)
ij and ϑi = ϑ
+
i in the case (N+, N−) = (0, 2).
Analogously in lemma 6.2 one has Θ
(1)
ij = Θ
+(1)
ij in the case (N+, N−) = (4, 0), and
Θ
(1)
ij = Θ
−(1)
ij in the case (N+, N−) = (0, 4).
6.2 Signatures (0,6), (2,4), (4,2), (6,0)
In the cases of signatures (0, 6), (2, 4), (4, 2), (6, 0) the supersymmetry ghosts ξi are
Majorana spinors consisting of two Weyl spinors with opposite chiralities, respec-
tively. N ∈ {2, 4, . . . } denotes the number of these Majorana supersymmetry ghosts.
Hence, there are both N Weyl supersymmetry ghosts with positive chirality and N
Weyl supersymmetry ghosts with negative chirality.
The case N = 2 corresponds thus to the case (N+, N−) = (2, 2) in lemma 6.2.
Using ξi Γˆ = ξ
+
i − ξ
−
i and identifying ξ
+
1 , ξ
+
2 , ξ
−
1 , ξ
−
2 with ξ1, ξ2, ξ3, ξ4 in lemma 6.2,
respectively, lemma 6.2 gives directly:
Lemma 6.4 (Primitive elements for N = 2).
In the case N = 2 the general solution of the cocycle condition in Hgh(sgh) is:
sghω = 0 ⇔ ω ∼ Θˆ
(1)
12 p1(ξ) + p0(ξ) (6.20)
with arbitrary polynomials p0(ξ), p1(ξ) in the components of ξ1, ξ2.
The cases N > 2 correspond to cases N+ = N− > 2 in lemma 6.3 which implies:
Lemma 6.5 (Primitive elements for N > 2).
In the cases N > 2 the general solution of the cocycle condition in Hgh(sgh) is:
sghω = 0 ⇔ ω ∼ p0(ξ) (6.21)
with an arbitrary polynomial p0(ξ) in the components of ξ1, . . . , ξN .
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7 Primitive elements in D = 7
The results in D = 7 are derived by means of the results in D = 6 presented in
section 6.2. To this end we use (2.11) and (2.13) which give
a < 7 : sghc
a =
N/2∑
k=1
i ξ2k−1 Γ
aC−1 ξ⊤2k =
N/2∑
k=1
i ξ2k−1(6) (Γ
aC−1)(6) ξ
⊤
2k(6) = (sghc
a)(6) ,
(7.1)
sghc
7 =
N/2∑
k=1
i ξ2k−1 Γ
7C−1 ξ⊤2k = (k7)
−1
N/2∑
k=1
i ξ2k−1(6) (ΓˆC
−1)(6) ξ
⊤
2k(6) (7.2)
where (sghc
a)(6) and ξi(6) denote sghc
a and ξi in D = 6, each ξi(6) being an 8-
component spinor consisting of two Weyl spinors, with ξi ≡ ξi(6). (7.1) shows that
we can use lemmas 6.4 and 6.5 to obtain Hˆgh(sgh) in D = 7.
Lemma 7.1 (Primitive elements for N = 2).
In the case N = 2 the general solution of the cocycle condition in Hgh(sgh) is:
sghω = 0 ⇔ ω ∼ Θ
(2)
12 p2(ξ) + Θ
(2)
12, a p
a
1(ξ) + p0(ξ) (7.3)
with arbitrary polynomials p0(ξ), p
a
1(ξ), p2(ξ) in the components of ξ1, ξ2.
Proof sketch for lemma 7.1: Lemma 6.4 implies that Hˆpgh(sgh) vanishes for
p ≥ 2. Using (2.23) we conclude that Hpgh(sgh) vanishes for p > 2,
p > 2 : sghω
p = 0 ⇔ ωp ∼ 0. (7.4)
For p = 2 and p = 1 the following implications of (2.11) and (2.13) are used:
Θ
(2)
12 ∝ c
7 Θˆ
(1)
12(6) + . . . , (7.5)
a < 7 : Θ
(2)
12, a =
∂Θ
(2)
12
∂ca
∝ c7
∂Θˆ
(1)
12(6)
∂ca
+ . . . = c7 ξ1(6) (ΓˆΓaC
−1)(6) ξ
⊤
2(6) + . . . , (7.6)
Θ
(2)
12, 7 =
∂Θ
(2)
12
∂c7
∝ Θˆ
(1)
12(6) (7.7)
where ellipses indicate terms without c7.
Using lemma 6.4 and exploiting (2.6) in the case p = 1 [14] one obtains that one
may assume:
p = 2 : ωˆ1 = Θˆ
(1)
12(6) pˆ2(ξ(6)), ωˆ
2
hom = 0; (7.8)
p = 1 : ωˆ0 = ξ1(6) (ΓˆΓaC
−1)(6) ξ
⊤
2(6) pˆ
a
1(ξ(6)), ωˆ
1
hom = Θˆ
(1)
12(6) pˆ
7
1(ξ(6)). (7.9)
Using (7.5)–(7.7) and sghΘ
(2)
12 = 0 which may be verified explicitly one obtains:
sghω
2 = 0 ⇔ ω2 ∼ Θ
(2)
12 p2(ξ), (7.10)
16
sghω
1 = 0 ⇔ ω1 ∼ Θ
(2)
12, a p
a
1(ξ). (7.11)
The lemma is obtained from (7.4), (7.10), (7.11) and ω0 = p0(ξ). 
The cases N > 2 can be analyzed analogously to N > 2 in D = 5, see proof sketch
for lemma 5.2, which gives:
Lemma 7.2 (Primitive elements for N > 2).
In the cases N > 2 the general solution of the cocycle condition in Hgh(sgh) is:
sghω = 0 ⇔ ω ∼ p0(ξ) (7.12)
with an arbitrary polynomial p0(ξ) in the components of ξ1, . . . , ξN .
8 Primitive elements in D = 8
In order to derive Hgh(sgh) in D = 8 by means of Hgh(sgh) in D = 7, we use in D =
8 a spinor representation fulfilling (2.12) and (2.15) and relate the 16-component
supersymmetry ghosts ξi in D = 8 to 8-component supersymmetry ghosts ξi(7) in
D = 7 as follows:
ξi ≡ i (ξ2i−1(7), ξ2i(7)). (8.1)
Using (3.23) and (3.24) for p = 1 these identifications give:
a < 8 : sghc
a = 1
2
N∑
i=1
ξi [σ2 ⊗ (Γ
aC−1)(7)] ξ
⊤
i
=
N∑
k=1
i ξ2k−1(7) (Γ
aC−1)(7) ξ
⊤
2k(7) = (sghc
a)(7) , (8.2)
sghc
8 = (k8)
−1
N∑
k=1
ξ2k−1(7)C
−1
(7) ξ
⊤
2k(7) (8.3)
where (sghc
a)(7) denotes sghc
a in D = 7. Hence, using a spinor representation fulfill-
ing (2.12) and (2.15) and the identifications (8.1), the action of sgh in Ωˆ in D = 8
for N supersymmetry ghosts ξi is identical to the action of sgh in Ωgh in D = 7 for
2N supersymmetry ghosts ξi(7). This is used to derive Hˆgh(sgh) in D = 8 by means
of Hgh(sgh) in D = 7.
Lemma 8.1 (Primitive elements for N = 1).
In the case N = 1 the general solution of the cocycle condition in Hgh(sgh) is:
sghω = 0 ⇔ ω ∼ Θˆ
(3)
11 p3(ξ) + Θˆ
(3)
11, a p
a
2(ξ) + Θˆ
(3)
11, ab p
ab
1 (ξ) + p0(ξ) (8.4)
with arbitrary polynomials p0(ξ), p
ab
1 (ξ), p
a
2(ξ), p3(ξ) in the components of ξ1.
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Proof sketch for lemma 8.1: Lemma 7.1 implies that Hˆpgh(sgh) vanishes for
p ≥ 3. Using (2.23) we conclude that Hpgh(sgh) vanishes for p > 3,
p > 3 : sghω
p = 0 ⇔ ωp ∼ 0. (8.5)
For 3 ≥ p ≥ 1 the following implications of (2.12) and (2.15) are used:
Θˆ
(3)
11 ∝ c
8Θ
(2)
12(7) + . . . , (8.6)
a < 8 : Θˆ
(3)
11, a =
∂Θˆ
(3)
11
∂ca
∝ c8Θ
(2)
12, a(7) + . . . , (8.7)
Θˆ
(3)
11, 8 =
∂Θˆ
(3)
11
∂c8
∝ Θ
(2)
12(7) , (8.8)
a, b < 8 : Θˆ
(3)
11, ab =
∂2Θˆ
(3)
11
∂cb∂ca
∝ c8 ξ1(7) (ΓabC
−1)(7) ξ
⊤
2(7) + . . . , (8.9)
a < 8 : Θˆ
(3)
11, 8 a =
∂2Θˆ
(3)
11
∂ca∂c8
∝ Θ
(2)
12, a(7) (8.10)
where ellipses indicate terms without c8.
Using lemma 7.1 and exploiting (2.6) in the case p = 1 [15] one obtains that one
may assume:
p = 3 : ωˆ2 = Θ
(2)
12(7) pˆ3(ξ(7)), ωˆ
3
hom = 0; (8.11)
p = 2 : ωˆ1 = Θ
(2)
12, a(7) pˆ
a
2(ξ(7)), ωˆ
2
hom = Θ
(2)
12(7) pˆ
8
2(ξ(7)); (8.12)
p = 1 : ωˆ0 = ξ1(7) (ΓabC
−1)(7) ξ
⊤
2(7) pˆ
ab
1 (ξ(7)), ωˆ
1
hom = Θ
(2)
12, a(7) pˆ
8 a
1 (ξ(7)). (8.13)
Using (8.6)–(8.10) and sghΘˆ
(3)
11 = 0 which may be verified explicitly one obtains:
sghω
3 = 0 ⇔ ω3 ∼ Θˆ
(3)
11 p3(ξ), (8.14)
sghω
2 = 0 ⇔ ω2 ∼ Θˆ
(3)
11, a p
a
2(ξ), (8.15)
sghω
1 = 0 ⇔ ω1 ∼ Θˆ
(3)
11, ab p
ab
1 (ξ). (8.16)
The lemma is obtained from (8.5), (8.14)–(8.16) and ω0 = p0(ξ). 
Lemma 8.2 (Primitive elements for N > 1).
In the cases N > 1 the general solution of the cocycle condition in Hgh(sgh) is:
sghω = 0 ⇔ ω ∼ p0(ξ) (8.17)
with an arbitrary polynomial p0(ξ) in the components of ξ1, . . . , ξN .
Proof sketch for lemma 8.2: Lemma 7.2 implies that Hˆpgh(sgh) vanishes for all
p ≥ 1 in the cases N > 1. Using (2.23) one infers that Hpgh(sgh) vanishes for all
p > 1. The case p = 1 is analyzed using decompositions of sgh and ω
1 similar to
(5.7) and (5.8), but now with a piece s
(1)
gh =
i
2
ξ1 Γ
aC−1 ξ⊤1 ∂/∂c
a of sgh and parts ω
1
m
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of ω1 with degree m in ξ1. Using lemma 8.1 one infers from the first equation (5.9)
that ω1m = Θˆ
(3)
11, ab p
ab(ξ) + s
(1)
gh (. . . ) for polynomials p
ab(ξ) in ξ1, . . . , ξN . The second
equation (5.9) then implies that the pab(ξ) are such that ω1m is s
(1)
gh -exact and can
thus be removed from ω1 by subtracting a coboundary in Hgh(sgh). Repeating the
arguments one concludes that all other parts ω1m can be removed in the same way
which gives ω1 ∼ 0. p = 0 gives ω0 = p0(ξ). 
Comments:
1. It may be noted that in D = 8 there are neither primitive elements ϑi or ϑ
±
i
nor primitive elements Θ
(D/2)
ij , Θˆ
(D/2)
ij or Θ
±(D/2)
ij , in contrast to D = 4, 6, 10. This
result in D = 8 may be traced back to the more general feature that in D = 8 there
are no cocycles at all in Hpgh(sgh) for p > 0 which depend only on components of
chiral spinors ξ+i of positive chirality or only on components of chiral spinors ξ
−
i with
negative chirality, again in contrast to D = 4, 6, 10. This feature can be proved as
follows for N = 1 (and analogously for N > 1) in a spinor representation fulfilling
(2.12) and (2.15), using (8.1). The cocycle condition sghω
p = 0 can for N = 1 be
written as
ξα1(7)Rα
a ∂ω
p
∂ca
= 0 (8.18)
where according to (8.2) and (8.3) Rα
a are the entries of an 8 × 8-matrix R with
Rα
a = i (ΓaC−1)αβ(7) ξ
β
2(7) for a < 8 and Rα
8 = (k8)
−1C−1αβ(7) ξ
β
2(7). If ω
p does not
depend on ξ1(7) the left hand side of (8.18) is linear in ξ1(7) and thus (8.18) implies
Rα
a ∂ωp/∂ca = 0 which, as R is invertible, implies ∂ωp/∂ca = 0 for all ca, i.e. ωp does
not depend on translation ghosts at all, which gives p = 0. This proves the absence
of cocycles with p > 0 which only depend on ξ−1 ≡ (0, i ξ2(7)). Analogously one
concludes the absence of cocycles with p > 0 which only depend on ξ+1 ≡ (i ξ1(7), 0).
As sgh is for N = 1 homogeneous in both ξ
+
1 and ξ
−
1 one further infers that for N = 1
all cocycles with p > 0 depend at least linearly on both ξ+1 and ξ
−
1 . In particular
this implies for N = 1 the absence of primitive elements ϑ1 or ϑ
±
1 as these would be
linear in ξ1, as well as the absence of primitive elements Θ
(4)
11 , Θˆ
(4)
11 or Θ
±(4)
11 as these
would only involve ghost monomials which do not depend on either ξ+1 or ξ
−
1 , see
(3.20) for D = 8, p = 4.
2. Lemma 8.1 differs from the results presented in ref. [6] for D = 8 because there,
using the notation of the present paper, cocycles with Θ
(3)
11 , Θ
(3)
11, a, Θ
(3)
11, ab in place
of Θˆ
(3)
11 , Θˆ
(3)
11, a, Θˆ
(3)
11, ab are presented. This difference is essential because Θ
(3)
11 , Θ
(3)
11, a,
Θ
(3)
11, ab vanish in D = 8 for our choice of C as the matrices ΓabcC
−1 are antisymmetric
(see (3.18) for D = 8, p = 3). An alternative choice of C for which the matrices
ΓaC
−1 are antisymmetric would not resolve this discrepancy because that choice
would forbid N = 1 [8].
3. Lemma 8.1 does not apply to signatures (2, 6), (6, 2) because in these cases one
has N ∈ {2, 4, . . .}, see (1.4).
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9 Primitive elements in D = 9
In order to derive the results in D = 9 by means of the results in D = 8 we use
(2.11) and (2.13) which give
a < 9 : sghc
a = i
2
δij ξi(8) (Γ
aC−1)(8) ξ
⊤
j(8) = (sghc
a)(8) , (9.1)
sghc
9 = i
2
(k9)
−1 δij ξi(8) (ΓˆC
−1)(8) ξ
⊤
j(8) (9.2)
where (sghc
a)(8) and ξi(8) denote sghc
a and ξi in D = 8, with ξi ≡ ξi(8).
Lemma 9.1 (Primitive elements for N = 1).
In the case N = 1 the general solution of the cocycle condition in Hgh(sgh) is:
sghω = 0 ⇔ ω ∼ Θ
(4)
11 p4(ξ) + Θ
(4)
11, a p
a
3(ξ) + Θ
(4)
11, ab p
ab
2 (ξ) + Θ
(4)
11, abc p
abc
1 (ξ) + p0(ξ)
(9.3)
with arbitrary polynomials p4(ξ), p
a
3(ξ), p
ab
2 (ξ), p
abc
1 (ξ), p0(ξ) in the components of
ξ1.
Proof sketch for lemma 9.1: Lemma 8.1 implies that Hˆpgh(sgh) vanishes for
p ≥ 4. Using (2.23) we conclude that Hpgh(sgh) vanishes for p > 4,
p > 4 : sghω
p = 0 ⇔ ωp ∼ 0. (9.4)
For 4 ≥ p ≥ 1 the following implications of (2.11) and (2.13) are used:
Θ
(4)
11 ∝ c
9 Θˆ
(3)
11(8) + . . . , (9.5)
a1, . . . , ak < 9 : Θ
(4)
11, a1...ak
=
∂kΘ
(4)
11
∂cak . . . ∂ca1
∝ c9 Θˆ
(3)
11, a1...ak(8)
+ . . . , (9.6)
Θ
(4)
11, 9 a1...ak
=
∂k+1Θ
(4)
11
∂cak . . . ∂ca1∂c9
∝ Θˆ
(3)
11, a1...ak(8)
(9.7)
where ellipses indicate terms without c9.
Using lemma 8.1 and exploiting (2.6) in the case p = 1 [16] one obtains that one
may assume:
p = 4 : ωˆ3 = Θˆ
(3)
11(8) pˆ4(ξ(8)), ωˆ
4
hom = 0; (9.8)
p = 3 : ωˆ2 = Θˆ
(3)
11, a(8) pˆ
a
3(ξ(8)), ωˆ
3
hom = Θˆ
(3)
11(8) pˆ
9
3(ξ(8)); (9.9)
p = 2 : ωˆ1 = Θˆ
(3)
11, ab(8) pˆ
ab
2 (ξ(8)), ωˆ
2
hom = Θˆ
(3)
11, a(8) pˆ
9 a
2 (ξ(8)); (9.10)
p = 1 : ωˆ0 = ξ1(8) (ΓˆΓabcC
−1)(8) ξ
⊤
1(8) pˆ
abc
1 (ξ(8)), ωˆ
1
hom = Θˆ
(3)
11, ab(8) pˆ
9 ab
1 (ξ(8)). (9.11)
Using (9.5)–(9.7) and sghΘˆ
(4)
11 = 0 which may be verified explicitly one obtains:
sghω
4 = 0 ⇔ ω4 ∼ Θ
(4)
11 p4(ξ), (9.12)
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sghω
3 = 0 ⇔ ω3 ∼ Θ
(4)
11, a p
a
3(ξ), (9.13)
sghω
2 = 0 ⇔ ω2 ∼ Θ
(4)
11, ab p
ab
2 (ξ), (9.14)
sghω
1 = 0 ⇔ ω1 ∼ Θ
(4)
11, abc p
abc
1 (ξ). (9.15)
The lemma is obtained from (9.4), (9.12)–(9.15) and ω0 = p0(ξ). 
The cases N > 1 can be analyzed analgously to N > 1 in D = 8, see proof sketch
for lemma 8.2, which gives:
Lemma 9.2 (Primitive elements for N > 1).
In the cases N > 1 the general solution of the cocycle condition in Hgh(sgh) is:
sghω = 0 ⇔ ω ∼ p0(ξ) (9.16)
with an arbitrary polynomial p0(ξ) in the components of ξ1, . . . , ξN .
Comment:
Lemma 9.1 does not apply to signatures (t, 9 − t) with t ∈ {2, 3, 6, 7} because in
these cases one has N ∈ {2, 4, . . . }, see (1.4).
10 Primitive elements in D = 10
10.1 Signatures (1,9), (3,7), (5,5), (7,3), (9,1)
In the cases of signatures (1, 9), (3, 7), (5, 5), (7, 3), (9, 1) the supersymmetry ghosts
ξi are Majorana Weyl spinors (for signatures (1, 9), (5, 5), (9, 1)) or symplectic Ma-
jorana Weyl spinors (for signatures (3, 7), (7, 3)). N+ denotes the number of super-
symmetry ghosts with positive chirality, N− denotes the number of supersymmetry
ghosts with negative chirality. N is the sum N = N+ +N− ∈ {1, 2, . . . }. The case
N = 1 thus includes (N+, N−) = (1, 0) and (N+, N−) = (0, 1), the case N = 2 in-
cludes (N+, N−) = (2, 0), (N+, N−) = (1, 1) and (N+, N−) = (0, 2) etc. As in D = 6
we use ξi = ξ
+
i for i ≤ N+ and ξi = ξ
−
i for i > N+, i.e. the supersymmetry ghosts
ξ1, . . . , ξN+ have positive chirality and the supersymmetry ghosts ξN++1, . . . , ξN++N−
have negative chirality.
In a spinor representation fulfilling (2.12) and (2.16) a Weyl spinor ψ+ = ψ+Γˆ with
positive chirality takes the form ψ+ = (χ, 0) and a Weyl spinor ψ− = −ψ−Γˆ with
negative chirality takes the form ψ− = (0, χ) where χ and 0 have 16 components,
respectively, like spinors in D = 9. In order to derive Hgh(sgh) in D = 10 by
means of Hgh(sgh) in D = 9, we relate the supersymmetry ghosts ξi in D = 10 to
supersymmetry ghosts ξi(9) in D = 9 as follows:
i ≤ N+ : ξi ≡ (ξi(9), 0), i > N+ : ξi ≡ (0, i ξi(9)). (10.1)
(3.21) and (3.22) for p = 1 and (10.1) give:
a < 10 : sghc
a = i
2
δij ξi(9) (Γ
aC−1)(9) ξ
⊤
j(9) = (sghc
a)(9) , (10.2)
21
sghc
10 = 1
2
(k10)
−1
( N+∑
i=1
ξi(9)C
−1
(9) ξ
⊤
i(9) −
N++N−∑
i=N++1
ξi(9) C
−1
(9) ξ
⊤
i(9)
)
. (10.3)
where (sghc
a)(9) denotes sghc
a in D = 9. Hence, using a spinor representation fulfill-
ing (2.12) and (2.16) and the identifications (10.1), the action of sgh in Ωˆ in D = 10
is identical to the action of sgh in Ωgh in D = 9. This is used to derive Hˆgh(sgh) in
D = 10 by means of the results for Hgh(sgh) in D = 9.
Lemma 10.1 (Primitive elements for N+ +N− = 1).
In the cases (N+, N−) = (1, 0) and (N+, N−) = (0, 1) the general solution of the
cocycle condition in Hgh(sgh) is:
sghω = 0 ⇔ ω ∼ Θ
(5)
11 p5(ξ) + Θ
(5)
11, a p
a
4(ξ) + Θ
(5)
11, ab p
ab
3 (ξ)
+ Θ
(5)
11, abc p
abc
2 (ξ) + ϑ
α
1 pα(ξ) + p0(ξ) (10.4)
with arbitrary polynomials p0(ξ), pα(ξ), p
abc
2 (ξ), p
ab
3 (ξ), p
a
4(ξ), p5(ξ) in the compo-
nents of ξ1.
Proof sketch for lemma 10.1: Lemma 9.1 implies that Hˆpgh(sgh) vanishes for
p ≥ 5. Using (2.23) we conclude that Hpgh(sgh) vanishes for p > 5,
p > 5 : sghω
p = 0 ⇔ ωp ∼ 0. (10.5)
For 5 ≥ p ≥ 1 the following implications of (2.12) and (2.16) are used:
Θ
(5)
11 ∝ c
10Θ
(4)
11(9) + . . . , (10.6)
a1, . . . , ak < 10 : Θ
(5)
11, a1...ak
=
∂kΘ
(5)
11
∂cak . . . ∂ca1
∝ c10 Θ
(4)
11, a1...ak(9)
+ . . . , (10.7)
Θ
(5)
11, 10 a1...ak
=
∂k+1Θ
(5)
11
∂cak . . . ∂ca1∂c10
∝ Θ
(4)
11, a1...ak(9)
(10.8)
where ellipses indicate terms without c10.
Using lemma 9.1 and exploiting (2.6) in the case p = 1 [17] one obtains that one
may assume:
p = 5 : ωˆ4 = Θ
(4)
11(9) pˆ5(ξ(9)), ωˆ
5
hom = 0; (10.9)
p = 4 : ωˆ3 = Θ
(4)
11, a(9) pˆ
a
4(ξ(9)), ωˆ
4
hom = Θ
(4)
11(9) pˆ
10
4 (ξ(9)); (10.10)
p = 3 : ωˆ2 = Θ
(4)
11, ab(9) pˆ
ab
3 (ξ(9)), ωˆ
3
hom = Θ
(4)
11, a(9) pˆ
10 a
4 (ξ(9)); (10.11)
p = 2 : ωˆ1 = Θ
(4)
11, abc(9) pˆ
abc
2 (ξ(9)), ωˆ
2
hom = Θ
(4)
11, ab(9) pˆ
10 ab
2 (ξ(9)); (10.12)
p = 1 : ωˆ0 = ξ
α
1(9) pˆα(ξ(9)), ωˆ
1
hom = Θ
(4)
11, abc(9) pˆ
10 abc
2 (ξ(9)). (10.13)
Using (10.6)–(10.8) as well as sghΘˆ
(5)
11 = 0 and sghϑ
α
1 = 0 which may be verified
explicitly, one obtains [17]:
sghω
5 = 0 ⇔ ω5 ∼ Θ
(5)
11 p5(ξ), (10.14)
22
sghω
4 = 0 ⇔ ω4 ∼ Θ
(5)
11, a p
a
4(ξ), (10.15)
sghω
3 = 0 ⇔ ω3 ∼ Θ
(5)
11, ab p
ab
3 (ξ), (10.16)
sghω
2 = 0 ⇔ ω2 ∼ Θ
(5)
11, abc p
abc
2 (ξ), (10.17)
sghω
1 = 0 ⇔ ω1 ∼ ϑα1 pα(ξ). (10.18)
The lemma is obtained from (10.5), (10.14)–(10.18) and ω0 = p0(ξ). 
The results for the cases N+ +N− ≥ 2 can be derived by means of lemmas 9.1, 9.2
and 10.1 analogously to the derivation of lemmas 6.2 and 6.3 by means of lemmas
5.1, 5.2 and 6.1. One obtains:
Lemma 10.2 (Primitive elements for N+ +N− = 2).
(i) In the case (N+, N−) = (1, 1) the general solution of the cocycle condition in
Hgh(sgh) is:
sghω = 0 ⇔ ω ∼ (Θ
(1)
11 −Θ
(1)
22 ) p1(ξ) + p0(ξ) (10.19)
with arbitrary polynomials p0(ξ), p1(ξ) in the components of ξ1, ξ2.
(ii) In the cases (N+, N−) = (2, 0) and (N+, N−) = (0, 2) the general solution of the
cocycle condition in Hgh(sgh) is:
sghω = 0 ⇔ ω ∼ Θ
(1)
12 p
12
1 (ξ) + (Θ
(1)
11 −Θ
(1)
22 ) p1(ξ) + p0(ξ) (10.20)
with arbitrary polynomials p0(ξ), p1(ξ), p
12
1 (ξ) in the components of ξ1, ξ2.
Lemma 10.3 (Primitive elements for N+ +N− > 2).
In the cases N+ +N− > 2 the general solution of the cocycle condition in Hgh(sgh)
is:
sghω = 0 ⇔ ω ∼ p0(ξ) (10.21)
with an arbitrary polynomial p0(ξ) in the components of ξ1, . . . , ξN .
Comments:
1. The difference between the results for (N+, N−) = (1, 1) and for (N+, N−) ∈
{(2, 0), (0, 2)} parallels the situation in D = 2 [3] and D = 6.
2. We note that in lemma 10.1 one has Θ
(5)
11 = Θ
+(5)
11 and ϑi = ϑ
−
1 in the case
(N+, N−) = (1, 0), and Θ
(5)
11 = Θ
−(5)
11 and ϑ1 = ϑ
+
1 in the case (N+, N−) = (0, 1).
Analogously in lemma 10.2 one has Θ
(1)
ij = Θ
+(1)
ij in the case (N+, N−) = (2, 0), and
Θ
(1)
ij = Θ
−(1)
ij in the case (N+, N−) = (0, 2).
3. Lemma 10.1 only applies to signatures (1, 9), (5, 5), (9, 1) because in the cases of
signatures (3, 7), (7, 3) one has N ∈ {2, 4, . . . }, see (1.4).
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10.2 Signatures (0,10), (2,8), (4,6), (6,4), (8,2), (10,0)
In the cases of signatures (0, 10), (2, 8), (4, 6), (6, 4), (8, 2), (10, 0) the supersym-
metry ghosts ξi are Majorana spinors consisting of two Weyl spinors with opposite
chiralities, respectively. N ∈ {1, 2, . . . } denotes the number of these Majorana su-
persymmetry ghosts. Hence, there are both N Weyl supersymmetry ghosts with
positive chirality and N Weyl supersymmetry ghosts with negative chirality.
The case N = 1 corresponds thus to the case (N+, N−) = (1, 1) in lemma 10.2.
Using ξ1 Γˆ = ξ
+
1 − ξ
−
1 and identifying ξ
+
1 , ξ
−
1 with ξ1, ξ2 in lemma 10.2, respectively,
lemma 10.2 gives directly:
Lemma 10.4 (Primitive elements for N = 1).
In the case N = 1 the general solution of the cocycle condition in Hgh(sgh) is:
sghω = 0 ⇔ ω ∼ Θˆ
(1)
11 p1(ξ) + p0(ξ) (10.22)
with arbitrary polynomials p0(ξ), p1(ξ) in the components of ξ1.
The cases N > 1 correspond to cases N+ = N− > 1 in lemma 10.3 which implies:
Lemma 10.5 (Primitive elements for N > 1).
In the cases N > 1 the general solution of the cocycle condition in Hgh(sgh) is:
sghω = 0 ⇔ ω ∼ p0(ξ) (10.23)
with an arbitrary polynomial p0(ξ) in the components of ξ1, . . . , ξN .
11 Primitive elements in D = 11
The results in D = 11 are derived by means of the results in D = 10 presented in
section 10.2. To this end we use (2.11) and (2.13) which give
a < 11 : sghc
a = i
2
δij ξi(10) (Γ
aC−1)(10) ξ
⊤
j(10) = (sghc
a)(10) , (11.1)
sghc
11 = i
2
(k11)
−1 δij ξi(10) (ΓˆC
−1)(10) ξ
⊤
j(10) (11.2)
where (sghc
a)(10) and ξi(10) denote sghc
a and ξi in D = 10, each ξi(10) being a 32-
component spinor consisting of two Weyl spinors, with ξi ≡ ξi(10). (11.1) shows that
we can use lemmas 10.4 and 10.5 to obtain Hˆgh(sgh) in D = 11.
Lemma 11.1 (Primitive elements for N = 1).
In the case N = 1 the general solution of the cocycle condition in Hgh(sgh) is:
sghω = 0 ⇔ ω ∼ Θ
(2)
11 p2(ξ) + Θ
(2)
11, a p
a
1(ξ) + p0(ξ) (11.3)
with arbitrary polynomials p0(ξ), p
a
1(ξ), p2(ξ) in the components of ξ1.
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Proof sketch for lemma 11.1: Lemma 10.4 implies that Hˆpgh(sgh) vanishes for
p ≥ 2. Using (2.23) we conclude that Hpgh(sgh) vanishes for p > 2,
p > 2 : sghω
p = 0 ⇔ ωp ∼ 0. (11.4)
For p = 2 and p = 1 the following implications of (2.11) and (2.13) are used:
Θ
(2)
11 ∝ c
11 Θˆ
(1)
11(10) + . . . , (11.5)
a < 11 : Θ
(2)
11, a =
∂Θ
(2)
11
∂ca
∝ c11
∂Θˆ
(1)
11(10)
∂ca
+ . . . = c11 ξ1(10) (ΓˆΓaC
−1)(10) ξ
⊤
1(10) + . . . ,
(11.6)
Θ
(2)
11, 11 =
∂Θ
(2)
11
∂c11
∝ Θˆ
(1)
11(10) (11.7)
where ellipses indicate terms without c11.
Using lemma 10.4 and exploiting (2.6) in the case p = 1 analogously as in D = 9
[16] one obtains that one may assume:
p = 2 : ωˆ1 = Θˆ
(1)
11(10) pˆ2(ξ(10)), ωˆ
2
hom = 0; (11.8)
p = 1 : ωˆ0 = ξ1(10) (ΓˆΓaC
−1)(10) ξ
⊤
1(10) pˆ
a
1(ξ(10)), ωˆ
1
hom = Θˆ
(1)
11(10) pˆ
11
1 (ξ(10)). (11.9)
Using (11.5)–(11.7) and sghΘ
(2)
11 = 0 which may be verified explicitly one obtains:
sghω
2 = 0 ⇔ ω2 ∼ Θ
(2)
11 p2(ξ), (11.10)
sghω
1 = 0 ⇔ ω1 ∼ Θ
(2)
11, a p
a
1(ξ). (11.11)
The lemma is obtained from (11.4), (11.10), (11.11) and ω0 = p0(ξ). 
The cases N > 1 can be analyzed analogously to N > 1 in D = 8, see proof sketch
for lemma 8.2, which gives:
Lemma 11.2 (Primitive elements for N > 1).
In the cases N > 1 the general solution of the cocycle condition in Hgh(sgh) is:
sghω = 0 ⇔ ω ∼ p0(ξ) (11.12)
with an arbitrary polynomial p0(ξ) in the components of ξ1, . . . , ξN .
Comment:
Lemma 11.1 does not apply to signatures (t, 11−t) with t ∈ {0, 3, 4, 7, 8, 11} because
in these cases one has N ∈ {2, 4, . . . }, see (1.4).
[1] F. Brandt, “Supersymmetry algebra cohomology I: Definition and general struc-
ture,” J. Math. Phys. 51 (2010) 122302 [arXiv:0911.2118v5 [hep-th]].
25
[2] A. Van Proeyen, “Tools for supersymmetry,” arXiv:hep-th/9910030v6.
[3] F. Brandt, “Supersymmetry algebra cohomology II: Primitive elements in 2 and
3 dimensions,” J. Math. Phys. 51 (2010) 112303 [arXiv:1004.2978v3 [hep-th]].
[4] F. Brandt, “Supersymmetry algebra cohomology III: Primitive elements in four
and five dimensions,” J. Math. Phys. 52 (2011) 052301 [arXiv:1005.2102v2 [hep-
th]].
[5] M. V. Movshev, A. Schwarz and R. Xu, “Homology of Lie algebra of supersym-
metries,” arXiv:1011.4731v1 [hep-th].
[6] M. V. Movshev, A. Schwarz and R. Xu, “Homology of Lie algebra of super-
symmetries and of super Poincare Lie algebra,” Nucl. Phys. B 854 (2012) 483
[arXiv:1106.0335v3 [hep-th]].
[7] F. Brandt, “Aspects of supersymmetric BRST cohomology,” in: A. Rebhan et
al. (eds.), “Strings, Gauge Fields, and the Geometry Behind,” World Scientific
(2012) 87 [arXiv:1201.3638v1 [hep-th]].
[8] In D = 4, 8, . . . there is an alternative choice of C for which the matrices
ΓaC−1 are antisymmetric [1, 2] and which therefore requires N ∈ {2, 4, . . . },
excluding the case N = 1 (more precisely: a case N = 1 with nonvanishing
anticommutators in (1.1)).
[9] This notation deviates somewhat from the notation used in ref. [1] where
Hg(sgh) denotes H(sgh) in the sector of ghost number g and H
p,∗(sgh) denotes
H(sgh) in the sector of c-degree p.
[10] The first equation (5.9) and lemma 5.1 imply ω1m =
∑
i,j≤2Θ
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(2)
ghΘ
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ghΘ
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(2)
ghΘ
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(1)
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(1)
gh
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(1)
gh -exact (or
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sghΘ
(3)
ij =
i
2
(ξ1 Γ
aC−1 ξ⊤2 ) (ξi ΓabcC
−1 ξ⊤j ) c
bcc
=
∑
a6∈{b,c}
i
2
(ξ1 Γ
aC−1 ξ⊤2 ) (ξi ΓaΓbΓcC
−1 ξ⊤j ) c
bcc
= i
2
(ξ1 Γ
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bcc
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2
(ξ1 Γ
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= 1
2
(sghϑ(i) ΓbΓcC
−1 ξ⊤j) c
bcc − i (ξ1 ΓbC
−1 ξ⊤2 ) (ξ(i ΓcC
−1 ξ⊤j)) c
bcc = 0
where we used that sghϑi vanishes for (N+, N−) = (2, 0) and (N+, N−) = (0, 2)
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6 ξi(5) + iϑi(5), 0) for (N+, N−) = (0, 2). sghϑi = 0 follows from the
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D = 5 : δ
β
αδ
δ
γ + Γ
a
α
βΓa γ
δ − Γabα
βΓab γ
δ = 4δδαδ
β
γ
and implies
(sghϑ
α
i )(5) = i ξ1(5)(Γ
aC−1)(5)ξ
⊤
2(5) (ξi(5)Γa(5))
α = i ξ1(5)C
−1
(5)ξ
⊤
2(5) ξ
α
i(5)
where we used that (ΓaC−1)(5) and C
−1
(5) are antisymmetric, whereas (Γ
abC−1)(5)
is symmetric, see (3.18).
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Θ
(2)
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∂2Θ
(3)
ij
∂c1∂c6
=
5∑
a=2
caξi ΓaΓ6Γ1C
−1 ξ⊤j
= 1
2
(ϑi − c
1ξi Γ1 − c
6ξi Γ6) Γ6Γ1C
−1 ξ⊤j + (i↔ j)
= 1
2
ϑi Γ6Γ1C
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−1 is
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−
2(6) and ξ
−
1(6)ξ
+
2(6))
and sghc
1, . . . , sghc
6 (which only involve bilinears ξ+1(6)ξ
+
2(6) and ξ
−
1(6)ξ
−
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infers from (2.6) for p = 1 that ωˆ0 is at least linear in both ξ1(6) and ξ2(6). This
gives ωˆ0 = ξα1(6)ξ
β
2(6)K
r
αβ pr(ξ(6)) with constant 8 × 8-matrices K
r which can
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−1)(6), (ΓabcC
−1)(6),
(ΓˆC−1)(6), (ΓˆΓaC
−1)(6), (ΓˆΓabC
−1)(6)} since these matrices form a basis for 8×8-
matrices. (2.6) then leads to ωˆ0 as in (7.9), up to a coboundary in Hˆgh(sgh) which
can be neglected.
[15] For N = 1 all cocycles with p > 0 depend at least linearly on both ξ1(7) and
ξ2(7), see first comment at the end of section 8. In the case p = 1 this implies
ωˆ0 = ξ
α
1(7)ξ
β
2(7)K
r
αβ pr(ξ(7)) with constant 8×8-matrices K
r which can be chosen
according to Kr ∈ {(C−1)(7), (ΓaC
−1)(7), (ΓabC
−1)(7), (ΓabcC
−1)(7)} since these
matrices form a basis for 8× 8-matrices. (2.6) then leads to ωˆ0 as in (8.13), up
to a coboundary in Hˆgh(sgh) which can be neglected.
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[16] The structures of sghc
9 (which consists of bilinears ξ+1(8)ξ
+
1(8) and ξ
−
1(8)ξ
−
1(8))
and sghc
1, . . . , sghc
8 (which only involve bilinears ξ+1(8)ξ
−
1(8)) imply that ωˆ
0 =
ξα1(8)ξ
β
1(8)K
r
αβ pr(ξ(8)) with constant 16 × 16-matrices K
r which can be cho-
sen according to Kr ∈ {(C−1)(8), (ΓaC
−1)(8), . . . , (ΓabcdC
−1)(8), (ΓˆC
−1)(8),
(ΓˆΓaC
−1)(8), . . . , (ΓˆΓabcC
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[17] In the case p = 1 we use that every cocycle ω1 must be at least linear in the
supersymmetry ghosts since no nonvanishing linear combination of the ca with
constant coefficients is sgh-closed. This yields ωˆ
0 as in (10.13). Lemma 9.1 yields
ωˆ1hom as in (10.13). (10.18) follows from the facts that every monomial c
10ξα1(9)
corresponds to a cocycle in H1gh(sgh) proportional to one of the ϑ
α
1 , and that
Θ
(4)
11, abc(9) ∝ ϑ1Γ10abcC
−1ξ⊤1 , analogously to the situation in D = 6 [12, 13].
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