ABSTRACT. We study three-body Schrödinger operators in one and two dimensions modelling an exciton interacting with a charged impurity. We consider certain classes of multiplicative interaction potentials proposed in the physics literature. We show that if the impurity charge is larger than some critical value, then three-body bound states cannot exist. Our spectral results are confirmed by variational numerical computations based on projecting on a finite dimensional subspace generated by a Gaussian basis.
Introduction and main results
Three-body complexes, in which one particle is oppositely charged from the other two, play an important role in solid-state physics. Such complexes are typically encountered when excitons (i.e. two-body complexes consisting of a negative electron and a positive hole) interact with a third charge. If the third particle is an additional mobile electron or hole, charged excitons (trions) may form. Alternatively, excitons interacting with an immobile charged impurity may lead to impurity-bound excitons [6, 2] . The latter can be modelled as a light electron-hole pair interacting with an infinitely heavy impurity charge κ. n two previous papers we studied in detail one-dimensional impurity-bound excitons where the interactions were modelled by contact potentials [3] , as well as trions [9] . In the current manuscript, we extend the analysis to the physically more relevant case of two-dimensional atomically thin semiconductors, in which impurity-bound excitons are frequently observed. We consider interactions given by multiplicative potential operators of the Keldysh form [5, 1, 13] , both in one and two dimensions. Hence, in this paper we study the spectral properties of the operators
where V : R d → R is a potential function and κ, λ are positive coupling constants. In the sequel we will adopt the notation H κ (V ) := H κ,κ (V ).
The operator H κ (V ) describes an impurity of infinite mass interacting with an exciton. The impurity charge κ controls how the impurity interacts with the electron and the hole. Our main interest here is to show that if κ is larger than some critical value, then generically, H κ (V ) does not have "threebody" bound states. Also, we numerically analyze the asymptotic behavior for |κ| 1 and demonstrate important differences with respect to the contact potential model. Our analytical findings are supported by numerical results for both critical and asymptotic limits.
Very roughly said, the generic situation is the following: if κ > 0 is small enough, then one expects at least one discrete eigenvalue (even infinitely many for the class of 2d potentials we consider), while when κ is larger than some critical value, no discrete eigenvalues can exist.
In the 1d case we show in Theorem 1.1 and Corollary 1.2 that if the interaction potential is even, localized, smooth enough and with a non-degenerate maximum at zero, then the above "generic" case applies. Nevertheless, in Proposition 1.3 we construct a flat-well potential which has at least one bound state for all κ > 1.
In the 2d case we only consider the "physical" potential proposed by [1] (see also (1.3)), which has a logarithmic divergence near the origin and goes like −1/|x| at infinity. For this particular potential we show in Theorem 1.4 that H κ (V ) has infinitely many discrete eigenvalues for a certain interval of variation for κ, but no eigenvalues at all for large enough κ.
1.1. Notation. Given a set M and two functions f 1 , f 2 : M → R, we write f 1 (m) f 2 (m) if there exists a numerical constant c such that f 1 (m) ≤ c f 2 (m) for all m ∈ M . The symbol f 1 (m) f 2 (m) is defined analogously. Moreover, we use the notation
the scalar product of f and g. Since our operators are real, we will often work with real functions, only, especially when we perform variational arguments. Given a self-adjoint operator A on a Hilbert space H we will denote by N (A, τ ) H the number of eigenvalues of A less than τ counted with their multiplicities. Now we formulate our main results.
1.2.
The one-dimensional case. Let v : R → R be a potential function satisfying the following Assumption 1. We have
Given such a v, it is easily seen that the operator H κ,λ (v) in L 2 (R 2 ) is associated with the closed quadratic form
Theorem 1.1. Let assumption 1 be satisfied. Then to any λ > 1 there exists κ c (λ) > 0 such that
There exists κ c such that the discrete spectrum of H κ (v) is empty for all κ ≥ κ c .
The following example indicates that the non-flatness condition in Assumption 1 cannot be omitted. Proposition 1.3. Let w : R → R be given by
Then there exists w c ∈ (0, ∞) such that for w 0 ≥ w c the operator
has at least one discrete eigenvalue for all κ > 1.
1.3.
The two-dimensional case. It was shown in [1] that the Coulomb potential energy created by a point charge at the origin that electrons feel in a two-dimensional layer is well approximated by the function
where r 0 > 0 is a constant and w : R + → R satisfies Assumption 2. We have
and for all r ∈ R + it holds 0 ≤ w(r) ≤ w(0) .
Without loss of generality in what follows we will put r 0 = 1.
Let us consider the operator
Theorem 1.4. The discrete spectrum of H κ (i) is empty for κ larger than some critical value, (ii) but contains infinitely many eigenvalues for certain values of κ ∈ (1/2, 1).
Numerical results.
To illustrate and support the exact finding of the present work, we now analyze numerically a concrete model of impurity-bound excitons in d = 2. To this end, we apply the full Keldysh potential
where H 0 and Y 0 are Struve and Bessel functions, respectively, and we take r 0 = 20. We expand eigenstates in a Gaussian basis ψ nmp = exp(−α n x 2 − β m y 2 − γ p (x − y) 2 ) with exponents between 0 and 7. A total of 320 basis functions are used in the expansion. In the unperturbed case, κ = 0, an exciton binding energy Λ 0 (V ) ∼ −0.0529 is found (see (2.4) for the definition of Λ 0 (V )). This value also gives the lower bound of the essential spectrum for small κ. In Fig. 1a , the continuum is illustrated by the hatched area. As κ is increased above k e ∼ 0.844, the bottom of the essential spectrum is given by the two-body electron-impurity complex instead (see also (2.4) for the definition of Λ 1 (κ, V )). In Proposition 2.1 we show that for the more general class of potentials we consider, the value of k e always lies in the interval (1/2, 1).
As illustrated by the colored lines in Fig. 1a , discrete eigenstates exist when 0 < κ < κ c ≈ 1.029. Only a single discrete eigenvalue (marked by the blue line) exists in the entire range 0 < κ < κ c with the others only emerging above a certain lower critical valueκ c , e.g.κ c ≈ 0.815 for the second eigenvalue (shown in green).
It is particularly interesting to investigate the κ-dependence of the fundamental discrete eigenvalue shown in blue in Fig. 1a . Hence, in Fig. 1b , we have shown the difference between this state and the bottom of the continuum. It is immediately clear from the plot that this energy difference has a very weak κ-dependence in the asymptotic limit κ → 0. In the figure, we have fitted the numerical behavior to the analytical form ∆E = A exp(−aκ −2 ). A rather satisfactory fit is observed for κ 0.25.
The rigorous analysis of the small κ behaviour will be done elsewhere, but let us give a hand-waving argument for why one should expect a binding energy which goes like exp(−aκ −2 ). The explanation is that our operator is somehow similar with a one-body 2d-Schrödinger operator with a potential κW where R 2 W (x)dx = 0. Thus the perturbation is effectively of order κ 2 . Up to a Birman-Schwinger argument, and knowing that the resolvent of the free Laplacian in 2d has a logarithmic threshold behavior, one expects to have a bound state λ < 0, |λ| 1, which obeys an estimate of the form log(−λ)κ 2 ∼ −1, [10].
1.5. The structure of the paper. After the Introduction, in Section 2 we identify the essential spectrum of this class of operators, a result which is valid for both dimensions. In Section 3 we treat the onedimensional case, while in Section 4 we deal with 2d. We end with an Appendix.
Preliminaries
2.1. The essential spectrum.
where
Since V ≥ 0, the HVZ-theorem (see e.g. [11] ) implies that (2.1) holds true with
By introducing the new variables s = x − y and t = x+y 2 we find that −∆ − V (x − y) is unitarily equivalent to the operator
where the strict inequalities follow from the fact that V ≥ 0, V = 0 and d ≤ 2. On the other hand, Λ 1 (0, V ) = 0 and standard spectral theory arguments show that Λ 1 (·, V ) is a continuously decreasing function of κ which obeys Λ 1 (κ, V ) → −∞ as κ → ∞. This implies that there exists a unique k e > 0 for which Λ 0 (V ) = Λ 1 (k e , V ). Now if κ ≥ 1 we have the inequalities
thus in view of equations (2.3) and (2.4) we conclude that k e < 1. Also, if 0 < κ ≤ 1/2 we have
which shows that k e > 1/2. 
Then U κ maps L 2 (R 2 ) unitarily onto itself. We define the operator
Next we define the operator
and a simple calculation shows that
Similarly as above we use the notation
Now we turn our attention to the case of large κ. Let
We have Lemma 3.1. Let E 1 (κ) and E 2 (κ) > E 1 (κ) be the two lowest eigenvalues of h κ . Then
and
Take 0 < ε < 1 16 and define
Using the fact that
we obtain
From Taylor's formula with remainder applied to v, given any x ∈ R one can find t x ∈ R such that
This together with the definition of χ implies that there exists c 1 > 0, independent of κ, such that
holds for all x ∈ R and all κ ≥ 1, see Lemma A.1. Hence in view of (3.10)
holds for all κ ≥ 1 and some c 2 > 0 independent of κ. To control the remaining term in (3.11) we use again the expansion (3.12) and note that
and c 3 > 0 is a constant independent of κ. Putting the above estimates together we conclude that 14) with T κ satisfying the estimate
Hence for κ large enough the operator 1 + T κ is invertible and the Neumann series for
On the other hand, since the multiplication operator
Hence in view of (3.9) and (3.13)
This in combination with (3.16) implies that h κ + √ κ v(0) converges in the norm resolvent sense to −∂ 2 x + ω 2 x 2 and the claim follows.
Lemma 3.2. Let ψ κ be the positive eigenfunction of h κ associated to the eigenvalue E 1 (κ) and normalized such that ψ κ = 1 for all κ > 0. Then there exist α > 0 and κ 2 ≥ 1 such that
Proof. For any z ∈ C and f ∈ C ∞ 0 (R) we have
This shows that for any u ∈ D(h κ ) = H 2 (R) and every α ∈ (0, 1)
In particular, this shows that h κ + W α is closed on the domain of h κ . Next we define the curve
By Lemma 3.1 there exists κ ω such that
On the other hand, since
x in the sense of quadratic forms, for any z ∈ Γ we have
This in combination with (3.20) implies that
for all z ∈ Γ. Hence by [4, Thm. IV.1.16] there exists α ∈ (0, 1) small enough such that the operator h κ + W α − z is invertible for all z ∈ Γ and all κ ≥ κ ω , with a bounded inverse. Then one can prove the identity:
Now denote by
the projection on the eigenspace of h κ associated to E 1 (κ). Then by Lemma 3.1 and equation (3.23) To continue we denote by φ 1 the normalized ground state of the harmonic oscillator −∂ 2
On the other hand, from the proof of Lemma 3.1, see equations (3.16) and (3.17), it follows that ψ κ converges strongly to φ 1 in L 2 (R) as κ → ∞. Therefore
holds true for all κ ≥ κ R , where κ R depends only on the (fixed) value of R. Writing
we thus conclude with the estimate
which holds for all κ ≥ κ R . Hence in view of (3.25)
where κ 2 = max{κ R , κ ω }.
3.2.
Proof of Theorem 1.1. We will prove the absence of discrete eigenvalues of H κ,λ when κ is larger than some critical value depending on λ > 1. By Proposition 2.1 we have
Hence from (3.6) and perturbation theory the claim follows if we can show that
where P κ is given by (3.24) and 1 y denotes the identity operator in L 2 (R). Let Π ⊥ κ = 1 − Π κ . Then, according to the Feshbach-Schur formula [12] , (3.27 ) is equivalent to proving that for all
and at the same time, the operator
. (3.30) As for (3.29) we note that by (3.6)
Hence in view of Lemma 3.1 there exists C 1 > 0, independent of κ and z, such that
holds for all κ large enough and all z satisfying (3.28).
In order to prove (3.30) we note that
which together with (3.6) yields
Denote by
To treat the second term in (3.30) we introduce the bounded operator A :
where the above formal expression has to be first understood as a map from the Schwartz space S(R) to the dual of S(R 2 ), which can afterwards be extended to a bounded operator between
An important role here is played by the estimate:
Another important observation is that A is also bounded from L ∞ (R) to L 2 (R 2 ) due to the inequality:
Hence A is bounded uniformly with respect to z ∈ [E 1 (κ) − v(0)/ √ κ , E 1 (κ)) in view of (3.31), and we can write:
This implies:
To prove (3.27) it thus suffices to show that
To this end we write
and a 1 , a 2 , b 1 and b 2 are multiplication operators in L 2 (R) given by
. By (3.37) and the resolvent equation it follows that if Q κ,λ (ξ) is invertible for all ξ ∈ 0, κ 
Next we note that (−∂ 2 y + ξ) −1 is an integral operator in L 2 (R) with the kernel
Let M be the integral operator in L 2 (R) with the kernel m(y, y ) defined above and let
where d 1 (x; y, y ) and d 2 (x, y; y ) are the integral kernels of A * and A respectively. The integrals involving the integral kernels make sense because A is bounded from L ∞ (R) to L 2 (R 2 ). Equations (3.39) and (3.40) then imply that
holds true with
To prove the invertibility of Q κ,λ (ξ) we first show that 1 + R κ,λ is invertible for λ − 1 sufficiently small, but positive, and κ sufficiently large, uniformly with respect to ξ > 0. To do so we estimate the operator norm of all the entries of R κ,λ keeping in mind that the integral kernel of M satisfies
To simplify the notation in the sequel we introduce the following shorthands;
where j, k ∈ N and κ 2 is given by Lemma 3.2. We start with the first column of R κ,λ . Using (3.43) we get
In the same way, using Lemma A.2, it follows that
where C ba is a constant independent of λ and κ. Similarly,
where we used Lemma A.2 and (3.38).
To estimate d 2 M a 1 we first observe that for any f ∈ L 2 (R)
where K z (x, y, x , y ) is given by (3.33) and
Hence by the Hölder inequality and Lemma A.2 Therefore, in view of (3.31) and (3.46) there exists a constant C da , independent of κ, such that
In the same way it follows that
As for the operator
From (3.49) and Hölder inequality we then obtain
where we have used Lemma A.2 again and the fact that ψ κ (·) is even. Hence there exists a constant
Concerning the remaining entries of R κ,λ , we notice that by duality, (3.38) and (3.47)
Similarly it follows from (3.45) and (3.48) that
Putting together the above estimates we conclude that
hold for some C R > 0, where the norm of
Hence there exists 1 < λ 0 < 2 (which has to be chosen close enough to 1) and some κ 0 ≥ κ 2 (independent of λ 0 ), such that
For these values of λ and κ the operator 1 + R κ,λ is invertible, uniformly in ξ, and (3.41) becomes:
hence we reduced the invertibility of Q κ,λ (ξ) to the one of
After a second Feshbach-Schur reduction with respect to the projection on the vector |Φ , we notice that this operator is invertible if and only if the function
is never zero. The Neumann series for (1 + R κ,λ ) −1 in combination with (3.52) gives
where all the scalar products and norms are calculated on
. Equation (3.31) and a straightforward computation show that
and that there exists a constant C 0 such that
Hence if we set
then equations (3.51), (3.55) and (3.56) imply
This shows that there exists 0 < λ c < λ 0 < 2 such that
Thus f κ,λ (ξ) in (3.54) is never zero if λ > 1 is close enough to 1 and, at the same time, κ is larger than some λ-dependent critical value. Since the number of discrete eigenvalues of H κ,λ is non-increasing with respect to λ, we obtain the claim of the theorem for all λ > 1.
3.3.
Proof of Corollary 1.2. We know from Proposition 2.1 that H κ (v) and H κ,3/2 (v) have the same essential spectrum if κ > 1. Due to Theorem 1.1, the discrete spectrum of H κ,3/2 (v) is empty if κ is larger than some critical value. Since H κ (v) ≥ H κ,3/2 (v) for all κ ≥ 3/2, the result follows from the min-max principle.
3.4.
Proof of Proposition 1.3. We are interested in the case when k > k e . Let h κw be the operator in
and let e w (κ) < 0 be its lowest eigenvalue. In view of Proposition 2.1 we have
We will construct a test function u in the form
where ϕ κ (x) is a normalized eigenfunction of the operator h κw associated to its lowest eigenvalue e w (κ), and
Integration by parts then shows that
On the other hand, an explicit calculation yields
and C κ and D κ are constants satisfying
The last two equations imply that e w (κ) is given by the smallest solution to the implicit equation
From equations (3.62), (3.68) and the elementary inequality sin 2 (x) ≤ x 2 we then obtain the upper bound
To prove that Q w [u] is negative for w 0 large enough we thus need a lower bound on C κ independent of κ. The condition ϕ κ = 1 gives
which in view of equations (3.64) and (3.65)-(3.66) implies
Using sin(β κ )/β κ ≤ 1 in the above expression together with the identity ω 2 κ = −e w (κ) we have:
To continue we have to estimate e w (κ) from above. The choice of the test function
Hence we get the upper bound
This in combination with (3.71) leads to
Because k e > 1/2 (see Proposition 2.1), the above estimate implies
Inserting this back into (3.69) leads to:
Hence Q w [u] < 0 for w 0 large enough, uniformly in κ ≥ k e , which ends the proof.
Proofs in the two-dimensional case
We introduce the scaling function
where U κ maps L 2 (R 4 ) unitarily onto itself, and define the operator
Next we consider the quadratic form
By Lemma 4.2 this form is bounded from below. We denote by q 0 its closure with the domain:
Let a 0 be the self-adjoint operator in L 2 (R 2 ) generated by q 0 . Then a 0 acts on its domain as 5) and the spectrum of a 0 is purely discrete because the potential is confining. Let
be the distinguished eigenvalues of a 0 (possibly degenerate, with the exception of E 1 ). As for the operator a κ , we notice that σ es (a κ ) = [0, ∞) and that in view of the negativity of V ctr the discrete spectrum of a κ is non-empty for all κ. We denote
the lowest eigenvalue of a κ . Let φ 1 and ϕ κ be the normalized eigenfunctions of a 0 and a κ respectively:
Lemma 4.1. For κ large enough it holds
Moreover, we have lim
and lim
Proof. Keeping in mind (4.6) we introduce the operatorŝ
Let u ∈ L 2 (R 2 ) and let f = (a 0 + i) −1 u. Then by the resolvent equation
Since log(1+|x|) f ∈ L 2 (R 2 ) and W κ → 0 uniformly on compact sets in R 2 , it follows that W κ f → 0 a κ → +∞. Henceâ κ converges toâ 0 in the sense of strong-resolvent convergence as κ → ∞. On the other hand, in view of (4.11)
The operator S is bounded from below in L 2 (R 2 ) and its essential spectrum coincides with the halfline [0, ∞). We can thus apply the result of [14] . The latter states that the negative eigenvalues ofâ κ converge (including multiplicities) to the negative eigenvalues ofâ 0 as κ → +∞. Sinceâ 0 has exactly two negative eigenvalues: E 1 − E 3 and E 2 − E 3 , this implies that
where E 2 (κ) is the second eigenvalue of a κ . Hence (4.9) and (4.8). Moreover, the eigenfunctions of a κ relative to negative eigenvalues converge in norm to the eigenfunctions ofâ 0 relative to its negative eigenvalues, see [14] . As the eigenfunctions ofâ κ coincide with the eigenfunctions of a κ , and the eigenfunctions ofâ 0 coincide with those of a 0 , we obtain (4.10).
4.1. Large coupling: absence of discrete spectrum. In this section we prove the absence of discrete spectrum of the operator H κ for large κ. We need some preliminary results.
Lemma 4.2. Let κ ≥ 1. Then for every ε > 0 there exists C ε independent of κ and such that
Proof. Let u ∈ H 1 (R 2 ). Since V ctr < 0, w is decreasing and κ ≥ 1, we have 14) where B 1 = {x ∈ R 2 : |x| < 1}. From the compactness of the imbedding
) with 2 ≤ q < ∞ it follows that for any ε > 0 there exists C ε such that
) for all 1 ≤ p < ∞, the claim follows by an application of the Hölder inequality to the last term in (4.14).
Lemma 4.3. Let ϕ κ be given by (4.7). Then there exist α > 0 and κ 3 ≥ 1 such that
Proof. In order to prove (4.16), we proceed as in the proof of Lemma 3.2. By Lemma 4.1 there exist δ > 0 and κ δ such that sup
Next, for any z ∈ C it holds
where W α is a first order differential operator which acts the polar coordinates as
(4.20)
For any u ∈ H 1 (R) and any α ∈ (0, 1) we then have
Now we note that a κ + log
holds in the sense of quadratic forms on H 1 (R 2 ) for all κ ≥ 1 and some C > 0 independent of κ, see Lemma 4.2. Therefore
holds true for all κ ≥ 1, all z ∈ γ and some constant C > 0 independent of κ. This in combination with (4.21) gives
for all z ∈ γ. As in the proof of Lemma 3.2 we conclude that there exists α ∈ (0, 1) such that the operator e
is invertible for all z ∈ γ and all κ ≥ κ δ , with a bounded inverse, see [4, Thm. IV.1.16]. In view of the identity e
Then by Lemma 4.1 and equation (4.18)
Since ϕ κ converges strongly to φ 0 in L 2 (R 2 ) as κ → ∞, see (4.10), we can now follow line by line the arguments of the proof of Lemma 3.1 and conclude that (4.16) holds true with some κ 3 ≥ κ δ .
It remains to prove (4.17). By (4.7)
is bounded in R 2 , uniformly with respect to κ, see (4.9), it follows that
Now we proceed as in the proof of Lemma 4.2: using (4.15) and the fact that
which follows from integration by parts, we find that ∆ ϕ κ 2 is bounded uniformly in κ. The continuity of the Sobolev imbedding
On the other hand, since ϕ κ is radial, being the ground-state of a Schrödigner operator with a radial potential, an integration by parts in combination with (4.25) shows that Lemma 4.4. There exists a constant C > 0 such that
holds true for all κ large enough.
Proof. Note that V ctr < 0 and that
Moreover, from the inequality
and from the assumptions on w it follows that
Hence in view of the positivity of w to prove the claim it suffices to show that
holds for all κ large enough and some c > 0. To simplify the notation we write t = |x| and r = |y| keeping in mind that ϕ κ is radial. Then by Lemma 4.3
holds for some c > 0. Here we have used the fact that log(1 + 2x) ≤ 2 log(1 + x) holds for any x > 0. A simple calculation shows that
This in combination with (4.29) and (4.31) proves (4.30) and hence the claim.
Proof of Theorem 1.4(i).
We are going to prove the absence of discrete spectrum of the operator A κ defined in (4.2). Proposition 2.1 shows that for κ ≥ 1 it holds
Since the form domain of A κ coincides with H 1 (R 4 ), see Lemma 4.2, it suffices to show that
holds true for κ large enough. Given u ∈ H 1 (R 4 ) we write Hence by standard results of spectral theory it follows that there exists an infinite-dimensional subspace G κ ⊂ H 1 (R 2 ) such that
Setting F κ = {u ∈ H 1 (R 4 ) : u(x, y) = ϕ κ (x) ψ(y), ψ ∈ G κ } then completes the proof of (4.41).
Small coupling.
Lemma 4.6. The number of discrete eigenvalues of the operator H κ (v) is non-decreasing in κ on the interval (0, k e ].
Proof. By Proposition 2.1 the number of discrete eigenvalues of the operator H κ (V ) is equal to N (H κ (V ), Λ 0 (V )) L 2 (R 4 ) for all κ in the interval (0, k e ]. Let 0 < κ < k e and assume that N (H κ (V ), Λ 0 (V )) L 2 (R 4 ) = N ≥ 1. Then there exist ψ 1 , ψ 2 . . . ψ N ∈ H 1 (R 4 ) (which can be chosen real valued) and E 1 , E 2 , . . . E N such that Now let κ ∈ (κ, k e ]. Then in view of (4.42) we have 
