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れをトラジェクトリと呼ぶ）．原子座標は原子数をN とした際に d = 3N 次元，ないし並進・回
転の自由度 6を除いた d = 3N − 6次元のデータを持つ．たとえば，比較的「小さな」タンパク
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る行列を V とする．V はm× dのサイズを持つ行列であり，その列ベクトルを vT1 , vT2 , . . . , vTm
とする．ここで，·T は行列の転置，あるいは列ベクトルと行ベクトルとの相互変換を表す．射
影された後の座標 p(t) = {p1(t), p2(t), . . . , pm(t)}は
(2.1) p(t) = V x(t)














な運動を調べる，といった利用法である．Hub and de Groot（2009）で提唱された機能モード分
析（functional mode analysis; FMA）は，こうした応答を起こす次元を効果的に抽出する手法で
ある．対象とする運動に対し最も強く応答する方向を求め他を無視することで，次元削減を実
現する．FMAは削減先の次元がm = 1となる場合のみを定義している．
応答する対象となる指標 f が，座標の関数 f = f(x)として表されるとしよう．次元削減の指
標として，ピアソンの相関係数
(2.2) P (p1, f) =
〈p1f〉 − 〈p1〉 〈f〉√
(〈p21〉 − 〈p1〉2)(〈f2〉 − 〈f〉2)
,
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(2.3) vFMA = argmax
v1
P (p1, f) = argmax
v1












統計学でよく利用される主成分分析（principal component analysis; PCA）が，こうした内在的
な運動を抽出する手法の一つとしてシミュレーション分野でも広く用いられている．PCAは分
散共分散行列 A = 〈x − 〈x〉〉 〈xT − 〈xT 〉〉の対角化により定義される．
(2.4) WΛWT = A.
ここで Λは対角行列であり，Aが半正定値対称行列であるため Λの対角要素は非負実数となる．
W は直交行列である．一般性を失うこと無く，Λii ≥ Λjj(i < j)とするとき，このW の構成行
のうち，最初のm行がそれぞれ PCAでの射影行列 VPCA の列に対応する．









(2.6) LPCA(V ) = −
〈‖p − 〈p〉‖2〉 = − 〈‖V x − 〈V x〉‖2〉 .




PCAの生体分子への応用は，Kitao et al.（1991），Garc´ıa（1992），Amadei et al.（1993）など
により導入された．PCAは，その物理的な意味から示唆されるように，タンパク質の「大まか
な」運動を小数の次元で表すために最適な手法である．例えば T4 lysozymeタンパク質のシミュ


























pursuit; Friedman and Tukey, 1974）や非ガウス性分析（non-Gaussian component analysis; Blan-
chard et al., 2006）として知られている．独立成分分析（independent component analysis; ICA,
Herault and Jutten, 1986; Comon, 1994）は直接的には非ガウス成分を抽出するものではないが，





ρ(x) = ρ1(p1)ρ2(p2) . . . ρd(pd),(2.7)





δ(vTi x − p′i)ρ(x)dx.(2.9)
ここで，ρはシミュレーション結果の x上での確率分布，ρiは viベクトル上への射影結果の確
率分布を表す．ここで δ(·)はディラックのデルタ関数であり，∫ f(x)δ(x)dx = f(0)を満たす．






Lange and Grubmu¨ller（2008）による全相関分析（full correlation analysis; FCA）は，ICAを分
子シミュレーション分野に応用した先駆的な研究である．FCAでは，射影後の確率分布のもつ
相互情報量 I を最小化することで（2.7）に示された分解を行う：


















Ramanathan et al.（2011）は ICAを用いた解析として，準非調和分析（quasi anharmonic anal-
ysis; QAA）を提唱した．Ramanathanらの研究は特に準安定状態の検出と，その準安定状態間
の遷移の階層性に着目したものである．分布間の確率分布の独立性を表す指標として，4次の
キュムラントと呼ばれる量を導入する．射影結果の平均が 0, 分散が 1になるように変数（ある
いは射影ベクトル）を正規化すると，4次キュムラントは次のように表される．
(2.13) Cumu(pi, pj , pk, pl) = 〈pipjpkpl〉 − 〈pipj〉 〈pkpl〉 − 〈pipk〉 〈pjpl〉 − 〈pipl〉 〈pjpk〉 .
4次キュムラントはその全ての入力変数のうち，互いに独立な変数の組が一つでも存在する時に
0になるため，確率分布の独立性の判定法として働く．この 4次キュムラントの二乗和を最小化
して ICAを達成する方法が JADE（joint approximate diagonalization of eigenmatrices; Cardoso,
1999）アルゴリズムとして知られており，QAAはこの手法に基づく．最小化対象の関数は
(2.14) LJADE(V ) =
∑
ijkl=iikl
Cumu(pi, pj , pk, pl)
2.
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identiﬁcation; Belouchrani, 1997）や TDSEP（temporal decorrelation source separation; Ziehe,
1998）は，射影結果の時間相関が消失するような方向を探す形で独立成分分析を行う．同様の「時
間方向の情報を使う」という考えは生体分子のシミュレーション分野でも行われており，時間構
造に基づく独立成分分析（time-structure based independent component analysis; tICA, Naritomi


















際に，Lange and Grubmu¨ller（2008）では FCAにより検出された準安定状態の間に相関が見ら
れるケースを報告している．
ICA モデルをわずかに変更することで，より自然なモデルを導入することは出来るだろう
か．信号処理の分野で知られる独立部分空間分析（independent subspace analysis; ISA, Cardoso,





(2.15) ρ(x) = ρ123(p1, p2, p3)ρ45(p4, p5)ρ6(p6) . . . ρd(pd).






Sakuraba et al.（2010）ではこの ISAに基づき，タンパク質T4 lysozymeの運動を解析した．こ
の研究では ISAの分解を行うため，ICAでは分解不可能な部分空間を自動的に見つけ出しなが
















ここで kB はボルツマン定数，T は系の温度である．このことは逆に，系のポテンシャル関数
を，サンプル分布から近似的に求めることができることを表している．








2, . . . , p
′





































σ−2i (pi − μi)2
)
,(3.5)




σ−2i (pi − μi)2.(3.6)






解析すると，その射影結果はやはり調和的ではない地形となる．Kitao et al.（1998）では PCA

























ンプル分布は平均が 0, 分散が 1 となるように正規化している）．サンプル分布は（1）–
（4）までのクラスターを持つ．このサンプル分布に対し PCAを適用すると，（b）の対角







































が許可される．例えば式（2.15）で示したような 3× 1次元，2× 1次元および 1× (d− 5)次元に
分割されるケースでは，
UISA(p1, p2, . . . , pd) = U0 − kBT log ρ123(p1, p2, p3)− kBT log ρ45(p4, p5)(3.8)
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Dimensionality Reduction and Correlation of Biomolecular Motions
Shun Sakuraba
Molecular Modeling and Simulation Group, Japan Atomic Energy Agency
In this review, we explain dimensionality reduction techniques applied in the field
of biomolecular simulation. Methods based on the linear transformation are reviewed.
We also investigate how these methods use correlation for reducing the dimension of
biomolecules. Our review includes functional mode analysis, principal component analysis,
full correlation analysis, quasi anharmonic analysis, and independent subspace analysis.
We also discuss the physical interpretation and implications of the methods.
Key words: Biopolymers, molecular dynamics, dimensionality reduction, independent component anal-
ysis, independent subspace analysis, energy landscape.
