Abstract. In 1984 Jutila [5] obtained a transformation formula for certain exponential sums involving the Fourier coefficients of a holomorphic cusp form for the full modular group SL(2, Z). With the help of the transformation formula he obtained good estimates for the distance between consecutive zeros on the critical line of the Dirichlet series associated with the cusp form and for the order of the Dirichlet series on the critical line, [7] . In this paper we follow Jutila to obtain a transformation formula for exponential sums involving the Fourier coefficients of either hoiomorphic cusp forms or certain Maass forms for congruence subgroups of SL(2, Z) and prove similar estimates for the corresponding Dirichlet series.
Introduction
By an exponential sum we mean a sum of the form a(n)e(f(n)), M<n<M" where a(n) is an arithmetical function and f is a real valued function on [M, M'].
Many a problem in number theory reduces in the ultimate analysis to estimating an exponential sum. The Waring's problem, the Goldbach's conjecture, the Dirichlet divisor problem and the order of the Dirichlet series in the critical strip are very good examples of this phenomenon.
The most commonly employed method to estimate such sums is due to Van der Corput and Vornoi. The basic idea here is to transform an exponential sum into a new shape by first converting the sum into an integral--Van der Corput's lemma and Vornoi summation formula--and then evaluating the integral by the 'Saddlepoint method'. Since then various summation formulae of the Voronoi type have been found; a very good survey is to be found in [2] . In 1984, Jutila [5] discovered that by replacing f(n) by f(n) + rn where r is an integer (which does not affect the sum) before transforming the sum one was led to much better transformed sums. Another important observation made by Jutila was the flexibility of this method which, he showed, works in the case when a(n)'s are Fourier coefficients of a cusp form of weight k for the full modular group, SL (2,Z) . With the help of this transformation formula he was able to obtain for the Dirichlet series associated to cusp forms for SL (2, 7/) analogues of many results known in the case of the Riemann zeta function, ((s), like the distance between consecutive zeros on the critical line, the order on the critical line, mean square estimates and higher power moments I-5, 6, 7] . In this paper we show that the transformation formula and the above mentioned applications carry over to the case when a(n)'s are Fourier coefficients of either holomorphic cusp forms or certain Maass forms (Maass forms f with Af = 1/4f) of higher levels. While some of the above mentioned applications were already known in the case of cusp forms for SL(2, Z) due to Good [4] they seem to be new in the case of cusp forms of higher levels.
Mention must also be made of the work of Meurman [8, 9] who has extended some of the results of Jutila to the case of L-functions associated to Maass wave forms for SL (2, 7/) . Presumably his work also extends to higher level Maass forms.
The class of Maass forms we consider in this thesis does not occur at level one.
Functional equations and summation formulae
In this section we are concerned with functional equations for Dirichlet series (and their twists by additive characters) associated to certain modular forms for congruence subgroups of the full modular group SL (2, 7/) . The class of modular forms we consider consists of all holomorphic forms and the subclass of Maass forms with 1 \4 as the eigenvalue of the Laplacian on the upper half plane. We consider the holomorphic case (Theorem 2.1) and the case of Maass forms (Theorem 2.2) separately. The summation formulae these functional equations lead to are written down at the end of the section.
If f is a function on the upper half-plane H, k an integer and A is in GL § (2, R) then final(T) will denote the following function 
Holomorphic case
dO(s, h/m) = e(m) ~ (k -s, -Nh/m). [] Proof.
A=[ hm (hhh-1)/m]
i.e. A (z') = z. Therefore we have f(z) = e(h)(it)kf(z '). If Re(s)is sufficiently large we have
Thus we have
This integral representation proves the claims made in (a).
(b). For x~R let at(x) denote the matrix 1 x (o 1). Let t > 0 be a real number and set z = h/m + i/m2Nt and z'= -film + it. We need to know f(z) in terms of g(z'). For that first observe that
where b is defined via Nhb-=-1 (mod m) (which is possible because (re, N)=
Note that we have made use of (i) g(n) = e(m) as mn = 1 (mod N), and (ii) exp(2nib/m) = exp(-2niNh/m) since Nhb = -1 (mod m).
Now
Consider now the following integral representation:
rr"
Thus we get 
Non-holomorphic case (see I-11])
Let A=--y2(f~2/t~X2 +~2/t~y2) denote the Laplacian on the upper half-plane H associated with the hyperbolic metric. Let N/> 1 be an integer, e a character mod N and )~ a complex number. Let f be an even Maass form of level N, character e and eigenvalue (for A) 2. This means: Such an f has a Fourier expansion of the following type:
Let f be an even Maass form with 2 = 1/4 i.e. r = 0 with Fourier coefficients a(n).
Here again we are interested in functional equations for the following Dirichlet series associated with f: 
We need to know how f~(z) transforms under the transformations A and H(N). For (a b). Soweget
Now taking z=h/m+i/mt and A as in the above proof we see that
fx(h/m + i/mt) = e(h)(-t)-2 f ~(_ him + it~m).
We get a similar transformation formula under H(N). The rest of the proof is along the same lines as that of theorem 2.1 (and so we will not reproduce it here) but will use the following formula to get an integral representation for @(s, h/m):
Summation formulae
We begin by stating a theorem of Berndt [3] . Let {2,} and {~,}-be two sequences of positive numbers strictly increasing to infinity. Let {a(n)} and {b(n)} be two sequences of complex numbers, not identically zero such that the Dirichlet series:
converge in some half-plane. Suppose further that they satisfy the functional equation:
Z(s) ~(s) = z(r -s)~b(r -s) where •(s) is one of the following three gamma factors:
(i) F(s) and r arbitrary real;
where p is an integer and r = p + 1;
(iii) F2(s + 1/2) and r = 1, Also further, suppose that the poles of Z(s)(~(s) are confined to some compact set.
Define for x > 0, Qq(x) and I~(x) as follows:
where Cq is a cycle enclosing all of the integrand's poles; and respectively as X(s) is as in (i), (ii) and (iii):
Summation formulae for the holomorphic case
For the sake of simplicity we write down the summation formulae only when f is a cusp form. In this ease only the second term on the right hand side of the general summation formula in theorem 2.3 will survive for then cb(s) is entire. Accordingly let f be a cusp form of level N and character e. The functional equations of theorem 2.1 give rise to the following summation formulae:
Summation formulae for the non-holomorphic case Let f be an even Maass form with 2 = 1/4 with Fourier coefficients a(n). Then the functional equations of theorem 2.2 imply the following summation formulae (note that p = 0):
Transformation formulae
In this section we obtain, following Jutila [6] , a transformation formula for exponential sums of the type . To begin with we recall results on exponential integrals due to Atkinson and Jutila. This is essentially chapter 2 of [6] without proofs. Then we obtain transformation formulae for exponential sums involving Fourier coefficients of cusp forms considered in w 1. We conclude this section with some special cases of the transformation formula for Dirichlet polynomials associated with these cusp forms.
Exponential integrals
For a positive integer J and a positive real number U define a smoothed version Ij of I by:
Also let Io = I. Note that 0 < r/(x) ~< 1 for x~(a, b) and t/(x) = 1, for a + JU <~ x <~ b -JU. We quote three theorems below first of which gives an approximate value of the integral I in terms of saddle points (Atkinson), the second theorem its generalization to Ij due to Jutila and the third gives an estimate of I~ when f has no saddle points in (a, b). For proofs of these theorems see 1, 6] .
Let f and g be functions on I-a, b] satisfying the following conditions: Since if(x) > O, f'(x) + ~ is monotonically increasing and hence has at most one zero in (a, b), say x0. Further let
Theorem 3.1. Let f and g be as above. Then 
where
for a < x o <<. a + JU with jl the largest integer such that a + jl U < Xo 
[]
Transformation formulae
Before we proceed to the theorem we quote a Lemma (without proof) which summarizes the properties of Hankel functions we need to use. 
We also have
In what follows, 6 denotes an arbitrary small positive constant not necessarily the same in each occurrence. Put L = log M. We have the following theorem which gives a transformation formula in the case of holomorphic cusp forms. Accordingly let 
Then we have
a(n)g(n)e(f(n)) = MI <~n<~ M2 2 1/4 (k/2)-(3/4) A ~ (--1) j-I Z a'(n)e(nh'/m) n-tk/2)+ xj,n g(Xj,n) X j=l n<ni py, n(Xj,n)-l/2 e(pj,n(Xj,n) -t-1/8) + O(G(Ihlm)Xl2 M~lk-1)/21"1r L2) -k- O(F 1/2 Glhl-3/4 m5/4 Mfl k-1)/2m 11/4 L).
Let

S = S(MI, M 2) = ~ a(n)g(n)e(f(n)).
Mt~<n<<.M2
We first replace S by its smoothed version S':
Ml +u<~ n<~ M2-u and U is a parameter to be chosen later. For now we only assume M~ << U <<. 1/2min(ml,m2).
The estimate a(n) << n {k-ij/2 +~ implies that S -S' << GUM~ k-1j/2 L. The choice of the parameter U later will show that this error has been accounted for in the statement of the transformation formula.
The idea is to apply the summation formula to S(u) and evaluate S' by using saddle-point theorems. But instead of applying the summation formula to S(u) as it stands it has been observed by Jutila that we get better results if we introduce an exponential factor without disturbing the sum. Accordingly before applying the summation formula we modify the sum S(u) as:
S(u)= ~ a(n)e(nr)g(n)e(f(n)-nr), a=M l+u, b=M 2-u. a<~ n<~ b
Applying the summation formula of w 2 we get:
S(u) = i~e(h) 2~ ~ a(n)e(-nh/m)n -{k-i)/2 m
Now write Jk-1( ) in terms of the Hankel functions to get:
S(u) = ike(~ ~ a(n)e( -nh/m)n -(k-1)/21 n,
where 13
ln = ~ f ~ x(k-l)/2 [ H~l)_ l ( 4rcx/~(mnX) ) + H~2)_ l ( 4r~x/--(mnX) ) ]g(x)e(f (x) -rx)dx
whence by lemma 3.4 we get I n = 1(1)n + i~2) with
l(J) = (2m,/n)-l/2 f f xlk/2)-(a/4) g(x)I I + gj( 4nx/--(mnX) ) ]e(pj,n(x) )dx.
It can checked that the conditions of the theorems 3.1 and 3.3 are satisfied with -r in place of r and f(x) replaced by:
, and/z = M1.
The number x j, n is by definition the saddle point for 1 (7 ) and it lies in the interval
[M1,M2] if and only if n < nj. However, in I~ j) the interval of integration is [a,b] = [M1 + u, M 2 -u], and xj, n~[a,b] if and only if n < nj(u) where nj(u) = (r --f'(M i + (-1) j-I u)2m2(Mj § (__ 1)j-I u).
But for simplicity we count the saddle point terms for all n < nj for this frees the saddle point terms from depending on u and thus we will have the same saddle point terms for all S(u) and hence for S' as well. The number of extra terms counted will be << 1 + nj-n~(u) << 1 + F2m2M-13ml U.
The saddle point term for I. ~ for n < nj is:
xj,n g( j,n)Pj,n( j,,,)
e(pj,,,(xj,,,) + I/8)(I + gj(2(nXj,n)l/2/m).
Thus up to g~( ) we have the explicit terms claimed in the theorem. The effect of the omission of g j( ) is:
This error can be absorbed into the first O-term in the formula given in the theorem.
The extra saddle-points counted while replacing nj(u) by nj contribute
Here the first term is absorbed into the second O-term in the transformation formula and later U will be chosen so that the second term above also goes into the second O-term.
We shall now consider the error terms of theorem 3.1 which was applied to I t/) n for n < nj. The first error term is clearly negligible. The contribution of the second O-term is:
which again goes into the first O-term of the theorem. The terms O (E 0 (a)) and 0 (E 0 (b)) are similar and so it is enough to consider one of them, say O (E o(a) ). This error term is r~ a 1/2 -1 <<
Gm-1/2 Mtxk/2)-(a/4)n -l/4(ip,,,,(a)l + p~,,,( ) ) .
Consider the casej --1; the casej = 2 is even simpler for p2.,(b) cannot be very small. Thus we get that the contribution to S(u) of these error terms is << G(hm)1/2m11/z M~k-1)/2 L 2, which goes into the first error term of the formula.
We are now left with showing that the tail part in the summation formula, that is terms for n > n j, are accounted for in the theorem. Here we make use of theorem 3.2 for the estimation of the exponential integral since for n > nj the integral has no saddle-points in the interval of integration. Here U will be the smoothing parameter with J = 1. The contribution of I~ ~ to S' equals 
<< Gma/2 M~k/2)+(x/4)U-1 nl-1/4 L
Thus proof of the theorem is complete up to the following error terms: 
O(F 1/2 Glhl-3/4mS/4 M11/l~ 11/4 L).
[] Proof. Note that the second error term above is slightly worse than the corresponding error term in theorem 3.5. This is because the Deligne's estimate which was used in theorem 3.5 has not been proved for non-holomorphic forms and the best known estimate is a(n)<< n 1/5 +~. Let S, S' and S(u) be as in the proof of theorem 3.5; further assume that (m, N) = N, the other case is similar. Thus
We now apply summation formulae of w 2 to S 1 (u) and S2(u) and proceed to evaluate the integrals as before.
where and 
SI(u)= ~ a(n)cos(2rmr)g(n)e(f(n)-nr
i. = n/2 ff Ko ( 41t~--(mnX) )g(x)e(f (x) -rx)dx l. = -ff yo( 4n~--(mnX) )g(x)e(f (x) -rx)dx.
We first observe that the contribution from the integrals i, is negligible. We have
Write the integrals I, in terms of the Hankel functions to get:
Notice that this is same as the integral 'I~ )' in the proof of theorem 3.5 with k = 1. Similarly for the sum S2(u ) and putting these two terms together we get the transformation formula claimed in the theorem. Note also that the 'Rankin's trick' has been extended to the case of Maass forms to get the mean value estimate: la(n)l 2 = CX + O(Xa/5+').
n<<. X
We now proceed to give analogs of the above transformation formulae for smoothed exponential sums provided with weights of the type r/j(n) of pp. 9. We get much better error terms but we will have to allow for certain weights to appear in the transformed sum as "well. 
where w~(n) = 1 for n < n j, and wj(n) << 1 for n < n'j; further w.
i(y ) and w~(y) are piecewise continuous functions in (n'j, n j) with at most J -1 discontinuities and w~(y) << (nj -n~)-x for y~(n'i, n j) whenever w~(y) exists. []
The proof of this theorem is the same as that of theorem 3.5 but uses theorem 3.2 in place of theorem 3.1 for details see [6] . A similar theorem holds for the nonholomorphic case.
A particular case
We now want to specialise the transformation formula to the case of Dirichlet polynomials, that is to say, to To wirte the transformation formula here we need to calculate 2-U2m-1/2x-3/4p,, j,n j,n (x j..)-m and pj,,,(xj,,,).
We have 
The smoothed version in this case reads:
It is advantageous to choose U as small as the condition U >> F-1/2 M~ +a~F1/2 M11+ar-1, i.e. U~F1/2+~r-1.
With this choice the above error term becomes O(F-l/2+~G(Ihlm)l/2M~k-1)/2m11/2 ).
As usual we have a similar formula for the non-holomorphic case.
Remark In the case of Dirichlet series coming from cusp-forms of higher level, N/> 1, the point of interest is tx/N/2n, and m i, the length, satisfies: t 1/2 +6<< ml << t. We can manage to get the same transformation formulae taking M(r) = tx/N/2n where r is an approximation to ~/N which satisfies: We will make use of this remark in our application to 'zeros on the critical line' in the next section.
Applications
In this section we give two applications of the transformation formula. The first application deals with the zeros on the critical line of the Dirichlet series ~b(s) associated with holomorphic cusp forms and the second application deals with the order of 4)(k\2 + it). In all these applications we use only Rankin's meanvalue estimate though in the ease of holomorphic forms the estimate a(n) << n (~-1)/2 +, (Ramanujan -Petersson conjecture) is known due to Deligne. Thus these results go through in the case of Maass forms as well where the analogue of Rankin's estimate has been proved but Deligne's estimate has not yet been; the best result known here is a(n)= O(n t/s+') due to Serre.
Zeros on the critical line
Consider the Dirichlet series dp(s) = Za(n)n -s where a(n)'s are Fourier coefficients of a cusp form of weight k, level N and character e; this series satisfies the following functional equation 
Proof. The proof is standard (see for example [6] ). Take X = T 3 and let KE[T 2/3-~, 2T2/a-e]. We have
=11 +I 2 +I a + 0(1).
We will now show that Ix and 13 are small. Let first n > TN/2zt + K, and estimate the integral, 
[]
We will not give a proof here since Jutila's proof for the full modular group case goes through except that a slight modification is required since (unlike in that case in our situation) we do not have transformation formulae for M~ < t/2nr < M2, where r(= h/m) is a rational number, for all r; we need to assume that (m, 
