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Abstract 
The fault spectral precision plays a significant role in the field of mechanical diagnosis. A bearing fault characteristic spectrum revised 
approach based on local mean decomposition (LMD) and interpolation correction theory is proposed. Bearing fault vibration signal belongs to 
multi-component modulated AM-FM signals, the LMD method can decompose this fault vibration signals into a number of different 
characteristic time scales product functions (PFs), then the spectrum analysis method is applied to the first PF1 component and the 
instantaneous frequencies and instantaneous amplitudes are obtained. However, in order to acquire accurate frequency and amplitude 
information and overcome the drawbacks such as energy leakage and fence effect, interpolation correction algorithm is introduced to the 
characteristic spectrum. The experimental results show that this method can effectively diagnose the bearing fault and accurately extract the 
characteristic spectrum information of bearing vibration signals and it has very high engineering application value.  
© 2016 The Authors. Published by Elsevier B.V. 
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1. Introduction 
  Fault features detection and diagnosis of rolling bearing 
have been the subject of intensive research in the field of fault 
diagnosis and condition monitoring. Vibration signal analysis 
has been widely used in the fault detection of rotation 
machinery. Traditional fault features extraction techniques are 
performed by analysis the fault vibration signals only in time 
domain and frequency domain, such as acoustic emission 
testing (AET), spectral correlation density analysis (SCD), 
Fast Fourier transform (FFT) and so on [1-3]. Practically, 
owing to the non-linear and non-Gaussian factors such as 
overloading, friction, collision, crack et al during the bearing 
actual operational processing, the fault vibration signals 
always display strong non-linear and non-stationary 
characteristic, hence the fault feature information is difficult to 
accurately extract using conventional approaches in the time 
or frequency domain. Currently, time-frequency analysis, 
Cohen time-frequency distribution series, and time-statistical 
analysis can well describe this non-linear and non-stationary 
vibration signals. Kaewkongka [4] applied the Short time 
Fourier transform (STFT) to detect bearing condition and 
wind turbine blade deformation; Wu [5] diagnosed the scooter 
engine and wind turbine using Wigner Ville distribution 
(WVD) analysis; Su [6] proposed wavelet filter and wavelet 
packet method to analysis the rolling element bearing faults 
and other rotating machinery fault; Kumar [7] applied discrete 
wavelet transform coefficients and artificial neural network 
(ANN) method to evaluate the condition of rolling element 
bearing. However, each of these methods mentioned above 
has its limitations: Short time Fourier transform (STFT) are 
limited by heisenberg uncertainty principle which display a 
© 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
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low time-frequency resolution, and time-frequency window 
would be fixed once the window function was chosen, 
therefore STFT have no self-adaptive feature in nature [8]. 
Wigner Ville distribution (WVD) inevitably cause the 
appearance of undesired cross-products interference when 
dealing with the multi-component signals [9]; Essentially, 
Wavelet transform is also a kind of Fourier transformation 
with an adjustable window, in addition, different wavelet base 
should be predefined before analysis the vibration signals, 
hence wavelet transform also has no self-adaptive feature [10].  
 Based on the above analysis, self-adaptive time-frequency 
signal processing methods are proposed to describe non-linear 
vibration signals, Empirical mode decomposition(EMD) 
method can decompose multi-component AM-FM signals into 
a sum of intrinsic mode functions (IMFs) , and each of 
intrinsic mode functions keeps the same physical significance 
with original signals. Then the Hilbert transform demodulation 
method applied to the each IMF component and the 
instantaneous frequencies and instantaneous amplitudes can be 
obtained, therefore, EMD method has been widely applied to 
rotating machinery fault diagnosis and condition monitoring 
[11-13]. However, Hilbert transform demodulation and 
tradition envelope methods also have some drawbacks:  
(1) The edge effect and unphysical negative instantaneous 
frequency will be occurred when the instantaneous frequency 
was calculated by EMD and Hilbert transform [14];  
(2) Over-envelope and under-envelope problem, intrinsic 
mode functions mode mixing, IMF criterion problem, end 
effect problems are still exist in EMD method [15].  
  Local mean decomposition (LMD) is a new self-adaptive 
time-frequency analysis method for non-liner and non-
stationary signal [16], which can decompose a complicated 
multi-component signal into a set of product functions (PFs), 
and instantaneous amplitude and instantaneous frequency of 
each PF component can be obtained by spectrum analysis 
other than Hilbert transform. What’s more, Local mean value 
and envelope estimation function in LMD iteration process 
can be acquired by smooth moving average, which avoids the 
over-envelope or under-envelope problems and the precision 
of the characteristic spectrum can be improved.  
On the other hand, according to the principle of computer 
program calculation, a limited length of discrete vibration 
signals were calculated by computer program, the spectrum 
has its irresistible weakness in energy leakage, fence effect 
and the time domain truncation, that means the accuracy of 
frequency, amplitude and phase of the discrete spectrum will 
be reduced [17].To address the issues discussed above and 
acquire the accurate spectrum information, this paper propose 
an interpolation correction method to reduce or eliminate 
frequency and amplitude errors. The experimental results 
show that this method can effectively monitor the roller 
bearing faults and improve the precision of the frequency and 
amplitude information and it has very high engineering 
application value.  
 
Nomenclature 
LMD     Local mean decomposition 
PF         Product functions 
EMD     Empirical mode decomposition 
IMF       Intrinsic mode functions 
AET      Acoustic emission testing 
SCD      Spectral correlation density 
FFT       Fast Fourier transform  
ANN     Artificial neural network 
STFT    Short time Fourier transform 
WVD    Wigner-Ville distribution 
FM        Frequency modulated 
2. Local mean decomposition 
 For a given signal ( )x t , it can be decomposed as follows 
[16]: 
(1) Identify all the local maximum and minimum points in  
of the original vibration signal ( )x t , and then calculate 
the mean value of each two successive extreme point im : 
1
2
i i
i
n n
m 
                                                                       (1) 
(2) Similarly, calculate the local envelope estimate
1 2i i ia n n    , the local envelope estimates ia and mean 
value im  can be plotted by straight lines. Next, the local 
mean function 
11( )m t and the envelope function 11( )a t can be 
formed via moving average method. 
 (3) Subtract 
11( )m t  from the original signal ( )x t ,  
11 11( ) ( ) ( )h t x t m t                                                              (2) 
11( )h t  is demodulated by the envelope function 11( )a t , 11( )s t is 
given by 
11 11 11( ) ( ) ( )s t h t a t                                                             (3) 
Ideally, if the 
11( )s t is a purely normalized frequency 
modulated (FM) signal, and the corresponding envelope
12 ( ) 1a t  ; Otherwise, 11( )s t is regarded as a new original 
signal and the above steps to be repeated until a purely FM 
signal 1 ( )ns t is formed with N times iteration, namely, 
11 1ns d d . Therefore, 
11 11
12 11 12
1 1, 1 1
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )n n n
h t x t m t
h t s t m t
h t s t m t
 ­°  °®  °°  ¯                                                
(4) 
where,  
11 11 11
12 12 12
1 1 1
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )n n n
s t h t a t
s t h t a t
s t h t a t
 ­°  °®  °°  ¯
                                                      (5) 
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(4)Multiply all the successive envelope estimate functions 
together and the envelope signal 1( )a t can be given by: 
1 11 12 1 1
1
( ) ( ) ( ) ( ) ( )
n
n j
j
a t a t a t a t a t
 
     
                              
 
(6) 
(5)Multiply 1 ( )ns t  by the envelope function 1( )a t and then the 
first product function
1( )PF t can be obtained 
1 1 1( ) ( ) ( )nPF t a t s t                                                               (7) 
where, the instantaneous amplitude of 
1( )PF t is 1( )a t , and 
instantaneous frequency can be derived from 1 ( )ns t as: 
1
1
[arccos( ( ))]1
( )
2
n
d s tf t
dtS                                                    
(8) 
(6)Subtract 
1( )PF t from the original vibration signal ( )x t , 
namely,
1 1( ) ( ) ( )u t x t PF t  , 1( )u t which becomes a new 
original signal, return to step (1) and repeat steps (1)-(5), until 
( )ku t becomes a constant or monotonic signal. Thus, the 
original signal ( )x t can be reconstructed according to:  
1
( ) ( ) ( )
k
m k
m
x t PF t u t
 
 ¦
                                                         
 
(9) 
3. Interpolation correction algorithm 
In mathematics, a single-frequency harmonic signals 
convolution with a window function, and the single spectrum 
in frequency domain will become a range of continuous 
frequency components. However, a single-frequency 
harmonic signals spectrum discretization processing or add a 
window function, the continuous spectrum peak frequency 
cannot overlap with the discrete spectrum peak frequency, and 
the amplitude also has a certain error.  
Besides, when given a sampling frequency
sf  and the 
sampling points N, the frequency resolution f' can be 
expressed as:
sf f N'  . Under the condition of fixed 
sampling frequency, it should be noted that the frequency 
resolution increases with the decreases of sampling points N, 
therefore in order to improve the precision of frequency 
spectrum, it is necessary to correct the signal spectrum 
information. Interpolation correction algorithm is a calibration 
method for the harmonic signal discrete spectrum [18, 19]. 
With this method, mathematical model with the correction 
frequency as a variable can be established by two window 
spectrum functions ratio near the main lobe peak, and the 
actual frequency, amplitude and phase information can be 
obtained by solving this mathematical model. Recently, since 
the side-lobe of Hanning window spectrum function 
attenuation quickly and has no influence from other 
frequencies, a number of studies show that the precision of 
interpolation correction method can be improved dramatically 
by add a Hanning window. In addition, research data indicates 
that the result of the frequency calibration error is less than 
0.0001 f' , the amplitude error is less than 51 10 , and the 
phase error is less than1o [20]. 
For interpolation correction algorithm, the spectrum 
function with a window length normalization is defined as
1( )W f , which is completely symmetric about y-axis and the 
main lobe center is the origin of coordinates. Fig.1(a) displays 
the spectrum of window function normalization, it is clear that 
two frequencies 1f' and 1 1f'  are closest to the peak of 
frequency, and the corresponding amplitude of window 
spectrum function are 1
1( )W f' and 11( 1)W f'  , respectively. 
Besides, Fig.1 (b) displays the spectrum of harmonic signal 
with window function, also two frequencies k and 1k  are 
closest to the peak of frequency, and the corresponding 
amplitude of window function spectrum are 1
1( )ky AW f '  
and 1
1 1( 1)ky AW f  '  , respectively. Therefore the ratio 
function v can be given by: 
1
1 1
1
1 1
( )
( )
( 1)
k
k
y W f
v F f
y W f
' '   '                                             
(10) 
where, v is the ratio of maximum amplitude and the second 
maximum amplitude in the spectrum. So the inverse function 
of Eq. (10) can be written as: 
  
1 ( )f g v'                                                                          
(11) 
In this way, frequency correction data 1f' can be calculated 
and the real frequency as follow: 
  
1
0 ( )
sff k f
N
 '                                                                  
(12) 
Where, N is sampling points, 
sf sampling frequency. 
 
           
(a)The spectrum of window function normalized 
    
(b)The spectrum of harmonic signal with window function normalized 
Fig. 1. Theory of interpolation correction method 
Furthermore, for the amplitude correction, the main lobe 
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spectrum function of harmonic signal with window 
normalized as follows: 
1 1 1
1 1 0( ) ( )y AW f AW f f '                                            (13) 
where, A is real amplitude and the center of main lobe 
function is 1
0f . Then substituting ky y and 1f k  into Eq. 
(13), yielding 
1
0( )ky AW k f                                                               (14) 
where, 1 10f k f'   . Therefore the amplitude correction as 
follows: 
1
1( )
kyA
W f '                                                                      
  (15) 
From the Eq. (15), the amplitude correction is concerned 
closely with the spectrum 1
1( )W f' and the FFT transform of 
window length function normalized. If and only if, the 
amplitude correction A can be obtained before the frequency 
correction data 1f' with window length normalized acquired 
first. 
Here, an example is given to verify the effectiveness of 
this algorithm, given a modulation signal with noise: 
( ) cos(2 165.6 10 180)
cos(2 386.5 20 180) ( ( ))
y t t
t rand size t
S S
S S
   
    
where, rand(size(t)) is a white noise. Let the sampling 
frequency 1024sf  , and sampling length 1024N  , that is
1sf f N Hz'   . Fig.2 displays spectrum correction of the 
simulation signal, it is clear that the frequencies are
1 166f Hz , 2 387f Hz and the amplitudes are 1 0.7575A  ,
2 0.6899A  , respectively. So the frequencies and amplitudes 
are quite different from the theoretical value, this result was 
generated by energy leakage and modulation signal frequency 
domain discretization. Moreover, after the spectrum was 
corrected by interpolation correction method with a Hanning 
window as below:  
1 165.6f Hz , 2 386.5f Hz , 1 1.0086A  , 2 1.0079A   
It is clear that this result is close to the theoretical value. 
 
 
Fig. 2. The simulation of spectrum correction 
4. Application 
4.1. Experimental set-up 
To evaluate the effectiveness of the proposed approach, 
the bearing vibration data from the Case Western Reserve 
University are used in the experiments [21]. The overall 
instruments configuration of the experimental setup is shown 
in Fig. 3. Bearing system fault diagnosis experiment platform 
consists of a 2hp motor (left), a torque transducer (middle), a 
dynamometer (right) and other control electronics (not 
shown). The test bearings support the motor shaft and the data 
were collected from an accelerometer mounted on an 
induction motor housing at the drive-end bearing. In the 
experiment, the test bearing was used to study only included 
one kind of surface fault: the bearing was damaged on the 
inner and outer race. 
 
Fan End Drive End Torque Encoder
Induction motor Load motor 
Fig. 3. Experimental setup 
The type of bearing is deep groove ball bearing 6205-
2RS, 9 balls and the bearing pitch diameter 39.04D mm , ball 
diameter 7.94d mm , the contact angle 0oD  . In addition, 
bearing rotating speed 1797v rpm , and sampling frequency
12sf KHz . Then the fault characteristic frequency of inner 
race and outer race defect can be calculated according to Eq. 
(16), respectively. 
1 cos
2
1 cos
2
i r
o r
z df f
D
z df f
D
D
D
­ ª º ° « »° ¬ ¼® ª º°  « »° ¬ ¼¯
                                                    
(16) 
where,
r
f is the rotating frequency, 29.95
r
f Hz . Substituting 
these conditions
 
into Eq. (16), therefore, 
162.18 , 107.36i of Hz f Hz  . 
4.2. Results and discussion 
In order to investigate the performance ability of the 
proposed method for bearing fault vibration, numerical 
quantitative analysis was carried out. The original vibration 
signal of inner race is shown in Fig.4. From Fig.4, it’s hardly 
find the characteristic period of the inner race defect. To the 
data of Fig. 4, the LMD algorithm is applied. Fig.5. displays 
the local mean decomposition in 5 PFs components of inner 
race vibration signal in Fig. 4. Moreover, the fault bearing 
information in the high frequencies section, and first three PF 
components includes the main fault bearing information. 
Hence, from Fig.5, it can be easily illustrated that the LMD 
decomposes vibration signal very effectively on an adaptive 
method.  
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Fig. 4. Time-domain vibration signals of inner race fault 
 
Fig. 5. The LMD decomposes result of inner race vibration signals 
Next, PF component spectrum analysis method was 
utilized to extract bearing fault features, since first PF 
component contains the main fault information of bearing 
fault, Fig.6 displays the instantaneous amplitudes and 
instantaneous frequencies of first PF component, it can be 
seen that there are distinct fault feature spectral peaks value in 
first PF component. From Fig.6, It is observe that some peaks 
frequencies (
1 161.9f Hz , 2 323f Hz , 3 484.9f Hz ) can 
not accurately overlap with fault characteristic frequencies. 
Therefore in order to get accurate frequency and amplitude, 
interpolation correction method with Hanning window 
applied to the first PF component. Fig.7 shows the amplitude 
spectrum of PF1 component with LMD and interpolation 
correction algorithm. According to this spectrum, there are 
some peaks frequencies: 
1 162.0f Hz , 2 324.43 2 162.18f Hz Hz | u , 
3 485.30 3 162.18f Hz Hz | u  
Moreover, it is similar to peaks frequencies, the amplitudes 
size as follow: 
2
1 0.115A m s
  , 22 0.03573A m s  , 23 0.02908A m s   
and it is hardly to evaluate the bearing fault severity condition 
only through such small amplitudes size. From Fig.7, it can be 
easily seen that interpolation correction algorithm is very 
effectively on the amplitudes, they are, 
2
1 0.188875A m s
  , 22 0.067543A m s  , 23 0.048456A m s  . 
For the peak frequency 162.0Hz is similar to the fault 
characteristic frequency of the inner race defect 162.18Hz, 
and the frequency interval 60.06Hz is close to the double 
revolution frequency of the rolling elements, namely,
60.09 2 29.95
r
f Hz Hz | u . Hence in engineering, it can 
evaluate the bearing inner race fault severity condition 
according to amplitudes size and determine that there are 
some local defects in the inner race. 
 
 
Fig. 6. PF1 spectrum of inner race fault vibration signals 
 
 
Fig. 7. PF1 spectrum correction of inner race fault vibration signals 
Similarly, Fig.8 shows the original vibration signal of 
outer race fault. The vibration signal is decomposed by LMD 
method and 5PF components shown in Fig.9 are obtained. 
Fig.9 displays the local mean decomposition in 5 PFs 
components of outer race vibration signal in Fig. 8. Fig.10 
displays the instantaneous amplitudes and instantaneous 
frequencies of first PF component.  
 
 
Fig. 8. Time-domain vibration signals of outer race fault 
 
Fig. 9. The LMD decomposes results of outer race fault vibration signals 
As shown in Fig10, it is clear that some peaks frequencies 
(
1 107.7f Hz , 2 215f Hz ) also can not accurately overlap 
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with fault characteristic frequency. Fig.11 shows the spectrum 
of PF1with interpolation correction algorithm. From Fig.11, it 
is noted that frequencies
1 107.0f Hz , 
2 215 2 107.36f Hz Hz | u . From Fig.10, it is similar to peaks 
frequencies, the amplitudes size as follow: 2
1 0.2964A m s
  , 
2
2 0.1675A m s
  , and the correction amplitudes are shown in 
Fig.11: 2
1 0.4732A m s
  , 22 0.2847A m s  . Therefore, the 
result shows that interpolation correction algorithm makes the 
characteristic spectrum testing for more precise. 
 
Fig. 10. PF1 spectrum waveform of bearing outer race fault vibration signals 
 
Fig. 11. PF1 spectrum correction waveform of bearing outer race fault 
vibration signals 
5. Conclusions 
 A revise method for bearing fault characteristic spectrum 
was presented based on LMD and interpolation correction 
algorithm. LMD method is suitable for analyzing non-
stationary and non-linear signals, especially complex multi-
component signals. Bearing fault characteristic can be 
extracted by applying spectrum analysis instead of Hilbert 
transform, However, the fault characteristic information is not 
accurate only applied the spectrum analysis, in order to 
acquire accurate frequency and amplitude information, 
interpolation correction algorithm is applied to the 
characteristic spectrum. Practical fault vibration signals 
monitored from ball bearing with inner race and outer race 
were analyzed by the presented method, the practices results 
indicate that this method is quite effective in diagnosing the 
local faults and accurately extract the characteristic spectrum 
information of rolling bearings and it has very high 
engineering application value. 
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