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Dans cet article, il s’agit de la methode des orbites pour les groupes de Lie 
resolubles. On montre darts ce cadre certaines proprietes des representations 
unitaires d’un tel groupe construites a I’aide des polarisations rtelles verifiant la 
condition de Pukanszky. ‘3 19RS Academic Press, Inc. 
The orbit method for the solvable Lie groups is studied. One proves in this 
framework some properties of unitary representations of such a group constructed 
by the aid of real polarizations satisfying the Pukanszky condition. c 1985 Academic 
Press, Inc. 
INTRODUCTION 
Soit G un groupe de Lie d’algebre de Lie resoluble g. On a construit dans 
le cadre de la “methode des orbites” un gros ensemble de representations 
unitaires irreductibles de G (cf. Andler [ 11, Auslander et Kostant [2], Duflo 
[S], Kirillov [7], Pukanszky [IO]). D ans ces travaux, il s’agissait et il 
sufftsait de faire intervenir des polarisations admissibles pour un certain ideal 
nilpotent. 
Alors il est bien nature1 de se demander ce qui se passe quand on 
considere d’autres polarisations (cf. Bernat et ~011. [3], Pukanszky [9], Quint 
[ 111, Zaitsev [ 131). Notre but est de nous occuper de ce problbme dans le 
cas le plus simple. Plus precisement, on obtiendsa le resultat suivant. Soient 
fE9* et G(f) le stabilisateur de f dans G. Supposons qu’il existe une 
representation unitaire qf de G(f) dans un espace de Hilbert 9 telle que sa 
differentielle soit (flf ] g(f)) id,. Soit h une polarisation reelle enf stable 
par G(f), et verifiant la condition de Pukanszky. Notons Ho le sous-groupe 
analytique correspondant a h. On sait alors que qf se prolonge uniquement 
en une representation xf de H = G(f) Ho dont la differentielle est 
Cfif I $1 i& D ans ces conditions, on verra que la representation induite 
G 
ind T xf H 
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est independante du choix de h et que son cornmutant est isomorphe i celui 
de qf. En particulier, si qf est un caractere, 
se trouve irreductible (Theo&me 3). 
A l’aide des extensions de representations et de la forme explicite des 
operateurs d’entrelacement, nos raisonnements se reposeront sur la theorie de 
Mackey. 
NOTATIONS ET RAPPELS 
1. La lettre R (resp. C) designe le corps des nombres reels (resp. 
complexes) et R+ le sous-ensemble des nombres reels positifs. 
Sauf mention contraire, tous les groupes et algebres de Lie consider& ici 
sont reels de dimension finie et, en ce qui concerne les groupes, denom- 
brables a l’infini. 
Lorsqu’il s’agit d’une representation rc dun groupe de Lie dans un espace 
de Hilbert <F, on suppose toujours 2 separable et rc fortement continue. 
2. Soit V un espace vectoriel de dimension tinie sur un corps 
commutatif. On note V* son dual et, si V est reel, Vc son complex56 et 
u w B (v E Vc) la conjugaison complexe. Soient U 3 W des sous-espaces de 
V, ff I/* et x E End (v) laissant stables U, W. On note U1 l’orthogonal de 
U dans V*, f 1 U la restriction de f a U et x~,,~ l’element de End(U/ IV) qui 
s’en deduit. 
Soient B une forme bilineaire alternee sur V et N(B) son noyau. Pour un 
sous-espace W de V, on note WE l’orthogonal de W dans V par rapport a la 
forme B et dit que W est un sous-espace totalement isotrope si WC WE. 
Alors W est un sous-espace totalement isotrope maximal si et seulement si 
W= WE, ou encore si et seulement si W est totalement isotrope et si 
dim W = 1/2(dim V + dim N(B)). 
3. Soit G un groupe de Lie d’algebre de Lie g. G opere dans g* par la 
representation coadjointe, et l’on note G(f) (resp. gcf)) le stabilisateur de 
frZ g * dans G (resp. 9). Plus gtneralement, lorsque G agit dans un espace 
vectoriel V de dimension finie par une representation 72, on note G(v) (resp. 
g(v)) le stabilisateur de u E V dans G (resp. g) et, pour g E G (resp. X E g), 
w+4 g> (rev. n,,&X)) au lieu de 7c(g)U,w (resp. n(X),,,) introduite ci- 
dessus. 
Soit fE g *. On note Bf la forme bilineaire alternee sur g donnee par 
I?,@, Y) =f([X, Y]). On prolonge par lintaritt S et Bf sur gc, s’il en est 
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besoin. On notera simplement Wf au lieu de WBf. On dksigne par M(f, g) 
(resp. MGJ; gc)) l’ensemble des sous-algibres (resp. sous-algkbres complexes) 
b de g (resp. gc) telles que le sous-espace vectoriel sousjacent 21 $ soit 
totalement isotrope maximal pour la forme Bf. On appelle polarisation rkelle 
au pointfun ClCment de M(f; g). Plus gknlralement, une polarisation en f est 
une sous-algkbre complexe t, E M(f, gc) telle que t, + 6 soit une sous-algkbre 
de gc. Une polarisation f~ en fE g * sera dite positive si flf([X, 21) > 0 
pour tout XE 9. On dksigne par P’(S, g) l’ensemble des polarisations 
positives en fE g *. 
4. On dtsigne par dg une mesure de Haar B gauche sur G et par A, la 
fonction module de G de sorte que l’on a 
pour toute fonction numkrique 4 continue g support compact sur G et pour 
tout x E G. Soit H un sous-groupe fermk de G d’algkbre de Lie I). On dlsigne 
par AH,, le caractke de H B valeurs dans R+ dkfini par dH,G(h) = 
A,(h)/A,(h) = 1 det Ad,, h (. Sur l’espace des fonctions numkriques sur G 
vttrifiant F( gh) = AH,Jh) F(g) (g E G, h E H), il existe une forme linkaire 
positive et une seule (A un scalaire prks). G-invariante et notte 
Ft+ ‘&H(F) =$ F(g) d%,,(g), 
GIH 
ce qu’on d&it m&me pour F i valeurs dans un espace de Banach. 
S’il existe une mesure invariante sur l’espace homogene G/H, on la notera 
parfois dg. 
Soit z une reprtsentation unitaire de H dans un espace de Hilbert 3. On 
note 
G 
ind T 7c 
H 
la reprksentation induite de G correspondante. Elle est obtenue en 
considkrant l’action de G par translations a gauche dans l’espace des 
fonctions sur G i?~ valeurs dans X, mesurables et vkrifiant 
#(gh)=A,,,(h)“‘7t(h)-l~(g) (gEG,hEH)etVF,H(II#lI’)<+CO. 
5. On note Go la composante neutre de G. Pour X E gc, on note par 
la m2me lettre l’oplrateur diffkrentiel invariant Q gauche sur G qui lui 
correspond. En particulier, si X E g et si 0 E C”O(G), on a 
(gE G). 
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6. f?tant donnCe $ E P+ (J g) invariante sous G(f), on pose b = Q n g 
et e = (IJ + 6) n g. On note Do (resp. ED) le sous-groupe analytique de G 
asso& g b (resp. e). Soient D = G(f) Do et E = G(f) E”. On dit que b 
vtrifie la condition de Pukanszky si D . f =f + e’. On suppose qu’il existe 
une reprksentation unitaire g de G(J) dans un espace de Hilbert 9’ telle que 
sa diff&entielle soit ( j; -1 f 1 g(f)) id,. Si IJ vitrifie la condition de 
Pukanszky, qf se prolonge uniquement en une reprbsentation unitaire x,. de D 
dent la diffkrentielle st (p f 1 b) id,. On dlfinit la reprksentation i duite 
holomorphe pdf, ‘I,, I), G) comme sous-reprisentation de 
G 
ind T x,.. 
D 
Elle s’obtient dans le sous-espace Y’F(f, Q, 9, G) compl& de l’espace des 
fonctions C” appartenant i l’espace de 
ind y x, 
D 
et v&cant la relation 
X$ = (- &f(X) t l/2 tr ad,,& 4 
pour tout XE Ij. Si tel ‘?f est un caractQe et s’il est unique, on notera 
AS, 9, G) au lieu de p(f, vflr, b, G), etc. 
7. Soit b E M(f, g) stable sous G(f). On dit que 3 vCrifie la condition 
de Pukanszky s’il en est ainsi de bc E P+ (f, g), On rkcrit cette condition en 
autre forme lquivalente dent on se servira plus tard: IJ v&ifie la condition de 
Pukanszky si et seulement si FJ E M(ft I, g) pour tout I E 6’ (cf. [3j). Ceci 
(Itant, on pose H = G(f) Ho, oti Ho dtsigne le sous-groupe analytique de G 
correspondant i $. La reprbentation induite holomorphe p(f, qr, b, G) n’est 
autre que 
W vfI,, 0, G) = ind 4 xf. 
H 
So’it G un groupe de Lie rCsoluble connexe d’algkbre de Lie g. Soient 
fe g * et q, une reprksentation unitaire de G(J) dont la diffbrentielle est 
Calf I g(f)> id,, 06 Ip est l’espace de Hilbert de rf. On se donne main- 
tenant $ E P+ (ft g) stable sous G(f), et vCrifiant la condition de Pukanszky. 
Si s E Aut(G) stabilise f, 9 et la classe de qflr, posons, pour 
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4 E Rb =x(S, rf3 9, Gj, (v&j d)(g) = @,(s> W’(g)) et (W) $0) = 
WMv&j 4)(g)) (g E ‘3 avec une isometric R(s), choisie une fois pour 
toutes, dans Y satisfaisant a la relation q,(s(x)) = R(s) q,(x) R(s))’ 
(x E G(f)) et egale a V,(S) pour s E G(f), et avec 0,Js) E R+ fabrique de 
man&e a ce que CrJs) soit un operateur unitaire dans ‘Fti; i.e., 
f+(s)’ dvG,&(d) = dv,,,(gj ou encore 
Remarquons que v’,(x) = p(f, Q, h, G)(x) pour x E G(f). 
On suppose que h est admissible pour un ideal nilpotent n contenant 
[QY 91, c’est-i-dire ho = $ TI nc E P+ (f,, n) avec f0 = f 1 n E II*, et va 
developper quelques arguments empruntes a [ 21 (voir aussi [ 3, 4, 111). On 
pose Q1=Q(f~)=n-‘,fi=fi~,E~: et b,=bn(g&. On sait alors que 
h=h,+hO et que blEP+(f,,g,). Soient ~,=G(f,j et N=expn le sous- 
groupe analytique associe a n. Puisque N(f,) est connexe, ‘I/, est bien dtter- 
minie s’il s’agit de caractere. On voit d’ailleurs que G,(f,) = G(f) N(f,). Par 
consequent, il existe une seule representation unitaire +, de G,(f,) 
prolongeant qf et vttifiant drlr, = flf, 1 g,(f,). 
Puisqu’il existe une h, E P+(f,, n) stable sous G,, on construit une 
representation unitaire vhO de G, dans X0 =Z(&, ho, N) par la formule 
v,J gj = ~&vb,(d T,2ho (g E GA 06 T,thO est un operateur d’entrelacement 
enwe p. =P(.&, ho, Nj et p2 = ~(f,, h, N). En want @g, n> = vb(gjpo(nj 
pour g E G, et n E N, on definit une representation unitaire u du produit 
semi-direct G, X, N dans ,To qui prolonge po. D’autre part, on &end 
p, = p(f, , qf ,, h 1, G,) trivialement en une representation, otee encore p, , de 
G,X,N dam &=i~(fi,~f,,tJI,G,). 0 n voit alors que la representation 
p, @ u provient d’une representation, notee encore p, @ CJ, du sowgroupe 
ferme K = G, N de G. 
On introduit des objets b, e, Do, E”, D, E (resp. b,, e,, Do = Di, 
E,=Ei:b,, e,, Dy, Ey, D,, E,) a partir de hEP+(f,gj (resp. 
ho E P+(f,, n), h1 E P’(f,, 9,)). Par exemple, E, = C_,(fJ Ey ob E? d%ne 
le sous-groupe analytique de G, associe a e, = ($ 1 + h ,j T1 Q, , etc. 
On dit que h est semi-fortement admissible pour n si ho E P+ (Jo, n) est 
stable sous Ey , ce que nous supposons dtsormais. 
PROPOSITION 1. La reprksentation p = p(f, v,, $, G) est iquivalente ci 
ind 7 @, 0 uj, 
K 
indbpendante du choix de $ et son commutant est isomorphe ci celui de q,. 
POLARISATIONS RkELLES 107 
Si q/ est un caractere, p est tquivalente encore a la representation T(f, nf> 
construite par Auslander et Kostant dans [2]. 
Dbmonstration. En effet, au niveau du sous-groupe ferme K, un 
isomorphisme /i, entrelacant pi @ u avec p est donne sur certain sous-espace 
dense de Cq @ & par 
4)oY? 4)(gn) = W(m,o(g-‘hw (g,EG,,nEN, 
oti ty Eq, $ Edzp, (voir [2,4]). 
Soient q = n(fJ n kerf et Q le sous-groupe connexe correspondant. Alors 
Q est un sous-groupe distingue de Gj. Puisque pV;, q, / Gydf,), hi, Gy) est 
triviale sur QC G,(f,)’ et que Gy/Q est un groupe nilpotent connexe, on 
voit quef, s’annule sur l’algebre de Lie q de Q et peut considerer la represen- 
tation irreductible p(f,) de Gy associee a f,. En posant cl(fi)(x, g) = 
~&MfJW (x E WI g E G% on a une extension u(fi) de pdf,) au 
produit semi-direct G(f) X, Gy. Ayant prolonge gr, trivialement en une 
representation de G(f) X, Gy, on forme nf, @ aui) qui fournit par passage 
au quotient une representation de G(f) Gy . Entin, p(f,, rlf,, hl, G(f) G!) est 
equivalente a v~, @ a(fi) par U bien detini par 
UC0 0 !mh) = 4(g) qw ’ !J 
pourvEik,~E~,gEG~,hEG(f). 
Finalement, G(f) Gy = G,(f,) Gy n’ltant autre que le stabilisateur de p(f,) 
dans G,, la theorie de Mackey nous permet d’etablir l’enonce sur le 
cornmutant. c.q.f.d. 
On se donne maintenant une autre h’ E P+(J g) stable sous G(f), et semi- 
fortement admissible pour n. On sait que p (resp. po,pl) est lquivalente i 
P’ =P(.L rf, b’, G) (r-p. PA =P(.& 96, N), PI =N19 rf,, II;, G,) avec 
tl;=b’nn,, $; = ~j’ n (gr)c). Soit To (resp. T,) un isomorphisme 
entrelacant p. et p; (resp. pi et pj). 11 est facile de voir que l’isomorphisme 
T = +JT, 0 To> A;’ entrelace pK = p(f, q, b, K) et PL = P(S, vf, $‘, K). 
Introduisons b’, b;, b;, etc. 
On se donne I’operateur d’entrelacement Ti defini dans [6] entre p(f,) 
realisee dans R(f, , hi, Gy) et celle dans Z(fi, $ I, Gy). 
En fait, Ti se frabrique I l’aide dun noyau K,, don& par le theoreme 3.3 
dans [6) applique au groupe nilpotent connexe Gi/Q. Alors si l’on se limite 
au sous-groupe Gi = G(f) Gy de G, , T, s’obtient par 
sur un certain sous-espace dense de Z(fi, rf,, h, , G;). 
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On pose, pour h, E El0 et h, E G(f), 
~,;(hohJ = K,;(ho) %-@I)~ 
ce qui est bien defini sur E; = Ei” G(f). Pour 4 E &, on regarde l’ap- 
plication 
@@I =&;@) !?w) (g E G,) 
sur E; . 11 est aise de voir que @ est invariante a droite par D, n 0;. Puisque 
E;/D, n 0; est isomorphe i E;‘/Di n D;‘, on trouve ainsi une formule 
(T,$)(g) =l,,,D,nD, ~#O @(&I dh’ (g E GA 
I I 
ce qui est valable, par exemple, pour @ appartenant au sous-espace des 
vecteurs C” dep,. 
En ecrivant h E E’ sous la forme h = gn avec g E E; et n E Eh, on 
introduit un noyau Eh, sur E’ par 
&‘(h) = I?,,( gn) = d,,,,(g)- “2&);(g) Kg(n), 
ce qui est bien detini. 
PROPOSITION 2. Un isomorphisme entrelaqant p avec p’ est donnkpar la 
formu le 
(%+-d(g) = fE,,,,,,&@) a(&) dv,ymdh) (gEG) 
valable pour a appartenant ci un certain sous-espace dense de Zb. 
Dkmonstration (cf. [6]). 11 suffit de la montrer au niveau de K. On 
notera, par exemple, 20” l’espace des vecteurs C” de po. Soit a E Rb 
tel que /ib’a=~@$ avec #ES+??, YES?+?. Calculons Ta= 
A,,(T, @ 7’,)A;‘a. Pour g E G, et n E N, 
(Ta)(gn) = VI vKg)(vb;W1) Tad)(n) = VI v)(g>V0%&-‘) 4>@) 
D’autre part, on voit que le membre droit de la formule a montrer a un 
sens et 
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= I E;/D,nD; qw W(gh,)d,g,(h,)-“*dl;, 
d’ou le resuhat cherche. c.q.f.d. 
Soit s E Aut(G) stabilisant f; $, tj’, n et la classe de ~7,. On a un lemme 
fondamental, montre darts [2] pour le cas nilpotent. 
LEMME 1. Th'&(S) = q)'(S) Tffh. 
D&monstration. Prenons a Eq comme dans la proposition 2. On a 
alors, pour g E G, tenant compte de I’invariance de Kb; et K,; par s, 
P-Ij@&) a)(g) =$E,,DnD, ~,f(h)(v"h(s)a)(gh)dv,~.D,D~(h) 
= 8@iEr,D*D’ ~,,(h)R(s)(a(s-'(gh)))dv,',D,D,(h) 
x dvP,D,D'(h) (c(s)E R+), 
d’oti Tb,r,~&) = c(s) B,(s) 6$(s)-’ v;),(s) Tb,h. En comparant les normes, on 
obtient le resultat attendu. c.q.f.d. 
Dans ce qui suit, tout se fera sur K. En faisant intervenir l’operateur d’en- 
trelacement /i,, on va transformer F&r) en un operateur dans 4 @ & . 
Soieht @ERr et u/~Ry. On a, pourgEGG, et nEN, 
f&> 4# 4Kgn) = 4(s) R(d(4& CM - ‘(gn))> 
=Bh(~)R(~)(~~(s-‘(g)))(~b~(s--‘(g-*))g)(~-’(n)) 
= 4#) @&)-1($,(4 w>w(~&-‘wN #)W Yfl>>. 
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On introduit bZ E P+(f,, n) stable sous G,. La forme prtcise des 
opkrateurs d’entrelacement obtenue dans [6] nous permet les calculs 
suivants: ?I un scalaire rCe1 positif prks, 
avec l’indice de Maslov c( g$,, sbz, ho) E T. 
De mgme, on a A1(?,,(s) w, v&) $)( gn)= (f,,(S) V)(g)(V,(g-‘) VI&) (b)(n), 
et 
= IT&A* . Gl*flO%(s) Y4(@@‘) 
=~(g$o,~2,~o)(Tg~~,~~v~~(s)g)(gng-’) 
avec l’indice de Maslov c( gb, , b2, bo) E T. 
POLARISATIONS RiELLES 111 
De ce qu’on vient de voir, on obtient la relation 
cmo~ t)29 bo) qwq(w, ti)(gn) 
= &zoo9 sb2, bit) w, v&) #)(gn)* 
On a ainsi ttabli le: 
LEMME 2. 
avec la fonction c,(-, s) bien depnie par K 3 gn k+ c( gb,, &, bo) 
c(g~o,$z,Bo)-lETpourgEG, etnEN. 
En effet, la fonction cg(., s) s’annule sur E, N. 
Nous ne supposons plus que IJ soit invariante par s. D’aprts le lemme 1, 
I’opirateur unitaire C,,(s) = T~,if~,(s) T,,, dans Zb ne dkpend pas de 
t, ’ E P+ (f, g) stable par s, et semi-fortement admissible pour n. En faisant le 
diagramme ci-dessous commutatif, on trausforme F,(s) en un opkrateur F&J) 
dansq@RO: 
Go(s) = (T; lo T,- ’ j(cr, ( - , s) q(s) 0 v&))(T, 0 To) 
= T-‘(c,,(., s) $(s)) T, @ T&;(s) TO 
= q4 0 $(I(s) 
avec r,Js) = T;‘(c~,(-, s) fib;(s)) T,. 
__--_------ 
I 
qs) _ _ - - - - - - - - - - - -, 
I \ 
RBSULTATS PRINCIPAUX 
Soit G un groupe de Lie r&soluble connexe d’algkbre de Lie g, et soit 
f E g*. Now supposons qu’il existe une reprksentation unitaire Q de G(f) 
dans un espace de Hilbert 4p telle que sa restriction A GCf)’ soit le caractkre 
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ayant la differentielle flf ) g(f), et h E Mdl; g), stable sous G(j), verifiant 
la condition de Pukanszky. Nous fabriquons 
TV; rf, h G> = ind f xf 
H 
difinie plus haut et nous proposons de demontrer les theoremes uivants. 
THBOR~ME 1. La representation T(f Q, $, G) est independante du choix 
de $ et son commutant est isomorphe ci celui de nf. En fait, elle est 
equivalente ci la representation pdf; ‘]r, b”, G) construite ci Paide de 
9” E P’df, g) stable sous G(j) et fortement admissible pour un ideal 
nilpotent de g qui contient [g, g], et done ci Tdr; nY) lorsque nf est un 
caractt?re. 
TH~OR~ME 2. Soit s E Am(G) stabilisant f et la classe de, nf. Soient 
bl, I)2 E M(f, g) stables sous G(f), verzyant la condition de Pukanszky, et 
invariantes par s. I1 existe un isomorphisme T,, entrelacant T(f, Q, $, , G) 
avec T(f, nf, bz, G) et jouissant de la proprie’te’ TZ1 v;),(s) = F,,(s) T2,. Par 
ailleurs, si & & P’ dr; g) est G(f)-stable, invariante par s et semi-fortement 
admissible pour un ideal nilpotent de g, stable par s et contenant [g, g], il 
existe un isomorphisme T3z entrelacant Tdf; nf, t),,G) avec pdf, nf, b3, G) et 
tel que Tsl FbI(s) = cb,(s) T,, . 
On va montrer a la fois les theorbmes 1 et 2 par recurrence sur dim G. 
Remarquons qu’il sufftt de les montrer pour G connexe et simplement 
connexe, ce que nous supposons dans la suite. Commenqons par preparer un 
lemme concernant un cas particulier. 
LEMME 3. Soit n un ideal de g qui soit une algebre de Heisenberg de 
centre 3 tel que f 13 z 0 et que 3 soit contenu dans le centre de g. Cela 
entraine que g = nf + n, n* n n = 3. Soit a une sous-algebre abelienne de nf 
verzjiant ou bien g c g(f) ou bien [a, nf] c 3. Posons m = a + n et supposons 
que m 2 [g, g], [a, n] = 0 et que ad, X est semi-simple pour X E nf. Soit 
s E Aut(G) stabilisant f, nr, et m. 
(i) I1 existe une polarisation 5’ E Pf(f g) stable sous G(f), 
invariante par s et semi-fortement admissible pour m. 
(ii) TV, nf, I), G) est equivalente h p(f, nf, $‘, G), et par consequent a 
T(A qf) si q, est un caracthe. 
(iii) I1 existe un isomorphisme J entrelacant Tdf, n,, b, G) avec 
p(f nf, $‘, G) et v&z>ant Jv’(s) = i$,(s) J. 
Demonstration. Pro&dons par recurrence sur dim G. Soit f. = 
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flmEm*, alors mdfo) = a t 3 est un ideal de g, commutatif et s-invariant. 
Si a e? g(J), en admettant la proposition 3 obtenue plus tard, on peut passer 
de h 1 h fi a* t a contenue dans la sous-algcbre a* # g a laquelle s’applique 
I’hypothtse de r&nrence. Signalons simplement que Gcf) est contenu dans 
le sous-groupe analytique associe i af. 
Supposons que a c g(f). En rempla$ant a par a + 3 et passant au quotient 
s’il en est besoin par a f7 kerf, on peut se restreindre au cas ou ttt = n. Si 
g # $ t n, on n’a qu’a evoquer l’hypothese de recurrence au niveau de 
go = h t n. Supposons desormais que g = h t n. On garde la notation 
f,=f ]nEn*.Sib=hnn~j,bestunidCalabCtliendeget60=dfTn= 
b + n, avec une algebre de Heisenberg n, . II s&it d’appliquer l’hypothese de 
recurrence a g1 = h, + bfo, car dim g, < dim g et que g, est de la forme exigee. 
I1 reste a s’occuper du cas ou 3 = h n n. Alors h est abelienne. Posons 
n, = {YE n; [X, Y] = 0 pour tout X E n*). L’idCal n, de g est alors 
Heisenberg. On va voir que n, = n, d’ou g est nilpotente et le lemme decoule 
immidiatement. Cela revient au m;me de dire que (n,)fo = 3. Sinon 
W= (n,)‘On kerf, # (0) et ad,, tr’ serait diagonalisable dont les poids 
seraient ous non nuls. Soit V un sous-espace minimal parmi les sous-espaces 
invariants sous S = ad, n* de W, et soit U un supplimentaire S-stable de V 
dans W. 
Si [V, V] = (0), alors V’ = N(Bf ] U) est S-stable et Bf met en dualite Vet 
V’. On Ccrit, q &ant le supplementaire S-stable Un fi de V’ dans U, 
W = V@ V’ 0 q = p @ q avec p = V@ V’. Soit pr: g -+ p la projection de g 
sur p parallele B n* 0 q. Comme 3 = h n n, dim pr(h) = dim p = 2 dim V. Or, 
si~,={XE~;[X,Y]EjpourtoutYEp},onal~dimb/t),,<dimV.Ilen 
risulte qu’il existe deux elements X, , X, E h tels que X, & ho, X, E ho et que 
pr X, # 0. Par consequent, on a [Xi, X, ] # 0, ce qui est absurde. 
Si [V, VIZ {Oj, P renons vf n W comme U. Soient ho = {XE h; 
[X, Y] E j pour tout YE V} et pr: g + V la projection de g sur V parallele i
n* @ U. Les poids correspondants a V &ant imaginaires pures, on voit que 
dim h/h,, = 1. D’autre part, dim pr(h) = dim V= 2. Cela nous permet de 
raisonner comme pricedemment pour trouver une contradiction. c.q.f.d. 
Passons a la dimonstration des theoremes 1 et 2, et supposons qu’ils sont 
etablis pour les groupes de dimension inferieure a dim G. Supposons qu’il 
existe un ideal a # (0}, s-invariant, sur lequel $ s’annule. Notant A le sous- 
groupe analytique de G correspondant, on peut passer au quotient G/A 
auquel s’applique l’hypothese de recurrence. On se place dot&avant dans le 
cas ou il n’existe aucun ideal sur lequel f s’annule, car s’il existe un ideal 
a # (0) contenu dans kerf, alors JJt”-, ska est un ideal s-invariant sur 
lequel f s’annule. En particulier, si l’on note 3 le centre de g, dim 3 < 1. 
Le socle s de g est par defmition la somme des ideaux minimaux de g. 
Done, c est un idbal abelien caracteristique de g. Supposons d’abord s # 3. Si 
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a est un ideal minimal de g, a est commutatif et contenu dans h. En effet, si 
ad, h est trivial, $ + a est visiblement subordonne a f, c’est-a-dire totalement 
isotrope pour B,, d’oti h z, a. Si h n a = {O}, soit 1 E g* verifiant 1 Ef+ h’ 
ainsi que 11 a = 0. 11 est evident que $ + a est subordonne a 1, d’oi h 3 a 
d’apris la condition de Pukanszky. Si dim a = 2, dimlj n a = 1 et si ad,, lj 
n’est pas trivial, alors ad, h est reductible et diagonalisable. Soit (A i, A,} une 
base de a telle que t)na=RA,, [IJ,A~]cRA~. Ceci &ant, soit lEf+t)’ 
telle que l(A J = 0. A 2 est orthogonal a IJ par rapport a B, , et appartient done 
ii h d’apres la condition de Pukanszky. En tout cas, on arrive ainsi i une 
contradiction. Par suite b est contenu dans d et puis dans t#. D’ailleurs, dans 
notre situation, af coincide avec le centralisateur de a dans g et, en conse- 
quence, af coincide avec le centralisateur de B dans g. 
Soit Sf le sous-groupe analytique associi a ef. Considerons le sous-groupe 
ferme G’ = Gdf) Sf de G et f’ =f 1 sf E (sf)*. 11 est facile d’observer que 
Sf(f’) = S(G(f) n Sf) avec le sowgroupe connexe S associe a 5, et que 
H’ = H”Sf(f ‘) = H’(G(f) n Sf) = H n Sf, Par hypothese de recurrence, la 
representation 7~ = T(f ‘, qf,, h, S’), ou q,, = xf ( Sf<f’), est independante du 
choix de h, ou allant plus loin, n est tquivalente a p(f ‘, qy, $‘I, Sf) avec 
9” E P+(f, af) satisfaisant aux conditions requises dans l’enonci du 
theoreme 1. Or, il existe une telle polarisation h” E P’(JT g) contenue 
darts (&. 
Appliquant le theoreme 2 a Sf, la representation 
ind 7’ xf, 
H 
qui est juste l’extension de x a G’ dontree par G’ 3 gs +-+ F,,(g) n(s) avec 
g E G(J) et s E Sf, est bien Cquivalente a pdf’, qf, h”, G’). En induisant les 
deux representations, on trouve le theoreme 1. Pour montrer dans ce cadre le 
theortme 2, il suffit de poser deux etapes intermediaires aux niveaux de Sf et 
puis de G’. 
On s’engage maintenant dans le cas d s = 3. Done, dim 3 = 1 et f 13 # 0. 
Supposons qu’il existe dans [g, g] des ideaux de g, commutatifs, non 
centraux et s-invariants. Parmi eux, on en prend un minimal a. Si h contient 
a, introduisant le sowgroupe connexe Af associe a d et le sous-groupe ferme 
G’ = Gdf) Af de G, l’argument fait ci-dessus s’applique. 
Supposons d&sormais que $ $ a, et posons ho = $n a’, h’ = ho + a, 
t = $ + $’ = h + a. On voit aidment que h E Mdf, g) est stable sous G(J) et 
verifie la condition de Pukanszky. Soit H’ = GCf)(H’)’ avec le sow-groupe 
analytique (H’)’ de G correspondant a h’. De msme, soit K = Gdf) K”, oti 
K” denote le sous-groupe analytique de G associe a I. On se propose de 
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donner un sens a I’operateur formel T,,,, qui entrelace manifestement 
T(J rf, h, G) avec T(f, v~, h’, G), introduit par 
pour g E G et 4 E Zb = Z’(A v~, hc, G), oti xj designe l’unique representation 
de H’ prolongeant li’/ et ayant la differentielle flf 1 h’. 
La sous-algebre commutative b= h n a n kerf est stable sous l’adherence 
K de K. Quitte a raisonner au niveau de f?, cela nous permet, par passage au 
quotient au besoin, de supposer b triviale, c’est-a-dire 3 = h n a. 
LEMME 4. On peut choisir un supplt!mentaire p de b. dans b de telle 
mani&e que [p, a] c j. 
Dimonstration. Soit j = RZ avec f(Z) = 1. L’espace a/j s’ecrit en 
somme directe de sous-espaces g-stables de m&me dimension 1 ou 2; 
a/j = CT=, @ aj avec aj stable sous g, et dim aj = 1 pour toutj ou dim aj = 2 
pour toutj. 
Le premier cas: dimaj = 1 pour tout j. 11 existe dans a des elements 
A , , A 2 ,..., A, tels que a = CJ=i @ RA, @ 3 et que, pour chaque j, [X, Aj] = 
ai A, +/3,(X) Z (X E g) avec aj, /?j E g *. On va voir par l’absurde que 
/?J =pj / lj E t)*, 1 ,<j < n, sont lineairement independants dans lj* module 
(a; = aj 1 h E h*; 1 <j < n}. En effet, prenons une relation lineaire 
2 (ajaj +b,pj’)=O 
j=l 
(1) 
telle que les bj ne sont pas tous nuls. D’apres la condition de Pukanszky, il 
existe un indice j, veriliant aj, # 0 et bjO = 0. En effet, pour tous X E h et 
1 w-f v, B/(X, Cyc 1 cjA,i) = JfJf= 1 cj(a/(X) /li + pj(X)) (cj E R) avec 
Aj = I(Aj). Done si aj # 0 entrainait bj # 0 quel que soit j, on trouverait, 
choisissant cj et Aj convenablement, un element CT=, cjAj 6Z J appartenant a
h, ce qui est contradictoire. 
Parmi les relations lineaires entre a;, &, prenons la relation (1) de sorte 
que le cardinal de J = {j; 1 <j < n, bj # 0) soit minimal positif. Remarquons 
que les /3,! (j E J) sont lineairement independants modulo {a; ; j E J}. Soit 
j,, E J arbitraire. Si aj’, = 0, alors a$ = 0 pour tout j et le lemme est evident. 
Sinon, il existe dans t, deux elements X E njcJ ker Pj veritiant ai, = 1 et 
Y’E ker ajon n,eJ_(j,~ ker/Ij vtrifiant /Ii,(Y) = I. On a alors [X, Y] E 
IJ n njn=, ker aj n njeJ-tj,r ker pi, et la relation (1) se reduit en 
bj,,Pj,< Lx, YI I= 0, ce q ui est absurde car /?,,([X, YJ) # 0. 
Le second cas: dim a, = 2 pour tout j. 11 se traite tout i fait pareillement. 11 
se trouve dans a des elements Aj, Bj (1 <j< n) tels que 
580/60/l-9 
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a = CJ’= 1 @ (IUj @ RB,) @ 3 et que, pour chaque j, [X, Aj] = a](x) Aj - 
pj(X) Bj + lj(X) 2 et [X3 Bj] = fij(X) Aj + a,(X) Bj + pj(x> 2 (X E 9) avec 
aj, pi, ,Ij, pj E g*. En suivant le m&me argument que dans le cas pr&Cdent, 
on va voir que A; = Aj I$, Iu,! = pj 1 t, E I)* (1 <j < n) sont linbairement 
indlpendants modulo {ai = aj 1 ij, /3,! = ei / Ij E f~*; 1 <j < n}. Considkrons 
une relation Maire non triviale 
jJ (ajaj + bjpj + C,jAjl + dj/fi) = 0. 
j=l 
(2) 
La condition de Pukanszky oblige qu’il existe un indice j, vCrifiant 
Q;~ + b,‘, # 0 et cjO = djO = 0. En effet, pour tous X E I,I et 1 Eff I)‘, on 
calcule B,(X, Cj”=l (ejAj +fisj))= CJ=I ((ejtj +firlj) Or,(x) + (fjtjBejCj> 
@j’(x) + ejdi,!(x) +fjP~V)} avec rj = I@,) et cj = Z(Bj). Done, si les tgalitQ 
cj = dj = 0 entrainaient aj = bj = 0 quel soit j, on pourrait choisir rj, cj 
(I ,< j < n) satisfaisant aux relations cjrj + djcj = uj, djrj - Cjrj = bj. Par 
consbquent, CJ=, (c# j + d,B,) E 9, ce qui est absurde. 
Parmi les relations linkaires entre aj, fij, $, luj, prenons maintenant la 
relation (2) de man&e que le cardinal de .I = (j; 1 <j < n, cj’ + dj # 0) soit 
minimal positif. Alors, il rksulte de ce qui p&&de que AI, p,! (j E J) sont 
IinCairement indbpendants modulo {a;, & ; j E .I]. Soit j, E .I quelconque. Si 
ajO = /3j0 = 0, il en est de mi$me de toutes les a,!, /?i et kvidemment [IJ, a] c 3. 
Sinon, on trouve dans lj des 6liments X, Y, et YZ jouissant des propri& 
X E 0 jcJ (ker .-I, n ker pj), ajo( + /IjO(X)’ # 0, Y, E ker aj, n ker pj, n 
njeJ-,,, ker Aj n fijeJ ker ,uj, n,,(Y,) = 1 et Y, E ker aj,, Cl ker ,Bj,r’? 
fl,., ker 1, n nj~,- (j,) ker ,uj, ,u~,(Y~) = I. Ceci Itant, on obtient les igalitis: 
lj,C I& yI I> = -ajo(x>~ Pj,(LxY yl I) = -Pj,(x), ;Ij,Cix, y21) =Pj,<x>, 
luj,([x% Y*]) = -ajo( L a relation (2) nous donne alors cj,aj,(X) f 
dj,!?j,(X) = 0 et cj,pj,(X) - dj,ajO(X) = 0, ce qui entraine une contradiction 
cj, = djO = 0. La dimonstration du lemme est ainsi achevke. c.q.f.d. 
Eu &gard i ce lemme, K .f= exp a . (f+ I)‘) est fermC dans g* et le sous- 
groupe K se trouve fermC. En fait, soient exp X, . (f-t 1,)(X, E a, 1, E bL et 
n = 1, 2,...) tendant vers f E g*. En tvaluant cette limite sur p, la suite 
(X, },” , est convergeante modulo 3. 
Le lemme 4 nous rend capable de reprendre le raisonnement utilisi dans 
[ 121 pour rCaliser I’opCrateur d’entrelacement formel T,,, comme transfor- 
mation de Fourier ordinaire, ce qui prouve le thtorkme 1. Quant au 
tht?orkme 2, il sufflt de remarquer que, si t, est stable par s, I’opCrateur T,,, 
commute aux actions de s, ce qui veut dire que Tgrhch(s) = F$,(s) T,,,. 
De ce qui p&&de, on est 1 mZme d’obtenir la: 
PROPOSITION 3. On garde les notations. Soit s E AU(G) laissant stables 
f; q, et b. Soit a un id&al de g, commutatif et s-invariant. On pose 
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$’ = IJ n af + a E Mdf, 9). Alors 9’ vertjie la condition de Pukanszky, 
T(f; nf, 0, G) est Pquivalente a TY; nf, $‘, G) et de plus, il existe un 
isomorphisme ThJl) entrelacant ces deux representations et tel que T,,,v’,(s) = 
v’h,(s) Tbth. 
Reste a envisager le cas oh ii n’existe dans [g, g] aucun ideal de g, 
commutatif, non central et s-invariant. On sait alors que l’algebre derivee 
n = [g, g] et Heisenberg avec le centre 3, done g = nf + n et nfn n = 3. Soit a 
un ideal minimal parmi les idtaux non centraux de g contenus dans n. Sous 
nos hypotheses, a contient 3 et ii = CtZco 8(a) est un ideal s-stable tel que 
l’action adjointe de g sur ii/j soit semi-simple. On en deduit que ii est 
Heisenberg, sinon le centre de 5 serait un ideal abelien de g, s-invariant et 
different de 3, ce qui est absurde. Posons f0 =f ( n E n*. L’algebre 
(C)‘o = (ii,‘n n, qui est Heisenberg, est un ideal s-stable. 
En interant l’argument ci-dessus, on voit linalement que I’action adjointe 
de nr dans n est semi-simple. 11 en resulte qu’un ideal nilpotent de g 
contenant n est de la forme de m decrit en Iemme 3, qui nous donne les 
resultats cherchts. La demonstration des theoremes 1 et 2 est maintenant 
complete. c.q.f.d. 
Nous ne supposons plus G connexe. 
COROLLAJRE 1. Soit G un groupe de Lie dalgebre de Lie g. Supposons 
g resoluble. Avec les don&es et les notations precedentes, la representation 
T(f; nf, $, G) est indtpendante du choix de I). 
Soient gl, 4, deux telles polarisations reelles en f E g*. Soit s E Aut(G) 
stabilisant f, rj,, Q2 et la classe de nf. II existe dans cette situation un 
isomorphisme T, 1 entrelacant T(f, rf, b,, G) avec Tdf, nf, b2, G) et trans- 
formant f@,(s) en 5b2(s), ce qui veut signifier la relation TZ1 f@,(s) = fV2(s) TZI. 
Demonstration. 
et g E Go, 
Posons t,$ = qf ] Go(f) et G’ = G(f) Go. Pour s E G(f) 
on a T(f rf, 9, G’)(w) = f&j T(f; llf, b, G”)(g). Dow compte 
tenu des theoremes 1 et 2, Tcf, rf, h, G) = ind TE, TV, v~, $, G’) et indepen- 
dante du choix de $. 
La deuxieme affirmation se demontre facilement du theoreme 2 et d’un 
raisonnement qu’on a deja utilise implicitement a maintes reprises. En fait, 
soit c, un isomorphisme entrelacant TTY= Tdf, nj, lag, Go) avec 
$ = T(f, rf”, h2, Go) et veriliant T& C,Js) = FrJs) c:, . Un tel c1 existe 
d’apres le theoreme 2. Puisque oi = TV; qf, hi, G’) (i = 1, 2) n’est autre que 
l’extension de “7 par qf = Fbi 1 G(J), c, 
&me relation cl CrJs) = FrJs) cr. 
entrelace u1 avec u2 et satisfait a la 
Pour i = 1 ou 2, on identilie xi = T(f, ]?r, bi, G) i 
G 
ind T oi 
G’ 
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sous l’application Si qui a 4 E Rcf, I+, hi, G) associe @ appartenant a 
l’espace q de la dernitre, et donne par @( g)( g,) = #( ggJ pour g E G, 
g,E G’. On se donne maintenant Fz, :& -+;F”2 defini par 
(T,, @p)(g) = c”,,(@( g)) pour @ E&, g E G. En transportant T,, par le 
moyen de Si, on obtient visiblement un isomorphisme T2, = S; ‘T,, S, 
entrelacant 7rr avec 7r2. 
D’autre part, on calcule T6i(s) = SiChi(s) SF r ; pour g E G et @ E &, 
(%(s) @Kg) = v’hi(WP(s- ‘(d)). Dow (&&s) %, @Kg> = C&)t(~x @I 
(s%)N = $,<s> Gd@ts-‘td)) = w&)Pwltm = T;,ttqs) @> 
(g>) = <%+Js> @l(g), d’ ou decoule la relation Tzl Fb,(s) = Cc,(s) T,, . 
c.q.f.d. 
Le lemme 1 et le theoreme 2 nous permettent d’etablir des resultats 
analogues au corollaire 1. Leur demonstration est identique a celle du 
corollaire 1. 
COROLLAIRE 2. Soit n un ideal nilpotent invariant sous G(f) et tet que 
n 2 [g, g]. La representation pdf, nftr, IJ’, G) est alors independante du choix 
de 0’ E P’(f, g) stable sous G(f) et semi-fortement admissible pour n. 
On consider-e deux telles polarisations hi, 9; E Pi df, g). Soit s f Aut(G) 
stabilisant f, $I, b;, n et la classe de nf. Alors, il existe un isomorphisme T,, 
entrelarant p(f, n,, $I, G) avec p(f, n,, $i, G) et satisfaisant a la relation 
T*, v;,(s) = fI&) Tn. 
COROLLAIRE 3. Soit 9 E Mdl; g) (resp. Q’ E P’cf, g)) comme en 
corollaire 1 (resp. corollaire 2). Alors, rt = T(f, n,, Q, G) est e’quivalente a 
P =p(f, ~,b', G). 
Soit s E Aut(G) comme en corollaires 1 et 2. I1 existe alors un 
isomorphisme T entrelacant x avec p, et tel que T;,,(s) = F,,,(s) T. 
Examinons plus en detail le cas non connexe. Notre but est le: 
THBOR~ME 3. Soit G un groupe de Lie Galgebre de Lie g. Supposons g 
resoluble. Soit f E g”. Supposons qu’il existe une representation unitaire nf 
de G(f) dans un espace de Hilbert telle que sa dt&!rentielle dnf egale 
flf ] g(f ), et une polarisation reelle 9 E M(S, g) stable sous G(f) et 
ve’rtftant la condition de Pukanszky. Alors la representation 
TU vf 5 8, G) = ind i xf 
H 
est independante du choix de telle $ et son commutant est isomorphe a celui 
de r,~~ En particulier, elle est irreductible lorsque nf est un carat&e. 
Demonstration. D’aprb ce que l’on vient de voir, il reste a Ctablir 
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l’enonce sur le commuant de T(f ‘of, h, G) qui sera notee plus simplement 
T(f, v~) ou T(f, rlf, G). Cela se fait encore une fois par recurrence sur dim G. 
Voyons d’abord le cas oti dim j > 1, j dbignant le centre de g. Posons 
f’ = f / j E j * et a = j n kerf’. Le sous-groupe analytique A associi a a est 
ferme dans G. Notons, en effet, 51 I’algebre de Lie de I’adherence x de A. Les 
relations 2 c H et xf 1 A = 1 entrainent xr 1 A= 1, d’ou ii c kerf’ et A= A. 
Visiblement, A est distingue dans G’ = Gdf’). L’hypothese de recurrence 
appliquee a G’/A dit que le commutant de T(f, Q G’) est isomorphe a celui 
de T,~. La restriction de T(f, v~, G’) a la composante connexe 2’ du centre Z 
de G est un multiple du caractcre de Z” ayant la differentielle Gf’ dont 
G’ est le stabilisateur dans G. Done le commutant de 
r(.L rf> = ind ‘r’ Vf, rf, G’) 
G’ 
est isomorphe a celui de T(f, qr, G’) d’apres la thtorie de Mackey [8]. 
Supposons dlsormais que dim j ,< 1. 
D’une facon analogue, on se ram&e au cas oti il n’existerait dans g aucun 
ideal commutatif, G-stable, et sur lequel f s’annule. Car, si tels idtaux 
existent, prenons-en un a maximal. 11 se trouve que le sous-groupe analytique 
A de G associe a a est fermc. On arrive ainsi au quotient G/A auquel 
s’applique l’hypothise de recurrence. 
Supposons qu’il existe dans g des ideaux non centraux, abeliens et stables 
sous G. On en choisit un a maximal. Soit I)’ = IJ n af + a E M(f, g). D’apres 
le corollaire 1, Tdf, qf) = T(J ‘I,, I)‘, G). Posons f ’ = f 1 ar E (af) * et 
f0 =f 1 a E a”. Le sous-groupe ferme G’ = G(f,) ayant af, qui n’est pas egal 
a g, comme algibre de Lie, le commutant de 7’df’, qf,, lj’, G’) est isomorphe 
a celui de oT par hypothese de recurrence. La, qF est donne comme suit. Soit 
A (resp. (H’)‘) le sous-groupe analytique correspondant a a (resp. I)‘). Alors 
G’(f’) = G(J) A c H’ = G(f)(H’)‘. Notons x , la representation de H’ 
prolongeant TQ, et dont la differentielle st v+- -1 f ] h’. La representation ‘of, 
n’est autre que x,, restreinte a G’df’). On voit aussi que A est ferme dans G, 
que G’ est le stabilisateur du caractere CJ de A ayant la differentielle 
do =\/--Tf ] a, et que la restriction de T(f’, qY, h’, G’) a A est un multiple 
de cr. Enfin, la theorie de Mackey [8] nous assure que 
G’ 
a le commutant isomorphe i celui de T(f’, qF, $‘, G’) et done i celui de qY. 
11 reste a examiner le cas ou dim j = 1, f ( j # 0, et oti il n’existe aucun 
ideal non central, commutatif et G-stable. L’algebre d&iv&e n = [g, g] est 
alors Heisenberg, ce qui entraine g = nf+ n et nf n n = j. Soient 
fo=f /nEn* et N le sous-groupe analytique de G correspondant a n. 
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evidemment G = Gdf,) N. Soit a un ideal minimal parmi les ideaux non 
centraux de g contenus dans n. Si a n’est pas G-stable, il existe s, E Gdf,) tel 
ques,ana=3.Posonsa , = a + s, a. Si a, n’est pas encore G-stable, prenons 
s*EG(,,$) tel que s2ana,=3, et posons a2=a,+s2a=a+s,a-tsZa. En 
it&ant ce procedt, on arrive a un ideal G-stable ii = ak = a + s, a + . . . + sk a 
avec sj ‘Z Gdf,), et verifiant sja n aj-, = 3 pour j = 1, 2,..., k, admettant que 
a,, = a. I1 est clair que ii est Heisenberg, sinon le centre de fi serait un ideal de 
g, non central, commutatif et stable sous G. On a n = (C)‘o + ii, (iiron ii = 3, 
et (6p est Heisenberg, stable sous G. En recommencant pour (6p le raison- 
nement fait ci-dessus, on trouve que ad, X est semi-simple pour X E n/. Nous 
somme ainsi dans la situation d&rite en lemme 3. 
Pour continuer la demonstration, on a besoin des resultats obtenus dans la 
section priliminaire. On en reprendra les notations. On introduit 
lj’ E P+ (f, g) stable sous G’(J), admissible pour n, et telle que h(, = $’ n II, 
soit stable sous G”drb). Posons gi = g(fo) = tt’, fi =f 1 g, E g?, G, = G(f,) 
et ~r=~‘n(g,),EP+(f,,g,). Soit $=q,IGO(f). Vu le thioreme 1, 
P*= T(f; $A Go) est equivalente i p^’ = pdf, $, h’, Go). On remarque 
Go = Go(&) N = (G,)’ N et pose K = G(f) Go(&), M = G(f) Go = KN. 
D’od G”(Jo) = (G,)‘, note GT, et K= G(f)G’f=MCfo). Comme Gy est 
nilpotent connexe, G’(f) = Gt(f,) es connexe. 11 en resulte que 17f provient t 
du caractere fl,. Soient p = T(f $, GO), p’ =p(f; h’, Go) et 1, la represen- 
tation triviale dans l’espace .Y de q,. On a p^ = 1 Y @ p et p^’ = 1 u@ p’. 
Notons U une isometric qui entrelace p’ avec p. Pour s E G(f) et g E Go, 
T(f; ~rf, h, M)(sg) = C&s) ,4(g) = q,(s) 0 v?(s) p(g) avec vh construit dans 
AY(f, h, Go), ce qui nous dit qu’en posant v?,(s) = U-$,(s) U, on &end p”’ en 
une representation 7t de M donnee par z(sg) = Qs) @ v,,(s)p’(g). I1 s’agit 
done de montrer que le commutant de 
7i=indfn 
M 
est isomorphe a celui de ‘of. L’espace de 75 sera note 2. 
Pour chaque s E G(J), d’apres le lemme 3, il existe 9” E P+(f, g) 
invariante par s et semi-fortement admissible pour n. Par ailleurs, on sait que 
ub(s) est obtenu aussi par la formule vb(s) = T;.f,,v,Js) T,,,,, avec vh,, 
construit dans X(f, $“, Go). Notons u le cocycle de la representation 
projective vh;, de G, construite dans A?;, =R(f,, $A, N): quels que soient 
g,,g,E G,, v,Ot, g2)=u(g,,g2)vh,(gl)vh’(gz). D’aprks ce we l’on a vu g 
la fin des prejiminaires, rc se rtalke da& l’espace 9 @Z; 03; avec 
A?; = Z(fi, lj; , Gy) par la formule 
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pour m=kn=k,k,nEMavec k=k,k,EK, k,EGCf), k,E:GyetnEN, 
oti rh,(kl) = T;‘(c~,(., k,) v,;(k,)) T, avec v8;’ construit dans ZF = 
~(.A, bl’, G;). 
Puisque 71 est une vraie reprisentation, la formule 
pour k = k, k, E K avec k, E Gdf), k, E Gy , nous donne une reprksentation 
projective K de K dont le cocycle est K’, et dont la restriction i Gy est un 
multiple de pi. On considkre la reprksentation projective 
pz = ind :’ K 
K 
de G, ayant le cocycle 6’. Son espace sera not& 6. Quand on regarde 
l’action de G, dans le dual de Gy , qui est nilpotent et connexe, done de type 
1, K n’est autre que le stabilisateur de pi. D’aprt% Mackey [S], on admet que 
le commutant de p2 est isomorphe i celui de K et par suite A celui de + On 
prolonge p2 et 0 trivialement en deux objects correspondants, not&s par les 
memes lettres, du produit semi-direct G, X, N. 
Comrne vII;, a ttt fabriq& i ce que l’on eiit la relation 
v&hG(n) v&-‘1 =&(m-‘1 (gEG,,nEN), 
la formule p1 : G, X, N 3 (g, n) b v,;(g)p;(n) donne une reprtsentation 
projective ayant le cocycle (T. Finalement, pz @ p3 est une vraie reprtsen- 
tation fournissant par passage au quotient une reprbsentation, otie encore 
p2 @ p3, de G dont Ie commutant est isomorphe i celui de q,-. 11 ne reste plus 
qu’i voir que 7? est kquivalente i pz @ p3, ce qui est presque Cvident. En effet, 
cela se fait A l’aide de l’isom&rie r de Rz @Z; sur 2 dkfinie par 
WY #)(gn> = v(g) 0 pXn-‘)(vbiW) $1 (gEG,,nEN) 
pour J,U EZ~, Q, E R;, ce qui achtve la dkmonstration du thkorkme 3. 
c.q.f.d. 
Dans toute la suite, qf sera suppos6~ caractire, c’est-A-dire de dimension 1. 
Pour g E G, on note g . qf le caractkre de G(g .f) dCduit de q, par g. 
PROPOSITION 4. Pour i = 1 ou 2, soient 1;. E g * et qJi un caract&e de 
G(J;.) ayant la dlflhrentielle dvfi = d-1 f;. 1 gcf;:). Supposons qu’il existe 
bi E M(A, g) stable sous G(jJ et ve’rij?ant la condition de Pukanszky. Alors, 
T(f, , r,~~,) est kquivalente ti T(‘,, qf2) si et seulement s’il existe g E G tel que 
f2=cf-dlf2=g~~fj. 
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De’monstration. Le rtsultat est bien connu dans le cas connexe (cf. [2]). 
En outre, il est clair que T(f,, rlf,) est equivalente a T( g . fr , g . rlf,). Pour 
montrer l’inverse, on reprend le chemin de la demonstration du theoreme 3. 
Supposons qu’il existe un ideal abelien a stable sous G tel que le sous-groupe 
analytique correspondant A soit ferme. D’aprts la demonstration du 
theoreme 3 et la theorie de Mackey, T(J;:, qfi> restreinte a A est support&e par 
l’orbite G . ff c a * avec f! = fi ] a. D’oti G . f; = G . f 1, ce qui nous permet 
de supposerf;=f;. 
Notons A’ le sous-groupe ferme G(f ;) = G(f ;) de G et a’ son algebre de 
Lie ar] = af2. D’apres [S], l’equivalence 
r(fl, rlf,)= ind 7 r(fi, rlf,,A’) = T(f,, rfJ= ind y T(f2, vff,,A’) 
A’ A’ 
entraine l’equivalence T(f; Q, , A ‘) N T’(f2, qfIf,, A’). Si dim A ’ < dim G, 
I’hypothese de recurrence assure I’existence d’un g E A ’ tel que f, = g -f, sur 
a’ et que vf,=g.qf,. Cela signifie que g . fi E f2 + (a’)‘= A - fi. Comme 
a . rf, = v~, quel que soit a E A, on trouve le resultat cherche. 
D’apres ce qu’on deja vu jusqu’i maintenant, il suffit d’examiner la 
dernitre Ctape de la demonstration du theoreme 3. La theorie de Mackey 
exige T(f,, qf,, G(f) Go) N T(f,, qfz, G(f) Go) et par suite, en restreignant 
cette equivalence a Go, on voit aussitot que T(f,, q/o,, Go) = T(f2, t$?, Go) 
avec q;i= qr,] Go(h) (i = 1, 2). D’apres [2], il existe g E Go tel que 
fi = g . f, . On peut ainsi supposer que f, = f,. Ce qui doit Ctre demontre, 
c’est que q,= q; si Tdf, ylf> N Tdf, r;). 
En effet, posons CT = Tdf, ‘of, G(J) Go) et c’ = T(f, II;, G(J) GO). Dans le 
cas envisage, c ] Go = 0’ ) Go = T(J Go) car Go(f) est connexe. La relation 
d’tquivalence U: o N u’ montre, par restriction a Go, qu’a T(f, Go) commute 
U. Puisque T(f, Go) est irreductible, on en deduit que U est un scalaire, ce 
qui entraine qf = vi. c.q.f.d. 
L’existence d’un caractere ‘or et d’une polarisation reelle h en f E g* 
posddant les proprietes requises ne depend que de l’orbite G a$ Notons X 
l’ensemble de telles orbites. Pour chaque R E X, on choisit une representative 
fn E a et note 
I’ensemble des caractbres de G(fn) ayant la differentielle \/-ifn ) g(fn). On 
voit ainsi que l’application 
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dkduit une application injective de 
dans le dual 6 de G. 
Remarque. Comme l’exemple suivant, signali: par Duflo, le montre d&j& 
la condition de Pukanszky n’est pas nicessaire pour que la reprtsentation 
associke soit irrkductible. 
EXEMPLE. Le groupe ax + b complexe. Soit IJ I’algkbre ax + b complexe 
regard&e comme algkbre de Lie rkelle, ce qui revient au m&me de dire que g 
est I’algibre de Lie r&soluble de dimension 4 dCfinie sur la base (el , e,, e3, e,) 
ayant les crochets non nuls: ie,,e,] =e3, le, ,e,] = e4, [e,,e,] = e4, 
[e,, e,] = -e,. On note G le groupe de Lie rdsoluble connexe et simplement 
connexe d’algibre de Lie g. 
Posons f = ef E g*, t, = Re, @ Re, et n = [g, g] = Re, @ Re,. On note 
H = exp Q et N” = exp n les sous-groupes analytiques correspondants. On a 
alors G = HN” = N’H. 11 est kvident que G(f) = exp 2nZe,, IJ E M(S, Q) et 
que IJ ne v&ifie pas la condition de Pukanszky, prCcistment dit, H. f n’est 
autre quef+ $’ tout entier, hors l’origine. On part du caractire trivial v0 de 
Gtf) et le profonge en unique caractire xl.h (resp. xf.J de H (resp. 
N = G(J) #‘) ayant la diffkrentielle. flf: 11 est bien connu que 
T(.L:o,n,G)=indixf.. N 
est irreductible. Pour montrer l’irrirductibiliti de 
T(f, ro, 0, G) = ind ‘i x~.~, 
H 
on va donner un sens 1 I’optrateur U introduit formellement par, 4 appar- 
tenant i I’espace 4 de T(f; v,,, b, G), 
W)(g) = jN~b(gn)x,;m dn (g E G) 
qui entrelace visiblement les deux reprksentations. 
De la fagon usuelle, l’espace Z” de T(f; qo, n, G) s’identifie i I’espace 
L2(R X (0,27r);dt, dt2) et Zb i L2(RZ;dt3 dt4) sous les applications R, 
et R, donnkes par (R,w)(c~, r,) = W(exp(t, e, + f,e,)) et (R,#)(t,, t4) = 
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#(exp(t, e3 + t, e,)). Sous ces identifications, notre operateur U a un sens. En 
effet, pour 4 EZb, 
+ t, cos t2)] dt, dt, 
=e p’l(F$)(-e-‘l sin t,, e-‘l cos t2), 
ou .T dksigne la transformation de Fourier ordinaire. On en dbduit que 
,, u4,,2 =JR,,, 2n) e-2t~ I(LF$)(-e-fl sin t,, e-” cos t*)l’ dtl df2 
= Fw* I,* I$( t,, t,)l’ dt, 4 = CW* 114)11*~ 
d’oti le rksultat attendu. 
En fait, xr,t, est trivial et le rksultat dit qu’irrkductible st la reprtsentation 
quasi-rlgulikre associ6e $ I’espace homoglne G/H. 
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