Abstract. We establish a multiplication formula for a tridiagonal standard basis element in the idempotented coideal subalgebras of quantum affine gl n arising from the geometry of affine partial flag varieties of type C. We apply this formula to obtain the stabilization algebrasK 
Introduction
In this article, we continue our study [FLLLWa] , joint with Chun-Ju Lai, Li Luo and Weiqiang Wang, of the Schur algebras and their stabilization algebras of affine n-step partial flag varieties of type C. As the main result in this paper, we establish a multiplication formula for a tridiagonal standard basis element in these algebras. This result is supposed to be included in loc. cit. as a critical first step, but was excerpted from the loc. cit. partly due to the length of the paper. Instead, a more conceptual multiplication formula of a new generator, denoted by f A , was used as a substitute in loc. cit. A third multiplication formula is further secured in [FLLLWb] via a Hecke-algebra approach. All three formulas look drastically different, have their own advantage, and coexist coherently. They reflect the richness of (the structure of) these algebras, even though the establishment of each one of them is a painstaking task.
The multiplication formula in this article possesses a remarkable symmetry and, as an application, it yields an isomorphism of two seemingly-different classes of Schur algebras in [FLLLWa] with compatible monomial, standard and canonical bases. The proof of the latter isomorphism result is the only one available as far as we know. As a second application, the multiplication formula in the setting of affine Grassmannian in type C should lead to an explicit formula for parabolic affine Kazhdan-Lusztig polynomials similar to [LW15, Section 7] . We expect our formula to play a role in categorifications of these algebras as well.
In what follows, we discuss in more details the background and results of this article.
0.1. Overview. It is well-known that the convolution algebras of flag varieties provide a natural geometric model for Hecke algebras. As an important feature from this model, the Kazhdan-Lusztig bases [KL79] of the Hecke algebras can be interpreted as intersection cohomology complexes therein and from which one can deduce nontrivial properties such as positivity.
Later, Beilinson, Lusztig and MacPherson [BLM90] observed that partial flag varieties of type A is a geometric setting for quantum gl n . For other classical partial flag varieties, it is only known recently that they are governed by coideal subalgebras of quantum gl n ( [BKLW14, BLW14] ).
There is an affinization of the above results making a connection between affine flag varieties of type A and C and quantum affine gl n /sl n [GV93, Lu99, Lu00, SV00, Mc12] and their coideal subalgebras ( [FLLLWa] ).
More precisely, we provide a description of the convolution algebra of affine partial flag varieties of type C in the work [FLLLWa] . Among others, we show that it is controlled by certain coideal subalgebra of quantum affine gl n and in turn provides canonical bases for the latter algebras. As a crucial ingredient, we show that the convolution algebra admits a set of bar-invariant multiplicative generators, denoted by f A therein, parametrized by certain tridiagonal matrices. Roughly speaking, the bar-invariant basis f A corresponds to a product of Chevalley generators in higher-rank convolution algebras in a specific order. In particular, one can derive a multiplication formula for f A by repetitively applying the multiplication formulas for Chevalley generators, which turns out to be simple. This leads to a construction of the idempotented version of the associated coideal subalgebras of quantum affine gl n and their canonical bases after a suitable stabilization following [BLM90] and [FL14] .
There is yet another natural set of multiplicative generators consisting of the tridiagonal standard basis elements [A] , which is parametrized by the same set of tridiagonal matrices for the generators f A . The transition matrix of the two bases turns out to be unitriangular. The purpose of this paper is to establish a multiplication formula for the tridiagonal standard basis elements [A] , which then provides a direct construction of the affine coideal subalgebras of quantum affine gl n and their canonical bases in [FLLLWa] with some further new and interesting symmetries.
Main results.
Since we know essentially the multiplication formula for f A , the complexity to establish the multiplication formula for a tridiagonal basis element [A] is incorporated in the transition matrix of the two bases, which ends up producing coefficients involving terms (v m − 1) for various m. The latter terms vanish in finite types or affine type A since f A and [A] coincide for the necessary matrices in these cases and hence the transition matrix is the identity matrix. A rough form of the multiplication formulas is as follows, and we refer to (5), (6), (18), (25), (77) and (79) for unexplained notations.
Theorem A (Theorem 3.2). Let α = (α i ) i∈Z ∈ N Z such that α i = α i+n for all i ∈ Z. If A, B ∈ Ξ n,d satisfy that co(B) = ro(A) and B − 1≤i≤n α i E i,i+1 θ is diagonal, then we have
where the sum runs over all S, T ∈ Θ n subject to Condition (21), ro(S) = α and ro(T ) = α J , A − T +Ť ∈ Θ n , and A S,T ∈ Ξ n,d .
In many respects, the way we derive this formula has many similarities to, and is partially based on, the one on quantum affine gl n constructed in [FL15] . Note that the latter formula is first discovered in [DF13] via an Hecke-algebraic approach. Besides the new construction in [FL15] , the identification of the affine type-A analogue of f A and [A] for A bidiagonal indeed gives an easier way to deduce this formula.
Even though the multiplication formula is rather involved, we are able to obtain sufficient conditions on when a leading term with coefficient 1 is produced under such multiplication, which allow us to observe a BLM-type stability property as d goes to ∞. The stabilization also allows us to formulate a limit algebraK One can define another algebra K c n so thatK c n is identified with the idempotented version of a coideal subalgebra of quantum affine gl n as is shown in [FLLLWa] .
Similarly, the other families of convolution algebras {S , which require some additional work (it follows a strategy similar to [FL14] ). Despite quite complicated, the structure constants in the multiplication formula in Theorem A manifest remarkable symmetries, reflecting the shift by half-period in parametrization matrices, which allow us to show that Theorem C (Theorem 4.9). There is an isomorphismK Simultaneously, a Hecke-algebraic approach has been developed in a companion paper [FLLLWb] , which reproduces most of the main results of this paper in different forms. In light of a result in loc. cit. the algebras denoted by the same notationsK in the paper and [FLLLWa, FLLLWb] are isomorphic and they are idempotent versions of coideal subalgebras of quantum affine gl n . Having the three approaches available indicates the rich structures in these algebras arising from geometry. 0.3. The organization. In Section 1, we recall the setting from [FLLLWa] on the convolution algebras S In Section 2, we obtain a multiplication formula for a tridiagonal standard basis element in the convolution algebra S c n,d . The proof is rather involved taking up the whole long section, and the formula is the key to the remaining sections on the structures of S c n,d which leads to the construction of the limit algebraK c n . In Section 3, we obtain a monomial basis for the convolution algebra S c n,d based on the multiplication formula obtained in Section 2. In particular, it follows that the standard basis elements parametrized by tridiagonal matrices form a generating set for the algebra S 
1.
Recollections from [FLLLWa] In this section, we recall the setting from [FLLLWa] and fix some notations. There is no new result in this section.
1.1. The space of affine flags of type C as symplectic lattice chains. Let N = {0, 1, 2, . . .} and Z = {0, ±1, ±2, . . .}. For a ∈ Z and b ∈ N, we define
Let k be a finite field of q elements. Let F = k((ε)) be the field of formal Laurent series over k and o = k [[ε] ] the ring of formal power series. Let V be an
Assume further that V is equipped with a non-degenerate symplectic form (−, −). Hence V is even dimensional, say 2d. Let Sp(V ) be the group of isometries with respect to the form (−, −). For any lattice L ∈ V , we set
The # operation enjoys the following properties that we shall use freely later on. For any two lattices L,
We are interested in the symplectic lattices, which are those homothetic to a lattice Λ such that εΛ ⊆ Λ # ⊆ Λ. Once and for all, we fix an even number n = 2r + 2, for some r ∈ N.
Let X c n,d be the set of all chains L = (L i ) i∈Z of symplectic lattices in V subject to the following conditions.
The group Sp(V ) acts naturally on X c n,d . Let
where
as the union of Sp(V )-orbits in X c n,d . From the analysis of [Sa99] , [H99] (see also [FLLLWa, Section 3 .2]), we see that X
be the set of all matrices A = (a ij ) i,j∈Z with entries in N such that a ij = a i+n,j+n , ∀i, j ∈ Z;
To a matrix A ∈ Θ n,d , we associate its row/column vector ro(A) = (ro(A) i ) i∈Z and co(A) = (co(A) i ) i∈Z by
We set E ij to be the matrix whose entry at (k, l) is 1 if (k, l) ≡ (i, j) mod n and zero otherwise. We also set
For later use, let
Clearly, there is a bijection
, we can attach a matrix A ∈ c Ξ n,d whose (i, j)-th entry is given by
We shall denote O A for the Sp(V )-orbit parametrized by A. Let e A be the characteristic function of O A . Under the isomorphism (7), we can also parametrize the Sp(V )-orbits in X 
where the specialization of the polynomial g C A,B (v) at √ q is given by
It is known that g C A,B = 0 for all but finitely many C. The algebra S c n,d is the convolution algebra on X c n,d and is called the Schur algebra in [FLLLWa] . We consider the subset Ξ
We define an idempotent in S 
We define j 0 for Ξ ı n,d in exactly the same way as j r in (12) and we set S 
and we know from [FLLLWa, Section 8.4 ] that S 
Multiplication formula for tridiagonal standard basis elements
In this section, we obtain a multiplication formula in the convolution algebra S c n,d for a tridiagonal standard basis element. The formula is the key to the remaining sections on the structures of S c n,d which leads to the construction of the limit algebraK c . The proof of the formula is rather involved, taking up the whole section.
Note that the formulation for the multiplication formulas in this section use the index set c Ξ n,d in (4) for bases of S c n,d , as it is most convenient to use c Ξ n,d in its proof. It will be reformulated in terms of Ξ n,d in Section 3.
2.1. The formula. Let n = 2r + 2 with r ≥ 0. We denote
We also denote
Where I is the identity matrix. We define a (row shift) bijectionˇ: Θ n → Θ n by sending S = (s ij ) toŠ
Given A, S, T ∈ Θ n , we set
But a ′ ij may be negative, so A S,T is not in Θ n in general. Consider the following subset Ξ n of Θ n :
Lemma 2.1. Let A ∈ Ξ n and S, T ∈ Θ n be such that A S,T ∈ Θ n . Then we have A S,T ∈ Ξ n if and only if S, T satisfy
Proof. By substituting i with i − 1 in Condition (21), we have
It now follows that a
The above argument can be reversed to establish the opposite direction.
Recall the quantum v-binomials from (1). For S = (s ij ) and
Given three sequences α = (α i ) i∈Z , γ = (γ i ) i∈Z and β = (β i ) i∈Z in N Z such that their entries are all zeros except at finitely many places, we define (24)
where the sum runs over all upper triangular matrices σ = (σ ij ) ∈ Mat Z×Z (N) such that ro(σ) = β and co(σ) = γ. Given a sequence a = (a i ) i∈Z , we define the sequence a J whose i-th entry is a −i for all i ∈ Z. We set
where S i and T i are the i-th row vectors of S and T , respectively, and n(α, γ, β) is in (24).
To α = (α i ) i∈Z ∈ Z Z , we set
We can now state the general multiplication formulas for the convolution algebra S 
is diagonal, then we have
where the sum runs over S, T ∈ Θ n subject to Condition (21) ,
We make some remarks before providing the proof of this theorem. for some i ∈ [0, r] and k, then the structural constant n(S i , T i , S
The remainder of this section is devoted to the proof of Theorem 2.2. In the proof, we shall work over a finite field F q , and all the quantum numbers and quantum binomial coefficients (defined via the indeterminate v) are understood below at the specialization v = √ q (i.e., v 2 = q).
2.2.
Toward a proof I: type A counting. Let V be a finite dimensional vector space over
The following lemma can be found in [Sch06, Example 2.4], see also Remark 2.13 for a proof.
Let σ be an upper triangular matrix such that ro(σ) = w. Let t = co(σ) and F t (V ) be the set of all flags in V of type t. Consider the set
Here W = (W i ) 1≤i≤m is a fixed flag of type w.
Lemma 2.7. The cardinality of F W t,σ is given by
We want to determine the number of choices of F j such that F j−1 ⊆ F j ⊆ W j and
is the same as counting the number of choices ofF j in W j /F j−1 such that
Note that
By Lemma 2.6, this number is equal to
Taking product over all j and using w k − j≥l σ kl = j<l σ kl , we have proved the lemma.
be two partial flags of V . We set
To a triple (s, t, t
be the set of all subspaces U such that V 1 ⊆ U ⊆ V 3 and subject to the following conditions:
Note that Condition (34-iii) is equivalent to the following condition:
. To a sequence of length m, we can regard it as a sequence indexed by Z by setting the value at the undefined positions to be zero. So the notation n(s, t, t ′ ) for s, t, t ′ ∈ N m is well defined.
Proof. We first treat the case when V 1 = 0. We consider the following two sets:
We define a map
We shall show that φ has constant fiber and hence the cardinality of Y s,t,t ′ is reduced to counting the fiber, Y 
We shall determine its cardinality. We recall that the subspaces U in V such that U ∩ V 2 = W and
= T are parametrized by Hom(T, V 2 /W ). More precisely, for any x ∈ Hom(T, V 2 /W ), we can define such a subspace
It is easy to see that for any x ∈ Hom(T, V 2 /W ), its associated subspace U(x) satisfies Condition (34-i), by definition.
Let F t ≡ F t (T ) be the set of all partial flags in T of type t. Let
be the function defined by
This is well defined because
where the last equality is due to (40) and Condition (34-iii ′ ). We shall use π and F t (T ) to compute the cardinality of Y W,T .
Consider the flag
where σ runs over all matrices with coefficients in N such that ro(σ) = t ′ and co(σ) = t, and F
Let us fix a flag F ∈ F
j for all j, we see that the fiber π −1 (F) is empty if σ is not upper triangular. So let us further assume that σ is upper triangular.
Meanwhile, we fix a decomposition
Under the above refinement of the spaces T and V 2 /W , the linear maps x in Hom(T, V 2 /W ) can be rewritten as
is the restriction of x to the prescribed subspaces. Since Z ij = 0 for all i > j, we have x l ij = 0 for all i > j. So U(x) in (39) can be refined to be
Let us choose and fix a decomposition
By using the descriptions (41), (42), and the fact that U(x) satisfies Condition (34-i), we see that the subspace U(x) satisfies Condition (34-iii ′ ), hence (34-iii), if and only if
The first condition in the above is equivalent to
where F is a fixed flag in F 
Since π −1 (F) depends only on σ and s, we see that the cardinality of the fiber of the restriction
, is constant and given by (43), hence
where F is any fixed flag in F T ′ t,σ . By (43), (44) and (32), we have
where σ runs over all matrices with coefficients in N such that ro(σ) = t ′ and co(σ) = t, its cardinality is given by
Thus #Y W,T is independent of the choice of T and W . Hence φ in (37) is surjective and of constant fiber, which, together with (45), implies that
Therefore, the proposition follows from (46) and (38) for the case V 1 = 0 (hence c 1j = 0).
The general case can be reduced to the case V 1 = 0 by taking the quotients with respect to V 1 . More precisely, the role of the pair (V, V ′ ) is replaced by the pair (V,V ′ ) wherē
for all 1 ≤ i ≤ 3 and 1 ≤ j ≤ m. As a consequence, we have
The general case then follows from the case V 1 = 0. The proposition is proved.
Let V * be the dual of V . We thus have a canonical pairing −, − :
. Given a subspace U ⊆ V , we set U ♭ := {f ∈ V * |f (u) = 0, ∀u ∈ U} to be the perpendicular of U with respect to the pairing. More generally, associated to the flags
Proof. Recall that Condition (34-iii) is equivalent to Condition (34-iii ′ ), where c 2j = c 2j (V, V ′ ), which in turn is the same as the following condition:
So we have
On the other hand,
Thus we have
where the last equality is due to the definition of s
Change the index j ↔ m+1−j, we see that
. Tracing backward the above argument, we see that
♭ is well defined, and (U ♭ ) ♭ = U implies that the map is a bijection. The proposition follows.
Proof. The proof of Proposition 2.9 also shows that there are bijections 2.3. Toward a proof II: type C counting. In this section, we assume that V is an even dimensional vector space over F q equipped with a non-degenerate symplectic form. As in the previous section, we fix a flag W = (W i ) 0≤i≤m of type w = (w i ) 1≤i≤m . We require that m = 2r + 1, and W is isotropic, i.e., W
Lemma 2.11. The cardinality of Y j in (51) is given by
, if j = r + 1,
Proof. Assume that u = 1. Since any one-dimensional subspace in V is automatically isotropic, we see that
This is exactly (52) for u = 1. Now we treat the general case. We introduce a new set
In particularỸ j (V, W; 1) = Y j (V, W; 1). Consider the projection
Hence it follows by (53) that
This implies that π k is surjective with constant fiber. Applying repeatedly (54), we obtain
The natural projection fromỸ j (V, W; u) to Y j (V, W; u) is surjective and its fiber is the set of all complete flags in an u-dimensional space over F q . Since the cardinality of the latter set is [u]!, we have #Y j (V, W; u) = #Ỹ j (V, W; u)/[u]!, from which the lemma follows.
Recall the set Y a (W) in (30), and recall in addition that m = 2r + 1 and W is isotropic in this section. Let
is the i-th entry of a k . We then have a bijection
By using (52), we have
where = (a 1 , . . . , a r−1 , 0, . . . , 0) . (35) and (36), respectively. For V in (33), we further assume that
Proposition 2.14.
Proof. We treat the
where φ is defined in (37), the vertical maps are inclusions and φ sp is the map induced from φ. Now for a pair (W, T ) in Y ′′ s ×Y ′sp t ′ , the fiber of (W, T ) under φ is contained in Y sp s,t,t ′ (V, V ′ ) (here we freely use identifications under the inclusions). This implies that φ sp is of constant fiber and its fiber is the same as that of φ. Thus #Y
We know #Y ′′ s by (38), and #φ −1 (T, W ) = n(s, t, t ′ ) by (45), and by Lemma 2.12,
The proposition for V 1 = 0 follows from these computations.
The general case can be reduced to the V 1 = 0 case by considering the reduction U → U/V 1 as in the proof of Proposition 2.8. The proposition is proved.
The rest of the section is a description of the duals of the set Y sp a (W) and
The lemma is proved.
. We assume further that there is a non-degenerate symplectic form on V 2 . We set
where U ⊥ is taken with respect to the form on V 2 . Note that to define sp Y s,t,t ′ (V, V ′ ), a form on the whole space V is not needed. Recall the notations s ♭ from (48) andṼ from (47).
Proposition 2.16. We have a bijection
Proof. In the definition of Y sp s,t,t ′ (V, V ′ ), the assumption that V is equipped with a nondegenerate symplectic form is not essential. It is still well defined if we assume that V is equipped with a possibly degenerate symplectic form such that V ⊥ 2 = V 3 , hence V 3 /V 2 inherited a non-degenerate symplectic form from that of V . With this point, the bijection follows readily from the proof of Proposition 2.9.
2.4.
Step 1 of the proof: the piece Z S,T . Recall the setting from Theorem 2.2. Suppose that e B * e A = g
,A e A ′ , we shall narrow down those A ′ which could have nonzero structure constants and interpret the latter as the cardinality of a given set.
Let us fix a periodic chain L of symplectic lattices in X 
Recall α = (α i ) i∈Z is given in Theorem 2.2.
Lemma 2.17. The set Z admits a characterization as follows.
Here and below
In particular, we have
The second condition in the characterization of Z is clear. Hence Z is included in the set on the right hand side of the equation in the lemma.
The other direction of inclusion follows from the definition.
Let us fix a second chain L ′ in X c n,d . We set
We formulate the following condition:
(59 ij ) Associated to S, T ∈ Θ n , we define a subset Z S,T of Z as
Clearly, {Z S,T } forms a partition of Z.
Lemma 2.18. If Z S,T in (60) is nonempty, then S and T must satisfy Condition (21).
Proof. For any i, j ∈ Z, we have
Thus by the assumption of the pair (S, T ) in (59 ij ), we have
By combining (61) and (62), Condition (21) holds for S and T .
By (61), we actually have
.
Lemma 2.19. If Z S,T in (60) is nonempty, then ro(S) = α and ro(T ) = α
# where α # is defined in (26).
Proof. By definition, we have
where the second equality follows from the observation that the sequence (L
The lemma follows.
The following lemma justifies the relevance of the partition Z = Z S,T .
By (63), (61) and the definition of c ij in (59), we obtain 
where the last equality is due to Lemma 2.20. Lemmas 2.18 and 2.19 guarantee that we can impose the conditions on S and T in the proposition.
2.5.
Step 2 of the proof: counting Z S,T . For 0 ≤ i ≤ r, we introduce an index set Z(i) to be the subset of Z consisting of all integers k ∈ [−i − 1, i] mod n. Recall from the previous section that we fix a pair (L,
and the conditions (59 kj ) for all k ∈ Z(i). We then have the following tower of projections:
We shall show that each π i is of constant fiber and hence the cardinality of Z S,T is a product of the cardinality of the fibers of π i for 0 ≤ i ≤ r.
So we focus on computing the cardinality of the fiber of π i . We set
under π i for all 0 ≤ i ≤ r. Due to the periodicity, i.e., εL m = L m−n , the set Z i S,T (L i ), for 1 ≤ i ≤ r, is in bijection with the set of pairs (L
(Here V F is a 2d-dimensional symplectic space over F = F q ((ε)).) The third condition is redundant since it is implied by the first two conditions. The first condition in (59 kj ) for k = −i − 1 is equivalent to the following condition:
The second condition of (59 kj ) for k = −i−1 is equivalent to Condition (21) by the argument in the proof of Lemma 2.18. So the above analysis allows us to identify
, L satisfies Conditions (59 ij ) and (65 ij ) ∀j ∈ Z. Recall that we can find a lattice M such that L n−1 ⊆ M ⊆ L n and M/εM admits a non-degenerate symplectic form over F q from that on
Recall the notation Y s,t,t ′ (V, V ′ ) from (34). To a matrix M, we write M i for its i-th row vector. By Lemma [FLLLWa, Lemma 3.3 .3], the assignment L → L defines a bijection
where c kj (L, L ′ ) is the c kj in (59) (with i replaced by k) for the pair (L, L ′ ). So by Proposition 2.8, we have, for 1 ≤ i ≤ r − 1,
The i = r case in (66) is excluded since we do not know if L is isotropic, while in other cases it is automatically isotropic because it is contained in the isotropic subspace L r . By imposing the condition that L is isotropic, we have a bijection (recall (58))
So by Proposition 2.14, we have, for r ≥ 1,
The remaining case is i = 0. The only difference from the other cases is that L 0 = • does not play a role here. So we can identify 
satisfies Conditions (59 0j ) and (65 0j ) for j ∈ Z.
The symplectic form on V F descends to a non-degenerate symplectic
It is assumed that L 0 is of even volume, but it can be generalized to arbitrary volume. Here the volume of a lattice is defined as the volume form on V attached to the symplectic form.
With this information, the condition (
where the last equality is due to Proposition 2.16 via L → L # . Now by applying Proposition 2.14, we have (67), (68) for r ≥ 1, we see that all π i are surjective with constant fiber, and so
Therefore, Theorem 2.2 is proved for r ≥ 1. Now we deal the remaining case r = 0 for Theorem 2.2, which we will put | r=0 whenever appropriate to emphasize this special case. In this case Z S,T | r=0 can be identified with the set of lattices such that
L satisfies Conditions (59 0j ) and (65 0j ) for j ∈ Z. (72)
Note that the only difference of the above description of Z S,T | r=0 from (69) is the extra condition L ⊆ ε −1 L # which holds automatically for the r ≥ 1 case.
# . By taking # and multiplying ε −1 on the first condition in (72), we get (72) is the same as the set of all lattices L such that
L satisfies Conditions (59 0j ) and (65 0j ) for j ∈ Z.
where (73)- (75), we complete the proof of the r = 0 case and hence complete the proof of Theorem 2.2.
3. The quantum groupK c n via the multiplication formula In this section, we obtain a monomial basis for the convolution algebra S c n,d based on the multiplication formula obtained in Section 2. We observe a stabilization property from this multiplication formula, which allows us to construct a limit algebraK 3.1. A monomial basis of the convolution algebras. Recall Ξ n,d from (6) and the bijection c Ξ n,d ↔ Ξ n,d from (7). We first reformulate Theorem 2.2 using the index set Ξ n,d . Set
Proof. Follows by Theorem 2.2 and the bijection between
c Ξ n,d and Ξ n,d .
We set
We now reformulate Theorem 3.1 in terms of the standard basis elements [A].
Proof. By the definition of [A] and Theorem 3.1, we obtain a multiplication formula as stated in the theorem, where
A,S,T from (76), and note that
Then h S,T can be rewritten in the desired form by a direct calculation.
Define a partial order ≤ alg on Ξ n,d in exactly the same manner as the one on c Ξ n,d . Again, by "lower terms (than [A ′ ])", we refer to the terms [C] with C < alg A ′ , ro(C) = ro(A ′ ) and co(C) = co(A ′ ).
Proof. For such a given A = (a ij ), A S,T is a leading term if S, T satisfy that
For such S, T , the matrix A S,T is identified with A ′ with entries given by (82). It remains to determine the leading coefficient. Note that ξ
Hence it follows by Theorem 3.2 and (80) that the coefficient for [A ′ ] is 1. p A = A + pI, ∀p ∈ 2N, where I is the identity matrix. Set Ξ n to be the set of all matrices A = (a ij ) i,j∈Z such that a ij ∈ N, for all i = j, a ii ∈ Z, a ij = a −i,−j = a i+n,j+n and n i=1 j∈Z a ij is finite. This is a generalization of the set Ξ n := ⊔ d Ξ n,d by dropping the positivity condition on the diagonal entries. For any given A ∈ Ξ n , we have p A ∈ Ξ n for p ≫ 0.
For an indeterminate v ′ , we introduce a commutative ring
We have the following stabilization result.
Proof. The proof is essentially the same as that for [BLM90, Proposition 4.2] by using Theorem 3.2 and Theorem 3.4. For the reader's convenience, we shall prove it for l = 2. We first assume that A 1 is a tridiagonal matrix. For any (S, T ) satisfying Condition (21), ro(S) = α and ro(T ) = α J , we set
a ii s ii and h
where h S,T is defined in Theorem 3.2. We note that h ′′ S,T remains the same when A is replaced by p A. For such S, T , we define
From Theorem 3.2, for large enough p, we have
Thus the proposition holds for the case that A 1 is a tridiagonal matrix. We now assume that A 1 is an arbitrary matrix. For any p ≥ 0, there exist tridiagonal matrices B 1 , . . . , B s such that
By the above proof, there exist Z 1 , . . . , Z m and
for large enough p. In particular, let A 2 be a suitable diagonal matrix. There exist
for large enough p. By comparing (88) with (86), we may assume that Z
, and p Z j < p A for j > 1 and large enough p. Therefore,
By (87) and induction process,
is of the required form. This finishes the proof for the case l = 2. The general case can be completed by induction.
We introduce an A-module and a Q(v)-module 
By comparing Corollary 3.7 with Theorem 3.2, we obtain the following multiplication formula forK c n .
where the sum runs over all S, T ∈ Θ n subject to Condition (21), ro(S) = α, ro(T ) = α J , A − T +Ť ∈ Θ n (19), and A S,T ∈ Ξ n . Given A, B ∈ Ξ n , we shall denote B ⊑ A if p B ≤ alg p A for large enough p ∈ N, co(B) = co(A), and ro(B) = ro(A). We write B ❁ A if B ⊑ A and B = A. By using Proposition 3.8 and a similar argument as for Theorem 3.4, we have the following.
Proposition 3.9. For any A ∈ Ξ n , there exist matrices B(i) ∈ Ξ n with B(i)− 1≤j≤n α ij E j,j+1 θ being diagonal for suitable scalars α ij such that
We have the following stabilization property for the bar operator from [FLLLWa, Proposition 9.2.7].
Lemma 3.10. For any A ∈Ξ n , there exist T 1 , . . . , T m ∈Ξ n , H i (v, v ′ ) ∈ R and p 0 ∈ N such that
By specializing at v ′ = 1, we define a Q-linear map¯: 
By Propositions 3.9 and 3.11, we have the following. Proof. The subjectivity follows by definition of Ψ. We show that Ψ is an algebra homomorphism. The proof is similar to that for [DF13] or that for [BKLW14, Lemma A.20] . By Proposition 3.9, it is enough to show that
for all tridiagonal matrices B ∈ Ξ n . It follows by comparing multiplication formulas in Theorem 3.2 and Proposition 3.8, Equation (89) holds for B, A ∈ Ξ n,d with B tridiagonal.
If A ∈ Ξ n,d , then there exists i ∈ [1, n] such that a ii < 0. By Condition (21) in Lemma 2.1, for any T, S ∈ Θ n such that A S,T = (a ′ ij ) ∈ Ξ n , we have a If B ∈ Ξ n,d , then there exists i ∈ [1, n] such that b ii < 0. Thanks to co(B) = ro(A), we have j a ij = b ii + α i−1 + α n−1−i . By Condition (21) in Lemma 2.1 again, for any T, S ∈ Θ n with A S,T = (a
There exists k ∈ Z such that a Moreover, α i,r+1−i = 0 for i ≥ 1. For i ≥ 1, we denote by C(i) (respectively, D(i)) the matrix such that
) is a diagonal matrix and ro(C(i)) = ro(B ′ (i)) (respectively, co(D(i)) = co(B ′ (i))). It follows by Proposition 3.3 that, for i ≥ 1,
We note that the decomposition in (92) is highly dependent on the condition α i,r+1−i = 0, and there always exists such a decomposition whenever there exists α ij = 0. We set C(0) := B ′ (0). By Proposition 3.3 and (91), we have, for i ≥ 0, 
where L is the product of lower terms than B(i), which is lower than the leading term in i≥0 [B(i)]. The theorem follows now by comparing (90) and (94).
We call the basis {M 
We set Ξ
We extend Ξ ı n to a larger set Ξ ı n by requiring the diagonal entries to be in Z, instead of N . For any given A ∈ Ξ ı n , we have p A ı ∈ Ξ ı n for p ≫ 0. The following stabilization is slightly different from that forK c n and is similar to that in [FL14] . For the reader's convenience, we present the construction here.
Proof. It suffices to prove the proposition for l = 2. Let us first assume that A 1 is a tridiagonal matrix in Ξ ı n,d . For any (S, T ) satisfying Condition (21), ro(S) = α and ro(T ) = α J , we define
s ii . We note that the definition of
is slightly different from the one in the proof of Proposition 3.6. The difference is that the index i can not be equal to r + 1 in γ(S, T ) by the definition of p A ı 1 . From Theorem 3.2, for large enough p, we have
Thus the proposition holds for the case that A 1 is a tridiagonal matrix. For an arbitrary matrix A 1 , the argument is exactly the same as the one in the proof of Proposition 3.6. It is clear that
. This finishes the proof.
We introduce an A-module and Q(v)-module 
The following theorem forK ı n is a counterpart of Theorem 3.12 for the algebraK c n . Theorem 4.5.
(1) The algebraK Isomorphisms between the types ı and ı. The similarity between the ı-type and ı-type which we have seen above is not accidental and we shall establish various isomorphisms below. Let us start at the levels of convolution algebras.
To a matrix A ∈ Ξ n,d , we associate τ A = ( τ a ij ) and τ a ij = a i+r+1,j+r+1 . Clearly, sending A → τ A defines a permutation of order 2 on Ξ n,d . 
where we have used Corollary 2.10 and (21) on the third equality.
Observe that a Hence σ is an element in the group GSp(V F ) of symplectic similitude with respect to the form (, ) V F . Note that GSp(V F ) acts on the set of symplectic lattices, and hence on 
