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Abstract
In this paper, we study the existence and multiplicity of solutions for the following
fractional problem involving the Hardy potential and concave-convex nonlineari-
ties: {
(−∆)
α
2 u− γ u
|x|α
= λf(x)|u|q−2u+ g(x) |u|
p−2u
|x|s
in Ω
u = 0 in Rn \ Ω,
where Ω ⊂ Rn is a smooth bounded domain in Rn containing 0 in its interior, and
f, g ∈ C(Ω) with f+, g+ 6≡ 0 which may change sign in Ω. We use the variational
methods and the Nehari manifold decomposition to prove that this problem has
at least two positive solutions for λ sufficiently small. The variational approach
requires that 0 < α < 2, 0 < s < α < n, 1 < q < 2 < p ≤ 2∗α(s) :=
2(n−s)
n−α
, and
γ < γH(α), the latter being the best fractional Hardy constant on R
n.
1 Introduction
In this paper, we investigate the multiplicity results of positive solutions for the following fractional
elliptic problem involving the Hardy potential and concave-convex non-linearities:{
(−∆)
α
2 u− γ u|x|α = λf(x)|u|
q−2u+ g(x) |u|
p−2u
|x|s in Ω
u = 0 in Rn \ Ω,
(1)
where Ω ⊂ Rn is a smooth bounded domain in Rn containing 0 in its interior, 0 < α < 2, 0 < s <
α < n, 1 < q < 2 < p ≤ 2∗α(s) :=
2(n−s)
n−α , γ < γH(α) = 2
α Γ
2(n+α4 )
Γ2(n−α4 )
, the later being the best fractional
Hardy constant on Rn, and f, g ∈ C(Ω) with f+, g+ 6≡ 0 (they are possibly change sign in Ω).
1
Addressing the questions regarding the effect of concave-convex non-linearities on the number of
positive solutions for non-local elliptic problems has been the subject of several studies; see [1-4] and
[17]. Barrios-Medina-Peral [4] studied the sub-critical case of (1), and proved that there exists Λ > 0
such that the problem has at least two solutions for all 0 < λ < Λ when f(x) = g(x) ≡ 1, s = 0, and
γ < γH(α). The same results have been obtained by Barrios et al. in [2] in the critical case, but in
the absence of the Hardy and singularity terms, i.e., when γ = s = 0. Recently, Zhang-Liu-Jiao [25]
extended the results of [2] to the problem involving the sign-changing weight function f(x) ∈ C(Ω)
with f+ 6≡ 0, and g(x) ≡ 1.
When α = 2, i.e., in the case of the standard Laplacian, problem (1) has been studied extensively
in the last decade; see for example [18], [19], [20], [24] and references therein.
We point out that the non-local problems are still much less understood than their local counterpart.
The aim of this paper is to consider the remaining cases and generalize the results of [4] and
[25] to the problem involving the Hardy potential, Hardy-Sobolev singularity term, and also sign-
changing functions f(x) and g(x). More pricesly, we study problem (1) in the sub-critical (i.e., when
2 < p < 2∗α(s)) and critical (i.e., when p = 2
∗
α(s)) case, separately. Using the decomposition of the
Nehari manifold as λ varies, introduced by Tarantello [24], we will prove that the problem has at
least two positive solutions for λ sufficiently small.
We first prove the following theorem:
Theorem 1.1. Let 0 < α < 2 and 0 ≤ s < α < n. Suppose 1 < q < 2 < p < 2∗α(s) and γ < γH(α).
Then, there exits Λ > 0 such that problem (1) has at least two positive solutions for any λ ∈ (0,Λ).
The critical case is more challenging and requires information about the asymptotic behaviour of
solutions of the following limiting problem at zero and infinity:{
(−∆)
α
2 u− γ u|x|α =
u2
∗
α(s)−1
|x|s in R
n
u ≥ 0 in Rn,
(2)
where 0 < α < 2, 0 ≤ s < α, 2∗α(s) =
2(n−s)
n−α , 0 ≤ γ < γH(α) = 2
α Γ
2(n+α4 )
Γ2(n−α4 )
. We get around the
difficulty by working with certain asymptotic estimates for solutions of (2) recently obtained by the
author and et al. in [14]; see Theorem 5.1. In order to use the results of [14], we may assume
g(x) ≡ 1. Problem (1) therefore can be written as follows:{
(−∆)
α
2 u− γ u|x|α = λf(x)|u|
q−2u+ |u|
2∗α(s)−2u
|x|s in Ω
u = 0 in Rn \ Ω.
(3)
We then establish the following:
Theorem 1.2. Let 0 < α < 2 and 0 ≤ s < α < n. Suppose 1 < q < 2 < p = 2∗α(s) and
0 ≤ γ < γH(α). Then, there exits Λ∗ > 0 such that problem (3) has at least two positive solutions
for any λ ∈ (0,Λ∗).
2 Functional Setting
We start by recalling and introducing suitable function spaces for the variational principles that will
be needed in the sequel. We first recall that the non-local operator (−∆)
α
2 is defined as
(−∆)
α
2 u(x) = c(n, α)P.V.
∫
Rn
u(x)− u(y)
|x− y|n+α
dy for x ∈ Rn, where c(n, α) =
2α−1Γ
(
n+α
2
)
π
n
2
∣∣Γ (−α2 )∣∣ .
We denote by H
α
2 (Rn) the classical fractional Sobolev space endowed with the so-called Gagliardo
norm
2
‖u‖
H
α
2 (Rn)
= ‖u‖L2(Rn) +
(∫
Rn
∫
Rn
|u(x)− u(y)|2
|x− y|n+α
dxdy
) 1
2
.
For α ∈ (0, 2), the fractional Sobolev space H
α
2
0 (R
n) is defined as the completion of C∞c (R
n) under
the norm
‖u‖2
H
α
2
0 (R
n)
=
∫
Rn
|2πξ|α|Fu(ξ)|2dξ =
∫
Rn
|(−∆)
α
4 u|2dx.
Let now Ω ⊂ Rn be a smooth bounded domain. We define the space X
α
2
0 (Ω) as
X
α
2
0 (Ω) =
{
u ∈ H
α
2 (Rn) : u = 0 a.e. in Rn \ Ω
}
,
and consider the following norm in X
α
2
0 (Ω) :
‖u‖
X
α
2
0 (Ω)
=
(∫
Rn
∫
Rn
|u(x)− u(y)|2
|x− y|n+α
dxdy
) 1
2
.
We recall that (X
α
2
0 (Ω), ‖ . ‖X
α
2
0 (Ω)
) is a Hilbert space with the scalar product
〈u, v〉
X
α
2
0 (Ω)
=
∫
Rn
∫
Rn
(u(x)− u(y))(v(x) − v(y))
|x− y|n+α
dxdy.
Remark 2.1. It was shown in [5] that the sub-space C∞0 (Ω) is dense in X
α
2
0 (Ω). So, we can consider
X
α
2
0 (Ω) as the completion of C
∞
0 (Ω) with with respect to the norm ‖ . ‖X
α
2
0 (Ω)
.
Definition 2.2. We say u ∈ X
α
2
0 (Ω) is a weak solution of (1), if for every φ ∈ X
α
2
0 (Ω), we have
c(n, α)〈u, φ〉
X
α
2
0 (Ω)
− γ
∫
Ω
uφ
|x|α
dx = λ
∫
Ω
f(x)|u|q−1φdx −
∫
Ω
g(x)
|u|p−1φ
|x|s
dx.
The energy functional corresponding to (1) is
Iλ,p(u) =
c(n, α)
2
‖u‖2Xα0 (Ω) −
γ
2
∫
Ω
|u|2
|x|α
dx−
λ
q
∫
Ω
f(x)|u|qdx−
1
p
∫
Ω
g(x)
|u|p
|x|s
dx. (4)
Recall that any critical point u of Iλ,p(u) is a weak solution for (1). The starting point of the study
of existence of weak solutions to problem (1) is therefore the following fractional inequalities which
will guarantee that the above functional is well defined and bounded below on the right function
spaces.
We start with the fractional Sobolev inequality [10], which asserts that for n > α and 0 < α < 2,
there exists a constant S(n, α) > 0 such that
‖u‖
2
L2
∗
α(Rn)
≤ S(n, α)
∫
Rn
∫
Rn
|u(x)−u(y)|2
|x−y|n+α dxdy for u ∈ H
α
2 (Rn),
where 2∗α =
2n
n−α . Another important inequality is the fractional Hardy inequality [16], which states
that under the same conditions on n and α, there exists a constant γ(n, α) > 0 such that
γH(α)
∫
Rn
|u|2
|x|α
dx ≤
∫
Rn
|ξ|α|Fu(ξ)|2dξ for u ∈ C∞0 (R
n), (5)
where Fu(x) = 1
(2π)
n
2
∫
Rn
e−iξxu(x)dx is the Fourier transform of u. It was shown in [16] that
γH(α) := 2
α Γ
2(n+α4 )
Γ2(n−α4 )
is the best constant in the above fractional Hardy inequality. Note that γH(α)
converges to the best classical Hardy constant (n−2)
2
4 when α→ 2.
3
By Proposition 3.6 in [11], for any u ∈ H
α
2 (Rn), we have the following relation between the fractional
Laplacian operator (−∆)
α
2 and the fractional Sobolev space H
α
2 (Rn) :∫
Rn
|ξ|α|Fu(ξ)|2dξ = c(n, α)
∫
Rn
∫
Rn
|u(x)− u(y)|2
|x− y|n+α
dxdy. (6)
The fractional Hard inequality then can be written as
γH(α)
∫
Rn
|u|2
|x|α
dx ≤ c(n, α)
∫
Rn
∫
Rn
|u(x) − u(y)|2
|x− y|n+α
dxdy for u ∈ C∞0 (R
n). (7)
By interpolating these inequalities via Ho¨lder’s inequalities, one gets the following fractional Hardy-
Sobolev inequality.
Lemma 2.3 (Lemma 2.1 in [13]). Assume that 0 < α < 2, 0 ≤ s ≤ α < n and 2 < p ≤ 2∗α(s) =
2(n−s)
n−α . Then, there exists a positive constant C such that
C(
∫
Ω
|u|p
|x|s
dx)
2
p ≤ c(n, α)
∫
Rn
∫
Rn
|u(x)− u(y)|2
|x− y|n+α
dxdy − γ
∫
Ω
|u|2
|x|α
dx for u ∈ X
α
2
0 (Ω), (8)
as long as γ < γH(α) := 2
α Γ
2(n+α4 )
Γ2(n−α4 )
.
Finally, we can define the general best Hardy-sobolev constant in the above inequality as
Sp := inf
u∈X
α
2
0 (Ω)\{0}
c(n, α)
∫
Rn
∫
Rn
|u(x)−u(y)|2
|x−y|n+α dxdy − γ
∫
Ω
|u|2
|x|α dx
(
∫
Ω
|u|p
|x|s dx)
2
p
, (9)
where 2 < p ≤ 2∗α(s) =
2(n−s)
n−α , and γ < γH(α).
Note that the frational Hardy inequality (7) asserts that X
α
2
0 (Ω) is embedded in the weighted space
L2(Ω, |x|−α) and that this embeding is continuous. If γ < γH(α), it follows from the fractional
Hardy inequality (7) that
‖u‖ :=
(
c(n, α)
∫
Rn
∫
Rn
|u(x)− u(y)|2
|x− y|n+α
dxdy − γ
∫
Ω
|u|2
|x|α
dx
) 1
2
is well-defined on X
α
2
0 (Ω). It also is equivalent to the norm ‖ . ‖X
α
2
0 (Ω)
. Thus, we can rewrite the
functional Iλ,p as
Iλ,p(u) =
1
2
‖u‖2 −
λ
q
∫
Ω
f(x)|u|qdx−
1
p
∫
Ω
g(x)
|u|p
|x|s
dx.
3 Preliminary Results
For λ > 0, we will consider the following Nehari minimization problem:
M = inf{Iλ,p(u) : u ∈ N}, where N = {u ∈ X
α
2
0 (Ω) : 〈I
′
λ,p(u), u〉 = 0}.
Define
φλ,p(u) := 〈I
′
λ,p(u), u〉 = ‖u‖
2 − λ
∫
Ω
f(x)|u|qdx−
∫
Ω
g(x)
|u|p
|x|s
dx.
So,
4
〈φ′λ,p(u), u〉 = 2‖u‖
2 − λ q
∫
Ω
f(x)|u|qdx− p
∫
Ω
g(x)
|u|p
|x|s
dx. (10)
Thus, for all u ∈ N , we have the following identities which will be used frequently in this paper.
‖u‖2 = λ
∫
Ω
f(x)|u|qdx+
∫
Ω
g(x)
|u|p
|x|s
dx, (11)
Iλ,p(u) = (
1
2
−
1
q
)‖u‖2 − (
1
p
−
1
q
)
∫
Ω
g(x)
|u|p
|x|s
dx
= (
1
2
−
1
p
)‖u‖2 + (
1
p
−
1
q
) λ
∫
Ω
f(x)|u|qdx,
(12)
and
〈φ′λ,p(u), u〉 = (2− q)‖u‖
2 − (p− q)
∫
Ω
g(x)
|u|p
|x|s
dx
= (2− p)‖u‖2 − λ (q − p)
∫
Ω
f(x)|u|qdx.
(13)
Now we split N into three parts:
N+ = {u ∈ N : 〈φ′λ,p(u), u〉 > 0},
N 0 = {u ∈ N : 〈φ′λ,p(u), u〉 = 0},
N− = {u ∈ N : 〈φ′λ,p(u), u〉 < 0}.
We first show that for λ small enough, N 0 is an empty set.
Lemma 3.1. There exists a constant Λ1 := Λ1(p) > 0 such that for any λ ∈ (0,Λ1), we have
N 0 = ∅.
Proof. We deduce by contradiction. Suppose that there exists u ∈ X
α
2
0 (Ω) \ {0} such that u ∈ N
0,
that is, 〈φ′(u), u〉 = 0. We will consider the two following cases:
Case 1:
∫
Ω
f(x)|u|qdx = 0. Using (13) and the fact that
∫
Ω
f(x)|u|qdx = 0, we get
0 = 〈φ′λ,p(u), u〉 = (2 − p)‖u‖
2.
On the other hand, the assumption p > 2 implies that (2 − p)‖u‖2 < 0, which contradicts the last
equality.
Case 2:
∫
Ω
f(x)|u|qdx 6= 0. It follows from (13) that
‖u‖2 = λ(
p− q
p− 2
)
∫
Ω
f(x)|u|qdx. (14)
By the definition of Sp and the Ho¨lder inequality, we get that
‖u‖2 ≤ λ(
p− q
p− 2
)A
(∫
Ω
|u|p
|x|s
dx
) q
p
≤ λ(
p− q
p− 2
)AS
− q2
p ‖u‖
q, (15)
which yields
‖u‖ ≤
(
λ(
p− q
p− 2
)AS
− q2
p
) 1
2−q
, (16)
5
where A :=
(∫
Ω
|x|
sq
p−q |f(x)|
p
p−q dx
) p−q
p
. Define the functional Jλ,p : N −→ R as
Jλ,p(u) =
(
p− 2
2− q
)(
2− q
p− q
) p−1
p−2

 ‖u‖2(p−1)∫
Ω g(x)
|u|p
|x|s dx


1
p−2
− λ
∫
Ω
f(x)|u|qdx.
We claim that Jλ(u) = 0 for all u ∈ N
0. Indeed, by (13), we have
∫
Ω g(x)
|u|p
|x|s dx =
(
2−q
p−q
)
‖u‖2 and λ
∫
Ω f(x)|u|
qdx =
(
p−2
2−q
)
‖u‖2 for all u ∈ N 0. (17)
Thus,
Jλ,p(u) =
(
p− 2
2− q
)(
2− q
p− q
) p−1
p−2

 ‖u‖2(p−1)(
2−q
p−q
)
‖u‖2


1
p−2
− λ
∫
Ω
f(x)|u|qdx
=
(
p− 2
2− q
)
‖u‖2 − λ
∫
Ω
f(x)|u|qdx = 0 for all u ∈ N 0.
(18)
Let C(p, q) :=
(
p−2
2−q
)(
2−q
p−q
) p−1
p−2
. By Ho¨lder’s inequality and the definition of Sp, we obtain
Jλ,p(u) ≥ C(p, q)

 ‖u‖2(p−1)∫
Ω g(x)
|u|p
|x|s dx


1
p−2
− λA
(∫
Ω
|u|p
|x|s
dx
) q
p
≥
(∫
Ω
|u|p
|x|s
dx
) q
p
[
C(p, q)S
p−1
p−2
p ‖g‖
1
2−p
∞
(∫
Ω
|u|p
|x|s
dx
) 1−q
p
− λA
]
≥
(∫
Ω
|u|p
|x|s
dx
) q
p
[
C(p, q)S
p−1
p−2+
q−1
2−q
p
(
λA(p − q)
p− 2
) 1−q
2−q
‖g‖
1
2−p
∞ − λA
]
.
(19)
Thus, we get that Jλ,p(u) > 0 for λ sufficiently small. Therefore, there exists Λ1 := Λ1(p) > 0 such
that Jλ,p(u) > 0 for all λ ∈ (0,Λ1) and u ∈ N
0. This contradicts (18) and completes the proof.
Lemma 3.2. If u ∈ N+ \ {0}, then
∫
Ω
f(x)|u|qdx > 0.
Proof. Since u ∈ N+ \ {0}, we have 〈φ′λ,p(u), u〉 > 0. It then follows from (13) that(
2− q
p− q
)
‖u‖2 >
∫
Ω
g(x)
|u|p
|x|s
dx.
By (11) and the last inequality, we get that
λ
∫
Ω
f(x)|u|qdx = ‖u‖2 −
∫
Ω
g(x)
|u|p
|x|s
dx
> ‖u‖2 −
(
2− q
p− q
)
‖u‖2
>
(
p− 2
p− q
)
‖u‖2 > 0.
6
From Lemma 3.1, we deduce that N = N+ ∪ N− for any λ ∈ (0,Λ1). Define
M+ := inf
N+
Iλ,p(u) and M
− := inf
N−
Iλ,p(u).
Lemma 3.3. For any λ ∈ (0,Λ1), the minimizers on N are critical points for Iλ,p in (X
α
2
0 (Ω))
′,
where (X
α
2
0 (Ω))
′ is dual space of X
α
2
0 (Ω).
Proof. Suppose that u¯ is a local minimum for Iλ,p. Thus, it satisfies the following minimization
problem:
min
u∈X
α
2
0 (Ω)
{
Iλ,p(u) : φλ,p = 〈I
′
λ,p(u), u〉 = 0
}
,
which gives
Iλ,p(u¯) = min
u∈X
α
2
0 (Ω)
Iλ,p(u) and φλ,p(u¯) = 〈I
′
λ,p(u¯), u¯〉 = 0.
It follows from the theorem of Lagrange multiplies that there exists θ such that I ′λ,p(u¯) = θφ
′
λ,p(u¯)
in (X
α
2
0 (Ω))
′. So, we have
0 = 〈I ′λ,p(u¯), u¯〉 = 〈θφ
′
λ,p(u¯), u〉 = θ〈φ
′
λ,p(u¯), u¯〉.
Thus,
either θ = 0 or 〈φ′λ,p(u¯), u¯〉 = 0.
By Lemma 3.1, we get that 〈φ′λ,p(u), u〉 6= 0 for u 6= 0. Therefore θ = 0. Thus, we obtain I
′
λ,p(u¯) =
θφ′λ,p(u¯) = 0 in (X
α
2
0 (Ω))
′, that is, u¯ is a critical point for Iλ,p in (X
α
2
0 (Ω))
′.
Lemma 3.4. Let Λ2 := Λ2(p) =
(
p−2
p−q
)(
2−q
p−q
) 2−q
p−2
S
p−q
p−2
p A−1‖g‖
q−2
p−2
∞ . Then, for all u ∈ X
α
2
0 (Ω) \ {0}
and λ ∈ (0,Λ2), there exist unique t+(u) and t−(u) such that
1. 0 ≤ t+(u) < tmax < t−(u).
2. t−(u)u ∈ N− and t+(u)u ∈ N+.
3. Iλ,p(t
−(u)u) = max
t>tmax
Iλ,p(tu) and Iλ,p(t
+(u)u) = min
0≤t≤t−(u)
Iλ,p(tu).
4. N− =
{
u ∈ X
α
2
0 (Ω) \ {0} : t
−( u‖u‖ ) = ‖u‖
}
,
where tmax :=
(
2−q
p−q
‖u‖2
∫
Ω
g(x) |u|
p
|x|s
dx
) 1
p−2
. Moreover, t+(u) > 0 if and only if
∫
Ω f(x)|u|
qdx > 0.
Proof. For t ≥ 0, define
h(t) = t2−q‖u‖2 − tp−q
∫
Ω
g(x)
|u|p
|x|s
dx.
Straightforuard computations yield that h(0) = 0, lim
t→∞
h(t) = −∞, h′(tmax) = 0, and h(t) is attained
its maximum at tmax. In addition, h(t) is increasing for t ∈ [0, tmax) and decreasing for t ∈ (tmax,∞).
So, we have
7
h(tmax) =
(
p− 2
p− q
)(
2− q
p− q
) 2−q
p−2
‖u‖q

 ‖u‖p∫
Ω
g(x) |u|
p
|x|s dx


2−q
p−2
.
By Ho¨lder’s inequality and the definition of Sp, we obtain
h(tmax) ≥
(
p− 2
p− q
)(
2− q
p− q
) 2−q
p−2
‖u‖q‖g‖
q−2
p−2
∞ S
p(2−q)
2(p−2)
p . (20)
We will now consider the two following cases:
Case 1:
∫
Ω
f(x)|u|qdx ≤ 0. In this case, there exists a unique t− := t−(u) > tmax such that
h(t−) = λ
∫
Ω
f(x)|u|qdx and h′(t−) < 0. (21)
We claim that t−u ∈ N−. Indeed, clearly t−u ∈ X
α
2
0 (Ω), and (21) implies that
〈I ′λ,p(t
−u), t−u〉 = ‖t−u‖2 − λ
∫
Ω
f(x)|t−u|qdx−
∫
Ω
g(x)
|t−u|p
|x|s
dx
= (t−)q
(
(t−)2−q‖u‖2 − (t−)p−q
∫
Ω
g(x)
|u|p
|x|s
dx− λ
∫
Ω
f(x)|u|qdx
)
= (t−)q
(
h(t−)− λ
∫
Ω
f(x)|u|qdx
)
= 0,
and
〈φ′λ,p(t
−u), t−u〉 = 2‖t−u‖2 − λq
∫
Ω
f(x)|t−u|qdx− p
∫
Ω
g(x)
|t−u|p
|x|s
dx
= (2 − q)‖t−u‖2 − (p− q)
∫
Ω
g(x)
|t−u|p
|x|s
dx
= (t−)q+1
(
(2− q)(t−)2−q−1‖u‖2 − (p− q)(t−)p−q−1
∫
Ω
g(x)
|u|p
|x|s
dx
)
= (t−)q+1h′(t−) < 0.
This proves the claim, and we have that t−u ∈ N−. In order to prove that Iλ,p(t−u) = max
t≥tmax
Iλ,p(tu),
we need to show that
d
dt
Iλ,p(t
−u) = 0 and
d2
dt2
Iλ,p(tu) < 0 for t > tmax. (22)
It follows from (21) that
d
dt
Iλ,p(t
−u) = t−‖u‖2 − λ(t−)q−1
∫
Ω
f(x)|u|qdx− (t−)p−1
∫
Ω
g(x)
|u|p
|x|s
dx
= (t−)q−1
(
h(t−)− λ
∫
Ω
f(x)|u|qdx
)
= 0.
We also have
8
t2
d2
dt2
Iλ,p(tu) = ‖t
−u‖2 − λ(q − 1)
∫
Ω
f(x)|t−u|qdx− (p− 1)
∫
Ω
g(x)
|t−u|p
|x|s
dx
= (t−)q+1
(
(2 − q)(t−)2−q−1‖u‖2 − (p− q)(t−)p−q−1
∫
Ω
g(x)
|u|p
|x|s
dx
)
= (t−)q+1h′(t−) < 0 for all t > tmax.
Case 2:
∫
Ω f(x)|u|
qdx > 0. Using Ho¨lder’s inequality and (20), we have
0 = h(0) <
∫
Ω
f(x)|u|qdx ≤ λAS
− q2
p ‖u‖
q
≤
(
p− 2
p− q
)(
2− q
p− q
) 2−q
p−2
‖g‖
q−2
p−2
∞ S
p(2−q)
2(p−2)
p ‖u‖
q
≤ h(tmax) for 0 < λ < Λ2.
Using the assumption
∫
Ω
f(x)|u|qdx > 0 and the fact that h(tmax) > 0, we get that there exist
unique t+ := t+(u) and t− := t−(u) such that t+ < tmax < t
−, and
h(t−) = λ
∫
Ω
f(x)|u|qdx = h(t+) and h′(t−) < 0 < h′(t+).
Lemma 3.5. The following hold.
1. M≤M+ < 0.
2. Let Λ3 := Λ3(p) =
p−2
p−q . Then, the functional Iλ,p is coercive and bounded below on N for any
λ ∈ (0,Λ3].
Proof. By (12), for any u ∈ N , we have
Iλ,p(u) = (
1
2
−
1
p
)‖u‖2 + (
1
p
−
1
q
) λ
∫
Ω
f(x)|u|qdx.
1. Suppose that u ∈ N+. It follows from (13) that
Iλ,p(u) <
(
p− 2
2p
)(
p− q
p− 2
)
λ
∫
Ω
f(x)|u|qdx+
(
q − p
pq
)
λ
∫
Ω
f(x)|u|qdx
= −
(p− q)(2 − q)
2pq
λ
∫
Ω
f(x)|u|qdx.
By Lemma 3.2, we have
∫
Ω f(x)|u|
qdx > 0. Thus,
Iλ,p(u) < −
(p− q)(2− q)
2pq
λ
∫
Ω
f(x)|u|qdx < 0,
which yields
M≤M+ < 0.
2. Using Ho¨lder and Young’s inequality, we get that
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Iλ,p(u) ≥
1
2p
((p− 2)− λ(p− q)) ‖u‖2 − λ
(
p− q
pq
)(
2− q
2
)(
AS
− q2
p
) 2
2−q
.
Since 0 < λ < p−2p−q , the functional Iλ,p is coercive and bounded below on N , and we have
Iλ,p(u) ≥ −λ
(
p− q
pq
)(
2− q
2
)(
AS
− q2
p
) 2
2−q
.
Lemma 3.6. For each u ∈ N \ {0}, there exist ǫ > 0 and a differentiable function σ : B(0, ǫ) ⊂
X
α
2
0 (Ω) −→ R
+ such that σ(0) = 1, σ(v)(u − v) ∈ N , and
〈σ′(0), v〉 =
2c(n, α)〈u, v〉
X
α
2
0 (Ω)
− 2γ
∫
Ω
uv
|x|α dx− qλ
∫
Ω
f(x)|u|q−1uvdx− p
∫
Ω
g(x) |u|
p−2uv
|x|s dx
(2 − q)
(
c(n, α)
∫
Rn
∫
Rn
|u(x)−u(y)|2
|x−y|n+α dxdy − γ
∫
Ω
|u|2
|x|α dx
)
− (p− q)
∫
Ω
g(x) |u|
p
|x|s dx
,
(23)
for all v ∈ X
α
2
0 (Ω). Here B(0, ǫ) := {u ∈ X
α
2
0 (Ω) : ‖u‖ < ǫ}.
Proof. For u ∈ N , define G : R×X
α
2
0 (Ω) −→ R as
G(t, v) = 〈I ′λ,p(t(u − v)), t(u − v)〉.
So, we have
G(t, v) = t2c(n, α)
∫
Rn
∫
Rn
|u(x)− u(y)|2
|x− y|n+α
dxdy − t2γ
∫
Ω
|u|2
|x|α
dx
− λtq
∫
Ω
f(x)|u − v|qdx− tp
∫
Ω
g(x)
|u|p
|x|s
dx,
and
G(1, 0) = 〈I ′λ,p(u), u〉.
By Lemma 3.1, we obtain ddtG(1, 0) 6= 0, that is,
0 6=
d
dt
G(1, 0) = 2tc(n, α)
∫
Rn
∫
Rn
|u(x)− u(y)|2
|x− y|n+α
dxdy − 2tγ
∫
Ω
|u|2
|x|α
dx
− qλtq−1
∫
Ω
f(x)|u|qdx− ptp−1
∫
Ω
g(x)
|u|p
|x|s
dx
∣∣∣∣
t=1
= (2− q)‖u‖2 − (p− q)
∫
Ω
g(x)
|u|p
|x|s
dx.
According to the implicit function theorem, there exist ǫ > 0 and a differentiable function σ :
B(0, ǫ) −→ R such that σ(0) = 1, and
〈σ′(0), v〉 =
2c(n, α)〈u, v〉
X
α
2
0 (Ω)
− 2γ
∫
Ω
uv
|x|α dx− qλ
∫
Ω
f(x)|u|q−1uvdx− p
∫
Ω
g(x) |u|
p−2uv
|x|s dx
(2 − q)
(
c(n, α)
∫
Rn
∫
Rn
|u(x)−u(y)|2
|x−y|n+α dxdy − γ
∫
Ω
|u|2
|x|α dx
)
− (p− q)
∫
Ω g(x)
|u|p
|x|s dx
.
Moreover, we have G(σ(v), v) = 0, for all v ∈ B(0, ǫ), which implies that 〈I ′λ,p(σ(v)(u−v)), σ(v)(u−
v))〉 = 0, that is, σ(v)(u − v) ∈ N .
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Lemma 3.7. For each u ∈ N− \ {0}, there exist ǫ > o and a differentiable function σ− : B(0, ǫ) ⊂
X
α
2
0 (Ω) −→ R
+ such that σ−(0) = 1, σ−(v)(u − v) ∈ N−, and
〈σ−
′(0), v〉 =
2c(n, α)〈u, v〉
X
α
2
0 (Ω)
− 2γ
∫
Ω
uv
|x|α dx− qλ
∫
Ω
f(x)|u|q−1uvdx− p
∫
Ω
g(x) |u|
p−2uv
|x|s dx
(2− q)
(
c(n, α)
∫
Rn
∫
Rn
|u(x)−u(y)|2
|x−y|n+α dxdy − γ
∫
Ω
|u|2
|x|α dx
)
− (p− q)
∫
Ω
g(x) |u|
p
|x|s dx
,
(24)
for all v ∈ X
α
2
0 (Ω).
Proof. Following the proof of Lemma 3.6, we get that there exist ǫ > 0 and a differentiable function
σ− : B(0, ǫ) −→ R such that σ−(0) = 1 and σ−(v)(u− v) ∈ N , for all v ∈ B(0, ǫ). Since u ∈ N−, we
have
〈φ′(u), u〉 = (2− q)‖u‖2 − (p− q)
∫
Ω
g(x)
|u|p
|x|s
dx < 0.
It then follows from the continuity of φ′ and σ− that
〈φ′(σ−(v)(u − v)), σ−(v)(u − v)〉 = (2− q)‖σ−(v)(u − v)‖
2 − (p− q)
∫
Ω
g(x)
|σ−(v)(u − v)|p
|x|s
dx.
Therefore, for ǫ > 0 small enough, we get that σ−(v)(u − v) ∈ N−.
Proposition 3.8. Let Λ = Λ(p) := min{Λ1,Λ2,Λ3}. Then, for any λ ∈ (0,Λ), the following hold.
1. There exists a minimizing sequence (uk)k∈N ⊂ N for Iλ,p(u) such that
• Iλ,p(uk) =M+ o(1).
• I ′λ,p(uk) = o(1) in (X
α
2
0 (Ω))
′.
2. There exists a minimizing sequence (uk)k∈N ⊂ N− for Iλ,p(u) such that
• Iλ,p(uk) =M− + o(1).
• I ′λ,p(uk) = o(1) in (X
α
2
0 (Ω))
′.
Proof. It follows from Lemma 3.5 that Iλ,p(u) is coercive and bounded below. Then,
1. The Ekeland variational principle implies that there exists a minimizing sequence (uk)k∈N such
that
Iλ,p(uk) < inf
N
Iλ,p(u) +
1
k
=M+
1
k
and Iλ,p(uk) < Iλ,p(u) +
1
k
‖u− uk‖ for all u ∈ N . (25)
For k large enough, we use Lemma 3.5, (12) and (25) to get
(
1
p
−
1
q
) λ
∫
Ω
f(x)|uk|
qdx ≤ Iλ,p(uk) = (
1
2
−
1
p
)‖uk‖
2 + (
1
p
−
1
q
) λ
∫
Ω
f(x)|uk|
qdx
<M+
1
n
<M
<
M
2
< 0.
(26)
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Therefore,
−
M
2
pq
p− q
< λ
∫
Ω
f(x)|uk|
qdx ≤ AS
− q2
p ‖uk‖
q,
which yields uk 6= 0, for all k ∈ N. On the other hand, from (26) and Ho¨lder’s inequality, we deduce
that
‖uk‖
2 <
2λ(p− q)
q(p− 2)
AS
− q2
p ‖wk‖
q.
Hence,
(
−
M
2
pq
p− q
A−1S
q
2
p
) 1
q
< ‖uk‖ <
(
2λ(p− q)
q(p− 2)
AS
− q2
p
) 1
2−q
. (27)
In order to finalize the proof, it is sufficient to show that
‖I ′λ,p(uk)‖(X
α
2
0 (Ω))
′
→ 0 as k →∞. (28)
Indeed, it follows from Lemma 3.6 that there exists a differentiable function σk : Bk(0, ǫk) −→ R+,
for some ǫk, such that
σk(uk − u) ∈ N for all k ∈ N,
where Bk(0, ǫk) := {u ∈ X
α
2
0 (Ω) : ‖u‖ < ǫk}. Choose 0 < ρ < ǫk, and for any u ∈ X
α
2
0 (Ω) \ {0},
define uρ :=
ρu
‖u‖ and ηρ := σk(ρk)(uk − u). Using the fact that ηρ ∈ N , and also (25)2, we get that
Iλ,p(uk) < Iλ,p(ηρ) +
1
k‖ηρ − uk‖, which means
Iλ,p(ηρ)− Iλ,p(uk) > −
1
k
‖ηρ − uk‖. (29)
Now we apply the mean value theorem to the left hand-side of the last inequality to deduce
Iλ,p(ηρ)− Iλ,p(uk) = 〈I
′
λ,p(uk), ηρ − uk〉+ o(‖ηρ − uk‖).
Thus,
〈I ′λ,p(uk), ηρ − uk〉+ o(‖ηk − uk‖) ≥ −
1
k
‖ηρ − uk‖. (30)
Regarding the first term in (30), we have that
〈I ′λ,p(uk), ηρ − uk〉 = 〈I
′
λ,p(uk), σk(uρ)(uk − uρ)− uk〉
= 〈I ′λ,p(uk), σk(uρ)(uk − uρ) + (uρ − uk)− uρ〉
= 〈I ′λ,p(uk),−uρ〉+ 〈I
′
λ,p(uk), (σk(uρ)− 1)(uk − uρ)〉.
Therefore,
〈I ′λ,p(uk),−uρ〉+ 〈I
′
λ,p(uk), (σk(uρ)− 1)(uk − uρ)〉 ≥ −
1
k
‖ηρ − uk‖. (31)
By the definition of uρ and ηρ, we obtain
−ρ〈I ′λ,p(uk),
u
‖u‖
〉+ (σk(uρ)− 1)〈I
′
λ,p(uk)− I
′
λ,p(ηρ), (uk − uρ)〉 ≥ −
1
k
‖ηρ − uk‖+ o(‖ηρ − uk‖).
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The last inequality implies that
〈I ′λ,p(uk),
u
‖u‖
〉 ≤
1
ρk
‖ηρ − uk‖+
o(‖ηρ − uk‖)
ρ
+
(σk(uρ)− 1)
ρ
〈I ′λ,p(uk)− I
′
λ,p(ηρ), (uk − uρ)〉. (32)
Note that from Lemma 3.6, it follows
lim
ρ→0
|(σk(uρ)− 1)|
ρ
=
|〈σ′(0), uρ〉|
ρ
≤ ‖σ′(0)‖,
and also simple computations yield
‖ηρ − uk‖ = ‖σk(uρ)(uk − uρ)uk‖
= ‖(σk(uρ)− 1)uk − uρσk(uρ)‖
≤ ‖(σk(uρ)− 1)uk‖+ ‖uρσk(uρ)‖
= |σk(uρ)− 1|‖uk‖+ |σk(uρ)|ρ.
Using the last two identities, and (32), we then get that
〈I ′λ,p(uk),
u
‖u‖
〉 ≤
1
k
|σk(uρ)|+
1
k
|σk(uρ)− 1|
ρ
‖uk‖+
(σk(uρ)− 1)
ρ
〈I ′λ,p(uk)− I
′
λ,p(ηρ), (uk − uρ)〉.
Taking σ → 0 in the last inequality for a fixed k, and using (27), we obtain that there exists a
constant C > 0 (independent of ρ) such that
〈I ′λ,p(uk),
u
‖u‖
〉 ≤
C
k
(1 + ‖σ′(0)‖) as σ → 0.
In order to complete the proof of (28), we only need to show that ‖σ′(0)‖ is uniformly bounded in
k. It follows from (23) and Ho¨lder’s inequality that there exists a constant c > 0 such that
〈σ′(0), v〉 ≤
c∣∣∣(2− q)‖uk‖2 − (p− q) ∫Ω g(x) |uk|p|x|s dx
∣∣∣ .
It remains to prove that there exists a constant c¯ > 0 such that∣∣∣∣(2− q)‖uk‖2 − (p− q)
∫
Ω
g(x)
|uk|p
|x|s
dx
∣∣∣∣ > c¯ for n large enough. (33)
We deduce by contradiction. Suppose that there exists a sub-sequence (uk)k∈N such that
(2− q)‖uk‖
2 − (p− q)
∫
Ω
g(x)
|uk|
p
|x|s
dx = o(1) as k →∞. (34)
Then, (27) and (34) yield
(p− q)
∫
Ω
g(x)
|uk|p
|x|s
dx = (2− q)‖uk‖
2 + o(1)
≥ (2− q)
(
−
M
2
pq
p− q
A−1S
q
2
p
) 1
q
+ o(1) as k →∞,
which implies that there exists a constant C1 > 0 such that
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∫
Ω
g(x)
|uk|
p
|x|s
dx ≥ C1 > 0. (35)
In addition, by (34) and the fact that (uk)k∈N ∈ N , we have
λ
∫
Ω
f(x)|uk|
qdx = ‖uk‖
2 −
∫
Ω
g(x)
|uk|p
|x|s
dx
= ‖uk‖
2 −
2− q
p− q
‖uk‖
2 + o(1)
=
p− 2
p− q
‖uk‖
2 + o(1) as k →∞.
Hence,
‖uk‖ =
(
λ(
p− q
p− 2
)
∫
Ω
f(x)|uk|
qdx
) 1
2
+ o(1)
≤
(
λ(
p− q
p− 2
)AS
− q2
p
) 1
2−q
+ o(1) as k →∞.
Following the last part of the proof of Lemma 3.1, we get that Jλ,p(uk) = o(1) as k → ∞. On the
other hand, we use (35) and the fact that λ ∈ (0,Λ) to get
Jλ,p(uk) ≥ C(p, q)

 ‖uk‖2(p−1)∫
Ω g(x)
|uk|p
|x|s dx


1
p−2
− λA
(∫
Ω
|uk|p
|x|s
dx
) q
p
≥
(∫
Ω
|uk|p
|x|s
dx
) q
p
[
C(p, q)S
p−1
p−2+
q−1
2−q
p
(
λA(p − q)
p− 2
) 1−q
2−q
‖g‖
1
2−p
∞ − λA
]
.
> 0,
(36)
which contradicts Jλ,p(uk) = o(1) as k → ∞. Therefore, (33) holds, and there exists a constant
b > 0 such that
〈I ′λ,p(uk),
u
‖u‖
〉 ≤
b
k
.
This implies (28), and completes the proof.
2. The proof goes exactly as the first part using Lemma 3.7.
4 Proof of Theorem 1.1
In this section, we use the results in section 3 to prove the existence of a positive solution on N+,
as well as on N+. This coupled with the fact that N− ∩ N+ = ∅ yield Theorem 1.1.
Theorem 4.1. Let Λ = Λ(p) := min{Λ1,Λ2,Λ3}. Then, for any λ ∈ (0,Λ), there exists a minimizer
u+ ∈ N+ for the functional Iλ,p which verifies
1. Iλ,p(u+) =M =M+.
2. u+ is positive solution of (1).
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3. Iλ,p(u+)→ 0 as λ→ 0.
Proof. Let (uk)k∈N ⊂ N be a minimizing sequence for Iλ,p such that Iλ,p(u) = M + o(1) and
I ′λ,p(u) = o(1) in (X
α
2
0 (Ω))
′, given in the first part of Proposition 3.8. It then follows from Lemma
3.5 and the fractional Sobolev embedding that there exists a sub-sequence (uk)k∈N - still denote by
uk - and u+ ∈ X
α
2
0 (Ω) such that
uk ⇀ u+ weakly in X
α
2
0 (Ω)
uk → u+ strongly in L
r(Ω) for every 1 ≤ r < 2∗α.
(37)
We first show that
∫
Ω f(x)|u+|
qdx 6= 0. Indeed, suppose
∫
Ω f(x)|u+|
qdx = 0. Then, by (37)2, and
the fact that 1 < q < 2 < 2∗α, we obtain∫
Ω
f(x)|uk|
qdx→
∫
Ω
f(x)|u+|
qdx = 0 as k→∞,
which means ∫
Ω
f(x)|uk|
qdx = o(1) as k →∞.
Thus,
‖uk‖
2 = λ
∫
Ω
f(x)|uk|
qdx+
∫
Ω
g(x)
|uk|p
|x|s
dx
=
∫
Ω
g(x)
|uk|p
|x|s
dx+ o(1) as k →∞,
and
Iλ,p(uk) =
1
2
‖uk‖
2 −
λ
q
∫
Ω
f(x)|uk|
qdx−
1
p
∫
Ω
g(x)
|uk|p
|x|s
dx
=
(
1
2
−
1
p
)∫
Ω
g(x)
|uk|p
|x|s
dx+ o(1) as k →∞.
On the other hand,
Iλ,p(u) =M+ o(1) < 0 as k →∞.
This leads us to the following contradiction:
0 ≤
(
p− 2
2p
)
‖uk‖
2 + o(1) = Iλ,p(uk) =M = o(1) < 0.
Hence, ∫
Ω
f(x)|u+|
qdx 6= 0.
We now prove that uk → u+ strongly in X
α
2
0 (Ω).
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M = inf
u∈X
α
2
0 (Ω)\{0}
Iλ,p(u) ≤ Iλ,p(u+) =
1
2
‖u+‖
2 −
λ
q
∫
Ω
f(x)|u+|
qdx−
1
p
∫
Ω
g(x)
|u+|p
|x|s
dx
=
(
1
2
−
1
p
)∫
Ω
g(x)
|u+|p
|x|s
dx+
(
1
p
−
1
q
)
λ
∫
Ω
f(x)|u+|
qdx
≤
(
1
2
−
1
p
)∫
Ω
g(x)
|uk|
p
|x|s
dx+
(
1
p
−
1
q
)
λ
∫
Ω
f(x)|uk|
qdx
=M.
This yields Iλ,p(u+) =M, and uk → u+ strongly in X
α
2
0 (Ω).
The next step is to prove that u+ ∈ N+. Assume that u+ ∈ N−. It then follows from Lemma 3.4
that there exist t− and t+ such that t−u+ ∈ N−, t+u+ ∈ N+ and t+ < t− = 1. Following the proof
of Lemma 3.4, we have that ddtIλ,p(t
+u) = 0 and d
2
dt2 Iλ,p(t
+u) > 0. Thus, there exists a t˜ such that
t+ < t˜ < t− = 1 and Iλ,p(t
+u+) < Iλ,p(t˜u+). We again use Lemma 3.4 to get
Iλ,p(t
+u+) < Iλ,p(t˜u+) ≤ Iλ,p(t
−u+) = Iλ,p(u+),
which is in contradiction with Iλ,p(u+) = M. Therefore, u+ ∈ N+, and Iλ,p(u+) = M = M+.
Since Iλ,p(u+) = Iλ,p(|u+|), and |u+| ∈ N
+ is a solution for (1), without loss of generality, we may
assume that u+ is a non-negative solution of (1), and strong maximum principle [23, Proposition
2.2.8] implies that u+ > 0 in Ω.
To complete the proof of Theorem 4.1, we need to show that Iλ,p(u+)→ 0 as λ→ 0. From Lemma
3.5, it follows
−λ
(
p− q
pq
)(
2− q
2
)(
AS
− q2
p
) 2
2−q
≤ Iλ,p(u+) <M < 0.
Thus, Iλ,p(u+)→ 0 as λ→ 0.
Theorem 4.2. Let Λ = Λ(p) := min{Λ1,Λ2,Λ3}. Then, for any λ ∈ (0,Λ), the functional Iλ,p has
a minimizer u− ∈ N− which verifies
1. Iλ,p(u−) =M
−.
2. u− is a positive solution of (1).
Proof. Let (uk)k∈N ⊂ N− be a minimizing sequence for Iλ,p such that Iλ,p(u) = M− + o(1) and
I ′λ,p(u) = o(1) in (X
α
2
0 (Ω))
′, given in the second part of Proposition 3.8. It then follows from Lemma
3.5 and the fractional Sobolev embedding that there exists a sub-sequence (uk)k∈N - still denote by
uk - and u− ∈ X
α
2
0 (Ω) such that
uk ⇀ u− weakly in X
α
2
0 (Ω)
uk → u− strongly in L
r(Ω) for every 1 ≤ r < 2∗α.
(38)
We prove that uk → u− in X
α
2
0 (Ω). Indeed, if not, then we have ‖u−‖ < lim inf
k→∞
‖uk‖. Therefore,
〈I ′λ,p(u−), u−〉 = ‖u−‖
2 − λ
∫
Ω
f(x)|u−|
qdx−
∫
Ω
g(x)
|u−|p
|x|s
dx
< lim inf
k→∞
(
‖uk‖
2 − λ
∫
Ω
f(x)|uk|
qdx −
∫
Ω
g(x)
|uk|p
|x|s
dx
)
= 0,
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which contradicts u− ∈ N−. This implies that uk → u− in X
α
2
0 (Ω), and therefore Iλ,p(u−) =M
−.
Since Iλ,p(u−) = Iλ,p(|u−|), and |u−| ∈ N− is a solution for (1), without loss of generality, we may
assume that u− is a non-negative solution of (1), and the maximum principle [23, Proposition 2.2.8]
implies that u− > 0 in Ω.
Proof of Theorem 1.1. It follows from Theorems 4.1 and 4.2 that there exist two positive solutions
u+ and u− such that u+ ∈ N+ and u− ∈ N−. In addition, by Lemma 3.1, N+ ∩N− = ∅. Thus, u+
and u− are two distinct positive solutions for (1).
5 Proof of Theorem 1.2
Throughout this section, we shall assume that
p = 2∗α(s) and g(x) ≡ 1. (39)
We also use the following notations for simplicity:
Λ∗ := Λ(2∗α(s)) and Iλ(u) := Iλ,2∗α(s)(u).
We point out that all results (i.e., Lemmas, Propositions and Theorems) stated in the previous
sections hold under condition (39).
The first step to prove Theorem 1.2 is to study the existence and asymptotic behavior of the weak
solutions to the following borderline problem associated with the fractional Hardy-Schro¨dinger op-
erator (−∆)
α
2 − γ|x|α on R
n :
{
(−∆)
α
2 u− γ u|x|α =
u2
∗
α(s)−1
|x|s in R
n
u > 0 in Rn,
(40)
where 0 < α < 2, 0 ≤ s < α, 2∗α(s) =
2(n−s)
n−α , 0 ≤ γ < γH(α) = 2
α Γ
2(n+α4 )
Γ2(n−α4 )
.
The existence of the weak solutions to (40) was proved in [13]. Recently, the author and et al. in [14]
have proved the following results regarding the asymptotic behavior of such solutions which play a
crucial role in this section:
Theorem 5.1 (Theorem 1.2 in [14]). Assume 0 ≤ s < α < 2, n > α and 0 ≤ γ < γH(α). Then,
any positive solution u ∈ H
α
2
0 (R
n) of (40) satisfies u ∈ C1(Rn \ {0}) and
lim
x→0
|x|β−(γ)u(x) = λ0 and lim
|x|→∞
|x|β+(γ)u(x) = λ∞, (41)
where λ0, λ∞ > 0 and β−(γ) (resp., β+(γ)) is the unique solution in
(
0, n−α2
)
(resp., in
(
n−α
2 , n− α
)
)
of the equation
Ψn,α(t) := 2
α Γ
(
t+α
2
)
Γ
(
n−t
2
)
Γ
(
n−t−α
2
)
Γ
(
t
2
) = γ,
with β−(0) = 0, and β+(0) = n− α.
We refer the readers to Section 2 in [14] for the definition and properties of β+(γ) and β−(γ) in
detail
Let u∗(x) be a positive weak solution of (3). For any ǫ > 0, we define uǫ(x) = ǫ
α−n
2 u∗(xǫ ) in R
n.
It is easy to show that uǫ(x) is also a solution of (3). From the assumption on f , we know that f
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is a continuous function, and also f+(x) = max{f(x), 0} 6≡ 0. Let Σ := {x ∈ Ω : f(x) > 0} be an
open set of positive measure. Now we need to define appropriate cut-off function. Let η ∈ C∞0 (Σ)
be a positive cut-off function satisfying 0 ≤ η ≤ 1 in Σ. In addition, we choose ρ > 0 small enough
such that Bc2ρ ⊂ Σ, η ≡ 1 in Bρ, and η ≡ 0 in B
c
2ρ. One can check that ηuǫ(x) is in X
α
2
0 (Ω). For any
ǫ > 0, we define
Uǫ(x) = η(x)uǫ(x) for x ∈ R
n. (42)
The following lemma is a direct consequence of the computations in Section 6.1 in [14]:
Lemma 5.2. Assume that Uǫ defined as (42), and that u1 be a positive solution of (3). Then, for
every ǫ > 0 small enough, we have
(i) ‖Uǫ‖2 ≤ ‖uǫ‖2 +O(ǫβ+(γ)−β−(γ)).
(ii)
∫
Ω
|Uǫ|
2∗α(s)
|x|s dx =
∫
Ω
|uǫ|
2∗α(s)
|x|s dx+ o(ǫ
β+(γ)−β−(γ)).
We need the following two lemmas in order to prove Theorem 1.2.
Lemma 5.3. Assume that Uǫ defined as (42), and that u1 be the local minimum in Theorem 5.4.
Then, for every ǫ > 0 small enough, we have
∫
Ω
|u1 + tUǫ|2
∗
α(s)
|x|s
dx =
∫
Ω
|u1|2
∗
α(s)
|x|s
dx+
∫
Ω
|tUǫ|2
∗
α(s)
|x|s
dx+ 2∗α(s)t
∫
Ω
|u1|2
∗
α(s)−2
|x|s
Uǫu1dx
+ 2∗α(s)t
2∗α(s)−1
∫
Ω
|Uǫ|2
∗
α(s)−2
|x|s
Uǫu1dx+ o(ǫ
β+(γ)−β−(γ)
2 ).
(43)
Proof. The proof goes exactly as (17) in [7, Theorem 1] with only minor modifications. We omit it
here.
5.1 The existence of a minimizer on N+
In the following theorem, we prove the existence of a positive solution of (3) on N+.
Theorem 5.4. For any λ ∈ (0,Λ∗), there exists a minimizer u1 ∈ N+ for the functional Iλ which
verifies
1. Iλ(u1) =M =M+.
2. u1 is positive solution of (3).
3. Iλ(u1)→ 0 as λ→ 0.
Proof. The proof is a straightforward consequence of Theorem 4.1 with p = 2∗α(s).
5.2 The existence of a minimizer on N−
In obtaining the existence result on N−, it is crucial to have the (P.S) conditions for all level
σ <M+ α−s2(n−s)S
n−s
α−s
p , which will be shown in the next two lemmas.
Lemma 5.5. Let u1 be the local minimum in Theorem 5.4 . Then, for ǫ > 0 small enough, we have
sup
t≥0
Iλ(u1 + tUǫ) <M+
α− s
2(n− s)
S
n−s
α−s
p .
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Proof. We first note that
Iλ(u1 + tUǫ) =
1
2
‖u1 + tUǫ‖
2 −
λ
q
∫
Ω
f(x)|u1 + tUǫ|
qdx−
1
2∗α(s)
∫
Ω
|u1 + tUǫ|2
∗
α(s)
|x|s
dx.
On the other hand, simple computations yield
‖u1 + tUǫ‖
2 = ‖u1‖
2 + t2‖Uǫ‖
2 + 2t〈u1, Uǫ〉
X
α
2
0 (Ω)
− 2γ
∫
Ω
u1Uǫ
|x|α
dx.
Thus,
Iλ(u1 + tUǫ) =
1
2
‖u1‖
2 +
t2
2
‖Uǫ‖
2 + t〈u1, Uǫ〉
X
α
2
0 (Ω)
− γ
∫
Ω
u1Uǫ
|x|α
dx
−
λ
q
∫
Ω
f(x)|u1 + tUǫ|
qdx−
1
2∗α(s)
∫
Ω
|u1 + tUǫ|2
∗
α(s)
|x|s
dx.
(44)
Now we deal with each terms separately:
Regarding the first term, since u1 is a minimizer for Iλ, we have
1
2
‖u1‖
2 = Iλ(u1) +
λ
q
∫
Ω
f(x)|u1|
qdx+
1
2∗α(s)
∫
Ω
|u1|
2∗α(s)
|x|s
dx.
For the third one, we substitute test function ηu1 into I
′
λ(u) = 0 in X
α
2
0 (Ω) to get
t〈u1, Uǫ〉
X
α
2
0 (Ω)
− γ
∫
Ω
u1Uǫ
|x|α
dx = tλ
∫
Ω
f(x)|u1|
q−1Uǫdx+ t
∫
Ω
|u1|2
∗
α(s)−1
|x|s
Uǫdx.
Plugging the last two inequalities and (43) into (44), we obtain
Iλ(u1 + tUǫ) = Iλ(u1)−
λ
q
∫
Σ
(
f(x)|u1 + tUǫ|
qdx− f(x)|u1|
qdx − tqf(x)|u1|
q−1Uǫ
)
dx
+
t2
2
‖Uǫ‖
2 −
t2
∗
α(s)
2∗α(s)
∫
Ω
|Uǫ|
2∗α(s)
|x|s
dx− t2
∗
α(s)−1
∫
Ω
|Uǫ|
2∗α(s)−1
|x|s
u1dx+ o(ǫ
β+(γ)−β−(γ)
2 ).
(45)
We also have
∫
Σ
(
f(x)|u1 + tUǫ|
qdx− f(x)|u1|
qdx− tqf(x)|u1|
q−1Uǫ
)
dx
= q
∫
Σ
f(x)
(∫ tUǫ
0
|u1 + τ |
q−1 − |u1|
q−1dτ
)
dx
≥ q
∫
Σ
f+(x)
(∫ tUǫ
0
|u1 + τ |
q−1 − |u1|
q−1dτ
)
dx
≥ 0.
In addition, we know that u1 is a positive solution of (3). Following the iterative scheme used to
prove Proposition 3.3 in [14], one can show that
u1(x) ≤ C|x|
−β−(γ) for all x ∈ Ω.
Thus,
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∫
Ω
|Uǫ|2
∗
α(s)−1
|x|s
u1dx ≤ C
∫
Ω
|Uǫ|2
∗
α(s)−1
|x|s
|x|−β−(γ)dx
= C
∫
Bδ
|Uǫ|2
∗
α(s)−1
|x|s
|x|−β−(γ)dx+ C
∫
Ω\Bδ
|Uǫ|2
∗
α(s)−1
|x|s
|x|−β−(γ)dx
= Cǫn+
α−n
2 l−s−β−(γ)
∫
Bǫ−1δ
|u∗|2
∗
α(s)−1
|x|s
|x|−β−(γ)dx+ o(ǫ
β+(γ)−β−(γ)
2 )
= Cǫn+
α−n
2 l−s−β−(γ)
∫
Rn
|u∗|2
∗
α(s)−1
|x|s
|x|−β−(γ)dx+ o(ǫ
β+(γ)−β−(γ)
2 )
= Cǫ
β+(γ)−β−(γ)
2
∫
Rn
|u∗|2
∗
α(s)−1
|x|s
|x|−β−(γ)dx + o(ǫ
β+(γ)−β−(γ)
2 )
= Kǫ
β+(γ)−β−(γ)
2 + o(ǫ
β+(γ)−β−(γ)
2 ) for some K > 0, as ǫ→ 0.
Note that one can use the asymptotic (41) in Theorem 5.1 to show that the last integral is finite.
Therefore, there exist c > 0 such that
Iλ(u1 + tUǫ) ≤ Iλ(u1) +
t2
2
‖uǫ‖
2 −
t2
∗
α(s)
2∗α(s)
∫
Ω
|uǫ|
2∗α(s)
|x|s
dx− c ǫ
β+(γ)−β−(γ)
2 + o(ǫ
β+(γ)−β−(γ)
2 ).
We now define
m(t) =
t2
2
‖uǫ‖
2 −
t2
∗
α(s)
2∗α(s)
∫
Ω
|uǫ|2
∗
α(s)
|x|s
dx for t > 0.
By straightforward computations, we get thatm attained its maximum at t˜ =
(
‖uǫ‖
2
∫
Ω
|uǫ|
2∗α(s)
|x|s
dx
) 1
2∗α(s)−2
,
lim
t→∞
m(t) = −∞, and also
m(t˜) =
(
1
2
−
1
2∗α(s)
)
‖uǫ‖
22∗α(s)
2∗α(s)−2
(∫
Ω
|uǫ|2
∗
α(s)
|x|s
dx
)− 2
2∗α(s)−2
.
Thus, for all t > 0,
m(t) ≤
(
1
2
−
1
2∗α(s)
)
‖uǫ‖
22∗α(s)
2∗α(s)−2
(∫
Ω
|uǫ|2
∗
α(s)
|x|s
dx
)− 2
2∗α(s)−2
.
On the other hand, since uǫ is an extremal for (8), we have
‖uǫ‖
2 = Sp
(∫
Ω
|uǫ|2
∗
α(s)
|x|s
dx
) 2
2∗α(s)
.
Hence,
S
2∗α(s)
2∗α(s)−2
p = ‖uǫ‖
22∗α(s)
2∗α(s)−2
(∫
Ω
|uǫ|2
∗
α(s)
|x|s
dx
)− 2
2∗α(s)−2
.
Noting that 12 −
1
2∗α(s)
= α−s2(n−s) and
2∗α(s)
2∗α(s)−2
= n−sα−s , we get
m(t) ≤
α− s
2(n− s)
S
n−s
α−s
p for all t > 0.
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Therefore,
Iλ(u1 + tUǫ) ≤ Iλ(u1) +
α− s
2(n− s)
S
n−s
α−s
p − c ǫ
β+(γ)−β−(γ)
2 + o(ǫ
β+(γ)−β−(γ)
2 ).
<M+
α− s
2(n− s)
S
n−s
α−s
p for all t > 0.
Lemma 5.6. Suppose that a sequence (uk)k∈N satisfies the following:
1. Iλ(uk) = σ + o(1) with σ <M+
α−s
2(n−s)S
n−s
α−s
p
2. I ′λ(uk) = o(1) in (X
α
2
0 (Ω))
′
Then, there exists a sub-sequence of (uk)k∈N which is strongly convergence in X
α
2
0 (Ω).
Proof. It follows from Lemma 3.5 that (uk)k∈N is bounded in X
α
2
0 (Ω). Then, there exists a sub-
sequence - still donote by uk - and u such that
uk ⇀ u weakly in X
α
2
0 (Ω)
uk → u strongly in L
r(Ω) for every 1 ≤ r < 2∗α.
(46)
Consequently from the second assumption, we obtain
〈I ′λ(u), w〉 = 0 ∀w ∈ X
α
2
0 (Ω).
Then, u is a solution in X
α
2
0 (Ω) for (3) with Iλ(u) ≥M.
We first prove that u 6≡ 0. Indeed, suppose u ≡ 0. Then, by (46)2, and the fact that 1 < q < 2 < 2∗α,
we obtain ∫
Ω
f(x)|uk|
qdx→
∫
Ω
f(x)|u|qdx = 0,
which implies ∫
Ω
f(x)|uk|
qdx = o(1) as k →∞.
Thus, the second assumption yields
‖uk‖
2 = λ
∫
Ω
f(x)|uk|
qdx+
∫
Ω
|uk|2
∗
α(s)
|x|s
dx
=
∫
Ω
|uk|
2∗α(s)
|x|s
dx+ o(1) as k →∞,
(47)
and the first assumption then implies that
Iλ,p(uk) =
1
2
‖uk‖
2 −
λ
q
∫
Ω
f(x)|uk|
qdx−
1
2∗α(s)
∫
Ω
|uk|2
∗
α(s)
|x|s
dx
=
(
1
2
−
1
2∗α(s)
)∫
Ω
|uk|
2∗α(s)
|x|s
dx+ o(1)
=
α− s
2(n− s)
∫
Ω
|uk|2
∗
α(s)
|x|s
dx+ o(1)
= σ + o(1) as k →∞.
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Since σ < α−s2(n−s)S
n−s
α−s
p , we get that∫
Ω
|uk|2
∗
α(s)
|x|s
dx < S
n−s
α−s
p + o(1) as k →∞.
On the other hand, it follows from (8) and (47) that
∫
Ω
|uk|2
∗
α(s)
|x|s
dx ≥ S
n−s
α−s
p + o(1) as k →∞.
This gives us a contradiction which implies that u can not be identically zero, and thus u 6≡ 0 with
Iλ(u) ≥M.
Let now vk = uk − u, for all k ∈ N. We may verify as Brzis-Lieb lemma in [6] that (see also [15,
Lemma 4.2])
∫
Ω
|uk|2
∗
α(s)
|x|s
dx =
∫
Ω
|u|2
∗
α(s)
|x|s
dx+
∫
Ω
|vk|2
∗
α(s)
|x|s
dx+ o(1) as k →∞.
Hence, by weakly convergence vk ⇀ 0 in X
α
2
0 (Ω), we can conclude that
M+
α− s
2(n− s)
S
n−s
α−s
p > Iλ(u2 + vk)
= Iλ(u2) +
1
2
‖vk‖
2 −
1
2∗α(s)
∫
Ω
|vk|2
∗
α(s)
|x|s
dx+ o(1)
≥M+
1
2
‖vk‖
2 −
1
2∗α(s)
∫
Ω
|vk|2
∗
α(s)
|x|s
dx+ o(1) as k →∞.
Then,
1
2
‖vk‖
2 −
1
2∗α(s)
∫
Ω
|vk|2
∗
α(s)
|x|s
dx <
α− s
2(n− s)
S
n−s
α−s
p + o(1) as k →∞. (48)
On the other hand, from the second assumption, we know that (uk)k∈N is uniformly bounded and u
is solution of (3). So,
o(1) = I ′λ(uk, uk)
=
1
2
‖uk‖
2 − λ
∫
Ω
f(x)|uk|
qdx−
∫
Ω
|uk|
2∗α(s)
|x|s
dx
= I ′λ(u) + ‖vk‖
2 −
∫
Ω
|vk|2
∗
α(s)
|x|s
dx+ o(1) as k →∞.
Since I ′λ(u) = 0, we have
‖vk‖
2 −
∫
Ω
|vk|2
∗
α(s)
|x|s
dx = o(1) as k →∞. (49)
Now we prove that if (48) and (49) hold, then (vk)k∈N admits a sub-sequence which converges
strongly to zero. Indeed, if not, there exits a constant c > 0 such that ‖vk‖2
X
α
2
0 (Ω)
≥ c > 0, for all
k ∈ N. Combining (48) and (49) leads us to the following contradiction:
22
α− s
2(n− s)
S
n−s
α−s
p ≤
α− s
2(n− s)
‖vk‖
2 + o(1)
=
1
2
‖vk‖
2
X
α
2
0 (Ω)
−
1
2∗α(s)
‖vk‖
2 + o(1)
<
α− s
2(n− s)
S
n−s
α−s
p + o(1) as k →∞.
Therefore, up to a sub-sequence, vk → 0 strongly in X
α
2
0 (Ω). This implies that uk → u strongly in
X
α
2
0 (Ω).
We are now ready to prove the existence results on N+.
Proposition 5.7. For any λ ∈ (0,Λ∗), there exists a minimizer u2 ∈ N− for the functional Iλ which
verifies
1. Iλ(u2) =M− <M+
α−s
2(n−s)S
n−s
α−s
p .
2. u2 is a nontrivial non-negative solution of (3).
Proof. We first show that
M− <M+
α− s
2(n− s)
S
n−s
α−s
p . (50)
Let
W1 :=
{
u ∈ X
α
2
0 (Ω) \ {0} : t
−(
u
‖u‖
) > ‖u‖
}
∪ {0},
and
W2 :=
{
u ∈ X
α
2
0 (Ω) \ {0} : t
−(
u
‖u‖
) < ‖u‖
}
.
Thus, N− disconnects X
α
2
0 (Ω) in two connected components W1 and W2, and X
α
2
0 (Ω) \N
− =W1 ∪
W2. By Lemma 3.4, for any u ∈ N+, there exists a unique t−(
u
‖u‖ ) > 0 such that 1 < tmax < t
−(u).
Since t−(u) = 1‖u‖ t
−( u‖u‖ ). Then, t
−( u‖u‖ ) > ‖u‖, and N
+ ⊂W1. In particular, u1 ∈W1.
Next step is to show that there exists n0 > 0 such that u1+n0Uǫ ∈W2. To prove this, we first note
that there exists C > 0 such that
0 < t−(
u1 + n0Uǫ
‖u1 + n0Uǫ‖
) < C for all n0 > 0. (51)
Indeed, if not, there exists a sub-sequence (nk)k∈N such that
nk →∞ and t
−(
u1 + nkUǫ
‖u1 + nkUǫ‖
)→ 0 as k→∞.
For all k ∈ N, let vk =
u1+nkUǫ
‖u1+nkUǫ‖
. So, Lemma 3.4 implies that t−(vk)vk ∈ N− ⊂ N for all k ∈ N .
Then, a straightforward computation and the Lebesgue dominated convergence theorem yield
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∫
Ω
|vk|2
∗
α(s)
|x|s
dx =
1
‖u1 + nkUǫ‖2
∗
α(s)
∫
Ω
|u1 + nkUǫ|2
∗
α(s)
|x|s
dx
=
1
‖ u1nk + Uǫ‖
2∗α(s)
∫
Ω
| u1nk + Uǫ|
2∗(s)α
|x|s
dx.
Hence,
∫
Ω
|vk|2
∗
α(s)
|x|s
dx→
1
‖Uǫ‖2
∗
α(s)
∫
Ω
|Uǫ|2
∗(s)α
|x|s
dx > 0 as k →∞.
On the other hand, as k→∞, we have
Iλ(t
−(vk)vk)
=
1
2
[t−(vk)]
2‖vk‖
2 −
λ
q
[t−(vk)]
q
∫
Ω
f(x)|vk|
qdx−
1
2∗α(s)
[t−(vk)]
2∗α(s)
∫
Ω
|vk|2
∗
α(s)
|x|s
dx→ −∞.
This contradicts the fact that Iλ is bounded below. Thus, (51) holds.
Now let n0 :=
|C2−‖u1‖
2|
1
2
‖Uǫ‖
+ 1. So,
‖u1 + n0Uǫ‖
2 = ‖u1‖
2 + n20‖Uǫ‖
2 + 2n0
(
Cn,α〈u1, Uǫ〉
X
α
2
0 (Ω)
− γ
∫
Ω
u1Uǫ
|x|α
dx
)
≥ ‖u1‖
2 +
∣∣C2 − ‖u1‖2∣∣
≥ C2
>
∣∣∣∣t−( u1 + n0Uǫ‖u1 + n0Uǫ‖ )
∣∣∣∣
2
,
which gives
t−(
u1 + n0Uǫ
‖u1 + n0Uǫ‖
) < ‖u1 + n0Uǫ‖.
This proves that u1 + n0Uǫ ∈W2.
Now define
Γ :=
{
τ ∈ C([0, 1], X
α
2
0 (Ω)) : τ(0) = u1 and τ(1) = u1 + n0Uǫ
}
,
c⋆ := inf
τ∈Γ
max
ξ∈[0,1]
Iλ(τ(ξ)) and γ
⋆(ξ) = u1 + ξn0Uǫ for ξ ∈ [0, 1].
We have γ⋆(0) ∈ W1 and γ⋆(1) ∈ W2. So, there exists ξ0 ∈ (0, 1) such that γ⋆(ξ0) ∈ N− and
c⋆ ≥M−. It also follows from Lemma 5.6 that
M− < c⋆ <M+
α− s
2(n− s)
S
n−s
α−s
p .
The Ekeland’s variational principle yields that there exists a sequence (uk)k∈N ⊂ N− such that
Iλ(uk) =M
− + o(1) and I ′λ(uk) = o(1) in (X
α
2
0 (Ω))
′.
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We use Lemma 5.6 and (50) to get that there exist a sub-sequence (uk)k∈N and u2 such that uk → u2
strongly in X
α
2
0 (Ω). So, we have that u2 ∈ N
− and Iλ(uk)→ Iλ(u2) =M− as k →∞.
Since Iλ(u2) = Iλ(|u2|), and |u2| ∈ N− is a solution for (3), without loss of generality, we may
assume that u2 is a non-negative solution for (3), and the maximum principle [23, Proposition 2.2.8]
implies that u2 > 0 in Ω.
Proof of Theorem 1.2. It follows from Theorem 5.4 and Proposition 5.7 that there exist two positive
solutions u1 and u2 such that u1 ∈ N+ and u2 ∈ N−. In addition, we have N+ ∩N− = ∅. Thus, u1
and u2 are two distinct positive solutions for (3).
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