INTRODUCTION
The Number Field Sieve (NFS), introduced in 1988 Pollard 1993a], is the asymptotically fastest known algorithm for factoring integers. Two forms of the NFS have been considered: the Special NFS, or SNFS, tailored especially to integers of the form n = c 1 r t + c 2 s u , and the General NFS, or GNFS, applicable to arbitrary numbers. The NFS factors integers n in heuristic time exp ? (c + o(1))(log n) 1=3 (log log n) 2=3 as n ! 1, where c = ? 32 9 1=3 1:5 for the SNFS and c = ? 64 9 1=3 1:9 for the GNFS Buhler et al. 1993] . These expressions should be compared with the time exp ?
(1 + o(1))(log n) 1=2 (log log n) 1=2 taken by the Multiple Polynomial Quadratic Sieve, or MPQS Pomerance 1985] , still the best generalpurpose factoring algorithm for integers with less than approximately 105 digits. We describe here several experiments carried out with an implementation of the NFS written by J. Buhler, R. M. Elkenbracht-Huizing, P. L. Montgomery, R. Robson and R. Ruby. It has been used, among others, for the record SNFS factorization of (12 151 ? 1)=11, a number of 162 decimal digits, and a GNFS factorization of a 107-digit cofactor of 6 223 +1. We start with a description of the NFS and an outline of the implementation, then discuss in more detail several aspects of the implementation, and nally state the results of the factorization experiments. Detailed descriptions of the NFS can be found in Lenstra et al. 1993b; ].
DESCRIPTION OF THE NFS
Let n be the odd number to be factored. It is easy to check whether n is a prime number or a prime power Lenstra et al. 1993c , x 2.5], and we assume that it is neither. Like MPQS, the NFS tries to nd a solution of the equation v 2 w 2 mod n. For at least half of the pairs (v mod n; w mod n) with v 2 w 2 mod n and v and w relatively prime to n, the greatest common divisor of n and v ? w gives a nontrivial factor of n.
To construct v and w we rst choose two polynomials f 1 (x) = c 1;d1 x d1 + c 1;d1?1 x d1?1 + + c 1;0 f 2 (x) = c 2;d2 x d2 + c 2;d2?1 x d2?1 + + c 2;0 over Z, with f 1 6 = f 2 , both irreducible over Z and having content cont f i := gcd(c i;di ; : : : ; c i;0 ) equal to 1; we also choose an integer m that is a common root modulo n of f 1 and f 2 . In our implementation this is the only step in which the SNFS and the GNFS di er: in the SNFS we use the special form of n to pick these polynomials by hand. One polynomial will have very small coe cients compared to the coe cients of the polynomials we will use with the GNFS, where we search for a pair of polynomials with help of the computer. This makes SNFS faster than GNFS Buhler et al. 1993, x 1]. See Section 5 for a detailed description of the selection of the polynomials.
Let i , for i = 1; 2, be a root of f i (x) in C . Let Q n denote the ring of rational numbers with denominator coprime to n. We want to nd a nonempty set S of pairs (a; b) of ' 2 ( 2 ) mod n. This yields ' 1 ( ) 2 ' 2 ( ) 2 mod n. When ' 1 ( ) and ' 2 ( ) are relatively prime to n, calculating gcd(n; ' 1 ( ) ? ' 2 ( )) will yield a nontrivial factor of n in at least half the cases. For The algorithm searches for a pair (a; b) of coprime integers such that both integers F i (a; b) factor completely over the prime numbers below some user-determined bounds B i . We call such integers F i (a; b) smooth and such (a; b)-pairs relations. For a relation (a j ; b j ) we can write (j;p) should be even. Let v(a j ; b j ) be a vector of length 1 + jK 1 j + jK 2 j, constructed as follows: its rst entry is 1 and the rest of v(a j ; b j ) is lled with all exponents e 1 (j; p) and e 2 (j; p) modulo 2, in an order which is xed for all (a j ; b j ). If S is a subset of the relations such that By looking at what kind of p divides F i (a; b), we will almost overcome this problem. For each prime number p we de ne the set R i (p) = f(r 1 : r 2 ) 2 P 1 (F p ) j F i (r 1 ; r 2 ) 0 mod pg; (2.2) where P 1 (F p (j;p;r1;r2) should be even. Let v(a j ; b j ) be a vector of length 1 + jF 1 (B 1 )j + jF 2 (B 2 )j containing 1 and the values of e 1 (j; p; r 1 ; r 2 ) mod 2 and e 2 (j; p; r 1 ; r 2 ) mod 2, in an order that is xed for all relations (a j ; b j ). A nonempty subset S of relations such that X S v(a;b) 0 mod 2 is almost su cient to ensure that Q S (a?b i ) be a square in Q n i ] for i = 1; 2 Buhler et al. 1993, x 12.7] . That it is not totally su cient is only partly caused by the fact that we only forced the product Q S jF i (a; b)j to be a square in Z. We can see that it is not totally su cient from the following example: In the eld Q ( p 3) generated by a root of the polynomial f(x) = x 2 ? 3, the element 2 + p 3 has norm F(2; ?1) = 1. So all exponents e 1 (j; p; r 1 ; r 2 ) and e 2 (j; p; r 1 ; r 2 ) will be zero. 
OUTLINE OF THE IMPLEMENTATION
The implementation can be divided into ve stages.
In the rst stage we select the polynomials f 1 (x) and f 2 (x) in Z x], and the integer m such that m is a common root of f 1 (x) and f 2 (x) modulo n. We also choose the sieving region | that is, the collection of (a; b)-pairs for which both F i (a; b) are checked for smoothness | and, for each polynomial, a factor base bound B i . The second stage, the sieving in which the relations are found, is the most time-consuming. In this implementation a relation is a pair (a; b) from the sieving region such that both F i (a; b) factor completely over the primes below B i , except for at most two large prime numbers, which should be between B i and a large prime bound L i . By using lattice sieving Pollard 1993b] | a special form of which will be desribed in Section 6 | one of the two integers F i (a; b) is allowed to have three primes between B i and L i . The product in (2.3) is taken over F(L i ), and the vectors v(a;b) have to be adapted accordingly. This is followed by a ltering stage with the purpose of reducing the amount of data. Here some relations are eliminated and others are grouped into relation-sets.
In The nal stage consists of extracting the square roots and . This is done by a new algorithm, developed by Montgomery 1994] and also iterative. Successive approximations are found, leaving over \smaller" remainders of which we have to extract the square root. If the remainder is small enough we use a conventional method. Finally we apply the homomorphisms ' 1 and ' 2 to the square roots and , respectively, and calculate the gcd of n and ' 1 ( ) ? ' 2 ( ), which will split n into two nontrivial factors in at least half of the cases.
FREE RELATIONS
Denote the order of the Galois group of f 1 (x)f 2 (x) by g. For approximately 1=g of the primes q < min(L 1 ; L 2 ), both polynomials F i (x; y) split 
CHOICE OF THE POLYNOMIALS
The conjectured running time for the application of the SNFS to a number of the form n = c 1 r t +c 2 s u depends on the size of n. If only small factors of n are known, the SNFS algorithm is certainly the best one to use. If already a substantial nonalgebraic factor of n is known, the GNFS or the MPQS might be faster. Using the SNFS for a factor n of an integer c 1 r is not irreducible, a nontrivial factor of f 1 is likely to give rise to a nontrivial factor of n, and otherwise f 1 can be replaced by a suitable factor. (This is also applicable in the case of the GNFS.) An algorithm to test whether a polynomial is irreducible and to factor it if it is not can be found in Lenstra et al. 1982] . If we encounter a polynomial f i (x) with cont f i (x) 6 = 1, we can divide all coe cients of f i (x) by the content, assuming that cont f i (x) and n are relatively prime. Using the SNFS we sometimes nd better pairs of polynomials, together with a value for m, by trying to factor a multiple of n. Examples can be found in the last section of this article.
Using the GNFS one can nd two polynomials by the base m method. Select a small positive integer d 1 | usually 4 or 5 | which will again be the In Buhler et al. 1993, x 12 .2] one can nd slightly better variants of this method, resulting in a linear and a higher-degree polynomial with leading coe cients possibly larger than one and possibly negative coe cients. For these variants the polynomial coe cients are O(n 1=(d1+1) ). The task is to nd suitable polynomials f 1 and f 2 , factor base bounds B 1 , B 2 , large prime bounds L 1 , L 2 , and a sieving region. For a good choice four characteristics of the polynomials should be taken into account. First, the maximal values of jF i (a; b)j should be small, making them more likely to be smooth over the primes below B i . Secondly, when a polynomial has many real roots, more ratios a=b will be near a root and more values F i (a; b) are expected to be small. As a re nement of this characteristic we can look at the absolute value of the real roots. A polynomial having a real root near max jaj= max jbj is a good choice. The importance of this characteristic is made clear in Figure 1 . Thirdly, polynomials that have many roots modulo (preferably di erent) small primes are preferred over ones that do not. This enlarges the probability that F i (a; b) is small after dividing it by these small prime numbers, making it more likely to be smooth over the primes below B i . Finally, it is better to choose polynomials for which the order of the Galois group of f 1 (x)f 2 (x) is small, since we saw in the previous section that they provide more free relations. With these criteria in mind we select the pair of polynomials which is expected to be the best. T over Z=nZ using the standard inner product. Suppose f 1 (x) and f 2 (x) are irreducible over Z, have content 1, and do not satisfy f 1 (x) = f 2 (x). As will be explained further on, we can nd in practice a and b of which the coe cients are appoximately O(n 1=4 ), so the space orthogonal to a and b has rank 1 (both over Z and over Z=nZ). If We also have to choose the factor base bounds B i , the large prime bounds L i , and the sieving region. In the experiments described in Section 10, where we factored numbers in the 98{162 digits range with the SNFS and numbers in the 87{ 107 digits range with the GNFS, we used factor base bounds between 5 10 5 and 2:9 10 6 and large prime bounds between 12 10 6 and 4 10 7 . When using classical sieving, the sieving region was a rectangle for which we took a in a subinterval of ?2 10 6 ; 2 10 6 ] and b between 1 and some upper bound, in our experiments between 16 10 3 and 48 10 4 . First we chose the factor base bounds and generated the corresponding factor bases F i (B i ), as described in the next section. Then we chose the large prime bounds L i and xed a range of avalues. For all these a-values and a few b-values, preferably equidistributed over the expected range of b-values, we checked whether the (a; b)-pair is a relation, in a way we will describe in the next section. Allowing F i (a; b) to contain two large primes between B i and L i , instead of demanding it to be smooth over the primes below B i , we increase the probability that (a; b) is a relation. On the other hand, F i (a; b) is now factored over F i (L i ) instead of F i (B i ), which enlarges the number of relations needed too. In practice this adjustment has shown to be useful. In our experiments we needed approx-
From the number of relations we got for these few b-values we could estimate the range of b-values needed and from the time the experiment took we could estimate the time needed for the whole sieving step. In this way we selected a good combination of pair of polynomials, factor base bounds, large prime bounds and sieving region.
THE SIEVING
The sieving is the part of the algorithm during which we collect the relations. Before we start the sieving we have to generate the factor bases F i (B i In the classical way of sieving we rst choose the a-interval and the b-interval. We start sieving with b = 1 and augment b until we reach its upper bound. The program gnfs estimates the maximum value of F i (a; b) over all values of a and b for both polynomials. The polynomial for which this estimate is larger is sieved rst. Probably fewer pairs (a; b) will have a smooth value of F i (a; b) for this polynomial, so fewer pairs have to be stored. Furthermore this largest value is used to decide upon the base of the logarithm, which we choose in such a way that the log of the maximum ts in one byte. Suppose we start sieving with polynomial f j .
To sieve for the rst polynomial f j we x b and initialize to zero an array that contains one byte per a-value. For every prime p < B j and every r with f j (r) 0 mod p we add log p] (where ] is the nearest integer function) to all array elements corresponding with a br mod p. For every prime p < B j with p j c j;dj and p j b we add log p] to every array element. Then we split the a-interval recursively in subintervals until the value of c j (a; b) = F j (a; b)=L 2 j does not vary more than a prescribed amount within a subinterval. If the value of an array element is close enough to log c j (a; b), then F j (a; b) is potentially smooth and we store the value of a. Now the same sieving process takes place for the other polynomial f 3?j . If for a pair (a; b) both F 1 (a; b) and F 2 (a; b) are potentially smooth | (a; b) is now called a candidate relation |, we use trial division (where we rst test if a br mod p before applying an expensive multiple precision division of F i (a; b) on p) to extract all factors below B i from F i (a; b), for i = 1; 2. This is necessary, since during the sieving we use rounded logarithms and other techniques, which not only make the sieving faster, but also make the nal value in the array elements less accurate.
(In Golliver et al. 1994 ] experiments were made with repeating the sieving procedure once again, instead of using trial division. The candidate relations are marked in the sieving array. In a second sieving round the primes p themselves are stored instead of adding log p] to the array elements for the candidate relations. Next the integers F 1 (a; b) and F 2 (a; b) are calculated for the candidate relations and the stored primes are divided out. This approach costs more memory, but is likely faster.)
By increasing p, and comparing the sieved logarithms with the sum of the logarithms of primes divided out of F i (a; b) during trial division so far, one can sometimes skip an interval of primes. If after the trial division there remains a composite part smaller than L 2 i , we try to factor it rst using SQUFOF, and if that fails using Pollard Rho Riesel 1985, pp. 191{198, 174{183] . A pair (a; b) is a relation if both F i (a; b) factor over the primes below B i except for at most two large primes between B i and L i . It is stored together with the primes dividing F i (a; b) that exceed some user-determined printing bounds W i , where i = 1; 2. With these bounds W i one can monitor the amount of output of the gnfs program. They should be chosen in such a way that it ts in the available disk space.
Using the lattice sieve, we only sieve over pairs (a; b) of which we know that one F i (a; b), say for i = j 2 f1; 2g, is divisible by a special large prime between L (l) and L (u) , which are the user-chosen lower and upper bound for the large primes, respectively. The advantage is that the remaining part of F j (a; b) is more likely to be smooth. On the other hand we will miss the relations for which both F i (a; b) are smooth over the primes below L (l) . For the implementation of the lattice sieve we use an extra feature implemented in the classical way of sieving. There we have a possibility of sieving over a sublattice of the (a; b)-pairs. We can choose an integral, nonsingular matrix M and sieve over pairs (a; b) of the form: a b = M x y ; while the program sieves over x and y. This is done by substituting the expressions of a and b in terms of x and y in both F i (a; b) resulting in new polynomials G i (x; y), which are now the polynomials whose values should be smooth. Of course the roots of the polynomials F i have to be adapted to the roots of the polynomials G i . When a pair (x; y) is a relation, the corresponding pair (a; b), together with the primes dividing G i (x; y) and exceeding W i , are stored.
The lattice sieve sieves for every prime q in the range L (l) ; L (u) ], for a xed value of b over all roots (r 1 : r 2 ) 2 fR 1 (q) R 2 (q)g with r 2 6 = 0. When sieving over a root (r 1 : r 2 ) of R j (q) we sieve only over the a-values with a br 1 r ?1 2 mod q, thus guaranteeing that F j (a; b) is divisible by q. This is the same as using a matrix M = q r 1 r ?1 2 mod q 0 1 ;
with y xed to b and x in an interval such that qx+ b(r 1 r ?1 2 mod q) just ts in the a-interval. (Note that, when we compare our notation with that used in Pollard 1993b], we have V 1 = (q; 0) and V 2 = (r 1 r ?1 2 mod q; 1), and that we are applying the \sieving by rows" strategy.) G j (x; y)=q should be smooth over the primes below B j , except for at most two large primes between B j and q. The other G 3?j (x; y) should be smooth over the primes below B 3?j , except for at most two large primes between B 3?j and q. Not allowing primes equal to or bigger than q to divide one of the G i (x; y) avoids generating duplicate relations, but misses relations having two large primes smaller than q for G j (x; y) and a large prime larger than q for G 3?j (x; y). After we have sieved over all roots in R 1 (q) and R 2 (q) we take the next value of b; after we have sieved over all values of b we take the next prime in the interval L (u) ; L (l) ]. We implemented lattice sieving only for the case of two quadratic polynomials.
Since the sieving is the most time-consuming step of the algorithm, its implementation is critical. It is a lot of work to sieve over a small prime p, and just a small amount of log p] is added to the array elements. Therefore we sieve only over primes and prime powers larger than 30. Also we do not add log p] to all array elements for primes p < B j with p j c j;dj and p j b, but we divide c j (a; b) by p. Furthermore we split the a-interval into subintervals that t in the secondary cache of the computer, making the sieving faster. For a group of small primes, which consists of the primes for which we sieve over a power rather than over the prime itself, we again split the subintervals into smaller subintervals which t into the primary cache. The user can install several \early abort" bounds: if the leftover part of F i (a; b) after trial division over all primes below a bound B < B i is bigger than a userspeci ed constant times the square of the large prime bound, then the pair (a; b) is not considered to be a candidate for a relation and is thrown away. In the case of lattice sieving, the values of a with a br 1 r ?1 2 mod q are far away from each other for a xed value of b. In Section 5 we explained how we select polynomials such that we can increase the e ciency of the sieving by taking a huge a-interval and b = 1. Therefore we call it line sieving.
THE FILTERING
The aim of ltering is just the reduction of the amount of data. We want to nd a subset S of all . A prime p (r1:r2) occurs in a free relation for both polynomials if p is a free prime. We say that a prime p (r1 :r2) occurs in a relation for polynomial i if it occurs in a relation (a; b) for polynomial i or if p is a free prime. It is obvious that a relation in which some prime p (r1 :r2) occurs to an odd power for one of the two polynomials is useless, if this prime is not occurring in some other relation to an odd power for the same polynomial. The ltering stage throws away such relations. If a prime p (r1:r2) occurs to an odd power in just two relations for the same polynomial and one of them belongs to the set S, the other one should also be part of S. In the ltering stage the two relations are grouped into a relationset. If one relation from a relation-set is chosen in the set S, then all relations from that relationset should be in S. By creating the relation-set we have eliminated the need to take care of the prime p (r1 :r2) when looking for the set S. In this way the amount of data and the size of the matrix for the next linear algebra step are reduced.
The relations found in the sieving step are read in sequentially. In order to regulate the amount of memory used, the user rst chooses a number of temporary les among which the data will be distributed. During the ltering process data from only one temporary le will be in the working memory of the computer. A hash function is implemented that distributes the primes equally over the temporary les. For all the primes in the input le with norm larger than some user-determined bound U max(W 1 ; W 2 ) and occurring to an odd power in one of the F i (a; b), the filter program calculates the index of the corresponding temporary le by using the hash function on the prime. The relation is written to the le with the smallest number it gets from all these primes. We store a, b, and the primes that were written in the input le. Extra features in this program have been added, such as looking only at the primes below some user-determined bound and throwing away all the relations containing a prime bigger than some user-determined bound.
When all relations are read in and stored in the corresponding les, the combining and throwing out process starts. First all relations (a; b) that occur just three times for one of the polynomials, the program replaces the three corresponding relations by two relation-sets of two relations each. Next the resulting relation-sets and the relations that were not combined are stored at the next place corresponding to the hash function. If the relation or relation-set contains smaller primes to an odd power that correspond to the same le, we keep the relation(-set) in the working memory. We store the relation(-set) in the heap according to the largest of those primes. Otherwise, if the relation (-set) contains primes to an odd power that correspond to other les, we store the relation(-set) in the le among those with the smallest number exceeding the number of the le which we currently have in memory, or, if there is no such le, in the le among those with the smallest number. If the relation(-set) only contains larger primes to an odd power that correspond to the same le, we keep the relation(-set) in the same le, but write it to disk. If the relation(-set) does not contain any primes larger than W i to an odd power anymore, we write it to an output le. This circular queue is constructed in such a way that, when trying to throw out relation(-set)s or combining relation(-set)s into (new) relation-sets for some prime p, all relation (-set)s containing that prime to an odd power will be considered. When we store a relation-set we store all relations it contains, together with their primes exceeding W i and the free primes of the relation-set.
After the rst temporary le is treated in this way, the same process takes place consecutively on the other les. Of course, relation-sets can also be combined with each other. Relation-sets that become too large, in the sense that they contain more relations than a user-determined bound, are thrown away, in an attempt to keep the matrix for the next linear algebra step sparse. The user can x the maximum number of relation-sets that can be thrown away. When the last le has been processed the program starts again on the rst le, until no changes have taken place in the last round or the number of passes has reached a user-chosen bound. Then all relation(-set)s that are still in the temporary les are written to the output le.
The filter program counts the number of relations and relation-sets that remain and the number of primes p (r1 :r2) occurring to an odd power in one of the relations or relation-sets with norm larger than U. From these data one can estimate whether there are enough relations.
In practice we used filter several times for one number. To save disk space we chose big printing bounds, W 1 = W 2 = 10 6 , say. First we applied the filter program to the output of the sieving step with U = W 1 . On the remaining relation(-set)s we applied the program factorrelations to compute the prime factors between a smaller bound W 0 and W i of F 1 (a; b) and F 2 (a; b) for all relations (a; b) and store the relation(-set)s, now with all primes exceeding W 0 . Then we again applied the filter program, now on all primes exceeding U 0 , with W 0 U 0 < U. These steps were repeated until we reached a bound below which many primes occur at least four times, so no combining or throwing out could be done, or until we were content with the resulting matrix size.
Another method that can be used for reducing the amount of data is structured Gaussian elimination, described in LaMacchia et al. 1991], for example. A comparison between our ltering method and structured Gaussian elimination has not yet been made.
THE BLOCK LANCZOS METHOD
After enough relations have been collected and the filter program has reduced the amount of data, we try to nd a subset S of the remaining relations and a subset T of the set of free primes such that ?Q T p ?Q S (a?b i ) is a square in Q n i ], for i = 1; 2. For simplicity, from now on we view a relation left after the ltering stage as a relation-set containing only one relation. To this collection of relation-sets we append a relation-set for every free prime below max(W 1 ; W 2 ), containing this prime.
A relation-set V consists of two (possibly empty) subsets V f and V r that contain the free primes and the relations of V, respectively. For every relationset V we construct a vector
The vectors v(a;b) are as described in Sections 2 and 3; the vectors v(p) are described in Section 4. We build a matrix M whose columns are all vectors v(V). We remove the rows that contain only zeros. They correspond to primes (q; (r 1 : r 2 )) occurring to an even power in every relation-set V. We want to calculate some nontrivial vectors of the null space of this matrix.
Since Gaussian elimination Knuth 1981, x 4.6. AV i+1 including the columns that were not selected for V i , and choose S i+1 accordingly.
To apply the block Lanczos method to our ma- In practice we make M extra sparse by removing the rst row containing only ones and not append-ing any character rows. Also one could implement the possibility to remove some of the dense rows corresponding to small primes. If M is a k 1 k 2 matrix, the output of the block Lanczos algorithm will consist of a k 2 N matrix P with N \pseudo-dependencies" of which we still have to nd linear combinations to get a set S we look for. We solve this problem here, although in our implementation it is a part of the square root program. For several quadratic characters (q; (s 1 : s 2 )) | chosen as described in Section 2 with q larger than any prime thogonal to all vectors q (q;(s1 :s2)) P is indicating a linear combination of the N pseudo-dependencies which is favourable to all chosen quadratic characters. We construct a basis for the space orthogonal to all vectors q (q;(s1 :s2)) P. Each of these basis vectors indicates which pseudo-dependencies of P should be combined for a real dependency, thereby indicating a set S.
EXTRACTING THE SQUARE ROOT
At this stage we have two squares 2 = ?Q , respectively. We have to calculate and . If we write both squares as polynomials of degree less than d i in i , the coe cients will be gigantic. Then a conventional method such as the one described in Cohen 1993, x 3.6.2] cannot be used. Couveignes 1993] calculates the square roots modulo several primes and applies the Chinese Remainder Theorem, a method that presently works only for number elds of odd degree.
Montgomery 1994] attacks the problem using an iterative process. He starts by partitioning the set S in two subsets S 1 and S 2 and the set T in two subsets T 1 and T 2 to advance the cancellation of primes p (r1 :r2) in both products for the free primes p 2 fT 1 T 2 g should be seen as the product of one factor p for every root (r 1 : r 2 ) 2 R i (p). We can for example choose S 1 = S, S 2 empty, T 1 = T and T 2 empty; or we can distribute S and T over the sets S j and T j randomly. At the end of this section we will see how we tried to optimize this selection. Set then we will calculate 1 and 2 , for which the congruence (' 1 ( 1 )) 2 (' 2 ( 2 )) 2 mod n holds. The following algorithm is applied twice, rst to calculate = 1 and then to calculate = 2 . In the rest of this section we suppress the index i when referring to i , f i , d i , c i;k and i . Starting with 1 = 2 , where is unknown, we will approximate in iteration step j 1 the numerator (if j is odd) or the denominator (if j is even) of p j by j (to be explained below) and calculate j+1 using the formula j+1 = j ( 2 j ) (?1) j : The product of the norms of the numerator and the denominator of j+1 in (9.3) will decrease at every iteration step. Small norms of numerator and denominator, however, do not guarantee that the coe cients of j+1 as a polynomial Therefore we can bound the coe cients of h (x) in terms of the jh( l )j. We use this observation by choosing the approximation j in such a way that not only the product of the numerator and the denominator norms of the successive j+1 's decreases, but also j j+1 ( l )j tends to decrease for all l. When the norms and the embeddings become small enough, we will express the nal j+1 as a polynomial of degree d ? 1 in and nd its square root by using the computer package PARI Batut et al. 1995] .
In order to nd the j 's we work with ideals. Denote by O is the factorization of h p j iO into prime ideals P l of O, where c l 2 Z + for all l. At each iteration step we select an ideal I dividing the numerator (if j is odd) or the denominator (if j is even) of (9.4). The approximation j will be a`small' element of For the special primes p and for all their roots (r 1 : r 2 ) 2 R(p), we calculate the ideal P using (9.6) and factor it into prime ideals with help of the computer package PARI. While we read in the free primes and relations we accumulate a product of the factors of the right hand side of (9.5). We make a hash We nd a basis of I consisting of`small' vectors. In practice, when using one of these small vectors for our approximation j , the norm of the numerator of h j+1 iO will decrease by a factor N(I) in comparison with the norm of the numerator of h j iO.
In comparison with the norm of the denominator of h j iO, the norm of the denominator of h j+1 iO will increase by a factor much smaller than N(I).
We apply a second lattice basis reduction to a slight modi cation of the basis which we nd after the rst lattice basis reduction, to search for an element j in I, which still has the same e ect on the norm of h j+1 iO, but yields small j j+1 ( l )j for all l. Let in the construction of Tv (r) . In this way all entries of the Tv (r) will be real and the absolute value of the determinant of the matrix formed by the last d entries of these vectors remains the same. The determinant equals L max , which constant has been chosen in such a way that the second lattice basis reduction algorithm performs well. We apply the second lattice basis reduction to the vectors In practice also for this j we have that N(Q) is much smaller than N(I). 
In the next iteration step we avoid factoring Q into prime ideals by including this ideal as a factor of the new I. Its basis in HNF is found by using (9.7). Furthermore we need the embeddings of j for the second LLL reduction. Using (9.2) we can calculate j j+1 ( l )j from j j ( l )j and j j ( l )j 2 .
We stop with the iterative process when the norms of numerator and denominator and the embeddings of j+1 are small enough.
Next we calculate the square root p j+1 with help of PARI. We rst write j+1 as a polynomial in . We construct an integer t, being the product of the index and the norms of all ideals which are still in the denominator of j+1 . Hence t j+1 is a polynomial of degree d in with coe cients in Z. During the algorithm we keep track of the coecients of the numerator and the denominator of j as a polynomial in of degree < d modulo several large primes. We use this to express the nal t j+1 as a polynomial in of degree < d modulo these primes and we use the Chinese Remainder Theorem to nd its coe cients in Z. We divide this Here the i (m) mod n are calculated and multiplied with the j (m) mod n, for j < i, straight after i has been calculated, so there is no need to store a history. We calculate gcd(' 1 ( 1 )?' 2 ( 2 ); n) and hope to nd a nontrivial factor of n.
In practice the second lattice basis reduction applied to the Tv (r) will yield linear combinations of the v (1) ( i ); : : : ; v (di) ( i ) with small coe cients.
Therefore we can round the entries of the Tv (r) without introducing a lot of round-o accumulation. This is the reason why we do not perform one single lattice basis reduction. Now both reductions use integer arithmetic.
It is important for the speed of the algorithm to select the sets S 1 ; S 2 ; T 1 and T 2 such that we get as much cancellation of primes p (r1:r2) as possible. We start with putting half the number of relations of S and half the number of free primes of T in S 1 and T 1 , respectively, and the rest in S 2 and T 2 . While we read in all relations and free primes for one of the polynomials, f i (x) say, and accumulate the prime ideal factorization of the numerator and the denominator of i , we decide whether it is pro table to put the current relation (a; b) or free prime p in the denominator while it was originally scheduled for the numerator (or vice-versa). If we decide to do so, then we put this relation for this f i in the denominator and compensate this by multiplying the nal ' i ( i ) with a ? bm mod n or p mod n respectively.
When using PARI for calculations in number elds it is necessary to use the function initalg, which calculates amongst others an integral basis. This function needs to factor the discriminant of the polynomial, which can be too hard for PARI. We solve this problem by factoring the discriminant ourselves and giving the primes to PARI with the function addprimes.
EXPERIMENTAL RESULTS
In this section we summarize factorization runs for several integers of up to 162 digits, indicating the time spent on each major step of the algorithm.
Except for 72 99 +1, all numbers were initially exposed to trial division and the elliptic curve method Cohen 1993, x 10.3] to nd the factors below 40 digits. Thus, in the tables, \C98 from 7 128 + 6 128 " means a 98-digit divisor of 7 128 + 6 128 obtained by elimination of \small" primes (3329 and 7329793). If we found only a few small factors we applied the SNFS; otherwise we applied the GNFS.
The numbers factored with the SNFS are listed below, and the relevant statistics appear in Table 1 . The numbers factored with the GNFS are listed below, and the relevant statistics appear in Table 2 . Figure 4 shows, for the C97 from 12 441 +1, the e ect that varying the printing bounds W 1 = W 2 has on the time needed for the square root step. Figure 4 for the C97. 
