In the aftermath of the 9/11 tragedy it has became clear that the lack of effective information exchange among government agencies hindered the capability of identifying potential threats and preventing terrorism actions. It has been noted by the National Research Council that "Although there are many private and public databases that contain information potentially relevant to counterterrorism programs, they lack the necessary context definitions (i.e., metadata) and access tools to enable interoperation with other databases and the extraction of meaningful and timely information 1 ". This report clearly recognized the important problem that the semantic data integration research community has been studying.
Introduction

Emergent Challenges to Effective Use of Information
The convergence of three distinct but interconnected trends -unrelenting globalization, rapidly changing global and regional strategic balances, and increasing knowledge intensity of economic activity -is creating critical new challenges to current modes of information access and understanding. First, the discovery and retrieval of relevant information has become a daunting task due to the sheer volume, scale, and scope of information on the Internet, its geographical dispersion, varying context, heterogeneous sources, and variable quality. Second, the opportunities presented by this transformation are shaping new demands for improved information generation, management, and analysis. Third, more specifically, the increasing diversity of Internet uses and users points to the importance of cultural and contextual dimensions of information and communication. There are significant opportunity costs associated with overlooking these challenges, potentially hindering both empirical analysis and theoretical inquiry so central to many scholarly disciplines, and their contributions to national policy. In this chapter, we identify new ways to address these challenges by significantly improving access to diverse, distributed, and disconnected sources of information.
National and Homeland Security
The information needs in the realm of national and homeland security involve emergent risks, threats of varying intensity, and uncertainties of potentially global scale and scope. Specifically, there is need to focus on: (a) crisis situations; (b) conflicts and war; and (c) anticipation, monitoring, and early warning. Information needs in these domains are extensive and vary depending on: (1) the salience of information (i.e. the criticality of the issue), (2) the extent of customization, and (3) the complexity at hand. More specifically, in:
• Crisis situations: the needs are characteristically immediate, usually highly customized, and generally require complex analysis, integration, and manipulation of information. International crises are now impinging more directly than ever before on national and homeland security, thus rendering the information needs and requirements even more pressing.
• Conflicts and War: the needs are not necessarily time-critical, are customized to a certain relevant extent, and involve a multifaceted examination of information. Increasingly, it appears that coordination of information access and analysis across a diverse set of players (or institutions) with differing needs and requirements (perhaps even mandates) is more the rule rather than the exception in cases of conflict and war.
• Anticipation, Monitoring and Early Warning: the needs tend to be gradual, but may involve extensive though routine searches and may require extraction of information from sources that may evolve and change over time. Furthermore, in today's global context, 'preventative action' take on new urgency, and create new demands for information services.
Illustrative Cases Information Needs Intended Use of Information 1. Strategic Requirements for Managing Cross-Border Pressures in a Crisis
UNHCR needs to respond to the internal dislocation and external flows of large numbers of Afghans into neighboring countries, triggered by waves of post Soviet violence in Afghanistan.
Logistical and infrastructure information for setting up refugee camps, such as potential sites, sanitation, and potable water supplies. Also streamlined information on sabotage.
Facilitate coordination of relief agencies with up-to-date information during a crisis for more rapid response (as close to real time as possible). Reduce vulnerability to disruption.
Capabilities for Management during an Ongoing Conflict & War
The UNEP-Balkans group needs to assess whether the Balkan conflicts have had significant environmental and economic impacts. Existing data is extensive, but highly dispersed, presented in different formats and prepared for different purposes.
Environmental and economic data on the region prior to the initiation/ escalation of the conflict. Comparison of this data with newly collected data to assess the impacts to environmental and economic viability.
Improved decision making during conflicts --taking into account contending views and changing strategic conditions --to prepare for and manage future developments and anticipate the need for different modes of action.
Strategic Response to Security Threats for Anticipation, Prevention, and Early Warning
The Department of Homeland Security needs to coordinate efforts with local government, private businesses and foreign governments using information from different regions of the world.
Intelligence data from foreign governments, non-governmental agencies, US agencies, and leading institutions on international strategy and security here and overseas .
Streamline potentially conflicting information content and sources in order to facilitate coherent interpretation, anticipation, preventive monitoring, and early warning. Table 1 illustrates the types of information needs required for effective research, education, decision-making, and policy analysis on a range of conflict issues. Indeed, "Critical central decisions should flow smoothly downward. Similarly, low-level urgent requests for communication, assistance, or information should flow upward to the appropriate agency and then back to the appropriate operatives." [NRC02 p .160] These issues remain central to matters of security in this increasingly globalized world.
Table 1. Illustrating Information Needs in Three Contexts
1.3
Addressing Information Needs 1.
Examples of Information Challenges
There are many important data elements critical to effective national and homeland security, such as place names, geographic locations, people names, and many others. All of these are subject to possibly confusion, especially when the information is gathered by many different agencies (possibly from different countries) using different procedures and different standards. Some examples are briefly illustrated below.
Airport naming:
In addition to airport names themselves which are often written in different ways (e.g., "London airport," "London Heathrow Airport," "Heathrow Airport"), there are two major standards for codes designating airports: IATA and ICAO. An example of these differences is:
IATA ICAO LOCNAME AIRPORTNAME COUNTRY LHR EGLL London Heathrow United Kingdom
City and country names: Is the city "Brussels" or "Bruxelle" or "Brussel"? It depends on whether it is being identified by a USA, French, or German source. Many more: The above examples illustrate just a few of the challenges to using data effectively for national and homeland security.
Geographic
Operational Example
For illustrative and simplification purposes only, let us consider the types of information illustrated by Example 2 in Table 1 . A specific question is: to what extent have economic performance and environmental conditions in Yugoslavia been affected by the conflicts in the region? The answer could shape policy priorities for different national and international institutions, influence reconstruction strategies, and may even determine which agencies will be the leading players. Moreover, there are potentials for resumed violence and the region's relevance to overall European stability remains central to the US national interest. This is not an isolated case but one that illustrates concurrent challenges for information compilation, analysis, and interpretation -under changing strategic conditions. For example, in determining the change of carbon dioxide (CO 2 ) emissions in the region, normalized against the change in GDP -before and after the outbreak of the hostilities -we need to consider shifts in territorial and jurisdictional boundaries, changes in accounting and recording norms, and varying degrees of decision autonomy. User requirements add another layer of complexity. For example, what units of CO 2 emissions and GDP should be displayed, and what unit conversions need to be made from the information sources? Which Yugoslavia is of concern to the user: the country defined by its year 2000 borders, or the entire geographic area formerly known as Yugoslavia in 1990? One of the effects of war is that the region, which previously was one country consisting of six republics and two provinces, has been reconstituted into five legal international entities (countries), each having its own reporting formats, currency, units of measure, and new socio-economic parameters. In other words, the meaning of the request for information will differ, depending on the actors, actions, stakes and strategies involved.
In this simple case, we suppose that the request comes from a reconstruction agency interested in the following values: CO 2 emission amounts (in tons/yr), CO 2 per capita, annual GDP (in million USD/yr), GDP per capita, and the ratio CO 2 /GDP (in tons CO 2 /million USD) for the entire region of the former Yugoslavia (see the alternative User 2 scenario in Table 2 ). A restatement of the question would then become: what is the change in CO 2 emissions and GDP in the region formerly known as Yugoslavia before and after the war?
Diverse Sources and Contexts
By necessity, to answer this question, one needs to draw data from diverse types of sources (we call these differing domains of information) -such as, economic data (e.g., the World Bank, UN Statistics Division), environmental data (e.g., Oak Ridge National Laboratory, World Resources Institute), and country history data (e.g., the CIA Factbook), as illustrated in Table 2 . Merely combining the numbers from the various sources is likely to produce serious errors due to different sets of assumptions driving the representation of the information in the sources. These assumptions are often not explicit but are an important representation of 'reality' (we call these the meaning or context of the information, to be explained in more detail later.)
The purpose of Table 2 is to illustrate some of the complexities in a seemingly simple question. In addition to variations in data sources and domains, there are significant differences in contexts and formats, critical temporality issues, and data conversions that all factor into a particular user's information needs. As specified in the table, time T0 refers to a date before the war (e.g., 1990), when the entire region was a single country (referred to as "YUG"). Time T1 refers to a date after the war (e.g., 2000), when the country "YUG" retains its name, but has lost four of its provinces, which are now independent countries. The first column of Table 2 lists some of the sources and domains covered by this question. The second column shows sample data that could be extracted from the sources. The bottom row of this table lists auxiliary mapping information that is needed to understand the meanings of symbols used in the other data sources. For example, when the GDP for Yugoslavia is written in YUN units, a currency code source is needed to understand that this symbol represents the Yugoslavian Dinar. The third column lists the outputs and units as requested by the user. Accordingly, for User 1, a simple calculation based on data from country "YUG" will invariably give a wrong answer. For example, deriving the CO 2 /GDP ratio by simply summing up the CO 2 emissions and dividing it by the sum of GDP from sources A and B will not provide a correct answer.
Manual Approach
Given the types of data shown in Table 2 , along with the appropriate context knowledge (some of which is shown in italics) an analyst could determine the answer to our question. The proper calculation involves numerous steps, including selecting the necessary sources, making the appropriate conversions, and using the correct calculations. For example:
For time T0:
1. Get CO 2 emissions data for "YUG" from source B; 2. Convert it to tons/year using scale factor 1000; call the result X; 3. Get GDP data from source A; 4. Convert to USD by looking up currency conversion table, an auxiliary source; call the result Y; 5. No need to convert the scale for GDP because the receiver uses the same scale, namely, 1,000,000; 6. Compute X/Y (equal to 535 tons/million USD in Table 2 ).
For time T1: 1. Consult source for country history and find all countries in the area of former YUG; 2. Get CO 2 emissions data for "YUG" from source B (or a new source); 3. Convert it to tons/year using scale factor 1000; call the result X1; 4. Get CO 2 emissions data for "BIH" from source B (or a new source); 5. Convert it to tons/year using scale factor 1000; call the result X2; 6. Continue this process for the rest of the sources to get the emissions data for the rest of the countries; 7. Sum X1, X2, X3, etc. and call it X; 8. Get GDP for "YUG" from source A (or alternative); Convert it to USD using the auxiliary sources; 9. No need to convert the scale factor; call the result Y1; 10. Get GDP for "BIH" from source E; Convert it to USD using the auxiliary sources; call the result Y2; 11. Continue this process for the rest of the sources to get the GDP data for the rest of the countries; 12. Sum Y1, Y2, Y3, etc. and call it Y; 13. Compute X/Y (equal to 282 tons/million USD in Table 2 ). A key goal of the MIT Laboratory for Information Globalization and Harmonization Technologies (LIGHT) is to automatically determine and reliably perform the steps shown above in response to each user's request. Every user is distinct. LIGHT will be capable of storing the necessary context information about the sources and users -and have a reasoning engine capable of determining the sources, conversions, and calculations necessary to meet each user's needs. The COIN and GSSD systems, to be described briefly below, have proven the feasibility of this approach in more limited situations. LIGHT is the next generation: it will combine context and content.
1.4
Existing Foundations -COIN and GSSD Important research in two areas has already been completed that provides essential foundations for addressing the emergent and pressing challenges discussed above: the COntext INterchange Project (COIN) and the Global System for Sustainable Development (GSSD).
COIN
The COntext INterchange (COIN) Project has developed a basic theory, architecture, and software prototype for supporting intelligent information integration employing context mediation technology [MAD99, GBM*99, GoBM96, Goh96, SM91a]. We utilize the foundation of COIN to develop theories and methodologies for the new System for Harmonized Information Processing (SHIP). A fundamental concept underlying such a system is the representation of knowledge as Collaborative Domain Spaces (CDSs). A CDS is a grouping of the knowledge including source schemas, data context, conversion functions, and source capabilities as related to a single domain ontology. The software components needed to provide harmonized information processing (i.e. through the use of a CDS or collections of linked CDSs) include a context mediation engine [BGL*00, Goh96], one or more ontology library systems, a context domain and conversion function management system, and a query execution and planner [Fynn97] . In addition, support tools are required to allow for applications' (i.e. receivers') context definition and source definitions to be added and removed easily (i.e., schemas, contexts, capabilities).
GSSD
The Global System for Sustainable Development serves as an Internet-based platform for exploring the contents transmitted through different forms of information access, provision, and integration across multiple information sources, languages, cultural contexts, and ontologies. GSSD has an extensive, quality-controlled set of ontologies related to system sustainability (specifically, to sources of instability and alternative responses and actions), with reference to a large set of specific domains related to the field of international relations. In addition, GSSD has made considerable gains into understanding and undertaking the organization and management of large scale, distributed, and diverse research teams, including cross-national (China and Japan, and countries in the Middle East and Europe) and institutional partners (private, public, and international agencies). Designed and implemented by social scientists, GSSD is seen as demonstrating 'opportunities for collaboration and new technologies,' according to the National Academy of Engineering [RAC01, p. viii]. GSSD databases cover issues related to dynamics of conflict, as well as other domains relevant to our proposed research, such as population, migration, refugees, unmet human needs, as well as evolving efforts at strategic and coordinated international actions. (As an example, for 'population' see .) GSSD provides a rich ground for the technologies, including automated methods for information aggregation from various sources, context mediation capabilities, customized information retrieval capabilities, and ontology representations.
IT Theory and Technology Research
Needs for Harmonized Information Processing and Collaborative Domain Spaces
Advances in computing and networking technologies now allow extensive volumes of data to be gathered, organized, and shared on an unprecedented scale and scope. Unfortunately, these newfound capabilities by themselves are only marginally useful if the information cannot be easily extracted and gathered from disparate sources, if the information is represented with different interpretations, and if it must satisfy differing user needs [MHR00, MAD99, CFM*01]. The data requirements (e.g., scope, timing) and the sources of the data (e.g., government, industry, global organizations) are extremely diverse. National and homeland security, by definition, take into account internal as well as external dimensions of relations among actors in both the public and the private domains.
It is necessary to: 1. Analyze the data and technology requirements for the categories of problems described in Section 1; 2. Research, design, develop and test extensions and improvements to the underlying COIN and GSSD theory and components; 3. Provide a scalable, flexible platform for servicing the range of applications described in Section 1; and 4. Demonstrate the effectiveness of the theories, tools, and methodologies through technology transfer to other collaborating organizations.
Illustrative Example of Information Extraction, Dissemination, and Interpretation Challenges
As an illustration of the problems created by information disparities, let us refer back to the example introduced in Section 1.3. The question was: what are the impacts of CO 2 emissions on economic performance in Yugoslavia. It is necessary to draw data from diverse sources such as CIA Worldbook (for current boundaries), World Resources Institute (for CO 2 emissions), and the World Bank (for economic data). There are many additional information challenges that had not been explicitly noted earlier, such as:
Information Extraction: Some of the sources may be full relational databases, in which case there is the issue of remote access. In many other cases, the sources may be traditional HTML web sites, which are fine for viewing from a browser but not effective for combining data or performing calculations (other than manually "cut & paste"). Other sources might be tables in a text file, Word document, or even a spreadsheet. Although the increasing use of eXtensible Markup Language (XML) will reduce some of these interchange problems [MAD01], we will continue to live in a very heterogeneous world for quite a while to come. So we must be able to extract information from all types of sources.
Information Dissemination: Different users want the resulting "answers" expressed in different ways. Some will want to see the desired information displayed in their web browser but others might want the answers to be deposited into a database, spreadsheet, XML document, or application program for further processing.
Information Interpretation: Although the problems of information extraction and dissemination will be addressed in this research, the most difficult challenges involve information interpretation. Specifically, an example question is: "What is the change of CO 2 emissions per GDP in Yugoslavia before and after the Balkans war?"
Before the war (time T0), the entire region was one country. Data for CO 2 emissions was in thousands of tons/year, and GDP was in billions of Yugoslavian Dinars. After the war (time T1), Yugoslavia only has two of its original five provinces; the other three provinces are now four independent countries, each with its own currency. The size and population of the country, now known as Yugoslavia, has changed. Even Yugoslavia has introduced a new currency to combat hyperinflation.
From the perspective of any one agency, UNEP for example, the question: "How have CO 2 emissions per GDP changed in Yugoslavia after the war?" may have multiple interpretations. Not only does each source have its own context, but so does each user (also referred to as a receiver). For example, does the user mean Yugoslavia as the original geographic area (depicted as user 1 in Table 2 ) or as the legal entity, which has changed size (user 2). To answer the question correctly, we have to use the changing context information. A simple calculation based on the "raw" data will not give the right answer. As seen earlier, the calculation will involve many steps, including selecting necessary sources, making appropriate conversions, and using correct calculations. Furthermore, each receiver context may require data expressed in different ways, such as: tons/million USD or kilograms/billion Euro.
Although seemingly simple, this example addresses some of the most complex issues: namely the impact of changing legal jurisdictions and sovereignties on (a) state performance, (b) salience of socio-political stress, (c) demographic shifts and (d) estimates of economic activity, as critical variables of note. Extending this example to the case of the former Soviet Republics, before and after independence, is conceptually the same type of challenge -with greater complexity. For example, the US Department of Defense may be interested in demographic distributions (by ethnic group) around oil fields and before and after independence. Alternatively, UNEP may be interested in CO 2 emissions per capita from oil-producing regions. Foreign investors, however, may be interested in insurance rates before and after independence. The fact that the demise of the Soviet Union led to the creation of a large number of independent and highly diverse states is a reminder that the Yugoslavia example is far from unique. It highlights a class of increasingly complex information reconciliation problems. Many of the new states in Central Asia may also rank high as potential targets and bases for global terrorism.
The information shown in italics in Table 2 (e.g., "population in millions") illustrates context knowledge. Sometimes this context knowledge is explicitly provided with the source data (but still must be accessed and processed), but often it must be found from other sources. The good news is that such context knowledge almost always exists, though widely distributed within and across organizations. Thus, a central requirement is the acquisition, organization, and effective intelligent usage of distributed context knowledge to support information harmonization and collaborative domains 5 .
Research Platform
The MIT COntext INterchange (COIN) project has developed a platform including a theory, architecture, and basic prototype for such intelligent harmonized information processing. COIN is based on database theory and mediators [Wied92, Wied99] . Context Interchange is a mediation approach for semantic integration of disparate (heterogeneous and distributed) information sources as described in [BGL*00 and GBM*99]. The Context Interchange approach includes not only the mediation infrastructure and services, but also wrapping technology and middleware services for accessing the source information and facilitating the integration of the mediated results into end-users applications (see Figure 1 ). The wrappers are physical and logical gateways providing uniform access to the disparate sources over the network [Chen99, FMS00a, FMS00b] . The set of Context Mediation Services, comprises a Context Mediator, a Query Optimizer and a Query Executioner. The Context Mediator is in charge of the identification and resolution of potential semantic conflicts induced by a query. This automatic detection and reconciliation of conflicts present in different information sources is made possible by ontological knowledge of the underlying application domain, as well as informational content and implicit assumptions associated with the receivers and sources.
The result of the mediation is a mediated query. To retrieve the data from the disparate information sources, the mediated query is then transformed into a query execution plan, which is optimized, taking into account the topology of the network of sources and their capabilities. The plan is then executed to retrieve the data from the various sources, then results are composed and sent to the receiver.
The knowledge needed for harmonization is formally modeled in a COIN framework [Goh96] , The COIN framework is a mathematical structure offering a robust foundation for the realization of the Context Interchange strategy. The COIN framework comprises a data model and a language, called COINL, of the Frame-Logic (F-Logic) family [KLW95, DT95] . The framework is used to define the different elements needed to implement the strategy in a given application:
• The Domain Model is a collection of rich types (semantic types) defining the domain of discourse for the integration strategy; • Elevation Axioms for each source identify the semantic objects (instances of semantic types) corresponding to source data elements and define integrity constraints specifying general properties of the sources; • Context Definitions define the different interpretations of the semantic objects in the different sources and/or from a receiver's point of view. The comparison and conversion reasoning procedure is inspired by and takes advantage of a formal logical framework of Abductive Logic Programming [viz., KKT93]. One of the main advantages of the COIN abductive logic programming approach is the simplicity with which it can be used to formally combine and implement features of query processing, semantic query optimization and constraint programming.
Advances in Integrating Systems and Data Involving Complex and Interdependent Social Systems
There are a number of important advances demonstrated by the COIN and GSSD efforts and the emerging LIGHT that builds on them. Several of these key advances are described below.
1. Extended Domain of Knowledge -Equational Context. In addition to the representational context knowledge currently handled by the original COIN framework, there was need to add capabilities for both the representation and reasoning to provide support for equational [FGM02] context. Equational context refers to the knowledge such as "average GDP per person (AGDP)" means "total GDP" divided by "population." In some data sources, AGDP explicitly exists (possibly with differing names and in differing units), but in other cases it may not explicitly exist but could be calculated by using "total GDP" and "population" from one or more sources -if that knowledge existed and was used effectively. The original COIN design has been extended to exploit simultaneous symbolic equation solving techniques through the use of Constraint Handling Rules (CHR) [Früh98] , a high-level language extension of constraint logic programming (CLP). This extension, coupled with our context based reasoning approach to detecting and reconciling data semantics, provides an elegant and powerful solution to the problem of detecting and resolving equational conflicts. This combines the advantages of logic programming and constraint solving by providing a declarative approach to solving problems, while at the same allowing users to employ special purpose algorithms in the sub problems [FMG02].
Extended Domain of Knowledge -Temporal
Changes in territorial boundaries signal changes in jurisdiction, and often changes in modes of information provision and formatting. This is a common problem facing a new government after a revolution. The COIN context knowledge representation has been augmented to include a specification of the history of all contextual attributes in the ontology [ZMS04] . Mathematically, it is set of <contextual_attribute, history> pairs, where history is a set of <value, valid_interval> pairs. Then temporal reasoning can be treated as a constraint solving problem, using constraint handling rules similar to [Früh94] .
3. Extended Domain of Knowledge -Entity Aggregation Context. Entity aggregation addresses the reality that we often have multiple interpretations of what constitutes an entity. We have already seen that example in the multiple interpretations of what is meant by "Yugoslavia." This situation occurs even in domestic cases, such as does "IBM" include "Lotus Development Corp" (a wholly-owned subsidiary)? The frequent answer is "depends on the context." We have defined this problem as "corporate householding" [MWZ02] . This is also a common occurrence and challenge in many aspects of national and homeland security. Corporate householding entity aggregation problems are very similar to traditional COIN applications in the sense that entity aggregation also involves different source and receiver contexts. Under different contexts, an entity may or may not need to be aggregated. The semantic types in the ontology can be divided into two categories -structure related and task related. Structure related semantic types represent common concepts in organizational structure and entity aggregation, and thus are useful in any entity aggregation problems; the task related semantic types are specific to particular applications. The COIN reasoning process has been extended to comprehend the general semantics of the organization hierarchies that must be navigated [MWX03] .
4. Linked Collaborative Domain Spaces. The original COIN framework provided representation and reasoning capabilities for a single domain. Although there are a number of ontology library systems that allow for management of multiple ontologies [DSW*99, DFen01 Fensel01, HelfH00], they have limitations in scalability and dynamically incorporating new ontological knowledge. Especially, they lack the capability of representing rich context knowledge needed for reconciling differences among sources. A primary need is the ability to operate in a multi-disciplinary environment across multiple linked collaborative domain spaces. The representational capabilities to relate concepts across domains, and efficiently maintain the effectiveness of these collaborative domain spaces is critically important -especially in an environment where we believe the underlying domains themselves will continually undergo evolution. For some users, the reality of domain shifts itself is the defining feature of interest [Nuna01] [Kal03].
5. Advanced Mediation Reasoning and Services. The COIN abductive logic framework can also be extrapolated to problem areas such as integrity management, view updates and intentional updates for databases [Chu00] . Because of the clear separation between the generic abductive procedure for query mediation and the declarative logical definition of domain models and source and receiver contexts, we are able to adapt our mediation procedure to new situations such as mediated consistency management across disparate sources, mediated update management of one or more database using heterogeneous external auxiliary information, or mediated monitoring of changes. An update asserts that certain data objects must be made to have certain values in the updater's context. By combining the update assertions with the COIN logical formulation of context semantics, we can determine whether the update is unambiguous and feasible in the target context, and if so, what source data updates must be made to achieve the intended results. If ambiguous or otherwise infeasible, the logical representation may be able to indicate what additional constraints would clarify the updater's intention sufficiently for the update to proceed. We build upon the formal system underlying our framework, abductive reasoning, and extend the expressiveness and the reasoning capabilities leveraging ideas developed in different yet similar frameworks such as Description Logic and classification, as well as ongoing in Semantic Web research. These national security applications, where there are fundamental shifts in relationships, systems, and pressures, is a 'tough test' since the underlying domain is highly dynamic even volatile.
6. Automatic Source Selection. A natural extension is to leverage context knowledge to achieve context-based automatic source selection. One particular kind of context knowledge useful to enable automatic source selection is the content scope of data sources. Data sources differ either significantly or subtly in their coverage scopes. In a highly diverse environment with hundreds and thousands of data sources, differences of content scopes can be valuably used to facilitate effective and efficient data source selection. Integrity constraints in COINL and the consistency checking component of the abductive procedure provide the basic ingredients to characterize the scope of information available from each source, to efficiently rule out irrelevant data sources and thereby speed up the selection process [TM98] . For example, a query requesting information about companies with assets lower than $2 million can avoid accessing a particular source based on knowledge of integrity constraints stating that the source only reports information about companies listed in the New York Stock Exchange (NYSE), and that companies must have assets larger than $10 million to be listed in the NYSE. In general, integrity constraints express necessary conditions imposed on data. However, more generally, a notion of completeness degree of the domain of the source with respect to the constraint captures a richer semantic information and allows more powerful source selection. For instance, a source could contain exactly or at least all the data verifying the constraint (e.g., all the companies listed in the NYSE are reported in the source). The source may be influenced by institutional objectives, resulting in major differences in metrics (for concepts like 'terrorism') due to differences in definitions of the concept itself. In cases of violent conflict, casualty reports vary significantly largely because of differences in definitions of the variable (i.e., who is being counted).
7. Source Quality. Not only do the sources vary in semantic meaning, they also vary in quality, and they do so in various ways. We must be able to represent and reason about the quality attributes of the sources [WKM93] , [Mad03] .
8. Attribution Knowledge Processing. For quality assessment and other reasons, it is important to know the attribution of the sources [LCN*99, LMB98] . For example, it can be important to know that although three different sources agree on a controversial piece of the information (e.g., casualties in the Afghanistan war), all three sources acquired that information from the same, maybe questionable, origin source [Lee02] . 9. Domain Knowledge Processing -Improving Computer Performance. While domain and context knowledge processing has been shown to have considerable conceptual value [CZ98, MBM*98, LMS96b, SW92], its application in real situations requires both efficiency and scalability across large numbers of sources, quantities and kinds of data, and demand for services. The scalability and optimization of this mediation processing for large numbers of sources across multiple collaborative domains and contexts is important. In a heterogeneous and distributed environment, the mediator transforms a query written in terms known in the user or application program context (i.e., according to the user's or program's assumptions and knowledge) into one or more queries in terms of component sources. Individual subqueries at this stage may involve one or multiple sources. Subsequent planning, optimization and execution phases [AKS96, Fynn97] take into account the limitations of the sources and the topology and costs of the network (especially when dealing with non-database sources, such as web pages or web services). The execution phase schedules execution of steps in the query execution plan and the realization of the integrative operations not handled by the sources individually (e.g. a join across sources) [Tar02] .
10. Domain Knowledge Acquisition -Improving Human Performance. Domain and context knowledge acquisition are also essential. One critical property to be emphasized is the independence of domains and sources. The COIN approach is non intrusive and respects source and receiver independence (i.e. autonomy). To effectively use the expressive power of the constructs and mechanisms in COIN, it is important that subject matter domain experts be able to easily provide the needed domain and context knowledge. It is therefore essential to have an appropriate flexible methodology and tools supporting this methodology. Where a large number of independent information sources are accessed (as is now possible with the global Internet), flexibility, scalability, and non-intrusiveness will be of primary importance. Traditional tightcoupling approaches to semantic interoperability rely on the a priori creation of federated views on the heterogeneous information sources. These approaches do not scale-up efficiently or reliably given the complexity involved in constructing and maintaining a shared schema for a large number of possibly independently managed and evolving sources. Loose-coupling approaches rely on the user's intimate knowledge of the semantic conflicts between the sources and the conflict resolution procedures. This reliance becomes a drawback for scalability when this knowledge grows and changes as more sources join the system and when sources are changing. The COIN approach is a middle ground between these two approaches. It allows queries to the sources to be mediated, i.e. semantic conflicts to be identified and solved by a context mediator through comparison of contexts associated with the sources and receivers concerned by the queries. It only requires the minimum adoption of a common Domain Model, such as that developed for GSSD, that defines the domain of discourse of the application [Lee03] .
11. Relationship with Evolving Semantic Web. Although the initial COIN and GSSD research and theories preceded the emerging activities now described as the Semantic Web, there are many areas of overlap, especially involving the development of the OWL ontology standards and the use of rules and reasoning. The LIGHT research contributes to the maturing of the Semantic Web and, at the same time, LIGHT exploits relevant ontologies, standards and tools that are emerging from the Semantic Web activities.
12. Operational System for Harmonized Information Processing. A key development is the new System for Harmonized Information Processing (SHIP), a distributed information infrastructure that will be used to support the types of challenges listed in Section 1, incorporating all the components identified above. This system has maximum flexibility and extensibility that permits new and existing applications to seamlessly extract data from an array of changing heterogeneous sources. The utility of many data bases in the national priority areas has been seriously constrained by the difficulties of reconciling known disparities and conflicts within and across sources. SHIP directly addresses this problem. (Data reconciliation itself has become an important focus of scholarly inquiry in various parts in political science, as recognized by the NSF).
13. Policy Implications Regarding Data Use and Re-use. There are widely differing views regarding the use and re-use of even publicly available information. In particular, the USA has taken a largely "laissez faire" approach whereas the European Union is pursuing a much more restrictive policy (as embodied in its "Data Base Directive"). We have been applying principles from the domain of economics to develop a more scientific approach to studying and evaluating the current and proposed policies and legislation in this area [ZMS02] .
National and Homeland Security
National and homeland security (NHS) is an important research area. In this section, we describe some of the most fundamental barriers to the reliable use of information systems in this area. Our goal is to reduce serious barriers, enhance understanding and meaning across substance, topics, and ontologies, and provide new tools for national security analysis in international relations (IR) research. For example, data on incidences of conflict and war are available on the web sites of a wide range of institutions with different capabilities and objectives, such as the US Department of State, SIPRI in Sweden, the UN HCR, the Correlates of War Project. 6 Despite all this information, we cannot compute the 'actual' number of deaths and casualties in a conflict -at one point in time, over time, and as the contenders change and reconfigure their own jurisdictions -largely due to differences in definitions of key variables. These are typical questions that have plagued researchers, as far back as 1942, with classics in the field such as Quincy Wright's A Study of War, [Wri65] and even earlier, with Lewis Fry Richardson's Statistics of Deadly Quarrels (1917) [Rich60] .
Pressing Demands on Information Systems
The proliferation of new actors on the international landscape (i.e. new states, nongovernmental organizations, cross-border political groups, non-state actors, international institutions, global firms, etc.) reflects diverse perspectives, creates new sources of data, legacy problems, and new difficulties for access, interpretation and management. A persistent challenge to national security is to reduce the distinction between reality and representation. Reality is the empirical domain and is the referent of representations. Representations (ontologies) are idealized frameworks that identify salient aspects of reality and allow us to organize and manipulate them as information. The properties of the database scheme or application ontology define the domain of analysis, types of inferences, and nature of conclusions drawn. While representations are the interface to reality, organizations take action in reality. To date, efforts to address the problem of domain-specific representation in international relations remain costly and time consuming, yet acting without them may be even more costly -or simply impossible.
Indeed, an often cited recent review of empirical challenges in a noteworthy issue of International Political Science Review (2001), devoted to "Transformation of International Relations -Between Change and Continuity" arguing that "reconfiguration of the founding concepts of international relations … is linked to important paradigmatic changes" [Sind01, p. 224] and that state-centric modes of analysis and information configuration must be augmented by methods that help capture changes in both structure and process in the international arena. This is one of the major challenges in the new domain of inquiry, termed CyberPolitics, as noted in the International Political Science Review (2000) issue "CyberPolitics in International Relations" [Cho00, Cho99] which identifies new directions of research, research priorities, and critical next steps.
Defining the Research Problem: The Paradox of Plenty
While there exists no 'single authoritative view' of the international relations field as a whole, Katzenstien, Keohane, and Krasner, eds. [KKK99] , illustrate dominant trends in the nonquantitative aspects of the field. By contrast, in quantitative international politics (QIP), theory development and analysis is more data-driven and thus invariably more vulnerable to limitations of information systems. Earlier quantitative works, such as Hoole and Zinnes [HZ76] and Russett [Russ72] , as well as the more recent advances by Levy [Levy89] , Choucri and North [ChoN93] , Choucri, North and Yamakage [ChoNY92] , and Pollins and Schweller [SP99] , illustrate the general progression in the field and the persistent data representation problems. Concurrently, [Alk96] highlighted some analogous and fundamental challenges to humanistic approaches to international studies, illustrated by ranges of computer-assisted applications. Further, in the issue of International Studies Quarterly [CR96] devoted to evolutionary perspectives in international relations, leading scholars such as George Modelski, Robert Gilpin, Cioffi-Revilla, and others, articulated the importance of transformation and adaptation over time, as an important departure from the common focus on discrete events, or retrospective case-based interpretation, so dominant in the field. By far the most succinct statement about data reconciliation problems is made by a leading scholar who proceeds to demonstrate in considerable detail the "semantic carelessness … [that can] stand in the way of cumulative research" and then identifies a large set of specific examples that may be particular to international relations, but "most seem to be found all across the discipline [of political science]." [Singer, 2001:604] The Paradox of Plenty is this. Despite the abundance of existing data and information, there is a paucity in the consistency, reliability, and connectivity of the information. For example, in the conflict theory and analysis domain, advances in the long tradition of tracking wars and casualties have been severely hampered by the difficulties of generating an integrated approach to diverse information resources, drawing upon large scale collaborative efforts in the profession and undertaken by a large number of research groups, nationally and internationally. The same point holds for the cooperation theory domain where, for example, efforts to measure "regime formation" and "compliance" in a wide range of specific issue-areas are hampered by the diversity of ontologies, data meanings, metrics and methods.
Context Mediation for National Security
Increasingly, the nation's intelligence agencies rely on information from all over the world to anticipate, identify, and develop strategic responses to security threats. As noted in [NRC02, p.304]: "Although there are many private and public databases that contain information potentially relevant to counter terrorism programs, they lack the necessary context definitions (i.e., metadata) and access tools to enable interoperation with other databases and the extraction of meaningful and timely information." The tragic events of 9/11/2001 starkly indicate how changes in the scale, scope, type, and intensity of external threats to national security is surpassing existing practices in information access, interpretation, and utilization --in both the scientific and policy-making communities.
The Paradox of Plenty is amply demonstrated by the large number of data sets compiled by international relations scholars on conflict, crises and war that are now found in central repositories such as the InterUniversity Consortium for Political Science Research (ICPSR), the Harvard MIT-Data Center, and others. Despite decades of painstaking research, cumulativeness remains hampered by barriers to information reconciliation. There are no mechanisms for extracting coherent and integrated information from these data sets, since the variables are defined differently, the formatting varies, content is represented in different forms and updated variously. It is nearly impossible to utilize these sets for purposes other than those intended by the initial compilers, and it is even more difficult to merge, streamline, or normalize. The NSF sponsored Data Documentation Initiative (DDI) offers the prospect of formal XML-based documentation of the coding and structure of social science data sets. The Context Mediation research draws on DDI results and enables information extraction and fusion in a collaborative environment hitherto unreachable 7 . For example, among the most notable data sets of the Correlates of War Project, a highly respected and well-structured data set, wars are reported in dyads, i.e. country X -country Y. Data are reported by war-months, for the warring dyads, devoid of context, which means that we cannot determine if it was an offensive or defensive war, or readily extract other salient features of the "situation." These problems could be reduced if systematic comparisons could be made with relevant information from other data sets (such as the CIA Factbook and the Uppsala Conflict Database). Achieving this integration of data sets on attributes and activities of states over time requires the ability to reconcile different coding schemes representing states as well as the ability to track and integrate the impacts of changes in territorial and jurisdictional boundaries (using, for example, the Uppsala Territorial Change data set). Working from the opposite direction, the CASCON research [BM97] developed a set of policy relevant factors relating to the potential for violence in conflict situations, but requires laborious hand coding of each new conflict that arises. With the context mediation technology, it should be possible to connect many of these factors to available data sources and thereby enable fact patterns to be readily filled in so that the method can be more readily applied to supporting the policy analytic process.
These are the challenges that are being addressed with the development of the next generation of context mediation technologies in LIGHT. New technologies cannot alter shifting realities, but they can provide functionalities to reduce barriers to information access, use, re-use, customization and interpretation.
Research Design in Practice -Approach, Test-Applications, Implementation
Approach
This research is based on the structural differentiation among contextual conditions, and on the type of gap between the variable of interest, the referent (such as actor, issue, institution, etc.) and the information-system and its properties, the representation. The goal is to reduce the gap between the two and increase the representation power of the information systems. Toward this end, we address the context of content develop specific classes of tools to represent contexttypes, and approach these computationally through test applications. For each of the applications, we focus on (i) properties of the context-situation; (ii) properties of the data features, and (iii) properties of the data collection agencies.
Example Applications
Our focus is on the 'tough cases', i.e. reducing barriers to information access and use when the properties of the problem themselves are changing as a function of unfolding conflicts and contentions, and when the demands for information change in the course of the contentions. This includes three sets of applications selected because of their known and powerful impediment to national security analysis. (Each of these context-problems has some similarities with the Balkans example earlier, but each highlights added complexities).
(1) Shifts in Spatial Configuration -e.g. the territorial boundaries problem. As any student of international relations knows, the dissolution of the Soviet Union is a major, but far from unique reconfiguration of territorial boundaries. Several data bases seek to capture these changes, and below we refer to one such example with cases spanning well over one century .
(2) Disconnects in Definitions of 'Conflict' -e.g. the wars and casualties problem. Of the leading 10 data sets on international conflict and violence over time, no two data sets are synchronized or reconciled (see below for two examples)., (3) Distortions due to Data Temporality -e.g. economic and political 'currency' problem. The ongoing experiment in Europe on the formal shift from national currencies to the Euro must be addressed if we are to ask: How extensive are the individual countries' investments in their military systems compared to each other, to the US, and to past commitments?
Implementation & Examples
To deploy the technical work put forth in Section 2 toward solving specific problems in the NHS domain, we proceed in the following steps (with of a degree of overlap as needed): (1) identify the referent situations, such as shifts in the Balkan countries' boundaries, war casualties in region X, or US troop casualties over the past X years, (2) create the case-catalogue, i.e. in such cases, list of all spatial reconfigurations over the past 20 years, and verify the degree of congruence among alternative sources for representing the shifts, (3) identify the similarities and differences between the variable definitions of the problem in various information systems or relevant data bases and compare these to the topic and/or domain specific ontology in GSSD, (4) use the results to design context features for computational purposes of new context mediation tools, (5) construct the pilot study for the case in point, (6) test viability of specifications against at least three different information systems or data bases (see below), and on this basis, (7) make adjustments, changes, etc. and, (8) undertake the actual test-application To illustrate parts of the design, we refer below to application Case 2, namely, international conflict and war, so fundamental to the nation's security. For example, the Correlates of War Project (COW) and the Project on Assessing Soceital and Systemic Impact of Warfare (SSIW), both deal with deaths due to violence and hostility, but they define war (terms and categories) in different ways: COW defines war as "sustained armed combat between two or more state member of the international system which meets the violence threshold", and uses 1,000 battle-related fatalities as the threshold, with no fixed time within which these deaths must occur, and proceed to differentiate between intra-state war, interstate war, and extra-state war (each defined specifically). ASSW develops a 10-point scale for assessing magnitude, intensity, and severity of war, differentiating among interstate warfare, wars of independence, civil warfare, ethnic warfare, and genocide.) In the absence of a common frame of reference spanning these two information systems it is extremely difficult to get a sense of what in fact may have taken place (i.e. clarifying the 'dependent' variable as a necessary precursor to statistical, simulation, modeling or policy analysis of any type.) For this reason, we use the ontology for the 'conflict and war' domain developed for GSSD as our platform, to provide the base line for developing the new operational ontology. This latter task, of course, is guided by the dominant theories of conflict and war in international relations 8 . At the same time, however, we know from historical and situational analysis that the very act of war (variously defined) is often preceded by, or results in, territorial shifts in legal political jurisdiction. This means that (a) reconciliation of definitions is only the first step; (b) accounting for spatial reconfiguration is a necessary next step. Both steps must be completed before we can address the question of 'how many casualties? Interestingly, the Territorial Change Coding Manual, showing the different dimensions across which spatial changes are coded, notes that these include "at least one nation-state" of the COW information system, and then identifies six specific procedures by which special changes take place (conquest, annexation, cession, secession, unification, mandated territory) -and as any international lawyer knows, these are contentious conditions.
The current information base for the GSSD platform consists of web based resources from over 250 institutions worldwide, representing a diverse set of data sets by type, scale and scope that is then cross-referenced and cross-indexed for ease of retrieval and analysis, according to an integrated and coherent conceptual framework covering the knowledge domain [Cho01] . The domain consists of a hierarchical and nested representation spanning 14 key socio-economic 'sectors' of human activities, attendant known problems to date related to each, responses to these problems, in terms of scientific and technological activities, social and regulatory instruments, as well as modes of international collaboration. GSSD was chosen as our platform because it: (1) provides a domain-specific ontology based on rigorous applications of social science theories, and related domains in science and technology, (2) offers practical reasoning rules for forming additional ontologies, (3) presents scenarios for broad applications of the new technologies to be developed in this project, (4) regularly updates its representation of, and links to, large and important set of information sources, and (5) spans local and global data information sources.
Generalizing the Research Tasks
To illustrate specific aspects of the research design, we note two key issues:
Comprehensive information-base survey.
First, is to more fully understand attributes of the data types in the GSSD knowledge base that are relevant to the specific domain selected for a test-application. The outcomes of this phase include: (a) an assessment of the context of data types within the domain, including the following aspects: data source, format, organization, equational and temporality attributes, provision rules, and utility for user-driven query; and (b) typologies of barriers to access, noted above.
Multi-disciplinary and distributed user survey for the test-applications
Second, is to develop and apply methods to survey current and future information demands from diverse NHS actors, differentiated in terms of (i) data users, (ii) data providers, and (iii) data intermediaries (or brokers). Test cases to capture the impacts and represent the views of different user types on information and data needs will emerge from this assessment. Specific activities include:
(a) Multi-dimensional assessments of information demand from different user types within the diverse conflict domains noted earlier (e.g. sections 1.2.1 and 1.3), based on surveys, workshops, and in-depth interviews.
(b) Development of new or refined ontologies and a knowledge repository to represent specific NHS domains and provide a test bed for the emergent information technologies.
(c) Refined substantive applications of the new technologies for enhancing information capabilities in theory and methods development, and results of tests for effectiveness of the design. This would demonstrate the performance of the technologies' domain specific and practical applications test cases, and to generate some guidelines of relevance for similarly complex domains.
(d) Collaborative assessments and evaluations of the technologies' effectiveness to address NHS information issues and LIGHT's capacity for scalability and cross-domain applicability.
Laboratory for Information Globalization and Harmonization Technologies
The Laboratory for Information Globalization and Harmonization Technologies (LIGHT) has been established to address the strategy, application, development and deployment of this next generation of intelligent information technologies that are designed to support the national priority areas. Its purpose is to examine 'frontier' issues, such as transformations in patterns of conflict and cooperation, changes in modes of international business, emergent dimensions of globalization and system change, negotiation systems for new global accords, among others. In addition, LIGHT hosts the technical infrastructure of our System for Harmonized Information Processing (SHIP).
In practice, this multidisciplinary Laboratory brings together faculty and students with interdisciplinary interests and activities from a number of departments of MIT, including Information Technologies, Political Science, Management Science, and the Technology, Management and Policy program.
More specifically, the Laboratory is the central entity for developments in four areas: 
Conclusions
The LIGHT project, building on the COIN and GDSS systems, will lead to major advances in information technology applicable to the national priority areas. The outcomes of this innovative project address many of the challenges facing our nation:
1. Theory and Technology. The LIGHT System for Harmonization of Information Processing (SHIP) provides an effective mechanism for effective and meaningful information interchange among very large scale (in terms of size and geographical locations) and diversified (in terms of media, schemas, and domains) systems. The reliability of systems is significantly improved by dynamically incorporating semantically equivalent sources into the interconnected system. It allows new applications to be built quickly to facilitate information sharing among diverse groups of people, devices, and software systems. Since it facilitates semantic level information interchange, any information receiver (people, devices, or software) can obtain customized information accurately and in a form and meaning that the receiver prefers.
2. National Priorities. This effort significantly augments the effective use of information in our society and expands the frontiers of political science and information technology. This has important applicability for increasing national security and prevention and attribution of terrorism. These findings help us to meet the goal of improved information utilization that also can be applied and extended to other important areas. Through international collaborators we will be able to obtain a more robust handle on matters of context, culture, multiple interpretations, multilingualism, imperatives of localization, etc. This also will lead to more effective use of information in society.
3. Knowledge acquisition and interpretation. Two of the fundamental goals of this effort are (1) the acquisition of information context knowledge (both for sources and users) and (2) the ability to use our SHIP's reasoning ability about this knowledge to correctly and effectively organize and interpret the information. A third goal will be shaped as a result of work on the fundamental ones, namely, articulating and formalizing logics required for reasoning about emergent knowledge acquisition and interpretation needs in the evolution of a 'context' (i.e., situation, conflict, etc.) over time.
The technical infrastructure and intellectual advances developed by the new Laboratory for Information Globalization and Harmonization Technologies (LIGHT) will be shared to encourage collaboration with the broader community. The materials will be made publicly available on the Internet including: literature reviews, survey results, theoretical models, reports, the System for Harmonized Information Processing technology, and other analyses conducted during the life cycle of the project, and an evaluative discussion forum. We expect this effort will generate important impacts for the research and practitioner communities, as well as society, in general.
