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Penelitian ini menerapkan regresi dummy pada data kadar kolestrol di UPT. Puskesmas 
Benteng Tahun 2019 dengan enam variabel bebas dua diantarnya adalah umur, riwayat keluarga, 
tekanan darah, indeks masa tubuh, jenis kelamin dan berat badan. variabel dalam bentuk dummy 
yaitu jenis kelamin dan riwayat keluarga. Regresi dummy diestimasi menggunakan metode 
Ordinary Least Squares (OLS) dengan persamaan  
                                                  
         
Pemeriksaan persamaan regresi digunakan uji F dan uji t dengan hasil                >  
            yang berarti terdapat pengaruh yang signifikan antar variabel dan pada uji t 
didapatkan hasil bahwasanya seluruh variabel yang digunakan adalah berpengaruh signifikan 
terhadap variabel kadar kolestrol. Model pada penelitian ini telah memenuhi semua uji asumsi 
klasik, yaitu normalitas, multikolinieritas dan heteroskedastisitas. 
 






APPLICATION OF DUMMY VARIABLE IN CHOLESTEROL CONDITION 
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This study applies dummy regression to cholesterol levels in UPT. Benteng Health Center in 2019 
with six independent variables, two of which are age, family history, blood pressure, body mass 
index, gender and body weight. Dummy variables, namely gender and family history. Dummy 
regression is estimated using the Ordinary Least Squares (OLS) method with the equation 
                                                  
         
 
Examination of the regression equation used the F test and t test with results               >  
            which means that there is a significant influence between variables and the t test 
results show that all variables used are significant effects on cholesterol levels. The model in this 
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1.1 Latar Belakang 
Kolesterol merupakan zat didalam tubuh yang berguna untuk membantu 
pembentukan dinding sel, garam empedu, hormon, dan vitamin D serta sebagai 
penghasil energi. Sumber utamanya berasal dari organ hati (sekitar 70%) dan 
sisanya bersumber dari makanan yang masuk kedalam tubuh. Kolesterol dalam 
kadar normal jelas berdampak positif bagi tubuh. Namun, bila sudah melewati 
batas normal maka akan timbul dampak negatif bagi kesehatan, terutama dalam 
jangka panjang. 
Beberapa jenis kolesterol, yaitu kolesterol HDL dan kolesterol LDL. Kadar 
kolesterol HDL yang tinggi dalam darah (sekitar 40 mg/dl atau lebih) merupakan 
pertanda buruk. Penumpukam LDL pada dinding pembuluh darah dapat 
menyebabkan pengerasan dinding pembuluh darah (artherosklerosis) dan 
menyumbat aliran darah yang bias berakibat fatal karena memicu terjadinya 
stroke dan penyakit jantung coroner (haffidudin, 2015)  
Survey terkini di 8 negara di Asia melaporkan, 50% penduduk Asia gagal 
menurunkan kadar kolesterol jahat mereka sesuai target yang disarankan dalam 
panduan pengobatan. Di indonesia, kegagalan ini bahkan mencapai 70%. Jumlah 
yang sangat besar. Tidak mengherankan jika penyakit-penyakit seperti jantung 
coroner dan struk masih menjadi salah satu faktor terbesar terjadinya kematian di 
Indonesia (Mumpuni, 2011). Karena tingkat kegagalan di Indonesia dalam 
menurunkan kadar kolesterol cukup tinggi maka kita akan melihat faktor-faktor 
yang mempengaruhi tingkat kolestrol tinggi dengan menggunakan analisis 
statistik dalam penganalisaan yang diperlukan. 
Bermacam-macam model statistik yang telah dianalisis dalam menentukan 
apakah model layak digunakan dalam penelitian tersebut atau tidak, sebagai 
contoh Analisis Regresi. Dalam Analisis regresi, variabel dependent seringkali 




secara esensial kualitatif, atau sifat alamiahnya adalah skala nominal seperti ras, 
jenis kelamin, warna kulit, agama, kebangsaan, letak geografis, kondisi, politik, 
dan musim. 
Tanti Krisnawardhani, dkk (2010) telah membahas mengenai regresi linear 
berganda dengan satu variabel boneka (dummy variable) untuk menentukan 
estimasi parameter dari model regresi linear berganda dengan satu variabel 
boneka menggunakan metode kuadrat terkecil. Selanjutnya Nonong Amalita dan 
Yenni Kurniawati (2013) yang membahas mengenai model regresi dummy indeks 
prestasi akademik mahasiswa angkatan 2010 jurusan matematika FMIPA UNP 
untuk membentuk model regresi dummy yang menggambarkan faktor-faktor yang 
mempengaruhi indeks prestasi akademik mahasiswa dan menentukan factor-faktor 
yang berpengaruh signifikan terhadap IPK berdasarkan kualitas input mahasiswa 
jurusan matematika. Rahmadeni, dkk (2017) juga membahas mengenai analisis 
produksi hasil perkebunan di Kabupaten Kampar dengan menggunakan Dummy 
Variable.  
Berdasarkan pada penelitian-penelitian sebelumnya yang telah di jelaskan di 
atas maka penulis tertarik untuk meneliti pengaruh kolestrol tinggi di Kecamatan 
Sungai Batang, Inhil, Riau. Dengan judul “Penerapan Dummy Variable Pada 
Kasus Kadar Kolesterol (Studi Kasus UPT. Puskesmas Benteng)”. 
 
1.2 Rumusan Masalah 
Berdasarkan uraian di atas, maka rumusan masalah pada penelitian ini adalah 
bagaimana pengaruh umur, riwayat keluarga, tekanan darah, indeks massa tubuh, 
berat badan dan jenis kelamin terhadap kadar kolesterol tinggi di UPT. Puskesmas 
benteng menggunakan dummy variabel. 
 
1.3 Batasan Masalah 
Agar tidak terjadi perluasan pembahasan, maka diperlukan batasan masalah 
dalam tugas akhir ini. Penulis membatasi masalah hanya berkaitan dengan 
pengaruh tingkat kolesterol tinggi terhadap umur, jenis kelamin, riwayat diabetes, 
tekanan darah, indeks masa tubuh dan berat badan di Kecematan Sungai Batang 





1.4 Tujuan Penelitian 
Adapun tujuan penelitian ini untuk mengatahui adakah pengaruh pengaruh 
umur, riwayat keluarga, tekanan darah, indeks massa tubuh , berat badan dan jenis 
kelamin terhadap kadar kolesterol tinggi di UPT. Puskesmas Benteng  
menggunakan dummy variabel. 
 
1.5 Manfaat Penelitian 
Manfaat yang diperoleh dari hasil penelitian ini adalah agar dapat mengetahui 
model persamaan regresi terhadap variabel bebas dummy lebih dari dua kategori 
pada analisis regresi. Disamping itu, penelitian ini juga dapat digunakan sebagai 
bahan literatur mahasiswa dalam penelitian selanjutnya. 
 
1.6 Sistematika Penulisan 
Sistematika dalam pembuatan tulisan ini mencakup lima bab yaitu : 
BAB I PENDAHULUAN 
Bab ini menjelaskan tentang latar belakang, rumusan masalah, batasan 
masalah, tujuan penelitian, manfaat penelitian, dan sistematika 
penulisan. 
BAB II LANDASAN TEORI 
Bab ini menjelaskan tentang tingkat kolestrol tinggi, dummy variabel, 
uji asumsi klasik, dan pengujian signifikan  
BAB III  METODOLOGI PENELITIAN 
Bab ini menjelaskan tentang sumber data dan variabel penelitian serta 
metode analisis data untuk penerapan dummy variabel  
BAB IV  PEMBAHASAN  
 Bab ini membahas data yang dianalisis dengan dummy variabel. Data 
yang digunakan adalah tingkat kolesterol tinggi  di Kecematan Sungai 
Batang serta variabel independent seperti umur, jenis kelamin, tekanan 







BAB V  PENUTUP 





Bab ini berisi teori-teori pendukung yang dapat membantu penulis untuk 
menyelesaikan permasalahan yang akan dibahas pada bab selanjutnya. 
2.1  Tingkat Kolestrol Tinggi  
Kolesterol tinggi adalah kondisi dimana tingkat kolesterol dalam darah 
melampaui kadar normal sehingga dapat berpengaruh buruk bagi kesehatan. 
Kolesterol merupakan salah satu jenis lemak yang menyerupai lilin. Sebagian 
besar kolesterol diproduksi di organ hati, dan sebagian lainnya didapatkan dari 
makanan. Kolesterol dapat diperlukan untuk memproduksi sel-sel sehat, sejumlah 
hormon, dan vitamin D. 
Didalam darah, kolestrol dibawa oleh protein yang disebut lipoprotein. 
Terdapat dua jenis lipoprotein, yaitu LDL yang biasa disebut dengan kolestrol 
jahat, dan HDL yang biasa disebut dengan kolestrol baik. LDL bertugas untuk 
mengangkut kolestrol dari organ hati ke sel-sel tubuh yang membutuhkan. 
Sedangkan HDL berfungsi untuk mengangkut kolestrol kembali ke organ hati. 
Didalam hati, kolestrol akan dihancurkan, untuk kemudian dikeluarkan dari dalam 
tubuh melalui kotoran (Hengki, 2014) 
 
2.2 Pengertian Regresi  
 Istilah regresi pertama kali diperkenalkan oleh Francis Galton. Dalam 
sebuah makalahnya yang terkenal Galton menemukan bahwa terdapat 
kecenderungan bagi orang tua yang tinggi untuk dapat memiliki anak yang tinggi 
dan begitu juga sebaliknya. Meskipun demikian, ia mengamati bahwa tinggi anak 
bergerak menuju rata-rata tinggi anak secara keseluruhan. Dengan kata lain, 
ketinggian anak yang sangat tinggi atau orang tua yang sangat pendek cenderung 
bergerak ke arah rata-rata tinggi populasi. Inilah yang disebut hukum Galton 
mengenai regresi universal. Sehingga dikatakan oleh Galton kemunduran anak-
 
II-2 
anak tinggi dan pendek menuju ketinggian rata-rata tinggi populasi merupakan 
kasus dari regresi sederhana (Gujarati, 2004).  
 Analisis regresi merupakan suatu metode statistika yang digunakan untuk 
menganalisis hubungan antara sebuah variabel tak bebas dengan satu atau lebih 
variabel bebas (Hertrianti, 2006). Secara umum analisis regresi adalah studi 
mengenai hubungan sebab akibat variabel tak bebas (tidak bebas) dengan satu 
atau lebih variabel bebas (bebas). Hasil analisis regresi adalah berupa koefisien 
untuk masing-masing variabel bebas. Koefisien ini diperoleh dengan cara 
memprediksi nilai variabel respon dengan suatu persamaan. 
 Analisis regresi berdasarkan pangkat parameternya ada dua yaitu regresi 
linier (pangkatnya satu) dan regresi non linier (pangkatnya lebih satu). Sedangkan 
5 berdasarkan banyaknya variabel bebas (yang mempengaruhi) analisis regresi 
juga ada dua macam yaitu regresi sederhana dan regresi berganda. 
 
2.2.1 Regresi linear sederhana  
 Model regresi linear sederhana dimana orde sama dengan satu atau hanya 
memiliki satu variabel independent  dimana datanya bersifat kuantitatif dan adalah 
variabel dependent. Model regresi linear sederhana sebagai berikut: 
        X ε      (2.1) 
Dimana  
   Variabel Dependent  
   Intersept Y Populasi  
   Koefisien Kemiringan Populasi/Slope 
   Variabel Independent  
   Error / sisaan  
Adapun asumsi-asumsi yang digunakan dalam analisis regresi linear sederhana 
sebagai berikut: 
1. Hubungan harus linear 
2. Sisaan adalah peubah acak yang bebas dari   






4. Sisaan tidak berkorelasi satu dengan yang lainnya. 
 
2.2.2 Regresi Linear Berganda  
 Analisis regresi linier berganda digunakan untuk melihat hubungan linier 
antara dua atau lebih variabel bebas terhadap satu variabel tak bebas, atau untuk 
membuktikan ada atau tidaknya hubungan fungsional antara dua buah atau lebih 
variabel bebas dengan sebuah variabel tak bebas. Hubungan fungsional dalam 
regresi ini diharapkan berlaku untuk populasi berdasarkan data sampel yang 
diambil secara acak dari populasi yang bersangkutan. Hubungan fungsional 
tersebut dituliskan dalam bentuk persamaan matematik (disebut persamaan 
regresi) yang akan bergantung pada parameter-parameter  
Model regresi yang mengandung   variable bebas dan satu variable tak bebas 
dapat dituliskan sebagai berikut : 
                                       n 
na: 
    :Variabel dependent 
       :Variabel independent 
   :Koefisien dari intercept / nilai awal  
      :Koefisien regresi/ kemiringan garis regresi  
   :Error/kesalahan predictor  
dengan asumsi         
   penaksiran           , dapat dinyatakan dengan 
         dan menurut metode kuadrat terkecil penaksiran tersebut dapat diperoleh 
dengan meminimumkan bentuk kuadrat (R.K. sembiring,1995): 
∑   
  ∑                    
  
   
 
        (2.2) 
Dimana persamaan (2.1) dapat dibentuk dalam notasi matrik sebagai berikut : 
              (2.3) 
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]  (2.4) 
Dari bentuk matrik dapat digunakan untuk menghitung intercept   , dan koefisien 
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    (2.5) 
Adapun asumsi-asumsi yang digunakan dalam regresi linear berganda yang 
harus dikenali sebagai berikut: 
1. Variabel independent dengan variabel dependent memiliki hubungan 
linear (garis lurus). 
2. Variabel dependent harus kontinu dan setidaknya berupa skala interval. 
3. Nilai observasi yang berurutan dari variabel dependent tidak berkolerasi 
atau terjadinya autokorelasi. 
4. Tidak terdapatnya multikolinearitas. 
 
2.3 Dummy Variable  
Dummy variabel adalah sebuah variabel kualitatif yang telah dikodekan 
(McClave, 2002) atau dummy variabel adalah variabel yang merepresentasikan 
kuantifikasikan dari variabel kualitatif. Misalnya jenis kelamin, pendidikan, 
lokasi, situasi, musim, kualitas, dan yang lainnya. Jika data kualitatif memiliki 
kategori, maka jumlah dummy variable yang dicantumkan didalam model 
adalah       dikarenakan agar tidak terjadinya jebakan dummy yaitu dimana 
situasi kolinearitas sempurna atau multikolinearitas sempurna jika terdapat lebih 






Dummy variabel sering juga disebut dengan variabel boneka, binary, 
kategorik, atau dikotom. Dummy variabel bersifat biner nilainya 0 dan 1. 
Dummy variable ini digunakan sebagai upaya untuk melihat bagaimana 
klasifikasi-klasifikasi dalam sampel berpengaruh terhadap parameter pendugaan.  
2.3.1 Model Anova  
Model ANOVA sama artinya dengan model regresi satu variabel dummy 
dengan dua kategori. Regresi ini digunakan untuk menganalisis hubungan kausal 
satu variabel bebas yang merupakan variabel dummy terhadap satu variabel 
dependent. Dimana variabel dummy tersebut menggunakan dua kategori. 
Bentuk umum dari model ANOVA sebagai berikut: 
                (2.5) 
Dimana: 
   Variabel dependent  
   Variabel dummy  
   Koefisien dari intercept  
    Koefisien regresi/ kemiringan garis regresi  
   Error  
Fungsi nilai rata-rata jenis dummy  
   |          
    |       
       tidak terdapat perbedaan nilai dummy terhadap dependent  
       terdapat perbedaan nilai dummy terhadap dependent  





bebas   besar atau kecil terhadap respons   , untuk itu kita perlu pembanding 
yang baku, yang tidak dipengaruhi oleh baik buruknya model yang digunakan. 
Dengan pembanding baku yaitu penaksir tak bias dari    , variansi  . 











Regresi  ∑  ̂   ̅ 
  1 RKR=  
∑  ̂   ̅ 
 /1 
∑     ̂  
   
∑     ̂  
 
     
 
Sisaan ∑   
  ̂  
  
n-2 RKS= 
∑     ̂  
 /(n-2) 
 
Total ∑   
  ̅  
  
n-1   
 
Tabel 2.1 memperlihatkan bentuk umum tabel analisis variansi (anava) 
untuk regresi sederhana. Untuk     ∑  ̂   ̅ 
   dan     ∑     ̂  
                    
   
telah  diberikan derajat kebebasannya masing-masing, untuk mendapatkan 
rataan kuadrat maka JKR dan JKS dibagi dengan derajat kebebasannya dan 
untuk rataan kuadratnya pada     ∑     ̅  
  tidak dituliskan. untuk 
harapan dari rataan kuadrat regresi dan sisaan. Dimana dengan dasar 
pengujiannya     maka 
      
      
   tetapi bila    . 
2.3.2  Aturan Dalam Menggunakan Dummy Variable 
Meskipun mudah dalam pengaplikasikannya dalam model regresi, tetapi 





1. Untuk membedakan ketiga daerah, kita hanya akan menggunakan dua 
regresi dummy. Dan pada saat kita menjalankan regresi dengan komputer, 
komputer pasti akan menolak regresi tersebut karena kita mempunyai 
masing-masing variabel dummy untuk kategori atau kelompok dan juga 
faktor intercept. Dimana kita akan menghadapi kasus multikoliniearitas 
sempurna yaitu hubungan linear yang pasti di antara variabel. 
Penjumlahan ketiga kolom   secara sederhana akan menghasilkan kolom 
intercept dan dengan demikian akan menyebabkan kolinearitas sempurna. 
Apabila variabel kualitatif memiliki kategori sebanyak   maka gunakan 
hanya variabel dummy       dan apabila kita tidak mengikuti aturan ini 
maka kita akan menghadapi apa yang disebut dengan jebakan variabel 
dummy yaitu situasi dimana kolinearitas sempurna atau multikoliearitas 
sempurna jika terdapat lebih dari satu hubungan yang pasti antara variabel 
(Gujarati.2011). 
2. Kategori yang tidak ada variabel dummy-nya disebut dengan kategori 
dasar, kategori acuan, kategori kontrol, kategori pembanding, kategori 
referensi, atau kategori yang dihilangkan. 
3. Nilai intercep     adalah nilai rerata dari kategori kontrol. 
4. Koefisien yang ada pada variabel dummy dikenal sebagai koefisien 
intercept differensial karena merupakan suatu nilai yang menjelaskan 
perbedaan antara nilai intercept dari kategori yang variabel dummy-nya 
bernilai 1 dan koefisien intercept dari kategori kontrol (Gujarati.2011). 
5. Jika variabel kualitatif memiliki lebih dari satu kategori, kategori kontrol 
sepenuhnya diserahkan kepada peneliti dan kadang kala ada ditentukan 
oleh masalah yang dihadapi. 
6. Terdapat cara untuk mengantisipasi jebakan variabel dummy dengan 
menggunakan variabel dummy sebanyak jumlah kategori yang ada. Tetapi 
intercept-nya tidak boleh digunakan dalam model. Sehingga tidak 







2.4 Konsep Metode Kuadrat Terkecil (Least Square) 
Model regresi yang menggunakan metode kuadrat terkecil (least square) 
menganut prinsip bahwa garis yang paling sesuai untuk menggambarkan suatu 
data garis yang jumlah kuadrat dari selisih antara data tersebut. Sifat-sifat 
kuadrat terkecil adalah : 
a. Agar tidak menjadi bias maka kita harus memenuhi kondisi          
b. ∑  
          untuk mendapatkan nilai residual terkecil dalam bentuk 
grafik, metode kuadrat terkecil digambarkan seperti gambar  
 
Gambar 2.1 Grafik Metode Kuadrat Terkecil  
Untuk tujuan perhitungannya, digunakan persamaan garis lurus yang dinyatakan 
dengan: 
 ̂        
Dengan  
  : Variabel dependent 
  : Variable independent  
  : Kontanta, nilai   jika     
  : Koefisien  , kemiringan garis (slope) 
 





Jika model diatas adalah model yang baik, maka seharusnya hasil prediksi  ̂ 
tidak berbeda jauh dengan jumlah data aslinya     atau    ̂ = minimum 
(walaupun tidak bisa sama dengan nol). Agar    ̂ minimum, secara matematis 
jumlah kuadrat dari selisih tersebut seharusnya nol atau: 




   
 
Untuk menentukan garis regresinya, terlebih dahulu dicari nilai a dan b. Artinya 
jika nilai a dan b sudah diketahui maka garis regresi dapat dibuat. Nilai a dan b 
dapat ditentukan dengan dua metode, yaitu metode kuadrat terkecil dan metode 
matematis. 
2.4.1 Asumsi Yang Mendasari Metode Kuadrat Terkecil (Ordinary Least 
Square)  
Agar penduga yang didapatkan dengan menggunakan metode kuadrat 
terkecil (Ordinary Least Square) merupakan penduga yang baik atau memiliki 
sifat terbaik linear serta tidak bias (BLUP), maka sisaan atau galat harus 
memenuhi kondisi Gauss-Markov berikut ini : 
1.          
Artinya nilai harapan atau rataan sisaan sama dengan nol. 
2.     
       
Artinya ragam sisaan homogen untuk setiap nilai   ((homoscedasticity) 
3.  (    )         







Asumsi-asumsi tersebut disebut dengan asumsi pada Classical Linier 
Regression Model (CLRM). Asumsi tersebut mendasari sifat-sifat penduga 
metode kuadrat terkecil secara statistika dan dinyatakan dalam Teorema Gauss 
Markov. 
2.4.2    Standar Error dari Taksiran Least Square 
Sebagaimana telah dikemukakan sebelumnya bahwa metode yang 
digunakan untuk menaksir model dilandasi pada prinsip meminimalkan error. 
Oleh karena itu, ketepatan dari taksiran ditentukan oleh standar error dari 
masing-masing taksiran. Adapun standar error dirumuskan sebagai berikut : 
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          (2.8) 
Dimana  
        Variansi nilai   
       Standar error untuk nilai   
    Variansi error  
Dan untuk mencari nilai    dapat digunakan rumus sebagai berikut : 
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∑   
  
    ∑ (    ̂ )
  
     
     Derajat kebebasan untuk error  
Karena σ merupakan penyimpangan yang terjadi dalam populasi, yang nilainya 
tidak diketahiu, maka σ biasanya ditaksir berdasarkan data sampel. Adapun 
taksirannya sebagai berikut  
  √
∑ (    ̂ )
  
   
   
 
2.5 Koefisien Determinasi Majemuk    Dan Koefisien Korelasi Majemuk 
    
 Koefisien determinasi majemuk (multiple coeffisient of determination) 
bertujuan untuk mengetahui proporsisi dari total varians Y yang dapat dijelaskan 
oleh    dan    secara bersama-sama yang dilambangkan dengan  
 . 
  Untuk menurunkan    harus diestimasikan dengan cara menguadratkan 
kedua sisi dan menjumlahkan pada semua nilai sampel. 
     ̅     ̂   ̅       ̂   
∑      ̅ 
 
      ∑ {  ̂   ̅       ̂  }
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 ̅      ̂   
    dan   pada ∑ dihilangkan sehingga  
∑     ̅      ̂   ∑  ̂      ̂    ̅ ∑     ̂    
Bagian kedua ruas kanan sama dengan nol karena menurut jumlah residualnya  





    sehingga: 
∑     ̂   ∑              
Bagian pertama ruas kanan juga sama dengan nol karena : 
∑ ̂      ̂   ∑            ̂   
  ∑     ̂    ∑     ̂     
    ∑             
Menurut ∑       ∑     ∑   
       
 
   
 
    
Dapat ditulis kembali sebagai  
∑     ̅ 
  ∑  ̂   ̅ 
  ∑     ̂  
      (2.10) 
 Dimana ruas kiri disebut dengan jumlah kuadrat total (JKT) atau jumlah 
variasi total yang menyatakan jumlah penyimpangan y disekitar rata-ratanya. 
Karena     bagian pertama ruas kanan disebut jumlah kuadrat regresi (JKR) yang 
merupakan variasi respon disekitar nilai rata-ratanya. Bagian kedua ruas kanan 
disebut jumlah kuadrat sisaan (JKS) dimana berfungsi untuk mengukur variasi 
total (JKT) yang tidak dapat diterangkan oleh  , atau bagian yang sifatnya acak. 
Jadi dengan demikian Persamaan (2.23 ) dapat ditulis sebagai berikut: 
           KR+JKS       (2.11) 
 Suatu pembanding yang digunakan untuk menentukan apabila besar 
kecilnya JKR atau JKS didefenisikan sebagai berikut: 
   
  ̂   ̅ 
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mendekati 1 maka makin cocok data dengan model dan sebaliknya, dan     
biasanya dinyatakan dalam persen. 
 Koefisien determinan memiliki kelemahan, yaitu bias terhadap jumlah 
variabel bebas yang dimaksudkan dalam model regresi, dimana setiap 
penambahan satu variabel independent dan pengamatan dalam model akan 
meningkatkan nilai    meskipun variabel yang dimaksudkan itu tidak memiliki 
pengaruh yang signifikan terhadap variabel dependent-nya. Maka untuk 
mengurangi kelemahan tersebut maka digunakan koefisien determinasi yang 
telah disesuaikan, adjusted R Square (   adj). Determinan ini bermaksud bahwa 
koefisien tersebut telah dikoreksi dengan memasukkan unsur jumlah variabel 
dan ukuran sampel yang digunakan sehingga dapat naik dan turun dengan 
adanya penambahan variabel baru dalam model. Adapun model yang digunakan: 
    
     
       
     
        (2.13) 
2.6 Estimasi Model Regresi  
2.6.1 Metode Ordinary Least Squere (OLS) 
Metode OLS digunakan untuk asumsi tertentu, metode kuadrat terkecil 
memiliki beberapa sifat-sifat statistik yang sangat menarik dan telah membuat 
metode ini sebagai salah satu metode paling kuat dan dikenal dalam analisis 
regresi. Mengenai FRP (fungsi regresi populasi) yang akan diestimasikan 
menjadi FRS (fungsi regresi sampel) (Gujarati.2011). Prinsip dasar metode 
kuadrat terkecil ini adalah meminimumkan jumlah kuadrat error yaitu 
meminimumkan ∑   
  











2.6.2 Variabel Dummy 
Model ANOVA  
Estimasi model ANOVA pada Persamaan (2.10) dengan menggunakan 
metode kuadrat terkecil diperoleh sebagai berikut: untuk mencari nilai dan   
pada prinsip dasar metode kuadrat terkecil ini adalah meminimumkan jumlah 
kuadrat error yaitu meminimumkan ∑   
  
    sekecil mungkin.  
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Dan untuk mencari nilai   sebagai berikut: 
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2.7 Uji signifikan  
   Terdapat dua tipe uji signifikan yaitu uji F dan uji t. Uji F digunakan 
untuk menguji hipotesis secara keseluruhan sedangkan uji t digunakan untuk 
menguji hipotesis secara parsial. 
2.7.1 Uji Keseluruhan (Uji F) 
   Uji F merupakan uji keseluruhan dalam pengujian suatu regresi yaitu 
dengan menguji hipotesis yang melibatkan lebih dari satu koefisien. Cara 
bekerjanya menurut Sarwoko (2005) adalah dengan menentukan apakah 
kecocokan dari sebuah persamaan regresi berkurang secara signifikan dengan 
membatasi persamaan tersebut untuk menyesuaikan diri terhadap hipotesis 
nol.Uji F dapat juga digunakan untuk menguji linearitas dari suatu persamaan 
regresi. Uji F digunakan untuk menguji secara keseluruhan apakah ada pengaruh 
antara variabel bebas dengan variabel terikatnya. Nilai F dapat dicari dengan 
rumus: 
  
   
   
 
∑  ̂   ̅ 
 
∑     ̂  
    ⁄
      (2.14) 
Nilai F sering juga disebut F hitung, kemudian dibandingkan dengan F 
tabel. Menentukan nilai F tabel menggunakan 2 tipe derajat kebebasan (dk) 
dengan dk pembilang yaitu dk dari regresi atau jumlah koefisien parameter 
termasuk konstanta di beri simbol k, dan dk penyebut yaitu dk sisa diberi simbol 
n-k-1, dengan n adalah jumlah sampel. Bila F hitung lebih besar dari F tabel maka 
Hipotesis nol ditolak, sebaliknya jika F hitung lebih kecil dari F tabel maka 
Hipotesis nol diterima.  
2.7.2 Uji Parsial (Uji t) 
Uji t adalah suatu uji yang biasa digunakan untuk menguji hipotesis tentang 
koefisien-koefisien individual, uji t juga sering disebut sebagai uji parsial 
(sebagian). Uji t tidak dapat digunakan untuk menguji hipotesis lebih dari satu 
koefisien sekaligus. Uji t mudah digunakan karena menjelaskan 





diestimasi. Uji t juga merupakan suatu uji yang tepat untuk digunakan jika nilai 
residualnya terdistribusi secara normal. Menurut Sarwoko (2005), uji t tidak 
hanya digunakan untuk menguji validitas koefisien-koefisien regresi, tetapi juga 
digunakan untuk menguji validitas koefisien korelasi. Jika t bernilai positif maka r 
juga positif, demikian juga sebaliknya. Prosedur yang digunakan dalam uji t yaitu: 
1. Membuat hipotesis dalam uraian kalimat  
a. Untuk konstan 
       , tidak terdapat pengaruh antara variabel konstan dengan  
variabel terikatnya 
       , terdapat pengaruh antara variabel konstan dengan variabel 
terikatnya  
b. Untuk variabel   
       , tidak terdapat pengaruh antara variabel   dengan variabel 
terikatnya  
       , terdapat pengaruh antara variabel   dengan variabel 
terikatnya  
2. Menentukan taraf signifikan     
3. Kaidah pengujian  
Jika,                         , maka    diterima jika               , 
maka   ditolak  
4. Menghitung         dan        
        dapat dicari dengan rumus  
        
 √   
√      
 
Kemudian nilai        dilihat pada tabel          dentra melihat        
yaitu          ( 
 
)     
, dengan   adalah taraf signifikan dibagi 2 dan 
nilai v pada t tabel didapat dari nilai    , dengan   jumlah data dan 







2.8  Uji Asumsi Klasik  
Istilah klasik dalam ekonometrika digunakan untuk menunjukkan 
serangkaian asumsi-asumsi dasar yang dibutuhkan untuk menjaga agar OLS 
dapat menghasilkan estimator yang paling baik pada model-model regresi. 
Apabila salah satu atau beberapa asumsi tidak terpenuhi maka kemungkinan 
OLS bukan merupakan teknik pendugaan yang lebih baik daripada teknik 
pendugaan lainnya. 
2.8.1 Normalitas 
 Uji normalitas yang dimaksudkan adalah untuk menguji apakah nilai 
residual dalam persamaan regresi berdistribusi normal atau tidak. Nilai residual 
dikatakan beristribusi normal jika nilai residual tersebut sebagian besar 
mendekati nilai rata-rata. Nilai residual yang berdistribusi normal jika 
digmbarkan dalam sebuah grafik akan membentuk gambar lonceng yang kedua 
sisinya melebar sampai tidak terhingga. Uji normalitas tidak dilakukan 
pervariabel tetapi dilakukan terhadap nilai residualnya.  
Kenormalan dapat diprediksi dengan hipotesis nol      dan hipotesis 
alternatifnya      sebgai berikut: 
    Data residual berdistribusi normal  
    Data residual tidak berdistribusi secara normal 
Dasar pengambilan keputusan dapat dilihat dari nilai probabilitasnya 
yang dibandingkan dengan nilai taraf signifikan    . Apabila nilai 
probabilitasnya lebih besar dari nilai 0,5 maka    diterima dan begitu juga 
sebaliknya.  
Uji normalitas yang tidak terpenuhi secara umum disebabkan oleh 
distribusi data yang dianalisis tidak normal, karena terdapat nilai ekstrem pada 
data yang diambil. Nilai ekstrem dapat terjadi karena adanya kesalahan dalam 
pengambilan sampel, bahkan kesalahan dalam melakukan input data atau 






Multikolinearitas pertama kali ditemukan oleh Ragnar Frisch, yang berarti 
adanya hubungan linear yang sempurna atau pasti diantara beberapa atau semua 
variabel independent dari model regresi ganda. Apabila antara variabel 
independent saling bebas (tidak memiliki hubungan), maka      , tetapi 
apabila terdapat korelasi antara variabel-variabel bebas, maka       . 
Menurut Sunyoto (2010), dalam menentukan ada atau tidaknya 
multikolinearitas dapat juga dengan menggunakan cara lain, yaitu dengan:  
1. Nilai tolerance adalah besarnya tingkat kesalahan yang dibenarkan 
secara statistik (  ). 
2. Nilai variance inflation faktor (VIF) adalah faktor inflasi penyimpangan 
baku kuadrat.  
Nilai tolerance (  ) dan VIF dapat dicari dengan menggabungkan kedua 
nilai tersebut sebagai berikut:   
Besar nilai tolerance : 
     ⁄  
Besar nilai VIF 
      ⁄  
Sedangkan menurut Sarwoko (2005), besar nilai VIF dapat dideteksi 
dengan langkah sebagai berikut: 
1. Menjalankan regresi dengan OLS 
2. Menghitung Variance Inflation Factor Koefisien dengan rumus statistic  
    
 
      
 
3. Menganalisis derajat multikolinearitas dengan cara mengevaluasi nilai VIF. 
Semakin tinggi VIF suatu variabel tertentu, semakin tinggi varian koefisien 
estimasi pada variabel tersebut, maka semakin tinggi nilai VIF, semakin 
berat dampak dari multikolinearitas. Multikolinearitas dikatakan berat 






Menurut (suliyanto, 2011), uji ini dapat juga dilakukan sebagai berikut: 
1. Membandingkan nilai    dengan   statistic  
2. Jika nilai    tinggi dan nilai F menolak hipotesis nol, tetapi nilai t statistic 
sangat kecil bahkan tidak memiliki variabel bebas yang signifikan, maka 
dapat dikatakan terdapat adanya gejala multikolinearitas: 
3. Menghilangkan satu atau lebih variabel bebas yang memiliki nilai koefisien 
tinggi.  
a. Jika variabel tidak dihilangkan maka variabel yang memiliki nilai 
koefisien tinggi hanya digunakan untuk membantu memprediksi dan 
tidak diinterpretasikan.  
b. Mengurangi hubungan linear antar variabel bebas dengan menggunakan 
logaritma natural     .  
c. Menggunakan metode lain misalnya metode regresi bayesian dan metode 
regresi ridge. 
 
2.8.3 Heterokedastisitas  
Heterokedastisitas merupakan kondisi dimana varians dari residualnya 
antar observasi tidak sama. Menurut Setiawan dan Dwi (2010), jika pada model 
regresi semua asumsi klasik terpenuhi kecuali satu yaitu terjadi 
heterokedastisitas, maka pengira kuadrat terkecil tetap tak bias dan konsisten 
tetapi tidak efisien (variansi membesar). Dampak dari besarnya variansi adalah 
sebagai berikut:  
1. Pengujian parameter regresi dengan menggunakan statistik uji t menjadi 
tidak valid.  
2. Selang kepercayaan untuk parameter regresi cenderung melebar. Dengan 
melebarnya selang kepercayaan, hasil perkiraan menjadi tidak dapat 
dipercaya.  
Heterokedastisitas dapat dideteksi menggunakan metode grafik dan juga 
metode statistiknya. Mendeteksi heterokedastisitas menggunakan metode grafik 
dapat dilakukan dengan cara menggambarkan titik-titik antara nilai prediksi 





menyempit, melebar, maupun bergelombang dapat disimpulkan bahwa 
persamaan regresi mengalami heterokedastisitas, sedangkan yang diharapakan 
dalam suatu persamaan regresi adalah homokedastisitas. Apabila persamaan 
regresi mengalami gangguan heterokedastisitas maka dapat diatasi dengan cara 
sebagai berikut:  
1. Menambah jumlah pengamatan  







Dalam penelitian ini data akan dianalisa dengan menggunakan variabel 
dummy metode kuadrat terkecil, dan menggunakan software spss untuk 
menganalisa secara rinci. Data yang akan diolah ini diperoleh di UPT. Puskesmas 
Sungai Batang. Adapun variabel-variabel yang digunakan dalam penelitian ini 
adalah : 
    Kolestrol tinggi  
     Jenis Kelamin  
    Dengan,       (Laki-laki) dan      (perempuan) 
    Riwayat Keluarga 
Dengan,       (Tidak ada riwayat kolesterol) dan      
(Terdapat riwayat keluarga) 
    Umur 
    Tekanan Darah 
    Indeks Masa Tubuh 
    Berat Badan 
Dengan model sebagai berikut  
                                    
Langkah-langkah untuk menganalisa data dengan variable dummy 
sebagai berikut : 
1. Mempelajari analisis regresi dengan menggunakan dummy variable  
2. Mengestimasikan parameter model Dummy variable  





b. Mengkuadratkan galat yang diperoleh serta menjumlahkannya untuk 
seluruh pasangan data.  
c. Mencari turunan parsial terhadap                dan menyelesaikan 
turunan parsialnya.  
d. Pemilihan model Estimasi 
3. Menentukan statistik uji kecocokan model untuk regresi linear berganda 
dengan variabel dummy menggunakan metode kuadrat terkecil 
a. Standar error  
b. Menentukan hipotesis  
1. Uji Sertentak (F) 
2. Uji Partial (T) 
3. Koefisien determinasi  
4. Pengujian asumsi klasik pada model  
a. Normalitas  
b. Multikolinearitas  
c. Heterokedastisitas  







5.1 Kesimpulan  
Penelitian ini menerapkan metode analisis regresi dummy pada data kadar 
kolesterol di UPT. Puskesmas Benteng dengan enam variabel bebas dua 
diantarnya adalah variabel dalam bentuk dummy . Regresi dummy diestimasi 
menggunakan metode Ordinary Least Squares (OLS) . 
                                                  
         
Berdasarkan uji hipotesis yang telah dilakukan disimpulkan bahwa 
variabel yang digunakan yaitu variabel jenis kelamin, riwayat keluarga, umur, 
tekanan darah, indeks massa tubuh, berat badan, berpengaruh signifikan terhadap 
kadar kolestrol.  
 
5.2 Saran 
Pada tugas akhir ini,  penulis menggunakan regresi dummy dengan 
variabel dalam bentuk dummy yaitu jenis kelamin dan riwayat keluarga. 
Diharapkan bagi pembaca yang berminat meneruskan tugas akhir ini dapat 
menambah variabel untuk menyelesaikan persamaan regresi dummy, atau 
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