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ABSTRACT
Many computer vision problems boil down to the learning of a good visual simi-
larity function that calculates a score of how likely two instances share the same
semantic concept. In this thesis, we focus on two problems related to similarity
learning: Person Re-Identification, and Semantic Video Retrieval.
Person Re-Identification aims to maintain the identity of an individual in diverse
locations through different non-overlapping camera views. Starting with two
cameras, we propose a novel visual word co-occurrence based appearance model to
measure the similarities between pedestrian images. This model naturally accounts
for spatial similarities and variations caused by pose, illumination & configuration
changes across camera views. As a generalization to multiple camera views, we
introduce the Group Membership Prediction (GMP) problem. The GMP problem
involves predicting whether a collection of instances shares the same semantic
property. In this context, we propose a novel probability model and introduce
latent view-specific and view-shared random variables to jointly account for the
view-specific appearance and cross-view similarities among data instances. Our
vii
method is tested on various benchmarks demonstrating superior accuracy over
state-of-art.
Semantic Video Retrieval seeks to match complex activities in a surveillance
video to user described queries. In surveillance scenarios with noise and clutter
usually present, visual uncertainties introduced by error-prone low-level detectors,
classifiers and trackers compose a significant part of the semantic gap between
user defined queries and the archive video. To bridge the gap, we propose a novel
probabilistic activity localization formulation that incorporates learning of object
attributes, between-object relationships, and object re-identification without activity-
level training data. Our experiments demonstrate that the introduction of similarity
learning components effectively compensate for noise and error in previous stages,
and result in preferable performance on both aerial and ground surveillance videos.
Considering the computational complexity of our similarity learning models,
we attempt to develop a way of training complicated models efficiently while
remaining good performance. As a proof-of-concept, we propose training deep
neural networks for supervised learning of hash codes. With slight changes in the
optimization formulation, we could explore the possibilities of incorporating the
training framework for Person Re-Identification and related problems.
viii
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1Chapter 1
Introduction
1.1 Overview
Various vision recognition problems boil down to the design of a good visual simi-
larity function that computes a score of how likely two instances (e.g. images and
videos) share the same semantic concepts (e.g. persons, cars, etc.). As an example,
consider a specific problem Person Re-identification, which aims to maintain the iden-
tity of an individual in diverse locations through different non-overlapping camera
views. The problem is fundamentally challenging due to appearance variations
resulting from differing poses, illumination and configurations of camera views. To
deal with these difficulties, we propose a novel visual word co-occurrence based
appearance model to measure the similarities between two different camera views.
We first map each pixel of an image to a visual word using a codebook, which
is learned in an unsupervised manner. The appearance transformation between
camera views is encoded by a co-occurrence matrix of visual word joint distribu-
tions in probe and gallery images. Our appearance model naturally accounts for
spatial similarities and variations caused by pose, illumination & configuration
change across camera views. Linear SVMs are then trained as classifiers using these
co-occurrence descriptors.
It is possible to extend our co-occurrence based appearance model from two
views to multiple views. To this end, we consider the re-identification problem in a
Group Membership Prediction (GMP) setup, which involves predicting whether or
2not a collection of instances share a certain semantic property, more specifically, a
similarity function that measures the similarity among this collection of instances.
In this context we propose a novel probability model and introduce latent view-
specific and view-shared random variables to jointly account for the view-specific
appearance and cross-view similarities among data instances. Our model posits
that data from each view is independent conditioned on the shared variables.
This postulate leads to a parametric probability model that decomposes group
membership likelihood into a tensor product of data-independent parameters and
data-dependent factors. We propose learning the data-independent parameters in a
discriminative way with bilinear classifiers, and test our prediction algorithm on
challenging visual recognition tasks such as multi-camera person re-identification
and kinship verification. On most benchmark datasets, our method can significantly
outperform the current state-of-the-art.
As another application to similarity learning, we consider the Semantic Video
Retrieval problem. Given a user-described semantic activity, this problem is about
finding candidate spatio-temporal locations in a surveillance video that match the
query. Users describe an activity in the form of activity graph with nodes and edges
representing object attributes (type, color, size, moving direction, velocity) and
inter-object relationships (near, carry, later, soon, same-object) respectively. Then
the retrieval problem becomes finding candidate groundings of the graph in the
video. In surveillance videos where noise and clutter are usually present, visual
uncertainties introduced by object detectors, classifiers and trackers contribute to
the semantic gap between user-described queries and the video. To bridge the
gap, we propose a novel Conditional Random Field (CRF) based probabilistic
activity localization formulation that takes into consideration mis-detections, mis-
classifications and track-losses by incorporating a similarity learning module. More
3specifically, we learn classifiers for object attributes and inter-object relationships
to compensate for mis-detections and mis-classifications, and learn person and
car re-identification models to compensate for tracker failures. For each candidate
grounding of the query, our model outputs a likelihood score. We seek for top
scored groundings that maximize retrieval precision at desired recall rate. To
overcome the combinatorially many grounding choices we propose a high-precision
subgraph algorithm. By incorporating the similarity learning components into our
formulation, we observe superior performance over existing methods on both aerial
and ground surveillance benchmarks.
While our explorations to the above problems achieve nice results, the inherent
high-dimensional features used limit the overall training and testing computational
efficiency. To improve computational efficiency while keeping good performance,
we try to develop a way of training complicated models (like deep neural net-
work) efficiently. As a proof-of-concept, we propose training very deep neural
networks (DNNs) for supervised learning of hash codes. Existing methods in this
context train relatively “shallow” networks limited by the issues arising in back
propagation (e.g. vanishing gradients) as well as computational efficiency. We
propose a novel and efficient training algorithm inspired by alternating direction
method of multipliers (ADMM) that overcomes some of these limitations. Our
method decomposes the training process into independent layer-wise local updates
through auxiliary variables. Empirically we observe that our training algorithm
always converges and its computational complexity is linearly proportional to the
number of edges in the networks. Our proposed very deep supervised hashing
(VDSH) method significantly outperforms the state-of-the-art on several benchmark
datasets. With slight changes in the optimization formulations, we could explore
the possibilities of incorporating hashing or our efficient training framework into
4person re-identification and related similarity learning problems in future work.
1.2 Thesis Outline
In this dissertation, we explore the application of similarity learning to two prob-
lems: Person Re-identification and Semantic Video Retrieval, and develop an efficient
training algorithm for complex models. The remainder of this document is orga-
nized as follows.
• Chapter 2 begins the thesis with a similarity learning problem Person Re-
identification and our visual co-occurrence based approach.
• Chapter 3 extends our appearance model to a more general Group Membership
Prediction setup across multiple views, from where we try to target the problem
with a novel joint probabilistic model.
• Chapter 4 incorporates similarity learning components to the Semantic Video
Retrieval problem in order to account for visual uncertainties caused by noise
and error in object detection, classification and tracking algorithms.
• Chapter 5 develops an efficient tool to train complex models like Deep Neural
Networks (DNN), and showcase it with supervised hashing.
• Chapter 6 includes concluding remarks and describes an outline of future
work.
5Chapter 2
Similarity Learning for Person
Re-Identification
2.1 Background
In intelligent surveillance systems, person re-identification (re-ID) is emerging as a key
problem. Re-ID deals with maintaining identities of individuals traversing different,
non-overlapping cameras across a large network. Some examples are given in the
left half of Fig. 2·1, where each column corresponds to the same person, and each
row corresponds to the same camera view. In the typical re-ID problem, given a
pedestrian image from one camera, the system is asked to find the same person from
a collection of images taken from another camera. For instance, given one image
from the first row, we are asked to choose the corresponding image from the second
row. As shown here, the problem is challenging for several reasons. Cameras views
are non-overlapping so conventional tracking methods may fail. Illumination,
view angles and configurations for different cameras are generally non-consistent,
leading to significant appearance variations to the point that features seen in one
camera are often distorted or missing in the other. Finer bio-metrics like face and
gait thus often become unreliable (Vezzani et al., 2013).
Existing methods mainly focus on extracting distinctive local features to repre-
sent a person under different cameras, or learning an effective matching method-
ology to predict if two images describe the same person. To ensure locality, (Bird
et al., 2005) models the appearances of individuals using features from horizontal
6Figure 2·1: Illustration of codeword co-occurrence in positive image
pairs (i.e. two images from different camera views per column belong
to a same person) and negative image pairs (i.e. two images from
different camera views per column belong to different persons). For
positive (or negative) pairs, in each row the enclosed regions are
assigned the same visual word.
strips. (Gheissari et al., 2006) clusters pixels into similar groups and the scores are
matched based on correspondences of the clustered groups. Histogram features
that encode both local and global appearance are proposed in (Bazzani et al., 2012).
Saliency matching (Zhao et al., 2013a; Zhao et al., 2013b), one of the-state-of-the-
art methods for re-ID uses patch-level matching to serve as masks in images to
localize discriminative patches. More generally low-level features such as color,
texture, interest points, co-variance matrices and their combinations have also been
proposed (Farenzena et al., 2010; Gray and Tao, 2008; Prosser et al., 2010; Bauml
and Stiefelhagen, 2011; Gheissari et al., 2006; Bak et al., 2011; Ma et al., 2012; Liu
et al., 2012a). In addition high-level structured features that utilize concatenation
of low-level features (Ma et al., 2012) or deformable part models (DPMs) (Nguyen
et al., 2013) have been proposed. Metric learning methods have been proposed for
re-ID (e.g. (Dikmen et al., 2011; Li et al., 2012; Mignon and Jurie, 2012; Zheng et al.,
2011)). In (Porikli, 2003; Javed et al., 2008) distance metrics are derived through
7brightness transfer functions that associate color-levels in the two cameras. (Zheng
et al., 2013) proposes distance metrics that lend importance to features in matched
images over the wrongly matched pairs without assuming presence of universally
distinctive features. Low-dimensional embeddings using PCA and local FDA have
also been proposed (Pedagadi et al., 2013). Supervised methods that select relevant
features for re-ID have been proposed by (Gray and Tao, 2008) using Boosting and
by (Prosser et al., 2010) using RankSVMs.
Our idea diverts from the literature by aiming to learn an appearance model
that is based on co-occurrence statistics of visual patterns in different camera views.
Namely, we try to build an appearance model that captures the appearance “trans-
formation” across cameras instead of some unknown invariant property among
different views. While co-occurrence based statistics has been used in some other
works (Banerjee and Nevatia, 2011; Galleguillos et al., 2008; Ladicky et al., 2010),
ours has a different purpose. We are largely motivated by the observation that for
the same person, the co-occurrence of visual patterns behave similarly in images
from different views. As seen in the left part of Fig. 2·1, we observe that for the
same person, despite large cross-view variations, some image regions (enclosed
by colored lines) are distributed similarly spatially in two camera views (see corre-
sponding regions in each column). In other words, these visual patterns co-occur in
different views for the same person. These regions provide important discriminant
co-occurrence patterns for matching image pairs. For instance, statistically speaking,
the first column of positive image pairs indicates that “white” color in Camera 1 can
change to “light blue” in Camera 2. However, “light blue” in Camera 1 can hardly
change to “black” in Camera 2, as shown in the first column of negative image pairs.
In other words, these visual patters usually co-occur in images for different people.
The co-occurrences of different visual patterns in some sense suggest whether an
8image pair belong to the same person or not.
In the next section, we will describe how we represent different visual patterns,
and how to statistically learn discriminative co-occurrences of visual patterns for
person re-identification. We propose a novel visual word co-occurrence model to
measure similarity between images. We first encode images with a sufficiently large
codebook to account for different visual patterns. Pixels are then matched into
codewords or visual words, and the resulting spatial distribution for each codeword
is embedded to a kernel space through kernel mean embedding (Smola et al., 2007)
with latent-variable conditional densities (Jebara et al., 2004) as kernels. The fact
that we incorporate the spatial distribution of codewords into appearance models
provides us with locality sensitive co-occurrence measures. Our approach can be
also interpreted as a means to transfer the information (e.g. pose, illumination, and
appearance) in image pairs to a common latent space for meaningful comparison.
2.2 Method
Given a collection of pedestrian images from two camera views I(1) = {I(1)i }i=1,...,N
and I(2) = {I(2)j }j=1,...,N , where I(1)i represent the image for person i in camera view
1, and I(2)j represent the image for person j in camera view 2. The goal is to learn
a similarity function f(·, ·), such that the images from the same person has higher
similarity scores than images from different people:
f(I(1)i , I(2)i ) ≥ max
j 6=i
f(I(1)i , I(2)j ), ∀i.
Then at test time, given an image of some person q from the first camera view
I(1)q and a different set of images from the second camera view {I(2)g }g=1,...,M , we
9can find the corresponding person in the second view as follows:
q? = arg max
g
f(I(1)q , I(2)g ) (2.1)
We propose a novel similarity function based on discriminative co-occurrences
of visual patterns. More specifically, the similarity score is measured by a weighted
combination of visual word co-occurrences:
f(I(1)i , I(2)j ) =
∑
m
∑
n
Wmnφ(xij)mn = w
Tφ(xij) (2.2)
where φ(xij)mn represents the co-occurrence of visual patterns m and n in person
i and person j, W is a weight matrix measuring the relative importance of the
co-occurrence terms, w is the vectorization of W, and φ(xij) = [φ(xij)mn] is the co-
occurrence based appearance descriptor of an image pair i, j. Intuitively, recall the
examples in Fig. 2·1, the weights of co-occurrence terms from the left images should
be positive, while the weights for those in the right images should be negative.
We can learn w by training a linear Support Vector Machine (SVM) (Suykens and
Vandewalle, 1999) with positive and negative training samples of φ(xij)’s.
The rest of this section explains how we design the co-occurrence term φ(xij)mn
to account for visual ambiguity and spatial distortions of visual patterns. In vi-
sual recognition problems, we generally face two issues: (1) visual ambiguity (van
Gemert et al., 2010) (i.e. the appearance of instances which belong to the same thing
semantically can vary dramatically in different scenarios), (2) spatial displacement
(Felzenszwalb et al., 2010) of visual patterns.
While visual ambiguity can be somewhat handled by codebook construction
and quantization of images into visual words, matching humans in re-ID imposes
additional challenges. Humans body parts exhibit distinctive local visual patterns
and these patterns systematically change appearance locally. Our goal is to account
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for this inherent variability in appearance models through co-occurrence matrices
that quantify spatial and visual changes in appearance.
We need co-occurrence models that not only account for the locality of appear-
ance changes but also the random spatial & visual ambiguity inherent in vision
problems. For each camera view, we first construct a codebook Z = {z} ⊂ RD
with M codewords by k-means clustering (Hartigan and Wong, 1979) on randomly
sampled local features. The codebook construction is global and thus only car-
ries information about distinctive visual patterns. Nevertheless, for a sufficiently
large codebook distinctive visual patterns are mapped to different elements of the
codebook, which has the effect of preserving local visual patterns. Specifically, for
image I , we map each pixel at 2D location pi ∈ Π into a codeword with the minimal
Euclidean distance to its local feature.
To emphasize local appearance changes, we look at the spatial distribution of
each codeword. Concretely, we let C(I, z) ⊆ Π denote the set of pixel locations asso-
ciated with codeword z in image I and associate a spatial probability distribution,
p(pi|z, I), over this observed collection. Typically we use a Guassian distribution on
the neighborhood of pixel region C(I, z) to smooth the transition between regions
belong to visual word z and regions do not (see Fig. 2·2). This allows for some
slight spatial distortion in different views. In this way visual words are embedded
into a family of spatial distributions. Then we can use the similarity (or distance)
of two corresponding spatial distributions to quantify the pairwise relationship
between two visual words. This makes sense because our visual words are spatially
locally distributed and small distance between spatial distributions implies spatial
locality. Together this leads to a model that accounts for local appearance changes.
While we can quantify the similarity between two distributions in a number
of ways, the kernel mean embedding method is particularly convenient for our
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task. The basic idea to map the distribution, p, into a reproducing kernel Hilbert
space (RKHS),H, namely, p→ µp(·) =
∑
K(·,pi)p(pi) ∆= Ep(K(·,pi)). For universal
kernels, such as RBF kernels, this mapping is injective, i.e., the mapping preserves
the information about the distribution (Smola et al., 2007). In addition we can exploit
the reproducing property to express inner products in terms of expected values,
namely, 〈µp,Φ〉 = Ep(Φ), ∀Φ ∈ H and obtain simple expressions for similarity
between two distributions (and hence two visual words) because µp(·) ∈ H.
To this end, consider the codeword zm in image I(1)i and codeword zn in image
I(2)j . The co-occurrence matrix (and hence the appearance model) is the inner
product of visual words in the RKHS space, namely,
φ(xij)mn =
〈
µ
p(·|zm,I(1)i )
, µ
p(·|zn,I(2)j )
〉
(2.3)
=
∑
piu
∑
piv
K(piu,piv)p(piu|zm, I(1)i )p(piv|zn, I(2)j ),
where we have used the reproducing property in the last equality.
2.2.1 Choices of Spatial Kernels
We have several choices for the kernel K(piu,piv) above. We list some of them here:
Identity: K(·,pi) = epi, where epi is the usual unit vector at location pi. We get
the following appearance model:
φ(xij)mn ∝
∣∣∣C(I(1)i , zm)⋂C(I(2)j , zn)∣∣∣ , (2.4)
where | · | denotes set cardinality. This choice often leads to poor performance in
re-ID because it is not robust to spatial displacements of visual words, which we
commonly encounter in re-ID.
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Radial Appearance Model (RBF): This leads to the following appearance model:
φ(xij)mn =
∑
piu
∑
piv
exp
(‖piu − piv‖22
2σ2
)
p(piu|zm, I(1)i )p(piv|zn, I(2)j ) (2.5)
≤
∑
piu
max
piv
{
exp
(‖piu − piv‖22
2σ2
)
p(piv|zn, I(2)j )
}
p(piu|zm, I(1)i ).
The upper bound above is used for efficiently computing our appearance model by
removing the summation over piv. This appearance model is often a better choice
than the previous one because RBF accounts for some spatial displacements of
visual words for appropriate choice of σ.
Latent Spatial Kernel: This is a type of probability product kernel that has
been previously proposed (Jebara et al., 2004) to encode generative structures into
discriminative learning methods. In our context we can view the presence of a
codeword zm at location piu as a noisy displacement of a true latent location h ∈ Π.
The key insight here is that the spatial activation of the two codewords zm and zn in
the two image views I(1)i and I(2)j are conditionally independent when conditioned
on the true latent location h, namely, the kernel can be written as K(piu,piv) =∑
h
Pr{piu, piv | h, I(1)i , I(2)j }p(h), where the joint probability can be factorized as
Pr{piu, piv | h, I(1)i , I(2)j } = Pr{piu | h, I(1)i }Pr{piv | h, I(2)j }. We denote the noisy
displacement likelihoods, Pr{piu | h, I(1)i } = κ1(piu,h) and Pr{piv | h, I(2)j } =
κ2(piv,h) for simplicity. This leads us to K(piu,piv) =
∑
h
κ1(piu,h)κ2(piv,h)p(h),
where p(h) denotes the spatial probability at h, which we assume here to be uniform.
By plugging this new K into Eq. 2.3, we have
φ(xij)mn =
∑
piu
∑
piv
∑
h
κ1(piu,h)κ2(piv,h)p(h)p(piu|zm, I(1)i )p(piv|zn, I(2)j ) (2.6)
≤
∑
h
max
piu
{
κ1(piu,h)p(piu|zm, I(1)i )
}
max
piv
{
κ2(piv,h)p(piv|zn, I(2)j )
}
p(h),
where the inequality follows by rearranging the summations and standard upper
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bounding techniques. Again we use an upper bound for computational efficiency,
and assume that PH is a uniform distribution for simplicity without further learning.
The main idea here is that by introducing the latent displacement variables, we
have a handle on view-specific distortions observed in the two cameras. We only
show the performance using the latent kernel in our experimental section, since it
produces much better performance than the other two in our preliminary results.
2.2.2 Implementation of Latent Spatial Kernels
While latent spatial kernels as in Eq. 2.6 provide a rich appearance model for re-ID,
it is often difficult to estimate the latent locations h. In our experiments we bypass
this estimation problem by directly using the pixel locations as the true locations h
since the pedestrian images in benchmark datasets are roughly aligned: as shown
in Fig. 2·1, these images are well-cropped, centered and re-sized such that the same
pixel location in different images roughly correspond to the same body parts.
With the above approximation, Fig. 2·2 illustrates the process of generating the
latent spatial kernel based appearance model given the spatial regions C(I, z)’s
corresponding to each codeword z, each of which is viewed as a binary image
named as a codeword slice. For each codeword slice, the max operation is performed
at every pixel location to search for the spatially closest pixel location in C(I, z).
This procedure forms a distance transform (Danielsson, 1980) image, which is
further mapped to a spatial kernel image by a negative exponential transformation.
It allows each peak at the presence of a codeword to be propagated smoothly
and uniformly. For a probe image I(1)i and another I(2)j from a gallery image, the
co-occurrence of two codewords zm and zn in these two images are calculated
by the inner product of the two spatial kernel images. This value is exactly the
co-occurrence term φ(xij)mn. When we calculate φ(xij)mn for every combination
of m and n and stack them in a vector, we generate a high dimensional sparse
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Figure 2·2: Illustration of our visual word co-occurrence model gener-
ation process. Here, the white regions in the codeword slices indicate
the pixel locations with the same codeword. “A” and “B” denote two
arbitrary pixel locations in the image domain. And “Σ” denotes a
sum operation which sums up all the values in the point-wise product
matrix into a single value φ(xij)mn in our model.
appearance descriptor φ(xij) = [φ(xij)mn] for a pair of probe and gallery images I(1)i
and I(2)j .
At training time, we collect positive appearance descriptors φ(xii) from the same
person i, and randomly sample negative descriptors φ(xij) from different people
i, j, then employ linear SVMs to learn the weights w. The similarity between two
images are calculated as in Eq. 2.2. At test time, to conduct re-ID, we choose the
gallery image that produces the highest similarity score to the query as in Eq. 2.1.
2.3 Experiments
We test our method on two benchmark datasets, VIPeR (Gray et al., 2007) and
CUHK Campus (Zhao et al., 2013a). The default experiment setting is adopted
on each dataset. For each dataset, images from separate camera views are split
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into a gallery set and a probe set. Images from the probe set are treated as queries
and compared with every person in the gallery set. For each query, our method
produces a ranking of matching individuals in the gallery set. Performance can
be evaluated with these resultant rankings, since the identity label of each image
is known. The rankings for every possible query is combined into a Cumulative
Match Characteristic (CMC) curve that displays an algorithm’s recognition rate
as a function of rank. For instance, a recognition rate at rank-r on the CMC curve
denotes what proportion of queries were correctly matched to a corresponding
gallery individual at rank-r or better. Experimental results are reported as the
average CMC curve over 3 trials.
2.3.1 Implementation Details
We illustrate the schematics of our method in Fig. 2·3. At training stage, for each
camera view, we extract low-level feature vectors from randomly sampled patches
in training images. Specifically, for each image a 672-dim ColorSIFT (Zhao et al.,
2013a) feature vector is extracted for a 10×10 pixel patch centered at every possible
pixel. We then decorrelate each feature with a standard whitening transformation,
as suggested in (Hariharan et al., 2012). We randomly sample 1000 patch features
per image in the training set, and cluster these features into a codebook of varying
sizes (100/200/500/1000/1500) using K-Means.
The codebook is then used to encode each pixel in each image into a codeword.
For each pixel, the codeword that has minimal Euclidean distance to its feature is
assigned. Boundary pixels are ignored. As a result, each image is mapped into a
codeword image whose pixels are represented by the indices of the corresponding
encoded codewords. Further, a visual word co-occurrence model (descriptor) φ(xij)
is calculated for every pair of gallery and probe images I(1)i and I(2)j . We normalize
our appearance descriptors φ(xij) using min-max normalization. The min value
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Figure 2·3: The pipeline of our method, where “codebook” and “clas-
sifier” are learned using training data, and each color in the codeword
images denotes a codeword. This figure is best viewed in color.
for our descriptors is always 0, and the max value is the maximum among all the
codeword co-occurrence bins over every training descriptor. This max value is
saved during training and utilized for normalization during testing.
Positive appearance descriptors φ(xii) from the same person and 50 randomly
sampled negative descriptors φ(xij), j 6= i per person are utilized to train our
classifier f(·, ·) as in Eq. 2.2. We employ LIBLINEAR (Fan et al., 2008) to learn the
weight w. The trade-off parameter c in LIBLINEAR is set using cross-validation.
On test data, Eq. 2.1 performs the re-identification.
2.3.2 ViPeR Dataset:
Since introduced in (Gray et al., 2007), the VIPeR dataset has been utilized by most
person re-identification approaches as a benchmark. We followed the experimental
set up described in (Zhao et al., 2013a). The parameter σ in the spatial kernel
function is set to 3 for this dataset. Fig. 2·4a shows our matching rate comparison
with other methods on this dataset. When the codebook size is 100, which is pretty
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(a) VIPeR (b) CUHK Campus
Figure 2·4: Matching rate comparison between different methods
on (a) VIPeR and (b) CUHK Campus datasets. Numbers following
“Ours-” in the legends denote the size of the codebook used in each
experiment. Expect for our results, the other CMC curves are cited
from (Zhao et al., 2013a). This figure is best viewed in color.
small, our performance is close to that of SalMatch (Zhao et al., 2013a). With
increase of the codebook size, our performance is improved significantly, and has
outperformed that of SalMatch by large margins. For instance, at rank-15, our
best matching rate is 10.44% higher. When using larger sizes of codebooks, the
codeword representation of each image is finer by reducing the quantization error
in the feature space. However, it seems that when the codebook size is beyond
500, our performance is saturated. Therefore, in the following experiments, we
only test our method using 100/200/500 codewords. Fig. 2·5 illustrates some
codeword co-occurrence examples with relatively high positive/negative weights
in the learned weighting matrix. These examples strongly support our intuition of
learning codeword co-occurrence based features.
2.3.3 CUHK Campus Dataset
The CUHK Campus dataset is a relatively new person re-identification dataset
explored by two state-of-the-art approaches outlined in (Zhao et al., 2013a) and (Li
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Figure 2·5: Examples of codeword co-occurrence with relatively high
positive or negative weights in the learned weighting matrix. Same
as Fig. 2·1, in each row the regions enclosed by red (or cyan) color
indicate that the codeword per pixel location in these regions is the
same. This figure is best viewed in color.
and Wang, 2013). For our experiments, we adopt the settings described in (Zhao
et al., 2013a) for comparison.The gallery and probe sets are formed by CAM-1 and
CAM-2, respectively. The parameter σ in the spatial kernel function is set to 6 for
this dataset, since the image size is larger. Fig. 2·4b summarizes our matching
rate comparison with some other methods. Clearly, using only 100 codewords, our
method has already outperformed others dramatically, and it works better when
using larger sizes of codebooks, similar to the behavior in Fig. 2·4a. At rank-15, our
best performance is 22.27% better than that of SalMatch.
2.4 Summary
In this chapter, we propose a novel visual word co-occurrence model for person
re-identification. The intuition behind our model is that the codeword co-occurrence
patterns behave similarly and consistently in pairs of gallery/probe images and
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robustly to the changes in images. To generate our descriptor, each image is mapped
to a codeword image, and the spatial distribution for each codeword is embedded
to a kernel space through kernel mean embedding with latent spatial kernels. Our
approach can be also interpreted as a means to transfer the information (e.g. pose,
illumination, and appearance) in image pairs to a common latent space for mean-
ingful comparison. To conduct re-identification, we employ linear SVMs as our
classifier trained by the descriptors. We test our method on two benchmark datasets,
VIPeR and CUHK Campus. On both datasets, our method consistently outperforms
other methods. At rank-15, our method achieves matching rates of 83.86% and
85.49%, respectively, which are significantly better than the state-of-the-art results
by 10.44% and 22.27%.
Chapter 3
Multi-view Person Re-ID As Group
Membership Prediction
From the development of the co-occurrence based appearance models for re-ID, a
key insight emerges to us: conditioned on some latent variable, the visual appear-
ance from different views are independent of each other. This assumption naturally
leads to efficient decomposition of joint probability models and also nice results.
We are wondering whether this can be applied to more complicated problems that
involves multiple views, or other related problems. We will describe our exploration
in this chapter with an extension to the re-ID called Group Membership Prediction.
3.1 Background
Visual similarity plays an important role in visual recognition such as object de-
tection and scene understanding (Felzenszwalb et al., 2010; Li et al., 2009). A
visual similarity function returns a score of how likely two instances (e.g. images
and videos) share similar semantic concepts (e.g. persons, cars, etc.). With this
perspective we propose the Group Membership Prediction (GMP) problem, where
the goal is to determine how likely a collection of distinct items share the same
semantic property. Fig. 3·1 depicts the idea of the GMP problem for two visual
recognition tasks, i.e. person re-identification and kinship verification. In person
re-identification (re-ID) we are given a collection of images of persons captured from
multiple views (cameras) and the goal is to detect whether or not they belong to
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the same person. In applications such as kinship detection, the underlying semantic
property is more general, and the goal is to predict whether or not a collection of
images share a familial relationship. GMP poses significant challenges on account of
large variations in data including lighting conditions, poses and camera views.
GMP problem is closely related to multi-view learning (MVL). Indeed, our
perspective of shared variables has been used before in the context of MVL (Figueira
et al., 2013; Song et al., 2012; Xu et al., 2013). Nevertheless, the goal of MVL
specifically in visual recognition is different from ours. Namely, the objective
of MVL is to leverage multiple sources (e.g. texts, images, videos, etc.) of data
corresponding to the same underlying object (e.g. persons, events, etc.) to improve
recognition performance (Cai et al., 2014; Kalayeh et al., 2014; Liu et al., 2014; Xu
et al., 2013). On the other hand our goal is to predict group membership among the
multiple sources.
Person re-ID essentially is a GMP problem, where each camera view can be taken
as one of the instances. In the literature, however, most of existing works consider
this problem as an independent two-view classification task, mainly focusing on
cleverly designing local features (Farenzena et al., 2010; Liu et al., 2012a; Pedagadi
et al., 2013; Yang et al., 2014; Zhao et al., 2014) or learning better metrics (Khamis
et al., 2014; Kostinger et al., 2012; Li and Wang, 2013; Li et al., 2013; Mignon and Jurie,
2012; Zheng et al., 2013). Recently, Figueira et al. (Figueira et al., 2013) proposed a
semi-supervised learning method to fuse multi-view features for re-ID so that the
features agree on the classification results. Das et al. (Das et al., 2014) considered the
group membership prediction in re-ID by maximizing the summation of pairwise
similarity scores using binary integer programming during testing. Unlike (Das
et al., 2014), we formulate the group membership problem as a learning problem,
rather than a post-processing step to improve the matching rate.
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(a) Person re-identification (b) Kinship verification
Figure 3·1: Illustration of group membership prediction (GMP) in the
visual recognition tasks of (a) person re-identification and (b) kinship
verification. Here we would like to predict (a) whether the four
pedetrain images are taken from the same person, and (b) whether
the face images are from the same family. These images are borrowed
from (a) VIPeR dataset (Gray et al., 2007) and (b) Family101 dataset
(Fang et al., 2013), respectively.
Kinship verification is indeed another GMP problem, where each family role
(e.g. father, mother, son, daughter, etc.) can be considered as an instance. Similar
to person re-ID, existing works mainly focus on learning better features (Dehghan
et al., 2014; Fang et al., 2010) and better distance metrics (Lu et al., 2014) for pairwise
classification (Lu et al., 2015). Recently, Qin et al. (Qin et al., 2015) proposed a bilinear
model to handle so-called tri-subject kinship verification. Fang et al. (Fang et al.,
2013) proposed a sparse group lasso based feature selection method to determine
whether a query person is from a specific family. Unlike (Fang et al., 2013; Qin et al.,
2015), our method targets at a more general and challenging problem which can be
used to predict an arbitrary number of images with a fixed structure of family roles,
such as father-son, father-mother-daughter, grandfather-father-son-grandson, etc.
We introduce a novel parametric probability model for predicting group mem-
bership. Our key insight is that although the visual appearances can significantly
vary, they share a set of latent variables common to all views. As depicted in Fig.3·2,
we can hypothesize “body parts” as shared latent variables for all the pedestrian
23
(a) Body parts (b) Facial landmarks
Figure 3·2: Illustration of (a) body parts (e.g. head, torso, legs) for
re-ID and (b) facial landmarks (e.g. eyes, nose, mouth) for kinship
verification. Note that in these aligned images, these body parts or
facial landmarks approximately coincide in terms of spatial locations.
images, while for kinship verification “facial landmarks” could be considered as the
shared latent variables. Our model postulates that conditioned on the location of
each shared latent variable (body part or facial landmark) the visual appearance at
that location is conditionally independent for different views. This property leads
to a natural way of measuring image similarities through comparison of visual
similarities of the same shared latent variables across different views.
This postulate leads us to a joint parametric probability model that consists
of view-specific and view-shared random variables. View-specific variables account
for visual characteristics within a view while view-shared variables account for
the integration of multi-view information. The group membership likelihood
factorizes into a tensor product consisting of data-independent and data-dependent
factors. We learn the data-independent parameters (i.e. weights) discriminatively
using bilinear classifiers. Finally we marginalize these data tensors over all the
dimensions with the learned weights as the group membership scores.
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3.2 Method
3.2.1 Problem Setting
Let {(Xm, ym)}m=1,··· ,M be a group of persons fromM different views, where ∀m,Xm
denotes data for the person in the mth view and ym denotes its label (e.g. identity or
family). Let ∀n = {1, · · · , Nm},xm,n ∈ Xm be the nth image for person m with Nm
images in total. The goal of our method is to predict the following probability as
group membership:
p(y1 = · · · = yM |X1, · · · ,XM). (3.1)
While we have motivated our approach in the context of shared latent variables
(body parts or facial landmarks), this information is unavailable during the train-
ing or testing phases. Furthermore, estimating locations of body parts and facial
landmarks is known to be extremely challenging (Bourdev and Malik, 2009; Zhu
and Ramanan, 2012). Fortunately, in the context of the applications and problems
that we are concerned with, the images are approximately aligned. In these images,
foreground objects are centralized and well cropped. Currently most benchmark
datasets are composed of such approximately aligned images, namely, the same
body parts or facial landmarks appear roughly at similar locations. In such cases,
pixel locations provide good approximation of where body parts and facial land-
marks are, and we utilize this property to bypass the detection challenge, while
accounting for spatial mis-alignments with spatial kernels. In other words, in our
problem, we directly use pixels in a image as the shared latent variables. Note that
the issue of visual ambiguity of the shared variables still remains in our problem.
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(a) Parametric probability model (b) Pairwise decomposition
Figure 3·3: (a) Graphical representation of our parametric probability
model for GMP. (b) Pairwise decomposition of our model in (a).
3.2.2 Parametric GMP Model
We introduce two latent variables to model the relationship between the class
labels {ym} and data samples {Xm}. The graphical representation of our parametric
probability model is shown in Fig. 3·3a, where ∀m, zm denotes the view-specific
latent variable for view m, h denotes the view-shared latent variable, and Nm
denotes the number of images from view m. Based on this model, we can factorize
our group membership score as follows:
p(y1 = · · · = yM |X1, · · · ,XM) =
∑
z1,··· ,zM ,h
py|z
M∏
m=1
p(zm|Xm, h)p(h) (3.2)
where py|z = p(y1 = · · · = yM |z1, · · · , zM). We assume independent and identi-
cally distribution for different images of the same person xm,n and approximate
p(zm|Xm, h) with the average over p(zm|xm,n, h):
p(y1 = · · · = yM |X1, · · · ,XM) =
∑
z1,··· ,zM ,h
py|z · p(h)
M∏
m=1
[
1
Nm
Nm∑
n=1
p(zm|xm,n, h)
]
,
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Model interpretation. To show the intuition, we consider the person re-ID
example in Fig. 3·2a in more detail. Here the view-specific latent variables {zm}
can be viewed as visual appearances of body parts of different persons, and the
view-shared latent variable h can be considered as these body parts which are
shared among all the persons.
Then using Bayes rule we can expand Eq. 3.2. In particular, for the two-view
re-ID problem we see that the group membership score of the image pair (x1, y1)
and (x2, y2) as
p(y1 = y2|x1,x2) =
∑
z1,z2,h
p(y1 = y2|z1, z2)p(z1|x1, h)p(z2|x2, h)p(h)
Since visual appearances in z1 (or z2) are posited to be independent given image
x1 (or x2) and the parts h, we can predict whether or not y1 is equal to y2 (i.e.
p(y1 = y2|x1,x2)) by marginalizing the similarities of corresponding visual features
of each individual part in both images (i.e. p(z1|x1, h) and p(z2|x2, h)) with some
data-independent weights (i.e. p(y1 = y2|z1, z2) and p(h)). Similarly for the kinship
example in Fig. 3·2b we can infer the group membership score by marginalizing
the corresponding landmark similarities. We take these data-independent weights
as the model parameters for prediction, which are learned discriminatively.
3.2.3 Learning Model Parameters
Co-occurrence Tensor Representation
In Chapter 2, we propose an novel feature representation to handle visual
ambiguity and spatial distortion in images for person re-ID (Zhang et al., 2014)
. Based on the appearance model, we propose a visual word co-occurrence tensor
representation using p(zm|xm,n, h) from multiple views to represent the group of
data samples. We also design a truncated exponential function as the spatial kernel κ
with an arbitrary distance function inside to improve flexibility and computational
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efficiency. Let pizm ∈ Π(zm,xm,n) be a pixel location where the corresponding
pixel in image xm,n is encoded using visual word zm, and pih be the pixel location
associated with variable h. Then we define p(zm|xm,n, h) in Eq. 3.2 as follows:
p(zm|xm,n, h) ∆= max
pizm∈Π(zm,xm,n)
κ (pizm ,pih;σm) (3.3)
=
{
exp
{
−minpizm d(pizm ,pih)
σm
}
, if d(pizm ,pih) ≤ α
0, otherwise.
where d(·, ·) denotes a distance function, σm ≥ 0 denotes a predefined window size
parameter for view m, and α ≥ 0 is a predefined spatial scale parameter. Then
if we take view-specific and view-shared latent variables as the dimensions to
represent the group of data as a tensor T, then the entry at index (z1, · · · , zm, h) can
be calculated as follows:
Tz1,··· ,zm,h =
M∏
m=1
[
1
Nm
Nm∑
n=1
p(zm|xm,n, h)
]
.
General Learning Formulation
Here we introduce additional notations to simplify our exposition. Rather than
directly representing the appearance feature for as a tensor, we convert it into a
matrix φ(X1,··· ,M) ∈ R
∏M
m=1 |zm|×|h| with dimensions
∏M
m=1 |zm| and |h|, respectively,
where ∀m, |zm| and |h| denote the numbers of visual words for view m and pixel
locations in images. Further, we denote wz
∆
= p(y1 = · · · = yM |z1, · · · , zM) ∈
R
∏M
m=1 |zm| and wh
∆
= p(h) ∈ R|h| as our model parameters in the form of vectors.
Then our group membership score in Eq. 3.2 can be rewritten as a decision function
f as follows:
f(X1,··· ,M) = wTz φ(X1,··· ,M)wh, (3.4)
where (·)T denotes the matrix transpose operator. If f(X1,··· ,M) ≥ τ , where τ is some
threshold, we expect that all the members in the group have the same class label
28
(and do not otherwise). Later we will relax the probability constraints on wz and
wz, and use SVM solvers to learn these two parameters with positive and negative
data samples, the threshold τ is then chosen to be 0.
Let {(X (k)1,··· ,M , y(k)1,··· ,M)}k=1,··· ,N be a set of N training data groups from M views,
where ∀k, y(k)1,··· ,M = 1 if all the class labels in group k are the same (and−1 otherwise).
Due to the specific form in Eq. 3.4, we propose learning bilinear classifiers (i.e. wz
and wh) for GMP inspired by (Pirsiavash et al., 2009), which used bilinear classifiers
in a different context (binary classification):
min
wz ,wh
λ1
2
‖wz‖22 +
λ2
2
‖wh‖22 +
N∑
k=1
`
(
y
(k)
1,··· ,M , f(X (k)1,··· ,M)
)
, (3.5)
where `(·, ·) denotes the loss function (e.g. hinge loss), λ1 ≥ 0, λ2 ≥ 0 are predefined
regularization parameters, and ‖ · ‖2 denotes the `2-norm of a vector.
Note that here we relax the probability constraint on wz and wh to real numbers
so that Eq. 3.5 can be efficiently solved using alternating optimization. In each
iteration, we fix one parameter (i.e. wz or wh) and use a standard support vector ma-
chine (SVM) solver to find the other parameter so that the objective value decreases
monotonically, thus guaranteeing a local optimal solution.
Pairwise Decomposition Approximation
With sufficient training data, we can train a bilinear classifier directly using Eq.
3.5. This training method, however, does not scale well with the number of views
due to the high dimensional tensor representation, leading to serious computational
and overfitting issues.
To overcome these issues, we propose an approximate pairwise decomposition
method, as illustrated in Fig. 3·3b, to reduce the parameter space. This is based
on the conditional independence assumption in multi-view learning (Blum and
Mitchell, 1998). Accordingly, we can rewrite our group membership score in Eq. 3.2
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Algorithm 1 Pairwise decomposition based learning
Input :{φ(Xmi,mj)}∀mi 6=mj∈{1,...,M}, {ymi}∀mi∈1,...,M , λ1, λ2, λ3 ≥ 0
Output :{wmi,mj}mi 6=mj∈{1,...,M},wh,β
Initialize β ← 1, wh ← 1, wmi,mj ← 1;
repeat
Solve {wmi,mj} in Eq. 3.8 (multi-view training) or Eq. 3.9 (double-view training)
by fixing β and wh;
Solve wh in Eq. 3.8 or Eq. 3.9 by fixing β and {wmi,mj} ;
Solve β in Eq. 3.8 or Eq. 3.9 by fixing {wmi,mj} and wh.
until Converge;
return {wmi,mj}mi 6=mj∈{1,...,M},wh,β
as follows:
p(y1 = · · · = yM |X1, · · · ,XM) ≡
∑
mi 6=mj∈{1,··· ,M}
∑
zmi ,zmj ,h
p(y1 = · · · = yM |ymi = ymj)
p(ymi = ymj |zmi , zmj)p(zmi |Xmi , h)p(zmj |Xmj , h)p(h). (3.6)
where p(y1 = · · · = yM |ymi = ymj) indicates how importantly the pair of views
mi and mj contribute to GMP. In this way, the number of parameters that need
to be learned in our method is significantly reduced from
(∏M
m=1 |zm|+ |h|
)
to(∑
mi 6=mj |zmi ||zmj |+ |h|
)
.
Let φ(Xmi,mj) ∆= [p(zmi |Xmi , h)p(zmj |Xmj , h)] ∈ R(|zmi ||zmj |)×|h| be the pairwise
visual word matrix between views mi and mj , where Xmi,mj = {Xmi ,Xmj}. Also let
wmi,mj
∆
= p(ymi = ymj |zmi , zmj) ∈ R|zmi ||zmj | , and β ∆= p(y1 = · · · = yM |ymi = ymj) ∈
RM(M−1) . Then based on Eq. 3.6, we can rewrite Eq. 3.4 as follows:
f˜(X1,··· ,M) =
∑
mi 6=mj
βmi,mjw
T
mi,mj
φ(Xmi,mj)wh, (3.7)
where βmi,mj denotes the entry in β for the view pair.
To learn our model parameters in Eq. 3.7, we propose two learning methods as
follows, namely, multi-view training and double-view training:
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Multi-view training:
min
{wmi,mj },
wh,β
λ1
2
∑
mi 6=mj
‖wmi,mj‖22 +
λ2
2
‖wh‖22 +
λ3
2
‖β‖22 +
N∑
k=1
`
(
y
(k)
1,··· ,M , f˜(X (k)1,··· ,M)
)
s.t.β ≥ 0. (3.8)
Double-view training:
min
{wmi,mj },
wh,β
λ1
2
∑
mi 6=mj
‖wmi,mj‖22 +
λ2
2
‖wh‖22 +
λ3
2
‖β‖22 +
N∑
k=1
∑
mi 6=mj
`
(
y(k)mi,mj , f˜(X (k)mi,mj)
)
s.t.β ≥ 0. (3.9)
where ∀k, y(k)mi,mj = 1 if in group k the labels of the two persons ymi = ymj holds;
otherwise, 0. Here, ≥ denotes an element-wise ≥ operator. Both training can be
done using alternating optimization with a standard SVM solver. Difference in
these two training methods comes from the loss functions, where in multi-view
training ` measures the group (i.e. multi-view) loss, while in double-view training `
measures the pair-view loss. Our algorithm is summarized in Alg. 1.
3.3 Experiments
We evaluate our method on person re-ID and kinship verification tasks along
with state-of-the-art methods on benchmark datasets. Standard training/testing
protocols are used in all experiments. For each comparing method, we either cite
the original results from the papers (denoted by (·)∗ in the tables) or calculate from
released codes. Our results are reported as the average over 3 trials.
3.3.1 Person Re-Identification
For performance measure we adopt the standard Cumulative Match Characteristic
(CMC) curve. For tasks with multiple camera views, we follow (Das et al., 2014) to
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compare results under two camera views.
Two Camera Views
Table 3.1: Matching rate comparison (%) on VIPeR and CUHK01.
Rank r = 1 5 10 15 20 25
VIPeR
SCNCD 20.7 47.2 60.6 68.8 75.1 79.1
SCNCDfinal 37.8 68.5 81.2 87.0 90.4 92.7
LADF 29.3 61.0 76.0 83.4 88.1 90.9
Mid-level filters 29.1 52.3 65.9 73.9 79.9 84.3
Mid-level+LADF 43.4 73.0 84.9 90.9 93.7 95.5
VW-CooC 30.70 62.98 75.95 81.01 - -
Ours 33.5 59.5 72.8 81.3 88.0 89.6
CUHK01
Single-shot LAFT∗ 25.8 55.0 66.7 73.8 79.0 83.0
Multi-shot LAFT∗ 31.4 58.0 68.3 74.0 79.0 83.0
Mid-level filters 34.3 55.1 65.0 71.0 74.9 78.0
VW-CooC 44.03 70.47 79.12 84.77 - -
Ours 60.39 82.92 90.43 93.42 94.55 95.78
Person re-ID between two views is the simplest scenario. We test our method on
the VIPeR (Gray et al., 2007) dataset and CUHK Campus (Zhao et al., 2013a) dataset.
We extract a 672-dim Color+SIFT vector from each 5×5 pixel patch in images as
low-level features. We follow the experimental setting in (Zhao et al., 2013a) for both
datasets and compare against the following methods: SCNCD and SCNCDfinal:
(Yang et al., 2014), LADF: (Li et al., 2013), Mid-level filters and Mid-level+LADF:
(Zhao et al., 2014), VW-CooC: (Zhang et al., 2014), Single-shot LAFT∗ and Multi-shot
LAFT∗: (Li and Wang, 2013). The CMC curve comparison on VIPeR and CUHK01
is shown in Fig. 3·4 and Table 3.1.
As we see, on VIPeR “Mid-level+LADF” from (Zhao et al., 2014) is the current
best method, which utilized more discriminative mid-level filters as features and a
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(a) (b)
Figure 3·4: CMC curve comparison on (a) VIPeR and (b) CUHK01,
respectively. Notice that except our results, the rest are cited from
(Zhao et al., 2014).
powerful classifier, and “SCNCDfinal” from (Yang et al., 2014) is the second, which
utilized only foreground features. Our results are comparable to both of them.
However, our method always outperforms their original methods significantly
when either the powerful classifier or the foreground information is not involved.
On CUHK01, our method performs the best. At rank-1, it outperforms (Zhang et al.,
2014; Zhao et al., 2014) by 16.36% and 26.09%, respectively. Compared with (Zhang
et al., 2014), the improvement mainly comes from the multiple instance setting of
our method.
We also demonstrate the impacts of different numbers of pixel locations (i.e. view-
shared space) and visual words (i.e. view-specific space) on the performance using
VIPeR in Fig. 3·5. We sample the pixel locations, step by from 1 to 5 pixels along x
and y-axis in images (larger number leading to fewer samples), while using different
numbers of visual words. Visual words capture the variations in appearance, and
with more visual words more similar patterns can be differentiated (e.g. pink and
red). Matching between pixel locations gives us the statistic information of visual
words, and more samples make the statistics more robust. Together they work for
good performance. In general, more pixel locations and sufficient numbers of visual
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Figure 3·5: Demonstration of the impacts of different numbers of
pixel locations and visual words on the performance using VIPeR.
Warmer color demotes higher accuracy. This figure is best viewed in
color.
Figure 3·6: CMC curve comparison on WARD. Note except for our
results, the other results are cited from (Das et al., 2014).
words lead to good performance.
Three Camera Views
Now we consider three camera views, and test our method on the WARD dataset
(Martinel and Micheloni, 2012). Following (Das et al., 2014), we denote the camera
views as view 1, 2 and 3. We first resize each image to the same 128× 64 pixels, and
take every 2×2 pixel patch in the HSV color space to generate our low-level features
by concatenating 3× 2× 2 = 12 entries into a vector. The reason for choosing this
feature is because in (Das et al., 2014) the features were built in the HSV color space
as well. Different from (Das et al., 2014), we take the whole image to generate
features without foreground segmentation. The results are shown in Fig. 3·6. As we
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Figure 3·7: CMC curve comparison on RAiD. Notice that expect our
results, the rest results are cited from (Das et al., 2014).
see, our method performs similar or better than NCR (Das et al., 2014), and both the
multi-view training and double-view training for our method behave very similarly.
We list the area under curve (AUC) scores in Table 3.2. Our method is better than
NCR on FT by 0.6%, on average, from 94.3% to 94.9%.
Table 3.2: AUC comparison (%) on WARD based on Fig. 3·6.
View pair 1-2 1-3 2-3 Ave.
FT 93.3 91.0 94.9 93.1
NCR on ICT 90.4 84.8 91.1 88.7
NCR on FT 95.4 91.9 95.6 94.3
Ours: Multi-view 94.4 92.1 98.1 94.9
Ours: Double-view 92.7 91.0 97.5 93.8
Four Camera Views
Next we consider four camera views, and test our method on the re-identification
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Across indoor-outdoor Dataset (RAiD) (Das et al., 2014) with two indoor views
camera 1 and 2, and two outdoor views camera 3 and 4. Still we take the views with
smaller/larger numbers as galleries/probes. We follow (Das et al., 2014), and utilize
the same HSV low-level feature as we did in three camera views. Our comparison
results are shown in Fig. 3·7. As we see, our method again performs equally well
or better than NCR. We list the AUC score comparison results in Table 3.3. Still
our method is better than NCR on FT by 1.6%, on average, from 94.7% to 96.3%.
For both indoor-indoor and outdoor-outdoor cases, our method consistently works
best, which may indicate that the visual word co-occurrence patterns are more
discriminative if the lighting condition is similar.
Table 3.3: AUC comparison (%) on RAiD based on Fig. 3·7.
View pair 1-2 1-3 1-4 2-3 2-4 3-4 Ave.
FT 96.6 84.3 88.8 90.0 93.9 93.5 91.2
NCR on ICT 98.5 90.6 92.1 91.0 94.4 94.1 93.4
NCR on FT 98.1 90.4 93.1 94.5 96.5 95.9 94.7
Ours: Multi-view 98.2 93.0 97.1 94.1 96.6 90.5 94.9
Ours: Double-view 99.3 90.8 98.3 93.0 98.0 98.8 96.3
3.3.2 Kinship Verification & Identification
As before, we utilize the HSV 12-dim low-level features. In the experiments, we
denote father, mother, son, and daughter as F, M, S, and D, respectively. Following
(Lu et al., 2014), we measure the verification performance with the verification rate,
defined by the number of correctly classified face pairs divided by the total number
of face pairs in the test set. For identification, CMC curves are also used. We only use
double-view training in this task since the information captured by parent-offspring
pairs are more important.
Kinship verification between two views (one parent and one offspring) is the
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conventional setting, where we test our method on two datasets, i.e. KinFaceW-I
(Lu et al., 2014) and KinFaceW-II (Lu et al., 2014). The former consists of 156 FS, 134
FD, 116 MS and 127 MD pairs, while the latter contains 250 pairs of each relation.
The main difference between the two is that each pair of face images in KinFaceW-II
comes from the same photo while the image pairs in KinFace-I come from different
photos. We follow the same protocol as that in (Lu et al., 2014; Dehghan et al., 2014;
Qin et al., 2015). Results are listed in Table 3.4.
On KinFaceW-II, our method significantly outperforms the competitors, but on
KinFaceW-I ours is slightly worse. Our reasoning is that our current visual word
representation using simple K-Means does not account for significant visual ambi-
guity in appearance when imaging factors (e.g. lighting conditions, illumination,
etc.) change substantially. This leads to large intra-cluster variations in visual words
that our method does not currently handle well. To further investigate the different
performances on both datasets, we use a smaller training set randomly sampled on
KinFaceW-II such that it has the same size as KinFaceW-I, while keeping the same
test set and record the results as “reduced training set”. The results become slightly
worse than the original training set, while still outperform other methods. These
relatively good results, along with the worse results on KinFaceW-I, demonstrate
that the size of training data is indeed important, but less important than the data
sources.
Next we use TSKinFace dataset (Qin et al., 2015) for three-view kinship verifica-
tion (i.e. father, mother, offspring), and list the results in Table 3.5. As we see, our
method performs consistently better than (Qin et al., 2015).
Finally we employ the Family 101 dataset (Fang et al., 2013) to investigate
kinship identification, namely, identifying the correct parent/child among a set of
candidates given one child/parent image. Following (Dehghan et al., 2014), for each
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Table 3.4: Verification rate comparison (%) on KinFaceW
FS FD MS MD Mean
KinFaceW-I
(Dehghan et al., 2014) 76.4 72.5 71.9 77.3 74.5
(Lu et al., 2014) 72.5 66.5 66.2 72.0 69.9
(Qin et al., 2015) 76.8 76.8 74.6 78.0 76.6
Ours 63.5 65.0 63.8 75.6 67.0
KinFaceW-II
(Dehghan et al., 2014) 83.9 76.7 83.4 84.8 82.2
(Lu et al., 2014) 76.9 74.3 77.4 77.6 76.5
(Qin et al., 2015) 84.6 77.0 84.4 85.4 82.9
Ours 85.4 81.8 86.6 90.0 86.0
Ours (reduced training set) 84.4 78.2 84.6 87.8 83.8
Figure 3·8: CMC curve comparison with (Dehghan et al., 2014) on
Family 101.
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Table 3.5: Verification rate comparison (%) on TSKinFace.
FS FD MS MD FM-S FM-D
(Dehghan et al., 2014) 79.9 74.2 78.5 76.3 81.9 79.6
(Fang et al., 2013) 69.1 66.8 68.7 67.9 71.6 69.8
(Lu et al., 2014) 74.8 70.0 72.2 71.3 77.0 71.4
(Qin et al., 2015) 83.0 80.5 82.8 81.1 86.4 84.4
Ours 88.5 87.0 87.9 87.8 90.6 89.0
of the four kin relations, we train a model and use the model to match offspring
images to all possible parent images. The CMC curves are shown in Fig. 3·8 , and
Table 3.6 lists the Area Under Curve (AUC) measure of the CMC curves.
Table 3.6: AUC comparison (%) on Family 101.
FS FD MS MD Mean
(Dehghan et al., 2014) 88.8 91.3 94.3 96.4 92.7
Ours 90.3 94.6 96.0 97.0 94.5
3.4 Summary
In this chapter, we extend the typical two-view person re-ID problem to the multi-
view group membership prediction (GMP) problem, and propose a general paramet-
ric probability model. We introduce the notions of view-specific and view-shared
latent variables to capture visual information and commonality for each view. Using
these two variables, we can factorize the group membership score into a tensor
product, and thus propose a new visual word co-occurrence tensor feature to repre-
sent groups of data samples. In our parametric probability model, we can handle
the multiple instance cases as well. Further we propose discriminatively learning a
bilinear classifier for GMP, with the decision function as the marginalization over
all latent variables. Our experiments on multi-camera person re-ID and kinship
verification tasks demonstrate the good predictive ability of our method.
Chapter 4
Similarity Learning for Probabilistic Video
Semantic Retrieval
In Chapter 2 and Chapter 3 we explored similarity learning for the two-view and
multi-view person re-identification problem. In this chapter, we focus on another
application of similarity learning: Semantic Video Retrieval.
We are motivated by a previous work in video activity retrieval (Castañón et al.,
2015). Activity queries are given by users in terms of semantic graphs based on
object attributes (nodes) and inter-object relationships (edges). We leverage the fact
that attributes and relationships have different levels of discriminability to reduce
the search space. As one could imagine, when the query graph contains attributes
or relationships that are rare or discriminative, the number of potential matches to
the original query will be small, and the matching problem is relatively easier to
solve. One of the most discriminative relationships between attributes is identity or
“the same as" relationship, namely, two objects represent the same entity.
In our setup, the identity information is provided by any object tracking algo-
rithm where locations from the same track is associated with the same identity. As
known in the tracking community, long term multi-target tracking is a challenging
problem due to intensive inter-object occlusion and sensor gaps (Singh et al., 2008;
Wang et al., 2014). The identity relationships we collect from tracking algorithms
are thus usually incomplete due to tracking failures. Consequently, retrieval results
for queries that include a long time span or over cluttered regions are compromised.
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While developing a better tracking algorithm can to some extent solve the
problem, it should not be the core of a retrieval algorithm. An immediate idea
is to incorporate a re-ID module that outputs a similarity score or probability of
two objects to the retrieval algorithm. By varying the thresholds for two objects
to be considered as the same entity, the algorithm can compensate for some of
the track-losses. Furthermore, it is also meaningful to introduce learning modules
for other node and edge level predictors in light of the noise and error in object
detection and classification stages.
In this chapter, we present a novel probabilistic framework for semantic ac-
tivity retrieval in cluttered surveillance videos. We learn node/edge-level visual
predictors during training and, at test-time, propose to retrieve activity by identi-
fying likely locations that match the semantic graph. We formulate a novel CRF
based probabilistic activity localization objective that accounts for mis-detections,
mis-classifications and track-losses and outputs a likelihood score for a candidate
grounded location of the query in the video. We seek groundings that maximize
the precision at a desired recall rate. To handle the combinatorial search over all
high-probability groundings we propose a high-precision subgraph algorithm.
4.1 Background
Many routine tasks such as activity detection, anomaly detection and user defined
activity recognition & retrieval in surveillance videos currently require significant
human attention. The goal of this chapter is to develop exploratory search tools for
rapid analysis by human operators.
We focus on retrieval of activity that matches analyst or user described semantic
activity (ADSA) from surveillance videos. Surveillance videos pose two unique
issues: (a) wide query diversity; (b) the presence of many unrelated, co-occurring
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activities that share common components.
The wide-diversity of ADSAs limits our ability to collect sufficient training
data for different activities and learn activity models for a complete list of ADSAs.
Methods that can transfer knowledge from detailed activity descriptions to the
visual domain are required. As noted in (Johnson et al., 2015), while it would be
desirable to learn to map textual descriptions to a semantic graph, this by itself is an
active area of research. To handle query diversity, we focus on a novel intermediate
approach, wherein a user represents an activity as a semantic graph (see Fig. 4·1)
with object attributes and inter-object semantic relationships associated with nodes
and edges respectively. We propose to bridge the relationship semantic gap by
learning relationship concepts with annotated data. At the object/node-level,
we utilize existing state-of-art methods to train detectors, classifiers and trackers
to obtain detected outputs, class-labels, track data and other low-level outputs.
This approach is practical because, in surveillance, the vocabulary of low-level
components of a query are typically limited and can be assumed to be known in
advance.
Our next challenge is to identify candidate groundings. By a grounding (Johnson
et al., 2015) we mean a mapping from archive video spatio-temporal locations
to query nodes (see also Sec. 4.2). Grounding is a combinatorial problem that
requires searching over different candidate patterns that matches the query. The
difficulty arises from many unrelated co-occurring activities that share node and
edge attributes. Additionally, the outputs of low-level detectors, classifiers and
trackers are inevitably error-prone leading to mis-detections, mis-classifications,
and loss of tracks. Additional uncertainties can also arise due to the semantic gap.
Consequently, efficient methods that match the activity graph with high-confidence
in the face of uncertainty are required.
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We propose a novel probabilistic framework to score the likelihood of ground-
ings that explicitly accounts for visual-domain errors and uncertainties. The prob-
abilistic framework is based on a CRF model of semantic activity that combines
the activity graph with the confidence/margin outputs of our learned component-
level classifiers, and outputs a likelihood score for each candidate grounding. We
pose the combinatorial problem of identifying likely candidate groundings as a
constrained optimization problem of maximizing precision at a desired recall rate.
To solve this problem we propose a successive refinement scheme that recursively
attempts to find candidate matches at different levels of confidence. For a given
level of confidence, we show that a two-step approach based on first finding sub-
trees of the activity graph that are guaranteed to have high-precision, followed by a
tree-based dynamic programming recursion to find the matches, leads to efficient
solutions. Our method outperforms bag of objects/attributes approaches (Lin et al.,
2014a) demonstrating that objects/attributes are weak signatures for activity in
surveillance videos unlike other cases (Xu et al., 2015b; Jain et al., 2015a; Karpathy
et al., 2014; Simonyan and Zisserman., 2014). We compare against (Castañón et al.,
2015) that is based on manually encoding node-edge level relationships to bridge
the visual domain gap and demonstrate that our semantic learning combined with
probabilistic matching outperforms such methods.
4.1.1 Related Work
Many methods have been proposed for video retrieval.
Classification Methods: Many video retrieval methods (Tang et al., 2012; Yang et al.,
2013; Ma et al., 2014; Lin et al., 2014a; Shu et al., 2015; Choi and Savarese, 2014;
Choe et al., 2013) at run-time take a video-snippet (temporal video-segment) as
input and outputs a score based on how well it matches the desired activity. During
training activity classifiers for video snippets are learnt (Tang et al., 2012; Yang
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Grounding in table
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Figure 4·1: Overview of Proposed Probabilistic Semantic Retrieval
Approach (see Sec. 4.1 and Sec. 4.4)
et al., 2013; Ma et al., 2014; Lin et al., 2014a) using fully labeled training data. In this
context several recent works have proposed deep neural network approaches for
learning representations for actions and events (Xu et al., 2015b; Jain et al., 2015a;
Karpathy et al., 2014; Simonyan and Zisserman., 2014). These works leverage the
fact that in some applications object/attributes provide good visual signatures for
characterizing activity. In contrast to these methods we do not utilize activity-level
training data. Furthermore, while these methods are suited for situations where an
activity manifests as a dominant signature in the video snippet, they are ill-suited
for situations where the activity signature is weak, namely, the activity occurs
among many other unrelated co-occurring activities, which is the typical scenario
in surveillance problems.
Zero-Shot Methods: More recently, zero-shot methods have been applied to several
visual tasks such as event detection (Wu et al., 2014; Chang et al., 2015; Elhoseiny
et al., 2016), action recognition (Gan et al., 2015), image tagging (Zhang et al.,
2016), action localization (Jain et al., 2015b), and image classification (Lampert et al.,
2009). These methods share the same advantage with our work in that activity level
training data associated with the desired activity is not required. Nevertheless,
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zero-shot methods are trained based on source domain descriptions for a subset
of activities that allow for forging links between activity components, which can
then be leveraged for classification of unseen activity at test-time. Furthermore,
the current set of approaches are only suitable in scenarios where the activity has
strong visual signatures in low-clutter environments.
Activity Graphs: It is worth pointing out that several works (Lin et al., 2014a; Shu
et al., 2015; Choi and Savarese, 2014; Choe et al., 2013) have developed structured
activity representations but they use fully annotated data as mentioned earlier. (Lin
et al., 2014a) describes a bipartite object/attribute matching method. (Shu et al.,
2015) describes AND-OR-Graphs based on aggregating sub-events for test-time
activity recognition. Similar to classification based methods, these methods only
work well when the desired activity is dominant over a video snippet.
Our method is closely related to (Castañón et al., 2015). They propose to manu-
ally represent activities as graph queries. They utilize ground-truth data to reduce
video to a large annotated graph. They propose subgraph matching algorithms
to find matches in the video archive graph. In this way they avoid dealing with
object-level semantic gap. They propose to handle relationship semantic gap manu-
ally (for instance, nearness, proximity etc are entered manually in terms of pixel
distances). This is cumbersome because relationships are often context dependent
(see Footnote 3). Their work is then primarily a deterministic subgraph matching
problem that neither accounts for visual distortions (mis-detections, track-loss etc.)
nor attempts to bridge the semantic gap between concepts and visual domain. In
contrast we formulate a probabilistic activity graph that explicitly accounts for
visual distortions, bridges the semantic gap through learning low-level concepts,
and proposes an efficient probabilistic scoring scheme based on CRFs.
CRF Models for Retrieval: Our proposed CRF framework closely resembles CRF
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models that are employed for semantic image retrieval in Johnson et al. (Johnson
et al., 2015) and (Fouhey and Zitnick, 2014). They propose scene graphs to repre-
sent objects and relationships between them, and train a CRF model using fully
annotated training data. These CRF models on fully trained data thus can also
incorporate knowledge of typical global scenes and context in addition to low-level
node/edge predictions. In contrast our premise is that, in the video problem, we
do not have adequate training data across all desired activities. In addition, unlike
images, miss detections and track losses have substantial impact in video retrieval.
Finally, spatio-temporal scale and size of the surveillance videos, and the presence
of unrelated co-occurring activities leads to a probabilistic and combinatorial search
problem.
4.2 Activity Models
The goal of semantic activity retrieval is to spatio-temporally ground semantically
described activities in large videos. As no examples of activities are provided,
a semantic framework is necessary to represent the search activity. To capture
activities involving multiple objects over potentially large temporal scale, we need a
flexible framework capable of representing both the objects involved in the activity
as well as relationships between these objects. To capture both the components of
the activity as well as their relationships, we use an activity graph to define a query.
An activity graph is an abstract model for representing a user described activity
that captures object entities, their attributes, and spatio-temporal relationships
between objects. An activity graph provides a detailed description of video activity
because it admits diverse sets of objects, attributes, and relationships. Graphs
represent a natural approach to representing activities involving interaction between
multiple objects. For example, consider the following activity:
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Two men are meeting so one can give the other a backpack. They will meet and talk first,
then they will go to a vehicle and drive away. One man is wearing a red shirt, the other is
wearing a green shirt, and their vehicle is a blue sedan.
The above description can be represented as a composition of atomic elements,
element descriptions, relationships between elements, and relationship descriptions.
For example, the activity can be described by 4 atomic elements with specific
descriptions, a person wearing red (P1), a person wearing green (P2), an object
representing a backpack (O), and a blue car (V). Using these elements, the activity
can be described by the interactions between these elements: initially, P1 and O are
near each other, then P1, P2, and O are near each other. The three objects P1, P2,
and O move near V, then O, P1, and P2 enter V, and finally, V moves.
Formally, an activity graph is composed of nodes, each representing a realization
of an object at an instance of time, and edges, representing relationships between
nodes.
We adapt the notation used in scene recognition (Johnson et al., 2015) and
assume we are given a set of object classes C, a set of attributes associated with each
object A, and a set of relationships between objectsR.
An activity graph G is defined as the tuple G = (O,E). O denotes the n nodes in
the graph, O = {o1, . . . , on}, with each node characterized by its class and attributes,
oi = (ci, Ai) ∈ C ×A. Similarly, E ⊆ |O| × |O| × R denotes the set of edges between
nodes of the graph, where rij ∈ R represents the relationship between objects oi
and oj .
Differing from image retrieval, edges in an activity graph represent not only
spatial displacement, but additionally temporal displacement as well as identity
information, to capture concepts such as “the same person is near the vehicle later.”
Similarly, attributes associated with nodes also include time-dependent attributes
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such as velocity.
In searching for activities, we seek to ground the activity graph to a video
segment, that is to associate each node and edge in our activity graph with parts
of the video denoted by spatio-temporal bounding boxes B. For the nodes of
an activity graph, O, and a set of bounding boxes B, a grounding γ : O → B is
a mapping between nodes and bounding boxes. Note that mapping nodes to
bounding boxes is sufficient to map the graph G to the video segment as the edges
are implicitly mapped by γ. For a grounding γ, we denote the bounding box that
element oi is mapped to by γ as γi.
In this framework, the problem of semantic activity retrieval is equivalent to
choosing a grounding for the activity graph. In Section 4.3, we formulate an
approach to efficiently grounding an activity graph in a large archive video.
Representing text as an activity graph requires mapping of nouns to objects and
understanding of relationships, activities, and interaction between elements. This
work is out of the scope of the thesis, and to better demonstrate the efficacy of our
approach to retrieval, we focus solely on the problem of spatio-temporally locating
activities in videos given a human-generated activity graph. In practice, these
activity graphs are composed of components that are semantically interpretable to
humans.
4.3 Activity Retrieval by Graph Grounding
Our goal is to find an activity in a large archive video. To this end, we seek to find
a grounding of an activity graph, representing the query activity, in the archive
video. To solve this problem, we must address two main sub-problems: how to
evaluate the grounding between an activity graph and a set of object bounding
boxes (generated from object proposal approaches like (Cheng et al., 2014)), and
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how to search over a large archive of bounding boxes in order to find the highest
scoring grounding. We first present an approach to evaluate a grounding between
activity graph and bounding boxes, then present an approach to efficiently reason
over a large archive video to finding the optimal groundings.
4.3.1 Evaluating Activity Graph Grounding
To evaluate the grounding between an activity graph and set of bounding boxes,
we consider a maximum a posteriori inference scheme. For a graph G = (O,E),
set of bounding boxes B, and grounding γ, we consider the maximum a posteriori
probability, that is P (γ|G,B). We consider a conditional random field (CRF) model
(Lafferty et al., 2001),
P (γ|G,B) =
∏
o∈O
P (γo|o)
∏
o,r,o′∈E
P (γo, γo′ |o, r, o′). (4.1)
Given that we are in a zero-shot setting, we consider uniform distributions over
bounding boxes, p(γo), and activity graph nodes, p(o). From Bayes’ rule, the condi-
tional probability can be expressed
P (γ|G,B) =
∏
o∈O
P (o|γo)p(γo)
p(o)
∏
o,r,o′∈E
P (γo, γo′ |o, r, o′).
Our goal is to find the maximum a posteriori grounding,
max
γ
∏
o∈O
P (o|γo)
∏
o,r,o′∈E
P (γo, γo′ |o, r, o′). (4.2)
Note that due to the uniform distribution assumptions on p(o) and p(γo), these
terms are constant and are ignored in finding the maximum a posteriori grounding.
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Learning Node & Edge Level Probability Models
To evaluate the maximum a posteriori probability of a grounding, the distribu-
tions P (o|γo) and P (γo, γo′ |o, r, o′) need to be estimated. The distribution P (o|γo),
representing the probability that the bounding box specified by γo has the class, c,
and attributes a, associated with node o. We assume that the probabilities of class
and attributes are independent, and therefore we can model this as a product of
distributions:
P (o|γo) = P (c|γo)
∏
a∈A
P (a|γo). (4.3)
Estimating each of these probabilities is accomplished by learning an object detector
or attribute classifier, with the output margin mapped to a probability using a
logistic model.
P (c|γo) = 1
1 + exp (sfc(γo) + t)
where fc(·) is the output margin of the detector for class c, s and t are two scalar
parameters that can be set heuristically or learned with Platt scaling (Platt et al.,
1999).
Similarly, we learn semantic relationship classifiers on features from detected
object pairs, and estimate the distribution P (γo, γo′|o, r, o′) as in the case of object
probabilities. The details of learning the node and edge probability models are
described in Sec. 4.4. Our perspective is that the vocabulary typically used to
describe complex activity by analysts is a priori known (”carry, together, with,
near”). Manually annotating relationships as in (Castañón et al., 2015) to bridge
visual semantic gap is limiting, cumbersome and error-prone. For example, consider
the relationship near between two objects. The proposed approach employed by
(Castañón et al., 2015) is to manually set a pixel-distance threshold for identifying
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“near” property for two objects. However, the semantic meaning of near is strongly
dependent on the context of the two objects. Near in the context of moving vehicles
is different from stationary vehicles or for two persons.
The details of the node and edge probability models we used are described in
Sec. 4.4.
4.3.2 Efficient Grounding in Large Graphs
In the previous section, we presented an approach to estimating the conditional
probability of a grounding for a given activity graph. Although estimating the
probability of a specific grounding can be efficiently achieved, a combinatorially
large number of possible groundings exist between an activity graph and collection
of bounding boxes. Furthermore, due to long surveillance videos, the collection of
extracted bounding boxes is generally large.
In order to efficiently find the maximum a posteriori grounding of an activity
graph in a video, we instead consider the following optimization problem:
max
γ
∏
o∈O
1P (o|γo)≥τo
∏
o,r,o′∈E
1P (γo,γo′ |o,r,o′)≥τo,o′ . (4.4)
Note that for the proper setting of thresholds τo and τo,o′ , the solution of (4.4) is
equivalent to the solution of (4.2). In the case where the parameters are set below
this optimal set of parameters, the solution is non-unique, with a set of possible
groundings returned, one of which is the solution to (4.2). By scoring the groundings
that maximize (4.4) according to the objective of (4.2), we are able to find the optimal
grounding from this subset.
Our goal is to find a set of thresholds T that maximize precision subject to a
recall constraint. For a grounding γ, we define F as the value of the objective of
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(4.4), that is
F (γ, T ) =
∏
o∈O
1P (o|γo)≥τo
∏
o,r,o′∈E
1P (γo,γo′ |o,r,o′)≥τo,o′ .
Let yγ denote whether or not a grounding γ corresponds to the desired activity,
for a set of thresholds T , the precision can be expressed as the probability of a
grounding corresponding to the desired activity having an objective value, F , equal
to 1 divided by the probability of any grounding having an objective value equal to
1, that is:
Prec(T ) =
P (F (γ, T ) = 1|yγ = 1)P (yγ = 1)
P (F (γ, T ) = 1)
,
We assume the probability of a grounding corresponding to the desired activity is
significantly smaller than the probability of a grounding not corresponding to the
desired activity, allowing for the approximation:
P (F (γ, T ) = 1) ≈ P (F (γ, T ) = 1|yγ = 0)P (yγ = 0).
Similarly, we can express the recall rate as
Rec(T ) = P (F (γ, T ) = 1|yγ = 1).
We therefore seek to minimize the approximate precision subject to the recall rate
being greater than some value R:
min
T
P (F (γ, T ) = 1|yγ = 1)P (yγ = 1)
P (F (γ, T ) = 1|yγ = 0)P (yγ = 0) .
s.t. P (F (γ, T ) = 1|yγ = 1) ≥ R
Note that the ratio P (yγ=1)
P (yγ=0)
is an unknown quantity dependent on the archive video,
however as this quantity is a constant, the value does not effect the optimization.
Assuming independence of the nodes and edges of the query graph (and their
52
attributes), the remaining conditional properties can be estimated by evaluating
detector performance, with thresholds chosen given detector performance.
Solving the optimization problem in (4.4) has the potential to be significantly
more efficient than solving the optimization problem in (4.2) through the use of
branch-and-bound approaches, particularly due to the ability to aggressively bound
by eliminating any solution subtrees where one node or edge does not meet the
associated threshold. Unfortunately, despite the potential improvement in efficiency,
solving this problem is still combinatorially hard and may be computationally
infeasible, particularly for a large collection of bounding boxes.
Rather than directly solving this problem, consider a subgraph of G that we
denote as Gˆ ⊆ G, with the nodes and edges of the subgraph denoted Gˆ =
(
Oˆ, Eˆ
)
.
Consider the problem of finding a grounding for this subgraph:
max
γ
∏
o∈Oˆ
1P (o|γo)≥τo
∏
o,r,o′∈Eˆ
1P (γo,γo′ |o,r,o′)≥τo,o′ . (4.5)
For this subgraph matching problem, we make the following observation:
Theorem 4.3.1. Any grounding of the graph G that maximizes (4.4) is also a sub-
graph grounding that maximizes (4.5).
Thm. 4.3.1 implies that the set of groundings that maximize (4.5) includes all
groundings that also maximize (4.4). Therefore, the set of groundings that maximize
(4.5) has a recall rate of 1, though the precision rate may be decreased.
Thm. 4.3.1 leads to an efficient approach to solving (4.4). Rather than searching
for the full graph G, we instead consider a subgraph Gˆ that can be efficiently
searched for. From Thm. 4.3.1, all subgraphs of G will have a recall rate of 1,
however the choice of spanning tree directly impacts the precision rate of the set of
groundings that maximize (4.5). We therefore propose selecting a Highest Precision
Subgraph (HPS) defined as the subgraph of G with a minimal expected number of
groundings that maximize (4.5).
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In particular, we attempt to find a HPS Gˆ from the set of spanning trees of G,
as tree search can be efficiently solved using dynamic programming (Castanon
et al., 2012). From our model in (4.1), we assume that each edge is distributed
independently. Therefore, we can find the HPS from the set of spanning trees of G
by finding a spanning tree over the graph G that minimizes the likelihood that an
edge probability is above the associated threshold.
argmin
Eˆ
∑
o,r,o′∈Eˆ
log
(
Eo,r,o′∼A
[
1P (γo,γo′ |o,r,o′)≥τo,o′
])
, (4.6)
where Eˆ is restricted to be the set of edges that yield a valid spanning tree over
G and A is the distribution over relationships in the video. In practice, A can be
efficiently approximated by randomly sampling bounding box pairs and estimating
their distribution. Solving the optimization in (4.6) can be done efficiently, as the
problem can be mapped to a minimum spanning tree problem.
4.4 Implementation
In this section, we present implementation details of our approach. Fig. 4·1 shows
an overview of our system. At a high-level, it operates as follows: as an archive
video is recorded, detectors are applied to extract bounding boxes of objects of
interest. These bounding boxes are then fused through a tracker and classified,
yielding tracklets of objects that are stored in a table along with some simple
attributes. During query-time, an analyst provides an ADSA query by an activity
graph. From this query, a HPS, in particular a tree, is found according to (4.6). The
set of groundings that maximize (4.5) are then found in the table. These groundings
are scored and returned according to (4.1).
ADSA Query Vocabulary
We construct a vocabulary that corresponds to nodes and edges in the ADSA
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query graph to allow for semantic descriptions of queries. We consider three classes
of items, person, object, and vehicle. Each item has a set of attributes that can be
included in the query such as size, appearing, disappearing, and speed. Between each
of these items, we define the following relationship attributes: same enti, near, not
near, and later. The set of items and attributes can be expanded to include additional
or more specific classes/descriptors. Due to the limited variety of objects in the
datasets, we limit ourselves to simple semantic descriptors to prevent dominance of
attributes in returns. By limiting the descriptiveness of attributes in our queries, we
demonstrate retrieval capability in the presence of possible confusers. For a query
such as “two people loading an object into a pink truck” a method that leverages
primarily the color is not sufficiently general to handle ADSA’s that do not include
strong attribute descriptions.
Detection and Tracking
We demonstrate the proposed method on two datasets. For the high quality
VIRAT ground dataset (Oh et al., 2011), we use Piotr’s Computer Vision Matlab Tool-
box (Dollár, ) to extract detections and then fuse them into tracklets (Andriyenko
et al., 2012). In the case of the low-resolution WAMI AFRL data (Castañón et al.,
2015), we apply algorithms designed specifically for aerial data (Xiao et al., 2010;
Wu et al., 2012; Divakaran et al., 2014).
Relationship Learning
We learn semantic relationships by training a classifier on annotated positive
and negative relationship examples of object pairs. For example, the relationship
descriptor “near” between two items is found by training a classifier on features
of two objects such as size, aspect ratios, distance between objects, etc. on a set of
annotated examples of items that are near and are not near. Linear SVMs (Fan et al.,
2008) are used to learn the relationships and provide the probabilities.
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Re-ID
Many of our queries requires maintaining identity over long periods of time,
while tracked data inevitably has lost-tracks. We thus leverage re-identification (re-
ID) algorithms by utilizing a linear classifier (f(X1, X2) = trace(WX1XT2 )) over the
outer-product of features (X1, X2) from a pair of tracklets and train SVMs to learn
W . This classifier is universally applied independent of context, pose, illumination
etc.
It will be interesting to apply the re-ID models we developed in Chapter 2 and
Chapter 3. In practice, we have extremely limited training data that are properly
annotated for the complex re-ID models (Das et al., 2014; Wang et al., 2016; Zheng
et al., 2016), so we use elementary target features like bounding box aspect ratios,
locations, size, etc.
Tree Matching
In order to ground an ADSA query in a video, we first extract a HPS from the
set of spanning trees of the query according to (4.6) using Kruskal’s algorithm.
We then find all groundings of the HPS that maximize (4.5) by means of dynamic
programming.
4.5 Experiments
We perform semantic video retrieval experiments on the VIRAT Ground 2.0 dataset
(Oh et al., 2011) and the AFRL Benchmark WAMI Data (Castañón et al., 2015). Given
a set of activity graph queries, each algorithm is asked to return a ranked list of
groundings in the archive video based on their likelihood scores. Each grounding is
then represented by the minimal bounding spatio-temporal volume of the involved
bounding boxes. For VIRAT dataset where ground truth is provided, standard
Precision-Recall curves are produced by varying the scoring threshold. For the
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unannotated AFRL data, a human operator evaluates the precision of top-k returns
by watching the corresponding spatio-temporal window of the video. Each return
is marked as a true detection if the overlap of the returned spatio-temporal volume
and the true spatio-temporal volume is larger than 50% of the union.
As stated in Sec. 4.1.1, most of the related methods (Tang et al., 2012; Yang
et al., 2013; Ma et al., 2014; Lin et al., 2014a; Shu et al., 2015; Choi and Savarese,
2014; Choe et al., 2013) are not applicable to our setup as they retrieve relevant
videos from a collection of short video snippets. We compare our performance
with two approaches, a bag-of-words (BoW) scheme and a Manually Specified
Graph Matching (MSGM) scheme. BoW (Lin et al., 2014a; Shu et al., 2015) collects
objects, object attributes and relationships in to a bag and ignores the structural
relationships. To identify groundings a bipartite matching scheme is utilized to
find an assignment between the bag of words and a video snippet. We use our
trained models for node-level concepts in this context. For the MSGM method
(Castañón et al., 2015) , we quantify relationships by manually annotating data
using bounding boxes for objects and then utilize subgraph matching of (Castañón
et al., 2015) on test-data.
4.5.1 Baseline Performance
We first show the baseline performance of three methods on human-annotated track
data of the VIRAT Ground 2.0 dataset (Oh et al., 2011) with a set of seven queries.
The VIRAT dataset is composed of 40 gigabytes of surveillance videos, capturing 11
scenes of moving people and vehicles interacting. Resolution varies, with about
50×100 pixels representing a pedestrian, and around 200×200 pixels for vehicles.
As shown in Table 4.1 and Fig. 4·2a, the proposed approach outperforms BoW
and MSGM. On human annotated tracked data, where we assume no uncertainty at
the object level, we can see that both MSGM and the proposed method significantly
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Figure 4·2: Retrieval performance
outperform BoW. The queries all include some level of structural constraints be-
tween objects, for example, there is an underlying distance constraint for the people,
car and object involved in object deposit. In a cluttered surveillance video where
multiple activities occur at the same time, when an algorithm attempts to solve for
a bipartite matching between people, car and objects, while ignoring the global
spatial relationships between them, unrelated agents from different activities could
be chosen, resulting in low detection accuracy for BoW. This shows that global
structural relationships rather than isolated object-level descriptors are important.
The performance gap between MGSM (Castañón et al., 2015) and our method,
indicates the importance of semantic concept learning and probabilistic reasoning
over manually specified relationships and deterministic matching.
4.5.2 Probabilistic Reasoning with Noisy Input Data
We perform an ablative analysis of our approach with detected and tracked bound-
ing boxes in Table 4.2 and Fig. 4·2b. To demonstrate the effect of re-ID and rela-
tionship learning, we report performance with only re-ID, with only relationship
learning, and with both re-ID and relationship learning.
Performance of all three methods degrade on tracked data due to miss detec-
tions/classifications and track errors. While ours degrades significantly we still
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Query BoW MSGM Proposed
Person dismount 15.33 78.26 83.93
Person mount 21.37 70.61 83.94
Object deposit 26.39 71.34 85.69
Object take-out 8.00 72.70 80.07
2 person deposit 14.43 65.09 74.16
2 person take-out 19.31 80.00 90.00
Group Meeting 25.20 82.35 88.24
Average 18.58 74.34 83.72
Table 4.1: Area-Under-Curve (AUC) of precision-recall curves on VI-
RAT dataset with human annotated bounding boxes for Bag-of-Words
approach (BoW (Lin et al., 2014a)), Manually Specified Graph Match-
ing (MSGM (Castañón et al., 2015)), and our proposed approach.
out-perform existing methods1 for training an a priori known set of activities. For
BoW, performance loss is large for the first six queries, due to reasons explained in
Sec. 4.5.1. Note that with BoW the group meeting query does not suffer significant
degradation since it is more node-dominant than other queries (i.e, bipartite match-
ing identifies multiple people present at the same time, and is a strong indicator of
a meeting, particularly, in the absence of other co-occurring confusers).
Clutter v.s. visual distortion
On human annotated bounding boxes, we achieve an average AUC of 83.73%.
It indicates that our method is performing well in cluttered video free of visual
distortions. Our performance drop to 43.64% on tracked data is directly due to
visual distortions introduced by miss-detections, miss-classifications and loss of
tracks. This suggests that while our method compensates for some of the visual
distortions, it is still important to improve detection, classification and tracking
techniques.
1Significant performance degradation with track data has also been observed in the context of
activity classification even when full annotated data is available (Shu et al., 2015).
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Query BoW MSGM
Proposed
Re-ID RL Full
Person dismount 6.27 22.51 21.69 25.98 30.51
Person mount 1.38 20.98 23.12 29.41 35.98
Object deposit 7.90 46.27 47.79 47.62 49.13
Object take-out 16.80 34.92 35.32 41.98 42.12
2 person deposit 3.38 46.11 49.44 50.83 50.83
2 person take-out 15.27 48.03 48.03 49.28 49.28
Group Meeting 23.53 30.80 39.51 30.80 47.64
Average 10.65 35.66 37.84 39.41 43.64
Table 4.2: Area-Under-Curve (AUC) of precision-recall curves on
VIRAT dataset with automatically detected and tracked data for BoW,
MSGM, and our proposed approach with only re-ID (Re-ID), with
only relationship learning (RL), and the full system (Full) with both
re-ID and relationship learning.
To visualize the importance of re-ID and relationship learning, we show exam-
ples of falsely returned MSGM outputs in Fig. 4·3. In Figs. 4·3a and 4·3c, the objects
are detected and tracked and both MSGM and our approach yield correct returns.
In Fig. 4·3b, the suitcase is temporarily occluded by the vehicle. MSGM returns this
as an example of object take-out, as the suitcase is falsely described as appearing after
being occluded by the vehicle. Our proposed approach incorporates re-ID to classify
the suitcase as the same suitcase as prior to the occlusion, and therefore the suitcase
is not described as appearing and the example is rejected. Similarly, Fig. 4·3d shows
an MSGSM false return for person mount where a pedestrian walks by a car before
the associated track is broken due to shadows. A manually input deterministic
distance for near across all perspectives leads to returning this as an example of
person mount. In contrast, our approach that learns an adaptive definition of near
identifies this relationship as not near and correctly rejects this as an example of
person mount.
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4.5.3 Exploratory Search on WAMI Benchmark
Query
BoW MSGM Proposed
P@5 P@10 P@20 P@5 P@10 P@20 P@5 P@10 P@20
Car starts 0.80 0.80 0.75 0.40 0.30 0.45 0.80 0.80 0.75
Person mount 0.60 0.80 0.50 0.80 0.80 0.60 1.00 0.80 0.75
Car stops 0.60 0.70 0.60 0.40 0.40 0.40 0.60 0.70 0.60
Person dismount 0.60 0.60 0.50 0.60 0.60 0.55 0.60 0.60 0.70
Car suspicious
stop
0.60 0.40 0.20 0.60 0.60 0.65 1.00 1.00 0.90
Car following 0.40 0.40 0.30 0.60 0.50 0.55 0.80 0.70 0.70
Car following
+stop
0.60 0.40 0.40 0.80 0.50 0.60 1.00 0.70 0.80
Car following
+dismount
0.60 0.50 0.30 0.80 - - 1.00 1.00 -
Table 4.3: Precision @ top-k return results for AFRL aerial benchmark
dataset.
The AFRL Benchmark WAMI data is from a wide-area persistent surveillance
sensor flying over ≈4 sq. km in Yuma, AZ. It contains 110 minutes of large (8000
× 8000), low-contrast, low frame rate (1.5 fps), low resolution (0.25 m/pixel) gray
scale imagery. Vehicles and people roughly occupy approximately 50-150 and 10
pixels, respectively, leading to noisy detector/tracker outputs.
We search for queries of varying complexity. Simple queries like car starts and car
stops where a stationary car starts moving or a moving vehicle comes to a prolonged
stop, can be described by a single node with corresponding attributes. Person mount
and person dismount are built on top of the single node car queries by adding a
person getting into or out of an vehicle. Complex queries like car suspicious stop
searches for a car that comes to a stop for a period of time then continues moving.
Finally, we search for composite queries, car following + stop, a car following activity
immediately proceeded by a car suspicious stop activity, and car following + dismount,
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a car following activity immediately proceeded by a person dismount activity.
We compare performance of our proposed approach to BoW and MSGM in
Table 4.3 and Fig. 4·2c. Ground truth labeling is unavailable for this dataset, so we
report performance as precision at k for k = 5, 10, and 20.
Dominant vs. Weak Attributes
We can see that BoW outperforms MSGM for simple queries like car starts and
car stops where a dominant signature of object attribute is present. It is reasonable
since BoW learns attribute classifiers for car starting or stopping based on the speed
of the vehicle, while MSGM uses a manually specified speed constraint. In contrast,
when multiple agents are involved and thus the structural relationships between
agents compose part of the query, MSGM outperforms BoW. It suggests the need for
reasoning with relationships between objects to capture the activity. The proposed
approach combines the attribute learning from BoW, along with additional ability
to learn semantic relationships, and as such, outperforms both BoW and MSGM.
Our performance gain is more significant on complex composite queries like car
following + stop or car following + dismount, which demonstrates the benefits from
different components of our system.
Co-occurring Activities
Figs. 4·3e and 4·3f demonstrate the importance of grounding when many other
unrelated co-occurring activities are present in the data, which leads to significant
degradation with BoW based approaches. For these scenarios, a retrieval system
must be able to reason with objects, attributes and relationships to find the correct
grounding that matches the query.
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4.6 Summary
In this chapter, we incorporate similarity learning components to the problem of
semantic activity retrieval in large surveillance videos. We represent semantic
queries by activity graphs and propose a novel probabilistic approach to efficiently
identify potential spatio-temporal locations to ground activity graphs in cluttered
video. Our experiments show superior performance over methods that fail to
consider structural relationships between objects or ignore input data noise and
domain-specific variance. The proposed method is robust to visual distortions and
capable of suppressing clutter that is inevitable in surveillance videos.
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(a) Detected obj. take-out (b) Rejected false obj. take-out
(c) Detected mount return (d) Rejected false mount return
(e) Clutter (VIRAT) (f) Clutter (AFRL)
Figure 4·3: Retrieval Examples: (b) and (d) show example of activities
falsely returned by MSGM as obj. take-out and person mount. These
activities are correctly rejected by our proposed approach. In (b),
re-ID correctly stitches the suitcase tracks from before and after occlu-
sion by the vehicle, and therefore does not return this as an example
of obj. take-out. In (d), MSGM describes the person as near the ve-
hicle, whereas our proposed approach does not, and therefore our
approach does not return this as an example of person mount. (e) and
(f) demonstrate clutter present in the data, necessitating a retrieval
system capable of reasoning over objects, attributes, and relationships.
Chapter 5
Efficient Training of Deep Neural Networks
In Chapter 2 and Chapter 3 we explore the two-view person re-ID problem and its
extension GMP with the design of a similarity function. While our methods achieve
state-of-the-art results, the inherent high-dimensional features we used limit the
overall training and testing computational efficiency. In this chapter, we try to
develop a way of training complicated models (deep neural network) efficiently,
and test our method on supervised hashing as a proof-of-concept. With this in
mind, we could explore the possibilities of incorporating hashing or our efficient
training framework into person re-identification and related problems in our future
work.
5.1 Background
Supervised hashing techniques aim to learn compact and similarity-preserving
binary representations from labeled data, such that similar inputs are mapped to
nearby binary hash codes in the Hamming space, and information retrieval can
be efficiently and effectively done in large-scale databases. A large category of
these methods seek to learn a set of hyperplanes as linear hash functions, such as
Iterative Quantization (ITQ) (Gong et al., 2013), supervised Minimal Loss Hashing
(MLH) (Norouzi and Blei, 2011), Semi-Supervised Hashing (SSH) (Wang et al.,
2012), and FastHash (Lin et al., 2014b). Several kernel-based hashing methods like
Binary Reconstructive Embedding (BRE) (Kulis and Darrell, 2009) and Kernel-Based
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Supervised Hashing (KSH) (Liu et al., 2012b) have been proposed.
It is well recognized that deep models are able to learn powerful image repre-
sentations in a latent space where samples with different properties can be well
separated. In this context Convolutional Neural Networks (CNN) based hashing
schemes have been developed (Erin Liong et al., 2015; Kang et al., 2012; Krizhevsky
and Hinton, 2011; Wang et al., 2015a; Xia et al., 2014; Zhang et al., 2015; Zhao et al.,
2015). Hash codes learned from these latent spaces have been shown to significantly
improve the retrieval performance on many benchmark datasets.
Nevertheless, the efficacy of deep learning in applications such as hashing
hinges on the ability to efficiently train deep models (Glorot and Bengio, 2010).
Back propagation (or “backprop”) (Russell and Norvig, 2003) is currently the most
widely-used training method in deep learning due to its simplicity. Backprop is
known to suffer from the so called vanishing gradient issue (Hochreiter et al., 2001),
where gradients in the front layers of an n-layer network decrease exponentially
with n. This directly impacts computational efficiency, which in turn limits the size
of the networks that can be trained. For instance, the training of VGG’s very deep
features (Simonyan and Zisserman, 2014) for ILSVRC2014 with 16 convolutional
layers takes approximately one month using 4 GPUs.
We propose a very deep supervised hashing (VDSH) algorithm by training very
deep neural networks for hashing. Our method can take in any form of vector input,
such as raw image intensities, traditional features like GIST (Oliva and Torralba,
2001), or even CNN features (LeCun et al., 1998). Given training data with class
labels, our network learns a data representation tailored for hashing, and outputs
binary hash codes with varying lengths. VDSH can easily train large very deep
networks within hours on a single GPU.
Our learning objective is to generate optimal hash codes for linear classification.
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To this end we minimize the least square between the weighted encoding features
(i.e. the output of our last hidden layer) and their label vectors with regularization on
model parameters to prevent overfitting.Rather than using backprop, we propose a
novel computationally efficient training algorithm for VDSH inspired by alternating
direction method of multipliers (ADMM) (Boyd et al., 2011). We represent DNN
features in a recursive way by introducing an auxiliary variable to model the
output of each hidden layer for each data sample. Then we apply the augmented
Lagrangian to incorporate our learning objective with equality constraints, where
another set of auxiliary variables are introduced to store the network weights
between every pair of adjacent layers locally for efficient update.
5.2 Method
5.2.1 Supervised Hashing
Our problem setup closely mirrors (Shen et al., 2015). We are given a collection of
N samples X = {xi}Ni=1 ∈ Rd×N . Our goal is to learn a collection of K-bit binary
codes B ∈ {−1, 1}K×N where the i-th column bi ∈ {−1, 1}K denotes the binary code
for the i-th sample xi. To learn these codes we consider a parameterized family of
models, F (x,Θ), parameterized by Θ, that map an arbitrary element x ∈ X to RK .
The hash code for a particular model described by Θ is then obtained by taking the
sign of F , namely,
bi = sgn(F (xi,Θ)), (5.1)
where sgn denotes the entry-wise sign function, i.e. sgn(x) = 1 if x > 0, otherwise
sgn(x) = −1.
In supervised hashing we are also provided with class labels for the N samples
and the goal in this context is to ensure that the binary codes for the samples
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corresponding to each class are similar. We adopt the perspective of (Shen et al.,
2015) in that binary codes that are learned in the context of linear classification are
good hashing codes, namely, they preserve semantic similarity of the data samples.
To this end, we encode the ground truth for each of the C classes into C-dim
binary vectors, yi, i = 1, . . . , N where the j-th entry yji = 1 if xi belongs to class j.
Our hypothesis suggests that there is a collection of C linear classifier functions,
w1,w2, . . . ,wC such that the predicted output yˆi = [wT1 bi, wT2 bi, . . . , wTCbi]
T =
WTbi closely matches the ground-truth label vector yi for data xi, where (·)T
denotes the matrix transpose operator. In other words, we seek hash codes and
linear classifiers W such that yˆi ≈ yi, where the approximation error is measured
in terms of some loss function L. This leads to the following optimization problem
as in (Shen et al., 2015):
min
Θ,W,B
∑
i
L(WTbi,yi) + Ω(Θ,W), s.t. bi = sgn(F (xi,Θ))∀i. (5.2)
Note that the above formulation is identical to an unconstrained objective function,
namely,
min
Θ,W
∑
i
L(WT sgn(F (xi,Θ)),yi) + Ω(Θ,W). (5.3)
Much of the difficulty arises from the need to deal with the sign function. A number
of researchers (see (Shen et al., 2015)) have proposed various techniques to deal with
this problem. These include (a) approximating the sign function using sigmoids (e.g.
(Liu et al., 2012b)); (b) penalizing deviations between F (·,Θ) and B (e.g. (Shen et al.,
2015)); (c) relaxing the binary constraint to be continuous (e.g. (Wang et al., 2012)),
i.e. bi = F (xi,Θ). We adopt approach (c), where we first learn the continuous
embeddings bi and then threshold them later to be binary codes. This leads to our
68
objective in training VDSH as follows:
min
Θ,W
∑
i
L(WTF (xi,Θ),yi) + Ω(Θ,W). (5.4)
While (Shen et al., 2015) suggests that this method can be fast, it may lead to sub-
optimal performance. As we will see in our experiments this potential suboptimality
is offset by training very deep models resulting in significantly better performance
relative to (Shen et al., 2015). For simplicity, we choose squared loss functions and
penalties (although many other choices such as hinge loss, `1 norm penalty etc. are
all possible). Specifically, we let
L(WTF (xi,Θ),yi) =
1
2
∥∥WTF (xi,Θ)− yi∥∥22
be a square loss function. Ω(Θ,W) = αθ
2
∑
m ‖θ(m)‖22 + αW2 ‖W‖2F denotes a joint
regularizer over Θ and W, where ‖ · ‖2 and ‖ · ‖F denote `2 norm and Frobenius
norm, respectively, and αθ ≥ 0 and αW ≥ 0 are regularization parameters.
5.2.2 Very Deep Hashing Model
We formally describe our parameterized model for F (x,Θ) in this section. Our very
deep hashing model (VDSH) is a network with M hidden layers given by:
F0(xi) = xi,
Fm(xi) = fm(Fm−1(xi);θ
(m)), 1 ≤ m ≤M
(5.5)
where Θ = {θ(m)}Mm=1 denotes the set of weights for the entire network, each
θ(m) ∈ RDm×Dm−1(D0 = d,DM = K) denotes the weights between the (m − 1)-th
and m-th hidden layers, each fm : RDm−1 7→ RDm denotes a nonlinear function
which maps the outputs from lower layers Fm−1(xi) to the outputs of upper layers
Fm(xi). We let the final layer be F (xi,Θ) = FM(xi). In VDSH we utilize the ReLU
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Figure 5·1: Schematics of VDSH training algorithm. Blue color rep-
resents the network structures, the red and green dashed rectangles
represent two two-layer substructures. (Left) Fm(xi) (Fm−1(xi) and
Fm+1(xi)) denotes the output from them-th ((m−1)-th and (m+1)-th)
hidden layers for a data sample xi. (Right) For each data sample we
introduce two types of auxiliary variables z and θ˜ to represent the out-
puts of each hidden layer for the data samples and the local copies of
network weights for the substructures. Learning the network weights
decomposes into independent local learning of weights, leading to
efficiency and feasibility of very deep learning
(He et al., 2015) activation function as f . In particular,
fm(xi;θ
(m)) = max
{
0,θ(m)xi
}
, (5.6)
where max is an entry-wise maximum operator.
5.2.3 Optimization
While backprop is an option for training VDSH and has been used before for learn-
ing hash codes (Erin Liong et al., 2015), it suffers from the well-known “vanishing
gradient problem” (Hochreiter et al., 2001) where gradient in the front layers of
an n-layer network decrease exponentially with n. This directly impacts computa-
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Algorithm 2 VDSH training algorithm
Input : training data {(xi,yi)} and parameters αθ, αW , β, γ
Output : network weights Θ
Randomly initialize Θ,W;
∀i,∀m ∈ [1,M ], θ˜(m)i ← θ(m),vi,m ← 0, zi,0 ← xi, zi,m ← f(zi,m−1; θ˜
(m)
i ),ui,m ← 0;
repeat
foreach i do
zi,M ← argminzi,M
{
1
2
∥∥WTzi,M − yi∥∥22 + β2Gi,M(zi,M)};
ui,M ← ui,M + zi,M − f(zi,M−1; θ˜(M)i );
end
for m = M − 1 : −1 : 1 do
∀i, zi,m ← argminzi,m {Gi,m(zi,m) + Gi,m+1(zi,m)};
∀i,ui,m ← ui,m + zi,m − f(zi,m−1; θ˜(m)i );
end
foreach m do
∀i, θ˜(m)i ← argminθ˜(m)i
{
βGi,m(θ˜(m)i ) + γQi,m(θ˜
(m)
i )
}
;
∀i,θ(m) ← β
βN+αθ
∑
i
(
θ˜
(m)
i − vi,m
)
;
∀i,vi,m ← vi,m + θ(m) − θ˜(m)i ;
end
W← argminW
{
αW
2
‖W‖2F + 12
∑
i
∥∥WTzi,M − yi∥∥22};
until converge;
return Θ;
tional efficiency, which in turn limits the size of the networks that can be trained. To
overcome this problem, we explicitly introduce a set of auxiliary variables {zi,m} for
every xi at every layer to represent our network in Eq. 5.5 to circumvent long-term
dependencies during training:
zi,m = Fm(xi), ∀i, ∀0 ≤ m ≤M. (5.7)
In this way, as observed by (Carreira-Perpinán and Wang, 2014), the auxiliary vari-
ables break down the network into a collection of two-adjacent-layer substructures
(see Fig. 5·1).
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The issue is that we are still left with dependency between the loss function L
and the regularizer Ω (see Fig. 5·1). To circumvent this issue we we introduce new
auxiliary variables θ˜
(m)
i = θ
(m), ∀i, ∀m, motivated by the block splitting algorithm
(Parikh and Boyd, 2014). We are now in a position to update network weights
Θ locally and independently across the different layers, which leads to improved
computational efficiency. We rewrite our objective in terms of these auxiliary
variables as follows:
min
Θ,W,Z,Θ˜
1
2
∑
i
∥∥WTzi,M − yi∥∥22 + Ω(Θ,W), (5.8)
s.t. θ˜
(m)
i = θ
(m), zi,m = f(zi,m−1; θ˜
(m)
i ), ∀i, ∀m ∈ [1,M ],
where Z = {zi,m} and Θ˜ = {θ˜(m)i }. Note that unlike conventional ADMM methods
the second equality constraint is nonlinear. Our next step is to introduce the
augmented Lagrangian as follows:
min
Θ,W,Z,Θ˜,U ,V
1
2
∑
i
∥∥WTzi,M − yi∥∥22 + Ω(Θ,W)
+
β
2
∑
i,m
∥∥∥zi,m − f(zi,m−1; θ˜(m)i ) + ui,m∥∥∥2
2
+
γ
2
∑
i,m
∥∥∥θ(m) − θ˜(m)i + vi,m∥∥∥2
2
. (5.9)
where U = {ui,m} and V = {vi,m} denote the Lagrangian related parameters, β ≥ 0
and γ ≥ 0 are predefined dual update steps. Note that the Lagrangian dual variables
for z’s and θ’s are computed using βui,m and γvi,m, ∀i,∀m,.
To solve Eq. 5.9, we propose a novel algorithm listed in Alg. 2, where N denotes
the total number of training samples and I denotes the identity matrix. For better
exposition in Alg. 2, we denote ∀i, ∀m,Gi,m(·) =
∥∥∥zi,m − f(zi,m−1; θ˜(m)i ) + ui,m∥∥∥2
2
,
Qi,m(·) =
∥∥∥θ(m) − θ˜(m)i + vi,m∥∥∥2
2
. We alternatively optimize one variable in the
brackets at a time.In each iteration, using the auxiliary variables z’s the classification
error is first propagated to the last (or top) hidden layer and then sequentially
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Figure 5·2: Illustration of empirical convergence of VDSH using the
Lagrangian dual variables for auxiliary variables z’s with different
dual update steps β.
propagated to the rest of the hidden layers. Next given these updated z’s, the
local copies of network weights θ˜
(m)
i are updated independently. This later leads
to updates of the entire network weights Θ. Finally the classifier W is updated
to minimize the total regularized loss while fixing the rest of the parameters. We
repeat the updating until the algorithm satisfies convergence condition.
During testing, we utilize the learned network weights Θ and apply Eq. 5.1 and
5.5 to compute the hash codes bi.
5.3 Experiments
5.3.1 Discussion
We analyze the behavior of VDSH training algorithm in Alg. 2 with a small DNN
of 8 hidden layers and 64 nodes (or neurons) per layer on the MNIST (LeCun and
Cortes, 2010) dataset. For simplicity, all training parameters are set beforehand.
Each subproblem in Alg. 2 is optimized with subgradient descent.
Empirical convergence
Theoretically our VDSH is not guaranteed to converge to local minima. Nev-
ertheless, empirically ADMM works well even if the objectives are nonconvex
as observed in (Hong et al., 2014). Note that the Lagrangian dual variables for
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(a) (b) (c)
(d) (e)
Figure 5·3: t-SNE visualization of different features on MNIST train-
ing samples, where different colors denote different classes. (a) Orig-
inal raw pixel features, (b) Layer-1 output features, (c) Layer-2 out-
put features, (d) Layer-4 output features, (e) Layer-8 output features.
Clearly, for this network the output features with more hidden layers
are better separated, i.e. layer-8 output features (before rounding) are
the best.
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z’s (i.e. Ei(β‖ui,m‖2), ∀m) and θ’s (i.e. Ei(γ‖vi,m‖2),∀m) will converge when zi,m =
f(zi,m−1;θ
(m)) and θ˜
(m)
i = θ
(m), ∀i,∀m, holds respectively. This motivates us to plot
the mean of the `2 norm of the Lagrangian dual variables to demonstrate the empir-
ical convergence behavior of our VDSH. Fig. 5·2 depicts the empirical convergence
behavior for each hidden layer. Intuition suggests that small dual update steps
(e.g. β = 10−5, 10−3) leads to slow convergence, which we see empirically in slow
change in terms of mean value. On the other hand large steps (e.g. β = 10) can
lead to zigzag behavior around a local optimum. For an appropriate step size (e.g.
β = 10−1), we do see smooth convergence at all the layers. Interestingly, for all
the four different dual steps, all eight layers tend to show similar convergence rates.
For instance, in Fig. 5·2c where β = 10−1, all curves tend to be relatively flat by
iteration 100. This implies larger changes at front layers and small changes at final
layers in our network, leading to faster convergence. This in turn implies that our
training algorithm for VDSH has the potential to overcome the vanishing gradient issue
in backprop1. Similar behavior has been observed for θ. We visualize the output
features from different layers with β = 10−1 at 100 iterations using t-SNE (Van der
Maaten and Hinton, 2008) in Fig. 5·3. As the number of layers increases, the data
evidently forms clearer clusters, indicating that our VDSH not only encodes data
effectively but also converges at each layer.
Computational complexity:
The computational complexity of VDSH is O(
∑M
m=0 DmDm+1N) where D0 = d
denotes the input dimension,DM+1 = Nc denotes output dimension (i.e. the number
of classes), and N the number of training samples. This follows from the fact that
the computational complexity of training VDSH is proportional to training each
individual two-layer substructure (see Fig. 5·1) on account of our ADMM-style de-
1For comparison on convergence rate, please refer to http://
neuralnetworksanddeeplearning.com/chap5.html
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(a) (b)
Figure 5·4: Actual training time comparison using CPU and GPU by
(a) training 8 hidden layer DNNs with different number of nodes per
layer, and (b) training DNNs with various hidden layers but 64 nodes
per layer.
composition. Now since information goes through the substructure back and forth
with subgradient descent updates, the computational complexity of a substructure
per data sample corresponding to layers m, m+ 1 grows as O(DmDm+1). We depict
the speed of training using un-optimized MATLAB implementation in Fig. 5·4. All
training parameters are set as default. The CPU and GPU used for comparison are
i7-4930MX@3GHz and Quadro K2100M, respectively. The timing behavior using
either CPU or GPU in both plots supports our computational complexity analysis
above: in (a) the timing is roughly quadratic in the number of nodes, and in (b) the
timing is roughly linear in the number of hidden layers.
We also compare our method with backprop in terms of computational time. To
train a shallow model with 4 hidden layers and 64 nodes per layer, our training
speed is about 20 times faster than backprop while achieving similar performance.
However, to train a deeper model with 48 hidden layers and 256 nodes per layer,
our training algorithm converges within 1 hour, while backprop has not converged
within weeks.
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5.3.2 Datasets and Setup
In this section, we compare our VDSH with state-of-the-art supervised hashing
methods, including SDH (Shen et al., 2015), BRE (Kulis and Darrell, 2009), MLH
(Norouzi and Blei, 2011), CCA-ITQ (Gong et al., 2013), KSH (Liu et al., 2012b),
FastHash (Lin et al., 2014b), DSRH (Zhao et al., 2015), DSCH (Zhang et al., 2015)
and DRSCH (Zhang et al., 2015) on image retrieval tasks. Following the evaluation
protocols used in previous supervised hashing methods (e.g. (Shen et al., 2015;
Zhang et al., 2015)), each dataset is split into a large retrieval database and a small
query set. The entire retrieval database is used to train the hashing models unless
otherwise specified. The lengths of output hash codes vary from 16 to 128 bits. The
retrieval performance on the query set is evaluated using mean average precision
(MAP) and precision (or recall) within Hamming radius 2. All the data samples
are normalized to have unit length. For simplicity, our networks all have the same
number of nodes in each hidden layer. We tune our network architectures as well
as training parameters using cross validation on training data, and report our
performance on the query data using the best networks. Our experiments are all
run on an Xeon E5-2696 v2 and a single GTX TITAN with un-optimized MATLAB
implementation.
We test VDSH on three benchmark datasets for image retrieval tasks with
learned hash functions: MNIST, CIFAR-10 (Krizhevsky and Hinton, 2009), and
NUS-WIDE (Chua et al., 2009). MNIST contains 70K gray-scale handwritten digit
images with resolution of 28 × 28 pixels from “0” to “9”. Following (Shen et al.,
2015), we randomly sample 100 images per class to form a 1K image query set, and
use the rest 69K images as the training and retrieval database. As default features,
each image is represented by a 784-dim vector consisting of its pixel intensities.
CIFAR-10 contains 60K color images of resolution of 32× 32 pixels from 10 object
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classes, with 6K images per class. Following (Shen et al., 2015), we randomly sample
100 images per class as the query set and use the rest 59K images as the training
and retrieval set. As default features, each image is presented by a 512-dim GIST
(Oliva and Torralba, 2001) feature vector. NUS-WIDE contains about 270K images
collected from the web. It is a multi-label dataset where each image is associated with
one or more of the 81 semantic concepts. Each image is represented by a 500-dim
bag-of-words feature vector that is provided in the dataset. Following (Shen et al.,
2015), we only consider the 21 most frequent concept labels and randomly sample
100 images per label to form the query set. The remaining images are used as the
training and retrieval set. Two images are considered as a true match if they share
at least one common label.
5.3.3 Network Evaluation
To explore the effect of different network architectures on the retrieval performance,
we train a series of networks with varying depth from 4 to 64 hidden layers and
dimension from 32 to 1024 nodes per layer, and report the Area-Under-Curve (%)
of the precision and MAP for varying code lengths in Fig. 5·5 for MNIST and
CIFAR-10. Note that for both metrics the plots on both datasets behave similarly,
but the best networks for each dataset is different.
In general larger networks with more hidden layers and nodes per layer lead
to better hash codes and better performance. The performance appears to saturate
beyond a certain network size and in turn this demonstrates the utility of regular-
ization in preventing overly complicated models. In addition we also see that as
number of nodes/layer increases we obtain better retrieval performance. Intuitively,
this makes sense because these numbers control the amount of information that can
be passed from one layer to the other.
78
60
70
64
80
90
AU
C 
(%
)
48
100
32
# Layers
MNIST: Precision
16 1024512
# Nodes
8 2561284 6432
(a)
60
70
64
80
90
AU
C 
(%
)
48
100
32
# Layers
MNIST: MAP
16 1024512
# Nodes
8 2561284 6432
(b)
30
40
64
50
60
AU
C 
(%
)
48
70
32
# Layers
CIFAR-10: Precision
16 1024512
# Nodes
8 2561284 6432
(c)
30
40
64
50
60
AU
C 
(%
)
48
70
32
# Layers
CIFAR-10: MAP
16 1024512
# Nodes
8 2561284 6432
(d)
Figure 5·5: Network evaluation using default features (i.e. pixel inten-
sities and GIST) on MNIST and CIFAR-10. (a, c) AUC of the precision
vs. code-length curve w.r.t. varying number of layers and dimensions.
(b, d) AUC of the MAP vs. code-length curve w.r.t. varying number
of layers and dimensions.
5.3.4 Performance Comparisons
We compare VDSH with other supervised hashing methods in detail on MNIST
and CIFAR-10, respectively. As our final models, we train a network with 48 hidden
layers and 256 nodes per layer on MNIST, and a network with 16 hidden layers
and 1024 nodes per layer on CIFAR-10. The training time for MNIST is about 15
minutes, and 6.6 milliseconds per sample for testing including hash code generation
to retrieve a 69K-sample database. CIFAR-10 takes around 1 hour for training, and 4
milliseconds per sample for hash code generation to retrieve a 59K-sample database.
The comparison with default features is shown in Fig. 5·6a - Fig. 5·6d. Note
that we are unable to use the full training set for BRE and KSH due to their huge
memory requirements, and hence a 5K image subset is randomly sampled for these
methods. We can see clearly that our VDSH significantly outputs the competitors
by large margins. Also VDSH is more robust than others by maintaining very stable
performance across increasing code lengths.
In order to compare VDSH fairly with other deep hashing methods which learn
the CNN features jointly with the hash codes, we utilize the pre-trained “vgg-f”
model (Chatfield et al., 2014) to extract CNN features on MNIST and CIFAR-10 di-
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Figure 5·6: Retrieval performance comparison on MNIST and CIFAR-
10 within Hamming radius 2.
rectly without any fine-tuning. We then apply VDSH, SDH, CCA-ITQ and FastHash
on these CNN features to generate hash codes. Compared to fully optimized deep
hashing methods such as DRSCH (Zhang et al., 2015), this two-stage scheme has
not been optimized for retrieval. The pre-learned CNN is agnostic to the hash codes
that are intended to be generated. We report the precision and MAP comparison in
Fig. 5·6e - Fig. 5·6h with the same experimental settings as in (Zhang et al., 2015)
and (Zhao et al., 2015) for the CNN features. Note that they only reported results
with up to 64 bits, so their curves are incomplete here. Surprisingly, both VDSH
and SDH work significantly better than the competitors. VDSH is consistently the
best, delivering robust performance across all code lengths. FastHash tends to
have good MAP performance, however, its precision within Hamming radius 2
drops drastically with longer hash codes, which is indicative of its inability to form
compact clusters in the hash code space.
Evidently, the robust behavior suggests that the hash codes generated by VDSH
in testing are sufficiently well clustered that data samples from the same class are
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Figure 5·7: t-SNE visualization of the 64-bit binary hash codes of all
test images in CIFAR-10. (a) VDSH: GIST feature, (b) SDH: GIST
feature, (c) VDSH: CNN feature, (d) SDH: CNN feature. (a-b) or (c-d)
are plotted using the same images and scales.
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Figure 5·8: Precision-recall comparison on CIFAR-10 by varying Ham-
ming radius (denoted by “R”) using (a-b) GIST features and (c-d)
CNN features.
mapped to nearby hash codes. We verify our conjecture by comparing VDSH, SDH
and FastHash on CIFAR-10: (1) we visualize the hash codes with 64 bits of all the
test images using t-SNE in Fig. 5·7, and (2) we directly report the precision and
recall along with different code lengths with Hamming radius equal to 0, 1, and 2,
respectively, in Fig. 5·8.
As we see in Fig. 5·7, with different features VDSH forms cleaner clusters
relative to SDH, suggesting good retrieval performance. Note that (a) appears to
have fewer points than (b), but in fact they are the same number of points in both
plots and many of the bit codes for the same classes collapse to the same 2D points
in (a). Similarly we see this in (c) and (d) as well. This visual observation implies
that, for VDSH, during testing a query image typically falls into or near the cluster
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Figure 5·9: Precision and MAP comparison on NUS-WIDE with Ham-
ming radius equal to 2. The features used here are the bag-of-words
feature vectors provided by the dataset.
belonging to its ground-truth class. This leads to Hamming distance being relatively
small for the archival data within the same class than for other methods.
We next plot performance for decreasing Hamming radius in Fig. 5·8. VDSH
appears to be robust and does not suffer performance degradation with decreasing
radius. In contrast the performance of SDH and FastHash varies significantly and
they both achieve the best result with Hamming radius equal to 2. This finding
further strengthens our view that VDSH is capable of learning compactly clustered
hash codes across different code lengths (see also Fig. 5·7).
Finally we test VDSH on NUS-WIDE using a network with 32 hidden layers and
128 nodes per layer. It takes less than 5 minutes for training, and 31.4 milliseconds
per sample for hash code generation to retrieve a 190K-sample database. Perfor-
mance comparisons are depicted in Fig. 5·9. For CCA-ITQ, SDH and VDSH, the
entire retrieval database is used for training. For the other methods, their huge
memory requirements limit us to randomly sample 5K images for training. Here
VDSH consistently achieves the best. But the performance gap between VDSH and
SDH is not as significant as those in Fig. 5·6. We hypothesize that this could be
due to the fact that this is a multi-label dataset. Since we define two images to be
neighbors when they share one common label, about 36 percent of the image pairs
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in this dataset are defined to be neighbors, compared with around 5 percent for
a single label dataset of the same scale. The feature spaces of different classes (i.e.
concepts) tend to have large overlap. Our VDSH network could get confused by the
same training samples that belong to different classes and thus unable to generate
very effective hash codes. Another possibility is that the performance using the
provided bag-of-words features may be already saturated.
5.4 Summary
In this chapter, we develop an efficient training algorithm to learn complex models
(deep neural networks) and test on supervised hashing. Our very deep supervised
hashing (VDSH) algorithm utilizes the outputs of DNNs to generate hash codes
by rounding. For computational efficiency we formulate the training of VDSH as
an `2 norm regularized least square problem and propose a novel ADMM based
training algorithm which can overcome the issues such as vanishing gr1adients
in the traditional backprop algorithm by decomposing network-wide training
into multiple independent layer-wise local updates. We conduct comprehensive
experiments to compare VDSH with other (deep) supervised hashing methods
on three benchmark datasets (i.e. MNIST, CIFAR-10, and NUS-WIDE), and VDSH
outperforms the state-of-the-art significantly.
83
Chapter 6
Conclusions
6.1 Summary
In this dissertation, we have explored similarity learning for two problems: Person
Re-Identification and Semantic Video Retrieval, and developed an efficient training
tool to train complex models like deep neural networks.
For Person Re-Identification, we first developed a novel appearance descriptor
based on visual word co-occurrence patterns between a pair of images, and learned
a similarity function with the co-occurrence descriptors in Chapter 2. We then gener-
alized the similarity model to multiple views in the Group Membership Prediction
problem in Chapter 3. We introduced view-specific and view-shared latent variables
to capture the visual information and commonality for each view. By assuming
that data from each view independent conditioned on the shared variables, we
proposed a parametric probability model that factorizes the group membership
likelihood as a tensor product of data-dependent and data-independent factors. We
learned model parameters with bi-linear classifiers, and tested our algorithm on
person re-identification and kinship recognition datasets.
For Semantic Video Retrieval, we introduced attribute/relationship learning
and re-ID learning modules to deal with visual distortions caused by mis-detection,
mis-classification and tracker failures in Chapter 4. We represented semantic queries
by activity graphs, and proposed a novel CRF based probabilistic approach to effi-
ciently find candidate spatio-temporal locations in cluttered surveillance video that
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match the query graphs. Our experiments demonstrate superior performance over
methods that fail to model structural inter-object relationships or ignore incoming
data noise and domain-specific variances.
To improve the time complexity of our similarity models, we proposed an effi-
cient training algorithm to train complicated models (deep neural networks) and
tested it on supervised hashing as a proof-of-concept in Chapter 5. We formulated
the training as an `2 norm regularized least square problem, and proposed a decom-
position based algorithm inspired by alternating direction method of multipliers to
overcome the issues in the traditional backprop algorithm. We discussed the empir-
ical convergence and computational complexity of our algorithm, and extensive
experiments on benchmark datasets justified our method.
6.2 Future Work
With the similarity learning algorithms and the deep neural network training tool
designed in the previous sections, we can explore several future research directions.
6.2.1 Smarter Semantic Video Retrieval
In Chapter 4 we introduce similarity learning components such as re-ID learning
and relationship learning to the retrieval system. However due to limited annotated
training data, we utilize elementary features such as bounding box locations, mov-
ing direction, object velocity to train these models. It will be interesting to exploit
training data and apply the re-ID model we developed in Chapter 2 and Chapter 3
to see if better similarity models lead to preferable retrieval results.
Another possibility is to bring human to the retrieval loop, and iterate with a
user to gradually refine search results. There has been some work in active learning
for image search (Yu et al., 2015; Rui et al., 1998), and it would be useful to apply
similar techniques to video retrieval. Different levels of user feedback will enable
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the retrieval system to refine query graphs, update node and query level models,
and potentially provide search auto-complete suggestions based on previous input
queries.
Our algorithm relies on a user described semantic graph, while we do not require
user to manually specify domain constraints for each attribute and relationship,
it does require some level of expertise to create query graphs with nodes and
edges. An ideal system should allow users to input text-based semantic queries,
automatically transfer the text query to an activity graph, retrieve the archive video
based on the graph, and close the loop as shown in Fig. 4·1. To fill in the gap
between textual descriptions and activity graphs, language parsing techniques
(Collins, 2003; Socher et al., 2013) or joint modeling of language and vision (Tu
et al., 2014; Xu et al., 2015a) are necessary. (Lin et al., 2014a) may be a starting point,
where text queries are parsed using hand-crafted rules to transform parse trees to
semantic graphs.
6.2.2 Person Re-ID and Cross-Modal Hashing
In Chapter 2 we develop a co-occurrence based appearance model for the person
re-ID problem, while it achieves promising performance, it is somewhat computa-
tionally inefficient due to its high dimensional feature space and pair-wise nature.
In order for the person re-ID functionality to work in any real applications like
multiple person long-term tracking or retrieval, we need to speed up both the
training and testing time for our re-ID algorithm. A possible starting point is to
develop efficient hashing algorithms for our appearance features.
The hashing problem is different from traditional uni-modal hashing (Datar
et al., 2004; Kulis and Grauman, 2009; Shen et al., 2015) in that data from multiple
views rather than a single view is involved in the process. In uni-modal hashing,
algorithms try to enforce local data structure and class membership (when super-
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vised information like class label is provided). In our case, both the local structure
of multiple views and cross-view correspondence should be considered.
It is related to cross-modal hashing (Kumar and Udupa, 2011; Sharma et al.,
2012; Ding et al., 2014; Yu et al., 2014; Zhang and Li, 2014; Zhou et al., 2014;
Wang et al., 2015b) where the algorithm is expected to retrieve data across multiple
modals or media (text, image, videos). Some algorithms (Kumar and Udupa, 2011;
Sharma et al., 2012) rely on canonical correlation analysis (CCA) which maps two
modals into a common space where the correlation between the two views is
maximized. One major limitation of these methods is that the algorithms reduce
to large (and thus computationally demanding) eigen-decomposition problems
when data dimensionality is high. Apart from computational issues, we argue that
these methods treat data in a somewhat mechanical way where neither domain
knowledge or semantic information is utilized. Recent methods have been adopting
supervised information in various ways: (Ding et al., 2014) learns unified hash codes
by collective matrix factorization with latent factor model from different modalities;
(Yu et al., 2014) employs dictionary learning to jointly learn coupled dictionary
atoms to better represent data from both media types; (Zhou et al., 2014) uses sparse
coding to capture the salient structures from images and matrix factorization to
learn the latent concepts from text.
Our hashing problem lies somewhere in between uni-modal hashing and cross-
modal hashing: the two views involved are images from two non-overlapping
camera views. Due to variation in illumination, view angle and occlusion, it is
difficult to model the appearance change across views with a single transformation.
Similar to cross-modal hashing, one needs to explicitly learn hash functions for
both views. We would like to take advantage of the rich descriptive power of
our appearance model in the hashing process. It would be interesting to explore
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different ways to incorporate the co-occurrence based model into the hash function
learning algorithms: one could directly hash features from each view, or hash
features based on different codewords.
Consider each pedestrian image in each camera view as a bag of features, each
feature in this bag is the spatial distribution of one code word (we refer to it as
a codeword slice). In our re-ID model, the co-occurrence between every pair of
code words in both camera views is calculated using these codeword slices. This
pairwise nature along with the high dimensional feature (each codeword slice has
the same dimension as the pedestrian image) result in a relatively high training and
testing time. If we learn a set of hashing functions for each camera view that map
the codewords slices onto a hamming space, we would expect that the hamming
distance between the mapping of two codeword slices in the hamming space reflect
their co-occurrence. For the same person, the overall distance between the mapping
of different codeword slices in two camera views would be smaller than those of
different persons. Instead of calculating distance between every different pair of
codewords slices, one possible speed up is to take the average among the mapping
of different codewords slices.
6.2.3 Deep Person Re-ID
An immediate direction is to employ deep neural networks to the person re-ID
and potentially other similarity learning problems. To handle various appearance
variations of person images, person re-ID approaches usually include a feature
extraction component that convert input images to (invariant) features, and a
distance metric to compare these features. Most existing approaches adopt various
hand-craft features (Farenzena et al., 2010; Gray and Tao, 2008; Prosser et al.,
2010; Bauml and Stiefelhagen, 2011; Gheissari et al., 2006; Bak et al., 2011; Ma
et al., 2012; Liu et al., 2012a) and build the re-ID system on top of these manual
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features. Recently, researchers have been applying deep learning methods to learn
optimal features and/or distance metrics for the person re-ID task, and promising
performance are reported over previous approaches. (Yi et al., 2014) proposes
a“siamese" convolutional network to jointly learn color feature, texture feature and
distance metric. The network has a symmetric structure with two sub-networks
which are connected by a cosine layer. (Li et al., 2014) designs a filter pairing neural
network to learn filter pairs to encode photometric transforms across cameras.
(Ahmed et al., 2015) introduces a novel layer that computes mid-level cross-input
neighborhood differences, and a subsequent layer to summarize the outputs of this
layer. (Ding et al., 2015) differs from (Yi et al., 2014; Li et al., 2014; Ahmed et al.,
2015) in that it builds a deep convolutional neural network on triplet units where
each person image is paired with a matched reference and mismatched reference. It
tries to maximize the relative distance between the matched pair and mismatched
pair for each triplet unit.
While these deep networks focus on different aspects of the re-ID problem and
design various network architectures, they all involve only two to three convolu-
tional layers and a couple of max-pooling layers, resulting in a somewhat shallow
structure of five to six total layers. Comparing to deep neural networks in other
applications like classification, these networks are significantly shallower. We argue
that the shallow structure may not be enough to learn a good feature representation,
thus limits the performance of the entire system. If more convolutional layers are
added, the network training would potentially suffer from similar problems as in
Chapter 5 and result in computationally forbidden training time or high training er-
ror. It will be interesting to apply our training algorithm to a much deeper network
for the re-ID task and explore the performance boundary of deep networks.
Besides, the existing methods all build on convolutional layers, which tend to
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be slower than the linear projection plus ReLU unit structure we used in Chapter
5. It will also be interesting to discuss the difference in computational time and
performance for both structures.
As an extension to single-shot person re-ID that involves only a single pedestrian
image from each view, we can also explore our models for the multiple-shot problem
(Bak et al., 2011; Bazzani et al., 2012) where multiple images are provided from
each view, and the more realistic open-set re-ID problem (Liao et al., 2014) which
requires the algorithm to detect whether the given query exists in the gallery before
identifying its identity.
A possible approach is to similar to existing deep learning approach, we can
jointly learn the features and a distance metric for the re-ID task. Specifically,
one deep sub-net is learned for each camera view to generate features, and a
discriminative layer is built on top of these features to determine whether the two
output features belong to the same person. Another possibility is to incorporate our
co-occurrence based model into the learning of deep networks. The network could
build on codeword slices instead of raw image densities, and the discriminative
layer would then learn a co-occurrence weighting matrix to form the final similarity
function.
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