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Abstract
We show that a circulant weighing matrix of order n and weight 16 exists if and only if
n21 and n is a multiple of 14, 21 or 31.
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1. Introduction
Deﬁnition 1.1. A Weighing matrix W = (wi,j ) of order n and weight k is a square
matrix of order n with entries wi,j ∈ {−1, 0,+1}, satisfying WWt = kIn, where Wt is
the transpose of W and In is the identity matrix of order n. Such a matrix is denoted
by W(n, k).
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Deﬁnition 1.2. Let n, k ∈ N. Then a circulant weighing matrix of order n and weight k
is a W(n, k) which is also a circulant. A circulant matrix has the property that each row
is a right cyclic shift of the previous row. We denote it as C(a0, a1, a2, . . . , an−2, an−1).
• Let n, k ∈ N. Then a circulant weighing matrix of order n and weight k will be
represented as CW(n, k).
• Let n, k ∈ N. Then the set of all circulant weighing matrices of order n and weight
k will be represented as CW(n, k).
We have the following well known basic result, which will be used frequently.
Lemma 1.1. Let M be a CW(n, k). Then
1. for a ﬁxed i, we have |{j : |wi,j | = 1}| = k, i.e., the number of entries with absolute
value 1 in each row is k;
2. for a ﬁxed i, we have |{j : |wi,j | = 0}| = n − k, i.e., the number of 0’s in each
row is n − k.
Theorem 1.1. Let M = C(a0, a1, a2, . . . , an−1) be a {0,±1}-matrix. Then M is a
CW(n, k) iff
1.
∑
0 in−1 a2i = k;
2.
∑
0 in−1 aiai+s = 0 if s = 0 and all indices are reduced mod n so that they
belong to the set {0, 1, . . . , n − 1}.
Theorem 1.2. The weight of a circulant weighing matrix is a perfect square.
Furthermore, If M = C(a0, a1, . . . , an−1) is a CW(n, k2), then
1. a0 + a1 + a2 + · · · + an−1 = ±k;
2. the number of +1’s in each row of M is either k2+k2 or k
2−k
2 ,
Using the notation introduced above, we can write this as
CW(n, k) = ∅ ⇒ (k is a perfect square).
There is a natural question to ask: If we ﬁx a weight, then what are the possible
orders for which a CW of weight k exists? This is the problem of ﬁnding the spectrum
of circulant weighing matrices of a ﬁxed weight.
The study of spectrum of circulant weighing matrices was initiated by R. Hain with
the classiﬁcation of any circulant weighing matrices of weight 4. Later Y. Strassler
found the spectrum of circulant weighing matrices of weight 9. L. Epstein found the
spectrum of circulant weighing matrices of weight 16 and odd order. In this work we
will ﬁnd the spectrum of circulant weighing matrices of weight 16.
We have the following known results which describe the spectra for weights 1, 4
and 9.
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Theorem 1.3. Spec(1) = N.
Theorem 1.4 (Eades and Hain [5]). Spec(4) = 2N ∪ 7N − {2}.
Theorem 1.5 (Strassler [15]). Spec(9) = 13N ∪ 24N.
Remark. Strassler’s original proof of this is machine-dependent. The ﬁrst theoretical
proof of this result is given by Arasu et al. [1].
We have the following partial result on weight 16.
Theorem 1.6 (Epstein [7]). Let n be an odd positive integer. Then
CW(n, 16) = ∅ ⇐⇒ (21|n or 31|n).
The goal of this work is to ﬁnd the spectrum of circulant weighing matrices of
weight 16. We will prove that
Spec(16) = 14N ∪ 21N ∪ 31N − {14}.
Our proof would make use of group rings and character theory.
2. Group rings and circulant weighing matrices as group ring elements
A circulant weighing matrix M can be viewed as a group ring element. Because
of Theorem 2.1, we can view a circulant weighing matrix as a group ring element
belonging to Z[Cn]. For more on group rings, see [1,4,15].
Deﬁnition 2.1. The set S(A) = {g|ag = 0, g ∈ G} is called the support of A, and if
g ∈ S(A), we say that A contains g.
Deﬁnition 2.2. Let n be an integer. Then A(n) = ∑g∈G aggn, where A = ∑g∈G agg.
Notice that A(n) is in general completely different from An which is A multiplied n
times by itself.
Theorem 2.1. CW(n, k2) = ∅ iff there exists a {0,±1}-element in Z[Cn] such that
MM(−1) = k2e.
Remark. For the rest of this work whenever we speak of a CW(n, k2), we mean a
group ring element M ∈ Z[Cn] with coefﬁcients {0,±1} which satisﬁes MM(−1) = k2e.
Let us now state an important result.
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Theorem 2.2 (Arasu and Seberry [4]). If CW(n1, k21) = ∅ and CW(n2, k22) = ∅ with
g.c.d(n1, n2) = 1, then
1. CW(mn1, k21) = ∅ for all positive integers m;
2. CW(n1n2, k21k22) = ∅.
We now prove the sufﬁciency of our main result by proving a couple of lemmas
ﬁrst.
Lemma 2.1. If n ∈ 14N − {14}, then there exists a CW(n, 16).
Proof. We have (n ∈ 14N − {14}) ⇔ (14|n and n = 14). We can write n as 7t2n1
where t1, n1 > 1 and g.c.d(7, 2n1) = 1.
By Theorem 1.4, there exists a CW(7t , 4) and a CW(2n1, 4). But g.c.d(7t , 2n1) = 1,
hence by part 2 of Theorem 2.2, there exists a CW(7t2n1, 4 · 4) = CW(n, 16). 
Lemma 2.2. If n ∈ 21N ∪ 31N, then there exists a CW(n, 16).
Proof. If n is odd the conclusion is true by Theorem 1.6.
If n is even, then write n = 2t n1 with t1 and n1 odd. Now, by Theorem 1.6,
there exists a CW(n1, 16). By part 1 of Theorem 2.2, there exists a CW(2t n1, 16) =
CW(n, 16). 
Proposition 2.1. If n ∈ 14N ∪ 21N ∪ 31N − {14}, then CW(n, 16) = ∅.
Proof. This is true by Lemmas 2.1 and 2.2. 
We now provide preparations for the proof of necessity.
3. Integer circulant weighing matrices
Investigation of circulant weighing matrices requires the use of ‘larger’ entries in the
underlying matrix. This is accomplished in what follows.
Deﬁnition 3.1. Let M ∈ Z[Cn] such that MM(−1) = ke. Then M is called an ICW
(integer circulant weighing matrix) of order n and weight k and is denoted by ICW(n, k).
Deﬁnition 3.2. Let M be an {a1, . . . , ar}-element of Z[Cn] such that MM(−1) = ke
and Max{|a1|, |a2|, . . . , |ar |}b. Then M is denoted by ICWb(n, k).
Deﬁnition 3.3. For n, k ∈ Z, the set of all ICWb(n, k) is denoted by ICWb(n, k).
The following theorems are well-known and are easy to prove.
Theorem 3.1. If ICW(n, k) = ∅, then k is a perfect square.
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Corollary 3.1. If M = ∑0 in−1 aigi is an ICW(n, k), then ∑0 in−1 ai = ±√k.
Theorem 3.2. Let M ∈ ICW(n, k2) and ai a coefﬁcient of M. Then |ai |k.
Corollary 3.2. For all k < b, ICWk(n, k2) = ICWb(n, k2)
Corollary 3.3. Let n and k be two positive integers. Then we have
CW(n, k2) ⊆ ICW2(n, k2) ⊆ ICW3(n, k2) ⊆ · · · ⊆ ICWk(n, k2).
Theorem 3.3. Let M be a CW(n, k2) and m ∈ N. Then M(m) is an ICW(n, k2) and
1. if g.c.d(m, n) = 1, then M(m) is also a CW(n, k2);
2. if m|n, then M(m) is an ICWm(n, k2).
Proposition 3.1. Let m and n be two positive integers such that m|n.
If M = ∑0 i n
m
−1 bigim is an ICWb(n, k2), then M˜ =
∑
0 i n
m
−1 bi g˜i is an
ICWb( nm, k
2) where C n
m
= 〈g˜|o(g˜) = n
m
〉.
4. Multipliers and their use in investigation of CWs
In this section, we will introduce more auxiliary results and especially Theorem 4.3
which is of fundamental importance to this work.
Theorem 4.1 (MacFarland [11]). For every positive integer m, there exists an integer
M(m) such that if G is a ﬁnite abelian group whose order n is relatively prime to
M(m), then the only elements M ∈ Z[G] satisfying MM(−1) = m2e in Z[G] are ±mg
for some g ∈ G.
We can deﬁne M(m) as follows:
M(1) = 1, for m > 1, let M(m) be the product of distinct prime factors of
m,M( m2
p2e
), p − 1, p2 − 1, . . . , pu(m) − 1,
where p is a prime dividing m such that pe
∣∣m but pe+1m and where
u(2) = 3, u(3) = 5, u(4) = 7 and u(m) = 12 (m2 − m) for m5.
By arguing more carefully, one can make adhoc improvement upon individual values
of M(m). It can be shown that [9]:
M(2) = 2 × 7, M(3) = 2 × 3 × 11 × 13 and M(4) = 2 × 3 × 7 × 31. (1)
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Now we shall give a short proof of Theorem 1.4 which will serve as a good appli-
cation of the above theorem.
Theorem 1.4. Let n be a positive integer. Then CW(n, 4) = ∅ ⇐⇒ (2|n or 7|n).
Proof. Let Cn = 〈g|o(g) = n〉.
1. To prove
(
(2|n or 7|n) ⇒ CW(n, 4) = ∅), we give a direct construction:
If 2|n, let M = −1 + g n2 + gi + gi+ n2 . Then M is a CW(n, 4) for all i = 0, n2 .
If 7|n, let M = −1 + g n7 + g 2n7 + g 4n7 . Then M is a CW(n, 4).
2. The converse;
(CW(n, 4) = ∅ ⇒ (2|n or 7|n)) follows directly from (1): M(2) =
2× 7, i.e., if 2n or 7n, the only solutions to MM(−1) = 22e = 4e are of the form
±2g for some g ∈ Cn which are not CW’s. 
Theorem 4.2 (Arasu and Seberry [4]). Let R be an arbitrary element in the group
ring Z[G] that satisﬁes RR(−1) = p2r where r is a non-negative integer and p is
a prime with (p, |G|) = 1 and G is an abelian group. Then R(p) = Rg for some
g ∈ G.
Lemma 4.1 (Arasu and Ray-Chaudhuri [3]). Let R = ∑g∈G agg ∈ Z[G]. If (∑g∈G
ag, |G|) = 1, we can replace R by a suitable translate of it (gR for some g ∈ G),
if necessary, in Theorem 4.2 and conclude R(p) = R, i.e., the multiplier p actually
ﬁxes R.
Lemma 4.2. Let M ′ ∈ ICW(n, k2) where n, k ∈ N and gw ∈ Cn = 〈g|o(g) = n〉
where w ∈ Z. If M = gwM ′, then M ∈ ICW(n, k2) and M has the same multiset of
coefﬁcients as M.
Proof. We have M ∈ Z[Cn] and MM(−1) = gwM ′(gwM ′)(−1) = gwM ′g−wM ′(−1) =
gwg−wM ′M ′(−1) = k2e, hence M ∈ ICW(n, k2). On the other hand M has the same
multiset of coefﬁcients as M ′ since it is a translate of M ′.
Using the above lemma and rewriting Lemma 4.1, we obtain
Proposition 4.1. Let ICW(n, p2r ) = ∅ where p is a prime with (n, p) = 1 and r an
integer. Let M ′ ∈ ICW(n, p2r ). Then there is an M ∈ ICW(n, p2r ) such that
1. M = gwM ′ for some gw ∈ Cn = 〈g|o(g) = n〉 where w ∈ Z;
2. M has the same multiset of coefﬁcients as M ′;
3. M(p) = M .
Deﬁnition 4.1. Let M ∈ ICWb(n, k2) where n, k ∈ N and M = ∑g∈Cn agg. Then for
 ∈ Z,−bb and  = 0, we deﬁne S(M) = {g|ag = , g ∈ Cn}.
Lemma 4.3. Let M ∈ Z[Cn] be an ICWb(n, k2). Then S(M) is the disjoint union of
all S(M) where  = 0 and −bb.
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Deﬁnition 4.2. Let M ∈ ICWb(n, k2) where n, k ∈ N and M = ∑g∈Cn agg. Then for
 ∈ Z,−bb and  = 0, we deﬁne M = ∑g∈S(M) g.
Notice that for all  ∈ Z,−bb, M is necessarily a {0,+1}-element of Z[Cn].
Example. Let M = +2g5 + 2g10 + g3 + g6 + g9 + g12 − g − g2 − g4 − g8 where
M ∈ Z[C15] and C15 = 〈g|o(g) = 15〉. Then M is an ICW2(15, 16) and we have
1. S+2(M) = {g5, g10} and M+2 = g5 + g10;
2. S+1(M) = {g3, g6, g9, g12} and M+1 = g3 + g6 + g9 + g12;
3. S−1(M) = {g, g2, g4, g8}. and M−1 = g + g2 + g4 + g8.
Lemma 4.4. Assume for n, k ∈ N, ICWb(n, k2) = ∅. Let M ∈ ICWb(n, k2). Then we
have M = ∑−b  b
=0
M.
Now we state and prove the following result which is essential to our work. We will
give a complete proof of this result. This theorem was ﬁrst used but not proved in [4].
Theorem 4.3. Let n be a positive integer, and p a prime number such that (p, n) = 1.
Assume that ICWb(n, p2r ) = ∅ where r is a non-negative integer.
Let M ′ ∈ ICWb(n, p2r ). Then there exists an M ∈ ICWb(n, p2r ) such that
1. M = gwM ′ where gw ∈ Cn = 〈g|o(g) = n〉 with w ∈ Z;
2. M has the same multiset of coefﬁcients as M ′;
3. for all  ∈ Z,−bb, the set S(M) is a union of some of the orbits of Cn
under the action x → xp.
Proof. We have M ′M ′(−1) = p2r . Since (n, p) = 1 and Cn is cyclic (hence abelian),
by Theorem 4.2, M ′(p) = gwM ′ for some gw ∈ Cn.
By Corollary 3.1, if M ′ = ∑0 in−1 aigi where Cn = 〈g|o(gn)〉, then ∑0 in−1
ai = ±
√
p2r = ±pr , hence (∑0 in−1 ai, |Cn|) = (±pr, n) = (p, n) = 1. Therefore
by Lemma 4.1, there exists an M ∈ ICW(n, p2r ) such that M(p) = M .
By Lemma 4.4, M = ∑−b  b
=0
M. Writing this explicitly, we get
−bM−b − · · · − 2M−2 − 1M−1 + 1M1 + 2M2 + · · · + bMb.
Writing the fact that M(p) = M explicitly, we get
M(p) =
⎛
⎝ ∑
−bb
M
⎞
⎠(p) = (− bM−b − · · · − 2M−2 − 1M−1 + 1M1 + 2M2
+ · · · + bMb
)(p)
= −bM(p)−b − · · · − 2M(p)−2 − 1M(p)−1 + 1M(p)1
+2M(p)2 + · · · + bM(p)b
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= M = −bM−b − · · · − M−2 − M−1 + M1
+2M2 + · · · + bMb.
Since M’s are all {0,+1}-elements we must have M(p) = M for −bb.
Notice that
(
M
(p)
 = M
) ⇒ (M(p2) = (M(p) )(p) = M(p) = M) ⇒ · · · ⇒
(
M
(ps)
 = M for any integer s
)
.
This means that if M contains gj (Deﬁnition 2.1), then it will contain gjps for any
integer s, hence it contains the orbit of gj under the action x → xp. This proves that
S(M) is a union of orbits of Cn under the action x → xp. 
5. Characters
In algebraic design theory, one uses group rings and their characters to study combi-
natorial designs that admit a regular automorphism group. This section will deal with
these preliminaries.
Let G be a group. The exponent of G is the smallest positive integer n, such that
gn = e for all g ∈ G.
Let G be an abelian group. A homomorphism from G into the multiplicative group
of C, is called a character of the group G. The characters of a group G form a
group called the character group G∗. The identity element of G∗ is called the principle
character 0, it is the homomorphism which maps every element to 1.
Let Z[G] be a group ring and  an element of G∗. We can extend this homomorphism
to a homomorphism from Z[G] into C (by linearity), called a group ring character.
Theorem 5.1 (Lang [10]). Let n be a primitive nth root of unity and m a primitive
mth root of unity in C. If g.c.d(n,m) = 1 and n,m > 1, then Q(n) ∩ Q(m) = Q.
Theorem 5.2 (Pott [12]). Let v be a primitive vth root of unity in C. Then Z[v] is
the ring of algebraic integers in Q(v) and any set of (v) consecutive powers of v
forms an integral basis.
Theorem 5.3 (Pott [12]). Let v be a primitive vth root of unity in C. Then the al-
gebraic integers of Q(v) form a Dedekind domain, i.e., each ideal can be factored
uniquely into prime ideals.
Furthermore, two integers relatively prime in Z remain relatively prime in the ring
of algebraic integers, in particular we have Z[v] ∩ Q = Z.
Lemma 5.1 (Eliahou and Kervaire [6], Lemma 1). Let X ∈ Z[pt ] where p is a prime
number and t ∈ N. Suppose XX ∈ p2rZ[pt ] for some r ∈ N. Then X ∈ prZ[pt ]
where c ∈ Z.
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Lemma 5.2 (Stewart and Tall [13], Lemma 11.7). Let n ∈ N. Then every unit of Z[n]
where n is a primitive nth root of unity, is of the form acn where a ∈ R and c ∈ Z.
And now we have a “multiplier” lemma.
Lemma 5.3 (Arasu and Ma [2]). Let G = 〈〉 × H be an abelian group of exponent
v = uw where o() = u, exponent of H = w and g.c.d (u,w) = 1. Suppose Y ∈ Z[G]
and  ∈ Gal(Q(v)/Q) such that
1. (Y )(Y ) = n for all characters  of G such that () = u, where n is an integer
relatively prime to w;
2.  ﬁxes every prime ideal divisor of nZ[v].
If (v) = sv , then
Y (s) = ±gY +
∑r
i=1〈
u
pi 〉Xi,
where g ∈ G,X1, X2, . . . , Xr ∈ Z[G] and p1, p2, . . . , pr are all prime divisors of u.
Furthermore, if u is even, then the sign ± can be chosen arbitrarily.
6. A technical result on a class of group ring elements
Instead of having a very long proof, we choose to ﬁrst state and prove several
lemmas. We begin by stating our main result. Theorem 6.2 will serve as our main tool.
Theorem 6.1.
Spec(16) = 14N ∪ 21N ∪ 31N − {14}.
The next two lemmas are straightforward.
Lemma 6.1. Let s be an odd integer. Then we have s2
t−1−1
s−1 ≡ 0mod 2t−1.
Lemma 6.2. We have
1. 2
t−1
2t = −1;
2. i+2
t−1
2t = −i2t for all i ∈ Z;
3. If ∑2t−1−1i=0 ii2t = 0, where i’s ∈ Q, then all i’s are equal to zero.
For all of the following lemmas we will assume that
• G = 〈〉 ×H is an abelian group of order v = 2tw, where o() = 2t and w is odd;
• G =  ∈ Gal(Q(v)/Q)
∣∣ : v → sv , where s is odd and s ≡ 1modw;
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•  : Z[G] → Z[2t ][H ] is a group ring homomorphism such that () = 2t and
(h) = h, ∀h ∈ H ;
• Let Y ∈ Z[G] and Y = ∑g∈G ygg, since G = 〈〉 × H , we have
Y =
∑
g∈G
ygg =
∑
ih∈〈〉×H
yih
ih =
2t−1∑
i=0
∑
h∈H
yih
ih. (2)
• Y ′ = (Y ).
Lemma 6.3. We have
1. G is a subgroup of Gal(Q(v)/Q) and |G| = 2t−1;
2. Fix(G) = Q(w).
Proof.
1. Notice that G is closed under the composition of functions. Since G is a ﬁnite and
non-empty subset of Gal(Q(v)/Q), it follows that G is a subgroup of Gal(Q(v)/Q).
It is easy to see that |G| = 2t−1.
2. We have Fix(G) = {x ∈ Q(v)|(x) = x,∀ ∈ G}. We have (w) = sw = w.
Hence w ∈ Fix(G), which implies that
Q(w) ⊆ Fix(G). (3)
On the other hand we have
[Q(v) : Fix(G)] = |G| = 2t−1. (4)
Now we have Q(v) = Q(2t )(w), hence [Q(2tw) : Q] = [Q(2tw) : Q(w)]
[Q(w) : Q]. Therefore, we have [Q(2tw) : Q(w)] = (2
tw)
(w) , and hence,
(2tw)
(w) =
(2t ) = 2t−1, consequently
[Q(v) : Q(w)] = 2t−1. (5)
Therefore by (3)–(5) we must have Fix(G) = Q(w). 
Lemma 6.4. We have
1. (〈2t−1〉) = 0;
2. (Y ) = ∑2t−1i=0 ∑h∈H yihi2t h.
Lemma 6.5. Let Ker() = {Y ∈ Z[G]∣∣(Y ) = 0}. Then Ker() = 〈2t−1〉Z[G].
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Lemma 6.6. Let X0 = −c2t (Y ), where c ∈ Z. Then Y = cX0 + 〈2
t−1〉X1 for some
X1 ∈ Z[G].
Lemma 6.7. Let  : v → sv be an element of G. Then ((Y )) = (Y (s)).
Lemma 6.8. Let Y ′ = (Y ). If (Y )(Y ) = 22r where r is an integer, for every
character  with () = 2t , we have (Y ′) = b2t Y ′ where b ∈ Z.
Proof. By the assumption the condition (1) of Lemma 5.3 holds. Also,  : w → sw
ﬁxes every prime ideal divisor of 2Z[v]. Hence the condition (2) of Lemma 5.3 holds
as well. Applying Lemma 5.3:
Y (s) = gY + 〈2t−1〉X, (6)
where g ∈ G and X ∈ Z[G]. Using Lemma 6.4 part 1,
(Y (s)) = (g)(Y ). (7)
Now g ∈ G = 〈〉 × H , hence g = bh for some integer b and some h ∈ H , so we
have (g) = (bh) = (b)(h) = b2t h. Hence (7) becomes
(Y (s)) = b2t h(Y ), (8)
where h ∈ H and b ∈ Z. Now letting Y ′ = (Y ), ((Y )) = (Y (s)) becomes (Y ′) =
(Y (s)) and (8) (Y (s)) = b2t hY ′. Hence we have
(Y ′) = hb2t Y ′ for some h ∈ H and b ∈ Z. (9)
Applying  to both sides of (9) we get 2(Y ′) = h2b(s+1)2t Y ′.
Iterating this process 2t−1 times we get
2
t−1
(Y ′) = h2t−1b(s2
t−1−1+s2t−1−2+···+s2+s+1)
2t Y
′ = h2t−1b(
s(2
t−1)−1
s−1 )
2t Y
′. (10)
Since  ∈ G and by Lemma 6.3 part 1, |G| = 2t−1, we must have o()∣∣2t−1, hence
2
t−1
must be the identity element of G, i.e., the identity function, hence 2t−1(Y ′) = Y ′.
On the other hand by Lemma 6.1, s2
t−1−1
s−1 ≡ 0mod 2t−1, so 
b( s
2t −1
s−1 )
2t = b(k2
t−1)
2t for
some integer k, but then b(k2
t−1)
2t = (2
t−1
2t )
kb = (−1)kb (since 2t−12t = −1), hence
letting b0 = kb, (10) becomes
Y ′ = h2t−1(−1)b0Y ′,where h ∈ H and b0 ∈ Z. (11)
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Let  be a character of G such that () = 2t and (h) = 1 for all h ∈ H . Then
applying  to (11), we get (Y ′) = (−1)b0(Y ′). Now since (Y ′) = ((Y )), we have
(Y ′) = 0. Hence (−1)b0 = 1, and (11) becomes
Y ′ = h2t−1Y ′. (12)
Now let  be any character of G with () = 2t and (Y ′) = 0. Applying  to
(12), we get (Y ′) = (h2t−1)(Y ′). But since (Y ′) = 0, this means that (h2t−1) = 1.
Hence h2t−1 = e.
But |H | = w and g.c.d(2t−1, w) = 1, hence we must have h = e. Therefore (9)
becomes (Y ′) = b2t Y ′ where b ∈ Z. 
Lemma 6.9. Let  be a character of H and  be the extension of  on G, such that
() = 2t , i.e., (ih) = i2t(h) for g = ih ∈ G = 〈〉 × H . Then we have
1. (Y ′) = (Y );
2. 0(Y ′) ∈ Z[2t ] where 0 is the principle character of H;
3. ((Y ′) = ((Y ′)).
Finally we are ready to prove the main result of this chapter which is essential to
this work.
Theorem 6.2. Let G = 〈〉 ×H be an abelian group of order v = 2tw, where o() =
2t and w is odd. If Y ∈ Z[G], then every character  with () = 2t , satisﬁes
(Y )(Y ) = 22r where r is a positive integer. Then
Y = cX0 + 〈2t−1〉X1,
where c ∈ Z, X0 ∈ Z[H ], X1 ∈ Z[G] and X0X(−1)0 = 22r .
Proof. We adapt the proof of Lemma 2 in Arasu and Ma [2] with slight modiﬁcations.
Let 0 be the principle character of H and deﬁne , a character of G, by () = 2t
and (h) = 1 for all h ∈ H . By Lemma 6.9 part 1, we have (Y ) = 0(Y ′). On the
other hand we have 0(Y ′)0(Y ′) = 22r . Hence by Lemma 5.1, we have
0(Y
′) ∈ 2rZ[2t ]. (13)
So let us write 0(Y ′) = 2ru where u ∈ Z[2t ]. Since 0(Y ′)0(Y ′) = 22r , we must
have uu = 1. Hence by Lemma 5.2, we have u = ac2t where a ∈ R and c ∈ N.
Without loss of generality we can assume that a = +1. Therefore
0(Y
′) = 2rc2t . (14)
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Applying  to (14) we get
(0(Y
′)) = 2r(c2t ). (15)
By Lemma 6.8, (Y ′) = b2t Y ′ for some b ∈ Z, hence 0((Y ′)) = b2t0(Y ′).
Using (14), we get
(0(Y
′)) = b2t 2rc2t = 2rb+c2t . (16)
Finally comparing (15) and (16) we get
(c2t ) = b+c2t or equivalently (−c2t ) = −b−c2t . (17)
Now if we let X0 = −c2t Y ′, then by using (17) we have (X0) = X0. Write X0
explicitly as X0 = ∑h∈H ahh, ah ∈ Z[2t ], then (ah) = ah for all  ∈ G. Hence we
must have ah ∈ Fix(G) ∩ Q(2t ), but by Lemma 6.3 part 2, we have Fix(G) = Q(w),
hence ah ∈ Q(w) ∩ Q(2t ). But by Theorem 5.1, we have Q(w) ∩ Q(2t ) = Q,
so ah ∈ Q. On the other hand, we have ah ∈ Z[2t ], hence ah ∈ Z[2t ] ∩ Q, but
by Theorem 5.3, Z[2t ] ∩ Q = Z, hence ah ∈ Z for all h ∈ H . Thus X0 ∈ Z[H ].
On the other hand, by Lemma 6.6, we get Y = cX0 + 〈2t−1〉X1 for X1 ∈ Z[G]
(and X0 ∈ Z[H ]).
For any character  of H, let  be the extension of  on G, such that () = 2t ,
i.e. (ih) = i2t(h) for g = ih ∈ G = 〈〉 × H .
We have X0 = −c2t Y ′. Hence by Lemma 6.9 part 1, we have (X0) = −c2t (Y )
and by the assumption (Y )(Y ) = 22r . So for any character  of H we have
(X0X
(−1)
0 ) = 22r .
Write X0X(−1)0 =
∑
h∈H bhh. Then by Orthogonality Relations (the inversion for-
mula), ∀h ∈ H we have bg = 1|H |
∑
∈H ∗ (X0X
(−1)
0 )(h
−1), but ∀ ∈ H ∗ we have
(X0X
(−1)
0 ) = 22r , hence ∀h ∈ H, bh = 22r 1|H |
∑
∈H ∗ (h−1). In particular, we get
be = 22r 1|H | |H | = 22r and for h = e, bh = 0, this means that
X0X
(−1)
0 = 22r . 
7. Several lemmas on supports of sums of certain elements of an Abelian group
ring
In this section, we will assume
• G is an abelian group,  a subgroup of G and ∗ = − 〈e〉;
• R is a set of coset representatives of  in G;
• A∪˙B denotes the union of two disjoint sets.
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Corollary 7.1. If X = ⊕1 in Xi is a {0,±1}-element of Z[G], then all Xi’s,
1 in, are {0,±1}-elements.
Lemma 7.1. Let L = L1∪˙ · · · ∪˙Ln ⊆ R and ∀l ∈ L, y˜l, z˜l ∈ Z. Then
1. (
⊕
l∈L y˜l l) + 
⊕
l∈L z˜l l =
⊕
l∈L(y˜le + z˜l)l;
2.
⊕
l∈L1∪˙···∪˙Ln(y˜le + z˜l)l =
⊕i=n
i=1
⊕
l∈Li (y˜le + z˜l)l.
Lemma 7.2. Let B = ⊕g∈S(B) bgg be an element of Z[G] such that S(B) ⊆ R. Then
we have 
⊕
g∈S(B) bgg =
⊕
g∈S(B) bgg.
Lemma 7.3. Let B = ⊕g∈S(B) bgg and C = ⊕g∈S(C) cgg be two elements of Z[G].
In this section, we will also assume
• X is a {0,±1}-element of Z[G] which can be written as Y + Z, where
Y is a {0,±1,±2}-element and Z a {0,±1}-element of Z[G] such that
S(Y ),S(Z) ⊆ R;
• Y = ⊕g∈S(Y ) ygg, hence yg = ±1 or ±2 and Z = ⊕g∈S(z) zgg, hence zg = ±1.
Our goal is to decompose X into a form which will eventually allow us to settle
the case of CW(n, 16) for n even. In order to establish this decomposition, we need
several lemmas. We will state and prove the main result of this chapter in the next
section. Now we are ready to state and prove the main result of this section.
Theorem 7.1. Let X be a {0,±1}-element of Z[G]. Suppose X = Y + Z where Y is
a {0,±1,±2}-element of Z[G] and Z a {0,±1}-element such that S(X),S(Y ) ⊆ R.
Then we can write X as B(2e − )C(1e − )DE where S(B),S(C),S(D),
S(E) ⊆ R and furthermore we have
1. S(B) = S(Y ) − S(Z);
2. S(C) = {g|g ∈ S(Y ), yg = ±2};
3. S(D) = {g|g ∈ S(Y ) ∩ S(Z), yg = ±1};
4. S(E) = S(Z) − S(Y ).
Proof.
X = B (Y˜ + Z˜)︸ ︷︷ ︸
1
E, (18)
where B, Z˜, E are {0,±1}-elements and Y˜ a {0,±1,±2}-element of Z[G], such that
1. S(B),S(Y˜ ),S(Z˜),S(E) ⊆ R;
2. S(Y˜ ) = S(Z˜) = S(Y ) ∩ S(Z);
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3. S(B) = S(Y ) − S(Z);
4. S(E) = S(Z) − S(Y );
5. {g ∈ G|y˜g = ±2} = {g ∈ G|yg = ±2}.
Then
y˜ + z˜ = (2e − )C(1e − )D, (19)
where C and D are {0,±1}-elements of Z[G] such that S(C),S(D) ⊆ R, S(C) =
{l ∈ L|y˜l = ±2} and S(D) = {l ∈ L|y˜l = ±1}.
But by conclusion 5 above, {g ∈ S(y˜)|y˜l = ±2} = {g ∈ S(y)|y˜l = ±2}. Hence by
(18) and (19), we get B(1e − )C(2e − )DE with B,C,D,E as desired.

8. A necessary condition
In this section, we obtain certain restrictions on the size of the coefﬁcients of XX(−1)
for certain group ring elements X in Z[G].
Lemma 8.1. Let X = ae + b where a, b ∈ Z. Let u ∈ ∗. Then the coefﬁcient of u
in XX(−1) is b2|| + 2ab.
Proposition 8.1. Let X be a {0,±1}-element of Z[G]. Suppose X = Y + Z where
Y and Z are {0,±1}-elements of Z[G] such that S(Y ) and S(Z) ⊆ R. Let u be an
element of ∗. Then the coefﬁcient of u in XX(−1) is
s±1
(|| − 2)+ s±2(|| − 4)+ s′||,
where
1. s±1 = the number of the elements of S(Y ) with coefﬁcient ±1 which are not
contained in S(Z);
2. s±2 = the number of the elements of S(Y ) with coefﬁcient ±2;
3. s′ = |S(Z) − S(Y )|.
Proof. By Theorem 7.1, we can write
X = B(1e − )C(2e − )DE, (20)
where B,C,D and E are {0,±1,±2}-elements of Z[G] with S(B),S(C),S(D) and
S(E) ⊆ R and
1. S(B) = S(Y ) − S(Z);
2. S(C) = the elements of S(Y ) − S(Z) with coefﬁcient ±1 in Y;
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3. S(D) = the elements of S(Y ) − S(Z) with coefﬁcient ±2 in Y;
4. S(E) = S(Z) − S(Y ).
If we let Xb = e,Xc = (1e − ),Xd = (2e − ) and Xe = , then (20) becomes
X = XbBXcCXdDXeE, (21)
where B,C,D and E are {0,±1}-elements of Z[G]. Also S(B),S(C),S(D) and S(E)
are mutually disjoint and all contained in R and Xb,Xc,Xd and Xe are elements of
Z[G] such that S(Xb),S(Xc),S(Xc) and S(Xe) ⊆ . The coefﬁcient of u ∈ ∗ is
nb|S(B)| + nc|S(C)| + nd |S(D)| + ne|S(E)|, (22)
where nb, nc, nd, ne are the coefﬁcients of u in XbX(−1)b , XcX
(−1)
c , XdX
(−1)
d and
XeX
(−1)
e . Using Lemma 8.1, (22) becomes (||−2)|S(C)|+(||−4)|S(D)|+|||S(E)|,
but this is precisely s±1
(|| − 2)+ s±2(|| − 4)+ s′|| with s±1, s±2 and s′ as deﬁned
in the statement. 
9. Decomposition of CW(2tn, 16) where n is an odd integer
In this section, we prove a structure theorem for circulant weighing matrices of
weight 16.
Lemma 9.1. Let C2t n = 〈g|o(g) = 2t n〉 and t, n ∈ N such that g.c.d(n, 2) = 1. Let
H = 〈g2t 〉 and  = gn. Then o() = 2t , |H | = n and C2t n = 〈〉 × H.
Proposition 9.1. Let C2t n = 〈g|o(g) = 2t n〉 where t, n ∈ N such that g.c.d(n, 2) = 1.
Let  = gn, H = 〈g2t 〉, and R be a set of coset representatives of the subgroup
〈2t−1〉 in C2t n such that H ⊆ R. Assume that CW(2t n, 16) = ∅. Then there exists an
M ∈ CW(2t n, 16) such that M = M0 + CZ where
1. M0 is an ICW2(n, 16) such that S(M0) ⊆ H ;
2. C = 〈2t−1〉;
3. Z is a {0,±1}-element of Z[C2t n] such that S(Z) ⊆ R.
Corollary 9.1. Let n ∈ N such that g.c.d(n, 2) = 1. Then
(CW(2t n, 16) = ∅) ⇒ (ICW2(n, 16) = ∅).
Finally we have the following theorem which will give us the structure of a CW of
weight 16.
514 K.T. Arasu et al. / Finite Fields and Their Applications 12 (2006) 498–538
Theorem 9.1. Let C2t n = 〈g|o(g) = 2t n〉, t, n ∈ N such that g.c.d(n, 2) = 1, H =
〈g2t 〉 and  = gn. Let R be a set of coset representatives of the subgroup 〈2t−1〉 in
C2t n such that H ⊆ R.
Assume that CW(2t n, 16) = ∅. Then there exists an M ∈ CW(2t n, 16) such that
M = M0 + CZ where
1. M0 is an ICW2(n, 16) such that S(M0) ⊆ H ;
2. C = 〈2t−1〉;
3. Z is a {0,±1}-element of Z[C2t n] such that S(Z) ⊆ R;
4. |S(Z) − S(M0)| = the number of ±2’s in M0.
Proof. By Proposition 9.1, there exists an M ∈ CW(2t n, 16) such that M = M0 +CZ
which satisﬁes the ﬁrst three statements of the theorem.
Notice that M = M0 + CZ satisﬁes all the assumptions of Proposition 8.1. Hence
the coefﬁcient of 2t−1 in MM(−1) (2t−1 is the only element in C∗ = C − 〈e〉) is
s±1
(|C| − 2)+ s±2(|C| − 4)+ s′|C|,where (23)
1. s±1 = the number of the elements of S(M0) with coefﬁcient ±1 which are not
contained in S(Z);
2. s±2 = the number of the elements of S(M0) with coefﬁcient ±2;
3. s′ = |S(Z) − S(M0)|.
Since |C| = 2,
the coefﬁcient of u in MM(−1) is − 2s±2 + 2s′. (24)
But the coefﬁcient of 2t−1 in MM(−1) is 0. Hence s′ = s±2, but this precisely means
that |S(Z) − S(M0)| = the number of ±2’s in M0. 
10. Possible orders
In this section, we ﬁnd all ICW’s which have at least one coefﬁcient ±2 of weight
16 and order n1 where g.c.d(n1, 2 × 7 × 31) = 1. Also in this section by applying
Theorem 4.3, we take the ﬁrst step towards ﬁnding possible orders.
Lemma 10.1. Let M ∈ ICW2(n1, 16) where g.c.d(n1, 2 × 7 × 31) = 1. Then M must
have at least one coefﬁcient ±2, in other words M ∈ ICW2(n1, 16) − CW(n1, 16).
Proof. Since g.c.d(n1, 2 × 7 × 31) = 1, we have 21n1 and 31n1. Hence by Theorem
1.6, M cannot be a CW. This means that M must have at least one coefﬁcient ±2, i.e.,
M ∈ ICW2(n1, 16) − CW(n1, 16). 
K.T. Arasu et al. / Finite Fields and Their Applications 12 (2006) 498–538 515
Lemma 10.2. Let n1 ∈ N such that g.c.d(n1, 2 × 7 × 31) = 1. Furthermore, assume
that 2 acts on Cn1 as: x → x2. Then in Cn1 we have
1. only one orbit of length 1;
2. no orbits of length 3;
3. no orbits of length 5.
Lemma 10.3. Let M ∈ ICW2(n1, 16) where g.c.d(n1, 2×7×31) = 1, furthermore as-
sume that M has row sum +4. Then the only possibilities for the multiset of coefﬁcients
of M are
(+2,+2,+1,+1,+1,+1,−1,−1,−1,−1) and (−2,−2,+1,+1,+1,+1,+1,+1,+1,+1).
Proof. Let M ∈ ICW2(n1, 16). Since g.c.d(n1, 2) = 1, by Theorem 4.3 there exists
an M ′ ∈ ICW2(n1, 16) such that
1. M ′ has the same multiset of coefﬁcients as M;
2. for all  ∈ Z,−bb, the set S(M ′) (Deﬁnition 4.1) is the union of some of
the orbits of Cn1 under the action x → x2.
Hence by 1, it sufﬁces to study the multiset of coefﬁcients of M ′. Notice that we can
say more about the coefﬁcients of M ′. By the assumption, the coefﬁcients of M(hence
M ′), sum up to +4. And since M ′ is an ICW2 of weight 16, by Theorem 1.1, the
square of its coefﬁcients sum up to 16. Furthermore by Lemma 10.1, M ′ has at least
one coefﬁcient ±2.
Keeping these three conditions in mind, we will write all the possible multisets for
the multiset of coefﬁcients of M ′ and check them one by one.
• If we have only one ±2, the possibilities are
1. (+2,+1,+1,+1,+1,+1,+1,+1,−1,−1,−1,−1,−1),
so |S+2(M ′)| = 1 and |S−1(M ′)| = 5.
2. (−2,+1,+1,+1,+1,+1,+1,+1,+1,+1,−1,−1,−1),
so |S−2(M ′)| = 1 and |S−1(M ′)| = 3.
• If we have two ±2’s, the possibilities are
3. (+2,+2,+1,+1,+1,+1,−1,−1,−1,−1),
so |S+2(M ′)| = 2 and |S+1(M ′)| = |S−1(M ′)| = 4.
4. (−2,−2,+1,+1,+1,+1,+1,+1,+1,+1),
so |S−2(M ′)| = 2 and |S+1(M ′)| = 8.
5. (+2,−2,−1,−1,+1,+1,+1,+1,+1,+1),
so |S+2(M ′)| = |S−2(M ′)| = 1.
• If we have three ±2’s, the possibilities are
6. (+2,+2,+2,+1,−1,−1,−1),
so |S+1(M ′)| = 1 and |S+2(M ′)| = 3.
7. (+2,+2,−2,+1,+1,+1,−1),
so |S−1(M ′)| = |S−2(M ′)| = 1.
• If we have four ±2’s, which is the last possibility, we can only have
8. (+2,+2,+2,−2),
so |S+2(M ′)| = 3 and |S−2(M ′)| = 1.
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Using Lemma 10.2 we can eliminate all these cases except for cases 3 and 4. Thus,
at this point the possibilities are the cases 3 and 4, namely
(+2,+2,+1,+1,+1,+1,−1,−1,−1,−1) and
(−2,−2,+1,+1,+1,+1,+1,+1,+1,+1). 
11. ICW2(n1, 16) where g.c.d(n1, 2 × 7 × 31) = 1
Always assuming g.c.d(n1, 2 × 7 × 31) = 1, in this section we will ﬁnd all orders
for which an ICW2(n1, 16) exists. We will also give the complete structure of such
elements.
Lemma 11.1. Let n ∈ N. Assume X = 0 ∈ Z[Cn] has only non-negative coefﬁcients.
Then for any integer m,m|n, we have X(m) = 0.
Lemma 11.2 (Epstein [7]). Let m, n ∈ N and m|n. Then in Cn the equation xm = e
has exactly m solutions. In particular, if p is a prime and p|n, then we have only p−1
elements of order p.
Lemma 11.3. Let n1 ∈ N such that g.c.d(n1, 2 × 7 × 31) = 1. Then there is no
ICW2(n1, 16) with the multiset of coefﬁcients (−2,−2,+1,+1,+1,+1,+1,+1,+1,+1).
Proof. If an ICW2(n1, 16) with this multiset of coefﬁcients exists, then by Theorem
4.3, there must exist M, an ICW2(n1, 16) with the same multiset of coefﬁcients, of the
following form
M = −2(ga1 + ga2) + (gb1 + gb2 + gb3 + gb4 + gb5 + gb6 + gb7 + gb8), (25)
where S−2(M) and S+1(M) gb1 , gb2 , gb3 , gb4 , gb5 , gb6 , gb7 , gb8 are unions of some
orbits of the action of 2 on Cn1 given by x → x2.
Since we only have one orbit of length 1, S−2(M) must be an orbit of length 2.
An orbit of length 2 is generated by an element g1 if o(g1) = 3, hence 3|n. But by
Lemma 11.2, we have only 2 elements of order 3, namely {g n13 and g 2n13 }. So the only
orbit of length 2 is {g n13 , g 2n13 }. Hence we can write (25) as
M = −2(g n13 + g 2n13 )X, (26)
where X = gb1 + gb2 + gb3 + gb4 + gb5 + gb6 + gb7 + gb8 .
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By Theorem 3.3 part 2, M(3) is an ICW(n1, 16), hence by Theorem 1.1, the square
of its coefﬁcients must add up to 16. We have
M(3) = (− 2(g n13 + g 2n13 )X)(3) = −4e + X(3). (27)
If the sum in (27) is direct, then the sum of the squares of the coefﬁcients of X(3) is
zero. Therefore X(3) = 0. But by Lemma 11.1, this is impossible. Hence the sum in
(27) is not direct.
This means that S(−4e)∩S(X(3)) = e∩S(X(3)) = ∅, hence there exists an element
g0 in S(X) such that g30 = e. Notice that the only two elements of order 3 are g
n
3
and g
2n
3 which by (26) cannot belong to S(X), hence we must have g0 = e. This
means that one of the elements of {gb1 , gb2 , gb3 , gb4 , gb5 , gb6 , gb7 , gb8} is equal to e.
Now since we do not have any orbits of length 3 or 5 the only way to get the seven
remaining elements is an orbit of length 7. We have an orbit of length 7, if 127|n1
and hence there exists a g0 in Cn1 such that o(g0 = 127).
Hence at this point we must have
M = −2(g n13 + g 2n13 ) + e + (g0 + g20 + g40 + g80 + g160 + g320 + g640 ), (28)
where g0 ∈ Cn1 = 〈g|o(g) = n1〉 and o(g0) = 127.
By Theorem 3.3, M(127) is an ICW(n1, 16). By (28) and the fact that o(g0) = 127,
we have
M(127) = −2(g n13 .127 + g 2n13 .127) + 8e = −2(g n13 + g 2n13 ) + 8e. (29)
But the sum of the squares of the coefﬁcients is 2(−2)2 + 82 = 72 = 16. Hence this
is not an ICW; a contradiction. 
Lemma 11.4. Let n1 ∈ N such that g.c.d(n1, 2× 7× 31) = 1 and M ∈ ICW2(n1, 16)
with row sum +4. Then the only possibility for the multiset of coefﬁcients of M is
(+2,+2,+1,+1,+1,+1,−1,−1,−1,−1).
Proof. This follows from Lemmas 10.3 and 11.3. 
Lemma 11.5. Let n1 ∈ N such that g.c.d(n1, 2 × 7 × 31) = 1. If ICW2(n1, 16) = ∅,
then 15|n1.
Proof. Let M ∈ ICW2(n1, 16). If M has row sum +4, let M0 = M , if M has row
sum −4, let M0 = −M . Hence in either case we have M0 ∈ ICW2(n1, 16) and M0
has row sum +4.
By Lemma 11.4, the only possible multiset of coefﬁcients of M0 is
(+2,+2,+1,+1,+1,+1,−1,−1,−1,−1).
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Since the weight is 16 and 2n1, we can use Theorem 4.3. We have |S+2| = 2 and
|S+1(M0)| = |S−1(M0)| = 4.
By Lemma 10.2, S+2(M0) is an orbit of length 2, and S+1(M0),S−1(M0) are each
an orbit of length 4.
We have an orbit of length 2, 3|n1.
We have an orbit of length 4, if for some g0 ∈ Cn, o(g0)|15 which implies that
o(g0) = 3, o(g0) = 5 or o(g0) = 15. But if o(g0) = 3 then g0 will not generate an
orbit of length 4.
Hence we must have o(g0) = 5 or o(g0) = 15. In either case 5|n1, this combined
with the fact that 3|n1, implies that 15|n1. 
Proposition 11.1. Let M ∈ ICW2(15n2, 16) where g.c.d(n2, 2 × 7 × 31) = 1. Then
1. M = ±gwM1 or M = ±gwM2 where
(a) M1 = +2h5 + 2h10 + (h3 + h6 + h9 + h12) − (h + h2 + h4 + h8),
(b) M2 = +2h5 + 2h10 + (h3 + h6 + h9 + h12) − (h7 + h11 + h13 + h14),
where w ∈ Z, C15n2 = 〈g|o(g) = 15n2〉 and h = gn2 .
2. Furthermore, we have M2 = M(7)1 and M1 = M(7)2 .
Proof. Let M ∈ ICW2(15n2, 16).If M has row sum +4, let M ′ = M . If M has row
sum −4, let M ′ = −M . Hence M ′ ∈ ICW2(15n2, 16) and
M ′ = ±M and M ′ has row sum + 4. (30)
By Theorem 4.3, there exists an M ′′ ∈ ICWb(15n2, 16) such that
1. We have
M ′′ = gwM ′ where gw ∈ C15n2 = 〈g|o(g) = n1〉 with w ∈ Z; (31)
2. M ′′ has the same multiset of coefﬁcients as M ′;
3. for all  ∈ Z,−bb, the set S(M ′′) is a union of some of the orbits of C15n
under the action x → x2.
On the other hand
(
(g.c.d(n2, 2×7×31) = 1) ⇒ (g.c.d(15n2, 2×7×31) = 1)
)
. So by
Lemma 11.4, the multiset of coefﬁcients of M ′′ is (+2,+2,+1,+1,+1,+1,−1,−1,−1,−1).
So M ′′ must be of the following form:
+2ga1 + 2ga2 + (gb1 + gb2 + gb3 + gb4) − (gc1 + gc2 + gc3 + gc4) where
S+2(M ′′) = {ga1 , ga2}, S+1(M ′′) = {gb1 , gb2 , gb3 , gb4}
and S−1(M ′′) = {gc1 , gc2 , gc3 , gc4}.
Hence {ga1 , ga2} is an orbit of length 2, and {gb1 , gb2 , gb3 , gb4}, {gc1 , gc2 , gc3 , gc4}
are each orbits of length 4.
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Let g1 be an element of C15n2 generating an orbit of length 2, then g1 is an element
of order 3 in C15n2 . But C15n2 has only 2 elements of order 3, namely g5n2 and g10n2 ,
this means that {ga1 , ga2} = {g5n2 , g10n2}.
Let g2 be an element of C15n2 generating an orbit of length 4, then g2 is an element
of order 5 or 15 in C15n2 . C15n2 has only 4 elements of order 5, namely g3n2 , g6n2 , g9n2
and g12n2 , and 8 elements of order 15, namely gn2 , g2n2 , g4n2 , g8n2 , g7n2 , g14n2 , g13n2
and g11n2 .
One can easily check to see that the orbits of length 4 are
O1 = {gn2 , g2n2 , g4n2 , g8n2},
O2 = {g3n2 , g6n2 , g12n2 , g9n2} and
O3 = {g7n2 , g14n2 , g13n2 , g11n2}.
Now we must check the following six possibilities
M ′′ = +2[g5n2 + g10n2 ] +
∑
g′∈X
g′ −
∑
g′′∈Y
g′′,
where X, Y ∈ {O1,O2,O3} and X = Y.
Checking all these six possibilities, the only solutions to M ′′M“(−1) = 16 are
1. M1 = +2g5n2 + 2g10n2 + (g3n2 + g6n2 + g9n2 + g12n2) − (gn2 + g2n2 + g4n2 + g8n2)
and
2. M2 = +2g5n2 +2g10n2 + (g3n2 +g6n2 +g9n2 +g12n2)− (g7n2 +g11n2 +g13n2 +g14n2).
Letting gn2 = h, we get
1. M1 = +2h5 + 2h10 + (h3 + h6 + h9 + h12) − (h + h2 + h4 + h8) and
2. M2 = +2h5 + 2h10 + (h3 + h6 + h9 + h12) − (h7 + h11 + h13 + h14).
Hence M ′′ = Mi where i = 1 or i = 2. By (31), M ′′ = gwM ′ where gw ∈ Cn2 =〈g|o(g) = n2〉 with w ∈ Z, hence M ′ = g−wM ′′. And by (30) M ′ = ±M , hence
M ′ = ±g−wM ′′.
This proves part 1 of the statement of the proposition. To prove part 2, one can
easily compute and check that M2 = M(7)1 and M1 = M(7)2 . 
Proposition 11.2. Let n2 ∈ N and g.c.d(n2, 2 × 7 × 31) = 1. If M ∈ ICW(15n2, 16),
then
M = ±gwM1,M = ±gwM2 or M = ±4gw where
1. M1 = +2h5 + 2h10 + (h3 + h6 + h9 + h12) − (h + h2 + h4 + h8);
2. M2 = +2h5 + 2h10 + (h3 + h6 + h9 + h12) − (h7 + h11 + h13 + h14),
where w ∈ Z, C15n2 = 〈g|o(g) = 15n2〉 and h = gn2 .
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Proof. Let M ∈ ICW2(15n2, 16). By Proposition 11.1, if the set of the coefﬁcients
is {0,±1,±2}(i.e., M ∈ ICW2(15n2, 16)),then M is either ±gwM1 or ±gwM2 where
w ∈ Z.
Now we must consider coefﬁcients with absolute value larger than 2. We will study
these cases by using Theorem 4.3.
• {0,±1,±2,±3}-elements:
Once again we can assume that the sum of coefﬁcients is +4. The possibilities for
the multiset of coefﬁcients of M are
1. (+3,+1,+1,+1,+1,−1,−1,−1), so |S+3(M)| = 1 and |S−1(M)| = 3.
2. (−3,+1,+1,+1,+1,+1,+1,+1), so |S−3(M)| = 1 and |S+1(M)| = 7.
3. (+3,+2,+1,−1,−1), so |S+3(M)| = 1 and |S+2(M)| = 1.
4. (+3,−2,+1,+1,+1) and so |S+3(M)| = 1 and |S−2(M)| = 1.
5. (−3,+2,+1,+1,+1). so |S−3(M)| = 1 and |S+2(M)| = 1.
Recall that by Lemma 10.2,
1. there is only one orbit of length 1;
2. we have no orbits of length 3;
3. we have no orbits of length 5.
Now, using Theorem 4.3 we show that all of these ﬁve cases are impossible.
1. S+3 is the only orbit of length 1. S−1 must be an orbit of length 3, but there is no
orbit of length 3.
2. To obtain S+1(M), the possibilities are
(a) one orbit of length 1 and on of length 6;
(b) one orbit of length 2 and on of length 5;
(c) one orbit of length 3 and on of length 4.
But these are all impossible since
(a) the only orbit of length 1 is for S−3(M);
(b) there is no orbit of length 5;
(c) there is no orbit of length 3.
Cases 3–5 are all impossible, since all of them require two orbits of length one. Hence
this proves that we cannot have a coefﬁcient ±3.
• {0,±1,±2,±3,±4}-elements:
If we allow coefﬁcients ±4, since the sum of the squares of the coefﬁcients is equal
to 16, the only solution is ±4gw. Any coefﬁcient larger than ±4 is not allowed, for
otherwise the sum of the squares of the coefﬁcients would exceed 16. These prove the
proposition. 
12. Elements with almost identical supports
We now narrow down the structure of a class of integer circulant weighing matrices
of weight 16 of odd order.
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Lemma 12.1. Let M ∈ ICW2(15n, 16) where g.c.d(n, 2 × 7 × 31) = 1, such that
M = (2ga + 2gb)X0, (32)
where a and b, (a = b) are two positive integers less than 15n and
X0 is a {0,±1}-element of Z[C15n] with S(X0) = {h, h2, h4, h8, h3, h6, h9, h12},
where C15n = 〈g|o(g) = 15n〉 and h = gn. Then we must have M = M1 where
M1 = +2h5 + 2h10 + (h3 + h6 + h9 + h12) − (h + h2 + h4 + h8).
Proof. By Proposition 11.1, we have M = ±gwM1 or M = ±gwM2 where
1. M1 = +2h5 + 2h10 + (h3 + h6 + h9 + h12) − (h + h2 + h4 + h8).
2. M2 = +2h5+2h10+(h3+h6+h9+h12)−(h7+h11+h13+h14) where w ∈ Z, h = gn,
where w ∈ Z.
Notice that M has two coefﬁcients +2. Hence we must have
M = gwM1 or M = gwM2. (33)
On the other hand, we can write
M1 = (2h5 + 2h10)X1 and M2 = (2h5 + 2h10)X2, (34)
where X1 (respectively X2) is the component of M1 (respectively M2) having coefﬁ-
cients ±1. Using (32), (33) becomes
(2ga + 2gb)X0 = gw
[
(2h5 + 2h10)Xi
] = gw(2h5 + 2h10)gwXi, (35)
where i ∈ {1, 2}. Hence from (35) we can see that gw must shift X1 or X2 to
X0, i.e., X0 = gwX1 or X0 = gwX2. Now we claim that if gw /∈ H , then X0 =
gwX1 and X0 = gwX2. We have S(X0) = S(X1) = {h, h2, h4, h8, h3, h6, h9, h12} and
S(X2) = {h7, h11, h13, h14, h3, h6, h9, h12}. Hence S(X0),S(X1),S(X2) ⊂ H = 〈h〉.
For i ∈ {1, 2}, we have
S(Xi) ⊂ H ⇒ (∀g′ ∈ G : g′S(Xi) ⊂ g′H)
⇒ (∀g′ ∈ G : g′S(Xi) ∩ S(X0) ⊂ g′H ∩ S(X0))
⇒ (∀g′ ∈ G : g′S(Xi) ∩ S(X0) ⊂ g′H ∩ H) (since S(X0) ⊂ H)
⇒ (∀g′ /∈ H : g′S(Xi) ∩ S(X0) = ∅) (g′ /∈H⇒g′H∩H=∅)
⇒ (∀g′ /∈ H : g′S(Xi) = S(X0)).
This proves the claim.
Now we check hiS(X1) and hiS(X2) in Table 1. One can observe that no non-trivial
shift of S(X1) or S(X2) will give us S(X0), hence M = M1, i.e., the trivial shift
of M1. 
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Table 1
Supports of shifts of X1 and X2
S(X1) = {h, h2, h4, h8, h3, h6, h9, h12} S(X2) = {h3, h6, h9, h12, h7, h11, h13, h14}
S(h1X1) = {h2, h3, h5, h9, h4, h7, h10, h13} S(h1X2) = {h4, h7, h10, h13, h8, h12, h14, h0}
S(h2X1) = {h3, h4, h6, h10, h5, h8, h11, h14} S(h2X2) = {h5, h8, h11, h14, h9, h13, h0, h1}
S(h3X1) = {h4, h5, h7, h11, h6, h9, h12, h0} S(h3X2) = {h6, h9, h12, h0, h10, h14, h1, h2}
S(h4X1) = {h5, h6, h8, h12, h7, h10, h13, h1} S(h4X2) = {h7, h10, h13, h1, h11, h0, h2, h3}
S(h5X1) = {h6, h7, h9, h13, h8, h11, h14, h2} S(h5X2) = {h8, h11, h14, h2, h12, h1, h3, h4}
S(h6X1) = {h7, h8, h10, h14, h9, h12, h0, h3} S(h6X2) = {h9, h12, h0, h3, h13, h2, h4, h5}
S(h7X1) = {h8, h9, h11, h0, h10, h13, h1, h4} S(h7X2) = {h10, h13, h1, h4, h14, h3, h5, h6}
S(h8X1) = {h9, h10, h12, h1, h11, h14, h2, h5} S(h8X2) = {h11, h14, h2, h5, h0, h4, h6, h7}
S(h9X1) = {h10, h11, h13, h2, h12, h0, h3, h6} S(h9X2) = {h12, h0, h3, h6, h1, h5, h7, h8}
S(h10X1) = {h11, h12, h14, h3, h13, h1, h4, h7} S(h10X2) = {h13, h1, h4, h7, h2, h6, h8, h9}
S(h11X1) = {h12, h13, h0, h4, h14, h2, h5, h8} S(h11X2) = {h14, h2, h5, h8, h3, h7, h9, h10}
S(h12X1) = {h13, h14, h1, h5, h0, h3, h6, h9} S(h12X2) = {h0, h3, h6, h9, h4, h8, h10, h11}
S(h13X1) = {h14, h0, h2, h6, h1, h4, h7, h10} S(h13X2) = {h1, h4, h7, h10, h5, h9, h11, h12}
S(h14X1) = {h0, h1, h3, h7, h2, h5, h8, h11} S(h14X2) = {h2, h5, h8, h11, h6, h10, h12, h13}
13. Decomposition
This section provides a very important reduction result (Proposition 13.2), that ensures
restricting the order of a CW(v, 16) to the case v = 2t · 15.
Lemma 13.1. Let C2t15n = 〈g|o(g) = 2t15n〉, t and n ∈ N such that g.c.d(n, 2 × 7 ×
31) = 1, H = 〈g2t 〉 and  = g15n. Let R be a set of coset representatives of 〈2t−1〉 in
C2t15n containing H. If CW(2t15n, 16) = ∅, then there exists an M ∈ CW(2t15n, 16)
such that M = M0 + CZ where
1. M0 = M1 or M0 = M2 where h = g2t n,
(a) M1 = +2h5 + 2h10 + (h3 + h6 + h9 + h12) − (h + h2 + h4 + h8) and
(b) M2 = +2h5 + 2h10 + (h3 + h6 + h9 + h12) − (h7 + h11 + h13 + h14);
2. C = 〈2t−1〉;
3. Z is a {0,±1}-element of Z[C2t15n] and S(Z) ⊆ R;
4. |S(Z) − S(M0)| = 2.
Proof. By Theorem 9.1, if CW(2t15n, 16) = ∅, then there exists an M ′ ∈ CW
(2t15n, 16) such that
M ′ = M ′0 + CZ′ where (36)
1. M ′0 is an ICW2(15n, 16) such that S(M ′0) ⊆ H ;
2. C = 〈2t−1〉;
3. Z′ is a {0,±1}-element of Z[C2t15n] and S(Z′) ⊆ R′;
4. |S(Z′) − S(M ′0)| = the number of ±2’s in M0.
K.T. Arasu et al. / Finite Fields and Their Applications 12 (2006) 498–538 523
Notice that M ′0 must have at least one coefﬁcient ±2, otherwise it would be a CW
of weight 16 and odd order (namely 15n) without 21 or 31 dividing its order which
does not exist by Theorem 1.6.
Hence by Proposition 11.1, M ′0 = ±hM0 where h ∈ H, ∈ Z and M0 = M1 or
M0 = M2. So (36) becomes
M ′ = ±hM0 + CZ′, (37)
where  ∈ Z and M0 = M1 or M0 = M2. Multiplying (37) by ±h− and letting
±h−M ′ = M and ±h−Z′ = Z, (37) becomes
M = M0 + CZ. (38)
1.
(
M ′ ∈ CW(2t15n, 16)) ⇒ (M = ±h−M ′ ∈ CW(2t15n, 16));
2.
(
Z′ is a {0,±1}-element )⇒ (Z = ±h−Z′ is a {0,±1}-element).
On the other hand
(S(Z′) ⊆ R′) ⇒ (S(±h−Z′) ⊆ ±h−R). So S(Z) ⊆ R. Since
h ∈ H , R = h−R′ is again a set of coset representatives of C in C2t15n containing
C15n.
3. we have |S(Z) − S(M)| = |S(h−Z′) − S(h−M ′)| = |S(Z′) − S(M ′)| =
the number of ±2’s in M0, where M0 = M1 or M0 = M2, hence |S(Z) − S(M)|
= 2. 
Lemma 13.2. Let C2t n = 〈g|o(g) = 2t n〉, t and n ∈ N such that g.c.d(n, 2×7×31) =
1, H = 〈g2t 〉,  = gn and C = 〈2t−1〉. Let R be a set of coset representatives of 〈2t−1〉
in C2t15n containing H. If CW(2t15n, 16) = ∅, then there exists an M ∈ CW(2t15n, 16)
such that M = M1 + CZ where
1. M1 = +2h5 + 2h10 + (h3 + h6 + h9 + h12) − (h + h2 + h4 + h8);
2. Z is a {0,±1}-element of Z[C2t15n] and S(Z) ⊆ R, where R is a set of coset
representatives of C in C2t15n containing C15n;
3. |S(M1) − S(Z)| = 2.
Proof. By Lemma 13.1, we can write
M ′ = M0 + CZ′ where (39)
1. M0 = M1 or M0 = M2 (M2 is deﬁned in Lemma 13.1 );
2. Z′ is a {0,±1}-element of Z[C2t15n] and S(Z′) ⊆ R′, where R′ is a set of coset
representatives of C in C2t15n containing C15n;
3. |S(Z′) − S(M0)| = 2.
If M0 = M1, then there is nothing to prove. So assume M0 = M2, then (39) becomes
M ′ = M2 + CZ′. (40)
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By (40) we must have
M
′(7) = [M2 + CZ′](7) = M(7)2 + C(7)Z
′(7) (41)
but we have
1. C(7)2 = C.
2. By Proposition 11.1 part 3, M(7)2 = M1.
3. Let M = M ′(7). Then by theorem 3.3, M = M ′(7) ∈ CW(2t15n, 16).
4. We have
(S(Z′) ⊆ R′) ⇒ (S(Z) = S(Z′(7)) ⊆ R′(7)).
5. |S(Z) − S(M1)| = |S(Z′) − S(M2)| = 2,
so (41) becomes
M = M1 + CZ (42)
with all the desired properties. 
Lemma 13.3. We assume the notation of Lemma 13.2.
If CW(2t15n, 16) = ∅, then there exist an M ∈ CW(2t15n, 16) such that M = AB
where
A = (2h5 + 2h10) + (1e + gv)(zg + z	g	 + z5h5 + z10h10);
B = h3 + h6 + h9 + h12 − h − h2 − h4 − h8
+(1e + gv)(z3h3 + z6h6 + z9h9 + z12h12 + z1h + z2h2 + z4h4 + z8h8),
where h = g2t n and , 	 ∈ Z such that g = g	 and g, g	 ∈ R, where R is a set of
coset representatives of C in C2t15n containing C15n and zi’s are all elements of Z.
Proof. By Lemma 13.2, there exists an M ∈ CW(2t15n, 16) such that
M = M1 + CZ where (43)
1. M1 = +2h5 + 2h10 + (h3 + h6 + h9 + h12) − (h + h2 + h4 + h8);
2. Z is a {0,±1}-element of Z[C2t15n] and S(Z) ⊆ R, where R is a set of coset
representatives of C in C2t15n containing C15n;
3. |S(M1) − S(Z)| = 2.
We know that M1 = 2(h5 + h10) + (h3 + h6 + h9 + h12) − (h + h2 + h4 + h8).
So S(M1) = {h5, h10, h3, h6, h9, h12, h, h2, h4, h8}. By the 1 and 2 above, we ob-
tain S(Z) ⊆ {h5, h10, h3, h6, h9, h12, h, h2, h4, h8, g, g	}, where g and g	 are two
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distinct elements of R not contained in S(M1). Hence we must have
Z = z5h5 + z10h10 + z3h3 + z6h6 + z9h9 + z12h12 + z1h
+z2h2 + z4h4 + z8h8 + zg + z	g	,
where z and z	 are non-zero, hence ±1(by 1 and 2 above) and all the rest of zi’s
are 0 or ±1(by 1 above).
Now we write Eq. (43) in explicit form. Write
M = M1 + CZ = M1 + (1e + gv)Z
= 2h5 + 2h10 + h3 + h6 + h9 + h12 − h − h2 − h4 − h8
+(1e + gv)(z3h3 + z6h6 + z9h9 + z12h12
+z1h + z2h2 + z4h4 + z8h8 + zg + z	g	 + z5h5 + z10h10
)
. (44)
Rearrange (44) as
=
A︷ ︸︸ ︷
(2h5 + 2h10) + (1 + gv)(zg + z	g	 + z5h5 + z10h10)+
h3 + h6 + h9 + h12 − h − h2 − h4 − h8 +
(1e + gv)(z3h3 + z6h6 + z9h9 + z12h12 + z1h + z2h2 + z4h4 + z8h8)︸ ︷︷ ︸
B
, (45)
hence we have
M = A + B (46)
with A and B as desired. Now we must show that this sum is direct, in other words
we must show that S(A) ∩ S(B) = ∅.
To ﬁnd S(A) we need to write A in a more explicit form.
A = (2e + z5)h5 + (2e + z10)h10 + zg + z	g	
+zgv+ + z	gv+	 + z5gvh5 + z10gvh10. (47)
Hence
S(A) ⊆
A˜︷ ︸︸ ︷
{h5, h10, g, g	, gv+, gv+	, gvh5, gvh10} . (48)
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Notice that we have “⊆” and not “=” in (48), since some of the coefﬁcients in (47)
might be zero.
To ﬁnd S(B) we need to write B in a more explicit form.
B = (z3 + 1)h3 + (z6 + 1)h6 + (z9 + 1)h9 + (z12 + 1)h12
+(z1 − 1)h + (z2 − 1)h2 + (z4 − 1)h4 + (z8 − 1)h8 +
+z3gvh3 + z6gvh6 + z9gvh9 + z12gvh12
+z1gvh + z2gvh2 + z4gvh4 + z8gvh8. (49)
Hence
S(B)⊆
B˜︷ ︸︸ ︷
{h3, h6, h9, h12, h, h2, h4, h8, gvh3, gvh6, gvh9, gvh12, gvh, gvh2, gvh4, gvh8} .
(50)
Notice that just like for A, we have “⊆” and not “=” in (50), since some of the
coefﬁcients in (49) might be zero. (Actually we must have some zero coefﬁcients.)
Notice that
A˜ = Ch5∪˙Ch10∪˙Cg∪˙Cg	 and
B˜ = Ch3∪˙Ch6∪˙Ch9∪˙Ch12∪˙Ch∪˙Ch2∪˙Ch4∪˙Ch8.
Since the elements h5, h10, g, g	, h3, h6, h9, h12, h, h2, h4 and h8 all belong to R,
the sets A˜ and B˜ are unions of disjoint cosets, this means A˜ ∩ B˜ = ∅, proving that
S(A) ∩ S(B) = ∅. Hence the sum in (46) is direct, i.e., we have
M = AB.  (51)
Lemma 13.4. Let A be as in Lemma 13.3. Then the coefﬁcients of h5 and h10 in A
are both −1, namely z5 = z10 = −1. Hence
A = (2h5 + 2h10) + (1 + gv)(zg + z	g	 − h5 − h10).
Proof. By Lemma 13.3, M is a direct sum of A and B. Since M is a {0,±1}-element,
then A and B too, must be {0,±1}-elements. Let us look at A more closely, by (47)
we have
A = (2+z5)h5+(2+z10)h10+zg+z	g	+zgv++z	gv+	+z5gvh5+z10gvh10.
We claim that {h5, h10} ∩ {g, g	, gv+, gv+	, gvh5, gvh10} = ∅, this is because
{h5, h10, g, g	, gv+, gv+	, gvh5, gvh10} = Ch5∪˙Ch10∪˙Cg∪˙Cg	.
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Hence all the elements h5, h10, g, g	, gv+, gv+	, gvh5, gvh10 are distinct, this
proves the claim. So we can write
A = [(2 + z5)h5 + (2 + z10)h10]⊕[zg + z	g	 + zgv+ + z	gv+	
+z5gvh5 + z10gvh10
]
.
So the coefﬁcients of h5 and h10 in A are, respectively, 2+z5 and 2+z10. But we saw
earlier that these must be either 0 or ±1. Since z5, z10 ∈ {0,±1}, the only possibility
for 2 + z5 and 2 + z10 is +1, and this will occur iff z5 = z10 = −1. 
Proposition 13.1. Let n ∈ N such that g.c.d(n, 2 × 7 × 31) = 1.
If CW(2t15n, 16) = ∅, then there exists an M ∈ CW(2t15n, 16) such that
M = h5 + h10 + h3 + h6 + h9 + h12 − h − h2 − h4 − h8 − gvh5 − gvh10
+g15nk1+5n + g15nk2+10n + g15nk1+5n+v + g15nk2+10n+v,
where g2t15n = e, h = g2t n, k1, k2 and v ∈ N.
Proof. By Lemmas 13.3 and 13.4, if CW(2t15n, 16) = ∅, then we have
M = AB where (52)
A = (2h5 + 2h10) + (1e + gv)(zg + z	g	 − h5 − h10)
B = h3 + h6 + h9 + h12 − h − h2 − h4 − h8
+(1e + gv)(z3h3 + z6h6 + z9h9 + z12h12 + z1h + z2h2 + z4h4 + z8h8),
where h = g2t n and , 	 ∈ Z such that g = g	 and g, g	 ∈ R, where R is a set of
coset representatives of C in C2t15n containing C15n and zi’s are all elements of Z.
Now let us ﬁnd M(2t ), we have
M(2
t ) = A(2t ) + B(2t ). (53)
Let us ﬁnd each component separately.
A(2
t ) = (2h2t5 + 2h2t10) + 2(zg2t + z	g	2t − h2t5 − h2t10). (54)
Recall that {h5, h10} is an orbit of the action x → x2 in C2t15n, hence {h5, h10} =
{h5, h10}(2) = · · · = {h5, h10}(2t ). This means that 2h2t5 + 2h2t10 = 2h5 + 2h10.
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Hence (54) becomes
A(2
t ) = 2(zg2t + z	g2t	). (55)
Now let us compute B(2t ), we have
B(2
t ) = h2t3 + h2t6 + h2t9 + h2t12 − h2t − h2t2 − h2t4 − h2t8 +
+2(z3h2t3 + z6h2t6 + z9h2t9 + z12h2t12 + z1h2t + z2h2t2 + z4h2t4 + z8h2t8).
(56)
Recall that {h, h2, h4, h8} and {h3, h6, h9, h12} are orbits of the action x → x2 in
C2t15n, hence
{h, h2, h4, h8} = {h, h2, h4, h8}(2) = · · · = {h, h2, h4, h8}(2t ) and
{h3, h6, h9, h12} = {h3, h6, h9, h12}(2) = · · · = {h3, h6, h9, h12}(2t ),
these mean that
z3h
2t3 + z6h2t6 + z9h2t9 + z12h2t12 = z′3h3 + z′6h6 + z′9h9 + z′12h12,
where {z′3, z′6, z′9, z′12} = {z3, z6, z9, z12} and
z1h
2t + z2h2t2 + z4h2t4 + z8h2t8 = z′1h + z′2h2 + z′4h4 + z′8h8,
where {z′1, z′2, z′4, z′8} = {z1, z2, z4, z8}.
Hence (56) becomes
B(2
t ) = (2z′3 + 1)h3 + (2z′6 + 1)h6 + (2z′9 + 1)h9 + (2z′12 + 1)h12
+(2z′1 − 1)h + (2z′2 − 1)h2 + (2z′4 − 1)h4 + (2z′8 − 1)h8. (57)
Hence by (55) and (57), Eq. (53) becomes
M(2
t ) = 2(zg2t + z	g2t	)
+(2z′3 + 1)h3 + (2z′6 + 1)h6 + (2z′9 + 1)h9 + (2z′12 + 1)h12
+(2z′1 − 1)h + (2z′2 − 1)h2 + (2z′4 − 1)h4 + (2z′8 − 1)h8. (58)
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Notice that M(2t ) is an ICW(15n, 16), hence by Proposition 11.2, it is equal to
either ±gM1,±gM2 or ±4g for some g ∈ C15n. It cannot be ±4g, hence
M(2
t ) = ±gM1 or ±gM2, meaning that none of the coefﬁcients in (58) are zero.
In both cases we have S(M(2t )) = {g2t, g2t	, h3, h6, h9, h12, h, h2, h4, h8}, hence
by Lemma 12.1, we have
M(2
t ) = M1 = 2h5 + 2h10 + h3 + h6 + h9 + h12 − h − h2 − h4 − h8
Using (58) and identifying coefﬁcients, we get
1. z = z	 = 1;
2. {g2t, g2t	} = {h5, h10}, hence without loss of generality we can assume that g2t =
h5 and g2t	 = h10;
3. 2z′3 + 1 = 2z′6 + 1 = 2z′9 + 1 = 2z′12 + 1 = 1;
4. 2z′1 − 1 = 2z′2 − 1 = 2z′4 − 1 = 2z′8 − 1 = −1.
Notice that 3 and 4 imply that z′3 = z′6 = z′9 = z′12 = z′1 = z′2 = z′4 = z′8 = 0.
On the other hand we know that h = g2t n, hence by 1 we have g2t = g2t5n and
g2
t	 = gtt10n, which implies that g2t−2t5n = e and g2t	−2t10n = e. Since o(g) =
2t15n, this means that 2t15n|2t − 2t5n and 2t15n|2t	 − 2t10n. Hence 15n| − 5n
and 15n|	 − 10n, hence  = 15nk1 + 5n and 	 = 15nk2 + 10n for some k1, k2 ∈ N
and since g, g	 are coset representatives of C = {e, gv}, we must have g15nk1+5n =
gvg15nk1+10n. Substituting all these in (52) we get M = AB where
A = (2h5 + 2h10) + (1e + gv)(g15nk1+5n + g15nk2+10n − h5 − h10),
B = h3 + h6 + h9 + h12 − h − h2 − h4 − h8. (59)
We can simplify A to
h5 + h10 + g15nk1+5n + g15nk2+10n + g15nk1+5n+v + g15nk2+10n+v − gvh5 − gvh10,
(60)
so we must have
M =
A︷ ︸︸ ︷
h5 + h10 + g15nk1+5n + g15nk2+10n + g15nk1+5n+v + g15nk2+10n+v
−gvh5 − gvh10
 h3 + h6 + h9 + h12 − h − h2 − h4 − h8︸ ︷︷ ︸
B
= h5 + h10 + h3 + h6 + h9 + h12 − h − h2 − h4 − h8 − gvh5 − gvh10
+g15nk1+5n + g15nk2+10n + g15nk1+5n+v + g15nk2+10n+v. 
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Proposition 13.2. Let n ∈ N such that g.c.d(n, 2 × 7 × 31) = 1. Then
CW(2t15, 16) = ∅ ⇔ CW(2t15n, 16) = ∅
Proof.
1. By Part 1 of Theorem 2.2,
(
(CW(2t15, 16) = ∅) ⇒ (CW(2t15n, 16) = ∅)).
2. Now we must show that
(
(CW(2t15n, 16) = ∅) ⇒ (CW(2t15, 16) = ∅)).
By Proposition 13.1, If CW(2t15n, 16) = ∅, then there is an M ∈ CW(2t15n, 16)
such that
M = h5 + h10 + h3 + h6 + h9 + h12 − h − h2 − h4 − h8 − gvh5 − gvh10
+g15nk1+5n + g15nk2+10n + g15nk1+5n+v + g15nk2+10n+v,
where g2t15n = e and h = g2t n, furthermore recall that v = 2t−115n.
Writing M in terms of gn:
M = (gn)2t5 + (gn)2t10 + (gn)2t3 + (gn)2t6 + (gn)2t9 + (gn)2t12
−(gn)2t − (gn)2t2 − (gn)2t4 − (gn)2t8 − (gn)2t−115+2t5 − (gn)2t−115+2t10
+(gn)15k1+5 + (gn)15k2+10 + (gn)15k1+5+2t−115 + (gn)15k2+10+2t−115,
hence S(M) ⊆ 〈gn〉. But o(gn) = 2t15, hence |〈gn〉| = 2t15. This means that M is in
fact a CW(2t15, 16). This proves that
(
(CW(2t15n, 16) = ∅) ⇒ (CW(2t15) = ∅)).

14. Non-existence of CW(2t15, 16)’s and CW(2t15n, 16)’s where
g.c.d(n, 2 × 7 × 31) = 1
In this section, we rule out the existence of CW(2t · 15n, 16), when gcd(n, 2 × 7 ×
31) = 1
Proposition 14.1. We have CW(30, 16) = ∅.
Proof. If CW(30, 16) = ∅, then we can apply Proposition 13.1 with n = 1, 2t = 22 =
4, v = 30, h = g4 and g60 = e. Hence we must have an M ∈ CW(30, 16) such that
M = h5 + h10 + h3 + h6 + h9 + h12 − h − h2 − h4 − h8 − g30h5 − g30h10
+g15k1+5 + g15k2+10 + g15k1+5+30 + g15k2+10+30,
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where k1, k2 ∈ N. Writing this in terms of g, we get
M = g20 + g40 + g12 + g24 + g36 + g48 − g4 − g8 − g16 − g32 − g50 − g10
+g15k1+5 + g15k2+10 + g15k1+35 + g15k2+40. (61)
Now let us investigate possible values of k1 and k2 for which M can possibly be a
CW(30, 16). Since g60 = e,we have
(g15k
′
1+5 = g15k1+5 and g15k′1+35 = g15k1+35, if k′1 = k1 mod 4)
(g15k
′
2+10 = g15k2+10 and g15k′2+40 = g15k2+40, if k′2 = k2 mod 4).
Hence we only need to consider k1 = 0, 1, 2, 3 and k2 = 0, 1, 2, 3.
(k1 = 1) ⇒ (g15k1+5 = g20 and g15k1+35 = g50 and
(k1 = 3) ⇒ (g15k1+5 = g50 and g15k1+35 = g80 = g20).
So
(k1 = 1 or k1 = 3) ⇒ ({g15k1+5, g15k1+35} = {g20, g50}).
Hence if (k1 = 1 or k1 = 3), then (61) becomes
M = g20 + g40 + g20 + g15k2+10 + g50 + g15k2+40 − g50 − g10
+g12 + g24 + g36 + g48 − g4 − g8 − g16 − g32,
= 2g20 + g40 + g15k2+10 + g15k2+40 − g10
+g12 + g24 + g36 + g48 − g4 − g8 − g16 − g32.
Then S(M) will have at most 13 elements, hence M cannot be a CW(30, 16) whose
support has exactly 16 elements. We can eliminate the case (k2 = 0 or k2 = 2) similarly.
Hence the only possibilities left are (k1 = 0 or k1 = 2) and (k2 = 1 or k2 = 3).
(k1 = 0) ⇒ (g15k1+5 = g5 and g15k1+35 = g35) and
(k1 = 2) ⇒ (g15k1+5 = g35 and g15k1+35 = g65 = g5).
So
(k1 = 0 or k1 = 2) ⇒ ({g15k1+5, g15k1+35} = {g5, g35}).
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On the other hand;
(k2 = 1) ⇒ (g15k2+10 = g25 and g15k2+40 = g55) and
(k2 = 3) ⇒ (g15k2+10 = g55 and g15k2+40 = g85 = g25).
So
(k2 = 1 or k2 = 3) ⇒ ({g15k2+10, g15k2+40} = {g25, g55}).
Hence (k1 = 0 or k1 = 2) and (k2 = 1 or k2 = 3) will give rise to
M = g20 + g40 + g5 + g25 + g35 + g55 − g50 − g10
+g12 + g24 + g36 + g48 − g4 − g8 − g16 − g32.
But computing MM(−1), we can see that MM(−1) = 16e.
This proves the proposition. 
Lemma 14.1. If M ∈ CW(2t15, 16), then M cannot be of the form
h5 + h10 + h3 + h6 + h9 + h12 − h − h2 − h4 − h8 − gvh5 − gvh10
+g2t x + g2t y + g2t x±v + g2t y±v,
where h = g2t , x, y are two positive integers and v = 2t−115.
Proof. Suppose not; let M be an element of CW(2t15, 16) of the above form. Notice
that we have gv = g−v and
g2
t x = (g2t )x = hx, g2t y = (g2t )y = hy,
g2
t x±v = g±v(g2t )x = gvhx, g2t y±v = g±v(g2t )y = gvhy.
Hence we have
M = h5 + h10 + h3 + h6 + h9 + h12 − h − h2 − h4 − h8 − gvh5 − gvh10
+hx + hy + gvhx + gvhy,
where h15 = e and (gv)2 = e.
Notice that S(M) = {h5, h10, hx, hy, gvhx, gvhy, gvh5, gvh10, h3, h6, h9, h12, h, h2, h4, h8}. This
means that S(M) ⊂ 〈gv〉×〈h〉. But 〈gv〉×〈h〉 is cyclic and |〈gv〉×〈h〉| = |〈gv〉||〈h〉| =
2 × 15 = 30. Hence M is a CW(30, 16) which contradicts Proposition 14.1. 
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Lemma 14.2. If M ∈ CW(2t15, 16), then
M = h5 + h10 + h3 + h6 + h9 + h12 − h − h2 − h4 − h8 − gvh5 − gvh10
+g15k1+5 + g15k2+10 + g15k1+5+v + g15k2+10+v, (62)
where h = g2t , k1, k2 ∈ Z and none of the following cases can occur:
1. (2t |15k1 + 5) and (2t |15k1 + 10);
2. (2t |15k1 + 5 + v) and (2t |15k1 + 10 + v);
3. (2t |15k1 + 5) and (2t |15nk1 + 10 + v);
4. (2t |15k1 + 5 + v) and (2t |15nk1 + 10).
Proof. By Proposition 13.1 we have
M = h5 + h10 + h3 + h6 + h9 + h12 − h − h2 − h4 − h8 − gvh5 − gvh10
+g15k1+5 + g15k2+10 + g15k1+5+v + g15k2+10+v,
where h = g2t and C2t15 = 〈g|o(g) = 2t15〉.
Now we must show that none of the four cases above can occur.
1. If(2t |15k1+5) and (2t |15k2+10), then we can write (15k1+5 = 2t x) and (15k2+10 =
2t y) for certain integers x and y. Hence Eq. (62) becomes
M = h5 + h10 + h3 + h6 + h9 + h12 − h − h2 − h4 − h8 − gvh5 − gvh10
+g2t x + g2t y + g2t x+v + g2t y+v.
But by Lemma 14.1, M cannot be of this form.
2. If(2t |15k1 + 5 + v) and (2t |15k2 + 10 + v), then we can write (15k1 + 5 + v = 2t x)
and (15k2 + 10 = 2t y) for certain integers x and y. Using these, Eq. (62) becomes
M = h5 + h10 + h3 + h6 + h9 + h12 − h − h2 − h4 − h8 − gvh5 − gvh10
+g2t x−v + g2t y + g2t x + g2t y+v
But by Lemma 14.1, M cannot be of this form. 
Proposition 14.2. We have CW(2t15, 16) = ∅.
Proof. Assume not, let M ∈ CW(2t15, 16). Then by Proposition 13.1, we have
M = h5 + h10 + h3 + h6 + h9 + h12 − h − h2 − h4 − h8 − gvh5 − gvh10
+g15k1+5 + g15k2+10 + g15k1+5n+v + g15k2+10+v, (63)
where h = g2t15.
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Let G¯ = C2t−13 = 〈g¯〉, g¯2t−13 = e¯ where e¯ is the identity element of the group
G¯. We have  : G −→ G¯
g −→ g¯ . We know that M¯ = (M) is an ICW(2
t−13, 16). Let us
compute it.
M¯ = (M) = (h5) + (h10) + (h3) + (h6) + (h9) + (h12)
−(h) − (h2) − (h4) − (h8) − (gvh5) − (gvh10)
+(g15k1+5) + (g15k2+10) + (g15k1+5+v) + (g15k2+10+v).
(64)
Let us simplify (64). Notice that for any integer i we have
(h3i ) = ((g2t )3i ) = (g2t3i ) = g¯2t3i = (g¯2t−13)2i = e¯2i = e¯.
Hence
(h3) = (h6) = (h9) = (h12) = e¯,
(h4) = (h3h) = (h3)(h) = e(h) = (h) = (g2t ) = g¯2t and
(h8) = (h6h) = (h6)(h2) = e(h2) = (h2) = (g2t2) = g¯2t2.
Notice that
(gv) = (g2t−115) = g¯2t−115 = (g¯2t−13)2.5 = (e¯)5 = e¯.
Hence
(g15k1+5+v) = (g15k1+5)(gv) = g¯15k1+5e¯ = g¯15k1+5,
(g15k2+10+v) = (g15k2+10)(gv) = g¯15k2+10e¯ = g¯15k2+10,
(gvh5) = (gv)(h5) = e¯(h5) = (h5) and
(gvh10) = (gv)(h10) = e¯(h10) = (h10).
Using all these, (64) becomes
M¯ = (M) = 2g¯15k1+5 + 2g¯15k2+10 + 4e¯ − 2g¯2t − 2g¯2t2, (65)
where M¯ is an ICW(2t−13, 16).
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Now we claim that M¯ = 4e¯[2g¯15k1+5 + 2g¯15k2+10 − 2g¯2t − 2g¯2t2].
This means that we must show that g¯2t = e¯, g¯2t2 = e¯, g¯15k1+5n = e¯ and
g¯15k2+10n = e.
If g¯2t = e¯, then we must have o(g¯) = 2t−13|2t which is not the case.
If g¯2t2 = e¯, then we must have o(g¯) = 2t−13|2t2 which is not the case. If g¯15k1+5 =
e¯, then 65 becomes 2g¯15k2+10 + 6e¯ − 2g¯2t − 2g¯2t2.
Since g¯2t = e¯, g¯2t2 = e¯, there will be a coefﬁcient 6 (or may be larger) in M¯ , but
this is impossible, since 62 = 36 > 16 which is the weight of M¯ . Hence g¯15k1+5 = e¯.
If g¯15k1+10 = e¯, then (65) becomes 2g¯15k2+5 + 6e¯ − 2g¯2t − 2g¯2t2.
Since g¯2t = e¯, g¯2t2 = e¯, there will be a coefﬁcient 6 (or may be larger) in M¯ , but
this is impossible, sice 62 = 36 > 16 which is the weight of M¯ . Hence g¯15k1+10 = e.
These prove the claim.
So we have M¯ = 4e¯[2g¯15k1+5 + 2g¯15k2+10 − 2g¯2t − 2g¯2t2].
Since M¯ is an ICW of weight 16 and it already has a coefﬁcient 4, M must be 4e¯,
hence we must have [2g¯15k1+5 + 2g¯15k2+10 − 2g¯2t − 2g¯2t2] = 0. This is possible only
if {g¯15k1+5, g¯15k2+10} = {g¯2t , g¯2t2}.
This equality is true if
1.
{
g¯15k1+5 = g¯2t ,
g¯15k2+10 = g¯2t2, or 2.
{
g¯15k1+5 = g¯2t2,
g¯15k2+10 = g¯2t .
We will show that both of these cases are impossible.
1. If
{
g¯15k1+5=g¯2t
g¯15k2+10=g¯2t2 , then since o(g¯) = 2
t−13 we have
{
15k1 + 5=2t mod 2t−13
15k2 + 10=2t+1 mod 2t−1 ,
which means that
{
15k1 + 5 = 2t + 2t−13x
15k2 + 10 = 2t+1 + 2t−13y , for some integers x and y.
Now lets look at (63), in M we have the exponents
15k1 + 5 = 2t + 2t−13x, 15k1 + 5 + v = 2t + 2t−13x + 2t−115,
15k2 + 10 = 2t+1 + 2t−13y and 15k2 + 10 + v = 2t + 2t−13y + 2t−115.
Now x and y are either both of the same parity or of different parities.
(a) If x and y are both even, then we can write x = 2x1 and y = 2y1, hence
15k1+5 = 2t +2t−13x = 2t +2t3x1 = 2t (3x1+1) so 2t |15k1+5 and 15k2+10 =
2t+1 + 2t−13y = 2t+1 + 2t6y1 = 2t (3y1 + 1), so 2t |15k1 + 10. But by Lemma
14.2, this is not possible.
(b) If x and y are both odd, then we can write x = 2x1 + 1 and y = 2y1 + 1, hence
15k1n + 5 + v = 2t + 2t−13x + 2t−115 = 2t + 2t−1(3x + 15)
= 2t + 2t−1(3(2x1 + 1) + 15) = 2t + 2t−1(6x1 + 18)
= 2t + 2t (3x1 + 9) = 2t (3x1 + 10),
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so 2t |15k1 + 5 + v and
15k2 + 10 + v = 2t + 2t−13y + 2t−115 = 2t + 2t−1(3y + 15)
= 2t + 2t−1(3(2y1 + 1) + 15) = 2t + 2t−1(6y1 + 18)
= 2t + 2t (3y1 + 9) = 2t (3y1 + 10),
so 2t |15k1 + 10 + v.
But by Lemma 14.2, this is not possible.
(c) If x is even and y odd, then we can write x = 2x1 and y = 2y1 + 1, hence
15k1 + 5 = 2t + 2t−13x = 2t + 2t3x1 = 2t (3x1 + 1),
so 2t |15k1 + 5 + v.
15k1 + 10 + v = 2t + 2t−13y + 2t−115 = 2t + 2t−1(3y + 15)
= 2t + 2t−1(3(2y1 + 1) + 15) = 2t + 2t−1(6y1 + 18)
= 2t + 2t (3y1 + 9) = 2t (3y1 + 10),
so 2t |15k1 + 10 + v.
But by Lemma 14.2, this is not possible.
(d) If x is odd and y even, then we can write x = 2x1 + 1 and y = 2y1, hence
15k1 + 5 + v = 2t + 2t−13x + 2t−115 = 2t + 2t−13(3x + 15)
= 2t + 2t−1(3(2x1 + 1) + 15) = 2t + 2t−1(6x1 + 18)
= 2t + 2t (3x1 + 9) = 2t (3y1 + 10),
so 2t |15k1 + 5 + v.
15k2 + 10 = 2t + 2t−13y = 2t + 2t3y1 = 2t (3y1 + 1)
so 2t |15k2 + 10. But by Lemma 14.2, this is not possible.
2. We can eliminate this case by a similar argument.
These prove that CW(2t15, 16) = ∅. 
Proposition 14.3. Let n ∈ N such that g.c.d(n, 2 × 7 × 31) = 1. Then we have
CW(2t15n, 16) = ∅.
Proof. This is true by Propositions 13.2 and 14.2. 
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15. The ﬁnal result
In this ﬁnal section, we will ﬁnd all orders for which a circulant weighing matrix
of weight 16 exists.
Proposition 15.1. If n /∈ 14N ∪ 21N ∪ 31N − {14}, then CW(n, 16) = ∅.
Proof. First notice that the assumption is equivalent to
(14  n and 21  n and 31  n) or n = 14.
If n = 14, then obviously ICW(14, 16) = ∅ (Since 14 < 16).
If n > 14, then based on the parity of n, we have two cases.
1. n is odd. Since 21  n and 31  n, by Theorem 1.6, CW(n, 16) = ∅.
2. n is even. Write n = 2t n1 where t11 and n1 is odd. Then
(14  n and 21  n and 31  n)
⇒ (14  2t n1 and 21  2t n1 and 31  2t n1)
⇒ (7  2t n1 and 31  2t n1).
Therefore we have 2  n1 and 7  2t n1 and 31  2t n1.
Hence g.c.d(n1, 2 × 7 × 31) = 1.Therefore by Corollary 9.1
(CW(2t n1, 16) = ∅) ⇒ (ICW2(n1, 16) = ∅).
By Lemma 11.5, we have
(ICW2(n1, 16) = ∅) ⇒ (15|n1).
So assume that n1 = 15n2. But by Proposition 14.3, we have
g.c.d(n2, 2 × 7 × 31) = 1 ⇒ CW(2t15n2, 16) = ∅.
This is a contradiction, hence CW(2t n, 16) = ∅.
We now state our main result:
Theorem 15.1.
Spec(16) = 14N ∪ 21N ∪ 31N − {14}.
Proof. This follows from Propositions 2.1 and 15.1. 
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