The results of a systematic study of molecular properties by density functional theory (DFT) are presented and discussed. Equilibrium geometries, dipole moments, harmonic vibrational frequencies, and atomization energies were calculated for a set of 32 small neutral molecules by six different local and gradient-corrected DFT methods, and also by the ab initio methods Hartree-Fock, second-order Moller-Plesset, and quadratic configuration interaction with single and double substitutions (QCISD). The standard 6-31G* basis set was used for orbital expansion, and self-consistent Kohn-Sham orbitals were obtained by all DFT methods, without employing any auxiliary fitting techniques. Comparison with experimental results shows the density functional geometries and dipole moments to be generally no better than or inferior to those predicted by the conventional ab initio methods with this particular basis set. The density functional vibrational frequencies compare favorably with the ab initio results, while for atomization energies, two of the DFT methods give excellent agreement with experiment and are clearly superior to all other methods considered.
I. INTRODUCTION
Density functional theorylm6 (DFT) is developing rapidly as a cost-effective general procedure for studying physical properties of molecules. In its common practical forms, DFT replaces the exchange-correlation (XC) energy by a one-electron integral involving the local electron spin densities pa, pp (LSD methods) or, more recently, by an integral involving par, pB and their gradients VP,, Vpo (gradient-corrected or GCLSD methods). Many such fimctionals have been proposed.7-21 When used in conjunction with the self-consistent Kohn-Sham (KS) procedure2 and an expansion of molecular orbitals in terms of an orbital basis, the techniques become analogous to conventional Hartree-Fock (HF) theories, with the additional feature that a description of electron correlation is included.
There is a growing literature22-3' on systematic comparisons of DFT theories with experiment and also with HF and Merller-Plesset (MP2) treatments. Perhaps the most comprehensive is that of Andzelm and Wimmer,24 who have studied structures, frequencies, energies, and dipole moments for a number of molecules using the DGAUSS program.32 In this approach, a particular functional was used or B-P) and additional basis sets were employed for expansion of the density and the exchange-correlation potential, following the work of Dunlap, Connolly, and Sabin.33 Further, the self-consistent KS procedure was only carried out at the LSD level, the final energy being obtained by a single application of the B-P functional to the LSD density. These authors found that their results compared favorably with standard HF and MP2 results from the literature, using a different orbital basis. In other work, Becke25 was able to obtain excellent agreement (better than 4 kcal/mol) with experimental total atomization energies with the fully numerical NUMOL program, 34 using his own exchange functionall and a freeelectron (LSD) functional" for correlation. Again, the _.
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self-consistent procedure, and geometry determinations were carried out only at the LSD level. Since no basis expansion is used in NUMOL, direct comparison with other conventional methods is difficult. The objective of this paper is to systematically test a related set of functionals, with a given orbital basis, so that a more direct comparison with HF and MP2 is possible. The basis employed is 6-31G*,35 already widely used in studies of moderately large organic molecules. (This basis has polarization functions on nonhydrogen atoms and is comparable to DZP bases used elsewhere.) To facilitate such direct comparisons, our work has the following features:
1. The functionals used are separated into exchange and correlation parts. The'exchange part is either Slaterg (S), corresponding to the free-electron gas, or Beckei7 (B), which includes a gradient correction. The correlation part is either ignored (null), treated by LSD theory using the Vosko, Wilk, and Nusair (VWN) parametrization" of exact uniform gas results,36 or treated using the gradient-corrected functional. of Lee, Yang, and Parrlg (LYP) , as transformed by Miehlich et aL3' These are combined to give the six functionals S-null (corresponding to Hartree-Fock-Slater or Xcl theory, (r: = 2/3 ) , B-null, S-VWN (corresponding to regular LSD theory), B-VWN, S-LYP, and B-LYP (with gradient corrections for both exchange and correlation). The relation between these functionals is illustrated in Fig. 1 . 2. As noted above, the 6-31G* basis is used for orbital expansion. No additional expansion of the density or the XC potential is employed. The results are therefore more directly comparable to HF/6-31G* and MP2/6-31G* work in the literature. 3. The self-consistent KS equations are properly solved for gradient-corrected functionals, rather than applying a single calculation after LSD iterations, as is done in the work cited above.
Then, the exchange-correlation energy Exe is given by the A sufficiently large integration grid is used such that sensitivity to grid size is minimized. It may be that coarser grids are required for large molecules, but in this study our emphasis is on testing the functionals without the complication of numerical quadrature error.
The set of compounds studied is a subset of the G2 data set,38 including all neutral molecules with only first-row atoms, plus H,. These compounds have all been studied in the past at the HF/6-31G* and MP2/6-31G* levels.
To further the comparison, we have also employed the more elaborate QCISD/6-3 lG* model. Equilibrium geometries, dipole moments, harmonic vibrational frequencies, and total atomization energies are reported for the six DFT methods and these three ab initio methods, and the results are compared with experiment.
II. METHOD
We have modified the GAUSSIAN 92 quantum chemistry software package3' to incorporate the above DFT methods. Our DFT package currently has the following capabilities, each available with all six methods:
1. Calculation of the XC energy from an arbitrary density. 2. Calculation of self-consistent spin-restricted (RKS) and spin-unrestricted (UKS) orbitals and densities (analogous to the RHF and UHF procedures, respectively). 3. Calculation of analytic first derivatives of the selfconsistent KS total energy. 4. Calculation of properties of the one-electron KS density such as multipole moments and electrostatic potential.
To discuss our DFT implementation, it is convenient to express the general first-order functiona14' f as f=f(Pa,PPfY~a,l/ap,,l/pp),
where the y's are the gradient invariants In practice, this integral and others which arise are generally too complicated to be evaluated analytically, and numerical quadrature must be used. In particular, we employ an atomic partitioning scheme, proposed by Satoko4* and subsequently developed by Becke,42 which rigorously separates the molecular integral into atomic contributions which may then be individually treated by standard singlecenter techniques. (We have not, however, adopted Becke's suggested "atomic (4) where the first summation is over the atoms and the second is over the numerical quadrature grid points for the current atom. The WAi are the quadrature weights, and the grid points rAi are given by rAi=R,&ri,
where R, is the position of nucleus A, with the ri defining a suitable one-center integration grid, which is independent of the nuclear configuration. The single-center integrations are further separated into radial and angular integrations. The radial part is treated by the Euler-Maclaurin scheme suggested by Murray, Handy, and Laming,43 which supports an arbitrary number of radial integration points. Radial scaling factors, or "atomic radii," are applied to the Euler-Maclaurin formula as described in Ref. 26 .
The angular part is treated by various formulas from the mathematical literature for quadrature on the surface of a sphere; most of the ones we use are due to Lebedev.44Y45 The Lebedev grids, whose base points are invariant under the octahedral group with inversion, are highly efficient in terms of the number of surface harmonics integrated per degree of freedom in the formula; efficiencies near unity are typical, with unit efficiency surpassed in certain cases. The largest Lebedev grid in our program has 302 points and is 29th degree, where nth degree indicates that all surface harmonics of degree n or less are exactly integrated. As a check on our implementation, we have explicitly verified the degrees of the Lebedev grids by numerically integrating the required surface -harmonics. Gauss-Legendre spherical product angular quadrature of general degree is also available. We do not recommend this for practical computations, though others do.43 Such grids are less effective than Lebedev grids of comparable size, having efficiency of only 2/3.46 However, Gauss-Legendre is useful as a mechanism of attaining arbitrary accuracy in the angular quadrature when desired, which is trivial to implement compared with the general Lebedev procedure. All the angular grids are oriented according to the "standard orientation" conventions of the GAUSSIAN program.47
In the present work, atomic grids consisting of 50 radial points and 194 angular points (Wrd-degree Lebedev formula) were used throughout. In practice, not all of the 9700 points per atom are explicitly considered; dynamic cutoff schemes are used which prescreen many grid points which would not yield a significant contribution. 48 As mentioned previously, it is convenient to view the KS self-consistent procedure as strictly analogous to HF, except that the HF exchange potential is replaced by a local DFT XC potential. We have recently presented4' an efficient formulation of KS self-consistant-field (SCF) and gradient theory within a finite basis set for the general first-order functional. The resulting orbital equations have the same form as the Roothaan-Hal150'51 (closed-shell) or equations in HF theory, with a differently defined Fock matrix Fn=H+J+FXC", (6) where H is the one-electron Hamiltonian matrix and J is the usual Coulomb matrix. The elements of the alpha XC matrix FXCn are given by FXCa = w where the & are the atomic orbital basis functions. The beta Fock matrix is similarly defined. Note that Eq. (7) does not require evaluation of the spin density second derivatives as is necessary in many other formulations, a major computational advantage.48 The fact that these can be avoided has been previously noted by Kobayashi et aLS3 We also stress that our formulation involves no auxiliary fitting33 of the Coulomb or XC potentials usually done in KS implementations.
Some relevant points about our KS implementation are as follows. The integral in Eq. (7) is implemented as a double sum over atoms and grid points as in Eq. (4). The first derivatives of the functional, which are the various XC potentials, are straightforward to obtain, but can be tedious as some functionals have quite complicated forms. Therefore, for convenience we list in Appendix A the formulas for the functionals and their first derivatives as we have implemented them. Some of the functionals we have coded are special cases of the first-order functional; S and VWN are functionals only of pa and pp (zeroth-order functionals) , and B is a functional only of pa, pB, 'yacr, and yfip LYP is of the fully general form. For maximum efficiency, separate code treats each special case so that terms unnecessary to the functional at hand are not evaluated. Specialcase closed-shell code also exists to take advantage of the simplification in that case. The same code in GAUSSIAN 92 controls both HF and KS SCF iterations, so the various features already present for aiding HF convergence, such as DIIS extrapolation, are equally available for KS as well.
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I1v pvL0 Here Ppy is an element of the total density matrix, and a conventional notation is used for the two-electron repulsion integrals. Note that this formula is the same as the HF energy, except the HF exchange energy has been replaced by Ex,.
Differentiation of E with respect to the displacement of nucleus A formally yields4' VAE= c p,, (V,&) +; c p,8d?4(~~ 1 aa> P pdcr
where the restricted sums over ,LL run only over the basis functions centered on A. Wpy is the energy-weighted density matrix, as appears in HF gradient theory, and Spy is the overlap matrix. XpV is given by
The implementation of the energy gradient with numerical quadrature is not as straightforward as with previous equations, because the quadrature weights depend on the nuclear configuration and hence have a nonzero gradient with respect to nuclear displacements. Therefore, in practice there are two parts to the gradient of Exe as defined in Eq (4) :
Although the first term appears to be the numerical integral of the XC contribution to the total energy gradient, it is stressed that both terms are required for consistency with the implementation of Exe Our gradient implementation is the only one of which we are aware which properly includes both terms. While it is true that the error in neglecting the weight derivatives can be made insignificant by taking a large enough number of grid points (as is the case with the grids in the present study), for smaller grids their omission is not justified.54 It is ultimately desirable to use a grid which is as small as possible but does not sacrifice the quality of the results, and this is a topic currently under investigation.47 There exist relatively modest grids which have practical utility, yet require evaluation of the weight derivative term to avoid significant errors in the gradient. A derivation of the weight first derivatives is given in Appendix B.
The first term in Eq. ( 11) merits further elaboration. It should be made clear that the positions of the grid points are a central feature in the definition of the numerical XC energy. Therefore, differentiation of Eq. (4) to produce Eq. ( 11) requires explicit consideration of the grid points in the process, to be contrasted with first taking the gradient of Eq. (3) to yield the analytic XC integrals in Eq. (9), followed by the application of numerical quadrature to these. As a result, the atomic contribution of A to this term is quite different from that of the other atomic grids. The atomic grids are defined such that an atom's grid "moves with" a displacement of its nucleus, exactly as do the basis functions situated on the atom. As a result, there is a contribution on A's grid to the gradient with respect to A from all basis functions except those centered on A. The formula for the gradient with respect to A on other atomic grids, however, carries over straightforwardly from Eq. (9). [This is easily seen, e.g., by substituting Eq. (5) into the expansion of the density in products of the atom-centered basis functions and then differentiating.] For this reason, and others particular to the nature of the atomic weighting scheme which shall soon become apparent, the gradient of an atomic contribution to Exe with respect to its own nuclear center is never explicitly worked out; instead, it is more conveniently obtained at the end of the atomic computation by the translational invariance relationship O(N3> step, namely, diagonalization of the Fock matrix, but for presently feasible calculations (N<2000) this is not dominant. Thus, not only can the XC portion of a KS calculation be made to cost less than O(N3>, for well: implemented KS the XC cost is insignificant for large systems.
Finally, it should also be noted that, due to the modular structure of our program, the addition of new functionals which are of the form of Eq. ( 1) requires that only one new subroutine be written, to evaluate the functional and its appropriate derivatives. Once this is done, all features present for previous functionals are immediately available with the new functional as well, with the full benefit of efficiency measures.
III. RESULTS AND DISCUSSION
The full set of results is presented in Tables I-V. Table  I lists atomic total energies for the DFT and ab initio methods, all with the 6-31G* basis. For MP2 and QCISD, it should be noted that full correlation is used, i.e., the frozen-core approximation is not applied. The best available set of atomic energies56 is included for comparison. c v,=o.
A Table II presents equilibrium geometries for all of the molecules studied, together with a mean error analysis at the end. The experimental data are subject to considerable (12) uncertainty for many of the molecules because distances and angles properly corrected for zero-point and anharmanic effects are often unavailable. The dipole moment data are presented in a similar format in Table III . Here we should note that the comparisons are all based on the (positive) magnitude of the dipole moment and no attempt is made to compare dipole directions with experiment. Table  IV contains the complete list of computed harmonic frequencies together with corresponding experimental data. Again, we note that the experimental numbers are generally not harmonic frequencies, since anharmonic corrections usually have not been applied. Finally, Table V lists the atomization eenergies, which we have previously summarized,28 and compares with experimental values already discussed in the G15' and G238 manuscripts. We now discuss these tables in turn.
And now, some comments on program efficiency. The literature is teeming with assertions to the effect that the computational cost of HF is O(fl) whiie the cost of DFT methods is O(N3), where N is the number of basis functions. Such statements are strictly misleading, for a variety of reasons. It is true that the cost of a HF calculation is proportional to @ for small systems; however, to assign an asymptotic scaling behavior of O(ti> assumes a naive-implementation in which no account is taken of the fact that, for large systems, most of the O(ti) two-electron repulsion integrals are negligible due to insufficient basis function overlap. Sophisticated cutoff schemes55 exist for estimating in advance which integrals are insignificant and can be avoided; this reduces the cost of the HF integral processing to O(N2), and for practical computations this is the rate-determining step. The statement that the cost of a KS calculation is O(N3), on the other hand, is deceptive for two reasons. Again, it assumes an inefficient implementation, in which all of the O(N2) XC matrix elements must be represented on a grid of size O(N). In our implementation, however, the calculation of these scales only as O(N) , with a small quadratic cost which is insignificant for practical purposes. Details of this scheme will be presented in a future publication.48 Furthermore, it ignores the fact that in conventional KS calculations treatment of the Coulomb interactions (without fitting) requires the same twoelectron integrals as in HF (though once they have been constructed they contribute to fewer Fock matrix elements), the cost of which is O(N2> in the best case by conventional algorithms. Both HF and KS contain an Johnson, Gill, and Pople: Performance of density functional methods 5615
A. Atomic energies
The HF, MP2, and QCISD total atomic energies fall somewhat short of the most accurate values listed. This is primarily due to the limitations of the 6-3 lG* basis, which leads to HF energies significantly above the HF limit and which also recovers only a limited part of the correlation energy. In particular, very little account is taken of correlation energy involving the 1s core.
Density functional methods do purport to compute the whole correlation energy. It is worth pointing out, however, that KS energies are not variational with respect to the Schrodinger Hamiltonian, and hence are not guaranteed to lie above the exact values. (There does of course exist an analogous variational principle for the true KS ' eigenfunctions. ) Johnson, Gill, and Pople: Performance of density functional methods The B-LYP energies do approach the estimated precise values quite well. Errors, relative to the best values, range from 5 mhartree (H) to 57 mhartree (Ne) . However, this is partly due to error cancellation. For the Ne atom, the HF limit is approximately -128.5471 hartrees,56 so that the 6-31G* value is 73 mhartree too positive; the B-LYP correlation energy ( -405 mhartree), on the other hand, is 15 mhartree too negative.
The other functionals tested do not give satisfactory total energies. S-null fails to reproduce atomic energies of sufficient magnitude. B-null, which adds a gradient correction to S-null exchange, gives energies which are generally within a few mhartree of HF. B-VWN, while giving reasonable exchange energies, overestimates the correlation energy by using the free-electron gas approximation and hence gives total energies which are far too negative for every atom listed, illustrating the nonvariational character mentioned above. These functional deficiencies are well known.
B. Bond lengths
It has long been recognized that HF theory frequently gives bond lengths which are too short, while MP2, the simplest perturbation correlation theory, often gives values which are too long. Mean deviations for our data set are -0.011 and +O.OlO A, respectively. The performance of QCISD theory is comparabie to MP2 within this basis. The bond lengths by the various DFT methods are mostly too long, with some methods always giving long bond lengths. The mean deviations vary from +0.012 A for the S-VWN (LSD) functional to +0.036 A for B-null (HF exchange replaced by the Becke-88 functional). The simplest density functional (S-null or Hartree-Fock-Slater theory)0 gives long bond lengths with a mean error of +0.032 A. All three functionals with gradient-corrected exchange (Bnull, .B-VWN, and B-LYP) give bond lengths which are consistently long, while S-LYP is similar to S-VWN.
Some of our results parallel others already in the literature. Andzelm and Wimmeg4 (AW) have published an extensive study of equilibrium geometries with the S-VWN functional, using an orbital basis comparable to ours. (They also use additional basis sets to represent the density and exchange-correlation potentials.) They find, as we do, that single bonds between nonhydrogen atoms are too short, double bonds are approximately correct, and triple bonds are too long. This is true for C-C, C=C, and CrC, as also noted by Salahub et al. 58 Our. further results show that proceeding to the gradient-corrected B-LYP functional. (the most complete in our study) leads to carboncarbon lengths which are too long by about 0,Ol A.
'In common with AW, we find that bonds to hydrogen are usually too long at the S-VWN level by 0.01 to 0.02 A. This trend is apparently unaltered with the more elaborate gradient-corrected functionals such as B-LYP.
Carbon-oxygen bonds behave. similarly to carboncarbon. At the S-VWN level, single bonds are short, double bonds are good, and carbon monoxide is long, in agreement with AW. With the B-LYP functional, all become too long by 0.01 to 0.02 A. A similar pattern is shown by carbon-nitrogen bonds. Thus it appears that the B-LYP functional is fairly systematic in predicting bond lengths which are too long by a mean of 0.018 A at the 6-31G* basis level. However, we should note that a very recent study on a smaller molecular set by Handy and coworkers2' indicates that this overestimation is reduced if a larger orbital basis is employed.
C. Bond angles
Some general trends can also be discerned for bond angles, particularly the HOH angle in water, which is sensitive to the level of theory used. We find that all of the density functionals give values in the range 102X-103.6, somewhat below the HF value of 105.5" (AW report an S-VWN value of ld5.2', which differs significantly from our result, even though a comparable orbital basis was used; the reason for this discrepancy is not clear). Similar trends are found with singlet methylene, but other bond angles are fairly close to the HF values. This also applies to the dihedral twist angles in hydrazine and hydrogen peroxide.
D. Dipole moments
The dipole moments calculated with the various density functionals are often significantly in error, by amounts comparable to the errors for the conventional procedures HF, MP2, and QCISD. These discrepancies are most probably due to the deficiencies in the 6-31G* orbital basis set. For the lone-pair molecules NHs, H,O, and HF, theoretical dipole moments are too long by almost all methods. The theoretical values for ammonia, for example, are all in the narrow range 1,885-1.980 D, far above the experimental value of 1.47 D. On the other hand, for the more polar ionic species such as LiH and LiF, the theoretical values are all too small, both ab initio and DFT. This can probably be attributed to the failure of the 6-31G* basis to provide a satisfactory description of the incipient anions H-and F-. We note that Krijn and Fei15' have obtained a good S-VWN dipole moment for water using a large basis.
The density functional theories have some success in computing the sign of dipole moments with values close to zero, as already noted in the case of CO.5g HF theory gives incorrect directions for both CO and NO. The proper dipole direction is predicted by all of the DFT calculations, as it is by MP2 for both of these and by QCISD for NO. _
E. Vibrqtional frequencies
As noted earlier, the computed frequencies are harmonic and should properly be compared with harmonic experimental frequencies, deduced, where possible, from appropriate fundamentals and anharmonic corrections. Such data, where available, are displayed in the final column of Table IV. The observed fundamentals (usually lower frequencies) are listed for all of the molecules considered.
All of the density functionals are remarkably successful in reproducing the known fundamental frequencies. The HF results are well known to be systematically large, and the same is clearly true for MP2 and QCISD. However, the very precise agreement with observed fundamentals is somewhat fortuitous, since comparison with known harmonic frequencies shows that the DFT values are generally too low. QCISD gives results closest to the experi-Johnson, 'Gill, and Pople: Performance of density functional methods 5619 CH, ('4 mental harmonic frequencies. The DFT results are still quite good, with S-VWN, B-VWN, and B-LYP giving mean absolute errors less than MP2. The mean absolute error of S-LYP is essentially the same as that of MP2, while those of S-null and B-null are between HF and MP2. Certain particular failures should be noted. The frequency of the out-of-plane symmetric vibration of CH3 is found to be too low for all the DFT methods. The same is true for the three ab initio methods as well. For the umbrella motion of NH,, too high a value is found by all theoretical methods. For the I$ vibration of C,H,, all of the theoretical values except HF are too low.
Finally, we note that some of our results (for Nf, I?$,, and CO) have been obtained independently by Murray et aLz9 They have also used a larger basis for these molecules but found only small changes in the calculated frequencies.
F. Atomization energies
The atomization energies listed in Table V show a large variation with the theoretical method. The ab initio methods HF, MP2, and QCISD all give binding energies which are too low, primarily because of inadequate treatment of electron correlation. The functionals S-null and B-null also give binding energies which are generally too low. B-null, with a mean absolute error of 54.2 kcal/mol, is the worst performer among the DFT methods, better only than HF. The S-VWN and S-LYP functionals give binding energies which are almost always too large. The two functionals B-VWN and B-LYP, on the other hand, perform very well and give binding energies with a mean error (relative to experiment) close to zero.
The B-VWN functional is that used by Becke25 in his important recent paper on density functional thermochemistry. His numerical program (no orbital basis) actually uses the S-VWN density for a single calculation at the B-VWN level. This hybrid method is denoted B-VWN/S-VWN. He gave results for all of these compounds and others. He achieved an overall mean absolute error of 3.7 kcal/mol with a general tendency for the magnitudes to be too large. In general, our self-consistent B-VWN results show somewhat less binding than this, probably because of the limitations of the 6-31G* orbital basis.
The B-LYP binding energies listed in Table V where the constant a is taken as a parameter (not to be confused with a spin). Its derivatives are trivial, but for completeness we include them:
erally satisfactory, particularly when it is noted that they are associated with excellent total energies ( Table I) . The mean error is 1.0 kcal/mol and the mean absolute error is 5.6 kcal/mol. The molecules which are underbound at this theoretical level are the simple hydrides with lone-pair electrons (Hz0 and NH3, for example). Molecules with multiple bonds, together with H20, and Fz, on the other hand, tend to be overbound. Taken together, these two tendencies lead to a low mean error. It should be noted, however, that this is partly due to the fairly small basis set used. In other studies, we have examined the same set of molecules with a large basis [6-3 11 f G (3df ,2p) ] and have found, not surprisingly, that almost all theoretical bindings become larger whether the DFT energies are calculated post-HF3' or KS energies are used.60 The mean error in the latter case becomes 4.1 kcal/mol and the mean absolute error 5.2 kcal/mol. Thus, the overall conclusion is that B-LYP theory leads to some overbinding with a large basis, but the effect is ameliorated in this study by the use of 6-3 lG*.
(-1
The Becke gradient-corrected exchange functional" has the form B=p:'3dx,) +#g(xp,,
with In summary, we have presented the results of a systematic study of properties of small neutral molecules by a variety of DFT and ab initio methods. Since fully selfconsistent KS densities were obtained for all the DFT methods, local and gradient-corrected, without auxiliary fitting, direct comparison of the DFT and ab initio results is facilitated. Within the 6-3 lG* basis, the DFT geometries generally compare slightly less favorably with experiment than do the ab initio values. The theoretical dipole moments are in error by roughly comparable amounts by all nine methods, and are not satisfactory. DFT harmonic vibrational frequencies agree quite well with experimental fundamentals, and also with experimental harmonic frequencies for the systems where they are known. For atomization energies, the B-VWN and B-LYP methods gave excellent agreement with experiment and were in fact the only acceptable theoretical methods. For the various properties studied here, the B-LYP method is the DFT method with the best overall performance. 
a+,43 As previously mentioned, we use a transformed3' version of the Lee-Yang-Parr correlation functional.t9 The first-order arguments y are linear in this functional, so it may be written as 
Note that the pa correlation potential requires three of the second partial derivatives of the functional, Eqs. (A29 )-( A3 1) . These are necessary when computing such properties as molecular polarizabilities and harmonic vibrational frequencies analytically by DFT methods.61 This illustrates the convenience of the way the LYP functional is written in Eq. (A22).
APPENDIX B: FIRST DERIVATIVES OF THE QUADRATURE WEIGHTS
The weights WA; may be expressed as wAf= WiwA (rAi) e (Bl)
The Wi are simply the weights of the one-center quadrature formula and are independent of the nuclear configuration. The w,, as indicated, contain the explicit nuclear dependence. The definition of these is due to Becke,42 who gives a thorough discussion of the theory of the atomic partitioning scheme and a derivation of the weights; accordingly, we merely present the formulas we have implemented. Again, we point out that we have not considered Becke' s proposed "atomic size adjustments." The Becke weight of a point r with respect to nucleus A is PA(r) PA ( is an iterated function defined by
U34)
The arguments /LAB are the hyperbolic coordinates rAArB PABE-RAB ,
where rA and rs are the respective distances from r to nuclei A and B, and RAB is the A-B internuclear distance.
In Eqs. (B2)-(B6), P and p should not be confused with the prior usage of these for the density matrix and as a basis function index, respectively. We have closely followed Becke's notation42 here for consistency.
Having defined the Becke weights, we are now ready to differentiate them. The gradient of a weight WA with respect to its own nuclear center A has the most complicated form, since the grid points depend on RA through Eq. (5) and thus every individual s(p) in WA has a nonzero gradient. So, as when differentiating the functional values on the grid, these are avoided through use of translational invariance. In the following formulas, therefore, this special case has not been considered.
The result is where uA is a unit vector in the direction from the grid point to RA, and uAB is a unit vector in the direction from RB to RA. Johnson, Gill, and Pople: Performance of density functional methods
