We introduce and describe a Stata routine ivrobust implementing the test for weak instruments of Montiel Olea and Pflueger (2013) . ivrobust allows for errors that are not conditionally homoskedastic and serially uncorrelated. It extends the Stock and Yogo (2005) weak instrument tests available in ivreg2 and in the ivregress postestimation command estat firststage. ivrobust tests the null hypothesis that instruments are weak or that the estimator Nagar bias is large relative to a benchmark for both Two-Stage Least Squares (TSLS) and Limited Information Maximum Likelihood (LIML) with one single endogenous regressor. The routine can accommodate Eicker-Huber-White heteroskedasticity robust, Newey and West (1987) heteroskedasticity-and autocorrelation-consistent, and clustered variance estimates.
Introduction
This paper describes and summarizes the weak instrument test of Montiel Olea and Pflueger (2013) and introduces a new Stata routine ivrobust implementing this test. Weak instruments can bias point estimates and lead to substantial test size distortions (Nelson and Startz (1990) ; Stock and Yogo (2005) ). Departures from the homoskedastic serially uncorrelated framework are not only extremely common in practice but can also further bias estimates and distort test sizes when instruments are weak (Montiel Olea and Pflueger (2013) ). We provide a user-friendly routine for heteroskedasticity, autocorrelation, and clustering robust weak instrument tests. These tests apply to Two Stage Least Squares (TSLS) and Limited Information Maximum Likelihood (LIML) with one included endogenous regressor.
Under strong instruments, TSLS and LIML are unbiased. However, under weak instruments this is not the case. For overviews of the large literature on inference with potentially weak instruments see Stock et al. (2002) and Andrews and Stock (2006) . Staiger and Stock (1997) and Stock and Yogo (2005) proposed widely used pre tests for weak instruments under the assumption of conditionally homoskedastic, serially uncorrelated model errors. These tests reject the null hypothesis of weak instruments when the Cragg and Donald (1993) statistic exceeds a given threshold. Their test statistic reduces to the first stage F statistic in the case with a single endogenous regressor. The null hypothesis of weak instruments can either be defined in terms of estimator bias or test size distortions. The ivreg2 suite, described in Baum et al. (2007) and Baum et al. (2010) , implements the Stock and Yogo (2005) weak instrument test statistic and critical values for the case of conditionally homoskedastic, serially uncorrelated model errors.
Alternatively, Mikushva and Poi (2006) and Moreira and Poi (2003) provide the condivreg Stata command implementing confidence sets when instruments are potentially weak (Anderson and Rubin (1949) ; Kleibergen (2002) ; Moreira (2003) ; Andrews et al. (2007); Mikushva (2010) ). condivreg requires that reduced form errors are identically and independently distributed and conditionally homoskedastic. Andrews and Stock (2006) , Kleibergen (2007) , Antoine and Lavergne (2012) , Chao et al. (2012), and Hausman et al. (2012) discuss methods for inference when instrumental variables (IVs) are potentially weak and model errors are not conditionally homoskedastic and serially uncorrelated.
Practitioners frequently report the robust or non-robust first stage F statistic as an ad-hoc way of adjusting the Stock and Yogo (2005) tests for heteroskedasticity, autocorrelation, and clustering. However, Montiel Olea and Pflueger (2013) show that both the robust and the non-robust F statistics may be high even when instruments are weak. Baum et al. (2007) also emphasize that the Kleibergen and Paap (2006) ivrobust tests the null hypothesis that the estimator Nagar (1959) bias exceeds a fraction τ of a "worst-case" benchmark. This benchmark agrees with the Ordinary Least Squares (OLS) bias when errors are conditionally homoskedastic and serially uncorrelated. The test rejects the null hypothesis when the test statistic, the effective F statistic, exceeds a critical value. The critical value depends on the significance level α, and the desired threshold τ .
When data is known to be conditionally homoskedastic and serially uncorrelated, the effective F statistic is identical to the statistic proposed by Stock and Yogo (2005) . We can compare ivrobust critical values for the null hypothesis that the TSLS Nagar bias exceeds 10% of the benchmark to Stock and Yogo (2005) critical values for the null hypothesis that the TSLS bias exceeds 10% of the OLS bias. The ivrobust critical values with significance level 5% increase from 8.53 for three instruments to 12.27 for 30 instruments. By comparison, the corresponding Stock and Yogo (2005) critical values increase from 9.08 for three instruments to 11.32 for 30 instruments.
Linear IV with Potentially Weak Instruments
We consider the following standard linear IV setup with one endogenous regressor and K instruments. We write the linear IV model in reduced form:
Equation (1) denotes the reduced form second stage relationship. Equation (2) denotes the reduced form first stage relationship between the instruments and the endogenous regressor.
The econometrician wishes to estimate the structural parameter β, while Π ∈ R K denotes the vector of unknown first stage parameters. γ 1 and γ 2 denote the vector of coefficients on the included exogenous regressors.
The econometrician observes the outcome variable y s , the endogenous regressor Y s , the vector of K instruments Z s and the vector of L included exogenous regressors X s for s = 1, ..., S. The unobserved reduced form errors have realizations v js , j ∈ 1, 2. We stack the realized variables in matrices y ∈ R S , Z ∈ R s×K and v j ∈ R S , j ∈ {1, 2}.
Two Stage Least Squares (TSLS) and Limited Information Maximum Likelihood (LIML)
estimators depend on realized variables only through their projection residuals with respect to X. Saving notation, from now on we let y, Y, and v j , j = 1, 2 denote their projection errors onto X. For instance, we replace the included endogenous regressor
where M X = I S − X(X X) −1 X . We also normalize the vector of instruments Z such that Z Z/S = I S , which again leaves TSLS and LIML estimators unchanged.
Denote the projection matrix onto Z by P Z = Z Z/S and the complementary matrix by
The Limited Information Maximum Likelihood (LIML) estimator of β is:
where k LIM L is the smallest root of the determinantal equation
The robust weak instrument pre test relies on two additional key assumptions. We model weak instruments by assuming that the IV first stage relation is local to zero, following the modeling strategy in Staiger and Stock (1997) . Intuitively, the vector of first stage coefficients is small in magnitude relative to the sample size.
We make high-level assumptions about the variances and covariances of the reduced form residuals and the residuals interacted with the vector of instruments.
Assumption HL. (High Level)
The following limits hold as S → ∞.
1.
3. There exists a sequence of positive definite estimates { W(S)}, measurable with respect
Testing Procedure
ivrobust tests the null hypothesis that instruments are weak. When the null hypothesis is rejected, the econometrician can conclude that instruments are strong and proceed using standard inference.
Montiel Olea and Pflueger (2013) use the standard Nagar (1959) methodology to obtain a tractable proxy for the asymptotic estimator bias. They benchmark the TSLS Nagar bias
. Intuitively, the benchmark BM captures the "worstcase" situation when instruments are completely uninformative and when first-and secondstage errors are perfectly correlated. It is also a natural extension of benchmarking against the Ordinary Least Squares bias when reduced form errors are conditionally homoskedastic, serially uncorrelated as in the tests proposed by Stock and Yogo (2005) .
Under the weak instrument null hypothesis, the Nagar bias exceeds a fraction τ of the benchmark for at least some value of the structural parameter β and some direction of the first stage coefficients Π. On the other hand, under the alternative, the Nagar bias is at most a fraction τ of the benchmark for any values for the structural parameter β and for any direction of the first stage coefficients Π.
The robust weak instrument test rejects the null hypothesis of weak instruments when the test statistic, the effective F statistic F ef f exceeds a critical value. In the just-identified case with one instrument, the effective F statistic equals the robust F statistic, but in general it differs from both the non-robust and the robust F statistics. The critical value c depends on the significance level α, the desired threshold τ , the estimated variance-covariance matrix W , and on the estimator (TSLS or LIML). Both a generalized and a simplified conservative critical value are available for TSLS.
3 Stata Implementation 1. ivrobust uses the Stata 10 built in gmm routine to estimate the moment restrictions
(1) and (2) , whereω 2 is the consistent estimate of ω 2 .
3. ivrobust computes the non-centrality parameter x and the effective degrees of freedom K ef f . This step requires maximizing the ratio of the Nagar bias divided by the benchmark over all values of the structural parameter β and all directions for the first stage coefficients Π. As shown in Montiel Olea and Pflueger (2013), this step reduces to a numerical maximization over the real line and ivrobust implements it using the Stata 10 built in function optimize. 
Syntax
by, and xi are allowed; see [U] 11.1.10 Prefix commands.
Options
indepvars specifies the included exogenous regressor. The default is to include a constant term.
level specifies the confidence level. The default is level(0.05) and alternative permitted options are level(0.01) and level(0.10).
eps specifies the input parameter for the Nelder-Mead optimization technique. Its default value is set to 10 −3 .
The weak instrument test can adjust for a variety of violations of conditionally homoskedastic, independent, identically distributed model errors. By default, ivrobust uses an estimate of the variance-covariance matrix that is not adjusted for any such violations
The options for the variance-covariance matrix of errors are:
1. robust estimates an Eicker-Huber-White heteroskedasticity robust variance-covariance matrix.
2. cluster(varname) estimates a variance-covariance matrix clustered by the specified variable.
3. bw(#) estimates a heteroskedasticity and autocorrelation-consistent variance-covariance matrix computed with a Bartlett (Newey-West) kernel with # lags.
Remarks
ivrobust uses GMM to estimate a linear regression of depvar onto indepvars and endogvar using varlist IV and indepvars as instruments for endogvar. ivrobust follows a syntax similar to that of ivreg2.
ivrobust reports the effective F statistic. It reports generalized TSLS and LIML critical values for threshold values τ ∈ {5%, 10%, 20%, 30%}.
Montiel Olea and Pflueger (2013) 
Example
We demonstrate the use of ivrobust using the data set of Campbell (2003) and Yogo (2004) .
The IV setup is identical to that in Table 2A 
