Abstract. Spatial Pyramid Matching (SPM) and its variants have achieved a lot of success in image classification. However, the process of extraction of SIFT descriptors may cause texture information loss under the SPM framework. In addition, traditional Grey Level Co-occurrence Matrices (GLCM) method does not consider the spatial relationship of raw pixels. In this paper, to solve the issues, an improved GLCM method are proposed, which enhances the performance of original GLCM method for image texture feature representation. Firstly, the original images are subdivided to increasingly fine sub-regions and a weighted vector is generated by GLCM method inside each sub-regions. Secondly, the weighted vector of each sub-regions and the SIFT descriptors are concatenated. Thirdly, the descriptors are encoded by using the technique of sparse coding and the final features are obtained by max pooling. Finally, the features are fed to kernel classifiers to evaluate the effectiveness of our method. Comprehensive experimental results reveal that our method achieves comparable classification accuracy compared to the previous methods.
Introduction
Image classification is a challenging problem, which is an important aspect of computer vision. In recent years, plenty of works have been proposed to obtain a high accuracy in image classification and the majority of works focused on generating image feature descriptors, such as Scale-Invariant Feature Transform (SIFT) [1] , Histograms of Oriented Gradient (HOG) [2] , etc. In addition, many image representation models have been proposed in image classification, such as Part-based model [3] , Bag-of-Features (BoW) model [4] , etc.
Although BoW model has been achieved a good performance for image classification, it also has obvious shortcoming that the spatial relations among neighboring local features are neglected. In view of this, to overcome the drawback, Lazebnik et al. [5] proposed a Spatial Pyramid Matching Kernel (SPM) model, which are the extension of the BoW model to solve the problem by repeatedly subdividing the original image and concatenating the computed histograms of local features. SPM model has been widely used as a feature enhancing technique that encodes scale-invariant characteristics into the feature space in an attempt to deal with the attenuation of spatial information. Yang et al. [6] proposed an effective approach (referred to as ScSPM) by replacing k-means vector quantization (VQ) with sparse coding followed by multi-scale spatial max pooling, and proposed a linear SPM kernel based on SIFT sparse codes. Because of the remarkable success on the ScSPM model, more and more extended approaches have been put forward to improve the classification accuracy in image classification. However, some important features are ignored in the process of extraction of SIFT features.
As an essential attribute of ordinary image, texture is used to describe an object's surface roughness, regularity and directional, etc. In the recent years, abundant works focus on the extraction and usage of texture feature, some approaches [7, 8] applied the texture-based descriptors into writer identification and obtain a high accuracy. The descriptors extracted by GLCM algorithm obtain a powerful description of image, but the relation of the raw pixels and the change of gray value are neglected in the algorithm. Hence a new and efficient approach is proposed under spatial pyramid matching framework. Firstly, the original images are divided into a sequence of increasingly finer grids on each image layer before the texture feature was extracted by GLCM and the weight of each layer is assigned by the validation followed by the normalization of texture feature. Secondly, the final descriptors are derived by concatenating the complementary spatial texture feature extracted and sift descriptors. Finally, the ScSPM model is adopted to evaluate the effectiveness of our proposed method.
The structure of the rest of this paper is organized as follows. First, the ScSPM model is briefly described in Section 2. In Section 3, our proposed techniques are illustrated in detail. After the experimental results are reported in Section 4, the conclusive remarks are drawn in Section 5.
Preliminaries
Our method is derived from the ScSPM [6] model, which is one of the most efficient approaches for image recognition. It contains feature descriptor extraction, sparse coding, spatial pooling and classification. At the first, the feature descriptor of original image is extracted by SIFT [1] algorithm. Then, the step of sparse coding and spatial pooling is conducted respectively. At the final step, linear classifier is adopted for image classification.
Texture is the important global property of an image, Haralick et al. [9] defined fourteen textural features derived by GLCM, which are given by
(
where L is the gray level of image, i and j are the gray value of pixel. d denotes the relationship between two pixels, which decide the distance and direction of pixels. After the normalization of GLCM, Angular Second Moment, Contrast, Correlation and the rest eleven textural features are calculated as raw texture features. Then, the textural features t are given by
where t i is the corresponding features generated by GLCM, s is the dimension of texture features of each patch. These texture features are efficient in image texture representation.
Proposed Method
Although traditional GLCM method has the extraordinary effectiveness in the texture feature representation, it lacks the spatial distribution of image features in the space of image. In this paper, an improved GLCM method is proposed to improve the expression of texture, which divides the original image into a sequence of increasingly finer grids on each image layer. The method is similar to the SPM method, which uses the three layers because of the huge vector. In this work, the number L(l) of patches in each layer l is 1, 4, 9 and the weight ω of each layer is assigned by the validation in the next experimental section. The weighted texture features t p of each patch on each layer are given by 
where ω l is the weight of each layer l, t i is the corresponding features generated by GLCM and s is the dimension of texture features of each patch. Then all the features of each patch on each layer are concatenated to form one feature vector. After the generation of textural features, the incorporation of texture features and SIFT features is executed. There are many effective method were proposed in feature fusion. Fernando et al. [10] proposed a feature fusion algorithm based on logistic regression, which takes the advantage of the different cues on different features. Zheng et al. [11] proposed a query-adaptive late fusion method for image search and person re-identification. In this paper, a similar method [12] is adopted to incorporate the texture features with SIFT features. The weight of each patch on each layer l is denoted by
where t i is one of the textural features of each patch on each layer, i = 1, 2, … , s, s is the dimension of texture features of each patch. After the weighting, the weighted texture features of each patch on each layer are denoted by
At the final stage, the feature descriptors are denoted by
where D is a set of SIFT features, M is the size of D. T i is the weighted texture features of each patch on each layer and n is the number of patches on all layers. After the step of encoding and summarization, the discriminative features are obtained. Finally, the images are classified by putting the features into multi-class linear support vector machine (SVM).
Experimental Works
To evaluate the effectiveness of the presented method in this paper, a number of experiments are designed in this experiment section. In the experiments, the ScSPM [6] model is followed for image representation. The codebook size is fixed as 1024 and the bigger original images are rescaled as 300 pixels. All the images were preprocessed into gray scale. The SIFT descriptors were extracted from 16×16 pixel patches which were sampled from each image on a grid with stepsize 8 pixels. Then, the sparse coding and max spatial pooling are conducted in turn. The weight of each layer is assigned by the validation in this section. The experimental process was repeated for 10 times to obtain the averaged accuracy and standard deviations. The average of per class accuracy rates were recorded for each run. And the final results are reported by the averaged accuracy and standard deviations.
Our method is conducted on the 15-Scenes dataset and Caltech256 dataset which consist of the gray images of 15 classes and 256 classes, respectively. In order to make a fair comparison with the previous methods, 100 images per class are randomly chosen for classifier training on the 15-Scenes dataset, 15, 30, 45 and 60 images per class are randomly chosen for classifier training on the Caltech256 dataset. Then the performance is evaluated by choosing different weight sets to find the contribution of each layer. Fig. 1 and Fig. 2 show the results on the different weights of each layer. As shown in Fig. 1 and Fig. 2 , they both obtain the best performance on 15-Scenes dataset and Caltech256 dataset when the weight of each layer is fixed with 1, 4, 9, respectively. From Fig. 1 and Fig. 2 , we can see the finer sub-layer has a greater contribution to the presentation of image compare to the coarser layers. Finally, the effectiveness of our method is evaluated in comparison with the previous methods by using our result which the weight of each layer is fixed with 1, 4, 9, respectively. Detailed comparison results are shown in Table 1 and Table 2 . As shown in Table 1 , LScSPM [15] achieve high accuracy on the 15-Scenes dataset because of the using of a histogram intersection based kNN method to construct Laplacian matrix, which can well characterize the similarity between the local features. Except LScSPM, it is obvious that our method achieves comparable results. As shown in Table 2 , S 
Summary
In this paper, a new image classification method is proposed based on Spatial Pyramid Matching Framework, which incorporates the improved spatial texture features into the SIFT features. Experiments verify that our method achieves a better performance on the 15-Scenes dataset and Caltech256 dataset. However, it is computationally inefficient to choose an appropriate weight by using validation in this paper. Therefore, we will focus on the work in the future, which takes advantage of an efficient method for learning weights instead of the fixed weights.
