There has been an increasing interest in reducing the computational cost to develop efficient deep convolutional neural networks (DCNN) for real-time semantic segmentation. In this paper, we introduce an efficient convolution method, Spatio-Channel dilated convolution (SCDC) which is composed of structured sparse kernels based on the principle of split-transform-merge. Specifically, it employs the kernels whose shapes are dilated, not only in spatial domain, but also in channel domain, using a channel sampling approach. Based on SCDC, we propose an efficient convolutional module named Efficient Spatio-Channel dilated convolution (ESC). With ESC modules, we further propose ESCNet based on ESPNet architecture which is one of the state-of-the-art real-time semantic segmentation network that can be easily deployed on edge devices. We evaluated our ESCNet on the Cityscapes dataset and obtained competitive results, with a good trade-off between accuracy and computational cost. The proposed ESCNet achieves 61.5 % mean intersection over union (IoU) with only 196 K network parameters, and processes high resolution images at a rate of 164 frames per second (FPS) on a standard Titan Xp GPU. Various experimental results show that our method is reasonably accurate, light, and fast.
of parameters and are noticeably slow to use for real-time tasks. Although the computational resources have been developed, many recent real-world applications that use embedded devices, e.g., autonomous driving, augmented reality, and intelligent surveillance, still require light-weight networks to perform real-time data processing. Therefore, there has been an increasing interest in reducing the computational cost to develop efficient networks for real-time semantic segmentation.
Currently, state-of-the-art networks for real-time semantic segmentation highly employ the principle of convolution factorization, which aims to decompose a standard convolution into smaller, more efficient convolutions to reduce computational cost. ENet [10] , ERFNet [11] , and EDANet [12] exploit asymmetric convolutions [10] , [13] , whereas Con-textNet [14] and BiSeNet [15] employ depthwise separable convolutions [16] , [17] in their networks.
In addition, ESPNet [1] which can be easily deployed on edge devices, effectively decomposed a standard convolutional kernel into small kernels using a 1×1 convolution (also called pointwise convolution in [17] ) and multiple dilated convolutions with different dilation rates. It has shown a good trade-off between accuracy and inference speed, with much fewer network parameters than the above-mentioned state-of-the-art methods. Moreover, ESPNetv2 [18] further improved its efficiency using depthwise separable convolutions [16] , [17] . Fundamentally, their methods are based on the feature re-sampling approach, which uses an input feature map multiple times with different pooling rates [3] , [19] or kernel sizes [5] for learning the representations. More specifically, in each layer, they reduce the dimension of the input feature map using pointwise convolution, and then repeat dilated convolution operations for this low-dimensional feature map with different dilation rates. However, even though they re-sample the low-dimensional feature map, their feature re-sampling approach is still computationally expensive in itself because it uses all channels of the feature map for multiple times. Here, M and N represent the numbers of the input and output channels, respectively. DConv-n represents n × n dilated convolutional layer that is denoted as (# input channels, # output channels, and a dilation rate). r t represents the dilation rate for the t -th group.
To deal with this problem, we propose an efficient convolution method, Spatio-Channel dilated convolution (SCDC) (see Fig. 2 (c) and Fig. 3 ), which exploits multiple sparse dilated convolutions without repeatedly using all the channels of input feature map; rather, it uses only a fraction of the channels for each dilated convolution which has different size of receptive fields. Thus, it can simultaneously reduce the computational cost and exploit the convolutional kernels that have varying effective receptive fields. It is so named because [1] . Here, Conv-n and DConv-n represent n × n standard and n × n dilated convolutional layers, respectively. Each convolutional layer is denoted by (# input channels, # output channels, and a dilation rate). The dilatation rates of each module are r k = 2 k , where k ∈ [0, K − 1] for the ESP module, and r t = 2 t , where t ∈ [0, T − 1] for the ESC module. K represents the dimension reduction factor and T represents the channel sampling rate. HFF represents the hierarchical feature fusion adopted in [1] for degridding.
it uses kernels whose shapes are dilated not only in spatial domain, but also in channel domain. In other words, it is composed of sparse dilated convolutions, each of which uses specific channel-indexed feature map. To select the channel indices of the feature map, we use a channel sampling approach. With channel sampling rate T , we design T different kernels, each of which has a different spatial dilation rate, and then uses the channel indices that do not overlap the other kernels.
With the proposed SCDC, we propose an efficient convolutional module, Efficient Spatio-Channel dilated convolution (ESC) as shown in Fig. 4 (a). Inspired by ESPNet [1] architecture, we further propose an efficient network, ESCNet. Unlike the typical vision algorithms that are comprised of several steps, such as preprocessing [20] and feature clustering [21] , we propose the end-to-end semantic segmentation framework. As shown in Fig. 1 , our proposed ESCNet generates reasonably accurate results at a significantly fast speed with extremely fewer network parameters than other state-of-theart methods.
The main contributions of our work are summarized as follows:
1) We propose an efficient convolution method, SCDC, which uses structured sparse kernels with different spatial dilation rates to efficiently enlarge the effective receptive field, and reduces computational complexity using a regular channel sampling approach. 2) We propose a novel convolutional module, ESC, which takes advantage of SCDC. Using ESC modules, we design ESCNet, based on the ESPNet [1] architecture, for real-time semantic segmentation. 3) We achieve competitive results on the Cityscapes [8] test set. With the proposed ESCNet, which has only 196 K parameters, we obtain a 61.5% mean intersection over union (IoU) with a speed of 164 FPS. It is reasonably accurate, light, and fast.
II. RELATED WORK A. ENCODER-DECODER ARCHITECTURE
Most DCNN models perform convolutions followed by a pooling operation to expand the receptive field and learn strong feature representations which have rich semantic information. However, because of the pooling operations, there are inevitable loss of spatial information, especially for boundaries of small and/or sharp objects in the original input image. To recover the spatial information, early works [22] [23] [24] designed the encoder-decoder architecture. Inspired by the achievements of these early works, many recent methods [3] , [4] , [7] adopted the encoder-decoder architecture to combine spatial and semantic information.
B. EFFICIENT SEMANTIC SEGMENTATION METHODS
Recent state-of-the-art DCNN based methods for efficient semantic segmentation adopt various efficient convolution methods, e.g., dilated convolutions [25] , [26] , group convolutions [27] , [28] , depthwise separable convolutions [16] , [17] and asymmetric convolutions [10] , [13] .
1) DILATED CONVOLUTION
A large receptive field is crucial for obtaining high-level abstract semantic information, which is directly related to accurate results in semantic segmentation. Deepening the depth of network, and employing a large size kernel, or downsampling the feature map can help enlarge the effective receptive field of the network. However, most of these methods require extra parameters which increase computational cost, or suffer from loss of the spatial information of the feature. To remedy these problems, [25] , [26] proposed dilated convolution (also called atrous convolution in [26] ). Dilated convolution [25] , [26] is a special form of standard convolution that effectively enlarges the receptive field without introducing extra parameters and computational cost. In addition, compared with the standard convolutional layer that has the same size of receptive field, the dilated convolutional layer effectively reduces computational cost. Therefore, dilated convolution has been adopted in many recent state-of-the-art methods [1] , [10] [11] [12] , [18] , [29] [30] [31] for efficient semantic segmentation.
Although the conventional dilated convolution can reduce computational complexity, it is restricted only in spatial domain. Meanwhile, the proposed SCDC can reduce computational complexity, not only in spatial domain, but also in channel domain.
2) GROUP CONVOLUTION
To reduce the computational cost and eliminate redundancy, group convolution [27] , [28] is also widely used in many computer vision tasks including efficient semantic segmentation [18] , [31] . Group convolution is composed of structured sparse kernels and greatly reduces the computational cost. However, if multiple group convolutional layers are stacked together, a certain channel of output feature map is only derived from a small fraction of the input channels [32] . Because this property obstructs information flow between channel groups, it weakens representation of the feature map.
To address this issue, recent works [32] [33] [34] [35] [36] permute the divided groups of feature map (also called channel shuffle in [32] , [33] ) after group convolution operations. When they operate group convolutions or permutations, they separate groups with successive channels. In contrast, the sparsecomplementary convolution [37] exploits two structured sparse kernels that use even and odd indexed channels respectively.
These works, however, exploit the same size of receptive field for each kernel. Because scene images usually contain objects of various sizes, networks with fixed-size of receptive fields for scene parsing often produce inconsistent predictions for large objects, and omit small objects [38] . Meanwhile, the proposed SCDC uses structured sparse kernels with various sizes of receptive fields for specific indexed channels.
3) DEPTHWISE SEPARABLE CONVOLUTION
Recent state-of-the-art efficient networks for image classification, e.g., MobileNets [17] , [39] , and ShuffleNets [32] , [33] exploit depthwise separable convolutions [16] , [17] which factorize a standard convolution into depthwise and pointwise convolutions. In other words, they replace n × n convolution with a sequence of n×n depthwise convolution and pointwise convolution. References [16] , [17] have shown the efficiency of the depthwise separable convolutions for effectively reducing the computational cost. Likewise, the depthwise separable convolution is also adopted in various efficient networks [14] , [15] , [18] for semantic segmentation task.
4) ASYMMETRIC CONVOLUTION
ENet [10] , ERFNet [11] , and EDANet [12] employ asymmetric convolutions [10] , [13] which factorize a standard two-dimensional convolution into two consecutive onedimensional convolutions to reduce the computational cost. In other words, they replace an n × n convolution with a sequence of n × 1 and 1 × n convolutions.
Aside from the above efficient convolution methods, Con-textNet [14] , BiSeNet [15] , CGNet [29] , and ICNet [30] use efficient multi-paths or branches in a light-weight network to extract various features that have different spatial, contextual, and scale information.
III. OUR APPROACH
In this section, we describe the concept of our proposed SCDC, as illustrated in Fig. 2 (c) and Fig. 3 . Then we introduce our proposed ESC module in detail. Furthermore, we illustrate the proposed ESCNet with the ESC modules. Finally, we elaborate on its effectiveness for reducing computational complexity and enlarging the receptive field compared to other convolution methods.
A. SPATIO-CHANNEL DILATED CONVOLUTION
Generally, a dilated convolutional layer [25] , [26] with a convolutional kernel W ∈ R N ×M ×n×n transforms an input feature map X ∈ R M ×A in ×B in into an output feature map Y ∈ R N ×A out ×B out , where M and N represent the number of input and output channels, respectively. n represents the height and width of the kernel. Moreover, A in and B in and A out and B out represent the height and width of the input and output feature maps, respectively. With a stride of one and padding, the conventional dilated convolution operation with dilation rate r produces an output feature value Y (p, k, l) which is at the spatial location (k, l) in the p-th channel of Y as follows:
are the indices for the channels of the input and the output feature map, respectively. i ∈ [− n 2 , − n 2 + n − 1] and j ∈ [− n 2 , − n 2 + n − 1] are the indices along the height and width directions of kernel W . For ease of presentation, the biases are omitted.
As shown in Fig. 2(b) , the conventional dilated convolution operation saves computational cost in spatial domain; however, it uses all channels of input feature map. To further reduce the computational cost in channel domain, we sample the input feature map in channel domains, as well as spatial domains. As shown in Fig. 2 (c), we use only specific channels of the input feature map for a dilated convolution. Since other channels of the feature map do not affect the selected channels, this is equivalent to collecting the selected channels from the feature map and then operating conventional dilated convolution with corresponding kernel.
To select specific channels for a dilated convolution, we use a regular sampling operation in the channel axis with sampling rate T , which is an integer divisor of M . Using the regular sampling approach, we can generate a set of selected channel indices of the input feature map C, and collect the corresponding feature values of the selected channels. Then, we generate T different sets that do not overlap each other to separate the input feature map into T different feature map groups (split). A t-th set of selected channel indices C t can be defined as follows:
where m ∈ [0, M −1] is the channel index of the input feature map, t ∈ [0, T − 1] is the index of the selected feature map groups, and mod is a modulo operation.
Using the selected channel indices in C t , we extract X t from X by collecting the selected channels from X, as follows:
where X(m, ·, ·) is the m-th channel feature values of X, and
T ×n×n with spatial dilation rate r t . We assume r t is an integer and is a function of t. Next, we obtain the t-th output feature map group Y t ∈ R N T ×A out ×B out through the conventional dilated convolution operation using X t and W t (transform). The output feature value Y t (p , k, l), which is at the spatial location (k, l) in the p -th channel of Y t is computed as
where c ∈ [0, M T − 1] and p ∈ [0, N T − 1] are the indices for the channels of X t and Y t , respectively. i and j are the indices along the height and width directions of the kernel W t . Finally, we obtain an output feature map Y ∈ R N ×A out ×B out by concatenating all Y t along the channel axis (merge), as follows:
where ⊕ represents an operation to concatenate feature maps in the channel axis. This SCDC mechanism is illustrated in Fig. 3 .
B. ESC MODULE
Now, we propose a new efficient module, ESC that takes advantage of SCDC. The proposed ESC module is based on the principle of reduce-split-transform-merge similar to [1] to reduce the computational complexity. As shown in Fig. 4(a) , the ESC module replaces a standard convolution with a pointwise convolution and SCDC.
The ESC module first reduces the dimension of the input feature map using a pointwise convolution [1] with dimension reduction factor K . Here, we assume that K is an integer to make N K as an integer in our experiments. The input feature map with M channels is reduced to d 1 channels after a pointwise convolution, where d 1 is defined by d 1 = N K (reduce). Then, the ESC module performs SCDC with the dimensionreduced feature map (split-transform-merge). Here, channel sampling rate is T and the dilation rate is r t = 2 t for each t-th group, where t ∈ {1, 2, ..., T }.
In SCDC, the dimension-reduced feature map with d 1 channels are separated into T groups with d 2 channels, where
As a result of T parallel dilated convolutions in SCDC, T feature map groups are individually transformed into feature maps with d 3 channels, where d 3 = N T . The final output feature map with N channels is generated by concatenating these T feature map groups along the channel axis.
C. ESCNet
We propose ESCNet for real-time semantic segmentation based on ESPNet [1] architecture with ESC modules. Our architecture is fully depicted in Fig. 5 and Table 1 . It is a fully convolutional network [2] of encoder-decoder architecture, utilizing both spatial information from the low level features and semantic information from the high level features.
The encoder part is structured with the ESC modules to extract semantic information. The hyper-parameter α l is the number of the ESC modules stacked together to control the depth of the network, where l is the spatial level of the network; ESC ×α l means that α l number of ESC modules are stacked together. The spatial size of the input feature maps, which are fed into these stacked modules, is 2 l times smaller than the original input image.
We concatenate downsampled original images and intermediate feature maps to improve the information flow. Because the downsampling operations are performed in the red colored layers of the encoder, as shown in Fig. 5 , the output of the encoder has 1 8 times smaller spatial size than the original input image. To perform downsampling, we replaced a pointwise convolution in the proposed ESC module by a standard convolution with 3 × 3 kernel size and a stride of 2. Following [1] , we set α 2 = 2 and α 3 = 8.
The decoder part, has much fewer parameters than the encoder network. When it performs upsampling and convolution operations, it combines high-level features with lowlevel features, which have enough semantic information and rich spatial information, respectively. We use the transposed convolution with 2 × 2 kernel size and a stride of 2 as the deconvolution. Because the upsampling operations are performed in the green colored layers of decoder, as shown in Fig. 5 , the segmentation mask, which is the output of the decoder, has the same spatial size as the original input image. VOLUME 7, 2019 FIGURE 5. Illustration of our proposed ESCNet. Here, Conv-n represents n × n convolution and DeConv represents transposed convolution. The red and green boxes represent the layers responsible for downsampling and upsampling feature maps, respectively. We denote each module as (# input channels, # output channels), and C as the number of classes to predict. Comparison of different convolution types. Here, M and N represent the number of input and output channels, respectively, and n represents the height and width of the convolutional kernel. g and T represent the number of groups for the group convolution [27] , [28] and the channel sampling rate in SCDC, respectively. Table 2 shows a comparison of the different types of convolutions and the proposed SCDC. The number of parameters of both n × n standard convolutional layer and n × n dilated convolutional layer is M · N · n 2 . Here, M and N represent the number of input and output channels, respectively. When we operate dilated convolution with dilation rate r, the effective receptive field is n r × n r , where n r = (n − 1) · r + 1. While conventional dilated convolutions only reduce computational complexity in spatial domain, SCDC can reduce computational complexity in both spatial domain and channel domain.
IV. COMPARISON OF COMPLEXITY
Because SCDC separates the input feature map into T groups and operates different dilated convolutions, it can be thought as a type of group convolution [27] , [28] . Although the parameters of SCDC and the group convolution with T groups are equal to M ·N ·n 2 T , the effective receptive field of SCDC is larger than that of the group convolution, because SCDC efficiently exploits multiple dilated convolutions.
Another difference between SCDC and the conventional group convolution is the channel shuffle operation. If multiple group convolutional layers are stacked together, outputs from a particular group are only related to the inputs within Here, M and N represent the number of input and output channels, respectively, and n represents the height and width of the convolutional kernel. K and T represent the dimension reduction factor and the channel sampling rate, respectively. the group. This property weakens representation because it blocks information flow between different channel groups. However, SCDC automatically avoids this property by using a channel sampling operation that regularly samples feature maps from other channel groups. In other words, the channel sampling operation in SCDC has the effect of a channel shuffle.
Because the proposed ESC module is inspired by the ESP module [1] , which is based on reduce-split-transformmerge strategy, they have some similarities. Both reduce the dimension of the input feature maps with factor K , and split for different dilated convolutions in parallel. Because both modules exploit dilated convolutions, they have larger effective receptive fields than the standard convolutional layer. The ESP module has convolutional kernels with dilation rate r = 2 k , k ∈ [0, K − 1]. The proposed ESC module has convolutional kernels with dilation rate r = 2 t , t ∈ [0, T −1]. When the ESP module and ESC module use n × n dilated convolutional kernels, their effective receptive field sizes are [(n − 1)2 K −1 + 1] 2 and [(n − 1)2 T −1 + 1] 2 , respectively. However, unlike the ESP module, our ESC module does not repeatedly use all channels of the feature map for multiple dilated convolutions. The ESC module samples the regular channels with sampling rate T , so that it separates T different feature map groups from the original feature map. Then, it feeds each feature map group into the corresponding dilated convolutional layer which is a function of the group index t.
Because of the above efficient method, ESC module can reduce the number of parameters further than that of the ESP module without severe degradation of accuracy. The ESP module has MN K + (Nn) 2 K parameters; however, ESC module has MN K + (Nn) 2 KT parameters. Compared to the standard convolutional layer, ESC module reduces the number of parameters by a factor of n 2 MKT MT +n 2 N . Moreover, compared to the ESP module, the ESC module reduces the number of parameters by a factor of (M +n 2 N )T MT +n 2 N . A comparison of both modules is provided in Table 3 .
V. EXPERIMENTS
In this section, we evaluate our ESCNet on the Cityscapes [8] and CamVid [40] , the challenging road scene understanding datasets. Firstly, we describe the details of the datasets, the implementation of our method, and the evaluation metrics. Then, we perform a series of ablation studies on our ESC module to validate its effectiveness and identify an efficient design. Finally, we report our competitive evaluation results and compare them with other state-of-the-art methods on the Cityscapes and CamVid test set.
A. DATASET

Cityscapes:
The Cityscapes dataset [8] is a large scale dataset for semantic segmentation on urban traffic scene understanding. It consists of 5000 finely annotated high-resolution (2048×1024) images; this includes 2975 images for training, 500 images for validation and 1525 images for testing. Each pixel of these images is annotated into pre-defined 19 classes. Although another 20,000 coarse annotated images are available, we only used the fine annotated images for training in our experiment. We evaluated our results for the test set using the Cityscapes online servers.
CamVid: We also evaluated our ESCNet on the CamVid dataset [40] , which contains images extracted from high resolution video sequences with size of 960 × 720. As many other prior works, we adopt the split of Sturgess et al. [41] , which divided the dataset that includes 11 semantic classes into 367 images for training, 100 images for validation, and 233 images for testing. Following [22] , we downsampled the images to 480 × 360 before training and testing.
B. IMPLEMENTATION DETAILS
We trained our networks using Pytorch with CUDA 9.0 and cuDNN v7 back-ends with a single NVIDIA Titan Xp (Pascal) GPU with 3840 CUDA cores. We also used an NVIDIA Titan X GPU (3584 CUDA cores) for testing to compare with other state-of-the-art networks under the same environment.
Almost all of our training strategies follow [1] . We did not use any extra dataset for pretrain, e.g., ImageNet [42] . We trained the encoder first and then trained the full network, after attaching a light-weight decoder to the trained encoder. ADAM optimization [43] was used with a weight decay of 0.0005. We initialized the network parameters using He initialization [44] . We adopted batch normalization [45] and PReLU [44] activation function, which followed all layers except the Conv-1, and the last DeConv layer in the decoder as shown in Fig. 5 . We adopted the poly learning rate strategy inspired by [5] , [46] for training, where the learning rate lr is defined as
where lr init , epoch max and power represent the initial learning rate, the number of total epochs, and the power of the polynomial, respectively. We set lr init = 0.0005, epoch max = 500, and power = 0.9. To address the class imbalance, we used the inverse class weighting scheme [1] , [10] , [11] in the crossentropy loss function. To enlarge the dataset, we adopted standard data augmentation strategies, e.g., scaling, cropping and flipping. Our network was trained and tested on 1024 × 512 images that were downsampled by two for the Cityscapes dataset. Hence, we upsampled the output feature map using bilinear interpolation to 2048 × 1024 for evaluation on the Cityscapes online servers.
C. EVALUATION METRICS
We evaluated our model using standard strategies to measure network performance, e.g., segmentation accuracy, computational complexity, and network size. For the segmentation accuracy, we evaluated with the mean IoU (Intersection over Union), class-wise IoU, category-wise IoU as metrics. Furthermore, following [22] , we also report our results using the global accuracy, class average accuracy, and boundary F1 score (BF) [47] . For the computational complexity, we evaluated both floating-point operations per second (FLOPs) and frames per second (FPS) for the inference speed. The inference speed is a direct metric; however, it could differ depending on the software and hardware environments. Hence, although FLOPs is an indirect metric [33] , it is widely used for approximation. For the network size, which is the amount of required storage space, we measured the number of network parameters, which is directly connected to the network size.
D. ABLATION STUDY 1) CHANNEL SAMPLING OPERATION
Firstly, we evaluated the effectiveness of the channel sampling operation in our ESC module. For comparison, we used ESC module in Fig. 4(a) , which set K = 4 and T = 4. Then, we replaced the channel sampling layer with the layer that separates input feature maps into 4 groups with successive channels. With these two modules, we structured two ESCNet encoders. Because the encoder network of ESCNet is a fully convolutional network [2] for semantic segmentation in itself, we evaluated the encoders first to save computational resources. Table 4 shows the effectiveness of the channel sampling operation in our ESC module. The encoder with the channel sampling operation was slightly slower, but more accurate.
2) DIFFERENT SETTINGS IN ESC MODULE
Because we found that the channel sampling operation in our ESC module is effective, we performed a series of ablation studies to further validate the effectiveness of our ESC   TABLE 5 . Ablation studies for the K , T , residual connection (RC), and hierarchical feature fusion (HFF) in our ESC module. Here, K is the dimension reduction factor and T is the channel sampling rate. We evaluated the encoder networks of the ESCNet, which consist of the ESC modules listed below. module and to select the design that improves the performance while maintaining efficiency, as shown in Table 5 .
To evaluate the performance of each setting in the ESC module, we performed various experiments with different dimension reduction factors (K ) and channel sampling rates (T ). In addition, we evaluated how much the the residual connection [48] and hierarchical feature fusion (HFF), which is adopted in [1] for degridding, affect the accuracy and inference speed in our proposed ESC module. For comparison, the results of the ESPNet [1] encoder are included in the first row of Table 5 .
a: DIMENSION REDUCTION FACTOR K
To investigate the effect of the dimension reduction factor K , we changed the value of K from 2 to 4 while fixing the value of T to 4. Because the encoder group with different K values has the same T value, the effective receptive fields are all the same. However, the encoders with K = 2 have approximately twice as many parameters as the encoders with K = 4. Although the encoders with K = 2 were slightly more accurate than the corresponding encoders with K = 4, the inference speed was considerably slower.
b: SAMPLING RATE T
To investigate the effect of the channel sampling rate T , we changed the value of T from 2 to 4 while fixing the value of K to 4. The encoders with T = 2 have approximately 90 K more parameters than the encoders with T = 4, and the overall speed of the former was slightly faster. However, the encoders with T = 4 were more accurate than corresponding encoders with T = 2, because increasing the number of T enlarges the effective receptive field, as shown in Table 3 . Results on cityscapes validation set. We quantify the performance of our proposed ESCNet using global accuracy (G), class average accuracy (C), mean intersection over union (mIoU) and boundary F1 score (BF). ESCNet 1 consists of ESC modules with K = 4, T = 4 and ESCNet 2 consists of ESC modules with K = 2, T = 4.
c: RESIDUAL CONNECTION
Yu et al. [9] removed residual connections from some layers in the rear part of the network because it can propagate gridding artifacts caused by previous dilated convolutional layers. To verify how much the residual connection would affect the improvement of accuracy in our proposed ESC module, we evaluated ESC modules with and without residual connection. For the residual connection, we compared pairs of encoders with and without the residual connection in each encoder group with the same K and T .
As shown in Table 5 , the encoders without both residual connection and HFF performed more accurately and faster than the encoders with only residual connection. Similarly, the encoders with only HFF performed more accurately and faster than the encoders with both residual connection and HFF.
d: HIERARCHICAL FEATURE FUSION (HFF)
For the HFF, we compared pairs of encoders with and without HFF in each encoder group with the same K and T . In the first encoder group, where K = 4 and T = 2, the encoder without both residual connection and HFF performed slightly more accurately and noticeably faster than the encoder with only HFF. In the second encoder group, where K = 4 and T = 4, the encoder with only HFF performed 1% more accurately than the encoder without anything, but was considerably slower. In the last encoder group, where K = 2 and T = 4, the encoder without both residual connection and HFF performed slightly more accurately and noticeably faster than the encoder with only HFF.
From the results of the above series of ablation studies with the encoder network of ESCNet, we found that the ESC module with K = 4 and T = 4 has a good trade-off between the number of parameters, accuracy, and inference speed. TABLE 9 . FLOPs and inference speed (FPS) comparison with other state-of-the-art semantic segmentation networks for the Cityscapes datset in the same environment. We measured the FLOPs for a 224 × 224 size of input. In addition, we measured the inference speed (FPS) of the networks by averaging 100 iterations for 1024 × 512 size of inputs on an NVIDIA Titan X GPU and an NVIDIA Titan Xp GPU.
Moreover, we found that the residual connection hindered the performance of the ESC module. HFF sometimes led to higher accuracy, but it always led to a slower inference speed in our experiments. Therefore, we structured full networks by attaching the light-weight decoder to several encoders that have good performances as listed in Table 5 . Then, we conducted further ablation studies with these networks ( Table 6 ). As shown in Table 6 , in the network group that sets K = 4 and T = 4, the network without HFF performed slightly more accurately and faster than the other. The network that set K = 2 and T = 4 performed more accurately than the networks which set K = 4 and T = 4; however, it was slower and had more parameters.
From the results of these series of ablation studies, we found that the residual connection and HFF were not helpful for the proposed ESC modules. Therefore, we did not use them in our experiments.
E. COMPARATIVE RESULTS ON CITYSCAPES
In this section, we present our evaluation results on Cityscapes dataset [8] . We measured the inference speed of ours by averaging 100 iterations for 1024 × 512 size of inputs on NVIDIA Titan Xp GPU. With our ESCNet that has only 196 K parameters, we obtain 62.2 % mIoU on validation set and 61.5 % on test set with 164 FPS. In addition, with our ESCNet that has 364 K parameters, we obtain 65.5 % mIoU on validation set and 63.4 % on test set with 145 FPS.
Because our proposed ESCNet is based on the ESPNet [1] architecture, we first compared the performances of both. As shown in Table. 7, ESCNet outperformed ESPNet in terms of network parameters, global accuracy, class average accuracy, mIoU, and BF score with much fewer or similar network parameters.
Next, we compared the performance of our proposed ESCNet with state-of-the-art networks for semantic segmentation in terms of network parameters, mIoU and inference speed, as shown in Table 8 . Here, each inference speed of other networks is from their original papers or reported runtime on the Cityscapes online server.
We can see that the networks that have enormous number of parameters achieve high accuracy (e.g., PSPNet [3] , RefineNet [4] , DeepLab-v2 [5] ESPNet [1] ; however, it outperforms them in terms of accuracy and inference speed.
As shown in Table 9 , to investigate the computational complexity, we measured FLOPs and FPS of the state-of-the-art networks under the same environment for fair comparisons. ESCNet 1 is faster than any other networks listed in Table 9 on both Titan X and Titan Xp GPUs. ESCNet 1 requires a computational budget of approximately 265 million FLOPs, which is 1.63 times less than that of ESPNet [1] , and is remarkably faster.
Several qualitative comparison results on the Cityscapes validation set are shown in Fig. 6 . The first to fourth columns in Fig. 6 represent the input image, ground truth, prediction of ESPNet [1] , and prediction of ESCNet 1 (ours) respectively. As shown in Fig. 6 , we can see that our results are more accurate than those of ESPNet [1] . For example, in the third row in Fig. 6 , ESPNet [1] mispredicts a rider in the center of the picture as a person while ours produces accurate results. In this section, we present our evaluation results on CamVid dataset [40] . Furthermore, we measured the inference speed of proposed ESCNet by averaging 100 iterations for 480 × 360 size of inputs on NVIDIA Titan Xp GPU. Our proposed ESCNet with 185 K parameters achieved 56.1 mIoU on CamVid test set and processes the inputs at a rate of 293.7 FPS. As shown in Table 12 , we compared the performance of our ESCNet with state-of-the-art networks for semantic segmentation on the CamVid dataset in terms of network parameters, global accuracy, class average accuracy, mIoU and boundary F1 score (BF). We can see that our proposed ESCNet generates reasonably accurate results with much fewer network parameters than other methods.
VI. DISCUSSION
A. RESIDUAL CONNECTION
In general, identity mapping using residual connection is a good solution to improve the performance and avoid gradient vanishing in DCNN [48] . However, we noted that Yu et al. [9] removed the residual connections from some layers in the rear part of their network because it can propagate gridding artifacts caused by dilated convolutions. Therefore, we tried to verify how much the residual connection would affect the improvement of accuracy in our proposed ESC module.
As reported in V-D, the proposed ESC module has no residual connection because we found it was not helpful for accuracy and inference speed in our ESCNet.
In our experiment, we had to avoid the gradient vanishing problem regardless of residual connection, because our purpose was to verify how much the residual connection would affect the improvement of accuracy in our ESC module. Accordingly, we took measures to prevent the gradient vanishing problem. To prevent gradient vanishing regardless of residual connection, we adopted PReLU for activation function and initialized weights using He initialization method [44] in our experiment. Furthermore, we concatenate low-level feature maps with high-level feature maps for multiple times in our network. In the concatenation layer, the gradient values during back propagation split to their FIGURE 7. Visualization of intermediate feature maps in our propsed ESCNet and the ESPNet [1] for input images in Cityscapes validation set. To implement visualization, we compressed feature maps into three dimensions using PCA, following [49] .
respective source layers. Therefore, it can prevent gradient vanishing up to a point.
Another benefit of concatenation is that it can combines spatial and context information using low-level and high-level features. The low-level features have rich spatial information while the high-level features have rich context information. We can combine both features simply by concatenating them.
B. FEATURE MAP VISUALIZATION
We compared proposed ESCNet and ESPNet [1] in featurelevel by visualizing feature maps as shown in Fig. 7 . To implement visualization, we compressed feature maps into three dimensions using PCA, following [49] . The first row in Fig. 7 represents the input and ground truth images. The second to seventh rows represent the prediction, F 1 , F 3 , F 5 , F 10 and F 12 , respectively. The symbols of each feature map are marked in Table. 1.
As shown in Fig. 7 , our proposed ESCNet generates as informative and sharp features as ESPNet with much fewer network parameters. However, we found F 5 and F 10 generated by our ESCNet have gridding artifacts that were caused by dilated convolutions in previous layers.
Unlike the ESPNet, which exploits hierarchical feature fusion (HFF) method for degridding, we did not use this method because it was not helpful for accuracy and inference speed in our network as reported in Table. 5. Therefore, we had to deal with the gridding artifact problem in a different way.
To reduce gridding artifacts for final result, we utilized F 1 and input image by fusing them with F 10 in decoder. As shown in Fig. 7 , F 1 does not have any gridding artifact because it is extracted from an input image using only a 3 × 3 standard convolutional layer in our ESCNet. Moreover, we further utilized an input image to reconstruct spatial detail. Therefore, to fuse those feature maps and input image, we first concatenated F 1 and input image with F 10 directly. Then we convolved them twice using consecutive standard convolutional layer and transposed convolutional layer as depicted in Fig. 5 and Table. 1. Finally, we could obtain F 12 , which has as less gridding artifacts as ESPNet, as shown in Fig. 7 .
VII. CONCLUSION
In this paper, we proposed a novel module named ESC, which takes advantage of the proposed SCDC to efficiently use sparse kernels with different effective receptive fields, while simultaneously reducing the computational cost. Based on the ESC module, we further proposed ESCNet, an extremely efficient network for semantic segmentation. The experimental results showed its efficiency, which had a good trade-off between accuracy and computational cost for scene understanding. Our proposed ESCNet is reasonably accurate, light, and fast.
