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This study uses the Bootstrap methodology to measure the productivity changes of US 
airports with a Malmquist index, from the 2002-2007 adopting the Gillen and Lall (1997, 
2001) approach.  The results are mixed for the sample of airports analyzed.  The study relates 
the results to the current and past trends of the US aviation industry and also provides 
directions for future research.      
Keywords:  Airports, US, Productivity, Malmquist, Bootstrap 
 
1.  Introduction 
 
The aim of this paper is to analyse the productivity change in USA airports from 2002 to 
2007, using the Gillen and Lall (1997, 2001) approach. For this endeavour we employ a 
bootstrap DEA (Data Envelopment Analysis) model to account for the small data set.  
Productivity generally refers to producing the same output with fewer inputs, producing 
more output with the same inputs, or a combination of the two. It can result from several 
causes, including changes in technology, managerial practices or economies of scale. The 
understanding of the general relationship between managerial practices and productivity has 
proven an elusive goal (Smith and Reece 1999; Capozzola, 2007) so extensively that the issue   2
could be viewed as “one of the most intriguing problems in the management of organizations” 
(Caverley, 2005) and continue to interest researchers.  
Despite the large number of studies on productivity, no consistent model of 
performance drivers and associated contingencies has yet emerged, Oum, Park, Kim and Yu 
(2004).The empirical findings also remain inconsistent and debatable (e.g., Gillen and Lall 
1997, 2001, Pathomsiri, Haghani, Dresner and Windle, 2008), mainly due to the differences 
in methodology or the selection of inputs and output variables. 
           Research on USA airports has also received strong attention in the literature ( Gillen 
and Lall, 1997, 2001, Sarkis, 2000, Sarkis and Talluri, 2004, Pathomsiri, Haghani, Dresner 
and Windle, 2008). Several DEA Data Envelopment Analysis methods have been adopted, 
but some issues are still absent from the analysis. In this paper we aim to take a different 
approach in the efficiency assessment of these airports. Specifically, we follow the suggestion 
of Gillen and Lall (2001) and distinguish between the terminal service and airside movement
1 
models in assessing the efficiency of US airports. Despite this superior approach, published 
papers have neglected it so far, probably due to data limitation. Therefore, this paper revisits 
this approach with innovative DEA models. Gillen and Lall (2001) describe the airports as an 
integration of airside facilities, and terminal facilities that provide the linkage to the airside. 
Each of these facilities is expected to have its own production process and management 
strategies, and therefore should have its own efficiency model.  
The inputs and outputs data used for this study describe both the terminal and 
movement facilities. The use of recent data is in line with the contribution of this study and 
aims to differentiate the study from previous research in the area which has mainly focused on 
earlier periods. Using recent data also aims to provide an updated efficiency picture within the 
recent major economic downturn and fluctuation in oil price which has negatively affected the 
                                                 
1 In the rest to the paper we refer to the “terminal service” model as the “terminal” model and  to the 
“airside movement” model as the “movement” model   3
US airport and airline industries. The methodology used in this study also addresses the 
limitations of other related studies. As mentioned above, the focus is to determine the degree 
of productivity and efficiency changes of US airports, and a common practice in the literature 
is to use the non-parametric Malmquist index to achieve this objective. However, recent 
innovations in the literature have argued that the traditional Malmquist index could 
sometimes lead to biased results. This is because the Malmquist index is primarily based on 
the DEA method, which as mentioned before is a non-statistical technique, and thus does not 
take into account the error of measurement in the estimation of efficiency. To correct for 
these limitations this study uses the Bootstrap approach of Simar and Wilson (1999). The 
main benefit of the Bootstrap approach is that it allows the construction of confidence 
intervals for the various Malmquist estimates. The statistical significance of the degree of 
productivity and efficiency changes could also be tested based on the results of the confidence 
intervals. More details on the bootstrap approach and its advantages are given in later sections 
of this paper.  
The paper proceeds as follows: In Section 2 presents the contextual setting. Section 3 
presents the literature survey. Section 4 the Malmquist productivity index is described. 
Detailed description of the bootstrap methodology is presented in section 5 and data used are 
then provided in Sections 6. The results are presented in section 7, discussions in section 8, 
and conclusions then follow in Section 9.                       
 
2. Contextual Setting 
 
Several researchers have examined US airports. Gillen and Lall (1997) estimated the 
efficiency and total factor productivity of 21 airports using DEA during 1989-1993.  Then, 
using a Tobit model, they found that airports with noise restrictions had low performance in 
the movement of aircraft.  Sarkis (2000) analysed a sample of 44 US airports using DEA   4
models for the period 1990-1994. He found that airports located outside of the snow-belt 
states and airports with a major carrier hub were more efficient than other airports.   
However, whether airports operated in a single airport system or a multiple airport system 
environment had no significant effect on measured efficiency.  Gillen and Lall (2001) also 
analysed a sample of 22 US airports with a Malmquist Index model in the period 1989-1993.  
Sarkis and Talluri (2004) combined DEA and cluster analysis to analyse 43 US airports in 
the period 1990-1994. The cluster analysis they perform allowed them to identify 
benchmarks for airports within each cluster.  Consistent with Sarkis (2000), Sarkis and 
Talluri find that the top five performing airports are located in areas with warm or stable 
weather areas, while four out of the bottom five performers are located in colder weather 
climes.  More recently, Pathomsiri et al. (2008) accounted for desirable outputs, such as 
passengers and cargo, and the undesirable output of flight delays for 56 US airports 
operating in 2000 to 2003.  They estimate the Luenberger directional output distance 
function using DEA for two models;  one where flight delays are not accounted for and one 
where flight delays are treated as an undesirable output.  They found that airport inefficiency 
is significantly overestimated when flight delays are not taken into account.  
 
Table 1 presents some characteristics of the sample of US airports analysed in this 
study. Finally, the airports are located throughout the US, with significant differences in 
weather patterns between different airports.   
 
 
Insert Table 1 here 
 
3. Literature Survey 
   5
There is extensive literature on benchmarking applied to airports (Humphreys and Francis, 
2002; Graham, 2005). However, as the frontier models improve and data sets became public 
available, there is room to continue the innovation on this research field. 
In Table 2, presents the models, inputs and outputs used in the various papers published in 
airport efficiency. 
 
Insert Table 2 here 
 
It can observe be observed that a conventional approach to the analysis of airports is to 
separate activities into terminals and movements (Gillen and Lall, 2001; Pels, Nijkamp and 
Rietveld, 2001; Pels, Nijkamp and Rietveld, 2003). Several papers compare the DEA model 
with the frontier model (Pels, Nijkamp and Rietveld, 2001; Pels, Nijkamp and Rietveld, 2003, 
Hooper and Hensher, 1997), while others combine principal component analysis with a DEA 
model (Adler and Berechman, 2001). Furthermore, others rely on the homogenous stochastic 
frontier models to analyse airport efficiency (Pels, Nijkamp and Rietveld, 2001, 2003). 
Therefore, our use of the bootstrapped Malmquist index is innovative in this context.  
 
4. Malmquist Index 
The essential goal of the Malmquist index is to measure the total factor productivity 
(TFP) change for a particular firm between two time periods t and t+1. A detailed description 
of the early work on the Malmquist index is available in Coelli et al. (1998). To simply 
explain the methodology, first assume that K is the number of airports which use N types of 
inputs to produce M types of outputs. The production technology T for a given period t can be 
expressed as follows: 
   ( ) { } , :  can produce 
tt t t t Tx y x y =                                                                          (1)           6
where 
tN x R+ ∈  represents the input vector, and 
tM yR + ∈  represents the output vector. 
Following Fare (1988), and using the concept of distance functions, output can be written as 
the output distance function for an airport at the period t as: 
 
  { } 0(,)i n f : (, /)
ttt tt Dxy R xy T θθ =∈ ∈                       (2) 
 
A detailed description on the specific characteristics of this function is available in Coelli et 
al. (1998). The Malmquist index, proposed by Caves et al. (1982), can be defined with 
reference to the technology in period t as:   
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and with reference to period t+1 as: 
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Fare et al.  (1994) discuss that in order to avoid the necessity to arbitrarily choose one 
of the two base periods, the Malmquist index can be alternatively defined as the geometric 
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           Alternatively, the index can be rearranged as follows: 
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Where the first component in the above represents the efficiency change (i.e. change 
in the airport location relative to the technology between the two periods) and the second 
component represents the technological change (i.e. change in technology location between 
the two periods). Further decompositions for the Malmquist index are also possible. For 
example, a popular decomposition is the one proposed by Fare et al. (1994), and which 
suggest taking the efficiency change measure in (6) and decompose it into scale and pure 
efficiency change components.  
So, the estimation of the Malmquist index and its components requires the estimation 
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is usually the common method used in the literature to estimate these distance functions. The 
method follows a linear programming methodology, and can be expressed in the case of 
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        for   m =1,…M,  n=1,…N, and k=1,…K . Note that   k θ  represents the Farrell output 
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 for  m=1,…M, n=1,…N, and k=1,…K.  ( ) , tt t Dy x +1 can be computed in similar fashion by 
substituting t+1 for t.   8
        Note that equations (7) and (8) are estimated under constant return to scale assumptions 
(CRS). However, if further decomposition of efficiency change into pure efficiency change 
and scale efficiency change is desired, then two additional linear programming models with 
variable return to scale (VRS) need to be estimated. These would involve repeating (7) with 








= ∑ ) added to the optimisation problem.   
Specifically, the equations for scale efficiency changes (SECH) and pure efficiency change 
(PECH) can be expressed as: 
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5. Bootstrapping the Malmquist index 
As mentioned above the estimation of the Malmquist index usually follows the DEA 
approach, which is a well developed and flexible linear program approach to derive the 
efficiency estimates. However, DEA has long been criticized for being a non-statistical or 
deterministic technique, as it does not allow for random error in the estimation of efficiency. 
Some researchers try to avoid this problem by using parametric techniques which have the 
advantage of allowing for random error; however, these techniques impose a particular 
functional form that predetermines the shape of the efficient technology or frontier. DEA, on 
the other hand, tends to envelop the data more closely. Simar and Wilson (1998, 1999, and 
2000) have recently discussed that it possible to maintain the interesting features of DEA, and 
also obtain statistical properties via the use of the “bootstrap” approach. When applied to   9
DEA, the bootstrap allows the construction of confidences intervals, thus making it possible 
to obtain statistical properties of the efficiency estimates and also perform some hypotheses 
testing. Simar and Wilson (1999) have also discussed that the approach can be simply 
extended to obtain confidence intervals of the DEA-based Malmquist index.  
The basis idea of bootstrapping is to approximate the distribution of the estimator via 
re-sampling and recalculation of the parameter of interest. The re-sampling is based on 
assumptions about the true Data Generating Process (DGP) underlying the observed sample. 
The procedure gets however more complicated in the case of DEA due to the difficulties in 
consistently mimicking the DGP. The main reason is that DEA gives value close to unity, and 
this leads to poor estimate of the DGP near that value (Simar and Wilson, 1998). Several 
procedures were proposed in the literature to account for this, and probably the most popular 
is the smoothed bootstrapping procedure which takes into account the discontinuities in 
estimating the density function. More technical details on the smoothing approach are 
available in Simar and Wilson (1998). Monte Carlo evidences on the consistency of the 
approach is also provided in their paper.    
 
In the case of the Malmquist index, the resampling must be performed in each time 
period, and consequently this might give rise to temporal correlation which might affect the 
efficiency scores in the two time periods. To correct for this limitation, Simar and Wilson 
(1999) proposed a bivariate smoothing procedure; the mathematical details are described in 
their paper. So, in this study we use the bootstrap approach proposed by Simar and Wilson 
(1999) to obtain confidence intervals for the Malmquist index and its components. The 
procedure can be summarised as follows: 
   10
1.  Calculate the Malmquist productivity index  ( )
,1 1 1 ˆ ,, ,
tt t t t t
oi i i i M xyx y
+++  for each 
1,... iN = , using the series of linear programming formulation, as described for 
example in (7) and (8). 
2.  Compute the bootstrap pseudo data sets { }
** ( , ), 1,... , 1, 2 it it xy i N t ==  to construct the 
reference bootstrap technology. 
3.  Compute the bootstrap estimates of the Malmquist index of each airport using the 
pseudo-sample in computed in the second step. The bivariate smoothed procedure of 
Simar and Wilson (1999) is used at this stage to correct for the temporal correlations 
between efficiency scores in two time periods.   
4.  Repeat steps (2)-(3) B times to create a set of estimates{ }
**
1 ˆˆ (, 1 ) , . . . , (, 1 ) ii B Mt t Mt t + + .  
Following the bootstrapping procedure the confidence intervals can then be calculated, and 
used to test whether productivity or efficiency changes are significant (i.e. significantly 
greater or less than unity at the desired level of significance). Note that in this paper we use 
the bias corrected approach in the construction of the confidence intervals. The approach was 
proposed by Simar and Wilson (1999) and is expected to ensure more correct inferences for 
the confidence intervals. 
6. Data 
 
         Data for this study describes both the terminal and movement models, Gillen and Lall 
(1997, 2001) and include information from a sample of 35 of the top major US airports for the 
period 2002 to 2007 (210 observations), with data obtained from the annual reports and the 
Federal Aviation Authority. Terminal 1 at FT Lauderdale opened between 2001 and 2003 and 
the new terminal in San Francisco opened in 2000 and these terminals are reflected in the data 
used.    11
        The selection of inputs and outputs followed key studies in the related literature 
(Parker, 1999; Murillo-Melchor, 1999; Sarkis, 2000; Gillen and Lall, 2001, Abbot and Wu, 
2002; Pels et al., 2003; Barros and Dieke, 2008; Fung et al., 2008). Data availability and 
advices from industry experts were also key factors in confirming the list of inputs and 
outputs selected. As described before, Gillen and Lall (1997, 2001) airports as an interface of 
terminal and air transport movements is adopted. This approach was previously adopted by 
Gillen and Lall (2001) and Pels et al. (2003). The authors discussed that the necessary inputs 
for these two models are not the same as they describe different airport activities.  
        So, the productivity models used in this study are defined for both the terminal and 
movement models. The terminal model includes two outputs: number of passengers and total 
cargo, and four inputs: number of gates, number of runways, airport area, and labor expenses. 
The movement model has two outputs: air carrier movements and commuter movements, and 
three inputs: number of runways, airport area, and labor expenses. Pels et al. (2003) discuss 
that it is also possible to consider the total number of movements (air carrier and commuter) 
as an intermediate input for the terminal model, as a high value of movements usually 
corresponds to a high number of passengers. However, The inclusion of the number of 
movements in the terminal model should be done with caution as the number of movements 
might not be fully endogenous (Pels et al., 2003). Some might argue that the Malmquist 
method is not affected by the endogeneity problem, but we prefer not to include the number 
of movements as an input in the terminal model as airport might not have direct control on the 
number of movements (for more details see Gillen and Lall, 2001). The same applies to the 
load factor of airlines which is beyond the control of airports. The descriptive statistics of all 
variables are included in Table 1. The sources of data collection include the annual reports of 
each airport and the aviation statistics collected by the Federal Aviation Administration 
(FAA).      




 The results of this study were obtained using the Simar and Wilson bootstrapping 
procedure, the steps of which are described in section 3. Tables 4&5 provide the bootstrapped 
estimates of the changes in productivity, efficiency, scale, and technology between 2002 and 
2007.  
Insert table 4,5 here 
 
 
The results between each consecutive year were also calculated and can be provided 
upon request. Note that we followed the advice of Simar and Wilson (1999) and we used 
2000 bootstrap replications (B=2000) in obtaining the results. According to the authors this 
should provide an adequate coverage of the confidence intervals. 
 
Taking into account that a score higher than 1 signifies productivity improvement and 
lower than 1 is productivity recession, the overall conclusion of the present research is that in 
terms of terminal services model, the Malmquist (see column MI in table 2) is higher than 1 
for 23 airports, which display a significant increase in total productivity change, while 5 
airports experienced non-significant change in total productivity change. Decomposing the 
growth in technical efficiency change (column EFFCH in table 2) and technological change 
(column TECCH in table 2), it is verified that twenty six airports present technical efficiency 
change while 30 present technological change. Decomposing technical efficiency change in 
pure efficiency change and scale efficiency change, it is verified that only six airports have a 
significant change in pure efficiency (column PECH in table 2) and 20 airports experienced   13
significant change in scale efficiency change (column SECH in table 2).  Relative to the 
movement model table 3 presents similar results with a Malmquist  index (column MI in table 
3) higher than 1 signifying overall productivity improvement for 16 airports with the others 
airports presenting a decrease in overall productivity.  Similar reasoning can be made for 
technical efficiency change (column EFFCH in table 3) and technological change (column 
TECH in table 3).    
 
 
Table 4 & 5 also indicate the degree of significance of productivity and efficiency 
changes. The null hypothesis of insignificant productivity growth, efficiency change, scale 
change and technical change, respectively, is that the corresponding measures are not 
statistically significant. The confidence interval estimates are usually used to test the null 
hypothesis (Simar and Wilson, 1999). If the 95% confidence interval contains the value 1, 
then the corresponding measure cannot be considered significantly different from one at the 
5% level (i.e. we cannot conclude there was a significant increase or decrease in productivity, 
efficiency, scale, technology or pure efficiency, respectively). On the other hand, if the 
interval does not contain the value 1 then we can conclude that the corresponding Malmquist 
measure is significantly different from one (i.e. there is a significant increase or decrease in 
productivity, efficiency, scale, technology or pure efficiency, respectively).   
 
           An examination of Table 4 indicates that seven airports have achieved a significant 
decrease in TFP on the terminal side. One the other hand 23 airports have significantly 
improved their TFP, while 5 airports has non-significant change in TFP.  When investigating 
the sources of the significant changes in the index, it is clear that the efficiency change is 
significantly higher than unity only for two airports in the sample, while four airports have 
experienced significant decrease in efficiency. The remaining airports have either slight 
increase or decrease in efficiency but not at a significant level.  
   14
    So, it can be concluded that the significant change in TFP on the terminal side is not 
caused by changes in the individual airport efficiency. The same applies to the changes in 
pure and scale efficiency. Only six airports have a significant change in pure efficiency, and 
three airports have a significant change in scale efficiency (i.e. Most US airports have not 
moved closely to their optimal scale of production). The overall increase in TFP observed for 
23 of 35 airports is thus caused by a significant technology increase (i.e. shift in the 
production frontier between the two periods). This is observed to be significant greater than 
unity for 20 of these airports. Some other airports have also achieved a non-significant 
technical progress. Finally, in terms of the airports which have witnessed a significant 
decrease in TFP, it can be noticed that this decrease is caused by mainly by slight changes in 
each of the Malmquist components.  
            In terms of the air transport movement model, the results in Table 5 show that most 
airports have witnessed significant decrease in TFP. To illustrate 20 of 35 airports have a TFP 
change significantly less than unity. Nine of the remaining fifteen airports have a significant 
increase in TFP, while the other six have no significant change in TFP. Again we investigate 
the sources of TFP changes and it is clear that the significant decrease is not caused by 
changes on the technology, scale efficiency, or pure efficiency sides. To illustrate only six 
airports have a significant technical decrease, four have a significant pure efficiency decrease, 
and two have a significant scale efficiency decrease. The remaining airports have either 
increase or decrease in these components but not at a significant level.  So, it is clear that the 
significant decrease in TFP on the movement side is caused mainly by a significant fall in the 
movement efficiency of these airports. This is observed to be significant less than unity for 12 
of these airports, while 6 airports have significant increase in efficiency. 
 
            Finally, we note that for some airports, the significant changes in TFP followed the 
same direction in both the terminal and movement models. For instance, , Cincinnati,   15
Memphis, St Louis, San Diego , Dallas,  and Pittsburgh airports witnessed a significant TFP 
decrease in both the terminal and movement models, while Kansas City, San Francisco,   
Denver, JFK, and Newark airports have significant TFP increase in both the movement and 
terminal side. The other airports which have also significant TFP changes appear to be 
performing different between the terminal and movement model. Some examples include 
Charlotte/Douglas, FT.Lauderdale, Milwaukee, Phoenix and Seattle airports. More 
elaborations on the results are provided in the next section.  
8. Discussions 
The results clearly provide mixed conclusions about the terminal and movement 
productivity models. Previously, Gillen and Lall (2001) have also reached the conclusion that 
high productivity on the terminal side does not necessarily imply high productivity on the 
movement side. Most of the airports in their study had higher terminal than movement 
productivity, and the authors attributed the poor performance in the movement side to the 
impact of 1990-1991 recession. While the industry characteristics are different in this study 
but the conclusions seem to be the same. In fact, while some US airports have experienced a 
significant increase in terminal productivity, the movement productivity has significantly 
declined for most of these airports. For some other airports, the degree of change was also 
insignificant over the period of study in both the terminal and movement models.  
So, what do these results indicate? These results can be simply related the current and 
previous market characteristics of the US and international aviation industry. In terms of the 
increase in terminal productivity, for example, it is possible to discuss the impact of capital 
and technological investments projects in terminal expansion and upgrading which occurred 
at most of these airports over the last few years. According to the Airport Council 
International (ACI), the rate of capital and technological investments at US airports was 
generally slow between 2000 and 2003 due mainly to the impact of the 9/11 on travel and 
tourism demand, with number of passengers decreasing from 697.6 million in 2000 to 642.0   16
million in 2003. By 2004, this decline in the number was reversed with an average increase of 
8%, and the positive trend continued in 2005 and 2006. So, more capital investments occurred 
around that period to account for the increase in the number of passengers and shipper 
demands. Some examples of recent capital investments include a $258 million terminal 
improvement project at Kansas City airport, a terminal upgrade at Phoenix airport, and $1 
billion dollar construction of new terminal at San Francisco airport.     
 So, it is expected that such investments had a positive influence on the terminal 
productivity of US airports over the period under study. The significant improvement on the 
technical efficiency changes (Table 2) also provide further evidence that the improvement in 
the terminal productivity have mostly resulted from technological and capital investments. It 
is true that for some airports the decrease in terminal productivity was significant. In fact, 
capital underinvestment remains a problem for several US airports but possibly the terminal 
productivity of these airports was also indirectly affected by a decline in the movement 
productivity. As shown from the results, the movement productivity has significantly declined 
for most US airports, with only few airports showing improvements on this side. Some 
additional justifications to these findings could also be provided. In fact, the movement side 
of the airports might have been strongly affected by the performance of the global airline 
industry, which since 2001, has undergone substantial structural changes and sustained 
significant financial losses. One of most negative factors on airlines performance was the long 
term fluctuation in oil price which started to rise since 2003 and reached record prices in 2006 
and 2007. Figure 2, for example, shows the fluctuation of oil price for US scheduled and non-
scheduled domestic
2 airlines since January 1992, and clearly highlights the sharp increase 
around the 2003 period. As a result of the high oil price, many US and other international 
airlines have suffered severe financial losses with one recent casualty include “Continental 
Airlines”.  
Insert figure 1 
                                                 
2 Non-schedule airlines refer to those airlines that have no fixed timetable of operations.   17
 
The increase in oil prices had also other indirect impact on airlines and consequently 
on airports. Firstly, many airlines have responded to the increase in oil price by cutting down 
the number of flights, and this have certainly decreased the number of movements at some 
airports, and resulted in a reduction in non-airline revenues such as parking, rental car fees, 
concessions, and passenger facility charges. Second, many US airlines reacted to the increase 
in oil price by raising their ticket prices in order to account for the additional fuel cost and 
generate additional revenues. Figure 3, for example, shows the fluctuation in the US airlines 
ticket price index, and as indicated there was a sharp increase in price between 2004 and 
2007. So, this again might have affected the travel demand and loading factor of some 
airlines, and consequently the performance of US airports. Some example of US airports 
which have witnessed a decrease in the number of movements include Chicago airport which 
posted a 3.3 decrease in 2007, and Dallas/Fort Worth International airport which also reported 
a decrease of 2.0 percent in 2007. Other examples include St Louis and Milwaukee.  Note that 
the trend was also international with many airlines such as UK and German airlines also 
followed the same strategy. So, the impact of US airports could have also come from the cut 
in international number of flights.  
Insert figure 2 
Apart from the increase in oil price, it is also important to mention the impact of the 
deteriorating US economy on the performance of airlines and airports. According to a recent 
report by “Fitch Rating”, the slow economic growth in the US has resulted in lower demand 
for air carriers, and left airports with riskier financial situation (Fitch Rating, 2008). Many 
airports have also postponed their capital investment projects in response to the slow growth 
in the number of flights and travel demand. So, all these factors are worth mentioning and 
might have had a direct or indirect impact on US airports. Other potentially impacting factors 
are also the long term impact of September 11, and the Iraqi war, which had both an impact 
on the stability of the US economy.       
   18
To sum up, and as shown in this study several US airports are operating a decreasing 
efficiency level and more specifically in the movement side of these airports. The results 
should not be however taken as a guaranteed link between the change in efficiency and the 
above mentioned industry trends. This is because the panel period used in this study is not 
long enough to provide a comparison before and after the recent industry trends. Data 
unavailability on more years of observations was a limitation of this study and possibly future 
studies might consider analyzing the impact of the recent industry trends using airports from 
different countries. Future research might also consider the impact of the current trends on the 
future performance of US airport. Fitch Rating (2008), for example discusses that the future 
outlook of US airports is not very promising. Several factors such as slow economic growth, 
current financial crisis and increased potential of airline bankruptcies might create additional 
risks for US airports in the future. It is true that there was recently a decrease in oil price but 
airlines might need a long period to recover from their sharp decline in profits. The chances of 
airlines bankruptcies or near-bankruptcies are still also high and will continue to present 
challenges to airports (Fitch Rating, 2008).  
 
The policy implication of the present research is that regulation must be applied in 
accordance with the productivity scores, thereby taking productivity into 
consideration when implementing a policy. How does this paper compare with other 
research on USA airports? The paper is not directly comparable with papers published 
in USA airport, since it uses a different airport sample and an updated data period. 
However, some comparison can be made, as they focus in the same airports. Relative 
to Gillen and Lall (1997, 2001) it is verified that this paper does not use the number of 
baggage collection belts in terminal services model, however this input is invariant 
along the period a therefore its contribution for efficiency is minimal. However, the 
causes of inefficiency identified in these two papers for USA airports remain. Relative 
to Pathomsiri et al. (2008) the non consideration of undesirable outputs may distort   19
the present rankings, so no clear comparison can be made. Relative Sarkis (2000) and 
Sarkis and Talluri (2004) operating costs and operating revenue are not used, 
therefore no clear comparison can be made. 
 
This paper has a main limitation related to restricting the sample to a single 
country, thus the conclusions cannot be extended beyond USA. Moreover, since this 
research is an exploratory study, the intention is not to obtain definitive results for 
direct use by USA airports or regulatory agency. Rather, it calls their attention to the 
value of identifying productivity among the airports, and defining business strategies 
for the terminal services and movement operations in order to satisfy the 
characteristics of each airport.  In order to draw more generalised conclusions, a 
larger data set would be necessary, with the inclusion of more countries.  
The limitations of the paper suggest directions for new research. Firstly, additional 
research is needed to confirm the results of this paper, as well as to clarify the above-
related issues. Secondly, research concerning airports productivity in the context of 







This study has used the bootstrapped Malmquist index approach to reflect on the 
productivity, scale, technical, efficiency and pure efficiency changes of US airports. In doing 
so, the paper also differentiated between the movement and terminal operations of the 
airports, and included inputs and outputs data that describe both operations.   20
 
The results based on the most recent data on US airports indicated that on the 
terminal side,12 airports have experienced increased on productivity, while one the movement 
side, most airports have experienced a significant decrease in productivity. Such mixed results 
provided further evidences that these two sides of airport operations might be influenced 
differently by the surrounding environmental conditions. Some supporting examples were 
also given in the study. For example, the improvements on the terminal side was linked to 
factors such as capital investments and technological progress, while factors such as high oil 
price, increase in ticket pricing, slow economic growth, and financial performance of airlines 
might have negatively affected the movement side of the airports.  
 
This study represents a starting point and provides airport operators with a clear 
picture on the extent of productivity change in their terminal and movement operations. 
Future studies are encouraged to extend the period of this to cover future years, so that 
additional evidence on the impacts of the current trends can be provided. A detailed case by 
case analysis of some airports would also enrich the results and provide a list of strategic 
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Table 1: Characteristics of the USA Airports in the Analysis (2007)  









Anchorage  5139159 56024843 107442867  3 
2 Hartsfield  Jackson 
Atlanta  89379287 148329730 349224667  5 
3 Boston  Logan  28102455 244070620 420096503  3 
4 Charlotte/Douglas  33165688 62591000 133611000  3 
5 Cincinnati/  Northern 
Kentucky 15736220 61978774 85036082 4 
6 FT.Lauderdale  22681903 125897000 171330000  3 




Memphis  10896305 50395787 113396719  4 
9 Milwaukee  7713144 46178824 61851720  5 
10 Minneapolis/St  Paul  35157322 124641294 238250927  4 
11 Ontario  7207150 81497768 89165362  2   26
12  Phoenix Sky Harbor  42184174 186612769 273444894  3 
13 Portland  14654222 82565620 166531785  5 
14 St.  Louis-Lambert  15384557 94576442 125766293  4 
15  Salt Lake City  22045233 70086254 105428348  4 
16 San  Diego  18056971 104551001 125366560  1 
17 San  Francisco  33855382 311599666 503914182  4 
18 San  Jose  10700000 107984283 95195627  3 
19 Seattle  Tacoma  31296628 171623599 347487461  2 
20 Chicago  O’Hare  76182025 398134057 655488632  7 
21  Las Vegas McCarran  49972988 202736011 330341432  4 
22 John  F  Kennedy  47816630 597343000 872814000  4 
23   Denver  36300000 290722727 530150980  3 
24  Dallas/ Fort worth  59802556 342185000 567612000  7 
25 Detroit  Metropolitan 
Wayne  35966800  184215247 229012256 2 
27 Los  Angeles  61895548  468730536 561070746  4 
28 Sacramento  10615088  78368221 103648957 2 
29 Tampa  19154957  89693389 166082787 3 
30 Washington  Dulles  24737528  210128812 316468454 3 
31 Raleigh-  Durham  10037424  33585016 83622357 3 
32 Pittsburgh  9822588  79341823 141096361 4 
33 Oakland  14613489  106761735 139491537 4 
34 Philadelphia  32211439  179162866 245950100 4 


















Table 2: Research into Airport Efficiency 
 
Papers Method  Units  Inputs  Outputs   27
Gillen and Lall 
(1997) 
DEA-BCC 




i) Terminal services 
model: 
1) Number of runways 
2)Number of gates 
3)Terminal area 
4)Number of baggage 
collection belts 
5) Number of public 
parking spots 
ii) Movement model: 
1)Airport area 
2)Number of runways 
3) Runway area 
4) Number of employees 
i)Terminal services model: 
1)Number of passengers 
2)Pounds of cargo 
ii) Movements model 
1)Air carrier movements 
2)Commuter movements  















1) Number of employees, 
2) Capital input estimated 
as an annual rental based 
on a real rate of return of 
8% each year applied to 
net capital stock, 3) Other 
inputs defined as the 
residual of total operating 
costs.  
1) Turnover, 2) Passengers 











1) Number of workers, 2) 
Accumulated capital stock 
proxied by amortisation, 3) 
Intermediate expenses 
Number of passengers 








i) Terminal services 
model: 1) Number of 
runways, 2) Number of 
gates, 3) Terminal area, 4) 
Number of employees, 5) 
Number of baggage 
collection belts, 6) 
Number of public parking 
places. 
ii) Movement model: 
 1) Airport area, 2) 
Number of runways, 3) 
Runway area, 4) Number 
of employees 
i) Terminal services 
model: 1) Number of 
passengers,  
2) Number of pounds. 
ii) Movement model:  
1) Air carrier movements, 
2) Commuter movements. 








1) Terminal size in square 
meters, 2) Number of 
aircraft parking positions 
at the terminal, 3) Number 
of remote aircraft parking 
positions, 4) Number of 
check-in desks, 5) Number 
of baggage claims. 
i) Terminal model: 1) 
Number of passengers. 
ii) Movement model: 1) 
Aircraft transport 
movements.   28








1) Constant, 2) Number of 
baggage claim units, 3) 
Number of parking 
positions at the terminal, 
4) Number of remote 
parking positions. 
i) Terminal model: 1) 
Number of passengers. 











1) Passenger terminals, 
runways, 2) Distance to 
city centres, 3) Minimum 
connecting times in 
minutes. 
1)Principal components 
obtained from a 
questionnaire on airlines. 
Fernandes and 
Pacheco (2002) 
DEA. 16  Brazilian 
airports, 
1998 
1) Airport surface area in 
m2, 2) Departure lounge in 
m2, 3) Number of check-
in counters, 4) Curb 
frontage in meters, 5) 
Number of vehicle parking 
spaces, 6) Baggage claim 
area in m2.  
Domestic passengers. 








i) Terminal model: 1) 
Airport surface area, 2) 
Number of aircraft parking 
positions at terminal, 3) 
Number of remote aircraft 
parking positions, 4) 
Number of runways; 5) 
Dummy z variables for 
slot-coordinated airports 
and 6) Dummy z variable 
for time restrictions. 
ii) Movement model: 1) 
Number of check-in-desks, 
2) Number of baggage 
claim units; 3) Annual 
number of domestic and 
international movements. 
 
i) Terminal model: 1) 
Annual number of 
domestic and international 
movements 
ii) Movement model: 1) 
Annual number of 
domestic and international 
passengers. 




As above.  As above.   As above. 
 
Sarkis (2000)  Several DEA 
models, 
including the 






1) Operating costs, 2) 
Employees, 3) Gates, 4) 
Runways. 
1) Operating revenues, 2) 
Aircraft movements, 3) 
General aviation, 4) Total 
passengers, 5) Total 
freight.  











1)Operating costs, 2) 
Employees, 3) Gates,   
4) Runways. 
1) Operating revenue, 2) 
Aircraft movements, 3) 
General aviation, 4) Total 
passengers, 5) Total 
freight.   29









1) Number of employees, 
2) Capital proxied by the 
book value of physical 
assets, 3) Price of capital, 
4) Price of labour. 
1) Number of planes, 2) 
Number of passengers, 3) 
General cargo, 4) Mail 
cargo, 5) Sales to planes,  
6) Sales to passengers. 





1) Runway length, 2) 
Terminal size. 
1) Passenger loading, 2) 











1) Runway length, 2) 
Terminal size, 3) 
Monetary access cost, 4) 
Time access cost, 5) 












1) Labour cost, 2) Capital 
invested, 3) Operational 
costs excluding wage 
costs.  
1) Number of planes, 2) 
Number of passengers, 3) 
General cargo. 4) 
Handling receipts, 5) 
Aeronautical sales, 6) 
Commercial sales. 








1) Runway length, 2) 
Terminal size. 
1) Passengers handled, 2) 
Cargo handled, 3) Aircraft 
movements. 







1) Operating costs, 2) 
Price of capital, 3) Price of 
labour. 
1) Sales to planes, 2) Sales 
to passengers, 3) Non-
aeronautical fee. 







1) Labour costs 
2) Capital invested 
3) Operational costs 






1) Number of Planes 
2) Number of Passengers 
3) General Cargo 
4) Handling receipts 
5) Aeronautical sales 
6) Commercial sales. 





1) operational cost 
2)price of labour 
3)price of capital premises












3) apron(airport ramp in 
square metres) 
4) Passenger terminal area
1)Number of planes 
2) Number of passengers 
3) General cargo 
Pathomsiri, 
Haghani, Dresner 







Desirable outputs: 1) total 
passengers; 2) cargo 
throughput; 3) non-delayed 
flights. 
Undesirable outputs: 1) % of 
1) Land area (acre) 
2) Number of runways 
3) Runway area (acre) 
   30
delayed flights and 2) time 
delays (minutes).  





1) Cost  1)Price of labour 
2) Price of capital-
premises 





















* The paper by Pels, Nijkamp and Rietveld (2001) presents two methods for analysing 






Table 3 Descriptive statistics of input/output variables  
 
 
           Variable  Mean  Median  St.D  Min  Max 
 


























Number of gates  80.37 77  38.98  28  196 
Number of runways  3.57 4.00  1.18  1  6 
Total area  3620 2800  2642  650  10200 



































Table 4. Bootstrapped Terminal Model  32
Airport  MI  LB UB EFFCH  LB UB  TECCH  LB UB  PECH  LB UB  SECH  LB UB 
 
Anchorage   0.9799  0.9066  1.0039      0.8555** 0.7052  0.9369  1.1454**  1.0253  1.3391      2.1290** 1.2244  3.2178      0.4018** 0.2240  0.7132 
Hartsfield      0.9942  0.9054  1.1213 1.0000 0.7171 1.4140 0.9942 0.7529 1.3545 1.0000 0.6404 1.5890 1.0000 0.7393  1.2463 
Boston  1.2280**  1.2286  1.2378 1.0775 0.9101 1.3557  1.1396**  1.0741 1.4035 1.0745 0.8869 1.3455 1.0028 0.9599  1.1319 
Charlotte/Douglas  1.1766**  1.1311  1.2423    1.1713  0.7342  1.7669  1.0044**  1.0000 1.5483 1.1405 0.6935  1.9250 1.0270 0.9952 1.1964 
Cincinnati  0.6981**  0.6884  0.7230   0.6740  0.5482  0.8929  1.0357  0.8408  1.3173      0.6730** 0.5388  0.9042  1.0014  0.9318  1.0951 
FT.Lauderdale  1.2870**  1.2752  1.3176 1.1457 0.9614 1.4660  1.1233**  1.0940 1.3917 1.0886 0.7781 1.3659 1.0524 0.8417  1.5129 
Kansas City  1.1124**  1.0940  1.1477 1.0936 0.8642 1.4228  1.0172**  1.0021 1.2948 1.0522 0.8146 1.3506 1.0393 0.9766  1.2406 
Memphis  0.5307**  0.5062  0.5627 1.0000 0.5306 2.3613 0.5307 0.2462 1.0551 1.0000 0.5306 2.3613 1.0000 1.0000  1.0000 
Milwaukee  1.2090**  1.1578  1.3073 1.1538 0.9665 1.4830  1.0478**  1.0258 1.3477        2.8208** 1.7365 4.4733 0.4090 0.2825  0.7126 
Minneapolis-St Paul  1.0457  0.9775  1.0761 0.9300 0.7367 1.1907  1.1244**  1.0820 1.4167 0.9629 0.7179 1.1938 1.0033 0.9601  1.1402 
Ontario  0.9927  0.8841  1.0426 1.0898 0.7522 1.3348 0.9169 0.7104 1.2907 1.0000 0.4966 2.2651 1.0898 0.4124  1.9801 
Phoenix  1.1534**  1.1507  1.1783 1.0217 0.7682 1.3748  1.1289**  1.1120 1.5487 1.0362 0.7784 1.3805 0.9859 0.8612  1.0517 
Portland  1.2043**  1.1564  1.2329 1.1100 0.9096 1.4778  1.0849**  1.0628 1.3277 1.0000 0.4709 2.2203 1.1100 0.6280  2.7395 
St.Louis  0.6000**  0.5841  0.6108      0.5328** 0.4377  0.6349  1.1261  0.9367  1.3505      0.5254** 0.4276  0.6163  1.0142  0.9579  1.1166 
Salt Lake City  1.1507**  1.1294  1.1785 1.0220 0.8994 1.1934  1.1258**  1.1112 1.3247 1.0267 0.8853 1.1868 0.9954 0.8895  1.1018 
San Diego  0.7155**  0.5759  0.8936 1.0000 0.5921 1.1592 0.7155 0.4101 1.0843 1.0000 0.4689 2.2581 1.0000 0.6804  1.3698 
San Francisco  1.0648**  1.0364  1.0713 0.9774 0.8027 1.2300  1.0894**  1.0423 1.3259 0.9651 0.7860 1.1993 1.0127 0.9833  1.0947 
San Jose  0.9326**  0.8786  0.9530 0.8384 0.7116 1.0016 1.1123 0.9025 1.2832 1.0000 0.4484 2.1454 0.8384 0.3955  1.8975 
Seattle Tacoma  1.1620**  1.1536  1.1704 1.0125 0.8078 1.2440  1.1476**  1.1125 1.4718 1.0065 0.7887 1.2978 1.0060 0.7707  1.2900 
Dallas  0.9610**  0.8982  0.9861 0.8672 0.7450 0.9923 1.1081 0.9580 1.2756 0.8918 0.7095 1.1408 0.9724 0.7669  1.1423 
Denver  1.3503**  1.2738  1.3781  1.1885  0.9949  1.3325  1.1361      1.0057** 1.3243    1.2349** 1.0208  1.5349  0.9624  0.7295  1.0180 
JFK  1.4295**  1.3596  1.5081     1.5197** 1.1837  2.0235  0.9406  0.7232  1.2541    1.5283** 1.1655  2.0429  0.9946  0.8475  1.0050 
Newark  1.1874**  1.1518  1.2207 1.1089 0.8098 1.4862  1.0707**  1.0025 1.4472 1.0000 0.6867 1.3073        1.1089** 1.0000  1.3458 
Detroit  1.0111**  1.0664  1.1011 0.9959 0.8344 1.3331  1.1056**  1.0252 1.3253 1.0000 0.8141 1.3617 0.9959 0.8292  1.1486 
Las Vegas  1.3016**  1.1620  1.3546 1.1333 0.8898 1.3346  1.1485**  1.1128 1.3909 1.0945 0.8192 1.2527        1.0354** 1.0111  1.1362 
Los Angeles  1.0351  0.9219  1.1031 1.0000 0.6951 1.3696 1.0351 0.7510 1.3758 1.0000 0.6743 1.3769 1.0000 0.9148  1.0847 
Chicago O’Hare  1.1492**  1.1452  1.1517 1.0858 0.9308 1.2912  1.0583**  1.0001 1.2318 1.0485 0.7387 1.3537 1.0355 0.8202  1.4643 
Sacramento  1.2400**  1.1466  1.2700 1.0890 0.8898 1.1970 1.1386      1.0162** 1.3214 1.2498 0.8056 1.9685 0.8713 0.4727  1.4224 




























    1.2584**
1.0836 
    0.4711**
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** indicates that the index is significantly different from unity at the 5% confidence level, LB and UB denotes the lower bounds and upper bounds of the 
confidence intervals. MI: Total productivity change; EFFCH: Efficiency Change; TECCH: Technical Change; PECH: Pure Efficiency Change; SECH: Scale 
Efficiency  Change. 35
Table 5. Bootstrapped Movement Model  36
Airport  MI  LB UB EFFCH  LB UB  TECCH  LB UB  PECH  LB UB  SECH  LB UB 
 
Anchorage 
       
1.0820**  1.0478  1.1108 1.2737 0.9401 2.1304 0.8494 0.5441 1.2062 1.0020 0.7178 1.2792  1.2711** 1.0000  1.9043 
Hartsfield        1.0804*  1.0293  1.1175 1.2083 0.9400 1.8199 0.8941 0.6269 1.2356 1.0000 0.7243 1.2482 1.2083 0.9015  1.9823 
Boston  1.0239  0.8542  1.0681  0.9735**  0.6656 0.9821 1.0518 0.7758 1.5565 1.0080 0.8089 1.3284 0.9657 0.6628  1.3575 
Charlotte/Douglas  0.8354**  0.7071  0.9341 1.0000 0.4752 1.4874 0.8354 0.5519 1.5172 1.0000 0.5016 1.7780 1.0000 0.4989  1.4995 
Cincinnati  0.6650**  0.6568  0.6743  0.7874**  0.5559 0.8210 0.8445 0.5457 1.3060  0.6267**  0.4895 0.8013 1.2563 0.9521  2.0612 
FT.Lauderdale  0.8726**  0.7749  0.9718 1.0000 0.5757 1.4150 0.8726 0.6480 1.4253 1.0000 0.5740 1.4524 1.0000 0.7062  1.0118 
Kansas City  1.1875**  1.1149  1.3431  1.6636**  1.2772 1.7320  0.7138**  0.4636 0.9280  1.4638**  1.0559 1.8738 1.1365 0.9985  1.6999 
Memphis  0.7016**  0.6485  0.7754 1.2087 0.8720 1.9027 0.5804 0.3467 0.8039 1.0150 0.6821 1.3442  1.1908** 1.0000  1.8154 
Milwaukee  0.5500**  0.4596  0.6680  0.8945**  0.5993 0.9492  0.6148**  0.3995 0.9070 0.7845 0.4889 1.0788 1.1402 0.9867  1.7004 
Minneapolis-St Paul  0.8091**  0.7555  0.8550  0.9460**  0.7034 0.9912 0.8552 0.5943 1.1386 0.8906 0.7136 1.1879 1.0623 0.8196  1.6025 
Ontario  0.9346**  0.8415  0.9891  0.9945**  0.7557 0.9999 0.9398 0.6771 1.2523 0.9464 0.7130 1.2520 1.0508 0.9374  1.4272 
Phoenix  0.8890**  0.8149  0.9481 1.0297 0.7836 1.4213 0.8633 0.6338 1.1398 1.0000 0.7510 1.4279 1.0297 0.9458  1.5526 
Portland  0.8433**  0.7784  0.8713 1.0000 0.6849 1.8001 0.8433 0.4800 1.2325 1.0000 0.5733 1.7770 1.0000 0.7423  1.5171 
St.Louis  0.5798**  0.5687  0.5931  0.6497**  0.4566 0.7286 0.8924 0.5551 1.2636  0.5300**  0.3769 0.6485 1.2258 0.9416  1.9976 
Salt Lake City  0.9654**  0.9194  1.0162  1.5053**  1.1074 2.5216  0.6413**  0.4176 0.8832 1.1029 0.6983 1.4030  1.3649** 1.3503  1.7636 
San Diego  0.7093**  0.5800  0.8551 1.0000 0.6602 1.7787 0.7093 0.4331 1.0307 1.0000 0.5445 1.8112 1.0000 0.7077  1.6869 
San Francisco  1.0289**  1.0157  1.0420 0.9656 0.6152 1.1916 1.0655 0.8630 1.6552 1.0179 0.8239 1.2183 0.9486 0.5901  1.1893 
San Jose  0.9310  0.8497  1.0572  0.9135**  0.6062 0.9821 1.0191 0.7494 1.5182 0.8798 0.5722 1.1725 1.0382 0.9531  1.3165 
Seattle Tacoma  0.9504**  0.8795  0.9546  0.8837**  0.6265 0.9350 1.0755 0.8601 1.5237 0.9288 0.7234 1.1925 0.9514 0.7120  1.0301 
Dallas  0.9552**  0.9072  0.9842 0.9863 0.7663 1.3211 0.9684 0.7282 1.2478 0.9843 0.7814 1.2886 1.0020 0.9621  1.4328 
Denver  1.3028**  1.2731  1.3348  1.4391**  1.1953 1.6109 0.9052 0.6631 1.1157 1.2596 0.9898 1.5739 1.1424 0.8865  1.7573 
JFK  1.5236**  1.4851  1.5400  1.4294**  1.0180 1.7931 1.0659 0.8452 1.4746 1.4734 1.1787 1.7667 0.9701 0.6665  1.2701 
Newark  1.0972**  1.0667  1.0994 0.9991 0.6701 1.0726 1.0982 0.8006 1.6410 1.0092 0.7465 1.2932 0.9899 0.6158  1.2657 
Detroit  0.9902  0.9494  1.0000 1.0000 0.7496 1.3750 0.9902 0.7203 1.3002 1.0000 0.7470 1.3794 1.0000 0.8245  1.1674 
Las Vegas  0.9050  0.8247  1.0072 1.0793 0.7172 1.4007  0.835  0.6485 1.2847 1.1623 0.7961 1.5039 0.9286 0.7660  1.1157 
Los Angeles  1.0688**  1.0688  1.0698  0.9787**  0.6901 0.9821 1.0920 0.8534 1.5610 1.0000 0.7757 1.2859 0.9787 0.6596  1.3323 
Chicago O’Hare  0.9519**  0.9461  0.9548 0.9880 0.7650 1.3310 0.9634 0.7169 1.2473 0.9805 0.7863 1.2851 1.0077 0.6877  1.4248 
Sacramento  1.4901**  1.3986  1.5505  1.6843**  1.3531 2.4349 0.8847 0.6412 1.2722 1.4931 1.0811 1.8589 1.1280 1.0114  1.4253 
Tampa  0.9523  0.9245          1.0119        1.4799** 1.1009 2.3642  0.6435**  0.4256 0.8866 1.3105 0.9331 1.8982 1.1292 1.0011  1.5240  37
 
** indicates that the index is significantly different from unity at the 5% confidence level, LB and UB denotes the lower bounds and upper bounds of the 
confidence intervals. MI: Total productivity change; EFFCH: Efficiency Change; TECCH: Technical Change; PECH: Pure Efficiency Change; SECH: Scale 
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      Figure 1. Movement in Jet Fuel price per Gallon for US Scheduled and Non-Scheduled 




































































Figure 2.  Air Travel Price Index (U.S.-Origin: domestic or international trips originated from 
the US. The Foreign-Origin: trips from a foreign origin and a U.S. destination. The Full-
Scope: Combination the domestic and foreign-origin itineraries) Source: Bureau of 
Transportation Statistic  40
 