High-resolution 3D microscopy is a fast advancing field and requires new techniques in image analysis to handle these new datasets. In this work, we focus on detailed 3D segmentation of Dictyostelium cells undergoing macropinocytosis captured on an iSPIM microscope. We propose a novel random walker-based method with a curvature-based enhancement term, with the aim of capturing fine protrusions, such as filopodia and deep invaginations, such as macropinocytotic cups, on the cell surface. We tested our method on both real and synthetic data, demonstrating that the inclusion of the curvature enhancement term can improve the segmentation of the aforementioned features. We show that our method performs better than the random walker and power watershed in real and synthetic data, and that our method performs better than the random forest pixel classifier in real data. We also present an automated seeding method for microscopy data, which, combined with the curvature-enhanced random walker method, enables the rapid segmentation of large time series with minimal input from the experimenter.
Introduction
Recent advances in 3D microscopy have enabled the detailed capture of large time series of cells, posing challenges of accurately segmenting them in high resolution. In this work we focus on the segmentation of Dictyostelium cells undergoing macropinocytosis. Macropinocytosis is the uptake of extracellular fluid employed in important biological processes, including antigen processing and cancer cell feeding [26] . It involves the formation of highly concave regions of the cell membrane, macropinocytotic cups. The cells also contain filopodia, which are fine protrusions on the cell membrane, acting as cellular sensors. The aim of the segmentation method proposed here is to accurately capture these detailed structures. The cells examined expressed LifeAct-GFP, a commonly used fluorescent F-actin marker, which produced high intensity signals in both of these features. Light sheet imaging of macropinocytosis has gained recent interest [9] . Accurate segmentation of the structures involved in macropinocytosis is required to better understand this process [8, 36] .
Our segmentation method is based on the random walker segmentation, a standard method for segmenting objects in 2-and 3-dimensional images [13, 20] . In practice, images always suffer from a remaining degree of blurring, because deconvolution hardly ever achieves Figure 1 : Flow chart outlining the major steps in the segmentation algorithm. Dictyostelium cells expressing LifeAct-GFP were imaged on an iSPIM microscope, as described in Section 5.4. 3D image pseudocoloured by intensity (blue represents low intensity, green represents high). Automatic seed selection for foreground (red) and background (blue) is based on Phansalkar thresholding [29] , as described in Section 4. The random walker method is implemented by simulating diffusion until equilibrium was reached, using the automatically selected seeds and image gradient-based weighting, as described in section 3. Diffusion with an additional curvature term is subsequently simulated, with the same inputs as before, using the equilibrium values of the previous simulation as initial conditions, as described in Section 3. Contour lines show the location of the 0.5 isosurface, which corresponds to the segmentation boundary. The curvature term is dependent on the diffusion system, and is periodically updated and fed back into the diffusion system. The curvature term is constructed to be strongest close to the segmentation boundary, and restricted to negative values outside this boundary and positive values inside. Scale bars represent 5 µm.
theoretically optimum deblurring, compromising fine protrusions and invaginations more strongly than moderately curved structures. This blurring causes protrusions to be truncated or lost during segmentation, while invaginations tend to lose depth. We propose a novel random walker-based method that uses a curvature enhancement term to recover these structures. Additionally, we present a method for automated seed selection for the random walker, which utilises the fluorescence pattern of the F-Actin marker. These methods were tested on both real and synthetic data, showing that the addition of curvature enhancement to the random walker method can provide a marked improvement in the segmentation of detailed structures such as those mentioned above. We compared our method with two state of the art segmentation methods: the power watershed and the random forest pixel classifier, and show that our method outperforms both in real data.
Related Work
The random walker is a commonly-used method of supervised image segmentation [13, 20] . This method is part of a broader family [10, 33] of graph-based segmentation methods, which includes graph cuts [5] and watersheds [4] . These methods model the image as a graph G = (V, E) where the vertices V = {v i } corresponding to image pixels and edges E = {e i j } corresponding to the adjacency relationship of the pixels, with e i j representing the edge between v i and v j . For a given edge weighting W = {w i j }, the aim of a graph-based segmentation is to find a function x on G that minimizes an energy term of the form [10] ∑ e i j ∈E
where x i = x(v i ), x i = 1 at foreground seeds, and x i = 0 at background seeds. The segmented foreground is given by points with x > 0.5. The choice of q and p determine which segmentation method is being used: q = p = 1 corresponds to graph cuts [33] ; q = p = 2 corresponds to the random walker [33] ; q = p → ∞ corresponds to shortest paths [33] ; q = 1, p → ∞ corresponds to the watershed [1, 10] ; and q > 1, p → ∞ corresponds to the recently-developed power watershed [10] . Extensions to these methods include adding prior information to the energy function [13, 19] , the addition of auxiliary nodes [11, 22] , and modification of the edge weighting w i j [28, 38] , which is typically based on image gradients. Curvature was used previously by M'hiri et al. [28] in the weighting of the random walker in order to enhance segmentation of blood vessels. This method was facilitated by using a measure of "vesselness" [17] in the input image to inform the weighting of the system. This method is not readily applicable to segmenting individual cells, since the structures of interest do not necessarily conform to an easily-defined shape. Another use of curvature in vessel segmentation is in a regularization term for the fast marching segmentation algorithm [25] , with the aim of avoiding high-curvature surfaces.
Our methods utilise a model of the random walker based on the discretisation of an anisotropic diffusion system [20, 37] . This model allows the addition of a mean curvature term to the model equation. Applications of mean curvature flow in image analysis include image enhancement [2, 27] and active contour-based segmentation methods [7, 21, 32] . An example that is closely related to the present work is a method of image enhancement proposed by Malladi and Sethian [27] , which uses a function of curvature that takes on positive or negative values of curvature depending on the local image properties. This function is similar in construction to the curvature term in Eq. 7 below. Related to mean curvature flow is Willmore flow [24] , which has also been used in level set segmentation methods [12] . In 2D systems the Willmore flow is equivalent to minimization of Euler's elastica energy [16] , which has previously been employed in the weighting of graph cut segmentation [14, 15] . These curvature-based segmentation methods use curvature to stabilize the boundaries of segmentation, which is the reverse of the effect produced by the methods presented here; we employ a term that effectively reverses the flow of curvature to improve the segmentation of protrusions and invaginations.
The random walker is highly dependent on the initial seeding [14] . Previous implementations of the random walker algorithm have used manual [20] , semi-automated [13] , and fully-automated seed selection [34] . Here we present an automated method of seed selection based on Phansalkar thresholding [29] .
3 The curvature-enhanced random walker method Random walker segmentation can be modelled as the steady state of a discretisation of the anisotropic diffusion system [20, 37] :
subject to the constraints v(
where FG and BG are the sets of foreground and background pixels, respectively, and W is the diffusion weighting function, defined discretely for between two pixels x and y, as
where ||.|| is the Euclidean norm, I(x) and I(y) are the input image intensities at x and y respectively, W max = exp(−α) is a normalization constant, and β and α are parameters to be fixed. We set α = β /255 2 in accordance with previous work by Du et al. [13] (scaling by 255 2 accounts for the [0, 255] normalization used in [13] ). Weights are computed for 18-connected neighbourhoods. The discretised form of Eq. 2 for the point x is
Where N(x) is the 18-connected neighbourhood of x. The equilibrium values of v are computed using the forward Euler method, with the segmentation (in the absence of curvature enhancement) given by pixels with v > 0.5 [37] . The curvature-enhanced random walker is defined by the system
subject to constraints 3 and 4, where κ is a fixed parameter, W is as defined in Eq. 5, and
where
is the mean curvature. As with the standard random walker, equilibrium values of v are calculated and the segmentation is given by pixels with v > 0.5. The gradients in 9 are approximated in each direction using an extension of the 3D Sobel filter, which is given in the x-direction as a smoothing in y and z by applying the 1D filter (1, 4, 6, 4, 1)/16 in both yand z-directions, Followed by a differencing filter in x with radius 3, given by (−1, 0, 0, 0, 0, 0, 1)/6. The formulation for yand z-directions are defined similarly. The expanded smoothing radius is required because the divergence of the normal directions is highly sensitive to noise. The differences are taken at a distance of 3 to reduce sensitivity to small fluctuations in the shape of the isosurface. The number of operations involved in this computation are much higher than for the finite differences in the random walker, and therefore increase computation time. In our implementation we were able to improve the speed by only computing the curvature every 10 time steps, which had a negligible impact on the resulting segmentation.
The curvature-enhanced random walker segmentation is implemented on a GPU as follows. Initially, the equilibrium values v 1 of the standard random walker system are computed, with initial conditions v(x, 0) = 0.5 for all x not in either of the seed sets. The equilibrium values v 2 of the curvature-enhanced diffusion system are subsequently computed with initial conditions v(x, 0) = v 1 . The segmentation is given by the set of pixels with v 2 > 0.5. Note that, for large values of κ, this system becomes unstable and equilibrium is not reached. In these cases, simulations are terminated after a fixed number of time steps.
Seed selection
Automated seed selection is performed on microscopy data based on the Phansalkar threshold [29] . The Phansalkar threshold T at a point x is given by
where µ(x) and σ (x) are the local mean and standard deviation of the image intensity, and p, q, k, and r are fixed parameters. The value of p is set to 2, and the local neighbourhood for calculating µ(x) and σ (x) is given by a cube of side 21 pixels centred at x. The values of q, k, and r are found based on each individual image. The value of q is set so that the exponential decays by half over two standard deviations of the local means:
where σ µ is the standard deviation of all local mean values in the image. The values of r and k are set based on the following assumptions. Foreground pixels are assumed to have local standard deviation equal to the maximum local standard deviationσ , which maximizes T in Eq. 10, and local mean
where µ µ is the mean of all local means in the image, and σ µ is as in Eq. 11. Conversely, background pixels are assumed to have zero local standard deviation (minimizing T in Eq. 10) and local mean
where µ µ and σ µ are as above. We define r and k based on these assumptions:
These values ensure that any pixels conforming to the assumptions made on foreground pixels will have a threshold value below the local mean, while any pixels conforming to the assumptions made on background pixels will have a threshold value above the local mean. An example of the output of this thresholding is shown in Fig. 2B . Background seeds are obtained by applying a spherical dilation operator of radius 10 pixels to the binary volume obtained by the Phansalkar thresholding, filling holes, applying a spherical erosion operator of radius 5, and inverting the resulting binary image. An example of the result of this process is shown in Fig. 2C .
Foreground seeds are selected to represent maximal surfaces in the image. Gradients are computed using a Sobel operator ( Fig. 2D ). Each pixel is assigned the direction of the largest magnitude gradient within a 26-connected neighbourhood for the purposes of comparison ( Fig 2E) . Magnitudes along the assigned direction are linearly interpolated from the neighbouring pixels, and a pixel is labelled as a turning point if its gradient magnitude is lower than these interpolated magnitudes. Turning points with a negative Laplacian are labelled maximal. This set of maximal points is restricted to points marked as foreground by the Phansalkar thresholding algorithm. To further improve the robustness of this algorithm, the maximal points are grouped into (6-)connected components. The largest connected component is labelled as foreground. Any other connected components larger than one pixel with mean intensity greater than the mean intensity of the largest connected component are also labelled as foreground. An example of the result of this process is shown in Fig. 2C .
Experiments and Results
We compared our method with other segmentation methods on both synthetic and real data. A localized form of the Jaccard score was used to evaluate the relationship between β and κ. This localized Jaccard score, along with the global Jaccard score, boundary displacement error, and Hausdorff score were used to compare all segmentation methods.
Evaluation methods
The measures used to evaluate the segmentation results were the Jaccard score, a localised form of the Jaccard score, the Hausdorff distance, and the mean boundary displacement error [18] . The first two measures describe how a segmentation performs on a pixel-wise basis, while the second two measures describe how the surface of the segmented shape differs from that of the ground truth.
For a ground truth image with foreground pixel set S GT and segmented image with foreground pixel set S SEG , the Jaccard score Jac for the segmentation is given as
Here, we find it more informative to compare segmentations to ground truth in a localised fashion. For a point p with neighbourhood N(p), the local Jaccard score Jac loc is given as
Because this measure is defined as a proportion of foreground pixels in a local neighbourhood, points with a neighbourhood populated with mostly foreground pixels will show less variation than a neighbourhood populated with mostly background pixels. To address this difference, we also take the local Jaccard score of the negative spaces:
The overall local Jaccard score is thus defined as the lowest of these two scores:
Jac loc (p) = min(Jac loc (p), Jac loc (p)).
For boundary difference measures, we first define the boundary of a shape in a binary image as the set of foreground pixels with at least one adjacent background pixel (26connected) . The distance from a point p to a boundary set B is given as
where || · || is the Euclidean norm. For a ground truth boundary set B GT and segmented boundary set B SEG , the Hausdorff distance is given as
The mean boundary displacement error (BDE) is an asymmetric measure of the distance between the surfaces. The mean BDE from B GT to B SEG is given as
The mean BDE from B SEG to B GT is similarly defined. 
Comparison to other methods
We compared the performance of our method with that of the random walker [20] , the power watershed [10] , and the random forest pixel classifier [6] .
The random walker segmentation can be thought of as a special case of our method when κ = 0, and is automatically generated as the first step of our segmentation algorithm (see Section 3 and Fig. 1 ).
The power watershed is given by the energy optimization of Eq. 1 with finite q and p → ∞ [10] . In the following, we use a value of q = 2 as used by Couprie et al. [10] . This method is also related to the random walker, in that it represents the limiting case of β → ∞.
The random forest pixel classifier was implemented using the fast random forest method in the Trainable Weka Segmentation 3D plugin [3] for Fiji [31] . Because this pixel classifier determines foreground and background pixels based on local pixel data, the automated seeding developed for our segmentation method was inappropriate to use for training due to it selecting only local maxima as foreground. For this reason, we used random sampling of the ground truth foreground and background to train the classifier. We chose sampling rates N of 50 and 500 training samples per slide for our comparison; a rate of N = 50 samples per slide is comparable to the number of automatically selected foreground seeds in Section 4, while the higher rate of N = 500 was chosen to represent a highly fitted classifier. Once trained, the classifier was applied to the whole image to select foreground and background pixels. Based on preliminary testing, pixels were classified using the Gaussian, Hessian, and Laplacian features [3] . 
Synthetic data 5.3.1 Construction
Here we have chosen a shape with multiple protrusions and invaginations of varying widths (Fig. 3A) . The resolution of the synthetic shape ( Fig. 3B ) was selected based on observation of microscopy data, such that the finest structures are only 1 − 2 pixels wide. The intensity values were generated such that the shape boundaries have a similar pattern of intensities to that of real cells (Fig. 3C ). The intensity pattern at a point on the manually identified boundary of a real cell was taken to be the pixel intensities along the line normal to the boundary. The pattern of intensities at the synthetic shape boundary was determined in the same manner. These line scans were normalized to [0, 1], so that the gradients at the boundary could be compared up to a scaling factor. The aim in the following is to match the distribution of the steepest gradients of these line scans in the synthetic data {g s } with that of the real data {g r }. A Gaussian blur with standard deviation 1 was applied to the binary shape ( Fig. 3D ) so that the mean of {g s } (−0.31) is of a comparable to the mean of {g r } (−0.28).
Poisson noise was subsequently applied to the blurred mask such that the standard deviation of {g s } (0.10) was comparable to the standard deviation of {g t } (0.09). Scaling the blurred image up by 500 and applying the Poisson noise achieved this effect. The resulting noisy image was normalized to [0, 1]. The plane z = 0 was taken as the foreground seed set (the bottom of the shape in Fig. 3A) , while background seeds were taken to be the plane z = 80 (above the shape in Fig. 3A) . Figure 5 : Comparison between the synthetic shape mask and random forest classifier (RF), power watershed (PW), random walker (RW), and curvature-enhanced random walker (CERW). Top row: synthetic shape surface (left) and surfaces generated by each segmentation method. Middle row: differences between segmentation results and the synthetic mask, where red marks false positive and green marks false negative. FPR: false positive rate, FNR: false negative rate. Bottom row: slices through each surface compared to the original image. While the RF clearly performs best, this is likely due to the synthetic nature of the image. The CERW outperforms both PW and RW, only showing small errors for both parameter sets.
Relationship between β and κ
The first experiment using this synthetic shape aims to investigate the relationship between β and κ in terms of segmentation performance. Here we use the localised Jaccard score, and use a neighbourhood of square cross-section (width 21) and depth equal to the depth of the stack (80 slices). This neighbourhood was constructed to include the full lengths of any protrusions or invaginations that intersect with the neighbourhood. Here we investigate the minimum local Jaccard score J min , which will highlight the score corresponding to the area of the shape where the segmentation performed the weakest. The results of this experiment are shown in Fig. 4 . This shows that the values of β and κ that optimize the local Jaccard score are negatively correlated. Note that even for high values of β , the standard random walker can be improved with a relatively small value of κ.
Comparison with other methods
The broader set of segmentation methods are compared in Table 1 and Fig. 5 . Unsurprisingly, the pixel classifier outperforms all other methods in this example, due to the fact that the image being analysed is directly based on a binary image. The curvature-enhanced random walker performs better than both the random walker and the power watershed in this example. The power watershed is particularly affected by the noise added to the image, as can be seen in the slice in Fig. 5 . This noise sensitivity is avoided in the curvature-enhanced random walker because it enables the value of β to be reduced (compared to the optimal ran- Table 1 : Comparison of segmentation methods applied to synthetic data. RF: random forest classifier, PW: power watershed, RW: random walker, CERW: curvature-enhanced random walker. Numbers in brackets are parameter values (see text for details). JS: Jaccard score, J min : minimum local Jaccard score (see text for details), HD: Hausdorff distance, BDE: mean boundary displacement error, measuring the displacement of the ground truth (shape mask) boundary compared to the segmentation boundary (GT→S), and the reverse (S→GT). Bold numbers highlight the best value, italic numbers highlight the best non-classifier value (highest for Jaccard and minimum local Jaccard, lowest for Hausdorff distance and boundary displacement error). dom walker), which reduces the impact of variable gradients between neighbouring pixels. Additionally, the curvature enhancement is able to compensate for the increased impact of blurring in the finer features, as can be seen in the slices in Fig. 5 .
Microscopy data

Data acquisition and manual segmentation
The segmentation method described in Section 3, with seeds selected according to Section 4, was tested on 11 microscopy images that had been manually segmented for comparison. Dictyostelium cells expressing LifeAct-GFP were imaged on an inverted selective plane illumination microscope (iSPIM) [35] . The resulting images had pixel width 0.165 µm and slice thickness 0.2 µm. These images were deconvolved using the Richardson-Lucy algorithm [30] . The images selected for segmentation each contained a single cell undergoing macropinocytosis. Manual segmentations were drawn onto the 2D planes of the images, cycling through (x, y)-(x, z)-, and (y, z)planes iteratively until a satisfactory segmentation was achieved. For computing the curvature-enhanced random walker segmentation, all microscopy images were normalized to [0, 1], and gamma correction (0.5) was applied.
Relationship between β and κ
As with the synthetic shape, we first evaluate how the segmentation is affected by the choice of β and κ. Here we use the localised Jaccard score with neighbourhood given by a cube of side 21 pixels, evaluated at all points on the manually segmented cell surface. It is of particular interest to evaluate the segmentation at points on the cell surface of highly positive and negative curvature, because these correspond to biologically significant features. We therefore separate points on the surface of the manually segmented cell into three sets: points with highly negative mean curvature (H < −0.2), highly positive mean curvature (H > 0.2),
Global Jaccard scores
Local Jaccard scores Highly negative mean curvature Low mean curvature Highly positive mean curvature Best match score Mean score Worst match score Figure 6 : Top row: Mean local Jaccard scores for negative, low and positive curvatures of the surface of the manual segmentation of a cell, for a range of parameter values. As with the synthetic data, the optimal values of β and κ are negatively correlated. Bottom row: Minimum, mean, and maximum Jaccard scores for all segmented microscopy images for a range of parameter values. Again the negative correlation of the optimal values of β and κ is evident. Black contour lines represent the 90th percentile. and points with low absolute curvature (|H| ≤ 0.2). The mean local Jaccard scores for a range of β and κ values for each of these sets are summarized in the top row of Fig. 6 . These images show a similar relationship between β and κ, but with the optimal range of values being offset depending on the curvature of the surface. Note that the scores are lower here than in the synthetic data, which can be attributed in part to the subjective nature of the manual segmentation. The global Jaccard scores (Eq. (16)) for each of the volumes are summarized in the bottom row of Fig. 6 . Here we see a similar relationship between the optimized values of β and κ as observed in the localized scores and synthetic data. Examples of segmentations of all real images are provided in the supplementary material.
Comparison with other methods
Comparison of the curvature-enhanced random walker with other segmentation methods is summarised in Table 2 . The curvature-enhanced random walker outperforms all other methods in terms of Jaccard scores, and measures of boundary error also show improvement in the curvature-enhanced random walker versus other methods. Fig. 7 shows this result in the context of an image (see also Supplementary Figure 12 ). The pixel classifier tends to have a low false negative rate but a high false positive rate, which manifests as an expanded boundary. The power watershed tends to be highly affected by noise, giving a rough boundary that can lead to large areas of false positives and large areas of false negatives. The random walker provides a smoother segmentation, but fails to accurately segment the protrusions, due to variation in intensity along these protrusions (see slices in Fig. 7) . The curvature enhancement allows the recovery of these protrusions, leading to a more accurate segmenta- tion. Additionally, the false positive and false negative rates are much more balanced in the curvature-enhanced random walker than in the other methods, which suggests that it has less bias toward over-or under-segmenting the image.
Discussion
We have added a curvature term to the anisotropic diffusion representation of the random walker method. This yielded an improvement to the original random walker in both real cell images and synthetic data. Furthermore, this method performs better than the power watershed in both real and synthetic data, and the random forest pixel classifier in real data. The main advantage of using the curvature-enhanced random walker over the standard random walker is the ability to recover finer details in the image. This is especially useful in microscopy images, where image capture tends to blur these finer features and deconvolution can only partially compensate for this effect.
Another advantage of the curvature-enhanced random walker over the standard random walker is that lower values of β can be used with a sufficiently large κ, which reduces the impact of noise on the segmentation. This is because, for low β and high κ, the effect of diffusion being weakly-linked to the image gradients is balanced by the curvature term enhancing the finer structural details, leading to smooth boundaries in the segmentation where the curvature is low, but detailed feature recovery where the curvature is high. This effect is especially advantageous when analysing how the cell surface changes over time, since the segmentation surface is less prone to arbitrary noise-induced variations between time frames. While we have not explicitly examined the stability of the curvature-enhanced random walker, our experiments show that there is a range of values of β and κ that produce stable results (see Figs 4 & 6) . The only cases where we observed instability was for high β and high κ (top right in Fig. 6 ). In such instances, the system did not converge. This effect is likely due to the fact that the curvature enhancement is inherently unstable, and this instability is only mitigated by the diffusion term in Eq. 7. If β is large, then this reduces the rate of diffusion, which in turn reduces the stability of the system. The question of stability will be a topic of future research.
In the microscopy data, larger values of β are required to obtain the optimal segmentations than in the synthetic data. This could be due to the fact that while both real and synthetic datasets are normalized to [0, 1], the intensities of the cell membrane in the microscopy data are more variable than in the synthetic data, due to the fact that some areas show stronger fluorescence than others. This means that most of the boundary is of a reduced intensity, and requires a larger gradient coefficient to compensate for this effect.
The relationship between the optimal values of β and κ depends on the local curvature (Fig. 6) . Specifically, areas of highly positive curvature require a larger value of κ than areas of highly negative curvature to attain the optimal Jaccard scores, although there is a small overlap in these optimal values. Additionally, areas of highly positive curvature have a lower Jaccard score than areas of highly negative curvature for the curvature-enhanced random walker (see Table 2 ). This is potentially due to the nature of the structures on the cell membrane that give rise to these curvature values; highly positive curvature corresponds to filopodia, which are long, thin protrusions on the cell membrane, while highly negative curvature corresponds to macropinocytotic cups, which in our data were much wider than the filopodia and relatively shallow. This means that highly positive curvature is associated with sharper features than highly negative curvature, which suggests that the variation in κ is linked to the shape of the features being segmented, rather than the sign of the curvature of the surface.
We have only investigated the application of our method to single-cell images. The extension of the curvature-enhanced random walker to multi-cell images can be applied in a manner similar to previous random walker implementations [20] . For an image with N cells, given a seeding {S i } N i=0 with S 0 representing background seeds, the distribution of v for the ith cell is computed by taking S i as foreground and all other seeds as background seeds. The set of distributions {v i } N i=0 are computed in parallel, with segmentation boundary for the ith cell given by
The curvature term is computed for each i from the implicit isosurfaces of u i , with the sign being determined by the sign of u i .
Conclusion and future work
We have shown that our curvature-enhanced random walker segmentation method yields improvements on the standard random walker method, and performs better than other state of the art methods in real data. A relationship between the optimal weighting and curvature parameters is reflected in experiments on real and synthetic data. This relationship is subject to the shape of the objects being segmented and the intensity pattern of the data. Finer features in the data require a larger curvature coefficient in order to better resolve these features, while smaller (non-zero) curvature coefficients are preferable for larger features. There is an overlap between these optimal values given the data tested. The methods presented here are based on a relatively simple formulation of the random walker and curvature enhancement. One possible extension could use a more elaborate weighting system, in a similar manner to M'hiri et al. [28] . Extensions in the curvature enhancement could include spatially varying κ, or using a formulation to increase the Willmore energy of implicit surfaces. The curvature enhancement presented here could also be applied to other methods, such as active contour segmentation, regularized by shape priors to reduce instability [23] .
In terms of real data, we have only applied the curvature-enhanced random walker to 3D images of Dictyostelium undergoing macropinocytosis captured on an iSPIM light sheet microscope. This method would also be well-suited to segmenting other objects with complex surface structures, such as computed tomography images of vertebrae or lungs, or electron microscopy images of complex cell structures. Additionally, our method could easily be applied to 2D images, using curvature in place of mean curvature.
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