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In this paper a model of a program, in which loops are graph cycles, 
is given. From that model, a particular estimate of the number of 
loops passing through any program statement is derived. The method 
of obtaining a graph, whose paths are equivalent to program loops, 
is described. In the final section, the places at which the program 
should be divided into sections are given. 
LIST OF SYMBOLS 
Statement or label of statement S~+1 
Decision statement or label 
Systematic set {X1, X2, . . .  , Xn} 
Directed graph 
A is a subset of X set 
Connection matrix of the graph (X, F) 
Directed arc from vertex X~ to vertex Xj 
One when (X~, Xj) arc exists, otherwise zero 
Set of vertexes pulled together to vertex X,~ 
Sets of arcs attached to the gathering vertex X~ 
p-graph 
Difference of two sets 
Sign of the set sum 
Sign of equivalence 
Sign of the logicM sum 
Sign of the logical product 
Picture of cycle of the graph (X, F) 
Identified proper cycle 
Arc of the cycle ~e 
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I. INTRODUCTION 
Because of the limited capacity of the working memory of a machine, 
it is necessary to divide the program into sections. The program should 
be divided so that there would be as few transitions from one section to 
another as possible. I t  is most important hat statements of one loop 
should not belong to more than one section. In connection with this 
arises a problem of the loop distribution in a program. This problem is 
discussed in the present paper. The model of the program described 
below is not capable of describing programs which modify their own 
structures. 
II. THE REPRESENTATION OF PROGRAMS 
Statements of a program can be divided into operational statements 
and decision statements (Igarp, 1960). Operational statements are per- 
formed linearly and do not change the path of the program. A decision 
statement is a bifurcation point of the path of the program. This state- 
ment determines N new paths of the program by means of a label list, 
attached to this statement (e.g., Algol 60). Any statement of the pro- 
gram may be labelled. 
Program paths will be of interest o us in what follows. A program 
will be considered to be a sequence &,  & ,  . . .  , & .  Bearing in mind 
that operational statements are performed linearly, we can distinguish 
labels and decision statements of the program. They will be marked in 
the same order as they appear in the sequence &,  • • • , & ,  by X~, 
X2, . . .  ,X~.  
The paths of a program are described by a directed graph (X, P), 
where the transformation of r is defined 
X~, when X~_~ is a label 
rx~_l = |set  of labels, to which the statement X~_, refers, 
[ when Xi-1 is a decision statement. 
Every path of the program is represented by a path in the graph 
(X, P), and vice versa. If X<,  . . .  Xk~ is a path of the program and 
Xkl = Xk~ , then such a path is called a loop of the program. In the 
theory of graphs such a path is called a cycle. 
Example .  A program is given: 
N: I :  = 0 
read A,  B,  C, 
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FIG. 1. Paths  of the program 
P:M:  = (A + I) X S IN ( I  XB)  
/ := I+1 
print M 
if I = 100 then PN else P 
go to P 1N 
PN:R:  = (M + 1) X 0.12 
print R 
if R _ 50 then P 1N else N 
P 1N: end 
We carry out the attachment: 
X1 = N, X2 = P, X3 = if I = 100 then PN else P, 
X4 = go to P 1N, X~ = PN, X6 = if R => 50 then P1N else N 
X7 = P1N. 
The graph corresponding to this program is illustrated in Fig. 1. The 
connection matrix of this graph is as follows: 
0 1 0 0 0 0 0 -  
0 0 1 0 0 0 0  
0 1 0 0 100  
0 0 0 0 0 0 1 
0 0 0 0 0 1 0 
1 0 0 0 0 0 1 
0 0 0 0 0 0 0 
I I I .  DEF IN IT IONS 
Some definitions are given, which will be used later on. We shall say 
that the set A c X has been pulled together to the point X~ E A (the 
vertex X~ is a gathering point) if all the arcs between the points of the 
set A have been disregarded, and all the points of the set A have been 
identified with the point Xh (Berge, 1962). 
DEFINITION OF THE A + AND A-  SETS 
Let the set A c X contain no gathering points. Then, we shall con- 
sider A + as the set of arcs directed outward from the A set, and A-  as 
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FIG. 2(a). Example of a graph 
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FIG. 2(b). Graph with the gathering point X~ 
a set of arcs directed into the A set. The set A~ = {X2, X4, Xd, is 
illustrated in Fig. 2 (a). For this example: 
A5 + = {(X2, Xa), (X4, XT), (Xs, Xs)} 
As- = {(X6, Ks);, (X3, X4):. (X1, X2)}. 
Let us assume that some subsets of the X set have been pulled together 
in the graph (X, P). From that graph we obtain a particular p-graph 
(XT, P,). Let the set A c X7 have gathering vertexes X~- 1 , 
and the set X7 - A have gathering vertexes X<,  - . .  , Xkm 
A + and A-  are defined in the following way: 
(Xe, X,) < A + =- ((Xe, X~) < (AV~U... UAT,,) 
V X~ C ( f£ -  (AU{Xk~ , . . .  
A((X~,  X,) C (A+~U ... UA +) V X, C (A - {Xh,  
(X. ,  X.) C A-  ~ ((X~, X,) C (A+,U .. .  UA+.,) 
V X, C (f~ -- (AU{Xk,, 
• • • , X j~  , 
. The sets 
,x~}))) 
...,xj,})) 
. . . ,x~}))) 
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/~ ( (Xe,X,)  C (A~U. . .  UA~) ~/ X, E (A - {Xjl , . . . ,X j ,} ) ) .  
Figure 2(b) represents a graph derived from the graph 2(a) by pulling 
together the A~ set to the X5 point. In this graph the set 
A8 = {Xs, X~, Xs} has been marked. In this example 
A8 + = {(X2, X,), (XT, Xg)} 
As- = {(X~, X2), (X~, X4), (X3, XT), (X~, X~), (Xg, Xs)}. 
DEFINITION OF CYCLE PICTURE 
(Xi, Xj) is an arc of the (X, l~) graph if and only if the (Xi, X~) 
arc belongs to any cycle of the (X, F) graph. We will call the graph 
(X, l~e) a cycle picture of the graph (X, lo). 
Thus, if in the graph (X, F) we neglect he arcs which do not belong 
to any cycle, we will obtain the graph (X, I~,). 
DEFINITION OF CONSEQUENT 
If ~here is an arc directed from the vertex X~ to the vertex X~. then 
X~ is a consequent of the vertex X~. 
IV. THE DISTRIBUTION OF CYCLES IN THE GRAPH (X, r)  
It follows from the cycle definition that if the vertex Xj belongs to 
the cycle, there exists an arc (Xk, X~), where k ~> j, i _-_6 j. The sum 
of the arcs (Xk, Xi) is given by ~=~. ~=~ aki. The following theorem 
can be derived: 
The number of cycles to which Xj belongs i  not greater than 
J 
k=] i=1 
Below, we shall try to determine more precisely the distribution of 
cycles in a graph. 
PROBLElVl 1. ASSUMPTIONS 
(a) There is no cycle consisting only of vertexes from the set 
{Xx, .-. , Xj_i} in the graph (X, l~). 
(b) There is precisely one arc X~, Xi where i =< j. 
Problem: Find all the cycles of the graph (X, F) which do not contain 
vertex Xk, where j < k =< n. 
Algorithm: The problem will be solved when we find all paths from 
X~ to X~ which do not contain the point Xk. A known algorithm from 
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Berge's work (1962) for finding the path from vertex a to vertex b has, 
in the present case, the following form: go from vertex Xi according 
to the direction of the selected oriented path; if vertex Xk or a vertex 
without a consequent is reached, return by the same path to the near- 
est vertex; next chose and follow other, not yet explored, paths; pro- 
ceed until reaching vertex X3" or X~. If we find ourselves in point 
X~, and no new path goes out from that point, then there is no 
cycle in the graph (X, F) which consists only of vertexes from the set 
{X1, . . -  , X~}. 
If we find ourselves in point X~., then the cycle exists. We mark it 
by X~, Xi ,  Xa ,  X~2, . .  • , X~,~. We can find the other proper cycles 
by searching for new paths: from X~ to Xj ,  from Xa to X3", from X¢2 
to X~ etc. All the proper cycles pass through the vertex X~, forming, in 
connection with that, one cycle. 
PROBLEM 2 
Find the cycle picture of the graph (X, F). 
Algorithm: 1. Starting from the vertex Xz, we search for vertex Xj ,  
whose consequent is vertex X~, where l <= j. Having found the vertex 
X j, we search for proper cycles that do not contain vertex Xk, where 
k > j. This problem has been solved in Problem 1. If there is no cycle 
consisting of vertexes from the set IX1, • • • , X~.} in the graph (X, P), 
then we search for another vertex Xn with the consequent Xz, where 
l _< j l .  
2. Let us suppose that the proper cycles ~e (e = 1, .-. e0) have been 
found. Let 215 represent the set of vertexes, that belong to these cycles; 
let us take matrix [C~j] with elements Cij equal to 0 (i, j = 1, • • • , n). 
If (X~, X~) is the arc of the cycle ~,  then we attach the value 1 to 
the clement C~v • 
Thus the cycles ~e are marked in the matrix [C~]. In the graph (X, F) 
we pull together the set Ai to the point Xj.. In the resultant p-graph, 
it is necessary to attach the set Aj + and Aft to the vertex Xj.  
3. Starting from Xj we search for the vertex X~ with the consequent 
X,, where s < m. There is no cycle passing only through the vertices 
X,_~ in the resultant p-graph. Similarly, as in Problem 1, we search for 
all proper cycles that do not pass through the vertex X~, where k =< m. 
4. Let us assume that the identified proper cycle #e passes through 
the gathering point X~ (see Fig. 3). Cycle p~ corresponds to the cycle 
~[ in the graph (X, 1~). The cycle u~' differs from the cycle ~ by its 
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FIG. 4. Cycle t~/ 
passing through the cycle with vertexes from the set Aa (see Fig. 4) 
instead of through the point Xa. Analogous correspondence takes place 
when cycle v, has more gathering points. 
Basing on the cycle v, we mark the cycle re' in the matrix [Cij] in 
the following way: 
(a) If X~ and X~ are not the gathering points, then we attach the 
value 1 to the element C~,. 
(b) If X~ is a gathering point and Xv is not such a one, then the arcs 
(X,, X,) belonging to the set A~ + are the arcs of the cycle v j ;  value 1 
should be attached to the elements C~v. 
(c) If X~ is not a gathering point and X~ is such a one, then the arcs 
(X~, Xs) belonging to the set A~- are the arcs of the cycle v j; value 1 
should be attached to the elements C~p. 
(d) If both X~ and X~ are gathering points, then the arcs (X,, Xs) 
belonging to the set A~ + and At- are the arcs of the cycle vo'; value 1 
should be attached to the elements Ct~. 
Let us designate the set of vertexes belonging to the cycles v, by A~. 
In the p-graph the set A~ should be pulled together to the point X~. 
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Attach the sets Am + and Am- to the vertex Xm. Thus a new p-graph 
is obtained, in which there are no cycles containing only vertexes X~_I, 
where s <= m. 
Proceeding further, according to the 3 and 4 above a matrix [C~j] is 
obtained, which is the connection matrix of the graph (X, r~). 
V. CONCLUSION 
By means of the connection matrix [C~.] of the graph (X, Y~) it is 
possible to find in a simple manner a convenient place for division of a 
program. Let us suppose that we would like to cut a program between 
vertexes Xi and Xi+l.  We shall call the part of the program X1, • • • , X~ 
section I, and the part of program X~+I, • • • , X~ section I I .  I f  C~+hi-~ =
1 (for h = 1, 2, • • • and s = 0, 1, • • • ) then there is a loop, which passes 
through section I and section I I .  Hence we obtain a theorem: 
The number of loops that pass through section I and section I I  is 
j~l ~=i+l 
I f  each of these loops is being executed then a multiple interchange of 
sections I and I I  in the working memory of machine will take place. In 
connection with this, the best place for dividing the program into sec- 
tions is between vertexes Xi and X~+I, if L -- O. 
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