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ABSTRACT
Scanning Tunneling Microscopy Studies of
Charge Density Waves in NbSe2 and µSR
studies of Nickel doping in BaFe2As2
Carlos José Argüello Ortiz
I did my Ph.D. research at Columbia with two experimental condensed matter groups.
The Scanning Tunneling Microscopy (STM) work described here has been done under
the direction of professor Abhay Pasupathy. The Muon Spin Rotation (µSR) research
was done under the direction of professor Yasutomo Uemura. This thesis has been
divided in two parts accordingly (Part I - STM and Part II - µSR). My role in both
research groups has been sponsored by the PIRE (Partnership for International Re-
search and Education) grant from the NSF.
Scanning Tunneling Microscopy is a very powerful technique to study electronic
properties of condensed matter systems at the nanoscale. Part I of this thesis de-
scribes my work with Professor Pasupathy and the STM research group on Charge
Density Waves (CDW) in NbSe2. NbSe2 is a layered dichalcogenide that has a CDW
phase below ∼ 33K. It is also superconducting below ∼ 8K but we focused our
studies on the CDW phase.
Part I is divided into 4 chapters. Chapter 1 describes the basic principles of STM.
Chapter 2 reviews some of the most important aspects of charge density waves.
In Chapter 3 we describe our study of the phase transition from the normal phase
to the CDW phase at atomic scales. CDW in NbSe2 has been studied since the 70’s,
but we have the first detailed studies of this phase transition at atomic scales. This
is more relevant in light of recent discoveries of charge order in cuprates. Brand new
research has shed some light about the relationship between the pseudogap phase,
charge order and superconductivity in cuprates [1]. The behavior of the CDW phase
in NbSe2 described in chapter 3 is strongly reminiscent of this physics of cuprates.
Also, NbSe2 is a very clean material. It is an excellent test bed for the study of the
effect of impurities in correlated phases.
In chapter 4, we revisit the cause of CDW formation in NbSe2. By including a
very dilute concentration of impurities, we obtain information of the electronic bands
of the material in the CDW phase. Based on this information, we are able to discuss
the relationship between nesting, electron-phonon coupling and CDW in NbSe2. This
work is timely given that the CDW order seen in cuprates is currently being discussed
mostly (if not completely) in terms of the system’s Fermi surface. We demonstrate
that by combining quasiparticle interference data with additional knowledge of the
quasiparticle band structure from angle resolved photoemission measurements, one
can extract the wavevector and energy dependence of the important electronic scat-
tering processes.
Part II focuses on Muon Spin Rotation and its application to the study of high-Tc
superconductors. It is comprised of 2 chapters. Chapter 5 gives a general introduction
to the µSR technique. It provides the reader with the necessary tools to understand
the results detailed in chapter 6.
Chapter 6 describes our µSR studies on Nickel doped BaFe2As2. We explore the
phase diagram in the antiferromagnetic and in the superconducting phases by ana-
lyzing several doping concentrations .
This chapter also includes a detailed discussion of a doping concentration which
falls in-between the AF and the SC phase. The results presented in this chapter are
part of a larger project which studied this doping with 6 different experimental probes
(STM, µSR, Neutron scattering, Mössbauer Spectroscopy, Specific heat and Optical
conductivity). I included the µSR and STM analysis; in both of these I played an
active role. I also included some Neutron scattering and Mössbauer Spectroscopy
results from our collaborators.
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Scanning Tunneling Microscopy (STM) is powerful experimental tool to study physi-
cal systems at atomic scales. It was developed by Gerd Binning and Heinrich Roher,
who received the Nobel prize in Physics in 1986 for they design of the microscope. An
excellent summary of their path to the development of the technique was presented
in their Nobel lecture [22].
STM has been used with incredible success to study several characteristics of a
system, including but not limited to the crystal structure and electronic properties
of a material. The high spatial resolution of STM makes it an ideal technique to
investigate short order correlated electronic states which would be difficult to detect
otherwise [23]. More recently, STM has been used to study spin structure at atomic
scales [24].
In this section we will describe the physical principles that make STM possible.
We start with quantum tunneling, and then go on to discuss the formalism used to
treat tunneling. We conclude by describing the modes of operation relevant for the
present work.
This discussion follows closely what is presented by Chen [2] and Stroscio [25].
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Figure 1.1: Scanning Tunneling Microscope basic schematic. (Figure from [2])
A schematic version of a STM is shown in Fig. 1.1. The tip and sample movement
can be controlled with great precision by piezoelectrics. The vibration isolation is
provided by springs with a tuned resonant frequency, often combined with an optical
table. A bias is applied to the sample and the tunneling current is measured from
the tip.
This current is amplified and then compared with a setpoint signal. The difference
(error) is used as input for a feedback loop. The tunneling current is the measured
quantity in STM.
The data for this work was taken in a variable temperature STM build in-house
at Columbia. The instrument is shown in Figs. 1.2 and 1.3.
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Figure 1.2: Stage of the variable temperature STM build at Columbia University.
Based on the Besocke design [3]. Magnets are added in the base of the stage for extra
damping by inducing eddy currents in the shields.
Figure 1.3: Left - Ultra High Vacuum chamber in the basement of Pupin containing
the STM stage. Middle - STM stage inside the copper shields for thermal isolation.
Temperatures down to 18K can be reached with a continuous flow He cryostat. Right
- STM Stage and shields CAD schematic.
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Figure 1.4: Basic tunneling Barrier
1.1 Tunneling - Basics and Formalism for STM
1.1.1 Basic Tunneling
In a STM experiment, a tip is placed within angstroms of a conducting sample. This
can be represented by two electron reservoirs separated by a vacuum barrier (Fig.
1.4). If the barrier height is VB, the amplitude of the wavefunction inside it decays
exponentially:







Where E is the energy of the tunneling particle, and m is its mass.
In general, the chemical potentials of tip and sample are not equal. This will cause
a small electric field between them when separated by a thin enough barrier. The
difference of chemical potentials is usually small compared to their respective work
functions. Thus for the purpose of this discussion it is enough to assume a single
barrier height VB, which can be approximated by the work function of the tip φ.
A simple expression for the tunneling current follows from the wavefunction form
inside the barrier :
I ∝ e−2κd κ = 5.1
√
φ(eV ) nm−1 (1.3)
For common metals, φ ' 5eV . A useful rule of thumb for experiments is that the
current decreases of one order of magnitude with every extra Å of tip-sample separa-
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Figure 1.5: Spherical STM tip with radius R. Figure from [2]
tion.
In a STM experiment, we bring a conducting tip within angstroms of a conducting
surface. Since the tunneling current is very sensitive to the width of the vacuum
barrier (exponential dependence), by using this current as the control signal, we can
achieve a very high spatial resolution.
Often during data acquisition, the tip goes through changes which affect the res-
olution. It can get blunter, or sharper. We can ask how sensitive is the tunneling
current to the sharpness of the tip. Ideally, the tunneling takes place only between
the very end of the tip and the sample. For a blunt tip we should expect contributions
coming from more than one point of the tip.
A simple calculation can estimate the limit of lateral resolution if we know the
radius (R) of the tip. The distance between a point at ∆x from the end of the tip
and the sample is (see Fig. 1.5):














For R = 1nm, and ∆x = 3 Å, we have a z of 0.045nm. For a typical κ of 10 nm−1,
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Figure 1.6: a. Tip and Sample at a large separation. b. Once the tip and the sample
are close enough, tunneling is possible between the two electrodes. (Figure from [2])
lateral points in the tip at this distance ∆x from the end of the tip experience a drop
in current of e−2 ∼ 1/7.4. This in theory limits the lateral resolution of an STM
measurement to 1 Å or so, but higher resolutions are achieved experimentally.
1.1.2 Tunneling Formalism
1.1.2.1 Bardeen Theory
The goal of this section is to introduce the reader to the formalism describing the
tunneling taking place at the STM junction.
Bardeen’s treatment [26] of tunneling considers the tip and sample to be uncoupled
systems when separated by a wide vacuum gap. These regions are described by
two different Hamiltonians, HT and HS. After solving for the eigenstates of these
Hamiltonians, the tip and sample are combined into a single Hamiltonian HTS. This
makes possible to follow time evolution of an eigenstate in the tip as it tunnels into
the sample. The variables used through the calculation are defined in Fig. 1.6





















ψµ(z) = Eµψµ(z) (1.7)
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With Ψ as:
Ψ(z, t) = ψµ(z)e
−iEµt/h̄ (1.8)





















ξν = Eνξν(z) (1.10)
With:
Ψ(z, t) = ξν(z)e
−iEνt/h̄ (1.11)
Let us assume that at t=0, the electron’s state is an eigenstate of the tip system . If
the barrier width is finite, for t>0 we expect the time evolution of this state to be:






Notice that expression 1.12 is a perturbation theory approach where the assumption
is that the coefficients cν(t) are small. These coefficients contain the information
about tunneling probabilities and transition rates between the tip and the sample
which will eventually lead to the tunneling current.
Naturally, we have to normalize the expression 1.12. Bardeen assumed that the
eigenfuctions of the tip and the sample are approximately orthogonal, which means
that the expression 1.12 won’t produce crossed (tip-sample) terms when calculating
the transition probabilities.











+ US + UT
)
Ψ(z, t) (1.13)






















Where the integration takes place only in the region where US 6= 0 (i.e. the sample).
In expressions 1.15 and 1.16 we recognize Fermi’s golden rule. We can approximate
the probability transition for an electron going from a state of the tip to a state of
the sample as:
pµν(t) = |cν(t)|2 '
2π
h̄
|Mµν |2δ(Eµ − Eν)t (1.17)
This expression implies a condition for elastic tunneling where Eµ = Eν and is ap-
propriate as long as the tunneling time t >> h̄/∆E where ∆E is the range of final
states. By summing over all the final states ξν we obtain the transition rate from am










Where ρS(E) is the Density of States (DOS) at energy E and |Mµν |2 is the average
matrix element over the final states. The DOS of tip at should be included to take




|Mµν |2ρS(Eµ)ρT (Eν) (1.19)
This result is very simple to understand. The transition rate between the tip and
the sample for a state at an energy E is proportional to the density of states of the
sample times the density of states of the tip.
The matrix element Mµν can be worked out to a more intuitive expression. By
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Where z = z0 defines the plane of the sample surface. This expression strongly





The comparison of Mµν and the probability current density is helpful to understand
the meaning of the tunneling matrix element. Mµν enforces the conservation of total
probability as the initial state ψµ evolves into a final state ξν .
In a real STM experiment, a bias is applied between the tip and the sample. This
will change the relative levels of the chemical potential (EF ). With an applied bias




|Mµν |2ρS(EF − eV )ρT (EF ) (1.23)
Here e is the electron charge.
With this transmission rate, the calculation of the total tunneling current is straight-
forward. We add over all energy channels from the Fermi energy to the energy of the
highest occupied state in the tip for an applied bias V. For these energies, available






ρT (EF − eV + ε)ρ(EF + ε)|M(ε)|2dε (1.24)
This last expression is correct for T=0. A more general expression includes the occu-






(f(EF − eV + ε)− f(EF + ε))ρT (EF − eV + ε)ρ(EF + ε)|M(ε)|2dε
(1.25)
Which reduces to 1.24 for T = 0.
1.1.2.2 Matrix Element and the Tersoff-Hamann Model
The reader might be confused by the expression 1.25 as it does not explicitly show
the familiar exponential decay of the current with increasing barrier width. This
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Figure 1.7: With a bias V applied between the tip and the sample, the chemical
potential in the two regions differ by eV. Only the electrons in the region II participate
in the tunneling. (Figure from [4])
dependence is hidden in the matrix element Mµν .
The matrix element will depend on the assumptions made for the wavefunctions
at the tip and at the sample. The basic approach considers both, tip and sample
eigenfunctions to be plane waves in z (perpendicular to the barrier), and plug these
in equation 1.16. Let us assume that the barrier goes from z = 0 to z = z0. The
wavefunctions for the tip and the sample inside the barrier are:
ψµ(z) = ψµ(0)e
−κµz ξν(z) = ξν(z0)e
κν(z−z0) (1.26)










The exponential decay with the barrier width (z0) is shown explicitly.
Many different approaches are possible for the details of the eigenfunctions of the tip
and the sample. The Tersoff-Hamann approach [5] is widely used to replicate and
understand STM measurements. This approach shows that within certain approxi-
mations, the tunneling current is independent on specific aspects of the tip. This is
important to justify the usefulness of STM as an experimental probe.
CHAPTER 1. SCANNING TUNNELING MICROSCOPY PRINCIPLES 12
Figure 1.8: Model of the spherical tip used by Tersoff and Hamann. From [2], based
on [5]
Within this approach, the tip is modeled as a sphere (see Fig. 1.8). The Schrödinger
equation describing the tip wavefunctions, for a tip centered at (0,0,z0) is given by





[rξ(r)] = κ2ξ(r) (1.28)



















Where p corresponds to the in-plane momentum with respect to the sample.
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This is the single, most useful result of the Tersoff-Hamann model. It implies:
1. M decays exponentially with the vacuum barrier width z0.
2. M is proportional to ψ(z0)
The first result is required for consistency. The tunneling probability should decay
exponentially with the barrier width. The second result is the most important, since
it allows the exploration of local electronic properties of the sample. It states that
the tunneling matrix element squared is proportional to the local charge density of
the sample. It is also energy independent (as long as the work function is much larger
than the applied bias).
1.2 STM - Operation Modes
With the insight gained of the matrix tunneling element of the last section, we revisit
the expression 1.24 for the tunneling current. If the matrix element is nearly constant






ρT (EF − eV + ε)ρS(EF + ε)dε (1.33)
For the experiment to be valid, we would like to obtain the same information regard-
less of the tip employed. The tunneling current has a dependence on the tip DOS.
Thus, an ideal tip is one with a featureless DOS in the range of energies (biases) to be
explored. Since most of these experiments explore energies close to the Fermi energy,







ρS(EF + ε)dε (1.34)




|ψν(r)|2δ(E − Eν) (1.35)
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Figure 1.9: Basic modes of operation. a. Constant current mode, z varying. b.
Constant z, current varying. Figure from [6]




ρ(EF + ε, r)dε (1.36)
Expression 1.36 is widely used in the interpretation of STM measurements. The tun-
neling current at a point r is approximately proportional to the integral of the LDOS
at r.
1.2.1 Topography
The most straightforward application of Scanning Tunneling Microscopy is what is
known as topographic mode. The feedback loop controlling the tip enforces a constant
tunneling current (Iset) with a given bias setup (Vset), while scanning. The output
signal is relative tip height (z) (see Fig. 1.9) . Using Eq.1.34, and setting EF = 0:
















The height z is a function of the integral of the sample LDOS times the tunneling
matrix element. In practice, this means that a topographic image has mixed electronic
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information (LDOS) with structural information, such as atomic steps or surface
corrugation. The first STM experiments usually only involved this mode of operation.
1.2.2 Spectroscopy
The spectroscopic mode tries to isolate the LDOS of the sample at a given energy.





∝ ρ(eV0, x, y) (1.38)
To obtain the LDOS of the sample we require to take the derivative of the current
function (I(x,y)) with respect to the applied bias at a given bias V0. In practice this is
done by adding a small oscillating signal (Vac) to the DC bias. The tunneling current
becomes [6]:








The oscillating term is proportional to dI/dV and can be extracted with standard
lock-in methods.
1.2.2.1 Normalization and Finite temperature effects
The differential conductance has the LDOS mixed with surface structural features.





= Ce−2κz(Vset)ρ(eV0, x, y) (1.40)
Where C is a constant. The key term is the one involving z(Vset). The height of the
tip is set by the bias setpoint. If z(x,y) varies strongly from point to point due to
topographic features, the exponential term will dominate the behavior of the differ-
ential conductance, and the information about the LDOS will be difficult to extract.
A strategy to avoid this is to impose the tunneling current condition for the feedback
look at a bias far from the energies for which the LDOS is going to be studied. This
strategy helps to guarantee that the spatial changes at the energies of interest in the
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dI(x,y)/dV follow the spatial variations of the LDOS.
The effects of finite temperature become important for spectroscopic measure-
ments. These involve the derivative of the current, and are affected by the sharpness
of the Fermi function. By taking the derivative of Eq. 1.25 (C is a constant including








f(ε− eV, T )ρ(ε, x, y)dε (1.41)
Where f(E,T) is the Fermi function at energy E, temperature T. At T=0, this deriva-
tive is a delta function and we recover 1.40. At a finite temperature of T, this
derivative is:











This function has a FWHM of 3.5kBT (see Fig. 1.10). This gives a practical limit for
the resolution of spectroscopy measurements.
Not only the temperature limits the resolution of a measurement. In an experiment,
the derivative is measured using a lock-in amplifier, where a small oscillating signal
δVω is added to the DC bias V. Then, the response of the current to this oscillation, δIω
is measured. The resolution limit of the temperature and the finite small oscillation
is given by the addition of the signals in quadrature:
∆E '
√
(3.5kBT )2 + (δVω)2 (1.43)
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Figure 1.10: Plot of sinh(2x)2, which is proportional to the derivative of the Fermi
function.
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Chapter 2
Charge Density Waves
2.1 Introduction to Charge Density Waves
Physical systems often times have correlated ground states where the energy is min-
imized by establishing long range order. This order can be of spin in the for of Spin
Density Waves (SDW), or of charge forming a Charge Density Wave (CDW). In both
cases, the Fermi surface of the system plays an important role in determining whether
by establishing long range order the system gains in energy. The relevant energy scale
is usually some type of coupling, which in the case of a SDW is the exchange energy
between spins, and in the case of CDW is the electron-phonon coupling [8].
A CDW is a periodic charge density accumulation. The periodicity of the density
wave is usually different than the atomic periodicity. Peierls [27] noted that a 1D
chain with a half filed band is energetically unstable. This instability produces a
permanent lattice distortion along with a CDW. The CDW wavevector need not be
commensurate with the periodicity of the lattice. In fact, the periodicity of the CDW
depends on the Fermi momentum kF .
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2.1.1 Peierls distortion - Energy argument
The formation of a CDW state is possible due to an energetic balance of the elastic
energy required to permanently deform the lattice, and any possible gains that the
system could obtain in its electronic kinetic energy by the charge density modulation
itself. From this premise we can conclude that a 1D chain is energetically unstable
and should dimerize. In higher dimensions, the conclusion is not as straightforward.
We will discuss the effects of dimensionality later in this chapter.
We illustrate this energy argument by considering a 1D linear chain with a periodicity
a0, and one electron per ion (kf = π/a0). In the CDW state , the ions are dimerized
doubling the size of the unit cell thus halving the size of the Brillouin zone. If the
position of the ions is given by x0n = na0, with n integer, for a ion displacement of ∆,
we can write the new ion positions as:
xn = x
0
n + ∆0cos(2kFx) = x
0
n + ∆(x) (2.1)
This dimerization will introduce a change in the periodic potential of the lattice
that can be treated as a perturbation for ∆ << a0. Also, due to this dimerization,
the original size of the Brillouin zone (−π/a0 < k < π/a0) becomes (−π/2a0 <
k < π/2a0). To calculate the energy change in the electronic part, we consider the
perturbation that the slight distortion ∆(x) of the lattice produces in the electronic
states. Such perturbation only mixes states that are separated by 2kf . For simplicity,
we work in the nearly-free electron approximation, so that E(k) = h̄2k2/2m. This
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Figure 2.1: Gap induced by the hybridization of |k〉 and |k + q〉 states in a half filled
1D band. EF=0 and q = 2kF
To find the change in the electronic energy, we calculate:∑
−kF<k<kF





(ε(k)− − Ek)dk (2.4)
After some algebra we obtain:



















Comparing this energy with the electronic energy gain, it is clear that the latter will
dominate, and the lattice will deform. In fact, ∆0 can be arbitrarily small. The
electronic energy goes as Ee ∝ ∆20ln(∆0), which can become arbitrarily large and
negative.
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2.2 Charge Density Waves, Susceptibility and Nest-
ing
2.2.1 Introduction - Lindhard Response Function
We can develop a more general picture of the formation of CDW by using the theory
of linear response. Within this theory, the induced charge density can be related to
the local potential by using the response function. The local charge density and the
local potential of the system can be written in terms of their Fourier components:
ρ(r) =
∫
ρ(k)e−ik·rdk V (r) =
∫
V (k)e−ik·rdk (2.6)
The relationship between induced charge density and potential is given by [8]:
ρind(k) = χ(k)V (k) (2.7)
Where χ(k) is known as the Lindhard response function.
Naturally, an induced charge density will in turn, induce an extra potential to the
system so care must be taken in separating the contributions coming from the external
potential Vext and those from the induced potential Vind (V = Vext+Vind). If we assume
that the induced potential is proportional to the induced charge with proportionality
constant −g, we can rewrite (2.7) as:




It is clear that ρ(k) will diverge with the condition 1 + gχ(k) = 0. This condition
will be fulfilled first for those k values for which χ(k) peaks. For these values, a weak
coupling constant g is sufficient to induce the phase transition leading to the CDW
formation.
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2.2.2 Lindhard Function from perturbation theory
Here we discuss in more detail the origin Lindhard response function. To do so,
we follow the approach described in [28]. We start by considering a time-dependent
perturbation in an otherwise free electron system. U(t) = U0e
αt. Let us suppose that
the electrons interact with the extra potential
δU(r, t) = 2U0cos(q · r− ωt)eαt α→ 0+ (2.9)
This potential only mixes states separated by a wavevector q. The first order correc-
tion for the state |k〉0 is given by:
|k〉 = |k〉0 + bk+q(t) |k + q〉0 (2.10)
The induced charge density is given by the sum over all occupied states:
δρ(r, t) = e
∑
k












E(k)− E(k + q)− h̄ω − ih̄α
+
1





We can rewrite the expression for the charge density (2.11) by introducing the Fermi
distribution f(E) and adding over all states |k〉:




f(k)− f(k + q)
E(k)− E(k + q)− h̄ω − ih̄α
)
eiq·re−iωteαt + c.c. (2.13)




f(k)− f(k + q)
E(k)− E(k + q)− h̄ω − iα
(2.14)
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Thus the induced change density can be rewritten as:
δρ(r, t) = 2eU0χ(q, ω)e
αtcos(q · r− ωt) = χ(q, ω)δU(r, t) (2.15)
Connecting with the more general expression introduced in (2.7)
2.2.3 Dimensionality and the Lindhard Function
In this subsection we will discuss the effects of the dimensionality on the response
function (Eq. (2.14)). From equation (2.8) it is clear that possible divergences or
even sharp peaks in χ(k) play a very important role in the formation of a CDW;
we expect the periodicity of a CDW to closely follow peaks in χ(k). However, any
divergent behavior of the response function strongly depends on the dimensionality
of the system. To understand why this is the case we should discuss the concept of
nesting.
2.2.3.1 Nesting
As discussed earlier, the CDW formation depends on the electronic kinetic energy. In
section 2.1.1 we discussed the energy balance between the elastic energy due to the
permanent lattice deformation and the kinetic energy gained by the electrons due to
the halving of the Brillouin zone and the consequent gap opening. We found that the
logarithmic divergence of the kinetic energy gain made the system unstable at zero
temperature.
Intuitively we see that in a 1D system all electrons at the Fermi surface participate
in the gapped states. (see figure 2.2). The Fermi surface in this case is made out of 2
points, thus the hybridizing potential of equation (2.2) will involve all the electrons at
states close to the Fermi Energy. This maximizes the energy difference between the
gapped and ungapped configurations. For 2 or more dimensions, the situation is not
that simple. A hybridization mixing states |k〉 and |k + q〉 will have a strong effect
in the energy if large portions of the Fermi surface are overlapped by a translation of
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the surface by q. The overlap of different portions of the Fermi surface by a single
translation vector is called ”nesting”. The concept of nesting arises in scenarios where
the system lowers its energy by establishing long range order of some kind (CDW and
SDW are two examples of this). A change of the periodicity of the system leads to
a back-folding of the energy bands. This in turn hybridizes the bands and generates
gaps in the spectrum, reducing the electronic kinetic energy of the system.
We can quantify how nested an energy surface is for a given Q. The Joint Density
of States (JDOS) is a quantity widely used in the STM community to understand
disturbances in the local density of states caused by the scattering of quasiparticles
with impurities [4]. The JDOS is defined as the convolution of the DOS(ω,k) of the
system with itself (equation 2.16).
JDOS(ω,Q) =
∫
dkg(ω,k)g(ω,k + Q) (2.16)
The JDOS will be maximum for a perfect overlap of the energy surfaces when dis-
placed by Q. So the concept of JDOS is closely related to nesting.







Where Lk is the line formed by the interception of the two energy surfaces (E(k) =
E(k + Q)). If the overlap of the surfaces is large (Lk), and if the surfaces are paral-
lel for large regions of k-space (|∇E(k)×∇E(k + Q)| ∼ 0), the nesting is maximized.
2.2.3.2 χ(q) and nesting
There is a direct relationship between χ(k, ω) and nesting. The denominator of
the fraction in equation (2.14) can be decomposed to its real and imaginary parts
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Figure 2.2: Illustration of energy surface nesting for system with different dimensions.
a. For 1D there is always perfect nesting. b. For a circular 2D surface, the number of
overlapping states by a translation in k-space is reduced compared with the 1D case.
c. In 3D for a spherical surface, the nesting is even weaker. d. Quasi 1D system,
where the energy surface is distorted due to inter-chain coupling. Illustration from
[7], adapted from [8]
CHAPTER 2. CHARGE DENSITY WAVES 26
Figure 2.3: Results for χ(q) for a free electron gas in 1D, 2D and 3D. The logarithmic
divergence for the 1D case becomes a discontinuity for 2D and a continuous function
for 3D. (From [8])
explicitly using the Cauchy principal value and the Sokhatsky’s formula:
1




E(k)− E(k + q)− h̄ω
)
+
iπδ(E(k)− E(k + q)− h̄ω) (2.18)
So that the imaginary part of χ(q, ω) becomes:
=χ(q, ω) = iπ
∑
k
(f(E(k))− f(E(k + q)))δ(E(k)− E(k + q)− h̄ω) (2.19)










(f(E(k))− f(E(k + q)))
ω
δ(E(k)− E(k + q)− h̄ω)
(2.20)
For ω −→ 0, the states with the condition E(k) = E(k + q) are summed. This
corresponds to a measurement of nesting. The peaks for the JDOS will also be
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present in =χ(q, ω)/ω [29]. Nevertheless, directly comparing peaks in the JDOS with
the peaks of χ(q) is a misleading approach. The JDOS should be compared only with
=χ(q, ω)/ω; however the full susceptibility might include peaks absent in the JDOS
or vice-versa.
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2.3 Electron-phonon coupling and the Kohn Anomaly
We should also discuss the role of the electron-phonon coupling in the formation of











q,σbq,σ + 1/2) (2.21)
With the operators for the electronic and phonon states, we can define the Hamilto-


















−q + bq) (2.22)
The last term is the e-ph coupling part of the Hamiltonian. It couples the electronic
states with phonon states through the ion displacement (∆x ∝ b†−q + bq). The term
gq is the strength of the e-ph coupling.
The coupling modifies the phonon dispersion relation. The equation of motion for
the generalized coordinate Qq becomes (assuming the e-ph coupling constant):
























When this condition is fulfilled, the lattice becomes distorted. We also see that if χ(q)
diverges, a very small e-ph coupling (g) is sufficient for the phonon freezing. This
phonon renormalization is known as the Kohn Anomaly. This has been seen in real
materials associated with a CDW (See Fig. 2.4).
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Figure 2.4: a. Phonon softening in the dichalcogenide NbSe2 measured with inelastic
X-Ray scattering. b. Damping ratio of the phonon mode (Γ/ωq). [9]
.
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Figure 2.5: Constant current STM image of Cu(111). Notice the waves scattering
from the point defects. From [10]
2.4 Quasiparticle Interference
We conclude this chapter by describing a recurring concept in Scanning Tunneling
Microscopy. The quasi-particle interference (QPI). Quasiparticles in the system can
scatter off from defects and produce standing waves in the charge density. The wave-
length of the ripples produced is energy dependent, and can be detected with STM
(see Fig. 2.5). At the Fermi energy, these waves are the well-known Friedel oscilla-
tions.
A simple picture of this phenomenon considers elastic scattering only. The states
|k〉 and |k + q〉 belong to the same energy surface, E(k) = E(k + q). A quasiparti-
cle at a state |k〉 will scatter off an impurity, and the final state will be a coherent
superposition of |k〉 and |k + q〉. This will produce oscillation in the LDOS with a
wavelength of λ = 2π/q.
The intensity of the oscillations increases if the JDOS 2.16 is large. If a large number
of states with quasi-momentum |k〉 can be connected with a large number of states
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Figure 2.6: a. Scattering of quasiparticles from the state k2 to the final state k1, con-
nected by the wavevector q. b. Example illustrating scattering between ”hotspots”
with a large DOS. From [4]
with quasi-momentum |k + q〉 by the wavevector q, we expect a large intensity of the
ripples with wavelength λ = 2π/q (see Fig. 2.6). In other words, well defined oscilla-
tions in the LDOS are closely associated with peaks in the JDOS, and consequently,
in the nesting of the energy surface E(k).
Experimentally, we are able to probe the LDOS with STM. The Fourier transform
of the real space LDOS will contain information of the nested regions of the energy
surface E(k).
However this is not the proper treatment for the scattering from impurities. A cor-
rect formalism (for weak potentials) involves the expansion of the system’s Green’s
function in terms of the scattering potential [30]. This treatment will be described in
Chapter 4.
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Chapter 3
Visualizing the Charge Density
Wave transition in 2H-NbSe2 in
real space at atomic scales
This work has been published in Phys. Rev. B. See [31]
3.1 Introduction
This chapter describes the first part of a 2-part study performed in the CDW state
of the dichalcogenide NbSe2. In this part, we describe the direct observation in real
space of the charge density wave (CDW) phase transition in pristine 2H-NbSe2 using
atomic-resolution scanning tunneling microscopy (STM). We found that static CDW
order is established in nanoscale regions in the vicinity of defects at temperatures
that are several times the bulk transition temperature TCDW . On lowering the tem-
perature, the correlation length of these patches increases steadily until CDW order
is established in all of space. This demonstrates the crucial role played by defects
in the physics of the transition region. The nanoscale CDW order has an energy
and temperature-independent wavelength. Spectroscopic imaging measurements of
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the real-space phase of the CDW, as described in the introduction, provided indirect
evidence that an energy gap in NbSe2 occurs at 0.7eV below the Fermi energy in
the CDW phase, suggesting that strong electron-lattice interactions and not Fermi
surface physics is the dominant cause for CDW formation in NbSe2.
Transition-metal dichalcogenides are quasi-two dimensional materials, of which
several show strong charge order at low temperature [32]. Our current understand-
ing of the charge density wave (CDW) transition from the normal state is based on
momentum-space probes such as neutron [33] and x-ray scattering [34] , angle-resolved
photoemission spectroscopy (ARPES) [35, 36] , optical spectroscopy [37], and Raman
spectroscopy [9] , which reveal a rather textbook-like second-order transition. Sev-
eral pioneering scanning tunneling microscopy (STM) spectroscopy studies have been
performed deep in the charge-ordered phase near zero temperature in both pristine
and doped dichalcogenides [32]. A more recent STM study linked strain with the ex-
istence of stripe-like CDW at temperatures well below Tc [38]. However, none of the
modern STM spectroscopic imaging techniques has been used to obtain a real-space,
energy-dependent picture of either the CDW state or the CDW phase transition in
the dichalcogenides. This requires precise, variable-temperature STM and scanning
tunneling spectroscopy (STS) measurements through the phase transition [39]. Such
studies on other complex materials like the cuprates and heavy fermions have yielded
a wealth of information on the local electronic structure and have sparked many de-
bates on the role of electronic inhomogeneity and charge order in these materials
[40, 41, 42]. The dichalcogenides offer a clean test-bed to study the atomic-scale
onset of a well-established CDW phase from the normal metal phase, without the
complications of competing phases or strong disorder (intrinsic dilute disorder in the
system will be shown to play a fundamental role on the nature of the CDW phase
transition). We have performed such measurements on the prototypical CDW ma-
terial NbSe2, which has a bulk second-order phase transition from a normal metal
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phase to a nearly commensurate (3 x 3) charge-ordered phase at TCDW = 33.7 K [33].
3.2 Topographic Images - CDW Temperature De-
pendence
A typical STM image recorded at a temperature of T = 38 K (Figure 3.1.a) shows
three features that are common to every image that we obtain. First, we see the
surface selenium atoms, which form a triangular lattice with lattice spacing of 3.44 Å
. Also visible are surface and subsurface defects, such as vacancies and interstitials.
The density of such defects is very low, with a residual resistivity ratio (RRR) close
to 20, which is typical of the best crystals available. Finally, a short-range CDW is
observed with a 3 x 3 atom periodicity in the immediate vicinity of the defects. At
this temperature (T = 1.2TCDW ), we see that the CDW covers approximately 50% of
the surface area of the sample. Below TCDW (Figure 3.1.b), the CDW phase covers
the entire sample area. Figures 3.1.c) to 3.1.e) show STM images taken at different
locations in the vicinity of single Se vacancies at temperatures of 57, 82, and 96 K.
From these images, it is apparent that the short-range CDW can be observed with
STM up to temperatures of T ' 3TCDW , with a gradual decrease in the range and
coverage of the CDW with increasing temperature. At the highest temperature mea-
sured (96 K), we estimate the coverage to be close to 10%. When calculating the
average coverage, images with a large field of view should be used, since the coverage
at very small scales is dependent on the local defect density, which is not uniform.
We did not observe any obvious dependence between the effective range of the CDW
and the distance between defects at any temperature.
Our STM measurements of this short-range CDW phase in NbSe2 can be compared
with transport measurements [43, 44, 45, 46] on samples from the same batch. Shown
in Figure 3.1.f) is the temperature dependence of the in-plane resistance of one such
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Figure 3.1: (a) STM image (V = 100 mV, I = 20 pA) of the NbSe2 surface above
TCDW = 33.7 K, showing surface Se atoms and a short-range atomic superstructure
(CDW). (b)-(e) STM images at various temperatures and different locations below
and above TCDW . The tunneling conditions were: at 22 K: V =-44 mV, I = 150
pA; at 57 K: V =-200 mV, I = 40 pA; at 82 K: V =-90 mV, I = 50 pA; at 96 K:
V = -230 mV, I = 20 pA. (f) In-plane resistance and (g) temperature derivative of
resistance of bulk samples plotted as a function of temperature. The temperatures at
which the STM images are obtained are shown with color-coded arrows. On lowering
the temperature below T0 < 65K, an additional contribution is seen in the resistivity
(resulting in a decrease in dR/dT from the constant value at higher temperatures).
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crystal. Consistent with previous measurements [43, 45] , the resistance only shows a
weak signature of the CDW transition, which is better visualized in the temperature
derivative of the resistance shown in Figure 3.1.g). A small additional contribution
to the resistance starts to become apparent below a temperature of approximately
T0 ' 65K (this temperature does not have a physical significance and is determined
purely by the noise of the measurement); this is apparent in Figure 3.1.g) as a decrease
from the constant high T value of the derivative dR/dT (dashed line, Figure 3.1.g)
) when T < T0 . This additional contribution continues to steadily increase down to
TCDW , at which point the resistivity starts to drop quickly. These observations are
completely consistent with our STM measurements. A short-range CDW phase would
increase the resistivity by providing additional potential scattering to the normal state
electrons. The strength of the short-range CDW grows with decreasing temperature,
resulting in stronger scattering, which is manifested by the reduction of dR/dT shown
in Figure 3.1.g). At TCDW , the CDW establishes long-range order, and thus the
potential scattering from it is suppressed. Our STM measurements of the short-
range CDW above the transition temperature thus point to the key role played by
even weak disorder in determining the transport properties of complex materials.
The temperature dependence of the strength of the CDW order observed can be
visualized by taking the Fourier transform (FT) of large-area STM images such as
the one shown in Figure 3.1.a). It is important to use images with a large field of
view to make meaningful comparisons of the CDW intensity in Fourier space; a small
area with few defects would show an artificially suppressed intensity of the CDW
peaks, which is not representative of the material studied. Figure 3.2.a) shows two-
dimensional (2D) FT images at 22, 38, 72, and 96K after symmetrization along the
high-symmetry directions. All of the images show hexagonal spots at the atomic peak
position (red) and at the CDW ordering vector (indicated by arrows). The overall
intensity of each image is normalized to equalize the atomic peak intensity at each
temperature. Line cuts of the FTs along the atomic ordering vector are shown in Fig-
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ure 3.2.b). From this image, we see that the intensity of the CDW peak decreases with
increasing temperature and becomes negligible around 100 K. The CDW wavelength
is temperature independent within the resolution of the STM. This is different from
previous observations of temperature-dependent CDW in NbSe3 [47]. In NbSe2, the
CDW periodicity is temperature independent, and the CDW peaks become progres-
sively weaker with increasing temperature. The correlation length for the short-range
CDW also decreases with increasing temperature.
This correlation length is useful to quantify the effective range of the CDW at
different temperatures. In order to calculate the correlation length of the CDW at
various temperatures, we Fourier filter the STM images to remove the atomic Bragg
peaks using an annular band-pass filter centered at the CDW peaks as show in Figure
3.2.a), with the bandwidth being several times the standard deviation of the CDW






Figure 3.3.a) to 3.3.d) shows autocorrelation images of the CDW at various tempera-
tures with line cuts along the CDW modulation direction. We see that the correlation
length decreases as the temperature increases. To extract the correlation length from
the autocorrelation images, we first take a line cut along the x axis through the origin
of the image. Each of these line cuts can be fit to a function of the form:
A(x) = A0e
−x/ζcos(kCDWx) +B0 (3.2)
Here, B0 is the average of the random noise in the autocorrelation image (Bo << 1),
and A0 = 1 − Bo. The resulting fit is shown in Figure 3.3.e). Below Tc, the finite
correlation length is a consequence of the finite size of the image, as well as remaining
inhomogeneities of the crystal and the CDW state itself.
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Figure 3.2: (a) (Left) FT of a 15 nm STM image obtained at 22 K. The red peaks
correspond to the atomic peaks, and the CDW wave vector is marked by a white
arrow. The shaded area around the CDW peaks highlights the filter used to calculate
the autocorrelations shown in Figure 3. (Right) Subsets of FT images of large-area
(> 30nm) STM maps at higher temperatures. The FT images are normalized to keep
the atomic peak intensity constant. The tunneling conditions for each temperature
were: at 22 K: V = 25 mV, I = 150 pA; at 38 K: V =-100 mV, I = 20 pA; at 72
K: V = 160 mV, I = 55 pA; at 96 K: V =-230 mV, I = 20 pA. (b) Line cuts of
FT images along an atomic wave vector at different temperatures (curves offset for
clarity) showing the drop-off in CDW peak intensity with increasing temperature.
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Figure 3.3: (a) - (d) Autocorrelation functions and line cuts along the atomic direc-
tions from STM images at different temperatures (the same STM images were used
for the analysis of Figure 3.2. The images have been Fourier-filtered to remove the
atomic peak. (e) A correlation length can be extracted from the falloff of the CDW
intensity as a function of distance (dashed lines) at each temperature.
3.3 Scanning Tunneling Spectroscopy Measurements
A natural question that arises is whether the short-range patterns observed in the
STM images are the precursors of a true broken symmetry or have a more mundane
explanation. For example, some short-range patterns that are observed in the vicin-
ity of point defects in a metal arise from purely electronic standing waves due to
quasiparticle interference (QPI) [10, 48]. These patterns, called sometimes Friedel os-
cillations, have been reported in topographic measurements of NbSe3 [49]. To address
the possibility that the observed patterns arise from QPI, we obtained STS maps, in
which intensity is proportional to the local density of states (LDOS), over a wide
range of electron energies at temperatures above TCDW . A subset of one such data
set is shown in Figure 3.4.a) to Figure 3.4.d), obtained at T = 57 K. It is evident
from the data that the periodic patterns around each defect are observed up to the
highest energies measured (±1.4 eV), though the intensity and phase of the patterns
are energy dependent. A 2D-FT of one of these images is shown in Figure 3.4.e).
This image displays sharp peaks at the atomic wave vector QBragg = 4π/
√
3a0 as well
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Figure 3.4: (a) dI/dV maps taken at different energies (biases) at T =57K over the
same area of the NbSe2 surface (V =-1.4V, I = 700 pA). Short-range CDW around
the atomic defects are present as well as local effects of the defects themselves. (b)
FT image of the dI/dV map obtained at V = 900 mV showing the atomic and CDW
peaks but no other strong features at other wavelengths. (c) Line cut of FT images
at different energies along the atomic peak direction. The CDW wave vector is seen
to be independent of bias (energy).
as at the CDW wave vector QCDW ' QBragg/3. Similar FT images are obtained at
all energies. Shown in Figure 3.4.f) are line cuts at different energies of the 2D-FTs
of STS maps along the atomic peak direction.
We see from the line cuts that the CDW patterns seen in the STS maps have an
energy-independent wavelength.
3.3.1 Density Functional Theory Modeling
We can compare our STS observations with what we would expect in the case of QPI.
In general, QPI produces patterns in Fourier space that have intensity proportional
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Figure 3.5: (a) Fermi surface calculated with DFT. (b)-(e) Expected scattering pat-
tern (JDOS) from the calculated DOS of NbSe2 at different energies.
to the joint density of states (JDOS) [48].
In order to model the expected patterns in Fourier space, we performed density func-
tional theory (DFT) calculations [29, 50] of the band structure of NbSe2. The unit
cell used for the DFT calculations is composed of two equivalent but shifted Se-Nb-
Se subunits. The structure was allowed to relax until the forces were less than 10−3
Rydberg atomic units. The relaxed unit cell has a single layer Se-Se distance of 3.43
Å and a distance of 3.36 Å between top and bottom Se layers of the same subunit
of the cell. The shortest Nb-Se distance is 2.60 Å . The minimum Nb-Nb distance
cell is 6.26 Å. Our results are in accord with other similar calculations [29, 51], and
the Fermi surface 3.5.a) is consistent with recent ARPES measurements of the band
structure [35, 36, 51, 52].
Figures 3.5.b) to 3.5.e) shows JDOS maps obtained at various energies from the
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calculations. It is evident that all of the structure seen in the JDOS maps is not
seen in the STS maps; conversely, the sharp peaks seen in the STS maps at the CDW
wave vectors are not seen in the JDOS maps. Essentially, the band structure of NbSe2
shows significant dispersion over the volt scale, and one would expect to see the effect
of this dispersion in QPI measurements (QPI generically leads to energy-dependent
features). This is in direct contrast to what we observe in the experiment, indicating
that the patterns seen in the experiment do not come from QPI. The fact that the
observed CDW patterns show strong temperature dependence and persist out to volt-
scale energies indicates that a static lattice distortion is present in the short-range
CDW regime and affects electronic states at all energies.
3.3.2 Energy dependent phase of the CDW
While the CDW wavelength remains constant over a wide energy range, the intensity
and phase of the modulations seen in real space vary considerably for differing ener-
gies. We can directly see this from the STS maps shown in Fig. 3.4.a) to 3.4.d).
In one dimension, the local phase of the CDW corresponds to whether a given point
in real space corresponds to the crest (phase 0 degrees) or trough (phase 180 degrees)
of the CDW modulation. The 2D CDW in NbSe2 is therefore described by two local
phases. Close observation of the images in Fig. 4(a) to 4(d) shows that the crests
and troughs of the CDW do not align in space for all energies.
In order to track the energy dependence of the CDW phase, we calculate the 2D
cross-correlation between STS images at different energies and a reference image (for
which we have chosen the highest energy STS map at E = 1.4 eV). We are thus able
to follow the relative CDW phase with respect to this reference image. To visualize
only the phases associated with the CDW, we band-pass filter the STS images around
the CDW wavevectors to remove the effect of any other electronic inhomogeneity that
may exist. A subset of these cross-correlation functions is shown in 3.6.a) (T = 57
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Figure 3.6: (a) Cross-correlation images between CDW band-pass filtered dI/dV maps
taken at different energies (biases) at T = 57 K, and filtered dI/dV map taken at V
= 1.4 V. The origin is indicated by a red dot. The CDW pattern changes from in
phase (bright peak at the origin) to out of phase (origin is dark) between -0.65 and
-1 V. The insets show the filtered dI/dV data in the vicinity of one defect that also
illustrates this effect. (b) Extracted phase of the CDW at different energies (biases)
relative to the phase at 1.4 V. Error bars given by the resolution limit of the image
in pixels/degree.
K). The cross-correlation functions at each energy can be fitted to extract the CDW
phases, one of which is plotted in Fig. 6(b) (the other phase has similar behavior).
The fitting was done by taking line cuts at each energy along QCDW and fitting them
to appropriate sinusoidal functions, from which the phase can be extracted. The error
is given by the pixel resolution of the image.
The CDW remains in phase from +1.4 eV down to about -0.7 eV, when it un-
dergoes a 180 phase shift, with a second weak reversal occurring beyond -1 eV. We
eliminate the STM constant-current normalization as a cause for the phase shifts by
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Figure 3.7: (a)-(d) Filtered topographic images showing CDW taken at different
biases at T = 57 K. An annular band-pass filter centered on the CDW peaks [shown
in Figure 3.2.a)] has been used to suppress the atomic corrugation and enhance the
CDW order. The CDW pattern (one of them shown enclosed in the black square)
changes its phase between -1 V and -0.4 V in a consistent manner with the cross-
correlation of the STS results presented in Figure 3.6
taking topographic images at different bias setpoints.
Between -0.6 V and +1.0 V, these images look nearly identical, whereas significant
changes in the CDW are seen for images obtained with setpoints below -0.6 V (see
Figure 3.7). These differences prove that real variations occur in the LDOS at large
negative energies in a manner consistent with the spectroscopic data shown in Fig.
3.4.a) to 3.4.d).
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3.3.3 Tight Binding Model
To understand the changes in the phase of the CDW observed in our STS mea-
surements, we developed a minimal one-dimensional (1D) tight-binding model that
captures the essential features of the system. In the normal state, each unit cell con-
tains two types of atoms, which we associate with Se and Nb. The on-site energies
at each atom are denoted by ∆1 and ∆2, respectively; the nearest-neighbor hopping
parameter (i.e., between two atoms of different types) is given by t , and the next-
nearest-neighbor hopping parameters (i.e., between two atoms of the same type) are
denoted by t′1 and t
′
2. This model is a 1D simplified version of the one presented in
[53].
In the CDW state, two consecutive atoms of the same type can have different on-site
energies ∆iδi and ∆i + δi , while two consecutive bonds between different atoms can
have different hopping parameters t+ τ and t− τ (see 3.8)
. In either case, the unit cell in the CDW state doubles its size. If δ 6= 0 and τ = 0,
we have a site-centered CDW, whereas in the case of τ 6= 0 and δ = 0, we have a
bond-centered CDW.
In the dI/dV measurements performed in the experiment, electrons tunnel into the
Se atoms, which are the ones exposed after cleaving the crystal. The observed CDW
contrast is the difference in the dI/dV signal between the peak and trough of the
CDW in real space. In our model, this corresponds to the difference in the LDOS on











2)δ(V − εk,λ) (3.3)
Where u
(Se)
k,λ is the Se-atom component of the eigenfunction associated with the energy
state εk,λ. A sign change in this quantity corresponds to a 180 degree change in the
phase of the CDW, as seen in the STS maps. Here, k is the momentum, λ is the band
index, and Q is the modulation vector of the CDW.
In the normal state, |u(Se)k,λ |2 = |u
(Se)
k+Q,λ|2 and the contrast is zero as expected. To
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study how these eigenfunctions change in the CDW state, it is enough to focus at
the Bragg points εk,λ = εk+Q,λ, where the CDW gap opens. For simplicity, hereafter
we assume that only the variation of the red (’Se’) site energy δ1 6= 0. Then, after




2(∆ + δ) 0 −(t− τ) t− τ
0 2(∆− δ) −(t+ τ) −(t+ τ)
−(t− τ) −(t+ τ) 0 0
t− τ −(t+ τ) 0 0
ΨkBragg










We study separately the two possible CDW scenarios, i.e., site-CDW (δ 6= 0, τ = 0)
and bond-CDW (δ = 0, τ 6= 0). To calculate the eigenfunctions, we use stan-
dard degenerate first-order perturbation theory with the unperturbed Hamiltonian
H0 = HBragg(δ = τ = 0), and the perturbations: H1 = HBragg(δ << ∆, τ = 0)−H0
for site-CDW and H1 = HBragg(δ = 0, τ << t)−H0 for bond-CDW.
The diagonalization of H0 yields two sets of doubly degenerate energy eigenstates,
corresponding to the upper and lower bands:
EU = ∆ +
√
2t2 + ∆2 > 0 EL = ∆−
√
2t2 + ∆2 < 0 (3.5)
Each with eigenvectors:
ui,1 = (Ei 0 − 1 1) ui,2 = (0 Ei 1 1) i = L,U (3.6)
This degeneracy is lifted by either site or bond perturbations, which are both diagonal
on the basis set of Eq. 3.6. However, each case yields different results for the sign-
change of the contrast across the two CDW gaps.
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Figure 3.8: (a) Summary of the 1D tight-binding model results. The two different
types of CDW lead to two different phase behaviors. A gap at KCDW for E= -0.7
eV is to be expected from our experimental results. (b) Experimental average dI/dV
curves (in arbitrary units) for a CDW patch (blue) and for normal state (blue), taken
at T = 57 K. There are not obvious differences between these two spectra.
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For concreteness, we consider the case δ > 0 and τ > 0. For site-CDW, the eigenvalue
associated with the eigenstate ui,1 is always greater than the one associated with ui,2:






Since the first-order correction is proportional to the square of the unperturbed energy
values. This implies that, for both upper and lower bands, the highest energy state has
|u(Se)k,λ |2 > |u
(Se)
k+Q,λ|2 whereas the lowest energy state has |u
(Se)
k,λ |2 < |u
(Se)
k+Q,λ|2. Therefore,
the contrast δ(dI/dV ) changes its sign from negative to positive when the CDW
gap is crossed from lower to higher energies. As a result, in the site-centered case,
the contrast has to change signs an odd number of times between the two energies
corresponding to the two gaps. On the other hand, for bond-CDW, the first-order
correction to each eigenvalue is linearly proportional to its unperturbed values:






Thus, for the lower band, since EL < 0, the eigenvalue associated with uL,1 is greater
than the eigenvalue associated with uL,2, implying that the contrast changes its sign
from negative to positive when the gap is crossed from lower to higher energies. The
opposite is true for the upper band, and the contrast changes its sign from positive to
negative when coming from lower energies. Consequently, in the bond-centered case,
the contrast must either not change its sign or change it an even number of times
between the energies where the two CDW gaps open. The results of the calculation
are summarized in 3.8.
In summary, our calculations show that the phase changes take place at the en-
ergies corresponding to the largest CDW induced mixing between states, i.e., at the
energies where the gaps open, and the magnitude of the contrast is proportional to
the size of the CDW gap. An energy-dependent phase was also presented in [25][53].
However, experimentally we did not observe the intricate patterns described in their
work, and our observations can be described as a simple contrast reversal of the CDW
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supported by our simplified model.
3.4 Summary
In this series of experiments, we found that the ordered CDW phase survives at
temperatures much higher than the bulk Tc around impurities. We found that this
short-range order at temperatures up to 3Tc. This discovery is becoming more and
more relevant in the context of the cuprates. In these materials, there has been recent
work on long range charge density order preceeding the superconducting transition
with X-ray scattering [54, 55]. and Raman spectroscopy [56]. In these materials,
the CDW phase seems to compete with the superconducting state. A more recent
work, [57], discusses a charge ordered phase in underdoped cuprates using ARPES,
X-Ray scattering and STM. The connection between CDW order and fermiology is
elucidated by these experiments.
Regarding NbSe2, our STS measurements suggest that strong spectroscopic changes
happen at the CDW wave vector at an energy of -0.7 eV, with only weak changes
at the Fermi energy. There is no evidence of a CDW gap at -0.7 eV from our point
spectroscopy measurements [3.8.b)]. This is not unexpected because the CDW gap
may have strong momentum dependence, and point spectroscopy averages over mo-
mentum space.
In order to understand why the energy region around -0.7 eV is special in NbSe2,
we look closely at the electronic structure of the material. Shown in 3.9.a) are the
DFT bands projected on the Se states (green) and Nb states (red) at various energies
along the CDW wave-vector direction. These figures show that there is no significant
nesting at energies near or above the Fermi energy. However, at energies around -0.6
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Figure 3.9: (a) Calculated DOS (Nb-like orbitals in red, Se-like orbitals in green) at
different energies. At energies close to -0.6 eV, significant intensity is present at the
CDW wave vectors (large nesting), whereas this is not true at other energies shown.
(b) Calculated band structure projection onto Nb (red) and Se (green) orbitals along
the CDW direction showing that conditions for a gap opening at the CDW Bragg
point are in the vicinity of -0.6 eV (shaded blue area).
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eV, we see that the electronic structure is strongly nested with the CDW wave vector
(see Figure 3.9.b), shaded region). Thus, at this energy range, we expect significant
hybridization to occur in the CDW state along with the consequent opening of an
energy gap. This key observation is in complete agreement with our experimental
measurement of a change in the phase of the CDW in this energy range.
In the classic Peierls transition, the driving force for CDW formation is the elec-
tronic kinetic energy gain that occurs when strong Fermi surface nesting is present.
In this mechanism, the important changes to electronic structure occur close to the
Fermi energy (within a few kTCDW ), and higher energy states are inconsequential.
Our experimental measurements combined with our model suggest that the primary
changes to the electronic structure when we enter the CDW phase are at much higher
energies. This indicates that the Peierls mechanism is not the driving force for the
CDW observed in NbSe2. Rather, a strong coupling between the electrons and the
lattice is essential for the formation of the CDW, [58] in which the presence of defects
plays an important role for temperatures above the bulk transition temperature, as
has been reported in other 2D and quasi-2D systems [59, 60, 61].
These defects could play a role in stabilizing possible 2D dynamical fluctuations
present at temperatures greater than the bulk transition temperature [62], although
to the best of our knowledge, no tail in the order parameter has been observed above
TCDW with scattering probes in NbSe2. Even though our resistivity measurements
are consistent with the STM results, x-ray measurements are also necessary to con-
firm the existence of short-range order at temperatures above TCDW in the bulk. Our
STS measurements for NbSe2 also bear striking resemblance to the static patterns
observed in the pseudogap phase of the cuprates [40, 41, 42, 63], which have been
associated with the CDW. However, a direct comparison between the two materials
reveals two important differences. First, the cuprates show strong spatial patterns at
energies within the pseudogap, with a diminishing strength at higher energies [41, 42].
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Second, no real-space phase change occurs in the cuprate spatial patterns while cross-
ing the cuprate pseudogap. These two facts together imply that the spatial pattern
seen by STM in the cuprate pseudogap state is not a simple CDW gap of the type
seen in NbSe2.
Most importantly, we demonstrate that (as has been speculated theoretically [64])
the homogeneous normal state of this system is extremely fragile around impurities,
leading to large patches of static order even very far from the phase boundary, despite
the fact that impurities are very dilute in this system. This in turn fundamentally
affects all macroscopic observables, including transport coefficients [44, 45], scattering
measurements [34], and spectroscopic properties [36]. Anomalous experimental mea-
surements in these materials should be reinterpreted in light of our findings, and new
theoretical tools should be developed for these materials in the regime of localized,
static order.
CHAPTER 4. QUASIPARTICLE INTERFERENCE AND THE ORIGIN OF
CHARGE DENSITY WAVES IN NBSE2 53
Chapter 4
Quasiparticle Interference and the
origin of Charge Density Waves in
NbSe2
A newer version of this work has been submitted to PRL. It can be found online at
arXiv:1408.4432
4.1 Introduction
This chapter present the second part of the study of Charge Density Waves in NbSe2.
In chapter 3, we followed the phase transition at atomic scales, and draw some con-
clusions about the origin of the CDW in this material. Specifically, we concluded
that our observations are consistent with an scenario where the CDW is driven by
electron-phonon coupling. These conclusions were achieved through somewhat indi-
rect evidence. We did not detect any signal that could be related with the nesting of
energy surfaces, nor we saw a gap in the DOS that we could associate with the CDW.
In this chapter, and using scanning tunneling microscopy, we address the relation-
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ship between quasiparticle interference, the charge susceptibility and the scattering
potential in 2H-NbSe2. The more general statement we make here, is that the charge
susceptibility in a quasi-2D material can be directly obtained from quasiparticle in-
terference images, and with the additional knowledge of the band structure, one can
extract the wavevector dependence of the T-matrix which characterizes the scattering
process. Using these concepts, we show that Fermi surface nesting is inconsequen-
tial to the charge density wave formation in 2H-NbSe2, and electron scattering is
dominated by soft mode phonons near the Fermi energy.
Density wave ordering is observed in several complex materials. These ordered
states can arise due to purely electronic mechanisms, such as a decrease in the elec-
tronic kinetic energy (Fermi surface (FS) nesting), or from interactions between the
electrons and other degrees of freedom in the material. The origin of density wave
order in materials that also display superconductivity – for instance the cuprates and
dichalcogenides – remains a hotly debated topic, since the microscopic mechanism
behind their formation may shed light on the nature of the superconducting state. In
particular, in the 2H-NbSe2 compounds, two different scenarios have been proposed
to explain the charge density-wave (CDW) instability, attributing it to either Fermi
surface nesting or electron-phonon coupling.
Scanning tunneling microscopy (STM) and spectroscopy (STS) have emerged as
powerful techniques to directly probe such ordered states at the nanoscale due to
their high energy and spatial resolution. In this work, we show how STS can be
used to gain direct experimental evidence regarding the presence of Fermi surface
nesting in a material. Further, by combining STS data with a direct measurement of
the band structure from photoemission, we show how we can determine the nature
of the dominant electronic scattering channels [65]. We apply these techniques to
conclusively show that Fermi surface nesting does not drive CDW formation in 2H-
NbSe2, and that scattering is dominated by soft-mode phonons in the CDW phase of
the material.
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4.2 Local Density of States, the T matrix and the
Lindhard response funcion
A typical STS measurement maps the energy dependence of the local density of
states (LDOS) [5, 66] of a system in real space. Structure can emerge in the Fourier
transform of such real-space STS images (FT-STS) due to quasiparticle interference
(QPI), which arises when quasiparticles are scattered by impurities between high
density of states regions of the k-space bandstructure [67, 68]. In this work, we
establish a model independent relationship between QPI and electronic CDW order
and show that the energy dependence of the QPI gives us direct information about
the CDW mechanism. Assuming that the density of states of the tip is constant, the
differential conductance (STS signal) measured experimentally is proportional to the
LDOS of the system, dI
dV
(r, V ) ∝ ρ(r, E). The impurity-induced change in the LDOS,
δρQPI(r, E), is then given in terms of the T-matrix T (r, r
′, E) – which depends on
the impurity potential – and on the Green’s function G(r, E) of the clean system –
which depends on the band dispersions [69]:





G(r′, E)T (r, r′, E)G(−r′, E)dr′
)
(4.1)
For a smooth, slowly varying T (r, r′, E) with energy that depends only on the
momentum transfer, and in the case where the impurity potential is small compared
to the Fermi energy, we can replace the T-matrix with an average over the ener-
gies of interest T̄ (r, r′). Then, using the definition of the static charge susceptibil-
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where f(E) is the Fermi function at an energy E. This is the desired relationship
between QPI and the response function, which allows us to extract experimentally the
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static charge susceptibility from STS data. If nesting is the driving force behind the
CDW instability, then χ (k) should have a sharp peak at the CDW ordering vector
kCDW [70]. Note that (4.2) uses the actual value of δρQPI(k, E) and not the Fourier
power or absolute value (|δρQPI |), as is typical in most FT-STS analyses. A peak due
to a pole in δρQPI at a given (k, E) produces a cut-off for the calculation of χ(k); this
cut-off diverges faster for poles at energies close to the Fermi energy implying that
the major contribution to χ(k) comes from the QPI signal close to the Fermi energy.
We can see this from a simple example in 1D.
Note also that for weak impurity scattering, T̄ (k) ≈ Vimp (k).
4.2.1 QPI and nesting: One dimensional example
In this section we will examine the expression for χ(k) given in the text, and in par-
ticular the importance of the QPI at energies close to the Fermi energy. For that
purpose, we examine closely the case of a one-dimensional system. At the Fermi en-
ergy, we can approximate the dispersion relation as E(k) = vk and E(k+Q) = −vk,
with Q = 2kF (nesting vector). The QPI for a point-like impurity is given by:
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The QPI δρ(k, ω) has a pole at ω = vq/2. Inserting this into the expression for
χ(k), we have:
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Where Ω is the lowest energy of the lowest band. This is, χ(Q + q) has a log cutoff
given by q and χ(Q) has a logarithmic divergence.
We see from the equation 4.2 that momentum-space structure in the QPI can
occur either due to structure in the charge susceptibility, or due to the form of the
scattering potential itself [65]. In practice, the energy dependence of the QPI gives us
further information regarding the origin of the structure in the QPI spectrum. If FS
nesting drives the CDW instability, it is necessary that the CDW wave vector con-
nects areas of high electronic density at the Fermi energy in order that kinetic energy
be gained after the nesting occurs. In this scenario, the QPI signal will be peaked at
k = kCDW at energies around the Fermi energy but will disperse away from this value
at energies that are larger than the CDW energy gap in the system, in accordance
with the underlying band structure. On the other hand, an energy independent peak
at kCDW in the QPI indicates that the peak arises from a scattering potential. In this
situation, the CDW transition is driven not by an electronic mechanism but instead
by coupling with other degrees of freedom in the material.
4.3 S doped NbSe2. Topography
We apply the concepts above to the case of 2H-NbSe2 – a quasi-2D transition metal
dichalcogenide which displays a charge density wave phase transition below TCDW≈33
K[33, 71]. The origin of this ordered state is still under debate. Some experiments
have proposed that Fermi surface (FS) nesting [72, 36], sometimes accompanied by a
van Hove singularity [73, 74] drives the CDW transition. An alternative scenario has
also been proposed, where the nesting of the FS is not strong enough to produce the
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CDW instability [51, 75], and strong electron-phonon coupling [9] is responsible for
the ordered state. In order to elucidate the driving mechanism of the CDW transition,
it is necessary to determine whether or not FS nesting exists, and, if it does, whether
this nesting has the correct kCDW to produce the instability.
Although NbSe2 has been previously studied with STS [31], no signatures of QPI
were detected. This is likely a result of the lack of scattering centers due to the
high quality of the crystals studied. In order to enhance the QPI signal to study
nesting and χ(k) in NbSe2, we introduced dilute sulfur doping to pristine NbSe2
(NbSe(2−x)Sx). S and Se are isovalent atoms, so no charge doping effects arise from
the substitution. We have estimated the S-defect concentration to be approximately
1% from STM topographic images. In Fig. 4.1.a, we show a typical topographic image
taken at 27 K (T<TCDW ) that displays these defects as well as vacancies. The CDW
remains robust under the inclusion of S dopants as evidenced by its coverage across
the entire sample. In Fig. 4.1.b, we show a topographic image of pristine NbSe2 in
the CDW state for comparison. Even though in both materials the vacancies locally
enhance the CDW intensity, in the doped sample the strength of the CDW is more
inhomogeneous. This is made more evident by taking the 2D Fast Fourier transform
(2D-FFT) of the topographic images for the doped (Fig. 4.1.c) and pristine (Fig.
4.1.d) samples. Well defined CDW peaks at kCDW=kBragg/3 are seen in the FFT
for the pristine sample. These peaks broaden in the doped material, though the
periodicity of the CDW does not change.
4.4 S doped NbSe2. ARPES measurements
We proceed by checking that the S doping does not affect the electronic struc-
ture of the pristine system by performing angle resolved photoemission spectroscopy
(ARPES) measurements on the doped system. Shown in Fig. 4.1.e is a plot of the
photoemission intensity along the K −M − K direction for the doped compound.
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Figure 4.1: a. Large topographic image of NbSe(2−x)Sx below TCDW , showing in-
homogeneous patches of CDW. Zoomed-in region (inset) shows sulfur dopants (red
arrow) and a vacancy (blue arrow) that strongly nucleates the CDW. b. Topographic
image of pristine NbSe2 where the CDW is seen in all the field of view. c. FFT of
the topographic image shown in (a). The inner peaks (blue arrow) correspond to
the CDW, the outer peaks (red arrow) are the atomic Bragg peaks. d. FFT of the
topography of the pristine image. The CDW are much more sharply defined than in
the doped case. Note the non-zero intensity between the first and second harmonic
CDW peak seen in both the pristine and doped cases. e. ARPES line-cut along the
K −M −K direction. The dotted line is the tight-binding fit to the data. f. Fermi
surface obtained with the tight-binding fit to the ARPES data.
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Comparison with similar plots for the pristine material [36, 76] reveal no change in
the band dispersions.
4.5 Scanning Tunneling Spectroscopy - Quasipar-
ticle Interference
We have established that we can study the lightly S doped system and extract infor-
mation relevant to the pristine NbSe2. We then test for possible Fermi surface nesting
by taking STS measurements on the S doped material at energies around the Fermi
energy and studying the dispersion of the QPI . One of these STS maps in real space,
dI
dV
(r, E = −100meV ), is shown in Fig. 4.2.a. Fig. 4.2.b shows the square root of the
Fourier power of the dI/dV maps, | dI
dV
(k, E)|, at four different energies. These Fourier
transforms have been symmetrized to reflect the 6-fold symmetry of the system.
Two important features are present in the Fourier transforms for all probed ener-
gies. First, there are peaks at k ' kBragg/3 (black arrows in Fig. 4.2.b) at all energies
measured by STS. This feature has been seen before [31] and is simply a reflection
of the fact that static CDW order exists in the material. A second feature that is
seen in the FT-STS images is energy-dependent intensity along the same direction as
the CDW wavevector. Since this feature displays energy dependence, it comes from
the electronic structure of the material and corresponds to the QPI signal. Thus, the
light doping introduced in the system successfully enhances the QPI signal while not
altering the electronic structure of NbSe2.
A careful analysis of the energy dependence of the QPI intensity in NbSe2 in-
dicates that Fermi surface nesting does not drive CDW formation in this material.
In Fig 4.3.a we show two FFT-STS maps at symmetric energies with respect to the
Fermi energy. The white arrows show the direction of the QPI dispersion with in-
creasing energy. The QPI peaks are located at wavevectors close to the Brillouin zone
edge for E=-100meV and these peaks move towards kCDW with increasing energy.
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Figure 4.2: a. Real space dI/dV map at E=-110meV. The charge density wave
modulation is readily visible. b. FFT of dI/dV maps showing QPI peaks dispersing
with energy, and CDW peaks seen at all energies. The edge of the first Brillouin zone
is shown as the dotted line.
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Figure 4.3: a. Two overlapped FFT-STS maps showing the inwards movement of
the QPI features in k space with increasing energy. b. Line-cut of the dI/dV maps
in Fourier space along the CDW direction. The red line is a guide for the eye, and
the pink zone highlights the separation between the QPI intensity and the CDW
wavevector. c. χ(k) calculated using the tight-binding model.
However, the QPI only crosses kCDW at energies well above the Fermi energy. This
is illustrated better by taking a line-cut along the CDW wavevector for each one of
the energy slices of the STS map (Fig. 4.3.b). At the Fermi energy, the QPI signal
is separated from the CDW signal by ∆k ' 1
3
kCDW . It is clear that the dispers-
ing signal never crosses the CDW wavevector at energies around the Fermi energy.
These observations regarding the QPI dispersion and the absence of nesting at kCDW
strongly suggest a non-electronic origin of the CDW.
4.6 Susceptibility and scattering potential
Combining ARPES and STS measurements allows us to extract important additional
information about the nature of scattering near the Fermi level in the CDW state of
NbSe2. In particular, the ARPES measurements allow us to extract the band struc-
ture of the material which in turn can be used to calculate χ(k). By combining this
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with the energy-integrated QPI signal from STS, we can extract the energy-averaged
T-matrix T̄ (k) from Eq (4.2). We illustrate this procedure in Fig. 4.3 and Fig. 4.4.
We first fit our ARPES measurements in Fig. 4.1 to a two-band, five nearest-neighbor,
tight-binding model similar to the one presented in [77].
4.6.1 Tight Binding Fit to ARPES data
The bands of the tight-binding model are given by the following expression:
Ei(kx, ky) = t0,i + t1,i(2cos(ηx)cos(ηy) + cos(2ηx))
+ t2,i(2cos(3ηx)cos(ηy) + cos(2ηy))
+ t3,i(2cos(2ηx)cos(2ηy) + cos(4ηx))











The parameters of the model are given in Table 4.1.
Parameter (meV) t0 t1 t2 t3 t4
Band 1 14.2 82.8 255.4 42.9 20.5
Band 2 265 21.0 407.2 8.8 -1.0
Table 4.1: Tight binding parameters from ARPES
Using this band structure, we calculate χ(k) directly by computing the Lindhard
function explicitly [75]:
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where El,k is the electron energy spectrum and l is the band index. The calculated
χ(k) is shown in Fig. 4.3.c [76]. We note that because this band dispersion is extracted
directly from the ARPES measurements, and not from first principle calculations, the
Lindhard function automatically contains some of the self-energy corrections to the
non-interacting Green’s functions. Vertex corrections, however, are absent – this
point will be further discussed below.
To extract information about the T-matrix, T̄ (k), we apply Eq (4.2) and divide
χ (k) by the energy-integrated STS maps below the Fermi level. While the integral
in Eq (4.2) formally extends to all occupied states, we set the upper cutoff of the
integral at the highest energy measured, -150 meV. The energy-integrated STS map
is shown in Fig. 4.4.a, and the impurity potential produced by dividing by χ(k) is
shown in Fig. 4.4.b. One caveat to the procedure described above is that it does not
discriminate the QPI from other non-dispersive contributions to the STS maps. As a
result, T̄ (k) contains features both from the scattering potential and from the static
contributions to the STS maps.
Before considering the implication of the scattering potential observed in Fig.
4.4.b, we perform a consistency check for the procedure followed above. If the STS
images can indeed be described by QPI with an energy-independent scattering po-
tential, we should be able to use the scattering potential in conjunction with the
band structure to accurately predict the STS intensity at all energies. We perform
this check as described in Fig. 4.4.c. In order to calculate the QPI in k-space from
the tight-binding model, we take the Fourier transform of Eq (4.1) and replace the
T-matrix by the function extracted in Fig. 4.4.b.
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Figure 4.4: a. T̄ (k)χ(k) calculated from the STS data using Eq. 4.2. The dotted
line is the edge of the first Brillouin zone. The highlighted (pink) region corresponds
to the intensity coming exclusively from QPI. b. T̄ (k) extracted by combining χ(k)
from the tight-binding and T̄ (k)χ(k) obtained with STS. c. (Left) FFT-STS map
at E=-50 meV. (Middle) QPI calculated using Eq. 4.1 with the tight-binding model
bands and a point-like impurity potential. (Right). QPI calculated using Eq. 4.1,
with the tight-binding model bands and T̄ (k) shown in Fig 4.4.b. d. Comparison of a
line-cut along the CDW wavevector of the tight-binding QPI dispersion and STS-QPI
dispersion (shaded green area). The calculated QPI dispersion for interband Nb-Nb
band scattering (pointed by the arow) tracks correctly the energy dependence of the
STS-QPI.
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The result of this QPI calculation at the specific energy E=-50meV is shown in
the left panel of Fig 4.4.c. It displays a good agreement with the main features of the
actual FT-STS image, displayed in the right panel of Fig 4.4.c. We have confirmed
that this agreement holds across the entire measured energy range, indicating that
the potential shown in Fig 4.4.b is a good description of the scattering processes at
play in NbSe2. Indeed, had we considered a structureless T-matrix, as the one arising
from a point-like impurity scatterer, the resulting QPI spectrum, shown in the middle
panel of Fig 4.4.c, would be very different than the actual STS images.
4.7 Discussion
We now discuss the implications of the momentum-space structure of the extracted
T-matrix to the origin of the CDW in NbSe2. We see from Fig. 4.4.b that the
intensity of T̄ (k) is strong near the CDW wave vector, similar to structure factors
seen in X-ray diffraction experiments[78, 79]. This by itself is to be expected, since
the static CDW provides a strong potential for scattering in the material. However,
we note additionally from Fig 4.4.b that T̄ (k) is not isotropic around kCDW , but is
instead peaked along the Γ-M direction at wavevectors k > kCDW . The point-like S
dopants we see in STM topographs are unlikely to explain the rich structure obtained
for T̄ (k). Instead, this structure can arise from dressing the scattering potential
[65, 80, 81] by other low-energy degrees of freedom. In the case of NbSe2, the natural
candidates for such modes are the soft phonons present at low temperature. Indeed,
our STS results compare well with existing measurements of the phonon dispersion in
the CDW state of NbSe2 [9, 82]. In particular, these measurements show an extended
range of wavevectors where the phonon modes are soft in the Γ-M direction. These
phonon modes arise primarily from Nb atoms [82], and we expect them to strongly
couple to electrons with Nb character. To verify this statement, we calculate the QPI
signal using the T-matrix of Fig. 4.4.b but only the tight-binding bands that have
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mostly Nb character. The resulting QPI is compared to the measured QPI in Fig
4.4.d. The good match indicates that the electron-phonon coupling is strongest for
Nb bands in the Γ-M direction, and the CDW formation is driven by the softening of
the phonon modes by this coupling.
In our analysis, we argued that the structure of the T-matrix arises from the renor-
malization of the S-dopant point-like impurity potential – which is structureless in mo-
mentum space – by the electron-phonon interaction via vertex corrections [65, 80, 81].
In this regard, the anisotropy of the QPI in k-space is neither extrinsically introduced
by the S dopants nor a result of the band structure, but rather a consequence of the
strong electron-phonon coupling combined to an anisotropic phonon dispersion. An
interesting question is whether similar vertex corrections could give rise to such a
momentum-space anisotropy directly in the charge susceptibility χ (k), i.e. whether
the features in the QPI spectrum arise from the renormalized charge susceptibility or
from the renormalized impurity potential. From an empirical perspective, either sce-
nario would point to the primary role played by the electron-phonon coupling, rather
than Fermi surface nesting, which would be manifested in the bare charge suscepti-
bility computed directly from the ARPES data. From a theoretical perspective, if a
“Migdal theorem” applies to this system, vertex corrections are expected to be more
relevant to the impurity potential rather than to the electronic self-energy. Whether
this is the case for this particular problem, where the electron-phonon coupling is
strong but certain phononic modes are nearly soft, is outside the scope of this work.
4.8 Summary
In this chapter we used dilute doping of NbSe2 with isovalent S atoms to test for FS
nesting driven CDW formation with QPI in NbSe2. By taking STS measurements
and following the behavior of the QPI signal around the Fermi energy, FS nesting
at the CDW wavevector can be ruled out, which suggests a non-electronic origin of
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the ordered state. We also present a novel approach in which, by combining STS
and ARPES, we are able to extract the scattering matrix responsible for the QPI.
We accomplish this by calculating the Lindhard susceptibility from the experimental
QPI signal, and comparing it with the one calculated with the tight-binding fit to the
ARPES data.
This novel approach could be extended to systems where the symmetry of the
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Chapter 5
Introduction to Muon Spin
Rotation (µSR)
Muon Spin Rotation (µSR) is an experimental technique that uses a beam of polar-
ized muons to test the chemical and physical properties of a material. It is used as
a probe for magnetic fields/magnetic fluctuations in a system via dipolar coupling of
the muon spin with a local magnetic field [83].
µSR has some distinct advantages. It can be used as a bulk probe, which makes
it ideal to study air sensitive samples. It can also be used as a surface probe; the
penetration depth can be controlled with the energy/momentum of incoming muons.
It is very sensitive to magnetic fields (as small as ∼ 10−3µB)[12] . And it is eminently
a local probe since the dipole coupling decays very fast with the distance (∝ 1/r3).
It is also possible to study the internal magnetic field of a system without any exter-
nal field. This gives it an advantage over other techniques such as NMR [84], which
requires a magnetic field to induce Zeeman splitting. It can be used in a wide range
of temperatures, from mK to room temperature.
µSR has the drawbacks associated with a probe that relies on statistics. Large size
samples are required to obtain a large number of events in a reasonable time. It is
not a table-top experiment, needing a cyclotron. And the interpretation of the time
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histograms not always results transparent; more than one functional form can be used
as an acceptable fit for the data.
5.1 Polarized Muon Beam Production
The most important part of µSR is keeping track of the evolution of muon polarization
with time. This is possible if we have a completely (or almost completely) polarized
muon beam at t = 0. For condensed matter experiments, a positive muon beam µ+
is used since a negative muon µ− would be captured via Coulomb interaction by the
nuclei of the system under study rendering it useless as a magnetic probe.
In a µSR facility, a beam of high energy protons are fired on a target of C of Be.
This process results in the production of pions (π+). The pions are produced mostly
in the surface of the target, which is at rest in the laboratory frame.
The pions subsequently decay via the process [85]:
π+ −→ µ+ + νµ (5.1)
Due to conservation of momentum, the µ+ and the neutrinos decay in opposite direc-
tions. The produced muons have an energy of 4.119 MeV[14] (if coming from a pion
at rest). Their spin points opposite to their momentum since the total spin must
be conserved; the original π+ has zero spin and the neutrino has negative helicity
(parity violation of weak decay). This guarantees a beam of muons with a completely
polarized spin.
Once the beam is produced, it is focused and guided until reaching the target.
The muons stop at an interstitial site in the crystal, losing all their energy in less
than 1 ns due to electrostatic interaction with the nuclei while conserving their ini-
tial polarization. This rapid ’thermalization’ of the incoming muons is important to
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preserve the spin polarization.
5.2 Muon spin precession - Time evolution descrip-
tion
Once the muons have stopped at an interstitial site, each implanted muon precesses
around the total local magnetic field (internal + external). The precession frequency
is the Larmor frequency:
ωµ = 2πγµB(r) (5.2)
with γµ=0.013553 MHz/Gauss, or with a period of 73.8 µs per Gauss. [83]
The muon, having a lifetime of 2.2µs then decays via weak interaction:
µ+ −→ e+ + νe + ν̄µ (5.3)
The positron is the particle detected by scintillators. The positron decay direction
is anisotropic, being emitted preferentially in the direction of the muon spin. If θ is
the angle with respect to the µ spin, then the angular distribution of the positron









Where ε is the energy of the emitted positron.
This anisotropy in the direction of the positron emission allows us to follow the
time evolution of the muon polarization. The number of counts per ∆t at a given
detector decreases as the time passes due to the µ decay. For the i-th detector, the
raw histogram can be written as [86]:
Ni(t) = N0ie
−t/τµ(1 + Ai(t)) +Bi (5.5)
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Where N0i is the initial number of muons, τµ is the µ lifetime, Bi is the background
count, and Ai(t), known as the asymmetry, is proportional to the muon polarization:
Ai(t) = A0iPi(t) (5.6)
Where A0i is a normalization factor (typically between 0.2 and 0.4), and it depends
on the geometry of the experiment (solid angle covered) as well as the efficiency of the
detector. Pi(t) is the projection of the muon polarization P(t) along the line formed
by the beamspot and the central axis of the detector. This polarization function
contains information about the magnetic field distribution in the system as we will
discuss later in this chapter.
In a µSR experiment, the detectors are set in opposite pairs. We can extract the





This is known as the corrected asymmetry.
The α term comes from the asymmetry in the solid angle covered by the i-th and the
-i-th detector, α = Ω−i/Ωi. This α parameter is not known in an experiment and is
obtained as a fitting parameter for Acorr(t). This is done by taking advantage of the
following relation:




For long times, the corrected asymmetry, Acorr is expected to be zero, so the baseline
for Araw allows us to extract α. In practice, a small magnetic field perpendicular to
the muon polarization is applied. The value of α is extracted when the oscillations
due to the muon precession die out.
One of the most important applications of µSR is the study of systems with mixed
phases. With µSR it is possible to estimate the volume fraction of each phase. In
case of a system in a mixed phase, the polarization for muons implanted in parts of
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Figure 5.1: a. Schematic of the muon beam, the target and two opposite detectors,
back and front. b. Individual raw histograms. c. Corrected asymmetry (adapted
from [11])
.
the system at different phases will have a very different time evolution of the initial
polarization. The maximum asymmetry will be the sum of asymmetries corresponding





The volume fraction of the i-th phase is given by Ai/AT .
In some systems, muons have more than one magnetically inequivalent stopping site
in the unit cell of the material. This will lead to two apparently different phases.
These cases have to be treated with care when discussing volume fractions.
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5.3 Relaxation Functions
5.3.1 Experimental setup: Zero Field, Transverse Field and
Longitudinal Field µSR
In a µSR experiment three field configurations are used. These are shown in Fig. 5.2.
In the Zero Field (ZF), no external magnetic field is applied, with the exception of a
small field to correct for the earth’s magnetic field. This configuration is used when
the system under study has an internal magnetic field, and we will be using it in
the next chapter when discussing high Tc superconductors with an antiferromagnetic
parent compound.
For the transverse field configuration (TF) an external field is applied perpendicular
to the muon spin direction. In a type II superconductor an external magnetic field will
penetrate through vortices. The density of vortices is dependent on the magnitude of
the field. Using this, the TF configuration is useful to study the penetration depth
and superfluid density of a superconductor. This is done indirectly by determining
the magnetic field distribution of the vortex lattice. This distribution depends on the
penetration depth and the penetration depth can be related to de superfluid density.
TF experiments are also useful to study phase separation of magnetism and other
regions in a system.
When the transverse field to be applied is high, the experiment is performed in the
spin-rotated (SR) mode. The muon spin is rotated before hitting the target. This is
to align the muon momentum with the magnetic field thus avoiding deviations due
to the Lorenz force.
Lastly, in the longitudinal field (LF) configuration an external magnetic field is
applied parallel to the initial muon spin direction. This will not cause a Larmor pre-
cession, but will have a strong effect in the time dependence of the muon polarization,
especially if the system under investigation has a static internal field. A large LF field
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will overcome an internal static field, thus reducing the depolarization rate. Internal
dynamical fields do not respond the same way to LF. So by applying a LF, we can
distinguish between static or dynamic fields.
5.3.2 Time dependence
We turn our attention to the time dependence of the polarization (or the experimen-
tally obtained asymmetry) for different types of systems. We will be focusing on
the configurations relevant to the system under study in the present work (a type
II superconductor). This discussion is largely based in the chapter written by Y.J.
Uemura of [13] and on [83]
For a constant magnetic field Bloc, the polarization function of a single muon is given
by (see Figure 5.3):
PZ(t) = cos
2(θ) + sin2(θ)cos(ωµt) ωµ = 2πγµ|Bloc| (5.10)
The field distribution in a condensed matter system is usually not uniform in space.
In order to calculate the polarization function, we should take the statistical average




This field distribution ρ(B) contains the information about possible magnetic order
of the system. With an external magnetic field Bext, the field distribution will change
to ρ(Bloc + Bext).
5.3.2.1 Zero Field relaxation functions
Let us consider the basic case of a polycrystalline magnet with a unique magnitude of
the field B0 and no external magnetic field applied (ZF configuration). If PZ(0) = 1
the resulting polarization function is given by:
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Figure 5.2: µSR field configurations. a. LF and ZF. b. Weak transverse field (wTF).
c. High Transverse Field (TF) - Note how the muon momentum is parallel to the
external field. (Adapted from [12])
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Figure 5.3: Projections of the muon spin (in the ẑ direction) along the local field B.
Adapted from [13]
.
This result has a simple interpretation. For a completely isotropic distribution, 1/3
of the muons will be aligned with the magnetic field, and 2/3 will be aligned in an
orthogonal direction leading to a Larmor precession.
This example is an extreme situation where the muons do not suffer of any loss of
polarization. In real materials the magnitude of the magnetic field has a non-uniform
distribution. This will have as a consequence the loss of coherence in the phase of
the muons while precessing and a consequent depolarization in the signal (reduction
of PZ(t)) will be observed. This depolarization is strongly related to the variance of








i = x, y, z (5.13)








(1−∆2t2)e−∆2t2/2 ∆ = σγµ (5.14)
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This expression is known as the Kubo-Toyabe [88] relaxation function. The time
dependence will be dominated by the Gaussian envelope, which rate is governed by
the variance of the field magnitude σ2.
The Kubo-Toyabe expression is accurate for dense spin systems. For dilute systems,
the field distribution is better approximated by a Lorentzian In this case, the field








i = x, y, z (5.15)








So the polarization in a dilute system will have an envelope which is exponential in t.
We move on to discuss an important case for the study of type II superconductors.
A system with a SDW. Let’s assume that we have a magnetic field which has a
sinusoidal periodicity in space:
B(x) = B0cos(kx) k = 2π/a (5.17)
The field distribution ρ(B) can be obtained by using a definition analogous to the





Where U.C. stands for Unit Cell, and C is a normalization constant. For a simple 1D










Which produces a van-Hove singularity at B = ±B0. With this distribution, the








Where j0 is the zero-th order Bessel function of the first kind.
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5.3.2.2 Static relaxation function - Transverse Field (TF)
We could evaluate Eq. 5.19 adding the external field Bext || x̂ to the internal local
field. However, only for Bext >> Bloc this has a closed solution. In this case, the





2 cos(γµBextt) ∆TF = σTFγµ (5.21)
This assumes that the applied external field is much larger than the standard devi-
ation of the internal magnetic field. This variance is reduced further if coming from
nuclear dipole moments, which will precess around the external field and which x and
y components average to zero.
5.3.3 TF measurements and Type II Superconductors
This configuration has a very important application: The study of superconducting
electron density ns. For Type I superconductors in the Meissner state, an external
magnetic field has a finite penetration depth for Bext < Bc. When the external field
surpasses the critical field, the superconductivity is destroyed and the system enters
the normal state. For type II superconductors, an intermediate state exists, defined
by two magnetic fields, Bc1 < Bext < Bc2 . In this state, the field penetrates through
flux tubes that form a vortex lattice which was predicted by [90].
The key difference between type I and type II superconductors can be understood
with the macroscopic description of superconductivity given by the Ginzburg-Landau
Theory, in which the superconducting state is characterized by an order parameter
ψ(x). This order parameter is related to the local density of superconducting elec-
trons: ns(x) = |ψ(x)|2. The theory introduces a lengthscale, known as the coherence
length ξ(T ). The important parameter is the ratio between the penetration depth λ
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and the coherence length ξ:
κ = λ/ξ (5.22)
With this ratio, is possible to describe the energy of domain walls within the material
[91]. In particular, Abrikosov realized that for κ >> 1 in the intermediate region
Bc1 < Bext < Bc2 , the surface energy of a domain wall (Normal-Superconductor)
is negative. Then, smaller and smaller domains will form, limited at the end by the
coherence length ξ, forming vortices of radius r ∼ ξ. A quantum of magnetic flux
(Φ = h/2e) goes through each one of these magnetic vortices and super-currents circu-
late around the vortex screening the penetrating magnetic field with a characteristic
screening length of λ.
These vortices form a triangular lattice (although the vortices might be disordered




The field distribution for an Abrikosov lattice is shown in Figure 5.4. We should
expect a field distribution with a minimum and maximum cutoff fields (Bmin, Bmax).
The maximum field is found at the center of a vortex core, with a very low frequency
in real space. The lowest field is found in the middle of 3 vortices, and the most
probable field corresponds to the saddle point between two vortices.
It is clear that this field distribution will cause a depolarization of the muon spin.
And the width of the distribution is related with λ since it should depend on the
screening length of the magnetic field at the vortex core. A higher field leads to
a denser lattice of vortices which will squeeze the field distribution, thus reducing
the depolarization rate. The penetration length λ is related to the density of the





Obtaining a closed analytical formula for the depolarization with an Abrikosov vortex
lattice is difficult. In fact two different approaches to describe the field distribution
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Figure 5.4: a. Field Distribution for an Abrikosov lattice. The arrows point to the
minimum, maximum and most probable magnetic field and their location in real
space. b. Contour map of B(r) (From [11])
.
can be used. The one known as the London model considers a periodic array of point
sources of magnetic field and solves the London’s equations[14]:













This is not completely accurate as it implies that the field diverges at the center of
each core. In [92] a modification is proposed in which a cutoff of the field is introduced







ẑ b = B/Bc2 (5.26)
To extract λ from these models it is necessary to get the field distribution from the
muon time histograms. The Fourier transform (FT) of the time histogram is a good
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(cos2θ + sin2θcos(2πγµ|B|t))ρ(B)e−iωtdBdt (5.27)
It is easy to see that the cos(.) term acts as a ”lock-in” mechanism which imposes
the condition ω = γµB:∫ ∞
−∞
cos(αx)e−ikxdx ∝ δ(α− k) + δ(α + k) (5.28)
However, fitting the FT of the time histogram to ρ(B) for a given model is computa-
tionally challenging.
A more simple approach is to calculate the variance of ρ(B). This variance is a
function of λ. For λ >> ξ and an hexagonal Abrikosov lattice the following relation-
ship for the second moment of the field distribution and the penetration depth holds
[92, 87]:






Since nS is proportional to 1/λ
2, by fitting the polarization function to equation 5.21
we can extract ∆TF and study the behavior of nS at different temperatures and ex-
ternal fields.
This fitting function is useful to extract trends for nS, which gives information about
the symmetry of the superconducting gap and of Tc.
This approximation might not be appropriate for extracting numerical values of λ
when the system under study is not disordered or a powder. In this approach, we
are implicitly modeling the field distribution after a Gaussian. The real ρ(B) has a
non-zero skewness (see Figure 5.5).
The value of this approach is on its simplicity. Fitting a time histogram to an
oscillating function with a Gaussian envelope as shown in equation 5.21 is relatively
simple. By extracting ∆TF we can make important conclusions about the behavior
of the density of superconducting electrons (superfluid density) in type II supercon-
ductors.
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Figure 5.5: Comparison of the field Distribution for an Abrikosov lattice. and the
resulting gaussian fit. The high frequency components are underestimated within this
approach. (Adapted from [14])
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Chapter 6
Muon Spin Rotation in Nickel
doped BaFe2As2
6.1 Introduction
In this chapter we report a systematic study of the magnetism and superconductivity
of the high-Tc superconductor BaFe2As2 with Nickel doping (BaFe2−xNixAs2) using
µSR. We have explored different regions of the phase diagram; we performed µSR
measurements for the following doping concentrations: x=0.065, x=0.085, x=0.092,
x=0.1, x=0.12, x=0.15 and x=0.18 illustrating the power of the µSR technique when
it comes to obtain information of the magnetic and superconducting phases of a sys-
tem.
This µSR study is part of a larger project that aims to describe in detail the possible
coexistence of magnetism and superconductivity in pnictides (currently for resubmis-
sion to Nature Communications).
All these crystals were prepared using growth methods described in [19].
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Figure 6.1: Schematic phase diagram of cuprates. The parent compound, and com-
pounds with low doping are insulating and have AF order. For a higher doping and
low temperature, a superconducting SC dome exists. In between the AF phase, and
the SC dome a phase known as the pseudogap (PG) has been identified. Taken from
[15]
6.2 Cuprates and Pnictides
In 1986, Georg Bednorz and Alex Müller discovered that a layered material with
Copper and Oxygen layers (Ba-La-Cu-O) became superconducting in the 30K range
[93]. This range of temperatures is unaccounted for in the usual BCS theory [91]. The
discovery won them the Nobel prize in Physics in 1987 [94], and initiated an intense
research effort to understand the nature of this new family of superconductors.
In cuprates, the parent compound is a Mott insulator with AF order, where strong
Coulomb repulsion inhibits electronic transport. With the introduction of holes, the
AF order is destroyed and strong electron-electron correlations in the Cu-O plane
(see Fig. 6.2) generate a superconducting phase. But unlike the BCS superconduc-
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Figure 6.2: Crystal structure of cuprates. a. Structure for BSCCO. A prime material
for STM experiments, the cleaving plane corresponds to the Bi plane. b. Unit cell
of YBCO. c. Superconducting gap exhibiting dx2−y2 symmetry, characteristic of the
cuprates. Taken from [6]
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Figure 6.3: The four types of pnictide superconductors. Taken from [16]
tors where the coherence length is of hundreds of nanometers, the coherence length
in this high-Tc superconductors is much shorter, of the order of a few nanometers
[95] which makes the disorder at nanoscales much more relevant than in classical
superconductors.
The cuprates are not the only class of compounds with unexpectedly high tran-
sition temperatures. In 2008, Hideo Hosono [96] demonstrated that an Fe-As based
compound (LaOFeAs) becomes superconducting with partial substitution of O by
F. Four different families of these pnictide compounds have been discovered, with
somewhat different crystal structure (see Fig. 6.3).
All of these compounds share a layered structure, with a Fe based layer (Fe-Se
or Fe-As). This layer plays the same role than the Cu-O plane in the cuprates. The
phase diagram of pnictides is remarkable similar to the one of cuprates; the parent
compound in the pnictides also has a magnetic ground state which is destroyed by
doping (see Fig. 6.4).
There are some fundamental differences between cuprates and pnictides. Pnic-
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Figure 6.4: Left - Phase diagram for CeFeAsO1−xFx. Notice the reduction of the
Fe moment with increasing doping. Right - Phase diagram for Co doped BaFe2As2.
Taken from [17]
tides have a structural phase transition at a temperature of Ts (Fig. 6.4). The FeAs
plane deforms making the x and y directions inequivalent (tetragonal to orthorhombic
transition). Below this temperature, at TN , long-range magnetic order is established.
The structural transition has not been observed in the cuprates. Moreover, in the
pnictides, the pseudogap phase seems to be absent.
Another fundamental difference between cuprates and pnictides is the nature of
the magnetic ground state. The parent compound in both types of superconductors
has magnetic order. In cuprates, the ground state it is a Mott insulator, where the
on-site repulsion (U) localizes the electrons. In pnictides, the nature of the magnetic
ground state is caused by nesting of the Fermi surface, in perfect analogy of the CDW
discussed in the Part I of this work (see Fig. 6.5).
In pnictides, superconductivity has been proposed to be mediated by spin fluctu-
ations in analogy to the cuprates. Nevertheless, unlike the d-wave gap for cuprates, a
s± model for the gap has been discussed as the most likely scenario in pnictides. This
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Figure 6.5: (a) FeAs plane. The As atoms buckle going above and below the Fe
plane. The dashed green square is the 1 Fe unit cell. The blue square corresponds to
the 2 Fe unit cell. (b) 2D Fermi surface in the 1-Fe BZ (green dashed square). The
arrow indicates the folding wave vector. (c) Fermi surface in the folded BZ. The new
boundaries are shown by the blue square. From [18]
is, the pockets at Γ and M have s-symmetry gaps but with opposite signs. However,
the real nature of the gap might be more complicated since the Fermi surface for
pnictides includes multiple orbitals/bands [16].
6.3 BaFe2As2 - Phase diagram
We focus or attention in the ”122” system, BaFe2As2 . The phase diagram is shown
in figure 6.6. As with other pnictide families, the parent compound has antiferromag-
netic (AF) order. In the AF phase, the system goes from long-range commensurate
(C-AF) order for low doping (up to x∼ 0.08), to short-range incommensurate order
(IC-AF) up to x∼ 0.1, preceding to the destruction of the magnetic phase at higher
dopings [19].
The doping x = 0.085 is specially interesting. It corresponds to the region of
overlap between the AF and the superconducting (SC) phases. It is not clear how
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Figure 6.6: Phase diagram adapted from [19] and [20]. The structural transition is not
shown for simplicity. The dopings displaying magnetic order with µSR are indicated
by the arrows. The red arrow indicates the doping that has been studied in more
detail further in the chapter.
does the coexistence of these two phases take place in the material. This coexistence
can be based in mixed domains of AF and SC in real space. However, it can also be
instead a complete mix of SC and AF in real space, with electrons at different parts of
the Fermi surface contributing to either the AF or SC phase (generating two distinct
energy gaps). Some previous µSR studies in Co doped BaFe2As2 showed microscopic
coexistence of SC and AF order in the underdoped range [97, 98]. In this work, we
will discuss the evolution of AF order and SC with Ni doping.
6.4 Nickel = 0.065 - The AF phase
Here we discuss the compound in the underdoped regime. We start our study by
taking zero field (µSR) measurements deep in the AF phase (x=0.065). The sample
used was a single crystal, with the c direction pointing in ẑ, parallel to the beam
direction. For these measurements we have used the spin rotated configuration in
























Figure 6.7: Zero Field spectra measurements from µSR at different temperatures.
The onset of magnetic order is close to 70K. Below 60K, oscillations develop.
which the spin of µ+ is perpendicular to ẑ when implanted in the crystal.
The ZF time histograms are shown in Fig. 6.8. The oscillation of the signal at
temperatures below 60K indicate long range magnetic order. For t > 0.2µs, the oscil-
lation dies away. This indicates an inhomogeneous magnetic field in the ẑ direction,
which has been reported before in K (hole) doped (Ba,K)Fe2As2 [99]. Above 60K no
oscillation is visible, but the rapid relaxation (depolarization) of the muon polariza-
tion survives for temperatures up to 70K.
We can distinguish 3 different components in the time spectra. Two oscillating
components, corresponding to either 2 magnetically inequivalent muon stopping sites
in the unit cell, as claimed in [99] for the parent compound. Or it could correspond to
two different magnetic phases with different concentration of magnetic moments. And
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we have third component, which is non-oscillating and slow relaxing. This components
reflects a fraction of the system which is either paramagnetic or non-magnetic. Given







The asymmetries AH (high-field) and AL (low-field), correspond to the 2 field com-
ponents. As discussed in chapter 5, the time spectrum for a material in a SDW phase
is given by a Bessel function which is the motivation for our choice of fitting func-
tion (We verified that the fitting quality is poorer with cosines). The two envelopes
correspond to inhomogeneities of the internal field (σH and λL). We found that the
exponential depolarization coming from the low field component generates a better
fit than a Gaussian depolarization. The relaxation rate obtained this way seems to
correspond to a dilute concentration of magnetic moments, comparable to dilute alloy
spin glasses (CuMn(1%) or AuFe(1%) [100]). suggesting that the low-field may indeed
originate from dilute frozen Fe moments. Finally the third component is a ”leftover”
signal, corresponding to regions of the system which are non-magnetic combined with
background signal.
For the fitting procedure, we have used routines developed by Dr. Tatsuo Goko
in Igor Pro. The fitting is done by minimizing the mean square error, (χ2 minimiza-
tion). As described in chapter 5, the asymmetry in the counter α is a calculated
experimentally by applying a weak transverse field. This parameter is usually very
close to 1 and the total asymmetry (A0) is close to 0.26.
Figure 6.8.a, shows the individual components that form the total signal. Both,
the low field and high field components become zero at TN ' 70K, while the param-
agnetic component is negligible up to T ∼ 60K. We can calculate the volume fractions

































































Figure 6.8: a. Asymmetry components as fitted by Eq. 6.1. The Neel temperature
is close to 70K. b. Precession frequency vs T as fitted by the Bessel functions. c.
Relaxation rate vs T for the high and low field components.
Fig. 6.8.b shows the oscillation frequency as a function of temperature for the two in-
equivalent muon sites. At 5K, the two frequencies are f1=21.7MHz and f2=3.5 MHz
corresponding to internal fields of 0.16T and 260G respectively. These frequencies
are weaker than those reported for the parent compound [99] of f1=29MHz and f2=7
MHz. Interestingly, the weakening of the internal field is not the same for the two
field components. The weak field is reduced to half the value of the parent compound.
The high field is reduced to 0.75 times the value in the parent compound.
We can also extract the relaxation rates for the three components (see figure 6.8.c).
These reflect the inhomogeneity of the internal field, and might be a consequence of
the long range order getting destroyed with chemical doping.
6.5 Magnetic order - Beyond the AF phase
We continue to explore the phase diagram by studying the loss of magnetic order as
we increase the chemical doping. In figure 6.9 (a to d), we show the ZF time spectra















































































Figure 6.9: Zero Field spectra (asymmetry) for a. x=0.085, b. x=0.092, c. x=0.1 and
d. x=0.12. No oscillations present, but there a clear depolarization of the muons.
for increasing doping (0.085, 0.092, 0.1, and 0.12 respectively). For these dopings the
ZF time spectra relaxes without any visible oscillation for any temperature.
By examining these spectra, we conclude that asymmetry has at least 2 compo-
nents, a fast relaxing component dominating the behavior up to t ∼ 0.1µs and a slow
relaxing component for longer times. A third component will be used for the non-
magnetic/paramagnetic volume fraction to be consistent with the analysis carried
out for the AF phase. From the lack of oscillations in the spectra, we also conclude
that any long range order has been lost, and the time evolution of the polarization
is dominated by the broadening of the internal field. For the polarization we have
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In Fig. 6.10.a, we show the results for the asymmetry of the high field component
as a function of temperature as fitted using equation (6.3). The volume fraction with
high magnetic field decreases progressively with increasing doping and with increas-
ing temperature. At the lowest temperature, for x=0.065 and x=0.085 roughly 100%
of the system is magnetic. For x=0.092 and further in the SC region, this magnetic
volume fraction decreases but the total magnetic volume fraction is non-zero well into
the SC phase. Furthermore, for the optimal doping of 0.12 this volume fraction is
still close to 20%.
From the high field relaxation rate shown in figure 6.10.c, the relaxation rate is
almost unchanged with the doping increase. The disappearance of static magnetism
with the increase in doping occurs mainly as the loss of the magnetic volume fraction
of the high field region, rather than due to the reduction of the moment size which
is proportional to the relaxation rate. This phase separation of regions with and
without static magnetic order, characteristic of first-order transition behavior in the
quantum evolution at T = 0, is discussed in recent theoretical proposals [101], and
is similar to the results observed recently by µSR in MnSi, (Sr,Ca)RuO3 [102], and
Cu(Cl,Br)La(Nb,Ta)2O7 [103].
6.6 Phase coexistence. Analysis for x=0.085
We turn our attention to the doping close to the AF/SC boundary, x=0.085. In the
present work, we include in the discussion µSR results, along with a brief description
of neutron scattering and Mössbauer spectroscopy measurements. The goal is to es-
tablish the true nature of the magnetic phase at the boundary between AF and SC.

















































































































Figure 6.10: Summary of the results for the ZF data. a. Comparison of the high field
asymmetry vs T. b. Total magnetic asymmetry (high + low field) vs T. c. High Field
relaxation rate. The hole temperature dependence is included for the x=0.085 case.
Notice that the relaxation rate for T → 0 does not decrease appreciably until x=0.12.
d. Low Field relaxation rate vs Temperature. Unlike the high field component, the
relaxation rate is quite sensitive to the doping.
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Figure 6.11: a. Time spectra for x=0.085 at different temperatures. b. Time spectra
at 3K for different Ni doping concentrations
We also include STM measurements which combined with the µSR results, support
a microscopic coexistence picture.
We can compare our µSR results for magnetic order (see figure 6.11) with other
techniques sensitive to magnetism. In figure 6.12, we show the results for neutron
scattering [19]. This is the measured peak intensity of antiferromagnetic Bragg peak,
not the integral over the width in momentum transfer. From this we observe that the
intensity decreases rapidly with increasing Ni concentration, and a clear reduction
was found below the onset of superconductivity for the x = 0.085 and 0.092 speci-
mens.
We can also obtain information of the magnetic phase from Mössbauer measure-
ments. These were performed by our collaborator, Julian Munevar at CBPF in Rio
de Janeiro, Brazil. (See figure 6.13). In figure 6.13.a we show the derived hyperfine
field and the volume fraction of the magnetically ordered region 6.13.b. The ordered
volume fraction for x= 0.085 detected with Mössbauer spectroscopy is close to 50%.
We want to make a comparison between the results from µSR, neutron scattering
and Mössbauer spectroscopy. We need to define a meaningful comparison parameter
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i , where σi is the relaxation rate
of the low/high-field component shown in figure 6.10.c-d, and V magi is the magnetic
volume fraction of the high-field/low-field components. For neutron scattering, we
take simply the Bragg intensity at QAF , and for Mössbauer spectroscopy, analogous
with µSR, we define B2hfVmag. For comparison purposes, we normalize to 1 the three
quantities for x=0.065 and take a close look to increasing dopings. This comparison
is shown in figure 6.14. Notice that neutron scattering intensity decreases much faster
with doping than µSR. This could be explained by short-range magnetism for dop-
ings greater than 0.085 which is ”invisible” to neutrons but that is easily seen by a
local probe such as µSR. Moreover, close to 100% of the x=0.085 system is magnetic
according to µSR but Mössbauer results claim only half of the volume fraction to be
magnetic. We believe that Mössbauer spectroscopy might not be sensitive enough to
distinguish between the low-field component detected by µSR and paramagnetic/non-
magnetic volume.
The magnitude of the static random high-field causing the fast relaxation is ∼
840 G at T = 2K. The conversion is done by dividing the relaxation rate by 2πγµ.
This internal field is compared in figure 6.15 with the muon precession frequency in
ZF observed in parent AF compounds of various FeAs systems. This figure shows
that the ordered Fe moment size is linearly proportional to the Neel temperature TN ,
and the magnetism in the fast relaxing high-field volume can be regarded as a direct
continuation from the parent AF systems. As shown in figure 6.9, the volume fraction
of the high-field component is roughly 50%.
The magnitude of the low static random field experienced by muons landing in
the corresponding volume is about an order of magnitude smaller than the high field
region. As it was discussed earlier in the chapter, is comparable to the field found by
muons in dilute alloy spin glasses. This would explain why Mössbauer is not sensitive
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Figure 6.12: Bragg peak intensity for several dopings in the AF/SC boundary region
as presented in [19]. Notice the rapid decrease in intensity from x=0.085 to x=0.092
to the low field magnetic volume.
6.6.1 Scanning Tunneling Microscopy measurements - Real
space information
To obtain local information of the superconducting phase, variable-temperature STM
measurements have been performed on the x = 0.085 system. Fig. 6.16.a shows a
topographic image at T = 6.5 K. The surface reconstructs after cleaving, and the Ba
atoms form rows. This surface reconstruction has been seen on different FeAs systems
[4, 104]. We can also see white spots due to (unknown) surface imperfections. Typical
dI/dV spectra are shown in figure 6.16.c for T = 6.5 K (well below Tc), 30 K (above
Tc ∼ 15K but below TN ∼ 40K) and 50 K (above TN), which indicates that the gap
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a b
Figure 6.13: a. Hyperfine field vs temperature measured with Mössbauer spectroscopy
for x=0.065 and x=0.085. b. Non-magnetic volume fraction vs temperature. For
x=0.085, roughly 50% of the system is claimed to be magnetic (results by Julian
Munevar at CBPF).
is seen only below the superconducting transition while no clear signature of the AF
transition is detected. We take a closer look to the spatial variation of this SC gap
size at T = 6.5 K, shown in Fig. 6.16.b. Except for a small region indicated by the
white color, where the dI/dV results are influenced by the surface imperfections, a
significant superconducting gap exists everywhere in the field view. Fig. 6.16.d shows
the histogram of the gap size for T = 6.5 K, ranging mostly between 3 to 7 meV with
some spatial inhomogeneity. These results demonstrate that more than 90% of the
probed surface has a decent superconducting gap in the x = 0.085 crystal. We did
not observe a second gap associated with a SDW in the local density of states.
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Figure 6.14: Comparison of doping evolution of the Bragg peak intensity of neutron
scattering with the corresponding values from µSR and Mössbauer effect. The plot
is normalized with the value for Ni concentration 0.065. The decrease of the neutron
intensity with increasing doping occurs much more rapidly than that of the muon and
Mössbauer results, indicating increasingly short-range nature of spatial spin correla-
tions with increasing charge doping.
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Figure 6.15: Evolution of the magnitude of static internal field (converted to fre-
quency) at the muon site observed in zero-field µSR for x=0.085, compared with the
results from several other parent AF and underdoped compounds of FeAs-based sys-
tems [21]. A nearly linear trend between the internal field magnitude at T = 0 and
the Neel temperature can be seen.
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Figure 6.16: (a) Topography map observed at T = 6.5 K. (b) Gap map at T =
6.5 K White spots in (a) and (b) are due to (unknown) surface impurities. (c)
Differential conductance dI/dV versus bias energy observed at T = 6.5, 30 and 50 K.
The superconducting gap is seen for the data at T = 6.5 K, while no clear feature was
seen for the data at T = 30 K (below TN but above Tc) and 50 K. (d) Histogram of
the gap magnitude. (b) and (c) demonstrate that superconductivity exists over the
entire field of view.
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6.7 Superconducting Phase - Optimally doped and
overdoped systems
As we discussed in chapter 5, µSR can be used to study the dependence of the super-
fluid density on the doping and temperature. We have performed transverse field (TF)
measurements for the compounds inside the SC dome (x=0.12, x=0.15, x=0.18). The
specimens used are single crystals. The experiment was done in the ”spin-rotated”
configuration: the initial polarization of the spin is rotated using magnetic fields to
be perpendicular to the beam direction upon reaching the target. The magnetic field
is (Bext||ẑ), aligned with the c direction of the crystal and parallel to the beam direc-
tion. The measured quantity is the in-plane penetration depth, λab =
√
λaλb.
In figure 6.17 we show the time spectra for these dopings at the lowest temper-
ature used (2K) and at a higher temperature where the depolarization is smaller.
Clearly the relaxation of the polarization is the greatest for the optimally doped
compound (x=0.12) which means that the superfluid density is maximum for the
optimal doping as expected. For x=0.18, which is far in the overdoped side of the
SC dome, the difference of the relaxation between base temperature and T > Tc is
very small; the density of superconducting carriers decreases in the overdoped system.
We can quantify the trend of the superfluid density by extracting the penetration
depth from the data. Since the time spectra were obtained for single crystal speci-
mens, the simple approximation of the depolarization in the SC phase as a Gaussian
discussed in chapter 5 is incorrect. To obtain a correct estimate of the in-plane
penetration depth λab we should fit the experimental data to the Abrikosov field dis-
tribution [105].
The fitting to the Abrikosov lineshape has been done using MSRFIT which is a























































a b c0.12 0.15 0.18
Figure 6.17: Transverse field time spectra at the base temperature (2K) and in the
normal regime for a. The optimally doped compound (x=0.12). b. and c. Overdoped
side, x=0.15 and x=0.18 respectively
set of analysis tools for µSR experiments developed at UBC-TRIUMF (see http:
//musr.ca/msrfit/). The parameters of the model for fitting are presented in Table
6.1. For the fitting model we have used a Ginzburg-Landau model as discussed in
[106] which includes a finite size for the vortex core. We have made several assump-
tions. We have assumed a triangular lattice of vortices with 60o angles. And we have
also considered the system to be an extreme type-II superconductor with κ >> 1.
The vortex lattice is expected to have some disorder due to pinning and thermal
fluctuations. This will introduce an extra broadening of the Abrikosov lineshape.
This broadening is modeled with a Gaussian convolution to the original lineshape,
which variance is a result of the sum in quadrature of a disorder parameter (σd), and






The relaxation coming from the nuclear dipoles was obtained by fitting TF data for
T > Tc. This was found to be 0.078 µs
−1 and was kept fixed for all temperatures.
We expect the Abrikosov lattice model to be superior in terms of minimization of
the error (χ2) to the simple Gaussian fitting. In Table 6.2 we present a comparison
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Parameter Description
Phase Phase of the oscillation. Set as a global parameter for the fit.
Asymmetry SC Asymmetry of the SC component
κ λ/ξ. Chosen to be >> 1
σwd Extra broadening due to vortex disorder.
fSC Frequency of oscillations
λSC Penetration depth
α To correct for detector geometry. Set as a global variable
Table 6.1: Table with parameters for Abrikosov fitting




Table 6.2: Abrikosov fitting vs one-component Gaussian fitting χ2 comparison.
between the error from the Abrikosov fitting vs the error from a one-component
Gaussian fitting for 2K.
The results for the fitting of λab are shown in figure 6.18. The field dependence
of the penetration depth is very weak being the largest for the intermediate doping
x=0.15. We summarize the results for the penetration depth in the Table 6.3.
It is clear that the Gaussian fit underestimates the superfluid density (overesti-
mates λab) for every doping. We plot the results for 1/λ
2
ab ∝ ns in figure 6.19. One
has to be careful however on how precise these µSR measurements are for λab. The
fitting is to the magnetic field cutoffs, and this can be affected by any remaining
magnetism or by field induced magnetism. Also, the effect of vortex disorder can be
important [105]. The samples used for this study were single crystals so the Gaussian
depolarization should capture accurately the vortex disorder. In the case of polycrys-
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Figure 6.18: Penetration depth vs Temperature by fitting µSR time spectra to an
Abrikosov Lattice field distribution for the optimally doped (x=0.12) and two dopings
in the overdoped side (x=0.15 and x=0.18). For the overdoped side, we include
measurements at 300G and 600G
.
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Doping λ (Å) Abrikosov Model (2K) λ (Å) Gaussian Model (2K)
0.12 2915 ± 9.86 4698 ± 24
0.15 (300G) 4026 ± 41.93 5850 ± 23.9
0.15 (600G) 4293 ± 63.05 6200 ± 25.54
0.18 (300G) 6328 ± 46.7 8197 ± 44.6
0.18 (600G) 6531 ± 57.8 8327 ± 46.5
Table 6.3: Penetration depth extracted with Abrikosov fitting and one-component
Gaussian fitting
tals, it is not possible to distinguish between vortex disorder and depolarization from
the votex magnetic field.
It is an interesting exercise to compare the relationship of superfluid density and
Tc. To put our results in context, we convert the penetration depth to an equivalent
relaxation rate in µs−1 and plot this relaxation rate vs Tc, in the plot known as the
Uemura plot shown in figure 6.20. Both the superfluid density ns and Tc decrease
with increasing doping. This seems to be characteristic of the 122 systems in the
overdoped side [107, 108].
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Figure 6.19: 1/λ2 vs Temperature by fitting µSR time spectra to an Abrikosov
Lattice field distribution for the optimally doped (x=0.12) and two dopings in the
overdoped side (x=0.15 and x=0.18)
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Figure 6.20: Tc vs relaxation rate compared with other unconventional supercon-
ductors. The three measured dopings are in the lower left corner. Both Tc and the
superfluid density decrease with increasing doping.
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6.7.1 Summary
From this study, we have seen that the effect of Ni doping in this system is similar
to Co doping. It gradually destroys the AF order, going through a region where it
coexists with SC. In the AF phase, we detected 2 magnetic field regions (high-field
and low-field). The relaxation values for the low-field region are similar to those of
dilute spin systems, which points to the low-field and high-field regions to be sepa-
rated regions in real space, and not just two inequivalent muon stopping sites. These
2 field components are also seen in the parent compound.
For the x = 0.085 crystal, the SC order completely coexists and overlaps micro-
scopically in real space with the AF order. In about half the total volume (high-field)
the average ordered Fe moment size is of about 0.12 µB/Fe. This moment value is
obtained by using a conversion factor in Mössbauer effect of metallic -Fe which has
the hyperfine field Bhf = 33T correspondent to the Fe moment of 2.2 µB. [21].
In general, there are many signatures suggesting that the AF and SC orders in un-
conventional superconductors are competing with each other [109]. Therefore, it is re-
markable that the two long-range orders can still coexist microscopically. Theoretical
results, related to an enhanced symmetry of the coexistence phase, state that micro-
scopic coexistence can only take place if the gap function changes sign when displaced
by the momentum Q equivalent to the magnetic ordering vector [110, 111, 112]. Phys-
ically, this sign-change reduces the energy cost of having both orders simultaneously.
Thus, our experimental findings put strong constraints on the pairing mechanism of
the iron pnictides, favoring an s± type of state.
In the overdoped side, we found that the superfluid density decreases with Tc. This
is a common trend for unconventional superconductors. The relationship between ns
and Tc seems to be linear (see Fig. 6.20).
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