Matter Representations and Gauge Symmetry Breaking via Compactified
  Space by Hatanaka, Hisaki
ar
X
iv
:h
ep
-th
/9
90
51
00
v2
  2
0 
Se
p 
19
99
KOBE-TH-99-04
hep-th/9905100
Matter Representations and
Gauge Symmetry Breaking via Compactified Space
Hisaki Hatanaka ∗)
Graduate School of Science and Technology, Kobe University
Kobe 657-8501, Japan
Abstract
We study dynamical gauge symmetry breaking via compactified space in the frame-
work of SU(N) gauge theory in Md−1 × S1 (d = 4, 5, 6) space-time. In particular, we
study in detail the gauge symmetry breaking in SU(2) and SU(3) gauge theories when
the models contain both fundamental and adjoint matter. As a result, we find that
any pattern of gauge symmetry breaking can be realized by selecting an appropriate
set of numbers (Nf , Nad) in these cases. This is achieved without tuning boundary
conditions of the matter fields. As a by-product, in some cases we obtain an effec-
tive potential which has no curvature at the minimum, thus leading to massless Higgs
scalars, irrespective of the size of the compactified space.
∗) E-mail: hatanaka@phys.sci.kobe-u.ac.jp
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§1. Introduction
1.1. The gauge hierarchy problem and higher-dimensional gauge theories
We have proposed a possibility of solving the gauge hierarchy problem 1) by invoking
higher-dimensional gauge symmetry.
Our main idea in this scenario is the following. Suppose we consider a gauge theory on
the d-dimensional manifold MMinkow ×M extra, where MMinkow is an ordinary Minkowskian
4-dimensional space-time, and M extra is a compactified spatial (d−4)-dimensional manifold.
The gauge fields AM on M
Minkow ×M extra have 4 + (d− 4) components:
Aµ(µ = 0, · · · , 3), Am(m = 4, · · · , d− 1). (1)
If we regard zero-modes of d−4 components of gauge fields as “Higgs scalars”, we can avoid
quadratically divergent quantum corrections of Higgs boson masses thanks to the higher-
dimensional gauge symmetry.
In a previous work, 1) we considered a QED model on Md−1 × S1 space-time and took
a zero-mode of d-th the component of the gauge field as a “Higgs scalar”. We calculated
also the quantum mass correction of the d-th component of the gauge field. As a result we
confirmed the disappearance of the quadratic divergence. We, however, have found that a
finite mass correction to the “Higgs” remains, which is generally proportional to the inverse
of the S1 radius.
Although the gauge hierarchy problem in its original sense has been solved, as the
quadratic divergence has disappeared, several issues have to be settled for the scenario to
be realistic. Here we address the following two important issues. (i) In our toy model on
M4 × S1, the Higgs mass MH experiences a finite but generally large quantum correction
provided that the radius of S1 is as small as the GUT or Planck length. 1) Then the issue is
how we can make the finite correction to MH small, approximately comparable to the weak
scale. (ii) The toy model onM4×S1 is higher dimensional QED. The U(1) gauge symmetry,
therefore, is not spontaneously broken, even though the Higgs d-th component of the photon
field has non-vanishing vacuum expectation value (VEV). This is simply because the Higgs
field is electrically neutral, and there appears the possibility to break the gauge symmetry,
once the theory is extended to the non-Abelian gauge (Yang-Mills) theory, where the Higgs
behaves as an adjoint representation of gauge group.
With regard to the first issue above, we have already discussed a few possibilities to
settle the problem in a previous work. 1) The first rather trivial possibility is to assume a
“large” compactification scale such as TeV−1. 2) 3) It is interesting to note that such a large
scale compactification has attracted revived interest, partially inspired by the progress in
2
superstring/M theories. 4) The second possibility is to utilize a heavy electron where mass
m satisfies mL ≫ 1 (L: circumference of S1). Then the correction to MH is suppressed
roughly as exp(−mL)/L. (Here exp(−mL) corresponds to the Boltzmann factor in finite
temperature field theory.) It has also been pointed out that the finite mass MH can be
regarded as coming from a sort of Aharonov-Bohm effect on S1 space and may disappear if
the compactified space is a simply-connected manifold. We have confirmed this expectation
in a toy model on S2, showing that MH identically vanishes.
The main purpose of this paper is to settle the remaining second issue mentioned above.
In theories with S1 as the extra space, the constant background and VEV of gauge fields have
physical meaning as a Wilson loop, and they can be dynamically fixed by the minimization
of effective potential as functions of the background fields. Thus in Yang-Mills theories the
VEV behave just as the VEV of adjoint Higgs, and they generally break the gauge symmetry
spontaneously: the so-called “Hosotani mechanism”. 5)
To obtain realistic GUT-type theories, starting from higher-dimensional Yang-Mills the-
ories, it is quite important to study how the gauge symmetry is dynamically broken by the
Hosotani mechanism. In particular, we are interested in the question of how the breaking
pattern of gauge symmetry depends on the choice of the representation (fundamental or
adjoint or · · ·) of matter fields. We will extensively study this point by considering two
representative gauge groups, SU(2) and SU(3). As a bonus we also find an interesting
property of the theory, concerning the first issue mentioned above. Namely, we realize in
some cases that the curvature of the curve of the potential function identically vanishes,
leading to MH = 0. It should be noted that this vanishing MH is obtained for arbitrary
compactification scale and without the introduction of a simply-connected space like S2. 1)
1.2. Gauge symmetry breaking and matter representation in Hosotani mechanism
We now briefly review the history of the investigation of the gauge symmetry breaking via
the Hosotani mechanism, and in particular the case of Md−1 × S1 space-time configuration.
In 1983, Hosotani found that a gauge symmetry may break down in a system of SU(N)
gauge theories onM3×S1 space-time. But in his model in order to break the gauge symmetry,
it was necessary to have both many (more than 16 flavors) complex scalar fields as the matter
field and a non-trivial boundary conditions for the matter fields, δ = pi/2. 5) Later it became
obvious that for the case in which fermions belong to the fundamental representation of the
SU(N) gauge group, gauge symmetry is never broken. In 1989, It was found that SU(2)
gauge symmetry breaking is possible when fermions are in an adjoint representation, 6) 7) and
it was shown that the pattern of gauge symmetry breaking depends on the congruency class
representation of the gauge group. 7) 8)
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Many works have been done along this direction, giving hope for using the Hosotani
mechanism as a possible mechanism of GUT symmetry breaking. This scenario has been
investigated to some extent. 9) 10) However, the case in which the theory contains both fun-
damental and adjoint representations of fermions has never been investigated, except the
E6 model in Ref.
7) and supersymmetric models. 12) 13) I was partially motivated by these
works in supersymmetric models and attempt to study the non-supersymmetric version of
gauge symmetry breaking via the Hosotani mechanism in theories with both fundamental
and adjoint matter.
§2. Dynamical gauge symmetry breaking through extra dimension
2.1. Effective Potential
We consider SU(N) gauge theories in Md−1×S1 space-time with both fundamental and
adjoint fermionic fields.
The Lagrangian is given by
L = −
1
2
TrFMNFMN +
Nf∑
j=1
ψ¯f,jiγ
MDMψf,j +
Nad∑
k=1
ψ¯ad,kiγ
MDMψad,k, (2)
where
FMN = ∂MAN − ∂NAM + ig[AM , AN ], AM = A
a
MT
a, (3)
DMψf = ∂Mψf + igT
aAaMψf , (4)
DMψad = ∂Mψad + ig[T
aAaM , ψad], (5)
ψf(ψad) are fermions in the fundamental (adjoint) representation, and Nf (Nad) are the flavor
numbers of the Dirac fermion in the fundamental (adjoint) representation. The indices M
and N run from 0 to d − 1 (whereas µ and ν run from 0 to d − 2) and j and k are flavor
indices. The color index has been omitted here. We use x and y as the coordinates on Md−1
and S1, respectively.
The boundary conditions on S1 are taken as
Aµ(x, y + L) = Aµ(x, y), (6)
ψf(x, y + L) = e
iδfψf(x, y), (7)
ψad(x, y + L) = e
iδadψad(x, y), (8)
where L is the compactification scale of the S1 subspace and is related to the radius of S1
as L = 2piR.
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The effective potential is separated into three parts: 9) 10)
Veff = V
g+gh
eff + V
f
eff + V
ad
eff , (9)
V g+gheff = −(d− 2)
Γ (d/2)
pid/2Ld
N∑
i,j=1
∞∑
n=1
cos[n(θi − θj)]
nd
, (10)
V feff = Nf · 2
[d/2]Γ (d/2)
pid/2Ld
N∑
i=1
∞∑
n=1
cos[n(θi − δf)]
nd
, (11)
V adeff = Nad · 2
[d/2]Γ (d/2)
pid/2Ld
N∑
i,j=1
∞∑
n=1
cos[n(θi − θj − δad)]
nd
. (12)
Here V g+gheff , V
f
eff and V
ad
eff are the contributions from the loops of gauge and ghost fields,
fundamental fermions and adjoint fermions, respectively. The θi (i = 1 · · ·N) denote the
components of the diagonalized constant background gauge field (or VEV of the gauge field):
〈Ay〉 =
1
gL


θ1
. . .
θN

 ,
N∑
i=1
θi = 0. (13)
The θi are called the non-integrable phases of the gauge field
9) and cannot be constrained by
the pure-gauge condition FMN ≡ 0. They should be determined dynamically at the quantum
level as a result of the minimization of Veff .
When non-zero θi are induced dynamically, only generators of the gauge group, which
commute with the Wilson line surrounding S1,
〈W (x)〉 ≡ P exp
[
ig
∫ x,y+L
x,y
〈Ay〉dy
]
=


exp iθ1
. . .
exp iθN

 , (14)
form a remaining subgroup of SU(N), and other symmetries are broken. Thus gauge sym-
metry breaking is induced through dynamics in the extra dimension.
The phases δf and δad, relevant for the fermions’ boundary conditions, remain as non-
dynamical parameters of the model and must be set by hand. In the Nad 6= 0 and Nf = 0
cases, 9) 10) the gauge symmetry breaking is controlled by changing the boundary condition
δads. In this paper, however, we show that we can also realize various patterns of gauge
symmetry breaking by varying the appropriate choice of Nf and Nad, even if we simply take
the periodic boundary condition of fermions,
δf = δad = 0. (15)
When the periodic boundary condition is taken for fermions, Veff is simplified as
Veff =
Γ (d/2)
pid/2Ld


[
−(d− 2) + 2[d/2]Nad
] N∑
i,j=1
Fd(θi − θj) + 2
[d/2]Nf
N∑
i=1
Fd(θi)

 , (16)
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where the function Fd(θ) is defined as
Fd(θ) ≡
∞∑
n=1
cos nθ
nd
. (17)
It can also be written in terms of the polylogarithmic functions Lid(x) ≡
∑
∞
n=1
xn
nd
:
Fd(θ) = Re
∞∑
n=1
exp(inθ)
nd
= ReLid(exp(iθ)). (18)
Thus we can calculate Fd(θ) analytically for some special values, or even numerically with
arbitrary precision.
It is easy to show how each sector of the effective potential plays a role in the gauge
symmetry breaking. The combination of gauge and fundamental fermion sectors has global
minima in a symmetric configuration of θ, where 〈W 〉 is SU(N) gauge symmetric. On the
other hand, the adjoint fermion sector has global minima at another θ, where 〈W 〉 allows
only U(1)N symmetry. Thus we can expect that by changing Nf and Nad we get a variety
of gauge symmetry breaking.
Some comments are now in order.
2.1.1. Effects of scalar field
It is obvious that if there are also some scalars in the theory, the cotribution of the
N scalarf,ad flavor complex scalar fields to the effective potential is given by replacing 2
[d/2]Nf,ad
with −2N scalarf,ad . Thus, Nf and Nad in Eqs. (11) and (12) should be understood as
NR = N
fermion
R −
2
2[d/2]
N scalarR , (19)
where R stands for the representation and N fermionR and N
scalar
R are the number of flavors of
fermions and scalars in the representation R, respectively. Therefore Nf and Nad can be
negative and even take rational number values.
Our investigation can be applied to any region of (Nf , Nad) plane. The Nad < (d−2)/2
[d/2]
region is investigated without loss of generality by investigating the Nad = 0 case and has
been already investigated by many authors. The region defined by Nad > (d − 2)/2
[d/2]
and Nf = 0 has also been investigated,
6) 7) 8) 9) 10) and it has been claimed that the gauge
symmetry breaking is mainly handled by the boundary conditions of fermion fields. 9) 10) But
the region defined by Nad > (d− 2)/2
[d/2] and Nf 6= 0 has not yet been investigated. Hence
we study what happens if both adjoint and fundamental matter are included in the Hosotani
mechanism.
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2.1.2. Supersymmetry
If Majorana, Weyl or Majorana-Weyl fermions exist in d-dimensional space-time and
if we take such a type of fermion as the matter field, instead of the Dirac fermion, NR
should be replaced by 1
2
NWeylR ,
1
2
NMajoranaR or
1
4
NMajorana-WeylR , respectively. It also must be
pointed out that if the specific relations 2[d/2]Nad − (d − 2) = 0 and Nf = 0 hold, and all
Nad matter fields are fermionic, the fermionic fields can be regarded as “gaugino”, and the
system may be regarded as a super Yang-Mills theory. For supersymmetric pure Yang-Mills
theories, however, the effective potentials calculated in this article all vanish and will not be
investigated further. When the boundary conditions of bosons and fermions are different,
this is not the case, and symmetry breaking results even if Nad = (d− 2)/2
[d/2] and Nf = 0.
This is related to the Scherk-Schwartz mechanism of supersymmetry breaking, 11) 12) 13) and
we will present the results of an investigation along this line in the near future.
2.2. SU(2) case
In the SU(2) case, the parameterization of background gauge fields is given as
〈Ay〉gL = diag(θ,−θ). (20)
The SU(2) symmetric gauge configuration corresponds to 〈Ay〉gL = diag(pi,−pi) or diag(0, 0).
Hence, when Veff(θ) has a minimum at θ = pi or θ = 0, the SU(2) symmetry remains dy-
namically.
We search for global minima of V (θ) for various Nf and Nad with periodic boundary
conditions (δf = δad = 0). To see the contribution of each sector, V
g+gh
eff , V
f
eff and V
ad
eff are
plotted in Figs.1(a),(b) and (c), respectively. In these figures, we find that the points θ = 0
and pi always become global minima of V g+gheff + V
f
eff . On the other hand, V
ad
eff has global
minima at θ = pi/2 and 3pi/2, at which the SU(2) symmetry is broken. Thus to judge
whether there appears another local minimum to break SU(2) that is lower than those at
θ = 0 and pi, it is useful to calculate the second derivative of Veff at θ = 0 and pi. If SU(2)
starts to break at some number of Nf and Nad, the second derivative at θ = 0 or pi is expected
to vanish for such a pair of numbers. For the specific case of d = 4, the calculated second
derivatives are found to behave as
∂2V d=4eff
∂θ2
∣∣∣∣∣
θ=pi
∝ Nf − 8Nad + 4, (21)
∂2V d=4eff
∂θ2
∣∣∣∣∣
θ=0
∝ 2−Nf − 4Nad, (22)
where we have used F ′′4 (0) = −pi
2/6 and F ′′4 (pi) = pi
2/12. Thus the conditions Nf−8Nad+4 =
0 and 2 − Nf − 4Nad = 0 give critical numbers for Nf and Nad. In this way, the breaking
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Fig. 1. Plots of Veff as a function of θ1 (indicated as t1). (a) V
g+gh
eff (for Nad = Nf = 0), (b) V
f
eff
(for Nad = 1/2, Nf = 1), and (c) V
ad
eff (for Nad = 1, Nf = 0).
pattern of SU(2) for given Nf and Nad is known to be
SU(2)→


SU(2) for Nf ≤ 2− 4Nad,
U(1) for 2− 4Nad < Nf < 8Nad − 4,
SU(2) for 8Nad − 4 ≤ Nf .
(23)
It is quite interesting to note the fact that when equality is satisfied in (23), not only
is SU(2) symmetry restored, but also the second derivative of gauge potential is exactly
0, which means that the Higgs scalar, as an extra gauge boson, has a vanishing mass for
arbitrary L, even in the model on S1.
2.2.1. d = 5, d = 6 case
Using F ′′5 (0) = F
′′
5 (2pin) = −ζ(3), F
′′
5 (pi) = 3ζ(3)/4, F
′′
6 (0) = F
′′
6 (2pin) = −ζ(4) =
−pi4/90,F ′′6 (pi) = 7pi
4/720, where ζ(α) is Rieman’s zeta function, we can also determine the
symmetry breaking pattern for the d = 5 and d = 6 cases. For d = 5,
SU(2)→


SU(2) for Nf ≤ 3− 4Nad,
U(1) for 3− 4Nad < Nf < (16Nad − 12)/3,
SU(2) for (16Nad − 12)/3 ≤ Nf ,
(24)
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and for d = 6,
SU(2)→


SU(2) for Nf ≤ 2− 4Nad,
U(1) for 2− 4Nad < Nf < (32Nad − 16)/7,
SU(2) for (32Nad − 16)/7 ≤ Nf .
(25)
We thus have found that in both cases, gauge symmetry breaking and its restoration
occur, though the critical values of (Nf , Nad) are different.
2.3. SU(3) case
We take the parameterization of the background SU(3) gauge field as ∗)
〈Ay〉gL = diag(θ1, θ2,−(θ1 + θ2)). (26)
The case in which SU(3) is exact and not broken is realized for
〈Ay〉gL = diag(0, 0, 0), (27)
〈Ay〉gL = diag(2pi/3, 2pi/3,−4pi/3) and its permutations. (28)
The symmetry breaking of SU(3) into SU(2)× U(1) is realized provided
〈Ay〉gL = diag(0, pi,−pi) and its permutations, (29)
or generally,
〈Ay〉gL = diag(θ, θ,−2θ) (θ 6= −2θ mod 2pi) and its permutations. (30)
The contribution of each sector to Veff is shown in Fig. 2. We can see that V
g+gh
eff +V
f
eff does
not have a minima at θ1 = θ2 = 0 for sufficiently largeNf , and Veff has global minima at points
such as (θ1, θ2) = (2pi/3, 2pi/3), as pointed out by Hosotani.
5) The points (θ1, θ2) = (0, 0)
and (2pi/3, 2pi/3) are all SU(3) symmetric. On the other hand, V adeff has minima at other
points, for example at (θ1, θ2) = (0, 2pi/3), where SU(3) symmetry is broken.
Our main interest here is whether the breaking SU(3)→ SU(2)×U(1) is possible. Such
a study will be helpful when we apply the method to more realistic GUT theories, where
partial breaking like SU(5)→ SU(3)×SU(2)×U(1) is favored. When Nad = 1 and Nf = 3,
Veff seems to have a minimum at (θ1, θ2,−(θ1 + θ2)) = (0, pi,−pi) and its permutations (Fig.
3).
∗) We can also use another parameterization such as 〈A〉gL = θ1λ3+ θ2λ8, where the λi are Gell-Mann’s
λ matrices. But the following discussion does not depend on the choice of parameterization.
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0
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Fig. 2. Plots of the Veff . (a) V
g+gh
eff (θ1, θ2) (for Nad = Nf = 0), (b) V
f
eff(θ1, θ2) (for Nad = 1/2,
Nad = 1), and (c) V
ad
eff (θ1, θ2) (for Nad = 1, Nf = 0).
0 0.5 1 1.5 2
0
0.5
1
1.5
2
Fig. 3. Veff plot (Nad = 1, Nf = 3).
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To determine the position of the global minimum, evaluating the Hessian of Veff ,
HVeff (θ1, θ2;Nad, Nf)i,j ≡
∂2Veff(θ1, θ2;Nad, Nf)
∂θi∂θj
∣∣∣∣∣
θ1,θ2
, (31)
and its eigenvalues and eigenvectors is useful. By utilizing such a method, we study how the
gauge symmetry breaks by changing Nf with Nad = 1 for brevity.
(1) 0 ≤ Nf < 3
For Nf = 0, the minima of the potential coincides with those of V
ad
eff . As Nf increases,
such minima move to the points where SU(2)× U(1) symmetry is realized.
(2) 3 ≤ Nf < 9
When Nf = 3, global minima are at the points (0, pi,−pi) (and its permutations). It
also should be noted that the Hessian of Veff exactly vanishes at such points:
detHVeff (0, pi;Nad = 1, Nf = 3) ∝ −(6Nad − 3−Nf)
2|Nad=1,Nf=3 = 0. (32)
This means that the mass of the adjoint Higgs as a curvature of the effective potential
vanishes exactly. Then as Nf increases, global minima of Veff leave from SU(2) ×
U(1) symmetric points ((0, 0), (0, pi), (pi, 0)) and move to the SU(3) symmetric points
(2pi/3, 2pi/3), keeping SU(2)× U(1) symmetry.
(3) 9 ≤ Nf
When Nf ≥ 9, global minima are at SU(3) symmetric (non-trivial) points, such as
(2pi/3, 2pi/3).
(4) Negative Nf
As Nf decreases, the global minima move to the trivial VEV, such as (0, 0). When
Nf ≤ −3, SU(3) symmetry is recovered.
2.3.1. Summary
The results obtained above can be summarized as follows:
SU(3)→


SU(3) for Nf ≤ 3− 6Nad,
U(1)2 for 3− 6Nad < Nf < 6Nad − 3,
SU(2)× U(1) for 6Nad − 3 ≤ Nf < 18Nad − 9,
SU(3) for 18Nad − 9 ≤ Nf .
(33)
Hence all possible symmetry breaking patterns turn out to be realized.
It is interesting to note that in the case Nf = 6Nad−3, not only does the Wilson line allow
SU(2)×U(1) symmetry, but also all components of the Hessian at SU(2)×U(1) symmetric
points vanish. This means that by the Hosotani mechanism, SU(3) symmetry breaks into
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SU(2)×U(1), and at this minimum, the effective potential has a vanishing second derivative,
which again suggests that the bosons remain massless.
We must remark that we get such a massless state without any fine-tuning of the param-
eters because the equality Nf − 6Nad + 3 = 0 is exactly satisfied without any fine-tuning of
parameters, as both Nad and Nf are discrete numbers.
2.3.2. d = 5, d = 6 cases
As pointed out for the SU(2) model, the situation of symmetry breaking depends also
on the dimensionality of space-time.
Dependences on the matter content is more complicated for d = 5 and d = 6 case. For
example, in the d = 5 case, detHVeff (2pi/3, 2pi/3) > 0 suggests that (2pi/3, 2pi/3) is at least a
local minimum of Veff . However, for Nf = (108Nad− 81)/8, as shown in Fig. 4, such a point
is not the global minimum. SU(3) symmetry is recovered for sufficiently large Nf , though
0.5 0.6 0.7 0.8 0.9
-11.4
-11.2
-10.8
-10.6
-10.4
Fig. 4. Plot of Veff(θ, θ) for θ = pi/2 to pi with Nad = 1 and Nf = 27/8.
the critical value at which SU(3) symmetry is recovered is more ambiguous than in the d = 4
case. We see that SU(3) is recovered at least when Nf > 4 for Nad = 1 case.
For d = 6, we have
SU(3)→

 SU(3) for Nf ≤ 3− 6Nad,U(1)2 for 3− 6Nad < Nf < (18Nad − 9)/7. (34)
The critical value at which SU(2)× U(1) is enlarged to SU(3) is ambiguous, as in the case
of d = 5. The transition U(1)2 → SU(2)× U(1) occurs at (18Nad − 9)/7 = Nf , and SU(3)
symmetry is recovered at least at Nf = 8.
It also must be pointed out that in the d = 5 and 6 cases, the curvatures at SU(2)×U(1)
symmetric points never vanish, unlike in the d = 4 case.
2.4. Fd(θ)→ cos θ (F2C) approximation
We found that gauge symmetry breaking depends not only on the matter content of
the theory but also on the dimensionalities of the space-time. This is partially because the
factors 2[2/d] and −(d−2) depend on the dimensionality d. The other reason is that the form
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of the function Fd(θ) depends on d. Generally, Fd(θ) becomes close to cos θ as d becomes
large. Thus we can approximate Fd(θ) by cos θ for sufficiently large d.
By taking Fd(θ) → cos θ (F2C, for short) as an approximation, we can more easily
calculate and evaluate the Veff for the case of SU(3) with d = 10.
To summarize the results,
SU(3)→


SU(3) for Nf ≤ (3− 12Nad)/2,
U(1)2 for (3− 12Nad)/2 < Nf < (4Nad − 1)/2,
SU(2)× U(1) for (4Nad − 1)/2 ≤ Nf < 16Nad − 4,
SU(3) for 16Nad − 4 ≤ Nf ,
(35)
where the critical value for the SU(2) × U(1) → SU(3) transition is obtained by simply
comparing the values of Veff(2pi/3, 2pi/3) and Veff(pi, pi), because minima of Veff cannot be
realized except at these points for (4Nad − 1)/2 < Nf < 16Nad − 4 in this approximation.
§3. Discussion
In this paper, it has been shown that in the Hosotani mechanism, the breaking pattern
of gauge symmetry depends on the choice of the representation of matter fields. The manner
in which the matter in the fundamental and adjoint representations contribute to the gauge
symmetry breaking has been clearly shown in the SU(2) case.
By explicit calculation we have also shown for the SU(3) model that we can realize not
only breaking of SU(3) gauge symmetry but also breaking into SU(2) × U(1), i.e., partial
gauge symmetry breaking, by suitably selecting the combination of Nf and Nad. This feature
may be very desirable in constructing more realistic GUT models where a breaking into a
subsymmetry with the same rank, such as SU(5) → SU(3) × SU(2) × U(1), is needed.
Ho and Hosotani’s model 10) contains only an adjoint matter field, and the SU(N) gauge
group breaks only into U(1)N−1 with periodic boundary conditions, and nontrivial boundary
conditions were required for SU(5) to break into SU(3)× SU(2)× U(1).
Including the desirable feature mentioned just above, our model has the following advan-
tages, when considered as a prototype model of GUT.
1. Our model contains fermions with the fundamental representation in addition to the ad-
joint representation, while the models discussed by Hosotani et al. have only fermions
with the adjoint representation. The situation we discussed may be understood as
more realistic, since matter with the fundamental representation is needed in GUT.
2. It should be stressed that in our model, once the representation of the matter field is
fixed, there is no arbitrariness in Veff and in the breaking pattern of gauge symmetry,
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whereas in ordinary GUT they depend crucially on the values of many parameters of
self-coupling of the Higgs, such as the 24 representation of the Higgs in SU(5). We
have shown that in our model the VEVs of Higgs (as extra space components of the
gauge boson) are dynamically (and uniquely) chosen as the bottom of Veff . As a bonus
we have also shown that our 4-dimensional gauge theory must live at a “flat bottom”
of Veff , namely that the Higgs does not suffer from the large finite mass correction
encountered in our previous work, in which an Abelian gauge theory is discussed. 1)
To construct a realistic model, we must investigate models with larger gauge groups, such
as SU(5), and with other representations, such as 10 of SU(5). Moreover, the compactified
manifold may be a larger and more complicated one, such as T n(n ≥ 2). The analysis
may become somewhat more complicated. The F2C approximation mentioned in this paper
should help to simplify the analysis.
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