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In this paper we are concerned with a differential equation of the form
.xþ c ’xþ qðtÞgðxÞ ¼ 0; t 2 ða; bÞ;
where 14a5b4þ1; q has inﬁnitely many zeros in ða; bÞ; and g is superlinear.
We prove the existence of solutions with prescribed nodal properties in the intervals
of negativity and positivity of q: When c ¼ 0 and q is periodic we show that the
equation under consideration exhibits chaotic-like dynamics. # 2002 Elsevier Science
(USA)
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In this paper we are concerned with the existence and multiplicity of
solutions to a second-order differential equation of the form
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CAPIETTO, DAMBROSIO, AND PAPINI420where 14a5b4þ1; c is a real constant, and q: ða; bÞ ! R and
g: R! R are continuous functions. Multiplicity is investigated by
searching solutions with suitable prescribed nodal properties.
The main feature of the problem under consideration is that of being
‘‘superlinear indeﬁnite.’’ By this we mean that the function g satisﬁes the
condition
lim
jxj!þ1
gðxÞ
x
¼ þ1 ð1:2Þ
and that the function q is allowed to have (inﬁnitely many) zeros on ða; bÞ;
more precisely, we assume that there exists an increasing sequence ftkg 
ða; bÞ; k 2 Z; such that
lim
k!1
tk ¼ a; lim
k!þ1
tk ¼ b;
and
qðtÞ40; qc0; 8t 2 ðt2k ; t2kþ1Þ; 8k 2 Z;
qðtÞ50; qc0; 8t 2 ðt2kþ1; t2kþ2Þ; 8k 2 Z
(cf. assumptions (H1), (H2), and (H3) for the details).
The problem of the existence of globally deﬁned solutions to (1.1) is
motivated by the fact that the superlinearity of g implies a blow-up
phenomenon in the intervals where q is negative (see e.g. [6,9]). Nevertheless,
our main result (Theorem 2.1) guarantees the existence of a double sequence
of globally-deﬁned solutions to (1.1) having also a prescribed (arbitrarily
large) number of zeros in the intervals where q is positive and at most one
zero in every interval where q is negative. To be precise, we are able to prove
the following:
Theorem A. Assume that conditions ðH1Þ; ðH2Þ; and ðH3Þ hold and let
c 2 R: Then, there exists nn ¼ ðnnk Þ; k 2 Z; with n
n
k 2 N; for every k 2 Z; such
that for every sequence n ¼ ðnkÞ; k 2 Z; with nk 2 N and nk > nnk ; and for every
sequence d ¼ ðdkÞ; k 2 Z; with dk 2 f0; 1g; there exist two solutions un;d: ða; bÞ
! R and vn;d: ða; bÞ ! R of (1.1) such that
1. vn;dðt0Þ505un;dðt0Þ and ’un;dðt0Þ505’vn;dðt0Þ:
2. For every k 2 Z; the solutions un;d and vn;d have exactly nk zeros in
ðt2kþ1; t2kþ2Þ:
3. For every k 2 Z; the solutions un;d and vn;d have exactly dk zeros in
ðt2k ; t2kþ1Þ:
4. For every k 2 Z; the functions ’un;d and ’vn;d have exactly 1 dk changes
of sign in ðt2k ; t2kþ1Þ:
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dynamics can be found in the particular case when, in Eq. (1.1), q is o-
periodic and c ¼ 0: More precisely, we have the following (cf. (3.6) and
Theorem 3.8):
Theorem B. For every N 2 N there exist M 2 N and a compact subset
ON  R2 such that the Poincar !e map P : ON ! ON is topologically
semiconjugate to the Bernoulli shift s: SM ! SM :
(We refer the reader to Section 3 for the notation used in the statement of
Theorem B.)
The situation when the nonlinearity is, at the same time, both superlinear
in the space-variable and sign-changing in the time-variable has been
considered, with shooting methods, for boundary-value problems on a
bounded interval by (among others) Butler [7], Papini [11,12], and Papini
and Zanolin [13]; for related results, mainly in the framework of variational
methods, we refer the reader to the papers by Alama and Tarantello [1],
Badiale [2], Berestycki et al. [4], and Ramos et al. [15]. However, as for
solutions deﬁned on unbounded domains, much less is known; we refer the
reader to the very recent result by Terracini and Verzini [19]. We remark
that, in [19] as well as in other papers where a variational approach is
considered, the nonlinearity g must satisfy some homogeneity conditions.
However, in [19] a non-zero right-hand side in (1.1) is allowed.
Before brieﬂy describing the main ideas of our technique, it is important
to observe that the study of Eq. (1.1) in the general case c=0 can be
reduced, by means of a change of variable (see [6,11]), to the study of the
case c ¼ 0: Therefore, from now on, we will always refer to the undamped
equation
.xþ qðtÞgðxÞ ¼ 0: ð1:3Þ
The paper is organized as follows.
In Section 2 we state and prove Theorem A. The method we use is based
on the construction of solutions of (1.3) deﬁned in intervals of ever-
increasing width; to be precise, let xð ; t0;pÞ be the solution of the initial
value problem
.xþ qðtÞgðxÞ ¼ 0;
ðxðt0Þ; ’xðt0ÞÞ ¼ p;
(
ð1:4Þ
for some p 2 R2: Moreover, with n and d as in the statement of Theorem A
and for j 2 N; we deﬁne the open set
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2: xð ; t0;pÞ is defined in ½t2j; t2jþ2; xðt0Þ > 0; ’xðt0Þ50;
x has exactly nk zeros in ðt2kþ1; t2kþ2Þ and exactly dk zeros in
ðt2k ; t2kþ1Þ;
’x has exactly 1 dk changes of sign in ðt2k ; t2kþ1Þ; for every jkj4jg:
ð1:5Þ
(An analogous deﬁnition is given in order to consider solutions such that
xðt0Þ50 and ’xðt0Þ > 0:) Then, Theorem A will be demonstrated if we show
that ðxðt0Þ; ’xðt0ÞÞ 2
T
j2N O
þ
j ; i.e., if we show that the intersection
T
j2N O
þ
j is
non-empty. For this aim, it is sufﬁcient to prove that every set Oþj is non-
empty and bounded and that the family fOþj gj2N is ‘‘compactly’’ nested; i.e.,
Oþjþ1  O
þ
j ; 8j 2 N: ð1:6Þ
Indeed, the fact that, for every j 2 N; the set Oþj is non-empty and
bounded directly follows from the study of the two-point boundary-value
problem associated to (1.3) which was developed in [13]. In that paper,
roughly speaking, a reﬁned phase-plane analysis based on the study of the
time-maps associated to the autonomous equations .x gðxÞ ¼ 0 shows
that, despite the fact that q becomes negative, the superlinearity of g is
sufﬁcient to guarantee the existence of oscillatory solutions of any Dirichlet
problem for (1.3).
Finally, in order to prove (1.6) we need a detailed study of the boundary
of Oþj (see Lemma 2.7) together with the application of the so-called ‘‘elastic
property’’ (see Lemma 2.5), which gives an a priori estimate for the solutions
of (1.3) having a prescribed number of zeros.
In Section 3 we restrict ourselves to the study of (1.3) when q is
o-periodic. In this situation we provide, by the use of the Poincar!e map,
some consequences of the results of Section 2 which point out the chaotic
features of our problem. First, we show (see Proposition 3.3) the existence of
an uncountable number of bounded non-periodic solutions of (1.3). Then,
we prove Theorem B and, as a consequence, we obtain that the Poincar!e
map associated to (1.3) has positive topological entropy. We point out that,
while various papers in the literature treat problems of perturbative type,
Theorem B is a result of global nature.
It is impossible (and also beyond the scope of this paper) to give explicit
references to all the works dealing with differential equations whose
solutions exhibit a chaotic-like behaviour. For this reason, we limit
ourselves to some (non-exhaustive) very short remarks. For a classical
reference, we quote the book by Moser [10]. More recently, contributions
have been made by, among others, Battelli and Palmer [3], Srzednicki [17],
and Srzednicki and W !ojcik [18]; in [3] the existence of a transversal
INDEFINITE EQUATIONS AND CHAOTIC DYNAMICS 423homoclinic orbit for the Poincar!e map associated to a Dufﬁng equation is
studied and in [18] some geometric conditions for detection of chaos are
given (see also Remark 3.10). In the framework of variational methods, we
refer the reader to the paper by S!er!e [16] and, for more comments and a
comprehensive bibliography, to the thesis of Berti [5].
2. AN EXISTENCE AND MULTIPLICITY RESULT
In this section we study the existence and multiplicity of solutions for an
equation of the form
.xþ c ’xþ qðtÞgðxÞ ¼ 0; t 2 ða; bÞ; ð2:1Þ
where 14a5b4þ1; c is a real constant, and q: ða; bÞ ! R and
g: R! R are continuous functions such that the following conditions hold:
(H1) There exists an increasing sequence ftkg  ða; bÞ; k 2 Z; such
that
lim
k!1
tk ¼ a; lim
k!þ1
tk ¼ b;
and
qðtÞ40; qc0; 8t 2 ðt2k ; t2kþ1Þ; 8k 2 Z;
qðtÞ50; qc0; 8t 2 ðt2kþ1; t2kþ2Þ; 8k 2 Z:
Moreover, the function q is locally of bounded variation in every interval
of the form ðt2kþ1; t2kþ2Þ; with k 2 Z: Finally, for every c 2 ½t2kþ1; t2kþ2 such
that qðcÞ ¼ 0 there exist a left neighbourhood and a right neighbourhood of
c where q is monotone.
(H2) The function g is locally Lipschitz and satisﬁes the sign condition
gðxÞx > 0; 8x 2 R\f0g; ð2:2Þ
and the relation
lim
jxj!þ1
gðxÞ
x
¼ þ1: ð2:3Þ
Finally, on the potential G deﬁned by GðxÞ ¼
R x
0 gðtÞ dt; for every x 2 R; we
assume
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Z an
1
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
GðxÞ
p dx5þ1; Z þ1
bn
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
GðxÞ
p dx5þ1 ð2:4Þ
and
lim inf
jxj!þ1
Gðk xÞ
GðxÞ
> 1 ð2:5Þ
(cf. Remark 2.3 for comments). Under these assumptions, we are able to
prove the following result:
Theorem 2.1. Assume that conditions ðH1Þ; ðH2Þ; and ðH3Þ hold and let
c 2 R: Then, there exists nn ¼ ðnnk Þ; k 2 Z; with n
n
k 2 N; for every k 2 Z; such
that for every sequence n ¼ ðnkÞ; k 2 Z; with nk 2 N and nk > nnk ; and for every
sequence d ¼ ðdkÞ; k 2 Z; with dk 2 f0; 1g; there exist two solutions un;d: ða; bÞ
! R and vn;d: ða; bÞ ! R of (2.1) such that
1. vn;dðt0Þ505un;dðt0Þ and ’un;dðt0Þ505’vn;dðt0Þ:
2. For every k 2 Z; the solutions un;d and vn;d have exactly nk zeros in
ðt2kþ1; t2kþ2Þ:
3. For every k 2 Z; the solutions un;d and vn;d have exactly dk zeros in
ðt2k ; t2kþ1Þ:
4. For every k 2 Z; the functions ’un;d and ’vn;d have exactly 1 dk changes
of sign in ðt2k ; t2kþ1Þ:
We underline the fact that if the measure of the set where q vanishes is
zero, then Statement 4 in Theorem 2.1 can be improved by stating that the
functions ’un;d and ’vn;d have exactly 1 dk zeros in ðt2k ; t2kþ1Þ; for every k 2 Z:
Remark 2.2. It is possible to show that, for every k 2 Z; the integer nnk
depends only on the behaviour of the function q on the interval ½t2k ; t2kþ3:
For more details, cf. Remark 2.6 and (2.9).
Remark 2.3. (1) We ﬁrst observe that, in contrast with various situations
which can be found in the literature, we do not assume any periodicity on q:
A recent contribution where oscillatory functions (not necessarily periodic)
are considered is due to Terracini and Verzini [19]; however, in [19] an
appropriate boundedness condition on q is required.
(2) We also remark that the regularity assumptions on q (see the
condition (H1)) guarantee the continuability of the solutions of the equation
in (2.1) in every interval where q is positive. For a more detailed discussion
on this subject, we refer the reader to [7,8].
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function g at inﬁnity. They are clearly satisﬁed by functions g like gðxÞ
¼ xjxjp1 logqðjxj þ 2Þ; with either p > 1 and q 2 R or p ¼ 1 and q > 2:
Condition (H2) is needed to deduce the properties of the number of zeros
of any solution to (2.1) in the intervals where q is positive (see Lemma 2.5);
furthermore, we have to assume (H3) in order to describe the continuability
sets for the solutions of Eq. (2.1) in the intervals where q is negative (see
Lemma 2.4).
However, Lemma 2.4 and Lemma 2.5 hold true also when more general
conditions are imposed on g: besides the sign condition (2.2), in [13]
the authors assume a hypothesis related to the asymptotic behaviour of
the time-maps associated to the autonomous equations .xþ gðxÞ ¼ 0 and
.x gðxÞ ¼ 0: Roughly speaking, this means that the time needed to run along
the orbits of .x gðxÞ ¼ 0 tends to zero as the energy of the orbit increases.
Moreover, in view of this and [13, Lemma 11], we remark that (2.5) could
be replaced by assuming that g is non-decreasing in a neighborhood of inﬁnity.
In order to prove Theorem 2.1 we distinguish two cases.
2.1. The Case c ¼ 0
In this case we are dealing with the equation
.xþ qðtÞgðxÞ ¼ 0; t 2 ða; bÞ; ð2:6Þ
where q and g satisfy assumptions from (H1) to (H3).
In order to prove Theorem 2.1 in this situation, we need some lemmas
concerning the behaviour of the solutions to (2.6) in the intervals of
negativity or positivity of q: More precisely, for every tn 2 ða; bÞ and for
every p 2 R2 we denote by zð; tn;pÞ ¼ ðxð; tn;pÞ; ’xð; tn;pÞÞ the unique
solution of the Cauchy problem
.xþ qðtÞgðxÞ ¼ 0
ðxðtnÞ; ’xðtnÞÞ ¼ p;
(
ð1:4Þ
moreover, for every k 2 Z; let us deﬁne
O2kþ12k ¼ fp 2 R
2: zð; t2k ;pÞ is defined in ½t2k ; t2kþ1g ð2:7Þ
and
O2k2kþ1 ¼ fp 2 R
2: zð; t2kþ1;pÞ is defined in ½t2k ; t2kþ1g: ð2:8Þ
For every k 2 Z; the sets O2kþ12k and O
2k
2kþ1 are related to the global
extendability of the solutions of .xþ qðtÞgðxÞ ¼ 0 on the intervals where q is
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globally deﬁned. More precisely, in [6] it has been proved that the
convergence of one of the integrals in (2.4) is a necessary and sufﬁcient
condition for the existence of a non-continuable solution of the equation.
It is then important to study the structure of the sets O2kþ12k and O
2k
2kþ1;
following the approach of [7], it is possible to prove (see [13]) that the
intersections of these sets with the coordinate axes are bounded. Indeed, the
following result holds true:
Lemma 2.4 [13, Lemma 1]. For every k 2 Z there exists lk > 0 such that
p 2 O2kþ12k \ ððf0g  RÞ [ ðR f0gÞÞ
or
p 2 O2k2kþ1 \ ððf0g  RÞ [ ðR f0gÞÞ
9>>=
>>;
) jpj5lk :
Now, it is easy to see, from the sign condition (2.2) and the regularity
assumptions on q and g; that every solution x of (2.6), xc0; has only a ﬁnite
number of zeros in every interval ½tj; tjþ1; j 2 Z: We denote this number by
n½tj;tjþ1ðxÞ: Moreover, for every k 2 Z; let us set Lk ¼ maxflk ; lkþ1g: We state
our next preliminary result:
Lemma 2.5. The following statements hold:
1. For every k 2 Z there exists Nnk 2 N such that for every solution xc0 of
(2.6) we have
jðxðtnÞ; ’xðtnÞÞj4Lk ; for some tn 2 ½t2kþ1; t2kþ2 ) n½t2kþ1;t2kþ2ðxÞ4N
n
k :
2. For every k 2 Z and for every N 2 N there exists C ¼ Cðk;N Þ such that
for every solution x of (2.6) we have
n½t2kþ1;t2kþ2ðxÞ4N ) jðxðtÞ; ’xðtÞÞj4C; 8t 2 ½t2kþ1; t2kþ2:
Statement 1 in Lemma 2.5 is a direct consequence of the sign condition
(2.2) and of the locally Lipschitz regularity of g; the easy proof is omitted for
brevity. We also observe that Statement 2 implies that the number of zeros
of a solution to (2.6), in any interval where q is positive, is arbitrarily large
provided the norm of this solution is large. This is a well-known feature of
superlinear problems; for the proof, we refer the reader to [7], for instance.
Remark 2.6. From the statements of Lemma 2.4 and Lemma 2.5, it is
clear that, for every k 2 Z; the number Nnk depends only on the restriction of
the function q to the interval ½t2k ; t2kþ3:
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for every k 2 Z; let us set
nnk ¼ N
n
k ; ð2:9Þ
with Nnk given in Lemma 2.5, and let us ﬁx two sequences n ¼ ðnkÞ; k 2 Z;
with nk 2 N and nk > nnk ; for every k 2 Z; and d ¼ ðdkÞ; k 2 Z; with dk 2 f0; 1g;
for every k 2 Z; as in the statement of Theorem 2.1.
Moreover, for every j 2 N; let us deﬁne
Oþj ¼fp 2 R
2: zð; t0;pÞ is defined in ½t2j; t2jþ2; xðt0Þ > 0; ’xðt0Þ50;
x has exactly nk zeros in ðt2kþ1; t2kþ2Þ and exactly dk zeros in
ðt2k ; t2kþ1Þ;
’x has exactly 1 dk changes of sign in ðt2k ; t2kþ1Þ; for every jkj4jg
ð2:10Þ
and
Oj ¼fp 2 R
2: zð; t0;pÞ is defined in ½t2j; t2jþ2; xðt0Þ50; ’xðt0Þ > 0;
x has exactly nk zeros in ðt2kþ1; t2kþ2Þ and exactly dk zeros in
ðt2k ; t2kþ1Þ;
’x has exactly 1 dk changes of sign in ðt2k ; t2kþ1Þ; for every jkj4jg:
ð2:11Þ
By the deﬁnition of Oþj ; it is easy to see that x is a solution to (2.6) with
xðt0Þ > 0 and the nodal properties stated in Theorem 2.1 if and only if
ðxðt0Þ; ’xðt0ÞÞ 2
\
j2N
Oþj ;
analogously, x is a solution to (2.6) with xðt0Þ50 and the nodal properties
stated in Theorem 2.1 if and only if
ðxðt0Þ; ’xðt0ÞÞ 2
\
j2N
Oj :
Therefore Theorem 2.1 holds true if we prove that\
j2N
Oj =|: ð2:12Þ
For simplicity, we will show that\
j2N
Oþj =|; ð2:13Þ
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of our method is the following lemma, which describes the boundary of
every set Oþj :
Lemma 2.7. For every j 2 N and for every p 2 @Oþj the solution zð; t0;pÞ is
defined in ½t2jþ1; t2jþ2; moreover, either zð; t0;pÞ is not defined in ½t2j; t2jþ2
or
xðt2j; t0;pÞ ’xðt2j; t0;pÞxðt2jþ2; t0;pÞ ’xðt2jþ2; t0;pÞ ¼ 0
(i.e., if the solution x is defined in ½t2j; t2jþ2; then either x or ’x has a zero on
the boundary of ½t2j; t2jþ2).
Proof. We ﬁrst show that, if the solution zð; t0;p0Þ is deﬁned in ½t2j;
t2jþ2 for some j 2 N and p0 2 @Oþj ; then either xð; t0;p0Þ or ’xð ; t0;p0Þ
vanishes in t2j or in t2jþ2: Indeed, a continuous dependence argument
implies that x0ðÞ ¼ xð ; t0;p0Þ or ’x0ðÞ must vanish on the boundary of ½ti;
tiþ1 for some i 2 f2j;2jþ 1; . . . ; 2jþ 1g: We only have to exclude the
possibility that this happens for ti in the open interval ðt2j; t2jþ2Þ: In this
aim, let us suppose that x0ðt2kÞ ’x0ðt2kÞ ¼ 0 for some k 2 fjþ 1; . . . ; jg and
observe that z0ðtÞ ¼ ðx0ðtÞ; ’x0ðtÞÞ is deﬁned on ½t2k1; t2kþ1 and that q50 on
½t2k1; t2k; while q40 on ½t2k ; t2kþ1: In particular, we have that
zðt2kÞ 2 O2kþ12k \ ½ðf0g  RÞ [ ðR f0gÞ;
hence, by Lemma 2.4, jzðt2kÞj5lk4Lk1 and, by Statement 1 of Lemma 2.5,
n½t2k1;t2k ðx0Þ4n
n
k1:
This means that x0 has at most nnk1 simple zeros in ½t2k1; t2k: On the other
hand, if p 2 Oj and p ! p0; then x0 is the C1loc-uniform limit of solutions
xð; t0;pÞ; which have exactly nk1 simple zeros in ðt2k1; t2kÞ; hence, x0 must
have at least nk1 simple zeros in ½t2k1; t2k: Therefore we have the
contradiction
nk1  n½t2k1;t2k ðx0Þ4n
n
k15nk1:
Analogously we can exclude the case x0ðt2kþ1Þ ’x0ðt2kþ1Þ ¼ 0 for every k 2
fj; . . . ; jg:
Now we prove that, for j 2 N and p 2 @Oþj ; the solution zð; t0;pÞ is deﬁned
in ½t2jþ1; t2jþ2: We argue again by contradiction: assume then that there
exist j 2 N and pn 2 @Oþj such that zð; t0;p
nÞ is not deﬁned in ½t2jþ1; t2jþ2:
Then, there exists tn 2 ½t2jþ1; t2jþ2 such that
lim
t!tn
jzðt; t0;pnÞj ¼ þ1:
INDEFINITE EQUATIONS AND CHAOTIC DYNAMICS 429Therefore, for every M > 0 there exists a neighbourhood V ðtn;MÞ such that
jzðt; t0;pnÞj5M ; 8t 2 V ðtn;MÞ; t=tn: ð2:14Þ
On the other hand, if we take the constant Cj ¼ maxjkj4jCðk; nkÞ; with
Cðk; nkÞ given by Statement 2 in Lemma 2.5, we have that
jzðt; t0;pÞj4Cj; 8t 2 ½t2kþ1; t2kþ2; 8jkj4j; 8p 2 Oþj : ð2:15Þ
Now, we observe that in every interval ½t2k ; t2kþ1; k ¼ jþ 1; . . . ; j; where q
is negative, x is monotone with one zero or convex and positive or concave
and negative; this implies that the estimate (2.15) also holds in the intervals
of negativity of q; i.e., we have
jzðt; t0;pÞj4Cj; 8t 2 ½t2jþ1; t2jþ2; 8p 2 Oþj : ð2:16Þ
Since pn 2 @Oþj ; there exists pn 2 O
þ
j such that pn ! p
n; hence, from (2.16)
we have
jzðt; t0;pnÞj4Cj; 8t 2 ½t2jþ1; t2jþ2; 8n 2 N: ð2:17Þ
If we take M ¼ 2Cj in (2.14), an elementary continuous dependence
argument shows that (2.17) contradicts (2.14) and the result is proved. ]
We are now able to prove the following result:
Proposition 2.8. For every j 2 N we have
Oþj =|; ð2:18Þ
Oþj is bounded; ð2:19Þ
and
Oþjþ1  O
þ
j : ð2:20Þ
Proof. The fact that, for every j 2 N; the set Oþj is non-empty directly
follows from an application of [13, Theorem 1].
Moreover, from Lemma 2.5, Statement 2, we deduce that there exists
C ¼ Cð1; n1Þ > 0 such that for every solution x of (2.6) with exactly n1
zeros in ½t1; t0 we have
jðxðtÞ; ’xðtÞÞj4C; 8t 2 ½t1; t0:
In particular, taking t ¼ t0; this shows that jpj4C; for every p 2 Oþj ; for
every j 2 N; i.e., Oþj is bounded.
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Oþjþ1  O
þ
j
and
Oþjþ1  O
þ
j ;
for every j 2 N: Now, suppose by contradiction that there exists p0 2
@Oþjþ1 \ @O
þ
j for some j 2 N; then, by Lemma 2.7, we necessarily deduce
that z0ðÞ ¼ ðx0ðÞ; ’x0ðÞÞ ¼ zð; t0;p0Þ is deﬁned in ½t2j1; t2jþ4 and either x0 or
’x0 vanishes in t2j or in t2jþ2: Assume for instance that x0ðt2jÞ ’x0ðt2jÞ ¼ 0
(the other case is similar); then, arguing as in the proof of Lemma 2.7, we
can infer that jzðt2jÞj5Lj1 and that
nj14n½t2j1;t2jðx0Þ4n
n
j15nj1;
which is impossible. ]
We are ready to prove our ﬁrst result.
Proof of Theorem 2.1 (Case c ¼ 0). Let us consider the sets Oþj deﬁned
in (2.10); from Proposition 2.8 and an easy topological argument, it is
immediate to see that (2.13) holds. By the previous discussion, this
concludes the proof. ]
2.2. The Case c=0
Assume now that c=0 and suppose for instance that c > 0 (the case c50
can be treated in a similar way). According to [6] (see also the proof of
[11, Theorem 3.2]), we set
tðtÞ ¼
1
c
log
1
1 ct
; 8t 2
1 eac
c
;
1 ebc
c
 
;
and
qnðtÞ ¼
1
ð1 ctÞ2
qðtðtÞÞ; 8t 2
1 eac
c
;
1 ebc
c
 
ð2:21Þ
(if a ¼ 1 or b ¼ þ1; assume that eac ¼ þ1 and ebc ¼ 0; respectively).
Then, x ¼ xðtÞ is a solution of Eq. (2.1) if and only if x ¼ xðtðtÞÞ is a
solution of
.xþ qnðtÞgðxÞ ¼ 0; t 2
1 eac
c
;
1 ebc
c
 
; ð2:22Þ
INDEFINITE EQUATIONS AND CHAOTIC DYNAMICS 431where qn is deﬁned in (2.21). Now, it is easy to see that the function qn
satisﬁes the conditions required in (H1); then, we are allowed to apply
Theorem 2.1 (in the already proved case c ¼ 0) to Eq. (2.22) and this gives
the result.
3. THE PERIODIC CASE: CHAOTIC DYNAMICS
Let us now consider the equation
.xþ qðtÞgðxÞ ¼ 0; ð3:1Þ
where q: R! R and g: R! R satisfy assumptions from (H1) to (H3);
moreover, let q be periodic with minimal period o > 0: Without loss of
generality we can assume that there exist
0 ¼ t05t15   5t2l15t2l ¼ o
such that
qðtÞ40; qc0; 8t 2 ðt2k2; t2k1Þ; 8k ¼ 1; . . . ; l;
qðtÞ50; qc0; 8t 2 ðt2k1; t2kÞ; 8k ¼ 1; . . . ; l:
According to the notation of Section 2, for any i 2 Z; we are taking
t2jlþk ¼ tk þ jo; 8k ¼ 0; . . . ; 2l 1; 8j 2 Z: ð3:2Þ
The aim of this section is to show that Eq. (3.1) exhibits a chaotic-like
behaviour (see Proposition 3.3, Theorem 3.8, and Corollary 3.9 below). Our
results will be consequences of Theorem 2.1 proved in Section 2; in the
particular case of Eq. (3.1), it can be stated in the following way.
Corollary 3.1. Under the above assumptions there exist l positive
integers nn1 ; . . . ; n
n
l such that for every pair of sequences of l-tuples n ¼
fðni1; . . . ; n
i
lÞ 2 N
lgi2Z; and d ¼ fðd
i
1; . . . ; d
i
lÞ 2 f0; 1g
lgi2Z; with d
i
k 2 f0; 1g;
there exist two solutions un;d and vn;d of (3.1) such that
1. vn;dð0Þ505un;dð0Þ and ’un;dð0Þ505’vn;dð0Þ:
2. For every i 2 Z and for every k ¼ 1; . . . ; l; the solutions un;d and vn;d
have exactly nnk þ n
i
k zeros in ðt2k1 þ io; t2k þ ioÞ:
3. For every i 2 Z and for every k ¼ 1; . . . ; l; the solutions un;d and vn;d
have exactly dik zeros in ðt2k2 þ io; t2k1 þ ioÞ:
4. For every i 2 Z and for every k ¼ 1; . . . ; l; the functions ’un;d and ’vn;d
have exactly 1 dik changes of sign in ðt2k2 þ io; t2k1 þ ioÞ:
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the present case, the sequence ðnni Þ; i 2 Z; whose existence is ensured in the
statement of Theorem 2.1, is such that nnk ¼ n
n
kþ2li; for every i 2 Z and for
every k ¼ 1; . . . ; l: Indeed, recalling (3.2) and Remark 2.2, this is a direct
consequence of the o-periodicity of q:
Now, we pass to the description of the chaotic behaviour of the solutions
to (3.1). We ﬁrst show that the boundedness of the solutions to (3.1) can be
characterized by means of the boundedness of the sequence n in Corollary
3.1. As a consequence, we are able to prove that (3.1) has an uncountable set
of bounded non-periodic solutions; as can be seen in [14], this is one of the
features of chaotic dynamics.
Proposition 3.2. Let us consider n and d as in the statement of Corollary
3.1. Then
un;d and vn;d are bounded ðin C1-normÞ , n is bounded:
Proof. We ﬁrst observe that, since q is periodic and Eq. (3.1) is
undamped, any uniform bound on a solution x of (3.1) leads to a bound
for .x and then for ’x: Therefore, in order to prove a bound for un;d and vn;d in
the C1-norm it is sufﬁcient to give a bound in the C0-norm.
Assume now that n is bounded and let x be un;d or vn;d; since q is periodic,
from Lemma 2.5, Statement 2, we know that there exists C ¼ Cðq; nÞ such
that
jxðtÞj4C; 8t 2 ½t2k1 þ io; t2k þ io; 8k ¼ 1; . . . ; l; 8i 2 Z: ð3:3Þ
This means that x is bounded on every interval where q is positive. Now, we
observe that, in an interval ½t2k þ io; t2kþ1 þ io where q is negative,
depending on the choice of d; x can only be monotone with one zero or
convex and positive or concave and negative. In any case, the maximum of
jxj is attained on the boundary of ½t2k þ io; t2kþ1 þ io: This implies that the
estimate (3.3) also holds in the intervals of negativity of q; i.e., x is globally
bounded on R:
In order to show that when un;d and vn;d are bounded also n is bounded it
is sufﬁcient to apply a slightly general version of Lemma 2.5, Statement 1,
which gives an upper bound on the number of zeros in an interval of
positivity of q when the solution is bounded. ]
We are now able to prove the following.
Proposition 3.3. There exists an uncountable set of bounded non-
periodic solutions to (3.1) with an arbitrarily large number of zeros in every
interval of positivity of q and at most one zero in any interval of negativity of q:
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circumﬂex solution of (3.1) has a minimal period which is a multiple of the
minimal period o of q: Indeed, if x is a #o-periodic solution, then we have
qðt þ #oÞgðxðtÞÞ ¼ qðt þ #oÞgðxðt þ #oÞÞ ¼  .xðt þ #oÞ ¼  .xðtÞ ¼ qðtÞgðxðtÞÞ;
8t 2 R:
Using (H2), the continuity of q and the fact that x can have only isolated
zeros, we deduce that
qðt þ #oÞ ¼ qðtÞ; 8t 2 R;
and, therefore, #o ¼ ko for some k 2 N:
Now, let us denote by S the set of the pairs ðn; dÞ of sequences of l-tuples
n ¼ fðni1; . . . ; n
i
lÞ 2 N
lgi2Z and d ¼ fðd
i
1; . . . ; d
i
lÞ 2 f0; 1g
lgi2Z such that n is
bounded and at least one between n and d is not a periodic sequence (that is,
for every m 2 N there are i 2 Z and k 2 f1; . . . ; lg such that either nik=n
iþm
k or
dik=d
iþm
k ). Clearly S is an uncountable set, since the set of periodic sequences
of integers is countable, while the set of all bounded sequences of integers is
not.
Now, let ðn; dÞ 2 S and let x be one of the solutions, with the nodal
properties prescribed by ðn; dÞ; whose existence is guaranteed by Corollary
3.1. By Proposition 3.2, x is bounded and, clearly, cannot be periodic. ]
We observe that a result on the existence of bounded non-periodic
solutions to (3.1) has been proved also in [19].
In order to present our next results, we recall some basic facts on chaos
theory. For every M 2 N; let SM ¼ fs 2 N : 14s4Mg and let SM be the set
½SM Z of the bi-inﬁnite sequences s ¼ ðsiÞi2Z; with si 2 SM ; S
M is a metric
space equipped with an appropriate distance (see e.g. [14]). We also denote
by s: SM ! SM the Bernoulli shift map deﬁned by ðsðsÞÞi ¼ siþ1; for every
s 2 SM :
Moreover, we recall the following:
Definition 3.4. A map C : O Rn ! O is topologically semiconju-
gated to the Bernoulli shift if there exist a compact set A O and a
continuous surjection t: A! SM such that the diagram
ð3:4Þ
commutes.
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injective, we say that the maps C and s are topologically conjugated. In this
situation C inherits all the chaotic features of the Bernoulli shift and we can
actually call it a chaotic map.
Another feature of ‘‘chaotic’’ maps is the fact that they possess positive
topological entropy (see [14]); in particular, the entropy of the Bernoulli shift
on SM is equal to logM : Moreover, any map semiconjugated to the
Bernoulli shift has positive entropy; in fact, we have the following:
Proposition 3.6 [14, Prop. 3.11]. If C : O! O is topologically
semiconjugated to the Bernoulli shift on SM ; then the entropy of C is at
least logM :
Our aim is to show that the Poincar!e map associated to (3.1) is
topologically semiconjugated to the Bernoulli shift and so it has positive
entropy. To do this, we recall that, for p 2 R2; we denoted by zð; 0;pÞ the
pair ðxð; 0;pÞ; ’xð; 0;pÞÞ; where xð; 0;pÞ is the solution of (3.1) satisfying the
initial condition ðxð0Þ; ’xð0ÞÞ ¼ p; then, we introduce the Poincar!e map P by
setting PðpÞ ¼ zðo; 0;pÞ for all those p 2 R2 for which the solution xð; 0;pÞ
is deﬁned on ½0;o: Moreover, with nnk given in Corollary 3.1, let us deﬁne
O ¼fp 2 R2: zð; 0;pÞ is defined on R and x has at least nnk zeros
in ðt2k1 þ io; t2k þ ioÞ; for every k ¼ 1; . . . ; l
and for every i 2 Zg: ð3:5Þ
Now, for any given natural number N ; we can consider the subset ON  O
deﬁned by
ON ¼fp 2 R2: zð; 0;pÞ is defined on R and x has at least nnk and at most
nnk þ N zeros in ðt2k1 þ io; t2k þ ioÞ; for every k ¼ 1; . . . ; l
and for every i 2 Zg: ð3:6Þ
The following lemma summarizes the properties of the sets O and ON :
Lemma 3.7. The following results hold true:
1.
S1
N¼0 ON  O:
2. PðOÞ ¼ O:
3. For every N 2 N we have PðON Þ ¼ ON :
4. For every N 2 N the set ON is nonempty and compact.
Proof. Statement 1 is trivial; Statements 2 and 3 are easy consequences
of the fact that q is o-periodic. As far as Statement 4 is concerned, the fact
that every set ON is nonempty follows from Corollary 3.1. Moreover, from
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is bounded. Finally, in order to show that it is closed, let us consider a
sequence pn 2 ON such that pn ! p0; for some p0 2 R2; for every n 2 N; we
set xnðÞ ¼ xð ; 0;pnÞ and x0 ¼ xð; 0;p0Þ: According to the proof of
Proposition 3.2, the sequence ðxnÞ is bounded in C2ðRÞ; then, an application
of the Ascoli-Arzel"a Theorem, together with a continuous dependence
argument, shows that, possibly passing to a subsequence, xn ! x0 in C1locðRÞ:
This means that xn and ’xn uniformly converge to x0 and ’x0; respectively, on
every interval of the form ½jo; ð jþ 1Þo; for every j 2 Z; this fact
guarantees that x0 is globally deﬁned in R:
Now, we need to prove that the number of zeros of x0 in every interval of
the form ðt2k1 þ io; t2k þ ioÞ is greater than nnk and less than or equal to
nnk þ N ; in this aim, let us ﬁx an interval ðt2k1 þ io; t2k þ ioÞ and let us
denote it by Ik;i: Arguing as in the proof of Lemma 2.7, it is possible to show
that neither xn nor x0 have a zero on the boundary of Ik;i; moreover, let us
denote by t15t25   5tK the (simple) zeros of x0 in Ik;i: Using the
continuous dependence of the solutions to (3.1) on initial data, we deduce
that, for every neighbourhood Vj of tj; j ¼ 1; . . . ;K; and for n sufﬁciently
large, xn has exactly one zero in Vj; this shows that xn; for n sufﬁciently large,
has K zeros in Ik;i: Therefore, xn has the same number of zeros of x0 in every
interval ðt2k1 þ io; t2k þ ioÞ; for n sufﬁciently large; since pn 2 ON ; the
number of zeros of xn is greater than nnk and less than or equal to n
n
k þ N and
then the same holds true for x0; i.e., p0 2 ON : ]
The next result proves that the Poincar!e map P is topologically
semiconjugated, on the sets ON ; to the Bernoulli shift.
Theorem 3.8. For every N 2 N; the Poincar !e map P : ON ! ON is topo-
logically semiconjugated to the shift map s: SM ! SM ; with M ¼ ð2N þ 2Þl:
Proof. If p 2 O we can deﬁne
dikðpÞ ¼ number of zeros of xð; 0;pÞ in ðt2k2 þ io; t2k1 þ ioÞ;
nikðpÞ ¼ ½number of zeros of xð; 0;pÞ in ðt2k1 þ io; t2k þ ioÞ  n
n
k ;
for every i 2 Z and every k ¼ 1; . . . ; l: In particular, we have associated to
every p 2 O a bi-inﬁnite sequence of 2l-tuples of the form fðdi1; n
i
1; d
i
2; n
i
2; . . .
; dil; n
i
lÞgi2Z; with d
i
k 2 f0; 1g and n
i
k 2 N; which describes the precise nodal
behaviour of the solution of (3.1) starting from p at time 0: We stress the
fact that such an association is surjective thanks to Corollary 3.1.
Now, let xN be the map deﬁned by
xN ðd1; n1; d2; n2; . . . ; dl; nlÞ ¼
Xl
k¼1
ð2N þ 2Þk1½ðN þ 1Þdk þ nk þ 1;
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a numeration system with an alphabet of 2N þ 2 symbols, into the
correspondent number in the decimal system and therefore it is a bijection
between the set of all the 2l-tuples of the form ðd1; n1; d2; n2; . . . ; dl; nlÞ; with
dk 2 f0; 1g and nk 2 f0; . . . ;Ng; and the set SM ; with M ¼ ð2N þ 2Þ
l: The
map tN : ON ! SM deﬁned by
ðtN ðpÞÞi ¼ xN ðd
i
1ðpÞ; n
i
1ðpÞ; d
i
2ðpÞ; n
i
2ðpÞ; . . . ; d
i
lðpÞ; n
i
lðpÞÞ; 8i 2 Z;
is a topological semiconjugation of P : ON ! ON with s: SM ! SM :
Indeed, it is easy to see, using Corollary 3.1, that tN is surjective; moreover,
the fact that s 8 tN ¼ tN 8P on ON is a direct consequence of the deﬁnitions
of tN ; P; and s:
Finally, to show that tN is continuous on ON ; let us consider pn 2 ON such
that pn ! p0; for some p0 2 ON : Arguing as in the proof of Lemma 3.7, we
deduce that, for n large, the functions xnðÞ ¼ xð; 0;pnÞ and x0ðÞ ¼ xð; 0;p0Þ
have the same number of zeros on every interval of positivity or negativity
of q: This implies that ðtN ðpnÞÞi ¼ ðtN ðp0ÞÞi; for n large and for every i 2 Z;
i.e., tN ðpnÞ ! tN ðp0Þ: ]
From Theorem 3.8 and Proposition 3.6, we immediately deduce the
following:
Corollary 3.9. For every N 2 N the map P : ON ! ON has topological
entropy greater than or equal to l logð2N þ 2Þ and P : O! O has infinite
topological entropy.
Remark 3.10. In the literature several approaches to chaotic dynamics
are considered; in particular, in the introduction of [17] a o-periodic
equation is called chaotic if the Poincar!e map P; restricted to a compact and
invariant set, is semiconjugated to a suitable shift map and, moreover, ‘‘the
counterimage (by the semiconjugacy) of any periodic point of the shift
contains a periodic point of the Poincar!e map.’’ If we translate the last
condition into our setting, it would mean that, if s 2 SM is such that sm
ðsÞ ¼ s for some m 2 N; then there should be a point p 2 t1N ðsÞ such that the
solution xð; 0;pÞ is mo-periodic: in our case this is actually impossible for
some choices of s: Indeed, let us consider a 2l-tuple ðd1; n1; . . . ; dl; nlÞ such
that
Pl
k¼1 ðdk þ nk þ n
n
k Þ is an odd integer and let us take the constant
sequence s ¼ ðsiÞi2Z with si ¼ xN ðd1; n1; . . . ; dl; nlÞ for all i 2 Z; so that sðsÞ ¼
s: Then, t1N ðsÞ cannot contain the initial value of a o-periodic solution of
our equation, otherwise we would have a periodic solution with an odd
number of (simple) zeros in a period.
However, if we call admissible those 2l-tuples whose entries give an even
sum, it can be proved [12] that there are at least two o-periodic solutions
with nodal behaviour prescribed by every ﬁxed admissible 2l-tuple: in other
INDEFINITE EQUATIONS AND CHAOTIC DYNAMICS 437words, if we restrict our maps P; s; and tN to the ‘‘admissible’’ sets OaN ¼
fp 2 ON : xð; 0;pÞ has an even number of zeros in ½0;oÞg and SMa ¼
fxN ðd1; n1; . . . ; dl; nlÞ: ðd1; n1; . . . ; dl; nlÞ is an admissible 2l-tupleg; then our
equation (3.1) turns out to be chaotic in the sense of [17].
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