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SHARP INEQUALITIES FOR THE MEAN DISTANCE
OF RANDOM POINTS IN CONVEX BODIES
GILLES BONNET, ANNA GUSAKOVA, CHRISTOPH THA¨LE, AND DMITRY ZAPOROZHETS
Abstract. For a convex body K ⊂ Rd the mean distance ∆(K) = E|X−Y | is the expected
Euclidean distance of two independent and uniformly distributed random points X,Y ∈ K.
Optimal lower and upper bounds for ratio between ∆(K) and the first intrinsic volume V1(K)
of K (normalized mean width) are derived and degenerate extremal cases are discussed. The
argument relies on Riesz’s rearrangement inequality and the solution of an optimization
problem for powers of concave functions. The relation with results known from the existing
literature is reviewed in detail.
1. Introduction
One of the most classical questions in area of geometric probability is Sylvester’s ques-
tion [29], which asks for the probability p(4, K) that the convex hull conv(X1, X2, X3, X3)
of four independently and uniformly distributed random points X1, X2, X3, X4 in a planar
compact convex set K ⊂ R2 is a triangle. For particular sets K the precise value of p(4, K)
is known and we refer to [17, Sections 2.31–2.34], [24] and [28, Chapter 5] for an extensive
discussion. We also collect some examples in Table 1. Using symmetrization arguments,
Blaschke [4] was able to prove that for any compact convex set with non-empty interior
K ⊂ R2 the two-sided inequality
35
12pi2
≤ p(4, K) ≤ 1
3
(1)
holds. A glance at Table 1 shows that the lower bound is achieved if (and, in fact, only if)
K is an ellipse, and the upper bound if (and, in fact, only if) K is a triangle. In this context
one should note that p(4, K) is invariant under affine transformations in the plane, which
implies that the precise form of the ellipse and triangle does not play a role. It is not hard
to verify that
p(4, K) = 4
EA(conv(X1, X2, X3))
A(K)
,
where A(K) stands for the area of K, see [26, Equation (8.11)]. Therefore, Blaschke’s
inequality (1) is equivalent to
35
48pi2
≤ EA(conv(X1, X2, X3))
A(K)
≤ 1
12
, (2)
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K triangle
square
(parallelogram)
regular
pentagon
regular
hexagon
regular
octagon
circle
(ellipse)
p(4, K) 1
3
11
36
1
45
(9 + 2
√
5) 298
972
1181+867
√
2
4032+2880
√
2
35
12pi2
Table 1. Particular values for the probability p(4, K), taken from [28, p. 114].
which gives the optimal lower and upper bound for the normalized mean area of the random
triangle with vertices uniformly distributed in a planar compact convex set.
In the present paper we take up this classical and celebrated topic and instead of three
points consider the situation where only two random points uniformly distributed in a com-
pact convex set with non-empty interior K ⊂ R2 are selected. In this case, their convex hull
is a random segment having a random length. It is thus natural to ask for the optimal bounds
of the normalized average length of this segment. While the area of the random triangle is
normalized by the area of K, the length of the random segment should be normalized by the
perimeter of K denoted by P (K). In this paper we will prove that for any compact convex
set K ⊂ R2 with non-empty interior the inequality
7
60
<
E |X1 −X2|
P(K)
<
1
6
(3)
holds, where |X1 − X2| denotes the Euclidean distance of X1 and X2. We emphasize that
in contrast to (2) the inequalities on both sides of (3) are strict, and we shall argue that
(3) is in fact optimal. Moreover, it will turn out that both bounds cannot be achieved by
planar compact convex sets with interior points. In fact, the extremal cases correspond to
two different degenerate situations, which we will described in detail. We would like to stress
at this point that this surprising degeneracy phenomenon is new and has not been observed
in similar situations so far in the existing literature around convex geometric inequalities.
Remarkably, we will be able to derive the analogue of (3) in any dimension d ≥ 2, where
instead of the perimeter one normalizes the mean distance by the so-called first intrinsic
volume of K, which in turn is a constant multiple of the mean width. We emphasize that
this is in sharp contrast to Blaschke’s inequality (2) for which only a lower bound is known
in any space dimension. This is the context of Busemann’s random simplex inequality for
which we refer to [8] or [26, Theorem 8.6.1] (according to results of Groemer [13, 14] this
holds more generally for convex hulls generated by an arbitrary number n ≥ d+ 1 of random
points and also for higher moments of the volume). A corresponding upper bound is still
unknown, but in view of the planar case, it seems natural to expect that a sharp upper bound
is provided by d-dimensional simplices. This is known as the simplex conjecture in convex
geometric analysis and a positive solution would imply the famous hyperplane conjecture,
see [23] or [6, Corollary 3.5.8].
The remaining parts of this paper are structured as follows. In Section 2 we start with
some historical remarks of what is known about the so-called mean distance of convex bodies.
Our main result is presented in Section 3. Its proof is divided into several parts: proof of the
lower bound (Section 4.2), proof of the upper bound (Sections 4.3–4.5) and sharpness of the
estimate (Section 4.6).
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Figure 1. Simulation of 1 (left), 10 (middle) and 100 (right) random segments
generated by two random points X1, X2 in a planar disc B
2 of radius 1. The
mean distance ∆(B2) = E|X1 −X2| = 12845pi ≈ 0.9054 . . . is the expected length
of these segments.
2. Historical remarks
Before presenting our main results, we start with some historical remarks, which should
help reader to bring our results in line with what is known from the literature. We also
introduce some basic notation that will be used throughout the paper.
By a convex body in Rd we understand a compact convex subset of Rd with non-empty
interior. Let K ⊂ Rd be a convex body and let X and Y be two independent random vectors
uniformly distributed in K. We will denote by ∆(K) the mean distance between X and Y ,
that is,
∆(K) := E |X − Y | = 1|K|2
∫
K
∫
K
|x− y| dx dy.
Here and in what follows, |A| will denote the volume of a measurable set A ⊂ Rd of the
appropriate dimension, by which we understand the Lebesgue measure with respect to the
affine hull of A. It is known from [9, Equation (21)] or [18, Equation (34)] that for any
p > −d,∫
K
∫
K
|x− y|p dx dy = 2
(d+ p)(d+ p+ 1)
∫
Sd−1
∫
u⊥
|xu ∩K|d+p+1 λu⊥(dx)µ(du),
where xu is a line through x parallel to u and λu⊥ and µ are the Lebesgue measures on u
⊥
and the spherical Lebesgue measure on Sd−1, respectively. Therefore, an alternative form for
the mean distance ∆(K) is given by
∆(K) =
2
(d+ 1)(d+ 2)|K|2
∫
Sd−1
∫
u⊥
|xu ∩K|d+2 λu⊥(x)µ(u). (4)
There are relatively few examples of convex bodies K for which the exact value of ∆(K) is
actually known. Most of them are 2-dimensional and all depend on the explicit shape of K.
The simplest ones are the circle (2-dimensional ball) B2(r) of radius r > 0 and the regular
triangle T 2(a) with side length a > 0. For these sets we have
∆(B2(r)) =
128
45pi
r and ∆(T 2(a)) = a
(
1
5
+
3
20
log 3
)
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from [11] and [10, Page 785]; see Figure 1 for an illustration of the first case. However, even
for a rectangle R(a, b) with side lengths 0 < a ≤ b the formula becomes much more involved.
In fact, from [12] it is known that
∆(R(a, b)) =
1
15
[
a3
b2
+
√
a2 + b2
(
3− a
2
b2
− b
2
a2
)
+
5
2
(
b2
a
+ log
a+
√
a2 + b2
b
+ log
b+
√
a2 + b2
a
)]
.
For the cases when K is an arbitrary triangle, ellipse or parallelogram we refer to [27].
Recently, the mean distance for a regular hexagon H(a) with side length a > 0 was considered
in [1]. In this case
∆(H(a)) = a
[
4pi
15
− 227
2160
+
478pi
3645
√
3
+
113
√
3
240
− 3
160
log
2 +
√
3√
3
+
14
30
log 3
]
.
The distribution function of |X − Y | was calculated for an arbitrary regular polygon in [3].
However, the formula in this case is complicated and the author could use it to derive the
expression for E |X − Y | only for the regular triangle.
In higher dimensions, the number of examples for which an exact formula for ∆(K) is avail-
able is rather limited. Perhaps the most well-known one is the so-called Robbins constant,
which gives ∆([0, 1]3) for the 3-dimensional unit cube:
∆([0, 1]3) =
1
105
[
4 + 17
√
2− 6
√
3 + 21 log(1 +
√
2) + 42 log(2 +
√
3)− 7pi
]
.
For the multidimensional unit cube [0, 1]d with d ≥ 2, ∆([0, 1)d) is known as a box integral,
which does not have a closed form expression for dimensions d ≥ 4, see [2].
A non-trivial case for which the answer is known in any dimension is the unit d-dimensional
ball Bd = Bd(1). In fact, a special case of [22, Theorem 2] yields that
∆(Bd) =
22d+2d · [Γ(d
2
+ 1
)]2
(2d+ 1)!!(d+ 1)pi
, (5)
where Γ( · ) is the Gamma function and d!! = d(d− 2) · · · the double factorial. If the convex
body K is an ellipsoid in Rd with semi-axes a1, . . . , ad > 0, then (5) can be generalized as
follows (see [16, Theorem 3.1] combined with (4)):
∆(K) =
2d+1
[
Γ
(
d
2
+ 1
)]3
(d+ 1)pi(d+1)/2Γ
(
d+ 3
2
) ∫
Sd−1
√
a21u
2
1 + . . .+ a
2
du
2
d µ(du).
Apart from the exact formulas we presented so far, there are several bounds for ∆(K) in
terms of different geometric characteristics of the convex body K ⊂ Rd. The most well-known
one relates ∆(K) with the volume |K| of K. It says that
∆(K) ≥ 2
2d+2d · [Γ(d
2
+ 1
)]2+1/d
(2d+ 1)!!(d+ 1)pi3/2
|K|1/d,
and equality holds if and only if K is a d-dimensional Euclidean ball. The result can be
found in [5] for dimension d = 2 and in [25] for higher dimensions d ≥ 3.
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Figure 2. Illustration of Kδ (left) and K
′
δ (right) for d = 2 (upper row) and
d = 3 (lower row).
In [7], ∆(K) was bounded from above by the diameter diam(K) of K. The inequality says
that
∆(K) ≤ diam(K)
√
2d
pi(d+ 1)
· 2
d−2 [Γ(d/2)]2
Γ(d− 1/2) (6)
for any convex body K ⊂ Rd. Apparently, this bound is far from being optimal. In the next
section we will present a complementing best possible lower bound and an upper bound,
which improves (6) in low dimensions, see Corollary 3.
To the best of our knowledge, bounds in terms of other characteristics (not following from
the existed ones) are not known.
3. Main result
Let K ⊂ Rd be a convex body. The main goal of this paper is to derive the optimal lower
and upper bounds for ∆(K) normalized by the mean width of K, which is given by
W (K) :=
∫
Sd−1
|PuK|µ(du),
where |PuK| denotes the length of the projection of K onto the line spanned by u.
An obstacle when working with the mean width is its dependence on the dimension of the
ambient space. In fact, if we embed K into Rn with n ≥ d, then W (K) is strictly decreasing
with respect to n. That is why it is convenient to use the following normalized version of the
mean width:
V1(K) :=
√
pi
Γ
(
d+1
2
)
Γ
(
d
2
) ∫
Sd−1
|PuK|µ(du). (7)
This quantity is known as the first intrinsic volume ofK, and it does not depend on the dimen-
sion of the ambient space. In particular, this property implies that for any one-dimensional
line segment I ⊂ Rd, V1(I) coincides with the length |I| of I, i.e.,
V1(I) = |I|. (8)
Now we are ready to formulate our main result, whose proof is postponed to the next
section. Denote by e1, . . . , ed the standard orthonormal basis in Rd.
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Theorem 1. For any convex body K ⊂ Rd one has that
3d+ 1
2(d+ 1)(2d+ 1)
<
∆(K)
V1(K)
<
1
3
. (9)
Moreover, this inequality is sharp in the following sense: the two families of the convex bodies
defined, for δ > 0, as
Kδ := conv(e1,−e1, δe2, δe3, . . . , δed),
K ′δ := [−1, 1]× [0, δ]d−1
satisfy
lim
δ→0
∆(Kδ)
V1(Kδ)
=
3d+ 1
2(d+ 1)(2d+ 1)
and lim
δ→0
∆(K ′δ)
V1(K ′δ)
=
1
3
. (10)
Remark 2. The constructed families Kδ, K
′
δ and (10) show that on the space of compact sets,
∆( · ) is neither continuous in Hausdorff metric nor monotone with respect to set inclusion.
The two sets Kδ and K
′
δ are illustrated for d = 3 in Figure 2.
Let us derive the following consequence of Theorem 1, which yields an optimal lower bound
for the quantity ∆(K)/ diam(K), which was already discussed in the previous section.
Corollary 3. For any convex body K ⊂ Rd one has that
3d+ 1
2(d+ 1)(2d+ 1)
<
∆(K)
diam(K)
<
√
pi
3
Γ
(
d+1
2
)
Γ
(
d
2
) . (11)
Moreover, this inequality from below is sharp in the following sense: for Kδ, δ > 0, as defined
in Theorem 1 we have that
lim
δ→0
∆(Kδ)
diam(Kδ)
=
3d+ 1
2(d+ 1)(2d+ 1)
. (12)
Remark 4. It can also be checked numerically that the upper bound in (6) is worse than the
right-hand side of (11) in dimensions d = 2, d = 3 and d = 4, but is still better for d ≥ 5.
In fact, it should be observed that, as d → ∞, the constant on the right hand side of (6)
behaves like 1− 5
8d
+O(d−2), while our upper bound satisfies
√
pi
18
d+O(d−1/2).
Proof of Corollary 3. For any convex body K ⊂ Rd it is possible to find an open interval
I ⊂ K satisfying |I| = diam(K). Next, we recall that it is well known that the intrinsic
volumes are monotone with respect to set inclusion. Therefore,
V1(K) ≥ V1(I) = |I| = diam(K),
which together with Theorem 1 implies the lower bound. The upper bound follows from the
definition of V1(K) and the fact that the mean width W (K) satisfies W (K) ≤ diam(K).
Indeed, this is a consequence of the observation that the maximal width maxu∈Sd−1 |PuK| of
K coincides with the diameter of K. This together with (9) and (10) yields the first part of
the corollary.
To prove the second one, note that
lim
δ→0
diam(Kδ) = 2.
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Moreover, since the intrinsic volumes are continuous in Hausdorff metric, we have
lim
δ→0
V1(Kδ) = V1([−1, 1]) = 2.
Combining the last two equations with the left-hand side of (10) gives (12) and completes
the argument. 
4. Proof of Theorem 1
4.1. Preliminaries. Before presenting the proof of Theorem 1 we start with some general
comments on ∆(K). It follows from (8) and (7) along with Fubini’s theorem that
E |X1 −X2| =
√
pi
Γ
(
d+1
2
)
Γ
(
d
2
) E ∫
Sd−1
|PuX1 − PuX2|µ(du)
=
√
pi
Γ
(
d+1
2
)
Γ
(
d
2
) ∫
Sd−1
E |PuX1 − PuX2|µ(du).
Let us fix some u ∈ Sd−1. Again by Fubini’s theorem, we see that
E |PuX1 − PuX2| = 1|K|2
∫
K
∫
K
|Pux1 − Pux2| dx1 dx2 (13)
=
∫ sup
x∈K
〈x,u〉
inf
x∈K
〈x,u〉
∫ sup
x∈K
〈x,u〉
inf
x∈K
〈x,u〉
|t1 − t2| h˜(t1) h˜(t2) dt2 dt1,
where
h˜(t) = h˜K,u(t) :=
|K ∩ (tu+ u⊥)|
|K| . (14)
Let L : R→ R be an affine function which maps the interval [−1, 1] to [ infx∈K〈x,u〉, supx∈K〈x,u〉].
Clearly, the slope of L equals
supx∈K〈x,u〉 − infx∈K〈x,u〉
2
=
|PuK|
2
.
Changing twice coordinates according to the transformation L allows us in view of (13) to
conclude that
E |PuX1 − PuX2| = |PuK|
2
∫ 1
−1
∫ 1
−1
|t1 − t2|h(t1)h(t2) dt2 dt1
with h(t) given by
h(t) = hK,u(t) :=
|PuK|
2
h˜(Lt), (15)
where h˜ is as in (14). Introducing the abbreviation
I(h) :=
1
2
∫
R
∫
R
|t1 − t2|h(t1)h(t2) dt2 dt1, (16)
we arrive at the identity
E |PuX1 − PuX2| = |PuK| I(h). (17)
Next, we note that the function h possesses the following four properties, where we write
supp(h) for the support of h:
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(a) h ≥ 0;
(b) supp(h) = [−1, 1];
(c)
∫
R h(t) dt = 1;
(d) h1/(d−1) is concave on its support.
The first three properties are evident, while the last one is a direct consequence of Brunn’s
concavity principle (see, e.g., [19, Theorem 2.3]).
Our next two steps are to determine the infimum and supremum of I( · ) over all functions
satisfying properties (a)–(d). We will tackle both problems separately in Sections 4.2 (lower
bound) and 4.3–4.5 (upper bound). In Section 4.6 we will show that (10) holds true.
4.2. The lower bound. The crucial ingredient in the getting the lower bound is Riesz’s
rearrangement inequality. In our paper, we need its one-dimension version only. To formulate
it let us recall the definition of symmetric decreasing rearrangement. To this end, for any
non-negative measurable function f : R→ R+ and τ ≥ 0 denote by Eτ = Ef,τ its excursion
set
Eτ := {t ∈ R : f(t) > τ}.
It is straightforward to see that f can be recovered from Eτ :
f(t) =
∫ ∞
0
1Eτ (t) dτ.
Assuming that |Eτ | <∞ for any τ ≥ 0, denote by f ∗ the symmetric decreasing rearrangement
f ∗ of f , which is defined as
f ∗(t) :=
∫ ∞
0
1[− |Eτ |2 ,
|Eτ |
2 ]
(t) dτ.
In other words, f ∗ is a unique even and on the positive half-line decreasing function, whose
level sets have the same measure as the level sets of f . Geometrically, the subgraph of f ∗ is
obtained from the subgraph of f by Steiner symmetrization with respect to the abscissa.
Remark 5. Since Steiner symmetrization preserves convexity (see, e.g., [20, Proposition 7.1.7]),
it follows that f ∗ is concave given f is concave.
The Riesz rearrangement inequality (see, e.g., [21, Section 3.6]) states that for any non-
negative measurable functions f1, f2, g : R→ R+ with level sets of finite measure we have∫
R
∫
R
f1(t1)g(t1 − t2)f2(t2) dt1 dt2 ≤
∫
R
∫
R
f ∗1 (t1)g
∗(t1 − t2)f ∗2 (t2) dt1 dt2. (18)
Now, let us take
g(t) = max(0, 2− |t|) and f1 = f2 = h
with h given by (15). It is easy to check that with h also h∗ satisfies properties (a)–(d)
listed in the previous section: indeed, (a)–(c) are due to the basic properties of the function
rearrangement, see [21, Section 3.3]. To show (d), first note that(
h1/(d−1)
)∗
= (h∗)1/(d−1);
for the proof see [21, Section 3.3, Property (v)]. Now (d) follows from Remark 5.
Clearly, g∗ = g. Therefore from property (b) of h and h∗ it follows that
h(t1)g(t1 − t2)h(t2) = (2− |t1 − t2|)h(t1)h(t2)
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and
h∗(t1)g∗(t1 − t2)h∗(t2) = (2− |t1 − t2|)h∗(t1)h∗(t2).
Applying Riesz’s inequality (18) and noting that by property (c),∫
R
∫
R
2h(t1)h(t2) dt1 dt2 =
∫
R
∫
R
2h∗(t1)h∗(t2) dt1 dt2 = 2,
we conclude that
I(h) ≥ I(h∗),
where we recall that I(h) is given by (26). Thus, from this moment on we can and will
assume that h is an even function. We will also use the notation
H˜(t) :=
∫ t
0
h(s) ds (19)
in what follows.
Lemma 6. Let h : R → R be an even function satisfying (a)-(b). Then I(h) = 1
2
−
2
∫ 1
0
H˜2(t) dt.
Proof. We start by noting that
I(h) =
∫
R
∫ t1
−∞
(t1 − t2)h(t1)h(t2) dt2 dt1.
Integration-by-parts thus leads to∫ t1
−∞
t1 h(t1)h(t2) dt2 = t1 h(t1)H(t1)
and ∫ t1
−∞
t2 h(t1)h(t2) dt2 = h(t1)
(
t1H(t1)−
∫ t1
−∞
H(t2)dt2
)
,
where we put H(t) :=
∫ t
−∞ h(s) ds. As a consequence,
I(h) =
∫
R
h(t1)
∫ t1
−∞
H(t2) dt2 dt1.
Again applying integration-by-parts and property (c) in the first and property (b) in the last
step gives
I(h) =
∫
R
H(t2) dt2 −
∫
R
H(t1)H(t1) dt1
=
∫
R
H(t)(1−H(t)) dt
=
∫ 1
−1
H(t)(1−H(t)) dt.
Since h is even, we have
H(0) =
1
2
and H(−t) = 1−H(t).
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Therefore, recalling the definition of H˜(t)we see that
I(h) = 2
∫ 1
0
H(t)(1−H(t)) dt
= 2
∫ 1
0
(
1
2
+ H˜(t)
)(
1
2
− H˜(t)
)
dt
=
1
2
− 2
∫ 1
0
H˜2(t) dt.
(20)
The argument is thus complete. 
Next, we consider the function
h0(t) :=
{
d
2
(1− |t|)d−1 : |t| ≤ 1,
0 : |t| ≥ 1. (21)
Lemma 7. The function h0 satisfies properties (a)-(d) and I(h0) =
3d+1
2(d+1)(2d+1)
.
Proof. It is straightforward that h0 possesses properties (a)–(d). To compute I(h0) we put
H˜0(t) :=
∫ t
0
h0(s) ds.
Using the substitution 1− s = u, we see that
H˜0(t) =
d
2
∫ t
0
(1− s)d−1 ds = d
2
∫ 1
1−t
ud−1 du =
1
2
(
1− (1− t)d).
As a consequence, applying the substitutions u = 1− t and ud = v we see that∫ 1
0
H˜20 (t) dt =
1
4
∫ 1
0
(
1− (1− t)d)2 dt = 1
4
∫ 1
0
(1− ud)2 du
=
1
4d
∫ 1
0
(1− v)2v 1d−1 dv.
The last integral is known as the Euler Beta function B(1/d, 3) and thus simplifies to
1
4d
Γ(1
d
)Γ(3)
Γ(3 + 1
d
)
=
1
2d
Γ(1
d
)(
2 + 1
d
)(
1 + 1
d
)
1
d
Γ(1
d
)
=
d2
2(2d+ 1)(d+ 1)
.
As a consequence, using Lemma 6 we find that
I(h0) =
1
2
− 2
∫ 1
0
H˜20 (t) dt =
3d+ 1
2(d+ 1)(2d+ 1)
. (22)
This completes the proof of the lemma. 
Out task is now to show that for any even function h : R → R which satisfies properties
(a)–(d) and is different from h0 we have that I(h) > I(h0).
Lemma 8. Let h : R→ R be an even function satisfying (a)-(d). Then I(h) > I(h0).
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Proof. We start by noting that proving I(h) > I(h0) is in view of (20) equivalent to proving
that ∫ 1
0
H˜20 (t) dt >
∫ 1
0
H˜2(t) dt; (23)
recall (19). For that purpose, we represent the difference h− h0 as
h− h0 =
(
h1/(d−1) − h1/(d−1)0
)
×
( d−1∑
i=0
(
d− 1
i
)
hi/(d−1)h(d−1−i)/(d−1)0
)
,
(24)
where
d−1∑
i=0
(
d− 1
i
)
hi/(d−1)h(d−1−i)/(d−1)0 (25)
is a positive function on (−1, 1). By property (d), h1/(d−1) is concave on [0, 1], while h1/(d−1)0 is
linear (and hence convex) on this interval. Therefore, h1/(d−1)−h1/(d−1)0 is a concave function
on [0, 1].
Note that h1/(d−1)(1) ≥ 0 = h1/(d−1)0 (1), and if (h1/(d−1)−h1/(d−1)0 )(0) ≥ 0 we conclude that
h1/(d−1) − h1/(d−1)0 ≥ 0 on [0, 1] due to concavity. This would mean that h− h0 ≥ 0 on [0, 1],
which leads to contradiction for h 6= h0 because of properties (a) and (c). Thus, it follows
that there exists t0 ∈ (0, 1) such that
h1/(d−1) − h1/(d−1)0 ≤ 0 on [0, t0]
and
h1/(d−1) − h1/(d−1)0 ≥ 0 on [t0, 1].
By (24) and (25) the same holds for h− h0 as well, that is,
h− h0 ≤ 0 on [0, t0] and h− h0 ≥ 0 on [t0, 1].
Thus, H − H0 is non-increasing on [0, t0] and non-decreasing on [t0, 1], and since H(0) =
H0(0), H(1) = H0(1), it follows that H −H0 is non-positive on [0, 1]. This implies inequal-
ity (23). 
Proof of Theorem 1, lower bound in (9). This is now a direct consequence of Lemma 6 –
Lemma 8. 
4.3. The upper bound I: Existence of maximizers. Our goal in this section and in
Sections 4.4 and 4.5 below is to maximize the quantity
I(h) :=
1
2
∫
R
∫
R
|t1 − t2|h(t1)h(t2) dt2 dt1, (26)
under the conditions
(a) h ≥ 0;
(b) supp(h) = [−1, 1];
(c)
∫
R h(t) dt = 1;
(d) h1/(d−1) is concave on its support.
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For this, we proceed in several steps and the strategy can roughly be summarized as follows.
First, we shall argue that within the class of functions satisfying (a)-(d) the supremum of the
functional I( · ) is in fact attained. Then we show that for a maximizer h the function h1/(d−1)
is necessarily affine on its support, from which we eventually obtain the upper bound.
Lemma 9. Fix 0 < c < C, and let (fi)i∈N be a sequence of functions satisfying
(a’) f ≥ 0;
(b’) supp(f) = [−1, 1];
(c’) f(x) ≤ C for all x ∈ [−1, 1] and there exists some x ∈ [−1, 1] such that c ≤ f(x);
(d’) f is concave on its support.
There exists a function f satisfying (a’)-(d’) and subsequence (fij)j∈N such that fij → f in
the L1-norm, as j →∞.
Proof. For any function f we consider the set
K(f) = {(x, y) ∈ R2 : x ∈ [−1, 1] , 0 ≤ y ≤ f(x)}.
It is immediate to check that the mapping f 7→ K(f) provides a one to one correspondence
between the functions for which (a’)-(d’) hold and the subsets of R2 satisfying
(a”) K ⊂ R× [0,∞);
(b”) [−1, 1]× {0} ⊂ K ⊂ [−1, 1]× R;
(c”) K ⊂ R× (−∞, C] and there exists some x ∈ [−1, 1] such that (x, c) ∈ K;
(d”) K is convex.
Note that under these conditions K(f) is a convex body, i.e., a compact convex subset of R2.
We equip the space of functions satisfying (a’)-(d’) with the L1-norm ‖ · ‖1 and the induced
topology, and the space of convex bodies of R2 with the topology generated by the Hausdorff
distance dH , which for two convex bodies K1, K2 ⊂ R2 is given by
dH(K1, K2) := inf{t ≥ 0 : K1 ⊂ K2 + tB , K2 ⊂ K1 + tB};
here B stands for the unit disc in R2.
We will prove now that the reciprocal map K(f) 7→ f is continuous with respect to the
mentioned topologies. Let f and g be two functions and write Kf := K(f) and Kg := K(g).
By definition of the Hausdorff distance, we have that
Kf ∪Kg ⊂ Kg + dH(Kf , Kg)B,
which, with the Steiner Formula [26, Equation (14.5)], gives
V2(Kf ∪Kg) ≤ V2(Kg) + 2V1(Kg)dH(Kf , Kg) + pidH(Kf , Kg)2,
where Vi( · ) denote the intrinsic volumes, i = 1, 2. These are the area (i = 2) and half of
the perimeter (i = 1). Using the fact that both Kf and Kg contain the interval [−1, 1]×{0}
(property (b”)) and are contained in the rectangle [−1, 1]× [0, C] (properties (a”), (b”) and
(c”)), we have that
V1(Kg) ≤ V1([−1, 1]× [0, C]) = 2 + C
and
dH(Kf , Kg) ≤ dH([−1, 1]× {0}, [−1, 1]× [0, C]) = C.
Therefore the positive part of f − g has L1-norm,
‖(f − g)+‖1 = V2(Kf \Kg) = V2(Kf ∪Kg)− V2(Kg) ≤ (4 + 2C + piC)dH(Kf , Kg).
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By symmetry the same bound holds for the corresponding negative part. This leads to
‖f − g‖1 = ‖(f − g)−‖1 + ‖(f − g)+‖1 ≤ (8 + 4C + 2piC)dH(Kf , Kg),
and shows the continuity of the functional K(f) 7→ f .
Now we consider the sequence of convex bodies (Ki)i≥1 = (K(fi))i≥1. By the uniform
boundedness assumption on the sequence of functions fi we have that the sequence of convex
bodies K(fi) is uniformly bounded as well. The Blaschke selection theorem [15, Theorem 6.3]
ensures that there exists a subsequence (Kij)j≥1 converging in the space of convex bodies
of R2. Let K∞ be its limit. Since each of the conditions (a”)-(d”) describes a closed set
of convex bodies, we have that the limiting body K∞ has to satisfy these conditions as
well. In particular there exists a unique function, f∞ say, satisfying (a’)-(d’) and such that
K∞ = K(f∞). By the continuity of the functional K(f) 7→ f we have that fij → f∞, as
j →∞, in the L1-norm, and therefore the lemma holds. 
Lemma 10. Let h be a function satisfying the conditions (a)-(d). Then the function f :=
h1/(d−1) satisfies the conditions (a’)-(d’) with the constants c = 2−1/(d−1) and C = 2
d−2
d−1 .
Proof. Conditions (a’), (b’) and (d’) are trivially checked and it remains only to prove that
f satisfies (c′).
First we show that there exists x ∈ [−1, 1] such that f(x) ≥ c. Otherwise we would have
h(x) < 1/2 for all x ∈ [−1, 1] and this would contradict (c).
Second, by Ho¨lder’s inequality, we have
‖f‖1 ≤ ‖1{ · ∈ [−1, 1]}‖ d−1
d−2
‖f‖d−1 = C‖h‖
1
d−1
1 = C,
where the last equality follows from (c). Now let x ∈ [−1, 1] be such that f(x) is maximal.
By (a’), (b’) and (d’) we have that f is greater than the continuous piecewise affine function
g which is zero outside the interval (−1, 1), affine on both [−1, x] and [x, 1], and equals f(x)
at x. In particular
‖f‖1 ≥ ‖g‖1 = f(x).
Combining the last two displayed equations gives f(x) ≤ C. This concludes the proof. 
Lemma 11. Within the set of functions satisfying (a)-(d) the suppremum of the functional
I( · ) given by (26) is attained.
Proof. Let (hi)i≥1 be a sequence of functions satisfying (a)-(d) such that limi→∞ I(hi) is the
suppremum considered in the statement of the lemma. Define fi = h
1/(d−1)
i for each i ≥ 1.
By Lemma 10, we have that fi satisfy (a’)-(d’) for each i ≥ 1. Therefore by Lemma 9
there exists a function f satisfying (a’)-(d’) and a subsequence (fij)j≥1 converging to f in the
L1-norm. It follows that the corresponding subsequence (hij)j≥1 converges to h = f
d−1 with
respect to the L1-norm. Observe also that I is a continuous functional. Indeed, for functions
h, g satisfying (a’)-(d’) we have that
|I(h)− I(g)| ≤ 1
2
∫
R
∫
R
|t1 − t2| |h(t1)h(t2)− g(t1)g(t2)| dt2 dt1
=
1
2
∫
R
∫
R
|t1 − t2| |(h(t1)− g(t1))h(t2) + (h(t2)− g(t2))g(t1)| dt2 dt1
≤ 2C‖h− g‖1,
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where in the last step we used the fact that |t1 − t2| ≤ 2, which follows from property (b’)
and that h and g are bounded by C according to (c’). By Jensen’s inequality, for functions
h and g satisfying (a)-(d) this translates into
|I(h)− I(g)| ≤ 2C
∫
R
|h(t)1/(d−1) − g(t)1/(d−1)| dt
≤ 2C
∫
R
|h(t)− g(t)|1/(d−1) dt
≤ 2C
(∫
R
|h(t)− g(t)| dt
)1/(d−1)
= 2C‖h− g‖1/(d−1)1 ,
thus implying the continuity of I with respect to the L1-norm. Therefore
lim
i→∞
I(hi) = lim
j→∞
I(hij) = I(h),
and the lemma holds. 
4.4. The upper bound II: Precise form of maximizers. After having seen that maxi-
mizers for I( · ) exist, we continue by describing their precise form.
Lemma 12. Assume that h satisfies (a)-(d) and is such that I(h) is maximal. Then h1/(d−1)
is affine on its support.
Proof. Let’s h be as in the statement of the lemma. Assume that h1/(d−1) is not affine on
its support. Combined with property (d), it implies that there exists a point x ∈ (−1, 1)
at which h1/(d−1) is strictly concave, meaning that for any neighborhood of x of the form
(x′, x′′) ⊂ (−1, 1), the linear interpolation of h1/(d−1) defined by [x′, x′′] 3 (λx′+(1−λ)x′′) 7→
λf(x′) + (1− λ)f(x′′) is strictly smaller than h1/(d−1) at x.
The spirit of the proof is to modify h locally around x such that after normalisation we find
a new function satisfying (a)-(d) and for which the functional I( · ) takes a bigger value (this
will be illustrated in Figure 3). This gives us a contradiction and implies that the assumption
that h1/(d−1) is not affine cannot be satisfied, and therefore the lemma holds. The way we
modify h will depend on the value of the inner integral
J(h, t1) :=
∫
R
|t1 − t2|h(t2) dt2, t1 ∈ [−1, 1],
of I(h). Roughly speaking, if J(h, x) is large we will add some mass to h around x and, on
the contrary, if it is small we will take out some mass in a neighborhood of x. The threshold
between small and large is fixed to be the expected value E[X] of J(h,X) if X is a real-valued
random variable distributed with respect to the probability density h. This value is
E[X] =
∫ 1
−1
J(h, t)h(t) dt = 2I(h).
We compute the derivatives of the function J(h, t):
∂J(h, t)
∂t
=
∫ t
−1
h(t2) dt2 −
∫ 1
t
h(t2) dt2 , and
∂2J(h, t)
∂t2
= 2h(t).
Thus, since h is non-negative by assumption (a), J(h, t) is a convex function of t ∈ [−1, 1]. It
is even strictly convex on the open interval (−1, 1) because the combination of assumptions
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(a), (b) and (d) implies that h is positive on (−1, 1). In particular there exists an interval
[α, β] ⊂ [−1, 1] such that
J(h, t)
{
> 2I(h) if t ∈ [−1, 1] \ [α, β]
< 2I(h) if t ∈ (α, β) . (27)
Case x ∈ (α, β): Since J(h, ·) is continuous and because of (27), there exist a positive
constant C < 2 and a neighborhood (x′, x′′) of x such that
J(h, t) < CI(h) for any t ∈ [x′, x′′]. (28)
Note that we can choose x′ and x′′ arbitrarily close to x. Let δ : R → R be the positive
function with support [x′, x′′] characterised by the properties that δ(x′) = δ(x′′) = 0 and
(h − δ)1/(d−1) is affine on the closed interval [x′, x′′]. The function (h − δ)1/(d−1) restricted
to [x′, x′′] is the affine interpolation described at the beginning of this proof. Outside of the
interval [x′, x′′] it is simply the function h1/(d−1). The function h− δ satisfies properties (a),
(b) and (d). We will show that, for its normalized version, we have that
I
(
h− δ∫
h(t)− δ(t) dt
)
=
I(h− δ)
1− 2 ∫ δ(t) dt+ (∫ δ(t) dt)2 (29)
is strictly bigger than I(h). We will use the notation
I(h1, h2) :=
1
2
∫
R
∫
R
|t1 − t2|h1(t1)h2(t2) dt2 dt1,
for the symmetric bilinear form for which we have I(h) = I(h, h). In particular
I (h− δ) = I(h)− 2I(h, δ) + I(δ) > I(h)− 2I(h, δ) , (30)
and
2I(h, δ) =
∫
R
J(h, t) δ(t) dt < CI(h)
∫
R
δ(t) dt , (31)
where the last inequality follows from (28) and the fact that the support of δ is [x′, x′′].
Combining the inequalities (31), (30) with the equality (29) yields
I
(
h− δ∫
h(t)− δ(t) dt
)
> I(h)
1− C ∫ δ(t) dt
1− 2 ∫ δ(t) dt+ (∫ δ(t) dt)2 . (32)
Since x′ and x′′ can be chosen arbitrarily close to x, we can assume that
∫
δ(t) dt < 2 − C.
The latter inequality implies that the right hand side of (32) is strictly bigger than I(h), and
we obtained the desired contradiction.
Case x ∈ [−1, 1] \ [α, β]: Without loss of generality we assume that −1 < x < α, since
otherwise we could consider the function h(− ·) instead of h(·). This time we modify h by
increasing it in the interval [−1, x]. Let  > 0 be arbitrarily small, and let δ : R→ R be the
smallest positive function such that (h + δ)(−1)1/(d−1) = h(−1)1/(d−1) +  and h + δ satisfy
(a), (b) and (d). It can be described as follow: its support is of the form [−1, x′] for some
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−1 1α βx′ x x′′
(a) Case x ∈ (α, β).
−1 1α βx′ x
(b) Case x ∈ [−1, 1] \ [α, β].
−1 1x=α β
(c) Case x ∈ {α, β}.
Figure 3. Illustration of the functions h1/(d−1) and its locally modified version
(h ± δ)1/(d−1). In Figure (A) (h − δ)1/(d−1) differs from h1/(d−1) on (x′, x′′).
In Figure (B) (h + δ)1/(d−1) differs from h1/(d−1) on [−1, x′). In Figure (C)
(h+ δ)1/(d−1) differs from h1/(d−1) on [−1, α).
x′ ∈ (−1, x] and (h + δ)1/(d−1) is affine on [−1, x′]. Following analogous steps as in the case
x ∈ (α, β), we obtain
I
(
h+ δ∫
h(t) + δ(t) dt
)
> I(h)
1 + C
∫
δ(t) dt
1 + 2
∫
δ(t) dt+
(∫
δ(t) dt
)2 , (33)
where C > 2 is a constant depending only on h and x. By choosing  small enough we can
ensure that
∫
δ(t) dt < C− 2, which implies that the right hand side of (33) is strictly bigger
than I(h), and we obtained the desired contradiction.
Case x ∈ {α, β}: Without loss of generality we assume that x = α, since otherwise we
could consider the function h(− ·) instead of h(·). Thanks to the study of the two previous
cases we know that h1/(d−1) is affine on each of the three intervals [−1, α], [α, β] and [β, 1].
We take  > 0 arbitrarily small and proceed with the same modification of h as in the
previous case. This time we can be a bit more explicit. Since we know that both h1/(d−1)
and (h+ δ)1/(d−1) are affine on the interval [−1, α], we can write
(h+ δ)(t)
1
d−1 = h(t)
1
d−1 +
α− t
α + 1
 , t ∈ [−1, α].
From this we get that there exists a fixed non-negative function f with support [−1, α] such
that
δ(t) =
(
h(t)
1
d−1 +
α− t
α + 1

)d−1
− h(t) = (1 + o(1))f(t) , t ∈ [−1, α].
Moreover the function f is strictly positive on [−1, α). This implies that, as → 0,
δ(t)∫
R δ(t) dt
→ δ0(t) := f(t)∫
R f(t) dt
, t ∈ [−1, α].
The function δ0 is the density of some fixed random variable supported in the interval [−1, α].
Therefore
2I(h, δ) =
∫
R
J(h, t) δ(t) dt = (1 + o(1))
∫
R
J(h, t) δ0(t) dt
∫
R
δ(t) dt .
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Since δ0 is the density of some random variable supported in [−1, α] and is not concentrated
at α, we have that (27) implies
C I(h) :=
∫
R
J(h, t) δ0(t) dt > 2I(h).
We can now write
2I(h, δ) = (1 + o(1))CI(h)
∫
R
δ(t) dt .
This was the most technical part of the proof. Now we finish as in the other cases. We have
I
(
h+ δ∫
h(t) + δ(t) dt
)
> I(h)
1 + (1 + o(1))C
∫
δ(t) dt
1 + 2
∫
δ(t) dt+
(∫
δ(t) dt
)2 .
By picking  sufficiently small the right hand side of the last equation becomes greater than
I(h) and we get our contradiction. 
4.5. The upper bound III: Computation of the maximum. Finally, we are prepared to
compute the maximal value the functional I( · ) can attain on the class of functions satisfying
(a)-(d).
Lemma 13. Assume that h satisfies (a)-(d) and h1/(d−1) is affine on its support. Then for
d ≥ 2 we have
I(h) ≤ 1
3
. (34)
Proof. According to the assumptions of the lemma the function h has the following form
h(t) = ha,b(t) := Ca,b(at+ b)
d−1
1[−1,1](t),
for some a, b ∈ R, where due to property (c) we have
Ca,b :=
(∫ 1
−1
(at+ b)d−1dt
)−1
.
Moreover, since for h˜(t) := h(−t) we have I(h) = I(h˜), without loss of generality we assume
a ≥ 0 and due to property (a) we conclude b− a ≥ 0.
If a = 0, then h0,b(t) := h0(t) =
1
2
1[−1,1](t) is independent of b and
I(h0) =
1
8
∫ 1
−1
∫ 1
−1
|t1 − t2|dt1dt2 = 1
4
∫ 1
−1
∫ t2
−1
(t2 − t1)dt1dt2 = 1
8
∫ 1
−1
(t2 + 1)
2dt2 =
1
3
. (35)
Assume from now on that a 6= 0. Then
C−1a,b =
∫ 1
−1
(at+ b)d−1dt =
(a+ b)d − (b− a)d
da
.
Using the change of variables si = ati + b, i = 1, 2 we compute
I(ha,b) =
C2a,b
2
∫ 1
−1
∫ 1
−1
|t1 − t2|(at1 + b)d−1(at2 + b)d−1dt1dt2
=
C2a,b
2a3
∫ b+a
b−a
∫ b+a
b−a
|s1 − s2|sd−11 sd−12 ds1ds2
=
C2a,b
a3
∫ b+a
b−a
∫ s2
b−a
(s2 − s1)sd−11 sd−12 ds1ds2.
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We introduce the notation r1 := b− a ≥ 0 and r2 := a+ b > r1. Then
I(ha,b) =
2d2
(r2 − r1)(rd2 − rd1)2
∫ r2
r1
(s2d2 − rd1sd2
d
− s
2d
2 − rd+11 sd−12
(d+ 1)
)
ds2
=
2d2
(r2 − r1)(rd2 − rd1)2
∫ r2
r1
( s2d2
d(d+ 1)
− r
d
1s
d
2
d
+
rd+11 s
d−1
2
(d+ 1)
)
ds2
=
2d
(r2 − r1)(rd2 − rd1)2
( r2d+12 − r2d+11
(d+ 1)(2d+ 1)
− r
d
1r
d
2(r2 − r1)
d+ 1
)
.
If r1 = b− a = 0, then
I(ha,b) =
2d
(d+ 1)(2d+ 1)
, (36)
otherwise let q = r2/r1 > 1. With this notation we have
I(ha,b) =
2d
(d+ 1)(q − 1)(qd − 1)2
(q2d+1 − 1
2d+ 1
− qd(q − 1)
)
=: `d(q).
In the next step we prove that `d(q) ≤ 13 for all d ≥ 2 and q > 1. Let us start with
introducing the change of variables q := p+ 1. Then
˜`
d(p) := `d(p+ 1) =
2d((p+ 1)2d+1 − 1− (2d+ 1)p(p+ 1)d)
(d+ 1)(2d+ 1)p((p+ 1)2d − 2(p+ 1)d + 1)
=
2d
(d+ 1)(2d+ 1)
p3
(∑2d+1
i=3
(
2d+1
i
)
pi−3 − (2d+ 1)∑di=2 (di)pi−2)
p3
(∑2d
i=2
(
2d
i
)
pi−2 − 2∑di=2 (di)pi−2)
=
2d
(d+ 1)(2d+ 1)
∑2d−2
k=0
(
2d+1
k+3
)
pk − (2d+ 1)∑d−2k=0 ( dk+2)pk∑2d−2
k=0
(
2d
k+2
)
pk − 2∑d−2k=0 ( dk+2)pk
=
2d
(d+ 1)(2d+ 1)
∑d−2
k=0
((
2d+1
k+3
)− (2d+ 1)( d
k+2
))
pk +
∑2d−2
k=d−1
(
2d+1
k+3
)
pk∑d−2
k=0
((
2d
k+2
)− 2( d
k+2
))
pk +
∑2d−2
k=d−1
(
2d
k+2
)
pk
=
2d
(d+ 1)(2d+ 1)
Nd(p)
Dd(p)
.
SHARP INEQUALITIES FOR THE MEAN DISTANCE 19
Consider a polynomial
Td(p) :=
2d
(d+ 1)(2d+ 1)
Nd(p)− 1
3
Dd(p)
=
2d
(d+ 1)(2d+ 1)
[ d−2∑
k=0
((2d+ 1
k + 3
)
− (2d+ 1)
(
d
k + 2
))
pk +
2d−2∑
k=d−1
(
2d+ 1
k + 3
)
pk
]
− 1
3
[ d−2∑
k=0
(( 2d
k + 2
)
− 2
(
d
k + 2
))
pk +
2d−2∑
k=d−1
(
2d
k + 2
)
pk
]
=
d−2∑
k=0
[ 2d(2d+1
k+3
)
(d+ 1)(2d+ 1)
− 2d
(
d
k+2
)
(d+ 1)
− 1
3
(
2d
k + 2
)
+
2
3
(
d
k + 2
)]
pk
+
2d−2∑
k=d−1
[ 2d(2d+1
k+3
)
(d+ 1)(2d+ 1)
− 1
3
(
2d
k + 2
)]
pk.
Our goal is to show that for d ≥ 2 all coefficients of polynomial Td are negative, which would
mean that Td(p) < 0 for p > 0. Note that moreover Td(0) = 0.
Consider first the coefficients αk,d for 0 ≤ k ≤ d− 2, where
αk,d : =
2d
(
2d+1
k+3
)
(d+ 1)(2d+ 1)
− 2d
(
d
k+2
)
(d+ 1)
− 1
3
(
2d
k + 2
)
+
2
3
(
d
k + 2
)
=
2d
3(k + 2)!(d+ 1)
(6d(2d− 1) . . . (2d− k − 1)
(k + 3)
− 3d(d− 1) · · · (d− k − 1)
− (d+ 1)(2d− 1) · · · (2d− k − 1) + (d+ 1)(d− 1) · · · (d− k − 1)
)
=
2d
3(k + 2)!(d+ 1)
((3− k
k + 3
d− 1
)
(2d− 1) . . . (2d− k − 1)
− (2d− 1)(d− 1) · · · (d− k − 1)
)
.
It is clear, that αk,d < 0 for k ≥ 3 and it is easy to check that α0,d = α1,d = 0 for any d ≥ 2.
For k = 2 we have
α2,d =
2d
3 · 4!(d+ 1)
((1
5
d− 1
)
(2d− 1)(2d− 2)(2d− 3)− (2d− 1)(d− 1)(d− 2)(d− 3)
)
=
2d(2d− 1)(d− 1)
15 · 4!(d+ 1) (2(d− 5)(2d− 3)− 5(d− 2)(d− 3))
= −2d
2(2d− 1)(d− 1)
15 · 4! < 0.
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Now consider the coefficients βk,d for d− 1 ≤ k ≤ 2d− 2, where
βk,d : =
2d
(
2d+1
k+3
)
(d+ 1)(2d+ 1)
− 1
3
(
2d
k + 2
)
=
2d(2d− 1) · · · (2d− 1− k)
3(k + 2)!(d+ 1)
( 6d
k + 3
− d− 1
)
≤ 2d(2d− 1) · · · (2d− 1− k)
3(k + 2)!(d+ 1)
( 6d
d+ 2
− d− 1
)
= −2d(2d− 1) · · · (2d− 1− k)
3(k + 2)!(d+ 1)(d+ 2)
(d2 − 3d+ 2).
Since the polynomial d2 − 3d + 2 has roots d = 1 and d = 2 we conclude that βd,k ≤ 0 for
d− 1 ≤ k ≤ 2d− 2 and d ≥ 2.
Finally we note that
˜`
d(p)− 1
3
=
2d
(d+ 1)(2d+ 1)
Nd(p)
Dd(p)
− 1
3
=
2d
(d+1)(2d+1)
Nd(p)− 13Dd(p)
Dd(p)
=
Td(p)∑d−2
k=0
((
2d
k+2
)− 2( d
k+2
))
pk +
∑2d−2
k=d−1
(
2d
k+2
)
pk
< 0,
for p > 0, since
(
2d
k+2
)− 2( d
k+2
)
> 0 for d ≥ 2 and 0 ≤ k ≤ d− 2. Thus, we conclude `d(q) < 13
for q > 1.
Combining this with (35) and (36) and noting that for d ≥ 2
2d
(d+ 1)(2d+ 1)
≤ 1
3
we finish the proof. 
Proof of Theorem 1, upper bound in (9). This is now a direct consequence of the results we
established in Section 4.3 – Section 4.5. 
4.6. Sharpness of estimates. Now let us prove (10). Due to (9), it is enough to show that
lim sup
δ→0
∆(Kδ)
V1(Kδ)
≤ 3d+ 1
2(d+ 1)(2d+ 1)
and lim inf
δ→0
∆(K ′δ)
V1(K ′δ)
≥ 1
3
,
which is due to limδ→0 V1(Kδ) = limδ→0 V1(K ′δ) = 2 equivalent to
lim sup
δ→0
∆(Kδ) ≤ 3d+ 1
(d+ 1)(2d+ 1)
and lim inf
δ→0
∆(K ′δ) ≥
2
3
, (37)
We start with the second part. Let X1, X2 be independently and uniformly distributed in
K ′δ. Denoting by P1 : Rd → R the projection onto the first coordinate, we get
∆(K ′δ) = E |X1 −X2| ≥ E |P1X1 − P1X2| = ∆([−1, 1]) =
2
3
,
which implies the right-hand side of (37).
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Now let X1, X2 be independently and uniformly distributed in Kδ. We have
∆(Kδ) = E |X1 −X2| ≤ E [|P1X1 − P1X2|+ δ]
=
∫ 1
−1
∫ 1
−1
|t1 − t2|h0(t1)h0(t2) dt2 dt1 + δ
=
3d+ 1
(d+ 1)(2d+ 1)
+ δ,
where h0 is defined in (21) and in the last step we used (22). Taking the limit as δ → 0, the
left-hand side of (37) follows. This eventually completes the proof of Theorem 1. 
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