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SELF-ADJOINT EXTENSIONS OF THE LAPLACE-BELTRAMI OPERATOR AND
UNITARIES AT THE BOUNDARY
ALBERTO IBORT, FERNANDO LLED ´O, AND JUAN MANUEL P ´EREZ-PARDO
ABSTRACT. We construct in this article a class of closed semi-bounded quadratic forms on the space of square
integrable functions over a smooth Riemannian manifold with smooth boundary. Each of these quadratic forms
specifies a semi-bounded self-adjoint extension of the Laplace-Beltrami operator. These quadratic forms are
based on the Lagrange boundary form on the manifold and a family of domains parametrized by a suitable class
of unitary operators on the boundary that will be called admissible. The corresponding quadratic forms are
semi-bounded below and closable. Finally, the representing operators correspond to semi-bounded self-adjoint
extensions of the Laplace-Beltrami operator. This family of extensions is compared with results existing in the
literature and various examples and applications are discussed.
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1. INTRODUCTION
In this paper we construct a family of closed quadratic forms corresponding to a class of self-adjoint
extensions of the Laplace-Beltrami operator on a smooth Riemannian manifold with smooth boundary. It
is well-known that in a smooth manifold Ω with no boundary the minimal closed extension of the Laplace-
Beltrami operator ∆min is essentially self-adjoint. However, if the manifold has a non-empty boundary
∂Ω, then ∆min defines a closed and symmetric but not self-adjoint operator. Such situation is common in
the study of quantum systems, where some heuristic arguments suggest an expression for the Hamiltonian
which is only symmetric. The Laplace-Beltrami operator discussed here can be associated to free quantum
systems on the manifold. The description of such systems is not complete until a self-adjoint extension
of the Laplace-Beltrami operator has been determined, i.e., a Hamiltonian operator H . Only in this case
a unitary evolution of the system is given, because of the one-to-one correspondence between densely
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defined self-adjoint operators and strongly continuous one-parameter groups of unitary operators Ut =
exp itH provided by Stone’s theorem. Therefore the specification of the self-adjoint extension is not just a
mathematical artifact, but an essential step in the description of the quantum mechanical system (see, e.g.,
Chapter X in [33] for further results and motivation).
The collection of all self-adjoint extensions of a densely defined closed symmetric operator T on a
complex separable Hilbert spaceH was described by von Neumann in terms of the isometries between the
deficiency spaces N± = ker(T † ∓ iI) of the operator T (see, e.g., [31, 33, 34]). Unfortunately, beyond
the one-dimensional case, the use of von Neumann’s theorem to describe the self-adjoint extensions of
the Laplace-Beltrami operator is unfeasible. In fact, the computation of deficiency indices requires the
knowledge of the adjoint operator which is a difficult problem in itself (see [6] and references therein).
Moreover, in von Neumann’s classical result the use of important geometrical and physical data becomes
rather indirect and for these reasons the theory of extensions has been developed in many different ways
and is still today an active research area. The use of the Hermitian quadratic forms to address the extension
problem has been one of the most useful approaches since the pioneering work by Friedrichs (cf., [13]). If
T is a symmetric and semi-bounded operator on the domain D(T ), then the semi-bounded quadratic form
(1.1) Q(Φ) = 〈Φ, TΦ〉, Φ ∈ D(T ) ⊂ H,
is closable and its closure is represented by a self-adjoint extension of T with the same lower bound
(see, e.g., [21, 33, 34]). Moreover, the domain of the closure of the quadratic form satisfies a natural
minimality condition. Kato’s representation theorem provides the characterization of closed semi-bounded
quadratic forms as those that can be represented by self-ajoint and semi-bounded operators as in (1.1) (cf.,
[19, 32, 33]). In the particular instance of the Laplace-Beltrami operator some of these closed extensions
on H = L2(Ω) are well known. The simplest examples are the quadratic forms associated to the Dirichlet
and Neumann self-adjoint extensions of the Laplacian: consider the positive and closed quadratic form
(1.2) Q(Φ) = ‖dΦ‖2
with domain DD = H10(Ω) in the Dirichlet case and domain DN = H1(Ω) for the Neumann extension
(see for instance [11] and references therein). Also equivariant and Robin-type Laplacians can be naturally
described in terms of closed and semi-bounded quadratic forms (see, e.g., [15, 16, 22, 24]). In this context
the subtle relation between quadratic forms and representing operators manifests through the fact that the
form domainD(Q) always contains the operator domainD(T ) of the representing operator. Therefore it is
often possible to compare different form domains while the domains of the representing operators remain
unrelated. This fact allows, e.g., to develop spectral bracketing techniques in very different mathematical
and physical situations using the language of quadratic forms [25, 26].
In spite of the vast literature devoted to the subject, the determination of the self-adjoint or, more gen-
erally, sectorial extension of the operator and their spectral properties is still an active field of research
(see [3, 19] and references therein). Another example where the correct extension of a symmetric opera-
tor has been recently analyzed is the case of the so called Berry’s paradox when dealing with a class of
Robin boundary conditions with a singular Dirichlet point [8, 9, 27]. Hence the study of such quadratic
forms is instrumental not only for the construction of a complete quantum system but for the analysis of
the spectrum of the corresponding self-adjoint Hamiltonian operators [18].
The role of boundaries has been highlighted in the case of the study of self-adjoint extensions of formally
self-adjoint differential operators leading to the complete classification of boundary conditions by Grubb
[14] and to the theory of boundary triples (see, e.g., [10] and references therein and [5] for the generalization
to quasi-boudary triples; see also Chapter 2 in [29] for the description of boundary triples for quantum
graphs and [30] for the theory of boundary pairs in the context of quadratic forms).
In a similar but slightly different direction focused on the physics of boundary dynamics it was argued
in [4] that self-adjoint extensions of the Bochner Laplacian are in one-to-one correspondence with unitary
operators on a Hilbert space of boundary data, the trace of the function and its normal derivative at the
boundary. Such characterization was shown to be particularly useful as it provides an explicit and easily
workable description of the domain of the corresponding self-adjoint extension by means of the condition,
called in what follows boundary equation:
(1.3) ϕ− iϕ˙ = U(ϕ+ iϕ˙),
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where ϕ, ϕ˙ denote the trace at the boundary of a function Φ, i.e., ϕ = Φ |∂Ω and its outward normal deriv-
ative ϕ˙ = dΦ(ν), and U is a unitary operator on the Hilbert space at the boundary L2(∂Ω). The analysis
of such self-adjoint extensions by means of the corresponding quadratic forms leads (after integration by
parts on smooth functions) to the study of the quadratic form:
(1.4) Q(Φ) = ‖dΦ‖2 − 〈ϕ, ϕ˙〉.
Such quadratic form can be considered as a singular perturbation of the standard Dirichlet quadratic form
(1.2). Unfortunately Koshmanenko’s theorems [21] on closable singular perturbations of quadratic forms
cannot be directly applied to domains described by the boundary equation (1.3) in general. Thus, in order
to characterize the domains of the self-adjoint extensions of the Laplace-Beltrami operator determined by
(1.3) a different approach is needed.
In this article we present a self-contained analysis of the quadratic form (1.4) on domains satisfying
Eq. (1.3). Their closability is proved under appropriate conditions on the unitary operator U defining the
extension. Actually it is shown that if U has gap, i.e., if the eigenvalue−1 is isolated in its spectrum, and its
partial Cayley transform is bounded in the Sobolev norm 1/2, the singularly perturbed Dirichlet quadratic
form (1.4) with domain determined by condition (1.3) is closable and semi-bounded below. These results
are obtained after a careful analysis of the domain defined by the boundary equation (1.3), the structure
of the radial Laplace operator defined on a collar neighborhood of the boundary, and a judiciously use of
Neumann’s extension of the given quadratic form on the bulk of the manifold. As particular case these
results include that all the Robin boundary conditions of the form ϕ˙ = gϕ , g ∈ C(∂Ω) , lead to lower
semi-bounded extensions of the Laplace-Beltrami operator.
The paper is organized as follows. Section 2 is devoted to establish basic definitions and results on
quadratic forms and some technicalities on the Laplace-Beltrami operator and Sobolev spaces in smooth
manifolds with boundary. In Section 3 we introduce the class of quadratic forms whose closability and
semi-boundedness will be established. We will also specify the domains of the self-adjoint extensions
in terms of a class of maximal isotropic subspaces (cf., Theorem 3.6 and Proposition 3.7). The class of
admissible unitary operators U leading to closable and semi-bounded quadratic forms is introduced at the
end of this section paving the way to Section 4, where the main theorems proving the closability and
semi-boundedness of the quadratic forms defined are discussed. Finally, in Section 5 various families of
examples with admissible unitaries at the boundary are obtained by using several choices of values of the
boundary data. For instance combining Dirichlet, Neumann and diverse identifications of subdomains of
the boundary.
2. PRELIMINARIES: QUADRATIC FORMS AND THE LAPLACE-BELTRAMI OPERATOR
In this section we fix our notation and recall first some standard results of the theory of unbounded
operators and quadratic forms that will be useful later on. Standard references are, e.g., [11, Section 4.4],
[19, Chapter VI] or [32, Section VIII.6]. Then we will also introduce standard material on Riemannian
manifolds with boundary, the Laplace-Beltrami operator and the associated Sobolev spaces. Some basic
references for this part are, e.g., [1, 2, 11, 23, 28].
2.1. Quadratic forms and operators.
Definition 2.1. Let D be a dense subspace of the Hilbert space H and denote by Q : D × D → C a
sesquilinear form (anti-linear in the first entry and linear in the second entry). The quadratic form associ-
ated to Q with domainD is its evaluation on the diagonal, i.e., Q(Φ) := Q(Φ,Φ), Φ ∈ D. We say that the
sesquilinear form is Hermitian if
Q(Φ,Ψ) = Q(Ψ,Φ) , Φ,Ψ ∈ D .
The quadratic form is semi-bounded if there is an a ≥ 0 such that
Q(Φ) ≥ −a‖Φ‖2 , Φ ∈ D .
The smallest possible value a satisfying the preceding inequality is called the lower bound for the quadratic
form Q. In particular, if Q(Φ) ≥ 0 for all Φ ∈ D we say Q is positive.
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Note that if Q is semi-bounded with lower bound a, then Qa(Φ) := Q(Φ) + a‖Φ‖2, Φ ∈ D, is positive
on the same domain. We need to recall also the notions of closable and closed quadratic forms as well as
the fundamental representation theorems that relate closed semi-bounded quadratic forms with self-adjoint
semi-bounded operators.
Definition 2.2. Let Q be a semi-bounded quadratic form with lower bound a ≥ 0 and dense domain
D ⊂ H. The quadratic form Q is closed if D is closed with respect to the norm
|‖Φ‖|Q :=
√
Q(Φ) + (1 + a)‖Φ‖2 , Φ ∈ D .
If Q is closed and D0 ⊂ D is dense with respect to the norm |‖ · ‖|Q, then D0 is called a form core for Q.
Conversely, the closed quadratic form Q with domain D is called an extension of the quadratic form Q
with domain D0. A quadratic form is said to be closable if it has a closed extension.
Remark 2.3.
i) The norm |‖ · ‖|Q is induced by the following inner product on the domain:
〈Φ,Ψ〉Q := Q(Φ,Ψ) + (1 + a)〈Φ,Ψ〉 , Φ,Ψ ∈ D .
ii) The quadratic form Q is closable iff whenever a sequence {Φn}n ⊂ D satisfies ‖Φn‖ → 0 and
Q(Φn − Φm)→ 0, as n,m→∞, then Q(Φn)→ 0.
iii) In general it is always possible to close D ⊂ H with respect to the norm |‖ · ‖|Q. The quadratic
form is closable iff this closure is a subspace of H.
Theorem 2.4 (Kato’s representation theorem). Let Q be an Hermitian, closed, semi-bounded quadratic
form defined on the dense domain D ⊂ H. Then it exists a unique, self-adjoint, semi-bounded operator T
with domain D(T ) and the same lower bound such that:
i) Ψ ∈ D(T ) iff Ψ ∈ D and it exists χ ∈ H such that
Q(Φ,Ψ) = 〈Φ, χ〉 , ∀Φ ∈ D .
In this case we write TΨ = χ.
ii) Q(Φ,Ψ) = 〈Φ, TΨ〉 for any Φ ∈ D, Ψ ∈ D(T ).
iii) D(T ) is a core for Q.
One of the most common uses of the representation theorem is to obtain self-adjoint extensions of
symmetric, semi-bounded operators. Given a semi-bounded, closed and symmetric operator T one can
consider the associated quadratic form
QT (Φ,Ψ) = 〈Φ , TΨ〉 Φ,Ψ ∈ D(T ) .
These quadratic forms are always closable, cf., [33, Theorem X.23], and therefore their closure is associated
to a unique self-adjoint operator. Even if the symmetric operator has infinite possible self-adjoint exten-
sions, the representation theorem allows to select a particular one. This extension is called the Friedrichs
extension. The approach that we shall take in this article is close to this method.
2.2. Scales of Hilbert Spaces. Later on we will need the theory of scales of Hilbert spaces, also known
as theory of rigged Hilbert spaces. In the following paragraph we state the main results, (see, e.g., [7, 21]
for proofs and more results).
Let H be a Hilbert space with scalar product 〈· , ·〉 and induced norm ‖ · ‖. Let H+ be a dense linear
subspace ofH which is a complete Hilbert space with respect to another scalar product that will be denoted
by 〈· , ·〉+. The corresponding norm is ‖ · ‖+ and we assume that
(2.1) ‖Φ‖ ≤ ‖Φ‖+ , Φ ∈ H+ .
Any vector Φ ∈ H generates a continuous linear functional LΦ : H+ → C as follows. For Ψ ∈ H+
define
(2.2) LΦ(Ψ) = 〈Φ ,Ψ〉 .
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Continuity follows by the Cauchy-Schwartz inequality and Eq. (2.1).
(2.3) LΦ(Ψ) ≤ ‖Φ‖ · ‖Ψ‖ ≤ ‖Φ‖ · ‖Ψ‖+ , ∀Φ ∈ H , ∀Ψ ∈ H+ .
Since LΦ represents a continuous linear functional on H+ it can be represented, according to Riesz theo-
rem, using the scalar product in H+. Namely, it exists a vector ξ ∈ H+ such that
(2.4) ∀Ψ ∈ H+ , LΦ(Ψ) = 〈Φ ,Ψ〉 = 〈ξ ,Ψ〉+ ,
and the norm of the functional coincides with the norm in H+ of the element ξ, i.e.,
‖LΦ‖ = sup
Ψ∈H+
|LΦ(Ψ)|
‖Ψ‖+ = ‖ξ‖+ .
One can use the above equalities to define an operator
(2.5) Iˆ : H → H+
IˆΦ = ξ .
This operator is clearly injective since H+ is a dense subset of H and therefore it can be used to define a
new scalar product on H
(2.6) 〈· , ·〉− := 〈Iˆ· , Iˆ·〉+ .
The completion of H with respect to this scalar product defines a new Hilbert space, H−, and the corre-
sponding norm will be denoted accordingly by ‖·‖−. It is clear thatH+ ⊂ H ⊂ H− with dense inclusions.
Since ‖ξ‖+ = ‖IˆΦ‖+ = ‖Φ‖−, the operator Iˆ can be extended by continuity to an isometric bijection.
Definition 2.5. The Hilbert spacesH+,H andH− introduced above define a scale of Hilbert spaces. The
extension by continuity of the operator Iˆ is called the canonical isometric bijection. It is denoted by:
(2.7) I : H− → H+ .
Proposition 2.6. The scalar product in H can be extended continuously to a pairing
(2.8) (· , ·) : H− ×H+ → C .
Proof. Let Φ ∈ H and Ψ ∈ H+. Using the Cauchy-Schwartz inequality we have the following
(2.9) |〈Φ ,Ψ〉| = |〈IΦ ,Ψ〉+| ≤ ‖IΦ‖+‖Ψ‖+ = ‖Φ‖−‖Ψ‖+ .

2.3. Laplace-Beltrami operator on Riemannian manifolds and Sobolev spaces. Our aim is to describe
a class of closable quadratic forms related to the self-adjoint extensions of the Laplace-Beltrami operator
defined on a compact Riemannian manifold. We shall start with the definition of such manifold and of the
different spaces of functions that will appear throughout the rest of this article.
Let (Ω, ∂Ω, η) be a smooth, orientable, compact, Riemannian manifold with metric η and smooth
boundary ∂Ω. We will denote as C∞(Ω) the space of smooth functions of the Riemannian manifold Ω
and by C∞c (Ω) the space of smooth functions with compact support in the interior of Ω. The Riemannian
volume form is written as dµη .
Definition 2.7. The Laplace-Beltrami Operator associated to the Riemannain manifold (Ω, ∂Ω, η) is the
second order differential operator ∆η : C∞(Ω)→ C∞(Ω) given by
∆ηΦ =
1√|η|
∂
∂x
√
|η|ηij ∂Φ
∂xj
.
Let (Ω˜, η˜) be a smooth, orientable, boundaryless, compact Riemannian manifold with metric η˜. The
Laplace-Beltrami operator −∆η˜ associated to the Riemannian manifold (Ω˜, η˜) defines a positive, essen-
tially self-adjoint, second order differential operator, cf. [1]. One can use it to define the following norms.
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Definition 2.8. The Sobolev norm of order k in the boundaryless Riemannian manifold (Ω˜, η˜) is defined
by
||Φ||2k :=
∫
Ω˜
Φ(I −∆η˜)kΦdµη˜ .
The closure of the smooth functions with respect to this norm Hk(Ω˜) := C∞(Ω˜)‖·‖k is the Sobolev space
of class k of the Riemannian manifold (Ω˜, η˜) . The scalar products associated to these norms are written
as 〈· , ·〉k. In the case k = 0 we will denote the H0(Ω˜) scalar product simply by 〈Φ ,Ψ〉 =
∫
Ω˜
ΦΨdµη˜.
Note that Definition 2.8 holds only for Riemannian manifolds without boundary. The construction of the
Sobolev spaces of functions over a manifold (Ω, ∂Ω, η) cannot be done directly like in the definition above
because the Laplace-Beltrami operator does not define in general positive differential operators. However,
it is possible to construct it as a quotient of the Sobolev space of functions over a Riemannian manifold
(Ω˜, η˜) without boundary.
Definition 2.9. Let (Ω, ∂Ω, η) be a Riemannian manifold and let (Ω˜, η˜) be any Riemannian manifold
without boundary such that
◦
Ω, i.e., the interior of Ω, is an open submanifold of Ω˜. The Sobolev space of
class k of the Riemannain manifold (Ω, ∂Ω, η) is the quotient
Hk(Ω) := Hk(Ω˜)/{Φ ∈ Ω˜ | Φ|Ω = 0} .
The norm is denoted again as ‖ ·‖k. When there is ambiguity about the manifold, the subindex shall denote
the full space, i.e.,
‖ · ‖k = ‖ · ‖Hk(Ω) .
It can be shown that the Sobolev spaces Hk(Ω) do not depend on the particular choice of Ω˜ . There are
many equivalent ways to define the Sobolev norms. In particular we shall need the following characteriza-
tion.
Proposition 2.10. The Sobolev norm of order 1, ‖ · ‖1, is equivalent to the norm√
‖d · ‖2Λ1 + ‖ · ‖2 ,
where d stands for the exterior differential acting on functions, cf. [1], and ‖d · ‖Λ1 is the induced norm
from the natural scalar product among 1-forms α ∈ Λ1(Ω).
Proof. It is enough to show it for a boundaryless Riemannian manifold (Ω˜, η˜) . The Laplace-Beltrami
operator can be expressed in terms of the exterior differential and its formal adjoint,
−∆η˜ = d†d ,
where the formal adjoint is defined to be the unique differential operator d† : Λ1(Ω˜)→ C∞(Ω˜) that verifies
〈α , dΦ〉Λ1 = 〈d†α ,Φ〉 α ∈ Λ1(Ω˜),Φ ∈ C∞(Ω˜) .
Let Φ ∈ C∞(Ω˜). Then we have that
‖Φ‖21 =
∫
Ω˜
Φ¯(I −∆η˜)Φdµη˜
=
∫
Ω˜
Φ¯Φdµη˜ +
∫
Ω˜
Φ¯d†dΦdµη˜
= ‖Φ‖2 + 〈dΦ , dΦ〉Λ1 = ‖Φ‖2 + ‖dΦ‖2Λ1 .

The subindex Λ1 will be omitted when it is clear from the context which are the scalar products consid-
ered.
The boundary ∂Ω of the Riemannian manifold (Ω, ∂Ω, η) has itself the structure of a Riemannian man-
ifold without boundary (∂Ω, ∂η). The Riemannian metric induced at the boundary is just the pull-back of
the Riemannian metric ∂η = i⋆η, where i : ∂Ω→ Ω is the inclusion map. The spaces of smooth functions
over the two manifolds verify that C∞(Ω)∣∣
∂Ω
≃ C∞(∂Ω).
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There is an important relation between the Sobolev spaces defined over the manifolds Ω and ∂Ω. This
is the well known Lions trace theorem (cf. [2, Theorem 7.39], [23, Theorem 8.3]):
Theorem 2.11 (Lions trace theorem). Let Φ ∈ C∞(Ω) and let γ : C∞(Ω) → C∞(∂Ω) be the trace map
γ(Φ) = Φ
∣∣
∂Ω
. There is a unique continuous extension of the trace map such that
i) γ : Hk(Ω)→ Hk−1/2(∂Ω), k ≥ 1/2 .
ii) The map is surjective .
Finally we introduce for later use some particular operators associated to the Laplacian. Consider the
symmetric operator on smooth functions with support away from the boundary ∆0 := ∆η
∣∣
C∞c (Ω)
. Then
we have the following extensions of it.
Definition 2.12.
i) The minimal closed extension ∆min is defined to be the closure of ∆0. Its domain is D(∆min) =
H20 := C∞c (Ω)
‖·‖2
.
ii) The maximal closed extension ∆max is the closed operator defined in the domain D(∆max) ={
Φ ∈ H0(Ω)∣∣∆ηΦ ∈ H0(Ω)} .
The trace map defined in Theorem 2.11 can be extended continuously to D(∆max), see for instance
[12, 14, 23]:
Theorem 2.13 (Weak trace theorem for the Laplacian). The Sobolev spaceHk(Ω), with k ≥ 2, is dense in
D(∆max) and there is a unique continuous extension of the trace map γ such that
γ : D(∆max)→ H−1/2(∂Ω) .
Moreover ker γ = H20 (Ω) .
3. A CLASS OF CLOSABLE QUADRATIC FORMS ON A RIEMANNIAN MANIFOLD
We begin presenting a canonical sesquilinear form that, on smooth functions over Ω, is associated to
the Laplace-Beltrami operator. Motivated by this quadratic form we will address questions like hermiticity,
closability and semi-boundedness on suitable domains.
Integrating once by parts the expression 〈Φ ,−∆ηΨ〉 we obtain, on smooth functions, the following
sesquilinear form Q : C∞(Ω)× C∞(Ω)→ C ,
(3.1) Q(Φ,Ψ) = 〈dΦ , dΨ〉Λ1 − 〈ϕ , ψ˙〉∂Ω .
From now on the restrictions to the boundary are going to be denoted with the corresponding small
size greek letters, ϕ := γ(Φ). The doted small size greek letters denote the restriction to the boundary
of the normal derivatives, ϕ˙ := γ(dΦ(ν)), where ν ∈ X(Ω) is any vector field such that iνdµη = dµ∂η.
Notice that in the expression above dΦ ∈ Λ1(Ω) is a 1-form on Ω, thus the inner product 〈·, ·〉Λ1 is defined
accordingly by using the induced Hermitian structure on the cotangent bundle (see, e.g., [28]). We have
therefore that
〈dΦ , dΨ〉Λ1 =
∫
Ω
η−1(dΦ¯, dΨ)dµη .
In the second term at the right hand side of (3.1) 〈· , ·〉∂Ω stands for the induced scalar product at the
boundary given explicitly by
(3.2) 〈ϕ , ψ〉∂Ω =
∫
∂Ω
ϕ¯ ψ dµ∂η,
where dµ∂η is the Riemannian volume defined by the restricted Riemannian metric ∂η. The subscript Λ1
will be dropped from now on as along as there is no risk of confusion.
In general, the sesquilinear form Q defined above is not Hermitian. To study subspaces where Q is
Hermitian it is convenient to isolate the part of Q related to the boundary data (ϕ, ϕ˙).
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Definition 3.1. Let Φ,Ψ ∈ C∞(Ω) and denote by (ϕ, ϕ˙), (ψ, ψ˙) the corresponding boundary data. The
Lagrange boundary form is defined as:
(3.3) Σ(Φ,Ψ) = Σ((ϕ, ϕ˙), (ψ, ψ˙)) := 〈ϕ , ψ˙〉∂Ω − 〈ϕ˙ , ψ〉∂Ω.
Any dense subspaceD ⊂ H0(Ω) is said to be isotropic with respect to Σ if Σ(Φ,Ψ) = 0 ∀Φ,Ψ ∈ D.
Proposition 3.2. The sesquilinear form Q defined in Eq. (3.1) on a dense subspace D ⊂ H0 is Hermitian
iff D is isotropic with respect to Σ.
Proof. The sesquilinear form Q : D × D → C is Hermitian if Q(Φ,Ψ) = Q(Ψ,Φ) for all Φ,Ψ ∈ D. By
definition of Q this is equivalent to Σ
(
Φ,Ψ
)
= 0, for all Φ,Ψ ∈ D, henceD is isotropic with respect to Σ.
The reverse implication is obvious. 
3.1. Isotropic subspaces. The analysis of maximally isotropic subspaces can be handled more easily
using the underlying Hilbert space struture of the Lagrange boundary form and not considering for the
moment any regularity question. The expression (3.3) can be understood as a sesquilinear form on the
boundary Hilbert space Hb := H0(∂Ω)×H0(∂Ω) ,
Σ
(
Ψ,Φ
)
= 〈ϕ , ψ˙〉∂Ω − 〈ϕ˙ , ψ〉∂Ω .
We will therefore focus now on the study of the sesquilinear form on the Hilbert spaceHb and, while there
is no risk of confusion, we will denote the scalar product in H0(∂Ω) simply as 〈· , ·〉 ,
Σ ((ϕ1, ϕ2), (ψ1, ψ2)) := 〈ϕ1, ψ2〉 − 〈ϕ2, ψ1〉 , (ϕ1, ϕ2), (ψ1, ψ2) ∈ Hb .
Formally, Σ is a sesquilinear symplectic form by which we mean that it satisfies the following conditions:
i) Σ is conjugate linear in the first argument and linear in the second.
ii) Σ
(
(ϕ1, ϕ2), (ψ1, ψ2)
)
= −Σ
(
(ψ1, ψ2), (ϕ1, ϕ2)
)
, (ϕ1, ϕ2), (ψ1, ψ2) ∈ Hb .
iii) Σ is nondegenerate, i.e. Σ
(
(ϕ1, ϕ2), (ψ1, ψ2)
)
= 0 for all (ψ1, ψ2) ∈ Hb implies (ϕ1, ϕ2) =
(0, 0) .
The analysis of the isotropic subspaces of such sesquilinear forms is by no means new and their character-
ization is well known ([10], [20]). However, in order to keep this article self-contained, we provide in the
following paragraphs independent proofs of the main results that we will need.
First we write the sesquilinear symplectic form Σ in diagonal form. This is done introducing the unitary
Cayley transformation C : Hb → Hb ,
C(ϕ1, ϕ2) := 1√
2
(ϕ1 + iϕ2, ϕ1 − iϕ2) , (ϕ1, ϕ2) ∈ Hb .
Putting
Σc
(
(ϕ+, ϕ−), (ψ+, ψ−)
)
:= −i
(
〈ϕ+, ψ+〉 − 〈ϕ−, ψ−〉
)
, (ϕ+, ϕ−), (ψ+, ψ−) ∈ Hb ,
the relation between Σ and Σc is given by
(3.4) Σ
(
(ϕ1, ϕ2), (ψ1, ψ2)
)
= Σc
(
C(ϕ1, ϕ2), C(ψ1, ψ2)
)
, (ϕ1, ϕ2), (ψ1, ψ2) ∈ Hb .
Definition 3.3. Consider a subspaceW ⊂ Hb and define the Σ-orthogonal subspace by
W⊥Σ :=
{
(ϕ1, ϕ2) ∈ Hb | Σ
(
(ϕ1, ϕ2), (ψ1, ψ2)
)
= 0 , ∀(ψ1, ψ2) ∈ W
}
.
A subspace W ⊂ Hb is Σ-isotropic [resp. maximally Σ-isotropic] if W ⊂ W⊥Σ [resp. W =W⊥Σ].
We begin enumerating some direct consequences of the preceding definitions:
Lemma 3.4. Let W ⊂ Hb and put Wc := C(W).
i) W isΣ-isotropic [resp. maximallyΣ-isotropic] iffWc isΣc-isotropic [resp. maximallyΣc-isotropic].
ii) If (ϕ1, ϕ2) ∈ W ⊂ W⊥Σ , then 〈ϕ1, ϕ2〉 = 〈ϕ1, ϕ2〉. If (ϕ+, ϕ−) ∈ Wc ⊂ W⊥Σcc , then ‖ϕ+‖ =
‖ϕ−‖.
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Proof. Part (i) follows directly from Eq.(3.4) and the fact that C is a unitary transformation. To prove (ii)
note that if (ϕ1, ϕ2) is in an isotropic subspaceW , then
Σ
(
(ϕ1, ϕ2), (ϕ1, ϕ2)
)
= 〈ϕ1, ϕ2〉 − 〈ϕ2, ϕ1〉 = 0 .
One argues similarly in the other case. 
Proposition 3.5. Let W± ⊂ H0(∂Ω) be closed subspaces and put Wc :=W+ ×W− ⊂ Hb.
i) The subspaceWc is Σc-isotropic iff it exists a partial isometry V : H0(∂Ω)→ H0(∂Ω) with initial
spaceW+ and final space W−, i.e. V ∗V (H0(∂Ω)) =W+ and V V ∗(H0(∂Ω)) =W− and
Wc = {(ϕ+, V ϕ+) | ϕ+ ∈ W+} = graV .
ii) The subspace Wc is maximally Σc-isotropic iff it exists a unitary U : H0(∂Ω) → H0(∂Ω) such
that
(3.5) Wc = {(ϕ+, Uϕ+) | ϕ+ ∈ H0(∂Ω)} = graU .
Proof. (i) For any (ϕ+, ϕ−) ∈ Wc we define the mapping V : H0(∂Ω) → H0(∂Ω) by V (ϕ+) := ϕ−,
ϕ+ ∈ W+ and V (ϕ) = 0, ϕ ∈ W⊥+ . Since Wc ⊂ W⊥Σcc we have from part (ii) of Lemma 3.4 that
V is a well-defined linear map and a partial isometry. The reverse implication is immediate: for any
(ϕ+, V ϕ+) ∈ Wc we have
Σc
(
(ϕ+, V ϕ+), (ψ+, V ψ+)
)
= −i
(
〈ϕ+, ψ+〉 − 〈V ϕ+, V ψ+〉
)
= 0 , ψ+ ∈ H0(∂Ω) ,
hence,Wc = {(ϕ+, V ϕ+) | ϕ+ ∈ W+} = graV , is Σc-isotropic.
(ii) Supose that Wc = W⊥Σcc . By the previous item we have Wc = {(ϕ+, Uϕ+) | ϕ+ ∈ W+} for
some partial isometry U : H0(∂Ω)→ H0(∂Ω). Consider the following decompositionsH0(∂Ω) =W+⊕
W⊥+ = (UW+)⊕ (UW+)⊥ and note that any (ϕ⊥+, ϕ⊥−) ∈ W⊥+ × (UW+)⊥ satisfies (ϕ⊥+, ϕ⊥−) ∈ W⊥Σcc .
Since Wc = W⊥Σcc we must have ϕ⊥+ = ϕ⊥− = 0, or, equivalently, W+ = H0(∂Ω) = UW+, hence
kerU = kerU∗ = {0} and U is a unitary map.
To prove the reverse implication consider Wc = {(ϕ+, Uϕ+) | ϕ+ ∈ H0(∂Ω)} with U unitary and
choose (ψ+, ψ−) ∈ W⊥Σcc . Then for any ϕ+ ∈ H0(∂Ω) we have
0 = Σc
(
(ϕ+, Uϕ+), (ψ+, ψ−)
)
= −i
(
〈ϕ+, ψ+〉 − 〈Uϕ+, ψ−〉
)
= −i
(
〈ϕ+, (ψ+ − U∗ψ−)〉
)
.
This shows that ψ− = Uψ+ and hence (ψ+, ψ−) ∈ Wc, thereforeWc is maximally Σc-isotropic. 
The previous analysis allows to characterize finally the Σ-isotropic subspaces of the boundary Hilbert
space Hb.
Theorem 3.6. A closed subspaceW ⊂ Hb is maximallyΣ-isotropic iff there exists a unitaryU : H0(∂Ω)→
H0(∂Ω) such that
W =
{(
(I+ U)ϕ , −i(I− U)ϕ
)
| ϕ ∈ H0(∂Ω))
}
.
Proof. By Lemma 3.4 (i) and Propostion 3.5 (ii) we have thatW is maximallyΣ-isotropic iffW = C−1Wc,
where Wc is given by Eq. (3.5). 
Proposition 3.7. Let U : H0(∂Ω)→ H0(∂Ω) be a unitary operator and consider the maximally isotropic
subspaceW given in Theorem 3.6. Then W can be rewritten as
(3.6) W =
{
(ϕ1 , ϕ2) ∈ Hb | ϕ1 − iϕ2 = U(ϕ1 + iϕ2)
}
.
Proof. Let W be given as in Theorem 3.6 and let W ′ be a subspace defined as in Eq. (3.6). Put ϕ1 :=
(I + U)ϕ and ϕ2 := −i(I − U)ϕ. Then it is straightforward to verify that (ϕ1 , ϕ2) satisfy the relation
defining Eq. (3.6) and thereforeW ⊂ W ′.
Consider a subspace W ′ defined as in Eq. (3.6) and let (ϕ1 , ϕ2) ∈ W ′. Then the following relation
holds
(3.7) (1 − U)ϕ1 − i(1 + U)ϕ2 = 0 .
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Now consider that (ϕ1, ϕ2) ∈ W⊥. Then for all ϕ ∈ H0(∂Ω)
0 = 〈ϕ1 , (1 + U)ϕ〉+ 〈ϕ2 ,−i(1− U)ϕ〉
= 〈(1 + U∗)ϕ1 + i(1− U∗)ϕ2 , ϕ〉
and therefore
(3.8) (1 + U∗)ϕ1 + i(1− U∗)ϕ2 = 0 .
Now we can arrange Eqs. (3.7) and (3.8)
(3.9) M
(
ϕ1
ϕ2
)
:=
(
1− U −i(1 + U)
1 + U∗ i(1− U∗)
)(
ϕ1
ϕ2
)
= 0 ,
where now M : Hb → Hb. But clearly M is a unitary operator so that Eq. (3.9) implies that (ϕ1, ϕ2) = 0
and thereforeW ⊕W ′⊥ = (W⊥⋂W ′)⊥ = Hb. This condition together with W ⊂W ′ impliesW =W ′
because W is a closed subspace, as it is easy to verify. 
3.2. Admissible unitaries and closable quadratic forms. In this subsection we will restrict to a family
of unitaries U : H0(∂Ω) → H0(∂Ω) that will allow us to describe a wide class of quadratic forms whose
Friedrichs’ extensions are associated to self-adjoint extensions of the Laplace-Beltrami operator.
Definition 3.8. Let U : H0(∂Ω) → H0(∂Ω) be unitary and denote by σ(U) its spectrum. We say that the
unitary U on the boundary has gap at −1 if one of the following conditions hold:
i) I+ U is invertible.
ii) −1 ∈ σ(U) and −1 is not an accumulation point of σ(U).
Definition 3.9. Let U be a unitary operator acting on H0(∂Ω) with gap at −1. Let Eλ be the spectral
resolution of the identity associated to the unitary U , i.e.,
U =
∫
[0,2π]
eiλdEλ .
The invertibility boundary space W is defined by W = RanE⊥{π} . The orthogonal projection onto W is
denoted by P .
Definition 3.10. Let U be a unitary operator acting on H0(∂Ω) with gap at −1. The partial Cayley
transform AU : H0(∂Ω)→W is the operator
AU := iP (U − I)(U + I)−1 .
Proposition 3.11. The partial Cayley transform is a bounded, self-adjoint operator on H0(∂Ω).
Proof. First notice that the operators P , U and AU commute. That AU is bounded is a direct consequence
of the Definition 3.8, because the operator P (I + U) is under these assumptions an invertible bounded
operator on the boundary space W . To show that AU is self-adjoint consider the spectral resolution of the
identity of the operator U . Since U has gap at −1, either {eiπ} 6∈ σ(U) or there exists a neighborhood V
of {eiπ} such that it does not contain any element of the spectrum σ(U) besides {eiπ}. Pick δ ∈ V ∩ S1.
Then one can express the operator AU using the spectral resolution of the identity of the operator U as
AU =
∫ π−δ
−π+δ
i
eiλ − 1
eiλ + 1
dEλ =
∫ π−δ
−π+δ
− tan λ
2
dEλ .
Since λ ∈ [−π + δ, π − δ], then tan λ2 ∈ R. Therefore the spectrum of AU is a subset of the real line,
necessary and sufficient condition for a closed, symmetric operator to be self-adjoint. 
We can now introduce the class of closable quadratic forms that was announced at the beginning of this
section.
Definition 3.12. Let U be a unitary with gap at −1, AU the corresponding partial Cayley transform and
γ the trace map considered in Theorem 2.11. The Hermitian quadratic form associated to the unitary U is
defined by
QU (Φ,Ψ) = 〈dΦ , dΨ〉 − 〈γ(Φ) , AUγ(Φ)〉∂Ω .
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on the domain
DU =
{
Φ ∈ H1(Ω)∣∣P⊥γ(Φ) = 0} .
Proposition 3.13. The quadratic form QU is bounded by the Sobolev norm of order 1,
QU (Φ,Ψ) ≤ K‖Φ‖1‖Ψ‖1 .
Proof. That the first summand of QU is bounded by theH1(Ω) norm is direct consequence of the Cauchy-
Schwartz inequality and Proposition 2.10.
For the second term we have that
|〈γ(Φ) , AUγ(Ψ)〉∂Ω| ≤ ‖AU‖ · ‖γ(Φ)‖0 ‖γ(Ψ)‖0
≤ C‖AU‖ · ‖γ(Φ)‖ 1
2
‖γ(Ψ)‖ 1
2
≤ C′‖AU‖ · ‖Φ‖1‖Ψ‖1 ,
where we have used Theorem 2.11 in the last inequality. 
Finally, we need an additional condition of admissibility on the unitaries on the boundary that will be
needed to prove the closability of QU .
Definition 3.14. Let U be a unitary with gap at −1. The unitary is said to be admissible if the partial
Cayley transform AU : H0(∂Ω) → H0(∂Ω) is continuous with respect to the Sobolev norm of order 1/2,
i.e.,
‖Aϕ‖H1/2(∂Ω) ≤ K‖ϕ‖H1/2(∂Ω) .
Example 3.15. Consider a manifold with boundary given by the unit circle, i.e., ∂Ω = S1, and define the
unitary (Uβϕ)(z) := eiβ(z) ϕ(z), ϕ ∈ L2(S1). If β ∈ L2(S1) and ranβ ⊂ {π} ∪ [0, π− δ]∪ [π+ δ, 2π),
for some δ > 0, then Uβ has gap at −1. If, in addition, β ∈ C∞(S1), then Uβ is admissible.
4. CLOSABLE AND SEMI-BOUNDED QUADRATIC FORMS
This section addresses the questions of semi-boundedness and closability of the quadratic form QU
defined on its domain DU (cf. Definition 3.12).
4.1. Functions and operators on collar neighborhoods. We will need first some technical results that
refer to the functions and operators in a collar neighborhood close to the boundary ∂Ω and that we will
denote by Ξ. Recall the conventions at the beginning of Section 3: if Φ ∈ H1(Ω), then ϕ = γ(Φ) denotes
its restriction to ∂Ω and for Φ smooth, ϕ˙ is the restriction to the boundary of the normal derivative.
Lemma 4.1. Let Φ ∈ H1(Ω), f ∈ H1/2(∂Ω). Then, for every ǫ > 0 it exists Φ˜ ∈ C∞(Ω) such that
‖Φ− Φ˜‖1 < ǫ, ‖ϕ− ϕ˜‖H1/2(∂Ω) < ǫ and ‖f − ˙˜ϕ‖H1/2(∂Ω) < ǫ .
Proof. The first two inequalities are standard (cf., Theorem 2.11). Moreover, it is enough to consider
Φ ∈ C∞(Ω) with dΦ(ν) ≡ 0, where ν ∈ X(Ω) is the normal vector field, on a collar neighborhoodΞ of ∂Ω,
(see [17, Chapter 4] for details on such neighbourhoods). According to the proof of [11, Theorem 7.2.1]
this is a dense subset ofH1(Ω). The compactness assumption of Ω assures that the collar neighborhood has
a minimal width δ. Without loss of generality we can consider that the collar neighborhoodΞ has gaussian
coordinates x = (r, θ), being ∂∂r the normal vector field pointing outwards. In particular, we have that
Ξ ≃ [−δ, 0]× ∂Ω and ∂Ω ≃ {0} × ∂Ω. It is enough to consider f ∈ H1(∂Ω), because H1(∂Ω) is dense
in H1/2(∂Ω).
Consider a smooth function g ∈ C∞(R) with the following properties:
• g(0) = 1 and g′(0) = −1 .
• g(s) ≡ 0, s ∈ [2,∞) .
• |g(s)| < 1 and |g′(s)| < 1 .
Define now the rescaled functions gn(r) := 1ng(−nr). Let {fn(θ)}n ⊂ C∞(∂Ω) be any sequence such
that ‖fn − f‖H1(∂Ω) → 0. Now consider the smooth functions
(4.1) Φ˜n(x) := Φ(x) + gn(r)fn(θ) .
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Clearly we have that ˙˜ϕn(θ) ≡ fn(θ) and therefore ‖ ˙˜ϕn − f‖H1(∂Ω) → 0 as needed. Now we are going to
show that Φ˜n
H1→ Φ. According to Proposition 2.10 it is enough to show that the functions and all their first
derivatives converge in the H0(Ω) norm.
(4.2a) ‖Φ˜n(x) − Φ(x)‖H0(Ω) = ‖gn(r)fn(θ)‖H0([− 2n ,0]×∂Ω) ≤
2
n2
‖fn‖H0(∂Ω) .
(4.2b) ‖ ∂
∂r
Φ˜n(x)− ∂
∂r
Φ(x)‖H0(Ω) ≤ ‖fn(θ)‖H0([− 2n ,0]×∂Ω) ≤
2
n
‖fn‖H0(∂Ω) .
(4.2c) ‖ ∂
∂θ
Φ˜n(x)− ∂
∂θ
Φ(x)‖H0(Ω) = ‖gn(r) ∂
∂θ
fn(θ)‖H0([− 2n ,0]×∂Ω) ≤
2C
n2
‖fn‖H1(∂Ω) .
The constant C in the last inequality comes from ‖∂θfn‖H0(∂Ω) ≤ C‖fn‖H1(∂Ω). Since {fn(θ)} is a
convergent sequence in H1(∂Ω) the norms appearing at the right hand sides are bounded. 
Corollary 4.2. Let Φ ∈ H1(Ω) and c ∈ R. Then for every ǫ > 0 there exists a Φ˜ ∈ C∞(Ω) with ˙˜ϕ = c ϕ˜
such that ‖Φ− Φ˜‖1 < ǫ.
Proof. As in the proof of the preceding lemma it is enough to approximate any smooth function Φ with
vanishing normal derivative in a collar neighborhood. Pick now a sequence of smooth functions
Φ˜n(x) := Φ(x) + cΦ(0, θ)
(
gn(r) − 1
n
)
,
where gn is the sequence of scaled functions defined in the proof of the preceding lemma. This family of
functions clearly verifies the boundary condition ˙˜ϕ = c ϕ˜. The inequalities (4.2) now read
‖Φ˜n(x) − Φ(x)‖H0(Ω) ≤ ‖cΦ(0, θ)
(
gn(r) − 1
n
)‖H0([− 2n ,0]×∂Ω) + cnvol(Ω) · supΩ |Φ(0, θ)|
≤ 2
n2
‖cΦ(0, θ)‖H0(∂Ω) + c
n
vol(Ω) · sup
Ω
|Φ(0, θ)| .
‖ ∂
∂r
Φ˜n(x)− ∂
∂r
Φ(x)‖H0(Ω) ≤ ‖cΦ(0, θ)‖H0([− 2n ,0]×∂Ω)
≤ 2c
n
‖Φ(0, θ)‖H0(∂Ω) .
‖ ∂
∂θ
Φ˜n(x)− ∂
∂θ
Φ(x)‖H0(Ω) ≤ ‖c
(
gn(r) − 1
n
) ∂
∂θ
Φ(0, θ)‖H0([− 2n ,0]×∂Ω) +
c
n
vol(Ω) · sup
Ω
|∂Φ(0, θ)
∂θ
|
≤ 2c
n2
‖∂Φ(0, θ)
∂θ
‖H0(∂Ω) + c
n
vol(Ω) · sup
Ω
|∂Φ(0, θ)
∂θ
| .

Corollary 4.3. Let {Φn}n ⊂ H1(Ω) and AU be the partial Cayley transform of an admissible unitary
U . Then it exists a sequence of smooth functions {Φ˜n} ⊂ C∞(Ω) such that ‖Φn − Φ˜n‖H1(Ω) < 1n ,
‖ϕn − ϕ˜n‖H1/2(∂Ω) < 1n , and ‖ ˙˜ϕn −AU ϕ˜n‖H1/2(∂Ω) < 1n .
Proof. For Φn0 , n0 ∈ N, take the approximating smooth function Φ˜n0 as in Lemma 4.1 with
f := AUϕn0 ∈ H1/2(∂Ω)
(note that since U is admissible we have indeed that f ∈ H1/2(∂Ω), cf. Definition 3.14). Choose also
ǫ > 0 such that
ǫ ≤ 1
(1 + ‖AU‖H1/2(∂Ω))n0
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and note that this implies ǫ ≤ 1n0 . Then the first two inequalities follow directly from Lemma 4.1. More-
over, we also have
‖ ˙˜ϕn0 −AU ϕ˜n0‖H1/2(∂Ω) ≤ ‖ ˙˜ϕn0 −AUϕn0‖H1/2(∂Ω) + ‖AUϕn0 −AU ϕ˜n0‖H1/2(∂Ω)
≤ ǫ+ ‖AU‖H1/2(∂Ω)‖ϕn0 − ϕ˜n0‖H1/2(∂Ω) ≤ (1 + ‖AU‖H1/2(∂Ω))ǫ ≤
1
n0
.

For the analysis of the semi-boundedness and closability of the quadratic form (QU ,DU ) defined in
the previous section we need to analyze first the following one-dimensional problem in an interval. The
operator is defined with Neumann conditions on one end of the interval and Robin-type conditions on the
other end.
Definition 4.4. Consider the interval I = [0, 2π] and a real constant c ∈ R. Define the second order
differential operator
R : D(R)→ H0([0, 2π]) by R = − d
2
dr2
on the domain
D(R) :=
{
Φ ∈ C∞(I)
∣∣∣ ∂Φ
∂r
∣∣
r=0
= 0 and ∂Φ
∂r
∣∣
r=2π
= cΦ|r=2π
}
⊂ H0([0, 2π]) .
Proposition 4.5. The symmetric operator R of Definition 4.4 is essentially self-adjoint with discrete spec-
trum and semi-bounded below with lower bound Λ0 .
Proof. It is well known that this operator together with this boundary conditions defines an essentially
self-adjoint operator (see, e.g., [4, 10, 14]). We show next that its spectrum is semi-bounded below. Its
closure is a self-adjoint extension of the Laplace operator defined on H20[0, 2π]. The latter operator has
finite dimensional deficiency indices and its Dirichlet extension is known to have empty essential spectrum.
According to [34, Theorem 8.18] all the self-adjoint extensions of a closed, symmetric operator with finite
deficiency indices have the same essential spectrum and therefore the spectrum of R is discrete.
Consider now the following spectral problem:
(4.3) RΦ = ΛΦ, ∂Φ
∂r
∣∣∣
r=0
= 0,
∂Φ
∂r
∣∣∣
r=2π
= cΦ|r=2π ,
with c a real constant. On general solutions Φ(r) = Aeiλr +Be−iλr we impose the boundary conditions.
For nonzero solutions we obtain the following relation
(4.4) −(iλ+ c)e−i2πλ + (iλ− c)ei2πλ = 0 ,
where Λ = λ2 ∈ R. The equation is symmetric under the interchange λ → −λ. It is therefore enough to
consider either λ ≥ 0 or λ = iµ with µ > 0. These two choices correspond to the positive and negative
eigenvalues, respectively. The imaginary part of Eq. (4.4) vanishes identically. If λ ≥ 0 its real part takes
the form
tan 2πλ = − c
λ
,
which leads to infinite solutions for each c ∈ R and therefore there are infinite positive eigenvalues. If
λ = iµ we obtain from Eq. (4.4)
e−4πµ =
µ− c
µ+ c
,
which has either no solution for c < 0, the trivial solution µ = 0 for c = 0 and exactly one negative
solution for c > 0. So the operator R is positive for c ≤ 0 and semi-bounded below for c > 0. We denote
the lowest possible eigenvalue by Λ0. 
Definition 4.6. Consider the interval I = [0, 2π] and let {Γi(θ)} ⊂ H0(∂Ω) be an orthonormal basis.
Consider the following operator A on the tensor product H0(I)⊗H0(∂Ω) ≃ H0(I × ∂Ω) given by
A : D(A)→ H0(I)⊗H0(∂Ω) where A := R⊗ I ,
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on its natural domain
D(A) =
{
Φ ∈ H0(I)⊗H0(∂Ω) ∣∣ Φ =
n∑
i=1
Φi(r)Γi(θ) , n ∈ N , Φi ∈ D(R)
}
.
Proposition 4.7. The operator A is essentially self-adjoint, semi-bounded below and has the same lower
bound Λ0 as the operator R of Proposition 4.5.
Proof. Let Ψ ∈ ker(A† ∓ i) and consider its decompostion in terms of the orthonormal basis {Γi(θ)} ⊂
H0(∂Ω) such that Ψ =∑∞i=0Ψ(r)iΓi(θ). We have that 〈Ψ , (A± i)Φ〉 = 0 ∀Φ ∈ D(A) . In particular
for any Φ = Φi0Γi0 ∈ D(A). Then
0 = 〈Ψ , (A± i)Φi0Γi0〉 =
∞∑
i
〈Ψi , (R± i)Φi0〉H0(I)〈Γi ,Γi0〉H0(∂Ω)
= 〈Ψi0 , (R ± i)Φi0〉H0(I) ∀Φi0 ∈ D(R) .
This implies that Ψi0 = 0 because, by Proposition 4.5, R is essentially self-adjoint. Therefore Ψ = 0 and
A is essentially self-adjoint.
Finally we show the semi-boundedness condition. Using the orthonormality of the basis {Γi(θ)} and
for any Φ ∈ D(A) we have that
〈Φ , AΦ〉H0(I×∂Ω) =
n∑
i=1
〈Φi , RΦi〉H0(I) ≥ Λ0
n∑
i=1
〈Φi ,Φi〉H0(I) = Λ0〈Φ ,Φ〉H0(I×∂Ω) .

4.2. Quadratic forms and extensions of the minimal Laplacian. We begin associating quadratic forms
to some of the operators on a collar neighborhood of the precedent subsection.
Lemma 4.8. Denote by QA the closed quadratic form represented by the closure of A. Then its domain
D(QA) contains the Sobolev space of class 1. For any Φ ∈ H1(I × ∂Ω) ⊂ D(QA) we have the expression
QA(Φ) =
∫
∂Ω
[∫
I
∂Φ¯
∂r
∂Φ
∂r
dr − c|γ(Φ)|2
]
dµ∂η .
Proof. Let Φ ∈ D(A). Then we have recalling the boundary conditions specified in the domainD(R) that
QA(Φ) = 〈Φ , AΦ〉H0(I×∂Ω) =
∑
i
〈Φi , RΦi〉H0(I)
=
∑
i
〈∂Φi
∂r
,
∂Φi
∂r
〉H0(I) − cΦ¯i(0)Φi(0)
=
∫
∂Ω
[∫
I
∂Φ¯
∂r
∂Φ
∂r
dr − c|ϕ|2
]
dµ∂η .(4.5)
Now it is easy to check that the graph norm of this quadratic form is dominated by the Sobolev norm of
order 1, H1(I × ∂Ω) .
|‖Φ‖|2QA = (1 + |Λ0|)‖Φ‖2H0(I×∂Ω) +QA(Φ)
≤ (1 + |Λ0|)‖Φ‖2H0(I×∂Ω) +
∫
∂Ω
∫
I
∂Φ¯
∂r
∂Φ
∂r
drdµ∂η + c‖ϕ‖2H0(∂Ω)
≤ (1 + |Λ0|)‖Φ‖2H0(I×∂Ω) + C‖Φ‖2H1(I×∂Ω)
≤ C′‖Φ‖2H1(I×∂Ω) ,
where in the second step we have used again the equivalence appearing in Proposition 2.10 and Theorem
2.11. The above inequality shows that D(A)‖·‖1 ⊂ D(QA). Moreover, Corollary 4.2 states that D(A) is
dense in H1(I × ∂Ω). Hence the expression Eq. (4.5) holds also on H1(I × ∂Ω). 
Theorem 4.9. Let U : H0(∂Ω)→ H0(∂Ω) be a unitary operator with gap at−1. Then the quadratic form
QU of Definition 3.12 is semi-bounded below.
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Proof. Let (Ω, ∂Ω, η) be a compact, Riemannian manifold with boundary. One can always select a collar
neighborhood Ξ of the boundary with coordinates (r, θ) such that Ξ ≃ [−L, 0]× ∂Ω and where
η(r, θ) =
[
1 0
0 g(r, θ)
]
.
The normal vector field to the boundary is going to be ∂∂r . With this choice the induced Riemannian metric
at the boundary becomes ∂η(θ) ≡ g(0, θ) . The thickness L of the collar neighborhood Ξ can be also
selected such that it exists δ ≪ 1 that verifies
(4.6) (1 − δ)
√
|g(0, θ)| ≤
√
|g(r, θ)| ≤ (1 + δ)
√
|g(0, θ)| .
The quadratic form QU can be adapted to this splitting. Let Φ ∈ DU ⊂ H1(Ω). Obviously Φ|Ξ ∈
H1(Ξ) ≃ H1(I × ∂Ω) . In what follows, to simplify the notation and since there is no risk of confusion,
the symbol Φ will stand for both Φ ∈ H1(Ω) and Φ|Ξ ∈ H1(Ξ).
QU (Φ) =
∫
Ω
η−1(dΦ¯, dΦ)dµη −
∫
∂Ω
ϕ¯Aϕdµ∂η(4.7a)
=
∫
Ξ
η−1(dΦ¯, dΦ)dµη +
∫
Ω\Ξ
η−1(dΦ¯, dΦ)dµη −
∫
∂Ω
ϕ¯Aϕdµ∂η(4.7b)
≥
∫
Ξ
η−1(dΦ¯, dΦ)dµη −
∫
∂Ω
ϕ¯Aϕdµ∂η(4.7c)
=
∫
∂Ω
∫
I
[∂Φ¯
∂r
∂Φ
∂r
+ g−1(dθΦ, dθΦ)
]√
|g(r, θ)|dr ∧ dθ −
∫
∂Ω
ϕ¯Aϕdµ∂η(4.7d)
≥
∫
∂Ω
∫
I
∂Φ¯
∂r
∂Φ
∂r
√
|g(r, θ)|dr ∧ dθ −
∫
∂Ω
ϕ¯Aϕdµ∂η(4.7e)
≥ (1− δ)
∫
∂Ω
∫
I
∂Φ¯
∂r
∂Φ
∂r
√
|g(0, θ)|dr ∧ dθ −
∫
∂Ω
ϕ¯Aϕ
√
|g(0, θ)|dθ(4.7f)
≥ (1− δ)
∫
∂Ω
[∫
I
∂Φ¯
∂r
∂Φ
∂r
dr − ‖A‖
(1 − δ) |ϕ|
2
]√
|g(0, θ)|dθ(4.7g)
≥ −|Λ0|(1− δ)‖Φ‖2H0(I×∂Ω) ≥ −|Λ0|
1− δ
1 + δ
‖Φ‖2H0(Ξ) ≥ −|Λ0|
1− δ
1 + δ
‖Φ‖2H0(Ω) .(4.7h)
In the step leading to (4.7c) we have used the fact that the second term is positive. In the step leading
to (4.7e) we have used that the second term in the first integrand is positive. Then (4.7f) follows using
the bounds (4.6). The last chain of inequalities follows by Proposition 4.7 and Lemma 4.8, taking c =
‖A‖/(1 − δ) . Notice that the semi-bound of Proposition 4.7 is always negative in this case because
c = ‖A‖/(1 − δ) > 0. In Definition 4.4 the interval I was taken of length 2π whereas in this case it has
length L. This affects only in a constant factor that can be absorbed in the constant c by means of a linear
transformation of the manifold T : [0, 2π]→ I . 
Theorem 4.10. Let U : H0(∂Ω)→ H0(∂Ω) be an admissible, unitary operator. Then the quadratic form
QU of Definition 3.12 is closable.
Proof. According to Remark 2.3 a quadratic form is closable iff for any Φ ∈ DU |‖·‖|QU such that the cor-
responding Cauchy sequence {Φn} verifies ‖Φn‖ → 0 then Q(Φ) = 0. Let Φ ∈ DU |‖·‖|QU .
(a) Lets show that it exist {Φ˜n} ∈ C∞(Ω) such that |‖Φ−Φ˜n‖|QU → 0 and ‖ ˙˜ϕn−AU ϕ˜n‖H1/2(∂Ω) → 0 .
It exists {Φn} ∈ DU ⊂ H1(Ω) such that |‖Φ−Φn‖|QU → 0 . For the sequence {Φn} take {Φ˜n} ∈ C∞(Ω)
as in Corollary 4.3. Then we have that
|‖Φ− Φ˜n‖|QU ≤ |‖Φ− Φn‖|QU + |‖Φn − Φ˜n‖|QU
≤ |‖Φ− Φn‖|QU +K‖Φn − Φ˜n‖1 ,
where we have used Proposition 3.13.
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(b) Lets assume that ‖Φn‖ → 0. This implies that ‖Φ˜n‖ → 0. For every Ψ ∈ H20 = D(∆min) we have
that
|〈∆minΨ , Φ˜n〉| ≤ ‖∆minΨ‖‖Φ˜n‖ → 0 .
Hence lim Φ˜n ∈ D(∆†min) = D(∆max). According to Theorem 2.13 the traces of such functions exist and
are elements of H−1/2(∂Ω), i.e., ϕ˜n H
−1/2(∂Ω)→ ϕ˜ .
(c) Finally we have that
QU (Φ) = lim
m→∞
lim
n→∞
[
〈dΦ˜n , dΦ˜m〉 − 〈ϕ˜n , AU ϕ˜m〉∂Ω
]
= lim
m→∞
lim
n→∞
[
〈Φ˜n ,−∆ηΦ˜m〉+ 〈ϕ˜n , ˙˜ϕm〉∂Ω − 〈ϕ˜n , AU ϕ˜m〉∂Ω
]
= lim
m→∞
(ϕ˜ , ˙˜ϕm −AU ϕ˜m)∂Ω = 0 .
Notice that in the last step we have used the continuous extension given in Proposition 2.6 of the scalar
product of the boundary 〈· , ·〉∂Ω to the pairing (· , ·)∂Ω : H−1/2(∂Ω) ×H1/2(∂Ω) → C associated to the
scale of Hilbert spaces H1/2(∂Ω) ⊂ H0(∂Ω) ⊂ H−1/2(∂Ω) . 
Theorem 4.9 and Theorem 4.10 ensure that Theorem 2.4 applies and that the closure of the quadratic
form QU for an admissible unitary U is representable by means of a unique self-adjoint operator T , with
domain D(T ) ⊂ D(QU ) := DU
|‖·‖|QU
, i.e.,
QU (Ψ,Φ) = 〈Ψ , TΦ〉 Ψ ∈ D(QU ),Φ ∈ D(T ) .
The following theorem establishes the relation between this operator T and the Laplace-Beltrami operator.
Theorem 4.11. Let T be the self-adjoint operator with domain D(T ) representing the closed quadratic
form QU with domainD(QU ). The operator T is a self-adjoint extension of the closed symmetric operator
−∆min.
Proof. By Theorem 2.4 we have that Φ ∈ D(T ) iff Φ ∈ D(QU ) and it exists χ ∈ H0(Ω) such that
QU (Ψ,Φ) = 〈Ψ , χ〉 ∀Ψ ∈ D(QU ) .
Let Φ ∈ H20(Ω) ⊂ DU and Ψ ∈ DU . Then
Q(Ψ,Φ) = 〈dΨ , dΦ〉 − 〈ψ ,Aϕ〉∂Ω
= 〈Ψ ,−∆minΦ〉+ 〈ψ , ϕ˙〉∂Ω − 〈ψ ,Aϕ〉∂Ω
= 〈Ψ ,−∆minΦ〉 .
Since DU is a core for QU and D(QU ) ⊂ H0(Ω) the above equality holds also for every Ψ ∈ D(QU ).
ThereforeD(∆min) = H20(Ω) ⊂ D(T ) and moreover T |D(∆min) = −∆min. 
5. EXAMPLES
In this section we introduce some examples that show that the characterization of the quadratic forms of
Section 3 and Section 4 include a large class of possible self-adjoint extensions of the Laplace-Beltrami op-
erator. This section also illustrates the simplicity in the description of extensions using admissible unitaries
at the boundary.
As the boundary manifold ∂Ω is an (n−1)-dimensional, smooth manifold, there always exist a (n−1)-
simplicial complexK and a smooth diffeomorphism f : K → ∂Ω such that f(K) = ∂Ω, cf., [35, 36]. Any
simplex in the complex is diffeomorphic to a reference polyhedron Γ0 ⊂ Rn−1. The simplicial complex
K defines therefore a triangulation of the boundary ∂Ω = ∪Ni=1Γi, where Γi := f(Ai), Ai ∈ K. For each
element of the triangulationΓi it exists a diffeomorphism gi : Γ0 → Γi. Consider a reference Hilbert space
H0(Γ0, dµ0), where dµ0 is a fixed smooth volume element. Each diffeomorphism gi defines a unitary
transformation as follows:
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Definition 5.1. Let |Ji| be the Jacobian determinant of the transformation of coordinates given by the
diffeomorphism gi : Γ0 → Γi . Let µi ∈ C∞(∂Ω) be the proportionality factor g⋆i dµ∂η = µidµ0 , where
g⋆i stands for the pull-back of the diffeomorphism. The unitary transformation Ti : H0(Γi, dµ∂η) →
H0(Γ0, dµ0) is defined by
(5.1) TiΦ :=
√
|Ji|µi(Φ ◦ gi) .
We show that the transformation above is unitary. First note that T is invertible. It remains to show that
T is an isometry:
〈Φ ,Ψ〉Γi =
∫
Γi
ΦΨdµ∂η
=
∫
Γ0
(Φ ◦ gi)(Ψ ◦ gi)|Ji|g⋆i dµ∂η
=
∫
Γ0
(Φ ◦ gi)(Ψ ◦ gi)|Ji|µidµ0 = 〈TiΦ , TiΨ〉Γ0 .
Example 5.2. Consider that the boundary of the Riemannian manifold (Ω, ∂Ω, η) admits a triangulation
of two elements, i.e., ∂Ω = Γ1 ∪ Γ2 . The Hilbert space of the boundary satisfies H0(∂Ω) = H(Γ1 ∪
Γ2) ≃ H0(Γ1) ⊕ H0(Γ2). The isomorphism is given explicitly by the characteristic functions χi of the
submanifolds Γi, i = 1, 2 . Modulo a null measure set we have that
Φ = χ1Φ+ χ2Φ .
We shall define unitary operatorsU = H0(∂Ω)→ H0(∂Ω) that are adapted to the block structure induced
by the latter direct sum:
U =
[
U11 U12
U21 U22
]
,
where Uij : H0(Γj)→ H0(Γi) . Hence consider the following unitary operator
(5.2) U =
[
0 T ∗1 T2
T ∗2 T1 0
]
,
where the unitaries Ti are defined as in Definition 5.1. Clearly, U2 = I, and therefore the spectrum of U is
σ(U) = {−1, 1} with the corresponding orthogonal projectors given by
P⊥ =
1
2
(I− U) ,
P =
1
2
(I+ U) .
The partial Cayley transform AU is in this case the null operator, since P (I − U) = 0. The unitary
operator is therefore admissible and the corresponding quadratic form will be closable. The domain of the
corresponding quadratic form QU is given by all the functions Φ ∈ H1(Ω) such that P⊥γ(Φ) = 0, which
in this case becomes
(5.3) P⊥γ(Φ) = 1
2
[
I1 −T ∗1 T2
−T ∗2 T1 I2
] [
χ1γ(Φ)
χ2γ(Φ)
]
=
[
χ1γ(Φ)− T ∗1 T2χ2γ(Φ)
−T ∗2 T1χ1γ(Φ) + χ2γ(Φ)
]
= 0 .
We can rewrite the last condition as
(5.4) T1(χ1γ(Φ)) = T2(χ2γ(Φ)) .
More concretely, this boundary conditions describe generalized periodic boundary conditions identifying
the two triangulation elements of the boundary with each other. The unitary transformations Ti are neces-
sary to make the triangulation elements congruent. In particular, if (Γ1, η1) and (Γ2, η2) are isomorphic
as Riemannian manifolds then one can recover the standard periodic boundary conditions.
Example 5.3. Consider the same situation as in the previous example but with the unitary operator re-
placed by
(5.5) U =
[
0 T ∗1 e
iαT2
T ∗2 e
−iαT1 0
]
, α ∈ C∞(Γ0) .
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In this case we have also that U2 = I and the calculations of the previous example can be applied step by
step. More concretely P⊥ = (I − U)/2 and the partial Cayley transform also vanishes. The boundary
condition becomes in this case
(5.6) T1(χ1γ(Φ)) = eiαT2(χ2γ(Φ)) .
This boundary conditions can be called generalized, quasiperiodic boundary conditions. For simple ge-
ometries and constant functionα these are the boundary conditions that define the periodic Bloch functions.
The condition α ∈ C∞(Γ0) in the example above can be relaxed. First we will show that the isometries
Ti do preserve the regularity of the function.
Proposition 5.4. Let Ti be a unitary transformation as given by Definition 5.1. Let Φ ∈ Hk(Γi), k ≥ 0.
Then TiΦ ∈ Hk(Γ0).
Proof. It is well known, cf. [2, Theorem 3.41] or [11, Lemma 7.1.4], that the pull-back of a function under
a smooth diffeomorphism g : Ω1 → Ω2 preserves the regularity of the function, i.e., g⋆Φ ∈ Hk(Ω1) if
Φ ∈ Hk(Ω2), k ≥ 0. It is therefore enough to prove that multiplication by a smooth positive function
also preserves the regularity. According to Definition 2.9 it is enough to prove it for a smooth, compact,
boundaryless Riemannian manifold (Ω˜, η˜) and to consider that Φ ∈ C∞(Ω˜), since this set is dense in
Hk(Ω˜). Let f ∈ C∞(Ω˜) .∫
Ω˜
fΦ(I −∆η˜)k(fΦ)dµη˜ ≤ sup
Ω˜
|f |
∫
Ω˜
Φ(I −∆η˜)k(fΦ)dµη˜
≤ sup
Ω˜
|f |
∫
Ω˜
(I −∆η˜)kΦfΦdµη˜
≤ (sup
Ω˜
|f |)2
∫
Ω˜
(I −∆η˜)kΦΦdµη˜ <∞ .
We have used Definition 2.8 directly and the fact that the operator (I−∆η˜)k is essentially self-adjoint over
the smooth functions. 
According to Proposition 5.4 we have that Ti(χiγ(Φ)) ∈ H1/2(Γ0), i = 1, 2. Therefore, to get
nontrivial solutions for the expression (5.6), the function α : Γ0 → [0, 2π] can be chosen such that
eiαT2(χ2γ) ∈ H1/2(Γ0). Since C0(Γ0) is a dense subset in H1/2(Γ0), and pointwise multiplication is
a continuous operation for continuous functions it is enough to consider α ∈ C0(Γ0).
Example 5.5. Consider that the boundary of the Riemannian manifold (Ω, ∂Ω, η) admits a triangulation
of two elements like in the Example 5.2. So we have that ∂Ω = Γ1 ∪ Γ2 . Consider the following unitary
operator U : H0(∂Ω)→ H0(∂Ω) adapted to the block structure defined by this triangulation
(5.7) U =
[
eiβ1I1 0
0 eiβ2I2
]
,
where C0(Γi) ∋ βi : Γi → [−π + δ, π − δ] with δ > 0. The latter condition guaranties that the unitary
matrix has gap at −1. Since the unitary is diagonal in the block structure, it is clear that P⊥ = 0 . The
domain of the quadratic form QU is given in this case by all the functions Φ ∈ H1(Ω) . The partial Cayley
transform is in this case the operator AU = H0(∂Ω)→ H0(∂Ω) defined by
(5.8) AU =
[− tan β12 0
0 − tan β22
]
.
A matrix like the one above will lead to self-adjoint extensions of the Laplace-Beltrami operator that
verify generalized Robin type boundary conditions χiϕ˙ = − tan βi2 χiϕ. Unfortunately, the partial Cayley
transform does not satisfy the admissibility condition in this case. Nevertheless, we will show that the
quadratic form above is indeed closable.
Given a triangulation of the boundary ∂Ω = ∪Ni=1Γi we can consider the Hilbert space that results of
the direct sum of the corresponding Sobolev spaces. We will denote it as
⊕Hk := ⊕Ni=1Hk(Γi) .
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Assuming that the partial Cayley transform verifies the condition
‖AUγ(Φ)‖⊕H1/2 ≤ K‖γ(Φ)‖⊕H1/2 ,
we can generalize Lemma 4.1 and Corollary 4.3 as follows.
Lemma 5.6 (Lemma 4.1∗). Let Φ ∈ H1(Ω), f ∈ ⊕H1/2. Then, for every ǫ > 0 it exists Φ˜ ∈ C∞(Ω) such
that ‖Φ− Φ˜‖1 < ǫ, ‖ϕ− ϕ˜‖H1/2(∂Ω) < ǫ and ‖f − ˙˜ϕ‖⊕H1/2 < ǫ .
Proof. The proof of this lemma follows exactly the one for the Lemma 4.1. It is enough to notice that the
space H1(∂Ω) is dense in ⊕H1/2. 
Corollary 5.7 (Corollary 4.3∗). Let {Φn} ⊂ H1(Ω) and let AU be the partial Cayley transform of a
unitary operator with gap at −1 such that ‖Aγ(Φ)‖⊕H1/2 ≤ K‖γ(Φ)‖⊕H1/2 . Then it exists a sequence
of smooth functions {Φ˜n} ∈ C∞(Ω) such that ‖Φn − Φ˜n‖H1(Ω) < 1n , ‖ϕn − ϕ˜n‖H1/2(∂Ω) < 1n , and
‖ ˙˜ϕn −AU ϕ˜n‖⊕H1/2 < 1n .
Proof. The proof is the same as for Corollary 4.3 but now we take Φ˜n0 as in Lemma 5.6 with f = AUϕn0 ∈
⊕H1/2 . 
Now we can show that the quadratic forms QU defined for unitary operators of the form appearing in
Example 5.5 are closable. We show first that the partial Cayley transform of Equation (5.8) verifies the
conditions of the Corollary 5.7 above. We have that
‖AUϕ‖2⊕H1/2 = ‖AUχ1ϕ‖2H1/2(Γ1) + ‖AUχ2ϕ‖2H1/2(Γ2)
= ‖ tan β1
2
χ1ϕ‖2H1/2(Γ1) + ‖ tan
β2
2
χ2ϕ‖2H1/2(Γ2)
≤ K
[
‖χ1ϕ‖2H1/2(Γ1) + ‖χ2ϕ‖2H1/2(Γ2)
]
= K‖ϕ‖2⊕H1/2 .
The last inequality follows from the discussion after Example 5.3 because the functions βi : Γi → [−π +
δ, π − δ] are continuous. Take the sequence {Φn} ∈ DU as in the proof of Theorem 4.10 and accordingly
take {Φ˜n} ∈ C∞(Ω) as in Corollary 5.7. Then we have that
|Q(Φ)| = lim
m→∞
lim
n→∞
∣∣∣〈dΦ˜n , dΦ˜m〉 − 〈ϕ˜n , Aϕ˜m〉∂Ω
∣∣∣
≤ lim
m→∞
lim
n→∞
[
|〈Φ˜n ,−∆ηΦ˜m〉|+ |〈ϕ˜n , ˙˜ϕm −AU ϕ˜m〉∂Ω|
]
= lim
m→∞
lim
n→∞
[
|〈Φ˜n ,−∆ηΦ˜m〉|+ |
N∑
i=1
〈ϕ˜n , ˙˜ϕm −AU ϕ˜m〉Γi |
]
≤ lim
m→∞
lim
n→∞
N∑
i=1
|〈ϕ˜n , ˙˜ϕm −AU ϕ˜m〉Γi |
≤ lim
m→∞
lim
n→∞
N∑
i=1
‖χiϕ˜n‖H−1/2(Γi)‖χi ˙˜ϕm − χiAU ϕ˜m‖H1/2(Γi)
≤ lim
m→∞
lim
n→∞
‖ϕ˜n‖H−1/2(∂Ω)
N∑
i=1
‖χi ˙˜ϕm − χiAU ϕ˜m‖H1/2(Γi) = 0 .
We have used Definition 2.9 and the structure of the scales of Hilbert spaces H1/2(Γi) ⊂ H0(Γi) ⊂
H−1/2(Γi) . Hence, the unitary operators of Example 5.5 are closable. In particular, this class of closable
quadratic forms defines generalized Robin type boundary conditions ϕ˙ = − tan β2ϕ where β is allowed to
be a piecewise continuous function with discontinuities at the vertices of the triangulation.
Example 5.8. Consider a unitary operator at the boundary of the form
(5.9) U =
[−I1 0
0 eiβ2I2
]
,
with β2 : Γ2 → [−π + δ, π − δ] continuous. Again we need the condition δ > 0 in order to guaranty that
the unitary matrix U has gap at −1. In this case it is clear that
P⊥ =
[
I1 0
0 0
]
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and that the partial Cayley transform becomes
AU =
[
0
− tan β22
]
.
This partial Cayley transform verifies the weaker admissibility condition of the previous example and there-
fore defines a closable quadratic form too. This one defines a boundary condition of the mixed type where
χ1ϕ = 0 , χ2ϕ˙ = − tan β2
2
χ2ϕ .
In particular when β2 = 0 this mixed type boundary condition defines the boundary conditions of the so
called Zaremba problem with
χ1ϕ = 0 , χ2ϕ˙ = 0 .
Example 5.9. Let (Ω, ∂Ω, η) be a smooth, compact, Riemannian manifold. Suppose that the boundary
manifold admits a triangulation ∂Ω = ∪Ni=1Γi. Any unitary matrix that has blockwise the structure of
any of the above examples, i.e., Equations (5.2), (5.5), (5.7) or (5.9) leads to a closable, semi-bounded
quadratic form QU .
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