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Abstract
Correlations between random variables play an important role in applications, e.g. in
financial analysis. More precisely, accurate estimates of the correlation between financial
returns are crucial in portfolio management. In particular, in periods of financial crisis,
extreme movements in asset prices are found to be more highly correlated than small move-
ments. It is precisely under these conditions that investors are extremely concerned about
changes on correlations. A binary segmentation procedure to detect the number and position
of multiple change points in the correlation structure of random variables is proposed. The
procedure assumes that expectations and variances are constant and that there are sudden
shifts in the correlations. It is shown analytically that the proposed algorithm asymptotically
gives the correct number of change points and the change points are consistently estimated.
It is also shown by simulation studies and by an empirical application that the algorithm
yields reasonable results.
Keywords: Binary segmentation; Correlations; CUSUM statistics; Financial returns; Multiple
change point detection.
1. Introduction and Summary
There is much empirical evidence that the correlation structure of financial returns of all sorts
cannot be assumed to be constant over time, see e.g. Krishan et al. (2009). Especially in
times of crisis, correlation often increases, a phenomenon which is referred to as “Diversification
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Meltdown” (Campbell et al., 2008). Wied, Kra¨mer and Dehling (2012) propose a CUSUM
type procedure along the lines of Ploberger et al. (1989) to formally test if correlations between
random variables remain constant over time. However, with this approach the practitioner is
only able to see if there is a change or not; he cannot determine where a possible change occurs
or how many changes there are.
The present paper fills this gap by proposing an algorithm based on the correlation constancy
test to estimate both the number and the timing of possible change points. For this purpose,
we adapt a method for the estimation of multiple breaks from Vostrikova (1981) which has
been implemented in various problems by Incla´n and Tiao (1994), Bai (1997), Bai and Perron
(1998), Andreou and Ghysels (2002), Gooijer (2006), Galeano (2007) and Galeano and Tsay
(2010), among others. The segmentation algorithm proceeds as follows: First, we determine
the “dominating” change point and decide if this point is statistically significant. Then, we
split the series in two parts and again test for possible change points in each part of the series.
The procedure stops if we do not find any new change point any more. In this paper, we will
analytically show that the algorithm asymptotically gives the correct number of change points
and that - finitely many - change points are consistently estimated. Furthermore, we show that
the algorithm gives reasonable results in finite samples and in an empirical application.
The rest of the paper is organized as follows. Section 2 introduces the proposed procedure.
Section 3 derives the asymptotic properties of the procedure. Sections 4 and 5 present some
simulation studies and a real data application and Section 6 provides some conclusions. All
proofs are presented in the Appendix.
2. An algorithm for the determination of change points
In this section, we present the algorithm for the detection of change points in the correlation
structure of bivariate random variables. To be more precise, let (Xt, Yt), t ∈ Z, be a sequence
of bivariate random variables with finite first four moments and let 1, . . . , T be the observation
period. Denoting the correlation between Xt and Yt by
ρt =
Cov(Xt, Yt)√
V ar(Xt)
√
V ar(Yt)
,
Wied et al. (2012) propose a test for the problem
H0 : ρ1 = . . . = ρT vs. H1 : ∃t ∈ {1, . . . , T − 1} : ρt 6= ρt+1
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which uses the test statistic
QT (X,Y ) = Dˆ max
2≤j≤T
j√
T
|ρˆj − ρˆT | , (1)
where ρˆj is the empirical correlation up to time j, for j = 2, . . . , T and Dˆ is a normalizing
constant which is described in Appendix A.1. Wied et al. (2012) show that the asymptotic
null distribution of QT (X,Y ) is the supremum over the absolute value of a standard Brownian
bridge. The present paper employs this test to estimate the timings and the number of possible
change points.
We assume that there is a finite number of change points. However, the number, location
and size of the change points are unknown. Wied et al. (2012) allow for some fluctuations in
the first and second moments under the null hypothesis, compare their assumption (A4). The
variance fluctuations may be slightly stronger if the variances behave similarly, but it has to be
stressed that no arbitrary fluctuations are allowed. In fact, in both settings, the variance shifts
vanish with increasing sample size. For this reason and for ease of exposition, we focus on the
case where expectations and variances are constant under the alternative. It would be possible
to extend the framework to slightly changing expectations and variances as described in the
previous paragraph, but this would only affect the proofs, not the procedure itself. Note that
stationary GARCH models are included in our setup as the unconditional variances are constant
here. We investigate in our simulation study how the procedure behaves in finite samples in
the presence of GARCH effects (volatility clustering) or shifts in the mean.
The formal assumption is:
Assumption 1. Under the alternative, expectations and variances are constant and equal to
finite numbers µx, µy, σ
2
x and σ
2
y, the second cross moment changes from E(XtYt) = mxy to
E(XtYt) = mxy + g
(
t
T
)
. The function g(z), z ∈ [0, 1] is a step function with a finite number of
steps `, i.e. there is a partition 0 = z0 < z1 < . . . < z` < z`+1 = 1 and there are second cross
moment levels a0, . . . , a` such that
g(z) =
∑`
i=0
ai1{z∈[zi,zi+1)}
and g(1) = al. The quantities `, z1, . . . , z` and a0, . . . , a` do not depend on T .
The function g specifies the timing and the size of the changes in correlation. Since this is a
step function, we consider sudden changes in the correlation (or more specific the covariance)
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and do not consider smooth changes.
Our goal is to estimate `, z1, . . . , z` and a0, . . . , a`. To this end, we propose a binary segmentation
algorithm. The main idea is to isolate each change point in different time intervals by splitting
the two series into two parts once a change point is found. Then, the search of a new change
point is repeated in both sections. The proposed procedure for detecting correlation changes
essentially relies on the intuitive estimator of the change point fraction. To that purpose, we
rewrite the test statistic (1) as
QT (X,Y ) = sup
z∈[0,1]
Dˆ
τ(z)√
T
∣∣ρˆτ(z) − ρˆT ∣∣
with τ(z) = [2 + z(T − 2)] (where [·] is the floor function) and estimate the timing of the break
by zˆ := τ(zˆ∗)/T with zˆ∗ := argmaxzBT (z) and BT (z) := Dˆ
τ(z)
T
∣∣ρˆτ(z) − ρˆT ∣∣. Here and in the
following, we restrict the values z for which the argmax is calculated to multiples of 1/T and,
for uniqueness, then choose the smallest of these values. Note that BT (z) is calculated from
all observations. In the next steps of the algorithm, we just consider the observations in the
relevant part of the sample and we call the corresponding “target function” |AT (z)|, where, for
0 ≤ l1 < l2 ≤ 1 and z ∈ [l1, l2],
AT (z) := Dˆ
ξ(z)− η(l1) + 1
ξ(l2)− η(l1) + 1
(
ρˆ
ξ(z)
η(l1)
− ρˆξ(l2)η(l1)
)
.
Here, η(z) = ([zT ]∨1)∧(T−1), ξ(z) = η(z)∨(η(l1)+1) (where ∨ and ∧ stands for maximum and
minimum, respectively) and ρˆba denotes the empirical correlation coefficient calculated from data
point a to data point b. Moreover, Dˆ is the variance estimator from Appendix A.1 calculated
from the data from η(l1) to ξ(l2). Then the timing of break is estimated by
zˆ := ξ(zˆ∗)/T (2)
with zˆ∗ = argmaxl1≤z≤l2 |AT (z)|.
Basically, this means that we always look for the time point at which the test statistic (1)
(calculated from data in a particular interval) takes its maximum and divide by T . Note that
BT (z) = AT (z) for l1 = 0 and l2 = 1.
The formal algorithm proceeds as follows:
1. Let Xt and Yt be the observed series. Obtain the test statistic QT (X,Y ). There are two
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possibilities:
(a) If the test statistic is statistically significant, i.e., if QT (X,Y ) > cT,α, where cT,α
is the asymptotic critical value for a given upper tail probability, then a correlation
change is announced. Let z1 be the break point estimator from (2) and go to step 2.
(b) If the test statistic is not statistically significant, the algorithm stops.
2. Let z1, . . . , z` be the ` change points in increasing order already found in previous itera-
tions. Repeat step 1 for every segment until
max
k
{
QkT (X,Y ), k = 1, . . . , `+ 1
}
< cT,α,
where QkT (X,Y ) is the value of the statistic QT (X,Y ) calculated from the data from
η(zk−1 + 1/T ) to ξ(zk), for k = 1, . . . , `+ 1, taking z0 = 0 and z`+1 = 1.
3. Let (z1 < . . . < z`) be the detected change points. If ` > 1, refine the estimate of the
location of the change points by calculating the statistic QT (X,Y ) from the data from
η(zk−1+1/T ) to ξ(zk+1), for k = 1, . . . , `, where z0 = 0 and z`+1 = 1. If any of the change
points is not statistically significant, delete it from the list, and repeat this step.
4. Finally, estimate the correlation between Xt and Yt in each segment separately with the
usual Bravais-Pearson correlation coefficient.
The key point of the proposed procedure is that it detects a single change point in each iteration,
which may not be the most efficient way to detect correlation changes when multiple changes
exist. However, our theoretical results show that the procedure consistently detects the true
change points. Moreover, the proposed procedure works well in small samples in terms of
detection of the true number of changes as shown in the Monte Carlo experiments of Section 4.
Step 3 is meant to refine the estimation of the change points. Note that in this step, the
procedure computes the value of the QT (X,Y ) statistics in intervals that are only affected by
the presence of a single change point, which is not guaranteed in step 2.
In a sense, the main objective of the proposed procedure is to identify issues which require
further attention. For instance, if the number of change points detected is large compared to
the sample size, then a piecewise constant correlation may not be a good description of the true
correlation between the two series.
5
Although we later prove that we can consistently estimate the correct number of change points
even if the critical value is the same in each step of the procedure, we proceed differently in
practice with finite samples. Using the same critical level in steps 2 and 3 may lead to over-
estimation of the number of change points, because more tests are performed in each iteration
as the number of detected change points increases and the type I errors accumulate (remember
that the decision of the tests basically determine the number of change points). So, to avoid this
multiple-test problem we require that the type I errors used depend on the number of change
points already detected by the algorithm. To be more precisely, if α0 is a fixed initial type I
error for step 1 such as α0 = 0.05, we use the critical value cT,αk after detecting the (k − 1)-th
change point. Here, αk is such that 1− α0 = (1− αk)k+1. This leads to αk = 1− (1− α0)
1
k+1 ,
so for example to α1 ≈ 0.025 and α2 ≈ 0.017 for α0 = 0.05. This choice of αk keeps the same
significance level constant for all tests. In fact, for the asymptotic result concerning the number
of break points (Theorem 2), the initial type I error would have to converge to zero, but in finite
samples, α0 = 0.05 seems to be an acceptable choice. Moreover, in practice, we use the quantiles
of the distribution of the supremum of the absolute value of a standard Brownian bridge (the
limit distribution of the correlation test statistic under the null hypothesis) in order to apply
the procedure. The explicit form of this distribution function can be found in Billingsley (1968),
p. 85. For example, for α0 = 0.05 the critical value is 1.358.
3. Asymptotic results
In this section, we show that our algorithm asymptotically gives correct solutions. To this end,
we impose another assumption which guarantees that we do not have two or more change points
with “equal form”, i.e. we assume that there are always change points which dominate the rest.
Assumption 2. Let 0 ≤ l1 < l2 ≤ 1 be arbitrary. The function g from Assumption 1 is such
that the function |A∗(z)| with
A∗(z) :=
∫ z
l1
g(t)dt− z − l1
l2 − l1
∫ l2
l1
g(t)dt, z ∈ [l1, l2],
is either constant or has a unique maximum.
A dominating change point is then defined as argmaxz|A∗(z)| in a given interval [l1, l2]. For ease
of exposition, we do not mention the dependence of A∗(z) from l1 and l2 which should become
clear from the context. We illustrate Assumption 2 in the case of the example
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g(z) = 0.5 · 1{z∈[0,0.5)} + 0.7 · 1{z∈[0.5,0.75)} + 0.6 · 1{z∈[0.75,1]}. (3)
In the interval [0, 1] for example, we have
|A∗(z)| =

0.075 · z z < 0.5,
0.1− 0.125 · z 0.5 ≤ z < 0.75,
0.025− 0.025 · z 0.75 ≤ z ≤ 1
,
so |A∗(z)| has a unique maximum at z = 0.5, i.e. the point with the “strongest” correlation
change, see also Figure 1.
Figure 1 about here
In general, the size and the position of the change decide if it is dominant or not. Assumption
2 is violated if the correlation changes are equal at symmetric time points, e.g. when
g(z) = 0.5 · 1{z∈[0,0.25)} + 0.7 · 1{z∈[0.25,0.75)} + 0.5 · 1{z∈[0.75,1]}. (4)
Here, we have
|A∗(z)| =

0.1 · z when z < 0.25,
0.05− 0.1 · z when 0.25 ≤ z < 0.5,
0.1 · z − 0.05 when 0.5 ≤ z < 0.75,
0.1− 0.1 · z when 0.75 ≤ z ≤ 1
,
so |A∗(z)| has two non-unique maxima at z = 0.25 and z = 0.75, see also Figure 2.
Figure 2 about here
Moreover, we need a rather technical assumption regarding the normalizing constant Dˆ.
Assumption 3. Consider an arbitrary interval [l1, l2] ⊆ [0, 1] with l1 < l2 and let Dˆ be the esti-
mator from Appendix A.1 calculated from data from η(l1) to ξ(l2). Then, under the alternative,
Dˆ converges to a real number DA1 ∈ (0,∞).
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For the interval [0, 1], this assumption is for example fulfilled in a simple model with a bivariate
normal distribution, serial independence, constant expectations 0, constant variances 1 and a
change in the covariance in the middle of the sample from ρ1 to ρ2. In this case, it is easy to
see that D1 is equal to (DcDbDaD
′
bD
′
c)
−1/2 with
Da =

2 ρ1,2 0 0 ρ1,2
ρ1,2 2 0 0 ρ1,2
0 0 1
ρ1,2
2 0
0 0
ρ1,2
2 1 0
ρ1,2 ρ1,2 0 0 1

Db =

1 0 0 0 0
0 1 0 0 0
0 0 0 0 1
 ,
Dc = (−ρ1,24 ,−ρ1,24 , 1) and ρ1,2 = ρ1 +ρ2. So, D1 is equal to
(
1− 34 · ρ21,2 + 18 · ρ31,2
)−1/2
and this
is a real positive number e.g. for ρ1 = −ρ2.
Moreover, we need two assumptions concerning bounded moments and serial dependence.
Assumption 4. The q-th absolute moments of the components of Ut = (X
2
t , Y
2
t , Xt, Yt, XtYt)
are uniformly bounded for some q > 1.
Assumption 5. The vector (Xt, Yt) is Lp-NED (near-epoch dependent) with size −1/p, where
1 < p ≤ 2 and p ≤ q with q from Assumption 4, and constants (ct), t ∈ Z, on a sequence
(Vt), t ∈ Z, which is α-mixing of size φ∗ := −r/(r − 2) with 2 < r < 2q, i.e.,
||(Xt, Yt)− E((Xt, Yt)|σ(Vt−m, . . . , Vt+m))||p ≤ ctvm
with limm→∞ vm = 0, such that ct ≤ 2||Ut||p with Ut from Assumption 4 and the Lp-norm || · ||p.
The following theorem shows that the change point estimator (2) is consistent if it is known a
priori that there is a change point in a given interval.
Theorem 1. Let Assumptions 1, 2, 3, 4 and 5 be true and let there be at least one break point
in a given interval [l1, l2] ⊆ [0, 1] with l1 < l2. Then the change point estimator (2) is consistent
for the dominating change point.
While also of interest on its own, this theorem is mainly needed for the next one which provides
the convergence of the algorithm. Note that, as we just use a law of large numbers and no
(functional) central limit theorem in the proof of this theorem, we just need a little bit more
than finite second moments. This is different in the following theorem yielding consistency of
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the number of change points. Here, we need stronger assumptions to guarantee that the test
statistic behaves well in the case of no correlation change. These assumptions are basically
similar to the assumptions (A1), (A2) and (A3) in Wied et al. (2012).
Assumption 6. Consider an arbitrary interval [l1, l2] ⊆ [0, 1] with l1 < l2. For Sj :=∑j
t=1∨[l1T ](Ut − E(Ut)) it holds under the null limT→∞ 1(l2−l1)T ES[l2T ]S′[l2T ] = DN which is a
finite and positively definite matrix.
Assumption 7. The r-th absolute moments of the components of Ut = (X
2
t , Y
2
t , Xt, Yt, XtYt)
are uniformly bounded for some r > 2.
Assumption 8. The vector (Xt, Yt) is L2-NED (near-epoch dependent) with size −(r−1)/(r−
2), where r is from Assumption 7, and constants (ct), t ∈ Z, on a sequence (Vt), t ∈ Z, which is
α-mixing of size φ∗ := −r/(r − 2), i.e.,
||(Xt, Yt)− E((Xt, Yt)|σ(Vt−m, . . . , Vt+m))||2 ≤ ctvm
with limm→∞ vm = 0, such that ct ≤ 2||Ut||2 with Ut from Assumption 7 and the L2-norm || · ||2.
Assumption 6 is for example fulfilled in the situation described after Assumption 3 with ρ1 = ρ2.
The following theorem also requires an additional assumption on the critical values cT,αk . While
we argued in the preceding section that we have to adjust the value for finite T due to multiple
testing problems, we need another kind of assumption for the asymptotics as T → ∞. This
assumption is basically the same as in Bai (1997), Proposition 11.
Assumption 9. The critical values cT,αk used in the algorithm obey the condition
limT→∞ cT,αk =∞ and cT,αk = o(
√
T ) for k ∈ N0.
The assumption rules out choosing an initial type I error such as α0 = 0.05 for all T ∈ N because
the initial type I error must converge to 0. However, it is legitimate using a fixed type I error
in finite samples if we consider an upper bound for T . The initial type I error α0 = 0.05 then
corresponds to cT,α0 = 1.358, see the discussion before Section 3. Note that the level adjustment
discussed in the previous section basically fits into this setting because ` is a fixed number not
depending on T . This guarantees that the critical values do not become too large so that the
o(
√
T )-condition is not violated.
Theorem 2. Under Assumptions 1, 2, 3, 6, 7, 8 and 9 the change point algorithm asymp-
totically gives the correct number of change points ` and the change points are consistently
estimated.
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Finally, in this section, we want to address the case in which the correlation shifts tend to zero
with rate 1√
T
as the sample size increases such that in Assumption 1 we replace E(XtYt) =
mxy + g
(
t
T
)
by E(XtYt) = mxy +
1√
T
g
(
t
T
)
. In this setting, Wied et al. (2012) provide local
power results (compare their Theorem 2). We do not have consistency to the true break point
any more, but the change point estimator converges to a non-degenerated random variable as
the next theorem shows.
Theorem 3. Let Assumptions 1 (with E(XtYt) = mxy + g
(
t
T
)
replaced by E(XtYt) = mxy +
1√
T
g
(
t
T
)
), 6, 7 and 8 be true and let there be at least one break point in a given interval
[l1, l2] ⊆ [0, 1] with l1 < l2. Then it holds for the change point estimator (2) that
zˆ →d argmax
l1≤z≤l2
∣∣∣∣W (z)−W (l1)− z − l1l2 − l1 (W (l2)−W (l1)) +DAA∗(z)
∣∣∣∣ ,
where DA is a constant depending on the data generating process formally defined in the proof,
A∗(z) is from Assumption 2 and W (z) is a one-dimensional standard Brownian motion.
Note that under our local alternatives, the limit matrix from Assumption 6 is equal to the
corresponding limit matrix under the null. Second, note that, for l1 = 0 and l2 = 1, the
quantity
W (z)−W (l1)− z − l1
l2 − l1 (W (l2)−W (l1))
is a one-dimensional standard Brownian bridge. Third, note that, although the quantity A∗(z)
appears in the limit process, we do not need Assumption 2 for this theorem. In fact, the (formerly
assumed to be existing) unique maximum of A∗(z) does not appear in the limit random variable
from Theorem 3.
4. Monte Carlo experiments
This section presents several Monte Carlo experiments to gain insight into the finite sample
performance of the proposed procedure. We study several aspects, including the size (probability
of a type I error) of the procedure, its power in correct detection of the changes and its ability
to accurately identify the location of the change points. For that, we consider two different
scenarios. The first one based on a vector autoregression (VAR) model, which is widely used
for many economic time series, and the second one based on a dynamic conditional correlation
(DCC) model, which is widely used for financial returns.
For the first scenario, initially we check the size (probability of a type I error) of the procedure
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which can be equivalently considered as the accuracy of the estimator of the number of change
points if the true value is zero. To this purpose, we consider a vector autoregression of order 1
given by:
 Xt
Yt
−
 .5
.5
 =
 φ 0
0 φ
 Xt−1
Yt−1
−
 .5
.5
+
 1t
2t
 ,
where
(
1t , 
2
t
)′
are iid bivariate Gaussian distributed with zero mean and correlation parameter
ρ. Three values of the correlation parameter ρ are considered, ρ = −.5, 0 and .5. Three values
of the parameter φ are considered, φ = −.5, φ = 0 and φ = .8, to represent the case where Xt
and Yt are close to non-stationary. Sample sizes are T = 200, 500, 1000, 2000 and 3000. Table 1
gives the results based on 1000 replications and an initial nominal significant level of α0 = 0.05.
From this table, it seems that the type I error of the proposed procedure (the accuracy of the
estimator of the number of change points if the true value is zero) is very close to the initial
nominal level even with the smallest sample size. Therefore, overestimation does not appear to
be an issue for the proposed procedure in this situation if there are no changes in the correlation.
Table 1 about here
Next, we analyze the power of our procedure when there is a single change point in the series.
The Monte Carlo setup is similar to the one described above, but the series are generated with
a single change point in the correlation. Three locations of the change point are considered,
z1 = 0.25, 0.50 and 0.75. The change is such that ρ is initially ρ0 = .25 and then changes to
ρ1 = −.25, to represent a big change, to ρ1 = .15, to represent a small change, or to ρ1 = .5, to
represent a moderate change. Tables 2, 3 and 4 show the relative frequency detection of zero,
one and more than one changes. It is seen that the procedure performs quite well in detecting
a single change point if the size of the change is moderate and large, with many cases over 90%
correct detection. However, if the size of the change is small, then the power is small. Second,
as the sample size increases and the size of the change gets larger, the procedure works better.
However, the magnitudes of the exception are small in general. Third, when the sample size of
the change is small, the probability of under-detection may be large. Fourth, the location of the
change point does not strongly affect the detection frequency of the procedure when the sample
size is large. However, if the sample size is small then the procedure detects more frequently
the change point at the middle of the series. Finally, in most cases, the percentage of false
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detection is smaller than the nominal 5%. In particular, the frequency of over-detection is small
unless the two series are close to nonstationarity. On the other hand, Table 5 shows the median
and mean absolute deviation of the change point estimators in each case. The median of the
estimates are quite close to the true change point locations. Note that the larger the size of the
change, the better is the location estimated.
Table 2 about here
Table 3 about here
Table 4 about here
Table 5 about here
Next, we conduct another Monte Carlo experiment to study the power of the proposed procedure
for detecting two change points. In this case, the location of the change points are z1 = 0.25
and z2 = 0.75, respectively. Three situations are considered. First, the changes are such that
the correlation of the series before the first change point is ρ0 = .25, then changes to ρ1 = 0,
and, finally, changes to ρ2 = .25 at the second change point. Second, the correlation of the
series before the first change point is ρ0 = .25, then changes to ρ1 = .5, and, finally, changes to
ρ2 = .0 at the second change point. Third, the correlation of the series before the first change
point is ρ0 = .25, then changes to ρ1 = 0, and, finally, changes to ρ2 = .25 at the second
change point. It is important to note that the first and the third of the situations do not fulfill
Assumption 1. However, we consider these situations in order to show that, even if there is not
a dominating change point, the procedure appears to perform well in these situations. Indeed,
the results suggest that the procedure consistently estimates the number of change points even
if Assumption 1 does not hold. Table 6 shows the relative frequency detection of zero, one, two
and more than two changes. As in the case of a single change point, the proposed procedure
works reasonably well, especially when the sample size is large or the size of the correlation
change is large. In addition, the procedure does not overestimate the number of change points.
It may underestimate the number of change points, however. The underestimation can be
serious when the sample size is small, say T = 200, which indicates that the procedure has
to be applied with care for small sample size. Finally, the percentage of false change points
detected in both cases, one and two change points, is smaller than the nominal 5% in almost
all the cases. On the other hand, Table 7 shows the median and mean absolute deviation of the
estimates of the change point locations. Note that the medians of the estimates are quite close
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to the true ones. Again, it appears that the larger is the size of the change, the better is the
location estimated.
Table 6 about here
Table 7 about here
To finish with the VAR(1) model, we repeat the previous experiment when there are two change
points in the correlation of the series plus two change points in the mean of the series. The
Monte Carlo setup is similar to the one described above, but the mean of the series pass from
(.5, .5)′ to (1, 1)′. The results are shown in Tables 8 and 9. We deduce from these results that
the inclusion of changes in the mean additionally to changes in the correlation does not affect
importantly the results of the procedure. Note however that the size of the fluctuation test is
usually affected by mean changes: If the correlation is constant and if there are mean changes,
the empirical size is typically higher than the nominal size. Detailed results are available upon
request.
Table 8 about here
Table 9 about here
For the second scenario, more appropriate for financial returns, initially we check the size
(probability of a type I error) of the procedure which can be equivalently considered as the
accuracy of the estimator of the number of change points if the true value is zero. To this
purpose, we consider a dynamic conditional correlation model as in Tse and Tsui (2002) given
by:  Xt
Yt
 =
 HX,t HXY,t
HXY,t HY,t
1/2 1t
2t

where HX,t HXY,t
HXY,t HY,t
 =
 H1/2X,t 0
0 H
1/2
Y,t
 1 RXY t
RXY t 1
 H1/2X,t 0
0 H
1/2
Y,t
 ,
with HX,t = 10
−4 + 0.1Xt−1 + 0.85HX,t−1 and HY,t = 10−4 + 0.15Yt−1 + 0.8HY,t−1 are the
individual volatilities of Xt and Yt respectively, driven by univariate GARCH models, and:
RXY t = (1− .95− .03) ρ+ .95RXY,t−1 + .03× U
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is the conditional correlation between Xt and Yt, −1 < ρ < 1, U is the 2 × 2 matrix of ones
and
(
1t , 
2
t
)′
are iid bivariate standard Gaussian distributed. Three values of the correlation
parameter ρ are considered, ρ = 0, 0.5 and 0.8, to represent the cases where Xt and Yt are
uncorrelated and have medium and high unconditional correlation, respectively. Sample sizes
are T = 500, 1000, 2000, 3000 and 4000 that represent usual sample sizes in financial returns.
Table 10 shows the relative frequency detection of zero and more than zero changes based on
1000 replications and an initial nominal significant level of α0 = 0.05. From this table, as in
the VAR(1) case, it seems that the type I error of the proposed procedure is very close to the
initial nominal level.
Table 10 about here
Next, we analyze the power of our procedure when there is a single change point in the series.
The Monte Carlo setup is similar to the one described above, but the series are generated with
a single change point in the correlation. Three locations of the change point are considered,
z1 = 0.25, 0.50 and 0.75. The change is such that the correlation of the series is ρ0 = .5 and
then changes to ρ1 = .6, .7 or .8, that represent a small, moderate and high correlation change,
respectively. Table 11 shows the relative frequency detection of zero, one and more than one
changes. The results appear to confirm the conclusions given in the case of the VAR(1) model.
Consequently, note that conditional variances and correlations does not appear to affect the
power of the procedure for detecting one change point in the correlation structure of the two
series. In particular, note that even a small change can be reasonably well detected by the
procedure. On the other hand, Table 12 shows the median and mean absolute deviation of
the change point estimators in each case and appears to confirm that the larger the size of the
change, the better is the location estimated.
Table 11 about here
Table 12 about here
Finally, we conduct a Monte Carlo experiment to study the power of the proposed procedure
for detecting two change points for the DCC model. As in the VAR(1) case, the location of
the change points are z1 = 0.25 and z2 = 0.75. Three situations are considered. First, the
changes are such that the correlation of the series before the first change point is ρ0 = .5, then
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changes to ρ1 = .7, and, finally, changes to ρ2 = .5 at the second change point. Second, the
correlation of the series before the first change point is ρ0 = .5, then changes to ρ1 = .7, and,
finally, changes to ρ2 = .6 at the second change point. Third, the correlation of the series before
the first change point is ρ0 = .5, then changes to ρ1 = .6, and, finally, changes to ρ2 = .7 at
the second change point. Again, it is important to note that the first situation does not fulfill
Assumption 1, but we include it to show that even if there is not a dominating change point,
the procedure appears to perform well. Table 13 shows the relative frequency detection of zero,
one, two and more than two changes. As in the VAR(1) case, the proposed procedure works
reasonably well, especially when the sample size is large or the size of the correlation change
is large. In particular, note that the procedure does not overestimate the number of change
points and that it may underestimate the number of change points only when both the size
of the changes and the sample size are small. On the other hand, Table 14 shows the median
and mean absolute deviation of the estimates of the change point locations leading to similar
conclusions as before.
Table 13 about here
Table 14 about here
5. Application
This section looks for changes in the correlation structure of the log-return series of the Standard
& Poors 500 Index and the IBM stock from January 2, 1997 to December 31, 2010 consisting
of T = 3524 data points. Both log-returns series are plotted in Figure 3, which shows different
volatility periods. The empirical full sample correlation is 0.6225. The autocorrelation functions
of the log-returns show some minor serial dependence, while the autocorrelation functions of
the squared log-returns reveals considerable serial dependence, as usual in stock market returns.
Figure 3 about here
Next, we apply the proposed segmentation procedure of Section 2 to detect correlation changes
for the log-returns of the S&P 500 and IBM stock assets. Table 15 and Figures 4, 5, 6 and 7
show the iterations taken by the procedure. Similar to the simulation experiments of Section
4, we start with the asymptotic critical value at the 5% significance level. In the first iteration,
the procedure detects a change in the correlation at time point t = 988 (November 29, 2000).
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Indeed, as shown in Figure 4 there are two local modes of the CUSUM statistic. The value
of the test statistic (1) is 1.5700, which is statistically significant at the 5% level. Following
the proposed procedure, we split the series into two subperiods and look for changes in the
subintervals [1, 988] and [989, 3524], respectively. In the first subinterval (see Figure 5), the
procedure detects a change at time point t = 664 (August 19, 1999). The value of the test
statistic is 2.1009. Then, we split the subinterval [1, 988] into two subintervals and look for
changes in the subintervals [1, 664], [665, 988] and [989, 3524] (see Figure 6). No more changes
were found in these three subintervals. Then, we pass to step 3 and refine the search. For that we
estimate the location of the change points in the intervals [1, 988] and [665, 3524], respectively.
In the first subinterval (see Figure 7), as in the previous step, the procedure detects a change at
time point t = 664 (August 19, 1999) and the value of the test statistic is 2.1009. On the other
hand, in the second subinterval (see Figure 7), as in the previous step, the procedure detects a
change at time point t = 2734 (November 12, 2007) and the value of the test statistic is 1.6193.
These are the finally estimated change points.
Table 15 about here
Figure 4 about here
Figure 5 about here
Figure 6 about here
Figure 7 about here
The empirical correlation coefficients in the three subintervals are 0.6285, 0.5785 and 0.7824,
respectively, indicating that the correlation shifted to a smaller value after the first change
point and to a higher value after the second change point. Figure 8 shows the scatterplots of
the two log-returns indexes at three different subperiods. It is interesting to see that the dates
of the detected change points fare well with well known financial facts. The period starting
at 1994 till the end of 1999 is a period of economic growth in the U.S. economy in which
the inflation was under control and the unemployment rate dropped to below 5%. This is a
period with high increases in the stock markets. However, the collapse of the dot-com bubble
started at the end of the 1990s and the beginning of the 2000s, and the market gave back
around the 75% of the growth obtained in the 1990s. However, note that, contrarily to the
diversification meltdown theory, the correlation did not increase during the dot-com bubble
crisis. The third estimated change point roughly corresponds to the beginning of the Global
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Financial Crisis around the end of 2007, which is considered by many economists the worst
financial crisis since the Great Depression of the 1930s. The reduction of interest rates leads
to several consequent issues starting with the easiness of obtaining credit, leading to sub-prime
lending, so that an increased debt burden, and finally a liquidity shortfall in the banking system.
This resulted in the collapse of well known financial institutions such as Lehman Brothers,
Merrill Lynch, Washington Mutual, Wachovia, and AIG, among others, the bailout of banks by
national governments such as Bear Stearns, Citigroup, Bank of America and Northern Rock,
among others, and great loses in stock markets around the world. In this case, the Global
Financial Crisis produced an increase in the correlation between both log-returns. Of course, it
is important to note that these economic interpretations are mere speculations. These comments
only point out that, for this particular example, the proposed detection procedure in Section 2
identifies changes in the correlation structure that fare well with well known events affecting
the U.S. financial market.
Figure 8 about here
6. Conclusions
In this paper, we have proposed a binary segmentation procedure for change points in the
correlation structure of random variables. As far as we know, this is the first procedure for
solving such a problem. The procedure is based on a CUSUM test statistic proposed by Wied
et al. (2012). The asymptotic distribution of the test coincides with the one of the supremum of
the absolute value of a standard Brownian bridge in the interval [0, 1]. We have shown that the
proposed procedure consistently detects the true number and the location of the change points.
Also, the finite sample properties of the procedure have been analyzed by the analysis of several
simulation studies and the application of the procedure to a real data example. The empirical
findings in the real data example suggest that the procedure detects changes in situations in
which the relationship between financial returns may change due to financial crisis. Some care
is necessary if the procedure is applied on datasets with small sample size.
A potential drawback of our procedure is the fact that it is designed for a bivariate vector only.
Of course it is possible to consider each entry in a higher dimensional correlation matrix sep-
arately to determine whether there have been changes in the individual correlations. It might
be an interesting issue for further research to do this in a more sophisticated way. Moreover,
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it might be interesting to consider other methods of detecting multiple breaks in correlation,
for example a method building on the simultaneous method in Bai and Perron (1998). This
method would be quite different as the break points would not be estimated step-by-step, but by
performing one single minimization: Given a certain sum of squares and the number ` of break
points, one searches for the ` break points which minimize this sum. It would be interesting to
see which procedure provides advantages in which situation.
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A. Appendix
A.1. The scalar Dˆ from the test statistic (1)
The scalar Dˆ from our test statistic QT (X,Y ) based on all observations can be written as
Dˆ = (Fˆ1Dˆ3,1 + Fˆ2Dˆ3,2 + Fˆ3Dˆ3,3)
− 1
2
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where
(
Fˆ1 Fˆ2 Fˆ3
)
=

Dˆ3,1Eˆ11 + Dˆ3,2Eˆ21 + Dˆ3,3Eˆ31
Dˆ3,1Eˆ12 + Dˆ3,2Eˆ22 + Dˆ3,3Eˆ32
Dˆ3,1Eˆ13 + Dˆ3,2Eˆ23 + Dˆ3,3Eˆ33

′
,
Eˆ11 = Dˆ1,11 − 4µˆxDˆ1,13 + 4µˆ2xDˆ1,33,
Eˆ12 = Eˆ21 = Dˆ1,12 − 2µˆxDˆ1,23 − 2µˆyDˆ1,14 + 4µˆxµˆyDˆ1,34,
Eˆ22 = Dˆ1,22 − 4µˆyDˆ1,24 + 4µˆ2yDˆ1,44,
Eˆ13 = Eˆ31 = −µˆyDˆ1,13 + 2µˆxµˆyDˆ1,33 − µˆxDˆ1,14 + 2µˆ2xDˆ1,34 + Dˆ1,15 − 2µˆxDˆ1,35,
Eˆ23 = Eˆ32 = −µˆyDˆ1,23 + 2µˆxµˆyDˆ1,44 − µˆxDˆ1,24 + 2µˆ2yDˆ1,34 + Dˆ1,25 − 2µˆyDˆ1,45,
Eˆ33 = µˆ
2
yDˆ1,33 + 2µˆxµˆyDˆ1,34 − 2µˆyDˆ1,35 + µˆ2xDˆ1,44 + Dˆ1,55 − 2µˆxDˆ1,45,
Dˆ1 =

Dˆ1,11 Dˆ1,12 Dˆ1,13 Dˆ1,14 Dˆ1,15
Dˆ1,21 Dˆ1,22 Dˆ1,23 Dˆ1,24 Dˆ1,25
Dˆ1,31 Dˆ1,32 Dˆ1,33 Dˆ1,34 Dˆ1,35
Dˆ1,41 Dˆ1,42 Dˆ1,43 Dˆ1,44 Dˆ1,45
Dˆ1,51 Dˆ1,52 Dˆ1,53 Dˆ1,54 Dˆ1,55

=
T∑
t=1
T∑
u=1
k
(
t− u
γT
)
VtVu
′,
Vt =
1√
T
U∗∗∗t , γT = [log T ],
U∗∗∗t =
(
X2t − (X2)T Y 2t − (Y 2)T Xt − X¯T Yt − Y¯T XtYt − (XY )T
)′
,
k(x) =

1− |x|, |x| ≤ 1
0, otherwise
,
µˆx = X¯T , µˆy = Y¯T , Dˆ3,1 = −1
2
σˆxy
σˆy
σˆ−3x , Dˆ3,2 = −
1
2
σˆxy
σˆx
σˆ−3y , Dˆ3,3 =
1
σˆxσˆy
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and
σˆ2x = (X
2)T − (X¯T )2, σˆ2y = (Y 2)T − (Y¯T )2, σˆxy = (XY )T − X¯T Y¯T .
This is the same expression as in Appendix A.1 in Wied et al. (2012). The estimator based
on the relevant sub-sample is basically calculated in the same way with the respective interval
length taken into account.
A.2. Proof of theorems
Proof of Theorem 1
We consider the interval [l1, l2] and consider z ∈ [l1, l2]. Denote
X
ξ(z)
η(l1)
=
1
ξ(z)− η(l1) + 1
ξ(z)∑
t=η(l1)
Xt, Y
ξ(z)
η(l1)
=
1
ξ(z)− η(l1) + 1
ξ(z)∑
t=η(l1)
Yt,
XY
ξ(z)
η(l1)
=
1
ξ(z)− η(l1) + 1
ξ(z)∑
t=η(l1)
XtYt,
[VarX]
ξ(z)
η(l1)
=
1
ξ(z)− η(l1) + 1
ξ(z)∑
t=η(l1)
(
Xt −Xξ(z)η(l1)
)2
,
[VarY ]
ξ(z)
η(l1)
=
1
ξ(z)− η(l1) + 1
ξ(z)∑
t=η(l1)
(
Yt − Y ξ(z)η(l1)
)2
,
ρˆ
ξ(z)
η(l1)
=
XY
ξ(z)
η(l1)
−Xξ(z)η(l1)Y
ξ(z)
η(l1)√
[VarX]
ξ(z)
η(l1)
√
[VarY ]
ξ(z)
η(l1)
Let Dˆ be the variance estimator from Appendix A.1 calculated from the observations η(l1) to
ξ(l2). It suffices to show consistency of zˆ
∗ := argmaxl1≤z≤l2 |AT (z)| with
AT (z) := Dˆ
ξ(z)− η(l1) + 1
ξ(l2)− η(l1) + 1
(
ρˆ
ξ(z)
η(l1)
− ρˆξ(l2)η(l1)
)
,
because the difference between zˆ∗ and zˆ = ξ(zˆ∗)/T is Op(1/T ). We first show that AT (z)
converges in distribution to
A(z) := CA
(∫ z
l1
g(t)dt− z − l1
l2 − l1
∫ l2
l1
g(t)dt
)
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uniformly in z ∈ [l1, l2] with a constant CA := D
A
1
σxσy(l2−l1) (where D
A
1 is the limit from Dˆ under
the alternative from Assumption 3). For this purpose, write
AT (z) = Dˆ
ξ(z)− η(l1) + 1
ξ(l2)− η(l1) + 1
(
ρˆ
ξ(z)
η(l1)
− ρ0
)
− Dˆ ξ(z)− η(l1) + 1
ξ(l2)− η(l1) + 1
(
ρˆ
ξ(l2)
η(l1)
− ρ0
)
with ρ0 =
mxy−µxµy
σxσy
and consider an arbitrary  > 0 such that l1 +  < l2. We thus have
AT (z) = Dˆ
ξ(z)− η(l1) + 1
ξ(l2)− η(l1) + 1
 XY ξ(z)η(l1) −Xξ(z)η(l1)Y ξ(z)η(l1)√
[VarX]
ξ(z)
η(l1)
[VarY ]
ξ(z)
η(l1)
− mxy − µxµy
σxσy
−
Dˆ
ξ(z)− η(l1) + 1
ξ(l2)− η(l1) + 1
 XY ξ(l2)η(l1) −Xξ(l2)η(l1)Y ξ(l2)η(l1)√
[VarX]
ξ(l2)
η(l1)
[VarY ]
ξ(l2)
η(l1)
− mxy − µxµy
σxσy

Straightforward calculations using the strong law of large numbers (Theorem 20.21 in Davidson,
1994), Slutzky’s theorem, the fact that
sup
z∈[l1+,l2]
∣∣∣∣∣∣ 1ξ(l2)− η(l1) + 1
ξ(z)∑
t=η(l1)
(E(XtYt)−mxy)− 1
l2 − l1
∫ z
l1
g(t)dt
∣∣∣∣∣∣
= sup
z∈[l1+,l2]
∣∣∣∣∣∣ 1ξ(l2)− η(l1) + 1
ξ(z)∑
t=η(l1)
g
(
t
T
)
− 1
l2 − l1
∫ z
l1
g(t)dt
∣∣∣∣∣∣→ 0
and the fact that supz∈[l1+,l2](ξ(z)− η(l1) + 1)→∞ yield
AT (z)→a.s. A(z)
and
|AT (z)| →a.s. |A(z)|
uniformly on [l1 + , l2].
Consider now the following functions:
AT (z) =

AT (z), z ≥ l1 + 
0 l1 ≤ z < l1 + 
,
A(z) =

A(z), z ≥ l1 + 
0 l1 ≤ z < l1 + 
.
22
As uniform almost sure convergence implies convergence in distribution, the previous results
then imply that
AT (·)→d A(·)
for T →∞ on [l1 + , l2] and also
A(·)→d A(·)
for rational  → 0. The convergence of AT (·) on [l1, l2] then follows from Theorem 4.2 in
Billingsley (1968) if we can show that
lim
→0
lim sup
T→∞
P( sup
z∈[l1,l2]
|AT (z)−AT (z)| ≥ η) = lim
→0
lim sup
T→∞
P( sup
z∈[l1,l1+]
|AT (z)| ≥ η) = 0
for all η > 0. Note that the separability condition of this theorem is not necessary in our case,
because for each interval I ⊂ [0, 1], supz∈I |A(z)| is always a random variable when A(·) is a
right-continuous random function.
Since
lim sup
T→∞
P( sup
z∈[l1,l1+]
|AT (z)| ≥ η) ≤ lim sup
T→∞
P( sup
z∈[l1,l1+]
∣∣∣∣Dˆ2 ξ(z)− η(l1)ξ(l2)− η(l1) + 1
∣∣∣∣ ≥ η)
= P(DA2 ≥ η)
with DA :=
DA1
l2−l1 (where D
A
1 is from Assumption 3) we get
AT (z)→a.s. A(z)
and
|AT (z)| →a.s. |A(z)|
uniformly on [l1, l2].
With Assumptions 2 and 3, |A(z)| has a unique maximum m in the change point fraction. Let
Fˆ the maximum of |AT (z)| for z ∈ [l1, l2] (and z as multiples of 1/T ). Since |AT (Fˆ )| ≥ |AT (m)|
we get stochastic convergence of Fˆ to m (compare the argument in Bai and Perron, 1998, p.77;
also an application of the argmax continuous mapping theorem would be possible here). 
Proof of Theorem 2
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Theorem 1 implies
AT (z)→a.s. A(z)
uniformly for z ∈ [l1, l2] if there is a change point in the interval [l1, l2]. Denote QkT (X,Y ) the
test statistic calculated from data from η(l1) to ξ(l2). Since
QkT (X,Y ) =
√
(ξ(l2)− η(l1) + 1) sup
z∈[l1,l2]
|AT (z)|,
we have
1
akT
QT (X,Y )→p ∞ (5)
for any sequence akT = o
(√
T
)
if there is a change point in the interval [l1, l2]. With this
argument (which is partially similar to Corollary 2 in Andrews, 1993), one can adapt the proof
of Proposition 11 of Bai (1997).
Consider the event {ˆ`< `}. If the estimated number of change points ˆ` is smaller than `, there
is at least one segment [zˆm, zˆn] with zˆm →p zm and zˆn →p zn such that there is another change
point zo ∈ [zm, zn]. Denote QmT (X,Y ) the test statistic calculated from data from η(zˆm) to
ξ(zˆn). Since P(Q
m
T (X,Y ) > a
m
T ) → 1 as T → ∞ with (5), we have P(ˆ`< `) → 0 as T → ∞.
Consider the event {ˆ`> `}. For this event to be true, there must be a false rejection of the null
hypothesis at a certain stage in the segmentation procedure. If (zk, k = 0, . . . , `) are the true
change points and (zˆk, k = 0, . . . , `) are the corresponding consistent estimates, it holds
P(ˆ`> `) ≤ P(∃k : the test based on data for ξ(z) with z ∈ [zˆk, zˆk+1] rejects)
≤
∑`
k=0
P(the test based on data for ξ(z) with z ∈ [zˆk, zˆk+1] rejects).
Let QiT (X,Y ) be the test statistic computed from data from η(zˆi) to ξ(zˆi+1). Since under the
null hypothesis P(QiT (X,Y ) > a
i
T )→ 0, it holds
P(ˆ`> `) ≤ (`+ 1) max
0≤k≤`
P(QiT (X,Y ) > a
i
T )→ 0.
Consequently, P(ˆ`≤ `)→ 1 for T →∞.
Combining the argumentation for the event {ˆ`< `} with Theorem 1 yields the proposed con-
sistency results and the proof is completed. 
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Proof of Theorem 3
As in the proof of Theorem 1, we derive the limit of zˆ∗. We make use of the fact that the
quantitiy argmaxl1≤z≤l2AT (z) can be equivalently written as argmaxl1≤z≤l2
√
(l2 − l1)TAT (z).
This is important because we want to apply an argmax continuous mapping theorem later on
which requires that the paths of the limit process almost surely have unique maxima.
In the first step, we adapt the proof of Theorem 2 in Wied et al. (2012) for the case that we
consider the interval [l1, l2] instead of the interval [0, 1]. The basic difference is that we do not
consider the convergence of the process
1√
T
[zT ]∑
t=1
(Ut − E(Ut))
with Ut from Assumption 7 to a scaled Brownian motion W (z) for 0 ≤ z ≤ 1, but the conver-
gence of the process
1√
(l2 − l1)T
[zT ]∑
t=[l1T ]
(Ut − E(Ut))
to W (z)−W (l1) for l1 ≤ z ≤ l2, which follows by the same functional central limit theorem as
used in Wied et al. (2012). With this adaption, we transfer the proof of Theorem 2 in Wied
et al. (2012) and get convergence of the process AT (z)
√
ξ(l2)− η(l1) + 1 (with AT (z) from the
proof of Theorem 1) to the process
W (z)−W (l1)− z − l1
l2 − l1 (W (l2)−W (l1)) +DAA
∗(z) (6)
for l1 ≤ z ≤ l2. Here, DA := D
N
1
l2−l1 , where D
N
1 is the limit of Dˆ under the sequence of
local alternatives that is equal to the limit of Dˆ under the null hypothesis to which the local
alternatives converge.
The result of the theorem then follows with the argmax continuous mapping theorem from Kim
and Pollard (1990), Theorem 2.7. This theorem can be applied here because it follows with
Lemma 2.6 in Kim and Pollard (1990) that with probability 1, every path of the Gaussian
process 6 has a unique maximum. 
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Table 1: Type I errors with the VAR(1) model with a initial nominal significant level of α0 = 0.05.
ρ0 = −.5 ρ0 = 0 ρ0 = .5
Rel. freq. Rel. freq. Rel. freq.
φ T 0 ≥ 1 0 ≥ 1 0 ≥ 1
200 .949 .051 .952 .048 .925 .075
500 .949 .051 .947 .053 .954 .046
−.5 1000 .945 .055 .943 .057 .945 .055
2000 .953 .047 .955 .045 .946 .054
3000 .948 .052 .953 .047 .950 .050
200 .932 .068 .969 .031 .939 .061
500 .958 .042 .963 .037 .958 .042
0 1000 .955 .045 .958 .042 .970 .030
2000 .962 .038 .957 .043 .953 .047
3000 .954 .046 .956 .044 .962 .038
200 .786 .214 .798 .202 .791 .209
500 .830 .170 .841 .159 .832 .168
0.8 1000 .839 .161 .851 .149 .867 .133
2000 .886 .114 .857 .143 .859 .141
3000 .885 .115 .884 .116 .900 .100
Table 2: Relative frequency detection of 0, 1 and more than 1 change points with the VAR(1) model
with a single change point for z1 = .25 and with a initial nominal significant level of α0 = 0.05.
(ρ0 = .25, ρ1 = −.25) (ρ0 = .25, ρ1 = .15) (ρ0 = .25, ρ1 = .5)
Rel. freq. Rel. freq. Rel. freq.
φ T 0 1 ≥ 2 0 1 ≥ 2 0 1 ≥ 2
200 .594 .397 .009 .953 .044 .003 .783 .214 .003
500 .122 .850 .028 .919 .081 .000 .567 .431 .002
−.5 1000 .001 .941 .058 .881 .109 .010 .244 .745 .011
2000 .000 .948 .052 .781 .212 .007 .025 .947 .028
3000 .000 .924 .076 .718 .268 .014 .003 .938 .059
200 .409 .584 .007 .950 .050 .000 .707 .291 .002
500 .020 .957 .023 .924 .074 .002 .369 .623 .008
0 1000 .000 .969 .031 .851 .147 .002 .090 .894 .016
2000 .000 .939 .061 .681 .309 .010 .002 .977 .021
3000 .000 .944 .056 .539 .444 .017 .000 .958 .042
200 .593 .317 .090 .783 .171 .046 .657 .279 .064
500 .349 .577 .074 .842 .137 .021 .617 .341 .042
.8 1000 .113 .800 .087 .818 .156 .026 .434 .524 .042
2000 .009 .866 .125 .840 .142 .018 .243 .696 .061
3000 .001 .837 .162 .751 .221 .028 .137 .787 .076
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Table 3: Relative frequency detection of 0, 1 and more than 1 change points with the VAR(1) model
with a single change point for z1 = .5 and with a initial nominal significant level of α0 = 0.05.
(ρ0 = .25, ρ1 = −.25) (ρ0 = .25, ρ1 = .15) (ρ0 = .25, ρ1 = .5)
Rel. freq. Rel. freq. Rel. freq.
φ T 0 1 ≥ 2 0 1 ≥ 2 0 1 ≥ 2
200 .364 .617 .019 .931 .067 .002 .969 .295 .009
500 .018 .941 .041 .887 .108 .005 .379 .609 .012
−.5 1000 .000 .959 .041 .775 .214 .011 .107 .867 .026
2000 .000 .936 .064 .614 .360 .026 .005 .952 .043
3000 .000 .946 .054 .490 .488 .022 .000 .957 .043
200 .154 .823 .023 .952 .047 .001 .570 .426 .004
500 .001 .975 .024 .846 .149 .005 .201 .793 .006
0 1000 .000 .963 .037 .710 .279 .011 .019 .962 .019
2000 .000 .949 .051 .472 .509 .019 .000 .971 .029
3000 .000 .941 .059 .241 .728 .031 .000 .965 .035
200 .492 .371 .137 .795 .155 .050 .648 .268 .084
500 .227 .640 .133 .829 .135 .036 .525 .415 .060
.8 1000 .028 .863 .109 .795 .180 .025 .312 .621 .067
2000 .000 .861 .139 .736 .226 .038 .123 .810 .067
3000 .000 .867 .133 .689 .270 .041 .047 .866 .087
Table 4: Relative frequency detection of 0, 1 and more than 1 change points with the VAR(1) model
with a single change point for z1 = .75 and with a initial nominal significant level of α0 = 0.05.
(ρ0 = .25, ρ1 = −.25) (ρ0 = .25, ρ1 = .15) (ρ0 = .25, ρ1 = .5)
Rel. freq. Rel. freq. Rel. freq.
φ T 0 1 ≥ 2 0 1 ≥ 2 0 1 ≥ 2
200 .634 .355 .011 .954 .045 .001 .820 .177 .003
500 .177 .784 .039 .921 .076 .003 .663 .324 .013
−.5 1000 .005 .950 .045 .865 .130 .005 .318 .652 .030
2000 .000 .944 .056 .771 .219 .010 .054 .911 .035
3000 .000 .926 .074 .694 .291 .015 .006 .940 .054
200 .445 .540 .015 .946 .052 .002 .812 .187 .001
500 .034 .928 .038 .918 .080 .002 .491 .502 .007
0 1000 .000 .955 .045 .839 .159 .002 .138 .837 .025
2000 .000 .942 .058 .668 .317 .015 .006 .957 .037
3000 .000 .947 .053 .502 .476 .022 .000 .949 .051
200 .635 .262 .103 .806 .143 .051 .739 .192 .069
500 .448 .458 .094 .838 .143 .019 .674 .292 .034
.8 1000 .147 .734 .119 .822 .147 .031 .505 .450 .045
2000 .016 .848 .136 .783 .183 .034 .335 .601 .064
3000 .000 .834 .166 .771 .203 .026 .168 .738 .094
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ẑ 1
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Table 7: Median and MAD of the change point estimators for the results in Table 6.
φ = −.5 φ = 0 φ = .8
(z1, z2) = (.25, .75) (z1, z2) = (.25, .75) (z1, z2) = (.25, .75)
ρ0 ρ1 ρ2 T (ẑ1, ẑ2) (ẑ1, ẑ2) (ẑ1, ẑ2)
200
(
.292
.049
, .745
.017
) (
.290
.045
, .745
.020
) (
.307
.087
, .702
.082
)
500
(
.271
.023
, .744
.016
) (
.262
.014
, .748
.012
) (
.284
.044
, .744
.040
)
.25 −.25 .25 1000
(
.259
.012
, .748
.011
) (
.257
.009
, .749
.008
) (
.276
.027
, .742
.025
)
2000
(
.255
.006
, .749
.005
) (
.254
.005
, .749
.003
) (
.262
.017
, .747
.013
)
3000
(
.254
.005
, .749
.003
) (
.252
.002
, .749
.002
) (
.259
.012
, .747
.009
)
200
(
.305
.070
, .750
.025
) (
.272
.047
, .750
.032
) (
.370
.135
, .785
.075
)
500
(
.278
.048
, .750
.016
) (
.268
.034
, .750
.010
) (
.296
.067
, .749
.033
)
.25 .5 0 1000
(
.266
.027
, .750
.008
) (
.261
.020
, .750
.005
) (
.288
.057
, .751
.017
)
2000
(
.259
.018
, .750
.004
) (
.256
.013
, .750
.002
) (
.274
.042
, .751
.009
)
3000
(
.256
.012
, .750
.002
) (
.253
.007
, .749
.002
) (
.266
.029
, .750
.007
)
200
(
.275
.025
, .700
.070
) (
.270
.125
, .677
.125
) (
.332
.170
, .650
.172
)
500
(
.296
.052
, .700
.068
) (
.302
.044
, .734
.034
) (
.311
.094
, .702
.110
)
.25 0 .25 1000
(
.285
.034
, .735
.027
) (
.270
.024
, .741
.023
) (
.308
.062
, .717
.064
)
2000
(
.265
.021
, .740
.019
) (
.259
.013
, .743
.013
) (
.277
.031
, .726
.036
)
3000
(
.260
.016
, .742
.014
) (
.255
.009
, .746
.009
) (
.277
.031
, .734
.031
)
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.0
00
.9
41
.0
54
.0
05
.0
00
.8
09
.1
41
.0
41
.0
09
5
0
0
.8
88
.0
77
.0
35
.0
00
.8
57
.0
95
.0
43
.0
05
.8
37
.1
20
.0
37
.0
06
.2
5
0
.2
5
1
0
00
.7
28
.1
23
.1
46
.0
03
.6
11
.1
54
.2
30
.0
05
.7
24
.1
63
.0
97
.0
16
2
0
00
.4
20
.1
17
.4
54
.0
09
.1
91
.0
97
.6
98
.0
14
.6
04
.1
55
.2
15
.0
26
3
0
00
.1
62
.0
63
.7
42
.0
33
.0
32
.0
20
.9
18
.0
30
.4
77
.1
24
.3
59
.0
40
31
Table 9: Median and MAD of the change point estimators for the results in Table 8.
φ = −.5 φ = 0 φ = .8
(z1, z2) = (.25, .75) (z1, z2) = (.25, .75) (z1, z2) = (.25, .75)
ρ0 ρ1 ρ2 T (ẑ1, ẑ2) (ẑ1, ẑ2) (ẑ1, ẑ2)
200
(
.300
.030
, .735
.032
) (
.270
.030
, .750
.025
) (
.315
.080
, .745
.075
)
500
(
.274
.026
, .746
.014
) (
.264
.018
, .748
.010
) (
.325
.059
, .750
.032
)
.25 −.25 .25 1000
(
.265
.016
, .748
.009
) (
.261
.012
, .749
.006
) (
.280
.032
, .749
.021
)
2000
(
.257
.008
, .748
.005
) (
.255
.006
, .749
.003
) (
.272
.024
, .749
.010
)
3000
(
.255
.006
, .749
.003
) (
.253
.004
, .749
.002
) (
.265
.016
, .748
.007
)
200
(
.255
.030
, .752
.022
) (
.262
.037
, .750
.020
) (
.315
.090
, .765
.090
)
500
(
.254
.020
, .748
.022
) (
.252
.016
, .750
.018
) (
.281
.065
, .750
.031
)
.25 .5 0 1000
(
.251
.015
, .749
.011
) (
.250
.008
, .750
.009
) (
.280
.047
, .751
.018
)
2000
(
.250
.006
, .750
.006
) (
.250
.004
, .750
.004
) (
.266
.032
, .750
.012
)
3000
(
.250
.004
, .750
.004
) (
.250
.002
, .750
.003
) (
.260
.022
, .750
.008
)
200
(
.410
.050
, .735
.035
) (
.300
.040
, .745
.025
) (
.370
.155
, .755
.125
)
500
(
.316
.040
, .738
.028
) (
.326
.044
, .740
.020
) (
.408
.120
, .746
.050
)
.25 0 .25 1000
(
.316
.051
, .741
.017
) (
.321
.046
, .746
.010
) (
.334
.064
, .715
.059
)
2000
(
.312
.046
, .745
.009
) (
.325
.049
, .747
.005
) (
.306
.052
, .728
.033
)
3000
(
.304
.044
, .745
.006
) (
.318
.040
, .748
.003
) (
.289
.043
, .742
.021
)
Table 10: Type I errors with the DCC model with a initial nominal significant level of α0 = 0.05.
ρ0 = 0 ρ0 = .5 ρ0 = .8
Rel. freq. Rel. freq. Rel. freq.
T 0 ≥ 1 0 ≥ 1 0 ≥ 1
500 .941 .059 .940 .060 .939 .061
1000 .952 .048 .950 .050 .948 .052
2000 .962 .038 .934 .066 .927 .073
3000 .951 .049 .942 .058 .936 .064
4000 .951 .049 .941 .059 .940 .060
32
Table 11: Relative frequency detection of 0, 1 and more than 1 change points with the DCC model with
a single change point and with a initial nominal significant level of α0 = 0.05.
(ρ0 = .5, ρ1 = .6) (ρ0 = .5, ρ1 = .7) (ρ0 = .5, ρ1 = .8)
Rel. freq. Rel. freq. Rel. freq.
z1 T 0 1 ≥ 2 0 1 ≥ 2 0 1 ≥ 2
500 .822 .176 .002 .377 .616 .007 .046 .917 .037
1000 .706 .285 .009 .112 .862 .026 .005 .939 .056
.25 2000 .493 .500 .007 .009 .951 .040 .000 .925 .075
3000 .298 .683 .019 .000 .953 .047 .000 .939 .061
4000 .210 .765 .025 .000 .953 .047 .000 .941 .059
500 .737 .260 .003 .319 .667 .014 .047 .921 .032
1000 .596 .398 .006 .068 .910 .022 .001 .947 .052
.5 2000 .299 .685 .016 .003 .961 .036 .000 .951 .049
3000 .155 .825 .020 .000 .965 .035 .000 .927 .073
4000 .072 .889 .039 .000 .943 .057 .000 .940 .060
500 .838 .161 .001 .597 .394 .009 .268 .706 .026
1000 .790 .203 .007 .279 .700 .021 .031 .933 .036
.75 2000 .592 .399 .009 .050 .923 .027 .000 .929 .071
3000 .423 .563 .014 .002 .957 .041 .000 .941 .059
4000 .275 .711 .014 .000 .956 .044 .000 .935 .065
33
Table 12: Median and MAD of the change point estimators for the results in Table 11.
(ρ0, ρ1) (ρ0, ρ1) (ρ0, ρ1)
(.5, .6) (.5, .7) (.5, .8)
z1 T ẑ1 ẑ1 ẑ1
500 .383
(.121)
.300
(.058)
.284
(.036)
1000 .319
(.074)
.279
(.035)
.272
(.022)
0.25 2000 .301
(.059)
.268
(.021)
.265
(.014)
3000 .291
(.045)
.264
(.017)
.259
(.009)
4000 .285
(.038)
.262
(.013)
.257
(.008)
500 .491
(.090)
.508
(.040)
.510
(.024)
1000 .505
(.059)
.506
(.024)
.506
(.013)
0.5 2000 .502
(.043)
.502
(.013)
.503
(.006)
3000 .500
(.030)
.501
(.010)
.502
(.004)
4000 .499
(.026)
.502
(.006)
.501
(.003)
500 .620
(.128)
.698
(.068)
.720
(.042)
1000 .626
(.114)
.715
(.045)
.738
(.020)
0.75 2000 .678
(.073)
.736
(.021)
.745
(.009)
3000 .707
(.046)
.739
(.014)
.747
(.005)
4000 .718
(.037)
.742
(.011)
.748
(.004)
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Table 13: Relative frequency detection of 0, 1, 2 and more than 2 change points with the DCC model
with two change points and with a initial nominal significant level of α0 = 0.05.
(z1, z2) = (.25, .75)
Rel. freq.
ρ0 ρ1 ρ2 T 0 1 2 ≥ 3
500 .716 .170 .108 .006
1000 .405 .115 .461 .019
.5 .7 .5 2000 .073 .019 .864 .044
3000 .010 .000 .949 .041
4000 .000 .000 .954 .046
500 .597 .363 .040 .000
1000 .358 .470 .169 .003
.5 .7 .6 2000 .081 .352 .543 .024
3000 .013 .161 .788 .038
4000 .001 .063 .892 .044
500 .575 .423 .002 .000
1000 .342 .642 .016 .000
.5 .6 .7 2000 .080 .842 .076 .002
3000 .030 .738 .225 .007
4000 .004 .575 .400 .021
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Table 14: Median and MAD of the change point estimators for the results in Table 13.
(z1, z2) = (.25, .75)
ρ0 ρ1 ρ2 T (ẑ1, ẑ2)
500
(
.278
.051
, .750
.028
)
1000
(
.269
.029
, .751
.016
)
.5 .7 .5 2000
(
.260
.015
, .750
.010
)
3000
(
.258
.011
, .750
.006
)
4000
(
.255
.007
, .750
.005
)
500
(
.330
.056
, .747
.032
)
1000
(
.274
.033
, .737
.045
)
.5 .7 .6 2000
(
.264
.017
, .743
.026
)
3000
(
.257
.012
, .743
.019
)
4000
(
.257
.009
, .743
.017
)
500
(
.073
.019
, .638
.240
)
1000
(
.243
.042
, .762
.029
)
.5 .6 .7 2000
(
.256
.040
, .764
.027
)
3000
(
.257
.026
, .751
.023
)
4000
(
.257
.023
, .750
.020
)
Table 15: Iterations taken by the procedure in the real data example, (*) means statistically significant
change point. The initial nominal significant level is α0 = 0.05
Step 1
Interval QT (X,Y ) Change point Time point Date
[1, 3524] 1.5700 (*) 988 0.2804 November 29, 2000
Step 2
Interval QT (X,Y ) Change point Time point Date
[1, 988] 2.1009 (*) 664 0.1884 August 19, 1999
[989, 3524] 1.4745 2966 0.8417 October 14, 2008
[1, 664] 1.0482 157 0.0446 August 14, 1997
[665, 988] 1.3471 825 0.2341 April 7, 2000
[989, 3524] 1.4745 2966 0.8417 October 14, 2008
Step 3
Interval QT (X,Y ) Change point Time point Date
[1, 988] 2.1009 (*) 664 0.1884 August 19, 1999
[665, 3524] 1.6193 (*) 2734 0.7758 November 12, 2007
36
Figure 1: Function A∗(z) in example (3) for z ∈ [0, 1]
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Figure 2: Function A∗(z) in example (4) for z ∈ [0, 1]
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Figure 3: S&P 500 and IBM log-returns
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Figure 4: First step of the procedure
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Figure 5: Second step of the procedure (first iteration)
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Figure 6: Second step of the procedure (second iteration)
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Figure 7: Third step of the algorithm
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Figure 8: Scatterplots of the two log-returns at three different subperiods
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Estimated correlation 0.6285
S&P 500 1st period
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Estimated correlation 0.5785
S&P 500 2nd period
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Estimated correlation 0.7824
S&P 500 3rd period
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