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A TOPOLOGICAL INTERPRETATION OF VIRO’S
gl(1|1)-ALEXANDER POLYNOMIAL OF A GRAPH
YUANYUAN BAO
Abstract. For an oriented trivalent graph G without source or sink embedded in
S3, we prove that the gl(1|1)-Alexander polynomial ∆(G, c) defined by Viro satisfies
a series of relations, which we call MOY-type relations in [3]. As a corollary we show
that the Alexander polynomial ∆(G,c)(t) studied in [3] coincides with ∆(G, c) for a
positive coloring c of G, where ∆(G,c)(t) is constructed from a certain regular covering
space of the complement of G in S3 and it is the Euler characteristic of the Heegaard
Floer homology of G that we studied before. When G is a plane graph, we provide a
topological interpretation to the vertex state sum of ∆(G, c) by considering a special
Heegaard diagram of G and the Fox calculus on the Heegaard surface.
1. Introduction
The Alexander polynomial of a knot was first studied by J. W. Alexander in 1920s. It
is a well-known fact that it can be interpreted in several different ways. For example, it
can be defined via the universal abelian covering space of the knot complement. There
is a definition for it from the Burau representation of the braid group. By applying
the representation theory of quantum groups (see J. Murakami [11, 10], Kauffman and
Saleur [7], Rozansky and Saleur [14], and Reshetikhin [13]), people found that it is also
a gl(1|1)- and sl(2)-quantum invariant. In recent years this invariant has come to draw
a lot of attention for the reason that it is the Euler characteristic of the knot Floer
homology introduced by Ozsva´th-Szabo´ and Rasmussen independently.
The colored Alexander polynomial of a link in S3 was defined in [1], where the authors
considered the Uq(sl(2))-representation at 2n-th root of unity. The classical Alexander
polynomial corresponds to the n = 2 case. Unlike the n = 2 case, few results are known
about the topological meaning of the colored Alexander polynomial for higher n’s.
The extension of the Alexander polynomial to a trivalent graph as a quantum invariant
is a natural thing to do, and has been studied many times in the literature. For instance,
in [16] Viro generalized the multi-variable Alexander polynomial (Conway function) to
trivalent graphs equipped with admissible colorings and found a face state sum model for
his generalization. His definition is based on the irreducible representations of quantum
(super)groups Uq(gl(1|1)) and Uq(sl(2)). In [4] Costantino and Murakami defined the
colored Alexander polynomial of a trivalent graph and constructed a face state sum
model for this invariant by using the corresponding 6j-symbols. Viro’s Uq(sl(2))-model
corresponds to the n = 2 case of Costantino and Murakami’s theory.
In this paper, we provide a topological interpretation of Viro’s gl(1|1)-Alexander poly-
nomial of a graph. For an oriented trivalent graph G without source or sink embedded in
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S3 and a positive coloring defined on it, we constructed a polynomial ∆(G,c)(t) in [3] and
studied a series of relations that it satisfies. The polynomial was defined by considering
a certain Alexander module associated with a regular covering space of the complement
of the graph in S3. It was originally studied in [2], where we studied the Heegaard Floer
homology for a balanced bipartite graph with a proper orientation and showed that a
multi-variable version of ∆(G,c)(t) is the Euler characteristic of the homology. In this
paper, we show that Viro’s gl(1|1)-Alexander polynomial ∆(G, c) of a graph coincides
with ∆(G,c)(t). Precisely, in Section 3 we prove the following theorem.
Theorem 3.2. For an oriented trivalent graph G without source or sink, let c be a
coloring whose multiplicities are positive and weights are one. We have
∆(G,c)(q
−4) =
∏
v: even type{2c(v)}q
(q2 − q−2)|V |−1
∆(G, c),
where |V | is the number of vertices in G.
We use two approaches to analyze the coincidence. The first approach is based on
MOY-type relations. In [3] we showed that ∆(G,c)(t) satisfies a series of relations, which
we call MOY-type relations since they are analogous to MOY’s relations in [9], and
proved that these MOY-type relations characterize ∆(G,c)(t). In Theorem 2.5 we prove
that ∆(G, c) satisfies an adapted version of the MOY-type relations. By comparing these
relations with those for ∆(G,c)(t), in Section 3 we prove Theorem 3.2.
It would be interesting to compare the relations in Theorem 2.5 with those in [6],
which is based on quantum skew Howe duality. Apparently they are quite different from
each other, since in [6] the color of each edge stands for the degree of the exterior power
of the defining representation of Uq(gl(1|1)). It is natural to expect a precise connection
between them, which is unknown to the author.
The other approach is based on a special Heegaard diagram of G when G is a plane
graph. In this case we show that the morphism around a trivalent vertex, which de-
termines ∆(G, c), can be obtained from the Fox calculus on the Heegaard diagram.
The morphism was originally obtained by scaling the Clebsch-Gordan morphisms for
irreducible Uq(gl(1|1))-modules of dimension (1|1).
Acknowledgements. We would like to thank Hitoshi Murakami and Zhongtao Wu for
helpful discussions and comments. We thank the anonymous referee for careful reading
and many helpful suggestions.
2. The MOY-type relations for Viro’s gl(1|1)-Alexander polynomial
2.1. Viro’s gl(1|1)-Alexander polynomial. Viro [16] defined a functor from the cate-
gory of colored framed trivalent graph to the category of finite dimensional modules over
the q-deformed universal enveloping algebra Uq(gl(1|1)). Using this functor, in Section
6 of [16], he constructed the gl(1|1)-Alexander polynomial of a trivalent graph. Instead
of recalling a full definition of the functor, we recall the definition and calculation of the
polynomial.
Remark 2.1. Sartori’s note [15] is another commonly used reference about the structure
and the finite-dimensional representations of Uq(gl(1|1)). Note that there exist minor
differences of conventions between [16] and [15]. If we identify E,G, Y,X in [16] with
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Figure 1. A framed graph and its graph diagram.
H1 + H2, H2, E, F in [15] respectively, we see that the choices of coalgebras and the
universal R-matrices are slightly different. In this paper, we follow Viro’s conventions.
For us, a graph will be an oriented trivalent graph without source or sink, embedded
in S3, possibly with loops and multi-edges. Let G be a graph, and let E be the set of
edges and V be the set of vertices of G. Consider a map which we call a coloring
c : E → Z\{0} ⊕ Z
e 7→ (j, J).
The first number j is called the multiplicity and the second number J is called the weight.
Around a vertex, suppose the three edges adjacent to it are colored by (j1, J1), (j2, J2)
and (j3, J3). Let ǫi = −1 if the i-th edge points toward the vertex and ǫi = 1 otherwise.
The coloring c needs to satisfy the following admissibility conditions.
Admissibility conditions
3∑
i=1
ǫiji = 0,
3∑
i=1
ǫiJi = −
3∏
i=1
ǫi.
The pair (j, J) corresponds to two irreducible Uq(gl(1|1))-modules of dimension (1|1),
which are denoted by (j, J)+ and (j, J)−. These two modules are dual to each other. The
module (j, J)+ (resp. (j, J)−) is generated by two elements e0 (boson) and e1 (fermion).
For details of their definitions please see Appendix 1 of [16].
A framing of G is an oriented compact surface F embedded in S3 in which G is sitting
as a deformation retract. More precisely, in F each vertex of G is replaced by a disk
where the vertex is the center, and each edge of G is replaced by a strip [0, 1]×[0, 1] where
[0, 1]× {0, 1} is attached to the boundaries of its adjacent vertex disks and {1
2
} × [0, 1]
is the given edge of G. See Fig. 1 for an example.
A framed graph is a graph with a framing. By an isotopy of a framed graph we mean
an isotopy of the graph in S3 which extends to an isotopy of the framing. A graph
diagram of G in R2 can be equipped with a framing such that the tubular neighborhood
of the graph diagram in R2 is an immersion of the framing. It is called the blackboard
framing.
The difference between a generic framing and the blackboard framing can be repre-
sented on the diagram by introducing the half-twist symbols and , which mean
a positive half twist and a negative half twist respectively at the fragment. Therefore
we can use a graph diagram with and to represent a framed graph, as shown in
Fig. 1.
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Figure 2. Critical points, crossings, half-twist symbols and vertices. Any
orientations, without creating sources or sinks, are allowed.
Now we review the definition of ∆(G, c) for a framed graph G with a coloring c.
Choose a graph diagram of G in R2. The diagram divides R2 into several regions, one
of which is unbounded. Choose an edge of G on the boundary of the unbounded region
and cut the edge at a generic point. Suppose the color of the edge is (j, J). Deform
the graph diagram under isotopies of R2 to make it in a Morse position under a given
orthogonal coordinate system of R2 so that the two endpoints created by cutting have
heights zero and one and the critical points, the crossings, the half-twist symbols and
the vertices of the diagram have different heights between zero and one. Namely after
deformation the diagram can be divided into several pieces by horizontal lines so that
each piece is a disjoint union of trivial vertical segments with one of the eight elements
in Fig. 2. Each piece connects a sequence of endpoints on its bottom to a sequence of
endpoints on its top.
Under Viro’s functor, each piece, read from bottom to top, is mapped to a morphism
between tensor products of irreducible Uq(gl(1|1))-modules of dimension (1|1). Suppose
the sequence of endpoints for a given piece on the bottom (resp. top) is (p1, · · · , pk) for
k ≥ 1 (resp. (q1, · · · , ql) for l ≥ 1) where the subindices respect the x-coordinates of
the endpoints. Then (p1, · · · , pk) (resp. (q1, · · · , ql)) corresponds to the tensor product
(j1, J1)ǫ1⊗· · ·⊗ (jk, Jk)ǫk (resp. (i1, I1)ǫ1⊗· · ·⊗ (il, Il)ǫl), where (jr, Jr) (resp. (is, Is)) is
the color of the edge containing pr (resp. qs) and ǫr = + (resp. ǫs = +) when the edge
points upward and ǫr = − (resp. ǫs = −) otherwise for 1 ≤ r ≤ k (resp. 1 ≤ s ≤ l).
Then the morphism is from (j1, J1)ǫ1 ⊗ · · · ⊗ (jk, Jk)ǫk to (i1, I1)ǫ1 ⊗ · · · ⊗ (il, Il)ǫl.
The morphism is defined in the language of Boltzmann weights. Simply speaking,
each module (jr, Jr)ǫr (resp. (is, Is)ǫs) has two generators e0 (boson) and e1 (fermion),
and therefore (j1, J1)ǫ1 ⊗ · · · ⊗ (jk, Jk)ǫk (resp. (i1, I1)ǫ1 ⊗ · · · ⊗ (il, Il)ǫl) is generated by
{⊗kr=1eδr}δr=0,1 (resp. {⊗
l
s=1eδs}δs=0,1). The morphism is represented by a matrix under
the above choice of generators, and the Boltzmann weights are the entries of the matrix.
The composition of two pieces (attaching them by identifying the top of the first piece
with the bottom of the second piece) corresponds to the composition of their morphisms
for Uq(gl(1|1))-modules. As a consequence, the graph diagram in Morse position with
two endpoints of heights zero and one is mapped to a morphism from (j, J)+ to (j, J)+
(or (j, J)− to (j, J)− depending the orientation of G at the endpoints), which acts as
the multiplication of a rational function of q ([16, 5.1.A]). Recall that (j, J) is the color
of the edge which was cut. Then dividing the rational function by q2j − q−2j we get
∆(G, c). To calculate ∆(G, c), we can take the following steps provided by Viro in [16,
Section 6.4].
Proposition 2.2 (vertex state sum representation in [16]). ∆(G, c) can be calculated as
follows.
(i) Choose an orthogonal coordinate system for R2 and consider a graph diagram of
G in a Morse position in R2. Choose a generic point δ on the leftmost edge of
G, which we call initial point. Suppose the color of the edge is (j, J).
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(j, J)
+1
(j, J)
−q2j
(j, J)
q−2j
(j, J)
1
(j, J)
+1
(j, J)
−q−2j
(j, J)
q2j
(j, J)
1
(j, J)
q−jJ
(j, J)
q−jJ
(j, J)
qjJ
(j, J)
qjJ
(j, J)(i, I) q−iJ−jIqi+j q−iJ−jIqj−i q−iJ−jIqi−j −q−iJ−jIq−i−j
(j, J)(i, I) qiJ+jIq−i−j qiJ+jIqi−j qiJ+jIqj−i −qiJ+jIqi+j
(j, J)(i, I) 0
q4i − 1
qiJ+jI+i+j
0 0
(j, J)(i, I)
1− q4j
q−iJ−jI+i+j
0 0 0
Table 1. Boltzmann weights for critical points, half-twist symbols and
two types of crossings from Viro’s Table 1.
(ii) Assign the generator e0 to the edge with initial point, and assign e0 or e1 to each
of the other edges. Such an assignment is called a state. In a state, if an edge
is assigned with e0 (resp. e1), we represent it by a dotted (resp. solid) line, as
in Fig. 3.
(iii) For each state, take the product of the Boltzmann weights at the critical points of
the diagram, the crossings, the half-twist symbols, and the vertices of the graph.
The Boltzmann weights for all possible assignments are defined in Tables 1 and
2 of [16]. See Tables 1 and 2 for part of the data which we will use later.
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(j, J)+ (j, J)− e0 (boson) e1 (fermion)
Figure 3. Under the coloring c, each edge corresponds to an irreducible
Uq(gl(1|1))-module. In a state, if an edge is assigned with e0 (resp. e1),
we represent it by a dotted (resp. solid) line.
(iv) Take the sum of the products over all the states. Multiplying the sum by q
(−1)θ2j
q2j−q−2j
we get ∆(G, c), where θ = 0 (resp. 1) if the edge segment around δ points
downward (resp. upward).
Remark 2.3. Viro defined a multi-variable version of the Alexander polynomial in [16,
Section 6], where each edge is colored by an irreducible module over a subalgebra U1 of
Uq(gl(1|1)). Here we consider a single variable version. The Boltzmann weights for the
single variable version are given in Tables 1 and 2 of [16].
2.2. MOY-type relations for ∆(G, c). In this section, we discuss a series of relations
that ∆(G, c) satisfies, which are adapted versions of the MOY-type relations in [3].
These relations were inspired by Murakami-Ohtsuki-Yamada’s work in [9], where they
provided a graphical definition for the Uq(sln)-polynomial invariants of a link for any
integer n ≥ 2.
Before stating the relations, we make the following agreements.
• If several diagrams are involved in one relation, they are identical outside the
local diagrams drawn in the relation.
• If the orientations of some edges are omitted in a relation, they may be recovered
in any consistent way that does not create source or sink.
• If the multiplicities or weights are omitted in a relation on some edges, they may
be recovered in any consistent way that respects the admissibility conditions.
• In the definition of the coloring c, the multiplicity of an edge is not allowed to
be zero. In the following relations, if zero appears as the multiplicity of an edge
which is entirely included in a local diagram, we formally define the Alexander
polynomial as below, where {k}q = q
k − q−k for k ∈ Z.

i
i
j
j
0
 := {2j}q ·

i j
 ,

i
i
j
j
0
 := {2i}q ·

i j
 .(0)
In the proof of the following theorem, it is convenient to know the following identities,
which can be verified by direct calculations.
Lemma 2.4. For a, b, c ∈ Z, we have
{a+ b}q = q
−a{b}q + q
b{a}q,(1)
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i j
k
q2k − q−2k 0 (q2i − q−2i)q−2j q2j − q−2j
i j
k
1 −q2i 1 0
i j
k
q2j − q−2j −(q2i − q−2i)q2j 0 q2k − q−2k
i j
k
q−2i 1 0 1
i j
k
(q2i − q−2i)q−2j q2j − q−2j q2k − q−2k 0
i j
k
1 0 1 q−2i
i j
k
1 0 1 q2i
i j
k
(q2i − q−2i)q2j q2j − q−2j q2k − q−2k 0
i j
k
q2i 1 0 1
i j
k
q2j − q−2j −(q2i − q−2i)q−2j 0 q2k − q−2k
i j
k
1 −q−2i 1 0
i j
k
q2k − q−2k 0 (q2i − q−2i)q2j q2j − q−2j
Table 2. The Boltzmann weights at a vertex from Viro’s Table 2.
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{a+ b}q{a− b}q = {a}
2
q − {b}
2
q,(2)
{a}q{b+ c}q = {a− c}q{b}q + {a+ b}q{c}q.(3)
Theorem 2.5. Viro’s gl(1|1)-Alexander polynomial ∆(G, c) satisfies the following rela-
tions, where (D) represents ∆(D, c).
(i)
(
i
)
=
1
{2i}q
.
(ii) (D) = 0 if D is a disconnected diagram.
(iii)

(i, I)
 = q−iI ·

(i, I)
 ,

(i, I)
 = qiI ·

(i, I)
 .
(iv)

i
i
 = {2i}q ·
 i
 .
(v)

j i
i
j i
j
i+ j
i+ j

= {2i+ 2j}q ·

j i
i− j
j i

+ {2j}2q ·

j i

.
(vi)
 i+ j + k
k
i+ j
i j

=
{2i+ 2j}q
{2j + 2k}q
·
 i+ j + k
k
j + k
i j

,
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i+ j + k
k
i+ j
i j

=

i+ j + k
k
j + k
i j

.
(vii)

i j
i+ k
i+ k − l
k
j − k
l
j + l − k

=
{2j}q{2l}q
{2j + 2l − 2k}q
·

i j
i+ k − l j + l − k
i+ j

+
{2i+ 2k − 2l}q{2j − 2k}q
{2j + 2l − 2k}q
·

i+ k − l
i
j + l − k
j
k − l

.
(viii)

(i, I)(j, J)
 = q
i−j−iJ−jI
{2i}q
·

(i, I) (j, J)
(j, J) (i, I)
i+ j

+
−q−i−j−iJ−jI
{2i}q
·

(j, J)
(i, I)
(i, I)
(j, J)
j − i

=
qj−i−iJ−jI
{2j}q
·

(i, I) (j, J)
(j, J) (i, I)
i+ j

+
−q−i−j−iJ−jI
{2j}q
·

(j, J)
(i, I)
(i, I)
(j, J)
i− j

,

(j, J) (i, I)
 = q
j−i+iJ+jI
{2i}q
·

(i, I) (j, J)
(j, J) (i, I)
i+ j

+
−qi+j+iJ+jI
{2i}q
·

(j, J)
(i, I)
(i, I)
(j, J)
j − i

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=
qi−j+iJ+jI
{2j}q
·

(i, I) (j, J)
(j, J) (i, I)
i+ j

+
−qi+j+iJ+jI
{2j}q
·

(j, J)
(i, I)
(i, I)
(j, J)
i− j

.
Proof. Relations (i), (ii), (iii) and (iv) were proved in [16, Sections 5; see also Section
9]. The other relations can be proved by a straightforward application of the Boltzmann
weights in Tables 1 and 2. We prove (v), (vii) and the first relation of (viii). It is enough
to show that the morphisms between Uq(gl(1|1))-modules defined by the local diagrams
satisfy the same relations. Proofs for the remaining relations are left to the reader.
(v) The left-hand diagram has the following local states on which the Boltzmann
weights do not vanish.
Therefore the morphism defined by the left-hand diagram is as below. For simplicity we
omit the subindex q from the expression {k}q.
e0 ⊗ e0 7→ q
−2ie0 ⊗ e0 ⊗ e0 + e1 ⊗ e1 ⊗ e0
7→ q−2i({2i+ 2j}q2i)e0 ⊗ e0 + {2j}e1 ⊗ e1
7→ q−2i({2i+ 2j}q2i)[e0 ⊗ e0 ⊗ e0 + (−q
2(i+j))e0 ⊗ e1 ⊗ e1] + {2j}e1 ⊗ e1 ⊗ e0
7→ {2i+ 2j}[{2i+ 2j}e0 ⊗ e0 − q
2(i+j){2j}e1 ⊗ e1]− {2j}{2i}q
−2(i+j)e0 ⊗ e0
= ({2i+ 2j}2 − {2i}{2j}q−2(i+j))e0 ⊗ e0 − {2i+ 2j}{2j}q
2(i+j)e1 ⊗ e1;
e0 ⊗ e1 7→ e1 ⊗ e1 ⊗ e1
7→ {2i}e1 ⊗ e0
7→ {2i}(−q2(i+j))e1 ⊗ e1 ⊗ e1
7→ {2i}(−q2(i+j))(−{2i}q−2(i+j))e0 ⊗ e1 = {2i}
2e0 ⊗ e1;
e1 ⊗ e0 7→ e0 ⊗ e1 ⊗ e0
7→ {2j}e0 ⊗ e1
7→ {2j}e0 ⊗ e1 ⊗ e0
7→ {2j}2e1 ⊗ e0;
e1 ⊗ e1 7→ e0 ⊗ e1 ⊗ e1
7→ {2i}e0 ⊗ e0
7→ {2i}[e0 ⊗ e0 ⊗ e0 + (−q
2(i+j))e0 ⊗ e1 ⊗ e1]
7→ {2i}[{2i+ 2j}e0 ⊗ e0 + (−q
2(i+j)){2j}e1 ⊗ e1]
= {2i}{2i+ 2j}e0 ⊗ e0 − {2i}{2j}q
2(i+j)e1 ⊗ e1.
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The matrix for the morphism under the basis {e0 ⊗ e0, e0 ⊗ e1, e1 ⊗ e0, e1 ⊗ e1} is
A =

{2i+ 2j}2 − {2i}{2j}q−2(i+j) 0 0 {2i}{2i+ 2j}
0 {2i}2 0 0
0 0 {2j}2 0
−{2i+ 2j}{2j}q2(i+j) 0 0 −{2i}{2j}q2(i+j)
 .
The two local diagrams on the right-hand side have the following local states on which
the Boltzmann weights do not vanish:
,
and
.
The matrices for the morphisms are
B =

{2i}q2j 0 0 {2i}
0 {2i− 2j} 0 0
0 0 0 0
−{2j}q2(i+j) 0 0 −{2j}q2i

and the identity matrix I respectively. We can check the equality A = {2i + 2j} · B +
{2j}2 · I by applying the identities in Lemma 2.4. Consider the (1, 1)-entry, we have
{2i+ 2j}2 − {2i}{2j}q−2(i+j)
(1)
= {2i+ 2j}2 − ({2i+ 2j} − q2i{2j})({2i+ 2j} − q2j{2i})
= {2i+ 2j}{2i}q2j + {2i+ 2j}{2j}q2i − {2i}{2j}q2i+2j
= {2i+ 2j}{2i}q2j + {2j}q2i({2i+ 2j} − {2i}q2j)
(1)
= {2i+ 2j}{2i}q2j + {2j}q2i{2j}q−2i = {2i+ 2j}{2i}q2j + {2j}2.
The equality on the (2, 2)-entry needs
{2i}2 = {2i+ 2j}{2i− 2j}+ {2j}2
which follows from (2) of Lemma 2.4. For the (4, 4)-entry we have
−{2i}{2j}q2(i+j)
(1)
= −{2j}q2i({2i+ 2j} − {2j}q−2i)
= −{2i+ 2j}{2j}q2i + {2j}2.
The equalities on the other entries can be verified by direct comparison.
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(vii) The left-hand local diagram has the following local states with non-vanishing
Boltzmann weights.
Therefore the morphism defined by the left-hand diagram is as below.
e0 ⊗ e0 7→ {2j}e0 ⊗ e0 ⊗ e0
7→ {2j}e0 ⊗ e0
7→ {2j}{2i+ 2k}e0 ⊗ e0 ⊗ e0
7→ {2j}{2i+ 2k}e0 ⊗ e0;
e0 ⊗ e1 7→ {2j − 2k}e0 ⊗ e0 ⊗ e1 + {2k}q
−2(j−k)e0 ⊗ e1 ⊗ e0
7→ {2j − 2k}e0 ⊗ e1 + {2k}q
−2(j−k)q2ie1 ⊗ e0
7→ {2j − 2k}{2i+ 2k}e0 ⊗ e0 ⊗ e1
+{2k}q−2(j−k)q2i[{2l}e0 ⊗ e1 ⊗ e0 + {2i+ 2k − 2l}q
−2le1 ⊗ e0 ⊗ e0]
7→ {2j − 2k}{2i+ 2k}q2le0 ⊗ e1
+{2k}q−2(j−k)+2i[{2l}e0 ⊗ e1 + {2i+ 2k − 2l}q
−2le1 ⊗ e0]
= ({2j − 2k}{2i+ 2k}q2l + {2k}{2l}q2(i−j+k))e0 ⊗ e1
+{2i+ 2k − 2l}{2k}q2(i−j+k−l)e1 ⊗ e0;
e1 ⊗ e0 7→ {2j}e1 ⊗ e0 ⊗ e0
7→ {2j}e1 ⊗ e0
7→ {2j}[{2i+ 2k − 2l}q−2le1 ⊗ e0 ⊗ e0 + {2l}e0 ⊗ e1 ⊗ e0]
7→ {2j}{2i+ 2k − 2l}q−2le1 ⊗ e0 + {2j}{2l}e0 ⊗ e1;
e1 ⊗ e1 7→ {2j − 2k}e1 ⊗ e0 ⊗ e1
7→ {2j − 2k}e1 ⊗ e1
7→ {2j − 2k}{2i+ 2k − 2l}q−2le1 ⊗ e0 ⊗ e1
7→ {2j − 2k}{2i+ 2k − 2l}q−2lq2le1 ⊗ e1 = {2j − 2k}{2i+ 2k − 2l}e1 ⊗ e1.
The matrix for the morphism is
A =

{2j}{2i+ 2k} 0 0 0
0 a22 {2j}{2l} 0
0 a32 {2j}{2i+ 2k − 2l}q
−2l 0
0 0 0 {2j − 2k}{2i+ 2k − 2l}
 ,
where a22 = {2j−2k}{2i+2k}q
2l+{2k}{2l}q2(i−j+k) and a32 = {2i+2k−2l}{2k}q
2(i−j+k−l).
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The two diagrams on the right-hand side have the following local states with non-
vanishing Boltzmann weights:
and
.
The matrices for the morphisms are
B =

{2i+ 2j} 0 0 0
0 {2j + 2l − 2k}q2i {2j + 2l − 2k} 0
0 {2i+ 2k − 2l}q−2(j+l−k−i) {2i+ 2k − 2l}q−2(j+l−k) 0
0 0 0 0

and
C =

{2j} 0 0 0
0 {2j + 2l − 2k} 0 0
0 {2k − 2l}q−2(j+l−k−i) {2j} 0
0 0 0 {2j + 2l − 2k}
 .
We claim that A =
{2j}{2l}
{2j + 2l − 2k}
·B+
{2i+ 2k − 2l}{2j − 2k}
{2j + 2l − 2k}
·C. For the (1, 1)-entry,
we have
{2j}{2i+ 2k} = {2j}
{2i+ 2k}{2j + 2l − 2k}
{2j + 2l − 2k}
(3)
= {2j}
{2i+ 2j}{2l}+ {2i+ 2k − 2l}{2j − 2k}
{2j + 2l − 2k}
.
In the second equality, we apply (3) by regarding a = 2j +2l− 2k, b = 2i+2k− 2l and
c = 2l. For the (2, 2)-entry, we have
{2j − 2k}{2i+ 2k}q2l
(1)
= {2j − 2k}({2i+ 2k − 2l}+ {2l}q2i+2k)
by regarding a = −2l and b = 2i+ 2k in (1), and
{2k}{2l}q2(i−j+k)
(1)
= {2l}q2i({2j} − {2j − 2k}q2k)
by regarding a = 2j − 2k and b = 2k in (1). Therefore
a22 = {2j}{2l}q
2i + {2i+ 2k − 2l}{2j − 2k}.
For the (3, 2)-entry, by comparing both sides, it is enough to verify that
{2k} =
{2j}{2l}+ {2k − 2l}{2j − 2k}
{2j + 2l − 2k}
,
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which follows from (3) of Lemma 2.4 by regarding a = 2k, b = 2j − 2k and c = 2l. For
the (3, 3)-entry, by comparing both sides, it is enough to verify that
q−2l =
{2l}q−2(j+l−k) + {2j − 2k}
{2j + 2l − 2k}
,
which follows from (1) of Lemma 2.4 by regarding a = 2j− 2k and b = 2l. The equality
on the other entries can be checked by direct comparison.
(viii) We prove the first equality of (viii). From Table 1, we can see that the matrix
for the diagram on the left-hand side is
A =

qi+j−iJ−jI 0 0 0
0
(q4i − 1)
qi+j+iJ+jI
qi−j−iJ−jI 0
0 qj−i−iJ−jI 0 0
0 0 0 −q−i−j−iJ−jI
 .
For the diagrams on the right-hand side, the morphisms for them have been calculated
in the proof of (vii). Let k − l = j − i. The matrices of the morphisms are respectively
B =

{2i+ 2j} 0 0 0
0 {2i}q2i {2i} 0
0 {2j} {2j}q−2i 0
0 0 0 0

and
C =

{2j} 0 0 0
0 {2i} 0 0
0 {2j − 2i} {2j} 0
0 0 0 {2i}
 .
We see that A =
qi−j−iJ−jI
{2i}
B +
−q−i−j−iJ−jI
{2i}
C. 
3. Relations between ∆(G,c)(t) and ∆(G, c)
For a graph G, consider a coloring c of it for which the weight on each edge is one. It
is easy to see that the admissibility condition for the weights is satisfied. In this case, we
simply suppress the weights and the coloring becomes a map c : E → Z\{0} which sends
each edge to its multiplicity. The admissibility conditions simply become one condition∑3
i=1 ǫiji = 0, which coincides with the definition of balanced coloring in [3]. We recall
its definition here.
Definition 3.1. For a graph G, let E be the set of its edges. A map c : E → Z is called
a balanced coloring if for each vertex v of G, we have∑
e: pointing into v
c(e) =
∑
e: pointing out of v
c(e).
If further each c(e) > 0, we call c a positive coloring.
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v
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Figure 4. The shadow region indicates ∂in(v) around a vertex.
For a positive coloring c, in [3] we defined a single-variable polynomial ∆(G,c)(t) and
studied its MOY-type relations.
We briefly review the definition of ∆(G,c)(t). For more details and properties of it,
please refer to [3]. Let X be the complement of G in S3, which is obtained by removing
from S3 the interior of a tubular neighborhood of G in S3. The balanced coloring c of
G naturally defines a homomorphism
φc : π1(X, x0) → Z〈t〉
oriented meridian of e 7→ tc(e),
where e ∈ E and Z〈t〉 = {tk | k ∈ Z} is the abelian group generated by t. Then ker(φc)
corresponds to a regular covering space of X , which we call p : X˜ → X . Consider the
Z[t−1, t]-module H1(X˜, p
−1(∂in(X))), where ∂in(X) :=
⋃
v∈V ∂in(v) ⊂ ∂(X) and ∂in(v)
is a subsurface around vertex v bounded by meridians of the edges pointing toward v
and the “meridian” around v, as shown in Fig. 4. The polynomial ∆(G,c)(t) is the 0-th
characteristic polynomial of a presentation matrix of the module (See [8, Section 7.2]
for the definition of characteristic polynomial). Modulo ±Z〈t〉, it becomes a topological
invariant of G.
A multi-variable version of ∆(G,c)(t) was first studied in [2], where we showed that
it is the Euler characteristic of the Heegaard Floer homology of G studied there. This
polynomial was further studied intensively in [3], where we provided a normalized state
sum formula for it, proved its topological invariance in combinatorial way and studied
its MOY-type relations.
To state the relation between ∆(G,c)(t) and ∆(G, c), we divide the vertices of G into
odd and even types.
odd type even type
Define the color of a vertex v, which we call c(v), to be the sum of the colors of the
edges pointing out of v, which by admissibility conditions equals the sum of colors of
the edges pointing into v. Now we are ready to prove the main result.
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Theorem 3.2. For a graph G, let c be a coloring whose multiplicities are positive and
weights are one. We have
∆(G,c)(q
−4) =
∏
v: even type{2c(v)}q
(q2 − q−2)|V |−1
∆(G, c),
where |V | is the number of vertices in G.
Proof. We proved in [3, Theorem 4.3] that the MOY-type relations (i)–(x) in [3, Theorem
4.1] determine ∆(G,c)(t). Putting t = q
−4, we just need to show that the right-hand side
of Theorem 3.2 satisfies the same relations, by applying Theorem 2.5. Precisely, we get
the following table by comparing the relations in [3, Theorem 4.1] (the first row of the
table) and those in Theorem 2.5 (the second row).
equivalent pairs of relations
∆(G,c)(q
−4) (i, ii, iii) (iv) (v, vi) (vii) (viii) (ix) (x)
∏
v: even type{2c(v)}q
(q2−q−2)|V |−1
∆(G, c) (i, ii, iii) (viii) (iv) (v) (vi) (vii) (0)

4. A concrete correspondence when G is a plane graph
In this section we show that when G is a plane graph and c is a positive coloring the
vertex state sum formula for ∆(G, c) has a topological interpretation, where a state is
identified with a tuple of intersection points of the α-curves and β-curves on a Heegaard
diagram associated with G and the Boltzmann weights come from the Fox calculus on
the Heegaard surface.
In Section 4.1 we give a simplified version of the vertex state sum for ∆(G, c) in Prop.
2.2. In Section 4.2 we construct a Heegaard diagram associated with G and show a
one-one correspondence between the states for ∆(G, c) and the intersection points of
α-curves and β-curves on the Heegaard diagram. In Section 4.3 we study a vertex state
sum formula for ∆(G,c)(t) and compare it with that for ∆(G, c).
4.1. Vertex state sum formula for ∆(G, c) when G is a plane graph. For a plane
graph G, when all the multiplicities of the coloring c are positive and the framing is the
blackboard framing, we can simplify the vertex state sum for ∆(G, c) in Prop. 2.2 as
follows.
Choose an initial point δ on an outermost edge of G. A state is a map s : E → {0, 1}
which sends the edge containing δ to zero and satisfies the condition that at each vertex,
the sum of s(e) for all the edges e pointing toward the vertex equals that for the edges
pointing out of the vertex. Let S be the set of states. By definition, around each vertex
we have the following six possibilities under a state, where the dotted edges are those
which are sent to zero and the solid edges are those which are sent to one.
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Figure 5. The way we obtain the link L(G,c) from G.
State
i j
i+ j
i j
i+ j
i j
i+ j i j
i+ j
i j
i+ j
i j
i+ j
Wt(v; s) {2i+ 2j}q {2j}q {2i}qq
−2j 1 q2i 1
Table 3. The weight of a state at a vertex for ∆(G, c).
The solid edges in a given state s of G constitute a collection of simple closed curves.
We call them solid curves for s. Define the sign of a state s to be
sign(s) = (−1)the number of solid curves for s.
From G we can obtain a collection of oriented simple closed curves L(G,c) by the local
transformation depicted in Figure 5, where we replace each edge of color j by j parallel
strands. We assume that each curve of L(G,c) is colored by 1.
Define Rot(G, c, δ) to be the sum of the rotation numbers of those simple closed curves
in L(G,c) which are disjoint with δ. Here the rotation number of a simple closed curve is
defined to be 1 (resp. −1) if it is clockwise (resp. counter-clockwise).
We define the weight of a state at a vertex v as in Table 3. Then we get the following
state sum formula for ∆(G, c).
Proposition 4.1. For a plane graph G with the blackboard framing and a positive col-
oring c, we have
(4) ∆(G, c) =
q2Rot(G,c,δ)
q2j − q−2j
∑
s∈S
sign(s)
∏
v∈V
Wt(v; s),
where j is the color of the edge containing δ.
Proof. We can assume that the edges around each vertex of G point upward after an
isotopy of R2 and that the edge containing δ is a leftmost edge of G. Namely G is in
the following position around a vertex.
or
The left-hand side of (4), as a topological invariant, does not change under the isotopy.
We show that for such a graph diagram the vertex state sum of ∆(G, c) that we stated
in Prop. 2.2 coincides with the right-hand side of (4).
Recall that a state in Prop. 2.2 is defined to be an assignment of e0 to the edge
containing δ and e0 or e1 to any of the other edges. Therefore S is a subset of the set
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of states in Prop. 2.2. From the Boltzmann weights in Table 2 we see that any state
which is not in S has no contribution to ∆(G, c). Therefore we only need to consider
the states in S.
Since G is a plane graph with blackboard framing, there is no crossings and half-twist
symbols on the diagram. We only need to consider the Boltzmann weights at vertices
and at critical points. For s ∈ S, the product of Boltzmann weights at the vertices is
exactly
∏
v∈V Wt(v; s). To finish the proof we need to show that the product of the
Boltzmann weights at the critical points is
sign(s)q2[Rot(G,c,δ)−(−1)
θj],
where θ is defined in Prop. 2.2.
Note that for an oriented simple closed curve U in R2 colored by a positive integer
j, if we assign ei to it, the product of the Boltzmann weights at its critical points is
(−1)iqRot(U)·2j for i = 0, 1, where Rot(U) is the rotation number of U . Only the sign
(−1)i depends on the state which is 1 for dotted curve (assignment of e0) and 1 for solid
curve (assignment of e1), while the q-power q
Rot(U)·2j only depends on the coloring.
For a state s ∈ S of G, the product of the Boltzmann weights at all critical points
consists of two factors: the sign, which is given by the number of solid curves of s and
thus is sign(s), and the q-power, which is q2[Rot(G,c,δ)−(−1)
θj] as we see below.
Recall that L(G,c) is a collection of simple closed curves colored by 1. Let L(G,c) be in
the Morse position inherited from that of G. Then the q-power factor of the product of
the Boltzmann weights at all the critical points of L(G,c) is∏
U∈L(G,c)
q2Rot(U) = q
∑
U∈L(G,c)
2Rot(U)
= q2Rot(G,c,δ)−(−1)
θ2j ,
where −(−1)θ2j is the sum of the rotation numbers of curves of L(G,c) that pass δ. Since
δ is on a leftmost edge of G, −(−1)θ2j is 2j when the edge points upward around δ, and
−2j otherwise. From the construction of L(G,c) and the Boltzmann weights defined for
critical points, we see that q2Rot(G,c,δ)−(−1)
θ2j is the q-power factor of the product of the
Boltzmann weights at all the critical points of G as well.
After multiplying by q
(−1)θ2j
q2j−q−2j
, as in the last step of Prop 2.2, we get the desired
equality. 
4.2. A Heegaard diagram for G. For an oriented plane graph G without source or
sink in R2, we introduce a Heegaard diagram, which is inspired by the Heegaard diagram
in [12, Section 5]. The construction is as follows. Let S2 = R2 ∪ {∞}.
(i) The Heegaard surface is S2 where G is embedded as a plane graph.
(ii) Choose an initial point δ on an edge of G. We regard this initial point as a new
vertex of G.
(iii) At each vertex, introduce a base point w, and on each edge of G introduce a
base point z. Let w and z be the set of w’s and z’s respectively.
(iv) Around each vertex v, introduce a curve αv which encloses the base point w at
v and the base point(s) z(’s) on the edge(s) pointing to v. Introduce a curve βv
which encloses the base point w at v and the base point(s) z(’s) on the edge(s)
pointing out of v.
(v) Remove the α-curve and β-curve around δ.
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z
w
-curve
β-curveδ
Figure 6. A Heegaard diagram for G with an initial point δ.
As a result, we get the following data H = (S2, {αv}v∈V , {βv}v∈V ,w, z), where V is the
set of vertices of G not including δ. See Fig. 6 for an example of the Heegaard diagram.
The data H constructed above is a Heegaard diagram for (G, δ). To be precise, from
(G, δ) we construct a new graph G˜ as below by inserting a thick edge at each vertex and
at δ and splitting the vertex into two vertices.
⇒ ⇒ δ ⇒
Then G˜ becomes a balanced bipartite graph with these thick edges. Then we can check
that H is a Heegaard diagram for G˜ (see [2, Definition 3.1]). For simplicity we suppress
the thick edges and say that H is a Heegaard diagram for (G, δ).
Consider the intersection points of α-curves and β-curves. Let
T := {{xv}v∈V |xv ∈ ασ(v) ∩ βv for a bijection σ of V }.
Let σx be the bijection corresponding to x ∈ T . Since each α-curve and β-curve is
a simple closed curve in R2, we call the disk bounded by an α-curve (resp. β-curve)
an α-disk (resp. β-disk). From the construction we see that α-disks (resp. β-disks)
are disjoint from each other, while the intersection of α-disks and β-disks are disjoint
union of disks, which we call bigons. Each bigon contains a base point (either z or w)
in its interior and contains on its boundary two intersection points of an α-curve and a
β-curve. Two elements x = {xv}v∈V and y = {yv}v∈V are said to be equivalent (x ∼ y)
if xv and yv belong to the same bigon for any v ∈ V . Let [x] be the equivalence class of
x. It is obvious that σx keeps invariant within the equivalence class of x.
Proposition 4.2. There is a bijection ψ : T /∼ → S.
Proof. The map ψ : T /∼ → S is constructed as follows. Let ze ∈ z be the base point
on an edge e. Then for x = {xv}v∈V , ψ([x]) sends e to 1 if there is xv ∈ x belonging to
the bigon containing ze. The other edges are sent to zero.
To prove that ψ([x]) is an element of S, it is enough to show that the following
situations can not occur under ψ([x]). Around an even vertex v, the following cases can
not appear under ψ([x]):
.
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The first and second cases can not appear since αv ∩ x has a unique element. The third
and fourth cases do not appear since βv ∩ x is not empty. The fifth case can not appear
since αv ∩ x is not empty.
Around an odd vertex v, the following cases can not appear under ψ([x]) for similar
reasons:
.
To show that ψ is a bijection, we need to construct its inverse map ϕ : S → T /∼.
Consider a state s ∈ S. If a vertex v belongs to a solid curve γ, let e be the solid edge
pointing from v to another vertex v′ on γ. Then let xv ∈ αv′ ∩ βv be on the bigon
containing ze. If a vertex v does not belong to any solid curve, let xv ∈ αv ∩ βv be
on the bigon containing the base point wv at v. We can check that each αv and βv is
occupied exactly once. Therefore x = {xv}v∈V ∈ T . Since [x] does not depend on which
intersection point we choose on a bigon, ϕ is a well-defined map. We see that both ψ ◦ϕ
and ϕ ◦ ψ are identity maps.

Lemma 4.3. Under the bijection ψ in Prop. 4.2 we have
sign(ψ([x])) = sign(σx)
∏
v∈V
(−1)δv,σx(v)+1,
for any x ∈ T , where δv,σx(v) is the Kronecker delta.
Proof. Each solid curve for ψ([x]) consisting of k edges corresponds to a k-cycle of σx.
Its contribution to sign(σx) is (−1)
k−1. On the other hand, each solid edge contributes
minus one to
∏
v∈V (−1)
δv,σx(v)+1. Therefore
sign(σx)
∏
v∈V
(−1)δv,σx(v)+1 =
∏
solid curve of length k, k∈N
(−1)k−1(−1)k
=
∏
solid curve of length k, k∈N
(−1)
= (−1)the number of solid curves for ψ([x]) = sign(ψ([x])).

4.3. A vertex state sum formula for ∆(G,c)(t). The purpose of this section is to
prove Proposition 4.8. Let G be a connected plane graph with a positive coloring c.
Let X be the complement of G in S3. Recall that in Section 3 we defined a map
φc : π1(X, x0) → Z〈t〉 which sends an oriented meridian of an edge e to t
c(e). Let
Zπ1(X, x0) and Z[t, t
−1] be the group rings of π1(X, x0) and Z〈t〉 respectively. For
convenience, we consider a large ring Z[t1/2, t−1/2] ⊃ Z[t, t−1]. Then φc naturally induces
a ring homomorphism, which we still call φc:
(5) φc : Zπ1(X, x0)→ Z[t
1/2, t−1/2].
Consider the Heegaard diagram H constructed in Section 4.2. Following [2, Section
5.3] or [5, Section 5], we can calculate a determinant det(φc(
∂βv
∂αu
))u,v∈V using Fox calculus.
For a general sutured manifold, [5] studied the Euler characteristic of the sutured Floer
A TOPOLOGICAL INTERPRETATION OF VIRO’S gl(1|1)-ALEXANDER POLYNOMIAL 21
homology. In [2, Section 5], we explained the theory for the concrete case of bipartite
graphs.
We leave the theoretical discussions to [5, Sections 4, 5] and explain below how to
calculate the determinant det(φc(
∂βv
∂αu
))u,v∈V .
(i) Note that each α-curve or β-curve bounds an α-disk or β-disk in R2. Choose
an orientation of R2 so that each α-disk or β-disk induces counter-clockwise
orientation on its boundary, which is the given α-curve or β-curve.
(ii) For an edge e, let ce be an oriented simple arc on R
2 connecting the base point
ze to the base point w at the vertex that e points to.
(iii) For each β-curve βv, consider its intersection with α-curves and ce’s. If an
intersection point between αu (resp. ce) and βv has positive sign, record it by
αu (resp. ce), and α
−1
u (resp. c
−1
e ) if the sign is negative. In this way, we write
βv as a word, which is a product of elements of αu, α
−1
u , ce and c
−1
e for u ∈ V
and e ∈ E.
(iv) Calculate the Fox calculus ∂βv
∂αu
for any u, v ∈ V , which becomes a finite sum of
words in αw, α
−1
w , ce and c
−1
e for w ∈ V and e ∈ E. See [8, Chapter 7] for the
definition and an application of Fox calculus.
(v) Let φc(αw) = φc(α
−1
w ) = 1, φc(ce) = t
c(e) and φc(c
−1
e ) = t
−c(e). Then φc(
∂βv
∂αu
)
becomes an element of Z[t1/2, t−1/2]. The determinant det(φc(
∂βv
∂αu
))u,v∈V is thus
an element of Z[t1/2, t−1/2] as well.
Note that det(φc(
∂βv
∂αu
))u,v∈V is only well-defined modulo ±Z〈t
1/2〉, where Z〈t1/2〉 =
{tk/2 | k ∈ Z}. For three Laurent polynomials f(t), g(t), h(t) 6= 0 in Z[t1/2, t−1/2], we
denote
f(t)
h(t)
·
=
g(t)
h(t)
if the two sides are equal modulo ±Z〈t1/2〉. We have the following lemma.
Lemma 4.4. Let G be a connected plane graph with a positive coloring c. We have
(t1/2 − t−1/2)|V |−1∆(G,c)(t)
·
=
1
tj/2 − t−j/2
det(φc(
∂βv
∂αu
))u,v∈V ,
where j is the color of the edge containing the initial point δ.
Proof. By the definition of ∆(G,c)(t) in [3, Definition 3.5], we have
∆(G,c)(t)
·
=
〈G|δ〉
(t1/2 − t−1/2)|V |−1(tj/2 − t−j/2)
,
where the state sum 〈G|δ〉 defined in [3, (1)] coincides with φc(∆G˜) defined in [2, (2)].
Therefore 〈G|δ〉 and det(φc(
∂βv
∂αu
))u,v∈V both calculate the Euler characteristic of the
Heegaard Floer homology of G˜. Namely we have 〈G|δ〉
·
= det(φc(
∂βv
∂αu
))u,v∈V , which
implies the statement of the lemma. 
Our next step is to calculate det(φc(
∂βv
∂αu
))u,v∈V . Around an even vertex v with the
following coloring we have βv = αuc3α
−1
u αvc
−1
1 c
−1
2 α
−1
v , where c1, c2 and c3 are ce’s for e
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i j
i+j
 

c
v
c1 2
c3
v
u
v
being the edge with color i, j and i+ j respectively. Therefore
φc(
∂βv
∂αu
)
·
= φc(1− αuc3α
−1
u ) = 1− φc(c3) = 1− t
i+j,
φc(
∂βv
∂αv
)
·
= φc(αuc3α
−1
u (1− αvc
−1
1 c
−1
2 α
−1
v ))
= φc(c3)(1− φc(c
−1
1 c
−1
2 )) = t
i+j(1− t−it−j) = ti+j − 1.
For any other α-curve αw disjoint with βv, the Fox calculus
∂βv
∂αw
is zero. Multiplying each
element in the row of (φc(
∂βv
∂αu
))u,v∈V that corresponds to βv by t
−(i+j)/2, the determinant
does not change modulo Z〈t1/2〉. Summarizing the discussion above we have
(6) φc(
∂βv
∂αu
)
·
=

{ i+j
2
}t u = v
−{ i+j
2
}t u and v are joined by the edge with color i+ j
0 otherwise,
where {k}t := t
k − t−k for k ∈ 1
2
Z.
Around an odd vertex v as below we have βv = αvc
−1
3 α
−1
v αwc2α
−1
w αuc1α
−1
u .
i j
i+j
α
β
v
c1
c3 v
αu
v
c2
αw
Therefore
φc(
∂βv
∂αv
)
·
= φc(1− αvc
−1
3 α
−1
v ) = 1− φc(c
−1
3 ) = 1− t
−(i+j),
φc(
∂βv
∂αw
)
·
= φc(αvc
−1
3 α
−1
v (1− αwc2α
−1
w ))
= φc(c
−1
3 )(1− φc(c2)) = t
−(i+j)(1− tj),
φc(
∂βv
∂αu
)
·
= φc(αvc
−1
3 α
−1
v αwc2α
−1
w (1− αuc1α
−1
u ))
= φc(c
−1
3 c2)(1− φc(c1)) = t
−(i+j)tj(1− ti) = t−i(1− ti).
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State ψ([x])
i j
i+ j
i j
i+ j
i j
i+ j i j
i+ j
i j
i+ j
i j
i+ j
W˜ t(v; [x]) { i+j
2
}t {
j
2
}tt
−i/2 { i
2
}tt
j/2 { i+j
2
}t {
i+j
2
}t {
i+j
2
}t
Table 4. The weight W˜ t(v; [x]).
For any other α-curve αr disjoint with βv, the Fox calculus
∂βv
∂αr
is zero. Multiplying each
element in the row of φc(
∂βv
∂αu
))u,v∈V that corresponds to βv by t
(i+j)/2, the determinant
does not change modulo Z〈t1/2〉. Summarizing the discussion above we have
(7) φc(
∂βv
∂αu
)
·
=

{ i+j
2
}t u = v
−tj/2{ i
2
}t u and v are joined by the edge with color i
−t−i/2{ j
2
}t u and v are joined by the edge with color j
0 otherwise.
Note that it is possible that u and v are joined by the two edges with colors i and j. In
this case φc(
∂βv
∂αu
) equals the sum of the second and the third terms.
Summarizing the discussion above we can prove the following lemma.
Lemma 4.5. For a bijection σ of V and v ∈ V we have
φc(
∂βv
∂ασ(v)
)
·
= (−1)δv,σ(v)+1
∑
[x]∈T /∼,σx=σ
W˜ t(v, [x]),
where W˜ t(v, [x]) is defined in Table 4.
Proof. Note that different elements in T /∼ may correspond to the same bijection σ. To
get the right equality, we need to take the sum over all [x] ∈ T /∼ with σx = σ. The term
(−1)δv,σ(v)+1 comes from the fact that if v 6= σ(v) there is a minus sign in φc(
∂βv
∂ασ(v)
), as
we can see in (6) and (7). 
To find a relation with Table 3, we need to replace Table 4 with another form, which
is given by the following lemma.
Lemma 4.6. For any [x] ∈ T /∼ we have∏
v∈V
W˜ t(v; [x]) =
∏
v∈V
Ŵ t(v; [x]),
where Ŵ t(v; [x]) is defined in Table 5.
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State ψ([x])
i j
i+ j
i j
i+ j
i j
i+ j i j
i+ j
i j
i+ j
i j
i+ j
Ŵ t(v; [x]) { i+j
2
}t {
j
2
}t {
i
2
}tt
j/2 { i+j
2
}t {
i+j
2
}tt
−i/2 { i+j
2
}t
Table 5. The weight Ŵ t(v; [x]).
Proof. The difference of W˜ t(v; [x]) and Ŵ t(v; [x]) appears around the solid curves of the
state ψ([x]). Precisely
W˜ t(v; [x])
Ŵ t(v; [x])
=

t−i/2 ψ([x]) has the form
i j
i+ j
around v;
ti/2 ψ([x]) has the form
i j
i+ j
around v;
1 otherwise.
Therefore∏
v∈V
W˜ t(v; [x])
Ŵ t(v; [x])
=
∏
γ: solid curve of ψ([x])
(∏
v∈γ
W˜ t(v; [x])
Ŵ t(v; [x])
)
=
∏
γ: solid curve of ψ([x])
1 = 1.
The first equality holds since the difference of W˜ t(v; [x]) and Ŵ t(v; [x]) only appears
around the solid curves. Now we verify the second equality. Each solid curve γ bounds
a region D ⊂ R2 on its left-hand side when moving along γ. Let Γout (resp. Γin) be the
set of dotted edges in D pointing out of (resp. into) γ. Then
∏
v∈γ
W˜ t(v;[x])
Ŵ t(v;[x])
= tk/2, where
k =
∑
e∈Γout
c(e)−
∑
e∈Γin
c(e).
Note that after removing Γout ∪ Γin, the graph G becomes a disjoint union of two parts.
Namely
G\(Γout ∪ Γin) = G1 ∪G2.
Then
∑
e∈Γout
c(e) (resp.
∑
e∈Γin
c(e)) is the sum of colors of edges pointing from G1
(resp. G2) to G2 (resp. G1). Since c is a balanced coloring, we see that
∑
e∈Γout
c(e) =∑
e∈Γin
c(e). Namely k must be zero. 
The Boltzmann weights in Table 3 are now related to Table 5 in the following way.
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Lemma 4.7. For each state s ∈ S, we have∏
v∈V
Ŵ t(v; s)|t=q−4 = (
∏
v: even type
{2c(v)}q)
∏
v∈V
Wt(v; s).
Proof. Compare the values of Wt(v; s) and Ŵ t(v; s) in Tables 3 and 5. The relation
between them follows from that (ti/2 − t−i/2)|t=q−4 = −(q
2i − q−2i) and that there are
even number of vertices in G (since the vertices of even type equals that of odd type). 
Now we are ready to prove the following proposition, which is a weaker form of
Theorem 3.2. It is weaker in the sense that we only consider plane graphs and it is
an equality modulo ±Z〈t1/2〉.
Proposition 4.8 (A weaker form of Theorem 3.2).
∆(G,c)(t)|t=q−4
·
=
∏
v: even type{2c(v)}q
(q2 − q−2)|V |−1
∆(G, c).
Proof. In the following calculations, the first equality is Lemma 4.4. The third equality
is Lemma 4.5. The fifth equality is Lemma 4.6. The sixth equality is Lemma 4.3. The
seventh equality is Lemma 4.7. The last equality is Proposition 4.1.
(t1/2 − t−1/2)|V |−1∆(G,c)(t)
·
=
1
tj/2 − t−j/2
det(φc(
∂βv
∂αu
))u,v∈V
=
1
tj/2 − t−j/2
∑
σ: bijection of V
sign(σ)
∏
v∈V
φc(
∂βv
∂ασ(v)
)
·
=
1
tj/2 − t−j/2
∑
σ: bijection of V
sign(σ)
∏
v∈V
(−1)δv,σ(v)+1
∑
[x]∈T /∼,σx=σ
W˜ t(v; [x])
=
1
tj/2 − t−j/2
∑
[x]∈T /∼
sign(σx)
∏
v∈V
(−1)δv,σ(v)+1W˜ t(v; [x])
=
1
tj/2 − t−j/2
∑
[x]∈T /∼
sign(σx)
∏
v∈V
(−1)δv,σ(v)+1Ŵ t(v; [x])
=
1
tj/2 − t−j/2
∑
s∈S
sign(s)
∏
v∈V
Ŵ t(v; s)
·
=
∏
v: even type{2c(v)}q
q2j − q−2j
∑
s∈S
sign(s)
∏
v∈V
Wt(v; s) (t = q−4)
·
= (
∏
v: even type
{2c(v)}q) ·∆(G, c).

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