Generative Adversarial Networks (GANs) have a great performance in image generation, but they need a large scale of data to train the entire framework, and often result in nonsensical results. We propose a new method referring to conditional GAN, which equipments the latent noise with mixture of Student's t-distribution with attention mechanism in addition to class information. Student's tdistribution has long tails that can provide more diversity to the latent noise. Meanwhile, the discriminator in our model implements two tasks simultaneously, judging whether the images come from the true data distribution, and identifying the class of each generated images. The parameters of the mixture model can be learned along with those of GANs. Moreover, we mathematically prove that any multivariate Student's t-distribution can be obtained by a linear transformation of a normal multivariate Student's t-distribution. Experiments comparing the proposed method with typical GAN, DeliGAN and DCGAN indicate that, our method has a great performance on generating diverse and legible objects with limited data.
Introduction
Generative Adversarial Networks (GANs) [6] have been extensively used in image generation. The GAN framework can get nice visual images from simple latent distribution. Typical GAN has two parts respectively called generator and discriminator. The generator G is trained to learn a mapping from a latent space to the data space. Meanwhile, the discriminator D is trained to distinguish between generated and real data. The generator and the discriminator are trained together to compete with each other just like a minimax game. An ideal training result will be obtained when the discriminator cannot tell apart which distribution the data come from. However, there exists model collapse problem [5] in GAN. As well as, the generator needs large scale of data to have sufficient capacity [7] for tacking complexity factors.
Researchers have proposed lots of improvements to GAN to address these problems. [23] modified the discriminator with minibatch, granting the discriminator's internal layers from true date distribution and synthesis data distribution as same as possible. As demonstrated in [26] , the authors modified the generator with an additional objective learned by the discriminator using a denoising autoencoder. Works such as [25, 8] trained the multi-generator approaches. [19] used two discriminators with one generater, the two discriminators complete the task of the original discriminator. One discriminator rewards high score for data sampled from true distribution, the other discriminator favoring data from generator distribution. Inspired by conditional variational auto-encoder (CVAE) [24] and VAE/GAN [12] , CVAE-GAN [2] proposed a frame work that combines a variational auto-encoder with a generative adversarial network under conditional generative process to synthesize fine-grained images. Recent work Generative Adversarial Networks for Diverse and Limited Data (DeLi-GAN) [7] proposed a structure suitable for small and diverse data scenarios, which reparameterizes the latent space as a mixture of Gaussian distribution.
Different from current approaches, the main contribution we make are as four-fold:
• We use mixture of N Student's t-distribution (or simply the t-distribution) to simulate the distribution of latent noise, which can provide more diversity than the traditional Gaussian distribution because of its longtailed effects.
• We use attention mechanism to constrain the weights between each of the t-distribution, in this way, we can get a latent noise z from mixture of the t-distribution. • Referring to conditional GAN [17] concatenating class labels with z , we add an auxiliary classifier to the discriminator, thus our discriminator can not only tell apart real data from generated, but also classify them. By this way, each generated sample achieves an additional class reconstruction error. All of the parameters are learned through the GAN.
• We mathematically prove that any multivariate Student's t-distribution can be obtained from a standard multivariate Student's t-distribution by a linear transformation.
Related Work
Generative Adversarial Networks (GANs), whose goal is to require an algorithm that can learn the complicated features embodied in image data distributions to generate similar images from scratch, is first proposed by Goodfellow et al [6] . A typical GAN has two neural networks, generator G and discriminator D. The generator G is trained to learn a distribution p g , which can be matched to real data distribution p data . G transforms a latent noise variable from prior distribution z ∼ p z into G(z) which comes from generator distribution p g . The discriminator D is trained to distinguish whether G(z) samples from the true data distribution p data (real) or from the synthesized distribution p g (fake). G and D are trained adversarially to compete with each other. The objective function for GAN can be formulated as follows:
Deep convolutional generative adversarial networks (DCGAN) combined convolutional networks with generative adversarial network for unsupervised training [22] , which makes a great improvement for the capability of GAN. CGAN [17] simply fed the generator and discriminator with extra data to instruct GAN. Multi-agent diverse generative adversarial networks (MGAN) [8] simultaneously trained a set of generators with parameter sharing, whilst forcing them in different data modes. The recent work called information maximizing generative adversarial nets (InfoGAN) [3] tried to find an interpretable expression of latent noise. InfoGAN disentangled the latent representation by decomposing the noise to two parts, one is the incompressible noise z, the other is an interpretable latent variable c. InfoGAN used the maximum mutual information constrain between the latent variable c and generated data, so that c contains interpretable information on the data. Coupled generative adversarial networks (CoGAN) [16] can learn a joint distribution of multi-domain images without requiring tuples of corresponding images in different domains in the training set. The joint distribution is achieved by sharing the parameters of some layers between the generators. DeLiGAN [7] proposed a GAN-based architecture for diverse and limited training data, which reparameterizes the latent generative space as a mixture of Gaussian model. In [20] , discriminator D was made to predict which of N + 1 classes (N is the classes number of inputs) to forcing the discriminator network to output class labels. Conditional image synthesis with auxiliary classifier gans (ACGAN) [21] argued GAN with an auxiliary classifier, based on adding label constraints, which improves the quality of high resolution image generation. Previous researches show that GAN with abundant noise can increase the diversity of generated samples, besides, forcing a model to perform additional task is known to improve performance on original task. Motivated by these considerations, we introduce a model that combines both strategies for improve the effects on limited data. That is, we use the mixture of t-distributions to simulate the latent noise, meanwhile, forcing the discriminator to handle the tasks by adding an aux-iliary classifier to capture the reconstructed class labels.
Attention mechanism is usually used in neural machine translation tasks. Its principle originating from one important property of human perception that one does not tend to notice a whole visual space in its at once, but focuses attention selectively on parts of the scene to acquire what is needed. Motivated by [1, 18, 9] , we utilize the attention mechanism by learn the π i coefficients between each the t-distribution to constrain the weights on each tdistribution, and in this way, a representation of mixture of the t-distribution can be learned. With attention mechanism, we assign different weights to each t-distribution increasing the sensitivity to different t-distribution, so that the noise can super useful ones and suppress less useful ones.
GAN has been successfully applied in many fields. For example, image generation [22] , video prediction [15] , 3D model generation [27] , real image generation based on sketch [4] , image restoration [2] , superpixel image generation [14] , image-to-image translation [10] , and text-toimage synthesis [5] . 
Student's t-distribution Generative Adversarial Networks (tGANs)
To generate diversity examples with limited data, we propose tGANs which can generate diverse object, the auxiliary classifier in discriminator can also help to avoids the collapse of the model.
Our idea is to use the mixture of Student's t-distribution combine with conditional information as latent noise, not a single distribution in the standard GAN [6] nor mixture of Gaussian distribution in DeLiGAN [7] . Different from MGAN [4] with multiple generator, our model provide more diversity to the latent noise that we need lower computational complexity. Compare to CGAN [17] , we can provide more diverse samples on certain condition. Figure  2 illustrates the noise of Gaussion distribution and our mixture of Student's t-distribution with attention mechanism. We use colorful points to show the space of noise. As we can see, the mixture of Student's t distribution has a wider range with higher complexity to better cover the latent noise space. In this paper, we combine attention mechanism with the mixture of t-distribution to constraint the latent noise P z , enlarging the divergence of z with semantic features of data. The auxiliary classifier in discriminator gives out class information to constraint generated examples to certain category, avoiding generating meaningless images and speed up convergence.
Theoretical Analysis
In this part we mathematically prove that the linear transforms of a multivariate t-distribution are still a multivariate t-distribution t(µ, Σ, ν). The density of x ∈ R p is defined as follow:
where p is the dimension of variant, Σ is a p × p positivedefinited real matrix (we assume that the various distributions are irrelevant, so the Σ can be a diagonal matrix which has σ
T is the degrees of freedom, ν 1 = ν 2 = · · · = ν p = ν so we simply use ν to express ν. We linearly transform x = (x 1 , x 2 , ..., x p ) T to y = (y 1 , y 2 , ..., y p )
T by the function y i ,
x i can be shown as the inverse function of g i (x i ), Figure 3 . Attention mechanism we used to weights between the t-distribution components.
The possible density distribution of y as:
(5) we have known from the other works, that
As Eq.5, we can find that any multivariate of t-distribution can be transformed to a standard t-distribution by a linear transformation. In others words, we prove that any multivariate of t-distribution can be obtained from a standard t-distribution.
The Jacobian of the transformations can be shown as follows:
. . . . . .
. . .
tGANs
In GAN training, we attempt to learn a mapping from a simple latent space to the complicated data distribution. The generator G needs to have sufficient capacity to capture the relationship between the simple distribution with the complicated distribution. Instead of using multiple generators or increasing the model depth which will cost a lot of computational complexity, we propose a variant of the GAN architecture which we call Student's t Generative Adversial Networks (tGANs).
Mixture of Students' t-distribution
In tGANs, we reparameter the noise z by the mixture of t-distribution t i (µ i , Σ i , ν). For simplicity, we use the same degree of freedom ν for each t-distribution. We randomly sample N of t-distribution from standard t-distribution T (0, 1, ν), and reparameterize each t-distribution with µ i and σ i = [σ i1 , σ i2 , . . . , σ ip ], p is the dimension of each tdistribution.
Therefore, obtaining a latent space sample translates to sampling ∼ T (0, 1, ν), and calculate t i according to Eq.9. The latent space p z (z ) we get:
where π i is the coefficients of the mixture distribution which can be learned by attention mechanism. To obtain a sample from p z (z ) distribution, we randomly sample from the distribution.
Conditional Noise and Attention Mechanism
The coefficients π i of the mixture distribution is learned by attention mechanism as Figure 3 . We merge N number of tdistributions with p dimensions into a vector, following with two fully connected layers to map the vector into the dimension of N (the number of t-distribution). We use the final vector as weight π for each t-distribution. Since the output is produced by a summation through all of t-distribution, the dependencies of each t-distribution are implicitly embedded in π. Our goal is to ensure that the attention network is able to increase the sensitivity to different t-distribution so that the noise can super useful ones and suppress less useful ones. Here,we train π i simultaneously along with the whole networks. Based on CGAN, every generated sample has a corresponding class label c in addition to the noise z we get above. Generator uses both to generate images G(z, c).
Discriminator with Auxiliary Classifier
The discriminator of our model can achieve tasks on two aspects, telling apart generated data from real data and classifying generated samples which class they belong to. We implement the tasks by adding an auxiliary classifier to the discriminator. Different from adding another classifier with increasing lots of calculation cost, we use first three layers of the discriminator as the input of the auxiliary classifier. The auxiliary classifier has 3 layers of convolution, kernel size 3 × 3, stride 1, with dropout and softmax. The object for the auxiliary classifier is to optimize the loss function,
The classification part can add more insight to the latent variables, representing and disentangling potentially manipulation the generated images. This modification produces excellent results and appears to stabilize training. In traditional GAN, the generator G and discriminator D try to optimize the following equation,
In tGANs, we train the generator G and the discriminator D by alternatively minimizing L G in Eq.14 and maximizing L D in Eq.15,
Figure1 illustrates the general architecture of our proposed tGANs. Structurally, our model is based on existing models, borrow the mixture distribution from DeLiGAN [7] and the conditional side information from ACGAN [21] . However, the modification to the latent noise z with attention mechanism can get efficient improvement to produce excellent diversity results on limited data, the auxiliary classifier in discriminator appears to stabilize training. Moreover, we mathematically prove that any mixture of t-distribution can be obtained by transforming from the standard tdistribution.
Experiments
In this section, we conduct experiment on MNIST [13] , Fashion MNIST [28] and CIFAR-10 datasets [11] . We compare to previous work typical GAN, DCGAN and DeLi-GAN, and we use inception score to evaluate the generated effect. The experimental results demonstrate its efficacy and scalability of stable training and provide diverse images.
For our tGANs framework, the choice of N and p, the number of t-distribution and the dimensions of each tdistribution components, are made empirically more complicated data distributions requires larger N and p. Dimensions of z equals to N × p, increasing z dim also increasing memory requirements. Experiments indicate that blindly increasing z dim has no contribution on model capacity. We use a N between 5 and 50, a p between 10 and 25 for our experiments. Besides, we use α as 1 for simplicity.
Experiments on the MNIST Dataset
MNIST is a dataset of handwritten digits from 0 to 9, which has a training set of 60,000 examples, and a test set of 10,000 examples. It is a subset of a larger set available from NIST. The digits have been size-normalized as 28×28 and centered in a fixed-size image. In our experiment, only 500 images are taken into count, each of them is randomly sampled from the dataset, keeping balance of per digit. For MNIST, the generator network has 2 layers of fully connected layer followed by the other 2 deconvolution layers, the discriminator network has 3 convolutional layers followed by 2 fully connected layers to distinguish whether the input images came from true data distribution, another 2 fully connected layers with softmax to identify the class of generated images. Figure 4 . The 0 to 9 digits generated by our model trained using the MNIST handwritten digits.
In Figure 4 , we show 0-9 digits samples generated by our models. Each column demonstrate a class of the digit from 0 to 9. We can see from that, the digits in each column has variate to the other. For digit 1, we can easily observe that they have different slope angles. For digit 2, there are different types depend on the shape of tails, some are a straight line, some have a circle, and some are like a wavy. As for digit 9, there are both slope angles and tails different for the digits.
In Figure 5 , we show samples generated by different methods as tGANs, typical GAN, DeLiGAN and DCGAN. For each model, we present the object we generate with same steps. tGANs, GAN and DeLiGAN used the limited dataset which only has 500 images, but DCGAN used the total 60,000 dataset. DCGAN need a large scale of data to train the entire framework, with limited data in limited step it cannot give out satisfied result. The samples produced by our model (Figure 5(a) , top-left) is much more clearly than typical GAN ( Figure 5(b) , top-right). GAN gets more meaningless pattern which cannot recognize as digits. DeLiGAN ( Figure 5(c) , bottom-left) generates numbers with diversity, but it is lack of supervised information that lead to deformed unlikeness digits. DCGAN has a great performance to generate samples identical to one other (Figure 5(d) , bottom-right), nevertheless our tGANs can provide more style information to the digits. As the numbers of 3 which are circled by red rectangles, the degree of inclination of the digits is different, besides, the lower part has different curvature. There are more diversity in blue rectangles for such a single digit 7. Firstly, the horizontal stroke has different lengths, secondly, on the beginning of the horizontal, there can be a vertical bar, thirdly, the slash has different degree of inclination. 
Experiments on the Fashion MNIST Dataset
Fashion MNIST, similar to MNIST, which has a training set of 60,000 28 × 28 grayscale images, and a test set of 10,000 28 × 28 grayscale images. Different from MNIST, the 10 categories of Fashion MNIST are taken from fashion objects, like: T-shits, trouser, pullover, dress, coat, sandal, shirt, sneaker, bag, ankle boot. For the experiment involving Fashion MNIST, we adopt the same architecture as we used in MNIST. The generator network has 2 layers of fully connected layer followed by the other 2 deconvolution layers, the discriminator network has 3 convolutional layers followed by 2 fully connected layers to distinguish if the in-put images came from true data distribution, another 2 fully connected layers with softmax to identify the class of the generated images.
In Figure 6 , we show Fashion MNIST samples generated by different method as tGANs,typical GAN, DeLiGAN and DCGAN. For each model, we present the objects we generate under the same conditions. The samples produced by our model (Figure 6(a) , top-left) are much more clearly than GAN (Figure 6(b), top-right) . DCGAN has the best visual performance (Figure 6(d), bottom-right) . To further explore the diversity of generated results, we evaluate each class of them using inception score. The values of each class is demonstrated in figure 2 .
In order to track the training process, we printed the D loss and G loss every 300 steps. Figure 7 display the value changing cure of tGANs. Note that, at beginning G loss is high and D loss is close to 0. As the number of step increasing, D loss gradually stabilizes at around 1.3. As we know, the generator is well trained when the discriminator cannot tell apart generated from real data, at this time, log D(x) and log(1 − D(G(z))) both approximate 0.5, and D loss in Eq.13 approximate 2log2. After 7500 steps D loss of our model is stabilized around 1.3 which is approaches to 2log2, infers that our modification on GANs can stabilize training and accelerate convergence. 
Experiments on the CIFAR-10 Dataset
CIFAR-10 is a dataset which contains 60,000 color images in 10 classes, each class has 6000 images. The images have been size-normalized as 32 × 32, associated with a label from airplane, automobile, bird, cat, deer, dog, frog, horse, ship and truck. We conduct experiments on a limited data with 5000 images randomly selected from CIFAR-10 dataset. For the experiment involving CIFAR dataset, we adopt the architecture that the generator network has a fully connected layer followed by 3 deconvolution layers with batch normalization after each layer. The first 3 layers in discriminator networks are convolutional layers with dropout and batch normalization, the 4th and 5th layers are fully connected layers which tell apart generated from real data, like most discriminators, the 6th to 11th layers are auxiliary classifiers. Figure 8 shows samples generated by our model in different classes, which demonstrate the generation ability of our model on tiny images. The inception score values for different models are displayed in Table 3 . Compared to DeliGAN and DCGAN, our model has a higher mean values, indicating that our generated images are more diverse.
Conclusion
In this paper, we propose Student's t-distribution Generative Adversarial Networks (tGANs) which can generate diverse objects with limited data. The proposed method uses the mixture of t-distribution with weighted by attention mechanism combined with conditional information to reparameterize the latent noise space. Our argument to discriminator that adding an auxiliary classifier provides more insight to the latent variables represent. Extensive quantitative and qualitative results demonstrate the effectiveness of our propose method. Compared with existing models Figure 8 . These images are samples from the set of generated images using CIFAR-10 as input data. The labels from left to right are airplane, automobile, bird, cat, deer, dog, frog, horse, ship, truck.
as DCGAN and DeLiGAN, our method generates diverse samples stably.
