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Abstract
We address the issue of the renormalizability of the gauge-invariant non-local dimension-
two operatorA2
min
, whose minimization is defined along the gauge orbit. Despite its non-local
character, we show that the operator A2
min
can be cast in local form through the introduction
of an auxiliary Stueckelberg field. The localization procedure gives rise to an unconventional
kind of Stueckelberg-type action which turns out to be renormalizable to all orders of per-
turbation theory. In particular, as a consequence of its gauge invariance, the anomalous
dimension of the operator A2
min
turns out to be independent from the gauge parameter α
entering the gauge-fixing condition, being thus given by the anomalous dimension of the
operator A2 in the Landau gauge.
1 Introduction
Dimension-two condensates have been object of intensive investigations in recent years. These
condensates might play an important role in the non-perturbative regime of Euclidean Yang-
Mills theories, as pointed out by the considerable amount of results obtained through theoretical
and phenomenological studies as well as from lattice simulations [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11,
12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 27, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35].
For instance, the gluon condensate
〈
AaµA
a
µ
〉
has been largely investigated in the Landau gauge.
As pointed out in [5], this condensate enters the operator product expansion (OPE) of the gluon
propagator. Moreover, a combined OPE and lattice analysis has shown that this condensate can
account for the 1/Q2 corrections which have been reported [18, 19, 20, 21, 24, 27, 28, 29, 30, 31,
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33, 34, 35] in the running of the coupling constant and in the gluon correlation functions.
An effective potential for
〈
AaµA
a
µ
〉
in Landau gauge has been obtained and evaluated in an-
alytic form at two loops in [7, 10, 11, 15, 16], showing that a nonvanishing value of
〈
AaµA
a
µ
〉
is
favoured as it lowers the vacuum energy. As a consequence, a dynamical gluon mass is gener-
ated. We also recall that, in the Landau gauge, the operator AaµA
a
µ is BRST -invariant on shell,
a property which has allowed for an all-orders proof of its multiplicative renormalizability [36].
Its anomalous dimension is not an independent parameter, being expressed as a combination of
the gauge β−function and of the anomalous dimension of the gauge field Aaµ [36], namely
γA2
∣∣∣
Landau
=
(
β(a)
a
+ γLandauA (a)
)
, a =
g2
16pi2
, (1)
where (β(a), γLandauA (a)) denote, respectively, the β-function and the anomalous dimension of
the gauge field Aµ in the Landau gauge. This relation was conjectured and explicitly verified
up to three-loop order in [37].
Dimension-two condensates also play an important role within the context of the Gribov-
Zwanziger approach to confinement [38, 39, 40, 41, 42] as well as for the formation of a dy-
namical gluon mass within the framework of the Dyson-Schwinger equations in Landau gauge,
as reported in [1, 43, 44]. These non-perturbative effects give rise to the so called decoupling
solution for the gluon propagator [1, 38, 39, 40, 43, 45], i.e. to a propagator which exhibits
positivity violation, while attaining a finite non-vanishing value at zero momentum. Until now,
this behaviour is in very good agreement with the most recent lattice numerical simulations
[46, 47, 48, 49]. The generalization of these results to the linear covariant gauges has been
worked out recently and can be found in [50, 51, 52, 53, 54, 55, 56, 57, 58].
Despite the huge amount of results obtained so far, it seems fair to state that many aspects
related to dimension-two operators deserve a better understanding. This is certainly the case
of the gauge invariance, a central issue in order to give a precise physical meaning to the cor-
responding condensates. This is precisely the topic which will be studied in the present work.
Let us proceed thus by briefly introducing the genuine gauge-invariant dimension-two operator
A2min.
1.1 Construction and properties of the operator A2min
The gauge-invariant dimension-two operator A2min
∗ is constructed by minimizing the functional
Tr
∫
d4xAuµA
u
µ along the gauge orbit of Aµ [59, 60, 61, 62], namely
A2min ≡ min
{u}
Tr
∫
d4xAuµA
u
µ ,
Auµ = u
†Aµu+
i
g
u†∂µu . (2)
In particular, the stationary condition of the functional (2) gives rise to a non-local transverse
field configuration Ahµ, ∂µA
h
µ = 0, which can be expressed as an infinite series in the gauge field
∗See Appendix (B) for more details.
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Aµ, i.e.
Ahµ =
(
δµν −
∂µ∂ν
∂2
)
φν , ∂µA
h
µ = 0 ,
φν = Aν − ig
[
1
∂2
∂A,Aν
]
+
ig
2
[
1
∂2
∂A, ∂ν
1
∂2
∂A
]
+O(A3) . (3)
Remarkably, the configuration Ahµ turns out to be left invariant by infinitesimal gauge transfor-
mations order by order in the gauge coupling g [63] (see also Appendix B) as
δAhµ = 0 ,
δAµ = −∂µω + ig [Aµ, ω] . (4)
Thus, from expression (2) it follows that
A2min = Tr
∫
d4xAhµA
h
µ ,
=
1
2
∫
d4x
[
Aaµ
(
δµν −
∂µ∂ν
∂2
)
Aaν − gf
abc
(
∂ν
∂2
∂Aa
)(
1
∂2
∂Ab
)
Acν
]
+O(A4) . (5)
The gauge-invariant nature of expression (5) can be made manifest by rewriting it in terms of
the field strength Fµν . In fact, as proven in [59], it turns out that
A2min = −
1
2
Tr
∫
d4x
(
Fµν
1
D2
Fµν + 2i
1
D2
Fλµ
[
1
D2
DκFκλ,
1
D2
DνFνµ
]
−2i
1
D2
Fλµ
[
1
D2
DκFκν ,
1
D2
DνFλµ
])
+O(F 4) , (6)
from which the gauge invariance becomes apparent. The operator (D2)−1 in expression (6)
denotes the inverse of the Laplacian D2 = DµDµ with Dµ being the covariant derivative [59].
Let us also underline that, in the Landau gauge ∂µAµ = 0, the operator (A
h
µA
h
µ) reduces to the
operator A2
(Ah,aµ A
h,a
µ )
∣∣∣
Landau
= AaµA
a
µ . (7)
1.2 Aim of the paper and its structure
As already mentioned, the main aim of the present work is to face the issue of the gauge invari-
ance of non-Abelian gauge theories in the presence of dimension-two operators. More precisely,
we shall provide a general and detailed analysis of the gauge-invariant quantity (AhµA
h
µ), eq.(5),
within the framework of Euclidean Yang-Mills theories quantized in the class of the linear covari-
ant gauges. We shall be able to show that, despite its non-local character, the operator (AhµA
h
µ)
can be localized by means of the introduction of an auxiliary Stueckelberg field. Nevertheless,
the resulting theory can be seen as a kind of unconventional Stueckelberg model which does
not suffer from the known drawbacks, i.e. the non-renormalizability, of the usual Stueckelberg
mass term. Therefore, we end up with a well-defined framework accounting for the existence of
a gauge-invariant dimension-two operator.
Relying on an exact BRST invariance, we shall establish the multiplicative renormalizability
3
of the operator (AhµA
h
µ) to all orders of perturbation theory by means of the algebraic renormal-
ization. Moreover, the anomalous dimension of (AhµA
h
µ) can be proven to be independent from
the gauge parameter α and turns out to be equal to the anomalous dimension of the operator
A2 in the Landau gauge, namely
γ(Ah)2 = γA2
∣∣∣
Landau
=
(
β(a)
a
+ γLandauA (a)
)
, a =
g2
16pi2
. (8)
We underline that expression (8) is valid to all orders of perturbation theory, thereby extending
the previous one-loop results obtained in [64].
The paper is organized as follows. In Section 2 we present the localization procedure for the
operator (AhµA
h
µ) within the framework of a BRST-invariant action. In Section 3 we derive the
Ward identities and we establish the all-order renormalizability of (AhµA
h
µ) by means of the alge-
braic renormalization [65]. In Section 4 we discuss the anomalous dimensions of (AhµA
h
µ) and of
the composite operator Ahµ by means of the renormalization group equations. Section 5 contains
our conclusion. A few appendices collect more details about the construction and the properties
of the operator (AhµA
h
µ).
2 A local framework for the operator (AhµA
h
µ)
Our first task will be that of finding a local framework for the non-local operator (AhµA
h
µ) of
expression (5). To that purpose we start with the standard Faddeev-Popov action of Yang-Mills
theory quantized in linear covariant gauges with the inclusion of the mass operator (5) as well as
of a constraint enforcing the transversality of the field configuration Ahµ, eq.(3), i.e. we consider
the action
S = SFP +
∫
d4x
(
τa ∂µA
h,a
µ +
m2
2
Ah,aµ A
h,a
µ
)
, (9)
where SFP stands for the Faddeev-Popov action in linear covariant gauges
SFP =
∫
d4x
(
1
4
F aµνF
a
µν +
α
2
baba + iba ∂µA
a
µ + c¯
a ∂µD
ab
µ c
b
)
(10)
and where we have introduced the operator (AhµA
h
µ) through the mass parameter m
2. Also, the
transversality of Ahµ is enforced by the Lagrange multiplier τ
a.
Since the expression for (AhµA
h
µ) given in (5) is an infinite sum of nonlocal terms in the gauge
field, the action (9) should be first put in a local form before it can be of any practical use.
Following [63, 66, 67], this goal can be achieved by the introduction of an auxiliary localizing
Stueckelberg field ξa, whose role is to give, for each gauge field Aµ, its corresponding configura-
tion that minimizes the functional A2, i.e., Ahµ. This is most naturally implemented by defining
a field h which effectively acts on Aµ as a gauge transformation would act, in order to provide
the minimizing configuration Ah, that is,
Ahµ ≡ A
h,a
µ T
a = h†Aµh+
i
g
h†∂µh. (11)
with
h = eigξ = eigξ
aTa , (12)
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where {T a} are the generators of the gauge group SU(N) and ξa is a Stueckelberg field.
Therefore, by substituting the expression (11) for Ah in the action (9), we now have a local
theory in terms of the field ξ. The price one has to pay to have such a local theory is a non-
polynomial action. Indeed, by expanding (11), one finds an infinite series whose first terms
are
(Ah)aµ = A
a
µ −D
ab
µ ξ
b −
g
2
fabcξbDcdµ ξ
d +O(ξ3) , (13)
where
Dabµ = δ
ab∂µ − gf
abcAcµ (14)
is the covariant derivative in the adjoint representation.
The nonlocal expression (3) for Ahµ in terms of the gauge field Aµ can be recovered by im-
posing the transversality condition ∂µA
h
µ = 0, i.e. after taking the divergence of both sides of
(13), equating it to zero and solving for the Stueckelberg field ξa (see eqs.(190),(191),(192),(193)
of Appendix (B)). This check is not only important for the consistency of the present frame-
work but it also makes it clear that, due to the transversality condition enforced by the Lagrange
multiplier τa, the Stueckelberg field ξa acquires now a specific meaning: it is precisely the field
which brings a generic gauge configuration Aµ into the gauge-invariant and transverse field con-
figuration Ahµ which minimizes the functional A
2
min. As it will become clear in the following,
this relevant feature, encoded in the term
∫
d4x τa ∂µA
h,a
µ , will give rise to deep differences
between our construction and the standard Stueckelberg mass term. The latter is known to be
a non-renormalizable theory which has to be treated as an effective field theory [66].
An important feature of Ahµ, as defined by eq.(11), is its gauge invariance, that is,
Ahµ → A
h
µ , (15)
as can be seen from the gauge transformations with SU(N) matrix V
Aµ → V
†AµV +
i
g
V †∂µV , h→ V
†h , h† → h†V . (16)
The local version of the action (9), in terms of the Stueckelberg field ξa, is thus given by
S = SFP +
∫
d4x
(
τa ∂µA
h,a
µ +
m2
2
Ah,aµ A
h,a
µ
)
= SFP +
∫
d4x
[
τa
(
Aaµ −D
ab
µ ξ
b −
g
2
fabcξbDcdµ ξ
d
)]
+
+
m2
2
∫
d4x
(
Aaµ −D
ab
µ ξ
b −
g
2
fabcξbDcdµ ξ
d
)(
Aaµ −D
ae
µ ξ
e −
g
2
faefξeDfgµ ξ
g
)
+ · · · (17)
Due to the use of the auxiliary Stueckelberg field ξa, expression (17) exhibits a non-polynomial
character. At first sight, this feature might seem to jeopardize its renormalizability. Nevertheless,
this will not be the case, as we shall prove in the following.
Before entering into the detailed proof of the renormalizability, it is worth addressing the
issue of the BRST symmetry as well as taking a look at the propagators of the elementary fields
in order to achieve a better understanding of our action as compared to the usual standard
massive Stueckelberg theory.
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2.1 BRST invariance
The local action S, eq.(17), enjoys an exact BRST symmetry:
sS = 0 , (18)
where the nilpotent BRST transformations are given by
sAaµ = −D
ab
µ c
b ,
sca =
g
2
fabccbcc ,
sc¯a = iba ,
sba = 0 ,
sτa = 0 ,
s2 = 0 . (19)
From [68], for the Stueckelberg field we have, with i, j indices associated with a generic repre-
sentation,
shij = −igca(T a)ikhkj , s(Ah)aµ = 0 , (20)
from which the BRST transformation of the field ξa can be evaluated iteratively, yielding
sξa = −ca +
g
2
fabccbξc −
g2
12
famrfmpqcpξqξr +O(ξ3) . (21)
Let us also present a second, equivalent, way of evaluating the BRST transformation of the
Stueckelberg field ξa. Owing to the dimensionless character of ξa, one starts by writing
sξa = gab(ξ)cb , (22)
where gab(ξ) stands for a generic dimensionless quantity which can be expanded in power series
of ξa. Imposing now nilpotency of the BRST operator s, i.e.
s2ξa = s
(
gab(ξ)cb
)
= 0 , (23)
one gets the condition(
∂gab(ξ)
∂ξm
gmp(ξ)−
∂gap(ξ)
∂ξm
gmb(ξ)
)
= −gac(ξ) (gf cpb) . (24)
The above equation can be easily solved order by order by expanding the quantity gab(ξ) in
power series of ξa, obtaining
gab(ξ) = −δab +
g
2
fabcξc −
g2
12
facdf cbeξeξd +O(ξ3) , (25)
which gives back precisely expression (21).
Let us end this section by checking out the explicit BRST invariance of Ahµ. To that purpose, it
is better to employ a matrix notation for the fields, i.e.
sAµ = −∂µc+ ig[Aµ, c] , sc = −igcc ,
sh = −igch , sh† = igh†c , (26)
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with Aµ = A
a
µT
a, c = caT a, ξ = ξaT a. From expression (11) we get
sAhµ = igh
†c Aµh+ h
†(−∂µc+ ig[Aµ, c])h − igh
†Aµ ch− h
†c∂µh+ h
†∂µ(ch)
= igh†cAµh− h
†(∂µc)h+ igh
†Aµ ch− igh
†c Aµh− igh
†Aµch− h
†c∂µh+ h
†(∂µc)h + h
†c∂µh
= 0 . (27)
2.2 Comparison with the standard Stueckelberg mass term
Let us proceed now by discussing the existing differences between our approach, as expressed by
the local action S of eq.(17), and the usual Stueckelberg mass term. We begin by recalling that
the standard Stueckelberg formulation amounts to adding the mass term m
2
2
∫
d4xAh,aµ A
h,a
µ to
the Faddeev-Popov action, yielding thus the following action
SStueck = SFP +
m2
2
∫
d4xAh,aµ A
h,a
µ , (28)
where SFP is the Faddeev-Popov action of the linear covariant gauges, eq.(10).
In particular, with respect to expression (17), one notices the absence, in the standard Stueck-
elberg action (28), of the term
∫
d4x τa ∂µA
h,a
µ enforcing the transversality condition ∂µA
h
µ = 0.
This means that the Stueckelberg mass term, m
2
2
∫
d4xAh,aµ A
h,a
µ , refers to a generic gauge invari-
ant field configuration Ahµ. One sees therefore that, while in the ordinary Stueckelberg action
the mass term is related to a generic gauge invariant configuration Ahµ, in our case, besides
gauge invariance, the configuration Ahµ is further constrained by the transversality condition
∂µA
h
µ = 0. Therefore, unlike the standard Stueckelberg formulation, our action refers to a very
particular and specific mass term, which is the one obtained by mininimizing the operator A2min,
as precisely expressed by the presence of the term
∫
d4x τa ∂µA
h,a
µ . This is a non-trivial feature
of our model, which makes it deeply different from the usual Stueckelberg action (28).
It is instructive to give a look at the propagators of the Stueckelberg field ξa which follow
from both formulations. In the case of the standard Stueckelberg action, eq.(28), one obtains
〈ξa(p)ξb(−p)〉Stueck = δ
ab
(
1 +
αm2
p2
)
1
m2p2
. (29)
This expression captures in a direct and simple way all drawbacks of the standard Stueckelberg
formulation, as reviewed in [66]. One notices, in particular, the presence of the mass parameter
m2 in the denominator of (29), a feature which persists even in the Landau gauge, corresponding
to α = 0, namely
〈ξa(p)ξb(−p)〉α=0Stueck =
δab
m2p2
. (30)
As one can easily figure out, this property prevents the renormalizability of the standard Stueck-
elberg formulation [66]. In fact, due to the presence of the parameter m2 in the denominator
of expressions (29), (30), non power-counting renormalizable divergences in the inverse of the
mass m2 will show up, invalidating the perturbative loop expansion. As discussed in [66], the
theory stemming from the action (28) has to be treated within the realm of an effective non-
renormalizable quantum field theory.
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Instead, the inclusion of the term
∫
d4x τa ∂µA
h,a
µ leads to a deep modification of the Stueck-
elberg propagator. In fact, from the quadratic part of the action S, eq.(17), one gets (see also
Appendix (C) where the complete list of propagators has been given)
〈ξa(p)ξb(−p)〉S = α
δab
p4
. (31)
Expression (31) displays several properties. First of all, unlike the propagator of eq.(29), one
notices the absence of the mass parameter m2. As far as the UV behaviour is concerned,
expression (31) does not pose any problem for the validity of the power counting, a property
which will ensure in fact the all-order renormalizability of the model, as it will be proven in detail
in the next Section. Another interesting feature displayed by expression (31) is the decoupling
nature of the Stueckelberg field in the Landau gauge, α = 0. In fact, from Appendix (C), it
turns out that
〈ξa(p)ξb(−p)〉α=0S = 〈A
a
µ(p)ξ
b(−p)〉α=0S = 〈A
a
µ(p)τ
b(−p)〉αS = 0 . (32)
This is a remarkable property of the Landau gauge, which expresses in terms of Feynman rules
the decoupling of the Stueckelberg field ξa. It reflects the expected fact that, when ∂µAµ = 0,
the higher order terms of the infinite series (3) become harmless, due to the presence of the
divergence ∂µAµ. Equation (32) reveals in a clear way the deep difference existing between the
present formulation and the standard Stueckelberg one for which, even in the Landau gauge, the
field ξa does not decouple, see eq.(30). To some extent, property (32) makes almost immediate
the perturbative renormalizability of the action S, eq.(17), in the Landau gauge.
Before ending this section, it is worth spending a few words on the possible implications of
the existence of a double pole, at vanishing Euclidean momentum p2 = 0, in the Stueckelberg
propagator (31). Even if such a behaviour does not pose problems for the UV power-counting,
it might give rise to unwanted infrared divergences in the explicit loop calculations. For that,
a BRST invariant infrared regularization will be presented in the next subsection, relying on a
nice property of the BRST transformation of the Stueckelberg field ξa. Moreover, we under-
line the presence, in expression (31), of the gauge parameter α. This is a welcome feature. In
fact, owing to the BRST invariance of the theory, it turns out that the correlation functions
〈O(x)O(y)〉 of BRST-invariant composite operators O(x) are independent from the gauge pa-
rameter α, see ref.[67] for a recent algebraic proof of this statement. This property, combined
with the aforementioned BRST-invariant infrared regularization and with the decoupling nature
of the Stueckelberg field ξa in the Landau gauge, ensures that the gauge invariant correlators
〈O(x)O(y)〉 are infrared safe.
Finally, we restate the Euclidean nature of our construction, i.e we shall not attempt to provide a
possible Minkowski interpretation for the action S, eq.(17). Without entering into details, it will
suffice to mention that we expect a violation of perturbative unitary in Minkowski space, even
if our model displays an exact BRST symmetry. This is precisely corroborated by the presence
of a double pole in the propagator of the Stueckelberg field. Multipole fields are known in fact
to give problems with perturbative unitarity. A nice example of this is offered by the non-local
mass operator Fµν(D
2)−1Fµν which has been studied in detail in [69, 70, 71]. Similarly to the
present case, the non-local operator Fµν(D
2)−1Fµν can be cast in local form by introducing a set
of suitable auxiliary fields, so that a local formulation can be constructed at the end, enjoying
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an exact BRST symmetry [69, 70, 71]. The resulting action turns out to be renormalizable
[69, 70]. Nevertheless, it violates perturbative unitarity due to the presence of multipole fields
[71]. We point out that the operator Fµν(D
2)−1Fµν is the first term of the infinite series of the
gauge invariant expansion for the operator A2min, as one sees from eq.(6). We expect thus that
the same problems encountered in the analysis of the perturbative unitarity for the operator
Fµν(D
2)−1Fµν will show up also in the case of A
2
min.
Though, as it stands, the Euclidean action S, eq.(17), turns out to be useful in order to study
non-perturbative aspects of confining Euclidean Yang-Mills theories. In particular, expression
(17) arises within the context of the BRST-invariant formulation of the Gribov-Zwanziger theory
recently achieved in [54, 55, 67], which takes into account the non-perturbative effects of the
Gribov copies. In addition, the action S can be seen as the BRST-invariant extension in linear
covariant gauges of the effective model considered by Tissier and Wschebor in the Landau gauge
in order to study the positivity violation of the gluon propagator [72, 73]. Lastly, as already
pointed out in the Introduction, the action (17) might enable us to investigate the formation of
the dimension two-condensate 〈AhµA
h
µ〉 in a BRST-invariant and α-independent way.
2.3 Infrared BRST-invariant regularization for the Stueckelberg field ξ
As mentioned before, the propagator for the Stueckelberg field in expression (31) could give rise
to potential IR divergences when performing explicit loop calculations. Though, as outlined in
[67], it turns out to be possible to introduce an IR regularizing mass term for the Stueckelberg
field compatible with the BRST invariance. For the benefit of the reader, let us reproduce here
the construction of [67]. It relies on a nice property displayed by the BRST transformation of
the field ξa given in eqs.(20), (21), namely
s
(
ξaξa
2
)
= −ξaca , (33)
as it follows from eq.(26), i.e.
s(eigξ) = −igceigξ . (34)
Expanding the exponential in Taylor series, one gets
s
(
1 + igξ −
g2
2
ξξ − i
g3
3!
ξξξ + ··
)
= −igc
(
1 + igξ −
g2
2
ξξ − i
g3
3!
ξξξ + ··
)
. (35)
Multiplying both sides of eq.(35) by ξ, yields
ξ s
(
1 + igξ −
g2
2
ξξ − i
g3
3!
ξξξ + ··
)
= −igξ c
(
1 + igξ −
g2
2
ξξ − i
g3
3!
ξξξ + ··
)
. (36)
Equating now order by order in g the expression (36) immediately provides eq.(33).
Due to equation (33), we can introduce the following BRST-exact term
SIRR =
∫
d4x
1
2
s (ρξaξa) =
∫
d4x
(
1
2
M4ξaξa + ρξaca
)
, (37)
where (ρ,M) are constant parameters transforming as
sρ =M4 , sM4 = 0 . (38)
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As it is apparent, the action (S + SIRR) is BRST invariant, i.e.
s(S + SIRR) = 0 . (39)
The parameter ρ has ghost number −1, while M has ghost number zero. From equation (37),
it turns out that the propagator of the Stueckelberg field ξa behaves now like
〈ξa(p)ξb(−p)〉S+SIRR = δ
ab α
p4 + αM4
, (40)
showing that the mass parameter M introduces an IR regularization in a BRST-invariant way.
In Appendix (C) one finds the whole list of all propagators of the elementary fields evaluated
in presence of the parameters (ρ,M), which have to be set to zero at the very end of the
computation of the correlation functions.
3 Renormalizability
We are now ready to face the issue of the all order renormalizability of the action S, eq.(17).
For later convenience, it turns out to be helpful to employ a slightly different parametrization,
redefining the gauge parameter α as well as the gauge, Lagrange multiplier, and Stueckelberg
fields as
Aaµ →
1
g
Aaµ , b
a → gba , ξa →
1
g
ξa , α→
α
g2
. (41)
Accordingly, for the field strength and the covariant derivative, we get
F aµν = ∂µA
a
ν − ∂νA
a
µ + f
abcAbµA
c
ν , (42)
Dabµ = δ
ab∂µ − f
abcAcµ , (43)
while for the action S
S = SFP +
∫
d4x
(
τa ∂µA
h,a
µ +
m2
2
Ah,aµ A
h,a
µ
)
, (44)
SFP =
∫
d4x
(
1
4g2
F aµνF
a
µν +
α
2
baba + iba ∂µA
a
µ + c¯
a ∂µD
ab
µ c
b
)
(45)
where
Ahµ ≡ A
h,a
µ T
a = h†Aµh+ ih
†∂µh , h = e
iξaTa . (46)
Also, for the BRST transformation, we have
sAaµ = −D
ab
µ c
b ,
sca =
1
2
fabccbcc ,
sc¯a = iba ,
sba = 0 ,
sτa = 0 , (47)
and
sξa = gab(ξ)cb , gab(ξ) = −δab +
1
2
fabcξc −
1
12
facdf cbeξeξd +O(ξ3) , (48)
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with
sS = 0 . (49)
The usefulness of the new parametrization in eqs.(44),(45) relies on the property that, acting
on the action S with the differential operator g2 ∂
∂g2
, gives directly the gauge invariant quantity∫
d4xF aµνF
a
µν , i.e.
g2
∂S
∂g2
= −
1
4g2
∫
d4xF aµνF
a
µν , (50)
a feature which will be helpful in order to write down the parametric form of the most general
counterterm allowed by the quantum corrections.
Let us proceed by identifying the Ward identities of the model. To that purpose, following
the algebraic renormalization set up [65], we introduce a set of BRST-invariant external sources
(J(x),J (x)aµ,Ω
a
µ(x), L
a(x),Ka(x)) coupled to the composite operators (Ahµ(x)A
h
µ(x)) and A
h
µ(x)
as well as to the non-linear BRST variation of the fields (Aaµ, c
a, ξa), namely we consider the
classical complete BRST-invariant action Σ defined by
Σ = SFP +
∫
d4x
(
τa ∂µA
h,a
µ +
J
2
Ah,aµ A
h,a
µ + J
a
µA
h,a
µ − Ω
a
µD
ab
µ c
b +
1
2
fabcLacbcc
+Ka gab(ξ)cb +
ζ
2
J2
)
, (51)
with
sJ = sJ aµ = sΩ
a
µ = sL
a = sKa = 0 , (52)
which ensure the BRST invariance of Σ
sΣ = 0 . (53)
The action S, eq.(44), can be recovered from Σ, modulo a constant vacuum term V ζ2m
4, by
setting the sources (J,J aµ ,Ω
a
µ, L
a,Ka) equal to
J
∣∣∣
phys
= m2 , J aµ
∣∣∣
phys
= Ωaµ
∣∣∣
phys
= La
∣∣∣
phys
= Ka
∣∣∣
phys
= 0 , (54)
i.e.
Σ
∣∣∣
phys
= S + V
ζ
2
m4 , (55)
where V stands for the Euclidean space-time volume. The parameter ζ is a dimensionless free
parameter which enables us to take into account possible divergences affecting the vacuum term
J2(x) [7, 10, 11], allowed by power-counting due to the fact that source J(x) has dimension
two. Let us also mention that the vacuum term ζ2 J
2 is required in order to investigate the
formation of the dimension two condensate 〈Ahµ(x)A
h
µ(x)〉 via evaluation of the corresponding
effective potential, see [7, 10, 11]. In particular, the parameter ζ can be made a function of the
coupling constant g in such a way that the generating functional of the correlation functions of
the theory obeys a homogeneous renormalization group equation [7, 10, 11], a result which will
be employed in Section (4) in order to determine the anomalous dimensions of the operators
(AhµA
h
µ) and A
h
µ.
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3.1 Ward identities
The BRST symmetry stated in the previous section can be immediately written as a functional
identity. The complete classical action Σ turns out to fulfill the following Ward identities:
• The Slavnov-Taylor identity
S(Σ) ≡
∫
d4x
(
δΣ
δΩaµ
δΣ
δAaµ
+
δΣ
δLa
δΣ
δca
+
δΣ
δKa
δΣ
δξa
+ iba
δΣ
δc¯a
)
= 0 . (56)
In view of the algebraic characterization of the counterterm, we introduce the so-called
linearized Slavnov-Taylor operator BΣ [65] defined as
BΣ ≡
∫
d4x
(
δΣ
δΩaµ
δ
δAaµ
+
δΣ
δAaµ
δ
δΩaµ
+
δΣ
δLa
δ
δca
+
δΣ
δca
δ
δLa
+
δΣ
δKa
δ
δξa
+
δΣ
δξa
δ
δKa
+ iba
δ
δc¯a
)
,
(57)
which, as the BRST operator s, turns out to be nilpotent
BΣBΣ = 0 . (58)
• The gauge-fixing condition and the anti-ghost equation [65]
δΣ
δba
= i∂µA
a
µ + α b
a , (59)
δΣ
δc¯a
+ ∂µ
δΣ
δΩaµ
= 0 , (60)
In particular, the identity (60) ensures that the anti-ghost field c¯a and the source Ωaµ enter
only through the combination
Ω̂aµ = Ω
a
µ + ∂µc¯
a . (61)
• The τ Ward identity
δΣ
δτa
− ∂µ
δΣ
δJ aµ
= 0 , (62)
implying that the field τa and the source J aµ appear only in the combination
Ĵ aµ = J
a
µ − ∂µτ
a . (63)
3.2 Characterization of the most general counterterm
In order to characterize the most general invariant counterterm which can be freely added to
all orders in perturbation theory we follow the set up of the algebraic renormalization [65] and
perturb the classical action Σ by adding an integrated local quantity in the fields and sources,
Σct, with dimension bounded by four and vanishing ghost number. We demand thus that the
perturbed action, (Σ + εΣct), where ε is an expansion parameter, fulfills, to the first order in ε,
12
Fields & sources A b c c¯ ξ τ Ω L K J J
Dimension 1 2 0 2 0 2 3 4 4 2 3
Ghost number 0 0 1 −1 0 0 −1 −2 −1 0 0
Table 1: The quantum numbers of fields and sources.
the same Ward identities obeyed by the classical action Σ, i.e. equations (56), (59), (60), and
(62). This requirement gives rise to the set of equations
S(Σ + εΣct) = O(ε2) ,
δ
δba
(Σ + εΣct) = i∂µA
a
µ + α b
a +O(ε2) ,(
δ
δc¯a
+ ∂µ
δ
δΩaµ
)
(Σ + εΣct) = O(ε2) ,(
δ
δτa
− ∂µ
δ
δJ aµ
)
(Σ + εΣct) = O(ε2) , (64)
yielding the following constraints on Σct:
BΣΣ
ct = 0 , (65)
δ
δba
Σct = 0 , (66)(
δ
δc¯a
+ ∂µ
δ
δΩaµ
)
Σct = 0 , (67)(
δ
δτa
− ∂µ
δ
δJ aµ
)
Σct = 0 . (68)
From the constraint (66) it follows that Σct is independent from the Lagarange multiplier ba,
while equations (67) and (68) ensure that Σct depends only on the combinations Ω̂aµ = Ω
a
µ+∂µc¯
a
and Ĵ aµ = J
a
µ − ∂µτ
a of equations (61),(63).
From equation (65) one learns that Σct belongs to the cohomolgy [65] of the linearized Slavnov-
Taylor operator BΣ in the space of the integrated local quantities in the fields and sources of
dimension 4 and ghost number zero. Therefore, we can set
Σct = ∆+ BΣ∆
(−1) , (69)
where ∆(−1) denotes a four-dimensional integrated quantity in the fields and sources with ghost
number −1. The term BΣ∆
(−1) in equation (69) corresponds to the trivial solution, i.e. to the
exact part of the cohomology of BΣ. Instead, the quantity ∆ identifies the non-trivial solution,
i.e. the cohomology of BΣ, meaning that ∆ 6= BΣQ, for some local integrated Q.
From the general results on the cohomology of Yang-Mills theories [65], and with the help
of Table 1, where the dimension and the ghost number of all fields and sources are displayed, it
follows that ∆ and ∆(−1) can be written as
∆ =
∫
d4x
[
c0
4g2
F aµνF
a
µν + c1 (∂µA
h,a
µ ) ∂νA
h,a
ν + c2 (∂µA
h,a
ν ) ∂µA
h,a
ν + c3 f
abcAh,aµ A
h,b
ν ∂µA
h,c
ν
+λabcdAh,aµ A
h,b
µ A
h,c
ν A
h,d
ν + Ĵ
a
µ O
a
µ(A, ξ) + J O(A, ξ) + c4
ζ
2
J2
]
, (70)
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and
∆(−1) =
∫
d4x
[
fab1 (ξ) Ω̂
a
µA
b
µ + f
ab
2 (ξ)L
acb + fab3 (ξ)K
aξb
]
, (71)
where we have taken into account the gauge invariant nature of the field Ahµ, i.e.
BΣA
h,a
µ = sA
h,a
µ = 0 , A
h,a
µ 6= BΣ(ρˆ
a
µ) , (72)
for any ρˆaµ. The parameters (c0, c1, c2, c3, c4, λ
abcd) in expression (70) are free dimensionless co-
efficients, while Oaµ(A, ξ) and O(A, ξ) stand for generic local quantities with dimension 1 and 2
and ghost number zero, respectively, depending only on the fields Aaµ and ξ
a. Also, the quantities
fab1 (ξ), f
ab
2 (ξ) and f
ab
3 (ξ) in expression (71) are arbitrary power series in ξ with ghost number
zero, allowed by the dimensionless character of the Stueckelberg field ξa.
Imposing now the constraint (65), one immediately gets
BΣO
a
µ(A, ξ) = sO
a
µ(A, ξ) = 0 , (73)
BΣO(A, ξ) = sO(A, ξ) = 0 , (74)
meaning that Oaµ(A, ξ) and O(A, ξ) have to be BRST invariant. Let us work out in detail the
most general solutions of eqs.(73),(74), beginning with eq.(73). Taking into account that the
operator Oaµ(A, ξ) has dimension 1, ghost number 0, and carries both color and Lorentz indices,
it can be parametrized as
Oaµ(A, ξ) = σ
ab(ξ)Abµ + ω
ab(ξ) ∂µξ
b , (75)
where (σab(ξ), ωab(ξ)) are dimensionless quantities in the Stueckelberg field ξa. Making use of
expression (46), it turns out to be useful to replace Aaµ by the gauge invariant field A
h,a
µ , upon
a redefinition of the quantities (σab(ξ), ωab(ξ)), i.e.
Oaµ(A, ξ) = σˆ
ab(ξ)Ah,bµ + ωˆ
ab(ξ) ∂µξ
b . (76)
Therefore, from condition (73) one gets
∂σˆab
∂ξc
gcdcdAh,bµ +
(
∂ωˆad
∂ξb
gbc + ωˆab
∂gbc
∂ξd
)
cc ∂µξ
d + ωˆabgbc ∂µc
c = 0 , (77)
which immediately gives
∂σˆab
∂ξc
= 0⇒ σˆab = b1δ
ab ,
ωˆab = 0 , (78)
where b1 is a constant. We conclude thus that the most general form for O
a
µ is given by
Oaµ(A, ξ) = b1A
h,a
µ . (79)
The same reasoning applies as well to the case of the operator O(A, ξ) in eq.(74). Taking into
account now that O(A, ξ) is of dimension two, we write
O(A, ξ) = σab(ξ)AaµA
b
µ + ω
a(ξ) ∂µA
a
µ + λ
ab(ξ)Aaµ ∂µξ
b +
ρab(ξ)
2
(∂µξ
a)∂µξ
b + βa(ξ) ∂2ξa , (80)
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where (σab(ξ), ωa(ξ), λab(ξ), ρab(ξ), βa(ξ)) are dimensionless power series in ξ. Again, employing
the gauge invariant variable Ahµ, we obtain, upon a redefinition of (σ
ab, ωa, λab, ρab, βa),
O(A, ξ) = σˆab(ξ)Ah,aµ A
h,b
µ + ωˆ
a(ξ) ∂µA
h,a
µ + λˆ
ab(ξ)Ah,aµ ∂µξ
b +
ρˆab(ξ)
2
(∂µξ
a)∂µξ
b + βˆa(ξ) ∂2ξa .
(81)
From equation (74) we have
0 =
∂σˆab
∂ξd
gdc Ah,aµ A
h,b
µ c
c +
∂ωˆa
∂ξc
gcb (∂µA
h,a
µ )c
b +
(
∂λˆab
∂ξd
gdc + λˆad
∂gdc
∂ξb
)
Ah,aµ (∂µξ
b)cc
+λˆacgcb Ah,aµ ∂µc
b +
(
1
2
∂ρˆab
∂ξd
gdc + ρˆad
∂gdc
∂ξb
+ βˆd
∂2gdc
∂ξa∂ξb
)
(∂µξ
a)(∂µξ
b)cc
+
(
ρˆacgcb + 2βˆc
∂gcb
∂ξa
)
(∂µξ
a)∂µc
b +
(
∂βˆa
∂ξc
gcb + βˆc
∂gcb
∂ξa
)
(∂2ξa)cb
+βˆbgba ∂2ca , (82)
from which it follows that
λˆab = ρˆab = βˆa = 0 ,
∂σˆab
∂ξd
= 0⇒ σˆab =
b2
2
δab ,
∂ωˆa
∂ξb
= 0⇒ ωˆa = 0 (by color invariance) , (83)
where b2 is a free coefficient. Finally, for the operator O(A, ξ), we have
O(A, ξ) =
b2
2
Ah,aµ A
h,a
µ . (84)
Therefore, for the most general counterterm, eq.(69), we get
∆ =
∫
d4x
[
c0
4g2
F aµνF
a
µν + c1 (∂µA
h,a
µ ) ∂νA
h,a
ν + c2 (∂µA
h,a
ν ) ∂µA
h,a
ν + c3 f
abcAh,aµ A
h,b
ν ∂µA
h,c
ν
+λabcdAh,aµ A
h,b
µ A
h,c
ν A
h,d
ν + b1Ĵ
a
µ A
h,a
µ +
b2
2
J Ah,aµ A
h,a
µ + c4
ζ
2
J2
]
, (85)
and ∆(−1) is given by eq. (71).
It remains now to characterize the coefficients (c1, c2, c3, λ
abcd). To that aim, we rely on an
important property of the action S in equation (44). When the mass parameter m2 is set to
zero, i.e. m2 = 0, expression reduces to
Sm2=0 = SFP +
∫
d4x
(
τa ∂µA
h,a
µ
)
, (86)
SFP =
∫
d4x
(
1
4g2
F aµνF
a
µν +
α
2
baba + iba ∂µA
a
µ + c¯
a ∂µD
ab
µ c
b
)
, (87)
which coincides, modulo the term
∫
d4x τa ∂µA
h,a
µ , with the Faddeev-Popov action SFP of the
linear covariant gauges.
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Nevertheless, as shown in detail in Appendix (A), the additional term
∫
d4x τa ∂µA
h,a
µ has
no consequences on the evaluation of the Green functions of the elementary fields (Aµ, b, c, c¯),
meaning that the correlation functions 〈Aµ1(x1)......Aµn (xn)〉Sm2=0 evaluated with the action
Sm2=0 coincide with those computed with the Faddeev-Popov action SFP , namely
〈Aµ1(x1)......Aµn (xn)〉Sm2=0 = 〈Aµ1(x1)......Aµn (xn)〉SFP . (88)
From this property, it follows that when the external fields (J,J ,K) are set to zero, i.e.
(J,J ,K)→ 0, the counterterm (85), (71) has to reduce to that of the Faddeev-Popov action in
presence of the term
∫
d4x τa ∂µA
h,a
µ , namely to expressions (156),(164),(170) of Appendix (A).
This requirement gives
c0 = a0 , c1 = c2 = c3 = 0 , λ
abcd = 0 , fab1 = a1 δ
ab , fab2 = a2 δ
ab . (89)
so that for the counterterm Σct we obtain
Σct =
∫
d4x
[
a0
4g2
F aµνF
a
µν + b1 Ĵ
a
µ A
h,a
µ +
b2
2
J Ah,aµ A
h,a
µ + b3
ζ
2
J2
]
+BΣ
∫
d4x
[
a1 Ω̂
a
µA
a
µ + a2 L
aca +Kafa(ξ)
]
, (90)
where we have performed the following redefinitions:
fa(ξ) ≡ fab3 (ξ)ξ
b , b3 ≡ c4 . (91)
3.3 Parametric form of the counterterm and renormalization factors
Having determined the most general form of the invariant counterterm, eq.(90), it remains to
check if Σct can be reabsorbed in the starting action Σ through a redefinition of parameters,
fields and sources. To that end, let us proceed by casting expression (90) in the so called
parametric form. From the expressions of the linearized Slavnov-Taylor operator BΣ, eq. (57),
we can rewrite the counterterm Σct as
Σct =
∫
d4x
(
a0
4g2
F aµνF
a
µν + b1 J
a
µA
h,a
µ + b1 τ
a ∂µA
h,a
µ +
b2
2
J Ah,aµ A
h,a
µ + b3
ζ
2
J2
+a1A
a
µ
δΣ
δAaµ
− ia1 b
a ∂µA
a
µ − a1 Ω
a
µ
δΣ
δΩaµ
+ a1 c¯
a ∂µ
δΣ
δΩaµ
− a2 c
a δΣ
δca
+a2 L
a δΣ
δLa
+ fa(ξ)
δΣ
δξa
−Ka
∂fa
∂ξb
δΣ
δKb
)
. (92)
where use has been made of the explicit expressions of Ĵ aµ and Ω̂
a
µ given, respectively, in
eqs.(63),(61). In order to analyze the different terms of expression (92), we set
Σct =
7∑
n=1
Σctn , (93)
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with
Σct1 =
∫
d4x
a0
4g2
F aµνF
a
µν ,
Σct2 =
∫
d4x b1 J
a
µA
h,a
µ ,
Σct3 =
∫
d4x b1 τ
a ∂µA
h,a
µ ,
Σct4 =
∫
d4x
(
b2
2
J Ah,aµ A
h,a
µ + b3
ζ
2
J2
)
,
Σct5 =
∫
d4x (−ia1 b
a ∂µA
a
µ) ,
Σct6 =
∫
d4x a1 c¯
a ∂µ
δΣ
δΩaµ
,
Σct7 =
∫
d4x
(
a1A
a
µ
δΣ
δAaµ
− a1 Ω
a
µ
δΣ
δΩaµ
+ a2 L
a δΣ
δLa
+ fa(ξ)
δΣ
δξa
−Ka
∂fa
∂ξb
δΣ
δKb
)
. (94)
By noticing that
∂Σ
∂g2
=
∂
∂g2
∫
d4x
1
4g2
F aµνF
a
µν = −
1
g2
∫
d4x
1
4g2
F aµνF
a
µν , (95)
the term Σct1 can be rewritten as
Σct1 = −a0 g
2 ∂Σ
∂g2
. (96)
Taking the variation of the action Σ with respect to J aµ and τ
a,
δΣ
δJ aµ
= Ah,aµ ,
δΣ
δτa
= ∂µA
h,a
µ , (97)
the terms Σct2 and Σ
ct
3 are rewritten as
Σcount2 = b1
∫
d4xJ aµ
δΣ
δJ aµ
,
Σcount3 = b1
∫
d4x τa
δΣ
δτa
. (98)
Also, taking the variation of Σ with respect to J , we obtain
δΣ
δJ
=
1
2
Ah,aµ A
h,a
µ + ζ J , (99)
from which it follows that Σct4 takes the form
Σct4 =
∫
d4x
(
b2 J
δΣ
δJ
+ (b3 − 2b2)
ζ
2
J2
)
. (100)
On the other hand, we also have that
ζ
∂Σ
∂ζ
=
∫
d4x
ζ
2
J2 . (101)
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Thus,
Σct4 = b2
∫
d4xJ
δΣ
δJ
+ (b3 − 2b2) ζ
∂Σ
∂ζ
. (102)
Now, considering the gauge fixing equation (59), we can rewrite Σct5 as
Σct5 =
∫
d4x
(
−a1 b
a δΣ
δba
+ a1 α b
aba
)
. (103)
Furthermore, from
2α
∂Σ
∂α
=
∫
d4xα baba , (104)
one gets
Σct5 = −a1
∫
d4x ba
δΣ
δba
+ 2a1 α
∂Σ
∂α
. (105)
The term Σct6 can be immediately rewritten using the anti-ghost equation (60) as:
Σct6 = −a1
∫
d4x c¯a
δΣ
δc¯a
. (106)
Putting together all expressions, for the parametric form of the counterterm we obtain
Σct = −a0 g
2 ∂Σ
∂g2
+ (b3 − 2b2) ζ
∂Σ
∂ζ
+ 2a1 α
∂Σ
∂α
+
∫
d4x
(
a1A
a
µ
δΣ
δAaµ
− a1 b
a δΣ
δba
−
−a1 c¯
a δΣ
δc¯a
− a2 c
a δΣ
δca
+ b1 τ
a δΣ
δτa
+ fa(ξ)
δΣ
δξa
− a1 Ω
a
µ
δΣ
δΩaµ
+ a2 L
a δΣ
δLa
+
+b1 J
a
µ
δΣ
δJ aµ
+ b2 J
δΣ
δJ
−Kb
∂f b
∂ξa
δΣ
δKa
)
, (107)
which can be finally written as
Σct = RΣ , (108)
with R being the differential operator
R = −a0 g
2 ∂
∂g2
+ (b3 − 2b2) ζ
∂
∂ζ
+ 2a1 α
∂
∂α
+
∫
d4x
(
a1A
a
µ
δ
δAaµ
− a1 b
a δ
δba
−a1 c¯
a δ
δc¯a
− a2 c
a δ
δca
+ b1 τ
a δ
δτa
+ fa(ξ)
δ
δξa
− a1 Ω
a
µ
δ
δΩaµ
+ a2 L
a δ
δLa
+b1 J
a
µ
δ
δJ aµ
+ b2 J
δ
δJ
−Kb
∂f b
∂ξa
δ
δKa
)
. (109)
The usefulness of expression (108) relies on the fact that it immediately provides the redefinition
of the fields, parameter and sources needed to show that the counterterm Σct can be in fact
reabsorbed into the starting action, namely
Σ(Φ) + εΣct(Φ) = Σ(Φ0) +O(ε
2) , (110)
where ε is an expansion parameter, Φ is a shorthand notation for the fields, parameters and
sources, while Φ0 stands for the corresponding redefinitions. From equation (108) it is apparent
that the redefined fields, parameters and sources are given by
Φ0 = (1 + εR)Φ . (111)
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In fact, using (111), it is almost immediate to prove that
Σ[Φ0] = Σ[Φ + εRΦ] = Σ[Φ] + εR(Σ) +O(ε
2) , (112)
showing that the counterterm Σct can be reabsorbed into the starting action Σ.
By direct inspection of equation (112), for the renormalization factors one finds:
A0 = Z
1/2
A A , b0 = Z
1/2
b b , c0 = Z
1/2
c c , c¯0 = Z
1/2
c¯ c¯ , ξ
a
0 = Z
ab
ξ (ξ) ξ
b , τ0 = Z
1/2
τ τ ,
Ω0 = ZΩΩ , L0 = ZL L , K
a
0 = Z
ab
K (ξ)K
b , J0 = ZJ J , J0 = ZJ J ,
g0 = Zg g , α0 = Zα α , ζ0 = Zζ ζ , (113)
where
Zg = 1 + ε a0 , (114)
Z
1/2
A = 1 + ε a1 , (115)
Z1/2c = 1− ε a2 , (116)
ZJ = 1 + ε b1 , (117)
ZJ = 1 + ε b2 , (118)
Zζ = 1 + ε (b3 − 2b2) , (119)
Zabξ = δ
ab + ε fab3 , (120)
ZabK = δ
ab − ε
∂f b
∂ξa
= δab − ε
(
∂f bc3
∂ξa
ξc + f ba3
)
, (121)
and
Zα = ZA , Z
1/2
b = Z
1/2
c¯ = ZΩ = Z
−1/2
A , Z
1/2
τ = ZJ , ZL = Z
−1/2
c . (122)
Observe that in equations (120) and (121) we have used the definition fa(ξ) = fab3 (ξ)ξ
b intro-
duced in eq.(91). We also underline that, according to (120),(121), the renormalization factors of
the Stueckelberg field ξa and of the corresponding source Ka are nonlinear, i.e. they are power
series in ξa. This is an expected feature, due to the dimensionless character of the Stueckelberg
field, a feature common to other renormalizable models displaying massles fields as, for example,
N = 1 super Yang-Mills theory in superspace, see [74].
4 The anomalous dimensions of (AhµA
h
µ) and of A
h
µ
Let us address now the issue of the anomalous dimensions of the operators (Ah,aµ A
h,a
µ ) and A
h,a
µ .
As a consequence of their gauge invariance, their anomalous dimensions turn out to be inde-
pendent from the gauge parameter α, a result which can be established at the algebraic level
through the use of the extended BRST technique [65]. (See also the recent proof given in [67].)
In particular, due to its α-independence, the anomalous dimension of (Ah,aµ A
h,a
µ ) is the same
as that computed in the Landau gauge, i.e. for α = 0. Moreover, taking into account that, in
the Landau gauge, the operator (Ah,aµ A
h,a
µ ) reduces to (AaµA
a
µ), we expect that the anomalous
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dimension γ(Ah)2 of (A
h,a
µ A
h,a
µ ) should be equal to the anomalous dimension γA2
∣∣∣
Landau
of the
operator (AaµA
a
µ) in the Landau gauge, namely
γ(Ah)2 = γA2
∣∣∣
Landau
= −
(
β(a)
a
+ γLandauA (a)
)
, a =
g2
16pi2
, (123)
where (β(a), γLandauA (a)) denote, respectively, the β-function and the anomalous dimension of
the gauge field Aµ in the Landau gauge
†.
A similar property is expected in the case of the operator Ahµ, namely
γAh = γAh
∣∣∣
α=0
= γLandauA (a) , (124)
i.e. the anomalous dimension of Ahµ should equal that of the gauge field A
a
µ in the Landau gauge.
Therefore, both γ(Ah)2 and γAh would not be independent parameters of the theory.
Let us give a formal proof of equations (123) and (124) by making use of the renormaliza-
tion group equation (RGE) which, owing to the renormalizability and to the BRST invariance
of the theory, reads
µ
∂Γ
∂µ
+ βg2
∂Γ
∂g2
− γANAΓ− γcNcΓ− γ(Ah)2
∫
d4xJ
δΓ
δJ
−γAh
∫
d4x
(
J aµ
δΓ
δJ aµ
+ τa
δΓ
δτa
)
−
∫
d4x
(
γabξ (ξ)ξ
b δΓ
δξa
+ γabK (ξ)K
b δΓ
δKa
)
= 0 , (125)
where
NA =
∫
d4x
(
Aaµ
δ
δAaµ
− ba
δ
δba
− c¯a
δ
δc¯a
− Ωaµ
δ
δΩaµ
)
+ 2α
∂
∂α
,
Nc =
∫
d4x
(
ca
δ
δca
− La
δ
δLa
)
,
γabξ = (Z
−1
ξ )
ac µ
∂
∂µ
Zcbξ ,
γabK = (Z
−1
K )
ac µ
∂
∂µ
ZcbK . (126)
Let us act now on the RGE with the test operator
δ2
δJ aµ (x)δJ
b
ν (y)
, (127)
and set all fields and sources equal to zero. A simple algebraic calculation gives
0 = µ
∂
∂µ
〈Ah,aµ (x)A
h,b
ν (y)〉+ βg2
∂
∂g2
〈Ah,aµ (x)A
h,b
ν (y)〉
−2γA α
∂
∂α
〈Ah,aµ (x)A
h,b
ν (y)〉 − 2γAh 〈A
h,a
µ (x)A
h,b
ν (y)〉 . (128)
†For an all order algebraic proof of the relationship
γA2
∣∣∣
Landau
= −
(
β(a)
a
+ γLandauA (a)
)
, a =
g2
16pi2
,
see [36].
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Moreover, due to the α-independence of the gauge-invariant correlation function 〈Ah,aµ (x)A
h,b
ν (y)〉,
it follows that
∂
∂α
〈Ah,aµ (x)A
h,b
ν (y)〉 = 0 . (129)
Thus,
µ
∂
∂µ
〈Ah,aµ (x)A
h,b
ν (y)〉 + βg2
∂
∂g2
〈Ah,aµ (x)A
h,b
ν (y)〉 − 2γAh 〈A
h,a
µ (x)A
h,b
ν (y)〉 = 0 . (130)
In addition, from (129) we can make direct use of the Landau gauge, namely
〈Ah,aµ (x)A
h,b
ν (y)〉 = 〈A
h,a
µ (x)A
h,b
ν (y)〉α=0 = 〈A
h,a
µ (x)A
h,b
ν (y)〉Landau . (131)
Therefore
〈Ah,aµ (x)A
h,b
ν (y)〉 =
∫
[Dφ]Ah,aµ (x)A
h,b
ν (y) e
−S(α,m2=0)∫
[Dφ] e
−S(α,m2=0)
, (132)
with [Dφ] ≡ DADbDcDc¯DξDτ and
S(α,m2=0) =
∫
d4x
(
1
4g2
F aµνF
a
µν + ib
a ∂µA
a
µ + c¯
a ∂µD
ab
µ c
b + τa ∂µA
h,a
µ
)
. (133)
Integrating out the fields (τ, b, c, c¯), we get
〈Ah,aµ (x)A
h,b
ν (y)〉 =
∫
DADξ δ(∂µA
h
µ)δ(∂µAµ) det(−∂ ·D)A
h,a
µ (x)A
h,b
ν (y) e−SYM∫
DADξ δ(∂µAhµ)δ(∂µAµ) det(−∂ ·D) e
−SYM
. (134)
Employing the result given in Appendix (B), see eqs.(191),(192), the equation ∂µA
h
µ = 0 can be
solved iteratively for ξa yielding
ξ =
1
∂2
∂µAµ + i
g
∂2
[
∂A,
∂A
∂2
]
+ i
g
∂2
[
Aµ, ∂µ
∂A
∂2
]
+
i
2
g
∂2
[
∂A
∂2
, ∂A
]
+O(A3) , (135)
so that we can integrate over ξa, obtaining
〈Ah,aµ (x)A
h,b
ν (y)〉 =
∫
DAδ(∂µAµ) det(−∂ ·D)A
h,a
µ (x)A
h,b
ν (y) e−SYM∫
DAδ(∂µAµ) det(−∂ ·D) e−SYM
, (136)
where Ahµ is now given by, see eq.(193) of Appendix (B),
Ahµ = Aµ −
1
∂2
∂µ∂A− ig
∂µ
∂2
[
Aν , ∂ν
∂A
∂2
]
− i
g
2
∂µ
∂2
[
∂A,
1
∂2
∂A
]
+ ig
[
Aµ,
1
∂2
∂A
]
+ i
g
2
[
1
∂2
∂A,
∂µ
∂2
∂A
]
+O(A3) . (137)
However, due to the presence in eq.(136) of the delta function δ(∂µAµ), all terms containing a
divergence ∂A vanish, namely
〈Ah,aµ (x)A
h,b
ν (y)〉 =
∫
DAδ(∂µAµ) det(−∂ ·D)A
h,a
µ (x)A
h,b
ν (y) e−SYM∫
DAδ(∂µAµ) det(−∂ ·D) e−SYM
=
∫
DAδ(∂µAµ) det(−∂ ·D)A
a
µ(x)A
b
ν(y) e
−SYM∫
DAδ(∂µAµ) det(−∂ ·D) e−SYM
= 〈Aaµ(x)A
b
ν(y)〉Landau . (138)
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Thus, the RGE for the correlation function 〈Ah,aµ (x)A
h,b
ν (y)〉 becomes
µ
∂
∂µ
〈Aaµ(x)A
b
ν(y)〉Landau + βg2
∂
∂g2
〈Aaµ(x)A
b
ν(y)〉Landau − 2γAh 〈A
a
µ(x)A
b
ν(y)〉Landau = 0 , (139)
which proves equation (124). Of course, the same reasoning can be applied to equation (123).
5 Conclusions
In this work we have provided a study of the gauge-invariant non-local operator A2min
A2min = Tr
∫
d4xAhµA
h
µ , (140)
with Ahµ the transverse configuration, ∂µA
h
µ = 0, given in expression (3).
Despite the highly non-local character, we have shown that a fully local set up for both op-
erators (AhµA
h
µ) and A
h
µ can be constructed, giving rise to a local and BRST-invariant action S,
eq.(17). The main tool in order to achieve such a local formulation has been the introduction
of an auxiliary Stueckelberg field ξa, eqs.(11),(12).
As pointed out in Section (2), the transversality condition, ∂µA
h
µ = 0, plays an important role,
giving rise to deep differences between our formulation and the conventional Stueckelberg one,
which is known to be non-renormalizable. Unlike the conventional Stueckelberg formulation, the
novel action S, eq.(17), has been proven to be renormalizable to all orders, as shown in details
in Sect.(3). Furthermore, owing to the gauge invariance of (AhµA
h
µ) and A
h
µ, the corresponding
anomalous dimensions, (γ(Ah)2 , γAh), turn out to be independent from the gauge parameter α
entering the gauge fixing condition, being given by
γ(Ah)2 = γA2
∣∣∣
Landau
= −
(
β(a)
a
+ γLandauA (a)
)
, a =
g2
16pi2
,
γAh = γAh
∣∣∣
α=0
= γLandauA (a) , (141)
where (β(a), γLandauA (a)) denote, respectively, the β-function and the anomalous dimension of
the gauge field Aµ in the Landau gauge. We see therefore that (γ(Ah)2 , γAh) are not independent
parameters of the theory.
The present results can open the road to several future investigations. For instance, the pos-
sibility of having at our disposal a local and renormalizable framework might enable us to
investigate the formation, through the computation of the effective potential [7, 10, 11, 15, 16],
of the gauge-invariant dimension-two condensate 〈AhµA
h
µ〉. This result might yield a better un-
derstanding, within a manifestly BRST-invariant set up, of the relevance of the condensate
〈AhµA
h
µ〉 for the formation of the dynamical gluon mass [7, 10, 11, 15, 16] as well for the analysis
of the 1
Q2
corrections in the gluon correlation functions within the OPE expansion, as reported
in [18, 19, 20, 21, 24, 27, 28, 29, 30, 31, 33, 34, 35] in the case of the Landau gauge.
Another topic worth to be mentioned is the study of the BRST-invariant and α-independent
correlation function
〈Ahµ(x)A
h
µ(y)〉 , (142)
22
within the local present set up. Due to its α-independence, expression (142) can be seen as
the natural generalization, in the case of the covariant linear gauges, of the two-point function
〈Aµ(x)Aµ(y)〉Landau studied in the renormalizable massive Yang-Mills model in the Landau gauge
considered in [72, 73]. As such, expression (142) might provide information about the occurrence
of positivity violation, already observed in the Landau gauge [72, 73]. In this sense, expression
(142) might be regarded as a powerful and practical tool to detect the positivity violation, in
linear covariant gauges, of the two-point gluon correlation function within a BRST-invariant
formulation.
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A A review on the renormalization of the Yang-Mills action in
linear covariant gauges
When the mass parameter m2 is set to zero, the action S in eq.(45) reduces to
Sm2=0 = SFP +
∫
d4x
(
τa ∂µA
h,a
µ
)
(143)
where SFP is
SFP =
∫
d4x
(
1
4g2
F aµνF
a
µν +
α
2
baba + iba ∂µA
a
µ + c¯
a ∂µD
ab
µ c
b ,
)
(144)
i.e. Sm2=0 coincides, modulo the term
∫
d4x τa ∂µA
h,a
µ , with the usual Faddeev-Popov action of
the linear covariant gauge. Evidently, the action Sm2=0 is left invariant by the BRST transfor-
mations given in eqs.(47),(48)
sSm2=0 = 0 . (145)
Nevertheless, when m2 = 0, the additional term
∫
d4x τa ∂µA
h,a
µ has no consequences on the
evaluation of the Green functions of the elementary fields (Aµ, b, c, c¯). More precisely, it turns
out that the correlation functions 〈Aµ1(x1)......Aµn (xn)〉Sm2=0 evaluated with the action Sm2=0
coincide with those computed with the Faddeev-Popov action SFP , namely
〈Aµ1(x1)......Aµn (xn)〉Sm2=0 = 〈Aµ1(x1)......Aµn (xn)〉SFP . (146)
The statement (146) can be checked by means of the functional integral. Let us consider ex-
pression
〈Aµ1(x1)......Aµn (xn)〉Sm2=0 =
∫
[Dφ] Aµ1(x1)......Aµn (xn) e
−Sm2=0∫
[Dφ] e−Sm2=0
, (147)
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where [Dφ] stands for integration over all fields, i.e. [Dφ] = DADbDcDc¯DξDτ . Integrating
over the field τ , one gets
〈Aµ1(x1)......Aµn (xn)〉Sm2=0 =
∫
DADbDcDc¯Dξ δ(∂µA
h
µ) Aµ1(x1)......Aµn (xn) e
−SFP∫
DADbDcDc¯Dξ δ(∂µAhµ) e
−SFP
, (148)
Making use of the result given in Appendix (B), see eqs.(191),(192), the equation ∂µA
h
µ = 0 can
be solved iteratively for ξa yielding
ξ =
1
∂2
∂µAµ + i
g
∂2
[
∂A,
∂A
∂2
]
+ i
g
∂2
[
Aµ, ∂µ
∂A
∂2
]
+
i
2
g
∂2
[
∂A
∂2
, ∂A
]
+O(A3) , (149)
so that expression (148) can be written as
〈Aµ1(x1)......Aµn (xn)〉Sm2=0 =
∫
DADbDcDc¯Dξ δ(ξ − [power series in A]) Aµ1(x1)......Aµn (xn) e
−SFP∫
DADbDcDc¯Dξ δ(ξ − [power series in A]) e−SFP
.
(150)
Observing now that the Faddeev-Popov action SFP , eq.(143), does not contain any dependence
from the Stueckelberg field, it follows that the integration over the variable ξ in equation (148)
is straightforward, giving
〈Aµ1(x1)......Aµn (xn)〉Sm2=0 =
∫
DADbDcDc¯ Aµ1(x1)......Aµn (xn) e
−SFP∫
DADbDcDc¯ e−SFP
, (151)
which proves the statement (146). The same reasoning applies as well to other Green’s func-
tions containing the elementary fields (b, c, c¯). In summary, all Green’s function of the elementary
fields (Aµ, b, c, c¯) evaluated with the action (143) are exactly the same as those computed with
the Faddeev-Popov action (144).
In particular, from this result it follows that the action (143) is renormalizable, the most general
counterterm being given, modulo terms in the variable τ , by the usual counterterm of the linear
covariant gauges.
Let us give a closer look at the possible local BRST-invariant counterterm Sctm2=0 affecting the
action Sm2=0 at the quantum level. S
ct
m2=0 is a local integrated quantity in the fields bounded
by dimension four. Moreover, it is useful to notice that, besides the BRST invariance, eq.(145),
the action Sm2=0 is constrained by the additional Ward identity∫
d4x
δSm2=0
δτa
= 0 , (152)
which implies that the variable τ can enter only through a space-time derivative, i.e. ∂µτ
a.
Therefore, owing to the previous considerations, and taking into account that the field τ has
dimension two, for the counterterm Sctm2=0 we write
Sctm2=0 = S
ct
FP −
∫
d4x (∂µτ
a)Oaµ(A, ξ) , (153)
where SctFP is the usual local BRST-invariant counterterm of the Faddeev-Popov action in linear
covariant gauges and where Oaµ(A, ξ) is a local quantity of dimension 1. From BRST invariance,
we immediately get
sOaµ(A, ξ) = 0 , (154)
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whose general solution, see eqs.(73)-(79), is
Oaµ(A, ξ) = b1A
h,a
µ , (155)
with b1 being an arbitrary coefficient. Thus, for the most general counterterm corresponding to
S|m2=0 we have
Sctm2=0 = S
ct
FP − b1
∫
d4x (∂µτ
a)Ah,aµ . (156)
Let us end this subsection by providing the expression of the Faddeev-Popov counterterm SctFP ,
as derived form the algebraic renormalization procedure [65].
A.1 Renormalizability of the Faddeev-Popov action in linear covariant gauges
Following [65], in order to determine the most general invariant counterterm SctFP affecting the
Faddeev-Popov action in linear covariant gauges, eq.(144), we start from the complete classical
action
Σ0 = SFP +
∫
d4x
(
−ΩaµD
ab
µ c
b +
1
2
fabcLacbcc
)
, (157)
where we have introduced the external sources (Ωaµ, L
a) coupled to the non-linear BRST varia-
tions of the fields (Aaµ, c
a), see eqs.(47),(48).
The action Σ0 obeys the following set of Ward identities [65]:∫
d4x
(
δΣ0
δΩaµ
δΣ0
δAaµ
+
δΣ0
δLa
δΣ0
δca
+ iba
δΣ0
δc¯a
)
= 0 , (158)
δΣ0
δba
= i∂µA
a
µ + αb
a , (159)
δΣ0
δc¯a
+ ∂µ
δΣ0
δΩaµ
= 0 , (160)
from which it turns out [65] that the most general local invariant counterterm Σct0 contains three
free parameters (a0, a1, a2), being given by the expression:
Σct0 = a0
∫
d4x
1
4g2
F aµνF
a
µν + BΣ0
∫
d4x
(
a1 (Ω
a
µ + ∂µc¯
a)Aaµ + a2 L
aca
)
, (161)
where BΣ0 is the nilpotent linearized Slavnov-Taylor operator
BΣ0 =
∫
d4x
(
δΣ0
δΩaµ
δ
δAaµ
+
δΣ0
δAaµ
δ
δΩaµ
+
δΣ0
δLa
δ
δca
+
δΣ0
δca
δ
δLa
+ iba
δ
δc¯a
)
, (162)
BΣ0BΣ0 = 0 . (163)
Expression (161) can be conveniently written in parametric form [65] as
Σct0 = −a0 g
2 ∂Σ0
∂g2
+ 2αa1
∂Σ0
∂α
+
∫
d4x
(
a1A
a
µ
δΣ0
δAaµ
− a1 b
a δΣ0
δba
− a1 c¯
a δΣ0
δc¯a
−a1 Ω
a
µ
δΣ0
δΩaµ
− a2 c
a δΣ0
δca
+ a2 L
a δΣ0
δLa
)
, (164)
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which is suitable for establishing the renormalizablity of the starting action Σ0, i.e. to check
that Σct0 can be reabsorbed in Σ0 through a redefinition of the fields, parameters and sources,
according to
Σ0[A, b, c, c¯,Ω, L, g
2, α] + εΣct0 = Σ0[A0, b0, c0, c¯0,Ω0, L0, g
2
0 , α0] +O(ε
2) , (165)
with ε stands for an expansion parameter and where the label “0” denotes the redefined param-
eters, fields and sources. By direct inspection of equation (165), it follows that the counterterm
Σct0 can be reabsorbed through the following redefinitions:
g20 = Zg2 g
2 , A0 = Z
1/2
A A , c0 = Z
1/2
c c , (166)
with
Zg2 = 1− ε a0 ,
Z
1/2
A = 1 + ε a1 ,
Z1/2c = 1− ε a2 (167)
and
α0 = ZA α ,
b0 = Z
−1/2
A b ,
c¯0 = Z
−1/2
A c¯ ,
Ω0 = Z
−1/2
A Ω ,
L0 = Z
−1/2
c L , (168)
exhibiting the multiplicative all orders renormalizability of the Faddeev-Popov action in linear
covariant gauges.
Finally, setting the external sources (Ωaµ, L
a) to zero, for the counterterm SctFP , eq.(156), one
gets
SctFP = Σ
ct
0 |Ω=L=0 (169)
= −a0 g
2 ∂SFP
∂g2
+ 2αa1
∂SFP
∂α
+
∫
d4x
(
a1A
a
µ
δSFP
δAaµ
− a1 b
a δSFP
δba
− a1 c¯
a δSFP
δc¯a
− a2 c
a δSFP
δca
)
.
B Properties of the functional fA[u].
In this Appendix we recall some useful properties of the functional fA[u]
fA[u] ≡ Tr
∫
d4xAuµA
u
µ = Tr
∫
d4x
(
u†Aµu+
i
g
u†∂µu
)(
u†Aµu+
i
g
u†∂µu
)
. (170)
For a given gauge field configuration Aµ, fA[u] is a functional defined on the gauge orbit of Aµ.
Let A be the space of connections Aaµ with finite Hilbert norm ||A||, i.e.
||A||2 = Tr
∫
d4xAµAµ =
1
2
∫
d4xAaµA
a
µ < +∞ , (171)
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and let U be the space of local gauge transformations u such that the Hilbert norm ||u†∂u|| is
finite too, namely
||u†∂u||2 = Tr
∫
d4x
(
u†∂µu
)(
u†∂µu
)
< +∞ . (172)
The following proposition holds [59, 60, 61, 62]
• Proposition
The functional fA[u] achieves its absolute minimum on the gauge orbit of Aµ.
This proposition means that there exists a h ∈ U such that
δfA[h] = 0 , (173)
δ2fA[h] ≥ 0 , (174)
fA[h] ≤ fA[u] , ∀u ∈ U . (175)
The operator A2min is thus given by
A2min = min
{u}
Tr
∫
d4xAuµA
u
µ = fA[h] . (176)
Let us give a look at the two conditions (173) and (174). To evaluate δfA[h] and δ
2fA[h] we set
‡
v = heigω = heigω
aTa , (177)[
T a, T b
]
= ifabc T c , Tr
(
T aT b
)
=
1
2
δab , (178)
where ω is an infinitesimal hermitian matrix and we compute the linear and quadratic terms of
the expansion of the functional fA[v] in power series of ω. Let us first obtain an expression for
Avµ
Avµ = v
†Aµv +
i
g
v†∂µv
= e−igωh†Aµhe
igω +
i
g
e−igω
(
h†∂µh
)
eigω +
i
g
e−igω∂µe
igω
= e−igωAhµe
igω +
i
g
e−igω∂µe
igω . (179)
Expanding up to the order ω2, we get
Avµ =
(
1− igω − g2
ω2
2
)
Ahµ
(
1 + igω − g2
ω2
2
)
+
i
g
(
1− igω − g2
ω2
2
)
∂µ
(
1 + igω − g2
ω2
2
)
=
(
1− igω − g2
ω2
2
)(
Ahµ + igA
h
µω − g
2Ahµ
ω2
2
)
+
+
i
g
(
1− igω − g2
ω2
2
)(
ig∂µω −
g2
2
(∂µω)ω −
g2
2
ω (∂µω)
)
= Ahµ + igA
h
µω −
g2
2
Ahµω
2 − igωAhµ + g
2ωAhµω −
g2
2
ω2Ahµ
+
i
g
(
ig∂µω −
g2
2
(∂µω)ω −
g2
2
ω∂µω + g
2ω∂µω
)
+O(ω3) , (180)
‡The case of the gauge group SU(N) is considered here.
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from which it follows
Avµ = A
h
µ + ig[A
h
µ, ω] +
g2
2
[[ω,Ahµ], ω]− ∂µω + i
g
2
[ω, ∂µω] +O(ω
3) , (181)
We now evaluate
fA[v] = Tr
∫
d4xAuµA
u
µ
= Tr
∫
d4x
[(
Ahµ + ig[A
h
µ, ω] +
g2
2
[[ω,Ahµ], ω]− ∂µω + i
g
2
[ω, ∂µω] +O(ω
3)
)
×(
Ahµ + ig[A
h
µ, ω] +
g2
2
[[ω,Ahµ], ω]− ∂µω + i
g
2
[ω, ∂µω] +O(ω
3)
)]
= Tr
∫
d4x
{
AhµA
h
µ + igA
h
µ[A
h
µ, ω] + g
2AhµωA
h
µω −
g2
2
AhµA
h
µω
2 −
g2
2
Ahµω
2Ahµ −A
h
µ∂µω
+ i
g
2
Ahµ[ω, ∂µω] + ig[A
h
µ, ω]A
h
µ − g
2[Ahµ, ω][A
h
µ, ω]− ig[A
h
µ, ω]∂µω + g
2ωAhµωA
h
µ
−
g2
2
Ahµω
2Ahµ −
g2
2
ω2AhµA
h
µ − ∂µωA
h
µ − ig∂µω[A
h
µ, ω] + ∂µω∂µω + i
g
2
[ω, ∂µω]A
h
µ
}
+O(ω3)
= fA[h]− Tr
∫
d4x
{
Ahµ, ∂µω
}
+Tr
∫
d4x
(
g2AhµωA
h
µω −
g2
2
AhµA
h
µω
2 −
g2
2
Ahµω
2Ahµ
− g2[Ahµ, ω][A
h
µ, ω] + g
2ωAhµωA
h
µ −
g2
2
Ahµω
2Ahµ −
g2
2
ω2AhµA
h
µ
)
+Tr
∫
d4x (∂µω∂µω
+ i
g
2
[ω, ∂µω]A
h
µ − ig∂µω[A
h
µ, ω]− ig[A
h
µ, ω]∂µω + i
g
2
Ahµ[ω, ∂µω]
)
+O(ω3)
= fA[h] + 2
∫
d4x tr
(
ω∂µA
h
µ
)
+
∫
d4x tr
{
2g2ωAhµωA
h
µ − 2g
2AhµA
h
µω
2
− g2
(
Ahµω − ωA
h
µ
)(
Ahµω − ωA
h
µ
)}
+
∫
d4x tr
(
∂µω∂µω + i
g
2
ω∂µωA
h
µ − i
g
2
∂µωωA
h
µ
− ig∂µωA
h
µω + ig∂µωωA
h
µ − igA
h
µω∂µω + igωA
h
µ∂µω + i
g
2
Ahµω∂µω − i
g
2
Ahµ∂µωω
)
+O(ω3)
= fA[h] + 2Tr
∫
d4x
(
ω∂µA
h
µ
)
+Tr
∫
d4x
(
∂µω∂µω + igω∂µωA
h
µ − ig∂µωωA
h
µ
− 2ig∂µωA
h
µω + 2ig∂µωωA
h
µ
)
+O(ω3) . (182)
Thus
fA[v] = fA[h] + 2Tr
∫
d4x
(
ω∂µA
h
µ
)
+Tr
∫
d4x
(
∂µω∂µω + igω∂µωA
h
µ − ig∂µωωA
h
µ
− ig (∂µω)A
h
µω + ig (∂µω)ωA
h
µ
)
+O(ω3)
= fA[h] + 2Tr
∫
d4x
(
ω∂µA
h
µ
)
+Tr
∫
d4x
{
∂µω
(
∂µω − ig
[
Ahµ, ω
])}
+O(ω3) .
(183)
Finally
fA[v] = fA[h] + 2Tr
∫
d4x
(
ω∂µA
h
µ
)
− Tr
∫
d4xω∂µDµ(A
h)ω +O(ω3) , (184)
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so that
δfA[h] = 0 ⇒ ∂µA
h
µ = 0 ,
δ2fA[h] > 0 ⇒ −∂µDµ(A
h) > 0 . (185)
We see therefore that the set of field configurations fulfilling conditions (185), i.e. defining
relative minima of the functional fA[u], belong to the so called Gribov region Ω, which is defined
as
Ω = {Aµ| ∂µAµ = 0 and − ∂µDµ(A) > 0} . (186)
Let us proceed now by showing that the transversality condition, ∂µA
h
µ = 0, can be solved for
h = h(A) as a power series in Aµ. We start from
Ahµ = h
†Aµh+
i
g
h†∂µh , (187)
with
h = eigφ = eigφ
aTa . (188)
Let us expand h in powers of φ
h = 1 + igφ−
g2
2
φ2 +O(φ3) . (189)
From equation (187) we have
Ahµ = Aµ + ig[Aµ, φ] + g
2φAµφ−
g2
2
Aµφ
2 −
g2
2
φ2Aµ − ∂µφ+ i
g
2
[φ, ∂µ] +O(φ
3) . (190)
Thus, condition ∂µA
h
µ = 0, gives
∂2φ = ∂µA+ ig[∂µAµ, φ] + ig[Aµ, ∂µφ] + g
2∂µφAµφ+ g
2φ∂µAµφ+ g
2φAµ∂µφ
−
g2
2
∂µAµφ
2 −
g2
2
Aµ∂µφφ−
g2
2
Aµφ∂µφ−
g2
2
∂µφφAµ −
g2
2
φ∂µφAµ −
g2
2
φ2∂µAµ
+ i
g
2
[φ, ∂2φ] +O(φ3) . (191)
This equation can be solved iteratively for φ as a power series in Aµ, namely
φ =
1
∂2
∂µAµ + i
g
∂2
[
∂A,
∂A
∂2
]
+ i
g
∂2
[
Aµ, ∂µ
∂A
∂2
]
+
i
2
g
∂2
[
∂A
∂2
, ∂A
]
+O(A3) , (192)
so that
Ahµ = Aµ −
1
∂2
∂µ∂A− ig
∂µ
∂2
[
Aν , ∂ν
∂A
∂2
]
− i
g
2
∂µ
∂2
[
∂A,
1
∂2
∂A
]
+ ig
[
Aµ,
1
∂2
∂A
]
+ i
g
2
[
1
∂2
∂A,
∂µ
∂2
∂A
]
+O(A3) . (193)
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Expression (193) can be written in a more useful way, given in eq.(3). In fact
Ahµ =
(
δµν −
∂µ∂ν
∂2
)(
Aν − ig
[
1
∂2
∂A,Aν
]
+
ig
2
[
1
∂2
∂A, ∂ν
1
∂2
∂A
])
+O(A3)
= Aµ − ig
[
1
∂2
∂A,Aµ
]
+
ig
2
[
1
∂2
∂A, ∂µ
1
∂2
∂A
]
−
∂µ
∂2
∂A+ ig
∂µ
∂2
∂ν
[
1
∂2
∂A,Aν
]
− i
g
2
∂µ
∂2
∂ν
[
∂A
∂2
,
∂ν
∂2
∂A
]
+O(A3)
= Aµ −
∂µ
∂2
∂A+ ig
[
Aµ,
1
∂2
∂A
]
+
ig
2
[
1
∂2
∂A, ∂µ
1
∂2
∂A
]
+ ig
∂µ
∂2
[
∂ν
∂2
∂A,Aν
]
+ i
g
2
∂µ
∂2
[
∂A
∂2
, ∂A
]
+O(A3) (194)
which is precisely expression (193). The transverse field given in eq.(3) enjoys the property of
being gauge invariant order by order in the coupling constant g. Let us work out the transfor-
mation properties of φν under a gauge transformation
δAµ = −∂µω + ig[Aµ, ω] . (195)
We have, up to the order O(g2),
δφν = −∂νω + ig
[
1
∂2
∂A, ∂νω
]
− i
g
2
[
ω, ∂ν
1
∂2
∂A
]
− i
g
2
[
∂A
∂2
, ∂νω
]
+O(g2)
= −∂νω + i
g
2
[
1
∂2
∂A, ∂νω
]
+ i
g
2
[
∂ν
1
∂2
∂A, ω
]
+O(g2) . (196)
Therefore
δφν = −∂ν
(
ω − i
g
2
[
∂A
∂2
, ω
])
+O(g2) , (197)
from which the gauge invariance of Ahµ is established.
Finally, let us work out the expression of A2min as a power series in Aµ.
A2min = Tr
∫
d4xAhµA
h
µ
= Tr
∫
d4x
[
φµ
(
δµν −
∂µ∂ν
∂2
)
φν
]
= Tr
∫
d4x
[(
Aµ − ig
[
1
∂2
∂A,Aµ
]
+
ig
2
[
1
∂2
∂A, ∂µ
1
∂2
∂A
])
×(
δµν −
∂µ∂ν
∂2
)(
Aν − ig
[
1
∂2
∂A,Aν
]
+
ig
2
[
1
∂2
∂A, ∂ν
1
∂2
∂A
])]
=
1
2
∫
d4x
[
Aaµ
(
δµν −
∂µ∂ν
∂2
)
Aaν − 2gf
abc ∂ν∂A
a
∂2
∂Ab
∂2
Acν − gf
abcAaν
∂Ab
∂2
∂ν∂A
c
∂2
]
+O(A4) .
(198)
leading to the result quoted in eq.(5).
We conclude this Appendix by noting that, due to gauge invariance, A2min can be rewritten
in a manifestly invariant way in terms of Fµν and the covariant derivative Dµ [59], see eq.(6).
30
C Propagators of the elementary fields
In order to evaluate the tree-level two-point functions of the theory, we start from the local
action
S = SFP +
∫
d4x
(
τa ∂µA
h,a
µ +
m2
2
Ah,aµ A
h,a
µ
)
+ SIRR (199)
where SFP is the Faddeev-Popov term of the linear covariant gauges, eq.(10), and SIRR stands
for the BRST-invariant infrared regularizing mass term for the Stueckelberg field, namely
SIRR =
∫
d4x
1
2
s (ρξaξa) =
∫
d4x
(
1
2
M4ξaξa + ρξaca
)
(200)
From the quadratic part of expression (199), one finds the following set of tree-level propagators
in momentum space
〈Aaµ(p)A
b
ν(−p)〉 =
1
p2 +m2
δabPµν +
α
p2
pµpν
p2
(201)
〈Aaµ(p)b
b(−p)〉 = −
p2
p4 + αM4
δabpµ (202)
〈Aaµ(p)ξ
b(−p)〉 = i
αδab
p4 + αM4
pµ (203)
〈Aaµ(p)τ
b(−p)〉 = −i
αM4
p2(p4 + αM4)
pµδ
ab (204)
〈ba(p)bb(−p)〉 =
M4
p4 + αM4
δab (205)
〈ba(p)ξb(−p)〉 = i
p2δab
p4 + αM4
(206)
〈ba(p)τ b(−p)〉 = −i
M4
p2
δab (207)
〈c¯a(p)Abµ(−p)〉 = −i
ρ α
p2(p4 + αM4)
δabpµ (208)
〈c¯a(p)bb(−p)〉 = i
ρ
p4 + αM4
δab (209)
〈c¯a(p)τ b(−p)〉 =
ρ
p4 + αM4
δab (210)
〈c¯a(p)ξb(−p)〉 =
ρα
p2(p4 + αM4)
δab (211)
〈ξa(p)ξb(−p)〉 =
αδab
p4 + αM4
(212)
〈ξa(p)τ b(−p)〉 =
p2
p4 + αM4
δab (213)
〈τa(p)τ b(−p)〉 = −
(
m2(p4 − αM4) +M4p2
p2(p4 + αM4)
)
δab (214)
〈c¯a(p)cb(−p)〉 =
1
p2
δab , (215)
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with Pµν =
(
δµν −
pµpν
p2
)
being the transverse projector. All other propagators which have
not been listed above are vanishing. Let us also remind that the parameters M and ρ which
regularize the propagation of the Stueckelberg field in the infrared have to be set to zero at the
end of any actual calculation.
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