Abstract
Introduction
Determining the correspondence of image patches is one of the most important problems in Computer Vision, with applications to stereo matching, change detection, optical flow, image registration etc. In many of these applications, such matching has to be performed under many possible intensity changes occuring due to the change in camera gain and offset, gamma correction, illumination changes etc.
In order to achieve invariance to such factors, most meth-ods assume a linear transformation model such that the same change in the illumination in different nearby pixels or color components creates the same proportion of change in the intensity observed at these pixels. Normalized cross-correlation is one such commonly considered distance measure between two image patches that is invariant to a linear change in intensity. More complex methods utilize a variety of different filters and techniques in order to achieve invariance to a linear intensity change [15, 12, 2, 5, 7, 8, 16, 18, 19, 17] . The normalization can also be performed in the spectral space by methods such as normalized color, including its variations that utilize a robust matching technique [10] . However, it is well-known [1, 21, 6 ] that many image transformations are non-linear in nature: gamma correction causes non-linearity, the camera response function is not linear near saturation and low-light, small specular reflection or dust/rain/snow peckles can change some pixels, and different parts of an object may be illuminated differently. One method that has been considered to handle such changes in the visual space is that of mutual information [20] that can handle a complete change in the image intensities. While such an approach can be used [14] , the most restrictive assumption that is able to handle the actual image transformation should be used for best performance. An assumption that is more appropriate in many circumstances is that the changes are monotonic. Many methods have utilized this assumption in order to achieve techniques that are more robust under these more general changes. Most of these methods transform the feature space such that only the "order" of a particular pixel in relation to its neighbors is considered. The census transform [22] looks at all the neighbors of a given pixel and creates a vector from the order of this pixel with respect to the neighbors. Image matching can then be performed by correlation in this transformed space.
Bhat and Nayar [4] improved upon such measure by a carefully designed distance between two rank permutations. While a single pixel error can cause disproportionate error in the census algorithm, this method counts such changes only once. Thus, their method is more robust to random pixel changes due to specularities, camera shake and salt and pepper noise.
While such approaches are robust to monotonic changes in the intensity and are relatively stable against random changes in the signal, the presence of Gaussian noise can severely deteriorate the performance of such methods. The reason is that, under Gaussian noise, there is a high probability of an order flip when the intensities of the two pixels are close to each other.
In this paper, we develop a new image matching method that improves upon such methods by using a combination of intensity and rank information in order to achieve greater robustness to Gaussian noise while maintaining invariance to monotonic intensity changes. The method looks at rank changes amongst n pixels in a patch. A change of order between pixels that are far from each other (in intensity) is given a greater 'penalty' compared to an order change between "closer" pixels. This makes the method relatively stable to Gaussian noise. Furthermore, while C n 2 orders (and possible order changes) exist between n pixel variables, we develop a novel technique to choose only the most representative order changes without "double counting" the changes occuring due to an error in a single pixel. This property enables the algorithm to be robust to salt and pepper noise, camera shake and specular reflections. Experiments illustrate the improvement achieved by the algorithm compared to prior approaches.
Designing a Robust Change Measure
As noted above, invariance to a monotonic intensity transformation is a desirable property of a robust matching method. Monotonicity in the observations implies that the order of such observations is still maintained. Thus, one can use this property in order to develop a measure of change that detects changes in such order information.
Methods exist in the literature that utilize such order information in order to determine changes [4, 3, 22, 11] . These methods first transform the original patch into a rank space that only considers the rankings between pixels. Measures are then developed to determine changes between two patches based on a change in the rankings.
When the two patches have n pixels each, there are C n 2 different pairs, among which one can compute an order change. Traditional methods such as Spearman's ρ and Kendall's τ [13, 9] have looked at measures that compute an order change among all such pairs, and determine a score for a rank change based on some kind of average, or proportion of the rankings that undergo a change. Such measures, however, severely penalize change in even a single observation and count all the possibly n order changes due to a single pixel even though such changes are correlated. such measures are not too robust, and In order to address this drawback, Bhat and Nayar [4] proposed a method that is relatively invariant to such changes. They devise a clever method to count, for each pixel, the number of elements less than it that are out of position and determine the maximum of such count over all pixels. This method counts one pixel change only once and works fairly well in practice.
However, while such methods are very robust to monotonic changes and are designed to be pretty robust to random pixel changes (the so-called salt and pepper noise occuring due to the camera, dust particles, rain, snow, specular reflections etc.), they are not very robust to Gaussian noise since even a small amount of Gaussian noise can completely change the rankings between pixels that are not far from each other in intensity. Such drawback occurs since they do not consider the actual intensities at all during the matching process. Therefore, one property of a desired algorithm is that the change measure should be a function of the difference between the pixels that undergo an order change, measuring a higher change as such difference increases. In this paper, we develop a strategy that yields a change measure that is robust to such small changes in the input data, while also maintaining most of the advantages of such order-based methods.
Our Change Measure
Let I 1 and I 2 be two windows that are to be compared. Then, let π 
where Sgn signifies the sign function. In simple words, S F L is the set of index pairs (i, j) that have their orders flipped from one window to the other. The basic idea behind defining this set is that it specifies all the order changes that have occured between the two sets and can thus be used to develop a change measure. For instance, Kendall's τ simply counts the number of elements in S F L . Similarly, the census algorithm [22] and the algorithm by Bhat and Nayar [4] derive useful measures by working on this set directly without regard to the intensity values. In our algorithm, we go beyond the rank of the elements and develop a distance measure using the underlying intensities.
In order to do so, let us further define a distance function f on the difference between two intensity values. Then, a forward distance function on sets S ∈ S c may be defined thus:
A backward distance function D 2 f (S) is defined similarly. When applied to sets containing flipped pairs of elements, this distance measures not the number of pairs that are flipped, but the sum of the intensity differences between the flipped elements. Thus, a flip in elements that are close to each other is counted less compared to a flip in elements that are far from each other. This property helps in making the distance measure robust to Gaussian noise that can easily cause a flip in elements that are close to each other in intensity. However, if this distance measure is used directly on S F L , then the distance measure would be very sensitive to change in even a single pixel as all pairs containing this pixel would be counted. All such flip pairs are correlated with each other and hence we design our detection measure so as to avoid such double counting.
In order to achieve this property, let us define a property which we call elemental uniqueness. Any set S with this property has any element occuring only once (i.e. there do not exist
Then, we define our forward distance measure as:
and S is elementally unique
Thus, we design our measure in such a way that it maximizes the sum of elemental differences (according to the function f ) among uncorrelated flipped pairs. We then normalize the distance so obtained using the maximum possible value of such measure since the magnitude of the distance can vary significantly depending on the amount of texture in the patch. Using the forward distance measure, a forward detection measure γ 1 f may thus be defined:
where dmax 1 f is the maximum possible measure of the distance and may be computed as:
The backward detection measure γ 2 f is defined similarly:
The distances (and detection measures) from the two directions are different since the intensities from the two sides are different and even the maximal pairings that are selected are different from the two sides. Since the orders must be preserved from both sides, one could take the maximum of the two detection measures max(γ Another consideration, however, is that the ranking of the side with the higher texture contrast (as measured by dmax f ) is more stable (the response of the detection measure to foreground and background as a function of the texture and noise is shown in Fig. 1 ). Hence, we found that it is more stable to simply select the change measure from the side with the higher texture contrast value. Thus, we define our detection measure γ f as: 
Efficient Computation of the Detection Measure
The detection measure defined above is extremely expensive to compute in the naive fashion. For a certain class of functions f which are interesting to us, however, this measure can be computed very efficiently. Let us assume that f (x) = |x|. Then, the following algorithm computes the distance d
where n is the number of pixels in the patch.
First, consider the element e 1 with rank 1 in I 1 (assuming that I 1 is pre-sorted in ascending order). Now, we consider all elements that have a rank change with this element in the other set. Then, we find the highest ranked element e h1 that has an order flip with this pixel. Now, it can be shown that for both of these elements, this order flip is the flip with the highest inter-element difference. To see this, note that for element e 1 , we have found the highest -flipping counterpart by construction. For the paired element e h1 that was found, e 1 is obviously the element lower than e h1 in rank that has the highest elemental difference. The only elements left to consider are the ones greater than it in rank. However, if there was any element e h2 greater than this element with which it had a flip, then that element e h2 would have a flip with e 1 element as well (since then, rank I2 (e h2 ) < rank I2 (e h1 ) < rank I2 (e 1 )). If this was the case, however, we would have found e h2 during our search for the highest element and not e h1 , thus contradicting the definition of e h1 . Hence, for both e 1 and e h1 , this is the highest difference pairing.
In the next step, we remove both these elements from consideration so as not to repeat them (the elemental uniqueness constraint). Then, the above step for the rest of the element list is repeated. The sum of the elemental differences for all such pairs thus found is the detection measure d 1 f . To prove that the algorithm finds the pairings with the highest sum of elemental differences, it is sufficient to show that the elemental pairing (e 1 , e h1 ) must be present in the maximal set. The rest of the proof follows by induction. To show this, suppose this pairing is not present in the set and instead, these elements are paired with some other elements, i.e. the pairs (e 1 , e i ) and (e j , e h1 ) are present. However, since f (x) = |x|, it can directly be seen that f (I(e h1 )−I(e 1 )) > f(I(e i )−I(e 1 ))+f (I(e h1 )−I(e j )) if I(e j ) > I(e i ), and f (I(e h1 ) − I(e 1 )) + f (I(e i ) − I(e j )) = f (I(e i ) − I(e 1 )) + f (I(e h1 ) − I(e j )) if I(e i ) > I(e j ). In the first case, both the pairs (e 1 , e i ) and (e j , e h1 ) could be replaced with (e 1 , e h1 ) with a higher elemental difference value. In the latter case, one could as well select (e 1 , e h1 ) and (e j , e i ) rather than (e 1 , e i ) and (e j , e h1 ) with the same elemental difference. Thus, selecting (e 1 , e h1 ) as opposed to (e 1 , e i ) and (e j , e h1 ) can only increase the difference value and not decrease it. Thus, by induction, one can show that the algorithm produces the sum of the maximum elemental differences d 1 f . The result is also true for all functions f that have a positive second derivative everywhere (for e.g. such f (x) = x 2 ). The proof for this more general result is very similar to the one above.
Applications and Experiments
Our basic matching technique can be applied to a variety of different applications. Here, we will illustrate our algorithm with respect to two applications: change detection and feature matching.
Change Detection
First, we applied our matching technique to the common application of background subtraction. An image without any objects was used as the background and all subsequent frames were compared with this image in order to detect foreground objects. First, we illustrate our results on an outdoor sequence where one wants to detect moving cars in the presence of heavy rain. The scene contains a lot of noise due to the falling rain, reflection of the cars on the ground and image blur due to the weather conditions. At the same time, the sequence was captured via an IP camera that transmits JPEG images. This also introduces some compression noise. Our algorithm worked very well on this sequence and sample results are presented in Fig. 2 . The only places where the algorithm failed to detect were regions where the foreground as well as the background were homogenous. Failure to detect such regions is an inherent drawback of all methods that are illumination invariant. In order to improve the detection in such regions (though breaking the illumination-invariance), it is possible to compare the means of the two patches and then detect an object if the difference of the means is above a certain threshold. We did not use this criteria for the results in this paper.
The same sequence was then processed via three other algorithms: normalized cross-correlation, the Census algorithm [22] and the algorithm by Bhat and Nayar [4] . We found that normalized cross-correlation and the census algorithms could not detect anything at all when the thresholds were set such that the false alarm rate was equal to what we obtained for the used settings of our algorithm. Only when the false alarm rates were very high could the two algorithms detect some objects. Some sample comparative results are presented in Fig. 4 . The algorithm by Bhat and Nayar did detect some objects with the same false alarm rate, but the detection rate was lower than our algorithm. The detailed results from this algorithm on this sequence are presented in Fig. 3 . This may be compared image-byimage to Fig. 2 . The presence of rain introduces some salt and pepper noise and hence, it was expected that the normalized cross-correlation would not work very well. At the same time, there is some Gaussian noise and blur, which would throw off the census algorithm. Bhat-Nayar appears to be more robust to these types of noise.
Next, we show the results of our algorithm on a sequence from a subway station, where the algorithm was used to detect any foreground objects. The scene contains many illumination changes due to shadows, light from the train and camera gain changes (which can be very severe when some object becomes very big in the scene). At the same time, there were specularities in the scene due to the reflection of the train lights from floor and there was significant noise in the video due to MPEG compression effects. The method was found to be very robust to all of such illumination changes and had a high detection rate. However, as with the previous scene, the homogenous regions are often missed.
Feature Matching
In order to evaluate our algorithm with respect to feature matching, we took a set of test images. Then, random patches of size 10 × 10 were selected from these images and tested against some other random patches in order to determine the false match (detection) rate. The same patch was then compared against itself after adding some particular types of perturbations. This gives us the detection rate. Since textures with low contrast cannot be compared against each other satisfactorily, the comparisons were only considered valid if both the compared patches had a significant contrast. For these same valid point matches, the algorithm was tested against three other matching methods: normal cross correlation, the census algorithm [22] and BhatNayar [4] . The two latter algorithms are most comparable to ours because of their invariance to a monotonic change and normalized cross-correlation was chosen because of its popularity and as a representative of methods that assume a linear intensity transformation model.
First, we applied two types of noise to the data and computed the ROC curves for all the algorithms. Fig. 6 shows the ROC curves as a function of the amount of Gaussian noise added. Our method performed better than all the other methods tested in this experiment. As stated earlier, ranking-based methods cannot deal satisfactorily with Gaussian noise when some pixels have intensities that are close to each other and can cause a rank change with only a small amount of noise. Thus, this under-performance was expected. The underperformance of normalized crosscorrelation is perhaps due to the over-generalization of a linear model.
On the other hand, when salt and pepper noise was added (Fig. 7) , the rank-based methods out-performed the others. This was expected since the rank-based methods simply count the order changes and hence have a better tolerance to salt and pepper noise. Normalized cross-correlation performed the worst, while our method was in-between the two types of methods. In practice, both these types of noise are present and hence we tested the algorithms in the presence of both types of noise. A typical scenario was used and as expected, it was found that our algorithm was able to outperform the others in this scenario ( Fig. 8 (a) ).
We also tested the performance of the algorithms when the images were transformed via a gain change (Fig. 8) . This is a typical scenario as the gain can change dramatically due to the change in lighting, or presence of a large object in front of the camera. In general, our algorithm worked much better than others under a change in gain. One of the main reasons could be that a gain change can typically cause non-monotonicity, especially near the two ends of the intensity scale, throwing off linear methods such as normalized cross-correlation. At the same time, Gaussian noise can significantly affect the existing rank-based methods at the two ends of the camera range. Some sample images under such gain change are shown in Fig.s 8 (d) , (e) and (f). Note the loss of information due to saturation and low light in several regions. Finally, the algorithms were tested in the presence of the common problems of camera shake and image blur. In the presence of both Gaussian and salt-and-pepper noise, the ROC curves obtained are shown in Fig. 9 .
Conclusion
In this paper, we have presented a method for feature matching that is invariant to monotonic intensity changes. While traditional rank-based methods neglect the intensity completely, we have found that considering the intensity as well makes the matching more robust to Gaussian noise that is normally present. We demonstrated the application of the method to the problems of change detection and feature matching. Other possible applications include illuminationinvariant stereo matching, optical flow computation and image registration. 
