In [6] Eilenberg and Moore have developed a spectral sequence of great use in algebraic topology. To give a brief description suppose that £0 = (F0, p0, B0, F) is a Serre fibre space, B0 is simply connected and /: 77-> 7i0 is a continuous map. We then can form the diagram F== F where <f = (F, p, B, F) is the induced fibre space. Eilenberg and Moore [6] have constructed a spectral sequence {Er, dr} with (i) ET => //*(£; k),
(ii) E2 = ForH.iBoM(H*(B; k), H*(E0; k)),
where A: is a field.
In Part I we shall give a short summary of how one constructs this spectral sequence. Various elementary properties are developed.
In Part II we develop some simple devices to compute ForA(A, B) when A is a polynomial algebra. These results while basically not new are spread throughout the literature. This material owes much to Borel and the presentation here is based on ideas of J. Moore and P. Baum. These algebraic considerations lead us to a collapse theorem for the spectral sequence in several situations of geometric interest. We close with some applications. This is a portion of the author's doctoral dissertation completed under the direction of Professor W. S. Massey, whom we wish to thank for much useful guidance. We also wish to thank J. P. May, P. F. Baum and E. O'Neil for useful discussions and suggestions. developed in §3 below is due to Eilenberg-Moore [6] and is a natural outgrowth of the work in [13] . We will begin by reviewing the requisite homological algebra to construct this spectral sequence. Applications to topology will appear in the second part. (See also [2] , [6] , [17] .)
1. Differential homological algebra. In this section we shall develop the homological algebra that we shall need later. We shall assume that the reader is familiar with the homological algebra section of [1] . While differential homological algebra has appeared in print before (see [2] , [5] , [10] , [13] ) it will be convenient to give a connected account, building up the results needed for the applications. The material below is due to J. Moore. Throughout this chapter we will be working over a fixed commutative ring k, called the ground ring. Our notation and terminology will be that of [10] , ® means ®k.
Let A be a connected differential ¿-algebra. By a A-module we shall mean a left differential A-module. A morphisrri of A-modules will mean a differential morphism of degree 0. This describes the category of left differential A-modules, which we denote by ¿£3)J(\A. If M is an object of 3?QsJi\A we denote this fact by AM. indexed by the nonpositive integers, that is proper exact. If (X) is a proper resolution of M we can form the bigraded ¿-module {Mn'q}. If we denote by d, the internal differential </?■*: Mn-q -> Mn-q +1 and by dE the resolution differential then we readily see that the collection {Af "•«, df-9, df9} is a bicomplex in the sense of [10] . The associated graded object D(A') = Tor(A') is easily seen to be a differential A-module. We shall refer to q as the internal degree and n as the external or homological degree. In [10, XII, Lemma 11.5] it is shown that the category of differential A-modules has enough proper projectives, i.e. given any differential A-module M, there exists a proper projective A-module V, and a proper epic V-^->M->0.
If F is a proper projective A-module then A ® V is a proper projective A-module, and every proper projective A-module is a direct summand of such a gadget. Thus the category of A-modules has enough proper projectives, for given AM choose a proper projective A-module with a proper epic e : V-*■ M#, then P = A® V--► A® M->M-*0 provides us with a proper projective A-module P and a proper epic e : P -> M.
We can now proceed in the standard fashion to form a A-proper projective resolution of M.
The definition of proper projective is motivated by the observation that if X-> M is a A-proper projective resolution of M then H,(X) -> H(M) is a projective resolution of H(M) as an //(A)-module. (Here H,(X) = H(X, d¡), i.e. as remarked above X is a bicomplex .with respect to the internal differential d¡ and the external differential dE, and H,(X) is the homology of X with respect to d¡.)
Right differential A-moduies are treated analogously. The category of right differential A-modules is denoted by 0t2J(\A.
Suppose that (NA, AM) are given and that X -> M and Y->N are proper projective A-resolutions. Recall that D(X) is a differential A-module with differential d=d, + dE, and similarly for D(Y).
One readily verifies that TorA(Ar, M) is independent of the particular resolutions chosen and that
TorA(N, M) is a functor from the product category 9t9)Jt\A x S£2J(\A to the category of ¿-modules. If ¿ = A we obtain the hyperhomology of [10] . If A, M, N have no differential then TorA(ZV, M) reduces to the ordinary torsion product of A-modules. Thus Definition 1.1 extends the usual definition of torsion product and justifies the terminology adopted. Note also that TorA(N, M) is a covariant functor of three variables. Lemma 1.1. Let A be a differential algebra and suppose given (PA, AM) where P is a proper projective A-module. Then
Proof. Since every proper projective A-module is a direct summand of a gadget of the form V <g> A where F is a proper projective ¿-module it suffices to consider the case P=V® A. Then we have
by [10, XII, Theorem 12.2] ; we now obtain
by a second application of [10, XII, Theorem 12.2] . | Theorem 1.2 (Eilenberg-Moore) . Let Abe a differential algebra and (NA, AM) be given ; then there exists a spectral sequence {E" dr} such that
Proof. Let X -> N be a proper projective resolution of ZV as a A-module. Form D(A0 and filter it by
The filtered complex {F~P[D(X)]} then gives rise to a spectral sequence. Because the filtration is not finite in each degree the usual convergence proof does not apply. However, results of [21] show that the limit term of the spectral sequence is independent of the particular resolution X employed. In the special case that A is simply connected, i.e. Ax=0, the resolution constructed in the next section gives rise to a filtered complex that is finite in each degree. Thus in this special case the spectral sequence converges in the usual sense to TorA(ZV, M). The convergence in the general case is a delicate result and will be proved in [6, II] . By Lemma 1.1 we have
with the differential dx induced by the resolution differential dE. Thus
Observe that the spectral sequence of Theorem 1.2 lives in the second quadrant and that dr has bidegree (r, 1 -r). This spectral sequence will be called the EilenbergMoore spectral sequence. Observe that the Eilenberg-Moore spectral sequence gives us a decreasing filtration on TorA(N, M) which we will denote by {£-» ToIaîTV, M )} with the property that
This spectral sequence is natural in the following sense. Suppose given differential algebras A and F and modules (NA, AM) and (Br, rA) is an isomorphism. |
It will be of considerable use later to have a simple description of the terms F~"TorA(N, M) of the filtration resulting from the Eilenberg-Moore spectral sequence in the special case where A is a field. To obtain a characterization ofF'1 TorA(N, M) we will find it useful to introduce some technical tools.
2. The bar construction. Throughout this section the ground ring ¿ will be a field.
We will suppose given a connected, simply connected (i.e. A1 = 0) differential ¿-algebra A. Let M be a right A-module. We will define a specific proper projective resolution of M over A called the bar construction and denoted by ZZ(A, M). The bigrading on B(A, M) is not the usual grading. It differs in that the homological degree is graded on the nonpositive integers instead of the usual procedure of using the nonnegative integers.
We now give each B~n(A, M) the structure of a differential A-module by 
Since ¿ is a field the Kiinneth theorem is valid over k and so we see that
which is just the bar construction on H(M) over ZZ(A). Since we already know this is exact, the result follows. | If ZVis a A-module then we can form 7V<g>A B(A, M), which we will denote by 3C. We observe that Proposition 2.5 implies that H(T) = TorA(N, M).
We have As usual the first degree is called the external or homological degree and the second degree the internal degree.
We are now ready to obtain a description of F~1ForA ( It is clear from the construction that els (z) has filtration degree -1.
There are two kinds of indeterminacy arising from the choices that we made in constructing els (z). The first arises from the choice of the class U e N ® M. So suppose that U' e N ® M is another class with d®(U') = 2M ® *i-yi ® d¡x¡; then U-U' is a cycle in N® M. Therefore we see that els (z) will be determined
The second ambiguity arises from the original choice of the cycles yt, äu x(. To handle the indeterminacy arising from these choices we make the following observation. Suppose that aedC and x e M are cycles and that v € ZV is arbitrary, Proof. Let {£, dr} denote the Eilenberg-Moore spectral sequence for the situation (NA, AM). We then have an exact sequence of ¿-modules
Since the indeterminacy of F# is F° TorA(ZV, AZ), it clearly suffices to show that the elements {T#(v) \ v e ker 4>} generate F"1 TorA(N, Af)/F° TorA(7V, M) = Ez1'* as a ¿-module.
To this end we note that dr-.Er-^t-^O because dr(E-1-*) c Er1'* = 0, r è 2.
Therefore we can identify Ef1'* with a quotient module of £2~1-* and so each element We £2~"1•* determines an element Wm, possibly zero, of En1'*. Now since {T(v) | v e ker </>} generates Toraùi*(H(N), ZZ(AZ)) = £2"1•* as a vector space it follows that {T(v)x \ v e ker <f>} generates En1'* as a vector space.
Thus the proof will be complete if we can show
But this is just a direct calculation. Using the notation preceding the proposition, set
then z determines an element of £0, which we denote by z', and note that
and is a d, = d0 cycle. Then in the obvious notation we have els, (z') = 2 yMXi €Ex = H(N) ®mA) B(H(A), ZZ(AZ)) and els, (z') is readily seen to be a dE = dx cycle, and so we have cls£ els, (z') = T(v). Hence it follows that oT#(v) = T(vU as claimed, and the proposition is proved. | It would be of great value for the geometric applications to have an analogous description of the other terms F~p TorA(N, AZ) (see §4 below).
3. Geometry. In this section we will begin to apply the results of the previous section to geometry. These results are due to Eilenberg-Moore [6] .
By a topological space we shall always mean a topological space of the homotopy type of a countable cw-complex whose integral homology is of finite type. All spaces will come furnished with basepoints. By a fibration we shall mean a fibration in the sense of Serre. We recall that for such fibrations we can always form the induced fibration. We turn to this now.
Suppose that we are given a diagram Y where g : Y -> B is a fibre map. We define XxBY={(x,y)eXx Y\f(x) = g(y)} (this rather suggestive notation is due to P. Baum) and define g:XxBY-*X byg(x,y) = x, f:XxBY^Y by fax, y) = y. (note that /maps the fibre homeomorphically). We now show how the work of the previous sections can be applied to the problem of computing the cohomology of the space X xB Y.
Throughout this section we shall assume given a fixed diagram
where B is simply connected. The fibre of the fibre maps g, and g will be denoted byF.
For any space A, C*(A) will denote the normalized singular chain complex of A with all vertices at the basepoint. Throughout this section A will be a fixed field, referred to as the ground field. C%4) = Hom (C*(A), k) and H*(A) = H*(A, A). and so induces a map of spectral sequences {9*}:{Er,dr}^{Er,dr}.
We will complete the proof by showing that Of is an isomorphism. To this end let us compute E2. We may as well assume that D(P)= V® C*(B). Then is the usual Künneth map. Since everything in sight is of finite type and the ground ring is a field it follows that this is an isomorphism. Therefore As is well known H*(X xB Y) is more than just a ¿-module; it is also an algebra in a natural way. We will now show how to introduce an algebra structure into Torc.(B)(C*(*), C*(Y)). is the desired product.
Remark. Note that the algebra structure in Tor is not a consequence of the existence of algebra structures on C*(B), C*(X) and C*(Y) but of the properties of the Eilenberg-Zilber map and the Runneth theorem. Proof. Form the spectral sequence of Theorem 1.2 for the C*(Z?)-modules C*(X), C*(Y). By Theorem 3.2 it converges to H*(X xB Y). A routine examination of the product structure defined in Proposition 3.4 shows that £r is a commutative algebra and that dr is a derivation for r ê 2. | We shall refer to the spectral sequence of Theorem 3.5 as the Eilenberg-Moore spectral sequence.
A special case of Theorem 3.5 that can not be emphasized enough is the case X= point; for then X xB F=Fand we obtain .
Let £->-Y-> B be a Serre fibration over the simply connected space B. Then there exists a spectral sequence of commutative algebras {Er, dr} with (a) £r => H*(F), (b) E2 = TorH.iB)(k, H*(E)). | This special case has been used to great advantage by P. Baum in [2] .
4. Elementary properties of Em. In this section we shall develop a description of the terms ££,•* and E~1-* along with a description of F'1H*(X xBY) sufficient for the applications later. It would be useful to have an analogous description of the terms F-"H*(XxB Y), p^2.
We begin by recalling some basic ideas due to Steenrod [19, §22] . Suppose that X, Yare spaces and that/I <= AMs a closed subspace. Suppose further that/, g : X^ Y are continuous maps and that/|.4=g|v4. We can then define a homomorphism The map this induces in cohomology is called the difference homomorphism and is also denoted by (fi-g)*.
It will be important to have a more geometric description of (/-g)* which we now proceed to give. We turn now to a description of F°H*(XxB Y) and F^H^Xxg Y). So suppose given a diagram F^=F as in §3. We will denote its Eilenberg-Moore spectral sequence by {£" dr}. {F-pH*(X xB Y)} will denote the associated filtration of H*(X xB Y). Proof. Since B is simply connected we can base our calculation of the cohomology of B on singular simplices which have their one-dimensional skeleton at the basepoint. The results of §3 can be carried out for this cochain complex in place of C*(B). We shall assume this done and let C*(B) now stand for the cochains based on simplices with their one-dimensional skeleton at the basepoint. We note then that C*(B) is a simply connected algebra in the sense of §2. We can therefore use Proposition 2.7 to describe F_1 Torc.(B)(C*(A'), C*(Y)); we will continue to employ the notation of that result. 
Let <p: H*(X) ®7T*(7T) ® H*(Y) -+ H*(X) ® H*(Y) be as in Proposition 2.7.
We begin by showing that vekercj> iff (f-g)*U(v) e im 8. 
4> H*(X) ® H*(B) ® H*( Y)-> H*(X) ® H*( Y)
where the squares commute, the triangle is exact and the vertical identification on the right is a Kiinneth identification. We then have
Cf-mm e im S iff j*(fi-g)*íi(v) = 0, iff (fi*-g*mv) = 0, ¡ff m = o, and therefore 3> and F# have the same domain, i.e. they are defined on the same classes.
It is immediate from the definitions that the indeterminacy of <j> is ker 8 = im i* = F°H*(X xB Y) and so both <D and F# have the same indeterminacy.
Let us suppose that v = 2 xt ® a¡ ® y¡ e ker <j> and that x¡, äu y¡ are representative cocycles for xu a¡, y¡ respectively. Since v e ker <$> there exists In [17] we used a slightly different but equivalent description of i H*(X xB Y). The details of the equivalence are left to the reader.
The additive relation <Y> can be given a more familiar interpretation in a case of special interest. We proceed to describe this now. where z e C*(B) is a cocycle representing x. | Acknowledgement. Corollary 4.6 was suggested by the work of Moore in [13] . Using the description of the cohomology suspension given in Corollary 4.6 we can readily establish Corollary 4.7 (G. W. Whitehead). If B is a q-connected space, q^l, then the cohomology suspension s*: QH*(B)n + 1 -> PH*(FlB)n is a monomorphism for n = 3q.
Proof. We can identify QH*(B) with Tor^sKA, A) = F¿"1>* as graded vector spaces. Hence using Corollary 4.6 it suffices to show that no element of E21,n + 1, n^3q, is a dr boundary for any r^2. In this chapter we will develop some techniques to facilitate the computation of TorA(A, B) when A, A and B are commutative algebras. This will enable us to compute the £2 term of the Eilenberg-Moore spectral sequence in many cases of geometric interest. We obtain simple conditions which imply that E2 = E00 and give applications at the end.
1. The Koszul complex and ESP-sequences. In this section we shall review some very old algebraic ideas in modern guise. As usual the ground ring will be a field k and all modules in sight will be of finite type. The equivalence of (a) and (b) follows by a slight extension from the finite case of the proofs in [11, §7] , and so it suffices to prove the equivalence of (b) and (c). However, before turning to this we record an immediate consequence of the equivalence of (a) and (b). Note that xy, yz are algebraically independent in the polynomial algebra P[x, y, z] but are not an ESP-sequence.
Some computations.
Suppose that A is a graded commutative connected algebra over A and /<= A is a Borel ideal. How could we go about constructing an ESP-sequence generating II In a graded algebra there is a fairly natural way to choose a minimal set of generators for the ideal I. This is done as follows : Since I inherits a graded structure from A we can look in the lowest degree in which I is nonzero and there choose a vector space basis, say Xi,..., xp. Now if I = (Xx,...,X") we have constructed a minimal ideal basis for I. If Z/ (xit..., xv) then set h = (xx, • • -, Xp) and consider the first degree in which I+Ix-Then in this degree we can choose a direct sum decomposition I=h © h-Choose a vector space basis for tx, and denote it by xv + l, ■. -, xq. Set Z2 = (x1,..., x"). If I=I2 we are done, if not just continue to repeat the above process until we arrive at an ideal basis for I. The base that we arrive at is minimal in the sense that Z^ (xi,..., xs,... ) for any s. Further, all minimal ideal bases can be obtained for I by the above process.
We record now some elementary lemmas. Proof. For each i we have elements au e k, j= 1,..., tj(i'), so that 2 aaxj-yiSimilarly for each j we have elements bjs e k with x¡ = 2 buys. We then have as an algebra, where the homological degree of w, is -1. |
We are seeking a generalization of this result for the case where we replace k by some other A-module B. To do this we shall employ the following change of rings result.
Theorem 2.8. Let A be an algebra and F a subalgebra. Set Q. = A//r. Suppose that A is a free Y-module and we are given (An, AC), then there exists a spectral sequence {£., dr} with Er => TorA(A, C), El'9 = Tor£(¿, Torf (fc, C)).
Proof. See [5, p. 349 Torr(,4, A) = A¡J®E [ux, --.] which completes the proof. | 3. Collapse theorems. In this section we shall apply the calculations of the previous section to obtain collapse theorems for the Eilenberg-Moore spectral sequence. Examples will be presented in the next section.
Throughout this section we will be studying a fixed diagram is a monomorphism. Hence J=ker p*. | We now turn to results with Z2 = k as coefficients. We shall assume that the reader is familiar with the early parts of [11] and [18] . This isomorphism is natural.
Proof. We remind the reader that UR is defined in [11] . By Theorem 3.1 there is a filtration {F'nH*(E)} with E°H*(E) = ER [ux,...] . The filtration degree of w¡ being -1.
By Corollary 3.4 F"1 is an s/(2) submodule of ZZ*(£), and hence is an R-s#(2) module. Thus the inclusion mapping F~1(=H*(E) induces a map of R-s/(2) algebras i-.U^F-^^H^E).
We claim that £ is an isomorphism. To see this choose x¡ e H*(E) corresponding to Ui e E°H*(E) and write Jc( for xx as an element of C/ñ(F_1). Note that £(x,) = x¡.
The elements xly... form an Z?-module generating set for F_1 and hence the monomials in xlt... with exponent 0, 1 generate C/B(F_1) as an Z?-module. Since the monomials of exponent 0, 1 in u±, ■.. are an Z?-basis for E°H*(E) it follows that the monomials in Xj,,... of exponent 0, 1 are an Z?-basis for H*(E). Now £ is a map of algebras and hence maps the monomials in Scu_of exponent 0, 1 in a one-one-onto fashion to the monomials in xly... of exponent 0, 1. Thus £ maps an Z?-generating set in a one-one-onto fashion to an Z?-basis. Therefore £ must be an isomorphism. | Acknowledgement. Professor W. S. Massey suggested that we could obtain a proof of Corollary 3.6 by using the Eilenberg-Moore spectral sequence. The J&(2) module structure on A" is discussed in [11] . Example 4. An example of Massey and Peterson. Suppose that A" is a simply connected space and that xt,..., x" e H*(X; Z2) is an ESP-sequence. We can form a fibre space construction that kills off these classes as follows. Choose maps fi : X -+ K(Z2, dim xt) representing xi; i.e., such that/i*(^i)=xi where i?( 6 H*(Z2, dim xt, Z2) is the fundamental class. Proof. We first note that since xx,.. .,xn are representable, the ideal (xx,..., xn) is an s/(2) ideal. The result now follows from Serre's calculations [16] .
We note that Corollary 3.7 shows that in this case the above construction "exactly" kills off the classes xx,..., xn since kerp* = (xx,..., xn). Note also that for this to be so the classes xx,... need not be representable but must generate an J2/(2) ideal.
Example 5. Secondary characteristic classes. The previous examples lead rather naturally to the study of secondary characteristic classes as found in [14] .
Let us build a universal example for bundles with fibre VnJ that are totally nonhomologous to zero. So let Bx -> Bsom be a fibre space constructed as in Example 4 to kill off the classes w"_r+1,.. .,wne H*(BS0(n)). The cohomology of Bx can be computed as in Example 4. Now it is easy to see that given a fibre bundle £=(E,p, B, Fn>r, SO(n)) that is totally ^ 0 then there exists a bundle map (not unique) V = V ' n,r y n,r where ¿x = (Ex,px, Bx, Vn¡T, SO(n)) is obtained from the universal bundle £0 by pullback along fx: Bx -> BSOW).
