Abstract. Stable marriage is a problem of matching in a bipartite graph, introduced in an economic context by Gale and Shapley. In this problem, each node has preferences for matching with its neighbors. The final matching should satisfy these preferences such that in no unmatched pair both nodes prefer to be matched together. The problem has a lot of useful applications (two sided markets, migration of virtual machines in Cloud computing, content delivery on the Internet, etc.). There even exist companies dedicated solely to administering stable matching programs. Numerous algorithms have been designed for solving this problem (and its variants), in different contexts, including distributed ones. However, to the best of our knowledge, none of the distributed solutions is selfstabilizing (self-stabilization is a formal framework that allows dealing with transient corruptions of memory and channels). We present a selfstabilizing stable matching solution, in the model of composite atomicity (state-reading model), under an unfair distributed scheduler. The algorithm is given with a formal proof of correctness and an upper bound on its time complexity in terms of moves and steps.
Introduction

Historical Background
Stable marriage is a problem of matching in a bipartite graph, introduced in an economic context by Gale and Shapley [9] . It can be described by a natural example of marriage formations between a group of women and a group of men in some community (represented by two groups of nodes, each of size n, in a bipartite graph). As in the real life, each member of the community has preferences regarding other members. Assuming that the given group sizes are equal (i.e., the bipartite graph is complete), the problem is to find a satisfactory marriage for each member with a member of the opposite sex. Satisfactory means that, in the final matching, there is no unmarried pair of a man and a woman such that they both prefer each other over their current spouses. One says then that there are no blocking pairs and the marriage or the matching is stable. In a game stable marriage have been considered (e.g., [15] , [8] , [21] ). Such versions can be solved in a polylogarithmic time and random algorithms can improve it even more. Furthermore, when assuming restrictions on preference lists, approximate stable marriage can be solved even in constant time (cf. [21] and [8] ).
Overview of Results
Contrary to the previous works, we are interested in the stable marriage problem for an asynchronous distributed communication model. Additionally, we tackle the problem by providing a general type of a solution, called self-stabilizing [7] . Such a solution tolerates transient (or short-lived) failures (volatile memory corruptions) of any number of nodes. That is, it solves a problem from an arbitrary starting configuration (see a formal definition in the model section). This property is particularly interesting for Cloud and Internet based applications in general, since they frequently require (at least) some level of self-stabilization.
It is now described how we obtained such solution. First, notice that even though the original stable marriage algorithm by Gale and Shapley (GSA) is essentially centralized, it can be interpreted as a distributed one [5] and most of the existing distributed algorithms rely on GSA. In general, the algorithm proceeds by iteratively realizing proposals, e.g., by women, and acceptances, e.g., by men. Intuitively speaking, the algorithm creates matches and resolves appearing blocking pairs, when improving iteratively the quality of the matches according to the preferences (dynamics "better match").
GSA has received a lot of attention, in particular by Knuth [16] . When investigating combinatorial properties of the algorithm, Knuth discovered the possibility of cycles when executing GSA from some initial configurations with an incomplete matching.
That is, GSA does not necessarily converge from any initial configuration towards correct configurations (due to the existence of cycles). In other words, it does not naturally tolerate transient failures that can put a system in an arbitrary configuration, i.e., it is not self-stabilizing.
After this negative result, a step forward was taken by Roth and Vande Vate [23] and by Ackermann et al. [1] . Both works present completely centralized strategies allowing to solve stable marriage starting from any given matching. The strategy proposed by Roth and Vande Vate stores and consults a global access set of previously resolved blocking pairs and thus is inherently centralized. On the contrary, the strategy by Ackermann et al. [1] works in two phases. In the first one, only married women make proposals for improving their marriages. When no married woman can improve anymore, the second phase starts. In this phase, only unmarried women can make proposals (until they all are matched). At the end of this phase, a stable marriage is obtained (after at most O(n 2 ) steps). In this work, we adopt the main idea of these two phases.
Making this idea work in a distributed asynchronous and self-stabilizing way is still very challenging. First, there is a need of a sort of synchronization of phases between the nodes that cannot move all together to the next phase, like in the centralized case. Then, termination detection is needed for detecting the end of the first phase. Furthermore, Ackerman et al. supposed "best response" dynamics, contrary to the "better" ones in a distributed GSA. "Best response" dynamics are inherently centralized too, since creation or suppression of a match is not instantaneous (as it is in the centralized case) and the actual matches can change during the delay for realizing these actions. Hence, it is difficult to implement perfect "best response" dynamics. Finally, notice that a distributed matching has to be encoded with pointers that can be badly initialized. This is not taken into account in the algorithm of Ackerman et al.
In addition to these difficulties, we strive to provide a truly decentralized solution using neither leader nor global reset and detecting and correcting faults locally (similarly to the way GSA resolves blocking pairs). This rules out the known self-stabilizing automatic transformers requiring such type of primitives. On the positive side, this allows obtaining more efficient algorithms in terms of time and space. This is also the reason for not using known synchronization techniques (e.g., [3] , [4] ). Our algorithm works with only one additional phase of synchronization (in addition to the two phases in the strategy of Ackerman et al.), while using known synchronization techniques would result in much more additional phases.
The proposed algorithm works under an unfair distributed scheduler, i.e., choosing at each step a subset of nodes that have actions to perform (i.e., eligible or enabled nodes; see model section for a formal definition). In particular, some constantly eligible node may stay inactivated for an arbitrary period of time. In spite of all the mentioned difficulties, we design and prove such a self-stabilizing stable marriage algorithm which also guarantees confidentiality of the preference lists. We present it together with its correctness proof and time complexity analysis providing an upper bound of O(n 4 ) moves (activations changing the state of a node). Straightforwardly, this upper bound applies to steps (activations changing the configuration of the system; see the model section).
Model
A distributed system is based on a set of nodes. Each node can communicate with a subset of other nodes, called its neighbors and denoted by N (v). Communication is assumed to be bidirectional. Hence, the topology of the system can be represented as a simple undirected graph G = (V, E), where V is the set of nodes and E the set of edges, i.e., communication links. We assume here that G is a complete bipartite graph K n,n , over two subsets of nodes of equal size. We are interested in the stable marriage problem. Following the terminology of [9] , where the problem is introduced, we call women the n nodes of the first subset (Women) in the bipartite graph and men the n nodes of the second subset (Men). Each node has a unique identifier and a complete list of n preferences for the nodes of the other set (each woman has a complete list of men and reciprocally). In other words, each women w is given with a priority for each man m, denoted p(w, m), and reciprocally. The priorities go from 1 to n and the most preferred person have priority 1.
The goal is to match (marry) the women and the men together such that everyone is matched and there is no unmarried pair (w, m) of a woman and a man, who both prefer each other to their current matches (partners) m and w , i.e., there is no pair (w, m) such that (w, m ) and (w , m) are married, but p(w, m) < p(w, m ) and p(m, w) < p(m, w ). When there are no such pairs of people, called blocking pairs (BP), the set of marriages is deemed stable.
Remark 1.
For technical reasons, we use in the proofs a definition of blocking pair that is more general than the definition given above, as it applies to incomplete matching. In the original definition, a blocking pair has to be a pair of already married persons. In the definition of BP used here, the man can be unmarried. Formally, a pair (w, m) of a woman w and a man m is blocking iff w is matched to m , m is matched to w and w and m prefer each other to their actual matching, or, w is matched to m , m is unmatched and w prefer m to m . Clearly enough, the two notions coincide if the matching is complete. The definition implies that a man prefers to be matched with any woman rather than to stay unmatched.
For designing solutions to this problem, we use the composite atomicity model of computation (cf. [7] and [10] ) in which the nodes communicate using a finite number of locally shared variables. Each node can read its own variables and those of its neighbors, but can write only to its own variables. The state of a node is a vector of the values of its variables. A configuration of the system is a vector of states of all nodes. A distributed algorithm consists of one code per node. The code of a node v is a finite set of guarded rules of the following form: Label: (* Comment *) {Guard} Actions The labels are used to identify actions. The guard of a rule in the code of v is a Boolean expression involving the variables of v and of its neighbors. If the guard of some rule evaluates to true, then the rule is said to be enabled at v. By extension, v is said to be enabled or eligible if at least one of its rules is enabled. Actions represents a sequence of actions on v's variables. A rule can be executed (activated) only if it is enabled. In this case, its execution consists in performing the sequence of actions, using the values of the variables at the time of the guard evaluation. The asynchrony of the system is modeled by an adversary, called scheduler. In a configuration, the scheduler selects a non-empty subset of eligible nodes, then atomically evaluates the guards of one enabled rule per node (chosen non-deterministically), then, still atomically, executes the corresponding actions. This is called a step (or transition) and the activation of each rule in the step is called a move. Such a scheduler is called distributed in the literature (contrary to a central scheduler, choosing at each step only one enabled node, or to the synchronous scheduler that chooses all the enabled nodes). When a step is executed in the configuration C, it leads to a configuration C' and we write C → C'. We say that C' is reached from C, denoted by
The term "maximal " means that the execution is either infinite or ends in a terminal configuration, i.e., a configuration in which no node is enabled. Different types of fairness, limiting the possible choices of the scheduler, appear in the literature. We do not make any such limitation, that is the schedulers we consider are unfair.
A distributed algorithm solves the stable marriage problem if each of its executions starting from a predefined initial configuration, under the unfair distributed scheduler, reaches a terminal configuration in which there is a stable marriage. A distributed algorithm solves the stable marriage problem in a selfstabilizing way if it solves it as above, but for any possible initial configuration. The relation between self-stabilization and transient failures is well known. Even if all the variables of all nodes have been corrupted once, (producing an arbitrary configuration possibly considered as initial), the algorithm reaches a terminal configuration in which there is a stable marriage. Hence, in some sense, it tolerates the transient failure, since it regains by itself a correct configuration, without any external intervention. Formally, let A be a distributed algorithm, let C be the set of its configurations and let E be the set of its executions, from any configuration in C. Call graph problem a predicate P on configurations.
Definition 1.
A is self-stabilizing for P if and only if there exists a non-empty subset L of configurations of C, such that:
L is closed under →) and any configuration in L satisfies P, 2. (Convergence) any execution in E (starting from any configuration in C), reaches a configuration in L.
The time complexity of a self-stabilizing distributed algorithm can be evaluated in terms of moves or steps. The stabilization time of a distributed algorithm, counted in moves (respectively in steps), is the maximum number of moves (resp. steps) to reach a configuration in L, starting from an arbitrary configuration. The stabilization time in moves gives an upper bound on the stabilization time in steps.
3 Self-stabilizing Solution to Stable Marriage
As already noticed in Sec 1.2, the algorithm of Ackermann et al. ( [1] ) is inherently centralized. It proceeds in two phases. In the first phase, married women try to improve their marriage. When no improvement is possible, phase 2 starts. In this phase, single women try to marry their best free choice. In the first phase, women globally reduce their regrets, i.e., change to a better priority spouse, and in the second phase, men do the same. The algorithm is correct, even when started from an incomplete matching, but is not self-stabilizing in the strict sense, because all nodes must start in phase 1 and change simultaneously to phase 2. It could be made self-stabilizing easily because of the centralization, with the implementation of a global phase counter. Things are not so easy in a distributed asynchronous setting. The distributed self-stabilizing solution that we propose takes the idea of two phases, but use a supplementary phase for the purpose of synchronization. We number the phases 1, 1.5, 2. Phases 1 and 2 play about the same role as in Ackermann et al. algorithm. Phase 1.5 is an intermediary phase solving synchronization problems between phase 1 and 2 (due to an erroneous initial configuration). During phases 1 and 2, women have the initiative to propose marriage, men can only choose among the different proposals.
The transition from phase 1 to phase 1.5 is realized first by women who have checked the lack of blocking pairs. Once all women are in phase 1.5, men can change to phase 1.5 if they did not detect blocking pairs. Otherwise, a man blocks the process (by staying in phase 1). The woman involved in the blocking pair will be activated and will change its phase to 1 (forcing all men to come back to phase 1). Only when all nodes reach phase 1.5, women can change to phase 2 and men will follow by changing to the same phase. The checking before entering phase 1.5 guarantees the lack of blocking pairs at the beginning and during phase 2.
Nodes can also change from phase 2 to phase 1 whenever a faulty configuration is detected. For example, this happens if it is detected that some pointers are badly initiated, if a man phase has a bigger value than the one of a women, or the phase values are not consecutive. This change can also be initiated by a married woman in phase 2, who detects a possible improvement (i.e., a blocking pair). All other nodes will detect the phase change and move to phase 1 too (without this, no one would change to 1.5).
We get the property that no execution cycles more than one time through phases 1, 1.5, 2. Similarly to the algorithm of Ackermann et al., we show that, during the last execution of the first phase, the regrets of the married women are globally decreasing. This ensures that no blocking pair exists at the end of this phase. During the last execution of phase 2, it is the same for the regrets of men and ensured that no blocking pair can appear (even though the matching can be still incomplete). At the end, in O(n 4 ) moves in overall, a complete stable marriage is obtained.
We now make precise the implementation of these ideas. Each node v has variables and constants. The variables can be read by the neighbors, but the access to constants is limited.
Variables:
-marriage: the spouse of v. The value is Null, if v is single.
-proposal : for a woman w, the node to whom w has proposed ; for a man m, the woman whose proposal has been accepted by m. The value is Null if there is no proposal or acceptance. -phase ∈ {1, 1.5, 2}: v is in phase α if v.phase = α.
We use the notation var(C) for the value of var in the configuration C.
Constant:
-pref : the v's list of its n neighbors in preference order. The priority of the i th element of the list is i. Then, the first element is the most preferred neighbor and its priority is 1.
Lists of preferences are kept secret. A node v only communicates to its neighbor u the priority it gives to u and the priority of its actual spouse. If v is single, the latter communicated priority is n + 1.
Functions:
-p(v,u): returns the priority of u in the preference list of v. Note that if u = Null, p(v,u) = n + 1 (v is single). -max(A): returns the most preferred node in a set A of nodes Let C v be the set of nodes which prefer v and are preferred by v to their corresponding spouses:
The following function is used by women to determine which man to propose to.
- 
The following function is used only by men to determine which proposal to accept (the considered proposals have to be done by women in the same phase).
-BestProposal(v) = if (P v = ∅) then return max(P v ) else return Null
Predicates:
The solution we propose introduces some predicates, which are used for testing locally certain properties.
The predicate Married(v) below is used by a woman v for checking whether she is reciprocally married (True), or not (False).
-
The predicate Response(v) checks if the proposal of v has been accepted.
-Response(v) ≡ (v.proposal = Null) ∧ (v.proposal.proposal = v) The predicate AlreadyEngaged(v) is used by a man to detect if he already accepted a proposal.
Since there is an asymmetry between women's proposals and men's acceptances (women ask first for a marriage and then men answer), they have different predicates to verify whether their pointers are correct and, in particular, that their marriages are reciprocal (suffix W in the predicate name refers to women and M to men). Otherwise, the predicate is False and pointers are said incoherent.
Since the definition of blocking pair is asymmetrical (cf. Remark 1), there are two predicates for checking the presence of blocking pairs (which involves a married woman). If a node detects a blocking pair, we say that it is involved in a blocking pair. In other words, if at least one of these two predicates is True, there is a blocking pair.
The following predicate AllCoherentPhase(v) checks the coherence of phases, namely whether v and all its neighbors are in phase 2, or v is in phase 1 and all its neighbors in phases 1 or 1.5. It is used only by men to decide if they can accept a proposal (women verify somewhat different conditions).
Algorithm Description and Code
The matching M built by the presented algorithm is defined by pairs (w, m) ∈ E such that w.marriage = m and m.marriage = w. The predicate defining the stable matching problem is [∀w ∈ WOMEN : Married(w)∧¬BlockingPairW(w)∧ ¬BlockingPairM(w.marriage)]. We define the legitimate configurations as the terminal configurations satisfying this predicate. The part of the algorithm executed by women (Algorithm 1) has 9 rules. We start by describing intuitively what those rules do.
1. The Reset rule, performs a reset of marriage and proposal pointers, if these pointers appeared to be incoherent according to the IncoherentPointersW predicate. 2. The rule BadInit is executed by a woman in phase 2. In this phase a married woman is not supposed to make a proposal. Thus, if her proposal and marriage pointers are not set to Null (the only reason for that is a bad initialization), BadInit resets the proposal pointer and sets the phase to 1 (to restart the computation of a matching). 3. The rule Propose1 is executed by a married woman in phase 1. The rule effect is a proposal to the man who corresponds to the best marriage for her (i.e., best for the woman but also for the man with respect to its actual spouse or single status).
6. The ToPhase1 rule detects a phase synchronization problem (a woman being in phase 1 or 1.5 with the man in phase 2) or a woman willing to change to phase 1 (blocking pair detected) when he is in phase 1.5.
Algorithm 1 for w ∈ Women 1: Reset : (* Reset pointers of marriage and proposal *) 2:
w.marriage ← Null, w.proposal ← Null 4: BadInit : (* Reset the pointer of proposal *) 5:
{ ¬IncoherentPointersW(w) ∧ w.marriage = Null 6:
w.proposal ← Null, w.phase ← 1 8: Propose1: (* Propose in phase 1 *) 9:
{ ¬IncoherentPointersW(w) ∧ ∀ v ∈ N (w) ∪ {w} : v.phase = 1 10:
∧ BestMarriage(w) = w.proposal ∧ Married(w) } 11:
w.proposal ← BestMarriage(w) 12: Confirm1: (* Confirm a proposal in phase 1 *) 13:
w.marriage ← w.proposal, w.proposal ← Null 
Proof of Correctness and Time Complexity
The analysis of the algorithm appears to be complex and long due to several reasons. First, the algorithm has to overcome the unfair adversary that can prevent some enabled nodes from being activated as long as there are other enabled nodes. This may take many moves made by nodes in different states and configurations. Moreover, all these moves may not contribute to the convergence (e.g., if an existing fault is not yet detected). Still, they have to be taken into account for the correctness and the time analysis. Another reason for the analysis difficulty is the distribution and asynchrony of the solution. For example, as reciprocal marriages, divorces, and blocking pair detection cannot be done instantaneously, or at least within some timing guarantees (as in synchronous lock-step models), the related results on previous centralized or synchronous solutions cannot be used in our case. Finally, due to self-stabilization, the analysis has to consider executions starting from an arbitrary configuration. In particular, initially, the phase numbers can be arbitrary. Moreover there are specific rules applying to such or such phase number. The consequence of that is a great number of cases to treat, each case necessitating a particular treatment and special arguments. For classifying the different cases into categories, the following definition is introduced. Definition 2. Let A and B be two sets of phase numbers and bp a non-negative integer. We say that a configuration C is in the set of configurations denoted by (A, B, bp) × if in C: (a) ∀m ∈ Men : m.phase ∈ A, (b) ∀w ∈ Women : w.phase ∈ B and (c) bp is the number of blocking pairs.
Furthermore, a configuration C is in the set denoted by (A, B, bp) , if it is in (A, B, bp) × and satisfies m ∈ Men {m.phase} = A ∧ w ∈ Women {w.phase} = B.
For example: ({a}, {b, c}, X) × ≡ ({a}, {b, c}, X) ({a}, {b}, X) ({a}, {c}, X). Furthermore, we denote by C 1 the set of configurations where ∃ v ∈ V : v.phase = 1 and by C 1F a set of configurations in C 1 where v ∈ Women. So, we prove the correctness of the algorithm for every possible starting configuration type. Due to the lack of space, only the main statements and ideas of the proof are presented in the following. The complete proof appears in [17] .
First we consider a relatively simple case -the one of a terminal configuration. We show (Proposition 1) that such a configuration is in ({2}, {2}, 0) and whenever it is reached the marriage-values define a stable marriage. Notice that this implies the closure part of the correctness proof. Proposition 1. In a terminal configuration, the set of edges {(w, m) ∈ E : w.marriage = m ∧ m.marriage = w} is a stable matching. This configuration is in ({2}, {2}, 0) . Then, we prove the convergence part of the proof by showing convergence to a terminal configuration. First, we show, through Lemmas 7 -13, that from any configuration in C 1 , in O(n 4 ) moves, an execution reaches a configuration in ({1.5}, {1.5}, 0), having no blocking pairs. It is proven in particular by showing that the sum of the regrets of married women is strictly decreasing. Notice that we cannot conclude this property directly from a similar result for the centralized two-phased algorithm of Ackermann et al., because it assumes "best response" dynamics, which we do not realize here (in phase 1). As already explained before, since marriages, divorces and detection of blocking pairs cannot be done instantaneously under a distributed setting, it is difficult and costly to realize such dynamics.
Then, through Lemmas 14 -23 and Proposition 3 below, it is proven that from any configuration in ({1.5, 2}, {1.5, 2}, X ≥ 0) × , in O(n 4 ) moves, either the execution reaches (possibly cycles to) a configuration in C 1F , or reaches a configuration in ({2}, {2}, 0). By Proposition 2 stated below, there is at most one such possible execution cycle, i.e., any execution converges to a configuration in ({2}, {2}, 0) in O(n 4 ) moves.
