We extend conditions for zero duality gap to the context of nonconvex and nonsmooth optimization. We use tools provided by the theory of abstract convexity. Recall that every convex lower semicontinuous function is the upper envelope of a set of affine functions. Hence, in the classical convex analysis, affine functions act as "building blocks" or a family "simpler functions". The abstract convexity approach replaces this family of simpler functions (the linear and affine functions in classical convex analysis), by a different set of functions. These sets are called abstract linear, and abstract affine sets, and denoted by L, and H, respectively. Mimicking the classical setting, abstract convex functions are the upper envelopes of elements of H. By using this approach, we establish new characterizations of zero duality gap under no assumptions on the topology of L. Moreover, under a mild assumption on the set L (namely, assuming that L has the weak * -topology), we establish and extend several fundamental results of convex analysis. In particular, we prove that the zero duality gap property can be stated in terms of an inclusion involving ε-subdifferentials. The weak * topology C(L, X) is exploited to obtain the sum rule of abstract ε-subdifferential. The Banach-Alaoglu-Bourbaki theorem is extended to the abstract linear functional space L. The latter extends a fact recently established by Borwein, Burachik and Yao in the conventional convex case.
Introduction

{S1}
The theory of abstract convexity, also called convexity without linearity, is a powerful tool that allows us to extend many facts from classical convex analysis to more general frameworks. It has been the focus of active research for the last fifty years because of its many applications in functional analysis, approximation theory, and nonconvex analysis. Nevertheless, just like convex analysis, the development of abstract convexity has been mainly motivated by applications to optimization.
The works [3-6, 6-18, 20, 21, 24] use abstract convexity for applications to nonconvex optimization. A deep study on abstract convexity can be found in the seminal book of Alex Rubinov [19] , see also the monograph of Ivan Sing [22] . Abstract convexity reflects one of the fundamental concepts of convex analysis, which is the fact that every lower semicontinuous convex function f is the upper envelope of affine functions. More precisely, at every point x, we have f (x) = sup{h(x) : h is an affine function, h ≤ f }.
(
1) {classical} {classical}
Most results in convex analysis are consequences of two important aspects of (1): (i) the "supremum" operation, and (ii) the set over which this supremum is taken. Results that depend on aspect (ii) are likely to depend on specific properties of linear/affine functions. How to distinguish which facts from convex analysis follow from the "upper envelope" operation, and which follow from the particular structure of the set of linear/affine functions? Abstract convexity is the fundamental tool that addresses this crucial question: it retains the "upper envelope" operation in aspect (i) of (1), but changes the set of functions over which the supremum is taken. These sets of functions are called abstract linear and they naturally induce the abstract affine sets. Since aspect (i) of (1) is retained, global properties of convex analysis may be preserved even when dealing with nonconvex models. Thus, this approach is sometimes called a "non-affine global support function technique" (see for example [3, 12, 19] ). Many tools from convex analysis, such as subgradients and ε-subgradients, have their "abstract" counterparts, obtained again by using abstract linear functions. For instance, the abstract subgradient of an abstract convex function f at a point x collects all the supporting abstract linear functions which are minorants of (i.e., their graphs stay below) f , and coincide with f at x. This extends the concept of the convex subgradient and provides a valuable tool for studying certain nonconvex optimization problems (see [3, 12, 18, 19] ). Another example is the Fenchel-Moreau conjugate f * of a function f . The definition of f * uses the set of linear functions, and abstract convexity allows to produce "abstract" types of conjugates.
In [1] , zero duality gap is shown to be equivalent to (a) certain properties involving ε-subgradients and (b) other facts involving conjugate functions. One of the aims of the present work is to extend these results to the context of abstract convexity. Additionally, we supplement the sum rule for abstract subdifferentials, improving the result in [12] . To the best of our knowledge, with the exception of [3] , this manuscript is the very first attempt to consider explicitly the weak * topology (sequential pointwise convergence topology) on the abstract linear sets to deduce calculus rules of subdifferentials. The fundamental result on the weak * closeness of the dual unit ball of dual spaces X * is extended to general spaces of abstract linear functions L equipped with the weak * topology C(L, X).
The structure of the present paper is as follows. Section 2 recalls some preliminary definitions and facts used throughout the paper. We briefly introduce and study abstract linear functional space, and abstract convexity notions; some results are new in the theory of abstract convexity. In Section 3, we provide some properties that are tantamount to the equality between the conjugate of the sum of some functions and the infimal convolution of the conjugates of those functions, which ensures the zero duality gap. We pose no topological assumptions on the primal space nor on the space of linear functions. A comparison with its forerunner, [1, Theorem 3.2] for convex programming, is established. The necessary and sufficient characterization for zero duality gap is provided, which is new even in the standard convex analysis. In Section 4, we equip the abstract linear functional space with the weak * topology to extend some classical convex subdifferentials calculus in the framework of abstract convexity. Some of the facts in convex analysis cannot be extended to abstract convexity without imposing additional assumptions. Here, we assume that the epigraphs of the conjugate functions admit the weak * additive property (see (36) ). This condition holds for lower semicontinuous convex functions in classical convex analysis. The Banach-Alaoglu-Bourbaki theorem is also generalized to a general functional space in this section. Then, the zero duality conditions are exposed fully. In the last section, we construct a nontrivial example for which our analysis applies.
Preliminaries on Abstract Convexity
{S2}
When mentioning a convex function, or convex set without any further explanation, we mean the standard convexity of convex analysis. We use the notation R+∞ := R ∪ {+∞} and R±∞ := R∪{±∞}. Given a function f : X → R±∞, its domain is the set dom f := {x ∈ X :
Throughout, X is a nonempty set, which can be thought of as a primal space. Note that we do not assume any algebraic or topological structure on X. Let F := {f : X → R : f is a function} = X R , i.e., F is the set of all functions acting from X to R. The addition operator in F is the conventional one, i.e., (f1 + f2)(x) := f1(x) + f2(x) for all x ∈ X. As mentioned above, the linear functions and its vertical shifts (which are the affine functions) are at the core of convex analysis. They have a crucial role in the definitions of conjugate functions and ε-subdifferentials. In the next section, we define the abstract set L of linear functions. We make minimal assumptions on L which trivially hold in the classical convex case. In Proposition 3 below, we show that some classical features of the conjugate functions and ε-subdifferentials, are still true for this general set L of linear functions.
Abstract Linear Space
{ALS} Definition 1. Let X be a nonemty set. A space of abstract linear functions, denoted by L, is a subset of F = R X that satisfies the following properties.
(a) L is closed with respect to the addition operator i.e. f1, f2 ∈ L =⇒ f1 + f2 ∈ L.
(b) For every l ∈ L and m ∈ N, there exist l1, . . . , lm ∈ L such that l = l1 + . . . + lm.
(2) {con1} {con1}
Remark 2. Assume that 0 ∈ L and L verifies Definition 1(a). Then L automatically verifies property (b) in Definition 1. Throughout, we will assume L possesses properties (a) and (b). Using the set L, we state next the abstract counterparts of infimal convolution, Fenchel conjugate function, and ε-subdifferential.
{D3.1} Definition 3. (i) Let X be a nonempty set equipped with an addition operation. Take m functions ψ1, . . . , ψm : X → R+∞. The infimal convolution of the functions ψ1, . . . , ψm is the function ψ1 . . . ψm : X → R±∞ defined by ψ1 . . . ψm(x) := inf
with the convention that infimum over an empty set is +∞.
(ii) Let X and L be as in Definition 1, and f : X → R+∞ be any function. The Fenchel conjugate of f is the function f * : L → R±∞, defined as
(iii) Given X, L as in (ii), a number ε ≥ 0, and a function f : X → R±∞, we define the ε-subdifferential point-to-set mapping ∂εf : X ⇒ L at a point x ∈ dom f as
We prove next some properties of the concepts defined in (i)-(iii). {P3.2} Proposition 4. Given a set X and a space of abstract linear functionals L, m ≥ 2, the following statements hold.
(i) For all x ∈ X and all ε ≥ 0, we have
(iii) Let l ∈ L and f : X → R+∞. Then, l ∈ dom f * if and only if for all ε > 0, there is an
x ∈ X such that l ∈ ∂εf (x).
(iv) For any ε ≥ 0, we always have η>0 ∂ε+ηf (x) = ∂εf (x).
(v) For any m functions f1, . . . , fm : X → R+∞, any x ∈ X, and any ε ≥ 0, we have the following inclusion (ii) Take l ∈ L. We consider two cases.
fi(x) = +∞.
Take any additive decomposition of l, i.e., take any finite collection l1, . . . , lm such that l1 + . . . + lm = l. We have
Taking infimum over all possible additive decompositions of l, we deduce that
Take an arbitrary additive decomposition of l, i.e., take any finite collection l1, . . . , lm such that l1 + . . . + lm = l. By definition of conjugate function, we have that for every ε > 0, there is an
where we used the definition of l1, . . . , lm as additive decomposition of l in the equality and the definition of conjugate function in the last inequality. Since the additive decomposition is arbitrary, the expression above yields
Since the inequality holds for all l ∈ L and ε > 0, we obtain (7) .
By (ii), the latter is equivalent to having l ∈ ∂εf (x).
(iv) Fix ε > 0. It is clear from the definition that ∂εf (x) ⊂ ∂ε+ηf (x) for every η > 0. Hence we deduce that ∂εf (x) ⊂ η>0 ∂ε+ηf (x). For the opposite inclusion, fix η > 0 and take l ∈ η>0 ∂ε+ηf (x). By (ii), the latter is equivalent to having l(x)
is true for every η > 0 and every additive decomposition ε1, . . . , εm of ε + η. Indeed, consider m non-negative numbers ε1, . . . , εm such that ε1 + . . . + εm = ε + η and assume that (9) holds. Since the right hand side of (9) does not depend on the choice of ε1, . . . , εm, we have that
fi (x). Now (v) will follow by taking intersection for all η > 0 in both sides of the expression above and then using (iv). Therefore, our claim is true and we proceed to establish (9) for every η > 0 and every additive decomposition ε1, . . . , εm of ε + η. If m i=1 ∂ε i fi(x) = ∅, then inclusion (9) trivially holds. So assume that m i=1 ∂ε i fi(x) = ∅ and take l ∈ m i=1 ∂ε i fi(x). Then there are li ∈ ∂ε i fi(x) (i = 1, . . . , m) such that l = l1 + . . . + lm. Using (ii) we can write f * i (li) + fi(x) ≤ li(x) + εi for all i = 1, . . . , m.
Add up the inequalities above, and use the fact that ε1 + . . .
where we used the definition of l in the rightmost equality. Using (i), we have
, which combined with the inequality above yields
where we used (ii). This establishes (9) , and the proof of (v) is complete.
Remark 5. Statements in Proposition 4 are well-known facts in classical convex analysis which can be found in many contexts of convex analysis.
Abstract Convex Functions and Abstract Convex Sets
We start this subsection by defining the abstract affine functions, which are, as in the standard convex analysis, the vertical shifts of the abstract linear functions. {D4.1} Definition 6. Let X and L be as in Definition 1. The space of abstract affine functions is defined as H := {l + c : l ∈ L, c ∈ R}.
Remark 7. The space of affine function H can be defined independently as an arbitrary set which is closed with respect to the vertical shift operator.
Equipped with the set H, we can now extend the classical notions of convex function and convex set to our abstract framework.
{D4.2} Definition 8. Let X, L and H be as in Definition 6. We have the following definitions.
(i) Given any function f : X → R+∞, the set
is called the support set of f .
The L−convex hull of a set A ⊂ L is the smallest L−convex set that contains A. (i) For all x ∈ X, we always have
Equality holds in (12) for all x ∈ X if and only if f is H−convex.
(ii) If the function f is H-convex, then for all x ∈ dom f and ε > 0, we have ∂εf (x) = ∅.
Conversely, if for all x ∈ X, and ε > 0, we always have ∂εf (x) = ∅, then the function f is H-convex.
(iii) (Fenchel-Moreau) For all x ∈ X, we always have
Equality holds in (13) for all x ∈ X if and only if f is H-convex.
Proof. (i) Inequality (12) holds trivially by the definition of suppf . When the equality holds in (12) for all x ∈ X, then f is H−convex by Definition 8 (ii). Conversely, assume that f is H−convex. By definition, there exists a set H ⊂ H such that
It is easy to see from the definitions that
This proves that equality holds in (12) . The proof of (i) is complete.
which implies l ∈ ∂εf (x). Conversely, assume that for all x ∈ X and ε > 0, we always have ∂εf (x) = ∅. We will prove that
.
Take ε > 0. By our assumption, there is a linear function l ∈ ∂εf (x), or, equivalently,
Then the affine function v * (.) := l(·) − l(x) − ε + f (x) belongs to the set suppf and v * (
where the inequality holds because v * ∈ suppf . Since the above inequality holds for all ε > 0, inequality (14) now implies that f (x) = sup h∈suppf h(x). Using now the last statement in (i), we conclude f is a H-convex function.
Remark 11. (i) Inequality (12) holds for f : X → R+∞ even when suppf = ∅. Indeed, in this case we have sup h∈suppf h(
(ii) Proposition 10 (ii) is not an "if and only if " statement. The first implication holds for all H−convex function, whereas the converse implication needs dom f = X. Next proposition provides some properties of L−convex sets and H−convex sets used in the next sections.
{P4.2.2} Proposition 12. Let X, L and H be as in Definition 8, and C ⊂ L. The following assertions hold.
In this case, suppf ⊂ L, i.e. suppf :
Suppose in this part that L has linear structure (i.e. closed with respect to addition and multiplication by a scalar). If the set C ⊂ L is L−convex, then C is closed for convex combinations of its elements. Namely, for all l1, l * 2 ∈ C and α ∈ [0, 1], we have αl1
(ii) Assume that C ⊂ L is a nonempty L-convex set. We need to find a function f such
where we used the definition of f in the equality. This implies that (15) . By definition, this implies that C is L-convex.
(iii) Suppose C be a L-convex set. Take l1, l2 ∈ C and α ∈ [0, 1]. We will show that αl1 + (1 − α)l2 ∈ C Let f := sup l∈C l which is L-convex by construction. By (i), we have C ⊂ suppf . Hence, for all x ∈ X we have
Then, it is clear that αl1(x)
Remark 13. The converse of Proposition 12 (iii) is not true. In the example provided in Section 5, the characterisations of L−convex sets and H−convex sets respectively in Propositions 36 and 37 show that not all the convex sets are L−convex or H−convex. {Lem6} Lemma 14. [19, Lemma 6.1] Let H be a set of continuous functions defined on a metric space X with the following properties: 
∈ X} a set of abstract affine functions. There is no linear structure on L as it is not closed with respect to the addition operator.
Observe that H is a conic set (see Lemma 14) , and for each triplet (ε, x0, U ) where ε > 0, x0 ∈ X, and U is a neighbourhood of x0, there exists an abstract affine function h ∈ H such that 
Conditions for Zero Duality Gap
{S3} Let X and L be as in Definition 1. Given m functions f1, . . . , fm : X → R+∞ (m ≥ 2), consider the minimization problem
The dual problem of (P) is given as follows:
Problem (P) is a very general minimization problem in which X is a general nonempty set, and there is no assumption on the convexity of the functions f1, . . . , fm.
Denote by v(P ), v(D), the optimal values of (P) and (D), respectively. We say that a zero duality gap holds for problems (P) and (D) if v(P ) = v(D).
The following characterizes the zero duality gap property for (P) and (D), using the infimal convolution of the conjugate functions f * i .
Thus, the zero duality gap is equivalent to
Theorem 16 below extends [1, Theorem 3.2] to our general framework. It characterizes the condition
which clearly guarantees (17) .
The following statements are equivalent.
(i) There is a K > 0 such that, for any x ∈ X and any ε > 0,
Let is show the opposite inequality. It is enough to consider the case in which l ∈ dom m i=1 fi * . By (iii) in Proposition 4, for any ε > 0, there is a x ∈ X that l ∈ ∂ε m i=1 fi (x). Using now (18), l ∈ m i=1 ∂Kεfi(x), and there are li ∈ ∂Kεfi(x) (i = 1, . . . , m) such that l = l1 + . . . + lm. The following inequalities hold by Proposition 4 (ii) f * i (li) + fi(x) ≤ li(x) + Kε, ∀i = 1, . . . , m. Adding up the inequalities above and using the definition of infimal convolution, we can write
Since the inequality above holds for all ε > 0, we deduce that
Using (18), we obtain (ii). The proof of (i) ⇒ (ii) is complete.
Combine assumption (ii) with (20) to obtain, for all η > 0,
Inequality (21) shows that (f *
Using the definition of infimal convolution (Definition 3 (i)), there exist l1, . . . , lm ∈ L such that l = l1 + . . . + lm and
Combine the above inequality with (21) 
. . , m). We have that γi ≥ 0 by definition of conjugate function. Moreover, from Proposition 4 (i) we have that li ∈ ∂γ i fi(x) for all i = 1, . . . , m. Due to (22) , we obtain
Choose εi := γi + ε + η − m j=1 γj (i = 1, . . . , m). From the inequality above, we have that εi ≥ γi. Hence, li ∈ ∂γ i fi(x) ⊂ ∂ε i fi(x) for all i = 1, . . . , m, and
which yields (iii). The proof of (ii) ⇒ (iii) is complete.
(iii) ⇒ (i) We will show that (i) holds for K = 2. By (19) , for all x ∈ m i=1 dom fi(x) and ε > 0 we have
where we used the fact that ∂ε i fi(x) ⊂ ∂ε+ηfi(x) for all i = 1, . . . , m in the first inclusion. The last inclusion is obtained by choosing
fi (x) = ∅. Therefore, we have shown that (19) holds for all x ∈ X. The proof of (iii) ⇒ (i) is complete.
As mentioned above, Theorem 16 is an extension from the classical convex case to the framework of abstract convexity of the main result in [1, Theorem 3.2] . More precisely, the authors consider the case when L = X * , the classical dual space of all continuous linear functions, and derive the constraint qualifications for zero duality gap of a convex optimization problem. We quote their main result for the convenience of comparison.
Theorem 17. [1, Theorem 3.2] Let X be a normed vector space, X * its conjugate space {T2} with weak* topology, m ∈ N, and fi : X → R+∞ be proper lower semicontinuous convex functions where i ∈ {1, . . . , m}. Then the following four conditions are equivalent (i) There exists K > 0 such that for every x ∈ m i=1 dom fi, and every ε > 0,
In the standard linear functional space X * , condition (18) and condition (23) are equivalent (both being equivalent to statement (ii) in Theorem 16 and Theorem 17). We will show in the next proposition that (23) ⇐⇒ (18) holds in any abstract linear functional space L as long as the topology in L possesses property (25) stated below. Recall the following known result for the conventional linear functional space X * equipped with the weak* topology (see [25, Corollary 2.6.7] ): for all lower semiconinuous convex functions f1, . . . , fm, with m ≥ 2, x ∈ X and ε ≥ 0, we have
This calculus rule is the key ingredient in the proof of the implication (i) ⇒ (ii) in [1,
{P3.4} Proposition 18. Given a set X, a space of abstract linear functionals L, m functions f1, . . . , fm : X → R+∞ (m > 1), and x ∈ X, for any topology defined on L, if the equality (25) holds, then the two conditions (18) and (23) are equivalent.
Proof. Observe that for any positive numbers η, ε with 0 < η ≤ ε, we have
Assume (23) holds with K > 0. Using (25) , (26), and (23), we obtain (18) as follows:
fi (x)
∂2Kεfi(x).
Conversely, assume the condition (18) holds with K > 0. Take in (26) the intersection of all η > 0 in the left hand side. Use also (25) and (18), to deduce the following inclusions
which gives (23) (ii) When 0 ∈ L, part (ii) in Theorem 18 below (or in Theorem 17 above) ensures the zero duality gap. In our Theorem 16, we drop the assumption that all the functions f1, . . . , fm are lower semicontinuous convex as in Theorem 17 and refine the core argument in the proof in [1] . However, without the convexity, condition (18) might not be easily satisfied. When the functions fi (i = 1, . . . , m) are not convex, there will exist some x ∈ X and ε > 0 such that ∂εfi(x) = ∅ (see Proposition 10(ii)). In this situation, condition (18) will not hold. The zero duality gap property is equivalent to equality (17) , which is clearly less restrictive than condition (ii) in Theorem 16. In the next theorem, we relax condition (18) as well as item (ii) in Theorem 16 to obtain a necessary and sufficient condition for the zero duality gap property. This characterization is new even in classical convex analysis.
{T3.5} Theorem 20. Suppose X is a set, L is a space of abstract linear functionals with 0 ∈ L, and fi : X → R+∞ are functions with m i=1 dom fi = ∅ where i ∈ {1, 2, . . . , m} (m > 1). Then, the following conditions are equivalent. Proof.
(i) ⇒ (ii). Assume that statement (i) holds; that is for all ε > 0 there exists x ∈ X such that 0 ∈ ∂ε m i=1 fi (x). This allows us to use Proposition 4 (iii) and deduce that 0 ∈ dom m i=1 fi * , or, equivalently, that This implies
We then have the following inequalities
where we used the definition of conjugate function in the rightmost inequality. Letting ε ↓ 0, we obtain (ii).
(ii) ⇒ (i). Using the inequality in (ii), we have that 0 ∈ dom m i=1 fi * . Take ε > 0.
By Proposition 4 (iii) we can find a x ∈ X such that
fi (x).
Using the equality in (i) and Proposition 4 (i), we have
fi (x). Thus, we have the following estimation
We derive
And we also have fi(
Using the inequality above, we can write f * i (li) + fi(x) ≤ li(x) + ε/2, ∀i = 1, . . . , m, which by Proposition 4 (i) yields li ∈ ∂ ε/2 fi(x) for all i = 1, . . . , m. Since ∂ ε/2 fi(x) ⊂ ∂εfi(x) we deduce that
∂εfi(x).
Since n ∈ N is arbitrary, we conclude that
which is (i).
We will show in the next theorem that if the inclusion (27) holds for a fixed x ∈ X for all ε > 0, or equivalently ε>0 (∂εf1(x) + . . . + ∂εfm(x)) ∋ 0, (31) {T3.6.1} {T3.6.1}
then it characterizes a stronger property.
{T3.6} Theorem 21. Suppose X is a set, L is a space of abstract linear functionals with 0 ∈ L, and fi : X → R+∞ are functions with m i=1 dom fi = ∅ where i ∈ {1, 2, . . . , m} (m > 1). Then the following conditions are equivalent.
(i) There exists a x ∈ X such that (31) holds.
Additionally, the supremum (as in (4)) is attained at x ∈ X.
Proof.
(i) ⇒ (ii). Suppose there is an x ∈ X such that (31) holds. By Theorem 20, we deduce the first statement in part (ii). Let us show the second statement in (ii). By (31), for all ε > 0, there are l1, . . . , lm ∈ L such that l1 + . . . + lm = 0, and li ∈ ∂εfi(x) for all i = 1, . . . , m. We have
Then, we have
Let ε ↓ 0, we have equalities in the expression above. Hence, f *
this implies that the supremum in the expression of the conjugate function is attained at x. This establishes the second statement in (ii). Combining (32), and (33), we obtain Thus, li ∈ ∂εfi(x) for all i = 1, . . . , m. We deduce that
Since ε > 0 is arbitrary, we conclude that
Remark 22. The proof (ii) ⇒ (i) in Theorem 21 is analogous to that of Theorem 20.
Abstract Convexity with Weak* Topology
In this section, we consider specifically the weak* topology C(L, X) (see [2, Section 3.3]) on the abstract linear functional space L. We expand some fundamental results of standard convex analysis in the framework of abstract convexity. Condition (23) is fully extended into the abstract convexity framework using means of the weak* topology.
Weak* Topology
Recall that F is the set of all real functions defined on X. On F, the weak* topology C(F, X) is the weakest topology that makes all the functions x : C(F, X) ) is a Haussdoff space (the proof of this fact is similar to the one in [2, Proposition 3.11] ).
In the context of [2] , the weak * topology is studied for the dual space X * of a normed linear vector space X. In order to study general abstract linear functional spaces L, here, we generalize several fundamental results in [2] to the set of function L which satisfy certain conditions as below. Note that in our analysis, there is no topology required for X.
We define the scalar multiplication on L as usual: (αl)(x) = α(l(x)) for all x ∈ X. We will assume that L is a weak * -closed subset of F. More precisely, L satisfies the following conditions:
A-closed with respect to addition and multiplication by a scalar: if l, h ∈ L, λ, β ∈ R, then λl + βh ∈ L.
It is clear that when condition (A) is satisfied, L contains the element 0F (0F (x) := 0 for all x ∈ X). From now on, without any further explanation, we consider the weak * topology inherited by L. Observe that the evaluation functions x : L → R, l → l(x), x ∈ X are linear in the conventional sense. Thus, the functions |x| : L → R, |x|(l) = |l(x)| are seminorms. In the next proposition, we show that the space L is a locally convex topological vector space.
{P4.11} Proposition 23. Let X be a set, L a space of abstract linear functionals equipped with the weak* topology, l0 ∈ L, ε > 0, and a set of vectors {x1, . . . , xn} in X. Then the set V (x1, . . . , xn|ε) = {l ∈ L : |l(xi) − l0(xi)| < ε, ∀i = 1, . . . , n} is a neighbourhood of l0 in L. Moreover, the collection of all V (x1, . . . , xn|ε), n ∈ N, x1, . . . , xn ∈ X and ε > 0 forms a basis of neighbourhoods of l0 in L.
Proof. Let Vi := {l ∈ L : |l(xi) − l0(xi)| < ε} = (x * i ) −1 (−ε + l0(xi), ε + l0(xi)) (i = 1, . . . , n). Since the functions xi (i = 1, . . . , n) are continuous, we have Vi (i = 1, . . . , n) are open.
Vi is open, or V is a neighbourhood of l0. On the other hand, by the definition of the weak* topology, the basis of neighborhoods of l0 is a collection of all finite intersections of sets of the form x −1 (U ), where x ∈ X and U is a neighbourhood of l0(x) in R. Thus, the assertion holds.
{T4.2} Theorem 24. Suppose X is a set, and L is a space of abstract linear functionals equipped with the weak* topology. Assume further that conditions (A), (B) hold, then L is a locally convex topological vector space.
Proof. Note that all the functions |x| : L → R, |x|(l) := |l(x)| with x ∈ X, are semi-norms, and by Proposition 23, the weak* topology in L is the coarsest topology that guarantees the continuity of |x|, with x ∈ X. Hence, L is a locally convex topological vector space, recalling that a vector space is called locally convex topological vector space along with a family of semi-norms |x| (x ∈ X) if and only if its topology is the coarsest topology for which all the semi-norms |x| (x ∈ X) are continuous. The space L possesses the following properties.
{P4.2} Proposition 26. (i) L is closed in F with respect to weak* topology.
(ii) If the sequence (or net) (hi)i∈I , hi := a 0 i h0 + . . . + a n i hn → h = a 0 h0 + . . . + a n hn, then a j i → a j for all j = 0, 1, . . . , n. (iii) The space L equipped with weak* topology is homeomorphic to R n+1 with the standard Euclidean norm.
Proof. (i) We show that L is closed in F. Let (li)i∈I be a net taken in L such that li → l ∈ F with li := a 0 i h0 + . . . + a n i hn. We have li(1, 0, . . . , 0) + li(−1, 0, . . . , 0) = 2a 0 i → l(1, 0, . . . , 0) + l(−1, 0, . . . , 0) =: 2a 0 , or a 0 i → a 0 . At the same time, li(x) − a 0 i x 2 → l(x) − a 0 x 2 for all x ∈ X and li − a 0 i . is linear function for all i ∈ I (by definition of L). Thus, l − a 0 . is also a linear function. Hence, l ∈ L.
(ii) It is shown in (i) that if li → l, then a 0 i → a 0 and (li − a 0 i . ) → (l − a 0 . ). That means a i j → aj for all j = 0, . . . , n. (iii) Consider the bijective mapping ϕ : L → R n with ϕ(l) := (a0, a1, . . . , an), where l = n i=0 aihi. In the view of Proposition 26 (ii), we have ϕ is continuous. On the other hand, we also have if (a 0 i , a 1 i , . . . , a n i )i∈I → (a 0 , . . . , a n ), then (ϕ −1 (a 0 i , a 1 i , . . . , a n i ))i∈I = n j=0 a j i hj → n j=0 a j hj = ϕ −1 (a 0 , a 1 , . . . , a n ). Hence, ϕ −1 is continuous.
We can treat L as the vector space R n+1 with the basis h0, h1, . . . , hn. The weak* topology is equivalent to the Euclidean norm in R n+1 .
In the conventional dual space X * of X, the compactness of the unit ball B * is of utmost importance. Here we establish a generalization of the Banach-Alaoglu-Bourbaki (see Corollary 29) to real functional space L.
{T4.3} Theorem 27. Suppose that X is a nonempty set (possibly linear vector space), F is the set of all real functions acting from X to R, and F, G : X → R are any real functions defined on X. Let K := {f * ∈ F : G(x) ≤ f * (x) ≤ F (x), ∀ x ∈ X} be a subset of F. Then, K is a weak* compact set.
Proof. Recall that the set Y := R X consists of all maps from X to R. Consider Y equipped with the product topology, Let φ : F → Y be defined as φ(f ) := (f (x))x∈X. It is well known that φ is a homeomorphism from F to φ(F) = Y (w.r.t. the product topology). We will show that the set H :
a product of compact sets. By Tychonoff's Theorem, H is compact, and so is K.
{C4.4} Corollary 28. Suppose X is a linear vector space, F is the set of all real functions from X to R equipped with the weak* topology, and A is a weak* closed subset of F. Then A is compact if the functions F := sup f * ∈A f * and G := sup f * ∈A (−f * ) are real functions i.e. F (x), G(x) ∈ R for all x ∈ X.
Proof. Observe that G = − inf f * ∈A f * . Then we have
By Theorem 27, and the weak* closedness of A, we have A is a weak* compact set.
Corollary 29 (Banach-Alaoglu-Bourbaki). [2, Theorem 3.16] Suppose X is a normed {C4.5} vector space, and X * is its dual space. Then B * := {x * ∈ L : | x * , x | ≤ x ∀ x ∈ X} is a weak* compact set.
Proof. The assertion straightforwardly follows from Corollary 28.
Sum Rule Calculus for Subdifferentials
In this subsection, we improve one of the main results [12, Theorem 3.2] . In [12] , the authors studied the extended sum rule for abstract convex functions using the additivity property of the epigraph of the conjugate functions. The additivity condition on the sets epi f * and epi g * is stated as follows. epi f * + epi g * = epi (f + g) * . where cl * A denotes the weak * -closure of the set A. The weak * topology defined on L × R is the product topology of the topology τ (L, C(L, X)) and the standard topology on R.
Since the set on the right-hand side of (35) is weak * -closed, the additivity condition (35) readily implies (36). Moreover, condition (36) is more convenient because (as shown in [23] and [12, Corollary 3.1]) it holds for standard convex functions. We will use the less restrictive condition (36) in the next section. Namely, it will allow us to apply Theorem 17 for establishing new zero duality gap characterizations. {Kay} Theorem 30. [12, Theorem 3.2] Let X be a set and let L be a set of abstract linear functions defined on X. Let f, g : X → R+∞ be H−convex functions such that dom f ∩ dom g = ∅.
Then, equality (35) holds if and only if for any ε ≥ 0,
We present in the next theorem our main result of this subsection.
{Sum} Theorem 31. Let X be a nonempty set, and L an abstract linear functional space which is weak* closed in F and f1, . . . , fm : X → R∞ be functions defined on X with ∩ m i=1 dom fi = ∅. Assume that condition
holds. Then for any number ε ≥ 0, we have (25) holds for all x ∈ ∩ m i=1 dom fi.
Proof. Assume that (38) holds. Take ε ≥ 0. For all x ∈ X, due to Proposition 4(v), we have
Now we prove the converse inclusion. Let l ∈ ∂ε m i=1 fi (x). Then, by Proposition 4 (ii), we have
There are nets (l1,i, λ1,i)i∈I, . . . , (l1,i, λ1,i)i∈I with I is a directed set such that
fi(x). Thus, l ∈ cl * ε i ≥0,ε 1 +...+εm=ε+η m i=1 ∂ε i fi(x) for all η > 0. Hence, we proved (25) .
Remark 32. If the condition (36) holds, and additionally m i=1 epi f * i is weak* closed, then condition (35) holds.
{P2.P1} Proposition 33. Suppose X is a vector space, L is its abstract functional space. Then, (i) for any x ∈ X, the function x(·) : L → R+∞, l → l(x) is weak* continuous;
(ii) for every function f : X → R+∞, its conjugate function f * is weak* lower semicontinuous.
Proof. (i) Take l ∈ L. For all (li)i∈I ⊂ L (I is a directed set) such that li → l w.r.t weak* topology, we have lim x(li) = lim li(x) = l(x) = x(l).
Thus, x(·) is weak* continuous.
(ii) Take f : X → R+∞, and consider f * (l) = sup x∈X {l(x) − f (x)} for all l ∈ L. Then, the epigraph of f * is
Since the function [x(·)+f (x)] : L → R+∞ is weak* continuous, the set epi [x(·)−f (x)] is weak* closed in L × R, and so is epi f * . This implies the lower semicontinuity of the function f * .
{P4.6} Proposition 34. Let X be a set, L, H be spaces of abstract linear functionals and abstract affine functionals, respectively, equipped with the weak* topology. If the set A ⊂ H is a H-convex subset, then A is weak* closed in H.
Proof. Let f : X → R+∞ be a H−convex function such that suppf = A. Consider the set B := cl * A ⊂ H and the function g(x) := sup h∈B h(x). We claim that it is sufficient to show that g ≡ f . Indeed, if this holds, then for all h ∈ B we have h ≤ g = f , and thus h ∈ A, or A = cl * A. Observe that g is also an H-convex function and by construction g(x) ≥ f (x) (due to B = cl * A ⊃ A). Thus, we proceed to establish the claim that g ≡ f . Take x ∈ X, we need to show that f (x) ≥ g(x). Indeed, for all h ∈ B, there exists a net (hi)i∈I ⊂ A, with I a directed set, such that hi→h w.r.t w* convergence and
Taking the supremum in the right hand side for all h ∈ B, we conclude that f (x) ≥ g(x). Since this holds for x arbitrary, the proof is complete.
Zero Duality Gap with Weak* Topology
We next present our main theorem of this section.
{T3} Theorem 35. Let X be a normed vector space, L a space of abstract linear functionals with weak* topology, m ∈ N, and fi : X → R+∞ where i ∈ {1, . . . , m}. Then consider the following five conditions (i) There exists K > 0 such that for every x ∈ m i=1 dom fi, and every ε > 0, (18) holds; (ii) There exists K > 0 such that for every x ∈ m i=1 dom fi, and every ε > 0, (23) holds with respect to weak * topology;
. . . f * m is weak* lower semicontinuous; (v) For every x ∈ X and ε ≥ 0, (24) holds.
Additionally, if the sum rule (25) (or condition (38)) holds, then all five statements are equivalent.
Proof. All the implications (except (ii) ⇔ (iii)) are clear due to Theorem 16, Theorem 17, Proposition 18, and Proposition 33. A similar series of intriguing corollaries as in in [1] can be deduced with more or less identical proofs to those in [1] .
Example {Example_AC}
In this section, we consider a nontrivial example, where the weak* closed additivity condition (36) holds for any H−convex functions. Thus, the important sum rule (25) also holds. Here, we use the notations different to previous sections.
Consider X := R, denote φa(t) := at 2 for some a ∈ R and Ψ a,b (t) = at 2 + b for some a, b ∈ R. Let the set L := {φa : a ∈ R} be the space of abstract linear functions, and H = {Ψ a,b : a, b ∈ R} the space of abstract affine functions. The weak * topology on L and H are isomorphism to the standard Euclidean norm on R and R 2 respectively.
We next characterize L−convex sets, and H−convex sets for this example.
Proof. The set of the form C := {φa : a ≤ A}, (A ∈ R) is a L−convex set, since C is the support set of the function φA in L.
Conversely, suppose C is a L−convex set and let A := sup{a : φa ∈ C}. We have C ⊂ {φa : a ≤ A}, by the definition of A. On the other hand, since for every a ≤ A, φa(t) ≤ φA(t) for all t ∈ R, then C ⊃ {φa : a ≤ A}.
{P4.E1} Proposition 37. A set C is H−convex, C ≡ H if and only if the following properties hold 
We first recall the standard strict convex separation theorem. 
One way implication is clear. Conversely, suppose the set C satisfies conditions (i) and (ii). Let Ψā ,b / ∈ C and A, B are defined as in (41) We consider three cases.
(i) If y * < 0, then due to property (ii), for every Ψ a,b ∈ C we can fix parameter a and let b → −∞. Then, sup
which is a contradiction to (43).
(ii) If y * = 0, then x * = 0. If x * > 0, then due to our assumption we have Ax * ≥āx * , which contradicts to (43) (āx * > sup (a,b)∈C 2 (ax * ) = Ax * ). If x * < 0, then due to property (ii) and with an analogous argument with case (i), we have sup
Altogether, it yields a contradiction.
(iii) If y * > 0, then we can divide both sides of (43) by y * to obtain
Arguing as in (ii), we claim that x * y * ≥ 0. Let t := x y we havē
Combining case 1 and case 2, we conclude that C is a H-convex set.
It suffices to establish that condition (36) is satisfied by proving that if C1, C2 are H−convex sets, then cl * (C1 + C2) is H−convex. This assertion will be explained in the next theorem.
{Ab-Ex} Theorem 39. Let H be a space of affine functions (defined in Example 5) and f1, f2 be H−convex functions, we have (suppf1 + suppf2) w * is a H-convex set. Consequently, cl * (epi f * + epi g * ) = epi (f + g) * .
Proof. Since the set cl * (suppf + suppg) satisfies the two conditions in Proposition 37, then it is a H-convex set. Since f + g = sup Ψ∈cl * (suppf +suppg) Ψ, then f + g is a H−convex function with supp(f + g) = (suppf + suppg) w * . This implies cl * (epi f * + epi g * ) = epi (f + g) * .
We next consider some particular functions defined on X
The minimization problem p := min (f1 + f2 + f3) ,
has the dual problem
. We will show that the duality gap holds for problems (p) and (d).
Proposition 40. The functions f1, f2, f3 are H−convex. The support sets of f1, f2, f3 are . We have
Observe that the inequality on the right hand side holds for all t ∈ R and b ≤ − (1+a) 2
4
. This implies Ψ a,b : b ≤ − (1+a) 2 4 ⊂ suppf1.
Take Ψ a,b ∈ H with a ≤ −1, b ≤ 0, we also have Ψ.
For all t ∈ R, we choose a = 2t 2 − 1, b = −t 4 . Then, b = − (a+1) 2
. By (48), Ψ a,b ∈ suppf1, and f1(t) = x 4 − t 2 = at 2 + b = Ψ a,b (t).
(ii) The proof of (49) for f2 can be proceeded similar to one in (iii). On the other hand, we also have Ψ a,b (0.5) = Ψ a,b (−0, 5) ≤ f3(0.5) = f3(−0, 5) = 0.
Since a ≤ 0, the function Ψ a,b increases on (−∞, 0), and decreases on (0, +∞). Hence, Conversely, take Ψ a,b ∈ suppf3. We must have a ≤ 0, since otherwise limt→∞ Ψ a,b (t) = +∞, which contradicts Ψ a,b (t) ≤ f3(t) for all t ∈ R. Obviously, f3(x) ≥ sup Ψ∈suppf 3 Ψ(x), ∀x ∈ R. We aim to show in the follows that f3(x) ≤ sup Ψ∈suppf 3 Ψ(x), ∀x ∈ R. , equivalently x 2 − 1+a 2 2 ≤ 0, hence a = 2x 2 − 1.
(ii) The arguments to (50) for f2 are similar to (54) for f3 as below. Then, φa ∈ ∂f3(x) ⇐⇒ f * 3 (φa) + f3(x) = φa(x). We consider three separate cases.
1. x = 0, f3(x) = 1. Then, φa ∈ ∂f3(0) ⇐⇒ f * 3 (φa) + 1 = 0. There does not exist a ∈ R such that f * 3 (φa) + 1 = 0, thus ∂f3(0) = ∅.
