Long-range temporal and spatial correlations have been reported in a remarkable number of studies. In particular power-law scaling in neural activity raised considerable interest. We here provide a straightforward algorithm not only to quantify power-law scaling but to test it against alternatives using (Bayesian) model comparison. Our algorithm builds on the well-established detrended fluctuation analysis (DFA). After removing trends of a signal, we determine its mean squared fluctuations in consecutive intervals. In contrast to DFA we use the values per interval to approximate the distribution of these mean squared fluctuations. This allows for estimating the corresponding log-likelihood as a function of interval size without presuming the fluctuations to be normally distributed, as is the case in conventional DFA. We demonstrate the validity and robustness of our algorithm using a variety of simulated signals, ranging from scale-free fluctuations with known Hurst exponents, via more conventional dynamical systems resembling exponentially correlated fluctuations, to a toy model of neural mass activity. We also illustrate its use for encephalographic signals.
Introduction
Power laws are a hallmark of systems exhibiting critical dynamics. If a signal's correlation structure is scale-free, i.e. if it does not depend on the temporal or spatial scale of observation, then it displays a power-law structure. Power laws are ubiquitous in nature. They have been observed in physics [1] and biology 5 [2] as well as in economy [3, 4, 5] and sociology [6] . Recent electrophysiological recordings revealed the presence of power laws in nervous activity [7, 8, 9 , 10], indicating complex (neuronal) networks operating in a critical state [11, 12] .
Neuronal networks with such critical dynamics are believed to have optimal characteristics for neural functioning [13] .
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Scale-free behavior can be identified as a linear relationship in a log-log representation of a signal's power spectral density -hence the phrase 1/f-process -or of its auto-correlation function.
1 If the signal consists of successive incre-law, the linear slope of F as a function of n in a log-log representation is the corresponding scaling exponent α.
While DFA has proven robust when it comes to confounding (weakly non-30 linear) trends [15] or non-stationarities [16] , it does not provide any means to determine whether a power law is present or not. Deviations from power-law behavior, however, are common and may originate from different dynamical mechanisms. Since the slope α is typically estimated via simple regression, the corresponding coefficient of determination, R 2 , may serve to quantify the 35 goodness-of-fit of linearity. However, this measure is quite insensitive [17, 18] and above all it does not allow for readily specifying the range in which the power-law behavior is likely to be present. That range might not only be limited by the finite size of observation. When a signal is contaminated by a nontrivial, non-linear trend (e.g., a sinusoid), the fluctuation plots may have a scale-40 dependent slope [15] . Then, the slope of the linear regression over a (too) large range does not necessarily represent the scaling behavior of interest [19, 20, 21] .
In view of the variety of such confounders, many applications still rely on mere visual inspection to determine violations of the linearity assumption.
We here present an assessment of power-law behavior based on proper model 45 comparison. Rather than averaging the mean squared fluctuations over consecutive intervals, we approximate their density function to estimate the maximum likelihood function underlying the common model selection benchmarks, namely Akaike or Bayesian information criteria. The aim is to identify the presence of power-law behavior, its corresponding scaling exponent and the range over which 50 it is valid.
Methods
Starting with a discrete time series X(t) with t = 1, . . . , N , we compute its cumulative sum Y (t) = t τ =1 X(τ ), which is considered the signal 2 . In DFA one divides Y (t) into non-overlapping intervals of size n yielding N/n signals Y i (t) with i = 1, . . . , N/n ; t = 1, . . . , n. The notation · refers to the floor function. Since the focus is on the analysis of the fluctuation structure of the signal, one first removes the signal's trend Y trend i (t) over the interval i before quantifying the mean squared fluctuations F i (n) in every interval as
These fluctuation magnitudes are further averaged over consecutive intervals
A power law in the signal's autocorrelation structure is present if the averaged mean squared fluctuation structure is independent of the scale at which it is observed. Let b be an arbitrary base, then scale-freeness implies that rescaling b by n changesF only by some factor, i.e.F (n · b) = n αF (b), with α the scaling parameter. In a log-log representation this simplifies to logF (n · b) = α log n + logF (b). In DFA one hence seeks to detect power laws by identifying a straight line in the log-log plot of the averaged mean squared fluctuations as a function of interval size:
The scaling parameter α agrees with the Hurst-exponent H when considering signals like fractional Gaussian noise. The scaling exponent α is typically identified as the slope of a linear fit determined using linear regression. 
Approach
Albeit implicitly, by the mere use of linear regression when identifying scalefree correlations, one already assumes the presence of a power law. We here 3 In the current study we only consider linear trends in line with the original form of DFA
[14] but we note that this approach may be readily generalized to non-linear trends [22] .
advocate to test this assumption statistically. We will employ a model selection approach using conventional information criteria to compare the linear model against alternatives. The most commonly used information criteria are the Akaike (AIC) and Bayesian (BIC) information criteria [23] , which are defined
K represents the number of parameters of the model under study, M the number of intervals with different size n, and L max denotes the maximum value of the likelihood function L, which quantifies the goodness-of-fit. AIC c and BIC can be regarded as asymptotic approximations to the log model evidence [24] . The 60 log model evidence may be decomposed into accuracy (the first terms above) and model complexity. The latter basically scores the number of free parameters used to provide an accurate explanation for the data. Maximizing model evidence (minimizing AIC c or BIC) therefore provides an accurate and minimally complex explanation for data. That is, when applied to a set of candidate 65 models, the model with the least information criterion value is the one that establishes this optimal compromise between goodness-of-fit and parsimony.
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Model comparison requires a proper estimate of L max . For this we interpret F i as a 'stochastic' variable and determine the corresponding probability density p n (F i ). We do this via a kernel density estimation procedure using the set of N/n realizations F i given by (1) . This non-parametric approach has the advantage that it does not prescribe any form of p n and allows p n to acquire different forms depending on interval size n. Next, since all subsequent fitting will be based on log-log coordinates, we introduce the log-transformed variables n = log n andF i = log F i . Just as p n (F i ) being the probability density corre- 4 For the sake of legibility we restrict the main text to the report of BIC -the very comparable AICc results can be found in Appendix A. We used the finite sample size correction
AICc of the conventional AIC.
sponding to F i , we find thatF i is distributed according top n (F i ). We illustrate this in Fig. 1 , where we display the densitiesp n along with the corresponding histograms ofF i . As an equivalent of the averagedF i values, we there also report the expectation values with respect top n :
In case of a non-symmetric density, the expectation value will be different from the value with highest probability; on the right-hand side of (4) the variable x ∈ R + covers the state space ofF i .
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In the model selection we aim at finding a model f θ (ñ) that properly describesF i . The candidate models are functions f θ parametrized by the set θ.
For example, these could be linear (power law) functions of scale or more elaborate (polynomial) functions (see below). The likelihood function L is defined as the product of the afore-defined probability densities, evaluated at the model
The densityp n is evaluated at the values given by model f θ and thus quantifies the probability that the model value f θ is contained in the set of realizations the following all log-likelihood estimates are based on these types of densities. We note that throughout the paper the figures displayFi values but we relabelled axes to correspond to their non log-transformed counterparts.
Implementation
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We implemented the entire procedure in Matlab (version 2015a, The Mathworks, Natwick, MA). All the source code including a working example is available at www.upmove.org.
We used different types of simulated signals to evaluate the performance of our method. In all cases we generated 1000 realizations of length N = 2 17 [26] . A fGn process can be realized through increments of fractional Brownian motion that is given by
for s < 0 and 0 < H < 1 
Potential function -introducing deterministic features
To test how our approach could handle deviations from power-law scaling we used signals ∆B H (t) in the presence of a saturating dynamics. The generating stochastic differential equation reads
where U represents the potential function with w a threshold value indicating 100 the width of the potential well; the prime denotes differentiation with respect to
x. The potential U introduces a deterministic component in the signal bounding the displacement of the sample path X(t) and thereby its fluctuations F i . The system is not influenced by the potential as long as |X(t)| ≤ w. This means that as long as w is large enough compared to the maximum interval size, the 105 bounding effect of U will be invisible. Integration was performed using an EulerMaruyama scheme with step-size dt = 0.01; see Fig. 2 . 
A toy model for neural mass dynamics
We further considered a class of stochastic processes proposed by [28] . The signals X(t) were generated by the stochastic differential equation (A.1) defined 110 in Appendix A. Important for the application in neuroscience is that equation (A.1) has been derived from a point process model with stochastic inter-pulse intervals [29] , which may be interpreted as the firing of a single neuron. This is illustrated in Fig. 6a for a single realization X(t) whose erratic behavior bears resemblance with neuronal firing. However, a single realization of this process 115 can certainly not be considered relevant when it comes to the description of neural masses, because they represent activity of large populations of neurons.
Neural mass activity is considered to underly M/EEG signals that -as mentioned in the Introduction -do display power-law behavior. Therefore we also analyzed averages over multiple realizations X(t). All time series X(t) for this class of signals consisted of N = 10 6 samples.
Envelope dynamics of beamformed MEG
We used MEG signals that were sampled at 1 kHz during about five minutes resting state (eyes closed) in ten subjects. After down-sampling to 250 Hz, signals were beamformed onto a ninety node brain parcellation [45] . In line with 125 previous work, e.g., [7] , we considered the alpha frequency band (8-12 Hz) of a single occipital source. Details about the data acquisition and pre-processing can be found in [25, 10] ; see also Appendix B.
Density estimation
From the different signals, the values F i were computed according to (1) and
As alternatives we also tested all possible polynomials up to third order, i.e.
The next two models were derived from the expressions of the variance of a process generated by a (un)stable linear stochastic dynamics:
The exact forms of the above expressions, in particular that of f 9 θ , result from transforming the variance expressions into the log-log coordinate system. Finally, we considered a piece-wise linear function because this type of model is frequently used to characterize critical behavior in motor control, in particular postural sway [32, 33] . That model obeys the form
(9j)
Model selection
Since ln L max in (3b) represents the maximum log-likelihood, one has to deter-140 mine the sets θ max for every model f θ . The optimization was performed using a Nelder-Mead simplex search algorithm [34] . The parameters resulting from the least squares fit based on the averaged valuesF served as initial values, because we considered this to be an appropriate first approximation to the optimal parameters θ max . Subsequently, we randomly chose five additional initial
Effect of the number of interval sizes
By the definition of L in (5) be biased towards underfitting. We investigated such size effects using signals generated via the potential model (7) with w = 2.5 and distinct values of M .
Results
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As mentioned above we restrict ourselves to presenting the BIC results, the corresponding AIC c results can be found in Appendix A. 
Fractional Gaussian Noise
In Fig. 3 The proportions of realizations assigned as power-law as well as the α values closely resemble the results in [21] . However, for a larger scaling range, the log-log fluctuation plots that correspond to the w = 5 condition would have been classified as non-linear. 
Potential function -introducing deterministic features
Effect of number of interval sizes
✾ ✽ ✼ ✻ ✺ ✹ ✸ ✷ ✁ ✂ ✶ ✁ ✁ ✂ ✁ ✂ ♠ ♦ ❞ ❡ ✄ ♣ ☎ t ✆ ♥ t ✐ ❛ • ✇ ✐ ✝ t ✞ ✟ ✵ ✵ ✠ ✡ ☛ ✡ ☞ ☞ ✌
Toy model for neural mass dynamics
In Fig. 6a we show a single realization X(t) with the erratic behavior typical As said we sought to mimic neural mass activity and simulated 10000 realizations X(t) that we averaged to obtainX(t). We display this signal together with its power spectral density in Fig. 7a ; we removed the first 1000 samples With other parameter settings we were also able to obtain persistent behavior, which resembles more closely what has been reported for encephalographic recordings [7, 8, 9 , 10]. The averaged signalX(t) over 1000 realizations with the corresponding DFA results is shown in Fig. 8 . Only for the range n =[10 close to the expected theoretical value of H = 0.625; we note that we obtained the same α-value using linear regression.
Envelope dynamics of beamformed MEG
The results for the alpha amplitude dynamics of a single (virtual) source MEG 215 signal are shown in Fig. 9 . In the range n = [N/500 N/5], N = 7.8 · 10 4 312 seconds, i.e. over two decades, power-law scaling appeared to be present. (contrasting α = 0.75 using conventional linear regression). We here report the results for one source only and provide a more extended re-analysis for all occipital channels and all subjects in Appendix B; see also [10] .
Discussion
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We proposed an approach to assess (the presence of) linearity in the log-log fluctuation plots in DFA. Inspired by [21] , we used a maximum likelihood estimate with the likelihood function L defined by means of the density functions of the mean-squared fluctuations. This definition allows for using the function L in assessing power-law behavior and estimating the scaling exponent α.
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We estimated α from θ max , the parameter set that maximizes L. It hence represents the maximum likelihood estimate, rather than the minimal least-squares estimate obtained from linear regression in the conventional DFA approach. Using this estimate one can retrieve the Hurst exponent from fGn processes very accurately. While this may be considered trivial, one has to realize that estimat-235 ing α by its maximum likelihood estimate is fundamentally different from the standard least squares regression estimate. Our approach uses another notion of an optimal model, unless the fit-residuals are normally distributed [23] . This approach incorporates the variability in the F i estimates by means of p n . When variability in F i increases, this results in a wider density p n . The widening of 240 p n decreases its contribution to L by reducing the magnitude ofp n (f θ ). We did not only reliably retrieve scaling exponents in case of proper selfsimilarity, we could also detect deviations from power-law behavior. We illustrated this by bounding the fluctuation magnitudes using a potential function U , leading to dynamic saturation. There, a non-linear function was favored 245 over a linear model to describe the log-log fluctuation magnitude plots, i.e. the hypothesis of power-law behavior had to be rejected. These deviations are not necessarily a result of a deterministic component in the dynamics bounding the fluctuations, but may also stem from mechanisms like periodic trends [15] , nonstationarities [20] or non-linear transformations [36] . Finite-size effects caused 250 by taking too small interval sizes may also cause a curvature at these interval sizes [37] .
Model selection is a method of comparing models and favoring the models that better describe the available data. Due to its roots in information theory, the comparison between model and data is performed in terms of probability and q(x|θ) the probability density originating from an approximating model with parameters θ. Interestingly, in the work of Botcharova and co-workers [21] the log-likelihood function was defined as ln (L B ) = n log (F s ) ln (f θ ) with (5) does not come with this problem.
We also showed that information criteria tend to favor lower-dimensional (t) at least to some degree. Characterization of this symmetry might be obtained by restricting the number or the magnitude of odd cumulants in the generating function [39] . A detailed discussion of this matter is beyond the scope of the current paper. We note, however, that studies that 305 considered individual spike trains, e.g, [40, 41, 42, 43] typically employed other outcome variables like the probability distribution. The numerical findings in [28] suggest that for individual spike trains, the probability distribution may be more appropriate for characterizing these kinds of processes.
Our results are largely consistent with the way DFA has been used in neuro-310 science, especially with regard toX(t). As said,X(t) resembles superimposed neural contributions to, e.g., encephalographic signals, which have been the primary target for DFA [7, 8, 9] . We recently applied our approach to MEG data
[10] and sketched a part of this analysis in Fig. 9 . While this illustration already shows the feasibility of our approach in the context of neurophysiological 315 data, we would like to add that the study of MEG signals in [10] used a separation of time scales of the underlying neural dynamics as a starting point [44] .
Accordingly, we sought to identify order parameters capturing the dynamics of whole brain activity. Without affecting the individual scaling characteristics, we z-scored the order parameter time series for each subject, determined p n on 320 basis of the pooled results, and demonstrated their self-similarity.
The question which information criterion should be used in model selection, in this case AIC c or BIC, cannot be unambiguously given [38] . This is because it is ultimately a philosophical question, as it depends on whether we expect the 'truth' to be contained in our candidate model set. In general one may 325 distinguish two scenarios [38] : The first is a very complex model producing the data, such that one does not expect the sample size to exceed the number of parameters in this model, in our case amounting to M K. That is, one does not expect the correct model, i.e. the model equalling the 'truth', to be contained in the set of candidate models. In this case the objective is to find 330 the model with optimal accuracy in describing the data. In the second scenario the data set is generated by a relatively simple process: M K. Because the model is comparably simple, one may assume that it equals one of the models in the candidate model set and one thus aims for finding the 'true' model.
Thus, the assumption regarding data complexity changes the model selection conceptual framework of synergetics [44] suggests that the dynamics of complex systems like the human brain may be captured by a 'simple' model: In the vicinity of non-equilibrium phase transitions a complex system admits a lowdimensional, hence 'simple' dynamics. Combining this with the emerging idea that the brain resembles a system in a permanently critical state [13] , this could 345 suggest that the BIC may be more suited for characterizing dynamics in brain activity. Obviously, the question about which information criterion to use is still a matter of debate. We do not indicate any preference.
The approach discussed in this paper is not restricted to DFA but applies to a variety of situations aimed at finding some relationship between two variables 350 with multiple estimates for each value of the independent variable. This could either be real-world data where many measurements are feasible, but also simulation studies applying a Monte-Carlo scheme. Its roots in likelihood theory renders the current procedure naturally suited to stochastic systems.
We used variable time steps for the integration to cover the temporal behav-
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ior of the spikes; ξ k denotes a conventional Gaussian white noise process. To limit the diffusion of X(t) we employed reflective boundaries at X min = 1 and X max = 10 6 . All simulations were performed until t = 1000 was reached and subsequently resampled to obtain an equally spaced time axis of length N = 10 6 .
This resampling is mandatory for a proper interpretation of the DFA results.
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We ran simulations with two different sets of parameters: {σ = 1, η = 2, λ = 4}
and {σ = 2, η = 0.4, λ = 1.5} with κ = 0.1 for both cases. Following [28] , the exponent β in the power spectral density S(ω) = ω −β , relates to the parameters λ and η as β = 1 + (λ − 3)/(2(η − 1)). When using 1 + 2H = β, which holds for a fractional Brownian motion process [35] , we obtain 
Typical DFA results of a process given by (7) with w = 2.5 and H = is increased compared to the maximum likelihood fit value (not shown in Fig.   B .5b). This is similar to the case displayed in Fig. 6 , where the discrepancy was caused by the asymmetry in thep n distributions. (Fig. B.1a ) and for one without (Fig. B.1b) . The circles represent the expected values E F i corresponding to the distributionspn (see (4)) in Fig. B .1a or the averaged valuesFi in Fig. B .1b. The red lines correspond to the maximum likelihood fit in case the fluctuation plot was classified as a power law (Fig.   B.1a) or the conventional least squares fit when a power law was rejected (Fig. B.1b) . 
