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Abstract
We consider a discrete-time random motion, Markov chain on the Poincare´ disk. In
the basic variant of the model a particle moves along certain circular arcs within the
disk, its location is determined by a composition of random Mo¨bius transformations.
We exploit an isomorphism between the underlying group of Mo¨bius transformations
and R to study the random motion through its relation to a one-dimensional random
walk. More specifically, we show that key geometric characteristics of the random mo-
tion, such as Busemann functions and bipolar coordinates evaluated at its location,
and hyperbolic distance from the origin, can be either explicitly computed or approxi-
mated in terms of the random walk. We also consider a variant of the model where the
motion is not confined to a single arc, but rather the particle switches between arcs of
a parabolic pencil of circles at random times.
MSC2000: Primary: 60J05, 51M10; Secondary: 60F15, 60F10.
Keywords: random motion, random walks, Poincare´ disk, random Mo¨bius transformations,
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1 Introduction
The aim of this paper is to introduce a certain random motion on the Poincare´ disk and study
its basic asymptotic properties. This motion is induced by an iterated random functions
(IRF) model, where the functions are Mo¨bius transformations drawn at random from the
family introduced in Section 2. The majority of our work is thus the study of this specific
family of Mo¨bius transformations and their associated IRF model. The primary feature of
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McCarthy et al. Random walk on the Poincare´ disk
our focus is the convergence of iterations. Conditions for the convergence of a sequence
of compositions of Mo¨bius transformations are well-known [1, 19]. A standard condition
implies that almost every member in the underlying family of transformations should have
a common attractive fixed point. In fact, under mild technical assumption this condition
is necessary and sufficient for an IRF model to converge. The underlying family of Mo¨bius
transformations considered in this paper can be characterized by the assumption that all the
transformations are one-to-one on the unit disk and have two common fixed points along
with a natural maximality property (see Section 2, in particular Proposition 2.1).
It turns out that after a proper re-parametrization and using some intrinsic coordinates,
various features of our studied IRF can be quantified in terms of a one-dimensional random
walk. The relation between the induced motion in the Poincare disk and the random walk
on R is the key tool we use to study the former. The random motion can be seen as a
mixture of basic IRFs in a fashion similar to the way a random walk on Z2 can be perceived
as a mixture of random walks on Z. Furthermore, an orbit of each of the basic IRF model
is contained within an arc in the unit disk connecting two opposite points on the perimeter
of the unit disk which are common fixed points of the underlying Mo¨bius transformations
(dotted horizontal lines in Fig. 1 below). The vertical arcs are geodesic lines in the Poincare´
disk model whereas the horizontal are not. In the second part of the paper we consider a
genuinely two-dimensional walk on the Poincare´ disk where (similarly to the classical simple
random walk on Z2) at each jump the random walk moves along either dotted or dashed
circles and thus preserves one of the two intrinsic coordinates, current direction being decided
by a regular coin-tossing procedure. Remark that typically, a discrete-time random walk on
a hyperbolic space [13, 22, 25] or, more generally, on a Riemanian manifold [18, 26] is a
motion along geodesic lines.
The paper is structured as follows. In Section 2 we introduce a family (an abelian
subgroup) of Mo¨bius transformations that governs the “horizontal” portion of the random
motion. In Sections 3 and 4 we consider the basic IRF that represents the horizontal part
of the random motion in our model. The functions in the IRF model are Mo¨bius transfor-
mations drawn at random from the family introduced in Section 2. To study the IRF we
introduce in Section 3 so-called bipolar coordinates whose isoparametric curves are repre-
sented by two orthogonal sets (pencils) of circular arcs (see Fig. 1). In Section 3 we compute
certain geometric characteristics of the auxiliary IRF process, and in Section 4 we discuss the
rate of its attraction to the disk boundary in various regimes. In Section 5 we apply these
results to study a genuinely two-dimensional motion on D that is in some natural fashion
induced by the above auxiliary process. These are the main results of this paper and are
concerned with the asymptotic behavior of the random motion. Finally, in Section 6 we
present some numerical simulations for the motion introduced in Section 5.
2 An abelian group of Mo¨bius transformations
In this section we introduce a family of Mo¨bius transformations that govern the “horizontal”
(i. e., along dashed arcs in Fig. 1 above) motion in our model.
Let D be open unit disk with center at 0 in the complex plane C. Recall that the Poincare´
2
McCarthy et al. Random walk on the Poincare´ disk
distance dp(z, w) between two points z, w ∈ D is given by
dp(z, w) = log
(
1 + ρz,w
1− ρz,w
)
= arctanh ρz,w, where ρz,w :=
∣∣∣ z − w
1− z¯w
∣∣∣. (1)
The choice of the constant in front of the logarithm is a matter of convention, it is often set
to be 1
2
. The Poincare´ disk (D, dp) is a canonical model of the hyperbolic space. Let D be
the closure of D in C and ∂D be its boundary, a unit circle. Let α ∈ ∂D be given, it will
remain fixed throughout the paper.
We will be concerned with Mo¨bius transformations qx,α : D → D defined for α ∈ ∂D and
real x ∈ (−1, 1) by
qx,α(z) =
z + xα
1 + xαz
, z ∈ D. (2)
In the language of [32, 33], the kind of Mo¨bius transformations that appears in (2) (namely,
z ⊕ w := z+w
1+wz
with w = xα) is called a gyrotranslation. This particular class of Mo¨bius
transformations plays a fundamental role in hyperbolic geometry and its applications (for
instance, notice that ρz,w in (1) is |z ⊕ (−w)|).
Remark that for any α ∈ ∂D and x ∈ (−1, 0) ∪ (0, 1),
(i) qx,α is a holomorphic automorphism (one-to-one and onto map) of D.
(ii) qx,a stabilizes the boundary ∂D. That is, qx,α(∂D) = ∂D.
(iii) qx,α has two fixed points, −α and α. That is, qx,α(−α) = −α and qx,α(α) = α.
Figure 1: Two orthogonal pencils of coaxial circles. Dashed circles are centered on the
y axis and go through the points −1 and 1. Dotted circles are centered on the x axis and
intersect dashed circles at the right angle.
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In fact, any transformation of D that has property (i) is in the form βqx,α for some α, β ∈ ∂D,
and hence posses property (ii) as well. Let Qα := {qx,α : x ∈ (−1, 1)}. Note that Qα is closed
under finite compositions of its elements. More precisely, for any x1, x2 ∈ (−1, 1), there is a
unique x ∈ (−1, 1) such that
qx1,α ◦ qx2,α = qx,α, where
1 + x
1− x =
1 + x1
1− x1 ·
1 + x2
1− x2 . (3)
Our results in the next sections rely on the asymptotic properties of iterated compositions
of random elements of Qα. Property (iii) which guarantees that all transformations in the
family Qα have a common fixed point is the main reason why we exclude the composition
with a rotation from our consideration. It is well-known that a sequence of iterated Mo¨bius
transformation necessarily diverges unless all the transformations have a common fixed point
w.p.1 (with probability one) [1, 19]. The feature of Qα’s that originally spiked our interest
in these collections of Mo¨bius transformations can be described as follows:
Proposition 2.1. Qα for α ∈ ∂D is a maximal family of transformations on D such that its
elements are holomorphic bijections on D, all having two common fixed points. Conversely,
any such maximal family is either Qα for some α ∈ ∂D or consists of exactly one element.
Proof. Any holomorphic bijections on D has the form f(z) = βqx,α = β z+xα1+xαz for some
α, β ∈ ∂D and x ∈ (−1, 1). Our goal is to show that either β = 1 or there is no other
holomorphic bijections on D having the same two fixed point as f. Let z = αω be a non-zero
fixed point of f. Then
ω = β
ω + x
1 + xω
. (4)
Since |β| = 1 this implies that ∣∣ω+x|ω|2∣∣ = |ω+x|. It is easy to see that this identity is only
possible if either |ω| = 1 or x = 0 or x = −2Re(ω)
1+|ω|2 . If x = 0 then β = 1 and hence f ∈ Qα. If
|ω| = 1 then (4) yields ω+ x = β(ω+ x) and thus β = 1 and f ∈ Qα. Finally, if x = −2Re(ω)1+|ω|2
and |ω| 6= 1 then x and due to (4) also β are uniquely determined by ω, implying that f is
a unique holomorphic bijections on D having z = αω as its fixed point.
In view of (3), the family of transformations Qα is more conveniently parametrized using
the parameter
γ(x) = log
(1 + x
1− x
)
= sign(x) · dp(0, xα) (5)
rather than x (see (8) below). Note that γ : (−1, 1) → R is a one-to-one transformation.
In addition to the representation as the right-most expression in (5), another illuminating
interpretation of γ(x) is that
eγ(x) =
1 + x
1− x =
d
dz
qx,α(−α) =
( d
dz
qx,α(α)
)−1
. (6)
In what follows, for a given α ∈ ∂D, we denote
gγ := qx,α if γ = log
(1 + x
1− x
)
. (7)
4
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In this notation (3) reads
gγ1 ◦ gγ2 = gγ2 ◦ gγ1 = gγ1+γ2 . (8)
Thus
Gα := {gγ : γ ∈ R} (9)
form an abelian group of transformations on D.
Let x = (xn)n∈N be a stationary and ergodic sequence of random variables valued in the
interval (−1, 1). Specific assumptions on the distribution of x will be made in Section 4. Let
ρn =
1 + xn
1− xn and γn = log ρn.
Consider a (generalized) random walk on R defined by the partial sums of the sequence γn :
ω0 := 0 and ωn :=
n∑
i=1
γi, n ∈ N. (10)
For a comprehensive treatment of regular random walks on R (partial sums of i. i. d. random
variables) see, for instance, monographs [9, 28]. For recent results and literature survey on
partial sums of dependent real-valued variables see, for instance, [4, 17, 31].
The random walk ωn induces a random walk on the elements of the group Gα:
Un := gωn , n ∈ Z+.
Here and thereafter, Z+ stands for the set of non-negative integers N ∪ {0}.
It follows from (8) that for any permutation σ : {1, 2, . . . , n} → {1, 2, . . . , n},
Un = gγσ(1) ◦ gγσ(2) ◦ . . . ◦ gγσ(n) , (11)
and
Un(z) =
z + ynα
1 + ynα¯z
, (12)
with yn ∈ (−1, 1) such that
1 + yn
1− yn =
n∏
k=1
ρk = e
ωn . (13)
In view of (6) and (11), the identity (13) can be thought as a direct implication of the chain
rule formula U ′n(α) = g
′
γn(α) · U ′n−1(α).
We observe in Lemma 3.1 below that the entire orbit {Un(z) : n ∈ N} lies on the circular
arc going through the poles −α, α, and the initial position z ∈ D.
5
McCarthy et al. Random walk on the Poincare´ disk
3 Locus of the orbits {Un(z)}n∈N in the hyperbolic disk
The goal of this section is to explicitly relate certain geometric characteristics of Un(z) to
the random walk ωn. The relation can be subsequently exploited in order to deduce the
asymptotic behavior of Un(z) from standard limit theorems for ωn.
The main results of this section are Lemma 3.1 asserting that the orbit
(
Un(z)
)
n∈Z+
belongs to a circle which is invariant under the transformations of group Gα, Lemma 3.7
that can serve, for instance, to calculate the rate of convergence of a transient process Un to
the boundary (see Theorem 4.2 in Section 4), and Lemma 3.4 that establishes the location
of Un(z) in terms of certain, intrinsic to the problem, bipolar coordinates (for an example of
application see Proposition 4.9 in Section 4).
Let lα and lα denote, respectively, the diameter of D connecting α and −α and its interior.
That is,
lα = {z ∈ D : z = xα for some x ∈ (−1, 1)} and lα = lα ∪ {−α, α}. (14)
Note that lα is invariant under Un for all n ∈ Z. In fact,
Un(xα) = α
x+ yn
1 + xyn
, x ∈ [−1, 1]. (15)
In the general case we have the following lemma:
Lemma 3.1. For an arbitrary z ∈ D\{−α, α}, the orbit {Un(z)}n∈N lies entirely on the
circle Hz through the three points α,−α, and z.
Remark 3.2. If z ∈ lα, then the circle Hz is degenerate according to (15). Namely, it is the
straight line that contains the segment lα.
Proof of Lemma 3.1. For z ∈ lα the result follows directly from (15). For z ∈ D\lα, letting
un = ynα, we get Un(z) = α
2 z+un
α2+zun
. Thus for a fixed z ∈ D\lα, the orbit {Un(z)}n∈Z+ lies
entirely within the image of lα under the Mo¨bius transformation
Tz(u) := α
2 z + u
α2 + zu
. (16)
The image of a line under a Mo¨bius transformation is either a line or a circle. The result
then follows from the observation that Tz(−α) = −α, Tz(α) = α, and Tz(0) = z.
Remark 3.3.
(i) The proof of Lemma 3.1 which is given above suggests the following parametrization of the
arc Hz ∩D. Recall that the arc is the image of the diameter lα under the transformation Tz.
Thus it is natural to parametrize it by associating a point w ∈ Hz∩D with the real parameter
αT−1z (w), or perhaps with γ
(
αT−1z (w)
)
, where γ : (−1, 1)→ R is defined in (5). The former
variation is essentially (up to a constant) the chord-length parametrization of the arc Hz ∩D
in the language of [29]. For the sake of technical convenience, we choose the latter variant.
More specifically, define τˆz : R :→ Hz ∩ D by
τˆz(δ) = Tz
(
γ−1(δ) · α). (17)
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Notice that due to the isometry property of Mo¨bius transformations, for any
δ1 = γ(x1) = log
(1 + x1
1− x1
)
and δ2 = γ(x2) = log
(1 + x2
1− x2
)
, x1, x2 ∈ (−1, 1),
we have
dp
(
τˆz(δ1), τˆz(δ2)
)
= dp(x1α, x2α) = dp(x1, x2) = |γ(x1)− γ(x2)|.
A slight modification of the parametrization τˆz introduced in (17) plays a central role in our
study (cf. (21), Remark 3.5 and Lemma 3.4 below). Note that by virtue of (12) and (13),
the definition (17) implies that
Un(z) = τˆz(ωn). (18)
(ii) An alternative short proof of the lemma follows from the parametric definition of the circle
Hz given in (19) below and (20) which identifies the (hyperbolic, e. g. having two distinct
fixed points) Mo¨bius transformation Uz(z) in terms of its fixed points and derivatives at those
points (see, for instance, [21, p. 22]).
For a given initial point z ∈ D\{−α, α}, an equation of the circle in Lemma 3.1 can be
written as
Hz =
{
u ∈ C : u+ α
u− α ·
z − α
z + α
∈ R
}
. (19)
Note that for z ∈ lα, the circle Hz is degenerate, namely Hz is the straight line which contains
the segment lα. A direct computation exploiting (12) shows that for u = Un(z) in (19) we
have
Un(z) + α
Un(z)− α =
z + α
z − α ·
1 + yn
1− yn =
z + α
z − α · e
ωn , z ∈ D\{−α, α}. (20)
Writing 1+yn
1−yn as
α+ynα
α−ynα , the last formula can be seen as a direct implication of the following
instance of the cross-ratio property of the Mo¨bius transformation Un :
Un(z)− Un(−α)
Un(z)− Un(α) ·
Un(0)− Un(α)
Un(0)− Un(−α) =
z − (−α)
z − α ·
0− α
0− (−α) .
It is not hard to verify that the center of the circle Hz is at the point −iαc and its radius
is
√
1 + c2, where c is the unique solution to |z + icα|2 = 1 + c2, that is c = 1−|z|2
2i(zα−zα) . These
explicit formulas are not used anywhere in the sequel and are given here for the sake of
completeness only.
We next consider bipolar coordinates [6, 16, 29] associated with the pair (α,−α). For
z ∈ C we let
τ(z) = log
|z + α|
|z − α| and σ(z) = sign
(
Im(αz)
) · ∠(−α, z, α), (21)
where ∠(A,B,C) ∈ (0, pi] is the angle B in the triangle formed by the vertexes A,B, and C
in the complex plane. Thus τ(z) ∈ (0,∞), σ(z) = pi if z ∈ lα, σ(z) > 0 if the orientation of
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the circular arc going from α to −α through z is anticlockwise, σ(z) < 0 otherwise, and we
convene that σ ∈ (pi
2
, pi
]⋃(−pi,−pi
2
)
for z ∈ D (see Fig. 2 below).
It can be shown that [16]
z = αi cot
(σ(z) + iτ(z)
2
)
. (22)
In a somewhat more explicit form, if z = x + iy, then assuming for simplicity α = 1, one
obtains [6, 16, 29]
x =
sinh τ(z)
cosh τ(z)− cosσ(z) and y =
sinσ(z)
cosh τ(z)− cosσ(z) . (23)
The bipolar coordinates are commonly used to separate variables in equations of mathemat-
ical physics when the Laplace operator is the dominated term (the idea goes back to [5], see,
for instance, [8, 10, 16, 24]).
Lemma 3.1 and (20) together imply the following:
Lemma 3.4. For any n ∈ Z+ and z ∈ D\{−α, α} we have
τ
(
Un(z)
)
= τ(z) + ωn and σ
(
Un(z)
)
= σ(z).
Thus the displacement of the τ -coordinate τ
(
Un(z)
)
relatively to the initial value τ(z) is
equivalent to a partial sum of suitable i. i. d. variables.
−α
α
lα
σ1
σ2
σ3
σ4
σ5
pi
2
−pi
2
O
Figure 2: The circles Hz are isoparametric curves for the bipolar coordinate σ, that is the
value of σ is constant on each circle. For σ’s associated with the dashed circles in the picture,
we have−pi < σ2 < σ1 < −pi2 and pi2 < σ5 < σ4 < σ3 < pi. Furthermore, σ(z) = ±pi2 for z ∈ ∂D
and σ(z) = pi for z ∈ lα. The location of a point z on a dashed circle can be determined
using the second coordinate τ, which is the logarithm of the ratio of the Euclidean distances
from z to −α and from z to α. It can be shown that τ is constant on arcs orthogonal to the
dashed ones (see Fig. 1 above).
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Remark 3.5. A comparison Lemma 3.4 with (18) indicates that the function τ(u) is a
shifted version of the inverse of τˆz(u) introduced in (17) for any z ∈ D. Indeed, it is not hard
to verify that in general
τ
(
gγ(z)
)
= τ(z) + γ = τ(z) + τˆ−1z
(
gγ(z)
)
, ∀ γ ∈ R, z ∈ D,
where gγ is the Mo¨bius transformation defined in (7).
The following result (cf. formula (8) in [20]) is equivalent to the particular case of
Lemma 3.4 when |z| = 1.
Corollary 3.6. For n ∈ Z+ and z ∈ ∂D\{−α, α}, let
ψ−n (z) := ∠
(
Un(z), 0, α
)
and ψ+n (z) := ∠
(
Un(z), 0,−α
)
.
Then, for all n ∈ Z+ and z ∈ ∂D\{−α, α},
tan
(ψ+n (z)
2
)
= eωn · tan
(ψ+0 (z)
2
)
,
and, correspondingly,
tan
(ψ−n (z)
2
)
= e−ωn · tan
(ψ−0 (z)
2
)
.
Proof. Proof of Corollary 3.6 Note that for z ∈ ∂D\lα,
ψ−n
2
= ∠
(
Un(z),−α, α
)
and
ψ+n
2
= ∠
(
Un(z), α,−α
)
. (24)
Thus for z ∈ ∂D, we have
τ
(
Un(z)
)
= log
(
tan
ψ+n
2
)
,
and hence the result in Corollary 3.6 is a direct implication of Lemma 3.4.
Recall that in the Poincare´ disc model, Busemann function corresponding to ξ ∈ ∂D is
given by [11, 12]
Bξ(z) = − log
(1− |z|2
|ξ − z|2
)
, z ∈ D. (25)
Note that Bξ(0) = 0, limz→ξ Bξ(z) = −∞, and limz→ζ Bξ(z) = +∞ for any ζ ∈ D such
that ζ 6= ξ. Intuitively, a Busemann function Bξ is the distance function on D from a point
ξ ∈ ∂D “at infinity”. A rigorous definition utilizing this heuristics and the disc boundary
∂D as “the infinity” is as follows:
Bξ(z) = lim
x→1−
[
dp(z, xξ)− dp(0, xξ)], ξ ∈ ∂D, z ∈ D.
9
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The function within the brackets in (25) is the Poisson kernel of the unit disk, the density
of a harmonic measure on the disk’s boundary [3, 15]. The interpretation of 1
2pi
1−|z|2
|eiθ−z|2 dθ
as the density of the standard (Euclidean) planar Brownian motion starting at z ∈ D and
evaluated at the first hitting time of ∂D provides a link between the Busemann functions
and the theory of Brownian motion. We remark that in the context of statistical applications
with circular data, the distribution on ∂D with this density is often referred to as a circular
or wrapped Cauchy distribution [20]. The curious link between Busemann functions, the
probabilistic interpretation of the Poisson kernels, and canonical iterative models of circular
data in statistics is not used anywhere in the sequel and is brought here for the sake of
completeness only.
From (13) we obtain the following expression for yn :
yn =
eωn − 1
eωn + 1
. (26)
Substituting (12) and (26) into (25) yields the following:
Proposition 3.7. For all z ∈ D and n ∈ Z+,
Bα
(
Un(z)
)
= −ωn +Bα(z) and B−α
(
Un(z)
)
= ωn +B−α(z).
This observation allows us to immediately translate any result for the random walk ωn
into a counterpart statement about the behavior of Buzemann functions B±α
(
Un(z)
)
. For
an example of application of Proposition 3.7 see Theorem 4.2 below.
Remark 3.8. The result in Proposition 3.7 can be also seen as a direct implication of the
formula (20) because of the Poisson kernel identity 1−|z|
2
|ξ−z|2 = Re
(
ξ+z
ξ−z
)
, ξ ∈ ∂D and z ∈ D.
The following lemma complements the result in Lemma 3.1 by highlighting the choice of
the direction of the motion along the circle Hz.
Lemma 3.9. For all n ∈ N, z ∈ D\{−α, α} and ε ∈ {−1, 1}, the following statements are
equivalent:
(i) |Un(z)− εα| < |Un−1(z)− εα|.
(ii) εxn > 0.
(iii) εγn > 0.
(iv) Bεα
(
Un(z)
)
< Bεα
(
Un−1(z)
)
.
Proof of Lemma 3.9. The equivalence of (ii) and (iii) is trivial. The equivalence of (iii) and
(iv) follows from Proposition 3.7. It remains to show the equivalence of (i) and (ii). To this
end observe that the orbit {Un(z)}n∈Z+ is the image of {ynα}n∈Z+ under a conformal trans-
formation Tz, which is defined in (16). By virtue of Lemma 3.1, the claim is a consequence
of the fact that Tz is preserving the orientation of curves,
10
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An explicit formula for the hyperbolic distance dp
(
0, Un(z)
)
in terms of the initial bipolar
coordinates
(
σ(z), τ(z)
)
can be in principle obtained from (12) and (23). We conclude this
subsection with the following approximation result.
Lemma 3.10. For all z ∈ D and n ∈ N, we have ∣∣dp(0, Un(z))− |ωn|∣∣ ≤ dp(0, z).
Proof of Lemma 3.10. First, observe that since 0 = Un(−ynα),
dp
(
Un(0), 0
)
= dp(0,−ynα) = log
(1 + |yn|
1− |yn|
)
=
∣∣∣log(1 + yn
1− yn
)∣∣∣ = |ωn|,
where the first identity is implied by the isometry property of Mo¨bius transformation Un.
Next, the identity dp
(
Un(0), 0
)
= |ωn| can be utilized to deduce the asymptotic behavior of
dp
(
Un(z), 0
)
for an arbitrary z ∈ D through the following triangle inequalities:
dp
(
Un(z), 0
) ≤ dp(Un(z), Un(0))+ dp(Un(0), 0) = dp(z, 0) + dp(Un(0), 0) (27)
and
dp
(
Un(z), 0
) ≥ dp(Un(0), 0)− dp(Un(0), Un(z)) = dp(Un(0), 0)− dp(z, 0), (28)
where the equalities are due to the isometry property of Mo¨bius transformations.
For an example of applications of Lemmas 3.4 and 3.10 see Proposition 4.9 below.
4 Convergence to the boundary of the disk
In the this section we study the convergence of Un(z) to the disk boundary ∂D, more precisely
to the pair set A = {−α, α}. Heuristically, limn→∞ |ωn| = +∞ in probability (almost surely
in a transient regime) for standard models of random walk on R. Hence, in a suitable mode
of convergence, A is typically an attractor for Un (for instance, by Proposition 3.7 above).
The goal of this section is to characterize this convergence in terms of basic properties of the
random walk ωn.
First we impose the following basic assumption on the sequence (xn)n∈N.
Assumption 4.1.
(A1) (xn)n∈N is a stationary and ergodic sequence.
(A2) P
(
x1 ∈ (−1, 1)
)
= 1.
(A3) Let γn = log
(
1+xn
1−xn
)
. Then E(γ1) is well defined, possibly infinite.
We denote
εx = sign
(
E(γ1)
)
. (29)
It follows from a general result of [19] for a composition of random Mo¨bius transformations
that if Assumption 4.1 holds and εx 6= 0 then, with probability one, for any z ∈ D\{−α, α},
lim
n→∞
Un(z) = εxα. (30)
11
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Formally, (30) is proved in [19] only for i. i. d. sequences xn, but it is straightforward to
see that their argument works verbatim under Assumption 4.1. The rate of escape to the
boundary can be quantified using results from the previous section. Namely, by virtue of
Lemma 3.4 and Proposition 3.7 we have the following:
Theorem 4.2. Let Assumption 4.1 hold and assume in addition that εx 6= 0. Then w. p. 1,
lim
n→∞
1
n
Bεxα
(
Un(z)
)
= −∣∣E(γ1)∣∣ and lim
n→∞
1
n
dp
(
0, Un(z)
)
=
∣∣E(γ1)∣∣
for all z ∈ D.
Our next result gives the rate of convergence in terms of the Euclidean distance. For
δ > 0 and z ∈ C let Nδ(z) = {w ∈ C : |z − w| < δ}. Denote Dδ := D\
(
Nδ(α) ∩ Nδ(−α)
)
.
We have:
Theorem 4.3. Suppose that Assumption 4.1 is satisfied. If εx 6= 0, then for any δ > 0, the
following holds w. p. 1:
lim
n→∞
1
n
log
(
sup
z∈Dδ
∣∣Un(z)− εxα∣∣) = −∣∣E(γ1)∣∣.
Remark 4.4. Without the uniformity of the convergence, the result in Theorem 4.3 follows
directly from (30) and (20).We give below a short self-contained proof that doesn’t assume
(30) a-priori and, more importantly, yields the uniformity. In addition, the calculation can
be generalized readily to include other modes of convergence besides the almost sure one. See,
for instance, Theorem 4.8 and Proposition 4 below.
Proof of Theorem 4.3. For ε ∈ {−1, 1} write
Un(z)− εα = z + ynα− ε(α + ynz)
1 + ynα¯z
=
(z − εα)(1− εyn)
1 + ynα¯z
. (31)
Birkhoff’s ergodic theorem implies that
lim
n→∞
ωn = εx · ∞, a. s.
It follows then from (26) that
lim
n→∞
yn = εx, a. s. (32)
and hence by virtue of (31), the convergence in (30) holds for all z ∈ D\{−α, α}. Further-
more, (32), (31) and (26) imply that with probability one, uniformly on Dδ for any δ > 0,
lim
n→∞
1
n
log |Un(z)− εxα| = lim
n→∞
1
n
log(1− εxyn) = − lim
n→∞
1
n
log(1 + εxωn)
= −εx ·
(
lim
n→∞
1
n
logωn
)
= −|E(γ1)|, (33)
where in the last step we used (10) and the ergodic theorem.
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Recall Gα from (9). One can consider Gα as a topological group by equipping it with the
topology of compact convergence on the complete metric space (D, dp) (which is the same
as the topology of compact convergence on D equipped with the usual planar topology). A
natural compactification of Gα is obtained by adding to it two elements:
g+∞ := q1,α =
z + α
1 + αz
= α and g−∞ := q−1,α =
z − α
1− αz = −α. (34)
Let K and K be, respectively, the sets of all compact (closed and bounded in the usual planar
topology) subsets of D and D, and
Kα :=
{
E ∈ K : {−α, α} ∩ E = ∅}
By definition, for any x ∈ R and a sequence of reals xn, n ∈ N,
lim
n→∞
gxn = gx iff ∀E ∈ K, lim
n→∞
sup
z∈E
|gxn(z)− gx(z)| = 0. (35)
It is easy to check (see, for instance, (31) above) that
lim
n→∞
gxn = gx iff lim
n→∞
xn = x. (36)
Thus the topology of Gα is inherited from R. To justify the definitions in (34) observe that
the equivalence in (36) still holds true for x ∈ {−∞,+∞} if (35) is understood as the
definition of the convergence in Gα with K replaced by Kα.
Corollary 4.5. Under the conditions of Theorem 4.3, limn→∞ Un = g+∞·εx in the compact
convergence topology induced by D\{−α, α}.
Recall circles Hz from (19) and bipolar coordinate τ(z) from (21). In view of Lemmas 3.1
and 3.4, assuming that P (γ = 0) 6= 1, we refer to the process (Un(z))n∈Z+ restricted to Hz
as oscillating at infinity if with probability one,
lim sup
n→∞
τ
(
Un(z)
)
= − lim inf
n→∞
τ
(
Un(z)
)
= +∞.
We call the process restricted to Hz transient to infinity if with probability one,
either lim
n→∞
τ
(
Un(z)
)
= +∞ or lim
n→∞
τ
(
Un(z)
)
= −∞.
The following proposition asserts a standard random walk dichotomy for Un(z). Namely, it
implies that for all z ∈ D\{−α, α}, the process Un(z) is oscillating at at infinity if and only
if ωn on R is oscillating, and is transient to infinity otherwise.
Proposition 4.6. Let Assumption 4.1 hold and assume in addition that εx = 0. Then for
any z ∈ D\{−α, α}, the random walk Un(z) restricted to Hz is oscillating at infinity.
Proof of Proposition 4.6. If Assumption 4.1 holds with εx = 0, then the (generalized) ran-
dom walk ωn is recurrent [2]. Thus the proposition is a direct implication of Lemma 3.1
combined together with the result of Lemma 3.4.
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We next consider the following general assumption:
Assumption 4.7. There exists a sequence of positive reals (an)n∈N and a random variable
W such that limn→∞ an = +∞ and ωnan converges to W in distribution as n→∞.
In the above assumption we do not exclude the case that W is degenerate. The most basic
setup when Assumption 4.7 holds true is described by the classical central limit theorem. If
(xn)n∈N is an i. i. d. sequence, E(γ1) = 0 and E(γ21) ∈ (0,∞), then W is a normal distribution
and one can choose an =
√
n. The CLT holds in fact in a functional form and even in that
form can be extended to martingales, functionals of Markov chains, mixing and other “weakly
dependent in long range” sequences (see, for instance, [4, 17, 31] and references therein). The
theorem can also be extended to sequences with infinite variance in the domain of attraction
of a stable law W (see, for instance, [9] and references therein).
Let FW denote the distribution function of W. It follows from (20) that
1
an
log
∣∣∣Un(z) + α
Un(z)− α
∣∣∣ =⇒ W, (37)
where ⇒ indicates the convergence in distribution. Our next next result is a refinement of
(37) that treats the numerator and denominator separately.
Theorem 4.8. Let Assumption 4.7 hold. Then for any z ∈ D\{−α, α} and a real number
s > 0 we have
lim
n→∞
P
( 1
an
log |Un(z) + α| < −s
)
= FW (−s) (38)
and
lim
n→∞
P
( 1
an
log |Un(z)− α| < −s
)
= 1− FW (s). (39)
The theorem is a counterpart of Theorem 4.3 under Assumption 4.7. We omit a formal
proof of the theorem because it can be readily obtained through a suitable modification
of the almost sure computation in (33). Indeed, (33) is in essence an observation that by
virtue of (31) and (32),
∣∣Un(z) + εα∣∣ can only be small if 1 − εyn is small, in which case∣∣Un(z) + εα∣∣ ∼ cz(1 − εyn) as n → ∞, where cz > 0 is a constant that depends on z. Here
and henceforth the notation un ∼ vn for two sequence of real numbers (un)n∈N and (vn)n∈N
stands for limn→∞ unvn = 1.
We note that in the generic situation when Assumption 4.7 holds true and W is dis-
tributed according to a stable law, the following limit exists:
χ := lim
s→∞
1− Fw(s)
1− FW (s) + FW (−s) ∈ [0, 1].
In view of (38) and (39) this implies:
lim
s→∞
lim
n→∞
P
(
log |Un(z) + α| < −san
)
P
(
log |Un(z)− α| < −san
) = 1− χ
χ
.
An important aspect of oscillations of one-dimensional random walks is captured by laws of
iterated logarithm. For instance, we have
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Proposition 4.9. Suppose that xn, n ∈ N, form an i. i. d. sequence, E(γ1) = 0, and
σ :=
(
E(γ21)
)1/2 ∈ (0,∞). Then, for any z ∈ D\{−α, α}, with probability one,
lim sup
n→∞
Bα
(
Un(z)
)
φ(n)
= lim sup
n→∞
B−α
(
Un(z)
)
φ(n)
= lim sup
n→∞
dp
(
0, Un(z)
)
φ(n)
= σ,
where φ(n) :=
√
2pin log log n.
We remark that the usual law iterated logarithm can be extended to sums of weakly
dependent random variables (see, for instance, [7] and references therein) and (in a different
form) to sequences with infinite variance [9]. Many interesting almost sure results about
simple random walk can be found in [28].
5 A random walk on orthogonal pencils of circles
In this section we consider a random motion on D which is intimately related to the evolution
of the sequence Un(z) that we studied so far. The underlying idea is to adopt a pattern which
is regular for the transition mechanism of random walks on Z2 and consider a discrete-time
motion where two orthogonal coordinates changes in an alternating fashion, one at a time.
The natural choice of the underlying coordinates within the context is the pair of bipolar
coordinates (σ, τ) introduced in (21). We discuss here one, arguably the most simply related
to
(
Un(z)
)
n∈Z+ example of such a motion. Several other examples will be discussed by the
authors elsewhere [27].
Before we proceed with the specific example, we recall that isoparametric curves in bipolar
coordinates (i. e., curves along which only one coordinate in the pair (σ, τ) changes while
another remains constant) constitute circles. More specifically, σ remains constant on circles
Hz introduced in Lemma 3.1 (dashed circles in Fig. 3 below) whereas τ is constant on circles
with centers lying on the line lα, each one being orthogonal to every circle in the collection
(Hz)z∈D (dotted circles in Fig. 3). In particular, circular arcs corresponding to constant τ
are geodesic lines in the Poincare´ disk model. The family of circles include two degenerate
circles, namely the line lα corresponding to σ = pi and an orthogonal to it which corresponds
to τ = 0. The family of coaxial circles corresponding to a constant σ are sometimes referred
as to an elliptic pencil of (Apollonian [23]) circles. Similarly, the circles corresponding to a
constant value of τ form a hyperbolic pencil [14, 21, 30]. The terminology is related to a
representation of planar circles as projective lines in dimension 3.
Recall the bipolar coordinates (σ, τ) from (21). Rather than working directly with σ we
will consider
ς = sign(σ) · pi − σ, ς ∈
[
−pi
2
,
pi
2
]
.
This version of the angular component is a continuous function of the Cartesian coordinates.
Furthermore,
z + α
α− z = e
τ(z)+iς(z), ∀ z ∈ D.
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We remark that similarly customized bipolar coordinates are used, for instance, in [29].
Fix any p ∈ (0, 1) and let q := 1 − p. Let (un)n∈N be a sequence of i. i. d. random
variables, each one distributed uniformly over the interval
[−pi
2
, pi
2
]
. Let (cn)n∈Z be a sequence
of Bernoulli random variables (“coins”) such that P (cn = 1) = p and P (cn = 0) = q.
Assume that the sequences (xn)n∈N, (un)n∈N, and (cn)n∈N are independent each of other.
Further, introduce the following auxiliary functionals of the sequence cn : Sn =
∑n
k=1 ck and
kn = max{t ≤ n : ct = 0}. We will consider the following random walk (Zn)n∈Z+ on the state
space D. Let Zn = (ςn, τn)bipolar denote the location of the random walk at time n ∈ Z+ in
the bipolar coordinates (ς, τ). At each instant of time n ∈ N, the random walk changes its
location from Zn−1 to Zn according to the following rule and independently of past events:
- If cn = 1, then Zn = gγn(Zn−1), thus ςn = ςn−1 and τn = τn−1 + γSn .
- If cn = 0, then τn = τn−1 and ςn = un.
Thus Zn is a Markov chain with transition kernel determined by
P
(
ςn+1 ∈ A, τn+1 ∈ B
∣∣ ςn, τn) = p · 1{ςn∈A} · P(gγ1(Zn−1) ∈ B)+ q · 1{τn∈B} · |A|pi ,
where A ⊂ [−pi
2
, pi
2
]
and B ⊂ R are Borel sets, 1E denotes the indicator function of a set E,
and |B| is the Lebesgue measure of the set B. Furthermore, for n ∈ N,
(ςn, τn) = cn · (ςn−1, τn−1 + γSn) + (1− cn) · (un, τn)
and hence
(ςn, τn) = (ukn , τ0 + ωSn), n ∈ N.
In particular,
Zn = USn(zn), where zn := (ςn, τn)bipolar = (ukn , τ0 + ωSn)bipolar. (40)
The last formula allows to apply the results of the previous sections to the random walk Zn.
It turns out that even though, in contrast to Un(z), the distance dp(Zn, 0) between Zn and
the origin can be arbitrarily large with a positive probability for any n ∈ N independently
of the value of ωn, the asymptotic behavior of the sequence Zn is quite similar to that of Un
(see Theorems 5.2 and 5.4 and also Remark 5.3 below). In this sense, the former model of
a random motion on D seems to offer an adequate generalization of the latter.
Our main results in this section (Theorem 5.2 and Theorem 5.4 below) are not affected
by the assumption on the position or distribution of the initial value σ0 (basically, because
ςn = ςkn would be anyway distributed uniformly over
[ − pi
2
, pi
2
]
for all n large enough, so
that kn ≥ 1). For simplicity, we will assume throughout the rest of the paper that ςn are
distributed uniformly over
[− pi
2
, pi
2
]
for all n ∈ Z+, namely:
Assumption 5.1. ς0 is distributed uniformly over
[− pi
2
, pi
2
]
.
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O
−α
α
z
Figure 3: Random walk on orthogonal pencils of circles. Every dotted circle intersects every
dashed circle at a right angle. Every dotted circle corresponds to some τ ∈ R and every
dashed circle corresponds to some ς ∈ [−pi
2
, pi
2
]. The arrows indicate a random trajectory
{Un(z) : n = 0, . . . , 24} obtained through numerical simulation.
We note that the randomness of Sn in (12) is a simple “removable” technicality since
Zn =
zn + αySn
1 + αySnzn
=
zn + αy˜n
1 + αy˜nzn
, (41)
where, similarly to (26),
y˜n := ySn =
eω˜n − 1
eω˜n + 1
with ω˜n :=
n∑
k=1
γk · 1{Sk=Sk−1+1}, (42)
and γ˜k := γk · 1{Sk=Sk−1+1} are i. i. d. random variables. To illustrate the technicality arising
from the randomness of zn in (40) and (41) we will prove the following almost sure result,
an analogue of Theorem 4.2 and Proposition 4.9 for the sequence Zn.
Theorem 5.2. Let (Zn)n∈Z+ be a random walk defined in (40). Then for any τ0 ∈ R,
(i) Under Assumption 4.1, with probability one,
lim
n→∞
1
n
Bεxα
(
Zn
)
= −p · ∣∣E(γ1)∣∣ and lim
n→∞
1
n
dp
(
0, Zn
)
= p · ∣∣E(γ1)∣∣.
(ii) Under the conditions of Proposition 4.9, with probability one,
lim sup
n→∞
Bα
(
Un(z)
)
φ(n)
= lim sup
n→∞
B−α
(
Un(z)
)
φ(n)
= lim sup
n→∞
dp
(
0, Un(z)
)
φ(n)
= σ
√
p,
where σ =
(
E(γ21)
)1/2 ∈ (0,∞) and φ(n) := √2pin log log n.
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Proof of Theorem 5.2.
(i) The result will follow from (41) and (42) along with the results in Proposition 3.7 and
Lemma 3.10 provided that we are able to show that the random initial condition doesn’t
interfere and destroy the almost sure convergence, namely that w. p. 1,
lim
n→∞
1
n
Bεxα
(
zn
)
= lim
n→∞
1
n
dp
(
0, zn
)
= 0. (43)
Using the explicit formulas for the Poincare´ distance and Buzemann functions, it is easy to
check that (43) amounts to
lim
n→∞
1
n
log(1− |zn|) = 0 a. s.
To facilitate the proof of the second part of the theorem we will show a more general
lim
n→∞
1
nβ
log(1− |zn|) = 0 a. s. (44)
for any β > 0. Toward this end observe that by virtue of (22) and (23), in the Cartesian
coordinates we have
znα = i cot
(ςn
2
+ i
τ0
2
)
=
sinh τ0
cosh τ0 + cos ςn
± i sin ςn
cosh τ0 + cos ςn
,
and hence
|zn|2 = sin
2 ςn + sinh
2 τ0
(cosh τ0 + cos ςn)2
.
Therefore,
1− |zn|2 = 2 cos ςn
cosh τ0 + cos ςn
≥ 2 cos ςn
cosh τ0 + 1
.
Thus, in order to prove (44) it suffices to show that, w. p.1
lim
n→∞
1
nβ
log cos ςn = 0,
or, equivalently,
P
( 1
nβ
log cos ςn < −ε i. o.
)
= 0, ∀ ε > 0.
By the Borel-Cantelli lemma, the last assertion is implied by the following one
∞∑
n=1
P
(
(− log cos ςn)1/β > δn
)
, ∀ δ > 0,
which in turn is equivalent to
E
(
(− log cos ςn)1/β
)
<∞. (45)
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Let sn = pi/2−|ςn| and let s ∈ (0, pi/2) be such that sin s = s2 . Then sin sn > s2 for sn ∈ (0, s),
and hence
E
(
(− log cos ςn)1/β
)
= E
(
(− log sin sn)1/β
)
<∞.
if
∫ s
0
(− log s)1/βds <∞. Since the latter inequality holds true, so is (44). The proof of part
(i) of the theorem is complete.
(ii) The proof of part (ii) is similar. Indeed, in view of (41) and (42) along with the results
in Proposition 3.7 and Lemma 3.10 we only need to show that w. p. 1,
lim
n→∞
1
φ(n)
B−εxα
(
zn
)
= lim
n→∞
1
φ(n)
dp
(
0, zn
)
= 0.
The latter identities follow from (44) with any β < 1/2.
Remark 5.3. We remark that the conclusions of Theorem 5.2 remains true for any distri-
bution of i. i. d. random variables ςn as long as the condition (45) is satisfied.
Recall εx from (29). We conclude with a result showing that the assertions of Theo-
rems 4.3 and 4.8 remain true for the sequence Zn in place of Un(z). More specifically, we
have the following:
Theorem 5.4.
(i) Suppose that Assumption 4.1 is satisfied. If εx 6= 0, then
lim
n→∞
1
n
log
∣∣Zn − εxα∣∣ = −p · ∣∣E(γ1)∣∣, a. s.
Moreover, the convergence is uniform on compact intervals in τ0.
(ii) Let Assumption 4.7 hold. Then for all τ0 ∈ R and s > 0 we have
lim
n→∞
P
( 1
an
log |Zn + α| < −s
)
= FW (−s)
and
lim
n→∞
P
( 1
an
log |Zn − α| < −s
)
= 1− FW (s).
Proof of Theorem 5.4. Observe that for all z ∈ D and ε ∈ {−1, 1}, we have (see Fig. 3):
|Un(z−)− εα| ≤ |Un(z)− εα| ≤ |Un(z+)− εα|, (46)
where given z = (ς0, τ0)bipolar, we define z− = (0, τ0)bipolar and z+ = (pi/2, τ0)bipolar. To verify
claims (i) and (i) in the theorem, apply, respectively, Theorem 4.3 and Theorem 5.4, taking
in account (40) and (42) along with (46).
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6 Numerical simulations of Zn
This section contains results of the numerical simulation of the random walk Zn introduced
in Section 5. In all the scenarios reported below α is taken to be equal to 1, the number of
steps is n = 300, 000 and ς0 is distributed uniformly over
[−pi
2
, pi
2
]
with parameter p varying
from case to case. Each figure below represents one random realization of the random walk
with parameters as indicated above and further specified in the caption.
In Fig. 4, xn is distributed uniformly over the interval (−1, 1), and hence the underlying
random motion is recurrent. When p = 0.5 most of the observations are located near the
poles ±α. The more p deviates from 0.5, the more the cluster of observations appears to have
a structure resembling a disjoint union of circles from one dominant pencil (dashed lines in
Fig. 1 if p is close to one and dotted lines if p is close to zero).
In Fig. 5, xn has a triangular density with mode 0.1 supported on (−1, 1), namely in these
three cases we have
P (xn ∈ dx) =

100
121
(x+ 1)dx if −1 < x < 21
100
,
100
79
(1− x)dx if 21
100
< x < 1.
For this distribution, εx = E(γ1) ≈ 0.0781, and therefore the random walk is with probabil-
ity one attracted to α by virtue of part (i) of Theorem 5.2 (since limn→∞Bα(Zn) = ∞). It
appears (see Fig. 5(c) below) that if p is large, then for an “intermediately large” number
of steps n there is a “thick” cluster present around the repelling fixed point α = −1. The
explanation might be provided by (21) and Lemma 3.4, the fluctuations of Un measured in
the usual Euclidean distance are much large in magnitude near the poles ±α than they are
at points of the trajectory located far away from the boundary.
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(a) p = 0.5 (b) p = 0.1
(c) p = 0.9
Figure 4: A realization of the random walk on Apollonian circles with α = 1 (300,000 steps).
Here we have xn are i.i.d drawn from uniform distribution on (−1, 1), and ς0 is distributed
uniformly over
[− pi
2
, pi
2
]
.
21
McCarthy et al. Random walk on the Poincare´ disk
(a) p = 0.5 (b) p = 0.1
(c) p = 0.9
Figure 5: A realization of the random walk on Apollonian circles with α = 1 (300,000 steps).
Here xn are i.i.d drawn from a triangular distribution on (−1, 1) with mode 0.1, and ς0 is
distributed uniformly over
[− pi
2
, pi
2
]
.
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