Abstract -This paper proposes a functionally distributed computer system for an EMS and a large-scale SCADA system that features parallel processing and independence of subsystems in order to overcome the limitations of overly large and complex systems. Such a system would increase performance, flexibility of expansion, improve reliability and reduce costs. The feasibility of such a system was investigated and results are reported.
INTRODUCTION
In recent years, EMSBCADA systems have grown to huge sizes as the power systems to which they are applied grow in size and complexity, and as their functions become more diversified and sophisticated.
These supervisory and control applications are configured from programs ranging in size from hundreds of thousands to millions of steps. Such programs must be executed on high-performance mainframe or super-minicomputers. This raises the following issues for current SCADA systems: 1)Degradation of response time -Response time is reduced when multiple faults of the power system place a heavy load on the computer. In order to ensure that response time is not reduced an extremely large margin must be allowed for.
2)Reliability -System availability may be reduced as one portion of hardware or software has wide-ranging effects on the total system.
3)Expandability and maintainability -As the power system is expanded, it is also necessary to expand the EMS/SCADA system. As these systems grow in size more a n d more limitations come into play and eventually the limitations themselves begin to interact in a complex manner.
As the size of the power system grows, t h e requirement for maintenance increases, and the area affected by such maintenance increases. Maintenance becomes difficult and reliability decreases. 4)Increased cost -As the size of the system increases, so does its complexity. The total lifecycle cost climbs as the system implementation cost, maintenance cost and expansion cost rise. A decentralized architecture for the computer system of the EMS/SCADA system can be raised as an effective approach to resolving these issues. The distributed system approach has been gaining recognition in recent years and several systems have been However, these systems have distributed subsystems that are still largePapers presented at the Seventeenth PICA Conference at the Hyatt Regency Baltimore Hotel, Baltimore, Maryland. M a y 7 -10,1991 Sponsored by the IEEE Power Engineering Society scale and centralized with multiple functions. At present, the above issues have not sufficiently been resolved.
As a solution for all the issues raised, the authors propose a functionally distributed system or FDS that consists of small-scale functional units executing simple functions and is characterized by both parallel processing and independence of subsystems. These units are mostly composed of microcomputers. The feasibility of such a system was investigated and results are reported.
CONVENTIONAL COMPUTER SYSTEMS FOR SUPERVISORY CONTROL OF POWER SYSTEMS
Supervisory control for power network operation in Japan features a hierarchical architecture. The individual supervisory control systems that make up this architecture are centralized or partially distributed. Figure 1 indicates the hierarchical operational architecture of the Tokyo Electric Power Co.'s (TEPCO) power network. It is a largescale system with many dispatching systems and control systems. Each system requires between a 1000 and 1500 kilo-step computer program. Figure 2 is a configuration diagram of a local load-dispatching system. It features a dual architecture with super-minicomputer-based host computer and front-end computer.[41 The configuration of a central dispatching system is indicated in Fig. 3 . It is configured from 6 super-minicomputers. Three computers in a triple configuration handle online processing, and two computers i n a dual configuration the offline processing. The Fig. 3 . Configuration of a central dispatching system. remaining computer performs processing for interfacing with other computers. The online processin and offline processing are separated, but not further functionally distributed.
CONFIGURING A FUNCTIONALLY DISTRIBUTED SYSTEM
Distributed management and control is one of the most promising architectures for constructing EMS/SCADA systems with the abovementioned properties. In conventional EMSISCADA systems, the management functions are concentrated in centralized mechanisms. These mechanisms, therefore, must be large and complex to cope with the load concentration. Such centralized mechanisms are characterized by long development time and a n enormous requirement for computing power. Moreover, they decrease system reliability and flexibility. Because all functions rely on the centralized mechanisms, malfunction of these mechanisms causes the total system to fail. In addition, modification of the system often requires modification of these centralized mechanisms. FDS provides a more efficient, reliable, flexible and economical system by eliminating the centralized mechanisms.
Parallel-independent Architecture
Distributed systems are employed in many applications and a variety of architectures and operating systems have been developed as a result.[51 [GI Many distributed systems have also been developed for control systems.[71 However, most of these systems feature a hierarchical architecture with upper-level subsystems controlling lower-level subsystems. These are still basically centralized control systems.
The developed FDS distributes individual functions into independent functional units. A parallel-independent architecture that eliminates the centralized mechanism from the system is proposed. Hereafter, FDS will refer to a functionally distributed system with parallel-independent architecture.
Parallel-independent architecture refers to parallel operation of individual units with independent control and data. Independent control is realized by autonomous operation of units. Autonomously operating units determine their own behavior. Units can be operating independently and in parallel without the need to wait for decisions from other units. Independence is achieved by making each unit as self-contained as possible. Namely, each unit contains both its re uired functions and data. The FDS architecture allows thelunctions and data to be allocated at the different units redundantly, By allowing units to be self-contained, communication overhead among units also can be reduced drastically. Communication overhead is very high when the units are not self-contained, due to the close connection between related functions and data. Of course, there are cases where necessary data or functions cannot be contained in a single unit due to hardware capacity, software maintainability, etc.
The parallel-independent architecture can easily provide a high-performance EMS/SCADA system t h a t remains both reliable and flexible. Autonomous operation of units removes the centralized mechanism and the processing load is processed by several units in parallel. Also, a failure of a single unit does not cause the entire system to fail. The cost of increasing reliability can be reduced since functions can be duplicated on a unit by unit basis -not an entire system.
In terms of system expansion and maintenance, the same principles apply. System expansion can be performed unit by unit. Maintenance operations can be localized to a single unit or several related units. Figure 4 shows the basic system configuration of the FDS. External data from the power system (raw data) is received via an I/O unit. The I/O unit assigns a time stamp to each raw datum and broadcasts i t to other units via LAN 1. It is possible to configure an I/O unit using several computers each processing different raw data. The general units carry out individual functions of the EMS/SCADA system as they 
Data-driven Mechanism
An FDS realizes autonomous action of units by a datadriven mechanism.[gl Each unit in the FDS receives every message broadcast by every other unit as the result of their processing. A unit checks the received messages to see if combinations of these messages satisfy the conditions of a task to which i t has been assigned. If any conditions are met, the appropriate task is initiated and the results of processing are broadcast to the other units. In conventional systems each unit is driven by another unit. In the datadriven method, each unit drives itself, providing a high level of independence. Namely, a unit has knowledge of the conditions required to initiate its own tasks, and it can behave autonomously. No centralized mechanism is provided to control these units.
Synchronization and Mutual Exclusion among Units
Consistency among units is ensured via synchronization and mutual exclusion mechanisms. In the FOS, the basis for synchronization is a time stamp the U 0 unit assigns to each raw datum. When a unit receives a raw datum that satisfies its conditions for initiating a task, t h a t unit broadcasts an announcement message with the time stamp assigned to that raw datum before the actual processing begins. A unit stores the announced time stamp if the corresponding task's output is related to itself. Once time stamps are stored, the unit will not initiate a new task until all the out ut with older time stamps stored in memory is received. Eince a certain amount of time is required for each processing task, the output announcement for an older time stamp will always arrive before the output results of a task with a newer time stamp. Processing can thus proceed in order of time stamp and the overhead for synchronization is very low.
Establishing a mutual exclusion mechanism for a distributed installation is straightforward. Deadlocks in synchronization and mutual exclusion can be detected or completely avoided with very low overhead since each unit is self-contained and interaction among units is low.
Distributed Data ManaPement and Communication among Units
An FDS does not comprise a common database. Each unit contains the data it requires. Consistency of data among units is maintained by updating the data in each unit by data broadcasting. It is necessary for units to receive data in the same order to maintain the consistency among units. The FDS cope with this by using two different LAN for data transfer.
Since the volume of raw data is extremely large, LAN 1 employs a data transmission technique that simultaneously transmits multiple data at a fixed period.[Sl LAN 1 cannot, however, ensure that units receive data in the same order. It is thus used only for raw data transfer. Individual units can arrange the raw data in order using time stamps because the U 0 unit's sending order coincides with the time stamp order of the corresponding data. Data exchange between units is accomplished via LAN 2. Although the sending order of these data does not coincide with the corresponding time stamp order, each unit receives them in the same order since LAN 2 is a typical LAN and can transmit only one datum at a time.
Man-machine Interface
The distributed architecture is hidden from operators via the MMI (Man-Machine Interface) indicated in Fig. 4 . The operators perform all operations via this unit without knowing which unit contains the data or performs the desired function. In order to reduce the volume of data transmission between each unit and the MMI unit, the fixed data required for graphics display is comprised in the MMI unit. The FDS appears as a conventional EMS/ SCADA system to the operators.
Extracting Functional Units
Self-contained units of the FDS are extracted from functions of the EMSISCADA system by examining the matrix which expresses correlation among functions as shown in Table 1 . Each element in the table represents the degree of data exchange between functions. In order to make units self-contained, a set of functions which exchange a large amount of data with each other must be included in the same unit. Usually, conventional clustering methods [lO] are used for extracting these units from the correlation matrix. However, in many cases adequate units cannot be extracted because this method generates units that are too large. Moreover, this method indicates only the results of unit extraction, making i t difficult for designers to interpret and modify the results.
Therefore, the SCI (Structuring by Cross Interaction)'' l1 is used for extracting self-contained units. SCI is a struc- 
Indirect methods
The following two abstract methods with varying degrees of abstraction were employed:
Mean value analysis (MVA) Discrete event simulation (DES) The MVA and DES methods are well-known. A detailed discussion of the models used is beyond the scope of this paper. These methods are discussed in references [13] and H41.
Direct method
The system for verification has the following hardware and software configuration.
1) Hardware and system software configuration The hardware used for direct verification comprised: 0 6 microprocessor-based power system controllers LAN 1 (broadcast LAN) 0 LAN 2 (IEEE 802.3 bus LAN) 0 2 CRTs for MMI The microcomputer system for power system control comprises a n Intel i80386 MPU and i80387 numerical coprocessor. Main memory capacity is 16MB. Mass storage is provided by a 40MB hard disk drive. The system software consists of the Intel iRMx286 realtime operating system and two LAN device drivers installed in each unit.
The following application software is installed in the FDS:
0 Communication management software installed in each unit 0 Software to realize the various individual functions of the FDS (namely, U 0 management, monitoring, logging, fault annunciation, fault restoration and man-machine interface software) This does not cover all the functions normally performed by SCADA systems. The functions presented here also do not duplicate the actual operations in detail. The software that deals with the main functions of the power system such as sending and receiving of power system information, loggin and monitoring were duplicated in detail. The other functions were simulated by lacing a n equivalent load on the CPU precluding the neeffor their implementation.
Of course, the U 0 management section is not actually communicating with an actual power system. The operation of a model power system was simulated in the U 0 unit.
Simulation data was generated for the power system and information generated by the verification system was recorded as the results of verification.
2)Application software configuration
The scope of the simulated power system was set at : 20 control centers 0 10 substations per control center 0 50 SV datums, 30 TM datums er substation When there is no change of status inkrmation, the present system receives SV/TM data for 10 substations from each control center every 20 sec. When a change of status occurs, the control center immediately sends data for 10 substations. Fig. 5 . The character strings in the figure indicate functions, and the numbers i n parathenses correspond to the numbers in Table 1 . The arrow in the figure is defined when the functions at the destination of that arrow exchange data with the functions at the origin of .that arrow. Numbers attached to arrows correspond to the amount of data exchange among functions located at opposite ends of arrows. All numbers less than 100 have been omitted. Designers can extract functional units by examining this structural map.
EVALUATION OF FDS Basic Approach to Verifying Response time of FDS
As mentioned in the previous section, the main issue in adopting a FDS that requires verification is response time. It needs to be demonstrated that a FDS can deliver the expected res onse time. The authors selected the following three items P,r evaluation of response time:
1)Verify that FDS is at least capable of providing same processing performance as existing SCADA systems 2) Verify the maximum performance the FDS can deliver with currently available resources 3)Verify the maximum performance the FDS will be able to deliver with resources available in the near future.
SCADA systems was accomplishefby applying a load equaq to the automatic restoration function that operates when a fault occurs. This function places the greatest processing demand on a SCADA system and is a n excellent test. The FDS is checked to see whether response times are established limits.
The maximum performance that the FDS can currently provide was tested under even more severe conditions with available hardware and system software. The FDS was tested with a volume of power system information that might be expected in a future large-scale power system.
In this evaluation the maximum size power system the FDS could cope handle with improved hardware and system software is tested. Also, what the response time improvement would be if such a FDS were applied to a present power system.
Verification of equal processin performance to existin

Method of Verification
Two main methods of verification were employed, indirect methods and direct methods. For indirect verification, an abstract model of the tar e t system is created and the system's characteristics are c8culated or measured. In direct verification, a prototype system is constructed and the system characteristics are directly measured. Accordingly, the direct method allows not only the processing performance, but also verification of detailed operation of the system. Many of the effects discussed in the previous chapter can be verified at the same time.
In general, the more abstract the method is the more flexible the model is and the less time is required for verification. A highly abstract model can be verified in a short time and many cases can thus be investigated. On the .other hand, the more s ecific the method is the more accurate the results are, gut the model becomes inflexible. A much longer time is also required for one verification cycle so the number of cases that can be investigated is limited.
Since a completely new architecture would be verified for the first time, it was considered likely that work would have to be repeated several times to maintain the validity of results. In order to reduce this risk, a highly abstract method was selected to start with. As initial results were obtained abstract methods, they were incorporated into increasingly precise, or concrete, methods.
Results of Verification Testing
The major results of testing are presented below.
Performance of circuit breaker status change processing
When a change in the status of switchgear such as circuit breakers occurs i n t h e power system being monitored, the FDS must indicate the status change to the operator via a CRT of the MMI unit. The ela sed time from receipt of status change information to end o?display on the CRT was measured under the following different conditions: 1)Switchgear status information is received from 20 control centers a t 1 sec. intervals. The status of 1 device is changed.
2)Switchgear status information is received from 20 control centers a t 1 sec. intervals. The status of 1 device is changed every 1 sec. 3)Switchgear status information is received from 20 control centers at 1 sec. intervals. The status of 60 devices is changed every 1 sec. for a 5 sec. period (300 status changes). The required processing time for each of the conditions was measured using the verification system. The results are indicated in Fig. 6 .
In Fig. 6 , the test results of the present FDS system and the calculated processing time required for a conventional centralized system are shown. The system configuration of a conventional centralized system is indicated in Fig. 2 . For the conventional system, the calculation i s performed assuming a CPU of equivalent performance is used for the FDS.
Under condition 1, the FDS system's processing time is 2.6 sec., over 5 times faster than a conventional centralized system. Under condition 2, the processing load for the centralized system is exceeding and processing does not finish.
On the other hand, the FDS system is able to process the same load in 7.6 sec., close to a practical value. Under condition 3, the processing speed is still more than 4 times faster than a centralized system. Effect of expansion of power system being monitored
The effect of a n expansion of the power system was tested by increasing this fixed processing load and then measuring the elapsed time required tc process switchgear status changes. Measurement was performed under the following conditions: 1)Switchgear status information is received from 20 control centers at 1 sec. intervals. The status of 10 devices is changed every 1 sec. Fig. 7 . Results of power system expansion testing 2)Switchgear status information is received from 60 control centers a t 1 sec. intervals. The status of 10 devices is changed every 1 sec. 3)Switchgear status information is received from 100 control centers at 1 sec. intervals. The status of 10 devices is changed every 1 sec. The required processing time for each of the conditions was measured using the verification system. The results are indicated in Fi 7.
Even thougf a 1 to 5 fold expansion of the power system was simulated, there was only a modest increase in the required processing time. Parallel processing by separate functional units for U 0 processing and MMI prevents a bottleneck in the data flow from occurring. Again, the benefits of parallel processing are evident.
Hardware processing load ratio
Determination of the processing load ratio of the hardware configuring the system is useful in identifying whether bottlenecks are occurring in any of the system components, and whether there is sufficient reserve capacity to quickly process any intermittent requests. In this test, the average hardware processing load ratio during normal conditions, and transient changes in the processing load ratio during additional intermittent requests was measured.
Average processing load ratio during normal processind i t ' s CPU, disk drive and LAN connection was calculated using the MVA method under the following conditions: 1)Information is received from 20 control centers a t 1 sec. intervals, the status of 3 circuit breakers is changed every 1 sec. 2)Information is received from 20 control centers a t 1 sec.
intervals, the status of 6 circuit breakers is changed every 1 sec. 3)Information is received from 20 control centers a t 1 sec.
intervals, the status of 9 circuit breakers is changed every 1 sec. The results are indicated in Table 2 .
The hardware processing load rate does in fact increase as the number of switchgear status changes increases, but even under an extremely heavy load as condition 3 the value is still rather low. The minimal im act on the LAN is evidence of the effect of distribution of Lnctions based on self-containment.
Transient changes in processing load ratio -In this test, the transient changes in the processing load ratio that occur when a fault is detected during normal operation are In this exam le, 37 sec. elapsed from the start of fault processing to eniof fault restoration procedure preparation. This is much faster than a conventional system manufactured by Toshiba. The load ratio of the LANs is sufficiently low. In some cases the CPU load ratio is somewhat hi h, but this drops in a short time and is not problematic. Alfof the functional units operated as expected.
Summary of Verification
The various verification test results have been presented. The superior performance of the FDS system has been demonstrated. The progress in hardware technology is noteworthy and hi her-performance processors and memory is being devefoped. If the most advanced hardware available a t the time of this writing had been employed, the performance results would have been boosted by another 3 to 5 times.
RELIABILITY, MAINTAINABILITY AND EXPANDABILITY
High reliability as well as high performance is called for in a SCADA system. At the same time, i t must remain easily ex andable in the face of changes in the network &at the supervisory control system is a p p l i e r c i i well a s the increasing workload. Finally, ease of maintenance must be ensured so that the system can be kept a t top performance.
In general, the reliability of a system is increased excluding disturbances from outside the system. This tends to reduce the expandability and maintenability of the system. In the past, dual systems have been employed to achieve this. This dual architecture can be directly applied to a FDS by duplicating each of the functional units. This can be achieved economically and reasonably if the functional units are implemented via microprocessors. In addition, due to the highly independent nature of the functional units provided by the parallel independent architecture, reliability as well as maintenability and expandability can all be achieved a t the same time.
It has been stated that a functionally distributed system realized through parallel-inde endent architecture can satisfy many long-standing prohems. The main characteristic of such arallel-independent architecture is the high level of iniependence of the functional units. The issue is how to preserve this important characteristic while ensuring reliability, maintainability and expandability.
Reliability is maintained by isolating failures to the locale where they occurred and thus preventing them from extending throughout the network. These characteristics were described in the second section. The effectiveness of this system was verified by removing the power from one functional unit while the system was in operation and monitoring the other units. The other units were observed to continue operating normally.
Maintainability is one of the side benefits of logical independence. In a functionally distributed yith logical independence, the scope of maintenance can be limited to a single functional unit. The influence on the system can be limited to a minimum. The is the reason for the superior maintainability of a functionally distributed system. Expansion of the system which entails moving the operating state of the system to a different level can be equated with invasion of the system just as with maintenance.
Maintainability and expandability are difficult to evaluate empirically a t the prototype sta e. The rototype develo ment process itself, however, can ge consiLred as a type ofexpansion, starting with an initial zero state. This would mean that the expandability of the functionally distributed system could be verified during rototype development. In fact, development work shoulcf be accelerated since develo ment of each functional unit in parallel would increase e&ciency. It also means that certain development does not have to wait until the final hardware configuration is completed.
Another parallel is that debug ing work during the development phase can be considereta type of maintenance work. Since the program parts are tied together via a communications link in a distributed system, the operation of the program is not globally deterministic. As a result, debugging of a distributed system tends to be more problematic than for a centralized system. However, from the viewpoint of individual functional unit, their operation can be said to be deterministic since they are logically independent. In fact, since the scope of debugging can be limited to a single functional unit, debugging work on the entire system was carried out in discrete tasks in parallel. Another benefit was that once a particular functional unit's development was completed i t could be debugged using actual data.
The end result of these benefits was that debugging of the functionally distributed system was easier than for a centralized system. This result can be extended to future maintenance of the system. As previously stated, the reliability, maintenability and expandability of the system can be increased even if a dual architecture is not employed. If non-stop operation is required, the necessary functional units are duplicated in two's or three's as desired. Units for which non-stop operation is not essential do not have to be duplicated. The logical independence provided by the FDS architecture allows duplication of functions to be performed selectively on the basis of their importance. This method is clearly superior to that of a completely dual system in which every function is duplicated.
CONCLUSIONS
A functionally distributed EMS/SCADA system based on parallel-independent architecture was studied from such aspects as performance, reliability, expandability and maintainability. The erformance feasibility of this architecture has been congmed by computer simulation and construction of a prototype system. System software for a functionally distributed EMSISCADA system has been developed, The authors are now preparing for actual adoption of the system.
Major advances a r e being made in microprocessor technology. If the fastest microprocessors available were employe in the present system, the response times reported here would be boosted by an additional 3 to 5 times.
The benefits of a functionally distributed system based on parallel-independent architecture are:
0 Improved system performance, particularly in handlin the heavy load placed on the system during muTtip1e power system faults 0 Improved fault tolerance and resulting increased system availability 0 Excellent expandability Reduced costs. The total amount of hardware is slightly higher, b u t t h e actual cost tends to be lower. Software is easier to develop and lowers development cost. Both factors contribute to reduced system cost.
