English words and the outputs of many other natural processes are well-known to follow a Zipf distribution. Yet this thoroughly-established property has never been shown to help compress or predict these important processes. We show that the expected redundancy of Zipf distributions of order α > 1 is roughly the 1/α power of the expected redundancy of unrestricted distributions. Hence for these orders, Zipf distributions can be better compressed and predicted than was previously known. Unlike the expected case, we show that worst-case redundancy is roughly the same for Zipf and for unrestricted distributions. Hence Zipf distributions have significantly different worst-case and expected redundancies, making them the first natural distribution class shown to have such a difference.
I. INTRODUCTION

A. Definitions
The fundamental data-compression theorem states that every discrete distribution p can be compressed to its entropy H(p) def = p(x) log 1 p(x) , a compression rate approachable by assigning each symbol x a codeword of roughly log 1 p(x) bits. In reality, the underlying distribution is seldom known. For example, in text compression, we observe only the words, no one tells us their probabilities. In all these cases, it is not clear how to compress the distributions to their entropy.
The common approach to these cases is universal compression. It assumes that while the underlying distribution is unknown, it belongs to a known class of possible distributions, for example, i.i.d. or Markov distributions. Its goal is to derive an encoding that works well for all distributions in the class.
To move towards formalizing this notion, observe that every compression scheme for a distribution over a discrete set X corresponds to some distribution q over X where each symbol x ∈ X is assigned a codeword of length log 1 q(x) . Hence the expected number of bits used to encode the distribution's output is p(x) log 1 q(x) , and the additional number of bits over the entropy minimum is p(x) log p(x) q(x) . Let P be a collection of distributions over X . The collection's expected redundancy, is the least worst-case increase in the expected number of bits over the entropy, where the worst case is taken over all distributions in P and the least is minimized over all possible encoders, An even stricter measure of the increased encoding length due to not knowing the distribution is the collection's worst-case redundancy that considers the worst increase not just over all distributions, but also over all possible outcomes x, Clearly,R (P) ≤R(P).
Interestingly, until now, except for some made-up examples, all analyzed collections had extremely close expected and worstcase redundancies. One of our contributions is to demonstrate a practical collection where these redundancies vastly differ, hence achieving different optimization goals may require different encoding schemes. By far the most widely studied are the collections of i.i.d.distributions. For every distribution p, the i.i.d. distribution p n assigns to a length-n string x n def = (x 1 , x 2 , . . . ,x n ) probability p(x n ) = p(x 1 ) · . . . · p(x n ). For any collection P of distributions, the length-n i.i.d. collection is
i.i.d. distributions underlie Markov and more general ergodic distributions and have been studied extensively.
B. Previous results
Let ∆ k denote the collection of all distribution over {1, . . . ,k}, where ∆ was chosen to represent the simplex. For the first few decades of universal compression, researchers studied the redundancy of ∆ n k when the alphabet size k is fixed and the block length n tends to infinity. A sequence of papers started with [1] showed that
and that the expected redundancy is extremely close, at most log e bits lower. Note that a similar result holds for the complementary regime where n is fixed and k tends to infinity,
These positive results show that redundancy grows only logarithmically with the sequence length n, therefore for long sequences, the per-symbol redundancy diminishes to zero and the underlying distribution needs not to be known to approach entropy. As is also well known, expected redundancy is exactly the same as the log loss of sequential prediction, hence these results also show that prediction can be performed with very small log loss. However, as intuition suggests, and these equations confirm, redundancy increases sharply with the alphabet size k. In many, and possibly most, important real-life applications, the alphabet size is very large, often even larger than the block length. This is the case for example in applications involving natural language processing, population estimation, and genetics [2] . The redundancy in these cases is therefore very large, and can be even unbounded for any sequence length n.
Over the last decade, researchers therefore considered methods that could cope with compression and prediction of distributions over large alphabets. Two main approaches were taken.
[3] separated compression (and similarly prediction) of largealphabet sequences into compression of their pattern that indicates the order at which symbols appeared, and dictionary that maps the order to the symbols. For example, the pattern of "banana" is 123232 and its dictionary is 1 → b, 2 → a, and 3 → n. Letting ∆ n ψ denote the collection of all pattern distributions, induced on sequences of length n by all i.i.d.distributions over any alphabet, a sequence of papers( [4] and references therein) showed that although patterns carry essentially all the entropy, they can be compressed with redundancy
as n → ∞. Namely, pattern redundancy too is sublinear in the block length and most significantly, is uniformly upper bounded regardless of the alphabet size (which can be even infinite). It follows the per-symbol pattern redundancy and prediction loss both diminish to zero at a uniformly-bounded rate, regardless of the alphabet size. Note also, that for pattern redundancy, worstcase and expected redundancy are quite close. However, while for many prediction applications predicting the pattern suffices, for compression one typically needs to know the dictionary as well. These results show that essentially all the redundancy lies in the dictionary compression.
The second approach restricted the class of distributions compressed. A series of works studied class of monotone distributions [5, 6] . Recently, [6] showed that the class M k of monotone distributions over {1, . . . ,k} has redundancyR(M n k ) ≤ √ 20n log k log n.
More closely related to this paper are envelope classes. An envelope is a function f :
is the collection of distributions where each p i is at most the corresponding envelope bound f (i). Some canonical examples are the power-law envelopes f (i) = c · i −α , and the exponential envelopes f (i) = c · e −α·i . In particular, for power-law envelopes [7] showedR
and more recently, [8] showed that
The restricted-distribution approach has the advantage that it considers the complete sequence redundancy, not just the pattern. Yet it has the shortcoming that it may not capture relevant distribution collections. For example, most real distributions are not monotone, words starting with 'a' are not necessarily more likely than those starting with 'b'. Similarly for say power-law envelopes, why should words in the early alphabet have higher upper bound than subsequent ones? Thus, words do not carry frequency order inherently.
C. Distribution model
In this paper we combine the advantages and avoid the shortfalls of both approaches to compress and predict distributions over large alphabets. As in patterns, we consider useful distribution collections, and like restricted-distributions, we address the full redundancy.
Envelope distributions are very appealing as they effectively represent our belief about the distribution. However their main drawback is that they assume that the correspondence between the probabilities and symbols is known, namely that p i ≤ f (i) for the same i. We relax this requirement and assume only that an upper envelope on the sorted distribution, not the individual elements, is known. Such assumptions on the sorted distributions are believed to hold for a wide range of common distributions.
In 1935, linguist George Kingsley Zipf observed that when English words are sorted according to their probabilities, namely so that p 1 ≥ p 2 ≥ . . ., the resulting distribution follows a power law, p i ∼ c i α for some constant c and power α. Long before Zipf, [9] studied distributions in income ranking and showed it can be mathematically expressed as power-law. Since then, researchers have found a very large number of distributions such as word frequency, population ranks of cities, corporation sizes, and website users that when sorted follow this Zipf-, or powerlaw [10] [11] [12] . In fact, a Google Scholar search for "power-law distribution" returns around 50,000 citations.
A natural question therefore is whether the established and commonly trusted empirical observation that real distributions obey Zipf's law can be used to better predict or equivalently compress them, and if so, by how much.
In Section II we state our notation followed by new results in Section III. Next, in Section IV we bound the worst-case redundancy for power-law envelop class. In Section V we take a novel approach to analyze the expected redundancy. We introduce a new class of distributions which has the property that all permutations of a distribution are present in the class. Then we upper and lower bound the expected redundancy of this class based on the expected number of distinct elements. Finally, in Section VI we show that the redundancy of power-law envelop class can be studied in this framework. Due to space constraint all the proofs are deferred to an extended version of this paper.
II. PRELIMINARIES
A. Notation
., x n ) denote a sequence of length n, X be the underlying alphabet and k def = |X |. The multiplicity µ x of a symbol x ∈ X is the number of times x appears in x n . Let [k] = {1, 2, ..., k} be the indices of elements in X . The type vector of x n over [k] = {1, 2, ..., k}, τ (x n ) = (µ 1 , µ 2 , . . . , µ k ) is a k-tuple of multiplicities in x n . The prevalence of a multiplicity µ, denoted by ϕ µ , is the number of elements appearing µ times in x n . For example, ϕ 1 denotes the number of elements which appeared once in x n . Furthermore, ϕ + denotes the number of distinct elements in x n . The vector of prevalences for all µ's is called the profile vector.
We use p (i) to note the i th highest probability in p. Hence, p (1) ≥ p (2) ≥ . . . p (k) . Moreover, we use zipf(α, k) to denote Zipf distribution with parameter α and support k. Hence,
where C k,α is the normalization factor. Note that all logarithms in this paper are in base 2 and we consider only the case α > 1.
B. Problem statement
For an envelope f with support size k, let E (f ) be the class of distributions such that
Note that E f ⊂ E (f ) . We also consider the special case when f is a distribution itself, in which case we denote E (f ) by P (p) , a class that has distributions whose multi-set of probabilities is same as p. In other words, P (p) contains all permutations of distribution p. Also we define
Note that for any distribution belonging to this class, all permutations of it are also in the class.
III. RESULTS
We first consider worst-case redundancy, lower-bound it for general unordered permutations, and apply the result to unordered power-law classes, showing that for n ≤ k 1/α ,
This shows that the worst-case redundancy of power-law distributions behaves roughly as that of general distributions over the same alphabet. More interestingly, we establish a general method for upperand lower-bounding the expected redundancy of unordered envelope distributions in terms of expected number of distinct symbols. Precisely, for a class P n d we show the following upper boundR (P n d ) ≤ d log kn d 2 + (2 log e + 1)d + log(n + 1). Interpretation: This upper bound can be also written as
This suggests a very clear intuition of the upper bound. We can give a compression scheme for any sequence that we observe. Upon observing a sequence x n , first we declare how many distinct elements are in that sequence. For this we need log n bits. In addition to those bits, we need log k d bits to specify which d distinct elements out of k elements appeared in the sequence. Finally, for the exact number of occurrences of each distinct element we should use log n−1 d−1 bits. We also show a lower bound which is dependent on both the expected number of distinct elements d and the distributions in the class P n d . Namely, we show
where λ i = np i . Using this result, we then consider expected redundancy of power-law distributions as a special case of P n d and show that it is significantly lower than that of general distributions. This shows that on average, Zipf distributions can be compressed much better than general ones. Since expected redundancy is the same as log loss, they can also be predicted more effectively. In fact we show that for k > n,R (E n (ci −α ,k) ) = Θ(n 1 α log k).
Recall that general length-n i.i.d. distributions over alphabet of size k have redundancy roughly n log k n bits. Hence, when k is not much larger than n, the expected redundancy of Zipf distributions of order α > 1 is the 1/α power of the expected redundancy of general distributions. For example, for α = 2 and k = n, the redundancy of Zipf distributions is Θ( √ n log n) compared to n for general distributions. This reduction from linear to sub-linear dependence on n also implies that unordered power-law envelopes are universally compressible when k = n.
These results also show that worst-case redundancy is roughly the same for Zipf and general distributions. Comparing the results for worst-case and expected redundancy of Zipf distributions, it also follows that for those distributions expected-and worstcase redundancy differ greatly. This is the first natural class of distribution for which worst-case and expected redundancy have been shown to significantly diverge.
As stated in the introduction, for the power-law envelope f , [8] showed thatR
Comparing this with the results in this paper reveals that if we know the envelop on the class of distributions but we do not know the true order of that, we have an extra multiplicative factor of log k in the redundancy, i.e.
R(E (f ) ) = Θ(n 1/α log k).
IV. WORST-CASE REDUNDANCY
A. Shtarkov Sum
It is well known that the worst-case redundancy can be calculated using Shtarkov sum [13] , i.e. for any class P R(P) = log S(P),
where S(P) is the Shtarkov sum and defined as
For notational convenience we denotep(x) def = max p∈P p(x), to be the maximum probability any distribution in P assigns to x.
B. Small alphabet case
Recall thatR(∆ n k ) ≈ k−1 2 log n. We now give a simple example to show that unordered distribution classes P (p) may have much smaller redundancy. In particular one can show for a distribution p over k symbols,
Clearly for n ≫ k, the above bound is smaller thanR(∆ n k ).
C. Large alphabet regime
From the above result, it is clear that as n → ∞, the knowledge of the underlying-distribution multi-set helps in universal compression. A natural question is to ask if the same applies for the large alphabet regime when the number of samples n ≪ k. Recall that [8] showed that for power-law envelopes, f (i) = c·i −α , with infinite support sizeR
We show that if the permutation of the distribution is not known then the worst-case redundancy is Ω(n) ≫ Θ(n 1 α ), and thus the knowledge of the permutation is essential. In particular, we prove that even for the case when the envelope class consists of only one power-law distribution,R scales as n.
Theorem 1: For n ≤ k 1/α ,
Thus for small values of n, independent of the underlying distribution, per-symbol redundancy is log k n α . Since for n ≤ k,R(∆ n k ) ≈ n log k n , we have for n ≤ k 1/α
Therefore, together with Theorem 1, we have n ≤ k 1/α
V. EXPECTED REDUNDANCY BASED ON THE NUMBER OF DISTINCT ELEMENTS
In order to find the redundancy of the unordered envelop classes, we follow a more systematic approach and define another structure on the underlying class of distributions. More precisely, we consider the class of all distributions in which we have an upper bound on the expected number of distinct elements we are going to observe. We later show that envelop classes can be described in this way and the expected number of distinct elements characterizes the envelop classes; therefore we can bound the redundancy of them applying results in this section.
A. Upper bound
The following lemma bounds the expected redundancy of a class in terms of d. The proof follows from the intuition in Section III and is given in complete version of the paper.
Lemma 2: For any class P n d , R(P n d ) ≤ d log kn d 2 + (2 log e + 1)d + log(n + 1).
B. Lower bound
To show a lower bound on the expected redundancy of class P n d , we use some helpful techniques introduced in previous works. First, we introduce Poisson sampling and relate the expected redundancy in two cases when we use normal sampling and Poisson sampling. Then we prove the equivalence of expected redundancy of the sequences and expected redundancy of types.
Poisson sampling: In the standard sampling method, where a distribution is sampled n times, the multiplicities are dependent, for example they add up to n. A useful approach to make them independent and hence simplify the analysis is to sample the distribution n ′ times, where n ′ is a Poisson random variable with mean n. Often called as Poisson sampling, this approach has been used in universal compression to simplify the analysis [4] .
Under Poisson sampling, if a distribution p is sampled i.i.d. poi(n) times, then the number of times symbol x appears is an independent Poisson random variable with mean np x , namely, Pr(µ x = µ) = e −npx (npx) µ µ! [14] . Henceforth, to distinguish between two cases of normal sampling and Poisson sampling we specify it with superscripts n for normal sampling and poi(n) for Poisson sampling.
Next lemma lower boundsR(P n ) by the redundancy in the presence of Poisson sampling. We use this lemma further in our lower-bound arguments.
Lemma 3: For any class P,
Type redundancy: In the following lemma we show that the redundancy of the sequence is same as the redundancy of the type vector. Therefore we can focus on compressing the type of the sequence and calculate the expected redundancy of that.
Lemma 4: Lets define τ (P n ) = {τ (p n ) : p ∈ P}, then we haveR (τ (P n )) =R(P n ).
Now we reach to the main part of this section, i.e. lower bounding the expected redundancy of class P n d . Based on the previous lemmas, we havē
and therefore it is enough to show a lower bound on R(τ (P poi(n) d )). We decomposeR(τ (P poi(n) d )) as
Hence it suffices to show a lower bound on τ k p(τ k ) log 1 q(τ k ) and an upper bound on τ k p(τ k ) log 1 p(τ k ) . For the first term, we upper bound q(τ k ) based on the number of distinct elements in sequence x poi(n) . Afterwards we consider the second term and it turns out that this term is nothing but the entropy of the type vectors under Poisson sampling.
The following concentration lemma help us to relate the expected number of distinct elements for normal and Poisson sampling. We continue by stating another lemma making connection between those two quantities. Denote the number of distinct elements in x poi(n) as ϕ ] be the expected number of elements which appeared twice in x poi(n) , then
Lemma 6: The number of non-zero elements in τ (x poi(n) ) is more than (1 − ϵ)d with probability > 1 − e − d(ϵ−2/n) 2
2
. Also, the number of non-zero elements in τ (x poi(n) ) < (1 + ϵ)d with probability > 1 − e − d(ϵ−2/n) 2 2 . Next, we lower bound the number of bits we need to express τ k based on the number of nonzero elements in it.
Lemma 7: If number of non-zero elements in τ k is more than
Note that the number of non-zero elements in τ k is same as ϕ poi(n) +
. Based on Lemmas 6 and 7 we have
where the last line is by choosing ϵ = d − 1 3 . Now we focus on bounding the entropy of the type. Recall that if distribution p is sampled i.i.d. poi(n) times, then the number of times symbol i appears, µ i , is an independent Poisson random variable with mean λ i = np i . One can show that
In the rest of this section, we calculate an upper bound for the second term above. Note that the first term in the same equation is dependent on the distributions in the class. We show plugging in the exact values leads to a matching lower bound for the intended envelope class, i.e. Zipf distributions. (3λ i − λ i log λ i ).
VI. EXPECTED REDUNDANCY OF UNORDERED POWER-LAW
ENVELOPE
To use Lemmas 2 and 8 we need to bound the number of distinct elements that appear from any distribution in the envelope class E (f ) in addition to calculating the last summation in Lemma 8. For a distribution p ∈ E (f ) the number of distinct elements is
For P (zipf(α,k)) , we calculate λi<0.7 λ i and λi<0.7 −λ i log λ i for α > 1. Substituting the above bounds in Lemmas 2 and 8 results in the following theorem. We can write both of the bounds above in order notation as R(E n (ci −α ,k) ) = Θ(n 1 α log k).
