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Abstract
The stabilization and robustification of a time-delay system is the topic of this
paper. More precisely, we want to minimize theH2 norm of the transfer function
corresponding to this class of linear time-invariant input-output systems with
fixed time delays in the states. Due to the presence of the delays, the transfer
function is a nonrational, nonlinear function, and the classical procedure which
involves solving Lyapunov equations is no longer applicable. We therefore pro-
pose an approach based on a spectral discretization applied to a reformulation
of the time-delay system as an infinite-dimensional standard linear system. In
this way, we obtain a large delay-free system, which serves as an approximation
to the original time-delay system, and which allows the application of standard
H2 norm optimization techniques. We give an interpretation of this approach
in the frequency domain and relate it to the approximation of the nonlinear
terms in the time-delay transfer function by means of a rational function. Using
this property, we can provide some insight in the convergence be- haviour of
the approximation, justifying its use for the purpose of H2 norm computation.
Along with this, the easy availibility of derivatives with respect to the origi-
nal matrices allows for an efficient integration into any standard optimization
framework. A numerical example finally illustrates how the presented method
can be employed to perform optimal H2 norm design using smooth optimization
techniques.
Using spectral discretization for the
optimal H2 design of time-delay systems
Joris Vanbiervliet∗, Wim Michiels∗, Elias Jarlebring∗
June 10, 2010
Abstract
The stabilization and robustification of a time-delay system is the topic
of this paper. More precisely, we want to minimize the H2 norm of the
transfer function corresponding to this class of linear time-invariant input-
output systems with fixed time delays in the states. Due to the presence
of the delays, the transfer function is a nonrational, nonlinear function,
and the classical procedure which involves solving Lyapunov equations is
no longer applicable. We therefore propose an approach based on a spec-
tral discretization applied to a reformulation of the time-delay system as
an infinite-dimensional standard linear system. In this way, we obtain a
large delay-free system, which serves as an approximation to the original
time-delay system, and which allows the application of standard H2 norm
optimization techniques. We give an interpretation of this approach in
the frequency domain and relate it to the approximation of the nonlinear
terms in the time-delay transfer function by means of a rational function.
Using this property, we can provide some insight in the convergence be-
haviour of the approximation, justifying its use for the purpose ofH2 norm
computation. Along with this, the easy availibility of derivatives with re-
spect to the original matrices allows for an efficient integration into any
standard optimization framework. A numerical example finally illustrates
how the presented method can be employed to perform optimal H2 norm
design using smooth optimization techniques.
1 Introduction
The H2 norm is a widely known quantity associated with a linear time-invariant
dynamical system. It is often used to analyze and optimize the robustness with
respect to noise or external disturbances and has numerous applications in many
fields of systems and control, such as performance analysis, linear quadratic
regulators and optimal robust control.
The general topic of this paper is the H2 norm of time-delay systems. More
precisely, we consider the system
x˙(t) = A0x(t) +
m∑
k=1
Akx(t− τk) +Bu(t), (1a)
y(t) = Cx(t), (1b)
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with matrices A0, . . . , Am ∈ Rn×n, B ∈ Rn×nb , C ∈ Rnc×n, state x(t) ∈ Rn,
input u(t) ∈ Rnb , output y(t) ∈ Rnc and fixed time delays τ0 < τ1 < · · · < τm,
where τ0 = 0. In this work we will also assume that the time-delay system is
stable. Note that this type of system is also known as a linear time-invariant
retarded time-delay system with multiple discrete delays. See the survey paper
[17] and the books [13, 15] for recent results on time-delay systems.
The H2 norm of the input-output map defined by (1), here denoted γ, is
defined by
γ2 = ‖G‖22 :=
1
2π
∫ ∞
−∞
tr (G(jω)∗G(jω)) dω, (2)
where G is the transfer function of the time-delay system,
G(λ) := C
(
λI −∑mk=0 Ake−λτk)−1B. (3)
Suppose A0, . . . , Am, B and C depend on a small number of parameters. The
parameters will be considered free in the sense that they represent a parame-
terization of the model and often have practically meaningful interpretations,
e.g., in terms of controller parameters. One possibility to assert certain proper-
ties of a model is to study how the H2 norm depends on these parameters. In
particular, we often want to chose the parameters such that the H2 norm is as
small as possible.
In this paper we propose a general efficient numerical scheme to compute the
H2 norm of a time-delay system such that the scheme is suitable to be combined
with optmization algorithms.
The method is a based on discretization. The time-delay system (1) can
be written as an infinite-dimensional system, which is a formulation commonly
used in the field of infinite-dimensional system theory, e.g. [7]. The operator
corresponding to the system is discretized and the result is a larger (standard)
LTI system without delay. There are several approaches to discretize a time-
delay system, e.g. with finite difference [2] or spectral collocation, employed
in [5] in the context of computing characteristic roots. We will use a spectral
discretization, since experience in other problems related to time-delay systems
have shown attractive convergence properties. Since the discretized system is
a standard LTI system, we can compute the H2 norm with standard methods.
We will compute the H2 norm of the discretized system by solving a Lyapunov
equation corresponding to the discretized system. The discretization method as
well as the adaption of the method to the H2 norm computation is presented in
Section 2.
Many general purpose optimization routines require efficient evaluation of
the objective function (here γ) as well as the partial derivatives in order to
work efficiently. An important advantage of the presented method is that it is
constructed such that the derivatives are also cheaply available. In Section 4 we
show how we can exploit the structure of the discretization in order to simplify
the computation of the derivatives.
A characterization of the error in the approximation of the H2 norm is given
in Section 3. It is well known that with a spectral discretization the individ-
ual characteristic roots exhibit spectral convergence, i.e., the error is O(N−N ),
with N the number of discretization points. This type of convergence is not
expected for the H2 norm, since the latter is related to the global behaviour
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of the transfer function, not the behaviour at a particular frequency. We com-
pletely characterize the convergence of the H2 norm approximation. We observe
that the mid-frequency range is the main contribution of the total error of the
H2 norm and that the error is of cubic order O(N−3).
There are other methods to compute the H2 norm of a time-delay system.
The method in [12] is an explicit exact formula involving the solution of a so-
called delay Lyapunov equation. Note that the computationally dominating
part of the approach we will present here is the solving of a standard Lyapunov
equation. There are numerous efficient method to solve the standard Lyapunov
equation, e.g. [1, 10, 11, 18, 3]. This is entirely different from the current
situation for the delay Lyapunov equation, where not many numerical methods
are available. The existing methods also tend to scale badly with respect to n
for the general case.
Apart from the description of the computational scheme (Section 2) the er-
ror analysis (Section 3) and the optimization adaptations (Section 4) we also
illustrate the method with examples. This is presented in Section 5. An ap-
plication example stemming from the control of a heat exchange system will
illustrate both the discretization approach itself as well its use in the framework
of H2 norm optimization.
2 Computing the H2 norm
Computing the H2 norm of a standard LTI system (without delay) is a classical
problem in systems and control and can be reformulated into solving a Lyapunov
equation (see e.g. [8] or [21, Lemma 4.6]). The approach we now wish to present
is based on approximating the time-delay system by a standard LTI system.
First, we will review how a time-delay system can be reformulated as a stan-
dard first order system, based on operators acting on an infinite-dimensional
state. Then (in Section 2.2) we construct an approximation of the original
time-delay system by replacing this state with a finite-dimensional discrete rep-
resentative. This approximate system will have a larger dimension than the
original dimension, but it will no longer have time delays, and its H2 norm can
consequently be computed using standard methods.
2.1 Reformulation in a first order form
A time-delay system such as (1) has in a sense an infinite-dimesional character.
One of the reasons for this is the fact that, instead of a mere starting point
x(0), also a function defined on the interval [−τm, 0] is required as a starting
condition for the solution to be uniquely specified. This observation already led
to the abstract representation in [9], involving the definition of the infinitesimal
generator of the solution operator for a system of DDEs. We will present here
a similar abstract representation that is more suitable in the context of input-
ouput systems. It is based on the book [7].
Let us again introduce the function segment φt(θ) belonging to the space
L2 ([−τm, 0],Rn) of all Lebesgue measurable functions mapping the interval
[−τm, 0] onto Rn. This function segment behaves as a sliding window that
delimits the solution of the time-delay system from time t− τm to time t:
φt(θ) = x(t+ θ), −τm ≤ θ < 0.
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Consider the space of all tuples that consist of on the one hand a function
segment φ(θ), and on the other hand an real, n-valued point r, or in short,
(L2 ([−τm, 0],Rn) ⊕ Rn). Let us denote this space by X . We then constitute
an operator A whose domain is restricted to those members of X satisfying
the following two conditions: the function segment φ(θ) should be absolutely
continuous and differentiable on [−τm, 0], and r should equal the endpoint of
φ(θ), that is,
D(A) :=
{(
φ(θ)
r
)
∈ X ∣∣ φ ∈ C([−τm, 0],Rn) ⊂ L2([−τm, 0],Rn)
r = φ(0)
}
. (4)
By these two conditions, we can view a member of D(A) as being made up
of a tail φ(θ), containing the past trajectory of the time-delay systems, and
a head r, representing its present value. We can then define the action of A
such that it mimicks the behaviour of the time-delay system. In particular, A
acts on ξ ∈ X by differentiating the function segment φ(θ), and imposing the
time-delay equation on r, thereby using the function segment φ(θ) to retrieve
past information:
Aξ = A
(
φ(θ)
r
)
:=
(
φ ′(θ)∑m
k=0 Akφ(−τk)
)
. (5)
Similarly, we define B : Rnw 7→ X as the operator spanning r onto
(
0
Br
)
,
and C : X 7→ Rnz as the operator mapping
(
φ(θ)
r
)
onto Cr.
With these three operators, and using ξ ∈ X as the new state, we can write
the time-delay system (1) in the following format
d
dt
ξ(t) = Aξ(t) + Bw(t), (6a)
z(t) = Cξ(t) +Dw(t). (6b)
2.2 A spectral discretization
This section outlines the procedure to discretize the abstract system (6) into a
finite-dimensional one. We adapt the same procedure that was used in [6] in
order to approximate the spectrum of a time-delay system.
Consider a grid ΩN of N distinct points in the interval [−τm, 0],
ΩN = {θi, i = 1, . . . , N} . (7)
In what follows, we will fix ΩN to the grid consisting of the N scaled and shifted
Chebychev extremal points, that is,
θi+1 =
τm
2
(χi − 1), i = 0, . . . , N − 1, (8)
with χi defined by
χi = cos
(
π − iπ
N − 1
)
, i = 0, . . . , N − 1 (9)
Note that the endpoints are included in the grid, that is, θ1 = −τm and θN = 0.
4
The discretization is executed by replacing the infinite-dimensional space X
by XN , the space of discrete functions over the mesh ΩN . Specifically, a member
ξ =
(
φ(θ)
r
)
∈ X is replaced by its discrete counterpart X ∈ XN , which is the
Nn× 1 block vector
X =
X1...
XN
 ∈ RNn
that fulfills
Xi =
{
φ(θi) i = 1, . . . , N − 1,
r i = N. (10)
Each element X ∈ XN corresponds to a unique Rn-valued degree N − 1
polynomial Φ(θ) that interpolates between the Nn discrete points of X . Us-
ing a Lagrangian basis, this polynomial Φ(θ) can be represented as a linear
combination with the block components of X as coefficients:
Φ(θ) =
N∑
j=1
Xjℓj(θ), θ ∈ [−τm, 0]. (11)
Here, the functions ℓj(θ), j = 1, . . . , N denote the N Lagrange polynomials
defined as the real-valued polynomials of degree N − 1 that satisfy
ℓj(θi) =
{
1, i = j,
0, i 6= j, i, j ∈ {1, . . . , N}. (12)
Evidently, we can then write down the derivative of Φ(θ) as
Φ′(θ) =
N∑
j=1
Xjℓ
′
j(θ).
The discrete evaluation on the mesh of this function, that is, the Nn× 1 vector
Φ′N (ΩN ) = [Φ
′
N (θ1)
⊤ . . . Φ′N (θN )
⊤]⊤, can be written as a matrix vector product,
Φ′N (ΩN ) = (DN ⊗ In)X. (13)
Here, ⊗ denotes the Kronecker product and DN ∈ RN×N is the so-called differ-
entiation matrix defined by
DN(i, j) = dij = ℓ′j(θi), i, j ∈ {1, . . . , N}.
We approximate the X → X operator A by an XN → XN operator AN ,
namely the N -by-N block matrix of n-by-n submatrices aij , i, j ∈ {1, . . . , N},
AN =
 a11 . . . a1N... . . . ...
aN1 . . . aNN
 .
If we want AN to have the same effect on the interpolating polynomial φ(θ) as
A has on a member of X (i.e., as in (5)) in the discretization points θi, we must
ensure that
ANX = ANΦ(ΩN ) =
Φ′(θ1)⊤, . . . , Φ′(θN−1)⊤,( m∑
k=0
AkΦ(−τk)
)⊤ ⊤ .
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This implies that the top N − 1 block row entries of AN simply equal those
of the matrix DN ⊗ In, and that the original time-delay information is only
contained in the bottom block row. By (13) and (11), we can write down the
block entries of AN explicitly
aij =

dijIn j ∈ {1, . . . , N}, i ∈ {1, . . . , N − 1},
m∑
k=0
ℓj(−τk)Ak j ∈ {1, . . . , N}, i = N. (14)
Note that the values ℓj(−τk) can be computed very efficiently using the barycen-
tric interpolation formula, because the discretization grid ΩN was chosen to
contain the Chebychev points of the second kind (see [4]).
In the same fashion we can approximate operators B and C with the matrices
BN ∈ RNn×nw and CN ∈ Rnz×Nn, namely by constructing them as
BN =
[
0 · · · 0 In
]⊤
B and CN = C
[
0 · · · 0 In
]
(15)
We now have all the ingredients to approximate the abstract system (6) with
the linear system
X ′(t) = ANX(t) + BNw(t), (16a)
z(t) = CNX(t) (16b)
Note that the dimension of this system is equal to the dimension of the original
time-delay system multiplied by the number of discretization points N .
2.3 Evaluation of the H2 norm
The numerical procedure for approximating γ, the H2 norm of the time-delay
system, is as follows. We discretize the time-delay system with a fixed dis-
cretization parameter N , and compute γN instead, namely the H2 norm based
on the discretized system,
γ2N := ‖GN‖22 =
1
2π
∫ ∞
−∞
tr (GN (jω)∗GN (jω)) dω, (17)
where GN is the LTI transfer function
GN (λ) := CN (λI −AN )−1 BN . (18)
Recall that for a delay-free system, such as system (16), we have the following
property.
Property 2.1. For stable or Hurwitz matrix AN , let controllability respectively
observability Gramians PN and QN be the unique symmetric Nn-by-Nn matri-
ces that satisfy the following primal-dual Lyapunov equation pair
ANPN + PNA⊤N = −BNB⊤N , (19a)
A⊤NQN +QNAN = −C⊤NCN . (19b)
Then the H2 norm of system (16), with transfer function GN , can be computed
by
γ2N = tr
(C⊤NPNCN) = tr (BNQNB⊤N) (20)
The Lyapunov equations (19) can be loosely regarded as discretizations of the
operator-based Lyapunov equations belonging the abstract system (6).
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3 Error analysis
The discretized linear system (16) is constructed such that it is an approxi-
mation of the time-delay system (1). Hence, it is to expect that γN , i.e., the
H2 norm of the discritized linear system, will approximate γ. This is indicated
by the fact that in [6], it was proven that the eigenvalues of AN exhibited a
spectral convergence towards the eigenvalues of solution operator’s infinitesimal
generator A.
In this section we will characterize how the approximation error depends
on the discretization parameter N . Before doing so, we will first prove some
properties for the transfer function of the discretized time-delay system GN (λ).
3.1 Interpretation in the frequency domain
Let us introduce a function Gˆ(λ) that is obtained by replacing the nonlinear
exponential terms e−λτk in expression (3) for G(λ) by the values pN (−τk;λ).
These latter are to be interpreted as the evaluations at points t = −τk of a
collocation polynomial pN (t ;λ) which approximates the exponential function
eλt for t in the interval [−τm, 0]. Formally, we have the following definition.
Definition 3.1. For λ ∈ C, let GˆN (λ) be defined as
GˆN (λ) = C
(
λIn −
m∑
k=0
Ak pN(−τk; λ)
)−1
B, (21)
where pN (· ;λ) is the polynomial of degree N − 1 satisfying
p′N (θi ;λ) = λpN (θi ;λ), i = 1, . . . , N − 1, (22)
pN (θN ;λ) = 1. (23)
with θi the elements of the grid ΩN .
Later on in this section, we will prove that Gˆ(λ) is identical to the trans-
fer function obtained by discretizing the time-delay system into the linear sys-
tem (16). Let us however first look at some properties concerning the function
pN .
It is easily appreciated that the function pN (t ;λ) is indeed a polynomial
that approximates the exponential function eλt in t on the interval [−τm, 0].
The first N − 1 equations (22) are collocation conditions for the differential
equation x′(t) = λx(t), of which eλt is a solution, and the last equation (23) is
simply an interpolation requirement at t = 0.
Knowing that pN (· ;λ) collocates eλt, what can we say about pN (−τk; ·) as a
function of λ? It will turn out that pN(· ;λ) is in fact a rational approximation
to eλt. To see this, let us first prove the following theorem, which gives an
explicit expression for pN .
Theorem 3.2. Let DaN be the upper left (N − 1)× (N − 1) square block of the
differentiation matrix DN and let DbN be the remaining upper right (N − 1)× 1
vector that resides next to DaN in DN , then the function pN (t ;λ) can be written
down explicitly as
pN(t ;λ) =
[
ℓ1(t) · · · ℓN−1(t)
]
(λI −DaN )−1DbN + ℓN(t), (24)
where ℓj(t), j = 1, . . . , N are the Lagrangian polynomials as defined in (12).
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Proof. In a Lagrangian basis on the grid Ω we can express pN as a linear com-
bination of the function evaluations in the gridpoints
pN(t; λ) =
N∑
j=1
ℓj(t)pN (θj , λ)
=
[
ℓ1(t) · · · ℓN(t)
] [
pN (θ1; λ) . . . pN(θN ; λ)
]⊤
. (25)
Note that only the second vector containing the grid evaluations pN(θj , λ),
j = 1, . . . , N − 1, depends on λ. To find these values, we can require that the
conditions (22) and (23) must hold.
Filling in the Lagrangian basis expansion, the interpolation condition (23)
simply reads as pN(θN , λ) = 1. Imposing additionally the collocation condi-
tions (22) on (25), we obtain
N−1∑
j=1
ℓ′j(θi)pN (θj , λ) + ℓ
′
N(θi) = λpN (θi, λ), i = 1, . . . , N − 1.
Recalling that ℓ′j(θi) are the elements dij of DN , we can rewrite this in matrix-
vector form as
(λI −DaN)
[
pN(θ1; λ) . . . pN (θN−1; λ)
]⊤ = DbN , (26)
from which we obtain[
pN (θ1; λ) . . . pN (θN−1; λ)
]⊤ = (λI −DaN)−1DbN . (27)
Filling in in the Lagrangian basis expansion (25), together with pN (θN , λ) = 1,
the assertion follows.
A consequence of the expression in the previous theorem is described in
the following corollary, stating that the functions λ 7→ pN(−τk; λ) are proper
rational functions with common poles.
Corollary 3.3. We can express pN as the rational function
pN (−τk;λ) = rk(λ)
s(λ)
, k = 1, . . . ,m, (28)
where rk(λ), k = 1, . . . ,m are polynomials of degree smaller than or equal to
N − 1, and s(λ) is the monic polynomial of degree N − 1 determined by
s(λ) = det(λI −DaN ), (29)
whith DaN as in Theorem 3.2.
Proof. This follows directly by the fact that (λ − DaN )−1 can be written as
adj(λ−DaN )/ det(λ−DaN ).
We are now ready to state (and prove in appendix) the main result of this
section. It is set out in the theorem below. The proof, which is quite technical,
can be found in appendix A.
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Theorem 3.4. The transfer function GN (λ) of the discretized time-delay sys-
tem, as defined in (18), is identical to the function GˆN (λ), as determined in
Definition 3.1,
GN (λ) = GˆN (λ).
Consequently, the computation of the value γN by formula (20) can be inter-
preted as the evaluation of the H2 norm corresponding to a system with transfer
function equal to GˆN (λ), i.e.,
γN = ‖GN‖2 = ‖GˆN‖2.
This theorem gives an interpretation of the discretization strategy outlined
in Section 2.2 as replacing the nonlinear exponential terms e−λτk in G(λ) by
the rational approximations pN(−τk;λ). This connection will be essential in
studying the convergence properties of this discretization approach.
3.2 Convergence properties of the H2 norm
With the interpretation of Subsection 3.1 in mind, we will now investigate the
convergence properties of γN . The approximation error of the H2 norm can be
reformulated as
γ2N − γ2 = ‖GN‖22 − ‖G‖22
=
1
2π
∫ ∞
−∞
‖GN (jω)‖F dω − 12π
∫ ∞
−∞
‖G(jω)‖F dω
=
1
π
∫ ∞
0
(‖GN (jω)‖F − ‖G(jω)‖F ) dω. (30)
Let EN denote the corresponding point-wise error,
EN (ω) := ‖GN (jω)‖F − ‖G(jω)‖F . (31)
We ultimately wish to study γ2N − γ2 as a function of N . This is achieved
by using the interpretation in the frequency domain to see how the point-wise
error EN (ω) depends on ω and N . Indeed, we can view EN as the difference
in Frobenius norms resulting from replacing the exponential terms in G by the
rational approximations as presented in the previous subsection. Therefore, we
will first study how the approximation by pN (t;λ) of the exponential function
eλt behaves as a function of λ.
3.2.1 Error behaviour of pN
Let eN denote the difference on the imaginary axis,
eN (t ;ω) := |pN (t ; jω)− exp(jωt)|.
The maximal error of pN on the delay interval, that is, maxt∈ [−τm,0] eN (t;ω),
as a function of ω, is illustrated in Figure 1. The maximal delay τm is chosen to
be equal to 1 without loss of generality, as another choice for τm would simply
result in a scaling of the argument ω. It can be observed that the error of
the approximation as a function of ω is negligible up to a certain critical value
of ω, which we will denote ωT . Beyond this critical ωT , the error first grows
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Figure 1: (Left) Maximal error between pN (t; jω) and e−jωt on the interval
t ∈ [−1, 0] for N values ranging between 10 and 100. (Right) Threshold ω
values for various precision (10−1, 10−5 and 10−9) as a function of N
exponentially to O(1), and then remains in this order of magnitude. The reason
that eN stays bounded for large ω, lies in the fact that pN converges to ℓN for
ω → ∞. This can be seen by taking the limit for λ of explicit expression (24).
The ω values from which on the approximation starts breaking down seem to
follow a linear increase withN . This is confirmed by the right subfigure of Fig. 1,
depicting the maximal values of ω for which the error is smaller than a specific
precision. Note that the characterization of eN shown in these two figures is
(apart from the scaling of τm) problem independent and Fig. 1 visualizes a very
general result.
3.2.2 Error behaviour of GN
With the following example we illustrate that the threshold behaviour of eN
propagates to EN (ω).
Example 3.5. Consider the following input-output system with two delays τ1 =
1, τ2 = 2 and matrices
A0 =
[
0 1
−4 −1
]
, A1 =
[
0 0
2 1
]
, A2 =
[
1 1
1 0
]
, B = C⊤ =
[
1
1
]
.
In Figure 2, the Frobenius norm of both G(jω) and GN (jω) is plotted to-
gether with eN for a discretization value N = 7. We see that the value of ωT ,
the ω for which the approximation by pN breaks down and eN starts growing,
corresponds very well with the ω for which the the approximation of GN (jω)
to G(jω) breaks down. More tests indicated that this appears to be true in
general.
Note that although the reasoning is in a sense rough, it is very general.
The thresholds of eN (ω) and EN (ω) really coincide for all the examples tested.
Moreover, the function eN is essentially problem independent. Indeed, it only
depends on the maximal delay and not on the system matrices, and this de-
pendence can be completely removed by scaling the problem in a preliminary
step.
¿From the reasoning above, we have illustrated that there exists an asymp-
totically linear, increasing function ωT (N) for which the error contribution of
EN (ω) for ω < ωT (N) can be neglected. For sufficiently large N , this means
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Figure 2: The Frobenius norms of the approximate transfer function GN and
the exact transfer function G for Example 3.5 and N = 7 in relation with the
maximal collocation error of pN (dotted line).
that the dominant part of the error stems from the high frequencies. This mo-
tivates us to investigate what happens with EN for large ω, i.e., beyond the
critical ωT . From Figure 2, we can already see that GN seems to have the same
asymptoic behaviour as G.
To investigate this claim further, let us express the first two terms in the
asymptotic expansion of G(jω) for ω →∞
G(jω) = C
(
jωI −
m∑
k=0
Ake−jωτk
)−1
B
= C
(
I
jω
−
m∑
k=0
Ake−jωτk
ω2
+O(ω−3)
)
B,
=
CB
jω
− C
(
m∑
k=0
Ake−jωτk
ω2
)
B +O(ω−3),
Using this, we can also set up the first terms of the asymptotic expansion of the
product of G(jω) with its complex conjugate,
G(jω)∗G(jω)
= B∗
(
(−j)ωI −
m∑
k=0
A∗ke
+jωτk
)−1
C∗C
(
jωI −
m∑
k=0
Ake−jωτk
)−1
B
=
B∗C∗CB
ω2
− B
∗
jω3
(
m∑
k=0
A∗kC
∗e+jωτk −
m∑
k=0
CAke−jωτk
)
B +O(ω−4),
=
(CB)∗CB
ω2
− 1
jω3
(
m∑
k=0
(
(CAkB)∗ − CAkB
)
cos(ωτk)
+ j
m∑
k=0
(
(CAkB)∗ + CAkB
)
sin(ωτk)
)
+O(ω−4),
We now take the trace to obtain the Frobenius norm of G(jω). Since the
coefficient matrix of the imaginary part is skew-symmetric, it vanishes when
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taking the trace. Furthermore, given that matrix CAkB is real, we obtain
‖G(jω)‖F ∼ ‖CB‖F
ω2
− 2
ω3
m∑
k=1
tr (CAkB) sin(ωτk) + . . . , ω →∞. (32)
We can carry out the same calculation for the approximating transfer func-
tion GN , to find that its Frobenius norm can be asymptotically expanded as
‖GN (jω)‖F ∼ ‖CB‖F
ω2
− 2
ω3
m∑
k=1
tr (CAkB) ℑ{pN(−τk, jω)}+ . . . , ω →∞. (33)
Now note that the dominant term in both expansions are equal for the two
functions. Hence, they exhibit the same asymptotic behaviour.
If N is sufficiently large, then for the ω range that we are interested (namely,
beyond the critical ωT for which the approximation starts breaking down), the
term λI will dominate within the inverse expression (λI−DaN )−1 in the explicit
expression (24) for pN (t ;λ). Then, it is easily seen that
ℑ{pN(t, jω)} ∼ − 1
ω
[
ℓ1(t) · · · ℓN−1(t)
]
DbN , ω →∞.
that is, it will start to behave as O(ω−1). This renders the second term in the
expansion of ‖GN (jω)‖F of order ω−4 rather than of order ω−3, so that the
difference EN between the two Frobenius norms of the transfer functions can in
fact be written as
EN (ω) = ‖GN (jω)‖F − ‖G(jω)‖F
=
2
ω3
m∑
k=1
tr (CAkB) sin(ωτk) +O(ω−4). (34)
3.2.3 Error behaviour of γN
Using the properties of EN explained above, we can approximate the error of
γN as follows
γ2N − γ2 =
1
π
∫ ∞
0
EN (ω) dω ≈ 1
π
∫ ∞
ωT (N)
EN (ω) dω, (35)
that is, neglecting the error for frequencies smaller than ωT (N).
Furthermore using the approximation (34) of EN , based on its asymptotic
expansion for ω →∞, we can ultimately describe the error of γN as a function
of N .
γ2N − γ2 ≈
1
π
∫ ∞
ωT (N)
(
2
ω3
m∑
k=1
tr (CAkB) sin(ωτk) +O(ω−4)
)
dω
≈ 2
π
m∑
k=1
tr (CAkB)
∫ ∞
ωT (N)
sin(ωτk)
ω3
dω + O(ωT (N)−3)
≈ O(N−3).
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Figure 3: Results for the approximation of the time-delay system of Exam-
ple 3.5 for N = 2p with p = 4, . . . , 8. Left, error functions EN of the Frobenius
norms of the approximate transfer functions GN with respect to frequency ω.
Right, convergence behaviour in function of N of the errors of the approximate
H2 norms γN corresponding to the EN functions of the left frame.
In the last step we used our observation that ωT (N) is linear in N , and in
addition the fact that ∫ ∞
a>0
sin(ωτk)
ω3
dω = O(a−3).
which can be achieved by using integration by parts.
The errors of EN and γN are illustrated in Figure 3 for Example 3.5. The
left frame shows the behaviour of EN as functions of ω for several N logarith-
mically distributed between 24 and 28, and the right frame plots the resulting
errors of the approximate transfer norm approximations γN , clearly revealing
the expected decline rate.
4 Optimal H2 norm synthesis
4.1 Problem formulation
As mentioned in the introduction, we are interested in the case where matri-
ces B, C, and Ak, k = 0, . . . ,m, depend on a small, fixed number of parame-
ters, say, p ∈ Rnp . In control applications such parameters typically stem from
the presence of a feedback controller with a given structure or order. The set
of parameters represents variables of the controller that can be freely chosen,
preferably in an optimal way with respect to some desired objective function.
In this work we assume that the objective function is expressed by the H2 norm
of an appropriately defined transfer function. Hence, the corresponding design
problem is a fixed structure optimal H2 synthesis problem (see [16] for the case
without delays).
The synthesis problem under consideration can be formulated as
min
p
γ(p), (36)
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where γ(p) represents the H2 norm of
G(λ ; p) = C(p)
(
λI −
m∑
k=0
Ak(p)e−λτk
)−1
B(p). (37)
Note that, as the H2 norm equals infinity for unstable systems, this formulation
implicitly requires that p corresponds to a stabilizing controller at the solution.
Since we cannot compute γ exactly, we must resort to an approximation. For
this we can use the method as outlined in this chapter. Specifically, we simply
fix N to some value, and replace the objective function with the approximation
γN . So, instead, we solve the problem
min
p
γN (p),
with γN defined as the H2 norm of the discretized system (16) and computed
using (20). If we take a large N , the solution will be close to the one of the
original problem, but requires more computational effort for computing the
objective function evaluations. A way to circumvent this trade-off is to start
with a small N to compute a rough estimate of the optimizer, and do some steps
with a higher N to have a more accurate value. In this way, the procedure will
have cheaper function evaluations, while the end result is as accurate.
4.2 Derivatives
In order to exploit the smoothness of the H2 norm, we must of course not only
be able to evaluate γN , but also to compute its derivatives w.r.t. the controller
parameters efficiently.
Our derivations will be based on the fact that, since the system (16) is a
standard first-order system, we can use the following general property.
Property 4.1. Let the symmetric matrices P and Q be the controllability and
observability Gramian matrices for the LTI system (16) defined as in Prop-
erty 2.1. Then the derivatives w.r.t. the system matrices A, B and C are
∂(γ2)
∂AN = 2PNQN ,
∂(γ2)
∂BN = 2B
⊤
NQN ,
∂(γ2)
∂CN = 2PNC
⊤
N , (38)
where ∂(·)/∂M denotes the transpose of the matrix containing the entry-wise
partial derivatives with respect to matrix M .
Using this property, we will derive expressions for the derivatives w.r.t. the
the original system matrices in the following theorem. It essentially describes
how they can be easily extracted from the derivatives w.r.t. the discretized linear
system matrices AN , BN and CN , by making use of their special structure.
Theorem 4.2. The derivatives of γ2N w.r.t. the original system matrices Ak,
k = 0, . . . ,m equal
∂γ2N
∂Ak
= 2
[
ℓ1(−τk)I · · · ℓN (−τk)I
]
PNQN
[
0 · · · 0 I ]⊤ , (39)
The derivatives w.r.t. the input and output matrices B and C are given by
∂γ2N
∂B
= 2B⊤qNN ,
∂γ2N
∂C
= 2pNNC⊤, (40)
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where pNN , qNN ∈ Rn×n represent the bottom right block matrices matrices of
PN and of QN , defined in (19a)-(19b), respectively.
Proof. We first prove expression (39). The directional derivative of γ2N along
△Ak equals
DAk(γ
2
N )[△Ak] = lim
h→0+
γ2N (Ak + h△Ak)− γ2N (Ak)
h
= tr
(
∂(γ2N )
∂Ak
△Ak
)
, (41)
which we can expand with the chain rule into
DAk(γ
2
N )[△Ak] = DAN (γ2N )[DAk(AN )[△Ak]]
= tr
(
∂(γ2N )
∂AN DAk(AN )[△Ak]
)
.
With Property 4.1, this becomes
DAk(γ
2
N )[△Ak] = tr ((2PNQN )DAk(AN )[△Ak]) . (42)
Taking into account that, according to (14), Ak only occurs in the last block
row of AN , we can directly write that
DAk(AN )[△Ak] =
[
0 · · · 0 I]⊤△Ak [ℓ1(−τk)I · · · ℓN (−τk)I] (43)
Filling in (43) in (42), we arrive at
DAk(γ
2
N )[△Ak]
= tr
(
(2PNQN)
[
0 · · · 0 I]⊤△Ak [ℓ1(−τk)I · · · ℓN(−τk)I])
= tr
((
2
[
ℓ1(−τk)I · · · ℓN (−τk)I
]
PNQN
[
0 · · · 0 I]⊤)∆Ak) ,
which proves (39) by comparison with (41).
The proof of the derivative expressions with respect to B and C in (40)
follows the same line of thought as above. Indeed, by writing out DB(γ2N )[△B]
as
DB(γ2N )[△B] = DBN (γ2N )[DB(BN )[△B]] = tr
(
∂(γ2N )
∂BN DB(BN)[△B]
)
= tr
(
2B⊤NQN
[
0 · · · 0 I]⊤△B)
= tr
(
2B⊤
[
0 · · · 0 I]QN [0 · · · 0 I]⊤△B)
= tr
((
2B⊤qNN
)△B) ,
and similarly for γ2N (C)[△C], conjecture (40) follows by comparison, concluding
the proof.
Once the partial derivatives with respect to Ak, B and C have been estab-
lished, the derivatives w.r.t. the (controller) parameters p can be easily attained
via the chain rule.
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Figure 4: Evolution of the exact (N =∞) H2 norm of the scalar example out-
lined in Subsection 5.1. The optimum, computed by a spectral approximation
of this system with discretization parameter N = 6, is indicated by a ‘◦’.
5 Numerical examples
5.1 Scalar example
We reuse the example data of Example 3.5, except that we now introduce a
scalar parameter p in the topleft entry of A0,
A0 =
[
p 1
−4 −1
]
.
Fixing the discretization parameter to N = 6, we optimize the approximate
H2 norm. The resulting approximated optimimum is indicated in Figure 4 by a
small circle. The blue line shows the evolution of the exact H2 norm (computed
with a much larger N) for values of p ∈ [−10, 0]. It is seen that, even for a low
discretization level, the approximation of the optimum is already quite good.
Indeed, the absolute error between the optimal value of p and corresponding
optimal value of the objective function for N = 6 and for N ≫ 6 was equal to
approximately 3e−3 and 8e−4 respectively.
Should we want to acquire a higher accuracy, then we can increase the num-
ber of discretization points, and perform the optimization procedure once again.
If the hot-start minimizer from the previous run is used, the number of iterations
needed to converge is expected to be low.
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5.2 Heat transfer system from [20]
In [20], a water-based heating system is introduced. The equations that model
this heat transfer process read as follows:
Thx
′
h(t) = −xh(t− ηh) +Kbxa(t− τb) +Kuxh,set(t− τu),
Tax
′
a(t) = −xa(t) + xc(t− τe) +Ka
(
xh(t)− 1+q2 xa(t)− 1−q2 xc(t− τe)
)
,
Tdx
′
d(t) = −xd(t) +Kdxa(t− τd),
Tcx
′
c(t) = −xc(t− ηc) +Kcxd(t− τc),
x′e(t) = −xc(t) + xc,set(t),
(44)
where the x-variables denote the temperature measured at different places in
the circuit. For the values of the parameters, see [20, §5.1]. The set-point value
xh,set(t) is determined by the static state feedback controller
xh,set(t) = p⊤
[
xh(t) xa(t) xd(t) xc(t) xe(t)
]⊤
.
We now optimize theH2 norm for this system, where we consider the transfer
function from the last state to the last state, i.e., B⊤ = C =
[
0 0 0 0 1
]
.
As starting point for the optimization process, we choose the stable controller
that resulted from the spectral abscissa minimization with the approach pre-
sented in [19]. Let us however first investigate a suitable N . Figure 5(a) shows
the errors of the H2 norm for 10 values of N logarithmically distributed between
10 and 100 (the error was determined with respect to N = 200). Note that we
indeed observe the polynomial decrease as discussed in Section 3.2. Based on
this figure, we choose N = 70.
The H2 norm at the initial point is equal to 8.78371. We now use the
BFGS method to minimize this value. Because the computation time of an
evaluation heavily depends on N , we first do a preliminary optimization run
with a smaller N . In Figure 5(a), we see that for N = 10 already a rea-
sonable approximation accuracy is achieved. We therefore first optimize with
this smaller value of N in order to find a starting point that is already close
to the solution for the optimization with N = 70. We were able to decrease
the value of the H2 norm to 7.51619. The optimal controller parameters are
p⊤ =
[
1.0560 9.9391 10.866 12.612 −0.79074]. Figure 5(b) shows the
spectrum of resulting controller with a minimal spectral abscissa and with a
minimal H2 norm.
Note that the characteristic roots are more spread out in the complex plane
and thus less susceptible to disturbances or perturbations, indicating the lower
H2 norm. However, since the spectral abscissa is no longer minimal, the right-
most characteristic roots are closer to the imaginary axis. This illustrates the
inherent trade-off between performance and robustness.
5.3 Updated heat transfer example from [14]
The next example is an updated, larger model for the same experimental heat-
transfer setup, as presented in [14]. Now, the time-delay system has a dimension
of 11 and there are 6 delays appearing. The parameters p for this example
again stem from a static state feedback controller. More precisely, the system
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(a) Absolute errors of the approximated value γN as approximation to γ for several
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(b) Comparison of the spectra minimized with respect to the spectral abscissa (green×)
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Figure 5: Results for the H2 norm optimization of the heat transfer system
from [20]
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is described by
x′(t) =
6∑
k=0
Ak(p)x(t − τk) +Bw(t) (45)
z(t) = Cx(t) (46)
where the delays satisfy
τ1 = 3, τ2 = 5, τ3 = 7, τ4 = 15, τ5 = 23, τ6 = 29.
The entries of the system matrices A0, A1, A2, A4, A5, A6 are equal to zero
except for the entries
A0(1, 1) = −1/5, A0(4, 3) = 0.575/3, A1(5, 4) = 0.975/5,
A0(2, 2) = −1/25, A0(4, 4) = −1.425/3, A2(3, 2) = 0.983/5,
A0(3, 3) = −1/5, A0(4, 7) = 0.425/3, A2(6, 5) = 0.9/17,
A0(5, 5) = −1/5, A0(4, 8) = 0.425/3, A2(9, 8) = 0.97/5,
A0(6, 6) = −1/17, A0(8, 3) = 0.425/3, A2(10, 9) = 0.92/5,
A0(9, 9) = −1/5, A0(8, 4) = 0.425/3, A4(1, 6) = 0.973/5,
A0(10, 10) = −1/15, A0(8, 7) = 0.575/3, A5(2, 1) = 0.96/25,
A0(11, 10) = −1, A0(8, 8) = −1.425/3, A6(7, 7) = −1/63.
Matrix A3 stems from a static feedback control law,
A3 = −
[
0 0 0 0 0 0 1/63 0 0 0 0
]⊤ [
p(1) . . . p(11)
]
.
As for the input and output matrices, we take
B =
[
0 . . . 0 0.042/15 1
]⊤
, C =
[
0 . . . 0 1 0
0 . . . 0 0 1
]
,
meaning that we take one input acting on the two last states, which are also
the two outputs.
In [14], four stabilizing feedback controllers were synthesized, the first by
minimizing the spectral abscissa according to the method of [19], and the other
three by additionally placing poles at specific points in the complex plane.
We choose N = 20 and perform a minimization of the H2 norm starting from
these four stable points. The resulting optimal K values are listed in Table 1.
We see that for the four initial values, K converges to the same optimizer. The
corresponding minimal H2 norm for each of these K was equal to 5.1960, and
the spectrum of characteristic roots is shown in Figure 6.
6 Conclusions
We have proposed a numerical approach to compute the H2 norm for time-delay
systems of the retarded type with fixed delays. The method is based on a spec-
tral discretization of the delay interval, which results in a larger system without
delays that approximates the original time-delay system. The convergence be-
haviour as a function of a discretization parameter N has been analyzed, and
assures a decline rate of O(N−3). The computation of derivatives has also been
discussed. Furthermore, the use of this approach in the framework of optimal
H2 control design has been demonstrated.
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p0 = pSN1 pSN2 KSN3 pSN4
γ(p0) 6.71476 8.00088 7.13777 7.95949
p∗(1) -4.6646e+01 -4.6653e+01 -4.6646e+01 -4.6666e+01
p∗(2) 1.7831e+02 1.7832e+02 1.7832e+02 1.7835e+02
p∗(3) -2.0467e+03 -2.0467e+03 -2.0467e+03 -2.0467e+03
p∗(4) 1.6122e+04 1.6121e+04 1.6122e+04 1.6121e+04
p∗(5) -7.9448e+02 -7.9446e+02 -7.9449e+02 -7.9435e+02
p∗(6) -1.1955e+03 -1.1954e+03 -1.1955e+03 -1.1951e+03
p∗(7) 3.6946e+02 3.6945e+02 3.6946e+02 3.6944e+02
p∗(8) -1.3989e+04 -1.3989e+04 -1.3989e+04 -1.3988e+04
p∗(9) 5.9998e+02 5.9996e+02 5.9998e+02 5.9987e+02
p∗(10) 1.2374e+03 1.2374e+03 1.2374e+03 1.2371e+03
p∗(11) -2.2728e+01 -2.2728e+01 -2.2728e+01 -2.2729e+01
Table 1: Optimal parameter values p∗ resulting from the minimization of the
H2 norm started from starting points SN1, . . . , SN4 (paramater values for these
points can be found in [14]).
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Figure 6: Spectrum of the heat transfer model from [14] after minimization of
the H2 norm .
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A Appendix: proof of Theorem 3.4
Proof. Let us start with writing GN as
GN (λ) = CN (λI −AN )−1BN
= C
[
0 · · · 0 In
] adj(λI −AN )
det(λI −AN )
[
0 · · · 0 In
]⊤
B, (47)
where adj(·) denotes the adjugate of a matrix. By partitioning the matrix AN
into the following 2x2 block matrix
AN =
 DaN ⊗ In DbN⊗In
aN1 · · · aNN−1 aNN
 ,
we can write down the denominator based on the formula for the determinant
of a two-by-two block matrix involving the Schur complement
det(λI −AN ) = det(λI − (DaN ⊗ In))
det
(
(λIn − aNN )−
[
aN1 · · · aNN−1
] [
λI − (DaN ⊗ In)
]−1
[DbN ⊗ In]
)
= det((λI −DaN )⊗ In)
det
(
λIn − aNN −
[
aN1 · · · aNN−1
] [(
(λI −DaN )−1DbN
)⊗ In]) .
Using (29) and (27) of Theorem 3.2 and further on substituting the aNj , j = 1, . . . , N
according to (14), we can simplify this futher into
det(λI −AN )
= det(λI −DaN )n det
(
λIn − aNN −
[
aN1 · · · aNN−1
] pN(θ1;λ)In...
pN (θN−1;λ)In
)
= s(λ)n det
(
λIn −
N∑
j=1
aNj pN (θj ;λ)
)
= s(λ)n det
(
λIn −
N∑
j=1
( m∑
k=0
ℓj(−τk)Ak
)
pN (θj ;λ)
)
= s(λ)n det
(
λIn −
m∑
k=0
Ak
( N∑
j=1
ℓj(−τk)pN (θj ;λ)
))
= s(λ)n det
(
λIn −
m∑
k=0
Ak pN(−τk;λ)
)
. (48)
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For the nominator of (47), let us introduce ∆(λ) as a short-hand notation for
the n-by-n matrix
∆(λ) =
[
0 · · · 0 In
]
adj(λI −AN )
[
0 · · · 0 In
]⊤
.
Following the same reasoning based on Schur complements, we can write out
the (µ, ν)-th element of ∆(λ) as
∆µ,ν(λ) = det((λI −DaN )⊗ In)
det
(
(λI˜n − a˜NN )−
[
a˜N1 · · · a˜NN−1
] [
(λI −DaN )⊗ In
]−1[DbN ⊗ I˜n]) ,
where the subscript ~ indicates that the appropriate row and/or column have
been removed with respect to µ and ν. Rearranging terms as before and again
using Theorem 3.2 gives
∆µ,ν(λ) = s(λ)n det
λI˜n − [ a˜N1 · · · a˜NN ]
 pN (θ1;λ)I˜n...
pN (θN ;λ)I˜n


= s(λ)n det
(
λI˜n −
N∑
j=1
a˜Nj I˜n pN (θj ; λ)
)
= s(λ)n det
(
λI˜n −
m∑
k=0
A˜kpN(−τk; λ)
)
,
which, being true for every µ and ν, implies that
∆(λ) = s(λ)n adj
(
λIn −
m∑
k=0
Ak pN (−τk; λ)
)
. (49)
With (48) and (49) substituted in (47), we can derive the proposition
GN (λ) =
C∆(λ)B
det(λI −AN ) = C
adj
(
λIn −
m∑
k=0
AkpN(−τk; λ)
)
det
(
λIn −
m∑
k=0
AkpN(−τk; λ)
)B
= C
(
λIn −
m∑
k=0
AkpN (−τk; λ)
)−1
B
= GˆN (λ),
thereby concluding the proof.
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