Instrumental variable (IV) methods have been widely used to identify causal effects in the presence of unmeasured confounding. A key IV identification condition known as the exclusion restriction states that the IV cannot have a direct effect on the outcome which is not mediated by the exposure in view. In the health and social sciences, such an assumption is often not credible. As a result, possible violation of the exclusion restriction can seldom be ruled out in practice. To address this concern, we consider identification conditions of the population average treatment effect (ATE) without requiring the exclusion restriction. We also propose novel semiparametric estimators in multiple observed data models targeting the ATE, and a multiply robust locally efficient estimator that is consistent in the union of these models.
Introduction
Observational studies are routinely used to determine the causal effect of a hypothetical intervention. One of the main concerns with drawing causal inferences from observational data is the inability to categorically rule out the existence of unobserved factors that are associated with both the treatment and outcome variables. Such unmeasured confounding generally leads to systematic differences between the treated and untreated populations, and biased estimates of causal effects in observational studies and randomized experiments with non-compliance. The development of methodology to adequately address this issue remains a priority for several disciplines, including biostatistics, epidemiology, econometrics and sociology.
The intrumental variable (IV) method is widely used in the health and social sciences for identification and estimation of causal effects under potential unmeasured confounding (Bowden and Turkington, 1990; Robins, 1994; Angrist et al., 1996; Greenland, 2000; Wooldridge, 2010; Hernán and Robins, 2006; Didelez et al., 2010) . A valid IV is a pre-exposure variable that is (a) associated with treatment, (b) independent of any unmeasured confounder of the exposure-outcome relationship, and (c) has no direct causal effect on the outcome which is not fully mediated by the exposure. Intuitively, a valid IV extracts variation in the treatment that is independent of the unmeasured confounders for estimation of the causal effect of treatment.
The IV approach has a longstanding tradition in econometrics going back to the original works of Wright (1928) and Goldberger (1972) in the context of linear structural modeling; see Wooldridge (2010) and Clarke and Windmeijer (2012) for more recent reviews.
In general, assumption (b) may be more credible only after conditioning on a sufficiently rich set of baseline covariates but not otherwise (Hernán and Robins, 2006) , in the sense that within levels of the observed covariates, the potential IV may be viewed as being randomized through some natural or quasiexperiment. However this may not be the case unconditionally. For example, Mendelian randomization (MR) studies aim to establish a causal relationship between a given phenotype and an outcome of interest by leveraging one or more genetic markers as IVs (Davey Smith and Ebrahim, 2003; Lawlor et al., 2008; Burgess et al., 2017 ). An individual's genetic markers can be viewed as being randomized in a manner designed by nature, potentially conditional on ancestry to account for population stratification (Lawlor et al., 2008) . In the social sciences, Card (1993) proposed physical proximity to schools as an IV in the returns to schooling model, whereby conditional on a person's socioeconomic status and other covariates that may also affect the person's earnings, proximity to college may be viewed as being independent of unobserved confounders, therefore satisfying (b), while also influencing schooling decisions, therefore satisfying (a).
Another example concerns a long-standing interest in estimating the causal effect of 401(k) participation on savings (Poterba et al., 1995 (Poterba et al., , 1996 . Poterba et al. (1995) proposed 401(k) eligibility as an IV for program participation, conditional on certain measured covariates (most importantly, income). If individuals made employment decisions based on income and within jobs classified by income categories, whether or not a firm offers a 401(k) plan can essentially be viewed as randomized since eligibility is determined by employers.
In contrast, assumption (c), also known as the exclusion restriction, is not always credible in observational studies even after conditioning on observed background factors, as it requires a fairly extensive understanding of the causal mechanism by which each potential IV influences the outcome. Even when the potential IV is itself randomized, one can rarely rule out with certainty the existence of a direct effect of the IV on the outcome not mediated by the treatment under investigation. For example, in MR studies, such a priori knowledge may be unrealistic in practice due to pleiotropic effects of the markers (Little and Khoury, 2003; Davey Smith and Ebrahim, 2003; Smith and Ebrahim, 2004; Lawlor et al., 2008) . In the social science context where a truly null relationship between two variables is relatively rare, assumption (c) is also questionable. Proximity to college may affect the type and quality of education or access to employment opportunities, all of which may in turn directly affect earnings (Card, 1999; Hogan and Rigobon, 2003) . Likewise, 401(k) eligible employees may also have access to improved financial education and advice, which may directly affect savings other than through 401(k) participation. Even in randomized controlled studies with non-compliance, treatment assignment may have a direct effect on the outcome if double-blinding is compromised, therefore rendering it invalid as a potential IV for the effects of treatment actually taken. Throughout, we shall refer to an invalid IV as a potential IV for which exclusion restriction (c) is violated.
Recently, there has been growing interest in the development of statistical methods to detect and account for violation of the exclusion restriction (Staiger and Stock, 1994; Stock and Wright, 2000; Stock et al., 2002; Chao and Swanson, 2005) , primarily in IV settings under structural linear outcome and exposure models:
where Z is a (vector) of potential IVs, A is an endogenous exposure, Y is the outcome and X, U denote observed and unobserved pre-exposure covariates, respectively. Under model (1) assumptions (a)-(c) are encoded by α 1 = 0, Z |= U |X and β 2 = 0. Here A |= B|C indicates conditional independence of A and B given C (Dawid, 1979) . The exogenous sources of error are assumed to be independent, Y |= A , with E( Y |A, Z, X, U ) = 0 and E( A |Z, X, U ) = 0. In practice, it is typically assumed that E(U |X) is linear in X such that β 1 can be estimated consistently by standard two stage least squares (Theil, 1953) .
Available methods to address violations of (b) or (c) in model (1) primarily in multiple-IV settings include penalized regression (Kang et al., 2016; Windmeijer et al., 2018) and median estimation (Han, 2008; Bowden et al., 2016) , which can consistently estimate the causal parameter of interest β 1 provided fewer than fifty percent of potential IVs are invalid (also known as the majority rule). Guo et al. (2018) proposed two stage hard thresholding (TSHT) with voting, which is consistent for β 1 under model (1) and a plurality rule that requires the valid IVs to form the largest set of candidate IVs with common ratio β 2 /α 1 when entered in equation (1) one at the time, which can be considerably weaker than the majority rule. In a separate strand of work, identification under model (1) is obtained from certain variance and covariance constraints. In particular, Lewbel (2012) proposed a method to identify and estimate model (1) allowing for β 2 = 0 by assuming heteroskedastic covariance restrictions involving ( A , Y ). Lewbel's estimator extends previous work by Rigobon (2003) , and these methods have since been widely applied in econometrics.
More recently, Kolesár et al. (2015) and Bowden et al. (2015) considered the possibility of identifying the exposure causal effect when all IVs violate the exclusion restriction (c), provided the effects of the IVs on the exposure are asymptotically orthogonal to their direct effects on the outcome as the number of IVs tends to infinity. Robins (1994) , Angrist and Imbens (1995) , Angrist et al. (1996) and Heckman (1997) formalized the IV approach under the potential outcomes framework (Neyman, 1923; Rubin, 1974) which allows one to nonparametrically define the causal estimands of interest and clearly articulate assumptions needed to identify this effect; see recent reviews provided by Imbens (2004) , Imbens and Wooldridge (2009), Baiocchi et al. (2014) and Swanson et al. (2018) . Under a monotonicity assumption about the effects of the IV on the treatment, Angrist and Imbens (1995) and Angrist et al. (1996) showed that the effect of treatment on individuals whose treatment status can be manipulated by the IV, also known as the local average treatment effect (LATE), can be nonparametrically identified; see also Baker and Lindeman (1994) . This framework has been further generalized in recent years by Abadie et al. (2002) , Abadie (2003) , Carneiro et al. (2003) , Tan (2010b) and Ogburn et al. (2015) . Robins (1994) showed that the effect of treatment on the treated can be identified by assuming no effect heterogeneity with respect to the IV Z in a structural mean model, also known as "no effect modification" by Z (Hernán and Robins, 2006; Clarke and Windmeijer, 2010; Vansteelandt and Didelez, 2018) . Wang and Tchetgen Tchetgen (2018) showed that the ATE is identified provided there are no unobserved confounders, which are also common effect modifiers of the treatment effect in the outcome model, and of the effects of the IV in the treatment model. Richardson and Robins (2010) give a detailed study of the binary IV model. Throughout we assume both the potential IV and the treatment to be binary.
To the best of our knowledge, to date there has been no published work on the ATE as a nonparametric functional targeted with an invalid IV, i.e. one that fails to satisfy the exclusion restriction. In this article, we provide a general set of sufficient conditions under which the ATE is nonparametrically identified despite the IV being invalid. In addition to new identification results, we develop semiparametric theory for inference about the identifying statistical functional of the ATE. We propose a suite of semiparametric estimators targeting the ATE and a multiply robust locally efficient estimator which remains consistent under a union of multiple models, each of which restricting a separate subset of parameters indexing the observed data likelihood. The rest of the article is organized as follows. In section 2, we introduce the invalid IV model and provide formal identification conditions for the ATE in this setting. We present several semiparametric estimators of ATE in section 3, and propose a multiply robust locally efficient estimator of the ATE in section 4. In section 5, the finite-sample performance of these estimators is evaluated through extensive simulation studies. We briefly discuss use of flexible machine learning-based estimation of nuisance parameters in section 6. In section 7, we apply the proposed methods to estimate the causal effect of 401(k) retirement programs on savings. We conclude in section 8 with a brief discussion.
Preliminaries
Suppose that we are interested in estimating the population average causal effect of a binary exposure A on outcome Y subject to confounding by unmeasured factors U . Suppose however that one has observed a large vector of covariates X, such that Z is a valid binary IV conditional on X known to satisfy the following assumptions (Didelez and Sheehan, 2007; Pearl, 2009) : (Neyman, 1923; Rubin, 1974) , for z, a ∈ {0, 1} let Y za denote the potential outcome that would be observed if the instrument and exposure Z and A were set to the levels z and a respectively. In addition, let Y a ≡ Y Za be the potential outcome that would be observed if A were set to a but Z were set to its observed value. The potential outcomes are related to the observed data via the consistency assumptions Y = Y za if Z = z and A = a, and Y a = Y if A = a. Assumptions 2 and 3 can also be stated in terms of potential outcomes as followed:
Furthermore, the assumption of no unmeasured confounding given (X, U ) can be stated as Y a ⊥ ⊥ A|X, U ∀a ∈ {0, 1}; see also figure 1 (a). It is well known that even when the IV assumptions 1-3 (or 1, 2 and 3 )
hold, the population ATE
is not uniquely idenitified from the observed data distribution (Balke and Pearl, 1997; Baiocchi et al., 2014) . Wang and Tchetgen Tchetgen (2018) recently established that Ψ is nonparametrically identified if, in addition to assumptions 1-3 and no unmeasured confounding given (X, U ), either of the following semiparametric structural equation models hold:
where {β a (·), α z (·)} and {β u (·) , α u (·)} are arbitrary functions of X and (X, U ), respectively. The outcome model in (2) implies the treatment effect homogeneity assumption that
where the first equality follows from the consistency assumption, exclusion restriction and the fact that (X, U ) are sufficient to control for the confounding effect of A on Y .
When only assumptions 1 and 2 are known to hold but exclusion restriction assumption 3 may not, Lewbel (2012) considered identification of ATE for the following semiparametric extension of (1):
where β z (X) encodes the direct effect of Z on Y , and the ATE equals β a which does not depend on X.
Tchetgen Tchetgen et al. (2019) extended the work of Lewbel to allow for certain nonlinear link functions in (3) (e.g. log link, additive hazards for censored data), while still preserving the same set of no interaction assumptions, although on a scale defined by the link function. In this paper, we consider the following generalization of the invalid IV model:
Assumption 4b.
where {β a (·), β z (·), α z (·)} are arbitrary functions of (X, U ). In particular, β a (X, U ) and β z (X, U ) encode the conditional treatment effect of A on Y and the direct effect of Z on Y respectively given (X, U ). Unlike model (3), these effects are allowed to vary with U and X. we make the no unmeasured confounding assumption that Assumption 4c.
which may also be read (via d-separation) from the single-world intervention graph (Richardson and Robins, 2013) in Figure 2 . Under the outcome model (4),
Therefore assumptions 4a and 4c encode the no-interaction assumption that
does not depend on the value of z. Note that because Z is binary, the exposure model (5) in assumption 4b
is unrestricted. The target parameter is the population ATE Ψ = E {β a (X, U )}. The result below gives
, and let f (Z|X) denote the probability mass function of Z given X. We consider the following conditions for identification of Ψ.
Assumption 5b.
Assumption 5c.
As a special case, it can be readily verified that assumption 5a is satisfied for the model considered by Lewbel (2012) where
may hold even if model (3) assumed by Lewbel does not. For example, suppose that
, and denote the vectors of functions
Note that Φ and T can be of different dimension. Let
and α z0 (X) is an arbitrary function. Let W denote the vector of linearly independent functions from the
.., K}, and consider β z (X, U ) =
Then the orthogonality conditions in assumption 5a
are satisfied even though model (3) does not hold. We consider identification of Ψ within the large class of data generating mechanism under assumption 5a.
The positivity assumption 5b ensures that there is overlap in the distribution of baseline covariates X among Z = 0 and Z = 1 units so that the treatment effect within each level of X can be identified. Assumption 5c requires that Z must influence the variance of A within each level of X, which is a strengthening of assumption 1 that π(z = 1, X) = π(z = 0, X) w.p.1. The idea of leveraging on heteroscedasticity restrictions to help estimation can be found in the original works of Wright (1928) , and has been used in prior works to obtain identification in linear models without exclusion restrictions (Rigobon, 2003; Klein and Vella, 2010; Lewbel, 2012) . We note that assumption 5c is empirically testable, and will typically hold other than at certain exceptional laws. For example, suppose π (1, X) = 1 − π (0, X) w.p.1, then assumption 5c does not hold even though Assumption 1 holds, because
We consider identification of Ψ at the intersection model A defined by assumptions 2, 4 and 5.
Theorem 1: Under model A, Ψ is nonparametrically identified by the functional
The form of the functional given in (11) highlights the importance of assumption 5c to ensure that the functional is well defined given that σ 2 (1, X)−σ 2 (0, X) appears in the denominator. Equation (11) provides a generalization of Lewbel (2012) and Tchetgen Tchetgen et al. (2019) which both rely on parametric restric-tions (3) (i.e. constant ATE given X and U ). No such restriction is needed in (11). If X is of sufficiently low dimension, say at most bivariate in case of continuous X or discrete with few levels, nonparametric estimation may be possible and would consist of estimating f (Z|X) and π(Z, X) nonparametrically and substituting these estimates in (11). In most practical settings, we anticipate that X will generally be of moderate to high dimension. For the remainder of the paper, we focus primarily on these more common settings and propose a suite of semiparametric estimators that rely on parametric assumptions on part but not all nuisance parameters involved in inferences about Ψ.
A single-world intervention graph for the invalid IV model, in which the covariates X are omitted for brevity. The potential outcome A z denotes the exposure that would be observed if the instrument Z is set to value z. By the consistency assumption, A = A z if Z = z.
Parametric and semiparametric estimation
Let O = (Y, A, Z, X) denote the observed data. The likelihood of a single realization O factorizes as P (Y, A|Z, X) × P (Z|X) × P (X). As will be shown below, in order to estimate Ψ, modeling assumptions are needed on some but not necessarily all of these factors. We proceed by first noting that under assumption 4, the conditional mean model E(Y |Z, X) is given by
where throughout we denote h * (X) ≡ E[h(U, X)|X] for an arbitrary square integrable function h(U, X).
Our inferential framework is motivated by the following characterizations of β * a (X), each of which relies directly on modeling a different set of nuisance parameters.
denotes the outcome regression model, and
A, β * a (X) can be alternatively characterized as satisfying each of the following equations, which involve separate components of the observed data likelihood.
Maximum likelihood estimation
Maximum likelihood estimation entails specifying parametric models f (Y |A, Z, X; ξ) and π(Z, X; θ) for the outcome conditional density and exposure mean respectively. Let (ξ mle ,θ mle ) denote the maximum likelihood estimators of (ψ, θ) that solve score equations
respectively, where P n denotes the empirical mean operator
Based on representation (12) given in Lemma 1, and a nonparametric model for the law of X estimated by its empirical distribution, the plug-in estimator (Casella and Berger, 2002) of Ψ iŝ
It is clear that consistency ofΨ mle relies in part on correct models for both f (Y |A, Z, X) and π(Z, X), which are typically unknown to the analyst. In the following we propose several semiparametric estimators that do not require both models to be fully specified. Let M np denote the nonparametric model in which the observed data law f (O) is unrestricted, and consider the following submodels of M np which posit models for separate components indexing f (O), while allowing the remaining components to be unrestricted:
M 1 : Models f (Z|X; ψ) and π(Z, X; θ) are correctly specified such that f (Z|X) = f (Z|X; ψ ‡ ) and π(Z, X) = π(Z, X; θ ‡ ) for some unknown finite-dimensional parameter vectors ψ ‡ and θ ‡ .
M 3 : Models π(Z, X; θ), β * a (X; γ) and ω(X; η) are correctly specified such that π(Z, X) = π(Z, X; θ ‡ ), β * a (X) = β * a (X; γ ‡ ) and ω(X) = ω(X; η ‡ ) for some unknown finite-dimensional parameter vectors θ ‡ , γ ‡ and η ‡ respectively.
Remark 1: We note that under submodel M 3 , ω(X) = cov {α u (X, U ), β u (X, U )|X}, which represents the conditional covariance between the terms encoding the magnitude of unmeasured confounding in the outcome and exposure models (4) and (5) respectively. Therefore, modeling ω(X) only involves modeling aspects of the conditional densities f (Y |A, U, Z, X), f (A|U, Z, X) and f (U |Z, X) = f (U |X), which implies restrictions only on f (Y |A, Z, X) and π(Z, X). It follows that models for ω(X) and f (Z|X) can be chosen variationally independently.
We propose semiparametric estimators for Ψ which are consistent and asymptotically normal (CAN) in each of the above models. Throughout the rest of the paper, let δ † denote the probability limit of the estimatorδ. The asymptotic variance formula of each estimator described in this section follows from standard M-estimation theory (Newey and McFadden, 1994; Van der Vaart, 2000; Tsiatis, 2007) , and a consistent estimator of the asymptotic covariance matrix can be constructed by replacing all expected values with empirical averages. Alternatively, bootstrapping methods may be used for variance estimation in practice.
IV-treatment laws based substitution estimator
Under an assumed parametric model f (Z|X; ψ) for the conditional IV law, letψ mle denote the maximum likelihood estimator of ψ that solves the score equation 
Lemma 2: Under standard regularity conditions, the estimatorΨ IV-trt is CAN in M 1 and
where
Remark 2: The conditional IV law f (Z|X) may be known at the design stage when, as in a randomized trial, the investigator controls treatment assignment conditional on the baseline covariates. In observational studies, a consistent first-stage estimator of f (Z|X) is required. For example, in Mendelian randomization studies, this involves positing a model for the allele frequencies of the genetic markers conditional on discrete baseline covariates to handle population stratification (Lawlor et al., 2008) . Modeling nuisance components such as f (Z|X) and the propensity score π(Z, X) (Rosenbaum and Rubin, 1983 ) is considered to be part of a more objective design in the sense that it can be performed before the analysis stage involving the outcome data, and therefore mitigates potential for "data-dredging" exercises that comes with a fully specified outcome model (Rubin, 2007) .
IV-outcome laws based substitution estimator
The estimatorΨ IV-trt requires consistent first-stage estimation of π(Z, X). Consider the following estimator based on equation (13) which instead posits M 2 . Letγ IV-out be the solution to the estimating equation
where ζ = (ζ z , ζ u ) and for fixed γ,ζ(γ) solve the estimating equation
where g(X) and k(X) are vector functions of the same dimensions as ζ z and ζ u respectively.
Lemma 3: Under standard regularity conditions, the estimator
is CAN in M 2 , and
and the term Γ(ψ † , ζ † , γ † ) is provided in the appendix.
Regression-based estimator
In the following we propose an estimator of Ψ based on equation (14) which, unlike estimatorsΨ IV-trt and Ψ IV-out , do not require a model for the IV conditional law f (Z|X) but instead posits a parametric model for ω(X). Let the estimatorγ reg be the solution to the estimating equation
and for fixed γ,η(γ) solve the estimating equation
where m(X) is a vector function of the same dimension as η. For example, we can specify ω(X; η) = Φ T (X)η, where Φ(X) = {1, φ 1 (X), ..., φ q (X)} T is a vector of known functions of X, and choose m(X) =
Φ(X) in (24).
Lemma 4: Under standard regularity conditions, the estimator
is CAN in M 3 , and
and the term Γ(θ † , ζ † , γ † ) is provided in the appendix.
Because correctly specified models for f (Y |A, Z, X) and π(Z, X) imply that the congenial model for ω(X) is also correctly specified by Remark 1, we note that the class of data generating mechanisms in which Ψ mle is CAN is strictly a submodel of M 3 . Furthermore, various working models are used in the semiparametric estimatorsΨ IV-trt ,Ψ IV-out andΨ reg which are CAN in the models M 1 , M 2 and M 3 respectively.
Because in practice, one cannot be confident that any one of these models is correctly specified, in the next section we propose multiply robust estimators of Ψ that are CAN if one, but not necessarily more than one, of the models M 1 , M 2 and M 3 is correct.
Multiply robust estimation
To motivate the multiply robust estimator, we consider efficient estimation of Ψ under M np for the observed data law f (O) (Bickel et al., 1993) .
Theorem 2: The efficient influence function for Ψ in M np is given by Wang and Tchetgen Tchetgen (2018) , in the following we propose to use the efficient influence function µ eff as an estimating equation for Ψ upon substituting working models for corresponding unknown nuisance parameters. As we show next, the resulting estimator for Ψ is multiply robust in the sense that it is CAN in the union model M union = ∪ 3 i=1 M i . Letγ mul be the solution to the estimating equation
andζ(γ),η(γ) solve (21) and (24), respectively.
Lemma 5: Under standard regularity conditions, the estimator
is CAN in M union . Moreover,Ψ multiply attains the semiparametric efficiency bound in M np (and, following the general results of Robins and Rotnitzky (2001) , also in M union ) at the intersection submodel
where all working models are correctly specified.
Simulation study
In this section, we investigate the finite-sample properties of the estimators proposed above and compare them with existing estimators under a variety of settings. Baseline covariates X = (X 1 , X 2 , X 3 ) T are generated from independent standard uniform distributions; (Y, A, Z, U ) is generated as followed: and 1 = (1, 1, 1) T . It is straightforward to verify that the above data generating mechanism satisfies assumptions 2, 4 and 5, and that the corresponding true observed data models are π(Z, X;
T where η is a triangular 4 × 4 matrix of parameters. We are interested in estimating the ATE Ψ = E{γ T 0 (1, X T ) T } = 2.75, with the following six semiparametric estimators:
IV-trt: The IV-treatment laws based substitution estimator by evaluating the empirical mean in (19).
IV-out:
The IV-outcome laws based substitution estimator obtained by solving equations (20) and (21) with
reg: The regression-based estimator obtained by solving equations (23) and (24) with h(X) = m(X) =
(1, X T ) T .
mul:
The multiply robust estimator obtained by solving equation (26) with h(X) = (1, X T ) T .
tsiv: The two-stage IV estimator P n {β * a (X;γ)}, whereγ is the least squares estimate based on the out-
estimate of the exposure model parameter. This method assumes ζ z0 = 0.
We also evaluate the performance of the proposed estimators in situations where some models may be misspecified. Similar to Kang et al. (2007) , consider the transformed variables
, with the error terms generated as ( 1 , 2 , 3 ) T ∼ N (0, I 3 ). Then a particular component model is mis-specified when the analyst uses the covariates X † instead of X in the working model. Specifically, we report results from the following four scenarios:
M 0 : All models are correct;
M 1 : models f (Z|X; ψ) and π(Z, X; θ) are correct, but X † is used in the models β * a (X; γ), β * z (X; ζ z ), β * u (X; ζ u ) and ω(X; η);
M 2 : models f (Z|X; ψ), β * a (X; γ), β * z (X; ζ z ) and β * u (X; ζ u ) are correct, but X † is used in the models π(Z, X; θ) and ω(X; η);
M 3 : models π(Z, X; θ), β * a (X; γ) and ω(X; η) are correct, but X † is used in the models f (Z|X; ψ), β * z (X; ζ z ) and β * u (X; ζ u );
All simulation results are based on 1000 Monte Carlo runs of n = 5000 units each; we use the R package nleqslv (Hasselman and Hasselman, 2018) to solve the estimating equations. Table 1 summarizes simulation results. Figure 3 shows boxplots of differences between estimates of Ψ and its true value; realizations of 6 Flexible machine-learning-based nuisance estimation
By standard Taylor series arguments,Ψ multiply has the expansion
Heuristically, the ∆ terms encode sensitivity ofΨ multiply with respect to nuisance parameter estimation. Let Ω = (ψ, θ, ζ, η, γ) denote the set of nuisance parameters. The multiple robustness property ofΨ multiply follows from the fact that P n {U mul (Ω † )} = Ψ if one (but not necessarily more than one) of the following is true:
At the intersection submodel {∩ 3 i=1 M i } where all working nuisance models are correctly specified, the ∆ terms are all o p (1) since their population versions equal to zero (see proof of Lemma 5), a property known as Neyman orthogonality (Neyman, 1959 (Neyman, , 1979 Belloni et al., 2017; Chernozhukov et al., 2018) . As Ω is estimated at parametric rate, e.g.
and the conclusions of Lemma 5 follow.
With high-dimensional X, various flexible and data-adaptive statistical or machine learning (ML) methods may be adopted to estimate Ω, including random forests, lasso or post-lasso, neural nets or ensembles of these methods. The L 2 rate of convergence of the resulting estimatorΩ ml will typically be O p (n −r ) with r < 1/2. Recent work by Chernozhukov et al. (2018) show that under rate conditions forΩ ml , the estimator P n {U mul (Ω ml )} can still be n −1/2 consistent for Ψ even when the complexity of Ω is no longer limited by classical settings (e.g. Donsker classes), by exploiting Neyman orthogonality under high-dimensional settings which translates to reduced sensitivity under local variation in the nuisance parameter. The impact of regularization bias and overfitting in estimation of Ω is further mitigated via cross-fitting. In the following we present a construction of the resulting cross-fitted debiased ML (DML) estimator (Chernozhukov et al., 2018 )Ψ dml of Ψ based on the form of the efficient influence function given in Theorem 2.
Let (I k ) K k=1 be a K-fold random partition of of the observation indices [n] = {1, 2, ..., n} such that the size of each fold is m = n/K. For each k ∈ {1, 2, ..., K}, construct an ML estimatorΩ ml,k = Ω ml ((O i ) i∈I c k ) based on only the subset of data indexed by I c k ≡ [n]\I k , and construct the estimator Ψ dml,k = P n,k {U mul (O;Ω ml,k )} where P n,k denotes the empirical mean operator over the subset of data
We note that in low-dimensional settings, Lemma 5 shows thatΨ multiply is CAN even when some of the nuisance models is mis-specified, e.g. f (Z|X; ψ † ) = f (Z|X) w.p.1. by invoking the usual n −1/2 asymptotic expansion forψ mle −ψ † (White, 1982) . Such influence function-based expansion is not applicable when nuisance parameters are estimated via ML methods, so that in generalΨ dml requires consistency of ML estimators of all nuisance models in order to obtain valid confidence intervals. In recent work Tan (2019), Dukes and Vansteelandt (2019) and Smucler et al. (2019) employ regularized estimation with a LASSO typepenalty (Tibshirani, 1996) to fit outcome and propensity score models under unconfoundedness conditions.
They show that by carefully choosing the loss functions for regularized estimation the resulting Wald-type confidence interval for the treatment effect estimator is valid if either the propensity score or the outcome treatment model is correctly specified (but not necessarily both are correct). It will be interesting to derive similar estimators of Ψ, which we leave as future work.
Application
The causal relationship between 401(k) retirement programs and savings has been a subject of considerable interest in economics (Poterba et al., 1995 (Poterba et al., , 1996 Abadie, 2003; Benjamin, 2003; Chernozhukov and Hansen, 2004; Liu et al., 2015) . The main concern with causal inference based on observational data is that program participation is not randomly assigned, but rather are self-selected by individuals. Hence, potential unmeasured confounders such as individual preferences may affect both program participation and savings;
estimates of the effects of tax-deferred retirement programs may be biased upwards, even after controlling for observed covariates (Abadie, 2003) . In this section, we illustrate the proposed methods by reanalyzing the data from the Survey of Income and Program Participation (SIPP) of 1991 used in Poterba et al. (1996) and Abadie (2003) to estimate the causal effects of 401(k) retirement programs on savings. The SIPP data consist of 9275 observational units comprising of household reference persons aged 25 to 64 and spouse if present. The sample is restricted to families with at least one member employed and where no member has income from self-employment. Further details on the study restriction criteria can be found in Poterba et al. (1996) . Following Poterba et al. (1996) and Abadie (2003) , the treatment variable A is a binary indicator of participation in a 401(k) plan and Z is a binary indicator of 401(k) eligibility. In this dataset, 3637 (39.2%)
are eligible for 401(k) programs, and 2562 (27.6%) participated.
The outcome of interest Y is net financial assets in 1991 (US dollars), and we adjust for the vector of covariates X which includes an intercept and the continuous variables family income, age, family size as well as a binary indicator for marital status. All variables in X are thought to be associated with unobserved preferences for savings. In this analysis, we specify the logit model logit Pr(Z = 1|X; ψ) = Ψ + ψ 1 income + ψ 2 age + ψ 3 size + ψ 4 married + ψ 5 income 2 + ψ 6 age 2 + ψ 7 size 2 , which consists of the main effect and quadratic terms in the linear predictor function. For the exposure, outcome and regression model estimators, we specify logit Pr(A = 1|Z, X; θ) = θ 0 + θ 1 income + θ 2 age + θ 3 size + θ 4 married + θ 5 eligibility + θ 6 income 2 +θ 7 age 2 + θ 8 size 2 + θ 9 eligibility × income + θ 10 eligibility × age + θ 11 eligibility × size +θ 12 eligibility × married;
respectively. In addition, we specify β * a (X; γ) = γ 0 , so that the ATE of 401(k) program participation on savings is parameterized by γ 0 .
In addition to the proposed estimators and tsiv, we also include the ordinary least squares estimator (ols) which only accounts for observed confounders by regressing Y on A, X, Z as well as quadratic and interaction terms involving X and Z. Table 2 summarizes our results, wherein the confidence intervals are obtained by quantile-based non-parametric bootrap with 1000 boostrap samples. We empirically verify assumption 5c through a histogram of the fitted inverse weights {σ 2 (1, X;θ) − σ 2 (0, X;θ)}, as shown in Figure 4 . The tsiv and mul point estimates are substantially smaller than that of ols, which suggests that unmeasured confounding generates an upward-biased estimate of the effect of 401(k) participation on savings. This observation is consistent with previous findings (Poterba et al., 1995 (Poterba et al., , 1996 . The point estimate of ζ z is 289.57, which suggests that there is a positive effect of 401(k) eligibility on savings not through 401(k) participation. Accounting for this source of direct effect, which is embedded within the tsiv effect estimate, leads to the lower mul point estimate, although the latter result is not significant at 5% level.
The proposed estimators are generally less efficient than tsiv, which is consistent with the findings from the simulation study. The mul and IV-trt estimates are similar, which suggests that the models for π(Z, X) and f (Z|X) may be specified nearly correctly (Robins and Rotnitzky, 2001) ; Tchetgen Tchetgen and Robins (2010) describe a formal specification test to detect which of the nuisance models is correct under the union model.
Discussion
Although IV methods have been widely used to identify causal effects in the presence of unmeasured confounding, the exclusion restriction assumption is not always entirely credible as it requires complete a priori knowledge about the causal mechanism by which the IV influences the outcome. In this paper, we describe (−13.08, 20.88) identification of the ATE when the potential IV is invalid due to violation of the exclusion restriction assumption, while clearly separating the assumptions for identification from assumptions for estimation. We propose semiparametric estimators in multiple observed data models targeting the ATE, and introduce a multiply robust locally efficient estimator, which can be used when nonparametric estimation is not possible, that is consistent in the union of these models. Furthermore, whereas existing methods are technically only consistent either as the number of candidate IVs goes to infinity (Bowden et al., 2015) , or as a majority or a plurality of IVs are valid (Kang et al., 2016; Windmeijer et al., 2018) , the proposed estimators can be consistent even with a single invalid IV.
There are several improvements and extensions for future work. Multivariate Z can be incorporated by adopting a standard generalized method of moments approach, and the proposed estimators can be improved in terms of efficiency (Tan, 2006 (Tan, , 2010c and bias (Vermeulen and Vansteelandt, 2015) . We note that the proposed estimators involve inverse weights based on both f (Z|X) and heteroskedasticity of the exposure variable, which clearly rely on assumption 5 for good finite sample performance. In settings where positivity assumption is practically violated or σ 2 (Z, X) is only weakly dependent on Z, the stability of the proposed estimators can potentially be improved in terms of finite sample behavior using methodology well studied in literature for inverse probability weighting (Robins et al., 2007; Cao et al., 2009; Tan, 2010a) . In this paper, we focused on the case of binary A and Z. With continuous A and Z, we can consider the model E(Y |A, Z, X, U ) = β a (X, A) + β z (X, Z, U ) + β u (X, U ) where β a (X, 0) = β z (X, 0, U ) = 0. In order to identify β a (X, A) we may assume that β a (X, A) = β a (X, A; γ 0 ) where γ 0 is an unknown finite-dimensional parameter vector and β a (X, A; γ) is a known function satisfying Proof of (14): 
C Proof of Lemma 2
Assume that the regularity conditions of Theorem 1A in Robins et al. (1992) hold for U sub (ψ, θ). Under standard theory for likelihood based inference, − E ∂U IV-trt (ψ, θ) ∂θ
Under model M 1 , E{H(ψ † )} = E{G(θ † )} = 0, f (Z|X; ψ † ) = f (Z|X) and π(Z, X; θ † ) = π(Z, X).
By the identification result in Theorem 1, E{U IV-trt (ψ † , θ † ) − Ψ} = 0. The asymptotic distribution of √ n Ψ IV-trt − Ψ follows from the previous Taylor expansion by Slutsky's Theorem and the Central Limit Theorem.
D Proof of Lemma 3
Under standard regularity conditions, it follows by Taylor series argument that Under standard theory for likelihood based inference, E{H(ψ † )} = 0 and f (Z|X; ψ † ) = f (Z|X) in M 2 .
In addition, if β * a (X; γ † ) = β * a (X), β * z (X; ζ † z ) = β * z (X) and β * u (X; ζ † u ) = β * u (X), then E{Z(ζ † , γ † )} = E{E[Z(ζ † , γ † )|X, Z]} = 0, and E{Γ IV-out (ψ † , ζ † , γ † )} = E h(X)(−1) 1−Z cov(α u , β u |Z, X) f (Z|X) = E h(X)(−1) 1−Z cov(α u , β u |X) f (Z|X) = 0.
By definition E{β * a (X)} − Ψ = 0. The asymptotic distribution of √ n Ψ IV-out − Ψ follows from the previous Taylor expansions by Slutsky's Theorem and the Central Limit Theorem, where
E Proof of Lemma 4
Under standard regularity conditions as in the proof for Lemma 2, it follows by Taylor series argument that 
