Latest update (2019/7)
The following functions are newly implemented in the spmoran version July 2019.
Memory-free spatial regression models for very large samples are implemented in the besf and besf_vc functions.
The resf and resf_vc functions are not available for very large samples (e.g., millions of samples) because of their memory limit. To overcome this limitation, the besf and besf_vc functions apply a block-wise parallel computation.
The figure below evaluates the computational time for a spatially varying coefficients (SVC) modeling using the besf_vc function. A Mac Pro (3.5 GHz, 12-Core Intel Xeon E5 processor with 64 GB memory). R version 3.6.1 (https://cran.r-project.org/) is used here. The besf_vc function took only 8.0 minutes to estimate the 7 multiscale SVCs from 1 million of samples. I also confirmed that besf_vc took 70.3 minutes to estimate the same model from 10 million samples (not shown in the figure). besf and besf_vc are suitable for big data analysis. This result shows that the besf_vc function is the fastest (see Murakami and Griffith, 2019) .
Group effects are implemented in the resf and resf_vc functions Single or multiple group effects are implemented in the resf and resf_vc functions (see Murakami and Griffith, 2019 ).
An argument allsvc is added in the resf_vc function for spatially varying coefficients (SVC) modeling without the penalty-based SVC selection (just like the usual geographically weighted regression modeling).
Although SVCs were automatically selected in the resf_vc function in the previous version to stabilize the estimates, such a selection is a bit uncommon in SVC studies. So, I have added an argument "allsvc" to assume SVCs for all the explanatory variables (without the SVC selection).
For all the functions, the Moran's I values are calculated for the estimated spatial process including the SVCs.
In the previous version, shrink_sf_SE, which is the standard error of the estimated spatial dependent component and shrink_sf_alpha, which is a scale parameter for the component, are returned from each function. But, the latter is difficult to interpret. So, it was replaced with the Moran I value that is scaled to take a value between 0 (no spatial dependence) and 1 (the maximum possible spatial dependence). Based on Griffith (2003) , the scaled Moran'I value is interpretable as follows: spcomp_Moran.I/max(Moran.I) is the scaled Moran I value. The Moran I value is calculated in the same way esf, resf, resf_qr, besf, and besf_vc functions. Note that because an analytic solution for (RE-)ESF is used for the evaluation, it is computationally really efficient.
Note: the manual below is about old version (although most parts hold for the new version too).
Introduction
Eigenvector spatial filtering (ESF; e.g., Griffith, 2003) , which is also known as Moran's eigenvector mapping (MEM; e.g., Dray et al., 2006) , is a regression approach to estimate and infer regression coefficients in the presence of spatial dependence.
Recently, ESF is extended to a random effects ESF (RE-ESF; Murakami and Griffith, 2015) , which approximates a Gaussian process. RE-ESF estimates regression coefficients and their standard errors computationally efficiently. This approach is extended to spatially varying coefficient modeling 2018) and a spatial unconditional quantile regression modeling . The package "spmoran" provides R functions to implement these approaches computationally efficiently.
This packages also provide functions to estimate low rank spatial econometric models (Murakami et al., 2018) , which is a variant of the RE-ESF model. The modeling approach is faster and more stable for noisy data than classical spatial econometric models.
This tutorial describes how to implement above-mentioned approaches through a land price analysis focusing on flood hazard. The target area is Ibaraki prefecture, Japan. Explained variables are logged land prices in 2015 (JPY/m 2 ; sample size: 647; Figure 1 ). Explanatory variables are as listed in Table 1 . All these variables are downloaded from the National Land Numerical Information download service (http://nlftp.mlit.go.jp/ksj-e/index.html).
The following is a data image, in which "px" and "py" are spatial coordinates:
> data <-read.csv( "data.csv" ) Griffith, 2003; Tiefelsdorf and Griffith, 2007) . Eigenvectors corresponding to large positive eigenvalue describe map patterns with greater positive spatial dependence (i.e. greater positive MC), whereas eigenvectors corresponding to negative eigenvalue describe map patterns with negative spatial dependence. As positive spatial dependence is dominant in most real-world cases, only eigenvectors corresponding to positive eigenvalues are considered in many of applied studies.
The function meigen extracts eigenvectors corresponding to positive eigenvalue (i.e. λ l > 0,
where λ l is the l-th eigenvalue) 1 . The command is as follows:
> coords <-data[ ,c( "px", "py" ) ] > meig <-meigen( coords = coords )
Calculated eigenvectors and eigenvalues are displayed by commanding meig$sf and meig$ev, respectively. By default, C is given by the matrix whose (i, j)-th element equals exp(-d i,j /r), where d i,j is the Euclidean distance between sites i and j, and r is the longest distance in the minimum spanning tree covering the sample sites (Dray et al., 2006; Murakami and Griffith, 2015) . The other available options for the distance-decay kernel are the Gaussian kernel (model = "gau") and the spherical kernel (model = "gau").
The distance-based C may be replaced with other types of spatial connectivity matrix. In this case, user must construct the matrix a priori. For example, the following command employs the 4-nearest-neighbor-based C: If the spatial connectivity matrix is not symmetric like the 4-nearest neighbor-based C, meigen symmetrizes it by taking{C + t(C)}/2. In cases with binary connectivity-based C (e.g.
proximity-based C; k-nearest-neighbor-based C), λ l /λ 1 > 0.25 is a standard threshold when C is a binary matrix 2 . The thresholding is implemented by the following command:
> meigB <-meigen( cmat = cmat, threshold = 0.25 )
The eigen-decomposition can be very slow for large samples. For fast computation, the function meigen_f approximates the eigenvectors by a Nystrom extension-based approach of Murakami and Griffith (2018a) 
2.2.ESF model
The linear ESF model is formulated as follows:
where E is a matrix whose l-th column is the l-th eigenvector, e l , and γ is a vector of coefficients.
The term Eγ eliminates residual spatial dependence to estimate and infer regression coefficients appropriately while avoiding the Type I error. This model is identical to the standard linear regression model.
The ESF model is estimated using the following steps: (i) eigenvectors whose eigenvalue exceeds a threshold are extracted from MCM; (ii) stepwise eigenvector selection is performed; (iii) the ESF model with the selected eigenvectors is estimated by ordinary least squares.
The following command estimates the linear ESF model:
> y <-data[ ,"ln_price" ] # Explained variables > x <-data[ ,c( "station", "tokyo", "city", "flood " ) ] # Explanatory variables > meig <-meigB #Moran's eigenvectors (knn-based C)
> e_res <-esf( y = y, x = x, meig = meig, vif = 10, fn = "r2" ) Here, to cope with possible multicollinearity, eigenvectors are selected so that the variance inflation factor (VIF), which is an indicator of multicollinearity, does not exceed 10. It is implemented by setting vif = 10 whereas VIF is not considered by default. The eigenvector selection is performed by the adjusted R 2 maximization (fn = "r2"; default), Akaike information criterion (AIC) minimization (fn = "aic"), or Bayesian Information criterion (BIC) minimization (fn = "bic"). Alternatively, all eigenvectors can be included by setting fn = "all".
When fn = "r2", the coefficient estimates yield: While we assumed ESF with a topology-based C for following many of studies in regional science, ESF with distance-based C is popular in ecology; it is implemented as follows:
> meig <-meigen( coords=coords ) #Moran's eigenvectors (distance-based C)
> e_res <-esf( y=y, x=x, meig=meig, fn = "r2" )
The distance-based ESF is often referred to as MEM or a principal coordinate neighborhood matrix (PCNM) (see Legendre and Legendre, 2012) .
A major disadvantage of ESF is the computational cost. To cope with this problem, Murakami and Griffith (2018a) develops a fast approximation. It is implemented by the following command:
> meig_f <-meigen_f( coords = coords ) > e_res <-esf( y = y, x = x, meig = meig_f, fn = "all" )
Here, all the eigenvectors in meig_f are included without selecting them by setting fn = "all". It is acceptable for medium to large samples (see Murakami and Griffith, 2018a ).
2.3.RE-ESF model
The RE-ESF model is formulated as follows:
Unlike ESF, γ is given by a vector of random coefficients: γ ~ N(0, σ γ 2 Λ(α)). Λ(α) is a diagonal matrix whose elements are the eigenvalues, which are multiplied by α. σ γ 2 and α represent the variance and the scale of the spatially dependent component; large α implies large-scale map patterns while small α implies small-scale map patterns. These parameters act as shrinkage parameters controlling variance inflation. The RE-ESF model is a low rank approximation of the Gaussian process model, which is popular in geostatistics.
The RE-ESF model is estimated by the following steps: (i) L (< N) eigenvectors are extracted from MCM; (ii) the parameters are estimated by the Type II maximum likelihood (ML) method or the restricted maximum likelihood (REML) method. Default is REML.
The REML estimation is implemented by the following command:
> meig <-meigen( coords = coords ) #Moran's eigenvectors (distance-based C) > r_res <-resf( y = y, x = x, meig = meig, method = "reml" ) ML is implemented by replacing method = "reml" with method = "ml". showed that a Moran-eigenvector -based SVC (M-SVC) modeling approach outperforms the geographically weighted regression (GWR) approach that is a standard SVC modeling approach, in terms of coefficient estimation accuracy and computational time.
The SVC model is formulated as follows:
where β k is a vector of the SVCs on the kth explanatory variables, x k . β k consists of the constant component, β k,0 1, and the spatially varying component, Eγ k . The latter is modeled by Moran's eigenvectors, E, and their random coefficients, γ k ~ N(0, σ γ,k 2 Λ(α k )). Λ(α k ) is a diagonal matrix whose elements are the eigenvalues, which are multiplied by α k . σ γ,k 2 denotes the variance of the spatially dependent component, Eγ k , whereas α k denotes the scale; large/small α k implies large/small-scale map patterns. An interesting point is that, unlike GWR that assumes a uniform scale for each SVC, the M-SVC approach estimates the scale of each SVC using α k . Furthermore, the M-SVC approach enables us selecting SVCs to stabilize the estimates. 5 The following relationship holds: To stabilize the estimates, the resf_vc function selects SVCs by a Bayesian information criterion (BIC) minimization by default ( penalty = "bic" ). The selection can be replaced with an Akaike information criterion (AIC) minimization-based selection by specifying penalty = "aic".
The constant coefficient estimates for px and py are returned by the following command: The result suggests that the spatially varying intercept and SVCs on city are positively significant across the target area. station is negatively significant in many sample sites, and flood is statistically insignificant in most sample sites. Suppose y and x k represent land price and accessibility, respectively. UQR estimates the influence of accessibility on land price in each price range. This interpretation does not hold for CQR, because it estimates the influence of accessibility on land prices given explanatory variables.
For example, upper conditional quantiles denote land plots, which are overpriced (i.e. priced higher than they ought to be given their characteristics). This of course does not mean at all that this would be the most expensive land. Thus, CQR has difficulty in its interpretation in some cases including hedonic land price modeling.
In this context, developed the spatial filter UQR (SF-UQR).
The SF-UQR model is formulated as follows:
where r τ is a vector whose i-th element equals the re-centered influence function (RIF) for the i-th explained variable, y i . The SF-UQR is a UQR considering spatial dependence.
The spmoran package provides the resf_qr function to estimate the SF-UQR model. The The numbers 1 to 5 specify which regression coefficients are plotted (1: intercept). The resulting plots are as follows: 
Spatial interpolation
Despite ESF (or MEMs) is well-known as an explanatory tool in ecology, it is less clear how to apply it for (out-of-sample) spatial prediction, which is a representative objective of explanatory spatial data analysis. To overcome this limitation, this package provides functions for ESF/RE-ESF-based spatial interpolation minimizing the expected error (just like kriging). The
Nystrom extension, which is an eigen-approximation technique is used for the expected error minimization.
Note that RE-ESF can be viewed as a low rank approximation of the Gaussian process (GP) model whose spatial prediction is well-known as kriging (see, Murakami and Griffith, 2015) .
ESF is also a special case. In other words, because the ESF and RE-ESF models are approximations, their spatial predictions might be less accurate relative to kriging. Instead, they are available for large samples as I will explain in section 6.
In this tutorial, the land price data is randomly divided into two, and one is considered as observations (dd) and another is considered as data at unobserved sites (d0 
Low rank spatial econometric models
In Section 2, we have explained a RE-ESF with distance-based C to approximate a Gaussian process (i.e., a geostatistical model), this approach explains low rank spatial econometric models, which are based on another RE-ESF with topology-based spatial connectivity matrix (see Murakami et al., 2018) .
Section 3.1 explains how to specify the spatial connectivity, and Section 3.2 and 3.3 explains low rank spatial lag model (LSLM) and low rank spatial error model (LSEM), respectively.
Spatial weight matrix and their eigenvectors
Eigenvectors and eigenvalues of a spatial connectivity matrix, which is called spatial weight matrix or W matrix in spatial econometrics, are extracted using the weigen function.
If a shape polygon object is provided, this function returns eigenpairs of a rook For a binary connectivity-based W (i.e. weig1 to weig4), λ l /λ 1 > 0.25 is a standard threshold for the eigenvector selection; this criterion attempts to consider roughly 95% of the variations attributable to positive spatial dependence (Griffith and Chun, 2014) . This thresholding is implemented by default. This threshold value can be changed. For example, λ l /λ 1 > 0.00 is implemented as follows:
weig6 <-weigen( cmat = cmat, threshold = 0 )
Outputs from the weigen function is used to estimate low rank spatial econometric models.
Low rank spatial lag model
The low rank spatial lag model (LSLM) approximates the following model: 
Low rank spatial error model
The low rank spatial error model (LSEM) approximates the following model: In the current version, the M-SVC model is also estimated computationally efficiently in the resf_vc function (see Murakami and Griffith, 2018b) . The SVC modeling requires an inversion of a (K const + K + LK) × (K const + K + LK) matrix. K const and K are the number of explanatory variables in xconst and x, respectively. L is the number of eigen-pairs that is below enum = 200 by default. To avoid slow computation, resf_vc constraints (K const + K + LK) to not to exceed sizelimit whose default value is 2,000 (in this case, an inversion of a 2,000 × 2,000 matrix is the possible heaviest computation in the estimation step). Note that sizelimit is effective only when (K const + K + LK) > sizelimit; roughly speaking, it occurs when the number of SVCs is more than 10.
The following code is an example of the fast SVC model estimation:
> meig <-meigen_f( coords = coords ) # fast approximation > rv_res <-resf_vc( y = y, x = xv, xconst = xconst, meig = meig )
The SF-UQR model requires a bootstrapping to estimate confidential intervals for the coefficients. However, computational cost for the iteration does not dependent on sample size, but only on the number of eigenvectors in meig (see, . That is, the SF-UQR is applicable to large data if only meig is defined just as mentioned above.
The same holds for the LSLM and LSEM models.
Updates in near future
Spatial panel modeling with/without spatially varying coefficients is planned to be implemented in the next update. Low rank spatial Durbin model will also be implemented in that update.
