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A PATTERN SEQUENCE APPROACH TO STERN’S
SEQUENCE
MICHAEL COONS AND JEFFREY SHALLIT
Abstract. Let w ∈ 1{0, 1}∗ and let aw(n) be the number of
occurrences of the word w in the binary expansion of n. Let
{s(n)}n>0 denote the Stern sequence, defined by s(0) = 0, s(1) =
1, and for n > 1
s(2n) = s(n), and s(2n+ 1) = s(n) + s(n+ 1).
In this note, we show that
s(n) = a1(n) +
∑
w∈1{0,1}∗
s([w]2)aw1(n)
where w denotes the complement of w (obtained by sending 0 7→ 1
and 1 7→ 0) and [w]2 denotes the integer specified by the word
w ∈ {0, 1}∗ interpreted in base 2.
1. Introduction
For w ∈ 1{0, 1}∗ let aw(n) denote the number of (possibly overlap-
ping) occurrences of the word w in the binary expansion of n.
For w ∈ {0, 1}∗ let
• w denote the complement of the word w obtained by sending
0 7→ 1 and 1 7→ 0, and
• [w]2 denote the integer specified by the word w interpreted in
base 2.
Morton and Mourant [7] proved that every sequence of real numbers
{S(n)}n>0 with S(0) = 0 has a unique pattern sequence expansion
S(n) =
∑
w∈1{0,1}∗
Sˆ([w]2)aw(n)
where Sˆ : N → R; here we have used the definition N := {1, 2, 3, . . .}.
See also [1, 2] and [3, Thm. 3.3.4].
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The Stern sequence (also called Stern’s diatomic sequence; sequence
A002487 in Sloane’s Encyclopedia) is defined by the recurrence relations
s(0) = 0, s(1) = 1, and, for n > 1, by
s(2n) = s(n), and s(2n+ 1) = s(n) + s(n+ 1).
This famous sequence has many interesting properties; for example, see
the recent survey of Northshield [8].
Applying Morton and Mourant’s theorem to the Stern sequence, we
obtain
s(n) = a1(n)+a101(n)+2a1001(n)+a1011(n)+a1101(n)+3a10001(n)+ · · ·
In this note, we give the closed form for this expansion, as follows:
Theorem 1.1. For all n > 0, we have
s(n) = a1(n) +
∑
w∈1{0,1}∗
s([w]2)aw1(n).
Note that if w ∈ 1{0, 1}∗, then [w]2 < [w]2, so that our theorem
could also serve as an alternate definition of s(n).
Our result can be contrasted with an unpublished result of Calkin
and Wilf [5, Thm. 5], which was recently rediscovered by Bacher [4,
Prop. 1.1] (see also Finch [6, p. 148]):
Proposition 1.2 (Calkin and Wilf). The nth Stern value s(n) is equal
to the number of subsequences of the form 1, 101, 10101, . . . = {1(01)∗}
in the binary expansion of n.
Here by “subsequence” we mean a not-necessarily-contiguous subse-
quence.
2. Needed lemmas
We will need the following two lemmas, the first of which is quite
classical and follows directly from the work of Stern [10] (and is easily
proven using induction on k).
Lemma 2.1 (Stern). Let k and n be nonnegative integers. If n 6 2k
then
s(2k + n) = s(2k − n) + s(n).
Lemma 2.2. Let n > 1 and write n =
∑k
ℓ=0 2
iℓ where 0 6 i0 < · · · <
ik. Then
s(n+ 1) = 1 +
k∑
m=0
s
(
2im+1 −
m∑
ℓ=0
2iℓ − 1
)
.
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Proof. Let n > 1 and write n =
∑k
ℓ=0 2
iℓ where 0 6 i0 < · · · < ik. Note
that
k∑
m=0
s
(
2im+1 −
m∑
ℓ=0
2iℓ − 1
)
=
k∑
m=0
s
(
2im −
m−1∑
ℓ=0
2iℓ − 1
)
,
where we use the ordinary convention that the empty sum equals 0.
Since
m−1∑
ℓ=0
2iℓ + 1 6 2im,
we can apply Lemma 2.1 to give
k∑
m=0
s
(
2im −
m−1∑
ℓ=0
2iℓ − 1
)
=
k∑
m=0
(
s
(
2im +
m−1∑
ℓ=0
2iℓ + 1
)
− s
(
m−1∑
ℓ=0
2iℓ + 1
))
=
k∑
m=0
(
s
(
m∑
ℓ=0
2iℓ + 1
)
− s
(
m−1∑
ℓ=0
2iℓ + 1
))
= s
(
k∑
ℓ=0
2iℓ + 1
)
− s(1)
= s(n + 1)− 1.
A minor rearrangement gives the desired result. 
3. Proof of the theorem
Let k ∈ N and let (k)2 denote the unique word w ∈ 1{0, 1}
∗ for
which [w]2 = k; that is, (k)2 is the canonical base-2 representation of
the integer k. We say that w ∈ {0, 1}∗ is a suffix of (k)2 if there exists
v ∈ {0, 1}∗ (possibly empty) such that vw = (k)2. As usual, let |w|
denote the length of the word w ∈ {0, 1}∗.
Proof of Theorem 1.1. Define the sequence {f(n)}n>0 by
f(n) := a1(n) +
∑
w∈1{0,1}∗
s([w]2)aw1(n).
Thus to prove the theorem, it is enough to show that f(n) = s(n) for
all n. Our proof is by induction on n.
For n = 0, the sum over w ∈ 1{0, 1}∗ is 0, and so we have immedi-
ately that
f(0) = a1(0) = 0 = s(0).
For n = 1, again we have that the sum over w ∈ 1{0, 1}∗ is 0, and so
f(1) = a1(1) = 1 = s(1).
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For the induction step, we will need to obtain some recursions for
f(n). For even integers, we have a1(2n) = a1(n) since (2n)2 = (n)20.
For this same reason, those w ∈ 1{0, 1}∗ with aw1(2n) 6= 0 are precisely
those for which aw1(n) 6= 0, and so aw1(2n) = aw1(n). Thus∑
w∈1{0,1}∗
s([w]2)aw1(2n) =
∑
w∈1{0,1}∗
s([w]2)aw1(n),
and so
f(2n) = f(n).
Getting to our last relationship is a bit more complicated. The
last bit in (2n + 1)2 is equal to 1. Recalling that those w ∈ 1{0, 1}
∗
with aw1(2n) 6= 0 are precisely those for which aw1(n) 6= 0 and that
aw1(2n) = aw1(n), we have
(1)∑
w∈1{0,1}∗
s([w]2)aw1(2n+1) =
∑
w∈1{0,1}∗
s([w]2)aw1(n)+
∑
w∈1{0,1}∗1
w is a suffix of (2n+1)2
s([w]2).
Note that it is immediate that a1(2n+1) = a1(n) + 1. Combining this
with (1) gives that
(2) f(2n+ 1) = f(n) + 1 +
∑
w∈1{0,1}∗
w1 is a suffix of (2n+1)2
s([w]2).
We have that{
w ∈ 1{0, 1}∗ : w1 is a suffix of (2n+1)2
}
=
{
w ∈ 1{0, 1}∗ : w is a suffix of (n)2
}
.
Now suppose that n > 1 and write n =
∑k
ℓ=0 2
iℓ where 0 6 i0 < i1 <
· · · < ik. Noting that for all w ∈ 1{0, 1}
∗, we get
[w]2 = 2
|w| − [w]2 − 1.
This gives
∑
w∈1{0,1}∗
w1 is a suffix of (2n+1)2
s([w]2) =
∑
w∈1{0,1}∗
w is a suffix of (n)2
s(2|w| − [w]2 − 1) =
k∑
m=0
s
(
2im −
m−1∑
ℓ=0
2iℓ − 1
)
.
Applying the previous equality and Lemma 2.2 to (2) gives the equality
f(2n+ 1) = f(n) + s(n+ 1) (n > 1).
Recall that we have already shown that f(0) = s(0), f(1) = s(1) and
that f(2n) = f(n).
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We can now apply induction directly. Suppose that f(j) = s(j) for
all j such that 0 6 j < n and consider f(n). If n is even, write n = 2m
and note that m < n. Then
f(n) = f(2m) = f(m) = s(m) = s(2m) = s(n).
If n > 3 is odd, write n = 2m+ 1 and note that 1 6 m < n. Then
f(n) = f(2m+1) = f(m)+s(m+1) = s(m)+s(m+1) = s(2m+1) = s(n).
Thus f(n) = s(n) for all n > 0 and the theorem is proved. 
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