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Abstract 
In this paper, we generalized a result of Gidas, Ni and Nirenberg (1979) on the forced symmetry of positive 
solutions of nonlinear elliptic problems to the periodic (in time) problem for nonlinear parabolic equations with 
Dirichlet boundary conditions. 
Keywords: Symmetry; Sliding planes; Parabolic maximum principle 
In this note we extend the Gidas-Ni-Nirenberg theorem on the symmetry of positive 
solutions of nonlinear elliptic Dirichlet problems to the periodic-parabolic ase. More precisely, 
we consider the problem 
: 
au 
dt - k(t)Au =f(t, u), in R X R, 
u = 0, on aR X IR, 
u is T-periodic in t. 
Here R is a bounded domain in RN, f and k are continuous and T-periodic in t, k( t > > 0 on 
[O, T] and f is C’ in u. Under some geometric assumptions on R we prove that positive 
solutions of (1) inherit the symmetries of 0. As in [4] we do not need any smoothness 
assumptions on 0, provided the Dirichlet boundary condition is satisfied in a suitable 
generalized sense. 
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Our technique is based on arguments in [2], which in turn are modifications of those in [4]. 
We note that there is previous work on the Gidas-Ni-Nirenberg theorem for parabolic 
equations, cf., e.g., [4]. These results, however, concern the initial-value problem and are quite 
distinct. They do not seem to imply our results. 
In order to give the spirit of our results we just state at this point a corollary of our main 
theorem. 
Assume R is a ball in [WN of radius R centered at the origin, and let u be a positive 
(generalized) solution of (1). Then u is radially symmetric in x for each t, that is, u is a function of 
r = II x I( and t alone. Further (au/ar)(r, t) < 0 for 0 <r CR, for all t. 
One reason for the increasing interest in periodic-parabolic problems is that they frequently 
arise in mathematical biology where the time dependence is caused by daily or seasonal 
variations. In such problems, the requirement of positivity of solutions often arises naturally. 
These problems have been extensively studied; cf. [6] where many further references can be 
found. 
In Section 1 we discuss some results for linear periodic-parabolic equations, in particular our 
notion of generalized solution. In Section 2 we state and prove our main results. 
We note that by a resealing of time we can always achieve that k(t) = 1 on R. We restrict to 
that case in the following. 
1. Linear periodic-parabolic Dirichlet problems on general domains 
In this section we obtain an existence and uniqueness theorem for the linear equation for an 
arbitrary bounded domain R c RN. We only give a brief outline of the arguments. This shows 
that our condition on the solution in Section 2 is reasonable. 
Let I’= V(fl X [0, T]) denote the set of smooth T-periodic functions on 0 X IF! with support 
contained in K x R, where K is some compact subset of 0, and let v= p(fl X [0, T]) denote 
its closure in IV,‘<0 X [0, T]). We will drop the R X [0, T] when the context is clear. 
Let f E&(0 X [O, 7% and extend it to 0 X R to be T-periodic in t. We consider the 
problem 
al4 
dt -Au =f(x, t), in fl X R, 
u = 0, on CKI X R, 
u is T-periodic in t. 
(2) 
We say u is a generalized solution of (2) if u E v (which incorporates the boundary conditions) 
and the equation is satisfied in a weak sense, i.e., 
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for all @ E V (and hence by continuity for all @ E v). Note that if u E IX,‘<0 X [0, T]), the map 
t ++ u( -, t) is defined and continuous from [0, T] to L,(0), cf. [9, Lemma 1.2, p.71. Thus the 
assertion that u E v is T-periodic in t makes sense. It is easy to show that a classical solution is 
a generalized solution. 
Remark 1.1. If fl has Lipschitz boundary, it can be shown that 
v= {U E IV,l(fl x [0, T]): u = 0 on a0 X [0, T], u is T-periodic in t}. 
Proposition 1.2. Let f~ L,(fl X [O, T]) be extended T-periodically in t. Then problem (2) has a 
unique generalized solution u, and u( - , t) E Fk..(O) for all t E [0, T]. 
Proof. Without loss of generality we may assume T = 27-r. 
In order to prove uniqueness, let ur and u2 be generalized solutions of (2). Then w := ur - u2 
is a generalized solution of (2) with f = 0. We use @(x, t) := +(x)e’“’ as a test function, where 
9 E lV..(n) and n E Z. It is easy to prove that @ E V. By a simple calculation we see that 
w,(x) := <l/~>j~” w(x, t)e’“’ dt is a weak solution of 
! 
-Aw,, = inw,,, in a, 
w, = 0, on 30, 
and hence w, = 0 (a.e. in a). It follows that w = 0 a.e., as claimed. 
For the existence of a generalized solution u, we define 
where u, is the weak solution of the elliptic Dirichlet problem 
i 
-Au, + inu, =f,,, in 0, 
u, = 0, on ?KJ. 
Here, 
(4) 
(5) 
1 
f,(x) := G Cj2Te-‘“‘f(x, t) dt. 
/ 
We note that 
2 II f, lVL,(R) = II f 112L,(RX,O, i-1).
n= -m 
(6) 
We prove that Lf is the generalized solution of (2). 
Multiplying (5) by U,, integrating and taking real and imaginary parts, we see by the PoincarC 
inequality that 
n II u, II L,(f2) + II vu, II L,(O) G c II f, II L,(R), (7) 
where c is a constant independent of n. It follows easily from (6) and (7) that the series for Lf 
converges in lVi(0 x [0, T]), and that L defines a bounded linear operator of L,(0 x [0, T]) 
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into IV,‘<0 X [0, T]). Since our estimates imply that the series in (4) converges in F%?,‘(n) for 
each t, it follows that Lf is 2n-periodic in t and that (Lf)(*, t) E F&i(n) for each t. 
We next prove that LYE v, and that u = Lf satisfies (3). Since L is linear and bounded, it 
suffices to prove this for f in a dense set in L,(fl x [O, 2rr]). Linear combinations of the 
functions qj( X)eikt, where qj is an eigenfunction of -A on R with Dirichlet boundary 
conditions, are dense in L&0 X [0, 27r]). Hence it suffices to prove that LYE v, and that it 
satisfies (31, when f(x, t) = qj(x)eik’. In this case it is readily seen that 
(Lfh t) = &Tj(xJeikt. 
which is of course an element of v. A simple calculation shows that u = Lf satisfies (31 for 
every @ E V. 
This completes the proof of Proposition 1.2. 0 
2. The method of moving planes for periodic-parabolic problems 
In this section we prove the main result on symmetries and increasing properties of positive 
solutions of (11. If A E R, we set 
fi,:={~~fi:x,>A} and H,:={xER~:x~=~}, 
where x=(x1,..., xN). Let Ph be the reflection in the hyperplane HA. We consider positive 
solutions u of problem (11, that is, functions u E W,‘<J2 X [O, T]) n L,(fl X [O, TI) which satisfy 
the equation in the generalized sense of Section 1. We assume that 
f: (t, u) E Iw x R! -f(t, u) E R 
is continuous, T-periodic in t, and Lipschitz continuous in u on bounded subsets of R’ X R. 
(Thus f<t, u(x, t>> E L,(fi x [0, 7’1) for a solution.) It is easy to use standard local interior 
estimates for parabolic equations [8, Theorem 12.1, p.2231 to see that locally u E W,“7’(0 X [O, 
T]). It moreover follows from Proposition 1.2 that u(*, t> E lk~(L2) for all t. 
The following is our main result. 
Theorem 2.1. Assume that the above conditions hold, that the domain fl c RN is bounded, that u 
is a generalized solution of (1) which is strictly positive in J2 x R, and that Ph< 0,) c R for all 
h > A* where Hh* intersects 0. 
Then u(P,,x, t) > u(x, t) and (~u/&x,>(x, t) < 0 if x E 0,, t E R. 
The subsequent corollaries now follow exactly as in [4]. As in [4], we could obtain also a 
number of others. 
Corollary 2.2. Assume that the assumptions of Theorem 2.1 hold, and that 0 is symmetric under 
reflection in H,,. Then z.4 PAS x, t) = u(x, t) for all x E 0, t E R. Moreover, u decreases strictly in 
x1 in the right half of 0, for each t. 
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The result stated in the introduction is a special case of Corollary 2.2. 
We need two lemmas to prove Theorem 2.1. 
Lemma 2.3. Assume 0 c IR N is open, and that c E L,(fl X KY) is T-periodic in t. Then there is a 
6 > 0 such that 
whenever W c R is open and bounded, and u is a T-periodic weak solution of 
au 
--Au=cu, in WXR, 
at (8) 
(in the sense that u E W,‘<WX [O, T]) and 
11 i 
a@ 
-u-+Vu.V@--cu@ dxdt=O, 
wx [a, n at i 
for all @ E v(WX [0, T])) which satisfies U-E v(WX [O, T]) and U-C., t) E W;(W) for almost 
all t, 
then u > 0 in W X R provided the set 2, := {x E W: u(x, t) < 0) has measure less than 6 for 
almost all t. 
We defer the proof of Lemma 2.3 till the end of this section. For definiteness we recall that 
u-z= max( -u, 0). 
Lemma 2.4. Let W c RN be open (and bounded). 
(i) If u E W;(W) is continuous on Wand u 2 0 on aW, then U-E W;(W). 
(ii) If u E W~(WX [0, T]) is T- periodic in t, continuous on w x R, and if u 2 0 on aW x R, 
then U-E v(W x [0, T]). 
Assertion (i) is folklore; for a proof we refer to [2]. The proof of statement (ii) is similar; for 
completeness it is included at the end of this section. 
Proof of Theorem 2.1 (Assuming Lemmas 2.3. and 2.4). We closely follow [2]. 
Let l:= sup{x: x EKJ}, and set 
A := {A E (A*, I): U(Ph X, t) > u(x, t) for all x Efinh, t E R 
au 
and~(X,t)<Oforalln:E~~nfl,tEW 
1 
as well as 
il’ := {A E (A*, 1): (A, 1) CA}. 
Our aim is to prove that 4 is open and closed in (A*, l), and that it is nonempty since any A < 1 
close to 1 is in A. Hence A = (A*, 1), and the result then follows easily by a passage to the limit. 
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(i) We first remark that A E A if only u(P,x, t) 2 U(X, t) on oh x R with equality not holding 
on any component of ah x R. To see this, first note that u(P,x, t> is also a periodic weak 
solution of (1) (disregarding boundary conditions) on fl, x R, and hence 
w*(x, t) := U(P*X, t) - U(X, t) 
is a T-periodic weak solution of 
aw* 
P-Awh=cwA, inR,XlR 
at 
(in the same sense as in Lemma 2.3), where c E L,(fin, X [0, T]) is T-periodic in t. Hence the 
result follows from the parabolic maximum principle (e.g., [3, Theorem 281, combined with the 
arguments of [lo]). 
(ii> We now prove that A E A if A < I is close to 1. Clearly 0, has small measure if A is close 
to 1. If we. show that wh (which solves (9) in ah X R) satisfies W;E v(fl, X [0, T]) and 
w;(., t> E W~(L2,) for each t, we can apply Lemma 2.3 to prove that w, 2 0 on 0, x [O, T]. 
To see that W;E v<fl, x [O, T]), we note that, since u E v<fi x [O, T]), there exist u, E 
V(0 X [0, TI), IZ E N, such that u, -+ u in W,‘<fl X [O, T]) as II + ~0. Thus u, := I u, I + I u / = u 
weakly in W,‘<fl X [O, T]). We recall that U, is continuous and vanishes near aR x R. Now, 
w,(x, t) := L&(P*x, t) - u,(x, t), x Ef&, t E IF!, 
converges weakly to wh in lV,‘(n, x [0, T]), is continuous on an, x R, and w, 2 0 on 30, x R 
(since_u,(P,x, t> = u,(x, t) for x E HA and u,JP*x, t) 2 0 if x E an,). Thus, by Lemma 2.4 (ii), 
wJE V(0, X [O, T]). Since w;+ w; weakly in W,‘<fl, X [0, T]), the claim that W;E 
V(0, X [O, T]) follows since a closed subspace is weakly closed. Similarly it is seen that w;( -, 
t) E Fki(fi,) for all t, by using Lemma 2.4 (i). 
To show that A E A if A < 1 is close to I, it remains by step (i) to show that We cannot vanish 
on any component of 0, x R. We remark that this argument is valid for any A E (A*, I). We 
suppose, to the contrary, that wh vanishes on a component wh x R! of ah x Ft. Thus u(P,x, t) 
= u(x, t) on w* X R. In particular, u(P,x, 0) = u(x, 0) on oh. The argument is thus of “elliptic” 
nature, and identical to that in [2]. Since Phfinh c R for all A > A*, we readily see that wh admits 
the representation wh = ((K, y): A < K <g(y), y E C) where C CH, is (relatively) open and 
(without loss of generality, by translation along the xKaxis) g : C + LQ+ is lower semicontinuous 
since oh is open. Moreover, since A > A*, P,<M2 n 0,) is not entirely contained in aa. Thus 
there exists 2 = (g( 9>, 9) E aR n fin, such that P,x^ E fl. Since u( ., 0) is continuous at x = Phi 
and u(P,i, 0) > 0, there exists m > 0 such that u(x, 0) > m for all x close to PAi. We can 
assume (by slightly changing y^, if nece_ssary, cf. [7, p.1931) that g is continuous at 8. We are 
thus able toAchose a neighbourhood C of y^ in C, and E >P, such that with W:= (g(9) - E, 
g( y^> + E) x C, ‘t 1 is g(j)+E>g(y)>g(y^)-• for all YEC, P,Wcf2, and u>m on PAW. 
Since u( *, 0) E fii(fl), the function 
zqx, 0) := = ( u(x, q, x Eon, o , x E EP\o, 
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is in lV,‘(RN). Hence UC., 0) I w is in W,‘(W). But now the assumption that u( P*x, 0) = 24(x, 0) 
for all x E oh implies that 
z&O) “TY ;;;$7 
i 3 
But this is impossible for a W,‘-function. Hence wh cannot vanish identically on a component 
w* x l-Q. 
(iii) We now show that A is open. Assume that II EA. Thus u(PPx, t) > u(x, t) on flap x R. 
By the continuity and T-periodicity of u on R x R, it follows that u(P,x, t) > U(X, t) tf A is 
near p, x E ,R,, t E R, unless if x is close to HA or to afl. The set of points of D close to a0 or 
to Hh has small measure, and hence 1x E 0,: u(P,x, t> < u(x, t)} has small measure for each t 
if A is near p. As in step (i) wh satisfies a linear periodic-parabolic equation (9) on 0, x R, and 
W;E l?fi, X [0, T]) and w*(., t)-E W~(O,> for all t as in step (ii). Lemma 2.3 implies that 
wh > 0 on fl, X R if A is near I_L. As in step (i) we can then deduce that A E A, using the last 
remark in step (ii). This proves that A is open. Hence also i is open. 
(iv) In order to prove that A is closed in (A*, I), let A, E A and A, + A E (A*, I> as YE + ~0. By 
continuity of u on fi X R and a limit argument, we get u(P,x, t) 2 u(x, t) on 0, X R. Now 
A E A by step (i> and the last remark in step (ii). 
This implies that also 4 is closed in (A*, 1). 
(v) By connectedness, A = (A*, I). By the same limit argument as in (iv), we get u(P,*x, t) 2 
u(x, t) for (x, t) EOA* X R. 
This completes the proof of the theorem. 0 
Remark 2.5. (1) Our methods can clearly be applied for much more general equations, such as 
provided that f is continuous and Lipschitz in the third and fourth variables on sets 
a x [0, T] x B x RN where B is bounded in RN, that f and the aij are T-periodic in t, that the 
coefficient matrix (u,~(x’, t)) is uniformly elliptic in (x’, t) and that f is even in au/ax,. Here 
x’ = (x2, . . . ) xN). In fact we could also allow f to depend on x1 if it satisfies a suitable 
increasing condition in x1 (as in [4]). The proof is essentially the same, except we have to 
generalize Lemma 2.3 slightly (as in [2, Lemma 11). The only problem with this result is that we 
must prove that solutions which may be constructed in various ways satisfy the rather weak 
regularity assumptions of the theorem. 
(2) As in [ll], it is not difficult to extend our main result to positive T-periodic solutions of 
systems 
i 
aui 
- -ki(t)Au, =fi(t, u1 ,..., us), 
at 
in 0 x R, 
i= l,...,s, 
ui = 0, on an xlR, 
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provided that the ki are continuous, positive and T-periodic, the f; are continuous, T-periodic 
in t and locally Lipschitz continuous in Cur,. . . , u,), and 
if k #j, t E R, ui 2 0. 
Note that some increasing type condition on the fi is necessary for this result 
periodic-parabolic problem cannot behave better than the elliptic problem). 
to be true (the 
Proof of Lemma 2.3. Let u E W,'<WX [O,T]) be T-periodic weak solution of (S), i.e., 
//,,,a rl( -u; + Vu+‘@-CL&) dx dt=O, (10) 
for all @ E ~(WX [O, T]). By the assumptions of Lemma 2.3 we can substitute CD = U- in (10). 
Note that 
// 
-?dxdt=O, 
wx to, 7-l u at 
which is readily seen by approximating 
infer that 
__~Iu-]~dxdf~K~~ _lu-12dxdt, (11) // 1 Vu- 1 2 dx dt = wxto, Tl // WX[O, Tl 4 ‘WX[O,T] 
where K = II c II L,(w~[o, T-I). On the other hand, u-( *, t> E W,‘(W> for almost all t, by assump- 
tion. Thus, 
u in W,‘<W x [0, T]) by smooth periodic functions. We 
Ilu-(*, t)ll L,(W) G (w+q)l’N II Vu-( * > f) II Lz(W)7 
by the Poincare inequality [5, p.1641, with m denoting the Lebesgue measure. Hence, 
lb-(*, qll2L,(W) =s &llv-(*, t)lltL*(W), 
if m( 2,) < K;‘(2K)-N/2. This contradicts (11) unless u-= 0 on IV X LO, Tl. 0 
Proof of Lemma 2.4. (ii) We first note that u E r(WX [0, T]) if u E W,'(WX_lo, T]) is 
T-periodic in t and vanishes close to 8%'~ R, by mollifiers. If u is continuous on WX R and 
u 2 0 on GVx IR, then zd- vanishes on dWX R. Thus it suffices to prove the claim when u 
vanishes on 87 x R. In this case, (u + E)- vanishes near dWX R, and hence (u + E)-E 
~(WX [0, T]) by the above. Since (u + E)-+ u- weakly in W,'(WX [0, T]) as E JO, the claim 
that U-E ~(WX [0, T]) follows. 0 
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