Abstract: We consider a model for matched data with two types of unobserved e¤ects: a random e¤ect related to the main observational unit and a random or …xed e¤ect related to a secondary unit to which the main unit is matched. In typical applications, e.g. on registry data, there is a curse of dimensionality which we propose to mitigate using an iterative feasible GLS approach on variables subjected to the Helmert transformation. Control functions allow for correlation between the explanatory variables and the random e¤ects. This approach is illustrated by a wage equation with unobserved individual-and …rm-speci…c e¤ects and an endogenous years-of-schooling variable.
Introduction
Access to matched data sets enables consideration of unobserved heterogeneity corresponding to di¤erent types of units in regression analyses. Often the main focus is on one type of observational unit, while it is also necessary to account for unobserved heterogeneity caused by another type of observational unit that is matched to the main type. Wage modeling by means of matched employer-employee data may be the best known example. Here, the individual is considered the main observational unit, and the …rm to which the individual is matched has the role of a secondary observational unit. The use of the two dimensional unobserved e¤ects in panel data models is not limited to labour market applications. Other examples are bank-customers, student-teachers, and patients-general practitioners (see Ioannidou and Ongena, 2010; Rocko¤, 2004; Biørn and Godager, 2010 ).
An important choice to make in panel data analysis with two types of observational units is how to specify unobserved time-invariant e¤ects related to the primary and secondary type of units, i.e., whether they should be treated as …xed or random. , whose paper contributes seminally to wage modeling using employer-employee data, represent both unobserved individual-and …rm-speci…c heterogeneity by …xed e¤ects. Following , it is common in this literature to assume that both the unobserved e¤ects are …xed. 1 There are few examples in the literature of models for matched observation units where unobserved heterogeneity in both dimensions is represented by random effects. Notable exceptions are Woodcock (2008 Woodcock ( , 2015 , who estimates a model with unobserved person, …rm and match e¤ects -all of which are assumed to be randomusing what is labeled a 'hybrid mixed e¤ect estimator'. Other contributions include , Abowd et al. (2008) , Dostie (2011) and Sørensen and Vejlin (2013) . Dostie (2011) , having access to data where each worker is observed in only one …rm, did not have the option to choose a speci…cation with …xed individual and …rm e¤ects, using instead a random e¤ects speci…cation. Thus, model speci…ca-tions involving random individual and random …rm e¤ects are less data demanding than models involving …xed individual and …xed …rm e¤ects.
There are, however, potential problems related to the estimation of random effects models. One is related to dimensionality, and therefore computer-memory requirements. It is evident that matched registry data include several thousands of observational units, which again are matched with thousands of another type of observational units. Thus, when the model with two-way unobserved heterogeneity is estimated, one may end up with having to invert very large matrices, which may not be computationally feasible in terms of memory and reasonable computing time.
Another problem is that the (pure) random e¤ects speci…cation imposes orthogonality between the unobserved time-invariant variable and the observed explanatory variables, which may lead to biased estimates of the slope parameters of the model.
A fundamental problem related to …xed e¤ects models is that the coe¢ cients corresponding to time-invariant individual speci…c explanatory variables are not identi…ed. Within the framework of two-way …xed e¤ects, e.g. , a two-step procedure is usually applied to identify the e¤ects of such explanatory variables: First estimate a …xed e¤ects model using only individual time-varying covariates. Then run an auxiliary regression of estimated …xed e¤ects on individualspeci…c variables and the individual means of time-varying variables. This is called the …xed e¤ects vector decomposition (FEVD) estimator and is applied in many empirical studies and advocated inter alia by Plümper and Troeger (2011) . However, Greene (2011) and Greene (2012, pp. 364-370 ) make clear that the FEVD estimator is based on implicit exogeneity assumptions which are somewhat di¤erent from those employed by Hausman and Taylor (1981) in their instrumental variable approach.
The implicit exogeneity assumption used in conjunction with the FEVD estimator is that the time-invariant observed variables are uncorrelated with the unobserved individual e¤ects; only the time-varying variables are allowed to be correlated with the unobserved individual speci…c e¤ect. 2 Our paper entails two distinctive features that makes it di¤erent from earlier contributions using matched panel employer-employee data. The …rst is related to computational aspects. We transform our econometric relation using a backward orthogonal deviations operator, also known as the 'Helmert transformation', which sweeps out the unobserved e¤ects corresponding to N main observation units (e.g., individuals).
3 Such a transformation does not distort the orthogonality property of the (transformed) genuine error terms. We show that the dimension reduction brought about by the Helmert transformation facilitates application of an iteratively feasible GLS (IFGLS) estimator. Hence, the transformation contributes to a simpli…cation of the maximization problem that needs to be solved for obtaining parameter estimates. As far as we know, the Helmert transformation has not been utilized before when analyzing matched employer-employee panel data. 2 Breusch et al. (2011) have also questioned the transparency and gain of the …xed e¤ects vector decomposition. The articles by Breusch et al. (2011) , Greene (2011) and Plümper and Troeger (2011) formed part of the Symposium on Fixed-E¤ect Vector Decomposition. 3 As mentioned by Watson (2006) , the Helmert transformation originates from geodesy. Balestra and Krishnakumar (2008) and Arellano and Bover (1995) comment on this transformation even though they do not use the label 'Helmert transformation'. Rather they refer to it as 'the backward and forward orthogonal deviations operator'. See also Keane and Runkle (1992) for the related concept of forward …ltering.
The other distinctive feature is that we apply a control function approach to account for correlation between the time-invariant unobserved e¤ects of the primary unit and the observed right-hand side variables. In our wage-equation application, where most of the observed right hand side variables are individual-speci…c, the Hausman-Taylor framework is not helpful. To remedy a potential endogeneity problem related to the main explanatory variable -education length -we use a control function approach based on the assumption that the choice of education length follows an ordered probit model, with some of the explanatory variables excluded from the wage equation. The control function captures the correlation between educational length and the unobserved individual-speci…c e¤ect and enables us to relax the orthogonality assumption of the classical random e¤ects model. This approach has previously not been applied in a setting with matched employer-employee panel data. With respect to unobserved time-invariant …rm e¤ects we consider both a …xed and a random e¤ects speci…cation.
The rest of the paper is organized as follows. In Section 2, we outline the general modeling framework and introduce the Helmert transformation. This transformation enables dimensionality reduction and facilitates the application of an IFGLS routine for estimation of the unknown parameters. We furthermore demonstrate how to control for correlation between individual time-invariant explanatory variables and random e¤ects using a control function approach. In Section 3 we illustrate how the econometric framework can be applied in a wage equation setting. Section 4 provides some concluding remarks.
The general model
Let i 2 f1; :::; N g denote the main observation unit and j 2 f1; :::; M g denote the secondary unit. The unit, j, that is linked to i at t is conceptualized through a link function: j = J(i; t). Adopting the notation of Abowd et al. (2008, p. 733) for a general linked linear model, the starting point of our analysis is the following regression equation:
where y it is the dependent variable. Then x it is a 1 p vector of time-varying covariates of the main unit, i, z i is a 1 q vector of time-invariant covariates and q J(i;t);t is a 1 r vector of time-varying covariates of the secondary unit linked to i at t, i.e. J(i; t). In matched employer-employee data, J(i; t) will typically denote the …rm where individual i is employed in period t. 4 For simplicity, we will henceforth refer to the main unit as an "individual" and the secondary unit as a "…rm".
There are three types of unobserved components in (1): (i) The individual e¤ect, i , (ii) the …rm e¤ect, J(i;t) (corresponding to the …rm matched to i at t) and (iii)
it -the genuine error term. The unobserved component attached to the individual, i , is involved irrespective of the …rm where the individual is working and covers inter alia intelligence of the inividual. The unobserved component attached to a given …rm, j, equals j and is shared by all the individual working in a speci…c …rm. 4 The adopted standard in the matched employer-employee data literature measures sorting as the extent to which high wage workers are found in high wage …rms, conditional on observable characteristics. That means that sorting in these analyses is taken as given and not modelled explicitly. More recent empirical literature, often based on the theoretical models by Shimer and Smith (2000) or Shimer (2005) , has started to develop matching models in which the sorting of workers into …rms is modeled more explicitly (see for instance Postel-Vinay and Robin, 2002; Lopes de Melo, 2009; Le Maire and Scheuer, 2013; Abowd et al., 2014; and Bagger and Lentz, 2014) . Our focus in this paper, however, is more on the econometric methodology, so we follow the adopted standard and assume the employer-employee matching is outside the model. Note the important distinction between j and J(i;t) : j is the e¤ect corresponding to a given …rm, whereas J(i;t) is the e¤ect corresponding to the …rm matched to i at t. Thus, whereas the underlying …rm-e¤ect j is time-invariant, J(i;t) will change when the match of individual i changes. 5;6 We consider di¤erent types of speci…cations for i and j . First, j is allowed to be either a random or a …xed e¤ect. Second, i is allowed to be either a standard random e¤ect, or a random e¤ect correlated with z i . Of course, if the unobserved individual e¤ect, i , is correlated with z i , treating it as a standard random e¤ect yields biased estimates of . We therefore propose an IV/control function approach in Section 2.4.
The starting point of our analysis is the following standard assumptions: For all i and t: E( it ) = 0, E( it is ) = 0 for t 6 = s, and E( 
That is
Then we can re-write equation (1) as;
5 To make this clearer, assume individual i works in two di¤erent …rms: j = 2 in years t = 1,...,4, and …rm j = 7 in years t = 5,...,9. As J(i; t) denotes the …rm matched with individual i at time t, J(i; t) = 2 in years t = 1,...,4, and J(i; t) =7 in years t = 5,...,9. Furthermore, v J(i;t) = v 2 for t = 1,...,4, and v J(i;t) = v 7 for t = 5,...,9, and q J(i;t)t is the vector of time-varying covariates collected for the relevant …rm j in year t. 6 As mentioned earlier, Woodcock (2008 Woodcock ( , 2015 also includes unobserved match e¤ects, picking up the value of match quality. He …nds that the conclusions are rather di¤erent when using models including match e¤ects with models without this type of e¤ect. We return to this in Section 3.
To reduce the number of latent variables in the model, we apply the Helmert transformation (see Lütkepohl, 1996, p. 249 
with the last observation on unit i being at t = T i , 7 and
For example, for the …rm-variables, q J(i;t);t , the Helmert transformation is:
Applying the Helmert transformation to each term in (3), it is easy to check that the Helmert-transformed error terms, ! i;t (corresponding to ! y i;t ) are uncorrelated over t, given that it are uncorrelated and homoscedastic (i.e., have constant variance over time). Moreover, V ar( ! i;t ) = for t < T i and V ar(
Independent random individual and random …rm e¤ects
Assume now that the vector of the random …rm e¤ects, are mutually independent and distributed as
where I p is the identity matrix of dimension p. Then we have the following relation:
where . . .
Then the covariance matrix of the error term in (4) is: The GLS estimator of B, for a given weighting matrix W , is:
Moreover,
The optimal weighting matrix in (8) is therefore W = 1 .
In matched employer-employee panel data models, the unobserved individual and …rm e¤ects are both often speci…ed as …xed e¤ects. 8 Then identi…cation is caused by variation in the combination of individuals and …rms over time. For instance the identi…cation of the …xed …rm e¤ects are driven only by the individuals moving from one …rm to another over time. In our approach, where none of the unobserved e¤ects are necessarily assumed to be …xed, identi…cation is based on the longitudinal and linked aspects of the data, in the combination with the parametric assumptions embedded in the mixed model (see also Dostie, 2011) , i.e. that both each individual and each …rm are observed several years and that the individuals' characteristics change over time.
IFGLS To denote as function of = ( ; ; ), we use the notation ( ).
Let B (n) denote the GLS estimator obtained when using the weighting matrix W (n)
in (8) . IFGLS consists in generating a sequence (W (n) ; B (n) ), where the superscript (n) denotes iteration number, as follows:
where
and L( ; B) is the log-likelihood function under the assumption of normality of and e:
Convergence of the iterative algorithm to a stationary point on the likelihood function L( ; B) follows from Oberhofer and Kmenta (1974), cf. also Breusch (1987) .
If the model is misspeci…ed, the IFGLS estimator of B is still consistent provided E(y it jx it ; z i ) is correctly speci…ed (see Gourieroux and Monfort, 1995, Ch. 8.4 ). An estimator of the covariance matrix V ar( b B) that is robust to both autocorrelation, heteroscedasticity and non-normality can be calculated from the residuals, b e, of the estimated model (using the general formula (9)). 9 The computational aspects of the IFGLS algorithm is considered below.
Computational issues To obtain the optimal weighting matrix W = 1 in (8) (for given ), we …rst de…ne v = vv = . Then -using the matrix inversion lemma (see Anderson and Moore, 1979 , p. 138) -
and
Note that G has dimension T N M and dimension T N T N , whereas D is a diagonal matrix of order T N .
The main achievement of the Helmert-transformation is to reduce the problem of inverting the N T N T covariance matrix to a manageable problem of calculating -in opposite order -(11)- (13) . First, the matrix to be inverted to obtain V in (13) consists of the M M matrix
This is a highly sparse matrix due to the diagonality of D (a direct consequence of the Helmert transformation) and the fact that G is a sparse matrix. 10 Once V has been obtained, the calculation of P in (12) , and then 1 in (11) are computationally straightforward, as seen from these two equations.
To denote D; P and V (see Eqs. (7), (12) and (13)) as functions of , we use the 10 The non-zero elements of
, where g i is the i'th column of G. This corresponds to pairs of …rms i and j with overlapping employees. In practice, only a very small fraction of the M (M 1)=2 pairs satis…es this condition, and the number of nonzero terms will be of order O(M ) rather than O(M 2 ). As a consequence, the number of operations required to obtain V will typically be of order
notation D( ), P ( ) and V ( ). Then the IFGLS algorithm works as follows: Let (n)
refer to iteration n and B (1) be given. For n = 1; 2; :::;
(i) Maximize L( ; B (n) ) with respect to using a quasi-Newton algorithm in combination with Proposition 2 in Appendix A to obtain the maximizer,
(ii) Calculate ( (n) ) and then B (n+1) from (8), using W = ( (n) ) 1 (iii) Set n = n + 1, and go to (i) unless jB A property of the Helmert-transformation is that it retains the distributional properties of the genuine error terms in the original model speci…cation. This is not the case with REML. Besides IFGLS estimation utilizing the Helmert-transformation seems to be a better tool when it comes to handling computational issues related to large matrices. 11 11 Asymptotically, maximum likelihood estimation, in which one maximizes over all the unknown parameters simultaneously and REML will give the same estimates, cf. for instance Demidenko (2004, Ch. 3.6.3) . It has been put forward that it may be advantageous to use REML rather than ML when one is faced with small sample issues, cf. for instance 
Random individual e¤ects and …xed …rm e¤ects
Assume now that only the individual e¤ects are random, but that the …rm e¤ects are …xed. The model with …xed …rm e¤ects is a limiting case of the random e¤ects model when 1 approaches zero, which is equivalent to assuming a "di¤use"prior for the random …rm e¤ects. 12 When is a vector with …xed e¤ects 13 in (4), the GLS estimator of , b , must be found simultaneously with b B. The GLS estimator is the solution to:
The optimal weighting matrix is now W = D 1 , which is a diagonal matrix. This is in contrast to W = 1 in the model with both random individual and random …rm e¤ects. IFGLS then reduces to the problem of minimizing the log-likelihood function
with respect to . Thus the numerical complexity is con…ned to solving (14) . This is a sparse linear system of equations, for the reasons explained earlier.
Correlated individual e¤ects ( i ) and explanatory variables (z i )
In the above model speci…cations, the unobserved individual-speci…c e¤ect i is a standard random e¤ect (and hence uncorrelated with the explanatory variables x it and z i ). We now consider the case where the row vector z i can be partitioned as z i = ( i ; S i ), where i and S i are row vectors of exogenous and endogenous variables, However, since we in our application have rather comprehensive data, small sample issues are not a great concern. 12 See Francke et al. (2010) for more details about the relation between the …xed and random e¤ects estimators. 13 This can be interpreted as conditioning on the realized values of the unobserved …rm e¤ects.
respectively, the latter being correlated with i . Similarly, let
we can write our former equation (1) as
Two types of methods to deal with the endogeneity of S i are feasible within our setup:
First, the classic instrumental variables method, and second, a control function approach in the case where S i only consists of a single binary or ordinal variable (e.g. level of schooling). The latter approach is in the tradition of Heckman (1979) and Garen (1984) .
The IV approach First, consider the case where S i is a vector of observed continuous variables determined by
where " i a random vector with zero mean, is a …xed, unknown coe¢ cient matrix and U i is a column-vector of variables including some or all components of i in addition to at least as many instrumental variables as there are components of S i .
As usual, the instrumental variables are variables excluded from i and uncorrelated with the composite error term, i + J(i;t) + it , of (15) . In general, we can write
and e " i is independent of " i . Thus, the individual e¤ect i is correlated with the error term in (16) , making S i endogenous. We can write
with
Note that can be estimated directly from (16) and that we can re-express (15) as
The term " i has the property that E(" i jS i ; U i ) = 0 and hence is a genuine random e¤ect (uncorrelated with S i ).
Equation (21), which is a version of (1) with random individual e¤ects uncorrelated with the explanatory variables, may be estimated using the techniques described above. It is a classic exercise to show that identi…cation is achieved by imposing at least as many exclusion restrictions (variables included in U i but not in i ) as the number of endogenous explanatory variables (the dimension of S i ).
The control function approach Next, assume that S i is a (scalar) categorical variable with K possible categories; S i 2 f1; 2; :::; Kg. We will consider an ordered probit model for the endogenous explanatory variable S i . Thus S i is related to a continuous latent variable S i through the relation
where f s g are unknown threshold parameters, except for 0 = 1 and K = 1.
Furthermore, we assume that
where the vector (" i ; i ) is assumed to have a bivariate normal distribution with zero mean and a general covariance matrix, apart from the conventional identifying restriction that " i has unit variance. Equation (17) is still valid, with the additional assumption that e " i is normally distributed. We then have the following result, which is analogous to (19)- (20) and similar to Heckman (1979) :
with ( ) and ( ) denoting the density and cumulative distribution function, respectively, of an N (0; 1) variable.
Proof
From (17) and the independence of " i and e " i it follows that
Equation (21) . In total, there are 2,593 …rms in the initial sample. We include only individuals whose annual earnings are between 50,000 and 3,500,000 NOK (…xed prices), that is, we exclude the one per cent highest and lowest annual earnings. 14 Potential experience is de…ned as age minus years of schooling minus seven years (school starting age). For those individuals whose length of education changed over the sample period, we retain only the observations with maximum length of education. The labour market area dummies are constructed utilizing information on characteristics such 14 1 Euro 8 NOK in the sample period.
as size and centrality. 15 Mainly workers with the following three types of education Table 1 .
[ Table 1 about here]
Because we focus on models with both individual-and …rm-speci…c unobserved e¤ects (which may be either random or …xed), identi…cation is facilitated by a substantial proportion of the individuals being observed in at least two di¤erent …rms over the period they occur in the sample. Table 2 provides some information about worker mobility for the workers in our data set.
[ Table 2 about here] 15 See http://www.ssb.no/a/publikasjoner/pdf/sos110/sos110.pdf.
We consider three main speci…cations for the …rm e¤ects in (21) : No …rm e¤ects (NO), random …rm e¤ects (RE) and …xed …rm e¤ects (FE). 16 Henceforth, we use the notation RENO for the combination of random individual e¤ects (RE) and no …rm e¤ects (NO), and analogously for REFE and RERE.
The unobserved individual-speci…c e¤ect, i , is treated as a random variable that is (possibly) correlated with level of schooling, S i . The level of schooling is determined by the ordered probit model (22)- (23). For the vector of explanatory variables, U i , of the ordered probit model, we include father's and mother's education level and world region of origin as identifying instruments -in addition to the exogenous variables from the wage equation (see Table B1 ). This is in line with a long tradition of using family background variables as instruments (see Card, 1999 ).
The identifying instruments may a¤ect the choice of schooling, but are assumed not to in ‡uence the wage. In addition to functional form assumptions, these exclusion restrictions identify the parameters of the model.
A full set of estimation results for the ordered probit model is presented in Table   B1 . Without going into details, we see that most of the family background variables are statistically signi…cant. As seen from Table B1 , a test of the relevance of the eight proposed instruments yields an F-statistic of 440 (with 8 degrees of freedom in the nominator), so that we clearly do not have a problem with weak instruments.
To calculate the F-statistic of the test, we utilize that an F-statistic with d degrees of freedom in the nominator is asymptotically equivalent to W/d, where W is the Wald statistic involved when testing d zero restrictions on the parameters of the ordered probit model. The estimates reported in Table B1 were used to estimate the control function (S i ; U i ) occurring in the "augmented" wage equation (21) to 16 The importance of accounting for …rm e¤ects when estimating wage equations using employeremployee data has been emphasized among others by Lallemand control for the endogeneity of schooling.
[ Table 3 about here] Table 3 contains estimation results of the wage equation under di¤erent assumptions with respect to the treatment of unobserved individual and …rm-speci…c heterogeneity. 17 In the speci…cation corresponding to columns (1)- (2), no …rm e¤ects are included, the results reported in columns (3)- (4) correspond to a model with random …rm e¤ects, and the last two columns to a model with …xed …rm e¤ects.
For issues related to software and computing time, see Appendix A.
There is a positive selection into education, as seen from the fact that the estimate of the coe¢ cient of the control function is signi…cantly positive in all three …rm e¤ects speci…cations (NO, RE or FE). 18 The test of overidenti…cation reported in Table 3 , shows that we do not reject the overidenti…cation restrictions, except in the RENO model (i.e., the model without unobserved …rm e¤ects). In line with this, the estimated coe¢ cient of years of schooling is higher in columns (1), (3) and (5), where the control function is not included, compared to the corresponding speci…cations that include the control function, i.e., (2), (4) and (6) .
The estimated returns to an additional year of education is 0.068 in the model with no …rm e¤ects, when we control for self-selection. The estimated returns to education clearly become smaller when …rm e¤ects are included: 0.063 and 0.062 in the RERE and REFE speci…cation (see columns (4) and (6), respectively). As long as we correct for the correlation between the individual e¤ect and education, 17 All the estimation results are robust to initiating the estimation algorithm from di¤erent sets of starting values. Thus the parameter estimates reported in Table 3 seem to correspond to global maxima. 18 We have also estimated the three models controlling for selection using a continuous education variable instead of the category-based one which the results reported in Table 3 are based on. These results -not shown here but available from the authors upon request -also show positive self-selection. it makes no di¤erence whether one uses the RERE or REFE model. However, if we consider the model without unobserved …rm e¤ects (RENO) on the one hand and the models with …rm e¤ects (RERE and REFE) on the other, we …nd that the estimated returns to education for the former is 0.5-0.6 percentage points higher.
Thus the di¤erences are quite substantial and also signi…cant since the standard error of the parameter estimate is less than 0.002 in the models with unobserved …rm e¤ects. If we also exclude the observed …rm variables the di¤erence becomes wider (about one percentage point). 19 The parameter estimates for the experience coe¢ cients do not vary greatly between the models. The maximum returns to experience are found to be at [25] [26] [27] [28] [29] [30] years of experience, and the returns are more or less ‡at thereafter. The estimate of the male dummy is about 0.25, showing that the estimated gender wage gap is signi…cant. The estimates of the education-type parameters are signi…cant in all the models and do not seem to be in ‡uenced by the inclusion of a control function.
Comparing the estimates for the three di¤erent speci…cations RENO, RERE and REFE, the estimates are somewhat higher in the former compared to the two latter speci…cations. Thus, to include unobserved …rm-e¤ects is more important than the particular choice of a random vs a …xed e¤ects speci…cation in the …rm e¤ects.
Using a Hausman test, we have tested the RERE model against the REFE model (i.e., …xed …rm e¤ects), in which the null hypothesis is that the RERE model is correct. The p-value was practically equal to zero. Because Hausman tests routinely reject the random e¤ect speci…cation in large samples, this test may not be very informative. However, as emphasized above, as long as we control for selection into education the parameter estimates of the two models, RERE and REFE, are very similar. The high estimated values of compared with reported in Table   3 (about four times as high), show that the individual e¤ects have a much more dispersed distribution than the …rm e¤ects.
We have also estimated the FEVD model using the felsdvreg routine for STATA (see Cornelissen, 2008) followed by a vector decomposition to identify the e¤ects of the time-invariant explanatory variables and individual means of the time-varying variables. The estimated returns to an additional year of education then becomes 0.072. 20 This is substantially higher than our estimates of both the REFE and RERE model with the control function included. This higher estimate is in accordance with the general criticism of the FEVD estimator, which -in our application -fails to address the problem of correlation between years of schooling and the individual e¤ects.
Our model does not include match e¤ects. In our notation, such e¤ects can be described by the error structure it = i;J(i;t) + e it , where the match e¤ect i;J(i;t)
depends on the matched pair (i; J(i; t)). Note that if the match e¤ects are uncorrelated with the explanatory variables, our IFGLS estimator is still consistent with regard to the slope coe¢ cients. The presence of match e¤ects is often associated with assortative sorting, implying that an individual will move to a new job to obtain a better match, represented by a higher i;J(i;t) . This hypothesis implies that the conditional expectation E i;J(i;t) i;J(i;t 0 ) jJ(i; t) 6 = J(i; t 0 ); t > t 0 should be positive. That is, job changes are, on average, associated with increasing match e¤ects. We tested this assumption using the residuals from our RERE and REFE models (see Table 3 , columns (4) and (6), respectively). The residuals were used as the dependent variable in an auxiliary regression where each new job of a worker is assigned a separate dummy (an indicator of the order of the job). Then we tested the null hypothesis that the coe¢ cients of these dummies were jointly equal to zero. 
Concluding remarks
More and more panel datasets are constructed by merging information from several registers. Merged employer-employee datasets give researchers the ability to control for a wide variety of observable characteristics as well as unobserved heterogeneity related to the two types of observation units: The main unit (in our application, an individual), and the secondary unit with whom the main unit is matched (in our case a …rm). In this paper, we consider a general regression model with unobserved random e¤ects corresponding to the main observational unit, and unobserved random or …xed e¤ects corresponding to the unit with whom the main unit is matched.
To assume that the e¤ects corresponding to the main-unit are random (in our case an individual), makes it possible to identify the e¤ect of time-invariant individualspeci…c variables directly. This contrasts the approach in more traditional models for analyzing linked data models where the unobserved e¤ects for the main units and the secondary units both are assumed to be …xed. In such approaches it is common to rely on the …xed e¤ects vector decomposition (FEVD) estimator where one, after having estimated individual speci…c …xed e¤ects in a …rst stage, run an auxiliary regression to estimate the e¤ects of time-invariant individual-speci…c variables. However, this approach does not solve any endogeneity problem -contrary to a common belief -so one might instead use a random e¤ects estimator, which is generally more e¢ cient. In the case of endogenous regressors, we propose a control function approach based on instrumental variables, where the estimated control function is included as a regressor in the original regression equation to control for the endogeneity of explanatory variables.
A computation advantage of our approach is that it is mitigating the curse of dimensionality in high-dimensional two-way random e¤ects models. This is done by using an IFGLS estimation procedure on variables subjected to the Helmert transformation. Compared to for instance the mixed model approach implemented in STATA this is a huge advantage in terms on computing time and memory requirements when it comes to handling large matrices.
Another advantage of our approach is that it utilizes more of the total variation in the data than …xed e¤ects approaches. For instance, in the matched employeremployee data models identi…cation of the …xed e¤ects is driven only by the individuals moving from one …rm to another over time. Thus with short panels, where typically only a small share of the individuals is observed in more than one …rm, identi…cation might be hard. In our approach, all the individuals contribute to the identi…cation of the unobserved e¤ects. Thus, there are likely to be substantial ef…ciency gains from our approach compared to models where the unobserved e¤ects for both the main units and the secondary units are assumed to be …xed.
In our empirical application, we …nd that if the endogeneity of the time-invariant education variable is ignored -as done in matched two-way …xed e¤ects employer employee models -the returns to education is biased upwards. Controlling for unobserved …rm heterogeneity is only partly able to reduce the bias.
There are a set of issues we have not addressed and that need to be explored in future work. It would be useful to apply our approach also to applications outside the labour market area -as used for illustration in this paper. Furthermore, it would be useful to extend our model also to include match e¤ects, to control for the value of match quality. A related issue, at least in employer-employee models, is sorting of workers with di¤erent levels of skill into particular …rms, and therefore endogenous mobility. Still, the ideas and empirical evidence provided in this paper
show the importance and potential fruitfulness of departing from traditional models where the unobserved heterogeneity of both the main units and the secondary units are assumed to be …xed. 
with b ( 0 ; B) E f j Y ; ( 0 ; B)g = P ( 0 )(Y XB) (27) and
where V ( 0 ) and P ( 0 ) are calculated from (13) and (12) where V ( 0 ) and P ( 0 ) are already de…ned (and calculated) in (13) and (12), respectively. Furthermore,
Thus we have established that both (29) and (26) 
Computational issues
The whole estimation procedure is programmed in GAUSS.
For the sample used for illustration, we get convergence after approximately 8 minutes for the RERE and REFE models on a 64 cores Linux server with a maximum clock rate of 2.5 GHz (HP BL685c G7). For comparison, estimating the RERE model (on the same server) using the STATA command mixed convergence was not obtained within 24 hours even for a 10% subsample (it is acknowledged in the documentation of the STATA command mixed, that the approach is feasible only when the dimensionality is small to moderate). We also estimate a real wage equation with random individual e¤ects and …xed …rm e¤ects. Convergence is achieved after approximately 8 minutes. For comparison, the STATA command xtreg (with random individual e¤ects and …xed …rm e¤ects entered as dummy variables) takes 2 hours and 13 minutes to converge on the same server using the full sample. We take this as evidence that our approach provides a substantial improvement relative to popular approaches for analyzing models with two-way unobserved heterogeneity.
Appendix B: Estimation results of ordered probit model 
