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Abstract
In this paper, some current issues of Delaunay mesh generation and optimization are addressed, with particular
emphasis on the robustness of the meshing procedure and the quality of the resulting mesh. We also report new
progress on the robust conforming and constrained boundary recovery in three dimensions, along with the quality
mesh generation based on Centroidal Voronoi tessellations. Applications to the numerical solution of differential
equations and integrations with other softwares are discussed, including a brief discussion on the joint mesh and
solver adaptation strategy.
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1. Introduction
Mesh generation often forms a crucial part of the numerical solution procedure in many scientiﬁc and
engineering problems ranging from ﬂow simulations to structural analysis. The robustness, efﬁciency
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and quality are key issues to be addressed for all meshing procedures. Though subject to different in-
terpretations, it is commonly viewed that the efﬁciency implies that the underlying meshing procedure
can be implemented and completed with a low cost, either being measured in complexity or CPU time
estimates. Robustness refers to the fact that the procedure can work for general geometry, can incorporate
speciﬁed geometric features and handle degeneracy. Quality means the resulting mesh provides a good
distribution of elements with nice geometric shapes and obey the sizing control. Naturally, these issues
are often dealt with in an integrated fashion in modern meshing methodology.
In recent years, tremendous advances have been made in automatic unstructured mesh generations,
in particular, the triangular and tetrahedral mesh generations. The advancing front techniques (AFT)
[49,54–58,60,62,64,65], Octree methods [3,36,67,68,72] and Voronoi Delaunay-based methods [8,9,
26–28,38,39,51,70,75,76] are some of the well-studied approaches in the unstructured mesh generation.
In this paper, we focus on the popular Delaunay-based tetrahedral meshingmethods. One of the key issues
for such methods in relation to the robustness is the three-dimensional (3D) conforming and constrained
boundary recovery [27,28,40,41,52,75,76] as the Delaunay-based methods usually ﬁrst produce an initial
triangulation that forms the convex hull of the boundary points which may not match with the prescribed
boundary surface, that is, the triangulationmay not satisfy the constraints (edges and faces in 3D) imposed
by the surface triangulation. Thus, in real applications, one encounters the problem of recovering the
boundary geometric constraints from the initially constructed triangulation, or simply, the problem of
boundary recovery. Another important issue we address in this paper is on improving the quality and the
functionality of themeshes for a given domain.There aremanymeshoptimizationmethods available in the
meshing literature, for instance, methods such as geometric and topological optimization, vertex insertion
and deletion, and global optimization. All of which may be applied or combined to offer improvements
to mesh quality. Of course, the notion of mesh quality itself is an evolving concept and it should be linked
to other requirements from real simulation demands.
This paper is not intended to be a survey of the subject but rather a brief account of several techniques
for improving the robustness and quality of Delaunay-based meshing which are mostly proposed by
the authors in the recent years. Some new procedures for both the conforming and the constrained
boundary recovery in 3D spaces are discussed. Mesh optimization techniques based on the concept of
centroidal Voronoi tessellation (CVT) are presented. In addition, works on the anisotropic centroidal
Voronoi Delaunay triangulations and the joint mesh-solver adaptation strategy for the numerical solution
of partial differential equations are mentioned. Numerical examples are provided to demonstrate the
effectiveness of the various procedures discussed. Due to page limitations, we are not able to provide a
comprehensive list of references. For a more in-depth discussion of the ﬁeld of Delaunay meshing, we
refer to [39,73] and the references cited therein.
2. Unstructured mesh generation methodology
For unstructured triangular or tetrahedral mesh generations, Octree, Delaunay and advancing front are
three most popular techniques used in practice.
For a given domain, the Octreemethod (Quadtree in two-dimensional (2D)) [3,36,67,68,72] utilizes the
recursive subdivision of a cube covering the domain via an Octree data structure. The constructed cubic
cells consist of regular inner cells and irregular boundary cells which are then meshed into tetrahedral
elements. The Octree technique is often used in accelerated geometric searching [73], and it may be
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combined with Delaunay and other meshing schemes [67]. Its recent applications include meshing of
medical images and geometry modeling based on the iso-surface reconstruction [78].
The advancing front technique, ﬁrst introduced by George [37] and generalized to 3D by Lo [54,55],
places vertices in layers from the boundary then into the interior, and tetrahedral elements are then properly
constructed.
The modernAFT algorithm is based on the modiﬁcation by Peraire et al. [64] which allows the simul-
taneous generation of vertices and elements. TheAFT method, due to the high-quality point distribution,
is often used in many commercial meshing softwares, though it is less efﬁcient in comparison with the
Delaunay meshing. Recent attempts to improve the efﬁciency and to combine with the Delaunay meshing
have been made by George et al. [12,35]. We note that an unresolved issue concerning the AFT tech-
nique is the front closeness, though various heuristic approaches, such as elements deletion, formation
recording, and trial-and-deletion [56,65], have been proposed.
Based on the concepts of Voronoi tessellations and the dual Delaunay triangulations, Delaunay mesh
generations have become the most popular mesh generation methods. Let {Pk} be a ﬁnite set of points
in Rd and for each k, the point set Vk is deﬁned as: Vk = {p : ‖p − Pk‖‖p − Pj‖, j = k}. Vk is
called the Voronoi cell of Pk . The collection of all the Voronoi cells {Vk} covers the whole space and it is
known as the Voronoi (or Dirichlet) Tessellation of the entire space with respect to the generators {Pk}.
The Delaunay triangulation of {Pk} is deﬁned as the dual of the Voronoi tessellation [7,74]. Delaunay
triangulation is optimal in many ways due to the fact that the circum-ball associated with each element
does not contain any other point of the triangulation except for the degenerate cases.
To construct a Delaunay triangulation with respect to a given set of points, one of the most effective
way is the incremental Delaunay insertion method introduced by Hermeline [43] and Watson [74], and
studied by Hecht and George [9,41] and others [10,11,51,70,75,76]. To insert a new point into the current
triangulation, the Delaunay kernel consists of the construction of three parts: Base, Cavity and Ball.
The usual Delaunay mesh generation starts from a boundary discretization given by a surface triangu-
lation. And an initial Delaunay triangulation is constructed by the above Delaunay insertion procedure,
followed by boundary recovery operations [41,76]. Interior points are generated and inserted into the
current Delaunay tetrahedral mesh iteratively until the points distribution agrees well with the required
sizing. Finally, optimizations can be performed for mesh quality improvement. For anisotropic cases,
both in 2D and 3D, the Delaunay insertion and its kernel have been generalized using metric tensor for
directional sizing control [9,38]. By some accounts, the almost linear efﬁciency of the Delaunay mesh
generation in practice is a main advantage over the Octree and advancing front methods [8,10,11]. This
is largely due to the local insertion procedure and the fast searching techniques [10,11]. On the other
hand, robust boundary recovery and Delaunay insertion procedures play key roles in Delaunay meshing
methods [40,71,75,76].
3. Robust Delaunay mesh generation
3.1. Robust Delaunay insertion
Given a point P to be inserted into an existing Delaunay mesh T, the classical Delaunay insertion
procedure starts with the construction of the Base(P ) which includes all tetrahedra containing P; and the
Cavity(P ) is obtained by enlarging the Base(P ) with those elements whose circum-spheres containing
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P; then all the interior edges and faces of the Cavity(P ) are removed, and the boundary triangles of
Cavity(P ) and P form a new set of tetrahedral elements called the Ball(P ). The Delaunay mesh may then
be updated by Tnew=T −Cavity(P )+Ball(P ). The robustness of this Delaunay insertion method mainly
depends on the validity of the Cavity, i.e., the star-shapedness. In 3D, this turns to be very sensitive to
round-off errors [10,11]. To assure the validity of the Cavity, various techniques were developed, such as
the exact geometrical computation in normalized integers, tolerance speciﬁcation and small perturbation
of problematic points [10]. In [11], a correction procedure was proposed for the Cavity construction to
guarantee the Cavity being star-shaped and it was also generalized to anisotropic cases [9,38].
3.2. Robust three-dimensional boundary recovery
For a given 3D domain, the input data of the Delaunay mesh generation procedure are often given
by a surface triangulation of the boundary. Delaunay-based methods usually ﬁrst produce an initial
triangulation that forms the convex hull of the boundary vertices which may not always match with
the prescribed boundary surface. This leads to the problem of recovering the boundary constraints from
the initially constructed triangulation, or simply, the problem of boundary recovery. A robust boundary
recovery is a necessary ingredient of a robust Delaunay meshing process. While such a problem has been
successfully resolved in 2D spaces [8,75], it is still under active investigation in three dimension.
Roughly speaking, there are two types of 3D boundary recovery procedures. The ﬁrst is the conforming
boundary recovery, which applies edge/face splitting to recover a constraint as the concatenation of
edges/faces. It usually requires the insertion of points to the missing constraints [27,46,52,71,76,77]. The
second approach is the constrained boundary recovery, which does not allow extra points being added
to the missing constraints during the recovery, and offers more robustness than the conforming recovery
especially in mesh merging. Note that the resulting tetrahedral mesh after boundary recovery may not be
strictly Delaunay. Moreover, due to the Schrondert conﬁguration [40,41], it is well known that the success
of constrained boundary recovery often relies on the insertion of interior Steiner points [28,40,41].
3.2.1. Robust conforming boundary recovery
For conforming boundary recovery, various traditional approaches share a common characteristics:
adding points on amissing constraint (edge/face) to reconstruct themissing edge or face as a union of sub-
edges or sub-faces [46,76,77]. Schewchuk [70] andShephard [46] proposedDelaunay reﬁnementmethods
to construct a triangulation conforming with the surface geometry by using local mesh modiﬁcations
such as edge/face splitting to recover a constraint as the concatenation of edges/faces, while keeping the
Delaunay property. Though the effectiveness of such conforming boundary recovery methods has been
demonstrated in many cases, no theoretical proof is provided for their convergence. When adding a point
to a constraint in the Delaunay method, some recovered constraints may be deleted in the reﬁnement
processes, causing redundancy. The reﬁnement steps may also require the insertion of excessive number
of points to the missing constraints, hence violating the local sizing speciﬁcation (prescribed by the
surface triangulation or by other methods).
In Du and Wang [27], an algorithm for conforming boundary recovery was presented and its conver-
gence was rigorously proven. The method involves two stages, with the ﬁrst stage consisting of three
basic single-step local edge/face swaps which are able to recover a large portion of missing constraints.
During this stage, the tetrahedra set connecting the missing item is compared with the conﬁgurations of
the three basic swaps. Once a match is found, the corresponding swapping is performed to recover the
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Fig. 1. Conforming boundary recovery of Delaunay meshing example: (left) the surface triangulation; (right) cutting view of
the tetrahedral mesh.
missing item. In the second stage, a reﬁnement method is used for the remaining missing items. Different
from the works in [46,77] where one ﬁrst recovers edges and then faces, the approach in [27] leads to,
one by one, the simultaneous recovery of a missing face and its missing edges. For each missing edge of
a missing face, intersection points of the edge with the initial triangulation of the boundary points are ﬁrst
located and then the nearest mid-intersection-points are added sequentially using a modiﬁed Delaunay
insertion procedure until the recovery of the edge is achieved. When the missing edges of a missing face
are all recovered, if the face is still missing, the intersection points of the face with the initial triangulation
are then determined and they are added one by one by the modiﬁed Delaunay insertion procedure until
the face is recovered.
The modiﬁed Delaunay insertion in [27] enjoys the following crucial property: when inserting a point
to a constraint, no existing or recovered constraint is deleted. The use of local transformations in the
ﬁrst stage of the algorithm also greatly reduces the need for points insertion in the second stage, thus
our method makes the boundary recovery simple and the mesh in tune with the local sizing speciﬁca-
tion. The idea of protecting recovered constraints has also been addressed by Wright and Jack [77], but
the protection method used there only becomes viable with a consistent node ordering of the faces of
the inserted polyhedra, or Cavity. The method proposed systematically in [27] via the modiﬁcation of
the Delaunay kernel is applicable for all cases and can also be easily implemented. Since the number
of missing constraints are ﬁnite, the convergence of the boundary recovery procedure naturally fol-
lows. Moreover, it is shown to be very effective through many numerical examples, see Fig. 1 for a
demonstration [27].
3.2.2. Robust constrained boundary recovery
For constrained boundary recovery of 3D Delaunay triangulation, George et al. [41] introduced inge-
nious techniques to re-establish the surface edges and faces through a series of edge/face swaps (or ﬂips),
in addition to some heuristic insertions of interior points (Steiner points). However, several examples in
Baida [52] provided evidence that this heuristic method may fail in some situations. Later, Weatherill
and Hassan in [76] suggested some possible remedy but their approach hinges on tackling the closeness
problem of AFT. For a robust constrained boundary recovery, several issues have to be resolved, such as
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Fig. 2.ADelaunay mesh for molecular modeling: (top) the surface triangulation; (center) cutting view of the boundary Delaunay
tetrahedral mesh; (bottom) cutting view of the ﬁnal Delaunay tetrahedral mesh.
the placement of Steiner points and minimizing the number of added points [41]. In [28], we presented
a new constrained boundary recovery algorithm which combines conforming boundary recovery with
the splitting of inserted points to recover a missing constraint in a constrained manner. The convergence
of the method was theoretically proved. Our approach is different from the previous works [41,76]. For
each missing face, we apply the conforming recovery proposed in [27] by adding points to the missing
edges or the interior of the face when necessary, followed by the splitting of each added point into two
interior Steiner points located away from the missing face. The splittings are performed sequentially,
producing some basic swappable conﬁgurations which can be used for a direct or gradual recovery of the
missing edge or face in the constrained manner. The process is done by ﬁrst splitting the points added to
each missing edge of the missing face, one by one, into two interior Steiner points located away from the
missing face until a complete constrained recovery of the missing edge. Once all the missing edges of the
face are recovered, we then apply again splitting operations to the added points on the face sequentially
until the recovery of the missing face. Such a splitting operation includes a directional perturbation and
a constrained Delaunay insertion of a face-symmetric point. The cavity is appropriately chosen so that a
basic ﬂippable local tetrahedra set or conﬁguration can be generated. For a missing edge, by ﬂipping the
local tetrahedra set, the edge or a part of it is recovered in a constrained manner; for a missing face with
already recovered edges, the number of added points are gradually reduced until the complete recovery
of the face. When a missing face is recovered in a constrained manner, for each point added in the initial
conforming recovery procedure, there are two interior Steiner points positioned on the two sides of the
recovered face. To complete the mesh generation process, we can either perform vertex suppression to
delete these added points if such deletions are allowed or suitably reposition them with respect to the
given sizing ﬁeld. Figs. 2 and 3 are typical applications of the constrained recovery. More examples can
be found in [28].
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Fig. 3. Cutting view of the ﬁnal Delaunay tetrahedral mesh of the Gulf2 model: (left) area around the engine and (right) area
around a wing.
We note that in [40], George et al. also proposed similar ideas of addition-and-deletion, but their
procedure requires post-processing via optimization. Though the mesh validity remains to be veriﬁed
when an added point inside the domain is taken out, the proposed approach were numerically shown to
mesh very pathological conﬁgurations with success [40].
4. Quality Delaunay meshing based on the CVTs
Due to the existence of the notorious Slivers, a Delaunay mesh often requires further improvement and
optimization. Traditional approaches for the unstructured mesh optimization often fall into the following
basic categories [1,6,13,14,34,44,45,47,61]: geometric optimization, meaningmesh smoothing or vertices
relocation without changing the node connectivity, through strategies such as the Laplacian smoothing
and its variants; topological optimization, consisting of local reconnections such as edges/faces ﬂipping,
while keeping node positions unchanged; and vertex insertion or deletion, referring to operations such
as the sink insertion [33,51]. These techniques are often combined and performed in an iterative manner,
and they form the core of the classical optimization methods. There have also been some studies on global
optimization approaches, such as Winslow transforms, harmonic mappings and optimizing algebraic or
geometric mesh quality measures [47].
Recent studies on the centroidalVoronoi tessellation (CVT) [19,20,22,26,32,29] have shown that CVTs
often provide optimal point distributions, thus making CVT based mesh generation and optimization
techniques very effective. Given a density function  deﬁned on a region V, the mass centroid z∗ of V is
deﬁned by
z∗ =
∫
v
y(y) dy∫
v
(y) dy
.
For a given set of points {zi}ki=1 in the domain  and a positive density function  deﬁned on , a Voronoi
tessellation is a centroidal Voronoi tessellation (CVT) if zi = z∗i , i = 1, . . . , k, i.e., the generators of the
Voronoi regions are themselves the mass centroids of those regions. The dual Delaunay triangulation is
called the centroidal Voronoi–Delaunay triangulation (CVDT) which often yields high-quality Delaunay
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meshes [20,26,32]. For any tessellation {Vi}ki=1 of the domain  and a set of points {zi}ki=1 (independent
of {Vi}ki=1) in , we deﬁne the following cost (or error or energy) functional:
F({Vi}ki=1, {zi}ki=1) =
k∑
i=1
∫
Vi
(x)‖x − zi‖2 dx.
The standard CVTs along with their generators are critical points of the cost functional.
The concept of CVT has been applied to mesh generation and optimization in isotropic 2D and 3D
unstructured meshing [20,26,31], and it is also generalized to anisotropic and surface quality mesh
generation [32]. Using the notion of the cost functional, both constrained CVT (CCVT) and its dual
CCVDT have also been studied [20,26]. In [32], CVT has been generalized to the anisotropic case with
a Riemannian metric and a one-sided distance.
The numerical construction of CVT and CVDT can be performed via either probabilistic or determin-
istic methods [19,53]. For studies on the probabilistic methods as well as their parallelization, we refer
to [21,59]. Here, we apply a deterministic algorithm based on the popular Lloyd’s method [18,19,53]
which is an obvious iteration between constructing Voronoi tessellations and centroids. And it enjoys
the property that the functional F is monotonically decreasing throughout the iteration. Improvements
using multilevel ideas and linearization schemes for the CVT constructions have been recently studied
in [16,17].
4.1. Application to quality mesh generation
The construction of CVDT (or CCVDT) through the Lloyd iteration can be also viewed as a smoothing
process of an initial mesh. The CVDTconcept provides a good theoretical explanation to its effectiveness:
by successively moving generators to the mass centers (of the Voronoi regions), the cost functional is
reduced. Here, smoothing means both the node-movement and the node reconnection. If the density
function can be chosen according to the sizing function, the cost functional may be related to the distortion
of the mesh shape and quality with respect to the mesh sizing. Thus, the process of iteratively constructing
CVDTs, like the Lloyd’s algorithm, contributes to the reduction of the global distortion of element shape
and sizing. The ﬁnal CVDT would have a minimal distortion, and hence shares good element quality
with respect to the sizing distribution [20,26].
Apractically useful property of the CVT and CVDT is the local equi-distribution of error (cost) [19,26].
It is not difﬁcult to show that in the one dimensional case, there is a constant c > 0 such that
∫
Vi
(x)(x −
xi)
2 dx ≈ c for all i when the number of generators goes to inﬁnity. This means, asymptotically speaking,
the cost is equally distributed in the Voronoi intervals [19]. For the multidimensional CVT, the Gersho
conjecture [42] predicts that asymptotically, as the number of generators becomes large, all Voronoi
regions are approximately congruent to the same basic cell that only depends on the dimension, this in
turn implies the local cost equi-distribution principle. The basic cell has been shown to be the regular
hexagon in two dimensions [63], with the dual cell be the regular triangle, thus explainingwhy the CVDTs
in 2D tend to provide high quality meshes. The conjecture remains open in three and higher dimensions
[5,42] and recently in [31], more numerical evidence was provided to substantiate the claim that the basic
3D cell is the predicted truncated dodecahedron. It is thus practically prudent to take the advantage of the
equi-distribution of the cost functional. If the cost can be related implicitly to the distortion of the elements
quality [26], the equi-distribution principle can then be interpreted as the equi-distribution of the distortion
16 Q. Du, D. Wang / Journal of Computational and Applied Mathematics 195 (2006) 8–23
of the elements quality. Hence, asymptotically, almost uniform triangulation/tetrahedralization can be
generated. This idea has been applied to quality isotropic 2D and 3D mesh generation and optimization
[20,26], and such an assertion is indeed numerically supported by our various meshing examples there.
Successful generalizations to anisotropic and surface grid generation were made in [32].
Given a bounded domain and a prescribed element sizing, suppose a constrained boundary Delaunay
triangulation/tetrahedralization of the domain with respect to the sizing has been generated and stored
[26,32], the Lloyd iteration, interpreted as a natural optimization of an existing mesh, can be brieﬂy
described as follows:
Algorithm 4.1 (The Lloyd iteration). Given a set of vertices in Rd . (1) Construct the Voronoi region
for each of the interior points that are allowed to change their positions, and construct the mass center
of the Voronoi region with a properly deﬁned density function (p) derived from the sizing ﬁeld H(p)
((p) = 1/H(p)2+d up to a constant scaling and here d is the space dimension number).
(2) Insert the computed mass centers into the constrained boundary Delaunay triangulation (tetrahe-
dralization) through a constrained Delaunay insertion procedure [10,11].
(3) Compute the difference D=∑ki=1‖Pi −Pimc‖2, {Pi} is the set of interior points allowed to change,{Pimc} is the set of corresponding computed mass center. If D is less than a given tolerance, terminate;
otherwise, return to step 1.
The effectiveness of the above procedure has been demonstrated in a recent work [29].
4.1.1. Application to 2D meshing
In Du and Gunzburger [20], the concept of CVT was ﬁrst applied 2D triangular grid generation and
optimization. Numerical examples show that high-quality meshes can be constructed based on CVDTs.
Also, the numerical solution of PDE on the CVDTwas shown to provide higher accuracy than others [20],
see also [25] for a related theoretical proof. Though the discussion is only preliminary, it opened the door
of the applications of CVT to mesh generation and optimization. Our recent investigations on the effect
of CVT-based optimization to 2D examples [29] demonstrate that the CVT-based mesh optimization is
much more effective than the classical method consisting of edges Delaunay swapping and Laplacian
smoothing. Also the ﬁnal result is less sensitive to the initial points distribution and mesh topology than
the classical counterpart. In Fig. 4, an almost equilateral triangular mesh is constructed via the Lloyd
iteration from two totally different initial Delaunay meshes with bad qualities.
4.1.2. Application to 3D meshing
In [26], the centroidal Voronoi tessellation was applied to generate quality constrained Delaunay
tetrahedral meshes from an initial Delaunay tetrahedral mesh of a 3D domain.Asurface triangular mesh is
taken as the input. Conforming boundary tetrahedralization, which includes the Delaunay triangulation of
the boundary vertices and the boundary recovery described before, is ﬁrst performed, followed by interior
reﬁnement through points generation and Delaunay insertion. The construction of the 3D constrained
CVDT is then carried out via the application of the Lloyd iteration: the Voronoi regions of the interior
vertices are computed from the Delaunay tetrahedralization and the mass centers of these Voronoi regions
are computed; then these mass centers are inserted into the stored boundary Delaunay mesh to replace the
original generators. If any generator is close to the boundary, a projection or merging technique is applied.
The resulting converged mesh gives the constrained CVDT which is in better harmony with the speciﬁed
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Fig. 4. Quality two-dimensional CVDT constructed from two different initial Delaunay Meshes: (left) with random perturbation,
(center) with points clustered and (right) ﬁnal CVDT.
Fig. 5. Quality CVDT for a composite material simulation with inclusions. (Left pair) exterior surface triangulation of the unit
box and the eight inclusions; (right pair) cutting views of the ﬁnal CVDT.
sizing ﬁeld. The mesh vertices and the overall mesh structure are both optimized. And almost all the
slivers existing in the initial mesh are removed after the iteration which results in a dramatic enhancement
of the mesh quality. For further improvement, simple local edges/faces ﬂippings are performed to kill
the remaining bad-shaped elements. Various numerical examples in [26] demonstrate that the proposed
method is effective in quality tetrahedral mesh generation. Fig. 5 shows a high quality CVDT constructed
for a composite material simulation with several inclusions.
The optimization effect can be partially understood through recent numerical studies on the Gersho’s
conjecture in three dimensions [31]. In a related work [29], the effect of CVT-based tetrahedral mesh
optimization was also investigated through numerical examples along with comparisons with classical
tetrahedral mesh optimization techniques and cogent arguments were made on viewing the CVT-based
tetrahedral mesh optimization as a preferred choice for 3D tetrahedral mesh generation and optimization.
The CVT-based optimized mesh enjoys higher quality, more structured topology and it is less sensitive to
the initial mesh conﬁguration. Fig. 6 shows themore-structured and higher-quality CVT-based tetrahedral
mesh (right) for a femur head and the mesh optimized via a classical technique (left).
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Fig. 6. Tetrahedral mesh generation for femur fracture simulation: (left) with classical optimization (right) with CVDT based
optimization.
4.1.3. Application to anisotropic and surface meshing
The basic deﬁnition of the CVT can be extended to very broad settings ranging from abstract spaces
to discrete point sets [19]. In [32], it was generalized to anisotropic cases by introducing a new and
consistent deﬁnition for anisotropic centroidal Voronoi tessellations in the Euclidean space but related
to a given Riemannian metric tensor which possesses anisotropy. By introducing a directional distance
deﬁnition for any two points as a signiﬁcant simpliﬁcation of the classical Riemannian distance mea-
sure, the notion of anisotropic Voronoi region (AVR), anisotropic Voronoi tessellation (AVT) and the
corresponding anisotropic Delaunay triangulation (ADT) can be suitably deﬁned. Their deﬁnitions are
different from the standard ones in [19] and they also differ from other popular deﬁnitions used in the
literature [48,50]. Our approach leads to a straightforward deﬁnition of the mass centroids, thus providing
a consistent deﬁnition of the anisotropic centroidal Voronoi tessellations (ACVTs). The ACVTs enjoy
useful optimization properties that are naturally tied to the basic function approximation theory, and they
reduce to the standard CVTs for isotropic Riemannian tensors. Applications and generalizations of the
ACVTs have been given in [30] in relation to vector ﬁeld simplication and representations.
When applied to surface tessellation and triangulation, our deﬁnition is also different from the notion
of constrained CVTs discussed in [23] where the distance remains to be measured in the Euclidean metric
and only the deﬁnition of the mass centroids reﬂects the surface geometry.
Even with the simpliﬁed notion of directional distances, the direct construction of anisotropic Voronoi
tessellation is still computationally challenging due to the generality and the complexity of the Rieman-
nian metric. In [32], the method of unit meshing proposed in [9] was used to provide an approximate
construction of the ADT and subsequently the AVT. A key observation based on the computational ex-
perience is that the AVTs can often be well approximately by their visibility regions. We also extended
the classical Lloyd method to compute the ACVT. The proposed algorithm in [32] was shown to be very
effective through various examples.
A direct application ofACVT is the 2DADT via the optimal anisotropic centroidal Voronoi–Delaunay
triangulation (ACVDT). Under the Riemannianmetric, the density function ofACVT is deﬁned to be unit,
which means that, asymptotically speaking, the dual triangulationACVDT of the ﬁnal convergedACVT
have approximately unit-length edges, and accordingly, the triangulation is an almost regular anisotropic
triangulation under the Riemannian metric. This is similar to our previous works in isotropic meshing
[20,26]. Numerous anisotropic examples vindicate the above assertion. Another direct application of
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Fig. 7. Applications to quality surface mesh generation: (left pair) torus, (right pair) saddle.
the anisotropic CVT constructed through the Lloyd iteration is the effective surface tessellation and
triangulation. For demonstration, we recall two examples in Fig. 7 for the applications of anisotropic
CVT to quality anisotropic CVDT generation and quality surface mesh generation [32].
5. Software integration: the mesh-solver co-adaptation
The performance of ﬁnite element methods usually depends on the integration of many software
components such as mesh generation and iterative solvers. The investigation on whether a givenmesh can
appropriately represent the numerical solution has been carried on throughout the historical development
of ﬁnite element methods [2,4,6,15,66,69]. To assess mesh quality, a guiding principle has been that both
the element shapes and sizes and the local solution behavior are to be related [15,66]. For a in-depth
discussion on the relation between the mesh and the interpolation and approximation errors as well as
the conditioning of local stiffness matrices, we refer to a recent report [69].
In general, ﬁnite element discretizations reduce the problem of solving a partial differential equation
to the problem of solving a large, sparse system of algebraic equations, in particular, linear algebraic
equations. The properties of ﬁnite element meshes thus affect both the accuracy of the numerical solutions
as well the efﬁciency for obtaining them. In [24], we advocated a simple principle: the grid generation
and optimization should not only be based on the behavior of the solution, but should also be related to
the (linear) solver(s) used for ﬁnding the numerical solutions, and vice versa. Such a principle was coined
as a joint mesh-solver adaptation strategy.
As an illustration, we considered in [24] a particular case where the numerical solutions of certain PDEs
display anisotropic behavior and anisotropic grids are thus used. The model PDE problems in [24] are
limited to second order linear elliptic equations in a simple 2D domain, but they are good representatives
of more complicated practical problems. By considering different types of triangulation, and taking
algebraic multigrid methods and conjugate gradient type methods as the linear solvers, we observed that
the elimination of badly shaped element for the sake of improving the efﬁciency of the linear solver is
often practically an even more pressing issue than generating suitable grids with good representations
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of the solution for the sake of achieving high accuracy in the approximation error. We discussed how to
reconcile the need for a high-resolution scheme using anisotropic meshes and the need for efﬁcient linear
solvers for the resulting linear systems, and proposed modiﬁcations to both the meshing techniques as
well as the iterative algorithms so that they can be co-adapted together to provide higher efﬁciency for
the numerical solution on anisotropic ﬁnite element grids. Even though the examples in [24] are only in
2D, the principle of mesh-solver co-adaptation strategy would no doubt be useful also in 3D.
6. Conclusions and future work
Besides the issues we have discussed above, there are obviously many interesting problems to be
studied in the future, for instance, the anisotropic 3D CVT and mesh generation, the mesh and solver
joint adaptation in an anisotropic environment, and the generation of almost regular mesh ormesh suitable
for special discretization schemes.We stress again that this paper simply provides a brief account to some
of the works we have carried out in the last few years. Our discussion on the Delaunay mesh generation,
in particular on their robustness and quality issues and their applications, is still limited. Issues related to
the efﬁciency and simplicity in coding also require further consideration. We anticipate that future works
will bring more progress on the fundamental algorithmic development, efﬁcient and robust numerical
code implementation and the construction of friendly user interface.
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