Abstract. Pooled imaging data from multiple sources is subject to variation between the sources. Correcting for these biases has become incredibly important as the size of imaging studies increases and the multi-site case becomes more common. We propose learning an intermediate representation invariant to site/protocol variables, a technique adapted from information theory-based algorithmic fairness; by leveraging the data processing inequality, such a representation can then be used to create an image reconstruction that is uninformative of its original source, yet still faithful to the underlying structure. To implement this, we use a machine learning method based on variational auto-encoders (VAE) to construct scanner invariant encodings of the imaging data. To evaluate our method, we use training data from the 2018 CDMRI Challenge Harmonization dataset. Our proposed method shows improvements on independent test data relative to a recently published baseline method.
Introduction
Observational conditions can vary strongly within a medical imaging study. Researchers are often aware of these conditions (e.g., scanner, site, technician, facility, etc.) but are unable to modify the experimental design to compensate, due to cost and/or geographic necessity. In magnetic resonance imaging (MRI), variations in scanner characteristics such as its magnetic field strength, scanner vendor, receiver coil hardware, applied gradient fields, or primary image reconstruction methods have strong effects on collected data [7, 9, 15] ; multi-site studies in particular are subject to these effects [13, 17, 20, 34] . Data harmonization is the process of removing this unwanted variation through post-hoc corrections. In the present work we focus on diffusion MRI harmonization, which has known scanner/site biases [5, 8, 10, 25, 26, 32, 33, 35, 36, 37] as well as several extra possible degrees of freedom with respect to protocol (e.g. angular resolution, b-values, b0 spacing within each session, etc.).
Previous methods approach diffusion MRI harmonization as a regression problem. Supervised image-to-image transfer methods have been proposed [6, 29] , while for the unsupervised case site effects are often modelled as covariate effects, both at a summary statistic level [9, 34] or on the image directly [23] . All of these methods directly transfer scans from one site/scanner context to another. Further, while all methods require paired scans in order to correctly validate their results (subjects or phantoms scanned on both target and reference scanners), supervised methods also require paired training data. The collection of such data is expensive and difficult to scale.
In this paper we instead frame the harmonization problem as a representation learning task. We propose that a subset of harmonization solutions may be found by learning scanner-invariant representations, i.e. representations of the images that are uninformative of which scanner the images were collected on. These representations and the mappings between them may then be manipulated to provide image reconstructions that are minimally informative of their original collection site. We thus provide an encoder/decoder method for learning mappings to and from invariant representations computationally. This method has several advantages over regression-based methods, including a practical implementation that does not require paired data, i.e., a travelling phantom as training input, and a trivial extension to a multi-site case.
We demonstrate our proposed method on CDMRI challenge dataset [31] , showing substantial improvement compared to a recently published baseline. We further introduce technical improvements to the training of neural architectures on diffusion weighted data, and discuss the limitations and error modes of our proposed method.
Relevant Prior Work in Diffusion Harmonization
Harmonization has been an acknowledged problem in MR imaging and specifically diffusion imaging for some time. Numerous studies have noted significant differences in diffusion summary measures (e.g., fractional anisotropy; FA) between scanners and sites [25, 32, 33] . Further protocol differences arise between sites due to limitations of the available scanners, unavoidable changes or upgrades in scanners or protocols, or when combining data retrospectively from multiple studies; effects of scanning protocols on derived measures include effects of voxel size [26] , b-values (the diffusion weightings used) [5, 8, 26] , and angular resolution or q-space sampling [10, 35, 36, 37] among other parameters. These problems were also looked at by the CDMRI 2017 and 2018 challenges [31] , which held an open comparison of methods for a supervised (paired) task.
Most previously proposed harmonization methods have relied on forms of regression. Harmonization of (voxel-wise or region-wise) summary statistics include random/mixed-effect models [34] as well as the scale-and-shift random effects regression of ComBat [9] . This latter method was adapted from genomics literature [14] , and employs a variational Bayes scheme to learn model coefficients.
A more nuanced regression specific to diffusion imaging was recently explored in a series of papers by Mirzaalian et al. [22, 23, 21] , and later empirically analyzed in Karayumak et al. [16] , which compared it against ComBat [14] for summary statistics. This family of methods computes a power spectrum from a spherical harmonic (SH) basis, then generates a template from these images using multichannel diffeomorphic mappings. The resulting template is used to compute spatial maps of average SH power spectra by scanner/protocol, which are then used in a scale regression on individual subjects. While these papers take a very different approach from our own, the resulting method has a very similar usage pattern and output. We compare directly to this method, and include an expanded description in Appendix A.
In a supervised (paired) task, direct image-to-image transfer has been explored both in the harmonization context [6, 19] as well as the similar superresolution context [29] . This family of methods generally relies on high expressivecapacity function fitting (e.g., neural networks) to map directly between patches of pairs of images, assumably the "same" brain scanned at both sites. These methods perform well empirically, as tested by the CDMRI challenge [31] , but require paired data in the training set. Our proposed method does not require paired data to train; however, in our opinion best practice validation still requires paired data in the (holdout) test-set.
Theory
Our goal is to learn a representation of MRI scans with minimal scanner/site specific information. We would like to remove trends and biases that are informative of which site the data were collected, but we otherwise do not want to remove relevant image information. In order to do this, we construct a mapping q that takes each image x to a corresponding vector z. We constrain q so that z is has minimal scanner specific information, i.e. minimizing I(z, s) where s indexes the scanners/sites. By the data processing inequality, if we can remove scanner/site specific information in z, then any imagesx we reconstruct from z will also have no information about the original scanner/site.
Learning the mapping q does not require data x from scanner s to have a corresponding x from scanner s . Best practices in validation and testing do require such data, but during training we can minimize I(z, s) without having examples of the same subject collected at different scanners. This is due to our bound of I(z, s) described in Eq. 2.2, wherein we can decompose an upper bound of I(z, s) into terms not reliant on inter-site correspondence.
One of the terms of our bound in Eq. 2.2 is based on conditional reconstruction: a loss function parameterized by a mapping from z back to images x, given a specific site s. In order to optimize Eq. 2.2 we have to learn this mapping from (z, s) back to x. During training, evaluation of this term will use the same site as the input data. During testing however, we can manipulate this mapping to reconstruct images at a different site than they were originally collected at. Again, by the data processing inequality, the amount of information these reconstructed images contain about their original collection site is bounded by I(z, s), which we explicitly minimize.
The theory backing our method is largely explored in Moyer et al. [24] , where it is used in the context of algorithmic fairness. We reproduce it here for clarity, and further reinterpret their theoretical results in the imaging harmonization context, adding our own data processing inequality interpretation of test-time remapping.
Scanner Invariant Variational Auto-Encoders
We wish to learn a mapping q from data x (associated with scanner s) to some latent space z such that z is independent of s (denoted z ⊥ s), yet also z is maximally relevant to x. We start by relaxing z ⊥ s to I(z, s), and then bounding I(z, s) (detailed demonstration in Appendix B):
where q(z) is the empirical marginal distribution of z under q(z|x), the specified encoding which we control, and p(x|z, s) is a variational approx. to the conditional likelihood of x given z and s again under q(z|x).
The bound in Eq. 2.2 has three components: a conditional reconstruction, a compressive divergence term, and a constant term denoting the conditional entropy of the scan given the scanner. Intuitively, this breakdown makes sense: if we reconstruct given s, and are otherwise compressing z, the optimal compressive z has no information about s for reconstruction; q(z|x) can always remove information about s without penalty, because the reconstruction term is handed that information immediately. Further, if x is highly correlated with s, i.e. H(x|s) is very low, then our bound will be worse. In the continuous case, this may be a trivial bound if x is uniquely determined by s. This provides insight into the operating characteristics of this bound, and a specific error mode where scanner s is highly informative of the image x.
Inspired by the functional form of our bound on a relaxation of constraint z ⊥ s, we can now construct a variational encoding/conditional-decoding pair with which our variational bound fits nicely. Following Kingma and Welling [18] , we use a generative log-likelihood as an objective:
Here however, we inject the conditional likelihood to match our bound for I(z, s). This also fits our test-time desired Markov chain (with condition z ⊥ s):
Following the original VAE deriviation (again in Kingma and Welling), we can derive a similar s-invariant VAE by introducing the encoder q(z|x):
= E z∼q [log p(z|s) − log q(z|x) + log p(x|z, s)].
We assume that the prior p(z|s) = p(z) i.e. that the conditional prior is equal to the marginal prior over z. In the generative context, this would be a strong model mis-specification: if we believe that there truly are generating latent factors, it is unlikely that those factors would be independent of s. However, we are not in such a generative frame, and instead would like to find code z that is invariant to s, thus it is reasonable to use a prior that also has this property. Taking this assumption, we have
This is a conditional extension of the VAE objective from Kingma and Welling [18] . Putting this objective together with the penalty term in Eq. 2.2, we have the following variational bound on the combined objective (up to a constant):
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We use the negation of Eq. 7 as the loss for our method (where we want to minimize the negative of the bound), parameterizing both variational approximations q(z|x) and p(x|z, c) by neural networks. To compute the divergences efficiently, we use the reparameterization trick of Kingma and Welling [18] , using both a diagonal Gaussian conditional q(z|x) and a Gaussian prior p(z). We also use the closed form bound for KL[q(z|x) q(z)] from Moyer et al. [24] . At test time, we map each image patch x to z, then back to reconstructionx using a chosen site variable s . As we have it written in Eq. 7, the site variable s has ambiguous dimension. For applications with only two sites, s might be binary, while in the multi-site case, s might be a one-hot vector 4 . In this latter multi-site case, we would like code z to be uninformative of all input sites, and we further expect p(x|z, s) to be able to reconstruct images from each site. Since we are able to operate our proposed objective from Eq. 7 in either a single-site (binary s) or multi-site (one-hot vector s) mode, we conduct experiments for both in Sections 3 and 4. More complex s values are possible, but we do not explore them in this paper. Our network is composed of an encoder branch q(z|x) (at left), a conditional decoder p(x|z, s), as well as two augmenting losses. The DWI-space reconstruction loss in blue is computed using the injected subject-specific projection matrix (from SH to b-vector representation). The patch adversary in green attempts to predict whether a reconstructed patch is originally from a given site ("remapped" vs. "real" patches). At test time the s site id is manipulated to map data onto one specific site.
Diffusion-space Error Propagation from SH representations
A convenient representation for diffusion weighted MRI is the spherical harmonics (SH) basis. These provide an countable set of basis functions from the sphere to and from which projection is easy and often performed (e.g., in graphics). In this paper, our input data and the reconstruction error is computed with respect to the SH coefficients. However, for the eventual output, the data representation that we would like to use is not in this basis, but in the original image representation which is conditional on a set of gradient vectors (b-vectors). These vectors are in general different for each subject due to spatial positioning and motion, and often change in number between sites/protocols. Rigid transformation and alignment of scan data, used in many pre-processing steps, also changes vector orientation. While the 2 function norm is preserved under projection to the SH basis (i.e., asymptotically SH projection is an isomorphism for 2 ), this is not the case for a norm on general finite sets of vectors.
To correct for this, we construct a projection matrix from the SH basis to each subject's particular b-vector set. This can then be injected into the last layer of the network to map output SH coefficients to the b-vector representation for loss propagation. This projection matrix can be designed to allow B0 channels to "pass through". While we use the SH representation for both input and reconstruction (to leverage our invariance results), we augment the loss from Eq. with this so-called "real-space loss". This encourages the network to minimize an error that is faithful to our use-case in the original image space.
Computational Details
We provide a demonstration implementation of Scanner Invariant VAE, using fully connected layers and a patch-based breakdown of each image. The overall architecture is visually diagrammed in Figure 1 . Each input patch is the immediate six neighbors of one center voxel, each of which has two shells of DWI signal mapped to the SH 8 th order basis plus one B0 channel. This means that the input is 91 × 7 = 637 scalars. Both the encoder q(z|x) and conditional decoder p(x|z, s) are parameterized by neural networks; we use two layer fully connected networks for each, with 128 and 64 units respectively for the encoder, and the reverse (64 then 128) for the decoder. The latent code z is parameterized by a 32 unit Gaussian layer (z). This layer is then concatenated with the scanner/protocol one-hot representation s, and input into the decoder. We use tanh(x) transformations at each node.
Our primary reconstruction loss is computed in the SH domain with respect to the entire patch. We then add a secondary loss function for the center voxel based on the SH-to-DWI projection, and an adversarial loss which attempts to predict which scanner/protocol each reconstructed patch is from (seen at the right of Figure 1 ). We added this branch in order to provide additional gradient information toward keeping remapped patches "reasonable" when remapping to new sites; this prediction can be performed without explicit pairing of patches. The adversary is a fully connected two-layer network with 32 units at each layer, with tanh(x) units again at each hidden node.
Our loss function is then, in abstract,
where L recon is SH reconstruction loss (using MSE), L proj is the DWI space, and L adv is the adversarial loss on the SH reconstruction, with three hyper parameters controlling trade-offs between objectives. This loss function trivially extends from the single-site case (one target site to/from one base site) to a multi-site case, where s is categorical. We demonstrate both options, detailed in Sections 3 and 4. We loosely tune the hyper parameters so losses are approximately on the same order of magnitude, with λ = 0.1, β = 1.0, and γ = 10.0. We use these same parameters for both the pair-wise tasks as well as the multi-task experiments.
Methods

Data and Pre-processing
To evaluate our method, we use the 10 training subjects from the 2018 CDMRI Challenge Harmonization dataset [30, 31] . These subjects were imaged on two different scanners: a 3 T GE Excite-HD "Connectom" and a 3 T Siemens Prisma scanner. For each scanner, two separate protocols were collected, one of which matches between the scanners at a low resolution, and another which does not match at a high resolution. This results in four different "site" combinations, for which all subjects were scanned, resulting in forty different acquisitions (10 subjects, 2 scanners, 2 protocols each). We split this into 8 training subjects, two held out test subject.
The low resolution matching protocol had an isotropic spatial resolution of 2.4 mm with 30 gradient directions (TE = 89ms, TR = 7200ms) at two shells b = 1200, 3000 s mm 2 , as well as a minimum of 4 b0 acquisitions, at least one of these with reverse phase encoding. These volumes were then corrected for EPI distortions, subject motion, and eddy current distortions using FSL's TOPUP/eddy [2, 3] . Subjects from the "Connectom" scanner were then registered to the "Prisma" scanner using a affine transformation, fit to a co-temporally acquired T1-weighted image volume (previously registered to each corresponding FA volume). The b-vectors were then appropriately rotated. In the case of the "Connectom" scanner gradient non-linearities were corrected for using in-house software [11, 27] . The high resolution protocols are identical in pre-processing to their low resolution counterparts, but have isotropic voxel sizes of 1.5 mm (TE = 80ms, TR = 4500ms) and 1.2 mm (TE = 68ms, TR = 5400ms) for "Prisma" and "Connectom" scanners respectively, each with 60 gradient directions per shell, same b-shell configurations (b = 1200, 3000 s mm 2 ). We downsample the spatial resolution of the high resolution scans to 2.4mm isotropic to test the multi-task method, but keep the angular resolution differences.
To simplify notation, we refer to the four scanner/protocol combinations by their scanner make and number of gradient directions: Prisma 30, Prisma 60, Connectom 30, and Connectom 60.
All scans were masked for white matter tissue, with the cerebellum removed. We map each of these scans to an 8 th order SH representation for input into our method, but retain the original domain for training outputs. We use the minimal 2 weighted solution in the case of under-determined projections, which corresponds with the SVD solution (using the pseudo-inverse). This is well-defined, unlike direct projection.
Experimental Protocol
The original CDMRI 2018 challenge [31] specified three supervised tasks, mapping between one base "site" (Prisma 30) and the three target "sites" (Prisma 60, Connectom 30, and Connectom 60). We modify this task, removing correspondence/pairing knowledge between sites (keeping this information for validation and testing), and including the inverse mapping task (target to base). This results in six tasks, two for each target site.
We train a "single-site" network for each of the six tasks, learning representations for Prisma 30 and a single target site, a multi-site variant across all six tasks, as well as the Mirzaalian et al. [23] baseline. We measure performance of each on the holdout set of subjects using Root Mean Squared Error (RMSE), with the Prisma 30 as input, outputs from each method, and ground truth as the target scanner/protocol volume in the original DWI basis (after pre-processing).
For each task we train our network for 2000 epochs, which took 8 hours to train in the pair-wise case on standard desktop equipped with an external Nvidia Titan-Xp with 12GB of RAM using TensorFlow (32GB of CPU RAM, 4 cores). Figure 2 plots the RMSE by voxel of the baseline, single-site proposed method, and multi-site proposed method, as evaluated on the holdout test subjects. Our proposed methods show improvement over the baseline in each case. In the pairwise task between similar protocols (mapping between Prisma 30 and Connectom 30), these improvements have non-overlapping inner quartile range. For dissimilar protocols, i.e. mapping between Prisma 30 and Prisma 60 or Connectom 60, our proposed method shows improvements, though the difference is less pronounced.
Results
For similar protocols, the multi-site method does not perform as well as the single-site method, and in fact does not outperform the baseline. Surprisingly, however, for higher resolution target images the multi-site method performs as well or better than the pair-wise method and the baseline; this may be due to the multi-task method receiving many more volumes overall, allowing it to gather more information (albeit biased by other scanners) and/or preventing it from overfitting. Figures 3, 4 , and 5 show the spatial distribution of the error for each tested method on a single test subject, for mappings between Prisma 30 and Connectom 30, Prisma 60, and Connectom 60 respectively. For the Prisma 30 to Connectom 30 mapping, overall the Mirzaalian baseline [23] has higher error than the other methods as shown by the overall coloring. More importantly the Mirzaalian baseline [23] and the multi-site proposed method show significant white matter patterning (though in varying degree); optimally we would like to Fig. 3 . We plot the spatial distribution of RMSE per voxel, displayed in slices centered at (x,y,z) = (10, 22, 35) for mappings from the Prisma 30 protocol to the Connectom 30 protocol. The top row is from the Mirzaalian [23] baseline, the center row is from the single-site proposed method, and the bottom row is from the multi-site proposed method. The color scale is the same between the rows. see uncorrelated residuals, like those shown in the single-site method. For the mappings between dissimilar protocols, the multi-site method has both lower error and less qualitative patterning in white matter regions.
The Connectom 60 error plots (Fig. 5 ) have a strong spatial patterns at both the occipital and frontal poles, shown in all methods. This wide-scale effect is somewhat mitigated by the proposed methods, but is still present in all error distributions. Fig. 4 . We plot the spatial distribution of RMSE per voxel, displayed in slices centered at (x,y,z) = (10, 22, 35) for mappings from the Prisma 30 protocol to the Prisma 60 protocol. The top row is from the Mirzaalian [23] baseline, the center row is from the single-site proposed method, and the bottom row is from the multi-site proposed method. The color scale is the same between the rows.
Discussion
This method does not erase the necessity of balancing site cohorts with respect to specific treatment variables. Consider x to be a disease effect instead of an image, and consider Eq. 2.2 under a case in which treatment/control cases are highly correlated with s (e.g. all diseased patients are scanned at one site, and all controls at another). Then H(x|s) = −∞, and our bound is useless. Clearly   Fig. 5 . We plot the spatial distribution of RMSE per voxel, displayed in slices centered at (x,y,z) = (10, 22, 35) for mappings from the Prisma 30 protocol to the Connectom 60 protocol. The top row is from the Mirzaalian [23] baseline, the center row is from the single-site proposed method, and the bottom row is from the multi-site proposed method. The color scale is the same between the rows.
this is an extreme case, but it leads us to the following rule of thumb: if s could be used as a proxy (instrument variable) for a treatment effect, or is partially confounded with a predictor of interest, it cannot be removed without also partially removing that effect.
This method further cannot remove long-range scanner-biases; this is due to the patch-based architecture. It is important to differentiate between largescale and long-range. If, for example, all voxels in the frontal lobe had extra apparent diffusion in a specific direction for only one site, this bias would be large-scale but not long-range (all biases are within voxel, but occur at a large number of voxels). On the other hand, if the apparent grey matter/white matter boundary had been deformed by 2 mm across 20-mm subsections of the frontal lobe for only one site, this deformation would be a relatively long-range bias (the actual bias signal is on a 20-mm scale, which is larger than the size of our patches). In theory, with larger patches, we could avoid this limitation; current hardware, in particular GPU memory and bus speeds, limit our computation to small patches. Specific work in this domain has been done to reduce memory load [6] , but it is by no means solved, especially for high angular resolution data such as the HCP dataset [28] . We hypothesize that a similar architecture with larger patches or whole images could rectify this particular problem -architectures that may become accessible with increased hardware capabilities -or better model compression/computational reduction techniques.
We test our method on matching spatial resolutions, which necessitated downsampling for two of the datasets. While our SH basis-injection method allows for varying angular outputs, changing spatial resolutions probably will necessitate differences in decoder architectures. This is possible in direct methods, e.g., [6] , but is currently an open issue in unsupervised methods.
In the current method we reconstruct images for a specific target site s . We might instead look for a site agnostic image. This is philosophically challenging: each image must be collected at a site. While we can manipulate our method to produce an s * average site, the output image may not be representative at all of any of the images. It may be that all images must have site information, and that the quotient representation is not an image at all. On the otherhand, for other tasks y which are not images e.g. prediction of disease, we can use z to make unbiased (scanner-agnostic) predictions of y. In cases where the actual goal is not in the image domain (for which the harmonization task is a preprocessing step), such a formulation may be beneficial, and could be build from our proposed method.
Conclusion
In the present work we have constructed a method for learning scanner-invariant representations. These representations can then be used to reconstruct images under a variety of different scanner conditions, and due to the data processing inequality the reconstruction's mutual information with the original scanner will be low. This we demonstrate to be useful for the unsupervised case of data harmonization in diffusion MRI. Surprisingly in some cases the multi-task method outperforms a pairwise method with similar architecture. This may hint at further benefits for learning shared representations.
A Analytic description of Mirzaalian et al.
Mirzaalian et al. [23] propose a multivarite scale and shift regression leveraging the SH-basis. They first compute the power spectra of each SH set at each voxel
where C ij is the i th order coefficient of degree j. This generates maps for each SH-order taken, which are then registered using multi-channel diffeomorphic registration (e.g. the SyN method from ANTs [4] ). After mapping each subject's power spectrum to a template space, they compute average SH power spectra at each voxel for each site, resulting in maps E k (v) (for sites k and voxels v). A target site t is selected, and the average maps are then warped back to each individual subject, where the following rescaling is performed:
B Derivation of the Bound in Eq. 2.2
This bound is also found in Moyer et al. [24] , where it is used in the context of Fair Representations. Again, we reproduce it here for clarity, but the demonstration remain unchanged. All entropic quantities are with respect to q the empirical encoding distribution unless otherwise stated. From the tri-variate identities of mututal information, we have that I(z, s) = I(z, x) − I(z, x|s) + I(z, s|x). However, the distribution of z is exactly given by q(z|x)dx by construction, and thus the distribution of z solely depends on x. Thus, I(z, s|x) = H(z|x) − H(z|x, s) = H(z|x) − H(z|x) = 0.
We can then write the following:
I(z, s) = I(z, x) − I(z, x|s)
= I(z, x) − H(x|s) + H(x|z, s)
≤ I(z, x) − H(x|s) − E x,s,z∼q [log p(x|z, s)]
= E z,x [log q(z|x) − log q(z)] − H(x|s) − E x,s,z∼q [log p(x|z, s)]
= E x [ KL[ q(z|x) q(z) ] ] − H(x|s) − E x,s,z∼q [log p(x|z, s)].
This inequality is tight if and only if the variational approximation p(x|z, s) is correct; interpreted in an imaging context, if we cannot perform conditional reconstruction correctly this bound will not be tight.
