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TOPOLOGICAL DYNAMICS OF CONTINUOUS MAPS INDUCED ON
THE SPACE OF PROBABILITY MEASURES
HUA SHAO, HAO ZHU, AND GUANRONG CHEN
Abstract. Let f be a continuous self-map on a compact interval I and fˆ be the induced
map on the space M(I) of probability measures. We obtain a sharp condition to guarantee
that (I, f) is transitive if and only if (M(I), fˆ) is transitive. We also show that the sensitivity
of (I, f) is equivalent to that of (M(I), fˆ). We prove that (M(I), fˆ) must have infinite
topological entropy for any transitive system (I, f), while there exists a transitive non-
autonomous system (I, f0,∞) such that (M(I), fˆ0,∞) has zero topological entropy, where
f0,∞ = {fn}
∞
n=0 is a sequence of continuous self-maps on I . For a continuous self-map f
on a general compact metric space X, we show that chain transitivity of (X, f) implies
chain mixing of (M(X), fˆ), and we provide two counterexamples to demonstrate that the
converse is not true. We confirm that shadowing of (X, f) is not inherited by (M(X), fˆ)
in general. For a non-autonomous system (X, f0,∞), we prove that Li-Yorke chaos (resp.,
distributional chaos) of (X, f0,∞) carries over to (M(X), fˆ0,∞), and give an example to
show that the converse may not be true. We prove that if fn is surjective for all n ≥ 0, then
chain mixing of (M(X), fˆ0,∞) always holds true, and shadowing of (M(X), fˆ0,∞) implies
topological mixing of (X, f0,∞). In addition, we prove that topological mixing (resp., mild
mixing and topological exactness) of (X, f0,∞) is equivalent to that of (M(X), fˆ0,∞), and
that (X, f0,∞) is cofinitely sensitive if and only if (M(X), fˆ0,∞) is cofinitely sensitive.
1. Introduction
Let X be a compact metric space with metric d. A non-autonomous (topological) dynam-
ical system is a pair (X, f0,∞), where f0,∞ = {fn}
∞
n=0 is a sequence of continuous self-maps
on X. For any x0 ∈ X, the (positive) orbit {xn}
∞
n=0 of (X, f0,∞) starting from x0 is defined
by xn = f
n
0 (x0), where f
n
0 = fn−1 ◦ · · · ◦ f0, n ≥ 1. Note that if fn = f for all n ≥ 0, then
(X, f0,∞) becomes the autonomous dynamical system (X, f).
Let B(X) be the σ-algebra of all Borel subsets of X and M(X) be the space of all Borel
probability measures on X. The Prohorov metric Pd on M(X) is defined by
Pd(µ, ν) = inf{ǫ > 0 : µ(A) ≤ ν(A
ǫ) + ǫ and ν(A) ≤ µ(Aǫ) + ǫ, A ∈ B(X)}
for µ, ν ∈ M(X), where Aǫ = {x ∈ X : d(x,A) < ǫ}. It was proved in [23] that
Pd(µ, ν) = inf{ǫ > 0 : µ(A) ≤ ν(A
ǫ) + ǫ, A ∈ B(X)}.
The topology induced by the metric Pd coincides with the weak
∗-topology for measures.
(X, f0,∞) induces (M(X), fˆ0,∞), where fˆ0,∞ = {fˆn}
∞
n=0, with fˆn : M(X) → M(X) defined
by
fˆn(µ)(A) = µ
(
f−1n (A)
)
, µ ∈ M(X), A ∈ B(X).(1.1)
Denote fˆn0 = fˆn−1 ◦ · · · ◦ fˆ0 and f
−n
0 = (f
n
0 )
−1. Then (1.1) ensures that
fˆn0 (µ)(A) = µ
(
f−n0 (A)
)
, µ ∈ M(X), A ∈ B(X), n ≥ 1.
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(M(X),Pd) is a compact metric space and fˆn is continuous on M(X) for n ≥ 0 (see [2, 17]
for more details).
(M(X), fˆ0,∞) is a dynamical system with deterministic dynamics and stochastic configu-
rations in statistical mechanics. It is natural to consider what kind of topological dynamics
of (X, f0,∞) can be inherited by (M(X), fˆ0,∞), and conversely how the dynamical behaviors
of (M(X), fˆ0,∞) affect those of (X, f0,∞). In 1975, Bauer and Sigmund [2] introduced the in-
duced dynamical system (M(X), fˆ ) of an autonomous dynamical system (X, f), and studied
systematically what topological properties of (X, f) can be carried over to (M(X), fˆ ). Since
then, the study on the interrelations of dynamics between (X, f) and (M(X), fˆ ) has been
developed rapidly, and we refer the readers to [3, 7, 10, 14, 15, 25] and references therein. It
is worthy to mention that Glasner and Weiss [7] proved that for a minimal dynamical system
(X, f), it has zero topological entropy if and only if (M(X), fˆ ) has zero topological entropy,
which demonstrates a big difference of dynamics between (K(X), f¯ ) and (M(X), fˆ ). Here, f¯
is the induced map on the hyperspaceK(X), and the readers are referred to [5, 8, 13, 14, 18] for
the dynamics of (K(X), f¯ ). For the generic homeomorphism f on the Cantor space {0, 1}N,
Bernardes and Vermersch proved that (M({0, 1}N), fˆ ) has no Li-Yorke pair in [3]. Li et al.
[15] showed that multi-F-sensitivity of (X, f) is equivalent to that of (M(X), fˆ ). They also
proved that Li-Yorke sensitivity of (M(X), fˆ ) implies that of (X, f), but the converse is not
true in general. Li et al. showed that (M(X), fˆ ) is a P -system if and only if (X, f) is a
weakly mixing almost-HY-system in [14]; and Wu [25] proved that the exactness of (X, f) is
equivalent to that of (M(X), fˆ ).
In this paper, we obtain some new results on the interrelations of topological dynamics
between a dynamical system and its induced system on the space of probability measures.
More precisely, our main results for the interval dynamical systems are as follows.
(1) A sharp condition is given to ensure the transitivity (briefly, transitivity) of (I, f) be
equivalent to that of (M(I), fˆ ), where I is a compact interval.
(2) (I, f) is totally transitive if and only if (M(I), fˆ ) is totally transitive.
(3) (M(I), fˆ ) has infinite topological entropy for any transitive system (I, f). However,
there exists a transitive non-autonomous system (I, f0,∞) such that (M(I), fˆ0,∞) has zero
topological entropy.
(4) (I, f) is sensitive if and only if (M(I), fˆ ) is sensitive.
For general autonomous dynamical systems, we obtain the following results.
(5) Chain transitivity of (X, f) implies chain mixing of (M(X), fˆ ). Two counterexamples
are given to show that the converse is not true in general.
(6) There exists (X, f) such that it has shadowing but (M(X), fˆ ) has no shadowing.
It is noted that the majority of complex systems in the fields of biology, physics and
engineering are driven by a sequence of different functions, and thus the study on non-
autonomous dynamical systems is of significant importance (see [1, 9, 20, 21] and references
therein).
For general non-autonomous dynamical systems, we have the following conclusions.
(7) Li-Yorke chaos (resp., distributional chaos) of (X, f0,∞) implies that of (M(X), fˆ0,∞),
and a counterexample is given to show that the converse is not true in general.
(8) If fn is surjective for all n ≥ 0, then (M(X), fˆ0,∞) is always chain mixing, and shad-
owing of (M(X), fˆ0,∞) ensures topological mixing of (X, f0,∞).
(9) (X, f0,∞) is cofinite sensitive (multi-sensitive) if and only if (M(X), fˆ0,∞) is so.
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(10) (X, f0,∞) is topologically mixing (resp., mild mixing and topologically exact) if and
only if (M(X), fˆ0,∞) is so.
(11) Topological sequence entropy of (X, f0,∞) is not larger than that of (M(X), fˆ0,∞).
(12) (X, f0,∞) is topologically equi-conjugate to (Y, g0,∞) if and only if (M(X), fˆ0,∞) is
topologically equi-conjugate to (M(Y ), gˆ0,∞).
Here, we compare the existing results in the literatures with our new results in this paper.
Bauer and Sigmund [2] proved that transitivity of (M(X), fˆ ) implies that of (X, f), but
the converse is not true in general. In Theorem 2.3, we obtain a sharp criterion for the
converse to be valid on an interval. Fernandez et al. [6] gave a counterexample to show that
chain transitivity of (X, f) does not imply that of (K(X), f¯ ) in general. This is different for
(M(X), fˆ ), for which we show in Corollary 3.6 that if (X, f) is chain transitive, then so is
(M(X), fˆ ). Li et al. [15] showed that the sensitivity of (X, f) is not inherited by (M(X), fˆ )
in general. On an interval, we prove in Theorem 4.5 that (I, f) is sensitive if and only
if (M(I), fˆ ) is sensitive. Bernardes and Vermersch [3] showed that if f is homeomorphic,
then (M(X), fˆ ) is chain mixing, and weak shadowing of (M(X), fˆ ) implies transitivity of
(X, f). We furthermore prove in Theorem 3.3 and Proposition 3.9 that if fn is surjective for
n ≥ 0, then (M(X), fˆ0,∞) is chain mixing, and shadowing of (M(X), fˆ0,∞) implies topological
mixing of (X, f0,∞). Guirao et al. [8] proved that Li-Yorke chaos of (X, f) can be carried over
to (K(X), f¯ ), but the converse is not true in general. We obtain similar results for (M(X), fˆ )
in Proposition 5.5 and Theorem 5.6. Ferna´ndez and Good showed that shadowing of (X, f)
and (K(X), f¯ ) are equivalent in [5]. However, we obtain in Theorem 3.10 that shadowing of
(X, f) does not imply that of (M(X), fˆ ) in general.
The rest of the paper is organized as follows. Sections 2-5 investigates the interrelations
of different topological dynamics between a dynamical system and its induced system on the
space of probability measures. In Section 2, transitivity, mixing and exactness are considered.
Chain mixing, chain transitivity, shadowing and specification are studied in Section 3. Section
4 deals with various kinds of sensitivity. In Section 5, topological sequence entropy, topological
conjugacy, Li-Yorke chaos and distributional chaos are investigated.
2. Transitivity and mixing
In this section, the interrelations of topological transitivity and mixing between (X, f0,∞)
and (M(X), fˆ0,∞) are studied.
Let N and Z+ denote the set of all nonnegative integers and the set of all positive integers,
respectively, and let Bd(x, ε) and B¯d(x, ε) denote the open and closed balls of radius ε > 0
centered at x ∈ X, respectively.
First, recall some concepts and properties. (X, f0,∞) is topologically transitive (briefly,
transitive) if N(U, V ) 6= ∅ for any two nonempty open subsets U and V of X, where
N(U, V ) := {n ≥ 1 : fn0 (U) ∩ V 6= ∅}; it is mild mixing if (X × Y, f0,∞ × g0,∞) is tran-
sitive for any transitive system (Y, g0,∞); it is topologically mixing if there exists N0 ∈ Z
+
such that N(U, V ) ⊃ [N0,+∞) ∩ Z
+ for any two nonempty open subsets U and V of X; it
is topologically exact if there exists N1 ∈ Z
+ such that fn0 (U) = X for any nonempty open
subset U of X and for all n ≥ N1; it is weakly mixing of order n if
⋂n
i=1N(Ui, Vi) 6= ∅ for
any nonempty open subsets U1, · · · , Un and V1, · · · , Vn; and it is weakly mixing of all orders
if (X, f0,∞) is weakly mixing of order n for every n ≥ 2. It is evident that topological exact-
ness⇒ topological mixing⇒ mild mixing⇒ weakly mixing of all orders⇒ weakly mixing of
order n (n ≥ 2)⇒ transitivity for (X, f0,∞).
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Then some preliminaries on the probability measures are given. Let x ∈ X and δx ∈ M(X)
be the Dirac point measure of x defined by
δx(A) =
{
1, x ∈ A,
0, x /∈ A,
for A ∈ B(X). Note that fˆn(δx) = δfn(x) for x, y ∈ X and n ≥ 0. Some basic results
summarized below can be found in, e.g. [2, 3, 10].
Lemma 2.1. (i) Pd(δx, δy) = min{d(x, y), 1} for x, y ∈ X.
(ii) Let Mn(X) ,
{
1
n
∑n
i=1 δxi : x1, · · · , xn ∈ X
}
for n ≥ 1. Then Mn(X) is closed in
M(X) for any n ≥ 1, and M∞(X) , ∪
∞
n=1Mn(X) is dense in M(X).
(iii) Let µi ∈ M(X), i = 1, · · · , n, f : X → X, αi ∈ R, and
∑n
i=1 αi = 1. Then
fˆ(
∑n
i=1 αiµi) =
∑n
i=1 αifˆ(µi).
(iv) Let µ, ν ∈M(X) and 0 ≤ α ≤ β ≤ 1. Then Pd(αµ+(1−α)ν, βµ+(1−β)ν) ≤ β−α.
Let Xn , X × · · · ×X︸ ︷︷ ︸
n
, and define a map ϕn : X
n →Mn(X) by
ϕn(x) =
1
n
n∑
i=1
δxi , x = (x1, · · · , xn) ∈ X
n, n ≥ 1.(2.1)
Define the metric dn in X
n by dn(x, y) = max1≤i≤n d(xi, yi) for x = (x1, · · · , xn) and y =
(y1, · · · , yn) ∈ X
n. It is easy to verify that ϕn is continuous in X
n for n ≥ 1.
2.1. Topological transitivity. First, a preliminary result is established.
Proposition 2.2. If (M(X), fˆ0,∞) is transitive, then so is (X, f0,∞).
Proof. Fix any two nonempty open subsets U and V in X. Denote
U := {µ ∈M(X) : µ(U) > 1/2}, V := {ν ∈ M(X) : ν(V ) > 1/2}.
It is easy to verify that U and V are nonempty open subsets of M(X). Since (M(X), fˆ0,∞)
is transitive, there exist N0 ≥ 1 and µ ∈ U such that fˆ
N0
0 (µ) ∈ V. Thus, µ(U) > 1/2
and fˆN00 (µ)(V ) = µ
(
f−N00 (V )
)
> 1/2, which gives fN00 (U) ∩ V 6= ∅. Hence, (X, f0,∞) is
transitive. 
In [2], it was shown that the irrational rotation mapping T : S1 → S1 is topologically
transitive, but Tˆ : M(S1) → M(S1) is not transitive. Thus, the converse of Proposition
2.2 may not be true even for a single map. Nevertheless, a sharp condition to guarantee the
converse is given here for a single map f on a compact interval I.
Theorem 2.3. (i) Assume that (I, f) has a periodic point of odd period different from 1.
Then (I, f) is transitive if and only if (M(I), fˆ ) is transitive.
(ii) There exists (I, f) such that
(1) it has no periodic points of odd period different from 1;
(2) it is transitive but (M(I), fˆ ) is not transitive.
Proof. (i) By Proposition 2.2, the transitivity of (M(I), fˆ ) implies that of (I, f). Conversely,
transitivity of (I, f) is equivalent to topological mixing of (I, f) by Theorem 2.20 in [19].
Theorem 2.9 below shows that topological mixing of (I, f) is equivalent to that of (M(I), fˆ ).
This means that (M(I), fˆ ) is transitive.
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(ii) Let I = [−1, 1] and
f(x) =
 2x+ 2, x ∈ [−1,−
1
2 ],
−2x, x ∈ [−12 , 0],
−x, x ∈ [0, 1],
which is illustrated in Figure 1. Then f([−1, 0]) = [0, 1] and f([0, 1]) = [−1, 0]. By Theorem
2.20 and Example 2.21 in [19], (I, f) is transitive and has no periodic points of odd period
different from 1.
x
f
1
−1
− 1
2
1
−1
Figure 1. The piecewise-linear map
Then it will be shown that (M(I), fˆ ) is not transitive. Let µ1 = δ− 1
2
, µ2 =
1
2 (δ− 12
+δ 1
2
) and
ε0 ∈ (0,
1
4 ). First, we claim that for any ν ∈ BPd(µ1, ε0) and for any Borel subset K ⊂ [0, 1],
we have
ν(K) ≤ ε0.(2.2)
Suppose that this is not true. Then there exist ν0 ∈ BPd(µ1, ε0) and a Borel subsetK0 ⊂ [0, 1]
such that ν0(K0) > ε0. Since µ1(K
ε0
0 ) = δ− 1
2
(Kε00 ) = 0, we have ν0(K0) > µ1(K
ε0
0 ) + ε0,
which yields Pd(ν0, µ1) > ε0. However, this contradicts the fact that ν0 ∈ BPd(µ1, ε0).
Let ε ∈ (0, 12 − ε0). Now, it can be shown that fˆ
n(BPd(µ1, ε0)) ∩ BPd(µ2, ε) = ∅ for
all n ≥ 0. Let ν ∈ BPd(µ1, ε0). First, consider n to be even. Take A = {
1
2}. Since
Aε ⊂ [0, 1] and f−n([0, 1]) = [0, 1] for even n, it follows from (2.2) that ν(f−n(Aε)) ≤ ε0.
Thus, µ2(A) =
1
2 > ν(f
−n(Aε))+ε = fˆn(ν)(Aε)+ε, which gives Pd(fˆ
n(ν), µ2) > ε for even n.
Next, consider n to be odd. Set B = {−12}. Note that B
ε ⊂ [−1, 0] and f−n([−1, 0]) = [0, 1]
for odd n. Thus, ν(f−n(Bε)) ≤ ε0. So, µ2(B) =
1
2 > ν(f
−n(Bε)) + ε = fˆn(ν)(Bε) + ε, which
implies Pd(fˆ
n(ν), µ2) > ε for odd n. This proves that fˆ
n(BPd(µ1, ε0)) ∩ BPd(µ2, ε) = ∅ for
all n ≥ 0. 
The following results can be obtained for a single map f on I unconditionally. Recall that
(I, f) is totally transitive if (I, fn) is transitive for n ≥ 1.
Theorem 2.4. (i) (I, f2) is transitive if and only if (M(I), fˆ2) is transitive.
(ii) (I, f) is totally transitive if and only if (M(I), fˆ ) is totally transitive.
Proof. By Theorem 2.20 in [19], transitivity of (I, f2) (resp., total transitivity of (I, f)) is
equivalent to topological mixing of (I, f). It follows from Theorem 2.9 below that topological
mixing of (I, f) is equivalent to that of (M(I), fˆ ), which yields transitivity of (M(I), fˆ2)
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(resp., total transitivity of (M(I), fˆ )). Conversely, it follows from Proposition 2.2 that tran-
sitivity of (M(I), fˆ2) (resp., total transitivity of (M(I), fˆ )) ensures transitivity of (I, f2)
(resp., total transitivity of (I, f)). 
Dynamics of non-autonomous systems is much richer than that of autonomous systems
in general. Finally, it will be proved that (M(I), fˆ ) has infinite topological entropy for any
transitive autonomous system (I, f), while there exists a transitive non-autonomous system
(I, f0,∞) such that (M(I), fˆ ) has zero topological entropy. To proceed, we recall the definition
of topological (sequence) entropy of (X, f0,∞) introduced in [9, 22], which will be discussed
in detail in Section 5. Suppose that A = {ai}
∞
i=1 ⊂ Z
+ is an increasing sequence, n ≥ 1
and ǫ > 0. A subset E ⊂ X is called (n, ǫ,A)-separated if, for any x 6= y ∈ E, there exists
0 ≤ j ≤ n − 1 such that d(f
aj
0 (x), f
aj
0 (y)) > ǫ. Let Λ ⊂ X and sn(ǫ,A, f0,∞,Λ) be the
maximal cardinality of an (n, ǫ,A)-separated set in Λ. Denote
hA(f0,∞,Λ) := lim
ǫ→0
lim sup
n→∞
1
an
log sn(ǫ,A, f0,∞,Λ).(2.3)
If Λ = X, then hA(f0,∞) := hA(f0,∞,X) is called the topological sequence entropy of (X, f0,∞)
with respect to the sequence A. Further, if A = Z+, then h(f0,∞) := hZ+(f0,∞) is called the
topological entropy of (X, f0,∞). If fn = f for all n ≥ 0, then h(f0,∞) is briefly denoted as
h(f).
Lemma 2.5. Let fn : X → X be a map for n ≥ 0. Then fn converges uniformly to f on X
if and only if fˆn converges uniformly to fˆ on M(X).
Proof. If fn converges uniformly to f on X, then for any ε > 0, there exists N > 0 such that
d(fn(x), f(x)) < ε for n ≥ N and x ∈ X. Thus, f
−1
n (A) ⊂ f
−1(Aε) for n ≥ N and A ∈ B(X).
Let µ ∈ M(X). Then f−1n (A) ⊂ f
−1(Aε) implies fˆn(µ)(A) = µ(f
−1
n (A)) ≤ µ(f
−1(Aε)) =
fˆ(µ)(Aε) ≤ fˆ(µ)(Aε) + ε for A ∈ B(X) and n ≥ N , which yields Pd(fˆn(µ), fˆ(µ)) < ε. Thus,
fˆn converges uniformly to fˆ .
Conversely, for any ε ∈ (0, 1), there exists N > 0 such that Pd(fˆn(µ), fˆ(µ)) < ε for n ≥ N
and µ ∈M(X). By Lemma 2.1 (i), d(fn(x), f(x)) = Pd(δfn(x), δf(x)) = Pd(fˆn(δx), fˆ(δx)) < ε
for x ∈ X and n ≥ N . Hence, fn converges uniformly to f . 
Theorem 2.6. (i) If (I, f) is topologically transitive, then h(fˆ) =∞.
(ii) There exists (I, f0,∞) such that (I, f0,∞) is transitive but h(fˆ0,∞) = 0.
Proof. (i) Corollary 3.6 in [4] ensures that h(f) ≥ 12 log 2. Thus, h(fˆ) =∞ by Proposition 6
in [2].
(ii) It follows from Theorem 12 in [1] that there exists a transitive system (I, f0,∞) such
that fn converges uniformly to id on I and h(f0,∞) = 0, where id is the identity map on
I. It is given explicitly below for completeness. Let I = [0, 1]. First, construct a family of
functions Fm : I → I for m > 0. Divide I into m intervals Ji , [ai, ai+1], 0 ≤ i ≤ m − 1,
where ai =
i
m . For any 0 ≤ i ≤ m−1, put ci, di ∈ Ji with ci = ai+
1
3m , di = ai+
2
3m , d−1 = 0
and cm = 1. The map Fm is the connect-the-dots map such that Fm(ai) = ai, Fm(ci) = ci+1
and Fm(di) = di−1 for 0 ≤ i ≤ m − 1. Then (I, Fm) is topologically exact for any fixed
m ≥ 1. Next, inductively define the maps {fn}
∞
n=0. Let An , {[
i
2n ,
i+1
2n ] : i = 0, · · · , 2
n − 1}.
Then there exists s1 ≥ 1 such that F1 ◦ · · · ◦ F1︸ ︷︷ ︸
s1
(J) = I for J ∈ A1. Denote fi , F1 for
0 ≤ i ≤ s1 − 1. Assume that we have already defined s1 < s2 < · · · < sn and {fj}
sn−1
j=0 such
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that f sk0 (J) = I for J ∈ Ak and 1 ≤ k ≤ n. Let us define sn+1 and {fj}
sn+1−1
j=sn
. For any
J ∈ An+1, there exists l ≥ 1 such that Fn+1 ◦ · · · ◦ Fn+1︸ ︷︷ ︸
l
(f sn0 (J)) = I. Denote sn+1 , sn + l
and fj , Fn+1 for sn ≤ j ≤ sn+1 − 1. By the above construction, we get f
sn
0 (J) = I for
n ≥ 1 and J ∈ An, and fn converges uniformly to id on I.
By Lemma 2.5, fˆn converges uniformly to iˆd on M(I). It then follows from Theorem E in
[9] that h(fˆ0,∞) ≤ h(iˆd) = 0. 
2.2. Topological mixing and exactness. Next, the connections of topological mixing and
exactness between (X, f0,∞) and (M(X), fˆ0,∞) are studied.
The following two technical lemmas will be needed.
Lemma 2.7. Let U1, · · · ,Un be nonempty open subsets of M(X). Then there exists k ≥ 1
such that for 1 ≤ j ≤ n, there exist nonempty open subsets U j1 , · · · , U
j
k of X satisfying that
1
k
k∑
i=1
δ
yji
∈ Uj for y
j
i ∈ U
j
i , 1 ≤ i ≤ k.
Proof. By Lemma 2.1 (ii), we can choose k ≥ 1 such that there exists µj ,
1
k
k∑
i=1
δ
xji
∈ Uj for
1 ≤ j ≤ n, where xj , (xj1, · · · , x
j
k) ∈ X
k. Clearly, ϕk(x
j) = µj, where ϕk is given by (2.1).
Choose ǫ > 0 such that BPd(µj , ǫ) ⊂ Uj for 1 ≤ j ≤ n. By the continuity of ϕk, there exists
δ > 0 such that Pd(ϕk(x), ϕk(y)) < ǫ for x, y ∈ X
k with dk(x, y) < δ. Let U
j
i , Bd(x
j
i , δ)
for 1 ≤ i ≤ k, and yj , (yj1, · · · , y
j
k) ∈
k∏
i=1
U ji . Then dk(x
j , yj) = max
1≤i≤k
d(xji , y
j
i ) < δ. Thus,
ϕk(y
j) = 1k
k∑
i=1
δ
yji
∈ BPd(µj , ǫ) ⊂ Uj for 1 ≤ j ≤ n. 
Lemma 2.8. (i) If (X, f0,∞) is topologically mixing, then (X
n, fn0,∞) is topologically mixing
for n ≥ 1.
(ii) If (X, f0,∞) is mild mixing, then (X
n, fn0,∞) is mild mixing for n ≥ 1, where f
n
0,∞ =
f0,∞ × · · · × f0,∞︸ ︷︷ ︸
n
.
Proof. (i) is straightforward to verify, and (ii) is obtained by simple induction. 
Motivated by [2, 25], we prove in the following two theorems that topological mixing (resp.,
mild mixing and topological exactness) of (X, f0,∞) is equivalent to that of (M(X), fˆ0,∞).
Theorem 2.9. (i) (X, f0,∞) is topologically mixing if and only if (M(X), fˆ0,∞) is topologi-
cally mixing.
(ii) (X, f0,∞) is mild mixing if and only if (M(X), fˆ0,∞) is mild mixing.
Proof. (i) Suppose that (X, f0,∞) is topologically mixing. Let U1 and U2 be two nonempty
open subsets of M(X). Lemma 2.7 ensures that there exists n ≥ 1 such that for any
1 ≤ j ≤ 2, there exist n nonempty open subsets U j1 , · · · , U
j
n of X satisfying that
1
n
n∑
i=1
δ
yji
∈ Uj
for yji ∈ U
j
i and 1 ≤ i ≤ n. By Lemma 2.8, (X
n, fn0,∞) is topologically mixing. Thus, there
exists N0 ≥ 1 such that for any N ≥ N0, we can choose zi ∈ U
1
i satisfying that f
N
0 (zi) ∈ U
2
i
for 1 ≤ i ≤ n. Define µ , 1n
n∑
i=1
δzi . Then µ ∈ U1 and fˆ
N
0 (µ) =
1
n
n∑
i=1
δfN0 (zi)
∈ U2, which
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yields fˆN0 (U1) ∩ U2 6= ∅ for N ≥ N0. Therefore, (M(X), fˆ0,∞) is topologically mixing. The
converse of (i) is proved by a similar approach to that of Proposition 2.2.
(ii) Let (Y, g0,∞) be a given transitive system. Suppose that (X, f0,∞) is mild mixing.
Choose two nonempty open subsets O1 and O2 of M(X) × Y . Then there exist nonempty
open subsets Ui ⊂ M(X) and Vi ⊂ Y such that Ui × Vi ⊂ Oi, i = 1, 2. By Lemma
2.7, there exists n ≥ 1 such that for 1 ≤ j ≤ 2, there exist n nonempty open subsets
U j1 , · · · , U
j
n of X satisfying that
1
n
n∑
i=1
δ
yji
∈ Uj for y
j
i ∈ U
j
i and 1 ≤ i ≤ n. By Lemma 2.8,
(Xn × Y, fn0,∞ × g0,∞) is transitive. Thus, there exists N0 ≥ 1 such that g
N0
0 (V1) ∩ V2 6= ∅,
and there exists zi ∈ U
1
i such that f
N0
0 (zi) ∈ U
2
i for 1 ≤ i ≤ n. Let µ ,
1
n
n∑
i=1
δzi . Then
µ ∈ U1 and fˆ
N0
0 (µ) =
1
n
n∑
i=1
δfN0 (zi)
∈ U2. Thus, (fˆ
N0
0 × g
N0
0 )(O1) ∩ O2 6= ∅. This proves that
(M(X), fˆ0,∞) is mild mixing.
Suppose that (M(X), fˆ0,∞) is mild mixing. It suffices to show that there exists N0 ≥ 1
such that (fN00 × g
N0
0 )(U1 × V1) ∩ (U2 × V2) 6= ∅ for any nonempty open subsets U1, U2 ⊂ X
and V1, V2 ⊂ Y . Define Ui , {µ ∈ M(X) : µ(Ui) > 1/2}, i = 1, 2. Since (M(X), fˆ0,∞)
is mild mixing, there exists N0 ≥ 1 such that g
N0
0 (V1) ∩ V2 6= ∅ and there exists µ ∈ U1
such that fˆN00 (µ) ∈ U2. Since µ(U1) > 1/2 and fˆ
N0
0 (µ)(U2) = µ
(
f−N00 (U2)
)
> 1/2, we have
(fN00 × g
N0
0 )(U1 × V1) ∩ (U2 × V2) 6= ∅. 
Theorem 2.10. (X, f0,∞) is topologically exact if and only if (M(X), fˆ0,∞) is topologically
exact.
Proof. Suppose that (X, f0,∞) is topologically exact. Fix any nonempty open subset U of
M(X). Lemma 2.1 (ii) shows that there exists m ≥ 1 such that µ0 ,
1
m
m∑
i=1
δxi ∈ U for some
x1, · · · , xm ∈ X. Choose ǫ > 0 such that B¯Pd(µ0, ǫ) ⊂ U . Since (X, f0,∞) is topologically
exact, there exists N0 ≥ 1 such that for 1 ≤ i ≤ m,
fN0
(
Bd(xi, ǫ)
)
= X, N ≥ N0.(2.4)
Fix N ≥ N0. For any ν ∈ M∞(X), there exist n ≥ 1 and y1, · · · , yn ∈ X such that
ν = 1n
n∑
j=1
δyj . It follows from (2.4) that for 1 ≤ i ≤ m and 1 ≤ j ≤ n, there exists
zij ∈ Bd(xi, ǫ) such that f
N
0 (z
i
j) = yj. Define µ ,
1
mn
m∑
i=1
n∑
j=1
δzij
. By Lemma 2.1 (iii), we have
fˆN0 (µ) =
1
mn
m∑
i=1
n∑
j=1
δfN0 (zij)
=
1
n
n∑
j=1
δyj = ν.(2.5)
Since zij ∈ Bd(xi, ǫ) for 1 ≤ i ≤ m and 1 ≤ j ≤ n, we have
µ(Aǫ) + ǫ =
1
mn
m∑
i=1
n∑
j=1
δzij
(Aǫ) + ǫ ≥
1
m
m∑
i=1
δxi(A) = µ0(A)
for A ∈ B(X). Thus, Pd (µ, µ0) < ǫ. This, along with (2.5), gives ν ∈ fˆ
N
0
(
BPd(µ0, ǫ)
)
. Thus,
M∞(X) ⊂ fˆ
N
0
(
BPd(µ0, ǫ)
)
.
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Lemma 2.1 (ii) implies that
M(X) =M∞(X) ⊂ fˆN0
(
BPd(µ0, ǫ)
)
= fˆN0
(
B¯Pd(µ0, ǫ)
)
⊂ fˆN0 (U).
Consequently, fˆN0 (U) =M(X) for N ≥ N0. Hence, (M(X), fˆ0,∞) is topologically exact.
Let (M(X), fˆ0,∞) be topologically exact. Suppose that (X, f0,∞) is not topologically
exact. Then there exists a nonempty open subset U of X such that for any N ≥ 1, there
exists n0 ≥ N such that f
n0
0 (U) $ X. Let x ∈ U and choose 0 < r < 1/2 such that
B¯d(x, r) ⊂ U . Clearly, X \ f
n0
0
(
B¯d(x, r)
)
6= ∅. Let y ∈ X \ fn00
(
B¯d(x, r)
)
and define η ,
min
{
1/2, d
(
y, fn00 (B¯d(x, r))
)}
> 0. Lemma 2.1 (ii) ensures that D , BPd(δx, r)∩M∞(X) 6=
∅. Choose µ , 1k
k∑
i=1
δyi ∈ D for some k ≥ 1 and y1, · · · , yk ∈ X. Then
1 = δx({x}) ≤ µ(Bd(x, r)) + r =
1
k
k∑
i=1
δyi(Bd(x, r)) + r =
1
k
♯{1 ≤ i ≤ k : yi ∈ Bd(x, r)}+ r.
Since yi ∈ Bd(x, r) implies f
n0
0 (yi) /∈ Bd(y, η), we have
fˆn00 (µ)(Bd(y, η)) + η ≤
1
k
♯{1 ≤ i ≤ k : yi /∈ Bd(x, r)} + η ≤ r + η < δy({y}).
This proves Pd
(
δy, fˆ
n0
0 (µ)
)
≥ η. Hence, Pd(δy, fˆ
n0
0 (D)) ≥ η. Since M∞(X) = M(X) and
BPd(δx, r) is open, we have fˆ
n0
0 (B¯Pd(δx, r)) = fˆ
n0
0 (D) and thus
Pd
(
δy, fˆ
n0
0
(
B¯Pd(δx, r)
))
= Pd
(
δy, fˆ
n0
0 (D)
)
≥ η.
This implies that fˆn00
(
BPd(δx, r)
)
6=M(X), which is a contradiction. Therefore, (X, f0,∞) is
topologically exact. 
Finally, we consider the interrelations of weak mixing between (X, f0,∞) and (M(X), fˆ0,∞).
Proposition 2.11. If (X, f0,∞) is weakly mixing of all orders, then so is (M(X), fˆ0,∞).
Conversely, if (M(X), fˆ0,∞) is weakly mixing of some order n, then so is (X, f0,∞).
Proof. Suppose that (X, f0,∞) is weakly mixing of all orders. Fix n ≥ 2. Let Uj and Vj,
1 ≤ j ≤ n, be nonempty open subsets of M(X). By Lemma 2.7, there exists k ≥ 1 such
that for any 1 ≤ j ≤ n, there exist nonempty open subsets U j1 , · · · , U
j
k , V
j
1 , · · · , V
j
k of X
satisfying that 1k
k∑
i=1
δ
yji
∈ Uj and
1
k
k∑
i=1
δ
zji
∈ Vj for y
j
i ∈ U
j
i , z
j
i ∈ V
j
i and 1 ≤ i ≤ k.
Since (X, f0,∞) is weakly mixing of all orders, there exist k1 ≥ 1 and y˜
j
i ∈ U
j
i such that
fk10 (y˜
j
i ) ∈ V
j
i for 1 ≤ j ≤ n and 1 ≤ i ≤ k. Denote µj ,
1
k
k∑
i=1
δ
y˜ji
. Then µj ∈ Uj and
fˆk10 (µj) =
1
k
k∑
i=1
δ
f
k1
0 (y˜
j
i )
∈ Vj by Lemma 2.1 (iii). So, fˆ
k1
0 (Uj) ∩ Vj 6= ∅ for all 1 ≤ j ≤ n.
Hence, (M(X), fˆ0,∞) is weakly mixing of order n. Since n is arbitrary, (M(X), fˆ0,∞) is
weakly mixing of all orders.
Suppose that (M(X), fˆ0,∞) is weakly mixing of some order n ≥ 2. Let U1, · · · , Un,
V1, · · · , Vn be nonempty open subsets of X. Define Ui , {µ ∈ M(X) : µ(Ui) > 1/2}
and Vi , {µ ∈ M(X) : µ(Vi) > 1/2} for 1 ≤ i ≤ n, which are clearly nonempty open subsets
of M(X). Since (M(X), fˆ0,∞) is weakly mixing of order n, there exists k > 0 such that for
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any 1 ≤ i ≤ n, there exists µi ∈ Ui satisfying that fˆ
k
0 (µi) ∈ Vi. Thus, µi(Ui) > 1/2 and
µi(f
−k
0 (Vi)) = fˆ
k
0 (µi)(Vi) > 1/2, which implies that f
k
0 (Ui) ∩ Vi 6= ∅ for all 1 ≤ i ≤ n. Hence,
(X, f0,∞) is weakly mixing of order n. 
3. Chain mixing, chain transitivity and shadowing
3.1. Chain mixing and chain transitivity. Let δ > 0. Recall that a δ-pseudo orbit of
(X, f0,∞) is a finite or infinite sequence {x0, x1, · · · } such that d(fn(xn), xn+1) < δ for all
n = 0, 1 · · · . A finite δ-pseudo orbit {x0, x1, · · · , xk} is also called a δ-chain from x0 to xk
with length k. (X, f0,∞) is chain mixing if, for any ε > 0 and any x, y ∈ X, there exists
N ≥ 1 such that for any k ≥ N , there exists an ε-chain from x to y with length k; it is chain
transitive if, for any x, y ∈ X and any ε > 0, there exists an ε-chain from x to y; it is chain
weakly mixing of all orders if (Xn, fn0,∞) is chain transitive for all n ≥ 1; it is chain exact if,
for any ε > 0 and any nonempty open subset U of X, there exists N ≥ 1 such that for any
x ∈ X, there exist y ∈ U and an ε-chain from y to x with length N .
The first lemma reveals basic relations of these chain properties.
Lemma 3.1. (i) If (X, f0,∞) is chain mixing, then it is chain weakly mixing of all orders.
(ii) If (X, f0,∞) is weakly mixing of all orders, then it is chain exact.
(iii) If (X, f0,∞) is chain exact, then it is chain transitive.
Proof. (i) Let n ≥ 1, ε > 0 and x = (x1, · · · , xn), y = (y1, · · · , yn) ∈ X
n. Since (X, f0,∞) is
chain mixing, there exists N ≥ 1 such that for any k ≥ N and 1 ≤ i ≤ n, there exists an
ε-chain {xi = x
0
i , x
1
i , · · · , x
k
i = yi} with length k. Then {x = (x
0
1, · · · , x
0
n), (x
1
1, · · · , x
1
n), · · · ,
(xk1 , · · · , x
k
n) = y} is an ε-chain of (X
n, fn0,∞) with length k. In fact, for any 0 ≤ j ≤ k − 1,
dn
(
(fj(x
j
1), · · · , fj(x
j
n)), (x
j+1
1 , · · · , x
j+1
n )
)
= max
1≤i≤n
d(fj(x
j
i ), x
j+1
i ) < ε.
Hence, (X, f0,∞) is chain weakly mixing of order n. Therefore, it is chain weakly mixing of
all orders.
(ii) Let ε > 0 and U be a nonempty open subset of X. Since X is compact, there exist
x1, · · · , xk ∈ X such that X =
⋃k
i=1Bd(xi,
ε
2). Fix y ∈ U . Since (X
k, fk0,∞) is chain transitive,
there exists ε2 -chain {(y, · · · , y) = (z
0
1 , · · · , z
0
k), (z
1
1 , · · · , z
1
k), · · · , (z
l
1, · · · , z
l
k) = (x1, · · · , xk)}
with length l. For any x ∈ X, there exists 1 ≤ j ≤ k such that x ∈ Bd(xj ,
ε
2). Then
d(fl−1(z
l−1
j ), x) ≤ d(fl−1(z
l−1
j ), xj) + d(xj , x) < ε.
Thus, {y = z0j , z
1
j , · · · , z
l−1
j , x} is an ε-chain from y to x with length l.
(iii) Fix x, y ∈ X and ε > 0. There exists δ > 0 such that d(f0(z1), f0(z2)) <
ε
2 for any
z1, z2 ∈ X with d(z1, z2) < δ. Since X is compact, there exist y1, · · · , yk ∈ X such that X =⋃k
i=1Bd(yi, δ/2). Then x ∈ Bd(yi0 , δ/2) for some 1 ≤ i0 ≤ k. Since (X, f0,∞) is chain exact,
there exist N0 ≥ 1, xˆ ∈ Bd(yi0 , δ/2) and {ai}
N0−1
i=1 ⊂ X such that {xˆ = a0, a1, · · · , aN0 = y}
is an ε2 -chain. Since d(x, xˆ) ≤ d(x, yi0) + d(yi0 , xˆ) < δ, we have d(f0(x), f0(xˆ)) < ε/2. Then
d(f0(x), a1) ≤ d(f0(x), f0(xˆ)) + d(f0(xˆ), a1) < ε.
Thus, {x, a1, · · · , aN0 = y} is an ε-chain from x to y. 
Lemma 3.2. Let f : X → X be a map. Then f is surjective if and only if fˆ is surjective.
Proof. Suppose that f is surjective. Let µ ∈ M(X). Lemma 2.1 (ii) implies that for any
n ≥ 1, there exist kn ≥ 1 and {xi,n}
kn
i=1 ⊂ X such that
1
kn
kn∑
i=1
δxi,n ∈ BPd(µ,
1
2n ). Clearly,
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lim
n→∞
1
kn
kn∑
i=1
δxi,n = µ. Since f is surjective, there exists yi,n ∈ X such that f(yi,n) = xi,n for
1 ≤ i ≤ kn. Then by Lemma 2.1 (iii),
lim
n→∞
fˆ
(
1
kn
kn∑
i=1
δyi,n
)
= lim
n→∞
1
kn
kn∑
i=1
fˆ(δyi,n) = limn→∞
1
kn
kn∑
i=1
δxi,n = µ.
SinceM(X) is compact, up to a subsequence, there exists ν ∈ M(X) such that lim
n→∞
1
kn
kn∑
i=1
δyi,n
= ν. Then
fˆ(ν) = lim
n→∞
fˆ(
1
kn
kn∑
i=1
δyi,n) = µ.
Therefore, fˆ is surjective.
Suppose that fˆ is surjective. Let y ∈ X. Then there exists µ ∈ M(X) such that fˆ(µ) = δy.
Thus, µ(f−1({y})) = fˆ(µ)({y}) = δy({y}) = 1, and f
−1({y}) 6= ∅. Hence, f is surjective. 
Now, we show that (M(X), fˆ0,∞) is chain mixing for any surjective non-autonomous sys-
tem.
Theorem 3.3. Let fn : X → X be a surjective map for n ≥ 0. Then (M(X), fˆ0,∞) is chain
mixing.
Proof. It suffices to show that for any ε ∈ (0, 1) and any µ, ν ∈ M(X), there exists N ≥ 1 such
that for any k ≥ N , there exists an ε-chain {µ = µ0, µ1, · · · , µk = ν} with length k. Choose
N ≥ 1 such that 1 ∈ ((N − 1)ε/2, Nε/2]. Fix k ≥ N . By Lemma 3.2, fˆk0 is surjective and thus
there exists ν∗ ∈ M(X) such that fˆ
k
0 (ν∗) = ν. By setting µ1 = (1− ε/2)fˆ0(µ0) + εfˆ0(ν∗)/2,
we get fˆ0(µ0) ∈ B¯Pd(µ1, ε/2) by Lemma 2.1 (iv). Define µ2 = (1− ε)fˆ
2
0 (µ0)+ εfˆ
2
0 (ν∗). Again
by Lemma 2.1 (iv), we have
Pd(µ2, fˆ1(µ1)) = Pd
(
(1− ε)fˆ20 (µ0) + εfˆ
2
0 (ν∗),
(
1−
ε
2
)
fˆ20 (µ0) +
ε
2
fˆ20 (ν∗)
)
≤
ε
2
,
which gives fˆ1(µ1) ∈ B¯Pd(µ2, ε/2). By induction with setting
µn = (1− nε/2)fˆ
n
0 (µ0) + nεfˆ
n
0 (ν∗)/2, 1 ≤ n ≤ N − 1,
we get fˆn−1(µn−1) ∈ B¯Pd(µn, ε/2). Define µN = fˆ
N
0 (ν∗). By the choice of N , we get
fˆN−1(µN−1)(K) =
(
1−
Nε
2
)
fˆN0 (µ0)(K) +
ε
2
fˆN0 (µ0)(K) +
(N − 1)ε
2
µN (K) ≤
ε
2
+ µN (K
ε
2 )
for K ∈ B(X), which means that fˆN−1(µN−1) ∈ B¯Pd(µN , ε/2). Set µn+1 = fˆn(µn) for
N ≤ n ≤ k − 1. Then
µk = fˆ
k−N
N (µN ) = fˆ
k−N
N (fˆ
N
0 (ν∗)) = ν
and fˆn(µn) ∈ BPd(µn+1, ε) for 0 ≤ n ≤ k − 1. Hence, {µ = µ0, µ1, · · · , µk = ν} is an ε-chain
with length k. Therefore, (M(X), fˆ0,∞) is chain mixing. 
For autonomous systems, it was proved in Theorem 13 of [3] that (M(X), fˆ ) is chain
mixing if f is a homeomorphism, which is weakened to be surjective for non-autonomous
systems in Theorem 3.3 above.
The following result is a direct consequence of Lemma 3.1 and
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Corollary 3.4. Let fn : X → X be a surjective map for n ≥ 0. Then (M(X), fˆ0,∞) is chain
mixing, chain weakly mixing of all orders, chain exact, and chain transitive.
Remark 3.5. Let X = {a, b} with the discrete metric, f(a) = b and f(b) = a. Clearly,
(X, f) is chain transitive. (M(X), fˆ ) is also chain transitive by Corollary 3.4. However, it
was shown by Example 3 in [6] that in hyperspace, (K(X), f¯ ) is not chain transitive.
Therefore, the surjective condition on fn brings fruitful chain properties for (M(X), fˆ0,∞).
The next result can be deduced from Proposition 2.6 in [11] and Corollary 3.4 above.
Corollary 3.6. If (X, f) is chain transitive, then (M(X), fˆ ) is chain mixing, chain weakly
mixing of all orders, chain exact, and chain transitive.
It is natural to consider whether the converse of Corollary 3.6 is true. The following two
counterexamples confirm that chain mixing of (M(X), fˆ ) does not imply chain mixing, not
even chain transitivity of (X, f). The first example is for a surjective map, and the second
one is for a homeomorphism.
Example 3.7. Let I = [0, 1] and
f(x) =
{
0, x ∈ [0, 12 ],
2x− 1, x ∈ (12 , 1].
Clearly, f : I → I is continuous and surjective. Thus, (M(I), fˆ ) is chain mixing by Theorem
3.3. However, (I, f) is not chain transitive. In fact, by choosing δ0 ∈ (0,
1
2 ), x0 = 0 and
y0 =
2
3 , it can be verified that for any δ0-pseudo orbit {xn}
∞
n=0 from x0, {xn}
∞
n=0 ⊂ [0,
1
2 ].
Indeed, x1 ∈ Bd(f(x0), δ0) = Bd(0, δ0) ⊂ [0,
1
2 ]. If xn ∈ [0,
1
2 ] for some n > 0, then f(xn) = 0
and xn+1 ∈ Bd(f(xn), δ0) ⊂ [0,
1
2 ]. Thus, {xn}
∞
n=0 ⊂ [0,
1
2 ]. However, y0 =
2
3 , which means
that there are no δ0-chains from x0 to y0.
Example 3.8. Let I = [0, 1], and
f(x) = x2, x ∈ I.
Then f : I → I is a homeomorphism. Thus, (M(I), fˆ ) is chain mixing by Theorem 3.3.
However, (I, f) is not chain transitive. Let δ0 =
1
4 , x0 =
1
2 and y0 = 1. We claim that for
any δ0-pseudo orbit {xn}
∞
n=0 from x0, {xn}
∞
n=0 ⊂ [0,
1
2). Clearly, x1 ∈ Bd(f(x0), δ0) = (0,
1
2).
Suppose that xn ∈ [0,
1
2) for some n > 0. Then f(xn) ∈ [0,
1
4 ), and thus xn+1 ∈ Bd(f(xn), δ0)
⊂ [0, 12). Hence, {xn}
∞
n=0 ⊂ [0,
1
2 ). Since y0 = 1, there are no δ0-chains from x0 to y0.
3.2. Shadowing and specification. We first recall some concepts related to the shadowing
property. (X, f0,∞) has the shadowing property if, for every ε > 0, there exists δ > 0 such
that every δ-pseudo orbit {x0, x1, · · · } is ε-shadowed by some point in X (i.e. there exists
y ∈ X such that d(fn0 (y), xn) < ε for all n = 0, 1 · · · ). A sequence {xi}
∞
i=0 ⊂ X is a δ-average-
pseudo orbit of (X, f0,∞) for some δ > 0 if there is N > 0 such that for any n ≥ N and
k ≥ 0, 1n
n−1∑
i=0
d(fi+k(xi+k), xi+k+1) < δ. (X, f0,∞) has the average-shadowing property if, for
any ε > 0, there is δ > 0 such that every δ-average-pseudo orbit {xi}
∞
i=0 is ε-shadowed in
average by some point z ∈ X; that is, lim sup
n→∞
1
n
n−1∑
i=0
d(f i0(z), xi) < ε.
It was proved in Theorem 14 and Remark 15 of [3] that weak shadowing of (M(X), fˆ )
implies transitivity of (X, f) if f is homeomorphism. The next result indicates that shadowing
of (M(X), fˆ0,∞) implies topological mixing of (X, f0,∞) if fn is surjective for n ≥ 0.
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Proposition 3.9. Let fn : X → X be a surjective map for n ≥ 0. If (X, f0,∞) is not
topologically mixing, then (M(X), fˆ0,∞) does not have shadowing.
Proof. Suppose, on the contrary, that (M(X), fˆ0,∞) has shadowing. Let U and V be two
nonempty open subsets of M(X). Fix µ ∈ U and ν ∈ V. Choose ε0 > 0 such that
BPd(µ, ε0) ⊂ U and BPd(ν, ε0) ⊂ V. Then there exists δ0 > 0 such that every δ0-pseudo
orbit in M(X) is ε0-shadowed. By Theorem 3.3, there exists N ≥ 1 such that for any
k ≥ N , there exists a δ0-chain {µ = µ0, µ1, · · · , µk = ν}. So, there exists η ∈ M(X)
such that Pd(fˆ
n
0 (η), µn) < ε0 for all 0 ≤ n ≤ k. In particular, η ∈ BPd(µ, ε0) ⊂ U and
fˆk0 (η) ∈ BPd(ν, ε0) ⊂ V. Hence, (M(X), fˆ0,∞) is topologically mixing, and so is (X, f0,∞) by
Theorem 2.9, which is a contradiction. 
As an application of Proposition 3.9, it can be shown that shadowing of (X, f) is not
inherited by (M(X), fˆ ) in general.
Theorem 3.10. There exists (X, f) such that it has shadowing but (M(X), fˆ ) does not have
shadowing.
Proof. Let X = {a, b} with the discrete metric d and f(a) = b, f(b) = a. Let ǫ > 0
and δ˜ = 1/2. The δ˜-pseudo orbits of (X, f) are exactly {a, b, a, b, · · · } and {b, a, b, a, · · · }.
Both of them are the true orbits of (X, f). Thus, (X, f) has shadowing. Since (X, f) is not
topologically mixing, it follows from Proposition 3.9 that (M(X), fˆ ) does not have shadowing.
Then, a direct proof is provided for no shadowing of (M(X), fˆ ). It is straightforward to
show that
M(X) = {αδa + βδb : α+ β = 1, 0 ≤ α, β ≤ 1},
and all the points inM(X) are periodic points with period 2. Now, we show that (M(X), fˆ )
does not have shadowing. Let d0 = Pd(δa, (δa + δb)/2) > 0 and ǫ0 = d0/2. Choose n0 ∈
Z+ ∩ (1δ − 2,
1
δ +2) for any δ ∈ (0,
1
2 ). Then we construct a δ-pseudo orbit {νn}
∞
n=0 such that
for any µ ∈ M(X), there exists N0 ∈ Z
+ satisfying d(fˆN00 (µ), νN0) ≥ ε0. Define
νn =
 (1−
nδ
2 )δa +
nδ
2 δb, if 0 ≤ n ≤ n0 and n is even;
(1− nδ2 )δb +
nδ
2 δa, if 0 ≤ n ≤ n0 and n is odd;
1
2 (δa + δb), if n > n0.
By Lemma 2.1 (iv) and the choice of n0, we have d(fˆn(νn), νn+1) < δ for all n ≥ 0, and thus
{νn}
∞
n=0 is a δ-pseudo orbit. Fix any µ = α0δa + β0δb ∈ M(X), where 0 ≤ α0, β0 ≤ 1. Since
µ is a 2-periodic point, there exists N0 ≥ 1 such that νN0 = (δa + δb)/2 and fˆ
N0(µ) = µ. If
Pd(µ, δa) < ǫ0, then
Pd(fˆ
N0(µ), νN0) = Pd
(
µ,
1
2
(δa + δb)
)
≥ Pd
(
δa,
1
2
(δa + δb)
)
− Pd(µ, δa) > ǫ0,
which implies that the δ-pseudo orbit {νn}
∞
n=0 cannot be ǫ0-shadowed by any point µ ∈
M(X). Hence, (M(X), fˆ ) does not have shadowing. 
In contrast to shadowing, it will be shown that specification property (resp., property P )
of (X, f0,∞) implies that of (M(X), fˆ0,∞). Recall that (X, f0,∞) has specification property
if, for any ǫ > 0, there exists Mǫ ∈ Z
+ such that for any k ≥ 2, any x1, · · · , xk ∈ X, and
any 2k non-negative integers a1 ≤ b1 < a2 ≤ b2 < · · · < ak ≤ bk with ai − bi−1 ≥ Mǫ,
2 ≤ i ≤ k, there exists z ∈ X such that for all 1 ≤ i ≤ k, it satisfies d(fn0 (z), f
n
0 (xi)) ≤ ǫ,
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ai ≤ n ≤ bi. (X, f0,∞) has property P if, for any two nonempty open subsets U1, U2 ⊂ X,
there exists N ≥ 1 such that for any k ≥ 2 and any sequence s = (s1, s2, · · · , sk) ∈ Σ
k
2,
there exists x ∈ X satisfying that x ∈ Us1 , f
N
0 (x) ∈ Us2 , · · · , f
(k−1)N
0 (x) ∈ Usk , where
Σk2 = {α = (a1, · · · , ak) : ai ∈ {1, 2}, 1 ≤ i ≤ k}.
Proposition 3.11. (i) If (X, f0,∞) has specification property, then so does (M(X), fˆ0,∞).
(ii) If (X, f0,∞) has property P , then so does (M(X), fˆ0,∞).
Proof. (i) Let ǫ > 0. Then there exists Mǫ/2 ≥ 1 such that (X, f0,∞) satisfies the definition
of specification property. Fix any k ≥ 2, any µ1, · · · , µk ∈ M(X), and any 2k non-negative
integers a1 ≤ b1 < a2 ≤ b2 < · · · < ak ≤ bk with ai − bi−1 ≥Mǫ/2, 2 ≤ i ≤ k. By the uniform
continuity of fˆm0 , there exists η > 0 such that for any µ, ν ∈ M(X),
Pd(µ, ν) < η ⇒ Pd(fˆ
m
0 (µ), fˆ
m
0 (ν)) < ǫ/2, 1 ≤ m ≤ bk.(3.1)
By Lemma 2.1 (ii), there exists n0 ≥ 1 such that νi =
1
n0
n0∑
j=1
δ
x
(i)
j
∈ BPd(µi, η), 1 ≤ i ≤ k, for
some x
(i)
1 , · · · , x
(i)
n0 ∈ X. It follows from (3.1) that
Pd
(
fˆm0 (µi), fˆ
m
0 (νi)
)
< ǫ/2, 1 ≤ m ≤ bk, 1 ≤ i ≤ k.(3.2)
By the specification property of (X, f0,∞), for any 1 ≤ j ≤ n0, there exists zj ∈ X such that
for any 1 ≤ i ≤ k, we have
d
(
fm0 (zj), f
m
0 (x
(i)
j )
)
≤ ǫ/2, ai ≤ m ≤ bi.(3.3)
Denote µˆ = 1n0
∑n0
j=1 δzj . By (3.3) we have
Pd
(
fˆm0 (µˆ), fˆ
m
0 (νi)
)
= Pd
 1
n0
n0∑
j=1
δfm0 (zj),
1
n0
n0∑
j=1
δ
fm0 (x
(i)
j )
 ≤ ǫ/2, ai ≤ m ≤ bi(3.4)
for 1 ≤ i ≤ k. It follows from (3.2) and (3.4) that for 1 ≤ i ≤ k,
Pd(fˆ
m
0 (µˆ), fˆ
m
0 (µi)) ≤ Pd(fˆ
m
0 (µi), fˆ
m
0 (νi)) + Pd(fˆ
m
0 (µˆ), fˆ
m
0 (νi)) < ǫ, ai ≤ m ≤ bi.
Therefore, (M(X), fˆ0,∞) has the specification property.
(ii) Fix any two nonempty open subsets U1,U2 of M(X). By Lemma 2.7, there exists
n1 ≥ 1 such that for any 1 ≤ j ≤ 2, there exist n1 nonempty open subsets U
j
1 , · · · , U
j
n1 of X
such that 1n1
∑n1
i=1 δyji
∈ Uj for y
j
i ∈ U
j
i and 1 ≤ i ≤ n1. Fix 1 ≤ i ≤ n1. Since (X, f0,∞) has
property P , there exists Ni ∈ Z
+ satisfying the definition of property P for U1i and U
2
i . Fix
any k ≥ 2 and any sequence s = (s1, s2, · · · , sk) ∈ Σ
k
2. Denote
li = N1 × · · · ×Ni−1 ×Ni+1 × · · · ×Nn1 , N = N1 × · · · ×Nn1 ,
and
sˆ(i) = (s1, · · · , s1︸ ︷︷ ︸
li
, s2, · · · , s2︸ ︷︷ ︸
li
, · · · , sk, · · · , sk︸ ︷︷ ︸
li
) ∈ Σkli2 .
Then there exists zi ∈ X such that
zi ∈ U
s1
i , f
N
0 (zi) ∈ U
s2
i , · · · , f
(k−1)N
0 (zi) ∈ U
sk
i .
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By defining µ = 1n1
∑n1
i=1 δzi , we have
µ ∈ Us1 , fˆ
N
0 (µ) =
1
n1
n1∑
i=1
δfN0 (zi)
∈ Us2 , · · · , fˆ
(k−1)N
0 (µ) =
1
n1
n1∑
i=1
δ
f
(k−1)N
0 (zi)
∈ Usk .
Therefore, (M(X), fˆ0,∞) has property P . 
The following result shows another difference between (X, f0,∞) and (M(X), fˆ0,∞).
Proposition 3.12. Assume that f : X → X is surjective. Then,
(i) there exists (X, f) such that it has shadowing but does not have average shadowing or
specification property;
(ii) shadowing of (M(X), fˆ ) implies average shadowing and specification property of (M(X), fˆ ).
Proof. (i) Consider again the example in Theorem 3.10 (i.e., X = {a, b} with the discrete
metric and f(a) = b, f(b) = a). Clearly, (X, f) has shadowing. However, Example 3 in [12]
indicates that it does not have average shadowing. Theorem 1 in [12] shows that it does not
have specification property.
(ii) By Proposition 3.9, (X, f) is topologically mixing. Then Theorem 2.9 implies that
(M(X), fˆ ) is topologically mixing. Thus, it follows from Theorem 1 in [12] that (M(X), fˆ )
has average shadowing and specification property. 
4. Sensitivity
Let A ⊂ N. A is cofinite if N \ A is finite; A = {nk}
∞
k=1 is syndetic if there exists l ≥ 1
such that nk+1 − nk ≤ l for all k ≥ 1; A is ergodic if lim supn→∞ |A ∩ {0, 1, · · · , n − 1}|/n is
positive, where |A| denotes the cardinality of A. (X, f0,∞) is sensitive if there exists δ > 0
such that Nd(x, ǫ, δ) 6= ∅ for any x ∈ X and ǫ > 0, where
Nd(x, ǫ, δ) = {n ≥ 1 : there exsits y ∈ Bd(x, ǫ) such that d
(
fn0 (x), f
n
0 (y)
)
> δ};
it is cofinitely sensitive if there exists δ > 0 such that Nd(x, ǫ, δ) is cofinite for x ∈ X and
ǫ > 0; it is syndetically sensitive if there exists δ > 0 such that Nd(x, ǫ, δ) is syndetic for
x ∈ X and ǫ > 0; it is ergodically sensitive if there exists δ > 0 such that Nd(x, ǫ, δ) is ergodic
for x ∈ X and ǫ > 0; it is multi-sensitive if there exists δ > 0 such that
⋂k
i=1Nd(xi, ǫ, δ) 6= ∅
for ǫ > 0, k ≥ 1 and x1, · · · , xk ∈ X; it is Li-Yorke sensitive if there exists δ > 0 such that
for any x ∈ X and ǫ > 0, there exists y ∈ Bd(x, ǫ) such that (x, y) is a Li-Yorke δ-pair (i.e.
lim infn→∞ d(f
n
0 (x), f
n
0 (y)) = 0 and lim supn→∞ d(f
n
0 (x), f
n
0 (y)) ≥ δ). Here, δ is a sensitivity
constant. Clearly, cofinite sensitivity implies multi-sensitivity and syndetic sensitivity, and
syndetic sensitivity implies ergodic sensitivity.
The following lemma will be needed.
Lemma 4.1. Let x ∈ X and 0 < ǫ < δ. Then NPd(δx, ǫ, δ) ⊂ Nd(x, ǫ, δ/2).
Proof. Let n ∈ NPd(δx, ǫ, δ). Suppose that n /∈ Nd(x, ǫ, δ/2). Then for any y ∈ Bd(x, ǫ), we
have d(fn0 (x), f
n
0 (y)) ≤ δ/2. This implies that
Bd(x, ǫ) ⊂ f
−n
0
(
B¯d(f
n
0 (x), δ/2)
)
⊂ f−n0
(
Bd(f
n
0 (x), δ)
)
.(4.1)
Note that
1 = δx({x}) ≤ µ(Bd(x, ǫ)) + ǫ < µ(Bd(x, ǫ)) + δ(4.2)
for any fixed µ ∈ BPd(δx, ǫ). Let A ∈ B(X). If f
n
0 (x) /∈ A, then
0 = δfn0 (x)(A) = fˆ
n
0 (δx)(A) ≤ fˆ
n
0 (µ)(A
δ) + δ.(4.3)
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If fn0 (x) ∈ A, then it follows from (4.1) and (4.2) that
fˆn0 (δx)(A) < µ(Bd(x, ǫ)) + δ ≤ µ
(
f−n0 (Bd(f
n
0 (x), δ))
)
+ δ ≤ fˆn0 (µ)(A
δ) + δ.(4.4)
Combining (4.3)–(4.4), we have Pd(fˆ
n
0 (δx), fˆ
n
0 (µ)) ≤ δ, which contradicts the fact that n ∈
NPd(δx, ǫ, δ). 
Lemma 4.1 implies the following result.
Proposition 4.2. If (M(X), fˆ0,∞) is sensitive (reps., cofinitely sensitive, multi-sensitive,
syndetically sensitive, and ergodically sensitive), then so is (X, f0,∞).
The next two theorems show that cofinite sensitivity (resp., multi-sensitivity) of (X, f0,∞)
is equivalent to that of (M(X), fˆ0,∞).
Theorem 4.3. (X, f0,∞) is cofinitely sensitive if and only if (M(X), fˆ0,∞) is cofinitely sen-
sitive.
Proof. It suffices to show the necessity by Proposition 4.2. Fix µ ∈ M(X) and ǫ > 0.
Lemma 2.1 (ii) implies that there exists ν , 1n0
n0∑
j=1
δxj ∈ BPd(µ, ǫ/2) for some n0 ∈ Z
+ and
x1, · · · , xn0 ∈ X. Since (X, f0,∞) is cofinitely sensitive with sensitivity constant δ > 0, there
exists N0 ≥ 1 such that
[N0,+∞) ⊂
n0⋂
j=1
Nd(xj , ǫ/2, δ).(4.5)
Fix k ≥ N0. It follows from (4.5) that for any 1 ≤ j ≤ n0, there exists yj ∈ Bd(xj , ǫ/2) such
that
d(fk0 (xj), f
k
0 (yj)) > δ.(4.6)
Since X is compact, there exists a finite open cover {Vm}
s
m=1 with
d(Vm) < δ/2, 1 ≤ m ≤ s.(4.7)
Let δ0 = min{δ/8, 1/s}. It can be shown that (M(X), fˆ0,∞) is cofinitely sensitive with
sensitivity constant δ1 < δ0/2. Indeed, we have
1 = ν(X) = ν
(
s⋃
m=1
f−k0 (Vm)
)
≤
s∑
m=1
ν
(
f−k0 (Vm)
)
=
s∑
m=1
fˆk0 (ν)(Vm).
Thus, there exists 1 ≤ m0 ≤ s such that
fˆk0 (ν)(Vm0) = ν(f
−k
0 (Vm0)) =
1
n0
n0∑
j=1
δxj
(
f−k0 (Vm0)
)
≥
1
s
≥ δ0.(4.8)
Then there exists 1 ≤ j0 ≤ n0 such that xj0 ∈ f
−k
0 (Vm0) ⊂ f
−k
0 (V
δ0
m0), which means that
A , {1 ≤ j ≤ n0 : xj ∈ f
−k
0 (V
δ0
m0)} 6= ∅.(4.9)
Fix j ∈ A. By (4.6)–(4.7), we have for any z ∈ V δ0m0 ,
d(fk0 (yj), z) ≥ d(f
k
0 (xj), f
k
0 (yj))− d(f
k
0 (xj), z) ≥ δ − d(V
δ0
m0) ≥
δ
4
,
and thus
fk0 (yj) /∈ V
δ0
m0 , ∀ j ∈ A.(4.10)
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Define
νˆ ,
1
|A|
∑
j∈A
δyj +
1
n0 − |A|
∑
j∈{1,··· ,n0}\A
δxj .(4.11)
Let B ∈ B(X). If xj ∈ B for some 1 ≤ j ≤ n0, then d(yj, B) ≤ d(yj , xj) < ǫ/2 and thus
yj ∈ B
ǫ/2. Consequently,
ν(B) =
1
n0
n0∑
j=1
δxj(B) ≤
1
n0
∑
j∈A
δyj (B
ǫ/2) +
1
n0
∑
j∈{1,··· ,n0}\A
δxj(B
ǫ/2) ≤ νˆ(Bǫ/2) + ǫ/2,
which implies Pd(ν, νˆ) < ǫ/2. Thus, Pd(µ, νˆ) ≤ Pd(µ, ν) + Pd(ν, νˆ) < ǫ. Moreover, it follows
from (4.9)–(4.10) that yj /∈ f
−k
0 (V
δ0
m0) for j ∈ A, and xj /∈ f
−k
0 (V
δ0
m0) for j ∈ {1, · · · , n0} \ A.
This, along with (4.8) and (4.11), gives fˆk0 (νˆ)(V
δ0
m0) = 0 and
fˆk0 (νˆ)(V
δ0
m0) + δ0 = δ0 ≤ fˆ
k
0 (ν)(Vm0),
which yields
Pd(fˆ
k
0 (νˆ), fˆ
k
0 (ν)) ≥ δ0.
Thus, Pd(fˆ
k
0 (µ), fˆ
k
0 (ν)) ≥ δ0/2 > δ1 or Pd(fˆ
k
0 (µ), fˆ
k
0 (νˆ)) ≥ δ0/2 > δ1. Hence, [N0,+∞) ⊂
NPd(µ, ǫ, δ1). Therefore, (M(X), fˆ0,∞) is cofinitely sensitive. 
Theorem 4.4. (X, f0,∞) is multi-sensitive if and only if (M(X), fˆ0,∞) is multi-sensitive.
Proof. Suppose that (X, f0,∞) is multi-sensitive. Fix k ≥ 1, µ1, · · · , µk ∈ M(X) and ǫ > 0.
By Lemma 2.1 (ii), there exist νi ,
1
ni
∑ni
j=1 δxij ∈ BPd(µi, ǫ/2), 1 ≤ i ≤ k, for some ni ≥ 1
and xi1, · · · , xini ∈ X. Since (X, f0,∞) is multi-sensitive with sensitivity constant δ > 0, there
exists n0 ≥ 1 such that for any 1 ≤ i ≤ k and 1 ≤ j ≤ ni, there exists xˆij ∈ Bd(xij , ǫ/2)
satisfying that
d(fn00 (xij), f
n0
0 (xˆij)) > δ.(4.12)
Since X is compact, there exists a finite open cover {Vm}
s
m=1 with d(Vm) < δ/2 for all 1 ≤
m ≤ s. Denote δ0 = min{δ/8, 1/s} and fix 1 ≤ i ≤ k. Since 1 = νi(X) ≤
∑s
m=1 νi
(
f−n00 (Vm)
)
,
there exists 1 ≤ m0 ≤ s such that
fˆn00
(
νi(Vm0)
)
=
1
ni
ni∑
j=1
δxij
(
f−n00 (Vm0)
)
≥
1
s
≥ δ0.
Thus, there exists 1 ≤ j ≤ ni such that xij ∈ f
−n0
0 (V
δ0
m0). Then Ai , {1 ≤ j ≤ ni : xij ∈
f−n00 (V
δ0
m0)} 6= ∅. Fix j ∈ Ai and z ∈ V
δ0
m0 . By (4.12) and the fact that d(Vm0) < δ/2, we have
d(fn00 (xˆij), z) ≥ d(f
n0
0 (xij), f
n0
0 (xˆij))− d(f
n0
0 (xij), z) ≥ δ − d(V
δ0
m0) ≥
δ
4
,
which means fn00 (xˆij) /∈ V
δ0
m0 for all j ∈ Ai. Denfine
νˆi :=
1
|Ai|
∑
j∈Ai
δxˆij +
1
ni − |Ai|
∑
j∈{1,··· ,ni}\Ai
δxij .
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For any E ∈ B(X), xij ∈ E implies xˆij ∈ E
ǫ/2. Then νi(E) ≤ νˆi(E
ǫ/2) + ǫ/2, and thus
Pd(νi, νˆi) < ǫ/2. So, Pd(µi, νˆi) ≤ Pd(µi, νi) + Pd(νi, νˆi) < ǫ. Since fˆ
n0
0 (νˆi)(V
δ0
m0) = 0, we have
fˆn00 (νˆi)(V
δ0
m0) + δ0 = δ0 ≤ fˆ
n0
0 (νi)(Vm0), which yields that Pd(fˆ
n0
0 (νˆi), fˆ
n0
0 (νi)) ≥ δ0. Thus,
Pd(fˆ
n0
0 (µi), fˆ
n0
0 (νi)) ≥ δ0/2 or Pd(fˆ
n0
0 (µi), fˆ
n0
0 (νˆi)) ≥ δ0/2.
Hence, (M(X), fˆ0,∞) is multi-sensitive with sensitivity constant δ1 < δ0/2.
The converse is proved by Proposition 4.2. 
There exists (X, f) such that it is sensitive but (M(X), fˆ ) is not sensitive (see Example
5.1 in [15]). When considering the interval map, however, we get the following equivalent
result.
Theorem 4.5. (i) (I, f) is sensitive if and only if (M(I), fˆ ) is sensitive.
(ii) (I, f) is syndetically sensitive if and only if (M(I), fˆ ) is syndetically sensitive.
(iii) (I, f) is ergodically sensitive if and only if (M(I), fˆ ) is ergodically sensitive.
Proof. Necessity of (i)–(iii) is obtained by Proposition 4.2. Now, we consider their sufficiency.
(i) Suppose that (I, f) is sensitive. Then (I, f) is cofinitely sensitive by Theorem 2 in
[16]. It follows from Theorem 4.3 that (M(I), fˆ ) is cofinitely sensitive, which implies that
(M(I), fˆ ) is sensitive.
(ii)–(iii) Suppose that (I, f) is syndetically (resp., ergodically) sensitive. Then (I, f) is
sensitive. Again by Theorem 2 in [16], (I, f) is cofinitely sensitive. Theorem 4.3 shows
that (M(I), fˆ ) is cofinitely sensitive. Thus, (M(I), fˆ ) is syndetically (resp., ergodically)
sensitive. 
It was proved in Theorem 4.1 of [15] that Li-Yorke sensitivity of (M(X), fˆ ) implies that
of (X, f). Now, it is generalized to non-autonomous systems. It should be pointed out that
there exists (X, f) such that it is Li-Yorke sensitive but (M(X), fˆ ) is not Li-Yorke sensitive
(see Theorem 5.2 in [15]).
Proposition 4.6. If (M(X), fˆ0,∞) is Li-Yorke sensitive, then so is (X, f0,∞).
Proof. Suppose that (M(X), fˆ0,∞) is Li-Yorke sensitive with sensitivity constant 2δ > 0. Let
x ∈ X and 0 < ǫ < δ/2. Then there exists µ ∈ BPd(δx, ǫ/2) such that (δx, µ) is a Li-Yorke
2δ-pair. Thus, there exist {ni}
∞
i=1 and {mi}
∞
i=1 such that
Pd(fˆ
ni
0 (δx), fˆ
ni
0 (µ)) < 1/2
i and Pd(fˆ
mi
0 (δx), fˆ
mi
0 (µ)) > δ, i ≥ 1.(4.13)
Then
1 = fˆni0 (δx)({f
ni
0 (x)}) ≤ fˆ
ni
0 (µ)
(
Bd(f
ni
0 (x), 1/2
i)
)
+ 1/2i, i ≥ 1,
which yields that
µ
(
X \ f−ni0
(
B¯d(f
ni
0 (x), 1/2
i)
))
≤ 1/2i, i ≥ 1.(4.14)
Denote
Dt ,
∞⋂
i=t
f−ni0
(
B¯d
(
fni0 (x), 1/2
i
))
, t ≥ 1.
Clearly, Dt is closed for any t ≥ 1. By (4.14),
µ(X \Dt) ≤
+∞∑
i=t
µ
(
X \ f−ni0
(
B¯d(f
ni
0 (x), 1/2
i)
))
≤
+∞∑
i=t
1/2i = 1/2t−1.
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So, µ(Dt) = 1− µ(X \Dt) ≥ 1− 1/2
t−1 for all t ≥ 1, which implies that
lim
t→∞
µ(Dt) = 1.(4.15)
By the second relation of (4.13), there exists Bi ∈ B(X) such that
fˆmi0 (δx)(Bi) > fˆ
mi
0 (µ)(B
δ
i ) + δ > 0
for i ≥ 1. Then fmi0 (x) ∈ Bi and
1 = fˆmi0 (δx)(Bi) > fˆ
mi
0 (µ)(Bd(f
mi
0 (x), δ)) + δ, i ≥ 1.
Hence, µ
(
X \ f−mi0 (Bd(f
mi
0 (x), δ))
)
> δ for i ≥ 1. Let
E ,
∞⋂
t=1
∞⋃
i=t
(
X \ f−mi0
(
Bd(f
mi
0 (x), δ)
))
.
Then
µ(E) = lim
t→∞
µ
(
∞⋃
i=t
(
X \ f−mi0
(
Bd(f
mi
0 (x), δ)
)))
≥ δ.
By Theorem 6.1 in [24], there exists a closed subset E1 ⊂ E such that
µ(E1) ≥ 3δ/4 > 3ǫ/2.(4.16)
Since Pd(µ, δx) < ǫ/2, we have 1 = δx({x}) ≤ µ(Bd(x, ǫ/2)) + ǫ/2. Thus,
µ
(
Bd(x, ǫ/2)
)
≥ 1− ǫ/2.(4.17)
Denote Kt , B¯d(x, ǫ/2) ∩ Dt ∩ E1 for t ≥ 1. Then, Kt is closed and Kt ⊂ Bd(x, ǫ) for all
t ≥ 1. It follows from (4.15)–(4.17) that there exists N ≥ 1 such that Kt 6= ∅ for t ≥ N . Let
y ∈ Kt. Then, y ∈ Dt and thus d(f
ni
0 (x), f
ni
0 (y)) ≤ 1/2
i for i ≥ t ≥ N , which proves that
lim inf
n→∞
d(fn0 (x), f
n
0 (y)) = 0.(4.18)
On the other hand, y ∈ Kt ⊂ E1 implies that there exists i ≥ t such that
d(fmi0 (x), f
mi
0 (y)) ≥ δ
for t ≥ 1. Thus,
lim sup
n→∞
d(fn0 (x), f
n
0 (y)) ≥ δ.(4.19)
By (4.18)–(4.19), (x, y) is a Li-Yorke δ-pair. Therefore, (X, f0,∞) is Li-Yorke sensitive. 
5. Topological sequence entropy, conjugacy and chaos
Consider non-autonomous system (Y, g0,∞), where gn : Y → Y is a map on the compact
metric space (Y, ρ), n ≥ 0. (X, f0,∞) is said to be topologically {hn}
∞
n=0 -equi-semiconjugate
to (Y, g0,∞) if there exists a sequence of equi-continuous and surjective maps {hn}
∞
n=0 from
X to Y such that hn+1 ◦ fn = gn ◦ hn for all n ≥ 0. (X, f0,∞) is topologically {hn}
∞
n=0
-equi-conjugate to (Y, g0,∞) if, in addition, {h
−1
n }
∞
n=0 is equi-continuous from Y to X. Note
that X and Y may not be compact in the above definitions.
Lemma 5.1. Let (X, f0,∞) be topologically {hn}
∞
n=0-equi-semiconjugate to (Y, g0,∞) and A ⊂
Z+ be any increasing sequence. Then hA(g0,∞) ≤ hA(f0,∞).
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Proof. Let ǫ > 0. Since {hn}
∞
n=0 is equi-continuous, there exists 0 < δ < ǫ such that for any
x, y ∈ X and n ≥ 0,
d(x, y) ≤ δ ⇒ ρ(hn(x), hn(y)) < ǫ.(5.1)
Let n ≥ 1 and EY ⊂ Y be an (n, ǫ,A)-separated set of (Y, g0,∞) with maximal cardinality
sn(ǫ,A, g0,∞, Y ). Since h0 is surjective, there exists uv ∈ X such that h0(uv) = v for v ∈ EY .
Let EX , {uv : v ∈ EY } ⊂ X. Then there exists 0 ≤ j ≤ n− 1 such that
ρ(g
aj
0 ◦ h0(uv1), g
aj
0 ◦ h0(uv2)) = ρ(g
aj
0 (v1), g
aj
0 (v2)) > ǫ
for v1 6= v2 ∈ EY . By induction, we have hk ◦ f
k
0 = g
k
0 ◦ h0 for any k ≥ 1. Hence,
ρ(haj ◦ f
aj
0 (uv1), haj ◦ f
aj
0 (uv2)) > ǫ.
This, along with (5.1), implies that d(f
aj
0 (uv1), f
aj
0 (uv2)) > δ. Thus, EX is an (n, δ,A)-
separated set of (X, f0,∞). This proves that
sn(δ,A, f0,∞,X) ≥ sn(ǫ,A, g0,∞, Y ).
It follows from (2.3) that hA(g0,∞) ≤ hA(f0,∞). 
Next, hA(f0,∞) and hA(fˆ0,∞) are compared for any increasing sequence A ⊂ Z
+. Recall
that a nonempty subset Λ of X is invariant with respect to (X, f0,∞) if fn(Λ) ⊂ Λ for all
n ≥ 0, and (Λ, f0,∞) is an invariant subsystem of (X, f0,∞).
Theorem 5.2. Let A ⊂ Z+ be an increasing sequence. Then hA(f0,∞) ≤ hA(fˆ0,∞). In
particular, h(f0,∞) ≤ h(fˆ0,∞).
Proof. Note that the map ϕ1 : X →M1(X) defined in (2.1) is a homeomorphism. Moreover,
ϕ1 ◦ fn(x) = δfn(x) = fˆn(δx) = fˆn ◦ ϕ1(x)
for x ∈ X and n ≥ 0. (M1(X), fˆ0,∞) is clearly an invariant subsystem of (M(X), fˆ0,∞).
Thus, (X, f0,∞) and (M1(X), fˆ0,∞) are topologically {ϕ1}-equi-conjugate. It follows from
Lemma 5.1 that hA(f0,∞) = hA
(
fˆ0,∞,M1(X)
)
≤ hA(fˆ0,∞). 
Lemma 5.3. Let hn : X → Y be a map for n ≥ 0. Then, {hn}
∞
n=0 is equi-continuous if and
only if {hˆn}
∞
n=0 is equi-continuous.
Proof. Suppose that {hn}
∞
n=0 is equi-continuous. Let ǫ > 0. Then there exists δ ∈ (0, ǫ) such
that for n ≥ 0 and x, y ∈ X,
d(x, y) < δ ⇒ ρ(hn(x), hn(y)) < ǫ.(5.2)
We claim that
(h−1n (B))
δ ⊂ h−1n (B
ǫ)(5.3)
for B ∈ B(Y ) and n ≥ 0. In fact, there exists x′ ∈ h−1n (B) such that d(x, x
′) < δ for any
x ∈ (h−1n (B))
δ . By (5.2), ρ(hn(x), hn(x
′)) < ǫ, and thus x ∈ h−1n (B
ǫ). For any µ, ν ∈ M(X)
with Pd(µ, ν) < δ, it follows from (5.3) that
hˆn(µ)(B) = µ(h
−1
n (B)) ≤ ν((h
−1
n (B))
δ) + δ ≤ ν(h−1n (B
ǫ)) + ǫ = hˆn(ν)(B
ǫ) + ǫ,
which means that Pρ(hˆn(µ), hˆn(ν)) < ǫ. Hence, {hˆn}∞n=0 is equi-continuous.
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Conversely, suppose that {hˆn}
∞
n=0 is equi-continuous. Let ǫ ∈ (0, 1). Then there exists
δ1 ∈ (0, ǫ) such that for any n ≥ 0 and µ, ν ∈ M(X),
Pd(µ, ν) < δ1 ⇒ Pρ(hˆn(µ), hˆn(ν)) < ǫ.
Let n ≥ 0 and x, y ∈ X with d(x, y) < δ1. Then, Pd(δx, δy) ≤ d(x, y) < δ1, and thus
ρ(hn(x), hn(y)) = Pρ(hˆn(δx), hˆn(δy)) < ǫ. Therefore, {hn}
∞
n=0 is equi-continuous. 
Next, the preservation of topological equi-conjugacy is proved.
Theorem 5.4. Let hn : X → Y be a map for n ≥ 0. Then, (X, f0,∞) is topologically {hn}
∞
n=0-
equi-conjugate to (Y, g0,∞) if and only if (M(X), fˆ0,∞) is topologically {hˆn}
∞
n=0-equi-conjugate
to (M(Y ), gˆ0,∞).
Proof. Suppose that (X, f0,∞) is topologically {hn}
∞
n=0-equi-conjugate to (Y, g0,∞). First, we
show that hˆn : M(X) → M(Y ) is bijective for n ≥ 0. Fix n ≥ 0. Let µ, ν ∈ M(X) with
hˆn(µ) = hˆn(ν). For any A ∈ B(X), there exists B0 ∈ B(Y ) such that B0 = hn(A) since hn is
a homeomorphism. Thus,
µ(A) = µ(h−1n (B0)) = hˆn(µ)(B0) = hˆn(ν)(B0) = ν(h
−1
n (B0)) = ν(A),
which means µ = ν, and thus hˆn is injective. Let ν ∈ M(Y ). Define µ(A) , ν(hn(A)) for
any A ∈ B(X). Then µ ∈ M(X). For any B ∈ B(Y ), there exists A ∈ B(X) such that
B = hn(A), and thus
ν(B) = ν(hn(A)) = µ(A) = µ(h
−1
n (B)) = hˆn(µ)(B).
Therefore, ν = hˆn(µ), and hˆn is surjective.
Next, we show that {hˆn}
∞
n=0 and {hˆ
−1
n }
∞
n=0 are equi-continuous. Note that hˆ
−1
n = ĥ
−1
n . In
fact, there exists µ ∈ M(X) such that ν = hˆn(µ) for ν ∈ M(Y ), and thus
ĥ−1n (ν)(B) = ν(hn(B)) = hˆn(µ)(hn(B)) = µ(B) = hˆ
−1
n (ν)(B)
for B ∈ B(Y ). Since {hn}
∞
n=0 and {h
−1
n }
∞
n=0 are equi-continuous, it follows from Lemma 5.3
that {hˆn}
∞
n=0 and {hˆ
−1
n = ĥ
−1
n }∞n=0 are equi-continuous. Since hn+1 ◦ fn = gn ◦ hn, we have
hˆn+1 ◦ fˆn(µ)(B) = µ((hn+1 ◦ fn)
−1(B)) = µ((gn ◦ hn)
−1(B)) = gˆn ◦ hˆn(µ)(B)
for µ ∈ M(X) and B ∈ B(Y ), which implies that hˆn+1 ◦ fˆn = gˆn ◦ hˆn. Hence, (M(X), fˆ0,∞)
is topologically {hˆn}
∞
n=0-equi-conjugate to (M(Y ), gˆ0,∞).
Suppose that (M(X), fˆ0,∞) is topologically {hˆn}
∞
n=0-equi-conjugate to (M(Y ), gˆ0,∞). Fix
n ≥ 0. If hn(x) = hn(y) for some x, y ∈ X, then hˆn(δx) = δhn(x) = δhn(y) = hˆn(δy) and thus
δx = δy, which means that x = y. Hence, hn is injective. Since hˆn is surjective, there exists
µ ∈ M(X) such that hˆn(µ) = δy for y ∈ Y . Then µ(h
−1
n ({y})) = hˆn(µ)({y}) = δy({y}) = 1,
and thus h−1n ({y}) 6= ∅. Hence, hn is surjective. By Lemma 5.3 and the fact that hˆ
−1
n = ĥ
−1
n ,
{hn}
∞
n=0 and {h
−1
n }
∞
n=0 are equi-continuous. Moreover,
δhn+1◦fn(x) = hˆn+1 ◦ fˆn(δx) = gˆn ◦ hˆn(δx) = δgn◦hn(x)
for x ∈ X, which means that hn+1 ◦ fn = gn ◦ hn. Therefore, (X, f0,∞) is topologically
{hn}∞n=0-equi-conjugate to (Y, g0,∞). 
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Recall that (X, f0,∞) is Li-Yorke chaotic if it has an uncountable Li-Yorke scrambled set
S; that is, for any x 6= y ∈ S, (x, y) is a Li-Yorke pair, namely,
lim inf
n→∞
d(fn0 (x), f
n
0 (y)) = 0, lim sup
n→∞
d(fn0 (x), f
n
0 (y)) > 0.
Also, (X, f0,∞) is distributionally chaotic if it has an uncountable distributional scrambled
set D; that is, for any x 6= y ∈ D,
(i) lim supn→∞
1
n
n∑
i=1
χ[0,ǫ)(d(f
i
0(x), f
i
0(y))) = 1 for any ǫ > 0,
(ii) lim infn→∞
1
n
n∑
i=1
χ[0,δ)(d(f
i
0(x), f
i
0(y))) = 0 for some δ > 0.
Finally, we prove that Li-Yorke chaos (resp., distributional chaos) of (X, f0,∞) implies that
of (M(X), fˆ0,∞), and provide a counterexample to show that the converse may not be true.
Proposition 5.5. If (X, f0,∞) is Li-Yorke chaotic (resp., distributionally chaotic), then so
is (M(X), fˆ0,∞).
Proof. Suppose that S is an uncountable Li-Yorke scrambled set of (X, f0,∞). Denote S ,
{δx : x ∈ S}. Then S ⊂ M(X) is uncountable. Fix δx 6= δy ∈ S. Then x 6= y ∈ S and (x, y)
is a Li-Yorke pair. Thus,
lim sup
n→∞
Pd(fˆ
n
0 (δx), fˆ
n
0 (δy)) = lim sup
n→∞
Pd(δfn0 (x), δfn0 (y)) ≥ min{lim supn→∞
d(fn0 (x), f
n
0 (y)), 1} > 0
and
lim inf
n→∞
Pd(fˆ
n
0 (δx), fˆ
n
0 (δy)) = lim infn→∞
Pd(δfn0 (x), δfn0 (y)) ≤ lim infn→∞
d(fn0 (x), f
n
0 (y)) = 0.
Hence, S is an uncountable Li-Yorke scrambled set of (M(X), fˆ0,∞), and thus (M(X), fˆ0,∞)
is Li-Yorke chaotic. Distributional chaos of (M(X), fˆ0,∞) can be similarly proved. 
The space of two-sided sequences
Σ2 = {α = (· · · , a−1, a0, a1, · · · ) : ai ∈ {0, 1}}
is a compact metric space with the distance
ρ˜(α, β) =
∑
n∈Z
d0(an, bn)
2|n|
, α = (· · · , a−1, a0, a1, · · · ), β = (· · · , b−1, b0, b1, · · · ) ∈ Σ2,
where d0(an, bn) = 1 if an 6= bn, and d0(an, bn) = 0 if an = bn for n ∈ Z. The two-sided left
shift map σ : Σ2 → Σ2 is defined by
σ(· · · , a−1, a0, a1, · · · ) = (· · · , a0, a1, a2, · · · ).
∗ ∗
Theorem 5.6. There exists (X, f) such that it is not Li-Yorke chaotic (resp., not distribu-
tionally chaotic) but (M(X), fˆ ) is Li-Yorke chaotic (resp., distributionally chaotic).
Proof. Let X = Z ∪ {∞} be a one-point compactification of integers with metric d, and
f : X → X be a map defined by
f(n) =
{
n− 1, n ∈ Z,
∞, n =∞.
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Clearly, ∞ is a fixed point and all other points are asymptotic to ∞. Thus, (X, f) is not
Li-Yorke chaotic (resp., distributionally chaotic). For every infinite subset A ⊂ Z, we define
sA , (· · · , x−1, x0, x1, · · · ) ∈ Σ2 by
xi =
{
1, i ∈ A,
0, i ∈ Z \ A.
Obviously, A 6= B if and only if sA 6= sB. Since A is infinite, we rearrange A = {an}
∞
n=1 to
satisfy |an| ≤ |an+1| and an < an+1 if |an| = |an+1| for n ≥ 1, and define
µA(K) ,
∞∑
n=1
1
2n
δan(K)
for K ∈ B(X). Since
µA(X) =
∞∑
n=1
1
2n
= 1
and
µA
(
∞⋃
i=1
Ki
)
=
∞∑
n=1
1
2n
δan
(
∞⋃
i=1
Ki
)
=
∞∑
n=1
∞∑
i=1
1
2n
δan (Ki)
=
∞∑
i=1
∞∑
n=1
1
2n
δan (Ki) =
∞∑
i=1
µA (Ki)
for all countable collections {Ki}
∞
i=1 of pairwise disjoint sets in B(X), we have µA ∈ M(X).
By the definition of µA, A 6= B if and only if µA 6= µB , and
fˆ(µA)(K) =
∞∑
n=1
1
2n
δan(f
−1(K)) =
∞∑
n=1
1
2n
δf(an)(K)(5.4)
for K ∈ B(X). Let
M0(X) , {µA : A ⊂ Z is infinite}.
Then, M0(X) ⊂M(X), and it follows from (5.4) that fˆ(M0(X)) ⊂M0(X). Let
Λ , {sA ∈ Σ2 : A ⊂ Z is infinite}.
Then, Λ ⊂ Σ2 and σ(Λ) ⊂ Λ. Since (Σ2, σ) is Li-Yorke chaotic, there exists an uncountable
Li-Yorke scrambled subset S ⊂ Σ2. Noting that all the points in Σ2 \ Λ are asymptotic to
(· · · , 0, 0, 0, · · · ), then S ⊂ Λ, and thus, (Λ, σ) is Li-Yorke chaotic. Define h : M0(X) → Λ
by
h(µA) = sA
for µA ∈ M0(X). Then by (5.4),
h ◦ fˆ(µA) = h(µf(A)) = sf(A) = σ(sA) = σ ◦ h(µA)
for µA ∈ M0(X).
Now, we show that h is a homeomorphism. Clearly, h is bijective. It is to show that h
is continuous. Let ǫ > 0. Then there exists N ≥ 1 such that 1
2N
< ǫ. Let δ ∈
(
0, 1
4N+2
)
be
small enough such that {i}δ = {i} for −(N + 1) ≤ i ≤ N + 1. For any A = {an}
∞
n=1 and
B = {bn}∞n=1 with Pd(µA, µB) < δ, we claim that xi = yi for −(N + 1) ≤ i ≤ N + 1, where
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sA = (· · · , x−1, x0, x1, · · · ) and sB = (· · · , y−1, y0, y1, · · · ). In fact, if i ∈ A∩[−(N+1), N+1],
then by the arrangement of {an}
∞
n=1,
1
22N+3
≤
∞∑
n=1
1
2n
δan({i}) = µA({i}) ≤ µB({i}
δ) + δ =
∞∑
n=1
1
2n
δbn({i}) +
1
4N+2
,
which implies that i ∈ B. Similarly, i ∈ B ∩ [−(N + 1), N + 1] implies i ∈ A. Thus, xi = yi
for −(N + 1) ≤ i ≤ N + 1. So,
ρ˜(h(µA), h(µB)) = ρ˜(sA, sB) ≤
1
2N
< ǫ.
This proves that h is continuous. Next, we show that h−1 is continuous. Let sA ∈ Λ with
A = {an}
∞
n=1 ⊂ Z, and ǫ > 0. Choose N0 ≥ 1 such that
1
2N0
< ǫ. Then there exists δ > 0
small enough such that for any sB ∈ Λ satisfying ρ˜(sA, sB) < δ,
an = bn, 1 ≤ n ≤ N0,
where B = {bn}
∞
n=1. So, for any K ∈ B(X),
µA(K) =
N0∑
n=1
1
2n
δan(K) +
∞∑
n=N0+1
1
2n
δan(K) ≤
N0∑
n=1
1
2n
δbn(K
ǫ) +
1
2N0
<
N0∑
n=1
1
2n
δbn(K
ǫ) + ǫ ≤ µB(K
ǫ) + ǫ,
which means that Pd(h
−1(sA), h
−1(sB)) = Pd(µA, µB) < ǫ. So, h
−1 is continuous. Hence,
(M0(X), fˆ ) is topologically conjugate to (Λ, σ).
Note that Λ is not compact in Σ2. So, a direct proof for Li-Yorke chaos of (M0(X), fˆ )
is now given using topological conjugacy. Let S1 = {x ∈ M0(X) : h(x) ∈ S}. Then S1 is
uncountable since h is bijective. Let x1 6= x2 ∈ S1. Then there exist two sequences of positive
integers {nk}
∞
n=1 and {mk}
∞
n=1 such that
lim
k→∞
ρ˜
(
h ◦ fˆnk(x1), h ◦ fˆ
nk(x2)
)
= lim
k→∞
ρ˜(σnk ◦ h(x1), σ
nk ◦ h(x2)) = 0,
lim
k→∞
ρ˜
(
h ◦ fˆmk(x1), h ◦ fˆ
mk(x2)
)
= lim
k→∞
ρ˜(σnk ◦ h(x1), σ
nk ◦ h(x2)) > 0.
By the continuity of h and h−1, we have
lim
k→∞
d(fˆnk(x1), fˆ
nk(x2)) = 0, lim
k→∞
d(fˆmk(x1), fˆ
mk(x2)) > 0.
Thus, S1 is a Li-Yorke scrambled subset of M0(X), and so (M(X), fˆ ) is Li-Yorke chaotic.
Since (Λ, σ) is distributionally chaotic, and (M0(X), fˆ ) is topologically conjugate to (Λ, σ),
we can similarly show that (M0(X), fˆ ), and thus (M(X), fˆ ), are distributionally chaotic. 
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