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Abstract
In this work, we propose a novel methodology to adjust parameters of com-
partmental epidemiological models. It is based on solving a multi-objective
optimization problem that consists in fitting some of the model outputs to
real observations. First, according to the available data of the considered
epidemic, we define a multi-objective optimization problem where the model
parameters are the optimization variables. Then, this problem is solved by
considering a particular optimization algorithm called ParWASF-GA (Paral-
lel Weighting Achievement Scalarizing Function Genetic Algorithm). Finally,
the decision maker chooses, within the set of possible solutions, the values
of parameters that better suit his/her preferences. In order to illustrate the
benefit of using our approach, it is applied to estimate the parameters of a de-
terministic epidemiological model, called Be-CoDiS (Between-Countries Dis-
ease Spread), used to forecast the possible spread of human diseases within
and between countries. We consider data from different Ebola outbreaks
from 2014 up to 2019. In all cases, the proposed methodology helps to ob-
tain reasonable predictions of the epidemic magnitudes with the considered
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1. Introduction
Health problems are a great concern for societies. Indeed, one of the main
lines of the European Union research and innovation program, called Hori-
zon 2020, focuses on health issues [1]. Among other challenges, it is aimed at
improving the management of health diseases (prevention, detection, treat-
ments, ...), and also at testing new models and tools (such as software) for
health and care delivery. In this framework, one of the areas of interest is
the epidemiology. According to [2], epidemiology mainly addresses on (i)
describing the distribution of the disease, (ii) identifying the risk factors that
cause it, (iii) building and testing theories, and (iv) planning, implementing
and evaluating prevention, detection and control programs.
Inside the area of epidemiology, mathematical modeling has demonstrated
to be a useful tool to simulate the spatial and temporal evolution of diseases,
evaluate the effect of control measures and, therefore, design preventive plans
[3, 4, 5]. Epidemiological models are able to estimate epidemics behavior and
to make interesting predictions of outbreaks by using some known informa-
tion about the disease and/or the affected areas (such as economical or eco-
logical situation) [6, 7, 8]. Thus, they can be part of the decision process of
authorities, such as the World Health Organization (WHO), to elaborate and
coordinate response strategies in case of epidemiological emergencies [9, 10].
However, before applying an epidemiological model, some previous work
must be done, in particular, to adjust the model parameters [2, 8]. In addition
to features proper to the areas and disease of interest, this calibration stage
must be based on data and observations which are already available about
the disease dynamics. Nowadays, this information includes data that are
periodically-reported by national and/or international authorities [11, 12].
As a consequence, the model could be frequently updated by recalibrating
those parameters with the recent data. However, adjusting parameters is not
a trivial and automatized task because the solutions may highly depend on
the precision of the available data, and they may deeply variate during the
epidemic [13, 14].
In the literature, there is not a common general procedure to obtain
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parameters values for epidemiological models. For instance, in [15], some
parameters concerning the Hepatitis C Virus Epidemic in France are esti-
mated using a weighted least-squares criterion to fit the number of deaths
observed during historical outbreaks. In [16], a non-linear least-squares fit-
ting is performed to obtain the optimal parameters values of a compartment
epidemiological model used to study the spread of rumors on Twitter. In
[17, 18], the authors propose an optimization approach based on the epi-
demic simulation to estimate the optimal parameters of an influenza disease
model. More precisely, they minimize the difference between the simulated
and observed daily number of infected people by using a direct search opti-
mization method.
In this work, we propose an original general methodology to adjust pa-
rameters of epidemiological compartmental models. It mainly consists of
solving a multi-objective optimization problem to minimize several objec-
tive functions measuring the difference between the model outputs and the
real data. As a result, we obtain a set of solutions offering different valid
commitments between the objectives. Finally, as the last step, we extract
the best configuration of parameters among the whole set of solutions ac-
cording to the preferences of the Decision Maker (DM). Namely, the person
(or persons) in charge of analyzing the solutions and choosing the prefer-
ences. In our context, the DM can be, for instance, the epidemiologist or the
authorities interested in modeling the epidemic.
To carry out the performance analysis of the proposed methodology, we
have selected a parallel version of an optimization method, the preference-
based multi-objective algorithm WASF-GA [19, 20]. It has demonstrated
to be reliable and robust in previous studies as the ones accomplished for
designing food treatments [20, 21, 22]. As the epidemiological model, we
have considered Be-CoDiS (Between-Countries Disease Spread) [8], which
simulates the spread of some human diseases within and between countries.
Finally, as the optimization objective, we have defined a minimization prob-
lem for calibrating Be-CoDiS to real data of several Ebola Virus Disease
(EVD) outbreaks occurring between 2014 and 2019.
The 2014-2016 outbreak in West Africa was the largest EVD epidemic to
date. Indeed, it was declared as an international emergency by the WHO [12].
It started in 2014 spreading from Guinea to Liberia and Sierra Leone, with a
large magnitude of cases, and to Nigeria, Mali, Senegal, the USA, the United
Kingdom, Italy, and Spain, with a limited number of cases. Officially, the
epidemic finished the 29th of March, 2016. Nevertheless, two EVD outbreaks
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have recently occurred in the Democratic Republic of the Congo (DR Congo)
in 2018 and 2019.
In this paper, we estimate the parameters of Be-CoDiS, for those par-
ticular EVD outbreaks by using the proposed methodology. Results are
compared to the ones reported in [8]. In that work, published in the mid-
dle of 2015, the epidemiological model Be-CoDiS was also used for the EVD
epidemic, obtaining accurate forecasts. However, as reported in the paper,
adjusting the large number of epidemiological parameters to calibrate the
model and fit it to the observed data was very difficult. They used a time-
consuming trial and error procedure to do so.
This work is organized as follows. First, in Section 2, basic concepts
about multi-objective optimization and the considered preference-based op-
timization algorithm are briefly introduced. Then, in Subsection 2.3, the
methodology proposed to adjust the parameters of epidemiological models is
detailed. In Section 3, our approach is applied to estimate the parameters of
the Be-CoDiS model for EVD outbreaks. Finally, in Section 4, the proposed
methodology is validated by considering some computational experiments
based on data observed during recent EVD epidemics.
2. A general method for parameter estimation
From a general point of view, we propose a methodology to estimate the
parameters of epidemiological models, based on the formulation and reso-
lution of a multi-objective optimization problem. Therefore, to settle the
framework of this work, we first recall some essential multi-objective opti-
mization concepts. Then, we describe the optimization algorithm used for
solving the resulting multi-objective problems. Finally, we describe step by
step our method, focusing on (i) the identification of the model parameters
to estimate, (ii) the formulation of the multi-objective problem to solve, and
(iii) the extraction of a suitable configuration for the model parameters from
the obtained solutions.
2.1. Basic definitions and concepts
Multi-objective optimization deals with problems consisting in minimiz-
ing (or maximizing) concurrently several functions. Those problems are
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subject to x ∈ S ⊂ Rn
(1)
where fi : Rn −→ R, for i = 1, . . . ,m, are the objective functions, S ⊂ Rn
is known as the feasible region and x = (x1, . . . , xn) ∈ S, with n ∈ N, is the
decision vector. Additionally, the image vectors f(x) = (f1(x), . . . , fm(x))
are called the objective vectors.
In most multi-objective problems, a single decision vector minimizing all
the objective functions simultaneously does not exist because those functions
contradict each (or some) other. Then, the solution to these problems consists
of several decision vectors offering different optimal compromises among the
objectives.
The set of decision vectors solving a multi-objective problem is called the
Pareto optimal set. Those decision vectors are known as efficient vectors or
Pareto optimal solutions. An efficient vector is defined as a decision vec-
tor x ∈ S such that none of its objective function values can be enhanced
without worsening at least one of the others. In order to express this opti-
mality relationship among the decision vectors, the concept of dominance is
introduced.
Definition 1. Given two decision vectors x,x′ ∈ S, x dominates x′ if and
only if fi(x) ≤ fi(x′) for all i = 1, . . . ,m, and there exists one j ∈ {1, . . . ,m}
such that fj(x) < fj(x
′). In that case, we also say that f(x) dominates f(x′).
Therefore, the solution of a multi-objective problem is the Pareto optimal
set denoted by SE ⊂ S, which is formed by all the efficient vectors (i.e.,
the set of nondominated decision vectors). Additionally, the set of all the
nondominated objective vectors f(SE) ⊂ f(S) is called the Pareto optimal
front.
In most of the practical cases (see, e.g., [21, 23]), an analytical expres-
sion describing the Pareto optimal set and its corresponding Pareto optimal
front cannot be obtained. Thus, the most extended approach is the use of
multi-objective optimization (MOO) algorithms that provide a Pareto front
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approximation formed by a finite number of points that aim to be close to
the exact Pareto optimal front and well distributed to give an accurate de-
scription of this front.
In practice, the number of points composing the Pareto front approxima-
tion must be high enough to evenly cover the whole Pareto optimal front.
However, managing such an amount of points is not always operative due to
limitations in the computational time. Then, in the last decades, a family of
MOO algorithms focusing on the approximation of only a part of the Pareto
optimal front has arisen. Indeed, in practice, the DM is commonly not in-
terested in knowing the entire Pareto front but only a so-called Region Of
Interest (ROI). These algorithms are called Preference-based Multi-Objective
Evolutionary Algorithms (PMOEAs) [24, 25]. In most PMOEAs, the infor-
mation about the DM preferences is given by using a point in the objective
space that indicates the desired values of the objective functions. This point
is called Reference Point (RP).
A detailed description of the concepts introduced here can be found in
[26, 27, 28, 29] for MOO and in [24, 30] for PMOEAs.
2.2. Considered optimization algorithm
To solve the multi-objective optimization problems formulated later in
Subsection 2.3, the PMOEA called Weighting Achievement Scalarizing Func-
tion Genetic Algorithm (WASF-GA) is applied [19]. Here, we briefly recall
the basis of this particular algorithm.
From a general point of view, WASF-GA is a population-based evolution-
ary algorithm that explores the feasible region looking for efficient solutions
using an iterative procedure. At each iteration, it performs reproduction and
replacement mechanisms over a population of candidate solutions, called in-
dividuals. In the reproduction stage, a new offspring population is created
by applying some mechanisms inspired by the Darwinian theory, namely se-
lection, crossover and mutation operators (see [31] for more details). The
replacement is performed to compose the population of the next generation,
among the individuals of the current population and the new ones obtained
after the reproduction phase. In most algorithms, this replacement method
is based on dominance, i.e., it prioritizes choosing solutions that are nondom-
inated by the other individuals of the population. However, in WASF-GA,
its replacement mechanism selects the closest individuals to a given Refer-
ence Point (RP), which represents the preferences of the DM. As a result,
WASF-GA obtains a set of solutions covering a region of the Pareto Optimal
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front (ROI), which is delimited by the RP. The DM must specify, as an input
parameter, the number of required points in the ROI. See [19, 20, 21] for a
detailed description of the algorithm and its parameters.
The computational time of this optimization procedure depends not only
on some WASF-GA input parameters, such as the number of required points
in the ROI and the number of iterations, but also on the time spent in
the evaluation of the objective function. When the number of countries
involved in the outbreak is large, it might be convenient to distribute the
objective function evaluations among different processing units using High-
Performance Computing (HPC) techniques. Thus, to accelerate the opti-
mization procedure of WASF-GA, we propose to use its parallel version called
ParWASF-GA and described in [20]. ParWASF-GA manages several threads
that access shared memory to perform the creation and evaluation of indi-
viduals of a new population concurrently.
2.3. A general method to estimate model parameters
Now, we introduce a novel and general methodology based on formulating
and solving a multi-objective optimization problem, to adjust some parame-
ters of epidemiological models with real observations. This approach includes
three main steps:
Step 1: Determine the model parameters to estimate.
Epidemiological models simulate the dynamics of diseases. They re-
ceive information about a particular disease as input and return its
possible evolution as output.
The input information can be classified between known or unknown,
depending on their availability. For example, it is easy obtaining data
as the mean duration of a latent period, in case of a virus, or the
population density of a geographical area. However, it is difficult to
measure or describe parameters as the disease effective contact rate
specific to a particular area or the efficiency of the control measures.
Literature does not give valuable information about those parameters,
so we propose to identify them and solve a multi-objective optimization
problem to estimate them.
For the sake of generalization, let φ = (φ1, . . . , φn) ∈ S, with n ∈ N and
S ⊂ Rn, be the vector corresponding to n parameters to be estimated.
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Step 2: Formulate the multi-objective optimization problem.
Given a vector of values for φ ∈ Rn, the epidemiological model can
compute outputs denoted by O(φ) = (O1(φ), . . . , Ok(φ)), k ∈ N, and
generally related to the evolution of the disease (e.g., the number of
cases or deaths).
In many cases, those outputs can be compared to real observations,
provided, for instance, by national or international authorities (such as
the WHO, https://www.who.int/). These observed data are denoted
by RO = (RO1, . . . , ROk), k ∈ N.
Aimed to find the set of parameters that minimizes the differences be-
tween the observed and the predicted data, we formulate the following
multi-objective problem:{
min f(φ) = E(O(φ),RO),
subject to φ ∈ S ⊂ Rn,
(2)
where E = (E1, . . . , Em) denotes a vector of metrics Ei : Rk×Rk −→ R,
i = 1, . . . ,m, which quantify the errors between the outputs of the
model O(φ) ∈ Rk and the observed data RO ∈ Rk.
Step 3: Solve the multi-objective optimization problem and extract
the best configuration according to the DM preferences.
Once the optimization problem is defined, it is solved by using
ParWASF-GA, which provides a set of optimal solutions with differ-
ent compromises among the objectives. The best solution of the set
will depend on the concerns of the DM. Depending on the particular
context, he/she can be interested in prioritizing the minimization of a
particular objective function or extracting the most balanced solution,
i.e., the one giving the minimum value for the Euclidean distance to
the reference point (RP). Our methodology includes, as a final stage, a
decision tool to select a single point that satisfies the current interests
of the DM.
3. Implementation of the method by considering the Be-CoDiS
model
We are interested in knowing the results that our new methodology can
achieve, so we have performed a computational analysis to study EVD out-
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breaks. The epidemiological model considered has been Be-CoDiS, which
simulates the evolution of human diseases within and between countries. In
Subsection 3.1, we briefly describe it. Later, in Subsection 3.2, we detail the
implementation of the proposed parameter estimation methodology for the
case at hand.
3.1. The Be-CoDiS model
The Be-CoDiS model stands out for its ability to characterize the spread
of human diseases at two levels: locally, i.e., within the country, and globally,
i.e., between countries.
To describe the local behavior inside a particular country, Be-CoDiS is
based on a deterministic compartment model [32]. More precisely,the popu-
lation is classified into the following disjoint states of the disease [8, 33, 34,
35, 36]:
• Susceptible (denoted by S): People free of the disease but susceptible
to be infected.
• Infected (denoted by E): People who are infected by the disease patho-
gen but who do not know it, i.e., they still are in the incubation period.
In this state, they are neither contagious nor have visible clinical signs
(e.g., fever or hemorrhages). After this incubation period, the person
passes to the Infectious state.
• Infectious (denoted by I): People who can spread the disease and start
developing clinical signs. Once they are detected by the authorities,
they pass to the Hospitalized state.
• Hospitalized (denoted by H): The person can still infect other people,
but he/she is interned at a sanitary center to receive medical care.
When this Hospitalized state finishes, the person can move either to
the Recovered state or to the Dead state.
• Recovered (denoted by R): The person has survived the disease and
is no longer contagious. Indeed, the person has developed a natural
immunity to the disease pathogen.
• Dead (denoted by D): The person does not have survived the disease.
However, for a disease such as the EVD, the cadavers of infected people
can still spread the pathogen until they are buried.
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• Buried (denoted by B): The cadaver of an infected person is buried
and cannot infect other people anymore.
Focusing on the global behavior of the disease, Be-CoDiS assumes that
migratory movements between countries spread the epidemic from one coun-
try to another. This migratory flow is simulated through a matrix (τi,j)
Nco
i,j=1,
where τi,j ∈ [0, 1] is the transfer rate (day−1) of people from country i to
country j, and Nco ∈ N is the total number of considered countries. This
transfer rate is expressed in % of population in the origin country i per day.
In order to fit with the real situation, those movements only affect people in
susceptible (i.e., S) and infected (i.e., E) states because they are the only
ones that can travel, as they do neither have clinical signs nor remain in quar-
antine. Additionally, Be-CoDiS takes into account the influence of measures
applied by the authorities to control the disease spread [4], such as isola-
tion, quarantine, tracing, vaccination and the increase of sanitary resources
(see [8]).
For the sake of simplicity, the following hypotheses are assumed: (i) the
population inside a country is constant and homogeneously distributed, such
that the spatial distribution of the epidemic inside a country can be omit-
ted; (ii) all newborns are susceptible to be infected. Considering these as-
sumptions, the Be-CoDiS model is used to evaluate the spread of a human
disease within and between countries during a fixed time interval [0, Tmax],
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• i ∈ {1, . . . , Nco} is the index of each country;
• Nco ∈ N is the number of countries;
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• NPi(t) = Si(t) + Ei(t) + Ii(t) + Hi(t) + Ri(t) + Di(t) + Bi(t) is the
number of people (alive and also died or buried because of the disease)
in country i at time t;
• µn,i ∈ [0, 1] is the birth rate (day−1) in country i: the number of births
per day and per capita;
• µm,i ∈ [0, 1] is the mortality rate (day−1) in country i: the number of
deaths per day and per capita;
• ωi(t) ∈ [0, 1] is the disease fatality percentage in country i at time t:
the percentage of people who do not survive the disease;
• βI,i, βH,i, βD,i ∈ R+ are the disease effective contact rates (day−1) of a
person in state I, H or D, respectively, in country i: the mean number
of effective contacts (i.e., contacts sufficient to transmit the disease)
of a person in state I, H or D, respectively, per day before applying
control measures;
• γE, γI,i(t), γHR,i(t), γHD,i(t), γD ∈ (0,+∞) denote the transition rate
(day−1) from state E, I, H (surviving), H (not surviving) or D to
state I, H, R, D or B, respectively: the number of people per day and
per capita passing from one state to the other. We note that γI,i(t),
γHR,i(t) and γHD,i(t) are time and country dependent, since, due to the
applied control measures in country i, their value could vary in time.
• mI,i(t), mH,i(t), mD,i(t) ∈ [0, 1] (%) are functions representing the ef-
ficiency of the control measures applied to non-hospitalized infectious
people, hospitalized people and infected cadavers respectively, in coun-
try i at time t to eradicate the epidemic.
• (τi,j)Ncoi,j=1 is a matrix composed by the transfer rates (day−1) of persons
from one country i to another j expressed in % of population in i per
unit of time. Those rates can be also diminished by the progressive
application of the control measures in countries i and j. Then, they
are multiplied by the function mtr,i,j(t) = mI,i(t) ·mI,j(t).
• Xεfit(x) = x if x ≥ εfit, Xεfit(x) = 2x − εfit if (εfit/2) ≤ x ≤ εfit, and
0 elsewhere, with εfit ≥ 0 being a small tolerance parameter. This
function, with εfit small enough, is a filter used to avoid artificial spread






























Figure 1: Diagram summarizing the Be-CoDiS model.
Finally, to complete System (3) the initial data Si(0), Ei(0), Ii(0), Hi(0),
Ri(0), Di(0), Bi(0) ∈ [0,+∞)7, for i ∈ {1, .., Nco}, must be provided.
A general flow diagram describing Be-CoDiS is depicted by Figure 1.
From a numerical point of view, in this work, System (3) is implemented
by applying a fully explicit forward Euler numerical scheme considering a
fixed time step of h = 1 day, as done in [8]. Following this previous article,
this value gives a good ratio between computational time and precision of
results. This is important as the model will be evaluated several times during
the parameters calibration process.
3.2. Implementation of the general methodology
Now, the general methodology explained in Subsection 2.3 is applied to
estimate some of the epidemiological parameters of the Be-CoDiS model in
the case of EVD epidemics.
Step 1: Determine the model parameters to estimate.
The Be-CoDiS model requires the definition of the following parameters to
perform simulations:
1. Demography dynamic: The birth and mortality rates of country
i (i.e., µn,i and µm,i) are computed from country indicators that are
known and freely available in the World Data Bank website [37]. More
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Table 1: Country indicators used to estimate some of the Be-CoDiS parameters.
Notation Description
NATi Natality Rate (day
−1)
MLEi Mean Life Expectancy (days)
GNIi Gross National Income (US$ · persons−1 · year−1)
SANi Mean Health Expenditure (US$ · persons−1 · year−1)
DENi Population Density (persons · km−2)
precisely, the birth rate corresponds to the natality rate (denoted by
NATi), i.e., µn,i =NATi, and the mortality rate is computed as the
inverse of the mean life expectancy (denoted by MLEi), i.e., µm,i =
1/(365 ·MLEi). In Table 1, we report all the country indicators useful
to estimate some of the Be-CoDiS parameters.
2. Transition rates: They allow estimating the number of people passing
from one state to the other per unit of time. They are obtained as the
inverse of the mean duration of people in the considered state. Thus,
for all t > 0, the transition rates are defined by:
γE,i(t) = 1/dE,
γD,i(t) = 1/dD,
γI,i(t) = 1/(dI − gi(t)),
γHR,i(t) = 1/(dHR + gi(t)),
γHD,i(t) = 1/(dHD + gi(t)),
(4)
where dE, dI , dHR, dHD, dD denote the mean duration of one of those
people in state E, I, H (surviving), H (not surviving) or D, respec-
tively, and gi(t) = dg · (1−mI,i(t)) where dg is the maximum reduction
of the duration of a person in the state I in days due to control mea-
sures. Those mean durations, as well as this maximum reduction of the
I-state duration dg, are data specific to the considered disease and are
usually available in epidemiological reports. For the EVD, they have
been taken from [8, 12, 33, 36] and summarized in Table 2.
3. Contact rates: According to [8], the disease effective contact rate of a
person in state I in country i, denoted by βI,i, is assumed to be related
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Table 2: Known parameters of the Ebola disease. Sources: [8, 12, 33, 36].
Notation Value Description
(days)
dE 11.4 Mean duration of a person in the state E
dI 5.0 Mean duration of a person in the state I
dHR 5.0 Mean duration of a person from the state H to R
dHD 4.2 Mean duration of a person from the state H to D
dD 2.0 Mean duration of a person in the state D
dg 3.0 Maximum reduction of the duration of a person
in the state I due to control measures














where DENi is the population density (persons ·km−2) and GNIi is the
gross national income (US$ · persons−1 · year−1) of the country i. Both
of them are known data (see Table 1).
However, parameters b1 (km
2·US$·persons−2·year−1), b2 (non-dimensio-
nal), b3 (day
−1) and b4 (day
−1) in Equation (5) are unknown and they
must be adjusted to achieve a global law that applies to all coun-
tries. Therefore, they are considered as decision variables in the multi-
objective formulation.
For the Ebola outbreak, the probability of being infected by contact
with persons in the state H is 25 times lower than the probability of
being infected by contact with persons in the state I, and the infection
probability with persons in the state D is the same as the one with
persons in the state I [8]. Thus, the contact rates of states H and D
are computed by βH(i) = βI(i)/25 and βD(i) = βI(i), respectively.
4. Control measures: The effect of some control measures is imple-
mented in the Be-CoDiS model (see System (3)) by means of the func-
tions mI,i(t), mH,i(t) and mD,i(t), which multiply the disease contact
rates (i.e., βI,i, βH,i and βD,i). As done in [8], they are decreasing func-
tions that simulate the reduction of the number of effective contacts as
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the efficiency of control measures is improved over time. More precisely,
they are defined as follows [8, 38]:
mI,i(t) = mH,i(t) = mD,i(t) = exp
(
− κi max(t− λi, 0)
)
, (6)
where κi ∈ [0,+∞) (day−1) represents the efficiency of the control
measures (greater value implies lower values of disease contact rates)
and λi ∈ R ∪ {+∞} (day) denotes the first day of application of those
control measures.
Moreover, the efficiency of the control measures in country i (i.e., κi)
is assumed to be related to the sanitary resources and the density of













where SANi is the mean health expenditure (US$ · persons−1 · year−1)
and DENi is the population density (persons · km−2) of the country i,
both are known data (see Table 1).
In (7), parameters k1 (persons
2·year·km−2·US$−1), k2 (non-dimensional),
k3 (day
−1) and k4 (day
−1) must be included in the decision vector to
be estimated with the multi-objective methodology.
5. Fatality rate: The fatality rate ω(i, t) depends on the country i and
time t. Here, the following definition proposed in [8] is used:
ω(i, t) = δ
(
(1− Cm ·mI(i, t))ω + Cm ·mI(i, t)Wi
)
+ (1− δ)Wi, (8)
where δ ∈ [0, 1] denotes the proportion of the fatality percentage that
can be reduced due to the application of control measures, Cm ∈ [0, 1]
is a constant used to decrease the effect of control measures on the
fatality rate reduction, and Wi denotes the disease fatality percentage
of country i when no control measures are applied. More specifically,










where ω, ω ∈ [0, 1] are the minimum and the maximum disease fatality
percentages, respectively, and CSAN is a constant for regulating the
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effect of the sanitary country indicator SANi in the fatality rate. For
the Ebola virus disease, it can be considered ω = 0.25 and ω = 0.728
(see [8]).
In this case, the unknown parameters to be estimated as decision vari-
ables are δ, Cm and CSAN.
6. Migratory dynamics: The transfer rates τi,j of persons from one
country i to another j, expressed in % of the population in i per unit
of time, have been obtained applying the following formula [8]:
τi,j = τ(i, j) = Cτ τ̃(i, j)/(5 · 365 ·NP (i, 0)),
where τ̃(i, j) is the number of persons moving from i to j in a specific
five-year period, NP (i, 0) is the total number of persons in country
i at the beginning of the simulation, and Cτ is a constant parameter
used to increase or decrease the effect of the movement fluxes. Data
about the migrations between 2005 and 2010, taken from the following
sources [39, 40, 41], have been used to set the value of τ̃(i, j).
The parameter Cτ is considered as a decision variable to be also esti-
mated.
7. Numerical filters: In System (3), two numerical filters are used to
avoid the spread of the disease when the number of infected persons
is not significant, i.e., Ei(t) is below a certain threshold value. One of
the filters controls the movements of infected people between countries,
so that it does not allow a country i to transmit the disease to other
countries if Ei(t) < ετ . The other filter controls the spread process
inside a country, so that the disease does not spread from Ei to Ii if
Ei(t) < εE.
Both thresholds ετ and εE are also included in the decision vector φ to
estimate their values.
Thus, the decision vector, which is composed of the parameters to be
adjusted with the proposed multi-objective methodology, is given by:
φ = (ετ , εE, Cτ , k1, k2, k3, k4, b1, b2, b3, b4, δ, Cm, CSAN). (10)
Step 2: Formulate the multi-objective optimization problem.
According to Subsection 2.3, the multi-objective problem is aimed at finding
a set of values for φ, such that the disease behavior provided by the model
fits, as close as possible, real observations.
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For the Ebola outbreak, situation reports are periodically published by
the WHO at Nh ∈ N dates (see [12]). Those documents provide the cu-
mulative number of cases and the cumulative number of deaths observed in
each affected country i ∈ {1, . . . , Nco}, denoted by {RCi(tj)}j=Nhj=0 and by
{RDi(tj)}j=Nhj=0 , respectively. This information is also used to set the initial
conditions of the epidemiological model (see [8]).
Furthermore, given specific values for φ, Be-CoDiS returns the predicted
evolution of the cumulative number of cases CCφi (t) and the cumulative num-
ber of deaths CDφi (t) at time t, computed as follows:
CCφi (t) = CCi(0) +
∫ t
0
γI,i(t) · Iφi (t)dt, (11)
CDφi (t) = CDi(0) +
∫ t
0
ωi(t) · γHD,i(t) ·Hφi (t)dt, (12)
where CCi(0) and CDi(0) are the initial amounts of cases and deaths at the
beginning of the simulation and available in situation reports.
Now, according to the general formulation (2), the multi-objective prob-
lem must be defined by expressing the objective functions that quantify the
errors between real and predicted data. To do so, for each country i, the
objective functions fC,i and fD,i that evaluate the relative errors committed











where tf is the final time of simulation, which corresponds to the date of
the latest situation report, and ‖·‖L2 denotes the L2 norm
(




. In this work, the integral operators are approximated
by considering a trapezoidal rule with intervals of 1 day.
Notice that the objective functions fC,i and fD,i are considered only for
countries where the epidemic has higher impacts (i.e., the number of cases is
greater than a fixed threshold, which depends on the considered outbreak).
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For all remaining countries, two other objective functions are included in
the multi-objective formulation to jointly take into account possible errors in
both their predicted number of cases and deaths. Those functions, denoted
by fC and fD, are defined as the average values of the absolute errors in
the cumulative number of cases and deaths, respectively, considering all the
countries except the most affected ones. Thus, they correspond to:
fC(φ) =
1
















where M ⊂ {1, . . . , Nco} is the subset containing the indexes of the most
affected countries and |M | is the number of countries in this subset M .
Finally, we have included two more objective functions to minimize (i) the
number of false positive countries, i.e., countries detected as infected by the
model but free of disease in the reality; and (ii) the false negative countries,
that is countries free of disease in the simulation but detected as infected in
the reality. They are denoted by fFP and fFN, respectively:
fFP(φ) = Number of non-infected countries
that the model predicts as infected;
fFN(φ) = Number of infected countries
that the model predicts as non-infected.
(17)










, fC(φ), fD(φ), fFP(φ), fFN(φ)
}
subject to φ ∈ S ⊂ Rn,
(18)
where φ is the decision vector (10) containing the parameters to be estimated.
Step 3: Solve the multi-objective optimization problem and ex-
tract the best configuration according to the DM preferences.
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According to our methodology, Problem (18) is now solved using the multi-
objective optimization algorithm ParWASF-GA (see Subsection 2.2). As a
consequence, a set of optimal points is obtained, i.e. an approximation of
the Pareto front. Then, we have to select the best solution from the set
according to the criteria established by the DM. For the case at hand, we
have considered that he/she prefers the one having the closest Euclidean dis-
tance to the RP in the objective space. This solution will be composed of
an adjusted value for each of the epidemiological parameters included in the
decision vector φ.
Furthermore, we establish the RP at the origin. This point corresponds
to the ideal (but generally not feasible) solution for which the model perfectly
fits the observation.
4. Numerical experiments and discussion
Here, we want to illustrate and validate our methodology by considering
data from three real EVD epidemics. Two of them emerged in 2018 and
affected the Democratic Republic of the Congo (DR Congo). The other out-
break occurred in 2014-2016 and involved several countries, mainly from
West Africa. Focusing on the cumulative numbers of cases and deaths
observed during the epidemics, we consider data provided by the WHO
(https://www.who.int/). Since those data are generally not reported every
day, we interpolate them by using cubic Hermite polynomials to obtain a
daily estimation.
With the collected information, we have conducted two kinds of experi-
ments (i) focusing on a single country and (ii) including a set of countries.
Subsections 4.1 and 4.2 summarize the experimental framework, according
to the methodology proposed in Subsection 3.2, and discuss the main results
obtained.
All the computational experiments have been performed on a shared
memory cluster composed of eight 16–core processors Intel Xeon E7 8860v3
with 2.3 TB of RAM. Thus, ParWASF-GA [20] has been used with 128
threads.
4.1. Experiments considering one single country
We focus here on two recent EVD outbreaks that emerged in the Demo-
cratic Republic of the Congo (DR Congo) in 2018. The first one has affected
the Équateur Province and was declared ended on 24th of July, 2018 [42].
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The second one affects the North Kivu, South Kivu and Ituri Provinces and
is still active at the beginning of 2020. In both cases, the virus has spread
only in DR Congo (except four sporadic cases quickly contained in Uganda
[43]). However, due to noticeable differences in the socio-political situation of
the affected geographical areas (separated by more than 1.000 km) and dif-
ferent strains of the virus, the dynamic of those epidemics was quite different.
Thus, we decided to apply our methodology by considering each case as an
individual experiment. Subsections 4.1.1 and 4.1.2 are devoted, respectively,
to the first and second DR Congo outbreaks, which we label as DRC1 and
DRC2.
For both DRC1 and DRC2 epidemics, we calibrate the parameters of
the model considering real observations. Additionally, since DRC2 is still
active during the development of this work, we include in Subsection 4.1.2 a
real-time forecast (performed in July 2019) of its evolution and compare the
predictions with the real situation in February 2020.
For these experiments, the Be-CoDiS model is adapted to simulate the
evolution of a disease in a single country (see System (3)). Then, we set
Nco=1. Furthermore, notice that we do not need Equations (5) and (7) to
describe the parameters βI and κ. Indeed, they can be estimated directly by
considering them as decision variables instead of b1, b2, b3, b4 and k1, k2, k3, k4.
Therefore, the decision vector φ′ ∈ S ′ ⊂ Rn′ is composed by n′ = 6 param-
eters for the DRC1 experiment (see Subsection 4.1.1) and n′ = 7 for the
DRC2 case (see Subsection 4.1.2). Table 3 summarizes the set of parame-
ters with their corresponding range of values.
Furthermore, when considering a single country, Problem (18) is solved
by taking into account only the following two objective functions: (i) the
relative error in the number of cases fC,1(φ
′) (see Equation (13)), and (ii)
the relative error in the number of deaths fD,1(φ
′) (see Equation (14)) of the







subject to φ′ ∈ S ′ ⊂ Rn′ ,
(19)
where n′ = 6 or 7, depending on the case.
According to the general methodology proposed in Subsection 3.2, the
previous optimization problem is solved by using ParWASF-GA. The set
of input parameters of ParWASF-GA are those reported in [19], except for
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Table 3: Description and range of the parameters to optimize for the DRC1 and DRC2
one-country experiments presented in Subsections 4.1.1 and 4.1.2, respectively.
Notation Range Description
βI [0.0, 0.5] Disease contact rate of I (day
−1persons−1)
λ [0.0, 700.0] First day of application of control measures (day)
κ [0.0, 1.0] Efficiency of the control measures (day−1)
δ [0.0, 1.0] Percentage (%) of the fatality rate that can be
reduced by control measures
Cm [0.0, 1.0] Parameter multiplying the control measures value
to decrease its effect on the fatality rate reduction
CSAN [50.0, 9000.0] Parameter dividing the sanitary country indicator
in Equation 9
λ2* [301, 400] First day of restoration of the control measures
(day). *Only considered in DRC2
the number of individuals and iterations, which have been adapted for the
problem at hand. Additionally, notice that ParWASF-GA is a stochastic
optimization algorithm, and hence it may obtain different Pareto front ap-
proximations for different executions of the same instance. Then, in order
to ensure that the results and conclusions do not depend on the stochastic-
ity of the algorithm, several runs of each experiment have been performed.
Table 4 summarizes the number of objectives and decision variables of the
optimization problem, the number of individuals and iterations considered in
ParWASF-GA, the number of executions denoted by Nruns, and the averaged
computational time of one execution (in hours) using 128 threads. For the
sake of completeness, the same information is reported for the case when
several countries are considered.
For each experiment, Nruns different Pareto set approximations PS1, . . . ,
PSNruns in the decision space have been obtained. From each PSr, r =
1, . . . , Nruns, only one solution xr ∈ PSr is chosen by the DM according to
the selection strategy (see Step 3 in Subsection 3.2). Here, we assume that
the DM prefers the most balanced solution. Thus, the chosen solution is
the one giving the minimum Euclidean distance to the RP. Then, to vali-
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Table 4: Summary of the main settings for the three different experiments: DR Congo
outbreak in 2018 (DRC1), DR Congo epidemic in 2018-20 (DRC2), and West Africa
outbreak in 2014-16 (WEA). We report the number of objectives and decision variables
of the optimization problem, the number of individuals and iterations for the ParWASF-
GA optimizer, the number of repetitions (Runs) of the optimization procedure, and the
computational time (in hours) of a single run on average (Av(Time)) using 128 threads.
One Country Set of Countries
Outbreak DRC1 DRC2 WEA
Number of Countries Nco 1 1 176
Optimization Objectives 2 2 10
Problem Variables 6 7 17
Optimizer Individuals 50 50 770
Settings Iterations 10000 10000 20000
Runs Nruns 30 30 10
Av(Time) (h/run) 0.09 0.13 33.5
date our methodology and prove its robustness no matter the execution, we
consider the set of chosen solutions of all the runs X = {x1,x2, . . . ,xNruns},
and we extract the “best” and the “worst” result xbest,xworst ∈ X. More
precisely, the “best” result is the solution offering the minimum value for the
Euclidean distance to the reference point, and the “worst” result is the one
corresponding to the maximum value, i.e.:
‖f(xbest)− q‖2 = minr=1,...,Nruns
{‖f(xr)− q‖2}, (20)
‖f(xworst)− q‖2 = maxr=1,...,Nruns
{‖f(xr)− q‖2}, (21)
where q denotes the RP and ‖·‖2 the Euclidean distance.
4.1.1. DRC1 - DR Congo outbreak in 2018: a posteriori adjustment and
analysis
On the 8th of May, 2018, the WHO declared an outbreak of EVD in DR
Congo [44]. It affected the towns of Bikoro, Iboko and Wangata, which are
located in Équateur Province at the western side of the country. According to
the WHO situation reports [44], it seems that the first cases reported by the
23
sanitary authorities were the 5th of April, 2018. On 24th of July, 2018, the
Ministry of Health of DR Congo officially confirmed the end of this outbreak,
42 days (i.e., a period corresponding to two incubation periods) after blood
samples from the last confirmed Ebola patient were tested negative for the
disease.
Several forecasts of this outbreak based on the Be-CoDiS model were
proposed from the 14th of May, 2018 up to the 13th of June, 2018 [13].
However, for those forecasts, the model parameters were adjusted by a time
consuming manual trial and error process. Later, we have developed and
applied the parameter estimation methodology proposed in this work once
the outbreak was already extinguished. Thus, the results presented below
will be used as a posteriori analysis to validate our method.
To do that, we have used data reported by the WHO from the 5th of
April up to the 17th of June, 2018 (i.e., the date of the last reported cases)
[44]. Considering those data, we have solved the optimization problem (19)
with ParWASF-GA 30 times (to deal with the stochasticity of the method).
Then, as explained above in Subsection 4.1, we have built the set X with
one solution from each run (according to the DM preference), and we have
selected the “best” and the “worst” result, xbest,xworst ∈ X. The parameters
associated with those two solutions are reported in Table 5. For the sake of
completeness, in Table 5, we also show the average value and the standard
deviation of each parameter considering the 30 solutions in X.
In Figure 2, we present the cumulative number of cases and deaths re-
turned by the model considering the “best” and the “worst” optimal pa-
rameter set found with our methodology, and reported in Table 5. We also
show the observed data corresponding to the cumulative numbers of cases
and deaths (see [44]). As can be seen in this figure, even considering the
“worst” result, the parameters found for the one-country model are able to
accurately adjust the behavior of the disease.
Focusing on Table 5, we observe that:
• The contact rate βI is 3.52E-01 on average. During the 2014-16 Ebola
epidemic, βI was estimated to be between 1.91E-01 and 2.65E-01 for the
most affected countries (see [8]). Thus, for this outbreak in DR Congo,
the Ebola virus seems to spread faster than for the 2014-16 case. This
quick behavior was also reported by authorities at the beginning of this
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(a) Considering the “best” result (xbest ∈ X)
(b) Considering the “worst” result (xworst ∈ X)
Figure 2: Comparison between the observed and the predicted cumulative number of cases
and deaths considering the experiment DRC1 described in Subsection 4.1.1.
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Table 5: Solutions obtained during the experiment DRC1 reported in Subsection 4.1.1.
We present the values corresponding to the “best” (xbest) and the “worst” (xworst) result
in X, and the average (Av(X)) and standard deviation (Dev(X)) values. Recall that X
is the set formed by one solution from each run according to the selection criterion.
DR Congo (2018 outbreak)
Decision
xbest xworst Av(X) Dev(X)Variables
βI 3.54E-01 3.52E-01 3.52E-01 3.54E-03
λ 2.84E+01 2.72E+01 2.94E+01 1.32E+00
κ 2.65E-01 1.94E-01 3.59E-01 1.34E-01
δ 2.38E-01 4.64E-01 4.16E-01 7.16E-02
Cm 2.47E-01 1.50E-01 1.24E-01 7.81E-02
CSAN 5.39E+01 8.36E+03 3.96E+03 3.09E+03
epidemic and provoked a strict vigilance of this case by the international
community [45].
• For this outbreak, the value of κ, the parameter measuring the efficiency
of the control, is greater than 1.E-01. Thus, it is quite larger than the
one reported for the 2014-16 epidemic, which was between 1.25E-03
and 2.70E-03 (see [8]). This fact is consistent with reality, because, for
this case, national and international authorities quickly applied control
measures that were known to be efficient during the 2014-2016 epidemic
[46]. Additionally, some novel control measures were applied, such as
the vaccination of the population at risk [47].
• The values of λ, which is the number of days between the start of
the disease outbreak and the application of the control measures, seem
to indicate that the control measures started to affect the epidemic
dynamics between the 2nd and the 6th of May, 2018. According to
situation reports [44], the control measures could have been applied
around the 3rd and the 8th of May, 2018, when the local authorities,
supported by WHO, started to monitor and analyze blood samples.
However, the effect of those control measures is not immediate and
estimating their impact on the outbreak is a complex task. Thus,
the range of dates proposed by our method seems to be reasonable
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regarding the reported sanitary situation.
• The parameter CSAN dividing the sanitary country indicator in Equa-
tion (9) is lower than the one estimated for the 2014-16 outbreak, which
was 9.06E+03 (see [8]). Then, according to Equation (9), before the
application of control measures, the fatality rate of the 2018 epidemic
is lower than the one of the 2014-2016 outbreak. It is consistent with
the data reported by WHO [44], which estimated that the fatality rate
of the 2018 epidemic was between 42% and 61%, i.e., lower than the
one of the 2014-16 outbreak, which was around 68% before applying
control measures.
• The percentage δ of the fatality rate that can be reduced by control
measures is 41.6% on average, with a standard deviation of 7.2%. Thus,
it is lower than the one estimated for the 2014-16 Ebola outbreak, which
was 53% (see [8]). This value is realistic because, according to WHO
[12], in the 2014-16 epidemic, the fatality rate was reduced down to
40%. However, for the 2018 outbreak, the final fatality rate was 61%
(see [44]).
• The parameter Cm multiplying the control measures value in Equa-
tion (8) is 1.24E-01 on average, with a standard deviation of 7.81E-02.
It is quite lower than the one considered for the 2014-16 epidemic,
which was 1 (see [8]). It means that, for the 2018 outbreak, the control
measures have a lower impact on the reduction of the fatality rate (see
Equation (8)). Again, this fits reality because in 2014-16 the mortal-
ity rate experienced a greater reduction than in the case of 2018 (see
[12, 44]).
Those results confirm that, although the 2018 outbreak was more aggres-
sive, efficient control measures were applied, avoiding a sanitary emergency
and leading to the eradication of the virus.
To sum up, our methodology seems to return parameter values and model
outputs that fit well real observations and situation reports of the epidemic.
Thus, it seems to be a powerful tool to achieve accurate results with satis-
factory biological and sociological meaning.
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4.1.2. DRC2 - DR Congo outbreak in 2018-20: real-time adjustment and
forecast
On the 1st of August, 2018, a new EVD outbreak was declared in DR
Congo and reported to the WHO [44]. In this case, which is still active (in
February 2020), the affected provinces are, by order of infection, North Kivu,
Ituri and South Kivu. According to the WHO situation reports [44], it seems
that the first cases reported by the DR Congo sanitary authorities were the
28th of July, 2018, but the disease could have started approximately around
the 30th of April, 2018.
During this outbreak, we have performed real-time adjustments of the
epidemiological parameters and forecasts of the possible evolution of the epi-
demic. Indeed, we have carried out exhaustive monitoring of the official sit-
uation reports and have published several technical documents reporting the
values of the parameters obtained by using our multi-objective methodology,
as well as the prediction of the disease evolution [14].
Here, we present the estimated values of the parameters and the forecast
based on data reported by the WHO and the DR Congo authorities from the
29th of April, 2018, up to the 21st of July, 2019.
We note that the geographical area where this outbreak occurs is conflic-
tive, with many security problems and little confidence of the population in
the outbreak response teams (see [48]). Indeed, according to the DR Congo
authorities, between the 24th of February and the 30th of March, 2019,
several sanitary centers of response were closed and some response teams
canceled their work temporarily due to continuous attacks. Thus, for this
particular case, during the parameter calibration process we have considered
that the control measures were interrupted on the 24th of February. More-
over, the exact date for which the control measures were completely restored
is not clear, so we have decided to estimate it by including a new parameter in
the decision vector φ′. This new parameter, denoted by λ2, is defined as the
number of days between the start of the disease outbreak and the restoration
of the control measures. To be consistent with the dates on which the at-
tacks were produced, we assume λ2 ∈ [301, 400]. The other decision variables
composing φ′ are those reported in Table 3 and the optimization problem to
be solved is defined by (19) with n′=7.
Analogously to the previous experiment, in Table 6, we report the pa-
rameter values for the “best” and the “worst” result found in the set X,
i.e., xbest,xworst ∈ X. We recall that X consists of 30 solutions, obtained by
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Table 6: Solutions obtained during the experiment DRC2 reported in Subsection 4.1.2.
We present the values corresponding to the “best” (xbest) and the “worst” (xworst) result
in X, and the average (Av(X)) and standard deviation (Dev(X)) values. Recall that X
is the set formed by one solution from each run according to the selection criterion.
DR Congo (2018-20 outbreak)
Decision
xbest xworst Av(X) Dev(X)Variables
βI 2.13E-01 2.02E-01 2.10E-01 3.69E-03
λ 2.86E-01 3.72E+00 6.59E+00 2.06E+01
κ 8.21E-04 5.58E-04 7.94E-04 6.79E-05
δ 2.77E-01 9.99E-01 4.86E-01 1.71E-01
Cm 5.42E-01 9.73E-01 7.78E-01 1.82E-01
CSAN 7.31E+03 8.77E+03 6.07E+03 2.62E+03
λ2 3.53E+02 3.40E+02 3.53E+02 3.80E+00
applying the DM preference criterion to each of the 30 runs performed. We
also include in Table 6 the average value and the standard deviation of each
parameter considering those 30 solutions in X.
In Figure 3, we present the cumulative number of cases and deaths re-
turned by the model considering the “best” and the “worst” optimal param-
eter set found with our methodology, as well as the real data reported by the
WHO in [44].
We note that, for this case, the model was used to predict the future
evolution of the disease. To do so, we ran the Be-CODiS model configured
with the estimated parameters until the end of the simulated epidemic (i.e.,
until t > 0 such that Ei(t) + Ii(t) +Hi(t) < 1 for i = 1, ..., Nco).
As can be seen in Figure 3(a), considering the “best” result, the obtained
forecast fits quite accurately the real data. According to this forecast, that
we published in [14], the epidemic should end around the 1st of May, 2020,
and the final number of cases and deaths should be around 3584 and 2453,
respectively. Those results are coherent according to the recent situation
report published in [43].
Focusing on the “worst” result, shown in Figure 3(b), the obtained fore-
cast estimates quite well the real data up to November 2019. The overesti-
mation of this forecast in the last months may be due to the application of
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(a) Considering the “best” result (xbest ∈ X)
(b) Considering the “worst” result (xworst ∈ X)
Figure 3: Comparison between the observed and the predicted cumulative number of cases
and deaths considering the experiment DRC2 described in Subsection 4.1.2.
a new vaccine that complements the current one and was introduced on the
14th of November, 2019 (see [49]). We note that this is a classical difficulty
that occurs during forecasting tasks, when unpredictable changes affect the
dynamics of the observed phenomenon (see, e.g., [50]).
Analyzing the results reported in Table 6, we observe that:
• The estimated initial EVD effective contact rate βI is lower than the
one of the previous DR Congo outbreak (see Table 5) but similar to
the one of the 2014-16 EVD epidemic (see [8]).
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• The estimated efficiency of the control measures κ is lower than the
one of the two previous outbreaks (see Table 5 and Ref. [8]). The low
efficiency of the control measures could be explained by the particular
features of the DR Congo geographical area affected by the outbreak.
More precisely, according to the WHO reports [48], it is a conflictive
zone with security problems and deficient health system. Additionally,
its population distrusts response teams and has high mobility. These
difficulties could explain the fact that, despite the vaccination campaign
being carried out, the outbreak is still active.
• The estimated value for the number of days between the start of the
outbreak and the application of the control measures is λ = 6.59 days
on average. According to this, the control measures seem to start
being applied approximately the 6th of May, 2018. It seems to indicate
that some control measures were applied since the beginning of the
outbreak by the local authorities, maybe because of the proximity with
the previous 2018 Ebola outbreak in DR Congo studied in experiment
DRC1 [44].
• The number of days between the start of the outbreak and the restora-
tion of the control measures after the violent attacks is λ2 = 353 days on
average. Then, the control measures interrupted on the 24th of Febru-
ary, 2019, seem to be restored approximately on the 17th of April, 2019.
According to situation reports [43], some Ebola treatment centers re-
mained closed until the 30th of March, 2019, because of the damages
provoked by the attacks. Moreover, the second International Health
Regulation (IHR) Emergency Committee2 on the EVD outbreak in
North Kivu and Ituri Provinces of the DR Congo, was convened on 12
April 2019 [43]. Thus, the restoration date estimated by our method
seems to be reasonable.
• The parameter dividing the sanitary country indicator in Equation (9)
is CSAN = 6.07E+03 on average. Then, it is slightly lower than the one
estimated for the 2014-16 outbreak, which was 9.06E+03 (see [8]). It is
consistent with the data reported by WHO [43], which estimated that
2The IHR Emergency Commitee is an expert meeting convened by the General-Director
of the WHO to seek appropriate recommendations about a public health emergency of
international concern [51]
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the fatality rate of the 2018-20 epidemic is between 52% and 67% and,
then, lower than the one of the 2014-16 outbreak before the application
of control measures, which was around 68%.
• The estimated percentage δ of the fatality rate that can be reduced
by control measures is 48.6% on average. It is slightly lower than the
value used for the 2014-16 Ebola outbreak in [8], which was 53%. It
is realistic because, according to WHO [12], in the 2014-16 epidemic,
the fatality rate was reduced until reaching a final percentage of 40%.
However, for the 2018-20 outbreak, the current fatality rate is 66% (see
[43]).
• The value estimated for the parameter that multiplies the effect of the
control measures in Equation 8 is Cm = 7.78E-01 on average. Then,
the control measures for the 2018-20 outbreak seem to have a lower
impact than the control measures applied for the 2014-16 epidemic
(i.e., Cm = 1, see [8]). Again, this is coherent with the fact that in
2014-16 the fatality rate experienced a greater reduction than the one
of 2018-20 (see [12, 43]).
As can be seen in Table 6, most decision variables present a large devi-
ation. This fact highlights the difficulty and complexity of estimating the
global dynamics of the outbreak. In particular, the existence of a unique
solution is not guaranteed and the objective functions could admit several
local minimums [52]. Thus, our multi-objective approach may return a vari-
ety of solutions with different compromises among the considered objectives.
In some cases, an a-posteriori analysis should be performed to select among
the solutions the ones with the most biological and sociological meaning.
Again, according to the epidemic situation reported in the literature [43],
the proposed methodology returned parameter values that have a reasonable
biological and sociological meaning. Furthermore, considering those values,
the model returns outputs that accurately fit the real observations. Addi-
tionally, the forecast generated in July 2019 by using those parameter values
predicted well the real observations.
4.2. Experiments considering a set of countries
Here, the multi-objective estimation methodology is applied to find a set
of values for the Be-CoDiS epidemiological parameters such that the model
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predictions fit the international spread of the Ebola Virus Disease (EVD)
occurring during the 2014-2016 epidemic.
According to the formulas presented in Subsection 3.2 and used to de-
scribe some disease parameters depending on the country, the multi-objective
optimization problem considered here has 17 decision variables. They are
described in Table 7, where we also report their boundaries used in the op-
timization process. All these limits are based on values reported in [8].
During the 2014-16 EVD epidemic, the most-infected countries were
Guinea, Liberia and Sierra Leone. Therefore, to guarantee an accurate de-
scription of the disease spread inside those countries, separate objective func-
tions for each of them are considered in the formulation of the optimization
problem (18) (see Step 3 in Subsection 3.2). More specifically, the following
10 objective functions have been considered:
• f1 and f2, which are the average of the absolute errors in the cumulative
number of cases (i.e., Equation (15)) and deaths (i.e., Equation (16)),
respectively, for all the countries except the most-infected ones;
• f3, f4, f5, f6, f7 and f8, which are the relative errors in the number
of cumulative cases (i.e., Equation (13)) and in the number of deaths
(i.e., Equation (14)) for Guinea (f3 and f4), Liberia (f5 and f6), and
Sierra Leone (f7 and f8);
• f9 and f10, which are given by the number of non-infected countries
that the model predicts as infected and the number of infected countries
predicted as non-infected, respectively (i.e., Equations (17)).
Since the number of decision variables and objectives is higher than in the
previous one-country experiments, for solving this particular multi-objective
problem, the ParWASF-GA optimizer has been configured with a population
size of 770 individuals and 20000 iterations. Moreover, ten independent runs
have been performed (see Table 4).
Then, following the DM selection criterion for each one of the ten exe-
cutions, we have obtained ten different solutions that better fit his/her pref-
erences X = {x1, . . . ,x10}. From X, we have extracted the “best” and the
“worst” result, xbest,xworst ∈ X, as done in the previous experiments (see
Subsection 4.1).
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Table 7: Description and range of the parameters to optimize for the experiment involving
a set of countries and presented in Subsection 4.2.
Notation Range Description
ετ [0.0, 10.0] Numerical filter threshold to avoid transmission
between countries with low number
of individuals in E
εE [0.0, 10.0] Numerical filter threshold to avoid infection
process in countries with low number
of individuals in E
Cτ [0.0, 10000] Parameter multiplying the movement matrix
τi,j to increase/decrease the movement fluxes
k1 [0.0, 1.0]
k2 [−1.0, 1.0] Parameters involved in the control measures κ
k3 [0.0, 1.0] (see Equation (7))
k4 [−1.0, 1.0]
b1 [0.0, 150.0]
b2 [−25.0, 25.0] Parameters involved in the transmission rate β
b3 [0.0, 1.0] (see Equation (5))
b4 [−1.0, 1.0]
δ [0.0, 1.0] Percentage (%) of the fatality rate that can be
reduced by control measures
Cm [0.0, 1.0] Parameter multiplying the control measures value
to increase its effect on the fatality rate reduction
CSAN [50.0, 9000.0] Parameter dividing the sanitary country indicator
in Equation 9
λG [0.0, 700.0] First day of application of control measures (day)
λL [0.0, 700.0] in Guinea, Liberia and Sierra Leone, respectively
λSL [0.0, 700.0]
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In Table 8, we report the decision variables and the objective function
values for both the “best” and the “worst” solution. According to these re-
sults, it seems that the optimal decision vector can have significantly different
values depending on the run. As the number of decision variables is large,
there can exist different combinations of values providing a reasonable fitting
for all the countries. Concerning the values of the objective functions, the
“worst” run provides a better estimation for the countries where the epidemic
magnitude was low (i.e., lower values of f1 and f2). However, the “best” run
result seems to better approach the spread of the disease in the most affected
countries, Guinea, Liberia and Sierra Leone (i.e., lower values of functions
f3 to f8). Furthermore, the “best” run predicts 8 countries as infected when
they were not really infected (i.e., f9 = 8), while the “worst” solution fails in
14 countries. Both the “best” and the “worst” solutions are able to detect
all the infected countries (i.e., f10 = 0 in both cases).
Remark 2. This analysis highlights the fact that, in multi-objective problems,
if there exist confronted objectives, then the problem may not admit a unique
optimal solution improving simultaneously all the objectives, but a variety of
solutions with different compromises among these objectives. Indeed, these
solutions are non-comparable in the sense that we cannot establish which of
them is better attending to the dominance criteria used in the multi-objective
framework (see Subsection 2.1). So, it is important to remark that the ter-
minology of “best” and “worst” is a subjective decision-making criterion.
In Figure 4, we represent the evolution of the cumulative number of cases
and deaths predicted by Be-CoDiS with the “best” and “worst” sets of pa-
rameters, and we also depict the real evolution of the Ebola virus disease
from the 6th of December, 2013, to the 27th of March, 2016. As can be seen,
there is not a noticeable difference between the results of the “best” and the
“worst” solutions for Guinea, Liberia, and Sierra Leone, even though the
“best” solution seems to provide a slightly more accurate prediction. There-
fore, even in the worst case, the estimation methodology achieves a set of
parameter values for the Be-CoDiS model such that the prediction fits si-
multaneously all the countries. We note that the obtained results are not as
precise as in the one-country experiments (see Figure 2) but, here, we adjust
a large set of countries at the same time and determine parameters values
common for all of them.
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Table 8: Solutions obtained during the experiment that is reported in Subsection 4.2. We
present the values corresponding to the “best” (xbest) and the “worst” (xworst) result in
X, and their objective function values (f(xbest) and f(xworst), respectively). Recall that
X is the set formed by one solution from each run according to the selection criterion.





ετ 6.9001 2.2919 f1 2.68E-06 6.66E-07
εE 4.4867 2.1665 f2 1.25E-06 2.35E-07
Cτ 1410.7357 1447.4690 f3 9.17E-02 1.18E-01
k1 0.1694 0.7985 f4 8.63E-02 1.27E-01
k2 -0.1971 0.2985 f5 8.91E-02 1.24E-01
k3 0.0607 0.9020 f6 9.18E-02 1.35E-01
k4 0.0071 0.3001 f7 9.99E-02 1.37E-01
b1 24.1066 6.8450 f8 8.96E-02 1.37E-01
b2 9.3628 22.1933 f9 8.00E+00 1.40E+01









(a) Considering the “best” result (xbest ∈ X)
(b) Considering the “worst” result (xworst ∈ X)
Figure 4: Comparison between the observed and the predicted cumulative number of
cases and deaths for the most-infected countries: Guinea, Liberia and Sierra Leone.
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For the sake of completeness, the impact of the disease in the remaining
countries has been analyzed. In Figure 5, the final cumulative numbers of
cases predicted by the Be-CoDiS model using the “best” and the “worst”
parameter solutions are compared to the final numbers of cases observed
in reality. Notice that only those countries which were really infected or
predicted as infected by the model, have been included in this figure. As
highlighted previously, the so-called “best” solution exhibits a lower number
of countries predicted as infected when they were not. However, in general,
it returns more cases per country than the “worst” solution. Indeed, the
“worst” solution forecasts that the virus spreads to more countries but with
two cases per country at maximum. Thus, it underestimates the impact of
the disease in Nigeria and Mali. Nevertheless, the most important conclusion
of these results is that the predictions obtained by using the proposed estima-
tion methodology seem to guess all the countries which were really infected.
Detecting some extra infected countries is not always a negative point. In-
deed, this information can be helpful in order to warn the authorities of those
countries and to design preventive plans.
Finally, in order to highlight the advantages of the proposed estimation
methodology, the current results have been compared to the previously pub-
lished results of the Be-CoDiS model applied to the 2014-16 EVD epidemic
(see [8]). In this previous work, some epidemiological parameters were cali-
brated by hand and others were obtained by using some regression techniques.
Those regression methods were applied to adjust each parameter indepen-
dently (i.e., setting the remaining ones to fixed values or even running the
system without all the features). Then, achieving a global set of values for
all the parameters was a difficult task because, in most cases, after fitting
one particular country, the predictions for the remaining ones got worse. In
spite of this, in [8], the authors achieved a successful calibration such that
the model estimated a global magnitude of the outbreak similar to the ob-
served data. However, with those parameters, the Be-CoDiS model was not
able to predict the times of infection and, thus, the global evolution of the
simulated epidemic presents a delay when comparing it to the real situation
(see Figure 6, taken from [8]).
In Figure 7, the global evolution obtained with the Be-CoDiS model using
the novel estimation methodology is compared to the observed evolution of
the Ebola outbreak. As previously, the results correspond to the “best”
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(a) Considering the “best” result (xbest ∈ X)
(b) Considering the “worst” result (xworst ∈ X)
Figure 5: Comparison between the observed and the predicted cumulative number of cases
for the countries where the EVD magnitude was low.
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Figure 6: Evolution of the observed and the predicted cumulative number of cases and
deaths reported in [8]. This predicted evolution was obtained without using the multi-
objective estimation methodology.
and the “worst” set of parameter values according to the decision-making
strategy. As can be seen, the multi-objective estimation methodology allows
to achieve predictions that accurately fit the real behavior of the disease not
only in magnitude but also in time. Although we can obtain less accurate
results (i.e., produced by the “worst” set of parameters), the obtained results
seem to succeed in guessing the critical time when the epidemic exploded or
was controlled.
5. Conclusions
In this work, we have presented an original multi-objective approach to
estimate the parameters of epidemiological models. To illustrate the perfor-
mance of the proposed methodology, we have applied it to Be-CoDiS, which
is a model that simulates the spread of human diseases inside and between
countries. More precisely, we have estimated the Be-CoDiS parameters for
different Ebola outbreaks from 2014 to 2020. Then, we have validated our
approach by comparing the data obtained by the model, considering the es-
timated parameters, with real data reported by the WHO. Additionally, for
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(a) Considering the “best” result (xbest ∈ X)
(b) Considering the “worst‘” result (xworst ∈ X)
Figure 7: Comparison between the observed and the predicted cumulative total number
of cases and of deaths computed in global considering all the countries.
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the 2018-20 EVD outbreak in DR Congo, we have presented some forecasts
of the disease evolution.
According to the obtained results, the proposed multi-objective estima-
tion methodology is able to estimate the epidemiological parameters such
that the Be-CoDiS model describes accurately the Ebola behavior in both
magnitude and time. Even in the worst outcomes of the optimization algo-
rithm, the methodology seems to produce reasonable results.
The main advantages of the proposed methodology are that it is a gen-
eral procedure which can be applied to any epidemiological model, and it
works as an automatized tool that avoids the user to perform complex and
time-consuming calibration processes. Furthermore, it allows to obtain an
optimal set of solutions. These solutions provide different trade-off values
for the parameters achieving diverse compromises among the objective func-
tions. Thus, the DMs (epidemiologists or authorities) can deal with several
scenarios with a single outcome from one execution. Then, they can choose
the solution that they prefer attending to diverse selection criteria. How-
ever, they can also consider evaluating all the sets of parameters returned
by the optimizer to see several possible scenarios of the disease evolution.
This additional information may be valuable in order to apply the control
measures.
Since the methodology uses the parallel version of WASF-GA, the com-
putational time may be reasonable, depending on the considered computer.
Therefore, we may use the proposed methodology when new data are avail-
able to update the parameters and the predictions.
As future work, we will apply the proposed methodology to estimate the
parameters of other diseases, such as the Middle East Respiratory Syndrome
coronavirus (MERS). We are currently working on the Coronavirus COVID-
19 originated in Wuhan (China) (see [53]). As a preliminary step, we have
applied some of the parameter values obtained in this work (such as the ones
related to the control measures and the migratory dynamics). Next, we will
perform the complete methodology presented here to estimate all parameters
for the different involved countries.
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Preference Incorporation in Evolutionary Multiobjective Optimization:
A Survey of the State-of-the-Art, Advances in Computers 98 (2015)
141–207.
[25] L. Thiele, K. Miettinen, P. J. Korhonen, J. Molina, A preference-based
evolutionary algorithm for multi-objective optimization, Evolutionary
Computation 17 (2009) 411–436.
[26] C. A. C. Coello, G. B. Lamont, D. A. Van Veldhuizen, Evolutionary al-
gorithms for solving multi-objective problems, Genetic and evolutionary
computation, second ed., Springer, New York, 2007.
45
[27] K. Deb, Multi-objective Optimization using Evolutionary Algorithms,
John Wiley & Sons, 2001.
[28] K. Deb, K. Sindhya, J. Hakanen, Multi-objective optimization, in:
Decision Sciences: Theory and Practice, CRC Press, 2016, pp. 145–184.
[29] E. Zitzler, J. Knowles, L. Thiele, Quality assessment of Pareto set ap-
proximations, in: J. Branke, K. Deb, K. Miettinen, R. Slowinski (Eds.),
Multiobjective optimization. Interactive and evolutionary approaches,
volume 5252, Springer. Lecture Notes in Computer Science, Berlin, Ger-
many, 2008, pp. 373–404.
[30] J. Branke, MCDA and Multiobjective Evolutionary Algorithms, in:
Multiple Criteria Decision Analysis, Springer, 2016, pp. 977–1008.
[31] D. E. Goldberg, Genetic Algorithms in Search, Optimization and Ma-
chine Learning, 1st ed., Addison-Wesley Longman Publishing Co., Inc.,
Boston, MA, USA, 1989.
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