Intrinsically universal n-dimensional quantum cellular automata  by Arrighi, Pablo & Grattage, Jonathan
Journal of Computer and System Sciences 78 (2012) 1883–1898Contents lists available at SciVerse ScienceDirect
Journal of Computer and System Sciences
www.elsevier.com/locate/jcss
Intrinsically universal n-dimensional quantum cellular automata
Pablo Arrighi a,b, Jonathan Grattage a,∗
a Ecole Normale Supérieure de Lyon, Laboratoire LIP, 46 allée d’Italie, 69364 Lyon cedex 07, France
b University of Grenoble, Laboratoire LIG, Bâtiment IMAG C, 220 rue de la Chimie, 38400 Saint-Martin-d’Hères, France
a r t i c l e i n f o a b s t r a c t
Article history:
Received 20 September 2010
Received in revised form 8 March 2011
Accepted 17 November 2011
Available online 12 January 2012
Keywords:
Quantum computation
Cellular automata
Universality
Quantum circuits
Several non-axiomatic approaches have been taken to deﬁne Quantum Cellular Automata
(QCA); Partitioned QCA (PQCA) are the most canonical. Here we show any QCA can be
put into PQCA form. Our construction reconciles the non-axiomatic deﬁnitions of QCA,
showing that they can all simulate one another, thus they are all equivalent to the
axiomatic deﬁnition. A simple n-dimensional QCA capable of simulating all others to
arbitrary precision is described, where the initial conﬁguration and the evolution of any
QCA can be encoded within the initial conﬁguration of the intrinsically universal QCA.
Several steps then correspond to one step of the simulated QCA, achieved via a non-trivial
reduction of the problem to universality in quantum circuits. Results are formalised by
deﬁning generalised n-dimensional intrinsic simulation, preserving topology in that each
cell of the simulated QCA is encoded as a group of adjacent cells in the universal QCA.
Implications are discussed.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Cellular automata (CA), ﬁrst introduced by von Neumann [1], consist of an array of identical cells, each of which may
take one of a ﬁnite number of possible states. The whole array evolves in discrete time steps by iterating a function G .
This global evolution G is shift-invariant (it acts in the same way everywhere) and local (information cannot be transmitted
faster than some ﬁxed number of cells per time step).
1.1. QCA: Importance and competing deﬁnitions
The modern axiomatisation of quantum theory in terms of the density matrix formalism was provided by von Neumann
in 1955 [2], who also developed the cellular automata (CA) model of computation in 1966 [1], but he did not bring the two
together. Feynman did so in 1986 [3], just as he was developing the concept of quantum computation (QC). Listed below
are the key multidisciplinary motivations for studying QCA, the ﬁrst two being those of Feynman.
• Implementation perspective. QCA may provide an important path to realistic implementations of QC, mainly because they
eliminate the need for an external, classical control over the computation and hence the principal source of decoherence.
This is under investigation [4–8].
• Simulation perspective. QC was ﬁrst conceived as a way to eﬃciently simulate other quantum physical systems. Whilst
other applications have been invented since, this still remains a likely and important application of QC. However, it
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manner, i.e. so that the QC can then provide an accurate and eﬃcient simulation. QCA constitute a natural theoretical
setting for this purpose, in particular via Quantum Lattice-Gas Automata [9–13].
• CA perspective. By their deﬁnition, CA are shift-invariant and causal. CA are therefore a physics-like model of computa-
tion (a term coined by Margolus [14]), as they share some fundamental symmetries of theoretical physics: homogeneity
(invariance of physical laws in time and space), causality, and (often) reversibility. Thus it is natural, following Margo-
lus [15], to study their quantum extensions.
• Models of computation perspective. There are many models of distributed computation (e.g. CCS, π -calculus), but often in
such models the idea of space is not directly related to our general understanding, such as our intuitive understanding
of relative positions of objects in 3D space. These models are not adequate for reasoning about simple space-sensitive
synchronisation problems, such as ‘machine self-reproduction’ [16,1] or the ‘Firing Squad’ problem [17,18]. In contrast,
CA were initially used to model spatially distributed computation in space [19]. Moreover, QCA provide a model of QC,
and hence constitute a framework to model and reason about problems in spatially distributed QC.
• Theoretical physics perspective. QCA could provide helpful toy models for theoretical physics [20]. For this purpose it
could build bridges between computer science and theoretical physics, as the present paper attempts to for the concept
of universality.
These motivations demonstrate the importance of studying QCA. Once this is acknowledged researchers are faced
with an overabundance of competing deﬁnitions. There are four main approaches to deﬁning QCA: the axiomatic
style [21–23], the multilayer block representation [23,24], the two-layer block representation [4,6,21,25–27], and Partitioned
QCA (PQCA) [27–29]. A natural ﬁrst questions to consider is whether they are equivalent, and in what sense.
1.2. QCA: Simulation
Probably the most well-known CA is Conway’s ‘Game of Life’; a two-dimensional CA which has been shown to be
universal for computation in the sense that any Turing Machine (TM) can be encoded within its initial state and then
executed by evolution of the CA [30]. As TM are generally considered to be a robust deﬁnition of ‘what an algorithm is’ in
classical computer science, this result could be perceived as providing a conclusion to the topic of CA simulation. However,
this is not the case, as CA do more than just running any algorithm. They run distributed algorithms in a distributed
manner, model phenomena together with their spatial structure, and allow the use of the spatial parallelism inherent in
the model. These features, modelled by CA and not by TM, are all interesting, and so the concepts of simulation and
universality needed be revisited in this context to account for space. This has been done by returning to the original
meaning of the word simulation [31–33], namely the ability for one instance of a computational model to simulate other
instances of the same computational model. The introduction of a partial order on CA via groupings [34], and subsequent
generalisations [35,36], have led to elegant and robust deﬁnitions of intrinsic simulation. Intrinsic simulation formalises
the ability of a CA to simulate another in a space-preserving manner. Intuitively this is exactly what is needed to show
the equivalence between the various competing deﬁnitions of QCA, i.e. that they can all simulate each other in a space-
preserving manner. The deﬁnition of intrinsic simulation has already been translated in the quantum context [37], however
as it stands this is not suﬃcient to obtain the desired result. In this paper the deﬁnition of intrinsic simulation in the
quantum context is discussed and developed, before the equivalence between all the various above-mentioned deﬁnitions
of QCA is tackled.
1.3. QCA: Simpliﬁcation
Intrinsic universality is the ability to intrinsically simulate any other QCA. Here we show that the axiomatic style QCA,
the multilayer block representation QCA, the two-layer block representation QCA, and the PQCA are equivalent, entailing that
PQCA are intrinsically universal. Here the PQCA is chosen as the prime model as it is the simplest way to describe a QCA.
Therefore, the result developed in this work is also a simplifying one for the ﬁeld of QCA as a whole. From a theoretical
physics perspective, showing that ‘Partitioned Quantum Cellular Automata are universal’ is a statement that ‘scattering
phenomena are universal physical phenomena’.
There are several related results in the CA literature. Several inﬂuential works by Morita et al. emphasise Reversible
Partitioned CA universality. For instance, they provide computation universal Reversible Partitioned CA constructions [38,39],
and their ability to simulate any CA in the one-dimensional case is also shown [40]. The problem of intrinsically universal
Reversible CA (RCA) constructions was tackled by Durand-Lose [41,42]. The diﬃculty is in having an n-dimensional RCA
simulate all other n-dimensional RCA and not, say, the (n − 1)-dimensional RCA, otherwise a history-keeping dimension
could be used, as in Toffoli [43]. Strongly related to this is the work on block representations of RCA by Kari [44].
1.4. QCA: Universality
The QCA-related results are focused on universality. Watrous [28] proved that QCA are universal in the sense of QTM.
Shepherd, Franz and Werner [45] deﬁned a class of QCA where the scattering unitary Ui changes at each step i (classical
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Nagaj and Wocjan [6], and Raussendorf [26]. In the bounded-size conﬁgurations case, circuit universality coincides with
intrinsic universality, as noted by Van Dam [27]. Intrinsically universal QCA in the one-dimensional case have also been
resolved [37]. Given the crucial role of this in classical CA theory [46], the issue of intrinsic universality in the n-dimensional
case needed to be addressed. Having then shown that PQCA, a simple subclass of QCA, are intrinsically universal, it remained
to show that there existed an n-dimensional PQCA capable of simulating all other n-dimensional PQCA for n > 1 to some
arbitrary precision, which we show in this paper.
PQCA are QCA of a particular form, where incoming information is scattered by a ﬁxed unitary U before being redis-
tributed, and this paper shows PQCA to be intrinsically universal. Hence the problem of ﬁnding an intrinsically universal
PQCA reduces to ﬁnding some universal scattering unitary U (as made formal in Section 5.2, Fig. 9). Also, the requirements
on U are much more stringent than just quantum circuit universality, as the simulation of a QCA H has to be done in
a parallel, space-preserving manner. Moreover, not only a single iteration of H has to be simulated, but several (H2, . . .), so
that after every simulation the universal PQCA is ready for a further iteration. From a computer architecture point of view,
this problem can be recast in terms of ﬁnding some fundamental quantum processing unit which is capable of simulat-
ing any other network of quantum processing units, in a space-preserving manner. From a theoretical physics perspective,
this amounts to specifying a scattering phenomenon that is capable of simulating any other, again in a space-preserving
manner. These diﬃculties can be overcome. A key result shown here is the construction of a simple intrinsically universal
n-dimensional QCA.
1.5. Layout
The necessary theoretical background for understanding QCA, and hence the problems addressed by this paper, is pro-
vided in Section 2. Intrinsic simulation is discussed and generalised in Section 3. In Section 4 the various alternative
deﬁnitions of QCA are shown to be equivalent to the simplest deﬁnition, i.e. PQCA. In Section 5 a simple example of an
intrinsically universal PQCA is developed. Section 6 concludes with summary and discussion with ideas for future direc-
tions. This paper also integrates the contributions of two already-published conference papers [47,48].
2. Deﬁnitions
2.1. n-Dimensional QCA
This section provides the axiomatic style deﬁnitions for n-dimensional QCA. Conﬁgurations hold the basic states of an
entire array of cells, and hence denote the possible basic states of the entire QCA:
Deﬁnition 1 (Finite conﬁgurations). A (ﬁnite) conﬁguration c over Σ is a function c :Zn → Σ , with (i1, . . . , in) → c(i1, . . . , in) =
ci1...in , such that there exists a (possibly empty) ﬁnite set I satisfying (i1, . . . , in) /∈ I ⇒ ci1...in = q, where q is a distinguished
quiescent state of Σ . The set of all ﬁnite conﬁgurations over Σ will be denoted CΣﬁn .
Since this work relates to QCA rather than CA, the global state of a QCA can be a superposition of these conﬁgurations. To
construct the separable Hilbert space of superpositions of conﬁgurations the set of conﬁgurations must be countable. Thus
ﬁnite, unbounded, conﬁgurations are considered. The quiescent state of a CA is analogous to the blank symbol of a Turing
machine tape; it symbolises the empty space, and locally quiescent cells remain quiescent.
Deﬁnition 2 (Superpositions of conﬁgurations). Let HCΣﬁn
be the Hilbert space of conﬁgurations. Each ﬁnite conﬁguration c
is associated with a unit vector |c〉, such that the family (|c〉)c∈CΣﬁn is an orthonormal basis of HCΣﬁn . A superposition of
conﬁgurations is then a unit vector in HCΣﬁn
.
Deﬁnition 3 (Unitarity). A linear operator G :HCΣﬁn
→ HCΣﬁn is unitary if and only if {G |c〉 | c ∈ C
Σ
ﬁn} is an orthonormal basis
of HCΣﬁn
.
Deﬁnition 4 (Shift-invariance). Consider the shift operation, for k ∈ {1, . . . ,n}, which takes conﬁguration c to c′ where for all
(i1, . . . , in) we have c′i1...ik ...in = ci1...ik+1...in . Let σk :HCΣﬁn → HCΣﬁn denote its linear extension to a superpositions of conﬁgu-
rations. A linear operator G :HCΣﬁn
→ HCΣﬁn is said to be shift-invariant if and only if Gσk = σkG for each k.
The following deﬁnition captures the causality of the dynamics. Imposing the condition that the state associated to a cell
(its reduced density matrix) is a function of the neighbouring cells is equivalent to stating that information propagates at
a bounded speed.
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→ HCΣﬁn is said to be causal if and only if for any (i1, . . . , in) ∈ Zn , there
exists a function f such that ρ ′|N = f (ρ|N) for all ρ over HCΣﬁn , where:
N = {i1, i1 + 1} × · · · × {in, in + 1}, ρ|N means the restriction of ρ to the neighbourhood N in the sense of the partial
trace, and ρ ′ = GρG†.
In the classical case, the deﬁnition is that the letter to be read in some given cell i at time t + 1 depends only on the
state of the cells i to i + 1 at time t . Transposed to a quantum setting, the above deﬁnition is obtained. To know the state
of cell number i, only the states of cells i and i + 1 before the evolution need be known.
More precisely, this restrictive deﬁnition of causality is known in the classical case as a 12 -neighbourhood cellular au-
tomaton, because the most natural way to represent such an automaton is to shift the cells by 12 at each step, so that
visually the state of a cell depends on the state of the two cells under it. This deﬁnition of causality is not restrictive, as by
grouping cells into “supercells” any CA with an arbitrary ﬁnite neighbourhood N can be made into a 12 -neighbourhood CA.
The same method can be applied to QCA, so this deﬁnition of causality holds without loss of generality. However, the f in
the above deﬁnition does not directly lead to a constructive deﬁnition of a cellular automaton, unlike the local transition
function in the classical case [23].
This approach leads to the following deﬁnition of an n-dimensional QCA. It has been given previously [22,23], but clearly
stems from an equivalent deﬁnition in the literature, phrased in terms of homomorphism of a C∗-algebra [21].
Deﬁnition 6 (QCA). An n-dimensional quantum cellular automaton (QCA) is an operator G :HCΣﬁn
→ HCΣﬁn which is unitary,
shift-invariant and causal.
Whilst this is clearly the natural, axiomatic deﬁnition QCA, it remains a non-constructive one. In this sense it can be
compared to the Curtis–Hedlund [49] deﬁnition of CA as the set of continuous, shift-invariant functions. These deﬁnitions
characterise (Q)CA via the global, composable properties that they must have; but they do not provide an operational,
hands-on description of their dynamics.
2.2. Multilayer block representation
What is meant by an operational description of a QCA? A central tool and concept in this paper is that of a (multilayer)
block representation of QCA. Intuitively, we say that a QCA G admits a block representation when it can be expressed as
blocks, i.e. local unitaries, composed in space (via the tensor product) and time (via operator composition), thereby forming
a ﬁnite-depth quantum circuit inﬁnitely repeating across space. The structure theorem given in previous work [23] states
that any QCA can in fact be represented in such a way:
Theorem 1 (n-Dimensional QCA multilayer block representation). Let G be an n-dimensional QCA with alphabet Σ . Let E be an
isometry from HΣ → HΣ ⊗ HΣ such that E |ψx〉 = |q〉 ⊗ |ψx〉. This mapping can be trivially extended to whole conﬁgurations,
yielding a mapping E :HCΣﬁn
→ H
CΣ
2
ﬁn
. There then exists an n-dimensional QCA H on alphabet Σ2 , such that HE = EG, and H admits
a 2n-layer block representation. Moreover H is of the form
H =
(⊗
S
)(∏
Kx
)
(1)
where:
• (Kx) is a collection of commuting unitary operators all identical up to shift, each localised upon each neighbourhood Nx;
• S is the swap gate over HΣ ⊗HΣ , hence localised upon each node x.
This theorem therefore bridges the gap between the axiomatic style deﬁnition of QCA and the operational descriptions
of QCA. Again, it should be compared with the Curtis–Hedlund [49] theorem, which shows the equivalence between the
axiomatic deﬁnition of CA and the more operational, standard deﬁnition, with a local function applied synchronously across
space. One can argue that the form given in Eq. (1) is not that simple. A contribution of this paper is to simplify it down to
PQCA.
Amongst the operational deﬁnitions of QCA listed in Section 1, only that of Pérez-Delgado and Cheung [24] is not two-
layer. They directly state, after some interesting informal arguments, that QCA are of a form similar to that given in Eq. (1).
In other words, this theorem demonstrates that starting from an axiomatic deﬁnition of QCA, such as Schumacher and
Werner’s [21], one can derive a circuit-like structure for n-dimensional QCA, thereby extending their result to n dimensions.
It also demonstrates that operational deﬁnitions [24] can be given a rigorous axiomatics. These factors demonstrate that
the deﬁnitions of Pérez-Delgado and Cheung [24] and Schumacher and Werner [21] are actually equivalent, up to ancillary
cells.
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There are, however, several other deﬁnitions of QCA, i.e. two-layer block representations and PQCA. The aim is to now show
that all deﬁnitions of QCA can be reconciled via intrinsic simulation. A quantum version of intrinsic simulation has already
been developed [37], but only for one-dimensional QCA, and it is not general enough to state the required equivalence. This
diﬃculty is addressed in the next section, where a new concept of intrinsic simulation for n-dimensional QCA is developed
with the required properties.
3. Intrinsic simulation of n-dimensional QCA
Intrinsic simulation of one CA by another was discussed informally in Section 1.2. A pedagogical discussion in the classical
case was given by Ollinger [35], and quantised intrinsic simulation has been formalised in the one-dimensional case [37].
This deﬁnition is extended to n dimensions (and relaxed, see details below) here. The potential use of this concept in
theoretical physics is also discussed.
Intuitively, ‘G simulates H ’ is shown by translating the contents of each cell of H into cells of G , running G , and then
reversing the translation; this three step process amounts to running H . This translation should be simple (it should not
provide a “hidden” way to compute G), should preserve the topology (each cell of H is encoded into cells of G in a way
which preserves neighbours), and should be faithful (no information should be lost in translation). This latter requirement
relates to the isometry property of quantum theory, i.e. an inner product preserving evolution with Enc†Enc = I. This same
requirement agrees with the translation being a physical process. The following deﬁnitions are thus derived.
Deﬁnition 7 (Isometric coding). Consider ΣG and ΣH , two alphabets with distinguished quiescent states qG and qH , and
such that |ΣH |  |ΣG |. Consider HΣG and HΣH the Hilbert spaces having these alphabets as their basis, and HCGﬁn , HCHﬁn
the Hilbert spaces of ﬁnite conﬁgurations over these alphabets.
Let E be an isometric linear map from HΣH to HΣG which preserves quiescence, i.e. such that E |qH 〉 = |qG〉. It trivially
extends into an isometric linear map Enc = (⊗
Zn E) from HCHﬁn
into HCGﬁn
, which we call an isometric encoding.
Let D be an isometric linear map from HΣG to HΣH ⊗HΣG which also preserves quiescence, in the sense that D |qG〉 =|qH 〉 ⊗ |qG〉. It trivially extends into an isometric linear map Dec = (⊗Zn D) from HCGﬁn into HCHﬁn ⊗HCGﬁn , which we call an
isometric decoding.
The isometries E and D deﬁne an isometric coding if the following condition is satisﬁed:
∀ |ψ〉 ∈ HCHﬁn , ∃ |φ〉 ∈ HCGﬁn / |ψ〉 ⊗ |φ〉 = Dec
(
Enc |ψ〉).
(Here Dec is understood to morally be an inverse function of Enc, but some garbage |φ〉 may be omitted.)
Deﬁnition 8 (Direct simulation). Consider ΣG and ΣH , two alphabets with distinguished quiescent states qG and qH , and
two QCA G and H over these alphabets. We say that G directly simulates H , if and only if there exists an isometric coding
such that
∀i ∈ N, ∀ |ψ〉 ∈ HCHﬁn , ∃ |φ〉 ∈ HCGﬁn /
(
Gi |ψ〉)⊗ |φ〉 = Dec(Hi(Enc |ψ〉)).
Unfortunately this is not enough for intrinsic simulation, as it implies that |ΣH | = |ΣG |. It is often desirable that G
simulates H even though the translation:
– takes several cells of H into several cells of G;
– demands several steps of G in order to simulate several steps of H .
Hence the grouping of cells is required.
Deﬁnition 9 (Grouping). Let G be an n-dimensional QCA over alphabet Σ . Let s and t be two integers, q′ a word in Σ ′ = Σ sn .
Consider the iterate global evolution Gt up to a grouping of each hypercube of sn adjacent cells into one supercell. If this
operator can be considered to be a QCA G ′ over Σ ′ with quiescent symbol q′ , then we say that G ′ is an (s, t,q′)-grouping
of G .
A natural way to continue would be to deﬁne an intrinsically universal QCA. However, due to the continuity of H, this
approximation can only be up to  . In Section 5 we provide a universal QCA with a bound on the ﬁnite error.
Deﬁnition 10 (Intrinsic simulation). Consider ΣG and ΣH , two alphabets with distinguished quiescent states qG and qH , and
two QCA G and H over these alphabets. We say that G intrinsically simulates H if and only if there exists G ′ , some grouping
of G , and H ′ , some grouping of H , such that G ′ directly simulates H ′ .
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In other words, G intrinsically simulates H if and only if there exists some isometry E which translates supercells of H
into supercells of G , such that if G is iterated and then translated back, the whole process is equivalent to an iteration of H .
This understanding is shown schematically in Fig. 1.
Compared with previous work [37], the concept of intrinsic simulation has been modiﬁed to allow the grouping in Fig. 1
on the simulated QCA side, and this variation is important to Theorem 3. This is analogous to the classical case [36].
A natural way to follow would be to deﬁne the notion of an intrinsically universal QCA. However due to the continuous
nature of the underlying Hilbert spaces, no QCA can be intrinsically universal in an exact sense. We can only hope to have
a ‘dense’ QCA, i.e. one which can simulate any other up to some precision  , which can then be made arbitrarily small. In
Section 5 we provide such a construction, together with bounds on  .
The study of QC aims to address the issues related to the physical nature of computing, and over the last twenty years
there have been a number of quantisations of the classical models of computation, and novel results on the complexity
of the tasks that can be encoded in these models. It could be said that theoretical physics has aided theoretical computer
science via this path. Within this context, it is likely that the reverse path could also be productive. This would be part of
a bigger trend where theoretical physics departs from looking at ‘matter’ (particles interacting, scattering, forces, etc.) and
seeks to look at ‘information’ (entropy, observation, information exchanges between systems, etc.), in an attempt to clarify
its own concepts. An example of this is the huge impact that quantum information theory has had on the understanding
of foundational concepts such as entanglement [50] and decoherence [51]. A computer science based approach can help to
understand physical principles, not only in terms of ‘information’, but also in terms of the ‘dynamics of information’, i.e.
information processing.
Looking at computer science, a fundamental concept in computation theory is universality. An instance of a model of
computation is universal if it can simulate any other; this would also be a useful concept in physics. For example, if trying
to reconcile two rather different mechanics (quantum theory and general relativity, say), ﬁnding such a minimal, universal
physical phenomenon would provide something simple to frame, so that the focus can be on reconciling the mechanics,
while rich enough to guarantee that some arbitrarily complex phenomenon can be incorporated into this reconciled me-
chanics.
However, the following must be considered:
• Firstly, a universal TM should be able to simulate each object independently in its own space. The universal physical
phenomenon should be some elementary unit of computation that can be combined to form a 3D network, accounting
for space and interactions across space satisfactorily.
• Secondly, the universal TM is slow at simulating quantum physical phenomena, which suggests that it is not rich
enough. The universal physical phenomenon should therefore be a universal model of quantum computation, which
accounts for the cost of simulation.
The work that has been presented in this section formalises an idea of universality which ﬁts both these criteria, namely
intrinsic universality over QCA.
4. Constructions
Now that an appropriate notion of intrinsic simulation has been developed, the problem of showing an equivalence
between the different operational deﬁnitions of QCA is addressed here.
4.1. Down to two layers: Block QCA
Quantisations of block representations of CA are generally presented as two-layer; cf. [4,25,6,26,21,27]. This is captured
by the deﬁnition of a Block QCA (BQCA), where H⊗2n is H ⊗ · · · ⊗H, repeated 2n times:
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Fig. 3. Sketch of a BQCA simulating a QCA. The original cell x is coded into four cells, at the centre (E). It starts by considering the North–West as at time 0
it will compute its North–West successor, and then move clockwise. At time 1 it will compute its North–East successor, etc.
Deﬁnition 11 (BQCA). A block n-dimensional quantum cellular automaton (BQCA) is deﬁned by two unitary operators U0
and U1 such that Ui :H
⊗2n
Σ → H⊗2
n
Σ , and Ui |qq . . .qq〉 = |qq . . .qq〉, i.e. each takes 2n cells into 2n cells and preserves
quiescence. Consider Gi = (⊗2Zn Ui) the operator over H. The induced global evolution is G0 at odd time steps, and σG1
at even time steps, where σ is a translation by one in all directions (Fig. 2).
Showing the equivalence of the QCA and BQCA axiomatics is not trivial. In one direction this is simple, as BQCA are uni-
tary, causal, and shift-invariant, and hence fall under the axiomatics and Theorem 1 (strictly speaking we need to group each
hypercube of 2n adjacent cells into a supercell, see Deﬁnition 9). However, there are several factors to consider regarding
the ability of BQCA to simulate any QCA, which are now addressed.
In the form given by Theorem 1, each cell x at time t is successively involved in 2n computations governed by a local
unitary K , whose aim is to compute the next state of a cell within a radius 12 from x at time t+1. In two dimensions, a cell x
uses the cells West, North–West and North to work out its North–West successor, and then the cells North, North–East, East
of it to compute the North–East successor (similarly for the South–East and the South–West successors). To mimic this with
a BQCA, each original cell can be encoded into four cells, arranged so that the original cell x starts in the North–West
quadrant of the four cells. The ﬁrst layer of the BQCA applies the local unitary K to compute the North–West successor of x.
The second layer of the BQCA moves the original cell x in the North–West quadrant. Each full application of the evolution
of the BQCA corresponds only to one layer (
⊗
K ), hence it will take four steps for this BQCA to simulate one step of the
QCA. Fig. 3 shows a sketch of the method used.
There are some considerations to be discussed. When cell x is turning clockwise in the example, the cell to its North is
turning anticlockwise. Hence we need some ancillary data coding for the path to be taken by the original cell x within the
four coding cells. Also, Theorem 1 ﬁnishes with a Swap between the ‘computed tape’, where the results have been stored,
and the ‘uncomputed tape’ (i.e. what remains of the original cell after having computed all of its successors) which is not
shown in the sketch. Hence the number of layers of K computed so far has to be tracked, so that the Swap occurs at the
appropriate step. The Swap also needs to know where the results have been stored in order to move them correctly. All of
this has to be arranged spatially and eﬃciently, and one such method is shown in Figs. 4 and 5.
BQCA can therefore simulate QCA up to a relatively simple encoding, using blocks of four cells. This explains the need
for grouping on the simulated QCA side in the revised quantised intrinsic simulation, as in Fig. 1. Encoding groups of cells
rather than individual cells is also required for the PQCA discussion (vide infra). This encoding is given for two dimensions,
but the construct clearly generalises to n dimensions. Hence QCA (Deﬁnition 6) provide a rigorous axiomatics for BQCA
(Deﬁnition 11), and BQCA provide a convenient operational description of QCA. We have shown that:
Theorem 2 (BQCA are universal). Given any n-dimensional QCA H, there exists an n-dimensional BQCA G which simulates H.
1890 P. Arrighi, J. Grattage / Journal of Computer and System Sciences 78 (2012) 1883–1898Fig. 4. BQCA simulating a QCA. The grey areas denote the neighbourhood where the action of kx , the ﬁrst layer of the BQCA, will be signiﬁcant – i.e. a group
of four cells where it will perform a Kx operation to work out a successor. Where this successor will be stored is indicated by (Rx). At the next step Rx has
appeared, and the registers have been reshuﬄed due to the second layer of the BQCA, which acts according to the rotation-direction mark. The second layer
also increases the clock count and includes the ﬁnal swapping step, which only happens at time 3. There it ensures that R0 becomes A, R1 becomes B ,
etc. Which registers are to be swapped with one another can be calculated from the rotation and arrow marks. Each step is made formal by Fig. 5.
Fig. 5. Operations used in Fig. 4. k applies a K operation whenever some data is present (data carries an extra bit to distinguish it from |q〉, say). The U
operation reshuﬄes the data by rotating it in the direction given by the indicator in the top left (clockwise or anticlockwise), and increments the index
counter. Finally, cswap acts as the identity in all cases except when the index is 3, when it swaps the result of the computations with the data, ready for
the next round.
4.2. Down to one scattering unitary: PQCA
Quantisations of partitioned representations of CA are given in several works [29,27,28]. These constitute the simplest
approach to deﬁning QCA. It is therefore interesting to consider whether QCA (as in Deﬁnition 6) provide a rigorous ax-
iomatics for PQCA, and if PQCA provide a convenient operational description of QCA. A PQCA is essentially a BQCA where
the two layers apply the same unitary operation, shifted appropriately.
Deﬁnition 12 (PQCA). A partitioned n-dimensional quantum cellular automaton (PQCA) is deﬁned by a scattering unitary
operator U such that U :H⊗2
n
Σ → H⊗2
n
Σ , and U |qq . . .qq〉 = |qq . . .qq〉, i.e. that takes a hypercube of 2n cells into a hypercube
of 2n cells and preserve quiescence. Consider G = (⊗2Zn U ), the operator over H. The induced global evolution is G at odd
time steps, and σG at even time steps, where σ is a translation by one in all directions (Fig. 6).
Following previous results (Section 4.1), it is only necessary to show that PQCA can simulate BQCA. Both PQCA and
BQCA are two-layer; the only difference is that for BQCA those two layers may be different (e.g. compare Figs. 6 and 2),
whereas for PQCA there is only a single scattering unitary. So a U -deﬁned PQCA, with a U capable of performing U0 and U1
P. Arrighi, J. Grattage / Journal of Computer and System Sciences 78 (2012) 1883–1898 1891Fig. 6. Partitioned one-dimensional QCA with scattering unitary U . Each line represents a quantum system, in this case a whole cell. Each square represents
a scattering unitary U which is applied to two cells. Time ﬂows upwards.
Fig. 7. PQCA simulating a BQCA. The QCA is decorated with control qubits following a simple encoding procedure (left), which allow the scattering unitary U
(centre) to act as either U0 or U1, according to the layer (right). The black box can be any unitary.
alternatively as controlled by some ancillary suﬃces. This has been shown for one dimension [37] and is given here for two
dimensions in Fig. 7. It is clear that the construct given here generalises to n dimensions.
Theorem 3 (PQCA are universal). Given any n-dimensional QCA H, there exists an n-dimensional PQCA G which simulates H.
Therefore it can be concluded that PQCA are the most canonical and general operational description of QCA. More gener-
ally, by showing here that the various deﬁnitions of QCA available [52,27,4,6,26,25,29,24] are equivalent, this demonstrates
that a well-axiomatised, concrete, and operational n-dimensional QCA is now available.
5. An intrinsically universal QCA
In Section 2.1 the formal deﬁnition of n-dimensional PQCA was discussed (Fig. 6), and the formal deﬁnition of intrinsic
simulation was recalled (Fig. 15). The aim now is to ﬁnd a particular U -deﬁned PQCA which is capable of intrinsically
simulating any V -deﬁned PQCA, for any V . In order to describe such a U -deﬁned PQCA in detail, two things must be given:
the dimensionality of the cells (including the meaning attached to each of the states they may take), and the way the
scattering unitary U acts upon these cells. First we discuss the general scheme used to solve this problem, and then we
describe the PQCA implementing it.
5.1. Circuit universality versus intrinsic universality in higher dimensions
As already discussed, intrinsic universality refers to the ability for one CA to simulate any other CA in a way which
preserves the spatial structure of the simulated CA. Conversely, computation universality refers to the ability of a CA to
simulate any TM, and hence run any algorithm. Additionally, circuit universality is the ability of one CA to simulate any
circuit. These are Nand gate circuits for classical circuits and classical CA, and Toffoli gate circuits for reversible circuits
and reversible CA. Informally, in a quantum setting, circuit universality is the ability of a PQCA to simulate any unitary
evolution expressed as a combination of a universal set of quantum gates, such as the standard gate set: Cnot, R(π4 ) (also
known as the π8 gate), and the Hadamard gate. The relationships between these three concepts of CA universality have been
noted previously [33]. A computation universal CA is also a circuit universal CA, because circuits are ﬁnitary computations. In
addition, an intrinsic universal CA is also a computation universal CA, because it can simulate any CA, including computation
universal CA. Hence intrinsic universality implies computation universality, which implies circuit universality.
In one dimension this is not an equivalence. Intuitively, computation universality requires more than circuit universality,
namely the ability to loop the computation, which is not trivial for CA. Similarly, intrinsic universality requires more than
computation universality, such as the ability to simulate multiple communicating TM. In the classical setting there are
formal results that distinguish these ideas [35].
In n dimensions, it is often assumed in the classical CA literature that circuit universality implies intrinsic universal-
ity, and hence that these are equivalent [35]. Strictly speaking this is not true. Consider a two-dimensional CA which runs
one-dimensional CA in parallel. If the one-dimensional CA is circuit/computation universal, but not computation/intrinsically
1892 P. Arrighi, J. Grattage / Journal of Computer and System Sciences 78 (2012) 1883–1898Fig. 8. Flattening a PQCA into a simulating PQCA. (a): Consider four cells (white, light grey, dark grey, black) of a PQCA having scattering unitary V . The ﬁrst
layer PQCA applies V to these four cells, then the second layer applies V at the four corners. (b): We need to ﬂatten this so that the two layers become
non-overlapping. The ﬁrst layer corresponds to the centre square, and the second layer to the four corner squares. At the beginning the signals (white, light
grey, dark grey, black) coding for the simulated cells are in the centre square. They undergo V , and are directed towards the bottom left, top left, bottom
right, and top right squares respectively, where they undergo V but paired up with some other signals, etc.
Fig. 9. Flattening a PQCA into a simulating PQCA (cont’d). (c): Within the central square the incoming signals are bunched together so as to undergo a
quantum circuit which implements V , and are then dispatched towards the four corners. This diagram does not make explicit a number of signal delays,
which may be needed to ensure that they arrive synchronously at the beginning of the circuit implementing V . (d): Within the central rectangle, the circuit
which implements V is itself a combination of smaller circuits for implementing a universal set of quantum gates such as Cnot, Hadamard and the R( π4 ),
together with delays. These are implemented as explained in Sections 5.3 and 5.4.
universal, then this is also true for the two-dimensional CA. Similarly, in the PQCA setting, the two-dimensional construc-
tions in [24] and [26] are circuit universal but not intrinsically universal.
However, this remains a useful intuition: Indeed, CA admit a block representation, where these blocks are permutations
for reversible CA, while for PQCA the blocks are unitary matrices. Thus the evolution of any (reversible/quantum) CA can be
expressed as an inﬁnite (reversible/quantum) circuit of (reversible/quantum) gates repeating across space. If a CA is circuit
universal, and if it is possible to wire together different circuit components in different regions of space, then the CA can
simulate the block representation of any CA, and hence can simulate any CA in a way which preserves its spatial structure.
It is intrinsically universal. This is the route followed next in constructing the intrinsically universal n-dimensional PQCA.
First the construction of the ‘wires’, which can carry information across different regions of space, is considered. Here these
are signals which can be redirected or delayed using barriers, with each signal holding a qubit of information. Secondly,
the ‘circuit-pieces’ are constructed, by implementing quantum gates which can be combined. One and two qubit gates are
implemented as obstacles to, and interactions of, these signals.
5.2. Flattening a PQCA into space
In the classical CA literature it is considered enough to show that the CA implements some wires carrying signals,
and some universal gates acting upon them, to prove that an n-dimensional CA is in fact intrinsically universal. Any CA
can be encoded into a ‘wire and gates’ arrangement following the above argument, but this has never been made explicit
in the literature. This section makes more precise how to ﬂatten any PQCA in space, so that it is simulated by a PQCA
which implements quantum wires and universal quantum gates. Flattening a PQCA means that the inﬁnitely repeating,
two-layered circuit is arranged in space so that at the beginning all the signals carrying qubits ﬁnd themselves in circuit-
pieces which implement a scattering unitary of the ﬁrst layer, and then all synchronously exit and travel to circuit-pieces
implementing the scattering unitary of the second layer, etc. An algorithm for performing this ﬂattening can be provided,
however the process will not be described in detail, for clarity and to follow the classical literature, which largely ignores
this process.
The ﬂattening process can be expressed in three steps: Firstly, the V -deﬁned PQCA is expanded in space by coding each
cell into a hypercube of 2n cells. This allows enough space for the scattering unitary V to be applied on non-overlapping
hypercubes of cells, illustrated in the two-dimensional case in Fig. 8(a). Secondly, the hypercubes where V is applied must
be connected with wires, as shown in Fig. 8(b). Within these hypercubes wiring is required so that incoming signals are
bunched together to undergo a circuit implementation of V , and are then dispatched appropriately, as shown in Fig. 9(c).
This requires both time and space expansions, with factors that depend non-trivially (but uninterestingly) upon the size of
the circuit implementation of V and the way the wiring and gates work in the simulating PQCA. Next, an encoding of the
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as shown in Fig. 9(d). This completes the description of the overall scheme according to which a PQCA that is capable of
implementing wires and gates is also capable of intrinsically simulating any PQCA, and hence any QCA. A particular PQCA
that supports these wires and gates can now be constructed.
5.3. Barriers and signals carrying qubits
Classical CA studies often refer to ‘signals’ without an explicit deﬁnition. In this context, a signal refers to the state of
a cell which may move to a neighbouring cell consistently, from one step to another, by the evolution of the CA. Therefore
a signal would appear as a line in the space–time diagram of the CA. These lines need to be implemented as signal redi-
rections. A 2D solution is presented here, but this scheme can easily be extended to higher dimensions. Each cell has four
possible basis states: empty (), holding a qubit signal (0 or 1), or a barrier (). The scattering unitary U of the universal
PQCA acts on 2× 2 cell neighbourhoods.
Signals encode qubits which can travel diagonally across the 2D space (NE, SE, SW, or NW). Barriers do not move, while
signals move in the obvious way if unobstructed, as there is only one choice for any signal in any square of four cells. Hence
the basic movements of signals are given by the following four rules:
where s ∈ {0,1} denotes a signal, and blank cells are empty.
The four rules above should be interpreted in as a case-by-case deﬁnition of the scattering unitary U , i.e. they show that
U .
As each rule can be obtained as a rotation of any other, by stating that the U -deﬁned PQCA is isotropic the ﬁrst rule above
suﬃces. This convention will be used throughout.
The ability to redirect signals is achieved by ‘bouncing’ them off walls constructed from two barriers arranged either
horizontally or vertically:
where s again denotes the signal and the shaded cells denote the barriers which causes the signal to change direction. If
there is only one barrier present in the four cell square being operated on then the signal simply propagates as normal and
is not deﬂected:
Using only these basic rules of signal propagation and signal reﬂection from barrier walls, signal delay (Fig. 10) and signal
swapping (Fig. 11) tiles can be constructed. All of the rules presented so far are permutations of some of the base elements
of the vector space generated by
therefore U is indeed unitary on the subspace upon which its action has so far been described.
5.4. Gates
To allow a universal set of gates to be implemented by the PQCA, certain combinations of signals and barriers can be
assigned special importance. The Hadamard operation on a single qubit-carrying signal can be implemented by interpreting
a signal passing through a diagonally oriented wall, analogous to a semitransparent barrier in physics. This has the action
deﬁned by the following rule:
,
.
1894 P. Arrighi, J. Grattage / Journal of Computer and System Sciences 78 (2012) 1883–1898Fig. 10. The ‘identity circuit’ tile, an 8 × 14 tile taking 24 time-steps, made by repeatedly bouncing the signal from walls to slow its movement through
the tile. The dotted line gives the signal trajectory, with the arrow showing the exit point and direction of signal propagation. The bold lines show the tile
boundary.
Fig. 11. The ‘swap circuit’ tile, a 16× 14 tile, where both input signals are permuted and exit synchronously after 24 time-steps. As the ﬁrst signal (bottom
left) is initially delayed, there is no interaction.
Fig. 12. The ‘Hadamard gate’ tile applies the Hadamard operation to the input signal. It is a modiﬁcation of the identity circuit tile, with a diagonal
(semitransparent) barrier added at the end which performs the Hadamard operation.
This implements the Hadamard operation, creating a superposition of conﬁgurations with appropriate phases. Using this
construction a Hadamard tile can be constructed (Fig. 12) by simply adding a semitransparent barrier to the end of the
previously deﬁned delay (identity) tile (Fig. 10). A way of encoding two qubit gates in this system is to consider that two
signals which cross paths interact with one another. The controlled-R(π4 ) operation can be implemented by considering
signals that cross each other as interacting only if they are both 1, in which case a global phase of e
iπ
4 is applied. Otherwise
the signals continue as normal. This behaviour is deﬁned by the following rule:
where x, y ∈ {0,1}. This signal interaction which induces a global phase change allows the deﬁnition of both a two signal
controlled-R(π4 ) tile (Fig. 13) and a single signal R(
π
4 ) operation tile (Fig. 14). These rules are simply a permutation and
phase change of base elements of the form:
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π
4 ) operation to the two input qubits, by causing the signals to interact at the highlighted
point (grey circle). The qubits are then synchronised so that they exit at the same time along their original paths. No swapping takes place.
Fig. 14. The ‘R( π4 ) gate’ tile. This tile makes use of a signal, set to |1〉, which loops inside the grid every six time-steps, ensuring that it will interact with
the signal that enters the tile, and causing it to act as the control qubit to a controlled-R( π4 ) operation. It therefore acts as a phase rotation on the input
qubit, which passes directly through. After 24 time-steps the auxiliary control signal has returned to its origin, unchanged, hence the tile can be reused.
Fig. 15. Intrinsic simulation of one QCA by another. The QCA deﬁned by U simulates the QCA deﬁned by V . In this case two cells of the U -deﬁned QCA are
required to encode one cell of the V -deﬁned QCA, and we need to run the U -deﬁned QCA for four time steps to simulate one time step of the V -deﬁned
QCA. More generally the challenge is to deﬁne an initial conﬁguration of the U -deﬁned QCA so that it behaves just as the V -deﬁned QCA with respect to
the encoded initial conﬁguration, after some ﬁxed number of time steps. Such an encoding must hold the conﬁguration of the V -deﬁned QCA as well as
a way of describing the scattering unitary V .
(and their rotations), therefore U is a unitary operation on the subspace upon which its action has so far been described.
Wherever U has not yet been deﬁned, it is the identity. Hence U is unitary.
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A signal is given an 8 × 14 tile (16 × 14 for two signal operations) in which the action is encoded. The signals enter
each tile at the ﬁfth cell from the left, and propagate diagonally NE. Each time step ﬁnds the tile shifted one cell to the
right to match this diagonal movement, giving a diagonal tile. The signal exits the tile 14 cells North and East of where
it entered. This allows these tiles to be composed in parallel and sequentially with the only other requirement being that
the signal exits at the appropriate point, i.e. the ﬁfth cell along the tile, after 24 time-steps. This ensures that all signals
are synchronised as in Fig. 9(d), allowing larger circuits to be built from these elementary tiles by simply plugging them
together. Non-contiguous gates can also be wired together using appropriate wall constructions to redirect and delay signals
so that they are correctly synchronised.
The implemented set of quantum gates, the identity, Hadamard, swap, R(π4 ) and controlled-R(
π
4 ), gives a universal set.
Indeed the standard set of cNot, H, R(π4 ) can be recovered as follows:
cNot |ψ〉 = (I ⊗ H)(cR(π/4))4(I ⊗ H) |ψ〉
where cR( π4 )
4 denotes four applications of the controlled-R(π4 ) gate, giving the controlled-Phase operation.
6. Conclusion
6.1. Summary
This paper deﬁnes and promotes n-dimensional intrinsic universality as a useful concept, and also proves two concrete
results: Firstly, that PQCA are intrinsically universal in the sense that QCA has a PQCA that simulates it; and secondly that
there exists a universal instance of PQCA, and hence QCA. There are several consequences, summarised here:
• The construction demonstrates that all the non-axiomatic deﬁnitions of QCA [4,6,24–29] are equivalent to one an-
other and to the axiomatic deﬁnition, i.e. they all simulate each other. This therefore demonstrates that the concept of
n-dimensional QCA is well-axiomatised, concrete, and operational.
• The QCA model is simpliﬁed, i.e. without loss of generality QCA can be assumed to be a PQCA (see Deﬁnition 12), or
even a speciﬁc instance of PQCA (Section 5).
This paper also presents a simple PQCA which is capable of simulating all other PQCA, preserving the topology of the
simulated PQCA. This means that the initial conﬁguration and the forward evolution of any PQCA can be encoded within
the initial conﬁguration of this PQCA, with each simulated cell encoded as a group of adjacent cells in the PQCA, i.e. intrinsic
simulation. The construction in Section 5 is given in two dimensions, which can be seen to generalise to n > 1 dimensions.
This second result can therefore be stated as follows:
There exists an n-dimensional U-deﬁned PQCA, G, which is an intrinsically universal PQCA. Let H be an n-dimensional V -deﬁned
PQCA such that V can be expressed as a quantum circuit C made of gates from the set Hadamard, Cnot, and R(π4 ). Then G is able
to intrinsically simulate H.
Any ﬁnite-dimensional unitary V can always be approximated by a quantum circuit C(V ) with an arbitrary small error
ε = max|ψ〉 ‖V |ψ〉 − C |ψ〉 ‖. Assuming instead that G simulates the C(V )-deﬁned PQCA, for a region of s cells over a
period t , the error with respect to the V -deﬁned PQCA will be bounded by stε. This is due to the general statement that
errors in quantum circuits increase, at most, proportionally with time and space [53].
6.2. Discussion
QC research has so far focused on applications for more secure and eﬃcient computing, with theoretical physics sup-
porting this work in theoretical computer science. The results of this interdisciplinary exchange led to the assumptions
underlying computer science to be revisited, with information theory and complexity theory, for example, being recon-
sidered and redeveloped. However, information theory also plays a crucial role in the foundations of theoretical physics.
These developments are also of interest in theoretical physics studies where physical aspects such as particles and matter
are considered. Computer science studies can help to consider these as abstract mathematical quantities only. Universality,
among the many concepts in computer science, is a simplifying methodology in this respect. For example, if the problem
being studied crucially involves some idea of interaction, universality makes it possible to cast it in terms of information
exchanges together with some universal information processing. This paper presents an attempt to export universality as
a tool for application in theoretical physics; a small step towards the goal of ﬁnding and understanding a universal physical
phenomenon, within some simpliﬁed mechanics. Similar to the importance of the idea of the spatial arrangement of inter-
actions in physics, intrinsic universality has broader applicability than computation universality and must be preferred. In
short, if only one physical phenomenon is considered, it should be an intrinsically universal physical phenomenon, as it
could be used to simulate all others.
P. Arrighi, J. Grattage / Journal of Computer and System Sciences 78 (2012) 1883–1898 1897Moreover, the intrinsic universality of PQCA developed here could be given a physical interpretation. QCA, as seen
through their axiomatic deﬁnition (Deﬁnition 6), are synonymous with discrete-time, discrete-space quantum mechan-
ics (together with some extra assumptions such as translation-invariance and ﬁnite-density of information). Stating that
discrete-time, discrete-space quantum mechanical evolutions can, without loss of generality, be assumed to be of the form
illustrated in Fig. 6, amounts to the statement that ‘scattering phenomena are universal physical phenomena’. In this sense,
the result leads to an understanding of the links between the axiomatic, top–down principles approach to theoretical
physics, and the more bottom–up study of the scattering of particles.
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