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We develop a method for treating a series of secularly growing terms obtained from quantum
perturbative calculations: autonomous first-order differential equations are constructed such that
they reproduce this series to the given order. The exact solutions of these equations are free
of secular terms and approach a finite limit at late times. This technique is illustrated for the
well-known problem of secular growth of correlation functions of a massless scalar field with a
quartic self-interaction in de Sitter space. For the expectation value of the product of two fields
at coinciding space-time points we obtain a finite late-time result that is very close to the one
following from Starobinsky’s stochastic approach.
I. INTRODUCTION
The renormalization group (RG), born in the frame-
work of quantum field theory, has become one of its most
efficient tools (see, e.g., the reviews [1, 2] and references
therein). The origin of this concept is connected with the
fact that removal of ultraviolet divergences leads to some
arbitrariness in defining the renormalized parameters of
the theory. However, physics should not be affected by
this arbitrariness: observable quantities must be inde-
pendent of the renormalization scale. Using this re-
quirement, combined with the information obtained from
perturbation theory, we can derive differential equations
whose solutions are equivalent to partial resummation of
the perturbative series.
Later it became clear that the area of application of RG
ideas is much wider than the problem of renormalization
and ultraviolet divergences in quantum field theory. One
can mention, first of all, Wilson’s version of the renor-
malization group, which played an important role in the
physics of condensed matter and found further applica-
tions in quantum field theory as well [3].
More recently, some new methods allowing application
of RG approach to classical problems of mathematical
physics were developed (see e.g. review [4] and refer-
ences therein). For example, in paper [5] it was shown
how one can improve the naive perturbative solutions of
some rather complicated differential equations. Namely,
the authors developed the so-called dynamical renormal-
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ization group method by considering differential equa-
tions that involve a small parameter and whose zeroth
order solutions are bounded functions, while the first
iteration reveals a presence of secularly growing terms.
These terms spoil the validity of the perturbative ex-
pansion past a certain point in time; in order to deal
with them, an arbitrary intermediate time scale is intro-
duced and the initial conditions are renormalized. The
RG equations for the renormalized initial conditions can
be derived from the fact that the intermediate time scale
does not appear in the original problem. The solutions
of these RG equations allow to improve the original per-
turbative result by extending its domain of validity.
Sometimes one encounters situations where the “tra-
ditional” ultraviolet and infrared divergences are inter-
twined with secular effects. This can happen when we
consider a quantum field theory set in an expanding back-
ground. An interesting example is the de Sitter spacetime
represented in the system of coordinates with flat spatial
sections (Poincare´ patch). Here the infrared divergences
are much stronger than in Minkowski spacetime and dif-
ferent kinds of secular effects arise [6, 7]. For a massless
minimally coupled scalar field there is a secular growth
already present at the level of the free theory: the long-
wavelength part of the expectation value 〈φ2(~x, t)〉 eval-
uated in the Bunch-Davies vacuum [8–10] grows linearly
with time [11–15]. If there is a self-interaction of the type
λφ4, the perturbative calculation of the long-wavelength
part of 〈φ2(~x, t)〉 gives a series with terms that behave
like λn(Ht)2n+1. When Ht > 1/
√
λ, the perturbation
theory breaks down, so it can’t make reliable predictions
at late times.
A remarkable non-perturbative technique for calculat-
ing the late-time expectations values was proposed by
2Starobinsky in [16] and further developed in many pa-
pers, in particular in [17]. In paper [17] it was sug-
gested that the dynamics of the long-wavelength modes
of the quantum field φ(~x, t) can be described by a clas-
sical stochastic variable whose probability distribution
satisfies a Fokker-Planck type equation. The authors
showed that at late times any solution of this equation
approaches the static solution, which in turn can be used
to calculate the expectation values. In essence, Starobin-
sky’s Fokker-Planck equation manages to resum the lead-
ing secular terms of the perturbative expansion [18]. The
emergence of the stochastic picture from the full quan-
tum evolution of the theory was presented in more recent
works [19–21].
Knowing how efficient the RGmethods are, it is tempt-
ing to try to apply them to the secular effects in de Sitter
space. An interesting attempt, based on the dynamical
renormalization group method, was undertaken in the
thought-provoking paper [22]. However, the obtained re-
sults do not reproduce those known from the stochastic
approach.
In the present paper we develop a semi-heuristic
method for taking the late-time limit of a series of secu-
larly growing terms obtained from quantum perturbative
calculations. Namely, we construct autonomous first-
order differential equations such that our perturbative
results can be obtained from these equations by simple
iterations. In the series we consider, even the zeroth or-
der term grows secularly with time, but when we con-
struct an autonomous equation that reproduces this se-
ries to linear order in the coupling constant, its exact
solution approaches a finite limit at late times. Applied
to 〈φ2(~x, t)〉 of φ4-theory in de Sitter spacetime, this pro-
cedure gives a result that coincides with the Hartree-Fock
approximation.
To see if we can improve this result, we build an au-
tonomous equation that reproduces the perturbative se-
ries to second order. This equation is more complicated:
it can be integrated, but in general it is not possible to
write its exact solution as an explicit function of time.
As we shall explain in the next section, in some cases we
can look for the explicit solution in the form of pertur-
bative expansion in a parameter that characterizes the
deviation of this solution from the solution of the pre-
vious, simpler autonomous equation. At late times the
function obtained in this way approaches a finite limit,
and in the case of 〈φ2(~x, t)〉 this finite value is very close
to that known from the stochastic approach.
The structure of the paper is the following: in the
second section we present our method in rather gen-
eral terms; in the third section we use it to calculate
the asymptotic values for 〈φ2(~x, t)〉 and 〈φ4(~x, t)〉 of φ4-
theory in de Sitter space and compare the results with
the stochastic approach; the last section contains con-
cluding remarks. In Appendices we present perturbative
calculations of the leading secular terms in the two- and
four-point functions.
II. AUTONOMOUS EQUATIONS INSPIRED BY
RENORMALIZATION GROUP
Let us consider the following problem. We are looking
for a function f(t), which is an expectation value of an
operator; it depends on time and a small parameter λ.
We do not have the dynamical equation governing this
function, but we have some information obtained by per-
turbative methods. We know that when the parameter
λ is very small, the function has the following form
f(t) = A(t− t0)− λB(t− t0)3 +O(λ2) , (1)
where A and B are some positive constants. As t − t0
grows, the perturbation theory breaks down and the ex-
pansion (1) can no longer be trusted. Even when λ = 0,
the function f = A(t− t0) grows linearly with time, and
it is difficult to use the dynamical renormalization group
method [5], which works quite well when the zeroth order
approximation is a bounded function. At the same time
we know (or we can guess from some physical consider-
ations) that as t → ∞, the function f should approach
a constant value. How can we model this behavior and
follow what happens at late times?
Our suggestion is the following: we shall try to find a
simple autonomous first-order differential equation that
produces the first two terms of the expression (1) by it-
erations. Namely, at zeroth order we have
f(t) = A(t− t0) , (2)
and this function can be obtained as a solution of a simple
differential equation
df
dt
= A . (3)
Now we would like to generate the second term on the
right-hand side of Eq. (1) by iteration of an autonomous
first-order differential equation. To do this, it is enough
to add to the right-hand side of the differential equa-
tion (3) the term −λ3BA2 f2, so that we have the following
equation:
df
dt
= A− λ3B
A2
f2 . (4)
Solving this equation by iterations up to first order in λ
we find the expression (1).
We can also obtain Eq. (4) in a slightly different way:
notice that (1) can be represented as
f(t) = y(t)− λ B
A3
[y(t)]
3
+O(λ2) , (5)
where y(t) is the zeroth order term,
y(t) ≡ A(t− t0) .
Differentiating (5) with respect to t, we get
df
dt
= A− λ3B
A2
y2 +O(λ2) .
3Within the given accuracy, y2 on the right side of this
equation can be replaced by f2; hence, we arrive at
df
dt
= A− λ3B
A2
f2, (6)
which coincides with Eq. (4). Fortunately, this equation
is integrable and its solution is
f(t) =
√
A3
3λB
tanh
[√
3λB
A
(t− t0)
]
, (7)
where the integration constant is chosen such that
f(t0) = 0. It is easy to see that expanding (7) in powers
of λ, we reproduce the first two terms of Eq. (1). The
remarkable feature of this expression is that it is regular
for all values of t, and when t→∞, one has
f(t)→
√
A3
3λB
.
Another interesting feature of this solution is its non-
analyticity with respect to the small parameter λ. Note
that appearance of non-analyticity can also be observed
rather often when the dynamical renormalization group
is used [5].
In principle, this procedure can be generalized for the
situation when we have more than two terms coming from
perturbation theory. Suppose that we know our function
f up to the quadratic in λ term:
f(t) = A(t−t0)−λB(t−t0)3+λ2C(t−t0)5+O(λ3) . (8)
Rewriting everything in terms of the zeroth order term,
f(t) = y(t)− λ B
A3
[y(t)]
3
+ λ2
C
A5
[y(t)]
5
+O(λ3) ,
and taking the time derivative, we obtain
df
dt
= A− λ3B
A2
y2 + λ2
5C
A4
y4 +O(λ3) . (9)
To the given order, y4 on the right side can be replaced
by f4. To replace y2 we notice that
f2 = y2 − 2λ B
A3
y4 +O(λ2) ,
so, to λ2-order, Eq. (9) can be written as
df
dt
= A− λ3B
A2
f2 + λ2
(
5C
A4
− 6B
2
A5
)
f4 . (10)
This equation is also integrable and we can obtain its
implicit solution
t = t(f) . (11)
The exact form of (11) depends on the sign of the de-
terminant of the right side of Eq. (10), and in general it
is not possible to find the explicit form of f(t). But in
some cases we can obtain the solution of Eq. (10) in the
form of perturbative expansion in a small parameter.
What would this small parameter be? Looking at
Eq. (10), we see that if the coefficients in the expansion
(8) are such that
C =
6B2
5A
, (12)
then the coefficient of the quartic term f4 is equal to
zero, and we are back to Eq. (6) and its solution (7).
This is not surprising, since the expansion of (7) up to
λ2-order gives (8), with the coefficient C that satisfies
the condition (12):
f(t) = A(t− t0)− λB(t− t0)3 + λ2 6B
2
5A
(t− t0)5 .
Let us now split the actual C in the following way:
C =
6B2
5A
+∆C =
6B2
5A
(1 + ǫ) ,
where
ǫ ≡ 5A
6B2
∆C =
5AC
6B2
− 1 . (13)
With the above notations, Eq. (10) can be rewritten as
df
dt
= A− λ3B
A2
f2 + λ2ǫ
6B2
A5
f4 .
If we rescale f(t),
F (t) ≡
√
3λB
A3
f(t) ,
our differential equation will have the following form
dF
dt
=
√
3λB
A
(
1− F 2 + 2
3
ǫF 4
)
. (14)
We see that if ǫ is small, we can look for the solution of
this equation in the form of the perturbative expansion
F (t) = F0(t) + ǫF1(t) +O(ǫ2) . (15)
The zeroth order term satisfies the equation
dF0
dt
=
√
3λB
A
(
1− F 20
)
,
and its solution, with F0(t0) = 0, is
F0(t) = tanh
[√
3λB
A
(t− t0)
]
.
For the first-order term we have
dF1
dt
=
√
3λB
A
(
−2F0F1 + 2
3
F 40
)
,
and its solution, with F1(t0) = 0, is
4F1(t) =
1
3
tanh
[√
3λB
A
(t− t0)
]
+
2
3 tanh
[√
3λB
A (t− t0)
]
−
√
3λB
A (t− t0)
cosh2
[√
3λB
A (t− t0)
] .
Hence, to first-order in ǫ, our original function f(t) is given by
f(t) =
(
1 +
ǫ
3
)√ A3
3λB
tanh
[√
3λB
A
(t− t0)
]
+
ǫ
{
2
3
√
A3
3λB tanh
[√
3λB
A (t− t0)
]
−A(t− t0)
}
cosh2
[√
3λB
A (t− t0)
] , (16)
and as t→∞, it approaches the limit
f(t)→
√
A3
3λB
(
1 +
ǫ
3
)
=
√
A3
3λB
(
2
3
+
5
18
AC
B2
)
, (17)
where we used the definition of ǫ (13) to obtain the last
equality.
Let us also consider a function, whose perturbative ex-
pansion has a slightly different secular behavior
g(t) = J(t− t0)2 − λK(t− t0)4 + λ2L(t− t0)6 +O(λ3) .
(18)
If we only keep the first two terms, the corresponding
autonomous first-order differential equation that repro-
duces them is
dg
dt
= 2
√
Jg − λ 3K
J3/2
g3/2 . (19)
The solution of this equation is
g(t) =
2J2
3λK
tanh2
[√
3λK
2J
(t− t0)
]
, (20)
and at large times it tends to the finite limit
g(t)→ 2J
2
3λK
. (21)
With a little more work we can find the autonomous
equation that reproduces all three terms in (18),
dg
dt
= 2
√
Jg − λ 3K
J3/2
g3/2 + λ2
(
5L
J5/2
− 17
4
K2
J7/2
)
g5/2 .
(22)
To find an approximate solution of this equation, we pro-
ceed similarly to the previous case (cf. Eq (10)). In the
expansion of (20) in powers of λ the coefficient propor-
tional to λ2 is equal to 17K2/20J ; if we parameterize the
relative difference between this coefficient and the coeffi-
cient L,
ǫ˜ ≡ 20J
17K2
(
L− 17K
2
20J
)
=
20JL
17K2
− 1 (23)
and also rescale the function g(t)
G(t) ≡ 3λK
2J2
g(t) , (24)
we obtain the following equation
dG
dt
=
√
6λB
J
(
G1/2 −G3/2 + 17
18
ǫ˜G5/2
)
. (25)
If ǫ˜ is small, we can solve this differential equation pertur-
batively. Solving it to first order in ǫ˜ and going back to
the function g(t), we find that at late times it approaches
the limit
g(t)→ 2J
2
3λK
(
1 +
17
18
ǫ˜
)
=
2J2
3λK
(
1
18
+
20
18
JL
K2
)
. (26)
III. RESUMMATION OF SECULAR TERMS IN
DE SITTER SPACE
We shall consider the de Sitter spacetime represented
as an expanding spatially flat Friedmann universe with
the following metric
ds2 = dt2 − a2(t)δijdxidxj , (27)
where the scale factor a(t) is
a(t) = eHt . (28)
Here t is a cosmic time coordinate and H is the Hubble
constant or the inverse of the de Sitter radius. The cos-
mic time in an expanding de Sitter universe runs in the
interval −∞ < t < ∞. It will also be convenient to use
a conformal time coordinate η, which is related to the
cosmic time t by the condition dt = a(η)dη. Expressed
in terms of the conformal time, the metric is
ds2 = a2(η)(dη2 − δijdxidxj) , (29)
where
a(η) = − 1
Hη
, (30)
and η runs from −∞ to 0.
We shall consider a massless minimally coupled scalar
field with a quartic self-interaction. Its action is
S =
∫
d4
√−g
(
1
2
gµν∂µφ∂νφ− λ
4
φ4
)
. (31)
5The Klein-Gordon equation for the free (non-interacting)
field is
φ¨(~x, t) + 3Hφ˙(~x, t)− ∇
2
a2
φ(~x, t) = 0 , (32)
where “dot” stands for the derivative with respect to the
cosmic time and ∇2 is the three-dimensional Laplacian.
Making the Fourier transformation and the transition to
the conformal time, we can rewrite Eq. (32) as follows:
φ′′k(η) −
2
η
φ′k(η) + k
2φk(η) = 0 , (33)
where k = |~k| and “prime” denotes the derivative with
respect to the conformal time. The solutions of this equa-
tion have the form
φk(η) ∼ (1 ± ikη)e∓ikη . (34)
Now, φ can be decomposed as
φ(~x, t) =
∫
d3~k
(2π)3
{
uk(η)e
i~k·~xa~k + u
∗
k(η)e
−i~k·~xa†~k
}
,
(35)
where a and a† are the annihilation and creation opera-
tors while u and u∗ are basis functions proportional to the
solutions (34). The choice of the function u defines the
choice of the creation and annihilation operators (which,
naturally, should satisfy the standard commutation re-
lations), which, in turn, defines the vacuum state. If
one wants to have a vacuum that in the remote past
η → −∞ (or, equivalently, for modes with very short
physical wavelength, −kHη ≫ H) behaves like the vac-
uum in Minkowski spacetime, one should choose
uk(η) =
iH√
2k3
(1 + ikη)e−ikη . (36)
Such a choice is called the Bunch-Davies vacuum [8–10].
For small values of the physical momentum, −kη ≪ 1,
the two-point correlator constructed from the mode func-
tions (36) behaves like 1/k3, in contrast to flat spacetime,
where it behaves like 1/k2, which means that the infrared
divergences are stronger in de Sitter spacetime. Let us
take a closer look at this correlator: at the level of the
free theory the equal-time two-point function is given by
〈φ(~x, t)φ(~y, t)〉λ0 =
∫
d3~k
(2π)3
uk(η)u
∗
k(η)e
i~k·(~x−~y)
=
H2
2
∫
d3~k
(2π)3
(1 + k2η2)
k3
ei
~k·(~x−~y) .
(37)
We would like to find the late-time behavior of the long-
wavelength part of (37), that is, the part coming from the
modes with physical momenta much less than the Hubble
scale, −kη ≪ 1. In the case of coinciding spatial points,
we obtain (the subscript L stands for “long-wavelength
part”)
〈φ2(~x, t)〉λ0,L =
H2
4π2
∫ −1/η
κ
dk
k
(1 + k2η2)
= −H
2
4π2
(
ln (−κη)− 1
2
+
κ2η2
2
)
, (38)
where we introduced an infrared cutoff κ for the comoving
momentum k, since the integral is divergent at k = 0. For
t→∞ (i.e., −κη≪ 1), the first term in (38) dominates,
so in the late-time limit we have
〈φ2(~x, t)〉λ0,L =
H3
4π2
(t− t0) , (39)
where t0 ≡ (1/H) ln(κ/H); thus, it grows linearly with
time [11–15].
In the presence of the quartic self-interaction, the ex-
pression (39) will receive perturbative corrections. In
Appendix I we used the “in-in” (Schwinger - Keldysh)
formalism [23–27] to evaluate these corrections. Be-
cause this formalism involves four types of propagators,
the calculations are rather cumbersome; however, it is
still possible to extract the leading late-time behavior of
〈φ2(~x, t)〉L: to second order in λ, it is given by the sum
of (39), (77) and (103),
〈φ2(~x, t)〉L = H
3
4π2
(t−t0)−λ H
5
24π4
(t−t0)3+λ2 H
7
80π6
(t−t0)5.
(40)
Results similar to (40) were also presented in the series
of works [28–31].
We can identify the expression (40) with the general
expression for the function f(t), introduced in the pre-
ceding section (cf. Eq. (8)). Then the coefficients A,B
and C for f(t) = 〈φ2(~x, t)〉L are
A =
H3
4π2
, (41)
B =
H5
24π4
, (42)
C =
H7
80π6
. (43)
Let us first consider the autonomous equation arising
when we take into consideration only the first two terms
in (40),
d〈φ2(~x, t)〉L
dt
=
H3
4π2
− 2λ
H
〈φ2(~x, t)〉2L . (44)
The exact solution of this equation, with the initial con-
dition 〈φ2(~x, t0)〉L = 0, is
〈φ2(~x, t)〉L = H
2
√
8λπ
tanh
[√
H2λ
2π2
(t− t0)
]
. (45)
6The secular growth disappears and at late times we have
〈φ2(~x, t)〉L → H
2
√
8λπ
. (46)
If all three terms in expression (40) are taken into ac-
count, then the corresponding autonomous equation is
d〈φ2(~x, t)〉L
dt
=
H3
4π2
− 2λ
H
〈φ2(~x, t)〉2L +
16π2λ2
3H5
〈φ2(~x, t)〉4L .
(47)
Following what we did in the previous section, we can
solve it perturbatively in the parameter ǫ defined in (13).
To first order in ǫ, the solution asymptotically approaches
(17), so with the values of A,B and C from (41)–(43),
we obtain
〈φ2(~x, t)〉L → H
2
√
8λπ
(
1 +
ǫ
3
)
=
7
6
H2√
8λπ
. (48)
This asymptotic value is 7/6 times greater than the
asymptotic value (46) obtained from the simpler au-
tonomous equation (44).
We shall compare our results for the asymptotic be-
havior of 〈φ2(~x, t)〉L to the ones obtained in the Hartree-
Fock approximation as well as in the stochastic approach
[16, 17]. Following paper [17], let us write the equation
of motion for our scalar field with the action (31),
φ;µ;µ = −λφ3 . (49)
Multiplying both sides by φ, integrating the left side by
parts and taking expectation values of the field operators
results in
1
2
〈φ2〉;µ;µ − 〈φ,µφ,µ〉 = −λ〈φ4〉 . (50)
Using the Hartree-Fock (Gaussian) approximation,
〈φ4〉 = 3〈φ2〉2, for the term on the right-hand side,
Eq. (50) can be written as
1
2
〈φ2〉;µ;µ − 〈φ,µφ,µ〉 = −3λ〈φ2〉2 . (51)
When λ = 0, the dominant contribution to the infrared
part (−kη ≪ 1) of the left-hand side comes from the
3H∂/∂t part of the d’Alembertian; from (39) we see that
d〈φ2〉L
dt
=
H3
4π2
, (52)
so it can be concluded that
d〈φ2〉L
dt
=
H3
4π2
− 2λ
H
〈φ2〉2L . (53)
This equation coincides with our equation (44), and, nat-
urally, their exact solutions and asymptotic behavior also
coincide. This means that by using the perturbative ex-
pansion of 〈φ2(~x, t)〉L to first order in λ and constructing
the autonomous equation, we reproduce the results ob-
tained in the Hartree-Fock approximation.
The stochastic approach argues [17] that the behavior
of the long-wavelength part of the quantum field φ(~x, t)
can be modeled by an auxiliary classical stochastic vari-
able ϕ with a probability distribution ρ(ϕ, t) that satisfies
the Fokker-Planck equation
∂ρ
∂t
=
H3
8π2
∂2ρ
∂ϕ2
+
1
3H
∂
∂ϕ
(
∂V
∂ϕ
ρ(t, ϕ)
)
, (54)
where V (ϕ) = λϕ4/4; namely the expectation value of
any quantity constructed from the long-wavelength part
of φ(~x, t) is equal to the expectation value of the same
quantity constructed from the variable ϕ.
At late times any solution of the equation (54) ap-
proaches the static solution
ρ(ϕ) =
(
32π2λ
3
) 1
4 1
Γ
(
1
4
)
H
exp
(
−2π
2λϕ4
3H4
)
. (55)
Using this distribution, one can calculate the expectation
value of ϕ2:
〈ϕ2〉 =
∫ ∞
−∞
dϕϕ2ρ(ϕ) =
√
3
2π2
Γ
(
3
4
)
Γ
(
1
4
) H2√
λ
. (56)
Now we can compare this with our result (48) obtained
by using the autonomous equation (47):
〈ϕ2〉 − 〈φ2〉L
〈ϕ2〉 ≈ 0.0036 = 0.36% . (57)
We see that our method gives a result that is extremely
close to the value obtained in the stochastic approach.
There is one caveat that we would like to mention. In
order to get the asymptotic value (17) (and, hence, (48)),
we had to assume that the parameter ǫ is small, so that
the expansion (15) is a good approximation to the exact
solution of Eq. (14). If we use the values of A,B and C
from (41)–(43), we obtain that for the φ4 theory in de Sit-
ter space this parameter is equal to 1/2, which can hardly
be considered very small as compared to 1. Nonetheless,
as we just saw, the asymptotic value of 〈φ2(~x, t)〉L pro-
duced by this approximation is surprisingly close to the
one from the stochastic picture. At this point we can
note that such a situation is not uncommon when one
works with perturbation theory. Indeed, rather often we
treat various parameters in a way as if they were very
small and still obtain some reasonable results.
At the end of this section we also consider the applica-
tion of our method to the calculation of 〈φ4〉L. One can
calculate the perturbative expression for this correlator:
to second order in λ its leading late-time behavior is given
by the sum of (105), (123) and (135) (see Appendices),
〈φ4(~x, t)〉L = 3H
6
16π4
(t− t0)2−λ 3H
8
32π6
(t− t0)4
+λ2
53H10
960π8
(t− t0)6 . (58)
7The structure of the expression (58) coincides with that
presented in Eq. (18) at the end of the preceding section;
the coefficients J , K and L are
J =
3H6
16π4
, (59)
K =
3H8
32π6
, (60)
L =
53H10
960π8
. (61)
Using (26) with the appropriate values of coefficients, we
conclude that in the limit t→∞,
〈φ4(~x, t)〉L → H
4
4π2λ
(
1 +
17
18
ǫ˜
)
=
221
648π2
H4
λ
. (62)
On the other hand, using the stationary probability dis-
tribution (55) found from the Fokker-Planck equation,
we can calculate this expectation value as
〈ϕ4〉 =
∫ ∞
−∞
dϕϕ4ρ(ϕ) =
3H4
8π2λ
. (63)
Comparing (62) with its stochastic counterpart,
〈ϕ4〉 − 〈φ4〉L
〈ϕ4〉 ≈ 0.0905 = 9.05% , (64)
we see that the difference is bigger than in the case of
〈φ2〉L.
To explain why the result we obtained for 〈φ2〉L is so
much closer to its stochastic value than the result for
〈φ4〉L, let us look back at expression (48) for the late-
time value of 〈φ2〉L. The factor in front of the paren-
theses is the asymptotic value we obtained by solving
the lower-order autonomous equation, that is, the au-
tonomous equation that reproduces the perturbative se-
ries to first order in λ; this value is already fairly close
to the stochastic value (56): the difference is about 15%.
By contrast, in the case of 〈φ4〉L the asymptotic value ob-
tained from the lower-order autonomous equation, which
is equal to the factor in front of the parentheses in (62),
is farther away from the stochastic value (63): the differ-
ence is about 33%. This means that in the case of 〈φ4〉L
more iterations are needed to get closer to the stochastic
value: an autonomous equation reproducing the pertur-
bative series to third (or higher) order in λ should be
considered.
IV. CONCLUDING REMARKS
Many quantum field theories set in an expanding back-
ground have secularly growing terms in their perturba-
tively calculated correlation functions. In the case of the
massless minimally coupled scalar field in de Sitter space
this growth manifests itself even at zeroth order, thereby
making it difficult to apply the renormalization group
methods. In this paper we presented a technique for
taking the late-time limit of this type of perturbative
series by constructing auxiliary autonomous first-order
differential equations. By applying this technique to φ4-
theory in de Sitter spacetime, we calculated the late-time
limit of expectation values of products of two and four
fields at coinciding space-time points and compared our
results with those obtained from the stochastic approach.
In principle, the method developed here can also be used
to calculate the late-time limit of correlators of fields at
different space-time points.
It would be interesting to explore the subdominant
secular terms present in perturbative series, that is, the
terms that are suppressed by additional powers of the
coupling constant with respect to the leading secular
terms. If we retain these subdominant terms in the per-
turbative expansion, the autonomous equations needed
to reproduce this expansion will, of course, change. How
will the late-time limit of their solutions differ from the
ones obtained with only leading secular terms? We hope
to address this question in future work.
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APPENDIX I: PERTURBATIVE
CALCULATIONS OF CORRELATORS USING
THE “IN-IN” FORMALISM
A. The “in-in” formalism
To calculate first- and second-order corrections to the
two-point function, as well as the four-point function, we
will work in the interaction picture and use the “in-in”
formalism [23–27]. In this formalism equal-time n-point
functions can be written as
〈φ(t, ~x1) · · ·φ(t, ~xn)〉 =
〈
0
∣∣U †I (t,−∞)φI(t, ~x1) · · ·φI(t, ~xn)UI(t,−∞)∣∣0〉
=
〈
0
∣∣(T¯ ei ∫ t−∞ dt′HI (t′))φI(t, ~x1) · · ·φI(t, ~xn)(Te−i ∫ t−∞ dt′HI (t′))∣∣0〉, (65)
8where φI(t, ~xn), just as in “in-out” formalism, are inter-
action picture fields with time evolution governed by the
free theory Hamiltonian; HI is the interaction Hamil-
tonian in the interaction picture; T stands for time-
ordering, T¯ — for anti-time-ordering; |0〉 is the vacuum
state of the free theory, which, as explained in section 3
of the main text, is chosen to be the Bunch-Davies state.
In what follows we suppress the subscript I of the inter-
action picture fields.
There are some differences between this formalism and
the usual “in-out” formalism, which is used for calcula-
tions of scattering processes. For scattering precesses we
start from some initial “in”-state at t = −∞, evolve it
from t = −∞ to t = ∞, and then calculate its over-
lap with a final “out”-state at t = ∞: both the initial
and final states of the system are specified. In the case
of “in-in” formalism (65) only the initial state is speci-
fied: both the “in”-state |0〉 and its Hermitian conjugate
〈0| are evolved from −∞ to a time t with UI(t,−∞)
and U †I (t,−∞) respectively, then the product of fields is
sandwiched between them.
There is also another way to interpret (65): we start
with the initial state at −∞, evolve forward to a time
t, where the product of fields is inserted, then evolve
backwards to −∞. This is why the “in-in” formalism is
also called “closed-time-path” formalism. This interpre-
tation makes it possible to write (65) in terms of a single
time-ordered expression [26, 32]: label the fields on the
forward-flowing part of the path with a “+” superscript,
the fields on the backward-flowing part of the path —
with a “−” superscript; thereby, (65) can be written as
〈φ(t, ~x1) · · ·φ(t, ~xn)〉 =
〈
0
∣∣T (φ+(t, ~x1) · · ·φ+(t, ~xn)e−i ∫ t−∞ dt′ [H+I (t′)−H−I (t′)])∣∣0〉, (66)
where H±I (t) ≡ HI [φ±(t, ~x)], and the time-ordering op-
eration is extended in the following way: two “+” fields
are ordered as usual,
T (φ+(t, ~x)φ+(t′, ~y)) = Θ(t− t′)φ+(t, ~x)φ+(t′, ~y)
+Θ(t′ − t)φ+(t′, ~y)φ+(t, ~x) ,
“−” fields always occur after “+” fields,
T (φ+(t, ~x)φ−(t′, ~y)) = φ−(t′, ~y)φ+(t, ~x) ,
T (φ−(t, ~x)φ+(t′, ~y)) = φ−(t, ~x)φ+(t′, ~y) ,
and two “−” fields are ordered in the opposite of the
usual sense,
T (φ−(t, ~x)φ−(t′, ~y)) = Θ(t′ − t)φ−(t, ~x)φ−(t′, ~y)
+Θ(t− t′)φ−(t′, ~y)φ−(t, ~x) .
We can use Wick’s theorem to express the time-ordered
products in (66) in terms of field contractions, but un-
like in “in-out” formalism, there are four types of Wick
contractions (and hence, four propagators)
〈0|T (φ+(t, ~x)φ+(t′, ~y))|0〉
= Θ(t− t′)G>(t, ~x; t′, ~y) + Θ(t′ − t)G<(t, ~x; t′, ~y) ,
〈0|T (φ+(t, ~x)φ−(t′, ~y))|0〉 = G<(t, ~x; t′, ~y) ,
〈0|T (φ−(t, ~x)φ+(t′, ~y))|0〉 = G>(t, ~x; t′, ~y) ,
〈0|T (φ−(t, ~x)φ−(t′, ~y))|0〉
= Θ(t′ − t)G>(t, ~x; t′, ~y) + Θ(t− t′)G<(t, ~x; t′, ~y) ,
where G>(t, ~x; t′, ~y) and G<(t, ~x; t′, ~y) are Wightman
functions
G>(t, ~x; t′, ~y) = 〈0|φ(t, ~x)φ(t′, ~y)|0〉
=
∫
d3~k
(2π)3
ei
~k(~x−~y)G>k (t, t
′) ,
G<(t, ~x; t′, ~y) = 〈0|φ(t′, ~y)φ(t, ~x)|0〉
=
∫
d3~k
(2π)3
ei
~k(~x−~y)G<k (t, t
′) .
The Wightman functions associated with the Bunch-
Davies vacuum are
G>k (t, t
′) = uk(η)u
∗
k(η
′)
=
H2
2k3
(1 + ikη)(1− ikη′)e−ik(η−η′)
G<k (t, t
′) = u∗k(η)uk(η
′)
=
H2
2k3
(1− ikη)(1 + ikη′)eik(η−η′) . (67)
B. The two-point function and mass counterterm
at first order in λ
For the scalar field with quartic self-interaction, the
interaction Hamiltonian is
HI(t) =
∫
d3~x
(
a3(t)
λ
4
φ4 − Lc
)
,
where Lc is the counterterm Lagrangian required to
renormalize the theory (31),
Lc = a3(t)
(
δ1
2
φ˙2 − δ2
2a2(t)
(∂iφ)
2 − δm
2
φ2 − δλ
4
φ4
)
.
9From (66) the first-order correction to 〈φ(~x, t)φ(~y, t)〉 is
given by
〈φ(~x, t)φ(~y, t)〉λ
= −i
∫ t
−∞
dt′ 〈0|T (φ+(~x, t)φ+(~y, t)[H+I (t′)−H−I (t′)])|0〉.
Diagrammatically, it is the sum of one-loop and
counterterm diagrams shown on Fig.1 (δ1, δ2
and δλ are equal to zero at first order in λ).
✉
(~x, t)
✉✧✦
★✥
t′
✉ ✉
(~y, t)
⊗ ✉δm
Fig. 1
Contractions that correspond to the one-loop diagram
give
12
(−iλ
4
)∫
d3~k
(2π)3
ei
~k·(~x−~y)
∫ η
−∞
dη′a4(η′)
[
(G>k (η, η
′))2 − (G<k (η, η′))2
] ∫
d3~ℓ
(2π)3
G>ℓ (η
′, η′), (68)
and for the counterterm diagram we have
2
(−iδm
2
)∫
d3~k
(2π)3
ei
~k·(~x−~y)
∫ η
−∞
dη′a4(η′)
[
(G>k (η, η
′))2 − (G<k (η, η′))2
]
, (69)
where we switched from the cosmic time t to the confor-
mal time η, and a(η′) = 1/(−Hη′). The loop integral in
(68)
∫
d3~ℓ
(2π)3
G>ℓ (η
′, η′) =
H2
2
∫
d3~ℓ
(2π)3
(1 + ℓ2η′2)
ℓ3
(70)
has both infrared (IR) and ultraviolet (UV) divergencies.
To regulate them we introduce IR and UV cutoffs, with
the UV cutoff set at a fixed physical momentum ΛUV and
the IR cutoff set at a fixed comoving momentum κ (for
explanation of this choice see [35, 36]):
H2
4π2
∫ a(η′)ΛUV
κ
dℓ
ℓ
(1 + ℓ2η′2)
=
H2
4π2
[
ln
(
ΛUV
κ
)
− ln (−Hη′) + Λ
2
UV
2H2
]
. (71)
We can see that in order to absorb the UV-divergencies,
the mass counterterm should be equal to
δm = − 3λ
4π2
[
Λ2UV
2
+H2 ln
(
ΛUV
µUV
)]
. (72)
Taking this counterterm into account and choosing the
UV renormalization scale µUV to be equal to H , we ob-
tain the UV-renormalized result
〈φ(~x, t)φ(~y, t)〉λ = 3iλH
2
4π2
∫
d3~k
(2π)3
ei
~k·(~x−~y)
×
∫ η
−∞
dη′a4(η′)
[
(G>k (η, η
′))2 − (G<k (η, η′))2
]
ln (−κη′).
(73)
The arguments of the exponents in the Wightman func-
tions are products of the momentum and conformal time,
(±k(η− η′)), so in order to perform the time integration
we need to change the integration variable from η′ to
z′ ≡ kη′. Because of this, we also need to rewrite the
ln (−κη′) in terms of z′
ln (−κη′)dη′ =
(
ln (−z′)− ln k
κ
)
dz′
k
. (74)
When performing the time integral in (73), the time con-
tour is deformed to have a small imaginary part in order
to project out the vacuum state of the interacting theory
from the vacuum state of the free theory [33, 34]. Hence,
there are no contributions coming from the lower limit of
the integral, where η′ = −∞(1 ± iǫ) and the oscillatory
exponents in the Wightman functions turn into damp-
ing exponents. For late times, the contribution of the
upper limit of the integral can be obtained by using the
following expansion (η → 0 and η′ → 0),
a4(η′)
[
(G>k (0, η
′))2 − (G<k (0, η′))2
]
=
i
3k3η′
(
1 +
2
5
k2η′2 +O(k4η′4)
)
=
i
3k2z′
(
1 +
2
5
z′2 +O(z′4)
)
. (75)
Using (74) and (75) we obtain that, for η → 0, (73) goes
as
10
〈φ(~x, t)φ(~y, t)〉λ → λH
2
4π2
∫
d3~k
(2π)3
ei
~k·(~x−~y)
k3
(
ln
k
κ
ln (−kη)− 1
2
ln2 (−kη)
)
, (76)
and its long-wavelength part, for ~x = ~y, is
〈φ2(~x, t)〉λ,L = λH
2
8π4
∫ −1/η
κ
dk
k
(
ln
k
κ
ln (−kη)− 1
2
ln2 (−kη)
)
=
λH2
24π4
ln3 (−κη) = − λH
5
24π4
(t− t0)3, (77)
where t0 ≡ (1/H) ln(κ/H) as before (cf. Eq. (39)).
C. λ2-correction
Expanding (66) to second order and taking all possible field contractions, we obtain several diagrams with different
topologies that contribute to 〈φ(~x, t)φ(~y, t)〉 at λ2-order.
1. Two independent loops
Fig.2 shows the diagram with two independent loops and the appropriate counterterm diagrams that should be
combined with it.
✉
(~x, t)
✉✚✙
✛✘
t′
✉✚✙
✛✘
t′′
✉
(~y, t)
✉ ✉✚✙
✛✘
⊗δm ✉ ✉ ⊗δm ✉✚✙
✛✘
✉ ✉ ⊗δm ⊗δm ✉
Fig. 2
Taking field contractions that correspond to the diagram with two independent loops and making use of the theta
functions in the propagators, for this diagram we obtain
2(288)
1
2
(−iλ
4
)2 ∫
d3~k
(2π)3
ei
~k·(~x−~y)
∫ η
−∞
dη′a4(η′)
[
G>k (η, η
′)−G<k (η, η′)
]∫
d3~p
(2π)3
G>p (η
′, η′)
×
∫ η′
−∞
dη′′a4(η′′)
[
G>k (η
′, η′′)G>k (η, η
′′)−G<k (η′, η′′)G<k (η, η′′)
] ∫
d3~ℓ
(2π)3
G>ℓ (η
′′, η′′). (78)
The diagrams with one loop and one cross (the mass counterterm insertion) give
48
(−iλ
4
)(−iδm
2
)∫
d3~k
(2π)3
ei
~k·(~x−~y)
∫ η
−∞
dη′a4(η′)
[
G>k (η, η
′)−G<k (η, η′)
]
×
∫ η′
−∞
dη′′a4(η′′)
[
G>k (η
′, η′′)G>k (η, η
′′)−G<k (η′, η′′)G<k (η, η′′)
] ∫
d3~p
(2π)3
{
G>p (η
′, η′) +G>p (η
′′, η′′)
}
, (79)
and the diagram with two mass counterterm insertions gives
2(8)
1
2
(−iδm
2
)2 ∫
d3~k
(2π)3
ei
~k·(~x−~y)
∫ η
−∞
dη′a4(η′)
[
G>k (η, η
′)−G<k (η, η′)
]
×
∫ η′
−∞
dη′′a4(η′′)
[
G>k (η
′, η′′)G>k (η, η
′′)−G<k (η′, η′′)G<k (η, η′′)
]
. (80)
The sum of (78) and of the first part of (79) (the part with only the first term kept in the curly brackets) gives
18λ2H2
4π2
∫
d3~k
(2π)3
ei
~k·(~x−~y)
∫ η
−∞
dη′a4(η′)
[
G>k (η, η
′)−G<k (η, η′)
] ∫
d3~p
(2π)3
G>p (η
′, η′)
×
∫ η′
−∞
dη′′a4(η′′)
[
G>k (η
′, η′′)G>k (η, η
′′)−G<k (η′, η′′)G<k (η, η′′)
]
ln (−κη′′). (81)
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The sum of (80) and of the second part of (79) (the part with only the second term kept in the curly brackets) gives
6λδmH
2
4π2
∫
d3~k
(2π)3
ei
~k·(~x−~y)
∫ η
−∞
dη′a4(η′)
[
G>k (η, η
′)−G<k (η, η′)
]
×
∫ η′
−∞
dη′′a4(η′′)
[
G>k (η
′, η′′)G>k (η, η
′′)−G<k (η′, η′′)G<k (η, η′′)
]
ln (−κη′′) . (82)
Finally, putting together (81) and (82), we get
−9λ
2H4
8π4
∫
d3~k
(2π)3
ei
~k·(~x−~y)
∫ η
−∞
dη′a4(η′)
[
G>k (η, η
′)−G<k (η, η′)
]
ln (−κη′)
×
∫ η′
−∞
dη′′a4(η′′)
[
G>k (η
′, η′′)G>k (η, η
′′)−G<k (η′, η′′)G<k (η, η′′)
]
ln (−κη′′). (83)
To obtain (81), (82) and (83), we used the result (71) for the loop integral and (72) for the mass counterterm (with
µUV = H). Similar to the previous section, in order to perform the integrals over the time variables, we need to
change the integration variables: from η′′ to z′′ ≡ kη′′ and from η′ to z′ ≡ kη′. Consequently, we also need to rewrite
the time-dependent logarithms
ln (−κη′) ln (−κη′′)dη′′dη′ =
(
ln (−z′)− ln k
κ
)(
ln (−z′′)− ln k
κ
)
dz′′dz′
k2
. (84)
Just as in (73), there aren’t any contributions coming from the lower limits of the time integrals in (83). To evaluate
the upper limit contributions we expand the Wightman functions (η → 0, η′ → 0 and η′′ → 0)
a4(η′)a4(η′′)
[
G>k (0, η
′)−G<k (0, η′)
][
G>k (η
′, η′′)G>k (0, η
′′)−G<k (η′, η′′)G<k (0, η′′)
]
= − 1
9H2k3η′η′′
(
1 +O(k2η′2, k2η′′2)
)
= − 1
9H2kz′z′′
(
1 +O(z′2, z′′2)
)
. (85)
Using (84) and (85) to perform the time integrals, we find that at late times the long-wavelength part of (83), with
coinciding external spatial points (~x = ~y), goes as
λ2H2
32π6
∫ −1/η
κ
dk
k
(
ln2
k
κ
− ln k
κ
ln (−kη) + 1
4
ln2 (−kη)
)
ln2 (−kη) = − λ
2H2
240π6
ln5 (−κη) = λ
2H7
240π6
(t− t0)5. (86)
2. Snowman diagram
Next, we consider the diagrams on Fig.3: the snowman diagram and the corresponding counterterm diagram with
the mass counterterm insertion in its loop.
✉
(~x, t)
✉
t′
✚✙
✛✘✉
t′′
✚✙
✛✘
✉
(~y, t)
Fig. 3
✉ ✉✚✙
✛✘δm⊗
✉
The sum of these diagrams gives
(−i)2λ
4
∫
d3~k
(2π)3
ei
~k·(~x−~y)
∫ η
−∞
dη′a4(η′)
[
(G>k (η, η
′))2 − (G<k (η, η′))2
]
×
∫ η′
−∞
dη′′a4(η′′)
∫
d3~p
(2π)3
[
(G>p (η
′, η′′))2 − (G<p (η′, η′′))2
]{
288
2
· λ
4
∫
d3~ℓ
(2π)3
G>ℓ (η
′′, η′′) + 24 · δm
2
}
.
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Using (71) and the result (72) for the mass counterterm (with µUV = H), the above expression becomes
9λ2H2
4π2
∫
d3~k
(2π)3
ei
~k·(~x−~y)
∫ η
−∞
dη′a4(η′)
[
(G>k (η, η
′))2 − (G<k (η, η′))2
]
×
∫ η′
−∞
dη′′a4(η′′)
∫
d3~p
(2π)3
[
(G>p (η
′, η′′))2 − (G<p (η′, η′′))2
]
ln (−κη′′). (87)
Unlike in (68), where the loop momentum ~ℓ is associated
with only one time variable, η′, in (87) the momentum
~p appears in the products with η′ as well as η′′. This
means that if we want to regulate the integral over ~p with
the UV-cutoff set at a fixed physical momentum scale
ΛUV , there is ambiguity in choosing the comoving cutoff
scale: should it be a(η′)ΛUV or a(η
′′)ΛUV ? One way to
overcome this problem is to perform the η′′ integration
before the ~p integration.
So we start by evaluating the integral over η′′. This
time variable enters the exponents in (87) as (±pη′′);
hence, we change the integration variable from η′′ to z′′ ≡
pη′′ and express the time-dependent logarithm in terms
of z′′:
ln (−κη′′)dη′′ =
(
ln (−z′′)− ln p
κ
)
dz′′
p
. (88)
Using the late-time expansion of the Wightman functions
(η → 0, η′ → 0 and η′′ → 0)
a4(η′)a4(η′′)
[
(G>k (0, η
′))2 − (G<k (0, η′))2
][
(G>p (η
′, η′′))2 − (G<p (η′, η′′))2
]
= − 1
9η′η′′k3p3
(
1 +O(k2η′2, p2η′2, p2η′′2)
)
= − 1
9η′z′′k3p2
(
1 +O(k2η′2, p2η′2, z′′2)
)
,
and integrating over z′′, we find the leading late-time
behavior of the integrand of the integral over η′ in (87):
H2
9k3η′
∫
d3~p
(2π)3
1
p3
[
1
2
ln2 (−pη′)− ln (−κη′) ln (−pη′)
]
.
(89)
It is convenient to split this momentum integral (UV-
and IR-regulated) in the following way,
∫ a(η′)ΛUV
κ
d3~p
(2π)3
=
∫ −1/η′
κ
d3~p
(2π)3
+
∫ ΛUV
−Hη′
−1/η′
d3~p
(2π)3
.
(90)
At late times the first term on the right side dominates,
so the leading late-time behavior of (89) is
H2
9k3η′
∫ −1/η′
κ
d3~p
(2π)3
1
p3
[
1
2
ln2 (−pη′)− ln (−κη′) ln (−pη′)
]
=
H2
54k3η′π2
ln3 (−κη′).
To perform the η′ integral, we switch the integration vari-
able from η′ to z′ ≡ kη′, and hence split the above loga-
rithm
ln3 (−κη′)dη
′
η′
=
(
ln (−z′)− ln k
κ
)3
dz′
z′
.
Evaluating the integral over z′ and, subsequently, over
~k, we find the dominant late-time behavior of the long-
wavelength part of (87) (with ~x = ~y)
λ2H2
48π6
∫ −1/η
κ
dk
k
(
3
2
ln2
(
k
κ
)
ln (−kη)− ln
(
k
κ
)
ln2 (−kη)− ln3
(
k
κ
)
+
1
4
ln3 (−kη)
)
ln (−kη)
= − λ
2H2
240π6
ln5 (−κη) = λ
2H7
240π6
(t− t0)5. (91)
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3. Sunset diagram
For the field contractions that correspond to the sunset diagram (Fig.4) we obtain the following expression,
2(192)
1
2
(−iλ
4
)2 ∫
d3~k
(2π)3
ei
~k·(~x−~y)
∫ η
−∞
dη′a4(η′)
[
G>k (η, η
′)−G<k (η, η′)
] ∫ η′
−∞
dη′′a4(η′′)
×
∫
d3~q
(2π)3
d3~p
(2π)3
d3~ℓ
(2π)3
(2π)3δ3(~k + ~p+~l + ~q)
×
[
G>k (η, η
′′)G>p (η
′, η′′)G>ℓ (η
′, η′′)G>q (η
′, η′′)−G<k (η, η′′)G<p (η′, η′′)G<ℓ (η′, η′′)G<q (η′, η′′)
]
. (92)
As in the case of the snowman diagram, the loop momenta in (92) is associated with two time variables, η′ and η′′,
which makes it unclear how to choose the comoving UV-cutoff. Hence, we will integrate over η′′ before integrating
over momenta. Expanding the Wightman functions in (92) (η → 0, η′ → 0 and η′′ → 0)
a4(η′)a4(η′′)
[
G>k (0, η
′)−G<k (0, η′)
]
×
[
G>k (0, η
′′)G>p (η
′, η′′)G>ℓ (η
′, η′′)G>q (η
′, η′′)−G<k (0, η′′)G<p (η′, η′′)G<ℓ (η′, η′′)G<q (η′, η′′)
]
= − H
2
72k3η′η′′
(
k3 + p3 + ℓ3 + q3
p3ℓ3q3
)
+ · · · , (93)
and changing the integration variable from η′′ to z′′ ≡ (k + p+ ℓ+ q)η′′, since that’s how it appears in the exponents
in (92), we obtain
− H
2
72k3η′
∫
d3~q
(2π)3
d3~p
(2π)3
d3~ℓ
(2π)3
(2π)3δ3(~k + ~p+~l + ~q)
k3 + p3 + ℓ3 + q3
p3ℓ3q3
ln [−η′(k + p+ ℓ+ q)]
= − H
2
72k3η′
∫
d3~p
(2π)3
d3~ℓ
(2π)3
k3 + 3q3
p3ℓ3q3
ln [−η′(k + p+ ℓ+ q)], (94)
where q = |~k + ~p+ ~ℓ|.
✉
(~x, t)
✉
t′
✉
t′′
✉
(~y, t)✫✪
✬✩
Fig. 4
As in (90), we split the momentum integrals in the fol-
lowing way∫ a(η′)ΛUV
κ
d3~p
(2π)3
∫ a(η′)ΛUV
κ
d3~ℓ
(2π)3
=
∫ −1/η′
κ
d3~p
(2π)3
∫ −1/η′
κ
d3~ℓ
(2π)3
+
∫ ΛUV
−Hη′
−1/η′
d3~p
(2π)3
∫ ΛUV
−Hη′
−1/η′
d3~ℓ
(2π)3
+2
∫ −1/η′
κ
d3~p
(2π)3
∫ ΛUV
−Hη′
−1/η′
d3~ℓ
(2π)3
.
We can see that at the late-time limit the leading contri-
bution comes from the first term on the right-hand side
of the equality. Also, since our goal is to evaluate the
long-wavelength part of (92) (i.e., −kη is small), the k3
term in the numerator of (94) can be neglected. Hence,
the leading behavior of (94) is
− H
2
24k3η′
∫ −1/η′
κ
d3~p
(2π)3
∫ −1/η′
κ
d3~ℓ
(2π)3
ln [−η′(p+ ℓ)]
p3ℓ3
= − H
2
96π4k3η′
∫ 1
α
dy1
y1
∫ 1
α
dy2
y2
ln (y1 + y2), (95)
where y1 ≡ −pη′, y2 ≡ −ℓη′ and α ≡ −κη′. To perform
these integrals, we split the logarithm in the following
way,∫ 1
α
dy1
y1
∫ 1
α
dy2
y2
ln (y1 + y2)
=
∫ 1
α
dy1
y1
[ ∫ 1
α
dy2
y2
ln y1 +
∫ 1
α
dy2
y2
ln
(
1 +
y2
y1
)]
=
1
2
ln3 α+
∫ 1
α
dy1
y1
∫ 1
0
dy2
y2
ln
(
1 +
y2
y1
)
. (96)
In the integral over y2 in the second term we set α = 0
because there is no divergence at y2 = 0: it is an integral
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representation of the dilogarithm function
Li2(x) = −
∫ 1
0
ln (1− xt)
t
dt , (97)
so (96) can be written as
∫ 1
α
dy1
y1
∫ 1
α
dy2
y2
ln (y1 + y2)
=
1
2
ln3 α−
∫ 1
α
Li2
(
− 1
y1
)
dy1
y1
. (98)
In order to deal with the integral that involves the dilog-
arithm function, we will use its the large argument ex-
pansion [37]: for x≫ 1 (i.e., y1 ≪ 1),
Li2(−x) = π
2
6
− 1
2
ln2 x+O(1/x) . (99)
Replacing the dilogarithm by the logarithmic term of this
expansion, we obtain the leading behavior of (98)
→ 1
2
ln3 α+
1
2
∫ 1
α
ln2 y1
y1
dy1 =
1
3
ln3 (−κη′) . (100)
To perform the η′ integral, we switch the variable from
η′ to z′ ≡ kη′, and hence split the above logarithm
ln3 (−κη′)dη
′
η′
=
(
ln (−z′)− ln k
κ
)3
dz′
z′
. (101)
Using (96) and (101) to integrate (95) over η′, and then
integrating over ~k, we obtain that at late times the long-
wavelength part of (92), with ~x = ~y, goes as
λ2H2
16π6
∫ −1/η
κ
dk
k
(
1
2
ln2
(
k
κ
)
ln (−kη)− 1
3
ln
(
k
κ
)
ln2 (−kη)− 1
3
ln3
(
k
κ
)
+
1
12
ln3 (−kη)
)
ln (−kη)
= − λ
2H2
240π6
ln5 (−κη) = λ
2H7
240π6
(t− t0)5 . (102)
We would like to say a few words about the counterterm diagrams shown on Fig.5.
✉
(~x, t)
⊗
t′
✉
(~y, t)
✚✙
✛✘
δλ ✉ ⊗δ1 ✉ ✉ ⊗δ2 ✉ ✉ ⊗δm|λ2 ✉
Fig. 5
For t → ∞, the Fourier transform of the first dia-
gram is proportional to
(
ln2 (−kη)/k3)δλ, so its con-
tribution to 〈φ2(~x, t)〉L is proportional to λ2t3; the
Fourier transform of the second diagram is proportional
to
(
ln (−kη)/k3)δm|λ2 , and its contribution to 〈φ2(~x, t)〉L
is proportionall to λ2t2. The Fourier transforms of the
second and third diagrams don’t have any late-time di-
vergencies, because only two powers of the scale factor
enter the vertex time integration, unlike all other graphs,
which have four powers of the scale factor at each vertex.
Straightforward calculation of these diagrams shows that
one of them is proportional to δ1(k
2η2 − 1)/k3, and the
other one — to δ2(k
2η2 + 3)/k3, so their contributions
to 〈φ2(~x, t)〉L are proportional to λ2t. Hence, we can see
that the late-time contributions of the diagrams on Fig.5
are subdominant.
Finally, we conclude that the leading late-time behav-
ior of 〈φ2(~x, t)〉λ2, L is given by the sum of (86), (91) and
(102),
〈φ2(~x, t)〉λ2,L ≈
λ2H7
80π6
(t− t0)5 (103)
D. 〈φ4(~x, t)〉 to first order in λ
At zeroth order in λ the equal-time four-point func-
tion is the sum of products of the free theory two-point
functions
〈φ(~x1, t)φ(~x2, t)φ(~x3, t)φ(~x4, t)〉λ0
= 〈0|φ(~x1, t)φ(~x2, t)φ(~x3, t)φ(~x4, t)|0〉
= G>(x1, x2)G
>(x3, x4) +G
>(x1, x3)G
>(x2, x4)
+G>(x1, x4)G
>(x2, x3). (104)
For coinciding spatial points this gives
〈φ4(~x, t)〉λ0 = 3
(
G>(x, x)
)2
= 3
(〈φ2(~x, t)〉λ0)2,
and hence, for t → ∞, the long-wavelength part of
〈φ4(~x, t)〉λ0 can be obtained from (39):
〈φ4(~x, t)〉λ0,L =
3H6
16π4
(t− t0)2 . (105)
The first-order correction to the equal-time four-point
function is given by
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〈φ(~x1, t)φ(~x2, t)φ(~x3, t)φ(~x4, t)〉λ
= −i
∫ t
−∞
dt′ 〈0|T (φ+(~x1, t)φ+(~x2, t)φ+(~x3, t)φ+(~x4, t)[H+I (t′)−H−I (t′)])|0〉
= 〈φ(~x1, t)φ(~x2, t)〉λ0 〈φ(~x3, t)φ(~x4, t)〉λ + (~x1 ↔ ~x3, ~x2 ↔ ~x4)
+ 〈φ(~x1, t)φ(~x3, t)〉λ0〈φ(~x2, t)φ(~x4, t)〉λ + (~x1 ↔ ~x2, ~x3 ↔ ~x4)
+ 〈φ(~x1, t)φ(~x4, t)〉λ0〈φ(~x2, t)φ(~x3, t)〉λ + (~x1 ↔ ~x2, ~x4 ↔ ~x3)
+ 〈φ(~x1, t)φ(~x2, t)φ(~x3, t)φ(~x4, t)〉connectedλ . (106)
The first six terms are simply the products of the λ-correction to the two-point function, calculated in Section 3, and
the free theory two-point function. The last term is the fully connected piece shown on Fig.6.✉( ~x1, t)
❅
❅
❅
❅ ✉
t′
 
 
 
 
❅
❅
❅
❅
 
 
 
 
✉( ~x2, t)
✉( ~x3, t) ✉( ~x4, t)
Fig. 6
Evaluating contractions that correspond to this piece, we obtain
24
(−iλ
4
)∫
d3~k1
(2π)3
d3~k2
(2π)3
d3~k3
(2π)3
d3~k4
(2π)3
ei
~k1·~x1ei
~k2·~x2ei
~k3·~x3ei
~k4·~x4(2π)3δ3(~k1 + ~k2 + ~k3 + ~k4)
×
∫ η
−∞
dη′a4(η′)
[
G>k1(η, η
′)G>k2(η, η
′)G>k3 (η, η
′)G>k4(η, η
′)−G<k1(η, η′)G<k2(η, η′)G<k3(η, η′)G<k4 (η, η′)
]
.
(107)
What is the late-time behavior of (107)? As we mentioned before, when performing the integral over η′, there are no
contributions coming from its lower limit because the time contour is deformed to have a small imaginary part: at the
lower limit η′ = −∞(1± iǫ), and the oscillatory exponents in the Wightman functions turn into damping exponents.
To evaluate the contribution of the upper limit of the integral for the late-time case, we expand the integrand as
follows
a4(η′)
[
G>k1(0, η
′)G>k2(0, η
′)G>k3 (0, η
′)G>k4(0, η
′)−G<k1 (0, η′)G<k2(0, η′)G<k3 (0, η′)G<k4(0, η′)
]
=
iH4
24η′
(
1
k31k
3
2k
3
3
+
1
k31k
3
2k
3
4
+
1
k31k
3
3k
3
4
+
1
k32k
3
3k
3
4
)
+ · · · , (108)
where dots stand for the terms that go to zero as η′ → 0, starting from the term that is linear in η′. Using this
expansion we can obtain the leading late-time behavior of (107). Hence, in the case of coinciding spatial points, we
have
λH4
4
∫
d3~k1
(2π)3
d3~k2
(2π)3
d3~k3
(2π)3
d3~k4
(2π)3
ei(
~k1+~k2+~k3+~k4)·~x(2π)3δ3(~k1 + ~k2 + ~k3 + ~k4)
×
(
1
k31k
3
2k
3
3
+
1
k31k
3
2k
3
4
+
1
k31k
3
3k
3
4
+
1
k32k
3
3k
3
4
)
ln [−η(k1 + k2 + k3 + k4)]. (109)
As previously explained, there is a reason why the ar-
gument of the logarithm, which we obtained from the
integration of 1/η′, is made dimensionless by the sum of
the magnitudes of the momenta, and not by some other
quantity (e.g., by H or by any of the kn separately): the
arguments of the exponents in the Wightman functions
look like ±(k1 + k2 + k3 + k4)(η − η′), so in order to
perform the time integration in (107) we need to change
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the integration variable from η′ to (k1 + k2 + k3 + k4)η
′.
Taking into account that all four terms in the parenthe-
ses produce identical momentum integrals and using the
delta-function we get
λH4
∫
d3~k1
(2π)3
d3~k2
(2π)3
d3~k3
(2π)3
ln [−η|~k1 + ~k2 + ~k3| − η(k1 + k2 + k3)]
k31k
3
2k
3
3
(110)
We would like to find the long-wavelength part of the
(110), i.e., the part coming from the modes with physical
momenta much less than the Hubble scale, −knη ≪ 1.
Since
|~k1 + ~k2 + ~k3| ≤ k1 + k2 + k3, (111)
in evaluating the leading part of (110) for small momenta,
we can neglect |~k1 + ~k2 + ~k3|. Hence, we arrive at the
following expression that we need to calculate,
λH4
8π6
∫ 1
α
dy1
y1
∫ 1
α
dy2
y2
∫ 1
α
dy3
y3
ln (y1 + y2 + y3), (112)
where yn ≡ −knη and α ≡ −κη, with κ being some
IR cutoff for the comoving momenta kn. In order to
integrate over y3, let us split the logarithm just as we did
in the previous section:∫ 1
α
dy3
y3
ln (y1 + y2 + y3)
=
∫ 1
α
dy3
y3
ln (y1 + y2) +
∫ 1
0
dy3
y3
ln
(
1 +
y3
y1 + y2
)
= − lnα ln (y1 + y2)− Li2
(
− 1
y1 + y2
)
, (113)
where on the third line we used the integral representa-
tion of the dilogarithm function (97). Similarly, splitting
the ln (y1 + y2) to perform the integration over y2, we
obtain
−
∫ 1
α
dy1
y1
∫ 1
α
dy2
y2
[
lnα ln (y1 + y2) + Li2
(
− 1
y1 + y2
)]
= − lnα
∫ 1
α
dy1
y1
[
− lnα ln y1 − Li2
(
− 1
y1
)]
−
∫ 1
α
dy1
y1
∫ 1
α
Li2
(
− 1
y1 + y2
)
dy2
y2
= − lnα
[
1
2
ln3 α−
∫ 1
α
Li2
(
− 1
y1
)
dy1
y1
]
−
∫ 1
α
dy1
y1
∫ 1
α
Li2
(
− 1
y1 + y2
)
dy2
y2
. (114)
Using the large argument expansion (99) to replace the
dilogarithms by the logarithmic term of this expansion,
we obtain the leading behavior of (114)
−1
3
ln4 α+
1
2
∫ 1
α
dy1
y1
∫ 1
α
ln2 (y1 + y2)
dy2
y2
. (115)
The second term of this expression can be broken up in
the following way,
1
2y1
∫ 1
α
ln2 (y1 + y2)
dy2
y2
= − lnα ln
2 y1
2y1
− 1
y1
∫ 1
α
ln y2 ln (y1 + y2)
y1 + y2
dy2
= − lnα ln
2 y1
2y1
− 1
3y1
ln3 (1 + y1) +
1
3y1
ln3 (y1 + α)
− 1
y1
∫ y1+1
y1+α
ln (1− y1y ) ln y
y
dy. (116)
The second term on the third line has no divergence at
y1 = 0, so its integral over y1 gives an α-independent
constant. The integrals over y1 of the first and the third
term of this line give logarithm to the forth of the IR
cutoff α (in the third term α can be set to zero):
1
12
ln4 α (117)
The term on the last line of (116) can be written in terms
of dilogarithm and trilogarithm functions:∫ y1+1
y1+α
ln (1− y1y ) ln y
y
dy
=
∫ 1/(y1+1)
0
ln (1− y1z) ln z
z
dz
−
∫ 1/(y1+α)
0
ln (1− y1z) ln z
z
dz
=
∫ 1
0
ln (1− y11+y1 t) ln t
t
dt
− ln (1 + y1)
∫ 1
0
ln (1 − y11+y1 t) ln t
t
dt
−
∫ 1
0
ln (1− y1α+y1 t) ln t
t
dt
+ ln (y1 + α)
∫ 1
0
ln (1 − y1α+y1 t) ln t
t
dt
= Li3
(
y1
1 + y1
)
+ ln (1 + y1)Li2
(
y1
1 + y1
)
− Li3(1)− ln y1Li2(1), (118)
where we used an integral representation of the triloga-
rithm function
Li3(x) =
∫ 1
0
ln (1− xt) ln t
t
dt, (119)
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and also set α = 0 when obtaining the last equality. Ex-
panding the dilogarithm and trilogarithm (divided by y1)
for small y1
(1/y1)Li3
(
y1
1 + y1
)
= 1 +O(y1),
(ln (1 + y1)/y1)Li2
(
y1
1 + y1
)
= y1 +O(y21), (120)
we see that there is no divergence at y1 = 0, so integrat-
ing them over y1 results in an α-independent constants.
Integration of the terms (divided by y1) on the last line
of (118) gives linear logarithm and logarithm squared of
the IR cutoff α.
Finally, we can conclude that the leading part of the
(112) is the sum of the first term in (115) and (117);
hence,
〈φ4(~x, t)〉connectedλ,L ≈ −
λH4
32π6
ln4 α = −λH
4
32π6
ln4 (−κη)
= −λH
8
32π6
(t− t0)4. (121)
Writing (106) for coinciding spatial points,
〈φ4(~x, t)〉λ = 6〈φ2(~x, t)〉λ0〈φ2(~x, t)〉λ + 〈φ4(~x, t)〉connectedλ ,
(122)
and using (121), (39) and (77), we can deduce the leading
late-time behavior of the long-wavelength part of (122):
〈φ4(~x, t)〉λ,L = −3λH
8
32π6
(t− t0)4 . (123)
APPENDIX II: FULL AND FREE INFRARED
REDUCED SCALAR FIELDS AND RETARDED
GREEN’S FUNCTIONS
In paper [31] a very convenient technique for calcula-
tion of the leading infrared contributions to the correla-
tion functions at different spacetime points is elaborated.
Here we shall use this technique to present very simple
calculations of the corresponding coefficients in the ex-
pectation values 〈φ2(~x, t)〉 and 〈φ4(~x, t)〉. We shall use,
as in [31], the infrared reduced scalar field, where only the
modes with H < k < Ha(t) are retained. Then there are
two kinds of infrared reduced scalar fields: the free field
φ0(~x, t), which satisfies the Klein-Gordon equation in the
absence of the self-interaction, and the full infrared re-
duced scalar field φ(~x, t). These two fields are connected
by the equation
φ(t, ~x) = φ0(t, ~x)
−
∫ t
0
dt′a3(t′)
∫
d3xG(t, ~x; t′~x′)
V ′(φ)
1 + δZ
.
(124)
Here the Green’s function G satisfies the retarded bound-
ary conditions, Z is the renormalization constant of the
scalar field and the potential V includes the mass and
coupling constant counterterms. Simple considerations
[31] show that the counterterms do not give contribu-
tions to the leading infrared terms into the correlators.
The leading infrared part of the retarded Green’s func-
tion has the form
G(t, ~x; t′ ~x′) =
1
3H
θ(t− t′)δ3(~x− ~x′)
[
1
a3(t′)
− 1
a3(t)
]
.
(125)
This expression in Eq. (124) is multiplied by the integra-
tion measure a3(t′). The first term in the square brack-
ets, a3(t′)/a3(t′) = 1, contributes over the whole range of
the integration; the second term, which is proportional
to a3(t′)/a3(t), contributes significantly only for t′ ∼ t,
and hence, is negligible in the approximation we consider.
Thus, the formula (124) is boiled down to
φ(t, ~x) = φ0(t, ~x)− 1
3H
∫ t
0
dt′V ′(φ(t′, ~x)
= φ0(t, ~x)− λ
3H
∫ t
0
dt′φ3(t′, ~x). (126)
Solving Eq. (126) by iterations we obtain the follow-
ing expression for the full scalar field φ(~x, t) expressed in
terms of the free scalar field φ0(~x, t) up to the second or-
der in the coupling constant λ. In what follows we omit
the argument ~x since it is the same in all the terms in
our equations. Thus,
φ(t) = φ0(t)− λ
3H
∫ t
0
dt′φ30(t
′)
+
λ2
3H2
∫ t
0
dt′φ20(t
′)
∫ t′
0
dt′′φ30(t
′′). (127)
Using this expression we obtain
〈φ2(t)〉 = 〈φ20(t)〉 −
λ
3H
[
〈φ0(t)
∫ t
0
dt′φ30(t
′)〉+ 〈
∫ t
0
dt′φ30(t
′)φ0(t)〉
]
+
λ2
3H2
[
〈φ0(t)
∫ t
0
dt′φ20(t
′)
∫ t′
0
dt′′φ30(t
′′)〉 〈
∫ t
0
dt′φ20(t
′)
∫ t′
0
dt′′φ30(t
′′)φ0(t)〉
+
1
3
〈
∫ t
0
dt′φ30(t
′)
∫ t
0
dt′′φ30(t
′′)〉
]
. (128)
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We shall also need the following formula
〈φ0(t, ~x)φ0(t′, ~x)〉 = H
2
4π2
ln(a(t′)) =
H3t′
4π2
, (129)
where
t′ ≤ t, (130)
Remarkably, in the formula (129) the left-hand side con-
tains both time moments t and t′, while the right-hand
side of (129) depends only on the earlier moment t′. Note
that in the formula (125) for the Green’s function both
time moments t and t′ are present, but when we inte-
grate this Green’s function with the corresponding mea-
sure, only the term depending on a(t′) gives the essential
contribution.
We are now in a position to make the necessary cal-
culations. To calculate the λ-order contribution to the
correlator we shall use Wick’s theorem:
〈φ2(t)〉λ = − λ
3H
[
〈φ0(t)
∫ t
0
dt′φ30(t
′)〉+ 〈
∫ t
0
dt′φ30(t
′)φ0(t)〉
]
= − λ
3H
[
3
∫ t
0
dt′〈φ0(t)φ0(t′)〉〈φ20(t′)〉+ 3
∫ t
0
dt′〈φ20(t′)〉〈φ0(t′)φ0(t)〉
]
. (131)
Now using the formula (129) and taking into account
the order of the time moments (130), we can rewrite the
expression (131) as follows:
〈φ2(t)〉λ = −2λ
H
(
H2
4π2
)2 ∫ t
0
dt′H2t′2 = −λH
5
24π4
t3,
which coincides with the known result. Analogously, the
λ2-contribution to the correlator has the following form:
〈φ2(t)〉λ2 =
2λ2
3H2
∫ t
0
dt′
∫ t′
0
dt′′
[
6〈φ0(t)φ0(t′)〉〈φ0(t′)φ0(t′′)〉〈φ20(t′′)〉
+3〈φ0(t)φ0(t′′)〉〈φ20(t′)〉〈φ20(t′′)〉+ 6〈φ0(t)φ0(t′′)〉(〈φ0(t′)φ0(t′′)〉)2
]
+
λ2
9H2
[∫ t
0
dt′
∫ t′
0
dt′′
(
6 (〈φ0(t′)φ0(t′′)〉)3 + 9〈φ0(t′)φ0(t′′)〉〈φ20(t′)〉〈φ20(t′′)〉
)
+
∫ t
0
dt′
∫ t
t′
dt′′
(
6(〈φ0(t′)φ0(t′′)〉)3 + 9〈φ0(t′)φ0(t′′)〉〈φ20(t′)〉〈φ20(t′′)〉
)]
. (132)
Again, using the formula (129) and taking into account the order of the time moments (130), we can reduce the
expression (132) to simple integrals:
〈φ2(t)〉λ2 =
2λ2
3H2
(
H2
4π2
)3
H3
∫ t
0
dt′
∫ t′
0
dt′′(6t′t′′2 + 3t′t′′2 + 6t′′3)
+
λ2
9H2
(
H2
4π2
)3
H3
[∫ t
0
dt′
∫ t′
0
dt′′(6t′′3 + 9t′t′′2) +
∫ t
0
dt′
∫ t
t′
dt′′(6t′3 + 9t′2t′′)
]
=
λ2H7
80π6
t5 . (133)
By this method we can also easily calculate the four-point correlator. To first order in λ,
〈φ4(t)〉 = 〈
(
φ0(t)− λ
3H
∫ t
0
dt′φ30(t
′)
)4
〉 = 3〈φ40(t)〉 −
4λ
3H
〈φ30(t)
∫ t
0
dt′φ30(t
′)〉
= 3(〈φ20(t)〉)2 −
4λ
3H
∫ t
0
dt′
(
9〈φ0(t)φ0(t′)〉〈φ20(t)〉〈φ20(t′)〉+ 6(〈φ0(t)φ0(t′)〉)3
)
=
3H6t2
16π4
− 4λ
3H
(
H3
4π2
)3 ∫ t
0
dt′(9tt′2 + 6t′3) =
3H6t2
16π4
− 3λH
8t4
32π6
, (134)
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and for the λ2-contribution we have
〈φ4(t)〉λ2 =
4λ2
3H2
∫ t
0
dt′
∫ t′
0
dt′′〈φ30(t)φ20(t′)φ30(t′′)〉+
2λ2
3H2
∫ t
0
dt′
∫ t
0
dt′′〈φ20(t)φ30(t′)φ30(t′′)〉
=
4λ2
3H2
(
H3
4π2
)4 ∫ t
0
dt′
∫ t′
0
dt′′
[
18〈φ20(t)〉〈φ0(t)φ0(t′)〉〈φ0(t′)φ0(t′′)〉〈φ20(t′′)〉
+9〈φ20(t)〉〈φ0(t)φ0(t′′)〉〈φ20(t′)〉〈φ20(t′′)〉+ 18〈φ20(t)〉〈φ0(t)φ0(t′′)〉〈φ0(t′)φ0(t′′)〉2
+18〈φ0(t)φ0(t′)〉2〈φ0(t)φ0(t′′)〉〈φ20(t′′)〉
+36〈φ0(t)φ0(t′)〉〈φ0(t)φ0(t′′)〉2〈φ0(t′)φ0(t′′)〉+ 6〈φ0(t)φ0(t′′)〉3〈φ20(t′)〉
]
+
2λ2
3H2
(
H3
4π2
)4 ∫ t
0
dt′
∫ t
0
dt′′
[
9〈φ20(t)〉〈φ20(t′)〉〈φ0(t′)φ0(t′′)〉〈φ20(t′′)〉
+6〈φ20(t)〉〈φ0(t′)φ0(t′′)〉3 + 18〈φ0(t)φ0(t′)〉2〈φ0(t′)φ0(t′′)〉〈φ20(t′′)〉
+18〈φ0(t)φ0(t′)〉〈φ0(t)φ0(t′′)〉〉〈φ20(t′)〉〉〈φ20(t′′)〉
+18〈φ0(t)φ0(t′′)〉2〈φ0(t′)φ0(t′′)〉〈φ20(t′)〉+ 36〈φ0(t)φ0(t′)〉〈φ0(t)φ0(t′′)〉〈φ0(t′)φ0(t′′)〉2
]
=
53λ2H10
960π8
t6. (135)
Using this method one can easily calculate the leading
infrared contributions into various correlators (in coin-
ciding points) up to higher orders in the coupling con-
stant λ. The calculations are also easy for the coinciding
spatial points but with different time coordinates.
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