Several combinatorial optimization problems can be formulated as large size SetCovering Problems. In this work, we use the Set-Covering formulation to obtain a general heuristic algorithm for this type of problems, and describe our implementation of the algorithm for solving two variants of the well-known (One-Dimensional) Bin Packing Problem: the Two-Constraint Bin Packing Problem and the basic version of the Two-Dimensional Bin Packing Problem, where the objects cannot be rotated and no additional requirements are imposed. In our approach, both the "column generation" and the "column optimization" phases are heuristically performed. In particular, in the first phase, we do not generate the entire set of columns, but only a small subset of it, by using greedy procedures and fast constructive heuristic algorithms from the literature. In the second phase, we solve the associated Set-Covering instance by means of a Lagrangian-based heuristic algorithm. Extensive computational results on test instances from the literature show that, for the two considered problems, this approach is competitive, with respect to both the quality of the solution and the computing time, with the best heuristic and metaheuristic algorithms proposed so far.
Introduction
Several N P -hard combinatorial optimization problems can be formulated as large-size SetCovering (or Set-Partitioning) Problems; this happens for all those problems in which one is required to partition a given set J = {1, 2, . . . , n} of items into subsets having special features and to minimize the sum of the costs associated with the subsets. For instance, in the (1-dimensional) Bin Packing Problem (1BP), we are given a set of n objects (each having a positive weight) to be partitioned into the minimum number of subsets (bins) so that the sum of the weights in each subset does not exceed a given capacity. In the Graph Coloring Problem (GCP), we are given a graph G = (V, E), and the aim is to partition the n vertices of V into the minimum number of subsets (colors) such that no two vertices of the same subset are both endpoints of any edge in E. In the Capacitated Vehicle Routing Problem (VRP), we are given a set of n customers (each having a positive demand) to be served by a fleet of K identical vehicles having a certain capacity; in this case, the objective is to partition all the customers into K subsets (routes), one for each vehicle, in such a way that the overall traveling cost is minimized and the capacity constraint is satisfied for each subset. Finally, in the Crew Scheduling Problem (CSP), we are given a set of n timetabled trips (each having specific features) to be partitioned into a minimum cost set of feasible subsets (pairings or crew duties) (the cost and feasibility of each subset depending on several rules laid down by union contracts and company regulations).
As mentioned above, the common property of all these problems is the fact that they can be expressed through a Set-Covering (or Set-Partitioning) formulation. No assumption is required neither on the structure of the cost of the subsets (in VRP and CSP each subset gives a different contribution to the cost of a solution), nor on the constraints imposed on the feasibility of each subset (for instance, in CSP many feasibility constraints for a pairing are non-linear).
In order to define the Set-Partitioning formulation for these problems, let F(·) be a feasibility function such that, for each item set S ⊆ J, F(S) ≤ 1 if and only if all items in S can be assigned to a unique subset, and
be the family of all feasible item sets. Moreover,
for each S ∈ S, let c(S) denote the cost of subset S (with c(S) = 0 if S = ∅, and c(S) > 0 if S = ∅) . Thus, an Integer Linear
Programming (ILP) model for the problems previously considered is the following:
S:j∈S
σ S ∈ {0, 1} (S ∈ S) (4) where σ S (S ∈ S) is a binary variable taking value 1 if and only if item set S is selected (i.e., it is assigned to a subset). Objective function (2) minimizes the sum of the costs of the selected subsets, while equalities (3) guarantee that each item is inserted in exactly one subset. There are many relevant applications in which, given a feasible item set S ∈ S, for each j ∈ S also setS := S \ {j} (withS = ∅) is feasible and c(S) = c(S); this means that removing one item from a feasible subset leaves the residual subset feasible and does not change its cost. In this situation, we can replace constraints (3) by
Indeed, given a solution satisfying inequalities (5) and violating equations (3), it is always possible to construct another feasible solution, having exactly the same cost, which satisfies equations (3) . Consider an item j ∈ J for which the corresponding equation (5) is not tight: by removing j from all subsets but one, we get a new solution which satisfies equation (3) , and whose cost is equal to that of the original solution.
In this case, we refer to the Set-Covering formulation of the problem. Moreover, we can consider S as the family of all the item inclusion maximal sets, i.e.
S = {S ⊆ J : F(S) ≤ 1, F(S ∪ {k}) > 1 ∀k ∈ J \ S}
On the one hand, this allows us to reduce the cardinality of S, and hence the number of variables to be considered; on the other hand, we do not need to face with a Set Partitioning Problem, but with a Set-Covering Problem, for which more effective algorithms have been proposed in the literature.
The "nice" property of the formulations above is that they are extremely general: we have to define for each problem only the feasibility function F(·) and the cost of each subset. On the other hand, the difficult part consists in solving the entire ILP model, since the number of variables (i.e., the number of feasible item sets) can be very large; for this reason, these formulations are usually faced by means of column generation techniques (see, Gilmore and Gomory [26] ). Effective exact algorithms based on the column generation technique for the solution of packing and cutting stock problems have been recently proposed by Vance, Barnhart, Johnson and Nemhauser [37] , Vance [36] , Valerio de Carvalho [17] , Vanderbeck [38] , Caprara and Toth [13] .
In this paper, we propose a general heuristic technique for solving N P -hard combinatorial optimization problems which can be formulated as Set-Covering problems, and apply this approach to two variants of 1BP: the Two-Constraint Bin Packing Problem (2CBP) and the Two-Dimensional Bin Packing Problem (2DBP). In Section 2, we introduce the general heuristic approach, while in Sections 3 and 4 we give more details about our implementation of the algorithms for 2CBP and 2DBP, respectively. Section 5 gives computational results for the two considered problems on a large set of instances from the literature and compares the performance of the proposed algorithms with that of the most effective heuristic and metaheuristic algorithms of the literature.
The Heuristic Approach
The proposed approach is related to the Set-Covering formulation described in the previous section, and operates in two phases: in the first one (Column Generation), a very large number of feasible item sets (columns) is generated, while in the second one (Column Optimization) a feasible solution of the problem is obtained by solving the associated Set-Covering instance. Note that if we were able to both generate all maximal item sets in the first phase, and solve the column optimization phase to optimality, we would obtain an optimal solution to the original problem. However, the explicit enumeration of all feasible item sets can be too expensive in terms of computing time and can lead to Set-Covering instances of very large size. In the proposed approach both the column generation and the column optimization phases are heuristically performed. In the first phase, only a subfamily S ⊆ S of feasible item sets is generated, while in the second phase the associated Set-Covering Problem is heuristically solved, thus defining a feasible solution for the original problem. For this reason, in the following we will refer to the proposed algorithm as Set-Covering Heuristic (SCH).
Similar approaches have been used for other combinatorial optimization problems. Caprara, Fischetti, Guida, Toth and Vigo [10] , and Caprara, Monaci and Toth [11] obtained good results by using a similar heuristic technique for the CSP arising in railway applications, in which a set of timetabled train services (trips) is required to be covered with a minimum cost set of crew duties (pairings). In that case, each set of trips which can be covered by the same crew corresponds to a feasible pairing and represents a column in the associated second phase, while the feasibility function is implicitly defined by the pairing feasibility rules. Each column has associated a cost depending on several features of the corresponding pairing, such as length or overnight working period, and the problem is to determine a minimum cost set of pairings covering all the trips. In a similar way Kelly and Xu [28] heuristically solved the Capacitated VRP by generating a large set of feasible routes, and selecting a subset of them in order to serve all the clients, by heuristically solving an associated set partitioning problem.
A peculiar feature of the proposed approach is that in the first phase (column generation) the subfamily S , containing the feasible item sets, is not determined through an explicit algorithm (generally called "column generator"), but applying in sequence several greedy procedures and "fast" constructive heuristic algorithms from the literature, possibly considering different parameter sets. Indeed, each feasible item set in any heuristic solution of the original problem corresponds to a column of subfamily S .
It is well known that the solution found by a greedy procedure depends on the order in which the items are given in input, although the average performance is better if the items are sorted according to a specific criterion. Since the column generation phase is aimed at generating a large set of different columns, in the proposed approach each greedy procedure is applied several times, in an iterative way, by sorting the items according to different criteria, so that several different columns (possibly derived from "bad" solutions) are generated.
In the second phase (Column Optimization) the Set-Covering Problem corresponding to the columns of subfamily S is solved through the Lagrangian heuristic algorithm CFT proposed by Caprara, Fischetti and Toth [9] . This iterative algorithm can handle very large Set-Covering instances (up to some millions columns), producing good (possibly optimal) solutions within a reasonable amount of computing time.
In Section 2.1, we describe how the heuristic algorithms from the literature are used in the column generation phase, while in Section 2.2 we give some details about the general structure of the Set-Covering Heuristic approach.
The Column Generation Phase
As mentioned in the previous section, the column generation phase aims at generating a large set of columns, which define the Set Covering instance used in the following phase. This phase can be performed by applying a set of heuristic algorithms and storing the item sets of the corresponding solutions in subfamily S . The aim of the column generation phase is twofold: we want both to obtain a good feasible solution for the original problem, and to generate a large set of different columns (possibly all the "good" feasible columns). In particular, the aim is to generate a set of columns which are, in some sense, "spread", i.e. such that the items are mixed in the columns in a scramble way.
The proposed way to get a large number of different columns is to apply some greedy algorithms several times, each time sorting the items according to different (almost random) criteria, so that many different columns are generated. In particular, at the first iteration the items are sorted according to some specified criterion, while the following iterations are performed according to a 2-loop procedure: in the external loop at most n/2 iterations are performed by partitioning the items into groups of 2t consecutive items (t = 1, . . . , n/2 ) and, for each group, the first t items are switched with the last t items (i.e., items j and t + j are switched, for j = 1, . . . , t), while in the internal loop at most n − 1 iterations are performed, by shifting the items by one position in a circular way (i.e., the first item becomes the last, the second becomes the first, . . ., and the last becomes the last but one).
The main drawbacks of this approach are evident:
• a lot of columns which are not maximal, according to definition (6) , are generated;
• the same item set can be generated by different procedures, thus producing many redundant columns.
The first problem often arises when dealing with greedy algorithms. Indeed, the first item sets in a solution are generally "well-filled" (in the sense that they are maximal), while the same does not occur for the last item sets of the solution (since only few items are still available). This drawback can be heuristically solved by applying a heuristic fill procedure. In this step, one tries to increase the size of a non maximal item set S by adding to S the first item j ∈ J \ S such that S ∪ {j} is still feasible. Once a new item j is added to S, the procedure is iterated, starting from the item following j in J \ S, until no more items can be added to S. This procedure can be used in a generation fashion, by considering different orders of the items in J \ S, so as to produce several maximal columns (at most K, K being a parameter of the algorithm) starting from the same item set. Note that, for some problems, testing whether an item can be inserted into an item set is an N P -hard problem; in these cases, the test can be performed in a heuristic way.
As to the second problem, a hashing technique is used in order to avoid to store identical columns. In order to achieve this goal, for each possible hashing score v, a list L v of columns having score v is defined. Each list L v is stored through a pointer technique, so as to have no limit on its cardinality. Each feasible column is assigned a score v and is compared with all columns in L v (if any); if the current column turns out to be identical to one of the columns in L v , then it is disregarded, otherwise it is stored in L v and added to subfamily S . Thus, given a feasible item set S, the hashing procedure operates as follows:
hashing(S) begin 1. compute the score v of item set S; 2. for each item set R in L v if R and S are identical then exit 3. endfor; 4. insert item set S in list L v ; 5. complete item set S by applying the heuristic fill procedure, thus obtaining item set S ; 6. if S = S then store item set S in S else 7.
compute the score v of item set S ; 8.
for each item set R in L v if R and S are identical then exit 9.
endfor; 10.
insert item set S in list L v ; 11.
store item set S in S 12. endif end.
Note that the original item set S is not stored in subfamily S if it is not maximal (i.e., if S = S). In addition, the heuristic fill procedure is not applied to S if it belongs to list L v .
In order to implement the hashing technique, we represent each item set S by means of an n-dimensional binary vector a, with a j = 1 iff item j ∈ J belongs to item set S. For each item set S, we compute its hashing score v by using the following hashing function:
where
for p = 1, . . . , 4, α = 20 and δ = n α . In equation (7) all values of k greater than n must be replaced by k − n. The overall space complexity of the hashing structure is thus bounded by O(2 α ). The hashing procedure gave quite satisfactory results in terms of computing time, since it took about 6 % of the global generation time for the instances considered in our computational experiments (see Section 5) . Note that this hashing technique is "exact", in the sense that it disregards a column if and only if this is equal to a previously inserted one.
Both the column generation and the column optimization phases can be stopped as soon as a solution which is proved to be optimal is found, i.e., if the cost U B of the best solution found so far is equal to a lower bound for the original problem. For this reason, before starting the column generation phase, we apply all the "fast" lower bounding procedures available in the literature and take the maximum of the corresponding values as the best lower bound LB. The general structure of the Set-Covering Heuristic approach follows:
The General Structure of the Algorithm
Heuristic Algorithm SCH Initialization Phase 1. apply the fast lower bounding procedures from the literature, and let LB be the maximum of the corresponding lower bounds; Column Generation Phase 2. apply the greedy procedures from the literature (possibly updating U B); 3. apply the fast constructive algorithms from the literature (possibly updating U B); 4. for each greedy procedure: apply the procedure in an iterative way by sorting the items according to different criteria (possibly updating U B); Column Optimization Phase 5. apply heuristic algorithm CFT [9] (with a given time limit) to the Set-Covering instance corresponding to subfamily S (possibly updating U B).
Note that algorithm CFT computes an "internal" lower bound (not valid for the original problem) on the value of the optimal solution of the corresponding Set-Covering instance. Whenever this lower bound becomes equal to the current U B value, algorithm CFT stops (possibly without reaching the given time limit).
As previously mentioned, in the following sections we will apply algorithm SCH to two bin packing problems: 2CBP and 2DBP. A typical behaviour of the branch-and-bound algorithms proposed for finding the exact solution of this type of problems is that for several instances they are able to prove the optimality of the best solution found so far within very short computing times (generally few seconds), while for the remaining instances the corresponding computing times can be very large (hours or days). For this reason, in the column generation phase, the set of columns of subfamily S is augmented by considering the best solution found, within a small time limit, by some branch-and-bound algorithm from the literature. The aim of this step is to possibly find, in a short computing time, the optimal solution of the original problem, or to generate good columns which are generally different from those obtained by the heuristic procedures. In particular, the following additional step is performed just after
Step 3:
3a. apply (with a small time limit) some branch-and-bound algorithm from the literature (possibly updating U B and LB).
The Two-Constraint Bin Packing Problem
The first problem we consider is the Two-Constraint Bin Packing Problem (2CBP, also called the 2-dimensional Vector Packing Problem), a generalization of 1BP in which each object j ∈ J (with n = |J|) has two attributes, a weight w j and a volume v j (with w j ≥ 0, v j ≥ 0 and w j + v j > 0), and bins have weight and volume capacities, denoted as W and V , respectively. The n objects have to be packed into the minimum number of bins, so that the sum of the weights and the sum of the volumes in each bin do not exceed W and V , respectively. 2CBP is N P -hard in the strong sense since it generalized 1BP, arising when v j = 1 (j ∈ J) and V = n. This problem has been widely studied in the literature. Garey, Graham, Johnson and Yao [25] considered the mCBP (the generalization of 2CBP in which objects have m attributes and bins have m capacities), while Spieksma [35] considered some applications of 2CBP in loading and scheduling contexts, and proposed lower bounds, constructive heuristics and a branch-and-bound algorithm. Approximation procedures with guaranteed performance ratio have been presented by Garey, Graham, Johnson and Yao [25] , Maruyama, Chang and Tang [34] , Yao [41] , Fernandez de la Vega and Lueker [23] , Chekuri and Khanna [14] , Kellerer and Kotov [27] . Woeginger [40] showed that 2CBP has no asymptotic polynomial time approximation scheme unless P = N P . Extensive studies on 2CBP have been recently presented in Caprara and Toth [13] , where several lower bounds, greedy procedures and constructive heuristics are embedded into exact enumerative algorithms based on branch-and-bound and branch-and-price techniques, while Caprara, Monaci and Toth [12] proposed fast greedy procedures for the mCBP.
In the case of 2CBP the feasibility function can be easily expressed as
Lower bounds are obtained by using the fast bounding procedures L C , L 1 , L 2 proposed in [35] and [13] .
The following greedy procedures from the literature have been used:
• 2FFD (Two-Constraint First Fit Decreasing), proposed by Garey, Graham, Johnson and Yao [25] ;
• 2BFD (Two-Constraint Best Fit Decreasing), proposed by Caprara and Toth [13] ;
• one-way decreasing and double-way decreasing, described in Caprara, Monaci and Toth [12] .
The following fast constructive heuristics have been used:
• 2FFD µ proposed by Spieksma [35] ;
• 2FFD λ , 2BFD λ and 2BFD µ , proposed by Caprara and Toth [13] .
As to H M , the matching based heuristic algorithm proposed by Caprara and Toth [13] , we did not use it in the column generation phase since it may require a large computing time, even if it produces quite good solutions on some sets of instances (see [13] ).
An exchange procedure 2REF (see [13] ) is applied to each of the feasible solutions found in the column generation phase, possibly improving the best solution so far and producing new feasible item sets.
As exact algorithm, the branch-and-bound algorithm BB2, proposed by Caprara and Toth [13] , has been used.
Note that, for 2CBP, the problem of testing whether an item set S is maximal can be solved in linear time, since one can consider all items j ∈ J \ S and check if j fits in both the weight and the volume capacities.
The Two-Dimensional Bin Packing Problem
In the Two-Dimensional Bin Packing Problem (2DBP), one is required to pack a set of n rectangular objects into identical rectangular bins, in such a way that (i) all objects are packed, with their edges parallel to the edges of the bin; (ii) objects packed in the same bin do not overlap; (iii) the number of bins used is minimized. This problem has been extensively studied in the literature and several variants have been proposed, depending on the possibility of rotating the objects and on additional requests concerning the way of packing (cutting) the objects (guillotine cuts, two-staged packing, and so on). In this section we consider the case in which objects have fixed orientation and no additional constraint is imposed on the cuts. According to the three-field typology introduced by Lodi, Martello and Vigo [31] , the problem considered in this section may be also denoted as 2BP|O|F. The problem is N P -hard in the strong sense since it generalizes 1BP, arising when objects and bins have only one dimension.
Exact approaches for 2DBP have been proposed in the literature. Christofides and Whitlock [15] proposed an ILP model based on a discrete representation of the geometric space and solved the problem by using a Lagrangian relaxation of the model. Martello and Vigo [32] introduced combinatorial lower bounds and embedded them into a branch-and-bound algorithm. Finally, Fekete and Schepers [20, 21, 22] proposed a general framework for the exact solution of multi-dimensional packing problems.
Approximate algorithms with asymptotic worst-case performance guarantee have been proposed by Chung, Garey and Johnson [16] and by Frenk and Galambos [24] . Greedy procedures and constructive heuristics have been proposed by Berkey and Wang [6] . Lodi, Martello and Vigo [30, 31] proposed fast constructive heuristics and a Tabu Search approach which, starting from a feasible solution, tries to recombine the objects packed into a set of k bins plus one object packed into a target bin, until this bin has been emptied. Faerø, Pisinger and Zachariasen [19] proposed a guided local search technique (see Voudouris and Tsang [39] for details) which starts from a feasible solution and randomly removes some bins assigning the corresponding objects to the other bins. The new solution is generally infeasible and the objective function is given by the pairwise overlapping area; the associated neighborhood is explored through object shifts, until a feasible solution is found. Recently, Boschetti and Mingozzi [7, 8] proposed new lower bounds and an effective constructive heuristic (called HBP) which assigns a score to each object, considers the objects according to decreasing values of the corresponding scores, updates the scores by using a specified criterion and iterates until an optimal solution is found or a maximum number of iterations has been performed. The execution of the algorithm is repeated for a given set of different criteria used for the updating of the object scores.
For recent reviews on Two-Dimensional packing problems, the reader is referred to Dyckhoff, Scheithauer and Terno [18] and to Lodi, Martello and Monaci [29] .
The approach described in Section 2 can clearly be used for solving 2DBP. In this case, the computation of the feasibility function F(S) is difficult, since the problem of testing whether an object set S is feasible is strongly N P -hard (see [32] ).
As to the lower bounds, we used those proposed by Martello and Vigo [32] and by Boschetti and Mingozzi [7] .
• Finite Bottom Left, Finite First Fit and Finite Best Fit, proposed by Berkey and Wang [6] ;
• Alternate Directions, proposed by Lodi, Martello and Vigo [31] .
The following constructive heuristics have been used:
• Floor Ceiling and Knapsack Packing, proposed by Lodi, Martello and Vigo [30, 31] ;
• HBP, proposed by Boschetti and Mingozzi [8] .
As exact algorithm, we used the improved version of the branch-and-bound algorithm proposed by Martello and Vigo [32] , as described in [33] .
The main difference with respect to 2CBP is that, as previously mentioned, given a feasible object set S, the problem of testing whether this set is maximal (according to definition (6)) is strongly N P -hard. In our preliminary computational experiments, we performed several attempts to implement an effective heuristic fill procedure. We first tried to insert objects j ∈ J \ S by means of the Bottom Left strategy (see [1] ), but this approach led to large overall computing times for the column generation phase. On the other hand, the adaptation of simple shelf algorithms, such as Finite First Fit and Finite Best Fit (see [6] ), did not improve significantly the quality of the columns produced in the first phase. Thus, for 2DBP, we did not use the heuristic fill procedure, adding to subfamily S only object sets directly produced by the heuristics mentioned above.
However, in order to obtain good columns from the worst bins in the greedy solutions, we use a more sophisticated generation algorithm: given a feasible solution, we compute a score for each of the b used bins (according to the filling function described in [31] ) and construct a sub-instance composed by the objects currently packed in the "worst" b/2 bins. All the heuristics described above, but the one producing the initial solution, are applied to this new instance, each producing a new set of candidate columns. Computational results showed that this generation algorithm, similar to procedure 2REF mentioned in Section 3, gives better results than the standard way of generating columns.
Computational results
In this section we present computational results of algorithm SCH on a large set of instances from the literature 1 . All procedures used in SCH have been coded in Fortran 77 and run on a Digital Alpha 533 MHz. (having 16.1 SPECint95 value). We tested the algorithms with two different time limits: T L = 30 seconds and T L = 100 seconds. The parameters which entirely describe the behaviour of algorithm SCH for a given time limit T L are the following: T G (with T G < T L), i.e. the time limit imposed on the column generation phase, T E (with T E < T G), i.e. the time limit imposed on the execution of the exact algorithm, and K, i.e. the maximum number of columns obtained by an object set in the heuristic fill procedure.
Results on the 2CBP instances
The algorithms for 2CBP have been tested on all the instances proposed in the literature. In particular, we considered the set of instances introduced by Spieksma [35] and by Caprara and Toth [13] . This set of instances contains 10 classes, each composed of 40 instances (10 instances for 4 different values of n), thus the codes were tested on 400 instances. Tables 1 and 2 Each table reports, for a given time limit T L, the results obtained by SCH after the application of the initial heuristic algorithms (Steps 2, 3 and 3a of Section 2.2, column "Initial Heuristics"), at the end of the column generation phase (Step 4, column "Phase 1"), and at the end of the column optimization phase (Step 5, column "SCH"), and those of the heuristics from the literature (including the matching based algorithm H M by Caprara and Toth [13] ) with an overall time limit of T L seconds (column "Lit. Heurs"), and of the exact algorithm BB2 proposed in [13] with time limit T L (column "BB2"). In particular, for each class and value of n (n ∈ {25, 50, 100, 200} for classes 1, 6, 7, 9 and n ∈ {24, 51, 99, 201} for class 10), we give:
• class and value of n;
• the sum (with respect to the 10 corresponding instances) of the best known lower bounds (column "LB * "); these lower bounds have been computed by applying all the lower bounding procedures from the literature and an exact algorithm for a large computing time;
• the sum of the best internal lower bounds (column "LB") found by the fast lower bounding procedures or by the exact algorithm within the corresponding time limit T E;
• for columns "Initial Heuristics", "Phase 1" and "SCH": the number of instances solved to proven optimality with respect to the best internal lower bound (column "#opt");
• for columns "SCH", "Lit. Heurs" and "BB2": the number of instances solved to proven optimality with respect to the best known lower bound (column "#opt * ");
• for column "SCH": the average number (with respect to the instances not solved to proven optimality at the end of Phase 1) of columns in subfamily S (column "#cols");
• for each algorithm: the sum of the upper bounds (column "U B") and the average computing time expressed in seconds (column "T ").
In addition, for each class, line "Global" reports (with respect to the corresponding 40 instances) the sum of the best known and of the best internal lower bounds, the average number of columns in S for instances not solved to proven optimality at the end of Phase 1, and, for each algorithm, the number of instances solved to proven optimality, the sum of the upper bounds, and the average computing time. The same data, with respect to all the classes, are reported in line "Overall". Tables 1 and 2 show that, as may be expected, results with T L = 30 seconds are worse than those with T L = 100 seconds. For the initial heuristics, the overall number of bins is equal to 6431 and 6427, respectively (the difference being due to 4 better solutions found in the latter case by the exact algorithm), with a gap with respect to the overall sum of the best known lower bounds equal to 230 and 226, respectively. For the first phase, the gap is 212 and 205, respectively, with an overall reduction of the number of bins, with respect to the initial heuristics, equal to 18 and 21, respectively. The column optimization phase has a similar behaviour, producing a gap equal to 86 and 67, respectively, with a reduction, with respect to the first phase, of 126 and 138 bins, respectively. Note that these savings have been obtained out of the 112 and 110, respectively, instances not solved to proven optimality at the end of the column generation phase. Note also that a bigger time limit for the exact algorithm in
Step 3a (from 2 to 5 seconds, for T L = 30 seconds and T L = 100 seconds, respectively) leads to an increase of the sum of the best internal lower bounds from 6195 to 6196. As to the number of instances solved to proven optimality by SCH, this is equal to 120 and 128 (out of 200 instances), respectively. For what concerns the average computing times, it can be noted that the execution of algorithm CFT in the optimization phase marginally increases the time of Phase 1 (from 8.68 to 11.99 seconds for T L = 30 seconds, and from 26.49 to 33.94 seconds for T L = 100 seconds).
The tables also show that, for both time limits, algorithm SCH outperforms the previous heuristics from the literature and the exact algorithm proposed in [13] . The gap corresponding to the heuristics from the literature is 197 for both time limits, while it is equal to 253 and 247, respectively, for the exact algorithm.
Results on the 2DBP instances
For 2DBP we tested all the instances proposed in the literature. As done for 2CBP, we consider two different time limits: T L = 30 seconds and T L = 100 seconds. For the former time limit, we set T G = 10 seconds and T E = 2 seconds, while for the latter time limit, we set T G = 25 seconds and T E = 5 seconds; in both cases we set K = 0, i.e., no heuristic fill procedure is executed (see the discussion in Section 4). As to algorithm HBP [8] , we used it in both Steps 3 and 4 of the column generation phase (see Section 4). For each criterion used for updating the object scores, the maximum number of iterations has been set to 1 in Step 3 (using HBP as a fast heuristic) and, in Step 4, to 100 (as suggested in [8] ) and 250 for T G equal to 10 seconds and 25 seconds, respectively. The same numbers of iterations are used for the iterative execution of the other greedy procedures considered in Step 4.
We first consider the instances proposed by Berkey and Wang [6] and by Martello and Vigo [32] . Each class is composed of 50 instances (10 instances for each value of n ∈ {20, 40, 60, 80, 100}) thus a set of 500 instances has been considered. Tables 3 and 4 give the results obtained by algorithm SCH, for the two time limits respectively, after the application of the heuristics from the literature (comprehensive of the exact algorithm proposed in [33] , column "Initial Heuristics"), after the iterative execution of algorithm HBP [8] (column "After HBP"), at the end of the column generation phase (column "Phase 1") and at the end of the column optimization phase (column "SCH"). The entries of the tables for each class and value of n are analogous to those of Tables 1 and 2 .
The overall number of bins (with respect to the 500 instances) needed by the best solution found by the initial heuristics is 7308 and 7303 for the two time limits, respectively, with a gap with respect to the overall sum of the best known lower bounds equal to 135 and 130, respectively. The gap after the application of algorithm HBP is 99 and 94, respectively, while the remaining part of the column generation phase never improves the value of the best solution found. The gap of algorithm SCH is 75 and 70 for the two time limits, respectively. Thus the column optimization phase led to a saving of 24 bins for both time limits. Note that these savings have been obtained out of the 104 and 97, respectively, instances not solved to proven optimality at the end of the column generation phase.
In order to test the effectiveness of the approach, we compared the performance of algorithm SCH with that of the best algorithms proposed in the literature for 2DBP. In particular, we considered the exact algorithm by Martello and Vigo [33] (column "Exact Algorithm"), the Tabu Search algorithm by Lodi, Martello and Vigo [31] (column "Tabu Search"), the Guided Local Search algorithm by Faerø, Pisinger and Zachariasen [19] (column "GLS") and the constructive algorithm by Boschetti and Mingozzi [8] (column "HBP"). Since the results of algorithm HBP reported in [8] were obtained by performing at most 100 iterations, without imposing any time limit, we also give the results of our implementation of the algorithm with T L = 30 seconds and T L = 100 seconds (column "HBP(T L)"). The results of our implementation of HBP obtained by performing at most 100 iterations are equivalent to those reported in [8] for what concerns the values of the best solution found, while our computing times are on average 4 times smaller than those given in [8] . Tables 5 and 6 give the results of algorithm SCH and of the algorithms mentioned above for T L = 30 seconds and T L = 100 seconds, respectively. The entries of the tables for each class and value of n are analogous to those of Tables 3 and 4, the only difference being that column "#opt * " replaces column "#opt".
In order to have a "fair" comparison of the algorithms we performed the following experiments. As to the exact algorithm proposed in [33] , we ran the corresponding code on our machine for the two time limits. As to the Tabu Search algorithm by Lodi, Martello and Vigo, we used the results reported in [31] for a time limit of 60 seconds; since these results were obtained on a Silicon Graphics INDY R10000sc 195 MHz (which is about 2 time slower than our machine), they can be compared with the results obtained by algorithm SCH with T L = 30 seconds. In [31] , the authors note that the Tabu Search algorithm in its best version (obtained by setting the maximum number of distinct tabu lists to 3) has good results when the time limit is 60 seconds, while there are very marginal improvements with higher time limits; thus, we report only the results obtained with that time limit (corresponding to T L = 30 seconds), disregarding Tabu Search in the experiments with T L = 100 seconds. Note also that the times in column T associated with Tabu Search (Table 5) should be halved in order to be compared with the other time values. For what concerns the Guided Local Search, we used the results reported in [19] ; these results were obtained on a Digital 500au workstation with a 500 MHz 21164 CPU (having 15.7 SPECint95 value, i.e., a speed almost equal to that of our machine) with the same time limits we used, thus allowing us to obtain an immediate comparison of the algorithms. The number of known optimal solutions found by the Guided Local Search algorithm [19] is given only for the experiments with T L = 100 seconds (see Table 6 ). Indeed, the results for each instance are not available for the experiments with T L = 30 seconds, so we omitted in Table 5 the corresponding number of instances solved to proven optimality. Finally, for algorithm HBP, we give in Table 5 both the results reported in [8] and those of our implementation, while in Table 6 only the latter are given. Note that the results reported in [8] were obtained on a Pentium III Intel 933 MHz, which is slightly faster than our machine. Tables 5 and 6 show that algorithm SCH outperforms, for both time limits, the best exact algorithm in the literature [33] and the Tabu Search algorithm proposed in [31] . As to the other two algorithms, HBP performs better than GLS for both time limits. When considering T L = 30 seconds, the gap for the latter is 129, while for the former it is equal to 102 when at most 100 iterations are performed (column "HBP") and to 92 when 30 seconds are given (column "HBP(T L)"). As mentioned before, the gap of algorithm SCH with time limit T L = 30 seconds is equal to 75, with a saving of 17 bins with respect to algorithm HBP(TL). When considering T L = 100 seconds, the gap of algorithm GLS is reduced to 111, that of algorithm HBP (T L) remains equal to 92, while the gap of algorithm SCH is 70, with a saving of 22 bins with respect to HBP(TL).
As to the average computing times, that of algorithm SCH is comparable with the one of HBP, and considerably smaller than that those of the exact algorithm and of algorithms Tabu Search and HBP(TL). The average computing times of algorithm GLS are not explicitly reported in [19] . However, a rough estimation, based on the number of instances not solved to proven optimality (hence requiring a computing time equal to the corresponding time limit), shows that the average computing times of GLS are at least 4 times larger than those of SCH.
Finally, we consider the other instances proposed in the literature: instances cgcut, proposed by Christofides and Whitlock [15] , gcut and ngcut, proposed by Beasley [2, 3] (all available in the ORLIB library, see Beasley [4] , web site http://www.ms.ic.ac.uk/info.html), and beng, proposed by Bengtsson [5] . Table 7 reports the corresponding results for algorithm SCH, for the exact algorithm by Martello and Vigo [33] , and for algorithms Tabu Search, GLS and HBP(TL), with time limit T L = 30 seconds. The results of algorithm Tabu Search are those reported in [30] , and have been obtained by imposing a time limit of 100 seconds (i.e., about 50 seconds on our machine). As for algorithm GLS, no results on instances of class beng are reported in [19] . The table gives, for each class, the range of the corresponding values of n, the number of instances of the class (column "# inst."), the sum of the best known lower bounds, and, for each algorithm, the same information reported in Tables 5 and 6 . The results with time limit T L = 100 seconds are omitted, since no improvement of the solution values occurred with respect to the case with T L = 30 seconds (only one more instance of class gcut was solved to proven optimality by the exact algorithm). Table 7 shows that for these instances as well algorithm SCH requires average computing times smaller than those of the other algorithms, with equal or better solution values. Note that for all the 536 instances considered in our test bed, algorithm SCH found the best upper bound known in the literature.
