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1. INTRODUCTION 
Let X be a compact Hausdorff space and let B(X) denote the Banach lattice of all real-valued 
bounded functions on X with the supremum norm I1" II. C(X) denotes the closed sublattice 
of B(X) consisting of all real-valued continuous functions on X. Let A(X) be a linear sub- 
space of C(X) which contains the unit function 1x defined by lx (y )  = 1 for all y E X. Let 
{T~,~ : a E D, ~ e A} be a family of bounded linear operators of A(X) into B(X), where D is a 
directed set and A is an index set, and let T be a bounded linear operator of A(X) into B(X). 
Then the family {To,h} is called an approximation process with respect o T on A(X) if for every 
f e A(X), 
lim [[T~,~(f) - T(f)[] = 0, uniformly in A • A. (1) 
In particular, if {Ta,~} is an approximation process with respect o the identity operator I on 
A(X), then we simply say that it is an approximation process on A(X) [1, Def. 1]. 
The purpose of this paper is to establish a theorem of Korovkin type concerning the convergence 
behavior (1) for the case where each T,~,~, is positive and T is a positive multiplication operator, 
and to give a quantitative version of this result under certain requirements. Consequently, the 
results of [2-4] can be improved by means of the higher order moments for A(X) = C(X) and 
T=/ .  
Applications will be made to various approximation processes induced by the method of .4- 
summability due to the author [5], which recovers that of Bell [6] (cf. [7,8]) including the method 
of almost convergence (F-summability) of Lorentz [9], AB-summability of Mazhar and Siddiqi [10] 
and order summability of Jurkat and Peyerimhoff [11,12]. Concrete examples of approximating 
operators can be provided by the Bernstein-Lototsky-Schnabl operators [1,13,14], the Bernstein- 
Schnabl operators [15-18], the generalized Stancu-Miihlbach operators [19,20] and the strongly 
continuous emigroups of Markov operators induced by them [21-26]. For the basic theory of 
semigroups of operators on Banach spaces, we refer to [27-30]. 
Typeset by .A~IS-TEX 
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2. A CONVERGENCE THEOREM 
Let (I) be a nonnegative function in B(X2), where X 2 denotes the product space of X and X, 
which satisfies the following condition: 
inf {(I)(x, y) : (x, y) E F} > 0 for every compact subset F 
of the complement of the diagonal set A _-- {(t, t) E X 2 : t  E X}.  
REMARK 1. If there exists a nonnegative function (I)0 E C(X 2) such that 
O < (~o(x,y) < (~(x,y), (x,y) E X 2, x ~ y, 
(2) 
then condition (2) is automatically fulfilled. 
Let {T~,~ : a E D, A E A} be a family of positive linear operators of A(X) into B(X) and let 
T be a multiplication operator defined by 
(3) T(f) = h f, for all f E A(X), 
where h is an arbitrary fixed nonnegative function in B(X). Let s be any fixed positive real 
number and suppose that 
Os( ., y) E A(X) for each y E X. (4) 
For any • E B(X:) such that ko(., y) E A(X) for all y E X, we define 
#a,),(fft)=sup{]T~A(k~(.,y))(y)[:yEX}, aED,  AEA. 
In particular, #~,~ ((I) 8) is called the S th moment for Ta,~ with respect o (I). 
LEMMA 1. / f  there exists an element so E D such that 
sup{iJT~,~ (1x)[[ :a_>s0,  aED,  AEA} <oc,  (5) 
lim #~,x ((I) s) = 0, uniformly in A E A, (6) 
and if 
then for every function g2 E C (X 2) satisfying 2(., y) E A(X) for a11 y E X and • = 0 on A, 
lim #a,~ (q/) = 0, uniformly in A E A. (7) 
PROOF. Let e > 0 be given. 
of ¢ in X 2 such that 
Then for each point ( E A, there exists an open neighborhood V¢ 
I~(x,y)[ < e, for all (x,y) EV¢. 
Let F denote the complement of U {V¢ : ~ E A}, which is a compact subset of the complement of
A. Let 
a = inf {(I)(z, y):  (x, y) E F} 
and 
b = sup {l (x,y)l : (x,y) e F} .  
By condition (2), a > 0, and so we obtain 
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for all y E X. Applying Ta,A to both sides of this inequality, it follows that for every y E X, 
[T~,~(k~(',Y))[ <_eT~A (1x) + (~)  T~,~ (~s(',y)). 
Therefore, we have 
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where y] and Y2 are two distinct points of X. 
#o,,;,('.I') _< e IIT,~,.x (lx)ll +/~/#,~, ,x  (~) ,  
which together with (5) and (6) implies (7) . I 
THEOREM 1. / f  (6) holds and there exists a strictly positive function u E A(X) such that 
lim [IT~,~(u) - T(u)l [ = 0, uniformly in A E A, (8) 
c~ 
then {Ta,~} is an approximation process with respect o T on A(X). 
PROOF. There exists a constant C > 0 such that u(x) > C for all x E X. Thus, for all a E D 
and all A E A, we have 
IIT,:,,,x (lx)ll <_ C- '  IIT~,;,(u)ll , 
which together with (8) yields (5). Now, let f E A(X), and we define 
(s(yl u(xl V(x ,y )  = f (x )  - \u (y ) ]  
for all (x, y) E X 2. Then @ E C(X2), ~(., y) E A(X) for each y E X and • = 0 on A. Thus, by 
Lemma 1, (7) implies 
lira T~,~( f ) - ( f )  Ta,~(u) =0, uni formly inAEA.  (9) 
Now for all a E D and all A E A, we have 
[[T~,~(f)-T(f),,<_ T~,~( f ) - ( f )T~,~(u)  + f ,,T~,~(u)-T(u),[, 
which establishes the desired result on account of (8) and (9). I 
COROLLARY 1. _If (6) and (8) with u = lx hold, then {T~,~} is an approximation process with 
respect o T on A(X). 
COROLLARY 2. I f  ¢~ : 0 on /k and if 
lim [ITa,A (¢s(., y)) _ ¢s(., y)[[ = 0, uniformly in A E A and y E X, (10) 
then, {Ta,~} is an approximation process with respect o T on A(X). 
Indeed, (10) gives (6), since (I) s = 0 on A and (8) is also satisfied with 
u(.) = ¢s(., YI) + ¢s(., Y2), 
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3. KOROVKIN TEST  SYSTEMS 
In this section we give some examples of 3, to which the results obtained in Section 2 can be 
applicable. For this in view of the classical Korovkin theory (cf. [31]) on the usual convergence 
of sequences of positive linear operators, we make the following definition: 
Let L be a positive linear operator of A(X)  into B(X) .  A subset S of A(X)  is called a Korovkin 
test system (or, briefly, KTS) with respect o L in A(X)  if for any family {L~,~ : a • D, A • A} 
of positive linear operators of A(X)  into B(X) ,  the relation 
lim [ [La ,A(g)  - L (g ) [ [  = 0,  
for every g • S implies that 
uniformly in A • A 
lim []La,A(f) - L(f)[[ = 0, uniformly in A • A 
for every f • A(X) .  In particular, if S is a KTS with respect o I in A(X) ,  then we simply say 
that it is a KTS in A(X)  (cf. [2, Def. 1]). 
A finite subset {fl,  f2 , . . . ,  fro} of A(X)  is called an extended Korovkin test system (or, briefly, 
EKTS) in A(X)  if there exists a finite subset {el, a2, . . . ,  a,~) of B(X)  such that 
m 
• (x,y) ¢(y,y) =0, 
i=1 
for all x, y • X and (2) is satisfied (cf. [2, Def. 2]). 
(1) Let {fl,  f2 , . . . ,  fro} be a finite subset of A(X) ,  and we define 
m 
¢(x,y) = a (y) (x,y) • x 2, 
i :1  
where each ai is a real-valued function on X such that • is a nonnegative function in 
B(X  2) satisfying (2). Obviously, condition (4) is fulfilled for s = 1. 
COROLLARY 3. / f  (6) holds for s = 1, then the set {fl ,  f2, . . . , fro} is a KTS  with respect to T 
in A(X) .  In particular, if the set {fl, f2 , . . . ,  fro} is an EKTS in A(X) ,  then it becomes a KTS 
with respect to T in A(X) .  
(2) Let p be any fixed positive real number, and let {gl, g2, . . . ,  gr } be a finite subset of A(X)  
separating the points of X such that 
I g i -g i (y ) lx iPcA(X) ,  i= l ,2 , . . . , r ,  yEX.  
We define 
and 
¢(x ,y)  = ~ Igi(x) - gi(Y)I p , 
i= l  
(x, y) • X 2, 
• ( P )  (gi)(y) = T~,)~ ([gi - gi(y)lxl  p) (Y), y • X. o~,A 
COROLLARY 4. I f  
r 
lira ¢(P> ~,A (gi) = 0, uniformly in A E A, 
i=1  
and i f  there exists a strictly positive function u 6 A(X)  satisfying (8), then {Ta,~ } is an approx- 
imation process with respect to T on A(X) .  
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This result recovers [25, Theorem 1] on the usual convergence for the case where 
G = {gl,g2,. . .  ,g~} (11) 
is a finite set. 
From now on it is supposed that p is an even positive integer and that A(X)  contains the set 
COROLLARY 5. The set 
Gp= {g~ : i=  l ,2 , . . . , r ,  j= l ,2 , . . . ,p} .  
is an EKTS in A(X), and so it is a KTS with respect o T in A(X).  In particular, the set 
is a KTS  with respect to T in A(X) .  
This result includes [25, Corollary l(a)] for the case where G is a finite set given by (11). 
Here as an application of Corollary 5, we mention several examples of KTS including the 
classical ones. 
Let X -- Xr be a compact subset of the r-dimensional Euclidean space R ~, and for i = 
1, 2 , . . . ,  r, ei denotes the ith coordinate function defined by 
el(X) -~ xi, x --~ (Xl,X2,...,Xr) EXr.  
Suppose that A(Xr) contains the set 
Ep={e~: i= l ,2 , . . . , r ,  j - -  1 ,2 , . . . ,p} .  
Then, the set 
Ep = lxr,  e U Ep_I 
is an EKTS in A(X,-), and so it becomes a KTS with respect o T in A(X,.). For the special case 
p = 2, the set 
E2~(  xX~'el'e2'''''er' ~e2}i=1 
is a KTS with respect o T in A(X~). Furthermore, in the case A(X~) = C(X~), T = I, this 
reduces to the result of Volkov [32]. 
Next, X = Yr be a compact subset of C ~, where C denotes the complex number plane. For 
k -- 1, 2 , . . . ,  r, we define 
uk(z) = Re(zk), ur+k(z) -- Im(zk), z ---- (Zl . . . .  , zr) e Y~, 
where Re(zk) and Im(zk) stand for the real part and the imaginary part of zk, respectively. 
Assume that A(Y~) contains the set 
up = : m = 1 ,2 , . . . ,2 r ,  j = 1 ,2 , . . . ,p} .  
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Then the set 
~, rn=l 
is an EKTS in A(Y~), and so it is a KTS with respect o T in A(Y~). 
Y~ = Ir ~, the r-dimensional torus, i.e., 
V" = {z = (Z l , . . . ,  z , )  e C' :  Izkl = 1, 
Therefore, if one takes 
k = 1 , . . . , r} ,  
then the set 
U~ = {1T~, Ul,U2,...,U2r} 
is a KTS with respect o T in A(~rr). 
Let B2,~(R r) denote the Banach lattice of all real-valued bounded functions f on ]R ~ which are 
periodic with period 27r in each variable with the norm 
[IfH = sup {[f(x)l : x e ~r}.  
C2~ (R ~) denotes the closed sublattice of B2~ (IR ~) consisting of all real-valued continuous functions 
on R ~. Then B(T ~) and C(T r) are isometrically isomorphic to B2~(R *) and C2~(Rr), respectively. 
For k = 1, 2 . . . .  , r, we define 
V k (X) = COS Xk,  Vr+ k (x) = sin xk, x = (Xl,. • •, x~) e N: r. 
Let A2,~(R r) be a linear subspace of C2~(R ~) which contains the unit function 1~ on ll~ r and the 
set 
Vp = {v J  :m = 1 ,2 , . . . ,2 r ,  j = 1 ,2 , . . . ,p} .  
Similarly, we define the operator T by (3) in the setting of the spaces B2~(R ~) and C2~(Rr). 
Then it follows from the above observations that the set 
v;--  2v'm uv,_l 
m=l  
is a KTS with respect o T in A2~(R~). For the particular case p = 2, the set 
v~ = {1R~, vl, v2, . . . ,  v2~} 
is a KTS with respect o T in A2~(Rr). Furthermore, in the case A2~(R") = C2~(R~), T = I, 
this reduces to the result of Morozov [33]. 
(3) Let (X, d) be a compact metric space, and let 
~(~, y) = v(d(x, y)), (~, y) e X ~, (12) 
where v is a function of [0, c~) into itself such that • satisfies Conditions (2) and (4). In 
particular, if v is a strictly increasing continuous function on [0, c~) with v(0) > 0, then 
Condition (2) is always satisfied by Remark 1. 
For example, the case where 
v(t) = t q for all t E [0, c~), 
where q is an arbitrary fixed positive real number, may be useful: Let X be a compact subset of 
a normed linear space (E, II" lIE). Then (12) reduces to 
O(x, y) = IIx - y[[~ (x, y) ~ x 2, 
for which Condition (4) is assumed for s = 1. Now we consider the following case. 
and 
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Let (H, (., .)) be a real pre-Hilbert space, and let X be a compact subset of H. We define 
• (x, y) = (x - y, x - y) = IIx - yll~/, (x, y) • x 2, 
~(y)  = (~, y),  y • x .  
Suppose that ~- • A(X)  and (., y) E A(X)  for every y • X, and let 
~,,~(y) = T~,~ ((., y)) (y), y • X. 
Then Condition (4) holds for s = 1 and we have the following. 
COROLLARY 6. Suppose that (8) holds u = 1x. If (6) holds for s 
approximation process with respect o T in A(X) .  In particular, if 
lim [[Ta,,X(T) -- T(~-)[[ = O, uniformly in A • A, 
and 
lim IIT~,~ - T (T ) I I  = 0, uniformly in A • A, 
cg 
then {T~,a} is an approximation process with respect o T on A(X) .  
For instance, one takes H = R r with the usual inner product 
(x, y) = xlyl  + x2y2 + "" + xry~. 
for x -- (Xl,X2,.. . ,x~), y = (yl,Y2,. . . ,Y~) E R r. Tbnn we have 
2 ~=e~+e~+. . .+~r ,  
and if for i = 1 ,2 , . . . , r ,  
1~ IIT,~,,x(ed - T(edll = 0, uniformly in A • A, 
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= 1, then {Ta,~} is an 
(13) 
then (13) holds. Consequently, E~ becomes again a KTS with respect o T in A(X) .  
We refer to [34] for detailed references on the several other contributions to the Korovkin type 
approximation theory, which is also extensively treated in the books of Altomare and Campiti [35], 
Anastassiou [36], Donner [37] and Keimel and Roth [38]. 
4. A QUANTITAT IVE  THEOREM 
In this section, it is assumed that X is metrizahle with the metric function d(x, y). For a 
function f • B (X)  and a real number 6 _> 0, we define 
w(f, 5) = suP{If(x ) - f(y)[ : x,y • X, d(x,y) ~ 6}, 
which is called the modulus of continuity of f.  Obviously, for each f E B(X) ,  ,;(f, .) is a 
monotone increasing function on [0, oc) with 
Note that 
co(f, 0) = 0, 0 <_ co(f, 6) ~ 211fll, (5 >_ 0. 
~(f ,  5) = ~(f ,  (~(X)), for all (~ ~ (5(X), 
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where 6(X) is the diameter of X and 
f 6 C(X) if and only if 8~n~oW(f, 6) = O. 
Also, for each 6 _> 0, w(', 6) is a seminorm on B(X). 
We give here a quantitative version of Theorem 1 in which we estimate the rate of convergence 
behaviour (1) by using the modulus of continuity of w(f, 6) of f ,  which satisfies the following 
condition. 
There exist constants C _> 1 and K > 0 such that 
w(f, ~6) ~ (C + K~)w(f, 6) (14) 
for all f • B(X) and all ~, 6 >_ 0. 
The following lemma is an immediate consequence of [2, Lemma 3(ii)], and it gives a sufficient 
condition such that (14) holds for C = K = 1, which can be more convenient for later applications. 
LEMMA 2. Let X be a compact convex subset of a normed linear space (E, [[. lIE), and let 
d(x, y) = IIx - YHE, x, y 6 X. 
Then condition (14) holds for C = K = 1. 
In order to achieve our purpose, it is always supposed that the following additional conditions 
are satisfied: 
cs(.,y) e A(X), for all s > 0 and all y E X; (15) 
there exists a constant q > 1 such that 
dq(x,y) <_ ¢(x,y), for all x,y 6 X. (16) 
Condition (16) already implies (2) (see, Remark 1), and so all the results obtained in Section 2 
hold. 
LEMMA 3. Let ~ be a positive linear functional on A(X), p >_ 1, 6 > 0 and y E X. Thcn for a11 
f e A(X), 
]~(f) - f(y) ~ (1x)[ _< {C~ (1x) + Kg(y)}w(f, 6), (17) 
where 
g(y) = min {6-P~o ((~P/q(',y)) , 6 -1 (~ (¢~P/q(',y)) I/P(~(1X))I-(1/P) } . 
PROOF. Let x be an arbitrary point of X. If d(x, y) > 6, then it follows from (14) and (16) that 
If(x) - f(y)[ <_ {C + 6-1Kd(x, y)} w(f, 6) 
< {c + 6- KCP/q(x,v)} 
which is always valid for d(x, y) < 6 on account of C _> 1. Therefore, we have 
[f - f (y ) l / ]  _< { CI x + 6-PKCP/q( ., y)} w(f , 6). 
Applying 9 to both sides of this inequality, we obtain 
[9(f) - f(y)~o(ix)J <_ {C~p ( lx )+6-PK~o(¢P/q( . ,y ) )}  ~o(f,6). (is) 
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On the other hand, putting p = 1 in (18) and using Hblder's inequality, we get 
[qo(f)-  f(y)~(1x)[ < w(f, 6) x {C~ (1x)+5-1K(w(c~P/q( ' ,y ) ) ) I /P (W(1x) ) I - (1 /P)} ,  
which together with (18) implies (17), for p > 1. I fp = 1, then (18) is clearly identical with (17). 
| 
Suppose that 
M = sup {IIT~,~ (Ix)N: A • A} < c~ (19) 
for each a • D. For any a • D, f • A(X), we define 
I]T~(f) - T(I)H h = sup {[[Ta,~(f) - T(f)[[ : A • A} 
which is finite because of (19). Obviously, {T~,~} is an approximation process with respect o T 
on A(X) if and only if 
lim [[T~(f) - T(f)[[A = 0, for every f • A(X). 
For each a • D and p > 1, we put 
which is finite by virtue of (19). We are now in a position to recast Theorem 1 in a quantitative 
form with the rate of convergence. 
THEOREM 2. Let u be a strictly positive function in A(X). Then for all f • A(X) and all a • D, 
IIT,~(Y) - T(Y)[IA < f IIT,~(u) T(u)IIA 
+inf{M(P'e)( f w(u, elz~(~P/q))+w(f,e#~(~P/q))):p>_l, ¢>0},  (20) 
where 
M(P'~)=sup{ CTa,~(lx)-4-Kmin{~-Plx,e-l(TaA(1x)) -(1/p)} :AEA}.  
In particular, T = I and T~,~(lx) = lx  for all a E D, A E A, then (20) reduces to 
IIT,~(/) - flit, < f IlT~(u) - ullA 
+inf{M(P'e)( f w(u,s#a(~P/q))+w(f,  elta(~P/q))):p>_l, ~>0},  
where 
PROOF. 
M (p'e) = C + Kmin  {~--I,c-P} .
Let y be an arbitrary point of X. Then for all f E A(X), a E D and all A E A, we have 
[Ta,~(f)(y) - T(f)(y)l < f(y) [Ta,x(u)(y) - T(u)(y)[ 
- u (y )  
+ ( f (Y )  -~  [TaA(u)(y) - u(y)Ta,~ (1x) (Y)I (21) 
+ IT,~,x(f)(y) - f(y)T.,x ( lx)  (Y)[ ~. 
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Now making use of Lemma 3 with ~(.) = TaA(.)(y), the second term of the right side of (21) is 
majorized by 
{ C% ~ ( l x ) (y) + K g~A (y) } -~S (Y) w(u, ~) + w(f,~)} , (22) 
where 
ga,,k(y)~min{~-P#~(ffgP/q) p , ~-liza(ff2P/q)(ra,,~(lx)(y))l-(1/P)}. 
If #~ (~P/q) > 0, then putting ~ = ~#~ (~P/q) in (22) and taking the supremum over all y • X, 
we arrive at 
IIT~,~(f) - T(f)[I <_ f IIT~,~(u) - T(u)l[ 
which establishes the desired estimate (20). If #~ (~P/q) = O, then (22) reduces to 
,fl s(y/I ~(u, ~/+ ~(s, ~/} C%,:~ ( lx)(y)  L I u---(~ I
and so (21) reduces to 
f(Y) iT~ ~(u)(y) - T(u)(y)i iTa,~(S)(y) - T(S)(y)l <_ -~  , 
CTo,~ (ix/(y) -{ S(y) ~(u,~) +~(S, ~)} + .-~ 
Letting f --* +0, we have 
S(Y) ]T,A(f)(y ) - T(f)(y)l < ~(y) ]T~,~(u)(y) - T(u)(y)], 
and so 
/ ,  
l iT.( f)  - T(f)i iA < ~ ii%(~) -- T(u)ilA, 
which clearly implies (20). | 
COROLLARY 7. For ali f • A(X) and a11 a • D, 
<_ ll ll lifo  / x/lln ÷ nf ii%(f)-T(f)ifn 
(23) 
In particular, i fT  = I and Ta,~ (1x) = 1x for a/1 a • D, )~ • A, then (23) reduces to 
I I%( f ) -  fllh ~ inf {M(P'e)w(f,e#r~ (ff2P/q)) :p )  1, e > 0}. 
REMARK 2. Let {gl, g2, . . . ,  gr} be a finite subset of A(X) separating the points of X and suppose 
that A(X) contains the set 
Gm= {g~/' : i = 1,2, . . . , r ,  j = 1 ,2 , . . . ,m},  
where m is an even positive integer. We define 
¢(x,  y) = ~ igi (x) - g~ (y)I m , (x, y) • x ~, 
4=1 
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for which Conditions (15) and (16) are assumed. Let q >_ p > 1. Then we have 
< 
i=l  j=0 
and so Corollary 7 yields the estimate for blr . ( f )  - T(f)I IA in terms of the corresponding quan- 
tities for the Korovkin test systems {1x} U Gm (cf. Corollary 5). 
COROLLARY 8. Suppose that dS(.,y) E A(X)  for all s > 0 and all y E X.  Then the conclusions 
of Theorem 2 and Corollary 7 hold for • = d q, where q _> 1 is an arbitrary fixed real number. 
Concerning the estimate of the rate of convergence stated in Corollary 6, we have the following. 
THEOREM 3. Let X be a compact convex subset of a real pre-Hilbert space (H, (.,)) with the 
metric 
d(x, y) : <x - y, x - y> 1/2. (24) 
Suppose that dS(.,y) E A(X)  for a11 s > 0 and a11 y E X.  Then for all f E A(X)  and ali a E D, 
[ IT. ( f )  - T(f)IIA --< Ilfll lIT. ( lx)  - T (ix)llA + inf {C(P'~)w (f, ¢#. (dP)): p >_ 1, ¢ > 0}, (25) 
where 
C(P'e)=sup( T . ,x (1x)q -min{~-P lx ,~- l (Ta ,A(1x) )  -(1/p)} :AEA) .  
In particular, i fT  = I and T.,x (1x) = 1z t'or all a E D, A E A, then (25) reduces to 
I[T.(f) - fl[A --< inf {C(P'e)ca ( f ,¢#.  (dP)): p >_ 1, ¢ > 0) ,  
where 
C (p'~) = 1 + min {e -1, e-P}. 
PROOF. This follows from Lemma 2 and Corollary 8 with q = 2. I 
REMARK 3. Let T and T~,~ be as in Corollary 6. Put 
~. = sup {11~.,~ -T(T)II : A e h}. 
Then we have an estimate of #.  (d2), where d is given by (24): 
# .  (d2) 2 _< [Irlt HT. ( ix)  - T (lx)[IA + lIT.(T) - T(T)IIA + 2r.. (26) 
In particular, if T = I, T.,~ ( lx)  = lx  and T.,p,((.,y)) = (-,y) for all a E D, ). E A and all 
y E X, then (26) reduces to 
#,  (d2) 2 = [[T,(T) - rllA" 
REMARK 4. The estimates obtained in this section give an improvement ofthose of [2, Section 3] 
(cf. [3,4]) for A(X)  = C(X)  and T = I. 
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5.  APPL ICAT IONS 
Sa (~) } Let A = 1. a ,m:aED,  AEA, mEN be a family of real numbers, where N denotes the 
set of all nonnegative integers, and let L be a bounded linear operator of A(X) into B(X). A 
sequence {Lm : m E N} of bounded linear operators of A(X) into B(X) is called an A-summation 
process with respect o L on A(X) if for every f E A(X), 
oo 
m:0  
uniformly in ~/E A, (27) 
where it is assumed that the series in (27) converges for each a E D, A E A and f E A(X). 
In particular, if {Lm} is an A-summation process with respect o I on A(X), then we simply 
say that it is an A-summation process on A(X) (cf. [1, Def. 4; 5, Def. 4]). This summability 
method recovers that of Bell [6] (cf. [7,8]), which includes the method of almost convergence (F- 
summability) of Lorentz [9], As-summability of Mazhar and Siddiqi [10] and order summability 
of Jurkat and Peyerimhoff [11,12]. 
Now we suppose that A is a positive, i.e., -(~) > 0 for all a E D, A E A, m E N and that ~a,m _ 
oo 
a(~)a,m = 1, for each a E D, A E A. (28) 
rn=0 
For examples of such families, see, for instance [1,2,4,5]. Let {Lm : m E N} be a sequence of 
positive linear operators of A(X) into B(X) such that 
-~a (~') IIL,n (1x)l] < c~, for each a E D, ~ E A. (29) 
m=0 
For any f E A(X), we define 
T~,~ = ~ a(~)~,mL-~JJ,(¢~ a E D, A E A, (30) 
m=0 
which converges in B(X) on account of (29). In particular, if the sequence {Lm (1x) : m E N} is 
bounded in B(X), then (29) and (19) hold because of (28). Consequently, all the results obtained 
in the previous ections are applicable to the family {T~A} and our results sharply extend the 
quantitative r sults of [39-42] to the setting of arbitrary compact metric spaces and more general 
A-summation methods. 
In the rest of this section, we mention several concrete xamples of approximating operators 
on C(X). 
We first take X = ]I~, the unit cube, i.e., 
II~ = {x = (x l ,x2 , . . . , x~)  e 1¢ ~ :0_< z i  _< 1, i = 1 ,2 , . . . , r} .  
Let {Bn : n > 1} be the sequence of Bernstein operators on C(]I~) given by 
~ (~ ~r ) f l (n )  k'(1--xo Sn(f)(x) . . . .  f ,..., ,n-k, 
k l=0 kr=0 i=l ki xi 
for f e C (fir) and x --- (xl, x2, . . . ,  Xr) e lit (see, e.g., [43]). For any positive integer k, we denote 
by B~ k the k th iteration of Bn. Then it can be verified that for all n, k > 1, 
Bn k ( l l r )= l~. ,  Bn k (e i )=e i ,  i=1 ,2 , . . . , r ,  
Approximation Processes 401 
and 
n'-) k Bkn (e 2) = ei + (1 -  (e 2 -e i ) ,  i=  1,2 , . . . , r .  
Now, let {ira : m • N} and {j,,~ : m • N} be sequences of positive integers. Take 
B}:, 
and define the operator T~,~ by (30). Then by Theorem 3 and Remark 3, we have the following. 
For all f • C (]Ir) and all a • D, 
IIT (S)- f l l ,  -< inf {c(~)w (f,¢~a):E > o}, 
where 
and 
l £-17.1/2 £-2r} 
C (~) = 1 + min 2 ' 4 
~= sup 1 -  a (~) 1 -  O~TD, 
rn=0 
:A•A 
(cf. [44,45]). In particular, for all f • C (]Ir) and all m E N, 
<_inf C~(~)w f ,¢ ~ :~>0 . 
I f  r = 1 and {ira} = {1}, this estimate can be sharpened further as 
- -  :¢>0 , 
where } C (~) = 1 + min £--1 C-4A 
' 16  ' 
by taking the fourth moment for Bjm with respect to d and making use of Theorem 3 (cf. [2-4,26]). 
Statements analogous to the above-mentioned results may be derived for the case where Bn, 
n _> 1, are the Bernstein operators on C (At) with the standard r-simplex 
A r = {X = (Xl,... , Xr) • M r Xi ~ O, i = 1 , . . . ,  r, X l  -~- ' ' '  ~- Xr < 1}, 
given by 
ki>O, kl+.. .+k~<n 
n[ 
( (k l !k2! . . .  k r [ )  (n  - k l  - k2 . . . . .  kr ) ! )  
~kl~k2 k,. (1 Xl  X2 Xr)n -k l -k2  . . . .  k~ X a~ 1 ~2 " ' 'X r  . . . . . . .  
for f C C(Ar )  and x = (Xl ,X2,. . . ,xr)  • Ar (see, e.g., [43]). These can be obtained in the 
following general setting. 
CAHi~ 30:3/6-AA 
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Let X be a compact convex subset of a real pre-Hilbert space (H, (., .)) with the usual metric 
d(x, y) given by (24), and let S(X)  denote the space of all real-valued continuous affine functions 
on X. If L is a Markov operator on C(X) ,  i.e., a positive linear operator of C(X)  into itself 
with L ( l x )  = lx ,  then for a point x E X, a Radon probability measure t% on X is called an 
L( S( X)  )-representing measure for x if 
L(f)(x)  = Ix  fdux, for every f E S(X),  
(cf. [46,47]). 
Let A = {A,~ : n > 1} be a sequence of Markov operators on C(X),  v (A) = {vz,~ : x E X,  n >_ 1} 
a family of Radon probability measures on X such that ux,n is an An(S(X))-representing measure 
for x, P = (pnj)n,j>l an infinite lower triangular stochastic matrix, Y = {Yz : x E X} a family 
of points of X,  and p = {pn : n > 1} a sequence of functions of X into [0, 1]. Then we define 
u(A,Y) = p~(x)t,~,,~ + (1 -- pn(x)) Cyx o An, X,n~p 
where ~t denotes the Dirac measure at t, and also defines the mapping 
n 
romp : X n --~ X, by (x l ,x2, . . .  ,xn) ~ Zpn jx j .  
j= l  
For a function f E C(X),  we define 
~(v(A)'Y)[ ~t~["v~ IX  Bn(f)(x) = n,P,p ~ j j~ j  = f ozcn,pd ® " (A,Y) 
n l~ j~n ~x'j'p ' 
which is called the n th Bernstein-Lototsky-Schnabl function of f on X ([1], cf. [13,14]). 
Now take 
Lm =Bjm, mEN,  
and define the operator T~,~ by (30). Then it follows from Corollary 6 that if lima #~ (d 2) = 0, 
then {T~,~} is an approximation process on C(X).  
Concerning the rate of this convergence, we have the following result, which gives an improve- 
ment of [2, Theorem 5], (cf. [4, Theorem 10]). 
THEOREM 4. Let ~n(x) = t,x,n (T) for all n >_ 1 and all x E X.  Suppose that An ((.,y)) = (.,y> 
for all n > 1 and all y E X.  Then the following statements hold: 
(a) I f  yx = x for a11 x E X,  then for all f E C(X) and ali a E D, 
- f[[h --< inf {K(e)w ( f ,¢~)  : ~ > 0},  (31) [IT~(f)
where 
and 
K (E) = 1 + min {¢-,,¢-2}, 
6a = sup (~) hm : A E A 
\ k Ilrn=O 
2 
k>_l 
(b) I f  pn = lx  for all n >_ 1, then for all f E C(X)  and all a E D, (31) holds with 
2 
hm -- ~ Pj,,~ k (~k -- q'). (33) 
k_>l 
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PROOF. Assume that Yx = x for all x 6 X. Then it follows from [2, Lemma 6 (ii)] and Remark 3 
that 
,) } V" a (;~) A ~ h 62. , ,  (d2) 2 =suP| l lZ_ ,  a,m(Bj~(T) - : = 
k lira=0 
Therefore, (31) follows from Theorem 3. The proof of (b) is similar. I 
As an immediate consequence of Theorem 4, we have the following corollary which gives the 
rate of almost convergence (F-summability) of {Bjm : m • N} in the sense of Lorentz [9]. 
COROLLARY 9. Let D = N\ {0} and A = N. We define 
1 a+A-  i 
T~,a= a Bj~, acD,  AEA.  
Then the assertions of Theorem 4 hold for 
~a= sup hm : A • A 
1/2 
Concerning the rate of the usual convergence, we have the following (cf. [4, Theorem 11]). 
COROLLARY 10. Under the assumptions of Theorem 4, the following statements hold: 
(a) I f  y~ = x for a11 x • X ,  then for a11 f • C(X)  and ali m • N, 
I lB jm(f)-  fll < inf {K(S)co ( f ,~ l lhm[ l l /2 ) :c> 0}, (34) 
where hm is given by (32). 
(b) I f  pn = lx  for all n >_ 1, then for a11 f E C(X)  and all m c N, (34) holds with hm being 
given by (33). 
REMARK 5. We have a simple estimate for 6~ and IlhmH being given as in Theorem 4 and 
Corollary 10: 
b~ <_ IIrll :/2 sup a~, m Pjmk:A •A , a•  D; Ithml] < H'r]l~_,pjmk, m•N.  
m=0 k_>l k_>l 
Consequently, Corollary 10 gives a quantitative version of the convergence theorem of Gross- 
man [13] (cf. [14, Satz 1]) in the setting of compact convex subsets of real pre-Hilbert spaces (cf. 
[2, Corollary 6 and Remark 6; 4, Theorem 11]). 
From now on, we suppose that 
An = I, n > 1, Yz = x, x E X,  
p~=lx ,  n>_l ,  ~ .n=uz ,  xEX,  n_>l ,  
where ux is a representing measure for x (i.e., an I(S(X))-representing measure for x) such that 
the mapping p 
x ~-~ v(f)(x) = ~x(f) =/x  fd~x 
belongs to S(X)  for every f E C(X).  Thus, each B~ maps C(X)  into itself and B1 = u is a 
positive projection operator of C(X)  onto S(X)  (cf. [1, Remark 7; 13, Proposition]). Take 
im 
Lm = Bjm m E N, 
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and define the operator Ta,~ by (30). Then we have the following theorem. 
THEOREM 5. Let {ma : ~ • D} be a net of positive integers and put 
T mt~ P,~,A = ~,  a • D, AEA. 
Then for a11 f • C(X)  and ali a • D, 
IIP,~(f) - flIA --< inf {T(e)w(f,  eO,~):e > 0}, 
where 
and 
T (~) = 1 + min { l l . ( r ) -  ~-111/2 e -L  IIv0 ") - ~'11 e -2},  
Oa = (sup{1 -na,x  :A • A}) 1/2 
na,X --- a (~) 1 2 a,m -- P j ,~k 
m=O k>_l 
PROOF. By [2, Lemma 6 (iii)], we have 
Bn(T) = T + ~-~p2 k (V(T) - T), 
k>_l 
Bny = y. 
Therefore, by induction on the degree m of iteration of Bm it can be verified that (()m) 
Bnm(T) = T + 1 -  1 -  ~'~p2 k (V(T) -- T), 
k>_l 
S~l ]  ~ i]. 
Consequently, the desired result follows from Theorem 3 and Remark 3. 
COROLLARY 11. Let D = N\{0} and let A be a subset of N. We define 
o~+A-- 1
1 B~=, a • D, Ta,A = a 
rn=A 
AEA,  
and let Pa,A be as in (35). Then for a11 f 6 C(X)  and all ~ 6 D, (36) holds with 
na,x = 
(35) 
(36) 
(37) 
(as) 
COROLLARY 12. For ali f 6 C(X)  and 311 m 6 N, 
IIB = (s)- sll -< inf 'r(~)w f ,e  1 - 1 -  ~- '~pj2 k 
k>l / 
< inf T(e)W f,e *m ZP J - ,k  : e > 0 . 
\ k>~ / 
:e>O}F 
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Finally, we restrict ourselves to the case where P = (P'~J)nj>_x is the arithmetic Toeplitz matrix, 
i.e., 
1 
Pnj = - ,  l < j < n, Phi=O, j > n. 
n 
In [24] we showed that there exists a unique strongly continuous emigroup {W(t) : t > 0} of 
Markov operators on C(X)  such that for every f E C(X)  and for every sequence {kn} of positive 
integers with limn-~oo kn/n = t, t > O, 
and 
l i ra  IIB~ '~ ( f )  - W(t)( . f ) [  ] = 0 (39) 
n--.oo B~n (:) - W( tu) ( f )  du = O. 
i=0 
Let {xa : cr E D} be a net of positive real numbers with lime xa = O, {Ya : a E D} a net of 
positive real numbers with lima ya = +c¢ and {ma} a net of positive integers. For any f E C(X)  
and a E D, we define 
Wa(f )  = (W (xa)) m~ (f)  = W (maxe)  (f), 
1 f z~ aa(f )  = x--: Jo W( t ) ( f )d t  
and 
f0 Cx~ 
Re(Y) = Ya exp( -yat )W(t ) ( f )  dr, 
which exist in C(X).  Then it follows from [25, Theorem 3] that if lima ma xa = 0, then 
{Wa : c~ E D} and {ama : a E D} are saturated in C(X)  with order 1 - exp( -ma xa) and 1 - 
((1 - exp( -xa) ) /xa)  m~, respectively, and that if lima ma/(ya + 1) = 0, then {R ma : c~ E D} is 
saturated in C(X)  with order 1 - (Ye/(Ya + 1)) m° • Concerning the direct estimates of the degree 
of approximation for these processes, we have the following. 
THEOREM 6. Let T (~) be as in (37). 
IIWe(f) - fll < inf {T(~)W 
Then for 
(f,~(1 - 
<inf (T (~)~( f ,e (me 
,o:o/ .  , 
<inf ( r ( s )w( f ,e (ma 
all f E C(X)  and all c~ • D, 
ex,(- o xo) : ) : ,  > O} 
• o : )  : > 0}, 
_ :6>0} 
and 
IIR~(f)--fl[<_inf(T(~)w(f, 
(ye + 1)) ) :~>0 
:~> 0} 
PROOF. Let t > 0 and let {kn} be a sequence of positive integers with lim~-.oo kn/n = t. Putting 
m = kn, Pnk = 1In in (38) and letting n tend to infinity, it follows from (39) that 
W(t)(T) = ~ + (1 - exp(-t))(u(~-)  7), W(t)~ = u. 
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Thus we have 
and so 
as(r )  =T+ (1- (1- exp(-xa))'~ (U(T x ,~ } --'r), 
W,~(T) = r + (1 -- exp (--rna xc~) ) (v(r) -- r ) ,  
and 
\y~ + 1/  / (~(~) - T). 
Therefore, the desired estimates follow from Theorem 3 and Remark 3. 
REMARK 6. Let T~,~ be as in Corollary 11. Then for all f • C(X)  and all a • D, 
I IT~($)- SIIA M inf {7(~>w(f,~'ya):e > 0}, 
where 
7a = sup m=~ 1 - 1 - Jm ] ] : A e A 
In particular, if {ira} = {1}, {jm} = {m} and A = N\{O}, then we have 
_o_, } ° 
REMARK 7. Applying Theorem 3 and Remark 3, all the corresponding results of this section 
are also obtained for the Bernstein-Schnabl operators due to Altomare [15] (cf. [16-18]), the 
generalized Stancu-Mfihlbach operators of Campiti  [19] (cf. [20]) and the strongly continuous 
semigroups of Markov operators induced by them (cf. [21-23]) in the context of compact convex 
subsets of real pre-Hilbert spaces. 
We refer to [48-50] for detailed references on the other contributions to approximation of 
functions by Bernstein-type operators. 
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