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Abst ract - - In  this paper, we present adecentralized dynamic load scheduling/balancing algorithm 
called ELISA (Estimated Load Information Scheduling Algorithm) for general purpose distributed 
computing systems. ELISA uses estimated state information based upon periodic exchange of exact 
state information between eighbouring nodes to perform load scheduling. The primary objective 
of the algorithm is to cut down on the communication and load transfer overheads by minimizing 
the frequency of status exchange and by restricting the load transfer and status exchange within the 
buddy set of a processor. It is shown that the resulting algorithm performs almost as well as a perfect 
information algorithm and is superior to other load balancing schemes based on the random sharing 
and Ni-Hwang algorithms. A sensitivity analysis to study the effect of various design parameters on 
the effectiveness of load balancing is also carried out. Finally, the algorithm's performance is tested 
on large dimensional hypercubes in the presence of time-varying load arrival process and is shown 
to perform well in comparison to other algorithms. This makes ELISA a viable and implementable 
load balancing algorithm for use in general purpose distributed computing systems. (~) 1999 Elsevier 
Science Ltd. All rights reserved. 
Keywords - -D is t r ibuted  computing system, Load balancing, Load scheduling, Sensitivity analy- 
sis, Time-vaxying loads. 
1. INTRODUCTION 
Distr ibuted Comput ing  Systems (DCS), with their  at t ract ive features of high performance, avail- 
ability, and extensib i l i ty  at  low costs, have found wide appl icat ions in present day comput ing 
environments.  Such systems typical ly  consist of several processing nodes/processors  intercon- 
nected through a communicat ion etwork. Jobs are assumed to arrive independent ly  at the 
processors. Due to the uneven and random arrival of jobs at the different processors and/or  due 
to the difference in their  processing capacit ies, quite often there is a bui ld-up of jobs at  some 
processors, while other processors remain underloaded. To derive max imum benefit from the 
considerable processing capac i ty  offered by a DCS, jobs from overloaded processors have to be 
rescheduled to under loaded processors to improve the overall processor ut i l izat ion of the DCS. 
Livny and Melman [1] show that ,  for pract ical  values of the rat io of arr ival rate to the service 
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rate, the probability that a homogeneous system is in a state in which one job waits for service 
at some processor and at least one processor is idle elsewhere in the system, is remarkably high 
and that in a system with more than ten servers, almost always a processor is idling while a job 
is waiting for service at another processor. Eager et al. [2] show that even simple load sharing 
policies yield significant improvements in performance over the no sharing case. These papers 
demonstrate the usefulness ofload sharing in homogeneous systems, where the arrival and service 
rates at all the processors are identically distributed, and so it is expected that the performance 
of all the processors in the mean will be the same even without load sharing. In a heterogeneous 
system, the arrival and service processes follow different distributions in different processors, as 
a consequence of which the performance of the processors in the system in the mean, are differ- 
ent. Thus, the performance of heterogeneous systems how remarkable improvement when load 
sharing is implemented [3-5]. 
Load scheduling has a significant impact both in real-time distributed systems [6-11] and in 
general purpose distributed systems [3-5,12-19], though the objective these systems are different. 
In real-time systems, the purpose of load scheduling isto minimize the cumulative execution time, 
or to minimize the probability of failure to complete a real-time task in its allotted timc termed 
as probability of dynamic failure [7,8,10,11]. Such systems do not fall under the purview of this 
paper. On the other hand, in general purpose systems, load scheduling tries to achieve a perfect 
load balancing in terms of the queue lengths, or it tries to minimize the average system response 
time. Our system of interest is the general purpose distributed computing system in which 
rescheduling of jobs is done based on the current queue lengths at each processor. In a general 
purpose system, the generic lass of load scheduling algorithms have been classified in many ways. 
Casavant and Kuhl [20], Whomasian [18], Shivaratri et al. [15], Wzafestas and Triantafyllakis [21], 
grueger and Livny [22], Shirazi et al. [23], Wang and Morris [19], and Anand [24] have discussed 
in detail the various classifications of load scheduling algorithms. 
In general, any load scheduling algorithms consists of two basic policies--transfer policy and the 
location policy [10]. In the context of general purpose systems, transfer policy determines whether 
a processor is overloaded or not, and the location policy determines a suitably underloaded 
processor. Based on the information used by these two policies and their implementation, load 
scheduling algorithms are classified as static, dynamic, or adaptive [15]. In a static algorithm, the 
scheduling is carried out according to a predetermined policy. The state of the system at the time 
of scheduling is not taken into consideration. On the other hand, a dynamic algorithm adapts 
its decisions to the state of the system where state could refer to the number of jobs waiting 
in the queue to be processed. Adaptive algorithms are a special type of dynamic algorithms 
where the parameters of the algorithm and/or the scheduling policy itself is changed based on 
the global state of the system. Dynamic algorithms are further classified based on the status of 
the processor which initiates the load transfer process, i.e., whether it is an overloaded processor 
(a sender processor) or an underloaded processor (a receiver processor). Accordingly, algorithms 
are classified as sender-initiated or receiver-initiated [15,19]. 
According to another classification, based on the degree of centralization, load scheduling 
algorithms could be classified as centralized or decentralized [15]. In a centralized system, the 
load scheduling is done by a single processor. Such algorithms are bound to be less reliable 
than decentralized algorithms, where load scheduling is done by many, if not all, processors in 
the system. However, decentralized algorithms have the problem of communication verheads 
incurred by frequent information exchange between processors. Similarly, in dynamic algorithms, 
in deciding whether to transfer a load or not, and if so, to which processor, the information 
regarding the state of the system (current and/or earlier state) is often used. The information 
is collected through periodic or aperiodic broadcasting (or multicasting). Since the dynamic 
algorithms adapt to the changing system conditions, this class is expected to perform better 
than those belonging to the class of static algorithms. But, the communication a d computation 
overheads are naturally higher. Besides, the information a processor has, pertaining to the states 
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of the other processors, may be outdated ue to the delay in collecting the data. As this delay 
increases, the performance of such algorithms degrades considerably [5,25]. In a dynamic load 
scheduling scheme, with periodic status broadcasting, one way to alleviate the degradation caused 
by the delay is to increase the frequency of status exchange. This causes increased overheads [4] 
and a stage is reached when further increase in the frequency of status exchange deteriorates the 
performance of the algorithm and ultimately lead to instability. Stankovic [26] has discussed the 
stability aspects of load scheduling algorithms. 
In this paper, we present a new decentralized dynamic load scheduling algorithm, called the 
Estimated Load Information Scheduling Algorithm (ELISA), in which the problem of frequent 
exchange of information is alleviated by estimating the load, based on system state information 
received at sufficiently large intervals of time. The algorithm is designed to reduce the commu- 
nication delays by reducing the need for status exchange. Details are presented in Section 2. 
There are a few other load scheduling algorithms in the literature which make use of estimation 
of load in the form of either the queue length or the mean service time for the remaining jobs on 
queue, as a basis for load balancing [4,12]. In [4] two algorithms, that minimize control overheads, 
are proposed based on estimation of load in the neighbouring processors using a more recently 
used paradigm. In [12], Hsu and Liu discuss algorithms in which each processor estimates the 
load levels in each of the other processors in terms of the unfinished work, using state information 
exchanged periodically. In one of the algorithms proposed, the load scheduling is done based on 
the queue length information received uring the periodic status exchange. As and when jobs 
arrive at the processors, the decision on whether to transfer, and if so to which processor, is 
taken. The algorithm that we present in this paper is similar to this idea, in the sense that our 
algorithm also schedules loads based on queue lengths. But these queue lengths are estimated 
at the transfer epochs based on the exchanged queue lengths at the status exchange instants. 
The transfer of jobs is not aperiodic as in [12], but is done during the estimation and status 
exchange instants only. Most scheduling algorithms available in the literature implicitly assume 
that the arrival process has a constant rate of arrival. Though most of the scheduling algorithms 
could be used for varying arrival rate, the performance is likely to be worse than when the rate 
is constant. It would be more practical, if the algorithm could handle an arrival process with 
variable rate of arrivals as well as it would a constant rate. The algorithm that we propose here 
takes these variations into account by estimating the arrival rate and using this estimated arrival 
rate instead of the actual rate. Thus, the processors do not have an a priori information of the 
rate of arrival and so variations in the arrival rates do not deter the processors from making as 
good an estimate as when the variations are not there. In [12], Hsu and Liu ignore the arrival 
process altogether, but use an estimating procedure for the service process only. In a practical 
scenario, it often happens that the rate of arrival is a time-varying quantity. But, it is reasonable 
to assume that the rate of servicing is fixed with respect o time, so long as we assume jobs of 
the same kind being processed in the system (for example, in a airlines reservation system, the 
arrival rate of customers varies with the time of day while the time taken to service ach customer 
is almost the same at any point in time). So, an estimation of mean arrival rate appears to be 
more reasonable than an estimation of mean service times. 
In earlier works, the performance ofdynamic algorithms involving estimation procedures have 
not been compared to other standard and well-known algorithms for load scheduling such as 
Tantawi and Towsley's model [17] or Ni and Hwang's model [13]. Such an attempt has been 
made in this paper, and it gives a good idea of where ELISA stands with respect o these well- 
known algorithms. The reason for selecting these algorithms is that they have been used to 
construct efficient and widely used dynamic algorithms. We too shall use them in a dynamic 
framework. These algorithms have been proved to be optimal and their efficacy is supported 
by analytical results. In our simulation study, we compare the performance of ELISA with the 
following algorithms: No Sharing (NS) algorithm (where no load scheduling is done), Perfect 
Information Algorithm (PIA) (a dynamic load scheduling algorithm that schedules loads with 
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actual information of the states being made available at every transfer epoch), Random Scheduling 
(RS) algorithm (a static scheduling algorithm in which a job on arrival is randomly scheduled to 
one of the processors in the system), Ni-Hwang (NH) algorithm [13] (a stochastic load scheduling 
algorithm adapted to a dynamic environment, and similar to the Tantawi-Towsley algorithm [17]). 
The paper is organized as follows. Section 2 describes in detail the important issues involved 
in the design of ELISA. Section 3 presents the existing load balancing algorithms that are used 
for comparison with ELISA. Section 4 presents imulation results comparing the performance of
these algorithms with ELISA in terms of several performance metrics and a detailed performance 
sensitivity study of ELISA with respect o its design parameters. This study is restricted to a 
simple two processor model in order to illustrate certain salient features of ELISA which usually 
get obfuscated in a larger system. Finally, in Section 5, we present he results of a simulation 
study carried out in large multidimensional complete hypercubes, and demonstrate the superiority 
of ELISA over the other load balancing algorithms. Section 6 concludes the paper. 
2. ESTIMATED LOAD INFORMATION 
SCHEDULING ALGORITHM (ELISA) 
As in many queuing theoretic models [27], we model a processor as a server with an infinite 
buffer. Although we assume that jobs arrive randomly at each processor i in a Poisson stream 
with a mean arrival rate of Ai and with service times exponentially distributed with mean 1//~i, 
the algorithm presented is also valid for a general service time distribution. In which case, only 
the estimation procedure would undergo a change. 
2.1. The ELISA Algor i thm 
The basic idea behind ELISA is that at periodic intervals of time Ts, called the status exchange 
interval, the processors in the system exchange their status information which consists of the 
queue length at the instant of information exchange and an estimate of the arrival rate. The 
instants at which this information exchange takes place is called a status exchange poch. In 
Figure 1, T~ and Tn-1 represent the status exchange poch. Each status exchange interval 
is further divided into equal subintervals called estimation intervals Te. Obviously, Te < Ts. 
The points of division are called estimation epochs. In Figure 1, t l , t2, . . .  ,tin-1 represent the 
estimation epochs. Further, we define a neighbourhood, termed as a buddy set, for each processor. 
At the estimation epochs, every processor estimates the load in the processors belonging to its 
buddy set. In this paper, we assume that the buddy set consists of the immediate neighbours 
only (that is, those processors which are one hop away). The status exchange pochs and the 
estimation epochs together constitute the set of transfer epochs (Tn-l,tl,t2,...,trn-l,Tn) in 
Figure 1. In practice, all these epochs are actually small intervals in time, but as they are very 
small compared to Ts and Te, we refer to them as time instants or epochs. At the transfer epochs, 
rescheduling of jobs is carried out. Thus, the decision to transfer jobs is taken and the actual 
transfer of jobs is done at the transfer epochs. By  making the interval between status exchange 
Ts J 
fl t2 trn-2 trn'l 
I I I ff J I I 
Tn_ 1 Tn 
Figure 1. Estimation and status exchange intervals. 
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epochs large, and by restricting the exchange of information to the buddy set, the communication 
overheads are kept at a low value. Finally, by transferring jobs only at the transfer epochs, 
overheads on the scheduler is also kept low. 
The load scheduling decision is taken as follows: from the estimated queue lengths of the 
processors in its buddy set, and the accurate knowledge of its own queue length, each processor 
computes the average load on itself and its buddy set. Processors in the buddy set, whose 
estimated queue length is less than the estimated average queue length by more than a threshold 8, 
form the active set. Now the processor under consideration transfers jobs to the processors in 
the active set until its queue length is not greater than 8 more than the estimated average queue 
length. The value of 8, which is fixed a priori, is of importance to the performance of ELISA. 
If we consider a system where all the processors are of the same speed (homogeneous system), 
then balancing in terms of queue lengths would mean that the jobs are rescheduled such that 
the queue lengths are almost equal. But, in a heterogeneous system, it is more meaningful to 
make the scaled version of the queue lengths equal, the scaling being done with respect o the 
service rates of the processors. In our algorithm, this can be achieved, to some extent, by fixing 
the threshold 8 in such a way that the average response time of the system is a minimum. 
In estimating the queue lengths, an estimate of the arrival rate is used instead of some a priori 
assumed constant arrival rate. This is done in order to take into account he fact that normally 
the job arrival rate in a distributed computing system is not constant with respect o time and 
no processor in the system is aware of the arrival rate of jobs a priori. Each processor estimates 
the job arrival rate by considering the number of arrivals in a certain fixed interval of time (called 
a window) just prior to the instant at which estimation is done. The size of this window depends 
on how rapidly the arrival rate varies with time. If the window is too large, the effect of arrivals 
much earlier in time may distort the actual arrival rate, whereas, too small a window results 
in a poor estimate of the arrival rate. On the other hand, if the arrival rate does not fluctuate 
too much with time, larger the window considered, better would be the average. But this could 
result in unnecessary overheads in storing the arrival information too distant in the past. This 
concept is similar to the idea of moving averages used in signal processing literature. Here, we 
consider the window to be an integer (N) multiple of Ts. Other notations used in the algorithm 
are: m (the integer denoting m × Te time units from the last status exchange instant), n (the 
integer that corresponds to the count of status exchanges), and i (processor index). 
PROCEDURE. TRANSFER. (Computation of transfer probabilities and transfer of jobs.) 
1. Find average queue length of the processors in the buddy set. 
2. If queue length of a processor is greater than the average queue length (computed in 1) 
then: 
(a) construct the active set as follows: if a processor in the buddy set has a queue length 
less than the average queue length, include the processor in the active set; 
(b) compute the probability of transferring from the processor (source) to each processor 
(destination) in the active set such that the source processor load in excess of average 
queue length is distributed among processors of active set. 
3. Transfer the jobs as per the probabilities computed in 2(b). 
MAIN ALGORITHM. 
At the status exchange epoch, for each processor: 
I. estimate arrival rate by averaging the number of arrivals over the previous N status 
exchange intervals; 
2. communicate status (queue length and estimate of arrival rate) to all processors in the 
buddy set; 
3. call transfer. 
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At the estimation epoch, for each processor: 
1. estimate the queue length for each processor in the buddy set; 
2. call transfer. 
Note that in the above algorithm, there is a small nonzero probability that a load can shuttle 
between processors. This can be prevented in various ways. For example, we could keep track of 
the number of times a particular load has been transferred. If it exceeds a predefined maximum, 
the load will not be transferred any more. Another way is to make the load join not at the end 
of the queue, but at the position where it should have been if the job had arrived at that queue. 
This means that we keep track of the time at which it arrived at the system. This reduces the 
probability of the load getting transferred once again. 
2.2. Est imat ion Scheme for Queue Lengths 
We model the arrivals and departures at a processor i as independent Poisson processes with 
means Ai and #i, respectively. Suppose processor i were to estimate the load on processor j as 
nj(Tm) at a time Tm= To + Te, when the actual oad on j at To is hi(To). Then 
92j(T01) --~ nj(To) -.~ mj(Te), (1) 
where mj(T~) is the actual number of jobs added to the queue at processor j in the time inter- 
val Te. It is obvious that mj(T~) could be negative, zero, or positive, depending on whether the 
number of arrivals is less, equal, or more, than the departures, respectively. But nj(T01) cannot 
take negative values. So, the smallest value that mj(Te) can take is -nj(To). Let us denote the 
estimate of hi(To1) as ffj(Tm ). Then 
oo 
?~j(T01 ) --~ hi(To) + ~ mj(Te) X p(rr~j(Te)), (2) 
mj(T~)=-nATo) 
where p(mj (Te)) is the probability that mj (Te) number of jobs that have been added to the queue 
in the interval Te, and is given by 
oo 
p(mj (Te) )  = p(k arrivals in T~) x p([k - mj(Te)] departures in Te) 
kffimj (T~) 
(3) 
e-X~T'(AjTe) k e- "~T"(#~T~)k-mJ(Te) 
× V" 
z.., k! (k - mj(Te))! k=mj(T.) 
Depending on the accuracy required, computations of p(mj (Te)) and ffj (Tin) can be terminated 
after computing a sufficiently large number of terms in (2) and (3). Note that in (3), instead of 
using the actual arrival rate Aj, the estimated arrival rate, ~j is used during computation. 
2.3. Performance Metrics 
In the literature, several performance metrics have been discussed for the job scheduling prob- 
lem. Usually the metric of interest would be governed by the system and its function. In a 
real-time system, the cumulative or total execution time is a metric predominantly considered. 
Other variants include average laxity (or lateness), average arliness and tardiness, probability 
of dynamic failure in soft and hard real-time systems (like in [6,11], respectively), etc. In a gen- 
eral purpose distributed system, some of the commonly used performance metrics include mean 
response time, root-mean-square difference in queue lengths [12], mean system time (that is, the 
expected time to complete very job already present in the system [3]), system throughput ( hat 
is, the number of jobs processed by the system [30, mean waiting time in the queue, the average 
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idle time of the processors in the system, etc. In the present paper, we consider three performance 
metrics of relevance at three different levels. 
At the job level, we consider the mean response time (MRT) of the jobs processed in the system 
as the performance metric. If n jobs are processed in a given session then 
MRT = 1 ~(  
- comp.timei - arr.timei), 
n i~l  
(4) 
where arr.timei is the time at which the ith job arrives and comp.time~ is the time at which it 
leaves the system. The delay due to transfers, the waiting times in the queues, and the processing 
time, together constitute the response time. 
At the processor level, we consider the idle time of the processors as the performance metric. 
It is the time for which a processor is idle when there is at least one job waiting in a queue at 
another processor. It may be expressed as a fraction of the total session length. 
At the system level, we consider the difference in queue lengths (DQL) in the processors. The 
metric is normally expressed as the root mean square of the differences in the queue lengths 
(rms.DQL) of all pairs of processors in the system averaged over the elapsed session duration. 
Let there be M processors in the system. Then 
1/0 [1 {rms.DQL = ~ M(A I -  . .  }]1/ 1) E E (q'leni(t) -q ' lenj  (t))2 
i= l  j= l  
dr. (5) 
A pair (i, j) of processors can be selected in MC 2 ways, but by summing over i and j in (5) 
each pair of processors i considered twice. Hence, we divide the mean square difference by 2. 
The square root of the resulting expression is then averaged over the elapsed session length T to 
obtain the rms.DQL. The objective of load balancing is to minimize the rms.DQL. 
3. SOME EX IST ING LOAD BALANCING ALGORITHMS 
In this paper, the performance of ELISA is compared with the performances of certain standard 
algorithms. At one extreme, we have the No Sharing iNS) case, which is equivalent to M MIMI1 
queues. At the other extreme, we have the Perfect Information Algorithm (PIA), where the 
information, based on which load balancing is done, is considered to be perfect. Somewhere in 
between these two extremes lie the Ni-Hwang (NH) algorithm and the Random Sharing (RS) 
algorithm. All these algorithms hare the same framework for load transfer as ELISA in the 
sense that the transfers take place only at the transfer epochs, although the decision to transfer 
can be taken at any point in time. 
3.1. Perfect Informat ion Algor i thm (PIA) 
This scheme is similar to ELISA. But it is assumed that at the transfer epochs, each processor 
has perfect information about he state of every other processor in its buddy set. This algorithm 
can be summarized in the following steps using the same notations as in ELISA in Section 2. 
Procedure Transfer is the same as in ELISA. 
MAIN ALGORITHM. 
At the transfer epoch, for each processor: 
1. communicate status (queue length) to all processors in the buddy set; 
2. call transfer. 
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3.2. Ni-Hwang (NH) Algorithm 
In [13], Ni and Hwang discuss a static load balancing strategy for a multiple processor system 
with many job classes. Their results are also valid for a single job class, as considered in this 
paper. The algorithm has been adapted to dynamic environments and shown to be successful. In 
this algorithm, each processor is assumed to possess a scheduler. The scheduler decides whether 
a job that has arrived at that processor has to be processed locally or needs to be transferred, 
and if so, to which processor. A typical processor is shown in Figure 2. Let p~j denote the 
probability of assigning a job, that has arrived at the i th processor, to the j th  p rocessor .  If the 
scheduler decides to process the job locally, then the job is put into the local queue and taken 
up for processing as and when the processor becomes idle. On the other hand, if the scheduler 
decides to transfer the job, then the job is tagged with the destination processor number and put 
into the transfer queue. It gets transferred only at the next transfer epoch. 
Jobs lranslerred 
from other nodes 
Scheduler 
~?  P~ 
I(I-P)~, 
Processor with 
memory unit 
tlllllO, 
Local Queue 
Tronsler Queue 
IIIII 
to other nodes 
Figure 2. Model of a typical processor in the NH model. 
It is quite obvious that a processor with a higher service rate should have a higher probability 
of being assigned jobs. In the NH algorithm, without any loss of generality, the processors can 
be arranged with respect o their service rates {]~j}M 1 as 
/~i ~ //2 ~> " ' "  ~-- /~M ~> 0. 
Now, a constant k is determined such that, 
where, 
(0) 
if I _< k < M, 
if k = M, (7) 
k k M 
/=1 i=1 i=1 
Let sj denote the probability of scheduling a job to the jth processor. If the arrivals are considered 
as a single stream at a rate A, then 
sj = A #j ~k ' - (9) 
0, for k < j _<M. 
Note that if the arrival rate A is very small, or if one or more of the #j (j = 1 , . . . ,  M) is very 
large then only the faster processors will be assigned jobs (the processor(s) with small #j will not 
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be allotted any job). This is the drop-out rule that has been widely discussed in the literature 
[13,17,28-30]. Let 
Cj = Asi, (10) 
where Cj denotes the desired arrival rate at processor j so that the jobs are well balanced. 
Knowing Cj (j = 1, . . . ,  M), the arrival rate A can be suitably apportioned between the processors 
in the system. From a processor i for which Ai > ¢i, a 5i = Ai - ¢i load is transferred to the 
processor(s) j where Aj < Cj. 
M 
j=l  
where 6ij is the fraction of the load transferred from processor i to processor j. Note that for 
i ~ j, 5~j > 0 only i fAj  < Cj , and~fii = 0when Aj _> Cj. Once 5ij are determined, we can 
determine p~j for i ~ j as, 
/f~j (11) Pij = ~-'~-. 
and 
p~, = 1 - Zp ,  j. (12) 
J 
The probability of load transfer matrix P = ~v~i]i,i=x ..... M is computed a priori using the above 
procedure and used in the load balancing procedure given in the algorithm below. It is to be 
noted that in both PIA and ELISA, transfer is restricted only to a processor's buddy set, whereas 
in NH transfer is possible to any processor in the network. Thus, ELISA and PIA are constrained 
by the interconnection scheme but not NH. We will have occasion to discuss this aspect later. 
MAIN ALGORITHM. 
Compute P = ~ii]~,j=l ..... M 
Upon a job arrival at processor i (that satisfies A~ > ¢~) do 
Generate a uniformly distributed random number E [0, 1] 
Determine j for which 
j -1  j 
Z pik ~_ r < Z pik 
k=l k=l 
if (j = i) then 
Add the arrived job to the local queue 
else 
Attach the tag j to the arrived job 
Add the job to the transfer queue 
end if 
if (time = nTs + mTe) then 
Transfer jobs in transfer queue to processors according to their respective tags 
end if 
end do 
In [16,17], Tantawi and Towsley have presented a static load balancing algorithm taking into 
account communication delays. If the delays are assumed to be negligible and hence neglected, 
the transfer probabilities obtained using the Tantawi-Towsley model turns out to be the same as 
that obtained using the Ni-Hwang model for a single class of jobs [24]. 
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3.3. Random Sharing (RS) Algorithm 
This is a very simple algorithm where, in the centralized scheduler case, the jobs that arrive 
at the scheduler are randomly assigned to processors in the system with equal probabilities. We 
adapt this strategy to the distributed scheduling case by treating each queue separately and 
each processor acting as the equivalent of the scheduler in the centralized model. The algorithm 
follows the same steps as the NH algorithm. If there are M processors in the system, then for 
each processor i,
1 
p~j ---- ~ ,  j ---- 1 , . . . , i .  (13) 
This random sharing algorithm performs well in the average in a homogeneous system, but not in 
a heterogeneous system. Besides, the overheads incurred as a result of transferring jobs frequently 
is quite high. Note that as in NH, here too, transfer of jobs is possible to any processor in the 
network. 
4. S IMULAT ION ON A TWO-PROCESSOR SYSTEM 
Any load balancing algorithm, in its entirety, can be looked upon as consisting of two basic 
policies--the transfer policy and the location policy. Since ELISA and all the other algorithms 
considered here belong to the sender-initiated load balancing schemes, we are concerned more 
with the transfer policy rather than the location policy. Thus, to study the "cause and effect" 
relationship between various issues connected with the transfer policy and the performance of
the scheduling policy, one needs to suppress the issues pertaining to the location to the extent 
possible. However, in a multiprocessor distributed computing system, consisting of more than 
two processors, the issues related to the location policy play a significant role. Consequently, a 
study concentrating onthe effect of various parameters controlling the load balancing algorithms 
on the success of load balancing becomes increasingly difficult. Thus, here we consider a two 
processor system in order to illustrate the salient features of ELISA in comparison to the other 
load balancing algorithms and carry out a sensitivity analysis with respect to the parameters u ed 
in ELISA. The issues that are specifically related to the multiprocessor system are considered 
in the next section. It is relevant o mention here that the two processor model considered in 
this paper could also represent a particular kind of multiprocessor model in which an isolated 
processor communicates to a single processor that represents he rest of the network. 
4.1. The System Model and Some Important Issues 
We consider two processing nodes N1 and N2 connected by a communication channel (Figure 3). 
Each processor consists of a processor and an infinite capacity buffer to store jobs waiting for 
service. The jobs are assumed to arrive randomly at the processors, the inter-arrival times being 
exponentially distributed with averages 1/~1 and 1/~2, respectively. The jobs are assumed to 
require service times that are exponentially distributed with means 1/#t and 1/#2, respectively. 
Each processor is modelled as a MIMI1 Markov chain, with the number of jobs queued up for 
processing at each processor representing the state of the system. Note that the assumption of 
exponential service times can be easily relaxed. In which case in ELISA the expressions for the 
estimated load on the other processors belonging to the buddy set would undergo a change, but 
the rest of the estimation procedure and the algorithm remain the same, whatever be the service 
time distributions at the processors. 
Due to the random arrival and departures of jobs at the processors, there is a build-up of 
jobs in the queues. This happens irrespective of whether the system is a homogeneous or a 
heterogeneous one. How the queue length (that is, the number of jobs waiting in the queue) 
builds up, is one of the major issues addressed in this study. The other related issue that the 
study on the two processor system addresses is, how the idle times of the processors are affected 
by load scheduling. 
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Figure 3. The two processor system. 
To perform load scheduling using ELISA, each processor needs ome information of the load on 
the other processors. Using this information, the decision to transfer or not to transfer is taken. 
The significance of this information in load scheduling is another issue that a two processor system 
addresses. It also helps in obtaining the optimum period (the estimation interval and the status 
exchange interval that was discussed earlier) at which information is required to achieve a good 
balance. 
The threshold level fixed for each processor is crucial to the effectiveness of ELISA. Effect of 
variation of the threshold level in the processors i another issue of interest o us in the study of 
the two-processor system. 
4.2. T rans fer  Cr i te r ion  in the  Two Processor  System 
The transfer criterion is dependent on the threshold level assumed for each processor in the 
system. In a multiprocessor system, it turns out that the threshold has to be suitably scaled up 
(or down), depending on the number of processors in the buddy set. Weshall discuss this in detail 
in the next section. For the two processor system considered here, if 0 is the unscaled threshold 
chosen, and Xl and x2 are the queue lengths in the two processors N1 and N2, respectively, then 
jobs are transferred from N1 to N2 if 
X 1 -- X 2 • 8. (14) 
So, for the two processor system considered, the decision to transfer is taken if the difference in 
queue lengths (estimated or actual, as the case may be) exceeds the unscaled threshold 8. 
4.3. S imulat ion  and Discuss ion of  Resu l ts  
Here we present he results of the simulation study and compare the performances of the four 
load scheduling algorithms discussed in Section 3, and the no sharing case, with ELISA. We 
consider a two processor system with parameters as shown in Table 1. Note that the threshold 
level mentioned in Table 1 is relevant only for ELISA and PIA. The amount of information that 
is made available for use at the instant of decision-making for transfer of jobs is expected to 
have a significant effect on the relative performances of the algorithms. Table 2 summarizes the 
information that the algorithms use for scheduling of jobs. 
Table i. Parameters considered in the two processor simulation. 
Parameter Processor 1 Processor 2 
Arrival Rate 1.0 3.0 
Mean Service Rate 5.0 4.0 
Threshold Level 1.0 1.0 
Initial Jobs on Queue 0 0 
Estimation Interval, Te 1 time unit 
Status Exchange Interval, Ta 3 time units 
Session Length 120 time units 
0.8 
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Table 2. Information used by different algorithms. 
Algorithm Arrival Rate Service Rate System State 
NS Not used Not used Not used 
RS Not used Not used Not used 
NH Perfect information Perfect information Not used 
ELISA Estimated information Perfect information Estimated information 
PIA Perfect information Perfect information Perfect information 
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Figure 4. Mean response time: Two processor case. 
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4.3.1. Mean response  t ime 
Figure 4 shows the plot of the mean response time vs. the number of jobs processed. In each 
case, nearly 400 jobs were processed by the system in a session of 120 time units. We see that 
RS performs the worst among all the schemes that we have considered. In RS load scheduling 
is carried out by transferring jobs to the other processor with a probability of 0.5. In doing so, 
the relative speeds of the processors and the current system state are ignored. Thus, there is 
a possibility that the slower processor could be unduly overloaded. Besides, those jobs which 
are to be transferred are put on the transfer queue and are transferred only at the next transfer 
epoch. So, even if the processor is idle, the jobs cannot be processed until the transfer epoch. 
This results in a considerable delay to the jobs and consequently the response time is increased. 
This delay in waiting for the transfer epoch exists in the NH algorithm too. But since the 
relative speeds of the processors are taken into account, the faster processor is better utilized. So, 
the response time curve for NH is lower than that for NS. But due to the delay in transferring jobs, 
and because the system state is not taken into account while transferring a job, the improvement 
in response time due to better utilization of the processors i considerably reduced and turns out 
to be only marginal over the NS case. 
From Table 2, we see that NH has perfect information on arrival rates, but no information 
on the state of the system; whereas ELISA has only an estimate of the arrival rates and an 
estimate of the state of the system. From the graphs, we see that the inaccuracy in the arrival 
rate information is more than compensated for by the estimated information on the state of the 
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system. The primary point to note, however, is that ELISA performs almost as well as PIA and 
far better than the other schemes, thus emerging as a viable load balancing scheme. 
4.3.2. Id le t imes  
As mentioned earlier, we consider the time for which a processor is idle while there is at least 
one job awaiting service at the other processor. Figures 5a and 5b shows the idle time as a 
fraction of the elapsed session time for Processors 1 and 2, respectively. As expected, in Figure 5 
the graph has a positive slope whenever the processors are idle, and has a negative slope during 
the busy periods. 
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Figure 5. Idle time for (a) Processor 1(b) Processor 2. 
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For the kind of arrival and service/processing rates considered, it is desirable to reduce the idle 
time in Processor 1, without increasing the idle time in Processor 2. But, as a consequence of
the reduction in idle time in Processor 1, the idle time in Processor 2 increases. For example, in 
Figure 5a, NH appears to perform almost as well as ELISA. But, as a consequence of the increase 
in idle time of Processor 1, NH displays a worse performance (see Figure 5b) than ELISA. From 
Figure 5a, both the NH and ELISA show a reduction of about 0.1 units. Whereas, in Figure 5b, 
the increase in NH is about three times the increase in ELISA. Thus, a ratio of the reduction 
at Processor 1 to the increase at Processor 2 is higher for ELISA (about 7.6) compared to NH 
(about 2.4). 
4.3.3.  Queue d i f ference 
Figure 6 gives the value of the average queue difference rms.DQL computed using (5) against 
the elapsed time. Though all the algorithms, including NS, show that the queue difference settles 
down to a steady state, we observe that ELISA follows PIA very closely. The aim of load sharing 
is to ensure that the loads in the queues are well balanced. So, we do expect PIA, ELISA, 
and NH to perform considerably better than NS or RS. NH, which is a basically adapted from 
a static algorithm, is seen to perform slightly worse than PIA and ELISA, which are dynamic 
algorithms. Note that NH, PIA, and ELISA settle down to an average queue difference of less 
than the threshold value of 1 assumed for the simulation. This, in a way, demonstrates the success 
of the load balancing algorithms. The difference in relative performance between the different 
algorithms is more significant when varying arrival rates are considered. This we shall see shortly. 
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Figure 6. Average queue difference. 
4.3.4.  Unstab le  case  
So far we have been considering a situation where both the processors are stable in the sense 
that the individual arrival rates are less than the respective processor speeds. But the advantages 
of load sharing are best felt when the arrival rates and service rates are such that one of the 
processors is rendered unstable (Ai > #i), while the other remains under-utilized. The NH 
algorithm implicitly assumes that Ai < #i for every i and hence we omit this algorithm from 
our study here. We compare the performance of ELISA with PIA and NS only. We assume 
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Table 3. Parameters considered for the unstable case. 
Parameter Processor 1 Processor 2
Arrival Rate 1.0 3.0 
Mean Service Rate 5.0 2.0 
E 
~L~ 
t -  
O 
E .u  
r "  
O 
u ' /  
c 
15 
10 
/_ 
NS 
. . . .  | . . . .  i . . . .  t . . . .  J - 
0 lo0 200 300 400 
Number  o! Jobs 
EL ISA  
- P IA  
(a) Mean response time. 
NS 
5 
4 
~" EL ISA  
P IA  
1 
0 
0 20 40 60 O0 !00 120 
T ime 
(b) Average queue difference. 
Figure 7. Unstable case. 
parameter values given in Table 3. The rest of the parameters are the same as in Table 1. From 
Table 3, we observe that Processor 2 is unstable and Processor 1 is under-utilized. 
Figure 7a gives the mean response time of the system as a function of the number of jobs 
processed. Due to the instability in Processor 2, the curve corresponding to NS rises sharply and 
becomes unbounded as the waiting time keeps on increasing. The other two curves settle down 
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quickly and we can see that ELISA's performance is quite close to PIA. Figure 7b gives the average 
queue difference against elapsed time. Here too, we observe that the NS curve continues to rise 
sharply with time, while ELISA and PIA settle down to a reasonably small value (around 1.2 
which is close to the assumed threshold value of 1). This study illustrates that whenever the total 
service rate is greater than the total arrival rate, efficient load sharing strategies can be used as 
a tool to impart stability to an otherwise unstable system. Note that A1 and A2 were chosen so 
as to satisfy the condition A1 + A2 <~ ~1 -I- ]-t2. This condition is necessary for the system to be 
stable. If this condition is not satisfied, then even PIA and ELISA--as indeed all load sharing 
strategies, no matter how efficient hey arc result in an unstable system, but the slope of the 
mean response time curve would be considerably less steep than in the NS case. 
4.3.5. T ime-varying arrival rates 
One of the primary features of ELISA is that it can handle time-varying job arrival rates since 
it estimates the job arrival rate at each processor. The variations in arrival rates at the two nodes 
considered for the next simulation study is shown in Figure 8. Since the NH algorithm does not 
have the flexibility to adapt to variation in arrival rates, we assume that the mean arrival rate is 
made known to the NH algorithm before the start of the session. So, NH considers the arrival 
streams as being Poisson with a rate of 4.5 and 3.5, respectively. The processor speeds are the 
same as in the stable case, namely, #1 = 5, #2 = 4. Figure 9a shows the plot of mean response 
time vs. the number of jobs. It can be observed that the NH curve follows the NS curve very 
closely. The probability of a transfer from Processor 1 to Processor 2, calculated for the NH 
algorithm using the procedure given in Section 3.2, is about 0.003483, which is quite low. Hence, 
the number of jobs transferred in the NH algorithm is very small. On the other hand, ELISA is 
observed to perform well in comparison with the PIA case. 
6.5 
A4.5 
2.5 
~3.5 
Figure 8. Time-varying arrival rates. 
We can make an interesting observation from the plot. Though AI + A2 < ~tl ~ ]~2 at each 
instant in time, the mean response time curve for NS and NH are observed to alternately increase 
and decrease slightly. This is because of the type of variations assumed in the arrival rates. When 
Processor 1 is stable and under-utilized, Processor 2 is unstable and vice versa (the instability 
and the under-utilization of the processors are exactly out of phase between the two processors). 
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Figure 9. Time-varying arrival rates. 
It can be seen from Figure 8 that Processor 1 will be unstable between t = 7.5 and t = 52.5 
and Processor 2 will be unstable between t = 67.5 and t = 112.5. Thus, over a major portion 
of the time period, at least 'one of the processors is unstable. The under-utilization of the other 
processor is exploited by PIA and ELISA to achieve a low and steady mean response time. 
Figure 9b shows the average queue difference against elapsed time. Due to reasons imilar to 
the ones cited for the mean response time, the average queue difference in the NS NH cases keep 
increasing while in ELISA and PIA it attains a steady state quickly. 
4.4. Sens i t iv i ty  Ana lys i s  o f  EL ISA  
In Section 4.1, we discussed those parameters that are likely to influence the performance 
of the algorithm. The parameters of interest were identified as the load sharing threshold (~), 
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estimation interval (Te), status exchange interval (Ts), and the window size for arrival rate 
estimation (N). In the following sections, we shall discuss the effect of each of these parameters 
on the performance of the system. For this study, we shall restrict ourselves to the mean response 
time as the performance criterion. A two processor system with parameters given in Table 4 is 
considered for study. 
Table 4. Parameters considered for the sensitivity analysis. 
Parameter Processor 1 Processor 2 
Arrival Rate 2.5 3.5 
Mean Service Rate 
Session Length 
Ta 3 time units 
Te 1 time unit 
N 6 
0 1 
8.0 4.0 
120 time units 
4.4.1. Ef fect  o f  threshold level 
To study the effect of threshold level, we assume the same data as given in Table 4 except for 
the threshold 8. In order to make the study more flexible, we consider different hresholds for the 
two processors, namely, 81 for Processor 1 and 82 for Processor 2. Figures 10a and 10b show the 
effect of variation of 81 and 82, respectively, on the mean response time of the system computed 
at the end of the session. In both the graphs, the mean response time saturates at the lower end, 
while it keeps rising at the other end. 
As the threshold in Processor 1 (81) is increased, less jobs are transferred from Processor 1 to 
Processor 2, while the transfer of jobs from Processor 2 to Processor 1 remains unaltered (so long 
as 82 is kept fixed). Finally, a stage is reached when there is no more transfers from Processor 1 
to Processor 2, in which case the mean response time becomes insensitive to any further increase 
in 81. This can be observed from the flattening of the curve shown in Figure 10a. On the other 
hand, if 81 is decreased, then more jobs are transferred from Processor 1 (which is already under- 
utilized) to Processor 2 (which is already near saturation). As a result, the mean response time 
increases with increasing 81. 
Since Processor 1 is the faster of the two processors, we can do better if Processor 1 is used more 
than Processor 2. This fact is reflected in the graphs in Figures 10a and 10b. As the threshold 82 
in Processor 2 is decreased, more jobs get transferred to Processor 1 from Processor 2. As a 
result of which, the mean response time decreases. A stage is reached when a job in Processor 2 
is transferred to Processor 1 if the job is waiting in the queue. At that stage, a job arriving at 
Processor 2 either gets serviced immediately at the same server, or gets transferred to Processor 1. 
Once this stage is attained, any further decrease in the threshold has no effect on the mean 
response time. This is reflected in the graph in Figure 10b by the flattening of the curve. On 
the other hand, if 82 were to be increased, more jobs tend to get processed in Processor 2. As a 
result of which the mean response time increases. The worst situation is when 81 takes a large 
negative value and 82 takes a large positive value. In this situation, a job arriving at Processor 1 
gets processed immediately or gets transferred to Processor 2. For the arrival and service rates 
considered, such a situation makes Processor 2 unstable, thus leading to a queue build-up at 
Processor 2. 
4.4.2. Effect of est imation and status exchange interval lengths 
The same data as in Table 4 is assumed except hat Te and Ts are varied. Figure l l a  shows a 
plot of estimation interval Te vs. the mean response time computed at the end of the session, for 
different values of the status exchange interval, Ta. From the graph, it is evident hat with increase 
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Figure 10. Mean response time. 
in Te, the mean response time also increases. This is expected since, as the interval increases, the 
loads at the processors get balanced less frequently. But, if one were to permit a less-than-optimal 
solution, then we could use a higher value of Te (for example, consider Te = 3 in the example), 
thereby reducing the overheads involved in computing the state estimate. Another interesting 
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Figure ii. 
observation we can make from Figure lla is that although the increase in the status exchange 
interval shows some increase in the mean response time, this variation is not necessarily monotonic 
and is somewhat unpredictable (for example, see the curve for Ts--8). A more thorough study is 
required to identify a reasonable trend in the mean response time curve. Our simulation study 
was somewhat restricted by the requirement that Ts should be an integer multiple of Te. 
Distributed Computing Systems 77 
4.4.3.  Ef fect  of  w indow s i ze  N for es t imat ing  arr ival  ra tes  
The estimation of A is done by averaging the number of arrivals in the preceding N status 
exchange intervals. Figure 11 represents the effect of variations in N on the mean response time 
computed at the end of the session. From the graph, we note that initially the mean response time 
decreases slightly with N. This is because, as the number of samples over which the averaging 
is done increases, the estimation of the arrival rate improves, and hence, the fall in the response 
time. Since we have assumed a varying arrival rate, increasing N to very large values increases 
the error in estimation. The effect of arrivals in a given interval then influence the estimated 
value of the arrival rate too far into the future, by which time the rate would have changed 
substantially. We notice that the mean response time starts increasing for N ) 10. Thus, for the 
kind of variation in A considered here, a value of 6 to 10 for N seems to work well. 
5. S IMULAT ION ON MULT ID IMENSIONAL HYPERCUBES 
In general, a distributed computing system consists of many processors. We can obtain a 
realistic performance valuation of the load scheduling algorithms only if we consider a larger 
network. In this section, we discuss the performance of the load scheduling algorithms, on a 
multiprocessor system. 
5.1. The  System Mode l  
One of the most common architectures considered in the literature is the hypercube. We 
consider hypercubes of varying dimension for the purposes of simulation in this chapter. We con- 
sider hypercubes of dimensions 1 (which is a two processor system) through 5 (having 2 s number 
of processors). In the previous section, the performance of EL ISA was compared with other 
standard algorithms with respect to different criteria. Many  of those criteria involve complex 
computations when applied to multiprocessor systems, and even when these computations are 
carried out, the results do not yield a clear interpretation. Hence, we restrict our comparisons 
and discussions to mean response time of the system which is easy to compute and interpret. 
Since we have chosen regular hypercubes for the purpose of the simulation study, the cardinality 
of the buddy set of all the processors in a given system are the same and equal to the dimension of 
the hypercube. The buddy set for a given node can be determined using the standard technique 
using a binary representation for the node numbers and using the fact that any two binary 
representations that vary by just one digit are one hop away and so each belongs to the buddy 
set of the other. 
Table 5. Arrival and service rates for one-dimermional hypercube. 
Processor k Mean Arrival Rate Slope of Arrival Rate Service Rate 
1 o 1 8-~ s 
1 
1 3 2-'0 4 
Table 6. Arrival and service rates for two-dimensional hypercube. 
Processor k Mean Arrival Rate Slope of Arrival Rate Service Rate 
1 
0 1 5 
60 
1 1 2 4 
30 
1 
2 2 5 
30 
I 
3 3 4 
20 
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In this section, we consider the arr ival processes to be Poisson, but  assume that  arr ival rates 
vary with respect to t ime. For convenience, uniformity, and for purposes of easy comparison, 
we consider a repet i t ive set of mean arrival and service rates. They  have been chosen in such 
a manner  that  out  of every four processors, one is heavi ly loaded, one is l ight ly loaded and the 
other  two are moderate ly  loaded. Tables 5-9 give the set of mean arrival rates and service rates 
that  have been adopted  for the five hypercubes considered in this section. 
Table 7. Arrival and service rates for three-dimensional hypercube. 
Processor k
0, 4 
I, 5 
2, 6 
3, 7 
Mean Arrival Rate Slope of Arrival Rate 
1 
60 
1 
30 
1 
30 
1 
20 
Service Rate 
Table 8. Arrival and service rates for four-dimensional hypercube. 
Processor k
0, 4, 8, 12 
1, 5, 9, 13 
Mean Arrival Rate Slope of Arrival Rate 
1 
60 
1 
30 
1 
30 
2, 6, 10, 14 2 
1 
3, 7, 11, 15 3 
20 
Service Rate 
Table 9. Arrival and service rates for five-dimensional hypercube. 
Processor k Mean Arrival Rate Service Rate 
0, 4, 10, 12, 16, 20, 24, 28 1 5 
1, 5, 9, 13, 17, 21, 25, 29 2 4 
2, 6, 10, 14, 18, 22, 26, 30 2 5 
3, 7, 11, 15, 19, 23, 27, 31 3 4 
Slope of Arrival Rate 
1 
60 
1 
30 
1 
30 
1 
20 
Figure 12 represents the phase lag in the arrival rate curve for each of the processors. In 
the figure, we  use the following notations: k is the processor number, p is the dimension of the 
hypercube, and T is the total session time. Each variation in arrival rate is assumed to have a 
period of one complete session length. The  phase lag of the arrival rate curve for processor k is 
given by, 
¢= ~-~T. 
For all the simulations, a total session time of 120 time units is assumed. Wi th  this information, 
it is easy to construct the arrival rates for each processor in a hypercube. For example, Figure 13 
shows the arrival rates in a two-dimensional hypercube. 
5.2. Se lec t ion  o f  the  Load  Shar ing  Thresho ld  
EL ISA  and P IA  require a threshold value to be fixed for the processors. Here, we shall give a 
detai led analysis of how the load sharing threshold for the processors is selected. 
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Let us denote the maximum and minimum queue lengths of any queue in the system by L 
and l, respectively. Consider the system to be a p-dimensional hypercube. Let A be the minimum 
difference between the queue lengths for which the transfer takes place. Or, in other words, if 
L - l < A, then no transfer takes place in the system. Let 01 and 02 be thresholds uch that a 
processor acts as a sender if its queue length exceeds the mean queue length of its buddy set and 
itself by 01 or more and it acts as a receiver if its queue length is less than the mean queue length 
of its buddy set and itself by 02 or more. We shall discuss the two extreme cases possible. At one 
extreme we may have one processor with a queue length of L and the rest with queue lengths l, 
while at the other extreme we may have one processor with a queue length of I and the rest with 
queue lengths L. 
Consider the first case. For transfer to take place, we require certain conditions to be satisfied. 
For the processor with queue length L to be a sender, 
L L+pl > 01 =~ > 01. (16) 
p+l  - 
If a difference of L - l = A has to be maintained, then 
01 > p(A  -- 1) (17) 
p+l  
From (16) and (17), we have 
p (zx - 1) pa  
< ~1 ~ - - .  (18) 
p+l  p+l  
For transfer to take place, there should be at least one processor that agrees to be a receiver. 
Any one of the processors with queue length / can be the receiver here. For that processor to be 
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a receiver, 
A 
L + pl I > 82 =~ > 82. (19) 
p+l  - p+l  - 
To prevent he processor from being a receiver for queue differences less than A, we require 
A -1  
- -  < 82. (20) 
p+l  
Combining (19) and (20), we have 
A-1  A 
p +-----i- < 82 < - - .  (21) -p+l  
Let us now consider the other extreme, namely, one processor has a queue length of I and all 
the rest have queue lengths L. As above, we can write the conditions on 81 and 82 for this case 
as A - I  A 
- -  < 81 _< - -  (22) 
p+l  p+l  
and 
p (a  - 1) pA  
< 82 _< - -  (23) 
p+l  p+l"  
We need to choose a 81 that satisfies (18) and (22), and a 82 that satisfies (21) and (23). However, 
it may not be always possible to satisfy both these conditions. For example, consider the following 
values: let p = 3 and A = 2. Then (18) becomes 3/4 < 81 _< 3/2 and (22) becomes 1/4 < 81 <_ 
1/2. Clearly, the two intervals are nonoverlapping and hence, we cannot find a 81 satisfying 
both (18) and (22). For the same values of p and A, (21) becomes 1/4 < 82 _< 1/2 and (23) 
becomes 3/4 < 82 _< 3/2. Here again, we cannot find a 82 satisfying both the conditions. 
From the above example, it is clear that it is not always possible to find 81 and 82 satisfying the 
respective conditions. To overcome this problem, we relax one of the stated conditions for each 
of 81 and 82 a little bit, to obtain a feasible value for 8t and/?2. Let us consider (18). Suppose 
81 < p(A- -  1,, 
p+l  
then the processor is ready to be a sender even though the difference L - l < A. In such a case, 
for the transfer to be effective, 82 of another processor has to satisfy (21). If (21) is not satisfied, 
transfer cannot ake place even though the sender processor is ready for it. So, we can relax (18) 
to read simply as, 
pA 
81 < - -  (24) 
p+l  
and use it along with (21) to achieve the required condition. Using a similar argument, we can 
relax (23) to read as 
pA 
82 _< - -  (25) 
p+l  
and use it along with (22). 
Suppose, we prefer to have the same threshold for each processor, i.e., 81 = 82, then condi- 
tions (21) and (22) are same and so are (24) and (25). A value of 8(-- 81 -- 82) that satisfies (21) 
(and hence, (22)) also satisfies (24) (and hence, (25)). So, for the purpose of our simulation, we 
choose 
81 = = p (26) 
Note that in the two processor system considered in Section 4, we had assumed 8 -- 1 and since 
p = 1, we had A = 2. 
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5.3. The  Load  Balancing Process 
As mentioned earlier, load sharing in ELISA takes place only amongst he processors in the 
buddy set. In Section 2, we have presented an algorithm for defining the active set. To justify 
our claim that the sharing algorithm ELISA presented in Section 2 indeed balances the load 
in a multiprocessor system, we present a small example. In a three-dimensional hypercube, we 
initially have an imbalance in the load as shown in the first row of the Table 10. The thresholds 
in the processors are fixed as obtained from the results presented in the earlier section (in the 
present case, for A = 2 the threshold is 0.5). Table 10 shows how the load gets distributed at 
each iteration and stabilizes by the fourth iteration (the stabilization is observed by repetitive 
results at successive iterations as seen in the fourth and fifth iterations in Table 10). Note that 
the difference in loads within a buddy set is 1 (for we have chosen a A = 2). Another significant 
observation is that the difference between the maximum and minimum load in the system is 2 
(maximum is 6 on Processor 5 and minimum is 4 on Processors 3 and 4). In a p-dimensional 
hypercube with the difference of queue-lengths within a buddy set being less than A, it can 
be shown that the difference between the maximum and minimum queue lengths in the system 
cannot be, ideally, more than p(A - 1). 
Table 10. A sample load balancing process using ELISA. 
Processor Number 
Iteration Number 
0 1 2 3 4 5 6 7 
0 3 1 10 2 12 8 0 2 
1 6 4 5 3 8 5 4 3 
2 6 4 5 3 6 5 5 4 
3 5 5 5 3 6 5 5 4 
4 5 5 4 4 6 5 5 4 
5 5 5 4 4 6 5 5 4 
5.4. S imulat ion and Discussion of Results  
We restrict our discussions in this section to mean response time of the system as the per- 
formance criterion. We showed in Section 4 that with increase in the length of the estimation 
interval, the performance of ELISA degrades. So, smaller the value of Te, better is the perfor- 
mance expected to be. In fact, the performance the other algorithms (PIA, NH, and RS) also 
depend on the value of Te (larger the value, more is the delay for the jobs on the transfer queue 
in the NH and RS models, whereas PIA's dependence on Te is of the same kind as ELISA). At 
the same time, a very low value for Te would mean large overheads incurred in transferring jobs 
and in estimating the load. So, with this in mind, we have chosen Te = 1 unit and T8 -- 3 units. 
The simulation results are presented in the graphs shown in Figures 14a-14e for hypercubes of 
dimensions 1 to 5, respectively. The trend, as can be observed from the graphs, is more or less 
the same in all the figures, except for the graph corresponding to the RS algorithm. Hence, we 
can discuss them collectively. 
From Figures 14a-14e, we note that the graphs corresponding to PIA and ELISA stabilize to 
a fairly constant value very soon, and these values are lower than those in the other algorithms. 
ELISA follows PIA quite closely, and both their performances, as is shown by the graphs, are 
better than that of the other models. 
Though varying arrival rates have been considered, the NH algorithm is implemented with 
the knowledge of the mean values of the arrival rates (similar to Section 4). As a result, the 
mean response time for NH tends to fluctuate a bit before settling down. For the same reason, 
fluctuations are observed in the NS case too. 
Finally, it should be noted that both PIA and ELISA are constrained by the interconnection 
scheme between processors, that is, load transfer in these algorithms are restricted to the buddy 
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Figure 14. Mean response time in a p-dimensional hypercube. 
set. Whereas, NH and RS have the flexibility to transfer load to any processor in the system. The 
simulation results how that in spite of this advantage NH and RS perform worse than ELISA, 
which implies that even though load transfer from a processor is restricted to a small subset 
of processors in its immediate neighbourhood, the balancing turns out to be quite successful in 
ELISA even for very large networks. Secondly, if delay in load transfer is taken into account 
then NH and RS are likely to be penalised more than ELISA. This is another positive aspect of 
ELISA. 
Although the performance ofELISA is dependent on the topology of the network through the 
buddy set, its basic premise makes it a suitable candidate for almost all topologies. However, the 
time taken for the load balancing process to to converge may differ from one topology to another. 
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Figure 14. (cont.) 
For example, if we consider a ring topology, where uni-directional communication is considered, 
the active set consists of at most one processor. If a situation exists, whereby all processors on 
one side of the source processor are heavily loaded, whereas the processors on the other side are 
lightly loaded, it may take quite sometime for the load balancing to be achieved. But once it 
has converged, the system will continue to be stable. If the loading pattern is known a priori, 
the thresholds could be so tuned that loads are forced to move towards the lightly loaded side 
even though it may cause an initial build-up of loads at a few nodes. However, for a time-varying 
load arrival pattern, the effect of the network topology is expected to be considerable. This is a 
promising direction for further work in this area. 
84 L. ANAND et al. 
IZ)  
" "  I 
lU 
0.5 .= 
g 
0 
NS 
• ~ NH 
RS 
f~~ ,ELISA PIA 
1 J 
2000 4000 6000 8000 
Number  o f  Jobs  
(e) p = 5. 
Figure 14. (cont.) 
6. CONCLUDING REMARKS 
In this paper, we have presented a new decentralized ynamic algorithm--Estimated Load 
Information Scheduling Algorithm (ELISA)--which estimates the load awaiting service at the 
neighbouring processors and reschedules the loads at the current processors based on these es- 
timates. This process of estimation and transfer of load is done one or more times within the 
status exchange interval. Estimation of load reduces the frequency of status exchange, thereby 
reducing the communication overheads. Variable arrival rates has also been taken into account 
in ELISA by using an estimate of the arrival rate instead of the actual arrival rate. The results 
presented in this papers demonstrate the viability of ELISA as a efficient, implementable, and 
practical load balancing scheme in large general purpose distributed computing systems. 
As an extension to this work, one could study the effect of limiting the buddy set to a fixed 
number of processors. In such a situation, the selection of the buddy set becomes a crucial factor 
in determining the performance of the algorithm. 
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