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ABSTRACT
This study quantifies, from a systematic set of regional ocean–atmosphere coupled model simulations
employing various coupling intervals, the effect of subdaily sea surface temperature (SST) variability on the
onset and intensity of Madden–Julian oscillation (MJO) convection in the Indian Ocean. The primary effect
of diurnal SST variation (dSST) is to raise time-mean SST and latent heat flux (LH) prior to deep convection.
Diurnal SST variation also strengthens the diurnal moistening of the troposphere by collocating the diurnal
peak in LH with those of SST. Both effects enhance the convection such that the total precipitation amount
scales quasi-linearly with preconvection dSST and time-mean SST. A column-integrated moist static energy
(MSE) budget analysis confirms the critical role of diurnal SST variability in the buildup of columnMSE and
the strength of MJO convection via stronger time-mean LH and diurnal moistening. Two complementary
atmosphere-only simulations further elucidate the role of SST conditions in the predictive skill of MJO. The
atmospheric model forced with the persistent initial SST, lacking enhanced preconvection warming and
moistening, produces a weaker and delayed convection than the diurnally coupled run. The atmospheric
model with prescribed daily-mean SST from the coupled run, while eliminating the delayed peak, continues to
exhibit weaker convection due to the lack of strong moistening on a diurnal basis. The fact that time-evolving
SST with a diurnal cycle strongly influences the onset and intensity of MJO convection is consistent with
previous studies that identified an improved representation of diurnal SST as a potential source of MJO
predictability.
1. Introduction
TheMadden–Julian oscillation (MJO) is the dominant
form of intraseasonal variability in Earth’s atmo-
spheric system. Characterized by large-scale, eastward-
propagating, equatorially trapped, baroclinic oscillations
in the tropical wind field at periods of 30–90 days
(Madden and Julian 1971, 1994), the MJO has pre-
dictability time scales of 10–30 days, far beyond the
usual time scales of weather prediction (e.g., Hendon
et al. 2000; Waliser et al. 2003). Although the MJO ex-
erts a profound influence on global weather and climate
(Zhang 2005, 2013), the complexities of multiscale in-
teraction of the circumequatorial tropical atmospheric
circulation with individual cloud systems and upper-
ocean processes make it difficult for the climate models
to accurately represent the MJO (e.g., Zhang 2005;
Madden and Julian 2005; Lin et al. 2006; Hung et al.
2013). Despite recent advancements in MJO simula-
tion and prediction in climate and forecast models
(e.g., Woolnough et al. 2007; Neale at al. 2008; K.-H.
Seo et al. 2009; Seo andWang 2010; Vitart and Molteni
2010; Subramanian et al. 2011; Kim et al. 2014), many
aspects of the generation and maintenance of MJO re-
main elusive, such as those that are related to the initia-
tion and intensity ofMJOdeep convection and the role of
upper-ocean processes and air–sea interactions therein.
It is nonetheless well established that the MJO is a cou-
pled phenomenon (Flatau et al. 1997). The upper-ocean
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processes determining mixed-layer heat content, strati-
fication, and mixing all influence the sea surface tem-
perature (SST) and the surface heat flux; the ensuing
air–sea interaction is recognized as an important ele-
ment for initiation and evolution of the MJO (Waliser
et al. 1999; Zhang et al. 2006). The convection and the
associated winds and incident solar radiation, in turn,
generate intraseasonal variations in SST. This intra-
seasonal SST at the same time exhibits distinctively dif-
ferent diurnal-scale fluctuations depending on the phases
of the large-scale convection (Anderson et al. 1996). The
moored observations in the western Pacific during the
Tropical Ocean–Global Atmosphere Coupled Ocean–
Atmosphere Response Experiment (TOGA COARE)
showed enhanced amplitude of diurnal variation in SST
accompanied by strong and shallow stratification during
calm and sunny periods, whereas it was absent during
the convectively active and windy periods (Weller and
Anderson 1996).
Diurnal fluctuations of the SST and the stratification
of the upper ocean influence the daily-mean and longer-
time-scale SST. The one-dimensional (1D) ocean model
studies by Shinoda and Hendon (1998) and Shinoda
(2005) suggested that the higher daytime SST is ach-
ieved when the ocean is forced with an hourly flux in
comparison to a daily-mean flux. Noting that the night-
time temperatureswere similar in two cases, they suggested
that the inclusion of diurnally resolved surface fluxes in-
creases the daily-mean SST. Sui et al. (1997) suggested that
the asymmetric heating of the upper ocean causes the di-
urnal variations in SST to influence intraseasonal SST
variability. Bernie et al. (2005, 2007) confirmed this
using an idealized 1D ocean model and a primitive-
equation ocean general circulation model (OGCM),
showing that allowing diurnal SST variations leads to am-
plified intraseasonal SST variations (Li et al. 2013).
By influencing intraseasonal SST, diurnally varying
SST has been suggested to play an important role in
MJO convection (Webster et al. 1996; Woolnough et al.
2000, 2001; Bellenger et al. 2010). Woolnough et al.
(2007) compared three sets of atmospheric general cir-
culation model (AGCM) simulations with different
lower boundary conditions derived from persistent SST
conditions, from an interactive OGCM with coarse
vertical resolution, and from an interactive 1D model
with a very high resolution (1m) in the upper ocean. The
skill was improved with the AGCM coupled to the
OGCM compared to coupling with the persistent SST,
but a more substantial improvement was made with the
high-resolution 1Dmodel that best resolves diurnal SST
fluctuations. Bernie et al. (2008) attributed the increased
intraseasonal SST variability in their coupled GCM
(CGCM) to the diurnally resolved SST, which leads to
an improved MJO strength and coherency via stronger
ocean–atmosphere coupling on time scales of 20–100
days. Similarly, Klingaman et al. (2008, 2011) demon-
strated improved skill for northward-propagating in-
traseasonal oscillation due to diurnally varying SSTs.
One of the mechanisms that link diurnal SST to deep
convection is through the moistening of the troposphere
over warmer SST caused by the diurnal cycle. In fact,
this moistening prior to convection has been well
documented from TOGA COARE, showing that the
detrainment from the nonprecipitating shallow cumulus
and diurnal congestus clouds progressively moistens the
lower to midtroposphere. This preconditioning of the
local atmospheric condition is followed by a rapid
moistening of the mid- to upper troposphere by deep
convection (Kikuchi and Takayabu 2004; Kiladis et al.
2005; Benedict and Randall 2007; Haertel et al. 2008).
The cycle of moistening and drying of the atmospheric
column associated with MJO deep convection is con-
sistent with the recharge–discharge paradigm (e.g.,
Bladé and Hartmann 1993; Benedict and Randall 2007).
While the link between the diurnal SST and the MJO
deep convection is well established, the detailed mech-
anism for this link is still not clear. The previous studies
used a coarse-resolution AGCM coupled to either
a coarse-resolution OGCM or an idealized 1D model to
assess the feedback effect. The dependence of the con-
vection on different coupling frequencies has not been
studied in a high-resolution coupled modeling frame-
work. The case study presented in this study addresses
this issue by carrying out a systematic set of high-
resolution regional coupled model simulations, which
will lead to a quantitative understanding of the role of
diurnal SST variability in MJO convection. We target
a particular MJO event observed during the Dynamics of
the Madden–Julian Oscillation (DYNAMO) field exper-
iment that took place in the central equatorial Indian
Ocean from late 2011 to early 2012 (Yoneyama et al.
2013). One of the primary objectives of DYNAMO is to
improve our understanding of the role of upper-ocean
processes in the initiation of MJO convection. Rich in situ
datasets collected from DYNAMO provide an excellent
opportunity to test the capability of a regional coupled
model to simulate the processes involved in MJO deep
convection and hence to explore the controls of the diurnal
SST cycle in the intensity of the observedMJOconvection.
The paper is organized as follows. In section 2, the
model and experimental designs are described. This is
followed by section 3 presenting the main results of the
paper. We will begin with the basic diagnostics of the
simulated MJO (section 3a). The next three parts
(sections 3b–d) discuss the differences in the simulated
diurnal SST, surface flux, upper-ocean temperature, and
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stratification. Section 3e examines the response in MJO
deep convection and precipitation, and finally section 3f
quantifies the convection response by a moist static en-
ergy budget analysis. A discussion and summary of the
results are provided in section 4.
2. Model and experiments
a. Model
We utilize the Scripps Coupled Ocean–Atmosphere
Regional (SCOAR) model (Seo et al. 2007b; http://
scoar.wikispaces.com). SCOAR currently couples one
of two weather models, the Weather Research and
Forecasting (WRF; Skamarock et al. 2008) Model or the
Regional Spectral Model (Juang and Kanamitsu 1994),
to the Regional Ocean Modeling System (ROMS;
Haidvogel et al. 2000; Shchepetkin and McWilliams
2005). This study uses the WRF-ROMS version of
SCOAR, taking advantage of WRF’s latest physics op-
tions. The interacting boundary layer betweenWRF and
ROMS is based on bulk aerodynamic formulas (Fairall
et al. 1996, 2003) that calculate surface fluxes of mo-
mentum, turbulent and radiative heat, and freshwater
based on the near-surface meteorological variables
provided by WRF. ROMS is driven by these surface
fluxes and, in turn, feeds back to WRF via the SST. The
SCOARmodel has been used in a wide range of coupled
air–sea interaction studies (Seo et al. 2006, 2007a,b,
2008a,b; H. Seo et al. 2009; Seo and Xie 2011; 2013;
Putrasahan et al. 2013a,b).
For the study of MJO, SCOAR is configured in a cir-
cumglobal tropical channel (see Fig. 2a for the model
domain), with southern and northern boundaries at 318S
and 398N, which are well outside the typical meridional
extent of MJO (Ray et al. 2009). The horizontal reso-
lutions in ROMS andWRF are 40 km with the matching
grids and land–sea mask. For improved representation
of the shallow diurnal thermocline, a large number of
vertical levels are allotted in the upper ocean. For ex-
ample, near the DYNAMO region in the central equa-
torial Indian Ocean, ROMS has 5 layers in the top 1m
and about 25 layers in the top 20m.
A high-resolution tropical-channel regional coupled
model is a unique approach to study the air–sea in-
teraction in the tropics, allowing the circumequatorial
atmospheric disturbances to freely evolve (e.g., Ray
et al. 2009, 2011) and to interact with oceanic processes
at high resolution. A tropical channel model approach
has been often used to study the initiation and mainte-
nance of the MJO, in which the influence from the ex-
tratropical circulations was isolated in regional (Ray and
Zhang 2010) and global models (Vitart and Jung 2010;
Wedi and Smolarkiewicz 2010; Ray and Li 2013). None
of these models, however, included the active ocean–
atmosphere coupling; SCOAR is the first regional cou-
pled model that includes this effect in the tropical
channel configuration.
WRF uses the Zhang–McFarlane convection scheme
(Zhang and McFarlane 1995) with modifications to in-
clude convective momentum transport and the dilute-
plume approximation (Neale et al. 2008). This scheme is
known to improve the simulation of tropical Pacific
intraseasonal circulation and low-frequency variability
in the National Center for Atmospheric Research
(NCAR) Community Climate System Model, version 4
(CCSM4; e.g., Subramanian et al. 2011; Zhou et al.
2012). Preliminary long-term SCOAR tests showed that
this scheme, run in conjunction with the University of
Washington shallow cumulus convection scheme (Park
and Bretherton 2009) and an updated moist boundary
layer scheme by Bretherton and Park (2009), produces
a reasonably realistic intraseasonal lead–lag relationship
between SST and convection (not shown). The WRF
Model is also run with the Rapid Radiation Transfer
Model (RRTM; Mlawer and Clough 1997) and the
Goddard scheme (Chou and Suarez 1999) for longwave
and shortwave radiation transfer through the atmo-
sphere. TheNoah land surfacemodel is used for the land
surface process (Chen and Dudhia 2001).
The mixed-layer dynamics of ROMS are parameter-
ized using a K-profile parameterization (KPP) scheme
(Large et al. 1994). Implicit diffusivity associated with
third-order upstream horizontal advection is used in the
lateral plane as opposed to explicit diffusivity. The
ROMS in this configuration uses Jerlov’s (1968) optical
classification of water type I, which assumes the most
transparent water. The sensitivity of the result to the
choice of different water types (e.g., Shinoda 2005; Li
et al. 2013) is not considered in this study.
The simulation period spans 1month from14November
to 13 December 2011, covering both the convectively
suppressed and active phases of the second MJO event
during DYNAMO (hereinafter referred to as the MJO2).
In the northern DYNAMO sounding array (NSA) re-
gion, defined as 0.78S–178N, 738–80.58E (Johnson and
Ciesielski 2013), the former and latter periods corre-
spond to 15–19 and 21–26 November, respectively. The
NSA region is located just east of the Maldive Islands,
which are known to influence the surface current and
wave propagation in the equatorial Indian Ocean (e.g.,
Yoon 1981; Han et al. 1999; Han 2005). The Maldives
are not resolved at our 40-km resolution grid, and this
can influence the model–data comparison of the cur-
rents and SST in the NSA region.
We will focus on the SST, heat flux, and convection
during these two 5-day periods of the suppressed and
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active phases. A slight variation of the averaging period
yields similar results. WRF and ROMS are initialized and
driven by the atmospheric 6-hourly Interim European
Centre forMedium-RangeWeather Forecasts (ECMWF)
Re-Analysis (ERA-Interim;Dee et al. 2011) and the daily
Hybrid Coordinate Ocean Model (HYCOM) ocean
analysis (Cummings 2005), respectively.
b. Experiments
To assess the influence of the presence and the am-
plitude of subdaily variations in SST on MJO deep
convection in a coupled modeling framework, a series of
SCOAR simulations are carried out with varied cou-
pling frequency (CF) between ROMS and WRF in
otherwise identical configurations (Table 1). CF is var-
ied from 1 (CF1) to 3 (CF3) to 6 (CF6) to 24 h (CF24).
Thus, in CF1, hourly-averaged atmospheric forcing and
SST are exchanged, representing the best-resolved di-
urnal coupling, while in CF24 the daily-mean fields are
interchanged, lacking the diurnal effect of the upper
ocean. Besides the coupled runs, two complementary
WRF-only simulations were executed to further eluci-
date the role of the SST in the predictability of MJO. In
CF1DM, the daily-mean SST from CF1 is prescribed to
WRF. Having identical daily-mean SST values, the dif-
ferences between CF1DM and CF1 will reveal the im-
pact of diurnal fluctuation in SST. In CF1PS, the
persistent SST is prescribed from the initial state. Dif-
ferences between CF1PS and CF1 will reveal the in-
fluence of the interactive SST featuring the preconvection
warming on the MJO convection. Each of these 30-day
integrations consists of five ensemblemembers, which are
runwith slightly perturbed atmospheric initial conditions.
The results shown here are based on the averages of the
five ensemble members. All outputs are saved at an
hourly interval for each ensemble member even in those
runs lacking a diurnal cycle.
3. Results
a. Simulated MJO in SCOAR
Before examining the sensitivity of the MJO2 to di-
urnal SST fluctuation, characteristics of the simulated
MJO in comparison to those of the observations are
briefly discussed. Figure 1a shows the time–longitude
diagrams of observed daily-mean precipitation anom-
aly (shading) from the Tropical Rainfall Measuring
Mission (TRMM) satellite precipitation estimates,
overlaid with 850-hPa zonal wind anomaly from
the National Centers for Environmental Prediction
(NCEP)–NCAR reanalysis (Kalnay et al. 1996), both
of which are averaged between 108S and 108N. In the
observations, the MJO2 event is identified as the two
intense-precipitation episodes with the maximum of
2.3mmh21 at 808E on 24 November, which propagated
eastward at 8m s21 (magenta lines) as convectively
coupled Kelvin waves (e.g., Gottschalck et al. 2013).
The zonal wind anomalies are in quadrature with the
precipitation anomaly by about 5–7 days, with the
easterly (westerly) anomalies preceding (following)
the peak precipitation. Figure 1b shows the eastward-
propagating precipitation and wind anomalies from
CF1, which qualitatively resemble the observations.
CF1 shows the strong precipitation maximum at 808E
around 24–26 November, which propagated westward
as a developing tropical cyclone (e.g., Moum et al.
2014). However, this is not evident in the TRMM
precipitation. Zonal wind anomaly also shows greater
amplitude than the NCEP.
Figure 1c shows the diagnostics of the simulated MJO
as measured by the real-time multivariate MJO (RMM)
index (Wheeler and Hendon 2004). The RMM index,
defined as the two leading combined EOFs of outgoing
longwave radiation (OLR), with zonal wind at 850 and
200 hPa in the tropics (158S–158N), has been widely used
to assess skill of theMJO simulations and forecasts (e.g.,
Waliser et al. 2009; Gottschalck et al. 2010), including
that for the DYNAMO period (Gottschalck et al. 2013;
Fu et al. 2013; Ling et al. 2014). Figure 1c shows the
trajectories of the observed (black) and simulated (CF1;
red) MJO2 in the phase space for the 30-day integration
period starting from 14 November 2011. In general, the
RMM phase trajectory of the simulated MJO exhibits
a comparable eastward-propagating feature to the ob-
served ones, both originating from the Western Hemi-
sphere (phase 8) and reaching the Maritime Continent
(phase 5). However, the amplitudes of the simulated
RMM index (normalized by one standard deviation)
and the phase suggest that the simulated MJO is rela-
tively weaker and faster than the observed one. Despite
some discrepancy, the local and global characteristics
of the simulated MJO reasonably resemble those from
the observations. Simulating a reasonable atmospheric
MJO signal in a coupled model is a primary requirement
for the study of MJO–SST feedback as the SST that
influences the MJO is highly dependent upon the
TABLE 1. Descriptions of the experiments performed in
this study.
Description
CF1 WRF-ROMS with 1-h coupling frequency
CF3 WRF-ROMS with 3-h coupling frequency
CF6 WRF-ROMS with 6-h coupling frequency
CF24 WRF-ROMS with 24-h coupling frequency
CF1DM WRF forced with daily-mean SST from CF1
CF1PS WRF forced with persistent initial SST
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structure and evolution of the MJO itself (Zhang and
Anderson 2003).
b. Diurnal cycle in SST
Figure 2a shows the maps of amplitude of diurnal SST
fluctuation (dSST) from CF1 for 15–19 November 2011,
corresponding to the period before the arrival of the
MJO2 deep convection in the DYNAMO region. Note
that dSST is defined following Bernie et al. (2005) as the
difference between the daytime maximum SST and the
mean of the preceding and following nighttime mini-
mum SSTs. According to this definition, the dSST in
CF24 is not necessarily zero, although it is rather small
(Table 2), as the calculation involves the nighttime min-
imum temperatures over two consecutive days. Regions
of enhanced dSST exceeding 18C are found in the central
equatorial Indian Ocean and over the Seychelles–Chagos
thermocline ridge (e.g., Li et al. 2013), which well
correspond to regions of low wind speed (,4m s21),
consistent with the modeling result by Shinoda et al.
(2013). Figures 2b, 2d, and 2f compare the maps of
dSST over the equatorial Indian Ocean, showing that
dSST becomes successively weaker with less frequent
coupling.
This decrease in dSST is quantified in Figs. 2c, 2e, and 2g
by comparing the hourly composites of simulated SST to
the observed one from the R/V Revelle (the green line
denoting the track of the Revelle is identical in each
panel). The Revelle during this period was located at
80.58E on the equator within the broad region of high
dSST. The observed dSST (Fig. 2c, black curve) for this
period is about 1.308C, with an SST peak at 1500 local
time (LT). The observed dSST is underestimated in CF1
(0.738C) when sampled at the location of the Revelle,
representing 56% of the observed range. It is possible
that our unusually high vertical resolution in the upper
ocean and hourly sampling is still insufficient to accu-
rately represent the observed dSST. However, previous
studies by Bernie et al. (2005) showed that 90% of the
observed dSST can be captured by the vertical resolu-
tion in the upper ocean of 1m and the surface fluxes of
temporal resolution of 3 h. The diminished dSST would
be more likely due to stronger surface wind speed in the
model (2.4m s21) than what was observed from the
Revelle (1.8m s21). This strong wind bias, not present in
the ERA-Interim, acts to erode the diurnal warm layer.
However, the comparison of dSST among the SCOAR
coupled runs clearly illustrates that dSST becomes
FIG. 1. (a) Time–latitude diagrams of the daily-averaged precipitation anomaly from the TRMM 3B42 estimates
(shading, mmh21) and the 850-hPa zonal wind [U850; contour interval (CI) 5 3m s21, positive (negative) solid
(dashed) with the zero contour suppressed] from the NCEP–NCAR reanalysis. Twomagenta diagonal lines denote
the 8m s21 phase lines. (b)As in (a), but fromCF1. (c) RMMphase-space plot for the observations (black) and CF1
(red) for the period from 14 Nov to 13 Dec 2011. The MJO state each day is marked by filled circles while four
different symbols mark 17 Nov (circles), 24 Nov (squares), 1 Dec (hexagons), and 6 Dec 2011 (diamonds).
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successively weaker as the CF increases from 1 to 3 h
(0.468C) and then to 6 h (0.338C).
The comparison between the model and observations
was so far at a single point location. To better represent
the broad-scale convection processes observed in the
DYNAMO region, we will be focusing on the NSA re-
gion, in which the MJO signal was strongest, to examine
the convection as measured from the sounding arrays
during DYNAMO (Johnson and Ciesielski 2013). As
these sounding observations were routinely assimilated
into the ERA-Interim, the convection represented
therein over the NSA region should be of high quality.
Lack of diurnally resolved SST in theNSA, however, led
us to compare the simulated NSA SSTs with those from
the Revelle, located in the eastern end of the NSA.
Figure 3a compares the hourly Revelle SST time series
with the simulated NSA SST during the MJO2 period.
The observed SST (black curve) shows a period of en-
hanced warming accompanied by large diurnal fluctua-
tions between 15 and 19 November and a transition to
cooling and reduced diurnal cycle between 22 and 26
November. Figures 3b and 3c present the hourly SST
composites during these two periods. Again, the ob-
served dSST in the suppressed phase is 1.308C with
FIG. 2. (a),(b),(d),(f) Maps of diurnal SST amplitude (dSST), defined as the difference between the daytime
maximum SST and themean of the preceding and following nighttimeminimumSSTs, overlaid with themean 10-m
wind speed (contours; CI5 2m s21) for the period of 15–19 Nov 2011. The green line denotes the track of the R/V
Revelle. The black box in (a) encompasses the region of the northern sounding array (NSA), 0.78S–78N, 738–80.58E,
during DYNAMO by Johnson and Ciesielski (2013). (c),(e),(g) Hourly composites of SST corresponding to (b),(d),(f),
respectively, in comparison to the observed one from the R/V Revelle (black).
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a mean SST of 29.958C, which are both reduced to 0.498
and 29.208C, respectively, in the active phase (Table 2).
Reduced dSST during the active phase implies that the
diurnal SST is likely not important for the feedback to
the atmosphere during this phase.
The simulated SST qualitatively resembles the ob-
served change in dSST and the cooling trend in themean
SST (Table 2). However, the excessively high SST from
the model after 27 November toward the end of the
simulation period is striking, which might be related to
two deficiencies in the ocean–atmosphere process as-
sociated with the simulatedMJO. First, the model lacks
the observed two wind events associated with the
MJO2 but instead shows one broad peak (Fig. 1). Ob-
servations from Moum et al. (2014) suggest that the
mixed-layer depth deepened and SST cooled further
after the second wind event. Thus, lack of this second
wind event might have contributed to the lack of sig-
nificant cooling and thus to the warm bias. Further-
more, the clearest water type used in the ocean model
might allow a buildup of excessive subsurface warm
anomaly during the suppressed phase (as is discussed in
section 3c), which then would be entrained to the sur-
face layer during the wind event. This will reduce the
amplitude of SST cooling. Given the discrepancy in
simulated and observed SSTs after the MJO2, we will
limit our analysis to the first half of the time series,
FIG. 3. (a) The hourly time series of the observed SST from the R/V Revelle (black) and the simulated SSTs
(sampled following the Revelle), color coded to represent the different experiments. The gray boxes mark the two
time periods, the convectively suppressed phase of the MJO2 (15–19 Nov 2011) and the active phase (22–27 Nov
2011). (b),(c) The hourly composites SSTs calculated for each time period.
TABLE 2.Mean SST (8C) and diurnal amplitude of SST (8C) from
the R/VRevelle and eachmodel simulation averaged over theNSA
region for the suppressed and active phases of MJO2 and their
difference.
Suppressed phase
(15–19 Nov)
Active phase
(22–26 Nov)
Suppressed
minus active
Mean SST dSST Mean SST dSST Mean SST dSST
Revelle 29.95 1.30 29.20 0.49 0.75 0.81
CF1 29.81 0.58 29.42 0.19 0.39 0.39
CF3 29.73 0.39 29.45 0.13 0.28 0.26
CF6 29.72 0.29 29.44 0.13 0.28 0.16
CF24 29.73 0.03 29.56 0.03 0.17 0
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which includes periods of both suppressed and active
convection.
With the largest dSST, CF1 also shows the highest
mean SST (29.818C) during the suppressed phase in com-
parison to CF3–CF24 showing approximately 29.728–
29.738C. A two-sided Student’s t test indicates that the
SST difference between CF1 and the rest of the coupled
runs (CF3–CF24) is significant at p 5 1% confidence
level. The higher mean SST in CF1 by approximately
0.18C indicates that the diurnal SST cycle enhances the
daily-mean SST, which is consistent with previous
studies showing a higher mean SSTs (;0.18C) with
subdaily forcing (e.g., Bernie et al. 2007; Li et al. 2013).
Shinoda and Hendon (1998) using the 1D ocean model,
showed an even greater SST difference (0.28–0.58C) with
and without diurnal variation of shortwave radiation in
the western tropical Pacific. The mean SST from
CF1DM is identical to that of CF1 but has no dSST by
definition. CF1PS has a cooler SST lacking the pre-
convection warming. The subsequent impact on the
surface flux and the atmospheric convection is discussed
in the following sections.
In the transition from the suppressed to the active
phase, the SST from the Revelle is cooled by 0.758C
(Table 2), which is in line with the typical SST change
associated with MJO of 0.258–0.38C, but often reached
up to 18C in the western Pacific (Weller and Anderson
1996). The SST cooling of 0.398C in CF1 is reasonable
in comparison to such observations. The SST cooling in
CF1 is greater than other runs by more than 0.18C
(Table 2) and especially in comparison to CF24 by
0.228C. This might be related to the stronger heat loss
by LH (Table 3). This suggests that the SST cooling
associated with the passage of the MJO convection
might be reinforced by the preconvection diurnal SST,
which is congruent with the studies by Bernie et al.
(2005) and Li et al. (2013) showing the amplified in-
traseasonal SST in response to MJO with a greater
diurnal SST.
c. Diurnal cycle in latent heat flux
During the suppressed phase, the higher SST in CF1
than CF6 and CF24 occurs despite the larger evapora-
tive cooling. Figure 4a shows the hourly evolution of the
latent heat flux (LH; positive upward) in theNSAaswell
as the observed daily LH estimate from objectively an-
alyzed air–sea fluxes (OAFlux; Yu and Weller 2007;
black curve). The hourly time series clearly shows the
LH at this location evolves in association with the arrival
of MJO2, with reduced heating of the atmosphere dur-
ing the suppressed phase and amplified heating during
the active phase (Table 3). During the suppressed phase,
the diurnal amplitude in LH (dLH), defined in the same
way as dSST, is proportional to dSST, with the highest
dLH in CF1, 30.2Wm22, and the lowest in CF6,
24.6Wm22. This leads to a mean LH of 147.8Wm22 in
CF1, higher than those of CF3–CF24, showing 140–
142Wm22. This difference in LH between CF1 and
other less frequently coupled runs is significant at p 5
1% level. The peak LH difference between CF1 and
CF24 can be up to 20Wm22 (Fig. 4). Schiller and
Godfrey (2005) suggested from a diagnostic 1D model
that the ocean loses heat additionally by 10Wm22 due
to diurnal variation of SST. The errors in LH and the net
surface heat flux (Qnet) due to the omission of dSST
(Clayson and Bogdanoff 2013) were estimated to be
approximately 6–8Wm22 in the equatorial Indian
Ocean during the boreal winter. The time-mean differ-
ence in Qnet between CF1 and CF24 is 9.9Wm22,
consistent with their estimates. Differences of heat flux
of this size would have nonnegligible impact on atmo-
spheric physical processes (Kawai and Wada 2007).
The dLH in CF24, despite the lack of dSST, is greater
(30.2Wm22) than those of CF3 and CF6 and compa-
rable to that of CF1. This large dLHwithout dSST is also
seen in CF1DM, forced with daily-mean SST from CF1,
and CF1PS, forced with the time-invariant initial SST
(Table 3). This is because in these runs the dLH was
determined predominantly by the diurnal variations in
surface wind speed. In the bulk parameterization, latent
heat flux is expressed as LH 5 rLCHW10(qs 2 qa),
where r is the density of air, L is the latent heat of va-
porization of water, CH is the bulk exchange coefficient,
W10 is the wind speed at 10m, qs is the saturation spe-
cific humidity at the temperature of the ocean surface,
and qa is the specific humidity of air at 2m. The diurnal
variation in LH is determined jointly by that of W10, qs,
and qa. The hourly composites of each of these quanti-
ties are plotted in Fig. 5. W10 in all cases shows the peak
at 0900–1000 LT, with qs peaking at 1500–1600 LT and
qa near local midnight. Hence, the morning peak in LH
TABLE 3. Time-mean latent heat flux (Wm22) and diurnal am-
plitude of latent heat flux (Wm22) over the NSA region during the
suppressed and active phases ofMJO2 from the OAflux andmodel
simulations; dLH from OAflux is not available.
Suppressed phase of
MJO2 (15–19 Nov)
Active phase of
MJO2 (22–26 Nov)
Mean LH dLH Mean LH dLH
OAflux 95.9 N/A 142.3 N/A
CF1 103.8 30.2 169.2 40.1
CF3 97.4 24.6 168.3 51.6
CF6 98.0 21.1 148.6 28.9
CF24 97.7 30.2 160.6 49.9
CF1DM 101.2 29.8 165.3 44.8
CF1PS 79.3 25.3 91.0 26.0
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apparent in CF24, CF1DM, and CF1PS is due to that of
W10 in the absence of strong diurnal qs, which is strongly
influenced by diurnal SST. This is in marked contrast to
CF1 where the diurnal qs plays a leading role in locating
the peak in LH at 1400 LT, despite a significant peak in
W10 in the morning. The diurnal qa is evidently weak, so
its late night peak is not apparent in that of LH. This
suggests that the diurnal cycle in SST plays a pivotal role
in locating the diurnal peak in LH at the time of diurnal
maxima of SST and qs, thus maximizing the moistening
of the atmosphere. Observations in the western Pacific
during TOGA COARE indicate the initiation of the
shallow convection activity occurred in the afternoon at
the time of the SST and surface air temperature maxima
(e.g., Chen and Houze 1997; Johnson et al. 1999). A
recent modeling study (Thayer-Calder andRandall 2009)
based on the superparameterized Community Atmo-
sphere Model (SP-CAM) suggests the importance of the
lower-tropospheric moistening during the suppressed
phase for the MJO convection. The current study shows
that this diurnal moistening of the atmosphere might be
erroneously represented if the model lacks or under-
represents the SST diurnal cycle.
In summary, there are at least two effects of the diurnal
SST variation on LH and the moistening of the tropo-
sphere. First, the diurnal SST increases the daily-mean
SST andLHvia a rectified upper-ocean response. Second,
given the same time-mean SST, the diurnal SST also en-
hances the diurnal moistening process by collocating the
diurnal peak in LH with those of SST and qs. The sub-
sequent sections will discuss the relative importance of
the two effects on the MJO convection and precipitation.
d. Diurnal evolution of the upper-ocean temperatures
Figures 6a–c compare the evolution of the upper-
ocean temperature anomalies (the 30-day mean is re-
moved) in the NSA along with the hourly time series of
anomalous zonal wind at 10m (U10; blue) and down-
ward shortwave radiation (SWD; red). In all cases (CF3
is not shown), the suppressed phase is characterized by
a weak easterly anomaly and a positive SWD anomaly,
leading to warming of the upper ocean with sharp diurnal
FIG. 4. (a) Simulated time series of LH (Wm22; positive upward) averaged over the NSA region (0.78S–78N, 738–
80.58E), color coded to represent the different experiments. (b),(c) The hourly composites of LH calculated for
suppressed and active phase of MJO2, respectively.
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thermocline and shoaled turbulent boundary layer
(TBL; gray line). The thickness of the diurnal warm
layer, as inferred from the daytime TBL depth, is less
than 2m in CF1 but gets deeper as the CF increases (3m
in CF6 and 7m in CF24; not shown). As the TBL marks
the depth to which the surface-driven turbulent mixing
penetrates (e.g., Large et al. 1994), the thin daytimeTBL
indicates that the incident solar radiation retained
within the surface layer effectively raises the SST on
a diurnal basis and increases the heat transfer to the
atmosphere as latent heat (Fig. 4). The pronounced
upper-ocean warming anomaly (.0.38C) below the
TBL, reaching greater than 20-m depth in CF1 and ev-
idently less so in CF6 andCF24, is due to the penetration
of shortwave radiation flux through the TBL, reinforcing
the stable upper-ocean stratification (e.g., Shinoda and
Hendon 1998). The thin and warm daytime TBL is
deepened at night due to surface radiative cooling and
enhanced turbulent mixing in the upper ocean
(Yoneyama et al. 2013; Moum et al. 2014). After 23
November, the SST cools as the TBL deepens in
association with the negative SWDanomaly, signaling the
arrival of theMJO2 deep convection. The extent to which
the TBL deepens is greater in CF1 than in CF6 and CF24,
suggesting that the shear instability in the mixed layer
would also play an important role in enhancing the cooling
in CF1 (Moum et al. 2014). The zonal wind switches to the
westerly and strengthens until 27 November, with the
maximum upper-ocean cooling during 28–30 November.
Clearly, the upper-ocean warming during the sup-
pressed phase is more pronounced and reaches deeper
in CF1 than in CF6 and CF24. The diurnal cycle in the
upper-ocean temperature is also strongest in CF1. This
difference is further illustrated in Figs. 6d–f, which
compare the time-mean profiles of the upper-ocean
temperature during the suppressed phase. Error bars
represent the respective intradiurnal standard deviation,
which is simply the standard deviation of hourly tem-
perature composites. The enhanced diurnal variability
in the upper 5m is stronger in CF1 than in CF6. The time
means of both the SST and the top-5-m temperature are
higher during this period in CF1, as are the diurnal
FIG. 5. The hourly composites of (a) latent heat flux (Wm22), (b) 10-mwind speed (m s21), (c) saturation specific
humidity at the temperature of the ocean surface (g kg21), and (d) the specific humidity of air at 2m (g kg21) during
the suppressed phase of MJO2.
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variations (Table 4), in comparison to CF6 and CF24.
The greater range of diurnal variation in the upper-
ocean temperature and SST thus helps the sea surface
reach a higher daytime temperature in CF1.
e. Impact on MJO deep convection and precipitation
How is the SST condition related to the MJO2 deep
convection? Figure 7 shows the time–longitude dia-
grams of the observed and simulated daily-mean pre-
cipitation anomalies averaged between 108S and 108N.
Figure 8 compares the time series of the daily-mean total
precipitation amount averaged over the NSA region.
During the suppressed phase, the observed precipitation
amount was small (Fig. 7a and black line in Fig. 8) but
increases to the maximum on 24 November followed by
the secondary peak on 27 November. The period after
29 November marks another suppressed phase before
the so-called MJO3 (Moum et al. 2014). The simulated
precipitation from both the coupled and uncoupled
models shows the eastward-propagating precipitation
that qualitatively resembles the observations.
The maximum precipitation amount in the coupled
runs is found on 25–26 November (Fig. 8b). If the initi-
ation of the simulated MJO is defined as the timing of
the peak convection [see Straub (2013) for a definition of
the MJO initiation], then the initiation is not noticeably
different among the coupled runs (i.e., CF1–CF24).
However the intensity of convection shows noticeable
proportionality to the preconvection dSST; that is, the
average precipitation amount gets smaller as the cou-
pling becomes less frequent. Figure 8b confirms this by
showing that CF1 (red) on average has the largest
amount of precipitation (1.72mmh21; Table 5), com-
pared to CF3 (1.63mmh21), CF6 (1.51mmh21), and
FIG. 6. (left) Time–depth diagrams of the upper-ocean temperature anomalies (shading, 8C) averaged over the
NSA region (0.78S–78N, 738–80.58E) from (a) CF1, (b) CF6, and (c) CF24, overlaid with the respective depth of
turbulent boundary layer (TBL; m, gray contours). Both the hourly- and daily-mean TBL values are shown in
(a) and (b). Blue and red lines denote the anomalous 10-m zonal wind (m s21) and the downward shortwave
radiation at the surface (Wm22), respectively. The anomalies are with respect to the 30-daymean. (right) Themean
upper-ocean temperature profiles for (d) CF1, (e) CF6, and (f) CF24 are overlaid with 61 intradiurnal standard
deviation (STD) for the suppressed phase of MJO2 (14–21 Nov 2011).
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CF24 (0.93mmh21). The precipitation difference be-
tween CF1 and the rest of the coupled runs (CF3–CF24)
is significant at 1% level according to a two-sided Stu-
dent’s t test. Therefore, there appears to be a systematic
intensity response of precipitation associated with
MJO2 to the preconvection dSST, suggesting a possible
causal (lead–lag) relationship between the two.
The average precipitation in CF1 is only slightly
higher than that in CF1DM during the active phase
despite the lackof a diurnal SSTcycle inCF1DM(Table 5).
Furthermore, the precipitation amount from CF1DM is
higher than that of CF3–CF24. This implies that, of the two
primary effects of diurnal SST—raising the time-mean
SST/LH and strengthening the diurnal moistening
process—the former plays the dominant role in en-
hancing convection and precipitation. CF1PS has a de-
layed peak in precipitation on 27 November unlike the
observations and CF1, suggesting that the lack of pre-
convection warming and moistening lowers the pre-
dictive skill of the onset of convection.
Figures 9 and 10 illustrate the evolution of vertical
structure of the atmosphere over the NSA. Figure 9a
shows the specific humidity anomaly q0 (with respect to
the 30-day mean) overlaid with the pressure vertical
velocity anomaly v0 from the ERA-Interim. Figure 10a
shows the temperature anomaly T 0 and the zonal wind
anomaly U0. The observed evolution is compared with
the two model runs showing the clearest contrast, CF1
FIG. 7. Time–longitude diagrams of daily-mean precipitation rate anomaly (mmh21) averaged over 108S–108N from (a) TRMM 3B42,
(b) CF1, (c) CF3, (d) CF6, (e) CF24, (f) CF1DM, and (g) CF1PS. Twomagenta diagonal lines, common to all the panels, denote the 8m s21
phase lines derived from (a).
TABLE 4. Time-mean and intradiurnal standard deviation
(STD), defined as the standard deviation of the hourly composites,
of the SST (8C) and the top-5-m averaged temperature (8C) during
the suppressed phase of MJO2 over the NSA region.
CF1 CF6 CF24
SST: mean 6 STD 29.8 6 0.30 29.8 6 0.16 29.7 6 0.00
5-m temperature:
mean 6 STD
29.9 6 0.24 29.9 6 0.15 29.9 6 0.00
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and CF24. In the ERA-Interim, the suppressed phase is
dominated by drying of the low to midtroposphere
(bluish shading in Fig. 9a) with the anomalous sub-
sidence (red contours). This period is accompanied by
an easterly (westerly) wind anomaly at the lower (up-
per) level showing a baroclinic vertical structure
(Fig. 10a). A moistening of the lower atmosphere
(1000–850 hPa) is seen from 18 November accompa-
nied by the strengthened low-level easterlies. The
evolution of themoistening appears to be gradual when
area-averaged, although previous observations at sin-
gle locations suggest a stepwise evolution of the mois-
ture fields (e.g., Kikuchi and Takayabu 2004; Del
Genio et al. 2012). The simulated moisture evolution, if
sampled at a single location (e.g., the Gan Island),
captures the gross feature of the stepwise evolution
(not shown) observed from DYNAMO (Johnson and
Ciesielski 2013). The moistening peaks during 24–26
November in the midtroposphere (500–600 hPa) result
from the upward moisture transport marked by the
strong ascending motion at 215 hPa h21. The resultant
mid- to upper-tropospheric heating at 600–300 hPa
(Fig. 10a) instigates the onset of low-level westerly and
upper-level easterly winds. This time–height structure
of the atmosphere associated with the MJO is consis-
tent with the observations during DYNAMO (Johnson
and Ciesielski 2013) and TOGA COARE (e.g., Kiladis
et al. 2005), showing the moistening of the low to
midtroposphere by detrainment from the shallow
cumulus and congestus and the moistening of the mid-
to upper troposphere by deep convection.
The CF1 qualitatively well represents this well-
documented evolution. The troposphere is anomalously
dry with strong large-scale subsidence and low-level
(upper level) easterly (westerly) wind during the sup-
pressed phase. The moistening of the midtroposphere
and warming of the upper troposphere during the active
convection is accompanied by strong rising motion and
the onset of low-level westerly wind. There is a hint that
the moistening occurs in the initially dry lower tropo-
sphere, although it occurs at a higher level (600–700hPa)
than what ERA-Interim suggests. The warming and
moistening during the suppressed phase imply the de-
velopment of shallow convection. Of course, a model at
this resolution cannot explicitly resolve shallow cumulus
or diurnal congestus, but their effects on the moistening
of the atmosphere are included through the parame-
terizations of the turbulent boundary layer and the
shallow cumulus convection in the WRF Model. The
fact that the time-mean LH is enhanced and that dLH is
proportional to dSST lends strong support to the notion
that this moistening originates from the surface through
FIG. 8. Time series of daily-mean total precipitation rates (mmh21) over the NSA region
(0.78S–78N, 738–80.58E) of (a) CF1, CF1DM, CF1PS, and TRMM, and (b) CF1, CF3, CF6,
CF24, and TRMM. The gray boxes delineate the periods of the convectively suppressed (15–19
Nov 2011) and active (20–26 Nov 2011) phases of MJO2.
TABLE 5. Average rainfall amount (mmh21) during the active
phase of MJO2 (22–26 Nov 2011).
TRMM CF1 CF3 CF6 CF24 CF1DM CF1PS
Rainfall 1.14 1.72 1.63 1.51 0.93 1.62 1.02
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enhanced latent heating over highermean SST and dSST.
The low-level moistening leading to the deep convection
can have contributions from both the lateral advection
(Benedict and Randal 2009; Maloney 2009; Kiranmayi
and Maloney 2011) and the local vertical advection from
LH release from the ocean (Maloney and Sobel 2004;
Maloney 2009). As will be clarified in the next subsection,
it is the latter that plays the leading role in this case.
Comparing CF1 and CF24, Figs. 9 and 10 clearly show
that the ascendingmotion, the upper-level warming, and
the midlevel moistening during the active convection
are all stronger in CF1 than in CF24. This suggests that
evolution of the convection is generally amplified with
a stronger diurnal SST that leads to the higher time-
mean SST via a rectified upper-ocean response. The
mean vertical distribution of q and T shows that the
atmosphere is moister (Fig. 9e) and warmer (Fig. 10e) at
the low to midlevels in CF1 than in CF6 and even more
so than in CF24 during the suppressed phase. Conse-
quently, the stronger deep convection leads to greater
midlevel moistening and upper-level warming in CF1
during the active phase (Figs. 9f, 10f). The time–height
evolution in CF1DM is quite similar to those of CF1 (not
shown), indicating that the primary effect of diurnal SST
on the convection and precipitation is by raising the
time-mean SST and LH. As Slingo et al. (2003) sug-
gested, the diurnal cycle in SST might cause the shallow
convection in the suppressed phase of the MJO,
whereby the cumulus congestus clouds moisten the free
troposphere. This preconditioning by the local diurnal
cycle in SST for the MJO deep convection occurs in the
current model predominantly through the diurnal cycle
in SST raising time-mean SST and latent heat flux.
f. Column-integrated moist static energy budget
analysis
To further elucidate the process relating the diurnal
cycle in SST to the intensity ofMJOconvection, a column-
integrated moist static energy (MSE) budget analysis
(Maloney 2009) has been executed. This can be cast as
FIG. 9. Pressure–time cross sections of the anomalous specific humidity (q0; g kg21) over the NSA region (0.78S–78N, 738–80.58E) from
(a) ERA-Interim, (b) CF1, and (c) CF24. The anomalies are respect to the 30-day-mean values. Contours denote the pressure velocity
anomaly (v0; CI5 10 hPah21) with the blue (red) representing the ascending (descending) motion. (d) The time-mean specific humidity
profiles during the suppressed phase of MJO2. Also the differences in the mean specific humidity are shown for the (e) suppressed and
(f) active phases.
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where the subscripts denote partial derivatives. In this
equation, h is the MSE, defined as h 5 cpT 1 gz 1 Lq,
where cp is the specific heat at constant pressure, T is
temperature, z is height, g is the gravitational accelera-
tion, L is the latent heat of vaporization at 08C, and q is
the specific humidity. LH and SH represent the surface
latent and sensible heat fluxes, and LW and SW are the
longwave and shortwave heating rate. The residual R
includes processes not considered (e.g., latent heat due
to fusion) or captured (by hourly sampling) in this
analysis and errors due to discretization and vertical
interpolation of the model grids (e.g., Kiranmayi and
Maloney 2011). The angle brackets denote column in-
tegration from 1000 to 100 hPa. The column-integrated
tendency of MSE hhti is balanced by the column-
integrated import or export of MSE by horizontal and
vertical advection, the longwave and shortwave heating,
and the turbulent heat fluxes. As the longwave and
shortwave heating rates were not saved at every vertical
level, these terms are lumped together with the residual
in this analysis. Given previous studies suggesting the
importance of longwave heating in the MSE budget
(e.g., Andersen and Kuang 2012; Arnold et al. 2013), the
lack of an estimate for hLW 1 SWi is a caveat of the
result provided here.
Figure 11a compares the individual budget terms
during the suppressed phase, color coded to represent
different experiments. Among the coupled SCOAR
simulations (CF1–CF24), there is an overall increasing
tendency in the column-MSE recharge with the de-
creasing CF. The exception to this trend is between CF3
and CF6, but their difference is small and perhaps in-
significant. The contribution from the horizontal and
vertical advection is negative and negligible. Zonal
FIG. 10. As in Fig. 9, but for temperature anomaly (T 0, colors; 8C) and zonal wind anomaly (U0, contours; CI 5 3m s21). The red (blue)
contours denote westerly (easterly) wind anomalies.
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(meridional) advection is positive (negative) with am-
plitude of 30Wm22 (not shown); the two components
thereby cancel each other. In contrast, the turbulent
heat flux (LH 1 SH, where LH is dominant), which is
proportional to dSST, is the only dominant source term
that accounts for the more expedited rate of MSE re-
charge with the more frequent coupling. The dominant
role of LH 1 SH in the buildup of MSE at this stage is
also consistent with the result from ERA-Interim (not
shown). While hLW 1 SWi and R together slow the
recharge rate, this is not the dominant factor. Thus, the
greater dSST helps to achieve a greater release of LH to
the atmosphere, leading to the more rapid buildup of
MSE. Examining the uncoupled simulations, each of the
MSE budget terms in CF1DM has comparable magni-
tude to those in CF1, despite the very different diurnal
cycle in LH between CF1 and CF1DM. This confirms
that the dominant effect of the diurnal SST variation on
the MJO convection is through raising time-mean SST
and LH. In CF1PS, with time-invariant SST lacking
preconvection heating and moistening, the MSE re-
charge is noticeably slower than CF1DM and CF1, since
LH is smaller.
Once the large-scale MJO convective system arrives
in the NSA (Fig. 11b), hhti becomes small, and a balance
develops between the MSE export by the vertical ad-
vection and, to a lesser extent, by horizontal advection
and the MSE import by LH1 SH and hLW1 SWi1 R,
which are of comparable magnitude. The magnitudes of
vertical advection among the coupled runs exhibit
a good proportionality to dSST. Therefore, the pre-
conditioned atmosphere by higher SST and dSST is
conducive to a locally more intensified deep convection.
The column-integrated moisture budget analysis (not
shown) reinforces this finding; that is, during the sup-
pressed phase, the moisture gain through the negative
apparent moisture sink by surface evaporation is more
important than the moisture loss by the drying associ-
ated with the convective downdrafts. During the active
phase, a balance is established between the increased
export of moisture by the deep convection and the
moisture gain by surface evaporation.
A further decomposition of the column-integrated
vertical advection term, h2vhpi, highlights the differ-
ence in diurnal moistening process. With v and hp de-
composed into the daily mean (overbars) and the
diurnal deviation from the daily mean (primes), the total
vertical advection can be expressed as h2vhpi5
h2vhpi1 h2v0h0pi, where h2v0h0pi represents the non-
linear rectification effect byv0 and h0p. The cross-product
terms are negligible. Figure 12a shows that, during the
suppressed phase, the daily-mean advection, h2vhpi,
exports the MSE by the large-scale convective
downdrafts producing anomalously dry, cold air (Figs. 9
and 10), with amplitude showing no obvious proportion-
ality to dSST. The import of the column-integrated MSE
is through the diurnally rectified vertical advection,
h2v0h0pi, which nearly cancels the export by h2vhpi and
scales quasi-linearly with dSST and hLH 1 SHi. The
greatest MSE import is in CF1 on a diurnal scale, which
then subsides with increasingly infrequent coupling.
During the active phase, the deep convection is domi-
nated by the daily-mean vertical advection. This anal-
ysis is qualitatively consistent with Haertel et al.
(2008), who suggested based on the MSE budget
analysis of the TOGA COARE sounding data that the
vertical advection by shallow convection supports the
convergence of MSE prior to the MJO deep convec-
tion. Note that h2v0h0pi in CF1DM, despite no dSST, is
only slightly weaker than that in CF1 (42 vs 37Wm22),
which is due to the pronounced diurnal cycle in LH that
is dominated by that in W10. The same is true with
CF1PS showing more than half of h2v0h0pi in CF1 de-
spite the lack of dSST.
Therefore, the column-integrated MSE and moisture
budget analyses suggest that, as in the observations (e.g.,
Waliser et al. 1999; Kemball-Cook and Weare 2001;
Raymond et al. 2003; Stephens et al. 2004), the moisture
in the lower atmosphere is accumulated over the warm
SST during the calm and sunny period. The resulting
increase in the columnMSE facilitates deep convection,
a process consistent with the recharge–discharge para-
digm [e.g., Bladé and Hartmann 1993; see also Xu and
Rutledge (2014) for DYNAMO observations]. In this
study, the diurnal SST plays a pivotal role in enhancing
the daily-mean latent heat flux, and to a less extent an-
choring the diurnal peak of the latent heat flux with that
of SST and qs. This is consistent with some previous
studies suggesting the leading role of the latent heat
flux in the development of the deep convection and the
recharge–discharge process (Maloney et al. 2010; Sobel
et al. 2008). The result, however, is at odds with other
studies suggesting the essential role of horizontal ad-
vection (Maloney 2009). The importance of longwave
heating associated with the reduced outgoing longwave
radiation over the warm SST suggested from recent
SP-CAM studies (Andersen and Kuang 2012; Arnold
et al. 2013) cannot be thoroughly assessed in this study.
4. Summary and discussion
One of the overarching goals of the DYNAMO field
experiment is to assess whether and how upper-ocean
processes suchas thebarrier layer,mixing, and stratification
influence the MJO initiation by affecting the mixed-layer
temperature, SST, and air–sea flux (Yoneyama et al. 2013).
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These oceanic properties exhibit a pronounced diurnal
variation during the calm and sunny period prior to
MJO deep convection. The resultant warm SST by
a nonlinear rectification effect moistens the local at-
mosphere and influences the ensuing deep convection.
The purpose of this study is to identify the leading
mechanism(s) by which diurnal SST variability in-
fluences the atmosphere during DYNAMO.
The SCOAR regional coupled model was constructed
targeting the November 2011 MJO event in a tropical-
channel configuration at 40-km resolution, with un-
usually high vertical resolution in the upper ocean, and
with 1-hourly model coupling frequency (CF). All these
factors are designed to better capture the evolution of
the oceanic and atmospheric processes associated with
the passage of MJO so as to test their sensitivity to the
diurnal SST variation. CF is varied in an otherwise
identical configuration from 1 to 24 h. As the differences
among the runs with varied CF can be due to a different
mean state, two complementary WRF-only simulations
were executed forced with the daily-mean SST from
CF1 (CF1DM) and with the persistent initial SST
(CF1PS) in order to test the role of interactive SST in the
timing and intensity of MJO.
WRF uses the modified Zhang–McFarlane deep
convection scheme in conjunction with the University
of Washington shallow cumulus scheme (Park and
Bretherton 2009). The use of deep and shallow con-
vection scheme, in combination with the interactive
ocean, is instrumental for the improved simulation of
the lower- and upper-level moistening process in our
model. This is consistent with the result from a previous
WRF modeling study by Hagos et al. (2011), who sug-
gest thatWRF can produce a reasonableMJOonly if the
representation of the moisture variability is improved
via moisture nudging. In their study, the moisture
nudging enforces the realistic moistening and stratiform
heating process prior to the active MJO, leading to im-
proved simulation of MJO. In our study, this effect is
included by the diurnal SST and the shallow convection
scheme.
During the suppressed phase, the more frequent
coupling leads to a stronger dSST and a higher mean
SST. The daily-mean SST is significantly higher (by
0.18C) in CF1 than in CF24, despite a higher latent heat
loss by 10Wm22 in the time mean and up to 20Wm22
on a diurnal time scale. The LH diurnal cycle in CF1 is
determined by that of the saturation water vapor mixing
ratio at the sea surface qs peaking in the afternoon, as
does the SST. In cases with weak (CF6) or no (CF24 and
CF1DM) diurnal SST, in contrast, the diurnal peak in
LH corresponds to that of surface wind speed occurring
in the morning. The associated dLH in CF24 and
CF1DM is comparable to that of CF1 despite this very
FIG. 11. The column-integratedMSE budget terms, color coded to represent the results from
different experiments, during the (a) suppressed (15–19 Nov 2011) and (b) active (22–26 Nov
2011) phases of MJO2. All quantities are averaged in the NSA region (0.78S–78N, 738–80.58E).
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different diurnal fluctuation. However, the mean LH is
greater in CF1 compared to CF24, suggesting the im-
portance of diurnal moistening in the troposphere. The
two effects of diurnal SST (i.e., the increased time-mean
SST/LH and the enhanced diurnal peak of LH) yield
statistically significant response in the intensity of the
convection; that is, the precipitation amount during the
active phase is greater in CF1 than in CF24. The dif-
ference in time-mean LH and precipitation between
CF1 and CF1DM is small despite the lack of dSST in
CF1DM, which implies that the diurnal variation of SST
and LH is of secondary importance to the convection.
The primary effect of including diurnal SST, hence, is to
raise the daily-mean SST and LH, which enhance deep
convection. Among the SCOAR coupled runs in which
the dSST scales with the CFs, the resultant rainfall
amount is quite reasonably proportional to pre-
convection mean SST and dSST.
The relationship is further quantified by a column-
integrated moist static energy (MSE) budget analysis.
The recharge rate of the column MSE during the
suppressed phase is stronger with more frequent cou-
pling. The latent heat flux is the dominant source term.
The net vertical advection plays a minor role during this
period, but the decomposition of this term reveals the
diurnal moistening process. The daily-mean advection
exports the MSE, slowing down the recharge via the
convective downdrafts, which is almost cancelled by the
import ofMSE by the vertical advection due to a diurnal
rectification effect.While the former is not related to the
diurnal SST, the latter shows a clear linear relationship
with the CFs, suggesting that theMSE import by vertical
advection on a diurnal basis is associated with the di-
urnal cycle in SST and LH.
Comparison of the result between CF1 and twoWRF-
only simulations highlights the role of interactive and
diurnal SST on the predictability ofMJO convection. As
the model was initialized approximately 1 week before
the onset of the convection, which is shorter than the
typicalMJOpredictability time scale (Waliser et al. 2003),
some predictability is provided by the initial condition. In
addition to this initial predictability, time-varying lateral
FIG. 12. As in Fig. 11, except showing the breakdown of the total vertical advection of the
column-integrated MSE h2vmpi into the daily-mean advection h2vmpi and the contribution
by the nonlinear rectification h2v0m0pi.
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and the SST boundary conditions appear to strongly in-
fluence the skill of simulating MJO2 with the current
SCOAR model, especially the intensity and timing of
the peak convection. Previous extensive tests using the
tropical-channel WRF Model (Ray et al. 2009) sug-
gested the critical role of time-varying lateral boundary
conditions, which allowed meridional advection of the
westerly momentum from the extratropics. Other fac-
tors such as detailed characteristics of SST, model
physics, and horizontal resolutions did not noticeably
improve the simulation of the MJO (Ray et al. 2009;
2011). This study is partly consistent in that the CF1PS
with a time-varying lateral boundary condition without
evolving SST is able to produce the MJO-related signal.
The timing of the peak convection in CF1PS, however,
was delayed 1–2 days compared to the case that allowed
the time-varying SST (CF1DM) or that allowed the di-
urnal SST (CF1). This indicates that the SST warming
prior to the convection was critical for predicting the
timing of MJO convection in the current model. Al-
lowing diurnal variability of SST in CF1–CF24 did not
shift the timing of the MJO convection or significantly
alter the propagation characteristics; nonetheless it
influenced the intensity of the local convection signifi-
cantly. Further study of MJO predictability, including
the comparison of the existing runs with the one without
meridional lateral boundary influence (e.g., Ray et al.
2009), will clarify the predictability source of the MJO2
convection in a regional coupled modeling framework.
This is a topic of an ongoing study.
Overall, this study sought to quantify from a system-
atic set of regional coupled model simulations the effect
of diurnal SST variability on the onset and intensity of
MJO convection. The result of this study, while limited
to one particular MJO event during DYNAMO, pres-
ents a valuable insight into the physical process by which
diurnal SST variability influences the MJO convection.
Despite the underestimation of the observed diurnal-
cycle amplitude in the present model, the result shows
a robust proportionality of the intensity of deep con-
vection to the mean and diurnal variation in SST. The
result also reveals the significant role of the time-varying
and diurnally fluctuating SST in the predictive skill of
MJO. The diurnal evolution in SST regulated by the
ocean–atmosphere coupling is thus important for MJO
convection by influencing the latent heat flux (Sobel
et al. 2008). The current study, therefore, provides
consistent results from the previous studies (e.g., Bernie
et al. 2007; Woolnough et al. 2007) that identified an
improved representation of diurnally evolving SST as
the potential source of the MJO predictability. The di-
urnal variations in mixing and stratification in the upper
ocean, important for diurnal SST variations, are crudely
represented inmany global-scalemodels. A high-resolution
regional coupled model such as SCOAR and other ex-
isting ones (e.g., Shinoda et al. 2013) can potentially
improve on both process and predictive understanding
of the MJO–ocean interactions on diurnal to intra-
seasonal time scales.
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