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Abstract
Electricity providers are using variable pricing to encourage customers to shift energy consumption
from “peak” times. This presents a great opportunity for the customers to reduce their bills using this
variable pricing strategy coupled with a battery energy storage system (BESS). The schedule of
charging and discharging the BESS depends on the forecasted customer demand data. Forecasts are
bound to have a certain degree of error associated with them, and hence it becomes important to
understand the effect of these forecasting errors on the cost and the emissions associated with
scheduling of the BESS. In this work, a method has been developed to gauge the impact of the demand
forecast errors on the economics and the emissions associated with charging and discharging a BESS
using a multi-objective scheduling optimization model. Statistical tools of Linear Regression Analysis
(LRA) and Analysis of Variance (ANOVA) have been used to measure the correlation if it exists
between the Mean Absolute Percent Error (MAPE) of a demand forecast and the total cost (Energy
usage cost + cost of CO2 emissions) of charging a BESS for the state of California and the city of
Phoenix, Arizona. It was found that the geographics and the size of the sample area were critical to
the accuracy of the model and that the effect of the errors vary in magnitude from one area to another.
The results revealed that improving the demand forecast accuracy by as small as 0.05 for a customer,
for the two areas under study, could lead to energy usage savings worth $88 - $132 annually, while
the improvement can reduce carbon dioxide emission from 22.8 – 112.5kg annually per customer.
The cost savings would increase, and the emissions would decrease further as the difference by which
the MAPE is reduced, increases.
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1. Introduction
According to the US Environmental Protection Agency, as of 2018, transportation accounts for 28.2%
of CO2 emissions while electricity generation accounts for 26.9% of the emissions across the United
States (EPA, 2018). Focusing on the electricity generation, 90.5% of the energy produced in the world
comes from a polluting source (Oil, Coal, Natural gas, and Biofuel), and most of these sources are
non-renewable, while the remaining 9.5% of the energy comes from emission-free sources (Nuclear,
Hydro, Wind, Solar, and others) (IEA, 2018). Hence, it becomes very important to curb our
dependence on these polluting sources of electricity, which generated 33,513 Mt CO2 (IEA, 2018) in
2018 worldwide. It is expected that the emissions of CO2 will continue to increase over the next few
years. Without decreasing the emissions from fossil fuels, the rate at which the polar ice caps melt,
temperatures rise, frequencies of extreme natural storms occur, and the rate of plant and animal
species extinction along with other factors will increase. In short, an increase in greenhouse gas
emissions does not lead us on a road to a sustainable future, but to global warming and its adverse
side effects (Akadiri et al., 2020). Hence, to reduce our impact on nature, it becomes essential to
increase our dependence on emission-free and renewable sources of energy and smart consumption
of energy.
According to the U.S. Energy Information Administration, as of 2020, residential energy accounts for
23% of the total energy consumption in the United States. A customer’s primary aim would be to
control the cost of energy consumption; however, the customer will not mind if they can reduce their
carbon footprints by reducing the emissions of greenhouse gases while saving on the energy
consumption costs. This cost of consuming electricity is not constant for all the users. Utility providers
employ strategies like Time-of-Use (ToU) or Real-time pricing to incentivize customers into using
electricity when the demand and the rates of energy consumption are low, instead of when the grid is
at its peak demand. Electricity providers are not the first utility or service providers to use this strategy
to smooth the demand for their service. Flight operating companies and cab companies too use this
strategy to attract customers when the demand is low by charging low or regular rates, while during
peak season or time of the day, when the demand is high, they try to take advantage of the high
demand by charging high prices. Similarly, electricity providers charge less, when the electricity
demand is low and more when the power demand is high, with the goal to reduce variability and peak
load burden from the grid. Unfortunately, it can be tough for the customers to change their daily usage
1

schedule or behavior in accordance with the dynamic prices. Hence, to take advantage of this dynamic
pricing strategy, a Battery Energy Storage System (BESS) comes into the picture where it can help
the customer to save on the cost without interfering with their personal behavior or schedule. A lot of
studies are being carried out into developing and scheduling a Battery Energy Storage System where
the BESS can automatically charge and discharge such that the BESS optimizes its performance and
objective. A majority of the scholarly works also consider an external source of electrical power,
mostly a photovoltaic (PV) cell or a wind turbine (Ogunjuyigbe et al., 2016). These external sources
coupled with BESS can become a boon for areas not connected with the main grid or those with
uncertain power supply or simply to reduce the cost of electricity. In this paper, the focus is on the
BESS-based residential system, as this leads us to the path of reduction in energy consumption costs
and sustainable living.
It has been already discussed how a customer will try to reduce the cost of electricity consumption
and how installing a residential BESS helps serve the purpose. However, studies have revealed that
energy storage systems can increase emissions (Hittinger & Azevedo, 2015). BESS (with no PV
included) was used to minimize the energy costs required to meet the daily needs in Olivieri &
McConky (2020). Linear programming was employed to find the optimal time to charge and
discharge the battery, taking both, the cost, and the CO2 emissions into consideration. For the sake of
simplicity, the load demand data used for the study was assumed to be known with certainty. It was
found that using a multi-objective linear program, considering the energy consumption costs and the
social cost of carbon, the energy usage costs can be decreased while not increasing the emissions
drastically. In the real world, the load forecasts or any other sort of forecast are never 100% accurate
and they always carry inaccuracies to some extent. Inaccuracies in forecasting affect the result of the
model, and hence different studies use different algorithms and models to reduce these errors and
improve the end result. However, it is important to understand the effects of forecasting inaccuracies,
so that it can help future studies in determining if more work and effort is needed to improve the
forecast or not. Similar work has been carried out by Chazarra et al., (2019), with pumped storage
hydropower plant, where forecast errors and their effect on profit, prices, and use of resources were
studied.
This work differs from other existing literature, as this thesis focuses on the possible impacts of the
customer demand forecast inaccuracies on cost and emissions related to scheduling of residential
2

BESS. By comparing the energy consumption costs and emissions for different forecasting error rates,
this work aims to find out how different error rates affect a customer economically and ecologically.
This opens up a new space for future research works dealing with customer behavior and its influence
on the scheduling of BESS.
The rest of the thesis is drafted in such a way that it helps the readers navigate through the thought
process involved in this work. First, the problem is discussed in detail along with the benefits of
solving the problem. Next, similar works and studies on renewable sources of energy and BESS are
discussed in the form of an extensive literature review. This is followed by the methodology that was
used during the entire span of the thesis. The first part of the methodology is the hypothesis, which is
followed by in-depth description of the process used. The results achieved throughout the process is
shared in the next section. The next section discusses the results, its implications, and the learnings.
Towards the end, the conclusion section helps to bring all the important points together.

2. Problem statement
The introduction of ToU pricing and real-time pricing has created an opportunity to take advantage
of such variable dynamic pricing to reduce the electricity consumption costs without causing
inconvenience to the customer. This can be achieved with the help of a BESS. This flattening of the
peak electricity usage also helps improve other factors like reduction of greenhouse gas emissions
(Olivieri and McConky, 2020) and reduction in transmission losses, due to peak demand (Mishra et
al., 2012). To help schedule the BESS, historic energy consumption data can be used to forecast future
demand. This forecasted demand along with the knowledge of ToU energy prices for the next day
can be used to schedule the charging and discharging of the BESS. Customer usage behaviors vary
from person to person, meaning that some customers may have highly predictable behavior, while
others may not have predictable behavior and there might be a group in between with average
predictability.
It is known that forecasts are never 100% accurate and that forecasts always have errors associated
with them. Similarly, the day ahead energy demand forecasts used to schedule a residential BESS
also have errors associated with them, no matter how sophisticated or complex the forecasting method
3

is, or no matter how many variables have been considered. Hence, it becomes important to study the
effects of the different load energy demands, their forecasting errors, and the impact of these errors
on the objective function associated with the scheduling and optimization of the BESS. The plan for
this work was to study and quantify the effects of the errors associated with forecasting the customer
usage demand. Historic customer demand data was used to train an ARIMA model and to find the
error rate between the actual and the forecasted demand. The MAPE (Mean Absolute Percentage
Error) between the actual demand and the forecasted demand, along with the energy usage costs and
the cost of emissions associated with operating a BESS according to the forecasted energy demand,
were used to find if there was a correlation between the forecast errors and the quantified economic
and ecological impacts.
Analyzing the performance of a model against forecasts with different error rates will help us
understand the effects that these different forecasting errors have on the economical savings and to
also check if the resultant scheduling of BESS charging has any effect on the emissions generated by
the customers. The findings from this work can be of great help to analysts and researchers who will
work on this problem in the future. This work will assist in deciding whether one should put in more
effort improving the forecast accuracies with trade-offs such as increased complex computing or time
needed to achieve minimized error rate. Since this work is all about the customer demand forecasting
errors, we can also call it customer predictability, as we are trying to see how closely a customer’s
demand can be predicted or forecasted. This study can also shed light on the customer energy usage
behavior and its impact on forecasting errors, answering questions like “Can constraining customer
behaviors to reduce forecasting errors, have a significant impact on economical savings and reduction
in emissions?”: All this can lead us to improved scheduling of BESS, through influenced customer
behavior like using high energy appliances only during a particular time slot or for ‘x’ number of
times in a day, in attempt to reduce forecasting errors.

3. Literature review
Battery scheduling and optimization problems have been dealt with in different ways across different
studies and literature. These literatures can be differentiated on the basis of the system setup, objective
function focus and the solution method adopted. The literature differs in terms of setup, depending
4

on whether the system used has a source of energy associated with the battery, like PV cell array or a
gas turbine or just a residential battery. This can have a big impact on the work as inclusion of a PV
array means increased variation and uncertainty in the system as compared to a gas turbine, whose
output can be controlled but its usage can lead to increased CO2 emission. Another variation in the
works comes in the form of focus of the objective function in that paper. Focus of objective functions
in the papers may range from maximizing the self-consumption of PV energy, minimizing the life
cycle cost of the battery, maximizing the profit due to PV energy production, minimizing the cost of
energy utilization, or minimizing the voltage fluctuation in the main grid. Lastly, a major part of
variation comes from the method adopted to solve or tackle the problem statement. Techniques used
vary from simple linear programming to use of heuristic algorithms to techniques which use machine
learning like artificial neural network and particle swarm optimization.
Many of the recent studies on scheduling of BESS have focused on the amount of energy which
should be sold to or bought from the grid. In Liao et al., (2018), the focus is on the problems caused
by the overvoltage situation of the grid, with the aim of maximizing the profit by optimally sizing of
the PV, BESS, and the Smart Inverter (SI), to maintain the grid voltage between the acceptable limit,
and controlling the PV production sold to the grid. While in Yang et al., (2020), the decision variable
is the ratio of PV surplus power generated that is sold to the grid. In Yang et al., (2020), different
seasons and sunrise/sunset times are taken into consideration to understand how different seasons and
variation in day-length affects the scheduling. In the paper published by Calabrese et al., (2019), a
heuristic algorithm (HA) is used initially to minimize the energy bought from the grid. Later a mixed
integer linear program (MILP) is used to maximize the cash flow from the grid. Both the methods are
tested and compared across 5 weeks each in January, March, July, August, and October. Calabrese et
al., (2019) considered both, a PV array, and a wind turbine in its setup. The paper concluded that the
MILP model had performed economically better than the heuristic algorithm model. While in work
done by Ratnam et al., (2015), the model used consists of two objective functions, 1st to minimize
the cost of electricity bought from the grid and 2nd to maximize the profit from selling the energy to
the grid, working together to maximize the savings.
While some works have worked on optimizing energy sold or bought from the grid, others have
focused on increasing self-consumption of PV power and surplus. Both increased self-consumption
and selling energy to the grid requires the system to consist of some sort of energy generating unit
5

like the PV array or the wind turbine. The paper by Reimuth et al., (2020) takes climate change into
consideration, and how it will affect PV generation in the future. The main focus of Reimuth et al.,
(2020) is on self-consumption, battery utilization, its effect on the grid, and self-supply and battery
cycles. While the study done by Mulleriyawage et al., (2020), is focused on optimal sizing of BESS
to make it economically affordable, attempting to minimize the energy and the degradation costs
while trying to maximize the self-consumption. Parra and Patel (2015), in their work have focused on
two problems, dynamic tariff vs. simple tariff for energy, and efficiency and discharge of the lead
acid and Li-ion batteries, throughout their lifecycle. It was found out that self-consumption of
batteries was more during simple tariff as compared to dynamic tariff. In Parra & Patel, (2019), four
different battery applications, PV self-consumption, demand load-shifting, avoidance of PV
curtailment and demand peak shaving are compared individually and in combination to increase
profitability. Parra & Patel (2019) suggested that the use of PV self-consumption and demand load
shifting can increase the profitability of residential batteries, but only when subjected to annual energy
demand of more than 3000 kWh, suggesting further that other combinations and their thresholds must
be investigated. Sevilla et al., (2015), in their work were able to maximize the self-consumption of
PV energy using a Model-based Predictive Control (MPC) concept and the results were evaluated
with the help of a computer simulation.
While most of the research works consider PV as an integral part of their work, there are works which
only deal with the BESS and its scheduling. Olivieri & McConky, (2020), have worked on utilizing
the dynamic ToU pricing strategy and BESS with multi-objective optimization to reduce the
electricity bills and also to reduce the carbon emissions due to energy generation using linear
programming. Sanjari & Kamari, (2020), in their work have focused on investigating the effects of
inevitable forecasting errors on costs, using a mathematical model and closed loop expression. It was
found out that the mathematical model provided better results with reduced computational
complexity, when compared with others like ANN (Artificial Neural Network), GA (Generic
Algorithm) and HSA (Harmony Search Algorithm). Ding et al., (2019), in their research paper, have
worked on maximizing the net benefit obtained from the BESS over its lifecycle considering demand
management, using Mixed Integer Linear Programming. Ding et al., (2019), has also analyzed the
impact of load characteristics, electricity pricing policies and scheduling of charging and discharging
strategies.
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The forecasting errors are an unwanted but an inseparable part of the system. Hence, it becomes
important to study and understand the various errors associated with forecasting and its effect on the
system and its various objectives. Irrespective of its importance, work done in this area is limited.
Chazarra et al., (2019), in their work studied the residential demand forecasting errors and the day
ahead energy pricing associated with pumped storage hydro power plants, to study its economic
effects on the profits, pricing and use of resources. While similar studies have not been conducted for
a BESS system, there are some works which revolve around forecasting errors and their effects. Groß
et al., (2020), compares 5 different algorithms (2 types of Deterministic model predictive control
(MPC), stochastic dynamic programming, linear model predictive control, and Braam Heuristic
control scheme) to find out that the proposed MPC method performed better than others, under
uncertainty. As discussed above, Sanjari & Karami, (2020), in their work have focused on mitigating
the effects of forecasting error on the end product. While Litjens et al., (2018), in their work proposed
and compared 4 PV yield forecasting methods and then 3 energy demand forecasting methods. Litjens
et al., (2018) also compares residential and commercial systems, which itself has a great scope for
research. Table 1 summarizes all the citations mentioned in this work, and it also helps distinguish
between works which have used actual electricity demand data and those which have used forecasted
electricity demand.

7

Table 1: Literature review summary

Source
Sevilla et al. (2015)

Real demand data

Ogunjuyigbe et al. (2016)

✅

McConky & Olivieri (2020)

✅

Liao et al. (2018)

✅

Yang et al. (2020)

✅

Calabrese et al. (2019)

✅

Chazarra et al. (2019)

✅

Ratnam et al. (2015)

✅

Reimuth et al. (2020)

✅

Mulleriyawage et al. (2020)

✅

Parra & Patel (2016)

✅

Parra & Patel (2019)

✅

Sanjari & Kamari (2020)

✅

Ding et al. (2020)

✅

Groß et al. (2020)

✅

Litjens et al. (2016)

✅

Forecasted demand data

✅

✅

✅
✅

✅

4. Methodology
As discussed earlier, issues related to the scheduling of battery energy storage systems and renewable
energy have been dealt with in numerous works and in numerous different ways. Scheduling and
optimizing the use of BESS, usually requires charging and discharging of the BESS according to a
scheduler that uses the historic usage and energy generation data to forecast the future demand and
energy production. In this work, as mentioned before, the plan was to study and quantify the effects
of customer predictability. The first step towards this was to have a historical customer demand data
set. This data was then used to train an ARIMA model and to find the forecasted demand data, which
was further used to calculate the customer predictability. The model developed in Olivieri &
McConky, (2020), which generates an optimized battery schedule considering the energy cost and
the emission, was used to calculate the cost of using electricity and the cost of emissions, by taking
the social cost of carbon ($42/ton) into consideration, for actual demand, and for forecasted demand.
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The scheduling model uses the forecasted energy demand to schedule the BESS and, in this work, the
actual energy demand data and the forecasted energy demand data were used to feed the battery
scheduling model to simulate a scenario with zero error and a scenario with forecast data to
understand the effect of demand forecast errors. The percent difference between the cost of the battery
scheduled from forecasted demand vs. the cost of the battery schedule created from actual demand
was calculated. A linear regression analysis between the percent difference in cost of electricity usage
for a customer against the customer’s forecast error rate (MAPE) was completed. The flowchart
shown in Error! Reference source not found. describes the methodology that was used in this
research. The steps in the red box were run individually for all the customers for all days in the data
set, while the step in the blue boxes was run once, including all the customers. The analysis step,
which is shown in the blue box, was performed after the electricity usage cost for the actual data and
the forecasted data for each customer were calculated individually.

Figure 1: Flowchart of the methodology

4.1 Hypothesis
In this work, it is hypothesized that the mean absolute percent error (MAPE) associated with the
electricity usage forecasts for a customer, has a statistically significant correlation to the percent
difference between the total cost due to forecasted demand and the total cost due to actual demand. It
is hypothesized that as MAPE increases, the percentage difference in costs will also increase.
9

Furthermore, it is hypothesized that the extent of the correlation will be dependent on the customer’s
location.

4.2 Customer demand data
The focus of this study is on the effects of demand forecasting errors. Hourly data were collected
from residential houses, for the span of two years. The data used in this study has been collected from
the state of California and Phoenix, Arizona. The other details of the customers, including the
demographics, are confidential and cannot be shared, but the data spans a variety of household ages,
marital status, number of occupants, and square footage. For the state of California, the hourly
electricity demand data is collected from 150 customers over the span of two consecutive years. While
the data set from Phoenix, Arizona consisted of hourly electricity demand data from 64 customers
spanning over two consecutive years. Demographics may affect the usage pattern and the customer
predictability associated with it. Moreover, the geographical characteristics might also play a big role
in influencing the energy usage pattern. A city that experiences a substantial difference in daily
temperature may be subjected to a higher variation in the energy usage patterns of its residents. The
descriptive statistics for the California customers can be found in Table 2 and the box plot in Figure
2 helps analyze the distribution in the entire dataset.
Table 2: Descriptive Statistics for the California dataset

Mean
N
(kWh)
0.81
Statistics 1,048,575

Median StDev
Q1
Q3
Maximum
(kWh)
(kWh)
(kWh)
0.53
0.88
0.30
0.94
14.99

Where, N = Number of data points
StDev = Standard deviation
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Figure 2:Histogram for the California customers

The descriptive statistics for the Phoenix customers can be found in Table 3. The box plot for the
Phoenix customer’s data in Figure 3 is similar to the California boxplot. From Figure 2 and Figure
3, it was observed that there were many outliers, which were represented by an asterisk (*) in the
figures. It was decided to go ahead with these datasets as they were actual customer electricity
usage demand data.
Table 3: Descriptive Statistics for the Phoenix dataset

Mean
N
(kWh)
1.47
Statistics 1,048,575

Median StDev
Q1
Q3
Maximum
(kWh)
(kWh)
(kWh)
1.01
1.36
0.48
2.07
13.88

Where, N = Number of data points
StDev = Standard deviation

11

Figure 3: Histogram for the Phoenix customers

4.3 Forecasting models
In this study, the goal is to study the effects of customer predictability on the costs and emissions
associated with the charging of BESS. For the study, an ARIMA model implemented R was chosen
as the forecast model because ARIMA only requires past data to forecast. According to Saxena et.al.
(2019), the ARIMA model performed similarly to the ARIMAX model and given the fact that the
ARIMAX models also contain external independent variables, using the ARIMA model to forecast
reduces computational complexity while having similar performance to more complicated models.
The model was trained with the help of the actual data and for each customer individually.
One decision required for an ARIMA model is what should be the length of its training period. It was
first decided that the training period for the forecasted data was 12 weeks, approximately 3 months.
It was found that forecasting using 12 weeks of training data led to a run time of more than 6 minutes.
Since the model needs to be retrained for each day in the test period, for 200 customers, this would
result in a total forecast run time of 4 months. Hence, a comparison was carried out for 5 randomly
12

selected customers to understand the impact of training data length on forecast run time forecast mean
absolute percent error (MAPE). This comparison was carried out for forecasts with 4-weeks, 6-weeks,
8-weeks, and 12-weeks’ worth of training period. The results in Table 4 show that the MAPE value
for the 4-week training period were comparable to longer training periods while providing
considerable training time savings.
Table 4: MAPE vs. Computation time analysis for different training data span

Customer
set

Cali 1
Cali 10
Cali 13
Cali 28
Cali 45
Phoe 6
Phoe 18
Phoe 70

12 weeks
Computing
time
(min:sec)
MAPE
7:15
0.3646
7:04
0.4573
7:32
0.6457
7:42
0.5026
8:04
0.3014
7:22
0.7712
7:45
0.6646
7:38
0.3028

Training data span
8 weeks
6 weeks
Computing
Computing
time
time
(min:sec)
MAPE
(min:sec)
MAPE
6:36
0.3515 5:58
0.3579
6:30
0.4938 5:48
0.5167
6:46
0.6487 6:03
0.6444
6:42
0.5234 5:55
0.5072
6:55
0.3034 6:15
0.2882
6:40
0.7802 6:05
0.7686
6:54
0.6618 6:11
0.6625
6:47
0.3006 6:10
0.2917

4 weeks
Computing
time
(min:sec)
MAPE
5:24
0.3661
4:56
0.5005
5:17
0.6296
5:28
0.4482
5:43
0.2726
5:04
0.7609
5:33
0.6485
5:19
0.2891

Based on the preliminary experiments, it was decided that the training period for the forecasted data
was 28 days (4 weeks). When creating a forecast, 28 days of historical demand data were used to
produce a 24 hour ahead forecast. Initially, the plan was to use the auto.arima function, available in
R to get the best forecast parameters for each individual customer. However, the result generated with
the auto.arima function would not consider the weekly seasonality and was producing very poor
results. A second issue with the auto.arima function was the computation time, as auto.arima
compares many models with varying parameters values, which significantly increases computational
time over using predefined parameters. Hence it was decided to go ahead and run an experiment with
several randomly selected customers, and to check which model suits the datasets better. ACF and
PACF graphs were checked for the various models. It was decided that the ARIMA model with p, d,
q, values of 2, 0, 0 was selected. The seasonality parameters of P, D, Q, were also decided to be set
at 0, 1, 1, after considering the ACF and the PACF graphs. Seasonality value was set at 168 to capture
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the weekly trends. The final forecasting model that was used for the study was ARIMA (2,0,0)
(0,1,1)168.
Observing the number of customers in the dataset, forecasting the usage demand was thought to be a
bottleneck because of its lengthy computation time. It was deemed that forecasting an entire year’s
worth of data would be very time-consuming. Because this work is related to understanding the effects
of customer predictability, it was thought important to have electricity usage data from as many
customers, to consider different usage patterns. Another option to reduce computation time was to
forecast limited days for a customer. A customer’s electricity usage behavior depends on the season
and on the month, and hence it was decided to take all the month’s data into consideration for the
study. Similarly, to understand the weekly seasonality, it was decided to forecast a week’s data for a
month. To avoid usage peaks and lows during the festive seasons at the end of the month of November
and December, which gets continued until the first few days of January, the second week of each
month was selected to be studied in this work. Selecting the second week in each month as the test
set, would cover the weekly and the yearly seasonality, while reducing the computational resources.
A total of 84 days’ worth of energy usage data were calculated for each customer, using the method
mentioned above. For each customer, the MAPE for each test week was calculated, creating 12
observations per customer in the data set.

4.4 Running scheduling model
As discussed earlier, it was decided to study the effects of forecasting errors on the costs and the
emissions associated with the scheduling of the BESS. Hence, the multi-objective scheduling
algorithm developed in Olivieri & McConky (2020) was used to determine the optimal battery
schedule. The objective function of this model was to minimize both the cost and the emissions. The
algorithm used the social cost of carbon recommended by the Environmental Protection Agency
(EPA) i.e., $42/ton of carbon emitted. The ToU cost for the customers of California was be $0.27/kWh
for the off-peak energy usage, while the cost for on-peak energy usage was $0.43/kWh (SCE, 2021).
Similarly, the ToU cost for the customers of Phoenix was $0.11/kWh for off-peak energy usage, and
the energy usage cost for on-peak periods was $0.24/kWh (APS, 2017). The on-peak time for both
the places was 4 pm-9 pm on all the days of the week.
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To schedule the BESS’ using the algorithm, a given 7 days’ worth of data under study, was
sandwiched between two dummy days, hence a total of 9 days’ worth of data was used to schedule a
BESS for a week. The purpose of the first day prior to the main data, was to act as a warmup day for
the algorithm, to start the second day and the one with the study data with a realistic battery state of
charge. While the purpose of the last day was like the first day, where it acted as a buffer day for the
algorithm so that the battery schedule would realistically prepare the battery for the subsequent day
of usage. Without the buffer day at the end the battery, the battery schedule would discharge the entire
battery leaving the battery unprepared for the future days. The study data consisted of the actual
electricity demand data or the forecasted demand data, while the data for the buffer days consisted of
dummy data, which were the actual data from the 7th January of the year and the data from 15th January
of the year for the customer, since these data would not impact the scheduling for the study days. The
result obtained from the optimization model provided a schedule for 9 days of data, but only the
middle 7 days containing the test period were evaluated.
The BESS scheduling algorithm was run twice, once with the actual customer demand data and once
with the forecasted data to find the optimal battery charge and discharge schedule for the BESS. From
the BESS charge and discharge schedule, the scheduled demand for each hour can be calculated. The
formula to be used to find the scheduled demand is given below (1). To calculate the cost and the
emissions of the forecasted battery schedule, the optimal battery schedule determined for the
forecasted data was merged with the actual demand data to determine a hypothetical net demand
according to the forecasted schedule. The net demand created with the overlapped actual demand
usage value and the forecasted demand BESS schedule was used to calculate the energy usage costs,
the emissions, and the costs of emissions, due to the forecasted demand. This simulated a real-life
scenario where there are differences between the actual usage pattern and the forecasted usage, and
hence the BESS system would charge and discharge the battery as per the forecasted demand for the
day.
SDi = ADi + OBCi – OBDi , ∀ i ∈ T

(1)

Where, T = Set of discrete time interval (hour)
SDi = Scheduled demand during time interval i, i ∈ T (kWh)
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ADi = Actual demand for time interval i, i ∈ T (kWh)
OBCi = Optimal battery charging for the interval i, i ∈ T (kWh)
OBDi = Optimal battery discharging for the interval i, i ∈ T (kWh)
The scheduled demand (SDi) was then in-turn be used to calculate, the cost associated with energy
usage (EUi), the cost of emissions (CEMi) and the total cost (TCi), which would be the sum of the
two costs mentioned earlier. For the data point, where scheduled demand for the forecasted demand
dataset would sum up to a negative demand, the scheduled demand was considered as zero, since the
work does not consider selling excess energy.
EUi = SDi * Ci , ∀ i ∈ T

(2)

Where, T = Set of discrete time interval (hour)
EUi = Total energy usage cost for the time interval i, i ∈ T ($)
SDi = Scheduled demand during time interval i, i ∈ T (kWh)
Ci = Cost of electricity at time interval i, i ∈ T ($/kWh)
The MEF data used in the work to calculate the emissions were provided from the materials used in
the study performed by Olivieri and McConky (2020).
EMi = MEFi * SDi , ∀ i ∈ T

(3)

Where, EMi = Emissions at time interval i, i ∈ T (g)
MEFi = Marginal Emissions Factor at time interval i, i ∈ T (g/kWh)
SDi = Scheduled demand during time interval i, i ∈ T (kWh)
From equation 4, it can be observed that the MAPE is directly proportional to the cost of the
emissions, hence, to help maintain the uniformity with respect to quantifying the economic and the
ecological factors associated with scheduling of the BESS, it was decided to study the emissions cost.
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CEMi = EMi * SCC / 1000000 , ∀ i ∈ T ($)

(4)

Where, CEMi = Cost of emissions at time interval i, i ∈ T ($)
EMi = Emissions at time interval i, i ∈ T (g)
SCC = Social cost of Carbon ($42/ton of CO2 released)
TCi = EUi + CEMi , ∀ i ∈ T

(5)

Where, TCi = total cost due to energy usage and emissions at time interval i, i ∈ T ($)

4.5 Statistical analysis
After forecasting using the ARIMA model in R, a forecasted data set was obtained. This forecasted
data set was used to find the forecasting error by comparing it to the actual customer demand data set.
The forecasting error is the deviation of the forecasted data from the actual data. The forecasted error
was calculated in the form of Mean Absolute Percentage Error (MAPE) using formula (6). The final
MAPE for a customer was calculated by calculating the average for the MAPE for each hour from a
particular week, providing a total of 12 MAPE values for each customer. The MAPE values for all
customers for each region were recorded and analyzed using linear regression analysis to identify if
relationships exist between demand forecast MAPE and percent change in the energy cost, percent
change in the emissions cost, and percent change in the total cost from a battery schedule made with
perfect demand.
The cost of electricity (EUi) and the cost of emissions (CEMi) for a time interval i, that were generated
along with the battery charging and discharging schedule, were summed up together to provide the
total cost of electricity (TEU) for the week and the total cost of emissions (TCEM) for the week under
observation. As explained before, the middle 7 days and its data were to be considered for the study.
Where:
TEU = ∑192
𝑖=25 EUi

(6)

TCEM = ∑192
𝑖=25 CEMi

(7)
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The percent difference in the cost for the customers have been calculate using equations 8, 9, and 10:
TEUa−TEUf

Percent change in energy cost = |

𝑇𝐸𝑈𝑎

|

(8)

Where, TEUa = Total cost of electricity using actual data
TEUf = Total cost of electricity using forecasted data
TCEMa−TCEMf

Percent change in emissions cost = |

𝑇𝐶𝐸𝑀𝑎

|

(9)

Where, TCEMa = Total cost of emissions using actual data
TCEMf = Total cost of emissions using forecasted data
(TCEMa+TEUa)−(TCEMf+TEUf)

Percent change in total cost = |

|

(𝑇𝐶𝐸𝑀𝑎+𝑇𝐸𝑈𝑎)

(10)

A linear regression model that combines results of all customers into a single model allows us to
understand the impact forecast errors have on a larger system, like a city, state or country. However,
a model combining all customers into a single model, does not allow us to understand clearly the
impacts of forecast errors on an individual customer. Therefore, individual regression models were
created for each customer. These individual, customer centric models, all of us to answer questions
like: Would improving the forecasting model provide practical savings for an individual energy
consumer?
Statistical software Minitab was used to perform linear regression analysis and other statistical tests.
1

MAPE (Mean Absolute Percentage Error) = 𝑁 ∑𝑁
𝑡=1|

𝐴𝑡 − 𝐹𝑡
𝐴𝑡

|

(11)

Where, t ∈ {1, 2, 3, …, N)
N = number of fitted points
At = Actual demand value at time t
Ft = Forecasted demand value at the time t
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5. Results
The energy usage data for this study was provided by a commercial source. The data were provided
in two sets, California, and Phoenix. Hence it was decided to analyze at the two data sets separately
because they differed in geographic conditions, and because one is a state while the other is a city.
The raw data was cleaned and organized, to observe at the initial trends and understand the behavior
of each customer. Yearly or seasonal trends and weekly trends were observed during the initial
analysis for both sets of customers. An interesting observation was that the energy usage curve for
the Phoenix customers had less variation as compared to the customers from the state of California,
which has a very diverse climate spread across the state. The characteristics of graphs seen from both
the regions have some differences and one can expect different energy demands based on the
geographical characteristics of the place and the demographics of the residential house. The first
section focuses on the results from the state of California, and the next one shares the results from the
city of Phoenix, Arizona.

5.1 California customers
For the set of customers from California, the multi-objective scheduling algorithm was run twice, one
with the actual data, replicating the scenario when we would have a perfect forecast, and the other
one with the forecasted data, replicating the real-world scenario with forecast errors. The three costs
for each scenario: - the energy usage cost, the cost of emissions, and the total cost, were then
calculated, and their percent difference was determined.
For each week in the test set, the weekly forecast MAPE was calculated, for each customer. Out of
the original set of 150 customers, only 63 customers had complete data for the sake of forecasting
and/or MAPE comparison.
This section consists of the analysis on the following subjects: relation between the customer
predictability and the economical and the ecological aspects associated with charging and discharging
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a BESS, and the analysis of individual customers. Linear regression analysis was conducted for all
the weekly data points spread across all the customers, to understand the overall picture.

5.1.1 California: Entire dataset
The study started by evaluating the whole data set using linear regression analysis, to check for any
correlation between forecast MAPE and performance measures. First, a model was run with the
MAPE and the energy cost. Figure 4 shows how the regression line with the least square error fits the
data. Figure 4 illustrates a positive trend, but also some significant variability in the data.

Figure 4: Regression graph (California): % difference in energy cost vs. weekly MAPE

To make sure there exists a correlation, the ANOVA table, and the Model summary statistics were
analyzed. From the Model Summary table provided in Table 5, the R-sq value of 14.50%, means that
the regression model and the line, formed by the regression equation can explain only 14.50% of the
variation in the data. While the R-sq provides a measure of model quality, the model summary (Table
5) helps to understand if the correlation between the control variable MAPE and the response variable,
cost of energy usage, is statistically significant or not. The p-value for regression is ~0.00, which is
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less than 0.05, and hence it can be said that the MAPE and the energy usage cost for the customers
from the state of California had a positive and significant correlation. The F-value from Table 5 was
127.88, which was a big number, it was decided to check for the critical F-value in this case, which
was F(0.05, 1, 754) = 3.84. Since the F-value from the table was bigger than the critical F-value, it can be
concluded that there is a significant correlation between the percent difference in energy cost and the
forecast MAPE.
•

Regression Equation
Percent difference in energy cost

•

= 0.05494 + 0.06688 Weekly MAPE

(12)

Model Summary
Table 5: Model summary for percent difference in energy cost vs. weekly MAPE

F-value
R-sq
Regression
14.50% 127.88

P-value
0.00

Similarly, regression analysis was conducted to examine the correlation between the emissions cost
(response variable) and the MAPE (control variable).

21

Figure 5: Regression graph (California): % difference in emissions cost vs. weekly MAPE

Like MAPE vs. Energy cost graph, the graph shown in Figure 5, also has a regression line that predicts
a positive trend. To verify a significant correlation, other statistical tables were used, starting with the
model summary table (Table 6Table 6) where R-sq value, is shown to be 14.95%, which is similar to
the R-sq value for energy usage vs. MAPE. Observing the regression graph from Figure 5, there was
a positive correlation between the two variables. From the model summary table (Table 6), the pvalue for this case was ~0.00 as well, which is less than 0.05, meaning that the correlation between
the cost of emissions for the customers from the state of California and the MAPE for energy usage
is statistically significant. Similar to the previous study, it can be observed that the F-value from Table
6 was a big number, greater than the critical F-value. This observation supports the statement that
there is a correlation between the percent difference in the cost of emissions and the forecast MAPE.
•

Regression Equation
Percent difference in emissions cost =

0.02623 + 0.05252 Weekly MAPE

(13)
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•

Model Summary
Table 6: Model summary for percent difference in emissions cost vs. weekly MAPE

F-value P-value
R-sq
132.55
0.00
Regression
14.95%

Finally, the regression analysis between the total cost (response variable) and the MAPE (control
variable) was conducted. The regression line graph along with the scatter plot for the afore-mentioned
variables is shown in Figure 6.

Figure 6: Regression graph (California): % difference in total cost vs. weekly MAPE

The R-sq value for this model was 14.62%, obtained from Table 7Table 7. The model summary for
this model can be found in Table 7, which also narrates a familiar story stating that the correlation
between the MAPE and the total cost is significant as the p-value is ~0.00, while the graph and the
regression equation confirmed that the correlation had a positive slope. The F-statistics or the F-value
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from Table 7 was found to be more than the critical F-value, which supports the claims made. In
simpler words, the mean absolute percent error between the actual electricity demand and the
forecasted electricity demand has a positive impact on the economic and the ecological factors
associated with charging and discharging of the BESS, with more error percent in forecasting, the
energy, and the emissions cost increase. Residuals were studied and analyzed for all the regression
analysis performed earlier. Figure 7 contains the residuals for the regression analysis conducted
between percent difference in total cost vs. the forecast MAPE.
It can be observed that the Normal probability plot of Figure 7 is concerning as the residuals appear
skewed, indicating that the residuals may not be normally distributed. The dataset was found to have
constant variance as the points were in random order in the “Versus Fits” graph in Figure 7. The
“Versus Order” graph helped to observe that the data points were independent from one another. To
alleviate the concerns associated with the normality of the residuals, the response variables were
transformed using the natural log. The residuals found by performing the regression models on the
transformed data, were found to conform closely to the assumptions of normally distributed, constant
variance, and independent residuals. The model made on the transformed data had similar findings to
the original data model. Because the models involving the original data were easier to interpret, it was
decided to proceed ahead with the analysis of original data. The transformed natural log model can
be found in Appendix A. The findings of the models of the original data should be used with caution,
because of the reasons mentioned above.
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Figure 7: Residual plot for the Total cost vs. MAPE (California)

•

Regression Equation
Percent difference in total cost = 0.05290 + 0.06585 Weekly MAPE

•

(14)

Model Summary
Table 7: Model summary for percent difference in total cost vs. weekly MAPE

F-value P-value
R-sq
0.00
Regression
14.62% 129.13
Table 8 gives a summary of all the important statistics related to the customers from the state of

California.
Table 8: California - Statistics summary

Cost
Energy usage cost
Cost of emissions
Total cost

Slope coefficient
0.067
0.052
0.066

State of California
Statistics summary
F-value
R-sq
Regression P-value
127.88
14.50%
0.00
132.55
14.95%
0.00
129.13
14.62%
0.00
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5.1.2 California: Divided dataset
Observing the graph in Figure 6 and the other two regression graphs for the Californian customers, it
can be observed that while the regression line is able to explain the trend, most of the points do not
lie directly on the regression line. By observing the graph, outliers can be seen when the MAPE value
is greater than one. Hence, it is hypothesized that if we break the dataset into two halves, one with all
the points with MAPE less than 1, and the other with MAPE greater than 1, then the slope or the
gradient of the change in MAPE versus the percent difference in the total cost associated with
scheduling of the BESS, is different between the two datasets. The dataset was divided into two
groups, group 1 consisted of all the data points with MAPE less than 1, and group 2 consisted of the
other remaining data points with MAPE greater than one. The regression equation for the two groups
is shown below, where equation 15, is for the data points with MAPE value less than one, and equation
16, corresponds to the points with MAPE greater than one.
•

Regression Equation
Group

•

1

Percent difference in total cost = 0.04511 + 0.08370 Weekly MAPE

(15)

2

Percent difference in total cost = 0.0374 + 0.0670 Weekly MAPE

(16)

Analysis of Variance
Table 9: ANOVA table for percent difference in total cost vs. weekly MAPE and Group

Source
Regression
-Weekly MAPE
-Group
-Weekly MAPE*Group
Total

F-value

DF
3
1
1
1
755

46.19
91.3
0.11
0.8

P-value
0
0
0.739
0.372

The two regression equations for each group were observed to be quite different and one may say that
the two groups have a different impact on the rate at which the MAPE affects the difference in total
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cost, due to the slope coefficients in each equation. However, the ANOVA table (Table 9) tells a
different story, where the p-value for the group is 0.739, which is higher than the 0.05 value. Next,
the F-value for the group was observed from Table 9 which was 0.11. The critical F-value(0.05, 1, 752)
was found to be 3.84, which means that the F value < Fcritical value. This means that the difference
between the two groups is not statistically significant. Therefore, it can be concluded that the
relationship between MAPE and total cost does not differ between high and lower values of MAPE.

5.2 Phoenix customers
The results of the customers from Phoenix, Arizona are presented in this section. Out of the original
set of 64 customers, 55 customers had complete data for forecasting and/or MAPE comparison.
This section of the work focuses on the results achieved while running linear regression analysis to
check for any potential correlation between the usage forecast error, calculated by MAPE and the
three costs which were calculated for each customer (the energy usage cost, the cost of emissions and
the total cost). Like the regression analysis performed on the Californian customers, the correlation
between the MAPE and the three costs associated with scheduling of the BESS, for all the Phoenix
data points were studied.

5.2.1 Phoenix: Entire dataset
Linear regression analysis was conducted on the entire dataset first to verify if any correlation exists
between the MAPE and the cost of energy usage for the Phoenix customers. Figure 8 shows the scatter
plot with the regression line. One eye-catching observation about this graph is the outlier point in the
top right of the graph which is a potential influential point. The point was checked for statistical
evidence to see if it is an influential point by using the Dfit and the Cook’s distance test. The Dfit and
the Cook’s distance were calculated for each data point, where it was found that the all the data points
have Cook’s distance of less than 1, except the point at the top right of the graph which had a very
high Cook’s distance of 29.61, which suggests that this point was an influential point. The Dfit value
for the same point was 12.65 which is much higher than the Dfit value for the other points, hence
confirming that the top right corner point was an influencer.
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This record was investigated for calculation errors. Since the percent error was exceptionally high,
the actual data and the forecasted data for the respective data point were verified. It was found that
the data points were calculated correctly, and that the MAPE for this point was off by a large margin
due to the unusually low electricity usage recorded for that period.

Figure 8: Regression graph (Phoenix): % difference in energy cost vs. weekly MAPE (with outlier)

Hence, further studies were carried out after removing the influential point from the dataset. Starting
with the regression analysis between the MAPE (control variable) and the energy usage cost (response
variable), then for the two other costs that the study plans to cover.
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Figure 9: Regression graph (Phoenix): % difference in energy cost vs. weekly MAPE (without outlier)

Now without the outlier, the regression line in Figure 9 captured the relationship between MAPE and
the energy cost. The model summary and the ANOVA table contributed to understanding the
correlation better.
•

Regression Equation
Percent difference in energy cost = 0.01746 + 0.11128 Weekly MAPE

•

(17)

Model Summary
Table 10: Model summary for percent difference in energy cost vs. weekly MAPE

F-value P-value
R-sq
0.00
Regression
39.11% 422.01

From the model summary in Table 10, the R-sq value for the model is seen at 39.11%, which means
that the regression line and its equation can explain 39.11% of the variation in the data. The p-value
in Table 10, tells us that there exists a statistically significant correlation between the MAPE and the
energy usage cost for the customers from the city of Phoenix. The graph from Figure 9 and the
regression equation make it obvious that the correlation is positive. The F-value observed in Table 10
was close to 422, higher than the F-values observed for the California customers. This means that F
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value > Fcritical (3.84), which support the statement made above based on the p-value, that there is a
correlation between the percent difference in energy costs and the forecast MAPE.

Next, regression analysis was conducted to understand the effect of the MAPE (control variable) on
the cost of emissions (response variable). From Figure 10, it can be observed that the relationship is
also positive between forecast MAPE and cost of emissions.

Figure 10: Regression graph (Phoenix): % difference in emissions cost vs. weekly MAPE

The R-sq value for this model is 39.35%, as shown in Table 11. The p-value from the model summary
table (Table 11Error! Reference source not found.) is ~0.00, which is less than 0.05, and F-value is
also greater than Fcritical. Hence there exists a positive significant correlation between the two
variables.

•

Regression Equation
Percent difference in emissions cost = -0.00106 + 0.08976 Weekly MAPE

(18)
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•

Model Summary
Table 11: Model summary for percent difference in emissions cost vs. weekly MAPE

F-value P-value
R-sq
426.26
0.00
Regression
39.35%

Finally, the total cost vs. the forecast MAPE relation was studied using regression. The regression
graph in Figure 11 for this model also shows a positive trend, similar to the trend observed in Figure 9
and Figure 10.

Figure 11: Regression graph (Phoenix): % difference in total cost vs. weekly MAPE

The R-sq value for the model and the regression equation was at 39.40% from Table 12. The
regression coefficient was also significant as the p-value in the model summary table (Table 12) is
~0.00. It was found that the F-value from Table 12 which was 427.19, was greater than the F(0.05, 1,
657) value

of 3.84. Changes in the MAPE of the customer had a significant proportional impact on the

economic and ecological savings, as the slope of the equation is positive. Residuals were checked for
all the regression models performed on the Phoenix customers.
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Figure 12 contains the residual plot for the regression analysis performed between the percent
difference the total cost and the forecast MAPE. The residuals suggest highly non-normal behavior
when observing the Normal Probability Plot with insignificant outliers in Figure 12. The residuals
distributed in the “Versus Fit” graph in Figure 12Figure 12 appears to follow a funnel pattern, which
means there is an observed pattern which displays an increase in variance with higher fitted values.
The “Versus Order” plot explains the independent nature of the data. It has been discussed that for
the Phoenix customers residuals, there are concerns associated with the normality and the variance.
To alleviate the concerns with the residuals, the response variables were transformed using the natural
log. The linear regression model that was created using the transformed data, produced residuals that
conform more closely to the required assumptions. The findings produced results similar to the nontransformed data. Because the findings were similar, and the fact that the findings from the original
data were easy to interpret, it was decided to move ahead with the analysis of the original data. The
natural log model for Phoenix customers can be found in appendix B. Another thing to take into
consideration is that the findings presented of the original data should be used with caution, because
of the reasons mentioned above.

Figure 12: Residual plot for the Total cost vs. MAPE (Phoenix)
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•

Regression Equation
Percent difference in total cost

•

=

0.01616 + 0.10984 Weekly MAPE

(19)

Model Summary
Table 12: Model summary for percent difference in total cost vs. weekly MAPE

F-value P-value
R-sq
427.19
0.00
Regression
39.40%
Table 13 summarizes the results of the regression models for the city of Phoenix, Arizona.

Table 13: Phoenix - Statistics summary

Cost
Energy usage cost
Cost of emissions
Total cost

Slope coefficient
0.111
0.09
0.11

City of Phoenix
Statistics summary
F-value
R-sq
Regression P-value
422.01
39.11%
0.00
426.26
39.35%
0.00
427.19
39.40%
0.00

5.2.2 Phoenix: Divided dataset
If we observe all the three graphs produced so far from the Phoenix dataset, it can be observed that
the number of data points begins to drop after the MAPE is greater than 1.0. Hence, like the
Californian customers, it was hypothesized that the regression slope or gradient for the dataset with
MAPE greater than 1 and dataset with MAPE less than 1, were different for the two groups. The
entire data for the Phoenix customers were divided into two groups – group 1 with data points with
MAPE less than one and group 2, with MAPE greater than one. Equation 20, belongs to the group
with MAPE less than 1, while equation 21, is the regression equation for the data points with MAPE
greater than one.
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•

Regression Equation
Group

•

1

Percent difference in total cost

=

0.01423 + 0.11589 Weekly MAPE (20)

2

Percent difference in total cost

=

-0.1019 + 0.1869 Weekly MAPE

(21)

Analysis of Variance
Table 14: ANOVA table for percent difference in energy cost vs. weekly MAPE and Group

Source

DF

Regression
-Weekly MAPE
-Group
-Weekly MAPE*Group
Total

3
1
1
1
658

F-value
151.5
228.18
14.55
9.5

P-value
0.00
0.00
0.00
0.002

The model gives two equations one for each group. The p-value for the group in Table 14 is ~0.00,
and as the value is less than 0.05. The F statistics also narrates a similar story for groups, where its
value from Table 14 was greater than the F(0.05, 1, 655) critical value of close to 3.84. It can be said that
the slope between the two regression equations was statistically different. The slope coefficient for
the model with MAPE less than 1 was 0.115, while the slope coefficient for the model with MAPE
greater than 1 was almost 0.187. This difference between the slope means that the effect of MAPE on
either side of MAPE = 1, is different. The slope coefficient was greater for the cases with MAPE
greater than 1, and that means that an increase or a decrease in the MAPE had a greater impact on the
economics of the scheduling of a BESS. While the slope coefficient for data points with MAPE less
than 1 has a milder slope, which means that the changes in MAPE had a lesser impact on the cost
savings. This is an interesting observation because as MAPE increases in magnitude, the slope of the
correlation increases. It can be said that when the MAPE is greater than 1, making small
improvements results in greater improvements in savings, and vice versa, a small deterioration or
increase in MAPE leads to a greater increase in the cost of electricity usage.
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5.3 California vs. Phoenix
The regression equation observed so far for the datasets of California and Phoenix, have different yintercept coefficients and different slope coefficients, making it difficult to compare any two
equations or datasets. Hence, we cannot comment easily on whether there are any differences between
the slope of the two datasets. It is hypothesized that the impact of the MAPE or the slope of the
equation is different for the two datasets. The results for the two datasets were combined to test,
differentiated by a new column “group”, for the existence of difference in slope. The column “group”
acted as a categorical variable, where group 1 signified the results from the state of California, and
group 2 would be from Phoenix.
•

Regression Equation

•

Group

•

1

Percent difference in total cost

=

0.05290 + 0.06585 Weekly MAPE (22)

•

2

Percent difference in total cost

=

0.01877 + 0.10974 Weekly MAPE (23)

The slope as observed from the regression model appears to be different for the two groups and
datasets, shown in equation 22 and equation 23. However, are they really different? To get the answer,
the ANOVA model from Table 15 was used.
Table 15: ANOVA table for percent difference in total cost vs. weekly MAPE and Groups, to find difference between the California
and the Phoenix dataset

Source

DF

Regression
-Weekly MAPE
-Group
-Weekly MAPE*Group
Total

3
1
1
1
1415

F-Value
87.42
64.4
26.3
14.07

P-value
0.000
0.000
0.000
0.000

From the Table 15, it can be observed that the p-value for the group is ~0.00, and because it is less
than 0.05. The F- value (26.3) from Table 15 is more than the critical F-value (3.84). The p-value test
and the F-value test helps to confirm that, it can be said that the slope for the two groups is statistically
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different than each other. This difference between the two equations means that the forecast MAPE
associated affects the total cost for the two places differently.

5.4 Individual analysis
This section evaluates regression models of individual customers. Their analysis provided a better
understanding of the forecasting errors on the economic and the ecological impacts of scheduling a
BESS so that the impact of BESS scheduling can be understood on the individuals, and whether
improving a forecast benefits an individual customer. Individual regression analysis was performed
for each of the 63 California customers and 55 Phoenix customers with total cost as the response
variable. All the results were divided into four categories based on the slope of the regression equation
and on the p-value for the regression model, which helps to identify if the model is statistically
significant or not. So, a result can be categorized into positive and significant correlation, positive
with insignificant correlation, and similarly for the negative slope.

On performing individual regression analysis on the Californian customers, it was observed that the
regression models fell into three categories, as seen in Table 16. A positive slope coefficient was
observed on performing regression analysis for 48 customers. For the models with a positive slope, it
was observed that 22 of them had a statistically significant correlation, while the other 26 had a
statistically insignificant correlation between the control variable and the response variables.
Regression models with a negative slope were observed, although the correlation was insignificant
for all the customers with negative slopes.

Table 16: Table showing the number of individual results for each combination for the California customers

California
Positive
correlation
Negative
correlation

Count of customers
Significant Insignificant
22

26

0

15
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Similarly, individual analysis was performed for the Phoenix customers, where the response variable
was total cost. Of the 55 Phoenix customers, 31 had a statistically significant positive correlation, as
shown in Table 17.

Table 17: Table showing the number of individual results for each combination for the Phoenix customers

Phoenix
Positive
correlation
Negative
correlation

Count of customers
Significant Insignificant
31

20

0

4

It was observed that the only significant correlations were the positive ones. From the results observed
in both the Table 16 and Table 17, it was observed that out of a total of 118 customers, 53 customers
had a positive and significant correlation between the MAPE and the total cost of scheduling a BESS,
no case was observed where there was a statistically significant negative slope.
Most of the customers from the two datasets, had results with a positive correlation, as can be seen
from the Table 16 and Table 17. The positive relation here means that the difference between the cost
of scheduling a BESS using perfect demand and the cost of scheduling a BESS using a forecast
increases as the energy predictability decreases or as MAPE increases. While out of a total of 99
positive correlations, 53 of them had a p-value less than 0.05, and hence they were a statistically
significant correlation, and the others with higher p-value were not statistically significant. From this
study, a few points were observed:
i.

The majority of the correlations observed with a positive slope were statistically significant.

ii.

The number of results observed with positive correlations is far greater than the observations
for the negative correlation.

iii.

There are no statistically significant negative correlations for the individual customers.

This regression analysis conducted on the individual customers had a similar outcome to that observed
from regression analysis performed on the entire dataset of results. It was found that for the two
regions, 45% of the customers analyzed had statistically significant correlation between the forecast
MAPE and the total cost, and all of them had a positive relation. This suggests that if the forecast
MAPE is improved, it will reduce the cost for some, while for the others, improving won’t matter.
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6. Discussion
Based on the results produced above, this section discusses the implications from different tests and
how the learnings can be implemented to improve the understanding and the performance of the
BESS. The following topics have been covered with the help of the study and its results:

i.

Does geographic area impact the magnitude of impact of energy forecast MAPE?

ii.

How much would the customers save if they improve their predictability by 50%?

iii.

Scope of individual economic and ecological savings.

iv.

Benefits of reducing error: impact on individual vs. impact at an extensive level

After going through the results obtained from the analysis of BESS schedules obtained from
electricity usage data from the customers in California and from the customers in Phoenix, it was
confirmed that the Mean Absolute Percent Error (MAPE) for the forecast differences, does
significantly influence the charging and discharging patterns associated with the BESS. Forecast
errors can lead to an increase in the costs associated with the BESS.

From the study, it was found that the analysis run for a local area, provided us with a more predictive
regression equation as the R-sq value for the city of Phoenix customers, was better than the R-sq
value for the state of California customers. Based on this initial analysis we can observe two main
findings. First, as a region gets more heterogenous, the relationship between MAPE and energy cost
metrics of operating a BESS becomes less clear. Second, due to the significant difference between
Phoenix and California customers’ regression models, it is clear that these results should not be
extrapolated to other regions, as other regions may show quite different relationships.

We have found from this study that there is a positive and significant correlation between the customer
predictability, or the forecast errors and the costs associated with scheduling of the BESS. From this
relation between the MAPE and the cost variable, we understand that since the MAPE and the cost
are directly proportional to each other, as the MAPE decreases, the loss or the increase in the costs
due to the MAPE also decreases.
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To understand how the different error rates affect the total cost associated with scheduling a battery
for a customer, scenarios were conducted with incremental error rates starting with 0.1 up to 1, with
increments of 0.1. Two special MAPE values of 0.518 and 0.474 were also included because these
are the mean MAPEs for the dataset from the California customers and the dataset obtained from the
Phoenix customers. The percent difference in total cost was found with the help of the equation 14
and equation 19. This percent difference is then be used to find how much a customer would save if
they were to reduce their forecast errors by half. The average total cost for each of the customers is
used respectively for their cost analysis. The average total cost for scheduling a BESS in California
is $46.92 per week and $78.91 for scheduling a BESS in Phoenix. The following table gives us an
insight into how much a California customer would save if their forecast error were to reduce by 50%.

Table 18: Total money saved weekly for improvements in error rates (average weekly total cost is $46.92) (California)

MAPE
original
1
0.9
0.8
0.7
0.6
0.518
0.5
0.474
0.4
0.3
0.2
0.1

Reduced
MAPE
0.5
0.45
0.4
0.35
0.3
0.259
0.25
0.237
0.2
0.15
0.1
0.05

Percent difference in
total cost
0.086
0.083
0.079
0.076
0.073
0.070
0.069
0.069
0.066
0.063
0.059
0.056

Total cost saved per week ($)
4.03
3.87
3.72
3.56
3.41
3.28
3.25
3.22
3.10
2.95
2.79
2.64

From Table 18, one can understand that if a person living in California were to spend $46.92 on
electricity usage and scheduling the BESS, how much would the person save by reducing the error
rate by half or from column 1 to column 2. A customer can save $4.03 per week or 8.6% of his weekly
total cost when the jump of MAPE is from 1 to 0.5. Similarly, when the MAPE is reduced from 0.1
to 0.05, there is a 5.6% saving in the total cost, or $2.64 per week for a customer paying $46.92 per
week. It is observed that for every 0.05 change in MAPE, there is a $0.15 increase or decrease in the
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total cost for the California customers. Similarly, such analysis is performed for the Phoenix
customers.

Table 19: Total money saved weekly for improvements in error rates ( average weekly total cost is $78.91) (Phoenix)

MAPE
original
1
0.9
0.8
0.7
0.6
0.518
0.5
0.474
0.4
0.3
0.2
0.1

Reduced
MAPE
0.5
0.45
0.4
0.35
0.3
0.259
0.25
0.237
0.2
0.15
0.1
0.05

Percent difference
in total cost
0.071
0.065
0.060
0.054
0.049
0.044
0.043
0.042
0.038
0.032
0.027
0.021

Total cost saved per week ($)
5.56
5.13
4.70
4.27
3.84
3.49
3.41
3.30
2.98
2.55
2.12
1.69

The change in costs for the Phoenix customers is greater than the California customers as seen in
Table 19. A customer from Phoenix spending $78.91 with a 50% improvement in the forecast, with
a reduced MAPE of 0.5 results in saving of $5.56 or 7.1% saving, while if the same customer has a
reduced MAPE from 0.1 to 0.05, they will save $1.69 or a saving of 2.1%. As observed, the slope of
the regression line for Phoenix customers is greater and hence we see that with every 0.05% reduction
in the MAPE per week, there is a saving of $0.43. Also, from Table 18 and Table 19, it can be
understood that the percent difference in cost that can be achieved is dependent on the reduction in
the MAPE that can be achieved between the previous and the current MAPE, and not on the percent
reduction in MAPE. Hence, all the discussions below have investigated the reduction in MAPE.
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Figure 13: Total cost saved/week vs Difference in MAPE achieved (Group 1 – California, Group 2 – Phoenix)

From Table 18 and Table 19 above, it can be understood how much an individual can save on the
total cost, which includes, the cost of energy usage and the cost of emission. Figure 13 where group 1
represents the California customers and group 2 represents the Phoenix customers, consolidates the
two tables together to help capture the savings for the two regions, where the difference between the
effect of the MAPE on the regions can be observed clearly.

It is important to understand how much a customer can save if efforts are made to improve the
forecast. This is because it is the energy usage cost that the customers care about. Using the regression
equation for energy cost, equation 12 and equation 17, the impact of the reduction in MAPE on the
energy cost was calculated. The average energy usage cost using the forecasted model was found to
be $43.77 per customer per week for the customers of California, this average cost is used for studying
the average savings per customer. Savings depend on the difference between the two MAPE, and the
table below helps to understand how different improvements in MAPE helps with savings in
electricity usage costs for the California customers.
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Table 20: Energy usage money saved weekly and annually for improvements in error rates (average weekly energy cost is $43.77)
(California)

Difference in
MAPE achieved
0.5
0.45
0.4
0.35
0.3
0.259
0.25
0.237
0.2
0.15
0.1
0.05

Percent difference in
Energy usage cost
0.0885
0.08515
0.0818
0.07845
0.0751
0.0723
0.07175
0.0709
0.0684
0.06505
0.0617
0.05835

Energy usage cost saved
weekly ($)
3.87
3.73
3.58
3.43
3.29
3.17
3.14
3.10
2.99
2.85
2.70
2.55

Yearly
savings ($)
201.43
193.80
186.18
178.56
170.93
164.69
163.31
161.37
155.68
148.06
140.43
132.81

From Table 20, the customers from California can save $201.43 annually if they can improve their
MAPE by 0.5. While reducing forecast error by 0.05 can save $132.81 on the energy usage costs
annually. A similar study was performed for the customers of Phoenix. The average weekly energy
usage cost for the Phoenix customers came to $73.53, which was used to study the effect of reduction
in MAPE for the Phoenix customers.
Table 21: Energy usage money saved weekly and annually for improvements in error rates (average weekly energy cost is $73.53)
(Phoenix)

Difference in
MAPE achieved
0.5
0.45
0.4
0.35
0.3
0.259
0.25
0.237
0.2
0.15
0.1
0.05

Percent difference in
Energy usage cost
0.073
0.06745
0.0619
0.05635
0.0508
0.0463
0.04525
0.0438
0.0397
0.03415
0.0286
0.02305

Energy usage cost saved
($)
5.37
4.96
4.55
4.14
3.74
3.40
3.33
3.22
2.92
2.51
2.10
1.69

Yearly
savings ($)
279.12
257.90
236.68
215.46
194.24
176.88
173.02
167.63
151.80
130.57
109.35
88.13
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From this Table 21 for the customers of Phoenix, for a 0.5 reduction in MAPE achieved by a customer,
they can save an average of $279.55 annually. While for a 0.05 reduction in error, the savings in
energy usage cost, amounts to $88.04 annually. There is a striking difference in the savings between
the two models, as the high and the low values for the Phoenix customers are further apart. This is
because of the higher slope in the regression equation for the customers from the city of Phoenix. The
difference in the slope and the intercept between the datasets from California and Phoenix can be
observed in Figure 14, where group 1 belongs to the users from California and group 2 belongs to the
users from Phoenix.Error! Reference source not found.

Figure 14: Yearly energy savings ($) vs Difference in MAPE achieved (Group 1 – California, Group 2 – Phoenix)

As a responsible citizen of this world, it is important to analyze and understand how our actions on
reducing the MAPE impact the emissions and the costs associated with it. The impact of MAPE
reductions by different error rates on the emissions and their cost, and other information associated
with the emissions can be found in the Table 22 for the state of California, where from the model and
its result, the average cost of emission for the forecasted model was found to be $3.15 per customer
per week.
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Table 22: Emissions cost and emissions(g) saved weekly and annually for improvement in error rates (average weekly emissions cost
is $3.15) (California)

Difference
in MAPE
achieved
0.5
0.45
0.4
0.35
0.3
0.2591
0.25
0.2373
0.2
0.15
0.1
0.05

Percent difference
in cost of
Emissions
0.05
0.049
0.047
0.044
0.041
0.04
0.039
0.038
0.036
0.034
0.031
0.029

Emissions cost
saved ($)
0.16
0.16
0.15
0.14
0.13
0.125
0.12
0.12
0.115
0.10
0.10
0.09

Emissions
saved per
week (g)
3,936
3,739
3,542
3,345
3,148
2,987
2,951
2,901
2,754
2,557
2,360
2,163

Yearly
savings ($)
8.60
8.16
7.73
7.31
6.88
6.52
6.44
6.33
6.01
5.59
5.15
4.72

Yearly savings
Emissions (g)
204,684
194,440
184,196
173,952
163,708
155,329
153,464
150,862
143,220
132,976
122,732
112,488

It is observed from Table 22 that the cost-saving associated with the emissions is minuscule, as
compared to the energy usage cost, by working on a 0.5 reduction in MAPE, a customer would save
only $0.16 per week or $8.60 annually. These economic numbers would not convince a customer to
put extra effort or resources into improving the demand forecast. Hence, the focus should be on the
quantity of emissions of carbon dioxide (CO2) that the improvement in the forecast can help reduce.
It is already mentioned that the social cost of carbon was used to quantify the negative effects of
carbon dioxide emissions. By using the cost-saving on emissions and the social cost of carbon
($42/ton), the emissions saved per week was found to be 3936g of CO2 when the MAPE reduces by
0.5 for a customer in the state of California, which adds to saving of 204,685g of CO2 per year. This
is equivalent to saving 23.03 gallons of gasoline, while driving a car, as per the United States
Environmental Protection Agency (2018), which states that on an average a car emits 8887g of CO2
per gallon of gasoline. For improvements in MAPE as small as 0.05 in the demand forecast a saving
of 2163g of CO2 emissions and $0.09 per week can be achieved. Such a minor change can have a
significant impact in the form of annual CO2 emissions, where-in about 112,489g can be saved from
entering the atmosphere. This means that a 5 percent reduction in MAPE can lead to yearly emission
savings equal to burning 12.65 gals of gasoline while driving a car (US EPA, 2018) per customer. A
similar simulation was performed for the customers from Phoenix and their data. The Table 23 narrates
the story of the Phoenix customers.
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Table 23: Emissions cost and emissions(g) saved weekly and annually for improvement in error rates (average weekly emissions cost
is $5.37) (Phoenix)

Difference
in MAPE Percent difference in
achieved
cost of Emissions
0.5
0.044
0.45
0.039
0.4
0.035
0.35
0.030
0.3
0.026
0.2591
0.022
0.25
0.021
0.2373
0.020
0.2
0.017
0.15
0.012
0.1
0.008
0.05
0.003

Emissions cost
saved ($)
0.23
0.21
0.19
0.16
0.14
0.12
0.11
0.11
0.09
0.07
0.04
0.02

Emissions
(g)
5,609
5,034
4,460
3,885
3,311
2,841
2,736
2,590
2,162
1,587
1,013
438

Yearly
savings ($)
12.25
10.99
9.74
8.49
7.23
6.20
5.98
5.66
4.72
3.47
2.21
0.96

Yearly
savings
Emissions (g)
291,690
261,816
231,941
202,067
172,193
147,756
142,318
134,730
112,444
82,570
52,695
22,821

It can be observed from Table 23, that the cost associated with the emissions for the Phoenix
customers, is smaller compared to the savings in the energy usage costs. Because of the greater slope
of the regression line associated with the Phoenix customers, the effect of the MAPE on the emissions
is greater, so the changes in the MAPE had a similarly larger impact on the emissions for the Phoenix
customers than the California customers. For a 0.5 improvement in MAPE, it was found that the
improvement it only leads to a $0.23 saving per week if the social cost of carbon for the emission is
billed to the customers. However, the improvement led to a reduction in 5,609g of CO2 per week per
customer. The yearly savings that can be achieved by an improvement of 0.5 in MAPE is $12.25 in
terms of cost and emissions of 291,690g of CO2. This translates to reducing emissions equivalent to
using 32.82 gallons of gasoline to drive a car for a customer from Phoenix, (US EPA, 2018).
According to the Table 23, even the smallest improvement of 0.05 in the MAPE, can lead to
significant savings in emissions where a customer can save 439g per week, whereas the yearly savings
for the emissions can be as high as 22,822g. An improvement of five percent in the MAPE for the
Phoenix customers helped with saving in emissions worth burning 2.56 gallons of gasoline to drive a
car (US EPA, 2018) per year. The graph from Figure 15 helps to understand the differences in the
slope associated between the two regions and how the emission savings vary between the two regions
for the varying error rates.
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Figure 15: Yearly emissions savings (g) vs Difference in MAPE achieved (Group 1 – California, Group 2 – Phoenix)

The findings mentioned so far contain the results from an individual’s point of view and capture the
benefits of improving the electricity usage forecasts, for an individual customer. A similar analysis
can be completed to understand the impact a nationwide system of BESS operators could have on the
cost and the environment. To capture the importance of improved forecast MAPE at a system level,
some assumptions need to be made since the concept of a residential battery energy storage system is
new, accurate data related to the number of residences housing a BESS is not available. Hence, the
total number of housing units’ data were used, and an estimate that 5% of the houses use a BESS.
According to the data from Statista.com (2022), there were approximately 141.95 million houses in
the United States in 2021. If in the future, one out of 20 houses use a BESS, it would be 7.1 million
houses that could benefit from reducing the forecast errors or the MAPE. The energy usage cost and
the yearly emissions considered in Table 24 assume that the nationwide average for the two factors
fall exactly between the energy usage cost and the emissions, for the state of California and for the
city of Phoenix, Arizona. The following would be the savings if 7.1 million houses use the BESS,
and they reduce their forecast errors by the following percentages.
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Table 24: Energy usage cost and Cost of emissions for an estimated population that uses a residential BESS

Difference in
MAPE
achieved
0.5
0.45
0.4
0.35
0.3
0.25
0.2
0.15
0.1
0.05

For a customer
Energy cost
yearly savings
Yearly savings
($)
in emissions (g)
240.27
248187
225.85
228128
211.43
208069
197.01
188010
182.58
167951
168.16
147891
153.74
127832
139.32
107773
124.89
87714
110.47
67655

For 7.1 million houses
Energy cost
Yearly savings in
yearly savings
emissions (million
(in million $)
kg)
1,705.95
1,762.13
1,603.54
1,619.71
1,501.14
1,477.29
1,398.74
1,334.87
1,296.34
1,192.45
1,193.94
1,050.03
1,091.54
907.61
989.13
765.19
886.73
622.77
784.33
480.35

Based on the assumption that 5% of the houses in the United States use a BESS, the total savings in
terms of the energy usage cost and the emissions mount up (refer to Table 24). If all the residential
houses using a battery system were to reduce their demand forecast errors by 0.5, the nation would
be able to save $1.7 billion yearly, while the savings in terms of the emissions would be equal to
reducing 1.76 billion kilograms of CO2 or equivalent to saving 198 million gallons of gasoline while
driving a car. Reducing the MAPE by 0.05, would lead to saving $784 million yearly in energy usage
costs and would help reduce the emissions by 480 million kilograms of CO2, which would be equal
to saving 54 million gallons of gas. All these numbers mentioned above shows that even the smallest
of improvements in the error rate helped save significant amount of money yearly for a customer and
helped to reduce the emission of CO2 into the atmosphere, thus helping to combat global warming.

7. Conclusion
Two datasets, one from California and the other from Phoenix were analyzed for the impact of
forecast errors on the energy usage cost, cost of emissions, CO2 emissions, and the total cost
associated with scheduling a BESS. The initial hypothesis related to scheduling of a BESS, that the
scheduling cost increases as the forecast error increases, was supported by the analysis. It was found
that there was a positive and statistically significant correlation between the MAPE, which was our
control variable, and the three costs (response variable): the energy usage cost, the cost of emission,
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and the total cost. The results suggest that, that if efforts are put into reducing the demand forecast
error, there would be a decrease in the all the three costs studied in this work associated with
scheduling of a BESS.

The study analyzed the entire dataset as well as the individual customers. It was important to capture
the individual relations for the customers from both the datasets, to understand the impact from a
stand-alone customer point of view. From these results, it was found that the change in forecast errors
had a correlation with the change in the various cost factors.

After comparing the results from the two datasets it was found that the differences in the correlation
between the two datasets were statistically significant. This helped to find that the correlations and
the resulting regression equations are unique to an area, which are supported by the local geographic
conditions and the demographics of that area. The regression equation obtained for the Phoenix
dataset had a higher R-sq value which means it was able to justify a greater number of the points
obtained from the dataset, while the R-sq for the California dataset was lower. This was because the
state of California varies greater in terms of climatic conditions as compared to the city of Phoenix.
Hence, an analysis of a bigger area can provide us with an insight into the relations, but a dataset from
a smaller area like that of a city or a county can be more accurate in terms of the analysis.

With the opportunity of incorporating a Battery Energy Storage Systems in the residential houses, to
save on cost and emissions, and studying and considering the results and analysis from this work,
improvement in the forecast accuracy is encouraged. Energy forecast improvements have a big
economic worth $784 million to $1.7 billion in electricity usage cost and the environmental effect of
the energy forecast improvements on the customer’s costing and carbon footprint worth equal to
saving 54 million to 198 million gallons of gasoline, assuming that in the future 5% of the residential
house owners will incorporate a BESS.
The study can benefit from the help of more work being performed in the field of understanding
customer electricity usage and behavior. The efforts to improve the forecast can be seen from two
perspectives, the first one being technical, what forecasting methods are best suited to reduce the
forecast inaccuracies and what variables should be considered in the model. The second part is, what
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actions if practiced can help reduce forecast error with minimum human efforts, for example, using
heavy load appliances like the electric dryer or an air conditioning unit during a particular day in the
week or during some particular hours of the day to reduce variability and MAPE. Only two regions
from the USA were analyzed in this work, which presents this opportunity for similar works to be
performed for all other areas in the USA, or from Asia or Europe and other continents. In the future,
the analysis should be performed on a smaller region, like a city or a county, to get more accurate
results and to understand how the electricity usage pattern and the cost behave together, as better
results were observed for the city of Phoenix as compared to the state of California.
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9. Appendix A
Appendix A contains the regression model, its results and residuals performed on the natural log
transformed data of the California customers.
•

Regression Equation
Natural log to %total cost

=

-2.935 + 0.6786 Weekly MAPE

(24)
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•

Model Summary
Table 25: Model summary for the transformed dataset (California)

Regression

R-sq
10.11%

F-value
84.80

P-value
0.00

The regression equation for the transformed data was positive as seen from equation 24. The R-sq
value from Table 25 decreased as compared to the model with the original data, but that is not a
concern. The F-value in this case was greater than the critical F-value(0.05, 1, 754) of 3.84, corresponding
to the p-value statistic of close to 0. Where both the statistics confirm that the correlation between the
control variable and the response variable is statistically significant.

Figure 16: Residual plot for the log-transformed dataset between Total cost and MAPE (California)

From Figure 16, it can be observed that the residuals from the transformed dataset was distributed
normally with a left sided tail. The assumptions of constant variance and independence are also
confirmed form the “Versus Fits” and the “Versus Order” graph in Figure 16. Hence the transformed
dataset was able to meet all the assumptions.
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10. Appendix B
Appendix B contains the regression model, its results and residuals performed on the natural log
transformed data of the Phoenix customers.
•

Regression Equation
Natural log to %total cost

•

=

-3.5414 + 1.3423 Weekly MAPE

(24)

Model Summary
Table 26: Model summary for the transformed dataset (Phoenix)

Regression

R-sq
29.65%

F-value
276.94

P-value
0.00

The F-value for the transformed model was found to be greater than the critical F-value and the
p-value was also found to be close to 0, which is less than the 0.05 (significance level). Both the
statistical tests signifies that the correlation between the forecast MAPE and the log of percent
difference in total cost is statistically significant. All these pieces of information were known
from the previous regression model performed on the original data. The concerns from the
original model were related to the residuals, which were observed to be not normal and did not
have constant variance.
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Figure 17: Residual plot for the log-transformed dataset between Total cost and MAPE (Phoenix)

The residuals improve for the “Normal probability plot” where it is no longer similar to the “s” shape,
and it now follows a straight line with a leftward tail, as can be seen from Figure 17. The “Versus fits”
graph, which helps to understand the data and its variance also improves and does not show any
“funnel-shaped” graph or any other pattern. The random pattern in the “Versus order” plot also helps
to illustrate that the residuals are independent of each other. Hence the log-transformation of the
response variable was able to meet all the assumptions.
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