In this paper we study how two planar embeddings of the same biconnected graph can be morphed one into the other while minimizing the number of elementary changes. We define two operations to modify the combinatorial embedding and the external face of a biconnected graph. First, we show that given two embeddings of the graph, the problem of computing the minimum number of operations that morph the first planar embedding into the second one is NP-complete. Second, we describe polynomial-time algorithms to solve some constrained versions of the problem. Finally, we show that the general problem is fixed-parameter tractable.
it with a few flips and skips. Intuitively, the fewer operations are performed, the better the mental map of the user is preserved.
As an example, suppose that the graph is embedded as shown in Fig. 1 .a and that the user would like to obtain the embedding in We present the following results. Let G be a biconnected planar graph and denote by Γ, f one of its combinatorial embeddings Γ with f as external face. Suppose that pair Γ 1 , f 1 is the current topology and that Γ 2 , f 2 represents a target topology chosen by the user. (1) In Sect. 2 we show that, if both flips and skips are allowed, the general problem of morphing Γ 1 , f 1 into Γ 2 , f 2 with the minimum number of flips and skips is NP-complete. Motivated by such a result we tackle several more restricted problems. (2) Suppose that Γ 1 = Γ 2 and that only skips are allowed. In Sect. 4 we give a linear time algorithm to move the external face from f 1 to f 2 with the minimum number of skips. (3) In Sect. 5 we show that the topological morphing problem can be efficiently solved if G does not contain any parallel triconnected components. (4) In Sect. 6 we show that the problem is fixed-parameter tractable. Basic definitions are in Sect. 2 while concluding remarks are in Sect. 7.
Basic Concepts
In this section we give some basic concepts that will be useful in the following and we formally define flip and skip operations and their properties.
We assume familiarity with planarity and connectivity of graphs [12, 9] . A planar drawing of a graph is a mapping of its vertices to distinct points of the plane and of its edges to non-intersecting open Jordan curves between their end-points. A graph is planar if it admits a planar drawing. A planar drawing partitions the plane into topologically connected regions, that are called faces. The unbounded face is the external face. Two planar drawings of a graph G are equivalent if they determine the same circular ordering of the edges around each vertex. An equivalence class of planar drawings is a combinatorial embedding of G. A planar embedding is a pair Γ, f , where Γ is a combinatorial embedding and f is the external face.
Definition of SPQR-Trees
A cut-vertex is a vertex whose removal disconnects the graph. A graph with no cut-vertices is called biconnected. A separation pair is a pair of vertices whose removal disconnects the graph. A graph with no separation pairs is called triconnected.
A split pair {u, v} of a graph G is either a separation pair or a pair of adjacent vertices. A maximal split component of G with respect to a split pair {u, v} (or, simply, a maximal split component of {u, v}) is either an edge (u, v) or a maximal subgraph G ′ of G such that G ′ contains u and v and {u, v} is not a split pair of G ′ . A vertex w distinct from u and v belongs to exactly one maximal split component of {u, v}. We call split component of {u, v} the union of any number of maximal split components of {u, v}.
In the following, we summarize SPQR-trees. For more details, see [10] . An example is given in Fig. 2 , where the SPQR-tree of the graph of Fig. 1 is shown.
SPQR-trees are closely related to the classical decomposition of biconnected graphs into triconnected components. They were introduced in [10] as rooted at one edge e = (s, t) of G, called reference edge. However, they can also be viewed as unrooted, since a decomposition starting from a different reference edge would yield a tree with the same structure. Here, in order to simplify the description of the construction of SPQR-trees, we first describe them as rooted trees and then we comment on the implications of considering them as unrooted.
Rooted SPQR-Trees
The rooted SPQR-tree T e of a biconnected graph G, with respect to a reference edge e, describes a recursive decomposition of G induced by its split pairs. The nodes of T e are of four types: S, P, Q, and R. Their connections are called arcs, in order to distinguish them from the edges of G.
Each node µ of T e has an associated st-biconnectible multigraph, called the skeleton of µ and denoted by skel(µ). Skeleton skel(µ) shows how the children of µ, represented by "virtual edges", are arranged into µ. The virtual edge in skel(µ) associated with a child node ν, is called the virtual edge of ν in skel(µ).
For each virtual edge e i of skel(µ), recursively replace e i with the skeleton skel(µ i ) of its corresponding child µ i . The subgraph of G that is obtained is called the pertinent graph of µ and is denoted by pertinent(µ).
Given a biconnected graph G and a reference edge e, tree T e is recursively defined as follows. At each step, given the current split component G * , its split pair {s, t}, and a node ν in T e , the node µ of the tree corresponding to G * is introduced and attached to its P 00 00 11 11 0 0 0 1 1 1 00 00 00 11 11 11 00 00 00 11 11 11 00 00 00 11 11 11 00 00 11 11 00 00 00 11 11 11 0 0 1 1 00 00 00 11 11 11 00 00 parent ν, while the decomposition possibly recurs on some split component of G * . At the beginning of the decomposition the parent of µ is a Q-node corresponding to e = (u, v), G * = G − {e}, and {s, t} = {u, v}.
Base Case: If G * consists of exactly one edge between s and t, then µ is a Q-node whose skeleton is G * itself.
Parallel Case: If G * is composed of at least two maximal split components G 1 , . . . , G k (k ≥ 2) of {s, t}, µ is a P-node. Graph skel(µ) consists of k parallel virtual edges between s and t, denoted by e 1 , . . . , e k corresponding to G 1 , . . . , G k . The decomposition recurs on G 1 , . . . , G k with µ as parent node.
Series Case: If G * is composed of exactly one maximal split component with cutvertices c 1 , . . . , c k−1 (k ≥ 2), in this order on a path from s to t, µ is an S-node. Graph skel(µ) is the path e 1 , . . . , e k , where virtual edge e i connects c i−1 with c i (i = 2 . . . k − 1), e 1 connects s with c 1 , and e k connects c k−1 with t. The decomposition recurs on the split components corresponding to each e 1 , . . . , e k with µ as parent node.
Rigid Case: If none of the above cases applies, the purpose of the decomposition step is that of partitioning G * into the minimum number of split components and recurring on each of them. Since this is a complex task, we need some further definition. Given a maximal split component G ′ of a split pair {u, v} of G * , a vertex w ∈ G ′ properly belongs to G ′ if w = u, v. Given a split pair {u, v} of G * , a maximal split component G ′ of {u, v} is internal if neither s nor t properly belongs to G ′ , external otherwise. A maximal split pair {u, v} of G * is a split pair of G * that is not contained into an internal maximal split component of any other split pair {u ′ , v ′ } of G * . Let {s 1 , t 1 }, . . . , {s k , t k } be the maximal split pairs of G * (k ≥ 1) and, for i = 1, . . . , k, let G i be the union of all the internal maximal split components of {s i , t i }. Observe that each vertex of G * either properly belongs to exactly one G i or belongs to some maximal split pair {s i , t i }. Node µ is an R-node. Graph skel(µ) is the triconnected graph obtained from G * by replacing each subgraph G i with the virtual edge e i between s i and t i . The decomposition recurs on each G i with µ as parent node.
The SPQR-tree T e of a graph G with n vertices and m edges has m Q-nodes and O(n) S-, P-, and R-nodes. Also, the total number of vertices of the skeletons stored at the nodes of T e is O(n).
Unrooted SPQR-Trees
Now we describe how to modify T e in order to have an unrooted tree T .
Trees T e and T have the same nodes and arcs. They only differ in the skeleton of their nodes. Given a node µ e of T e , with split pair {u, v} and parent ν e , the virtual edge (u, v) is added to skel(µ e ) to obtain skel(µ) in T .
Hence, in an unrooted SPQR-tree T , an arc (µ, ν) identifies two virtual edges e(ν|µ) ∈ skel(µ) and e(µ|ν) ∈ skel(ν) that represent how the split component ν "attaches" to skel(µ) and how the split component µ "attaches" to skel(ν), respectively.
For unrooted SPQR-trees an equivalent concept of pertinent graph is defined. Namely, a merge operation of the skeletons of two adjacent nodes µ and ν consists of removing e(ν|µ) from skel(µ) and e(µ|ν) from skel(ν) and identifying their corresponding endvertices. Given a node µ of T , the whole graph G can be obtained by recursively merging µ with its adjacent nodes. We call such an operation merging of T . If e(ν|µ) is a virtual edge of skel(µ), we define pertinent(µ, e(ν|µ)) as the subgraph obtained by removing e(ν|µ) and recursively merging µ with its adjacent nodes with the exception of ν. The graph pertinent(µ, e(ν|µ)) defined on T coincides with the graph pertinent(µ) defined on T e when ν is on the path from µ to the root of T e .
Observe that, two SPQR-trees T e ′ and T e ′′ , rooted at two different edges e ′ and e ′′ of G, correspond to the same unrooted tree T .
In the following, unless differently specified, we will always refer to unrooted SPQRtrees.
Using SPQR-Trees to Represent Planar Embeddings
Let G be a biconnected graph and let T be the SPQR-tree of G. Graph G is planar if and only if the skeletons of all the nodes of T are planar [4] . The SPQR-tree T can be used to represent all the planar embeddings of G. In fact, suppose that one of the combinatorial embeddings of the skeleton of each node is chosen. A combinatorial embedding of G can be obtained by merging the skeletons of all the adjacent nodes of T while preserving their embedding.
Observe that:
(i) the skeleton of an S-node admits exactly one combinatorial embedding (each vertex has degree two);
(ii) the skeleton of a P-node admits as many combinatorial embeddings as the number of permutations of its virtual edges; and (iii) the skeleton of an R-node, which is triconnected, admits exactly one combinatorial embedding up to a reversal of the adjacency lists of its vertices.
Hence, a combinatorial embedding Γ of G is identified by specifying for each R-node one of its two possible embeddings and for each P-node a permutation of its adjacent nodes, as described in [4] .
In order to represent the external face f in the SPQR-tree T , observe that a face is uniquely identified by the set of edges incident to it, with the only exception, which can be easily handled, of the case when G is a simple cycle.
Given a face f of a combinatorial embedding Γ, the unique subtree of T whose leaves are the Q-nodes incident to f is called the allocation tree of f . Each node of the allocation tree of f is an allocation node of f . Figure 3 shows examples of allocation trees. Let µ be an allocation node of f . In skel(µ) there exists exactly one face f µ that "corresponds to" f , in the sense that f µ will be transformed into f when the merging of T is performed. We call f µ the representative of f in skel(µ). In the following, we will denote by f both a face of Γ and its representative face in the skeleton of one of its allocation nodes. We say that f belongs to all its allocation nodes.
Therefore, a planar embedding Γ, f can be represented by a suitable labeling of T . Namely, each R-node is labeled with a Boolean value and each P-node with the circular ordering of its adjacent nodes. The external face f is represented by its allocation tree.
The following lemma shows the relationship among faces belonging to nodes that are adjacent in T .
Lemma 1 Let µ and ν be two adjacent nodes of an SPQR-tree T of a graph G with planar embedding Γ, f .
There are exactly two faces f
′ and f ′′ of Γ that belong both to µ and to ν. Proof: Observe that when merging the skeletons of µ and ν the two faces incident to e(ν|µ) are identified with the two faces incident to e(µ|ν), and such faces correspond to the same faces f ′ and f ′′ of Γ. Also, skel(µ) and skel(ν) do not share other faces.
In
Faces f ′ and f ′′ are represented in skel(µ) (skel(ν)) by the two faces adjacent to e(ν|µ) (e(µ|ν)). Only if a node, say µ, is an S-node, f ′ and f ′′ can also share other edges further than e(ν|µ), that is, the virtual edges representing the nodes that are adjacent to µ in T .
Flip and Skip Operations
In the following we formally define the flip and skip operations, that can be used to modify the planar embedding Γ, f of a planar graph G and, as a consequence, the labeling of the SPQR-tree T of G representing Γ, f . Intuitively, a flip operation "flips" a component around its split pair, while a skip operation allows the external face to "skip" an entire component, promoting a new external face without modifying the combinatorial embedding.
First, we define the flip operation with respect to a planar embedding Γ, f . Second, we show how it modifies the labeling of T representing Γ, f .
Let {u, v} be a maximal split pair of G and let G i , with i = 1 . . . q, be any set of topologically contiguous maximal split components of G w.r.t. {u, v}. Let
be the subgraph of G obtained as the union of all the G i . We define the flip operation on Γ, f with respect to
where Γ ′ is obtained from Γ by reversing the adjacency lists of all the vertices of G 1 , but for u and v, and by reversing the order of the edges of G 1 in the adjacency lists of u and v. Face f ′ is determined as follows. If at least one out of u and v is not in f , then f ′ = f . Otherwise, f ′ is the unique face of Γ ′ containing all the edges incident to f and not belonging to G 1 , and at least one edge belonging to G 1 and not incident to f .
As an example, see the flip operation applied to the embedding of Fig. 1 .a that yields the embedding of Fig. 1 .b. Now we show how the labeling of T is modified by a flip operation f lip( Γ, f , G 1 ).
For each maximal split component G i , with 1 ≤ i ≤ q, of G w.r.t. {u, v} contained into G 1 , consider the node µ i of T such that pertinent(µ i , e(ν i |µ i )) = G i , where ν i is a node adjacent to µ i in T . Observe that if q > 1 then ν i is the same P-node µ P for each component G i , whereas if q = 1 then ν s = ν t for each 1 ≤ s, t ≤ q and s = t. Further, consider the subtree T i of T rooted at µ i and not containing ν i . Then, when operation f lip( Γ, f , G 1 ) = Γ ′ , f ′ is performed, the labeling of T representing Γ ′ is obtained from the labeling of T representing Γ by complementing the Boolean values of all the R-nodes of T i , for each i = 1 . . . q, reversing the circular orderings of all the P-nodes of T i , and, if q > 1, by reversing the subsequence corresponding to µ 1 , µ 2 , . . . , µ q in the circular ordering of the adjacent nodes of µ P .
If G 1 contains some edges belonging to f , then the new external face f ′ is obtained as previously described and the new allocation tree must be evaluated according to it.
With the intent of maintaining the mental map of the user, we add the constraint that a flip operation f lip( Γ, f , G 1 ) cannot be performed if G 1 contains all the edges of the external face f , because a flipping of the entire external structure of the graph around an internal component is undesirable from a comprehension point of view.
The following properties describe three basic features of the flip operation and are trivial to prove. Let Γ 1 be a combinatorial embedding of G and let Γ 2 be a "target" combinatorial embedding of G. It is easy to see that it is always possible to find a sequence of flip operations that leads from Γ 1 , f 1 , for an arbitrary f 1 ∈ Γ 1 , to Γ 2 , f 2 , for a suitable f 2 ∈ Γ 2 . In fact, flip operations allow both to arbitrarily permute the circular ordering associated with each P-node and to reverse the adjacency lists of the skeleton of each R-node.
Given a combinatorial embedding Γ 1 and a combinatorial embedding Γ 2 , we denote by F(Γ 1 , Γ 2 ) the minimum number of flips to obtain Γ 2 , f 2 from Γ 1 , f 1 , for an arbitrary f 1 ∈ Γ 1 and a suitable f 2 ∈ Γ 2 .
Lemma 2 For any two combinatorial embeddings
where n is the number of vertices of G.
Proof: Consider the labeling of the SPQR-tree of G representing Γ 1 . It is easy to find a sequence of flips such that each flip either gives to an R-node the label that it has in Γ 2 or places the neighbor of a P-node µ in its position in the circular order of µ in Γ 2 . The statement follows from the fact that the number of nodes in the SPQR-Tree is O(n). Now we define the skip operation, which allows to modify the external face of a planar embedding. As for the flip operation, we first define the skip operation with respect to a planar embedding Γ, f and then we show how such an operation modifies the labeling of T representing Γ, f .
Let G be a planar graph and let Γ, f 1 be one of its planar embeddings. Let {u, v} be a split pair of G incident to f 1 and to another face f 2 ∈ Γ.
Skip is defined as follows:
As an example, see the skip operation applied to the embedding of Fig. 1 .b that yields the embedding of Fig. 1 .c.
When a skip operation is applied to a planar embedding Γ, f 1 and a face f 2 sharing a split pair {u, v} with f 1 , we have that Γ is not modified. Hence, a skip operation only acts on the labeling of the SPQR-tree T representing the current planar embedding by turning the current allocation tree into the one of f 2 .
Also, observe that a skip operation skip( Γ, f 1 , f 2 ) corresponds to the skip of the virtual edge adjacent to both f 1 and f 2 in one of the skeletons that contain both f 1 and f 2 (see Lemma 1) . Such an observation is the main reason why we allow to skip an entire component of the graph with a single operation.
Let Γ, f 1 be a planar embedding of G and let f 2 be any "target" internal face of Γ. It is easy to see that it is always possible to find a sequence of skip operations that leads from Γ, f 1 to Γ, f 2 . In fact, a sequence of skips leading from f 1 to f 2 can be obtained as a path on the dual of G connecting the two vertices representing such two faces.
Given a planar embedding Γ, f 1 of a graph G and an internal face f 2 of Γ, we denote by S( Γ, f 1 , Γ, f 2 ) the minimum number of skips to obtain Γ, f 2 from Γ, f 1 .
Lemma 3 Let Γ, f 1 be a planar embedding of G. For any face f 2 ∈ Γ, we have that
Proof: Consider the dual graph D of G when the combinatorial embedding is Γ. A path in D from the vertex representing f 1 to the vertex representing f 2 corresponds to a sequence of skips which moves the external face from f 1 to f 2 . Hence, the number of edges of G, that is O(n), is an upper bound on the value of S( Γ, f 1 , Γ, f 2 ).
Given two planar embeddings Γ 1 , f 1 and Γ 2 , f 2 of a graph G, one could ask which is the minimum number of flip and skip operations for obtaining Γ 2 , f 2 from Γ 1 , f 1 . We denote such a number by FS(
A trivial upper bound to FS( Γ 1 , f 1 , Γ 2 , f 2 ) can be found by first performing all the flips needed to transform Γ 1 into Γ 2 , hence obtaining a new external face f ′ 1 which possibly coincides with f 1 , and then by applying an optimal sequence of skips to transform the resulting embedding Γ 2 , f ′ 1 into Γ 2 , f 2 . However, in Sect. 5 we will show that the obtained bound can be far from the optimum (see Fig. 7 ). Property 4 formalizes this upper bound.
Lemma 4 For any two combinatorial embeddings Γ 1 , Γ 2 and any two faces f 1 ∈ Γ 1 and
Proof: By Property 4, FS(
The statement follows from the fact that both
by Lemmata 2 and 3, respectively.
NP-Completeness of the General Case
In this section we prove that, given a biconnected planar graph G and two of its planar embeddings Γ 1 , f 1 and Γ 2 , f 2 , the problem of transforming Γ 1 , f 1 into Γ 2 , f 2 with the minimum number of flip and skip operations is NP-complete.
Lemma 5 Let G be a biconnected planar graph and let Γ 1 , f 1 and Γ 2 , f 2 be two planar embeddings of G. The problem of computing FS(
Proof: By Lemma 4, the transformation of Γ 1 , f 1 into Γ 2 , f 2 requires at most O(n) steps, where n is the number of vertices of G. At each step, either a flip or a skip is performed. The number of split pairs is O(n 2 ), and each split pair separates O(n) maximal split components. Hence, for each split pair, the number of consecutive maximal split components that can be flipped/skipped is O(n 2 ). Therefore, a polynomial number of skip/flip operations can be performed at each of the O(n) steps that transform Γ 1 , f 1 into Γ 2 , f 2 . A non-deterministic Turing machine could non-deterministically perform all the possible operations and check, for each of the obtained embeddings, if it coincides with Γ 2 , f 2 .
In order to prove that the problem of computing FS(
is NP-hard, we introduce a problem, called Sorting by Reversals (SBR), which has been deeply studied by the Computational Biology community [7, 15, 17, 18, 1, 19 ].
An instance of SBR is a linear permutation σ = i 1 , i 2 , . . . , i n of the first n positive integers 1, 2, . . . , n. A reversal operation on σ consists of replacing a subsequence i k , i k+1 , . . . , i k+h with the reversed subsequence i k+h , i k+h−1 , . . . , i k . The goal of the problem is to obtain the sorted sequence 1, 2, . . . , n from σ with the minimum number of reversal operations. Problem SBR can be also defined on circular permutations, where the reversal operation can be applied on circular subsequences, too. In [17] and [18] it has been shown that the two problems are equivalent, while in [7] Caprara showed that both the problems are NP-complete.
Theorem 1 Let G be a biconnected planar graph and let Γ 1 , f 1 and Γ 2 , f 2 be two planar embeddings of G. The problem of computing FS(
Proof: We reduce SBR to the problem of computing FS(
Given an instance σ of SBR, we construct a biconnected planar graph G and two embeddings
is the minimum number of reversals that order σ.
Let σ = i 1 , i 2 , . . . , i n be an instance of SBR. In order to construct G, consider a triconnected embedded graph with one face h at distance n from the external face f . Observe that O(n) vertices are sufficient to build such a graph. Consider two arbitrary vertices u and v incident to h. For each j = 1, 2, . . . , n, create a path p j with j internal vertices connecting u and v. The order of such paths around u is p i 1 , p i 2 , . . . , p in in Γ 1 and p 1 , p 2 , . . . , p n in Γ 2 . An example is given in Fig. 4 , where the graph G corresponding to sequence σ = 1, 3, 4, 2 is shown. We now prove that the sequence of FS( Γ 1 , f , Γ 2 , f ) operations needed to transform Γ 1 , f into Γ 2 , f can be mapped into the minimum sequence of reversals that orders σ, and vice versa. First, observe that FS( Γ 1 , f , Γ 2 , f ) ≤ n. In fact, the paths can be ordered with at most n flips, where the j-th flip places p j at position j. Further, observe that, since face h is at distance n from the external face, performing some skip operations to simplify the ordering of the paths p 1 , . . . p n would imply a sequence of at least n skips to reach h and a sequence of at least n skips to go back to f . Hence, any minimum sequence of flip and skip operations that transforms Γ 1 , f into Γ 2 , f does not contain any skip operations. Finally, observe that a flip operation on paths p i k , p i k+1 , . . . , p i k+h corresponds to a reversal of a subsequence i k , i k+1 , . . . , i k+h and that, since each path p i corresponds to an S-node with i + 1 adjacent Q-nodes, the labeling of the SPQR-tree is unchanged, except for the ordering of the adjacent nodes of the P-node induced by the split pair {u, v}. In order to prove that the construction of G, Γ 1 , f and Γ 2 , f can be performed in polynomial time, we observe that the triconnected embedded graph with one face h at distance n from the external face contains O(n) vertices and that the total number of vertices of paths p j , with j = 1, 2, . . . , n, is n i=1 i = n(n − 1)/2. Hence, the problem of computing FS( Γ 1 , f , Γ 2 , f ) is NP-hard. Since Lemma 5 guarantees that the problem belongs to class NP, the statement follows.
Since the reduction from SBR to the problem of determining FS( Γ 1 , f 1 , Γ 2 , f 2 ) only relies on the correspondence between a reversal and a flip operation and that skip operations are never performed, it is possible to use the same technique to reduce SBR to the problem of determining F(Γ 1 , Γ 2 ), where skip operations are not allowed. Observe that, in this case, we do not need to place the vertices u and v connected by paths p 1 , p 2 , . . . , p n on a face that is at distance n from the external face since skip operations are not allowed.
Let G be a biconnected planar graph, and let Γ, f 1 and Γ, f 2 be two planar embeddings of G. In this section, we show how to compute the value of S( Γ, f 1 , Γ, f 2 ). Fig. 5 shows an example of a shortest sequence of skips that can be used to move the external face of an embedded graph to a selected one.
First, we need to introduce the following lemma.
Lemma 6 Let G be a biconnected planar graph and let T be the SPQR-tree of G. Let Γ, f 1 and Γ, f 2 be two planar embeddings of G. If there exists an R-node µ of T such that skel(µ) contains both f 1 and f 2 , then S( Γ, f 1 , Γ, f 2 ) is the length of the shortest path from f 1 to f 2 on the dual of skel(µ).
Proof: First we remind that, since each pair of adjacent vertices in skel(µ) corresponds to a split pair of G, the external face can be moved to an adjacent face of the skeleton with a single skip operation. Hence, the length of a shortest path on the dual graph of skel(µ) from f 1 to f 2 is an upper bound for S( Γ, f 1 , Γ, f 2 ). In order to show that such a length is also a lower bound, it suffices to observe that any path on the dual graph of Γ leading from f 1 to f 2 has to traverse the faces of skel(µ) from f 1 to f 2 .
Let T be the SPQR-tree of G and let T 1 and T 2 be the allocation trees of f 1 and f 2 , respectively. Based on the previous Lemma, we state that the value of S = S( Γ, f 1 , Γ, f 2 ) can be easily computed when T 1 ∩ T 2 = ∅. Three subcases have to be distinguished:
Conversely, the case T 1 ∩ T 2 = ∅ is more complex and will be analyzed in detail. Case T 1 ∩ T 2 = {µ}. In this case µ is the only node of T whose skeleton contains both f 1 and f 2 . Observe that µ can not be an S-node, since otherwise all the nodes of T adjacent to µ would be in T 1 ∩ T 2 . If µ is a P-node, since a skip operation can move the external face from f 1 to any face of skel(µ), we have that S = 1. If µ is an R-node, by Lemma 6, S is the length of the shortest path on the dual of skel(µ) from f 1 to f 2 .
Case T 1 ∩ T 2 = {µ, ν}. In this case µ and ν are the only nodes of T whose skeleton contains both f 1 and f 2 . Hence, they are adjacent in T and they can not be both P-nodes. Then, by Lemma 1, f 1 and f 2 are adjacent both in skel(µ) and in skel(ν) and therefore we have that S = 1. Observe that, as in the previous case, neither µ nor ν can be S-nodes.
Case
As this case is more involved, we treat it separately in the following lemma.
Lemma 7 Let T 1 and T 2 be the allocation trees of two faces f 1 and f 2 of an embedded planar graph G, respectively. If
is a star graph whose central node is an S-node.
Proof: First, we show that the second node in each path of length 3 in T 3 is an S-node. Consider a path (µ a , µ b , µ c ) in T 3 and suppose, for a contradiction, that µ b is not an Snode. By Lemma 1, the two adjacent nodes µ a and µ b share exactly two faces f 
the fact that µ a , µ b , and µ c share the two faces f 1 and f 2 . Hence, we conclude that the second node of each path of length three in T 3 is an S-node.
Second, we show that T 3 contains exactly one S-node. Observe that, since T 3 has at least three nodes, then it contains at least a path of length 3, whose second node is an S-node. Suppose, by contradiction, that T 3 contains two S-nodes ν 1 and ν 2 . Since all the nodes of T 3 share the two faces f 1 and f 2 and each S-node has exactly two faces, we have that the two S-nodes ν 1 and ν 2 should be adjacent in the SPQR-tree of G, which is a contradiction. Hence, T 3 contains exactly one S-node ν S . Since in each path of length 3 the second node is an S-node, and since T 3 contains exactly one S-node, we have that each path in T 3 has length at most 3; hence, T 3 is a star graph in which the central node is an S-node. By Lemma 7 and by the fact that f 1 and f 2 are faces of the skeleton of the same S-node, it follows that S = 1.
In the case T 1 ∩ T 2 = ∅, the computation of S is not trivial; however, we provide a linear time algorithm, called SkipOnly, to solve this problem. The algorithm is described below and its pseudo-code is provided in Algorithm 1.
Suppose T 1 ∩ T 2 = ∅. We call skip path the (unique) shortest path in T between any node of T 1 and any node of T 2 (see Fig. 6 .a). We denote such a skip path by sp(f 1 , f 2 ).
Since a skip operation can move the external face from a face of skel(µ) to a face of skel(ν) only if µ and ν are adjacent in T , the following property holds. In order to compute the sequence of S( Γ, f 1 , Γ, f 2 ) skip operations that moves the external face from f 1 to f 2 , we define a weighted track graph [2] T rack(f 1 , f 2 ) (see Fig. 6 .b). (f 1 , f 2 ) . In particular, let sp(f 1 , f 2 ) = {µ 1 , . . . µ k } be the skip path connecting a node µ 1 of the allocation tree of f 1 to a node µ k of the allocation tree of f 2 . Observe that f 1 is the external face of skel(µ 1 ), while f 2 is an internal face of skel(µ k ). Track graph T rack(f 1 , f 2 ) contains two nodes corresponding to faces f 1 and f 2 . Also, for each node µ i ∈ sp(f 1 , f 2 ), i = 2, . . . , k, T rack(f 1
Nodes of
. In order to assign a weight to the vertical edges, consider an edge (f
, with y i , y i+1 ∈ {l, r}, spanning levels i and i + 1. If µ i is a P-node, then the weight is 0 if µ i−1 and µ i+1 are consecutive in the circular ordering of the nodes adjacent to µ i and y i = y i+1 , and it is 1 otherwise, since all the faces of the skeleton of a P-node are adjacent to the same split pair. If µ i is an S-node, then the weight is 0 if y i = y i+1 and is 1 otherwise, since only two faces exist in the skeleton of an S-node. Finally, if µ i is an R-node, then the weight of (f
i+1 ) is the length of the shortest path from f
i+1 on the dual of skel(µ i ), where edge (f i r , f i l ) has been removed, because the possibility of skipping such an edge is already taken into account by the horizontal edge (f i r , f i l ) of T rack(f 1 , f 2 ). We compute a weighted shortest path from the node corresponding to f 1 to the node corresponding to f 2 on T rack(f 1 , f 2 ). The nodes of T rack(f 1 , f 2 ) that are traversed during such a shortest path are the faces of G that have to be traversed when morphing Γ, f 1 into Γ, f 2 with the minimum number S( Γ, f 1 , Γ, f 2 ) of steps. The sequence of skips to be performed is given by the operations that determined the weight of the edges of T rack(f 1 , f 2 ) that are traversed by the weighted shortest path.
Algorithm 1: SkipOnly
Data: A biconnected planar graph G and two of its planar embeddings Γ, f 1 and Γ, f 2 Result: The minimum length sequence of S( Γ, f 1 , Γ, f 2 ) skip operations to obtain Γ, f 2 from Γ, f 1
Prepocessing Phase
Compute the SPQR-tree T of G; Compute the allocation trees T 1 and T 2 of f 1 and f 2 ;
Computation Phase
Compute the skip path sp(f 1 , f 2 ) between T 1 and T 2 ; Construct the track graph T rack(f 1 , f 2 ); Compute the weighted shortest path on T rack(f 1 , f 2 ) from f 1 to f 2 ;
Execution Phase
Perform the sequence of skip operations on G that determined the weight of the edges of the weighted shortest path. An horizontal edge corresponds to a skip of a whole component, while a vertical edge corresponds to a shortest path on the dual of the skeleton of a component.
Theorem 2 Let G be a biconnected planar graph, and let Γ, f 1 and Γ, f 2 be two planar embeddings of G. If only skip operations are allowed, then there exists an algorithm to compute S(
Proof: Apply Algorithm SkipOnly. Consider the weighted shortest path on T rack(f 1 , f 2 ) from f 1 to f 2 . Such a path, by construction, corresponds to a sequence s of skip operations that moves the external face of G from f 1 to f 2 . Suppose, for a contradiction, that there exists a sequence s * of skips from f 1 to f 2 on G such that |s * | < |s|. Since, by Property 5, all the nodes of sp(f 1 , f 2 ) have to be traversed when moving the external face from f 1 to f 2 , s * traverses at least one face f i y , with y ∈ {l, r}, for each node µ i ∈ sp(f 1 , f 2 ). Hence, we have that such faces partition s * into |sp(f 1 , f 2 )| subsequences s * i = {f ) and, hence, that |s * | < |s|. We now perform an analysis of the computational complexity of Algorithm SkipOnly. The SPQR-tree T [10] and its labeling can be computed in linear time. The allocation trees T 1 and T 2 and sp(f 1 , f 2 ) can be also easily computed in linear time. Also, graph T rack(f 1 , f 2 ) is constructed by computing at most 4 shortest paths for each R-node in sp(f 1 , f 2 ); since the sum of the number of virtual edges in the skeletons of nodes of T is O(n), we have that T rack(f 1 , f 2 ) can be computed in linear time. Finally, the simple level-structure of T rack(f 1 , f 2 ) allows to compute the weighted shortest path from f 1 to f 2 in linear time. Namely, when considering a node f 
Linearity of the Case without P-nodes
In this section we show that, if T does not contain any P-nodes, the problem of computing FS( Γ 1 , f 1 , Γ 2 , f 2 ) can be solved in linear time. For simplicity, the algorithm described in this section only considers a subset of all the possible flip operations. Namely, given an S-node µ, although a legitimate flip operation might concern the split components of any split pair of µ, we only consider flip operations concerning split components of maximal split pairs of µ. Intuitively, this corresponds to flipping either a single neighbor ν of µ or all the neighbors of µ with the exception of ν. At the end of the section we handle the general case.
In order to compute FS( Γ 1 , f 1 , Γ 2 , f 2 ) when T does not contain any P-nodes, we first assign a label in {turned, unturned} to each node µ of T . Intuitively, the label assigned to a node µ indicates whether some transformations are needed on the skeleton of µ in order to obtain Γ 2 from Γ 1 , or not.
• If µ is a Q-node, it is labeled unturned.
• If µ is an R-node, it is labeled unturned if the Boolean value assigned to µ in the two labelings representing Γ 1 and Γ 2 is the same, and turned otherwise.
• If µ is an S-node, it is labeled unturned (turned) if the majority of its adjacent R-nodes is unturned (turned). In case of a tie, we give µ an arbitrary label, unless µ is an internal node of the skip path sp. In this case, we give µ a label that is different from one of its adjacent nodes in sp. Observe that both of such nodes are R-nodes, since two S-nodes can not be adjacent in T and Q-nodes can not be in sp, because they do not have any internal faces.
Second, we suitably extend the labeling {turned, unturned} from the nodes to the edges of T . If an edge e is incident to a Q-node, then it is labeled unturned. Otherwise, e is labeled unturned (turned) if its incident nodes have the same label (different labels).
Consider any edge e = (µ, ν) of T . Such an edge identifies a split pair of G which, in its turn, identifies two maximal split components G 1 = pertinent(µ, e(ν|µ)) and G 2 = pertinent(ν, e(µ|ν)), since T does not contain any P-nodes. By definition, the effect of performing a flip of G 1 (resp. G 2 ) is to change the labels of all the nodes of the subtree of T rooted at µ and not containing ν (resp. rooted at ν and not containing µ). Hence, e is the only edge of T whose label is changed by such a flip operation. It follows that, if e is labeled as turned, any minimum sequence of flips that transforms Γ 1 into Γ 2 contains either f lip(
, for some suitable Γ ′ , Γ ′′ , f ′ , and f ′′ . Hence, the number of turned edges of T corresponds to the minimum number of flips that must be performed on Γ 1 in order to obtain Γ 2 .
As in the fixed combinatorial embedding case, when the intersection of the two allocation trees T 1 and T 2 of f 1 and f 2 is non-empty, the problem has a trivial solution. In fact, since in this case there exists at least one node µ such that f 1 and f 2 belong to skel(µ), there is no flip that can help to reduce the number of skips. Hence, the trivial algorithm that first performs all the flips to transform Γ 1 into Γ 2 and then performs all the skips to move the obtained external face f 3 to f 2 uses FS(
When the intersection of the two allocation trees is empty, we have to take into account the fact that a flip operation may modify the distance between any two faces not belonging to the same skeleton, hence modifying the number of needed skips to move from one to the other. Therefore, in order to compute FS( Γ 1 , f 1 , Γ 2 , f 2 ), we have to consider the case in which flip and skip operations are alternated.
Consider, for an example, the starting embedding Γ 1 , f 1 of Fig. 7 .a and the target embedding Γ 2 , f 2 of Fig. 7 .b. In Γ 1 we have that f 2 is adjacent to f 1 , while in Γ 2 the minimum number of skips to reach f 2 from f 1 is 5 (observe that an example where the distance is k can be easily constructed by adding O(k) vertices and edges). Hence, it would be possible to save 4 (in general, k − 1) skip operations by moving the external face to f 2 before performing the flips needed to transform Γ 1 into Γ 2 . On the other hand, such an operation would make the rigid component R 4 not possible to be flipped, since it would contain all the edges of the new external face f 2 . However, when a flip operation of a component R i , with 1 ≤ i ≤ 4, that involves R 4 is needed in order to obtain an embedding Γ * , it is possible to perform such a flip operation on the unique component R j , with 1 ≤ j ≤ 4 and i = j, that shares its split pair with R i , so obtaining an embedding Γ * that is equal to Γ * , but for a reversal of the adjacency lists of all the vertices. Hence, when all the flips are performed, the combinatorial embedding Γ 3 that is obtained is such that either Γ 3 = Γ 2 or Γ 3 = Γ 2 , depending on the fact that the number of flips involving the component containing f 2 is even or odd. In this example, 3 flips involving R 4 are needed to obtain Γ 2 from Γ 1 , that is, the flip of R 2 , R 3 , and R 4 , and hence the final embedding is Γ 2 . In order to obtain Γ 2 , it is possible to perform a flip of the whole graph G around a simple edge e incident to f 2 since, by Property 3, we have that f lip( Γ 2 , f 2 , G \ e) = Γ 2 , f 2 . Therefore, the total number of flip operations is equal to the number of flips needed to transform Γ 1 into Γ 2 plus one. Hence, the total number of operations that are saved by first moving the external face to f 2 and then transforming Γ 1 into Γ 2 is 3 (in general, at least k − 2).
An analogous example where first performing all the skips and then performing all the flips leads to a solution with a non-optimal number of operations can be easily constructed by considering the embedding of Fig. 7 .b as the starting one and the embedding of Fig. 7 .a as the target one.
Based on these observations, we propose an algorithm, called NoParallel, to compute FS( Γ 1 , f 1 , Γ 2 , f 2 ) when T 1 ∩T 2 = ∅ and T does not contain any P-nodes. Such an algorithm is similar to Algorithm SkipOnly and its pseudo-code is given in Algorithm 2. The main difference is on the assignment of the weights to the edges of T rack(f 1 , f 2 ), which have to take into account the possibility of alternating flips and skips in order to reduce the total number of operations. Namely, consider two nodes µ i and µ i+1 of the skip 00 00 00 11 11 11 00 00 00 11 11 11 00 00 00 11 11 11 00 00 00 11 11 00  00  11  11  00  00  11  11  00  00  11  11  00  00  11  11  000  000  000  111  111  111  00  00  11  11  00  00  11  11  00  00  11  11  00  00  00  11 path sp(f 1 , f 2 ) which are adjacent through a turned edge e, and consider a skip operation on µ i+1 . Such an operation has the effect of transferring the external face from f l i+1 to f r i+1 , or vice versa. The same effect would be obtained by flipping µ i+1 with respect to µ i . Therefore, we set to 0 the weight of the horizontal edge linking f l i+1 to f r i+1 in graph T rack(f 1 , f 2 ) and we call shortcut such an edge. Using a shortcut in the shortest path from f 1 to f 2 corresponds to the possibility of performing a flip in advance to save a skip operation, while a shortcut that is not in the shortest path corresponds to a flip that has to be performed at the end of the computation.
First observe that all the flips that do not involve nodes on the skip path can be performed independently at each step of the computation, since none of these nodes will contain all the edges of the external face during the morphing. We decide to perform such flips as the first step of the algorithm. As for Algorithm 1, compute a weighted shortest path p on T rack(f 1 , f 2 ) from f 1 to f 2 . First, perform the flip operations corresponding to the shortcuts that are traversed by p, while the external face is still f 1 . Second, perform all the skip operations corresponding to the edges of sp. Finally, perform the flip operations corresponding to all the other turned edges (the shortcuts that are not traversed by p), while the external face is f 2 .
Regarding the flips that are performed before the skips, we have to consider the fact that the weighted shortest path between f 1 and f 2 on T rack(f 1 , f 2 ) does not take into account the label of the last node µ k of the skip path sp(f 1 , f 2 ). Such a matter is considered in the computation of FS( Γ 1 , f 1 , Γ 2 , f 2 ) by suitably selecting one of the weighted shortest paths, as follows.
Suppose that µ k is labeled turned (unturned). Also, suppose that a weighted shortest path p 1 from f 1 to f 2 uses an even (odd) number of shortcuts. If the flip operations corresponding to such shortcuts are performed in advance, while f 1 is the external face, the embedding of µ k is reversed an even (odd) number of times, i.e., µ k ends up with a turned label. Hence, in order to obtain Γ 2 , according to Property 1, we would need to perform a final flip operation with respect to any edge incident to f 2 . However, in this case, if a weighted shortest path p 2 from f 1 to f 2 exists with the same cost of p 1 and traversing an odd (even) number of shortcuts, using p 2 would make it possible to save the last flip. Therefore, we compute two weighted shortest paths from f 1 to f 2 using an even and an odd number of shortcuts, respectively. Then, if they have different cost we choose the shorter one, while if they have the same cost we select the one that makes the label of µ k unturned. Hence, when all of such flips have been performed, µ k can be labeled either turned or unturned.
Regarding the flips that are performed after all the skips, we recall that, in order to preserve the mental map of the user, a flip operation on a component G 1 is permitted only if G 1 does not contain all the edges of the external face. Further, we observe that, if µ k is labeled turned, then at least one of such flips must involve µ k , which contains all the edges of the current external face f 2 and hence can not be flipped. However, in this case, it is possible to exploit the fact that, when a flip operation of a component µ is needed in order to obtain an embedding Γ * , it is possible to perform such a flip operation on the unique component ν sharing its split pair with µ, obtaining an embedding Γ * that is equal to Γ * , but for a reversal of the adjacency lists of all the vertices.
Hence, when both the flips before the skips and the ones after the skips are performed, the combinatorial embedding Γ 3 that is obtained is such that either Γ 3 = Γ 2 or Γ 3 = Γ 2 , depending on the fact that the total number of flips involving µ k is even or odd. However, when Γ 3 = Γ 2 , it is possible to obtain Γ 2 by performing a flip of the entire graph G around one edge e incident to f 2 , since, by Property 3, we have that f lip(
Finally observe that, if the two weighted shortest paths traversing an even and an odd number of shortcuts, respectively, have the same cost, it is always possible to obtain Γ 2 at the end of the computation without the need of performing the last flip of the whole graph around e. Proof: Apply algorithm NoParallel. Let s be the number of operations performed on G. First observe that, since each flip operation modifies the Boolean value of all the nodes of a subtree of T , we have that only one edge of T has its label modified by this operation. Hence, the number of flip operations performed on G is greater than, or equal to, the number of turned edges in T plus (possibly) one flip of the whole graph that has to be performed at the end of the computation (see Property 3).
First observe that the flips involving nodes that are not on the skip path can not be saved by any skip operation, since moving the external face to these nodes in order to save one flip would imply at least two unnecessary skips, one to reach it and one to go back to the skip path. Hence, all of such flips have to be performed at some point. Moreover, the nodes involved in these flips will not contain all the edges of the external face at any step of the computation and hence they can be performed as the first step of the algorithm without affecting the optimality of the solution.
Consider an horizontal edge e of weight 1, that is, corresponding to an unturned edge. Since any flip operation can reduce the skip-distance between f 1 and f 2 of at most 1, it is not useful to perform a flip operation on a component corresponding to e, because in this case another flip operation would be needed to restore the combinatorial embedding.
Hence, any optimal sequence of operations that morphs Γ 1 into Γ 2 must not contain any flip operations on the unturned edges.
Consider an horizontal edge e = (f l i , f r i ) of weight 0 (a shortcut), that is, corresponding to a turned edge, belonging to the suitably selected weighted shortest path in T rack(f 1 , f 2 ) from f 1 to f 2 . The fact that the weighted shortest path traverses e means that, in the optimal sequence of operations induced by this path, a skip of the whole component corresponding to e would be needed to move the external face from f l i to f r i , or vice versa. However, if the flip corresponding to e, which is needed anyhow, is performed before the skips, the roles of f l i and f r i are switched and hence the skip of the component corresponding to e is no longer needed, which results in saving one operation. Therefore, we have that any optimal sequence of operations must perform all the flip operations corresponding to shortcuts that are traversed by the suitable selected weighted shortest path before the skip operations involving such components.
Consider an horizontal edge e = (f l i , f r i ) of weight 0 (a shortcut), that is, corresponding to a turned edge, not belonging to the selected weighted shortest path p in T rack(f 1 , f 2 ). Suppose, by contradiction, that there exists a sequence s * of operations such that e is flipped before the skips, and that |s * | < |s|. Since s * contains the same flip operations as s, then s * must contain a smaller number of skips. Hence, whereas the external face must traverse all the nodes of sp(f 1 , f 2 ), by Property 5, sequence s * would identify a path in T rack(f 1 , f 2 ) that is shorter than p, which is a contradiction. Therefore, we have that any optimal sequence of operations must perform all the flip operations corresponding to shortcuts that are not traversed by the suitable selected weighted shortest path after the skip operations involving such components.
Since a flip operation of the whole graph reverses the adjacency lists of all the vertices but does not modify the number of turned edges, any optimal sequence will perform at most one of such flips. Moreover, if two shortest paths exist traversing an even and an odd number of shortcuts, respectively, such a flip can be saved by choosing the shortest path which ends with an unturned label on the last node of the skip path.
Finally, since each edge of T rack(f 1 , f 2 ) is weighted with the length of the shortest path on the skeleton of the corresponding component, we have that no other sequence of skips can outperform the one that is computed with Algorithm NoParallel, when the savings permitted by the flips are considered.
Hence, we have that algorithm NoParallel computes FS(
The fact that NoParallel can be executed in linear time can be shown with the same argumentation presented in the proof of Theorem 2. In fact, the computation of the two shortest paths traversing an even and an odd number of shortcuts can be performed in linear time since, for each level i, we have to perform a choice for the two nodes f Now we show how to modify Algorithm NoParallel in order to handle the general case in which a flip operation may concern the split component induced by any split pair of an S-node µ. Intuitively, this corresponds to allow the flip of an arbitrary number of consecutive neighbors of µ with one single operation. The idea is to relax the constraint that two S-nodes can not be adjacent in the SPQR-tree of G. Namely, for any maximal sequence σ i = ν 1 , ν 2 , . . . , ν k of consecutive nodes with the same label adjacent to µ, we 
Prepocessing Phase
Compute the SPQR-tree T of G; Label the nodes of T according to Γ 1 ; Label the nodes of T according to Γ 2 ; Compute the allocation trees T 1 and T 2 of f 1 and f 2 , respectively; Label the nodes of T as turned or unturned as described in Sect. 5; Label the edges of T as turned or unturned as described in Sect. 5;
Computation Phase
Compute the skip path sp(f 1 , f 2 ) between T 1 and T 2 ; Construct the track graph T rack(f 1 , f 2 ), assigning weight 0 to an horizontal edge (f
) if the edge of T connecting µ i and µ i−1 is turned and weight 1 otherwise; Compute two weighted shortest paths p even and p odd on T rack(f 1 , f 2 ) from f 1 to f 2 traversing an even and an odd number of shortcuts, respectively;
Select the one out of p = p even or p = p odd that makes the label of µ k unturned;
Execution Phase
Perform all the flips that do not involve nodes on the skip path; Perform all the flips corresponding to the shortcuts traversed by p; Perform all the skips corresponding to the edges of p to move the external face from f 1 to f 2 ; Perform all the flips corresponding to the shortcuts not traversed by p on the components not containing all the edges incident to f 2 ; if label(µ k ) == turned then Perform a skip of the whole graph around one of the edges incident to f 2 ;
add an S-node µ i adjacent to µ and move σ i from the adjacency list of µ to the one of µ i . The label of µ i is the same as the one of all the nodes on σ i . The label of µ is computed as for Algorithm NoParallel.
6 Fixed-Parameter Tractability of the General Case
In Sect. 3, we showed that the problem of transforming Γ 1 , f 1 into Γ 2 , f 2 with the minimum number of flip and skip operations is NP-complete when G is an arbitrary biconnected planar graph. In this section, we study the fixed-parameter tractability of the problem when the structure of G is of limited complexity. Let T be the SPQR-tree of a biconnected planar graph G and let Γ 1 , f 1 and Γ 2 , f 2 be two planar embeddings of G. We present an algorithm to compute a sequence of FS( Γ 1 , f 1 , Γ 2 , f 2 ) flip and skip operations that transforms
time, where k and h are two parameters that describe the arrangement of the P-nodes of T and their relationships with the S-nodes.
We first sketch out how to handle P-nodes, which are responsible for the NP-hardness of the general problem, with a fixed-parameter tractability approach. Recall that the embedding of the skeleton of a P-node µ P is described in the labelings of T representing Γ 1 and Γ 2 by two circular sequences σ 1 and σ 2 , respectively, of its adjacent virtual edges. As shown in the proof of Theorem 1, the problem of morphing σ 1 into σ 2 with the minimum number of flips is equivalent to the sorting by reversal problem (SBR), which has been proved to be NP-hard in both cases of linear and circular sequences [7, 18] . In fact, sorting virtual edges is equivalent to sorting integer numbers, where a flip of l contiguous edges corresponds to a reversal of l contiguous elements of the sequence of integer numbers.
The fixed-parameter approach is based on the fact that the SBR problem can be solved in polynomial time, both in its linear and in its circular formulation, when each number is given a sign and the reversal of l contiguous elements of a sequence also changes their signs [15, 19, 17] .
Indeed, when all the virtual edges adjacent to a P-node correspond to components that have to be suitably "flipped" while being reordered, that is, they can be provided with a sign, then the problem of morphing σ 1 into σ 2 can be modeled as an instance of the signed SBR problem, hence admitting a polynomial-time solution. For example, if all the nodes adjacent to a P-node are R-nodes, which can always be provided with a sign, then the minimum number of flips to sort them can be computed in polynomial time. Unfortunately, some virtual edges, as for example those corresponding to paths, used in the NP-hardness proof of Sect. 3, do not need to be flipped in a specific way.
In order to exploit the polynomial-time solvability of the signed SBR problem while taking into account the fact that not all the virtual edges can be assigned a sign without affecting the optimality of the solution, we assume that the number of such virtual edges around each P-node is limited by a parameter k. Then, we conventionally assign to such k virtual edges all the combinations of signs, and we apply 2 k times the signed SBR polynomial-time algorithm. In fact, there exists an assignment of signs such that the minimum number of reversals to order the corresponding signed sequence is equal to the minimum number of reversals to order the original mixed signed/unsigned sequence [1] .
As in the previous cases, we focus on the case in which T 1 ∩ T 2 = ∅, that is the most complex. The case when T 1 ∩ T 2 = ∅ can be tackled with similar techniques. The algorithm is described in detail below.
In order to compute FS( Γ 1 , f 1 , Γ 2 , f 2 ), each node of T is labeled as turned, unturned, or neutral, as described in the following. Intuitively, labels turned and unturned represent the sign of a component, while label neutral is assigned to components that can not be provided with a sign. First, we order the nodes of T based on their distance from the skip path sp. Then, starting from the farthest ones, we label the nodes that are not in sp with the strategy described below. Finally, we label the nodes of sp with a different strategy. Now we describe how to label the elements that are not on the skip path. Consider the current unlabeled node µ not in sp. Observe that all the nodes adjacent to µ, with the exception of the node that links µ to sp, have already been assigned a label.
• If µ is an R-node, we label µ based on its embedding, as described in Section 5 for Algorithm NoParallel. Observe that such a label is either turned or unturned, but it is never neutral.
• If µ is a Q-node, we label µ neutral.
• If µ is an S-node, we assign µ the label of the majority of its non-neutral labeled adjacent nodes. In case of a tie, we label µ neutral.
• If µ is a P-node, denote by σ 1 and σ 2 the two circular sequences associated with µ in the labelings of T representing Γ 1 and Γ 2 , respectively. When labeling µ, at the same time we also compute the minimum number of flips that are needed to transform σ 1 into σ 2 . First observe that, since the external face traverses only the nodes of T belonging to the skip path, by Property 5, at each step of the computation all the edges incident to the external face are contained into pertinent(ν, e(µ|ν)), where ν is the node of T that links µ to sp. Hence, node ν can never be part of a flip/reversal during the sorting of the circular sequence of the nodes adjacent to µ, which implies that σ 1 and σ 2 are actually linear sequences, as far as only flip operations are concerned. Namely, denote by σ ′ 1 and σ ′ 2 the two linear sequences obtained from σ 1 and σ 2 , respectively, by removing the virtual edge e(ν|µ) and starting with the virtual edge that follows e(ν|µ) in σ 1 . Let k be the number of neutral elements of σ Now we describe how to assign labels to the elements of the skip path sp = µ 1 , µ 2 , . . . , µ k from T 1 to T 2 . We construct a labeling such that nodes in sp are never labeled neutral.
First observe that no Q-node µ can be on the skip path, since pertinent(µ, e(ν|µ)), where ν is the only node of T adjacent to µ, does not contain any internal faces. The labels of the R-nodes are assigned based on their embeddings, as described in Sect. 5.
Labels to the S-nodes µ S are assigned as described in Sect. 5, that is, by breaking a possible tie in the number of turned and unturned neighbors in such a way that the label of µ S is different from the label of at least one of its neighbors in sp. Since R-nodes have always a sign and two S-nodes can not be adjacent in T , the only case to consider is when both of its neighbors in sp are P-nodes, whose sign still depends on its neighbors, which creates a mutual dependence. Such a problem can be extended to the case in which we have an alternated sequence of S-and P-nodes on sp. Hence, we assume that the number of P-nodes in sp is limited by a parameter h and we compute the fixed-parameter tractable solution based also on this parameter. Namely, if we have h P-nodes in sp, we consider for them all the 2 h combinations of the two possible values turned and unturned, and, for each of them, we suitably compute the labels of the adjacent S-nodes in sp and we perform the computation that follows.
Analogously to Algorithm NoParallel, we extend the labeling from the nodes to the edges of T . In particular, an edge is labeled turned if its incident nodes have different labels and none of them is a P-node, otherwise it is labeled unturned.
We construct a weighted track graph T rack(f 1 , f 2 ) as in Algorithm NoParallel, where P-nodes were not present. Here we describe how to set the weights of the edges exiting nodes f l i and f r i corresponding to a P-node µ i in sp. All other weights are set as described in Sect. 5.
The weight of an horizontal edge for a P-node is 1, representing the possibility to skip the whole parallel component with one single operation.
In order to set the weight of a vertical edge for a P-node, we have to consider that, since the external face moves along the nodes of the skip path sp, there is no neighbor ν i of µ i such that pertinent(ν, e(µ i , ν)) contains all the edges incident to the external face during all the computation. Therefore, it is not possible to remove one of the nodes from the sequence and consider it as linear, as done for the P-nodes that are not in sp.
However, it is still possible to represent the fact that the current external face is a face of the skeleton of µ i by means of two linear sequences, by cutting the circular sequence in such a way that the virtual edge representing the component µ i−1 , that precedes µ i in sp, is the first and the last element, respectively, of the two obtained linear sequences.
More precisely, denote by σ 1,i and σ 2,i the two circular sequences representing the embedding of µ i in Γ 1 and Γ 2 , respectively. From σ 1,i we obtain the linear sequence σ with the minimum number of flips, that can be done by applying the signed SBR algorithm. In order to do this, observe that all the nodes adjacent to µ i in T are labeled as turned, unturned, or neutral. Let k be the number of nodes adjacent to µ i and labeled neutral. As described above, we consider all possible assignments of turned and unturned values to such nodes, and we compute 2 k times the linear signed SBR distance from σ * 1,i to σ ) is the minimum of such n i × 2 k values, where n i is the number of faces of skel(µ i ), which is equal to the number of nodes adjacent to µ i in T .
The remaining part of the algorithm strictly follows the lines of Algorithm NoParallel. Namely, we compute a weighted shortest path from f 1 to f 2 in T rack(f 1 , f 2 ) and, based on such a path, we decide the sequence of skip and flip operations to be performed. Again, if T rack(f 1 , f 2 ) admits more than one weighted shortest path, we choose among such paths taking into account the number of shortcuts traversed, corresponding to flip operations that are convenient to be performed in advance.
Here we analyze the computational complexity of the algorithm. All the operations, except for those involving P-nodes, can be performed in linear time, as stated in Section 5.
For each P-node µ i not belonging to the skip path, the computation of the minimum sequence of flips needed to transform σ 1,i into σ 2,i can be performed in O(n i × 2 k ) time, where n i is the number of neighbors of µ i in T . Observe that computing the minimum SBR distance can be done in linear time [3] , while actually finding the sequence of operations that yields that minimum can be done in time O(n 3 2 i log(n i )) time [19] . Hence, when considering the 2 k possible assignments, we only compute the minimum SBR distance and then, when the optimal assignment has been found, we perform the algorithm for finding the actual sequence of flips.
For each P-node µ belonging to sp, the computation of the minimum sequence of flips needed to transform σ 2,i by first moving the external face to each of the n i faces of skel(µ i ) in Γ 1 and then performing the computation of the signed linear SBR distance in linear time. Since such a computation has to be performed for each of the 2 h assignments of labels to the h P-nodes of sp, the total computational complexity of the algorithm is O(2 h × h i=1 (n 2 i × 2 k )), which is equal to O(n 2 × 2 k+h ), since the total number of neighbors of all the P-nodes is less than, or equal to, the total number of edges of T , that is O(n).
Based on the above discussion we have:
Theorem 4 Let G be a biconnected planar graph and let Γ 1 , f 1 and Γ 2 , f 2 be two planar embeddings of G. Let T be the SPQR-tree of G, let k be the maximum number of neutral S-nodes adjacent to a P-node in T , and let h be the number of P-nodes in the skip path sp(f 1 , f 2 ). If both flip and skip operations are allowed, then FS( Γ 1 , f 1 , Γ 2 , f 2 ) can be computed in O(n 2 × 2 k+h ) time.
Conclusions
Preserving the user mental map while coping with ever-changing information is a common goal of the Graph Drawing and the Information Visualization areas. The information represented, in fact, may change with respect to three different levels of abstraction: (i) structural changes may modify the graph that the user is inspecting; (ii) topological changes may affect the way the same graph is embedded on the plane; and (iii) drawing changes may map the same embedded graph to differently positioned graphic objects.
A large body of literature has been devoted to structural changes, addressing the representation models and techniques in the so-called dynamic and on-line settings. Also, much research effort has been devoted to manage drawing changes, where the target is to preserve the mental map by morphing the picture while avoiding intersections and overlappings. On the contrary, to our knowledge, no attention at all has been devoted to topological changes, that is, changes of the embedding of a graph in the plane.
In this paper we addressed the topological morphing problem. Namely, the problem of morphing a topology into another one with a limited number of changes.
This paper leaves many open problems. (1) Primitives. We considered two topological primitives, called flip and skip. It would be important to enrich such a set with other operations that can be considered "natural" for the user's perception. (2) Connectivity. It is easy to extend the results presented in Sect. 4 to simply connected graphs. However, the other presented results are deeply related to biconnectivity. There is a lot of space here for further investigation. (3) We gave the same weight to the operations performed during the morphing. However, other metrics are possible. For example, one could weight an operation as a non-decreasing function of the moved edges or of the thickness of the moved component.
As a final remark we underline how usually the Computational Biology field looks at Graph Drawing as a tool. In this paper it happened the opposite. In fact, Theorems 1 and 4 exploit Computational Biology results.
